Abstract. A quantum channel is a completely positive trace preserving map which acts on the set of operators for the Hilbert space associated with a given quantum system. Analysis of such channels is central to quantum computing and quantum information theory. We present and investigate a new class of quantum channels that includes the class of collective rotation channels as a special case. We use the phrase 'universal collective rotation channels' for this class. The fixed point set and noise commutant coincide for a channel in this class. Computing the precise structure of this operator algebra is a core problem in a particular noiseless subsystem method of quantum error correction. We apply classical representation theory of the symmetric group via Young tableaux and give a computationally amenable method for explicitly finding this structure for the class of universal collective rotation channels.
Introduction
The study of quantum channels is a central theme in quantum computing and quantum information theory [36] . While there are farreaching applications promised by these investigations [7, 22, 35, 36] , there are still numerous theoretical and experimental issues to overcome, and many involve the analysis of channels in some way. A fundamental class of quantum channels is known as the class of collective rotation channels [4, 5, 6, 14, 15, 19, 20, 24, 26, 42, 43, 44, 45, 47] . This class has its roots in the postulates of quantum mechanics and has recently played a key role in experimental efforts towards realizing certain quantum error correction methods. For instance, when quantum information is encoded as light pulses for transmission through an optical fibre, the noise, or errors, associated with the channel is described by collective rotations [15, 43] .
Of particular interest in the current study is the noise commutant method of noiseless subsystems. This is a recently developed paradigm for passive quantum error correction [13, 15, 20, 25, 26, 34, 46] and we discuss it in detail below. In this method, the 'noise commutant' is used as a vehicle for encoding quantum states that are left immune to the noise of a given channel.
In this paper, we present a new class of quantum channels and investigate them in the context of quantum error correction, with specific reference to the noiseless subsystem method. This class is a generalization of the collective rotation class, which arises as an important special case, hence we use the appellation 'universal collective rotation channels' to describe this class. The fundamental problem we are confronted with, as explained below, is to compute the explicit spatial structure of the operator algebra, the aforementioned noise commutant, determined by the set of fixed points for the corresponding channel. The general problem of computing this structure was addressed in [20] and [47] , but in special cases, such as the classes considered here and in [19] , a more nuanced approach based on special properties of the class is required. To accomplish this, we use a combinatorial approach via Young Tableaux [16, 21] . We note that the method of Young tableaux is quite versatile and has been used for numerous calculations, see [12, 17] for instance. We also employ recent analysis of the first author [23] from the setting of infinite dimensional von Neumann algebras and use basic properties of finite dimensional operator algebras [2, 11, 41] .
The paper is organized as follows. Section 2 contains an introductory discussion on some of the basics of quantum computing, quantum channels and quantum error correction. This is followed in section 3 with the definition and basic properties of the class of universal collective rotation (ucr-) channels. In section 4 we make the explicit connection with representation theory of the symmetric group, by showing how the noise commutant for ucr-channels is determined by a particular representation of the symmetric group. Section 5 includes an in-depth discussion of how Young tableaux may be used to compute the noise commutant structure, and in section 6, we work through some lowdimensional examples to illustrate this approach. We finish with a concluding remark in section 7 and discuss possible avenues of further research.
A final word on notation and presentation. We have attempted to make this paper readable for as broad an audience as possible, focusing on the operator algebra, representation theory and quantum computing communities in particular. An unfortunate consequence of this effort, however, is that the notation across the above fields is not consistent.
Hence we have been forced to make small notational adjustments on some standard presentations from each of the different perspectives.
Quantum Channels and Noiseless Subsystems
In what follows, we provide a brief introduction to the aspects of quantum computation and quantum information required in our analysis. For more complete introductions to the subject, especially in relation to the work of this paper, we point the reader to [25, 31, 36] . For a statistical account of the subject, one can consult [3] .
Let H be a (complex) Hilbert space and let B(H) be the set of bounded operators on H. When a basis for H is fixed and dim H = k < ∞, the algebra B(H) may be identified with the set of all complex k × k matrices M k = M k (C). We use the Dirac notation |ψ and ψ| for, respectively, vectors |ψ ∈ H and vector duals ψ| ∈ H * . Given an operator A ∈ B(H), we write A † for the conjugate transpose of A. An operator ρ ∈ B(H) is called a density operator if ρ is non-negative in the operator sense and has trace equal to one; this is the quantum analogue of a probability distribution.
To every quantum system there corresponds a Hilbert space. The Hilbert spaces of interest in quantum information theory are of dimension d n for some positive integers n ≥ 1 and d ≥ 2. Thus we let H d n be the Hilbert space of dimension d n given by the n-fold tensor product
. These vectors will correspond to the classical base states in a given d-level quantum system; such as d energy states of an electron in an atom, d different polarizations of a photon of light, etc. We shall make use of the quantum mechanical notation {|i 1 i 2 · · · i n : i j ∈ Z d } for the corresponding standard orthonormal basis for
⊗n . The state of a quantum system represented on H corresponds to a vector |ψ ∈ H, which is also identified with the rank one projection |ψ ψ| of H onto the subspace span{|ψ }. More generally, if the precise state of a quantum system is not known, then it is given by a density operator. A quantum bit of information, or a 'qubit', is given by a unit vector |ψ = a|0 + b|1 in H 2 and a, b ∈ C. The cases a = 0 or b = 0 correspond to the classical states, and otherwise |ψ is said to be in a superposition of the states |0 and |1 . A 'qudit' is a unit vector in H d .
A linear map E : B(H) → B(H) is completely positive if for all k ≥ 1 the ampliation maps
See [29, 37, 38] for introductions to the study of completely positive maps from different perspectives.
A quantum channel is a map E : B(H) → B(H) that is completely positive and preserves traces. The physical motivation for this definition comes from basic assumptions made in quantum information theory [36] . In particular, evolution inside a closed quantum system is described by unitary evolution; in other words, if ρ is the density operator for the system, then for a given evolution there is a unitary matrix U such that the system evolves via the map ρ → UρU † . This is a very special case of a quantum channel. In more realistic situations however, evolution occurs in an open quantum system via completely positive trace preserving maps. The open system is regarded as part of a larger closed quantum system where the evolution is unitary, and the 'compression' of the unitary to the open subsystem yields a completely positive trace preserving map. The mathematical formalism for this is provided by Stinespring's dilation theorem [40] , which shows that every completely positive map is the compression of a unitary map.
For each channel E : B(H) → B(H), and more generally for any completely positive map, [9] and [30] independently proved that there is a set of noise operators, or errors, {E 1 , . . . , E m } on H that determine the map through the equation
In general, m can always be chosen such that m ≤ k 2 where k = dim H. Trace preservation, tr(E(ρ)) = tr(ρ) for all ρ ∈ B(H), is equivalent to the noise operators satisfying the equation
where 1l is the identity operator on H. The channel is unital if also,
We will denote the fixed point set for E by Fix(E) = {ρ ∈ B(H) : E(ρ) = ρ}.
Further let A be the algebra generated by E 1 , . . . , E m from (1). This is called the interaction algebra in quantum information theory [26] . It is a relic of the channel in the sense that the same algebra is obtained independent of the choice of noise operators in (1) . This is most succinctly seen in the case of a unital channel. In general, Fix(E) is just a †-closed subspace of B(H), but it was shown independently by [8] and the third author [32] that in the case of a unital channel E, the so-called noise commutant
coincides with the fixed point set:
In particular, Fix(E) = A ′ is a †-closed operator algebra (a finite dimensional C * -algebra [2, 11, 41] ). In this case the von Neumann double commutant theorem from operator algebras shows how the algebra A = A ′′ = Fix(E) ′ only depends on the channel. On the other hand, every finite dimensional C * -algebra is unitarily equivalent to an orthogonal direct sum of 'ampliated' full matrix algebras; i.e., there is a unitary operator U such that
where M n i is the full matrix operator algebra B(C n i ) regarded as linear transformations with respect to some fixed basis. From the representation theory perspective, a factor 1l m i ⊗ M n i corresponds to an n i -dimensional irreducible representation appearing with multiplicity m i . With this form for A given, the structure of the commutant up to unitary equivalence is easily computed by
(See [15, 20, 24, 42, 44, 45] for more detailed discussions in connection with quantum information theory.)
Given a quantum channel E with noise operators {E k }, the noise commutant A ′ plays a significant role in quantum error prevention. The structure of this commutant can be used to prepare density operators, which encode the state of a given quantum system, for use in the noiseless subsystem method of error correction. This is a passive method of quantum error correction, in the sense that such operators will remain immune to the effects of the noise operators, or 'errors' of the channel, without active intervention. Keeping in mind our earlier description of an optical fibre, the reader can imagine a situation where it is desirable to transfer quantum information through the fibre such that the information remains immune to the errors of collective rotations produced by the fibre. Thus, computing the precise structure of the noise commutant A ′ as in (2) is of fundamental importance in this noiseless subsystem method of quantum error correction. We mention that, for experimental reasons [33] , currently only one matrix algebra M m i ⊗ 1l n i may be used at a time in this manner. Hence it is also desirable to find the largest full matrix algebra which is a subalgebra of the noise commutant.
Universal Collective Rotation Channels
For the rest of the paper, given a positive integer d ≥ 2 we write M d for the operator algebra B(C d ) represented as d × d complex matrices with respect to the standard basis {|0 , . .
Then we may define sums of independent copies of x by
where {θ x : x ∈ S} are non-zero angles.
Through a standard functional calculus argument from operator algebra theory, it follows that the interaction algebra A S for E S is obtained as A S ≡ Alg{e iθxun(x) : x ∈ S} = Alg{u n (x) : x ∈ S}. Thus by von Neumann's double-commutant identity we have
Notice that A S is independent of the choice of (non-zero) angles θ x . As an application of the fixed point theorem from [8, 32] we obtain the following.
Observe that 1l d belongs to A S from its characterization as a bicommutant. Since u n (1l d ) = n1l d n , we may always add 1l d to S without changing the properties of Fix(E S ). This motivates the following definition. Definition 3.3. We will say that S is maximal if span{x : x ∈ S} contains all matrices x ∈ M d with tr(x) = 0.
It turns out that for maximal S the algebra A S is a well-known object in representation theory.
Remark 3.4. To place the class of ucr-channels in context, we note that the ucr-channels for d = 2 and general n are the class of 'two-level' collective rotation channels from quantum computing [4, 5, 6, 14, 15, 19, 20, 24, 26, 42, 43, 44, 45, 47] . The noise operators in this case are also denoted by J x , J y , J z and they arise in quantum mechanics as the canonical representation of the angular momentum relations [10] . From the noiseless subsystem/quantum error correction perspective, the algebra Fix(E S ) = A ′ S for this subclass of ucr-channels, and natural d-dimensional representations of the J k operators, has been analyzed in [19] from an operator theory cum quantum mechanics point of view.
Representation Theory and the Noise Commutant
In this section we identify the structure of the noise commutant in terms of representation theory for the symmetric group. We begin with some notation. We shall denote the n-fold tensor product of M d by
Let Sym
n M d be the subalgebra of M d n generated by the symmetric tensor products; that is, Sym n M d is the algebra generated by the operators
where each x i ∈ M d and S n is the permutation group on n letters. In terms of representation theory, we may equally well consider the representation π :
where GL(d) is the group of d × d nonsingular complex matrices. This tensor product representation of GL(d) is in 'duality' with the representation of the symmetric group S n defined on vector tensors by
for σ ∈ S n and h 1 , . . . , h n ∈ H d . In this context, Schur's classical duality theorem reads as
The following characterization of Sym n M d is central to our analysis. This result was recently obtained by the first author [23] and for completeness we provide a proof. Lemma 4.2. For positive integers d and n, we have
as a subalgebra. For the converse inclusion, let x 1 , . . . , x n ∈ M d and consider the complex matrix integral
where T denotes the unit circle in the complex plane. It follows that Φ n (x 1 ⊗ · · · ⊗ x n ) belongs to B for any choice of x 1 , . . . , x n , and hence B coincides with Sym n M d . On the other hand, it is clear by definition that Sym n M d contains the algebra {u n (x) : x ∈ M d } ′′ generated by the u n (x). Moreover, a consideration of the expansion for u n (x) n shows that x ⊗n belongs to this double commutant for all x ∈ M d . For the full proof of this fact (and a more general result) we point the reader to [23] . Here let us simply observe for n = 2 and n = 3 that
In fact, for all x ∈ M d , the tensor product x ⊗n belongs to the algebra Alg{u n (x p ) : 1 ≤ p ≤ n}. Thus the second characterization of Sym n M d follows.
Observe that as a consequence of this proof, we also have Sym
Therefore, we have the following characterization of the noise commutant.
Theorem 4.3. Let S ⊂ M d,sa be a maximal system, then
Moreover, for an arbitrary finite set S ⊂ M d,sa , we have
Proof. If S is maximal, then the interaction algebra Fix(E S )
′′ .
Computing Noiseless Subsystems Via Young Tableaux
In this section, we collect well-known facts from the representation theory of S n that allow us to describe Fix(E S ) = π(S n )
′′ in an explicit manner. Recall that this is imperative for using the structure of the noise commutant to produce noiseless subsystems.
For the discussion in this section, we shall fix positive integers d ≥ 2 and n ≥ 2. Let {|0 , . . . , |d − 1 } be the orthonormal basis for H d corresponding to a given d-level quantum system, and let
Observe that the set of n-tuples {i 1 , . . . , i n } is in one-to-one correspondence with the set of functions f : {1, . . . , n} → {0, . . . , d − 1}. So we may define functions k l for 0 ≤ l < d by
and we have . Then H k 0 ,...,k d−1 is isomorphic as an S n -module to M λ , the S n -module with basis (e {t} ) {t}∈Tab λ . The Specht module S λ is the submodule of M λ generated by the polytabloids
Every polytabloid e t is a cyclic vector for the irreducible module S λ . The dimension of S λ is given by the 'hook length formula'
, and a basis for S λ is given by {e t : t standard λ-tableau }.
Finally, every finite dimensional irreducible representation of S n is unitarily equivalent to a Specht module representation π λ , where π λ is the representation of S n on S λ defined by π λ (σ)e t ≡ e σt .
For the next discussion let us fix numbers (k 0 , . . . , k d−1 ) and let us denote by µ = (µ 0 , . . . , µ d−1 ) the non-increasing rearrangement of (k 0 , . . . , k d−1 ). The S n -module H k 0 ,...,k d−1 decomposes into a direct sum of irreducible submodules. Fortunately, these submodules and their multiplicity are completely characterized by Young's rule. Moreover, below we shall describe how the decomposition into irreducible submodules of H k 0 ,...,k d−1 is related to, and determined by, the decomposition of H µ ≡ H µ 0 ,...,µ d−1 . (This allows us to explicitly identify links between irreducible subspaces for the representation π.) Here the key combinatorial tool is the notion of a semistandard tableau.
We generalize the notion of λ-tableau, by saying that
Then T is called semistandard if the numbers that T assigns to the cells of the diagram determined by λ are non-decreasing along rows and strictly increasing down columns. Let us fix a bijection t 0 : [λ] → {1, . . . , n}. Then S n acts on the sets I(λ, µ), the set of λ-tableau of type µ, via σ(T ) = T t −1 0 σ t 0 for σ ∈ S n . Given t 0 , we will say that T 1 and T 2 are row (column) equivalent, and write T 1 ∼ r t 0 T 2 , if σT 1 = σT 2 holds for all permutations σ in the row (respectively column) stabilizer of t 0 . In particular, this means that T 1 and T 2 are row equivalent if and only if T 2 is obtained from T 1 by permuting the entries in each row accordingly.
In order to define the linking module maps we first need an appropriate bijection. We denote by P µ 0 ,...,µ d−1 the set of partitions (A 0 , ..., A d−1 ) of {1, . . . , n} such that |A l | = µ l . Then P µ 0 ,...,µ d−1 induces a natural relabelling of the standard basis for H µ by
Next we define γ t 0 : I(λ, µ) → P µ 1 ,...,µ by
where
Clearly this extends to an S n -module homomorphism by defining
This rather abstract description is in fact very concrete. Given indices i 1 , . . . , i n ∈ {0, . . . , d − 1} and a λ-tableau t : [λ] → {1, . . . , n} we form the generalized tableau t |i 1 ···in : [λ] → {0, . . . , d − 1} by
This means we write the entries i 1 , . . . , i n into λ following the order given by t 0 . Then we say that Indeed, according to t 0 we have to fix the 5th coordinate and the other four vary in all possible ways. Thus we have
Following Young's rule (see chapter 2, [21]) we obtain: If we collect all this information for all (k 0 , ..., k d−1 ), we can describe the full representation π of C[S n ]: Corollary 5.3. Let λ = (λ 1 , . . . , λ r ) be such that λ 1 ≥ . . . ≥ λ r and i λ i = n, and let P λ be the projection of
, where the sum indexes over all k 0 , . . . , k d−1 such that
′′ which supports the irreducible submodule S λ . Moreover, P λ πP λ is equivalent to the representation π λ on S λ with multiplicity
and
In particular, for a maximal system S,
describes the representation in irreducible parts with multiplicity.
Corollary 5.4. Let S be a maximal system, then A S is isomorphic to
and the multiplicity of the component M m λ,d is given by dim S λ .
Let us mention that H λ may also be described by the so-called Garnier relations. Given λ = (λ 1 , . . . , λ r ), we fix the tableau T λ such that T λ (c kj ) = k for all cells c kj in [λ] . It follows that every index
. Let G(J) be the collection of coset representatives {νX : ν ∈ Y }, where Y is the subgroup of S n which fixes every element outside both C h (T λ ) ∪ J and Y = X ∩ C(T ). Then as is proved in [18] (p.66, 5.2b), |ψ ∈ H λ if and only if
(1) ψ||i = 0 for all i such that T i has equal entries in two distinct places in the same column. (2) π(σ)(|ψ ) = sgn(σ)|ψ for all σ in the column stabilizer of T λ . (3) ν∈G(J) sgn(ν)π(ν −1 )|ψ = 0 for any non-empty set in the column stabilizer of C h+1 (T λ ).
6. Examples 6.1. The case d = 2 and general n. As mentioned above, the case of d = 2 and general n was extensively examined in [19] . Let us indicate how this can be accomplished with Young tableaux.
When d = 2, we have the pairs (k 1 , k 2 ) given by (n − k, k) where k = 0, ..., n. In terms of λ-tableau we have to calculate m λ,2 . In terms of types we only have to consider diagrams µ k = (n − k, k) where 0 ≤ k ≤ 2n. But we have to be aware that every type allows combinations (n−k, k) and (k, n−k). Given λ = (λ 1 , ..., λ r ), we observe that to obtain a semistandard tableau, we must have r = 2. Indeed, we are forced to put 0's in the first row on the first λ 2 positions and 1's in the second row. Thus for fixed k, j with 2k ≤ n an 2j ≤ n, we need k ≤ j in order to produce a λ-tableau of type µ. Since, we also know that there are n − k 0's, we do not have a choice and we have to put them all in the first row one after another. Thus for a fixed λ, we find
if n is even and
if n is odd, where ⌊·⌋ denotes the greatest integer part of some number.
We also have to understand dim(
, we see for cells c 1l with l ≤ j the hook length is 1 + (n − j + 1 − i). This yields n(n − 2j + 1)/j!(n − j + 1)! and hence Bases for H 2 n which yield the associated algebra decompositions may be computed as well. Below we do this for a more intricate example. Thus we obtain 
This means
Putting this all together, we find the module decomposition of π(S 4 ) is given by
The direct sums in (3), (4) and (5) are understood to be 'linked', as reflected in (6) . The lines (4) and (5) Therefore, we have
Notice also that M 3 is the largest full matrix algebra which can be injected into Fix(E S ) as a subalgebra.
Let us now describe the bases for the decomposition
which yields this algebra decomposition. This is easy for λ = (4). Indeed, for every H k 0 ,k 1 ,k 2 this is given by the invariant average vector
In the following we will only discuss the case where
for all λ-tableau t of type µ. Let us illustrate this in our examples. If λ = (3, 1), we have 3 standard tableaux
The column stabilizer of t 0 , t 1 , t 2 is C t 0 = {1, (14)}, C t 1 = {1, (13)}, C t 2 = {1, (12)}. The space H (3, 1) has the basis |0001 , |0010 , |0100 , |1000 . Now, we define on H (3,1)
The range of A t i is given by the vectors
This provides us with the basis for . Only the first tableaux is semistandard and yields an injection
with Θ(e t 0 ) =
This means Θ(e t 0 ) = |0110 + |1100 + |1010 . (See the example in the last section for n = 5.) Further, this vector is a cyclic vector for the image of S (3, 1) in H (2, 2) . The polytabloid is
Therefore Θ(S (3, 1) ) is the module generated by
Another way to find a basis is to consider t 1 = 1 2 4 3
. In this case,
Θ(e t 1 ) = |0011 + |0110 + |1010 and h t 1 = Θ(e t 1 ) − (13)Θ(e t 1 ) = |0011 − |1001 + |0110 − |1100 .
Similarly for t 2 =
3 4 2
, we have C t 1 = {1, (12)} and Θ(e t 2 ) = |0101 + |0110 + |1100 and
The copy of S (2, 2) in H (2,2) is again easy to find. We recall that S (2, 2) is spanned by the standard tableaux {e s 0 , e s 1 } where
The column stabilizers are given by C s 0 = {1, (13), (24) , (13)(24)} and by C s 1 = {1, (12), (34) , (12)(34)}. This yields operators on H (2,2) , (24)) + π( (13)(24)) and (12)(34)).
Applied to the unit vectors, we find the ranges
and Ran(A s 1 ) = |0011 − |1001 − |0110 + |1100 .
Finally, we consider H (2,1,1) with basis
The representation of S (4) is 1-dimensional, given by the average of all these vectors. There are two copies of S (3, 1) corresponding to the two (3, 1)-tableaux of type (2, 1, 1)
The basis for S (3, 1) is given by {e t 0 , e t 1 , e t 2 } where
Following the definition of Θ T (e t j ), we get
Using row equivalence, we are allowed to permute the entries {1, 2, 3} for t 0 , the entries {1, 2, 4} for t 1 and {1, 3, 4} for t 2 and thus
(e t 2 ) = |0201 + |0210 + |1200 .
For t 0 , t 1 , t 2 we have to apply, respectively, A T,t 0 = 1l − π(14), A T,t 1 = 1l − π(13) and A T,t 2 = 1l − π(12) in order to obtain the image of the polytabloids:
h T,t 0 = |0012 − |2010 + |0102 − |2100 + |1002 − |2001 , h T,t 1 = |0021 − |2001 + |0120 − |2100 + |1020 − |2010 , h T,t 2 = |0201 − |2001 + |0210 − |2010 + |1200 − |2100 . This is our first copy of S (3, 1) . For the second, we exercise the same procedure in the case of T ′ . (e t 2 ) = |0102 + |0120 + |2100 .
This provides us with
h T ′ ,t 0 = |0021 − |1020 + |0201 − |1200 + |2001 − |1002 , h T ′ ,t 1 = |0012 − |1002 + |0210 − |1200 + |2010 − |1020 , h T ′ ,t 2 = |0102 − |1002 + |0120 − |1020 + |2100 − |1200 .
We have one copy of S (2, 2) which is spanned by . This gives Θ(e s 0 ) = |0012 + |0021 and Θ(e s 1 ) = |0102 + |0201 .
The operator is 1l − π(13) − π(24) + π( (13)(24)), determined by C s 0 = {1, (13) , (24), (13)(24)}, and thus h s 0 = |0012 −|1002 −|0210 +|1200 +|0021 −|2001 −|0120 +|2100 and similarly for s 1 we apply 1l − π(12) − π(34) + π((12) (34)) to obtain h s 1 = |0102 −|1002 −|0120 +|1020 +|0201 −|2001 −|0210 +|2010 .
Finally we consider the copy of S (2,1,1) , which has basis {e r 0 , e r 1 , e r 2 } where . This yields Θ T (e r 0 ) = |0012 , Θ T (e r 1 ) = |0102 , Θ T (e r 2 ) = |0120 .
The column stabilizer of r 2 is given by all permutations which leave {1, 2, 3} invariant. This yields h r 2 = |0120 − |0210 − |1020 + |1200 + |2010 − |2100 .
Similarly, we have to look for all permutations of {1, 3, 4} in the column stabilizer of r 0 and we obtain h r 0 = |0012 − |0021 − |1002 + |1020 + |2001 − |2010 .
For the column stabilizer of r 1 , we may permute {1, 2, 4} and hence h r 1 = |0102 − |0201 − |1002 + |1200 + |2001 − |2100 .
By equation (7), the largest full matrix algebra M k that can be injected into the noise commutant here is M 3 , identified with the subalgebras of A ′ S unitarily equivalent to either 1l 15 ⊗ M 3 or 1l 3 ⊗ M 3 . Let others in the literature (for instance [19] ). However, an important advantage of the Young tableaux approach for higher dimensional cases is that it is particularly amenable to computations. Indeed, it is our intention to put together computer programs for computing noiseless subsystems based on this approach.
An issue we have not pursued here concerns the channels generated by non-maximal sets S. The d n -dimensional representations of J x , J y , J z considered in [19] provide such an example, but we would expect there to be other interesting non-trivial examples of channels E S for non-maximal S. We emphasize that even for non-maximal S there is an abundance of noiseless subsystems because Fix(E S ) contains π(S n )
′′ . We also wonder what other representations of S n correspond to physically meaningful unital channels, beyond π and its subrepresentations (which correspond to the compressions of ucr-channels). The reference [3] appears to present further insights.
