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ABSTRACT

sounds created by each letter of the English alphabet in addition to some sounds created
by the combination of letters, such as /sh/, /th/, or /ch/ [4]. It is the arrangements of these
phonemes that form the words available in a language.

A well-known signal processing issue is that of the “cocktail party problem,” which
refers to the need to be able to separate speakers from a mixture of voices. A solution to
this problem could provide insight into signal separation in a variety of signal processing
fields. In this study, a method of vocal signal processing was examined to determine if
principal component analysis of spectral data could be used to characterize differences
between speakers and if these differences could be used to separate mixtures of vocal
signals. Processing was done on a set of voice recordings from thirty different speakers
to create a projection matrix that could be used by an algorithm to identify the source
of an unknown recording from one of the thirty speakers. Two different identification
algorithms were tested. The first had an average correct prediction rate of 15.69%, while
the second had an average correct prediction rate of 10.47%. Additionally, one principal
component derived from the processing provided a notable distinction between principal
values for male and female speakers. Males tended to produce positive principal values,
while females tended to produce negative values. The success of the algorithm could
be improved by implementing differentiation between time segments of speech and
segments of silence. The incorporation of this distinction into the signal processing
method was recommended as a topic for future study.
Keywords: vocal processing, spectral analysis, principal component analysis
INTRODUCTION
The digital age has produced a demand for signal processing techniques in various areas
of study [1,2]. One such demand that has proved to be particularly difficult to address has
been in the area of signal source separation; specifically, there is a call for a solution to
the “cocktail party problem” [1, 3]. The cocktail party problem refers to the phenomenon
experienced by humans in instances of a large gathering. When in a crowded room,
one may be holding a conversation with another in the midst of various other voices
speaking in the same vicinity. Little is known about the brain processes occurring during
the processing of speech with background noise, yet unimpaired individuals are able
to separate and group different sounds according to their origin while focusing on a
single vocal signal [3]. This paper proposes a vocal analysis method that seeks to emulate
this process through the production of a data projection matrix. This matrix is used to
characterize unknown vocal signals with the goal of identifying their sources from within
a set of recorded voices.
REVIEW OF LITERATURE
Linguistic Theory
Much of modern linguistic theory contains discussion on the components of speech, both
from the perspective of production and of perception. Bowers, Kazanina, and Andermane
explain that the traditional view is that a group of linguistic units known as phonemes can
be used to represent the basic units of speech in a language [4]. The English language, for
example, is commonly represented as having forty-four attributed phonemes, including
20
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While this is the traditional starting point from which speech is studied, it is not accepted
without question as the ultimate representation of linguistic patterns. Phonemes can be
broken down further into phones, which represent the unique ways in which a single
phoneme can be pronounced, namely due to its orientation in a word [4]. For instance,
the phoneme /t/ is articulated differently when oriented at the beginning of a word, as
in “two,” and in the middle of a word, as in “steak.” Most arguments against phoneme
theory advocate for a greater complexity and contextual nature of phoneme recognition
[4, 5]. For instance, it has been shown that phoneme recognition does not occur as clearly
outside of the context of speech as within speech [5]. Further, the perceptual learning of
phonemes can be specific to the voice of the speaker and the ear of the listener, adding
more to the complexity of phoneme recognition [4]. However, despite these challenges,
this needn’t lead to the full dismissal of phoneme theory. Indeed, phoneme recognition
is still used by researchers as a basis for measuring the quality of speech identification
algorithms [6]. The fact that phoneme recognition can be altered depending on the context
of the voice speaking implies a difference in phoneme production among speakers [5].
The goal of the method presented in this paper was to identify components of uniqueness
among different speakers for the purpose of source separation; these components were
identified through signal processing techniques including blind source separation and
spectral analysis.
Blind Source Separation
The history of analysis techniques used to approach issues regarding speech processing
has been relatively inconsistent and scattered. Researchers Hu and Loizou described how
the comparison of algorithms developed for speech enhancement is highly difficult due
to the variety of ways in which these methods are presented [7]. Inconsistencies between
methodologies and the absence of a common speech database reference are just a couple
of the issues that stand in the way of clear comparison. In general, however, algorithms
developed for the purpose of addressing the cocktail party problem do tend to fall under
a common approach known as blind source separation [8]. Practical use of an algorithm
that separates vocal signals, especially in real-time applications, requires the use of this
approach. In blind source separation, a system receives a mixture of signals in a single
input. The goal of the approach is to determine the original signals that have been mixed
together. This approach has applications in many areas of signal processing, including
those surrounding processing speech [8]. In the case of mixed voices, the mixed input
signal’s original source signals are the vocal signals from each individual. The practicality
of blind source separation comes from its ability to perform source separation without
prior knowledge of the signal sources.
Buchner and Aichner explained the standard approach to blind source separation [1].
Typically, blind source separation problems are approached with the assumption of a
reverberant environment [1]. For example, this would hold true for many instances of
212
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the cocktail party problem, where sound waves from multiple speakers will bounce
off of walls or objects and be projected around the room accordingly. Signals are often
measured via multiple inputs, allowing the system to utilize reverberation as an aid in
the process of separating signals. These are often referred to as multiple-input-multipleoutput (MIMO) systems [1]. Such processes have practical application in certain areas of
signal processing, including those related to imaging, due to the greater likelihood that
certain systems may practically allow for multiple data input streams. However, in the
area of speech processing, a multitude of data inputs is not always practical. Applications
such as voice recognition on mobile devices require the use of a single microphone, or
at best, multiple microphones in very close proximity. Because of this, alternative source
separation and spectral analysis methods must be examined in order to meet the needs of
real-world applications.

form is a relatively lengthy computational process by modern standards. This has posed
an issue with the use of the Fourier transform in fields where computational speed and
efficiency are limiting factors [2]. Such fields include that of speech processing, where
research on signal separation is done for the benefit of devices such as hearing aids or
speech-to-text applications. In such devices, which often utilize embedded systems, the
allowable complexity of an algorithm is limited by memory storage and computational
speed.

One way in which this single input-stream requirement can be addressed is by
measuring signals against a predetermined set of standard signal components. The
work of Sirovich and Kirby, who worked in the field of facial recognition, is a classic
example of this method [9]. They developed a methodology in which singular value
decomposition was utilized to develop a set of images that formed the “building
blocks” of constructing the picture of a face [9]. In terms of their usage of singular value
decomposition, these images could be classified as eigenvectors. By this definition,
the eigenvector images could be summed together, each scaled by a corresponding
eigenvalue, to form an image of a face. Over time these eigenvector images came
to be known as “eigenfaces.” In a similar way, this research aims to develop a set of
eigenvectors which may be used to separate and reconstruct human speech.
Spectral Analysis
Often, the data available from the initial form of a signal may be insufficient for the
purposes of source recognition or separation. In such cases, it becomes beneficial to
perform certain operations on the signal that allows them to be observed from different
perspectives. One widely used technique is known as the Fourier transform [10]. The
namesake of this operation, Joseph Fourier, postulated that any signal could be observed
as the summation of a set of sinusoidal waves [11]. The Fourier transform allows a
signal to be decomposed into a set of cosine or sine waves that vary in amplitude
and frequency, according to the original signal [11]. This operation transforms the
original signal from the time domain to the frequency domain. The resulting frequency
components are known as spectra. These spectra can be observed and analyzed to
determine significant pieces of information about the composition of the original signal.
It is the observation of these frequency spectra that is known as spectral analysis.
Nakatsuji and Omatu demonstrated the use of the Fourier transform as a preprocessing
technique used in real-time spectral analysis [10]. In their research, spectral analysis
was repeated as new samples were added to the initial set, which would consistently
update the spectral data to reflect the current data set [10]. This approach provides
an expansion on traditional spectral analysis, which typically utilizes a single initial
instance of a Fourier or equivalent transform to produce frequency data that is then
compared with all later data [10].
Despite its usefulness across a wide variety of fields, the Fourier transform in its classic
22
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In these applications it becomes useful to analyze data using a modified Fourier
transform known as the fast Fourier transform [2]. This transform requires fewer
computations than the traditional discrete Fourier transform, making it a commonly
used technique. Paèz and Garzòn demonstrated that the fast Fourier transform could
be used in a spectrographic analysis application that offered a reduced computation
time when compared to equivalent applications used by traditional entities such as
MATLAB [2]. In doing so, they showed that the fast Fourier transform has practical
use in increasing the efficiency of spectral speech analysis in embedded systems [2].
Independent and Principal Component Analysis
Among researchers addressing issues of signal processing and source separation there
are two widely used techniques known as Principal Component Analysis (PCA) and
Independent Component Analysis (ICA). Both of these techniques have seen use in the
field of data processing, namely for the purpose of data reduction and analysis [12].
It is important to distinguish between these two techniques in order to understand the
specific benefits of each in different applications. Both techniques aim to decompose
a set of data into generalized components. In PCA, correlation between portions of
the original data set is used to determine the most common, and thus most significant,
components of the set [12,13]. These components are compiled and listed with the
goal of eliminating redundancy by containing as much significance as possible within
each component [12]. The most significant difference between this approach and
that of ICA is that PCA utilizes some sample data or prior knowledge to be used in
the decomposition process. It requires previous information about the sources being
separated, making it a difficult technique to be utilized effectively in a true problem of
blind source separation [12]. ICA was developed in response to this shortcoming as a
more adaptable form of PCA [12]. ICA performs a similar function, but begins only
with the assumption that the data set to be examined is a linear mixture of independent
source signals [12]. The lack of a necessity for prior information on the sources of
the mixture has made ICA a widely utilized technique in the field of blind source
separation [14]. However, ICA alone tends to be insufficient in particularly complex
problems, as the number of mixture signals usually must be greater than the number
of source signals [14]. Most methodologies involving the use of this technique require
pairing it with an additional signal-identification technique [8]
Mori et al. described a step in the right direction by utilizing independent component
analysis with a binary masking technique in order to overcome reliance on a MIMO
system [8]. They implemented ICA based on a single-input-multiple-output (SIMO)
233
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model and experimented with the algorithm’s ability to separate mixtures of vocal signals
[8]. This methodology was shown to significantly improve upon the performance of
ICA alone [8]. Interestingly, the process still utilized multiple microphones to produce
the greatest accuracy, but each input was analyzed individually using the SIMO model
[8]. Mori et al. described the algorithm as being effective when the number of mixed
vocal signals was less than or equal to the number of microphones utilized as inputs
[8]. Thus, the ability to perform vocal source separation with fewer—and ideally, a
single—microphone remained an unanswered problem.

and one female was of Hispanic heritage.

Lu et al. made significant progress in terms of developing a blind source separation
algorithm truly meant for a single stream of input data [14]. Their process combines ICA
with higher-order statistics to extract significant component data from a single input
stream [14]. The process was shown to be a successful starting point for algorithms
seeking to answer the call for single-channel blind source separation [14]. It was noted
that the algorithm was limited, like most, on the number of original source signals that
could be separated [14]. Although this was a step forward for the problem of blind
source separation, this particular process is not necessarily aimed towards the issues
surrounding the cocktail party problem specifically. To create successful blind source
separation algorithms for more specific applications, it is necessary that work be done
to bridge the gap between the particular nuances of such applications and generalized
source separation techniques such as this.

All voice samples were recorded on a Samsung Galaxy S7 smartphone using the
microphone of a standard Samsung headset. Windows Movie Maker was used to edit
recordings, and VLC Media Player software was used for the conversion of audio files.
All further data processing and analysis was completed using FreeMat, a free, open
source coding environment similar to products such as MATLAB.

One of the key inspirations of this research was a study performed by Makarewicz
and Makarewicz in the field of source separation [13]. In their study, they examined a
possible method of addressing the problem of remotely determining the mineral content
of pyroxene mixtures. The goal of such research was to develop methods by which
the Compact Reconnaissance Imaging Spectrometer for Mars (CRISM) might analyze
the mineral content of soils with which it comes into contact. They examined light
spectra produced by pyroxene mixtures, using PCA to decompose this information into
eigenvectors. Examination of these eigenvectors as principal components was used to
correlate them with properties of the mixture, such as the percent clinopyroxene. This
correlation was then used to create a projection matrix by which unknown samples
could be characterized. This process was successful in characterizing composition
and grain size of unknown mixtures. Here, we sought to enact a similar methodology
directed towards the separation of vocal signals. In a manner similar to the studies put
forward by Makarewicz and Makarewicz [13], as well as by Kirby and Sirovich [9],
an algorithm was created to identify a set of speech eigenvectors which can be used to
characterize unknown speech samples and mixtures via a projection matrix.

Any mistakes which caused the speaker to deviate from the given script as well as
additional comments made by the speaker were later removed from the recording using
Windows Movie Maker and saved as an mp4 file. These files were then imported into
VLC Media Player to be converted to a standardized audio format. Each mp4 file was
converted to a waveform audio file (WAV) format with a single channel, a bitrate of
88 kilobytes per second, and a sample rate of 11025 Hertz. The bitrate and sample rate
were chosen to increase efficiency by limiting the amount of data that would need to
be processed for each vocal sample.

METHODS
Participants
Vocal samples gathered for this research were obtained voluntarily from thirty
individuals, including sixteen male and fourteen female participants. Twenty-eight of
the participants fell within the range of eighteen to twenty-three years of age, while
two were forty-seven years of age. Twenty-nine of the participants were Caucasian,
24
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Materials
The script used in all voice recordings was obtained from a short story titled “Arthur
the Rat” [15]. This story was used by the Dictionary of American Regional English
(DARE) in the collection of voice samples from across the United States during
fieldwork completed between 1965 and 1970 [15]. The passage is specifically designed
to include phonetic representation of all phonemes present in American English [15].

Data Collection
Participants were recorded in a quiet room and asked to read the entirety of the “Arthur
the Rat” passage with a natural tone, comfortable pace, and slightly raised volume for
the sake of producing clear recordings. The microphone was held by the speaker at a
distance of approximately six inches in front of the mouth. The speakers were told to
not stop due to any mistakes in pronunciation or reading that may occur during the
recording.

WAV files were imported into FreeMat for processing as follows. The data from the
recording was divided into time segments with a 90% overlap between consecutive
segments and 4096 data samples per segment. This segmenting of the recording
provided small samples of data of identical sizes for all recordings; all remaining
processing of the recordings was done according to these segments. The fast Fourier
transform of each time segment was calculated to produce a frequency spectrum for the
sample and was stored in an n by 2048 spectra matrix, where n represented the number
of time segments created for the audio file. Each spectrum was normalized before being
stored into the spectra matrix in order to account for differences in volume between
speakers. Figure 1 illustrates sample spectra of one recorded speaker.

Singular Value Decomposition
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Figure 1. Normalized
frequency spectra for each
time segment from Speaker
#1. Frequency spectra
represent the results of the
Fast Fourier Transform on
the original recording’s time
segments.

as the vertical columns in Appendix A. Then, Z-scores were calculated by dividing
the difference between the measured principal value and the average principal value
of a known speaker from the Appendix A database by the standard deviation of that
principal value for a known speaker from the Appendix B database. These Z-scores
were calculated for each measured principal value and possible speaker combination.
Finally, the measure used to compare speaker possibilities was calculated by summing
the weight multiplied by the Z-score of every principal value for a known speaker. The
calculation used to produce these values is shown in Equation 1,
where:

Following the production of the frequency spectra for each recording, the spectra were
each individually processed. Singular Value Decomposition (SVD) was performed on
each set of spectra representing the thirty speakers, producing thirty unique sets of
principal values and principal vectors. The SVD function orders the produced principal
vectors in order of significance, placing the most significant vectors at the front of the
matrix. The first fifty, and thus the fifty most significant vectors, were saved for each
of the thirty spectra sets.
This process was completed for all thirty recordings, producing thirty sets of fifty
principal vectors. These matrices were then concatenated into a single matrix on
which SVD was completed a final time. This produced a set of 1500 principal vectors
representing the full span of the thirty recorded vocal signals. This set was saved as
the final principal vectors matrix, Matrix A; this matrix was not changed from this
point forward in the process. Matrix A was then used to create a projection matrix
of principal values that characterized each original speech signal in terms of these
principal vectors. This was completed by reproducing the spectra for each speaker in the
same manner described before. A principal value matrix was calculated by multiplying
a speaker’s spectra matrix by the Matrix A. Then, for every speaker, the principal
values corresponding to a single principal vector were averaged and the standard
deviation found. Matrix B stored the averaged principal values for each speaker, and
Matrix C stored the standard deviations of the principal values for each speaker. Data
from Matrix B and C for the ten most significant principal vectors is presented in
the Appendix. This completed the preprocessing of data into projection matrices that
would then be used to predict speakers.
Speaker Prediction – Algorithm 1
The difference between the two algorithms came in how weights were applied to each
principal value in the set. A principal value that has a larger general magnitude among
all the speakers is one that is more significant and prevalent throughout all the samples.
Because of this, the weight given to each principal value in Algorithm 1 was calculated
by summing the magnitudes of a particular principal value for all speakers, shown
26
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M = ∑ a-μ/σ * W

M = Z-score sum,
α = measured time segment principal value,
µ = average speaker principal value,
σ = speaker’s principal value standard deviation, and
W = principal vector weight.

This produced a single, weighted Z-score sum M for every possible speaker from the
database. The speaker with the lowest value M was chosen as the predicted speaker
for the given time segment. This process was completed for each time segment in the
spectra set, allowing the algorithm to predict which speaker produced the recording for
every time segment.
Speaker Prediction – Algorithm 2
Algorithm 2 followed a similar methodology to the first. The spectra and principal
values for the unknown speaker were produced in the same manner. However, the
weights applied to each principal vector were removed. As stated, the SVD function
used to calculate the final principal vectors matrix arranges the principal vectors in
order of significance, placing the most significant vectors at the front of the matrix.
Thus, the first columns in the principal value database represent the most significant
data. For this algorithm, it was chosen to only calculate Z-scores for the first ten sets
of principal values from the database. Z-scores were calculated and summed in the
same manner as in Algorithm 1. No weights were applied to the calculated Z-scores.
The calculation used to produce the Z-score sum to be compared between speakers is
shown in Equation 2,
10

M=∑

a-μ/σ

(i=1)

The speaker with the lowest Z-score total was again chosen as the algorithm’s predicted
speaker for a given time segment. Algorithm 2 was completed for the full duration
of each original voice recording to determine its effectiveness at determining source
speakers.
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RESULTS

TABLE 1. ALGORITHM 1 ACCURACY.

Thirty speakers were recorded while reading the given script. These recordings were
processed by performing singular value decomposition on the spectral data from
each recording to produce a projection matrix, which was used in the development of
two speaker identification algorithms. The algorithms were developed in FreeMat to
predict a speaker for every time segment of a given recording. Both algorithms were
run for the full duration of all thirty recorded speakers. A plot of the predictions made
by the algorithm for a given time segment of a recording is shown in Figure 2. The
accuracy of Algorithm 1 was computed for each speaker and displayed in Table I. The
correct prediction rate represents the percentage of time segments of a given speaker
for which the algorithm correctly predicted the identity of the speaker. Overall, the
algorithm had an average correct prediction rate of 15.69%, with a standard error of
3.93%. These rates ranged from 0.22% to 85.69%. Algorithm 1 performed notably
well with Speaker 8, which produced the highest correct prediction rate of 85.69%.
The accuracy of Algorithm 2 was computed for each repetition and displayed in Table
II. Overall, the algorithm had an average correct prediction rate of 10.47%, with a
standard error of 2.82%. These rates ranged from 0.00% to 65.83%. As with Algorithm
1, this algorithm performed the best with Speaker 8, producing the highest Algorithm
2 correct prediction rate of 65.83%.

Table 1 notates the percentage of time segments Algorithm 1 correctly predicted the recording’s
speaker for each of the thirty recordings. Algorithm 1 had a correct prediction rate greater than 10%
for only twelve recordings.
Recording
1		
2		
3		
4		
5		
6		
7		
8		
9		
10		
11		
12		
13		
14		
15		

Correct Prediction Rate
0.64%		
11.18%		
1.67%		
1.13%		
24.87%		
0.36%		
1.65%		
85.69%		
8.49%		
0.22%		
1.14%		
0.00%		
1.99%		
36.97%
16.11%		

Recording
Correct Prediction Rate
16		
1.04%
17		
3.34%
18		
15.91%
19 		
2.04%
20		
1.23%
21		
6.61%
22		
23.20%
23		
43.59%
24		
73.88%
25		
9.69%
26		
2.04%
27
24.38%
28 		
1.68%
29		
36.82%
30		
18.14%

TABLE 2. ALGORITHM 2 ACCURACY.
Table 2 notates the percentage of time segments Algorithm 2 correctly predicted the recording’s
speaker for each of the thirty recordings. Algorithm 2 had a correct prediction rate greater than 10%
for only nine recordings.
Recording
1		
2		
3		
4		
5		
6		
7		
8		
9		
10		
11		
12		
13		
14		
15		

Figure 2. Algorithm 1 speaker predictions for first 500 time segments of Speaker 5. The vertical axis identifies
Speaker choices 1-30, while the horizontal axis identifies the segment of time analyzed. Each “*” symbol shown on
the plot represents a speaker prediction made by the algorithm during an iteration for each time segment.

28
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Correct Prediction Rate
0.00%		
3.41%		
4.51%		
0.97%		
30.31%		
0.58%		
1.46%		
65.83%		
0.74%
0.58%
0.39%		
0.08%		
0.97%		
24.60%		
3.43%		

Recording
Correct Prediction Rate
16		
1.87%
17		
5.35%
18		
10.67%
19		
4.72%
20		
3.88%
21		
3.18%
22		
14.59%
23		
40.79%
24		
38.45%
25		
17.25%
26		
1.37%
27		
14.56%
28		
0.12%
29
8.43%
30		
18.14%

DISCUSSION
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This research had two objectives, the second of which depended upon the success of
the first. The first objective was to determine whether principal component analysis of
spectral voice data could be used to identify differences between speakers. Success in
this objective would be characterized by an algorithm predicting the correct speaker
for at least 70% of the recording for each of the thirty speakers, which was not met
with the utilized methods. Algorithm 1 was unable to correctly guess the speaker of a
recording for a majority of the total time segments analyzed. For eighteen out of the
thirty recordings, the algorithm correctly guessed the speaker less than 10% of the
recording. Algorithm 2 resulted in a slight decrease in performance when compared
to Algorithm 1, still yielding an insufficient success rate. For nineteen out of the thirty
recordings, Algorithm 2 correctly guessed the speaker less than 10% of the recording.
Thus, both algorithms yielded similar results, with neither being able to consistently
identify an unknown speaker for more than 70% of the speaker’s recording.

Bradley J. Fitzgerald

to the actual genders of the speakers after using the sign of the average of principal
vector #4 values to predict the speaker. This method correctly identified the gender of
87.5% of male speakers and 85.7% of female speakers. An analysis of the implications
of this principal vector would be an interesting subject for future research. It could
prove beneficial to further examine the specific representation of the vector across the
spectrum of speakers in order to determine if there is an identifiable characteristic that
is described by the principal component. No clear correlation between these values and
a specific speech characteristic was found in the brief analysis of this principal vector.
TABLE 3. GENDER PREDICTION USING PRINCIPAL

It is worth noting that in both algorithms, a few individual speakers were guessed
overwhelmingly often no matter which speaker was actually present in the recording.
For instance, Algorithm 1 had a strong tendency to guess Speaker 8 and 24 for all of
the recordings. This is likely the reason these few speakers had higher percentages of
accuracy. This would imply that the few higher-performing recordings likely resulted
from the tendency of the algorithm to become too focused on some characteristic of a
certain speaker rather than a legitimate recognition of the speaker.
The poor performance of the speaker identification algorithms was consistent with
the data calculated and stored in the principal value and standard deviation Matrices
B and C. By comparing the data in these two matrices, shown in Appendices A and
B, it can be seen that the standard deviations for many principal value-speaker pairs
were relatively high. In many cases, the standard deviation and average principal value
for a principal vector and speaker were on the same order of magnitude, indicating a
high level of variance in most principal value representation throughout an individual
recording. This increases the likelihood that principal values between speakers will
overlap, which increases the difficulty of attempting to classify the speaker based on
these values. Figure 3 illustrates a comparison of the representation of a particular
principal value between two speakers. As is shown, a majority of the points from each
speaker fall in the same general area on the plot. Ideally, the speakers would produce
more separated clusters, which would indicate that the principal vector involved was
a useful principal component to be used in recognizing differences between speakers.
One piece of useful and interesting information was obtained from the results of the
study. Participants were grouped by gender in the speaker order, such that Speakers 1
through 16 represented males and Speakers 17 through 30 represented females. Upon
examination of the average principal values for principal vector #4, shown in Appendix
A, it was discovered that a distinction can be made between the average principal
values for males and for females. This is illustrated in Figure 4. Male speakers tended
to have negative values corresponding to principal vector #4, while females tended to
have positive values. Table 3 compares the prediction of the gender of each speaker
30
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Figure 3. Interaction of two principal values for Speaker 1 (light) and Speaker 2 (dark). The principal values
overlap between the two speakers for most of the region, making it difficult to use the interaction of the principal
values to separate the speakers.

Figure 4. Comparison of principal values of principal vector #4 between males and females. Males tend to have
negative principal values while females tend to have positive principal values, showing a potential for distinction
between genders using principal vector #4.
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VALUES OF PRINCIPAL VECTOR #4.
Table 3 shows the results of classifying the gender of a speaker according to the average
principal value of principal vector #4 for the speaker.
Predicted
		

Actual
		
Male		
Female		
Total		

Male		

Female

14		
2		
16		

2		
12		
14		

Total
16
14
30

A positive average value predicted a female, while a negative average value predicted a male. This method correctly
identified fourteen out of sixteen males and twelve out of fourteen females.

Because the first objective of identifying spectral differences between speakers
was unsuccessful, the second objective of separating mixed vocal signals was not
attempted. This is because the developed algorithms were unable to correctly predict
the source of a single-speaker recording, so they would not be effective in guessing
the sources of mixed recordings. One potential source of error from the implemented
methodology was the failure to distinguish between time segments where the speaker
was talking as opposed to segments of no speech. The methods took no consideration
of the difference between these two potential conditions, treating segments of silence
identically as segments of speech. Addressing this issue would be a beneficial focus
for continued study. Revising the computation method by eliminating the inclusion of
data from segments of silence may prove better at highlighting the identifiable traits of
different speakers.
A method of identifying differences between vocal signals through principal component
analysis of spectral data was studied. The method was not successful in identifying
differences such that they could be used to identify different speakers. One of the
principal vectors created showed a difference between the corresponding principal
values for males and females, identifying the vector as a potentially useful tool in
identifying the gender of a speaker. More analysis of this vector is recommended to
determine if it can be correlated with a specific characteristic of speech. In addition,
future work is recommended in which the method used here be modified to better
account for segments of silence from the speaker in a recording.
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APPENDIX C – “ARTHUR THE RAT” SCRIPT [15]
“Once there was a young rat named Arthur, who could never make up his mind.
Whenever his friends asked him if he would like to go out with them, he would only
answer, ‘I don’t know.’ He wouldn’t say ‘yes’ or ‘no’ either. He would always shirk
making a choice. His aunt Helen said to him, ‘Now look here. No one is going to care
for you if you carry on like this. You have no more mind than a blade of grass.’

APPENDIX B – PRINCIPAL COMPONENT

One rainy day, the rats heard a great noise in the loft. The pine rafters were all rotten, so
that the barn was rather unsafe. At last the joists gave way and fell to the ground. The
walls shook and all the rats’ hair stood on end with fear and horror. ‘This won’t do,’
said the captain. ‘I’ll send out scouts to search for a new home.’
Within five hours the ten scouts came back and said, ‘We found a stone house where
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there is room and board for us all. There is a kindly horse named Nelly, a cow, a calf,
and a garden with an elm tree.’ The rats crawled out of their little houses and stood on
the floor in a long line. Just then the old one saw Arthur. ‘Stop,’ he ordered coarsely.
‘You are coming, of course?’ ‘I’m not certain,’ said Arthur, undaunted. ‘The roof may
not come down yet.’ ‘Well,’ said the angry old rat, ‘we can’t wait for you to join us.
Right about face. March!’
Arthur stood and watched them hurry away. ‘I think I’ll go tomorrow,’ he calmly said
to himself, ‘but then again, I don’t know; it’s so nice and snug here.’
That night there was a big crash. In the morning some men—with some boys and
girls—rode up and looked at the barn. One of them moved a board and he saw a young
rat, quite dead, half in and half out of his hole. Thus the shirker got his due.”
APPENDIX D – FREEMAT CODE
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