Abstract. We present an approach to the investigation of the statistical properties of weakly coupled map lattices that avoids completely cluster expansion techniques. Although here it is implemented on a simple case we expect similar strategies to be applicable in a much larger class of situations.
Introduction
Since their introduction coupled map lattice systems have raised considerable interest both in the theoretical physics and in the mathematical community (see [14, 5] for a review). The first rigorous results on their statistical properties, contained in the pioneering works [6, 3] , where based on a cluster expansion approach. Such an approach is the one mainly employed also in much of the related work, either by using a Markov partition on the single map to view the system as a two dimensional spin systems (e.g. [6, 22, 26, 10, 11, 13, 12] ) or by viewing the transfer operator itself, when applied to the constant function one, as the object to expand (e.g. [3, 21, 1, 8] ). This point of view has proven very powerful and has yielded rather general results [4] and very complete ones in the analytic setting [1, 8, 23, 2] . Nevertheless, it imposes serious limitations on the smoothness requirement of the systems, in particular Lasota-Yorke like maps and Laplacian like coupling seem outside its realm of application.
To our knowledge, the only papers trying to develop alternative techniques, able to overcome the above mentioned limitations, are the ones by G.Keller and collaborators. In particular, [18] where a general setting is proposed but no uniqueness or mixing properties of the invariant measures could be proved, [19] where satisfactory results are obtained for the case of unidirectional coupling, and the Ph.D. thesis of M.Schmitt [24, 25] where, for the first time in this setting, uniqueness and mixing is proved, but only under extremely strong expansion and distortion assumptions on the local map. See also [15, 16, 17] for other relevant aspects of this approach.
In the present paper, we show how to overcome Schmitt' s small distortion and large expansion assumptions obtaining in such a way the first reasonably general alternative to the cluster expansion approaches. The results are comparable to the ones in [4] , yet the argument is considerably simpler. In order to keep the exposition as simple as possible we do not attempt to cover Lasota-Yorke type maps and Laplacian like couplings but leave this for another publication.
The paper is self-contained and it is organized as follows. Section 2 contains a precise description of the class of systems considered and states (a bit loosely) the main result of the paper. Section 3 describes the functional space that will be used to study the transfer operator and details some of its properties. Section 4 states exactly the technical results needed to prove the main theorem. Section 5 is devoted to obtaining a Lasota-Yorke type inequality. Section 6 estimates the distance, in an appropriate norm, between the unperturbed and the coupled systems. Section 7 contains the proof of the crucial technical results: the spectral gap of the transfer operator. Finally, section 8 contains the proof, and makes precise the statement, of the main theorem, based on the previous results.
The model
Let Ω := T Z and define the unperturbed dynamics F 0 : Ω → Ω as
where T ∈ C 2 (T, T) is a smooth expanding map and
Finally, we define the relevant dynamics
The main result of the paper can be summarized as follows.
Theorem 2.1. For each ε small enough, there exists a probability measure µ ε , with finite dimensional marginals absolutely continuous with respect to Lebesgue, invariant with respect to F ε . Such a measure is the unique invariant measure in a class of sufficiently regular measures. In addition, µ ε is exponentially mixing in space and time and it is ε(ln ε −1 ) 2 close to the unperturbed one. Its entropy density relative to Lebesgue measure is finite.
Remark 2.2. The meaning of sufficiently regular is made precise in section 3; in fact, µ ε belongs to the space B 1 defined there. The notion of close is defined in Lemma 8.3. The first statement of the Theorem has no pretense of being optimal. In fact, E. and M. Järvenpää have shown that, in general, it is not possible to hope for a unique invariant measure in the class of measures with finite dimensional marginals absolutely continuous with respect to Lebesgue [9] . In our opinion a physically natural identification of a class of measures in which unicity holds is still missing.
A function space
Let Λ ⊂ Z be boxes, 2 F Λ and F Λ be the subsets of C 1 (Ω, R) and C 1 (Ω, R Λ ), respectively, of functions depending only on the variables in the box Λ. Let M(Ω) 1 Clearly one can consider a more general case, provided the range remains bounded by r (for example one can drop the smoothness requirement to C 1+α ), yet let us make our life easy by looking at a concrete example.
2 By "boxes" we mean sets of the type I ∩ Z, where I ⊂ R is a closed connected set. By |Λ| we will denote the cardinality of the box Λ. The empty set is also considered a box.
be the space of signed measures on Ω. 3 Define
for each θ ∈ (0, 1]. As usual we consider the Banach spaces B w,θ and B θ obtained by completing the space {µ ∈ M(Ω) : |µ| θ + µ θ < ∞} =: M θ (Ω) with respect to the norms | · | θ and · θ , respectively. Observe that |µ| θ ≤ |µ| 1 and
Let us list some properties of B w,θ and B θ .
Lemma 3.1. For each θ ∈ (0, 1) and µ ∈ B θ holds true
Proof. For each Λ = [q, p] ⊂ Z and ϕ ∈ F Λ we can write
Note that ϕ k ∈ F {k,...,p} , that |ϕ k | ∞ ≤ 2|ϕ| ∞ , and that ϕ k dx k = 0. Accordingly, the function
dy is a well defined function on Ω belonging to F {k,...,p} . We can thus compute
If µ ∈ B w,θ is positive, 5 then µ is a positive measure on Ω and |µ| θ = |µ| θ=1 = µ(1). 6 On the other hand, if µ is a measure, then |µ| θ ≤ |µ|(1). In particular, |µ| 1 coincides with the total variation norm of the measure µ. 3 Here we consider Borel measures where the topology is the product one. 4 By (x =k , y) we mean the point ξ ∈ Ω such that ξ i = x i for all i = k and ξ k = y. Similar, self evident, notations will be used in the following without further warning. 5 That is, for each box Λ ⊂ Z and ϕ ∈ F Λ , ϕ ≥ 0 implies µ(ϕ) ≥ 0.
continuous functional on the continuous functions (since the local functions ∪ Λ⊂Z F Λ form an algebra that separate the points and thus are dense in the continuous one by Stone-Weierstrass).
Lemma 3.3. If µ ∈ B θ is positive its restriction µ Λ to any box Λ ⊂ Z is a measure whose entropy relative to Lebesgue can grow at most as |Λ| 2 . If θ = 1 it grows at most like |Λ|.
Proof. First of all note that if µ ∈ B θ , then, for each box Λ ⊂ Z, it induces the linear functional µ Λ :
which readily implies that µ Λ is absolutely continuous with respect to Lebesgue and that the density is a function of bounded variation with variation bounded by θ −|Λ| µ θ , e.g. see [20] .
Thus it make sense to talk of relative entropy. Since ln x is convex, calling m Λ the Lebesgue measure on T Λ , by Jensen inequality
By choosing p = |Λ| − 1, the embedding theorem of [7] page 140) yields
Remark 3.4. The space B θ contains objects that are not measures. 
Technical results
Theorem 2.1 rests on the following result.
Theorem 4.1. There exists θ 1 ∈ (0, 1) and λ * > 1 such that, for each θ ∈ (θ 1 , 1), there exists ε θ > 0 and C θ > 0 such that, for each µ ∈ B θ , µ(1) = 0, and 0 ≤ ε < ε θ holds true
The proof of the above theorem can be found in section 7. It relies on the following two basic results proved in section 5 and section 6, respectively.
7 Just consider h ∈ BV (T, R) of zero average, but such that R |h| = 1, and the sequence of measures
P ∞ q=1 θ −q µq clearly belongs to B θ but it cannot be a measure.
In addition, if µ is a measure, then, for each n ∈ N, |F n ε * µ| θ ≤ |µ| θ=1 . We may choose θ 0 so close to 1 that
Remark 4.3. Note that Lemma 4.2, contrary to what happens for the uncoupled case, implies only that the spectral radius of F ε on B θ is bounded by θ −2r , instead than one. Yet, like in the uncoupled case, 1 • F ε = 1, hence one must belong to the spectrum of F ε * . All the subsequent work is devoted to bound the rest of the spectrum and show that it is contained in a disk of radius strictly less than one.
Let Λ ⊂ Z be a box and define
Define as well
, and all boxes Λ ⊂ Λ ⊂ Z holds true
Proofs: Lasota-Yorke type inequality
This section is devoted to the proof of Lemma 4.2. As usual in this type of theory the proof consists just of a, more or less lengthy, computation.
The first inequality is very simple. Indeed for each ϕ ∈ F Λ , F ε * µ(ϕ) = µ(ϕ • F ε ), but ϕ • F ε ∈ F Λ+r and |ϕ • F ε | ∞ = |ϕ| ∞ , hence |F ε * µ| Λ ≤ |µ| Λ+r , which implies the result.
8 Analogously, the last inequality follows from Remark 3.2 |F n ε * µ| θ ≤ |F n ε * µ| θ=1 ≤ |µ| θ=1 . The second inequality requires more work. We start by writing, for ϕ ∈ F Λ ,
Next we must estimate the norms of the functions
8 Here, and in the following, given a box Λ = {q, . . . , p} and k ∈ Z by Λ + k we mean the box {q − k, . . . , p + k}, clearly Λ − k = ∅ if 2k > |Λ|. 9 We slightly abuse notation and consider C 1 (Ω, R Λ ) as a subspace of C 1 (Ω, R Z ), i.e. if ϕ ∈ C 1 (Ω, R Λ ), then ϕ can be considered an element of C 1 (Ω, R Z ) with ϕ i = 0 if i ∈ Λ.
First notice that DG ε = Id + εA, thus
provided ε is small enough, where DF 0 is a diagonal matrix. Note that (A n ) ij = 0 if |i − j| > (n + 1)r. Thus if ϕ ∈ F Λ , then ψ n := DF
Accordingly,
Using equations (5.5) and (5.6) in equation (5.1) the result follows, provided ε is small enough.
Proofs: a perturbation result
In this section we prove Lemma 4.4. Let Λ ⊂ Λ ⊂ Z be two boxes. Let ϕ ∈ F Λ . Then
Before going further let us notice that DG ε,Λ = Id + εA Λ where A Λ has all zero entries apart from a diagonal Λ × Λ block. Accordingly,
where
Using this relation we can continue the previous chain of equalities
Since all the functions inside the integrals are in F Λ+r and bounded by a constant times ε, it follows
As ϕ ∈ F Λ is arbitrary, this finishes the proof of Lemma 4.4.
Proofs: spectral gap
The results developed in the previous sections are sufficient to prove the theorem stated in section 4.
Proof of Theorem 4.1. First iterate Lemma 4.2 to write, for each n, m ∈ N,
Notice that (7.1), setting m = 0, implies
for some C > 0 and all n ∈ N and ε ∈ [0, ε 0 ]. To conclude we need a careful estimate of the last term in (7.1).
We start by noticing that
by Lemma 4.4. Accordingly
where we used (7.2) and Lemma 3.1 for the last inequality and D does not depend on θ.
The problem is then reduced to estimating |F m ε,Λ * µ| Λ . Let ϕ ∈ F Λ and define
On the other hand, calling h the invariant normalized density of T ,
. Accordingly, calling L the one dimensional transfer operator associated to the map T and settingφ {q} (x) :
It is well known that L, restricted to the zero average functions, has spectral radius σ 1 < 1. Thus, since φ xq is of zero average, there exists A > 0 such that
. In particular, the last term vanishes if Λ = {q} and µ(1) = 0. The key fact of the present approach is that the averaged test function no longer depends on the variable x q : using the above inequality together with (7.3) we obtain
Hence, taking the supremum over all boxes Λ, we obtain for such µ
We are finally in the position to conclude the argument. Let µ ∈ B θ such that µ(1) = 0. Then equations (7.1), (7.2) , and (7.7) yield
The last step is to choose properly n and m in the above inequality. For simplicity, rather than aiming at an optimal choice, we will make a very simple one: let
Finally, we can choose ε θ > 0 so small that
Hence we have the announced spectral gap.
Proof of the main theorem
This concluding section is dedicated to the proof of Theorem 2.1. This is achieved in three Lemmata that also make the statement of the theorem precise. The proof is obtained by an approximation argument based on Theorem 4.1.
The class of sufficiently regular measures mentioned in Theorem 2.1 is the set B U,θ defined in the next Lemma.
, then there exists a unique invariant normalized element µ ε ∈ B U,θ . In fact, µ ε ∈ B θ=1 , and it is a probability measure.
Proof. It follows from Theorem 4.1 that there exists a unique µ ε ∈ B θ such that F ε * µ ε = µ ε and µ ε (1) = 1, moreover µ ε is a probability measure. Indeed, let m be the infinite product Lebesgue measure on Ω. The sequence
F k ε * m is a weakly compact sequence of probability measures in C 0 (Ω) * . Let µ * be an accumulation point. Clearly µ * is an F ε -invariant probability measure, and because |m| θ = m θ = 1, Lemma 4.2 yields, for θ ∈ (θ 0 , 1],
and, taking the limit for k → ∞,
The above establishes the existence and uniqueness part of Theorem 2.1. The entropy density assertion follows from Lemma 3.3.
Lemma 8.2. There exists θ * > 0 such that for each θ ∈ (θ * , 1) there exist ν θ > 1 and C θ > 0 such that for each two boxes Λ 1 , Λ 2 , at a distance d and each ϕ i ∈ F Λi holds true
In addition, for each box Λ and ϕ 1 , ϕ 2 ∈ F Λ holds true
Proof. Since the ϕ i depend on variables at a distance d it follows that
The result follows by choosing θ such that θλ 1 2r * =: ν θ > 1. To prove the second inequality consider ϕ i ∈ F Λ and define µ ϕ2 (φ) := µ ε (ϕ 2 φ) − µ ε (ϕ 2 )µ ε (φ) .
Then µ ϕ2 (1) = 0 and for each Λ ⊂ Z and φ ∈F Λ , i∈Λ |φ i | ∞ ≤ 1,
Accordingly, µ ϕ2 θ ≤ µ ϕ2 θ=1 ≤ C(|µ ε | θ=1 + µ ε θ=1 ) |ϕ 2 | C 1 , and, by Theorem 4.1,
The last assertion of Theorem 2.1 concerns the distance between the perturbed and unperturbed measure measured in the | · | θ norm. Lemma 8.3. There exist θ * ∈ (0, 1) such that, for each θ ∈ (θ * , 1) and ε ∈ (0, ε θ ), holds true |µ 0 − µ ε | θ ≤ C θ ε ln ε −1 .
Proof. By Lemma 4.4, for each box Λ and each probability measure µ ∈ B θ=1 , |F 0 * µ − F ε * µ| Λ ≤ Dε(|Λ| + r)( µ Λ+r + 1) ≤ Dε(|Λ| + r)( µ θ=1 + 1) .
Thus, observing that |F 0 * | θ = 1, 
