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MOD-GAUSSIAN CONVERGENCE AND THE VALUE DISTRIBUTION OF
ζ(1/2 + it) AND RELATED QUANTITIES
E. KOWALSKI AND A. NIKEGHBALI
Abstract. In the context of mod-Gaussian convergence, as defined previously in our work
with J. Jacod, we obtain asymptotic formulas and lower bounds for local probabilities for a
sequence of random vectors which are approximately Gaussian in this sense, with increasing
covariance matrix. This is motivated by the conjecture concerning the density of the set of
values of the Riemann zeta function on the critical line. We obtain evidence for this fact, and
derive unconditional results for random matrices in compact classical groups, as well as for
certain families of L-functions over finite fields.
1. Introduction
It is well-known (see, e.g., [30, Th. 11.9]) that, for 1/2 < σ < 1, the set of values ζ(σ + it),
t ∈ R, is dense in the complex plane. In fact, much more is true: it was proved by Bohr and
Jessen that there exists a Borel probability measure µσ on C, such that the support of µσ is
the whole complex plane, and such that the convergence in law
1
2T
∫ T
−T
f(log ζ(σ + it))dt→
∫
C
f(z)dµσ(z),
holds for f : C→ C continuous and bounded.
The corresponding density question for σ = 1/2 is, however, still open (it was apparently
first raised by Ramachandra during the 1979 Durham conference, but seems to appear in print
only in Heath-Brown’s note in [30, 11.13]): the difficulty is that the values ζ(1/2 + it), |t| 6 T ,
do not have a limiting distribution, as evidenced already by the Hardy-Littlewood asymptotic
1
T
∫ T
0
|ζ(1/2 + it)|2dt ∼ (log T ), as T → +∞,
or by Selberg’s result that log |ζ(1/2 + it)|, |t| 6 T , is asymptotically normal with variance
growing to infinity (see also the work of Ghosh [12] for the imaginary part, and [4, §5] for a
recent proof). In other words, “most” values of ζ(1/2 + it) are rather large, though the zeta
function is zero increasingly often as the imaginary part grows.
In this paper, we show (Corollary 9) how the density of values of zeta on the critical line
would follow rather directly from a suitable version of the Keating-Snaith moment conjectures,
which we viewed in our previous work with J. Jacod [15] as a refined version of the Gaussian
model. In fact, under suitable assumptions, we could prove a quantitative result, bounding from
above the smallest t > 0 for which ζ(1/2 + it) lies in a given open disc in C. This argument is
based on a very general probabilistic estimate proved in Section 2, which throws some light on
the nature of the mod-Gaussian convergence that we defined in [15]. We hope that this result
will be of further use. In another paper (jointly with F. Delbaen, see [8]), it will be seen that
one can weaken considerably the assumption needed in order to prove the density of values of
ζ(1/2 + it) (but without quantitative information).
As applications of the general result, we will also prove the following theorems in Section 3
(the precise versions are given there).
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Theorem 1. Let z0 ∈ C× be arbitrary, ε > 0 such that ε 6 |z0|. There exists N0(z0, ε), which
can be bounded explicitly, such that
µN ({g ∈ U(N) | |det(1− g)− z0| < ε})≫
( ε
|z0|
)2 1
logN
(1)
provided N > N0, where µN denotes probability Haar measure on the unitary group U(N) ⊂
GL(N,C), and the implied constant is absolute.
Theorem 2. Define
PN (t) =
∏
p6N
(1− p−1/2−it)−1 (2)
for N > 1 and t ∈ R. Let z0 ∈ C× be arbitrary, ε > 0 such that ε 6 |z0|. There exists N0(z0, ε),
explicitly bounded, such that
lim inf
T→+∞
1
T
λ({t 6 T | PN (t) ∈ V })≫
( ε
|z0|
)2 1
log logN
,
for all N > N0, where λ is the Lebesgue measure and the implied constant is absolute.
In a different direction, we obtain some evidence for the density of ζ(1/2 + it) by looking
at special values of families of L-functions over finite fields. In doing so, we also consider the
analogue of Theorem 1 for symplectic and orthogonal matrices. We refer to Section 4 for precise
statements and definitions, and only state here one appealing (qualitative) corollary:
Theorem 3. The set of central values of the L-functions attached to non-trivial primitive
Dirichlet characters of Fp[X], where p ranges over primes, is dense in C.
Notation. As usual, |X| denotes the cardinality of a set. By f ≪ g for x ∈ X, or f = O(g)
for x ∈ X, where X is an arbitrary set on which f is defined, we mean synonymously that there
exists a constant C > 0 such that |f(x)| 6 Cg(x) for all x ∈ X. The “implied constant” refers
to any value of C for which this holds. It may depend on the set X, which is usually specified
explicitly, or clearly determined by the context. Similarly, f ≍ g for x ∈ X means f ≪ g and
g ≪ f , both for x ∈ X. We write (x)j = x(x+ 1) · · · (x+ j − 1) the Pochhammer symbol.
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to this institution for its support. This material is based upon work supported by the National
Science Foundation under agreement No. DMS-0635607.
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2. Mod-Gaussian convergence and local probabilities
In this section, which is purely probabilistic, we present two versions of “local” bounds
for probabilities in the case of sufficiently uniform mod-Gaussian convergence of sequences of
random vectors. This may be compared with the local central limit theorem (see, e.g., [2, §10.4]
for the one-dimensional case). In fact, as F. Delbaen pointed out, one can obtain qualitative
statements that generalize both the standard local central limit theorem and recover our results
below under weaker assumptions. However, our emphasis is on explicit quantitative lower
bounds for local probabilities.
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We first introduce the definition, generalizing [15] to random vectors. Fix some integer
m > 1, and let (XN ) be a sequence of R
m-valued random variables defined on a probability
space (Ω,Σ,P) (as is the case for convergence in law, we could work without change with
random variables defined on different probability spaces). Let
QN (t) = QN (t1, t2, . . . , tm)
be a sequence of non-negative quadratic forms on Rm. The sequence (XN ) is then said to be
convergent in the mod-Gaussian sense with covariance QN and limiting function Φ if
lim
N→+∞
exp(QN (t)/2)E(e
it·XN ) = Φ(t) (3)
locally uniformly for t ∈ Rm; Φ is then a function continuous at 0 and Φ(0) = 1. Here, · denotes
the standard inner product on Rm.
The intuitive meaning is that, in some sense, XN is “close” to a (centered) Gaussian vector
GN with covariance matrix QN . As in [15], this notion is of most interest if the covariance
“goes to infinity”. However, in contrast with the case of m = 1, this can mean different things
because there is more than a single variance parameter involved.
To discuss this, we diagonalize QN in an orthonormal basis
1 in the form
QN (t) = δ1,Nu
2
1 + · · · + δm,Nu2m, 0 6 δ1,N 6 δ2,N 6 · · · 6 δm,N
where u = HN(t) is the necessary (orthogonal) change of variable. Then “QN goes to infinity,”
in the weakest sense, means that the largest eigenvalue δm,N goes to +∞ as N → +∞.
We are interested in the distribution of values of XN as N grows; clearly, if (say) the QN
are already diagonalized in the canonical basis and δ1,N is constant, these values will have first
coordinate much less spread out than the last ones. To simplify our discussion, and because
this is the situation in our applications, we will assume this behavior does not occur and that
in fact the smallest eigenvalue goes to infinity. For simplicity, we will assume in fact that for
some fixed µ > 0, we have
δm,N 6 δ
µ
1,N , δm,N → +∞, (4)
so that also δ1,N → +∞ (we say that the convergence is balanced). In our main applications,
this will be the case with µ = 1. Note in particular that it follows that the discriminant
σN = δ1,N · · · δm,N > δm1,N
goes to infinity as N → +∞, and moreover
σN 6 δ
mµ
1,N . (5)
Our question is now the following: given (XN ), (QN ), as above, with this type of mod-
Gaussian convergence, can we bound from below the probability
P(XN ∈ U),
where U is a fixed open set in Rm?
Denoting by Q˜N (x) the dual quadratic form, the Gaussian model suggests that, if U is
relatively compact (e.g., some non-empty open ball), we could expect
P(XN ∈ U) ≈ P(GN ∈ U) = 1
(2pi)m/2
√
σN
∫
U
e−Q˜N (x)/2dx ∼ Vol(U)
(2pi)m/2
√
σN
, (6)
as N → +∞, since δ1,N → +∞ implies that Q˜N (x) → 0 for all x ∈ Rm. We will confirm that
this holds in certain conditions at least. We strive especially for lower bounds on P(XN ∈ U),
which we wish to be quantitative, so that we can determine some N0 (depending explicitly on
U) for which
P(XN0 ∈ U) > 0.
Note that such a quantitative result must depend on the location of the open set U , whereas
the limit itself only depends on the volume, as seen above.
1 With respect to the standard inner product on Rm.
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The specific hypothesis we use may seem somewhat arbitrary, but they turn out to be satisfied
(with room to spare) in the later applications.
Theorem 4. Let m > 1 be fixed and let (XN ) be a sequence of R
m-valued random variables
defined on (Ω,Σ,P), such that (XN ) converges in the mod-Gaussian sense with covariance
(QN ), and that the convergence is µ-balanced with µ > 0, with σN > 1 for all N . Let (GN ) be
Gaussian random variables with covariance matrices given by (QN ), so that
exp(−QN (t)/2) = E(eit·GN ).
Assume moreover the following three conditions:
(1) There exist constants a > 0, α > 0 and C > 0 such that, for any N > 1 and t ∈ Rm such
that ‖t‖ 6 σaN , we have
E(eit·XN ) = Φ(t) exp(−QN (t)/2)
{
1 +O
( 1
exp(ασCN )
)}
. (7)
(2) The function Φ is of class C1 on {‖t‖ < 2}.
(3) For some A > 1 and β > 0, we have
|Φ(t)| ≪ exp(β‖t‖A), (8)
for t ∈ Rm.
Let D > 0 be any number such that
D > 2(m+ 1 +max{a−1, A/C, 3m(m + 1)µA}). (9)
Then, for any fixed non-empty open box
U = {x ∈ Rm | ‖x− x0‖∞ < ε} ⊂ Rm,
with width ε such that 0 < ε 6 1, we have
P(XN ∈ U) = P(GN ∈ U) +O
( 1
σ
1/2+1/D
N
+
ε−m
σN
)
, (10)
for N > 1, where the implied constant depends only on (m,Φ, a, α,C) and the implied constant
in (7).
In particular, for any fixed non-empty open set U ⊂ Rm, we have
P(XN ∈ U)≫ 1√
σN
provided N > N0, where N0 and the implied constant depend on U and the same data as above.
Note the following elementary lower bound, valid if ε 6 1:
P(GN ∈ U)≫ ε
m
√
σN
exp
(
−Q˜N (x0)
2
)
(11)
where the implied constant depends only on m; this is where the location of U enters, since the
error term will only be smaller than this, roughly, when Q˜N (x0) ≍ 1.
Remark 1. The growth condition (8) is in fact a consequence of the uniform mod-Gaussian
convergence, at least provided the sequence (σN ) does not grow too fast. For instance, if
σN+1 6Mσ
B
N (12)
for all N > 1, for some constants M > 1, B > 0, we can obtain (8) with A = 2 +B/a. Indeed,
we can write
|Φ(t)| =
∣∣∣ΦN (t)eQN (t)/2(1 +O( 1
exp(ασCN )
))∣∣∣ 6 2eQN (t)/2
if N is large enough and ‖t‖ 6 σaN . Note then that
QN (t) 6 δm,N‖t‖2 6 δm1,N‖t‖2 6 σN‖t‖2.
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We now fix N > 1 minimal such that
σN−1 6 ‖t‖1/a 6 σN ,
and if this value of N is large enough, we get σN 6 Cσ
B
N−1 6M‖t‖B/a, and hence
|Φ(t)| 6 2 exp(σN‖t‖2) 6 2 exp(M‖t‖2+B/a),
as desired. On the other hand, if this chosen N is too small, ‖t‖ is bounded, and the desired
estimate is trivial.
Proof of Theorem 4. Let δN = δ1,N be the smallest eigenvalue of QN , so that QN (t) > δN‖t‖2
for all t ∈ Rm and N > 1. For simplicity, we denote also
γN = exp(ασ
C
N ), (13)
as in (7).
We now first fix w such that 0 < w < 1, and then fix a smooth, compactly supported function
g0 on R such that
0 6 g0 6 1,
g0(x) = 0 for |x| > 1, g0(x) = 1 for |x| 6 w,
|g(j)0 (x)| ≪j ∆j , for j > 0, x ∈ R,
where ∆ = (1 − w)−1 and the implied constant depends only on j (we will define w to be a
function of N at the end, and hence must be careful to have estimates uniform in terms of w;
this is provided by using only the above properties of g0; the maximal value of j used will also
be bounded only in terms of m, Φ and the data in (7)). It is classical that such a function exists
(examples are constructed in [13, §1.4]). Then define
f0(x) = f0(x1, . . . , xm) =
∏
16j6m
g0(xj)
for x ∈ Rm. It follows that
0 6 f0 6 1,
f0(x) = 0 for ‖x‖∞ > 1, f0(x) = 1 for ‖x‖∞ 6 w.
Next, we define
f(x) = f0
(x− x0
ε
)
,
and we start our argument with the obvious inequality
P(XN ∈ U) > E(f(XN )) =
∫
Rm
f(x)dνN (x)
where νN is the law of XN . Applying the Plancherel formula, we get
P(XN ∈ U) >
∫
Rm
f(x)dνN (x) =
∫
Rm
fˆ(t)ΦN (t)dt
where ΦN (t) = E(e
it·XN ) is the characteristic function of XN and
fˆ(t) =
1
(2pi)m/2
∫
Rm
f(x)e−it·xdx
denotes the Fourier transform of f (the smoothness of f guarantees that fˆ is in L1, so the
Plancherel formula is valid by a simple Fubini argument).
We have
fˆ(t) = εme−it·x0 fˆ0(εt) = ε
me−it·x0
∏
16j6m
gˆ0(εtj), t ∈ Rm.
Since
gˆ0(t) =
1√
2pi
1
(it)j
∫
R
g
(j)
0 (x)e
−itxdx
5
for t 6= 0 and j > 0 (by repeated integration by parts), we find that
|gˆ0(t)| ≪ min(1,∆j |t|−j),
the implied constant depending on j.
Using the formula for fˆ(t), selecting for given t an index j so that ‖t‖∞ = |tj | and applying
the second upper bound above for this index only, if |tj | > 1, we derive
|fˆ(t)| ≪ min(εm,∆B+mε−B‖t‖−B−m∞ ), t ∈ Rm, (14)
for any fixed B > 1, where the implied constant depends only on m and B. In particular, for
‖t‖∞ 6 1, we will use simply the upper bound |fˆ(t)| 6 εm‖fˆ0‖∞ 6 εm.
We now proceed to approximate. First of all, for any radius RN > 1, we can estimate the
contribution of those t with ‖t‖ > RN using the estimate above with a value of B > 1 which
will be determined later. After integrating over ‖t‖∞ > RN , we obtain∫
‖t‖>RN
fˆ(t)ΦN (t)dt≪ ε−B∆m+BR−BN
for any RN > 1. After selecting RN = σ
1/B
N > 1, we obtain∫
‖t‖>RN
fˆ(t)ΦN (t)dt≪ ε−B∆m+Bσ−1N , (15)
for N > 1, the implied constant depending only on f0.
On the other hand, provided B > 1/a, we use (7) and (8) to get∫
‖t‖6RN
fˆ(t)ΦN (t)dt =
∫
‖t‖6RN
fˆ(t)Φ(t) exp(−QN (t)/2)
{
1 +O
( 1
γN
)}
dt
=
∫
‖t‖6RN
fˆ(t)Φ(t) exp(−QN (t)/2)dt +O
(
γ−1N
∫
‖t‖6RN
|Φ(t)fˆ(t)|dt
)
=
∫
‖t‖6RN
fˆ(t)Φ(t) exp(−QN (t)/2)dt +O(εmγ−1N exp(βRAN ))
for N > 1, using again the definition of f , the implied constant depending on Φ.
By (13), the last term can be bounded by
εmγ−1N exp(βR
A
N )≪ εm exp(βσA/BN − ασCN )≪ εmσ−1N
for N > 1 if B > A/C, the implied constant depending on (α,A,B,C).
We then split the first term further in two parts, namely where QN (t) 6 κ
2
N , and where
QN (t) > κ
2
N . The parameter κN will be chosen later, in such a way that the region {‖t‖ 6 1}
(which is inside {‖t‖ 6 RN}) contains the region QN (t) 6 κ2N (which is a neighborhood of 0
that contracts to 0 as N → +∞, if κN does not grow too fast, since it is an ellipsoid with
longest axis κN/
√
δm,N ).
The second part of the integral is bounded by∫
‖t‖6RN , QN (t)>κ
2
N
fˆ(t)Φ(t)e−QN (t)/2dt≪ εmRmN exp(βRAN − κ2N/2)
= εm exp
(m
B
log σN + βσ
A/B
N −
κ2N
2
)
,
and in the first part, we use the approximation
Φ(t) = 1 +O(‖t‖)
6
for {‖t‖ 6 1}, coming from the C1 assumption on Φ, to get∫
QN (t)6κ
2
N
fˆ(t)Φ(t)e−QN (t)/2dt =
∫
QN (t)6κ
2
N
fˆ(t)e−QN (t)/2dt+O
(∫
QN (t)6κ
2
N
|fˆ(t)|‖t‖dt
)
=
∫
QN (t)6κ
2
N
fˆ(t)e−QN (t)/2dt+O
(εmκm+1N√
δNσN
)
, (16)
the implied constant depending on Φ, where the last integral was estimated using
‖t‖2 6 1
δN
QN (t) 6
κ2N
δN
, |ti| 6 κN√
δi,N
.
We can rewind the computation for the first term, with the Gaussian GN instead of XN : for
N > 1, we have ∫
QN (t)6κ
2
N
fˆ(t)e−QN (t)/2dt = E(f(GN )) +O(ε
me−κ
2
N/2)
where the implied constant is absolute, and then we write
E(f(GN )) = P(‖GN − x0‖∞ < ε) +O(P(wε 6 ‖GN − x0‖∞ < ε))
= P(‖GN − x0‖∞ < ε) +O(εm(1− w)σ−1/2N )
for N > 1, where the implied constant depends only on m (the last step is obtained using the
density of the Gaussian GN ).
Summarizing, we have found
P(XN ∈ U) > P(GN ∈ U) +O
(εm(1− w)
σ
1/2
N
+
∆m+B
εmσN
+ εm exp
(m
B
log σN + βσ
A/B
N −
κ2N
2
)
+
εmκm+1N√
σNδN
)
(where we recall that ∆−1 = 1− w).
Now if A/B < 1/(mµ), and
κN = σ
A/B
N ,
we have first (see (5)) the condition
{QN (t) 6 κ2N} ⊂ {‖t‖2 6
κ2N
δN
} ⊂ {‖t‖ 6 1},
and moreover the third error term is absorbed in the second one, while the last becomes
εmκm+1N√
σNδN
6 εmσ
−
1
2−
1
2mµ+
(m+1)A
B
N .
Thus if we select any B > max(a−1, A/C, 3m(m+1)Aµ), the previous conditions on B hold,
and we find that
P(XN ∈ U) > P(GN ∈ U) +O
(εm(1− w)
σ
1/2
N
+
∆m+B
εmσN
+
εm
σ
1/2+1/(6mµ)
N
)
. (17)
Now, we attempt to select w to equalize the error terms involving it, i.e., so that
εm(1− w)√
σN
=
∆m+B
εmσN
,
which translates to
∆ = (1− w)−1 = (ε2mσ1/2N )1/(m+B+1)
and two cases arise:
7
(i) If σ
1/2
N > ε
−2m, we have ∆ > 1 (as is necessary to define w in this way), and we obtain
from the above that
P(XN ∈ U) > P(GN ∈ U) +O
( 1
σ
1/2+1/D
N
)
,
where D = 2(m+1+B) (note that, since A is assumed to be > 1, we have 2(m+B+1) > 6mµ.)
(ii) If we have σ
1/2
N 6 ε
−2m, we take simply w = 1/2 and obtain
εm(1− w)√
σN
+
∆m+B
εmσN
≪ ε
−m
σN
,
where the implied constant depends on m and B.
The combination of the two cases leads to the lower-bound in (10). The upper bound is
proved similarly, using instead of g0 a function which is = 1 for |x| 6 1 and = 0 for |x| > 1 +w
for some suitable w > 0; we leave the details to the reader. 
Remark 2. If we are interested in obtaining a lower bound only (which is the most interesting
aspect in a number of applications), it is simpler and more efficient to fix, e.g., w = 1/2, from
the beginning of the proof. For
U = {x ∈ Rm | ‖x− x0‖∞ < ε},
this leads for instance to
P(XN ∈ U) > P(GN ∈ U−) +O
( 1
σ
1/2+1/(2mµ)−γ
N
)
(18)
for any γ > 0 (by taking B large enough depending on γ), where
U− = {x ∈ Rm | ‖x− x0‖∞ < ε/2}
and the implied constant depends on Φ, (m,a, α,C) and γ.
Remark 3. From the probabilistic point of view, this proposition gives one answer, quantita-
tively, to the following type of question: given a sequence (XN ) of (real-valued) random variables
and parameters σN → +∞ such that XN/σN converges in law to a standard centered Gaussian
variable (with variance 1), to what extent is XN itself distributed like a Gaussian with variance
σ2N?
Here, we perform the comparison by looking at P(XN ∈ U), U a fixed open set. And this
shows clear limits to the Gaussian model: for example, any integer-valued random variable XN
will have P(XN ∈ U) = 0 for any open set not intersecting Z, and yet may satisfy a Central
Limit Theorem (e.g., the N -th step of a symmetric random walk on Z). Even more precisely,
denoting
dK(X,Y ) = sup
x∈R
|P(X 6 x)−P(Y 6 x)|
the Kolmogorov distance, there exist integer-valued random variables XN with
dK(XN , GN )≪ N−1/2, (19)
where GN is a centered Gaussian with variance N , which indicates a close proximity – and
yet, again, P(XN ∈ U) = 0 if U ∩ Z = ∅. For instance, take XN with distribution function
FN (t) = P(XN 6 t) given by
FN (t) = P(GN 6 k) for k 6 t < k + 1, k ∈ Z.
In particular, it is also impossible to prove results like Theorem 4 using only this type of
assumption on the Kolmogorov distance. Of course, if we assume that
dK(XN , GN )≪ N−1/2φ(N)−1, (20)
with φ(N)→ +∞ (arbitrarily slowly), we get
P(XN ∈ U) > P(GN ∈ U)− 2dK(XN , GN )≫ N−1/2,
8
for U = [α, β], α < β. But such an assumption is unrealistic in practice. For instance, if one
assumes that (XN ) converges in the mod-Gaussian sense with covariance QN (t) = σN t
2, and if
the limiting function Φ is C1 and the convergence holds in C1 topology, one can straightforwardly
estimate the Kolmogorov distance2 by
dK(XN , GN ) = sup
x∈R
|P(XN 6 x)−P(GN 6 x)| ≪ σ−1/2N ,
which is comparable to (19), but one can also check that this can not be improved in general
to something like (20).
In Example 4 in Section 3, we will also describe a much deeper and more illuminating situation
concerning the limits of what can be hoped, even with something like mod-Gaussian convergence.
Remark 4. Other variants could easily be obtained. In particular, it is clear from the proof that
if Φ has sub-gaussian growth, i.e., we can take A = 2 in (8), the results can be substantially
improved. However, in our main applications, this condition fails. Also, one could use test
functions f which decay at infinity faster than polynomials to weaken the uniformity requirement
in the convergence condition (7) (for instance, form = 1, it is possible to find f which is smooth,
non-negative and compactly supported in any fixed open interval and satisfies
fˆ(t)≪ exp(−|t|1−ε)
for any ε > 0, as constructed, e.g., in [13, Th. 1.3.5] or [14]). Again, for our main unconditional
applications, our conditions hold with room to spare, so we avoided this additional complexity.
Remark 5. We can also introduce a linear term (corresponding roughly to the expectation of
XN ) in addition to the covariance terms in the definition of mod-Gaussian convergence (as
in [15] for m = 1), but this amounts to saying that (XN ) converges in the mod-Gaussian sense
with covariance (QN ) and mean (ξN ), ξN ∈ Rm, if the sequence (XN − ξN ) converges in our
original sense above. But note that the interpretation of a lower bound for P(XN − ξN ∈ U),
as given by Theorem 4 for a fixed U ⊂ Rm, is quite different, if ξN is itself “large”. Maybe
one should see the statements in that case as giving natural examples of sets UN for which one
knows that P(XN ∈ UN ) has the specific decay behavior σ−1/2N as N → +∞.
In particular, lower bounds for P(XN − ξN ∈ U) do not give control of P(XN ∈ U), and
indeed this may be zero for all N large enough (see, for instance the example in Section 4.2
below of values at 1 of characteristic polynomials of unitary symplectic matrices, which is always
> 0).
3. Random unitary matrices and the zeta function
We present now some applications of Theorem 4 (in particular, proving Theorems 1 and 2).
We also give an example that illustrates the limitations of such results, suggesting strongly that
one can not replace mod-Gaussian convergence with the existence of the limits (3) only for t in
a neighborhood of the origin.
Example 1. One of the canonical motivating examples of mod-Gaussian convergence is due to
Keating and Snaith [22]. Let
XN = log det(1− TN ),
where TN is a Haar-distributed random unitary matrix in the compact group U(N); we view
these random variables as R2-valued (via the real and imaginary parts), so if t = (t1, t2), we
have
t ·XN = t1Re(XN ) + t2 Im(XN ). (21)
We first clarify the choice of the branch of logarithm: XN is defined almost everywhere (when
1 is not an eigenvalue of TN ), and for g ∈ U(N) with det(1− g) 6= 0, such that
det(1− Tg) =
∏
16j6N
(1− αjT ), |αj | = 1,
2 Using the Berry-Esseen inequality, see e.g. [29, §7.6].
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we define
log det(1− g) = lim
r→1
r<1
log det(1− rg) =
∑
16j6N
lim
r→1
r<1
log(1− rαj),
where the last logarithms are given by the Taylor expansion around 0. This is the same con-
vention as in [22, par. after (7)].
Keating and Snaith show that (XN ) satisfies
E(eit·XN ) =
∏
16j6N
Γ(j)Γ(j + it1)
Γ(j + 12(it1 + t2))Γ(j +
1
2 (it1 − t2))
(22)
for t = (t1, t2) ∈ R2 (note the asymmetry between it1 and t2), see [22, eq. (71)], taking into
account a slightly different normalization: their t is our it1 and their s is our t2. It is also
useful to observe that, in the connection with To¨plitz determinants (see [3]), this characteristic
function is the N -th To¨plitz determinant corresponding to the symbol which is a pure Fisher-
Hartwig singularity of type
b(eiθ) = (2 − 2 cos θ)it1/2 exp(i(θ − pi)t2/2), 0 < θ < 2pi
(this is denoted
tt2/2(e
iθ)uit1/2(e
iθ) = ξ(it1−t2)/2(e
iθ)η(it1+t2)/2(e
iθ)
in [10], where the formula (22) is stated as Eq. (41); see [6] for two elementary computations
of the corresponding To¨plitz determinants.)
We rewrite this in terms of the Barnes function G(z), as is customary. We recall that G is
an entire function of order 2, such that G(1) = 1 and G(z + 1) = Γ(z)G(z) for all z, and that
its zeros are located at the negative integers. In particular, it satisfies
N∏
j=1
Γ(j + θ) =
G(1 +N + θ)
G(1 + θ)
(23)
for all N > 1 and θ ∈ C.
Thus, we have
E(eit·XN ) =
∏
16j6N
Γ(j)Γ(j + it1)
Γ(j + it1+t22 )Γ(j +
it1−t2
2 )
=
G(1 + it1−t22 )G(1 +
it1+t2
2 )
G(1 + it1)
× G(1 + it1 +N)G(1 +N)
G(1 + it1−t22 +N)G(1 +
it1+t2
2 +N)
(see, e.g., [10, eq. (41)]). We now get from [10, Cor. 3.2] that
E(eit·XN ) ∼ N (it1−t2)(it1+t2)/4G(1 +
it1−t2
2 )G(1 +
it1+t2
2 )
G(1 + it1)
= exp(−QN (t)/2)
G(1 + it1−t22 )G(1 +
it1+t2
2 )
G(1 + it1)
,
where
QN (t1, t2) = δN (t
2
1 + t
2
2), δN =
1
2 logN,
hence we have complex mod-Gaussian convergence with limiting function
Φg(t1, t2) =
G(1 + it1−t22 )G(1 +
it1+t2
2 )
G(1 + it1)
. (24)
Here we can take µ = 1 in (4).
Remark 6. Note that this is not the product of the two individual limiting functions for mod-
Gaussian convergence of the real and imaginary parts of XN separately (which are Φg(t1, 0) and
Φg(0, t2)), although after normalizing, one obtains convergence in law of
(Re(XN )/
√
δN , Im(XN )/
√
δN )
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to independent standard Gaussian variables, as noted by Keating and Snaith.
We now check that Theorem 4 can be applied to the sequence of random variables (XN ). The
fact that Φg is of class C
1 on R2 is clear in view of the analytic properties of the Barnes function.
Condition (3) is also obvious. A uniformity estimate like (7) is not found in [22] or [10], though
it is proved for t in a fixed compact region of R2 in [10, Cor. 3.2]. In Proposition 17 in the
Appendix, we prove
ΦN(t) = Φ(t)e
−QN (t)/2
(
1 +O
(1 + ‖t‖3
N
))
for ‖t‖ 6 N1/6. In view of σN = (logN)2/4, this is compatible with (7) and (13), with a
arbitrarily large, C = 12 and A (defined by (8)) can be taken to be any A > 2. Thus the
constant D in (10) can be any number
D > 2(3 + max(4, 36)) = 78.
Moreover, since
Q˜N (x1, x2) =
x21 + x
2
2
1
2 logN
,
we see by using Remark 2 (namely, (18)) and (11) that we have the following corollary:
Corollary 5. For 0 < ε < 1 we have
P(|XN − z0| < ε)≫ ε2(logN)−1 (25)
for all N with
N ≫ max{exp(|z0|2), exp(Cε−9)}
where both implied constants are absolute.
(The first condition on N ensures the main term is ≫ ε2(logN)−1, while the second ensures
that the error term is smaller; we have taken 2/9 = 1/(2mµ)− γ = 1/4− 1/36 for definiteness;
any number > 8 can replace 9).
Now we appeal to the following elementary lemma:
Lemma 6. Let z0 ∈ C× and ε > 0, and denote
w0 = log |z0|+ iθ0, θ0 = Arg(z0) ∈]− pi, pi].
Then, provided ε 6 |z0|, we have
|ew − z0| < ε
for all w ∈ C such that
|w − w0| < ε
2|z0| .
For given z0 ∈ C, non-zero, we get from this and (25), applied to log |z0| + iArg(z0) and to
ε/|z0| instead of ε, the following explicit form of Theorem 1:
Theorem 7. Let z0 ∈ C× be arbitrary, ε > 0 such that ε 6 |z0|. We have
P(|det(1− TN )− z0| < ε)≫
( ε
|z0|
)2 1
logN
for N > N0(z0, ε), where
N0(z0, ε)≪ max
{
exp
(
(log |z0|)2
)
, exp
(
C
( ε
2|z0|
)−9)}
where C and the implied constants are absolute.
Remark 7. It follows from asymptotic formulas for the Barnes function, e.g. [11], that we have
1
‖t‖2
log |Φg(t)| ≍ log(2‖t‖),
which is illustrated in Figure 1. This super-gaussian behavior is the main cause of difficulty in
the proof of Theorem 4.
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Figure 1. Graph of 1
t2
2
log |Φg(1, t2)|, 1 6 t2 6 140
Remark 8. Note that if one only wants to say that det(1−TN ), for N growing, has dense image
in C, much simpler topological arguments suffice.
Example 2. Another conspicuous example of mod-Gaussian convergence is the arithmetic
Euler factor in the moment conjecture for ζ(1/2 + it). In [15, §4.1], we considered this factor
for the real part log |ζ(12 + it)| only, and we first generalize this as in the previous section.
Consider a sequence (Xp) of independent random variables uniformly distributed on the unit
circle and indexed by prime numbers, and let
LN = −
∑
p6N
log(1− p−1/2Xp)
where the logarithm is given here by the Taylor expansion around 0. For each individual term
Ep = − log(1− p−1/2Xp), we have
E(eit·Ep) =
1
2pi
∫ 2π
0
(1− aeiθ)−12 (t2+it1)(1− ae−iθ)12 (t2−it1)dθ
with a = p−1/2. Expanding by the binomial theorem and picking up the constant term in the
expansion in Fourier series, we obtain
E(eit·Ep) =
∑
j>0
a2j
(−12(t2 + it1)
j
)(1
2(t2 − it1)
j
)
=
∑
j>0
(12(t2 + it1))j(
1
2(it1 − t2))j
(j!)2
a2j
= 2F1(
1
2 (it1 + t2),
1
2(it1 − t2); 1; a2)
in terms of the Gauss hypergeometric function.
Arguing as in [15], we see now that
E(eit·LN ) =
∏
p6N
2F1(
1
2 (it1 + t2),
1
2(it1 − t2); 1; p−1)
=
∏
p6N
(
1− t
2
1 + t
2
2
4
1
p
+O
( 1
p2
))
,
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and hence, denoting
δN = −1
2
∑
p6N
log(1− p−1) ∼ 1
2
log logN, QN (t) = δN (t
2
1 + t
2
2) = δN‖t‖2,
we get
E(eit·LN ) ∼ exp(−QN (t)/2)Φa(t),
as N → +∞, with limiting function
Φa(t) =
∏
p
(
1− 1
p
)−‖t‖2/4
2F1(
1
2 (it1 + t2),
1
2(it1 − t2); 1; p−1). (26)
We have here also µ = 1 in (4). Now, to check the uniformity required in (7), we write
E(eit·LN ) = exp(−QN (t)/2)Φa(t)RN (t)
with
RN (t) =
∏
p>N
(
1− 1
p
)−‖t‖2/4
2F1(
1
2 (it1 + t2),
1
2(it1 − t2); 1; p−1).
If we expand the p-factor using the binomial theorem, we obtain
1 +
∑
j>2
1
pj
∑
a+b=j
(12(it1 + t2))a(
1
2 (it1 − t2))a
(a!)2
(−‖t‖2/4
b
)
,
and if we assume that ‖t‖ 6 A with A > 1, crude bounds show that this p-factor is
1 +O
(∑
j>2
jA2j
pj
)
,
where the implied constant is absolute, so that if ‖t‖ 6 N1/8, for instance, we get
RN (t) =
∏
p>N
(
1 +O
(∑
j>2
jp−3j/4
))
= 1 +O(N−1/2).
Although this is crude, it already gives much more than (7), both in terms of range of
uniformity and sharpness of approximation.
Since Condition (3) is also obviously valid here, Theorem 4 (or rather (18)) applies with A
any real number > 2, a and C arbitrarily large, and shows that
P(|LN − z0| < ε)≫ ε2(log logN)−1
for any z0 ∈ C and ε < 1, provided
N ≫ max
(
exp(exp(|z0|2)), exp(exp(Cε−9))
)
for some large constant C > 1.
From this we deduce easily the more arithmetic-looking statement of Theorem 2. Indeed, let
PN (t) be given by (2). For fixed N , it is well-known that the random variables t 7→ PN (t) on
the probability spaces ([0, T ], T−1λ) converge in law, as T → +∞, to
P˜N =
∏
p6N
(1− p−1/2Xp)−1 = exp(LN ),
where Xp are as above (independent and uniformly distributed on the unit circle; the inde-
pendence is due to the fundamental theorem of arithmetic). For any open set V ,3 it follows
that
lim inf
T→+∞
1
T
λ({t 6 T | PN (t) ∈ V }) > P(P˜N ∈ V ).
3 Because we do not know if the probability that P˜N is in the boundary of V is zero or not, we do not claim
– or need to claim – an equality; see, e.g., [1, Th. 2.1, (iv)].
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Applying Lemma 6 as in the proof of Theorem 7, we obtain Theorem 2 with
N0(z0, ε)≪ max
{
exp
(
exp
(
(log |z0|)2
))
, exp
(
exp
(
C
( ε
2|z0|
)−9))}
for some absolute constant C.
Remark 9. Again, the density of values of PN (t) for N > 1 and t ∈ R (or of P˜N , which amounts
to the same thing) is an easier matter that can be dealt with using topological tools.
Example 3. The two previous examples are of course motivated by their conjectural relation
with the behavior of the Riemann zeta function on the critical line (this is the arithmetic essence
of [22]). Indeed, Keating and Snaith conjecture that:
Conjecture 8. Define log ζ(1/2 + iu), when u ∈ R is not the ordinate of a non-trivial zero of
ζ(s), by continuation along the horizontal line Im(s) = u, with limit 0 when Re(s)→ +∞.
For any t = (t1, t2) ∈ R2, we have
1
T
∫ T
0
eit·log ζ(1/2+iu)du = Φa(t)Φg(t) exp
(
− t
2
2
(log log T )
)
(1 + o(1))
as T → +∞, where · is the inner product on R2 as in (21).
Hence, we see in particular that the following holds:
Corollary 9. Assume there exist α > 0, δ > 0 and θ > 0 such that Conjecture 8 holds with the
error term o(1) replaced by
exp(−α(log log T )δ)
uniformly for ‖t‖ 6 (log log 6T )θ. Then the set of values ζ(1/2 + it) is dense in the complex
plane. In fact, there exists C > 0, D > 0, such that, for any z0 ∈ C× and ε 6 |z0|, there exists
t with
0 6 t≪ max
{
exp
(
exp
(
(log |z0|)2
))
, exp
(
exp
(
C
( ε
2|z0|
)−D))}
,
such that
|ζ(12 + it)− z0| < ε.
Of course, such a strong conjecture concerning the imaginary moments of ζ(1/2 + it) looks
quite hopeless at the current time: there is no known non-trivial result available, even assuming
the Riemann Hypothesis. But Example 4 below suggests that (with this approach) it is indeed
necessary to require that the characteristic function converge uniformly for t in a region growing
with T . In [8], jointly with F. Delbaen, we will explain how the weaker qualitative statement
1
T
λ({u ∈ [0, T ] | ζ(12 + iu) ∈ V })≫
1
log log T
for a fixed open set V and for T large enough (which of course suffices to give a positive answer
to Ramachandra’s question) can be proved under much weaker assumptions than a uniform
version of Conjecture 8.
Remark. Another remark concerning Conjecture 8 has to do with the factored form of the
limiting function Φa(t)Φg(t), which seems to imply some asymptotic independence property.
Recall that the real and imaginary parts of Φa and Φg are themselves asymptotically independent
after renormalization, but are not products of the limiting functions for the two parts separately.
So Conjecture 8, if correct, is evidence of quite particular probabilistic behavior.4
4 The fourth moment of ζ(1/2+ it) and a few other results do provide evidence of a factored limiting function,
with “random matrix” term split from the Euler factor. The mod-Poisson analogy is also consistent with this,
in the case of the number of prime factors of an integer, as discussed in detail in [27, §4, 5, 6].
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Example 4. Our assumptions in Theorem 4 are probably not optimal. We now describe an
illuminating (counter)-example in the direction of understanding when a result like this could
be true.
We again look at random matrices TN in the compact group U(N) (as in Example 1), but
this time we consider the random variables counting the number of eigenvalues in certain fixed
arcs of the unit circle: fix γ ∈]0, 1/2[, and let
I = {e2iπθ | |θ| 6 γ} ⊂ C.
Then let XN be the number of eigenvalues ϑ of TN such that ϑ ∈ I. Note that XN is an
integer-valued random variable. It was proved by Costin and Lebowitz that
XN − 2γN
pi−1
√
logN
converges in law to a standard normal random variable. Wieand [31] gave a proof5 based on
asymptotics of To¨plitz determinants with discontinuous symbols; as noted by Basor, this gives
the asymptotic
E(eit(XN−2γN)) ∼ exp
(
− t
2
2
1
pi2
logN
)
(2− 2 cos 4piγ)
t2
4π2G
(
1− t
2pi
)
G
(
1 +
t
2pi
)
as N → +∞, for all t with |t| < pi (see, e.g., [10, Th. 5.47], applied with N = 2, α1 = α2 = 0,
β1 =
t
2π , β2 = − t2π , and the condition on t is equation (5.79) in loc. cit., or [3, p. 331]).
This asymptotic is of course of the form (3) for these values of t, but the restriction |t| < pi is
necessary, since the characteristic function of XN is 2pi-periodic for all N . The convergence is
sufficiently uniform for t close to 0 to allow the deduction of the renormalized normal behavior
(as Wieand did, using the Laplace transform instead of the characteristic function), but when
γ is rational, the set of possible values of XN − 2γN for N > 1 is a discrete set in R.6
4. Distribution of central values of L-functions over finite fields
We now consider examples related to L-functions over finite fields. Our main input will be
deep results of Deligne and Katz, and we are of course motivated by the philosophy of Katz
and Sarnak [21].
The goal is to make statements about the distribution of values at the central point 1/2
of L-functions over finite fields. The appealing aspect is that these form discrete sets, hence
proving that they are dense in C (as in Theorem 3), for instance, is obviously interesting and
meaningful. We consider examples of our results for the three basic symmetry types in turn:
unitary, symplectic, and orthogonal. For the last two, this means first obtaining a suitable
analogue of Example 1. The corresponding limiting functions have already been studied in some
respect by Keating-Snaith [23] and Conrey-Farmer [7], though our expressions seem somewhat
more natural.
4.1. Unitary symmetry. Let Fq be a finite field with q elements. Unitary symmetry arises
(among other cases) for certain types of one-variable exponential sums over finite fields, which
are associated to Dirichlet characters of Fq[X], which we now describe; these will lead to a proof
of Theorem 3.
Let Fq be a finite field with q elements of characteristic p 6= 0. A Dirichlet character modulo
g ∈ Fq[X] is a map
η : Fq[X]→ C,
5 Including a more general result concerning the joint distribution of the number of eigenvalues in more than
one interval.
6 For what it’s worth, one may mention that the density of values XN − 2γN is true for irrational γ, by
Dirichlet’s approximation theorem, and by the existence of matrices in U(N) where the number of eigenvalues in
I takes any value between 0 and N .
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defined by
η(f) =
{
0 if f and g are not coprime
η(f) otherwise,
where η is a group homomorphism
η : (Fq[X]/gFq [X])
× −→ C×.
This character is non-trivial if η 6= 1, and primitive if it can not be defined (in the obvious
way) modulo a proper divisor of g. The associated L-function is defined by the Euler product
L(s, η) =
∏
π
(1− η(pi)|pi|−s)−1,
for s ∈ C, where the product ranges over monic irreducible polynomials in Fq[X] and |pi| =
qdeg(π). One shows quite easily that this is in fact a polynomial (which we denote Z(η, T )) in
the variable T = q−s of degree deg(g)− 1, if η is primitive modulo g and non-trivial.
The examples used in proving Theorem 3 arise from the following well-known construction.
For any integer d > 1, with p ∤ d, any non-trivial multiplicative character
χ : Fq → C×
such that χd 6= 1, and any squarefree polynomial g ∈ Fq[X] of degree d, we let
S(χ, g) =
∑
x∈Fq
χ(g(x)),
where χ(0) is defined to be 0. These are multiplicative exponential sums, and have been
studied intensively, due in part to their many applications to analytic number theory (for their
generalizations to multiple variables, see the paper [17] of Katz).
It is also well-known that one can construct a non-trivial Dirichlet character η = η(g, χ),
primitive modulo g, such that
Z(η, T ) = exp
(∑
m>1
Sm(χ, g)
m
Tm
)
,
where Sm(χ, g) denotes the “companion” sums over extensions of Fq, namely
Sm(χ, g) =
∑
x∈Fqm
χ(NFqm/Fq (g(x))),
where NFqm/Fq is the norm map. We will denote L(s, g, χ) the corresponding L-function.
Moreover, we have the Riemann Hypothesis for these L-functions (due to A. Weil), which
gives the link with random unitary matrices: there exists a unique conjugacy class θχ,g(q) in
the unitary group U(d− 1) such that
L(s+ 12 , g, χ) = det(1− q−sθχ,g(q)),
(so that, in particular, we recover the Weil bound
|S(χ, g)| 6 (d− 1)q1/2,
by looking at the trace of θχ,g(q)). For all this, one can see, for instance, [26, §4.2], which
contains a self-contained account.
We will first prove the following theorem, which is clearly a stronger form of Theorem 3 in
view of the preceding remarks:
Theorem 10. For d > 1 and t ∈ Z, let gd,t = Xd − dX − t ∈ Z[X]. For p prime, let X(p)
denote the set of pairs (χ, t) where χ is non-trivial character of Fp and t ∈ Fp.
Let z0 ∈ C× and ε > 0 with ε 6 |z0| be given. For all integers d > d0(z0, ε), we have
lim inf
p→+∞
|{(χ, t) ∈ X(p) | χd 6= 1, |L(12 , gd,t, χ)− z0| < ε}|
|X(p)| ≫
( ε
|z0|
)2 1
log d
,
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where
d0(z0, ε)≪ max
{
exp
(
(log |z0|)2
)
, exp
(
C
( ε
|z0|
)−9)}
,
where C > 0 and the implied constants are absolute.
This result depends on the mod-Gaussian convergence for characteristic polynomials on U(N)
(i.e., on Example 1). Indeed, denoting by U(N)♯ the space of conjugacy classes in U(N), we
have the following:
Theorem 11. For any integer d > 5, any odd prime p with p ∤ d(d − 1), the conjugacy classes
{θχ,gd,t(p) | χ (mod p), χ 6= 1, and t ∈ Fp with td−1 − (1− d)d−1 6= 0 (mod p)}
become equidistributed in U(d− 1)♯ as p→ +∞, with respect to Haar measure.
Proof. This is an easy consequence of results of Katz (see [18, Th. 5.13]), the only “twist”
being the extra averaging over all non-trivial Dirichlet characters to obtain unitary instead of
special unitary (or similar) equidistribution.
First of all, it is easy to check that if p ∤ d(d − 1) and t ∈ Fp is such that td−1 6= (1 − d)d−1,
the polynomial gd,t = X
d − dX − t ∈ Fp[X] is a strong Deligne polynomial in one variable (in
the language of [18], these are called “weakly-supermorse” polynomials). Hence the conjugacy
classes in the statement are well-defined.
For simplicity, denote U the open subset of the affine t-line where td−1 6= (1− d)d−1.
Now, according to the Weyl equidistribution criterion, we must show that
lim
p→+∞
1
p− 2
∑∗
χ (mod p)
1
|U(Fp)|
∑
t∈U(Fp)
TrΛ(θχ,gd,t(p)) = 0.
for any (fixed) non-trivial irreducible unitary representation Λ of the compact group U(d− 1).
We isolate in the sum those characters χ where χ2d = 1: there are at most 2d of them.
For any other character χ (mod p), the inner sum over t ∈ U(Fp) is of the type handled by
the Deligne Equidistribution Theorem. Let k = k(χ) be the order of the Dirichlet character
χχ2, where χ2 is the real character modulo p. By [18, Th. 5.13, (2)] (the restriction χ
2d 6= 1
ensures the assumptions hold), provided p ∤ d(d− 1), e.g., p > d(d − 1), the relevant geometric
monodromy group is equal to
GLk(d− 1) = {g ∈ GL(d− 1) | det(g)k = 1},
with maximal compact subgroup
Uk(d− 1) = {g ∈ U(d− 1) | det(g)k = 1}.
For simplicity, we write U = U(d − 1), Uk = Uk(d − 1). The restriction of Λ to Uk is a
finite sum of irreducible representations of this group (possibly including trivial components).
Applying [21, Th. 9.2.6, (5)] to each of the non-trivial ones (and the obvious identity for the
trivial components), we find that
1
|U(Fp)|
∑
t∈U(Fp)
TrΛ(θχ,gd,t(p)) = 〈Λ | Uk, 1〉+O((dimΛ)dp−1/2)
where the implied constant is absolute (this is because we have a one-parameter family, so we
can apply [21, 9.2.5] and the fact proved in [18, 5.12] that the relevant sheaf is everywhere tame,
so the Swan-conductor contribution is zero; the parameter curve U has d points at infinity, which
give the factor d above).
Using Frobenius reciprocity or direct integration (using, e.g, [21, Lemma AD.7.1]), we find
that the multiplicity of the trivial representation in Λ (restricted to Uk) satisfies
〈Λ | Uk, 1〉 =
∑
h∈Z
〈Λ,det(·)hk〉 =
{
1 if Λ = det(·)hk for some h ∈ Z− {0},
0 otherwise.
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For a given Λ, this is equal to 1 only if dimΛ = 1, so Λ = det(·)r for some r ∈ Z−{0}, and if
χ is such that k(χ) | r. The number of such characters χ is therefore ≪ 1, the implied constant
depending on Λ. Hence we find, after adding back the characters with χ2d = 1, that
1
p− 2
∑∗
χ (mod p)
1
|U(Fp)|
∑
t∈U(Fp)
TrΛ(θχ,gd,t(p))≪
d
p
+
(dimΛ)d
p1/2
,
where the implied constant depends on Λ. This confirms the claimed equidistribution. 
Proof of Theorem 10. This an easy consequence of Theorem 11: for any open set V ⊂ C, we
have first that
|U(Fp)| ∼ p
as p goes to infinity, and then we can write
lim inf
p→+∞
1
|X(p)| |{(χ, t) ∈ X(p) | χ
d 6= 1, L(12 , gd,t, χ) ∈ V }|
> µd−1({g ∈ U(d− 1) | det(1− g) ∈ V }),
and then we apply Theorem 7. 
Remark 10. In Theorem 11, we performed the average over χ, because for “standard” families
of exponential sums (those parametrized by points of algebraic varieties), the (connected com-
ponent of the) geometric monodromy group is always semisimple, so its center is finite and its
maximal compact subgroup can never be U(N). However, one may expect that t could be fixed
in the example above, and that (for instance) the conjugacy classes
{θχ(p) = θχ,Xd−dX−1 | χ (mod p) non-trivial}
corresponding to the exponential sums
S(χ) =
∑
x∈Fp
χ(xd − dx− 1)
(where d > 6, p ∤ d(d− 1)) would be already equidistributed in U(d− 1)♯ as p→ +∞.
Very recently, N. Katz [20] has indeed shown that for such families there is always an a-priori
“Sato-Tate law”, i.e., that the conjugacy classes become equidistributed in K♯ for some compact
group K ⊂ U(d− 1). In fact, in this work, Katz proves the required equidistribution for (most)
fixed t in the vertical direction where one looks at characters of Fqm for fixed q and m→ +∞
(see [20, Th. 7.2, Th. 17.6, Remark 17.7]). It seems quite possible that the “horizontal”
direction we are interested in will also follow from these new techniques.
Similarly, it is likely that families of hyper-Kloosterman sums of certain types exhibit full
unitary monodromy, e.g., for any integer n > 1, any additive character ψ : Fq → C×, any
multiplicative character χ : F×q → C×, one can consider the sums∑
x1,...,xn∈F
×
q
x1···xn=1
χ(x1)ψ(x1 + · · · + xn−1 + xn),
for which the basic theory (due to Deligne [9, §7]) shows that the associated L-function (unitarily
normalized so the central point is s = 0) is
det(1− q−sθψ,χ(q))
for some unique conjugacy class θψ,χ(q) ∈ U(n−1). One would then expect (this was suggested
by Katz, and is again potentially in the realm of his recent work [20]) that if we fix a character
ψ for Fp (e.g., ψ(x) = e(x/p)) and define ψm(x) = ψ(TrFpm/Fp(x)) for all m > 1, the sets of
conjugacy classes
{θψm,χ(pm) | χ : F×pm → C×}
become equidistributed in U(n− 1)♯ as m→ +∞.
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4.2. Symplectic symmetry. A typical example of symplectic symmetry involves families of
L-functions of algebraic curves over finite fields. For simplicity, we will consider one of the
simplest ones, but we first start by proving distribution results for characteristic polynomials
of symplectic matrices, which are of independent interest.
We first remark that for A ∈ USp(2g,C), the characteristic polynomial can be expressed in
the form
det(1− TA) =
∏
16j6g
(1− eiθjT )(1− e−iθjT )
for some eigenangles θj, 1 6 j 6 g, and it follows that
det(1−A) =
∏
16j6g
|(1 − eiθj )|2 > 0.
This positivity is reflected in a shift in expectation in the mod-Gaussian convergence (it also
means that the argument is not an interesting quantity here). We obtain:
Proposition 12. For g > 1, let
Xg = log det(1− Tg)− 12 log(πg2 ),
where Tg is a Haar-distributed random matrix in the unitary symplectic group USp(2g,C). Then
Xg converges in mod-Gaussian sense with Qg(t) = (log
1
2g)t
2 and limiting function7
ΦSp(t) =
G(32 )
G(32 + it)
. (27)
Indeed, we have
E(eitXg ) = exp(−(log 12g)t2/2)ΦSp(t)
(
1 +O
(1 + |t|3
g
))
for |t| 6 g1/6, where the implied constant is absolute.
Figure 2 is a graph illustrating the logarithmic growth of 1
t2
log |ΦSp(t)|.
20 40 60 80 100 120 140
0.5
1
1.5
Figure 2. Graph of 1
t2
log |ΦSp(t)|, 1 6 t 6 140
7 The expressions in [23, (32), (67)] and [7, Cor. 4.2] are rather more complicated, but of course they are
equivalent.
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Proof. (Compare [15, Prop. 4.9]) Keating-Snaith [23, (10)] compute that
E(eit log det(1−Tg)) = 22git
g∏
j=1
Γ(1 + g + j)Γ(12 + it+ j)
Γ(12 + j)Γ(1 + it+ g + j)
,
which, together with the formula (23), gives
E(eitXg ) =
(pig
2
)−it/2 G(32 )
G(32 + it)
× 22gitG(
3
2 + it+ g)G(2 + 2g)G(2 + it+ g)
G(32 + g)G(2 + g)G(2 + it+ 2g)
.
By applying Proposition 17, (3) in the Appendix, we get
E(eitXg ) =
(g
2
)−t2/2
ΦSp(t)
(
1 +O
(1 + |t|3
g
))
,
as claimed. 
In particular, the Central Limit Theorem for det(1 − Tg) takes the form of the convergence
in law
log det(1− Tg)− 12 log πg2
(log(g/2))1/2
law⇒ (standard Gaussian),
so, for any a < b, we have
P
((pig
2
)1/2
ea
√
log(g/2) < det(1− Tg) <
(pig
2
)1/2
eb
√
log(g/2)
)
→ 1√
2pi
∫ b
a
e−t
2/2dt.
On the other hand, by applying Theorem 4, as we can according to the previous proposition,
we can control the probability of the values of det(1 − Tg) in much smaller (dyadic or similar)
intervals:
Corollary 13. Let U =]a, b[ with a < b real numbers. We have
P
(
ea
(pig
2
)1/2
< det(1− Tg) < eb
(pig
2
)1/2)
=
1√
2pi log 12g
∫ b
a
exp
(
− t
2
2 log 12g
)
dt
+O
(max(b− a, (b− a)−1)
log g
+
max(1, b− a)
(log g)1/2+1/29
)
for g > 2, where the implied constant is absolute. In particular
P
((pig
2
)1/2
< det(1− Tg) < 2
(pig
2
)1/2)
=
1√
2pi log 12g
∫ log 2
0
exp
(
− t
2
2 log 12g
)
dt
+O
( 1
(log g)1/2+1/29
)
.
Proof. If b− a 6 1, we apply Theorem 4, with the constants µ = 1, A arbitrarily close to 2, a
arbitrarily large and C = 1/2, so that D can be any number with
D > 2(1 + 1 + 12) = 28,
and in particular D = 29 is valid. If b− a > 1, we split the interval ]a, b[ into 2⌈b− a⌉ intervals
of length
1
4
6
b− a
2⌈b − a⌉ 6 1,
and apply the previous case to the interior of those intervals. Since the joint distribution of
eigenvalues of Tg is absolutely continuous with respect to Lebesgue measure, the probability
of falling on one of the missing endpoints is zero, and summing over these intervals gives the
result. 
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We now deduce an arithmetic corollary, using families of hyperelliptic curves over finite fields.
For any odd q, any integer g > 1 and any squarefree monic polynomial f ∈ Fq[X] of degree
2g + 1, let Cf be the smooth projective model of the affine hyperelliptic curve
Cf : y
2 = f(x).
The number of Fqm-rational points on Cf satisfies
|Cf (Fqm)| = qm + 1−
∑
x∈Fqm
χ2(NFqm/Fq (f(x))) = q
m + 1− Sm(χ2, f)
where χ2 is the quadratic character of F
×
q and the notation is as in Section 4.1. The associated
L-function (the numerator of the zeta function) is defined by
L(Cf , s) = L(s, f, χ2),
or, in other words, we have
L(Cf , s) = Z(Cf , q
−s), Z(Cf , T ) = exp
(∑
m>1
Sm(χ2, f)
m
Tm
)
.
Weil proved that Z(Cf , T ) is a polynomial in Z[T ], of degree 2g, all roots of which have
modulus
√
q, and which is symplectic: there is a unique conjugacy class θf (q) in USp(2g,C)
such that
L(Cf , s+
1
2) = det(1− q−sθf (q)).
Theorem 14. Let Hg(Fq) be the set of squarefree, monic, polynomials of degree 2g + 1 in
Fq[X]. Fix a non-empty open interval ]α, β[⊂]0,+∞[. For all g large enough, we have
lim inf
q→+∞
1
|Hg(Fq)|
∣∣∣{f ∈ Hg(Fp) | L(Cf , 1/2)√
pig/2
∈]α, β[
}∣∣∣≫ 1√
log g
. (28)
(Note that this is in fact a very weak version of what we can prove).
Proof. Let first H∗g(Fq) be the set of f ∈ Hg(Fq) for which L(Cf , 1/2) 6= 0. In [15, Prop. 4.9],
we showed, using the relevant equidistribution computation in [21, 10.8.2] that the (real-valued)
random variables
Lg = log det(1− θF (q))− 12 log(πg2 ),
on H∗g(Fq) (with counting measure) converges in law to
Xg = log det(1− Tg)− 12 log(πg2 ),
where Tg is a random matrix in the unitary symplectic group USp(2g,C), distributed according
to Haar measure. The previous proposition shows that Theorem 4 is applicable to Xg with
covariance Qg(t) = (log
1
2g)t
2 and limiting function ΦSp(t). Letting q → +∞ as in the previous
section, we get
lim inf
q→+∞
1
|H∗g(Fq)|
∣∣∣{f ∈ H∗g(Fp) | logL(Cf , 1/2) − 12 log(πg2 ) ∈]α, β[}∣∣∣≫ 1√log g
for g large enough. Since
|H∗g(Fq)| = |Hg(Fq)|(1 + o(1)) = q2g+1(1 + o(1))
for fixed g and q → +∞ (by an easy application of the equidistribution, see [15, Prop. 4.9]),
we get the result stated by exponentiating. 
Remark 11. The lower bound (28) is good enough to combine with various other statements
proving arithmetic properties of L-functions which hold for “most” hyperelliptic curves. For
instance, from [25, Prop. 1.1] (adapted straightforwardly to all hyperelliptic curves instead of
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special one-parameter families), it follows that if we denote by H˜g(Fq) the set of f ∈ Hg(Fq)
such that the eigenvalues of θf (q) satisfy no non-trivial multiplicative relation,
8 then we have
|{f ∈ Hg(Fq) | f /∈ H˜g(Fq)}| ≪g q1−γ
for some γ = γ(g) > 0, and hence we get
lim inf
q→+∞
1
|Hg(Fq)|
∣∣∣{f ∈ H˜g(Fp) | L(Cf , 1/2)√
pig/2
∈]α, β[
}∣∣∣≫ 1√
log g
for g large enough.
4.3. Orthogonal symmetry. Orthogonal symmetry, in number theory, features prominently
in families of elliptic curves. In contrast with symplectic groups, there are a number of “flavors”
involved, due to the “functional equation”
TN det(1− T−1A) = det(−A) det(1− TA)
for an orthogonal matrix A ∈ O(N,R) (the standard maximal compact subgroup of the or-
thogonal group O(N,C)), which implies that det(1 − A) is zero for “trivial” reasons if N is
even and det(A) = −1 or N is odd and det(A) = 1. When this happens, it is of great interest
to investigate the distribution of the first derivative at T = 1 of the reversed characteristic
polynomial. For simplicity, however, we restrict our attention here to N even and matrices with
determinant 1, i.e., to the subgroup SO(2N,R) of O(2N,R), where N > 1. In that case, it is
also true that eigenangles come in pairs of inverses, and therefore we have det(1−A) > 0.
As in the previous section, we start with random matrix computations.
Proposition 15. For N > 1, let
XN = log det(1− TN )− 12 log(8πN ),
where TN is a Haar-distributed random matrix in the special orthogonal group SO(2N,R). Then
XN converges in mod-Gaussian sense with QN (t) = (log
1
2N)t
2 and limiting function
ΦSO(t) =
G(12 )
G(12 + it)
. (29)
Indeed, we have
E(eitXN ) = exp(−(log 12N)t2/2)ΦSO(t)
(
1 +O
(1 + |t|3
N
))
for |t| 6 N1/6, where the implied constant is absolute.
Proof. Using [23, (56)] and (23), we get
E(eit log det(1−TN )) = 22Nit
N∏
j=1
Γ(N + j − 1)Γ(it+ j − 12)
Γ(j − 12)Γ(it+N + j − 1)
,
=
G(12 )
G(12 + it)
× 22NitG(
1
2 + it+N)G(2N)G(it +N)
G(12 +N)G(N)G(it + 2N)
,
and by applying Proposition 17, (4) in the Appendix, we get the desired formula
E(eitXN ) =
(N
2
)−t2/2
ΦSO(t)
(
1 +O
(1 + |t|3
N
))
.

Remark 12. If we compare with the symplectic case, we observe the (already well-established)
phenomenon that the value det(1−A), for A ∈ SO(2N,R) tend to be small, whereas they tend
to be large for symplectic matrices in USp(2g,C).
8 An analogue of the hypothetical statement of Q-linear independence of the ordinates of zeros of the Riemann
zeta function; non-trivial refers to a relation that can not be deduced from the fact that, if eiθ is an eigenvalue,
so is its inverse e−iθ.
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Our arithmetic corollary is based on families of quadratic twists of elliptic curves over function
fields, and we select a specific example for concreteness (see [24, §4]); the basic theory, which
we illustrate here, is again due to Katz [19].
For any odd prime power q > 3, any integer N > 1, we consider the elliptic curves over the
functional field Fq(T ) given by the Weierstrass equations
Ez : Y
2 = (TN −NT − 1− z)X(X + 1)(X + T ),
where z ∈ Fq is a parameter such that z is not a critical value of TN −NT − 1.
Katz proved that the associated L-function (which is now defined by the “standard” Euler
product over primes in Fq[T ], with suitable ramified factors) is of the form
L(Ez, s + 1) = det(1− θz(q)q−s)
where θz(q) is a unique conjugacy class in O(2N,R).
Theorem 16. Fix a non-empty open interval ]α, β[⊂]0,+∞[. For all N large enough, we have
lim inf
p→+∞
(p−1,N−1)=1
1
p
∣∣∣{z ∈ Fp | (N
8pi
)1/2
L(Ez, 1/2) ∈]α, β[
}∣∣∣≫ 1√
logN
.
Proof. As recalled in [24, Cor. 4.4 and before], for all N > 146 and primes p with p ∤ N(N −
1)(N + 1) and (p − 1, N − 1) = 1, the conjugacy classes θz(p), for z ∈ Fp not a critical value,
become equidistributed in O(2N,R)♯ for the image of Haar measure (precisely, this is stated
for the “vertical direction” where p is fixed and finite fields of characteristic p and increasing
degree are used; however, because the parameter variety is a curve with N +1 points at infinity
and the relevant sheaf is tame, we can recover the horizontal statement as in the proof of
Theorem 11). In particular, there is a subset Vp ⊂ Fp with |Vp| ∼ p/2 where det(θz(p)) = 1 and
those restricted conjugacy classes become equidistributed in SO(2N,R)♯. Hence, for N large
enough, we get
lim inf
p→+∞
(p−1,N−1)=1
1
|Vp|
∣∣∣{z ∈ Vp | (N
8pi
)1/2
L(Ez, 1/2) ∈]α, β[
}∣∣∣
> µSO(2N,R)({A | log det(1−A) ∈] log α, log β[})≫
1√
logN
,
as desired. 
Remark 13. Obviously, this result (or its generalizations to other families of quadratic twists
over function fields) has interesting consequences concerning the problem of the distribution of
the order of Tate-Shafarevich groups of the associated elliptic curves, through the Birch and
Swinnerton-Dyer conjecture (which is known to be valid in its strong form for many elliptic
curves over function fields over a finite field with analytic rank 0 or 1). We hope to come back
to this question, and its conjectural analogue over number fields, in another work.
Appendix: estimates for the Barnes function
We present in this appendix some uniform analytic estimate for the Barnes function, which
are needed to verify the strong convergence assumption (7) for sequences of random matrices
in compact classical groups. Note that we did not try to optimize the results.
Proposition 17. (1) For all z ∈ C and n > 1 with |z| 6 n1/6, we have
G(1 + z + n)
G(1 + n)
= (2pi)z/2e−(n+1)z(1 + n)z
2/2+nz
(
1 +O
(z2 + z3
n
))
. (30)
(2) For all N > 1 and all t = (t1, t2) ∈ R2 with ‖t‖ 6 N1/6 we have
G(1 + it1 +N)G(1 +N)
G(1 + it1−t22 +N)G(1 +
it1+t2
2 +N)
= N−(t
2
1
+t2)/4
(
1 +O
(1 + ‖t‖3
N
))
.
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(3) For all g > 1 and all t ∈ R with |t| 6 g1/6 we have
22git
G(32 + it+ g)G(2 + 2g)G(2 + it+ g)
G(32 + g)G(2 + g)G(2 + it+ 2g)
=
(g
2
)−t2/2(√pig
2
)it(
1 +O
(1 + |t|3
g
))
.
(4) For all N > 1 and all t ∈ R with |t| 6 N1/6 we have
22Nit
G(12 + it+N)G(2N)G(it +N)
G(12 +N)G(g)G(it + 2N)
=
(N
2
)−t2/2(√8pi
N
)it(
1 +O
(1 + |t|3
N
))
.
In all estimates, the implied constants are absolute.
Proof. One can use the asymptotic expansions in [11], but we follow instead the nice arrange-
ment of the Barnes function in [10, Cor. 3.2], which leads to a quicker and cleaner proof.
(1) First, the ratio of Barnes function is well-defined since n > 1. We now use the formula
G(1 + z + n)
G(1 + n)
= (2pi)z/2e−(n+1)z(1 + n)z
2/2+nzSn(z), (31)
where
Sn(z) = e
−z(z−1)/2
∏
k>n+1
(
1 +
z
k
)k−n(
1 +
1
k
)z2/2+nz
e−z,
which is valid for z ∈ C, n > 1 (see [10, p. 241]).
If we expand the logarithm, defined using the Taylor expansion of log(1 + w) at the origin,
we have
log(1 + w) = w − w
2
2
+O(w−3)
for |w| 6 1/2, with an absolute implied constant. Hence we obtain
log Sn(z) = −z(z − 1)
2
+
∑
k>n
(
k log
(
1 +
z
k
)
+
z2
2
log
(
1 +
1
k
)
− z
)
+
∑
k>n
n
(
z log
(
1 +
1
k
)
− log
(
1 +
z
k
))
= −z(z − 1)
2
− z
2
2
∑
k>n
1
k2
+ n
z(z − 1)
2
∑
k>n
1
k2
+O
(∑
k>n
(z2
k3
+
z3
k2
))
with an absolute implied constant, for n > 1 and |z| 6 n/2, hence for |z| 6 n1/6 we get
log Sn(z) = O
(z2 + z3
n
)
,
since ∑
k>n
1
k2
=
1
n
+O
( 1
n2
)
,
∑
k>n
1
k3
=
1
2n2
+O
( 1
n3
)
,
for n > 1, with absolute implied constants. Hence, we have
Sn(z) = 1 +O
(z2 + z3
n
)
for |z| 6 n1/6, for some absolute implied constant, and we get the stated formula
G(1 + z + n)
G(1 + n)
= (2pi)z/2e−(n+1)z(1 + n)z
2/2+nz
(
1 +O
(z2 + z3
n
))
.
(2) Note first that the conditions N > 1 and ‖t‖ 6 N1/6 ensure that the values of the Barnes
function in the denominator are non-zero. Next, let u = (it1 − t2)/2, v = (it1 + t2)/2; we can
express the ratio of Barnes function as
G(1 + u+ v +N)G(1 +N)
G(1 + u+N)G(1 + v +N)
=
G(1 + u+ v +N)
G(1 +N)
G(1 +N)
G(1 + u+N)
G(1 +N)
G(1 + v +N)
,
24
and ‖t‖ 6 N1/6 gives |u|, |v| 6 N1/6, allowing us to apply (30) three times. The exponential
terms cancel out, leading to
G(1 + u+ v +N)G(1 +N)
G(1 + u+N)G(1 + v +N)
= (1 +N)−‖t‖
2/4
(
1 +O
( |t|2 + |t|3
N
))
which gives the first part of the proposition.
(3) We use a similar computation, applying (30) six times with the parameters (n, z)
(2g, 1), (g, 1 + it), (g, 12 + it), (g, 1), (2g, 1 + it), (g,
1
2),
leading, after an easy calculation, to a main term
(2pi)it/2e−it(1 + g)−t
2+3it/2+2igt(1 + 2g)t
2/2−it−2igt
for the ratio of Barnes functions, and some further computation leads to the stated result (each
parameter z has |z| 6 |t|+ 1, so the error term is also as given).
(4) We argue exactly as in the previous case, with parameters (n, z) given now by
(2N − 1, 0), (N − 1, 0), (N − 1, it+ 12), (N − 1, it), (2N − 1, it), (N − 1, 12),
and we get a main term
(2pi)it/2N−t
2−3it/2+2iNt(2N)t
2/2+it−2itN = 2t
2/2+it−2itN (2pi)it/2N−t
2/2−it/2,
which leads to the conclusion. 
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