Abstract. For any nonconstant polynomial with positive coefficients and positive integer d if r(p n ) denotes the least degree residue of p n modulo x d − 1, then the coefficients of r(p n ) are asymptotically equal as n tends to infinity.
power of p ∈ R[x]/x d − 1 will mean the residue class of r(p n ). A polynomial with positive (nonnegative) coefficients is said to be positive (nonnegative) polynomial.
The main result is Theorem 1. The lemmas and corollaries provide background and an extension. Proof. It can be assumed that k < l. Let us denote the difference l − k by h. It is easy to see that if r((
) is positive, so let us concentrate on the polynomial r((1 + x h ) d−1 ). We expand the
by using the Binomial Theorem:
Let us assume that the following congruence holds for some i, j ∈ {0, . . . , d − 1}: In order to be able to deal more efficiently with powers of polynomials we need the concept and some useful properties of circulant matrices. For a classical reference see e.g. Davis [3] .
is called cyclic permutation. The circulant matrix associated to the vector v is the
. , d and it is denoted by
The product of two circulant matrices is circulant , therefore any positive integer power of a circulant matrix is circulant. We shall use the connection between powers of circulant matrices and the powers of residue polynomials. If a = (a 0 , a 1 , . . . , a d−1 ) is the coefficient vector of some polynomial r(p) ∈ R[x], then the first row of (circ(a)) n is the coefficient vector of r(p n ). Lally and Fitzpatrick [4] give a general overview in this subject.
A matrix is called positive (nonnegative) if all its entries are positive (nonnegative). A d× d nonnegative matrix M is said to be doubly stochastic if the sum of the entries in each row and in each column equals 1. The product of doubly stochastic matrices is doubly stochastic. The following lemma follows from a general result on eigenvectors of positive matrices, Theorem 8.2.8 of Horn and Johnson [5] . Here we provide a direct proof. A matrix whose entries are all ones will be denoted by U .
Proof. Let us denote the doubly stochastic matrix 1 d U by J. If M = J, then the statement is trivial. Otherwise the matrix M can be given in the following form:
where 0 < λ < 1 and M 0 is a doubly stochastic matrix. Let us write the n th power of M by using the Binomial Theorem and the fact that JD = DJ = J for all doubly stochastic matrix D,
From the above expression follows our statement, because 0 < λ < 1 and consequently lim n→∞ (λ) n = 0.
In order that the Lemma 2 could be applied for the powers of polynomials, we shall restrict our attention to polynomials p whose coefficients sum to 1 (p(1) = 1). We may do this without loss of generality, because all polynomials can be written in the form p = p(1) · p ′ , where p ′ has the mentioned property. It can also be said that the coefficients of p ′ form a stochastic vector. Clearly the sum of the coefficients of (p ′ ) n is also 1 and the sum of the coefficients of p n is equal to p(1) n . By using Lemma 1, Lemma 2 and the connection between powers of circulant matrices and the powers of residue polynomials we obtain the following theorem: Theorem 1. For any polynomial q and nonnegative integer i let q i denote the coefficient of x i in q. Let p be a nonconstant polynomial with positive real coefficients summing to 1 and d ≥ 2 a fixed integer. Then for all 0
The restriction, that p is positive, is quite storng. Theorem 1 can be extended to larger classes of polynomials. For instance the following corollary applies Lemma 1 so as to provide such an extension. Because ||C i || is a constant, we obtain that lim Example Theorem 1 applies to the polynomial p = 1 + x and d = 3. The n th row of Pascal's triangle displays the coefficients of p n . In this case Theorem 1 says that the sum of every third element of the n th row of Pascal's triangle is asymptotically equal to 1 3 · 2 n .
