Abstract. Scattering is defined on compact manifolds with boundary which are equipped with an asymptotically hyperbolic metric, g. A model form is established for such metrics close to the boundary. It is shown that the scattering matrix at energy ζ exists and is a pseudo-differential operator of order 2ζ + 1 − dim X. The symbol of the scattering matrix is then used to show that except for a countable set of energies the scattering matrix at one energy determines the diffeomorphism class of the metric modulo terms vanishing to infinite order at the boundary. An analogous result is proved for potential scattering. The total symbol is computed when the manifold is hyperbolic or is of product type modulo terms vanishing to infinite order at the boundary. The same methods are then applied to studying inverse scattering on the Schwarzschild and De Sitter-Schwarzschild models of black holes.
Introduction
In this paper, we study scattering for Schrödinger operators on asymptotically hyperbolic manifolds. In particular, we show that the scattering matrix at energy ζ is a pseudo-differential operator of order 2ℜζ − n (really complex order 2ζ − n,) where the dimension of the manifold is n + 1. We then show that the total symbol of this operator is determined locally by the metric and the potential and that, except for a discrete set of energies, the asymptotics of either the metric or the potential can be recovered from the scattering matrix at one energy. This also allows us to characterize the total symbol of the scattering matrix in the case where the manifold is actually hyperbolic, or when it is almost of product type.
We remark that the fact that the scattering matrix at energy ζ is a pseudo-differential operator is a known result, see for example section 8.4 of [27] . However the proof in the general case does not seem to be available in the literature. The proof of several particular cases have been given, see for example [16] , [12] , [13] and [35] and references given there. The case ℜζ = n 2 is done in [7] . Recall that a compact manifold with boundary (X, ∂X) is asymptotically hyperbolic if it can be equipped with a metric of the form g = dx 2 + h(x, y, dx, dy)
where h |x=0 , is independent of dx for some boundary defining function x, and a product decomposition X ∼ ∂X × [0, ǫ) near the boundary. As observed in [26] this implies that along a smooth curve in X \ ∂X, approaching a point p ∈ ∂X, the sectional curvatures of g approach −1. We note that this form is invariant under multiplying x by a function of y so there is no canonical metric on ∂X induced by g, but there is a natural conformal structure. The simplest example of such a manifold is the hyperbolic space, H n+1 and its quotients by certain discrete group actions. Let ∆ be the Laplacian on X induced by g. It will be shown in section 4 that given a function f ∈ C ∞ (∂X) and 2ζ ∈ C \ Z, ζ ∈ C \ (−∞, 0], which is not a pole of the meromorphic continuation of the resolvent, there exists a unique solution of the equation, (∆ + ζ(ζ − n))u = 0 of the form,
with f + , f − ∈ C ∞ (X), and f = f − | ∂x . This is implicit in [24] , [25] and is stated without a proof in [27] . A related result is also stated in the introduction of [26] . The first terms of the expansion with ℜζ = n 2 have been established in [7] . 1 It is then natural to define, for these values of ζ, the scattering matrix to be the map, T (ζ) : f −→ f + |∂X .
(1.3) However the scattering matrix is then (mildly) dependent on the choice of boundary defining function x and so we instead define it as a map, S(ζ) : C ∞ (∂X, |N * (∂X)| n−ζ ) −→ C ∞ (∂X, |N * (∂X)| ζ ) (1.4) via S(ζ)(f |dx| n−ζ ) = (T (ζ)f )|dx| ζ and it is then invariant. The same statements hold if we add a short range potential to the Laplacian that is, in this context, a real-valued function which is smooth up to the boundary and vanishes there. Whilst this definition can not make sense for ζ such that 2ζ ∈ Z, as the decomposition (1.2) can not then be unique, and the uniqueness of the expansion (1.2) is not established in section 4 for ζ ∈ (−∞, 0], we shall see in Proposition 4.4 , that the scattering matrix can be defined as a restriction of the resolvent. This allows a meromorphic continuation of S(ζ) across points which are not poles of (4.36) .
For simplicity, we work in a product decomposition such that g = dx 2 + h(x, y, dy) x 2 .
(1.5)
The existence of such a model form is established in section 2. This yields a trivialization of the normal bundle which we work with. In section 5 we prove Theorem 1.1. Let (X, ∂X) be a smooth manifold with boundary. Suppose g induces an asymptotically hyperbolic structure on X and that g = dx 2 +h(x,y,dy)
, with respect to some product decomposition near ∂X. Let V ∈ C ∞ (X) be a short range potential and let ζ ∈ C be such that the scattering matrix,S(ζ), associated to ∆ g + V + ζ(ζ − n) is defined. Then S(ζ) ∈ ΨDO 2ℜζ−n , and its principal symbol equals C(ζ)|ξ| 2ζ−n , where |ξ| is the length of the co-vector ξ induced by h 0 = h(0, y, dy) and C(ζ) = 2 n−2ζ Γ( n 2 −ζ) Γ(ζ− n 2 ) . This result has been established in [7] for ℜζ = n 2 . As a direct consequence we obtain Corollary 1.1. Let (X, ∂X) be a smooth manifold with boundary and let p ∈ ∂X. Suppose g 1 , g 2 induce asymptotically hyperbolic structure on X and that g i = dx 2 +hi(x,y,dy) x 2 , i = 1, 2, with respect to some product decomposition. Let S i (ζ) be the scattering matrix associated to ∆ gi + V i + ζ(ζ − n). There exists a discrete set Q ⊂ C such that S 1 (ζ) − S 2 (ζ) ∈ ΨDO 2ℜζ−n−1 for ζ ∈ C \ Q if and only if h 1 (0, y, dy) = h 2 (0, y, dy).
We then analyze the difference of the scattering matrices when the metrics g 1 and g 2 agree to order k at the boundary. We also prove in section 5 Theorem 1.2. Let (X, ∂X) be a smooth manifold with boundary and let p ∈ ∂X. Suppose g 1 , g 2 induce asymptotically hyperbolic structures on X and that g i = dx 2 +hi(x,y,dy) x 2 , i = 1, 2, with respect to some product decomposition. Moreover suppose that h 1 − h 2 = x k L(y, dy) + O(x k+1 ), k ≥ 1, near p and that V 1 , V 2 are smooth short range potentials such that V 1 − V 2 = x k W (y) + O(x k+1 ), near p. Let S i (ζ) be the scattering matrix associated to ∆ gi + V i + ζ(ζ − n). We then have that, near p, 6) and the principal symbol of S 1 (ζ) − S 2 (ζ) equals
7)
where H = h where C(ζ) and T j (k, ζ), j = 1, 2 are given by (5.4), and M (ζ) is given by Proposition 4.2.
As our construction shows that the singularities of the kernel of the scattering matrix are determined locally, we deduce that for hyperbolic manifolds the total symbol will agree with that for the model hyperbolic space and we have: Theorem 1.3. If (X, ∂X) is an infinite volume smooth hyperbolic manifold with funnels, or if in some product decomposition the metric is a product modulo terms vanishing to infinite order at the boundary then the scattering matrix is equal to
modulo smoothing. Here we have chosen a defining function x in order to trivialize the normal bundle and to induce a metric on the boundary, with respect to which we take ∆ ∂X .
In the hyperbolic case, this result is due to Perry [35] (Perry's definition of the scattering matrix was slightly different which caused an extra factor to be present.) We prove the result for almost product type structures in section 6.
As consequences of Theorem 1.2 we have the inverse results: Corollary 1.2. Let (X, ∂X), g j , S j be as in Theorem 1.2, let p ∈ ∂X and suppose that V 1 = V 2 near p.
There exists a discrete set Q ⊂ C, such that if ζ ∈ C \ Q, and
Corollary 1.3. Let (X, ∂X), V j , S j be as in Theorem 1.2, let p ∈ ∂X and suppose that g 1 = g 2 near p.
There exists a discrete set Q ⊂ C such that if ζ ∈ C \ Q and
Of course intersecting over all k, we see that off a countable set of energies a metric or potential can be recovered modulo terms vanishing to infinite order at the boundary. We will prove these Corollaries in section 5, after the proof of Theorems 1.1 and 1.2.
In section 7 we give an application of these results, or rather of the methods used to prove them, to inverse scattering on the Schwarzschild and De Sitter-Schwarzschild model of black holes. We show that the Taylor series at the boundary of certain time independent perturbations of these models can be recovered from the scattering matrix at a fixed energy.
Our approach is heavily influenced by the work of Guillopé and Zworski, [12] , [13] and [14] . In particular, we compute the scattering matrix as a boundary value of the resolvent. To do this we use the calculus developed by Mazzeo and Melrose [26] of zero pseudo-differential operators in order to construct the resolvent.
As in our work on asymptotically Euclidean scattering, [20, 21, 22] , a key part of our approach is to consider the principal symbol of the difference of the scattering matrices rather than the lower order terms of the symbol of a single operator, which allows us to proceed more invariantly. We remark that whilst our results are quite similar to those in the Euclidean case, the proofs and underlying ideas are very different. The fundamental reason being that in the asymptotically Euclidean category, as observed by Melrose [28] and by Melrose and Zworski [30] , there is propagation of growth at infinity whilst this does not occur in the asymptotically hyperbolic category. This is reflected in the fact, proved in [30] , that in the asymptotically Euclidean case the scattering matrix is a Fourier integral operator associated to the geodesic flow at time π, whilst in the asymptotically hyperbolic manifold case it is a pseudo-differential operator and in the fact that the principal symbol of the difference of the scattering matrices is locally determined by the perturbation. See [31] for a discussion of a general framework including both cases.
There is a long history of scattering theory on hyperbolic manifolds arising from the observation that the Eisenstein series for a Fuchsian group is a generalized eigenfunction for the Laplacian on the associated quotient of hyperbolic space -the fundamental reference for this is [23] where the finite volume case is studied. The study of the infinite volume case was initiated by Patterson in [34] . There has been a wealth of results in both cases and we refer the reader to [13] for a comprehensive bibliography and to [16] and [27] for a review of the subject. There has been less work on asymptotically hyperbolic spaces. Mazzeo-Melrose, [26] , and Mazzeo [24] , [25] studied properties of the Laplacian on such manifolds from which the properties of the scattering matrix proved in section 4 are implicit. In [7] Borthwick showed the continuous dependence of the scattering matrix on the metric. Agmon has also studied related questions, see [1] , [2] . Andersson, Chrusciel and Friedrichs have studied solutions of the Einstein equations and related problems on asymptotically hyperbolic spaces, [3] , [4] . There appears to be no results in the literature on the inverse scattering problem on asymptotically hyperbolic manifolds. Perry, [36] , has shown that for hyperbolic quotients in three dimensions by convex, co-compact, torsion-free Kleinian groups with non-empty regular set, that the scattering matrix determines the manifold. Borthwick, McRae and Taylor have proved an associated rigidity result, [6] .
We would like to thank Maciej Zworski for explanations of hyperbolic scattering and helpful comments. We would also like to thank Richard Melrose and Rafe Mazzeo for helpful conversations. We are also grateful to Tanya Christiansen for explaining her computation in the almost product case in the asymptotically Euclidean setting. This work was initiated whilst visiting the Fields Institute and we would like to thank that institution for its hospitality. This research was partially supported by an EPSRC visiting fellowship. The second author was also partly supported by NSF under grant DMS-9623175.
A Model Form
In this section, we establish a model form for asymptotically hyperbolic metrics near infinity (the boundary.) This is very similar in statement and proof to the model form for scattering metrics proved in [22] . In the case where all sectional curvatures are equal to −1 near the boundary, such normal form has been established in [15] . Proposition 2.1. Let (X, ∂X) be a smooth manifold with boundary ∂X. And suppose g is a metric on X such that
in some product decomposition near ∂X, where x is a defining function of ∂X, with h |x=0 independent of dx. Then there exists a product decomposition, (x,ȳ), near ∂X such that
Proof. First we prove this result modulo terms that vanish to infinite order at x = 0. It is enough to show the existence of a sequence of diffeomorphisms,
and
k−1 ψ k , fixes the boundary to order k + 1. This is enough as a diffeomorphism ψ can then be picked, using the Borel lemma, of which the l th term in the Taylor series will agree with that of ψ k for l ≤ k, for all l. Suppose ψ k−1 has been constructed. We show how to pick f k so that
Putting ψ k = ψ k−1 f k , our result follows. We work in local coordinates on the boundary. We shall see that the choice of the next term in the Taylor series is actually unique so there is no problem patching these local computations together. So suppose we have,
we have dx = dx + lx l−1 γ(ȳ)dx +x l ∂γ ∂ȳ dȳ,
Now if h(0, y, dy) = h ij (y)dy i dy j and l = k + 3, we see that the metric becomes, modulo O(x k+1 ) terms,
, and as the form h ij (ȳ) is non-degenerate, there is a unique choice of δ such that 2(k + 3)x k h ij δ i = −β j . This kills the terms of order k in dx 2 and dxdy. Equation (2.1), modulo O(x ∞ ) terms, follows.
Having achieved the modulo form modulo x ∞ , which is all that is necessary for the rest of this paper, we now show this form can be improved to remove this error. If
then the geodesic flow is generated by the Hamiltonian function
Now if we work in rescaled zero coordinates, that is letτ = xτ,ξ = xξ, and leave (x, y) fixed, the canonical 1-form α = τ dx + ξ · dy is rescaled to
The 0-Hamilton vector field of g, H g , is defined by
We then find that, modulo O(x ∞ ) terms,
. This is of the form,
where |ξ| 2 = h −1 (x, y,ξ). Now if we restrict to the cosphere bundle,
which is invariant under the flow, we can re-expressτ in terms of (x, y,ξ), and nearτ = −1 the vector field becomes,
This forms a sink at (x, ξ) = 0 and thus, by Theorem 7 of [38] , there exist local coordinates (x ′ , ξ ′ ), equal to (x, ξ) to second order at (x, ξ) = 0, which reduce the vector field to the form
We therefore see that any integral curve starting close enough to (x, ξ) = (0, 0) will converge to (0, 0). So in particular if we take a hypersurface S ǫ = {x = ǫ}, then the geodesics starting on the unit normals pointing to the boundary will converge to (x, ξ) = (0, 0). We also have that the x ′ derivatives of these geodesics will be non-zero so they can be reparametrized in terms of x ′ . In x ′ > 0, we can put θ = ξ ′ /x ′ , and use (x ′ , θ, y) as coordinates. The form of the vector field means that the angular coordinate θ will be constant on geodesics and we have,
Now as the finite time solution of an ODE, the point y on the boundary, which is the limit of the geodesic, will vary smoothly with the start point on S ǫ . We also see that, as the change in y is the integral of the derivative along the curve, that the Jacobian of the map from S ǫ to the boundary will be invertible for ǫ sufficiently small. This will also be true for the map to hypersurfaces S ǫ ′ , ǫ ′ < ǫ. So if we now take geodesic normal coordinates to the hypersurface S ǫ , then these give us a map χ : ∂X × R + → X, which extends to the compactification of each to give a map, which is smooth up to the boundary, and is a diffeomorphism in a neighbourhood of the boundary. Now these coordinates are of the form, ds 2 + h(s, y, dy), so if we put X = e −s we get coordinates in a neighbourhood of infinity such that the metric is of the form, dX 2 X 2 + h(X, y, dy). Note that the change of coordinates gives the correct compactification at the boundary to ensure there has been no change of smooth structure there. Thus we know the transformed metric must be of the form dX 2 + l(X, y, dy, dX) X 2 with l smooth up to X = 0, so we conclude that that h(X, y, dy) = k(X,y,dy) X 2 with smooth up to X = 0 and are we are done.
We remark that the construction of the Taylor series in the first part of the proof gave a boundary defining function of the formx = x + O(x 2 ) and that the rest of the Taylor series was then determined; one could however start with a different defining function α(y)x. This contrasts with the case of a scattering metric where the x 1 term is fixed by the metric but the x 2 term can be chosen.
Constructing the Resolvents
In this section, we review the construction of the resolvent on an asymptotically hyperbolic space due to Mazzeo and Melrose and show how to modify it to obtain information about the difference of two resolvents associated to data which agree to some order at the boundary. Our account is necessarily brief and we concentrate on explaining where our construction differs from theirs and refer the reader to their paper [26] for further details. We shall work with half-densities throughout as they give better invariance properties.
We recall that a Riemannian metric g on a manifold Y induces a canonical trivialization of the 1− density bundle by taking ω = √ δ|dy| where δ is the determinant of g ij in the local coordinates y on Y. The square root of this is then a natural trivialization of the half-density bundle. We then have a natural Laplacian,∆, acting on half-densities by∆
Mazzeo and Melrose showed that the resolvent could be meromorphically continued to the entire complex plane and that it could be constructed in a certain class of "zero" pseudo-differential operators. A "zero" vector field is a vector vanishing at the boundary and a "zero" differential operator is a composition of such vector fields. The most important example being the Laplacian associated to an asymptotically hyperbolic metric.
"Zero" pseudo-differential operators have kernels living on the blown-up space X × 0 X. This is the space obtained by blowing up X × X along the diagonal, ∆ ∂X , of ∂X × ∂X. We recall that blow-up is really just an invariant way of introducing polar coordinates and that a function is smooth on the space X × 0 X if it is smooth in polar coordinates about ∆ ∂X . As a set, X × 0 X is X × X with ∆ ∂X replaced by the interior pointing portion of its normal bundle. Let
denote the blow-down map. If (x, y) are coordinates in a product decomposition of X near ∂X, and we let (x ′ , y ′ ) be the corresponding coordinates on a second copy of X, then R = (
2 is a defining function for the new face which we call the front face. The functions ρ = x/R and ρ ′ = x ′ /R are then defining functions for the other two boundary faces which we call the top and bottom spaces respectively. One advantage of working on this blown-up space is that the lift of the diagonal of X × X only meets the front face of the blown-up space and is disjoint from the other two boundary faces.
To define the space of "zero" pseudo-differential operators, Mazzeo and Melrose defined a bundle Γ 0 (X), whose sections are smooth multiples of the Riemannian density. Note that for the Riemannian structure (1.1), the natural density is singular at ∂X. In local coordinates (x, y), where x is a defining function of the boundary, it is given by
We denote Γ 0 over X × 0 X is then defined to be the lift of Γ 1 2 0 (X × X) under the blow-down map. A "small" zero-pseudo-differential operator of order m, is then an operator on X of which the Schwartz kernel when lifted to X × 0 X vanishes to infinite order at the top and bottom faces, and is the restriction of a section of Γ 1 2 0 over the double across the front face, which is conormal to the lifted diagonal of order m. In the interior, these are of course just the usual class of pseudo-differential operators acting on half-densities. The space of these kernels will be denoted K m 0 (X) and the corresponding operators by Ψ m 0 (X, Γ 0 (X)). The "large class" Ψ m,s,t 0 (X), s, t ∈ C is then defined to be operators which have Schwartz kernels that are equal to an element of K m 0 (X) plus a smooth function of the form
0 ) and smooth up to the boundary. This space then has three natural filtrations but it will also be important to consider a fourth which is the order of vanishing at the front face, so we commonly work with operators with kernels in the class R k Ψ m,s,t 0 (X). In [26] , Mazzeo and Melrose show that the resolvent of ∆+ζ(ζ −n) has a meromorphic extension to all of C and that it lies in Ψ −2,ζ,ζ 0 (X). The ordinary symbol map expressing the lead singularity at the diagonal, extends to this class and is a homogeneous section of the zero-cotangent bundle -that is the dual bundle to the space of vector fields vanishing at the boundary. There is also a second natural symbol map which is called the normal operator. This is obtained by restricting the Schwartz kernel to the front face and therefore expresses the lead term there, which is therefore a section of the bundle Γ 1 2 0 (X × 0 X) restricted to that face. Let p ∈ ∂X and let X p be the inward pointing vectors in T p (X). This a manifold with boundary and has a metric
where g = (dx) −2 h, making it isometric to the hyperbolic upper half-plane. ( We regard h p and dx as linear functions on the tangent space X p . ) Mazzeo and Melrose observed that the leaf of the front face above a point p is naturally isomorphic to X p , using a natural group action on the front face. This group action is obtained by lifting the action of the subgroup of the general linear group of the boundary of X p to the normal bundle of X p , as a leaf of the front face is just a quarter of the normal bundle over p.
It is also observed in [26] , that the restriction of Γ 1 2 0 (X × 0 X) to the front face is canonically trivial, and then can act as a convolution operator using the natural group structure on the front face. As mentioned above, the fibre of the front face above a point p can be identified with X p . If we take local coordinates (x, y) with x a boundary defining function and denote the natural corresponding linear coordinates on X p by (x, y) also. Let (x ′ , y ′ ) be the same coordinates on the right factor in X × X and let
the normal operator is given at p = (0,ȳ) by
In fact, Mazzeo and Melrose only used the normal operator for terms in Ψ −∞,s,t 0 (X) but it works equally well for terms in Ψ m,s,t 0 (X), see Theorem 4.16 of [26] . The main difference being that the normal operator instead of being a smooth half-density on the front face, now has a conormal singularity at the centre, i.e the intersection of the lift of the diagonal of X × X with the front face. The normal operator will of course have growth at the boundaries of the front face according to s, t. In particular it will be in the space A s,t of half-densities growing of order s at the top edge and of order t at the bottom. The important fact is that the normal operator of a zero differential operator is obtained by freezing the coefficients at a point on the boundary and the normal operator of the Laplacian is just the Laplacian of the induced metric on the space X p . As a short range potential vanishes at the boundary, if P (ζ) = ∆ + V + ζ(ζ − n), with V short range, and Q ∈ Ψ m,s,t 0 (X), we thus have that Now what we are interested in this section, and this paper in general, is the structure of the difference of the resolvents associated to two pieces of data. We begin by proving Proposition 3.1. Suppose that g 1 , g 2 are asymptotically hyperbolic metrics which agree to order k at ∂X, i.e in some product decomposition X ∼ ∂X × [0, ǫ) near ∂X, x is a defining function of ∂X, in which
Suppose that V 1 , V 2 are short range potentials that satisfy
Let∆ l , l = 1, 2, be the Laplacian associated to g l acting on half-densities via the natural trivialization of the half-density bundle given by g l and let
Let h l (x, y) and L(x, y) denote the matrices of coefficients of the tensors h l (x, y, dy) and L(x, y, dy) respectively. We then have that for
with R a second order symmetric zero-differential operator.
Proof. In local coordinates (x, y) near q ∈ ∂X the operator P l acts on a
where ∆ l denotes the Laplacian acting on functions and δ l denotes the determinant of g l . So we need to consider the operator δ
. Let g ij denote the components of the metric g and g ij its inverse. So using the expression of ∆ g in local coordinates, and denoting z = (x, y) with z 0 = x, z j = y j , 1 ≤ j ≤ n, we obtain
Recall that
Using (3.3) we can write
and therefore conclude that
We also deduce from (3.7) that
Examining each term of (3.6) and using (3.8), (3.10), (3.11) and (3.12) we deduce that (3.5) holds. This ends the proof of the Proposition.
Let us denote P 2 − P 1 = x k E, where E is the operator given by the right hand side of (3.5). Now let R 1 (ζ) be the resolvent of P 1 which by Theorem 7.1 of [26] lies in ΨDO −2,ζ,ζ 0 (X). We then have
So to get R 2 as a perturbation of R 1 we need to solve,
We can rewrite this as,
with s = x/x ′ . As x ′ commutes with P 2 , this becomes,
To get improvement on the front face, we use normal operators,(3.6) and the fact that V is short range, to deduce that
This can be solved near the singularity by using the elliptic calculus, and away from this the right hand side is in A ζ+k,ζ−k . Now Proposition 6.19 of [26] states that this equation has a meromorphic solution in A ζ,ζ−k . So we can choose F 1 meromorphically to satisfy (3.14).
, we then have that
We can then remove the term at the front face iteratively and asymptotically summing obtain,
with
The error term now vanishes to infinite order at the front face. The diagonal singularity can be removed by an element of R ∞ Ψ −2,ζ,ζ 0 (X) by standard symbolic arguments for constructing the parametrix of a pseudo-differential operator. This leaves an error in the class
). This can be removed using the indicial equation by an element of the same space as in [26] . So to summarize, we have proven Theorem 3.1. Let (X, ∂X) be a smooth manifold with boundary and defining function x. Suppose
and V j are smooth real-valued functions vanishing at ∂X. Let R j (ζ) denote the resolvent of∆ j + V j + ζ(ζ − n) where∆ j is the Laplacian associated to g j acting on half-densities. Suppose that ζ is not a pole of R j (ζ). Suppose h 1 − h 2 and V 1 − V 2 vanish to order k at x = 0 then 16) where G 3 has kernel of the form
0 (X × X) , the lift of the kernel of G 2 under β vanishes to infinite order at the front face of X × 0 X, and the kernel of G 1 satisfies
is a conormal distribution to the lifted diagonal ∆ 0 .
If E is such that Q 1 − Q 2 = x k E, then the restriction of α(ζ) to the front face satisfies
where F is the front face, {R = 0}, ∆ h0 is the Laplacian on the hyperbolic space with metric h 0 (p), i.e in coordinates (z 0 , z ′ ) where the boundary is {z 0 = 0}, 19) and G is the Green's function of ∆ h0 + ζ(ζ − n).
Note that the last statement follows from Propositions 2.17 and 5.19 of [26] and the fact that the normal operator of the resolvent is its Green's function.
In what follows it is important to realize that there is a unique solution of (3.18) which is meromorphic in ζ, is conormal to the centre of the front face and such that near the boundaries is in
To see that note that, if we have two choices, w 1 and w 2 , then (∆ h0 + ζ(ζ − n))(w 1 − w 2 ) = 0. Since w 1 − w 2 is conormal to the centre of the front face it must be actually smooth. By Theorem 7.3 of [24] , we know that
On the other hand we also know that w 1 − w 2 ∈ A ζ,ζ−k , and so is of the form w 1 − w 2 = ρ ζ ρ ′ ζ−k w with w smooth up to the boundary. Therefore we conclude that w 1 − w 2 = (ρρ ′ ) ζ w with w smooth up to the boundary. Since ∆ h0 has no discrete spectrum, it follows from Proposition 4.3 that for ζ ∈ (−∞, n 2 ], w 1 = w 2 , and thus by meromorphicity everywhere.
The Poisson Operator and The Scattering Matrix
In this section we extend some of the results of [12] and [13] , obtained in the case of Riemann surfaces, to asymptotically hyperbolic manifolds. We show that the kernel of the Poisson operator is a multiple of the Eisenstein function and, as in [12] , we obtain a formula for the scattering matrix in terms of the resolvent. (Similar results have been established by Borthwick in [7] for ℜζ = n/2.) As a consequence of this formula, we prove that the scattering matrix at energy ζ, ζ ∈ C \ Q, where Q is a discrete subset which is described in Proposition 4.4, is a pseudo-differential operator of order 2ζ − n. We also prove the result stated in equation (1.2) of the introduction.
Before proceeding to this, we sketch our argument. The resolvent of the Laplacian acting on halfdensities has by Mazzeo-Melrose, [26] , a meromorphic extension to the entire complex plane. Its weighted restriction to X × ∂X, we call the Eisenstein function, E(ζ), in analogy to previous work on hyperbolic manifolds. This function is automatically in the kernel of ∆ + ζ(ζ − n) and we examine its distributional asymptotics. In particular, we see that they have two components one lead term is a multiple of the delta function on the diagonal times x ζ and the other is a pseudo-differential operator times x 2n−ζ . This means that upon integration of a suitable multiple of the Eisenstein function against a half-density on the boundary one obtains roughly an eigenfunction of the form x ζ f + x 2n−ζ g plus lower order terms, where g = S(ζ)f with f prescribed and S(ζ) a fixed pseudo-differential operator which is of course the scattering matrix acting on half-densities. So the Eisenstein function is really the Poisson operator for the problem and our first task is to prove it has the appropriate distributional asymptotics. The Eisenstein function E(ζ) plays an analogous role to that of the Poisson operator P (λ) in [30] . However it lives on the manifold, X × ∂X blown-up along the boundary diagonal rather than on a micro-locally blown-up space.
Recall that X × 0 X is the space obtained from X × X by blowing-up the diagonal ∆ ⊂ ∂X × ∂X and that β : X × 0 X −→ X × X is the corresponding blow-down map. Theorem 7.1 of [26] states that the
, which is well defined for ℜζ large, extends to a meromorphic
0 (X)) ζ ∈ C, that satisfies, in terms of the spaces introduced in section 3,
0 (X)), with the boundary term, R ′′ (ζ), having Schwartz kernel of a special form
where ρ and ρ ′ are defining functions of the top and bottom faces respectively, and
0 (X × X)) also denote the Schwartz kernel of the resolvent and let x and x ′ be boundary defining function of each copy of X in X × X. We will show that the Eisenstein function, which is defined by
is a smooth section of Γ 1 2 0 (X × ∂X). Notice that it depends on the choice of the defining function x ′ . To make it independent of this choice one can view it as a section of Γ
This is the analogue of Definition 2.2 of [12] . For simplicity we will work with the definition given by (4.2) and so we fix a product decomposition X ∼ ∂X × [0, ǫ) of X near ∂X.
0 (X)), its kernel vanishes to infinite order at the top and bottom faces. So we deduce that its kernel satisfies
Therefore, for K ′′ given by (4.1),
Next we blow-up the manifold X × ∂X along ∆ and analyze the lift of E(ζ) under the blow-down map. Let X × 0 ∂X be the manifold with corners obtained by blowing-up X × ∂X along the diagonal ∆ ⊂ ∂X × ∂X and let
denote the corresponding blow-down map. It is then clear that β = β| (X×0∂X) .
Let F be the new boundary face introduced by the blow-up, the front face, i.e
If R ∈ C ∞ (X × 0 X) is a defining function of the front face in X × 0 X, R | X× 0 ∂X is a defining function of F , that we will also denote by R.
Next we consider the lift of E under the map β. It is actually more convenient to analyze the lift of x −ζ+ n 2 E first. We deduce from (4.1) and (4.4) that
As in section 3 of [26] , in the region away from the bottom face, we can use projective coordinates x, ρ ′ = x ′ /x, Y = (y − y ′ )/x. So we can represent the half-density F (ζ) in these local coordinates by
Near the intersection of the top and bottom faces we can use local coordinates
Thus it follows from (4.5) that β
is given in these local coordinates respectively by
Therefore we have that
Notice that
is an isomorphism. To see that we use local coordinates
where the first set is valid away from M = clos β −1 (∂X × ∂X \ ∆) and the second is valid near M ∩ F respectively. Then the lift of x respectively. Therefore the map (4.10) is in fact an isomorphism. Next we consider the push-forward of a smooth section of R −2ζ+
First we need to introduce some notation. Note that F , M are manifolds with boundary, and that the restriction of β to M induces a map
which corresponds to the blow-up of the manifold ∂X × ∂X along the diagonal ∆ ⊂ ∂X × ∂X.
Given R ∈ C ∞ (X × 0 ∂X) and x ∈ C ∞ (X), defining functions of F and ∂X respectively, the function ρ = x R ∈ C ∞ (X × 0 ∂X) is a defining function of M. Since F and M intersect transversally, with M ∩ F = ∂M = ∂F , the functions
are defining functions of ∂M and ∂F respectively. Recall that, see for example section 3. 
have holomorphic extensions to C \ −N. We will consider three such half-densities associated to R, R M and ρ F defined on X × 0 ∂X, M, and F respectively.
We have fixed a product decomposition X ∼ ∂X × [0, ǫ), near ∂X, and will prove that the sections of the push-forward of R −2ζ+
2 (X × 0 ∂X) have distributional asymptotic expansions as x ↓ 0. To do that we define the partial pairing for u ∈ R −2ζ+
We remark that if u is a smooth section of R We now prove a push-forward theorem which relates the distributional asymptotics of a class of halfdensities including the Eisenstein function to their behaviour at the boundary, cf Prop 16 of [30] .
Proposition 4.1. Let x ∈ C ∞ (X) be a defining function of ∂X and fix a product decomposition X ∼ ∂X × [0, ǫ) near ∂X. Let R ∈ C ∞ (X × 0 ∂X) be a defining function of F , and let ρ F be defined as above.
, which has a conormal singularity at ∆, and moreover it has an asymptotic expansion in x as x ↓ 0, in the sense that if f ∈ C ∞ (∂X × ∂X, Γ 1 2 (∂X × ∂X)), and , is the partial pairing defined above, then
, as x ↓ 0, (4.14)
where G ζ , H ζ ∈ C ∞ ([0, ǫ)) depend holomorphically on ζ. Moreover if v| M and x 2ζ− n−1 2 v| F denote the restrictions of these half-densities to M and F respectively, then Proof. Since this is a local result and β is a diffeomorphism away from ∆, we only need to work in a neighbourhood of a point q ∈ ∆. Let y, y ′ be local coordinates near q and let R = x 2 + |y − y ′ | 2 1 2 , ρ = x/R and ω = (y − y ′ )/R. The map β can be described as
and we will denote
We also set z = y − y ′ . Then the variables y ′ become parametric and for simplicity we will ignore them. The diagonal is given by ∆ = {x = 0, z = 0}. First we observe that the vector fields tangent to ∆ are spanned over C ∞ (X × ∂X) by
and it can be proven, by using projective coordinates as in (4.11) above, that these vector fields lift under β to smooth vector fields that are tangent to F . This shows that β * (R −2ζ F ) is conormal to ∆. We observe that the radial vector field is given by
2 is homogeneous of degree zero with respect to the action (x, z) → (λx, λz), λ ∈ R + , we have
Therefore,
We will also use that
and that R β * (∂ x ) is a smooth vector field in X × 0 ∂X. We deduce from (4.17) and (4.19) that
and using (4.17), (4.18) and (4.19) we obtain
Similarly we obtain 
Since the map defined in (4.10) is an isomorphism, it follows that the push-forward of (4.16) can be written in local coordinates x, z as
Using (4.21) and the identity div(zu(z)) = nu(z) + z · ∂ z u(z) we deduce that
(x∂ x + 2ζ − (n + j)) u(x).
Then we deduce from (4.22) that there exists s ∈ R, independent of M, such that
Thus, for M large, there exists C 0 ∈ C such that
From (4.23) we obtain
It follows from (4.24) that
Since (x∂ x − j)C 0 = −jC 0 we obtain, for
Proceeding by induction we find that for
Now we observe that if
Indeed, just notice that
Thus (4.26) follows. Therefore we deduce from (4.25) and (4.26) that, for M + s − p > 0,
Notice that (x∂ x + 2ζ − n − j)x m = (m + 2ζ − n − j)x m . Since 2ζ ∈ Z, j = 2ζ − n − j, so we deduce from
This gives that
Since 2ζ ∈ Z, we can proceed as above to deduce that there exists γ 0 such that
Using induction we find that for M + s + 2ℜζ − n − q > 0, there exist γ m , 0 ≤ m ≤ q − 1, depending on ζ, such that
From (4.26) we obtain, for arbitrary M ∈ N, and p, q satisfying respectively
Now Borel's lemma gives the desired result. It is clear from the construction that H ζ and G ζ depend holomorphically in ζ, provided 2ζ ∈ Z. This method of proving the existence of an expansion goes back to Euler and has been used in similar contexts in [18] , [19] and also [29] . Next we need to compute G ζ (0) = γ 0 and H ζ (0) = d 0 . Since these are holomorphic functions of ζ, we only need to compute H ζ (0) for 2ℜζ − n > 0, and G ζ (0) for 2ℜζ − n < 0.
In the coordinates above we have, for f ∈ C ∞ 0 (R n ) and R = (
It follows from the dominated convergence theorem that for 2ℜζ − n > 0,
To compute G ζ (0) for 2ℜζ − n < 0 we set z = xw. Observing that in these coordinates ρ F = (1 + |w| 2 )
Again by the dominated convergence theorem
Using the map w ∋ R n −→ SP (w) = (1 + |w| 2 )
This concludes the proof of the Proposition.
The following Proposition will be important in the definition of the scattering matrix. 
F
, is equal to |h 0 | 1 2 times a function which is independent of the base point of the fibre F and is also independent of g and V.
Proof. According to (4.30), (4.5) and (4.10), M (ζ) depends only on the value of F | F where F is given by (4.1) and F is as above.
We recall from the construction of R(ζ) in section 3 and the proof of Proposition 7.4 in [26] that the normal operator of the R(ζ) is just R 0 (ζ), the Green's function of the operator ∆ h0 + ζ(ζ − n) given by (3.19) , where as observed in [26] , the fibre of the front face over a point p ∈ ∂M can be naturally identified with the hyperbolic space H n with linear metric induced by h 0 . Thus in order to compute M (ζ) we need only compute for R 0 (ζ). It is well known, see for example Lemma 2.1 of [15] , that
where |y − y ′ | 0 is the distance in the h 0 metric and |h 0 | denotes its volume element. (Here we have multiplied by the appropriate half-density.) Since ρ = x(
we deduce from (4.31) that R 0 (ζ) = ρ ζ ρ ′ ζ µ where µ is the half density induced on the front face. By an abuse of notation we denote the restrictions of ρ and ρ ′ to the front face also by ρ and ρ ′ . Thus F | F is just the half-density induced on F . This concludes the proof of the Proposition. Now it follows from (4.9) and Proposition 4.1 that x −ζ+ n 2 E(ζ), with 2ζ ∈ Z, and ζ not a pole of R(ζ), is a smooth section of x
is a smooth section of Γ 1 2 0 (X × ∂X). Therefore we have from (4.14) that 0 (X × ∂X), which is holomorphic in ζ. Moreover, for any product decomposition X ∼ ∂X × [0, ǫ), and for any f, g ∈ C ∞ (∂X, Γ 1 2 (∂X)), we have that, as x ↓ 0,
where h i,ζ ∈ C ∞ ([0, ǫ)), i = 1, 2, depend holomorphically in ζ.
We observe that, as an element of
By definition of the resolvent, R(ζ), the kernel of ∆ x + V (x) + ζ(ζ − n) R(ζ) is supported on the diagonal in X × X. In particular we find from the definition of
Moreover it follows from (4.15) and (4.32) that for any
where M (ζ), is given by Proposition 4.2. This shows that
is the Schwartz kernel of the Poisson operator.
For completeness, as the general result does not seem to be in the literature, we prove the uniqueness of the generalized eigenfunction E(ζ)f . The case ℜζ = n 2 has been proved by Borthwick in [7] . Our proof, which is based on an argument of [28] , is not very different from his. Proposition 4.3. Let ζ ∈ C be such that 2ζ ∈ Z, ζ ∈ (−∞, n 2 ], and ζ(ζ − n) is not in the point spectrum of
, equating the powers of x, and using that 2ζ ∈ Z, we deduce that if f ′ | ∂X = 0 then, in fact f ′ vanishes to infinite order at ∂X, and so can be absorbed into f. So we may assume that u = x ζ f. If ℜζ > n/2 then u is an L 2 eigenfunction and, by our assumption on ζ, must be zero. To analyze the case ℜζ ≤ n/2, we proceed as in [28] . Let φ ∈ C ∞ (R), φ(t) ≥ 0, φ ′ (t) ≥ 0, with φ(t) = 0 for t < 1 and φ(t) = 1 for t > 2, and let (x, y) define a product decomposition near the boundary as in Proposition 2.1. Then φ(ǫ −1 x)u ∈ C ∞ (X) vanishes near ∂X and the self-adjointness of ∆ g gives that
where dg is the Riemannian measure induced by the density. Since in this product decomposition
with F smooth, we obtain,
where h is the natural density induced by g in y. Now if we have u = x ζ f, then, after setting x = ǫτ, integrating by parts, and using that φ(2) = 1 and φ(1) = 0, we obtain
Observe that
, we deduce from (4.33) and (4.34) that
When 2ℜζ < n, since this holds as ǫ → 0, we deduce that f | ∂X = 0. Observe that when 2ℜζ = n, ℑ [ζ(ζ − n)] = 0. Thus the right hand side of (4.35) vanishes. Letting ǫ → 0, we also deduce that f | ∂X = 0. Once f | ∂X vanishes it follows, using the indicial equation, and the fact that 2ζ ∈ Z, that u must vanish to infinite order at the boundary. Thus that u ∈ L 2 (X) and therefore u = 0.
The scattering matrix, acting on half-densities, can then be defined, for the values of ζ as in Proposition 4.3, and such that M (ζ) = 0, as the map
with M (ζ) defined as above. Thus it follows from the first equation in (4.15) that Proposition 4.4. For the values of ζ as in Proposition 4.3, and such that M (ζ) = 0, the scattering matrix S(ζ) is a pseudo-differential operator in ∂X, acting on half-densities, which is meromorphic in ζ.
Moreover its kernel, which we also denote by S(ζ), satisfies 36) where T ∩ B is the intersection of the top and bottom faces, and M (ζ) is defined in Proposition 4.2.
Observe that the right hand side of (4.36) gives a meromorphic extension of S(ζ) for values of ζ that are not poles of
As pointed out in the introduction, this definition of the scattering matrix is dependent on the choice of the defining function x. There is a standard way to remove, see for example [13, 35] , and view it as an operator
Now this scattering matrix is not quite the same as the one defined in the introduction, as this is the scattering matrix associated to the operator acting on half-densities rather than on functions. Let ω 0 denote the canonical density over the boundary induced by h. To get the appropriate Eisenstein function for functions we take, ω
We thus see that the scattering matrix on functions is obtained by trivializing the half-density bundle over the boundary by ω 1 2 0 . Note that conjugating the scattering matrix by the trivializing half-density will not affect the principal symbol nor it will affect the principal symbol of the difference of two scattering matrices associated to differing metrics which agree at the boundary so in the next section where we establish our inverse result it is irrelevant which definition we use.
The Principal Symbol
We compute the principal symbols of S(ζ) and S 1 (ζ) − S 2 (ζ). Throughout this section we assume that ζ is not a pole of the right hand side of (4.36). We also fix a product structure in which
First, we prove Theorem 1.1.
Proof. It follows from (4.36) and (4.29) that the leading singularity of β * ∂ S(ζ) is given by
As observed in the proof of Proposition 4.2, F | T ∩B is the induced half-density on T ∩ B. Thus, pushing forward to ∂X × ∂X, gives that the leading singularity of S(ζ) is given by
density given by h. The density term in M (ζ) cancels with that of h. Taking the Fourier transform we find that the principal symbol of S(ζ) is given by C(ζ)|ξ| 2ζ−n , where |ξ| is the length of the covector ξ with respect to the metric induced by h. Note that the principal symbol could also be computed by observing that it must agree with that in the almost product case and that doing so gives the explicit value of the constant -we have proceeded in the other way in order to prepare the ground for our next result.
As a consequence of Theorem 3.1 and Proposition 4.4 we obtain Proposition 5.1. Let g j , V j , j = 1, 2, satisfy (5.1). Let S j (ζ), j = 1, 2 be the scattering matrix corresponding to g j , V j . Let M (ζ) be defined as above. Then
where
, and the Schwartz kernel of Λ 1 satisfies
with α(ζ) is defined by (3.17).
Proof. We will apply (3.16) and (3.17) to (4.36) . Since the lift of the Schwartz kernel of G 2 defined in (3.16) and (3.17) , under β vanishes to infinite order at the top and bottom faces, it does not contribute to the difference of the scattering matrices. Also notice that if γ ∈ C ∞ (X × X, Γ
So G 3 (ζ) contributes to the difference of the scattering matrices with a smoothing operator. Finally observe that
This concludes the proof of the proposition.
Next we compute the leading singularity of S 2 (ζ) − S 1 (ζ). The main part of the calculation is Lemma 5.1. Let g j , V j , j = 1, 2, satisfy (5.1) and let S j , j = 1, 2 be the scattering matrix corresponding to g j , V j . Let p ∈ ∂X and assume that, after a linear transformation, h 0 (p) = Id . Let S j (ζ), j = 1, 2, be the scattering matrices acting on half-densities. Then, for M (ζ) as above,
where in local coordinates x, y ′ , valid near p = y, with w = y − y
the lift of the kernels of B 1 and B 2 under β ∂ are given by
, α smooth.
Proof. In these coordinates, (5.2) is given by 
The intersection of the top, bottom and front faces, T ∩ B ∩ F, is then given by {x ′ = s = 0, |z| = ∞}, and since h 0 = Id, equation (3.18 ) is reduced to
where ∆ is the Laplacian in the hyperbolic space. Hence we have
We recall that the uniqueness of the solution to (5.8) is established in Remark 1. It follows from (3.5) that
We recall from Lemma 2.1 of [15] that
where G 1 has a conormal singularity at {s = 1, z = 0} and, near the boundary, [26] , G acts as a convolution operator with respect to the group action defined in section 3 of that paper, we find that,
, β ∈ A ζ,ζ−k+1 , and
Recall that our goal is to compute the restriction of R
So, after restricting to the front face, which is given by {x ′ = 0}, we have to restrict
to the corner T ∩ B ∩ F = {s = 0, |z| = ∞}. This is the same as the restriction of
Notice that for Y = z/|z|, we have dY = dz/|z| n . Thus the value of s
Set |z|u = s t and U = t s |z|V and observe that I l (k, ζ, s, z) = I l (k, ζ, s, |z|), so we can also set z = |z|e 1 , e 1 = (1, 0, ..., 0). Then
To analyze the limit of I l (k, ζ, s, z) as s → 0 and |z| → ∞, we begin by proving Lemma 5.2. For k ≥ 1, and for 2ℜζ ≥ max (n − k + 1, k + 2) , we have
Setting v = R cos φ, u = R sin φ cos θ, ρ = R sin φ sin θ, 0 < φ < π, 0 < θ < π 2 , we obtain
Thus, for k ≥ 2 and ζ as above, we have that
The same argument can be used to show that J(1, 1, ζ) < ∞. When k = 1 and l = 2, another argument has to be used. Setting R = cos φ + t sin φ we find that
This concludes the proof of the Lemma.
Thus the dominated convergence theorem gives that for
By identical considerations we deduce that Proof. It follows from (5.3) and (5.4), the leading singularity of the kernel of the difference of the scattering matrices is given by
times a non-vanishing smooth half-density, where C(ζ) is given by (5.4) and M (ζ) by Proposition 4.2. We obtain (1.7) by taking Fourier transform in w of (5.15), and observing that (5.4) was obtained under the assumption that h 0 = Id, and using the fact that h 0 is symmetric. The coefficients of T j (k, ζ), j = 1, 2 in (1.8) arise when we take the Fourier transform of the corresponding power of |w|. See for example page 363 of [11] . This ends the proof of the theorem.
We now prove Corollaries 1.2 and 1.3. The proof of Corollary 1.3 is a direct consequence of the fact that, for every k, A 2 (k, ζ) = 0 for at least one value of ζ. The proof of Corollary 1.2 requires a more delicate analysis due to the presence of the term involving T (y).
Proof. As we are working modulo diffeomorphism invariance we can take a product decomposition such that each g j is of the form (1.5). Suppose g 1 equals g 2 to order k near p and suppose that the principal symbol of S 1 (ζ) − S 2 (ζ) of order 2ℜζ − n − k is equal to zero at p. Since V 1 = V 2 near p, we find that W = 0. By a linear change of variables on the tangent space to ∂X at p we may assume that h 0 = Id. It is clear from (1.7) that if the trace is zero and A k,ζ is non-zero then L ij (p) = 0 is zero so we need only show that off a discrete set these hold. By taking ξ = e j = (0, ..., 0, 1, 0, ..., 0), 1 in the j-th entry, we deduce from (1.7) that
By taking i = j and adding in j we obtain, for all ζ which is not a pole of A j (k, ζ), j = 1, 2,
Using the formulas for A 1 and A 2 given by (1.8) and the fact that Γ(z + 1) = zΓ(z) we have, again for all ζ which is not a pole of A j (k, ζ), j = 1, 2,
We know from Lemma 5.2 that for k ≥ 1, and for 2ℜζ ≥ max (n − k + 1, k + 2) , T 1 (k, ζ) and T 2 (k, ζ) are finite. In particular they are finite for 2ζ = k + n, as long as n ≥ 2. It is clear from the definition of T j that for 2ζ = k + n, T j (k, ζ) > 0, j = 1, 2. Hence T (p) = 0 and H ij = 0. For n = 1 we have that, since k ≥ 1, −nk(n − k) ≥ 0. On the other hand, for ζ large and real (k + 2 − 2ζ)(k − 2ζ + n) > 0. Thus we also have T (p) = 0. This ends the proof of the Corollary.
Almost Product Type Metrics
In this section, we examine the scattering matrix for metrics which take the form,
for some product decomposition. Our approach is analogous to that of Christiansen, [10] , and Parnovksi, [33] , in the asymptotically Euclidean setting. The computation is also closely related to that of Hislop, [16] section 2.3, for H n . As we have shown in previous sections that if two metrics agree to infinite order then the associated scattering matrices differ by a smoothing operator, it is sufficient to compute for the manifold, R + × ∂X, with metric
. The Laplacian is then,
where ∆ ∂X is the Laplacian associated to h on ∂X. Let ψ j be a complete orthonormal basis of eigenfunctions for ∆ ∂X with ψ j of eigenvalue of λ 2 j . We then look for solutions of (∆ + ζ(ζ − n))u = 0 of the form x n/2 a(x)ψ j (y). Computing as in [16] we deduce that a satisfies,
This is a modified Bessel equation and taking the solutions which are regular at infinity, we see that a has an asymptotic expansion as x → 0, and its lead term is of the form,
It now follows immediately that S(ζ) applied to ψ j multiplies it by the ratio of these coefficients:
As the functions ψ j form an orthonormal basis, we have now proven the second part of Theorem 1.3.
Inverse Scattering For Black Holes
We consider two models for the exterior of a static black hole, the Schwarzschild, and the De Sitter Schwarzschild models. These are given by , r + = 2m < r, , r + < r < r ++ .
2)
The parameter m > 0 denotes the mass of the black hole. In (7.2), Λ, with 0 < 9m 2 Λ < 1, is the cosmological constant, and r + , r ++ are the two solutions to α = 0.
These are semi-Riemannian metrics on the manifold with boundary Y, so their Laplacians are in fact hyperbolic operators, we denote them g . We have Scattering theory for the operator P has been extensively studied see for example [8, 9, 5, 32, 37] and the references cited there. It was observed in [37] that, after a change of C ∞ structure on X, the De Sitter-Schwarzschild model the operator P can be viewed as 0-differential operator which is elliptic, and whose normal operator is, after a linear change of variables, a multiple of the Laplacian on the hyperbolic space. This change in C ∞ structure is simply the addition of the square root of the boundary defining function and therefore only affects smoothness up to the boundary and not smoothness in the interior.
Thus the methods of [26] directly apply and it was shown in [37] that R(λ) = P − λ 2 − has a meromorphic continuation to C. It also follows from the discussion in [37] , and the methods of section 4, that the scattering matrix can be defined in this situation. The case of the Schwarzschild model is more complicated. At one end, α = 0, which is the black hole, the operator P behaves as in the De Sitter-Schwarzschild model, i.e, after a change in the C ∞ structure of X, it is an elliptic 0-differential operator and its normal operator is essentially the hyperbolic Laplacian. On the other end, as r → ∞, α → 1, and the metric g tends to the Lorentz metric, thus the operator P tends to the Euclidean Laplacian. This is the case of an asymptotically Euclidean metric. To study the scattering matrix at this end one proceeds as in [30] . Since the construction of the symbol of the scattering matrix at each end only depends on the metric in a neighbourhood of each boundary, see [30] and section 4, it follows that modulo smoothing operators, the scattering matrices at each boundary are independent.
It was shown in [5] that the resolvent R(λ), for the Schwarzschild model, as an operator from
, has a meromorphic continuation from ℑλ > 0 to C \ iR − . It is not known whether its poles might accumulate at the origin.
In this section we will prove that the Taylor series of certain perturbations of the both models, at α = 0, are determined from the scattering matrix at a fixed energy. The analogous result at x = 0 also holds for the Schwarschild model, however, since its proof relies on the methods of [22] , we will not carry it out here. Theorem 7.1. Let (X, ∂X) be a smooth manifold with boundary with dimension n + 1, and let p ∈ ∂X. Suppose that g induces an asymptotically hyperbolic structures on X and that g = , with respect to some product decomposition near ∂X. Suppose that P is a smooth elliptic 0-differential operator of second order that its normal operator satisfies N q (P ) = KN q (∆ g ) , ∀ q ∈ ∂X, (7.5) where K > 0 is a constant on each component of ∂X. Then for each λ ∈ R \ Q, Q a discrete subset, and f ∈ C ∞ (∂X) there exists a unique u satisfying (P − λ 2 − Moreover the scattering matrix, given by,
is a pseudo-differential operator of order 2iλ.
Furthermore if P 2 is another smooth elliptic 0-differential operator of second order that satisfies (7.5) and is such that
H ij (x)x∂ yi x∂ yj + W (x)   + O(x k+1 ), (7.6) where H = (H ij ) is a smooth symmetric matrix. Then S(λ) − S 2 (λ) ∈ ΨDO 2iλ−k , and the principal symbol of S(λ) − S 2 (λ) equals
7)
where h 0 = h| x=0 , |ξ| is the length of the co-vector ξ induced by h 0 , and A 1 , A 2 are functions of λ which are not identically zero.
Proof. A line by line inspection of the proof of Theorem 1.2 with ζ = n 2 + iλ gives the result. As an application of Theorem 7.1 we will prove Theorem 7.2. Let X and α be given by either (7.1) or (7.2). Let a ij (r, ω) ∈ C ∞ (X), 0 ≤ i, j ≤ 2 and let g = α 2 dt 2 − α −2 (1 + αa 00 (r, ω))dr 2 − 2 j=1 a 0j drdω j − r ) is the new boundary defining function. Then the operator P a operator defined by
satisfies the hypotheses of Theorem 7.1 at the boundary, {α = 0}, and there exists a product decomposition ( α, ω), with ω = ω at α = 0, near X such that for λ ∈ R \ Q, Q a countable subset, its scattering matrix at energy λ determines the Taylor series of a ij in coordinates ( α, ω) at { α = 0}.
Note as before we can recover to finite order off a discrete subset but to infinite order off a countable subset.
Proof. We will only carry out the proof for the Schwarzschild model, the other case is very similar, although the computations are more tedious, but are essentially done in [37] .
First we check the statement about the normal operator of P a . Since α 2 = 1 − 2m r we find that dr = α 
