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ABSTRACT
Active Thermography for Additive Manufacturing Processes
Nicholas Jay Wallace
Department of Mechanical Engineering, BYU
Master of Science
The goal of the research conducted for this master’s thesis is to understand if active
thermography is a suitable technique to detect (identify) and measure (approximate depth and or
size) defects in additive manufacturing (AM) processes. Although other non-destructive
measurement techniques exist, active thermography is an attractive option for AM applications
because of the short measurement times that could be implemented between each layer of a print,
and because of the relatively inexpensive equipment required. However, pulse thermography is
typically applied to detect larger defects (>1 mm) in materials with high thermal conductivity. It
was uncertain if active thermography was sensitive enough to detect the small defects (<100 μm)
commonly introduced during AM. Defects of this size are common in AM, and their presence
significantly impacts the mechanical properties of the final part. For this reason, the detection
limits of active thermography in common AM materials were investigated. Numerical models
were created to simulate the heat transfer during active thermography in AM structures (polymer
and stainless steel) with defects of varying size. The models included non-ideal conditions such
as spectral in-depth absorption of the irradiative pulse and free convection from the object’s
surface. The spectral properties of acrylonitrile butadiene styrene (ABS), polylactic acid (PLA),
and polyamide 12 (PA 12) were measured (see chapter 2) and used in the numerical models. The
numerical data indicates that active thermography is sensitive enough to detect the existence of
defects smaller than 100 μm in AM materials (see chapter 3). Furthermore, it demonstrates that
the defect aspect ratio (defect diameter divided by defect depth) for which traditional 1D
thermography models may be used to approximate the depth of defects in 3D systems is
approximately 6 (see chapter 4). In addition, the depth of defects with lower aspect ratios (~4)
may also be approximated with relatively low error (~10% error). Non-ideal systems (those with
convection and spectral in-depth absorption) were simulated, and figures are provided which
facilitate the approximation of defect depth using simple, ideal thermography models. Active
thermography has shown potential as being an efficient technique for detecting and measuring
small defects common in AM.

Keywords: active thermography, additive manufacturing, non-destructive testing, defect
detection, detection limits, measurement limits, small defects, spectral absorption
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INTRODUCTION

There have been four major industrial revolutions. The first involved a transition from
handmade to machine made goods, whereas the second involved mass production via assembly
lines. The third industrial revolution dealt with computing, and automation. The fourth, which
we are currently witnessing, involves integration of cyber and physical systems. It is expected
that additive manufacturing (AM) will play a significant role in this revolution by connecting the
cyber components of communication and design, with the physical components of manufacturing
[1].
The term additive manufacturing describes any process that creates 3D parts by adding
material in a layer-by-layer fashion. This includes processes like Fused Filament Fabrication
(FFF) which extrudes a melted polymer out of a nozzle in a line-by-line fashion [2]. Another
common AM process is Selective Laser Sintering (SLA), which uses a laser to sinter material on
the top of a powder bed after which a new layer of powder is deposited [3]. The sintering and
powder laying processes are repeated until a 3D object is formed. AM is remarkable in its ability
to create complex geometries (including internal cavities) which traditional manufacturing
methods are incapable of replicating. In addition, AM can reduce material waste that is common
to many subtractive manufacturing processes (processes which begin with bulk material and
remove sections to form the final geometry).
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NASA has recognized the benefits of AM are crucial to the long-term success of their
missions to establish bases on the moon and mars [4]. AM will allow crew members to adapt
designs and create parts and supplies as needed. In addition, transporting a 3D printer would
decrease payload weight by minimizing the amount of redundant equipment carried into space
[5]. This is especially true if in-situ resources are utilized by mining raw materials on the Moon
or Mars or if plastic is recycled for AM fabrication as demonstrated by NASA’s ‘refabricator’
[6].
Despite the applications and benefits of additive manufacturing, there are challenges that
need to be overcome for AM to fulfill its potential. Defects introduced during AM produce parts
with higher variability than traditional manufacturing processes. Some defects common to FFF
processes include shape distortions due to residual stresses caused by non-uniform temperature
gradients, surface roughness due to the discretization of layer heights (staircase effect), and voids
shown in Figure 1-1 [7]. When using fibre reinforced filaments, additional defects include nonuniform distribution of fibres within the filament as well as poor bonding between the fibres and
the polymer [8]. Many of these defects are not completely fixed by simply implementing better
printing parameters.
Figure 1-1 illustrates three different types of voids that can be introduced during FFF.
First, imperfections in the filament can cause small entrapments of air as indicated by letter A.
These voids are sometimes present in the purchased filament even before printing [7]. Second,
gaps in the matrix (letter B) can be caused by poor printing parameters, uneven deposition of
material, and uneven filament diameters. Third, poor adhesion of a printed layer to the previous
layer can lead to separation known as delamination (letter C). Delamination is often the source
and mode of failure when subjecting FFF parts to a load, whereas the other voids indicated by
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letters A and B of Figure 1-1 merely act as stress concentrators which initiate delamination [810]. Typically, voids within the filament are the smallest (<16.4 μm) whereas delaminations are
the largest [11]. Even small voids less than 100 microns can have drastic effects on the strength
and ductility of the final part [12].

A
B
C

Figure 1-1: Three different types of defects in FFF. A) Voids within the filament. B)
Voids in the matrix. C) Separation of printed layers (delamination).

The ability to reliably utilize AM in the fourth industrial revolution (including fulfilling
NASA’s initiatives) requires processes that are highly consistent. Understanding and monitoring
defects within AM processes is a necessary first step in creating consistent parts. This may be
particularly critical when using unpredictable, raw materials whether from in-situ resources or
recycling (as NASA plans to do). Common AM quality assurance techniques include: scanning
electron microscopy, Xray diffraction, acoustic emission detection, and ultrasonic testing [1319]. However, these techniques can be expensive, bulky, and or require a significant amount of
time to perform measurements. The hypothesis of this research is that the quality of additively
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manufactured parts can be monitored through a non-destructive technique called active
thermography.
Active thermography is performed by heating an object with a flash lamp or pulsed laser
and measuring the transient temperature response over a surface, as shown in Figure 1-2 [20].
This transient surface temperature profile provides meaningful information about the properties
of the material below. Because defects, such as delaminations or subsurface pores, have different
properties from the materials in which they form, they respond uniquely to thermal input. This
phenomenon has led to the development of several thermography techniques including pulse
thermography (PT), modulated thermography (MT), and pulse phase thermography (PPT).

Figure 1-2: Thermal response of defective and non-defective areas after being irradiated
by a flash lamp. The lines in (b) represent a thermal wave propagating through the
object. Areas with low thermal conductivity obstruct the propagation of such waves and
cause higher surface temperatures.

PT is performed by irradiating the surface of an object with a short pulse and measuring
the temperature contrast between a defective area and a “sound” area (“non-defective” area
shown in Figure 1-2 c). A sound area is defined as any region which is thermally unaffected by
the presence of defects and/or boundaries. The identification of sound areas is discussed more
thoroughly in section 4.2.2 of this document. Models have been created which relate this
temperature contrast curve to the defect properties such as its depth below the surface [21-23].
4

Useful information has also been retrieved by taking the derivative of this temperature contrast
curve [24].
MT is performed by periodically heating the object and measuring phase lag in the
resulting temperature profile. This phase shift has also been correlated to defect properties [2527]. PPT is performed by irradiating the object with a short pulse and performing a Fourier
decomposition of the resulting temperature profile for each pixel of the image over time. The
maximum phase angle associate with the decomposition can be plotted to show defect location
[28-30].
All these thermography techniques have associated costs and benefits as discussed in the
literature [29]. The research presented in this body of work focuses on the applications of PT to
additive manufacturing. Although PT, MT, and PPT could all provide useful information, PT
will be investigated because of its relatively short measurement times, the simplicity of its
implementation, and because of existing research which focuses on application of PT in AM.
Several analytical models have been created which attempt to describe the complex heat
transfer within an object containing a subsurface defect during active thermography. Many of
these models are extrapolations of the 1D model created by Parker et al. in the 60’s [22] which
was traditionally used to approximate the thermal diffusivity of a thermally insulated, solid
material. However, others have created more complex models which account for threedimensional heat transfer caused by discrete defect geometries [21]. Even these more complex
models assume highly idealized conditions that limit their usefulness. Some of these assumptions
include irradiation that is absorbed entirely at the surface of the object and adiabatic boundaries
around the subsurface defect and surrounding material. To understand how these complexities
affect active thermography in additive manufacturing processes, numerical models have been
5

created which simulate the heat transfer and boundary conditions present during active
thermography.
The following chapters describe the creation and application of these numerical models.
Chapter two of this thesis describes the material properties of AM materials that were measured
and used in the numerical simulations. Chapter two was published in the Journal of Thermal
Science and Engineering Applications this year [31]. Chapter three investigates the detection
limits of the active thermography in AM and identifies the smallest defect geometry that is
detectable using PT with different energy inputs, and pulse durations. Chapter three will be
submitted for publication. Chapter four describes the measurement (not detection) limits of
active thermography in AM and identifies the smallest defect geometries for which traditional
1D thermography models will yield accurate results. Chapter four will also be submitted for
publication. Chapter five summarizes the findings and addresses future work that is needed to
successfully integrate active thermography in AM as an in-situ quality assurance method. This
thesis and the work presented in subsequent chapters addresses the following research objectives:
1. Measure necessary material properties that are used in the numerical model.
2. Develop and validate numerical thermography models which include non-ideal
conditions that are typically neglected.
3. Determine the detection/measurement limits of active thermography in AM. The
detectability answers the question: “can we identify the existence of a defect”, as
opposed to the measurability which address the question: “can we approximate
the defect’s depth and/or size”.
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2

SPECTRAL ABSORPTION COEFFICIENT OF ADDITIVE MANUFACTURING
MATERIALS

Introduction
Additive Manufacturing (AM) has potential benefits in geometric freedom and reduced
lead times but is subject to various sources of defects [32]. Techniques are needed to detect
these defects during production. Currently, researchers seek to use active thermography to detect
defects during AM processes [33-36].
Existing thermography models use transient surface temperature measurements to predict
the existence and location of defects [24, 29, 33, 37]. The optical and thermophysical properties
of the material are assumed to be known in these models, so accurate values are required to
successfully determine whether defects exist and to estimate their location. These models also
depend on approximations regarding the depth of the region in which the incident radiative pulse
is converted to thermal energy within the sample. The materials analyzed with these models are
often approximated as highly absorbing (𝜅𝜅𝜆𝜆 → ∞), so the incident pulse is assumed to be
completely absorbed within an infinitesimal layer at the surface [24, 29, 33, 37].

Transient surface temperature measurements used in thermography models depend
significantly on the depth at which radiation is absorbed. Thus, thermography models which
approximate radiation being absorbed entirely at the surface are not suitable for analysis of
materials that have large absorption depths. However, thermography models which account for
7

in-depth absorption can be used to predict the transient temperature of highly absorptive, even
semitransparent material [38].
The relationship between in-depth absorption and transient surface temperature is
illustrated in Figure 2-1 by comparing data retrieved from a numerical simulation. This
simulation models the response of an ABS sample irradiated with a short pulse when the spectral
absorption coefficient, 𝜅𝜅𝜆𝜆 , was set to 0.025 𝜇𝜇𝜇𝜇−1 and when it approached infinity. The spectral

absorption coefficient determines the exponential rate at which spectral intensity decreases as it
propagates into a material. Thus, it is used to determine the depth of the region in which radiative
heating occurs. The simulation results demonstrate that surface temperature profiles depend
significantly on whether in-depth absorption is included in a thermography model or not.
Thermography models typically neglect in-depth absorption effects and assume that
radiation is absorbed entirely at the surface (𝜅𝜅𝜆𝜆 → ∞) [24, 29, 33, 37]. Since the absorption

coefficients of metals are large, surface absorption may be a reasonable assumption for metal
AM processes. However, the absorption coefficients of polymers commonly used in AM
processes are relatively low [39, 40]. This increased absorption depth affects the surface
temperature profiles used in typical thermography models and can result in inaccurate
predictions regarding the existence and location of defects. Therefore, in-depth absorption effects
should be included when active thermography is applied to polymer AM processes.
The objective of this paper is to present spectral absorption coefficients for some
common AM polymers at wavelengths that are used in additive manufacturing for sintering
material and performing quality control with active thermography. Traditionally, CO2 lasers have

been used in AM to sinter material by emitting infrared radiation for short times (~1 ms).
However, researchers have recently demonstrated that sintering material with radiation in the
8

visible spectrum over longer times (~1 s) can improve the mechanical properties of the final part
[41, 42]. The metal halide bulb used to sinter polymer in these studies has also been used to
perform active thermography [35, 36]. Because of this, absorption coefficients will be presented
over the spectrum of a metal halide bulb as well as two specific wavelengths within the visible
spectrum. Spectral absorption coefficient measurements for AM polymers have already been
measured in the terahertz or UV regime [39, 40], but the measurements presented in this paper
are unique because they primarily lie in the visible spectrum. It is anticipated that these
measurements will also increase understanding of the differences between laser sintering, multijet fusion, and projection-sintering AM processes.

Figure 2-1: Surface temperature response of an ABS sample irradiated at 660 nm with
6000 W/m2 for 0.1 s. The data was retrieved from a 1D COMSOL simulation modeled
with the properties of ABS (ρ = 1020 kg/m3, cp = 1386 J/(kg K), and k = 0.2256 W/(m K)).
The 791,000 element, 8 mm thick model was thermally insulated on all sides except for
the top, which was irradiated and convectively cooled (h = 10 W/(K m2)). Transient
surface temperatures are presented when κλ = 0.025 μm-1 and when κλ → ∞.

9

Methods
A mathematical expression for the spectral absorption coefficient of an AM polymer is
obtained by analyzing the scenario illustrated in Figure 2-2.

Figure 2-2: Illustration of the spectral intensity irradiating a black AM polymer
fused to a glass slide. The indicated system (dotted rectangle) excludes intensity
reflected off interface 1, and includes intensity reflected off interface 3.

In this specific scenario, a black AM polymer (ABS, PLA, or Polyamide 12) was fused to
a glass slide. It was assumed that this system was non-scattering and non-emitting, and that
multiple internal reflections were negligible. Justification for the assumptions and simplifications
used in the model will be discussed in the methods section under the subheading: “Justification
of Assumptions and Simplifications”. The spectral absorption coefficient of the AM polymer

10

shown in Figure 2-2 was defined by Eq. (2-1) [43]. A complete derivation of this expression is
provided in the supplemental information section.

𝜅𝜅𝜆𝜆𝜆𝜆 =

𝑙𝑙𝑙𝑙 �

⊥⊥ ⊥⊥
�1 − 𝜌𝜌𝜆𝜆𝜆𝜆
�𝜏𝜏𝜆𝜆𝜆𝜆
�
⊥⊥
𝜏𝜏𝜆𝜆𝜆𝜆𝜆𝜆

(2-1)

𝑡𝑡𝑝𝑝

Therefore, spectral absorption coefficients of AM polymers fused to glass slides may be
calculated using measurements of the spectral, normal-normal transmissivity of the polymer⊥⊥
glass sample (τ⊥⊥
λgp ), the spectral, normal-normal transmissivity of the glass slide (τλg ), the

spectral, normal-normal reflectivity of the polymer (ρ⊥⊥
λp ), and the thickness of the polymer (t p ).
A Labsphere RT-060 integrating sphere and a micrometer were used to perform these
measurements as described below.

2.2.1

Transmissivity Measurements
The integrating sphere can be used to measure the spectral, normal-hemispherical

transmissivity without any modifications. However, because the material was assumed to be nonscattering, the spectral, normal-hemispherical transmissivity measured with the integrating
sphere and the spectral, normal-normal transmissivity used in the absorption coefficient
calculations are equivalent. The process for measuring the spectral, normal-hemispherical
transmissivity was as follows.
Radiation from a laser or a projector (~ 9 mm diameter beam) was directed through the
aperture of the integrating sphere. This light was reflected off the inner surface of the sphere
multiple times until absorbed by a silicon photodiode. The current generated by the photodiode
11

was then measured using a multimeter with a 0.1 nA resolution. These current readings are
proportional to the power incident on the detector.
Samples of various compositions and thicknesses were then placed in front of the
aperture. The ratio between the photodiode current when the radiation was obstructed by a
sample and the photodiode current when the radiation entered the sphere freely gives the normalhemispherical transmissivity of the sample [44]. This process is illustrated in Figure 2-3.
Dark current effects were subtracted from the measurements as shown in Eq. (2-2).
Subscripts “m” and “d” indicate whether the light source was on or off while the photodiode
current was measured. The numerator of this equation represents the difference between the
currents measured from the photodiode when the light source was on and off, while a sample
was mounted in front of the aperture as shown in Figure 2-3B. The denominator contains
photodiode current measurements when the aperture was left uncovered as shown in Figure
2-3A. As previously stated, the material was assumed to be non-scattering, thus, the spectral,
normal-hemispherical transmissivity and the spectral, normal-normal transmissivity are both
described by Eq. (2-2).

𝜏𝜏𝜆𝜆⊥⊥ = 𝜏𝜏𝜆𝜆ꓕ⌓ =

(𝐼𝐼𝑚𝑚 − 𝐼𝐼𝑑𝑑 )𝑠𝑠
(𝐼𝐼𝑚𝑚 − 𝐼𝐼𝑑𝑑 )𝑒𝑒

(2-2)
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Figure 2-3: Process for spectral, normal-hemispherical transmissivity measurements
using an integrating sphere. A) Radiation enters the sphere unobstructed and current
is measured from a photodiode. B) Radiation is obstructed by a sample and current is
measured from a photodiode.
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2.2.2

Reflectivity Measurements
The integrating sphere can be used to measure the spectral, directional-hemispherical

reflectivity as illustrated in Figure 2-4 [44]. The spectral, normal-normal reflectivity used to
calculate the spectral absorption coefficient was approximated by using these spectral,
directional-hemispherical reflectivity measurements. The validity of this approximation is
discussed in the methods section under the subheading “Justification of Assumptions and
Simplifications”.
The process for measuring the spectral, directional-hemispherical reflectivity was similar
to that of the spectral, normal-hemispherical transmissivity with two differences. First, the
sample shown in Figure 2-3B was moved to the opposite side of the sphere, so the collimated
beam (~9 mm diameter) entered the sphere unattenuated. Second, a reflectance calibration
standard (𝜌𝜌𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆 ≈ 0.989 +/- 0.004) was used for baseline measurements. The experimental setup

for the spectral, directional-hemispherical reflectivity measurements are illustrated in Figure 2-4.
Orienting the beam as shown in Figure 2-4 ensures that specular reflections are captured within
the sphere.
Like Eq. (2-2), dark current effects were subtracted from the reflectivity measurements in
Eq. (2-3). The numerator in this equation is comprised of current measurements when the sample
was mounted as shown in Figure 2-4B, whereas the denominator contains current measurements
when the calibration standard was mounted as shown in Figure 2-4A. The reflectivity of the
calibration standard is represented by 𝜌𝜌𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆 . As previously explained, the spectral, normal-

normal reflectivity used to calculate the spectral absorption coefficient was approximated by
using the spectral, directional-hemispherical reflectivity measurements.
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𝜌𝜌𝜆𝜆⊥⊥ ≈ 𝜌𝜌𝜆𝜆′⌓ =

(𝐼𝐼𝑚𝑚 − 𝐼𝐼𝑑𝑑 )𝑠𝑠
∗ 𝜌𝜌𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆
(𝐼𝐼𝑚𝑚 − 𝐼𝐼𝑑𝑑 )𝑐𝑐

(2-3)

Figure 2-4: Process for spectral, directional-hemispherical reflectivity measurements
using an integrating sphere. A) Radiation enters the sphere unobstructed and is
partially reflected off a calibration standard, while the resulting diode detector current
is measured. B) The calibration standard is replaced with a sample and the process is
repeated.
15

2.2.3

Thickness and Density Measurements
Sample thickness was measured using an analog micrometer with a 1.3 μm resolution.

Three measurements were averaged together at randomly selected locations around the midpoint
of the sample to obtain the reported thicknesses shown in Table 2-3 in the results section.
Sample density was determined using Archimedes’ principle by measuring the sample
weight before and after submersion in Isopropanol with a scale that has a resolution of 0.0002
grams. The exact process is described thoroughly in the literature [45]. Sample densities are
tabulated with the spectral absorption coefficients of the partially dense samples in Table 2-3.

2.2.4

Uncertainty Analysis
Uncertainty estimations for the sample thickness, transmissivity, and reflectivity

measurements were combined together to obtain the uncertainties of the spectral absorption
coefficient calculations. As explained previously, three thickness measurements were averaged
together for each sample. The standard deviation of these three measurements was multiplied by
the 95%, two-tailed, student t table value to estimate the uncertainties of the averaged sample
thickness measurements, 𝑈𝑈𝜏𝜏 .

The uncertainties of the transmissivity measurements, 𝑈𝑈𝜏𝜏 , were estimated using Eq. (2-4):

𝑈𝑈𝜏𝜏 = ��

⌓
𝜕𝜕𝜏𝜏𝜆𝜆ꓕ

𝜕𝜕𝐼𝐼𝑚𝑚,𝑠𝑠

2

∗ 𝑈𝑈𝐼𝐼,𝑚𝑚,𝑠𝑠 � + �

⌓
𝜕𝜕𝜏𝜏𝜆𝜆ꓕ

𝜕𝜕𝐼𝐼𝑑𝑑,𝑠𝑠

2

∗ 𝑈𝑈𝐼𝐼,𝑑𝑑,𝑠𝑠 � + �

⌓
𝜕𝜕𝜏𝜏𝜆𝜆ꓕ

𝜕𝜕𝐼𝐼𝑚𝑚,𝑒𝑒

2

∗ 𝑈𝑈𝐼𝐼,𝑚𝑚,𝑒𝑒 � + �

⌓
𝜕𝜕𝜏𝜏𝜆𝜆ꓕ

𝜕𝜕𝐼𝐼𝑑𝑑,𝑒𝑒

1
2 2

∗ 𝑈𝑈𝐼𝐼,𝑑𝑑,𝑒𝑒 � �

(2-4)

where 𝑈𝑈𝐼𝐼 is the uncertainty of the current measured from a photodiode using a multimeter for the
four different configurations indicated by subscripts m, d, s, and e found in Eq.(2-4). For each
configuration, 𝑈𝑈𝐼𝐼 was found using Eq. (2-5):
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𝑈𝑈𝐼𝐼 = �𝑈𝑈𝑜𝑜 2 + 𝑈𝑈𝑖𝑖 2 + 𝑈𝑈𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 2

(2-5)

where 𝑈𝑈𝑜𝑜 is the resolution of the multimeter and was equal to 0.1 nA. 𝑈𝑈𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 is uncertainty due to
measurement noise and was estimated as follows. For each current measurement described in Eq.
(2-2), 30 samples were taken. The standard deviation between these samples was multiplied by
the 95%, two-tailed, student t table value to obtain 𝑈𝑈𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 . 𝑈𝑈𝑖𝑖 is the instrument uncertainty and

was defined by Eq. (2-6):

(2-6)

Ui = ± t v,95 ∗ Sxy

where Sxy is the standard error of the instrument calibration curve. A linear calibration curve was
found by measuring the current output of the photodiode as a function of the input laser power.
The standard error was multiplied by the 95%, two-tailed, student t table value to obtain an
instrument uncertainty of 𝑈𝑈𝑖𝑖 = +/- 8.857 nA.

The uncertainties of the reflectivity measurements, Uρ, were estimated using Eq. (2-7):
2

2

𝜕𝜕𝜌𝜌𝜆𝜆′⌓
𝜕𝜕𝜌𝜌𝜆𝜆′⌓
𝜕𝜕𝜌𝜌𝜆𝜆′⌓
𝑈𝑈𝜌𝜌 = ��
∗ 𝑈𝑈𝐼𝐼,𝑚𝑚,𝑠𝑠 � + �
∗ 𝑈𝑈𝐼𝐼,𝑑𝑑,𝑠𝑠 � + �
∗ 𝑈𝑈𝐼𝐼,𝑚𝑚,𝑐𝑐 �
𝜕𝜕𝐼𝐼𝑚𝑚,𝑠𝑠
𝜕𝜕𝐼𝐼𝑑𝑑,𝑠𝑠
𝜕𝜕𝐼𝐼𝑚𝑚,𝑐𝑐

2

1
2 2

2

(2-7)

𝜕𝜕𝜌𝜌𝜆𝜆′⌓
𝜕𝜕𝜌𝜌𝜆𝜆′⌓
+�
∗ 𝑈𝑈𝐼𝐼,𝑑𝑑,𝑐𝑐 � + �
∗ 𝑈𝑈𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 � �
𝜕𝜕𝐼𝐼𝑑𝑑,𝑐𝑐
𝜕𝜕𝜌𝜌𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆

where 𝑈𝑈𝑖𝑖 is the uncertainty of the current measured from a photodiode using a multimeter for the

four different configurations indicated by subscripts m, d, s, and c found in Eq. (2-3). 𝑈𝑈𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 is the

uncertainty of the calibrated reflectance standard and is tabulated by the manufacturer as a
function of the wavelength of incident irradiation and the reflectivity of the sample being
measured. The range of 𝑈𝑈𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠 used in in this project was between 0.0022 and 0.0064.
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The preceding uncertainty estimations were combined in Eq. (2-8) to obtain the
uncertainties of the spectral absorption coefficient calculations, 𝑈𝑈𝜅𝜅 , for each sample individually.
2

2

2
𝜕𝜕𝜅𝜅𝜆𝜆
𝜕𝜕𝜅𝜅𝜆𝜆
𝜕𝜕𝜅𝜅𝜆𝜆
𝑈𝑈𝜅𝜅 = �� ꓕꓕ ∗ 𝑈𝑈𝜌𝜌 � + � ⊥⊥ ∗ 𝑈𝑈τ � + �
∗ 𝑈𝑈𝑡𝑡 �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜏𝜏𝜆𝜆
𝜕𝜕𝜌𝜌𝜆𝜆

(2-8)

Eq. (2-9) was used to estimate the uncertainty associated with averaging multiple spectral
absorption coefficient calculations together:

2
�𝑈𝑈��𝜅𝜅� = 2 �𝑈𝑈𝜅𝜅𝜅𝜅
+�

𝑆𝑆𝑥𝑥

√𝑚𝑚

1
2 2

(2-9)

� �

where 𝑆𝑆𝑥𝑥 is the standard deviation between spectral absorption coefficient calculations from

different samples of the same material, and m is the number of samples whose spectral

absorption coefficients are being averaged together. 𝑈𝑈𝜅𝜅𝜅𝜅 is an uncertainty estimation using
averaged inputs as shown in Eq. (2-10):

𝑈𝑈𝜅𝜅𝜅𝜅

2

2

2
𝜕𝜕𝜅𝜅
����
𝜕𝜕𝜅𝜅
����
𝜕𝜕𝜅𝜅
���𝜆𝜆�
𝜆𝜆
𝜆𝜆
���
�
���
= �� ⊥⊥ ∗ 𝑈𝑈𝜌𝜌 � + � ⊥⊥ ∗ 𝑈𝑈τ � + �
∗ 𝑈𝑈𝑡𝑡 �
�����
𝜕𝜕𝑡𝑡̅
𝜕𝜕𝜌𝜌
𝜕𝜕𝜏𝜏�����
𝜆𝜆
𝜆𝜆

(2-10)

where �����
𝜌𝜌𝜆𝜆⊥⊥ is the spectral, normal-normal reflectivity averaged between multiple samples of the
same material, �����
𝜏𝜏𝜆𝜆⊥⊥ is the spectral, normal-normal transmissivity averaged between multiple

samples of the same material, t̅ is the thickness averaged between multiple samples of the same
� is the averaged uncertainty of the reflectivity, transmissivity, or thickness
material, and 𝑈𝑈
measurements indicated by subscripts ρ, τ, and t. �к��𝜆𝜆� was defined by Eq. (2-11):
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𝜅𝜅𝜆𝜆 =
���
2.2.5

𝑙𝑙𝑙𝑙 �

�1 − �����
𝜌𝜌𝜆𝜆⊥⊥ �
�
�����
𝜏𝜏𝜆𝜆⊥⊥
𝑡𝑡̅

(2-11)

Justification of Assumptions and Simplifications
The system was said to be non-scattering when deriving Eqs. (2-1), (2-2), and (2-3). This

simplification is consistent with the models used in the literature [24, 33, 35-38]. Although some
scattering will occur, the measurements and calculations presented in this paper do not consider
scattering effects. Further investigation is needed to understand how additively manufactured
polymer parts scatter radiation.
It was assumed that the spectral, normal-normal reflectivity used to calculate the spectral
absorption coefficient could be approximated with the spectral, directional-hemispherical
reflectivity measurements from the integrating sphere system. This assumption was validated by
comparing measurements taken with the integrating sphere system to spectral, normal-normal
reflectivity calculations using the Fresnel equation and reported indices of refraction [43, 46]. As
shown in Table 2-1, the difference between the spectral, directional-hemispherical measurements
and the range of spectral, normal-normal reflectivity calculations was less than 0.01.
Assumptions and approximations used in this paper regarding internal reflections and reflectivity
measurements will need to be altered when analyzing highly reflective (white) AM polymers.
Reflections at the polymer-glass interface (interface 2 in Figure 2-2) were neglected
because of the similar indices of refraction. PLA, ABS, and Polyamide 12 have refractive indices
of about 1.35-1.45, 1.54, and 1.52-1.53, whereas the borosilicate glass has a refractive index of
about 1.5 [46, 47].
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Table 2-1: Comparing spectral, directional-hemispherical reflectivity measurements from
an integrating sphere system to spectral, normal-normal reflectivity calculations from
Fresnel’s equation
Material
Index of
𝝆𝝆′𝝀𝝀⌓ Measured with the
𝝆𝝆ꓕꓕ
𝝀𝝀 Calculated Using
Refraction [46]
Integrating Sphere
Fresnel Equation [43]
PLA

1.35-1.45

0.022-0.034

0.039

ABS

1.54

0.045

0.052

1.52-1.53

0.043-0.044

0.037

Polyamide 12

Reflections at the glass-air interface (interface 3 in Figure 2-2) were also neglected.
Based on the spectral absorption coefficients measured in this project, transmittance through a
sample was 24% at most, and reflectance off a glass slide was 8% at most. Using these values, it
can be shown that less than one percent of the spectral intensity incident on the left surface in
Figure 2-2 would transmit through the polymer-glass sample, reflect off the glass-air interface
(interface 3), and transmit back through the sample to the left through interface 1. Therefore, it
was assumed that the spectral, normal-normal reflectivity of the polymer-glass combination was
equivalent to the spectral, normal-normal reflectivity of the polymer used in the spectral
absorption coefficient calculations. This assumption would not be valid if the samples were
highly transparent.

2.2.6

Sample Creation
Partially and fully dense samples were created from black ABS, PLA, and Polyamide 12.

The fully dense samples were created using two different methods. Some were created by
melting material on one-millimeter thick glass slides in an oven, while a weight (either 10 or 20
pounds) rested on their surface. Representative samples are shown in Figure 2-5. Other fully
dense samples were created using a LECO PR-32 heated hydraulic press. The samples created
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using the hydraulic press were not fused to glass slides. However, Eq. (2-1) was still used to
calculate the spectral absorption coefficient of these samples by increasing the value of the
transmissivity of the glass slide in the equation to a value of one (τ⊥⊥
λg = 1).

To verify that the different manufacturing methods did not impact the spectral absorption

coefficient calculations, several fully dense PLA samples were created using either the heated
hydraulic press or the oven and weight. The calculated spectral absorption coefficients of these
two different sets of samples differed by less than 0.0008 μm-1. Therefore, any variations due to
differences in the manufacturing process were considered negligible.
The partially dense PLA and ABS samples were created using a CreatorPro FlashForge
3D printer set at full infill density. The black PLA filament was purchased from Hatchbox, while
the black ABS filament was purchased from IC3D. These 50 by 25 mm samples had various
thicknesses based on the number of layers deposited during manufacturing as shown in Table
2-3. The partially dense Polyamide 12 samples were created using a large area projection
sintering (LAPS) system [41, 42]. These 15 by 20 mm samples were created from PA2202 black
Polyamide 12 powder purchased from EOS. None of the partially dense samples were fused to
glass slides, therefore, the transmissivity of the glass slide used in Eq. (2-1) was set equal to one
when calculating their spectral absorption coefficients.
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Figure 2-5: Partially dense ABS (top) and fully dense PLA and Polyamide 12
(bottom) samples

2.2.7

Projector Spectrum Measurement
As mentioned in the introduction, the literature utilizes existing equipment (including a

modified projector with a metal halide bulb) for both sintering material and performing active
thermography. For this purpose, the spectrum of the X316 Optoma Projector was measured using
a spectrometer [48]. The projector was previously modified for use in Large Area Projection
Sintering (LAPS) [41, 42]. Figure 2-6 shows the measured spectrum, which has been
normalized. The uncertainty envelope was determined by taking 100 samples at each wavelength
over the spectrum and multiplying the standard deviation between these measurements by the
95%, two tailed, student t table value. The maximum of these calculated values was designated
as the uncertainty of the system.

22

Figure 2-6: Measured spectrum of the X316 Optoma Projector

Results

2.3.1

Measurements and Calculations
Spectral absorption coefficients of PLA, ABS and Polyamide 12 at 532 nm, 660 nm, and

over the entire spectrum shown in Figure 2-6 are presented in Table 2-2 and Table 2-3.

Table 2-2: Absorption coefficient of fully dense AM polymers (μm-1)
Projector
Material
Color Manufacturer
660 nm
532 nm
Spectrum
PLA

Black

Hatchbox

0.022 +/- 0.002

0.026 +/- 0.003

0.023 +/- 0.01

ABS

Black

IC3D

0.025 +/- 0.003

0.028 +/- 0.005

0.025 +/- 0.02

Polyamide 12 Black

EOS

0.026 +/- 0.003

0.030 +/- 0.005

0.023 +/- 0.02
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Table 2-3: Absorption coefficient of partially dense AM polymers (μm-1). The Black ABS,
PLA, and Polyamide 12 materials were purchased from IC3D, Hatchbox, and EOS
respectively. FFF was used to create the ABS and PLA samples, whereas LAPS
was used to create the Polyamide 12 samples.
ABS
Number of layers printed

2

3

4

Thickness (μm)

206 +/- 3

297 +/- 6

418 +/- 3

Density (Kg/m3)

1083

1077

1080

κλ at 532 nm (μm )

0.021 +/- 0.001

0.027 +/- 0.004

0.022 +/- 0.01

κλ at 660 nm (μm-1)

0.018 +/- 0.001

0.023 +/- 0.004

0.020 +/- 0.01

κλ over projector spectrum (μm-1)

0.021 +/- 0.03

-

0.014 +/- 0.07

-1

PLA
Number of layers printed

2

3

4

Thickness (μm)

189 +/- 3

268 +/- 7

361 +/- 3

Density (Kg/m )

1289

1289

1291

κλ at 532 nm (μm-1)

0.026 +/- 0.003

0.028 +/ 0.003

0.025 +/- 0.01

0.021 +/- 0.001

0.022 +/- 0.002

0.020 +/- 0.01

0.023 +/- 0.03

-

-

3

κλ at 660 nm (μm-1)
κλ over projector spectrum (μm )
-1

POLYAMIDE 12
Number of layers printed

2

2

3

Thickness (μm)

154 +/- 12

155 +/- 6

239 +/- 4

Density (Kg/m3)

1065

1054

1065

κλ at 532 nm (μm )

0.025 +/- 0.003

0.024 +/- 0.002

0.024 +/- 0.007

κλ at 660 nm (μm-1)

0.022 +/- 0.002

0.020 +/- 0.001

0.022 +/- 0.003

κλ over projector spectrum (μm-1)

0.019 +/- 0.009

0.017 +/- 0.007

0.016 +/- 0.016

-1

2.3.2

Validation
The reflectivity measurements were validated as shown in Table 2-1, using Fresnel’s

equation [43]. The transmissivity measurement process was validated by comparing
measurements from the integrating sphere system to measurements from a Cary-60
spectrophotometer. This spectrophotometer was designed to measure the absorptance of liquid
solutions but was modified to hold and measure the transmissivity of one PLA sample. The
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integrating sphere system was also modified to replicate the geometric configuration of the
spectrophotometer. Figure 2-7 illustrates how these two measurement systems validate each
other.

Figure 2-7: Comparing spectral, normal-normal transmissivity measurements obtained
using a spectrophotometer and an integrating sphere for a black, fully dense, 109 μm
thick, PLA sample fused to a glass slide

Figure 2-8 illustrates the accuracy of the calculated absorption coefficients in predicting
transmission. Exponential curves based on Beer’s Law [43] and the calculated absorption
coefficients were plotted next to the spectral, normal-hemispherical transmissivities measured
with the integrating sphere system. The exponential curves fit the transmission data well.
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A)

B)

C)

Figure 2-8: Transmissivity of black, fully dense PLA (A), ABS (B) and Polyamide
12 (C) samples fused to glass slides, irradiated at 660 nm
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Conclusions
Spectral absorption coefficient calculations and uncertainty estimations have been
presented for black PLA, ABS, and Polyamide 12 samples. The reflectivity measurements used
in the absorption coefficient calculations were validated using Fresnel’s equation. The
transmissivity measurements used in the absorption coefficient calculations have been validated
by comparing results obtained from a system based on an integrating sphere, and a
spectrophotometer.
While the data reveals that PLA is most sensitive to effects from in-depth absorption, all
three polymers have measured spectral absorption coefficients in the visible spectrum between
0.02 and 0.03 μm-1. At a depth of 96 μm, approximately 90% of irradiation in the visible
spectrum incident on the surface of a PLA part is absorbed. If a defect is present at this depth, it
is likely that a significant portion of the remaining irradiation will be transmitted through the
defect and into the material below. In parts made with ABS and Polyamide 12, the depth at
which 90% of the irradiation is absorbed decreases from 96 to 87 and 82 μm respectively.
Transmission through subsurface defects will distort surface temperatures necessary for active
thermography measurements. Thermographic models should include effects from in-depth
absorption when analyzing defects in AM polymers less than 100 microns below the surface of
the part.
These results also have important implications for sintering materials with radiation in the
visible spectrum. The absorption depths mentioned in the previous paragraph are significant
relative to typical layer thickness of many AM processes (~50-100 mm). Traditionally, powderbed fusion AM processes have used infrared radiation from CO2 lasers to sinter material.
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However, using radiation in the visible spectrum would result in different absorption profiles
which may contribute to differences in the properties of the resulting parts [41].
Future work is needed to extend these measurements to different AM materials, colored
filaments, and spectral regions. Assumptions and approximations used in this paper regarding
internal reflections and reflectivity measurements will need to be altered when analyzing white
AM polymers. Understanding the spectral absorption of AM materials will give researchers and
developers the necessary tools to improve AM processes that utilize radiative heat transfer to
sinter powders. In addition, accurate spectral absorption coefficient measurements are necessary
to successfully adapt active thermography techniques as a non-destructive, non-contact means of
in-situ monitoring of AM processes.

Nomenclature & Subscripts
AM

additive manufacturing

FFF

fused filament fabrication

LAPS

large area projection sintering

cp

specific heat capacity

h

coefficient of convection

k

thermal conductivity

𝐼𝐼𝜆𝜆

spectral intensity

𝐼𝐼𝑑𝑑

current measured from the photodiode when the radiation source was off

𝐼𝐼𝜆𝜆𝜆𝜆

incident spectral intensity; (Iλ(0))
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𝐼𝐼𝑚𝑚

current measured from the photodiode when the radiation source was on

m

number of measurements averaged together

s

distance into the sample from its surface in the direction of the irradiation

t

sample thickness; (tp + tg)

𝑡𝑡𝑝𝑝

thickness of the polymer sample

𝑡𝑡𝑣𝑣,95

95%, two-tailed, student t table value

𝑆𝑆𝑥𝑥

standard deviation

𝑈𝑈

measurement uncertainty

𝑈𝑈𝐼𝐼

uncertainty of the current measured from the photodiode

𝑈𝑈к𝑜𝑜

uncertainty estimation using averaged inputs

�
𝑈𝑈

measurement uncertainty averaged between multiple samples

𝑡𝑡𝑔𝑔

thickness of the glass slide

𝑡𝑡̅

thickness measurements averaged between multiple samples

𝑆𝑆𝑥𝑥𝑥𝑥

standard error of the instrument calibration curve

𝑈𝑈𝑖𝑖

instrument uncertainty

𝑈𝑈𝑜𝑜

resolution of the multimeter used to measure current

𝑈𝑈𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

uncertainty due to measurement noise

к𝜆𝜆

spectral absorption coefficient
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c
e

к𝜆𝜆𝜆𝜆

spectral absorption coefficient of the polymer sample

�к���
𝜆𝜆

spectral absorption coefficient averaged between multiple samples

𝜌𝜌𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆

spectral reflectivity of the calibration standard

𝜌𝜌𝜆𝜆′⌓

spectral, directional-hemispherical reflectivity

⊥⊥
𝜌𝜌𝜆𝜆𝜆𝜆𝜆𝜆

spectral, normal-normal reflectivity of the polymer-glass combination

𝜏𝜏𝜆𝜆⊥⊥

spectral, normal-normal transmissivity

⊥⊥
𝜏𝜏𝜆𝜆𝜆𝜆

spectral, normal-normal transmissivity of glass slide

⊥⊥
𝜏𝜏𝜆𝜆𝜆𝜆𝜆𝜆

spectral, normal-normal transmissivity of polymer-glass combination

к𝜆𝜆𝜆𝜆

spectral absorption coefficient of the glass slide

𝜌𝜌

density

𝜌𝜌𝜆𝜆⊥⊥

spectral, normal-normal reflectivity

⊥⊥
𝜌𝜌𝜆𝜆𝜆𝜆

spectral, normal-normal reflectivity of the polymer sample

�����
𝜌𝜌𝜆𝜆⊥⊥

spectral, normal-normal reflectivity averaged between multiple samples

𝜏𝜏𝜆𝜆ꓕ⌓

spectral, normal-hemispherical transmissivity

⊥⊥
𝜏𝜏𝜆𝜆𝜆𝜆

spectral, normal-normal transmissivity of polymer sample

�����
𝜏𝜏𝜆𝜆⊥⊥

spectral, normal-normal transmissivity averaged between multiple samples

current measured from the photodiode when radiation entered the integrating
sphere and a calibration standard was mounted as shown in Figure 2-4A
current measured from the photodiode when radiation entered the integrating
sphere unobstructed as shown in Figure 2-3A
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s

current measured from the photodiode when radiation entered the integrating
sphere and a sample was mounted as shown in either Figure 2-3B or Figure
2-4B.

Derivation of Eq. (2-1)

Figure 2-9: Illustration of spectral intensity irradiating a black AM polymer fused to a
glass slide mounted to an integrating sphere
Assume the glass slide and the polymer sample are cold, non-scattering media. The
spectral absorption coefficient of the polymer-glass sample can be described with a step
function as shown in Figure 2-10:
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Figure 2-10: Representative spectral absorption coefficient of a polymer fused to a glass
slide
The spectral absorption coefficient is given by Eq. (2-12) [15].
𝑑𝑑𝐼𝐼𝜆𝜆
= −𝜅𝜅𝜆𝜆 (𝑠𝑠)𝐼𝐼𝜆𝜆 (𝑠𝑠)
𝑑𝑑𝑑𝑑

(2-12)

The boundary condition of this equation on the left surface of the sample (s = 0) is:

⊥⊥
�.
𝑑𝑑𝐼𝐼𝜆𝜆 (0) = 𝐼𝐼𝜆𝜆 𝑜𝑜 �1 − 𝜌𝜌𝜆𝜆𝜆𝜆

Reflections at the polymer sample interface are assumed to be negligible because of the

similar indices of refraction. Multiple internal reflections are also assumed to be negligible (see
“Justification of Assumptions and Simplifications” in methods section). Separating and
integrating Eq. (2-12) resulted in the following:
𝐼𝐼𝜆𝜆 �𝑡𝑡𝑝𝑝 +𝑡𝑡𝑔𝑔 �

�

⊥⊥ �
𝐼𝐼𝜆𝜆 𝑜𝑜 �1−𝜌𝜌𝜆𝜆𝜆𝜆

𝑙𝑙𝑙𝑙 �

𝑡𝑡𝑝𝑝 +𝑡𝑡𝑔𝑔

𝑡𝑡𝑝𝑝

𝑡𝑡𝑝𝑝+𝑡𝑡𝑔𝑔

0

𝑡𝑡𝑝𝑝

𝑑𝑑𝐼𝐼𝜆𝜆
= − � 𝜅𝜅𝜆𝜆 (𝑠𝑠)𝑑𝑑𝑑𝑑 = −𝜅𝜅𝜆𝜆𝜆𝜆 � 𝑑𝑑𝑑𝑑 − 𝜅𝜅𝜆𝜆,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 � 𝑑𝑑𝑑𝑑
𝐼𝐼𝜆𝜆

𝐼𝐼𝜆𝜆 �𝑡𝑡𝑝𝑝 + 𝑡𝑡𝑔𝑔 �

⊥⊥
𝐼𝐼𝜆𝜆 𝑜𝑜 �1 − 𝜌𝜌𝜆𝜆𝜆𝜆
�

0

� = −𝜅𝜅𝜆𝜆𝜆𝜆 𝑡𝑡𝑝𝑝 − 𝜅𝜅𝜆𝜆 ,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑡𝑡𝑔𝑔
32

𝐼𝐼𝜆𝜆 �𝑡𝑡𝑝𝑝 + 𝑡𝑡𝑔𝑔 �

𝐼𝐼𝜆𝜆 𝑜𝑜 �1 −

⊥⊥
𝜌𝜌𝜆𝜆𝜆𝜆
�

⊥⊥
𝜏𝜏𝜆𝜆𝜆𝜆𝜆𝜆
=

Define:

⊥⊥
𝜏𝜏𝜆𝜆𝜆𝜆𝜆𝜆
=

𝑒𝑒

�−𝜅𝜅𝜆𝜆

𝜅𝜅𝜆𝜆𝜆𝜆 =

∗ 𝑡𝑡𝑔𝑔 �

𝐼𝐼𝜆𝜆 �𝑡𝑡𝑝𝑝 +𝑡𝑡𝑔𝑔 �
𝐼𝐼𝜆𝜆 𝑜𝑜

=

⊥⊥
𝜏𝜏𝜆𝜆𝜆𝜆𝜆𝜆
∗ 𝑒𝑒

�𝜅𝜅𝜆𝜆

,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

⊥⊥
�1 − 𝜌𝜌𝜆𝜆𝜆𝜆
�
�𝜅𝜅

∗ 𝑡𝑡𝑔𝑔 �

⊥⊥
𝜏𝜏𝜆𝜆𝜆𝜆𝜆𝜆
∗ 𝑒𝑒 𝜆𝜆,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
1
= − 𝑙𝑙𝑙𝑙 �
⊥⊥
𝑡𝑡𝑝𝑝
�1 − 𝜌𝜌𝜆𝜆𝜆𝜆
�

Define:

,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝐼𝐼𝜆𝜆 �𝑡𝑡𝑝𝑝 + 𝑡𝑡𝑔𝑔 �
(−𝜅𝜅
∗ 𝑡𝑡 )
⊥⊥
= 𝑒𝑒 (−𝜅𝜅𝜆𝜆𝜆𝜆∗ 𝑡𝑡𝑝𝑝 ) ∗ 𝑒𝑒 𝜆𝜆,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑔𝑔 ∗ �1 − 𝜌𝜌𝜆𝜆𝜆𝜆
�
𝐼𝐼𝜆𝜆 𝑜𝑜

�−𝜅𝜅𝜆𝜆𝜆𝜆 ∗ 𝑡𝑡𝑝𝑝 �

𝜅𝜅𝜆𝜆𝜆𝜆

= 𝑒𝑒 �−𝜅𝜅𝜆𝜆𝜆𝜆 ∗ 𝑡𝑡𝑝𝑝� ∗ 𝑒𝑒

⊥⊥
𝜏𝜏𝜆𝜆𝜆𝜆
= 𝑒𝑒

�−𝜅𝜅𝜆𝜆

,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

∗ 𝑡𝑡𝑔𝑔 �

�

∗ 𝑡𝑡𝑔𝑔 �

⊥⊥ ⊥⊥
�1 − 𝜌𝜌𝜆𝜆𝜆𝜆
�𝜏𝜏𝜆𝜆𝜆𝜆
𝑙𝑙𝑙𝑙 �
�
⊥⊥
𝜏𝜏𝜆𝜆𝜆𝜆𝜆𝜆

(2-1)

𝑡𝑡𝑝𝑝
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3

DEFECT DETECTION LIMITS USING ACTIVE THERMOGRAPHY WITH
APPLICATION TO ADDITIVE MANUFACTURING

Introduction
Pulse thermography (PT) is performed by heating an object with a short pulse of light
(usually generated from a flash lamp) and measuring the transient temperature response over a
surface. Because defects have different thermal properties from the materials in which they form,
they respond uniquely to thermal input [20]. Defects are often formed by separation or poor
bonding and will typically have lower thermal diffusivity then the surrounding material. This is
evident in PT by the elevated temperatures on the surface of the sample above the defect
(defective area) as opposed to the surface temperature in regions free of defects or boundaries
(sound area; see section 4.2.2). This transient temperature contrast between a sound and a
defective region, (𝑇𝑇𝑐𝑐 ), has been used to create thermography models which approximate a

defect’s depth and/or size [23, 24, 35, 36]. In addition, the existence of defects can be determined
in PT by observing any 𝑇𝑇𝑐𝑐 above the noise of the thermal camera being used.

Figure 3-1 (Top) illustrates the transient surface temperature profile of a PA12 object

with a subsurface, cylindrical defect (air) being irradiated with 2500 J/m2 over 3ms. The
temperature contrast between the defective and sound areas can clearly be seen, with the elevated
surface temperature located above the defect. Figure 3-1 (bottom) illustrates the transient nature
of 𝑇𝑇𝑐𝑐 and demonstrates how it peaks in time. The peak temperature contrast, max (𝑇𝑇𝑐𝑐 ), as well as
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its location in time is dependent on the material properties, the boundary conditions of the defect,
the defect’s geometry, the energy input, and the pulse duration.

Figure 3-1: Typical temperature profiles used for pulse thermography. (Top) Transient
surface temperatures from a defective and sound region on a PA12 object with a
subsurface, cylindrical defect (air) being irradiated with 2500 J/m2 over 300 ms. The data
was retrieved numerically. (Bottom) Transient temperature contrast ( 𝑻𝑻𝒄𝒄 ) between
defective and sound region.

35

It has been shown that existing thermography techniques can be applied to AM processes
to non-destructively detect and monitor subsurface defects [34-36]. However, the defects studied
were relatively large (> 5mm), and there is limited research on the feasibility of detecting defects
100 microns and smaller. Voids of this size are commonly introduced during additive
manufacturing and their presence significantly impact the mechanical properties of the final part
[7, 11, 12]. To successfully adapt thermography techniques to AM processes, small defects of
this size need to be considered.
This study investigates the smallest detectable defect size in AM materials using PT.
Numerical simulations created in COMSOL are used to estimate the transient surface
temperature data to investigate the detectability limits. AM structures with cylindrical pockets of
air are irradiated with a short pulse, and the peak temperature contrast between sound and
defective regions are compared to the noise of a typical thermal camera (Flir SC4000). In
addition, the results are non-dimensionalized and compared to an analytical solution provided by
Almond et al. [33, 49].

Methods
An axisymmetric, numerical model was created in COMSOL using the basic geometries,
boundary conditions, and material properties shown in Figure 3-2 and Table 3-1. Defect depth
(𝑍𝑍𝑑𝑑 ) and diameter (𝐷𝐷𝑑𝑑 ) varied throughout the simulations in order to mimic the wide range of

defect geometries and locations typical to AM [2, 7, 50]. The defect height (ℎ𝑑𝑑 ) remained

constant at 50 μm, which is a common layer height for many AM processes [7, 51]. A short

pulse typical of commonly used flash lamps (3 ms) irradiated the top surface of the model (𝑞𝑞 𝑜𝑜 ”)
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after which convective cooling occurred (𝑞𝑞𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ). The value of h was selected as 10
simulate the effects of free convection.

𝑊𝑊

𝑚𝑚2 𝐾𝐾

to

Figure 3-2: Basic geometry and boundary conditions used in the axisymmetric COMSOL
model. A convective boundary defined the top surface, whereas all other sides were
insulated.
Table 3-1 Material properties used in thermography simulations [36, 52-54].
Material

Thermal Conductivity
k
(W/m K)

Specific Heat
Capacity
c
(J/kg K)

Density
ρ
(kg/m3)

ABS
PA12
PLA
SS 316

0.226
0.260
0.130
16.2

1386
1640
1800
500

1020
990
1300
7990

Spectral Absorption
Thermal Diffusivity
Coefficient (660 nm)
α
кλ
(m2 /s)
(1/μm)
1.596 ∗ 10−7
1.601 ∗ 10−7
5.556 ∗ 10−8
4.055 * 10−6

.025
.026
.022
-

All surfaces other than the top of the cylinder were thermally insulated. The boundaries
surrounding the defect were thermally insulated during some of the simulations to match the
assumptions made in analytical models presented in the literature [23, 24, 33, 49]. During other
simulations, however, the adiabatic boundaries were removed, and heat was permitted to conduct
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through the defect (which had the properties of air). These two cases are referred to as “ideal”
and “non-ideal” respectively.
The object’s total height remained constant at 0.02 m, while the total width changed as a

function of the defect diameter to ensure that the “sound” area was unaffected by the temperature
change above the defect. The simulation was determined to be independent of mesh size by
doubling the number of mesh elements and observing that the difference in the maximum of the
temperature contrast between the two iterations was less than 0.00005 deg K. Likewise, the time
step was changed by a factor of ten and the same convergence criteria was observed. Spectral indepth absorption was also included in the model as described in the author’s previous work [31].
The final simulation parameters are shown in Table 2.
Table 3-2: Final simulation settings for fully converged model.
Time
Step
(sec)
0.0001

Cylinder Cylinder
Defect Distance from
Number
Relative
Height Radius (m): Height
of Mesh
point S to
Tolerance
Elements
(m): ℎ𝑐𝑐
𝑟𝑟𝑐𝑐
(𝜇𝜇𝜇𝜇): ℎ𝑑𝑑 point D (m)
~28,000 1 ∗ 10−7

0.02

𝐷𝐷𝑑𝑑
+ 0.038
2

50

𝐷𝐷𝑑𝑑
+ 0.017
2

Energy
Input
(𝐽𝐽/𝑚𝑚2 ):
E
5000

Pulse
Duration
(ms):
𝑡𝑡𝑝𝑝
3

The detectability limits of PT can be defined in different ways. Chapter 4 describes the
“measurability” limits of PT under which the depth to a defect could be quantified. In contrast,
this work will define a defect as “detectable” if it exhibits any temperature contrast (𝑇𝑇𝑐𝑐 ) with

respect to a sound area larger than the noise of the thermal camera. In this sense, detectability
answers the question: “can we identify the existence of a defect”, as opposed to the measurability
which address the question: “can we approximate the defect’s depth and/or size”. Unlike
measurability, detectability significantly depends on the energy input and pulse profile delivered
from the flash lamp.
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The amount of energy delivered to a sample during PT is difficult to define. It depends on
the power provided to the lamp, the efficiency of the lamp in converting electrical power to
radiative power, the emission spectrum of the lamp, the spectral radiative surface properties of
the sample being irradiated, as well as the geometry of the sample. Xenon Corporation produces
a low-cost flashing device (X-1100) that reports a maximum energy output of 90 kJ/m2 with a
pulse duration of 7 ms. Contrastingly, Thermal Wave Imaging reports a commercially used flash
thermography system (EcoTherm) that delivers approximately 140 kJ/m2 over 2 ms. However,
neither of these reported values account for the conversion of electrical power to radiative power,
nor do they account for the radiative surface properties of sample being flashed. For this reason,
a conservative value of 5 kJ/m2 with a pulse duration of 3 ms will be used. This is representative
of the 2 flashlamp configurations described in many academic articles and used in many
commercial systems. Again, this is not an exact specification but an estimate for modeling
purposes. Increasing the energy input in the model will generally allow detection of smaller
defects.
An analytical approximation for the three-dimensional heat flow in active thermography
was suggested by Almond et al. and is shown in Eq. (3-1) [33, 49],

𝑇𝑇𝑐𝑐 =

2 ∗ 𝐸𝐸

�𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋

∞

(𝑛𝑛∗𝑍𝑍 )2
− ∝∗𝑡𝑡𝑑𝑑
�� 𝑒𝑒
�
𝑛𝑛=1

∗ �1 −

𝐷𝐷
( 2𝑑𝑑 )2
−4∗∝∗𝑡𝑡
𝑒𝑒
�

(3-1)

where E represents the energy input (𝐽𝐽/𝑚𝑚2 ), and t represents the amount of time after the

radiative pulse. This model can be used to predict the maximum 𝑇𝑇𝑐𝑐 of a thermography

experiment as well as the times at which these maximums occur. Almond acknowledges that the
model does not match the transient temperature profiles perfectly but underestimates the peak
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temperature contrast slightly [33, 49]. Thus, it is a conservative approximation when determining
the detectability of a system with ideal conditions. Data from Eq. (3-1) is compared to numerical
data from the COMSOL simulations in the results section.
Eq. (3-1) is also non-dimensionalized such that the detectability limits can be
extrapolated for a wide range of energy inputs, materials, and defect geometries. Nondimensionalization of the ideal data (data which excludes convection, spectral in-depth
absorption, and includes adiabatic boundaries around the defect) from the numerical simulations
and Eq. (3-1) was performed. Eight variables were used including: 𝑍𝑍𝑑𝑑 , 𝐷𝐷𝑑𝑑 , E, c, k, α, t, and 𝑇𝑇𝑐𝑐 .

Four non-dimensional 𝜋𝜋 terms were determined as shown in Eqs. (3-2), (3-3), (3-4), and (3-5),
where 𝜃𝜃 is the non-dimensionalized temperature, 𝜏𝜏 is the non-dimensionalized time (Fourier

number), ξ is the non-dimensionalized energy input, and 𝐴𝐴𝑅𝑅 is the aspect ratio which describes

the defect size and location.

𝜃𝜃 = 𝑇𝑇𝑐𝑐 ∗
𝜉𝜉 = 𝐸𝐸 ∗
𝐴𝐴𝑅𝑅 =
𝜏𝜏 =

𝑐𝑐 ∗ 𝑍𝑍𝑑𝑑2
𝛼𝛼 2

(3-2)

𝑐𝑐 ∗ 𝑍𝑍𝑑𝑑
𝑘𝑘 ∗ 𝛼𝛼

(3-3)

𝐷𝐷𝑑𝑑
𝑍𝑍𝑑𝑑

(3-4)

𝑡𝑡 ∗ 𝛼𝛼
𝑍𝑍𝑑𝑑2

(3-5)

The validity of these non-dimensionalized terms for ideal systems is demonstrated in
Figure 3-3. The dimensional (Top) and non-dimensional (Bottom) temperature contrast data is
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plotted for various materials, energy inputs, and defect diameters. The data normalizes to the
same value when the non-dimensionalization is employed.

Figure 3-3 : Non-dimensionalizing numerical temperature contrast data for the ideal
thermography scenario. (Top) Data is left in dimensional form. (Bottom) Data has been
non-dimensionalized.
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The COMSOL simulation ran parametric sweeps through a range of flaw diameters and
depths for ideal, and non-deal systems. Plots in the subsequent section contain the results from
these simulations. The temperature contrast data from the numerical simulations was compared
to the noise of a typical thermal camera (Flir SC4000) in order to determine detectability. This
measurement noise was found by uniformly heating an aluminum plate covered with a high
emissivity paint to approximately 370 K. The transient output of one individual pixel was then
analyzed. It was found that the maximum variation was approximately 0.214 deg K while the
standard deviation was 0.038. This noise can be reduced by averaging pixel data temporally
and/or spatially. However, for a conservative estimation of the detectability limits in PT, a value
of ~0.2 deg K was compared to the temperature contrast data to determine detectability. For
comparison, Almond et al. have utilized 0.1 deg K as a detectability limit [49].

Results and Discussion
Figure 3-4 presents numerical data for two systems comprised of PA12 and stainlesssteel which were irradiated with 5 kJ/m2 over 3 ms. Both systems contained a cylindrical defect
(air) 100 𝜇𝜇𝜇𝜇 below the surface with a diameter (𝐷𝐷𝑑𝑑 ) of 75 𝜇𝜇𝜇𝜇. Non-ideal conditions were

included in these simulations (free convection, spectral in-depth absorption, and conduction
through the defect). As can be seen, the peak temperature contrast for the PA12 system exceeds
the measurement noise of the thermal camera (~0.2 deg K), and the temperature contrast for the
stainless-steel system closely approaches it. This data supports the claim that pulse thermography
may be used to detect defects smaller than 100 𝜇𝜇𝜇𝜇 in AM materials. The peak temperature

contrasts will also increase if the defect depth is reduced, or if the energy input is increased. It
should be noted that these results did not account for the pixel resolution, or frame rate
limitations associated with the thermal camera. However, temporal and spatial averaging of pixel
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data will also reduce the effective noise of the thermal camera and thus improve defect
detectability.
As can be seen in Figure 3-4, the thermal diffusivity of the material greatly affects the
time at which the peak temperature contrast occurs. For the stainless-steel system (bottom), the
time at which the temperature contrast peaks is close to the end of the radiative pulse. The
closeness of the end of the pulse to the peak temperature contrast will affect the temperature
profile and the magnitude of the peak temperature contrast.
PA12 properties yield a different response. PA12’s spectral absorption coefficient is
significantly lower than steel. This increases absorption of the radiative pulse contributes to the
different shapes of the transient temperature profiles [31]. As can be seen in Figure 3-4 (Top),
the temperature contrast peaks locally at the time when the pulse ends. This local maximum is
eliminated when the spectral absorption coefficient approached infinity (the radiative pulse is
absorbed entirely in an infinitesimal layer on the surface of the object).
It is also useful to note that small, shallow defects are easier to detect in low thermal
diffusivity materials. The data presented in Figure 3-4 indicates that lower thermal diffusivity
materials exhibit both a larger and slower temperature response that is easier to measure. A
defect less than 100 𝜇𝜇𝜇𝜇 in diameter could likely be seen in steel, but a significantly faster

framerate and/or larger energy input would be required to keep the temperature above the
detection threshold long enough to detect.
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Figure 3-4: Evidence that PT can be used to detect defects smaller than 100 𝛍𝛍𝛍𝛍 in AM
materials. (Top) PA12 sample irradiated with 5 kJ/m2 over 3ms containing a defect 100
μm below the surface with a diameter (Dd) of 75 μm. Non-ideal conditions were included
in the model (free convection, spectral in-depth absorption, and conduction through the
defect). (Bottom) SS 316 sample irradiated with 5 kJ/m2 over 3ms containing a defect 100
μm below the surface with a diameter (Dd) of 75 μm. Non-ideal conditions were included
in the model.

When the temporal spacing between the end of the radiative pulse and the peak
temperature contrast is relatively large (as is the case for the PA12 system shown in Figure 3-4
and Figure 3-5) the analytical model (Eq. (3-1)) underpredicts peak temperature contrast for
ideal data, and overpredicts peak temperature contrast for non-ideal data. However, when the
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pulse duration is extended past the time at which the temperature contrast would normally peak
if the system were irradiated with an instantaneous pulse (as is the case for the stainless-steel
system in Figure 3-4) the analytical model overpredicts peak temperature contrast for both the
ideal and non-ideal data (see Figure 3-6).
Figure 3-5 provides insight on how the analytical model provided by Almond (Eq. (3-1))
can be used to approximate data from ideal and non-ideal systems. If the data is ideal, then the
analytical model provides a conservative estimation for the detection limits of a given PT
experiment. If the data is non-ideal, then the analytical model overestimates the temperature
contrast (and thus the detection sensitivity) even if the pulse length is relatively short compared
to the time at which the temperature contrast peaks. In order to determine if a system is ideal, the
ratio between the thermal conductivities of the defect and the surrounding material, the
convection coefficient, and the spectral absorption coefficient of the material all need to be
known.
As shown previously (see section 4.3.1) if the ratio between the thermal conductivities of
the defect and the surrounding material is less than ~0.07, then the associated error due
conduction through the subsurface defect is less than ~5%. In addition, the percentage of
irradiation transmitting through the subsurface defect and into the material below can be
approximated using the spectral absorption coefficients listed in Table 3-1 and Eq. (3-6) [43]. In
this equation, τ represents the portion of the irradiative pulse that is transmitted through the

defect, 𝜅𝜅𝜆𝜆 is the spectral absorption coefficient, and 𝑍𝑍𝑑𝑑 is the defect depth. For a PA12 system,

~5% of the irradiative pulse would transmit through a subsurface defect located ~115 𝜇𝜇𝜇𝜇 below

the surface. Thus, defects with a depth (𝑍𝑍𝑑𝑑 ) of ~115 𝜇𝜇𝑚𝑚 or greater should have reduced error due
to in-depth absorption effects. As can be seen in Figure 4-4 (Top), the reduction in peak
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temperature contrast between the data with and without in-depth absorption is ~12%. However,
due to the exponential nature of Eq. (3-6) this error would reduce significantly if the defect depth
was increased from 100 𝜇𝜇𝜇𝜇 to the suggested 115 𝜇𝜇𝜇𝜇 stated above.
𝜏𝜏 = 𝑒𝑒 −𝜅𝜅𝜆𝜆 ∗𝑍𝑍𝑑𝑑

(3-6)

Figure 3-5: Comparing peak temperature contrast from the numerical simulations and
Eq. (3-1) for ideal and non-ideal systems. The samples were irradiated with 5 kJ/m2 over
3 ms and contained defects 50 μm below their surface. Note that the location of the end
pulse in relation to the peak temperature contrast shown in Figure 3-4 affects how well
the numerical data matches Eq. (3-1) (Top) dimensional. (Bottom) Non-dimensionalized
with log-scale on vertical axis.
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Figure 3-6: Comparing peak temperature contrast the ideal numerical simulations and Eq.
(3-1) for various pulse lengths. The samples were irradiated with 5 kJ/m2 and contained
defects 50 μm below their surface. Note that as pulse length increases, the ideal numerical
data switches from overpredicting to underpredicting data retrieved from Eq. (3-1).
For example, a stainless-steel sample containing a defect 200 𝜇𝜇𝜇𝜇 below the surface

irradiated with 0.5 kJ/m2 will have a non-dimensional energy input of about ξ = 7.6E5 (see labels
on the right of Figure 3-7). If the thermal camera has a measurement noise of 0.2 deg K, then the
non-dimensional temperature contrast necessary for detection is 𝜃𝜃 = 2.4E5. Following the curve
for ξ until it intersects the horizontal line for 𝜃𝜃 shows that at an aspect ratio of approximately 5
the temperature contrast exceeds the noise of the thermal camera, and the defect is considered

detectable. Thus, the minimum detectable defect diameter for the given system is approximately
1 mm. Plotting Eq. (3-1) with the specified parameters confirms that the maximum temperature
contrast is just slightly greater than 0.2 deg K. It should be reiterated that these results are for an
ideal system, and non-ideal systems will require a greater energy input for the same defect to be
detectable. Table 3-1 presents the minimum detectable defect diameters for three different defect
depths, assuming an energy input of 5 kJ/m2.
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Figure 3-7: Non-dimensionalized peak temperature contrast, 𝛉𝛉, versus aspect ratio for
various non-dimensionalized energy input terms, ξ. The data was retrieved using the
analytical approximation shown in Eq. (3-1), which assumes ideal conditions and
instantaneous pulses. Different materials and energy inputs are shown on the right of the
figure for reference.
Table 3-3 Minimum detectable defect diameter (𝒁𝒁𝒅𝒅 ) for three given defect depths (𝑫𝑫𝒅𝒅 ) in
PA12 and SS 316. The data was retrieved by using Figure 3-7 (Eq. (3-1)) with an energy
input of 5 kJ/m2. The system was assumed to be ideal (no convection, no conduction
through the subsurface flaw, no in-depth absorption of the instantaneous
irradiative pule), and the measurement noise of the thermal camera
was assumed to be ~0.2 deg K.
Defect Depth (𝒁𝒁𝒅𝒅 )
Material
50 𝝁𝝁𝝁𝝁
100 𝝁𝝁𝝁𝝁
200 𝝁𝝁𝝁𝝁
PA12
~ 20 𝜇𝜇𝜇𝜇
~50 𝜇𝜇𝜇𝜇
~150 𝜇𝜇𝜇𝜇
SS 316
~ 30 𝜇𝜇𝜇𝜇
~75 𝜇𝜇𝜇𝜇
~250 𝜇𝜇𝜇𝜇
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Conclusions
The data demonstrates that pulse thermography is sufficiently sensitive to detect defects
smaller than 100 microns in AM materials. Furthermore, the numerical data was compared to
analytical data and non-dimensionalized to determine the smallest defect diameter that is
detectable for a given PT experiment. The stated results have several implications for in-situ
processes monitoring. The short measurement times necessary to detect shallow defects indicate
that minimal delay will be necessary if performed between every layer. The defect sizes
considered in this study are small enough to probe the part layer by layer during AM processing.
However, there are four areas which will require further research to fully address the
proposed question of minimum detectable defect size:
1. Research is needed to thoroughly investigate the wide range of heat sources available.
This equipment could drastically change the minimum detectable defect size by
increasing the temperature response for a given defect.
2. The measured noise of the thermal camera neglected the possibility of averaging pixels
temporally. Research is needed to understand the minimum number of frames necessary
to resolve the temperature contrast curve to perform thermography. Some suggestions are
provided by Shepard et. al. [55]. Based off this information, and the frame rate of the
camera, a specific number of time steps could be averaged together for one pixel, thus
reducing measurement noise and lowering the detection threshold.
3. The results from this study ignored pixel size limitations of the thermal camera. Research
is needed to understand these limitations and to understand the complexities of
integrating an actual thermal camera in an AM process for PT purposes. Future work
may consider when it may be possible to detect defects at a sub-pixel size.
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4. Results produced from these numerical simulations should be verified with empirical
data.
Understanding the size limitations of thermography techniques could have major
implications for AM development. Delamination defects typically have large aspect ratios and
are easier to detect via thermography, while small spherical voids can be easily over-looked. The
conservative methods of this study provided results which suggest that shallow defects with a
diameter even less than 100 𝜇𝜇𝜇𝜇 can be detected using thermography. The minimum detectable

size could potentially be reduced by averaging pixels over time, and or using different equipment
as suggested previously. Reliably monitoring and detecting defects of all sizes could increase the
quality of the final part and allow AM to be implemented in areas where it otherwise would be
infeasible.
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4

DEFECT MEASUREMENT LIMITS USING ACTIVE THERMOGRAPHY
WITH APPLICATION TO ADDITIVE MANUFACTURING

Introduction
Active thermography is performed by heating an object with a flash lamp or pulsed laser
and measuring the transient temperature response of the surface with a thermal camera. This
transient surface temperature profile provides meaningful information about the properties of the
material below. Because defects, such as delaminations or subsurface pores, have different
properties than the materials in which they form they respond uniquely to thermal input [20].
This unique thermal response has led to the development of several different defect detection
techniques [20, 23, 24, 37, 55-59]. These techniques require either the rise in temperature of an
area with respect to its initial temperature, ΔT, or a temperature contrast, Tc, between a defective
area and a “sound” area (an area thermally unaffected by defects and/or boundaries). Typically,
defective areas will exhibit higher peak temperatures than sound areas after being irradiated with
a uniform pulse. Thus, the existence of defects can be detected by measuring any Tc that is above
the noise of the thermal camera being used. However, to predict the size and depth of a defect,
the transient nature of the temperature profile is typically analyzed [23, 24, 59].
Ringermacher et al. [24], and Shepard et al. [59], have developed two thermography
models which can predict the depth of a subsurface defect. Both models are adaptations of the
Parker’s thermal diffusivity measurement technique developed in the 60’s [22, 23]. These
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models are based on the critical times when a derivative of the temperature profile peaks. For
example, Ringermacher uses the time at which the maximum of the derivative of Tc occurs to
predict defect depth as shown in Eq. (4-1):

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜 𝑚𝑚𝑚𝑚𝑚𝑚 �

𝑑𝑑𝑇𝑇𝑐𝑐
3.64 ∗ 𝑍𝑍𝑑𝑑2
� = 𝑡𝑡𝑇𝑇𝑇𝑇′ ≅
𝑑𝑑𝑑𝑑
𝜋𝜋 2 ∗ 𝛼𝛼

(4-1)

where Zd is the defect depth (the distance from the surface of the object to the surface of the
defect) and 𝛼𝛼 is the thermal diffusivity of the material in which the defect is embedded. Shepard

predicts the defect depth using the log time at which the second derivative of the log temperature
peaks as shown in Eq. (4-2):

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜 𝑚𝑚𝑚𝑚𝑚𝑚 �

𝑑𝑑 2 (𝑙𝑙𝑙𝑙𝑙𝑙(∆𝑇𝑇))
𝑍𝑍𝑑𝑑2
�
=
𝑡𝑡
≅
𝑙𝑙𝑙𝑙𝑙𝑙∆𝑇𝑇′′
𝑑𝑑(𝑙𝑙𝑙𝑙𝑙𝑙(𝑡𝑡))2
𝜋𝜋 ∗ 𝛼𝛼

(4-2)

Both models assume that the heat transfer is one dimensional, that the irradiative pulse is
instantaneous, and that the radiation is absorbed in an infinitesimal layer on the surface of the
object. In addition, they assume that the boundaries of the defect and of the object in which the
defect is embedded are adiabatic. Deviations from these ideal conditions will affect the accuracy
of the results obtained from either model.
It has been shown by Pierce et al. [60, 61] and Metz et al. [34] that existing thermography
techniques can be used to detect defects in additive manufacturing (AM) polymers by extending
the duration of the excitation pulse. Metz et al. demonstrated this qualitatively by irradiating
polymer samples with a halogen lamp for 30 seconds and comparing the resulting thermographs
to those obtained when using a shorter 3 ms pulse. The longer pulse resulted in thermographs
with more clearly defined defects. Pierce et al. extended the length of the duration of the input
power to a value of 𝑡𝑡𝑇𝑇𝑇𝑇′ or 𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙∆𝑇𝑇′′ (depending on the model being used) and showed that
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standard depth formulas apply to long pulses if the time is set to zero halfway through the input
pulse. They concluded that 𝑡𝑡𝑇𝑇𝑇𝑇′ and 𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙∆𝑇𝑇′′ serve as a maximum pulse length that allows larger
energy input and higher temperature contrast without deviating substantially from the ideal
approximations used to derive Eqs. (4-1) and (4-2).
In both of these studies the defects were relatively large (> 2 mm in diameter), and there
is limited research on the feasibility of detecting defects 100 μm and smaller using active

thermography. Voids of this size are commonly introduced during additive manufacturing and
their presence significantly impact the mechanical properties of the final part [12, 62, 63]. In
order to determine if active thermography can be used to non-destructively monitor polymer AM
processes, small defects of this size need to be considered.
The detection limits of active thermography have been investigated in several different
ways. Burgholzer has used principles of thermal waves and non-equilibrium statistical physics to
estimate the thermodynamic spatial limits of active thermography [64]. Shepard et al. have

further investigated the detection limits of Eq. (4-2) by differentiating the equation and dividing
by itself [55]. Their results conclude that detectability can be defined differently whether the
defect is near the surface, or whether it is relatively deep. For near surface defects, they claim
that detectability is inversely proportional to the frame number, whereas for deep defects the
detectability is proportional to the thermal effusivity and noise of the thermal camera (NETD)
and is inversely proportional to the energy input and thermal diffusivity. Beemer et al. [65] used
experimental and numerical data to investigate the effects of defect geometry (approximated as
flat bottom holes) on detectability. They observed that if the ratio between the defect’s diameter
and depth is small (<~9), defect measurements cannot be reliably determined from a single pixel.
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Others have relied solely on empirical data and/or numerical simulations which mimic real life
conditions to determine the detection threshold of a particular thermography setup [66, 67].
This study determines the defect geometries for which Eqs. (4-1) and (4-2) are applicable
despite their limiting approximations. A numerical model is used to simulate the heat transfer
during active thermography around subsurface defects and to extract transient surface
temperature data. The transient surface temperature data is retrieved for a large range of defect
diameters at three specific defect depths (50, 100, and 200 μm). The data is used to calculate 𝑡𝑡𝑇𝑇𝑇𝑇′

and 𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙∆𝑇𝑇′′ to determine the smallest defect diameter for which the 1D analytical models (Eqs.
(4-1) and (4-2)) may be used to approximate the defect depth of 3D systems. Results are non-

dimensionalized, and the effects of free convection from the object’s surface, spectral in-depth
absorption, and conduction through the subsurface defect are investigated.

Methods
The observed temperature profile during active thermography depends on many
parameters, including the spectral and thermal properties of the system, defect geometry and
location, boundary conditions of the defect embedded within the object, boundary conditions of
the object surrounding the defect, and specifications of the thermal camera used. The following
paragraphs will explain how each of these parameters were considered when creating a
numerical model which accurately simulates heat flow around a defect embedded in an AM
polymer during active thermography.
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4.2.1

Modeling
An axisymmetric, numerical model was created in COMSOL. The basic geometries,

boundary conditions, and material properties used in the numerical model are shown in Figure
4-1 and

Table 4-1. Defect depth (𝑍𝑍𝑑𝑑 ) and diameter (𝐷𝐷𝑑𝑑 ) varied throughout the simulations in

order to mimic the wide range of defect geometries and locations typical to AM [2, 7, 50]. The
defect height (ℎ𝑑𝑑 ) remained constant at 50 μm, which is a common layer height for many AM

processes [7, 51]. A short pulse (one time step) irradiated the top surface of the model (𝑞𝑞𝑜𝑜 ”) after
which convective cooling occurred (𝑞𝑞𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ). The value of 𝑞𝑞 𝑜𝑜 ” was determined by running

multiple simulations and observing if the maximum surface temperature exceeded the glass
transitional temperature of the polymers. The value of h was selected as 10
effects of free convection.

𝑊𝑊

𝑚𝑚2 𝐾𝐾

to simulate the

All surfaces other than the top of the cylinder were thermally insulated. The boundaries
surrounding the defect were thermally insulated during some of the simulations to match the
assumptions made in analytical models presented in the literature [23, 24, 59]. During other
simulations, however, the adiabatic boundaries were removed, and heat was permitted to conduct
through the defect. The object’s total height remained constant at 0.02 m, while the total width

changed as a function of the defect diameter to ensure that the “sound” area was unaffected by
the temperature change above the defect.
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Figure 4-1: Basic geometry and boundary conditions used in the axisymmetric COMSOL
model. A convective boundary defined the top surface, whereas all other sides were
insulated.

Table 4-1: Material properties used in thermography simulation [36, 52-54].
Thermal
Specific Heat
Thermal
Spectral Absorption
Density
Conductivity
Capacity
Diffusivity
Coefficient (660 nm)
Material
ρ
k
c
α
кλ
(kg/m3)
(W/m K)
(J/kg K)
(m2 /s)
(1/μm)
ABS
0.226
1386
1020
.025
1.596 ∗ 10−7
PA12
0.260
1640
990
.026
1.601 ∗ 10−7
−8
PLA
0.130
1800
1300
.022
5.556 ∗ 10
SS 316
16.2
500
7990
4.055 * 10−6
4.2.2

Convergence and Validation
A convergence study was performed on the numerical model to verify adequate mesh

refinement and time stepping. The time shown in Eq. (4-2), 𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙∆𝑇𝑇′′ , was used to verify that the
model had fully converged. Converging the model on this second derivative parameter ensured

full convergence when also calculating the first derivative time, 𝑡𝑡𝑇𝑇𝑇𝑇′ , and temperature contrast,
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𝑇𝑇𝑐𝑐 . The mesh element size was halved until the difference in 𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙∆𝑇𝑇′′ between iterations was less
than 0.001 seconds. Mesh refinement was implemented on the top surface of the cylinder being
irradiated, and around the subsurface defect.
With the mesh adequately refined, the time step was decreased by a factor of ten until the
difference in 𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙∆𝑇𝑇′′ between iterations was less than 0.001 seconds. The “relative tolerance”

was also decreased by a factor of ten until the same convergence criteria was met. The “relative
tolerance” is the parameter that COMSOL uses to describe how small the residuals between each
iteration need to be before the simulation moves to the next time step.
The location of point S in Figure 3-2 was also verified as a “sound” region by running
two simulations with different defect geometries. For the first simulation, the defect aspect ratio
(𝐴𝐴𝑅𝑅 =

𝐷𝐷𝑑𝑑
𝑍𝑍𝑑𝑑

) had a value of one, whereas the second had a defect aspect ratio of twenty. All other

parameters between the two simulations were kept the same. The maximum difference between
the transient temperatures of these two simulations never exceeded 0.0005 deg K, and thus the
location was unaffected by the defect and/or any other boundaries. Likewise, the height of the
cylinder was increased until the surface temperature between iterations varied by less than
0.0005 deg K. The final simulation settings of the converged model are given in Table 4-2.

Table 4-2: Final simulation settings for fully converged model.
Time Step
(sec)
0.0001

Number of
Relative
Mesh
Tolerance
Elements
132,871

1 ∗ 10−7

Cylinder
Height (m):
ℎ𝑐𝑐
0.02

Cylinder
Distance from
Defect Height
Radius (m):
point S to point
(𝜇𝜇𝜇𝜇): ℎ𝑑𝑑
D (m)
𝑟𝑟𝑐𝑐
𝐷𝐷𝑑𝑑
+ 0.038
2
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50

𝐷𝐷𝑑𝑑
+ 0.017
2

Energy Input
(𝐽𝐽/𝑚𝑚2 ): E
2500

An analytical approximation for the three-dimensional heat flow in active thermography
was suggested by Almond et al. and is shown in Eq. (4-3) [49].

𝑇𝑇𝑐𝑐 =

2 ∗ 𝐸𝐸

�𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋

∞

(𝑛𝑛∗𝑍𝑍𝑑𝑑 )2
�� 𝑒𝑒 − ∝∗𝑡𝑡 �
𝑛𝑛=1

∗ �1 −

𝐷𝐷
( 2𝑑𝑑 )2
−4∗∝∗𝑡𝑡
𝑒𝑒
�

(4-3)

where E represents the energy input (𝐽𝐽/𝑚𝑚2 ), and t represents the amount of time after the radiative

pulse. This model can be used to predict the maximum Tc of a thermography experiment as well
as the times at which these maximums occur. Almond acknowledges that the model does not
match the transient temperature profiles perfectly but underestimates the peak temperature
contrast slightly [49]. Thus, it is a conservative approximation when determining the
detectability of a system with ideal conditions (equivalent to those used in Eqs. (4-1) and (4-2).
Figure 4-2 compares temperature calculations from the analytical model to temperature data

retrieved from the numerical simulation. The model matches the numeral data well; the values of
peak temperature contrast differ at most by 0.7 deg K. While the analytical model consistently
predicts lower temperature differences than the numerical simulation, the time of max
temperature contrast does not have a consistent deviation. The deviations between the curves
produced by analytical or numerical methods are consistent with the observation noted by
Almond et al. The numerical model was considered validated from these results.
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Figure 4-2: Comparing temperature calculations from Eq. (4-3) to temperature data
acquired from the numerical simulation at three defect depths for a PLA object irradiated
with 600 J/m2. TOP: Peak temperature contrast versus defect diameter. BOTTOM: Times
at which the peak temperature contrast occurs versus defect diameter.
4.2.3

Modeling Deviations from the Ideal
Eqs. (4-1), (4-2), and (4-3) assume that the heat transfer is one dimensional, that the

irradiative pulse is instantaneous, and that the radiation is absorbed in an infinitesimal layer on
the surface of the object. In addition, they assume that the boundaries of the defect and of the
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object in which the defect is embedded are adiabatic. The following paragraphs describe how the
numerical model was used to simulate realistic conditions that deviate from the ideal.
One significant difference between the model presented in this study and those cited in
the literature is the inclusion of spectral in-depth absorption. Traditionally, analytical and
numerical active thermography models have assumed that all irradiation is absorbed in an
infinitesimal layer at the object’s surface [22-24, 37, 49, 56-59]. This approximation has yielded
good results for materials with relatively large spectral absorption coefficients (𝜅𝜅𝜆𝜆 ), such as

metals. However, the polymers used in AM have relatively low spectral absorption coefficients
[31]. This increased absorption depth can significantly alter how the object responds to the
radiative pulse during active thermography.
Figure 4-3 illustrates how the inclusion of spectral in-depth absorption can significantly
increase the complexity of the thermography model. When defects exist within the spectral
absorption depth of the material, a portion of the irradiation is either transmitted through or
reflected off the polymer-air interfaces shown. In this figure, the reflectivity of the material is
represented by 𝑅𝑅, and the flux of the irradiative pulse (W/m2) is represented by 𝑞𝑞𝑜𝑜 ”. 𝛽𝛽 describes
the transmissivity of a singular light ray passing through the polymer above the subsurface
pocket of air and is defined by Eq. (4-4):
𝛽𝛽 = 𝑒𝑒 −𝜅𝜅𝜆𝜆 𝑥𝑥

(4-4)

where к𝜆𝜆 represents the spectral absorption coefficient, which determines the exponential

rate at which spectral intensity decreases as it propagates into a material [43]. The internal

reflections and transmissions directed into the polymer at the three polymer-air interfaces (where
𝑥𝑥 equals 0, 𝑍𝑍𝑑𝑑 , and 𝑍𝑍𝑑𝑑 + ℎ𝑑𝑑 ) were summed together. Eqs. (4-5), (4-6), and (4-7) present the first

two terms of these infinite sums.
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Figure 4-3: Modeling reflected irradiation within the object. Note that the incident
radiation, reflections, and transmissions are all normal to the top surface.
𝛾𝛾𝑥𝑥=0 = (1 − 𝑅𝑅) + (1 − 𝑅𝑅) ∗ 𝑅𝑅2 ∗ 𝛽𝛽2 + ⋯

(4-5)

𝛾𝛾𝑥𝑥=𝑍𝑍𝑑𝑑 +ℎ𝑑𝑑 = (1 − 𝑅𝑅)3 ∗ 𝛽𝛽 + 𝑅𝑅2 ∗ (1 − 𝑅𝑅)3 ∗ 𝛽𝛽 + ⋯

(4-7)

𝛾𝛾𝑥𝑥=𝑍𝑍𝑑𝑑 = (1 − 𝑅𝑅) ∗ 𝑅𝑅 ∗ 𝛽𝛽 + (1 − 𝑅𝑅)3 ∗ 𝛽𝛽 ∗ 𝑅𝑅 + ⋯

(4-6)

Because the reflectivity of the selected material is relatively small (about five percent
[31]), it was assumed that any term multiplied by 𝑅𝑅4 would be negligible; therefore Eqs. (4-5),
(4-6), and (4-7) were extended until an 𝑅𝑅4 term was present in each.

The absorption of the irradiative pulse was defined by Eqs. (4-8), (4-9), and (4-10)

represented in the simulation using three separate volumetric heat generation terms. As shown,
Eqs. (4-8), (4-9), and (4-10) represent the portion of the irradiative pulse, which is absorbed just
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below the object’s surface (𝑥𝑥 = 0), just above the subsurface pocket of air (𝑥𝑥 = 𝑍𝑍𝑑𝑑 ), and just
below the subsurface pocket of air (𝑥𝑥 = 𝑍𝑍𝑑𝑑 + ℎ𝑑𝑑 ). These terms were manually added in the

COMSOL model by creating “analytical expressions” with domains that were restricted to the
area directly above or below the defect. Absorption of the irradiative pulse outside of the
defective area was defined similar to Eq. (4-8) with the replacement of the 𝛾𝛾𝑥𝑥=0 term with (1 R).

(4-8)

𝑞𝑞̇ 𝑥𝑥=0 = (𝛾𝛾𝑥𝑥=0 ) ∗ 𝑞𝑞𝑜𝑜" ∗ к𝜆𝜆 ∗ 𝑒𝑒 −к𝜆𝜆 ∗𝑥𝑥

𝑞𝑞̇ 𝑥𝑥=𝑍𝑍𝑑𝑑 = �𝛾𝛾𝑥𝑥=𝑓𝑓𝑓𝑓 � ∗ 𝑞𝑞𝑜𝑜" ∗ к𝜆𝜆 ∗ 𝑒𝑒 −к𝜆𝜆 ∗(𝑍𝑍𝑑𝑑−𝑥𝑥)

(4-9)

𝑞𝑞̇ 𝑥𝑥=𝑍𝑍𝑑𝑑 +ℎ𝑑𝑑 = �𝛾𝛾𝑥𝑥=𝑓𝑓𝑓𝑓+𝑓𝑓ℎ � ∗ 𝑞𝑞𝑜𝑜" ∗ к𝜆𝜆 ∗ 𝑒𝑒 −к𝜆𝜆 ∗(𝑥𝑥−(𝑍𝑍𝑑𝑑 −ℎ𝑑𝑑))

(4-10)

In active thermography, defects are commonly considered to be adiabatic [22-24, 37, 49,
56-59]. However, for low thermal diffusivity materials this might not be an accurate assumption
under all conditions. During some of the simulations, the adiabatic boundaries surrounding the
defect were removed, and heat was permitted to conduct through the defect to evaluate the
impact of adiabatic defect assumptions. Although these conditions do not coincide with
assumptions made in the Eqs. (4-1), (4-2), and (4-3), they are meant to provide accurate
approximations for actual thermography applications.
Free convection was not included within the subsurface, cylindrical pocket of air, because
the hotter top surface resulted in a stable temperature gradient [68]. Radiative heat transfer was
also excluded from the model based on the following justification. If the following
approximations are made: a view factor of one between the top and bottom surfaces of the
defect, a defect height of 50 μm, a temperature difference of 10 deg K, and a surface emissivity
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of 1; then the ratio of radiative to conductive heat flux through the defect can be approximated
by Eq. (4-11).
"
𝑞𝑞𝑟𝑟𝑟𝑟𝑟𝑟,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

"
𝑞𝑞𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

≈

4
4
𝜎𝜎(𝑇𝑇𝑥𝑥=𝑍𝑍
− 𝑇𝑇𝑥𝑥=𝑍𝑍
)ℎ𝑑𝑑
𝑑𝑑
𝑑𝑑 +ℎ𝑑𝑑

(4-11)

𝑘𝑘𝑎𝑎𝑎𝑎𝑎𝑎 �𝑇𝑇𝑥𝑥=𝑍𝑍𝑑𝑑 − 𝑇𝑇𝑥𝑥=𝑍𝑍𝑑𝑑 +ℎ𝑑𝑑 �

In this equation, k air represents the thermal conductivity of air at one atmosphere, σ

represents Stephan-Boltzman’s constant, Tx=Zd represents the temperature of the top surface of
the defect, and Tx=Zd+hd represents the temperature of bottom surface of the defect. Even with

these conservative approximations, the ratio of radiative to conductive heat flux for the system
presented in this study is approximately 0.012 when a 10 deg K temperature exits between the
two surfaces. The value of this ratio decreases further when the temperature difference decreases
to 1 deg K. From these calculations, radiation within the subsurface defect was considered
negligible and was therefore excluded from the model.
The effects of including the non-ideal conditions in the numerical model are shown in
Figure 4-4. The model was used to simulate a PA12 sample containing a defect 100 𝜇𝜇m below its

surface. The sample was irradiated with a short pulse (2500 J/m2) after which the transient
surface temperature was analyzed to determine the time at which the derivative of the

temperature contrast peaked (t Tc′ ). As can be seen, including conduction through the defect and

spectral in-depth absorption had a significant impact on t Tc′ . These non-idealities would limit the

ability to quantify the defect’s depth using Eq. (4-1) reducing the time to peak contrast by ~23%
at large aspect ratios (𝐴𝐴𝑅𝑅 ). Aspect ratios below 6 show increased deviations from the ideal.
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Figure 4-4 Effects of including non-ideal conditions in a numerical model which simulates
a PA12 sample containing a subsurface cylindrical pocket of air 100 μm below the object’s
surface, being irradiated with a short pulse (2500 J/m2).
Furthermore, these non-ideal conditions significantly increase the difficulty of using Eq.
(4-2) to predict defect depth. In an ideal system, the logarithm of the temperature difference
(with respect to the initial temperature) can be plotted as a function of the logarithm of time to
obtain a profile like the one shown in Figure 4-5A. As can be seen, for high aspect ratios (i.e.,
one-dimensional heat transfer) the log(ΔT) versus log(t) plot exhibits two linear trends. At small
times there is a line with a slope of negative one half, after which a transition occurs and the line
bends horizontally. The ability to use Eq. (4-2) depends on how distinct the transition is between
these two straight lines. However, as seen in Figure 4-5B, the inclusion of small aspect ratios or
non-ideal heat transfer conditions both reduce the clarity of this transition zone which increases
the difficulty of using this technique to determine depth. Depending on the parameters of a given
system, non-ideal heat transfer conditions may prevent the use of Eq. (4-2) entirely.
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A) Ideal conditions

B) Non-ideal conditions

Figure 4-5: log(ΔT) as a function of log(t) for an ideal and non-ideal system with defect
aspect ratios ranging between 0.5 and 20.5. The material properties of PA12 were used,
and the defect depth (Zd) was 100 μm.

Figures in the Results section will include data for both the ideal, and non-ideal heat
transfer conditions. Ideal conditions are those used in Eqs. (4-1), (4-2), and (4-3); they include
heat transfer that is one dimensional, radiation that is absorbed in an infinitesimal layer on the
surface of the object, and adiabatic boundaries around the subsurface defect and cylinder in
which the defect is embedded. The data presented for the non-ideal scenario will include spectral
in-depth absorption, conduction through the subsurface defect, and free convection from the
surface of the cylinder. The following section will describe how the numerical data was nondimensionalized

4.2.4

Non-dimensionalization
The results for the ideal scenario discussed previously (Eq. (4-1), (4-2), and (4-3)) have

been non-dimensionalized. Eight variables were used including: 𝑍𝑍𝑑𝑑 , 𝐷𝐷𝑑𝑑 , E, c, k, α, t, and 𝑇𝑇𝑐𝑐 or

𝛥𝛥𝛥𝛥 (depending on whether 𝑡𝑡𝑇𝑇𝑇𝑇′ or 𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙∆𝑇𝑇′′ was being calculated). Four non-dimensional 𝜋𝜋 terms
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were determined as shown in Eqs. (4-12), (4-13), (4-14), and (4-15), where 𝜃𝜃 is the non-

dimensionalized temperature, 𝜏𝜏 is the non-dimensionalized time (Fourier number), ξ is the non-

dimensionalized energy input, and 𝐴𝐴𝑅𝑅 is the aspect ratio which describes the defect size and
location.

𝜃𝜃 = 𝛥𝛥𝛥𝛥 ∗
𝜉𝜉 = 𝐸𝐸 ∗
𝐴𝐴𝑅𝑅 =
𝜏𝜏 =

𝑐𝑐 ∗ 𝑍𝑍𝑑𝑑2
𝛼𝛼 2

(4-12)

𝑐𝑐𝑐𝑐 ∗ 𝑍𝑍𝑑𝑑
𝑘𝑘 ∗ 𝛼𝛼

(4-13)

𝐷𝐷𝑑𝑑
𝑍𝑍𝑑𝑑

(4-14)

𝑡𝑡 ∗ 𝛼𝛼
𝑍𝑍𝑑𝑑2

(4-15)

The validity of these non-dimensionalized terms for ideal systems is demonstrated in
Figure 4-6. The temperature contrast derivative data is plotted for various input energies,
materials, defect depths, and defect diameters. The data from the various systems normalize to
the same value when the non-dimensionalization is employed. Figure 4-6 demonstrates that the
non-dimensionalization for the temperature derivative methods is independent of energy input, ξ.
This is to be expected when considering the parameters used in Eqs. (4-1) and (4-2). However,
when using models to approximate temperature contrast (such as Eq. (4-3)) the nondimensionalized energy input will need to be consistent for the data to converge to the same
value. This is because the temperature contrast is dependent on energy input, unlike the critical
times at which the derivative of 𝑇𝑇𝑐𝑐 or ∆𝑇𝑇 peak. It should be noted that the data shown in Figure

4-6 plateaus at a value of 3.64/π2, whereas data from the second derivative method (Eq. (4-2))
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would plateau at a value of 1/π. These are the non-dimensionalized solutions for Eqs. (4-1) and
(4-2) when the aspect ratio is large enough to enforce one dimensional heat transfer.

Figure 4-6: Non-dimensionalizing temperature contrast and time derivative data for the
ideal thermography scenario.
For Figure 4-7-11 in the results section it was convenient to non-dimensionalize the
critical times using Eqs. (4-1) and (4-2) as shown in Eqs. (4-16), (4-17) below. Eq. (4-16)
represents the ratio between the time at which the derivative of the temperature contrast peaks
from the numerical data divided by the same time approximated by the model presented in Eq.
(4-1). Thus, when 𝛤𝛤𝑇𝑇𝑐𝑐′ reaches a value of one, the conditions are considered ideal, and Eq. (4-1)

accurately predicts the depth of a defect.
𝛤𝛤𝑇𝑇𝑐𝑐′ =

𝑡𝑡 𝑇𝑇𝑐𝑐′ (𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠)

𝛤𝛤𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙′′ =

𝑡𝑡 𝑇𝑇𝑐𝑐′ (𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝐸𝐸𝐸𝐸.

(4-16)

(4-2))

𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑇𝑇′′ (𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠)
𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑇𝑇′′ (𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝐸𝐸𝐸𝐸.

(4-17)

(4-2))
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Results and Discussion
Figure 4-7 and 4-8 illustrate the non-dimensionalized times shown in Eqs. (4-16) and
(4-17) versus aspect ratio. The results were retrieved by sweeping through a large range of defect
diameters at three specific defect depths (50, 100, and 200 μm). Data labeled “non-ideal” in the
legend indicates that in-depth absorption, conduction through the subsurface flaw, and
convection from the top surface of the object were included in the model.
As can be seen in Figure 4-7 and 4-8, the aspect ratio for which a 3D system will behave
as a 1D system (assuming adiabatic boundaries around the flaw, no convection from the surface
of the object, and no radiative in-depth absorption) is approximately 6. However, using Eqs.
(4-1) and (4-2) to approximate the depth of a defect with an aspect ratio of 4 would still yield
reasonably accurate results (<10% error) for the ideal conditions mentioned previously. The
deviations from the model under ideal heat transfer conditions are consistent and a correction
could be used to increase depth estimation accuracy at small aspect ratios if the aspect ratio is
known.
Figure 4-7 and 4-8 also indicate that Eqs. (4-1) and (4-2) are not as accurate (error >
20%) when approximating the depth of defects in systems that have the non-ideal conditions
included in the models. In fact, the non-ideal data never approaches a value of one, even when
large aspect ratios are analyzed. This is to be expected, because including convective heat loss
and in-depth absorption deviates from the ideal conditions used to derive Eqs. (4-1) and (4-2). It
is interesting to note that the non-ideal data plateaus at the same aspect ratio as the ideal data.
This implies that there is physical significance with respect to this aspect ratio value and that it
would be feasible to adapt the depth measurements for non-ideal conditions. Further research is
needed to create an analytical model to describe this phenomenon.
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Figure 4-7: 𝒕𝒕𝑻𝑻′𝒄𝒄 retrieved from an axisymmetric numerical model, divided by 𝒕𝒕𝑻𝑻′𝒄𝒄
retrieved from a 1D analytical model (Eq. (4-1)), 𝜞𝜞𝑻𝑻′𝒄𝒄 , as a function of defect aspect ratio
for various defect depths.

Figure 4-8: 𝐭𝐭 𝐥𝐥𝐥𝐥𝐥𝐥𝐥𝐥𝐓𝐓′′ retrieved from an axisymmetric numerical model, divided by 𝐭𝐭 𝐥𝐥𝐥𝐥𝐥𝐥𝐥𝐥𝐓𝐓′′
retrieved from a 1D analytical model (Eq. (4-2)), 𝚪𝚪𝐥𝐥𝐥𝐥𝐥𝐥𝐥𝐥𝐥𝐥′′ , as a function of defect aspect ratio
for various defect depths.
Figure 4-9 and 4-10 demonstrate that the temperature contrast and temperature difference
at the critical times shown in Figure 4-7 and 4-8 are higher than the noise of a typical thermal
camera (~0.2 deg K). Thus, detection and analysis of these small defects is possible. However,
this study did not consider the spatial resolution of typical cameras, nor the frame rate required to
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capture the transient nature of the temperature profile. Future work is needed to investigate these
spatial resolution and frame rate limitations.

Figure 4-9: Temperature contrast (Tc) at the critical times shown in Figure 4-7 for a
PA12 sample with a subsurface cylindrical flaw, irradiated with 2500 J/m2. Higher values
provide for easier detection.

Figure 4-10: Temperature difference (ΔT) at the critical times shown in Figure 4-8 for a
PA12 sample with a subsurface cylindrical flaw, irradiated with 2500 J/m2. Higher values
provide for easier detection.
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4.3.1

Determining if a System is Ideal
The data presented in the previous section can be used to approximate the depth of a

defect in a thermography experiment if the system is known to be ideal or non-ideal. As can be
seen in Figure 4-4, the non-ideal conditions which affect 𝑡𝑡𝑇𝑇𝑇𝑇′ calculations the most are

conduction through the subsurface defect, and spectral in-depth absorption. Modeling the
subsurface defect with adiabatic boundaries is a convenient and often good approximation.
However, if the ratio between the thermal conductivity of the defect (air) and the surrounding
material is relatively large (>.07), then significant errors (>5%) are introduced when
approximating defect depth, as shown in Figure 4-11. These results were obtained by assuming a
defect with the properties of air and a height of 50 μm. A defect with a larger height would yield
more accurate results when using Eqs. (4-1) or (4-2) while smaller defect heights would have
larger deviations than those shown here.
Determining if spectral absorption should be included in the model requires knowledge of
the spectral absorption coefficient of the material [31]. In the simulation used to retrieve the data
shown in Figure 4-4, the defect resides within the spectral absorption depth of PA12, such that

approximately a quarter of the incident irradiation was either transmitted through or reflected off
the polymer-air interfaces shown in Figure 4-3. These errors would be greatly reduced if the
defect depth and or the material’s spectral absorption coefficient were larger. When considering
using Eqs. (4-1) or (4-2) on the polymers and defect geometries typical to AM, spectral in-depth
absorption should be included.
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Figure 4-11: Non-dimensionalized time, 𝜞𝜞𝑻𝑻′𝒄𝒄 , versus the ratio of thermal conductivities of
the defect (air) to surrounding material (PA12). The numerical data was retrieved from a
COMSOL simulation, with an energy input of 2500 (J/m2), a defect depth of 100 μm, and a
flaw diameter of 2 mm.
Conclusions
The measurement limit was determined by considering the defect diameter at which Eqs.
(4-1) and (4-2) would yield accurate results. Because these equations assume highly idealized
conditions, including 1D heat transfer, these results indicate what defect diameter is required for
the 3D system to behave one-dimensionally during the measurement period.
The measurement limits provided are useful in understanding the applicability of active
thermography in AM processes. As shown from the data in the results section, there are
significant errors introduced when approximating the depth of a defect with an aspect ratio less
than 4. If active thermography was to be performed during AM after depositing each layer, it is
likely that many defects would form at the interface between the previous and current layers.
Thus, the defect depth would likely be the layer height of the AM process (~50 μm) and the
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defect diameter at which measurability begins with the idealized models would be roughly four
times that amount (~200 μm). Pores smaller than 100 μm are common in many AM processes
and their presence can significantly affect the integrity of the final part. Therefore, the current
models for active thermography may not be suitable for approximating the depth of all defects
significant in AM.
Even though the defect depths may not be approximated directly using Eqs. (4-1) and
(4-2), the figures provided may be used in conjunction with these equations to approximate the
extent at which these analytical models deviate from the actual defect depth. Because the nondimensionalized models show that the response to smaller aspect ratio pores is consistent and can
be above the detection threshold, future work may consider enhanced models that facilitate
quantification of smaller defects of interest in AM.
If active thermography were performed during AM, it would be helpful to identify the
layers where defects most likely reside. The measurement limits of determining a defective layer
(for example 50 to 100 μm) would be less restrictive than determining a specific defect height.
Thus, smaller defects may be considered ‘measurable’ under these conditions. As each layer is
manufactured, the defects could be observed from multiple depths. With each subsequent layer,
the depth would increase as well as the size of the smallest measurable defect.
This research focused on measurability of a defect’s depth as opposed to detectability of a
defect’s existence. It is likely that the detectability limit (which only requires a temperature
contrast, Tc) will be less restrictive than the measurement limit (which requires the critical times
at which the derivatives of Tc peaks). By extending the irradiation length, and/or increasing the
energy input of the pulse it may be possible to detect (not measure) defects smaller than 100 μm
in these low thermal diffusivity materials.
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5

CONCLUSION

The goal of the research conducted for this master’s thesis is to understand if active
thermography is a suitable technique to identify and measure defects in additive manufacturing
(AM) processes. Although other non-destructive measurement techniques exist, active
thermography is an attractive option for AM applications because of the short measurement
times that could be implemented between each layer of a print, and because of the relatively
inexpensive equipment required. However, it was uncertain if active thermography was sensitive
enough to detect the small defects (<100 𝜇𝜇𝜇𝜇) commonly introduced during AM. For this reason,
the research addressed the following questions:

1. Can active thermography be used to detect the existence of small defects common in
additive manufacturing processes?
2. Can active thermography be used to approximate the size and depth of small defects
common in additive manufacturing processes?
The preceding chapters answer these two questions by analyzing data from numerical
simulations which mimic conditions typical to AM. In chapter two, material properties of AM
polymers (including the spectral absorption coefficient) were measured for use in the numerical
simulations. In chapter three, the creation of the numerical model was described, and the data
was used to identify the measurement limits for which traditional 1D thermography models can
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be applied to non-ideal, 3D systems. In chapter four, the numerical models were used to
investigate the detection limits of active thermography in additive manufacturing materials, by
identifying the minimum detectable defect diameter for a given defect depth and input energy.

Chapter 2 Summary
An integrating sphere system was used to measure the spectral absorption coefficient and
spectral reflectivity for common AM polymers. Although spectral measurements for AM
polymers already exist in the terahertz or UV regime [39, 40], the measurements presented in
chapter two are unique because they are in the visible spectrum. A large portion of the light
emitted from the flash lamps used in active thermography are in the visible spectrum, therefore
these measurements were necessary to accurately model active thermography in AM [35, 36].
The results are shown in Table 2-1 and Table 2-2 below.
Table 2-1: Comparing spectral, directional-hemispherical reflectivity measurements from
an integrating sphere system to spectral, normal-normal reflectivity calculations from
Fresnel’s equation
Material
Index of
𝝆𝝆′𝝀𝝀⌓ Measured with the
𝝆𝝆ꓕꓕ
𝝀𝝀 Calculated Using
Refraction [46]
Integrating Sphere
Fresnel Equation [43]
PLA

1.35-1.45

0.022-0.034

0.039

ABS

1.54

0.045

0.052

1.52-1.53

0.043-0.044

0.037

Polyamide 12

Table 2-2: Absorption coefficient of fully dense AM polymers (μm-1)
Projector
Material
Color Manufacturer
660 nm
532 nm
Spectrum
PLA

Black

Hatchbox

0.022 +/- 0.002

0.026 +/- 0.003

0.023 +/- 0.01

ABS

Black

IC3D

0.025 +/- 0.003

0.028 +/- 0.005

0.025 +/- 0.02

Polyamide 12 Black

EOS

0.026 +/- 0.003

0.030 +/- 0.005

0.023 +/- 0.02
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The measurement of the spectral absorption coefficients also influenced how the
numerical model was created. A simple calculation will show that at a depth of 96 μm,
approximately 90% of irradiation in the visible spectrum incident on the surface of a PLA part is
absorbed. If a defect is present at this depth, it is likely that a significant portion of the remaining
irradiation will be transmitted through the defect and into the material below. Transmission
through subsurface defects will distort surface temperatures necessary for active thermography
measurements. Thus, the numerical model used in subsequent chapters included affects from indepth absorption and internal reflections of the incident radiative pulse.

Chapter 3 Summary
The creation of the numerical model is explained with some variation from Chapter 4.
The model was used to retrieve thermography data for a wide range of defect geometries in
different AM materials. The detection limit was determined by considering the defect diameter at
which the peak surface temperature contrast (the difference in surface temperatures directly
above a defect and above a sound region) exceeds the measurement noise of a typical thermal
camera (~0.2 deg K). The results from the numerical data were compared to an analytical model
presented by Almond et al. [33]. The analytical model was then non-dimensionalized and used to
find the minimum detectable defect diameters for a given defect depth as shown in Table 3-3
below. As can be seen, the data indicates that active thermography is sensitive enough to detect
the existence of defects smaller than 100 𝜇𝜇𝜇𝜇 in AM materials.
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Table 3-3: Minimum detectable defect diameter (𝒁𝒁𝒅𝒅 ) for three given defect depths (𝑫𝑫𝒅𝒅 ) in
PA12 and SS 316. The data was retrieved by using Figure 3-7 (Eq. (3-1)) with an energy
input of 5 kJ/m2. The system was assumed to be ideal (no convection, no conduction
through the subsurface flaw, no in-depth absorption of the instantaneous
irradiative pule), and the measurement noise of the thermal camera
was assumed to be ~0.2 deg K.
Defect Depth (𝒁𝒁𝒅𝒅 )
Material
50 𝝁𝝁𝝁𝝁
100 𝝁𝝁𝝁𝝁
200 𝝁𝝁𝝁𝝁
PA12
~ 20 𝜇𝜇𝜇𝜇
~50 𝜇𝜇𝜇𝜇
~150 𝜇𝜇𝜇𝜇
SS 316
~ 30 𝜇𝜇𝜇𝜇
~75 𝜇𝜇𝜇𝜇
~250 𝜇𝜇𝜇𝜇
Chapter 4 Summary
The creation of the numerical model was explained in Chapters 3 and 4. The model was
used to retrieve thermography data for a wide range of defect geometries in different AM
materials. The measurement limit was determined by considering the defect diameter at which
traditional thermography models would yield accurate results. Because these equations assume
highly idealized conditions, including 1D heat transfer, these results indicate what defect
diameter is required for the 3D system to behave one-dimensionally during the measurement
period. The results are summarized in Figure 4-7 and Figure 4-8 below. 𝛤𝛤𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙′′ and 𝛤𝛤𝑇𝑇𝑐𝑐′ are nondimensionalized times derived from traditional 1D thermography models. When the data

approaches a value of one, it indicates that the defect aspect ratio (𝐴𝐴𝑅𝑅 ; defect diameter divided by
defect depth) is sufficiently large to approximate the defect’s depth using the traditional
thermography models.
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Figure 4-7: 𝒕𝒕𝑻𝑻′𝒄𝒄 retrieved from an axisymmetric numerical model, divided by 𝒕𝒕𝑻𝑻′𝒄𝒄
retrieved from a 1D analytical model (Eq. (4-1)), 𝜞𝜞𝑻𝑻′𝒄𝒄 , as a function of defect aspect ratio
for various defect depths.

Figure 4-8: 𝐭𝐭 𝐥𝐥𝐥𝐥𝐥𝐥𝐥𝐥𝐓𝐓′′ retrieved from an axisymmetric numerical model, divided by 𝐭𝐭 𝐥𝐥𝐥𝐥𝐥𝐥𝐥𝐥𝐓𝐓′′
retrieved from a 1D analytical model (Eq. (4-2)), 𝚪𝚪𝐥𝐥𝐥𝐥𝐥𝐥𝐥𝐥𝐥𝐥′′ , as a function of defect aspect ratio
for various defect depths.
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As can be seen in Figure 4-7 and Figure 4-8, the aspect ratio for which a 3D system will
behave as a 1D system (assuming adiabatic boundaries around the flaw, no convection from the
surface of the object, and no radiative in-depth absorption) is approximately 6. However, using
the traditional thermography models to approximate the depth of a defect with an aspect ratio of
4 would still yield reasonably accurate results (<10% error) for the ideal conditions mentioned
previously. The figures also demonstrate that the traditional models are not as accurate (error >
20%) when approximating the depth of defects in systems that have the non-ideal conditions
included in the models. However, it is interesting to note that the non-ideal data plateaus at the
same aspect ratio as the ideal data. This implies that there is physical significance with respect to
this aspect ratio value and that it would be feasible to adapt the depth measurements for nonideal conditions.

Future Work
Despite these promising results, future work is needed to fully understand if active
thermography can be applied to AM. The following list outlines the recommended future
research:
•

Investigate the wide range of thermal cameras and heat sources available. This equipment
could drastically change the measurement noise, pixel resolution, and input energy
required to produce a detectable temperature contrast. Thus, the detection limit of active
thermography in AM will depend greatly on the equipment selected.

•

Investigate the possibility of averaging pixels temporally, which includes understanding
the minimum number of frames necessary to resolve the temperature contrast curve to
perform thermography. Doing so could reduce the measurement noise of the thermal
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camera and lower the detection threshold.
•

Research pixel size limitations of the thermal camera and how they affect the actual
integration of active thermography in AM processes. Future work may also consider
when it may be possible to detect defects at a sub-pixel size.

•

Validate the numerical results with experimental data.

•

Develop thermography models which can predict defect depth and size in materials with
existing temperature gradients. These temperature gradients exist in AM and need to be
addressed in the models.

•

Integrate active thermography measurements into actual production AM processes.

•

Investigate if the heat sources from existing AM processes (for sintering material) can be
used to detect defects without added heat sources (thus reducing the amount of equipment
used).

•

Research is needed to test ways of repairing defects and/or adjusting the remaining
geometry after thermographic defect detection occurs.

The integration of active thermography in AM processes could provide instant feedback
on the quality and consistency of a 3D print. However, the actual integration of this technology
may be complicated. Because small defects have significant impact on the mechanical properties
of the final part, small fields of view and fast frame rates will be required to implement active
thermography in significant ways. The size of the final AM part, and or the time required to
measure an individual layer may be restricted by the field of view of the thermal camera and or
the lenses being used. Furthermore, the measurement of defects will be greatly influenced by the
geometry of the printed part, and the temperature gradients produced by the manufacturing
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process. These complications, however, seem manageable and the research provided has
demonstrated the usefulness of active thermography for AM applications.
The detection limits provided are useful in understanding the applicability of active
thermography in AM processes. The implementation of active thermography is relatively simple,
cheap, and fast when compared to other AM quality assurance methods as discussed previously.
As the fourth industrial revolution continues, AM will contribute in significant ways if
technologies can ensure its use is consistent and reliable. Active thermography has shown
potential as being an efficient technique for detecting and measuring small defects common in
AM.
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