In physics-based engineering modeling and uncertainty quantification, distinguishing the effects of two main sources of uncertainty -calibration parameter uncertainty and model discrepancy -is challenging. Previous research has shown that identifiability, which is quantified by the posterior covariance of the calibration parameters, can sometimes be improved by experimentally measuring multiple responses of the system that share a mutual dependence on a common set of calibration parameters. In this paper, we address the issue of how to select the most appropriate subset of responses to measure experimentally, to best enhance identifiability. We use a preposterior analysis approach that, prior to conducting physical experiments but after conducting computer simulations, can predict the degree of identifiability that will result using different subsets of responses to measure experimentally. It predicts identifiability via the preposterior covariance from a modular Bayesian Monte Carlo analysis of a multi-response spatial random process (SRP) model. Furthermore, to handle the computational challenge in preposterior analysis, we propose a surrogate preposterior analysis based on Fisher information of the calibration parameters. The proposed methods are applied to a simply supported beam example to select two out of six responses to best improve identifiability. The estimated preposterior covariance is compared to the actual posterior covariance to demonstrate the effectiveness of the methods.
analysis and surrogate preposterior analysis, in conjunction with the multi-response modular Bayesian approach, for 1 predicting identifiability prior to conducting physical experiments. In Section 4, the proposed methods are applied 
REVIEW OF MULTI-RESPONSE SRP MODELING & CALIBRATION PARAMETER IDENTIFIABILITY

7
The most popular general model uncertainty quantification framework to assess parameter uncertainty and model Gaussian process approach. The SRP modeling technique is compatible with the Bayesian framework to quantify 12 model uncertainty, particularly the type of model parameter uncertainty on which we focus in this paper. It also has 13 the merit of providing a reasonable quantification of the uncertainty of the prediction via a prediction error variance
14
(in addition to a prediction mean) of the experimental responses.
15
After collecting simulation and experimental data, two separate modules are used to fit the multi-response Gaus-
16
sian process (MRGP) models for the computer simulations and for the model discrepancy functions, as follows.
17
Module 1. Multi-response Gaussian process modeling for the computer simulations
18
A MRGP model is fitted to the simulation data to replace the expensive computer simulations and to predict the 19 value of the simulation response at any input site in the design domain. The MRGP model follows the form [14, 15] 20 that is specified by its prior mean and prior covariance functions:
where y m (x, θ) = [y 
Gaussian correlation function
where
] is the vector of roughness parameters that are used to capture the nonlinearity of the
where vec(·) is matrix vectorization (by stacking the columns of the matrix), ⊗ denotes the Kronecker product, 10 R m is an N m × N m correlation matrix whose ith-row, jth-column entry is
12
Module 2. Multi-response Gaussian process modeling for the discrepancy functions
13
Similarly to Module 1, a MRGP model
is created for the discrepancy functions, where δ(x) = [δ 1 (x), ..., δ q (x)] denotes the discrepancy functions for multi-
] denotes a set of pre-defined regression basis functions,
is a matrix of unknown regression coefficients, Σ δ is an unknown non-spatial q × q covariance matrix, and R δ (x, x ) 17 implemented in this paper is again the Gaussian spatial correlation function experimental responses is also a MRGP that is the sum of the two MRGPs (Eqs. (2) and (5)) and the random error 3 term, i.e.
where y e (x) = [y comprising the variance of measurement error, and diag(λ) is a diagonal matrix formed by the vector λ.
6
The unknown hyperparameters of the MRGP model (together with the yet-to-be-estimated measurement error Based on Bayes theorem, the posterior of the calibration parameters is
whereφ is the MLEs of 
PREPOSTERIOR ANALYSIS TO SELECT THE RESPONSES TO MEASURE
9
In the previous section we discussed identifiability assessment using the posterior covariance calculated after observ-
10
ing both the simulation data and the experimental data. As discussed earlier, identifiability may possibly be enhanced
11
by measuring multiple experimental responses. However, because each experimentally measured response incurs 12 additional cost and effort, it is important to select an appropriate subset of responses that will reasonably enhance 13 identifiability but that are economically feasible to measure. In this section we discuss our approach for using a for preposterior analysis. This could be accomplished based on some heuristics (e.g., one that will be discussed in consideration) would be deemed the most likely to achieve good identifiability. Each step of the preposterior analysis 1 is described in detail as follows.
2
Step 1 i.e., the experimental design that one intends to use for the physical experiment (in the MC simulations of Step 2, 12 simulated experimental response values will be generated at these input settings).
Step 1c then assigns the prior distri- range, while a normal distribution with specified mean and variance can be used for a more informative prior.
22
Step 2. Monte Carlo (MC) loop (for i = 1, ..., N mc )
23
In order to calculate the preposterior covariance, a Monte Carlo (MC) sampling strategy is applied to generate 24 N mc replicates of hypothetical experimental response data based on the information calculated or specified in Step 1.
25
For each replicate, after generating the hypothetical experimental data, the multi-response modular Bayesian approach 26 is applied to estimate the hyperparameters of the discrepancy function MRGP models and to calculate the posterior 27 covariance for this replicate. For the ith MC replicate, the following steps are involved. The superscript (i) added to
28
International Journal for Uncertainty Quantification a quantity indicates that it is for the ith MC replicate.
1 a) Generate a simulated set of experimental data Y e(i) .
2
A realization θ (i) of the calibration parameters is first generated from its prior distribution specified in Step 1. 
b) Based on Y e(i) , estimate the hyperparameters of the discrepancy function MRGP δ (i) (x) for the ith MC replicate.
20
This is a direct application of Module 2 of the multi-response modular Bayesian approach described in Section 2.1,
21
but with an actual set of experimental data Y e replaced by the hypothetical set Y e(i) generated on the ith MC replicate. Step 3. Calculate the preposterior covariance as average of the N mc posterior covariances from 
Step 4. Based on the preposterior covariances of all subsets of responses, select a subset to measure experimentally
11
In Bayesian analyses, the posterior covariance constitutes a standard quantification of parameter identifiability [9- computationally efficient surrogate preposterior analysis that can be used to eliminate the responses that are unlikely to 5 lead to good identifiability, thereby substantially reducing the number of response combinations that must be included 6 in preposterior analysis.
7
For the r-dimensional calibration parameter vector θ, the observed Fisher information I(θ) is a matrix whose 8 uth-row, vth-column entry is the negative second-order derivative of the log-likelihood function:
where vth-column entry (u, v = 1, 2, ..., r) of our averaged observed Fisher information matrix to be information we have about θ from Y m and Y e , and the more likely we are to achieve good identifiability. entire Fisher-information-based surrogate preposterior procedure.
13
The surrogate analysis is clearly much more efficient than the full preposterior analysis. 
CASE STUDY: A SIMPLY SUPPORTED BEAM EXAMPLE
21
In this section, a simply supported beam example (FIG. 5) it did not provide a strategy for predicting which pair of responses will best enhance identifiability prior to conducting 9 the physical experiment.
10
In this paper, we predict identifiability prior to collecting the physical experimental data, although the simulation θ from its prior and using Eq. (12).
13
To better illustrate the relationship between the preposterior and the surrogate preposterior analyses, we conduct 14 the preposterior analysis in the same "fixed-θ" manner described in the preceding paragraph for the surrogate prepos- corresponds to a larger value of the latter.
23
The same procedure was repeated for every other pair of responses. rior and surrogate preposterior analyses. The ranks in columns 2 and 3 are based on the predicted identifiability; 1 25 corresponds to the smallest preposterior variance / largestÎ, and 15 to the largest preposterior variance / smallestÎ.
26
The rankings provide us with predictions of which subsets are most likely to enhance identifiability (lower ranks) and down the candidate pairs to consider in the preposterior analysis. Considering its extremely low computational cost,
10
the surrogate preposterior analysis is a useful enhancement to the preposterior analysis for reducing the number of 11 response pairs to consider.
12
The results from three analyses in TABLE 2 are in good accordance with the underlying physics of the system.
13
For example, the strain y 1 and the plastic strain y 2 are perfectly correlated with each other; their values are off by 14 a constant (equal to the value of elastic strain). Therefore, their combination adds no more information about θ and 15 enhances identifiability little beyond using either single response. In contrast, the internal energy y 4 and the midpoint 16 displacement y 5 follow a nonlinear relationship, and thus the degree of improvement in identifiability is substantial.
17
It is not surprising to observe the absolute differences between the posterior variance and preposterior variances. In (FIG. 11(a) ). In contrast, the subset of {y 1 , y 2 } provides a dispersed posterior distribution of θ (FIG. 11(b) ). The 3 level of uncertainty is well predicted by both the preposterior and surrogate preposterior analyses. 
CONCLUSIONS
5
Identifiability is of major importance in model calibration and predictive modeling in all engineering disciplines.
6
The degree of identifiability can be measured by the posterior covariance of the calibration parameters in a typical 7 model uncertainty quantification framework. Earlier studies have demonstrated that identifiability can be enhanced by 8 measuring multiple responses that share a mutual dependence on a common set of calibration parameters. However, to 9 take advantage of this, a method is needed for predicting multi-response identifiability prior to conducting the physical 10 experiments, to allow users to choose the most appropriate set of responses to measure experimentally. In this research,
11
we propose a preposterior analysis that, prior to conducting the physical experiments but after conducting computer 12 simulations, can predict the degree of identifiability that will result using different subsets of responses to measure 
