Abstract. In this paper after giving a finer classification, we give an algebraic characterization of the dynamical types of the isometries of the hyperbolic n-space H n . This has been done by using the linear representation of the isometry group in the hyperboloid model of H n . Using the representation of the isometries as 2 × 2 matrices over C and H, we give another algebraic characterization of the dynamical types of the isometries of H 3 and the orientation-preserving isometries of H 5 respectively. We also derive the parameter spaces of isometries of H 5 with a fixed dynamical type.
Introduction
In this paper, we aim to study the dynamics of the isometries of the hyperbolic n-space. Let M (n − 1) denote the full group of isometries of hyperbolic n-space H n and M + (n − 1) denote the group of orientation-preserving isometries of H n . Classically, based on their fixed points the dynamical types of the isometries of the hyperbolic n-space H n are classified as elliptic, parabolic or hyperbolic. The algebraic characterizations for M + (n − 1), n ≤ 3, have been studied by several authors. For dimensions n = 2, 3 some algebraic characterizations are well-known and can be found in many texts [4] , [16] . For arbitrary dimension, Lars V. Ahlfors [1] related orientation-preserving Möbius transformations to two by two matrices whose entries are in Clifford algebras over reals. Waterman followed Ahlfors's work [7] , [19] . In the case n = 4, 5 the relation of Möbius transformations with 2 × 2 quaternionic matrices can be thought of as restriction of Ahlfors's method to these dimensions [7] , [19] , [20] . Kellerhals and Parker et al have recently used quaternionic Möbius transformations to study orientation-preserving isometries of the hyperbolic 4-space [6] , [9] , and hyperbolic 5-space [10] . In [6] Parker et al have given a finer classification of dynamical types of the orientation-preserving isometries of hyperbolic 4-space and have found out their algebraic characterization. For arbitrary dimension, following his work in [1] Ahlfors derived a useful algebraic criterion for classifying the isometries as elliptic, parabolic or hyperbolic [2] .
If in addition to fixed-points one also consider "rotation-angles" of an isometry, the above classification of the dynamical types can be made finer. In this paper we have given such a classification of dynamical types. For isometries of H 2 it matches with the classical classification. But from n = 3 onwards, it is finer than any of the existing classification in the literature. One can also read the dynamical invariants from this classification. After this finer classification we have characterize these dynamical types of M (n) algebraically. For arbitrary dimension we have done it independent of Ahlfors's method. In low dimensions, n = 3, 5, we have also given other algebraic characterizations of these dynamical types. Note that all the algebraic characterizations we have given in this paper are with respect to the finer classification of dynamical types mentioned above.
Here is a summery of the paper:
Let Q be a non-degenerate, symmetric, but not necessarily positive definite quadratic form on an n + 1-dimensional vector space V over R. Let signature of Q be (p, q). Let O(V, Q) be the group of all transformations on V which preserves Q. In section 2 we have studied some important properties of O(V, Q). In section 2.1 and section 2.2 we have taken Q as a degenerate quadratic form of signature (m, p, q). In these sections we have computed respectively the dimension of the maximal null subspace of V and the signature of Q restricted to a tangent space to the light-like cone. From section 3 we begin our study of the dynamical types of isometries of H n . For hyperbolic geometry the significant case is when Q is of signature (n, 1). In this case the isometry group of H n is a subgroup of O(V, Q). We denote this subgroup by P O(n, 1). In section 3.1 we have derived a linear algebraic characterization of the elliptic, parabolic and hyperbolic isometries of H n . We have given a finer classification of the dynamical types of isometries of H n in section 3.2 and have characterized those algebraically in the following sections. In section 3.3 we have derived our main theorem of section 3: This theorem characterizes the conjugacy classes in P O(n, 1) and is the key ingredient in the algebraic characterization of the dynamical types at section 3.4. In section 4.1 we have derived an effective procedure to determine the dynamical type of an isometry of H n .
In low dimensions, there are three interesting Lie theoretic isomorphisms. These isomorphisms allow one to identify the identity component of the isometry group of H n , n = 2, 3, 5 with the groups P SL(2, R), P SL(2, C) or equivalently P GL(2, C), and P GL(2, H) respectively. Note, however, the "P ′′ -factor! The actual linear groups are GL(2, R), GL(2, C) and GL(2, H). Algebraically it is more convenient to consider the general linear group than the special linear group. For example, over H there is no canonical notion of determinant! Also the difference between GL and SL significantly shows up over other fields, for example the field Q of rational numbers! So we prefer to work with the general linear group without normalizing it. Their linear actions on R 2 , C 2 and H 2 respectively, induce the actions on the corresponding projective spaces, which in turn, can be identified with the conformal boundaries of H 2 , H 3 , and H 5 respectively. In section 5 We have used this set up to provide other algebraic characterizations of the dynamical types of isometries of H n , n = 3, 5. For n = 3 using trace and determinant an algebraic characterization of the dynamical types of the orientation-preserving isometries can be found in many texts [4] , [16] , [18] . This has been done with the use of a conjugacy invariant c(A) = (trace A) 2 det A for A in GL(2, C). Similar characterization for the dynamical types of the orientation-reserving isometries of H 3 is not available in most places of the literature. However we would like to mention that in [17] such an algebraic characterization is available.
In section 5.3 our main theorem is Theorem 5.5. Here we have given an algebraic characterization of the dynamical types in the full group of isometries of H 3 . It has been done by using the same conjugacy invariant c(A) mentioned above.
In section 5.4 we have considered the orientation-preserving isometries of H 5 . We have identified the group of all orientation-preserving isometries of H 5 with P GL(2, H), where an element A in P GL(2, H) acts on the conformal boundary S 4 as a linear-fractional transformation. In this section our main theorem is Theorem 5.21. This theorem gives another algebraic characterization of the dynamical types of the orientation-preserving isometries of H 5 . The idea of the theorem is as follows.
The group GL(2, H) can be embedded in GL(4, C). Using this embedding we have considered the co-efficients c i 's of the corresponding characteristic polynomials in GL(4, C) as the suitable conjugacy invariants. The desired algebraic characterization is obtained in terms of suitable fractions of the c i 's.
In section 6 we have parametrized the orientation-preserving isometries of H 5 with a fixed dynamical type and have computed the dimensions of the parameter spaces.
Notations: First note that to any group G we can associate another group which is the quotient group G modulo its center Z(G). We denote it by P G and call it projective version of G. That is, P G = G/Z(G).
For any skew-field K the group all n × n invertible matrices with entries in K is denoted by GL(n, K). If K is a field then GL(n, K) turns out to be the group of all n × n matrices over K with non-zero determinant. In this case SL(n, K) denotes group of all n × n matrices over K with determinant one.
We denote by R + the multiplicative group of all positive reals, by R * (resp C * ) the multiplicative group of all non-zero reals (resp. non-zero complex numbers), by Z the ring of all integers. H n+1 denotes the hyperbolic n + 1-space. Its conformal boundary is S n .
The group O(V, Q)
Let Q be a non-degenerate, symmetric, but not necessarily positive definite quadratic form on an n + 1-dimensional vector space V over R. Let signature of Q be (p, q), that is, with respect to an orthonormal co-ordinate system X = (x 1 , ..., x p , ..., x n+1 ),
We define
Note that we can extend the quadratic form Q to a sesquilinear form over C n+1 as follows.
Let us denote the associated bilinear form to Q by b(., .). Now consider V as a real subspace of C n+1 . Equip C n+1 with the bilinear form B, where for
While restricted on V over R, we have B(., .) = b(., .). From now on we will not distinguish between the two bilinear forms and will denote both by B.
(ii) If λ in C is an eigenvalue of T and |λ| = 1 and W ⊂ V be the associated T -invariant subspace, then Q| W = 0.
Proof. (i) Let T be in O(V, Q). Then T t JT = J. This implies that T t and T −1 are conjugate in O(V, Q). Hence, T t and T −1 have the same set of eigenvalues, so do T and T −1 . Now note that, the characteristic polynomial χ T (x) of T is a polynomial over R. So if λ is a root of χ T (x),λ is also a root. Thusλ is an eigenvalue, henceλ −1 is also an eigenvalue of T .
(ii) Let λ in C be an eigenvalue of T with |λ| = 1. We have
This implies, either |λ| 2 = 1 or Q(v) = B(v, v) = 0. So, if W ⊂ V be the associated T -invariant subspace corresponding to the eigenvalue λ, |λ| = 1, then
Lemma 2.2. Let v and w be eigenvectors of T corresponding to distinct eigenvalues λ and µ respectively, where λμ = 1. Then v and w are orthogonal to each-other.
Proof. Note that,
which is possible only when B(v, w) = 0. q.e.d.
2.1.
Dimension of a maximal null-space. Let V be a vector space over R with quadratic form Q. We allow Q to be degenerate. Let V 0 be the radical of Q, that is, V 0 consists of all v with the property that for all w in V , we have B(v, w) = 0, where B is the associated bilinear form to Q. Let V c 0 be a complementary subspace. Then Q| V c 0 is non-degenerate. If (p, q) is the signature of Q| V c 0 and dimension of V 0 is m, then we say that (m, p, q) is the signature of Q. Clearly, dim V = m + p + q. Theorem 2.3. Let V be a vector space over R and Q be a quadratic form on V of signature (m, p, q). Let W be a null subspace of V , that is, Q| W = 0. Then dimension of W can be at most r, where, r = m + min(p, q).
Proof. First we will prove the theorem for non-degenerate quadratic form Q, that is, assume m = 0. Then dim V = p + q. Suppose p ≥ q.
Let {e 1 , ..., e p , f 1 , ..., f q } be an orthonormal basis of V , Q(e i ) = 1, Q(f j ) = −1, i = 1, ..., p, j = 1, ..., q. Set W 0 be the subspace spanned by {e 1 + f 1 , ..., e q + f q }. Then dim W 0 = q and 
That is, W 0 is a maximal null subspace of V . Now applying Witt's extension theorem we see that O(V, Q) acts transitively on the maximal null subspaces of V , hence all maximal null subspaces have the same dimension. Therefore, the dimension of a maximal null subspace of V = dimension of W 0 = q.
Similarly, if p ≤ q, we will have p as the dimension of a maximal null subspace. Hence, for a non-degenerate quadratic space of signature (p, q), the dimension of a maximal null subspace is min(p, q). Now let Q be a quadratic form of signature (m, p, q). Let V 0 be the radical of Q and is of dimension m. Let V c 0 be a complementary subspace. Then Q| V c 0 is non-degenerate and is of signature (p, q). By the above argument the maximal dimension of a null subspace of V c 0 is min(p, q). Hence the maximal dimension of a null subspace of (V, Q) would be m + min(p, q). q.e.d.
2.2.
Tangent space to a point on the light-like cone. Let V be a vector space over R and Q be a quadratic form on V of signature (m, p, q). Proposition 2.4. Let C = {v | B(v, v) = 0} be the light cone. Let P be a point on C, P = 0, W be the tangent space to C at P . Then Q| W is degenerate and W =< P > ⊥ . Conversely, if Q is degenerate on a subspace W , then W is tangential to C.
Proof. In orthonormal coordinates, C has the equation
.., b q ). Then the tangent space to C at P is:
We see that
Since < P > ∩W =< P > = 0, we see that Q| W is degenerate.
Conversely, Let W be any subspace such that Q| W is degenerate. Choose a non-zero v in W ∩ W ⊥ . Then v is in C. and W ⊂< v > ⊥ , the tangent to C at v. So, W is tangent to C.
Lemma 2.5. Let V be a vector space over R and Q be a quadratic form of signature (m, p, q) on V . Then Q restricted to a tangent space to any point point on C has signature (m+1, p−1, q−1).
Proof. First assume m = 0, that is, Q is a non-degenerate quadratic form of signature (p, q). Let C be the light-cone and v be a point on C. Then the tangent space to C at v is T =< v > ⊥ and dimension of T is p + q − 1. The radical of T = T ∩ T ⊥ is an one-dimensional light-like subspace of T . Let T 1 be a complementary subspace of rad T . Then Q| T 1 is non-degenerate, hence T 1 has an orthonormal basis {f 1 , ..., f p+q−2 }. Thus {v, f 1 , ...., f p+q−2 } is a basis of T . Now extend this basis of T to a basis {w, v, f 1 , ..., f p+q−2 } of V . We can choose w to be a light-like vector. For if w was not a light-like vector, we could replace w by a linear combination of w and the f i 's. Now consider the subspace S span by {w, v}. We must have B(w, v) = 0. Otherwise, B(w, v) = 0 would imply that v ∈ V ⊥ , contradicting non-degeneracy of Q over V . Hence Q| S has signature (1, 1) . This shows that,
Now suppose Q has signature (m, p, q), m = 0, m > 0. Choose v in C such that v is not an element of the radical R of V . Then v belongs to a complement R c , where Q| R c is nondegenerate and is of signature (p, q). Let T =< v > ⊥ . Then T ∩ R c is the tangent space at v to R c . By the above arguments Q| T ∩R c has signature (1, p − 1, q − 1). Hence Q| T has signature (m + 1, p − 1, q − 1). Since the tangent spaces at any two points of C have same dimension and signature, the result follows.
q.e.d.
The isometries of H n and their dynamical types
From now on, we will assume that V is a real vector space of dimension n + 1 equipped with the non-degenerate quadratic form Q, where p = n, q = 1 in (2.1) and we will denote O(V, Q) by O(n, 1). This is the significant case for n-dimensional hyperbolic geometry. In this case, Q(x) = −1 is a hyperboloid of two sheets and one of the sheets can be taken as a model for H n . As in [16] , [18] we choose the upper-half component of the hyperboloid as the model for H n , namely,
The isometry group of H n is a subgroup of O(n, 1). Note that O(n, 1) is a Lie group and has four components [11] . Two of the four components are orientation-preserving and two are orientationreversing. The isometry group of H n consists of the two components of O(n, 1) which preserves H n , one of these components is orientation-preserving and the other is orientation-reversing. Let P O(n, 1) denotes the subgroup of O(n, 1) which preserves H n .
Definition 3.
1. An element v in V is called space-like (resp. time-like, resp. light-like) if Q(v) > 0 (resp. < 0, resp. = 0). In the following discussion by a line we always mean an 1-dimensional subspace of V . The following lemma characterize isometries of H n in O(n, 1). Proof. Clearly A will preserve H n if and only if it maps the unit time-like vector (0, 0, ..., 1) onto a unit time-like vector (x 1 , ..., x n+1 ) with x n+1 > 0. This is possible if and only if the (n + 1) × (n + 1)-th entry of A is a positive real.
3.1.
Classification of isometries based on fixed-point. The following version of the classification of isometries based on their fixed-point on the conformal boundary is well-known [16] , [18] . Proof. By Lemma 3.3 the given w must be time-like or space-like. Hence v must be space-like or time-like. This is a contradiction. So we must have w = 0.
q.e.d. Suppose T has a pair of real eigen-values {r, r −1 }, |r| = 1, and λ in C be any other eigenvalue of T . Let w in V be such that T w = λw. Then as before we have either w is a light-like vector or |λ| = 1. But w can not be light-like. Otherwise, w will be orthogonal to the light-like eigenvectors corresponding to the real eigen-values not equal to ±1. Hence we must have |λ| = 1. Thus all other eigen-values of T will be ±1 and {e iθ , e −iθ }, 0 < θ < π.
It also follows from the proof of the above lemma that 
and it follows from Lemma 3.9 that
Since v, w are light-like we have B(v, w) = r = 0. Note that v + w and v − w belong to
We have,
. By theory of rational canonical form V λ + V λ −1 has a canonical T -invariant orthogonal complement W such that T | W has no real eigenvalues of norm not equal to 1. Thus by Lemma 3.9, W is orthogonal to V λ + V λ −1 , and hence W is space-like. The map T | W is an orthogonal transformation with respect to the positive definite quadratic form
, which is a product of pairwise distinct irreducible polynomials over R. Therefore, T is semi-simple.
Corollary 3.14. The minimal polynomial of a hyperbolic isometry T of H n is of the form
where a i are reals such that for exactly one i, say i = 1 |a 1 | > 1 and |a i | < 1 for i = 2, ...., k.
Corollary 3.15. The characteristic polynomial of a hyperbolic isometry T of H n is of the form
, As a corollary of Lemma 3.13 we have the following.
Corollary 3.17. The time-rank of an hyperbolic isometry of H n is 2.
Proof. Let T be an hyperbolic isometry of H n . Then T has a pair of real eigenvalues {λ, λ −1 }, with λ > 1 and no time-like eigenvector with eigenvalue 1. Hence Proof. We have dimension W 1 ≥ 2. Then for a real number r and for any vector w linearly independent from v, we have,
The above expression can be made less than zero by choosing a suitable r depending on the sign of B(w, w). In any case we can conclude that W 1 has a time-like vector. This implies, B(v, w) = 0. Since w is light-like, by Corollary 3.8, w = 0. This is a contradiction. Now let B(v, w) = 0 and T w = w. Then T | W 1 = I. But this means T fixes a time-like vector, which is a contradiction to the fact that T is parabolic. Hence dimension of W 1 can not be 2. Therefore, W 1 has dimension at least 3.
Proof. If possible suppose dimension of V 1 is 1, that is, V 1 is the line generated by the vector v. Then T | V 1 = I. By the theory of rational canonical form, V 1 has a canonical T -invariant complementary subspace W such that T | W does not have any eigenvalue 1. Hence by Lemma 2.2 W will be orthogonal to the light-like vector v. That is, Q| V is degenerate. This is a contradiction. So dimension of V will be greater than 1. Hence by the previous lemma V 1 is time-like with its dimension at least 3. Clearly T | V 1 = I, because otherwise T will fix a time-like vector contradicting the assumption that it is parabolic. q.e.d.
Corollary 3.20. The minimal polynomial of an parabolic isometry T of H n is of the form
where a i are reals such that |a i | < 1 and e = 0 or 1.
Proof. Let r be the least positive integer such that (T − I) r x = 0 for all x in V 1 . Then minimal polynomial of V 1 is r and dimension of V 1 is r. So by the above lemma r is at least 3. Let 
Corollary 3.21. The time-rank of an parabolic isometry of H n is 3.
Corollary 3.22. The characteristic polynomial of a parabolic isometry T of H n is of the form
,
be the generalized eigenspace corresponding to the eigenvalue 1. Then
Proof. (i) The given T would be either elliptic or parabolic. In both cases, it has an eigenvector corresponding to the eigenvalue 1, so V 1 = 0. If T is elliptic, it must have a time-like eigenvector corresponding to the eigenvalue 1, so V 1 is time-like. If T is parabolic it follows from Lemma 3.19 that V 1 is time-like.
(ii) Note that V 1 is a time-like T -invariant subspace irrespective of T is elliptic or parabolic. Moreover, the minimal polynomial of
By the theory of rational canonical form and Lemma 2.
. Note that, T | W is an orthogonal transformation with respect to the positive definite quadratic form Q| W . So, T | W is semisimple and m T | W is a product of pairwise distinct irreducible polynomials. Thus, semisimplicity of T depends only on m T 1 (x).
If T | V 1 = I. Then T is elliptic and m T 1 (x) = x − 1, which is irreducible. So m T (x) is a product of pairwise distinct irreducible polynomials. Hence T is semisimple.
where ⊂ denotes proper inclusion. Note that each of the inclusions in the above chain will be proper by the minimality of m T 1 (x). This shows that T | V 1 is not semisimple. Hence T is not semisimple.
Corollary 3.24. The minimal polynomial of an elliptic isometry is of form
Corollary 3.25. The characteristic polynomial of an elliptic isometry T of H n is of the form
.
Combining the observations in this section, we can conclude the the following. ( 3.2. Dynamical types of isometries in H n . Let V ≈ R n be the real vector space of dimension n with positive-definite inner product and O(n) be the corresponding group of orthogonal transformations. Let g be in O(n). Then it is well-known ( [12] ) that, V = ⊕V i , where each V i has dimension 1 or 2. If dim V i = 1, then g| V i acts as [1] or [−1], otherwise, g| V i acts as
) is parabolic if and only if it is not semisimple. In this case,
We then assign a rotation angle θ to g| V i . It is well-known that
Proposition 3.27. The rotation angles form a complete set of invariants of a conjugacy class in O(n).
Now note that, the isometries of H n can be subdivided into two disjoint classes, namely, orientation-preserving and orientation-reversing. In this regard we note that it is a standard fact in differential topology, that a linear transformation over R is orientation-preserving if and only if its determinant is positive. A linear transformation over R is orientation-reversing if and only if its determinant is negative.
Further each isometry of H n has an 'orthogonal' part, using which we can associate "rotationangles" to it.
Let T be an isometry of H n . It is clear from the previous discussions that for each T in P O(n, 1) we have an orthogonal decomposition of V into time-like and space-like subspaces W 1 and W 2 respectively, V = W 1 ⊕ W 2 . We can further assume that dim W 1 is 1, 2 or 3 according as T is elliptic, hyperbolic or parabolic respectively. Since Q| W 2 is positive-definite, T acts as an orthogonal transformation with respect to the this positive-definite inner-product. Hence we can associate rotation-angles to T | W 2 . Thus to each element of P O(n, 1) we can attach rotationangles and based on these rotation-angles we have a finer classification of dynamical types of elements in P O(n, 1). Before going to the finer classification, we give the algebraic definition of the rotation-angle of an element in P O(n, 1). Definition 3.28. If an isometry T of H n has a pair of eigenvalues {e iθ , e −iθ }, 0 < θ ≤ π, then θ is said to be a rotation-angle of T . Now we have a finer classification of dynamical types of isometries of H n as follows.
Definition 3.29. An isometry T of H n is said to be k-rotation (resp. k-rotatory glide, resp. k-rotatory stretch) if it is an orientation-preserving elliptic (resp. parabolic, resp. hyperbolic) isometry of H n and it has k-rotation angles (that is, it has k-pair of eigenvalues, counted with multiplicity, {e iθ j , e −iθ j }, 0 < θ j ≤ π, j = 1, 2, ..., k). A 0-rotatory glide (resp. 0-rotatory stretch) is called a translation (resp. pure stretch).
An isometry T of H n is said to be k-rotatory inversion (resp. k-rotatory glide-inversion, resp. k-rotatory stretch-inversion) if T is an orientation-reversing elliptic (resp. parabolic, resp. hyperbolic) isometry and has k-rotation angles. A 0-rotatory inversion (resp. 0-rotatory glideinversion, resp. 0-rotatory stretch) is called an inversion (resp. glide-inversion, resp. stretchinversion).
The following lemma is immediate from the above definition. Proof. If T 1 and T 2 are conjugate then it follows from linear algebra that their minimal and characteristic polynomials are equal.
Conversely, suppose the minimal and characteristic polynomial of T 1 and T 2 are equal. The minimal polynomial determines the semisimplicity and rotation angles (without multiplicity) of T 1 and T 2 . The characteristic polynomial determines the multiplicity of the rotation angles. Since T 1 and T 2 have the same minimal polynomial, both of them will be either semisimple or not semisimple. If T 1 and T 2 are both semisimple and the roots of the characteristic polynomial are equal (with multiplicity), they will be conjugate. If T 1 and T 2 are not semisimple, then they will be conjugate if and only if T 1 | W 1 and T 2 | W 2 are conjugate, where W i 's, i = 1, 2, are the minimal time-like T i -invariant subspaces, each of dimension 3. Also, each of T i | W i , i = 1, 2, has minimal polynomial (x − 1) 3 . Since the degrees of the minimal polynomials of T i | W i 's are equal to dimension of W i 's, hence the minimal and characteristic polynomials of T i | W i 's are equal. It is known that two linear transformations of rank 3 are conjugate to each-other if and only if they have the same minimal and characteristic polynomial (cf. [15] ). Hence T 1 | W 1 and T 2 | W 2 are conjugate to each-other. Therefore T 1 and T 2 are conjugates.
Thus two elements T 1 and T 2 have the same dynamical types if and only if their minimal and characteristic polynomials are equal. This gives us the following algebraic characterization of the dynamical types.
3.4. Algebraic characterization of the dynamical types. Let T be an isometry of H n . Let χ T (x) be the characteristic polynomial of T . Then χ T (x) has the form:
For at most one i, we have |a i | > 1.
I. For one i, say
Moreover, let λ be a root of x 2 − 2a 1 x + 1 = 0, |λ| > 1. Then |λ|=the stretch factor of T . For i = 2, 3, ..., k, the roots of x 2 − 2a j x + 1 = 0, |a i | < 1 are of the form cos θ j + i sin θ j , where i = √ −1. Choosing θ j such that a j = 2 cos θ j , 0 < θ j < π, we have θ j as rotation angle of T .
II.
Suppose for all j = 1, 2, ...., k, |a j | < 1. Let V 1 be the generalized eigenspace of T with eigenvalue 1. Suppose, T | V 1 = I.
The rotation angles are read from the procedure described in the previous case.
III. Suppose for i = 1, 2, ..., k, |a i | < 1. Let V 1 be the generalized eigenspace of T with eigenvalue
3.5. Upper-bound of rotation-angles.
Lemma 3.32. Let T be an isometry of H n .
Proof. The rotation angles of an isometry are determined by its characteristic polynomial. Let η be the number of rotation angles of an isometry. Then it follows from Corollary 3.25, Corollary 3.22, Corollary 3.15 that
2 , l + m + 2k = n − 2, if T is parabolic. Now, the only thing is to note that when T is orientation-preserving we have m = 2k ′ and when T is orientation-reversing m = 2k ′ + 1. The required integral upperbound of k is obtained when l = 0, k ′ = 0 in the above inequalities.
Effective procedures to determine the dynamical types
It is not easy to factor a polynomial of degree greater than 2. If T ∈ P O(n, 1) is represented by an (n + 1) × (n + 1) matrix, we look for effective procedures to determine its dynamical type. While it is hard to compute the individual eigenvalues of T , the invariants of T which are easy to compute are: trace T = the sum of eigenvalues of T , trace T k = the sum of k-th power of eigenvalues of T . This is because the trace of T is the co-efficient of the second highest monomial in the characteristic polynomial χ T and trace T k is the sum of the k-th powers of the roots of T . Let r 1 , ..., r n be the roots of χ T in C. Then the co-efficients of χ T are elementary symmetric functions of the r i 's. The well-known Newton's formulas express ones in terms of the others. So trace T k can be obtained from the co-efficients of the characteristic polynomial of T .
With the above understanding we have the following theorem. Proof. Let T be hyperbolic. Then it has a pair of real eigenvalues {λ, λ −1 }, |λ| > 1. All other eigenvalues have absolute values ≤ 1. Let the other eigenvalues are u 1 , ...., u n−1 . So we have,
As λ > 1 and |u i | ≤ 1 for i = 1, 2, .., n − 1, we have for any d ∈ N,
Since λ > 1, we can find an m ∈ N such that λ m > 2n + 1. i.e. |τ m | > n + 1. On the other hand, if T is parabolic or elliptic, then |u i | ≤ 1 for i = 1, 2, ..., n + 1. Hence for any d,
Combining these observations with Theorem 3.26 the result follows. q.e.d.
Corollary 4.2. Let T is in P O(n, 1). Then the sequence {τ m } of real numbers is divergent if and only if T is a hyperbolic isometry.
Corollary 4.3. Let T be an isometry of H n .
I. Suppose T is orientation-preserving. Then (i) T is k-rotation if T is elliptic and k is the least number such that
(ii) T is a k-rotatory glide if T is parabolic and k is the least number such that
(iii) T is a k-rotatory stretch if T is hyperbolic and k is the least number such that |τ m − n − λ + 1| ≤ 4k + 1.
II. Suppose T is orientation-reversing. Then (i) T is a k-rotatory inversion if T is elliptic and k is the least number such that
(ii) T is a k-rotatory glide-inversion if T is parabolic and k is the least number such that
(iii) T is a k-rotatory stretch-inversion if T is hyperbolic and k is the least number such that
The upper-bound for k in each of the above cases is given by Lemma 3.32 Proof. Suppose the eigenvalues of T which correspond to the k-rotation angles are u 1 ,..., u k , u −1 ,...,u −k . That is, u ±i = e ±iθ i for some 0 < θ i ≤ π.
I. Then when T is k-rotation or k-rotatory parabolic, we have
Since |u i | ≤ 1 and λ −1 < 1, the inequality follows.
II. When T is orientation-reversing, it must have an eigenvalue −1 of algebraic multiplicity 1.
If T is a k-rotatory inversion or k-rotatory glide-inversion,
When T is a k-rotatory stretch-inversion we have
Hence the inequality follows. q.e.d.
In the following lemma we have found one effective bound for m in the inequality at Theorem 4.1.(iii). This bound effectively determines the hyperbolicity of T . Proof. Suppose T is hyperbolic and let λ ≥ a > 1. Then as λ ≥ a and |u i | ≤ 1 for i = 1, ..., n−1, we have for any k ∈ N,
Since a > 1, we can found one m such that a m − n > 0, i.e. m > ln n ln a . Let m be such that |τ m | > n + 1 ≥ a m − n, i.e. 2n + 1 ≥ a m . Now taking ln on both sides, the desired upper-bound for m is obtained.
Algebraic characterization of dynamical types in low dimensions
As mentioned in the introduction, in low-dimensions we have the Lie theoretic isomorphisms by which we can identify M + (n), n = 3, 5, with P GL(2, C) and P GL(2, H) respectively. In this section our aim to characterize the dynamical types in these linear representations.
5.1. Dynamical types in hyperbolic and Euclidean geometry. By Lefschetz fixed-point theorem, for n even, every orientation-preserving isometry has a fixed-point on the conformal boundary. If we consider the disk model of H 2m+1 then it follows that every orientationpreserving isometry is conjugate to an isometryf whose restriction on the boundary would be a Euclidean similarity f . Now, note that each of the isometry and similarity of E n can be attached with k-rotation angles with k ≤ [ n 2 ]. The rotation angles are defined to be the rotation-angle of the associated Euclidean orthogonal transformation. Then we can define dynamical types of similarities (including isometries) of E n accordingly as follows.
Definition 5.1. (i) An orientation-preserving isometry f of E n is called a k-rotation (resp. k-rotatory glide) if it has k-rotation angles and a fixed-point (resp. no fixed-point).
(ii) An orientation-reversing isometry f of E n is called a k-rotatory inversion (resp. k-rotatory glide-inversion) if it has k-rotation angles and a fixed-point (resp. no fixed-point).
(iii) An orientation-preserving (resp orientation-reversing) similarity f of E n is called a krotatory stretch (resp. k-rotatory stretch-inversion) if it has k-rotation angles.
Let S + (n) denotes the group of all orientation-preserving similarities of E n . When n = 2m+1, using the fact that every isometry of H n has a fixed point on its conformal boundary we see that the restriction of any element f of M + (2m + 1) to the conformal boundary is conjugate to an element s f of S + (2m). Also, every element g of S + (2m) can be extended uniquely to an isometryg of H 2m+1 by means of Pöincare extension. Further, for f in M + (2m + 1) the number of rotation-angles of s f and f will be same. Hence corresponding to each conjugacy class of M + (2m + 1) we have a conjugacy class in S + (2m) so that they are represented by the same element and vice versa. This gives us the following.
The dynamical types of orientation-preserving isometries of H 2m+1 are in bijective typepreserving correspondence with the dynamical types of orientation-preserving similarities of E 2m .
We will use this fact to give algebraic characterization of the dynamical types of elements in H 3 and H 5 .
5.2.
Hyperbolic and Möbius geometry. Let M(n) be the group of all conformal diffeomorphisms of S n generated by inversions. The elements of M(n) are called Möbius transformations. Recall that, an inversion in a round n-sphere S ofÊ n+1 is the unique conformal diffeomorphism which pointwise fixes S and interchange the components ofÊ n+1 − S. The following is a important property of inversions.
An inversion in a round sphere inÊ n+1 maps round k-spheres onto round k-spheres for any value of k.
The following theorem [11] , [16] sets up a fundamental relationship between Möbius geometry and hyperbolic geometry.
Theorem 5.2. The group M(n) acts as the full group of isometries of H n+1 .
In the above theorem the action is defined by extending the conformal diffeomorphisms of S n to the hyperbolic (n + 1)-space by means of Pöincare extension. In the following discussion by M + (n) we denote the identity component of M(n), which is same as the group of all orientationpreserving conformal diffeomorphisms of S n .
Dynamical types of isometries of H 3 .
Recall that the one-dimensional complex projective space P 1 (C) is obtained from C 2 − {(0, 0)} by identifying complex lines through origin. So there is a natural quotient map π : C 2 − {(0, 0)} → P 1 (C). Also the space P 1 (C) can be identified withĈ by the map h : P 1 (C) →Ĉ given by:
Note that GL(2, C) acts on C 2 − {(0, 0)} in a natural way as:
This action induces the action of GL(2, C) onĈ as the orientation-preserving Möbius transformation and is given by:
Now consider the R-linear map σ 0 : z w → z w . This map induces the conjugation map Z →Z onĈ. Let G * be the group generated by GL(2, C) and σ 0 . The coset GL(2, C)σ 0 acts as orientation-reversing Möbius transformations ofĈ and the action is given by:
In fact the following theorem identifies G * as the full group of Möbius transformations ofĈ. 
Corollary 5.4. The group M + (2) is isomorphic to P GL(2, C) and acts as the group of orientationpreserving isometries of

Proof.
Note that the eigen-vectors of A in GL(2, C) correspond to the fixed-points of the induced Möbius transformationÂ onĈ. Since a matrix A in GL(2, C) always have at least one and at most two linearly independent eigen vectors, henceÂ will have at least one and at most two fixed points onĈ. By the Jordan theory, the matrix A can be conjugate to the diagonal matrix having λ and µ as diagonal elements. That is, there exists P ∈ GL(2, C) such that 
Algebraic characterizations
Case-I. First let the matrix A induces orientation-preserving Möbius transformation onĈ. Consider, 
Let B = AĀ. Then by the previous case and the classification theorem of dynamical types in M(2) we have at once deduced the following:
(i) |c(B) − 2| < 2 ⇔ f 2 is a rotation. Then f is a rotatory inversion.
(ii) |c(B) − 2| > 2 ⇔ f 2 is a stretch. Then f is a stretch-inversion.
(iii) |c(B) − 2| = 2, B = λI. Then f 2 is a translation, and hence f is a glide-inversion. Now consider the case when |c(B) − 2| = 2, B = λI. In this case note that c(B) is always a real number, since trace B = |a| 2 + |d| 2 + (bc +bc) and det B = |ad − bc| 2 . Now B = λI implies 2λ = trace AĀ. That is, λ must be a real. Since λ = |a| 2 + bc = |d| 2 +bc, we must have bc a real. 
Thus if det A < 0, then the above relation has a solution, hence f will have a fixed-point. In fact the fixed-point set will be a circle C with radius −det Ā c 2 . This implies, f must be an inversion in the circle C. If det A > 0, then f has no fixed-point and f 2 = id. By definition f will be the antipodal map. If c = 0, then A acts as f : z → az+b d . We know the dynamical types of f , as it acts as a similarity of E 2 . Since f 2 is the identity, hence in this case f is an inversion in a circle. q.e.d.
Dynamical types of isometries of H 5 .
5.4.1. Review of Quaternions. The space of all quaternions H is the four dimensional real algebra with basis {1, i, j, k} and multiplication rules i 2 = j 2 = k 2 = −1, ij = −ji = k, jk = −kj = i, ki = −ik = j. For a quaternion x = x 0 + x 1 i + x 2 j + x 3 k we define ℜx = x 0 and ℑx = x 1 i + x 2 j + x 3 k. The norm of x is defined as |x| = x 2 0 + x 2 1 + x 2 2 + x 2 3 . Also H can be considered as a left vector-space over C spanned by {1, i}. After choosing {1, i, j, k} as a basis for H, with respect to the above choice of C we can write H = C ⊕ Cj. That is, every element a in H can be uniquely expressed as a = c 0 + c 1 j, for c 0 , c 1 are complex numbers. 
The group GL(2, H).
First we note the following lemma [3] about GL(2, H) which will be very useful in our study.
Theorem 5.9. The group GL(2, H) can be embedded in the group GL(4, C).
Sketch of the proof. Let
Then we can write A = A 0 + A 1 j, where
Now we define the map p : M (2, H) → M (4, C) as
It is easy to verify that p is an injective homomorphism and maps GL(2, H) onto GL(4, C).
q.e.d.
Now consider H 2 as the right vector-space over H. Let P 1 (H) be the projective space over the quaternions. That is, P 1 (H) is obtained by identifying lines through origin (that is, onedimensional right vector subspaces) in H 2 . Let x y denotes the equivalence class of x y ∈ H 2 − {0}. We define ∞ to be the equivalence class x 0 . We can identify P 1 (H) with the extended quaternionic spaceĤ = H ∪ ∞ by the map:
Hence topologically P 1 (H) is homeomorphic to the four sphere S 4 .
The group GL(2, H) acts on H 2 on the left by the following action:
This induces the action of GL(2, H) on P 1 (H) as the group of orientation-preserving linearfractional transformations and the action is given by:
where Z = uv −1 corresponds to the element u v . LetÃ be the induced map on P 1 (H) by A in GL(2, H). Since P 1 (H) is topologically S 4 , the following lemma follows from the Lefschetz fixed-point theorem.
Lemma 5.10. Every orientation-preserving linear-fractional transformation of P 1 (H) has a fixed point on P 1 (H).
As a corollary of this lemma we have the following result from linear algebra.
Definition 5.11. Let A be an element in GL(2, H). An element λ of H is said to be a right eigenvalue of A if Av = vλ for some non-zero v in H 2 .
Corollary 5.12. Every matrix in GL(2, H) has a right eigenvalue.
Proof. The points on P 1 (H) correspond to the lines in H 2 . Hence a fixed-point of A on P 1 (H) correspond to an A-invariant line in H 2 . Hence the corollary follows.
Linear fractional transformations of H
Proposition 5.13. Let M(4) be the group of diffeomorphism of P 1 (H) which is generated by inversions in spheres. Then M(4) = M + (4) ∪ M − (4) where
Proof. Let G = M + (4) ∪ M − (4). We identify H with R 4 . In terms of quaternions the inversion in a sphere S a,r = {Z : |Z − a| = r} is given by σ a,r : Z → a + r 2 (Z −ā) −1 . Thus every inversion is contained in the group M(4). Hence M(4) ⊂ G.
To show the reverse inclusion, consider the special types of transformations, namely, the Euclidean similarities. These form a subgroup S(4) of G. Note that in quaternionic expressions, Since S(4) is generated by the transformations describe above, hence we see that every element in S(4) can be expressed as a product of inversions. Hence S(4) ⊂ M(4). Now we claim that M(4) acts transitively onĤ. This is because of the fact that translations are transitive on H and the map g : Z →Z −1 carries ∞ to 0.
Observe that S(4) is the stabilizer subgroup M + (4) ∞ of G which fixes the point ∞. Hence the group M(4) contains M + (4) ∞ . As for all P ∈Ĥ, there exists f ∈ M(4) such that f (∞) = P , we have M + (4
Note that every element of M + (4) has a fixed-point onĤ, hence M + (4) = ∪ P ∈Ĥ M + (4) P . So M + (4) is contained in M(4).
Since the group G is generated by M + (4) and the map g : Z →Z of M(4) hence we have G is contained in M(4). This shows that G = M(4).
The following lemma follows from the proof of the above theorem.
Lemma 5.14. GL(2, H) acts transitively on P 1 (H) as the group of orientation-preserving diffeomorphisms and the action is giving by
Proof. Since in the induced action of GL(2, H) on P 1 (H) the translations Z → Z + a act transitively on H and Z → Z −1 maps 0 to ∞, the transitivity follows.
Note that for any non-zero real r the elements A and rA induce the same diffeomorphism on P 1 (H). That is, an element A in GL(2, H), upto multiplication by a non-zero real diagonal matrix, induces a unique diffeomorphism on P 1 (H). Since the center of GL(2, H) is precisely the set of real diagonal matrices, this allows us to identify M + (4) with the group P GL(2, H). Thus we have the following corollary.
Corollary 5.15. The group M + (4) is isomorphic to P GL(2, H) and acts as the group of orientation-preserving isometries of the hyperbolic 5-space. GL(2, H) . Consider H as the two-dimensional left vector-space over C generated by {1, j}. That is, take H = C ⊕ Cj. Now, let f : Z → (aZ + b)(cZ + d) −1 be an element of M + (4). We have seen that every element of M + (4) has a fixed-point on ∂H 5 ≈Ĥ. Conjugating f , we can assume that fixed-point to be ∞, that is, we can take c to be 0 in the expression for f . The lift of f in GL(2, H) is the
Conjugacy classes in
Since every quaternion is conjugate to an element in C, let a = v{le iθ }v −1 , d = w{me iθ }w −1 , where l, m non-zero reals, 0 ≤ θ, φ ≤ 2π. Then by conjugatingf by the diagonal matrix v 0 0 w , we can takef to be le iθ b 0 me iφ . This acts onĤ as f : Z → re iθ Ze −iφ + b, where r = lm −1 is a positive non-zero real number, b is an element in H. Hence in the lift of M + (4) in GL(2, H) every element is conjugate to a matrix of the form
Since e iθ and e −iθ = e 2π−θ are conjugate to each other in H, we can take θ, φ in the interval Thus we see that every element in M + (4) is conjugate to an element which corresponds to an matrix A = re iθ b 0 se iφ , b ∈ H, 0 ≤ θ, φ ≤ π, r, s are positive reals. Now consider an matrix A as above.
Case (i)
. Suppose r = s , θ = φ. Then A induces a 2-rotation onĤ, namely, the map f : e iθ Ze iφ + b. Consider H = C ⊕ Cj. We write Z = z + wj, b = b 0 + b 1 j. Then we have,
That is, gf g −1 (X) = e iθ Xe iφ . Hence lifting g in GL(2, H) we see that the matrix A is conjugate
Case (ii). Let r = s. That is, A induces a transformation of the form α : Z → ce iθ Ze iφ + b, c = rs −1 = 1, c > 1. We can conjugate α to α 0 : W → ce iθ W e iφ . The conjugating map is β : Proof. Since the characteristic polynomial is a conjugacy invariant for any matrix, the corollary follows by embedding the above conjugacy class representatives of GL(2, H) into GL(4, C). q.e.d.
5.4.5.
Algebraic characterizations for dynamical types of isometries of H 5 . Before proceeding further, note that we call an element A in GL(2, H) as k-rotation (resp, glide, stretch) if the induced isometry in H 5 has the same dynamical type.
where a 1 , a 2 , a 3 are expressions in a, b, c, d and a 0 = det(A C ). Define,
Let c 1 + 2, c 1 = 16, A = rI, for some real r. Proof. We observe that c 1 , c 2 , c 3 are invariants of conjugation of A in GL(2, H). Also each of them remains invariant under multiplication of A by a real diagonal matrix. So, we can choose c 1 , c 2 , c 3 as conjugacy invariants in P GL(2, H). Hence we can choose them as the conjugacy invariants for an isometry of H 5 which is induced by an element of P GL(2, H). Now there are several cases.
Case (i).
A is elliptic. Then A is conjugate to a matrix D r,θ,φ = re iθ 0 0 re iφ , 0 ≤ θ, φ ≤ π. Hence χ(A C ) = (x 2 − 2r cos θ x + r 2 )(x 2 − 2r cos φ x + r 2 ).
We have, c 1 = (cos θ + cos φ) 4 = c 3 , c 2 = 4(1 + 2 cos θ cos φ) 2 .
There are the following possibilities.
A is 1-rotation, then θ = φ. So 
Case (ii).
A is parabolic. Then A is conjugate to a matrix T θ = re iθ 1 0 re iθ , 0 ≤ θ ≤ π. In this case,
that is, a 3 = 2r cos θ, a 1 = 2r 3 cos θ, a 2 = 2r 2 (2 cos
Thus we have, c 1 = 16 cos 4 θ = c 3 and In case A is a pure translation, i.e. θ = 0, then c 1 = 16, c 2 = 36 and for some real r we must have A = rI. Because, if A = rI, then it acts as the identity map on H 5 .
Case (iii).
A is hyperbolic. In this case, A is conjugate to a matrix D r,s,θ,φ = re iθ 0 0 se iφ , 0 ≤ θ, φ ≤ π, r > 0, s > 0, rs −1 = 1. Hence
After breaking the right-hand expression we have χ(A C ) = x 4 − 2(r cos θ + s cos φ)x 3 + (4rs cos θ cos φ + r 2 + s 2 )x 2 − 2(r 2 s cos φ + rs 2 cos θ)x + r 2 s 2 .
Note that, a 3 = r cos θ + s cos φ, a 2 = r 2 + s 2 + 4rs cos θ cos φ,
Proof. We have seen that if A is an 1-rotation, then it is conjugate to a matrix D r,θ,θ . In case, A is 1-rotatory glide, we have A is conjugate to T r,θ . Since characteristic polynomial of a matrix is invariant of conjugation, note that in both cases χ(A C ) = (x 2 − 2r cos θ x + r 2 ) 2 . But observe that if A is 1-rotation, then the minimal polynomial of A C is given by m 1 (A C ) = x 2 − 2r cos θ x + r 2 = x 2 − (det A C c 1 )
when A is 1-rotatory glide m 1 does not annihilates A C , so m 1 can not be the minimal polynomial. In this case the minimal polynomial of A C is given by
which is equal to the characteristic polynomial.
If A is pure stretch, then A is conjugate to a matrix D r,s = r 0 0 s for some r, s, r = s. In this case also the minimal polynomial for A C is of degree 2 and is given by
But when A is a pure stretch, it is conjugate to D r,s,0,0 . Hence the eigenvalues of A C is equal to those of D r,s,0,0 C and are given by r and s, each with algebraic multiplicity 2. When A is 1-rotation, the eigenvalues of A C are purely complex numbers and are given by re iθ and re −iθ , each with algebraic multiplicity 2 where θ = 0. Since the eigenvalues of a matrix over C are precisely the roots of its minimal polynomial, hence the proposition follows.
q.e.d.
Finally we want to distinguish between 2-rotation and 1-rotatory stretches. Proof. If A is 2-rotation then A is conjugate to a matrix D r,θ,φ , (θ, φ) = (0, 0). Otherwise, A is conjugate to a matrix D r,s,θ,θ , r > 0, s > 0, r = s, θ = 0. The eigenvalues of D r,θ,φ C are given by re iθ , re −iθ , re iφ and re −iφ . Those for D r,s,θ,θ C are re iθ , re −iθ , se iθ and se −iθ . Since r = s, hence the proposition follows.
q.e.d
Hence combining the above three propositions we have the following result which gives an algebraic characterization of the dynamical types of elements in GL(2, H).
Then we have the following. Moreover if the characteristic polynomial of A C is equal to its minimal polynomial over C, then A acts as 1-rotatory glide. Otherwise, it acts as pure stretch or 1-rotation according as the roots of the minimal polynomial of A C are all real or purely complex numbers.
Parameter space of the isometries with a fixed dynamical type
In this section we have parametrized the set of all orientation-preserving isometries of H 5 with a given dynamical type. The parameter spaces are obtained as topological spaces. Similar consideration for the isometries of H 3 can also be made and were pointed out in [12] , [13] .
Before proceeding further we have the following lemmas.
Lemma 6.1. Let Li(m, n) be the set of all sets of m-linearly independent vectors in R n . Then Li(m, n) can be given a topology making it a manifold of dimension mn.
Proof. Consider the set Li(m, m) whose elements are the the sets of m linearly independent vectors in an m-plane. It is well-known that this set has a topological structure and is homeomorphic to the Lie group GL m (R). So Li(m, m) has structure of a m 2 dimensional manifold. We also have the embedding e of M n×(n−m) into M n (R) by the map:
Using this map e we can induce determinant function on M n×(n−m) . For an element A in M n×(n−m) we define det A = det e(A). We have under the determinant map Li(n − m, n) = det −1 (R * ). Since det is continuous, we can consider Li(n − m, n) as an open sub-manifold of dimension n(n − m) of GL n (R) using restriction of the above embedding e.
Now we consider the set Li(m, n). Clearly GL n (R) acts transitively on Li(m, n). The stabilizer subgroup at any point of this action will be homeomorphic to Li(n − m, n). Hence Li(m, n) has a bijection with the nm-dimensional manifold GL n (R)/Li(n − m, n). Using this bijection we can topologize Li(m, n) as a manifold of dimension n 2 − n(n − m) = nm. q.e.d.
Lemma 6.2. Let GΛ(m, n) be the space of all m-planes in R n . Then it can be given a topological structure with respect to which it will be homeomorphic to a topological space of dimension m(n − m).
Proof. We have the following set-theoretic fibration:
{The set of m-linearly independent vectors in m-plane}   {The set of m-linearly independent vectors in R n }   {The set of m-planes in R n } From the previous lemma, this set theoretic fibration can be written as follows:
Using this fibration we can give GΛ(m, n) a topological structure as the base space of the principal fiber-bundle with total space Li(m, n) and fiber GL m (R). Also,
In the following lemma we get a topological description of the set D(2k) of all such decompositions of Π 2k .
Lemma 6.3. The set D(2k) can be given a natural topology with respect to which it has a structure of a manifold of dimension 2k(k − 1).
Proof. The group O(2k) acts transitively on D(2k). The stabilizer subgroup at a point is
Now we are ready to parametrize the orientation-preserving isometries of H 5 of a given dynamical type. Proposition 6.4. Let E θ,φ be the set of all 2-rotations of H 5 . Then E θ,φ can be given a topology making it homeomorphic to the total space of a bundle with base P DS and fiber D(2.2) × R × R, where P DS = S 4 × S 4 − {diagonal} modulo the equivalent relation (P, Q) ∼ (Q, P ).
Proof. The 2-rotations fix exactly two points P , Q on the conformal boundary of H 5 and hence they pointwise fix the geodesic joining P and Q. Thus, the points (P, Q) and (Q, P ) of S 4 × S 4 − {diagonal} determine the same 2-rotation. Hence the 2-rotations are uniquely determined by a point [(P, Q)] on P DS, two rotation angles θ, φ in (0, 2π) and a decomposition D in D(2, 2). We will denote a 2-rotation with fixed-points P , Q, rotation angles θ, φ and decomposition D by ρ P,Q,D,θ,φ . By the transitivity of M + (4) on the conformal boundary of H 5 , a 2-rotation ρ P,Q,D,θ,φ is conjugate to the 2-rotation ρ 0,∞,D,θ,φ . Now, observe that the set X = {ρ 0,∞,D,θ,φ | D ∈ D(2.2), θ ∈ (0, 2π), φ ∈ (0, 2π)} has a bijection with D(2.2) × (0, 2π) × (0, 2π). Using this bijection we can pull-back the topology to X. So, to each point [(P, Q)] in P DS, we can associate a homeomorphic copy of D(2.2) × (0, 2π) × (0, 2π) to ρ P,Q,D,θ,φ . Hence we have the following set theoretic fibration. D(2.2) × (0, 2π) × (0, 2π)   E θ,φ p   P DS where p is the projection which maps all 2-rotations with fixed-point P , Q onto the point [(P, Q)]. Using this fibration we can give a topology to E θ,φ making it the total space of a bundle with base P DS and fiber D(2.2) × (0, 2π) × (0, 2π). Thus we have dim E P,Q = dim P DS + dim D(2.2) + dim {(0, 2π) × (0, 2π)} = 8 + 4 + 2 = 14.
Proposition 6.5. Let E θ be the set of all 1-rotations of H 5 . Then it can be given a structure of a topological space of dimension 9.
Proof. Note that an 1-rotation of H 5 fixes a 2-sphere on the boundary at infinity. Conversely if any orientation-preserving isometry fixes a 2-sphere at the boundary at infinity, it must be a 1-rotation. Hence, the set of all 1-rotations with a given rotation-angle has a bijection with the affine 2-spheres of S 4 . The affine 2-spheres of S 4 have a bijection with the affine 3-planes in R 5 . Now consider any affine 3-plane V 3 in R 5 . Then the orthogonal complement of V 3 is a 2-plane i.e. a subspace of dimension 2. Given a 2-plane V in R 5 , we can view it as an affine plane characterized by the origin. If we slide the origin along the orthogonal complement of V 3 , we get affine-planes parallel to V 3 . Identifying the affine 2-planes with R 2 we have following set theoretic fibration: R 2   {The set affine 3-planes R 5 } = GAF (3, 5)   {The set of 3-planes in R 5 } = GΛ(3, 5)
Using this we can give a manifold structure of dimension 8 on GAF (3, 5).
Thus the set E θ has a bijection with GAF (3, 5) × (0, 2π). Hence we can pull-back the 9-dimensional topological structure to E θ . q.e.d. Proof. The translations are uniquely determined by their unique fixed-point on the conformal boundary S 4 and a translation vector in R 4 . Hence the set T a has a bijection with S 4 × R 4 . The result follows by pulling back the topology of S 4 × R 4 to T a . q.e.d.
Proposition 6.7. Let T θ,a be the set of all 1-rotatory glides. Then it can be given the structure of a total space of a bundle with base S 4 and fiber R 2 × D(2.2) × R 2 × (0, 2π).
Proof. Any 1-rotatory glide of H 5 has a unique fixed-point on S 4 . We identify the complement of a point in S 4 as E 4 . Then corresponding to each 1-rotatory glide τ we have a decomposition Π 4 = V θ ⊕ V a in D(2, 2) such that f | V θ is a rotation in an angle θ and f | Va is a translation with translation vector a. Hence the 1-rotatory glides are uniquely determined by a fixed-point P on S 4 , a decomposition Π 4 in D(2, 2), a rotation angle θ, 0 < θ < 2π, a fixed-point Q ∈ V θ of the rotational component and a translation vector a in V a . Thus identifying both V θ and V a with R 2 it follows that the set T P of all 1-rotatory glides fixing a given point P in S 4 has a bijection with the manifold R 2 × D(2.2) × R 2 × (0, 2π). Using this bijection we can pull-back the topology to T P . Thus we can give the required topology to T θ,a using the following set theoretic fibration. Proof. Note that every hyperbolic isometry of H 5 has exactly two fixed-points on the boundary at infinity, one of them is attracting and the other is repelling. Hence the points (P, Q) and (Q, P ) of S 4 × S 4 − {diagonals} determine two different hyperbolic isometries, namely one has P as repelling fixed-point and the other has P as attracting fixed-point.
We will denote a 2-rotatory stretch with fixed-points P , Q, rotation angles θ 1 , θ 2 , stretch length r and decomposition D by h P,Q,D,θ 1 ,θ 2 ,r Note that a 2-rotatory stretch h P,Q,D,θ 1 ,θ 2 ,r with fixedpoints P and Q can be conjugated in M + (4) to the element h 0,∞,D,θ 1 ,θ 2 ,r . This is possible because of the transitivity of M + (4) on the boundary sphere. Thus we have, Proof. We will denote a 1-rotatory stretch with fixed-points P , Q, rotation angle θ, stretch length r and decomposition D by h P,Q,D,θ,r . A 1-rotatory stretch h P,Q,D,θ,r is conjugate to an element of the same type, but with fixed-point 0 and ∞. So, the set of all 1-rotatory stretches with fixed-point P , Q, can be given a topology making it homeomorphic to D(2.2) × (0, 2π) × (0, ∞). Consequently using the following fibration which can give the desired topology to H r,θ . Proof. In this case, H r has a bijection with DS 4 × (0, r). Hence we can pull-back the manifold structure and the result follows. q.e.d.
D(2.2) ×
