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Abstract
We develop a complete path-integral formulation of relativistic quantum fields in local thermal
equilibrium, which brings about the emergence of thermally induced curved spacetime. The re-
sulting action is shown to have full diffeomorphism invariance and gauge invariance in thermal
spacetime with imaginary-time independent backgrounds. This leads to the notable symmetry
properties of emergent thermal spacetime: Kaluza-Klein gauge symmetry, spatial diffeomorphism
symmetry, and gauge symmetry. A thermodynamic potential in local thermal equilibrium, or the
so-called Masseiu-Planck functional, is identified as a generating functional for conserved currents
such as the energy-momentum tensor and the electric current.
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I. INTRODUCTION
Finite temperature field theory is a tool indispensable for theoretical study of many-body
systems under global thermal equilibrium [1–3]. Its application to systems composed of rel-
ativistic quantum fields has uncovered rich aspects of the state of matter in high energy
physics such as the nature of the QCD phase transition from hadrons to the quark-gluon
plasma (QGP), and the electroweak phase transition with its impact on baryogenesis (See e.g.
Refs. [4–6] and references therein for reviews on the finite temperature QCD and Refs. [7–9]
on the electroweak phase transition). A standard formulation of the finite temperature field
theory is the imaginary-time formalism [10, 11], or the so-called Matsubara formalism. On
the basis of the Gibbs ensemble, it is formulated in terms of quantum field theories on a
compactified flat Euclidean spacetime, whose compact imaginary-time size is given by the
inverse temperature (See Fig. 1). It enables us to calculate the thermodynamic potential,
in which all the information on the thermodynamic properties of systems is fully contained.
Once we evaluate the thermodynamic potential, we can easily extract necessary informa-
tion on thermodynamic properties by taking its variation with respect to thermodynamic
variables. However, it has an inherent limitation: namely, its application is, by definition,
restricted to systems in global thermal equilibrium.
Although we have not yet had a general theoretical framework applicable to nonequi-
librium systems beyond the linear response regime [12, 13], there exists a well-established
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FIG. 1. Schematic picture of the imaginary-time formalism.
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universal framework if we restricts ourselves around local thermal equilibrium. In fact, in
the vicinity of local thermal equilibrium, we can apply hydrodynamics to describe macro-
scopic behaviors of the system [14], which captures the full nonlinear spacetime evolution
of the conserved charge densities. For example, the hydrodynamic description of the QGP
created in heavy-ion collision experiments is one most successful application of relativistic
hydrodynamics (See e.g. Refs. [15–18] and references therein for reviews on the application
of relativistic hydrodynamic to the QGP). However, compared to successful applications of
hydrodynamics, its foundation from quantum field theories remains to be understood.
For the purpose of understanding hydrodynamics based on underlying microscopic the-
ories, the first thing we have to do is to establish a theoretical way to describe systems
in local thermal equilibrium. The introduction of the local Gibbs ensemble provides us a
solid basis to describe locally thermalized matter as the (global) Gibbs ensemble does in the
case of global equilibrium. As is discussed in Ref. [19] in the case of the real scalar field,
the path-integral formula obtained with the local Gibbs ensemble method has the same
symmetry properties as the hydrostatic generating functional method [20, 21]1. In spite of
the same symmetry properties, physical situations under consideration differ between the
local Gibbs ensemble method and hydrostatic generating functional method. Compared to
the hydrostatic generating functional method, the local Gibbs ensemble method has sev-
eral advantages. In fact, the local Gibbs distribution is not restricted to the hydrostatic
situations where the local thermodynamic parameters only take stationary configurations.
Furthermore, it enables us to lay out a quantum field theoretical way to calculate thermody-
namic and transport properties of locally thermalized matter based on underlying quantum
field theories. In addition, we can elucidate the emergence of the thermally induced curved
spacetime, and its relation to the local thermodynamic variables without using matching
condition to hydrodynamics. All of these provides us a starting point to derive hydrody-
namic equations based on underlying quantum field theories.
In this paper, we develop a complete path-integral formulation of relativistic quantum
fields in local thermal equilibrium by the use of the local Gibbs distribution, which gives
a robust extension of the imaginary-time formalism. In particular, we derive the path-
integral formula for a thermodynamic potential, or the so-called Masseiu-Planck functional,
1 See Refs. [22, 23] for further recent developments for generalizations to incorporate non-hydrostatic and
dissipative effects.
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and show that it is regarded as the generating functional of locally thermalized systems.
Our path-integral analysis shows that the Masseiu-Planck functional is written in terms
of quantum field theories in the emergent curved spacetime geometry, whose structure is
completely determined by configurations of the local thermodynamic variables. Further-
more, we demonstrate that, regardless of the spin of quantum fields, this emergent curved
spacetime has the universal symmetry properties: Kaluza-Klein gauge symmetry, spatial dif-
feomorphism symmetry, and gauge symmetry. These results provide a general microscopic
justification and generalization of the aforementioned generating functional method [20, 21]
to the situations without hydrostatic conditions on the basis of nonequilibrium statistical
mechanics.
This paper is organized as follows: In Sec. II, we review the local Gibbs distribution
which describes locally thermalized systems based on the quantum field theory. In Sec. III,
we derive the variational formula for the Massieu-Planck functional which enables us to
extract information on the average values of conserved current operators. In Sec. IV, we
provide explicit path-integral formula for representative quantum fields such as scalar fields,
Dirac field, and gauge fields. In Sec. V, we discuss the intrinsic symmetry arguments of the
Masseiu-Planck functional attached to the local Gibbs distribution. Section VI is devoted
to the summary and outlook.
II. PRELIMINARIES: REVIEWS ON LOCAL GIBBS DISTRIBUTION
In this section we review our setup to describe locally thermalized systems based on the
quantum field theory. In Sec. II A, we first summarize the Arnowitt-Deser-Misner (ADM)
decomposition of spacetime, which enables us to construct the local Gibbs distribution in a
manifestly covariant way. In Sec. II B, we briefly review the relation between symmetries and
conservation laws of systems under external fields. In Sec. II C, we introduce the local Gibbs
distribution as the maximal entropy state from the point of view of information theory.
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A. Geometric preliminary
Let us consider a general curved spacetime, whose metric is given by gµν
2. We introduce
the spatial slicings on this curved spacetime which are parametrized by a time coordinate
function t¯(x). We also introduce spatial coordinates x¯ = x¯(x) on these spacelike hypersur-
faces. Here we have two important future-oriented timelike vectors: the unit normal vector
nµ perpendicular to the spacelike hypersurface, and the time vector t
µ which locally defines
a time direction in our coordinate system. The ADM decomposition gives the decomposition
of the time vector tµ into the parts parallel and perpendicular to nµ (See Fig. 2). They are
given as follows:
nµ(x) = −N(x)∂µt¯(x) with N(x) ≡ (−∂µt¯(x)∂µt¯(x))−1/2 . (1)
tµ(x) ≡ ∂t¯xµ(t¯, x¯) = Nnµ +Nµ with nµNµ = 0. (2)
Here the scalar function N(x) > 0 called the lapse function gives the normalization of the
normal vector nµ so as to satisfy nµn
µ = −1. We use the mostly plus convention of the
metric, e.g., the Minkowski metric is ηµν ≡ diag(−1, 1, 1, · · · , 1). Nµ is the shift vector,
which gives a perpendicular part of the time vector to the normal vector. Here we note that
tµ can have the vortical distribution while nµ cannot from the Frobenius theorem. With the
help of the normal vector, we define the hypersurface vector dΣt¯µ as
dΣt¯µ = −dΣt¯nµ = −dd−1x¯
√−gN−1nµ, (3)
where dΣt¯ = d
d−1x¯
√
γ denotes a volume element on the hypersuface with t¯(x) = const.
In addition, we introduce the induced metric γµν on the hypersurface as
γµν ≡ gµν + nµnν . (4)
Then, if we express the metric gµ¯ν¯ in our coordinate system (t¯, x¯), it becomes the form of
the Arnowitt-Deser-Misner (ADM) metric,
gµ¯ν¯ = gµν
∂xµ
∂x¯µ¯
∂xν
∂x¯ν¯
=
−N2 +Ni¯N i¯ Nj¯
Ni¯ γi¯j¯
 , gµ¯ν¯ =
−N−2 N−2N j¯
N−2N i¯ γ i¯j¯ −N−2N i¯N j¯
 , (5)
2 As will be discussed in the subsequent section, the introduction of the background metric helps us a lot
since it serves as an external source for the energy-momentum tensor.
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FIG. 2. Illustration of the Arnowitt-Deser-Misner (ADM) decomposition of the spacetime. Σt¯
denotes a spacelike hypersurface parametrized by t¯(x) = const. nµ is a vector normal to the
hypersurface. Introducing the lapse function N(x) and the shift vector Nµ(x), we decompose the
time vector as tµ ≡ ∂t¯xµ = Nnµ +Nµ.
where Ni¯ = γi¯j¯N
j¯. Here γ i¯j¯ denotes the inverse of γi¯j¯, and thus, satisfies γi¯j¯γ
j¯k¯ = δk¯i¯ . By
the use of the induced metric, we can express the (d − 1)-dimensional volume element dΣt¯
on the hypersurface as∫
dΣt¯ =
∫
ddx
√−gδ(t¯− t¯(x))N−1(x) =
∫
dd−1x¯
√
γ, (6)
where we defined γ = det γi¯j¯. On the other hand, noting
√−g = N√γ, the d-dimensional
volume element is given by ∫
ddx
√−g =
∫
ddxN
√
γ. (7)
B. Matter field and conservation law
1. Energy-momentum conservation law under external field
Following the geometric preliminary, we next consider the matter sector and set out a
general relation between symmetries of the system and conservation laws. We consider
microscopic matter actions in a general curved spacetime background gµν and an external
7
gauge field Aµ, which is given by
S[ϕ; gµν , Aµ] =
∫
ddx
√−gL(ϕi(x), ∂µϕi(x); gµν(x), Aµ(x)), (8)
where ϕi denotes a set of matter fields under consideration, and spacetime integral runs
within all region in which matter fields are placed3. Here we consider general situations
with charged matter fields, but if matter fields are not charged, we do not have the external
gauge field.
Since the action remains invariant under a general coordinate transformation, we have
corresponding conserved charge currents associated with diffeomorphism invariance. Let us
consider the following infinitesimal coordinate transformation,
xµ → x′µ = xµ − ξµ(x), (9)
where ξµ(x) denotes an arbitrary infinitesimal vector. We assume that ξµ(x) vanishes on the
boundary region of spacetime integration for the action. Under the infinitesimal coordinate
transformation (9), the variations of the metric gµν , the external gauge field Aµ, and matter
fields ϕi are given by Lie derivatives along ξ
µ:
£ξgµν ≡ g′µν(x)− gµν(x) = ∇µξν +∇νξµ, (10)
£ξAµ ≡ A′µ(x)− Aµ(x) = ξν∇νAµ + Aν∇µξν , (11)
£ξϕi ≡ ϕ′i(x)− ϕi(x), (12)
where the explicit form of £ξϕi depends on the spin of fields such as £ξφ = ξ
µ∂µφ for the
scalar field, and £ξBµ = ξ
ν∇νBµ + Bν∇µξµ for the vector field. We, however, get rid of a
change invoked by the variation of fields ϕi, with the help of the equation of motion for ϕi:
δS/δϕi = 0. Therefore, we obtain a following expression for the variation of the action,
δS =
∫
ddx
√−g
[
1
2
T µν£ξgµν + J
µ£ξAµ
]
=
∫
ddx
√−g
[
1
2
T µν(∇µξν +∇νξµ) + Jµ(ξν∇νAµ + Aν∇µξν)
]
= −
∫
ddx
√−g [(∇µT µν − FνλJλ)ξν]
+
∫
ddx
√−g∇µ[(T µν + JµAν)ξν ]−
∫
ddx
√−gξνAν∇µJµ,
(13)
3 If the action consists of spinor fields, it is not written in terms of the metric. Therefore, we have to take
a slightly different way. Due to the extensive preparation required for that case, it will be discussed when
we consider the Dirac field in Sec. IV C
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where we defined the energy-momentum tensor T µν and charge current Jµ by taking varia-
tions of the action with respect to the metric and external gauge field:
T µν(x) ≡ 2√−g
δS
δgµν(x)
, Jµ(x) ≡ 1√−g
δS
δAµ(x)
. (14)
Here we also introduced a field strength tensor of the external gauge field Fµν as
Fµν ≡ ∂µAν − ∂νAµ. (15)
The second term in the last line of Eq. (13) vanishes because it gives an integration on the
boundary of the region, where ξµ(x) does not take values. Furthermore, the third term also
vanishes due to the conservation law for the charge current as will be explained below. Since
the action is invariant (δS = 0) under the above transformation with an arbitrary ξµ(x),
Eq. (13) results in the energy-momentum conservation law under the external field,
∇µT µν = FνλJλ. (16)
We note that this energy-momentum tensor is symmetric under µ↔ ν by definition4. This
energy-momentum conservation law is an essential piece for hydrodynamics. We will use
the operator version of this conservation law in the subsequent discussion.
2. Charge conservation law
As is already mentioned, if systems contain charged matter fields, the charge current Jµ
is also conserved. This stems from an internal symmetry of the action. Since this internal
symmetry of the action is gauged, the action is written in terms of the covariant derivative
and possesses gauge invariance under the U(1) gauge transformation5
δαAµ = ∂µα, (17)
δαϕi = iciαϕi, (18)
where α(x) is an infinitesimal arbitrary function, which is assumed to be zero on the bound-
ary, and ci = ±1, 0 denotes the charge of matter fields ϕi. The action is invariant under this
4 When we consider spinor fields, we use a vielbein e aµ instead of the metric gµν . We note that symmetry
under µ↔ ν is not obvious in such a case. This is discussed in Sec. IV C.
5 In this paper, we only consider a single U(1) symmetry in the absence of quantum anomalies. General-
izations to other conserved charges attached to non-Abelian gauge symmetries are straightforward.
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U(1) gauge transformation: δS = 0. Then, let us express the variation of the action. Here
we do not have to consider the variation of the matter fields, because it does not contribute
to the variation of the action by the use of the equation of motion: δS/δϕi = 0. Therefore,
the variation of action is given by
δS =
∫
ddx
√−gJµδαAµ =
∫
ddx
√−gJµ∂µα
= −
∫
ddx
√−g [(∇µJµ)α] +
∫
ddx
√−g∇µ(Jµα).
(19)
The second term in the second line of Eq. (19) is the boundary term, and again vanishes.
Since δS = 0 holds for an arbitrary α(x), we obtain the resulting conservation law
∇µJµ = 0, (20)
where Jµ is defined by the variation of the action with respect to the external gauge field in
Eq. (14).
C. Local Gibbs distribution as maximal information entropy state
In this section, we introduce the local Gibbs distribution as the special form of the
density operator in which the information entropy functional takes the maximal value under
the constraint on conserved charge densities [24–30]. Before discussing the local Gibbs
distribution, we first consider the Gibbs distribution for global thermal equilibrium.
The vital point for equilibrium statistical mechanics is that we can express global thermal
equilibrium by the use of the special state which does only depend on the value of conserved
quantities such as the Hamiltonian Hˆ, and the conserved charge Nˆ . We can prepare such
an appropriate expression of the density operator by maximizing the information entropy
(or von Neumann entropy):
S(ρˆ) = −Tr ρˆ log ρˆ, (21)
under the following constraints
〈Hˆ〉 = E = const., 〈Nˆ〉 = N = const. (22)
where the angle bracket denotes the average over ρˆ: 〈Oˆ〉 ≡ Tr ρˆOˆ. In order to take into
account the above constraints, we use a Lagrange multiplier method as usual. Then, our
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problem is to maximize the following quantity with respect to ρˆ,
S(ρˆ;λE, λN) = −Tr ρˆ log ρˆ+ λE(Tr ρˆHˆ − E) + λN(Tr ρˆNˆ −N). (23)
where λE and λN are the Lagrange multipliers conjugate to the energy E, and conserved
charge N , respectively. Introducing the solution of the maximization problem as ρˆG, we can
write down the condition for an extremal value as
Tr δρˆ
(
− log ρˆG + λEHˆ + λNNˆ
)
= 0, (24)
where we used Tr δρˆ = 0 coming from the normalization condition. This equation states
that the solution takes the form of ρˆG ∝ eλEHˆ+λN Nˆ . We, then, obtain the Gibbs distribution
given by
ρˆG(β, µ) =
e−β(Hˆ−µNˆ)
Z
with Z = Tr e−β(Hˆ−µNˆ), (25)
where we used the familiar notation: λE = −β, λN = βµ with the inverse temperature β
and the chemical potential µ. The partition function Z gives the normalization factor of the
probability distribution, which is related to the thermodynamic potential. By boosting the
system, we can rewrite this distribution as
ρˆG(β
µ, ν) = eβ
µPˆµ+νNˆ−Ψ(βµ, ν), with Ψ(βµ, ν) ≡ log Tr eβµPˆµ+νNˆ , (26)
where parameters are βµ = βuµ with the global fluid four-velocity of the system uµ normal-
ized by uµuµ = −1, and ν = βµ. Here Pˆµ denotes the total energy-momentum of the system,
and Ψ(βµ, ν) ≡ log Tr exp[βµPˆµ + νNˆ ] is a thermodynamic potential6. Note that, at the rest
frame of medium, uµ = (1,0), and thus ρˆG(β
µ, ν) = exp
[−β(Hˆ − µNˆ)−Ψ(β, ν)] is repro-
duced. This form of the density operator is the so-called Gibbs distribution [32, 33], and
the corresponding ensemble is called the Gibbs ensemble, or the grand canonical ensemble.
We, then, generalize the global Gibbs distribution (26) to local one in a manifestly co-
variant way [27–30]. For this purpose, let us consider the density operator at time t¯ which
lives on the spacelike hypersurface Σt¯. We can construct the local Gibbs distribution by
maximizing information entropy in a completely similar manner as before. In this case, to
reproduce local thermodynamics on a given hypersurface we have to put constraints on the
6 According to Ref. [31], this thermodynamic function is called as the Kramers function. When we consider
local thermal equilibrium in the subsequent discussion, we call the generalization of this thermodynamic
function as the Masseiu-Planck functional.
11
average values of conserved charge densities on the hypersurface cˆa(x) ≡ {pˆµ(x), nˆ′(x)}
— the energy-momentum density pˆµ(x) ≡ −nν(x)Tˆ νµ(x) and the conserved charge density
nˆ′(x) ≡ −nν(x)Jˆν(x) — as
〈pˆµ(x)〉 = pµ(x), 〈nˆ′(x)〉 = n′(x). (27)
Here nν(x) is the normal vector, and {Tˆ µν(x), Jˆµ(x)} a set of conserved current operators,
defined in the previous section. Note that while pˆµ(x) and nˆ
′(x) are the Heisenberg operators,
pµ(x) and n
′(x) are c-number functions of the spatial coordinate on the hypersurface. Since
we put the constraint on the average values of the local charge densities, the corresponding
Lagrange multipliers become also local functions dependent on the spatial coordinate. Then,
our problem is to maximize the following quantity
S[ρˆ;λµp , λn] ≡ −Tr ρˆ log ρˆ+
∫
dΣt¯
[
λµp(x)(Tr ρˆpˆµ(x)−pµ(x))+λn(x)(Tr ρˆnˆ′(x)−n′(x))
]
, (28)
with respect to ρˆ. Expressing the solution of the maximization problems as ρˆLG, we obtain
the following condition for an extremal value:
Tr δρˆ
(
− log ρˆLG[t¯;λ] +
∫
dΣt¯λ
µ
p(x)pˆµ(x) +
∫
dΣt¯λn(x)nˆ
′(x)
)
= 0, (29)
where we again used Tr δρˆ = 0. As a consequence, we obtain a local Gibbs distribution
ρˆLG[t¯;λ] on the hypersurface as
ρˆLG[t¯;λ] ≡ exp
(−Sˆ[t¯;λ]) with Sˆ[t¯;λ] ≡ Kˆ[t¯;λ] + Ψ[t¯;λ] , (30)
where Kˆ[t¯;λ] is defined by
Kˆ[t¯;λ] ≡ −
∫
dΣt¯µ λ
a(x)Jˆ µa (x) = −
∫
dΣt¯ν
(
βµ(x)Tˆ νµ(x) + ν(x)Jˆ
ν(x)
)
. (31)
Here we used the hypersurface vector defined in Eq. (3). We also defined a set of Lagrange
multipliers λa(x) ≡ {βµ(x), ν(x)} with λµp(x) ≡ βµ(x), λn(x) ≡ ν(x), and a set of conserved
current operators Jˆ µa (x) ≡ {Tˆ µν(x), Jˆµ(x)}, respectively.
As is the same as the global Gibbs distribution, a thermodynamic potential Ψ[t¯;λ], which
is called the Massieu-Planck functional, determines the normalization of the density operator
ρˆLG[t¯;λ],
Ψ[t¯;λ] ≡ log Tr exp(−Kˆ[t¯;λ]). (32)
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This is one of the most important quantities for the formulation of quantum field theories in
local thermal equilibrium. It is a generalization of the thermodynamic function for systems
under local thermal equilibrium, and gives fundamental variational formulae consistent with
local thermodynamics. In fact, if we take the variation of the Masseiu-Planck functional
with respect to the local thermodynamic parameter λa(x) on Σt¯, it gives the expectation
values of the conserved charge densities 〈cˆa(x)〉LGt¯ ≡ Tr [ρˆLG[t¯;λ]cˆa(x)]:
ca(x) ≡ 〈cˆa(x)〉LGt¯ =
δ
δλa(x)
Ψ[t¯;λ]. (33)
Therefore, once the functional dependence of the Masseiu-Planck functional on the thermo-
dynamic parameters λa(x) is known, it enables us to extract all the local thermodynamic
properties of the system like the speed of sound, the charge susceptibility, and the equation
of state. This is the reason why the Masseiu-Planck functional belongs to the family of
the thermodynamic potentials (See Ref. [19] for further discussions). Furthermore, as is
discussed in the next section, it also provides useful variational formulae for the expecta-
tion values of the conserved current operators over the local Gibbs distribution, and thus,
contains information on transport properties of the locally thermalized matter.
In TABLE I, we summarize our discussion on local thermal equilibrium in comparison
with global thermal equilibrium. We have shown that the local Gibbs ensemble method gives
a natural extension of the (global) Gibbs ensemble method, and they can be understood in a
unified manner as a result of the maximization problem of the information entropy functional
under appropriate constraints.
State/Statistical ensemble Characterized by Conjugate variables
Global thermal equilibrium Conserved charges Thermodynamics parameters
Gibbs ensemble (26) Ca = {H,N} λa = {β, ν}
Local thermal equilibrium Conserved charge densities Local thermodynamic parameters
Local Gibbs ensemble (30) ca(x) = {pµ(x), n′(x)} λa(x) = {βµ(x), ν(x)}
TABLE I. Comparison of ways to describe systems under global/local thermal equilibrium based
on the Gibbs and local Gibbs ensembles.
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III. MASSEIU-PLANCK FUNCTIONAL AS GENERATING FUNCTIONAL
In this section we derive a useful variational formula which relates the Masseiu-Planck
functional to the average value of the conserved current operators Jˆ µa (x) = {Tˆ µν(x), Jˆµ(x)}
over the local Gibbs distribution. In Sec. III A, we provide the general derivation without
gauge fixing, or without choosing the specific coordinate system. In Sec. III B, we discuss
the useful gauge choice, which we call hydrostatic gauge7, and re-express the variational
formulae in the hydrostatic gauge.
A. Derivation of variational formula without gauge fixing
In order to derive the variational formula for the Masseiu-Planck functional, we first turn
our attention to the the following expression of Kˆ[t¯, λa, gµν , Aµ]:
Kˆ[t¯, λa, gµν , Aµ] =
∫
ddx
√−gδ(t¯− t¯(x))κˆ(λa, gµν , Aµ), (34)
where we used Eq. (6) and defined
κˆ(λa, gµν , Aµ) ≡ N−1nµλa(x)Jˆ µa (x) = −N−1(x)cˆa(x)λa(x). (35)
Since the spacetime integral in Eq. (34) runs within all region where matter fields exist, x
is nothing but a dummy variable. We, therefore, have reparametrization invariance of x.
Let us consider the leading-order contribution caused by an infinitesimal reparametrization:
xµ → x′µ = xµ − ξµ(x). Since this reparametrization can be regarded as a coordinate
transformation, invariance of Kˆ[t¯, λa, gµν , Aµ] brings about
Kˆ[t¯+ £ξ t¯, λ
a + £ξλ
a, gµν + £ξgµν , Aµ + £ξAµ] = Kˆ[t¯, λ
a, gµν , Aµ], (36)
7 The same name for the similar situation is also employed in Ref. [22].
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where £ξ denotes the usual Lie derivative along the arbitrary vector ξ
µ(x) introduced in
Sec. II B. This identity follows from the transformation laws for t¯, λa, gµν , and Aµ:
t¯ ′(x′) = t¯(x′) + £ξ t¯(x′), (37)
λa′(x′) =
β
µ(x′) + £ξβµ(x′) (a = 0, 1, · · · , d− 1)
ν(x′) + £ξν(x′) (a = d)
, (38)
g′µν(x
′) = gµν(x′) + £ξgµν(x′), (39)
A′µ(x
′) = Aµ(x′) + £ξAµ(x′). (40)
By choosing ξµ(x) = βµ(x) in the above identity, and using gauge invariance, we have
δλKˆ ≡ Kˆ[t¯+ £β t¯, λa + £βλa, gµν + £βgµν , Aµ + δβAµ]− Kˆ[t¯, λa, gµν , Aµ] = 0, (41)
where we defined δβAµ ≡ £βAµ + ∇µα with α ≡ ν − β · A. The second term in δβAµ is
coming from the gauge transformation: Aµ → Aµ + ∇µα. Then, we can express δλKˆ in
terms of the variation with respect to the background metric and gauge field as
δλKˆ =
∫
ddx
[
δKˆ
δt¯(x)
£β t¯(x) +
δKˆ
δλa(x)
£βλ
a(x) +
δKˆ
δgµν(x)
£βgµν(x) +
δKˆ
δAµ(x)
δβAµ(x)
]
=
∫
ddx
[
√−g
(
Tˆ µν(∇µβν) + Jˆµ(∇µν + Fνµβν)
)
βµ∂µt¯
+
δKˆ
δgµν
£βgµν +
(
δKˆ
δν
βµ +
δKˆ
δAµ
)
δβAµ
]
=
∫
ddx
[(
β 0¯
√−g
2
Tˆ µν +
δKˆ
δgµν
)
£βgµν +
(
β 0¯
√−gJˆµ + δKˆ
δν
βµ +
δKˆ
δAµ
)
δβAµ
]]
,
(42)
where we employed another expression of Kˆ[t¯, λa, gµν , Aµ]
Kˆ[t¯, λa, gµν , Aµ] =
∫
ddx
√−gθ(t¯− t¯(x))∇µ(λa(x)Jˆ µa (x)), (43)
and used the conservation laws for current operators (16) and (20) to rewrite the first term in
the first line. We also used a set of relations like £ββ
µ = 0, £βν = £βα+β
µ£βAµ = β
µδβAµ,
and ∇µν + Fνµβν = δβAµ. Taking average of δλKˆ over the local Gibbs distribution at that
time, and replacing the average values of variations of Kˆ with the variations of the Masseiu-
15
Planck functional, we obtain
〈δλKˆ〉LGt¯ =
∫
ddx
[(
β 0¯
√−g
2
〈Tˆ µν〉LGt¯ +
δΨ
δgµν
)
£βgµν
+
(
β 0¯
√−g〈Jˆµ〉LGt¯ +
δΨ
δν
βµ +
δΨ
δAµ
)
δβAµ
]]
.
(44)
The identity (41) results in 〈δλKˆ〉LGt¯ = 0 for an arbitrary variation of the background
metric and gauge field, and thus, it immediately enables us to relate the average values of
the conserved current operators over the local Gibbs distribution with the variation of the
Masseiu-Planck functional:
〈Tˆ µν(x)〉LGt¯ =
2
β 0¯
√−g
δΨ[t¯;λ]
δgµν(x)
, 〈Jˆµ(x)〉LGt¯ =
1
β 0¯
√−g
(
δΨ[t¯;λ]
δν(x)
βµ(x) +
δΨ[t¯;λ]
δAµ(x)
)
. (45)
Therefore, the expectation values of all kinds of conserved current operators in local thermal
equilibrium is captured by the single functional, or the Masseiu-Planck functional. Since we
introduce the background field, the above variational formula seemingly looks ordinary one.
However, compared to Eq. (14) which is nothing but the definition of the conserved current
operators, Eq. (45) does not provide the definition but the relation between the expectation
values of the conserved current operators and the Masseiu-Planck functional. This relation is
not obvious at all, as is demonstrated in the first term of 〈Jˆµ(x)〉LGt¯ in Eq. (45). In conclusion,
we can identify the Masseiu-Planck functional as a generating functional for nondissipative
hydrodynamics, in which we neglect the deviation from the local Gibbs distribution at each
time.
B. Useful gauge choice: Hydrostatic gauge
In the previous section, we derive the variational formula without a specific choice of the
coordinate system by considering reparametrization invariance of Kˆ[t¯, λa, gµν , Aµ]. Here, by
considering the derivative of Ψ[t¯, λ] with respect to t¯, and choosing our coordinate system so
that the time vector tµ ≡ ∂t¯xµ(t¯, x¯) is along the fluid vector βµ, we rederive the variational
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formula. First of all, the time derivative of Ψ[t¯, λ] reads
∂t¯Ψ[t¯;λ] = −〈∂t¯Kˆ[t¯;λ]〉LGt¯ =
〈
∂t¯
∫
dΣt¯µλ
aJˆ µa
〉LG
t¯
=
〈∫
dΣt¯N∇µ
(
λaJˆ µa
)〉LG
t¯
=
∫
dd−1x¯
√−g
(
∇µβν〈Tˆ µν〉LGt¯ + (∇µν + Fνµβν)〈Jˆµ〉LGt¯
) (46)
where we used the conservation laws in Eqs. (16) and (20). We also used
∂t¯
∫
dΣt¯µf
µ =
∫
dΣt¯N∇µfµ, (47)
which holds for an arbitrary smooth function fµ(x)8.
To take one more step forward, we choose the useful coordinate system by matching the
time vector tµ(x) ≡ ∂t¯xµ(t¯, x¯) with the local fluid vector βµ(x): tµ(x) = βµ(x)/β0, where
β0 is some constant reference temperature. We can arbitrary choose the value of β0, among
which the most useful choice is to adopt the value when the system reach global thermal
equilibrium. Besides, we interpret the chemical potential as the time component of the
background U(1) gauge field: ν(x) = Aν(x)t
ν(x) = A0¯(x). Then, the hydrostatic condition
can be summarized as follows:
tµ(x) = βµ(x)/β0, A0¯(x) = ν(x). (48)
This gauge fixing is schematically shown in Fig. 3. Before adopting this gauge choice,
spacetime coordinates have nothing to do with hydrodynamic configurations λa(x). After
gauge fixing, the fluid vector βµ¯ becomes a future-time directed constant vector in the new
coordinate system, and spacetime coordinates are fully related to hydrodynamic configura-
tions through the hydrostatic gauge condition (48)9. Since the fluid remains at rest in this
coordinate system, we call it the hydrostatic gauge10. Under this parametrization, we obtain
∂t¯Ψ[t¯;λ] =
∫
dd−1x¯
√−g
(
1
2
〈Tˆ µν〉LGt¯ (∇µβν +∇νβµ) + 〈Jˆµ〉LGt¯ (βν∇νAµ + Aν∇µβν)
)
=
∫
dd−1x¯
√−g
(
1
2
〈Tˆ µν〉LGt¯ £βgµν + 〈Jˆµ〉LGt¯ £βAµ
)
,
(49)
8 As an alternative, we can obtain the same result by the use of the expression of Kˆ[t¯, λ] in Eq. (43),
9 Indeed, the hydrostatic gauge condition tµ(x) ≡ ∂t¯xµ(t¯, x¯) = βµ(x)/β0 indicates that the original coordi-
nate xµ(t¯, x¯) in the hydrostatic gauge plays a role as the label of fluid parcels (particles) in the Lagrangian
specification (See e.g. Ref. [34] for a review on the Lagrangian description of the relativistic fluid).
10 Our hydrostatic space (See the right picture in Fig. 3) corresponds to the reference frame in Ref. [22],
and fluid spacetime in Ref. [23]
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Future time 
direction
Picture before gauge fixing
t¯(x) = t¯2
t¯(x) = t¯1
Gauge 
fixing
tµ = e uµ
 µ(t¯1, x¯)
 µ(t¯2, x¯)
x¯i = const.
tµ
tµ
Picture in hydrostatic gauge
 µ¯(x) =  0 
µ¯
0¯t¯
t¯2
t¯1
x¯i
x¯j
t xj
xi
(e  ⌘  / 0)
FIG. 3. Schematic picture of a gauge fixing to the hydrostatic gauge. Before the gauge fixing, we
have a fluid configuration βµ(x) on the hypersurface, which could be any time-like vector. After
the gauge fixing by choosing tµ(x) = βµ(x), it simply becomes a set of the unit vectors.
where we used the symmetry of energy-momentum tensor under µ ↔ ν. Here £β again
denotes the Lie derivatives along the fluid-vector βµ(x).
On the other hand, the variation of the Massieu-Planck functional with respect to t¯, or the
Lie derivative along tµ(x), is expressed in another way. Since we choose tµ(x) = βµ(x)/β0 in
the hydrostatic gauge, we can use £tβ
µ = (£ββ
µ)/β0 = 0. In addition, the second condition
in Eq. (48), or ν(x) = A0¯(x), enables us to put the variation of ν(x) and Aµ(x) all together.
As a result, we obtain another expression of ∂t¯Ψ[t¯;λ]:
∂t¯Ψ[t¯;λ] =
∫
dd−1x¯
1
β0
(
δΨ
δgµν
£βgµν +
δΨ
δAµ
£βAµ
)
. (50)
Comparison of Eq. (49) with Eq. (50) brings about the variational formula in the hydrostatic
gauge as
〈Tˆ µν(x)〉LGt¯ =
2
β0
√−g
δΨ[t¯;λ]
δgµν(x)
∣∣∣∣∣
hs
, 〈Jˆµ(x)〉LGt¯ =
1
β0
√−g
δΨ[t¯;λ]
δAµ(x)
∣∣∣∣∣
hs
. (51)
We do not have the variation of Ψ[t¯;λ] with respect to ν(x) this time because one of the
hydrostatic gauge condition ν(x) = A0¯(x) put it together with the variation with respect to
Aµ(x). Note that β0 is not the time component of the fluid vector.
Before closing this section, we put some comments on the hydrostatic gauge. First,
although hydrodynamic configurations looks like entirely at rest in the hydrostatic gauge (See
the right picture in Fig. 3), it does not imply that our system is stationary at all. In fact, if the
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time vector in the hydrostatic gauge is not a killing vector: £tgµν = (∇µβν +∇νβµ)/β0 6= 0,
our system will evolve in time accompanied with a finite entropy production, governed by
hydrodynamic equations. Therefore, the system itself is not hydrostatic at all. We also note
that although we can always take the hydrostatic gauge at any hypersurface, it does not
mean that our density operator always has a exact form of the local Gibbs distribution. In
fact, as is discussed in Ref. [19], the deviation from the local Gibbs distribution gives proper
dissipative corrections to hydrodynamic constitutive relations. Another comment is about
the spatial slicings. Since the spatial hypersurface is characterized by the normal vector
nµ, it cannot have the vortical configuration due to the Frobenius theorem. Therefore, we
cannot always match the normal vector nµ with the fluid vector βµ as is the case for the
time vector tµ. When we take hydrostatic gauge in such a case, tµ is not proportional
to nµ, which means that we cannot remove the shift vector Nµ. The final comment on
the hydrostatic gauge is related to the subject given in the next section. If we take the
hydrostatic gauge, our background metric gµν and gauge field Aµ are related to the local
thermodynamic parameters λa(x), and, as a result, they coincide with the thermal metric
g˜µν , and gauge field A˜µ, which will be introduced in Eqs. (60) and (74).
IV. PATH INTEGRAL FORMULA AND EMERGENT CURVED SPACETIME
In this section, dealing with some representative examples of quantum fields such as the
scalar field, Dirac field, and gauge field, we explicitly perform path-integral analysis for
the Masseiu-Planck functional Ψ[t¯;λ]. As a consequence, we show that the Masseiu-Planck
functional is written in terms of the Euclidean action in the same way as the case of global
thermal equilibrium11. It, however, does not have the form of that in the flat spacetime, but
in the thermally emergent curved spacetime background, whose metric or vielbein and gauge
field are determined by the local temperature, and the fluid four-velocity. Furthremore, if
matter fields under consideration is electrically charged, there exists the background U(1)
gauge connection which is determined by the local chemical potential. Therefore, path-
integral formula for the Masseiu-Planck functional is given as follows:
Ψ[t¯;λ] = log
∫
Dϕ eS[ϕ;λ] with S[ϕ;λ] =
∫ β0
0
ddx˜
√
−g˜L˜(ϕi, D˜ρ¯ϕi; g˜µ¯ν¯ , e˜ aµ¯ , A˜µ¯), (52)
11 To say it properly, it may not be appropriate to call it the Euclidean action since the action can be
imaginary in the case of local thermal equilibrium.
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where we defined
∫ β0
0
ddx˜ ≡
∫ β0
0
dτ
∫
dd−1x¯ with an arbitrary constant reference tempera-
ture β0. Here g˜µ¯ν¯ , e˜
a
µ¯ and A˜µ¯ denote the thermal metric, vielbein, and external gauge field
in the emergent thermal spacetime, which are defined in Eqs. (60), (138) and (74), respec-
tively. We also introduced the proper covariant derivative D˜ρ¯ in the thermal spacetime,
whose explicit form are given in Eqs. (72)-(73) for the charged scalar field, and Eq. (140) for
the Dirac field. The vital point here is that the structure of the emergent thermal spacetime
and gauge connection is universal regardless of the spin of the microscopic quantum fields.
We will show the explicit derivation of this path-integral formula for each quantum field as
follows.
A. Scalar field
1. Real scalar field
Let us first review the path-integral formula for a one-component real scalar field derived
in Ref. [19]. In the coordinate system (t¯, x¯) with the ADM metric (5), the Lagrangian for a
neutral scalar field φ reads
L = −g
µ¯ν¯
2
∂µ¯φ∂ν¯φ− V (φ) = 1
2N2
(∂t¯φ−N i¯∂i¯φ)2 −
γ i¯j¯
2
∂i¯φ∂j¯φ− V (φ), (53)
where V (φ) denotes the potential term. The canonical momentum pi(x) is pi(x) ≡
∂(
√−gL)/∂(∂0¯φ) = −
√−gg0¯ν¯∂ν¯φ(x¯) = N−1√γ(∂t¯φ−N i¯∂i¯φ), which satisfies the canonical
commutation relation, [φˆ(t¯, x¯), pˆi(t¯, x¯′)] = iδ(x¯− x¯′)12. As discussed in Sec. II B, we obtain
the energy-momentum densities as
Tˆ 0¯0¯ = −
1√−g pˆi∂t¯φˆ+ Lˆ = −
1
2γ
pˆi2 − N
i¯
N
√
γ
pˆi∂i¯φˆ−
γ i¯j¯
2
∂i¯φˆ∂j¯φˆ− V (φˆ), (54)
Tˆ 0¯i¯ = −
1
N
√
γ
pˆi∂i¯φˆ. (55)
By using the standard technique of the path integral, we have
Tr e−Kˆ =
∫
dφ〈φ|e−Kˆ |φ〉
=
∫
DφDpi exp
(∫ β0
0
dτ [i
∫
dd−1x¯∂τφ(τ, x¯)pi(τ, x¯)− β−10 K]
)
,
(56)
12 We slightly changed the definition of the canonical momentum from Ref. [19] to include
√−g.
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where K denotes the functional corresponding to the operator Kˆ. Parametrizing βµ¯ =
β0e
σuµ¯ with the normalized vector uµ satisfying uµuµ = −1 and eσ ≡
√−βµβµ/β0, and
integrating Eq. (56) with respect to the canonical momentum pi, we obtain the path-integral
formula for the Massieu-Planck functional as
Ψ[t¯;λ] = log
∫
Dφ eS[φ;λ], (57)
with
S[φ;λ] =
∫ β0
0
dτ
∫
dd−1x¯
√
γN˜
[ 1
2N˜2
(
i∂τφ− N˜ i¯∂i¯φ
)2
−
(γ i¯j¯
2
∂i¯φ∂j¯φ+ V (φ)
)]
≡
∫ β0
0
ddx˜
√
−g˜L˜(φ, ∂˜ρ¯φ; g˜µ¯ν¯),
(58)
where we defined the Lapse function N˜ , and shift vector N˜ i¯ in the emergent thermal space-
time as
N˜ ≡ Neσu0¯ = −nµβµ/β0, N˜ i¯ ≡ γ i¯j¯eσuj¯ = eσ(u0¯N i¯ + ui¯). (59)
The partial derivative in the thermal space is defined as ∂˜µ¯ ≡ (i∂τ , ∂i¯). By using N˜ and N˜ i¯,
we also introduced the thermal metric g˜µ¯ν¯ and its inverse g˜
µ¯ν¯ as
g˜µ¯ν¯ =
−N˜2 + N˜i¯N˜ i¯ N˜j¯
N˜i¯ γi¯j¯
 , g˜µ¯ν¯ =
−N˜−2 N˜−2N˜ j¯
N˜−2N˜ i¯ γ i¯j¯ − N˜−2N˜ i¯N˜ j¯
 . (60)
Here N˜i¯ ≡ γi¯j¯N˜ j¯ = eσui¯. As is clearly demonstrated from Eqs. (57) to (60), the Masseiu-
Planck functional Ψ[t¯;λ] is expressed in terms of the path integral over the Euclidean action
in the emergent curved spacetime, whose metric is given in Eq. (60) and determined by
the local thermodynamic parameters λa(x). Note that in the hydrostatic gauge, we have
eσuµ¯ = tµ¯ = δµ¯
0¯
, which leads to N˜ = N and N˜ i¯ = N i¯, so that the thermal metric g˜µ¯ν¯
coincides with the original metric gµ¯ν¯ in our curved spacetime: g˜µ¯ν¯ = gµ¯ν¯
∣∣
hs
. We also note
that the action takes imaginary values if N˜ i¯ 6= 0, so that the lattice simulation may suffer
from the notorious sign problem in the presence of the inhomogeneous fluid velocity.
2. Charged scalar field
We can easily generalize our analysis to a charged scalar field in a straightforward way
since we can decompose the charged scalar field into two real scalar fields. This system,
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however, is distinct from simple summation of two independent real fields in a sense that
there exists a conserved charge curent coupled to the external gauge field, and thus has
chemical potential. Dealing with the charged scalar field, we show how the chemical potential
and external gauge field are implemented in our path-integral formula.
Lagrangian for a charged scalar boson is given by
L = −gµ¯ν¯Dµ¯Φ∗Dν¯Φ− V (|Φ|2)
=
1
N2
(Dt¯Φ
∗ −N i¯Di¯Φ∗)(Dt¯Φ−N i¯Di¯Φ)− γ i¯j¯Di¯Φ∗Dj¯Φ− V (|Φ|2),
(61)
where Φ denotes a complex field and describes bosons with positive and negative charges,
and Dµ¯ is a covariant derivative which acts charged fields as
Dµ¯Φ = ∂µ¯Φ− iAµ¯Φ, Dµ¯Φ∗ = ∂µ¯Φ∗ + iAµ¯Φ∗. (62)
Here we take a charge of the complex field as unity, and Aµ¯ denotes an external gauge field
coupled to the conserved charge current. Since this Lagrangian is invariant under U(1) gauge
transformation Φ→ Φ′ = eiαΦ, Aµ → A′µ = Aµ+∂µα, based on the general discussion given
in Sec. II B, this system possesses the following conserved charge current,
J µ¯ = −igµ¯ν¯(Φ∗Dν¯Φ− ΦDν¯Φ∗). (63)
For the convenience, we decompose Φ into real and imaginary parts, Φ = (φ1 + iφ2)/
√
2,
in which both of φ1 and φ2 denote real fields, and rewrite the Lagrangian in the following
form,
L =
2∑
a=1
[
−g
µ¯ν¯
2
Dµ¯φaDν¯φa
]
− V (φ21 + φ22)
=
2∑
a=1
[
1
2N2
(Dt¯φa −N i¯Di¯φa)2 −
γ i¯j¯
2
Di¯φaDj¯φa
]
− V (φ21 + φ22).
(64)
Here we introduced a covariant derivative, which acts to real fields φa (a = 1, 2) as
Dµ¯φa = ∂µ¯φa + abAµ¯φb, (65)
with 12 = 1 = −21, 11 = 22 = 0, and use a contraction rule for the subscript b.
By using canonical momenta pia ≡ −√−gg0¯ν¯Dν¯φa = N−1√γ(Dt¯φa−N i¯Di¯φa) (a = 1, 2),
which satisfy the canonical commutation relations, [φˆa(t¯, x¯), pˆib(t¯, x¯
′)] = iδabδ(x¯ − x¯′), all
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the conserved charge densities such as the energy-momentum and conserved U(1) charge are
written as
Tˆ 0¯0¯ = −
2∑
a=1
[
1
2γ
pˆi2a +
N i¯
N
√
γ
pˆiaDi¯φˆa +
γ i¯j¯
2
Di¯φˆaDj¯φˆa
]
− V (φˆ21 + φˆ22), (66)
Tˆ 0¯i¯ = −
2∑
a=1
1
N
√
γ
pˆiaDi¯φˆa, (67)
Jˆ 0¯ =
2∑
a=1
1
N
√
γ
pˆiaabφˆb. (68)
Since these do not contain the time derivative and the time component of the external gauge
field A0¯, these are invariant under the U(1) gauge transformation including A0¯.
From this set of conserved quantities we obtain
Tr e−Kˆ =
∫
Dφ1Dφ2Dpi1Dpi2 exp
(∫ β0
0
dτ [i
∫
dd−1x¯
2∑
a=1
∂τφa(τ, x¯)pia(τ, x¯)− β−10 K]
)
.
(69)
Since the canonical momenta are quadratic, we are able to integrate out pia (a = 1, 2)
also for this case. Under the same parametrization βµ¯ = β0e
σuµ¯, we can write down the
Masseiu-Planck functional as
Ψ[t¯;λ,Aµ¯] = log
∫
DΦ eS[Φ;λ,Aµ¯], (70)
with
S[Φ;λ,Aµ] =
∫ β0
0
dτ
∫
dd−1x¯
√
γN˜
×
[
1
2N˜2
2∑
a=1
[(
i∂τφa + abe
σµφb − N˜ i¯Di¯φa
)2
− γ
i¯j¯
2
Di¯φaDj¯φa
]
− V (|Φ|2)
)]
=
∫ β0
0
ddx˜
√
−g˜
[
1
2N˜2
2∑
a=1
[(
D˜0¯φa − N˜ i¯D˜i¯φa
)2
− γ
i¯j¯
2
D˜i¯φaD˜j¯φa
]
− V (|Φ|2)
)]
=
∫ β0
0
ddx˜
√
−g˜
[
1
N˜2
(
D˜0¯Φ
∗ − N˜ i¯D˜i¯Φ∗
)(
D˜0¯Φ− N˜ i¯D˜i¯Φ
)
− γ i¯j¯Di¯Φ∗Dj¯Φ− V (|Φ|2)
]
≡
∫ β0
0
ddx˜
√
−g˜L˜(Φ, ∂˜ρ¯Φ; g˜µ¯ν¯ , A˜µ¯),
(71)
where we define the covariant derivative in thermal spacetime as follows:
D˜µ¯φa = ∂˜µ¯φa + abA˜µ¯φb, (72)
D˜µ¯Φ = ∂˜µΦ− iA˜µ¯Φ, D˜µ¯Φ∗ = ∂˜µΦ∗ + iA˜µ¯Φ∗, (73)
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with the external gauge field in thermal spacetime A˜µ¯ defined by
A˜0¯ ≡ eσµ = ν/β0, A˜i¯ ≡ Ai¯. (74)
Here we note that (i∂τ )
† = i∂τ in our convention.
We see that the resulting Euclidean action is again written in terms of the thermal metric
background (60), and an essential difference is only seen in the covariant derivative (72) or
(73). We, therefore, only need to consider the modified gauge connection in the presence
of finite chemical potential, by replacing the partial derivative ∂˜µ¯ with the covariant one,
D˜µ¯. This brings about the gauge invariance in thermal spacetime. As is discussed in Sec. V,
the additional term eσµ = ν/β0 is Kaluza-Klein gauge invariant, and thus, the structure
and symmetric properties of the emergent curved spacetime also hold for systems with finite
chemical potential.
B. Gauge field
1. Abelian gauge field
As a next example, let us consider the electromagnetic field, whose field strength tensor
is given by
Fµ¯ν¯ = ∂µ¯Aν¯ − ∂ν¯Aµ¯, (75)
where Aµ¯ denotes the four-vector potential. The Lagrangian for the electromagnetic field is
L = −1
4
gµ¯ν¯gα¯β¯Fµ¯α¯Fν¯β¯
=
1
2N2
γ i¯j¯(F0¯¯i −N k¯Fk¯i¯)(F0¯j¯ −N l¯Fl¯j¯)−
1
4
γ i¯j¯γk¯l¯Fi¯k¯Fj¯ l¯,
(76)
where we use the coordinate system (t¯, x¯) with the ADM metric (5) in the second line.
Since the field strength tensor is invariant under the gauge transformation
Aµ¯(x)→ Aµ¯(x) + ∂µ¯α(x), (77)
where α(x) is an arbitrary function smoothly dependent on x, the Lagrangian and all physical
observables are also gauge invariant. However, to quantize gauge field in our setup, which is
essentially Hamiltonian formalism, we need to fix a gauge. Here, we employ the axial gauge
Ad−1(x) = 0. (78)
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Since this axial gauge condition does not completely fix the gauge, we fix the residual gauge
freedom later on.
The canonical momenta Πi¯ are now given by
Πi¯ ≡ −√−gF 0¯¯i =
√
γ
N
γ i¯j¯(F0¯j¯ −N k¯Fk¯j¯). (79)
Note that Π0¯ = 0, so that A0¯ is not a dynamical field because the field strength tensor
is antisymmetric under the exchange of indices. We also note that due to the axial gauge
condition Ad−1 = 0, we do not have Π
d−1 as a dynamical field. Indeed, it is determined by
the Gauss’s law
∇i¯F 0¯¯i = 0, (80)
where we consider the situation in the absence of the charged particles.
From the Lagrangian for the electromagnetic field, we can construct energy-momentum
tensor Tˆ µν as usual. It reads
Tˆ 0¯0¯ = Fˆ
0¯α¯Fˆ0¯α¯ + Lˆ = − 1
2γ
Πˆi¯γi¯j¯Πˆ
j¯ − N
i¯
N
√
γ
Fˆi¯j¯Πˆ
j¯ − 1
4
γ i¯j¯γk¯l¯Fˆi¯k¯Fˆj¯ l¯, (81)
Tˆ 0¯i¯ = Fˆ
0¯α¯Fˆi¯α¯ = −
1
N
√
γ
Πˆj¯Fˆi¯j¯. (82)
As is mentioned before, contrary to its apparent expression, Πd−1 is not an independent dy-
namical field, and determined by solving Gauss’s law (80) : Πd−1 = −√−gF 0¯ d−1(Π1¯, · · · ,Πd−2).
This fact is not useful in order to integrate out all the conjugate momentum Πi¯. Therefore,
we insert an identity
1 =
∫
DΠd−1δ(Πd−1 +√−gF 0¯ d−1(Π1¯, · · · ,Πd−2)) (83)
to avoid this apparent difficulty. Furthermore, by decomposing the Gauss law constraint as
δ
(
Πd−1 +
√−gF 0¯ d−1(Π1¯, · · · ,Πd−2)) = δ(∇i¯Πi¯) det(∂(∇i¯Πi¯)
∂Πd−1
)
= δ(∇i¯Πi¯) det
(∇d−1) ,
(84)
we perform a similar analysis in the case of scalar fields, which results in the following
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path-integral expression:
Tr e−Kˆ =
∫ d−1∏
j=1
DΠj¯
d−2∏
k=0
DAk¯ δ(∇i¯Πi¯) det(∇d−1)
× exp
(∫ β0
0
dτ
[∫
dd−1x¯
(
d−2∑
l=1
Πl¯i∂τAl¯
)
− β−10 K
])
=
∫ d−1∏
j=1
DΠj¯
d−2∏
k=0
DAk¯ det(∇d−1)
× exp
(∫ β0
0
dτ
[∫
dd−1x¯
(
d−2∑
l=1
Πl¯i∂τAl¯ − Πi¯i∂i¯A0¯
)
− β−10 K
])
,
(85)
where we used a functional-integral expression for the delta function δ(∇i¯Πi¯) with an aux-
iliary field A0¯
δ(∇i¯Πi¯) =
∫
DA0¯ exp
(
i
∫ β0
0
dτ
∫
dd−1x¯A0¯∇i¯Πi¯
)
, (86)
and perform an integration by parts in order to obtain the last line in Eq. (85).
Using the same parametrization βµ¯ = β0e
σuµ¯ as the case of the scalar fields, and after
integrating out the conjugate momenta Πi¯, we obtain the path-integral formula for the
Masseiu-Planck functional,
Ψ[t¯;λ] = log
∫ d−2∏
i=0
DAi¯ det(∇d−1) exp (S[Aσ¯;λ]) , (87)
with
S[Aσ¯;λ] =
∫ β0
0
dτ
∫
dd−1x¯
√
γN˜
[ 1
2N˜2
γ i¯j¯(F˜0¯¯i − N˜ k¯Fk¯i¯)(F˜0¯j¯ − N˜ l¯Fl¯j¯)−
1
4
γ i¯j¯γk¯l¯Fi¯k¯Fj¯ l¯
]
,
≡
∫ β0
0
ddx˜
√
−g˜L˜(∂˜ρ¯Aσ¯; g˜µ¯ν¯),
(88)
where N˜ and N˜ i¯ are defined in Eq. (59). It should be emphasized that they are completely
same as the case for the scalar fields, and thus, the thermal metric g˜µ¯ν¯ is expected to be
universal regardless of the spin of microscopic quantum fields. Here we introduced the field
strength tensor along the imaginary-time direction:
F˜0¯¯i ≡ i∂τAi¯ − i∂i¯A0¯. (89)
The most important point is that the result is again written in terms of the Euclidean action
in the emergent curved spacetime with the thermal metric (60).
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A short comment on the gauge invariance is in order here. The above result is the path-
integral formula of the Massieu-Planck functional for the axial gauge, and the path integral
over Ad−1 is not contained because of the axial gauge condition Ad−1 = 0. However, we can
implement the axial gauge condition through an insertion of
1 =
∫
DAd−1δ(Ad−1), (90)
and, as a result, we obtain
Ψ[t¯;λ] = log
∫
DAµ¯δ(Ad−1) det(∇d−1)eS[Aσ¯ ;λ]. (91)
This is the result for a special choice of the axial gauge, but we can easily generalize this
result for an arbitrary gauge choice by replacing the gauge fixing condition and Jacobian as
δ(Ad−1) det(∇d−1)→ δ(F ) det
(
∂F
∂α
)
, (92)
where F = 0 gives the gauge fixing condition like F = Ad−1 in the axial gauge. Since the
delta function and the determinant give a gauge-invariant combination, the final expression
for the Masseiu-Planck functional is given by
Ψ[t¯;λ] = log
∫
DAµ¯δ(F ) det
(
∂F
∂α
)
exp (S[Aσ¯;λ]) , (93)
which is explicitly gauge invariant, so that we can choose an arbitrary gauge suitable for our
calculation.
2. Non-Abelian gauge field
Let us generalize our result to the non-Abelian gauge field. Here, for concreteness, we
consider SU(N) gauge theory. The Lagrangian for the non-abelian gauge field is given by
L = −1
4
gµ¯ν¯gα¯β¯Gaµ¯α¯G
a
ν¯β¯
=
1
2N2
γ i¯j¯(Ga0¯¯i −N k¯Gak¯i¯)(Ga0¯j¯ −N l¯Gal¯j¯)−
1
4
γ i¯j¯γk¯l¯Gai¯k¯G
a
j¯l¯.
(94)
Here we introduced the field strength tensor for the non-Abelian gauge field,
Gaµ¯ν¯ = ∂µ¯A
a
ν¯ − ∂ν¯Aaµ¯ + gfabcAbµ¯Acν¯ , (95)
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with the non-Abelian gauge field Aaµ¯, the dimensionless coupling constant g, and the struc-
ture constants of SU(N) gauge group fabc, which satisfy
[ta, tb] = ifabc, tr(t
atb) =
1
2
δab, (96)
where ta denotes generators of SU(N) group. Note that the summation over repeated indices
is assumed. One important difference with the Abelian gauge field is that the gauge field
carries the (color) index a which runs from a = 1 to N2 − 1. Introducing Aµ¯ = taAaµ¯, we
can express the field strength tensor in terms of the commutator of the covariant derivative:
Gµ¯ν¯ = ∂µ¯Aν¯ − ∂ν¯Aµ¯ − ig[Aµ¯, Aν¯ ] = i
g
[Dµ¯, Dν¯ ], (97)
where we introduced Gµ¯ν¯ ≡ taGaµ¯ν¯ and covariant derivative,
Dµ¯ ≡ ∂µ¯ − igtaAaµ¯. (98)
The field strength tensor transforms as Gµ¯ν¯ → UGµ¯ν¯U † under the SU(N) gauge transfor-
mation
Aµ¯(x)→ U(x)(Aµ¯(x) + ig−1∂µ¯)U †(x), (99)
where U(x) ≡ exp(iθa(x)ta) is a unitary matrix: UU † = 1. Together with the cyclic property
of traces: Tr (AB) = Tr (BA), we can easily see gauge invariance of the Lagrangian (94).
Quantization procedure of the non-Abelian gauge field is accomplished in a similar way
with the Abelian gauge fields, and we directly write down the final result for the Masseiu-
Planck functional,
Ψ[t¯;λ] = log
∫
DAaµ¯δ(F b) det
(
∂F c
∂αd
)
eS[Aσ¯ ;λ], (100)
where δ(F b) represents the gauge-fixing condition, and the determinant does the Fadeev-
Popov determinant with the gauge parameter αd. The resulting Euclidean action is the
completely same as the previous analysis on the Abelian case, which reads
S[Aσ¯;λ] =
∫ β0
0
dτ
∫
dd−1x¯
√
γN˜
[ 1
2N˜2
γ i¯j¯(Gaτ i¯ − N˜ k¯Gak¯i¯)(Gaτ j¯ − N˜ l¯Gal¯j¯)−
1
4
γ i¯j¯γk¯l¯Gai¯k¯G
a
j¯l¯
]
,
≡
∫ β0
0
ddx˜
√
−g˜L˜(∂˜ρ¯Aσ¯; g˜µ¯ν¯).
(101)
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Here in the same way as the Abelian case, we introduced the field strength tensor along the
imaginary-time direction:
G˜a0¯¯i ≡ i∂τAai¯ − i∂i¯Aa0¯. (102)
The result is again written in terms of the path integral of the Euclidean action in the
thermally emergent curved spacetime with the same thermal metric defined in Eq. (60).
C. Dirac field
1. Spinor field in curved spacetime
As the last example, let us consider the Dirac field. Before starting the path-integral
analysis on the Dirac field, we first summarize a way to describe spinor fields in the curved
spacetime, that is, the so-called vielbein formalism (See e.g. [35] in more detail).
In order to describe the spinor field in the curved spacetime, we use the vielbein e aµ
instead of the metric gµν . Here, Greek letters (µ, ν, · · · ) represent the curved spacetime
indices in the coordinate system (t,x), while Latin letters (a, b, · · · ) do the local Lorentz
indices. The metric and vielbein are related to each other through
gµν = e
a
µ e
b
ν ηab, η
ab = e aµ e
b
ν g
µν . (103)
We also define the inverse vielbein e µa , which satisfies the relations δ
ν
µ = e
a
µ e
ν
a , δ
b
a = e
µ
a e
b
µ .
The (inverse) vielbein enables us to exchange the curved spacetime indices and the local
Lorentz indices as follows:
Ba = e
µ
a Bµ, B
a = e aµ B
µ,
Bµ = e
a
µ Ba, B
µ = e µa B
a.
(104)
The Lagrangian for the Dirac field ψ is expressed by the use of the inverse vielbein
L = −1
2
ψ¯(e µa γ
a−→Dµ −←−Dµe µa γa)ψ −mψ¯ψ, (105)
where we defined ψ¯ ≡ iψ†γ0, and the covariant derivative
Dµ = ∂µ − i(Aµ + Aµ) with Aµ = 1
2
ω abµ Σab, (106)
with the external gauge field Aµ. Here Σab ≡ i[γa, γb]/4 is a generator of the Lorentz group
with γa being the gamma matrices, which satisfy a set of relations {γa, γb} = 2ηab with
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{A,B} ≡ AB + BA, (iγ0)† = iγ0, (iγ0)†(iγ0) = 1, iγ0(γa)†iγ0 = −γa, and iγ0Σ†abiγ0 = Σab
in our convention. From a direct calculation, we can check the following relations:
[Σab, Σcd] = −i(ηacΣbd − ηncΣad − ηadΣbc + ηbdΣac), (107)
[γa, Σbc] = −i(ηacγb − ηabγc). (108)
The left and right derivatives are defined as
−→
Dµφ ≡ ∂µφ− iAµφ and φ←−Dµ ≡ ∂µφ+ iφAµ. (109)
In Eq. (106), we have a spin connection ω abµ , which is expressed by the vielbein as
ω abµ =
1
2
eaνebρ(Cνρµ − Cρνµ − Cµνρ), (110)
Cµνρ ≡ e cµ (∂νeρc − ∂ρeνc), (111)
where Cµνρ are called the Ricci rotation coefficients. Here we assume the torsion-free con-
dition for the background curved spacetime. We note that the spin connection ω abµ is
anti-symmetric under the exchange of the local Lorentz indices: ω abµ = −ω baµ .
2. Energy-momentum conservation law for spinor field
As is demonstrated in Sec. II B, taking the variation of the action with respect to the
metric, we obtain the conserved energy-momentum tensor associated with diffeomorphism
invariance. However, if matters considered are composed of spinor fields, the action is
described not by the metric gµν but by the vielbein e
a
µ as
S[ψ, ψ¯; e aµ , Aµ] =
∫
ddxeL(ψ(x), ψ¯(x), Dµψ(x), Dµψ¯(x); e aµ (x), Aµ(x)), (112)
where we define e ≡ det e aµ =
√−g, and the explicit form of the Lagrangian for the Dirac
field is already given by Eq. (105). In a similar way discussed in Sec. II B, we can generalize
our discussion on the derivation of the energy-momentum conservation law for the fermionic
action. Let us consider a set of variations with respect to the vielbein e aµ , the external gauge
field Aµ, and the spinor fields ψ, ψ¯:
£ξe
a
µ ≡ e′ aµ (x)− e aµ (x) = ξν∇νe aµ + e aν ∇µξν , (113)
£ξAµ ≡ A′µ(x)− Aµ(x) = ξν∇νAµ + Aν∇µξν , (114)
£ξψ ≡ ψ′(x)− ψ(x) = ξν∂νψ, (115)
£ξψ¯ ≡ ψ¯′(x)− ψ¯(x) = ξν∂νψ¯, (116)
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which are caused by the general coordinate transformation (9). Because the action again has
diffeomorphism invariance, the variation of the action under this transformation vanishes:
δS = 0. Furthermore, since the variations of the fields does not contribute with the help of
the equation of motion, the variation of the action leads to
δS =
∫
ddxe
[T µa£ξe aµ + Jµ£ξAµ]
=
∫
ddxe
[T µa(ξν∇νe aµ + e aν ∇µξν) + Jµ(ξν∇νAµ + Aν∇µξν)]
= −
∫
ddxe
[
(∇µT µν − FνλJλ)ξν
]
+
∫
ddxeTabωabν ξν
+
∫
ddxe∇µ[(T µν + JµAν)ξν ]−
∫
ddxeξνAν∇µJµ,
(117)
where we define the energy-momentum tensor for spinor fields T µa as
T µa ≡
1
e
δS
δe aµ
, (118)
and we replace the Lorentz indices as the curved spacetime indices by the use of the vielbein:
T µν = e aν T µa. Here we also used a so-called tetrad postulate that the covariant derivative of
the vielbein vanishes:
Dµe
a
ν = ∇µe aν + ω aµ be bν = 0, (119)
where ∇µe aν ≡ ∂µe aν − Γρµνe aρ with the usual Christoffel symbol Γρµν . Compared to the
previous case in Eq. (13), we have the additional term proportional to Tabω abµ , which, in
general, does not seem to vanish. However, as will be shown soon, this term vanishes due
to local Lorentz invariance, and we obtain the energy-momentum conservation law
∇µT µν = FνλJλ. (120)
Let us focus on the reason that the additional term does not contribute. In addition
to diffeomorphism invariance, we have another symmetry due to the fact that it does not
matter which locally inertial frames we adopt. In other words, the fermionic action is
invariant under the local Lorentz transformation:
δαe
a
µ = α
a
b(x)e
b
µ , (121)
δαψ = − i
2
αab(x)Σabψ, (122)
δαψ¯ =
i
2
αab(x)ψ¯Σab, (123)
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where αab(x) denotes a local rotation angle, which is anti-symmetric: αab(x) = −αba(x),
and Σab the generator of the Lorentz group. By the use of the equation of motion δS/δψ =
δS/δψ¯ = 0, the variation of the action under the infinitesimal local Lorentz transformation
is expressed as
δS =
∫
ddxeT µaδαe aµ = −
∫
ddxeT abαab
= −
∫
ddxe
1
2
(T ab − T ba)αab,
(124)
for arbitrary αab(x). Therefore, local Lorentz invariance of the action: δS = 0, results in
the proposition that the anti-symmetric part of the energy-momentum tensor vanishes:
T ab − T ba = 0. (125)
This is the reason why we drop the term proportional to Tabω abµ in Eq. (117).
Combined with the consequence of differmorphism invariance and that of local Lorentz
invariance, in other words, the energy-momentum conservation law (120), and the symmetric
property of the energy-momentum tensor (125), we immediately conclude that the symmetric
energy-momentum tensor is also conserved for the fermionic case,
∇µT µν = FνλJλ, (126)
where we define the symmetric energy-momentum tensor T µν as
T µν =
1
2
(T µaeνa + T νaeµa), (127)
which is clearly symmetric under µ↔ ν by definition.
3. Charge conservation law for spinor field
The Lagrangian for the Dirac field (105) also has a gauge symmetry under the U(1) gauge
transformation defined in Eqs. (17) and (18). We, therefore, have a conserved vector current
Jµ which is coupled to the background U(1) gauge field,
Jµ ≡ iψ¯γµψ with ∇µJµ = 0. (128)
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4. Path-integral formula for Dirac field
We are ready to develop the path-integral formula for the Dirac field. First of all, taking
the variation of the action with respect to vielbein, we obtain the energy-momentum tensor
T µν defined in Eq. (118) as
T µν = 1
2
ψ¯(γµ
−→
D ν −←−D νγµ)ψ − i
4
Dρ
(
ψ¯{γµ,Σνρ}ψ)+ gµνL. (129)
By symmetrizing the indices, we also have the symmetric energy-momentum tensor T µν
defined in Eq. (127)
T µν ≡ 1
2
(T µν + T νµ) = 1
4
ψ¯(γµ
−→
D ν + γν
−→
Dµ −←−D νγµ −←−Dµγν)ψ + gµνL. (130)
It is worth to clarify which energy-momentum tensor we adopt in order to construct the
local Gibbs distribution. Our choice is the symmetric energy-momentum tensor (130)13 not
the so-called canonical energy-momentum tensor. The reason for this choice is answered from
several viewpoints as follows: First, we do not have the global translational symmetry in the
presence of the background fields, and do not have the corresponding Noether current, or
the canonical energy-momentum tensor. Second, our guiding principle to construct the local
Gibbs distribution is that we should collect a set of independent conserved quantities such
as the energy, momentum, and conserved charge. We do not have to take into account the
angular momentum as a conserved charge since if the energy-momentum tensor is symmetric,
the associated angular momentum is trivially conserved, and hence, it is not the independent
conserved quantity. To avoid question that we should consider the angular momentum or
not, we choose the symmetric energy-momentum tensor. One can also argue that the energy-
momentum tensor appeared in general relativity should be symmetric, and we should also
choose the symmetric one to discuss relativistic hydrodynamics.
If we adopt the symmetric energy-momentum tensor, we have
Tr e−Kˆ =
∫
DψDψ¯ exp
(∫ β0
0
dτ
[
i
∫
dd−1x¯e
−1
2
(ψ¯γ 0¯
−→
∂τψ − ψ¯←−∂τγ 0¯ψ)− β−10 K
])
, (131)
whereK includes the symmetric energy-momentum tensor. Here we note that the imaginary-
time derivative is not the covariant derivative but the partial derivative, because it simply
13 Of course, we can choose Eq. (129) together with the condition (125) originated from local Lorentz
invariance. These choices are equivalent.
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arises from inner products of the adjacent state vectors introduced by the insertion of com-
plete sets. On the other hand, the spatial derivative is the covariant derivative whose spin
connection is composed of the vielbein e aµ . Nevertheless, note that it is not trivial that
this spin connection gives the correct one for the emergent thermal spacetime, in which one
direction is not real time but imaginary time. We will show that they coincide with each
other later on.
Contrary to the previous examples, we face with the problematic situation that the sym-
metric energy-momentum tensor does not seem to reproduce the correct Euclidean action.
It is also not reasonable that the imaginary-time derivative is not covariant one, if the Eu-
clidean action is given as that in the emergent curved spacetime. As will be shown below,
these difficulties are closely related with each other, and a proper treatment again gives the
correct Euclidean action in the emergent thermal spacetime.
In order to decompose the symmetric energy-momentum tensor, we use the consequence
of local Lorentz invariance
T mn−T nm = 0 ⇔ 1
4
ψ¯(γµ
−→
D ν − γν−→Dµ−←−D νγµ +←−Dµγν)ψ− i
4
Dρ(ψ¯{γµ,Σ ρν }ψ) = 0. (132)
By the virtue of this relation, we can rewrite the symmetric energy-momentum tensor as
T µν =
1
2
ψ¯(γµ
−→
D ν −←−D νγµ)ψ + δµνL −
1
4
ψ¯(γµ
−→
D ν − γν−→Dµ −←−D νγµ +←−Dµγν)ψ
=
1
2
ψ¯(γµ
−→
D ν −←−D νγµ)ψ + δµνL −
i
4
Dρ(ψ¯{γµ,Σ ρν }ψ)
≡ Θµν −
1
2
DρΣ
µ ρ
ν ,
(133)
where we defined the canonical part of the energy-momentum tensor Θµν , and the spin part
of the angular momentum tensor Σµ ρν as
Θµν ≡
1
2
ψ¯(γµ
−→
D ν −←−D νγµ)ψ + δµνL, (134)
Σµ ρν ≡
i
2
ψ¯{γµ,Σ ρν }ψ. (135)
Then, we can rewrite K as follows:
K = −
∫
dΣt¯µ¯
(
β ν¯T µ¯ν¯ + νJ
µ¯
)
= −
∫
dΣt¯µ¯
(
β ν¯Θµ¯ν¯ +
1
2
Σµ¯ ρ¯ν¯ Dρ¯β
ν¯ + νJ µ¯
)
+
1
2
∫
dΣt¯µ¯Dρ¯(Σ
µ¯ ρ¯
ν¯ β
ν¯)
= −
∫
dΣt¯µ¯
(
β ν¯Θµ¯ν¯ +
1
2
Σµ¯ ρ¯ν¯ Dρ¯β
ν¯ + νJ µ¯
)
+
1
2
∫
dSt¯µ¯ρ¯Σ
µ¯ ρ¯
ν¯ β
ν¯ ,
(136)
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where dSt¯ρ¯µ¯ denotes the surface element for the (d − 1)-dimensional spatial region Σt¯, and
we used the Stokes’ theorem (See e.g. Ref. [36]),∫
Σ
dΣt¯µ¯Dρ¯B
ρ¯µ¯ =
∫
∂Σ
dSt¯µ¯ρ¯B
ρ¯µ¯, (137)
satisfied for anti-symmetric tensors Bµ¯ν¯ = −Bν¯µ¯ to obtain the last line in Eq. (136). If the
fields fall off sufficiently rapidly as |x¯| → ∞, we can neglect the surface term. The first
term in the last line in Eq. (136) reproduces the spatial part of the Euclidean action, and
it seems the second term is not necessary in our discussion. However, we show that second
term is rather important since it gives us the correct spin connection in the imaginary-time
direction.
In order to show that we obtain the proper spin connection in thermal spacetime, let us
first introduce the (inverse) thermal vielbein e˜ aµ¯ (e˜
µ¯
a ) as
e˜ a0¯ = e
σua, e˜ ai¯ = e
a
i¯ ,
e˜ 0¯a = e
0¯
a
e−σ
u0¯
, e˜ i¯a = e
i¯
a − e 0¯a
ui¯
u0¯
,
(138)
where the thermal vielbein satisfies relations
g˜µ¯ν¯ = e˜
a
µ¯ e˜
b
ν¯ ηab, η
ab = e˜ aµ¯ e˜
b
ν¯ g˜
µ¯ν¯ , (139)
and the inverse vielbein satisfies δν¯µ¯ = e˜
a
µ¯ e˜
ν¯
a , δ
b
a = e˜
µ¯
a e˜
b
µ¯ . Compared with the relations such
as Eq. (103) which the original vielbein satisfies, it is properly considered as the vielbein
associated with the emergent thermal spacetime. We also introduced the covariant derivative
in thermal spacetime as
D˜µ¯ ≡ ∂˜µ¯ − i(A˜µ¯ + A˜µ¯) with A˜µ¯ ≡ 1
2
ω˜ abµ¯ Σab. (140)
with A˜µ¯ = (e
σµ,Ai¯). Here we introduced the thermal spin connection ω˜
ab
µ given by
ω˜ abµ =
1
2
e˜aν e˜bρ(C˜νρµ − C˜ρνµ − C˜µνρ), (141)
C˜µνρ ≡ e˜ cµ (∂˜ν e˜ρc − ∂˜ρe˜νc), (142)
where we defined the thermal Ricci rotation coefficients C˜µνρ. Here we put the tetrad
postulate for the thermal spacetime:
D˜µe
a
ν = ∂˜µe˜
a
ν − Γ˜ρµν e˜ aρ + ω˜ aµ be˜ bν = 0, (143)
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where we used the Christoffel symbol Γ˜ρµν composed of the thermal metric.
Based on this setup, we demonstrate that the Masseiu-Planck functional is again ex-
pressed in terms of the proper Euclidean action in the emergent curved spacetime. First, we
show that the thermal spin connection for the imaginary-time direction is originated from
the second term in the Eq. (136). From Eq. (143) we have
ω˜µ¯ν¯ρ¯ ≡ −e˜ν¯a∂˜µ¯e˜ aρ¯ + Γ˜ν¯µ¯ρ¯ (144)
with
Γ˜ν¯µ¯ρ¯ =
1
2
(∂˜µ¯g˜ν¯ρ¯ + ∂˜ρ¯g˜µ¯ν¯ − ∂˜ν¯ g˜µ¯ρ¯). (145)
Paying attention to the fact that all of our parameters do not depend on the imaginary time,
and thus, thermal metric and vielbein do not too, we can express ω˜0¯¯ij¯ in terms of the fluid
vector βµ(x) as
ω˜0¯¯ij¯ = Γ˜i¯0¯j¯ = −
1
2β0
(∂i¯βj¯ − ∂j¯βi¯) (146)
where we used Eq. (60). Together with ee 0¯a = e˜e˜
0¯
a , we obtain∫ β0
0
dτdd−1x¯ e
[−i
2
ψ¯
(
e 0¯a γ
a−→∂τ −←−∂τ e 0¯a γa
)
ψ − β−10
(
1
2
Σ0¯ ρ¯ν¯ Dρ¯β
ν¯ + νJ 0¯
)]
=
∫ β0
0
ddx˜ e˜
[
−1
2
ψ¯
(
e˜ 0¯a γ
ai
−→
∂τ − i←−∂τ e˜ 0¯a γa
)
ψ +
i
4
e˜ 0¯a ψ¯{γa, Σbc}ψω˜ bc0¯ + ie˜ 0a eσµψ¯γaψ¯
]
=
∫ β0
0
ddx˜ e˜
[
−1
2
ψ¯
{
e˜ 0¯a γ
a
(−→˜
∂0¯ − i(A˜0¯ + A˜0¯)
)
−
(←−˜
∂0¯ + i(A˜0¯ + A˜0¯)
)
e˜ 0¯a γ
a
}
ψ
]
=
∫ β0
0
ddx˜ e˜
[
−1
2
ψ¯
(
e˜ 0¯a γ
a
−→˜
D 0¯ −
←−˜
D 0¯e˜
0¯
a γ
a
)
ψ
]
,
(147)
where we used the fact that spin angular momentum tensor Σµνρ defined in Eq. (135) is
completely antisymmetric with respect to its indices. The last line shows that we obtain the
proper covariant imaginary-time derivative with the torsion-free thermal spin connection.
Furthermore, we can prove that the spatial components of the thermal spin connection are
in accordance with the original ones:
ψ¯{γa, Σbc}ψe˜a¯iω bci¯ = ψ¯{γa, Σbc}ψe˜a¯iω˜ bci¯ . (148)
In order to prove this identity we need to evaluate
ω˜µ¯ν¯ρ¯ =
1
2
(C˜ν¯ρ¯µ¯ − C˜ρ¯ν¯µ¯ − C˜µ¯ν¯ρ¯), (149)
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with the thermal Ricci rotation coefficients C˜µνρ defined in Eq. (142). Since the spatial
partial derivative and the thermal vielbein is unchanged in thermal spacetime: ∂˜i¯ = ∂i¯ and
e˜ ai¯ = e
a
i¯ , we find that some spatial components of the thermal spin connection are identical
to the original ones: ω˜i¯j¯k¯ = ωi¯j¯k¯. Then, in order to compare ω˜
bc
i¯ with ω
bc
i¯ , we express
the original spin connection ω bci¯ in terms of the thermal vielbein e˜
a
µ¯ . For that purpose, we
decompose ω bci¯ into their components as
ω bci¯ = ωi¯µ¯ν¯e
bµ¯ecν¯ = (eb0¯ecj¯ − ebj¯ec0¯)ωi¯0¯j¯ + ebj¯eck¯ωi¯j¯k¯. (150)
Using Eq. (138), we can express the inverse vielbein in terms of the inverse thermal vielbein
as ea¯i = e˜a¯i + ea0¯ui¯/u0¯. Therefore, the second term becomes
ebj¯eck¯ωi¯j¯k¯ =
(
e˜bj¯ + eb0¯
uj¯
u0¯
)(
e˜ck¯ + ec0¯
uk¯
u0¯
)
ωi¯j¯k¯
= (eb0¯e˜cj¯ − e˜bj¯ec0¯)u
k¯
u0¯
ωi¯k¯j¯ + e˜
bj¯ e˜ck¯ωi¯j¯k¯,
(151)
where we used the antisymmetric property of the spin connection: ωi¯j¯k¯ = −ωi¯k¯j¯. Further-
more, noting eb0¯ecj¯ − ebj¯ec0¯ = eb0¯e˜cj¯ − e˜bj¯ec0¯, we obtain
ω bci¯ = (e
b0¯e˜cj¯ − e˜bj¯ec0¯)u
µ¯
u0¯
ωi¯µ¯j¯ + e˜
bj¯ e˜ck¯ωi¯j¯k¯
= (e˜b0¯e˜cj¯ − e˜bj¯ e˜c0¯)eσuµ¯ωi¯µ¯j¯ + e˜bj¯ e˜ck¯ω˜i¯j¯k¯.
(152)
In contrast, ω˜ bci¯ is simply expressed as
ω˜ bci¯ = (e˜
b0¯e˜cj¯ − e˜bj¯ e˜c0¯)ω˜i¯0¯j¯ + e˜bj¯ e˜ck¯ωi¯j¯k¯. (153)
Therefore, the difference between them is given by
ψ¯{γa, Σbc}ψe˜a¯i(ω bci¯ − ω˜ bci¯ ) = 2ψ¯{γa, Σbc}ψe˜a¯ie˜b0¯e˜cj¯(eσuµ¯ωi¯µ¯j¯ − ω˜i¯0¯j¯)
= ψ¯{γa, Σbc}ψe˜a¯ie˜b0¯e˜cj¯(eσuµ¯Cµ¯j¯i¯ − C˜0¯j¯i¯),
(154)
where we dropped the symmetric part of ωi¯µ¯j¯ under i¯ ↔ j¯ in the second line because
ψ¯{γa, Σbc} is completely antisymmetric for its indices. By the way, noting that the
imaginary-time derivative of the thermal vielbein vanishes, the definiton of C˜µ¯ν¯ρ¯ in Eq. (142)
leads to
C˜0¯¯ij¯ = e˜
c
0¯ (∂i¯ej¯c − ∂j¯ei¯c) = eσuµ¯Cµ¯i¯j¯. (155)
Therefore, we find Eq. (154) vanishes, and, thus, Eq. (148) is proved.
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In conclusion, we finally get the following expression for the Masseiu-Planck functional:
Ψ[t¯;λ,Aµ¯] = log
∫
DψDψ¯ eS[ψ,ψ¯;λ,Aµ¯], (156)
with
S[ψ, ψ¯;λ,Aµ¯] =
∫ β0
0
dτ
∫
dd−1x¯e˜
[
−1
2
ψ¯(e˜ µ¯m γ
m
−→˜
D µ¯ −
←−˜
D µ¯e˜
µ¯
m γ
m)ψ −mψ¯ψ
]
=
∫ β0
0
ddx˜ e˜L(ψ, ψ¯, ∂˜ρψ, ∂˜ρψ¯; e˜ aµ¯ , A˜µ¯).
(157)
This shows that the Masseiu-Planck functional is again written in terms of the Euclidean
action in the emergent curved spacetime in the same way as fields with the integer spin.
Although it is expressed by the thermal vielbein, there exists no torsion, and the structure of
the emergent thermal space is completely same as the previous case. It should be emphasized
that the resulting action contains the proper covariant derivative in thermal spacetime, so
that it formally possesses full diffeomorphism invariance in the emergent thermal spacetime,
which is discussed in the next section. Note that, as is the case for the thermal metric, the
thermal vielbein e˜ aµ¯ and original vielbein e
a
µ¯ coincide with each other in the hydrostatic
gauge: e˜ aµ¯ = e
a
µ¯
∣∣
hs
. In fact, because of the hydrostatic gauge condition eσuµ¯ = δµ¯
0¯
, we
can immediately show the non-trivial part of this relation as e˜ a0¯ = e
σuµ¯e aµ¯ = e
a
0¯
∣∣
hs
from
Eq. (138).
V. SYMMETRIES OF EMERGENT THERMAL SPACETIME
In the previous section, we have shown that the Masseiu-Planck functional for any quan-
tum field with the spin 0, 1/2, and 1 is written in the language of the path integral (52)
in the thermally emergent curved spacetime background, whose line element again has the
form of the ADM metric:
ds˜2 = −(N˜dt˜)2 + γi¯j¯(N˜ i¯dt˜+ dx¯i¯)(N˜ j¯dt˜+ dx¯j¯), (158)
with the thermal lapse function N˜ and thermal shift vector N˜ i¯ defined in Eq. (59). We have
also considered the conserved charge current which couples to the external U(1) gauge field.
It is described by the presence of a background U(1) gauge connection which is slightly
modified by the local chemical potential µ(x) as
A˜ = A˜0¯dt˜+ A˜i¯dx¯
i¯, (159)
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with the background gauge field A˜µ¯ defined in Eq. (74). Since the time component of
the original external field does not appear in our construction, A˜0¯ only contains the local
chemical potential. Therefore, the structure of the emergent thermal spacetime and gauge
connection is completely determined by the hydrodynamic configurations λa(x).
As can been seen from Eq. (52), we have formally have full diffeomorphsim invariance
and U(1) gauge invariance in the thermal spacetime since the action contains the proper
covariant derivative14. However, we have to pay attention to the fact that all of the thermal
metric, vielbein, and external gauge field are not dependent on the imaginary time. One
way to treat this is simply to perform path integrals as if we have full invariance, and neglect
the imaginary-time dependence at the end. For example, we can construct the derivative
expansion of Ψ[t¯;λ] with the use of invariants such as loop like objects:
∮
ds˜,
∮
A˜µdx˜
µ,
and derivatives of them such as the Ricci scalar for the d-dimensional thermal spacetime:
R˜, as building blocks.
However, the symmetry properties can be expressed in a bit different manner. In this
section, taking another way, we elucidate the symmetries of this thermally emergent curved
spacetime, and the background U(1) gauge connection: Kaluza-Klein gauge symmetry, spa-
tial difeomorphism symmetry, and gauge symmetry. First, we show the most prominent
symmetry property related to the our imaginary-time formalism, that is, the Kaluza-Klein
gauge symmetry of the Masseiu-Planck functional in Sec. V A. We next see that it also
has (d− 1)-dimensional spatial diffeomorphism invariance in Sec. V B. In addition to these
spacetime symmetries, we see the symmetric properties for the background U(1) gauge con-
nection in Sec. V C. These symmetry arguments lay out a foundation to derive the transport
properties of locally thermalized matters, and thus, hydrodynamic equations as discussed in
Ref. [19] (See also Refs. [20–23]).
A. Kaluza-Klein gauge symmetry
First of all, we point out that the structure of the emergent thermal spacetime is invariant
under the global imaginary-time translation, since the thermodynamic parameters λa(x)
such as the local temperature and fluid-four velocity do not depend on the imaginary time
14 Of course, we should understand symmetry transformations, keeping in mind that one coordinate is
imaginary.
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τ , and thus t˜ = −iτ . Furthermore, we also have a local symmetry by the spatial coordinate-
dependent redefinition of the imaginary time. In order to demonstrate this symmetry, we
rewrite the line element in thermal spacetime from the ADM form to the Kaluza-Klein form
as
ds˜2 = −e2σ(dt˜+ ai¯dx¯i¯)2 + γ ′¯ij¯dx¯i¯dx¯j¯, (160)
where we defined ai¯ ≡ −e−σui¯, γ′ i¯j¯ ≡ γi¯j¯ + ui¯uj¯, and we used g˜0¯0¯ = −N˜2 + N˜i¯N˜ i¯ = −e2σ.
In this parametrization, the square root of determinant of the thermal metric becomes
√−g˜ = N˜√γ = eσ√γ′. This parametrization of the line element was discussed in the
hydrostatic generating functional method [20], and we can discuss the symmetry properties
of the Massieu-Planck functional in a similar manner. Following Ref. [20], we can easily see
that this line element is invariant under the local transformation, or the Kaluza-Klein gauge
transformation: 
t˜→ t˜+ χ(x¯),
x¯→ x¯,
ai¯(x¯)→ ai¯(x¯)− ∂i¯χ(x¯),
(161)
where χ(x¯) is an arbitrary function of the spatial coordinates. We note that the original in-
duced metric γi¯j¯ nonlinearly transforms under this transformation since γ
′¯
ij¯ does not change,
so that γ is not Kaluza-Klein gauge invariant.
This symmetry enables us to restrict possible terms that appear in the construction of the
Massieu-Planck functional in the same way as the hydrostatic generating functional method
[20]. In fact, while this symmetry does not restrict a dependence on the dilaton sector, which
is the local temperature eσ(x) = β(x)/β0, it strongly does on the thermal Kaluza-Klein gauge
field ai¯. For example, ai¯ appears in the Massieu-Planck functional only through the gauge
invariant combination such as the field strength fi¯j¯ defined by
fi¯j¯ ≡ ∂i¯aj¯ − ∂j¯ai¯. (162)
As is shown in Sec. V C, the Kaluza-Klein symmetry also affects how the Masseiu-Planck
functional depends on the external gauge field Ai¯.
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B. Spatial diffeomorphism symmetry
As is developed in Sec. II A, utilizing the ADM decomposition, we introduced the spatial-
coordinate system x¯ = x¯(x) on a spacelike hypersurface Σt¯. The spatial coordinate system
is described by the original induced metric γi¯j¯, or equivalently the modified one γ
′¯
ij¯.
If we recall the simple fact that Physics does not depend on our choice of the spatial-
coordinate system x¯ = x¯(x), we can immediately see that the Masseiu-Planck functional
Ψ[t¯, λ] is invariant under the (d− 1)-dimensional spatial diffeomorphism
x¯→ x¯′(x¯). (163)
This spatial diffeomorphism invariance also restricts possible terms that could appear in the
construction of the Massieu-Planck functional. For example, γ′ appears only in combination
with dd−1x¯, i.e., dd−1x¯
√
γ′ = dΣt¯Ne−σ. Note that we use
√
γ′ instead of
√
γ. This is because
the modified γ′ is Kaluza-Klein gauge invariant while the original one γ is not.
C. Gauge connection and gauge symmetry
In the presence of the conserved U(1) current coupled to the external field Ai¯, we have
also the background U(1) gauge connection (159) at the same time as the emergent thermal
spacetime (158), or (160). As is already mentioned, we do not have the time-component of
the original external field A0¯, and the Masseiu-Planck functional is invariant under
Ai¯(x¯)→ Ai¯(x¯) + ∂i¯α(x¯). (164)
While the local chemical potential eσµ is Kaluza-Klein gauge invariant, Ai¯ is not from
the same reason that the original induced metric γi¯j¯ is not. It is, then, convenient to rewrite
the gauge connection (159) in the similar way to Eq. (160) as follows:
A˜ = A˜′¯0(dt˜+ ai¯dx¯
i¯) + A˜′¯idx¯
i¯, (165)
where we defined the modified gauge field A˜′µ¯ in thermal spacetime as
A˜′¯0 ≡ A˜0¯ = eσµ,
A˜′¯i ≡ A˜i¯ − A˜0¯ai¯ = Ai¯ − eσµai¯.
(166)
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From Eq. (165), it becomes clear that this modified gauge field A˜′µ¯ remains invariant under
the Kaluza-Klein gauge transformation (161), since the combination dt˜+ai¯dx¯
i¯ is unchanged.
Moreover, this modified background gauge field behaves in the same manner as the original
one under the gauge transformation in Eq. (164), We, therefore, rephrase that the Masseiu-
Planck functional is invariant under
A˜′¯i(x¯)→ A˜′¯i(x¯) + ∂i¯α(x¯). (167)
From this useful property, we should use the modified gauge field A˜′µ¯ instead of the original
one A˜µ¯ in thermal spacetime.
VI. SUMMARY AND OUTLOOK
In this paper, the imaginary-time formalism for systems under local thermal equilib-
rium, in which the density operator has a form of the local Gibbs distribution, has been
presented on the basis of the path-integral formulation. After a meticulous preparation
in Sec. II, we have shown that the Masseiu-Planck functional Ψ[t¯;λ] plays a role as the
generating functional of the expectation values of the conserved current operators over the
local Gibbs distribution in Sec. III. Indeed, we have derived the variational formula given
in Eq. (45) without choosing any particular coordinate system, and given in Eq. (51) with
the hydrostatic gauge in which the hydrodynamic configurations looks like entirely at rest
due to the hydrostatic gauge fixing condition (48). Furthermore, through the detailed anal-
ysis on representative examples of relativistic quantum fields such as the scalar fields, Dirac
field, and gauge fields in Sec. IV, we have reached the conclusion that the Masseiu-Planck
functional Ψ[t¯;λ] is written in terms of the path integral of the Euclidean action in the
thermally emergent curved spacetime as is given in Eq. (52). Our result is schematically
summarized in Fig. 4 (Compare with Fig. 1). This emergent curved spacetime with one
imaginary-time direction, and (d− 1)-spatial directions is described by the use of the ther-
mal metric (60), thermal vielbein (138), and external gauge field (74), which are completely
determined by configurations of the local thermodynamic variables λa(x) on hypersurfaces.
As is discussed in Sec. V, our action is formally equipped with full diffeomorphism invariance
and full gauge invariance in thermal spacetime with the imaginary-time independent metric,
vielbein, and external gauge field. This symmetry property eventually leads to the fact that
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FIG. 4. Schematic picture of the imaginary-time formalism for local thermal equilibrium.
the Masseiu-Planck functional possesses the notable intrinsic symmetries associated with
the local Gibbs distribution. They are the Kaluza-Klein gauge symmetry under Eq. (161),
the spatial diffeomorphism symmetry (163), and the gauge symmetry for the background
gauge field (164). These results provide a general microscopic justification of the generating
functional method to construct nondissipative hydrodynamic constitutive relations based on
the underlying quantum field theories. In addition, it should be emphasized that our for-
mulation is not restricted to the hydrostatic configurations, in which the fluid vector βµ(x)
becomes a killing vector and the chemical potential gradient ∇µν(x) balance an external
electric field, but also applicable to any configuration of λa(x)15. Therefore, our formulation
provides a robust generalization of the generating functional method, and lays out a solid
basis to discuss hydrodynamics on the ground of microscopic quantum field theories.
There are several prospects on future research based on our approach. One is an explicit
evaluation of the Masseiu-Planck functional based on quantum field theories. Although the
symmetry arguments strongly restricts the possible form of the Masseiu-Planck functional,
it does not completely determine its functional dependence on thermodynamic parameters
λa(x), in which information on thermodynamic and transport properties like the equation
of state is contained. Since our formulation, in conjunction with the perturbative diagra-
matic approach, nonperturbative lattice simulations, or holographic calculations, enables us
to evaluate the derivative corrections to the Masseiu-Planck functional, we can explicitly
calculate the nondissipative derivative corrections to relativistic hydrodynamics. Although
evaluating such a nondissipative correction has been discussed in Refs. [37, 38] in some re-
15 We note that while Kaluza-Klein gauge invariance in the hydrostatic partition function method [20] is
originated from the hydrostatic condition for the real time direction, our invariance is inherent in the local
Gibbs distribution with the imaginary time direction.
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stricted situations, our formulation gives a general way to evaluate them, and shed light on
the thermodynamic and transport properties based on quantum field theories. Also it is
interesting to consider the case in which certain parts of derivatives of thermodynamic pa-
rameters such as a vorticity and temperature gradient does not take small values. Although
we cannot perform naive perturbative expansions in this case, it may be possible to evaluate
them in a nonperturbative manner.
Another interesting direction is a generalization to the nonrelativistic quantum field the-
ory and its application to condensed matter physics. We are able to extend our approach to
nonrelativistic theories, in which the structure of the emergent thermal spacetime may be
given by the so-called Newton-Cartan geometry [39–44]. We have shown that there does not
exist the emergent thermal torsion in relativistic theories even if we consider spinor fields.
However, in the nonrelativistic theory, we may reach at the redundancy of the description
of nonrelativistic curved spacetime geometry and external gauge fields, which allows the
emergent torsion to appear. Although invariance coming from this redundancy has already
been discussed in Refs. [42–44], it is interesting to uncover the origin of the nonrelativistic
geometry based on our local Gibbs ensemble approach. Generalization to the nonrelativistic
systems and its application to condensed matter physics are left for future works.
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