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1 Introduction
In Riemannian geometry, the study on isoparametric hypersurfaces has a long history. Since
1938, E.Cartan began to study the isoparametric hypersurfaces in real space forms with
constant sectional curvature c systematically. One of excellent works Cartan did is that he
proved if k1, k2, · · · , kg are the all distinct principal curvatures, then they satisfy the following
formula ∑
i 6=j
mj
c+ kjki
kj − ki = 0, j = 1, · · · , g, (1.1)
where mi is the multiplicity of ki. (1.1) is know as Cartan formula. The classification of
isoparametric hypersurfaces in space forms is a classical geometric problem with a history
of almost one hundred years. Those in Euclidean and hyperbolic spaces were classified in
1930’s [1, 2, 16], for the most difficult case, those in a unit sphere, was recently completely
solved [6]. The theory of focal points, tubes and parallel hypersurfaces in real space forms
have been discussed in [7]. It is a natural idea to generalize these theories to Finsler geometry.
In Finsler geometry, the conception of isoparametric hypersurfaces has been introduced
in [8]. Let (N,F, dµ) be an n-dimensional Finsler manifold with volume form dµ. A func-
tion f on (N,F, dµ) is said to be isoparametric if there are two functions a˜(t) and b˜(t) such
that {
F (∇f) = a˜(f),
∆f = b˜(f).
(1.2)
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where ∇f denotes the gradient of f , which is defined by means of the Legendre transforma-
tion, and ∆f is the nonlinear Finsler-Laplacian with respect to dµ.
The flag curvature of a Finsler manifold is a natural generalization of the sectional cur-
vature in Riemannian geometry. Similarly, we can call a complete and simply connected
Finsler manifold with constant flag curvature a Finsler space form. If a Finsler manifold
is only forward (resp. backward) complete, we call it forward (resp. backward) complete
Finsler space form. In this paper, we denote an n-dimensional Finsler space form with con-
stant flag curvature c by N(c) and denote a forward (resp. backward) complete Finsler space
form by
−→
N (c) (resp.
←−
N (c)) for the sake of simplicity. Studing and classifying isoparamet-
ric hypersurfaces in Finsler space forms are interesting problems naturally generalized from
Riemannian geometry. Unlike the Riemannian geometry, there are infinitely many Finsler
space forms, which are not isometric or even not homothetic to each other, and they are far
from being completely classified. We know very little about Finsler space forms except for
some special cases. Even for those known Finsler space forms with non-zero flag curvature,
they may be very complicated, like the examples constructed on spheres [9] by R. Bryant.
So, the classification of isoparametric hypersurfaces in Finsler space forms is an arduous
and complex task, and many of research methods in Riemannian geometry are no longer
applicable.
In [8, 10, 11], the isoparametric hypersurfaces in Minkowski spaces (with zero flag curva-
ture) and Funk spaces (with negative constant flag curvature) had been completely classified.
For ambient spaces with positive constant flag curvatures, Xu [12] studied a special class of
isoparametric hypersurfaces in the (non-Riemannian) Randers sphere, including all the ho-
mogeneous cases.
In [8], we proved that in a Finsler manifold with constant flag curvature and constant
S-curvature (see (2.6) for the definition), a transnormal function is isoparametric if and
only if each of its regular level surfaces has constant principal curvatures. In this paper,
we consider isoparametric hypersurfaces in Finsler space forms with constant S-curvature,
which are hypersurfaces with constant principal curvatures. From now on, we denote a
Finsler space form N(c) with constant S-curvature c′ with respect to a given volume form
dµ by (N(c, c′), F, dµ), or simply N(c, c′).
First we introduce the principal curvatures of anisotropic submanifolds and study the
theories of focal points, tubes and parallel hypersurfaces in Finsler space forms by using the
theories of geodesics and Jacobi fields. Moreover, by using the theories of focal manifolds,
we derive Cartan-type formula and get some classifications of isoparametric hypersurfaces
in N(c, c′) with vanishing reversible torsion (see Definition 2.1 for details), i.e.
Tη(X) := D
η
Xη +D
η−
X η− = 0.
Theorem 1.1. Let M be an isoparametric hypersurface in a Finsler space form N(c, c′) with
vanishing reversible torsion. Then each focal submanifold Si of M is anisotropic-minimal
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in N(c, c′) and all distinct principal curvatures of M also satisfy the formula (1.1).
Theorem 1.2. LetM be a connected isoparametric hypersurface in a Finsler space form N(c, c′)
with vanishing reversible torsion. If c ≤ 0, then M has two distinct principal curvatures
at most; If c > 0, we suppose that M has g distinct principal curvatures λi =
√
c cot θi,
0 < θ1 < · · · < θg < π, with respective multiplicities mi, then
θi = θ1 + (i− 1)π
g
, 1 ≤ i ≤ g, (1.3)
and the multiplicities satisfy mi = mi+2 (subscripts mod g). Thus, all of the principal curva-
tures have the same multiplicity if g is odd and there are at most two distinct multiplicities
if g is even. Besides, for any x ∈M , there are 2g focal points of (M,x) at least along every
normal geodesic to M through x, and they are evenly distributed at intervals of length pi√
cg
.
Remark 1.3. If F is reversible, then Tη(X) = 0 always holds. Besides, for any Randers
metric F with the navigation data (h,W ), if the S-curvature vanishes, or equivalently W is
a Killing vector, then Tη(X) = 0 also always holds (see section 5 for details). In fact, there
exist a large number of nontrivial Randers space forms satisfying the conditions in Theorem
1.1 and Theorem 1.2. Randers metrics are nonreversible and play a fundamental role in
Finsler geometry. Until now, the most known examples of Finsler space forms with non-zero
flag curvature are Randers space forms.
Theorem 1.4. LetM be an isoparametric hypersurface in a Randers space form (N,F, dµBH)
with navigation data (h,W ). Then the conclusions of Theorem 1.1 and Theorem 1.2 hold
when W is a Killing vector.
The contents of this paper are organized as follows. In section 2, some fundamental
concepts and formulas which are necessary for the present paper are given. In section 3,
the definitions of anisotropic mean curvature and focal point of a submanifold in a Finsler
manifold are given, and some theories of focal points, tubes and parallel hypersurfaces in
Finsler geometry are founded. In section 4, based on the discussion of focal submanifolds
of isoparametric hypersurfaces in a Finsler space form, we derive the Cartan-type formula
in Finsler space forms with vanishing reversible torsion, then give some classifications on
the number of distinct principal curvatures and their multiplicities for an isoparametric
hypersurface. In section 5, we prove that any Randers space with vanishing S-curvature
also has vanishing reversible torsion, and thus derive the same classifications on the number
of distinct principal curvatures and their multiplicities for isoparametric hypersurfaces in
Randers space forms.
2 Preliminaries
Let (N,F ) be an n-dimensional oriented smooth Finsler manifold and TN be the tangent
bundle over N with local coordinates (x, y), where x = (x1, · · · , xn) and y = (y1, · · · , yn).
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Here and from now on, we will use the following convention of index ranges unless other
stated:
1 ≤ i, j, · · · ≤ n; 1 ≤ a, b, · · · ≤ m < n;
m+ 1 ≤ α, β, · · · ≤ n.
The fundamental form g of (N,F ) is given by
g := gij(x, y)dx
i ⊗ dxj , gij(x, y) = 1
2
[F 2]yiyj .
The curve γ(t) is called a geodesic in N , if its local coordinates (xi(t)) satisfy
x¨i(t) + 2Gi (x(t), x˙(t)) = 0,
where
Gi =
1
4
gil
{
[F 2]xkyly
k − [F 2]xl
}
are the geodesic coefficients of (N,F ). Using the geodesic coefficients, we can define a
torsion-free connection ∇ on the pull-back bundle π∗TN by ( [14], p.39)
∇ ∂
∂xi
= ωki
∂
∂xk
= Γkijdx
j ⊗ ∂
∂xk
, Γkij =
∂Gk
∂yi∂yj
.
It is called Berwald connection and satisfies
dgij − gikωkj − gkjωki = 2FCijkδyk − 2Lijkdxk, (2.1)
where δyi := 1
F
(dyi + N ijdx
j), N ij :=
∂Gi
∂yj
= Γijky
k, Cijk :=
1
2
∂gij
∂yk
is the Cartan tensor and
Lijk := FC˙ijk = Cijk|lyl is the Landsberg curvature. The curvature 2-forms of the Berwald
connection are
dωij − ωkj ∧ ωik :=
1
2
Rij kldx
k ∧ dxl + P ij kldxk ∧ δyl.
The flag curvature tensor can be written as
Rik := ℓ
jRij klℓ
l, Rjk = gijR
i
k,
where ℓ = y
F
is the vector field dual to the Hilbert form ω = [F ]yidx
i. For a vector V = V i ∂
∂xi
satisfying gijV
iV j = 1 and gijy
iV j = 0, the flag curvature of (N,F ) is defined by
K(y;V ) = RijV
iV j .
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Let X = X i ∂
∂xi
be a differentiable vector field. Then the covariant derivatives of X along
v = vi ∂
∂xi
∈ TxN with respect to a reference vector w ∈ TxN\0 for the Berwald connection
is defined by
Dwv X(x) : =
{
vj
∂X i
∂xj
(x) + Γijk(w)v
jXk(x)
}
∂
∂xi
. (2.2)
Let L : TN → T ∗N denote the Legendre transformation, which satisfies L(λy) = λL(y)
for all λ > 0 and y ∈ TN . Moreover, we know from [13] (p.38-39) that
L(y) = F (y)[F ]yi(y)dxi, ∀y ∈ TN \ {0}, L(0) = 0,
L−1(ξ) = F ∗(ξ)[F ∗]ξi(ξ)
∂
∂xi
, ∀ξ ∈ T ∗N \ {0}, L−1(0) = 0, (2.3)
where F ∗ is the dual metric of F . In general, L−1(−ξ) 6= −L−1(ξ). So for any η ∈ SxN =
{X ∈ TxN | F (X) = 1}, we denote
η− =
L−1(−Lη)
F ∗(−Lη) .
If F is reversible, then η− = −η.
Definition 2.1. Let η be a unit vector field in the neighbourhood of x ∈ N , and let X ∈ TxN
satisfy gη(η,X) = 0. Set
Tη(X) := D
η
Xη +D
η−
X η−. (2.4)
We call Tη(X) the reversible torsion of η along the vector X at x in (N,F ).
For a smooth function f : N → R, the gradient vector of f at x is defined as ∇f(x) :=
L−1(df(x)) ∈ TxN . Set Nf := {x ∈ N |df(x) 6= 0} and ∇2f(x) := D∇f(∇f)(x) for x ∈ Nf .
The Finsler-Laplacian of f is defined by
∆f := divσ(∇f) = trg∇f (∇2f)− S(∇f), (2.5)
where
S(x, y) =
(
ln
√
det(gij)
σ(x)
)
|i
yi =
∂Gi
∂yi
− yi ∂
∂xi
(ln σ(x)) (2.6)
is the S-curvature and dµ = σ(x)dx1 ∧ . . . ∧ dxn is a given volume form.
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3 Anisotropic submanifolds of a Finsler manifold
3.1 Anisotropic mean curvature
Let (N,F ) be an n-dimensional Finsler manifold and φ : M → (N,F ) be an m-dimensional
immersion. For simplicity, we will denote dφX by X . Let
V(M) = {(x, ξ) | x ∈M, ξ ∈ T ∗xN, ξ(X) = 0, ∀X ∈ TxM},
which is called the normal bundle of φ or M . Let
NM = L−1(V(M)) = {(x,n)| x ∈ φ(M),n = L−1(ξ), ξ ∈ Vx(M)}.
Then NM ⊂ TN . For any n ∈ NM,λ > 0 and X ∈ Γ(TM), we have λn ∈ NM and
g
n
(n, X) = 0. So we call n ∈ NM the normal vector of M . We also call NM the normal
bundle of φ or M . But in general, it is not a vector bundle. We call {(M, g
n
)|n ∈ NM} an
anisotropic submanifold of (N,F ) to distinguish it from an isometric immersion submanifold
(M,φ∗F ).
Moreover, we denote the unit normal bundle by
V0(M) = {ν ∈ V(M)|F ∗(ν) = 1},
N 0M = {n ∈ NM | F (n) = 1} = L−1(V0(M)).
For any ν ∈ V0(M), set ν+ = ν and ν− = −νF ∗(−ν) . Then ν− ∈ V0(M) and n± = L−1ν± ∈
N 0(M). For any X ∈ TxM and n ∈ N 0(M), define the shape operator An : TxM → TxM
by the following Weingarten formula
A
n
(X) = − (DnXn)⊤gn , (3.1)
where D is the Berwald covariant derivative defined by (2.2). Noticed that A
n
(X) does not
depend on the extension of n. In fact, for any two extensions n1 and n2 of n and any two
vectors X, Y ∈ TxM ,
g
n
(A
n1
(X), Y ) = −g
n1
(Dn1X n1, Y ) = gn1(n1, D
n1
X Y ) = gn2(n2, D
n2
X Y ) = gn(An2(X), Y ).
Moreover, it is easy to show that
g
n
(A
n
(X), Y ) = g
n
(X,A
n
(Y )), ∀X, Y ∈ TxM.
The eigenvalues of A
n
, λ1, λ2, · · · , λm, and Hˆn =
∑m
i=1 λi are called the principal curvatures
and the anisotropic mean curvature with respect to n, respectively. If λ1 = λ2 = · · · = λm
for any n ∈ NM , we call M anisotropic-totally umbilic. If Hˆ
n
= 0 for any n ∈ NM , we call
M an anisotropic-minimal submanifold of (N,F ).
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3.2 Anisotropic hypersurfaces in Finsler space form
Let (N,F ) be an n-dimensional Finsler manifold and φ : M → N be an embedded hypersur-
face of (N,F ). For any x ∈M , there exist exactly two unit normal vectors n and n−. Let n
be a given unit normal vector of M and set gˆ = φ∗g
n
. We call (M, gˆ) an oriented anisotropic
hypersurface. In this paper, all the submanifolds and hypersurfaces are anisotropic, which
will be no longer declared for simplicity’s sake.
From (3.1) and [11], we have the following Gauss-Weingarten formulas with respect to
g
n
for the Berwald connection
DnXY = ∇ˆXY + hˆ(X, Y )n, (3.2)
DnXn = −AnX, X, Y ∈ Γ(TM). (3.3)
Here
hˆ(X, Y ) := g
n
(n, DnXY ) = gˆ(AnX, Y )), (3.4)
which is called the second fundamental form, and ∇ˆ is a torsion-free linear connection on M
satisfying ( [11])
(∇ˆX gˆ)(Y, Z) = −2Cn(AnX, Y, Z)− 2Ln(X, Y, Z), X, Y, Z ∈ Γ(TM) (3.5)
where C
n
and L
n
are the Cartan tensor and the Landsberg curvature, respectively, with
y = n.
Lemma 3.1. For the induced connection ∇ˆ on hypersurfaces of a Finsler manifold with
constant flag curvature, we have
(∇ˆXAn)Y = (∇ˆYAn)X, X, Y ∈ Γ(TM), (3.6)
where (∇ˆXAn)Y = ∇ˆX(AnY )− An(∇ˆXY ).
Proof. Recall that the Codazzi equation of hypersurfaces of a general Finsler manifold is
( [11])
g
n
(R
n
(X, Y )Z,n) = (∇ˆX hˆ)(Y, Z)− (∇ˆY hˆ)(X,Z)
+ 2L
n
(X,A
n
(Y ), Z)− 2L
n
(Y,A
n
(X), Z), (3.7)
where
(∇ˆX hˆ)(Y, Z) := Xhˆ(Y, Z)− hˆ(∇ˆXY, Z)− hˆ(Y, ∇ˆXZ). (3.8)
From [14] (p.79), if N has constant flag curvature c, then
Rij kl = c(gjlδ
i
k − gjkδil), (3.9)
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and thus
g
n
(R
n
(X, Y )Z,n) = 0, (3.10)
for any X, Y, Z ∈ TxM. Combining (3.8), (3.4) and (3.5) yields
(∇ˆX hˆ)(Y, Z) =Xgˆ(AnY, Z)− gˆ(AnZ, ∇ˆXY )− gˆ(AnY, ∇ˆXZ)
=gˆ(∇ˆX(AnY ), Z)− 2Cn(AnX,AnY, Z)− 2Ln(X,AnY, Z)− gˆ(AnZ, ∇ˆXY )
=gˆ((∇ˆXAn)Y, Z) + gˆ(An(∇ˆXY ), Z)− 2Cn(AnX,AnY, Z)
− 2L
n
(X,A
n
Y, Z)− gˆ(A
n
Z, ∇ˆXY )
=gˆ((∇ˆXAn)Y, Z)− 2Cn(AnX,AnY, Z)− 2Ln(X,AnY, Z). (3.11)
Similarly, we have
(∇ˆY hˆ)(X,Z) = gˆ((∇ˆYAn)X,Z)− 2Cn(AnY,AnX,Z)− 2Ln(Y,AnX,Z). (3.12)
Substituting (3.11) and (3.12) into (3.7), and using (3.10), we obtain (3.6).
3.3 Focal points
Let φ : M → −→N (c) be an embedded submanifold. Let exp : TN → N be the exponential
map of N . The normal exponential map
E : NM → N
is the restriction of the exponential map of TN to NM , that is, E(x,n) = expx n. If n is
the zero vector in the tangent space of N at x, then E(x,n) is the point x. From [13, §11.1],
we know that the exponential map is C∞ on TN\0 and C1 on the zero sections of TN , so
is E.
Definition 3.2. The focal points of M are the critical values of the normal exponential
map E. Specifically, a point p ∈ N is called a focal point of (M,x) of multiplicity m if
p = E(x,n) and the differential E∗ at (x,n) has nullity m > 0.
The focal set of M is the set of all focal points of (M,x) for all x ∈M . Since V(M) and
N have the same dimension and L−1 : V(M)\{0} → NM\{0} is a smooth diffeomorphism,
it follows from Sard’s Theorem that the focal set of M has measure zero in N .
We now assume that n is a unit normal vector of φ(M) at x, and E(x, sn) = expx sn,
where s ≥ 0. Then E(x, sn) is the point of N reached by traversing a length s along the
geodesic in N with initial point x and initial tangent vector n. For a fixed x0 ∈ φ(M), let U
be a coordinate neighborhood of x0 in φ(M) and x = x(t) be a curve in U such that
x(0) = x0, x˙(0) = X ∈ Tx0φ(M).
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We consider the smooth variation of the geodesic γ = γ(s) = E(x0, sn(x0)):
Φ : [0,+∞)× (−ε, ε)→ N
(s, t) 7→ E(x(t), sn(x(t))) = expx(t)sn(x(t))
such that
Φ(s, 0) = γ(s), s ≥ 0,
Φ(0, t) = x(t), |t| < ε.
Denote
J˜(s, t) = Φ∗(
∂
∂t
) =
∂Φ
∂t
, T˜ (s, t) = Φ∗(
∂
∂s
) =
∂Φ
∂s
, (3.13)
and
J(s) = J˜(s, 0), T (s) = T˜ (s, 0).
We have
J˜(0, t) = x˙(t), T˜ (0, t) = n(x(t)),
and
J(0) = X, T (0) = n(x0), gT (0)(J(0), T (0)) = 0. (3.14)
For any fixed t, Φ(s, t) is a geodesic in N , then J(s) is a Jacobi field along the geodesic γ(s).
Note that N is of constant flag curvature. By the property of Jacobi field ( [14]), it follows
from a direct computation that
J(s) = E1(s)s
′
c(s) + E2(s)sc(s),
E1(0) = J(0),
E2(0) = D
T
T J |s=0,
(3.15)
where
sc(s) =

s, c = 0,
sin
√
cs√
c
, c > 0,
sinh
√−cs√−c , c < 0,
(3.16)
and Ei(s) is the parallel vector field along γ(s) satisfying gT (Ei, T ) = 0, for i = 1, 2.
The following lemma gives the location of the focal points of (M,x) along the geodesic
γ(s) = E(x, sn) for s ∈ R, in terms of the eigenvalues of the shape operator A
n
at x.
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Lemma 3.3. Let φ : M → −→N (c) be a immersion submanifold , and let n be a unit normal
vector to φ(M) at x. Then p = E(x, sn) is a focal point of (M,x) of multiplicity m0 > 0 if
and only if there is an eigenvalue λ of the shape operator An of multiplicity m0 such that
λ =
s
′
c(s)
sc(s)
=

1
s
, c = 0,√
c cot
√
cs, c > 0,√−c coth√−cs, c < 0.
. (3.17)
Proof. If p = E(x0, s0n(x0)) is a focal point of (M,x0), then there exists a non-zero tangent
vector V ∈ T(x0,s0n(x0))NM such that E∗V = 0. Let σ(t) = (x(t), s(t)n(x(t))) be a curve in
NM satisfying V = σ˙(0) and σ˜(t) = E(σ(t)) = Φ(t, s(t)), then
0 = E∗V = E∗(σ˙(0)) = ˙˜σ(0) = Φ∗(
∂
∂t
+ s˙
∂
∂s
)|(0,s0)
= J(s0) + s˙(0)T (s0)
= E1(s0)s
′
c(s0) + E2(s0)sc(s0) + s˙(0)T (s0).
Noting that gT (T, Ei) = 0, we have{
E1(s0)s
′
c(s0) + E2(s0)sc(s0) = 0,
s˙(0) = 0.
(3.18)
Since Ei(s)’s are parallel along the geodesic, their angle and lengths with respect to gT are
constant along the geodesic. Therefore, we have
s
′
c(s0)E1(0) + sc(s0)E2(0) = 0.
That is,
s
′
c(s0)J(0) + sc(s0)D
T
TJ |s=0 = 0. (3.19)
Since [ ∂
∂s
, ∂
∂t
] = 0, we obtain
DT˜
T˜
J˜ −DT˜
J˜
T˜ = Φ∗([
∂
∂s
,
∂
∂t
]) = 0. (3.20)
Noting that V 6= 0 and s˙(0) = 0, it follows from (3.19) that sc(s0) 6= 0. Combining (3.14),
(3.20) and (3.19) yields
DnXn = D
T
J T˜ |s=0,t=0 = DTT J |s=0 = −
s
′
c(s0)
sc(s0)
X.
Then by Weingarten formula (3.1), we have A
n
X = − (DnXn)⊤gn = s
′
c(s0)
sc(s0)
X . This completes
the proof.
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3.4 Tubes and Parallel Hypersurfaces
Let φ : M → −→N (c) be an immersion with codimension n −m ≥ 1. If n −m > 1, we define
Ms (s > 0) by the map
φs : N 0M → N, φs(x,n) = E(x, sn). (3.21)
If (x, sn) is not a critical point of E, then φs is an immersion in a neighborhood of (x,n)
in N 0M . Thus φs is an (n − 1)-dimensional immersion in N(c) if there is no focal point
of M on Ms. It follows from Lemma 3.3 and [15] that for any given x ∈ φ(M), there is a
neighborhood U of x in φ(M) such that for all s > 0 sufficiently small, the restriction of φs
to N 0U over U is an immersion onto Ms, which lies in a tubular neighbourhood over U and
is geometrically a tube of radius s over U . For the sake of simplicity, we call Ms a tube over
M whether it lies in a tubular neighborhood or not.
If M is a hypersurface, i.e. n−m = 1, then N 0M is a double covering of M . For s = 0,
we have M0 = φ(M). In this case, for local calculations, we can assume that M is orientable
with a local unit normal vector field n and define Ms by the map φs : M → N ,
φs(x) = E(x, sn), (3.22)
for s ∈ R, rather than defining φs on the double covering N 0M . Analogously, there is a
neighborhood U of x in φ(M) such that for all |s| sufficiently small, the restriction of φs to U
is an immersion onto Ms, which lies in a tubular neighbourhood over U and is geometrically
a parallel hypersurface over U . We call Ms a parallel hypersurface over M if there is no focal
point of M on Ms.
Remark 3.4. Note that
−→
N (c) is probably not backward complete, s is not necessarily to take
all negative values. In N(c), which is both forward and backward complete, s can take any
real value. For a well-defined negative value s, Ms = φs(M) lies locally on the side of M in
the direction of −n, instead of n. But it should be noted that −n may not be the normal
vector of M in a Finsler manifold. So Ms may not be parallel to M in the direction of −n.
In fact, M is parallel to Ms in the direction of n, or in other words, Ms is parallel to M in
the direction of −n with respect to the reverse metric ←−F (y). Nevertheless, we also call Ms a
parallel hypersurface for convenience.
We give the principal curvatures of a tube Ms in terms of the principal curvatures of the
original submanifold M in the following.
Lemma 3.5. Let M be a submanifold of
−→
N (c) and φs an immersion near (x,n) ∈ N 0M .
Let λ1, · · · , λm be the principal curvatures of M at x with respect to n. Then the principal
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curvatures of Ms at φs(x,n) are
λa(s) =
−s′′c (s) + λas′c(s)
s
′
c(s)− λasc(s)
, a = 1, . . . , m; (3.23)
λb(s) =
−s′c(s)
sc(s)
, b = m+ 1, . . . , n− 1 (if n−m > 1), (3.24)
where sc(s) is defined by (3.16).
Proof. As φs an immersion near (x,n), Ms is locally a hypersurface of
−→
N (c). We denote the
shape operator of M at x and Ms at E(x, sn) by An and As, respectively.
When n −m ≥ 1, as in the preceding subsection, let γ(s) = E(x, sn), s ≥ 0, which is a
geodesic in N . Denote by X the principal vector of A
n
with respect to λa for any given a,
1 ≤ a ≤ m. We consider the smooth variation of γ:
Φ(t, s) = E(x(t), sn(x(t))),
where x(t) (−ε < t < ε) is a smooth curve on M satisfying x(0) = x, x˙(0) = X . Noting that
φs(x(t)) = Φ(t, s) is a curve on Ms, we have
J(s) = Φ∗(
∂
∂t
)|t=0 = φs∗X. (3.25)
Using (3.25) and the first equation of (3.15), we get
φs∗X = s
′
c(s)E1(s) + sc(s)E2(s), (3.26)
DTTφs∗X = s
′′
c (s)E1(s) + s
′
c(s)E2(s). (3.27)
On the other hand, it follows from the last two equations of (3.15) that
E1(0) = J(0) = X,
E2(0) = D
T
T J |s=0 = DTJn = −AnX = −λaX,
which yields E2(0) = −λaE1(0). Since Ei(s)’s are parallel vector fields along the geodesic
γ(s), we know that
E2(s) = −λaE1(s). (3.28)
Substituting equation (3.28) to (3.26) and (3.27) yields the following
φs∗X = (s
′
c(s)− λasc(s))E1(s), (3.29)
DTTφs∗X = (s
′′
c (s)− λas′c(s))E1(s). (3.30)
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Because φs is defined by the normal exponential map, we know that T˜ (s, t) = (d expx(t))snn(x(t))
is the tangent vector of the radius geodesic from point x(t) and φs∗x˙(t) = (d expx(t))snx˙(t) is
the tangent vector of Ms, which is also the tangent vector of the geodesic sphere at φsx(t).
By Gauss’s Lemma ( [14]),
gT˜ (s,t)(T˜ (s, t), φs∗x˙(t)) = gn(x(t))(n(x(t)), x˙(t)) = 0,
which shows T˜ (s, t) = Φ∗n(x(t)) is also a unit normal vector field of Ms. From (3.20), we
know that
D
T (s)
φs∗X
T˜ |t=0 = DT (s)T (s)φs∗X.
Hence by Weingarten formula and (3.30), we have
As(φs∗X) = −DTφs∗X T˜ |t=0 = (λas′c(s)− s′′c (s))E1(s). (3.31)
Noting that φs(x,n) is not a focal point of (M,x), we get s
′
c(s) − λasc(s) 6= 0 by (3.17).
Thus, from (3.29) and (3.31) we obtain
As(φs∗X) =
−s′′c (s) + λas′c(s)
s
′
c(s)− λasc(s)
φs∗X,
which means that φs∗X is an eigenvector of As with principal curvature
−s′′c (s)+λas′c(s)
s
′
c(s)−λasc(s)
.
If n−m > 1, let σ(t) (−ε < t < ε) be any curve in N 0xM such that σ(0) = n, σ˙(0) = V .
Similarly, we consider the smooth variation of γ:
Φ(t, s) = E(x, sσ(t)).
Since φs(σ(t)) = Φ(t, s) is a curve on Ms, the variation vector field J(s) satisfies
J(0) = 0, J(s) = Φ∗(
∂
∂t
)|t=0 = φs∗V, gT (s)(J(s), T (s)) = 0. (3.32)
Noting that J(s) is a Jacobi field along the geodesic γ, we can get from (3.32) that{
J(s) = sc(s)E(s),
E(0) = DTT J |s=0,
(3.33)
where E(s) is a parallel vector field along γ(s) satisfying gT (E, T ) = 0. From (3.32) and
(3.33), we obtain
DTJ T˜ |t=0 = DTT J = s′c(s)E(s),
φs∗V = sc(s)E(s).
13
So then
As(φs∗V ) = −DTJ T˜ |t=0 = −
s
′
c(s)
sc(s)
φs∗V.
4 Isoparametric Hypersurfaces in Finsler space form
Let f be a non-constant C1 function defined on a Finsler manifold (N,F ) and smooth on
Nf . Set J = f(Nf). f is said to be an isoparametric function on (N,F, dµ) if there is a
smooth function a˜(t) and a continuous function b˜(t) defined on J such that{
F (∇f) = a˜(f)
∆f = b˜(f)
(4.1)
hold on Nf . All the regular level surfaces Mt = f
−1(t) form an isoparametric family, each
of which is called an isoparametric hypersurface in (N,F, dµ). A function f only satisfying
the first equation of (4.1) is said to be transnormal.
4.1 The reverse metric
Let (N,F ) be an oriented smooth Finsler manifold. The reverse metric of F is defined by
←−
F (x, y) = F (x,−y), where y ∈ TxN , x ∈ N . Then ←−F ∗(ξ) = F ∗(−ξ), where ξ ∈ T ∗xN . One
can easily verify that
←−g ij(y) = gij(−y), ←−Γ ijk(y) = Γijk(−y),
←−
N ij(y) = −N ij(−y).
Let f : N → R be a smooth function. Then from the definition of gradient vector and
Finsler-Laplacian of f , we have
←−∇(−f) = −∇f, ←−∆(−f) = −∆f. (4.2)
Lemma 4.1. Let f : N → R be a non-constant function defined on a Finsler manifold
(N,F ). Then f is an isoparametric function with respect to F if and only if −f is an
isoparametric function with respect to
←−
F . Moreover, the principal curvatures of isoparametric
hypersurfaces in terms of the level sets of f and −f with respect to F and ←−F respectively
are quite the contrary.
Proof. According to the definition of isoparametric function in Finsler space, if f is an
isoparametric function with respect to F , (4.1) holds. Combining (4.2) with (4.1), we have
←−
F (
←−∇(−f)) = a˜(f),
←−
∆(−f) = −b˜(f).
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Thus −f is an isoparametric function with respect to ←−F .
Conversely, F can be regarded as the reverse metric of
←−
F , hence the proof is analogous.
Furthermore, let M be a level surface of f . Then n = ∇f
F (∇f) and −n =
←−∇(−f)←−
F (
←−∇(−f)) are the
unit normal vector fields of M with respect to F and
←−
F , respectively. For any X ∈ TxM
and x ∈M , we have
←−
D -nX (−n) = −DnXn,
where D and
←−
D denote the covariant derivatives with respect to F and
←−
F , respectively.
Noting that DnXn = −AnX = −λX , we complete the proof.
4.2 The integrability of principal foliations
Let M be an isoparametric hypersurface in a Finsler space form N(c). Suppose that λ and
µ are the constant principal curvatures with corresponding principal foliations Vλ and Vµ. If
X ∈ Vλ and Y ∈ Vµ, then from (3.6), one easily verifies that
gˆ((∇ˆZAn)X, Y ) = (λ− µ)gˆ(∇ˆZX, Y ) (4.3)
for any vector Z ∈ TM .
Lemma 4.2. Let (M, gˆ) be an isoparametric hypersurface in a Finsler space form Nn of
constant flag curvature c. For all principal curvaturs λ, µ, we have
(1) The principal foliations is integrable, that is [X, Y ] ∈ Vλ for all X, Y ∈ Vλ.
(2) ∇ˆXY ⊥ Vλ if X ∈ Vλ, Y ∈ Vµ, λ 6= µ.
Proof. Let X and Y be in Vλ and Z ∈ Vµ for µ 6= λ.
(1). By the Codazzi equation (3.6) and (4.3),
0 = gˆ((∇ˆXAn)Z − (∇ˆZAn)X, Y )
= (µ− λ)gˆ(∇ˆXZ, Y ) (4.4)
= (µ− λ)(Xgˆ(Z, Y )− gˆ(∇ˆXY, Z) + 2Cn(AnX, Y, Z) + 2Ln(X, Y, Z))
= (λ− µ)gˆ(∇ˆXY, Z)− (λ− µ)(2Cn(AnX, Y, Z) + 2Ln(X, Y, Z)). (4.5)
Thus
gˆ(∇ˆXY, Z) = 2Cn(AnX, Y, Z) + 2Ln(X, Y, Z). (4.6)
Similarly,
gˆ(∇ˆYX,Z) = 2Cn(X,AnY, Z) + 2Ln(X, Y, Z). (4.7)
So we have gˆ(∇ˆYX − ∇ˆXY, Z) = 0, that is gˆ([X, Y ], Z) = 0. Therefore [X, Y ] ∈ Vλ.
(2). From (4.4), we know gˆ(∇ˆXZ, Y ) = 0 and thus ∇ˆXZ ⊥ Vλ.
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4.3 Focal submanifold
For an isoparametric hypersurface in N(c), the exponential map E is smooth and the mul-
tiplicity of every principal curvature is constant. It follows from Lemma 3.3 that the rank
of dE is constant. And because the principal foliations is also integrable, as in the Rieman-
nian case, we can give a manifold structure to a sheet of the focal set, which is called focal
submanifold.
Let M be a connected, oriented isoparametric hypersurface in N(c) with unit normal
vector field n and g distinct constant principal curvatures, say
λ1, λ2, · · · , λg.
We denote the multiplicity and the corresponding principal foliation of λi by mi and Vi,
respectively, then m1 +m2 + · · ·+mg = m = n− 1. From Lemma 3.3 and (3.29), if S is a
focal submanifold of M , then there exists si = s(λi, c) such that
λi =
s
′
c(si)
sc(si)
, φsiM = S, φsi∗Vi = 0, (4.8)
where sc(s) is defined by (3.16). Denote by Si = φsiM the focal submanifold of M corre-
sponding to λi. The principal curvatures of a focal submanifold can be expressed in analogous
forms as in the Riemannian case.
Lemma 4.3. Let M be a connected isoparametric hypersurface in N(c) and Si be a focal
submanifold of M . Then for every unit normal vector η at any p ∈ Si, the shape operator
Aη has principal curvatures
c+λiλj
λi−λj with multiplicities mj and corresponding principal vectors
φsi∗X, where X ∈ Vj(x) and j 6= i, 1 ≤ i, j ≤ g.
Proof. Let n be the unit normal vector field of M . From Lemma 4.1 and Lemma 3.5, we
know that in (N,
←−
F ), M is the tube over Si with respect to −n. Then for any unit normal
vector η at p ∈ Si with respect to F , −η is a unit normal vector at p ∈ Si with respect to
←−
F . Moreover, there exists a point x ∈ M such that x =←−φ si(p,−η), where
←−
φ si :
←−N 0Si → N
is defined by (3.21) with respect to
←−
F . Thus p = φsi(x). By the proof of Lemma 3.5, we
know that even at the focal point of (M,x), if s
′
c(si)− λjsc(si) 6= 0, we still have
D
η
φs∗X
η =
s
′′
c (si)− λjs′c(si)
s
′
c(si)− λjsc(si)
φsi∗X, ∀X ∈ Vj(x). (4.9)
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Hence by Weingarten formula (3.1) and (4.9),
Aη(φs∗X) = −
[
D
η
φs∗X
η
]⊤
gη
= −Dηφs∗Xη (4.10)
=
−s′′c (si) + λjs′c(si)
s
′
c(si)− λjsc(si)
φsi∗X, ∀X ∈ Vj(x), j 6= i,
where 1 ≤ i, j ≤ g. The desired conclusion follows by (4.8), (4.9) and (3.16).
Theorem 4.4. Let M →֒ N(c) be a connected isoparametric hypersurface. If the reversible
torsion of N(c) vanishes, then each focal submanifold Si of M with respect to either of two
normal vectors is an anisotropic-minimal submanifold in N(c).
Proof. Let η be a unit normal vector to a focal submanifold Si of M . Then η− is also a unit
normal vector to Si and there exist two points x1, x2 ∈ M such that p = φsi(x1) = φsi(x2)
and η = φsi∗n(x1), η− = φsi∗n(x2). By Lemma 4.3, the shape operators Aη and Aη− have
the same eigenvalues with the same multiplicities. So
trAη = trAη−.
On the other hand, since
Tη(X) = D
η
Xη +D
η−
X η− = 0,
from (4.9) and (4.10), for any eigenvector X of Aη− , we have
Aη−X = − [Dη−X η−]⊤gη− = −D
η−
X η− = D
η
Xη =
[
D
η
φs∗X
η
]⊤
gη
= −AηX.
That is, the principal curvatures of Aη− and Aη are all actually opposite. Hence trAη = 0.
Since this is true for all unit normal vectors η, we conclude that Si is an anisotropic-minimal
submanifold in N(c).
4.4 Cartan-type formula
Theorem 4.5. (Cartan− type formula) Let M →֒ N(c) be a connected isoparametric
hypersurface with g distinct principal curvatures
λ1, λ2, · · · , λg,
with respective multiplicities of mi. If the reversible torsion of N(c) vanishes, then for each
i, 1 ≤ i ≤ g, the following formula holds
∑
j 6=i
mj
c+ λiλj
λi − λj = 0. (4.11)
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Proof. For each i and for any unit normal η on the focal submanifold Si, trAη is zero by
Theorem 4.4. Then it follows by Lemma 4.3 that
0 = trAη =
∑
j 6=i
mj
c+ λiλj
λi − λj .
4.5 Proof of Theorem 1.2
Proof. As in Riemannian geometry, we also divide the proof into two situations.
Case I: c ≤ 0.
From Cartan-type formula, we can get the results as in the Riemannian case ( [1]).
Case II: c > 0.
By (4.8) and (3.16), we suppose that M has g distinct principal curvatures λi =
s
′
c(si)
sc(si)
=
√
c cot θi, 0 < θ1 < · · · < θg < π, with respective multiplicities mi and θi =
√
csi (or
θi =
√
csi+π). From Cartan-type formula, we can get the results as in the Riemannian case
([7,Theorem 3.26]).
Remark 4.6. Unlike those on the Euclidean sphere Sn, the geodesics in a Finsler space
form with positive constant flag curvature are not necessarily closed. So the number of the
focal points of (M,x) along every normal geodesic to M through x may be more than 2g. In
general, if M is an isoparametric hypersurface of (N,F ) with respect to the normal vector
n, it is not necessarily isoparametric with respect to the normal vector n−. But that is true
when F has vanishing reversible torsion. There are probably two different normal geodesics
through x ∈ M and each of them has the characteristics described in Theorem 1.2.
5 Isoparametric hypersurfaces in a Randers space form
5.1 Reversible torsion of Randers spaces
Let (N,F, dµBH) be an n−dimensional Randers space with BH-volume form and let its
navigation expression be
F =
√
λh2 +W 20 −W0
λ
=
√
λhijyiyj + (Wiyi)2 −Wiyi
λ
,
where λ = 1 − ‖W‖2h,W = W i ∂∂xi ,Wi = hijW j. Let h∗ be the dual metric of h. By [13,
p.39-40], the dual metric F ∗ can be expressed as
F ∗ =h∗ + ξ(W ) =
√
hijξiξj +W
iξi, ξ = ξidx
i ∈ T ∗xN. (5.1)
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Denote
sij =
1
2
(Wi|j −Wj|i), sj = W isij , si = hijsj ,
sij = h
ikskj, s
i
0 = s
i
jy
j,
where | denotes the covariant differential with respect to h. From [16, Theorem 5.10], F has
vanishing S-curvature if and only if W is a Killing vector field. In this case, we have
Wi|j = −Wj|i, sij =Wi|j , sij = W i|j,
Gi = G¯i − Fsi0 −
1
2
F 2si, (5.2)
where Gi and G¯i are the geodesic coefficients of F and h, respectively. Then
N ij =
∂Gi
∂yj
= N¯ ij − Fyjsi0 − Fsij − FFyjsi, (5.3)
where N¯ ij =
∂G¯i
∂yj
= Γ¯ijk(x)y
k and Γ¯ijk’s are the Levi-Civita connection coefficients of h.
Lemma 5.1. Let (N,F, dµBH) be a Randers space with navigation data (h,W ). If its S-
curvature vanishes, or equivalently W is a Killing vector, then its reversible torsion vanishes.
Proof. For x ∈ N , let η be a unit vector field in the neighbourhood of x and let X ∈ TxN
satisfy gη(η,X) = 0. If ξ = Lη, then ξ(X) = 0. That is, Fyj (η)Xj = 0 and Fyj (η−)Xj = 0.
Set η+ = η, from (2.3) and (5.1), we know that
η− =
L−1(−Lη)
F ∗(−Lη) =
L−1(−ξ)
F ∗(−ξ) , η
i
± = F
∗
ξi
(±ξ) = ±h
ijξj
h∗(ξ)
+W i.
Then by (2.4), (5.2) and (5.3), we have
Tη(X) = D
η
Xη +D
η−
X η−
= (ηixj +N
i
j(η) + [η
i
−]xj +N
i
j(η−))X
j ∂
∂xi
= (2W ixj + N¯
i
j(η) + N¯
i
j(η−)− 2sij)Xj
∂
∂xi
= (2W ixj + Γ¯
i
jk(η
k + ηk−)− 2sij)Xj
∂
∂xi
= (2W ixj + 2Γ¯
i
jkW
k − 2sij)Xj
∂
∂xi
= 2(W i|j − sij)Xj
∂
∂xi
= 0.
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Remark 5.2. From [17] and [16], the Randers space (N,F, dµBH) has constant flag curvature
c if and only if the Riemannian space (N, h) has constant sectional curvature c¯ and W is
a homothetic vector field. In this case, F has constant S-curvature c′ and similarly we can
prove that Tη(X) = 2c
′X. So (N,F, dµBH) has vanishing reversible torsion iff c′ = 0. If
c¯ 6= 0, then c′ = 0 and c = c¯. That is, (N,F, dµBH) must have vanishing S-curvature. If
c¯ = 0, there are also many nontrivial Randers space forms with vanishing S-curvature besides
Minkowski spaces.
5.2 Proof of Theorem 1.4
Theorem 1.3 is a direct consequence of Theorem 1.2 and Lemma 5.1.
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