This paper presents a wavelet-based computationally efficient implementation of the Linear Minimum Mean Square Error (LMMSE) algorithm in image super-resolution. The image super-resolution reconstruction problem is well-known to be an ill-posed inverse problem of large dimensions. The LMMSE estimator to be implemented in the image super-resolution reconstruction problem requires an inversion of a very large dimension matrix, which is practically impossible. Our suggested implementation is based on breaking the problem into four consecutive steps, a registration step, a multi-channel LMMSE restoration step, a wavelet-based image fusion step and an LMMSE image interpolation step. The objective of the wavelet fusion step is to integrate the data obtained from each observation into a single image, which is then interpolated to give a high-resolution image. The paper explains the implementation of each step. The proposed implementation has succeeded in obtaining a high-resolution image from multiple degraded observations with a high PSNR. The computation time of the suggested implementation is small when compared to traditional iterative image super-resolution algorithms.
Introduction
Super-resolution reconstruction of images is a very important field of image processing. The development of this field has been motivated by the requirement to have high-resolution images from degraded observations obtained by multiple sensors. By super-resolution reconstruction algorithms, we can obtain a single high-resolution image either from several degraded still images or from several degraded multiframes. There are numerous applications of super-resolution image reconstruction such as remote sensing, medical imaging, satellite imaging and High Definition Television (HDTV). The super resolution reconstruction problem is an ill-posed inverse problem having matrices of very large dimensions. This special nature of the problem forces most image super-resolution algorithms to have an iterative nature. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] These algorithms aim at reducing the computational complexity of the matrix inversion processes involved in the solution by using successive approximation methods for the estimation of the high-resolution image. Although these algorithms avoid the matrix inversion process, they are still time consuming. 12 The first treatment to the superresolution reconstruction problem was an iterative frequency domain treatment since the Fourier transform has superior properties for translational shifts between observations. [1] [2] [3] The maximum a posteriori (MAP) estimation algorithm has also been implemented in the field of image super-resolution. [4] [5] [6] Some other set theoretic approaches have been also presented. 3, 7 Generally, most algorithms used in image restoration such as the LMMSE algorithm, the maximum entropy algorithm and the regularization algorithm can be theoretically used in image superresolution. Unfortunately, there are some limitations on the application of these algorithms for image super-resolution. These limitations are avoided in the regularization technique by the use of successive approximation. 7, 8 The successive approximation implementation cannot be used for the LMMSE algorithm. Thus, the LMMSE algorithm is not common in the field of image super-resolution. In this paper, we present an implementation of the LMMSE algorithm in image super-resolution. This implementation is based on breaking the super-resolution reconstruction problem into four consecutive steps to avoid the large dimension complexity. The wavelet image fusion process is used in our suggested implementation as a tool to integrate the information obtained from all the outputs of the multi-channel restoration step into a single image. This image is then interpolated to give a high-resolution image. The paper is organized as follows: in Sec. 2, the problem is stated and the limitations on the solution are mentioned. Section 3 summarizes the steps of the suggested algorithm. Section 4 explains the implementation of the multi-channel LMMSE restoration algorithm. Section 5 discusses the wavelet image fusion process. In Sec. 6, the implementation of the LMMSE algorithm in image interpolation is given. The experimental results are given in Sec. 7. Finally, the concluding remarks are given in Sec. 8.
Problem Statement and Limitations
The objective of any super-resolution reconstruction algorithm is to obtain a highresolution (HR) image from the available degraded low-resolution (LR) observations. We model each LR image as a noisy, uniformly downsampled version of the HR image, which has been shifted and blurred. The mathematical model which relates the LR observations to the HR image is given by 7 :
where P is the number of available observations, g k is N × 1 vector representing the kth m × n (N = mn pixels) LR frame in lexicographic order. If l is the resolution enhancement factor in each direction,
matrix. n k is the N × 1 noise vector. Equation (2.1) can be rewritten in the following form:
where:
Using the LMMSE algorithm 13 to solve Eq. (2.2) gives:
where R f h and R n are the high resolution image and noise correlation matrices, respectively. There are two problems in the implementation of Eq. (2.4). First, the matrix inversion process cannot be performed and no approximation can be used to diagonalize the matrices involved in the inversion process since L is not a square matrix. Second, the estimation of the auto-correlation matrix of the highresolution image is required prior to the implementation of the algorithm, which is impossible. Thus, a different implementation of the LMMSE algorithm in image super-resolution is required. This implementation will be given in the following section.
Suggested Implementation
Due to the limitations mentioned in the above section, the LMMSE algorithm cannot be implemented directly in image super-resolution. In this section, we suggest an efficient implementation of the LMMSE algorithm, which is composed of four consecutive steps. In the general solution of the super-resolution reconstruction problem, we deal with the three degradation phenomena, a general geometric registration warp, blurring and additive noise. Based on these phenomena, we can break the LMMSE solution into the following consecutive steps as shown in The assumption that the registration process has been performed prior to the implementation of the super-resolution reconstruction algorithm is a valid assumption in several reconstruction methods.
14 This can be performed easily using any motion estimation algorithm such as the three-step method. 15 Thus, we begin the implementation of our suggested implementation from step 2.
Multi-Channel LMMSE Restoration Model
Image restoration on a multi-channel basis aims at incorporating all the information existing in all the channels into the restoration process instead of restoring each channel separately. For a multi-channel imaging system with P channels each of size m × n, the imaging model becomes 13 :
where g k , f k and n k are the observed image, the ideal image and the noise of the kth channel, respectively. H k is the degradation matrix of the kth channel. Equation (4.1) can be written in the following form 13 :
where, g, f and n are P × N in length and,
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The degradation matrix H of the multi-channel imaging model is of dimension (P × N ) × (P × N ). In this model, only inter-channel degradations are assumed to exist and the between-channel degradations are neglected.
The LMMSE solution to Eq. (4.2) is given by 13 :
where, R f and R n are the image and noise correlation matrices, respectively, which are given by:
The noise auto-correlation matrix, R n , is defined by assuming that the betweenchannel noise is uncorrelated. If n is assumed to be a white noise, then R kk n = σ 2 kk I where σ 2 kk is the variance of n k . Equation (4.4) can be rewritten in the form:
where,
The solution of Eq. (4.6) requires the inversion ofR which is of dimensions (P × N ) × (P × N ). Since this inversion process is impractical, its simplification is needed. This simplification can be performed using a block toeplitz to block circulant approximation of matrices and the diagonalization property via the 2-D Fourier transform. To obtain a solution for the multi-channel LMMSE model, we define the Fourier transform operator:
Applyingφ −1 to both sides of Eq. (4.6) yields 13 :
where G =φ −1 is the DFT of the observed P -channel image g, and,F =φ −1f is the DFT of the restored multi-channel imagef . For example, for a multi-channel model having P = 3 channels, the elements of Eq. (4.9) can be written in the following form: where all Λ 11 , Λ 12 , Λ 13 , Λ 21 , Λ 22 , Λ 23 , Λ 31 , Λ 32 and Λ 33 are all diagonal matrices. This is based on the known concept that operations on diagonal matrices yield diagonal matrices. The inversion in Eq. (4.11) is possible since it is a sparse matrix. In general, operations on sparse matrices require a little number of mathematical operations. The correlation sequences may be approximated using by the following relation 13 :
where R il f (n 1 , n 2 ) is the correlation at position (n 1 , n 2 ) between channels i and l. The signals g i and g l are the observed images in channels i and l, respectively. w is the window length for auto-correlation estimation. In this case, the estimation of the correlation between the original images uses the observed images g instead of the ideal images f .
Wavelet-Based Image Fusion
Image fusion is a process by which, information from different observation images are incorporated into a single image. The importance of image fusion lies in the fact that each observation image contains complementary information. When this complementary information is integrated with that of another observation, an image with the maximum amount of information is obtained. Different approaches have been adopted for multi-sensor or multiple observation image fusion from the simple image averaging approach to the wavelet transform image fusion approach. 16, 17 In this paper, we adopt the wavelet transform image fusion approach to integrate the data from the multiple outputs of the LMMSE image restoration step. This is due to the fact that the multiple outputs of the LMMSE restoration step are correctly registered and aligned. The registration of the multiple inputs to the wavelet fusion step is a very important pre-requisite to the success of the fusion step. 16, 17 In the application of the simple wavelet image fusion scheme, the wavelet packet decomposition is calculated for each observation to obtain the multiresolution levels of the images to be fused. In the transform domain, the coefficients in all resolution levels whose absolute values are larger are chosen between the available observations. This rule is known as the maximum frequency rule. 16, 17 Using this method, fusion takes place in all resolution levels and dominant features at each scale are preserved. Another alternative to the maximum frequency rule is the area-based selection rule. This rule is called the local variance or the standard deviation rule. The local variance of the wavelet coefficients is calculated as a measure of local activity levels associated with each wavelet coefficient. If the measures of activity of the wavelet coefficients in each of the two images to be fused are close together, the average of the two wavelet coefficients is taken; otherwise, the coefficient with maximum absolute is chosen. Generally, the process of wavelet packet image fusion shown in Fig. (2) can be summarized in the following steps 16, 17 :
(1) The available images are first registered (This is achieved for the outputs of the LMMSE restoration step). (2) The wavelet packet decomposition of the observations is calculated using a suitable basis function and decomposition level. (3) A suitable fusion rule is used to select the wavelet coefficients from the source observations. (4) A decision map is created according to the fusion rule. (5) A wavelet packet reconstruction is performed on the combinational created coefficients.
LMMSE Image Interpolation
This step aims at interpolating the resulting image from the fusion step. The relationship between the LR fused image and the required high-resolution image can be represented by [18] [19] [20] [21] [22] [23] [24] : 
where ⊗ represents the Kronecker product, and the matrix D 1 represents the onedimensional (1-D) low-pass filtering and downsampling by a factor of 2 and is given by [18] [19] [20] [21] [22] [23] [24] :
From the above model, it is clear that the process of obtaining a high-resolution image from a low-resolution image is an inverse problem which requires inverting the operator D. This inversion process is impossible because D is not a square matrix. The objective of image interpolation is to estimate the vector f h given the samples of the recorded image y. The LMMSE solution to the model in Eq. (6.1) is given by [18] [19] [20] :f
In the implementation of the LMMSE interpolation model, three major problems are encountered. The first problem is the estimation of the auto-correlation matrix of the high-resolution image which is not available prior to applying the algorithm. If we assume that the image may be represented as a random process of uncorrelated samples, the matrix R f h can be approximated by a diagonal matrix. This means that the correlation of each pixel with all other pixels is neglected except for the pixel with itself. 19, 20 The elements of the main diagonal can be approximated from the cubic o-Moms interpolated image using the following equation 19, 20 : 5) where R f h (n 1 , n 2 ) is the auto-correlation at position (n 1 , n 2 ). w is an arbitrary window length for the auto-correlation estimation. The imagef h (k, l) can be taken as any polynomial-based interpolated version of the LR image such as the cubic o-Moms interpolated image. The second problem encountered is the noise variance estimation. The estimate of the noise variance is approximated as the variance of a flat area in the low-resolution image and an under-estimate is better than an overestimate for noise variance. 19, 20 The third problem encountered in this suggested model is the matrix inversion process required for estimating the high-resolution image. This matrix inversion is of the order of N × N dimensions. The problem of inverting these large dimension matrices is solved in this paper depending on the approximation of R f h as a diagonal matrix yielding a sparse matrix inversion process.
19,20
Experimental Results
In this section, the suggested implementation of the LMMSE super-resolution image reconstruction algorithm is tested. Two experiments have been conducted to test the suggested implementation. In the first experiment, three degraded observations of the Lenna image blurred with different blurring operators are used to test the suggested algorithm. Each observation is of size (128×128) pixels and the signal to noise ratio in each observation is 40 dB. The original image and its LMMSE interpolated version are given in Fig. (3) . The degraded observations are given in Fig. (4) . The image obtained from the fusion of the multi-channel LMMSE restoration results is given in Fig. 5(a) . The rule used in image fusion is the maximum frequency rule and the fusion process is performed in a one-decomposition level. Applying the LMMSE image interpolation on that image in Fig. 5(a) gives the high-resolution image in in obtaining a high-resolution image with a good visual quality as compared to the available observations and a high PSNR. The computation time of the suggested algorithm is also small as compared to other previously published algorithms, which require several minutes on very high speed computers applying iterative algorithms to get the high-resolution image. image PSNR = 21.5 dB. 
Conclusion
In this paper, a wavelet-based implementation of the LMMSE algorithm in superresolution image reconstruction has been developed. This implementation is based on breaking the super-resolution reconstruction problem into four consecutive steps. First, a registration step is assumed to be performed on the available observations. The available observations are then subjected to a multi-channel LMMSE image restoration algorithm. The resulting images from this multi-channel restoration step are fused on a wavelet basis to form a single image. This image is then interpolated using the LMMSE algorithm to give a high-resolution image. Experimental results show that the proposed implementation gives good high-resolution images as compared to the available observations. It is also clear that the suggested implementation is computationally efficient when compared to the traditional iterative image super-resolution reconstruction algorithms.
