Abstract. A classical result in the theory of Loewner's parametric representation states that the semigroup U * of all conformal self-maps φ of the unit disk D normalized by φ(0) = 0 and φ ′ (0) > 0 can be obtained as the reachable set of the Loewner -Kufarev control system
Introduction
One of the cornerstone results of Loewner's parametric representation can be stated in the following form, see, e.g. [ where w z , as above, is the solution to (1.1), is much better known and usually meant when one talks about Loewner's parametric representation of univalent functions. However, it is the former version of Loewner's parametric method, i.e. Theorem A, which will play more important role in the frames of the present study. There is no natural linear structure compatible with the property of injectivity. In fact, the class S mentioned above even fails to be a convex subset of Hol(D, C). A similar statement holds for the class U * of all univalent self-maps φ : D → D, φ(0) = 0, φ ′ (0) > 0, involved in Theorem A.
That is why in many problems for univalent functions, standard variation and optimization methods cannot be applied directly. One has to use a suitable parametric representation to replace univalent mappings by a "parameter", such as the driving function p in (1.1), ranging in a convex cone. In this way, the parametric method has been used a lot in the study of the class S, see, e.g. [2] , [11, Sect. 6] , and references therein. We also mention recent studies [30, 38, 40] , which make essential use of Theorem A and its analogue for hydrodynamically normalized univalent self-maps of the upper half-plane. Finally, it is worth mentioning that the univalence comes to de Branges' proof of Bieberbach's famous conjecture [12] solely via a slight modification of Theorem A.
In contrast to linear operations, the operation of composition preserves univalence. With this fact being one of the cornerstones of Loewner's parametric method, univalent selfmaps of D come to the scene. So let S be a set of univalent maps φ : D → D containing id D and closed w.r.t. composition, i.e. satisfying ψ • φ ∈ S whenever φ, ψ ∈ S. The following heuristic scheme of parametric representation of S goes back to Loewner [31 -34] .
First we consider the set TS of all infinitesimal generators of one-parameter (sub)semigroups in S, see Section 3.2 for precise definitions. Suppose that under a certain condition on a family [0, +∞) ∋ t → G ∈ TS, the time-T map ϕ G T of the non-autonomous ODE dw/dt = G t (w), w(0) = z ∈ D, belongs to S for any T 0. Consider the set S L of all time-T maps obtained in this way (when neither T 0 nor the family (G t ) is fixed).
To establish a Loewner-type parametric representation of S means to find an appropriate condition on families (G t ) that guarantees existence of a unique time-T map ϕ G T ∈ S for all T 0, and to show that S L = S. This approach to parametric representation of univalent self-maps has been systematically developed in [22 -28] .
For the study of holomorphic self-maps φ : D → D, in particular from the view point of dynamics, an important role is played by the so-called boundary (regular) fixed points, see, e.g. [4, 7, 13, 16, 17, 18, 20, 21, 39] , just to mention some studies on this topic. Combining Loewner's scheme of parametric representation with the intrinsic approach in Loewner Theory proposed in [8, 9] , we will establish Loewner-type parametric representation for semigroups of univalent self-maps φ : D → D defined by prescribing a finite set of points on ∂D which are fixed by φ.
To conclude the Introduction, let us mention that Loewner's scheme makes perfect sense also for univalent self-maps of the unit ball and polydisk in C n . Loewner-type parametric representations for univalent functions in D make essential use of the Riemann Mapping Theorem, which is not available in several complex variables. By this reason, even for simplest choices of S, e.g., for the semigroup consisting of all univalent self-maps φ of the unit ball B n := {z ∈ C n : z < 1}, n > 1, satisfying φ(0) = 0, to describe the reachable set S L is a hard open problem. It seems that the only known necessary condition for φ to be an element of S L is that the domain φ(B n ) has to be Runge in C N , see [3, Section 4].
Main results
Denote by U the semigroup formed by all univalent holomorphic mappings φ : D → D. Further, for τ ∈ D, by U τ we denote the subsemigroup of U formed by id D and all φ ∈ U \ {id D } for which τ is the Denjoy -Wolff point, see Definition 3.3. Main result of this paper is the analogue of the classical Theorem A for two families of subsemigroups in U and in U τ defined below.
Given a finite set F ⊂ ∂D, by U[F ] we denote the subsemigroup of U consisting all φ ∈ U for which every element of F is a boundary regular fixed point, see Definitions 3.1 and
Note that the semigroups defined above are always non-trivial, i.e. different from {id D }, see, e.g. (i) for every G ∈ M S and a.e. s 0, G(·, s) is the infinitesimal generator of a oneparameter semigroup in S; (ii) for every φ ∈ S there exists G ∈ M S such that φ(z) = w G z,0 (1) for all z ∈ D, where w = w G z,s (t) is the unique solution to the initial value problem dw(t) dt = G w(t), t , w(s) = z, z ∈ D, t s 0;
(iii) for every G ∈ M S , the mappings z → w G z,s (t), t s 0, belong to S. Definitions and basic theory regarding Herglotz vector fields, infinitesimal generators, and one-parameter semigroups can be found in Section 3.
Remark 2.1. The convex cone M S in Theorem 1 can be characterized explicitly. For S = U[F ], it coincides with the set of all Herglotz vector fields G such that: (a) G satisfies condition (i) in Theorem 1, which, due to [17, Theorem 1] , is equivalent to the existence of a finite angular limit λ(σ, s) := ∠ lim z→σ G(z, s)/(z − σ) for a.e. s 0 and every σ ∈ F ; (b) the functions λ(σ, ·), σ ∈ F , are all locally integrable on [0, +∞).
is similar. The only difference is that in (a), in addition to having a finite angular limit λ(σ, s) for a.e. s 0 and every σ ∈ F , we should require that for a.e. s 0, G(·, s) is the infinitesimal generator of a one-parameter semigroup (φ G(·,s) t ) for which τ is the Denjoy -Wolff point.
For U 0 [{1}], Theorem 1 was proved by Goryainov [26] . For U τ [F ] with an arbitrary finite set F ⊂ ∂D and τ ∈ D, it has been proved by the author in [29] . Moreover, the case of U[F ] with Card(F ) 3 and that of U τ [F ] with Card(F ) 2 and τ ∈ ∂D are also covered in [29] . The proof in the remaining cases is presented in this paper. It is based on the following theorem. Theorem 2. Let F ∈ ∂D be any finite set with Card(F ) 3 and let τ ∈ ∂D \ F . Then for any φ ∈ U τ [F ] there exists an evolution family (ϕ s,t ) ⊂ U τ [F ] such that φ = ϕ 0,1 .
The proofs of Theorems 1 and 2 are given in Section 6. Sections 4 and 5 contain some lemmas and other auxiliary statements, and in the next section we recall some basic definitions and facts from Holomorphic Dynamics and Loewner Theory in the unit disk used throughout the paper. A point σ ∈ ∂D is said to be a boundary fixed point of φ if the angular limit ∠ lim z→σ φ(z) exists and coincides with σ. More generally, σ ∈ ∂D is a contact point of φ if it is a boundary fixed point of e iθ φ for a suitable θ ∈ R.
Following a usual convention, if ∠ lim z→ξ φ(z) exists for some ξ, it will be denoted, in what follows, by φ(ξ) and φ ′ (ξ) will stand for the angular derivative of φ at ξ, i.e.
, again provided that the latter limit exists. It is known that for any contact point σ of a holomorphic self-map φ : D → D, the angular derivative φ ′ (σ) exists, finite or infinite, and if it is finite, then σφ 
•n , converges (to the constant function equal) to τ locally uniformly in D, unless φ is an elliptic automorphism. Equivalently, (φ t ) is a one-parameter semigroup if
All elements of a one-parameter semigroup (φ t ) different from id D have the same Denjoy -Wolff point and the same set of boundary fixed points. Moreover, if a boundary fixed point σ is regular for some of such φ t 's, then σ is regular for all φ t 's.
Remark 3.6. It is known [5] that for any one-parameter semigroup (φ t ) the limit
t exists for all z ∈ D and it is a holomorphic function in D, referred to as the infinitesimal generator of (φ t ). Moreover, G admits the following representation
where τ ∈ D and p ∈ Hol(D, C) with Re p 0 are determined by (φ t ) uniquely unless φ t = id D for all t 0: namely, τ is the Denjoy -Wolff point of each φ t different from id D . Furthermore, for any z ∈ D, the function w = w z (t) := φ t (z), t 0, is the unique solution to the initial value problem
Conversely, if G ∈ Hol(D, C) for any z ∈ D the unique solution to (3.2) extends to all t 0 (i.e., in other words, G is a holomorphic semicomplete autonomous vector field in D), then G is of the form (3.1) and hence corresponds via (3.2) to a uniquely defined one-parameter semigroup, which we will call generated by G and will denote by (φ G t ). Representation (3.1) is known as the Berkson -Porta formula.
Basics of modern Loewner
Theory. An elementary, but important consequence of Remark 3.6 is that all elements of any one-parameter semigroup in Hol(D, D) are univalent. However, it is known, see, e.g. [19] , that not every univalent φ : D → D is an element of a one-parameter semigroup. According to Loewner's idea, in order to embed a given univalent self-map φ into a semiflow, one should consider a non-autonomous version of (3.2), i.e.
But for which class of functions G : D × [0, +∞) are the corresponding (non-autonomous) semiflows of (3.3) defined globally, i.e. for any z ∈ D and any t s 0? Attempts to answer this question have led to the following definition [8, Section 4] . HVF3. For any compact set K ⊂ D and any T > 0 there exists a non-negative locally
In what follows, we will assume that G in (3.3) is a Herglotz vector field. In such a case by [8, Theorem 4.4] , for any z ∈ D and any s 0, the initial value problem (3.3) has a unique solution w = w Similarly to one-parameter semigroups, the class of all families (ϕ s,t ) t s 0 which are (non-autonomous) semiflows of Herglotz vector fields G, in the sense that ϕ s,t (z) = w G z,s (t) for all z ∈ D, all s 0, and all t s, can be characterized intrinsically. Namely, according to [8, Theorem 1.1], initial value problem (3.3) defines a one-to-one correspondence between Herglotz vector fields G and evolution families (ϕ s,t ), with the latter concept defined as follows. Although the above definition can be stated without using concept of evolution family, we will take essential advantage of the correspondence between Herglotz vector fields and evolution families. Namely, in the proof of Theorem 1, to check condition LR3 we will use Theorem 2 and results from [29] to construct a suitable evolution family containing φ and then prove that its Herglotz vector field belongs to M S .
The convex cone M S defined in Remark 2.1 has the property that if G ∈ M S , then (z, t) → G(z,
LC3. For any compact set K ⊂ D, there exists a non-negative locally integrable function
for all z ∈ K and all s, t 0 with t s.
We will use the fact, see [14, Theorem 1.3] , that given a Loewner chain (f t ), the functions ϕ s,t := f −1 t
• f s , t s 0, form an evolution family, which is said to be associated with the Loewner chain (f t ).
Regular contact points and Alexandrov -Clark measure
The following theorem is a slight reformulation of the characterization for existence of finite angular derivative given in [41, p. 52-53].
Theorem B. Let ψ ∈ Hol(D, D) and let µ be the Alexanderov -Clark measure of ψ at 1,
Then for any σ 0 ∈ ∂D, the following two conditions are equivalent: (i) σ 0 is a regular contact point of ψ and ψ(σ 0 ) = 1;
(ii) the function ∂D ∋ σ → |σ − σ 0 | −2 is µ-integrable.
Corollary 1. Let Ψ ∈ Hol(H, H) be given by
where α ∈ R and β 0 are some constants and ν is a finite Borel measure on R. If x 0 ∈ R is a regular contact point with
Proof.
is ν-integrable. Since ν is finite, it follows that the functions t → |1 + tx 0 |/|t − x 0 |, t → |t|/|t − x 0 | 2 and t → (1 + t 2 )/|t − x 0 | 2 are also ν-integrable. It remains to separate the real and imaginary parts in (4.1) for ζ := x 0 + iε, ε > 0, and use Lebesgue's Dominated Convergence Theorem to pass to the limit as ε → 0 + .
Lemmas
Let us fix a finite set F ⊂ ∂D \ {1} with n := Card(F ) 3. Write F as a finite sequence (σ j ) n j=1 satisfying 0 < arg σ 1 < arg σ 2 < . . . arg σ n < 2π. Denote by L j , j = 1, . . . , n − 1, the open arc of ∂D going from σ j to σ j+1 in the counter-clockwise direction and let L 0 stand for the arc between σ 1 and σ n containing the point 1.
Let Then for each j = 1, . . . , n there exists a unique regular contact point ξ j of f such that f (ξ j ) = σ j , see, e.g. [37, Theorem 4.14 on p. 83]. Throughout the paper, we will use this statement implicitly and write f −1 (σ j ) instead of ξ j , most of the times without a reference to this remark. Similarly, by f −1 (1) we denote the unique regular contact point at which the angular limit of f equals 1. n with components a 0 , a 1 , . . . , a n−1 and b 0 , b 1 , . . . , b n−1 , respectively. By |L| we will denote the length of a circular arc or a line segment L. n , C k (x) denotes the closed arc of ∂D going counter-clockwise from g −1
n ; (g5) g a does not depend on a 0 if and only if φ ∈ C(L 0 ); and if these two equivalent assertions fail, then the inequality a 0 < b 0 becomes a sufficient condition for the strict inclusion in (g3). (g6) for any map t ∈ [0, +∞) → a(t) = a 0 (t), . . . , a n−1 (t) ∈ [0, 1] n with absolutely continuous and non-decreasing components t → a j (t), j = 0, . . . , n − 1, the functions ϕ s,t := g −1 a(t) • g a(s) , t s 0, form an evolution family;
. . , n − 1, are separately continuous in each of the variables a 0 , a 1 ,. . . , a n . To prove (g6), we notice that from (A), (C), and (D) it follows that (F t ) t 0 defined by It remains to prove (g7). To this end fix some k ∈ [0, n−1]∩N and apply the above argument to the function t → a(t) = a 0 (t), . . . , a n−1 (t) with the components a k = min{t, 1} and a j = a As above, by [10, Theorem 3.5] , it follows that t → |f
a(t) (σ j ) = Φ 0,t (η j ), j = 0, . . . , n, are continuous. This fact immediately implies (g7). The proof for the case in which φ extends continuously to L 0 with φ(L 0 ) ⊂ ∂D is similar except that the family (g a ) we construct depends only on n − 1 parameters a j , each corresponding to one of the arcs L 1 , . . . , L n−1 . In this case, for each a
Adding the parameter a 0 formally gives the family (g a ) satisfying all the conditions (g1)-(g7). Now we are going to reduce the number of the parameters by choosing a 0 to be a suitable function of a ′ := (a 1 , . . . , a n−1 ). As usual, we will identify (a 0 , a ′ ) with (a 0 , a 1 , . . . , a n−1 ). (n1) a 0 (0, . . . , 0) = 0 and a 0 (1, . . . , . This show that λ is non-decreasing in variables a 1 ,. . . , a n−1 and (trivially) does not depend on a 0 . Therefore, in case φ ∈ C(L 0 ), we may choose any map a ′ → a 0 (a ′ ) satisfying (n1) and (n2), e.g.,
j=1 a j /(n − 1). So from now on we may suppose that φ ∈ C(L 0 ). Let a 0 = b 0 . Then ψ a,b ∈ C(L 0 ) by (g4) and arguing as above, we see that ψ each variable a 0 , a 1 ,. . . ,a n−1 . Finally, note that separate continuity and monotonicity in each variable imply joint continuity of a → λ(a), see, e.g. [29, Remark 5.7] .
Fix some a 1, . . . , 1) = 1. Therefore, because of monotonicity and continuity in a 0 , there exists a unique a 0 (a
As the minimum of two continuous non-decreasing functions, the right-hand side of (5.1) is continuous and non-decreasing in a 1 ,. . . ,a n−1 , which proves (m3) and continuity of a ′ → a 0 (a ′ ). To see that this map is monotonic, note that by construction a 0 (a
n−1 with a j b j for all j = 1, . . . , n − 1. Taking into account that it is not possible to have λ(0, a ′ ) > 1 and λ(0, b ′ ) 1 at the same time, careful analysis of the remaining three cases shows that a 0 (a λ(1, 1, . . . , 1) = 1. Therefore, λ(0, 1, . . . , 1) > 1 and we can easily conclude that a 0 (1, . . . , 1) = 1. This completes the proof.
The following lemma can be viewed as one of the possible analogues of Loewner's Lemma for mappings with boundary Denjoy -Wolff point. Fix some points ξ j ∈ ∂D, j = 1, . . . , n, ordered counter-clockwise in such a way that the arc of ∂D between ξ 1 and ξ n that contains τ = 1 does not contain the points ξ 2 ,. . . ,ξ n−1 . Denote by L 
Proof. The Nevalinna representation of Ψ is, see, e.g. [6, p. 135-142]:
where α ∈ R, β := 1/φ ′ (1) 1 and ν is a finite positive Borel measure on R. In accordance with Corollary 1, for j = 1, . . . , n − 1 we have
, and hence ν([x j , x j+1 ]) = 0. With this taken into account, (5.5) implies (5.3) with the sign > replaced by . To check that actually the strict inequality holds, we note that the equality is possible only if β = 1 and ν(R) = 0. In such a case, taking into account that Ψ(x 1 ) = x 1 , from (5.4) we would get Ψ = id H , which contradicts the hypothesis. Finally (5.2) follows immediately because
Applying the above lemma, we can now pass in the multi-parameter family (g a ) a∈[0,1] to a unique parameter in such a way that the points σ j , j = 1, . . . , n, are kept fixed and the angular derivative at τ = 1 is non-increasing. For a ∈ [0, 1] n and j = 1, . . . , n, denote ξ j (a) := g a 1 (θ) , . . . , a n (θ) ∈ [0, 1] n such that:
is strictly increasing for each j = 1, . . . n and non-decreasing for j = 0; (m2) a(0) = (0, . . . , 0) and a(1) = (1, . . . , 1); (m3) ξ j a(θ) = σ j for each j = 1 . . . , n and any
Applying Lemma 5.5 to the map ψ := ψ a ′ ,b ′ with regular contact points ξ j := ξ j (a ′ ), we see that for any k = 1, . . . , n − 1, the function
is strictly decreasing in a k and strictly increasing in each a j with j = k. Moreover, by (g7), this function is separately continuous in each variable, which in view of monotonicity, implies the joint continuity, see, e.g. [29, Remark 5.7] . To prove the lemma, it is sufficient to construct a continuous map
satisfying the following conditions:
(p1) all the components θ → a j (θ), j = 1, . . . , n − 1, are strictly increasing; (p2) a ′ (0) = (0, . . . , 0), a ′ (1) = (1, . . . , 1), and (p3) the maps θ → ℓ j (a ′ (θ)), j = 1, . . . , n − 1, are constant. The construction is based on an recursive procedure. First we will find a continuous function [0, 1] n−2 ∋ a ′′ := (a 1 , . . . , a n−2 ) → a n−1 (a ′′ ) ∈ [0, 1], a n−1 (0, . . . , 0) = 0, a n−1 (1, . . . , 1) = 1, strictly increasing in each variable and such that ℓ n−1 (a ′′ , a n−1 (a ′′ )) is constant. Namely, for any a ′′ ∈ [0, 1] n−2 we set a n−1 (a ′′ ) to be a solution to ℓ n−1 (a ′′ , a n−1 ) = H(σ n ) − H(σ n−1 ), which exists and unique thanks to continuity and monotonicity of ℓ n−1 in a n−1 and to the fact that by monotonicity in a 1 ,. . . ,a n−2 we have
The required properties of continuity and monotonicity of a ′′ → a n−1 (a ′′ ) follow from continuity and monotonicity of ℓ n−1 . Finally, using again (5.6) and (5.7) one immediately obtains equalities a n−1 (0, . . . , 0) = 0 and a n−1 (1, . . . , 1) = 1.
For n = 3 the proof can be now completed by taking a(θ) := a 0 (θ, a 2 (θ)), θ, a 2 (θ) for all θ ∈ [0, 1]. So suppose that n > 3. It is easy to see that for any k = 1, . . . , n − 2, the function ℓ
, is continuous and strictly increasing in each a j with j = k. Since
it follows immediately that ℓ 1 k is strictly decreasing in a k . Furthermore, ℓ 1 n−2 (0, . . . , 0) = ℓ n−2 (0, . . . , 0, 0) = H(σ n−1 ) − H(σ n−2 ) and ℓ 1 n−2 (1, . . . , 1) = ℓ n−2 (1, . . . , 1, 1) = H(σ n−1 ) − H(σ n−2 ). Therefore, the above argument can be applied again with ℓ n−1 replaced by ℓ 1 n−2 . In other words, we exclude one more parameter by finding a n−2 = a n−2 (a ′′′ ) ∈ [0, 1], a ′′′ := (a 1 , . . . , a n−3 ), that solves the equation ℓ 1 n−2 a ′′′ , a n−2 = H(σ n−1 ) − H(σ n−2 ). Repeating this procedure suitable number of times, we end up with a continuous map Furthermore, for φ = id D the statement of the theorem is trivial, so will will suppose that φ = id D . Now we can apply Lemma 5.3 to construct the multi-parameter family (g a ) a∈[0,1] n . Next using Lemma 5.6, we obtain the continuous map [0, 1] ∋ θ → a = a 0 (θ), . . . , a n−1 (θ) . First of all, let us show that M S is a convex cone. Let G 1 , G 2 ∈ M S \{0} and let G 3 ≡ 0 be a linear combination of G 1 and G 2 with non-negative coefficients. Then G 3 is an infinitesimal generator, see, e.g. [ ), then thanks to the Berkson -Porta formula, see Remark 3.6, τ is also the Denjoy -Wolff point of (φ G 3 (·,s) t ). Finally, since the angular limit (6.1) exists finitely and satisfies (b) both for G := G 1 and for G := G 2 , this is the case for G := G 3 as well. Therefore, G 3 ∈ M S .
