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【摘要】对ＭｎＭ、ＫＩＭ、Ｔｅｘｔ２Ｏｎｔｏ、Ａｍｉｌｃａｒｅ、Ｍｅｌｉｔａ等具有知识抽取功能的系统所应用的技术方法进行解析。提出
在当前知识抽取技术中，机器学习和自然语言分析两大思路各自得到较大发展，并且在相互融合、相互借鉴中受
益。在基于机器学习的知识抽取方面，出现以自适应信息抽取（ＡｄａｐｔｉｖｅＩＥ）、开放信息抽取（ＯｐｅｎＩＥ）为代表的
新思路，并且有向自动本体学习（ＯｎｔｏｌｏｇｙＬｅａｒｎｉｎｇ）方向发展的趋势；在基于自然语言分析的知识抽取方面，基于
模式标注、语义标注的方法得到广泛关注和进一步完善，并且有向基于Ｏｎｔｏｌｏｇｙ的信息抽取（ＯＢＩＥ）方向发展的趋
势。此外，为减少Ｏｎｔｏｌｏｇｙ建设成本，让人们可以利用简单的自然语言构建 Ｏｎｔｏｌｏｇｙ，基于受控语言的信息抽取
（ＣＬＩＥ）技术也得到一定的关注。
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　　本文系国家社会科学基金项目“从数字信息资源中实现知识抽取的理论和方法研究”（项目编号：０５ＢＴＱ００６）的研究成果之一。
　　通常而言，知识抽取是指从数字资源中识别、发现和提取出概念、类型、事实及其相关关系、约束规则，以及进
行问题求解的步骤、规则的过程。
　　依据数字资源类型的不同，知识抽取的概念有广义和狭义之分。广义的知识抽取泛指从各种类型的数据和
信息资源中获取各种知识的过程，例如从数字信号中［１］、从多种媒体资源（如图像、数据、视频、音频）中抽取出知
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识［２，３］，从数据集中发现重要模式的过程［４］等。狭义的
知识抽取则是指从非结构化的自由文本中获取相关知
识内容的过程。与广义知识抽取针对各种类型数据的
情况不同，狭义的知识抽取基本上属于文本挖掘的范
畴，其处理的对象是自由文本，目标是分析文本内容，通
过识别出文本中的知识片段（ＫｎｏｗｌｅｄｇｅＦｒａｇｍｅｎｔｓ），促
进对文本内容的理解［５，６］。除纯文本文件外，狭义的知
识抽取还包括对邮件、科技文献、新闻、ＨＴＭＬ页面、
Ｗｅｂｌｏｇｓ、Ｗｉｋｉｓ等类型的数据中知识的抽取。
　　目前，图书馆用户所使用的数字信息资源更多是
以非结构化自由文本形式存在的。狭义的知识抽取就
是将这些非结构化的自由文本转换为结构化知识，以
便于进一步分析和应用这些文本中的知识。狭义知识
抽取是广义知识抽取的基础，也是本文关注的重点，下
文中的知识抽取特指狭义的知识抽取。
　　知识抽取是当前自然语言处理、语义Ｗｅｂ、机器学
习、知识工程、知识发现、文本挖掘等相关领域共同关
注的重点研究之一。国内外有很多研究活动都与知识
抽取相关，如英国 ＡＫＴ［７］、ＣＬＥＦ［８］项目，欧洲 ＳＥＫＴ［９］、
Ｄｏｔ．Ｋｏｍ［１０］、ＤＥＬＯＳ［１１］、Ｘ －Ｍｅｄｉａ［２］、ＯｐｅｎＫｎｏｗｌ
ｅｄｇｅ［１２］、Ｋ－Ｓｐａｃｅ［３］等项目，美国的 ＫｎｏｗＩｔＡｌ［１３］、Ｈａ
ｌｏ［１４］、ＲＫＦ［１５］、ＫＸＤＣ［１６］等项目，纷纷开展从数字资源中
实现知识抽取的技术研究和方法实践，研发出诸如
ＭｎＭ［１７］、ＫＩＭ［１８］、ＡｒｔｅｑｕＡＫＴ［１９］、Ｔｅｘｔ２Ｏｎｔｏ［２０］、Ｍａｇ
ｐｉｅ［２１］、Ａｍｉｌｃａｒｅ［２２］等具有知识抽取功能的系统。
　　通过对当前主要知识抽取系统的分析，笔者发现
当前的知识抽取系统中机器学习和自然语言分析两大
技术思路正在相互融合、相互借鉴，各自都得到了较大
的发展。基于机器学习的知识抽取系统，提出了自适
应的信息抽取（ＡｄａｐｔｉｖｅＩＥ）、开放信息抽取（ＯｐｅｎＩＥ）
等新的技术思路，并向着自动本体学习（Ｏｎｔｏｌｏｇｙ
Ｌｅａｒｎｉｎｇ）的方向发展；而基于自然语言分析的知识抽
取系统，则提出了基于模式标注（Ｐａｔｅｒｎ－ＢａｓｅｄＡｎｎｏ
ｔａｔｉｏｎ）、语义标注（ＳｅｍａｎｔｉｃＡｎｎｏｔａｔｉｏｎ）等新的技术思
路，并且都在向着基于 Ｏｎｔｏｌｏｇｙ的信息抽取（ＯＢＩＥ）的
方向发展。另外，为了减少 Ｏｎｔｏｌｏｇｙ的建设成本，让人
们可以利用简单的受控自然语言来构建Ｏｎｔｏｌｏｇｙ，基于
受控语言进行信息抽取（ＣＬＩＥ）的技术方法也得到了一
定的关注。以下将对知识抽取技术方法进行解析。
１　自适应的信息抽取 （ＡｄａｐｔｉｖｅＩＥ）方法
　　ＦａｂｉｏＣｉｒａｖｅｇｎ认为信息抽取之所以不能广泛、商
业化地应用的重要因素之一是传统的信息抽取系统缺
乏广泛适用性，不能实现在不同领域应用之间的快速
转换［２３］。为此，他提出构建自适应的信息抽取系统的
设想，并开发出自适应的信息抽取系统 Ａｍｉｌｃａｒｅ［２２］。
Ａｍｉｌｃａｒｅ利用（ＬＰ）２规则归纳算法，借助一定数量的手
工标注语料，能迅速学习标注的相关规则，以适应新的
应用领域。
　　（ＬＰ）２规则归纳算法根据用户对训练语料中不同
信息内容加标记的过程总结归纳标引规则。它包括两
种类型规则的归纳：
　　（１）标记规则（ＴａｇｇｉｎｇＲｕｌｅｓ）。（ＬＰ）２借助训练
语料中的标记实例进行语法分析和计算，生成标记规
则。在这一过程中，算法根据人工标记实例和文中这
一标记所在的语句，构造条件和标记关系。对于文中
被用户加标记的每一句话，它以语句中的每一个词、以
及这个词的语言分析结果（例如：该词的词性、大小写、
是否为某个辞典中的条目、是否已经明确具有某一语
义类别的词等）为条件，以标记内容为结果，自动构造
出多条标记规则，并在所有语料生成的规则中，对这些
规则的正确率进行计算，选择其中效果最好的 Ｋ条规
则加入到最佳规则池中，形成标记规则。为提高查全
率，（ＬＰ）２标记规则吸收了一些没有被纳入到最佳规
则中、被称为上下文规则的规则，但上下文规则的应用
有一定条件约束。
　　（２）修正规则（ＣｏｒｅｃｔｉｏｎＲｕｌｅｓ）。在系统利用自
动学习的标记规则自动标记文本后，用户会实施人工
干预，修改不正确的标记。修正规则是系统学习人们
如何修改错误标记和不精确标记后形成的规则，它可
以进一步提高自动标记的正确率和精确性。
　　ＦａｂｉｏＣｉｒａｖｅｇｎａ等在Ａｍｉｌｃａｒｅ基础上，开发出半自
动化的标注工具 Ｍｅｌｉｔａ［２４］。利用 Ｍｅｌｉｔａ标注文本时，
需要首先定义一个标记集（如以 Ｏｎｔｏｌｏｇｙ来组织），并
提供需要标记的语料。用户对语料中相关文本内容加
标记的同时，Ａｍｉｌｃａｒｅ在后台运行，学习用户如何对文
本进行标记，学习到的经过归纳的规则将自动应用于
新文本标记过程中，利用这些规则标记出的结果可以
与用户手工标记的结果对比。当这些规则的准确率达
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到一定阈值后（用户可以自行定义该阈值），Ｍｅｌｉｔａ会
自动利用规则对新文本进行预标记。此时，用户只需
修改错误标记和追加遗漏标记。当然，用户修改和追
加的同时，Ａｍｉｌｃａｒｅ将继续学习修正规则。当信息抽
取系统的标记输出比较可信时，用户就可以利用这一
系统自动对内容进行标记了［２５］。
　　除Ｍｅｌｉｔａ外，英国 ＯｐｅｎＵｎｉｖｅｒｓｉｔｙ的 ＭｎＭ［１７］和德
国ＵｎｉｖｅｒｓｉｔｙｏｆＫａｒｌｓｒｕｈｅ的Ｏｎｔｏｍａｔａｎｎｏｔｉｚｅｒ［２６］等很多
系统也利用Ａｍｉｌｃａｒｅ实现了自适应的信息抽取。
２　开放信息抽取（ＯｐｅｎＩＥ）方法
　　ＯｐｅｎＩＥ（ＯＩＥ）是美国华盛顿大学（Ｕｎｉｖｅｒｓｉｔｙｏｆ
Ｗａｓｈｉｎｇｔｏｎ）图灵中心（ＴｕｒｉｎｇＣｅｎｔｅｒ）提出的被称为
“新型抽取范式”（ＡＮｏｖｅｌＥｘｔｒａｃｔｉｏｎＰａｒａｄｉｇｍ）的一种
知识抽取方法［２７］。ＯｐｅｎＩＥ的目标在于促进领域无关
的知识抽取应用，它能从文本中抽取出大量关系对，并
可被应用到各种类型和规模的 Ｗｅｂ信息抽取任务中。
除需要标注的文档集外，ＯＩＥ不需要任何其它人工输
入，同时为保障在处理大规模文档集时的效率，ＯＩＥ只
需要对文档集进行一次处理。
　　图灵中心基于 ＯＩＥ的思路，构建了名为 ＴＥＸ
ＴＲＵＮＮＥＲ［２８］的开放式信息抽取系统。ＴＥＸＴＲＵＮＮＥＲ
包括三个关键模块：自监督学习器（Ｓｅｌｆ－ｓｕｐｅｒｖｉｓｅｄ
Ｌｅａｒｎｅｒ）、一次性通过抽取器（Ｓｉｎｇｌｅ－ｐａｓｓＥｘｔｒａｃｔｏｒ）和
基于冗余的评价器（Ｒｅｄｕｎｄａｎｃｙ－ｂａｓｅｄＡｓｓｅｓｓｏｒ）［２９］。
　　自监督学习器通过对小规模样本文献的语言分
析，构造供抽取器应用的分类器。该学习器按以下两
个步骤工作：
　　（１）通过一个完整的自然语言分析器［３０］提取样本
中出现的三元组ｔ＝（ｅｉ，ｒｉ，ｊ，ｅｊ），按一定规则将三元
组标记为正值或负值。自然语言分析器对样本文献集
中所有语句都进行完整的语法分析，形成语法树，找出
每个句子中所有的名词短语 ｅｉ，通过语法树构建句子
中所有的名词短语对（ｅｉ，ｅｊ）及ｉ＜ｊ间可能存在的相
关关系ｒｉ，ｊ，从而形成一个三元组ｔ＝（ｅｉ，ｒｉ，ｊ，ｅｊ）。对
每个三元组，学习器根据这两个名词短语在语法树中
是否满足某些强制性条件，将其标记为正值或负值。
例如，对于一个三元组，满足以下条件：ｅｉ和 ｅｊ之间存
在依赖链，且该链长度不超过某个值；在语法树中，从ｅｉ
到ｅｊ并没有跨越句子界限（例如ｅｉ和ｅｊ并不是一个在
主句中出现，而另一个在从句中出现）；ｅｉ和ｅｊ都不是代
名词；则这个三元组被标记为正值，反之则为负值。
　　（２）在所有三元组都被标记后，学习器将这些三
元组转换为特征向量表示，作为 ＮａｉｖｅＢａｙｅｓ分类器的
输入，对ＮａｉｖｅＢａｙｅｓ分类器进行训练。通过计算每一
个特征向量正确或错误的频次，最终生成可以被抽取
器应用的分类器。
　　一次性通过抽取器以三个步骤实现对需要标注的
文档集的处理：
　　（１）利用轻量级的ＯｐｅｎＮＬＰＴｏｏｌｋｉｔ［３１］对待标注文
档中每条语句进行简单的语法分析，标记出每个词的
词性，并识别出名词短语；
　　（２）对每对名词短语，如果它们相距不远并且满
足其它一些条件，则被标记为候选抽取的三元组；
　　（３）利用上述自监督学习器构造的分类器，对候
选抽取的三元组进行分类，如果分类器认为抽取的三
元组是可信的，则三元组被抽取出来，存储并归并抽取
出来的三元组。最终的抽取结果中只存储各个不同的
三元组和这些三元组出现的频次。为提高抽取效率，
ＴＥＸＴＲＵＮＮＥＲ还及时对抽取出的结果建立索引。
　　基于冗余的评价器利用概率模型计算抽取出的三
元组出现的频次。每一个三元组的概率可以继续被应
用以提高三元组抽取的精确性。
　　ＴＥＸＴＲＵＮＮＥＲ目前已经对９００００００个Ｗｅｂ页面
进行了抽取试验，得到了１１００００００个高概率的三元
组。经过分析，这些三元组中包括１００００００多个具体
事实和６５０００００多个断言。
３　本体学习（ＯｎｔｏｌｏｇｙＬｅａｒｎｉｎｇ，ＯＬ）方法
　　基于本体进行推理获取新知识已被众多研究者证
实是一种有效的知识获取方法［３２］，但早期本体构建工
具基本上都需要人工输入大量知识，这种费时费力的
任务引发了利用知识抽取技术降低本体构建开销的相
关研究，即ＯＬ。研究者们认为ＯＬ就是自动或半自动地
从各类数据资源中获取期望本体的方法和技术集合［３３］，
类似概念还有本体生成、本体挖掘、本体抽取等［３２］。
　　近年来，ＯＬ方法研究取得很大进展，但由于缺乏
对ＯＬ具体任务的一致认定，各类方法的优劣难以比
较。因此，在早期研究基础上，Ｐｈｉｌｉｐｐ等人提出将 ＯＬ
划分为专有名词、同义词、概念、概念层级、关系、关系
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层级、公理模式、通用公理一系列自下而上的学习子任 务（见图１）［３３］。
图１　本体学习子任务层次［３２］
　　专有名词作为领域特定概念的语言实现，识别中
常采用语言学中的模式抽取、浅语义分析等方法，统计
方法中的共现、频率等方法，或两者的混合方法。不同
语境或语种中，专有名词往往存在同义词，通过分类、
聚类等方法识别出这些同义词，可为扩展辞典提供支
持。每个概念作为 ＜定义，实例，同义词 ＞三元组，常
借助ＷｏｒｄＮｅｔ等辞典和形式概念分析方法实现抽取。
针对多个概念间的上下位类、同位类等类目关系，研究
者们较多地讨论使用辞典－语法模式、层级概念聚类、
文档包含等方法。为构建推理规则，还需进一步识别
概念间其它相关关系及各关系之间的层级，如属性关
系（ＸｏｆＹ）、限定关系（ＸｉｓｕｓｅｄｆｏｒＹ）、因果关系（Ｘ
ｌｅａｄｓｔｏＹ）等［３４，３５］，较常见的方法有层级概念聚类、语
义解释和关联规则等。而针对公理，目前提出的方法
主要为基于模板的抽取方法。
　　在理论研究基础上，研究者们纷纷开发出相应工
具，较为典型的有ＴｅｘｔＴｏＯｎｔｏ和Ｔｅｘｔ２Ｏｎｔｏ。
　　ＴｅｘｔＴｏＯｎｔｏ以 ＫＡＯＮ［３６］作为底层仓储，采用加权
词频统计、概念层级聚类、关联规则和模板等方法，从
非结构化数据（纯文本）和半结构化数据（ＨＴＭＬ，词
典）中获取概念及其关系，基于初始核心本体构建领域
本体。
　　Ｔｅｘｔ２Ｏｎｔｏ［３７］改进了前者依赖本体模型、缺少用户
交互、缺乏动态学习等缺陷，从元数据层出发，在基于
概率的本体模型中用实例模型原语的形式表达学习到
的知识，整合数据驱动的变更发现策略，提高本体构建
工具与本体模型的相互独立性，增强用户交互功能，实
现当数据发生变化时，只选择性地更新有变化的本体
部分。
　　此外如 ＯｎｔｏＬＴ［３８］和 ＯｎｔｏＢｕｉｌｄｅｒ［３９］等工具也在不
断改进中，它们共同推动着ＯＬ技术的发展。
４　基于模式标注（Ｐａｔｅｒｎ－ｂａｓｅｄＡｎｎｏｔａ
ｔｉｏｎ）的方法
　　与前３种方法相比，基于模式标注的知识抽取更
加注重利用自然语言分析技术。基于模式标注的知识
抽取可分为两种类型［４０］：一种通过模式的自动发现，
进而实现对相关内容的标注；另一种通过人工定义的
模式实现内容标注。
　　基于模式自动发现的模式标注通常遵从 Ｓｅｒｇｅｙ
Ｂｒｉｎ提出的反复迭代的模式关系扩展（ＤＩＰＲＥ－Ｄｕａｌ
ＩｔｅｒａｔｉｖｅＰａｔｅｒｎＲｅｌａｔｉｏｎＥｘｐａｎｓｉｏｎ）方法［４１］。
　　ＳｅｒｇｅｙＢｒｉｎ以从Ｗｅｂ上抽取图书作者、题名（Ａｕ
ｔｈｏｒ，Ｔｉｔｌｅ）对的例子说明这一方法。首先，Ｂｒｉｎ利用
小规模的（Ａｕｔｈｏｒ，Ｔｉｔｌｅ）对作为种子集（在实际例子
中，仅用了５本书的作者和题名对），然后从 Ｗｅｂ上查
找这５本书所出现的所有实例，从这些实例中，系统识
别出描述这５本书的各种模式，根据这些模式到 Ｗｅｂ
上查找更多新的图书，其后进一步利用这些新图书，查
找这些新图书出现的实例，生成更多新的模式，基于此
又可利用这些新模式查找新的图书，如此反复迭代，直
到从Ｗｅｂ上识别出大量图书和这些图书的模式。Ｂｒｉｎ
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利用Ｐｙｔｈｏｎ实现了这一方法，从５本图书实例开始，在
几乎不需要人工干预的情况下，从 Ｗｅｂ网页中获得了
３４６种图书模式，高质量地识别出１５２５７本图书实例。
　　Ａｒｍａｄｉｌｏ［４２］是基于模式自动发现的另一个系统。
它可以从不同数据来源抽取特定领域的标注内容，并
将其集成到一个仓储中，形成知识库。它的一个实际
应用是挖掘计算机科学系的网站，从中抽取出谁为哪
个系工作，其人名、职位、主页、Ｅ－ｍａｉｌ地址、电话、一
些个人数据，以及这个人发表的论文列表［４３］。
　　除自动发现模式外，基于人工定义的模式标注也
是当前知识抽取的重要方法之一。这种方法的代表性
系统有Ｃ－ＰＡＮＫＯＷ（及它的前身ＰＡＮＫＯＷ）［４４，４５］。
　　Ｃ－ＰＡＮＫＯＷ被认为是上下文驱动、利用 Ｗｅｂ知
识进行基于模式的标注的系统。该系统具有两个
特点：
　　（１）利用无监督的、基于语言分析的模式来识别
实例及实例间关系，并将抽取的实例及关系归入到指
定的本体中；
　　（２）将 Ｗｅｂ作为最大的语料库，通过 ＧｏｏｇｌｅＡＰＩ
计算具有歧义的实例类型。例如出现在文档中的词
“Ｎｉｇｅｒ”，它可能被标注为一个国家、一个州、一条河或
一个地区。Ｃ－ＰＡＮＫＯＷ通过 ＧｏｏｇｌｅＡＰＩ计算 Ｇｏｏｇｌｅ
检索结果中出现“Ｎｉｇｅｒ”的上述４种类型的文档和需
要标注的目标文档的相似性，最终给出 Ｎｉｇｅｒ的所属
类别。
　　Ｃ－ＰＡＮＫＯＷ主要利用以下３种模式来实现语义
标注。
　　（１）ＨｅａｒｓｔＰａｔｅｒｎｓ模式。利用 Ｈｅａｒｓｔ定义的４种
模式识别和标注ｉｓ＿ａ关系［４６］，这４种模式分别是：
　　Ｈ１：＜ＣＯＮＣＥＰＴ＞ｓｓｕｃｈａｓ＜ＩＮＳＴＡＮＣＥ＞
　　例如，ｈｏｔｅｌｓｓｕｃｈａｓＲｉｔｚ
　　Ｈ２：ｓｕｃｈ＜ＣＯＮＣＥＰＴ＞ｓａｓ＜ＩＮＳＴＡＮＣＥ＞
　　例如，ｓｕｃｈｈｏｔｅｌｓａｓＨｉｌｔｏｎ
　　Ｈ３：＜ＣＯＮＣＥＰＴ＞ｓ，（ｅｓｐｅｃｉａｌｙ｜ｉｎｃｌｕｄｉｎｇ）＜ＩＮＳＴＡＮＣＥ＞
　　例如，ｐｒｅｓｉｄｅｎｔｓ，ｅｓｐｅｃｉａｌｙＧｅｏｒｇｅＷａｓｈｉｎｇｔｏｎ
　　Ｈ４：＜ＩＮＳＴＡＮＣＥ＞（ａｎｄ｜ｏｒ）ｏｔｈｅｒ＜ＣＯＮＣＥＰＴ＞ｓ
　　例如，ｔｈｅＥｉｆｅｌＴｏｗｅｒａｎｄｏｔｈｅｒｓｉｇｈｔｓｉｎＰａｒｉｓ
　　（２）定义模式。通过定冠词ｔｈｅ识别专有名词。Ｃ
－ＰＡＮＫＯＷ主要利用以下两种模式：
　　ＤＥＦＩＮＩＴＥ１：ｔｈｅ＜ＩＮＳＴＡＮＣＥ＞ ＜ＣＯＮＣＥＰＴ＞
　　例如，ｔｈｅＨｉｌｔｏｎｈｏｔｅｌ
　　ＤＥＦＩＮＩＴＥ２：ｔｈｅ＜ＣＯＮＣＥＰＴ＞ ＜ＩＮＳＴＡＮＣＥ＞
　　例如，ｔｈｅｈｏｔｅｌＨｉｌｔｏｎ
　　（３）同格和连系模式。同格和连系模式分别如下：
　　ＡＰＰＯＳＩＴＩＯＮ：＜ＩＮＳＴＡＮＣＥ＞，ａ＜ＣＯＮＣＥＰＴ＞
　　例如，Ｅｘｃｅｌｓｉｏｒ，ａｈｏｔｅｌｉｎｔｈｅｃｅｎｔｅｒｏｆＮａｎｃｙ
　　ＣＯＰＵＬＡ：＜ＩＮＳＴＡＮＣＥ＞ｉｓａ＜ＣＯＮＣＥＰＴ＞
　　例如，ＴｈｅＥｘｃｅｌｓｉｏｒｉｓａｈｏｔｅｌｉｎｔｈｅｃｅｎｔｅｒｏｆＮａｎｃｙ
　　Ｃ－ＰＡＮＫＯＷ（ＰＡＮＫＯＷ）目前已被集成到 Ｏｎ
ｔｏＭａｔ［４７］和Ｍａｇｐｉｅ［４８］中。除ＰＡＮＫＯＷ外，Ｏｎｔｅａ［４９，５０］也
是一个基于人工模式实现内容标注的知识抽取系统。
５　语义标注（ＳｅｍａｎｔｉｃＡｎｎｏｔａｔｉｏｎ）方法
　　语义标注除利用自然语言的语法模式和规则外，
更重要的是对语义内容的挖掘。在各种文献中，语义
标注有多种不同表达方式，如 ＳｅｍａｎｔｉｃＡｎｎｏｔａｔｉｏｎ，Ｓｅ
ｍａｎｔｉｃＴａｇ，ＳｅｍａｎｔｉｃＭａｒｋｕｐ，ＳｅｍａｎｔｉｃａｌｙＩｎｔｅｒｌｉｎｋ等。
按照ＡｔａｎａｓＫｉｒｙａｋｏｖ等人的定义，语义标注是为文档
中实体提供与它们相关语义描述的过程［５１］。Ｓｔｅｆｅｎ
Ｓｔａａｂ［５２］则更具体地认为，与“不受约束的元数据生成”
不一样，语义标注需要实现以下４种语义关系的建立：
　　（１）要唯一标识标注对象，相同的对象用同一标识；
　　（２）要构建对象和类型的关系，说明标注对象的
类别；
　　（３）要构建对象和属性的关系，说明对象有哪些
属性，各自属性值是什么；
　　（４）要构建对象和对象间的关系。因此他认为，
语义标注需要构建语义标注的知识库。
　　ＯｎｔｏｔｅｘｔＬａｂ的 ＫＩＭ系统是大规模自动语义标注
方法应用的代表。ＫＩＭ的开发者认为语义标注是命名
实体识别和标注两个过程的总和［５３］。为了实现语义
标注，必须满足以下几个基本条件：
　　（１）一个定义实体类型的 Ｏｎｔｏｌｏｇｙ（至少需要一个
分类表），通过它可以将某些实体和相应类别进行关联；
　　（２）为每个实体指定一个唯一标识，通过它可以区
分不同的实体，同时可以实现实体和语义描述的关联；
　　（３）需要一个知识库存储实体描述。
　　基于上述考虑，ＫＩＭ认为正式的知识资源建设是
语义标注的一个重要环节。
　　ＫＩＭ的知识资源包括ＫＩＭＯｎｔｏｌｏｇｙ和ＫＩＭ世界知
识库［５４］。目前ＫＩＭＯｎｔｏｌｏｇｙ以ＳＥＫＴ的ＰＲＯＴＯＮ为基
础，大约包含２５０个类和１００个属性，此外，ＫＩＭＯｎｔｏｌ
ｏｇｙ还包括ＫＩＭＳｙｓｔｅｍＯｎｔｏｌｏｇｙ和 ＫＩＭＬｅｘｉｃａｌＯｎｔｏｌｏ
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ｇｙ，这两个Ｏｎｔｏｌｏｇｙ都是ＫＩＭ在语义标注过程中，对系
统功能和语词识别描述的 Ｏｎｔｏｌｏｇｙ。为语义标注过程
提供背景知识环境。ＫＩＭ世界知识库中预装了大约
９０００００条实例描述，主要是人名、地名和组织等一些
基本实例，其中包括有６０２５８５条人名实例，２３９０４６条
组织实例和５０１６３条地名实例。为了让 ＫＩＭ发现和
标识出不在知识库中的新实体和关系，ＫＩＭ知识库还
提供了一系列词汇资源，如组织的前后缀、人的尊称、
时间格式等，这些都可用于语义标注过程中。ＫＩＭ利
用基于 Ｓｅｓａｍｅ的 ＯＷＬＩＭ仓储存储这些知识资源，以
支持快速大规模的语义标注。
　　ＫＩＭ语义标注本质上是根据 ＰＲＯＴＯＮＯｎｔｏｌｏｇｙ识
别和组织存储命名实体的过程。自动标注过程中，发
现文献中已标识过的命名实体时，系统将给出这一实
体的类型，并将它和知识库中已存在的实例相关联；而
对于新的、从未被标识过的实体，系统将在知识库中为
其分配一个新的唯一标识并将其存入知识库。
　　从过程上看，ＫＩＭ的语义标注与传统的信息抽取
相比有以下特点：
　　（１）应用基于知识库的语义辞典；
　　（２）模式匹配语法应用 Ｏｎｔｏｌｏｇｙ和上下文语义
环境；
　　（３）利用语义概念实现共指消解，如能够通过对
北京的语义描述（如别名），判定Ｂｅｉｊｉｎｇ和Ｐｅｋｉｎｇ为同
一个城市；
　　（４）利用知识库实现语义消歧；
　　（５）所有标注实体都通过它们的类型与 Ｏｎｔｏｌｏｇｙ
关联，通过唯一标识存储在知识库中，并通过它们之间
的关系识别建立实体间的关系。
　　除 ＫＩＭ外，类似的语义标注系统还有如 ＭｎＭ［１７］、
Ａｒｔｅｑｕａｋｔ［５５］等。
６　基于Ｏｎｔｏｌｏｇｙ的信息抽取（ＯＢＩＥ）方法
　　ＯＢＩＥ可以认为是当前语义标注研究的一种主流
方法。除被称为ＯＢＩＥ之外，也有人称其为基于本体的
标注（Ｏｎｔｏｌｏｇｙ－ｂａｓｅｄＡｎｎｏｔａｔｉｏｎ）和基于本体的语义
标注（Ｏｎｔｏｌｏｇｙ－ｂａｓｅｄＳｅｍａｎｔｉｃＡｎｎｏｔａｔｉｏｎ）。
　　传统信息抽取系统多采用扁平结构组织知识，基
于词表、规则或机器学习的方法来抽取文本中的实体。
实践证明传统信息抽取系统在关系抽取、歧义消解、可
移植性等方面能力十分有限。Ｅｍｂｌｅｙ提出基于 Ｏｎｔｏｌ
ｏｇｙ的信息抽取（ＯＢＩＥ）方法［５６］，希望以这种新的知识
描述方式解决传统信息抽取中的难点问题。
　　ＯＢＩＥ是上一节中语义标注的进一步发展，它不但
要将抽取出的内容纳入到知识库中，还要求在抽取过
程中一直得到Ｏｎｔｏｌｏｇｙ的支持。ＯＢＩＥ通过Ｏｎｔｏｌｏｇｙ定
义的类、属性、层次结构抽取非结构化或半结构化文本
中对应的实例，进行歧义消解，进而识别文本中的实体
及关系，将结果存储于对应的Ｏｎｔｏｌｏｇｙ中。
　　欧盟 Ｍｕｓｉｎｇ（ＭＵｌｔｉ－ｉｎｄｕｓｔｒｙ，Ｓｅｍａｎｔｉｃ－ｂａｓｅｄ
ＮｅｘｔＧｅｎｅｒａｔｉｏｎＢｕｓｉｎｅｓｓＩＮｔｅｌｉＧｅｎｃｅ）［５７］是 ＯＢＩＥ系统
的典型代表。Ｍｕｓｉｎｇ设计了适用于商业领域的 Ｏｎｔｏｌ
ｏｇｙ，并采用 ＧＡＴＥ（ＧｅｎｅｒａｌＡｒｃｈｉｔｅｃｔｕｒｅｆｏｒＴｅｘｔＥｎｇｉ
ｎｅｅｒｉｎｇ）［５８］作为抽取平台，抽取的准确率较高。
　　Ｍｕｓｉｎｇ知识抽取系统的基本思路是：
　　（１）由领域专家扩充 ＰＲＯＴＯＮ上层本体，定义商
业领域的Ｏｎｔｏｌｏｇｙ，该Ｏｎｔｏｌｏｇｙ包含商业领域的类层次
结构、关系和属性；
　　（２）确定好大量用于ＯＢＩＥ的信息源（除一些固定
合作方提供的数据外，还监测大量商业网站，如Ｙａｈｏｏ！
Ｆｉｎａｎｃｅ等）；
　　（３）定期将这些信息源的数据抓取到本地并存储
在Ｍｕｓｉｎｇ的文档数据库中；
　　（４）利用ＧＡＴＥ，基于词表和规则从文档中抽取出
实体和关系，并通过聚类算法对跨文档的实体和关系
进行歧义消解；
　　（５）用 Ｍｕｓｉｎｇ特有的 ＯｎｔｏｌｏｇｙＭａｐｐｉｎｇ组件把这
些实例映射到Ｏｎｔｏｌｏｇｙ类和属性中；
　　（６）采用 ＲＤＦｓｔａｔｅｍｅｎｔ生成组件，将实例自动写
入Ｏｎｔｏｌｏｇｙ；
　　（７）采用有效的数据结构将已获得的实例存储为
结构化形式，构建知识库以便于在以后的应用中查询
和推理。
　　面向不同的应用领域和设计目标，ＯＢＩＥ系统有不
同的设计角度，系统实现的技术方法也各不相同，如
ＩＢＭ的 Ｓｅｍｔａｇ［５９］属于基于实例的 ＯＢＩＥ系统，主要利
用Ｏｎｔｏｌｏｇｙ的实例实现实体和关系的抽取。该系统并
不试图运用规则发现新实例，也不对知识库进行扩充，
其目标是抽取的准确率和效率。系统的实现关键是逻
辑正确的Ｏｎｔｏｌｏｇｙ以及精确实例的支持。该系统适用
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于大规模、粗粒度的信息抽取。ＭｃＤｏｗｅｌ和 Ｃａｆａｒｅｌａ
等人开发的自动信息抽取系统ＯｎｔｏＳｙｐｈｏｎ［６０］，及由Ｂ．
Ｙｉｌｄｉｚ和Ｓ．Ｍｉｋｓｃｈ等人开发的ＯｎｔｏＸ系统［６１］属于Ｏｎ
ｔｏｌｏｇｙ驱动的信息抽取，是从系统可移植性的角度设计
的。系统以Ｏｎｔｏｌｏｇｙ为起点和核心，在没有人工干预
和机器训练的情况下，从 Ｗｅｂ或大量文档集中进行关
键词检索，抽取实例自动生成知识库。系统能随着
Ｏｎｔｏｌｏｇｙ的改变而自动适用于不同领域。
７　基于受控语言的信息抽取（ＣＬＩＥ）方法
　　与前面 ６种知识抽取技术方法相比，ＡｄａｍＦｕｎｋ
等提出的基于受控语言的信息抽取 （ＣｏｎｔｒｏｌｅｄＬａｎ
ｇｕａｇｅＩｎｆｏｒｍａｔｉｏｎＥｘｔｒａｃｔｉｏｎ，ＣＬＩＥ）［６２］是一种很特殊的
技术方法。它以某些受控语言撰写的文本为处理对
象，从这些受控语言的文本中构建Ｏｎｔｏｌｏｇｙ。它可以降
低Ｏｎｔｏｌｏｇｙ构建的门槛，提高Ｏｎｔｏｌｏｇｙ构建效率。
　　已有的本体构建工具如 Ｐｒｏｔéｇé等，需要用户掌握
复杂的知识组织标准，熟悉本体编辑工具的专业知识。
这些要求增加了人们管理知识的难度。ＣＬＩＥ可以简
化知识管理中创建结构化数据的过程，增强用户创建、
修改和利用存储已有仓储库中知识的能力。ＣＬＩＥ主
要思想是将ＣＬ与自然语言处理相结合，利用语法规则
从符合受控规则的文本中自动抽取类、实例、属性等元
数据，进而构建本体的一种新方法。其中，ＣＬ是经过
人工定义，在词汇、句法和文体等方面受到控制，仅包
含一定量与特定任务相关的词汇条目和语法规则的自
然语言子集［６２］。
　　由于 ＣＬＩＥ最终目的是构建本体，而本体包括类、
关系、实例、属性等要素，因此ＣＬＩＥ过程需要实现的方
法包括：定义新类、创建类之间的层级关系、定义对象
和数据类型的属性、创建实例、创建实例的属性值。为
实现这些目标，ＣＬＩＥ构建了管道式流程，如图２所示：
图２　ＣＬＩＥ管道流程图［６２］
　　在实现中，ＣＬＩＥ被划分为两个独立的部分：语言
接口 ＣＬＯｎＥ（ＣｏｎｔｒｏｌｅｄＬａｎｇｕａｇｅｆｏｒＯｎｔｏｌｏｇｙＥｄｉｔｉｎｇ）
和应用接口ＣＬＩＥ组件。
　　ＣＬＯｎＥ建立在已有的机器翻译和应用 ＣＬ表达知
识基础上，借助定义的语法规则、词汇等，规范用户的
输入文本。ＣＬ中包含的关键词和类名是 ＣＬＩＥ词表中
对短语进行标注的重要依据，是用来推理词汇间关系
的重要保证。
　　ＣＬＩＥ组件是基于 ＧＡＴＥ级联有限状态转换器构
建的自然语言处理器。处理过程中，ＣＬＩＥ组件将根据
受控语言的语法规则等判断输入文本的有效性，若有
效则接收并进入解析过程；若无效则拒绝接收，并提示
该文本需要修改的语法。在解析过程中，ＣＬＩＥ首先选
用自然语言处理提供的分句、分词、词性标注和取词根
等操作实现文本预处理，其后根据词性、分词等标注，
确定命名短语块、分隔符、前置介词和结束标记等。获
得确定的句群后，通过Ｋｅｙｐｈｒａｓｅ辞典标注出能反应类
关系的短语部分。Ｃｈｕｎｋｅｒ转换器规则中，规则一侧的
类正则表达式表示句子模式，当待标注句子与此模式
匹配时，通过规则另一侧实现句子语义向本体的转换，
从而实现本体构建。
　　目前，ＣＬＩＥ得到较多应用，如英国 ＥＰＳＲＣ资助的
Ｐｏｌｅａｚｙ项目利用ＣＬＩＥ［６２］为编辑ＩＴ版权政策本体提供
受控自然语言接口。该项目涉及 ＣＬ扩展、本体与
ＣＬＯｎＥ互生成的循环信息流。ＣＬＩＥ与 Ｌｉｏｎ［６３］项目合
作，进一步评测了ＣＬＯｎＥ对各案例的适应性。
专　　题
ＸＩＡＮＤＡＩＴＵＳＨＵＱＩＮＧＢＡＯＪＩＳＨＵ　 ９　
８　结　语
　　通过对上述典型知识抽取系统的分析，可以发现，
知识抽取是在信息抽取的基础之上更加深入地发现文
献中隐含知识的过程。总体而言，知识抽取表现出以
下５个特点：
　　（１）知识抽取强调语义的抽取。抽取出的内容是
有一定意义的、能被其它上下文所解释的语义知识片
段（如概念及概念间的关系等）。
　　（２）知识抽取普遍将机器学习技术和自然语言分析
技术相结合。与传统的基于学习或规则的信息抽取不
同，由于面对更为复杂的任务，很多知识抽取的系统都
采用机器学习技术和自然语言分析技术相结合的方法。
　　（３）知识抽取需要 Ｏｎｔｏｌｏｇｙ的支持。Ｏｎｔｏｌｏｇｙ是
知识抽取不可或缺的组件。在知识抽取前，Ｏｎｔｏｌｏｇｙ定
义需要抽取的知识类型；命名实体识别过程中，Ｏｎｔｏｌｏ
ｇｙ除了能够起到词表和辞典的辅助标识作用外，还可
为知识抽取提供推理机制；在语义标注中，Ｏｎｔｏｌｏｇｙ可
以对抽取结果进行语义识别和消除歧义；处理抽取结
果，抽取结果被关联到Ｏｎｔｏｌｏｇｙ中，形成知识库。
　　（４）知识抽取关注实体间关系的识别和抽取。知
识抽取除了要识别出命名实体的类型外，还需要识别
出这一命名实体与其它命名实体之间的各种关系，通过
关系将识别出来的新实体纳入到相应的知识库之中。
　　（５）知识抽取的结果为知识库建设提供了内容。
根据预先定义的 Ｏｎｔｏｌｏｇｙ框架，知识抽取系统从一系
列文献中抽取出相应实体和关系，并将这些文献和抽
取出的实体和关系组织到知识库中，实现本体填充
（ＯｎｔｏｌｏｇｙＰｏｐｕｌａｔｉｏｎ）。所建设的知识库是进一步实现
数据挖掘、知识发现的基础。
　　知识抽取的技术方法还在不断地完善和丰富中，
自适应的信息抽取、开放信息抽取、ＯＢＩＥ、ＣＬＩＥ等方法
的提出对知识抽取技术的发展做出了有益尝试，而机
器学习和自然语言分析两大技术思路的相互融合已经
成为知识抽取技术发展的主流趋势。随着知识抽取技
术方法的不断完善，知识抽取必将更加深远地影响到
语义Ｗｅｂ、知识工程、领域描绘、趋势分析、主题发现、
舆情监测、自动问答等诸多与图书情报服务密切相关
的领域。
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