Abstract. This paper introduces Hopf braces, a new algebraic structure related to the Yang-Baxter equation which include Rump's braces and their non-commutative generalizations as particular cases. Several results of classical braces are still valid in our context. Furthermore, Hopf braces provide the right setting for considering left symmetric algebras as Lie-theoretical analogs of braces.
Introduction
A Yang-Baxter operator on vector space V is an invertible linear endomorphism c ∈ GL(V ⊗ V ) satisfying the braid equation
(c ⊗ id)(id ⊗ c)(c ⊗ id) = (c ⊗ id)(id ⊗ c)(c ⊗ id).
Attempts to find solutions of the braid equation turned out to be an important problem that led to the theory of quantum groups.
Quantum groups have remarkable applications in algebra, low-dimensional topology, differential equations and mathematical physics, see for example [14] . These applications are mainly based on the existing connection between quantum groups and Yang-Baxter operators. Due to the importance of the braid equation equation in mathematics and physics, Drinfeld proposed to study set-theoretical solutions [8] . A set-theoretical solution of the braid equation is a pair (X, r), where X is a set and r : X × X → X × X is a bijective map such that (r × id)(id × r)(r × id) = (r × id)(id × r)(r × id).
The first works on set-theoretical solutions are those of Etingof, Schedler and Soloviev [9] and Gateva-Ivanova and Van den Bergh [11] ; these papers are devoted to involutive solutions.
There are several connections between involutive solutions and other branches of mathematics. However, the structure of set-theoretical solutions is far from being understood. To understand the structure behind non-degenerate involutive settheoretical solutions, in [18] Rump introduced braces. A (left) brace is an abelian group (A, +) with another group structure, defined via (a, b) → ab, such that the compatibility condition a(b + c) + a = ab + ac holds for all a, b, c ∈ A. The theory of braces is being developed quite intensively, see for example [2, 3, 7, 10, 19, 20] . One advantage of the language of braces is that one can imitate ring theory to discuss braided groups and sets. Just as in ring theory, one can define right and two-sided ideals of braces, and study their properties. Thus it is a common belief that braces provide the right setting for studying involutive set-theoretical solutions of the Yang-Baxter equation. Applications to ring theory and group theory are also expected.
The purpose of the this work is to introduce Hopf braces, a new algebraic structure related to the Yang-Baxter equation, which include Rump's braces and their non-commutative generalizations [13] as particular cases. Our generalization is based on Hopf algebras. Remarkably, several results of classical braces are still valid in our context; for example every Hopf brace H produce a Yang-Baxter operator on H. Furthermore, since Hopf algebras generalize simultaneously groups and Lie algebras, our structure provides the right setting for considering Lie-theoretical analogs of braces. In this context, left symmetric algebras naturally appear.
The paper is organized as follows. In Section 1 we define Hopf braces and prove their main properties. In Theorem 1.12 we prove that Hopf braces are equivalent to bijective 1-cocycles. Section 2 is devoted to study Hopf braces over cocommutative Hopf algebras. In Corollary 2.4 we prove that Hopf braces over cocommutative Hopf algebras naturally produce solutions of the Yang-Baxter equation. In Section 3 the connection between Hopf braces and matched pairs of commutative Hopf algebras is explored, see Theorem 3.3. Section 4 explore the connection between Hopf braces and left symmetric algebras. In Section 5 we show that our constructions allow us to consider solutions in the category of affine schemes.
Hopf braces
Our Hopf-theoretical generalization of the concept of a brace is based on the definition given by Cedó, Jespers and Okniński, see [7, Definition 1] . Definition 1.1. Let (A, ∆, ǫ) be a coalgebra. A Hopf brace structure over A consist of the following data:
(1) a Hopf algebra structure (A, ·, 1, ∆, ǫ, S) and (2) a Hopf algebra structure (A, •, 1 • , ∆, ǫ, T ) satisfying the following compatibility:
Given a Hopf brace as in the Definition 1.1, we write A for the Hopf algebra structure (A, ·, 1, ∆, ǫ, S) and A • for the other one. The Hopf brace is denoted by (A, ·, •). Example 1.4. Recall from [13] that a skew left brace is a group A with an additional group structure given by (a,
holds for all a, b, c ∈ A, where a −1 denotes the inverse of a with respect to the group structure given by (a, b) → ab.
The group algebra and its dual are classical examples of commutative Hopf algebras [1, Chapter 2] . Given a brace A and a field k, the group algebra kA of A (respectively, k A the algebra of functions over A) yields a cocommutative Hopf brace (respectively, a commutative Hopf co-brace). Thus as a basic example of a Hopf brace, we may take the group algebra of a (classical or skew) brace.
The following two examples are based on the semidirect product of cocommutative Hopf algebras, see [1, §2.4] . Example 1.5. Let H and K be cocommutative Hopf algebras. Assume that H is a left K-module bialgebra. Then H#K with
where h, h ′ ∈ H and k, k ′ ∈ K, is a Hopf brace. Example 1.6. Let H and K be cocommutative Hopf algebras. Assume that K is commutative, H is a left K-module bialgebra via ⇀ and k ⇀ (k
where h, h ′ ∈ H and k, k ′ ∈ K, is a Hopf brace. Fix a Hopf algebra A = (A, ·, 1, ∆, ǫ, S). Let Br(A) be the full subcategory of the category of Hopf braces with objects (A, ·, •). This means that the objects of Br(A) are the Hopf braces such that the first Hopf algebra structure is that of A.
Proof. Equation (1.1) implies that
holds for all a, b ∈ A. Now let a, b ∈ A. Using (1.2),
This completes the proof.
Proof. By Remark 1.3,
for all a, b, c ∈ A. Clearly 1 ⇀ a = S(1)(1 • a) = a holds for all a ∈ A. Now using Lemma 1.7 and the Hopf brace structure, one proves that
Remark 1.9. It follows from the definition that
for all a, b ∈ A. Definition 1.10. Let H and A be Hopf algebras. Assume that A be a H-modulealgebra. A bijective 1-cocycle is a coalgebra isomorphism π : H → A such that
for all h, k ∈ H. (1.5) Remark 1.11. Any bijective 1-cocycle π satisfies π(1) = 1. Indeed, setting h = k = 1 it follows that π(1) = π(1)π(1). Hence π(1) = 1 since π(1) is a group-like element.
Let π : H → A and η : K → B be bijective 1-cocycles. A homorphism between these bijective 1-cocycles is a pair (f, g) of Hopf algebra maps f :
Bijective 1-cocycles form a category. Fix a Hopf algebra A. Let C(A) be the full subcategory of the category of bijective 1-cocycles with objects π : H → A. Proof. We claim that F : Br(A) → C(A) given by
is a functor. We prove that π = id A : A • → A is a bijective 1-cocycle. By Lemma 1.8, A is a A • -module-algebra and
Now (f, f ) is a homomorphism of 1-cocycles since f is a Hopf algebra homomorphism for both Hopf algebra structures. Hence the claim follows. Now we define G :
, where the new multiplication is given by
Thus (A, ·, •) is a Hopf brace since π is a coalgebra homomorphism.
For (f, g) a morphism between bijectives 1-cocycles π and η we define
Thus it follows that G is a functor. Clearly GF = id Br(A) and F G ≃ id C(A) .
Cocommutative Hopf Braces
Definition 2.1. A Hopf brace (A, ·, •) is said to be cocommutative if the underlying coalgebra (A, ∆) is cocommutative.
Lemma 2.2. Let (A, ·, •) be a cocommutative Hopf brace. Then the following hold:
Proof. Clearly a ↼ 1 = a for all a ∈ A. Now let a, b, c ∈ A. Using the cocommutativity of A, the fact that S and T are antipodes and Remark 1.9 one obtains:
Now, the first two items follow from the cocommutativity of A. Finally, since A is cocommutative, S 2 = id A . Then Lemma 1.7 implies
The following is the Hopf-theoretic version of [9 
Proof. For n ≥ 2 we define γ n , µ n : A ⊗ → A ⊗ as follows:
Since γ is invertible with inverse γ −1 (x ⊗ y) = x 1 ⊗ (T (x 2 ) ⇀ y) and the µ n are invertible, it follows by induction that the γ n are invertible. A direct calculation using Lemmas 1.8 and 2.2 (3) and the cocommutativity of A shows that
We claim that
We proceed by induction on n. Assume n = 2. We claim that γc = σγ. Using that A is cocommutative, S 2 = id A and third part of Lemma 2.2,
Assume now that the claim holds for n ≥ 2. The case i = 1 follows immediately from γc = σγ since
For i > 1 the inductive hypothesis and (2.1) yield
This completes the proof of (2.2) and hence the claim follows.
We now prove that cocommutative Hopf braces produce Yang-Baxter operators.
is a coalgebra isomorphism and a solution of the braid equation.
Proof. Theorem 2.3 implies that c is an invertible solution of the braid equation.
Since both actions are coalgebra maps, c is a coalgebra isomorphism.
The following corollary generalizes [16, Proposition 4] . Proof. It is enough to prove that σ 2 = id if and only if A is commutative. If σ 2 = id, then applying id ⊗ ǫ one obtains xǫ(y) = S(y 1 )xy 2 for all x, y ∈ A. Then σ(x ⊗ y) = y ⊗ x and hence xy = yx since xy = (mσ)(x ⊗ y). The converse is clear.
Matched pairs of cocommutative Hopf algebras
Let H and K be two commutative Hopf algebras. Recall from [14] that a matched pair of cocommutative Hopf algebras is a pair (H, K) with two actions
is a right H-module coalgebra, and
for all a, b ∈ H and x, y ∈ K.
If (H, K) is a matched pair of cocommutative Hopf algebras, then the tensor coalgebra H ⊗ K is a Hopf algebra with multiplication
We now show that there is a correspondence between Hopf braces and certain matched pairs of cocommutative Hopf algebras. A similar result was proved by Gateva-Ivanova for classical braces, see [10, Theorem 3.7] . 
Proof. By Lemma 2.2, we need to prove (3.1) and (3.2). Let h, x, y ∈ H. Using Remark 1.9 and the cocommutativity,
Similarly,
Now we prove that matched pairs produce Hopf braces. 
Proof. We first notice that since ⇀ is of coalgebras it follows that ∆(ab) = ∆(a)∆(b) for all a, b ∈ A. Further,
for all a, b ∈ A Let a, b, c ∈ A. Using the cocommutativity, (3.1) and (3.3),
Now a(bc) = (ab)c since
For a ∈ A let S(a) = a 1 ⇀ T (a 2 ). Since
for all A ∈ A, the cocommutativity and [12, Theorem 3(4)] imply that the tuple (A, ∆, ǫ, ·, 1, S) is a Hopf algebra. Now
This equation implies that (A, ·, •) is a Hopf brace since
for all a, b, c ∈ A.
Now, we will show that the correspondence of Propositions 3.1 and 3.2 is functorial. Let (A, ∆, ǫ, ·, 1, S) be a cocommutative Hopf algebra. Let Mp(A) be the category with objects the matched pairs (A, A) such that a
for all a, b ∈ A and morphisms all Hopf algebra homomorphism f : 
Braces and left symmetric algebras
Left symmetric algebras are non-associative algebras that arise in many areas of mathematics. They were first introduced by Cayley in 1896 in his study of rooted tree algebras and later rediscovered by Vinberg and Koszul to study convex homogeneous cones and affine flat manifolds. Left symmetric algebras are also known as Pre-Lie algebras, Vinberg algebras, Koszul algebras, quasi-associative algebras and Gerstenhaber algebras. We refer to [6] for a survey on left symmetric algebras and their applications.
Recall that a left symmetric algebra is a vector space V with a bilinear map V × V → V , (x, y) → xy, such that x(yz)− (xy)z = y(xz)− (yx)z for all x, y, z ∈ V . If V is a left symmetric algebra, then V with [x, y] = xy − yx is a Lie algebra. This Lie algebra will be denoted by g(V ).
Let g be a Lie algebra and ρ : g → gl(V ) be a representation. A 1-cocycle π associated with ρ is a linear map π : g → V such that
It was proved in [15, 17] that left symmetric algebras are equivalent to bijective 1-cocycles, see also [4, Theorem 2.1] and [19, Proposition 9.1]. The correspondence goes as follows. If π is a bijective 1-cocycle on a Lie algebra g with respect to a representation ρ, then x * y = π −1 (ρ(x)π(y)) defines a left symmetric algebra on g. Conversely, if V is a left symmetric algebra, then id : g(V ) → V is a bijective 1-cocycle, where V is considered as the g(V )-module with action given by L :
In order to study Hopf braces and bijective 1-cocycles for enveloping algebras we recall the general definition of 1-cocycles of Lie algebras.
Definition 4.1. Let g, h be Lie algebras and ρ : g → Der h be a Lie algebra map. A bijective 1-cocycle π associated with ρ is a linear isomorphism π : g → h such that
Thus (4.1) corresponds to (4.2) when h = V is an abelian Lie algebra. Recall that the subspace P(H) of primitive elements of a Hopf algebra H is a Lie algebra with the usual commutator [x, y] = xy − yx. Lemma 4.2. Let K and A be cocommutative Hopf algebras, and π : K → A be a bijective 1-cocycle. Let g = P(K), h = P(A). Then π restricts to a bijective 1-cocycle π |g : g → h.
Proof. First, π |g : g → h is a linear isomorphism since π is a coalgebra isomorphism. By Lemma 2.2, A is a left K-module-coalgebra, so for each x ∈ g, a ∈ h,
That is, x ⇀ a ∈ h for all x ∈ g, a ∈ h. Let ρ : g → End h, ρ(x)(a) = x ⇀ a. As ⇀ is an action, ρ is a Lie algebra map, ρ(g) ⊆ Der h. From (1.5),
for all x, y ∈ g.
Thus π satisfies (4.2).
Reciprocally, we can extend a bijective 1-cocycle from Lie algebras to their enveloping algebras. To prove this we need an auxiliar result. Lemma 4.3. Let ρ : g → Der h be a Lie algebra map. Then ρ extends to an action ⇀ of U(g) on U(h) such that U(h) is a U(g)-module-algebra. Furthermore, under this action U(h) is also a U(g)-module-coalgebra.
Proof. Indeed ρ extends to a Lie algebra map ρ : g → End U(h) such that
for all x ∈ g, y, z ∈ U(h).
The corresponding algebra map U(g) → End U(h) gives the action ⇀. We recall that U(h) admits a canonical filtration (U(h) n ) n∈N0 , where U(h) n is spanned by the product of at most n elements of h. This action preserves the filtration.
To prove the last statement we claim first that
We prove by induction on n that (4.3) holds for all y ∈ U(h) n . The cases n = 0, 1 follows directly since U(h) 0 = k1 and U(h) 1 = k1 ⊕ h. Now assume that (4.3) holds for all y ∈ U(h) n . For each h ∈ h,
and the inductive step follows since U(h) n+1 − U(h) n is spanned by the elements hy, y ∈ U(h) n , h ∈ h.
From (4.3) we prove that ∆(x ⇀ y) = x ⇀ ∆(y) for all x ∈ U(g), y ∈ U(h) since U(g) is generated as an algebra by g. Lemma 4.4. Let g, h be Lie algebras and π : g → h a bijective 1-cocycle. Then π admits an extension π : U(g) → U(h) such that it is a bijective 1-cocycle.
Proof. We fix a basis (v i ) i∈I of g. Let w i = π(v i ), so (w i ) i∈I is a basis of h. Let π : U(g) → U(h) be the linear map defined recursively on the PBW basis of g as follows: π(1) = 1, π(v i ) = w i for all i ∈ I, and for n ≥ 2, i 1 , . . . , i n ∈ I,
Recursively we prove that π(v i1 . . . v in ) ∈ w i1 . . . w in + U(h) n−1 , so the matrix of π with respect to the PBW bases of g and h with generators (v i ) i∈I and (w i ) i∈I , respectively, is upper triangular; thus π is a linear isomorphism. From (4.4),
for all x ∈ g, y ∈ U(g).
We check that (1.5) holds for all x ∈ U(g) n , y ∈ U(g) by induction on n: the case n = 0 is direct and the case n = 1 is (4.5). For the inductive step, it is enough to consider products vx, v ∈ g, x ∈ U(g) n , since these elements span U(g) n+1 . Using (4.5) and inductive hypothesis,
Thus π satisfies (1.5). Finally we prove that π is a coalgebra map. We claim that π |U (g)n is so, by induction on n: the cases n = 0, 1 are direct. Let v ∈ g, x ∈ U(g) n :
by (4.5), inductive hypothesis and Lemma 4.3. Thus the inductive step follows and π is a coalgebra map. (1) bijective 1-cocycles between the Lie algebras g and h, and (2) bijective 1-cocycles between the Hopf algebras U(g) and U(h).
Proof. By Cartier-Kostant Theorem, P(U(g)) = g and P(U(h)) = h. Then we apply Lemmas 4.2 and 4.4.
For a left symmetric algebra V we write g(V ) to denote its Lie algebra and U(V ) to denote the enveloping algebra of g(V ).
The following proposition formalizes the fact that left symmetric algebras are Lie theoretical analogs of classical braces. This phenomenon was already observed in [3] and [19] . Proposition 4.6. Let V be a left symmetric algebra. Then U(V ) is a Hopf brace.
Proof. There exists a bijective 1-cocycle g → V , where V is considered as a g(V )-module with action given by left multiplication. By Lemma 4.4, this 1-cocycle admits an extension to a bijective 1-cocycle U(V ) → S(V ), where S(V ) is the symmetric algebra of V . Then the claim follows from Theorem 1.12.
Example 4.7. Let V be a 2-dimensional vector space with basis x, y. Fix α ∈ k. Then the bilinear map V × V → V such that
makes it a left symmetric algebra. The associated Lie algebra g is the solvable 2-dimensional Lie algebra such that [x, y] = x. Thus it has an associated bijective 1-cocycle g → V which extends to a bijective 1-cocycle π :
Here, τ n (j), 1 ≤ j ≤ n, is defined recursively as follows:
The proof is direct using (4.4). Notice that τ n (1) = 1, τ n (2) = 2 n−1 − 1 for all n.
Example 4.8. This example is based on [5] . Let k be a field of characteristic 3, α ∈ k × . Let V be a 3-dimensional vector space with basis x, y, z. Then the bilinear map V × V → V such that
makes it a left symmetric algebra. The associated Lie algebra is sl 2 : we fix the classical basis e, f, h, where
Thus it has an associated bijective 1-cocycle sl 2 → V such that e → x, f → y, h → z, which extends to a bijective 1-cocycle π : U(sl 2 ) → S(V ). We compute it explicitly. By direct computation we have that
for τ n (j) as in (4.6). As the action is by derivations, and f 3 ⇀ x = 0,
Let a, b ∈ N 0 . We compute, using (1.5),
By (1.5) again, for all a, b, c ∈ N 0 we have that
Affine braces and commutative Hopf co-braces
We will denote by Alg k the category of all commutative k-algebras. Each commutative k-algebra A defines a contravariant functor
A functor A : Alg k → Set is said to be representable if it is isomorphic to h A for some commutative k-algebra. A representable functor A : Alg k → Set is called an affine scheme. 
. If N and Q are affine, this construction defines an affine brace.
Let A 1 be the forgetful functor,
Let A be an affine scheme. The set of natural transformations
has a commutative k-algebra structure and there is a canonical natural isomorphism α : A → h O(A) (see [22] for details). The k-algebra O(A) is called the (canonical) coordinate ring of A.
Definition 5.4. Let (A, m, 1) be an algebra. A Hopf co-brace structure over A consist of the following data:
(1) a Hopf algebra structure (A, m, 1, ∆ · , ǫ · , S) and (2) a Hopf algebra structure (A, m, 1, ∆ • , ǫ • , T ) satisfying the following compatibility:
Example 5.5. If A is a cocommutative Hopf brace, then A
• (the finite dual of A) is a commutative Hopf co-brace.
The Yoneda lemma implies that for any two commutative algebras A, B, there is a natural correspondence between elements of Hom Alg (A, B) and Nat(h B , h A ), the natural transformation from h B to h A . If H is a commutative Hopf algebra, then h H is an affine group, i.e. for every kalgebra R, h H (R) is a group with group structure given by the convolution product,
Conversely, for every affine group G the coordinate ring O(G) has a Hopf algebra structure defined via Yoneda Lemma such that G ∼ = h O(G) as group functors.
Proposition 5.6. If A is a commutative Hopf co-brace then h A is an affine brace. Conversely, if A is an affine brace O(A) is a commutative Hopf co-brace. This correspondence defines a canonical contravariant equivalence of categories.
Proof. The correspondence follows in the same lines as the correspondence between affine groups and commutative Hopf algebras, see [22, Section 1.4 ]. We will use the fact that the category of affine schemes is equivalent to the opposite category of commutative k-algebras via Yoneda Lemma and the canonical coordinate algebra.
Let (A, m, m ′ ) be an affine brace. Then, Conversely, let A be a commutative Hopf co-brace with comultiplications ∆·, ∆ • . It follows directly that (5.1) implies that for every commutative k-algebra the maps
define a brace structure on h A (R).
