Abstract-Recommender systems (RS) are used by many social networking applications and online e-commercial services. Collaborative filtering (CF) is one of the most popular approaches used for RS. However traditional CF approach suffers from sparsity and cold start problems. In this paper, we propose a hybrid recommendation model to address the cold start problem, which explores the item content features learned from a deep learning neural network and applies them to the timeSVD++ CF model. Extensive experiments are run on a large Netflix rating dataset for movies. Experiment results show that the proposed hybrid recommendation model provides a good prediction for cold start items, and performs better than four existing recommendation models for rating of non-cold start items.
I. INTRODUCTION
RS plays a central role for many online applications and e-commercial services, such as social-networking, recommendation of products such as films, music and articles [1] , [2] . According to the type of data being collected and the ways of using them in RS, the approaches for recommendation can be classified as content-based (CB), collaborative filtering (CF) and hybrid one [3] .
CB filtering utilizes the content of items to create features and attributes to match the user profiles. Items are compared with items previous liked by the users and the best matched items are then recommended. One major issue of CB filtering approach is that the RS needs to learn user preferences for some types of items and apply these for other types of items.
CF approach is the most popular approach for RS design. It utilizes a large amount of data collected from users' behaviour in the past and predicts which items users will like. It does not need to analyze the content of the items nor compute item similarities. Instead, it relies on the relations between users and items, which are typically encoded in rating feedback matrix.
Technically, matrix factorization (MF) method has been applied to CF by a variety of works. MF focuses on factorizing the rating matrix into low-dimension user latent vectors and item latent vectors. Training such a model can be effectively solved by using stochastic gradient descent (SGD) [3] or alternating least squares (ALS) [4] to minimize the sum-squared distance. [5] introduced the probabilistic matrix factorization (PMF) that scales linearly on large data sets and outperforms standard singular value decomposition (SVD) models. Based on PMF, several variants and generalizations are proposed like Bayesian PMF [6] , generalized PMF [7] .
Recently there is strong interest in the utilization of interaction-associated information (such as the timestamps and locations of the ratings being made) for CF, which demonstrates superior recommendation performance [8] - [10] . [8] models the temporal dynamics of user interests by changing static biases and latent factors into time-dependent ones, which is denoted as timeSVD++. [9] introduces a set of additional time feature vector and used tensor factorization to learn the features. A different modeling scheme on user preferences is presented in [10] , where a latent transition matrix is used to summarize the evolving preferences for each user.
However CF approach suffers from sparsity and cold start problems. With a sparse rating matrix, it is challenging to estimate the relationship between items and users and make effective recommendation. Another problem is the cold start problem [11] , [12] , which can happen on new users or new items. CF approach requires a large amount of ratings from a user or ratings on an item for an effective recommendation, which will not work for a new user without rating on any items or a new item receiving no rating from any users.
The hybrid approach is one that combines CB filtering approach and CF approach to overcome their shortcomes and solve the RS problems such as sparsity problem and cold start problem. Particularly the side information of users or items and interaction related information are two types of additional information that are exploited to improve recommendation accuracy [2] , [11] - [13] . [11] makes use of users' social tags and [12] adopts users' demographic data. [13] proposed a probabilistic factor analysis framework which takes users' social trust relations into account. With great successes in the fields of image, video and artificial intelligence, deep learning technology attracted large interests in the RS field [14] - [16] . [17] applies topic model and latent Dirichlet allocation (LDA) to learn item content feature. Collaborative deep learning (CDL) model [18] applies deep learning to RS by integrating SADE [19] into a simple latent factor based CF model for movie and article recommendation.
In this paper we are interested in the cold start problem and present a solution to predict the popularity of cold start (CS) items and non-cold start (NCS) items receiving a few ratings. There are two main motivations for this work:
• CS items need to be recommended to get ratings for improved recommendation and they should be accurately recommended to give users better experiences with the • The estimated ratings for the CS items or even items that are planned for production can give a measure of popularity of such items even before they are put into market (such as books, movies, etc), therefore help make right decisions such as on product planning and sale strategies. Again the accuracy of such estimation is critically important for this type of purposes. We propose a hybrid recommendation model, in which item features are learned from a deep learning architecture SDAE from the descriptions of items retrieved online, then these features are exploited. It is noted that although CDL uses deep learning, only very simple CF model is considered and the main objective is on top-N item recommendation instead of the CS problem.
II. PROPOSED RECOMMENDATION MODEL
In this section the proposed hybrid recommendation model with CF and deep learning (shortened as HRCD model) is presented. We suppose a RS with U users and I NCS items. Among the I NCS items some may receive only a few ratings from the users. In addition we assume there are J CS items, which received no ratings from the users until the time of investigation. For the NCS items we let rating r ui (t) denotes the rate by user u on item i at time t. The recommendation task considered in this paper is to estimate the unknown rations for both CS and NCS items based on the known ones. We let r ui (t) denotes the predicted values of r ui (t).
A. Deep Learning of Content Features
As traditional CF models are not able to estimate the ratings for CS items, additional content descriptions for the items are obtained for the proposed HRCD model. Item features are extracted from the content description and used with a CF model for CS item rating estimation. It is observed the additional content information can also improve the recommendation accuracy for NCS items.
Firstly the raw contents information of the NCS items are processed to generate vectors based on the bag of words approach. These item associated vectors are then learned by the SDAE to learn item content features, which are then used in the CF process. SDAE is an effective deep natural network for reconstructing its input data from a corrupted version [19] . More details on the SDAE structure and training are referred to [18] , [19] . Once the model is trained, the item content features can be obtained from the hidden layer of the network. For a given item i, the feature representation, denoted by θ i , is a low-dimensional vector.
B. timeSVD++ Model with Content Features
The CF model used in the proposed HRCD is timeSVD++. For a latent factor based model, a rating by a user u on an item i is computed by the inner product of a vector q i (the item factor for item i) and a vector p u (the user factor for user u) using the following formula:
In order to take the biases, additional implicit feedback and temporal effects into account, timeSVD++ uses a revised prediction rule for NCS items by adding some baseline predictors to (1) as follows:
In the proposed model HRCD, the prediction rule (2) is reused, but the model parameters are learned by minimizing a different regularized squared error function. The main consideration is that the item latent vector q i should be close to its content feature vector θ i , which is learned through the SDAE model. The modified regularized squared error function is shown below:
Note that the dimensionalities of q i and θ i are equal as d. According to the above regularized squared error function, a SGD optimization method is used to iteratively learn the parameters. The algorithm loops through all ratings in the training set iteratively and updates each parameter according to the associated gradient until system converges. Compared with timeSVD++, the following main changes are made on the update rule of the item factor vectors. For each given rating r ui (t), the prediction error is computed by e ui (t) = r ui (t) −r ui (t). The original update equation of item factor q i used in timeSVD++ is:
(4) In the proposed model we use the following update rule for the item factor q i :
where γ denotes the learning rate. Refer to [3] for more details on the timeSVD++ model learning process.
C. Rating Prediction for CS Items
To predict the ratings for CS items, one approach is to change the prediction rule (2) to enable prediction of ratings for both NCS and CS items. Correspondingly the regularized squared error function is to be changed and new training samples can be prepared to take CS items into account. In this paper we use an alternative simple and straightforward approach. With this approach the hybrid recommendation model for the NCS items is kept unchanged as described in the previous subsection. After the ratings for the NCS items are predicted, we use similarity measure to relate CS items to the NCS items, and predict the ratings for the CS items from their most related NCS items.
Based on the item features obtained from the SDAE deep learning process, we use the Pearson's correlation coefficient to compute the similarity between the CS items and the NCS items. For any two vectors θ i and θ j of features for items i and j, the similarity is computed as below:
Hereby,θ i andθ j give mean values for vectors θ i and θ j . Two approaches are proposed to predict ratings for CS items. The first approach predicts the ratings for CS items from their M most similar NCS items from the whole NCS item set, which is called Top-of-All (ToA) approach. Let S M (j) denote the set of the M most similar NCS items to a CS item j, j ∈ [1, J] . For the ToA Approach, the following formula is used to predict rating by user u on CS item j:
Alternatively, we can use the second approach to predict the ratings by a user for CS items from their M most similar NCS items from the set of NCS items rated by the user, which is called Top-of-User (ToU) approach. Let S M (u, j) denote the set of the M most similar NCS items among the NCS items rated by u to a CS item j, j ∈ [1, J] . For the ToU Approach, the following formula is used to predict rating by user u on CS item j:r
III. PERFORMANCE EVALUATION
In this section, we evaluate the recommendation performance of the proposed model HRCD for both CS items and NCS items. The experiment data preparation and results are presented and discussed.
A. Experiment Dataset
A large real-world dataset from the Netflix Prize is used to evaluate model HRCD [20] . Netflix dataset contains more than 100 million explicit ratings on a scale of 1 to 5 stars for 17770 movies defined by 480189 anonymous users. The corresponding timespan ranges from Dec 12, 1999 to Dec 12, 2005 . In order to predict ratings for CS items, we also collect the plots of the movies from IMDB as item content information. Similar to [18] , there are about 20000 words in the dictionary after data preprocessing. After movies with missing plots are removed, the final dataset has 476691 users, 14657 movies, and 95975845 ratings.
We are interested in the performance of prediction for both CS items and NCS items with small number of ratings. The original dataset is partitioned into one training set and two test sets (for CS items and NCS items, respectively). We order the first-received ratings by timestamp of each movie, and then choose the most recent K movies for NCS testset and the most recent L movies for CS testset, which are used in separate evaluate experiments. For the NCS trainning and test set preparation, only the earliest 5 ratings of each tested NCS movie are used as training samples in the training set while all the remaining ratings of these K NCS movies are used for testing purpose.
B. Results and Analysis
The proposed model HRCD is evaluated in terms of root mean square error (RMSE) and compared with four baseline RS models: ALS, SGD, timeSVD++ and CDL. RMSE is widely used for performance evaluation of RS models, which is defined as: .
where N denotes the total number of predictions. After tuning the parameters on the validation set, we compare the proposed HRCD model with the four baseline models. Dimensionality d of the feature vectors is set to 50 for all the models. A 2-layer SDAE architecture is used in both CDL and HRCD models.
Firstly we evaluate the prediction performance for CS items. As the existing models for CS item prediction use different content information and features, they are not directly comparable to the proposed model. Therefore a simple prediction model for CS item ratings is used: every CS item rating by a user is set to the average rating of the user. This approach is simply called simple average (SA) model. Table I shows the RMSE prediction results for CS new movies obtained by the SA model and the HRCD model with two CS item rating prediction approaches (i.e. ToA and ToU), with configuration of M (the number of most related items) to 20 and 100 and L (size of the test dataset for CS movies) to 100 and 300, respectively. It is noted that the HRCD model with ToU approach performs the best for all the investigated scenarios. Its performance is significantly better than the simple SA model. The ToU approach performance improves largely with M . The ToA approach works well with small M (e.g., using only 20 most related NCS items for rating prediction), but using a large M such as 100 gives the approach a poor performance, which is worse than the SA model. The ToU approach performance improves with increasing M . Table II compares the RMSE prediction results of HRCD and other baseline models for NCS new items. The size K of tested new movies is set to 100, 200, 300 and 400 in different scenarios. It is observed that our proposed method achieves the best accuracy in all cases. CDL performs the worst even though it applies SDAE for content feature learning. The large gap (around 5%) between SGD and ALS demonstrates that SGD is effective at making better predictions for relatively new NCS items than ALS. With modeling the temporal dynamics, timeSVD++ outperforms SGD by a significant margin of 0.2%˜1.7%. Compared with timeSVD++, HRCD model shows further consistent improvement of around 0.5% by including the content information and deep learning process. In addition HRCD model converges faster than timeSVD++ in the trainning process as presented in Fig. 1 . For both models RMSE decreases monotonically without overfitting problem. For K=100, HRCD takes approximately 25 iterations to converge while timeSVD++ needs more than 35 iterations, which means more computation time. 
IV. CONCLUSIONS
In this paper a hybrid recommendation model is proposed which combines a time-aware model timeSVD++ with a deep learning architecture SDAE to address the cold start problem of collaborative filtering recommendation models. A large number of experiments are run to evaluate the proposed HRCD model in terms of computing RMSE on Netflix dataset. The results show that the proposed model performs much better than the simple model using average rating of users for rating prediction of cold start items. In addition HRCD model outperforms four baseline models for rating prediction of noncold start items with a few ratings. The experiment results show that HRCD model is effective on rating prediction for both cold start and non-cold start items.
