When inclusions with extreme conductivity (insulator or perfect conductor) are closely located, the gradient of the solution to the conductivity equation can be arbitrarily large. And computation of the gradient is extremely challenging due to its nature of blow-up in a narrow region in between inclusions. In this paper we characterize explicitly the singular term of the solution when two circular inclusions with extreme conductivities are adjacent. Moreover, we show through numerical computations that the characterization of the singular term can be used efficiently for computation of the gradient in the presence adjacent inclusions.
Introduction
Frequently in composites which consist of inclusions and background (the matrix), the inclusions are closely spaced, and it is quite important from a practical point of view to know whether the gradient of the potential can be arbitrarily large as the inclusions get closer to each other. The gradient of the potential represents the stress in anti-plane elasticity and the electric field in the conductivity problem; see [6] . It is known that the gradient of the potential may blow up as the distance between the inclusions goes to zero and their material parameters (conductivities or stiffness) degenerate.
Suppose that B 1 and B 2 are inclusions whose conductivity is k. We suppose that the conductivity of the background is 1 (k = 1). Let ǫ be the distance between B 1 and B 2 and assume that ǫ is small. The problem is to estimate |∇u|, where u is the electrical potential, in terms of ǫ when ǫ tends to 0.
There have been important works on this problem. If k stays away from 0 and ∞, i.e., c 1 < k < c 2 for some positive constants c 1 and c 2 , then it was proved by BonnetierVogelius [10] and Li-Vogelius [19] that |∇u| remains bounded regardless of ǫ. This result was extended to elliptic system by Li-Nirenberg [18] . It is worth emphasizing that the results in [19, 18] are not only for two inclusions case but also for the case of arbitrary number of inclusions.
On the other hand, if k is either 0 (insulating) or ∞ (perfectly conducting), then ∇u may blow up as ǫ tends to 0. For two identical perfectly conducting circular inclusions it was shown in [7] (see also [17] and [16] ) that the gradient in general becomes unbounded as ǫ approaches zero and the blow-up rate is ǫ −1/2 . In [3, 4] , a lower bound and an upper bound for the gradient has been obtained. These bounds are valid for all k including extreme values (k = 0 and k = ∞) and provide the precise dependence of ∇u on ǫ, k and radii of disks. The blow-up of the gradient may or may not occur depending on the background potential. In [5] , Ammari et al characterize those background potential which actually make the gradient blow up. In [22, 23] , Yun showed that the blow-up rate is ǫ −1/2 for perfectly conducting and insulated inclusions of arbitrary shape in two dimensions. In three dimensions, Bao et al [8] proved that the blow-up rate for the perfectly conducting inclusions is |ǫ log ǫ| −1 and extended the result to the case of multiple inclusions [9] . LimYun [20] also found the same blow-up rate when inclusions are spheres. Their estimates explicitly reveal the dependence on the radii of the sphere. They also showed in [21] that if there is a small bump in between two inclusions in two dimensions, then the magnitude of the blow-up gets larger.
The purpose of this paper is to characterize the singular term of the solution, i.e., to establish an asymptotic formula for the blow-up of the gradient when two circular inclusions get closer. We find the decomposition of the solution u to the conductivity equation as
where ∇g may blow up at the rate of ǫ −1/2 while ∇b stays bounded regardless of ǫ, when B 1 and B 2 are disks and k is either ∞ or 0. We actually obtain an explicit formula for the term g which gives a precise description of singular behavior of ∇u. The characterization of the singular term of the solution finds a very good application in the computation of electrical fields. Computation of the electrical field in the presence of closely located inclusions with extreme (0 or ∞) conductivities is known to be a extremely difficult problem because of the the blow-up phenomenon in a very narrow region between inclusions. Since the the gradient of the solution is arbitrarily large, we need very fine mesh to catch the large gradient in a narrow region. The results of this paper constitute a significant step toward overcoming this difficulty since the singular term g is explicit and computation of b requires only regular meshes. We present efficient methods to use the decomposition for the computation of the solution and some results of numerical computation using them. Numerical examples of this paper show that these methods work pretty well. This paper is organized as follows. In the next section we derive the decomposition (1.1) for the perfect conductors in the free space. In section 3, we deal with the same problem in bounded domains. Section 4 is for the insulators. New numerical methods and results of computation are presented in the last section.
The result of this paper can be extended to perfect conductors of spherical shape in three dimensions. This result will be presented in a forthcoming paper.
Free space problem-perfectly conducting case
Let B j = B(c j , r j ), j = 1, 2, be the disk centered at c j and of radius r j , and
which represents the conductivity distribution: the conductivity of the inclusions is k (k = 1) and that of the background is 1. The equation we consider is
which may be viewed as the conductivity equation or anti-plane elasticity equation. A condition at the infinity is prescribed by
where H is an entire harmonic function and represents the background potential. If k = ∞, the equation (2.2) with the condition (2.3) is understood as the following problem:
The constants λ j can be determined by the additional requirements
where ν is the outward unit normal vector of R 2 \ B 1 ∪ B 2 , i.e., directed inward of B i . Here and throughout this paper, the notations | + and | − are for limits from outside and inside inclusions, respectively. Let R j , j = 1, 2, be the reflection with respect to ∂B j , i.e.,
It is easy to see that the combined reflections R 1 R 2 and R 2 R 1 have unique fixed points, say p 1 and p 2 , respectively. Let
The function h, which was first found in [20] , has a special property: it is the solution to
(2.8)
The following formula was proved in [22, 23] : let λ 1 and λ 2 be constants appearing in (2.4), then
The following is the first main theorem of this paper. 
and for any bounded set Ω containing B 1 and B 2 there is a constant C independent of ǫ such that
The asymptotic formula ∇u as ǫ → 0 is then given by
Let us make a few remarks on Theorem 2.1 before proving it. It is shown in [22, 23] that the fixed points p 1 and p 2 are given by
, 0) and c 2 = (r 2 + ǫ 2 , 0). If r 1 and r 2 are bounded below by a positive constant r 0 , then there are positive constants C 1 and C 2 depending only on r 0 such that
for all x on the the shortest line segment connecting ∂B 1 and ∂B 2 , see [21] . Thus the blow-up rate of |∇u| is ǫ −1/2 . It is also proved in the same paper that
for all x. Thus, an optimal bound for ∇u in a bounded domain can be obtained from (2.14) and (2.15) in terms of r 1 , r 2 , ǫ and (n · ∇H)(p). In view of the formula (2.11) of a (we call it the stress intensity factor), the blow-up does not occur if (n · ∇H)(p) = 0. This fact was already found in [5] . One can also show that if r 1 and r 2 are O(ǫ), then there is a constant C independent of ǫ such that
for all x. Thus (2.13) means that in this case, no blow-up occurs: ∇u stays bounded. This finding is in agreement with that in [4] . We first prove the following proposition by modifying an argument of Bao et al [8] .
Proposition 2.2 Let
For any bounded set Ω 1 containing B 1 and B 2 and Ω 2 containing Ω 1 , there is a constant C independent of ǫ such that
Proof. It can be easily seen that b is bounded. In fact, since b is harmonic in R 2 \B 1 ∪ B 2 and
we infer from the result in [1] (see also [8] ) that b is bounded in Ω 1 . Since h(x) → 0 as |x| → ∞, by the maximum principle, h attains its maximum and minimum on ∂B 2 and ∂B 1 , respectively. Thus, we have
and hence
Let λ j = u| ∂B j , j = 1, 2, and assume that λ 2 ≥ λ 1 without loss of generality. Since (u − H)(x) → 0 as |x| → ∞, the maximum and minimum of u − H occur on
Therefore, we have
where the last inequality comes from (2.9). Thus
It then follows from (2.19) and (2.9) that
We now show that
For that purpose, we define the harmonic functions G + and G − as follows:
We introduce more harmonic functions G +1 , G +2 , G −1 and G −2 defined as follows:
Since b| ∂B 1 = b| ∂B 2 = constant, we have
In particular,
Since G +i − G + = 0 on ∂B i , it follows from the Hopf's Lemma that
Similarly, one can show that
is a harmonic function in Ω 2 \ B 1 which is ±1 on ∂Ω 2 and also has a constant value between −1 and 1 on ∂B 1 , and that dist(
can be extended as a harmonic function into Ω 2 \ B(c 1 ,r) where c 1 is the center of B 1 andr is strictly less than the radius of B 1 independently of ǫ. Then, we have from interior regularity estimates for elliptic equations and (2.20) that
It then follows from (2.22), (2.23) and (2.24) that
for some constant C independent of ǫ. Similarly one can show that
Since b is constant on ∂B 1 and ∂B 2 , we get
(2.25)
The standard interior regularity estimate for harmonic functions shows that
The maximum principle now yields (2.21), and the proof is complete.
We are now ready to prove Theorem 2.1.
Proof of Theorem 2.1. After translation and rotation if necessary, we may assume that c 1 = (−r 1 − ǫ 2 , 0) and c 2 = (r 2 + ǫ 2 , 0). Then p = (0, 0) and n = (1, 0). It is proved in [22, 23] that
Therefore, we get from (2.9)
as ǫ → 0. On the other hand, one can see that
Therefore, we get from (2.17)
Note that the gradient of O( √ ǫ)h(x) term is bounded because of (2.15) and so is b(x) by Proposition 2.2. Thus we obtain (2.10) by setting O(
This completes the proof.
3 Boundary value problem-perfectly conducting case
Let Ω be a bounded domain with C 2 -boundary containing two circular perfectly conducting inclusions B j = B(c j , r j ), j = 1, 2. We assume that the inclusions are away from ∂Ω, namely, there is a constant c 0 such that
We consider the following boundary value problem:
Here g ∈ L 2 0 (Ω) (0 indicates that ∂Ω g = 0) and we impose the condition that ∂Ω u = 0 for the uniqueness of the solution.
In this section we derive an asymptotic formula similar to (2.10) for the problem (3.2). Here we only consider the Neumann problem. But the same arguments work equally well for the Dirichlet problem.
Let Λ Ω : L 2 0 (∂Ω) → H 1 (∂Ω) be the Neumann to Dirichlet (NtD) map, i.e.,
where u is the solution to (3.2). Because of the assumption (3.1), we have
For a bounded domain B with C 2 boundary let S B and D B denote the single and double layer potentials on B:
We note S B maps, as an operator defined on ∂B,
. The single layer potential enjoys the following jump relation
It is known that there are harmonic functions H and a pair of potentials (ϕ 1 , ϕ 2 ) ∈ C 0,α 0 (∂B 1 ) × C 0,α 0 (∂B 2 ) (0 indicates that the integral of ϕ j over ∂B j is zero) for some α > 0 such that the solution u to (2.10) is represented by
(3.6)
In fact, H is given by
and (ϕ 1 , ϕ 2 ) is the unique solution to Let Ω 1 and Ω 2 subdomains of Ω such that Ω 1 ⊂ Ω 2 and Ω 2 ⊂ Ω. We further assume that B 1 and B 2 are still away from ∂Ω 1 , i.e., 9) for some c 1 > 0. By the Runge approximation, there is a sequence of harmonic functions
. For each n, let u n be the solution to (2.4) with H replaced with H n . Then u n can be represented as
where (ϕ
2 ) is the unique solution to (3.8) with H replaced with H n . Since
as n → ∞ in C 0,α (∂B j ) for j = 1 and 2, we infer from the linearity of the integral equation (3.8) that (ϕ B 2 ) ). We thus get the following theorem from Theorem 2.1.
Theorem 3.1 Let u be the solution to (3.2) and H be the function defined by (3.7). Then, the solution u can be expressed as follows:
for a constant C independent of ǫ.
It is worth looking more closely at the formula (3.12) of the stress intensity factor. The function H is given by
(3.14)
So if we can measure the Dirichlet data Λ Ω [g] on ∂Ω, we can determine the intensity of the stress using the boundary data. We emphasize that a is bounded regardless of ǫ thanks to (3.4).
The insulated case
We now deal with the case when circular inclusions are insulated, i.e., the conductivities are 0. Consider the solution to the free space problem:
From the jump formula of the single layer potential, u can be represented as
for a pair of potentials (
. Let H be an harmonic function in R 2 such that H is a harmonic conjugate of H. Then the solution u to (4.1) is a harmonic conjugate in R 2 \ B 1 ∪ B 2 ofũ which is the solution to (2.4) with H in the place of H, see for example [3] . Note that by the CauchyRiemann equation, the tangential derivative ofũ is the same as the normal derivative of u on the disks, and henceũ is constant on each disk B j , j = 1.2. Theorem 2.1 yields, for
Let t is the unit vector perpendicular to n such that (n, t) is positively oriented and
Using (4.3) we can obtain an expression of the solution u to (4.1). Let arg : R 2 \ {(0, 0)} → [−π, π) be the argument function with a branch cut along the negative real axis, where x = (x 1 , x 2 ) is identified with x 1 + ix 2 . Define
where c j is the center of B j , j = 1, 2. Note that h ⊥ is a harmonic function well defined in R 2 \ (B 1 ∪ B 2 ) since the jump discontinuity of the argument crossing the branch cut is canceled out owing to p j , c j ∈ B j . Moreover, we have
Similarly to the free space case, the solution u to the boundary value problem with the insulated inclusion becomes the solution of the perfectly conducting disk by taking its conjugate. To be more precise, if u is the solution
where Ω is a simply connected bounded domain C 2 -boundary and g ∈ L 2 0 (∂Ω), Then we have (4.2) and (3.8) with λ = − 
Since Ω is a simply connected domain, the harmonic function H admits a conjugate function H in Ω. Similarly to in free space, there is a harmonic conjugateũ of u in R 2 \ B 1 ∪ B 2 satisfies (3.2) with a harmonic conjugate H in the place of H.
Thus, we have the following theorem.
Theorem 4.1 Let u be either the solution to (4.1) or the solution to (4.5) in which case
H is the function defined by (3.7). Then, u can be expressed as follows:
where
and
Numerical computations
In this section we compute numerically the solutions to (2.4) and (4.1). Computation of the solution in the presence of closely located inclusions with conductivity k = 0 or ∞ is known to be a hard problem. To understand this difficulty, let us consider a standard way of computing the solution using the boundary integral method. The solution to (2.4) can be represented as
where (ϕ 1 , ϕ 2 ) is the solution to (3.8) with λ = 1 2 . We can compute (ϕ 1 , ϕ 2 ) numerically by discretizing (3.8) with M number of equi-spaced points on each disks B i , i = 1, 2. Let x k i , k = 1, . . . , M , be the nodal points on ∂B i and set
where when n · ∇H = 0 at the middle point of the shortest line segment connecting ∂B 1 and ∂B 2 . Therefore, we need finer grids as ǫ gets smaller, see Figure 4 .
We will show that this difficulty can be overcome by using the characterization of singular terms given in (2.10) and (4.6). 
Computation for the perfectly conducting case
In this subsection we present a new method of computing the solution to (2.4) based on the characterization of the singular terms obtained in this paper.
Leth
. This modified function has the property that ∂B ih = 0 for i = 1, 2, which is useful for the computation. In view of (2.10), we look for a solution in the following form
instead of (5.1), where a is given by (2.11). According to Theorem 2.1, the gradient of the function
] is bounded on Ω \ (B 1 ∪ B 2 ) for some bounded set Ω containing B 1 ∪ B 2 , and hence ψ 1 L ∞ (∂B 1 ) and ψ 2 L ∞ (∂B 2 ) are bounded regardless of ǫ.
To find the integral equation for density functions (ψ 1 , ψ 2 ), we argue as follows: Let h e be the extension ofh defined byh e (x) =h(x) for x ∈ R 2 \ (B 1 ∪ B 2 ) and
Thenh e =h on ∂B i for i = 1, 2, andh e is harmonic in B 1 and B 2 as well as in
Then u e is continuous in R 2 and harmonic in B 1 ∪ B 2 . Since u e = u is constant on ∂B i , i = 1, 2, u e is constant in B i , i = 1, 2. By taking the interior normal derivative of u e , one can see that (
Moreover, we have from (5.7)
We can discretize (5.8) and solve (5.4) to obtain (ψ 1 , ψ 2 ). Here Y 1 and Y 2 are given by
(5.9) While (ϕ 1 , ϕ 2 ) in the representation (5.1) increases arbitrarily as ǫ tends to 0, (ψ 1 , ψ 2 ) stays bounded. The difference between the actual (ψ 1 , ψ 2 ) and the numerically obtained one is much smaller than that for (ϕ 1 , ϕ 2 ) as Figure 3 shows.
The first graph of Figure 2 shows the inner products of Y in (5.4) with singular vectors of A corresponding to small singular values. The dotted graph is when (5.3) is used and solid one is when (5.9) is used. The inner product using (5.3) is larger than the one using (5.9). This is expected: since the difference between the single layer potential and its discretization is large in the narrow region between two disks, the singular vector (corresponding to small singular values) components of this difference is not small. The second graph in Figure 2 
Computation for the insulated case
Let h ⊥ be the function defined by (4.4). Since arg(
Hence,
Similarly, we have
We look for a solution u to (4.1) in the following form:
where a ⊥ is given by (4.7) and (
(5.13)
Numerical Illustration
In this subsection, we illustrate results of numerical computations using the algorithms proposed in the previous subsections. Two discs are B j = B(c j , r j ), j = 1, 2, of radius r j and centered at c 1 = (−r 1 − ǫ/2, 0) and c 2 = (r 2 + ǫ/2, 0). We compute the solution in two different ways and compare them to demonstrate the effectiveness of the method proposed in this paper. We first compute the solution using the standard representation of the solution, namely, we use (5.1) and solve numerically (3.8).
The discretization for the computation was described at the beginning of this section. We denote by u the solution computed by this method. We then compute the solution using the representation (5.6) and solve (5.8). The solution is denoted by u h . For comparison we solve (5.8) yet another method which provides the solution with higher precision (but with high cost).
Let R i , i = 1, 2, be the reflection with respect to the disks B i defined by (2.6). We also define the the reflection of a function f by (R i f )(x) = f (R i (x)) for x ∈ R 2 . Using the same argument as in [3] (see also [11] ), one can show that the solution (ψ 1 , ψ 2 ) to (5.8) is given by
We denote by u R the solution obtained by this method. We compare these solutions for various values of ǫ. The radii are fixed as r 1 = 2 and r 2 = 1.5, and the number of equi-spaced grid points is 256 on each ∂B i . The background potential is given by 
indicated by circles and
indicated by squares. As ǫ decreases (from right to left), the relative error increases for u and u h as expected. However, the relative error of u h is notably small compared to that of u: when ǫ ∼ 0.001, the relative error of u h is as small as 0.01, but that of u is as big as 1. In Figure 4 , fixing ǫ = 0.0156, we compare the relative errors for different grid numbers. Both radii are 1, and H(x) = x 1 . The difference between the normal flux ∂u ∂ν (j) and ∂u R ∂ν (j) takes its maximum value at the point nearest the middle point of the shortest line segment between ∂B 1 and ∂B 2 , which is the same for ∂u h ∂ν (j) . As the grid numbers increase, both the relative L 2 -error and the maximal difference decrease. But, relative errors of u h are much smaller than those of u.
In Figure 5 and 6, the uniformly spaced contour level curves are drawn for the free space conducting and insulating case, respectively. The distance ǫ = 0.0156 and the number of grid points on each disk is 256. The radii are r 1 = r 2 = 1 except the lower-right figure where r 2 = 2. The entire harmonic function H(x) = x 1 in the upper-left and the lower-right figure, and H(x) = x 2 in the upper-right one, and H(x) = x 1 − x 2 in the lower-left one. [2] H. Ammari and H. Kang, Polarization and moment tensors with applications to inverse problems and effective medium theory, Applied Mathematical Sciences, Vol. 
