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Ce mémoire est Ulle synthèse de ttavanx reCelats en Automatique Non Lintuire que 
nous avons effectués en utilisant un outil commun: l'algèbn: Im&irc. Cet ottti1~ inédit d11n! ce 
cadre il y 3. une f.Ü2Jline d'années~ est issu de j',approche algébrique différentielle [FLlIJ. 
(Fill], [FLl5]. Nous révoquerons de f~çnn tout il fait autonome en suivant [DIBl]. [Dm2). 
Nous coru.ldéremnn id une classe de systèmes non linéaires donnée sous fnnne standmd 
[!SI2], [ND4]. Cette classe de systèmes n'est pas aussi générale que ceUe considérée pM 
Fliess [FLI41. et peut être insu.ffisante pour décrire tous les systèmes physiques {PLIS]. 
Néanmoins. ellc permt".t des études de cas dans de nombreux champs cfappiication: contrôle 
de robot, satellites. machines électriques .... dont œnains SOnt présentés dans ce mémclre. 
Nos travaux couvrent un spectre délibérément large, incluant des résultats nouveaUX 
d'analyse jusqu'à diverses applications. Le but nffiché est clair: l'ensemble des résultats est 
obtenu par des calculs algébrlqUClt (dériva.tion. addition et produit par d(:s sœla.lres) ce qui est 
représenmlif de cerœines lnnOvatiol15 r&entel dans la th6a:ie des systèmes non 1inén1res. Les 
outils géométriques plus anciens PSU} ne sont cependant pas exclus. 
Le mémoire est organisé comme suit Le chapitre 1 (associé il tAnnexe 1 } présente les 
outils mathématiques utilisés et rappelle les notions classiques de r'llpptoche stnJctureUe des 
systèmes non linéaire!. : St:I:'U(:ture à finfini pat ligne (degré mlatifs) 011 globale" _ • 
Dans les chapitres suivants, des résultats nouveaux sont. pl'ésenté$ de mani!re 
synthétique. En ce qul conct!me les démonstrations.. il est fait le plus souvent œfêmnce aux 
publications correspondantes qui sant réunies dans les annexes. Nous essayons de garderie 
plus possible ln tetminologie issue du linéaire car les résultats pn:sentés ici sont souvent la 
"généralisation" de ,concepts existant en liné.alre, même si les r.iénruche$ sont pmOis très 
diff=nms. 
Le eb.apitte 2 est consucn! à l'Analyse de la Structme des Sy.stèmes Non Linéaires. 
Les notions nouv('j]f!S d'Ordres Essentiels., de 11néaI:isation parti.cnc pat bouclage non 
régulier" et d1nteracteut sont pxésentêes. 
Dans le chapitre 3. nous 8.\"WlS téuni des résuûats nouveaux concemant le Contrôle 
des Systèmes Non Linéaires. Le problème dn Découplage ênt:li6: .. .5QitÎ:: m abon:l6 sous 
'" /,\~,"~ " 
_______________ ....,;,...;~~_"___'_"___'2'~' ~-~, ;f~ ~~;:i~ ~i'1~, >"' '.:t ' v::q~1; ~2'-;~i:~\:-ï" 
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différentes clas;ses de campcnsatcurs~ Compensateur Dynatnique avecat.t sans \Jtn1cturc l 
l'infini. Uoucl.age D)'n1UlÙque Pur enouveDe clusc de com,pensawur) et Bouclage Statique; 
non régulier. Le lien entre ordres dtessentiaUtf, et le d6c0uplage pat compensateur dynamique 
sera fait. Le Découplage Statlque non régulier (problème de Morgan) est tésol:u pout les 
:syst.èmes ayant une entrée dl: plus que de sôrtics. Ce téliuItat est également pionnierponr les 
systèmes Unéaire.s. BIW1ltc te problème de l'équivalence au sens de Wo'101lich ct Fatb est 
défmi et une pr.emi;:m solution c-..st apportée. Enfin dam la dcnûère section dé cc ctlr.lpitrc, la 
stnbUi1é cks systèmes d6c0upltSs,-est f!tttdiêe et tes éot'ldiûons l)oar l'6liminatian dtûne certaine 
cime de dynamiques intf!Tt'Onncctêes éventuellement instable.'i, sont données. 
Le but du chapitre 4 est de mODllU que des solutions algébriques sont ~temcnt 
applicables à la commande des Systèmes Non Linéaires et non dmuJ~r ~es réSUltau 
théoriques ptésentés dllns lcs chapitres précédents en tant que tels. Le$ résultats obtenUi Ww 
ce chapi:tre infirment des idées opposées. a priori. à J1ntérêt pratique de la thi!orie modêtne 
des systèmes non Iintaircs. Trois applications du contrôle des ~stèmes non Unéahessoftt 
présentées B'\'ectme étude de robustesse. !.es processus cboisis couvrent un spetb'c usez 
large dam le but de montrer Itapplicabllit6 des méthodes modernes de ràutolI1a'ti.que. Les 
trois processus retenus sant: la commande dturJ robot :flexib1eavcc implantation sur site. le 
contrôle dililc machine électrique syncbrone (modèle retenu dans le groupé de travail 
"commande de machines électriques" des Groupemcnts de Rechet'C'he Automàtique et 
Blectrotechtdque) et enfin le gltidage. d'un ·engin SP.tbd qui tut l'objet dtun contrat aVCQ 
l'Agence Spatiale Européenne. Pour ces appUeations. des calculs cn :tangage fannel (RcdùtO 
et Matbematica) ont i!t6 néce:ssam:s. ce qui a été. pour nous l*oc:œsion de. c.r&:t 'f.1.11ê 
bibliothèque de procédures de calcûl adapté ll*-ana1yse ct a1:1 œntJ:Ôte Clê. systèmes liOn 
Unéahes illUStrant de fait l'appUatbUltê des mehodesàlgêbriqlle.s. ): ..al tobWi.tesse est obtètiac 
en utilisant le plns souvent Me technique dite de "modès gliuanuff• te.. ,uné linéadsation 
enttéelsOrtie associée li une commande discoutinue stabnisatttê fondée sur l1J1C .fonction dt 
Lyapunov. 
Dans rensemblc de ce mémoire. nO$travaux sant systématlqûtttntQt loelUXct 




Chapitre 1 Rappels 
1.1 Introduction 
L'évolution des approches mathématiques utilisées pour l'étude des systèmes nQ,in 
linéaires dtmS les ann.ées 1980-90 (1 été importante. Dans les années 80. la géométrie 
différentielle appmnît comme l'outil le mie~ adapté pour étendre aux syslèmes non linéal:re:s 
[lSllJ les résultats acquis ùans le cadre linéaire par l'approoI e géométrlque [WON2] et ene 
deviendra un outil de base [ISi4]- Rllea ouvef\1 la voie à ln résolution de nombre de 
problèmes. de commande: rejet de perturbations. découplage" poursuite da modèle. Cependant -
son efficacité s·est principalement limitée aux bouclages statiques (réguliers) et œrtaines 
difficultés comme. rexistenœ de distributions de commandablliLé d6génêrées ont ég~.nt 
limité l'appLication des thi!orèmes. En effet pour cet1eclasse de distributions. fi y a non 
fennewre pour l~addition.. Cette panlcu1arité ntexiste pu en llnéait:e.. Des DOtiOns noU\1illes 
apparnissenl en 1985 comme ln nanon de rang de S}·stème. défmie pptr l'approche al,gébrlque 
dlffé.re.ntiel) '""mière plus ,é1~m,entaire. nous adopterons com.m\:! dans [DJB2} un 
formalisme al~6bnqW! linéaire lutH!&:: sut unespaœ de différentielles sur un corps de 
fonC,tÎœ1S méromorphes. sans pOUl' cela aégligerles autreS outils.. 
l.l Classe des systèmes étudiés 
Nous considérons les S}'Stèmesncm linéaireâ de la ronne: 
m 





où poUt simplifier~ ll!t.at x appartient à RU. La sortie y appartient l RP. r'~)f &;.(x). __ • 
~(x) ct h{x) som des fonctions mémmorphesde x. Le. apparti~nt au corps des .fractîOr1$ 
$(x) de l'anneau intègre des fondltm.6 analytiques de x. 
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Comme dans [DIB Il. supposons que la fonction enttéê net) du système {l.J} soit 
(n-1) fois continQment différentiable et :Qotons 3G. lé œfPS composé de rensemble des 
fonctions mûonnenes en (u •••..• uw·t) avec des coefficients méromo.rphes en x .Oomme 
exemple d'uo élément de !tG. nous pouvons prendre: 
(l..2) 
Pour la suite du mémoire. nous utIliserons la notation simplffioo etabl15tve y(x) :: 
1°)(1) :: h(x) pour la fonction de sortie. 
Alors en reprerumt le système (l.l), nous pouvons Œcu.ler facilement. 
(l.3) 
Ck+n (k+l) (x (k)) y =y .u ...... u 
Remnrquons que y •. _. in) ainsi di!finis Qnt leurs composantes dans le ~ :le. 
Plus généralement la, notation y<k)(x. u. ...• utË•1»&ant dBWe. alors 
Les nutciœs Jacobienocs dry. ~." ~ &~:: l oonsidélées pour l:t première foiS pàr 
ac·u ...... III ) 
Nijmeijer lNU21 pour 1 S k S n. stmt analogues 2.Wt rnabices de Tœp1itt ~ ~ 
. ,. ·lkl sys~mes lin6airas.. Nous considèremns des trultnœs, ·étenduçs~: !!if. ,..~ 'j. y~". ë ' .. ) '1lÛ a(~ ~~"_ct!1~~l) +' 
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Soit '" le corps défini cl--dessus. Soit & l'espace vectoriel ,(sur !ft) engendré par 
{~dll ....... du(n-l)J. Un vecteur quelconque Cil de & slécrit alors: 
où ai" fijk appartiennent à .". Pour i e {l~ ••.• p 1 et 0 S k ~ n. dYi 00 appartient à & et 
nous avons : 
(l..5) 
où appnrait la. matrice Jacobienne 
Enfin introdulW1S la clWne de sous-espaœs &OC&1 C ... c &0 définis par 
&k := span!1t (ch • dy • - • dyru J (1.1ij 
Dons la suite" le c,orps des scalaires sera toujours !tG sauf indication contraire. La 
notion équh'tÙente de filtration a été adoptée dans [ELAl] pour refmmaIîser J'information 
fournie par~occ!: 1 C •.. C ~D dans des cas où le système n'est pas néœssairement donné 
pur UJ)· 
Ex.emple laI t\latriœ Jacobienne d'un $Y.stème linéaire 
Soit lm système linéaire donné sous la for:me : i=Ax+Bn 
y=Cx 
~ • (a} \ 
o{y co H •• I , 
:\( (n-l'h Cl X • .0 ...... .0 ') (
CA CB (0) (0) •• '. J-
i CA2. CAB CH (D) ••.• 
= CAS CA.2JJ CAB CB (0) 
...... .. .... ....... .... . ... 
CAo CA .-1'B .... .... " ... 
La p1!me en gras de la matrice Jacohienne est la Matrice de Tœpl.it:t âSsocléel un 
sy5tèm~ linéaire,. La œp6:tinoü diagonale des termes CB~ CAB -. (fonne de ToeplitZ) est Wl 
pbi!nomène fié aux synèmes linéaires. tU ne se repmduh pu pour un système non ~ 
1.3 Structure des systèmèS non Unéai.res: rappels 
Rnppe1lons la définition. de certains entiers irtVirÙmts qld $Ont importants pour }tétnde 
de la ,structure des ~ystèmes Mn linéaires et que nOllS utili:sètOns dans les chapitres suivants. 
Définition 1.1 Degré rel.tiC [ISI4} ou ordre du ~éro à l'infini par lilne 
Le degré r'l!ltJtif de la sortie Yi ou orom du zéro 111nfini par ligne eSt rardre Di du zéro 
fi l'infini du sons~systèmecnnstitné par les dynamiques (1.l.a) et la sortie Yi, :;:hi{x). est : 
nj :=min {k >0 1 dy~) ~ span{ th: } ) 
o 
Dans ce mémoire" nous considtrerons des Di finis. car flOUS travaillerons .we des 
systèmes invemnles fi droite (dét 1..3 cl.,llpres). 
La définition suivante concerne la structure lllnfini d*w système non linéaire quI est 
p,arfois dite algébrique dans la littétatum. Dérmic pOU!' les sys1!;mes linéaires dans 
{ROSl][PUl]IV AlU] Commault et Dion furent les prem.ielrsl donœr une caraclérlsation 
géométrique de la strueture à l'infini {COMI]. 
Déllnitio.n 1.2 Ordre de zéro â )lfnfbû (DIBl} {AIOOl] 
Pour le ~-ystème (l.1) !Le nomme 'at des léms à lïnfini d'ordre inférieur ou égal. i kt, 
lSkSn.esl: 
II] 
• P 1= sup t ak • k ~ 1 ] :;: nombre totlll de zéros à l'infini 
. . . .. 
Pl:: Il 1 - 0' 1-1 = nombre de zétœ i Ytnfmif d+ordte plu:s grand;OI1 iégall i .• pot)Uti '~':a 
" . 
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Définition L3 In\1ersibUité il droite [FUll [D1B21 
Un système (l.I) est inversible ft droite si etseulement si : 
&n dim- ::p 
&n'I 
o 
Son rang est égal 11 p. toutes les sorties saIllt indê'pendnntes (elles ne vériftent auCUIJe 
équation différentielle indépendante de rentrée). C'est une condition nécessaire et sal"flsrulte 
pour qu'Un système sait dOOo13plable. 
lA Eléments degrométrie différentielle pour "automatique nOD linéain 
Même .&1 ce mémoire est essentieUemr.m consacré à r~pport de rapptoohe nlgébrique 
des s.ylStèmes DOD linéaires. l'approche géométrique diffêcmlticille ql1Î est l'extension naturelle 
de rapproche gémnétrique de rautomatique des systèmes linéaires peone! com1'im pour œux-
ci. la caractérlsntion d'un grand nombre de concepts d·Automatique. Pour une revue 
compli!te.le th'Te d1sidori [IS141 est la. référence devenue cb.ssiqoe et un trouvera en A.nnexe 
1 de ce mémoire une revue partielle des éléments de base. Pmmi les éléments tes plus 
impartl:ms directement lies au travail présenté dans les chapitres 1SUÎ\"W1ts. nous utiliserons la 
camctéri~tion de certains sous-e:spaœs ou coWstnoutions (e..f. Annexel) qui admettent une 
base de difft!rr.nti.clles totales exactes ce qni nous esl drumé par le tlJéoreme de Ftobéoius 
(AnllelJe 1 puge 10). Nous utiliserons aussi la notion standard de plw; grande disttt1mtion 
Cf. g).-invan.11l'le involutl\te contc.nue dans le no}'UU de ln différenliel1e de la sortie et tcl1e de 
distribution de ·cœnmmldabllité (cS. Annexe t ). 
1 .. 5 Conclusion 
Dans ce premier chapitre. nous aVGm défini la da.sse des systèmes non linéaires que 
nous étudions et qni est apte à décrire les cas pratiques de systèmes évoqués aux cmpitre4. 
Quelques oU1ils et notions de base onl été rappelés. L'a,1gnriithme de structurequ.i fait aussi 
partie des éléments f,ondnmentntIÀ de l'étude des systèmes non linéaires sem rappelé dans le 
chapitre sui"\'Ilnt StlUS la fonne présentée dans {Dmll ~ a\'et une notion llDU\'eDe: les 
ordres es:.~tlcls.. 

Ch1\.,j.lÎtre 2 Analyse des Systèmes Non Linéaires 

Chapitre 2 Analyse des Systèmes Non Linêai~es 
2.1 Introduction 
Ce chapitre est COit5BŒ il ·des notions nouvelles concernant )fa~ysc de ta. ~ 
des systèmes non linéaires. Les résultats présentés sout tout d~~b;œd la notion d'~ 
trcssentialité et son Hen avec TuiJOrltbme d'i1ilVf't5iou pmsenté sous la Conne vnm2J. puis 
un Iétiulmt de l:inœ1isaOOn paaicDc par bauclageoon regulier et mfin la détlnirion de la nrJtlÎœ 
d'1nte:rllCtenren mm linéaire.. o.,v mfOl'lInmions strul!lllmUes 1l101lS semntu:tiIl!"'.i poUl' œs 
développemcm'i sm le conttôl'l! è "f ., stèmes non linéairesrm chapitre 3. 
' ... 2 Ordres d'essentia.iitê t'1 Allm"llbme de St.ructure 
2.2.1 Introduction 
A pmtir de la notion. &: "'ligne usentiel1e" dl:!ne mJ:tIÎœ tutrodnîte dms fCRBtt] 
(1971)# le concepufordrc d'essentlaIité al été défini poUf' Les sySîtmles linéaires dam {l.fAL11 
(1985) aii son roleœru le problème du décoopbtge li ,ét6 montré. Dnns [O'i1Ml1 (1985) 
plusieurs définitiDn;séquivalen~œn été ~ L'~;'Ltwsion de cette notion d'ardre 
essentiel aux systèmes noo ~ [GLUI} (1989) ~l ~ it:i ainsi que les pdnIèpales 
pmpnéfés qui en déwnlent et qui 'setmt utilisées dans le ch!:pitre ~ te a:wttii1,e deS~.mts 
non l:inéaires. Même si nous nous a.ttacham; à COllS1!rver 1e'!rDC1l111nl~ r~em;'Im dÙlle 
notion on d'tm résultat du finéai.rc au non llnéakc est :rarement trhirue; cecl est 
• .........; .... ltill.-..... ~.:: 11 __ ~ ot"----...!_u...:: ~UO.~ .... ~.. v~ poo;r ~ Ul'U.l~'U'~N.ul:llAI.'" .. 
La propribé imponame de ces invmimm (les ordres d'essentûdiié) est de dEfimr ID, 
plus pâte s:tmr::llUe d lirifim qu'un s}~me invetsible à dmi!cde\n ,avoir d.ans \me forme 
découplée par l:ooclag~ Llmscertl!ins as de bouclage suûqne non téguHer IBERtl. la 
~ à r"mfini nn:dgnable $~àm S!ItlCtUre 1e&Sentie1le (qm am..mpu iê=:a~ 
.par Cœnpensmeur dyrumùque). Pour b S}'S'.ème:s linéaires, ce :res:ultat qm doon.c 1*<JRire 
minim.a1 da compensateur r.:sobant le pmblè.tœ dud&œplage est donné par [COMl] lpu" 
de raœJ:yse d.e la mmrlct de Toq11i:tz. t~ anal}'5e id:miquc est insuffisante d.am le œs dei 
systèmes mm Iin&.ires. Des notitm:s complémcn.taÎJ't$ p:ésent6es dam. [DIBl] seront 
un1isée~ Cmmne œ:m le cas mi'lémre,.la~ dœ ardr.:s essentiels; de 1& 1tnlctIm!·1 
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I1nfini et des associations entre les zétos ,1 I1nfini et les ord.re.5 essentiels 'f)ermetttà de 
. ' 
détemtinet le "nombre d'in1égtU'!et:ttSOI néœs.~ pour obtêtîtr les conditionsdim découplage 
stntique. Ces assoclntions entre les zéros à l'infinièt les otdresessen'lcl$ nous sont dormées 
par 'l'algorithme de stnlcnare,. 
Des résultatS sinu11Ùres ont été obtenus de façcn indépendante dans [XIAtl. ~ 
de oos trav,aux sur ce thèlP'C ont été complétés ou :rep.rIs par tf:autres auletltS ~etu 
[ELAl]. [HUl2]. ce qui souligne t,on rôle dans ta iliémie moderne du COilt.rôle mm ~ 
2.2.2 I&s Qrdresessentiel,ien Mn lin&h; " Winltion et~ 
Déli,nitiun 2.1 ordres essentiels 
Pour i :=1, ••••• p • l'ordre essentiel Die d\me sortie Ji esldérmi pp.! : 
- '( 1,. " 1 f d (t) 1 .... d- dn{k-l) A 00 d' •. (k+l) dJn)J' } D.I_ - mm ... c; 'Yi ~ span.l UA." Y ... u. "':1 • uY ,. 1- ..,-.... yy , • ~ ~v j~ 
Avec l'hypothèse d'in\"er.Sibllité 11 droite.. comme pour les Dit dans œ mémnire nous 
œnsid!rerons des Ille ftnis. 
Lemme 2.1 [GLUI1 
:Pour les systèmes În\'CISibles à droite (défini au chapitre 1 l-
Die est fini et Die S 0'1. pour tnutl ie ft ......... pl. 
où o'}. désigne le plus gn.md cm!re œ zéro in.f:ini n 
Un exemple de œlcu1 est fait ci-après.. En œnclnsion SUl' la difirtition des ordres 
ess..~els en non linéaire. il fi."1Mt remarqnet qn*elle se câlqtte ~t du ·css ~ 
{COM1!. en étant tonteCoisp11l5n1gébtique que matriciéI1e. Les.prupriétés nepeu\'et1t être 
tirées ~..nt de !la matdœ 1acobienne ac; .... • ~))ld\U. •• ". u(k .. l1) qül f!St:unc 
extension ruuurene de la m.atrlœ de l'œplitt ;l1SS.odée à un ,~ ~ .. 1...es !il!mltltS 
obtenus ~t de tm,"ailler dnnsle cadre algébtiq1lè introdUlt par {Dm1) qu1:ùtiltsca . 
diffêrenûe&s,exnctèS dl). 
Des proprlétéscomplémentaires d,onrumt le tten entre les ,~ ~tidS et le 
problème de 1aœmnumde non it-~d\'e sont don:n6es au èbapitre 3. 
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2.23 Alt:mitbme de stmeture et esstntialilé 
J ... ·nlgorlthme de structure ou d"mversion a été introduit en (S1N2] et est rappelé ci .. 
dessous sous la forme donnée dans [D182].. Cet écriture de l'algorithme fait 2pp'lttaÎtre 
explicitement les ordres des zéros Il llnfini et les ordres essentiels [OLU3]. Ce résultat ;a t!té 
mis en valeur d.nns [HUll J. [HUI21~ 
Algorithme de Structure 
Etape l 
li l(X~ u»). . Calculons y = y "x.. u):::;. .:. où y lest tel que {th~ dy l} t.:St tule bast de y 1 (x. )'1) 
(: l ':::sp11Il5{.Id.'-. di'). les composantes de y ayant été pemmtées.. si n6:essa.iIe. 
Etape k (k ~ 2) 
(2.1) 
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Lemme 2.2 'lUm4J 
Si 1: est lnvemDle à droite. 
(i) Die est le plus ;grand ordre de dérh-ation par rapport au temps de Ir. composante de 
sanie. Yi appa.missant dans (2.1) pour t S k S o. 
[u; Soit Tt le p.us petit ordre de dérivée pM rapponau temps de YI apparaissant dans 
(2..1) pour t S k S n. A1ots.la liste {Yt'.h'Yp} égale la liste htt ...... n*pJ. D 
Exemple 2.l Algorithme de itrudure et matrice Jacobienne étendue 
Appliquon.c; l'algorithme de structure selon lDlB2J : 
sr l = YI :: u1 sélectionnée à r,l!tape l cm' une entrée {ut} apparaît et rend 
indépendante dYl dans &pan!k.t dx. di'} 
.. 
..... . 
et Y'1 :: YF 1:; Yi 
d'où y 2 = "# 1 :: h = 02 1'1 + X3 YI st!ler:ùonnée à l*étape .% 
Finrdement ral,gorithme de ~cture sélectionne les deux équations : 
(0'1> y t =u 1 
{n'il (r.nJ • (nltJ 
Y2 = Y 2 =U2)'j+X3 YI 
et nous tl\'1lns donc: 
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en faisant le cn10ul des dérivées successives des sorties. Soit: 
et ~f)rs pour calculer les ordres essenûcls. nous pouvons examiner la Matrice Jacobienne 
élandue 
100 o 0 o 0 o 0 
010 00 00 00 
001 00 00 00 
000 1 0 o 0 o 0 
OOu l l: 0 3 00 00 
J= 000 0 0 l 0 0 1) 
o 0 • Ul 
U 2 U l xl 0 o 0 
000 0 0 0 0 .1 0 
00 ii 1 u] 2ù1 2u2 '1 x] 0 
Les·deux Ugnes en gras. représe11tet11les différentielles essentielles (selon la définltinn 
2.1) ce qui signifie que ces deux lignes som. les premières fignes de la matrice (en partant du 
haut) ne pOlJ\~t pas être oôtenues par une combinmon des autres lignes. 
Nous utiliserons la notion d'ordre essentiel an chapitre 3 qui cooœme le contrôle des 
S)'Stèmes non ~ mais d~ eu.minons urœ autre notion de r1Ulal}'Se stntct11œlle: la 
nnéarisation particlle. 
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.2.3 Linéarisation parliel1.e 
Lors de l'étude du découplage. la solution dynamique [DES!] {DB..~] modifie la 
structure du système original en connectant des cbaîneld"'mtêgrateurs SUl' œrtnines en'Xm. 
Ces chaînes sont complètemenf cxtcmes au Sjst!me. Dans le cu d~une solution statique non 
régulière. les chaînes nécessaires à la mndification de la ~ comme nous le verrons au 
chapitre 3 devront être issues du système lm même. La détcnnination deschuînes~êS 
(i.e. incluses dans une partie non obsavable cl eomm'iUld.ablc du système) pel\t être mte dans 
le cas linéahc par la détermination de Dt· .• le plus grand $OIlS-espacc de commandabtulê 
contenu dans le noyau de la sortie [DBS3J. Dans le cas non Unéa.in:" le ccmcept géométrique 
équivalent: la pius grande distribution de amunandabllilé ~gu1ièIe contenue dans le noyau de 
la sortie (Annexe 1 page A1.l8). n'est pas snffisantccomme montré dm1s {GLID]. Dans le 
cas nan linéaire. de plus il n'y :li pas une unique disttibution de commandabililê non tégalière 
OD dégénérée maximale contenue dans le noyau de ta s.ortie comme celà est présenté au 
chu.pitre 3 section 5 exemple 3.6. 
La rccbeœhe de chaînes d'intégnue:nrs 1100 observables. commandables ou non. m.rec 
éventuellement cfanlI'C;S outils d'mmlysc ~iellt alors nécessaire. 
23.2 p~n kW prob1èmett almrjtbm!:s 
Le problème de la Hn!arisation (pmieUe) est un pmbIèmo d'idcn.tifica.tion de SQU$~ 
systèmes Iinéa.ires {on de chaînes d'intEgrateurs}. Si le prtlblèmc ,est totalement:rtwlu par 
Marlno (MARI] dans le cas dtun bouclage statique n!gulier{tnmlifarmatû:ms WJ1c1tesl,;pmtt' 
un bouclage statique non régulier cela împ1iqne des tra.n.sfbmtafions ~balhécs. Plus 
précl:sêment. soit une cttœée à hlqt.1eDe on veut connecter une -clnûne dJ~". SàIU 
perdre dt! gb:tralité. prenons Ul polIT CEltt 6JJ1'É.e. Essayons.de troU\'U ttmtes les .. thaincs~ 
pœm"bles utilisant réw x. mais aussi évent:uellument rentrée Ut et ses d&ivt,~ (\'t1flr Fi.guie. 
2.1.) où ~ est la dérh'ée de .. œmdre j,. le long des trajectoires du syst!tne pour ~jSk.. 
Nous allons montter que ces fonctions. sont complètemem~ ..téds6e5 pat .cerWncs 
distrlbtnion.s définies sur la variété lifétat. Les ch1ÛI1e5 cruttégauems de la Eigum 2..1 jc:ment 
un tôle très important pour le prtiblèm:e du D6;Gnp1age nœ mgw.i=-~tc1a,iCŒmont:tc! 
dans le chapitre 3 .. De plus. elle s'înclttt ·cotnplètcmentdam un cadre de ~ plus gênfœ1 
introduit téwnmem par Ffiess lFI.J31. qui est basé sur ral,gèbre différenûd1: : nooQ.'nJ;\f.êtat 




Pour bien définir les notations qui seront quelques fuis abnâves, rappelons le calcul 
des dérivées de V le longdesttajcctoin:s de ré!2it. 
vtt} = wO>Cx.u) = ~ [f{x} ... g(x.} u1 
Considérons pour cette section le système E sans sortie d&rlt par li = {(xl + g(~) $1-
Sair ~ la distrlbution engenr:h'ée par lei champs de vecteurs &t. -. &nt de g. Défini~SQnJ 
les ch1Û1lf:-s de distributions 13 J C i 2c ... cgt: 
~l=O 
pour k2!:2 
où l'on note A hl fermelUI'e involutive rie la distribution A (Anne.xe 1. page Al.9)~ 
Les sous-systèmes finém:i:sables de L (comme cansidérés dam [MARIn. peuvent 
être const.nlits à. partir des distnl1u1'Îcms G t! et en (;da les g tft mrm que la pmUl'C du 
thémême StIÏ\r-ant. peuvent être dédniu de {MARI].. Dans cette téf~ :Mmnodétetnûnc 
des chainesd"inIégratems commanœbles ,an moyrm de ce.rtaines sêqocnœs dcdistdblffiotts. 
Le tbêmème sniva.n1 '""a nous p:lmettn;. de·dêœnnincr des chaînes dintêp'CtttS qui:ne sœt 
pas néces;sairemenr commandables. un utilLltln1 une. seule séquence de dismlbutiàn.~ 
L'exigence de h rommmiabDité peut être:rajoutée {A:nn::xe 3 SCdicn 4} .. 
Thforème lJ. rCLU3] 
Soit '1 une fonction m~romorphc de x. Soit k::> 1. altll'$: 
d~-l) e .span (dx ] 
si cl seulement si d~· J.. :g k' 
(22) 
o 
Ce théorème caractérlse pour un entier k danné; toutes lc:s fanc1ÎonJ m6ummpbes 
'f'{x) telles que lems dérivées lfJCl)saient des fonctions dépendanteS' de X scùlemelltpour 1 < 
1 ~ .k~l. Si nous considérons ,(x) 'comme une sortie de notre $ystème, sondegœ tehtifest 
alors plm garni ou égal à k. Nous aUon& eendrr: le résultat chlth&Jtmu: ci-dcssu$ dans le 
lemme et le théorème suivants où nous C11JllÇt6dst:rons toutes les fonctions m&omotpbes 
lV<x) telles que,. pour lm k donné.leutsdérivéeJ .,..,<1) soâent des fonctions dépendantcs& x. 
(1-1) .~_ .. 1. -.l\. . " .....s..·"-l.., • Ul~ ..... U 1 l1K'ULemcm.. YU Ut est une enflée w..ulUdll:e. 
Nous pouvons obtenir cette eanu:t&ùation p.ar une application immédiate du 
Thém:ème 2.1 en ccnsidémntun syStème étendu l:e. constitu6 du système I; initiàl a.vcc Je 
rajout de s intégrateurs sur l'entrée Ut. Al0n4 :te est défini $lUl' Me = MxR5• et est déerit pm 
NOtOllS par Ye la disttibattoo en:gcndn!e psr.geet dé~ ta dta.trie dedistlI~ 
~ =«) le 
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pourk~2 
• • Soient TM e~. TM les fibrés conmgents de Me ct M respectivement (ci. Annexe 1 
e 
page A 1.6). Au moyen d1une insertion canonique. TM· peut être considéré localement 
.. 
comme UIlû sous-codistribution de TM . Nous pouvons alors établir : 
e 
Lemme 2.3 
Soit 1fV une fonction mémn10tphe de L Soit 1 < k S s. 
d'V(k-l) e span t dx. dut __ du~-2) ) 
si et seulement si ~ e TM· el dW 1. -ne. 
PreJWe.: Appliquons le Théorème 2.1 à Le. d1V.1. 'Gu est équivalent l : 
o 
W'!) = '1I(1)(Xe) pour 1 S 1. S k-l. Alors. d'fi il! TM. implique .~1) =: V<.l)(~ Ul ....... U ~l-l'l) 
l'OUT ~ el nous obtenons le résultat 
La, condition donnée par le Lemme 2..3 est rd ft tester. IIUÛ!dcmande lfvs. de 
cha.mps de vectcmsaugmentés li travcr1i la définition de ike- Le Théorème 22 cl-:apres 
permettra une caractérisation éqwvnlc'atemais qui néccsste seulement des champs de 
vcctenrs du système initial 
Notons Yo. la distnôllôon engeruhée par les t;hamps de vectem J1 •.•. Jim. DéfinlSsOns 
1! 1! 1! k+l'J'! k 1'!. k 1! 
adl.g1 ~O:= ff. ~oJ + [gl.~o1et pour k ~ J. adi,gl ~ 0 := ff" adL81 ~ol + ml. adq1 ",01. 
Considérons la séquen.cc de distn1111tÎons 
rt==o 
ra= io (24) 
Thêor'ème 2.2 [GLU3] 
Soit 'Y une fonaion méromorphe de x. Soit k ::> 1, 
d~r<t-l) e span ( cht. dul. -t du~·2) l (2..S) 
si et seulement si 
(2.6) 0 
que, nous utiliserons au chapitre 3 en ",ème temps que les T'ésuùatJ sur la linéaruad6n 
pmtie1le. 
Exemple 2 .. 2 
Reprenons l'exemple 2..1: i == (~ 8)fl) la 1 \U2 
La dynamiqnc n·est pas complètement llnéatisa.b, .. par bouclage statiquè régullèr car 
dim spu{ ad: gj : ~.15j'Sml :;: 2 ~ n'lui è$t une "ondi:t.iort n~sahè pour la 
linéarisation exacte de l*érnt 
Pour appliquer le tbêmèmc 2..2 ,calculons l 
rl=O 
r2 = ~ = span 1&21 = spanj (~) et DOII5 aVllllS a/ms d<1.L r'1 et ik:a.Ln 
r3= io+adr"g "GO =span fo -~) etno.usdbtenonsfbtt l.r!. 
l II O· 
Nous pouvousendédttire un bouclage sw:iquenœ:tiplitr linéatiSlnt. En,effet il =Ulet 
Ï;2 ::: Xl il l + Ut U2 d*où unclolnticm i!WWqucnon tigtthëre donnéè par Ut:Xl : 
---------------------------------------~----~----~-----~~~~ 
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'. • . 2 v i3 = ~ x2 + x3 7.2 == x2 U2 + Xi X2 = X3 Xl+ xaua= Va soit Ul = - x3 + Xi 
La dernière partie de cc chapitre sur la structure des systèmes non linéaires est 
l'introduction de la notion d1nteracteur et le lie 1 de c:clui-d uvec les .informations stmcturelles 
déjà connues. 
2.4 Interacteur Non Linéaire 
En linéaire. la notion d'!ntcrncteur a été inttoduite par V/olovich et Falb PNOLl]. 
imposée par l'étude de l'équlV1Ùence dynamique des systèmes. L1tùt.éretest de mettre en 
évidence ccnnines propriétés structurelles des systèmes lin&ires. Morse a montré que rail 
pouvait caractériser l'lntcmcteur grâce à la forme d'Hermite [MORI). [ICA 1]. Récemment 
[LAFl] n a été montré qu'une permutation des sorties conduisait à un lnteratteu.r réduit par 
1es lignes qui fournit directeme.nt ln struclnre à rinfini ainsi que la st:roaurc essentielle. Pour 
les systèmes non linéaires on peut intnxiulre cette Dotion d'mterat!'leur en utilisant la notion 
d'inversIon des S)'Stèmes. aù seule la pernlutation des sorties est interdite. 
2.4,2 ... lte:rnçrenr PQQ Unéaire 
Valgorithmr. d'!nteractf:ur pour les systèmes non l.i.néaircs a ~té introduite pour la 
première l;l is dao.s [Dffi5](cf Annexe 4 page A4.8}. et pennet de définir l'Intc:raeteur pour 
un système de la forme (1.1). 
Nous rappelons ici ln procédure de calcul basée sur une version mOOifiée de 
l'aJgoritlune de sttuctttre. 
Etape 1. Sail Y1 hl première composante de y • éai\'ons ! 
ytrf =: at(x) + bl{X} U 
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Etape 2. Considérons le système ~2 : 
(2.8) 
Appliquons l'algorithme de structure ll (.ta) de fllÇOtl à obte.nir pour un entiet t2 ! 
(y~») ,.1(.1) ) (b1(X) ) f'f :: l a2(~Y,~ : + b2(X tyq') u 
av.ea le rang générique de Ct0 :: 2 ~ i=rh_ u.l'l+$2-1 t j=.rt .... .rl+t2",2 




Appliquons 1*algonthme de structure au système li:+l de façon il obtenir pour:uncnûer It+l 
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Pour le :: 1 ... _ p le nombre de sorties. soit 
TellS les entiers rh .... fp sont fUlls si le systè'lTle t est invem'ble il droite. La 
p.rocédure ci-dessus est alon; définie de manIère unique puÎ5qu'm.tCUDe pettDuUlûon de sorties 
n'est passible ft. aucune étt.lpe. A pnrtir des 'Pb nous pouvons définir: 
Définition 1.1 Jacobien de rlnteradeur 
La • J b' ot1( ID i 1 j 1) OCtpl ..... Cfp) ("'11) . matrice aco renne" x. u. YI"::: ~ •.. ~p; ::: •... Jl = ij) •.• "" iJey i .1=1 ...... pJ=l .... .n) 
est appelé le "Jacobien de t lnu"oaellr' de I. Le rang de Û1 m~ . ~~:;t ... ,tpp) 
àey i .• I=I~ •.•• p) 
noté r* est appel! ie "rang il l'infini" par tes colonnes de I1nterocteur (rour conserver une 
appellaûon issue des systèmes finéaires). 0 
Exemple 2.J a) Interacteur dtun système linéaire 
Euminons un exemple pourmleux comprendre le rôle de I1nte:tacleur .. Calculons ie 
sur fexemple linéaire proposé par WoloviC!h et Falb {WOLl] . 
. 
Xl =-Xl +Ul 
i 2 ::..-2 X2+ D2 
il =-3 x3+ul 
~=4X4+U2 
YI =Xl +x2 
Y2=x3+X4 
(2.12) 
L" algorithme d'inversion qui cruncide dnns ce cas avec ralgodthme d1ntetac~r (PlU de 
renuméronuion des sortles) doone: 
11 = -ltl - 212+ (1 1) u 
'i~) • yr) 1- 2 yf) =.3 Xl + 16 X2 • 27 Xl - 64 X4 + (6 8) n 
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En utilisant la transformée de Laplnce, un peut ttanSposer l'âtgôdthme de t'Jnte~uèteUr dans 
le domaine de Lap1Jlce et on obtient i\Ûorsles mêmes opénUions que cents décrites dans 
[\VOLl].. èe qui donne la matrice de trnnsfert de if~ :: tes) = [ .. sa! 2a2 s~J. Ce résultat :a 
été établi dnns [FURl] pour les systèmes Unéuires. 
On peut exprimer 17ntemoteur àpnrtir du 11 Jactibit.n dt! llJntm1cteur'\ qui ,estunè 
matrice il valeursn!elles dnns ce cas. pax: 
[ s s2 53 54 0 0 0 0 ]T les) = S 0 0 0 0 S s2 53 54.' (2.13) 
TI e"l montré dans le cas linéaire [l.;AFI1. qu'il existe une pèrmutation des 
composDntl,!S de sorties telles que l"itUeracteur du gystême résultant est reduitpat les lignes. 
c'est à dire qui fournit la structure à l'hûlni comme degrés des éléments de sa diagClna1e. 
Différentes pennutations des sonIes peU\'C.ot conduire à des lntemcteurs diff!.tf!bts. On peut 
remarquer que l'al,gorithme de stIucture originel de tSILl] donne un Interact.eurtédalt parks 
lignes: 
r n'1. .' ] s ~ ....... <0 ••• 0 . .. SDl H' 0 : : : 
L: : : : ::: ., • .. • .. il i .. n·· .. • •• S PO ... 0 
(2.14) 
Pour les systèmes non linéaires. en utilisant la. relation èiltre l'aùgorithtne db.\fêt$Îol1. 
et les ordres CSSf".ndels (mppelée en section 2.23). on peutaùcu1er les·otdtcs ê~tie1snlC" 
des sortms Yi à l~mde de l~gorithme d'inten1cteur par. 
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E'xempJe 2.3 b} Interact~ur d'un ;syst.èmenon linêa1re 
y=(~) 
Valgarlthmc d' mleractcur sélectiunne : 
(ce qui DOW! donne également les ordres d-essentiaIIité (31 ~}). 
o 0 0 
o 1 0 ~] 
Le rang de la matrice 
Nous allons mmnremUlt exlWÛner .::les propriétés de llrt1t!raCleUr Iqm seront uti1ùées au 
chapitre 3 section 31DI'S de fétude de l'êquivaJenœ de deux 5~~mm. non linéJlin:s.. 
Une premIèn- pmprleté de rInttttacteur est qull est invariant sousbot.:mlagc Statique 
téguller: 
PrOIJOsiti.ou 2 .. 1 {OmS] 
Sait Z un système de la Conne (1.1) carré cl inve:rSlole à. drnlte. et salt Q un bouclage 
statique réguUer défilÛ par u:= a(s) + p(x) v. Solt S et ;t1Q les mtl:ractct1J:$ li: 1:: et t. ., Q 
teSpecthtmlCflt. Alors .. 
o 
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Une deuxième propdété importante de l'lnteracteûr êSt que $Ori t1mng ll'ittfini" pat 
lesrolonnes est un invariant du sy!t1ème: 
Proposition Z.2 [DIB,!] 
SUposoOi que 1; salt inversible à droite Ir" sc~t : 
y = tpan (dl, dYi •• ..dy{Dir1) , i = l~ ... , pl, alom 
r*~p .. dimfY rupan{duH o 
Ce résultat montre que 1'* est indépèndant de la pmnutitîon des st1ttÏeS dOna que.~ 
peut être câlculé pat èltem,ple par l'algorithme trirtvem.on {SIN2]. 
2..5 Conclusion 
Dans ,t:e cbapitre. trots conm1lU1Înru;! fanîllysc JtnJdUt'CUè des s)'!tètnes non ~ 
ont été présentées. Deux de ces contributions ont 1èuts éq.uivalents poutlcs systêmts 
llnéai.n:s. La troisième est un dé,,~ôppcmcnt de travaux 00 Marino; ces trois notions l'ont 
êtr.e utilisées dans le cluipitte suiwnt relatif au contrôle ms S'Jstl-Jlltt noo Hn&mcs. 
:Ln. notion d'ordre C!sentirl que nous àVnns daiuic dans {OLUI] a ét6~pdJc depuis 
par différents auteœs(HU12], [BONtl.et œccmmènt ColM [ELAl]. uro aptlhXhc non 
algorithmique est venue Q)rijpléttr ce t:tavaiL Signalœs enfin que là DOUM .crtua.mtîâllié.~, 
dévclopp indépendamment dans lXIAll. Cftttc tlOtÎOll cronin: lèssenticl.·com.mc da.n$lccas 
des systèmes linéaires. est capitale pOIlt la ~ition d'un cotnpensatcur petmcUmt le 
découplage dymunique minimal comme bOUS le vcmm au. chapitre 3 .. 
l~ problème de la. Hnéarisadoo partielle. comme, ~ ici. $Cd unélêment de bUe 
pour l'étude du problème de Déonuplage Statique non RéguUet au chapitm smvtnt M.;ûs,en 
lui même. ce prob1ème s'inscrit dans le cadre; de traWJlX 1'éœnts. d t:aruî1ysc dr'...$ $)'ltèrnes~ 
linéaires [FL14] et il est en particulier reptéscnttWf de rappUca.tion de la Dotion d*élat 
généralbé. 
F.nfin.1a notion d1ntcnu:teurpour léS systèmC$ nM ~5:a'~t6 introduite. ~~ , 
diitt'.ctcmcttt liée li. f.algodthme,dc sttUct:J.tn";tt 1l0U!t s~ UtÜ~pOUr rétudc~r~ûÎ~dê'" 
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Chapitre ,3 Contrôle des Syst,èmes Non Linéaires 
3.1 Introduction. 
Des moyens de l'mmlyse structurelle pn.ur lesqstèmes non linéaires ont été rltppeIés 
au chapitre l et présentés au chapitre 2. nous allons mmntemmt les utiliser pour rétude d'un 
certnin nombre de problèmes de commande des sys'lèmes non linéaires. Dans Wl!! pn!IDl'è.re 
sous-section et drillS un but crétll1.mssement des notlûions. tme re,we des diff&ents types de 
complllllSa,teurs sem faite- Nous défitùrons un nouveau compensatet:Jr. le Compensateur 
Dynamique sans structure à l'infini et un cas plttticulier de ce type de œmpensateur. le 
Bouclage Dynamique Pur [OmS}- Dans les sections SWvtUltf'..s. nous traiteronseosuite de 
Découplage sous Compensateur dynamique. Statique. RéguUer ou non. de l'Equivalence 
sous Compensateur Dynamique. et de la St.ablHté dtun système dooouplé. 
3..2 Classilication des f.:ompensateurn 
Comme précédemment. nons nons intéresserons ~mt systmnes 1: de la forme (1.1). 
Nous avons \lU guilDe description de ce type 'est moins générale que celIe pmposœ en 
{FLI3] mais est classique druu le cadu de l'étude des systèmes Don liIiléaires {L.t;;I4] et est 
suffi.ôante pour la descriptiOh d*un ::rand nombre d1applieations dont certnines seront 
ptéJienlées au chapitre 4. 
Définition 3.1 Compensatt'W' Dynamique 
Un Compensateur Dynamique (OC) pour un système 1: (1. 1) est un système avec les 
entrées x. v .. rêtat .t; et la sortie U 00 la forme: 
{~ = M(ç. x) + Ne;. x) v oc= 
. u = F(çt x) + G{ç. x} v 
où ç appartient fi un OU\'ert de Rq. \ ERS. Il' S s S m. Les œmposante6 (le M~ N. Fi G soI&. 
des tnncthms .mémmorpbes de (x. ~. 0 
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Le rang Pç du Compensateur Oyn:.uuique doit être cOlllpns comme te tang du systèrnè 
bouclé CI CI OC) avec 111 sanie U eU'ètlt.ree '\'. c'est a dire: 
Pt. = dim span{ dÇ. dx. di. _. ~dl(q). du. dû. _. du(It') 
- d1rn spanl d;. th, di. ..... dx01). dUt dil ...... du(q-t)} 
,où les sOus-e!ipace,~ lSOnta.(lculés sur le ,corps des ronttionsnllio$cllesen v, vCO" ...... v(n+q) 
avec des coefficients qui sont des fonctions mé.rornoqibes de je et ,ç. 
Un exemple de Compensateur Dynamique est présenté ci .. ftprèS : exemplt. 3.3. 
DéfittitJon 3.2 Précolllpe:nsateur 
Un Précompensn:teur (PC) pour le système 1: ,est un .système avec rentrée v et hl $Ortie ude 
lnfonne: 
{
Tt = M(T\} + N(ll) v 
PC= 
u:: Fert> + O(T\) v 
où, 11 appartient A un OU\'f!rt de R'l. VE Rit. il ~ s s m. Les composantes de M. N. ~F. G sont 
des fonctions mt!corna:rphes de 11. 0 
Remarque 3.1 
Dans le cas des systernes Unéaire5., il existe des manices de tr.an$rert propres F{~lelG($} 
telles que le Compe:nsl1~llr Dynmnique et le Preeompensate:ur puissent êtteé.edts 
respectivement sous la forme u::: F{s) x -Kl{s) v et Il =G(s} v .. 
Définition 3.3 Com,pett5àteur Dlf1tmûque Batts SlrutduJ'é à l'Inlim>.et 
Bouclage Dynamique Pur 
a) Un Compensateur Dynnmique W1S Structure li l'Infini (noté sans &.) pour 
un .5iystème :t est un Ct>mpensltetlt Dynrunique (OC) dont le rang est épll tclui de la . 
trultrlœ G(ç~ x}. 
h) Un Compen.-mreur Dy.ruun.ique ~ S. Réguliur est UQ, Com~ 
Dynamique sans S-a,.'eC y E IF et de rang égal ai.m. 
e) t1uCnmpens.ateUt Dynarniquesans tt.est unBQuclage~Jgl~~ 
dtt(k} e sp:m{ d;. dl", di. __ .ûxOO. dyCtl} ct k ~ Cl ~"tt4 
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Exemple 3.1 Soit un sYStème}'; de variables d'êtnt x}. Xl. "3 et dicn.~e5 U1 et 112. 
un compem1tteur : ç :;-: Xl X2 
Ul:;-:Ç X3 
U2=V est un bouclage dynamique pur • 
Remarque .3.2 
Un Compensateur Dynamique (OC) est alors un Compensateur Dyl11Uttique sans S-si 
èt seulement ,til nia pas de zéro l l'infini. Si dans le cru; non linéaire. la notion de proprltl 
peut être vue comme rcxistence d'u'OC réalisation qui ne compone aucune dérivée de rentrée. 
alors un Compensateur Dynamique san$ s., Régullcl' peut être vu comme un compensateur 
bi(Jropre • (propre et d'inverse propre ). 
Remarque 3.3 
Considérons un Compensateur Dynamique (Del, soit Tj ::: col(;. x). et ooit t' le nmg 
de G. On peut alors pmtitionner u de f~on que G :: [gi] flV« rang 01{~) = r !.Ü2;(1l) :: 
a(Tj) OI(TJ). ,(1 étant une matrice méromorphe de Tl. Soit P·l. F2 telle que F =I~i] la 
partition correspondante de F. Soit w tel que dim w :::;m-S" alors on peut.6trire: 
ou , _fPt] [1 ü ] ( G 1 U-lF2 + n(11) l t1 g ] [!] 
Le Compensatenr Dynamique sam! S ... peul se décomposer en un CompensatC!llr 
Dynamique sam S. régulier en eascade 8:\'CC une tra:nsformation d'ennie non régulière. 
Ewninons maintenant une propriété des COlllpertsntellrS Dynamique! tans &..Réguliem 
TIléol'lème 3.1 [DmS] 
Pour un systMlC l:bouclê par un Com~eur Dytmmlqn~ sans &. Régulier. lès 
Structme à t~ S-et Stmf".ture essentielle Se après boùge sont identiques·mtx. Sttuctmc 
à !'infini 5.et Struetm:e cssentidle Sc du système Avant bouc.1nge. 
Rédproquem!l'!1tt. SUppoSDns que .1:. soit e:zu:ré et inversible; si UlllCompensate'pr 
dyttB1lÛqne (DC) lais:se S.a> inwrlant;, mars (De) est un Compensateur J'lynamique S8n$ 
SbQ Régulier. D 
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3 .. 3 Ordres essentiels et Découplage 
De manlète homog~nt:J avec les liotatiOIl$ et les notions de bllSC présen~5 aU cba,pitre 
1 et en section 1 de ce chapitrc.1c probl~me du dL'.coupltlge par tompcnsa.tiôn dyrtltDÛque est 
posé comme suit 
Problème du Découplage.: 
Trouver 51 pombte un compensateur dynamique de lafomic! 
{.~ == M(;. x) + N(~." t x) v oc= u == F(l;. x) + OC;. x) v 
oil ç eRg, '11= (v, .... "v)t. P S s S m. tel que 
dYi' e spnn'It" (t!x. d;~ d'Vi .. • .. dvr·J)l pour i eU .... ;. pl .. ~1. (3~1) 
(3 .. 2) 
où:tr,' d&ignc 10 cmpi dei fonctions rationnenes en v~ .... ,. ,,(0.1) avec des ,coefticiet'lt$ qm 
liant des foncûons méromorphes ,de x et de ~ 0 
V1qW11ion (3.1) représente la noo-interaction des nouvellts entrées v l't'''.''mct G.2) 
la condition de ~tlUttldabmté fonctionnelle 00 la 5Œtic. 
Nous pouvons mmntcmmt ':tabUr ItçpUcation :cnajelltè ~ ordrèIèS$entÎe'b nJë .. 
(définition 2.1).2U problème du ~onplàgc dyttl!.tIÛqutl. t.eCUi~güè~f 
eu particulit:r où q :; 0,. Rem.a.rquoDS qull n·y a pas decê!titîrP:qii'"~ 
~ ~>9 ::g:~"~ ,le 
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compensateur et qu'U n'y n pas à notre connaissance de résultat aussi général dans la 
Uttêmrure . Certains de nos rt'sttltats ont été refonnulés récemment indépendamment de tout 
algorithme par El Asmi [ELAl]. 
L~mme 3.2 {GLUI] 
Les otdres Die' i e { 1 f".'P} t ne peu'vent décroitt'c sous racdon d'un compenst.reur 
statique ou dynamique. 0 
Ce lemme est utilisé dans la démonstration du théat!me suivant ainsi que le l~e 
2.1 du Chapitre 2. 
Tboorème 3..2 [GLUI] 
S'fi existe un compensateUr (statique où dynamique) qui découple le 
système In de la forme (1.1) alors 
(3..3) 
où 1: désigne le système déc~uplê. De plus il tWste unsyst!,rnc décotrp16 t· 
(éventuellem!f!n1 étendu) cn1culé à partir de l1. tel que 
n· Œ)::: nI ('" t Jtt: 'iWI{}' i e U .... f pl. (lA) a 
.. 
La preuve deœ ~c utilise },algpdthme donné dans (DESI]. A ptU1Îrdc [FLn]. 
'ct lDES2J. DOUS uvt.mS que si r.o peut être i!écoup16. alors il est néœs.saircmentinvetsible à 
dcoite.1111'1IS du Lemme 2.1. on peut déduire que tous les entiets auxquds fi est fait référence 
dans les équations (3.3) el t'3.4) somfirtis. Du 'Théorème 3.2" deux conclqsions peuvent 'être 
tin!e~ qui montrent le :rôle important des mdte:s essentiels dans la nrud.l1:te des systèmes 
bouclés et en particulier dans le a!5 du dêcoup~ Ct:s eonchJsions &Mt fonnulêcl dans les 
deux tamll1ÛreS mivants. 
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Corollaire 3.1 
Les ordres essentiels l'nié l p :sont in'variants, sous bouclage $tatig ne régul!<er 
u=F(z)+G{x)v. tl 
Ln preuve du Coronaire 3.1 peut être déd!J11e à partir du l.I!mme 3.2 :mais c'est en fait 
une consEquence immédiate du calcul 
dt ' {U)) (Je' (.U) ) x. y. 'H • Y . _ Xli Y 'f .... ,.'Y.. B 
( lîh - (1)' d(X. V.U4 • V 11'" • J d(1.tt. .... u.o- ; 
Une autre conséquence du Théorème 3..2 el de l'égalité des listes {ni}p. {ntil., 
[MOO2] est: 
Cototbûre 3.2 [GLU1] 
Les trois listes {~}p' (nfilpand {nieJpsonlégales sI etseulemetttsi.tG 
peut !tre découplé avec un ooucl~ge statique régulier sur fétatO 
La liste {nb: • i=l ..... p} représente la plus petite stnlC'tUre qui doitêtreatteinw. poUt 
déœnpler 1:. La méthode de déaoupltlge consiste à accmîtJ:e la lStI'l.lCUlfeâ Imfini odginélle 
{n*i • i :::: t ..... p l pour atteindre la condition (3..2). 
Exemple. 3~1 
P.n appIiqwmt ralgnrithme dm\:"et5irul. nous avions ea1cut6 pour l~pte 2.IIes 
S1I1ldm'eS à 1finfini et essentieI1e. soit 
n' = 2. n' := l 1  t1 =0 ::::2 te le 
Cet exemple peut êue découplé en modifiant Sil Strut1.'Ure par l'addition d'un 
intégrateur sur l~enuée UH cene o;pémûon pane nt2 l2 ellnime nit incblmgé. 
Une intetprétmion physique. des ordres essenliels dœr:l&!C!l r~[COMl}èStque 
les nie représente iacfifférence entre la ~ à l*:in:finldu système ~ LO et msollS-
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système };i défini parlt'tS dynamiques (1.1.a) et les p-l sorties Û'lt .. ."y. l' y. t ••••• y l Ce 
t- l+ P 
résultnl se retrouve pourfes systèmes non linéaires dans le théorèmr suivant-
Théorème 3.3 [GLUI] 
Soit un systèlTte1:0 de la forme (1.1) Ùl\'ersible il droite. el notons (nj{l:)) les 
ordres des zéros à rudini du système. motà pour i e fi, .... pl: 
(3.6) 
D 
Exempte 3.3 Robot mobile 
Soit les équations simplifiées d'un robot m~AA!e: 
1 
fi~ 3.1 Robo~ mobile 
avec III la vitesse dIlgnbrlre au centre de fessieu et \li;! la vitesse longitlldinde idans l·axe·dn 
robot. Appliquons l'algorithme de Stnldllre: 
d'où 
. 
YI = Yl = iCŒ\X3) 112 sé1ectit'll:tJlé ! ré~l 
. 
YI :: 12::: sin,lx» U2 
;. - t . ni.) - ~4.1~. _ ... ;1 il!; "t..:: ... y 1 ::: )'2 = C03l~3> ul YI + t5 "X3 Y! ~ ",-Uu:u'{;; '" JSlI:;tlipe AIt 
L'algorithme de sttuctme nons dunDe les, Oi'dre; e.:sst:n{Ïea n-~ =f12} et les ordrœ 
t1es zéros à Ilnfinl'n'i =1 1" 2i. Le robot mobile pc ·çède dcmcun d~m cre &ttUctute de t 
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que nous pOIlVOns combler en mettalltUD intégrateur devant rctu:ree U2". La mise d'na 
tûtégmteur devant ua (qui devient alors nn état z ,dans Je système étendu) va "'tc~ Y.Z 
dans l'algorithme d'invendon.l'01tt le S)fstèmeêrcndu. nous obr.cnons alors lîn\ltnîÎon: 
yi == - z sinCX3) Ul + cos(X3) Û't avec U12 (1: i) est la ilIJtIVtlleCiillrFe t!u syst~e 
n= ZCOS(X3} Ul + sm{xi) tl.~ 
Les ni sont maintenant égaux tWX trie resp:;crlfs. Un bouclage statique de:r:ouplmt et 
linéarisant peut mOlS être calculé en r6sa1\·-ant en Ut et u"'21es ,équations Yi = Vt. ri =: \'2 t.m 
!llOction des nouvelles entrées v1 ct \12. Le Ccm:tpefU"ateur ll~ complet peut alors 
fléc:ire: 
z == sin(X3l \12 + cos(xa} 'Il 
Ut = ~{COS(X3} V2 ~s:in{lC.lJ vIl 
ua =z 
où. V] et Y2 SOU'l les nouvelles entfiées et le SYStème bouclé a comme é~'ltions 
entl'.éeslsomcs: YI = vJ. h = V2 
Un placement de pôles pour ces deux $}tstèmcs linéaites motlUYaIiable.t;, pemlct akn 
de choisir les dynamiques de Y1 et Y'1.,. 
On rema:rquera la singnbttité en z = 0 qui ne pose pllS de problème ,en suivi de 
mjectoiIe lruU:s en pose ml il 14mët. 
3.4 Dééooplage des Systèmes NOD Linéaires sous Bouda,. Dynamique Pur. 
La motivation de œt1e se;t.dO'lII est de détem:tiJ:icr da!!! que! cas lm Bouclage 
D)'IUmÛque Pur (définition 33) peut "Iboudre le problème du d6emtplage si un Bouda,te 
Statique Rigutierne.lepe:utpas (t..elnt) ':#: i{n~)). Lanofiood'~ur~$~ 
2 sedinn 4 $f!t1Ii utilisée plnr expdmtrtme condition ~ ,ctSùffis:mte ilrt:résà1:~:djf;ül 
du Découplage ml mOj'en. œun Bow:1age Dyna.rniqDe}Jm:. Yêp1ir,;r~.~ 0:rted6~= 
ceu.e.a.mdfrW5flnt~tllmlana1~ aux_~i1Xdë~~tetillû.':JnlP1()it~ttr:-
... " ..~'~' ."; 
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Le problème du découplage 11·é,té défini en section 3..3.1; de plus le lien entre 
les ordres d'essenrlalité et l'algnritbme de stnlCtu.re a été présenté ~n section .2..U où l'on a 
noté ')i eJ. nie respectivement Ir:~ plus petits et plus grands ordres de détiwtian appandssImt 
dans les équntittns sélection. , . 'PAt par rrugl:ltitbme dè structure. Notons pour i :: J. _ p. 
Si le système est in~le à droite.. les Ôi scnt finis et la liste !a~ .. il :: .• "".p) 
représente la "différence'" entre la stru~ essentielle et la stnlcttJre à l'i.n.fuù. 
Le tbétJl"ème suh,1mt donne tille eondition nécessaire et St.Iffis.an1e A ta solution du 
problème de Déronpl~e au m!oyen d'un Bouclage Dyrunniquc Pur. Deux lemmes 
ptéIinûnaires sont donnés ~us car ns ont lem· propre iD1éret poo.r l'analyse ~
des sy5tèmes non linéaires. 
Lemme 33 (DIBS] 
Soit un système 1: im'ersihle à droim.. MOIS fi e:mte m-p œmposmteS de X. nméesXh ~~_. 
Xl ". telles que 
span{dit ••..• dXm-plil spm{~dY_ ..... dyli1») = spm{dx.dn..dY_.·.dyOO)~ (3.1) 
D 
Le lemme 33 donne 'lt[le ootkm dl~ SGttS-$~ aJtnmandah1e et nan. obsen.tablc qui 
joue le mIe de 5?," en ~ le1Plns Vmd sous espliiCt! œmmandàble contenu dans re 
noyau de la smtie. 
Rappel: nous avons défiru (Dé!'. 2..2) r* le. "mng i lWmiM pm- les œlnDl"PS de 
)'IntemaeuT qui a:m::espood au nwnba'C de smtIes puw ~ li = I1ie • 
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Lemme 3A [DmS] 
Soit un ~1êrne :t inversible il dmitè. Soit Y == spart fax. dYi, ... dy(n1r1}. i :::: lit ""* 
fi}. Alors il existe p·1" composantes de la mrtic. notl!:e.s {y'jl. j e 1}i teUes que en posant Y 
%: spr.m(dx., "}ir, je J, 1 S i ~ Dje-l 1. on ait: 
Le lemme 3.4 ent insrrumcntal car il permet une s61ectîon convenah1e des sorties 
tluxque11es nn applique }fa1gorithme d1ntenwteur et par lA une association convcrulble des 
entiers -fi et Die-
Ces lemmes trouvent particulièrement leur inthEt ~ le cas d-un système Ûlveœnle 
à droite et possédant 6vCtlrudlernent plus dten1Tées que de .sorties; teS tésultats pcuventêtte 
considérEs comme des OUM pour l'étuCllt -iu problème de 'Morgan (présenté en section 
mjvarttt) et sont un1isés pour le théorème suMuil • 
Théorème 3.'1 {Dm5] 
Soit un système Z mversl'blc il droite. Le problème du découplage ent.rée.s .. sm:tics a 
une solution au moyCt1 diun Bouclage D}'lUUDiq~ Pur si et seu1cmentsi : 
m-p~p-r*. 
où 1'* es~ le '*mng à Ilnfurl" par les Oflkull1e5 de rIntctacu:ur de E. De plus le pl'Qhl~edu 
découplagecnJIées..SŒ1ics a une solttlion au mO}'Cndlm Bouclage Dyrnunlque Pùr~gW1éf 
si ct seulement si il a une solution par Bouclage Statique Régplicr. D 
Le théorème 3.4 géoêra1ise aux sysitmes non linéaires les r61Ùœ.ts éta.h1k dans le as 
des systèmes fulêai.res; pIlllI' le ,problème du D&ouplage p~ Bow:lage Dynamique Pur 
RéguHtrnu non Régulier IDIOl} .. 
Remarque 3.4 
Cette ,cooffition (m~p ~ p-r*) en aussi une t\Onditionnéa:ssaire pour,le déccmp1a,ge par 
bouclage smtlque non IéguHer surféUtt. 
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Exemple 3.4 
[0] [1 0 . 0 xlO 0 l i::: "4 +, 0 0 0 ~) o 0 1 0 lU3 o 0 0 1 
Les ordres desl zéros à l*infini Cl les ordres d'esscntia1itésont respectivement {q t niJ ~. {3,* 
l} et {nle. n2c} :: {3. 3}. La condition do théotème 3.4 est sa:tisfitltc puisque 1:* = L Une solution 
'peut etre tOrrstnlite en appliquant la méthode donnée en Annexe 4 page 16 : un Bouclage 
Dynmnique Pur qui rend la Dlli.ttÎœ de découplage invmib1e est aJam 
3.4.3 Conclu~ 
Nous AVOns utilisé le concept d'Intemttcur (ou du moins $On "rang à Ilnfim-~ les 
œloMes) {)Our les systèmes non linéaireljj introduit en section 2.4 pour résoudre Je prOblème 
de Découplage entrée-sorde sous Houclage Dynamique PIUL Ccst une généralisation dès 
msultnts du linéaire [DIOl J. et une approche Imur hi solD1ion générale du problème de 
Morgan i..e.lè problème du Découplage par Bouclage Swique non Réguflet". Le sœ) résultat 
disponible pour ce pl/"Oblème [GLU3] est présmté dans la section SUÎ\-ra.nte. 
3.5 Problème de Morgan (Découplage Non Régulier) 
3.5J Introduction 
Dans cene section, sam précision conmdm nous ccnsidêren::ms le système l:où lit ::: 
p+ 1. A notre cmrnaimmee. le seUl tmtre résultat dmts la littét:ataIe sur le problème de 
détoGp1agc sœtiqwe mm t'égn.1itres {CHENi] .. n en cependant pIus faible que noœJ6dltat 
qui t'!r:Jf1ticnt même U1'.lt nom:dle œntrihnnœ pour ln. sn1Qrlœ du probIèmede MŒgan dms le 
cas des systemes Iinéai.res. dont hl 50httiflll est établie pour les ~cs ~déca1&ul.HERl] .. 
; ,f.ffiR21. fBERl}. IDESl)" fDE$41 c'est il d.iœ les S)'Stèmcs av-....c des sorties ayant même 
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ordre cssenti,el. Vcxemple donnE par Hencra et La.fay {llE.Rl]molltre bien que la canditian 
donnée en [DES3] ntest pas S1IffL~lepourun système non tfdécD.1e'. 
0 ,1 000 
0 0100 
X4 .0000 
'Œ) X,5 0000 CI ) . X6 + 0000 y= X.l ,x= 0 00 1 0 xl+xl 
X2+X8 0000 
X,9 0000 
0 000 1 
Ce !OJStème sa.tisf:ait dim R* = 3, qui est précisément le nombte trmtégnueurs que 
rOll doit connecter il Dl pœr rendre le système dkouplabJe mais CI1I mt il J'tly a pas de 
bouclage statique qui résolve le problème dt découplage. Les rêsultats dccettc section sont 
une application directe des techniques presentées au chapitre 2. sectÎmt 3. Le ,problème du 
d&ouplagc (réguliu ou non) peut êtœ posé comme suit 
Problème de 'Morgan. 
Eumt donné un système ~ trouver si pœsib1c un eompcruWeur statique 11 :: a(x) + 
PCx) 'V tel que pour tmu x 
dylD) É span,,'(dx1 (3.;,8) 
et (3,.9) 
oit v = (Vh-.... V"p- vp+t>~ Vp+l peut être vide. et ",. est le œ%ps des .foncdtms rafionncUes 
de v" .••• vtn-l) a-."CC des coefficients qui stmt des WŒtions mérommphcsde L 0 
La condition (39) repré:sente la condi!iœ de:non imentcûon eth \~p. 
(3.8) donne lacomw'lidabüitéde la sanie Yi (parl'emrêèV'.). Comme~~Wtt;~ 
(:sectinn 33) une condition n&:cssaim pour qu~ .système sOU: ôêcouphb!cF'll~~: 
quel type de compens~:tcur est son inve:rnDiIitél d!oite,amnJ1àUS$lp~,ditts~~: 
cene section q-uC E$ invemDlè il droite. c_ - ';.,; 4 
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3.5.2 Solution au problème à~oann; cu de ptt e~ 
La résolution du problème de découplage ut.lli.se de manière intensive le.snotions de 
structut'e à l'infini rappelées ml chapitre 1. section 3 el de structure essentielle définie an chapitre 3. 
section 2 Les <leu Ustes d'invariants correspondantes jouent un rôle (:mma! dans le problème de 
dérouplageœmme \'U dans ce clmpltre : Théorème 3.2 et Corollaire 3.2. 
Le,nune 3.5 [GLU3] 
Un sy.,;tême invel'Sible à droitel: peUL être dfatuplê PL{l'un bottclape statique 
régl.'1ie:r si et seu1ement si 
v j:::: 1 ..... p ~l c:: span {dx) (3.10) 
o 
La preuve est immédiate à partir de la définlnon des ordres dtessentialité Die. Notons 
fij le degré relatif oe la œmposan1e de sorbe }'J. alors, nollS avons: 
Théorème 3.5 [GLU3] 
l) existe un bouclage stlltlque sur rétat qui resout le problème du découplage 
de :E si et seWeIù 'ml si 
(i) 
et (d) 
3 i EU ...... pli V j :::: 1 ...... p. 61 C ~i 
nCt» ri' . '. {A.... d" d (n)} Ô ..,. span3C. \LAo y..... y 
(3.11) 
(3 .. 12) 
où 8:::: dlm (ai Ispnn dx}) et nI j 02 j ••. j'ok:> ... est Ù1 œa!ne de sous-espaœs 
définie par rexpres:sioD (2.1) au dulpitre 2 section 3 associée à V1 := l1~utl. 0 
.sR 
La condition (1) exprime la limitation du nombre dte.ntrées puisqull estnécèSSlÛre 
qu'un seul esvace &1 contienne tous, tes autres espaces ~j. Ce,tte condition peut !lre 
égruement obtenue A 'partir de la remarque 3.4 où m .. p=l: il est n!cessalre que le "rang à 
rinfini" par le..'i ,colonnes r* soit ~ 1'-t La condition rd) représente rexisten~e dlune chaîne 
dintégcueur5 nécessaire pout découpler par bouclage statique: œue chaine est è()tnn:llIndable 
dans le sens of> rt span$, {dx} et non observable au sens de (3.12). L*excmple 3 .. 1 traité 
cl-après est un exemple d'application du théoltme 3.5.. 
Remarque 3.5 
La définition de "1 ntest pas unique puisque dIfférents indices i peuVCftt satisfaire 
(3.1l); quoi qufj1 en soit 1t.~I\ conditions du Théorème 3.5 ,sont équiwlentes ~ différentes 
entrées vlsontconsidérées. 
Calculons la stru...'1ùlre à rinfini : {nt}; n'21 = {2; I}, el la. structure essentielle: 
iUle> Il2eJ = {2. l}. En posnnt UI =: 14. la nouvelle Stt'UCttlœ lllnfini devient {fi1'l fil} = 
(2. 2.} et la stmctttre essen1ielleest incltangée. Le système a\'etlles en1I:ées U2 et US est ,alw:s 
découplable. Cet ex<:mple représente pleillement les aspects. nem, l.inb.ires du pmb'i!me 
puisque st"-• In pIns grande disnibtttion de (olIUlUlndabiUté l'égulière itF-.Juse dans leoo)'all 
de ila diMl'ibution dy est nulle dans le voi.sinttgc dm pafntl'égu11er [lSl4]etCOD~tatt 
cas linéaire [DES3] • . m,. ne.sert pa=; pour résou.dre l~l! le pmbIèrnedudéœUPlage..Il 
eJdste une distribution de œmmanthlbillté dégénérée non mille [NUt}çnDIenUé dmsket dy .. 
precisément span {gl(X)}. Ce concept de distribution de COlllJlU!tldllbililé dégénérée est 
diffimlç à utfiiser pour les systèmes nonliné:aires en gén&atcar n n~ pas tmljoars un 
élément maximal unique dans la classe de ces d1sttibntions amtenues dans ker dy. Celàe:st 





CJ . 0 () l Jo= 0 + x3 0 lt6 o 0 
0 o -1 
On védfie que; 
sont deux distnoutions de commandabllité dégénérées oontenues dans kec dy. Elles sont 
maximales car (l!D \tërl.fie que toULe distrlbution de cmnmandabUité contenant $l,t +st; ne 
pomra être incluse dans le ntf.Yilll de la sorne. 
Exemple 3.7 
000 
x] 000 ~) 010 rt+X4) l' - 0 +! 1 0 0 y= x4 J 0 o 0 1 0 
0 x5 00 
Sur cet exemple comme oalcn1é en Anne:u: 3 page -6. St- Ji'est d'aucune aide. pour:rendrc 
la stmctme à rinfini égale à la strocttIre essentielle dans le but de déroupler car ladymunique 
restreinte à !Jt.* n'est pas totalement linl'JlrÏsahle. Po'l! vér.ifier les conditions du ~OIêQlc 3..5. 
cu.lculons: 
&1 = span id1:. d(X2 + uJ}. d(X3+ Ûl») &2 = span Idx. dUI. dût } qui vér:ifiemh 
condhion i du thémêmc (le nfltt1hled'enttées à mtmder est 1). 
etdim {&! /span {dx})=2pem1ctde~qœ: 
nf) = SpaD ldxJ. du2. dUit d(xS û!"+- ttlu:31 } q. span!1{.(dx.dY ..... ~ drU;;! 
ce qui S!ltimdt la ,condition li) 
Une solution au boudage statique mm regnlierpeïDt êtrè tomtItÛt (An:hèxc 3 page 1). El1b 
conS~ à déteIminer une cluûne "gênéra1:isêe'" de de!UX imégmzeumqw pett\*entatte ~lês 








_3_ .... (J> 'l"s 
Nou.s avons étudié icll~déciJuplaJe $tIÛque non #guIierm utilisant ~s résuJws 
d'analyse présenr.& au chapitre 2. ce 'qw nous a permit tritabnr W'lC condition néœssaim et 
suffisante COnstnlCÛ~'e dàns le cu p+ l. entxies. Ceci clôt pour œ chapitre rêtudc sur le 
d6:0upÛlge. Maintenant la noncmll'équivaIencc dt: deux sysœmes non linéaires v& être 
abordée.. 
3.6 Equivalence de systèmes non linéaires sousCDmpàl$aleur D.JIlallÛque 
3.6, 1 IntrpductioQ 
Comme dans la section concemant te pmb1!.nu: du. lléCollPlâge sous Botstla,ce 
D)"IWniquc.1a notion d·IntcratteurVil~tre u~ icl.dmi son rôle ~. çtestidiiepoùt 
caractériser la notion d'EquiwQce de systèmes non Un&ûessous Ctmipc:nsàdon 
Dynamique (cmnme cela a été fait pour les systèmts linêIh:u[WOLID. LfêqulmeÎlCe 
dyna.m.iquc est en bit un cas pmiœlier du probilème dt pomsuiœ exadC ac 'modèle ca.le$ 
rôles du modèle et du :proce.uus sonttdw:i~ de manm ~étrique. 
Unenotiond'êquivùnœdynmûquc a&t~~tiRUD11 dans'unaàre 
l1œnécessain:mcnt ~mien· où. bsystêmes n~nentpU une~OI1 dû.t'jpe 
(Ll}~Nosrésul~tssanttoutiJaitpariÎèlset~;tb~Jlt.jim.'.Ètpd~ 
aupanr\,UtdmJSlésultatsesse.mie1s selimitc:ntiJàclasse:des~~c~tt&:~· 





Soit deux systèmes ri:: (fi. gi. hi) de la forme (1.1) pou.r 1=1. 2. avec rétnt xi 
appartenant à un ouvert de !ROi, des entrées ui e IRml. des sorties yi e RP1. ::,upposons que 
fÏ{O) :::: 0 et hl(D) :::: O. Alors 1: 1 nndt2 sont dits iqllivmen,t.'i sous compmsuiio1f dynamique 
au 'voisinage de l'origine (et noWi ê.crlrons Il -I2) si il existe des entiers ~~ 1=1. 2:. des. 
Compensateurs Dynamiques nei pmu Ii. avec un éwl;l appartenautt à un ouvert deRItl. 
ayant rorigine comme paint d'équfuorè., etE> O. tel qu'il existe T > 0 avec: 
1 CI (DCt}(t. O. O. u2) -1 (t. O. u2) = O. pour tout u2 dans 1-[0. 1'] satisfaisant Unln < e. et 
..;?"" ~)(t. O. O. ul) - yl=l{t. O. u1) :: O. pourtont u1 dans L-[O. TJ sat:isfn.isant flu1tl < t. 
paur tout 0 S 1 S T. o 
,. 1\ Ir. 
Ceci définit une relation d'équivalence. De plus. si~l_ p .. alors ~t _ :t2.où El = 
A 
};1 0 Ql et t': = :E2 0 02. avec QI et Q'1. étant des BouclagJeS Statiques Régtilim. Dans le cas 
de systèmes tin~ Il et 1:2• cette relation d'équivalence cotTeS'pond à poursuivre le 
système Il en ;appliquant A L'un ctlIUpenrateur approprié et vice versa. En fait la défuûtion 
3.4 est une version plus forte du problème de poursuite de modèle ex11C1e comme définidnns 
IDm3]: ici. le modèle doit pouvoir être poursuivi par Je processus. mais de plus la réciproque 
doit être vraie. En réalité. co.mme cela est rait dans le cas du. problème de poursuite 
asymptotique de modèle [DIB4]. on peut aussi définir rêquiwlence asymptotiqùe de deux 
sys1èmes non linéaires.. 
Dans le théorème suivant. DOUS établirons une re1llUOTt entre l'équivalence dynamique 
et l'équivalence sous CompeDSZ1teur t"t1lS S ...... Ceci montrera aussi ,que l'équivalence 
dynamique peut être Vil comme un cas pa. -ticuller du problènm de POUl'SUite exacte de 
modèle. où le problème de pot11'S1iite exac.te doit ~tfê obtenu par un Compensa.teut:sans S-
Régulier. Si 1:1 et El sont des systèl:nes linéaires 1,,, .. "0 des m.aldces de ttanSfett W,(s}et 
\V lJ!S)~ nous aurians le fait que Il et 1:2 sont équivaleI4~. si et seulement si.. fi alste :1.1i1 
compensateur bicmlSfÛ B(s) tel que \V t(s)B(s) = \V 2(S) {WOLl ~ Dans le ,théure.ne sttn'ànt 
nons üevons 5up.poser que :Il el:E2 SOIlt ùn'etSibIes àgaw:be an voisinage de forlgine 
{DIB4]. Cene hypothèse 't':5t œrtai.nement satisfnite si );1 et };.2 sont iJl\-'erSibles l\ gauche et 
que lllrigine est un point regnlier peur l*algorithme de S1EUcture.. 
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Le théorème SUtVàrlt montre que ln. notion de Compensateur sans s...uest imposée par 
rétude de l\~:'quivalenee dynmnlque. 
Théorème 3.6 (DIBS] 
Soit deux systèmes ~1 et);2 saûsfaisl'.nl les. hypothèses de .b dé.rmitlon 3.4. 
Supposons que};l et:t2 soient inversibles à gauche en zéro. Alors. El ... 't'2 sl etseulëmertt 
si ml=: m2 el fi existe un Compensateur sans SlJiI Réguller (RDCO) pour tl défint loonlement 
dans un voisinage de Jfongine. ayanlcumme entrée \;2. sortie ul t MW.O) = 0. FeO. 0) =: O. et 
un &00. tel qu'n existe T~ avec la propriété! 
";1 c RDCO(t. O. Oi ul) - ?Ct. O. u2) = O. pour tout u2 dnns L...{O. Tl satisfaisant Uu2tJ <er! 
pour toutOStST. D 
La secondeoonditlon où les rôles de Il et :t2sonl échangés esttedondantedans 
rénOI:\Cé dll théorème 3.6 dans la mesure ob eUe découle du fait que le eompensate:lr est 
invem'ble. 
Une condition :nécessaire et Sttfî'isante structurelle dtéqtriWenœ dynamique pout lC$ 
systèmes linéarisables ent:réelsortie est donnée pUt le théorème sW"'Mlt. Bien que partitlee 
résultat 'C{)ns:tit.ue une gé~on évidente du eu linéaire. 
Théorème 3.1 {nIDS} 
Soit ];1 et 1:2 selon la Définhioll 3A. à~ml = ml= Pl =: P2~ SUPPO$OOS que ~,1 èt..t1 soient 
in~'ers11ileset liOOatisahlesentree.smtie par Url bouclagestatlque têgt1Üer sut l*état eli 71..ro" Alors., 
'El et];2 sont dynamiquementéqnivalenlS au voishlage de rorlgine si ét seutc{Dènt si lelirJ 
In1emcteurs roincldent. 
Le problème tfEquh7a}fltlœ D}'nm1iqueen non Un6aûe qni li motivé re~~t 
œna.tm travnux ,thms la.liUémUIrê [RUDt] a étê œJ1$idénHci d: ;résolil P9ûri1ê$ ~~ 
llnéarisablesentn»-sorue.. Le tmvai1 préseà16 ~ sed10D 3 .. 4 peutatlé i:9nSî~,cQni@ê;iftfe 
ê .. \'eISla énémlisatiM de {\VOLl] etcontp1èteœt1àins~~:dè:l1tiy&lœ" . tn:pe g . '.' ,. . ... ,,' '. - '.c,' . ',' ',.,., ","," ~ 
en non lio6iirc. Retenans que la notiun deprôpret!n~apaS:êîé~~'m.®!ll;~o o,; , 
- _.~_::! -
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3.7 Stabtlité des Systèmes .Déco1 \plés 
Leproblême du découpt1\ge avec sw.bmté dllWi le CIlS linéaire a eu une soluûon pour 
un compensateur statigue grâce fi Oilbert [OILI] en 1969. L'e. :ension des travaux sur le 
sujet nU cali non linéaire. plus récemment (1988) PS13]t 11 établi qu'un bouclage statique 
réguUer qui découple un système 1:. indult un sous-syStème inobservable et non 
commnndable (défilÛ par une distribution P*) dont les dynamiques (et donc la stabilité :interne 
de 1:) sont indépendnnœs du bourlage {statique). Donc si ce sous-système est instable. aucun 
compensateur suuique ne pourra aboutir au dkottplage avec stabili1é. 
La distribution p. est rlérmie par : P* = n Pt' oilPj* est la plus grande 
l:SlStn 
dlstributi'On de commandahillté contenue dnnsker db} • 
L'utilisation de Compensateurs Dynamiques permet ,dtélargir le champ dtlilpplÎG1lt1on 
du découplage avec smbillté. DllttS le cas linéaire W • .M. Wonham et A.S. Morseoot. en effet 
établi (1970) (WONl] que rutilis.ation de ée type de compensateur pennettalt d~aboutir au 
découplage avec stabilité si ces 'Objectifs de stahiltqtion et de découplage pouvaient être 
atteints séparément. Ce résultat signifie que la dynamique défmie par I" peut ~ totalement 
éliminée dmlS le CM linéaire plU l'utilisation dlm Compensateur Dynamique. 
Pour les systbnes non llnénires. les cuntrlbutions marquantes sont dûes il Isidod et 
Grizzle {ISD 1. et ft Wa,gner IW AG 1). Les pre.mierJont monttéqu1fi existe des syst!mes non 
Ii:néaire.s qui ne peuvent pas être à la fois stnbmsés et découplés alors que run ou l~aull'e de 
ces objectifs pouvait être 1U1eints séparément. Ceci mWltre év.idemmem que raD ne peut pas 
totalement ,gén&aIiser le résultat obtenu en lln&dre. Ensuite Wagner {WAOl] amonttêpar 
une approche géométrique que similnirernenl au cas statique. unc:ompensaleur d,ynamiQ.lm 
(OC) découplant le S}"Stème peut induire cerurlœs 50U.H1ymm1ques minimal.es inobseMbles 
et non aunmnndnbles définies panme distno.ution Anm. 
a) Si les dynamiques deAmh wntm... ~les n n4y a pas de découp1age, pOssible a\'eC 
stabilité 
h) Âmn Cp· 
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dl âinlx est nune pour Jes systèmes linéaires. 
Notre çontrlbution est Uée l la réduction dea dynamiques fbe.s sous extensi,on 
dynamique et tout en restant dans un eus pattlculier. nollS montrons que ceUC réduction des 
dynamiques est un phénomène intrinséquement linéaire. 
Si E :appartlent à la classe des systèmes ctUl'és, découplàhles par compensateur 
statique. on peutl.Oujours récrire $OUS hl forme : 




Jm -= f m(xm.xm+21 + gmCXm.X.ul+V 1f:m 
. l m+1(x) im+l(X) } Pi. =n .. Xm+l = + 'fi Pi 
1:= 1 ,(3 .. 13) . 
-Xm+l = ftn+l(Xm+2Î 




l'm = hm{xmt'tm+V 
après ravoir découplé par nn compensateur statique n =F(x'J, + OCx) Y .. l.es 
" distributions Pï îndufuos par le compensateur ~ i&rl\-em ll1oœ: 
• a a 
Pt =Sp:Ul {aii '* êb:Jn+l } 
. 
• .. 
• , '. 't _ 
et btdi.çtribl11ion p. = Q Pi .~aux ~detdiTJtiInÇ~: . 
définis dans le cas Unéalte [lCAl].1ICA21 .. Elle Sèra tqujottii p~~tt~'" 
caIJardque découplée parbouclagl!~n!gUllcr;. 
6S 
Wngner a délinl une $oWl·distriLution de p. qui est in'tductible par compensateur 
dyruunique : 4mb: [W AG 1]. 
A partir de la Conne découplée d'un système (3.13) 00 encore : 
i = f(;t) + il(X) VI + ••. + gm{X) vm 
Yl = hl (xl i = 1,._ ln 
Soit f l'idéal de Lie engendré par {es dtamps de vecteurs H il . ad} 8jl j~i; j. i=l*",,+ ,m; 
~ Ide l~1Ûgèbre de Lie en,gendrée par ( r. i 1. .... im). La distribution Âmb: est dérmie 
par: 
Les champs de vecteurs génémteurs de Amh impliquent niD moins deUll champs de 
vecteurs il et gj d'indices différents. 
Cette dynamique étant irréductible. la stabilité de la d)'Uamiquc restreinte ,l Aüûx est 
donc une condition nécessaire pour te découpla.el" :!lllmniqu~ ,avec st.ahitité. La quest!un qUi 
se pose alors naturellement est : la dittrlb1JUon 4mb: est flle la plu.; petite distribution p. que 
ron peut obtenir par compensation dynamique. 
Notre contdbution dl'1n;5l'étude de ces dynamiques de zéros interconn~~ et de leur 
réduction par compensateUt dynamique se situe mut d'abord ,dans un cadre restreint où la. 
dimension de cette dynamique est égale i L Pour simplifier l'étude.. mais sans restriction, 
nouvelle. naos considérerons les systames oÎl n nt y a pas de pl.t1:ie non coJI1tliandable {1a 
dynwnique Xm+2 dans réqu.l1tion (3..13) est vide}. 
Nous pouvons mars~.crire le S)~s1ètne découplé pu bouchtge statique par! 
Xi = f},(xil + 8l(Xi) Ui for i = l .... .tn (3.14) 
111 
i = Zl (x.z) + l Zlil)'..z) Ui (3.1S) 
l::ol 
(3"t6) 
(3 . .17) 
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litai \;: Xl ex. z. ~a) poUt i ::: l#~~.,m (3.l8) 
l.el que (1r. x,ul."'l xmu> définisse un changement de varlàblelocàl de eX. z. xal et 
Le système se réduit maintenantenp ,sous-systèmès, donM seulement plI' (9.J4) et 
(l.19) : il n~y a plus de dynlUllique de zéros mterconnectés. Le problème dehstabUfsaûoil 
,.'~ plus alors qutun ,problème de stabilisation de systè:me rnono-entree mOiiO-sortÎa. 
Exemple 3.8 
Xl::: fa(xd + gl(.xllul (dlm Xl = nI) 
i2 = f2(xV + 8;a{Xa) \12 (dim x2 ::: ni> 
i ::: Xll1 +X2Z2 • z 
YI = Xl • )'2=Xl 
Une solution duprobl~.mt" est 
ia1 =XI +Xal (33.1) 
dtoù iâZ::: Xl + Xa2. ce qui est la IOd6connection* ,attendue: les deux sous-systèmèS 
&!couplés sont donnés par (Xl, xell et (X2. xâl). 
Len1me 1.6 
Supposons qull existe un ch!Ulgement de coordoXlIés 10Câles(Xl .. ,.."xm,Ç)paut ~ tel 
que 
alors n existe un compensateur d,yrunniqtn:. (DC)œl q\te le ~.tètnë fl:tQttCl~ ~itup 
syQème déeQuptê smJS dynrunique dê 2éro 1ntetton.œcté. 
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Pl'euVe! L'extension dynnmiquu 
Xiii == Zu (xi) + Z2i {xi} UI + ).. XaI fori:: 1 •... .m-l 
et le changement de variables 
(3.24) 
m-1 





Le système étendu défini par les équations (3.14) .• (3.24), (3.26) and (3.16) satisfait 
l*objeatlf pnursuh1 puisqu'il 'ml réduit à tn sous-systèmes découplés dont l'état est (Xit xat) 
pour i=l •••. .m. 
Notre contnoution est de Inontrer que. modulo œrtaines tra.nsfmml1tions non linéaires 
la dynamique de zéro m1erCOMec'Lé doit nécessairement poU\'Oir s'Iéaire sous 14 {(nme (3.23) 
pour pouvoir être éliminée par compensation dynamique. 
1.1.4 Une çoru:fiUoo néc:mQ1re et suffii1lJ1tQ 
Oms cette section nous nous restreignons llW cas DilI est Wl système découplé av~ 
·deax entrées. dlMt sorties et une dynamique de zéro interennnec~ de dimension 1: 
il = f1{xl) + 81(11) flt (3.27) 
ia = i2{~) + gl{l2) ~ 0.2&) 
z == Zl(XloX2.Z) + Z:u(Xl.;X2.Z) ul + Zz!{Xl;KLZ) ~(3.29) 
YI = h1(x1} (3.30) 
12 = ~~ (3,31) 
Lu restrlatilll1 principale dans cette se.etion est la cl1we des ttansrottnaUW1S 
utilisée. Nous recben:bons une solution qui œnsht:e en l..tne extension d~qœ de laIonne 
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Xa = Fa(Xttxa) + GIJ.{~l.XtJ ùJ 
et un changement de vwble(.'ll~ x2. xai. xa2) où 
Xal=X" 
et Xu.2 :: X2,(z..xa> 
Alors nous ohtenotlSt 
Tltéorème 3.7 {GLtll] 
(3~32) 
n existe une f.'lXtenSiOD dynmnique (3.3a) et un thangementde vi.Uia1i1ês loca1es{3.33) 
teUes que 
(3.34) 
si et seulement si 
al réquation (3.29) peut s~: 
2: = R{z)I Z' Il (x 11 + X 12(x2) + Z' 21 (xl) ui + zt 12(X2) u2 + 1. f Rizj dz] (335) 
avecle R 
cu de manière éqUivalente 
h) n~te ~ :: cp(z) telle gue (Xl. x;z. ~ définit un changement de varlables poUt 
(Xl. X2t z) el 
. 
~ :: X u(Xl ) + X 12(~) + 2:21 (~) ~ + Ztn<x,.> ~ + "- ç 
Remarque 3..6 
Le théorème 3~' donne une cond1tion néces$aire et suffisante d'élimination ·de:lâ 
4ynamiquede zéro in1ercmme.cté puisque la partie 'P." du SY~è étendu l'.r: ooit!tre vide: 
~ se décompose en deux sOU$ .. ~stèmes dont les états sont (Xl, x.ù et (Xli xal). Ën 
reprenant rexemple 3.8 et la solution trouvée,. l~n (3.21) lfest pas $ftÎctètrtent une. 
,copie de lOut ou partie de l'équation (3.23) et l'équation (3..22}nitest pJ:sûne~~ 
linéaire de la d~ de 7im et de l'e:c,ens1bn. mItÎS en œns1dénmt tul d1:mgëbie1'it'dI:: 
.. 'm'i:.tble de z en ç telle que la dynmnique de zéro S~Vê! 
è =x1 +X;a+ ~ 
alms le Cômpensateur.iniûal !l'écrit : 
iat = Xl + XJaj qui est une CQple (dl1ne ~{1~,,44Jtl1~1lJJ~,~~.~g 
,.. . - ,·,;~t -'-_ - ·-""""t --::::;." i' 
~)et 
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3J.S Conclusions et remaCQ.Yr:s 
Nous nous sommes intéressés à la notion de dynamiques de zéros intereonnectéllqui 
peuvent être éliminées par un choix approprié de compensateuT dynamique. Bien que la 
classe de compensateurs soit limi~ le théorème 3.7 donue uné condition nécessaire et 
sufflSl.Ulte et montre que dnru; ce cns l'éllmiuation d'une d}7D11lI1ique de dm in~ est 
un mécanisme intrlnséquernent linéaire. 
En rai~ le théoreme 3.7 peut être génémtist! ~ facilement A un système. mutti-
entrées mulû-somes quia des dynamiques de zéros interconnectés.. Une telle généralisation 
,",onnenut one conditIon pont rélhnirurtion totale de ces dynamiques. Si la eondition(3.36} 
est théariqoo.la condition équl\c'lllente (3.35) est facilement \mfiable. 
Plus récemment [BA Tl]. une condition nécessaire 'el suffisante a été troU\-œ pour la 
classe des systèmes Cl1ll'és dont le découplnge peul être obtenu (sans stabiIl1é) au mJDyen dltn 
bondage statique régulier. 
3 .. 8 Conclusion 
Nous avons présenté dans ce chapitre des notions nOll""etles concemmt le conttf'jle 
des systêmes non linéaires. Le Découplnge par Compensateur D)lJlamiqu.e minimal a·été 
défini b partir des oIdres essen.tiels(donc de l'algorithme de struaure). Ensüite. en utilisant 
une nouvelle classe de compensateurs. nous .1\'1ln5 étudlétout d""ord le p,roblême du 
Découplage. puis œlui de l'Equivalence des systèmes non linéaires. La solution du premier 
de ces deux problèmes peut éga1ementêtm considérée comme tme approche pour 1.a solution 
du problème de MOl'glllque nous avons résolu ici ,dans le cas des S)'Stèmes possêdant une 
entrée de plus que de sorties. Ce résultat. bien que partiel. est innovateur et œnduit à 
s'ln!éresSer à la notion d'état générl.ùi5é po~œtteclasse de~ 
Enfin. l'étude du Découplage ,avec Stabilité par com~ D}'1lllJ1ÛqUê dans 
œrtaines conditions nous a pet1IÙ'S d'établir uneconditioD nécessaire ,el .sufflSitnte 
co~-e (OLU2I. La rêsolution du problème a depuis été complétée pztr11Ile œndiûon 
nêœs.s.ûre et suffisante sans limitation de la classe de tnmsfonnation dtms {BA12]" 
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Chapitre 4 Applications du Contrôle des Systèmes Non Linéa:ires 
4.1 Introduction 
Comme précisé dans l'introdtlcuon gén~ le but du chapitre 4 n-est pas d'illustrer 
les résultats théoriques pnSsentés aux chnpittes précêdents.1 ll1aisdc montrer que le!. outils 
algébriques sont facilement utilisables cm pmtique; de plus la problématique étudiée est 
commune avec les dhapltres précédents puisque le cœur des commandc$ non linéaires 
utilisées est la llnéarisntion SClUS botclage. L*Automatique en ~nétal et ItAutttmatiqùe non 
linéaire en particulier ont entre aull"eS 'buts celui de résoudre des problèmes conerets de 
commande. A ce titre. notre pmnierrésu1tat (au ubmatni.re itAutomatique de Nantr..s) dam 
.le domaine de ln commande non Iin&ire est relatif au .rejet de perturbations lyeCmmiUtci 
appliqué il un grand pétrolier mmtu:ré en un s.eul point [MOO1]. Ce cas (ancien :1982) ne 
sent pas évoqu~ ici. n mettait en œuvre des outils géomélrlq,ues avec le caJcul de 
distributions (f. ,g)-invanantesrums que ce mémoire est consacr6 à rapproche algébrique: 
les appUcntions présentées ci-après n·uwenl que des calculs algébriques pour Ja synthèse 
des lois de commanda. Le propre de r Automatique est égaiement de s'appliquer à des 
domaines très divers .. C'est dans cet esprit que sont exposées dans ce chapitre. trait 
applications de la com.mant1e des systèmes non Un~aites. Les processus choisis (robot 
flextole. machine électrique ct engin spatial) sont assez reptésentatifs des systèmes ob tes 
équations sont fortement non linéaires ~ font panic de la classe des systèmes éwdiés dans 
ce mémoire. De plus ces systèmes prescntc.nt des particularités qui rendent lent commande 
difficile : dynamique de Zéros instable. problème de cOll1DWldabillté. problème de 
senslbiIin! vis il vis des pammètres. 
La deuxième raison de ces choix est qu*m ne sont pas simplement des exemples 
d'école et de nombreux chercheurs ttavm1Ir:nt sur ces processus.l.e robot souple étudi6 est 
un prototype duLabmtttoire d'Automatique de Nantes et des e$sals sur site seront présentés 
dans·ce chapitre. Le contrôle de macbinesélectrlques stinsttit dans une action nationale 
commune entre le G.R. Automatique et le GAE.C.O. Elcc;tnltecbnique. La machine 
synchtnnc étudiée ici. est le modèle Ietenu dans ie cadre de ~ action. lei moyens de fai:rc 
un comparatif des resWtalS obtenus par diffœntes œcllniques de commande se mct:tcnt en 
plnce acruclIemenf,. Enfin la dem1èrc çp'lic:ation présentée dansa: métnoire: est ë; rentrâte 
d'un engin spatial qui faisait robjet «.fun contrat a\"CC rAlgertte Spmia1c E~ 
Les techniques de commande url1ism :soot différcntC'.sse1on les applications 
présentées. Dans le cas du \'éhictûe spatial des rechniques de pomstt1.tc de 'tra~ ont 6té 
utiJisé~ ainsi que ,des leChniques de eomtnande par "\nodes gmunlS" {SIR.l]qutest UI1è 
conjow:thm de cotn11ltlltl1t ttni~ fr.aJ,cul4b1e tk 1I1itntire tûgib~J f.tJ.~  
discontinue stabilisanre fondit!. sur ~ fonction de LyapU:1ttJv. Cette dtndêIe 
14 
propriété est importante pour ce ganrè d~tlppUf.tnl.Îon ott les ptuametres (coefficients de 
portance .... ). les pertUrbations externes (vent. vnrlntlon de densité' 'très haute altitude, .. ,.) 
sont tliè.; nlal connues. POtlf le robot flexible. Inltr..cbniqurt. de tinétuirœtion pur bouclage 
statique est possible sur eertnines sorties. sur d1autrc.s nous nvons recours à la commllnde 
par "modes glissants" cornIlle pre.sent&! cl~desS'us.+ Snrm pour le controle du moteur 
synchrone. dest!tudes pnr lin6arls1luon ,ex.nde {LEPl] et "ommnnde adaptatI.vè {OSOll 
étant disponibles ~t1r le modèle retenu, et les. commandes clectronlque:s ètl aval des moteurs 
(intetrupteuns statiques) étaru bien adnptées il. ln commnrEJe discontinue. ctest leQJntrQlépar 
"modes glisslmts" qui ,ft été mis en oeUvre. Nénl1mtl1~ ~,i.-: défaut m.trjeur deœtte têclmtqùe 
('".st la possibilité de commutntlon à hnuw fréquence de;a ,urtie Wscontinue delacotnmrulde. 
nous a.vons pour toutes nos nppUclldons adouci cel1::-ci plU' des tecbniques issues 
notttmment des trnvaux de Slotlne [StOl]. 
4 .. 1 Robot nuible 
4.2.1 Pruihiondu 11mb1ème 
Le contrôle des robots est un doronille de rèchen:he très attit Pnrallè1èmentll't$UuJe 
du ièontrôle des robots rlgid~ l't\*t)lutlru1 technoloJique a permis de tédttire: ia Jl1aSSe des 
systèmes robotisés et donc (i'aecroitre les contraintes sur tes vitesses di: déplacement 
detnruldées. Ces con'tmintes indalSent de nouveaux problèmes decommnndeet les 
performances ntteintes par les caJculnu.'lttts ont permis d1mplml'tèi" des algorit.hinês 
complexes. Les effets dtls mt1 déformtttioos des bras peuvent devemÎf ftnponnnts. Des 
solutions pour amol1ir ln structure de brns li!:Fs et mpldes ont été dévetopp€es [HF...NIJ. Uue 
autre solution pour contrllier ces. stnlctute.\ est de déterminer des tnijectOÎt'e$ non ~cltantè$ 
pour les déplacmlents élttstiques fSERA}. n est très difficile de tenir compte des pertmtumw 
ttver de teUes méthodes. An..~ prmillèlement des études SOill menées pour l'uppllc$tJttrles 
, ~ 
œchniqf.1 :s non Unénires nu controle de!: m'oots d'une part :.t\W m1itulntinns t1:ed.bles{D~11 
et dtautre pnrt avec brns flexibles leHEll. {AOUn~ lDnSU]. {IlESCll .. Sw voQblr!JIt 
exhaustif plusieurs approches sont possible ... pour le ehoix du modèle: approehemôda1~ 
[SICt1. modèle li. éléments finis {SUNl1. tCHEn. C'est de oette dernière lUpprOèl1e dottt$ 
issu notre modèle.. 
4.2.2 Modèle du mbgt flexible 
Nous prése'Jltons ici mpldement ie modèle utlllsé (,'oir roM3] po\Wlâ ," 




rigide ('llirtuelle) de cbaque bras. Les équations d'un robot avec n;. artloolationspeuvent 
s'écrite: 
.. . 
A(q)q + B(q.q) + O(q)+ K CI = La ra (4..1) 
Où 
• 
A est ln mamœ des inerties. B(q.q) sonlll!S forcr.s de Codolls et œntrlfuges" 
q = [qrT • 'leT]T est le vecteur des variables rigides et élastiques 
. -,. 
'li el'q sont ~vement les vecteurs \11f:SSf! et nccéleration 
K contietltt les 'termes de raideur 
G(q) contient les. termes de gravi.œ qui sont omnpensés dans le cas de notre robot C(q}=O 
ra est le vecteur des couples des actionneurs (dimension: tir). 
Le modèle retenu utili.se lIltt élément fini p.ar bras.. Nous avons alors trQIs variables 
pour un bras ai aligle "rigide" et VSl et Gai les déplacemenm et ro~on.s élastiq les (voir 
figure 4.~. 
Figure 4.1 : Robot flexible un bm 
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LI mtpression des matdces A. B. K sont définies dans [CHE4}. et ptl\lr tU1 robotnn 
bras elles sont: 
A= 
p[ u+ S~L41A+JB 
p[ 14- iaSL.2 ]+mcL 
SL3 
-P20 +1'0 
o 0 0 
o~~ 
o~~ ! 
1..=1.005 longueur dn bras {ml 
p[ 1+ frlSl)!}mcL 
[61 13SL] P 5L + 35 +mc 
P[ 1 llSL,1 
.. 10 + 210 
:Mc--6..79lUl!SSe COilCèntrêe en bnutœ, hbls (Kg) 
lA=l,,'& Ut3 iner:tieconœntreel.fŒigipedumas!( ~~2J! 
sI) .. 
-p 20 +Jll 
[I llSLj 
-p ïô+ 210· 
[SI) 2L~ P U15 + 15! +IB 
17 
E 1= 6.1,67 moment quadrati,que de la section x module d'Yo.ung' CNm2) 
Sur le t'COOl expérimental. les premiers mode:s de la structure m6canïque sont aux 
fréquences 0.164 Hz et 2..43 Hz.. 
la grandeurs mesuréeS sont â. 8. et des jauges de con~ l~ le long du 
mu permettent de realculer (via le modèle) :tes va:riahles élastiques ct ltl1rS dérivées. La 
trajectoim désirée es[ une tnljectoitc polynomiale du cinquième ordre de façon lavoir du 
conditions iniûales ct temûnalcsdouces. et pennctdta'v,DÎr les 'vitesses et aa:é!érations 
désir6:s tOl1t au long du dêplicemeru. 
------------'------~~.~~ ... 
figm:e 4.2 Robot Flexible du L.A.N 
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Les p:emicrs tra\'aux que noUSi avuns menés pm:ar le tOr,ttrôlc de ce robot OJJt montre 
que l'on pouvait utiliserune tecbniqucmue des derniers réstIIltats enœmmande :ttonlinéail'e 
pour œrtaines sorties lCHE2]. La technlque consme, i détttnûntr un ,eompenutetir (mtique 
pour notre mbot) qui permet une lin&rlsatlon enttêe*soniepuif lan ph1tementdc pôks pour 
~poscr les dyna.miqucs dêsitécs au robot. Les sorties. 'selon le chOix fait. pêU\"ent avoir des 
degrés relatifs égaux à 2 cu à 3. 'cc qui slgnifie rexistencc de dynamiques de mu$'( le 
modèle d*6tD1 ayant. une dimension n = 6). Le ca1ettl du boucla~ statique permettallt la 
linéarisation 'exacte de ces différentes .sorties, ~effectué à !l':'l1i& .' an PrQgtaml1leque nous 
avons écrit d.an! le tangage Reduce et qui ca1cu1e pounm syrimle génétal de la fomle (L1) la 
condition de découplage statique {rang de la matrice dcd6cbuplagc = pl et le boucla,ge 
nécessaire pour immez:gu te système non linéahed~ un système titJéaj'm poudequel ana 
choisi les valeurs propres (~. Annexe 9). L<ta\-anœge de œtte m!thode est le choix de la 
dynamique (de deu::dème ordre) du système baud!. Dans le travail présenté cl..demûlt le 
chotc des soniu exclut la pos/lion th/~ du bout dJt brœ flexible L e + VB" qui 
intjuit aptès bouclage des dynamiques de Woi instables interdisant ~ tel compenatcllr. De 
plus., nous avons étudié ln robusteSSe de là commande (Aout} w l vis de ècrtaûls 
paramètres du robot (le modale ifYounglt le nmmcntqu:adratîquc de lasectioo du bml).~ 
vis à "is dt la méconnaissanœ du frottement $CC.. La coœ.lUSion est qull Yll1.1nè.~ 
dlms la robustesse. c'CJt i dire qu*elle n'est pai robuste si le prtJddit lU 'cst sous estimt& 
1 % alms qu'dIe l'est sil y 11 smtsdmatian (robot:réel pluS mnU que le modèle)., Oc prGbl~ê 
p:raprc an processus ainsi que le blOC!!gi: dans futifisatinn de la: U.néârisatian (eu.ctê). nous 
ont coodmt ,ft chercher une teclmique de commande: roblJS1c penncttlUlt ~ c.ontrôlcdt 
l'~ du bnts. PmallèlcnMt. étaientl1~œég des ttavaux utilisant d~lutI5 tct'b~ & 
comnumde (ptrturbat:irms singuliê:res. tQn'n'ru!Jldc !..,;Q.R.). Nous a\'OD$ ensuite z6ilis6 Ullé 
campagne tressais snr sile IAOua] ponrcompamr fensemble dëstimltlût .. 
Rappelons mli.Ùltelllmlla teclmtquedu œ.ntrôlc par -modes gU1SS3DtSti qUClI1QU3 
utm&ODS. Elle a,1Hc leamtrôlc pat' linlarlsation .t!XlI&kpour 4D "lorliû* iloIU: lê~g""ti(i:i" 
en WJ. et lm commar.dt: œœftlin;tœ ptnûmdsfain! WU! ~ndt;I.tl.ifJiIttI(L1I!ÎJ~}~J .. d-
qœtitrés de mb~ ont été montréërs I).,u de nœnlmii _~ Q)fr1mê~#~:;4!'iJ-, 
tilUBl] . ur les ~ linéaiIcsetf.ELMl] {SLOl].,[CAsl1tWI1i1-- .•.. ,. -' l..u po,.. . • . _ -.L_-·~. ' •• 
Dnnllnéaires. Plus précisément. 11lp:pelons mnll1lenant rapldemcut les principes de base de 
cette technique: 
- Choislr uneswface de glissement S(x). (qui peut êtreconsidéree comme une sortie 
. 
de degré n:latif égal à lm ~ le. as~x~ u) ~ 0) nille que rd le système satisfait la rcllUion 
S(x)=O. il atteindra à l'équilibre le but désiré pour la sottie (a1/fCC une dynm.uÎque de zéros 
tUiSœi6:: il B(x.) stable). 
- Consid&er la fonction de Lyapunov V(x) :: ln. S2,(x) ;i!! 0 et tésoudre en u 
. 
11néqWttion V(x. 'u)SO. 
On définit ainsi !'ientti:e u qui conduit l'étnt x dn système 1: sur la smfacc S(xFO. 
L mp!2.utlUion et la difficnbé pratique coIl"C'SpOnd A choisir S{x} définissant une sanie i 
minimum de phase. !linon les trajeçto:i:res d'état cœrespi1ndmri~à œtte smface seraIent 
instBhles et qui 'bien sûr satisfasse les objectifs désirés lJOUf la sortie du système.. 
Pour msoudre (4.2). la m!tbode de Fillipov con:smc à déterminer ltentréc tic 
comm.ande; 
où Ucq est la partie analytique de la amunande (non fin6rirc dans notte cas) solntion 
. . 
de V(x. u) :: 0 {u équivalent selon la dénomination utüisécdans {SIRI D .. Si.l'on pose V(x. u,) 
:: Vl(X} + V2(X) m. alors 
Ueq:: - V l(xlN2fX) 
et pour l:a partie disalntinue de la commande une classe dcsolU1iœ satisfaisant (4.2) d('JllttlC 
Un = - k Sign (V:Z(x»). k ~ 0 (4.3) 
Cette pnn:ie de la colDlI1I1llde disccntinœ pe1lt p!JSU des probImtes d~ palnt.de WC 
pnuiquf!',. puisque lors du gHs:semcnt au voisinage de la st1lfm:e les commuwions pèuVtmt 
aucindre des fréquences &\tees inaoœptables (ou œvant ere fi1lTées sm'le site). C'est le tas 
pour 11: &re robot et rums lltlliscron:s une tec.hnique p:rmettant m dimintttlan de ht fréqœucc 
.d1me pmt et la ditnlnution des amp1itnties ifautre pan. (l:s ttebniqœs dEcoukntditcctcmem 
de œlle ptiscnt6e dans (stOl]. 
BD 
Dans le cas de notrerobm. pètUl"Cœtrôler rextrênûl6 du 'bràsL 9 + VB,. jf)' diavon$ 
choisi un SUIfeœ S(x) d6alte par l'~~..a: 
.. 
SCx):= rJ! C9 • Bd) + P. Vu +9 (4.4) 
Alors lapm:ic ~~ de la eommandc Ue:q tésolVanf l'equatioo S :: fi t~ 
Ueq= 
... ".2· { a (Br - e ) - Il VB ) (Vs + 1.65 B .. 3) 
{U41 
(7_3 E .. 3 8s - 1..(16 Vs ) iJl - .2.31 eB "*" 6~16VB 
0.141 (4.5) 
Pour lim1ter la ~quence des, co.mnutlltÎons enge.ndtécs lm du gUssetncru au 
voisinage de la SUIface~ naLU avons remplacé dans un ptCmier tmnpsla pattîcdc la 
commnnœ (4.3) parnm: cmmmmdc ~1Uioude" 
Uo = - k Slgne{V2(XJ) = -k Signtt(S(x». k ~ O. if s(x) ~ ] - ~ + t{,. E =cœstant 
Un = U. if S(x} e ] - t. + Et. 
Puis pour i1mi1u encore plus l'influence de!.clOJlllm~ nous avont utilisé une 
fonction continue notée Sipl. pourn:utplacer la fClDCtiœ Signe : 
SiJl1C1{S} 
-t 
La tmjeaoin: désirie estdonn6cparun po1}'Diimedttd.aq~onhe.; 
L 9 VD,{. il 6.t t "S 'f~ r. .t:\4 101.·l :\3 = ... ~tJ::::' "lin' - ~\'lhl4 +"DiJ 
où Tm 'CSt te temps désirê du mouvement ttttaL Avec:: ~ roil .. Jl"· 
r~nn ~ :scmtnnDeseDdCbutctfinQc:mo~~:tiït' 
des ~d~sadmîUlb1cssu.t.lc bris. 
8J 
Les tésultaIS en simulation ont été obtenus &lo'eC a = 0.4 • ~ = -2 ct:e = O~035 et les 








fignn: 4.4: S-unulation: A) RH. ~~ (Si!me'œ:lre) d: r~ du bms (en m). 
D) Position œ rexnêmlli dIt btas {en ml D Cl Coaple appliqué (Nm) fonctions du tmlps (Sil 
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Figure 4.S : mesmes sur s1le: Al Rif. pol)~ ~on:he) de fcmém.ù.êdn 
m'aS (m m).. B) Posiùtm de r~œ bt,u ,(œm) fi:mtiœsdn temps {en 5) 
------------------------------------------~--,.,--------~-------
Les Jésultats obtenus en :s:innJ1ation par la 'leclmique de "modes glissants" ont 
lœnfinné la rolrLlStCl5e cspél= par I:appcr11 aux tésulws obtenus par Jes teclmiqpes .. 
1inéaIisaticm secle [AOUt). N&.mmDÛ1S cdJe.od l'test pas l,condam:ner. car les dérants& 
robustesse men.tklnn& m,début de h sectiœ 4.23 peuvent êt:J:e~at:hés· ,en ~Jntla 
Di:deur du mod!ic 011 en ne l.in&risant plus les :nêmes JtUdem. Une autœ sôhttion cst' 
pom1ûc.. essa)~ ,de lln&rlser rensemblc Ide fétat du système: des travaux sœtcn coms i 
raide de l!.npge de ca.lc:u1 fmme1 ,sur ce;sujet. 
,Les deux mEtboàes de commande DOn linéaiml pn!sr:nries ci-dessus • .mnqu~Ul1 
cer.tIln nornbm cfl.UttttS méthodes plus -clwiqucs"œt éœu:stiu mr site en ~
4l'eC des membms de l'équipe de robotique du LAN. {AOU2]. Les limitatiocs ,ams les 
.d)mmiques ~les sur Icpt~ œœJSœt pas pemûs.d'ntWserlouœJa,poœntialilé 
de ~ co.m.tIWlde,t. Nêmmams. nous pouvons d6PF = amchWons qui .sont 
d.sum6csœmleUbbud~ 
1')1JC.œ~ l:ttwasbl ~~aœ. 'Comp~ ~œs 
demadri/œ \., œr!ttaîe ~ 
Pm :DDD œ .. oUi 
l.mtaisatiœ~ oui • ;aœ. 
• iWR+.Minimi. œnfin&lit& • out 1KI1 ..... ·oGÎ 
-
:~Sb .~ :oui(Al1) 
-
•• .. u 
"lf~2üs:sams· .!Dl JIQD ". cm 
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En ce qui concerne le réglage du contrôleur dtoisi. avec la m6lbade -Modes 
Olissmus" l'ordre de complexité est identique ft celui d'un bouclnge &éa.risant classique. Le 
problème du pllleement de pôles éllUlt remplacé par le choix des paramètres l!: et k qui 
penneuenl le réglage de la ,.~~ de convergence "ers la $urfnœ. Nous 8\'ODS également 
testé la sensibilité ft la vwûon de la chttrge (en bout de bros): il n'y il pas de dégradation 
sensible des performnnœs pour un.e surcharge en bout de bms ulln.n1jusqnta 500 g. n n'y a 
pas de comportement incontrôlé (oscillations entretenues ou longuei à s'amortir) pOtlr une 
surrlwge aIlnnt jusqu'à 1 kg ce qui est iroporumt pour cette stntcture où la flexibilité est 
é1f!\-œ. 
La difficn1té de mise en œuvre est cln.ssiquement le choix de la sortie n'indulsantpas 
des dynamiques insmbles comme pour ht méthode préconisée d-desm.ct on dans le cas de 
comIruU1de non linéaire classique [DAN 1). Les pnrnmètres a et .~ de pondémtion des états 
(de coefficients de pente) déterminent ln stabilité du système et jouent un mIe important 
[SLOTI] sur la \'ÎteSSe de convergence \~ la sortie désirée. 
4.3 Moteur Syncllrone 
4w';\.1 Introduction 
Le contrôle des moteurs est un clll'llnp d'appiiauion 'très nctif grâce notamment li 
révolution des alûnentations {électroniques de puismmce) et des gains en vitesse des 
œlcnln.teU!S. Des recbcrches sonl eons;ll:c:rées li l'application des résultl1'S récents obtenus en 
théorie du contrôle ILEPll" IGEOll pour œsrer leurs perfom:umees d)"œmiques. Le moteur 
synchrone sans bniais auquel nous nous intéressons joue un mIe croissant dans les 
applications n01nmment en robotique. Des techniques ,de ~on on! été utilisées dlms 
{LEPl] el une grande pmie de ln littémttIre est consacrée au amtrole par modes glissants 
(BUHl]~ (BAS)]. {SAB J J.ISAB21. Ceci est dû à ln robustesse néressaire pour Je cnnttôle 
des moteurs dont certains prmunètres sont difficiles li. déterminer ou ,sensibles à 
l'éclumffement. Pour les reulism.ions p.mti,1.lue5,. le problème des œmmnt"mons est som:ent 
indésimble même si dans le cas des moteurs électriques les eonvenisseUtS en amont peuvent 
admettre des fréquences élé\~ Lü œmpnmisonentre une machi:Ge t.yndtroneet 'lm moteur 
à COUI"Jnt cmninu nyant la même musse est en défn\"ellt" de ce demier si l'on considère que la 
ptùs:sanœ dissipée l'est essentiellement au ni~u du rtltM dont la tem~...mtm'e s'acc:roit.. Le 
moteur synchrone li nimnnt permanent a l'avantage de posséder des cnractérlstique& 
in~ notmnment \-US à \ris du moteur il coutant ctm1:Ùlu {c.!~ mne:te 7}. Cest ainsi 
que noas avons choisi ce t}'pe de mn!:eUr et voolu tester : 
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(i) différent~ schémas de commande par "'mode$ glissants"' comme pr'...sentés en 
seotiDn 4.2 pour limiter le nombre decommutatÎoll5 etœmparer les n!sultus aux techniques 
déjà test6:s dans lecudre de la linéarisation exacte par bouclage [LEPl]. 
(li) ln robustesse vis à vis du flux l'Otooquè pour différents schémas de commande.. 
4.3.2 FtQuatioflll 4u mQdèle 
Le modèle considéré est un mndèlestandruû de moteur sans balais (lIlodèle retenu 
da.n..~ le cadre de l'action "'commande de machine'" de.-; gronpes GA.AUTO GRECO 
S.O.T. C'est œ1ui utilisé dans (LBPI]. 
Notn.tiODS en utilisant le repère lié au rotor (variables de Part. axes ditet:t d et 
quadratique q). 
V th V q tensions: (axes d et q) ( V}. 
id. iq courants (A). 
4Jd.WQfi~ 
Ld. Lq inductances statm (O.(XU4 H et 6.002SH). 
as résistance stntor (0.6 0), 
J moment d1:nmtie (moteur et charge) {lI l0-4l-:g.m2>. 
p nombre de paire de pôles (4), 
f" ·coefikient d'amortissement (lA 10-3 tg.ml..s-l)., 
n vitesse nominale (radis)" 
IIlr flux rotor {constant} (0.1194 Wb). 
Ct. couple de charge (oonstnnt) (N.m). 
Les éqWlÛons du modèle sonl canstitnî!es des éqwuinns éleœiques .r..t m~oes 





Les équations mécaniques sont 
. 
JO=Cm +CL-f\lll 
d'uu le 'modèle d'étal 
· Q 9 
rI (Ld - Lq ) id + 4Jd i Q -~ .. fj n 0 
· 
0 
'(:j . Q +,1. 0 x- !!s. . L....i. 11 • , = 
· 
-ld1d+Pl<i 1q id i id o-
· 
4J[ L-4. Q • 1!.s.. lq 
Îq -Ptq0 - P Lq Id" Lq 1'1 
Le système a ~ entrées V d et Vq. L'équation du couple (4.9) montre le rôle joué 
par la différenœ des inductaJlces <Ld .. Lq) sile courant Îd e!tt non nul Une stratégie possible 
alors pour éliminer Imfiuertœ de ces panmJèt:res sur la vitesse est de cœttaindr.eid à zéro {ce 
qui aura zmssi pour effet ":secondaire- et bénéfique de minimiser les conrants dms les plutses 
du moteur}. 
Deux surfaces glissantes sont mOlS choisies en fOndkm des deux objectifS id :: D et 
ta ~i1esse égale à la consigne.. tee qui est pœsible car ntJusdisposons de deu entrées 
indépendantes V d ei V q. Notons x féw du S)'Stème. V (ponr Vtt ou Vq) et. S(x) la sudlu:e 
gfuIsante de degré relatif un œmme présenté au pantgmpbe 4.2.l. mOlS hl commande sitait 
(4.10) 
où V cq est lu solution de S(x,. V):: 0 et V n satisûit la c~diûrm d'at:.tmdion vers hi.5l.t1ÜCe 
d'équatkm S{x) :: (t 
t.e problème gt!Jbal est d6:ompo.sc:en deux SQn.s-p1-obl~ qui ,soot traités 
sépa.r&œnt. Cela est pœsible car id estœntraintl 2émet'~n!;ligeab1edans mus bas 
mités ci-&:ssous. Une méthode simple de ClOIlUlWlde par modes glissants est su.ffi:smrte pour 
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cuntroler te courant ia- Pour contrôler ta 'Vitesse Q~ des .scbén'UIS plus sophistiqués seront 
utilisés. 
Çontrôle du coutant direct G.4t 
Sp:: - id 
dub '!!.s f_. Y, Sp= Lts id-pO e 1q - e 
et dODC V d.eq = Rs ici ,+ P il Lü iq 
etmof,'S 
Avec V d = V d.eq + V d.n la œnditi.on de ,glissement Si ~ < 0 'implique 
::Y.d.n l.1i Si <0 
çontrole de hl vitesse 
(4.H) 
s, = Dm -n n'est pu une surface appropriée pour définir la ÇOJllUiande.cu 
son degré relatif n~est pas égal à un (cl sect100 4..2.3). En prenant ,St,::: Ky ~ ... êv avec 
ev = nrer-lle1 avec Kv ml recl amslmlt posiIif dœme 





En posant V q = v q.eq + V q.n la condition dtllttI'ücdon Sj 5j < 0 implique 
V g.n P [ { Ld - 1." } if} ... q, f 1 < 0 
J Lq 
avec Vu = Kq Signe(S",) 
où Kq un réellconstant positif • 
Comme présenté pOUT 1ecœ1rÔle du rooot souple et en ci'Jmt de cette section la partie 
discontinue de la commmde induit, des commutations indésimb.tes IOl'tique les dyuamiques du 
système sont au voi.sinnge de la surface.. Pour éYiter ces effets nous aYOns étudié trois 
différentes méthodes pour calculer le 4emle discontinu Vu (4.12).. 
Méthode] : 
Une solution classique consiste à introduire une zo.neoù la. fonction Signe est 
remplacée par Signet dans, l'équation ~4~12) comme montré sur la figure 4.7. Ce dônWne 
e.:s1 camc'1étisé par t.. 
• -1 
'fig. 4.7 : fondion Signe} 
Cette solution peut être vœ dans le pllm de phase {é,. e} comme une tDne 00 seulement 




fig. 4.8 : Zones du contrôle discœtinu dans le plan de phase 
Le rllDixde E est évidernment lié à la pW..clsion désirée S1.1t la vitesse et mite des 
commutntions imempes1ives dûes parexample illlmphmtatlon numérique de l'algorithme ou 
ft des bruiu sur site. 
Irtithode 2 : 
En couphmt la première snlution à œlle proposée dans· [SLOt}. on utili!le une 






Fig. 4.9 : Fonction SigtlCl 
•• 
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Milhode 3 : Nous introduisons ici une modification de la commande dite par secteurs 
glissants. Plus précisément dans Vn• la f.onction Signe est remplacée par Signe;2 (équation 
4.12). où 'E2 =mwt (E2min. S(s)}. La fonct.ionE(s} est proportionnelle! 1 el: 
Ceci est illustré dans la plnn de phase Ce. e) par la Fig. 4.11. 
fig. 4.11: Zones du oontrôle par secteuts dans le plan de phase 
Nans :a~ons testé la robustesse d.es techniques prêsenr.6es cl-a:vant \1.5 ,if. lis du fliU du 
rotor. Des wriatioIlS de ± 10 fiJb sur le flux du rotor ont été considérées • 
.Alithode J : modes glIssants dassiq~ K v =loon. Kq::: 24. ~::: 1 
Fig. 4.12 montre Ja réponse en vitesse pour les différentes valeuts de flux (;z.f~O.94lf. 
1.1ClJe). Les réponses sont untes superposée&. el les perforttumt:es sont équivalentes. 
Némunoins la si:rJmûon n'est pas acceptable du paint de vue des UllIées. Biert que lès 
tensions en ,entrée sait continues dans le cas nominal. la proprléb! retben:hée dé rob~ 













., t 1 , .. S 
fig.. 4,,12 ! Modes 1Jis~ : Uponse dcla 'ritcsse (fld/s) en foocdœ duœmps (5) 
A ; + 10% de dériatiœ du flux du lllt«' B l flll1 DOminal. C : -lOtiJde déviation 
fig. 4 .. 13 : }.{odes glissants, : Je.ttS1œs 
dit. (A) et quad. (8) (\'01t) = f (umpsau) 
œ.~~ -109ô de dé\iation du fiux du tDCIX.. 
a,. .ot14: ModcsJliülni,r~PiiS ' 
dit.. (A)etquad.. tl) (voh). *'~t~. ps, .. 't:n$) 
-' . '.;.' 
avec 10$.~dmliîonduflf,;Xdû~ 
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Méthode 2 ; Modes glissants adoucis. Kv t=lCXXl. Kq : 24. El ::: 1. E2 == la 
Les commutations en cn~ sont réduites (Fig. 4.16 ct Fig. 4.J1) , la précision sur la vitesse 
en régime permanent resu: identique à la m~thodc classique. Le temps de montée seulement 













t J .. ! 
fig. 4.15 : Modes glissam! a.douci3: RÇonsc de la '\'Û::5$e (md/Il en tonctù.mdu tempS (s) 
A : ... 10~ de ~\limon du flux du mter B: fha lIOminal. C : - 10% de dé'riadDn 
-\ ... 
\ 
i \ Y ~ " $' 1 l' \ '1 V ,... f\. ! ~ \J 
lOf' -iîi\ '~, " 
SI ~ ./'1 .'"- ~ ~ '1 .1"':. .. .. 
"\ 
<:: CI ~ >-~ li I!"" V '\.. \/ :i fI . 
-, iD . . • • 
fig. 4.16: Modes gUssants dott tensùm 
dir.. (A) etquad. (D) {volt} = f{temps en s) 
,avec -100D de dê\iation du flux du rotor. 
Fig. 4.17 z Modes glisunadOux :îensions 
dit. (A) et quad. (Dl (volt) = f (œmps en $) 
;nu lœv de dâianmufl1 t'lux dtumor. 
Mll1tDtû 3 : Sr.ètl:ms JlUIùIb. Ky -lOCJCJ. JCq - '24, Il -1. ~ -1. Ks -lOO~ 
Cene m6Ehodc donne un ~ tOÏDplOlDiJ CD~ 1e~tr,ttdelt~et~ ~dc 1:1 
sanie.. Les commutmoas surrCllt:têt_I.r6'düiœi(Fi ... ~19 etH", 4.20) et comparables 


















~ ~ .. .. 
Fi, .. 4.18 : Seclleurs JUsaDts tJtépcme de la 'riœuë (ra4IJ)m èonètiandu lIempS (s) 
A:+ 10$ dt ~viariœ dut'1ul. du.1'OUI' B: flux aôminll .. C t .. lOf, dc~àD 
fi~ 4,l9 : Seaazrs,aJissmlS: œns:iœs 
dir .. (A) et,qr.tad.. (B) (volt}cf(tc:rçJeDs) 
ücc .. lO$ .~&ifJuxduroilr. 
Ei.~ 4..20! Sct1tm.~ :t:rwîpbs 




Le contrôle en vitesse par "modes glissllI1ts" avec trois types de communde 
dtr;continue il été étudié. Si les qualités de la méthode 1 (standard) assure une bonne 
robustesse par 'tnP,pOtt aux. variations des plU'amètres(fig. 4,,12), la partie tféquiva,1enœtt 
ntassurant plus dans ce cas la linéarisation exacte (i.e. réquillbre sur la surface). des 
commutations apparaissent (fig.4.l3 et 4.14). Un bon compronûs entre les qualités de m 
réponse transitoire el une minimi.sation des commutations a été trouvé par les méthDdes 
ap~l&.s "adoucies" el "pin' secteurs". Des résultats similaires ont été ohtenus pour leeooliÛle 
en position. Le.'l qualités de "douceur If dans la commande, tIe 'vitesse de repon..-;e et de 
robustesse obtenues avec la méthode présentée pcnnette:nt. d'envisager de façon très optitnirte 
une implantation sur site (groupe de trnvuiJ GR EOTJAUTO). 
4.4 Véhicule Spadal 
4.4,1 Intmdpctign 
La commnnde otun véhic:wespntiallol'S d'un vol atmosphérique a été paur nous 
l'objet d'un contrnt avec rAgence Spatiale Européenne tACR1]. [ACR2}. l..e but recllerch6 
est d'utiliser les carnctéristiques aérodymunlques de rengin lotS d'un VQl atmOipbf'..rique dans 
le but d'éviter une consommation de carburant ,(passage d'uneCltb!te haute l une orbIte basse 
"'oir figure 4.21). Une grande variation des paramètres et des perturbations Soulles 
cametérlstiqti!e5 d'une telle applicaûon. Le problème se décompose en un controle du 
mou,vernant du centre de gravité de l'engin d'l!lne p.art et des mouvements auwur de ce polnt 
d·llll'l.:I'e pan. Pour -ceux-ci. une linéarlsalion au premier ordre autour de rangle tfincick:Jice 
nominal et des 'techniques de commande ,adaptath-e onl été utilisées. Pourie ,contrôle du 
centre de gl'll\"ité (prohlème dit du Guidnge),.nons a1tOl1$ effectué la mise en @\tre d.e 
différentes méthodes de commande: 
+ la poursuite deamjecttrire 
+ la comllumde par "modes glissnnts"" {linéarisation + cOnmwJœ dise, mtinœ} 
+ des méthodes avec simplificatioDS de modèles par la thtSarie des perturbations 
singulières,. expruWODS ll."i)'Inptotlqtu'!:S. 
Pour les deux premières méthodes. qui font panies des méthodes dé.tennini.stes non 
linéaires nous ani,'On..~ à montrer des qtWités de robustesse supérleuresâ. de&teclmiqt.leS 
amnues dans ltl tluénùUre telles que la commande ptédicm~ [ALBi]. Les méthodes issues de 
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ln théorie de ln commruide non linéaire moderne ont montré ~ leurs 1.'Upédorité au niVeàu. 
du temps de calcul ce qui est ttès importnnt pour cette appUeatiotl. étant donné la vltessede 
déplacement tle l'engin. 
Nons ne p~.senlOns ici qLle lap3rtÎe Urée lIa com,mandencn linéaite, i.e. le <controle 
du centre de gravité. Le transîert d'une orbite haute \lets uœorbité basse tlét.'eSSÎtè une perte 
de vitesse gu·il est plusêeonomique (en .::arbutant) dlobtenir 'pat un passngê à tra\*ër.S 
J'atmosphère sans touterois provoquer fl'."&hlluffement excessif comme illustré en figün! 
4.21. 
~gure421 



















:: V sin 'Y 
:: V cos '1 cos X 1 (r cos 8) 
Lift cos a V Il 
::: - ' mV - + [ r '. rZV' J cos '1 + 2. co cos ô cos X 
mlr ' 
+ V cos B (tasy cosô + sin'Y sin8 sin tJ 
Lift sin a V ' 





::: - Pdyn Sref CD 
::: - Pdyn Sref CL 
::: distImœ par nppart nu œntre de la tet'œ 
:::1atitude 
=longimde 
::: '\i.tesse de l'engin 
= angle de pente aérodynamique 
:::: angle d'azimut :aérodynamique 
::: angle de gîte = entrée pout la partie .~ .. 
::: densité mmosphérlqre (l1S 16 Standani) 
= rV1J2 =pres.mm aérodJlll3ll1ique 
= vitesse iI1I1gU1aire de ta terre::: 0..129 104 radfs. 
::: consnmte de gta\itation =039&6 1015 m3tsl 
::: surfaœ de référenœ = 12 ml 
CD, CL = coefficients de pormnœ et trainEe 
f' 
nt =: massé de l'engin =: 1408.6 tg 
Seul l'angle 0' estdispom"ble comme entrée pour contrôla .la pontion du centre de 
gravité (ttangle d1attaque a 6W1t 1IUÛn!etlU constant) cc qui zevient lpouv,oit orienter l'effort 
dû il la ponanCt. de rengin 
4;4.3 Ftphlèmc du aujdAac 
Pour resoudrc Je probl!m'c de guidage. un minÛltttm cfanalYJedn systàme est 
nécessaire en particulier sur le point cradal de comntandabillt4 dü système on plUS 
précisément d'atteignabüité. Pmtt nott'Cètlgin ayant ,des limitùiônS $,ur renttêe ct les 
cont:lifcms initiales étant ~tseUJement unepl1rtic de l'espace est âtœignablè, ctrrnme le 
montrenlles courbes données 'C1l Annexe 8. Une conclUiion :cu qu'aucune œm:marule aussi 
robuste soit telle ne ptlU11U contrôler Je système si un écart des ronditions ini'tiale$ cstD'Op 
important. D'autre part le système est princlpalcmentCW1tt6lahlc dans les COUt'hes basses-de 
l'utmOS'phère alors que dan.s les hattti=$ ü est insensible à la commande. On petit en déduire 
que rentrée du systMne évoluera en.tte deux limites qui coaespandentllapot:tanœ dirigée 
vers le bas ou lVel'5 le Mut et ceci avec plus ou .moins d'influence selon la. zone de 
rannosphère où se situe 1~gin. 
L'objectif de la missi~il est de l'Cnmtir de rtmnosphbe à une \-i1t$SC dtm.n& tœten 
restant dans un phm otbitnl .~ référence. Pour cela rune des teclmiques t.ltllisêesest 
dhcctement issue de la thOOrle des systèmes non lln&iIes; la poarsuitede ttalj~ U:m: 
tmjedDin: de n!fétent:e est choisie pour ses~ 
- ne pas imposer de contraintes tempmeIles :â l*engin lm de la traje.etoim puisque 
seules les cœditions film1es sant Îm:p0mutte.5. 
Pnrexemple.. pDUl' paumliv.t:C une 'trajectoire de réIâet'lCe en altitude rr-..&i1nàUS faut 
ronttôlu y -= r - Tref. 
y = r- wl} = V sin 1-wt) 
::: sin 'Y { - Pshm !tdCn. - ~!>: . y + ml fCOS 5 (sin yoos Ô - cos y sin 8 sin 'lH 
Pd (' et CL cos C1 V Il 
+ V C\.15 Y { Y!! ' + {- -~] cos y + 2 (D cos li cos X 
mV t' rlV 
+ m~ r cosF .~os'Yc{)s5+sinysin SsinVl- fn:rt.t). 
La ptr ~'itlite de tr:ajectoire. aura alors une solution si fi Y a comtn1ll1dabllité dàns la mnè ou se. 
tror ;fi l'engin et récart aura la dynnmlque d'un :système linéaire hore du deuxième onbe avec 
17 ,coefficient d'amortissement ;et une pnlsntinn naturelle ~. 
t V m] "" c:nl r ~ ~ ~. + ~ • ow\ cos Ge =- r -av cosy+:. mcos bCOSX +y-C051J1\COSYcoso+Sln ysmoSUlIJ 
+ l, (_(2 ) ~2~fllay+:rm{t} _sin'){-PdynSrrf CP -~sin'Y 
V cos "1 Il m t' 
+ml r cos a (sin y lOS Ô - cos 1 sin fi sinvl) 
Ce1œ œdmique peut s~app.Uquer il 'une antre référence que l'altitude (pression aérod~ 
énergie. _). La position par rapport au. plan orbitalem obtenu par le choix du signe de 0'1: 
comme dans {OAMI]. 
0lapm4 .. ~du~kdq.S~NoEt~ 
>0 ' _ 
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Si fon considètele système comp1et (d)'r'.a.miqucs du. centre @ muse d!attitudê).l11 
commnndc C'c'esten fait une çOnsignt poUr la panie qutéontrôlc l'attitude de l'engin. Les 
dynamiques autour du centte de gravité ainsi qtîC i:GUes œspropu1seursinœmcnnéùt donc 
entre l~g1e de flte 'dt: calculé èt l"angle técl de ]tèngin. 
Les msultatsobtenu$ peuvent êuc visualish pat des cœrbesmo.ttrant lattijeètOtte 
Cl1dr:udc) (Al suivi par rengin ct la L"tlm!m'lU1declleùlEc par la. loi de poàrSüÎie (8):aimliquo 
l'angle réel (C). fig. 4.22 avec la commande compIèœ Gui. + Contrële de l~.mtude.. La 
poursuite de rrajcewireest détmninfe pour que la d,)'lWJÛquc &!Jite do 1~ ait tin 
coeffidcDt d'amonissemettt ç de 1.5 et Urie pulsation naturelle ma de 0.1 tdlt.. 
Figure 422 - Rlponsc du s~e œmpltt ~ (A) aJtirudc(m). (B) ltDglède~ dCSir4,(~. 
(C) angle de gin: .. t6e1 (dt,g) en fonc:tIon du .~ (s) 
Le bnttCChcrohê emt œ SOttirde ltàimôJphère iùne'ii~~c·esU·êi.::atJ,AV ~. 
patnpport il cette ~qlW nctl! aWDi viswItlsé PQbr~_t.~DUî~~ 1 ~i.l . ,
cfutdittoos initiales sur rangle 'Ile rêem= dans fltmQipbaœ ,.rJlDê;p~tr~~f 4.231),"~r~;;:~~ 
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·1 -5 .-4 
On retrom-e ici le fait que pour une condition initiale de -4 degIés le $,YStème devient 











·30 -20 ·10 0 a 2tJ 30 
E".rmrr ...... (Sl 
Le "coût" du tmnsfèrt d*orbite étant du plusieurs milliers de mis lors des pôussées 




Les tésultats obtenus par la pour3uilè: dettajecf.Qbtet les tlmodes g11.u.mts" onLété 
comparés à d'autres techniques de èommandc: perturbations sirtguUètes. i$e'li1armOnS 
as)'Illptotiques*'. 1Ipn!dicteur-correcteur" et OOIfltJ1aüde Optitnâle pout tester .1esqualltés de 
robustesse mals aussi pour tenir compte de la consClmmàtlon dés. ,propul.seumet du temJ)s de 
calcul nécessaire pourchlu}ue loi. De plus la d6;ômpositioJl du :.système en &itt dynamiqUès 
lente et rapide (i.e méthode des pêrtllIbatiCJns SÎngu.üUes)·est poSSible mais dépêndante dans 
notre cas de la zone de l'espace ois cette décomposition~t faile. A raide d'un progtâlllme 
de calcul fortnel. nous avons montré que plusieurs détompositlons sanl néce!saires Je long 
d'une lnIjectoire de référence. .Pour$Ùnplifier cette ap,procbe. nôus IvoDi retenu une ieWè 
décomposition: celle quicor.respond à la zone oû le système est le plus commandâble. La 
décompo.si.tion retenue est originale pitT rapport lUX solutions pubUées ,lce JOtl'. Sut ce 
système réduit. li est alors possIble d'appliquer une technlque de Poursuite de Trajectoire 
comme celle p.técédemment présentée; les r&ullats obtenus 5011t alSeZ proches de ceux 
obtenus précédemment avec un gnia sur le temps de calcul néœssaire. ce qui peut être déchif 
.sur ce genre dtapplication (ou utilisé en système de seeours). 
Nous ne présentons ici qu·un aperçu des résulcats sur JfélUde de la sensibUiIé par 
rapport aux vaôn.tionsdes par:amètres dumodète et de rcnvironnement (densité. c~..mclenb 
aérodynamiques. masse. _). 
Type de Commande Trajectoire de référence i QùllÜté de robuste5$e 
Poursuite de trniectoire Altitude 
-1 +++ 
Poursuite de 1œjeclOire .Enera!ie ... 
• 
Poursuite de 1œ';ec:tof:re Densité 
--
Poursuite de tralectnire .Pre5sion DYnamique .... 
Modes Jillssants Altittttie ++ .. 
A-fodes •. t:s Dalsité .. 
.. Modesfttissants l'rainée ... 
PertUrbations 5ÎnmtHères Enèœie 
-
Perturbations sin2Uiières Altitude 4-
, 
Dévelrm. M'lIltltotiQUCS . Altitude .. _~ 
-
Predletettr-Correctenr non + 
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Le,IJ méthodes de poursuite de trajectoire et de "modes glissants" avec une référence en 
altitude donmcnt les menteurs resultnts. n n'est pas fait mention dans ce tableau des résultats 
obtenus plU" Commande optimale car nous n'avons pas participé directr.ment a 1 élaboration 
do cette commande. Nénmmotns son temps de calcul en! pénnllsant. car pour une trajectoire 
dumnt environ 700 secondes. elle nécessite 2500 secondes de calcul sur mM RISC 6000 
alors gue 7 secondes suftlsscnt pour les méthooes présentées thns le tableau ci-dessus. 
4.5 Conclusion 
Trois exemples d*çplication de la commande des systèmes non linéaires ont 6t6 
présent.és. La première applica.tion (le robot souple) nous a pennis de confronter tes 
techniques non linéaires l1UX problèmes de d)'IlMnlques de dros in~dibles (et aux problèmes 
d'expérimentation 1). Ln deuxième appUCIllion est œ11e du contrôl~ d'une mnclûne !yt1clttone 
en utilisant le modèle retenu dans le cadre dlune action GA. AUTO/GRECO aO~T. (et qui 
va pouvoir être testé sur le Simulateur Pilote re!Cnu dans ce cadre) .• En complément aux 
tIUvaux de commande non linéaire déjà amorcés [LEPI], noUs avons proposé une alternative 
robuste.. Enfin. le contrôle d'un engin spatial dnrui le cadre d'un contrnt aSA 11 pemtis de 
montrer les qualités de la oommandenon linéai:re vls lt vis .rautrr'~ 1)1lei de commande moius 
déterministes sur un prtJOeS!US on les phénomènes SOIU hmltemcnl non llnéa.ires. Pour deux: 
de ces applications. des langages de calcul foand ont été utilisés: RImUœ et 
MA nIEMA TI CA (c-f. Annexe 9). 




Dw ce mémoi.re. une synthèse de nos: différents travaux sur r Am,tlyseet le Contrôle 
des systèmes non linéaire3 11 été faite. Vapproche :al§ébrique 11 été p:dvilégiée ainsi que Je lien 
avec des solutions algarltb niques permettant souvent à lÜ1génieur troe appùcarlon imtnédi8te 
des résultats. 
Nous avOfi.; mtrOl c:.il des nonons nouvelles permettant l'Analyse des Systèmes Non 
Liné11iTes: ordres essenti els. linéBI"i.sation partleUe par bouclage non régulier et notion 
d~Interacteur. Ces notioru ont leur intérêt intrinsèque et ont ,été utilisées pour llié,tude de la 
Commande des Systèmes Non Linê:a1res. Ceci nous il pcnnis de donner des solutions 
complètes à ce.mùns problèmes (Découplage sous Compensateur D}rruuniqae minimal. soU! 
Bouclage Dynamique Pur) ou parti.elles (Problème de MOfg1lI4 Equivalence sous 
Compensateur Dynamique. Stabilité des S)rimes Découplés). Vatension de certains de nos 
travaux aux ca:s des systèmes discrets il pu être faite griiœ à une gé.nênùisation des méthodes 
algébriques préconisées dans ce mémohelGRIl J. La notion d'ordres essentiels en particullcr 
est retrouvée da.ns {KOTI] avec In spécificité des systèm~ en temps .disa:et. 
Nous avons conclu par d.."'S appfications représentatives diflœntrôle d.eI. systèmes non 
linéaires. ElleG montrent rappDcabilitê des méthodes téa:ntes de rAuumuuiqnenon lin6airc 
même si dans œrtai1ls ~ l'utilisruicm du calcul Come! œ nécessaire (bien qU'dIe 'llC soit 
pas wl1jour:; très soupJe)~ 
Ce mémoire 51ruicrit dE.ul$ rêYclution réœn~ de rAtttom.a.tique: non linéaim et àce ,titre. 
il ne clôt pas r'cnsemble des problmnes étudiés. n appelle en particulier une sui~ pour la 
resolut1on annplère des problèmes de Morgnn et de l~œ Dyrumrl.qtre.. Les ttaVaU!tqtte 
nous avons menés sm l'lnteraeteut et le Découplage par Boudage D~tle Pur* donnent 
·tttte sollUion panielle au problème de Morgan. Il est il notuquc ce probtèmeest en fait phts un 
problème de conruûsnncc slnu:turelle de! systèmes nOl1 litléaims qutan problême de 
commande '(la solution parO:m:tpensatf.1UI' Dynamique est ,connue. co!nrncœns lecaslinêàire). 
Enfin la:mlmstesse que nous avons trott\: dans Je! c:ltemplcs présentés id dcntmdc à 
ênrêtudiée.. Plus pl'édsément. la prise ~ compte de ten:nes d'ardre p1m ou .mnîns ê1e\*ê dans 
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les équatlcms des modèles peut donne.r des degrés telaûfs différents. Dan,ste ~ les gains de 
la commande peU\'ent de'\r'eni.r exagétéme.ntêle'Vés ou donner dèS commandt.s pas ou peu 
robustes,. Cette sitlmtinn a été rcncan:tt6e de mamên: fùtgrante dans le cu de Tengin spatial et 
jusrlficmit une ,étude fîutùre pour fina1her robjecm de robustesse .&ns les lois de annnumdt.. 





Annexe 1. Quelques éléments de mathématiques pour 
}f Automatique Non Linéaire. 
A1.2 
QutJqUe5 éléments de mathénuatlques pour ,tAutomatiqueNan Linéaire.. 
A.l.l Fonctions analytiques sur 'R 
Etmmion armlytiQllf'i ru IR 
Une fonction numérique d'une variable réelle est dite :matyaque si elle f~:t 
développable en série de 'Taylor au vohina;ge 'de chaque poin1. 
Exemples: 
1) Toute fonction polynomiale est analytique. 
hl Toute fonctian rationnelle est analJtique sur son domaine de définition.. 
ili)La fonction ((x) ~ exp(-1Ix2) est définie en 'x = 0 l!1lÛ$ n'est pas analytique en 
l'origine. r est infinimentdérivnbleet toutes sesdédvées sTannu1ettte.n U. 
Pmrit4 
Soit f une f motion analytique d'ttne vatiable téeUe.. alors on Il rune des deux 
= 
propriétés suivantes 
i) sait f. ~ égale A la fonct:kin mille 
U) soit le. tzhru; de f SOllt des points isolés. 
On définit derrumiè.1:" aœIague if.1i fonctionsaruilydques de pl~~-ar.iâbJes t6:illès 
et la Propriété ci~ se 8énétaU.~ par Je fait qae soit une fonclkm analytique de pt:'l1Sieuts 
v.a.rlahles réenes est nune. snit rintéôeur de l'msemble de ses léros est Vide.. e. ,traütre$ 
tennes. l'anneau des fonctions analytiques ne possède pudê diviseur de zéro· ; l'anneau est 
un anneau intègre. II stngtt Ut de ta pmpdétê esse,ntidle ulil.iséè pour rétude dtunecht$Sé de 
sy-.,.tèrnes non llnénires mLmnnab1e. A partir dim mmeau intègre il est totdonrs :possible de 
ecnstru:ire un œtps. le anps des fraL'1i:ons. 
FoncûQD·mfJ'.œnoœ~ 
Une fonction est Ji:re méromorphe si elle s'écrit sons la forme d~un qt1Jlltient de ŒUl; 
fondions analytiques. 
E:œmple.s: 
i) Tnnte fœc1Îan ~eestmre fonctiœmérommphe:b1It1t 
ü) tgex) est ttIle fonction mémmmphe.. 
Al.3 
A .. l.2. Coordonnées lucales. déril'ées et diJfêrentieUes • 
• Coordonnées localC;l 
SC1it M variété COlt de dimension n. En '[out point de la Vl!rié~ il existe un voisinage 
U et un système de coordonnées (j) qui pmnet.de passer de ce vail lirmge dans Rn. et qui 
foumit les coordrmnées lœ:ales de tout point de ce 'lloisinagc : 
xitP) := 1ti .. cp (Pl 
M 




&!\l M \'2tt:iété cœ et soit P appaI'temlntà M. Un 'I."Ccteo.r tangent 1\ 14 en P est une 
dérlvmicm Op associant à toute fonction f. ceo sm un .\-oWnagr; de p~ un ~ dé:rlvé en P 
noté Xp(f): Op: C~(P) --> Il 
f->Xp(f) 
L'espace tangent en P à M:. noté liIM) est rensembledes déIivations ~ lP. 
Sah (U.«:P) système de coordonn6:s kx:a1es en P. L'appliaukJo l.in&ü:e tangente fP. 
associe à tto'at \tecteurttmpl à la vmiété an point p. un vecteartangent iRa en tp(.P). 
'Pit: Tp(M) -> T~~ 
L'espact! tangent an puinI cp(P} tl RD admet pour base les dérivées panltUes ~ «PCP) en ce 
point . 
I:t'!Spacc rangem TptM> admet pour base les ~:1~ç{P}). La fonction Xi· cp est c= 
an \'Oimmge de P et la composante de Dp sur Cf..t~ ,,(P» est Dp(:q co cp). 
- Champs de veetem'$ qu çhmnP' de dérivaijons 
Unchnmp ~ CJ31sm M. associe à c."-;aque point Plie M une dérbatioo Xpen PldIe 
que si (U.tp ) est un. sysWme de ~êc::s 10000cn 'en P. talŒ$ les fonctions de UdmllR 
Q -> XQ{ iIi co cp) som cca SUT u .. 
T<!-n = {champs cac sur Ml 
A 1.4 
.:.F..ont1:jpn dérlvéese}tm un chamo de d&hrntjtUlS 
Si X est un clmmp CO:S sur M et f une fonction Co:J de M clans R, alor.s en ,chaque 
pginl1,11 {'le M. Xp est une dérivation en P qui il f assocle le iDGn1bre déri'\>é Xp(f). La fonction 
de M dans R qui li P associe Xp{{) est une fonC11on C{» sur M appelée Conction dérivée 
de r selon ledJamp X. Nous la noterons XI: 
)~-r(p) :: Xp(f) 
- CQ\WlimI'S op tattœrenl1 ~JC$CD ml _t 
T~:: lionnes 1inéairet,surT~Q} 
• œp eTp(M) mil: Tp(lVO -> R 
Dp -:><mp~Dp> 
M DUlérenÔtllro qlWl.t~ 
1 J! :!!:r~àltiell('! .dime fanction en un point associe il chçf! dédvationen ce poi:ru.le 
~.;riÙW de cette d&i'~atiol1 sur hl diw fonICtion.. 
,ge~(1) , 
d~Tp(MJ->R 
<dgp • Dp> :: Dp(g) 
La hase de TP\iIi..*}, duale de la bnede TptM) constituée des 'P:.t~fP{P» est la base 
fOIilIl& par les d(1tj eÇ)p car : 
< d(1tj-.,>P. Çl!~9(P»:> = {.:1(~,{P)1t1LJl=~) :: ~Ç)(P) :::: ag 
Al..5 
:.ÇhiUDPS de ctWectgurs: W forn:tes difféœndell.= 
Un cllmnp de covecteurs Cil. ClIO sur M. associe à chnque. point P de. M une forme 
différentielle (i)p sur Tp(M) de f1lÇOn que si CU.,) est un systèmedecoordonnéf.'.s 1oca.1es en 
p. alors les fonctions Q -> < CDQ. r.,:lcli cpCQ» '> sont c-o sor u. 
"r{M) = {champ.! de covectenr5CIICI sur Ai } 
Pour ge~{M1 dg: P--:::.dgpestun champ de cov,edems appelé différentielle 
de g ,( to~ les champs de covecteurs ne sont pas de cette forme: œu.x-ci sont Jl.Ppel& 
différentielles totales~) 
A.l.3. Dirtrlhu6on~ et ~odistrihutians. 
- Disn"buti.ttQ..Â 
Une dïstributicn A. CGO sur une \*ariéLé M.. associe à mut .pt>ittt P de œlle-ci un mus-
upaœ vedotiel Ap de l'espace lrccume1 tangent Tp(M). de façon que sur u. ~ wisinaxede 
p on dispose tfune fam.il1e de dmmps de vecteurs c-o founusssnt en dmqu~ point Q de ce 
voisinage une S1Ut.e gtinérmrlœ de ÂQ-
p ---:-> Ap sons-cspaœ de Tp{M) 
U -> (Dl. Da. ..... Dm) dwnps·r;- sur U 
tels que V Q E U. AQ = esp (DIQ. _,« • DmQ) 
Si pour tuut pointQe U. <Dl~ H' • DmQ) est une base De An alo.r.s on di! que les 
champs (Dl .. 0:2, ••••• Dm) et\î!lStÎtw:nl une base!ocale de A sur U. 
A chaque frusque ce sera S!l.ffi.samment clair. on arne.ttra de répéœ.rque les 
distrlhtrtions ol1'!nsidérées sont c-o. 
On dit qu·WJI clmmp de vectem:'$ X app!U1ient 1 u:ne distribution A, st pour tntll pciint 
P de};1 .. on .aXpe Ap. 
Eumll: donnée une famille Cru .. b ...... &u> de champs cao sur hl variété Al. on nole 
sp{gl.8lt au .. ~J la disttibutiœA. (;OC sur M. définie pmnt à paim:: 
Ap = esp{gLPa 82..P- ........ &n.p). 
P~.: si /j.,est une ëilSt1ibu1itm ~ e1sDp est une déIh-atiœe.n P ~tl 
Ap. a1m:s fi ~ tmclmmp~ X ~lA tel que Xp= Dp.. 
:.COOistnlmtiog g 
Unecodlstrlbf1tUm n.. ,ceo sur une variét6 M. asMlcle l tout poînl P de œlJe..ti un 
~~ \'edmid del~espaœvec,orid TkMl dwd del~tm:gentlMenP. œ&çtm 
A1.6 
que sur un voi.sirlagle de P on dispose d~u:ne famine de champs de covectems COO fournissant 
en chaque point une famille génératrice. 
" p -> Op sous-espace de T~!) 
U -> (m1~ ti.l2t H' * e>m.) champs de covecteurs:sur U 
tels que 'V Q e U. rlQ = esp (ID1Q. •••• €DmQ) 
Etant donné une famille (ml. 0>2 ••••• m.ml de champs COO' sur la \fwté M. ott note 
SP{ICUl~ 0l2 .... ~ cnmJ la oodisttibutlon nt C- sur M. définie point l point: 
1'11' ::: ,il' i Hqp. 1D;zp ..... ~ Clmp)· 
- Annu1Ateuren un poinl 
Soit Bp SAY. de Tp{M). alors an note! 
Hp:: ( CJlp e 'TPcM) i V Dp'e Ep;, < O.lp • Dp>= O} 
. ' . 
SOlt Fps.e.v. de Tp(M)'t alors onno1f'.: 
Pp ::: {Dp E Tp{M) l 'fi mp e PP. <: CDp • Op> =O} 
::: n K.ermp 
crfp 
Si E est une ,d1st:ributùm CIO. a1urs la codistnlltltÎlln B: P -> Ep, D'est pas a priori 
une ,codistribgtiun CW. cependant tœt point rég~ de E est t.tn paint replier de B et admet 
un voisinage sur lequel E est une codisttibution c- (lemma 3.10 p23 IS14). 
- Relations iÛ~ebricmes '~ 
J. (Rp) = lEp 
dim (Rp) +dim (E..p) = n 
• • Ep ;jEp .. EP:J! Ep 
( El' t'l ,s;,)~ = F..,p +E~P 
( E+ rl ) ::: EPnS·p 
P P 
A .. 1.4. G&.mêtrie d1frereutidle du S,fstimtS non n.n&i~ .. 
Nm!Sn0U5~ aux systèmes nooJinéaiœsd'~: 




M \'miété cm de dimension n 
f. gl ..... gm champs de vecteurs CCO sur M. h app1icatiov cœ de M 4ans RP 
Ut. •••• Dm: R--:> Rest renttée du syStème 
'1 = h"l' : M-> RP est la sanie. 
'*f: R--:> M trajectoire de l'état" c'est1a fonction qui l1 t'instmtt tassocie xC!) sur 
y.: npplicmion linéahe tangente qui associe au vecteur mngem 1t<to) li R en ln" 
le vecteur tangent 1.<-1: (tol) ft la trajectoire au point 1{to). 
d ID 
La. eoodirlon: T.<ili (to» = fl'C1o> + L Uj(to).gj*'rtIO» (A.l..2) 
j=:l 
exprime que dans Tl{tn)(bi) le vecteur tangent en Y(to} li la ttajeaohe 1~ ,est une cemrlne 
combimrlsun linéaire des valeurs en ",(to) des champs f. gh •.•• ~ • 
Soit {U. ftP} un système de comdonnéel; .1lOC8lcs au voisinage du point 1(10). 
L'application linéaire œngett~ tp. au point ')'(tQ). pcmtC1 de ttarlsposer celte œndition dans 
l'espace œngemen cp..'}{to) lRD: 
d m 
cp. ( y.<àî (to») = tp. (fy(1oll + l Uj(~) if. (gj.-yCt,n) 
r-l 
où cette muveUe rondirloo se décompose dans la base ~ ~lCttJ) en un S}-stèm~ œéqttatiDrm 
difŒœdÛcl.lmi: 
dXP9"Y m dt . (lQ) ;:: l1{)'(to» + L uj{to).gjJJ 'f{trJ}} . (A.13) 
j=l 
(!lÙ fi(;tto» désigne la œmpœante de qD:.lf~tO) sur ~ ~t(ta} 
et ~b(tJ)désignelaœm~œ,-(gj.,~sur ~cp.1ClQ) 
En notant Xi la fœcti·on lXlII1pQSée 2t'i ~. cr 1 on relItJtI't'Cœit la fmme us~ des 
équaIitmsA'éIat ~ 
AL8 
A..l..5. De llinfluence du choix du système de coordonnée., locales sur la 
forme du s1stœme d'équations différentielles.. Premier critère de choix: 
accessibilité looale. 
S'il existe un entier d et un système de coordotm€\Ci locales (U,cp) tel que les 
décDmpositions modulo 1P. des tham'ps r. gh E2~ _u 't gm aient sur 'U lM propriétés 
suivantes: 
pour d+l si Sn: 
. il 
1) la composante de tt.(fp} sur ~tp(P) œdépend que de: 
2td+l lt «p(P). ••• • 1tn" cplP) 
2) la composante de qJ.{gj.pl sur ktCPl ê$t mille.. (A.l.5) 
alors la décarupositiœ de la condltian(A.l..2} modu.ID ce système je coordonnées 
Ioca!es donne un sys:tème d'êquarlans di:ffêrentiellcs mnpft& Wlif', t~·" it (pm7 rappOrt à 
(A.1..3» : 
pour t SiSd dn- 0tp cl m 1 dt (ta) = ii(lttol) + ~1 'Uj{trJ; ~ .. ,l\ro» 
et ponrd+1Si Sn 
(A.l.fi) 
dXi-tp °1 dt (~ = ii( lr.d+P'·" .. y(~ ••• ,. ltn .,. "'T{toP 
. "-~ 
-mlttPiPUon 
Deme. si. ron msœ dans le vot"iinage U • il Y a dans ce syst!mc Pc coqrdoonées des. 
COIilpOSanteS Xdi-l1:ln qui "ne dipendem pas de rentrée u .... 
exemples pourn =3cttmis va1c:amde n ~ 
d=l 
y y 
y ttznedEpcndrnl zncdépcnd 
pasdeu x pasdcu 
On '\"Oit sm ·ces exemples que œcl permet de détcm:titaer un lièu où ~ttôtilv~~ 
ohlip1~ qu:l1e q~ soitfentn:e. mus Des pDint$ acœsslliks en 1.ld #Dl.PS~1 
panird*un point donnE.. CestpomquillÏ on parIe d'aea:s.sibffité lQCalc.. 
At.9 
Le role des systèmes dt:coan:fnrmées locales q peutêtte mte1p.t'étt comme suit le 
nombre de composmtes li(: rétu çparaissant indépendantes de rcntrf.c dépend dncboix du 
repère" ou si fon veut, de fangle SIlUS lequel on regarde Je systèmc;et le point de vue idéal 
est œlui pour aequcl ce nombre est ma.xirrul1 (c'est ll dire d minimal). 
Cest pomquoi on va chercher comment trouVCI;, $'il existe. en tout point P de la 
varlé~ un système de coordoonées locales dans lequel les champs se d&:omposent comme 
ci-dessus. Et avec d ~ petit que possible. 
A ce niveau. intenient la notion de distrlbution. 
A.l.6. Dt laréférenœ ala distributions dan.s le -choix des systèmes de 
coordonnées locales .. 
Etant dmmés deux·champs de veœms COC X et Yll on obdent un. nouveau chmnp C= 
ooté lX. YI et appelé "aœhet de Lie de X 'et Y ft" en définissant comme :suit la ~"iY!!ion 
rom:spanœme au point P: 
On lloter.il égalemem : 
ad~g{x) = [f.art;l g(x)j(x} pour bl 
- quelqm:s propriétés du crochet de Lie [ISI4] 
i} b~ ft. I2E R 
{ ftfl + r#2" &11 = Il { fi ,,11 ] +:f2 r f2 " &1 } 
[ fI • n&1 + IU2 ] = rl [ fI " gl ] + t;! l fI t ga l 
ii}~ité: 
[~=-[gJ} 
ml identùé de JlKlf)bi 
[f,.[g"pR + {gJpJ] J + .lP.rtg] ] :{) 
- Iègtesde cakul du crochet de Lie n'CC 
«..11. À fonctions à vaJem téene:s.. tg champs de vectem:s. Cl coveacur 
il LarA{x) = (Lri..(x})a(x) 
ii) [of .. tlgJ(x} = a{x}fS(x}If.g}(x) + :(Ldi{x}}a(x) g(x) .. (Lgu(x)}fJ(x})f(x) 
Di) L(fg}À(x) = 4Lg#,.{x) - LgLil(x) 
ÎV) ~x) == a{x}IJ{x){Ltm(x» + p{x}<m{x)J(x):>do:(x) + (Ld!(x»)tt(x}w(x) 
v} l..{d)Jx) = dLrÂ(x) 
\Ill Lrcmtp(x) =: <l.tm(x).g(x}> + <m{xMf.g}{x» 





Une distribution Â ,est dite invariante par rapport à uncbmnp f si pour tout cluunp X 
,appmtenant li Â le crochet de !Je lX, fl appartient aussi ,ù â. 
Btant donné un champs cœ 4 et une tdisttibution COO A. on note If • Al la distribution 
cœ engendrée par les champs If. Xl pour tout champ X ·CCC appartenant li A. 
]"Wotème de Frgl;!ÇnJUi (U1j14JHcltAP·l tlh.lJJ. 
Si une dismbution 11 est non singuUm. de dimension c4 ct involwlv~alcn en tout 
point n eidste un $)'Stètne de coordonn~ lodlltts (U.q)) dontlr-..s champi 
.1 a ... 1 il. .' ..t~ Ac ." CP. Caiï ) , H •• ~. ~ ) forment une base locale &K: .0 sur U .. 
On dit altm que le syslèrne de COOtdonnéesCU.1p) redresse lâ distn1JUtioo A. 
:;Appijcariom à l*aCÇ1i;mWité loœJe ( 11$14].. chu. 1. m. Sti} 
Si une distribution A est non singulière de dimension d,. uwolunve.. invanaate par 
rapport au champ de vcc:tettm r. et contient ,les champs 81 ...... Iroalms en ëhaquc point P le 
''Ystême CU. fil) qui ICdIesse cette distribution amales propriétés (A.L4) et (A.t5) cl-
dessu:s. 
Compte tenn de ce que nOUi avons dit précédemment on (,herchcm parmi a:s 
disttibutions à en dét::rnt.iœr une dedimezmOrl min.irna.le. 
A.L7. DistdbutiODS dta.cœmbmté forte 51. 
fP = < f. If, a. .... !m 2 spbn .. J2. ••• ,. :(m} > 
Cest la plus petite dimibution CDm:::nant 1e:schamps 81, J2,. ...... &net invariante pu 
rapport aux cluuups f. Il.12- ~ ... ? h 
Si if! est mm wftWère·f!lm: 
1- '5-' est inl.tDltt.t:Î'rc ct sa dimension d est la plus petite ~1Jlc pour une 
dimiliutian remplissant les conditioos recÎ1t.I'Cbée$:au pmgr;aphe prêddent. 
2- .lPest const:tu.ctible :li partir de A = $p{&1 .. &'b ••.• t lm} 
par l'algodthme: An = 11 
m 
Ak=Ak .. l+ff.~ .. lJ+ 1: (m.Ak.ll 
i=i 
{met pour .Ai.: =âk-l } 
3- En tout point de M où dhn fP est amtm1t'~ Qll'dûpo.~ 4l1ti ~~c·~ 
~Mées locales (U't!qt) "~mt'" S>r;t OOncld qUt!: ". .: 
31les.clnun .4J'.L.) +1(9 ) ~.. ·'hüé.ltltàt',& 
. .. '.pi' .. "iht .. .- .. 9., ~ .. .. ~, .. , . . ··Çi·i 
Al.Il 
3..2 en particulier au voisinage d'un JXlÎn! YOn}" dans ce sy.sti:.me de 
coordonn~ locales les êquatiorad'6tat stéaivcut (cL 4.3). % 
~.~o1 m 
pout 1 S î S d! dl (ta) == fi(lCtol) +I Uj{to} ij,i(TCto)) j=l 
dni o,cp"1 pour i > d :-cn-(te) == fi( 7td+ l ., cp 0 'J'Cto) .. 7td+2 8 qJ °'lCro), oH .. 1tn 0 rp • -yCfQ)} 
d=l 
4- rappel de Imtc.qm'..talion géométrique: 
exemples pourn = 3 'ct trois \'JlÙems de udiffércntcs. 
y 
y et z ne dépendent 
pasdeu 
A.l .. 8. Distribution d~attessibiUlê faible !R,,. 
St = < f. gl~ gl. •..• ~ l'tm J sp{f. Il. g.z.,~ .. " lm! > 
Ccm la plus pctite dimInution cmnem.mtlts champs f. gl~ ft, H. 11 im et im"atiante 
par rapport à CllL 
n;lations entre Qietle. 
1-SP + sr lOs; St 
2- En tont point P regnlitt d::$P+ sp(f) on a : (!P + SPtf)p= 9Lp 
Si te et Ut mnt Dœ $ÛlpUères alors; 
1-BIles sont im .. olutives et pour mm !P= d. on a dim 9i, = d ou d+l 
2- Par applii:ation du théorème de F:robénius, on obtiententtmt point de M un 
.système de coordoonées lœa1estel que {cas d+l}: 
2J·les Champs .~~1 ) ..... cp-.1~) amstiment une base lœaIc 
..t_ m 1 __ L__ -lf.j.} -l( il) -lr~' . • . 1:.. ____ t_ ..... t_ ~_ en 
w;; ir et:s.;;u, ~ps fP .. ~ ......... 'P. aid tql .. ''il:'lXd+lJ ~ une ~~u;:;; cn... 
2.2- dans ce système de coordnnnées locù:.s au l'Oisitmge du point 
)(10) les équathms d~état sëaivent: 
d,motpey m 
!pOOl' 1 S i:S d: 1 dt (tn) = fib{to>l + ,,1: uj{to)g-JJ (1<tol) 
;=1 
~lo"·l . pood =d+l: dt (to)=ii( ~l fI.·1Cto).ltd+241I(CP·*"lC*O)~-· 'l'T.,p-.·lCtol) 
A1.12 
3 - Interprétation géomélrlque: 
~ples de tmjec:roires en dimension n=3 
Xcf+2 
Xci 
à panir d'un même point inirlal. pendant un même temps. mm pour dès ,entrées diffézums; 
tauIeS les mtjectoires SOD'! contenUes dam Je plan horizontal. iuimême divisé en droites.. Cd 
droites contiennent chactme was les points ~es A tm même iœtanttt• 
A .. 1..9. te l'DIe du noyau de la, sortie: introdudion i. l'observabilîté locale. 
- Nonu de l,l! smic 11; M-> RII 
Ou a:ppc&noyau de la sonie en un point P &: 1.1. le no}'i1U de son fl:pplicarlon Hnêaiœ 
tangente en P. 
Ktth. 
~ Rda'tiona\-1:Ç 1= noyauxd;s mmposaritcs 
On note;n= 1t};.Cb : M -> Il la ~ œmpœmte de h ( i S k~p). Cnnsidémns 
!es appHcations linéaires tlmgentr.s: 
111 
Ker h. =n Ker lb ):;;::1 
Tp{M} 
-relation avec les nnyaux des·différemk!lles 
Si rOll note dn la di:f:Œmnticlle an pointP de la. foDdinn Yb œ a 
A 1 .. 13 
Yb : Tp(1,1) -> T n,m(R) ct dn! Tp(M) -----'> Il 
et on a la rchrtion Ker Yb = Ker dYkcn~ sous",cspacc de Tp(M). d'ou: 
p 
Ker 11. =n Kerdn 
~1 
d'où l'abus de notation: Ker dh = Ker h •• 
:..Distribution. : on note aussi Ker b.on Ker db la distribution (1 p1'Ïoti pas ~) sn:r M 
qui à lPut point P de M associe te noyau Ker h.. de rapplication tangente en P. 
- Annplateurdp nom de lasonie 
CS}} (dYkl~ = Ker dn 
p 
(Ker b.}J. = (n Ker dnr- =esp(dYd + esp(dyv + _. + esp(dyp) 
k=1 
= e.r;p(dYlll d)'2. ...• dypl 
nouvel abus de notation: sp(dh) = spldYh dY20 ••• Afp} 
- Obzrwbilité locale 
Si un système de coordonnées locales (U~,) est tel qu'en tout point P de U les d 
premIers vcctenni de base de T Q{lti). à StMlir 
cp:l~l *p(P» ••••• tp:l~ IPCP) 
appartiennent tous à Ker h. iku:i les applications linéaires tangctllCS en P !Ul.X COInJlOSWleS 
'\l. ( 1 :;; k S p l de la smtie s'aru:-&lcnt toutes sur ces VC'.deDl'S: 
),b~ ,(P» =0 aSi Sdl 
a [.a,y~J] d 
or n.~ «P»:: dXi ~ dt n{P} 
~l 
donc ikï cp(P)=o (1 ~kSp.l SiSd,.PeU) AI 
n en ~ que fappliœ1ion h"",-l : 
t;p{U} -> R fi ne dépend que de (Xd+t. Xd+2» •••• xp). 
Ceci pennet d'écrire le long de toute ttajectoirc 'Y contenue dans U. y = h'1(rc) saus la 
fmme: 
y = hét){to) ::: noq;l(:rtd+l "'fP ol(tQ) •• u "T~ ·'P·1ttol) 
La sanie ne dépend din:ct.ement que des n-d demières compos.amesde létal. ~tdià 
qnclks condi!iœs celles-ci sont elles irtdêpcndantcs d::s~1 
A.l.l0. De )tinRuence du choix du sJ"Stème de coordonnées locales sur la 
forme du système d'équation djffêrebt.iell~. Deuxième ~itèr.e de chom 
obsen'.bilité locale. 
A1.14 
811 existe un système de coordonnées locales CU.fil) tel que en tout point P de 
U les d premiers vecteurs de base de TP(M) 
fi} Ck tp(P». ff,} (i; 'PeP») •...• ft' -.1 (~ql(P» appartiennent tous à Ker h. 
et tel que les décompositions modulo cp. des champs ft gl ••..• gm ,aient sur U les propriétés 
suivantes: pour d+l SiS n les composantes de tp.{fp). CP.(g1.P) 1 ••• ~ 'P .. {gm;P) sur~ 
"PeP) ne dépendent que de 
1td+ 1 0 cp (P) •••• \t 1[0° cp (P) 
Alors la décomposition du système non linéaire proposé, modulo cc système de 
,coordonnées locales s'écrit 
dnp' cpoy m 
pour 1 S; i Sd: dl (1<k) = fl~y(tf}») + .L Uj(to) Ij; (1'Cto» j=t 
·(A.l.7) 
dito'- C> ip 01 
pounl+ 1 SiS n : 1 dt (ta) :::: fie 1td+! CI cp CI '}'(ta). .... 1t;n CI cp CI ",cio} ) 
m 
+ l Ujcta) 1ft J (1td+ 1 ct cp 11 ')(10) ••••• ltn 0tp ""ta» 
.1=1 . CI) 
Y(to) = b~~l(1td+l Il' CI '1(tn) ••••• l'ta • cp 01<t.o» 
~wion iémnéttique 
Tant qu~on ne son pas de U~ fi y a dans cc système de coœdon.né:cs, des composantes 
de rêw ( il savoir Xl, Xl. ••.• Xi! ) qui ntttrlluencent ni les .antres altnpOsaDtes de l'état" ni la 
sortie: on dit qu'clles ne mut pu obse.Mh1es. 
Exemple de trajectoires en dim.ension n=3 avec d=2 : tout.es les tœjectoÎrel5 partant an 
même instant du plan Oxy. avec la même enr.n:e passent au même instant par le mên.Je plan 
hodzonta1 et soot impossibles à distinguer par la. sortie: 
ALIS 
Le choix du repère pouvant mettrIC en évidence lm piu., ou moins grttnd nombre de 
composantes mobservnbles de l'ênu. le meilleur choix de n:père est celui qui eu met en 
évidence le plus possible (d maximum),. 
A.:LILDe la référenc:e aux distribuUons contenues dans le noyau de la sortie 
pout le choix d'un système de coordonnêes locales. 
Si unedistrlbution non singulière de dimension d et involutive est invariante par 
mpport 8lU champs f. gl. gz, .•• ,&nt et est contenue pcdnt par point dans le noyau de la 
sortie. alors en abaque point P de M. le système de coonionnées locales (U .. CP) qui redresse 
cette distribution donne pour le système non linêahe la d6ot:m1posidon ci-dessus. 
On cherchera donc si parmi ces distributions on peut en trouver une de dimension 
maximale et pour·cela on va ntiüser les nations suivantes: 
- Dérivée de Li!;! d'une différentielle sr:lon un chanw de VŒtew;i 
Soit Ci) : P -> mp un champ de covectemi, CCCI sur M 
soit D : P -> ,Op un champ de vecteurs. CCCI SUI' M alon la fonctiDn notée. 
<:m.D>:M->R 
P --> <mp .Dp > 
est une fonction cm sur M. 
On appene dérim de Lie de la différentieUem selr.m.htç1.mmJiQ Je nou\uu dmmp de 
covectcUtS J)r.l.l défini comme suit : 
Dm: P -> (Dm)p 
où pour définir la valeur de la différentielle cn P (Dm)p sur un vect.eUr Xp E Tp(M)on 
considère un champs CtlO X passant par Xp ct on pose: 
< (Dm)p. Xp >:: IIp <: ca, X;.> - < (j)p! D,.x]p> 
• COOistnpution invminnte RI'iIPml1 à un chMmde ve=m 
Q codistn"but.ion COO sur ~t. D champ ce.c de vecteurs su:r M. 
On ,dUa que n est imnuiantc pHrrapport à D si et seulement si pour tDUt dw.np COC de 
OO\c'CdCtmi Cl appartenant à D,,1e.dmmp Den appmtien1 aussi in. 
- ~rlijnçe ,et dualité 
Si tJ. est une distnoution ·CCC et inva.:dante par rapport au dwnp D. alors la 
codistdbutton t1J. est invmiante par mppon: iD .. Si fi es! une codisnibtttion Ctcetinvm:ianU: 
parmppmt il D", alms œ est une distnDU1Îoo invm:i'mtc parrappott à. D. 
Si A et Al. IOnt c= alaŒ 
AL16 
li invariante parrappon à Tl ..... Al. invnrlante parrappait àD. 
Si n et gJ. sont CtJOalors: 
Q invarlarue par rapport li D ..... g.i invariante par rappm1 li D. 
A.l.11.Distribution d'observabilité locale. 
On note <: f. al .~ ...... lm J sp(dh) > la plllS petite cod1sttibution contenant la 
codistrlbution sp(dh) et invariantè par rappmtaux champs ft gl .82 ••• ' • lm-
1 ~ Cest une codlstribution C- œmme SP{dh). 
2 .. Si cette codistr:ibution est non sinwlltm 
ilm:t la distribution <: f. 1:;1 ,gl t ... ft gœ 1 sp(dh) >.1. est COI) li non singulière et 
involnti've; el1c Cilla plus grande disttJbulion involutivc.c inVlUÛUlte pat mppott ma champs f. 




n.: = Ot-1 + f n + L 8j Q 
i=1 
OU f n = sp (fm) .• Ij Q = sp (gj m) 
«000 œen 
Ji D.rrl est non singulière Ikn:!i On-1 = <: f. Il &2 * •••• &tu J $p(dh) > 
4- Alors n existe un système de coordonnées locales (U.rp) te1.quc la d6mmpositiœ 
du système non 11nérJrc s·êcrlt 
WtPlfp 'C '1 nt • 
pour 1 SiS; d.: . dt (10):;: fi(1<tol) + ~lUj(to) BJJ (nta» 
dlt- .. cp ey 
pour d+l Sis n : \û (ta) = fie lfd+l CI ({I -)(\1).. .... 1tn CI rp CI ')'(to) ) 
m 
+ .1: Uj(to) iJJ (Jtd+l° cp °lCtnl , • .,. • ~ Clip e1(to» 
1=1 
y(~ =h~l(Xd+l·<p·'}(fQ) ....... 1rn .. q .. -;(141) 
5-IntennétatiQn eémnéttiçnt!; 
Voir fi,gnrc paragnwhe A.t.l0 
Al. 17 
A .. l.13 Bouclage Statique : quelques propriétés Céomêtrlques 
Définilism 
Une dIstnoution involuti've Il est (f~ g}invmante lŒalement si dans un voisinage de 
chaque point P de M: 
il exîste un BOllJclnge Statique: u = Qt(x) +Jl(x,) v avec p régullère : 
[ f + gCI ,Il l cA 
(gfJ.Al cA 
notal. D existe une distribution (f.g)-invruianle maximale contenue dans une 
disttibution donnée. 
DOua. si P est non téguHère on peut dérUlir des di$tdhutions localement 
(f. grinvarlantes dégénérées. Il y a non fenneture pour t"addititln et donc pas de 
distribution maxilnale. 
Notons'g la dL~btlûon e,ngendrée pLU' tes dunnps de vectettrs gît. 044 .. 8m alors 
l'algorithme de calcul de la plus gr.mde distribution Cf. g)-invarianre in~nlDûve contenue 
dllllS ker db [1514] 
At,mitbme du calcul dç y· la plus modç djstrihution {ft l:l:jnvariiU1~ inmluth:eçQDten'RP 
dins);erdb 
Vo::1M 
Vk:+l = br db nt X e TM 1 [f. Xl eVk+ ~et [g.. Xl eVt+ i} 
ators V· est ln fennetureim'Oh1ti~ de la limite ( lim k ->0) Vld de l'algcrtithme. 
M,nOmme du $-'iJeu1 de R* la plll$' &mInde distributiQo de cqmmaodabUilé rœuliœ R-
gmtet11.1e dans ker gb . 
- calculer V' 
- R· :: fermeture in\'Oluti~'e de t adkC+gn eç Il V*), adkgp Cg r, Y) • k e fi} 
Rcmn-rgpe 
n nt~""te pas d~élément maxitnal unique dans la da.sst'I des distrihwaus de commandabililé 




On peut ~ [MOOi] que V· ::: R· =0 tandis que !R,::: { âfrh;3 } 
~ fermCl!l!e În\'Olutive 1 ad & ~. k~ 0 1 
est une distribution de commnndabillté dégénéree contenue dans te noyau de la sortie. 
Al..1 
Annexe 2.. Essential Orders aru! tbe Nonlinear Decoupling Problem 
Atm..'*Xe 2. ~~amt.beNoo."'mtN~Ihœlem. 
A. GJumlKau &. ClL ~ ll\."T.l_~'"lROL,. 1919 .. \'Ol. StL ND,5. ilJÛ82S-1!34 
A2.1 
EssendaJ Drdus 8.nd the non .. Jinear decoupling pro'blern 
A. OlUMINE.~l:t il.nd C. H. MOOO't 
'T'ht C()l)Ctpr cI t.UcntW omm b.U ~1 bec:n Ùltt()du~ in*a ltîl'lClt $}~em 
tbœr}' and lm 't.!ml $~llto he ~w i::t th-c $OÙitLo4 of suû~ an~ d~t: 
deœupltng problems 'Comm.u.tlt t:I lit 19&6. Or: t..u.;:a 1ft . .at t9S51. 'ï.t;ii ppr.r 
p.rtSmtS. an;m~W~on 10 the dut or niln4mtar:ûfine~ of5ômeotlt 
tbae ddiniwns aM muitt. Il il shO"'71 tbat ~ ttn"3!UtU in~ pc '~ 
mtnimaf arder tor il rq:uttr d}l1amk comP«IUtOf that d=ttples 3 ri!bl"~ 
system. 
1. bttroducrl012 _net notation 
Although mtt:n!' imponant œntributions na'\'e bee:n givèfi to the decoup1ln! 
problem duringthe last 10 )'eatS. :tti most gen~rat aISe has bêf:n sot\'l!d cru}' ~dl 
for lmea.f ttme-in\c::arnmt SJstems Dy D:est:usse I!! aL '. lilaS}: th,t itdutions ·lt.iUcb are 
i('Iugbt are pessinl)' singIIÛtT stttt 1f~âbaw. This laner œsWt bas bee.ti obta.imd 
uithUl lb~ so-called s:~ approaà1 us.i.n& the notion cf SttUt:turl! at fnfit:Iitt and 
thanks ta the ro~t oI e.uenrWI ttntrtttr~ fCommault a 41. 1986t. 
ln the oou-1:i:ne4r seWtt8-- nt:!n-m~zdn! COr1trol bas been stUdled by F~W'!'d 
t 1975l Sinba ,1917, and lsideto it aL t 1981'. for unmple. D::'lUtnUt: sotUÛôtli 1i'~ 
reœntt: tnvestigated b} Fliess t t9!St ~ and Meng. t 19853. and %\1imeiier and 
R~ruiek i 19H6t Such î)olutions ha \~ be:n tl'p~ te u roool atm with &ilit joinu 
b~ ~ Luca et al t 19.55). il ~ould be iru~-ung to ktlow ân t'hat ttaïnpk the: 
i~ propcrty of the system t~t ~teli Cout int~rcrs on one input 
cll3nnd and two tntegt3tOfS 00 n. XC'-ond one. The mmn JOâl of titis papet u tO .fmd 
thts Ft'puty by œœt.fu1,g the ~ftnrt:t,Qn of essen&i Dttfers And ibo\1,in! thtlt tht! 
n!pr~.5en.t the sntallt!Sf tin il Wl~ th::u \l;i1l be ddined latiert ~at infinllc} thnt Ù 
re:u:inblt by n œm~or tbllt cand.ec'auple a rilht..m\-"M1"ble W::Ul""tinêat system.. 
SOlllt reMa are 'IIl1Hd fer ~t rompensatoB-5U\tÎc otd~-!egt&r or~t. 
nus pmpetty ts ~ the mwnul1lJt'{hr cf Xl rornpt!llS3.tof îbàt isaSDtüdon 10 the 
~--gn;p.lli1! problml. This teSUl:t 15 knO'Wll !romCCUll.ImWU tt al .1986) far linm 
SJt'Stern5 fnlm t;!le z,m.3l1sis of the Tœphtz mattiL Ro~'C\I'~~ tbdr ~ Î$ ~t 
dtt~ 3CœpœbJt in thé ~tMM ~fÛl'lg. A pm~ b,! Dt &ned~UD fit .ut 
t 1988. 1989j is ree:3il~ and u.sed btlo,\\.;u:ui ~Atl t ,in <1i j) t~ upon ~ 
app!ictnton of the ~ onit:f! tîl thedeœuPlkl,i \prOblem, 
Som..: preiimut3.ne:s:sn: ~"en u: Glnmlœau 3lld ~toogt 198!t.;;t,nd f~tesutts 
~n the ~onœpt br ~ftlfor non-lmo1r S}~ iulv1:' ~~td ~tll by 
~ .and Ono t t988). 
Rc...~ ~ Jltnwn 19$9 
*' Lt..,~.,m:..t. "üt>!~ue\k '\..tCl~ l mil: .\~'èt .tut.-cnUc'.u .. ~tdd.:t ~"'bt . 
"to.'lClW~ &."'1r""-..:1U&~S~.:d.: \.1.o:;1lU14t't1!, 1 ~deb 't~';JU~~c...rèdet.tl.'t 
h~ 
1,8~6 .-l Glul1ltntrJlJc:r.d C. H. MDag 
The iframewor.k for our wart iS ai foUow!.. Comidet a n'on~Unéar system of the 
fonn: 
... 
. i = . .:tlr} + r Bj(xl~ 
• '" t 
tH 
fl} 
whe.re the state x belcngs fO JR-; me OUIpul i belon:gs to Po':.and the componënts of 
A{.:d. 8 t (x). + ...... B .. tx:) and C(x) atl! me.romorpbic ttUictio1'l$,of.1t. i.e.tbey belong w the 
fm\:Ùonfidd ,of tbe integral domain (;l)t1$Ùting .ofanal,'Lic function.. of x. 
As did Dt Brnedetto et ai. C 19S5t suppose that the tnl'UIl: tun:tion ut tj to the 
system (U ts .N'-rimes continuously-differentiab'le. Th= by Tay1or·; tbeorem. 
where tu U s,Orne initial point in thne. 111\'11= utta). 
fi' • 11 = :r uoittL} t-1# 
and R. îs ~ runainde.r term.. Tbm u.. û. .. " u ... - 1t are tndepœdent \'ttrlable:s. ln the ~ 
of the paptt. \\1: us: the simpli&d abuse of not.atintl .\o1.<t:} = .rtt:ll(xJ = Ctx, fot the 
OUtput funwoo; mm'!: 8flleraJly. the notation tbr.'t. u. .. ~. utt· h. is then detined as 
~( ... ) l" - l'IX. u. ...• tilt) .::: -:-- • .:J'x,..... r BltlC'U: . 
c:( ."'1 J 
t -1 l1.}J.h 
...... " ""'::'--UV- 11 J~ t1tJ* 
Pt "'aji of aU.1side.J.ing the jacobian 'matrices 
f1t.· ... rf E_ t ~ t. 
d:,! ii-tt wt "",,~tt 
'-tu. -... u 1 
whith are ·the non--linat eqUit~t5 of the T oepUtt mawl::S assodated with a fine;tt 
sy.neœ. is as !onOtÂ'"1, 
ut r &:note the fidd conmting of the set of nttio.nal fu:ru:tiom of t u. ___ • tr-hl 
tAoitb c:ocliicimts meromorphlc in .l'-
ut 6 denoœ the vect.or spa« *OVef Z' J spanru:d bJ !dx. du. _ .•• IhI--lt!, A getltnd 
t.'eam w in Il ,ts then 'Wnttetl as 
CI = i: (z. d~.:. f ·,f ~ dtii~) 
''''1 . ... .. t ... ·j:J 
-whue %".I1:J bdGng to .K. 
1) denoes the set : 1. . .• p!. for j .: Il nnd '0 ~ i !6 Mt. dj(,t, "t.ngs to If one bù 
J.J 
j,. J tll 
Al.4 
E.utllum GrderJ and lht Iton~tîntà" dtt4Jtlpting jlfflbltm 18~7 
(41 
Toend thisintroductory section. rtçnJ1lbe ~fitdtion or some blwriant ittte~ 
that àre of interest for oUt purpose. lbel:hara(lttittic numbc:t. Lf:. tbe (dnubtJ oéda 
n •• 4:>f the ure ,u infinity of tbe subsystem. c:omfsting df the dynllmits (U and tne 
oUtPUl}'1 = Ct(:C) is: 
n.!l:min fk~ OldJ1**f span fûH 
tL for ,an)' k > 0. d}1lt e Spitn (d:tJ. tbtO ni =:; :t::. 
For tbe system (t). (1' the nwnber aj ot.lttOf àt inunIt] of (mft:( leu 1hà1l ot equaJ 
to li.. 1 ~ Il: ~ ri. is tOi Benedetto el al. 1989) 
d' 4~ u,= lm,..-
,0",-: 
Oue ean U1itrodua: tbe following notation: Pt- Stlp fa •• k ~ 1. il the total fiu.m~r 
of .zeros at infinity. p;';::; P'l - (1._. iS t~ number of mos al tnfinity. ol .oroer ~tet 
thanorequal to L for i ~ ~.and nj t= awd {p;~ il. The Ust {nj.j~ t~ teprt.Stntsthe 11$t 
of ardets of uros at in.fmily. 
2. Euentill urdus 
Smning {rom the n0110!11 of "6Sential roll;' in!roduœd by Cretner ,t~nll. the 
conœpl of t.S5~nûal order bas been del:lned fot tinw systtmS rhy Comtrtault el aL .1 
198bt Let lU nO\t e:dend this definition l\l the dan of tlQll'"lÙ\ea.rsz'Sttmi tU. {.:!t. .1 
lJefmttion 
For tep. ùle mentiaJ DiÛJ!r !litt of lhe output J,ts dtftned b] 
n.., = min {k ~ J Id}1Ittf.sp;m :lib .• dj • . _ .• dr-h.JfJ~. 4lt ''"tl • .... J1""I:} 
A dmuential d;c1:1! a5 above is saiiJ 10 be ~ in :à.'t. dt.. ....... dt ... !. 1f such a k docs 
not uist. ODe' sel l na = ::c-
To ~ homoJ.encous with the framewotk 01 t t the djlnamic state4'ffilbaclc 
decoupllng prohlem cm he.st<.md as foUO'O\'5. 
Find. il pom1tk.. 3. dynamle campclUator 
= = Mt.t. =* -+- .\"l.1(. :lr 
u= Ftlt.::l + Qx.:Jr 
whett dtm ; := li,,- r = Ho. t • .. r.J'". l' < J !Si.m. :ntdirltat 
J,!uesp;in :d.'\4d:..Jr •••••• d~ .. l.! fut iep.k~ t 
>te 
t8.!S 
'\\here J(~ denotes tbt tic,id consisttug of the ru~unttl funetions in C'. , .•• r"-lt ~1th 
,coefficients whic:b are meromorphlc func:domo( .\:. 
E4uation .5) represcnti the non·mtentctton of the nC\i inputs ri_ -..... Clio otnd t&l 
tepresents tbe output conttol1abUity condition. W'I! nn:: now able to stal!: the muJor 
appllçadon of the l1ü given ln th!: Odiniuon ta the dynamic ch:QOupIing pfoblem. The 
sune taSe \Ii'il1 just be the spet:UÛ cas: wht.rt Il.,lI::O. Note thtat no tegul:uity 
Oluumptu:.m Î5 made on the œ.nlpensator and. to the ~t OrOU! knowt~ge. no tè$Ult is 
a\"llilllbJe in the liter.tture fo·r sucb a geuer.11 stttmtion. 
Theafl!m 1 
tf therc e.1ÏSU il compema.tor (sUtte or d}ûl1ntic:l that dCl."'Ouples the synun fi). f lI. 
!.o·tben 
when' l dtnal.eli the decoup)ed system. 
MOteo"'e! mere e'\ists a (poss:ibh e1leude:dt dccoupted system r dedùœd from If) 
suclt Eilat 
BerOte provin! Tneorem Llet us 5Ulblisb a couple oflcmmns. f rom our notation. 
lI', denotes the lt1tiefl order of the z:ros al mfinity. 
Ltntrtw 1 
f LIt n~t ·m,·crublt s: stems t Aieu 19S6l n'e li fiane and n.. ~ Il t • Cor e',ery l 'S P 
The proo! of Lemmu 1 u ~1.en 11'1 the Appt.."'1Ufi.L From fliess Q 1985l ttttd Deso.:I:sse 
;md Moog 119851_ "'-e lno~ tbat Af!:o cun be deooupltcl titS nec~ri1~ n!ht. 
tn\'eruble. th-en from Lemma 1. aU the tntqe!:S tn'l.oh'ed in ,7' md fSI are finit:. 
Ù!tmW :; 
The essential amers n.,.. i e p. ClHU1:ot dtt:rf'll5eilDder the action al li :W11i;- t>t 
d~llnmtt: cotnperlStUor. 
l'roof 
Anume Ihut J.t~' fS D&>I ~e:ntial fUI the Gri~nnl $~sten t 1 1. t:~î. j iS p.md () ~ k ~ ft. 
Then !ben i!1:'Îst meromorphlc coe:ffiatnts. l, L't. u. .... tI" - u) e ..1'"4 j 'S nI JI +-1, thnt 
are not an zetU. sucb th.lt: 
A2.6 
So 
[ ,. _ ri;' .,,"u ]=(1t "~. 2a[~ l1~.i:::=·.t":H]' 
,t1.'t. _ ! ..... t l (l.'t. _ r ..... t:«' 1· 
Thi: latter s:ho'lt;~ that d.t1111 js, not es:mlthal fot the è.t.te'nded systenl. 
Pl1XJfof T~tOI'Etra 1 
To ptcve en. nme thl1t tcr any decoupled system Lone hu 
{l'IjfIll, = :n..(I:,n. 
From Lêmma 1. we have that unde:r a dyrutmir rompe:rwuor" the l'tIc cannot 
deaeaR (or i tE j:I rhus Cor L the relAtion 'l1} ls always tru~ -
Tc tStabUsh (8t. it suffices to l'rove tlull the algorithmef DesCU!Sie and Moo,! 
1193'71 does rIOI cbn.nge the mentb!l order n.tI"' i e p. ut U!t nrst reœl1 the uîgorlthm. 
Sttp 1 
Compute Ilt- fer i e p and thé decoupling mauU 8-. U mnk S" -= p. $top. 
5up :! 
tf rank B* ;::: l' < p, dèfine Il 'SQUl1" mtromorphit and non.,Siniular matti.\ G~txl 
JUch that the rn - r wt œlutnru of sr = .S"VdGoIJt) üte identicaUyz#l). \Vithout 10$$ 
of ieneœllty. \\'e Q1D a!sumt! tfuu the blod: of thefirst ., ~'S and the tirst t COluttm.lî or 
Br form an r J( J' Don-smgnbr diagonal mat1'iL 
(: : :) 0 ' 
5tep J 
Among the, llon .. zero cotumns of sr 'We bve qco1umns.lsayth~ ûm qtet~ 
l\ithout loss otgenentlity) with tv.1J or mete .non-mo dè.ment,l. NQW put ~. 





Go to Slep 1 and resume the prO!:edl.i"""! with ta ;;nstt.lld of !u. 
ThlS algoftthm ·cCm\d!ff. Atteta finitre nnmber k of itern.tions. ta~-atds an 
ettftlded system Et l.dtic:b 15 deroupmble ~;tb statk smb: fmiback.. 
Fot the systctn ~ one has: 
Sate !hat Crom the formof Br in i9}. one bas 
ni < Il... for l ,. ~ q and for p.- r"" 1 ~ i < 11 
Suppose that one sets oruy one integralor in front of'tne fifSt input cltannel Ut; 
lWurn~ Ebat the essenulll arder of.h tus inuel!Ised for r = t •. Then 
(12) 
But 
and th us 
The relations t 1 il nnd 1 13l }ield l!I contradiction when cambm~ Witb 
Tha l'roof CUl he repe.l1td for cadI of the q input compon~ts til_ .... u. and 
rTG\eS tbru the structure of the deI.Wupled slo"nem Olt tnfini1}' 15 notbin! bttt llhe 
eisenua! SU'Ul:ture of th!! mitial i}'1ttm :!(!). This \\11$ the clnimed res:ult. 
Bdore contdudi~ tb15 seCtion. note tlmt 11 ls~...sible to deduce SOIne tnbttleitlng 
Sl1'1li:wm properries {rom the nbtl\.f' results. 
C."r:;;tllan' t 
The es.senttal ordl!t3 :n~!# are inrra,rinnt undu re.gutar mtie .ttale feedhack u= 
FI Tt ..... Gi.dr .Le. GtxJ 1$ nou"5Ul!-ulan. 
Proo} 
TbepwoI of CoroUary llotln he d--duœd. €rom the proof or ternma ~ but it ;Î$. àn 
tmmed.tnte cor.sequenœ of the du1tn rote 
*1 - -~. ~ ",' """'1 
>1 't.J.-._,~- , =:l,.'Lo.~ •.• _J J .H 
il-"- c ..... [11"- H) q.c. U. •• _ r Ht 
C orc/lur.r 1 
Tht :three lins {hl: ft. ln;:, and :tt11o :" are equaJ if and oolyif te œo b~ d,.. -Oupled 
",ith a 1'egufar S!ltiè:..na.re ftedback. 
Ntll. 'WC Jive il l'uuh ti.tlderUntllg the ph)'$ÎcaJ m(!anlng ot the .~ .;Sentitl Q.rd(tt. 
FinI. tl~t crders of th~ lttCl'S at infinlty ean best bt llnderuood ,or distrete-time 
$ys:t~ $inœ they reptcSCnt nothmg but the de1ày e.dsdn! œ't\lteen the input and the 
output. This analol1 still bulds forcontinuaus-timt $l·stems. nètl. ~~t ttprestn.ts .tht 
dfffuenœ between the $trt.u:ture al infinfty of the QveraU system :te and .tùbty.s$em .r 
deflned bl' the dyna:mias Hl and the p-1 outputs lr .. ·.·.Y.-t~l .... t.-'"'y,J, More 
precisely. one œnftate titis ns Theutèm 2 
Tntortm 2. 
Munte dr.lt the ~ f U. f~} U ripl1~lm~ttfble and tet fnjlE1JIt denole the 
ordcn of tb~ zeros alinfu:ùty; of thè S)'Sttm !; then !()! i ce p. one bas 
Proo! 
!.et f' d~otf the ticldalnsfs:tin~ of the let of rational funJ:tions of tJl.. .. _ n~'I) "'ith 
codfidellts meromorpbic III .'t. and 
84 = span :,b •.... d.r-': fOl D·~ If. ~ t.I: -- t 
t 
From Di ~n" t!f!.Ù 119$9' '!te kno\\\:n thut 
wm span 1 .. #: dtill $pan i5~ for () ~ t ~ lj 
• • 
The ruential ardus lUt thw undunged ~tbeG reptndng K hl' X- in the DtBnItfott. 
C.zù1 d'ô c: dl c: ... = 6 -:. the cham Ji5iOdated *ith :trttèm ~~ 
Ul 
~=min :k~ lfdJ!bf8'!: US, 
Htmœ. from Dt Bened1!tto er 01. 1 19891. O~ bas th" d~mposiâoll 







,t n;f~) = l ( mm~) + 1{ dim ~~ - di.m ~) + 
+~,,+ n(dtm 8;,~t -dim ,.4'. ) 
8;. "'.·t 
== di:m 1;" -ft:+ll dim 8;. +(11 -+ il &;..1 
" 
Jt-l r ni' Y') = dhn 6'0 -In + lUdim 6;. -fAl -t1,u + lU 
J'" f 
..I..{n -!- ll(dim cr:. -In -l'Ji • .,.:m 
FOT computing W ~tia1 CtroctS. itipect !Ûlt jw"..t:ibian matrllt 
l 0 0 0 0 0 0 f! () 
0 () 0 0 ,1 0: 0 () 
0 (} f.) 0 () :0 () () 
0 0 1) f, 0 0 () 0 0 
,i1.L i. i. ",:'7tl 0 () 0 () fi 0 CI J=---=-' - Ut XJ 
t1'L=.ù.m 
0 0 0 0 0 1 0 0 0 
0 0 ù 4 U.t :u, ltj :0 0 :0 
fi 0 4} fl 0 (1 0 l U 
The bold rO\\'li of J TqJtes.enrt:Uenticl dfffercl1,tials. in tht' sense of the Dè'fin1ÙOnt 
and yiè,id 
1i!>"hl:!Q!i 1.be omm of zeros at mfinity ~re n', =:!. If: = 1. Thii leuunple ma be 
deroupUnJ hy adding ont.: integnttor hl CrotU of tbi'! tint input dmtmel ~nd t~ 
o~.tiDn hringsn; to two .lnd k3ves nt uttrhangi:d. 
3. CDnclusion 
'This paF Ims been dè!\'oted 10 the gene.ralh::Won of the not1nn d ~ti:ûotdttS 
to the class fl[ norHin(:ar .affine s.,r-stems. Theil' defitdtion and probtem setting are 
deduœd directly from the linear :s1Wlltion {Cmnmault ~t cl. (986). HOlt·!!1(u .. tbe . 
considerallinncf tht. ja:co1:rln:n ;matriœ$ of tj ...... . t'*J With ifdped totu.. __ :rit-Ut tbai 
are one nntun1l equh:'ident of the Hnear T~ttt m::nrlœs.leads ,tosm.oüs draWhatb.. 
The solution in Thwtan l t.t.1lS obw"ted throulh tM linear atgebraic smblg 
introduœd bj' Dl Benedetto ,f!t aL l198~ 1959). which w",ollfe5; tb: .é;.t:ad di&rmtinh 
dt.b • Th:u solution cmbodies li non~uhia1 e.l.tl:n$1on of Commautt 6 ai t 19SQ. 
A~t.ma~"1' 
The attthors th.ank Jal:'ques  J~ \V. Gri2!::lk and Jean Pumud fot 
he1pfuf d&twi1l1l1 .. 
Apptndh: 
ProoJ oll.emmt.t J 
From Di Bmedeuo et aL 11989. Th~rem 1Jt Orh: dm d..-dutt ~t ,if 
.'J. d" .I~-lt ..tml.-h· t....,..~._ '" l' 11" __ ,r.-." .• 1<.,. d. ,'. 
,1.Ll:. .' ; ••.• uJ! . - ."h-. , 1$ a ~ tO! .... -t. W<I ift; $_ =u w.!:t'le 65t:S. a 
\.ea.or J'li ronsistini of st:nilU: C'ompoœnts cf JSudt ltrnu !tb,. J.,f t ••.•• 11ft •.. :.. 
ilfi':!:"· dit?. t. dft'; tsa b:zI.sts, for ~. 5.0. 
ip4'il :J.l.. dj. • tIr"': = sp;m :Jx.. dr.1f '\\1!h i ~ i ~ ti~. i ~j t'i Il! 
= $pan :.dx. d.i!! • .,.,jtbl ~ i ~.ni - t:t ~J $; ftt - ! ~ 
and th~ nght.inT-ertihiii1y ~on yiclds 
$pan ;.fi?" with t ~ 4 ~ l't~. itl s;.j ~ a; = sp;tn :~l""" ,,~ .... dl"': 
span :.rb:. di. --_ tir: = sp;w :ù. di- -.11"" t,: e~ :J.# ..... -Jr: 
l"hen for an)' i $: P 
dlm [spm.t :lb:. # . . _ .. .1'''''' $>: e :û~#~. tir -no -J'ra 
JI- .. * . .t >'" .it_. <,uml sp;in lI.w.\';.i1,J .. __ • .a] , 
A2.11 
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A3.1 
Annexe 3 .. Nonnnear Morgants Problenu case Gf (p+-l) inputs and 
p outpu.1s 
Amtcœl.NtImrar~~PJtJblt:.m:c::ueot{p .. l1inpalŒ_p~ 
A,..GUNiNEAU. Clt. MOOG,. ŒEB TDns. kIL tt:l:nr. mI.31. .. }!l-. 1.,.I,uly 1992.. 
... < r l' .. Ii"tf ' 1 ~ ft .r:t i» R 1 Bi. il r ft 1: ri i 
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;, r tH. !rt.tHi.,H .. ~.~iH:~H;.U~~!n .. ,tliJHill.·H!hiiIfH.'11JUPil.·.!U ~ 
œ 1 iltla·IJtltl!'JI!f!!I;~~lllillll.l!tW;I!lllli;lli 1[1,111; 
;:111." Jllilt .. ·l1."~.I.~I;.:'II(I. 1111~.;iIJI.,!~'!;ltl .. llt.:[.'!.·. 1!!!iJi~ ~ . il.. ai u Ji u . · JI +1 ( ! If If ~ Il ft t i d ~ ft If l r r ft 1 G 111.' 1 b 
HFf tU H:,WWl !>:6Itl~H~ltf~:t: ·lthll1lill"p' ~ft 4tH;.;! HU t{~~hlg~lll!~ t;II;;f,ftu;f!Ph!J :,iltdtk 11·Hii~f ~ u 1 IlfJ Jull, JI.t b Ir lt t :!o! 1'" ~ Il if» t i .:ll t ~ art : '. H R~ t U IJ.!; ~ 








il 1 0 il 0 
0 li 1 (} a 
Je" 0 li 0 0 I:~ 1 ~ 0 0 0 0 ( XI i= .r. ..;. 0 (1 0 Ct J!"" .c-{.} 0 {.} 1 0 .rI :'.r1 ) . 
.El +.%, 0 {} Cl 0 
li,. 
:t. {) 0 tl 0 
9 {.} 0 0 1 
T'bQ S}mm.mU:56 = r "" 1. ~ 15 ~ w mm:im al' 
~lIWG thilll:llUt te ~ %Il i1t iD Of"Iittll)~ .~.t&U-
1tj'. Wl tb:rr: il 110 mdc ~ ~i1: smri:tg * ÙIp'Ill-m'l;l!lrt 
~~ The ttaik:r ~ dle:Œ ra ÛIt ~ of 
 fi m ~ll IV 15 Dtll m.'lfied-
n.. s:~ h.oPnna €IF iJ,m.-r-t"",,'liJI:llliU s~ 
Cœsldet a lIClllmat SJ'$iCm ~ b) 
!= {.rcf1r) .... 'Lrlt: Il) 
7"" iri.lr) il' 
, 
~œs:t::œJt~'l.t:lmopœ~ NDf:J".œll'lj:!tlt# 
~œt·= I!"'.;JD01tbeo~, btîœp~n· 1k~d 
jt.JeL ,ftz •• cd ~ x, m ~ ~ d .r 'lb: ~af 
gt.rl ~ ~ ,.1 zi. - ... /J..J..n m\t w: ~ -. ta:lk 
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Annexe 4. Input-Ontput Decoupling and Eqw"alenCf! or Nonlinea! 
Systems onder PUI"f' Dynandc State Feedback 
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Input-OutpUI Decouplin. and Equivalence of Nontinear Systems onder Pute 
Dynamic State Feedback 
MJ)~ Di Benc&tto1• A. Glumineaü1 and CB. Moog2 
Ab$tract: ln tlûs J'laper. Ûlt! nonli.near inplll*OlltpJl1œCfJupUngalid:fur qutvtilmœ pTobltm:JQTt! 
invesdgated via a dynomic œlnptma.tionlaw 1\>hich has no UJ'tJS ,ar ûginiry. In !l1IIJ1otyro dU! case 
of linear SJ'stems, this kind of compDlSation is l'tlendro Ils il J1ItIndynamlc stafe ftedbacl:.. Tnt 
co~pt ,of a Mnlinear InlUllcJOT lsirttrOl1uced and a 1I8CtSSmy llIJd suJfidmt condition for (Iut 
soWabilùy ,oIthe Ïlrput-ataplll découplIng problem \14 pute dylll1mÎC sttltI!fwIbaek ÎS atliblish2dfn 
lums ,of the Werot:loT. Moret1vu.for sqUDJ"e bwmible sySl8nS. duoUliIi~g ÙJ nruJar sttttk .rlD1e 
fw:lbad: is pTOVDtIO be equiva1enr ta œcolf'ling }''ÙJ regular J1II.n 4)'1IDmic SloJt!f~ FiNJ1lJ, 
in the ClUe of invertible WpUl-oUrpUl ,linearimb/e systEmS. the inJuat:ltJrls .rllDWn ID charatttw.e 
~~enœ. 
Keywords: Nonlinear control. d:)'lUm1ic feedback.. input-ourput decouplÛlg. structure algwithm. 
~r'j dynamir: equi" .. '1deru:c. 
L Introduction 
Input-mnpm de.coupling andeqttiv:alen= am importantsynfbesis problcms Îl1.tonttol mear:y 
(a pmial fut ofimpmnmtconnibutions is Cl" 6. 7.8.9. 10 .. 14. 15.16.11. 23't24~ 21.,29" 30. 
31. 35. 36. 37]). 
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For linear systems. !hem 15 11 we11-estnbn.~bed tbeory of decoûpling via regular static stnte 
feedback {e.g. [9]) and dynamIc oompensation (e.g. 11.9]). For the case of no,nlinear systems,. the 
input-output decoupling problem (alsG ca1Ied nDninœracting tontrol) bas been the abJect ,of many 
contributions (e.~ lB. 10. 11. 14.23.24. 30. 3I]). Input-output decoupling via regular stndc stnte 
feedback was fully solved in the row by row case in [24], white a solution ta blœk dec~upling wns 
proposed Ul '[31]. The additional requtrement of in&emal slabiUty Wall tal-en iota account in :[14] and 
[23]. Thefirst resulrs on nor.illnear decoupling by means 'of dynamio compensation appeared in {H]. 
(HU. {30]. ln fuis ftamework. the oonœptual notion of rank of a nan1inear system, inttnduced in 
(101. [111. as wen as the related notions of lef .... and right-invertibility were instmmi!ntàl Dynatnk 
input-output decoupUng with internaI stability wu dealt wi1h in [1]. f36]. 
Equivalence - the problem of ccmpensllÛng 11 fust system sa tbat ilS output exactly_coincides 
with that of a second given system. and viœversa - is c.ompleœ1y characterlzed. for:,linear systemS. 
by the so-cnlIed interactOI' t37~ For nonlinear systems. conditions under which eqtrlv.a1enœcan he 
estabHshed are not known. 
ln this paper1 \\'e present necessary and sufficl.ent conditions for the $olvl1hffiry ,of these two 
prob1ems in temlS of structlmÙ invarimlts. 
Wc show that. if a square nanU.near !System cannat be decoupled br regulat stade stnte 
feedba~ nothing mnre cm be obtained by using a dynam1c compensnmr. œl1ed pure dyrtamlc 
smte feedback. whi,oh has no zeros al infinity. This remIt hold.~ for lÎnear systems (Hi]. One ,00010. 
then ask the question whether this still holds ln the case of nonsquare systems. For llnear systems. 
tbis pmblem \Jo'a5 studied in (61~ where a nece.'iSat"Y and sufficiœt condition was give.n in tetmS of 
the colllmn nmk al infinity of the mt.eraCtor (37). To derive u similar rem:dt for nmùinear S)tStems.. 
we introduœ the concept of Il nonIinear intetactnr that reduces 10 the classical interacror of {37j 
when npplled to 1inear sysu:ms..We show that the nonlinear inpul'-OOtpUl decouplin;g pmblem '\in 
pure dynamic Stlte fuedlmck is soh'able if. and ont)' ittbe differenœ between the nnmber cfin~ 
and OU-tpULS is gn:aœr than an mteger which is ma În\':tttÎanl of the system and am lie camputed on 
the basisof the inteJ;aC10t. These resulLS may open the palb 1O\\"lU'ds the 5Olllûou of the tllput--m.rtpltt 
decoupling problem via nonregular stalic swc feedbaC:k. 
The interactor completely dtamcterizes Ùle S{,)o-called dynUllc equivalence of two tmenr 
systnns. that hi the possibillty ofmatthing ,a ,given transfer matrlx using B. bh:ausal ,contpensation. 
\Ve im-estigate tbis relatinnship in the case nI' mnlfnearsy&trms. Nonllilldtt' o)"Dmnicequiwlenœ is 
precisely fcrmulated. Wc shaw that d)*Itamic equivalenœ hi a specbl case of the enCt moad 
Amlexe4 • Input.()utpttt~:iitd~dNtmrfl\t.ltS)'ittm$1mI:1etPme~SWf; 
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ltIaliching pmblem [2]. {31~ Il is lhen proven full! the interaelOr completely cbametèrb.es dynamic 
equlvalenœ of invertlble inpu'1-output l.inea.t'i11.lble non.l.inear system.S. 
The paper is organized as foUows. In Scction :t n new kind 'of dynmnic compensnlof is 
defined* which hns no zeros at infinity. ln analogy to the llnear tenninology {l6}. this·type of 
compensation will he eaUed a pu.re dynaurlc sœte feedback. 'Ihen,. in Section 3. we propose a 
definitio.n and 11 simple procedure. based on Ille sttucture algorlthm 133], 134]. for tbe 
determ1nation oC the mteractar {Jf ge.neralnanlinear systçmS; a struc:tnral huerpretation of the tinear 
inremctor i5 ohtained :as a bypmduCL ln Section 4, the 'Înput-outpUt deanlpling problem by pure 
dynamic state feedback h considered and soived at ageneric point Qf the sta1e spac:e. A neL'êSWY 
and suflkienlconwtion for the solvabilily of inpu.t-output deœupling hy means of a posstbly 
no~gulnr pure dyruunic state feerlb:a.ck 15, given. This condition is expressed in tellJ1S of the ~ 
cnlled ,column nmkat ilifinitJ of the interactor and gen~ the Hnear result of {6]. Moreover.. il 
is shawn tIuu the decouplin,g problem is sol'vahle via regular pure dynmnic stale feedbad: if. Mld 
ooly if~ it is solvable via regular .st.atic state feedback. In Section S. we define Donlinea.r dynannc 
equivalenœ and wc show that two nonU14 \!Ill ;f invertible 'input-output: Uneatizable $)fstems a.re 
equivalcllt if. and DnIy iL their intemctors euinclde. ,Cooc:luding remwks are cffered in Section 6. 
2. A classiticatio.n of I10nlintar dynamic œmpe.nsators 
Througbout tbis paper~ we wm deal with systerrul desaibed by differential eqtWions of the 
faIm 1: which are nonlinear in the stue and :affine in the input. 
{
i = f(x) + g(x} n 
1:= y = b{x) (ll) 
wbere the state x belongs to X. an open Sttb.~ of IRD• the 'input n helODgs ta {Rin iUld .~ Qutput y 
belongs ro mP (p Sm). The entties of f{x). g{x) and h{x} are meromarphk funr'..ionstltx. 1l1c 
collllllllS of g{x) and the roM of h(x) are denoted. respecd:vèly" by gt(XJ, i::- .4 ..... nt. and hj{x),. j 
= l~ ..... P. The output of:I.. œrresponding 10 input u and iniCi,al:S1ate lt will he denotei1 by ~L X. 
0). 
A sta.te &pace description of this kind mlly 110t be adequate snd one may amsid~cm~ 
ge.ne.m1 dest:riptions as proposed in fl2]. Wc restrict ottnel\'eS ln oSyitèm$of tDerOlii1(a.~) Wltldt 
are standan:t in noo1inearamtrol [2lJand ,lm found in many importantli~04S l~çm~tI:tll 
m robots. S1l1dUtes, etc. The definitimiS propnsed in the chnsen ~èwotk am· 'l#'~, ttèb~ 
genend non· affine nonl.inQr sysœms. 
Amae4 .lnput-Outp\1l.J:)ecœpliu8_~orNœ1jœarS~m;detl\tte~~· 
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Following [41. let !ftj he the field of rational funètions ofthecoUlponents of u ..... 
u(}-l) with meromorpbic coefficients in x and set !It = ~. Let (J œnote we fm:mat -vector !pace 
over !1t. Ipanned by (dx. d~ •••• du(n-l)} where th sfllDds for (~hH" dxü). du stands Iar 
(du}. •••• dum). etc. If M is il matrix whose elements t)C}ong 10 !Ît. the rànk of M ovet !1t will he 
denoted by r.ank~M. or simply by rank M. if there is no necd ta highlighr the field over wbich the 
mnk is computed. In wha! follows. il is assnmed tha1 mnk~x) 1:: Dit. Define thé nested seqUf:ncc 
of subspaœs of C. go C gl C.,. C gn by go = spln~ (dxl. Ok 1:: spaIl!K. {ch. dy,: ...... 
d)-OO} for k :.:: 1$ • '*. n and the associated list of dimensions 0"1 S H. ~ an by 
Ok == dimq. &k - dim,~ et-] 
... ",. ....., 
The. strucUJlle al i:n.finity of~. denoted S_CE>. is ,gÎ'ven by the list {al t ••• ,an]. whete Ok is the 
number of zeros ut infinity of m'der less the. or equal toI k far k ~ 1 [271. The total number of 
zeros aI iofinity. On := P 1:: mm gn - d1m &13-1 is the ronk [lI} of system (2.1). The system ïs smd 
tu he rlgbt-inVer1lDle (resp. leit-invenible) if il = P (resp. P 1:: ml. Define Pl 1:: il and Pi = P - 0} ... 1. 
for i>2, the nombes' of zeros at infinity of 0Idcr gmater or equal to i Let n*r.=card[Pt' ~ il. The 
fut {n'} ~ D'2 ~ ••• 2! n'p' denoIeS :the list of the ardus of the %CroS at infinity of'system (2.1). 
Anothitt list of invariants of the system consists of its cssential stnJetu:re. denoted SeOO:: 
{n}~ .... ,npe}. The essential mdcr nie [15] is associated \0 the i·th output componcntYi as ftillm\T. 
nie = minlk2l1 dyOOJ E spantft{dx,dy(l} ... "*dY{k~ ..... dyCn)} 1 
,and rlght-inverdbility yields the existence of p:finirc essential arders.. The two stn.u:t1n'eS S .. {l:) 
,and SeCE> tan he dcrived fmm the invcrshm algorlthm of (34J (soc Section A.l in the Appendilt). 
!..et the 10\\'est and highest dcrlvative otdcr of Yi appearlng in (A .. 1l. for 1 S k S n. be yU and jli 
IC!ipecdlf-Cly. Thea.. il is estahlisbedin [19] that 
ru Ilie equals "jli~ 
and Cri) the Ust fnt • 1 ~ ... ,n'tPJ equals the lW {1Ut.~.~;rp}. 
Most sobnioos to oonlinear control symhesis problems are basedon dynamic compensatnIS 
defincd aa:ording 'ln the fo11owing definhioo. 
Definition ~L (a) A dynœnic (SlI1U!) fe.edhad: ,compe:rlSlJJDr forE is a. system (De) \ldth inputs 
~ 11 and outpw u of the fmm 
DC={~ == M(ç.x) + N(;. x) v (22) 
11 =: F(ç. xl + G(~.x} v. 
"\llbCIe 1; belmlgl tu an optm sullsttt of m1:l. v fa U~5* P S s S Dl. 'The èntrlcs of!.t N*:r. Gare: 
memmorphic functions of (x,..ç). 
~4.~~gandEqtd~~S~mJderPw:e~Slr4e 
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(h) A precomplWatrJ,r for L.Î5 a system (PC), wim input v and output Ut of tbe Conn 
,PC::: {iJ t\! M(11) ... N('l1) '11 (2.3) 
n:. P(Tl)'" O(Tl) v 
wherc 11 belongs ta nn open subset of IRq. 'Ile IRs. p S s Sm. The entrles of M. N. Ft G are 
meromorphic functitllos of Tl. 0 
A precompenmion is a special case of adynamie (state;) feedback cornpeonsatot. On the 
other hnnd. the cascade composition 'of E and of a dynumic Stl.l:kl fcedhack. dcnoted !E <0 (])Cl. 'tan 
he v.'litten as a prccompensamr of the fmm (2.3). hl' scl1ÎDg 11 :::; col(ç. x).. The nnk Pc of the 
dynamic fcedback compenmor (2..2) h to he undetstood as the rank of (2.2) éOmpo$Cd With thé 
dynamics of~ Le. 
Pc= dim span{œ.ll~ ml, ..... du(n+q)} .. dim span{d.'1t. dÇ. du ..... ttù{nf<J:'UJ 
whcre the span is computed o'Ver the field of rational functious in u. oUl. -n u{:ri+q) with 
coefficù:nts which are mcromorphw functions or & and ç. Note that. in the case ofllncar syste.nu. 
tbcœ cxist proper tran1ifer funcûon Ill11triœs Fes) and OCI) 50chthat a dynamlc stàté fèedback and a 
ptecOmpensilOr cau he WIitten in the fonn :u = F(slx + 0(5) V and u::: G{sh",; mspcèÛve1y. 
Dermition 2..2. (a) A I/.lltt dynamic (SIalt) ftmlbad: cam,ptnSDtor(DF) for E isn dyna:rnic 
{state} feedback whose muk equals the:ranJr.: of the mmix G(ç,x}. 
(h) A reiuIar rmu. t!.ynamic: (SlaIe) fudhad: c:onqJUlSatOf (RDF) ha p1.1:md,ynmûc statetèedback 
wit:h 1/ e mm and mnk equa1 ta In.. 0 
Remark 2.3. A dynamic (SU1te) fcedback is then apure dynamic (,*) feedbd ·itudtm1y it 
il bas no zctnsat infinity. If .. in a noulinear &cHing. the notion of propêmC$s is dmught as the 
~ of a reallzation which does not involve any detiv:ttie of theinpu ... then a legulirp'ttte 
dynamic state feedback çan he vicwed as a bipropu compcnsator. intbc sertsê thatith proper àtld 
admits a proper invene. In the case of UneJr systems. a regulat pure dynamic mtc feedba.êk is 
defi:ned as u:: F{s) x + G v. where FCs) is a ~traœfcr function matrlx andG ha:lqttaœ and 
nonsingulnr CODStant matrlx [171. and forstIicdy proper llncar system baving nUIl mutnhmct. it 
is equi\'3lent to a bipropcr (or bicausa1) axnpensatîôa. 0 
Remark 2.4. Considcr a pure dynmtit: state fcedbact (DF). ~ 'Il=èoleÇ. x), andJet îIic~.ot 
ô he rS s.. Wtthoutlnss Qf generality. one can pardtiOU uin sucb il wa.ytha.tG=Œ1J.·:W~A:il 
(r li: s:) has JIl1k r, Gl(fll:: 'a(11) Gt(TJ} .. and« il a mcromO'lphia fitt1Ctionofll. ùfF=Wl~ bç:. 
the ~partitionofF. Let w besuch ibatdim w =m -s. thèn œt:·can wtiïè 
~4 .. lopùt-OlltpUtDea:lruptinBm1~ofN~S~UbdcrPuœ~Slate 
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g ][!]. 
Thus , [ 1 0 ][0' u=[Fl,F21+ n(11) 1 O· ~ ][~] 
Bence. as il il; for lincar sySlCms {6l. the pute dynamic state feedback: (OF) mm he YÎewed as the 
composilion of a regular pure dynamic state feedback and of a nonregular input transformation,. 
represented by a nonsquare singular fnstrix 
G'(~.x)::: [~a]. 
{~ = Mi(!;1X) + Nt(ç.x) OfC;.X) y 
U = F'{ç.x) + P(~~x) G~r~.x) v 
whero P(;.,,) bas full ntnk m. Fromtbisproperty and Remark 1.3* one deduces tbat ifl: nnd(DF) 
are linenr systems. a pure dyruunlc state feedbllcX (OF) can he wriuen in the fonn Il ::: F(s) x + 
o v. where G is n cons!Iml mattix.. 0 
We will show nexl tha1 Il regular pure dynamic stale feedback leaves the SlIl1Ctttte,~ infinity 
and the essentiaJ structure of the CODtroned system invariant If aoe recalls thal 4 statie wtate 
feedhack (SF) is defined by u= tt(x) + P{x) v. 1: controlled by ,a regular pure dynarnic state 
feedback can he ~'Iitten as : 
(i) (f{X) ) ~ = tM(~'()" N(~.x) 0-1(ç.x)FCç.xl + 
y=b(x) 
wben: u :: F{;. xl + O(l;. xl V'l wi1b v E tRm and rM.k O~;. x) ,::: m. CcmequentlYt agam as in tfle 
case of llnear systems [16]. li regulv pure dyn,amic feedbac.k tan be viewed as a regular matie 
feeJback which operates ,on a "larger"state realizaûon of system:I. As a œ~ a regtilitt 
pure dynamic fèedbad: dœs not modify the sysremli litrtldure al in5n.ity and essentbû structttte.. 
'The converse 15 a1so true. whenever the system is square and invertib1e. as estahlüibed in the 
fonowing theorem. 
Theaum U. A regular pme dynamic s~ foodback (RDF) is such tim1. if!: c RDF &!notes tlm 
cascade CXlmposition of 1: With(lIDF}b S .... œ D RDF) = 8 .. (1:) and .Sr:.~. G RDF} :: SetE) .. 
Con~-eœely. as.s.mne that 1: 15 square and invertib1e. Tœn.. na d)"rumûc state feedfu1dt cumpenS8tnr 
(DC) for.E leaves s....OO invariant, (OC) is 11 re.gularpure dymm'Ùc S'tale fœdhû 
Pt:oof. Sec Section A.2 in the Appendh.. 0 
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3~ The concept or a norJinear interac10r 
In the case of linenr systems. the mtemctor is related to the Hennite fonn of the tnmsfer 
matrix; in particular. for the squn.re case., il is the inverse of the Hermite fotm. For nonlinear 
systems~ the concept of interBetor is related ta the inversion of the given system. In Ihis ~tion. the 
concept of a nonUnear intemctor is introduced. 11:te inleractor algoriLhm - an alterna«! wny of 
inveliÛng Il general nonlinear system - is rttst proposed and used ta define ûte intetactar for â 
system of the fonn(2.1}. Sorne structural propertIes of the nonlinear interaclOr are thI:n IDustrated. 
DefiIm the following procedure, whicb is a modification of the version of the strêwre 
algorlthm {34] gh'CD in {4]. 
mteractor algodthm 
Step L leI YI he the fim component or y and write: 
yer l).l = al(X) + bl(X) U 
\vhere fl is the mlath"e degree of YI-
Step 2. Consider the system t2 : 
i: = «x) + g(x) u 
(y<'ll») = (at(x») + (bt('X,») u )Il h2{X) .0 
Appl)' the in\*ersion algoritbm of {41 ln 1:2 in sncb li way that onegets. for ~appropri1Ue integet 
1'2. 
(y~l») f111(x) ) (l'rex) ) yWf = t al{x.Y~ . + t h2(x1yff) n 
with tank CgD:= 2~ i=rt; .. ·;rs+t2-1;j:::rJ; ••• ;tt+rz-2.. 
Step k+ L Consider the syste%n ~k+l: 
i :::: «x) + g(x) u 
Y~) t(x) 
• .fn) a2(x.y(11 ~ 
"-2 l 
l'k+l 
where Ji :::: l"...~. k-l; ~=rJl ..... IJ.t+l};-I;iJ.Frp.... .... rJl+q-2. Apply 'the sttuetu,te a)!~to li).:+t 
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{3.I} 
If 1: is rigbt-invertihle.. each step of the aboveprocedure cm he carrled out, in a. unique 
way, since no permutation of the outputs is allowed al any step and ooly the last output an he 
differentiated in ÏJrmting ~ 
Definitioo 3.1. The la.cobian matrix 
(3.3) 
column rank nt injillity of the intemctar. 0 
Re.omrk 3.2. To better understand tbep.nmOllS definition.let Ils cmy out the interactor algmithm 
on a Iinear enmple ((rom [31J): 
. 




Yt =X1 +12 
n=X3+X4 
The inwrsicn algorithm.. \\1ûcll in this case c:cinddes with the intemctor mgorl1lnn. ywlds 
YI = - Xl- 2 x2+ (1 1) u 
"i~) - Y~) + 2 yCf ::: 3 Xl + 16 X2 - 21 X3 ·64 14 + (6 8) u 
.~4.fnpot-Ow:put~adEqui~d~~'~~~Stœ 
~ MD. 'Di Bt.netk:t1n.A Ghlmtneaiând~J4~,.œn.a:t~Âut..~;~ 
_}~ 0'" .; 
:, 
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lnstead of petfoaning the operations associaœd with eacl1 S'tep of the internctor âlgorltbm in !he 
time domain. it is possible lO re\\'rÎte tbem in the domain of the Laplace tnmsrorms. One t.ben 
obtains CX1lCÙy the same operations descrilied in [371 to oonstruct the mteractor. wlùch is nothing 
but the transfer function matrix from (Yh _ • ypl ta (71. _ • Zp): 
1(s) = f-s3~2s2 s~]. 'l'his resu1t for linear systems was estabUshed in (131.C1early. I{s~ Ct'tl he 
'œwritten in tenns of the jacobian maBix (3.3). which in tbisca.se is real·valued. in the Conn 
1(5) ::: Jl '.[ S 
, 0 0 
o 0 o 
o fi s 
fi is shown ln [26] !hat there exists a pmnmation Il of the OUtptll C'omponents such 11141 the 
interaCtor of the resulting system is row reduced; in that case. &he infinim l'.ertl otders of the system 
colnclde with the pD"-"ets of' lIhe monomials on the ~onallnr the in1Cractor .. DifferentpèmlunttkJns 
·{}f Ù1eomputs can Iead to different row reduCèd intemctots. As a matter of tact. <me an see fnatthe 
original structUre algœitlun of [331 yields arow teduœd mtêmClOt as : 
.[
SU.'l ~ H'. ••• 0 •.• 0l· 
.. nl 0::: 5- ...... .. ~ .. 
.. .. . ... .. .. . 
.. .. . . . . .. 
.. ... . . .. .. .. 
.. .. ••• sU"p fi ... 0 . 
here ""<:'''< <nt w. ul-n2- ... - p. 
For genernl nonlineat systems; using the reIa:ûon between the esse.tltW sttttctttte and Oie 
fm.'eŒÏon algorithm e:,-uùJlished ÎIl 1191 and recaDed in Section 2. 'One obtains ihat the es.sentiil 
IOrders can be œmpllled Dy means of the interaClDr algmiIhm: 
{.1.. r Ù(cpl ..... CfIp) 0 J • 1 Die=mn .. d(y~) ~ .. t= • _. p. 
wbere the fonctions Çi are defined ln (3.2). 0 
A first propeny of the mtemCtor is tluJr 11 â mwrlant ttnl.'ler regulat $ta.tÎe ~t~~" 
speclfied below. 
Anoc:œ4.!nJm~~aDdBquh~or;r..~Sl~wktPmt:.b,)~s. 




Proposition 3.3. Let :E be a square and inverttole nonli.MM system of the fnrm (2 1) and let Q 
he n regular static slate feedback. defined by u = a.{~) + ~x) v. l.et S and SQ he theL1Jtctactnrs cf 
1: IlDd E CI Q ~ûve1y. Then. 
SCx, n. y~}dJQ(x. v. y:; : ft.-. 
v=-- t' ~(a(JI}-f!) 
Proof. See Section A.3 in the Appendlx. 0 
A second important property of the interactot is that its column rank at infinity is an 
invariant. of the syslem. as shawn by the fcUowmg resu1t 
Pro'position 3 .. 4. Assume that t is right-inverâble. Let Y = span (<lx. dYi. _dytn~.l) • i = 1 • 
...... pl. Theo 
r* = P - dim [Y f'\ &pmt du}} 
Proof. The equmcns tPk = 0 of the inlf:r11CUlIr algorithm. for 1 S k S p. ClUl be WIÎUen as 
$l(X .• >f> +q,2(X, y<f> y<nr> + ~3(X. yq>, u = 0 (3.4) 
wbere 1 SiS p. l S j S Dw-1 and mnk '~2 = r*. Then. there ·exists a p x p m\'ertible matrl..'! V(x. 
Y~~ such that 
v.,+v~u:[: leZ] 
p 
wbere M denotes • "'r 7011 of full mw nmk.1:IJmœ. 
di:m {Y +spanldQtfl,t~ ln =dim [Y +span(d(V4t3U}}] =dim IY +spant4tlduH 
p 
and 
r* = mm (span{t3dun - dito [Y nspan(tJduU =p -dhn [Y nspan{4t3du)] 
From «41. proof ofTheorem 23).. Ol)f' ~ 
span (t3 du) = span (du) n span Id%. dyUol; l~a. 
FinaUy. taking the intetseedon ofboth:Sides of!w,1 eqW11Îon 'with Y .. one obœins 
y nspan{$3dn} = y nspan{du) 
and the .œsull rollows.. 0 
The pawiOD.lij p~PQsition :shows that r* is independent of tlle chntœs i:JlBde al cu:h step of 
the in~r algorithm. m~ more genemIJy. that r* am he œmpil1ed usin,g. for exmnple. the 
in\"efSÎon algorithm af{34}. 
~4. ~tputDetla~amtEquî,"~~NoolinèarS)~~Pwe~s_ 
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Assùll1ptions will he needed under whiêh the notillnear interactor îs a consttmt matrlXwhen 
deaUng with the dynabllc eqmvalence prob1em. Thcse assumpÛQ1l!5 will he in'troducr.d beteafter and 
put into relation wilh input-outputlinearlzabillty by staticstate feedbllck. 
InteraClar Algorithm Bypotheses <al 1(0): Given a poin.t 1(0. assume Uut1. al cacln $tep k of 
the interaclOr nlgorithtn.1hr.reexlsts an open neighborbood Uk C Uk-t of xO. such ÛUJ.4Coreacb :Ji 
eUt. 
Ilu: épt1x. u~ y~); i::l" ..... ,k;;j;:::t'J. •••• 11'i+rrl) =y<~ + Ptt.{Zlt ••• .zt .. l) -It(x) .. b~x) u 
where the variables zl ...... Zk ..... am dcfined by Inducûon as: ZI:: y<te ...... Zk': y(~' + 
Pk(Zl •••• .,Zk~d and Pk is a 1inear rlifferential polynomial over·fR in Zl.· .... Zk-t. 
Bk1: the tank of rl;., X»)is equa1 to the rani: Ofrl~XO).) . lb~~ l~~} 
Under the hypotheses Bkl' there emts an open neigbborhood U of xO such that. for x e U. the 
interactar 0.3) is real-valued. 50 mat. onecan wnse 
[)=s0;) 
or, by Laplacetm.nsfmmlng. 
z{s) ::: 1(5) y{s). (3,,5) 
50 that the intemctnr an he rep~..sented by the transCer function tll1ltÔX l(s) &am (Z! ....... ;qt) 10 
(.Yl .... ~ Ypl. These b}'Po'Lheses mean libat. al eaeh step o!,the invets10n of ~mem ~k* 25kS.p,~ 
rnnk D\'ef ;K. of the matt~œs wbich appear as mulûplying the input u equâls:the diinensiotl pt the 
fR-veaor space spanned by 1he rows ofthese tnatrlces. for an x in a. suitable openüeighbndu)QH of 
10. As a matter of fact. the h.YJKYlheses Bt tl,trn out a.o he equivaIent 10 the n~ andsuffic'\fent 
couditions. given. in [25]. for înput-output liœarl.za.ùon at xO by meansof regular mtii: ,'iWe 
feec]h/lCk. as shawn in the foUowing proposition. Our result will aho show' thalthe mte.l7lctôt , 
aIgorithm represents an alJemath'e ta (251 for abttdning mput-oulput linea.dzation. 
Proposition 3.5. Let 1: he p square and rlght..:invenih1e nonline:at systèIn of the, fotm(U) .. E 
saûsf1l!S the mtemcror hYJP'Otheses al xO if~ and only if. .~is inpUl-olltput nnœtiZab1e~lly . 
regu1M static SUite :fè::dback.. 
prtJfJJ. (N~cusbyJ B)t defittitiflll. 
2l(s) :;:: les} y{s) 
,,+hem l{s) hm the (mm 
~4.~~~~l~~~·ud~i\~~d~~**~$p~tuœ~" 
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[
,tt 0 & .. 0] 
les) = '" ......... '. 
.... .... .... . .. . 
• ••• H' Sfp 
and m 1berefore
v 
:~(~~r)De)-fmer ;r~W) ~aru-] c SUUe feedbaok 
bp(x) l apex) (3.6) 
which hi \iJ!ell-defined aronnt1 X,o because of the intenwtor algorilbrn hypothese.s. Then. by (3.1) 
written for k+ l = p. 
y(s) = 1-1(5) v(s} 
and 1: is inpul-output llnearized at xO by the regular Slatic &tale feedback (3.6). 
(Suffid/!.ncy:) If:!: is input-output linearlzable, !hen the lineaIÎ7:.ed system toQ, where Q is Il sWtiè 
stal.e feedback of the fonn Il = u(x) + fi(x)'V ,and rank ,(l(xC) = m. satisfies the bypolheses of the 
intemctor algorlthm. From the prooe ofTheorem 2.5 (Section A.2) it is ,seen thm. if ~l} k=l .. _ ... 
lbk 
P. denote 1he matrices in (3.1) for IoQ • a) P"(x) are the corresponding ma1lÎl:è:S far 1:. 11u:n. Ü 
bypothesis Bk':! botds for UQ. il also boids for ~ Wc now sb,ow thllt.. if Btl bolds for :t. il uho 
holds for IoQ. l.el. b{x) he n .e x q meromorphic matrix sucb tbat rank b(x) = rank 'b(Jto,. :in some 
neigbborhood U of xO. Define lR·nmk b(x) as the dimension of the IR-'I,ector space spanned hy the 
rows of b{x) ru U. Assume that 
Theo" 
~ h(x) = IR-.rank b{x~ 
~ b(x) JJ(x) = rank3\, b(x) 
= IR-rank h(x) 
Write r := mnk b(x) and let V he a mlllrÎX o\~ Dl of rank. 2- r sncb thiu 
v b(x) =0 
7 en 
V b(x) fi(xl = 0 
and. by (3.7). 
::nnk3t b(x) fitx) = iR .. rank b(x) {J{x). 
(3.1) 
This ldnd of argument appUed al cach~· of the i.nversion of the system ~ yiclds the resulUJ 
~4.inpn1~tÇUt~gm:1~ŒN~Sl~tmdér~~S_ 
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4. Input .. output decoupUng Ilia pure dynamie state reedback. 
The ex.iSitence of a solution to the input-output decoupJing problem vin dynamic stale 
leedback compensation was fully cha:mcterlz.ed in (81.110]. {30l. ln particular. in [8] il is proven 
duu the input-output decoupling problem is solvable via a dymunic steUe feedback compematar if. 
anden1y if.l: is right-hwert1nie. In this sectiDn~ the class of c,ontmllaws wherein a solution te the 
inpUt--output decoupling probJem is saught is mstricted ta the class ,of pute dynam.ic sta.te fa:dbaék. 
It will !hen be shown that this probtem is solvable if. and unIy ift the differenœ between the 
nnmœr of inputs and outputs is greater dwt the differenœ betwéen the numberof DUtputs and 1he 
column nmk al infnûty of the intenidor. 
The problem can he fO'n'tialIy stated as fallows. 
Input-output decDuplÎDI probJem, viII: pure d.fDàmic stste retdb.êk. Glven à 
nanUn,w sysrem :toftheforrn (2.l). find anopensubset U ol{RIt, an integerq~ nn open subset V 
ormq. and a pure dynamic state fl!edback for 1: such tlmt 
dyF e span~: (dx.. d;. dvj _ dv~·l)l. i::: 1 ..... 'P : 1 s k S DflI 
dy~u+qlE span!it. ttb...d;}. 
for any (x. Ç) eUx V. where !Kr' is the field of l1100nal Cunctions of v. _. J'n+q .. n wi'th 
coefficients whicb aremeromorphic funeûons of (x.. ç). 0 
For a better und.erstandingof theproof of Oll!' resûlt. it is useful ID ttèa1l DOW :(l 
d)1namic deroupling compensator can Ile ~1nlC1ed by means of the invetsion algori:thnl ,ofl341. 
Let the lov.'CSt and the bighesl derivati\1eoroet' ,of Yi appe.aring in (A.l), for 1 S k S n. M"iU .• and 
-pi respcctlvcly. Define. for k = 1. -. p. 
Ôi =.yti_.,u 
Ifl': is rlght-invemble .. the ~·s me finite and:the lût {Ôi, i == l •...• p} represe,nts dmt1ifftr€nc~ 
betl1il'eell the essenlinl structure and the strum:me al infinily. FoDoWÙ1g {3S] and 1201. a~plint 
compensntor (or E is as CoUows: 
.;"T < 
.Annae4 .lspùH)ùfpl:ltlkàJuplîngaad~~S~~Pum~F~~ 




0 1 .•. ] [0] 
wheee ~ belong.-uo mÔi and Ai = : : : : i; Bp: 6 . 
o ... 0 1 
«l'tl. $21 ... • .• 4l2p• 4»3.p+1 ••••• ~m follow from the inversion algorlthm by solvlng (AJ) in u. rôr 
k ::: n·1. Stn1ightfornrard calculations show Ilutt.t controlled by (4.1) exhibits Il linear input-output 
behavior of the fonn 
y!t1te> = "~il for i ::: 1 ..... p. 
The proof of the main theorem of mis sectiDn will use mis construction as well as the following 
two lenun.ns ta derivc il ptfl'!e dynamic state feedback compettsa.torwhich deœuples the system. 
Lemma 4.1. Assume tba1 E is righl-invertible. 'Then them exist m-p componenlS of x. say Xl~ 
...• xm.p sucb thnl 
span,ldih ...• dxm_p}œ spanldx.dy •..•• dy(n)) ::: span{dx..du.dy~ .• "dY<°}} (4.2) 
Proof.Onebas 
dim span{dx. du. d;} • dim span{dx. d;) ::: m • card {i=t ...... p 1 n'! = 1 J 
and. more genenilly. 
dhn spa.n(d1.du.dy~ •.• dy(k}} - dim spanldx.dy ...... dy<t>} = m - caro {i=l ••••• p f n'l:S; k}. 
Sinoe 1: is rlgbl-invertib1e by assumptioo. il foDows that 
dhn span{dx,;du.dy ••..• d).(ttl} - dIm sp:mldx.dy ..... d).(Ii)} = m • p. 
Since il is assumed Omt the mnk of g(x) is m. me bas 
dim span{dx.,di.dy ... .Ay(o,)- dim span{dx.djr ...... ~dyfn)} = In - p. 
Thus. there exisui. (m - p)cmnponen.lS of x.. say Xl.. .... xm.,p* such that (4.2) holth. {) 
Lemma 4.2.. Assume Wall l is right-invertfble.. Let Y = ~pa:n {dx. dyi. _dy(n,-U .. i:; l .. ___ 
pl. "fh:en there exist p - r* output components., say bj"j E Il-. sui;lh Ilhat. by setting? ::: 
span{dx,. dy?j e J. 1 :s; i S Dje-1). 
A'mie:&f! 4 .lnpll!1..outpUlDécotqiing and Eq1.th1l.kuenriN~S}~~Purc UsœmkStme 
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y nspan (dul :::: 'V n span (du}. (4.3) 
Prao/! Set J.1 :::: P - 1'* and, for l~p. Yi:::: ,span t Ih~ GY1l; j S Die-l ). Assume tbat. Lor aU i :: 1 • 
.-. Il> the relative degree of the i-tb output )'1 equ.aJs nle. "h~ Y :::: span! dx}. and f.1 :: O. Bence. if 
J.1?! 1. !hem ensts a eomponent of the output. say w.lo.g. Yl. web mat Yt n spttn {du} #; O. 
Now.let Yi e ln. _. Yp}~ Let fi e:: min{k 1 dy~) E vtt. Assume that. for i :: 2. -'. p. tl:;-: nte. 
Theo. Yi 15 conudned in Y t and y:: "f l~ Tbu& Il :: 1. Bence. if J.1 t! 2. tbere edsts aeamponent of 
the output. say w ~D.g. Y2. sucb tbalt dl?}. Y hl:! < n,2eand dy(?' e Y l + span{ du}. sor.hnt 
yCtf :: 'V2(X. U. )f<P. j ~nlf!'" i} 
lterl1ting !bis reasmûng. one shows that. after re.numbeting the outputs.,. 
(t'J f 00· 1 l' 1. <: Il Yi = 'Vi\~ n, Y j ~.1:: ..... 11-; .. - nj!!" 
for i :: t __ J.1. wbere fi :: min{k J dy~) E YI + __ + Yi~d <: nle- 0 
The fonowing resu1t gives a neœssaty and sufficl.ent condition for the solvahUity nftM 
input-output decoupling pmblem via pure dynaruie ,state fœdbad: intertns of the œlmnn tank a.l 
i.nfinityClf the intenldor.. 
Theorem 4.3,. Assume that 1: is right-m\'ettibIe. The input-.otttput dec:.oupling pmblem it.s sat\ilhlc 
via pure dymunic sta1e feedback if. and only ft 
m -p~p-r*,. (4.4) 
,,'bere r* is the column rankat infmity Cl;f the interactnt of 1:. MOl'éOvet. the mplllt.-oQtput 
decoupli.ng pmb1em is solvable via regulnr pute dynamlc state feedbà if. und oruy if. it is 
sol\-ab1e lia regulM staûe stat.e feedback. 
Prost Sali = P - ~. From Propœilion 3.4. p. = mm [Y n span {du}) .. Renumbe:r fie output 
œmponents. if~,. sa th3t :the set 1. as defined in the proofof L.t'mm! 4..4 .is 1:: {1 .... '<>'t 
Ji). Se! 1 = (J.l+l .. -. pl. 
{Sulfidenq) Apply the ÎIllerlCWf at .. orithm te ÛlÎSnew Outputvecm:r. 1l1en. frotll l..emnut,4.2. n 
follows mm.. for i e 1: 
ftiJ = Vi(x.. n.. Y~); j = 1. .. ~ p..l. k SDje'" 1) . 
and t'j < Die-- Moreover .. if. for i el. 11 \\lem Jess t.hat:tt the essential ùfder nie. dy{rJ wnuld nut 
bdO'i'lg 10 ~ ~d the equnlity (43) would he œntmdicled. Thus, 1'1::::: Dib for an ie L ~ ~= 
llhr' tl.. for i :: 1. _ .. p. A dJlW1Ûc state feedbatk can he derl\~ ftàtn the totnpetiSâ1Or (4.1)$ 
faUows.. For J<1<p. if Bi> 1 .. WlDC the <St .. l)-dimensiomI '1tmor:Q sneh dm. 
, '. 
~4 _ htput-OwptftDcrœptinlandSqtti~utNœliPeatS~,underPl'Jrè~Staœ 
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çj = Ai Gi + Bi Xi 
(
'f1(ê;;:X») L 'P:U(çtX) Vi + t'i'24(;;X) il o ~1 ~J 
u= . + 0 + 
. Ô ; 
o Ym 
(4.5) 
where the pm (At Bf) is in compamon farro of suiubJe dimeriSion,. the Il xi's are chôsen amol1c' 
(x]. .. ,. Xm-p) given in Lem.tna 4.1 and 'l't. 'fI21'h~' 'P2p. 'fJ3aH'h •••• 'i'3m are derived from Wh 
11»21.·· .. 4J2p~ ~3.1»1; ••• 1t 4l3m in (4.1) respectively. by substituting t.J with~ij .. Ctôt w1th xi for 
Î=l ••.•• p and j=1 ••.•• 6i-1 and Vi witb Xl. Coriel. Since na inpuuppemin thesuuedynamicsof 
(4.5), the carnpematar (4..5) 1s a pure dynamic stale feedback. MDreover~ w~o.,g..j by l.em,n:UI 
4.1. Vp+h •••• Vm can he defined sncb Ûlat Xi::: Vp+l for Î=l .... .,. m·p. Then (4.5) be.comes 
{
Çi = Ai çj + Bi 1i 
• • ID • (4.6) 
u = 1f' 1 (ç;x) + t, 1f' .,.(ç;x) Vi + l tp3'(~;X) Vi i'! l ,,1 i=p+l 1 
The S}'Sl.em 1: contrn1led by (4.6) ,exbibits the follov.ting üneardtcoupled input-cmtput beh4MOt': 
,,(Die> - 'LI': e"r l' - 1 P. 
-II',", - y • .lb - ...... 
4 
(Necenity) Appt Y the intenlcwr algoritbm 10 the œw output \'eClor obtained by rpermUÛ1lg the 
• components Of[~(~], has 
1 • • 




whem 1 SiS P, 1 S j StJ.i~ 1'i < 11:1e for i e J. I}::: ni: fnr i E 1. and <pl has full row,ran};a 
Assume thm ,1: is decoupkd by 11 pure <lymmic stale feedbzd of the foan 
{
' ~ = M{ç..x) + N(~.x} v 
u = F(~;x) + O(;;x) v 
Dy Stihsûlntin,g u ;:: F(;.x.) + 0(9) v in (4:n. 










when: 'Pl =[:J ond dlm 'P2l = Il x ID. By defiJdlioo; 
Qi- 15 nie; far i = l;_.~ J.t. 
Moreover .. stnC:C' (4 .. 8) decouples the system .. the derl\'a.tives of the output Yi. i:: 1 ..... J.L. up 10 
arder nie. da D.at contain derlval:Îves or v. Bence 
tpn 0=0 
Consequently. 
Tank 4p2 0 =:tank G - dim {Ker '-2 n lm Gl S p - Ji 
and 
ntnk 0 S il - ~ + dim {ker fP2 n lm G} S P - Il + dim (ter"J 
From the right-invertibility ofI.. ''Pl is right-invenible and 
rank OS P- JI +m - pSm-p. 
5htœ (4.8) bas .no zero at infinity. its mnk is eguat tu nmk G. 1.toreaver. thè nu:ik of the 
compens:a1ed plant is le.iSthan or equal tu the rank or the compeœator. Benœ .. 
rank 0 ~ P (4.10) 
Fmally" (4.9) and (4.IG) yie1d m-p 2: p.. 
For the :second pan of the l.beorem. the sufficient.)* Î$ obvions.. For the ~ty. nnte 1b1tt 
if the mput-Gutput deco~pllng problem is solwble viaregu:tar pme dynmûc $f.âte feedbaâ" tben 
nmk G = m in êquation (4.9) and lberefore p. '= O. or" equivate.ntly't r* = p .. '!ben. apptythe 
interactDr algori.ihm to L For the firs:t output, ·one bas that ft CJincides 'WiIhthe te1atiYe~. or 
ÛJ:e ,fust output and lbat t:I = Die othetwlse r+ < p.. Sinœ r* is invariant undel' pet'mumtionof~. 
oulpU1s. il is trUC that. for ail i::: l. _ P. the relaIi\'e degœe -of tb.ê i-Ûl.OQ;tpnt COÛ'1CÎde$ Wilb~; 
essential (tn:ter .. ~ from fISJ . .,. the Îtlput-otttpnt detronplin,g pmble.m iS s(}l~là1;tle: br .fé~ltt .-".' 
SUllic smte feedback.. D 




the sutTIclency. it is seen abat whenever 6{ S 1 t V i = t ..... P and 1f (4.4) is satisfied. tbere a1ways 
exists a slIltic stale feedback which decouples system L 
Ex.mple 
(0) II 0 0) o x3 0 0 'Ut x= x. + 0 0 0 (~) fi 010 ~ 
o 0 0 1 
The ot1ders of the zeros at infinity and the esseruial strueture am f:t\ i n.iJ :: {3* 1} and {nJe. D2,e} = 
{3. 3 J. 'The condition (4.4) is', satisfied since lI'* = 1. A solution icm he 'Constructed lIy applying the 
method given above: il dy:mumkt sUrie feedback whicb render:s the deooupling ma.tnx im'ert1nle 15 
5. Equivalence oC nonUnear systems under dynamic mte reedbadt 
In this section. \\'e show WU. as for linear systemS. the notion of interactor is the key not 
r.mly for solving the tnpu1-output deooupling prob1em via pttte dynamic st.rue feèdl'aCk but a1m [O!' 
clw:aeterizing equivalence of nmùi.near systr.ms onder d}'mm1ic,~ ,,''c fim show t..tut 
dynamic eqnivalenœ i5 Il .special case t'l, ~ lhe enct. model mmcbing problem 12,!" l31. wherethe 
oompensator to he found is a regubr pure d}'lJWI1Îc mm feedback. Thea. '\Ne esi4~blish tba1 t\i!~ 
input-output Unearlzable systems are dyfin:\nitally equi~'&Ùellt if. and oruy if:. ûtclr mtetactoIS 
coincide. These resnlts ex1end 10 the non1inear seuing the defin:ition of d)1m'mic equiva1ence and.:its 
ic.hanwrerlration in temlS of the inteœclnr gilœ in [37]. Adifterent n01ion of dyn;mnic ~11ÎVâ1enr.e 
has reœntl)' been considered in (321. in a diffttential.tgëhta1c fmme~ wheœ thé pmpetness 
of the eompenr.ntnB is not requirud. 
Def"mition 5.1. Let t.wo systems V = (fi~ gi. hi) of the fonn (2.1) he gi:\.'eD.. for i=l. 2,. wùh 
stare xi bdonging w an open subset of m:'lJl. inputs ui $ iRtlli• ontputs yi e mP.l.. AsSnruê that t1(Q) 
= 0 mld bieO) = O. Then El 'l'J.ld 1:2 are sam tfi) he d;'ŒmiCirdly ~eJtt fr/mi:zt!ro (and wc wtis.e 




with 51:at.e tfbeton~ to0l1etl subsets of {Rra. having the nngin as ,equilibrla.nnd an E:> 0., surin 
tbatthere exists T > 0 \\ith the P~FY iliat 1- (OCl)(t. U. O. ul'i . .; (1. O. u2) ::. O. for an u2 in 1-(0 .. 11 saûsfying tln'iI '" ,E. 
,r"(I)C2)(t. o. 0, 'U l ). r\t. O~ ul ) ::.:: O. for aD ul:in 1-[0. 'il satisf)in,g fJIItU<1!. 
for aD OS tST~ 0 
The above is an equivl1enœmlatian. M~ iIEl-:E2.lhertt1- ~2. whem!a;:::%1 
o 'Ql and tz::.:: -r,z 0 (fl. withQt and c:P be any replat Stl1Îc se fredbacb.ln 'the truie of UnW 
El and 1:1• this equivnlente re1i.tion corresponds 10 î,natchingthe tranSfer nmtrix of 1:1 by 
ap}liroprlareily campensaûn, Vad wœ\:'Crsa,. Le. todynamic eqt1Îvdle:nœ :ns di'-Ji.ne.d in {31} .. 
Definition 5.1 is. ,in fact. astmngec vmion ,of the enctmodel matching probJemadcfined in [l}: 
here. me modet is asked I!D 'he m:atchable by the plant hm. inaddttion. ilic phmt is asked tobe 
mmclAible by the inodet Oeady"u il is doue for tbe. :m.odel matching problem. one eould also 
derme asymptotic equiv.alence. of two nOlllineM syit.erns anCL u...Q:ng the results uf{S]. shaw thlitt if 
t\\'o S)"S'lf:nïS are asymptotically equh~t. then :thc!y a1so are d,'ruUtÙctilly eqnh~ imm 2l!lU. 
In the foUowing themem~ wc estahlhb a relation betweendy.rta:micequh-alenœ and 
equivalenœ nnder regnlarpure dymmic feedback. This W1~ a1so show 11làt dynamic equivalenœ is: 
a special case of the enct model mah:bing pmb1em.. where exact model m.a1ehing is required hy 
means of a pure dynamic state feedback œmpcmalitm .. If 1:1 and:t,'2 ,,~ere Unear ~ \Vith 
ltimSfer matrices W 1(5) and W,15)t thls would ~ ta the Ca.ct thatE1 and:E2 areequitr.a1ent 
iL. and aoly if. tbeœ exists 11 bicmsal altnpensa.tnr B(s} sud! ithat W t(s)B{s) ; W1(s) l37l.ln the 
following theorem. llite need·ta assn.tne that~J and.l1! a:re1efi...in,~'ble.:zeto(31:.thts hypothes1s 
is œtmin1y etisfied if];l and V are left-in\"I!rt1œ and the origio is à:egulia point rOt·tbe; inv.mifill 
algmithtn.. 
Theorem 5..2. Let two S~5l:1 and 1:2 he as in Definitlan S.l. Sn~ thà1.E1 nnd El #té 
lefl-in\>ertihle al zero. Then..El - ,}:2 H. :I\'l1drmly if. ml = ml and tbelt:exis1an ÙIt1tgetq" aresuhr 
pure dymunic state feedbw:k (RtlF) for Elof the fmm (22).loca1lydeIlned in ~œi~of~, 
the origin. havIng input 02. œtpttt uI ,. M(OJJ) = 0. F{Q. m = 0 .. and :anE>f)t'$UCh ibnt there: nulS 
T>O'\\ith the pmpenytlm 
),-1 oRDF{~ O. Q. ua, -?T,t. O. al} =0. loraU u2inL.Io. 1] atisrying nu2J<G 
fnr21l0StST. 
Pnmf.. St1fficlency is imm~ henœ wc onl, pml': necessùy. Fn.m:l, .. u, .'ii4Ul>Ul 
has the same inpul-Otttput bclm:rior from zero .as 1:1:..m1d t 1 ,0 D01has ~~i' 
" ~-
A4.21 
behaV'ior from zero as El. Bente, ta {) IJC2 4) OCl Iras the smne input"'llUtput beha\"ior fmm uro as 
V. More preeisely. there aist e > fi and T > 0 such thal Vinifil!1ized al zero bas ltbe same outpUt 
as 
~2 :: M2(;2;x2) + N2(çl;X2) Fl(;l;Xl) + Nl(;2:;x'2) Gl~l;XJ) ttl 
. 'II = F2(~2;lt2) + G2:{~1;X2) Pl{çJ;x1) + Ol{ç2;x2) 01(çl;xt) 0:2 
y2 :: h.l{x2) 
(5.1) 
initiaüzed aI zero. for aU n2 in 1-{O. Tl s.atisfying llulU <: e and for an 09....<T. Smœ El is left~ 
invertible at zero by bypolhesis. ahen fmm tbe met ÙUl1 ,the oUtplfttS of P and of .(5.1) carotide. one 
deduœs !bal Y(!) :: u2(t). for aD os;!S'"f. 'Ibcn. from the expression of v in (5.1). o2(;2(t) .. 
x2(t»)G'œ1{1). x1lt»:: I. fur ail OS~.ln pamcular. G'{D .. 0)01(0. U) = L Therefom. mnkQ2(fi. 
0) :: ~ and tank 'Gl(O. 0):: ma- This means that m;a S ml- By repëating the same lànd of 
reasaning for };t and El 0 OCI (JI .I)Cl, one can cunclude tluu tank 02(0 .. 0) == tank 0 1(0.0) == ml" 
SD that, neœssarily. ml = ml- Mareover. apin frotn the ~n of y in {SJ}. F1(Ç2(t). x2(O) + 
o2(Ç2(t) .. x2(t»Fl(Ç l(t). xl(t}} :: 10 and. for the œciproca.l reasœing ... Ft(Çl(t). xl(t)) + Gl(Çl{tl. 
Jt l{t»F2(~2(1). x2(t» :: O. for aU Qgg. From this. one dednœs thal Fl(O .. 0) ==.0 and F2Co. 0) = O. 
From the fact tnat OCI and nc2 ha,"e the migin as equilibria. wc also t.~'Ç tha1 MiCa. 0) ::: M2(o. 
0) = O. The'refore OCI and OC2 are regular pure dymmic mm feedblds.localty œfiœd around 
tbe migin. and the resull follaws. [1 
The proof of the above theor.m mO\\'S thlu if!Wo systems };l and E2 are eqniva1ent tmder 
dymunic sta1e fettdback. then tbe:re exis.t regu1m- pure dyrwnic feer.i.backs lIDFl Md RDFl snCb 
that the input output beba~i:or from the origin of El amtroDed by RDFl œincldes with tlw.t oC,El .. 
and. viœ\~ 1he input œtput be:haylar from the orl,gin of E2 amtmUed by RDf2 comddes \\ith 





Theorem ,5..3. Lel};! and 1:2 he as in Definition 5.1,. wlth llli ::: m2:= Pl::: pa .. Assume 'Eland 
};l:are Î1wertible and input-autput thienrizable by regular static smte feedhack at:zero. 'I1lèn.:tl ~'"ld 
• Il are dynamicilly equivalentfrom l.em if. and QWy if. tbeir mtemctors coinclde.. 
Proof. (Suffidmcy) Sinœ 1:1 and 12, are input-output Iin,.;a,izabh: br resnJ.u static SUlie feedhack 
al. :zero. the ongin is aregular point for the m\c-emon ,a1gruitltm.. Then.l:l and t,2 are u1\+enlble at 
mm. l:1ence. Theorem 5.2 am he aplltied and 11 is Cilough ta çoruridc.r dytUt.m.ic equhralenœ under 
regular pure dynamic feedbal:k. 
{
il == fl(x1) + 81(x1) u1_ {il:l f2,' (x,l) + g2{x1} u2 
Let I:l =: 'and 1:2 ::: • • 
y1 ;: b1(x1) y1::: h2(x2) 
CoIlSider the diffe.rent steps of the mteractor a!gorlthm applied ta the extended :!.~ liJ -li2 
de1inedas 
;&1 - 1:2 :: il::: f2{x2) + gl{x2) u2 
1 yE::: h1(x1) _ h2(72) 
"f.be ~t iruficates lhe S)"Slem ,and the suhseript the step of th:;: algorl.tbm. Si1lœ.r!) ~. :tl 
haYe the same inter.&clfm; by hypothes.is; the sante list of int.egi:ls ft. Q; ._" .. rp k assœiafè(i 10 bath 
systems. 
AtSwp 1. y; Crd _ Y: (Il) ::: 1.:(;11) ~ aT<x2J + &:(lll) ul • biCx2) u2 
AtS~2. 
yi (IV + pi(7~) - ,iCti) -Pi(~ =*x1) -:ai<x2) + hiv1) u1 • *x2) u2 
witb tank ~)= 2; tank(~= 2. VIIIm!. by _pIioD.lhc ranks an he œmpw:cd either-. 
;K.or ,m'Cr GL 
At Srep ik+l .. 
y;+~+d + 1{+1(Z:~ ... 4> ->Î(f~ -Pi ... l(~"'-4!.zi> 
:;: a:.+l<x1) - a: ... tt'k2) + 1{+1(x1) :u1- t{.u{x2) ù~ 
.A.lmae4~~J:)emçTmgatd~crNœlinearS~~lt~~~ 










l 2~ rI(O) . hl 
satisfies the :intI:ractoc ~gmitbm hypotheses at m:m. mnk hi(O)= ranle hi = tu.. 
, 1 
. bpM J 
Th~ we ma}' define n d~ state feedback of the fmm (2.2) 
~ = fIC;} + gl{ç} u l 
(
ni<XlJ).l 
u2 = : . 




where M(OJ) = 0 (beœuse hi{O) = 0 and fl(O)::: a. i = 1. 2). F(O .. O) .= 0 (beœuse the origin is an 
egllw'brinm nf X')" and nmk 0(0. 0) ::: m. Hen~ CRDFi,zis,a, reguIar pure dynamic state 
feedback. loct.illy defined arourul the migin. By applyin,s sncb a œmpensatn. ta:&1. mlCe ~1 and 
1:2 imve the smne mEetaCttJr by assumpûon. Œl'f: has 
yI (Td _ y2 '(11) = fi 
i l 
y1( . .:~ _ y.2 (q.) + 01h11 Ut) _ 1}' (rI 1 =0 
2 2 'ul .,rI 
-
vI (q) _ 'l!'2 Ük) + 0--1.,,) (11) • ,..2 (rd v.1 (q·tl _ ,,;2 bk-dl -,. {) 
.Il: .,rt -..au) "1 .... ···..Ik-l .l't-I -
where the Qj are Unear differential pnlynllmilds ovel' m. This shov.'S that 
'i"2 ~ ROt::.. ~l· y- ~ 4L (t; n. o. ul ) - }.- {t. o.. ul) = O. for ~9 far some approprr...m T~ l:"-mils ~ 
show thai tbt:'.re ~'S il oompemawr (RDF)t" satisfy.ing the sa:me propenies as {JU)F:b. S'Œil timt 
fI '" RDFl (t. o. o. 112) - ~(t. O. u2) = Q. 
(Ne uit). lLettl =El oQl and :i?=E2oQ2.dcnotetheinp'llt-cmtputlb:rJiÛzed S)'StemS,. \Jiilere 
QI and Q2 meany reguhr ~ :swe feedbacb.. If ~t - Ll .. then 11 - :22_ 1Ile!4 tbem ezdsIs a 
bir;:ausal tmnsfe:r matri.t B(s) ,smch that Wl(s}B(s} = W1(S). Vlne.'1! W1(s) and W2(s) de:rw~ 
resr"".,cal\·dy, the mmsfer mauiœs of 11 and il .. initia1il.ed aI. zenl. Hen.œ,. br lm. il and .22 
~4 . itnplll~D:aJmprmgœdEquh'iÜa'lœ œ~~}~~Pme~Sti1e 
~k MD. Di ~m. A.Gumtm:au_ic.a .. Mœ~ iEEl:n7nwL&tL ~~ 
A4Jl4 
have the same interactnr. By Propnsitkln 3.3. ainee ~ ~t$ .are reaI-VâhJed. tHe}' also 
cojneide with the ÏnteIaClms (Jal and];2 'whit.~$ a~tœ. itavethe samè interaclor~ 1) 
6. OlnclusilQU5 
The concept of 1m inl::raCmrfor a gencralnorui'nea:r sys1em bas œen introd1h.""ed attd 
proven ta he useful in cbataeterirlng the SIl1vabi1ity of twn 5)'ntJiesis prohrefiŒmput<.($tput 
decoupling and equit.':alence under pure dynamic state tœdback. The input..autput dt.eoupling 
problem ria pure dynannc stnte feedback rompenr.atlonlw been fu1Iy soh'ed iil Section 4"The 
results obUtined generaIize !buse of {6]. [16] and Me a Mt step tnv.'iIÛ$ the solution ct the input-
output deamplhlg prohlem ~ia nonregulNstaûc swe fcedback. 'The problem of nonlineardynamlc 
egmvaleœe. thru. is reœ.ndy reœMng auention in /the ~(see e.g. I32])" bas œenecnsfôeœd 
iD Section :5 and 50lved for invertible ittput-aulput iPearmble nonlinear~ TheseresultsAre 
a firststep tO'Çl,'WÛS 11 genemHzationof lm and prm1de additional insi,ght into smne stntt:tttnd 
a~ts of nnnDnear invers:iœ.. 
Aclmo'wledf,lllents .• The authots wisb to fuarik Jessy O!Îl7Je for ms èOmments on the ficst 
version of therrumuscript. 
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A PPEND IX 
A.1 Inversion algorithm 
ln this section. the inversion algorithm of {341 is recaI1ed in the ver.sion proposed in {41. Let 
1: he a system of the foan (2.1). 
Step L Dy differentùtting the output y 
• ah 
)1' = .ait [f{x) + g(x) u} =: 1I1(1) + b1(x) U 
Deflne BI (x) := b,(~}; and 51 := rank BlX}1 where the tank is tIken over the île:kiof meromurpbic 
funetions of x. Pennure.iI neœssat1. tir tomponents of the otttput sa that the fitBt sI fi!\\<'S of 
B!'(x} are Hneady itndepcndent. Decompose y,. as 
y:: (i. l} f!l(X») + (lh{Jt»)u 
A \ât(x) b~(X) 
YI 
. 
wbe.te Yl amists 
of the ml SI m~~sof y. Since the last rows of Bt (x) are :lineady dependent upon the fttSt 51 mws; 
!hem exim a mnnh Ml(X) whase e1emenlS are merommphie fonttinns of X; sncb that tt(x) ;: 





wbere the bst U1uaoonis affine in Y'f Final1y. set BI (.xl := b1(X) .. 
Sœp k+ 1. Suppose tlutt,.ilt. teps 1 ln ~ i J _~ ;r ha-we bœndefinèd.so lhat 
. 
~=i,éX. 6jDJ 1 ~iSk-l .. iSj~k}}+ 





Them j 1-- ~. ~ are rational nmctloD.S of ~ w,.ith coefficients in the field of meromorpmc 
- - T - TT functions of x. Suppose a1so tlw the matrix Bk := [ b 1 ...... hl: 1 . bas fuU mnk equal to St" Then 
caJcu1ate 
:: ~k+l{X; {~ Il :S i S k • iSj~+l } 
+ bk+1 {x. {lf Il SiS k " i S j S k }) u • 
Define Bk+} := [~'. 1tt?1) { and St+1 := tank Bk+1. wbere the rank is taken with respect ta the 
fteld of rational functions of ,yp> Ils i S 1::-1. i.S j S k } wiLh coefficÎrents in the field ·of 
me:mmorphlc fUllctions of x. Pennute.. if neœssary; the ICOtttpobents cf ;::+1) sa thal: the fust s.t+ll 
~"S of Bk+1 are lineady independen.l Decumpnse ~+1) l!Q 
~+-l) (y!.~1)) (it.+t(X'. IjP> J lS iS k • i S j S k+l n). 
!ft = yc:~l), = It+llx .. (~1 1 :oS i S k " iSjSk+l) 
+ !Il ~ ~bk+l{lf." (ifD liS i S k. i S j S k })) .. bk+1 (x. (jf t 1 siS k • i S j S k D 
where )f.,:ïl) consi5ts of the first (st.+1- ,st) roW$. 8ince the lut rows of 
B k+ 1 (X.{~ Ils i S k; i S j S k }} are linœdy dependent upon the first si::+l mws; there ex:ists 
a mattix Mt+! (x. {~ Il Sis.k • i S j S k }) whore ,dements are mtiGnal functions of J1»; 1 $ i 
st ~ i S j 1S k v.i1h memmorphic coeffwients in >.,. su.ch tbm. b;;+l{~) = Mk+l(X) ~k+l(X}. Then. 
aœcmw.re 
y =À (x)+b (x)u 1 l 1 
~4 .~lDea:m~,mxt~~S)'l!lœ1SurmetPum.~S_ 
~ MD. Di ~AGhmlinrz1iiDdca),tq.,tEi$Tt:aIU. ~~ ~ 
"'(Ie+l) - C {:;O> ~ 1 ..... <1... ..... , ..... t., 1} Yt+! =nk+t x.. Yi ~'~l_,L .. l.;::tj~,..+ " + (A.t) 
+ b1t+1<x. rytn fI SiSk1 i'SjSk )) u 
~+U = tir 'T 1i;ID 11 ~iSk+1 i <jSk+l 1). Jk+l Tk+l'-'.,fi" - 1 • 
. , - - T ... T.T Final1~set Bk+1 :.::. (Bk ....- hk+l 1· End of S1èp k+1.. 0 
A.2 Proof of Theorem 1.5 
Consilkt 11 regula.r pure dynmlÎc strate feedbllck (jliillF),. descdbed by (22). whem the 
mat:rbt G is square and imrertih1e. Apply ta·:3 tJ RDF the regular stan.";:stale Ceedhack 
v = -G~] (~..x) F<;,.ll) ... a-1(Ç.x) II 
Then.. if one rec.alls that the S1mct.ure al infinityand the essential structure àre invariant under 
regular swic sune f~ the œsult foUows. 
Conve.rsely .. let (OC) bea d,namie surte feedbar.k of the fonn (2.2) with s:: nt. The 
com~ system;:r; ft OC is descn"bed by tqliations of the fatm 
i = f{x) + g(x)[ F~ x) + 6~ x) v ] 
~ = MC;. x) "*" N{Ç. &}v 
YC=h{x) 
\Ve apply ta :E 4) OC the inversion lÙgorlthm ns desa:ibed in 5ecfion A.l. The resu1~g quantitlê$ 
Bk; Yt. etc.. for fuis sy.stem Will he deooted \1rltha sutmcrlptc. At step 1. one has 





and rank b~(;. x) = 51 = nmk bt{x) by hypOlbcsis. Deline B~ (x. ;> ::: hl(x. ~). There exists a 
pennutation orthe outputs and a partition}oli: = <ft ,~) sncb mat 
where ranldi}(x) ::: 51. Tberefore, 9~ can he expressed as 
Bm 
and sinœ Lg YI ::: Ml{X) Lg ;1. one hElS 
~(1. Ç) 4 Ml (x)G(x., ~) =:I(X) - MI{x} al(x) 
(A3) 
and 
ÂIl1lf:le4 • h1pI:!t..outpo1Detouplitlgaœ~ ofN~,S~.tmder Pare ÎIlj'JWiÛc$t1tè 
FeedkŒk M.D. Di Beœdt::I.1n. A. Gùlm1nfau tmdClt. Moog. IEEETnIi!. .An:t.Cœtr. ~ 
A4~2 
(A.,S) 
TMs is true for k = l (sec (A2). (Al». Assume il ts truc lork. n.en. ai ,step k+l. wc cotnpttw 
9: (k+ n '( :{+1 (x. çt'tYfID ! ~. îS"jSk41 n + If ... ! (x. ~ { r: ID n~ ~~}) v 
where 
b~+l(x. Ç,. Y~ ID) =;: Lg~(x. t ': (j) 1 ~ iSjSk}) l G{ç, xl 
= ~+I(X.{y: Gl l ~ ~jSk}) G(~ x) (A.6) 
By (AO). (A.4) bolds for k+l. MOreD\'et • .sinœ the generic nmkS or('+l and Bk ... l àre ~zù .hy 
bypothesis. one caD""ntc 
~ (k+l) = tc(x," {Oc m J l5iSk. ~Q+l}) .. t c l'ri f i ,wC ID llSiSk. i!Ç,et.l) v 
""k+lk+l .,. Ji .' 1:+1\41.' >'i .. !J ...... J 
But. sinae {Li tt> F::: MIt+l {Lg i;t> F" 
~+l - Mt+l ~+l ::: Lrtk - Mt+l LrVk 
Benœ; 
(o.c(k+l) A 1.6 ,....c(k+l}.: l-fti'CIDJ' 
.ft+! ;:; ak+l- J.\I:l1;:+1 4" .... 1 + ''''''1:+1 f1:+1 = lij.: ... l \.4t .Ji 1 
Dy hypothesis,.l: is square and ml"ertihle SD mat l'. Q OC l'em2inl squamand ltntem111e ~w;e 
(OC) is square and dœsnot modify 'the ~atinr1IÛty .. Heaœ »: (x.t yf<»' is ~;~!l 
inven.ible. Dy [A.41. B: {x, ~ sr: ~ = Bn(:t. ,; (il).O(Ç. x) •. ~ thé J,'l!lledtt :tifnlajf ~ is m 
and the resolt follows. [] 
Am1f.u44Jnptit~1)eœuprmgandiEquh~~S~~Pw:eDJ~s. 
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A.3. Praof of P.ropt1Sition 3.3 
The same notations as in the praDf ofTheorem 2.5 are 'I.15'A!œ a superscripl c ind'acales 
the qwmtities cmresponding to the controUed system 1: 0 Q. A regular stntlc state fecdbit.cÎl: Q 
of the forro u = «ex) + {3(x) v cm he viewed as a regular pure dynatnic state feedback of !he form 
(1.2) with q = O. Then., from the proof of Theorem 2.5 .. al each ,tep k of the in~'t!rSÏon algotit~m. 
(A4) :and (AS) hold, le. 
B~(X. {if ID 1 l~ i!ÇjSk}} ::: Bt<x. t yf ID f 1~ ~jSk }) P(x) 
and 
(A.7) 
Now. note that each step of the inte:mcklr (Jgorithm œnms·ts of an inverslon wbicb enn he 
pe:rformed in a unique way. since no pemmtation of the outputs is aUowed. Then. from CA 1). 
where 'Pk'5 are 
the fonctions defined in 0.2)., and the result Ûlllows.. 0 
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Annexe 5.. Interconneded Zero Dynamies in NOD Ilnear Systems 
and their Role in Dynamlc NOD interacting Control witb StabDity 
~ s . A. GluminMm .and ClL ltfool au4 TJ. Ten. Pr«. Gt.atN2 ~ 1'irw rrtff4,r m S}'StèC 
De'mT .. 9-111ll!1199O. B~" pp. 316-323,. ISBN 0-1116-lS48·3.lS8N3 .. 16U-3..~1.1991. 
A5.2 
Intetconnectt'd Zero D,)'llumics in N"onlinc:rr Systems And du~tr Role: tn Dyn:unie 
~~lJllinterutUng Control wtth StnbiHly. 
Abstrat:l : One dlscru:res drfJ' probli!Jn Dl mludng JlJI!fae.d dj'nom.fr:l itt .dtC(jupled,mltnU. 
One shows j/tOI (1 dyruimic œmperurJlIJr is obit 10 Ctlf'.cd only tJwe d)~ wldt::h l.iawr l11t t.'malb 
iIl".i!tl:tity propUfJ. 
1. Introdl,u:tlon 
When solving the nonintu:1cting cootrDt problem. 50mt dymunies.rn.ay he fUted. L.e.. they 
will c.xist U II l'Mt or th!: m1obse:Nable dytlmnies mini ttit1 decoupl1ng mtie SUUe (cedb;tdt 
mlUliun.. This 15 the·ca:se Cor tinent systems u wcll as for tlonnneat SYSl:tnS (se;: Ill. li) and 
reEerences thcrcln). In the Une:1f sitl.ttttiœ thes!! fhed dynaudes a.n: ~n.ted ln the $I)o.QUed 
UltUCDMectWn rems of the $~ Il).. Th.:1t tenninolog 1$ used in thii paper for nonlinw 
S)'stemsas weil Recently ~ hidorlOlnd Gdule funy it:ktttiflèd these:1hcd d~s and showed 
th:tt. in opposition ta the tilne:tr C<lS1! [51. thty cowd Mt l'IllWf:l)'J ,he removedby using dymtmlc .$tUt 
feedlnck control [2}. WZlgne.r "we .tt necesmry condiûon tor sueh t! fixro dyruuntes ln he 
ttmovnbl: by dyruttnfc SQI: reedb3ck [4}. 
We. œntribute in t1rls ~pul0 the problem ofl'èmOVin& l'I. tm~e.nslœa1lnttn:ooneetiQtt 
zero dyruun1es Yb d)'tlmlh': fl:edback. Fust we pe a $1fflCiem eondItion fur thl: $Qtv.tbUity of the 
problem. Then we show tbOlt the 1:\.ne.r is :ùs() n~ ;nt Jenst fol' .tt tw.o inpl.tts-'rNO outputs 
S}"SlI!m:,mG oonsiderlng a speci:ù t:Ws of dmnge or 
Œ\1:n .il d:œup1:d syste..'1l :E :iS 
kj ::: q(lq) + ~(x)} Ui for i ::: 1 ... ...m Cl) 
m 
i ::: Zl(U} + ~ L1I1x..:r.) Ui al 
Yi ::: hICx,) l=1 al 
where Xl be1cngs ln fRlli. z.. fi. :md Ui bcloag ta Di. for i ~ 1 ..... .m. Assume that the ttrobservabk 
p::..:n of E is reduced lO P-:; n Pi"" = span '1~11illhere Ptt b the muhn:d ~1u1ar lStS.m .......... 
ContmU:dlÜity distn'hution cotl.tained in ter dbI. The prohlem ttndr:t inu:.rest amy he ~ ~ 
folloM.. 
Find.lf possible. .il dyrmntlc extension 
~= Fa (a. z.. l'Al '*" O.;a(x... z.. ~ u (4) 
--:Ii ::: Xj eX. z.. j[~ fot i ;::: 1 ... .....m (S) 
mch th:U ex. ~ ... .." ~ dcl'itu:s lœtllly il chaniC at ~Or{~z..;la) and 
1 Watt ~ 'II1'hüc the Ù1fnJ~t 1II:l$~J lJu: 1.tIboc;tab;! d"~& ~ w.ilh 1bc. ~d 
c.u..a.s. 
ll.:.:l.bot:ltoite4if~!ique de~. UIW!~:ID c..N.ltS. EJit.SJ'+t.. 1 tul:de~ Noe.~ N:WtsCcda; 
œ.~ 
l Wnidnpm f:J~ •. PA Bœ 1ll4O. s,"ÙG1l.1:ma • Ml610t:4 tl.$.A-_ 
A5.3 
Remm-k lm: e.x:tended system reduccs DOW &n'a p subsystmls iiven b)' (1) nnd (6) ont)' : tb:et1: is 
no more tnle:rconnecuon zero dynrurucs. The probll:m of ilS mblliution l5 DO';,li nproblem of 
5150 systems st:2.bi1.w.uon. 
2~ A surriclent condition. 
Moti'lr.lted by .iomeèUinplcs ln the litter.Ut!n: {2J. [41. one al:!')' dm'Yt tt sumt:lem 
œndltion tor cm: solv:dilllt}' orthe problem under ·interest. 
Lemmn 1 
Assume the.re e..l".1sU il local c:h.,"Ulge of c:oordl.ruucs (Xl- • ...JtJtbç) for L sncb; :th:at 
. in 
~ :: 1: lZ,. tltt) + Z:u{-x.) ut1 + l. ~ rn 1=1 
then therc oists 11 dyn;mûe St:U!e feedhack (liS) whlch t.r:u'lSfomu system ~ inta n dCOOi:lpled syswn 
~itb no Îllte:rcoMecterl zero d~ 
Prao!; 
The d:yn:unic extension 
~ = Z1.1 (xl) + Zli (x!) \lI + 1. &1\1 far j = l ..... ..m·l (8) 
und the dumge of vml:::!ble 
m-l 
AlJm = ç - l X:ù 
1 = 1 
i.un= Zlm(Xm) .... Zlm <xml U:n +4 X:zm (l0) 
The emnded S)"Stenl defmed Dy equat1o.ns n). m. (lO) und (3) sa.ti:!i:fies the c1aim $Ît1ce il miua.s 
ta the set of m sub$ySœttlS whose snru: il (Xl> 1L::J lm i=l ..... .m. 0 
3. Mnin result : ri necessarlo.nd sutticient candIUon. 
ln thi:s Sl!dion.we tCSttla our atœru:ion to the special case \\rhere ,t ts n two inputHwo 
olltpuU dfttmpled system ,~ithonc interoon:nected Zlerod~ : 
il ::: f1(Â1> + ilCxt) ua (11) ~ :: f2(~ -+ g1;{xy ~ (12) 
z :: Zl(Xl.xa.z) + Z;n{Xl~) u i + 2!zz{Xl..:ll.l:) ~ (13) 
Y 1 = ht(xt ) (141 
12=~{~ 05l 
The mmu rœtriaion in thls section is en the clnss cf mulÛmmationS wbieh i:s ~ Wc 
seek >l soittlion which ~ in adyn:unh: ~ as 
i:t := Fa{~l.x.J + G~l.X:J "1 (Ui) 
andu clt:mg,e of vmable (Xl,.lQ •• ah ~ where 
and 
Xlll := Xl{U\:J 
11um the fuUot.\'ing bolds. 
ASA 
lbetm:rol 
Then:: ~~Sl,ll dyrnunic ~temiPU (16) lJnd ::lloom ch:lnse of vm:iuble (11) tueh WU 
Xo1! = f;:a(l\1J':â!> + il12(:tl~.a1l12 Cl:;) 
if und ,only if 
a)cqu:ttion(13)tends 
i ;: R(l.:}C Z'Uhl>"" Z 11(~} + Z:;U(Xt)ul .... Z'll{tta) ~ ... l. f Rit) dit l (tg) \~'bcre Î..e jj( 
or. equiv~lcndy 
hl wez 0;1515 ç;: l1P(z) such lh:n tXl. X2. ;) dermes n clr.1nge of \"àrillbles for (ttl"l!tî. il 
Md. 
ç ;: Z'11(x1) + Z'11{'2)'" 421(x1) Ut + Z'''"(~) ul+l~ 
where Ae ïJt 
Remiu'kJ. 
As qucited ln the introductorJ 'Section. Theoretll l glves n NSe sinèe the 1"' pan or 'the 
eltefu.lcd system ~ i5 ft'quested ta bc emply : ~ spJin'; into ttWo decoupll!d Subif$te.nu who~ 
stnleS :ut (Xl.Xal) nnd {;t1. x:zl}. 
(hl):=) (n) 
Wltb the ~sive m:nmlon ~;: Ç(4.ër:;tth: being non zctO. and to,~he.rwlth (20) .. 
z u { XlI (xl)"" Z' 12 ~ + Z'11{Xt ) lIJll '*' Z'n(XV û.l + À ;(z)] a;~;n 
l Lel R{z);: :-." :-. 
ol;luz 
men li{1,) = f Rk; dz 
whlch yiclds (19). 
(a) =- (h) 
Let ç(:z) =: J Riz) dz:uxl :theresmt foUtm'-
5uffimo' ,pfM 
Defiru:the~~skm 
Xal ;: 2:11 (Xt) .... Z'l1{1tt) Ut + hal 
Md the r.r;:wfm:mm:ioll 
~~=~-X,31 
&nce(Xh 1.1. ~:1h 1.a) h n cll:utsecf ~ fcr(:c.t. lt). ~.l1h~~~, 
~:a =Z~ (ltz} + t:~~'!1a +)~ 
whidt y!œ lhedestred fot:mfor I; 
Ncrwhy pC lb) 
The OecéSSity is proved grndtmlly througb the proofs of il cttuple ·o[ l.et:mlW. 
Lemnu1 3 essentfulll' tl'!U.s wc ,hen: tS no Fl'Od1.1cl m\w'Ving il v:J.riable of MJl'b-ystem 1 :mrl a 
vnriable of subsystem 2. ns ;(.,11.2. in tbe RHS of (13). This fi st:rongly remte:d 'to W.agnr.fs result 
14J. 
.. 
tftbete eJllsts n dylltUltic atctW.on (161 such duit the extended sy:s1em l:c. given by 
(11-1(;). ÎWi IIlO intem:mnec.tion zero dynnmit.;s. then Cl) rends 
Z ::: Zu(1,.z) + Z.2(x1!.z)'" Zzl(lr.1.z) u1 + Zn(~) ul 
!f mere CK.ists a dyn:unie ex:ttnsion (16) wcll dm! thé atended systtm Le hu na 
in~r,m tertI dytlttmia, thJ:n Cl3) rads 
i = (L,t(Xl ) + Z12(~ +Z'l1(xj} u) +Z'n{~)tl2+ Qt~) l R(n) 
and (16) n:nd!i; 
x:t= [Z 11 (xl) -+ Z''2l(X1} ul + QJxa) l Ra(xJJ 
The pmof of Lemma 3 15 1Î"'tn in A~ A atld the proof orLl:mma.4 Qfl he fùuml in 
Appentlix B. The proof of the nea:sliity of (h) il then ,cmnpleted in Appe:ru::i"b'. C 
4. Concludtng Rcnmrks 
ln tlù.s papCl'WC \Ven: iim:~ in th: norlon of intm:onmaed mo dynr.ttl:iics whic'h·œuld 
De c:mcclcd by il propcr choite of il dynanût coiIl,Pe1lSllWr. Al!hough the dus ·of web 
co~ hlI:s ~ litnited.. Thœrem 2 gl:vcs a NSC whicb sl/.o~"S tb:1t a ~ntion (lf the 
interamn~ Zl:tU dymmûc.s tœy occur if and ort11 If 1t is imrlnsiœUylinœr and d1spœ,s a 
sepa.rotlon between the varhlblc:sof thediffen:nt1des:œ:tpkd suœ~ .. 
Acwnlly Thœrem 2 c:m he gene:raIized in a SttaigblfOi'W2JÔ tnIl1llIC':to li MiMO system Ûllt· 
hns li \'eCfQr intetcanncacd zero dyn.:.unics ; sndt a ~ !ben yidds 4 condition fur th!: 
~n of !he O\'t:IlÛt imct:tll'lltCCted Zi!ro dyntilmtcs, Naw me open prohlems are m:ùhly : 
-ta fim:i a cœditlon for a ptra1danof~ 
- n.nd in l'he muhi\":ui:tble case. tr idendf1 the suooynamics of the ~ gro 
dynnmirs \IIhich an he ante1fd by d)'nittllir compensation. 
Appcnt1i~ A .. Pruofor Lem:tml 3 
From (13). Ct 6):iI1d (l7). càli\:tpnù: 
• iJ"j!~'. lJ;(tt1. ~ 
x:a = dz il + t.1J!':I x., 
"" ~ t ~(xi~.z.) + ~l{xl~,t} 1011 + Zn(Xl~,.z) u11 (A.t) 
Slnce 
i:a ::: ft1l <xr.e(U:J}) '" ga1tX.~1Çta.(~j} 1.1;z 
the ui ttrnl v:mi:shes in (A.l) nndcon:sequently 
a;:l [ Zn(Xt~.z} l -+ a:;: { Ga (xl .. 1t~) l =: 0 
Since the hmer daes nOl depet!d on x..:.. wc get 
... 
~~2~1("'l~.zjl =0 
~at ~ 7~.( )-0 dl. dx, 41 xl~ -
.. 
ibn"! Since~:;::;. ls noattro. il fuUows 
a d~ z..u(xl~.a)=O 
:md. ~ 'th an .:tbust: ofnet:Uion. one hns 
~1 =Z;!l(11~) 
New (A.l) re;ads 
(tU) 
1\5.7 
Zt = Zlltll.l'2l ... Z !:!("'2.l. 
Thb ends the prao! of Lf'mnu 3 and 
- (h.~ "7 Z '7.___ - ù~.,.-, J 
"L! =T[ ûl1(:\j'z}"" ll(~.z) +-aC~·zJ ~ 1" dA; l F:dXtJl.;> {A.S} 
a 
Appcndlx D • Prouf ·of Lemmn " 
From u:num 3. eqwttlon tA.3} rends 
ùxn? al., l ax~ ara 
. -az(t.x.J r.-(~1'2)·!- d~(z.xà} dl. (~,~ =0 
ort:qui'vtûcntly (~:Xl.z)J a 1 
<: dx:il~ dFnl -,. == 0 
OX] (:tl·x..) 
l1ws 
Sinœ X.lldoes llOtdcpend o,n lt1ln (17). wec:m 'IoI.'tlte 
~ (x 1.%) = Z" Il (Xl' &(2) 
l ;n (Xl""~ = ru {:tl } R:J(:t:J 1 
(B.J) 
From ('11.1) one h:l:s clther <: d.'fi~ (i!~~}):> = 0 or rl t =O. Lel us ICmuidu !he first ~ and 
define 
m = J RiZ} dl - f RlI:xJ th:. 
s;r.m { (R~~») }.i=SPiUl (dm} 
X-"Il = x.a(œ<z,x.!).U 
. fb"Cam. am.) ~=.........:. ---z+-X;t dm dl. fiXa 
From (A.5). (Boll. (8.3) twd {BA) Olle gets 
• a.ltn"'t r l 
":Il = am- Riif(Z'l1(ltl)R{&)+1Cz)+Zu(~) +Zn(xrl~) 
1 
- RatliJ (Z' U (Xl) R~{X!l) +- ~.l.:J}J 
ù:t,.-, 1 Ô(~ Z"n[~ ,1 




Zu '-= z: U(llVR(Z) .;. r(~} 
Now(A..2)~ 
fh ":1 l 1 
a;! R(z) 221 CX10ZJ -Ra(iJ O~(Xl.,J;~] == 0 
Ra(~) 
G" (Xl"~:::: R(%l Zl1(Xt.;z,) 
whiclt .fIelds • 
Z21(Xj.z) = :GU{At} R{z) 
mui~y 
a~xV;à) = Z2I(x!l !ta<xal 
ln the ~ 'Whm rU iS z.t:IQ. the snmy reduœs t\) 
i = lfz) -+ Z!l(x1.t z) 111 ... Z22,(x1. z) U1 
X;1 =~+G~(xJ. ~ Ul 
Swrlng!mm &:.' dZ... d:t dG cJ'!(~~(xJ.z){.ll + 41:: (~)~(1tl~U.l=O 
ODe get$d~ < ds,al. (~~)) :> :;: 0 or i: =-1<'1:). The t.mer contl&ilas êUt ~c mtiftlpttttm 
~::'sp:m 4~. thett me:pWOf {lfLœ1rrm 4 ~ihe ~intls Jints. 0 
AS.9 
Appelldix C • Proo! of the necmity of (b) in lhoorem 2 
From temtll.ll4. ooe b1.ts 
R~i}= Z"UÛ,l'+ Z'12(~)+Z'll(xl)ul +Xn(Kl)~ +Q(;t} 
Let ç:: f Riz} dz 
. 
then ; =Z'U(11) + Z'll(~+Z*21(~l}Ul +Z*22{Xa)~ +p(;) 
ln a simlbr vtin let 
~ = J ltl3ta} d1~ 
Md tben. 
~ =Z'U ("1) +Z'21(:lt1) U1 ... 'Pa~ 
Ontq;ieu CIl == ç _ ~ 
:md ta ::: '.l: 12 (,~) +- z 22("2) ~ +P(Ç} • Pà{;;J 
From (lB) ruxi (B.5), men! necessully C2:is1S a fun.ction f sucb tb:tt 
pt;)- P.;t(Ç.J = F{ ç. ~ 
Thus dF ::: dp(ç) dÇ. ~(5t:) dtt 
d; d~ 






;;md the reswI fc11o\\lS.. 
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Ali.1 
Annexe 6. Plane flexible ,robot modelisation and application to 
'the control of an elastic arm 
~6.P.Cbedmail.A.~1D41.C.~'?iDe:flelib1e~ad~loîbc 
.c:œtm1 ôf al t:lutkarm'" Proc:.lCAR'&1. 'VftIiilb, FiIDœ.. ~S3S.. 19i't 
t \ JtSTRAçr 
A6.2 
P~"E A.J!XffitE ROnoT MOOEUSAnoN AND 
Al'PUCi\TlON Ta 11-1i.! CONmOL or AX ELA.:s"nc Nb\'! 
QŒO~L\l1. P .• GLL"MIXEAU A. :t!1d nARDIAt."Xl.C. 
, 
L.A.~. f L'.A. R:!:; dllC.SJLi\.) md t..M 'i_ !:...N~'S.. 'lit. X"U11Qi 
l, rue·O: b. ~oê,. Nnntes 4'+40-:' F:t.-\NCE 
"f cL: 40 J7 16 OC 
"!::lt: ob.ect of thu p;apcr 11> w pœstt. :: I:OOdcl cr!' phlm: na.~c tt"."'« â M :xwlk:Mion ta :'!tt tn::r.::t: 
t": :1 flGlh1c :lm\. 1'1lt trWl.tqUCS t.~ in d~'n~'ltc control of rit:è mboa :ml: no! d'.lki~ Thc:cln"! 
· ... oc US4! nn.ull;nc;tr cruurn1 tba'l'1' cC\!' ~ SI...U1! f~ \~ ,.:fu't" !::=.~ it ~ty wtIrb :t1 tSs Qmt 
:lm œntf'ld.ô1UM tJ; very tbf:-1011t t~ ~rlorm 11'1 n."lnd. und w wt !:tzrVI: d~'Clu,ppetl u ~cnl ~rt\I."l:1t': 
;:.unS:a t.ymbobc ~ttl~ l:rtp~t: ·lŒOUŒ-, Fmclry L~ '!iùUilb:ti:om show th:u. êc èmtt,'t( 
~ ws wc obtun an: re:t11!ilJr .md ccmp:uiblc Wlt'b the tectu1i~ œtlStir.U.wu ou the :1C1U'a1iO.":t. th: 
!o.:.ructun: and the proa:ss cttnttul œrrtputcr. 
A63 
TIlt: ccml.rOl of robots which moYe C:wer nnd f:nstcr. occet ... to br: nbic to tukc ioto tlCeounl lm: dyn:ttn:it 
bch.sYlnur nf tll1:U' mttharncl structure.. UsunUy rbe dynnmi'C nlodcti!ï:ltian of r~bots hils bcen 
paft'll1tlcd CDn'lUdcnul: the !ttlu:ts 'NJ;W bcttks (SIX 1 17}. IlOD.Thn :sppro;u::I1ls nOI efficient wht::1l 
tbe cbtlllllt: mnd~ of tbe structtlll: an: excitcd. ·tms is tbe CtSc when the robat ~rrnt:S5 {tbl! s:tmctU1:Û 
or the tr.tllsmmmrl liuffnCM,) lS low vt:nrUS Ils allier pmnmctcrs. 
mffcre:t1t ""'1l"'~ ltnvc bcen done about the modcl.is::1tion of robots r.ddn.g inm :tt:ICOWlt the cl:tstit 
bclluvirmr of th!!.r litruOUn:. The mUnite numbcr of cl:!SÙc dt::sroao'f frctt1ôm i:s Çtlmmonly tcd!.iC1:d 
ln:t umle one usmg cnhr::r lbe mod.nl ;npptOllCh 1141.141 or tbe fl1U~ /clement apprœât 1211. r M]. t II. 
f) 1 i\ murl one ~ becrl proposai hy f7I : he 1Utmd~ flttiüous .loil1l.!i ::w:l sprin~ the !tt~ i1 
idcnu.fic.d on the rc.:11 ~tntc:ture. Conc:crning the fi nU! tlcmt!tl: medtoo. lbcœ are difftrenl 
repn!St!nlaltot1." : UrtLïtcd u&rnngt.tn t 11. or Tottl U;';-.J.11St."\n. ThiS htst oru: ma)' rnfcr the clastic 
dcgrecs cf frecdnm of the ImM la the r~!!id configurntinn of the whck: robotl J4} CT 10 the ngid cne of 
the collstdcmd hnlt. nU! l5 me wu}' wc ha'II'C mai. 11\c tld:ul of mis lllO!icliSllttion h:ts bœn dcsttibetl 
lal 161 nad aU C!J>pcriment:ù ,,:didruioo hm bccn performr,.rl in : 5:'" Wc flŒt rcc;tll in titis p;ttpc:r tht: 
S!.rUI!turo of the mode! i.., the CISe of ont: ncdble link.. 
TIll: stla'Illd pM of !.hill tmpcr <com:cms the œntrol of n fltttiblc .in. trstng dl!: ~ moclclh:1tlon. 
R.:t1!Ill dc'rtclOj'lmt::nb Hl non1.mcnr 'control 'heory rut: mninly 1uc te the use: of dttfCfentinl :gcrut1C1l) .. 
Ccn:un dtstnbuuon.t; ll1"C met m oroer 10 tn::.m the nnnlmt::lr 1'itt'?Uphn,g pm'blcm 1 t51.11(~1. O;rJdc. 
Flu:s.s und b,don 181 prÎ:sc."!: a dm:ct und Cccdb.lck !tnn'tCt'Slon of n uœnnear system in li 1incnr 
sysu::tn. 
tn m:tny ~Ptllu::ltln1\"s thcsc ~uh~ are nsed: control of a ship rnonn:d 10 n single PQml il 81. f91. 
t;DntroI of n:sic! robot arm~ 1=1. 11:. Recent w, ... !:s dc:tl wlth the rontrol of roho!:ums \Vith cl.:tsUe 
JOHU~ by fcc.dhnc:k dc:cO'JpL~g ! Il!. r 121 . ln the l.;uter. dynZlmlc fcedb1tck 1$ USt:d A dyn;.umc 
oom:pCns:UOT ;.ù gcrithm Ui pr~mcd m LI t j. We dcs::ribe ben: :ltl :t!lpIic::uion of ûu::sc tcchnJt}ttt::!i ttJ ~ût: 
control oI11 flwblt rum. 
Fiunlly. wc r;fvc lUmuL;ll!on rtsttlu ~t: the ,bclt~viottr or OI".J:: nc.:t,ibla tir»: \vith tht oorllrOl h\,'s 
'~'l: t'ln v.: obuuncd. 
MODSd:'''' nCN Or: l"l.A'il; R.,qpnr".r; nOROIS 
Wc conside:r :1 p1:mc struaun: ,of u roblll wilb nl TOLntiormI joints :tttd nl Lmb which:m: suppœcd 10 
he cmntC (scr. Fig. 1)_ TIl!: clzttC d~'!I01tS arc: s:tmJI :tnd the ri!tid t:InCS n'l:I:y lx: hlq;e. ~ cl:u;tle 
flalll.:1cCt'lletll:!. lU'é tdrl:tUf to the "gltI œnfi;gttnttaOIl olthe liM (sre Ml:- 2). nu: tinh .nn:: suppo:!!i.td !CI! 
bc benms. 
Lc.t us c:ofWder for endllmk (1) the fonow!nr: p:tmn1Clm' 
0 1 is mr: rotatiO!1 of tbr engin st:lC1:inn At ·duu u the n'Su! dt:grt:c of :ûtttiam-. 
"m Md OBi ;m! the displaccnu.'ru and :lu: mwion of section Bi ·tbcy rcpn:scn: the 
CÛls:tic uanra:s offrecdom (sa: Fig.. 3)-. 
f:;u:h Ihl!.. t1> drliocn:tu..cd \:!llL": Gue pure p101ru:: flt:.Ul'l11 fuute clement. The ugflt1t!;l:.!:c·s Ululupllt:rs 
KChnUJt1C Will crutb:lc w to U&n:1at: with ~f cl~ts.. Wc tl!it: Hcmtitc's ,n~n rtttlCtio1l! 
Nt ... ) r1J}. The pInne dcfkrttr:m l:s 
(1) 
A6.4 
Point Mi cOOlthn:ucn:t.n: {whue Mi i:1:l poml of::t crœs section -absciu;a x- of link il : 
~Mi =1I<Uj'" 1"1 -+ nI Cm the undeCormed c:cnt1;ur.ulonl. 
nm! in the ddormcd œnfi~ûoll : 
~1dl =(x· y iN )ul + (y+v(:t)}v:t + z:q 
ilx 
I..a us no~ q the global \'CICtOr' of the degro:s of frœdom : 
qT =t91. vBl.Onl-o.t. vm. am ....... Bnl. vnnl,,9Bnll 
wncnc fu'tMdi. is llncu m ~. BVE;. 50Sj-
The ~irt:lûi Itmrk ptinciplt: cx~ 't.lv.> dynru:nie cquiltbrlum of ûtc '\liIholc S'truC'!urC ~ 
whc:n: 5T.n ts tlu: rit:tun1 wœ:t of the :itX:'clet:llioo qtt:m:tilb ~ed to 5'1. 
BTU: is the vinu;:d won of'tht: inn::mn1 fma:s. 
BTs: is t~ virtu:û work m'lbe cxtcrœ1 torœs.. 
It l~ bl:œ de.tllOtl1ttil1œ tlmt Eq. (4) impliaûw 
l 
Aq -+ Dqi} + Cq ..;. !(q = CM! (S) 
'W1'U:n: A., B. C œ'\1: bcen dcsat"btrl in C61; thcsc tmttia::s ~~ Ip OTôli • 
K ro.r.n::spoIlM tG t'be dcl'~n <Of the be:mu. 
CAM ~ toUte ~~ ::md Ûltt ~n1frktiQn'~ intbc-jol:tùs: 
GAMT =: [TI-T2! G. ..;Tl- T;..r Tr G. -1"i- Tnl"O. 01 
WM!n: Ti = T.tti + T fri 
T:ti h the: ttn}t1Cofthe ~m. 
T fri il the ~t fri~ torque of jolnt(i) '(Tûi .$l:n is. the' 
oppmitcof (~~Gi-l ~ Dm_Il si~).. 
ln tb~ ~l! t'If .;l tunJclj~ wtih ~enû fwite é~ ... ('Olt .t:"Kh Imk.. "'\lit Cl:itl '~Zl ~t::l1~n 
bQt~ the des1'l.~ uf fn~:t"clm't1 (.tf tùc cl~·ts t .,00 ~+ ~ ~n:;1 n~d jtMt~ t_ 
Ir+ l hrl: fi:, .. 1", 
A6.S 
(cnnsumt) 
Wc gct n simll:u-rcl:ttion with .rd11hc othu ckm!mts :mcl fU'1iiily il resu1ts a.set or UnQ:I'n:hltions 
Lq=M 
wbcre M is the ~t (1.1) vo:tQr (\\iith the tL;;) mu! L is ;t const:tnt (Un) rl'Qtrilt tto~ing to 
Eq. 6. If wc intodutc tœ ll..:l~ge·s mulÜJlUcn 11• Eq. (4) bt-co:mcs 
l 
Aq + Dqq+cq +t{q= GAM+LTi.. 
Lq=M 
~l1dstUOdclis:uion fms bcei\ ~:ed. 011 ml apl!ri1nt:nt:it! ~ce. in 'the c.tSes oi One! ;md fWtJ :XC$. 
The nmu1:ation of the:: tl'.l.Odcl wt1b an open conttollcd ,toop gtvt'S ~ witb ;ln C1n'1l" whlcb is lQl\.'U 
1h3n 1(Wl, on the v.:triru:m:s q (set (51)' 
ln tbe c:u;.e of :t fia..iblc !in'k. n1= l :.ad the rrt::!'trir4:s IL .. n. C. li: :.Incl OAM :ml rcduecd 10 the 
foUDwinS unes : 
"! T· f .. il p..{1J.;o.s.:-,.}.J .. 1 +'1'1\ 1'1 ~1S~o:}+mcl -l1S20 ):1n g A fA c 
.. 61 51 l Sr r-A= p.{I+ 75 ;o)+.n'l.r;l tt{-----lJ.;.;. ) -J!{--+ll-) 51 35 10 210 
sr l SIl fi sr -~--+1 -u~l'--) iJ{ln 4- m5~·ln 20 n 'uf ':UO 
n =0 





C2! = -n'\;vn~-(tl1I5l+13SUl5}vn+f1ll0+11SJ2l!lG)()B} 






-&:=- ~T .. r 
A6 f, 
C~~{:J 0 Vn q= 
On 
whcn: l iç the It'.:n.sm orthe fink. 
1) i3 the cross sea:iot.t • 
éV n 
tICI ::; OOn 
,On~n 
l istheq~ ~,ofihecmts ~ion. 
~ i! wc volumic m:w. 
l! is t.tu: YOt1t1g's maâulm;. 
·2 
ft 






J A ;t."Id ln atC the 'œ~1r::Ucd irtt:n.ia on fhem l&in A and thc~iity n of ml: Unk" 
,. ::; Tais ilie u.m:tDt: i)f thn !Lt1t!':Unr. the friction lOn.'tne Trr hi su:ppo.sed 10 De ~ ,1O:tl 
'NOTA: W tile tt:rm5 smaUu ili:tn ~ of the fust ordcr hl Ylt Md 9n !;I!'C not cou'sidcret1. 
bI the m~ of lin ::ru:! OB is OOt:ùned m !he tUe:lSUremcnt of me stt;.dn or mé Erik 
Md tht: finilt cltmcnt t1lOIlcl ~tqu~ {lj}. 
CONTROL QF 1\ FUbil1lI..F. PLANE LINK 
1"hc pUlllost: or this ~tm 713 W US<: the m:tw: ~Utt\ fa:db:mk tcclttût}UI:'\1 to control ::trl ebstil: mbDt 
:um.. 
wh!. re cha m1C x bd:tm,P' 10 ,n ns~io=l :ttWy1ic m:mifnkl MjJ Uabclrw:sto fi'!. 'ihc&1dqr~ , 
numbcn . Till: ~ flclds ut{.x.}. ~ !:a.(A) Jo. ~e :m:sl)1fc y~ ftelttlOll\M ... 4G :: M...,.N ~.,.im 
;;m;dytir ~ rmm M U)a ~wDCn:tl a=.iJ1it m;mtfDldN; -
m(x) := Œ:!ltr:ht ( 5) ,(xl. ..... 5l,J.I:}). 
V·. V." ~ tc$:pcaivcl.1 the ~lCt.:Il klatUya:mi1àUcd ~ttlWtt*'butl~amt;ùnt.!d mtft 
de. ru:td 1tt.r de., i ~ p .C.(:lt) ~ thèlt1u:ompooarJtof b{.x). tc1 u. ~tk:~l~ 
5O·th:!:t fer an j >('; u. 
~ L!.-l:C..(lT.* =6 
~ L.C.(1)~,~ t"cdetht~ arC.(1) Ûl mc~ 3t{:n),. 
A6.1 
V,- :: n kcrdL.·- t C, i El! 
jen. 
Tht::t"l: ~.im .1\ 1LtlÙ1:s,mlt: fa:dh:tc.k 50 IMt the Mo.rgnn pm'bt1:m is lot::tlly solWl.blc (ic die row by t'Ow 
dccoupltng ) tf and 1t1ln.ly if 
Wlth 
'The ~on wn.trol bw ôl:fI?hoo is : 
U ,.. rt:r.) 4- t;(x)v 
"I"hc :Jppheni"'!1 of this mm linor COiI'1U'o1 t.hcor:;' Œ.t.Œ mmlj' romptl~ : thE! modcll1n.:~\-'iœ51y 
pttSC!l:u:d m.::ty he rewriucn likt: ,cqmtlJton (S).. :wc! 'WC neai ID compnk the 11 •• 9J.' :md me 
liru::1Uil...uit:'l>n cnntml mw if'r:m!I: fi} '" :: fi - The CO'm:tllaity or comput:llio.n.s m:JWrcs :l s.ym.balli: 
m:uttp.ubl11lfl syslt:m" Wc t~ wnUf3l a prn~ fl'll" modcl DeCOttpIic,S and ~ ~
dcsr.nbcd Dy cqu::umn hla.: (s.). "11lc system USCt'l ror C1.'17int; On! ~~om; 1t\":::!S REDUŒ 
For am::tml,. the mndclp.~!O'l:I.Sly prtscn1œ m::t)' he rcwrinat: 
.~ 





The linc.'\riz:uion of the mod~~ for sev.ernt Gtltputs Ui passible.. The c1o$Cd400p :system wilh mitW 
mu/!.\ ~ "t(O). ... ~ 1(,. (0) } h:t1 the same txhavinur ru; "he system . 
(ln) 
with l....-,.~ --.Â.;t • ''"'II.c pammr.:ters ur the dosed-loaP ~ 
ln :I,p~ lht 11tS.Ults or me Ime.nra:uiOll amtr.t!'l b\y for SC'\1uat outpUlS ru'C giYœ : :he immc."'ldol'l Û 








Wc Im~ :s.im:u!.atai the behaviOUf of me stt'tIC:f!tm: ~n:g two diff~t 'ttllntroi kl .. 'S on the 
roUowint ~cs: 
'Ti =< tht: ;,m,guhu-pœiûan 0 of t:hecri:,sin of !he fink. 
11 :,: the d:t.stit:cr~ 1lifl 
E= :!..lloll~. 
1:. LOOS m.. 
me :; !L9"'-S ~. 
~= 7!OOK#~. 
S = LlkJ t~ m? •. 
JA =: ut utl K~. 
Trr=O 
I= U13 url! 
ln =4.74'.2 Jo--:!K:s,ot1• 
1lll; n::sulu œ tblt ~tms arc pn::s;enlCd on the ~'1'.I:K'$ S ud '1. 11sI:f.~ the ,~lktI 
~a. shr.: 't:Ompwcl tG!1luc T:mt!theothu~~ 
Tbr Fi~ , b ~ 10 the ;Ct.'mtllO! bw or (J wttb C'" l:e hit t!) = o.."}~ ~ :md t =- 0_107. The 
F • .surc 4) ts n:J:ttat 10 vs wûb r = n.lm., t!) 1# !.::!t~ llM t; = aw. 
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ln t,bc \\'10 a1Ses the compnttô ttmtrol hlw SM:s ~ t'l::m11t1i ; the1 :m:cancn::tlt wlth the Ûl~. The 
bcl:t3'1itntT of tbc pfOO:.Sli 15 th:tt of;} Sl:ctmd ortler prt:\l'Îr.msty ~ in the Eq:unnon Cl n 
On fi&Utt. "i Irr-" .: 00 0). the clatit ..,.MiablC3 -vU :lM 0rr MYe QSC:I1l:I:dom. whkb ~pomr to '" 
du: frm mm! of %he m.cclt:Uliatl ~ Th<;y:m: ~t!!d br the œmpu.t..."'Ù totqttt. 
The. co.m:rol of tL... ebsu. ~c va {sa: fi~ 6) isobuùnt::d 'rIi1h 11t qu:m t:On1umt ~tion DI 
th~ ~b!e o. The ~"pQruhllg UDn-œnl.'f1J!tcd d:m.tC v:tri.1blc ( n B on Figwc 6) hz œ;d!l;;.riœls.. 
They to the sr.oonrl mode. or fhe medmn;Çù ~ suppmal to bc :t:mbedt:i.r:d (sa:; tsn. 
COf'lC .. USION 
Wc huw: proposed II t1'!Ooik:JUl dI::saibe the 'bcllilVrotlt cr pbru: lIoJnlc :mbots with tt;l;tlî~ joints 
ustn:g II ftniu:,t.it:mt'.:ttt! ~ of the Jinb. 
Wc h;w;c ctlmpUlM :ontrot bws by ·Ihc ~ of ru . ..'JQt1 littc;lrh:n1iœ mcthod to:tn cbs:tic ro!loI 
;um t~ linœr appro1im:Uitm is ru:n ~c in tbis ose). This n::sWl .... ":1S ~caœ liinc: it it 
~ for .:1 ~, ~.;tlt one input Gneou.tput. 
The mc.tl1nm. usc.d {nonhnc;tl'" control 'thetuy. :;c:nernl pmu:un in REDUœ bn&tW,gtl qstr:.m} wil.! 
permit lO dc:û WlW 'I.Ù'! probll:m of ~ chr!:ti!..lObot :rrms 'Whh ~c ordynm:riic ~ ft:'Cd~ 
fin;;tll, wc b.tvc ttl~ rtmlts ~ 1bt: ~on of lE modcl v;c-ith the ob~ œntml 
mws.. fn the thften:::mt ~ the computed c.tlnlmI l;nt.. ~~~ rt:$.tÙts whlch :t.'1! cobaau ""ith fuie 
tJ;u:my. 1 hl! bdm\.'1.oUT of the ~ lS m:a of ;l ~d an.:icz' S)':StCni .The '\~lcs do QOS ~ 
ûu: h;niu of tbr !l'.Il:Idcl ~y lm: l1n1 ~t m our study will bc me ~b\ion or·thc 
pœposcd mt:thoo on ourCl>pC.ri;mcnt:si robot. 1'hc computai tntqnr.S :m: .comp:nw· t the ~
wc·ns:::; :md tbc ~ ttm.e of lb!: ~ 1nw iscomp;:uiblt,.A'ith our~ "lP1000lA900 
cotl1fl'tl1tt}. 
RE1=ERENŒt; 
(1 JB;tr~.A. ÛttIy :u.td Ismomln (19S4). A.ccoumin1; for ~dd'O~ in t1l1!~ 
of ml: d~ bclmYiou:r œ robot tyre ~ ... ~ "84. ".ïrn bm:~t1I,3ti!L'!$!l 
Ç.on:f~ nu MnilcEl~ts in Nnn Unrn Mt:d" .. "trtla.. 
T2Wcja:y A. 1(.. 1.1. Tmn:ttld Y. L. Cba:t tt9Jt~  mm d~CCI1tro1 by CI~...müfi 
inlcrn::tfirm:d Cnnfrrenœ M Rnh$:!!!t;::v!m1 Au~tiM. St .. Lrn.ri!i" Mi'!iSmtri. W.:.:rclt l.~~ 
tl.S.A 
flilkt-ok.. \\1.1. (1914). R1:cuni'YC ~"'t:mgi;m ~ of ~ Momipub.tto: AmIs. Th!; 
In.tÇt!Httnn."}{ JOl:'l!m;t! !lIf R!(\bnt~ Roe: . ..::!dI, ~t ". nO '1" 1\1-101. 
14 jDnon. H. 1., and E. s.~ n~). btilCl cx~ on the end-p~inl CbIl1tml of ..... n~bic 
ouz·lmt. mbo1. 'J."bç hu~mn:dl00:r!mt tif R~~ ~~. 1.. 6.!-75. 
l'lOlt'dm.tUl P. :md J.c. B:mh:ur.r. (ISSU). &p!:1'imeroat of :1 pmtll1: t1~i1 . .\k;; t't:lbnt 
modr'Utft&. ~roinç:s pf tn'e 'FA ç S'\'m*imn (ln ~ nf Rnb:lu. \'iCll:ta. 
Do.x:mbu. l~ 
fGlO!.trlm:n1 Il ;.u'lÛ G. Mtcllcl (l~,..,). Modcli!w.rlOll of ~ fledbl:: robot1. l~tb.tSl:~ .. Tnnn. 
lnlEL'-
nlChrcttt:n.. J.P.,. ~". Dclpa;b m1d J\.. b~ {19s"''i} •. MOOclbttg :md sirnub.ticn of d~ 
flc.nb1lit ID a sp:i!i~~. lM IFAC S~ttm M Aut(l41:Urttc Cfool:ml in 
~ . . 
"'~IPt.'1l:· 
rSI~ D .• M. Flu:ss 0!.1ld A. bu.tG""l f15i$1}. Dm::a :.t.tld ~. tn:m~si(l1ll of :!'l Non~ 
S~ «l ;1 Unt::t SllSm1. C Tt. At::z1mlir dG Sr:~ Pmis.t. 1% QH.:rt'Wirtl 
t910::lnrlt: D .• A. Glwmnr::tu and C. a Mms fi9S5). Ntml~ ~ d~bng :lnd~. 
ta:hmquo ~ 1.0 .;1 Sut!:k Pont! N'~ of ;t ~"a". :Mth Conf Otto, Cnntftl1. 
n.~. Fotq l#~k. U,,~ l\ 
IUlio.."'U.ttÎ~ il .. (19S,tlt ~b~ ~ Sl"'1~ g,on !in~. S~ ~ non 
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CUlltnlUt4ttivts ct Al~ dcl....lc SIAM t'oo'm}. Qm • 21\.~. nr6j.l~$1.R, 
Il lll)cscussc l1 l'Incl C. H. M'lOg. 09H71 10 apflQt. Dytl.:mÙC deooupling for n,f,tth-invw:1bl~ 
Nonliuc:ar !.ystCtllS • SYSt. Ç!:!!l!L!.&:t. .... 
{llIDe Luo A .• h- lsu:lon;um F. NlCQ!O. (lU~"), Cl"lnttm of robot :trm wilth clamé jDtnllvln; 
nontu:u::u dynamu:: fccd*t<lck. 24t11 Cn!)r Ort:. CO/"ltrnL Ptttmw.Fnrt 
l".;mrlc.W:tk.V·S,A ..
1 13)01: SimNlC nnû F. Niatto. (19SS). ~n thr:eOttl~l of d:1stIa mbofS dl' r~ duou:pth:t:..1i1th 
(nnt Dçç ... {'nnrml • de:cç:rnhçr. œrt l,;;uidstt'f:'!lr't V.SA 
{14jGtlr.lthn. Nl. G~ \\ohm Md C lltm..mt.ll U9.~. DyllÎUlÛt: modclling oC tttmlpumlOt:5 wltb 
fiaihte IJm:ç,Mtd 19SJ. 
r t5)l-ür.:s&ilOm n.. Mo.. (l~!U}. (AJJ)· imr.1rltuUd~ributio~:mit ~dccriupnl$ of ~ 
systems>. SIAM 1 ("-Mt1'01 Dm" 'llnlJ!1.tlE:. ,~t9 
t 16}lstdcn A .• A.. J. Krœcr. C. Oori-gim;i and S. MOtm:to. {19SI1. NafttUu:::u- deèou-?lmt ~ 
f~ : n Mfc:renti;d seotnctric :rppt'O;tcn .. tF.EE.1."t:1.ns .. 1ln'f0ij}'T.s.oflft .. "ut 16, 
r*33 1 ~5 . 
r 171.Kb:tlll. \~. pggo}. Minimit''''t~ of .tb1! ~nt\fu)~ or lbe d~lc: ~ or ~ts. 
Scmtn:dn: Ç.NJLS fJl:ttfds n14'lfh~fml~ nn!l1!'t:l nm.;1èJisutttltl tJ Ir! ("gmm~m1t;QQ 
robot;; ... 297-321. 
{lSlMœg C ft Md A. Oltü'lÛm2u. (l9Sl)~ ù:- problème du tojet de ~ ~ksdM.$ 
les ~têma nonlim:;;zm:s. Ap,pti=11oos ft 1· mn:tmt:A.:t en un sculpoml des :r:tnds 
~-trQ:lias.. O!.tlr.!ms C,N,B$ • R.Ç,t't :;fil.t\ç:lk-lk. P>;)llm! 
(191Nijmdjcr 11. (982). Omtrotbbllliy <.l'.GtrihutiQ.ltS for not@u::lt' ~t!n1S. Sl"S- CM!!', Lt;$It1'?...b 
Jl2 12{t 
l201Rcn:uttl. M. (19S6Utcr.ttivt: :tn:tl,~t campttt.:WC'n of the dyltôlttlie tTIDdcl of u robot 
mmupumtor..Rl:!:f'!Ml1 de n::cbtrr:hc AS Tottl • 
(:!l}Sun:td:tt. \'l, .Md 5. OubowskJ. (t9~Q). 1"he a!tp Il of finit!: ,plema:us ifldbod;: ta the 
drn;utttc 3Œ.ÛyslS of flcaib1e ~ MÛ CO-',lhut:tr ~e ,:ys;tc:tns. A,S"~ç.. ~lth 
19S0, 
rnrtMn T. J .. Bcj~ A. ~ A. lsidorl.and Y. Cl:tcn U984). ~nnfim:lU' fcerlOOd in robot;lml 
control. ~1fh Q:m[ Ptt ... Cnmmt ç!'mroht'ra LZts Vçw" U,S1\. 
f.21JTOttttlt. G, and Ci, .ohmt. Une: ~n dl! !.n mfthOOt da dênx:n:ts .f'ttlIu.~:!inine Etlitm+ 
~
124jfntd:cnbmdl. A. (1'9F.l). ~1:cdcllin, =n control of OCldbk: m:mipuWor ~ &r!&'" ;lUth 
lntCl'n;n;:M.'11 QSM-IFTQMM St~ tnb~ •. 
APPENPlA 
E:Ga ~ by n.onlinsr stllnc f~ : tr:mtrol.L1t.\"S ccmputtrl 1IIIith CW'~ne~m 
(!'i;)'S1I:m ~~SC is IUIDUŒ) 
al --= '!\:.. n.=l. ~ m ·=1 
f =9.ill281 (1.. s, + l..~ •• 4.6203 x! "-4 +5f}l.166:t! ~ ... 12U151 X. + 
'-ltS2.S.1 AS } 
g=orull2S1g 
bl • = .lr5~ ft1 =2. tant 9""=1 
f.::: - 01U16812 ()_~ 'az -+- 10 ~ + 4..G1lm ~ s:,. - SQ1JMl:!t! XII - 'l2'l35S x. 4-
J;2Ut411~ ) 
& =0 - 001:2Ii312 g 
-c} ,. = .lr... ü) = 2. r:t.nk !il ..... 1 
! ;:: - MUllSS7 (1. ;;;s .... 1. 1l,. + 1.71..~ $! ~." ·41~_1l1 "'! 1$ • Q.~~ '*' 
211R..Q)6~) 
1;;:: - ruJU!l5a1g 
dl T = tlOO~ 10 .... "''1 n. =:!. ~ ;$ .. ""t 




- 3.J70lM9~! x.s - 6.98754 x .. + HtG94S :ls' 
g = • 2.707986 g 
C)V=;:.±1CI. nt =2. cmx $-=1 
f= 0,,08400:31 ({:IC, +x,) '-, of· ,lIt .. +~. H .• -n.9O.S2162.x!l4 ·76.42919 x!xs 
- 574..54,S1l X. .,. 2064.21 Xs 
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Ann~e 7. Robust Control of • Brushless Sena ~fl tor via SUmog 
Modes Teclmiques .. 
~ 7. A. Gitf.D'!ÎDeM,ltt lhmr. C.Iai:r-.t;(!ll .. ~. ~Cœtmld:aB~SeMl Mottrit~~T~(l~lDt..t.,CœIrti) 1992 
A1.2 
1tobust Control of • Bnùldus Senti M,olor 
Ti. SUdira, Modes Tedudques. 
A. Gluminea'l4 M.. Hamy. C. Lanier andc.a Moog 
T1u!robust aJntrololl1 S)71dmJnollS mt!"dtme via sliding mode 1/'.dmiqua Ù 
tod:1ed in somt dtllIIL VenDus Ttœnt sc:hLtrœS l1Tt studiul tmd operfltfd ÙJ 
deri1!f œntrol solutiâltS 'Whldl art ttdmietiJ1:y Jèmable 
1. lntroducliotJ 
The control of electrical mntors is a. very active appHed resem:h âr:u(Btihler1 1986), 
(HasimolO et aL. 1988). (Pillay and Krishnan. 1989). Major researéh.ctMty'b;B, recently 
been de~'Oted to appl)' the !atest1heoretical devtlopmettts (Le Pioufie er ,al. 19!iKl)und te 
improve the dynamic perfomumces. The b.rtlmlcss servI) motar plays anincreasiilJ rotè in 
man)' application ate4S, in n,boûcs e..g... Nonlinear (.i:{Jntrol tleChnique.s. 1$ feedbact 
lWearl.mtirm were used in (Le Piouile tt aL,. 199O) and quite a 1aIge amount oflitemture is 
conœmed Dl' sliding modes coottol (Bühler. 1986), (Basimoto et aL. 19&8);, (Sab:mn'ric and 
Blliùovic. 1989) .. (Sabano\ic and lmsimov. 1981). This SÎtwWon is due ta the fact, !:bât 1he 
The aulhm"s an: wilh ~ ':I~ d'Automtiquc de Nantes. Umtée ~ _CNaS '84t ,à:otè . 
Cenln'lle œ ~ 1 rue de fANnè. 44072NmJe1Ccdc::x: Dl..Eo.rx::e 
"rbis w.œ_bec'nm=ested_ti1edatllart.bê:~~'e beet.t~hymeŒ,RS~~ 
~Autty:natiqlè ... 
--------------------------------------~--~--------~ A:tme1e 1. A. GlwnWeatt. M..~. C.LaniuàèlLMoog. ·~OOOtmlor~Set\'d 
t.fuwrlda:~gN!ldaT~  1992 
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laner 15 quite appealing since il wns design for robusllless ,considerations. ln prnctical 
applications the standard sfiding modes indut'C sorne undesirable clIat1ering ln the çOntrcll. 
Howcver •. in the situation of clectricul meton. the convcnet hnrdware cau ndm.1t sorne Wgh 
frequenC)' commutations whereas 'other arens as mechanicalsystems do oot aU.aw such 
constmints. 
Comparlng 11 synchmnous ,machine with a OC maint having tlte same mass.4 tht, latter bus the 
dhmdwntage that the energy loss talres essenlially part at the rotor whose tempetature 
increases. The pa-rnanent magnel .synchrouous moter drive has fenowing interesting 
ff'.a.tures: 
- n 30% .higber po,",-er.,mass mUe. 
'" the hea1ing loss occurs ,only at the s1ator sa !bat ûte heat om be eastly dkmpated 
lownrds the enemal area The beaûng of me rotàr m limited w the convection effëCtS. ilS 
temperature stays lowso tbal this motar petfectly suits for direct drive schemes whith may 
he used for machining. 
- the brushless rotor oontaining ont y magnets requh'eS Jess trudntairumœ. 
- the inenia. mnmentum of the rotor is very low sinee it is ei.t4tr 2. iong-.shaped 
cyUoder .in tb1.. case of higbangubu veloclty motm:s or a tbin dis:\: in the case of torque 
momB. 
~ the brusbless matar is fully closed. Waler and/or a.irtight and. this mà:œ il 11 ,good 
c:andid.ime forapplleations D.ke mbotics Gd ~ a.ctuators. 
The motivatiun in this pa:per is two(Qld: 
co 10 SUiVey in seme detnilvarlous sebetnes which are pruposed in the ftatne ·nf sliding mode 
control techniques. Smne :emarks and compnison 'With nommenr control thoory am 
indtIded. 
{Hl tD impnnte the previous control scl1emes iD. regard \\'ith !ha robustness p~ wiili 
re.spee1 10 the rotor flux. 
2. Systems dtSCtiption and malhematieal model 
Atmf:a;e ,. A. Glmnim'au. :M. Hamy. C. t.aniet ald Clt ~ ~Qm1rottlf;a B~ Sem:.. 
Momr.SlidlngMOIbT~~ 19.92 
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1 The mouel of the brusbless De motor eott.l;ideted bereill is a standard model in the rotor 
fmme and is given in (te Piout1e êf. aL. 1990). The numencal ,dâta are as folklW;S. 
" 
l.d,. Lq Stator d and q inductances {{}.OO14 Band tlOO2am 
RS Stator resistante (0.6 Q) 
1 Moment of inerûa (load and mOlOr) (lI Ifr4 kg.ml) 
p numœr of pole pairs (4) 
n Rotor speed nominal (radis) 
~f Rotor flux (oonstant) (O.1194 Wb) 
The model equutlons œnsis1 in the eIectrlc and meclwdcalequaûons (tcPiouile tfl.aL.)~ 
(HasimOlo et ,al.):. The relaûonships betwœn the wltages and ihefI~csare : 
'With 9d=ldÎd+~.. ~q=Lqiq 





~ 1. A.Gtumineau,. M .. Bam1.C:tanictllllliCit ltror. ~Q:drol.OfaB~Setw' 




Jfi=Cm+CL -fv fi 
The stIUe 'spaœ model is de.tÏ\œ as : 
, 
· n El C f () 0 
· 
1 r [ ( Ltt - Lq ) id + ~ r] iq - =t - t n 0 0 (j '. fi lo x= ::: !s. . L.Jl. Q . + 
· 
-ld1d+Pld lq leI} 10 O-
· 
iQ)f L.Ji n' l!.t. ~ 
iq - PLq n ~ ,p Lq' id - 4 lq 
3. SUding modes control of the t'eloclty. 
The system has N'tl inputs Vd and Vq. The equation of the torque (4) shows !ha! the 
difference of the inducta:Pces (Lg - Lq) playsa mle on the system anly if the currenL id is 
nonzero. Thus.. a possible strategy ta control the position or speed of the Broshless Secvo 
M,ator via sUding ma~ cansists in constraining Îd 10 he :œro. Moreover. ûlÎs stmtegy 
ftùfiIls the constminls on the phase cwrenlS. 
Two sIiding surfaœs me cbosen sa that the two goals cm he simulnmeoustly aclûeved. This 
is possible. 5inœ two independent inpllt5 are avm1ah1e. V d and V q-
Let x deoote the ~ of the system., V denates either Vd or Vq and S(x> is the siiding smfaœ 
; the sliding mode control am he aclde\'Cd If tbere exists aamtroI law SUêh !hm the amditlon 
S S < () (De Carlo El aL. 1988). A possible solution is Pl,1:ll by : 
(5) 
where V'eq is tbesointion of S(1. V)::: 0. Veq wm he the ronttul Whi'Ch ,is appHed 'wheneve: 
S{x) = 0 and is the so-ca11ed equhtalent con'Ul'll in sumdim1 termino1ogy (Sim-Rum.irez. 
198B). Vu fulfills the condition for the _te trajectories lObe attractOO towards me.sut:fiu::e 
S(,x) =0. 
Anr.Iexe 1. A ~ Id. Ham}'_ c.l.:.miet adCB. ~ ~~ cfa Brushkss Senu 
Mo1orœSidingt.kldcsT~~ 1992 
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The global control pmblem is spUt inm IWO subprob1ems whlc\ are sotvèd itidependenny~ 
This U pOSSlnle sinœ Îd wm he constndnt ta zero and will remaib $maU in any;situat1()ÎÏ 
~ , . " ' 
stttdied.below. A ttlost relénléntu)f sttdlng mode tœ:hnique hi satlsÛlCtory toetJlltrol tlie 
Cl1m:nt id. This 15 deslgned in Section 3.1. Toeonttoltbe veloalty n" much more 
sophisûcated sehemes will ~.~ and are going ta he developped ln &cÛ[l'" 3.2. 
3 .. 1 Direct ClIl"ftut control «a .. (id). 
Vo'Ccompnte S• &.. il 1_ • Vn P= id lit-P e tq - r; 
and'l.hen Vdeq=Rsid +pQLdiq 
\Vith V d::;:: V d,tq ;.. V d.n lbe sl1di.ng ttlrOOe condition St Si <0 implies 
-Vœ ~ Sl <0 
3.l VeJodty control law. 
Sv = Orâ-n is llot appropria!e for the definition ot the slidint surfl:'.te.:rinœ 
·lhe input !lires not ex:plititely appear in i Redefine Sv = Kt' Ctt + êv witb ev:: Dltf..., Q 
and ",ith K" a posit:i\'e œmtant reaI )'ieIds 
~ ,. A. m:ummeau, Kllim1. c. i..atdcrand CJi.~ ~O:mtro1,fJfa ~~. 
l{Qmnù~.'Mades~~~. 
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Let Vq=Vq,eq + Vq,nthecontfition 8;8i<0 implles 
V 9.0 'P l ( Ld - l.et ) id + 4\f l < 0 
- J Lq . 
andthen 
Vq = Vq,cq + Kqsign(Sv) 
wbere K,q is a positive constant real 
As recaUed in Lbe introduction. the ,sWtdatd sUding modes te.chnlque induces some 
tmdesimhle chatrering intbe controL These hlgb frequency œmmtttationsare created when 
dle sune rrajectary of the system Ut close to the slid~g surface and then the value of $ign 
function changes orten. 
To avait! 1lle5e efIects. wc win :nudy three alu:matt'Ve methods for designing the Vu teml of 
the control (S). 
Aft'rlhod 1 : 
A classical solution consists \0 introduce El domain where the sign funCÛtm is 
replnced by Signl in eqs. (6) and (7) asshown in Fig. L ·Ibls arœ 15 defined by the value iU! 
E. 
-1 
Atmelœ 1. IL Glam:tineau. M.. HIfm1. c.:t.anJer1:!.!Xl Colt. Mœ!. "'1WbtIst C'mtm1 of a~lr$ Senu 
MOiDr'\-mS~:MooaT~p;qRints.l99a 
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This solution can he 'Viewed ln the phase plane (è. e) 1$ ,m area where oruy the equivaleüt 
centrollaw is appUed (if -E < S < El. Thisis shawn on Fig.. 2. RecaU that e denote:'t the 
veloclty errer .. 
! 
T 
Fig. 2 : Phase plane control a:rea for SUding Modes 
MetJwd2 : 
As done in (Slatine. 1985) we use an ether smootbf'unetion • say Sign2. 10 
replace the sign function : 
Fig. 3 : Shape of the SIgT12 funcûon 
A.nneu 1. A. (üum1ueau. At. Hamr. c..t..:anEtad Clt Mq. -Rnbu!it 0::Ir.ttm1 ,(Jf a B~ Sètvo 
~WtSliWngModesT~~ ml 
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Fig. 4 : Phase plane control a.rea for Smooth SUding Modes 
lt!ethod 3: A modification of the notion of sUding s.ectars is introduced. More preci.se1Yt in 
Vn. the sign runotion is replaced by Sigo2 (eqs. (6) and (7), whem E2:::: mnx(elmin. teeS»). 
The functiOD e(s) i.s proportional to 1 el: 
ses) = Ksle J 
This i.s illustrated in the phase plane (e.e) by Fig. S. 
Fi,g. 5 : Phase plane control area for Siicfing Sectors 
4. Simulation results on robustness 
V,e1odry Comrol &: Robustn.ess study with respeCllo the rolOr j'1.la. 
The robustness is DOW stutfted and the tbree cnntol methods are compared.1n the seDSitivity 
armlysis to the roùlr flux. oo\'Îations ,of ± 1 0 ~ are C(fnsidered. 
Alethod J ; Sllding modes. Kv =1000. Kq = 24. E = 1 
Fig. 6 displays the velocity response for the: three cases of flux (i!Jr. O.9èllt. 1.14Jr).. The 
msponse:s are almost superposed and the performance of thccontrol is uncl1m,ged.. Th1s 
situation îs however not acceptable .from the input bebaviour. AJllmugh the inpat wltnge5.i8re 
smooth for the nomiruil case. the nite robustness propetties. induœ Si:m!m .chattedng for the 
'lW'O other·cases unde.r interest. sec Fig. 7 and Fig. &. 















Fig. 6 : SUding Made:; : Ve10dty response 
A : + 10~ devin.ûon of Ûle mtor flux 
B : nomi:nal rotor fltlX; C :. lœ deviatlon 
Fig.. 7 : Sliding Jv,{Qdes : direet (A) nnd 
qundr.ub: {Dl \·olta~. with -log: 
dè\intion on the roror flllX 
A7.J 1 
Merbod 2: Smooth Sliding modes. Kv =1000. Kq,= 24. El :: 1. el :: 10 
The input chatteri'llg is reduced CFig. 10 and Hg. Il). thl! accu?Icy of the steady 5tate ve10clty 
remains unchanged accordingly ta Method 1. The 5etting tirne only is sensiûve ta the rotor fin." 







.. ,1.,.,'--/'r:I il ~ jJ 
l, V 
,Iii i/ 
Clj 1 l l 
'*' 
Fig. 9 : Sm?Clh Slidi'ng Modes: Ve1tlC'ity respgnse 
A : + lmlf dev:intion of the rotor flux 
B : nominW rotnr flux. C ; * 1Ot;W œ,"intlon 
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Fig.lO : Smooth S1id~g Modes! difœ1 (Al 
:md quadQtiètBl ,·ol~ \Vith .. 1t)~ 
œ\imloo on '~roltlt tlilX 
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Methad j : Slidjn~ sectots. Kv =1000. Kq.: 24. e, .:: 1. e2n:tJn = 1. Y-s =100 
This Method glves a. rut.'e compromise between the .input behaviour and the output ~onsa. 
The input chatterlng ls accepmbte (Fig. 13 and 'Fig. 14) and comp,amble ta the c:hattering 
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Fig. 12 : SUding Sectors ; Velodty response 
A : + ,lOi- oo\iatfon of the rotor flltt 
B : nOOlimû roUIr fiWt. C :.. 1 (}t,j:hdevhtdon 
A7.13 
5. Contlusion 
Wben perfonl1ing the control of the position of the motor uis by analogous 
techniques. similar remIS are oblll1oed. fuus they are not displayed herein. As a mnttc.r of 
fact. sIiding modos techniques were designed for provirling a robuse ctlntrol St!heme and in 
this sense. they are I1ppealing for the control of Il syncltmnons machine as tonsldeted in the 
paper. Il wu .shawn th1l't sorne modIfications. adapled to the special case stady. wIll render 
feasuble IiUch controllaw. fi should he higblîghœned that rthe modificatlon operated around 
"" the odgifl in the so-catled sUding scctors frarn·e is new and necessary for obtaining an 
acceptable bebaviour of OUF control system design.. 
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Annexe 9. Applications du calcul formel au contrôle des systèmes 
non linéaires .. 
A9..2 
, LOOlCIltl. ml ~E m: SY5~ w.'U.~ 
, Itt':;QU?tItG?: snUOlJE ".... ~.sum ntUG 
" m. SYS'tt!!E t.nŒA.!?,;f: 




~A?:P:E!. rr~tA i'P~"=t:: DE a.u::m. Df:5 ~ ~'1"IFS ool.:œ i 
\. 1..11, !t.A:!P.!.tt DE ~IAGE Eb-mt. œ SON ll.:uiG 
Di DSl,; 
, 
\A.."'Pn ~ LI> P~n.ŒŒ; DE CALan. œ: !DI nt; ~ 
l œc'O\J:i>!.J'..:N'tt El' D !!.'25!bJ:œ; DA.'G lm ~t~':: 























\ ?~ DE CA1.c:cr:;,. na D5.'G?.ESm:v.YüS. nE LA l'lAntla. 
\ l:Œ DECOUi?Uœ El' nE: ~ :EL~1tG 
't 
JU!.:?AY A {n" • C li') x rn-•• !C" (? L Nt {Nl • ut!' Li 
t".A7iUX BSTA.:t fP.~) • ~ {:!Il. Il.!'rJ' t~ :1) ; 
FŒ!. !!=l;~ oc «.\CI) :"'"_~U,.ll ;lU!1 :-l'l:!U.lI.:u r 
F"tm l !Ut·l; ~ DO t" r: 1 !-J!C t 1. ;. ~; 







D!:-!M .. l. 
Fœ ~IN:"'l::l DO AXt:Dil:"'iH!!N.OO; 
nttn:=Drr:.n:{AX. C t!P' .N.ll; 
:» 
mnzl. « !M=Hl OR ( 1N .:w:..=t XEO t'l}; 
~ IN!.t..=t: 








L.'.U: :-Dll"l.!E tA. C U?l ; iN .. PUIS) ; 
n'P.i\ !m!"'t:lt no M.:lDlfl :=lH.:tm,. I!!!h 
Dll..=. :-DIF'.l..!E ~ Ui.C.1i. l ~ ;; 
» 
t1lo-rr:. fIL-Kt œï (~ tiEQ tH .. 
IF :o;-=:.:.;t 1Œû " '7::i:Sîl rn: tlP, :=PU1S+"U 
» 
mnn. ~"!'e EQ Il; 
am .. 
~ -&.!{_.!?1Wt) :Jt!-.NIfIP'; 
>,)0. 
1GJ.ï:L '"'a:L01l, r::.: ~.:? .. ; 






IAC:=il~tA.Cn1n .. N .. mn:?~-u; 
:na I:I5!"'l:N jQ Al!UIm :"3~ .. lH); 
~Cl:?" z:.n :~üLŒau.!.AC.li~ HI 








































































ON OO'!'PO 1'; 
aAN:-~:rOJ 
MA 
1: :p~ .. p :tael ~~ *ilttOtlP~ ~~ ?OSSœLê'" 
~ iûUïJ:':t: ""ŒCOt1PtJ\GE SD."tIQtŒ; IMPOSSl:StE"; 












\ .?~.:: o.:..ctJ1Alr. LA :..::: ZE ':::l~! .. 'U~ D~Wn' LE 5TS'1'!J1<E 
\ E': ~'nH ' - ! T ti!:.lr. miE :.c: : :'~:Cl;I DA.'5 tm S~ r..!1ŒA!R.E ; 




:œt I?:=l:? tlD ::: N!(!?P'~ 1::.;...\f ~:"'Nlt!?l; 
~ .~! -~.~1I; 
\A:"~tt "!Œ!E.?~ !lE 5S'lÂ'::i !". J:n œs::A.:t) ; 
A..~~y x:'"'"...LD œ. MiAmI) • x:r:tLl)p Œ.~}. c-m:r Œ) 1 
Y.1ülUX :-Œ!.ll .tlnl'AOŒ.l~.~It?aJ .MGc.M.H.!.~U" .. P);. 
Fœ. !Pz"'l:? 00 GGOtIP} :-01 
:mt Ii':"::? 00 l:Œl."!AO(lP.11: .. GGOt::?t-n==-~r.ll.c(n},!N.t:ltl:?H. 
cr: Ot!ü'trr; 





:-: ...... wss-..A.R*1lEI.1'AO; 
œF Otl'I'Ptrrff 
Fl:S IL:-l:? 00 FOR !C!-l!~ i..,:) rr :IL-te 'Ii$N O~Hn..IC,:....;;;{.n..n} 
:::LE! D~I.w.l'n.. !el :-0. 
·lt Fœ !!.:-l:lt 00 l1\iUtt "'GA."!al( .. ,,::.. ..... ,:L. ... ='".GA!9.lrn..n..,; 
ON C!tfn!t1T i 
~ • ~Iœ D.ws ON SY;,:lt.t'E :'ZJl:ü\:?E COIlU 1-. 
?~; 
ruun: "DEaTI:' ~ION t:'I.M:5 ti;N S!:=I~.ME :.l.'EA!?..E" .. 
:oR !pz"'l:? 00 GOO(I!') :"'Fo.:;, ntt:-::B:zt!?) 
SllM tJ.>_'U IP. Ik"I) "o:nn: CA. C (!P~ • N. IN! - U ; 
?Œil. Ii': -1 :.? 00 rfEl.:!AD Cl'? • li : -GGOf:? l-tl~:: tA.. c (I!' ) "li. lU tIP l ); 





Fœ Il.:=l:? 00 :œ. IC:-l:M DO IF :;:. ... rc '!'SEl. D=1.TA1 CIL. ItJ :-GtII ... I1..J 
:rt,= lJU.ZAltn.. IC) :~. 
,. :oR n,:-l:...~ 00 ft:arE "GA!'lAl {". z::. .... ".::L. -1 ""-. Q..~ tn.. IL} .. 
0:....... Q<.J .t::tn ; 
1':5 : ... n.'V~-:'rAR -!El.14U. 
œ:~; 
DD!l1II'I!D : 04' + ma Ii': >= l ~l? st1M 00 (iP) -1 H 
FŒ IP:-ltP .00 ne !:-l:lîll r!Pl De :ttl,i"nI(l?ll :"1n:F1,TFtA.CUli'J.li .. l:-l} .. 
E'Oi'l. !?!-l:? 00 :m1 1:-l:mUPI 00 
1i\P~ r~(. ~ IP,," * - .. I. •• ,-, •• nII.D!1.P. Il 1 
FtIB Ii':-lr? DO FaR !:-1:lÜC!PI-1 00 n"l:U&f!P.!Jz""'X'!n.!>Il?I+l); 
FOR !?:=-l;P 00 ~U,::.ltlfIPU:-::;s'Jœ) 
... FOR l: ... l!M S'!.l:I!l \fu)"'~rD?~:Ui 
FOR !?-l:? 00 ~ .. ~t·.,l? .... "'.m(l:?} ... }= .... Dl:tDPtIP .. fi(lPU; 
Fœ !?:=i:? OOafiP) .-rrnDU:P.1J; 
E1"l:i1 !P :=l:P 00 iSIiE .... z, .. !rlt'.' C'~*Zfl?j·t 
1üU"IE -tE :5YS~ E:SY "...cl.I-~ ·muG I.E ~ I...D~"'1 
Fœ. Il':=l:? 00 E'OR !:=l:l~!f!?)-l 00 
~ ~ (".!? ". ". L "J" nt-:DC" .. l? ....... l!+1.. "l-i 
Fœ l?:=1:? 00 ~ 
~ ~tLnr(·.l?~·.c.~~tlPt.·)=~: 
FOR Dt:;-l:JtUIP) 00 ~ '" +!.AM(· .. r? ..... ·"Dtt ... ' .. xtn.tu .. 
• IP .. -.-.nt!,.-)-;. 


































































raa Di'z-ltP DO ~nns ·,~(".!l?t"t-nIl:.Dt"#u",".l."; oà~ntt~~ 
l!i'iUn:"AVEt L APl'tIarttlN l' nE il· .... _N~" 5tlR a .. • .. ,n~t'" OS"; ,n03COitllt:. 
FOR h-l.tu 00 '~ lttrH CC40lUilcC 
WRl'tS "'sua.";.F(l'a Di' :-l;tl1 DO am 1:",,1!ltt (I?j no nœa.t.tL""t 
liJUl".t x:r:t.tb (Ii? " 1) 1 OC{lC~51C 
im1'Œ .. .. ,1 œJOOfi4: 
1GtItt .. IL ~ ~ tl!:ll'mtl'::";t. ~l!Ibas,: 
FOR lP:-:hP DO «IF ltltn'l-a ~« ~ ce~IJQéïJti: 
rnIl..tIFP(" .. Ill ... " U -lJljH".!P .... 2) "lC!:t!Jj!P('" ~ t? "'. !)-~C" ~ l:p. "" 1) "'lQ'lI..'!),{-.. (:R!j,'a.a.6'7! 
Ir .... l oa-ttDll5::'i 
, .. tH-.Jll#")·V(-.lP."."': C).Il~QOf'i!: 
WIUl'E '*A"VEC Xl'ItD(·~IP.".u ·"'.nr...ntIP.u; t1000D~ 
tiRIr.5. "'tt IAMt ... Ii? ..... ~1) .. 4IN ..... 2 LlU'H".!P .. ·#2l-2·Dtxnl.iD .. ~ ·,nt,,") D~'l)Q5!J! 
.. x·O .... :! .. ;; OOtllille9:E 
w:u:n .• .; ,OO=01CC 
»; O~l)co,l1: 
»; O!lt!lOn.: 
Ji?.ttE -:scaI'm?-S ~oo S'fstEl!E ~ ff/Jl} 1410 ; {w,:G1iŒta: 
PAœE; CeZU!l14,z 
Joln':-MA+S,·i'+B"MG-MV;: O:ll~l:I015·; 
FOR l I-l~N DO nn'E "'XP Cf .1. "l ,.....!!!XP fI. l,' ;; nCl.f~1375: 
ON EœO; ot!~trt1t 
1 !ND 1 OCCGo7àt 
AlO.1 
Annexe 10. Références Bibliographiques 
AlO.2 
Référen,ce5 BlbUographÂqué$ 
[ALBI] I.e. Albert. A Olumineau. )'t OugUemj~ fi. Le Carpentier et CB. J..foog. 1t0nl:me 
Guidance and Control of a Spaœcmft for an aeroassistedorbit transfert. .. lFAC. 
Sympt1l.~um on Aerospaœ Control. .M1JnichlOtlObnmn. 1-11 sept. 1992 
[ACRl] ACRI s.A. ... ~Glumineau. M. GUgliemi et CoR. Moog. ·<Guidance. Na~gation 
,and Control for Modetate LlftlDtng Rœntty .. l\obthémaû"a} desttipûon ofguidâp,œ 
tecb:niques"'~ WP 3000. Cuntm.BSA ~S9J9lJNU10(SC)t Mat 1991. 
{ACR2} ACRl S.A. A Glumineau. ht. Gugliemi. E. Le Olrpentiet etC H. .Moog 
il"Guidance.. Navi,gaticm and 'Control for Moderate LtrtlDrag ReelUr)"'- Final Report-
Contmt ESA N'9359J911NUJG(SC}. Juin 92. 
{AOUI] Y. Aoustin. P. Chedmail. et A. Glumineau, "Some simulations œ5Ult~on th.c 
mbutness of a flexible atm nonlineM control laù,'". Proc~ of 11th IASTED 
lnte.rnational Symposiumôr Simulation and ModeUlng. Lugan~ pp.218r"2.80. ;t9...22 
Juin 198.9 et Iut Jour.. cfMod. k Sim~ vol 12.. nO l, ppJ-7. 1992.. 
[AOU2] Y. Amlstin. C. 'Cheva1lereau. A, Glum1neau et 'CJl. M.oog. "Control policles fDr 
the en.d-poînt ootltrol of a single fle.xibte robotic ann-. tappo11:intemeL.AN. B..c.N~ 
nO 92..12 et soumiB1992. 
{BATH S. Battilotti. "A sufï10ient condition for noolinear noninteracting œntrol with 
stahiHty '\'Îa D}'1lmIÙC SttI1e feedarfk".lEEE TraM. AUl1maJ;. ConJrtJl. wL 36. nG '9" 
pp. 1033-1045. 1991. 
[BAil] S. BUttilotti et W.P. Da}'aWllnSa. '*Nonintetacting contrOl with.stabt1ity for aclàss or 
nOlifinear systemSiO. S.YSlEm 0:mJm1 Ltittrs.. '\1'0111. pp. 321 .. 338 • .1991. 
{BON1] B. Bonnard. O. Bot'llll.rd. 1.P. Gauthier. 'IIL'Autommqœ non Unéalteeltp1iqu6c. 
par des études de cu". Eooletfété d'Automatique de Grenoble .. lNPG,. ENSIEG. 
CNRS~ 2:...6 Se.pL 1.991. 
[BUHl} H. Biibler. "~gla8e par tD.ïldes de gûs5ementsà • La,usattne l ~tesse$ 
PolyteChniques Romandes. 1986.. 
{CAS]] IL Castro.!. Alvarez.. "RDbusUinea.r Mcdel !.fatchi'Dg with in~SWn.'1i~ far-Non 
Unear Systems usmg SHding M'ode Control-,. Ptoc. 27th CJl.C. ~.1J Au~ 
T~ 1-9 Dec... 19B!. 
[CHB11 P. Chedmail et G. fttiehcl. "t.~e~n of Plane ~le :Robots"1 ~ 15~ 
lSlR" 1iokyo .. Japan. pp. 10&3-1090 .. 1985. 
ICHE21 P.Ched.maR. A. Glumineau and.l,c" 'BanU~ "'P1an,et1~ple tno~î$IfÎott~ 
~Oll tô ~ÇQntrol of an ~tittll1n",. Pme. de la Conf. lcAA~j1+ Vèt~C!. 
:Franœ. pp .. S2S-S%. 1987 .. 
. Anreiëlo.i~slkitj~, 
{,.. 7.' ::. ., ,f "-
AlDol 
leBEl] P. Cbedmall~ "Synthèse de robots et de site robotisés· Modélisation de robots 
soupies-• Thèse de docteur d~tat. ENSM. Universitêde Nantes. 1980. 
[CHE4] Cbedmnil. P •• Y. Aoustin and C. Chevallerean (1991). "Modelling ,and control of 
flexible robots".Jrtt. J. Numerical Jfet1w.ds in Eng ... vot 32~ pp. 1595-161.9.1991-
(CHENI] D. Cheng; c.F. Martin. TJ. Tarn. "On Morgan prob1em f(fl a class dt nonÎin~ 
systems·. Recent Adwnœs in MathemlUica1 Tboory of Systems. Control. Netwotb 
and Signal Processt. !). Pme. 'of the Intemalional Symposium M.T.N.S-91. pp.301 .. 
306.1991. 
tCOMI] C. Commaull.'l. DesctlSSet. J.M. Diotl. J.F. Laray, et M. Matabre. Of Abolit new 
decoupling invarlant.'i: the essen'lhl orders'" • International JoumaJ of Control • vol. 
44. pp. -689-100. 1986. 
ICOM2] C. Conutlault. l.M. Dion~ "Structnre at infinity of Line.ar multil-wiab1e Systemes: a 
Goometrie appmach. Pme.. 2th cne IEEE. San Diego. pp. 112~ 117. 1988. 
{CREI] M. Cremer~ "A precnmpensalDr of minimal order for decaupling ,li Iineat 
multivarlable S)'StF'...m". bllemmionaI 10urnal of Control ~ vol 14. pp. 1089 .. 1103-1 
1911. 
[DANl] B. D'Andrea.. L Praly. "'Finite no.n1inea.r zeros lor decouplable !tystemS". System 
ControllLut!rs.. wHO. pp.lm-lW ... 1987. 
[DELl] A.. De Luca, A lsidori and F. Nioo'io. "Control of robot atm llith ebstic joints 'ria 
DOnline:ar dynnmic feadlmck"" Froc. 24tb Cent Dec. ControL. Fon Laudenfra1e. 
U.S.A. p.td'611 .. 1679~ 1985. 
[DES1] J. Descasse. et CA Moog. 'neœupllng \Vith Dj'WlllÛc Compensation for Strong 
Invertt"hle AffIne Non-Unear S~; ... I::uemt1litm.t11 Jo1l.11JJl1 of Control~ 1'oL42-
pp.1381-1398,. 1985. 
[DE..~11. Descosse. el C.H. Moog. "Dynamic deœupling for rlght·jm'ertlÔlc tJOJ1-linear 
system·" !fystelrJS ,Control LmUJJ" '1Iol.8.. pp.345-349. 1981. 
{DES3] J. Descusse.. J.F. Way. et .M. MnIabre. "Solution 10 Morgan Problem-. IEEE 
l'l'ans. AuJomat. COpJro~ vol 33. pp..132-7J!l. 19R8~ 
fDES4] J. De.srusse. "Black Noninteracting Control ",ith (Non) Regular Stltic Sta.te 
Feedback: A Compleœ Sol'Ufioo"" Autmnatiœ. Vol. 27. ~ 5. pp. œ-U6 .. 1991. 
![DESD) ~ Simone el Fa Nicola. "On the control of elastic robots by feedb:ick dŒoupling"" 
Prœ.. 24th C.D.C.lEE6. I1ftm1t11ianDl Jo1l17W1 of R.c1botks DfJdAutoma.tÎtm; li"til. 1. 
no:t, pp. 64-69 .. 1986. 
{DESel] De Schntœr. 1 ... H. Van Brus.seJs. litt Adams.. A. Froment and J .. L. Faillot. 
"Control of flexible robots ttsing generaHze,d nOlrlinear decotl,plillgà .. P.roc. 
SYROCO. Kaiinthe. RFA. 98..1..:9&;6 .. 198.8.. 1': 
Al0A 
[Dm1] ~tD Di Benedetto. J.W. Gthile, et C.lL Mmg. "A unified notion of tank for '. 
non-Ilnf.m-systcm". Pme. 27tb CDC IEEE. Austin. pp. 926--931, 1988. 
(DIB21 AW. Di Benedetto. J,.W. Orlzzlc and C.Fl. Moog. "'Rank învariams Ctf nonUnèar 
systems". SJ.A.1tf. J. COntT. Dpr..,. vol. 21. pp. 65s..672. pp. 1-7, 1989 .. 
[Dm3] MD. }Ji Benedetto. 'ItNonlinear strongmodcl .mtW.'!hing"~ l.E.E.E. Trans. A,ta. 
COntT .. vol. 95. pp. 1351-1354. 1990. 
fDm4] MU, Dl Benedetto, .J.W. Grl7:tlc, ",Asymptotic and aact modèt ma:tchingfat 
nonllnear systems". Report No.COR-91-4. University of Miclûgu1 J.,.nrt ~ 
September 1'991. 
[Dm5] Mn. Di Benedetto. A. Glunrl:neau and CIL Moog. *'Input4)utput~1 and 
Eqllhl'alence of Nonlinear SystemS under Pure DylllttttÎc S~ F'eedbaCkJt, prepdnt. 
1992. 
[Dm6} MD. Di Benedetto. A. Glll1lÛneau and CH. Moog. ~la&eeutt&-sortie de 
systèmes non 'lirIéa.ins par retour d'état dymttniqœ pur"" à. pttm1trc C.R.AS~Sitiè L 
307-.19n 
[D101] lM. Dion and C.Cammault.. "1be min1mal delay dccoopM,gproblcnu feedbJt:t 
imp1cmenwion with stabllity",. SIJl.tt1 J. CotJlr. Opt .. vol. U. nOl. pp.fl6..8Z., 1988 .. 
{ELA 1] S. Et Asmi. Of Autour de 11nvemon des systèmes entrée-sanie ,e: du ,concept 
d'essent:iallité: une aproche algébrique". Thèse de Docteur en Autom.sique. 
Univet!dté JParis..S~ 1992. 
~ 
œLM1J a Etmali N.Olgat!; '"Rtibust Output Tmcldng Cœtrol ofNoli1:iœar MIMO $yslemi 
via 51tding Mode Teclmiqucft, All1Dmatiaz. v0128. nt) 1", pp. 14!)...il.Sl* 199L = 
[FUt] ltt Fliess. "A DeW apptœch te the nom-interacting control prohfc:m in nou:--1inear 
systems theœy"f; Pme. Drd Allcrtœ Conf .. MonticeUo.lL. pp. 123 .. 119. 19&5~ 
{FLJ2] AL Fliess. kA note on the in .. utibility on non-lincar mput-ilutpUt difterèntill 
systems". Systems .& CtmtmI ùt1t!1;. vo18. pp. 141-151. 1986.-
{FLD] M. Fliess. ft AUlomatique et CŒpsdUlên:nti:els" _ Forum MJuh... vo1.1. pp.. 22.7 .. 228l> 
1989. 
[FLI4) AL Fliess. "Gene:mlized controUer canonic;d famu for 1incu mi llonlineù 
eymmûes .... l.E.U. TTœ1t.Aut. CD1f11' .. wt 3S.,pp..'9'J.(..lOOl.1990 .. 
[FU5] M.. F&SSf; J. U~ P Rouclum. ~A Simplifie4àpproaëbof ~ ~trOl.~. 
generalized state-spaœ modcl""'11 Pme. 30th (!D.C iEEÉ., li~#~,,(~:1~~" 
-", ~ " 
141.1991. 
IF 3&1) K. Fmuta. and S. Kmniyama". ~Sta.te feodbaclc andinVèniè ~.i~~ eêinltr!l. 
110125. pp. 219-241. 1977. '.
AlOS 
IGAMlll.D. G1.UI1ble. C.1. Oèrimèlc.T.B.. ~!noreatull Biggins.ltAtmœpberieguidallCe 
concepts for an. aeroamn mghr ,cxperimentU ~ JtJurncii D! the Attronautica1 $cùmctS. 
vôL 36i pp. 45 .. 7111 198B. 
IGEOl]G.Geargioo. A. Cbelottah. S. Monaco. ctD .. Normand-Cyrot., "Nonlincat multlnUc 
adaptive canttnl of ,a lynchrounous motott. sotmûs à 31th lEU C.U.c. et à 
l.E..E.E.. TrlJJfS. Aw.Contr.J février 92.. 
fGll..ll RG. Gilbert, "The dccottpling of mulnvwble systems by statc feedback,. SJA.1tI • 
J. Contr .. pp.s~. 1969. 
{OLUl] A. Glumineau and CJt Moog .. "The essential ortfers .and nonUnear decaûplûtg"', 
Int. J. Colittol. voL SO. pp. 1825-1834" 1989. 
[GLU2] A. Glumineau and c.n. M.oog and TJ. TIll1. -mterconnected 2'A:m Dymttnics in 
Non11nenr S)'StCmS and tbcir Role in Dynamic Nonintl:moting Control wùh Stahility .. t 
Proc. Genoa ClOnf. Wsw TYl!1UÛ in SY$lmtS Thœ,y., 9-11 Iall' 1990. BhblillSCI. 
pp. 316-323. ISBN 0-8176-3548-3t ISBN 3-7643 ... 3548-3/1991. 
[G.LU3] A, ÇlJumineauand CH. Moog.. "NonIinear Morga:n1S Problem : Case of (p+l) 
Inputs and p Outpm". IEEE Trans. AUf+ CO,rttr .. voL 37t pp. 1061-1012. nO 7, July 
1992-
[01..U4] A. rnuminea~ Al. Hamy. C. Lanier and ca MO()g."'Robusf Control of li. 
Brnshless Servo MottIr via Siiding Modes Techniques",. à paraltrc lnt. J. Control. 
1992. 
[GOLl J M. Goluhilsky et V. Guilli:min. "Stablemappingsand tbeirsinguùuiûcslit• Gradwilt 
texts in M~emetics,. ~ 14,.Sprlnger Vcrlag. Btr1in.1913. 
{GRIl] 1.W. Grlttle. MA finc;ar algebr::dc framewmk for the malysis of disc:rete..:tiIne 
nonlinear system .... Repart of the Dept. of mecmcal Eng. and Camp. Sel. Druv. of 
.Afichig:m. 1991 ct l pa:m1"lre dans SiAM. 
(HAMl] J. Hammer et M. Hcyma,nn. "Cam;al fàctmiz:m:inn and 11near fcedbàckH. stAAl J. 
Conu. DpI-. 19{4). pp. 445-468.1981. 
. 
lSAMY] M. Hamy,. "COutS <félcc'ttOteclmique et 4électromque de Puîssance~ .. Ecole 
Centnùede Nan~ 1992. 
[HASl] H. Hasimoto. a Y.wnamotov 50. Yanagisawa" etE llamshima .. "*BITIShless scrvo 
motM conttol using variable strucme approaeh..... IEEE T1't11tS.. on, IfflAts. 
Applia:ztitm.r.. vot 24. pp.160-17Q. 1988. . 
{HAUt] M.W+ HaU1 lB and M. Hepn:S1tt1. *.L.Îllel!r feedhacl;: decoopling - mmsftr function 
analysisM ; lEliE, Tram. AU1iJmmic Ctmtrol. \1Jl. AC-28. n08. pp. 823-832.1983. 
-A:mIc'.œlflBHa,~tI~ 
-:':4;---'" - ~-'~~ . 
AI0~6 
[BENI] M.P-Bennessey. lA. Prleb~P.C. Huang and RJ. Gromm~ ~gn dff;light 
wclght robotie arm and controller; Pme. IEEE C.onference .on .Rabanes Oll 
AlÙDmatio~ Raleigh. pp. "n9-7&5 .. 1987. 
{HERl] A. N. Hem;ra Bernandez, Communication pcrsotmellcu Septembre 1990. 
[HER2]Â.. N. Herrcta Demandez. "Sur le découplage des systèmes lin6ahes par Qes .lois 
statiqœ, non Téguhën:s" .• Thèse de dOdOt'lt en AIllŒnatique. L.A.N~. &A. Cen:ttaIe 
de NanteS. Univeai16 de Nantes. 26 Sep.tembrc 1991. 
{HER31 A. N. Hcrmm Hemandez.. J.F. Laray~ -ne Morpn~ Prohlern Îi stiJ Open"". 
31!me 1.E.SB ConfClC1'lêC on Decision and Cotttrot Tu1SOi1. ~Dcc.92. 
fBIRl} R.M. Birtchom. fllnYUl1ôfiity ofMultivariahleNon1ine.v.'C'ontml SY*mS-, IEEE 
Tfllltf ... t4:uto.madc Cantro4 vol. 24. pp. 8SS.86S~ 1979. 
{BUll] HJ.c. Hmjbem. "A Donrcgular sOlution of the non1inear dynmûc ~tmbance 
dccuupling problem w:ith an ttppIicatioo ~o Ji complete stiIntiœ orthe nonlinearmode1 
matching problemlt" SJ..A.1tf .. L Comr. OpLj Vol.. SO. nO 2. pp. 350-366" 1992. 
lHl1ll] R..J .. c. Buijbert.s.lL NijmmpandL.LM. Van Der Weg,n. tttlymmûcDi.stmbam:e 
decoupting for non1incar systemJtf" S.I.AN. J. Contr. Op'k VoL 30. nO 2. pp. 336-
349. 1992. 
[HU13] ru.Co Htu]berrs. H. Nijmeijcr and L.L.M. Van.1lcr We~ "Dynamia~ 
deconpling for nonlinear systen1S: the sqUiJ'C; and ntmÎnw:ttiblc case1$'$ COlllfolltd 
dJ11.ll11Û&tÛ ~" B .. Bonnard. B .. Btiœ. JP.Gautfder. tKupb (cds.). 'BirkhauSCti 
Boston" pp.243--2Sl. 199L 
[HUI4] HJ.c. Huijbetts. B. Ni]mtijer and L..I...l.{' Van Der Wegcnlt '~ty of 
'DynamiD Irqlut-Dutptt4ecoUpling ,of nânlincarsystéms'* •. S)ttmtr & ConiToluftl?"S. 
voL 18. pp. 435-443. 1992-
{l,CAl} S. Icart. -.EtIldc da découplage ligne par li,~ a~  kas des systèmes 
iinEai:œslt• Tibe tkDot:tDIUl fn~ ''''.d'Aut.t:JmatlqUèœNiDte$t 
E.N..S .. M(E..CN}. 1990.. 
{ICAll S .. lca:rt, J.F. Way and M.. t-faia.hIe. *tA Unified Stady of fhc FJXCdM~ of 
Systems :Deooupled via aegulm' Statie State Feedback~PI'O~ q~1JtNl Çonf. W~ 
Tu.w ip Systmu TJœo,ry~ B~pp. 4~32.IJ1INM116J~*"I$JlH" 
3-1643-3548-3;, 9-11 Imy 199O" 
psnl A. J.sidmi. AJ. Kœnet. C. Gari Giorgi. s., MQ~ i'"ll~'~.é~'~' 




[!Sn] A. lsidad. "Control ,ofNonIincar Systems via Dynamic State-Feedback'" 1 in Algebraic 
and Geometrie Methods in Non.l.inear Control Theoty. Proo. Conf. Paris, 1:98:5. M. 
Fliess and M. Hazewi.nkc1; eds ... Reidcl..Dordrecht 1986. 
[!Sl31 A.. Isidœi and J.W. Orlzztc. ttFixcd liodcs and NonlinC".ar Control with Stability'" 
1.E.E.E. TnJ.1U. Aut. Contr., vol 33. pp. 901-914-, 1988.. 
{lS14] A. Isidori. "Nonlinear Connnl SysteJnS'., lnd Ef1.$prlnger Vedag. Comm. & ContI'. 
Eng. Series. 1989. 
[KOT1] Ü. KOWl. *'&1Cntial ordcrs for dilcrete-tlmc nonlinear systctlls" .. soumis l Proo. 
Estonian Acad. Sei. Phys. Math. 199L • 
[KOU1] T. Koussimm;- A mquency Domain ApproadJ to the Block Dccoupling .Problem 
n : Pote Assignmcnt whlle Stock Deconpling a Minimal System by State Fecdback 
and a Constant Non Singular Input T:ransfonnation mnd the ObSCIVability of the Blœk 
Detohp1ed System". Inr. J. Contr •• vol3~ pp. 443464. 1980. 
ft.AFl] J.F. La1'ay .. P. z.galak, A. Herrera and S. ~ "Strucumù ResuIts abont the 
InteracU.Jr'". Proc. 29tll cne -lEEÈ. Honolulu, pp. 1048-1049. 1990. 
[LEPI] B. Le: Pioufle. Georgion. a, et Louis. l. p .. AppUeaûon des commandes non 
lin6tires pour la régulation en vitesse ou en position ~ la machine synchrone 
aumpüotêc. R~'1le Ph)1S. Appl. .. voL 25. pp. 517-526, 1990. 
[MALi1 M. Mlùabrc. "Sur le mIe de la strUcture à 1*infini et des sous espaces pn:sque 
invariants dans la téSClutiOD de problèmes de commande. Thèse de doctorat ès 
Sicnœs.. Université de Nantes. 1985. 
[MARI] R. Marino. "'On Ûle largc:st fcedback Iinearintble 5llbsystem·, Sy;tmu &: ConJrol 
Lelters. \-'Ol. 6. pp. 345-351.. 1986. 
fMOOl] C. R. Moug. A Glumineau. "Le probltJme du reJet des pertuibatlons mesurables 
dans les ~)S1ème.s nan linéaires. .A~Iicat:ion à l'atm1lTiJ;gc en un seul point des gran.ds 
pétroliers". Colloque Nativ,w C.NRS. Belle-He .. 1982 et "Outils et Modêlei 
Ms.tbématiques pour TAutcmatiqUl\, rAnalysc des Systèmes et le Tl7Ûtement du 
Signal". EdùitUlS du c.N.R..S~ \'Ut 3. pp. 689-698, 1983. 
[MOO1} CR. Moog. -m\tc:aion. ~'upmge. Poursuite de ltfodè1e des Systèmes Non 
LinEcircs". Thèse de J.'loctenrès Sciences de fUniWl.silé de Nantcs.1987 .. 
[!t'tOO3] C.H~ 1\too&1 ~on finear dcconpling and struCture at infinityu t Math. Cantro' 
Sigtulls Sy.Ilems. vot}. pp. .2S7-16S,. 198B. 
(AiOR 1] AS. Morse. mtPmmnctrization fol' multivm.iahlc adaptaIitvecontmlu• Pmccedings 
20th 1EEE Conference on Dcclsionand ConttD1. pp. 970-972. 19!1 
{NUI] H. N."tjmeijcr. "Contmllabllity distributions for:noDlinearcontrol systems", SYSkms 
&. Control Uttus. vol. ~ nI.' 2. pp.. 1.tt"129~ 1981. 
.. 
A1(18 
{NU2] fi. Nljmcijer. "lnvertibni.ty Of Affine Nonlinear Contrttl SystemS! a geometric 
âpproathti t .. trysrvns &: Control Lettul. vot 2." nU 3. pp. 163-168. 1982. 
1NU3) R Nijm.djerand 1.M~ Schumacher. "Zero$ at infinlty far Affine nonlincarS)'stènU'\ 
l.E..E..E. Trans. Âut Can.tr". vol. 30. pp. 566-573, '1985. 
{NU4) a Nijmcljer ct AJ. Van der Behaft. "Nortlinear Dynan:t.im Control Systems'*, 
Springer Vcdag.ISBH 0-387·91J34 .. X. 1990. 
lPHIll A.G. P'hilliJX!Vt '1!qttations dift!n:ntieIIes llèCond membre dht:tmtmult, Journal de 
Mathématiques. Tomè 5'1# né 1 .. 1960. 
{PUO'!] A.c. pugh. P.A. llarcliffe. "Ontbc Zeros and POles- of Rational 'Mât:rŒ'"llit .. ,J. 
Contr Wj \lot30, pp.213.226t 1979. 
{STI...11 L.M. Silvemum. itInvetslOQ ofMultivmi8lble Uncar Syacms".I.BEE,. T.,QIiS. Aut. 
Contr .. vol. AC .. 14. pp. 270-276.1969. 
{ROSl1 H.H. Rosenbrock. ''Statc !pace and multi'Vanâb'e tbeory\tll .. Nelson, Lon~l97o. 
[RUDI] 1,. RudolPh: "Pourmite demdle:uneçproChe patltill1gèhrediff~~ndelIc""t 1llêSC 
de l'Uruvemtê. pw .. Suift 1991. 
[SERl} AM. Sema et B. Bayo, "7rajectory planning for flexible marupulltOt$iliftProc .. lEEE 
Ctmf on Robotics and Automtltion.. pp. 91tl-91S. 1990. 
[SAB 1 J A. 'Sabanovi.c. et D.B. hosimw. • Applieafitm of stiding mc.dès 10 indttètim mowr 
contmloJ t IEEE Trans. on IndtlsApplIcations. vol. 11 ~ pp. 41-49. 19&1 
[SAD2] A. Sabanovic, et F. Büalovic. "'Sliding mode tontml or AC drWes". IEEE TJ'1.W. 
on illtÛU.AppllaJJions. vallS. pp. 70-1:5, 1989~ 
{SIen B. SicUianocl W J. Book • là A singular pemubatirm apptoach 10 ~101·of 
llghtwe~g.bt flexible manipulanxstt .1JJtmtatiorsal JQiUIiI1lt:f'RoboticsRt:s~ vtiL.7. 
pp.79-90. 199B. 
l'SINl] S..N. Singh, '*1>ccoupling or invenible ntmIinear systems 'With Imte f~ md. 
precmnpensatioo"<t l.E.E.E. 'Tram. 4ttt~ Culltr ... YOL .AC .. Z. Plkl237 ... 1239* 1980. 
[S001 S.N. Singb. litA Modified Algorlthm for lnvertibilily in No.nlineat Systélns~. 
I.B.E.E. TrDn.L ÂUt. Coldi' ~ vot AC ... 26. pp .. S9S-S98. 1981. 
tS1N31 SN. Sîngh. tt'Gcnenûized Découpled Control syntlJeds for mllèrt1ô1b tJbnlin_ 
systems tt .. I..E..E.E.,Proc. voL 1~,PartDH)p..lS1 ... 161!l 1981. 
{SIRl] B. Sim-Ramirczt "DZffeœntW gèomemc mefbod., in vadable mù~ Q)IÎ~~~ 
Int.J. COnfl7ol. '\"01.48, pp .. 1359-1390. 1988.. 
{SL01l1.J..B Slotine. "ne nJbustamtrOl of :rObatmanipUlati.:n· .. lnt..1+RObowl(~~ 
, ,'- '.', ';"'#:"'1 
'VOL 4# pp. 49-64. 1985. 
AtM 
[SUNI] W. Sunada et S.Dubowskyt t'The application of .flntte dement methods 'la the 
dynamic anDlists oC flexible spatial and ccrplanar Unh:ge systems!! .. }oUTn. M ech.. 
Dttsign. YoL103. pp. 643-651" 1983. 
{VARl] UG. VarduJak1t. tlOn Infinite Zeros'"JtIt~J. Contro. \'01.32. pp.849"866. L'laO" 
fVER1]I.P. Verhnes;"Contributlon ll'étude du sysl!mes de commande' SltUctuI'e 
variable", ~ de docte~ 3ème Cycle en Automatique. Universit6 Paul Sabatier de 
Toulouse, 1971. 
[W AGI] K Wagner .. dOn Nrm1incar Homnteraction wim StabUir.y-t Proc. 28thCOC 
JEEf"Tampa. pp. 1994-1999 .. 1989 .. 
(WAG2] K. Wagner .. "NonUnearnoninu:raction with stabUlty bl' dynamie stale feedbaclê', 
SIAM J ~ Corur. DpI •• vot 29. pp. 609-622. 1991. 
tWU1] S.W. Wije.soma. RJ. Rlcha.rds. ··Robust trajectory followlng of tobotsll!lÎà' 
computed torque structUm witb VSS··$ [Id .. J. Cêllltr •• voJ..52. n"4. pp. 935 .. 962-
1980. 
{WOLl] W.A. 'Wolovich MldP~. Falb. "nvarianlli and canonièâl fonns under dynarnic 
compensation"~ SiAM. J. Contr. Opt+t vo114$ pp. 996-1008. 1916. 
rWONl] W .. M. Wonbam. A.S. Morse~ ttDecoupUng and pole anignmetlt ft. ItnelT 
multivariable control: A Geometrie Approacb'" SJ.AM. J. Contr ... vot 8" pp. 1 .. 18, 
1910. 
[W0N21 W.M. Wonhmn.lJnear Multivariablc Con!:rol : A Geometrie Approac~ 200 ed... 
Sprioger VerIag. Ber1ln, 1979 .• 
[XIA11 XlI.. Xia. W..B. Gao. ~ew invarlants-ess.enltÎa1 ranks of nonlinear qst.em-., 
Technical tcpmt. BeiJtng Urnv. of Acrotlutics and Astmnautics. 1!J88. 
----------------------------~----~----~.~--~-~-
•••• ..'.. 14!1. tle.. • ••• 
.. _ 1_. 1If ..... ' ... .
...... ' ........ 1& ......... ....... 
:= _ ........ -= ... := .. !"t..:: 




..... . ... 
•••••••• 
= .II! 
.......... 1_ ~ 
..................... 
............. 
Il'' ___ '''''' 
..... . ... 
•••••••• 
FIN 
•••• fi •• ·•· 









•••• •••• .. .• ....
............. 
......... .... 
,.... .............. ...... 
..... ..... -....,... 
=-=== 
---.. .......... ...... ' .. 
•••••••• 
. ...... ' . •••• • •• iI 
:::..::: 
... ',.... .......... 
.......... ..-.;.. ........ 
' ... ~,.... ..... 
.... ...... ' ........... 
... '~ ..... 
............. , ....... ..... _ ..
• ••••••• 
••••••••• :::iI_-= 
~ .... ..... 
.... -- ...... ...... ...... -.-. ..... 
- ..... .....,..~ 
....................... 
---
.... ' ...... ..... 
.... ... . 
. ...... . 
