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PREDIKSI CUSTOMER CHURN PERUSAHAAN TELEKOMUNIKASI 
MENGGUNAKAN NAÏVE BAYES DAN K-NEAREST NEIGHBOR  
 
Kaharudin1, Musthofa Galih Pradana2, Kusrini3 
 
123 Magister Teknik Informatika Universitas AMIKOM Yogyakarta 
 




For a company it is very vital. Customers are the key to running a business that is run. But in reality there 
are loyal customers and some are churned out. Churn is defined as the tendency of customers to stop doing business 
with a company. It is important for companies to be able to identify customers who have a tendency to be churn 
customers. Then a report is needed to be able to identify and make decisions for management. Prediction method 
using Naïve Bayes method produces an accuracy of 76% and K-Nearest Neighbor produces information with a K 
= 1 value of 73%, K = 3 which is 76% and K = 5 by 78% It can be concluded that the K-Nearest Neighbor Method 
with K = 3 has a better value. The results of customer predictions for a company can be used to take an example 
for the customer so they will not churn.  
 
Keywords: Prediction, Customer, Churn, Naïve Bayes, Telecomunication, K-Nearest Neighbor. 
 
1. PENDAHULUAN  
 
Keberadaan pelanggan bagi sebuah 
perusahaan sangat vital. Pelanggan adalah 
konsumen yang akan menggunakan jasa atau 
produk yang ditawarkan dan dijual. Tanpa 
keberadaan pelanggan, sebuah perusahaan tidak 
akan mendapatkan keuntungan yang menjadi 
sebuah tujuan utama dibangunnya sebuah 
bisnis. Untuk mendapatkan pelanggan, 
perusahaan perlu melakukan promosi agar 
produk atau jasa yang ditawarkan dapat dikenal 
secara luas oleh masyarakat. Oleh karena itu 
banyak perusahaan berlomba-lomba dalam 
melakukan promosi, seperti menunjuk public 
figure sebagai brand ambasador, memberikan 
diskon besar dan masih banyak strategi yang 
lain dengan satu tujuan yakni mendapatkan 
pelanggan yang banyak. 
Setelah mendapatkan pelanggan sesuai yang 
diharapkan, masalah belum selesai, ada masalah 
lain yang mengintai perusahaan, yakni apakah 
pelanggan tersebut loyal atau malah Churn. 
Menurut Yu dkk., (2011) Customer Churn 
didefinisikan sebagai kecenderungan pelanggan 
untuk berhenti melakukan bisnis dengan sebuah 
perusahaan [1]. Hal ini telah menjadi isu penting 
yang merupakan salah satu tantangan utama 
oleh banyak perusahaan di era global ini dan 
harus dihadapinya. Berdasarkan transaksi yang 
ada dapat dilakukan analisa untuk mencari pola 
apakah pelanggan akan setia dengan perusahaan 
atau tidak.  
Menurut Emmett C. Murphy dan Mark A. 
Murphy mendapatkan pelanggan baru jauh lebih 
sulit dibandingkan dengan mempertahankan 
pelanggan lama [2], serta biaya yang 
dikeluarkan perusahaan lima kali lipat lebih 
banyak dibandingkan dengan memuaskan dan 
mempertahankan pelanggan lama. Oleh karena 
itu perlu dilakukan prediksi tentang customer 
akan loyal atau tidak. Hal ini dapat bermanfaat 
bagi perusahaan dalam menentukan kebijakan 
apa yang akan diambil, seperti langkah promosi 
yang efektif. Proses prediksi yang dilakukan 
menggunakan 2 metode yaitu metode Naïve 
Bayes dan K-Nearest Neighbor. Kedua metode 
akan dibandingkan dan dicari hasil yang paling 
baik dan optimal dalam melakukan prediksi 
guna membantu perusahaan dalam menentukan 
kebijakan dan keputusan. 
 
2. TINJAUAN PUSTAKA 
 
Metode penelitian yang dilakukan ada 5 
tahapan yakni : Studi Pustaka untuk mencari 
literatur dan referensi sebagai acuan melakukan 
penelitian baik dari buku, jurnal, prosiding dan 
yang lainnya. Selanjutnya observasi dan 
pengumpulan data yang dilakukan dengan 
mencari dataset yang akan digunakan dalam 
penelitian ini, berupa data transaksi pada 
perusahaan, data tersebut yang akan diolah 
dalam penelitian. Berikutnya tahap 
perancangan sistem dilakukan dengan 
merancang data flow diagram dan relasi tabel 
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sesuai dataset dan kebutuhan data yang ada. 
Tahap keempat adalah implementasi metode 
kedalam kode program sehingga memudahkan 
dalam menghasilkan analisa dan prediksi. 
Langkah yang terakhir adalah pengujian yang 
akan dilakukan dengan dataset yang ada dicoba 
kedalam sistem secara continue untuk 
mengetahui akurasi sistem. Gambar alur 









Gambar 1 Alur Penelitian 
 
2.1 Referensi 
Penelitian terkait pernah dilakukan oleh 
Andri Wijaya dan Abba Suganda Girsang 
dengan judul The Use Of Data Mining For 
Prediction Of Customer Loyalty, 
dipublikasikan dalam CommIT 
(Communication & Information Technology), 
May 31. Penelitian ini mengambil kesimpulan 
bahwa Algoritma Naïve Bayes menghasilkan 
akurasi sebesar 76 % [3]. Selanjutnya penelitian 
dengan judul Evaluation of predictive ability of  
support vector machines and Naïve Bayes trees 
methods for spatial prediction of landslides in 
Uttarakhand state (India) using GIS yang ditulis 
Binh Thai Pham, dkk pada Journal of 
Geomatics yang berkesimpulan secara 
keseluruhan, SVM dan NBT menunjukkan 
metode yang menjanjikan yang dapat 
digunakan untuk prediksi spasial tanah longsor 
di daerah rawan longsor [4].  
Penelitian berikutnya yang ditulis oleh 
K.Kalaiselvi dan J. Sowmiya dengan judul 
Predicting Instructors Performance in Higher 
Education Systems yang dipublikasikan pada 
European Alliance for Innovation (EAI). 
Penelitian ini menghasilkan kesimpulan 
Didapatkan hasil pengujian bahwa Algoritma 
J48DT mendapatkan hasil akurasi sebesar 
84.8%, Naïve bayes 83.3% dan FA-Paired t-test 
85.09% [5].  
Penelitian rujukan ke empat adalah A 
Survey on Naive Bayes Based Prediction of 
Heart Disease Using Risk Factors dengan 
penulis Sohana Saiyed, Nikita Bhatt and Amit 
P. Ganatra di International Journal of 
Innovative and Emerging Research in 
Engineering. Penelitian ini berkesimpulan 
bahwa Algoritma Naïve bayes mendapatkan 
nilai akurasi 86.38% [6]. 
 
2.2 Metode Naïve Bayes 
Naïve Bayes merupakan sebuah model 
klasifikasi statistik yang dapat digunakan untuk 
memprediksi probabilitas keanggotaan suatu 
kelas. Naïve Bayes didasarkan pada teorema 
bayes yang memiliki kemampuan klasifikasi 
serupa dengan decision tree dan neural network 
[7]. Adapun rumus kedekatan pada Naïve Bayes 
ditunjukan persamaan 1 [8] : 





X : Data dengan class yang belum 
diketahui 
H : Hipotesis data X merupakan 
suatu class spesifik 
P(H|X) :                    Probabilitas hipotesis H 
berdasar kondisi X (posteriori 
probability) 
P(H) : Probabilitas hipotesis H (prior 
probability) 
P(X) :       
: 
Probabilitas dari X 
  
2.3 Metode K-Nearest Neighbor 
Algoritma K-Nearest Neighbor (KNN) 
adalah sebuah metode untuk melakukan 
klasifikasi terhadap objek berdasarkan data 
pembelajaran yang jaraknya paling dekat 
dengan objek tersebut. 
Data pembelajaran diproyeksikan k ruang 
berdimensi banyak, di mana masing-masing 
dimensi merepresentasikan fitur dari data. 
Ruang ini dibagi menjadi bagian-bagian 
berdasarkan klasifikasi data pembelajaran. 
Sebuah titik pada ruang ini ditandai dengan 
kelas c, jika kelas c adalah klasifikasi yang 
paling banyak ditemui pada k buah tetangga 
terdekat titik tersebut [9]. 
Langkah-langkah untuk menghitung 
metode Algoritma K-Nearest Neighbor [9]: 
a. Menentukan Parameter K (jumlah 
tetangga paling dekat). 
b. Menghitung kuadrat jarak Euclidian 
(queri instance) masing-masing objek 
terhadap data sampel yang diberikan. 
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c. Kemudian mengelompokkan objek-
objek tersebut ke dalam kelompok yang 
mempunyai jarak Euclidian terkecil. 
d. Mengumpulkan kategori Y (klasifikasi 
Nearest Neighbor) 
e. Dengan memakai kategori Nearest 
Neighbor yang paling mayoritas maka 
dapat diprediksi nilai queri instance 
yang telah dihitung. 
Untuk mendefenisikan jarak antara dua 
titik yaitu titik pada data training (x) & titik 
pada data testing (y) maka dipakai rumus 
Euclidean [9], seperti yang ditunjukkan 
pada persamaan (2) : 
D (x,y) = 
 2   (2) 
 
2.4 Perancangan Data Flow Diagram 
Data Flow Diagram (DFD) merupakan 
diagram yang digunakan untuk 
menggambarkan proses-proses yang terjadi 
pada sistem yang akan dikembangkan. 
Dengan model ini, data-data yang terlibat 
pada masing-masing proses dapat di 
identifikasi. Rancangan DFD ditunjukan 




Gambar 2 Data Flow Diagram 
 
2.5 Perancangan Database 
Tabel penyimpanan data pada DFD 
selanjutnya perlu dilakukan design ke dalam 
bentuk relasi tabel database yang ditunjukan 
gambar 3. 
 
Gambar 3 Relasi Tabel 
 
2.6 Dataset Awal 
Dataset awal yang digunakan dalam 
penelitian ini di dapatkan pada dataset google 
pada sebuah perusahaan telekomunikasi di 
Amerika Serikat. Data awal memiliki 20 
variable dan ditunjukan pada tabel 1. 
Tabel 1 Dataset Awal 





















Dari 20 data tersebut dipilih 9 variable yang 
memiliki korelasi yang kuat dan memiliki 
variasi yang tinggi untuk memprediksi 
customer churn. Variable terpilih ditunjukan 
pada tabel 2. 
Tabel 2 Variable Dataset 
No Nama Variable 
1 CustomerID 
2 Gender 
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Dari variable dataset yang terpilih akan 
membantu dalam menentukan apakah customer 
termasuk customer churn ataupun tidak. 
Standar yang digunakan untuk customer 
dikatakan sebagai customer churn adalah 
customer tersebut memutuskan untuk tidak 
menggunakan layanan teleomukasi dari 
perusahaan tersebut. 
 
2.7 Data Training 
Data Training yang digunakan dalam 
penelitian ini ditunjukan pada tabel 3. 
Tabel 3 Data Training 
 
 
2.8 Penerapan Metode Naïve Bayes 
Metode Naïve Bayes harus menggunakan 
data yang berupa kategorikal sehingga dataset 
yang digunakan terlebih dahulu harus dirubah 
yaitu pada atribut tenure, monthly charges dan 
total charges dimana data yang ada 
dikelompokkan sehingga menjadi beberapa 
kelompok, sampel data training pada metode 
Naïve Bayes ditunjukan pada tabel 4. 
 
Tabel 4 Sample Data Training Naïve Bayes 
 
Adapun langkah-langkah untuk melakukan 
prediksi menggunakan algoritma Naïve Bayes 
adalah sebagai berikut : 
1. Langkah pertama mendefenisikan Bobot 
Masing-Masing Atribut yang ditunjukan 
pada tabel 5. 




Internet Service 1 
Contracts 1 
Payment Method 1 
Monthly Charges 1 
Total Charges 1 
 
2. Selanjutnya mendefenisikan bobot 
kedekatan atribut dengan gender, tenure, 
internet service, contract, payment method, 
monthly charge, dan total charge pada tabel 
6, 7, 8, 9, 10, 11,12. 
 
Tabel 6. Kedekatan nilai atribut gender 
Nilai 1 Nilai 2 Kedekatan 
Male male 1 
Female female 1 
Female male 0,7 
Male female 0,7 
 
Tabel 7. Sampel Kedekatan Nilai Atribut 
Tenure 
Nilai 1 Nilai 2 Kedekatan 
1 1 1 
2 2 1 
3 3 1 
5 1 0,7 
6 4 0,7 
7 3 0,7 
 
Tabel 8. Kedekatan Nilai Atribut Internet 
Service 
Nilai 1 Nilai 2 Kedekatan 
DSL DSL 1 
Fiber Optic Fiber Optic 1 
No No 1 
DSL Fiber Optic 0,8 
Fiber Optic No 0,8 
 
Tabel 9. Kedekatan Nilai Atribut Contract 















One year 1 
Two year 
 




One Year Two year 0,8 
Tabel 10. Kedekatan Nilai Atribut Payment 
Method 
Nilai 1 Nilai 2 Kedekata
n 
Bank Transfer Bank Transfer 1 






Cash Credit Card 0,8 





Bank Transfer 0,8 
 
Tabel 11. Sampel Kedekatan Nilai Atribut 
Monthly Charge 
Nilai 1 Nilai 2 Kedekatan 
1 1 1 
2 2 1 
3 3 1 
4 4 1 
5 5 1 
6 1 0,6 
7 3 0,6 
8 9 0,6 
 
Tabel 12. Sampel Kedekatan Nilai Atribut 
Total Charge 
Nilai 1 Nilai 2 Kedekatan 
1 1 1 
2 2 1 
3 3 1 
4 4 1 
5 5 1 
6 1 0,6 
7 3 0,6 
8 9 0,6 
 
3. Langkah ketiga adalah melakukan 
perhitungan data Testing dengan data 
Training yang ditunjukan pada tabel 13. 
Tabel 13. Sampel Data Testing 
 
 
Untuk memprediksi apakah calon pembeli 
tersebut akan churn atau loya makal dilakukan 
perhitungan sebagai berikut : 
a. Menghitung kedekatan data testing 
dengan data training no 1. Diketahui 
a : Kedekatan nilai atribut 
Gender (male dengan male) 
 : 1 
b : Bobot Atribut Gender 
 : 1 
c : Kedekatan Nilai Tenure (7 
dengan 1) 
 : 0,7 
d : Bobot Nilai Tenure 
 : 1 
e : Kedekatan nilai Atribut 
Internet Service (Fiber optic 
dengan DSL) 
 : 1 
f : Bobot Nilai Atribut Internet 
Service 
 : 1 
g : Kedekatan nilai Atribut 
Contract (Oneyear dengan 
Month to month) 
 : 0,6 
h : Bobot Nilai Atribut Contract 
 : 1 
i : Kedekatan nilai Atribut 
Payment Method (Electronic 
check dengan Mailed Check) 
 : 1 
j : Bobot Nilai Atribut Payment 
Method 
 : 1 
k : Kedekatan nilai Atribut 
Monthly Charge (5 dengan 2) 
 : 0,6 
l : Bobot Nilai Atribut Monthly 
Charge 
 : 1 
m : Kedekatan nilai Atribut Total 
Charge (8 dengan 1) 
 : 0,6 
n : Bobot Nilai Atribut Total 
Charge 
 : 1 
Dihitung : 
 Jarak = 
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Jarak = 0,786 
Perhitungan diatas dilakukan terhadap 
keseluruh data training yang ada sehingga, nilai 
jarak yang tertinggi merupakan hasil prediksi 
yang diperoleh. 
 
2.9  Penerapan Metode K-Nearest 
Neighbor 
Metode K-Nearest Neighbor harus berupa 
numeric sehingga data customer harus dirubah 
terlebih dahulu, yaitu atribut gender, internet 
service, contract, dan payment method. Sampel 
Data Training pada metode K-Nearest Neighbor 
ditunjukan tabel 14, dan data testing pada tabel 
15. 
Tabel 14. Sampel Data Training K-Nearest 
Neighbor 
 
Tabel 15. Sampel Data Testing K-Nearest 
Neighbor 
 
Adapun langkah-langkah prediksi pada K-
Nearest Neighbor adalah sebagai berikut ini : 
1. Menentukan parameter k (jumlah 
tetangga paling dekat). Parameter k 
(jumlah tetangga paling dekat untuk 
melakukan memprediksi customer churn 
diatas adalah menggunakan nilai k=1, 
k=3, k=5. 
2. Menghitung kuadrat jarak euclidean 
masing-masing objek terhadap data 
sample yang diberikan. Rumus yang 
digunakan dapat dilihat pada persamaan 
3 : 
D (x,y) = 
 2   (3) 
Sebagai contoh perhitungan diambil data 
testing yang pertama yaitu data testing lalu 
dikalikan terhadap seluruh data training yang 
ada: 
. =  2 0  21  1 0 261  1 0
11  1 0 11  1 0 31  29.85 0
44.451  29.85 0 1183.81  
=1332229,603 
Jadi jarak Euclidean Distance yang diperoleh 
adalah sebesar 1332229,603 Data testing 
tersebut dihitung Euclidean Distance nya 
keseluruh data training yang ada, kemudian 
dirangking dengan mengambil 5 neighbor 
yang terdekat yaitu 5 nilai hasil perhitungan 
yang terkecil. 
 
2.10 Komparasi Metode 
Hasil dari pengujian prediksi customer churn 
dengan menggunakan Naïve Bayes dan K-
Nearest Negihbor dapat dilihat pada tabel 16.  
Tabel 16. Perbandingan Persentasi Nilai 





K=1 K=3 K=5 
76 % 73 % 76 % 78% 
 
Untuk lebih melihat perbandingan akurasi 
dari hasil pengujian dapat melihat grafik pada 
gambar 4. 
Gambar 4 Grafik Perbandingan Akurasi 
 
3. KESIMPULAN  
Berdasarkan penelitian yang telah 
dilakukan dapat ditarik kesimpulan : 
1. Atribut gender, tenure, internet service, 
contract, monthly charge, dan total charge 


















NAÏVE BAYES K-NEAREST NEIGHBOR




ISSN 2527-5240  171 
 
2. Metode Naïve Bayes menghasilkan akurasi 
sebesar 76 %. 
3. Untuk melakukan prediksi menggunakan 
Algoritma K-Nearest Neighbor untuk 
menghasilkan akurasi terbaik adalah K=5 
yaitu memiliki tingkat akurasi 78%. 
4. Metode yang menghasilkan akurasi yang 
lebih baik adalah metode K-Nearest 
Neighbor dengan nilai K=5. 
Adapun saran dalam penelitian ini adalah 
sebagai berikut : 
Peneliti selanjutnya dapat melakukan 
penambahan data training yang lebih banyak, 
peneleti selanjutnya juga dapat menggunakan 
data customer yang memiliki atribut yang lain 
seperti atribut total harga belanjaan, selain itu 
untuk melakukan prediksi customer churn juga 
dapat mencoba menggunakan metode yang lain 
seperti Decision Tree maupun Support Vector 
Machine. 
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