The authors examined use of cross-validation in multiple regression research in organization studies by reviewing research published in three top journals in business policy and strategy (BPS) over 6 years. Application of a formula method of cross-validation to each study showed that shrinkage was often large. In some cases, shrinkage was greater than 50% of R 2 when sample sizes were less than 90.
For business policy and strategy researchers, the last 25 years have involved continuous efforts to improve the quality of research design and analysis (Hitt, Gimeno, & Hoskisson, 1998) . In the 1990s, improvements have been substantial as business policy and strategy (BPS) researchers have increasingly called for more sophisticated research approaches, including multiple data sources, multiple data collection methods, longitudinal designs, and appropriate application of multivariate data analysis techniques (Bergh, 1995; Hitt et al., 1998; Larsson, 1993; Nayyar, 1993; Wiggins & Ruefli, 1995) .
Similar to researchers in other organization sciences, business policy and strategy researchers face several inherent difficulties as they continue to improve the quality of research methods. In strategy, researchers are often interested in explaining differences in firm performance. Many variables have been hypothesized to affect firm performance including, but not limited to, strategy choices, patterns of resource allocations, board governance, organizational processes and policies, and management compensation and characteristics. As with most research in the organization sciences, the unit of analysis is usually the firm, with the firm's industry serving as an indepen-dent or control variable. Data collection for large numbers of firms, with sufficient numbers from several industries, is often problematic. Data may be developed from primary sources through survey, interview, or observation, or through secondary sources such as financial databases that originated with self-report data. Sampling errors and measurement errors are likely, compounded by relatively small sample sizes and a need to incorporate large numbers of independent variables to ensure validity. Most of the threats to statistical conclusion validity outlined by Cook and Campbell (1976) are of concern, including statistical power, heterogeneity of respondents, and reliability of measures, settings, and treatment implementation.
In this article, we are concerned with cross-validation and how it may be used to improve the statistical conclusion validity of research conclusions (Cook & Campbell, 1976 ) by correcting for sample-specific errors that may contribute to overfitting of regression equations. The problem of high levels of error variance and overfitting may be illustrated with the following example. Suppose a researcher selects a sample of 90 firms. The researcher then collects data to measure 9 independent variables that are hypothesized to influence firm performance, using a combination of primary and secondary data collection methods. After applying ordinary least squares regression, a sufficiently high R 2 is reported and the researcher, interpreting the sample R 2 as an estimator of the population R 2 , concludes that those variables covary meaningfully with firm performance. With a sample size of 90 and 9 independent variables, it is highly likely that the R 2 , if cross-validated, would undergo shrinkage of 50% or more, because of sample-specific error that causes overfitting. If the conclusions are only sample specific, then they cannot be stated as estimates of population relationships and are of limited help in building theory. In fact, if N -1 unique predictors are included in a regression equation, R 2 will always equal 1.00 because of overfitting. In the next section, we will describe (a) the problem of over-fitting from samplespecific error variance, (b) empirical and formula methods for cross-validation, and (c) barriers to cross-validation. Then, we will describe our empirical evaluation of regression studies in BPS research reported over a 6-year period in Academy of Management Journal, Administrative Science Quarterly, and Strategic Management Journal and our estimates of the amount of overstatement in R 2 in those studies. The purpose of our work is to (a) determine the magnitude of R 2 overfitting in one specific research discipline; (b) assess the sensitivity of overfitting to the size of samples, the numbers of independent variables, the unit of analysis, and the topic area; and (c) demonstrate the use of formula methods of cross-validation to organization science researchers. Our intent is not to target BPS researchers for criticism. Instead, we used BPS research, an area that focuses most of its work at the level of the organization, so that we could interpret the shrinkage issues within a specific context. Overfitting and a general reluctance to cross-validate are typical of many research streams (e.g., Mitchell, 1985) .
Theoretical Foundations
Statistical conclusion validity is concerned with any factors that might affect a statistical analysis and cause a researcher to draw incorrect conclusions about covariation (Cook & Campbell, 1976) . As Cook and Campbell (1976) note, "Statistical conclusion validity is concerned, not with sources of systematic bias, but with sources of error variance and with the appropriate use of statistics and statistical tests" (p. 231). The problem of shrinkage from overfitting is a major threat to statistical conclusion validity (Mitchell, 1985) . Shrinkage is inherent in techniques based on the general linear model, such as regression and discriminant analysis (Cureton, 1951; Darlington, 1968; Frank, Massy, & Morrison, 1965; Mitchell, 1985; Mosier, 1951) . As described by Cureton (1951) , Psychologists have long been accustomed to grinding out multiple regression equations and asserting that the regression coefficients so obtained are the best predictor weights that can be determined from the sample data. In one sense they are correct. The least squares regression weights are the best weights to use in predicting the dependent variables of subjects in that sample. It does so by giving optimal weights to everything in that sample, including the sampling error in the sample data. Therefore, the process overfits, by fitting the errors as well as the systematic trends in the data. (p. 12) In drawing conclusions from statistical analyses involving the general linear model, researchers often overstate the ability of the sample R 2 to estimate goodness-of-fit within the population. The R 2 obtained on the sample is a biased estimate of the predictive effectiveness, because it capitalizes on the idiosyncrasies of the sample (Darlington, 1968) . As a result, a researcher may inadvertently report an overstated R 2 and, in some cases, draw incorrect conclusions about the magnitude of covariation or prediction. When sample sizes are small and the number of independent variables is large, the problem may be particularly pronounced. It is not uncommon for R 2 to be biased by 20% or more.
Options for Managing Overfitting
There are three approaches to dealing with the problem of a regression equation based on a sample that overestimates the population R 2 : (a) empirical cross-validation, (b) Wherry formula adjustment, and (c) formula adjusted cross-validation. The first method is an empirical cross-validation. As described in Table 1 , empirical crossvalidation involves drawing two independent samples from the population of interest or splitting one sample into two parts. Researchers fit a regression equation (or discriminant function) to one sample (the calibration sample), then apply the same function to the second sample (the cross-validation sample). The difference between the R 2 for the calibration sample and the R 2 for the cross-validation sample is the shrinkage, that is, the bias in the calibration sample estimate. The R 2 from the second sample represents a good estimate of how well the sample-based regression equation would estimate the population R 2 . Thus, it estimates the percentage of variance that the model would account for in the population. However, the empirical approach suffers from limitations. Because the stability of regression weights is dependent on sample size, the requirement that some data be held back for cross-validation may create a liability (Murphy, 1984) .
The second and most common method for coping with sample-based regression equations that overfit population R 2 is to adjust the sample R 2 using the Wherry formula (Wherry, 1931) . The Wherry formula, which provides what researchers refer to as an adjusted R 2 , does not directly address sample-specific error, but partially attacks the problem through an adjustment for sample size (n) and number of independent variables (k). The Wherry formula, as shown in Equation 1, adjusts the sample R 2 for overfitting due to a large number of variables relative to a given sample size. Unfortu-nately, the Wherry formula does not statistically cross-validate a sample R 2 (Darlington, 1968; Schmitt, Coyle, & Rauschenberger, 1977) . Conceptually, the formula estimates the population R 2 using a regression model that assumes use of population weights, even though sample weights are actually used. Thus, it takes the first step toward adjusting the sample R 2 by accounting for the variables-to-sample size ratio, but it does not address the issue of overfitting due to sample-specific variance. Therefore, it does not correct for sample-specific overfitting and, consequently, underestimates the problem of shrinkage.
The least common method for dealing with sample overfitting is formula-based cross-validation. Advocates of formula methods of cross-validation point to the many benefits when compared to empirical methods: preservation of sample data, reduced computation time, and-when compared to a single-sample empirical method-superior accuracy (Murphy, 1984) . Furthermore, the cross-validation formulae are conceptually more appropriate than the Wherry formula. They all assume that one wishes to estimate the R 2 in the population accounted for by the sample regression equation. In essence, they all address the following issue: Given the regression model developed from a sample, what is the estimated percentage of variance in the total population accounted for by that model? Comments: As with all empirical methods, this method uses only a portion of available cases to form the regression weights; hence, it "wastes" data. Because the subsamples are really parts of the same sample, it is very likely that they will be similar. Consequently, the population cross-validity may be overestimated.
Multi-sample/one equation method Procedure: Two samples are randomly drawn from the population. One regression equation is developed on the first sample, then applied to the second sample. The R 2 calculated on the second sample is the estimate of the population cross-validity. Comments: This method also uses only a portion of available cases to form the regression weights. Because the two samples were drawn independently, the multi-sample method is considered to be a more accurate estimate of the population cross-validity than a single-sample design. The accuracy depends on the validation sample being representative of the population.
Multi-sample/multi-equation method Procedure: Two or more random samples are drawn from the population. An equation is developed on each sample, then applied to the cross-sample. The pooled cross-validity is the estimate of the population cross-validity. Referred to as double cross-validation (Mosier, 1951) . Comments: As with the other empirical methods, this method uses only a portion of available cases to form the regression weights. The strengths of the process are the use of two or more independently drawn samples. The weakness of the procedure is the lost conceptual clarity because it is not clear what the pooled cross-validity really represents.
Source. Mosier (1951) and Murphy (1984) .
According to Cotter and Raju (1982) , at least eight formulae have been developed to estimate population cross-validity. The first formula, developed by Lord and Nicholson in the late 1940s, assumed predictor scores (independent variables) were treated as fixed effects and not subject to measurement error. In 1964, Burket offered another estimation formula for fixed predictor scores. In 1968, Darlington developed a formula that addressed situations where predictor scores were random and subject to measurement error. Over the next two decades, several new and modified formulae were offered, including those by Herzberg (1969) , Browne (1975) , Claudy (1978) , Pratt (Claudy, 1978) , Rozeboom (1981) , and Drasgow, Dorans, and Tucker (1979) . Formulae developed by Lord-Nicholson, Darlington, Browne, and Rozeboom, which are the ones that are most commonly accepted by researchers, are shown in Table 2 .
Monte Carlo studies have generally found that the cross-validation formulae provide excellent estimates of the population R 2 . Schmitt et al. (1977) employed a Monte Carlo simulation to compare the Lord-Nicholson and Darlington formulae to empirical methods and the Wherry formula. They found that the Lord-Nicholson and Darlington formulae yielded approximately the same results, except when sample sizes were very small (n < 30). At small sample sizes, both formulae underestimated shrinkage. Use of the Wherry formula was explicitly discouraged on conceptual and mathematical grounds, noted previously. As expected, it overestimated the population R 2 . Similar findings have been confirmed by other researchers (Cotter & Raju, 1982; Drasgow et al., 1979; Huberty & Mourad, 1980; Rozeboom, 1978) .
Perhaps the most acclaimed formula is the one derived by Browne (1975) 
(see Equation 2
). Rozeboom (1981) endorsed Browne's formula for small sample sizes, and offered a modification of his formula for situations where predictor variables were fixed. Drasgow et al. (1979) used a Monte Carlo simulation to compare LordNicholson, Darlington, and Browne formulae to the empirical double cross-validation procedure. The Browne formula provided a virtually unbiased estimation of the squared cross-validity estimate. These conclusions were further supported by Cattin (1980) , who concluded from a review of the literature that the Browne equation was the preferred formula for estimating population cross-validity when predictor variables were random. Cattin also concluded that the Rozeboom modification of the Browne formula, although providing virtually the same results, was computationally easier to apply when predictor variables were fixed.
Use of Overfitting Corrections in the Organization Sciences
Even though cross-validation has been advocated in industrial/organizational psychology for some time, it has generally been underused in the organization sciences. Mitchell (1985) profiled 126 organizational studies reported in the Journal of Applied Psychology, Organization Behavior and Human Performance, and Academy of Management Journal between 1979 and 1983 . Only seven (5.5%) attempted crossvalidation. Podsakoff and Dalton (1987) described the research methods and analyses employed in the field of organization studies by profiling research reported in 1985 in five empirical journals: Academy of Management Journal, Administrative Science Quarterly, Journal of Applied Psychology, Journal of Management, and Organization Behavior and Human Decision Processes. They found that fewer than 5% of the studies attempted cross-validation. As Mitchell (1985) noted, "To increase confidence in both the stability of the finding and its generalizability, more holdout samples and cross-validation are necessary" (p. 204).
The findings of the Mitchell (1985) and Podsakoff and Dalton (1987) studies suggest that the infrequent use of cross-validation casts doubt over the accuracy of conclusions drawn in many studies of organizations. In both articles, the researchers calculated the number of cross-validated studies but did not attempt to show the impact of not cross-validating. In other words, they did not estimate the magnitude of overfitting in the studies that were not cross-validated.
Barriers to Cross-Validation
Why are researchers reluctant to cross-validate? First, cross-validation never increases the magnitude of relationships. Whereas other efforts to reduce error usually work to clarify relationships and establish stronger predictions (e.g., correction for range restriction), cross-validation often results in covariation estimates of lesser, or zero, magnitude. In essence, researchers are penalized for their methodological rigor if there is a drop in the size and meaningfulness of R 2 . Second, because empirical cross-validation requires drawing two independent samples from the population or dividing the total sample into two subsamples, extra sampling costs are incurred and data are wasted (Murphy, 1984) . Empirical methods do not allow the researcher to use all of the available data in developing the regression weights. For many researchers investigating organizations, it is difficult to justify holding back data when additional data collection is very costly or impossible and the small size of the calibration sample might undermine any assessments of covariation. Cross-validation becomes moot if the calibration sample is too small to establish a meaningful relationship to begin with.
Third, many researchers believe that the Wherry adjustment serves to cross-validate R 2 . As described earlier, however, the Wherry adjustment underestimates the problem of shrinkage. Furthermore, few researchers outside of the industrial/organizational psychology field are aware that proven formulae are available for cross-validating R 2 .
When applied appropriately, the formulae can provide unbiased estimators of the population R 2 s without sacrificing part of a sample size or incurring the costs of additional data collection.
A final explanation for why researchers do not cross-validate is that they are interpreting their R 2 s as measures of the ability of the model to explain variance in the dependent variable in the sample only and not as estimates of goodness-of-fit in the population. In other words, researchers may be using regression results to describe relationships in samples and to determine if variables matter in the population, but they are not interpreting results to explain how much those variables matter. Although this may be true to a degree, R 2 is inherently and integrally used in the inferential process to make judgments about the meaningfulness of the independent variables' (as a group) effect on the dependent variables. By using inferential statistics, one is suggesting that the impact of the independent variables on the dependent variables is not trivial. A sizeable R 2 is key to this issue. To the degree that the R 2 is trivial because of sample-specific overfitting, the judgement about the meaningfulness of the relationship is suspect.
Empirical Analysis
The purpose of our empirical analysis was to address the issue of cross-validation on two fronts. First, we attempted to determine the magnitude of R 2 overfitting that is taking place in one organization science discipline. Although others have identified the problem of too little cross-validation (Mitchell, 1985; Podsakoff & Dalton, 1987) , we wanted to quantify the amount of overfitting and assess the implications for research results in one specific research discipline. In determining the magnitude of R 2 overfitting, we also attempted to assess the sensitivity of overfitting to the size of samples, the number of independent variables, the unit of analysis (organization or individual), and the area of study within strategy. Second, our analysis demonstrates the ease with which the formula methods can be applied to regression equations to yield more valid regression conclusions.
Data Collection and Analysis
First, we reviewed all articles published in Academy of Management Journal, Administrative Science Quarterly, and Strategic Management Journal between January 1990 and December 1995, including those published in all special issues. Those three journals were chosen because they have received the highest ratings by top strategic management researchers for their outstanding quality and appropriateness as an outlet for strategy research (MacMillan, 1989 (MacMillan, , 1991 MacMillan & Stern, 1987) .
We identified 132 articles that employed ordinary least squares regression, reported either an R 2 or an R adj , and addressed strategic management research topics. In determining whether an article addressed strategic management research topics, we used the following decision rules:
• Strategic Management Journal (SMJ). Because SMJ is a journal dedicated to reporting strategy research, all articles would fall within the scope of the subfield. Therefore, all articles and research notes that employed ordinary least squares regression were included.
• Academy of Management Journal and Administrative Science Quarterly. We reviewed all abstracts and selected those articles that employed ordinary least squares regression and addressed a strategy topic as defined by the Academy of Management strategy subject list, shown in Table 3 .
We selected a maximum of three regression equations from each published study that employed ordinary least squares regression, for a total of 317 equations. By reviewing the articles carefully, we attempted to include those regression equations that tested the main hypotheses of the study and that were interpreted by the researchers as support for the study hypotheses (F test, p ≤ .05). In all cases, the researchers had reported an R 2 , an R adj , or both, and also reported an F statistic and p value for the regression analysis. We interpreted these reported results as indicating an explicit interest in the total amount of variance in the dependent variable accounted for by the independent variables. Even when interpretation focused on beta weights, the implicit assumption was that the beta weights, individually or in combination, explained a meaningful amount of variation in the dependent variable.
A first set of reviewers independently recorded several attributes of each equation: n (sample size), k (number of independent variables), sample R 2 if one was reported, the Wherry adjusted R 2 (R adj ) if one was reported, and evidence of empirical or formula cross-validation. To confirm the reliability of the coding process, we calculated Pearson correlation coefficients for each continuous item and percentage agreement for each categorical item. For n, k, R 2 and/or R adj , and evidence of cross-validation, all correlations were greater than .95 for the continuous items and agreement was greater than 90% on categorical items. Two additional reviewers who were familiar with the strategy literature coded unit of analysis (organization or individual) and strategy topic area (see Table 3 ). They achieved 86% agreement on interpretations of unit of analysis, and 59% agreement on decisions about the specific strategy topic area. After initial coding, both sets of reviewers discussed the areas of difference and reached consensus. The consensus scores were used in this analysis.
We employed the Browne formula, as reported by Drasgow et al. (1979) . The Browne formula, shown below as Equation 2, requires an estimate of R p in the population, which can be estimated by the Wherry equation (Equation 1 shown earlier) . The Browne formula also requires an estimate of R p " , which Browne suggests should be calculated using Equation 3. 
For each of the regression equations with a reported R 2 , we computed R adj and an estimate of the cross-validated R 2 , called R cv , using the Browne formula. We then calculated shrinkage and percentage drop in R 2 for each equation. As is well known by methodologists and clearly illustrated by the cross-validation formulae, shrinkage is sensitive to sample size and number of independent variables. To illustrate this tendency to organization scientists, we grouped shrinkage scores into nine cells formed by cross-classifying sample sizes and number of independent variables. We formed nine cells by first dividing the range of sample sizes into thirds (low, n ≤ 90; medium, 90 < n ≤ 250; high, n > 250) and then dividing the range of number of independent variables into thirds (low, k ≤ 4; medium, 4 < k ≤ 8; high, k > 8). We then calculated the average shrinkage within each cell. Next, we calculated the average percentage reduction in R 2 (percentage drop) by dividing shrinkage by R 2 (or R adj ), then averaging the percentages over all cases in that cell.
In our second group of analyses, we divided our sample of equations into two groups: (a) those that reported an R 2 only, and (b) those that reported an R adj , either with an R 2 or alone. By maintaining a distinction between those studies that reported only an R 2 and those that reported a Wherry-adjusted R 2 , we avoided an overstatement of the magnitude of shrinkage as it was actually reported in the literature. As indicated earlier, a Wherry adjustment of the R 2 is a partial correction for the problem of overfitting. If a simple R 2 was reported for the equation, we calculated the cross-validated R 2 , R cv , by first calculating Wherry (see Equation 1) and Equation 3, then inserting those values into Browne (see Equation 2). These new cross-validated R 2 s, which started from a simple sample R 2 , were referred to as Category 1 studies. If an adjusted R 2 was reported for the equation, we inserted the reported R adj in Equation 2 instead of calculating an R adj using Equation 1. We referred to these cross-validated R cv s, which started from a sample R adj , as Category 2 studies. If the study reported both an R 2 and R adj , we used the R adj only and treated the case as a Category 2 study. To determine shrinkage, we calculated the difference between the reported R 2 (or R adj ) and the new cross-validated R 2 , R cv , for each case. The difference score represented the shrinkage, or the amount of bias in the original sample estimate. Category 1 shrinkage calculations involved subtracting R cv from R 2 . Category 2 shrinkage calculations involved subtracting R cv from R adj .
As the third part of the data analysis, we performed a series of groupings to determine if shrinkage percentages differed for studies with different units of analysis (organizations or individuals) or by strategy topic area. For each subgroup of studies, we calculated and reported minimum, maximum, and average percentage shrinkage.
Results
Results are presented in three parts. First, we describe the regression equations and studies in our sample. Second, we demonstrate the impact of shrinkage of regression equations for all studies that report R 2 . Third, we focus explicitly on our research question of the impact of not using cross-validation procedures on research conclusions.
First, we describe our regression equations. For the 317 equations, sample sizes (n) ranged from 10 to 5,703, and the number of independent variables (k) ranged from 2 to 26. Studies were of two types: (a) those that reported an R 2 (145 equations), and (b) those that used the Wherry formula to adjust R 2 (172 equations). In 145 equations, researchers reported only an R 2 . In 74 equations, the researchers reported both an R 2 and R adj . In 98 equations, researchers reported an R adj only. There were no examples of cross-validation through either empirical or formula methods. The unit of analysis was an organization in 234 equations, and an individual in 41 equations. In 42 equations, the unit of analysis was neither the organization nor an individual, but some other unit of analysis such as a department. These 42 equations were not used in the subanalysis that evaluated the effects of shrinkage within unit of analysis. The topic area with the most studies was strategy content, with a total of 43 equations. The topic area with the least number of studies was succession/leadership, with 4 equations. Second, we demonstrate the impact of shrinkage on R 2 . Using all 219 equations that reported an R 2 , we calculated R adj and R cv to demonstrate overall shrinkage. As shown in Table 4 , when a cross-validated R 2 is calculated from a simple R 2 , average shrinkage and average percentage drop in R 2 is substantial in many cells. When sample sizes are less than 90 and there are more than 8 independent variables (21 cases), average percentage drop in R 2 after cross-validation is 60.7%. For all cells representing sample sizes less than or equal to 250 and independent variables of 5 or more, average percentage drop in R 2 ranges from 23.1% to 60.7%. Only when sample sizes are above 250 does percentage drop in R 2 fall below 10%. These results reflect the magnitude of shrinkage in the literature, if only R 2 s had been reported. Note. Sample sizes: low (n ≤ 90), medium (90 < n ≤ 250), high (n > 250). Number of variables:
ture, if every study had reported an adjusted R 2 , which provides a partial correction. In the full sample of 317 equations, only 172 (54%) reported an R adj .
Third, we explicitly focus our analyses on the research issue of the impact of crossvalidation on research conclusions. This focus requires that we break our studies down into the two categories previously noted (Category 1 for those studies that reported an R 2 only and Category 2 for those studies that reported R adj ). Again, such a dichotomy was necessary to acknowledge the partial correction of shrinkage by use of the Wherry formula in some studies and not to overstate any conclusions about the impact of cross-validation. The results for Category 1 cases and Category 2 cases are shown in Tables 6 and 7 , respectively. These results illustrate the sensitivity of percentage shrinkage to sample size and number of independent variables, as would be expected. Average shrinkage and the average percentage drop in R 2 (or in R adj ) is substantial in most cells. One case from the n = low and k = low cell may be used to illustrate our calculations. The reported R 2 was .28 and the calculated R cv was .14. The shrinkage (R 2 -R cv ) was .14, which meant that R 2 dropped by 50% after cross-validation. In Category 1 cases, the percentage reduction in R 2 due to shrinkage is greater than 50% for the 34 R 2 s with sample sizes of 90 or less, regardless of the number of independent variables. For studies with sample sizes between 90 and 250, the average percentage shrinkage was 20% or more, regardless of the number of independent variables. For those cells with the largest sample sizes (n > 250), the drop in R 2 due to shrinkage ranges between 5.1% and 10.7%.
In Category 2 cases, some reduction of R adj has already taken place through the Wherry adjustment formula. Even so, further shrinkage after application of the Browne formula is evident in all cells. When n is less than 90 and k is greater than 8 (n = low, k = high), the average drop in R adj after application of the cross-validation formula is 34.1%. When sample sizes are medium or large, shrinkage in some cells is 15% or greater. Only cases (regression equations) with sample sizes greater than 250 and fewer than 8 independent variables averaged less than 5% shrinkage. Overall, these results suggest that there is still a substantial amount of shrinkage that is not dealt with Note. Sample sizes: low (n ≤ 90), medium (90 < n ≤ 250), high (n > 250). Number of variables:
by the Wherry correction. The authors are not aware of any other studies that demonstrate the magnitude by which Wherry corrections do not accomplish cross-validation. The results of the assessment of the shrinkage differences by unit of analysis and topic area, for Category 1 studies, are shown in Table 8 . When the unit of analysis was an individual, the percentage shrinkage in R 2 ranged from 0% to 26%, with an average drop of 8.7%. When the unit of analysis was an organization, the percentage shrinkage in R 2 ranged from .12% to 100%, with an average drop of 28%. The Category 2 studies, shown in Table 9 , show a different pattern. When the individual was the unit of analy- Note. Sample sizes: low (n ≤ 90), medium (90 < n ≤ 250), high (n > 250). Number of variables: low (k ≤ 4), medium (4 < k ≤ 8), high (k > 8). Note. Sample sizes: low (n ≤ 90), medium (90 < n ≤ 250), high (n > 250). Number of variables: low (k ≤ 4), medium (4 < k ≤ 8), high (k > 8). sis, the percentage shrinkage ranged from 0% to 62%, with an average drop of 16%.
ORGANIZATIONAL RESEARCH METHODS
When the unit of analysis is the organization, the percentage shrinkage ranged from 0% to 67%, with an average drop of 15.5%. When Category 1 and Category 2 studies are combined, the average percentage shrinkage is 12.5% for studies with an individual as the unit of analysis, and 22% for studies with an organization as the unit of analysis. In general, studies with an organization as the unit of analysis tended, on average, to experience larger shrinkage percentages. The analysis of strategy topic areas provided some interesting results. The Category 1 results show that studies of top management teams and executive succession/leadership experience large shrinkage percentages after formula cross-validation. As shown in Table 8 , these studies also tend to employ average sample sizes that are smaller than those in other areas: average n equals 131 and 74, respectively. Because these types of studies usually involve in-depth data collection within an organization, sample sizes tend to be small. When evaluating Category 2 studies, in Table 9 those that investigated strategy implementation topics experienced the largest shrinkage percentages and also employed a very large average k of 12. As a general conclusion, those topic areas that, due to the nature of the hypothesized relationships or data collection limitations, typically exhibit large k or small n are most likely to experience high levels of shrinkage, as would be expected.
Conclusions
We found that cross-validation is virtually nonexistent in the strategy literature, which is consistent with what other researchers have found in other organizational research streams (Mitchell, 1985; Podsakoff & Dalton, 1987) . Thus, this finding is certainly not unique to the BPS literature. In this study, we profiled ordinary least squares regression only and found that none were cross-validated. Assuming cross-validation is used just as infrequently with other general linear model techniques, overstatement of the amount of variance accounted for by multiple independent variables may be a chronic problem in the literature. However, we would like to note that many researchers reported a Wherry adjusted R 2 , which made an important partial correction for overfitting.
Our results show that the overstated R 2 s are most problematic under certain conditions. Studies with sample sizes of 90 or fewer are particularly vulnerable to shrinkage, as are studies investigating 8 or more variables. Even if an R 2 has been adjusted using the Wherry formula, this vulnerability appears to continue because the adjustment is usually not enough to compensate for the overfitting from sample errors.
An example developed from the data we collected may be used to illustrate the impact of shrinkage on research conclusions.
1 In one study of cultural differences and shareholder value in related mergers, the researchers reported the following results for two regression models: Model 1: F statistic = 5.40 (significant at p = .01), R 2 = 0.38, n = 30, and k = 3; Model 2: F statistic = 3.45 (significant at p = .05), R 2 = 0.28, n = 30, and k = 3. The researchers commented on the high R 2 , argued that the results showed strong support for the hypotheses, and then drew the general conclusion that the models were excellent at explaining the variance in stock market performance of acquiring firms engaged in related mergers. If those two R 2 s had been formula cross-validated, the R 2 s would have dropped by 32.6% (from 0.38 to 0.26) and 50.0% (from 0.28 to 0.14), respectively. In a different study of various environmental variables that were hypothe-sized to influence management team turnover (n = 85, k = 7), the researchers reported an R adj of .14, and commented on the amount of variance explained by the model. If cross-validated, the R adj would have dropped by 29% to .099.
If all of the regression equations included in this study had been cross-validated, it is very likely that many of the cross-validated R 2 s would have explained a much less meaningful percentage of variance in many dependent variables. The cumulative effect of upward bias in estimates of population R 2 s within a literature stream is fairly clear. The percentage of variance that is accounted for, as noted by many researchers, may either be of smaller magnitude or less meaningful than previously thought. For example, the 15 studies (Categories 1 and 2 combined) that investigated top management teams experienced an average drop in R 2 of 36%, with some of the studies experiencing much larger drops. Similarly, the 52 studies that investigated strategy implementation processes experienced a 27.5% drop in R 2 , with a maximum of an 85% drop. These results show that shrinkage may be undermining our understanding of certain relationships.
The impact of current cross-validation practices is much smaller when the sample is very large and the number of independent variables is relatively low. In these cases, it is less likely that sample-specific overfitting will meaningfully inflate the estimates of underlying relationships. In practice, a researcher can avoid, on the front end, some of the problems of shrinkage by increasing sample sizes and by using the smallest possible number of variables to explain a phenomenon; in other words, by increasing the statistical power of the analysis. Furthermore, researchers can employ a Wherry adjustment that, as noted, makes a partial correction for overstated R 2 s. Our results show that Wherry-adjusted R 2 s, with sample sizes greater than 250 and 8 or fewer independent variables, experience shrinkage of less than 5%. However, only 22 of 317 R 2 s were generated under those stringent conditions in this analysis of 6 years of business policy and strategy regression studies.
Although not conclusive, our research suggests the following guidelines for keeping shrinkage to less than 10% in ordinary least squares regression studies:
• Design studies to employ sample sizes of greater than 250 and 8 or fewer independent variables, then report R adj .
• For studies with either sample sizes of less than 250 or more than 8 independent variables, compute the cross-validated R 2 using the Browne formula estimator.
For those researchers limited to moderate sample sizes and several independent variables, the formula methods of cross-validation provide a simple procedure for estimating population cross-validity. They preserve sample size, which preserves the stability of regression weights. They are, therefore, generally superior to empirical methods (Cattin, 1980; Murphy, 1984) . Unfortunately, the formula methods are not appropriate for all procedures. Thus far, they are considered appropriate only for ordinary least squares regression, which means researchers who use other forms of the general linear model (step-wise regression, ridge regression, and discriminant analysis) should consider employing empirical methods of cross-validation. For example, cross-validation formulae assume that all predictor variables are retained throughout the analysis, which means formulae will still undercorrect for shrinkage if a subset of original predictors are used as in step-wise regression.
Organization science, of which business policy and strategy is one example, by its very nature involves many complex interdependent phenomena that tend to drive up the number of independent variables and aggravate the overfitting problem. Furthermore, when an organization is the unit of analysis and primary data must be collected for the organizations, sample sizes are often restricted. These characteristics of strategy research make it particularly susceptible to low power designs with high levels of sample-specific error. Even in instances where researchers are only interested in describing the existence of a relationship within a sample and not its meaningfulness in the population, cross-validation provides a more accurate representation of the magnitude of the relationship. It also provides more information for readers who may choose to draw population inferences from sample R 2 s. In those instances, a cross-validation formula may be useful in correcting the overfitting.
Note
1. The citations for the research articles described in this paragraph are available through the two authors. Because the shrinkage issue was prevalent across most of the published articles that we studied, we were reluctant to single out specific authors.
