Abstract In this paper, we introduce a new class of models for the time evolution of the prices of call options of all strikes and maturities. We capture the information contained in the option prices in the density of some time-inhomogeneous Lévy measure (an alternative to the implied volatility surface), and we set this static code-book in motion by means of stochastic dynamics of Itôs type in a function space, creating what we call a tangent Lévy model. We then provide the consistency conditions, namely, we show that the call prices produced by a given dynamic code-book (dynamic Lévy density) coincide with the conditional expectations of the respective payoffs if and only if certain restrictions on the dynamics of the code-book are satisfied (including a drift conditionà la HJM). We then provide an existence result, which allows us to construct a large class of tangent Lévy models, and describe a specific example for the sake of illustration.
Introduction
A standard approach to modeling prices of financial instruments is to identify a certain number of "underlying" processes, describe their risk neutral dynamics explicitly, and compute the prices of the remaining instruments as financial derivatives written on these underliers by taking expectations. Such is the famous Black-Scholes paradigm. On the contrary, the present paper is concerned with the construction of market models which describe the simultaneous dynamics of all the liquidly traded derivative instruments directly. The family of models proposed in this paper is crafted in the spirit of [3] . As in [3] , we limit ourselves to a single underlying index on which all the derivatives (European call options) are written, we assume that the short interest rate is zero, and that the underlying security does not pay dividends. These assumptions greatly simplify the notation without affecting the generality of our derivations as long as the interest and dividend rates are deterministic.
We assume that in our idealized market European call options of all strikes and maturities are traded, that their prices are observable, and that they can be bought and sold at these prices independently of the size of the transaction. We denote by C t (T, K) the market price at time t of a European call option of strike K and maturity T > t and we assume that all the prices C 0 (T, K) are observable at time t = 0. According to the philosophy of market models adopted in this paper, at any given time t, we use the set of call prices {C t (T, K)} T ≥t,K≥0 as our fundamental market data. This is partly justified by the well documented fact that many observed option price movements cannot be solely attributed to changes in S t , and partly by the fact that many exotic (path dependent) options are hedged (replicated) with portfolios of plain (vanilla) call options. In this context, it becomes important to have a model that is consistent with the market prices of vanilla options. The Black-Scholes model cannot reproduce prices of call options with different strikes and maturities at the same time, while stochastic volatility models, having more parameters, can be calibrated to match at least approximately, a finite set of observed option prices and solve the "implied smile" problem in a rather satisfactory manner. However, calibration of any such model has to be repeated at the beginning of each trading period, implying computational complexity and a lack of time-consistency in the model: as time passes, not only does the value of the underlying index change, but the values of the calibrated parameters also change, even though they are assumed to be constant by the posited model. Market models offer a framework to resolve this quandary.
Early attempts to construct market models for vanilla options can be found in [15] , [9] and [10] . This idea was then developed more thoroughly in the works of Schönbucher [33] , Schweizer and Wissel [35] and Jacod and Protter [21] , but the recent works of Schweizer and Wissel [34] and Carmona and Nadtochiy [3] , [2] are more in the spirit of the market model approach that we advocate here.
The first hurdle on the way to creating a stochastic dynamic model for the call price surface is to describe its state space. Clearly, not every nonnegative function of two variables can be a surface of call prices. Indeed, prices should converge to the payoff as time to maturity goes to zero. In addition, there are so-called "static no-arbitrage" conditions: a call price is a nondecreasing function of maturity and a nonincreasing and convex function of strike (see [26] , [13] , [1] and [14] for more on this). These necessary conditions are typically violated by small perturbations of the surface, which shows that the set of admissible call price surfaces cannot be defined as an open subset of a common linear space. In a sense, this set forms a manifold in the infinite dimensional space of functions of two variables. However, since we would like to model the time evolution of call prices through a system of stochastic differential equations (SDEs), it becomes necessary to have some kind of differential calculus on this manifold. Differentiation on a manifold is usually done via mapping it locally into a linear space, where the differential calculus is well developed. Therefore, in order to describe the state space, we need to find the right parametrization for the set of possible option price surfaces, or in our terminology, the right code-book.
In [3] we proposed to use the local volatility functions as a code-book for option prices. Defining the local volatility through Dupire's formula (see [17] ), one can obtain a correspondence between the local volatility and option prices. This correspondence results in a parametrization of a class of admissible call price surfaces, and one important feature of this parametrization is that the new "variable", i.e. the local volatility, only has to be non-negative and to satisfy some mild smoothness conditions in order to produce an admissible call price surface. These properties define an open set in an appropriate linear space on which the local volatility dynamics can then be constructed, as it is done in [3] .
Notice, however, that not every call price surface can be represented via a local volatility surface: for example, it is easy to see that, if the underlier is a pure jump martingale, the corresponding local volatility surface resulting from the Dupire's formula will explode at short maturities (as T t), and such a surface cannot be used to reproduce the call prices in this case. Then two questions arise naturally: "what is the set of call price surfaces which can be reproduced by local volatility models?" and "what are the other possible code-books which can be used when local volatility can't?" The first question has been answered by Gyongy [19] , who showed that, if the true underlying index follows a regular enough Itô process, the local volatility can be used to reproduce the call prices. In accordance with this result, the underlying index in [3] was assumed to be a continuous Itô process satisfying some regularity conditions. Addressing the second question within the class of semimartingales leads naturally to the introduction of jumps.
The idea of using processes with jumps to model the prices of financial assets has a long history and dates back to Merton [29] who first introduced jumps in stock price dynamics in 1976. A number of papers by Carr, Geman, Madan and Yor focused on the use of Lévy processes for pricing derivatives. Probably, the most popular one is the CGMY model [5] , which is an extension of the Variance Gamma model introduced in [28] . We also mention the popular double exponential jump diffusion model [24] that produces closed form expressions even for the prices of some exotic derivatives. In all these models, the derivatives prices are computed as expectations over the underlying stochastic process which are assumed to have a very specific exponential Lévy structure, while in our approach we allow for a much more general class of processes for the underlier. In 2004 Carr, Geman, Madan and Yor [6] proposed a way to reproduce option prices of all strikes and maturities by a time changed Lévy process, introducing the local Lévy models. These authors constructed the local speed function as an analogue of local volatility. Their paper served as an inspiration for the present work, even though we do not use the local speed function. Instead, we propose a different, more convenient code-book.
In this paper we assume that the risk-neutral dynamics of the option underlier are given by a pure jump martingale and we argue that the right substitute for the local volatility, as a code-book for option prices, can be based on a specific Lévy measure. We assume that at any given time, the market prices of call options are the same as the call prices in some hypothetical model in which the logarithm of the underlying index follows an additive (inhomogeneous Lévy) process. Since the distribution of such a process is completely characterized by its Lévy measure, assuming that this measure is absolutely continuous, we end up capturing the information contained in the market prices of call options in a codebook given by the corresponding Lévy density. This point of view is static in nature since this correspondence is set up at a fixed point in time. But like in [3] and [2] , our goal is to construct market models by putting in motion the static code-book chosen to describe the option prices. Therefore, just like in the case of dynamic local volatility models treated in [3] and [2] , with each call price surface we associate a stochastic process from a parameterized family of "simple" processes (exponential additive, in the present case) which reproduce the observed option prices, and then model the time evolution of the parameter value (density of the Lévy measure), obtaining a market model. However, at each fixed time, the true pure jump martingale model for the underlying asset has to produce the same option prices as a corresponding "static" model given by the additive process with Lévy density being the cur-rent value of the code-book. So, at each fixed time, the true underlying process admits a form of "tangent (inhomogeneous) Lévy process", in the sense that locally (at the current point in time) both processes produce the same option prices. This is the reason for our terminology of tangent Lévy models. This class of pure jump martingales should not be confused with the class of processes admitting an additive tangent process in the sense introduced by Jacod in [20] and further studied in [22] , in his attempt to generalize the notion of semi-martingale.
We close this introduction with a quick summary of the contents of the paper. Section 2 introduces the code-book designed to capture the information contained in the surface of call options. In doing so, we precise the type of additive processes which we use to reproduce call prices at any given time. The class of pure jump martingales providing the risk neutral dynamics of the underlying asset, together with the definition of tangent Lévy models are presented in Section 3. There, we explain how the static code-book, given by the time-inhomogeneous Lévy density, is set in motion by means of a stochastic dynamics of Itô's type in a function space. Section 4 is devoted to the derivation of the consistency conditions: the necessary and sufficient conditions for a given dynamic Lévy density and an underlying process to form a tangent Lévy model. These conditions are formulated explicitly in terms of the semimartingale characteristics of the processes (including a drift restrictioǹ a la HJM). We prove existence of a large class of tangent Lévy models in Section 5. We construct explicit examples and briefly discuss their implementation in Section 6. Two short appendices are devoted to the technical proofs of results needed in the text.
Preliminaries
In this section we summarize the results on additive processes, which we subsequently use to construct new code-books for the call price surfaces.
Background on Additive Processes
Additive processes are Lévy processes without time homogeneity, so most of their properties can be derived from the results known for Lévy processes. Let us denote by S T T ≥0 the exponential additive pure jump martingale, given by the solution of the following stochastic integral equation:S
whereÑ (dx, du) is a Poisson random measure (associated with the jumps of the logarithm of the process) which has the following deterministic compensator
Definition (1) looks indeed like an equation forS, but, in fact, a simple application of Itô's rule shows that the solution is given byS T = expX T , with
being an additive process (which explains the terminology "exponential additive"). In order for the expressions above and the derivations that follow to make sense, we need to assume that the Lévy density κ satisfies
Let us assume for a moment that 0 ≤ t < T are fixed. Then, for each bounded Borel subset B of R, the random variableÑ (B × [t, T ]) has the same distribution asN (B × [t, T ]), whereN is a time-homogeneous Poisson random measure given by its Lévy measurê
Therefore, the conditional distribution ofX T givenX t = x is the same as the distribution at time T − t of a Lévy process which starts from x at time 0, and has Lévy measureη. If, for t = 0 and x = logS 0 , we denote such a process byX, we can apply the classical theory developed for Lévy processes (see for example Theorem 25.3 and 25.17 in [32] ) to conclude that
which is true for any T > 0. Notice also that, by definition,S is the stochastic (Doléans-Dade) exponential of the processỸ defined bỹ
The above observations yield thatS is a positive local martingale, which, together with (6), implies thatS is a true martingale by a standard argument. This fact is also mentioned on p. 460 of [11] .
Option Prices in Exponential Additive Models
We now consider a financial market consisting of a single underlying index, assume that the interest rates are zero and pricing is done via expectations under a risk-neutral measure. We denote the level of the underlying index at time t by S t . For the rest of this section, time t is fixed and S t should be viewed as a fixed positive real number (we will give prescriptions for its stochastic dynamics in the subsequent sections). Then, in a hypothetical model, in which from time t on the underlying risk-neutral dynamics are given byS, defined in (1), and the market filtration is generated byS, the time t price of a call option with strike K = e x and maturity T is given by
It is clear that the above call prices are uniquely determined by the conditional distribution of (Su) u∈[t,T ] , givenS t = S t , which in turn, depends only upon S t and κ. This justifies the notation C St,κ .
It is important to keep in mind the fact that the model given by (1) is not the actual model for the underlying asset which we propose and study in this paper! The rest of this section is devoted to the derivation of analytic expressions for the call prices (7) in terms of the Lévy density κ of the process (Su) t≤u≤T . Notice that, although the derivation of equations (10) and (12) below is heuristic, a rigorous proof of the resulting formula (13) is given by (14) and references listed in the subsequent paragraph.
Repeating essentially the derivations from [6] or [12] , we obtain the following Partial Integro-Differential Equation (PIDE) for the call prices (see, for example, equation (13) in [6] )
where Dx denotes the second order partial differential operator Dx = ∂ 2 x 2 − ∂x and
is the double exponential tail function introduced in [6] . We will sometimes write ψ(f (T ); x) instead of ψ(f (T, · ); x) when the function f has two arguments.
The initial value problem (8) involves constant coefficient partial differential operators and convolutions, so it is natural to use Fourier transform. Unfortunately, the function giving the initial condition in problem (8) is not integrable on R, hence its Fourier transform is not well defined as a function in the classical sense. In order to resolve this problem, we rewrite (8), differentiating both sides with respect to the "log-strike"variable x (see [7] for the alternative approach). Using the notation ∆ t (T,
We chose to use the Greek letter delta as it is, at least in finance, the standard notation for the derivative of the price of an option with respect to the underlying value or the strike. Because of the presence of the two arguments T and x, we believe that this choice will not create confusion with the use of ∆ for the Laplacian or second derivative. The initial condition of the above problem being in L 1 (R), we can solve (10) in the Fourier domain. As a general rule, we shall use a superscript "hat" for the direct Fourier transform, and a "check" for the inverse Fourier transform, so that
As a side remark we notice that the first equation above gives a mapping from the call prices (as given by∆) to κ (as given byψ). We continue deriving analytic expressions for call prices in terms of κ. Solving (12), we obtain
Here and throughout the paper we use the notation
Notice that in this section, the maturity T is never smaller than the current calendar time t, and, therefore, T ∧ t = t. However, since (13) will be referenced in the subsequent sections, where the domain of the T -variable does not depend upon t, we need (13) to be well defined for t > T . Notice now that, as shown in Appendix A, the following equality holds
As mentioned earlier, the distribution of logS T , conditioned by logS t = log S t , is the same as the marginal distribution at time T − t of a Lévy process that starts from log S t at time 0 and has Lévy measure (5) . Exponential Lévy models in finance have been studied rather thoroughly, and several methods for the computation of option prices have been proposed. In the present situation, equality (14) establishes an equivalence between (13) and the well known formula for the Fourier transform of call prices in the exponential Lévy models, derived in [7] and also stated in [11] (see, for example, equation (14) in [7] or equation (11.19) in [11] ). This simple observation provides a rigorous proof of (13) .
It also follows from the representation formula (14) that, for all ξ ∈ R,
which implies that∆ t (T, · ) ∈ L 2 (R). The Fourier transform and its inverse are well defined and unitary on this space. In particular, inverting the Fourier transform and integrating, one can obtain the following expression for C St,κ t (T, x):
The purpose of formula (16) is not to provide the most efficient method for the computation of call prices in the exponential Lévy and additive models. The interested reader is referred to [7] , [11] and the references therein for more on such methods. In fact, for the derivations that follow, formula (13) is the most convenient analytic representation of the call prices in exponential additive models, and it will be used in the subsequent sections. We chose to provide equation (16) only for the sake of completeness and in order to highlight the difficulties associated with it (see the paragraph following the proof of Proposition 6).
Tangent Lévy Models
In this section we introduce the family of models studied in this paper. From now on, we fix T > 0 and we consider only t ∈ [0,T ]. We work with a stochastic basis (Ω, F, F, Q), the filtration F satisfying the usual hypotheses (see definitions I.1.2 and I.1.3 in [23] ), and on which all the random processes introduced below are defined.
Our financial market consists of a single underlying asset whose price is given by an adapted semimartingale (S t ) t∈[0,T ] , and we assume that European call options with all possible strikes K = e x and maturities T ∈ (t,T ] are available for trade at time t at the price C t (T, x) given by the conditional expectation under Q of the payoff at maturity T .
As explained in Section 1, we are interested in constructing a class of models in which call prices have explicit and flexible dynamics. Namely, we assume that, at each point in time t, there exists a nonnegative function κ t ( · , · ), such that the call prices are given by (7). We emphasize that the surface κ t characterizing the call prices, is different at each instant t, explaining why we now add the time as a subscript. With the above convention, we can model explicitly the joint dynamics of κ t and S t through a system of stochastic differential equations, which in turn, produce the dynamics of the call prices. Clearly, one needs to make sure that the dynamics of S t and κ t are such that the two "definitions" of the call prices are consistent with each other, namely that the call prices produced by κ via (7) are indeed the conditional expectations of the corresponding payoffs. This results in the consistency conditions, which take the form of restrictions on the characteristics of S and κ and are formulated explicitly in Theorem 12 in Section 4. The rest of this section is mostly concerned with defining a priori dynamics of κ t and S t .
Function Spaces
First, we choose a state space for the stochastic process κ = (κ t ) t∈[0,T ] . Recall that all it has to satisfy in order to produce feasible call prices, besides nonnegativity, is (4). We introduce the Banach space B 0 of equivalence classes of Borel measurable functions f : R → R satisfying
Next, we define the Banach space B of absolutely continuous functions f :
Recall that a Borel function f : [0,T ] → B 0 is said to be absolutely continuous if there exists a measurable function g : [0,T ] → B 0 , such that for any t ∈ [0,T ] we have
where the above integral is understood as the Bochner integral (see p. 44 in [16] 
It is not hard to establish (via iterative use of Cauchy's inequality) that H 0 ⊂ B 0 , H ⊂ B and
where the notation means that the natural inclusion of the space on the left into the space on the right is one-to-one with dense range. Clearly, the completion of H 0 in · B 0 norm is B 0 (since H 0 contains the set of all bounded Borel functions with bounded support, which is dense in B 0 ), and the completion of H in · B norm is B. Thus, the couple (H, B) is indeed a conditional Banach space.
Model Definition
Here we define the components of the model more specifically. In particular, we assume that the risk-neutral evolution of the underlying index is given by (S t ) t∈[0,T ] , which is a càdlàg martingale, satisfying, for every t ∈ [0,T ], almost surely
where M is an integer valued random measure 
for all ε > 0, and
almost surely. Formula (17) looks like an equation for S, however, as it was demonstrated in Section 2, a simple application of Itô's rule shows that S t = exp X t , where
Starting from (18), we can work backwards to obtain (17) , implying the positivity of S.
Notice that (17) implies that S is a local martingale. However, the martingale property does not follow immediately and has to be enforced exogenously, by, for example, assuming a form of Novikov condition for pure jump processes.
Remark 1
The martingale property of S can be guaranteed by the following version of Novikov condition
This follows from Theorem IV.6 in [27] and the following estimate
which holds for all x ∈ R.
Another way to ensure the martingale property is presented in Section 5.
We now define the dynamics of κ.
and the following representation holds almost surely
where B = (B Remark 3 Notice that κ takes values in an infinite dimensional space, therefore, it may seem natural to have an infinite dimensional Brownian motion driving its dynamics. Indeed, it is possible to treat the case of m = ∞ by considering the canonical Gaussian measure of some real separable Hilbert spaceH and its associated cylindrical Brownian motion B (see [4] or [25] ). The process β in this case would take values in the space of Hilbert-Schmidt operators fromH into H, and β n t would be the value of β t on the n-th vector of some orthonormal system inH. All the results presented in this paper, as well as their derivation, essentially remain the same in the case of m = ∞. However, in order to avoid some technicalities, we assume that m < ∞ or equivalently, thatH is finite dimensional.
Remark 4
The time evolution of κ defined by (19) is obviously not the most general. A straightforward extension of the present framework would be to introduce jumps in the dynamics of κ. This is natural since we do allow for jumps in the underlying process. And, although some of the derivations in the subsequent sections will have to be modified if κ has jumps, we believe that there is no serious obstacles for treating this case. However, we restrict our framework to the continuous evolution of the code-book, in order to increase the transparency of the results and their derivations.
We can now give the definition of a tangent Lévy model.
Definition 5 A pair of stochastic processes
, where S is a positive (scalar) martingale and κ is a dynamic Lévy density, form a tangent Lévy (tL) model if, for any x ∈ R, T ∈ (0,T ] and t ∈ [0, T ), the following equality holds almost surely
where C St,κt t (T, x) is defined by (7), for each (t, ω),
Finally, for the sake of simplicity, we make some regularity assumptions on the structure of β n t (T, x) as a function of x. These assumptions will only be used at the end of the proof of Theorem 12, namely, to compute the right hand side of (30) . Roughly speaking, the regularity assumptions make sure that the derivatives of β n t (T, · ) are well defined, decay exponentially at infinity and satisfy locally some integrability properties.
For convenience, we introduce
whenever the derivatives appearing in right hand side are well defined.
Regularity Assumptions. For each n ≤ m, almost surely, for almost every t ∈ [0,T ], we have:
RA4 For any
T ∈ [t,T ], R (e x − 1) β n t (T, x) = 0.
Consistency Conditions
The main objective of this section is to provide necessary and sufficient conditions for a given underlying process and a dynamic Lévy density to form a tangent Lévy model. These conditions are expressed explicitly in terms of the semimartingale characteristics of these processes. These consistency conditions are stated in Theorem 12.
We use the notation of Section 3 throughout this section, and S = (S t ) t∈[0,T ] always stands for a càdlàg martingale, satisfying (17) , and κ = (κ t ) t∈[0,T ] for a dynamic Lévy density, with corresponding Brownian motion B and processes α and β (as described in Definition 2). Some of the formulas from Section 2 (namely, (7) and (13)) are also used in this section, with κ t,ω ( · , · ) in lieu of κ ( · , · ). We begin with produced by κ is a martingale.
Proof:
The fact that the martingale property is necessary follows immediately from the definition of a tL model. So we only prove sufficiency. Fix some T ∈ (0,T ] and notice that every call price C St,κt t (T, x), defined via (7), is bounded by S t , which implies that the call price process is uniformly integrable. The martingale convergence theorem yields that, as t T , each call price process has a limit, in "almost sure" and L 1 (Ω) sense. We show that this limit is (S T − − e x ) + . First, notice that κ t (T, · ) B 0 is almost surely bounded over t ∈ [0, T ] and make use of the estimate (20) to conclude that, as t
for all ξ ∈ R. This yields that, as t T ,∆ t (T, ξ) given by (13) converges to
Therefore, there is a sequence tn T , such that ∆ tn (T, x) converges (to the same limit) for almost every x ∈ R. Now, recall (7) and apply the dominated convergence theorem to conclude that almost surely, the call prices vanish, as x goes to infinity. This, together with the nonnegativity of ∆ t (T, x), implies that
From the convergence of the call prices, we conclude that the above integral converges almost surely along {tn}. Recall that the L 1 ([x, ∞)) and "almost everywhere" limits of ∆ tn (T, · ) should coincide, which gives us the desired expression for the limit of call prices. It only remains to notice that S T − = S T almost surely, since S does not have any fixed points of jump, because of the absolute continuity of its compensator.
Thus, in order to characterize consistency of S and κ, we need to determine when the call prices produced by κ are martingales. It may seem reasonable to pursue the following strategy: consider the (T, x)-surface of call prices at time t as a function of S t and κ t , prove Fréchet differentiability of this function, then apply an infinite dimensional version of Itô's formula to obtain the semimartingale representation of call prices, and, finally, set the drift term to zero. This approach was successfully used in [3] . However, Fréchet differentiability of the call prices with respect to κ cannot be proven by direct computation in the present situation: in particular, straightforward differentiation inside the integral in (16) results in a non-integrable expression. To take full advantage of the specifics of our set-up, we characterize the martingale property of call prices in the Fourier domain first, and then "carry it through" by Fourier inversion.
From now on we assume that S also satisfies (17) with the corresponding random measure M and its compensator K (described in Section 3).
Semimartingale Property in Fourier Domain
First, we need to show that∆ t (T, ξ) defined by (13) , with κ t ( · , · ) in lieu of κ( · , · ), is a semimartingale as a process in t. Fix any T ∈ (0,T ], ξ ∈ R and ε ∈ (0, T ) and consider the mapping
given by
whereψ is defined in (11). Next we study the properties of F T,ξ ( · , · ).
, and the partial derivative ∂F T,ξ /∂t is jointly continuous on
Proof:
Since we limit ourselves to t < T − ε, it is clear that:
Notice that ψ can be viewed as a continuous linear operator from
where c i 's, appearing here and further in the paper, are positive constants. The above implies thatψ is a continuous operator from B 0 into C(R). Then we have
Using the above inequality, it is easy to see that
is jointly continuous. Expressions for the first two derivatives of F T,ξ with respect to v follow immediately from (20) and the estimates on residuals in the Taylor expansion of the exponential function. Their continuity follows, again, from the estimate (21).
Corollary 8
The stochastic process F T,ξ (κ t , t) t∈[0,T −ε] is an adapted continuous semimartingale with the following decomposition
Proof:
Follows immediately from Itô's lemma for conditional Banach spaces (see, for example, Theorem III.5.4 in [25] ).
Corollary 9 The stochastic process
is an adapted semimartingale with the following decomposition
Follows from the previous corollary and the general form of Ito's lemma applied to semimartingales with jumps (see, for example, Theorem I.4.57 in [23] ).
Notice that the values of F T,ξ and its derivatives do not depend upon ε, only the "time" domain does. Then, since we can choose ε > 0 arbitrarily small, the semimartingale decomposition given in Corollary 9 holds for all t ∈ [0, T ), and we can drop ε.
Still for T and ξ fixed, we introduce the processes
so that
Main Result
In order to go back from the Fourier domain to the space domain, we need to use the inverse Fourier transform of generalized functions or Schwartz distributions, and consequently, we need to understand, as we start varying ξ, in which spaces the above stochastic processes take values.
We denote by S 0 the space of (complex-valued) absolutely bounded Borel functions on R which decay at infinity faster than any negative power of |x|.
Proposition 10 For any φ ∈ S 0 , T ∈ (0,T ] and t ∈ [0, T ), we have, almost surely:
Proof:
Recall that (15) yields
Similarly, we have
and since we also have
And since we have, almost surely
by construction, the integrability properties of α, β n 's and K, the definition of S 0 , together with the above estimates imply the first two inequalities of the proposition.
In order to prove the remaining inequality, we recall that, as discussed in Section 3, M (dx, du) has only a finite number of atoms in (R \
holds almost surely. Since
the left hand side of (22) is finite almost surely, as it is bounded from above by
Notice that the nonnegativity of κ t is required in order to make use of (15), which only makes sense if T −1 T 0 κ t (u, · )du can serve as a Lévy density. We use the standard notation S for the Schwartz space of (complex-valued) C ∞ functions on R whose derivatives of all orders decay at infinity faster than any negative power of |x|. Then any polynomially bounded Borel function f can be viewed as a continuous functional on S via the duality
(24)
Corollary 11 For any φ ∈ S, T ∈ (0,T ] and t ∈ [0, T ), the following equality holds almost surely:
Proof:
We use Fubini's theorem to change the order of integration in the first integral, and the absolute integrability follows from Proposition 10. Changing the order of integration in the last two integrals can be justified by the stochastic Fubini's theorem (see, for example, Theorem 65 in [31] ), which requires integrability of the square of the integrand with respect to "dξ × d[quadratic variation of the stochastic integrator]". This is justified, again, by Proposition 10.
Finally, we formulate the consistency conditions, namely, the necessary and sufficient conditions for the pair (S, κ) to form a tangent Lévy model (see Definition 5), expressed in terms of their semimartingale characteristics. 
+ ∂yψ β n t (T ); y ∂xψ β n t (T ); x − y dy, -Compensator specification
We use the notationβ
and we understand functions of the form ψ (f ; · ), and their derivatives, as defined and computed separately on (−∞, 0) and (0, ∞).
In view of Proposition 6, it is enough to show that equations (25) and (26) hold if and only if all the call prices, produced by κ, are martingales (up until expiry). Recall that the Fourier transform is a bijection on S, and it is defined on the space S * of tempered distributions (i.e. the topological dual of S) via the duality (24) . So, viewing∆ t (T, · ) as an element of S * , we have:
and therefore, for any φ ∈ S, Corollary 11 yields
We first show that the martingale property of the call prices produced by κ is equivalent to: almost surely for almost all t ∈ [0,T ), µ t (T, ξ) = 0 for all T ∈ (t,T ] and all ξ ∈ R, or, in other words, µ ≡ 0. Notice that almost surely for all t ∈ [0,T ), the function {µ t (T, ξ)} T ∈(t,T ],ξ∈R is jointly continuous. This observation is not necessary for the proof but helps avoid ambiguity in understanding what it means for µ t ( · , · ) to be equal to zero. If µ ≡ 0, for any fixed real numbers a and b such that a < b, we choose a decreasing sequence {φ k } k≥1 in S, such that
for every x ∈ R. This sequence, of course, will also converge in L 1 (R). Making use of (27), we conclude that
is a sequence of local martingales. Since each of them is bounded by a constant times S t (to see this, recall the first equality in (27) and the previous estimates of∆ t ), it is in fact a sequence of true martingales. The limit as k → ∞ of this sequence is, almost surely, for any t ∈ [0, T ), equal to
Since (28) is an almost surely decreasing sequence of martingales, by monotone convergence, its limit is a martingale. Thus, for any a, b ∈ R, the difference
is a martingale. Finally, since call prices almost surely decrease to zero, as strike goes to infinity, applying monotone convergence when b ∞, we conclude that all the call prices are martingales.
Conversely, if all the call prices produced by κ are martingales, then for any φ ∈ S we have that C
is a martingale as well. To see this, recall that a call price is a continuous function of log-strike and it is bounded by S t . Then C St,κt t (T, · ), φ can be viewed as a limit of Riemann sums X n t (T ), where the limit is understood for each t ∈ [0, T ) in "almost sure" sense. Varying t we find that each X n . (T ) is a martingale. From the dominated convergence theorem then, we see that
(Ω), and therefore, the limit is also a martingale.
For any φ ∈ S,
is also a martingale since φ ∈ S. Due to (27) , this implies that for any φ ∈ S and any T ∈ (0,T ], almost surely for almost all t ∈ [0, T ), we have
Now, we can choose a dense countable subset of S and conclude that, almost surely for almost all t ∈ [0,T ), the above equality holds for all rational T ∈ (t,T ] and all functions φ from the chosen set. This implies µ ≡ 0. Thus, the martingale property of the call prices produced by κ is equivalent to µ ≡ 0. Let us now formulate this condition in terms of α, β and K. Notice that an absolutely continuous function is equal to zero on an interval if and only if it is zero at a boundary point, and its derivative is zero almost everywhere in the interval. In order to simplify the analysis of the derivative, we will work with µ t (T, ξ)/F T,ξ (κ t , t) instead of µ t (T, ξ) (clearly, µ t (T, ξ) = 0 if and only if µ t (T, ξ)/F T,ξ (κ t , t) = 0). Letting T t in the equation µ t (T, ξ)/F T,ξ (κ t , t) = 0, we obtain
which is equivalent to (26) . To see this, we use the derivations given in detail in Appendix A and conclude that the above right hand side is equal to −2π(2πξ 2 + iξ)ψ(K t ; ξ), which implies thatψ(κ t (t) − K t ; ξ) = 0, which is equivalent to (26) .
Notice that the T -derivative of µ t (T, ξ)/F T,ξ (κ t , t) is well defined for all T ∈ (t,T ). Using Proposition 7 and the definition of µ t (T, x), we obtain
Equating it to zero, we obtain
Inverting the Fourier transform yields
where the derivatives are understood in a generalized sense (as operators on S * ). The above implication follows immediately from the properties of the Fourier transform (understood in the generalized sense, acting on S * ). However, due to the regularity assumptions AR1-AR4, the derivatives in (29) exist in the classical sense as well. We now solve (29) for α, or in other words, we invert the operator ψ. The inverse of ψ is e −x ∂ 2 x 2 − ∂x , which yields (30) given that the right hand side is well defined. The integral in (30) is well defined for all x = 0. However, a modicum of care is required differentiating it, since the second derivative of ψ is not absolutely integrable around zero. Typically, we need to compute an expression of the form
when f, g ∈ L 1 (R) are both absolutely continuous outside any neighborhood of zero and vanish at infinity. We also assume that their first derivatives are bounded and absolutely integrable outside any neighborhood of zero and, if multiplied by |x|, are locally absolutely integrable at zero. We should think of f (x) and g(x) as ∂xψ (β n t (T ); x) and ∂xψ β n t (T ); x respectively. We use integration by parts to pass the derivative under the integral. Without any loss of generality we assume that x > 0. Then
from which we conclude
Clearly, if in addition we assume that the first derivatives of f and g vanish at infinity, the first two derivatives of f and g are essentially bounded outside any neighborhood of zero, and the following expressions
are absolutely integrable functions of x ∈ R, then, repeating the above derivations, we obtain
Let us now continue with (30) . Notice that, although the definition of ψ involves only one integral, the integrand there depends upon the limit of integration, so that, effectively, ψ(f ; x) is a double exponentially weighted integral of f (see [6] ). However, its derivative is an integral operator:
The k-th order derivative of ψ (f ; · ), for any k = 2, 3, can be obtained by a straightforward calculation, and it takes the form of an exponential, e x , multiplied by a linear combination of the integral of f and its first k − 2 derivatives.
The above implies that, due to the regularity assumptions we made on β n t (T, x) (see RA1-RA4 in Section 3), the functions ∂xψ (β n t (T ); x) and ∂xψ β n t (T ); x have all the properties of f and g, introduced above.
Thus, the derivatives in (29) and (30) are well defined in the classical sense, and (30) and (32) yield (25) .
In fact, if we assume in addition that β n t (T, · ) is locally integrable at zero and satisfies an additional "symmetry" condition, then the drift restriction can be further simplified to take its most convenient form, which is used in Section 6 (see (39) and (48)).
Existence of Tangent Lévy Models
In Theorem 12 of Section 4 we described the tangent Lévy models in terms of the semimartingale characteristics of their components, S and κ. The question is now, how to parameterize explicitly a large family of tL models? We would like to identify the free parameter whose value can be specified exogenously and whose admissible values determine uniquely the tangent Lévy model. From Theorem 12 we see that β is a good candidate. In this section we show how to construct a consistent tL model from any admissible choice for β. However, in order to do so, we loose some generality: we introduce specifications that effectively reduce the class of tL models described in Section 3, but, at the same time, make them more tractable and amenable to implementation, and allow us to prove the existence result.
Choosing the Right Functional Subspaces
We first introduce a convenient specification of κ. A crucial point of the setup of Section 3 is the assumption of nonnegativity of κ. We would like to construct its dynamics in such a way that the nonnegativity property is preserved automatically. The most straight forward way to preserve nonnegativity, is to stop the process before it becomes negative. Unfortunately, the set of all f ( · , · ) ∈ B, whose essential infimum is negative, is dense in B, which means that we cannot control the corresponding stopping time by choosing the right initial condition κ 0 . This is a problem for both numerical implementation of the model, and for the further development of the theory, as one, eventually, would like to construct dynamics of κ in such a way that it never leaves the set of nonnegative functions without having to be stopped (see Proposition 17) .
Thus, we narrow down the state space B by fixing the asymptotic behavior of its elements at x → ∞ and at x → 0, so that κ is always of the form
for some fixed λ > 1 and δ ∈ (0, 1) and a functionκ t (T, · ) which belongs toB
the subspace of C(R) consisting of continuous functions with limits at ±∞, equipped with the standard "sup" norm. Clearly, such functions κ t (T, · ) are in B 0 . Thus, we can specify the time evolution of the dynamic Lévy density κ t by modelingκ t . For notational convenience, we introduce
From now on, we will use the notation "tilde" for the functions normalized by ρ. The motivation for such a choice comes from the CGMY model introduced in [5] .
Remark 13 Notice that the above specification is not the only possible. For example, we could have chosen κ to be of the form
which corresponds to modeling the intensities of positive and negative jumps separately. All the results obtained in this chapter can be extended to include the above specification, with the only difference that we would have to study the dynamics of two functionsκ + andκ − instead of a single one. However, for notational convenience, we will restrict ourselves to specification (34) .
In order to define the dynamics ofκ, we need to describe the state space of its diffusion coefficientβ. We would like to construct the dynamics ofκ so that the Theorem 12 could be applied to κ = ρκ, therefore, we need the regularity assumptions RA1-RA4 in Section 3 to be satisfied. Thus, we choose a Hilbert space G of absolutely continuous functions on R, whose first derivatives are in
for some positive constant c. For example, G can be defined as the space of functions on R, whose first derivatives vanish outside of some fixed compact, and whose second derivatives are square integrable.
Expecting, naturally, that β t = ρβ t , we note that it is not enough to require thatβ
is an element of G: the regularity conditions RA1 and RA4 are not satisfied for all β n t (T, .) of the form ρf , with f ∈ G. Recall also that we need to construct the dynamics ofκ so that the drift restriction (25) is satisfied for α = ρα and β = ρβ. Analyzing (25), we conclude that as x → 0, the asymptotic behavior of each term in the sums in the right hand sides of these equations depends only on the singularity of β n t (T, · ) andβ n t (T, · ) at zero. If we assume a power-type behavior of β n t (T, x), say, |x| − , around x = 0, computing the asymptotic behavior of the integrals in (25) , we see that their rate of growth as x → 0, is given by |x| −2 +1 (see, for example (62) for similar calculations). This means that the drift restriction can, potentially, increase the singularity at zero if β n t (T, · ) is not integrable at zero. Notice also that, on the other hand, when ≤ 1, the order of singularity will be decreased by the drift restriction. We know that the order of singularity of α t (T, x) at x = 0 should not exceed |x| −1−2δ , therefore, we need ≤ 1 + δ, which means that we have to restrict ourselves to β n t (T, x)'s which grow at most like |x| −1−δ at x = 0. Studying the drift restriction, we can also notice that it can potentially create some growth at x → ∞ (although not of a very high order), if β n t (T, · )'s do not vanish fast enough at infinity. The reader can consult the derivation of the estimates proven in Appendix B for more details.
Motivated by the above discussion, we define the spaceH 0 bỹ
where λ > 0 is some fixed real number.H 0 is a Hilbert space for the inner product inherited from G. So if we write functions f, g ∈H 0 in the form f (x) = e −λ |x| |x|
The spacesB andH, of functions of two variables, are then constructed fromB 0 andH 0 in the same way as B and H were constructed from B 0 and H 0 in Section 3, namely, using the norms:
Since the surfaceκ t ( · , · ) is continuous, it is convenient to introduce the following stopping timeτ
and stop the processκ atτ 0 . Notice that inf T ∈[t,T ],x∈Rκ t (T, x) is an adapted continuous process in t, henceτ 0 is a predictable stopping time (see, for example, Proposition I.2.13 in [23] ). Notice thatκ t∧τ0 ( · , · ) is almost surely nonnegative, and therefore, so is κ t∧τ0 ( · , · ).
We construct the dynamic Lévy density κ = (κ) t∈[0,T ] in the form κ t = ρκ t∧τ0 , with
where B = (B 1 , . . . , B m ) is a multidimensional Brownian motion,α is a progressively measurable integrable random process with values inB, and eachβ n is a progressively measurable square integrable random process with values inH.
It is not hard to see that κ = (ρκ t∧τ0 ) t∈[0,T ] withκ defined by (37), is indeed a dynamic Lévy density in the sense of Definition 2, with
(38)
Recall that we are only interested in dynamic Lévy densities which are consistent with the underlying (so that the two form a tL model). It is easy to check that the assumptions RA1-RA4 of Section 3 are satisfied for β defined by (38), and applying Theorem 12, we rewrite the consistency conditions in the new variables:
where we introduced the notation In this section we only use the "sufficiency" of the consistency conditions given in Theorem 12. Therefore, we assume that (39) holds almost surely for all x ∈ R and all t, T ∈ [0,T ]. Notice that for any admissibleβ, we can useα t = Qβ t to constructκ = (κ) t∈[0,T ] via (37), and then stop it atτ 0 (clearly, the stochastic differential of the stopped process will have the drift Qβ t 1 t≤τ0 and the diffusion coefficientβ t 1 t≤τ0 ). Then the only remaining question is whether the process Qβ
is admissible (satisfies the properties assumed forα).
The following lemma gives a positive answer to this question.
Lemma 14
For any vector of progressively measurable square integrableH-valued stochastic processes,β = β n m n=1
, the process Qβ
, defined in (40), is a progressively measurable integrable random process with values inB.
Proof:
Given in Appendix B.
The above algorithm gives us the dynamic Lévy density κ = ρκ, but what is the underlying process S, for which the pair (S, κ) is a tL model? Assuming that S satisfies (17), the only thing that is required for the consistency, is the compensator specification in (39). Let us now show how to construct a pure jump martingale with given characteristics.
Jump Measure Specification
Assume that we are given a Poisson random measure N (an integer valued random measure with deterministic compensator) with intensity ρ(x)dxdt, where ρ is defined in (35) . Notice that this particular form of the compensator is not crucial for our derivations, as long as the compensator is absolutely continuous, takes finite values on the sets
and is equal to infinity on ([−ε, ε] \ {0}) × [0, t], for any ε > 0 and t ∈ (0,T ]. We choose to use ρ(x)dxdt in order to simplify some of the notation.
We construct the measure M corresponding to the jumps of the logarithm of the underlying, as having the same times of jump as N , but with, possibly, different jump sizes. In other words, if {Tn, xn} denote the atoms of N , then we assume that the atoms of M are given by {Tn, W (Tn, xn)}, for some predictable random function W : Ω × [0,T ] × (R \ {0}) → R (see Definition 1.4 in Section II.1 of [23] ), which we need to specify.
In order for ρ(x)κ t (t, x)dxdt to be a compensator of M , it is necessary and sufficient that the following is satisfied: for any nonnegative predictable function f :
Notice that, by construction of M , the above right hand side is equal to
which in turn, by the definition of a compensator (and because W is predictable), is equal to
Thus, we need to find a predictable function W such that, for any nonnegative predictable f , we have
Such a function W may not be unique since the random measure M is not uniquely determined by its compensator. However, now with a possible loss of generality, we choose a specific form of W , which satisfies (41). First, we introduce functions
and make a change of variables in (41) (more precisely, we perform the standard change variables in the Lebesgue integrals with respect to x under the mapping
separately on the positive and negative half lines) to deduce that (41) is equivalent to
where F −1 t ( · ) and G −1 ( · ) are the generalized inverse functions, left continuous on the negative half line and right continuous on the positive one. Thus, the specification W (t, x) = Wκ t (x) with
fulfills (41). An important property of representation (42) is that Wκ t is expressed through κ t in a deterministic manner. In particular, it implies that Wκ t (x) is indeed predictable. To see this, notice that, for any 0 < a < b < ∞ (the case of negative half line is treated similarly), we have
And since
are predictable processes (recall thatκ is a continuous process inB), we have that
are predictable random functions. Therefore, the above sets are measurable with respect to the product of the predictable and the Borel sigma-algebras, which implies that Wκ . ( · ) is a predictable random function.
Thus, we conclude that the integer valued random measure M , defined by its atoms
Tn, Wκ
Tn (xn) , has the compensatorκ t (t, x)ρ(x)dxdt. Notice also that by construction,
, as a random function, is locally integrable with respect to N (see II.1.27 in [23] for the definition of such an integrability). To see this, consider, for example, x > 0 (as before, the case of negative half line can be treated similarly) and notice that, as x → 0, we have
for some c 1 > 0. Hence, for any constant c 2 > 0, we have
for all small enough x > 0. Now it only remains to notice that, sinceκ t is a continuous process with values inB, almost surely, there exists a constant c 3 > 0, such that for all t ∈ [0,T ] and x > 0, we have
Applying F −1 t to the above inequality and using estimate (43) we obtain
for some c 4 > 0. Then, changing variables from "x" to "c 4 x" and repeating the same argument for x < 0, we conclude that, almost surely, Wκ t (x) is bounded by a linear function of |x|, whenever x changes in some neighborhood of zero, uniformly over t ∈ [0,T ]. This implies that Wκ . ( · ) is locally integrable with respect to N .
Existence Result
Making use of the above constructions, we restrict our framework to dynamics of (S t ,κ t ) t∈[0,T ] of the form
where ρ is defined in (35) ,τ 0 is given by (36), Wκ t is defined in (42), Qβ t is given by (40),
m ) is a multidimensional Brownian motion, N is a Poisson random measure (with compensator ρ(x)dxdt), eachβ n is a progressively measurable square integrable random process with values inH, and the stochastic integrals in (44) are understood as their càdlàg modifications.
Finally, we need to make sure that the martingale property of the underlying price S (which was imposed exogenously in Section 3) is satisfied. In general, S, given by (44), is a martingale if and only if the following holds
To see this, recall that S is a positive local martingale (see (18)), and repeat the argument presented in Subsection 2.1. Notice that, ifκ is independent of N , the process X t = log (S t /S 0 ) has conditionally independent increments with respect to the σ-algebra generated by (κ t ) t∈[0,T ] . Applying the Theorem II.6.6 in [23] , we conclude that the conditional distribution of XT , given (κ t ) t∈[0,T ] , is the one of the corresponding additive process at timeT . Then, using the argument presented in Section 2 (recall (6)), we conclude that the respective conditional expectation of exp (XT ) is equal to one, which yields (45). Thus, in view of (44), the martingale property of S can be guaranteed by assuming thatβ and the Brownian motion B are independent of the Poisson random measure N .
Remark 15
It may seem too restrictive to require thatκ is independent of the measure N , which governs the arrival of jumps. In fact, it could be interesting to consider models in which the behavior of the intensity changes, when large jumps occur. Then, in order to guarantee the martingale property, we can use the version of Novikov condition, given in Remark 1, which in the present setup rewrites as
Finally, we can formulate the desired existence result. 
Proof:
The construction presented before Lemma 14 providesκ satisfying the first line of (44). This construction is clearly unique givenβ and B, and the resulting dynamic Lévy density κ = ρκ satisfies the drift restriction (25) . Givenκ and N , the process S is uniquely defined by the second line of (44), and, by construction, it satisfies (17) and the compensator specification (26) . Moreover, by the argument presented before Remark 15, under the independence assumption of the theorem, the process S is a martingale. A simple application of Theorem 12 completes the proof.
Notice that in some sense, the above theorem provides a local existence result: (44) implies that the processκ stops atτ 0 , and from this time on, the underlying evolves as the exponential of a process with independent increments. Notice that this does not necessarily lead to any pathological behavior of the underlying since, most likely,κτ 0 (T, x) is equal to zero at only "few" points (T, x), so that the resulting Lévy density is not degenerate. However, the need to stopκ atτ 0 may not be a desirable property, in particular if one is looking for some kind of stationarity in the model. Therefore, it is reasonable to consider the diffusion coefficients β n t m n=1 (and thereforeα t ) as functions ofκ t , so that the resulting dynamics ofκ guarantee that it always stays positive (in other words,τ 0 = ∞ almost surely). In such case, it is also possible to makeβ t , and thereforeκ t , depend upon S t . Then, of course, the assumption of independence ofβ and N , made in Theorem 16, would be violated, and we would need to make sure that, for example, the dynamics ofκ t are such that κ t B is almost surely bounded over t ∈ [0,T ] by a constant in order to use Remark 15. In addition, the system (44) would become a "true" system of equations for S andκ (when all the terms in the right hand side have a nontrivial dependence upon the left hand side, unlike it is in the present setup), and the questions of existence and uniqueness of the solution would be significantly more complicated. Analogous questions of existence and positivity appeared in the context of fixed-income markets, namely, in the case of the HJM equation with state-dependent coefficients, and one can, for example, consult with the recent work of Filipović, Tappe and Teichmann [18] for the relevant techniques. In the present paper, we do not provide the analysis of this problem in full generality. However, Section 6 illustrates the above discussion with an example of a tL model (S t , ρκ t ) t∈[0,T ] , in whichκ is constructed to stay positive at all times.
Example of a Tangent Lévy Model and Implementation
In this section, we give an explicit example of a tangent Lévy model which does not need to be stopped beforeT . We pick λ > 1, λ > 0, δ ∈ (0, 1) and assume that we are in the setup of Section 5, in particular, the dynamics of the model are given by (44). Then, according to Theorem 16, in order to construct a tL model, we only need to specify the progressively measurable and square integrable processes {β n } n=1,··· ,m with values inH.
We choose m = 1 and use the notationβ forβ 1 , which is specified in the following waỹ
where γ is some scalar random process, which will be specified later, andC is any bounded absolutely continuous function, with bounded derivatives, such that
Such form ensures thatβ t takes values inH. In addition, the local integrability of ρC at zero, together with (47), will allow for further simplification of the drift restriction. It is clear, however, that the algorithm described below works for all functions C ∈H 0 (see the definition in Section 5). Notice that with the above specification, we have
where ρ is defined in (35) . Now we computeα from the drift restriction. The absolute integrability of ρC and condition (47) imply that ∂xψ ρβ n t (T ); x and ∂xψ ρβ n t (T ); x are absolutely continuous functions of x ∈ R. Then, integrating by parts in (40), we obtain
where we used
The right hand side of (48) provides the simplest form of drift restriction (25) (recall (39) for the meaning of Qβ t ). Using the bilinear property of the drift operator, from (48) we obtain
where
Conclusion and Future Research
In this paper, we introduced a new class of market models based on European call options. Consistent with the market model philosophy, these models allow to start with the observed surface of call prices and prescribe explicitly its future stochastic dynamics under the riskneutral measure. In particular, such dynamics do not produce arbitrage, and for example, can be used to simulate the future (arbitrage-free) evolution of the implied volatility surface in a rather flexible way. This is in stark contrast with the classical models in which the implied volatility surface has very rigid dynamics. We outlined the main steps of a possible implementation algorithm, and provided a specific example.
Unlike the models of dynamic local volatility considered in [3] and [2] , the present framework is consistent with the assumption that the underlying is given by a pure jump process. Therefore, the classes of tangent Lévy and dynamic local volatility models do not intersect, except for some degenerate cases. In addition, the consistency conditions for tangent Lévy models have a rather simple and convenient for implementation form. This allowed us to prove an existence result, which we were not able to obtain in the case of dynamic local volatility.
Notice that, in order to obtain initial condition for the code-book dynamics, we had to assume (recall the introduction) that market prices of call options can be recovered by the use of a pure jump exponential additive model. The future call price surfaces produced by a tangent Lévy model satisfy this property by construction. Then, naturally, one would like to describe explicitly the set of all possible call price surfaces that satisfy the above property and therefore fall within the scope of tangent Lévy models. Addressing this issue, one possible approach is to ask: what are the possible underlying risk-neutral dynamics which produce call price surfaces that can be represented through some time-inhomogeneous Lévy density? In other words, we would like to characterize the class of stochastic processes whose marginal distributions can be mimicked by some exponential additive process. As discussed in the introduction, the answer to analogous question in the continuous case was provided by Gyöngy [19] , whose results imply that, under some technical conditions, call price surfaces produced by underlying Itô processes can be represented via a local volatility code-book. Unfortunately, there is very little hope that by imposing some technical assumptions, we can guarantee that every pure jump martingale has marginal distributions of some exponential additive process, since in particular, this would imply that these marginal distributions are infinitely divisible (see [8] for an alternative representation of the one-dimensional distributions of semimartingales with jumps). Nevertheless, for practical purposes, considering only infinitely divisible distributions is of course sufficient since the full marginal distributions of the underlying are never known precisely.
Finally, we would like to mention a possible extension which would allow the resulting models to have some qualitatively different characteristics, and as we believe, can be obtained by following the program outlined in the present paper. Namely, we suggest that instead of considering the code-book consisting of the Lévy density alone, one could also include a constant, which would have the meaning of the "instantaneous volatility". In this case, the marginal distributions of the logarithm of the underlying would be reproduced by an additive process with a nontrivial Brownian motion component, and it would make it possible to allow the underlying to have a nonzero continuous martingale part. The extended code-book, consisting of the Lévy density and the (scalar) "volatility", can then be put in motion, and one can try to derive the corresponding consistency conditions using the techniques presented in this paper. And similarly proceed with the negative half line. As a result, we obtain On the other hand, according to the Lévy-Khinchine formula E e i(−i−2πx) logS T logS t = 0 = exp (T − t) R e y(1−2πix) − e y (1 − 2πix) − 2πix κ(y)dy , which yields (14).
Appendix B
Proof of Lemma 14: Throughout this proof,α t := Qβ t . We need to show thatα t ( · , · ) ∈B and itsB-norm is integrable in t ∈ [0,T ]. The fact thatα is progressively measurable follows from its representation throughβ.
where ( * ) is the integrand in the right hand side of (57). Let's estimate I 1,5 , making use of (56) Similarly, we proceed with the first integral In the same way we can estimate the third integral Before providing estimates for the two remaining integrals, notice that, sinceβ
is absolutely continuous function of x outside any neighborhood of zero, the same is true for Thus, we continue
