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a b s t r a c t
By maximizing the expected utility, we study the optimal allocation of policy limits and
deductibles from the viewpoint of a policyholder, where the dependence structure of
losses is unknown. In Cheung (2007) [K.C. Cheung, Optimal allocation of policy limits and
deductibles, Insurance: Mathematics and Economics 41 (2007) 382–391], the author had
considered similar problems. He supposed that a policyholder was exposed to n random
losses, and the losseswere general risks there, i.e., the loss on each policywas just a random
variable. In this paper, the model is extended in two directions. On one hand, we assume
that n policies of the n losses are effected by random environments. For each policy, the loss
under a fixed environment is characterized by a random variable, so the loss on each policy
is a mixture of some fundamental random variables. On the other hand, loss frequencies,
which are stochastic, are also considered. Therefore, the whole model is equipped with
mixture risks and discount factors. Finally, we get the orderings of the optimal allocations
of policy limits and deductibles. Our conclusions also extend the main results in Hua and
Cheung (2008) [L. Hua, K.C. Cheung, Stochastic orders of scalar products with applications,
Insurance: Mathematics and Economics 42 (2008) 865–872].
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In recent years, capital allocation problems have been studied extensively. For a company, there are lots of ways to
allocate the total capital to its different business units. Myers and Read [1] considered capital allocation principles based
on the marginal contribution of each business unit to the company’s default option. Kalkbrener [2] proposed an axiomatic
capital allocation system. Denault [3] studied allocation problems with game theory, where a risk measure was viewed as a
cost function. Recently, risk measures have been used in allocation problems, for example, in [4]. Tsanakas [5] also studied
allocation problems under a dynamic setting, where the relevant risk measure was a distortion risk measure. Tsanakas [6]
proposed his ownmodel in amore general case, and convex riskmeasures were used there instead. In closely relatedworks,
the problems of optimal allocation were also studied in many papers, such as in [7–9]. However, among the performances
of the various business units of the company, their mutual dependencies make capital allocation more complicated. From
[10–12], we can get a recognition about the effect of the dependent structure. For the dependence structure, Cheung [12]
gave an alternative method: since the dependence structure was unknown, he adopted a conservative attitude towards the
uncertainty. He assumed that the dependence structure wasmost unfavorable, then studied the optimal allocation problem
in this worst dependence structure.
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In this paper, by maximizing the expected utility, we consider the problems about the optimal allocation of policy limits
and deductibles from the viewpoint of a policyholder, where the dependence structure of losses is unknown. We suppose
that a policyholder is exposed to n random losses, and through paying a premium, he could obtain coverage from an insurer.
Policy limit and deductible are two common forms of coverage, when the total policy limit or the total deductible is granted,
the policyholder can allocate them arbitrarily among the n losses. Cheung [7] had considered similar problems, where the
losses were general risks, i.e., the loss on each policy was just a random variable. In present paper, the model is extended in
two directions. On the one hand, we assume that n policies of the n losses are effected by discrete random environments,
and denote all environments that n policies face by J . Three states, J = {1, 2, 3} for instance, reflect the influence of weather
on plants. In agriculture insurance, ‘‘1’’ might be the environment under very good conditions (sunny days, fine soil), ‘‘2’’
might be the environment under normal conditions, and ‘‘3’’ might be the environment under bad conditions (rainy and
foggy days, wicked soil, flood, pests, and so on). For each policy, the loss under a fixed environment is characterized by a
random variable. So the loss on each policy is a mixture of some fundamental random variables, and its exact expression is
given in Section 3. On the other hand, we also consider loss frequencies, which are stochastic. Finally, we get the orderings
of the optimal allocations of policy limits and deductibles. Our conclusions extend the main results in [7,8] as Remark 5.1
states.
The rest of this paper is organized as follows. Some basic results about comonotonicity are recalled in Section 2. Section 3
gives the model studied in this paper. In Section 4, some important definitions and lemmas, which lead central roles in the
proofs of the latter results. Finally, Section 5 shows the main conclusions about the optimal allocation of policy limits and
deductibles.
2. Comonotonicity
To begin with, we point out that all random variables in this paper are defined on a common probability space (Ω, F, P).
Some definitions and known results are listed in this section, which will be used in the analysis part of the paper later.
Definition 2.1. A subset A of Rn is said to be comonotonic if whenever x = (x1, . . . , xn) and y = (y1, . . . , yn) are elements
of A, either xi ≤ yi for all i or yi ≤ xi for all i. A random vector X = (X1, . . . , Xn) ∈ Rn is said to be comonotonic if there is a
comonotonic subset A of Rn, such that P(X ∈ A) = 1.
When a collection of infinitely random variables is given, we say this collection is comonotonic if any finite subcollection
is comonotonic.
Remark 2.1. From Definition 2.1, it is clear that if (X1, . . . , Xn) is comonotonic, and if g1, . . . , gn are n real-valued functions
that are all increasing or all decreasing, then (g1(X1), . . . , gn(Xn)) is also comonotonic.
Lemma 2.1. The following statements are equivalent:
1. The random vector X = (X1, . . . , Xn) is comonotonic.
2. For all x = (x1, . . . , xn), we have
FX (x) = min{FX1(x1), . . . , FXn(xn)}.
3. There exist n non-decreasing functions f1, . . . , fn and a random variable Z, such that
X d= (f1(Z), . . . , fn(Z)),
where ‘‘ d=’’ denotes that X and (f1(Z), . . . , fn(Z)) have the same distribution.
4.
X d= (F−1X1 (U), . . . , F−1Xn (U)),
where U is uniformly distributed on (0, 1), F−1X (·) is the left-continuous inverse of the distribution function of the random
variable X.
Lemma 2.2. If (X1, . . . , Xn) and (X c1 , . . . , X
c
n) have the same marginal distribution, and the latter represents a comonotonic
random vector, then
X1 + · · · + Xn≤cx X c1 + · · · + X cn .
We could refer to [13] for a nice survey of comonotonicity.
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3. Preliminary and models
Suppose that a policyholder is exposed to n random losses, through paying a premium, he could obtain coverage from an
insurer. Policy limit and deductible are two common forms of coverage, when the total policy limit or the total deductible
is granted, the policyholder can allocate them arbitrarily among the n losses. Let J be an arbitrary discrete index set,
representing all random environments, and let χ = {Xj : j ∈ J} be a group of fundamental risks. We assume that n policies
of the n losses are effected by the insurance environments. Two states, J = {1, 2} for instance, reflect some sort of extra
claim generation phenomena (like the influence of weather on car accidents, say). In automobile insurance, ‘‘1’’ might be
the risk under normal conditions, and ‘‘2’’ might be the risk under bad conditions (slippery roads, foggy days, high traffic
volume, and so on). On each policy, the loss under a fixed environment j ∈ J is characterized by a random variable Xj. So
the loss on each policy is a mixture of some fundamental random variables, i.e., associated with each policy, there exists a
random variableM taking values in J such that the loss could be expressed as
XM =
∑
j∈J
Xj1{M=j}.
Hence, for n policies, there exist n random variables M1, . . . ,Mn that take values in J , such that the n random losses can
be represented by XM1 , . . . , XMn . Generally, different policies have different probabilities of facing each environment, i.e., in
general, for each j ∈ J , if i 6= k,
P(Mi = j) 6= P(Mk = j).
Moreover, besides loss severities {XM1 , . . . , XMn}mentioned above, we also consider loss frequencies. Let Ti : Ω → R+ be
the time of occurrence of the i-th loss XMi , so it is stochastic, if the i-th loss never occurs, then put Ti = +∞. Furthermore,
let δ be the discount rate, which is a positive constant.
We also assume that the following four conditions hold:
1. χ = {Xj : j ∈ J} is equipped with weak topology, and χ can be totally ordered by the usual stochastic order ≤st . The
σ -field on J generated by τ is denoted byB( J). {Xj : j ∈ J} is F⊗B( J)−B(R)measurable as a process, i.e., for any B ∈ B(R),
{(ω, j) : Xj(ω) ∈ B} ∈ F⊗B( J).
2. The total order on χ induces the corresponding total order on the index set J , which will be denoted by . We also
equip J with the topology τ that makes ( J,) order isomorphic to (χ,≤st) in the following sense: j1  j2 if and only if
Xj1 ≤st Xj2 , and a set A in J is open with respect to the topology τ if and only if {Xj : j ∈ A} is an open set of χ with respect to
the weak topology.
3. Environment sequences {M1, . . . ,Mn} are mutually independent, and each of them is F−B( J)measurable.
4. Occurrence time sequences {T1, . . . , Tn} are mutually independent, and each of them is F − B(R) measurable.
Furthermore, {M1, . . . ,Mn} and {T1, . . . , Tn} are independent.
Remark 3.1. Here, the first condition is needed to rank the optimal allocations in our main conclusions. When the usual
stochastic order is just a partial order on the space of all random variables, we consider a subspace of χ , on which ≤st is a
total order. The other two conditions will be used in the paper.
In the sequel, we introduce the two models studied in this paper.
On one hand, we assume l = (l1, . . . , ln) are the allocated policy limits, then li ≥ 0 for all i, and l1 + · · · + ln = l. Sn(l) is
defined as the class of all such n-tuples. If (l1, . . . , ln) ∈ Sn(l) are chosen, then the policyholder’s discounted benefit obtained
from the insurer would be
n∑
i=1
(XMi ∧ li)e−δTi ,
and hence, the retained discounted loss is
n∑
i=1
[XMi − (XMi ∧ li)]e−δTi =
n∑
i=1
(XMi − li)+e−δTi .
Assume that the policyholder is risk-averse, if we take the expected utility of wealth as the optimization criterion for the
allocation, then the optimal allocation problem of the policy limits is
ProblemL:
max
l∈Sn(l)
E
[
u
(
w −
n∑
i=1
(XMi − li)+e−δTi
)]
,
where u(·) is the utility function of the policyholder (u(·) is increasing and concave) andw is thewealth (after the premium).
On the other hand, instead of policy limits, we assume that d = (d1, . . . , dn) ∈ Sn(d) are the allocated deductibles, then
di ≥ 0 for all i, d1 + · · · + dn = d. And the discounted benefits obtained from the insurer would be
n∑
i=1
(XMi − di)+e−δTi ,
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hence, the optimal allocation problem of the policy deductibles is
ProblemD:
max
d∈Sn(d)
E
[
u
(
w −
n∑
i=1
(XMi ∧ di)e−δTi
)]
,
where u(·) andw admit the same interpretations as that in ProblemL.
Inheriting from the dependence structure in χ = {Xj : j ∈ J}, the losses {XMi : i = 1, . . . , n} also have an unknown
dependence structure. Just as Cheung [12] did, we will take a conservative attitude towards this uncertainty, and view the
most unfavorable situation as the actual dependence structure. Therefore, ProblemL is modified to:
max
l∈Sn(l)
min
(XM1 ,...,XMn )
E
[
u
(
w −
n∑
i=1
(XMi − li)+e−δTi
)]
,
and ProblemD is modified to:
max
d∈Sn(d)
min
(XM1 ,...,XMn )
E
[
u
(
w −
n∑
i=1
(XMi ∧ di)e−δTi
)]
.
In order tomake our discussion proceed,we firstly solve the ‘‘min’’ parts of the problemsmentioned above, i.e., to identify
the worst dependence structure that minimizes the expected utility. Note that u(·) andw are the utility function (increasing
and concave) and the wealth (after premium) respectively, then u˜(x) : x→−u(w− x) is an increasing convex function. So
the two problems are equivalent to
ProblemL′:
min
l∈Sn(l)
max
(XM1 ,...,XMn )
E
[
u˜
(
n∑
i=1
(XMi − li)+e−δTi
)]
,
and ProblemD ′:
min
d∈Sn(d)
max
(XM1 ,...,XMn )
E
[
u˜
(
n∑
i=1
(XMi ∧ di)e−δTi
)]
.
Now, the ‘‘min’’ parts are transformed into ‘‘max’’ parts. The following two propositions are provided for solving the
‘‘max’’ parts firstly.
Proposition 3.1. Suppose that u˜ is increasing and convex. Let {X cj : j ∈ J} be an any comonotonic copy of {Xj : j ∈ J}, i.e., they
have the same marginal distributions, and {X cj : j ∈ J} is comonotonic and jointly measurable. Assume that both {Xj : j ∈ J} and
{X cj : j ∈ J} are independent of {M1, . . . ,Mn} and {T1, . . . , Tn}. Then
E
[
u˜
(
n∑
i=1
(XMi − li)+e−δTi
)]
≤ E
[
u˜
(
n∑
i=1
(X cMi − li)+e−δTi
)]
.
Proof. Fix any j1, . . . , jn ∈ J , and t1, . . . , tn ≥ 0. According to the hypothesis and Remark 2.1, the collection {(X cj1 −
l1)+e−δt1 , . . . , (X cjn − ln)+e−δtn} is also comonotonic. Therefore,
n∑
i=1
(Xji − li)+e−δti ≤cx
n∑
i=1
(X cji − li)+e−δti ,
which follows from Lemma 2.2. Since u˜(·) is increasing and convex, then
E
[
u˜
(
n∑
i=1
(Xji − li)+e−δti
)]
≤ E
[
u˜
(
n∑
i=1
(X cji − li)+e−δti
)]
.
Hence, in view of the fact that {M1, . . . ,Mn} and {T1, . . . , Tn} are independent, and they are independent of {Xj : j ∈ J}, we
have
E
[
u˜
(
n∑
i=1
(XMi − li)+e−δTi
)]
= E
{
E
[
u˜
(
n∑
i=1
(XMi − li)+e−δTi
)∣∣∣∣∣M1, . . . ,Mn; T1, . . . , Tn
]}
≤ E
{
E
[
u˜
(
n∑
i=1
(X cMi − li)+e−δTi
)∣∣∣∣∣M1, . . . ,Mn; T1, . . . , Tn
]}
= E
[
u˜
(
n∑
i=1
(X cMi − li)+e−δTi
)]
. 
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Proposition 3.2. Suppose that u˜ is increasing and convex. Let {X cj : j ∈ J} be a comonotonic copy of {Xj : j ∈ J}, assume that
both {Xj : j ∈ J} and {X cj : j ∈ J} are independent of {M1, . . . ,Mn} and {T1, . . . , Tn}. Then,
E
[
u˜
(
n∑
i=1
(XMi ∧ di)e−δTi
)]
≤ E
[˜
u
(
n∑
i=1
(X cMi ∧ di)e−δTi
)]
.
Remark 3.2. Owing to these two propositions, we will assume that {Xj : j ∈ J} is comonotonic from now on. One important
consequence is that if j1  j2, then Xj1 ≤st Xj2 , and hence, Xj1 ≤ Xj2 on Ω by comonotonicity, which means that every
realization of {Xj : j ∈ J} is an increasing real-valued function on J . Actually, following from the former three conditions
listed in the beginning of this section, the existence of the comonotonic and jointly measurable copy {X cj : j ∈ J} can be
proved, and the proof also appears in [14].
4. Some important definitions and lemmas
In this section, we introduce some important definitions and known lemmas, which lay good foundations for the next
section. First, three kinds of stochastic orders are stated as follows.
Definition 4.1. LetW and Y be two random variables in J . ThenW is said to be smaller than Y in the likelihood ratio order
(denoted byW ≤lr Y ), if
P(W ∈ S)P(Y ∈ T ) ≥ P(W ∈ T )P(Y ∈ S),
for all measurable subsets S and T in J such that s ∈ S and t ∈ T imply s  t (i.e. S  T ), or equivalently,
fW (x)gY (y) ≥ fW (y)gY (x),
for all x  y (x, y ∈ J), where fW (·) and gY (·) are density functions ofW and Y , respectively.
Definition 4.2. LetW and Y be two randomvariables in J , FW (·) andGY (·) are distribution functions ofW and Y , respectively.
ThenW is said to be smaller than Y in the hazard rate order (denoted byW ≤hr Y ), if
FW (x)GY (y) ≥ FW (y)GY (x)
for all x ≤ y (x, y ∈ R).
Definition 4.3. LetW and Y be two randomvariables in J , FW (·) andGY (·) are distribution functions ofW and Y , respectively.
ThenW is said to be smaller than Y in the reversed hazard rate order (denoted byW ≤rh Y ), if
FW (x)GY (y) ≥ FW (y)GY (x)
for all x ≤ y (x, y ∈ R).
Remark 4.1. Especially, when J is the real line equipped with the usual order in R, the first definition mentioned above is
equivalent to the classical one.We can refer to [15,16] for more information on the three orders. One important relationship
among them is Theorem 1.C.1 of [16], which is listed in the following, and we will use it later.
Remark 4.2. IfW and Y are two continuous or discrete random variables such thatW ≤lr Y , thenW ≤hr Y andW ≤rh Y (and
thereforeW ≤st Y , sinceW ≤hr Y orW ≤rh Y impliesW ≤st Y ).
Before further discussion, we need several lemmas, which have been known. The first lemma provides a relationship
between the hazard rate order and the reversed hazard rate order, and it can be found on page 37 in [16].
Lemma 4.1. Let W and Y be two continuous random variables with supports (lW , RW ) and (lY , RY ), respectively. Then
W ≤hr Y ⇒ φ(W )≥rh φ(Y ),
for any continuous function φ which is strictly decreasing on (lW , RY ). Also,
W ≤rh Y ⇒ φ(W )≥hr φ(Y ),
for any such function φ.
In what follows, we give another lemma, which provides a characterization of the hazard rate order. It is exactly Theorem
1.B.10 in [16].
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Lemma 4.2. Let W and Y be two independent random variables. Then W ≤hr Y if and only if
Eφ1(W , Y ) ≤ Eφ2(W , Y ),
for all functions φ1 and φ2 such that, for each x, 1φ21(x, y)(1φ21(x, y) = φ2(x, y) − φ1(x, y)) increases in y on {y ≥ x}, and
such that 1φ21(x, y) ≥ −1φ21(y, x) whenever x ≤ y.
The following result is directly cited from Theorem 1.C.22 in [16]. It gives a characterization of likelihood ratio order,
which is very useful in applications.
Lemma 4.3. Let W and Y be two independent random variables. Then W ≤lr Y if and only if
Eφ1(W , Y ) ≤ Eφ2(W , Y ),
for all functions φ1 and φ2 that satisfy 1φ21(x, y) ≥ 0(1φ21(x, y) = φ2(x, y) − φ1(x, y)) whenever x ≤ y, and 1φ21(x, y) ≥
−1φ21(y, x) whenever x ≤ y.
5. Main conclusions
Now, we study the main models. First, the problem of the policy limits is considered. Proposition 3.1 means that our
ProblemL′ becomes
ProblemL′′:
min
l∈Sn(l)
E
[
u˜
(
n∑
i=1
(XMi − li)+e−δTi
)]
,
where u˜ is increasing and convex, and {Xj : j ∈ J} is comonotonic and independent of {M1, . . . ,Mn} and {T1, . . . , Tn}.
In order to avoid a cumbersome proof of our main conclusion, we divide the long proof into some parts. The following
two lemmas make essential preparations for the latter part.
Lemma 5.1. Suppose j1, j2 ∈ J with j1  j2. Let x = {xj : j ∈ J} be an increasingmeasurable real-valued function on J (i.e. j1  j2
implies xj1 ≤ xj2 ), and l1 ≤ l2 be two nonnegative numbers. Let Z1 and Z2 be two positive random variables. Then Z1≤hr Z2 implies
E[ u˜((xj1 − l1)+Z1 + (xj2 − l2)+Z2)] ≤ E[ u˜((xj1 − l2)+Z1 + (xj2 − l1)+Z2)].
Proof. Put
g1(z1, z2) = u˜((xj1 − l1)+z1 + (xj2 − l2)+z2),
g2(z1, z2) = u˜((xj1 − l2)+z1 + (xj2 − l1)+z2),
ξ1 = (xj1 − l1)+z1 + (xj2 − l2)+z2,
ξ2 = (xj1 − l2)+z1 + (xj2 − l1)+z2.
In order to complete the proof, we just need to verify the two conditions in Lemma 4.2. On one hand, by classifying
discussions into five cases: l1 ≤ l2 ≤ xj1 ≤ xj2 , l1 ≤ xj1 ≤ l2 ≤ xj2 , l1 ≤ xj1 ≤ xj2 ≤ l2, xj1 ≤ l1 ≤ xj2 ≤ l2, xj1 ≤ xj2 ≤ l1 ≤ l2.
On {z2 ≥ z1}, we always obtain
(xj1 − l1)+z1 + (xj2 − l2)+z2 ≤ (xj1 − l2)+z1 + (xj2 − l1)+z2,
and that
ξ2 − ξ1 = [(xj1 − l2)+ − (xj1 − l1)+]z1 + [(xj2 − l1)+ − (xj2 − l2)+]z2
increases in z2. Since u˜(·) is increasing and convex, then1g21(z1, z2) = u˜(ξ2)− u˜(ξ1) increases in z2 on {z2 ≥ z1}.
On the other hand, it is required to check the second condition. Put
ξ3 = (xj1 − l1)+z2 + (xj2 − l2)+z1,
ξ4 = (xj1 − l2)+z2 + (xj2 − l1)+z1.
Then g1(z2, z1) = u˜(ξ3) and g1(z2, z1) = u˜(ξ4). It is evident that1g21(z1, z2) ≥ −1g21(z2, z1) is equivalent to
u˜(ξ2)+ u˜(ξ4) ≥ u˜(ξ1)+ u˜(ξ3), (5.1)
for all z1 ≤ z2.
Indeed, by classifying as mentioned above, we know that ξ2+ ξ4 ≥ ξ1+ ξ3 and ξ2 ≥ ξ3 (recall that we have got ξ2 ≥ ξ1)
for all z1 ≤ z2. By the fact that u˜(·) is increasing and convex, one just needs to consider the case ξ4 ≤ min{ξ1, ξ3} (under the
other cases, Equality (5.1) is obvious). When u˜(·) reduces to a line u˜(ξ) = aξ + b(a > 0), then
u˜(ξ2)+ u˜(ξ4) = a(ξ2 + ξ4)+ 2b ≥ a(ξ1 + ξ3)+ 2b = u˜(ξ1)+ u˜(ξ3).
Since u˜(·) is below the line on (ξ4, ξ2), so Equality (5.1) follows. 
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Lemma 5.2. Let x = {xj : j ∈ J} be an increasing measurable real-valued function on J (i.e. j1  j2 implies xj1 ≤ xj2 ), and l1 ≤ l2
be two nonnegative numbers. Let Z1 and Z2 be two positive random variables. Then M1≤lr M2 and Z1≤hr Z2 imply
E[ u˜((xM1 − l1)+Z1 + (xM2 − l2)+Z2)] ≤ E[ u˜((xM1 − l2)+Z1 + (xM2 − l1)+Z2)].
Proof. Let j1, j2 ∈ J , and j1  j2. Put
φ1( j1, j2) = E[ u˜((xj1 − l1)+Z1 + (xj2 − l2)+Z2)],
φ2( j1, j2) = E[ u˜((xj1 − l2)+Z1 + (xj2 − l1)+Z2)].
Assume that g1(·, ·) and g1(·, ·) are defined as Lemma 5.1, there, we have got φ1( j1, j2) ≤ φ2( j1, j2), i.e., E[g1(Z1, Z2)] ≤
E[g2(Z1, Z2)]. Here, sinceM1≤lr M2, we just need to verify that φ1(·) and φ1(·) satisfy the two conditions in Lemma 4.3.
In fact,1φ21( j1, j2) = E[g2(Z1, Z2)]−E[g1(Z1, Z2)] ≥ 0. By some simple calculations, we know that the second condition
1φ21( j1, j2) ≥ −1φ21( j2, j1) is equivalent to
E[g2(Z1, Z2)] + E[g1(Z2, Z1)] ≥ E[g2(Z2, Z1)] + E[g1(Z1, Z2)],
which is equivalent to
E[ u˜((xj1 − l2)+Z1 + (xj2 − l1)+Z2)+ u˜((xj1 − l1)+Z2 + (xj2 − l2)+Z1)]
≥ E[ u˜((xj1 − l2)+Z2 + (xj2 − l1)+Z1)+ u˜((xj1 − l1)+Z1 + (xj2 − l2)+Z2)]. (5.2)
Put
ϕ1(z1, z2) = u˜((xj1 − l2)+z2 + (xj2 − l1)+z1)+ u˜((xj1 − l1)+z1 + (xj2 − l2)+z2)
= u˜(ξ2)+ u˜(ξ3),
and
ϕ2(z1, z2) = u˜((xj1 − l2)+z1 + (xj2 − l1)+z2)+ u˜((xj1 − l1)+z2 + (xj2 − l2)+z1)
= u˜(ξ4)+ u˜(ξ1).
Through calculations by the same way as the latter part of Lemma 5.1, we get the result that1ϕ21(z1, z2) is increasing in z2
on {z2 ≥ z1}. Furthermore, it is very easy to show that1ϕ21(z1, z2) = −1ϕ21(z2, z1) for all z1, z2.
Since Z1≤hr Z2, by Lemma 4.2, Equality (5.2) follows. 
Now, with the help of above results, our first conclusion is given as follows.
Theorem 5.1. Let l∗ = (l∗1, . . . , l∗n) ∈ Sn(l) be the solution to ProblemL′′, then
Mi≤lr Mk, Ti≥rh Tk H⇒ l∗i ≤ l∗k ,
for all i, k: 1 ≤ i, k ≤ n.
Proof. Without loss of generality, we assume i = 1, k = 2. Suppose that M1≤lr M2, T1≥rh T2, put Z1 = e−δT1 and
Z2 = e−δT2 . Following from Lemma 4.1, T1≥rh T2 implies Z1≤hr Z2. Fix l = (l1, l2, . . . , ln) ∈ Sn(l) with l1 ≤ l2. Let
l′ = (l2, l1, . . . , ln) ∈ Sn(l), i.e., l′(1) = l(2), l′(2) = l(1), and l′(m) = l(m) when m = 3, 4, . . . , n. x = {xj : j ∈ J} is
an increasing and measurable realization of {Xj : j ∈ J}. By Lemma 5.2, we have
E[ u˜((xM1 − l1)+Z1 + (xM2 − l2)+Z2)] ≤ E[ u˜((xM1 − l2)+Z1 + (xM2 − l1)+Z2)],
for all increasing and convex u˜(·), i.e.,
(xM1 − l1)+Z1 + (xM2 − l2)+Z2≤icx(xM1 − l2)+Z1 + (xM2 − l1)+Z2.
Therefore,
n∑
i=1
(xMi − li)+Zi≤icx
n∑
i=1
(xMi − l′i)+Zi,
which follows from the fact that increasing convex order is closed under convolution with independent variables, hence,
E
[
u˜
(
n∑
i=1
(xMi − li)+Zi
)]
≤ E
[
u˜
(
n∑
i=1
(xMi − l′i)+Zi
)]
.
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By taking a conditional expectation with respect to {Xj : j ∈ J} on both sides of this inequality, we get
E
[
u˜
(
n∑
i=1
(XMi − li)+Zi
)]
= E
{
E
[
u˜
(
n∑
i=1
(XMi − li)+Zi
)∣∣∣∣∣ Xj, j ∈ J
]}
≤ E
{
E
[
u˜
(
n∑
i=1
(XMi − l′i)+Zi
)∣∣∣∣∣ Xj, j ∈ J
]}
= E
[
u˜
(
n∑
i=1
(XMi − l′i)+Zi
)]
,
which completes the proof of required result. 
Second, the problem of policy deductibles is studied. Following from Proposition 3.2, ProblemD ′ becomes
ProblemD ′′:
min
d∈Sn(d)
E
[
u˜
(
n∑
i=1
(XMi ∧ di)e−δTi
)]
,
where u˜ is increasing and convex, and {Xj : j ∈ J} is comonotonic and independent of {M1, . . . ,Mn} and {T1, . . . , Tn}.
With the purpose of achieving our second main conclusion, we provide the following two lemmas, and their proofs can
be obtained by the same way as those of Lemmas 5.1 and 5.2, so we omit them here.
Lemma 5.3. Suppose j1, j2 ∈ J with j1  j2. Let x = {xj : j ∈ J} be an increasing measurable real-valued function on J, and
d1 ≥ d2 be two nonnegative numbers. Let Z1 and Z2 be two positive random variables. Then Z1≤hr Z2 implies
E[ u˜((xj1 ∧ d1)Z1 + (xj2 ∧ d2)Z2)] ≤ E[ u˜((xj1 ∧ d2)Z1 + (xj2 ∧ d1)Z2)].
Lemma 5.4. Let x = {xj : j ∈ J} be an increasing measurable real-valued function on J, and d1 ≥ d2 be two nonnegative
numbers. Let Z1 and Z2 be two positive random variables. Then M1≤hr M2 and Z1≤hr Z2 imply
E[ u˜((xM1 ∧ d1)Z1 + (xM2 ∧ d2)Z2)] ≤ E[ u˜((xM1 ∧ d2)Z1 + (xM2 ∧ d1)Z2)].
With the preparations of Lemmas 5.3 and 5.4, the following important conclusion is easy to prove to be completely similar
to that of Theorem 5.1, and we also omit its verification.
Theorem 5.2. Let d∗ = (d∗1, . . . , d∗n) ∈ Sn(d) be the solution to ProblemD ′′, then
Mi≤lr Mk, Ti≥rh Tk H⇒ d∗i ≥ d∗k ,
for all i, k : 1 ≤ i, k ≤ n.
Finally, the following remark shows that our conclusions extend the main results in [8,7].
Remark 5.1. When the n random variables M1, . . . ,Mn degenerate to n constants m1, . . . ,mn, in view of the definition
of likelihood ratio order, Mi≤lr Mk reduces to mi  mk. Then by order of the isomorphic property between ( J,) and
(χ,≤st), we get Xmi ≤st Xmk . Also, there is a fact that Ti≥lr Tk implies Ti≥rh Tk. Therefore, in these two situations, our main
conclusions are exactly Proposition 1 and Proposition 2 of [8]. Moreover, based on the assumptions above, if we also omit
all loss frequencies {e−δT1 , . . . , e−δTn}, then Position 3 and Position 6 of [7] are obtained.
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