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Abstract. In this paper we study the finite element approximations to the parabolic
and hyperbolic integrodifferential equations and present an immediate analysis for global
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1. Introduction
According to the conventional error analysis for FEMs of the time-dependent prob-
lems, e.g. parabolic problems, either the Ritz projection or its modified forms are
necessary to be used as transitional tools. Especially, the interior pointwise super-
convergence estimates were obtained skilfully in Thomée, Xu and Zhang [10] by using







−∆u = f in Ω× (0, T ],
u = 0 on ∂Ω× (0, T ],
u(x, 0) = v in Ω,
where Ω ⊂  2 is a bounded domain. This result is essential. Also by means of the
Ritz projection, optimal L2 error estimates were derived by Thomée and Zhang in
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∆u(x, s) ds = f in Ω× (0, T ],
u = 0 on ∂Ω× (0, T ],
u(x, 0) = v in Ω.
The Ritz-Volterra projection, a modified Ritz projection, were first introduced by
Lin, Thomée and Wahlbin in [8] to get error estimates for the problem (1.2), hyper-
bolic integrodifferential equations and the related differential equations. In addition,
Y. P. Lin also considered the interior pointwise superconvergence for such problems
(an unpublished manuscript) by the Ritz-Volterra projection. In a word, in the pre-
vious studies for time-dependent problems, the Ritz projection or its modified forms
were indispensable in the error analysis of their FEMs. However, here we will use a
new analysis from [3], i.e. an analysis for the “short side” in the FE-right triangle plus
the sharp integral estimates of the “hypotenuse“, rather than using the Ritz projec-
tion or the Ritz-Volterra projection, to get the global superconvergence for parabolic
and hyperbolic integrodifferential equations, rather than the interior pointwise su-
perconvergence. Our analysis sharpens the results and shortens the proofs appearing
in the previous literature under the rectangular mesh assumption.
2. Parabolic integrodifferential equations with homogeneous
boundary conditions
First of all, we discuss the model (1.2) which is simple to demonstrate our super-
convergent analysis for FEMs. Here and below, we assume that Ω is a rectangular
domain, T h a rectangular partition over Ω with mesh size h and f , v sufficiently
smooth given functions. The weak form of (1.2) consists in finding u(., t) ∈ H10 (Ω)





(ut, ϕ) + (∇u,∇ϕ) +
∫ t
0
(∇u(s),∇ϕ) ds = (f, ϕ) ∀ϕ ∈ H10 (Ω),
u(x, 0) = v.
Let Sh0 ⊂ H10 (Ω) consist of piecewise bilinear functions. Thus, a continuous Galerkin





(uht , ϕ) + (∇uh,∇ϕ) +
∫ t
0
(∇uh(s),∇ϕ) ds = (f, ϕ) ∀ϕ ∈ Sh0 (Ω),
uh(0) = ihv,
2
where ihv ∈ Sh0 stands for the bilinear interpolation function of v. We need the
following
Lemma 2.1.
|(∇(u − ihu),∇ϕ)|  ch2‖u‖4‖ϕ‖0 ∀ϕ ∈ Sh0 .
 . For an arbitrary element τ ∈ T h, we assume that (xτ , yτ ) is its center,
s1, s3 are of length 2hτ and s2, s4 of length 2kτ , its two sides being parallel to the
x-axis and y-axis, respectively. Consequently,
s1 : y = yτ − kτ ,
s3 : y = yτ + kτ ,
s2 : x = xτ − hτ ,
s4 : x = xτ + hτ .




[(x− xτ )2 − h2τ ], F (y) =
1
2
[(y − yτ )2 − k2τ ].
In order to complete the proof of Lemma 2.1 we only need to prove for the first
variable the inequality
|((u − ihu)x, ϕx)|  ch2‖u‖4‖ϕ‖0.
From the definition of F (y) we derive
(2.3) F (y) = 0, F ′(y) = constant on s1, s3








(u− ihu)x dx = 0,
∫
s3
(u− ihu)x dx = 0.














≡ I + II.
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(u− ihu)xF ′(y)ϕx(x, yτ )−
∫
τ
(u− ihu)xyF ′(y)ϕx(x, yτ ).
≡ I1 + I2.
By (2.3) and (2.5)
(2.6) I1 = 0.























(F 2)′′(y) = 2k2τ , (F
2)′(y) = 0 on s1, s3.























































Because ϕ vanishes on ∂Ω and uxyyFϕ, uxyy(F 2)′ϕy are continuous across s2 and
s4, we gain by further integration by parts with respect to (2.10) and summation






























And thus, we get by the inverse estimates of FEM
|((u− ihu)x, ϕx)|  Ch2‖u‖4‖ϕ‖0.

Theorem 2.1. For sufficiently smooth u and ut we have
‖uh − ihu‖1  ch2
[∫ t
0






 . Let θ(x, t) = uh(x, t) − ihu(x, t). Then
(2.11)
(θt, ϕ) + (∇θ,∇ϕ) +
∫ t
0
































































And thus, Theorem 2.1 follows. 
Theorem 2.2. For sufficiently smooth u, ut and utt we have
‖ut − uht ‖0  ch2
{




+ ‖u‖4)2 ds]1/2 + ‖ut‖2
}
.
 . Differentiating (2.11) with respect to t, we have, for ϕ ∈ Sh0 ,
(θtt, ϕ) + (∇θt,∇ϕ) + (∇θ(t),∇ϕ) = (utt − ihutt, ϕ) + (∇(ut − ihut),∇ϕ)
+ (∇(u − ihu),∇ϕ),


















(‖θt‖20 + |θ|21)  ch4(‖utt‖2 + ‖ut‖4 + ‖u‖4)2.
Integrating with respect to t, we obtain from θ(0) = 0 that
‖θt‖20 + |θ|21  ‖θt(0)‖20 + ch4
∫ t
0
(‖utt‖2 + ‖ut‖4 + ‖u‖4)2 ds.
Let t = 0 and ϕ = θt(0) in (2.3). Then










(‖utt‖2 + ‖ut‖4 + ‖u‖4)2 ds
]1/2
.
Therefore, Theorem 2.2 follows from the triangle inequality
‖uht − ut‖0  ‖uht − ihut‖0 + ‖ihut − ut‖0.

In order to derive the L∞ superconvergence, like in [7] (or [10]) we introduce the
discrete Green’s function Ghz ∈ Sh0 at any point z ∈ Ω such that for ϕ ∈ Sh0
(∇Ghz ,∇ϕ) = ϕ(z), (∇∂zGhz ,∇ϕ) = ∂zϕ(z).
Then, the following lemma holds (see Lemma 2.1, 2.3 and 3.3 in [10]).
Lemma 2.2.
‖Ghz‖0  c, ‖∂zGhz‖0  c(log
1
h




Theorem 2.3. For sufficiently smooth u and ut we have
‖uh − u‖0,∞  ch2
{








(‖utt‖2 + ‖ut‖4 + ‖u‖4)2 ds]1/2
}
.




θ(z, s) ds− (θt, Ghz ) + (ut − ihut, Ghz )
+ (∇(u − ihu),∇Ghz ) +
∫ t
0
(∇(u(s)− ihu(s)),∇Ghz ) ds,




|θ(z, s)| ds+ ch2
{






(‖ut(0)‖2 + ‖u(0)‖4)2 +
∫ t
0




According to Gronwall’s Lemma, we finally get
|θ(z)|  ch2
{






(‖ut(0)‖2 + ‖u(0)‖4)2 +
∫ t
0
(‖utt‖2 + ‖ut‖4 + ‖u‖4)2 ds
]1/2}
,
and Theorem 2.3 follows from the well-known estimate for ‖u − ihu‖0,∞ and the
triangle inequality
‖u− uh‖0,∞  ‖u− ihu‖0,∞ + ‖ihu− uh‖0,∞.

Theorem 2.4. For sufficiently smooth u, ut and utt, we have
















(‖utt‖2 + ‖ut‖4 + ‖u‖4)2 ds
]1/2}
.




∂zθ(z, s) ds− (θt, ∂zGhz ) + (ut − ihut, ∂zGhz )
+ (∇(u − ihu),∇∂zGhz ) +
∫ t
0
(∇(u(s)− ihu(s)),∇∂zGhz ) ds,
















(‖ut(0)‖2 + ‖u(0)‖4)2 +
∫ t
0
(‖utt‖2 + ‖ut‖4 + ‖u‖4)2 ds
]1/2}
.
Again by Gronwall’s Lemma, we finally get Theorem 2.4. 
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Theorems 2.1 and 2.4 are the basis for the global superconvergence. Numerical
analysts are used to utilize the averaging technique to get the interior pointwise su-
perconvergence. Instead, we use an interpolation postprocessing technique from [4]
(or [5]) to obtain the global superconvergence. For this purpose, we assume that T h
was obtained from T 2h by subdividing each element of T 2h into four congruent ele-
ments. Thus, we can define a nodal biquadratic interpolation operator I22h associated
with T 2h of mesh size 2h. It is easy to check that
I22hih = I
2
2h, ‖I22hϕ‖1,p  c‖ϕ‖1,p ∀ϕ ∈ Sh0 (p = 2,∞),
‖I22hϕ− ϕ‖1,p  ch2‖ϕ‖3,p (p = 2,∞).
And thus, we have the following main
Theorem 2.5. For sufficiently smooth u and ut, we have















 . Due to the nature of I22h, we have
I22hu
h − u = I22h(uh − ihu) + (I22hu− u).
And thus, according to Theorem 2.1,
















Analogously we have by Theorem 2.4
Theorem 2.6. For sufficiently smooth u, ut and utt, we have





















3. Parabolic integrodifferential equations
with boundary integral conditions













u(x, s) ds on ∂Ω× (0, T ],
u(x, 0) = v(x) in Ω,
where n(x) = (n1(x), n2(x)) is the outer-normal direction on ∂Ω. The weak form of





(ut, ϕ) + (∇u,∇ϕ)−
∫ t
0
〈u(s), ϕ〉 ds = (f, ϕ) ∀ϕ ∈ H1(Ω),






Assume that Sh ⊂ H1(Ω) consists of piecewise bilinear functions without the zero
boundary condition. Then, a semidiscrete Galerkin approximation uh(x, t) : [0, T ]→











ds = (f, ϕ) ∀ϕ ∈ Sh(Ω),
uh(0) = ihv,
where ihv ∈ Sh is the bilinear interpolation function of v. We need the following
(see [6])
Lemma 3.1.
‖u‖20,∂Ω  ε|u|21 +
c
4ε
‖u‖20 ∀ε > 0.
Lemma 3.2. For ϕ ∈ Sh, 1p + 1q = 1, 1 < p  ∞,




 . The proof of the lemma is similiar to that of Lemma 2.1 when we notice
that for any ϕ ∈ Sh(Ω),
‖ϕ‖0,q,∂τ  ch−0.5‖ϕ‖0,q,τ τ ∈ T h.

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Lemma 3.3. For sufficently smooth u and ut we have











 . Let θ(x, t) = uh(x, t) − ihu(x, t). We have
(3.4)
(θt, ϕ) + (∇θ,∇ϕ) −
∫ t
0




〈u(s)− ihu(s), ϕ〉 ds





‖θ‖20 + |θ|21 −
∫ t
0








































































Then, Lemma 3.3 follows from the triangle inequality
‖uh − u‖0  ‖uh − ihu‖0 + ‖ihu− u‖0.

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Theorem 3.1. For sufficiently smooth u and ut we have

























〈θ(s), θ(t)〉 ds+ 〈θ, θ〉
= (ut − ihut, θt) +
d
dt





〈u(s)− ihu(s), θ(t)〉 ds+ 〈u− ihu, θ〉 .




‖θ‖21 ds+ c‖θ‖20 + ch4
∫ t
0





‖θ‖21 ds+ c‖θ‖20 + ch4
∫ t
0
(‖u‖23 + ‖ut‖23) ds+ ch4‖u‖23.
















In order to obtain L∞ estimates we need the following (see [13] or see p. 67 Lemma
4 in [9] for the special case)
Lemma 3.4. For a bounded domain Ω ⊂  2 satisfying the cone condition,
i.e. there being a fixed cone G such that for all x ∈ Ω there exists a cone Gx ⊂ Ω












 . It is possible that [13] is not available. So, we write the proof again.
For arbitrary p > 2, v ∈ C∞(Ω) and x ∈ Ω, there exists a cone Gx ⊂ Ω. By means
































Because C∞(Ω) is dense in W 1,p(Ω), we obtain
‖ϕ‖0,∞  c
{




From the inverse estimates of FEM, we derive
|ϕ|k,p  ch2(1/p−1/2)|ϕ|k ∀ϕ ∈ Sh(k = 0, 1 and p > 2),
which, together with the above inequality, leads to
‖ϕ‖0,∞  c
{




































Theorem 3.2. For sufficiently smooth u and ut we have


















 . The theorem follows from Lemmas 3.3, 3.4, Theorem 3.1 and the
triangle inequality
‖uh − u‖0,∞  ‖uh − ihu‖0,∞ + ‖ihu− u‖0,∞.

Theorem 3.3. For sufficiently smooth u, ut and utt, we have
‖uht − ut‖0  ch1.5
{













 . Differentiating (3.4) with respect to t, we have, for ϕ ∈ Sh,
(θtt, ϕ)+ (∇θt,∇ϕ)−〈θ(t), ϕ〉 = (utt− ihutt, ϕ)+ (∇(ut− ihut),∇ϕ)−〈u− ihu, ϕ〉 ,










‖θ‖20,∂Ω  ch4‖utt‖22 + c‖θt‖20 + ch4‖ut‖23
1
4











(‖utt‖22 + ‖ut‖23 + ‖u‖23) ds.
Let t = 0 and ϕ = θt(0) in (3.4), then to Lemma 3.2 yields
‖θt(0)‖0  ch1.5(‖ut(0)‖2 + ‖u(0)‖4),
which, together with Theorem 3.1 and Gronwall’s Lemma, leads to Theorem 3.3 by
the triangle inequality
‖uht − ut‖0  ‖uht − ihut‖0 + ‖ihut − ut‖0.

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Theorem 3.4. For sufficiently smooth u, ut and utt we have






































 . Setting ϕ = ∂zGhz in (3.4), we have














By virtue of Lemmas 2.2 and 3.2
(3.5)























































































From (3.5)–(3.7) we finally obtain Theorem 3.4. 
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Similarly to Section 2, we can get the global superconvergence by means of an
interpolation postprocessing technique, rather than using the averaging technique
by which one can only get the interior pointwise superconvergence.
Theorem 3.5. For sufficiently smooth u and ut we have














Theorem 3.6. For sufficiently smooth u, ut and utt, we have





































4. Hyperbolic integrodifferential equations










∆u(x, s) ds = f in Ω× (0, T ],
u = 0 on ∂Ω× (0, T ],
u(x, 0) = v,
∂u
∂t
(x, 0) = w(x) in Ω.





(utt, ϕ) + (∇u,∇ϕ) +
∫ t
0
(∇u(s),∇ϕ) ds = (f, ϕ) ∀ϕ ∈ H10 (Ω),
u(x, 0) = v, ut(x, 0) = w.
16






(uhtt, ϕ) + (∇uh,∇ϕ) +
∫ t
0
(∇uh(s),∇ϕ) ds = (f, ϕ) ∀ϕ ∈ Sh0 (Ω),
uh(0) = ihv, uht (0) = ihw.
We have
Theorem 4.1. For sufficiently smooth u, ut and utt we have















 . Setting θ(x, t) = uh(x, t) − ihu(x, t), we have
(4.4)
(θtt, ϕ) + (∇θ,∇ϕ) +
∫ t
0




(∇(u(s) − ihu(s)),∇ϕ) ds.
























Integrating with respect to t, we obtain from θ(0) = θt(0) = 0 that
(4.5)
‖θt‖20 + |θ|21  c
∫ t
0










which yields Theorem 4.1 by virtue of Gronwall’s Lemma and the triangle inequality
‖uht − ut‖0  ‖uht − ihut‖0 + ‖ihut − ut‖0.

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Theorem 4.2. For sufficiently smooth u, utt and uttt we have
‖uht − ihut‖1 + ‖uhtt − utt‖0  ch2
{











 . Differentiating (4.4) with respect to t, we have, for ϕ ∈ Sh0 ,
(θttt, ϕ) + (∇θt,∇ϕ) + (∇θ(t),∇ϕ) = (uttt − ihuttt, ϕ) + (∇(ut − ihut),∇ϕ)
+ (∇(u− ihu),∇ϕ)









 ch4(‖uttt‖2 + ‖ut‖4 + ‖u‖4)2 + ‖θtt‖20.
Thus, integrating with respect to t, we find from (4.5) that
(4.6)
‖θtt‖20 + |θt|21  c
∫ t
0








Let t = 0 and ϕ = θtt(0) in (4.4), then according to Lemma 2.1
‖θtt(0)‖0  ch2(‖utt(0)‖2 + ‖u(0)‖4)
which, together with (4.6) leads to Theorem 4.2 by the triangle inequality
‖uhtt − utt‖0  ‖uhtt − ihutt‖0 + ‖ihutt − utt‖0.

Theorem 4.3. For sufficiently smooth u, ut and utt we have
‖u− uh‖0,∞  ch2
{













 . Taking ϕ = Ghz in (4.4), we get by Lemma 2.2
(θtt, Ghz ) + θ(z, t) +
∫ t
0









|θ(z, s)| ds+ ch2
{












Then, the theorem holds by Gronwall’s Lemma and the triangle inequality
‖uh − u‖0,∞  ‖uh − ihu‖0,∞ + ‖ihu− u‖0,∞.

Theorem 4.4. For sufficiently smooth u, ut and utt we have
















 . Setting ϕ = ∂zGhz in (4.4), we have in terms of Lemma 2.2







































Theorem 4.4 follows from (4.6),(4.7) and Gronwall’s Lemma. 
In the same way as in Sections 2 and 3, we have the main
Theorem 4.5. For sufficiently smooth u and utt we have












Theorem 4.6. For sufficiently smooth u and utt we have






‖u‖3,∞ + ‖utt‖2 + ‖u‖4
+
[
(‖utt(0)‖2 + ‖u(0)‖4)2 +
∫ t
0







Theorem 4.7. For sufficiently smooth u, ut and utt, we have
‖I22huht − ut‖1  ch2
{
















 1. In another paper, we shall discuss the case of elements which are of
degree k  2 for the above problems.
 2. When Ω is a convex quadrilateral domain, then the corresponding
superconvergent results hold for such problems if the quadrilateral meshes are al-
most uniform and are constructed by connecting the equi-proportional points of two
opposite boundaries (see [5]).
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