[1] This paper presents results on the application of various optimization algorithms for the training of artificial neural network rainfall-runoff models. Multilayered feed-forward networks for forecasting discharge from two mesoscale catchments in different climatic regions have been developed for this purpose. The performances of the multiobjective algorithms Multi Objective Shuffled Complex Evolution Metropolis-University of Arizona (MOSCEM-UA) and Nondominated Sorting Genetic Algorithm II (NSGA-II) have been compared to the single-objective Levenberg-Marquardt and Genetic Algorithm for training of these models. Performance has been evaluated by means of a number of commonly applied objective functions and also by investigating the internal weights of the networks. Additionally, the effectiveness of a new objective function called mean squared derivative error, which penalizes models for timing errors and noisy signals, has been explored. The results show that the multiobjective algorithms give competitive results compared to the single-objective ones. Performance measures and posterior weight distributions of the various algorithms suggest that multiobjective algorithms are more consistent in finding good optima than are single-objective algorithms. However, results also show that it is difficult to conclude if any of the algorithms is superior in terms of accuracy, consistency, and reliability. Besides the training algorithm, network performance is also shown to be sensitive to the choice of objective function(s), and including more than one objective function proves to be helpful in constraining the neural network training. 
Introduction
[2] Accurate and reliable forecasts of catchment runoff are crucial for successful management of water resources and are particularly important in the occurrence of hydrological extremes such as floods and droughts. Catchment systems, however, are complex and often have proven to be difficult to model. This is because the various processes involved in the transformation of rainfall into river discharge (1) are nonlinear, (2) manifest themselves over different scales, (3) are prone to heterogeneities, and (4) are difficult to measure and to quantify. It is for these reasons that a significant amount of research has focused on finding rainfall-runoff (R-R) models that comply to the demands of high accuracy, low uncertainty, and consistency with reality [Wagener, 2003] .
[3] To a large extent, research in R-R modeling makes use of knowledge-based model approaches that mimic reality and its complexity to a certain degree. Conceptual storage-based approaches, which use the principle of mass conservation in combination with simplified, empirical descriptions of catchment processes, are particularly popular [e.g., Burnash, 1995; Lindström et al., 1997] . In the literature, however, there has been much debate on how much model complexity is warranted [e.g., Beven, 1989; Jakeman and Hornberger, 1993] and how model quality can be best evaluated [e.g., Klemeš, 1986; Gupta et al., 1998 ]. The data-driven approach to catchment runoff forecasting, on the other hand, is based on extracting and re-using information that is implicitly contained in hydrological data without directly taking into account the physical laws that underlie the R-R transformation processes. This modeling paradigm is mainly based on systems theory and its techniques originate from various fields such as statistics and computational intelligence.
[4] The Artificial Neural Network (ANN) is a popular data-driven technique that has been frequently applied in a broad range of fields. An ANN is able to handle nonlinearity and automatically adjust to information, while generally requiring little computational effort. Since the mid-1990s a range of applications are known including R-R modeling [e.g., Hsu et al., 1995; Minns and Hall, 1996; Shamseldin, 1997; Campolo et al., 1999; Abrahart and See, 2000; Gaume and Gosset, 2003; Anctil et al., 2004; Jain and Srinivasulu, 2004; Rajurkar et al., 2004; de Vos and Rientjes, 2005] . For a review of ANN modeling in hydrology in general, we refer to the ASCE Task Committee on Application of Artificial Neural Networks in Hydrology [2000] and Dawson and Wilby [2001] . Most studies show that an ANN is able to simulate the R-R transformation processes with comparable accuracy as opposed to traditional statistical and conceptual models [e.g., Hsu et al., 1995; Shamseldin, 1997; Sajikumar and Thandaveswara, 1999; Abrahart and See, 2000; Tokar and Markus, 2000; Toth and Brath, 2007; de Vos and Rientjes, 2007] . Nevertheless, ANN models should be regarded critically since their black-box nature, their flexibility, and their automatic adjustment to information makes them prone to the risk of producing results that lack consistency or plausibility.
[5] Often R-R models are calibrated using a singleobjective function that aggregates the difference between an observed and a simulated time series such as river discharge. Various researchers, however, have argued that the model calibration problem is inherently multiobjective (MO) and that the single-objective (SO) paradigm signifies a loss of information with respect to the original hydrological signal [see Gupta et al., 1998 ]. SO calibration therefore can be considered inappropriate if the dimension of the parameter space greatly exceeds the single dimension of the objective function [Gupta et al., 2008] . Especially when using automatic calibration algorithms, there is increased risk of finding parameter values that are physically unrealistic and that compensate for faulty values of other parameters, but also measurement errors and model structural errors [Sorooshian and Gupta, 1983; Boyle et al., 2000; Madsen, 2000] . MO calibration, on the other hand, can use multiple model outputs such as river discharge, stream chemistry or storage variables, or a single output using multiple objectives that reflect specific characteristics. The use of multiple objectives has generally focused on socalled preference-based methods, in which weights are assigned to objective functions and the MO problem is simplified as a SO one [e.g., Madsen, 2000; Seibert, 2000; Cheng et al., 2002; Seibert and McDonnell, 2002; Rientjes, 2004] . Studies are also presented that use no-preference MO algorithms for conceptual R-R model calibration [e.g., Gupta et al., 1998; Yapo et al., 1998; Boyle et al., 2000; Vrugt et al., 2003a; Khu and Madsen, 2005; Gill et al., 2006; Tang et al., 2006; Fenicia et al., 2007] . These studies show that MO model calibration is effective in knowledgebased R-R modeling in the sense that information contained in the data series is used more effectively, which generally leads to improved model performance. Additionally, some insight is gained into why and under what circumstances models fail Boyle et al., 2000] . Still, it is found that there is often a clear trade-off between model performance on different response modes of a catchment as a result of inadequacies in the functioning of a model .
[6] This paper presents a study on MO calibration in data-driven ANN modeling for R-R simulation. Although model structures from ANN models differ fundamentally from those of conceptual models, calibration (or in ANN terminology: training) of these models is in essence similar: model parameters are optimized by minimizing residual errors that represent the mismatch between model output and observed data. While in conceptual modeling parameters often have some interpretable physical meaning, in data driven R-R modeling such interpretation is commonly missing. Recent research, however, on the ANN by, for instance, Wilby et al. [2003] , Sudheer and Jain [2004] , and Jain and Srinivasulu [2006] shows that some physically interpretable information can be found in ANN weights and hence confirm the similarities between ANN training and conceptual model calibration. We therefore reason that the MO paradigm is also applicable to ANN R-R modeling and that it could lead to better extraction and utilization of information in available time series. The hypothesis is that an MO algorithm finds major optima on the response surface of multiple-objective functions, making it more likely to find a stable region that allows for consistency in model performance and thus improves model reliability.
[7] The goals of this research are (1) to test MO optimization algorithms for the training of ANN R-R models, (2) to assess effectiveness when compared to traditional SO algorithms, (3) to test a number of combinations of objective functions for training of the ANNs, and (4) to compare the a posteriori weight distribution of ANNs after both SO and MO training. ANN models are therefore developed for the Leaf River basin and the Geer River basin. These models are trained with the SO Levenberg-Marquardt (LM) and Genetic Algorithm (GA) algorithm and the MO Nondominated Sorting Genetic Algorithm II (NSGA-II) and Multi Objective Shuffled Complex Evolution Metropolis -University of Arizona (MOSCEM-UA) algorithms.
[8] This paper continues with a section on the ANN modeling methods, with special emphasis on the training and evaluation of the ANN models. Subsequently, section 3 goes into more detail on the MO calibration paradigm, and the algorithms and combinations of objective functions that were used in this study. The results of case studies on two catchments are presented and discussed in section 4. Conclusions are drawn in section 5.
Artificial Neural Network Models
[9] An ANN can be described as a network of simple but densely interconnected processing units called neurons, which is able to automatically adjust to information and learn aspects of this information by storing it in the connection strengths (i.e., weights) between neurons. In the following only a brief description on the ANN models used in this study is given. Excellent detailed descriptions of ANN types and their modeling aspects are available in textbooks such as those of Hecht- Nielsen [1990] and Haykin [1999] .
ANN Model Input
[10] The ANN models used in this study are feed-forward networks with one hidden layer of neurons. In feed-forward ANN models, signals propagate unidirectionally from input to output without delay. The incorporation of the dimension of time takes place through tapped delay lines on the input signals, so that a sequence of time series values are presented to the ANN as separate input signals: X t , X tÀ1 , . . ., X tÀm , in which X t represents an input variable in time and m the size of the time window. All inputs and input lags are chosen according to correlation analysis of the various time series. The number of hidden neurons is defined using a trial-and-error approach in which this number was increased until validation performance did no longer improve.
The transfer function that was used in both the hidden and the output layer is the logistic function,
in which x is the sum of weighted inputs to a neuron. Because of the saturation and the output range of this function, all input data were linearly scaled between À1 and 1 and the output data between 0 and 1.
Training
[11] In this study, training is performed on the basis of a so-called supervised training procedure which allows the ANN to simulate the hydrological system by examining input-output examples from it. The training procedure involves the use of automatic optimization that adjusts the weights of the network to minimize the difference between the ANN response to sample input and target output data. Optimization is performed on objective functions that express the ANN error in terms of specific aspects of model performance.
[12] Various optimization techniques have been applied to the training of the ANN. The most well known training algorithm is the classical back-propagation algorithm [Rumelhart et al., 1986] that follows a steepest-descent approach based on the first-order gradient of the response surface. Other popular methods include the conjugate gradient algorithm [Fletcher and Reeves, 1964; Møller, 1993] and methods based on second-order gradients such as the LM algorithm [Hagan and Menhaj, 1994] . Work by, for example, de Vos and and Samani et al. [2007] shows that the steepest-descent back-propagation algorithm is easily outperformed by second-order gradient algorithms and a wider consensus has been reached that such algorithms are therefore preferable over first-order methods.
[13] Gradient-based algorithms, however, still commonly suffer from the issue that they are essentially local search methods. They therefore carry a significant risk of getting stuck in local optima. Research by Duan et al. [1992] , Goldberg [1989] , and Deb [2001] shows the effectiveness of global, evolutionary-based algorithms in parameter estimation. The Genetic Algorithm (GA) is the most popular evolutionary algorithm and has been successfully applied to ANN training by, for example, van Rooij et al. [1996] and Sexton et al. [1998] . It has also been used for so-called neuro-evolution, in which the dual problem of parameter estimation and model structure is solved simultaneously [e.g., Dawson et al., 2006] . As opposed to gradient-based algorithms, it is shown that optimization on evolutionary principles generally performs better in terms of accuracy and consistency, although often at the expense of extra computational efforts. A description on principles of a GA is ignored here and reference is made to the textbook of Goldberg [1989] .
[14] SO algorithms that are tested in this research are the LM algorithm and GA. The standard implementation of LM in the MATLAB Neural Network Toolbox was used, with no memory reduction settings. The GA as implemented in the Genetic Algorithm Optimization Toolbox [Houck et al., 1995] was used, with tournament selection, arithmetic crossover and nonuniform mutation. The two evolutionary-based MO algorithms that are used are NSGA-II [Deb et al., 2002] and MOSCEM-UA [Vrugt et al., 2003a] , and they are discussed in more detail in section 3. All evolutionary algorithms optimize weights in the range between À8 and 8, which was considered sufficiently large to find reasonable solutions. The LM algorithm was not bounded in its search range.
[15] Randomness is introduced in the ANN initialization, in which normally distributed random values for the network weights are generated. Additionally, the evolutionary algorithms occasionally use random operations in their procedure. The outcome of the resulting randomness may be that different objective function optima are found for each optimization run. This variability in parameter estimates can be interpreted as a measure of uncertainty of the combination of ANN model and training algorithm. Since randomness may have a pronounced effect on model performance in this research, all algorithms are run over ensembles. For the SO algorithms the weights are independently re-initialized and trained 20 times, while for the MO algorithms this ensemble size is set to 10. The smaller number was chosen because a single MO algorithm run generally already produces a significant number of solutions.
Evaluation
[16] In this research, six numerical performance measures are considered for ANN model evaluation of which three are thought to give an expression of overall fit and three are meant to evaluate specific characteristics of a hydrograph. The following two paragraphs discuss the measures in each of the two groups. Their mathematical descriptions are given below.
In the above equations, K is the total number of data elements, Q k andQ k are the observed and the simulated discharges at the kth time interval, respectively, Q is the mean value of the discharge over time, and Q kÀL is the discharge estimation from a persistence model that basically takes the last discharge observation (at time k minus the lead time L) as a prediction.
[17] The mean relative error (MRE) is a relative indicator of absolute model errors. The well-known Nash-Sutcliffe coefficient of efficiency (CE) [Nash and Sutcliffe, 1970] and the Persistence Index (PI) [Kitanidis and Bras, 1980] scale the mean squared error and are therefore more indicative of performance on high flows. The PI is especially useful when previous discharge values are used as input to an ANN model since it evaluates models in comparison to a persistence model, which is a model that presents the last observation as a prediction [see Anctil et al., 2004; de Vos and Rientjes, 2005] . In this study the CE and PI are not used as objective functions during training but only serve as a performance indicator after training on other objective functions.
[18] The mean fourth-power error (M4E) is considered an indicator of goodness-of-fit to peak flows, since large residuals are given a lot of importance. The mean squared logarithmic error (MSLE), which is based on the logarithmic function by Hogue et al. [2000] [see also Fenicia et al., 2006] , is more suitable for low flows owing to the logarithmic transformation. In the work of de Vos and Rientjes [2007] , the mean squared derivative error (MSDE) objective function is proposed. It expresses the difference between the first-order derivatives of the simulated and the observed discharge, which is equal to the difference in residuals between two successive time steps. The MSDE serves as an indicator of the fit of the shape of the hydrograph, and it specifically penalizes for timing errors and noise [de Vos and Rientjes, 2007] . Since this objective function does not take into account absolute differences but only the shapes of the simulated and observed hydrographs, it should be used in combination with residual-based functions such as the MRE or M4E. If only the MSDE was used for model calibration, it would result in a model that approximates the shape of the hydrograph but possibly has a large shift in flow magnitude. Note that the MSDE is related to the wellknown statistic that counts the number of sign changes in the sequence of residuals, used by the National Weather Service [Brazil, 1988] .
Multiobjective Training of ANN Rainfall-Runoff Models

Single-Objective Versus Multiobjective Training
[19] In a SO model calibration approach, model performance is expressed by a single-objective function that reflects a subjective choice of highlighting a specific aspect of the hydrograph. This objective function is then optimized to find what is regarded as the optimal model parameters. MO methods, on the other hand, reveal a set of solutions that represent the trade-off between the objectives involved, which is often referred to as the Pareto front. This front is commonly visualized in two-dimensional Pareto plots. The benefit of this approach is that more information from the data is used in the evaluation of the model, and if a model performs well on multiple objectives it implies performance consistency and thus the model is likely to be more reliable. Additionally, having identified MO trade-off solutions, the choice of which solution is preferred has become a more objective one [Deb, 2001] . Finally, the nature of the tradeoff between various objectives reveals information on the adequacy of the model structure and parameters under investigation.
[20] The above has been investigated in conceptual R-R modeling but not as much in data-driven R-R modeling. In ANN R-R modeling many different model structures can be selected, and structures commonly have more weights than conceptual models have parameters. Moreover, given the black box nature of ANN models, weights are commonly thought to have little direct relation to real-world properties or measurable quantities, which makes the a priori estimation of their reasonable ranges difficult. It is for these reasons that ANN models are prone to the drawbacks that could arise when the training procedure is simplified by using a single objective, perhaps even more so than knowledge-based hydrological models.
[21] A literature review reveals that MO training of ANN R-R models has received little attention and that its potential is not well assessed. In other research fields, however, a small number of studies report on applications of MO algorithms in ANN model training. Examples include those of de Albuquerque Teixeira et al. [2000] , Abbass [2003] , Jin et al. [2004] , and Giustolisi and Simeone [2006] , who all focused on simultaneous minimization of output errors and optimization of the complexity of ANN model structure. The goal of using the latter was to either find an optimal ANN architecture or to prevent overtraining of the network. Our work differs from this work in that it uses fixed ANN model structures and that SO and MO training algorithms are tested for various combinations of objective functions.
Multiobjective Algorithms
[22] In the following two paragraphs the NSGA-II and MOSCEM-UA algorithms are briefly introduced. Both are based on evolutionary search procedures and are designed to solve MO optimization problems. For detailed descriptions we refer to the original papers mentioned below and to the work of Tang et al. [2006] , who tested and compared MO evolutionary algorithms for calibration of conceptual rainfall-runoff models.
[23] The Nondominated Sorting Genetic Algorithm II (NSGA-II) is proposed and discussed in the work of Deb [2001] and Deb et al. [2002] . It uses the following evolutionary operators to create an offspring population from the original parent population: binary tournament selection, simulated binary crossover and polynomial mutation. The new population is selected from the parent and offspring population by sorting individuals on the basis of ranks that express their degree of nondomination. In case of equal nondomination ranks, individuals in lesser crowded regions of the Pareto space are preferred over the other individuals in order to preserve the diversity of the population. The most important settings of the NSGA-II algorithm are the population size and number of generations, and they were chosen on the basis of both experience with the algorithm and on trial-and-error. For all simulations of ANN1 (i.e., the Leaf River basin model), NSGA-II uses 80 as population size and 1200 for number of iterations. For simulations with the more parsimonious ANN2 (i.e., the Geer River basin model), a population size of 60 and 800 iterations has been selected, reducing the number of function evaluations by a factor 2. The same settings are applied to the SO GA optimization to make the comparison between the algorithms a fair one. Other settings that are kept constant throughout this study are the probabilities of crossover and mutation, which are set to 0.9 and 0.05, respectively, and the crossover and mutation distribution indices, which are both set to 20. These values are found by testing some common values as suggested by Deb [2001] .
[24] The MOSCEM-UA is developed by Vrugt et al. [2003a] and is based on the Shuffled Complex Evolutionary (SCE-UA) algorithm [Duan et al., 1992] . It takes a uniformly distributed initial population of points and ranks and sorts them according to a fitness assignment concept that is based on the work of Zitzler and Thiele [1999] . From the population, a number of complexes are constructed for which parallel sequences are started. These sequences iteratively evolve the complexes based on the probabilistic covariance-annealing method of the SCEM-UA algorithm [Vrugt et al., 2003b] to avoid clustering of solutions in the most compromised region among the objectives. Finally, new complexes are formed through a process of shuffling. The algorithm's most important settings, the population size and the number of complexes, were again chosen on the basis of experience and trial-and-error. For the ANN1 simulations the MOSCEM-UA algorithm uses 20 complexes, 2,400 random samples and 100,000 draws. For ANN2 MOSCEM-UA uses 16 complexes, 1,600 samples and 60,000 draws. Other settings are the number of evolutionary steps before reshuffling (set at the number of points in each complex divided by four) and a scaling factor that determines the acceptance of new population members during the evolution of the complexes (set at 0.5). These values are equal to the ones used by Vrugt et al. [2003a] .
Combinations of Objective Functions
[25] The set of objective functions that is used during MO calibration should ideally measure different aspects of the differences between observed data and model simulations, so as to extract as much useful information as possible from the data ]. Examples from the literature of objective function combinations that are based on a distinction between flow magnitudes are peak flow versus overall fit ], low flow versus peak flow versus overall fit [Khu and Madsen, 2005] , and low flow versus average flow versus high flow [Tang et al., 2006] . Another example is the work by Boyle et al. [2000] , who divided the hydrograph into a driven and a nondriven part, on the basis of whether or not there is precipitation in the system.
[26] A common shortcoming of feed-forward ANN R-R models is their inability to correctly forecast the timing of peaks, as discussed by de Vos and Rientjes [ , 2008 . Since the MSDE penalizes for such timing errors it is likely to be complementary to most other objective functions, which is why it is tested in combination with the MRE. Another combination of two seemingly complementary objective functions is that of the MSLE and the M4E, since they represent the fit on low flows and high flows. The third combination involves all four objectives functions: MSLE, MRE, M4E and MSDE.
[27] A principal difference between MO and SO algorithms is that the former can optimize all objective functions simultaneously while the latter only allows for separate optimization of each objective function. To allow for a comparison of MO and SO results the following approach was taken. For two-objective training, the SO algorithm is run three times: twice for optimization of the two objective functions separately and once where an aggregate of the two objective functions in the form of their product is taken. The latter is meant to approximate a single optimal trade-off point in Pareto space that values both objective functions equally. For each of the training trials the weights are fixed and for the second objective function the values on training and validation data are calculated. In the two-dimensional Pareto plots we subsequently present the combination of both values of both objective functions (although the training was performed on only one or on the product of two). A three-point approximation of the complete set of Pareto-optimal solutions is hereby generated, allowing a comparison between SO and MO methods.
Case Study
Data and Models
[28] Data sets from two different river basins have been used in this work. The first is from the Leaf River basin, located north of Collins, MS, USA. The second data set is from the Geer River basin, which is located in the north of Belgium, North West Europe, and is a subbasin of the river Meuse. Table 1 presents descriptions and characteristics of both data sets.
[29] In the work of Reggiani and Rientjes [2005] and de Vos and Rientjes [ , 2007 the same data set from the Geer river was used and results in the latter works revealed that ANN model performance drastically improved when a time series of soil moisture was considered as model input (a conclusion also reached by Anctil et al. [2004] on 
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a Q is discharge, S is soil water storage, G is groundwater, E P is potential evaporation, P areal,MA is moving average of areal rainfall, and P areal is areal rainfall. data). Such a time series reflects the change of soil moisture storage in the catchments by meteorological forcing. Since in the basin a time series with observations was not available, a synthetic time series has been generated using the simple soil moisture reservoir component of the GR4J lumped conceptual R-R model [Edijatno et al., 1999; Perrin et al., 2003] . Rainfall and potential evaporation served as model input and a time series of lumped soil moisture was generated as output. In the GR4J approach the only parameter that requires calibration is the reservoir's maximum capacity, A, for which a value of 400 mm was found optimal in the work of de Vos and (see also the work of Perrin et al. [2001] ). Note that this synthetic time series was generated prior to any ANN modeling and was subsequently used as ANN input as substitute for measurements related to soil moisture. Time series of moving averages of rainfall with a window length of 10 days have also been generated for both data sets.
[30] Time series have been split into training and validation parts, which share similar statistical features (see Table 1 ). Since the training period contains the largest discharge value, no extrapolation issues were encountered in the present study. Note that our implementations of the evolutionary algorithms were incapable of applying early stopping through crossvalidation in order to prevent overtraining. Hence, no crossvalidation procedure was followed for any of the algorithms in order to allow a fair comparison.
[31] Table 2 shows the ANN architectures that have developed for the two data sets using the methods described in section 2.1. ANN1 is applied to the Leaf River basin while ANN2 is applied to the Geer River basin. Because of the larger size of the Leaf River basin it has longer memory and additional input neurons and one extra hidden neuron have consequently been defined. The increased complexity leads to the ANN1 model having twice as many weights as ANN2.
Effects of Choice of Objective Functions
[32] The results of MO training on four objectives (MSLE, MRE, M4E, and MSDE) for ANN1 using the NSGA-II algorithm are presented in the two-dimensional projections in Figures 1a-1d and show the trade-off and correlations between the various objective functions. The spread in the solutions in Figures 1c and 1d is quite large indicating a significant complexity of a four-dimensional problem. Figure 1a shows a clear correlation between the MSLE and MRE objective functions, even though they are supposed to represent different hydrograph characteristics. Somehow this difference is ignored by the algorithm and the shape of the four-dimensional front of Pareto solutions is strongly dominated by the trade-offs between the MSDE and the MSLE and MRE functions and trade-off between the MSLE and M4E (i.e., between errors on low flows versus high flows). These results and the fact that the MSDE objective function represents an important indicator of model performance, show that MO training using the MSDE can result in finding a set of important solutions that is often overlooked.
[33] Figure 2 shows a scatterplot from the validation period for the best solutions found for each of the objectives of a training using NSGA-II on four objectives of ANN1. Figure 2 shows that MRE and MSLE commonly overestimate discharge observations while MSDE commonly underestimates observations. M4E shows small scatter at low flows while scatter increases at higher flows. Overall the scatterplot indicates that the four solutions of the fourdimensional optimization are quite similar, indicating the region in which the algorithm has found its solutions is small.
[34] Numeric results of training ANN1 and ANN2 using various combinations of objective functions and algorithms are presented in Tables 3 and 4 , respectively. Note that the mean and standard deviations apply to the best 80% of solutions found by the algorithm, and individual solutions can still have higher or lower values for any of the objective functions. This threshold of 80% was somewhat arbitrarily chosen to exclude poorly performing solutions without disregarding many solutions. We consider the results in Tables 3 and 4 as a representation of the location and size of the region in which the algorithm finds its well-performing solutions.
[35] Most combinations of MRE and MSDE functions have higher accuracy than the training on MRE alone while the spread is also smaller. This indicates that the addition of the MSDE function constrains the optimization to a smaller and better solution region, thereby indicating the effectiveness of the function in ANN R-R training. Results featuring the MSLE and M4E functions show that including more objective functions not necessarily improves the quality of the training results. This is most obviously seen in the results for ANN1, whereas ANN2 generally still improves by considering more objective functions. We assume this is most likely due to a strong trade-off between the various objective functions (most notably the M4E). The nature of this particular combination of model, data and objective functions results in a solution space with multiple regions of Figure 2 . Scatterplot for Leaf River ANN1 model showing the single best solutions for each objective function found by a four-objective training run by NSGA-II. Results over one hydrological year from the validation period are presented. One out of every five solutions is plotted for improved readability. MSLE, mean squared logarithmic error; MRE, mean relative error; M4E, mean fourth-power error; MSDE, mean squared derivative error. attraction, and the effectiveness of the training algorithm becomes very determining for the quality of the training procedure. In this light, it is highly interesting that the NSGA-II algorithm performs best on ANN1 when all objective functions are used. Apparently, this algorithm is the only one able to deal with this complex solution space. In summary, these results are an indication that the inclusion of multiple appropriate objective functions can result in more reliable training of ANN models.
Performance of Training Algorithms
[36] Tables 3 and 4 also allow comparison of the various algorithms and indicate that LM is very powerful and often has the highest accuracy on most objective functions for both ANN catchment models. Nevertheless, it is commonly outperformed by other algorithms on the MSDE function. The GA may be considered the poorest performer and has difficulty with optimizing the M4E function. NSGA-II outperforms MOSCEM-UA on the Leaf River model (ANN1) but the two produce very similar results for the Geer model (ANN2).
[37] The above is shown in more detail in Figures 3 and  4 , which show objective space plots for combinations of objective functions, for optimization algorithms, and for the two catchment models. The criteria to compare algorithm performance from Figures 3 and 4 are (1) the closeness of the solutions to the origin (i.e., accuracy), (2) the similarity of the shape and location of the validation results compared to the training results, and (3) the low spread of results. The latter two specifically indicate consistency and reliability. Following the description in section 3.3, for SO optimization, Figures 3 and 4 show three training trials that together approximate the front of Pareto solutions Note there are few solutions outside the bounds of the plots where an algorithm got stuck in a very poor-performing local optimum.
[38] Figures 3a-3d show objective space plots on the performance of model ANN1 after training using, respectively, the LM, GA, NSGA-II, and MOSCEM-UA algorithms on the MRE and MSDE objective functions. The LM algorithm generally finds small solution regions that are close to the origin, but no clear Pareto front is discernible since the algorithm has some difficulty in optimizing the MSDE function. Even with the MRE Â MSDE objective function the MSDE is basically ignored, judging from the similarity with MRE training. We believe that the nature of the MSDE causes the response surface of this objective function to be very irregular and this causes the gradientbased LM to get stuck in local minima. Figure 3b shows that the GA optimizes the MSDE function better than the LM although solutions are often quite far from the origin and have large spread. This suggests an inability of the GA to fine-tune its solutions to higher accuracy, a problem that is common in GA optimization. The grey areas in Figures 4c and 4d delimit the region in which the Pareto solutions fall that were found after 10 training runs with the MO algorithms. This way, we find a region of Pareto solutions that is more representative of algorithm performance than single fronts of Pareto solutions found after a training run. The dots represent results from validation. The MOSCEM-UA has many duplicate solutions, which is why fewer dots than NSGA-II are plotted in both Figures 3 and 4 . The solutions indicate a trade-off between the MRE and MSDE although the spread is low as opposed to the LM and GA results. In this respect, some SO results show a very large spread and possibly should be considered outliers. Figures 3c and 3d show that the NSGA-II and MOSCEM-UA perform similar on the training data. The latter shows slightly more consistency since the validation results are very similar to the training results in terms of location and shape. A comparison between Figures 3a-3d proves that both MO algorithms find a better set of tradeoff solutions than the SO algorithms, even when the product of both functions is taken in the latter case. The MO algorithms also show to be more consistent in terms of both objective functions since both training and validation solutions fall within a relatively small region.
[39] Likewise, simulations were done for the more parsimonious ANN2 with the MSLE and M4E functions for low and high flow, the results of which are shown in Figures  4a -4d . It seems that LM again is quite consistent in finding accurate solutions in a small region. However, a significant number of results are scattered in low-accuracy regions, indicating the algorithm gets stuck in local optima. More- over, it is difficult to discern a clear front of Pareto solutions, which is unexpected given the theoretical tradeoff between high-flow and low-flow fit. The training with the MSLE Â M4E objective function, on the other hand, seems to give quite accurate and consistent results, proving that even a SO algorithm is able to benefit from using multiple objectives in some way. LM generally outperforms the GA in a similar way to what is shown in Figure 3 . The GA shows a clear trade-off similar in its Pareto solutions and has no outliers in bad-performing regions. It therefore seems to search in the right region, but is not able to consistently produce accurate results judging from the large spread in results.
[40] When comparing the MO results in Figures 4c and  4d we see that the NSGA-II often finds Pareto solutions that are closer to the origin, indicating higher accuracy (the left side of the gray polygon). Although the size of the gray area is large owing to some less accurate training runs and the validation results do not show a clear trade-off, the majority of NSGA-II solutions has high accuracy and low spread. The MOSCEM-UA is more consistent than the NSGA-II judging from its narrow Pareto region and the shape of the validation results, but is slightly less accurate judging from the distance to the origin. NSGA-II, however, seems to give slightly less satisfying validation results.
[41] Figure 5 shows a scatterplot with the best solutions found by the four different algorithms for the MRE objec- tive function (the MO solutions were taken from the MRE versus MSDE training results). The differences between the results of the various algorithms are often just as large as those between the results for the various objective functions. The latter, however, show more consistency, whereas the former are noisier. Nevertheless, this suggests that the performance of ANN models can hinge just as much on the choice of training algorithm as on the choice of objective function(s).
Weight Analysis
[42] The absolute values of the posterior weight distribution of the Geer River ANN2 model trained on MSLE and M4E using SO and MO training algorithms are displayed in the box-and-whisker plots of Figure 6 . The weights on the connections between the various inputs (see Table 2 ) and the two hidden neurons (indicated as HN1 and HN2) are displayed in the first 12 columns. The next two columns show the weights on the bias signals to the hidden neurons. The last three columns show the weights on the signals to the output neuron from the two hidden neurons and the bias signal, respectively. Each column contains two bars, which show the distribution for the best 20 solutions according to the MSLE (left bar) and the M4E (right bar) of the training period.
[43] The relative contribution of each of the input variables follows from the absolute values of the weights. The previous discharge, soil moisture, and precipitation often dominate, whereas the groundwater and evaporation input variables generally get assigned small weights, thereby limiting their influence. Another interesting observation from Figures 6a -6d is that there are significant differences between the optimized weight distributions found by the various algorithms. The LM algorithm shows very large values and spread in values for some of its variables, indicating that it often finds different solutions for each training run. The GA has significant spread as well, and seems to have difficulty in deciding which input variable should be assigned the biggest weights. MOSCEM-UA and NSGA-II to some degree seem comparable in both their values and in their spread of solutions. On the one hand, this is not surprising considering the resemblances in terms of objectives between these algorithms (see Figures 4 and 5) . On the other hand, the algorithms work differently and the fact that both end up in the same solution region indicates that this is a stable region of attraction.
[44] When comparing weights of SO to MO optimization, results show that spread in the optimized weight distribution is largest for the SO algorithms. SO optimization also shows large changes in sensitivity toward specific inputs while in MO optimization only a small number of inputs have significant effect whereas other inputs have relatively small effect. When reviewing the results from Figure 5 , this difference in sensitivity between algorithms is reflected in the spread of results in the solution region. As such, we believe that MO algorithms are more consistent and stable in their optimization, since only a few relevant inputs appear to be sensitive and weight estimates are found in a more consistent manner. In this paper not all results of our work could be presented for reasons of brevity but it is submitted that training on other objective functions showed similar differences in spread between the algorithms.
Summary and Conclusion
[45] Similar to MO calibration of conceptual hydrological models, trade-offs between objective functions also manifest themselves in ANN training. By constraining the search for optimal ANN weights by using MO training, we were able to find solutions that offer a good compromise in performance on multiple objectives. In this research it is also shown that by using multiple objectives more information can be extracted from the data. Results indicate that by using MO training, more stable regions in the weight space can be identified which result in more reliable models compared to SO training.
[46] However, the comparison of the LM, GA, MOSCEM-UA, and NSGA-II algorithms shows that they all have their respective pros and cons. The LM algorithm often gives accurate results but does not produce very consistent weights, suggesting low reliability. The GA appears to find reasonably well-performing regions in the weight space but is often unable to fine-tune to good optima, making it the poorest performer of the algorithms we tested. The MOSCEM-UA and NSGA-II algorithms find solutions that are commonly better than the LM and GA algorithms. Specifically, they are able to consistently locate specific regions in the weight space in which good solutions can be found for several objective functions. Nevertheless, most algorithms show significant spread in results and sometimes even inconsistency in the performance and the a posteriori weight distributions of the ANNs. This suggests that future research should consider that ANN performance can have significant uncertainty due to inadequacies in optimization algorithms. Clearly, there is a need to use sophisticated methods for optimization algorithms Figure 5 . Scatterplots for Leaf River ANN1 model showing the best solutions for MRE found by various algorithms. Results over one hydrological year from the validation period are presented. One out of every five solutions is plotted for improved readability. in ANN training. A possible alternative to the four algorithms presented in this paper are so-called memetic algorithms [Hart et al., 2005] , which combine global and local search strategies. Another alternative that is able to combine the strengths of individual algorithms is the AMALGAM multialgorithm by Vrugt and Robinson [2007] .
[47] Additionally, in most of the examples presented in this paper, the clear trade-off between the MSDE and the traditional objective functions indicates that the MSDE objective function exploits information that is usually ignored in hydrological model calibration. Since MSDE penalizes for hydrograph shape errors, especially timing errors and noise, it can be argued that this objective function can provide valuable information in model calibration. Clearly, it is difficult and precarious to generalize beyond the results presented here and more research on this is needed.
