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In spring of 2012, I developed a workflow for converting the images of the redisplayed seismic 
sections from the 1970 Flathead Lake seismic survey into actual seismic traces.  The objective 
was to have the data in a trace form such that they could be interpreted in a seismic 
workstation.  Of course, given that the redisplayed sections effectively contain sign bit 
information only, amplitude information in the recovered traces is largely suggestive of what 
might have actually been recorded.  However, when displayed by a workstation or in a 
processing environment such as Colorado School of Mines’ Seismic Unix (SU), the traces 
maintain the geologic character seen in the paper sections, and the sections for Lines A, B, C, 
D, E, and F display an amazing similarity to the respective sections plotted from the data 
digitized from the analog tape that was discovered in the United States Geological Survey 
(USGS) library at Woods Hole, MA, in 2006.   
 
In addition to structural and stratigraphic interpretation of the data in a workstation environment, 
the data in trace form might be suitable for processing to remove bubble pulse effects or 
multiples.  Aspects of the image to seismic traces process are illustrated in the PowerPoint 
slides in Book L, and the converted traces for Lines I and R were used in the study presented in 
Book M. 
 
The process of converting the images to seismic traces is, conceptually, straightforward, but it 
has complicating nuances.  The starting point is an assertion that a column of black and white 
pixels in the scanned image is a sign bit seismic trace.  I have no information that either the field 
recorder or the recorder used in the post-acquisition processing generated a variable density 
display in which the shade of gray represented an amplitude range.   
 
With the assertion that the image of the redisplayed seismic section is simply black dots on 
white paper, then, all one has to do is convert the sequence of black and white pixels in a 
column extracted from the image to signed amplitudes, i.e., +1 for a black pixel and -1 for a 
white pixel.  The series of 1’s and -1’s from a column of pixels becomes a sign bit seismic trace.   
 
I chose a sign convention here, i.e., the first nuance.  The image is not truly black dots on white 
paper.  The pixel color values in a shades of gray image range from 0 to 255.  I set a threshold 
value of 160 to be the dividing point between black and white.  Black and dark gray pixel values 
below 160 were set to +1 in the output seismic trace.  White and light gray pixel values greater 
than 160 were set to -1. I adopted this convention assuming that the dots burned to the 
recording paper were positive amplitudes analogous to the shaded positive amplitude lobes in a 
variable area display.  This sign convention also maintains the black on white character of the 
original reprocessed sections.  Of course, the polarity can be reversed trivially in a workstation 
or a processing system.   
 
The next conceptual step is to generate traces that have a wiggly appearance.  Many schemes 
can be developed to convert the 1’s and -1’s to a wiggly form.  The simplest is probably to apply 
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a common trapezoid-shaped band pass filter.  A Ricker or other wavelet could be used for the 
filtering.   
 
Also, the series of 1’s and -1’s from each column in an image could be conditioned in a variety 
of ways, e.g., perhaps a 0 should be inserted for a -1 where the signal transitions from 1 down 
to -1 or from -1 up to 1.  The logic for this is that the dots in the image are really showing only 
the positive values.  Zero crossings are rendered white just like the actual negative portions of 
the waveforms.  In another conditioning scheme, one might assert that the number of 
contiguous +1’s is proportional to the peak amplitude of that lobe and replace the series of +1’s 
with a weighted, single spike in the middle of the contiguous series.  This could be applied to the 
-1’s , also.  Then, the spike train would be filtered as in generating a synthetic seismogram from 
a series of reflection coefficients. 
 
The description above seems straightforward.  However, the dots for an actual seismic trace are 
not constrained to one column of pixels in the image, i.e., another nuance.  Because the 
recording paper moves continuously under the recording stylus, each trace is actually along a 
diagonal line on the paper and, consequently, in the scan.  I show an example of this skew in 
the PowerPoint slides in Book L.  As if the skew were not enough, the nominal diagonal path of 
the stylus across the paper appears to have a waviness or wobbles in its path.  This waviness is 
not systematic and is probably impossible to correct for.  While I do not know the cause of the 
waviness superimposed on the generally linear skew, my guess is that it is the result of small 
distortions in the recording paper resulting from humidity fluctuations and handling through the 
years. 
 
Correcting for skew should be done before the sign values are assigned.  Another nuance on 
the conceptually straightforward process is that the initial scans of the redisplayed sections had 
timing lines that were in the range of -1.5o to +1.5o off of horizontal, almost not worth worrying 
about for studying the images themselves but significant for the image to data conversion 
process.  In order to rotate the scanned image such that the timing lines were horizontal, I 
combined functionality in the Python Imaging Library (PIL) with SU.  The script returned the best 
rotation angle to a precision of 0.1o.  This rotation analysis is illustrated in the Book L 
PowerPoint slides. 
 
I applied the process sketched out above to the images of the redisplayed sections, initially 
using an image editor for the image conditioning tasks of reducing the number of colors to two 
and rotating the image such that the timing lines were horizontal.  Rotations with a common 
image editor, however, were limited to 1o increments.  The proof of concept, user intensive 
workflow that I devised in early 2012 was automated in the fall of 2012 with a synthesis of bash 
and Python scripts and SU modules.  Robb Lankston, a computer science and mathematics 
student at the University of Montana at that time, designed the basic Python Imaging Library 
(PIL) scripts, which I augmented with system calls to SU modules.  The key elements of the 
image conditioning are illustrated in the PowerPoint PowerPoint slides in Book L. 
 
The extraction of the 1’s and -1’s was in another script.  In both the rotation analysis script and 
the sign recovery script, the color map of the images was reduced to black and white by setting 
a threshold.  All of the images were processed with the same threshold, 160 out of 255, as 
discussed above.  SU functions were called from the Python script to build SU format trace files, 
i.e., the a2b and suaddhead operations discussed in Book I, and to apply the band pass filter.  
The corner frequencies of the trapezoid operator were 30, 50, 250, 300 Hz.  System calls from 
the Python script to SU modules were used to mix the filtered traces in order to smooth over the 
white space between the columns of dots in the actual image and to decrement the filtered sign 
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bit traces such that the spacing between traces was similar to what was actually recorded 
(about 10 m).  SU functionality was used again to resample the traces in time for 1 ms sampling 
intervals.  The 300 dpi pixel spacing in the images yielded about 5.8 pixels per millisecond. 
 
I used a geographical information system (GIS) to georegister the Silverman et al. (1971) map 
with a base map, and I recovered the UTM coordinates of the end points and turning points for 
all of the lines.  I then interpolated the x-y coordinates for the individual traces from the 
coordinates of end and turning points.  The trace headers were updated with the x-y 
coordinates, assuming zero offset between source and receiver as discussed in Book I, using 
another Python script with SU calls.  This final script generated both SU and SEG-Y format files, 
and the SEG-Y files are in this book of the collection.  These files should be easily imported to a 
seismic interpretation workstation.  The coordinates are NAD83 UTM Zone 11N (EPSG:3741) in 
units of meters.   
 
For Lines K, Q3, S, and T, I processed both versions of the redisplayed images.  In the case of 
Line Q, I spliced together the three segments, Q1, Q2, and Q3 to form a single line as is drawn 
on the Silverman et al. (1970) track line map.  Similarly, I combined the coordinates for Lines M 
and MW to form one line M in the archive.  Finally, because of its length, the redisplayed section 
for Line I was scanned in 2006 into two files, i.e., I1 and I2.  I processed these two files through 
the image to data conversion and then spliced the resulting SU files together using SU 
windowing and concatenation tools prior to conversion to SEG-Y format.  Therefore, the archive 
has only one trace file for Line I.   
 
An experiment that I have not tried is to abandon the binary, sign bit assumption and assign 
signal amplitude values to every pixel value.  Positive amplitudes would be assigned to those 
pixel values below some threshold, and negative amplitudes would be assigned to pixel values 
above the threshold.  The assertion here would be that the chart recorder for the redisplayed 
sections did have variable density capability.  As mentioned above, though, I do not know what 
the recorder was nor what its capabilities were. 
 
I modified the parameters in the various scripts as necessary to convert a few of the scans of 
sections from the Kogan (1980) survey.  Kogan mentioned that his data were recorded in 
variable density, but I used the simple threshold method described above for the conversion.  
One line that I converted is displayed in three dimensions with lines from the 1970 survey in the 
PowerPoint slide show in Book L. 
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