Abstract
Introduction
We describe the initial testing of the integration and performance of several component pieces being developed as part of the Solid Earth Research Virtual Observatory Grid (SERVOGrid)'s Complexity and Computational Environment (CCE) [1] .
SERVOGrid project is being designed and implemented to integrate scientific applications with distributed data resources. SERVOGrid is described in more detail in [2, 3, 4] . Our CCE design is based on a globally scalable distributed "cyber-infrastructure" or Grid, built around a Web Services based approach consistent with the extended Web Service Interoperability (WS-I+) model [5] .
The goal of the CCE system is to build and integrate different domains of Grid and Web Services into a single cooperating system. In our SERVOGrid work, the importance of both archival and real-time geophysical data has led us to implement a number of Web Services to support Geographical Information Systems. In this paper, we present an initial integration and performance measurements of these various services. For related work in this area, see [25, 26] .
System Overview and Components
The primary components of the CCE system are as follows:
1. Earthquake simulation and modeling codes to support data assimilation, data mining, multiscale modeling; 2. Data modeling with ontologies and semantic tools; 3. Web Services for managing data sources, data flow, code execution, and information; 4. Message-based event system (NaradaBrokering [19] ); and 5. A workflow management system (HPSearch) [14] for connecting services.
In this document, we focus on points 3, 4, and 5. These tests are relevant to the "Data Mining" and "Coarse Graining" case scenarios described in [1] . We focus on the problems integrating the Pattern Informatics (PI) [6] application into a Grid environment.
PI calculates regions of enhanced probability for future seismic activity based on the seismic record of the region. Our distributed architecture is an iteration of the earlier RDAHMM data mining tests documented in [7] . The current tests extend this earlier system by adding Geographical Information Services (GIS) --the Web Map Service [8] and Web Feature Service [9] --and the WS-Context [10] information service. We developed Web Servicecompatible versions of the Map and Feature services: more information and WSDL interfaces are available from [11, 12, 13, 14] . We summarize these component pieces below. For a general overview of GIS material, see [15] .
Web Feature Service (WFS): The Web Feature Service (WFS) [9] is an Open Geospatial Consortium (OGC) [24] based data service that manages "feature" data: abstract representations of map features and associated metadata. We use the WFS to store information sets specific to the modeling code requirements, including a) GPS data archives, accumulated from SOPAC, JPL, and USGS data archives; b) seismicity data archives, accumulated from SCSN, SCEDC, Dinger-Shearer, and Haukkson formatted data archives; and c) earthquake faults obtained from the QuakeTables fault database [16] . For more information on supported formats, see [15] .
Grid
The WFS stores data accumulated from public, online archives. We reformat and store locally, to support query searches and combined/filtered results. More information is available from [12] .
Web Map Service (WMS): The Web Map Service (WMS) [8] is an OGC specification for generating interactive, online maps. WMS can generate maps in several formats (JPEG, SVG) by acting as client to both WFS and other WMS instances. WMS maps are generated as overlays, so it is possible to generate and customize maps interactively.
Our WMS implementation [13] interacts with the NASA OnEarth WMS [17] , which provides very high quality satellite images. Our WMS implementation can also be used to interactively extract component features. We use the WMS to, for example, set up initial problems visually with information from the WFS (such as seismic event records described below or earthquake faults), then "read off" the feature data from the map to generate input files for running earthquake modeling codes.
HPSearch: The HPSearch [14] system provides a scripting environment for managing distributed Web Services. We use HPSearch for deploying system components and for managing the distributed services in a workflow pattern on SERVOGrid. For the current problem, we rely on an HPSearch node, which is responsible for managing the execution of services, and WSProxyService [18] , a specialized Web Service that functions as both, a Web Service and a NaradaBrokering publisher and/or subscriber.
Context Service: The Context Service [11] is a system for storing transitory metadata needed to describe distributed session state information. In the current test system, it is used to store information needed by HPSearch to orchestrate system interactions.
NaradaBrokering: NaradaBrokering [19] development is not directly part of the current work, but we rely upon it to manage data flows and event notifications within the SERVOGrid system. NaradaBrokering may be thought of a as topic-based publish/subscribe messaging system: interested entities can register to a NaradaBrokering node to send and receive messages on particular topics. HPSearch uses NaradaBrokering to route data streams.
Running the Test Application:
The PI code needs the following inputs: a) a seismic record catalog (SCEDC) [20] file with dates, latitude/longitude coordinates, and event magnitudes; b) time and space boundaries for selecting the region and time period of interest from the seismic catalog; and c) a lower bound for seismic event magnitudes: seismic events below the desired threshold are discarded. PI generates an output file consisting of a latitude/longitude grid of probabilities (forecasts) for events within a given future time period. The following steps summarize how the system works (see Figure 1) 
Performance Tests
We run the WFS, WMS, PI code, and Context Service each on separate servers, as described in "Test Scenario." The purpose of these tests is to establish relative performance numbers and identify bottlenecks, not to establish absolute times or benchmarks.
We calculated the performance of the various system components for the following lower bounds for the seismic event magnitudes: M=5.0, 4.5, 4.0, 3.5, and 3.0. These correspond to increasing data file size, as shown in Table 1 Web Feature Service Performance: We measure WFS performance by timing the steps needed to extract seismic records with specific latitude/longitude bounding boxes, time periods, and lower bounds for the earthquake threshold magnitudes. These extracted records are returned as GML responses. This test is representative of other SERVOGrid applications that need to extract records from remote data bases through the WFS. The tests are made over 10 runs. Data from 1/1/1992 to 12/31/1992 were requested and latitude/longitude bounding box (32.0, -117.0)-(-37.0, -114.0) was used.
We make 4 types of measurements in addition to the total processing time between receiving the "get feature" request and returning the GML feature collection object: initialization time is spent during object initializations and checking to see if the database that contains the requested feature is alive. This is a relatively small period of time (average 30 ms) and can be ignored. During the initialization phase, the WFS extracts the query from the request and opens a connection to database that has the requested feature data. We measure the total query execution time since it affects the performance significantly. Other important measurements are made to find out how much time it takes to build GML feature objects from the query results and then how long it takes for merging them into a feature collection as the final result to return.
WFS test results (Figure 2) show that the performance decreases as the lower event threshold M decreases, corresponding to the increase in data size. Higher thresholds are dominated by database query execution time, which remains relatively constant for all magnitudes. However, for event thresholds 3.5 and 3, building the GML object takes a considerable amount of time. Our further tests showed that for event magnitudes between 2.5 and 1 this step dominates the total processing time. 
Figure 2. WFS performance measurements
HPSearch Performance: The HPSearch engine controls the flow of data from the WFS to the data filtering service that filters and reformats the data and then to the service that manages the execution of PI code. As the system goes through these stages, HPSearch interacts with the Context Service to store metadata and keep track of state. As shown in Figure  1 , there are two HPSearch nodes in the system: a master node (trex), and a worker node (danube). The master node is responsible for scheduling worker HPSearch nodes: there is only one worker in the demo, but for load balancing and scheduling we can run additional worker nodes. HPSearch uses NaradaBrokering nodes to route data streams between components and also for exchanging control messages between different HPSearch nodes.
The total HPSearch processing time contains a) the time required to create a placeholder entry in the context service, b) executing the flow and c) updating the placeholder entry. In addition to this we measure Data Processing time and the PI Code Runner Service time. Data Processing time is spent reading, transporting, and re-formatting the GML output from the WFS into the legacy format expected by the PI code. The data is read line by line, transformed, and transported from the WFS to the PI Code Runner service. For the sample data this takes, on average, a little over eight seconds. The PI Code Runner Service consists of several co-located services. The first, Data Accumulate, receives data from the Data Filter service and writes it to a local file (required by the PI code executable). The Exec PI Code service then runs the PI application. For the test data, the PI code execution time is negligible. Raw->GML is a filter for transforming the PI output file into a GML format that can be interpreted by the Web Map Service.
The HPSearch overhead may be found by comparing the "Data Processing" time to the "Exec PI Code" time. Note that the Data Filter and Data Accumulate steps run concurrently.
The overhead percentage is:
The overhead percentage we calculated is about 4% for all values of M.
Note that from Figure 3 below, it takes about 16 -18 seconds to run the PI code using the HPSearch system. Also note that the time required while running the PI code for different magnitudes is approximately the same. Our current architecture contains a data filter component which is responsible for filtering and reformatting the input data file to suit the PI code. This step reads all the input data (about 50000 lines) and filters each line with the given specifications. Since the data filtering step takes the maximum time, the overall time is dominated by this step and is constant for each run. The Context Service's primary operations are GetContext and SetContext. Three measurement sets were made using a 50 byte string for GetContext. Each of the three sets consisted of 100 individual measurements. We also performed 3 sets of 100 measurements on the SetContext method. In average, we measure ~116 ms for GetContext and ~125 ms for SetContext functions to be performed. Both of these measurements are internal timings to process requests.
We conclude that the Context Service does not add significant overhead to the overall system for these small metadata stores. The actual internal processing time for small metadata pieces is typically smaller than the network invocation time.
Web Map Service Performance: For the PI test case, the WMS generates map boundaries, locations of earthquake events, and locations of hotspots, which are superimposed on images obtained from the OnEarth WMS at JPL [17] .
Our WMS Client is a thin client to the WMS for displaying the maps returned by the server. The WMS generates the images and delivers back to the client. The WMS operation timings are thus split between the internal server timings and the overall timings seen by the client. Note that the "internal" server timings include remote calls to the WFS and OnEarth WMS. In addition to the initialization and total processing time we measured the times to retrieve the LandSat images for the selected latitude/longitude bounding box from OnEarth WMS and GML formatted seismic records from WFS. We also measure the time to assemble the abstract map pieces to render as a JPEG image. The WMS client side performance results ( Figure 5 ) show that for lower event threshold M=5, 4.5, 4 and 3.5, plotting the GML result dominates the total processing time. However for lower event threshold M<=3.5 time for getFeature request on the server side shows a steep increase (Figure 4 ) which actually decreases the performance significantly on both server and client sides. This increase is obviously because of the increase in GML result size and the time required for transferring of this result over the network. This result also tells us that a new methodology for large volume results is needed. We plan to use NaradaBrokering [19] as our transfer medium between WFS and WMS services to provide high performance streaming data transfer. 
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Conclusions and Future Work
This initial performance evaluation and related tests have served to prove several of the basic concepts of CCE architecture, while revealing bottlenecks and areas of needed performance improvement.
We demonstrate the feasibility and usefulness of building GIS services as Web Services and integrating them with other Grid services into composite applications. However, we identify that creating, parsing, and transporting large GML files are serious bottlenecks. These are very interesting research issues that we will address in future work.
We employ a Web Service-based Web Feature Service to bridge data sources with client applications by using standard OGC interfaces. However, the HTTP protocol-based approach has its limitations: transfer of large volumes of data may cause long delay or may not be possible at all. To overcome this difficulty we are implementing a streaming version of Web Feature Service using NaradaBrokering as transfer medium. There are also interesting techniques that use the XML Infoset to preserve the XML message in binary transmissions [21] . These techniques have been applied to hand-held devices but could apply equally well to large data transmissions from standard servers.
The Web Map Service performance depends on Web Feature Service, HPSearch, and network speed. However, it also can be made more efficient. We plan to increase performance of both Web Map Service server and client modules by employing new algorithms and optimization techniques such as using distributed rendering and tiling, parallel rendering of images. Additionally future versions of Web Map Service will be used for scientific visualization which requires us to handle high volumes of data. To support high performance large volume data transfer we are integrating our Web Map Service implementation with NaradaBrokering.
We have demonstrated the use of HPSearch [14] to deploy and manage system components. However, currently the system can only handle one user at a given time. We are currently adding support for session management within HPSearch so that multiple users can execute the same flow while HPSearch transparently manages temporary data files created during execution of each instance. Further, HPSearch currently does not address security for data streams. We plan to leverage NaradaBrokering's security features [22] for securing data streams in the future.
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