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HECKE ALGEBRAS AND
INVOLUTIONS IN COXETER GROUPS
G. Lusztig and D. A. Vogan, Jr.
Introduction
0.1. LetW be a finitely generated Coxeter group with a fixed involutive automor-
phism w 7→ w∗ which leaves stable the set of simple reflections. An element w ∈W
is said to be a ∗-twisted involution if w−1 = w∗. Let I = {w ∈ W ;w−1 = w∗} be
the set of ∗-twisted involutions of W . Let A′ = Z[v, v−1] where v is an indetermi-
nate. In [LV] we have defined (geometrically) an action of the Hecke algebra of W
(with parameter v2) on the free A′-module M with basis {aw;w ∈ I}, assuming
that W is a Weyl group. In [L3] a definition of the Hecke algebra action on M
was given in a purely algebraic way, without assumption on W . The purpose of
this paper is to give a more conceptual approach to the definition of the Hecke
algebra action on M, based on the theory of Soergel bimodules [S] and on the
recent results of Elias and Williamson [EW] in that theory.
In this paper we interpretM as a (modified) Grothendieck group associated to
the category of Soergel bimodules corresponding to W and to a 2-periodic functor
of this category to itself, defined using ∗ and by switching left and right multipli-
cation in a bimodule. The action of the Hecke algebra appears quite naturally in
this interpretation; however, we must find a way to compute explicitly the action
of a generator Ts + 1 of the Hecke algebra (s is a simple reflection) on a basis
element aw of M so that we recover the formulas of [LV], [L3]. The formula has
four cases depending on whether sw is equal to ws∗ or not and on whether the
length of sw is smaller or larger than that of w. In each case, (Ts+1)aw is a linear
combination c′aw′ + c
′′aw′′ of two basis elements aw′ , aw′′ where one of w
′, w′′ is
equal to w, the other is sw or sws∗ and the length of w′ is smaller than that of w′′.
We cannot prove the formulas directly. Instead we compute directly the coefficient
c′ and then observe that if c′ is known, then c′′ is automatically known from the
fact that we have a Hecke algebra action. The computation of c′ occupies Sections
4 and 5 (see Theorem 5.2). It has two cases (depending on whether sw′ is equal
to w′s∗ or not). The two cases require quite different proofs.
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As an application of Theorem 6.2 (which is essentially a corollary of Theorem
5.2) we outline a proof (6.3) of a positivity conjecture (9.12 in [L3]) stating that,
if y, w ∈ I and δ ∈ {1,−1}, then the polynomial P σy,w introduced in [L3] (and
earlier in [LV] in the case of Weyl groups) satisfies (Py,w(u) + δP
σ
y,w(u))/2 ∈
N[u] where Py,w is the polynomial introduced in [KL]. This is a refinement of
the statement [EW] that Py,w(u) ∈ N[u] which holds for any y, w ∈ W . In §7 we
show as another application of our results that M admits a filtration by Hecke
algebra submodules whose subquotients are indexed by the two-sided cells of W .
Under a boundedness assumption we show that the Hecke algebra acts on such a
subquotient by something resembling a W -graph.
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1. 2-periodic functors
1.1. In this section we review some results from [L1, §11].
Let k be a field of characteristic zero. Let C be a k-linear category, that is a
category in which the space of morphisms between any two objects has a given
k-vector space structure such that composition of morphisms is bilinear and such
that finite direct sums exist. A functor from one k-linear category to another is
said to be k-linear if it respects the k-vector space structures.
Let K(C) be the Grothendieck group of C that is, the free abelian group gener-
ated by symbols [A] for each A ∈ C (up to isomorphism) with relations [A⊕B] =
[A| + [B] for any A,B ∈ C. A k-linear functor M 7→ M ♯, C −→ C is said to be
2-periodic if M 7→ (M ♯)♯ is the identity functor C −→ C. Assuming that such a
functor is given we define a new k-linear category C♯ as follows. The objects of C♯
are pairs (A, φ) where A ∈ C and φ : A♯ −→ A is an isomorphism in C such that
the composition (A♯)♯
φ♯
−→ A♯
φ
−→ A is the identity map of A. Let (A, φ), (A′, φ′)
be two objects of C♯. We define a k-linear map HomC(A,A
′) −→ HomC(A,A
′) by
f 7→ f ! := φ′f ♯φ−1. Note that (f !)! = f . By definition, HomC♯((A, φ), (A
′, φ′)) =
{f ∈ HomC(A,A
′); f = f !}, a k-vector space. The direct sum of two objects
(A, φ), (A′, φ′) is (A ⊕ A′, φ ⊕ φ′). Clearly, if (A, φ) ∈ C♯, then (A,−φ) ∈ C♯.
An object (A, φ) of C♯ is said to be traceless if there exists an object B of C
and an isomorphism A ∼= B ⊕ B♯ under which φ corresponds to an isomorphism
B♯⊕B
∼
−→ B⊕B♯ which carries the first (resp. second) summand of B♯⊕B onto
the second (resp. first) summand of B ⊕B♯.
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Let K♯(C) be the quotient of K(C♯) by the subgroup K
0(C♯) generated by the
elements [B, φ] where (B, φ) is any traceless object of C♯. We show that:
(a) [A,−φ] = −[A, φ] for any (A, φ) ∈ C♯.
Indeed, if we define φ′ : A♯ ⊕ A −→ A ⊕ A♯ by (x, y) 7→ (y, x) and τ : A ⊕ A −→
A ⊕ A♯ by (x, y) 7→ (x + y, φ−1(x) − φ−1(y)), then τ defines an isomorphism of
(A, φ)⊕ (A,−φ) with the traceless object (A⊕A♯, φ′).
2. A review of Soergel modules
2.1. In this section we review some results of Soergel [S] and of Elias-Williamson
[EW].
Recall that W is a Coxeter group. The canonical set of generators (assumed
to be finite) is denoted by S. Let x 7→ l(x) be the length function on W and
let ≤ be the Bruhat order on W . Let h be a reflection representation of W over
the real numbers R, as in [EW]; for any s ∈ S we fix a linear form αs : h −→ R
whose kernel is equal to the fixed point set of s : h −→ h. Let R be the algebra
of polynomial functions h −→ R with the Z-grading in which linear functions
h −→ R have degree 2. Note that W acts naturally on R; we write this action
as w : r 7→ wr and for s ∈ S we set Rs = {r ∈ R; sr = r}, a subalgebra of R.
Let R>0 = {r ∈ R; r(0) = 0}. Let Rˆ be the completion of R with respect to the
maximal ideal R>0.
LetR be the category whose objects are Z-graded (R,R)-bimodules in which for
M,M ′ ∈ R, HomR(M,M
′) is the space of homomorphisms of (R,R)-bimodules
M −→M ′ compatible with the Z-gradings. For M ∈ R and n ∈ Z, the shift M [n]
is the object of R equal in degree i to M in degree i+ n. For M,M ′ in R we set
MM ′ =M ⊗R M
′; this is naturally an object of R. For M,M ′ in R we set
M ′M = ⊕n∈ZHomR(M,M
′[n]),
viewed as an object of R with (rf)(m) = f(rm), (fr)(m) = f(mr) for m ∈
M, f ∈ M ′M , r ∈ R. For any M ∈ R we set M = M/MR>0 = M ⊗R R where
R is identified with R/R>0. We view M as a Z-graded R-vector space. For any
M ∈ R we set Mˆ =M ⊗R Rˆ, viewed as a Z-graded right Rˆ-module.
For s ∈ S let Bs = R⊗Rs R[1] ∈ R. More generally, for any x ∈W , Soergel [S,
6.16] shows that there is an object Bx of R (unique up to isomorphism) such that
Bx is an indecomposable direct summand of Bs1Bs2 . . .Bsq for some/any reduced
expression w = s1s2 . . . sq (si ∈ S) and such that Bx is not a direct summand of
Bs′
1
Bs′
2
. . .Bs′p whenever s
′
1, . . . , s
′
p ∈ S, p < q. Let C˜ be the full subcategory of
R whose objects are isomorphic to finite direct sums of shifts of objects of the
form Bx for various x ∈ W . Let C be the full subcategory of R whose objects
are isomorphic to finite direct sums of objects of the form Bx for various x ∈ W .
From [S] it follows that for M,M ′ ∈ C˜ we have MM ′ ∈ C˜.
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(In the case where W is a Weyl group of a reductive group G, C can be thought
of as the category of semisimple G-equivariant perverse sheaves on the product
B2 of two copies of the flag manifold and C˜ can be thought of as the category
whose objects are complexes of sheaves on B2 which are (non-canonically) direct
sums of objects of semisimple G-equivariant perverse sheaves with shifts. Then
M,M ′ 7→MM ′ corresponds to convolution of complexes of sheaves.)
For any x ∈W let Rx be the object of R such that Rx = R as a left R-module
and such that for m ∈ Rx, r ∈ R we have mr = (
xr)m. The following result
appears in [S, 6.15]:
(a) For any M ∈ C˜, RMx is a finitely generated graded free right R-module;
hence dimRR
M
x <∞.
Note that R
M [n]
x i
= RMx i−n for any i, n ∈ Z.
(In the case where W is a Weyl group of a reductive group G then RMx i
can be
thought of as the dual of a stalk of a cohomology sheaf of a complex of sheaves on
B2 at a point in the G-orbit on B2 corresponding to x.)
Let t ∈ HomR(Bs[−1], Rs) = (R
Bs
s )1 be the unique element such that t(1 ⊗
αs + 1 ⊗ αs) = 0, t(1 ⊗ 1) = 1. The image of t in R
Bs
s 1
is an R-basis of this
one-dimensional R-vector space. Hence we have canonically RBss 1 = R.
2.2. Let x ∈W . From [EW] it follows that HomR(Bx, Bx) = R and from [S, 6.16]
it follows that dimRBxx l(x)
= 1. Thus RBxx l(x)
⊗R Bx is an object of C isomorphic
to Bx and defined up to unique isomorphism (even though Bx was defined only
up to non-unique isomorphism). From now on we will use the notation Bx for this
new object.
It satisfies
RBxx l(x)
= R.
When x = s ∈ S, this agrees with the earlier description of Bs.
2.3. Let x, x′ ∈W , x 6= x′. From [EW] it follows that HomR(Bx′ , Bx) = 0. This,
together with the equality HomR(Bx, Bx) = R implies that the objects Bx are
simple in C. Conversely, it is clear that any simple object of C is isomorphic to
some Bx.
2.4. Let A = Z[u, u−1] where u is an indeterminate. Let H be the free A-module
with basis Tw, w ∈ W . It is known that there is a unique associative A-algebra
structure on H such that TwTw′ = Tww′ whenever l(ww
′) = l(w) + l(w′) and
T 2s = u
2T1+(u
2−1)Ts for s ∈ S. Note that T1 is a unit element. Let {cw;w ∈ W}
be the A-basis of H which in [KL] was denoted by {C′w;w ∈W}. Recall that
(a) cw = u
−l(w)
∑
y≤w
Py,w(u
2)Ty
where Py,w = 1 if y = w and Py,w is a polynomial of degree ≤ (l(w)− l(y)−1)/2 if
y < w. We regard K(C˜) as an A-module by un[M ] = [M [−n]] for M ∈ C˜, n ∈ Z.
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Note that K(C˜) is an associative A-algebra with product defined by [M ][M ′] =
[MM ′] for M ∈ C˜,M ′ ∈ C˜. From [S, 1.10, 5.3] we see that
(b) the assignment M 7→
∑
y∈W,i∈Z dimR
M
y )
i
u−iTy defines an A-algebra iso-
morphism χ : K(C˜)
∼
−→ H.
From [EW, Theorem 1.1] it follows that
(c) χ(Bx) = cx.
3. The H-module M
3.1. In this section we preserve the setup of Section 2. Recall that w 7→ w∗ is an
involutive automorphism W
∼
−→ W leaving S stable. We can assume that there
exists an involutive R-linear map h −→ h (denoted again by x 7→ x∗) which satisfies
(wx)∗ = w∗x∗ for w ∈ W,x ∈ h and satisfies αs∗ = (αs)
∗ for s ∈ S. We fix such
a linear map. It induces a ring involution R −→ R denoted again by r 7→ r∗. For
M ∈ R let M ♯ be the object of R which is equal to M as a graded R-vector
space, but left (resp. right) multiplication by r ∈ R onM ♯ equals right (resp. left)
multiplication by r∗ onM . Clearly, (M ♯)♯ = M . If f :M1 −→M2 is a morphism in
R then f can be also viewed as a morphism M ♯1 −→M
♯
2 in R. Note that M 7→M
♯
is an R-linear, 2-periodic functor R −→ R. Hence R♯ is well defined, see 1.1.
If M1,M2 ∈ R then we have an obvious identification M
♯
1M
♯
2 = (M2M1)
♯ as
objects in R (it is given by x1 ⊗ x2 7→ x2 ⊗ x1).
Let s ∈ S. The R-linear isomorphism ωs : Bs∗ [−1]
∼
−→ Bs[−1] given by x⊗Rs∗
y 7→ y∗ ⊗Rs x
∗ for x, y ∈ R can be viewed as an isomorphism B♯s∗ [−1]
∼
−→ Bs[−1]
in R or as an isomorphism B♯s∗
∼
−→ Bs in R.
Now let x ∈ W and let s1s2 . . . sk be a reduced expression for x. Since Bx is
an indecomposable direct summand of Bs1Bs2 . . .Bsk (and k is minimal with this
property) we see that B♯x is an indecomposable direct summand of
(Bs1Bs2 . . .Bsk)
♯ = B♯sk . . .B
♯
s2
B♯s1
∼= Bs∗
k
. . .Bs∗
2
Bs∗
1
(and k is minimal with this property) hence by [S, 6.16] we have
(a) B♯x
∼= B(x∗)−1 .
. (We use that s∗k . . . s
∗
2s
∗
1 is a reduced expression for (x
∗)−1.) In particular we
have B♯x ∈ C. It follows that M ∈ C =⇒ M
♯ ∈ C and M ∈ C˜ =⇒ M ♯ ∈ C˜.
Note that M 7→M ♯ are R-linear, 2-periodic functors C −→ C and C˜ −→ C˜. Hence
C♯, C˜♯ are defined as in 1.1 and K♯(C), K♯(C˜) are well defined abelian groups.
3.2. Recall that I = {y ∈W ; y−1 = y∗}. Let x ∈W . We define fx : R
♯
x −→ R(x∗)−1
by r 7→ fx(r) = (
x−1r)∗. This is an isomorphism in R.
Now assume that x ∈ I; then fx : R
♯
x −→ Rx is given by r 7→ fx(r) =
x(r∗)
and (Rx, fx) ∈ R♯; thus (Rx[i], fx[i]) ∈ R♯ for any i ∈ Z. Hence, if (M,φ) ∈ C˜♯
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and i ∈ Z, then f 7→ f !, HomR(M,Rx[i]) −→ HomR(M,Rx[i]) is defined as in 1.1.
Taking direct sum over i ∈ Z we obtain a map f 7→ f !, RMx −→ R
M
x such that
(f !)! = f . (We always write RMx instead of (Rx)
M .) From the definitions, for
f ∈ RMx , r ∈ R we have (fr)
! = r∗f !, (rf)! = f !r∗. Since for r ∈ R, b ∈ Rx we
have rb = bx
−1
r we see that R>0Rx = RxR
>0 so that R>0(RMx ) = (R
M
x )R
>0; we
see that f 7→ f ! induces an R-linear (involutive) map RMx −→ R
M
x and (for any i)
an R-linear involutive map RMx i −→ R
M
x i
denoted by YMx,φ,i. Let
ǫxi (M,φ) = trR(Y
M
x,φ,i, R
M
x ) ∈ Z.
We now takeM = Bx (still assuming x ∈ I so that (Bx, φ) ∈ C˜♯ for some φ). Then
RBxx l(x)
= R hence ǫxl(x)(Bx, φ) = ±1. We can normalize φ : B
♯
x −→ Bx uniquely so
that ǫxl(x)(Bx, φ) = 1. We shall denote this normalized φ by φx.
Due to 2.3, we can apply [L1, 11.1.8] to C, ♯; we see that
(a) K♯(C) is a free abelian group with basis {[Bx, φx]; x ∈ I}.
3.3. Let A′ = Z[v, v−1] where v is an indeterminate. We view A = Z[u, u−1] as a
subring of A′ by setting u = v2. Note that K♯(C˜) can be viewed as an A
′-module
with vn[M,φ] = [M [−n], φ] for (M,φ) ∈ C˜♯, n ∈ Z. We show:
(a) The map q : A′ ⊗K♯(C) −→ K♯(C˜), v
n ⊗ [M,φ] 7→ [M [−n], φ] is an isomor-
phism of A′-modules.
The map q is clearly well defined. To prove that it is surjective we shall use the
functors M 7→ τ≤iM from C˜ to C˜ (resp. M 7→ H
iM from C˜ to C) defined in
[EW, 6.2]. (Here i ∈ Z.) These define in an obvious way functors C˜♯ −→ C˜♯ (resp.
C˜♯ −→ C♯) denoted again by τ≤i (resp. H
i). Let (M,φ) ∈ C˜φ. From the definition
we have an exact sequence in C˜ (with morphisms in C˜♯)
0 −→ τ≤i−1M
e
−→ τ≤iM
e′
−→ HiM [−i] −→ 0
which is split but the splitting is not necessarily given by morphisms in C˜♯. Thus
there exist morphisms
τ≤i−1M
f
←− τ≤iM
f ′
←− HiM [−i]
in C˜ such that e′f ′ = 1, fe = 1, f ′e′ + ef = 1. Now f !, f ′! are defined as in
1.1 and, since e! = e, e′! = e! (notation of 1.1), we have e′f ′! = 1, f !e = 1,
f ′!e′ + ef ! = 1 hence setting f˜ = (f + f !)/2, f˜ ′ = (f ′ + f ′!)/2, we have e′f˜ ′ = 1,
f˜e = 1, f˜ ′e′ + ef˜ = 1 and f˜ ! = f˜ , f˜ ′! = f˜ ′. Thus we obtain a new splitting of the
exact sequence above which is given by morphisms in C˜♯. It follows that
(τ≤iM,φ) ∼= (τ≤i−1M,φ)⊕ (H
iM [−i], φ)
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in C˜♯ (the maps φ are induced by M
♯ −→ M). Hence [τ≤iM,φ] = [τ≤i−1M,φ] +
[HiM [−i], φ] in K♯(C˜). Since [M,φ] = [τ≤iM,φ] for i ≫ 0 and 0 = [τ≤iM,φ] for
−i ≫ 0 we deduce that [M,φ] =
∑
i[H
iM [−i], φ]. This proves the surjectivity of
q.
We define K(C˜♯) −→ A
′ ⊗K(C♯) by [M,φ] 7→
∑
n∈Z v
−n[HnM,φn] where φn is
induced by φ. This clearly induces a homomorphism q′ : K♯(C˜) −→ A
′ ⊗ K♯(C)
which satisfies q′q = 1. It follows that q is injective, completing the proof of (a).
3.4. Using 3.2(a), 3.3(a), we see that:
(a) K♯(C˜) is a free A
′-module with basis {[Bx, φx]; x ∈ I}, (notation of 3.2).
3.5. Let M be the free A′-module with basis {ax; x ∈ I}. For any (M,φ) ∈ C˜♯
and any y ∈ I we set
ǫy(M,φ) =
∑
i∈Z
ǫyi (M,φ)v
−i ∈ A′.
The homomorphism K(C˜♯) −→M,
[M,φ] 7→
∑
y∈I
ǫy(M,φ)ay
clearly factors through an A′-module homomorphism
(a) χ′ : K♯(C˜) −→M.
We show:
(b) χ′ is an isomorphism.
For x ∈ I let A˜x = χ
′([Bx, φx]). We can write A˜x =
∑
y∈I fy,xay where fy,x ∈ A
′
are zero for all but finitely many y. In view of 3.4(a), to prove (b) it is enough to
show:
(c) Let y ∈ I. If y 6≤ x then fy,x = 0. If y ≤ x then fy,x = v
−l(x)P˜y,x(u)
where P˜y,x = 1 if y = x and P˜y,x is a polynomial with integer coefficients of degree
≤ (l(x)− l(y)− 1)/2 if y < x.
Assume that fy,x 6= 0. Then for some i we have ǫ
y
i (Bx, φx) 6= 0 hence R
Bx
y 6= 0.
Using 2.4(b),(c) we deduce that the coefficient of Ty in cx is nonzero; thus we
have y ≤ x, as required. Next we assume that y ≤ x. We have vl(x)fy,x =∑
i ǫ
y
i (Bx, φx)v
−i+l(x) hence it is enough to show that
ǫyi (Bx, φx) 6= 0 implies −i + l(x) ∈ 2N and −i + l(x) ≤ l(x) − l(y) with strict
inequality unless x = y.
Now ǫyi (Bx, φx) 6= 0 implies R
Bx
y
i
6= 0. Hence it is enough to show that
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RBxy
i
6= 0 implies −i+l(x) ∈ 2N and −i+l(x) ≤ l(x)−l(y) with strict inequality
unless x = y.
By 2.4(a),(b),(c) we have
∑
j∈Z
dimRBxy
j
u−j+l(x) = Py,x(u
2)
and the desired result follows from the properties of Py,x (see 2.4(a)). This proves
(c) hence also (b).
Next we note that for y ∈ I, y ≤ x and δ ∈ {1,−1} the following holds:
(d) (Py,x(u) + δP˜y,x(u))/2 ∈ N[u].
We have
Py,x(u) + δP˜y,x(u) =
∑
j∈Z
dimRBxy
j
v−j+l(x) + δ
∑
j∈Z
ǫyj (Bx, φx)v
−j+l(x)
hence it is enough to show that
dimRBxy
j
+ δǫyj (Bx, φx) ∈ 2N
This follows from the fact that for an involutive automorphism τ of a real vector
space V we have dim(V ) + δtr(τ, V ) ∈ 2N.
3.6. For any M ∈ C˜ we define a functor FM : C˜♯ −→ C˜♯ by
(M ′, φ) 7→ (MM ′M ♯, φ′)
where φ′ : (MM ′M ♯)♯ =MM ′♯M ♯ −→MM ′M ♯ is given by
m1 ⊗m
′ ⊗m2 7→ m2 ⊗ φ(m
′)⊗m1.
Note that FM induces an A
′-linear map K(C˜♯) −→ K(C˜♯) which clearly maps
K0(C˜♯) into itself hence it induces an A
′-linear map F¯M : K♯(C˜) −→ K♯(C˜). If
M1,M2 ∈ C˜ we have FM1M2 = FM1FM2 hence F¯M1M2 = F¯M1 F¯M2 ; moreover for
any (M,φ) ∈ C˜♯ we have
FM1⊕M2(M,φ) = ((M1⊕M2)M(M
♯
1⊕M
♯
2), φ
′) = FM1(M,φ)⊕FM2(M,φ)⊕(M˜, φ˜)
(for a suitable φ′) where M˜ =M2MM
♯
1⊕M1MM
♯
2 and φ˜ : M˜
♯ −→ M˜ are such that
(M˜, φ˜) is a traceless object of C˜♯. It follows that F¯M1⊕M2 = F¯M1 + F¯M2 . We see
that [M ] 7→ F¯M makes K♯(C˜) into a (left) K(C˜)-module. From the definitions, for
any M ∈ C˜, (M ′, φ) ∈ C˜♯, n ∈ Z we have FM [n](M
′, φ) = FM (M
′[2n], φ). Hence
for h ∈ K(C˜), h′ ∈ K♯(C˜), n ∈ Z we have (u
nh)h′ = v2n(hh′) = un(hh′). Via
the isomorphism χ : K(C˜)
∼
−→ H in 2.4(b) and the isomorphism χ′ : K♯(C˜)
∼
−→
M in 3.5(a),(b), M becomes a (left) H-module (with u ∈ H acting on M as
multiplication by u = v2).
HECKE ALGEBRAS AND INVOLUTIONS IN COXETER GROUPS 9
4. Some exact sequences
4.1. In this section we fix s ∈ S and we write α instead of αs so that α
∗ = αs∗ .
Let Rs
∗,>0 = Rs
∗
∩ R>0. Let R = R/Rs
∗,>0R, a Z-graded R-algebra which can
be naturally identified with R[α∗]/(α∗2) (it is zero except in degree 0 and 2). Let
R be the category whose objects are Z-graded right R-modules. For any M ′ ∈ R
we write M ′ =M ′/M ′Rs
∗,>0 =M ′ ⊗Rs∗ R where R = R
s∗/Rs
∗,>0 is viewed as a
Rs
∗
-algebra in the obvious way. Note that M ′ is naturally an object of R.
4.2. For any M ∈ R we write R.M (resp. M.R) instead of R ⊗Rs M ∈ R (resp.
M⊗Rs∗R ∈ R); for r ∈ R,m ∈M we write r.m (resp. m.r) instead of r⊗m ∈ R.M
(resp. m⊗ r ∈M.R). Note that any element of R.M (resp. M.R) can be written
uniquely in the form
∑
i∈{0,1} α
i.mi (resp.
∑
i∈{0,1}miα
∗i) where mi ∈M .
ForM,N ∈ R let ′ hom(M,N) (resp. hom′(M,N)) be the set of maps M −→ N
which are homomorphisms of (Rs, R)-bimodules (resp. (R,Rs
∗
)-bimodules) and
are compatible with the Z-gradings; let
′ hom•(M,N) = ⊕i∈Z
′ hom(M,N [i]), hom′ •(M,N) = ⊕i∈Z hom
′(M,N [i]).
The statements (i)-(ii) below are easily verified.
(i) There is a unique group isomorphism
′ hom•(M,N)
∼
−→ NR.M (resp. hom′ •(M,N)
∼
−→ NM.R),
f 7→ F , such that for m ∈M we have
F (1.m) = f(m), F (α.m) = αf(m) (resp. F (m.1) = f(m), F (m.α∗) = f(m)α∗);
this is in fact an isomorphism inR, provided that ′ hom•(M,N) (resp. hom′ •(M,N))
is viewed as an object of R with (rf)(m) = r(f(m)), (fr)(m) = (f(m))r for
m ∈M, r ∈ R and f ∈ ′ hom•(M,N) (resp. f ∈ hom′ •(M,N)).
(ii) The map
f 7→ G, G(m) = α.f(m) + 1.f(αm) (resp.
G(m) = f(m).α∗ + f(mα∗).1)
is an isomorphism
′′ hom•(M,N [−2])
∼
−→ (R.N)M (resp. hom′′ •(M,N [−2]) −→ (N.R)M
inR, provided that ′ hom•(M,N) (resp. hom′ •(M,N)) is viewed as an object ofR
with (rf)(m) = f(rm), (fr)(m) = f(mr) form ∈M, r ∈ R and f ∈ ′ hom•(M,N)
(resp. f ∈ hom′ •(M,N)).
Combining (i),(ii) we see that:
(iii) The map F 7→ G,
G(m) = α.F (1.m) + 1.F (1.αm) (resp. G(m) = F (m.1).α∗ + F (mα∗.1).1)
is an isomorphism
(N [−2])R.M
∼
−→ (R.N)M (resp. (N [−2])M.R
∼
−→ (N.R)M )
of (Rs, R)-bimodules (resp. of (R,Rs
∗
)-bimodules).
(We use that the two (R,R)-bimodule structures on ′ hom•(M,N) described in
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(i),(ii) restrict to the same (Rs, R)-bimodule structure and that the two (R,R)-
bimodule structures on hom′ •(M,N) described in (i),(ii) restrict to the same
(R,Rs
∗
)-bimodule structure.)
4.3. For any M ′ ∈ R we write R.M ′.R instead of R⊗Rs M
′⊗Rs∗ R ∈ R; for r, r
′
in R and m′ ∈ M ′ we write r.m′.r′ instead of r ⊗m′ ⊗ r′ ∈ R.M ′.R. Note that
any element ξ ∈ R.M ′.R can be written uniquely in the form
∑
i,j∈{0,1} α
i.ξij.a
∗j
where ξij ∈M
′.
For M,N ∈ R let hom(M,N) be the set of maps M −→ N which are homomor-
phisms of (Rs, Rs
∗
)-bimodules and which are compatible with the Z-gradings; let
hom•(M,N) = ⊕i∈Z hom(M,N [i]).
We view hom•(M,N) as an object of R in two ways: for f ∈ hom•(M,N), r ∈
R,m ∈M we set either
(a) (rf)(m) = r(f(m)), (fr)(m) = (f(m))r;
(b) or (rf)(m) = f(rm), (fr)(m) = f(mr).
The statements (i),(ii) below are easily verified.
(i) There is a unique group isomorphism hom•(M,N)
∼
−→ NR.M.R in R, f 7→
F such that for any m ∈ M we have F (1.m.1) = f(m), F (α.m.1) = αf(m),
F (1.m.α∗) = f(m)α∗, F (α.m.α∗) = αf(m)α∗; this is in fact an isomorphism in
R provided that hom•(M,N) is viewed as an object of R as in (a).
(ii) The map f 7→ G,
G(m) = 1.f(αmα∗).1 + α.f(mα∗).1 + 1.f(αm).α∗ + α.f(m).α∗
is an isomorphism hom•(M,N [−4])
∼
−→ (R.N.R)M inR provided that hom•(M,N)
is viewed as an object of R as in (b).
Combining (i),(ii) we see that:
(iii) The map F 7→ G,
G(m) = α.F (1.m.1).α∗+α.F (1.mα∗.1).1+ 1.F (1.αm.1).α∗+1.F (1.αmα∗.1).1
is an isomorphism (N [−4])R.M.R
∼
−→ (R.N.R)M of (Rs, Rs
∗
)-bimodules.
(We use that the two (R,R)-bimodule structures on hom•(M,N) described in
(a),(b) restrict to the same (Rs, Rs
∗
)-bimodule structure.)
4.4. Let M ∈ C˜ and let ω ∈W . We define an exact sequence
(a) 0 −→ RMω
c
−→ RR.Mω
d
−→ RMsω[2]
as follows. We identify RR.Mω =
′ hom•(M,Rω) as objects of R as in 4.2(i); then
c is the obvious inclusion RMω ⊂
′ hom•(M,Rω) and d :
′ hom•(M,Rω) −→ R
M
sω[2]
is given by f 7→ f ′, where f ′(m) = s(f(αm)− αf(m)). (The kernel of d is clearly
RMω .) Now (a) induces sequences
(b) 0 −→ RMω −→ R
R.M
ω −→ R
M
sω[2] −→ 0,
(c) 0 −→ RMω −→ R
R.M
ω −→ R
M
sω[2] −→ 0.
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We state the following result.
(d) If l(ω) < l(sω), then the sequences (b),(c) are exact.
For (b) this is implicit in the proof in [S, Proposition 5.7, Corollary 5.16] of the
fact that, under the assumption of (d), the alternating sum of dimensions of the
terms of (b) is zero (in each degree). The statement for (c) can be reduced to that
for (b) as follows. The R-modules in (c) are free of finite rank (we use 2.1(a))
and the kernel and cokernel of right multiplication by α∗ in these R-modules form
sequences which can be identified with the sequence (b) which are already known
to be exact; it follows that the sequence (c) is exact.
Next we define an exact sequence
(e) 0 −→ RMω
c′
−→ RM.Rω
d′
−→ RMωs∗ [2]
as follows. We identify RM.Rω = hom
′ •(M,Rω) as objects of R as in 4.2(i); then c
′
is the obvious inclusion RMω ⊂ hom
′ •(M,Rω) and d
′ : hom′ •(M,Rω) −→ R
M
ωs∗ [2]
is given by f 7→ f ′, where f ′(m) = f(mα∗) − f(m)α∗ (the product f(m)α∗ is
computed in the right R-module structure of Rω). (The kernel of d
′ is clearly
RMω .) Now (e) induces sequences
(f) 0 −→ RMω −→ R
M.R
ω −→ R
M
ωs∗ [2] −→ 0,
(g) 0 −→ RMω −→ R
M.R
ω −→ R
M
ωs∗ [2] −→ 0.
We now state the following result.
(h) If l(ω) < l(ωs∗), then the sequences (f),(g) are exact.
For any x ∈W we have an isomorphism
(i) RMx
∼
−→ RM
♯
x−1
as R-vector spaces (not in R) given by f 7→ f˜ where (f˜)(m) = x
−1
(f(m)) for any
m ∈ M (we identify M,M ♯ as sets). It carries RMx R
>0 onto RM
♯
x−1
R>0 hence it
induces an isomorphism RMx
∼
−→ RM
♯
x−1
of graded R-vector spaces. Applying an
isomorphism like (i) to each term of the sequence (f) we get a sequence
0 −→ RM
♯
ω−1 −→ R
R⊗Rs∗M
♯
ω−1
−→ RM
♯
s∗ω−1 [2] −→ 0;
(we use that (M.R)♯ = R⊗Rs∗ M
♯). This sequence is a special case of the sequence
(b) (with M,ω, s replaced by M ♯, ω−1, s∗); hence, by (d), it is exact (we use that
l(ω) < l(s∗ω−1)). It follows that the sequence (f) is exact. From this we deduce
the exactness of (g) in the same way as we have deduced the exactness of (c) from
that of (b).
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4.5. Let w ∈ W . We set N = Rw. For r ∈ R and b ∈ N we write b ◦ r for the
element of N given by the right R-module structure on N . We define some subsets
of R.N.R as follows:
Y = {1.αb.1 + α.b.1 + 1.αb′.α∗ + α.b′.α∗; b, b′ ∈ N},
Y ′ = {1.b′ ◦ α∗.1 + α.b ◦ α∗.1 + 1.b′.α∗ + α.b.α∗; b, b′ ∈ N},
V = {1.αb ◦ α∗.1 + α.b ◦ α∗.1 + 1.αb.α∗ + α.b.α∗; b ∈ N} = Y ∩ Y ′,
Z = {1.(αb+b′◦α∗−αb′′ ◦α∗).1+α.b.1+1.b′.α∗+α.b′′.α∗; b, b′, b′′ ∈ N} = Y +Y ′.
It is easy to verify that Y, Y ′ are subobjects of R.N.R in R. Hence V, Z are
subobjects of R.N.R in R.
By a straightforward computation we see that (a)–(d) below hold:
(a) the map τ1 : V −→ N [−4], 1.αb ◦ α
∗.1 + α.b ◦ α∗.1 + 1.αb.α∗ + α.b.α∗ 7→ b is
an isomorphism in R;
(b) the map Y −→ Rws∗ [−2], 1.αb.1 + α.b.1 + 1.αb
′.α∗ + α.b′.α∗ 7→ b − b′ ◦ α∗,
induces an isomorphism τ2 : Y/V
∼
−→ Rws∗ [−2] in R;
(c) the map Y ′ −→ Rsw[−2], 1.b
′◦α∗.1+α.b◦α∗.1+1.b′.α∗+α.b.α∗ 7→ s(b′−αb),
induces an isomorphism τ3 : Y/V
′ ∼−→ Rsw[−2] in R;
(d) the map R.N.R −→ Rsws∗ ,
1.b0.1 + α.b1.1 + 1.b2.α
∗ + α.b3.α
∗ 7→ s(−b0 + αb1 + b2 ◦ α
∗ − αb3 ◦ α
∗),
induces an isomorphism τ4 : R.N.R/Z
∼
−→ Rsws∗ .
In the remainder of this section we fix M ∈ C˜.
Lemma 4.6. Assume that l(w) < l(ws∗). The obvious sequence
(a) 0 −→ V M −→ YM −→ (Y/V )M −→ 0
is exact.
We can identify N.R[−2] = Y (as objects of R) by b.r 7→ α.b.r + 1.αb.r (for
b ∈ N, r ∈ R). We can identify N [−4] = V via τ1 in 4.5(a) and Rws∗ [−2] = Y/V
via τ2 in 4.5(b). Then (a) becomes a sequence
0 −→ (N [−4])M −→ (N.R[−2])M −→ (Rws∗ [−2])
M −→ 0.
By 4.2(iii) we can identify (N.R[−2])M = (N [−4])M.R (as R-vector spaces). The
previous sequence becomes a sequence
0 −→ NM [4] −→ NM [4].R −→ (Rws∗)
M [4][2] −→ 0.
This is of the type appearing in 4.4(c) with M replaced by M [4] hence is exact by
4.4(d). The lemma is proved.
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Lemma 4.7. Assume that l(sw) < l(sws∗). The obvious sequence
(a) 0 −→ (Z/Y )M −→ (R.N.R/Y )M −→ (R.N.R/Z)M −→ 0
is exact.
Consider the exact sequence 0 −→ N [−2]
c
−→ R.N
c′
−→ Rsw −→ 0 in which c
is b 7→ α.b + αb.1 and c′ maps r′.b to r′sb (where r′ ∈ R, b ∈ N). Applying
⊗Rs∗R we obtain an exact sequence 0 −→ N.R[−2] −→ R.N.R −→ Rsw.R −→ 0.
Here we identify N.R[−2] = Y as in the proof of 4.6 and we obtain an exact
sequence 0 −→ Y −→ R.N.R −→ Rsw.R −→ 0 in R. Hence we obtain an identification
R.N.R/Y = Rsw.R under which r
′.b.r ∈ R.N.R/Y corresponds to r′sb.r ∈ Rsw.R.
We identify Z/Y = (Y + Y ′)/Y = Y ′/V = Rsw[−2] via the isomorphism τ3 in
4.5(c) and R.N.R/Z = Rsws∗ via the isomorphism τ4 in 4.5(d). Then (a) becomes
0 −→ (Rsw[−2])
M −→ (Rsw.R)
M −→ RMsws∗ −→ 0
By 4.2(iii) we can identify (Rsw.R)
M = (Rsw[−2])
M.R. The previous sequence
becomes
0 −→ (Rsw[−2])
M −→ (Rsw[−2])
M.R −→ RMsws∗ −→ 0.
This sequence is (up to shift) of the type appearing in 4.4(g) (with ω replaced
by sw) hence is exact by 4.4(h). The lemma is proved.
Lemma 4.8. Assume that l(w) < l(sw). The obvious sequence
(a) 0 −→ YM −→ (R.N.R)M −→ (R.N.R/Y )M −→ 0
is exact.
We identify Y = N.R[−2] as in the proof of 4.6 and R.N.R/Y = Rsw.R as in
the proof of 4.7. Then (a) becomes the sequence
0 −→ (N.R[−2])M −→ (R.N.R)M −→ (Rsw.R)
M −→ 0.
By 4.2(iii), 4.3(iii) we can identify
(N.R[−2])M = (N [−4])M.R, (R.N.R)M = (N [−4])R.M.R,
(Rsw.R)
M = (Rsw[−2])
M.R
and the previous sequence becomes
0 −→ (N [−4])M.R −→ (N [−4])R.M.R −→ (Rsw[−2])
M.R −→ 0.
This sequence is of the type appearing in 4.4(c) withM replaced byM.R[4], hence
is exact by 4.4(d). The lemma is proved.
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4.9. We set P = hom•(M,N) regarded as an object of R as in 4.3(a). We define
subsets V,Y ,Y ′,Z of P as follows:
V = {f ∈ P ; f(αm) = αf(m), f(mα∗) = f(m) ◦ α∗ for all m ∈M};
Y = {f ∈ P ; f(αm) = αf(m) for all m ∈M};
Y ′ = {f ∈ P ; f(mα∗) = f(m) ◦ α∗ for all m ∈M};
Z = {f ∈ P ; f(αmα∗)−αf(mα∗)−f(αm) ◦α∗+αf(m) ◦α∗ = 0 for all m ∈M}.
Note that V,Y ,Y ′,Z are subobjects of P inR. Under the bijection P ↔ (R.N.R)M [4]
in 4.3(ii), V,Y ,Y ′,Z correspond respectively to the subsets VM , YM , Y ′M , ZM of
(R.N.R)M . Thus we have natural bijections V ↔ V M , Y ↔ YM , Y ′ ↔ Y ′M ,
Z ↔ ZM as (Rs, Rs
∗
)-bimodules. From the definitions it is clear that
(a) V = NM
as objects of R. Since P ∼= NR.M.R as objects of R, we see from 2.1(a) that P is
a finitely generated right R-module. Since R is a Noetherian ring, it follows that
V,Y ,Y ′,Z (which are subobjects of P ) are also finitely generated right R-modules.
Lemma 4.10. Assume that l(w) < l(ws∗). The map (in R)
(a) Y −→ (Rws∗ [2])
M , f 7→ f ′, where f ′(m) = f(mα∗)− f(m) ◦ α∗,
induces an isomorphism Y/V
∼
−→ (Rws∗ [2])
M and an isomorphism (Y/V )ˆ
∼
−→
((Rws∗ [2])
M )ˆ.
The map (a) is clearly a well defined morphism in R and its kernel is clearly
equal to V. Thus we have an exact sequence 0 −→ V −→ Y −→ (Rws∗ [2])
M (in
R). Using 4.9(a) and the identification Y = NM.R (see 4.2(i)) this exact sequence
becomes an exact sequence 0 −→ NM −→ NM.R −→ (Rws∗ [2])
M (in R) which
induces the exact sequence 0 −→ NM −→ NM.R −→ (Rws∗ [2])
M −→ 0 (a special case
of 4.4(c),(d)) that is an exact sequence 0 −→ V −→ Y −→ (Rws∗ [2])
M −→ 0. Applying
⊗RR to the exact sequence 0 −→ V −→ Y −→ Y/V −→ 0 we deduce an exact sequence
V −→ Y −→ Y/V −→ 0. It follows that both (Rws∗ [2])
M and Y/V can be identified
with the cokernel of the map V −→ Y. Thus, Y/V
∼
−→ (Rws∗ [2])
M . Now the
injective homomorphism Y/V −→ (Rws∗ [2])
M induces an injective homomorphism
(Y/V )ˆ −→ ((Rws∗ [2])
M )ˆ which becomes surjective after applying ⊗RˆR; hence, by
the Nakayama lemma, it is surjective before applying ⊗RˆR. The lemma is proved.
Lemma 4.11. Assume that l(w) < l(sw). The map (in R)
(a) Y ′ −→ (Rsw[2])
M , f 7→ f ′, where f ′(m) = s(f(αm)− αf(m)),
induces an isomorphism Y ′/V
∼
−→ (Rsw[2])
M and an isomorphism (Y ′/V )ˆ
∼
−→
((Rsw[2])
M )ˆ.
The proof is almost a repetition of that of Lemma 4.10. The map (a) is clearly
a well defined morphism in R and its kernel is clearly equal to V. Thus we have
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an exact sequence 0 −→ V −→ Y ′ −→ (Rsw[2])
M (in R). Using 4.9(a) and the
identification Y ′ = NR.M (see 4.2(i)) this exact sequence becomes an exact se-
quence 0 −→ NM −→ NR.M −→ (Rsw[2])
M (in R) which induces the exact sequence
0 −→ NM −→ NR.M −→ (Rsw[2])
M −→ 0 (a special case of 4.4(b),(d)) that is an exact
sequence 0 −→ V −→ Y ′ −→ (Rsw[2])
M −→ 0. Applying ⊗RR to the exact sequence
0 −→ V −→ Y ′ −→ Y ′/V −→ 0 we deduce an exact sequence V −→ Y ′ −→ Y ′/V −→ 0.
It follows that both (Rsw[2])
M and Y ′/V can be identified with the cokernel of
the map V −→ Y ′. Thus, Y ′/V
∼
−→ (Rsw[2])
M . Now the injective homomorphism
Y ′/V −→ (Rsw[2])
M induces an injective homomorphism (Y ′/V )ˆ −→ ((Rsw[2])
M )ˆ
which becomes surjective after applying ⊗RˆR; hence, by the Nakayama lemma, it
is surjective before applying ⊗RˆR. The lemma is proved.
Lemma 4.12. Assume that l(w) < l(sw). Let P ′ = hom′ •(M,Rsw); we view P
′
as an object of R as in 4.2(i). The map (in R)
(a) P −→ P ′[2], f 7→ f ′, f ′(m) = s(f(αm)− αf(m)),
induces an isomorphism P/Y
∼
−→ P ′[2] (hence, using P ′ = RM.Rsw , see 4.2(i)) an
isomorphism P/Y
∼
−→ (Rsw[2])
M.R; it also induces an isomorphism (P/Y )ˆ
∼
−→
((Rsw[2])
M.R)ˆ.
The map (a) is clearly a well defined morphism in R and its kernel is clearly
equal to Y . Thus we have an exact sequence 0 −→ Y −→ P −→ P ′[2] in R. By 4.2(i)
we can identify Y = NM.R and our exact sequence becomes the exact sequence
0 −→ NM.R −→ NR.M.R −→ (Rsw[2])
M.R in R which induces an exact sequence
0 −→ NM.R −→ NR.M.R −→ (Rsw[2])
M.R −→ 0 (a special case of 4.4(b),(d) with M
replaced by M.R). Thus we have an exact sequence 0 −→ Y −→ P −→ P ′[2] −→ 0.
Applying ⊗RRˆ to the exact sequences
0 −→ Y −→ P −→ P/Y −→ 0, 0 −→ Y −→ P −→ P ′[2],
we obtain exact sequences
0 −→ Yˆ −→ Pˆ −→ P̂/Y −→ 0, 0 −→ Yˆ −→ Pˆ −→ Pˆ ′[2].
From the surjectivity of P −→ P ′[2] and the Nakayama lemma it follows that
Pˆ −→ Pˆ ′[2] in the last exact sequence is surjective. Hence the obvious map
P̂/Y −→ Pˆ ′[2] is an isomorphism (both sides can be identified with coker(Yˆ −→ Pˆ )).
Applying ⊗RˆR we deduce that the obvious map P/Y −→ P
′[2] is an isomorphism.
Thus, P/Y
∼
−→ (Rsw[2])
M.R. Now the injective homomorphism P/Y −→ (Rsw[2])
M
induces an injective homomorphism (P/Y )ˆ −→ ((Rsw[2])
M )ˆ which becomes surjec-
tive after applying ⊗RˆR; hence, by the Nakayama lemma, it is surjective before
applying ⊗RˆR. The lemma is proved.
Lemma 4.13. Assume that l(w) < l(sw) < l(sws∗). The map (in R) P −→
(Rsws∗ [4])
M ,
(a) f 7→ f ′, f ′(m) = s(f(αmα∗)− αf(mα∗)− f(αm) ◦ α∗ + αf(m) ◦ α∗),
induces an isomorphism P/Z
∼
−→ (Rsws∗ [4])
M and an isomorphism (P/Z )ˆ
∼
−→
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((Rsws∗[4])
M )ˆ.
The map (in R) Z −→ (Rsw[2])
M ,
(b) f 7→ f ′, f ′(m) = s(f(αm)− αf(m))
induces an isomorphism Z/Y
∼
−→ (Rsw[2])
M and an isomorphism (Z/Y )ˆ
∼
−→
((Rsw[2])
M )ˆ.
Th map (a) is clearly a well defined morphism in R and its kernel is clearly
equal to Z. Thus we have an exact sequence 0 −→ Z/Y −→ P/Y −→ (Rsws∗[4])
M .
Applying ⊗RRˆ gives again an exact sequence
(c) 0 −→ Ẑ/Y −→ P̂/Y −→ ((Rsws∗ [4])
M )ˆ.
From 4.4(f),(h) we have an exact sequence
(d) 0 −→ (Rsw[2])
M −→ (Rsw[2])
M.R −→ (Rsws∗[4])
M −→ 0.
Hence (Rsw[2])
M.R −→ (Rsws∗ [4])
M is surjective, that is (using 4.12) P/Y −→ RMsws∗
is surjective. Using this and Nakayama lemma we see that P̂/Y −→ (RMsws∗ )ˆ is
surjective. This is just the last map in (c); thus, (c) becomes an exact sequence
0 −→ Ẑ/Y −→ P̂/Y −→ ((Rsws∗ [4])
M )ˆ −→ 0.
This exact sequence of Rˆ-modules splits since, by 2.1(a), the Rˆ-module
((Rsws∗[4])
M )ˆ is free. Hence, applying ⊗RˆR gives an exact sequence
(e) 0 −→ Z/Y −→ P/Y −→ (Rsws∗ [4])
M −→ 0.
From the obvious exact sequence 0 −→ Z/Y −→ P/Y −→ P/Z −→ 0 we deduce an ex-
act sequence Z/Y −→ P/Y −→ P/Z −→ 0. Using this and (d) we see that both P/Z
and (Rsws∗ [4])
M can be identified with the cokernel of the map Z/Y −→ P/Y. Us-
ing (d) and (e), where we identify (Rsw[2])
M.R = P/Y (see 4.12), we see that both
Z/Y and (Rsw[2])
M can be identified with the kernel of the map P/Y −→ P/Z .
Thus, we have P/Z
∼
−→ (Rsws∗ [4])
M and Z/Y
∼
−→ (Rsw[2])
M . Now, the injec-
tive homomorphism P/Z −→ (Rsws∗ [4])
M (resp. Z/Y −→ (Rsw[2])
M) induces an
injective homomorphism (P/Z )ˆ −→ ((Rsws∗ [4])
M )ˆ (resp. (Z/Y )ˆ −→ ((Rsw[2])
M )ˆ)
which becomes surjective after applying ⊗RˆR; hence, by the Nakayama lemma, it
is surjective before applying ⊗RˆR. The lemma is proved.
Lemma 4.14. Assume that l(w) < l(sw) = l(ws∗). The obvious sequence
0 −→ V −→ P −→ P/V −→ 0
is exact.
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From the exact sequence 0 −→ Y/V −→ P/V −→ P/Y −→ 0 we deduce an exact
sequence 0 −→ (Y/V )ˆ −→ (P/V )ˆ −→ (P/Y )ˆ −→ 0 in which (Y/V )ˆ is a free Rˆ-module
(by 4.10 and 2.1(a)) and (P/Y )ˆ is a free Rˆ-module (by 4.12 and 2.1(a)). It follows
that
(a) (P/V )ˆ is a free Rˆ-module.
From the obvious exact sequence 0 −→ V −→ P −→ P/V −→ 0 we deduce an exact
sequence 0 −→ Vˆ −→ Pˆ −→ (P/V )ˆ −→ 0 which is split, due to (a). It follows that it
remains exact after applying ⊗RˆR. The lemma is proved.
Lemma 4.15. Assume that l(w) < l(sw) < l(sws∗). The obvious sequence
0 −→ Z/V −→ P/V −→ P/Z −→ 0
is exact.
From the obvious exact sequence 0 −→ Z/V −→ P/V −→ P/Z −→ 0 we deduce
an exact sequence 0 −→ (Z/V )ˆ −→ (P/V )ˆ −→ (P/Z )ˆ −→ 0 which is split, since the
Rˆ-module (P/Z )ˆ is free, by 4.13 and 2.1(a). It follows that it remains exact after
applying ⊗RˆR. The lemma is proved.
Lemma 4.16. Assume that l(w) < l(sw) < l(sws∗). The sum of the obvious ho-
momorphisms Y/V
c
−→ Z/V and Y ′/V
c′
−→ Z/V is an isomorphism Y/V⊕Y ′/V
∼
−→
Z/V.
From the obvious exact sequence 0 −→ Y/V −→ Z/V −→ Z/Y −→ 0 we deduce
an exact sequence 0 −→ (Y/V )ˆ −→ (Z/V )ˆ −→ (Z/Y )ˆ −→ 0 which is split, since the
Rˆ-module (Z/Y )ˆ is free, by 4.13 and 2.1(a). It follows that after applying ⊗RˆR
we get an exact sequence
0 −→ Y/V
c
−→ Z/V
d
−→ Z/Y −→ 0.
We consider the composition dc′ : Y ′/V −→ Z/Y . By 4.11 we can identify
Y ′/V = (Rsw[2])
M and by 4.13 we can identify Z/Y = (Rsw[2])
M . Under these
identifications the map dc′ becomes the identity map of (Rsw[2])
M . In particular,
dc′ is an isomorphism. This implies immediately the statement of the lemma.
5. Trace computations
5.1. To simplify notation, for x ∈ W, r ∈ R we shall write xr∗ instead of x(r∗).
Recall that if x ∈ I, then r 7→ xr∗ is an involution R −→ R denoted by fx in 3.2.
In this section we fix (M,φ) ∈ C˜♯, s ∈ I and w ∈ I such that l(w) < l(sw); we
have automatically l(w) < l(ws∗). As in 4.5 we set N = Rw. The notation b ◦ r
for b ∈ N, r ∈ R is as in 4.5. In the case where sw = ws∗ we set N ′ = Rsw. In the
case where sw 6= ws∗ we set N ′′ = Rsws∗ .
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For b ∈ N, r ∈ R we have
fw(b ◦ r) = r
∗fw(b), fw(rb) = fw(b) ◦ r
∗.
The involution f 7→ f !, NM −→ NM , given by f !(m) = fw(f(φ(m)) induces an
involution Θ : NM −→ NM . In the case where sw = ws∗, we have sw ∈ I and
the involution f 7→ f !, N ′M −→ N ′M , given by f !(m) = fsw(f(φ(m)) induces an
involution Θ′ : N ′M −→ N ′M . In the case where sw 6= ws∗, we have sws∗ ∈ I and
the involution f 7→ f !, N ′′M −→ N ′′M , given by f !(m) = fsws∗(f(φ(m)) induces an
involution Θ′′ : N ′′M −→ N ′′M . Now Θ (or Θ′ or Θ′′, if defined) induces a degree
preserving involution of NM (or N ′M , or N ′′M ) denoted again by Θ (or Θ′ or Θ′′).
By 3.6 we have (R.M.R, φ′) ∈ C˜♯ where φ
′ : R.M.R −→ R.M.R is the R-
linear map such that r1.m.r2 7→ r
∗
2 .φ(m
′).r∗1 for r1, r2 ∈ R, m ∈ M . (Recall that
R.M.R ∈ C˜ is defined in 4.3.) We have φ′2 = 1. Let Ψ : NR.M.R −→ NR.M.R be
the R-linear involution such that for any F ∈ NR.M.R and any r1, r2 ∈ R, m ∈M ,
we have
Ψ(F )(r1.m.r2) = fw(F (φ
′(r1.m.r2))) = fw(F (r
∗
2 .φ(m).r
∗
1)).
(This is a special case of the definition of f 7→ f ! in 1.1.). It induces a degree
preserving involution of NR.M.R denoted again by Ψ.
We now state the main result of this section. (In this section all traces are taken
over R.)
Theorem 5.2. Recall that w ∈ I, l(w) < l(sw). Let i ∈ Z. If sw 6= ws∗ then
(a) tr(Ψ, NR.M.Ri) = tr(Θ, N
M
i) + tr(Θ
′′, N ′′Mi+4).
If sw = ws∗ then
tr(Ψ, NR.M.Ri) = tr(Θ, N
M
i) + tr(Θ, N
M
i+2)
− tr(Θ′, N ′Mi+2) + tr(Θ
′, N ′Mi+4).(b)
Note that the following identities (with φ′ as in 5.1) are equivalent to the the-
orem.
(c) ǫw(R.M.R, φ′) = ǫw(M,φ) + ǫsws
∗
(M,φ)v4 if sw 6= ws∗,
(d) ǫw(R.M.R, φ′) = ǫw(M,φ)(v2 + 1) + ǫsw(M,φ)(v4 − v2) if sw = ws∗.
The proof will occupy the remainder of this section.
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5.3. We identify NR.M.R with P = hom•(M,N) (as objects of R) as in 4.3(i).
Then Ψ becomes an involution of P denoted again by Ψ. It is given by f 7→ f !
where f !(m) = fw(f(φ(m))). This induces a degree preserving involution of P
denoted again by Ψ. For any i we have clearly
(a) tr(Ψ, NR.M.Ri) = tr(Ψ, P i).
5.4. In this subsection we assume that sw 6= ws∗ so that l(w) < l(sw) < l(sws∗)
and sws∗ ∈ I. Let V,Y ,Y ′,Z be the subobjects of P defined in 4.9. From the
definition we see that Ψ : P −→ P preserves V and Z; it interchanges Y and
Y ′. Now for any ξ ∈ P we have Ψ(ξR>0) = R>0Ψ(ξ) = Ψ(ξ)R>0. (We use
that R>0b = b ◦ R>0 for b ∈ N .) It follows that VR>0,ZR>0 are preserved
by Ψ and YR>0,Y ′R>0 are interchanged by Ψ. Hence Ψ induces involutions of
Vi, P/Zi
,Z/V
i
(denoted again by Ψ) and the two summands Y/V
i
, Y ′/V
i
of Z/V
i
(see 4.16) are intechanged by Ψ : Z/V
i
−→ Z/V
i
. Hence we have tr(Ψ,Z/V
i
) = 0
and (using 4.14, 4.15) we have
(a) tr(Ψ, P i) = tr(Ψ,Vi) + tr(Ψ, P/Vi
) = tr(Ψ,Vi) + tr(Ψ, P/Zi
).
We now show that the map (say τ), P −→ Rsws∗ [4] in 4.13(a) satisfies
(b) τ(Ψ(f)) = Θ′′(τ(f))
for any f ∈ P . For m ∈M we have
τ(Ψ(f))(m) =
s(fw(f(φ(αmα
∗)))− αfw(f(φ(mα
∗)))− fw(f(φ(αm))) ◦ α
∗ + αfw(f(φ(m))) ◦ α
∗),
Θ′′(τ(f))(m) = fsws∗(τ(f)(φ(m)))
= fsws∗(
s(f(αφ(m)α∗)− αf(φ(m)α∗)− f(αφ(m)) ◦ α∗ + αf(φ(m)) ◦ α∗)).
It is enough to show that for any m′ ∈M we have
s(fw(f(m
′))) = fsws∗(
s(f(m′)))
or that
s(w(f(m′)∗)) = sws
∗
(s
∗
(f(m′)∗)).
This is clear; (b) is proved. Using (b) and 4.13 we deduce that
(c) tr(Ψ, P/Z
i
) = tr(Θ′′, N ′′Mi+4).
We have clearly V = NM and tr(Ψ,Vi) = tr(Θ, N
M
i). Introducing this and (c)
into (a) and using 5.3(a) we obtain 5.2(a) and (equivalently) 5.2(c).
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5.5. In the remainder of this section we assume that sw = ws∗ so that sw ∈ I.
Note that we have wα∗ = α, hence b ◦ α∗ = αb for b ∈ N .
In this case the involution Ψ : P −→ P preserves PRs
∗,>0 (more precisely,
Ψ(fRs
∗,>0) = Ψ(f)Rs
∗,>0 for any f ∈ P ) hence it induces an involution of P
denoted again by Ψ. (We use that w(Rs
∗
) = Rs hence w(Rs
∗
∩R>0) = Rs∩R>0).
Moreover the involution Ψ of P is R-linear. (We use that wα∗ = α.)
Let Φ : (R.N.R)M −→ (R.N.R)M be the R-linear involution which corresponds
to Ψ : P −→ P under the bijection P [−4]
∼
−→ (R.N.R)M in 4.3(ii). Since that
bijection is compatible with the (Rs, Rs
∗
)-bimodule structures, it follows that Φ
preserves the subset (R.N.R)MRs
∗,>0, more precisely we have
(a) Φ(ξRs
∗,>0) = Φ(ξ)Rs
∗,>0 for any ξ ∈ (R.N.R)M ,
hence Φ induces an R-linear involution of (R.N.R)M (which is not necessarily
R-linear). For any i we have from the definition:
(b) tr(Φ, (R.N.R)M
i
) = tr(Ψ, P
i−4
).
Note that P is a free right R[α∗]/(α∗2)-modules. Hence we have exact an sequence
of R-vector spaces
0 −→ P i−6
c
−→ P
i−4
d
−→ P i−4 −→ 0,
where c is induced by right multiplication by α∗ and we have dΘ = Θd, cΘ = Θc.
It follows that we have
tr(Ψ, P
i−4
) = tr(Ψ, P i−4) + tr(Θ, P i−6).
Introducing this in (b) we obtain
(c) tr(Φ, (R.N.R)M
i
) = tr(Ψ, P i−4) + tr(Ψ, P i−6).
5.6. We define a map ξ 7→ ξˇ, R.N.R −→ R.N.R by
1.b0.1 + α.b1.1 + 1.b2.α
∗ + α.b3.α
∗
7→ 1.fw(b0).1 + α.fw(b2).1 + 1.
wfw(b1).α
∗ + α.fw(b3).α
∗(a)
where bi ∈ N . Then ξ 7→ ξˇ is an involution of the R-vector space R.N.R such
that (r1.b.r2)ˇ = r
∗
2 .fw(b).r
∗
1 for r1, r2 ∈ R, b ∈ N . Hence in the (R,R)-bimodule
structure of R.N.R we have (rξ)ˇ = ξˇr∗, (ξr)ˇ = r∗ξˇ for r ∈ R, ξ ∈ R.N.R. Thus
(R.N.R, ξ 7→ ξˇ) ∈ R♯.
From the definitions we see that Φ : (R.N.R)M −→ (R.N.R)M is given explicitly
by G 7→ G! where for any G ∈ (R.N.R)M and any m ∈M we have
(b) G!(m) = (G(φ(m)))ˇ.
(This is a special case of the definition of f 7→ f ! in 1.1.)
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5.7. Let V, Y be the subsets of R.N.R defined as in 4.5. (They are subobjects in
R.) In addition to the subsets V, Y we shall need the following subsets of R.N.R:
X = {1.αb′ ◦ α∗.1 + α.b.1 + 1.b.α∗ + α.b′.α∗; b, b′ ∈ N},
U = {1.(αb−b′ ◦α∗+αb′′ ◦α∗).1+α.b.1+1.b′.α∗+α.b′′.α∗; b, b′, b′′ ∈ N} = X+Y.
Note that X ∩ Y = V . Using our assumptions on w, it is easy to verify that X is
a subobject of R.N.R in R hence U = X + Y is a subobject of R.N.R in R.
By a straightforward computation we see that (a),(b) below hold:
(a) the map X −→ N [−2], 1.αb′ ◦ α∗.1 + α.b.1 + 1.b.α∗ + α.b′.α∗ 7→ s(b − αb′)
induces an isomorphism X/V
∼
−→ N [−2] in R;
(b) the map R.N.R −→ N ′,
1.b0.1 + α.b1.1 + 1.b2.α
∗ + α.b3.α
∗ 7→ s(−b0 + αb1 − αb2 + α
2b3),
induces an isomorphism R.N.R/U
∼
−→ N ′ in R.
Lemma 5.8. The obvious sequence
(a) 0 −→ (U/Y )M −→ (R.N.R/Y )M −→ (R.N.R/U)M −→ 0
is exact.
Note that N ′.R = N.R. Indeed, it is enough to show that N = N ′ as (R,Rs
∗
)-
bimodules. It is also enough to show that if r ∈ Rs
∗
, then wr = ws
∗
r; this follows
from s
∗
r = r. We identify R.N.R/Y = Rsw.R = N
′.R (hence R.N.R/Y = N.R)
as in the proof of 4.7, U/Y = (X + Y )/Y = X/V = N [−2] as in 5.1(a) and
R.N.R/U = N ′ as in 5.1(b). Then (a) becomes a sequence
0 −→ (N [−2])M −→ (N.R)M −→ N ′M −→ 0
or equivalently a sequence
0 −→ (N [−2])M −→ (N [−2])M.R −→ N ′M −→ 0
which is exact by 4.4(g),(h). The lemma is proved.
5.9. We write N0 = Rs, N1 = αRs = Rs ◦ α∗ so that N = N0 ⊕ N1 as an
(Rs, Rs
∗
)-bimodule. For b ∈ N we can write uniquely b = b0 + b1 where bi ∈ N i.
For i ∈ {0, 1} let
(R.N.R)i = {1.b0.1+α.b1.1+1.b2.α
∗+α.b3.α
∗ ∈ R.N.R; bi ∈ N
i for i = 0, 1, 2, 3}.
Using the fact that α2 ∈ Rs we see that (R.N.R)i is a subobject of R.N.R in R.
Thus, we have R.N.R = (R.N.R)0 ⊕ (R.N.R)1 as objects of R. For i ∈ {0, 1} we
set
X i = X ∩ (R.N.R)i = {1.αb′ ◦ α∗.1 + α.b.1 + 1.b.α∗ + α.b′.α∗; b, b′ ∈ N i},
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(R.N.R/X)i = (R.N.R)i/X i.
Then X i is a subobject of X in R, (R.N.R/X)i is a subobject of R.N.R/X in R
and we have
(a) X = X0 ⊕X1, R.N.R/X = (R.N.R/X)0 ⊕ (R.N.R/X)1
as objects of R. We have
(b) X = V ⊕X0,
(c) R.N.R/X = U/X ⊕ (R.N.R/X)0.
We prove (b). We must show that for any b, b′ ∈ N there are unique β ∈ N0, β′ ∈
N0, b′′ ∈ N such that
1.αb′ ◦ α∗.1 + α.b.1 + 1.b.α∗ + α.b′.α∗ = 1.αβ′ ◦ α∗.1 + α.β.1 + 1.β.α∗ + α.β′.α∗
+ 1.αb′′ ◦ α∗.1 + α.αb′′.1 + α.b′′.α∗ + 1.αb′′.α∗
or equivalently b = β + αb′′, b′ = β′ + b′′. Setting b′′ = b− β′ we see that we must
show that there are unique β ∈ N0, β′ ∈ N0 such that b − αb′ = β − αβ′. This is
obvious.
We prove (c). It is enough to show that
(i) R.N.R = U + (R.N.R)0,
(ii) U ∩ ((R.N.R)0 +X1) = X .
For (i) we must show that given b1, b2, b3, b4 ∈ N there exist b, b
′, b′′ ∈ N and
β1, β2, β3, β4 ∈ N
0 such that
b1 = b+ β1, b2 = b
′ + β2, b3 = b
′′ + β3, b4 = αb− b
′ ◦ α∗ + αb′′ ◦ α∗ + β4.
Setting β2 = β3 = 0, b = b1 − β1, b
′ = b2, b
′′ = b3 we see that it is enough to show
that there exist β1, β4 ∈ N
0 such that
b4 − αb1 + αb2 − α
2b3 = β4 − αβ1.
This is obvious.
For (ii) we must show that given b, b′, b′′ ∈ N and β, β′ ∈ N1 such that
1.(αb− b′ ◦ α∗ + αb′′ ◦ α∗).1 + α.b.1 + 1.b′.α∗ + α.b′′.α∗
− (1.αβ′ ◦ α∗.1 + α.β.1 + 1.β.α∗ + α.β′.α∗) ∈ (R.N.R)0,
we have b = b′. Our assumption implies b1 = β, b′1 = β, b′′1 = β′, (αb − αb′ +
α2b′′)1 = α2β′ (that is (b−b′+αb′′)0 = αβ′). Thus, (b−b′)1 = 0 and (b−b′)0 = 0,
so that b− b′ = 0. This proves (c).
Now (a),(b) yield isomorphisms (in R) X0 −→ X/V , X1
∼
−→ V ; the first one
is induced by the identity map, the second one is the restriction to X1 of the
first projection X = V ⊕ X0 −→ V . Moreover, (a),(c) yield isomorphisms (in R)
(R.N.R/X)0 −→ R.N.R/U , (R.N.R/X)1 −→ U/X ; the first one is induced by the
identity map, the second one is the restriction to (R.N.R)1 of the first projection
R.N.R/X = U/X ⊕ (R.N.R/X)0 −→ U/X .
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Lemma 5.10. The obvious sequence
(a) 0 −→ XM −→ (R.N.R)M −→ (R.N.R/X)M −→ 0
is exact.
Consider the obvious commutative diagram with exact horizontal and vertical
lines
0 0 0y
y
y
0 −−−−→ V −−−−→ X −−−−→ U/Y −−−−→ 0y
y
y
0 −−−−→ Y −−−−→ R.N.R −−−−→ R.N.R/Y −−−−→ 0y
y
y
0 −−−−→ Y/V −−−−→ R.N.R/X −−−−→ R.N.R/U −−−−→ 0y
y
y
0 0 0
Here the non-middle horizontal maps are split as exact sequences in R. Indeed by
the results in 5.9 they can be identified with the obvious split exact sequences
0 −→ X1 −→ X0 ⊕X1 −→ X0 −→ 0,
0 −→ (R.N.R)1 −→ (R.N.R)0 ⊕ (R.N.R)1 −→ (R.N.R)0 −→ 0.
From this we deduce the commutative diagram
0 0 0y
y
y
0 −−−−→ VM −−−−→ XM −−−−→ (U/Y )M −−−−→ 0y
y
y
0 −−−−→ YM −−−−→ (R.N.R)M −−−−→ (R.N.R/Y )M −−−−→ 0y
y
y
0 −−−−→ (Y/V )M −−−−→ (R.N.R/X)M −−−−→ (R.N.R/U)M −−−−→ 0y
y
y
0 0 0
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in which the middle horizontal line and the non-middle vertical lines are exact
sequences (see 4.8, 4.6, 5.8) and in which the non-middle horizontal lines are
(split) exact sequences. This implies, by diagram chasing, that the middle vertical
line is an exact sequence. The lemma is proved.
5.11. From 5.6(a) we see that X , (R.N.R)0, (R.N.R)1 are stable under the in-
volution ξ 7→ ξˇ of R.N.R. Hence that involution induces involutions on X ,
on (R.N.R)/X , on X i and on (R.N.R/X)i (for i = 0, 1) which in turn induce
(by formulas like 5.6(b)) involutions on XM , ((R.N.R)/X)M , on (X i)M and on
((R.N.R/X)i)M (for i = 0, 1) which are denoted again by Φ. Using 5.5(a) we see
that each of these involutions preserve the image of right multiplication by Rs
∗,>0
hence we have induced involutions on XM , ((R.N.R)/X)M , on (X i)M and on
((R.N.R/X)i)M (for i = 0, 1) which are denoted again by Φ.
Using the definitions we see that the exact sequence 5.10(a) is compatible with
the involutions Φ on each of its terms. Using the definitions we also see that the
obvious direct sum decompositions
XM = (X0)M ⊕ (X1)M ,
(R.N.R/X)M = ((R.N.R/X)0)M ⊕ ((R.N.R/X)1)M
are compatible with the involutions Φ on each of their terms. It follows that for
i ∈ Z we have
tr(Φ, (R.N.R)M
i
) = tr(Φ, XM
i
) + tr(Φ, (R.N.R/X)M
i
)
= tr(Φ, (X0)M
i
) + tr(Φ, (X1)M
i
)
+ tr(Φ, ((R.N.R/X)0)M
i
) + tr(Φ, ((R.N.R/X)1)M
i
).(a)
5.12. By a straightforward computation we see that the maps ti in (a)–(d) below
are isomorphisms in R:
(a) t1 : X
1 −→ N [−4], 1.αβ′ ◦α∗.1+α.β.1+1.β.α∗+α.β′.α∗ 7→ α−1β+β′ with
β, β′ ∈ N1;
(b) t1 : X
0 −→ N [−2], 1.αβ′ ◦ α∗.1 + α.β.1 + 1.β.α∗ + α.β′.α∗ 7→ β + αβ′ with
β, β′ ∈ N0;
(c) t3 : (R.N.R/X)
1 −→ N ′[−2] induced by
1.β0.1 + α.β1.1 + 1.β2.α
∗ + α.β3.α
∗ 7→ β1 − β2 + α
−1β0 − αβ3
with β0, β1, β2, β3 ∈ N
1;
(d) t4 : (R.N.R/X)
0 −→ N ′ induced by
1.β0.1 + α.β1.1 + 1.β2.α
∗ + α.β3.α
∗ 7→ αβ1 − αβ2 + β0 − α
2β3
with β0, β1, β2, β3 ∈ N
0.
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5.13. The identities (a)–(d) below express a connection between ξ 7→ ξˇ and the
isomorphisms tj in 5.12:
(a) if ξ ∈ X1 then t1(ξˇ) =
w(t1(ξ))
∗;
(b) if ξ ∈ X0 then t2(ξˇ) =
w(t2(ξ))
∗;
(c) if ξ ∈ (R.N.R/X)1 then t3(ξˇ) =
sw(t3(ξ))
∗;
(d) if ξ ∈ (R.N.R/X)0 then t4(ξˇ) =
sw(t4(ξ))
∗.
Here ti(ξ) is viewed as an element of R and the shift is ignored.
We prove (a). Let ξ = 1.αβ′ ◦ α∗.1 + α.β.1 + 1.β.α∗ + α.β′.α∗ ∈ X1 be as in
5.3(a). Then
ξˇ = 1.αwβ′∗ ◦ α∗.1 + α.wβ∗.1 + 1.wβ∗.α∗ + α.wβ′∗.α∗
and we must show that α−1wβ∗ + wb′∗ = w(α−1β + β′)∗. This follows from the
equality wα∗ = α.
We prove (b). In this case we must show that wβ∗ + αwb′∗ = w(β + αβ′)∗ for
β, β′ ∈ N0. This again follows from the equality wα∗ = α.
We prove (c). Let ξ = 1.β0.1+α.β1.1+ 1.β2.α
∗+α.β3α
∗ be as in 5.3(c). Then
ξˇ = 1.wβ∗0 .1 + α.
wβ∗2 .1 + 1.
wβ∗1 .α
∗ + α.wβ∗3 .α
∗ and we must show that
wβ∗2 −
wβ∗1 + α
−1wβ∗0 − α
wβ∗3 =
sw(β1 − β2 + α
−1β0 − αβ3)
∗.
Since βi ∈ N
1 we have s
∗
β∗i = −b
∗
i ; we have also
s∗α∗ = −α∗ and sw = ws∗. Thus
sw(β1 − β2 + α
−1β0 − αβ3)
∗ = w(s
∗
β∗1 −
s∗β∗2 − (α
∗)−1s
∗
β∗0 + α
∗s∗β∗3)
= w(−β∗1 + β
∗
2 + (α
∗)−1β∗0 − α
∗β∗3)
as desired.
We prove (d). In this case we must show that
αwβ∗2 − α
wβ∗1 −
wβ∗0 + α
2wβ∗3 =
sw(αβ1 − αβ2 − β0 + α
2β3)
∗
for βi ∈ N0. We have
s∗β∗i = b
∗
i ; we have also
s∗α∗ = −α∗ and sw = ws∗. Thus
sw(αβ1 − αβ2 − β0 + α
2β3)
∗
= w(−α∗s
∗
β∗1 + α
∗s∗β∗2 −
s∗β∗0 + α
∗2s∗β∗3 )& =
w(−α∗β∗1 + α
∗β∗2 − β
∗
0 − α
∗2β∗3 )
as desired.
5.14. The involution f 7→ f !, NM −→ NM , given by f !(m) = fw(f(φ(m))) induces
an involution Θ : NM −→ NM (see 5.1) and also an involutionNM −→ NM denoted
again by Θ. The involution f 7→ f !, N ′M −→ N ′M , given by f !(m) = fsw(f(φ(m))
induces an involution Θ′ : N ′M −→ N ′M (see 5.1) and also an involution N ′M −→
N ′M denoted again by Θ′. Using that w
−1
α = α∗ and (sw)
−1
α = −α∗, we see that:
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(a) Θ : NM −→ NM is R[α∗]/(α∗2)-linear; Θ′ : N ′M −→ N ′M is only R-linear
and satisfies Θ′(fα∗) = −Θ′(f)α∗ for f ∈ N ′M .
Note that NM , N ′M are free right R[α∗]/(α∗2)-modules. Hence for any i we have
exact sequences of R-vector spaces
0 −→ NMi−2
c
−→ NM
i
d
−→ NMi −→ 0,
0 −→ N ′Mi−2
c′
−→ N ′M
i
d′
−→ N ′Mi −→ 0,
where c, c′ are induced by right multiplication by α∗ and we have dΘ = Θd,
d′Θ′ = Θ′d, cΘ = Θc, c′Θ′ = −Θ′c′. (We use (a).) It follows that for any i ∈ Z
we have
(b) tr(Θ, NM
i
) = tr(Θ, NMi) + tr(Θ, N
M
i−2),
(c) tr(Θ′, N ′M
i
) = tr(Θ, N ′Mi)− tr(Θ, N
′M
i−2).
Using the isomorphisms in 5.12 and the identities in 5.13 we see that for any i ∈ Z
we have
tr(Φ, (X0)M
i
) = tr(Θ, NM
i−4
), tr(Φ, (X1)M
i
) = tr(Θ, NM
i−2
),
tr(Φ, ((R.N.R/X)0)M
i
) = tr(Θ′, N ′M
i−2
),
tr(Φ, ((R.N.R/X)1)M
i
) = tr(Θ′, N ′M
i
).
Introducing this into 5.11(a) we deduce
tr(Φ, (R.N.R)M
i
) = tr(Θ, NM
i−4
)+tr(Θ, NM
i−2
)+tr(Θ′, N ′M
i−2
)+tr(Θ′, N ′M
i
),
from which (taking into account (b),(c) and 5.5.(c)) we deduce
tr(Ψ, P i−4) + tr(Ψ, P i−6)
= tr(Θ, NMi−4) + tr(Θ, N
M
i−6) + tr(Θ, N
M
i−2) + tr(Θ, N
M
i−4)
+ tr(Θ′, N ′Mi−2)− tr(Θ
′, N ′Mi−4) + tr(Θ
′, N ′Mi)− tr(Θ
′, N ′Mi−2).
We multiply this equality by v−i and sum over all i. We get∑
i
tr(Ψ, P i−4)v
−i +
∑
i
tr(Ψ, P i−6)v
−i
=
∑
i
tr(Θ, NMi−4)v
−i +
∑
i
tr(Θ, NMi−6)v
−i +
∑
i
tr(Θ, NMi−2)v
−i
+
∑
i
tr(Θ, NMi−4)v
−i +
∑
i
tr(Θ′, N ′Mi−2)v
−i −
∑
i
tr(Θ′, N ′Mi−4)v
−i
+
∑
i
tr(Θ′, N ′Mi)v
−i −
∑
i
tr(Θ′, N ′Mi−2)v
−i,
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that is (using also 5.3(a)):
ǫw(R.M.R, φ′)v−4 + ǫw(R.M.R, φ′)v−6
= ǫw(M,φ)v−4 + ǫw(M,φ)v−6 + ǫw(M,φ)v−2 + ǫw(M,φ)v−4
+ ǫsw(M,φ)v−2 − ǫsw(M,φ)v−4 + ǫsw(M,φ)− ǫsw(M,φ)v−2,
where φ′ is as in 5.1. We divide both sides by v−4 + v−6; we obtain
ǫw(R.M.R, φ′) = ǫw(M,φ) + ǫw(M,φ)v2 − ǫsw(M,φ)v2 + ǫsw(M,φ)v4.
This proves 5.2(d) and (equivalently) 5.2(b). Theorem 5.2 is proved.
6. Applications
6.1. Theorem 6.2 below describes the action of Ts + 1 ∈ H in the H-module M
(see 3.5, 3.6) for a fixed s ∈ S. We set
I
′ = {z ∈ I, l(z) < l(sz)}, I′′ = {z ∈ I, l(z) > l(sz)}.
Ie = {z ∈ I; sz = zs
∗}, In = {z ∈ I; sz 6= zs
∗},
I
′
e = I
′ ∩ Ie, I
′
n = I
′ ∩ In, I
′′
e = I
′′ ∩ Ie, I
′′
n = I
′′ ∩ In.
We denote by w 7→ w˜ the involution of I given by w 7→ sw if w ∈ Ie and w 7→ sws
∗
if w ∈ In.
Theorem 6.2. In the H-module M the following identities hold for any z ∈ I:
(Ts + 1)az = (u+ 1)(az + az˜) if z ∈ I
′
e,
(Ts + 1)az = (u
2 − u)(az + az˜) if z ∈ I
′′
e ,
(Ts + 1)az = az + az˜ if z ∈ I
′
n,
(Ts + 1)az = u
2(az + az˜) if z ∈ I
′′
n.
(Recall that u = v2.) We define a map I −→ I′, z 7→ zˆ by z 7→ z if z ∈ I′ and
z 7→ z˜ if z ∈ I′′. For any z ∈ I we set
(Ts + 1)az =
∑
y∈I
cy,zay
where cy,z ∈ A
′. The following equality (for any (M,φ) ∈ C˜♯) is a reformulation
of Theorem 5.2:∑
y∈I′
∑
z∈I
ǫz(M,φ)cy,zay =
∑
y∈I′n
(ǫy˜(M,φ)v4 + ǫy(M,φ))ay
+
∑
y∈I′e
(ǫy˜(M,φ)v4 − ǫy˜(M,φ)v2 + ǫy(M,φ)v2 + ǫy(M,φ))ay.
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Taking (M,φ) = (Bx, φx) (see 3.2) we see that for any x ∈ I we have
∑
z∈I
ǫz(Bx, φx)cy,z = ǫ
y˜(Bx, φx)v
4 + ǫy(Bx, φx) if y ∈ I
′
n
∑
z∈I
ǫz(Bx, φx)cy,z = ǫ
y˜(Bx, φx)(v
4 − v2) + ǫy(Bx, φx)(v
2 + 1) if y ∈ I′e.
Since the functions z 7→ [x 7→ ǫz(Bx, φx)] from I to the set of maps I −→ A
′ are
linearly independent (see 3.4, 3.5) we deduce that for y ∈ I′n, z ∈ I we have
cy,z = v
4 if y = z˜; cy,z = 1 if y = z; cy,z = 0 if z /∈ {y, y˜};
and for y ∈ I′e, z ∈ I we have
cy,z = v
4 − v2 if y = z˜; cy,z = v
2 + 1 if y = z; cy,z = 0 if z /∈ {y, y˜}.
Thus for any z ∈ I we have
(a) (Ts + 1)az = rzazˆ +
∑
y∈I′′
cy,zay
where rz = v
4 if z ∈ I′′n, rz = 1 if z ∈ I
′
n, rz = v
4 − v2 if z ∈ I′′e , rz = v
2 + 1 if
z ∈ I′e.
We apply (Ts+1) to both sides of (a) and we use that (Ts+1)
2 = (u2+1)(Ts+1)
in H. We obtain
(u2 + 1)rzazˆ +
∑
y∈I′′
(u2 + 1)cy,zay
= rzrzˆazˆ + rz
∑
y∈I′′
cy,zˆay +
∑
y∈I′′
rycy,zay˜ +
∑
y∈I′′,y′∈I′′
cy,zcy′,yay′
for any z ∈ I. Taking the coefficients of ay with y ∈ I
′ in the two sides of the last
equality we obtain
(u2 + 1)rzδzˆ,y = rzrzˆδzˆ,y + ry˜cy˜,z.
We see that if y ∈ I′ then cy˜,z = 0 unless y = zˆ in which case we have cy˜,z =
r−1y˜ rz((u
2 + 1)− rzˆ). The theorem follows.
6.3. By Theorem 6.2, the H-module M is identified with the H-module denoted
in [L3, 0.3] by M in such a way that to ay ∈ M corresponds to ay ∈ M in [L3].
The duality functor M 7→ D(M) [S, 5.9] can be used to define a Z-linear map
¯ : K♯(C˜) −→ K♯(C˜) which satisfies vnξ = v
−nξ for ξ ∈ K♯(C˜), n ∈ Z, satisfies
[Bx, φx] = [Bx, φx] for any x ∈ I and satisfies u−1(Ts + 1)ξ = u
−1(Ts + 1)ξ for
any s ∈ S and any ξ ∈ K♯(C˜). It follows that the operator ¯ : K♯(C˜) −→ K♯(C˜)
HECKE ALGEBRAS AND INVOLUTIONS IN COXETER GROUPS 29
corresponds under the bijection χ′ in 3.5(a),(b) to the operator¯:M−→M given
by [L3, 0.2]. It follows that for x ∈ I, A˜x = v
−l(x)
∑
y∈I;y≤w P˜y,x(u)ay ∈ M (see
3.5) is fixed by the operator¯: M −→ M in [L3, 0.2] where P˜y,x are as in 3.5(c).
Using [L3, 0.4], it follows that for x ∈ I we have A˜x = Ax (notation of [L3, 0.4])
and that for y ∈ I, y ≤ x, P˜y,x coincides with the polynomial P
σ
x,y introduced in
[L3, 0.4]. Using now 3.5(d), we see that for y ∈ I, y ≤ x and δ ∈ {1,−1}, the
following holds:
(a) (Py,x(u) + δP
σ
y,x(u))/2 ∈ N[u].
This proves Conjecture 9.12 in [L3]. (In the case where W is a Weyl group this
was already known from [LV].)
6.4. For x, y ∈W we have cxcy =
∑
z∈W hx,y,z(u)cz where hx,y,z(u) ∈ N[u, u
−1].
Hence for z, w ∈W we have czcwcz∗−1 =
∑
w′∈W h˜z,w,w′(u)cw where
h˜z,w,w′(u) =
∑
z′∈W
hz,w,z′(u)hz′,z∗−1,w′(u) =
∑
z′∈W
hw,z∗−1,z′(u)hz,z′,w′(u).
For z ∈ W,w ∈ I we write czAw =
∑
w′∈I bz,w,w′(v)Aw′ where bz,w,w′(v) ∈ A
′.
For z ∈W , w,w′ ∈ I and δ ∈ {1,−1} the following holds:
(a) (h˜z,w,w′(u) + δbz,w,w′(u))/2 ∈ N[u, u
−1].
The proof is analogous to that of 6.3(a). (In the case where W is a Weyl group
and ∗ = 1 this was stated in [LV, 5.1].) In particular,
7. The H-module Mc
7.1. Let ≤L,≤LR be the preorders on W defined as in [KL]; let ∼L,∼LR be the
associated equivalence relations on W . In this section we fix an equivalence class c
for ∼LR that is, a two-sided cell of W . For w ∈W we write w ≤LR c if w ≤LR w
′
for some w′ ∈ c; we write w <LR c if w ≤LR c and w /∈ c. Let M≤c (resp. M<c)
be the A′-submodule of M generated by the elements Ax with x ∈ I such that
x ≤LR c (resp. x <LR c). We show:
(a)M≤c is an H-submodule of M.
With the notation in 6.4 it is enough to show that, if z ∈W and w,w′ ∈ I satisfy
bz,w,w′(v) 6= 0 and w ≤LR c then w
′ ≤LR c. Using 6.4(a) we have h˜z,w,w′(u) 6= 0
hence
∑
z′∈W hz,w,z′(u)hz′,z−1,w′(u) 6= 0. It follows that for some z
′ ∈W we have
hz,w,z′(u) 6= 0 and hz′,z−1,w′(u) 6= 0 hence w
′ ≤LR z
′ ≤LR w and w
′ ≤LR w so
that w′ ≤LR c, as required.
A similar proof shows:
(b) M<c is an H-submodule of M.
We now define Mc = M≤c/M<c. From (a),(b) we see that Mc inherits an H-
module structure from M≤c. For x ∈ I ∩ c we denote the image of Ax ∈ M≤c in
Mc again by Ax. Note that {Ax; x ∈ I ∩ c} is an A
′-basis ofMc.
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7.2. In the remainder of this paper we assume that (W, l) satisfies the boundedness
property in [L2, 13.2]. (This holds automatically whenW is finite or an affine Weyl
group, and it probably holds in general.) Then the function a :W −→ N is defined
as in [L2, 13.6]. We recall the following properties:
(i) if z, z′ in W satisfy z ∼LR z
′ then a(z) = a(z′);
(ii) if z, z′ in W satisfy z ≤L z
′ and a(z) = a(z′) then z ∼L z
′.
(See [L2, Ch.14, P4, P9] and [L2, Ch.15]; the assumptions 15.1(a),(b) are satisfied
by [EW].
In this subsection we fix s ∈ S. For w ∈W we set ǫw = (−1)
l(w). Let y, w ∈ I.
As in [LV, 4.1], [L3, 6.1], we set
(a) v−l(w)+l(y)P σy,w(v) = δy,w + µ
′
y,wv
−1 + µ′′y,wv
−2 mod v−3Z[v−1]
where µ′y,w ∈ Z, µ
′′
y,w ∈ Z. (When y 6≤ w we set P
σ
y,w = 0.)
As in [LV, 4.3], [L3, 6.2], for any y, w ∈ I such that sy < y < sw > w, ǫy = ǫw,
we define Msy,w ∈ A
′ by
Msy,w = µ
′′
y,w −
∑
x∈I;y<x<w,sx<x
µ′y,xµ
′
x,w − δsw,ws∗µ
′
y,sw + µ
′
sy,wδsy,ys∗ .
We have the following result.
Let w ∈ I ∩ c. In the H-module Mc we have the following identities:
(b) if sw < w, then csAw = (u+ u
−1)Aw,
(c) If sw > w, then csAw = Ξ +
∑
z∈I∩c;sz<z<sw,ǫz=ǫw
Msz,wAz;
where Ξ is given by
Ξ = Asws∗ if sw 6= ws
∗ > w and sws∗ ∈ c,
Ξ = 0, otherwise.
To prove (b),(c) we make use of the formula for csAw given in [LV, 4.4] (for Weyl
groups) and [L3, 6.3] in the general case and show that all terms of that formula
which involve (v+v−1) belong toM<c and can therefore be neglected. It is enough
to prove the following statements:
(d) If sw = ws∗ > w then sw <LR c.
(e) If sw > w and z ∈ I, ǫz = −ǫw, sz < z < sw, µ
′
z,w 6= 0, then z <LR c.
We prove (d). Since sw > w we have sw ≤L w. If sw ∼L w then by [KL,
2.4], for any t ∈ S such that (sw)t < sw we have wt < w; in particular, since
sws∗ = w < sw we have ws∗ < w, a contradiction. Thus, we have sw 6∼L w.
From sw ≤L w, sw 6∼L w, we deduce that sw 6∼LR w. (If sw ∼LR w then
a(sw) = a(w), see (i); from sw ≤L w, a(sw) = a(w) we deduce sw ∼L w by (ii), a
contradiction.) Now (d) follows.
We prove (e). Since µ′z,w 6= 0, the coefficient of v
l(w)−l(z)−1 in P σz,w(v) is 6= 0.
Using 6.3(a) we deduce that the coefficient of vl(w)−l(z)−1 in Pz,w(v) is 6= 0. Since
sz < z < sw > w, the last coefficient is known to be equal to hs,w,z (an integer),
see [KL]. Thus we have hs,w,z 6= 0 so that z ≤L w. If z ∼L w then by [KL, 2.4],
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for any t ∈ S such that zt < z we have wt < w; but from sz < z, z ∈ I, we
deduce zs∗ < z hence ws∗ < w. From ws∗ < w and w ∈ I we deduce sw < w,
a contradiction. Thus we have z 6∼L w. From z ≤L w, z 6∼L w, we deduce that
z 6∼LR w. (If z ∼LR w then a(z) = a(w) by (i); from z ≤L w, a(z) = a(w) we
deduce z ∼L w by (ii), a contradiction.) Now (e) follows.
This completes the proof of (b) and (c).
7.3. For δ ∈ {1,−1} let Mδc be the A
′-submodule of Mc generated by {Ax; x ∈
I∩ c, ǫx = δ}. From 7.2(b),(c) we see thatM
δ
c is an H-submodule ofM. Clearly,
we have Mc =M
1
c ⊕M
−1
c as H-modules.
7.4. The formulas 7.2(b),(c) for the action of cs in the basis {Ax; x ∈ I ∩ c}
of Mc are similar to those in a W -graph (see [KL]) since the coefficients in the
right hand side of 7.2(c) are integer constants (but unlike the case of W -graph
these integer constants can in principle depend on s). Note that the action of left
multiplication by cs in the basis {Ax; x ∈ I} ofM is not given by a W -graph, due
to the appearence of terms involving v + v−1.
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