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Resumen
Para muchos procesos del mundo real es posible disen˜ar un controlador difuso que provea
buena regularidad usando so´lo conocimiento experto. No obstante ello, para lograr un desempen˜o
satisfactorio es necesario hacer uso de me´todos ma´s sofisticados. En este trabajo proponemos un
modelo basado en sistemas difusos recurrentes, donde el antecedente de las reglas esta´ determi-
nado por una funcio´n de pertenencia multidimensional definida en te´rminos de regiones de Voro-
noi. Las conexiones recurrentes permiten mantener una memoria que guarda informacio´n previa.
Un algoritmo evolutivo puede evolucionar todas las componentes del sistema difuso recurrente.
Adema´s es posible insertar en el sistema conocimiento a priori de forma simple y efectiva. El
modelo propuesto es evaluado sobre un problema de control de un robot mo´vil que debe avanzar
evitando obsta´culos y siguiendo una trayectoria dirigida por sen˜ales luminosas.
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1. Introduccio´n
Los procesos de control y supervisio´n requieren modelos adecuados. Una de las a´reas de aplica-
cio´n de la lo´gica difusa es el control, donde los controladores difusos resultan ser muy efectivos en el
contexto de control de procesos complejos [6].
Tanto los sistemas difusos como las redes neuronales son aproximaciones de inteligencia com-
putacional (soft computing) que modelan comportamiento experto. El objetivo es imitar las acciones
de un experto que resuelve problemas, es decir, en lugar de investigar el problema en detalle, se ob-
serva como un experto ataca el problema y se obtiene conocimiento por medio de instrucciones y/o
aprendizaje. Si se tiene conocimiento expresado como reglas lingu¨ı´sticas, se puede construir un siste-
ma difuso. Por otro lado, si se tienen datos o se pueden aprender a partir de simulaciones o desde la
tarea real, las redes neuronales son ma´s apropiadas. Los me´ritos de ambos (sistemas difusos y redes
neuronales) pueden ser integrados en aproximaciones neuro-difusas [10]. Los algoritmos evolutivos
han sido utilizados con e´xito para determinar el conjunto de pesos o´ptimo y la topologı´a de redes
neuronales, como ası´ tambie´n los para´metros de los sistemas difusos.
En algunas aplicaciones de control, tales como control predictivo y control o´ptimo de procesos
batch, los modelos de prediccio´n multistep-ahead son los ma´s apropiados, usualmente implementa-
dos utilizando redes neuronales dina´micas. Ejemplos de este tipo de redes son las redes neuronales
globalmente recurrentes, las redes de Elman, las redes de propagacio´n hacia adelante con filtros y las
redes localmente recurrentes [13, 12, 2]. En las redes recurrentes las salidas son retroalimentadas a
las entradas de la red a trave´s de unidades de demora de tiempo.
En este trabajo, se propone el controlador difuso recurrente Recurrent Fuzzy Voronoi (RFV) ba-
sado en el modelo FV no recurrente propuesto en [5]. El modelo FV esta´ basado en conceptos de
geometrı´a computacional para representar sistemas difusos, particionando el espacio de entrada en
base a diagramas de Voronoi. El modelo RFV, a trave´s de conexiones recurrentes, incorpora la habi-
lidad de procesar secuencias de entradas temporales de longitud arbitraria, lo que permite construir
modelos de prediccio´n a largo plazo para procesos no lineales.
Un modelo de controlador difuso recurrente similar al que se propone en este trabajo es el modelo
NFSLS propuesto por Mouzouris y Mendel [8], el cual provee una u´nica unidad de retroalimentacio´n.
En la aproximacio´n propuesta por Zhang y Morris [15], la red neuro-difusa recurrente esta´ estructura-
da en cinco capas. La unidad de salida retroalimenta a la capa de entrada y a la capa de funcio´n, la que
implementa los modelos lineales locales en las regiones de operacio´n difusas. El modelo RSONFIN
propuesto por Wu y Lin [14], es una red de inferencia neuronal difusa auto-organizativa recurrente. La
estructura es de cinco capas, ma´s una capa de retroalimentacio´n que recibe como entrada las salidas de
la capa cuatro (nodos te´rminos de salida), y sus salidas se conectan a la capa dos (nodos te´rminos de
entrada). En el modelo DENFIS (Dynamic Evolving Neural-Fuzzy Inference) propuesto por Kasabov
y Song [3], los nodos y conexiones son creados y conectados a medida que los ejemplos se presen-
tan. Una capa de memoria de corto plazo se implementa a trave´s de conexiones de retroalimentacio´n
desde la capa de nodos de reglas.
El trabajo esta´ organizado de la siguiente forma: la seccio´n 2 introduce la representacio´n del
modelo propuesto. La seccio´n 3 explica de que forma se lleva a cabo la evolucio´n de sistemas RFV.
La seccio´n 4 presenta el modelo RFV, su estructura y el conjunto de propiedades que dicho modelo
posee. La seccio´n 5 valida la aproximacio´n propuesta con resultados experimentales para el problema
de robo´tica planteado en el abstract. Finalmente, en la seccio´n 6 se presentan las conclusiones.
2. Representacio´n RFV
Esta seccio´n introduce el modelo RFV para sistemas difusos recurrentes, el que puede ser consi-
derado como una extensio´n del modelo propuesto en [5]. Las siguientes secciones introducen los con-
ceptos ba´sicos de geometrı´a computacional necesarios, describen como estos conceptos son utilizados
para modelar sistemas difusos recurrentes tipo Takagi-Sugeno y por u´ltimo se detalla la estructura del
modelo propuesto.
2.1. Particio´n del dominio
La estrategia de particio´n del dominio esta´ basada en diagramas de Voronoi. Un diagrama de
Voronoi induce una subdivisio´n del espacio de entrada basada en un conjunto de puntos denominados
sitios. Formalmente [1], un diagrama de Voronoi de un conjunto de p puntos P = {P1, . . . , Pp} es
la subdivisio´n del plano en p regiones, una por cada sitio en P , con la propiedad de que un punto M
pertenece a la regio´n correspondiente al sitio Pi sı´ y solo sı´ la distancia entre M y Pi es menor que la
distancia entre M y todos los otros sitios Pj (j 6= i). Formalmente, la regio´n de Voronoi definida por
el sitio Pi se define como: V(Pi) = {Q | dist(Q,Pi) ≤ dist(Q,Pj) ∀ i 6= j}, donde dist(x, y) es la
distancia Euclidiana entre x e y. Un concepto relacionado es la triangulacio´n de Delaunay T , la que
se define como la ma´xima subdivisio´n planar (es decir, una subdivisio´n tal que no se puede agregar
ningu´n arco que conecte dos ve´rtices sin destruir la planaridad) del conjunto de ve´rtices P , de forma
tal que ningu´n circumciclo de los tria´ngulos de T contiene puntos de P en su interior. La figura 1
muestra un ejemplo de un diagrama de Voronoi y su correspondiente triangulacio´n en R2. Notar que
las definiciones se pueden extender a Rn, con n ≥ 2. Ma´s detalles se pueden encontrar en [1].
Figura 1: Un ejemplo de un diagrama de Voronoi (izquierda) y su correspondiente triangulacio´n de
Delaunay (derecha) para un conjunto de puntos en R2.
2.2. Representacio´n Fuzzy Voronoi para sistemas difusos tipo Takagi-Sugeno
recurrentes
Esta seccio´n introduce la representacio´n Recurrent Fuzzy Voronoi (RFV) para sistemas difusos
tipo Takagi-Sugeno recurrentes. Un sistema difuso tipo Takagi-Sugeno recurrente tiene l variables de
entrada x1, . . . , xl,m variables de salida v1, . . . , vm y r variables y1, . . . , yr que definen las conexiones
recurrentes. La reglaRk de un sistema difuso de estas caracterı´sticas en RFV tiene la siguiente forma:
if x : yt−1 is Sk then v1 = a10 + a11x1 + . . .+ a1lxl + b11yt−11 + . . .+ b1ry
t−1
r
and . . . and
vm = am0 + am1x1 + . . .+ amlxl + bm1y
t−1
1 + . . .+ bmry
t−1
r
yt1 = c10 + c11x1 + . . .+ c1lxl + d11y
t−1
1 + . . .+ d1ry
t−1
r
and . . . and
ytr = cr0 + cr1x1 + . . .+ crlxl + dr1y
t−1
1 + . . .+ drry
t−1
r
(1)
donde Sk es un conjunto difuso multidimensional, x = (x1, . . . , xl) es el vector de entradas, y =
(y1, . . . , yr) es el vector de variables recurrentes, el operador : identifica la concatenacio´n de vectores,
los supraı´ndices t y t−1 identifican los valores de las variables en el tiempo t y t−1 respectivamente,
y los valores aj0, aji, cs0, csi, bjs, djs (1 ≤ i ≤ l, 1 ≤ j ≤ m, 1 ≤ s ≤ r) son para´metros reales que
definen a las salidas como una combinacio´n lineal de las entradas.
La representacio´n FV asocia a cada regla un u´nico conjunto difuso multidimensional definido a
partir de un diagrama de Voronoi correspondiente al conjunto de puntos P = {P1, . . . , Pp}. Hay
tantas reglas difusas como regiones de Voronoi. El conjunto difuso Sk esta´ definido por una funcio´n
de pertenencia µk que toma el valor ma´ximo 1 en el sitio Pk, y decrementa el valor linealmente
hasta alcanzar 0 en los centros de las regiones de Voronoi vecinas. Un ejemplo de un conjunto difuso
asociado a una regla se muestra en la figura 2-a para R2.
Formalmente, la pertenencia de un vector de entrada x al conjunto difuso Sk se define como:
µSk(x) =
{
lC(x) x ∈ V(k)
0 en otro caso. (2)
donde C = Pk es el sitio asociado a Sk que corresponde a la regio´n de Voronoi V(k), y lC(x) es la
coordenada barice´ntrica de x en el simplex TC(x) de la triangulacio´n de Delaunay de P que tiene
a C como uno de sus ve´rtices, con x ∈ TC(x). La figura 2-b muestra un ejemplo del diagrama de
Voronoi y la triangulacio´n de Delaunay asociada. En la figura 2-c, la coordenada barice´ntrica lC(x)
corresponde al a´rea (normalizada) en color gris del sub-simplex formado por x y los ve´rtices de TC(x)
exceptuando a C.
x
C
(a) (b) (c)
Figura 2: Un ejemplo de un (a) conjunto difuso asociado a una regio´n de Voronoi para R2 donde el
valor de pertenencia esta´ representado en el eje z, y de un diagrama de Voronoi (lı´nea so´lida) y (b)
su correspondiente triangulacio´n de Delaunay (lı´nea punteada). El gra´fico (c) muestra un ejemplo del
ca´lculo de la coordenada barice´ntrica. El tria´ngulo exterior corresponde al simplex definido por la
triangulacio´n de Delaunay que contiene a x. El valor de pertenencia corresponde al a´rea del tria´ngulo
sombreado. Notar que el valor del a´rea es 1 cuando x es igual a C y desciende linealmente hasta
alcanzar 0 en los lados del tria´ngulo que esta´n opuestos a C.
La representacio´n FV pertenece a la categorı´a de los modelos aproximativos, en los que cada
regla define sus propios conjuntos difusos. La salida del sistema es siempre continua y cumple con la
propiedad de completitud a todo nivel.
3. Evolucio´n de sistemas RFV
Se propone la utilizacio´n de algoritmos evolutivos para la optimizacio´n de sistemas RFV. Cada
individuo esta´ representado por un diagrama de Voronoi (de longitud variable)P = {P1, ...Pp}, donde
cada Pi esta´ definido por l + r coordenadas (ver seccio´n 2.2) y para cada k ∈ [1, . . . , p], el conjunto
de coeficientes aj0, aji, cs0, csi, bjs, djs (1 ≤ i ≤ l, 1 ≤ j ≤ m, 1 ≤ s ≤ r).
El algoritmo evolutivo esta´ descripto en detalle en [11] [4]. El operador de crossover esta´ basado en
el intercambio geome´trico de sitios de Voronoi entre los padres con respecto a un hiperplano aleatorio.
El operador de mutacio´n puede agregar o eliminar un sitio de Voronoi o modificar los para´metros
de una regla particular usando mutacio´n de Gauss. Detalles pra´cticos del algoritmo, incluyendo sus
para´metros se dan en la seccio´n 5.
4. Modelo RFV
4.1. Estructura del controlador RFV
La estructura del controlador RFV (ver figura 3) esta´ formada por cuatro capas de unidades. La
capa de entrada contiene una unidad por cada variable de entrada xi (1 ≤ i ≤ l) y una unidad por cada
conexio´n recurrente yj (1 ≤ j ≤ r). La segunda capa contiene una unidad por cada conjunto difuso Si
(1 ≤ i ≤ ω), inducido por la subdivisio´n del espacio de entrada definida por el diagrama de Voronoi.
Cada una de las unidades de la capa uno esta´ conectada con todas las unidades de la capa dos. La capa
tres contiene una unidad por cada regla Ri (1 ≤ i ≤ ω) conectadas con la correspondiente unidad Si
de la capa dos. La capa cuatro contiene una unidad vi (1 ≤ i ≤ m) por cada variable de salida y una
unidad yj (1 ≤ j ≤ r) por cada conexio´n recurrente. Cada unidad de la capa tres esta´ conectada con
todas las unidades de la capa cuatro. Cada unidad recurrente yj (1 ≤ j ≤ r) esta´ conectada con su
correspondiente unidad de la capa uno a trave´s de una unidad de demora de tiempo.
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Figura 3: Estructura del controlador RFV.
4.2. Propiedades
El modelo RFV corresponde a un modelo difuso aproximativo en el que cada regla define sus
propios conjuntos difusos. Presenta adema´s las siguientes propiedades:
Posee variables internas: Las conexiones recurrentes determinan variables internas, las que no
son variables de entrada ni variables de salida, como ocurre usualmente en otros modelos [8] [15].
La integracio´n de este tipo de variables en el modelo permite la definicio´n de reglas que definan los
valores de estas variables internas y al mismo tiempo basen sus decisiones en valores obtenidos en un
instante de tiempo anterior.
Cumple la propiedad de completitud: Un sistema difuso es -completo si toda entrada pertenece
a algu´n conjunto difuso con un valor de pertenencia superior o igual a un cierto umbral . Los sistemas
difusos definidos por el modelo RFV cumplen con esta propiedad para  = 1
2
por definicio´n de la
funcio´n de pertenencia (ver ecuacio´n 2), dado que el valor de lC(x) es mayor a 0.5 en la regio´n de
Voronoi definida por el sitio C. Esta propiedad garantiza que siempre existe para cualquier entrada
una regla que puede ser aplicada con un valor de pertenencia conocido.
Las reglas difusas son adaptativas: Los sistemas difusos definidos a trave´s del modelo RFV
esta´n compuestos por reglas relacionadas y no reglas independientes, dado que el a´rea de aplicacio´n
de las reglas difusas no depende so´lo de las reglas individuales, sino de las reglas vecinas. El a´rea de
aplicacio´nAk de la reglaRk se define como la unio´n de todas las regiones de Delaunay que contienen
al sitio Pk, centro de la regla Rk. Claramente, el a´rea de aplicacio´n de una regla depende de la posi-
cio´n de los centros de los conjuntos difusos definidos por las reglas vecinas. El algoritmo evolutivo
evoluciona sistemas difusos definidos por conjuntos de reglas relacionadas en forma sine´rgica, y no
conjuntos de reglas independientes. Esto asegura adema´s que se puede mantener siempre el nivel de
completitud requerido.
Admite insercio´n de conocimiento: En la mayorı´a de los sistemas difusos, los usuarios pueden
incorporar conocimiento previo en forma de reglas y particiones del espacio de entrada y/o salida.
Sin embargo, este conocimiento previo introduce un sesgo que puede ser determinante en te´rminos
de la calidad del proceso evolutivo. Una de las mayores ventajas del modelo RFV (y del modelo
FV [5]) es que el usuario no necesita especificar el a´rea de aplicacio´n de las reglas que determinan el
conocimiento previo. Debido al efecto sine´rgico explicado anteriormente, el proceso evolutivo puede
modificar el a´rea de aplicacio´n de las reglas agregando, eliminando o modificando reglas vecinas.
5. Experimentos
5.1. Problema
Un problema de control en robo´tica evolutiva [9] ha sido seleccionado para validar el modelo
RFV. Como base de experimentacio´n se ha utilizado un simulador de robot Khepera [7], el cual tiene
8 sensores para medir proximidad de objetos y niveles de luz ambiente, y dos motores independientes
para controlar la velocidad y direccio´n del robot. El problema consiste en dirigir al robot, partiendo de
una posicio´n inicial fija, para llegar a una posicio´n de destino que depende de indicaciones luminosas
presentes o no en la trayectoria, evitando todos los obsta´culos que sea necesario. La presencia de una
indicacio´n luminosa indica que el robot debe doblar a la izquierda en la pro´xima interseccio´n, y la
ausencia de indicaciones luminosas indica que el giro debe ser a la derecha. El controlador requiere
memoria, dado que la sen˜al luminosa no esta´ presente en la interseccio´n, sino en un punto anterior
de la trayectoria. Adema´s, el comportamiento del robot en cada interseccio´n es independiente del
comportamiento en la interseccio´n previa. Esto implica que el controlador debe aprender a olvidar
indicaciones luminosas que afectan el comportamiento en situaciones previas y no determinan el
comportamiento en la interseccio´n actual.
El fitness de un controlador difuso recurrente se calcula en forma similar a lo establecido en [9],
testeando el controlador en el simulador en e escenarios distintos. Los escenarios definen un punto
de inicio, un punto de destino e incluyen intersecciones de caminos en los que las sen˜ales luminosas
determinan la direccio´n adecuada. El fitness se acumula en cada paso del robot en forma proporcional
a la velocidad de desplazamiento, inversamente proporcional a la distancia del punto de destino, y
adema´s disminuyendo cuando el robot se acerca a obsta´culos de forma tal de garantizar que el robot
circula lejos de ellos. La acumulacio´n de fitness se detiene si el robot golpea una pared, o ha alcanzado
un nu´mero predefinido de pasos s. El fitness total es el promedio de los valores obtenidos en los e
escenarios. Formalmente, el fitness a ser maximizado correspondiente a un individuo I es:
fitness(I) =
1
e
e∑
i=1
s∑
t=1
v(t) ∗ (1− a(t)) ∗ (1− d(t)) (3)
donde t es el paso del tiempo, v(t) es la velocidad normalizada hacia adelante del robot (suma de la
velocidad de ambos motores), a(t) es la activacio´n ma´xima normalizada de los sensores (por ejemplo,
a(t) = 1 implica una colisio´n) y d(t) es la distancia normalizada hasta el destino. Esta funcio´n asigna
valores mayores a individuos que viajan a la ma´xima velocidad posible, en lı´nea recta la mayor parte
del tiempo, lo ma´s lejos posible de obsta´culos y que llegan lo ma´s cerca posible al destino.
5.2. Resultados experimentales
Los controladores se definen con cinco entradas, dos salidas y una variable interna. Las entradas
son respectivamente, el promedio de los dos sensores izquierdos, los centrales, los derechos y los
posteriores, y el valor promedio de luz ambiente. Las salidas corresponden a la velocidad de los
motores. Notar que la presencia de la variable interna hace que las reglas tengan seis entradas y tres
salidas. Los para´metros del algoritmo evolutivo se detallan en la tabla 1.
Para´metro valor
Dimensio´n del espacio de entrada 5
Dimensio´n del espacio de salida 2
Nu´mero de variables internas 1
Taman˜o de poblacio´n 50
Nu´mero de generaciones 100
Seleccio´n - Reemplazo Ruleta - Generacional
Nu´mero de pasos de tiempo 500
Taman˜o mı´nimo y ma´ximo de los individuos 10 - 30
Probabilidad de crossover (Voronoi) 0.8
Probabilidad de mutacio´n (Gaussian - addition - deletion) 0.3 - 0.15 - 0.15
Cuadro 1: Para´metros del algoritmo evolutivo
El desempen˜o de los individuos se evalu´a en e = 4 escenarios, en los que esta´n presentes todas las
posibles combinaciones con dos intersecciones, evaluando a lo sumo s = 500 pasos en cada uno. El
desempen˜o de un controlador representativo obtenido luego del proceso evolutivo en los escenarios
utilizados durante la evolucio´n se muestra en la figura 4. El punto de partida es siempre el mismo en
el extremo inferior, mientras que el punto de llegada esta´ determinado por las indicaciones luminosas
presentes o no en el camino.
Los experimentos tambie´n fueron repetidos utilizando conocimiento previo. El desempen˜o de un
controlador representativo obtenido luego del proceso evolutivo en los escenarios utilizados durante
la evolucio´n se muestra en la figura 5. El conocimiento previo introducido se detalla en la tabla 2.
La sema´ntica de las reglas establecidas como conocimiento previo utilizan a la variable interna
como un indicador de memoria cuyo valor es 1 cuando se ha detectado un indicador luminoso y 0 en
caso contrario. Las primeras cuatro reglas corresponden a una situacio´n en la que no hay obsta´culos
(el valor de las cuatro entradas que corresponden a los sensores de proximidad es 0) y tienen como
objetivo establecer el valor de la memoria en base a la deteccio´n de luz ambiental y el valor previo
(a) (b)
(c) (d)
Figura 4: Los gra´ficos muestran el desempen˜o de un controlador representativo en los cuatro escena-
rios utilizados durante la evolucio´n. En el escenario (a) no hay indicaciones luminosas, en el (b) hay
una indicacio´n luminosa en el segmento inferior, en el (c) una indicacio´n luminosa en el segmento
superior derecho y en el (d) tanto en el segmento inferior como en el superior izquierdo.
de la memoria. En estas cuatro reglas, el valor normalizado de la velocidad para ambos motores se
establece en 1 (ma´xima velocidad), y el valor de la memoria en 0 (regla R1) en el caso en que no haya
luz ambiente (L = 0) y no se haya detectado previamente luz (y1 = 0), y 1 en otro caso (reglas R2 a
R4). Las reglas R5 y R6 se aplican so´lo en intersecciones (obsta´culo en el frente y libertad de girar a
izquierda y derecha). La regla R5 determina un giro a derecha cuando no se ha detectado luz (y1 = 0)
y la regla R6 un giro a izquierda en caso contrario (y1 = 1). Notar que la regla R6 vuelve el valor de
la memoria y1 a 0, reflejando la situacio´n de olvido mencionada en la seccio´n 5.1.
La figura 6 muestra el cambio en el fitness en una ejecucio´n tı´pica del algoritmo evolutivo (prome-
diado en cinco corridas) con respecto al nu´mero de generaciones, junto con las barras de error, cuando
la evolucio´n se realiza (a) sin y (b) con conocimiento previo. Se puede observar que la calidad de los
controladores obtenidos al final del proceso evolutivo es comparable. Sin embargo, el error inicial
promedio de los controladores es menor cuando la evolucio´n se realiza con conocimiento previo.
Regla punto v1 v2 y1
(I,C,D,P,L,y1) (a10 ,a11 ,a12 ,a13 ,a14 ,a15 ,b11 ) (a20 ,a21 ,a22 ,a23 ,a24 ,a25 ,b21 ) (c10 ,c11 ,c12 ,c13 ,c14 ,c15 ,d11)
R1 (0,0,0,0,0,0) (1,0,0,0,0,0,0) (1,0,0,0,0,0,0) (0,0,0,0,0,0,0)
R2 (0,0,0,0,0,1) (1,0,0,0,0,0,0) (1,0,0,0,0,0,0) (1,0,0,0,0,0,0)
R3 (0,0,0,0,1,0) (1,0,0,0,0,0,0) (1,0,0,0,0,0,0) (1,0,0,0,0,0,0)
R4 (0,0,0,0,1,1) (1,0,0,0,0,0,0) (1,0,0,0,0,0,0) (1,0,0,0,0,0,0)
R5 (0,1,0,0,0,0) (1,0,0,0,0,0,0) (0,0,0,0,0,0,0) (0,0,0,0,0,0,0)
R6 (0,1,0,0,0,1) (0,0,0,0,0,0,0) (1,0,0,0,0,0,0) (0,0,0,0,0,0,0)
Cuadro 2: Conocimiento previo introducido antes del proceso evolutivo en te´rmino de reglas difusas
recurrentes. El valor del punto corresponde al centro de la regio´n de Voronoi definido por la regla y
esta´ especificado por los valores normalizados de la activacio´n de los sensores izquierdos (I), cen-
trales (C), derechos (D) y posteriores (P), el valor normalizado de la luz ambiental (L) y el valor de
la variable interna y1. Los valores a10,. . . ,a15,a20,. . . ,a25,b11,b21,c10,. . . ,c15 y d11 corresponden a las
constantes utilizadas en la definicio´n de las reglas para el ca´lculo de las salidas v1 y v2 y de la variable
interna y1.
(a) (b)
(c) (d)
Figura 5: Los gra´ficos muestran el desempen˜o de un controlador representativo en los cuatro escena-
rios utilizados cuando la evolucio´n se realiza con conocimiento previo.
El punto ma´s importante de la utilizacio´n de conocimiento previo radica en que es posible esta-
blecer una interpretaci·on sem·antica de las variables internas. En este ejemplo, la variable interna y1
tendra´ el valor 1 para indicar que se ha detectado luz ambiente y 0 en caso contrario. En los controla-
dores obtenidos sin conocimiento previo, el comportamiento de las variables internas es impredecible.
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Figura 6: Gra´fica del fitness con respecto al nu´mero de generaciones cuando la evolucio´n se realiza
(a) sin conocimiento previo y (b) con conocimiento previo.
En la figura 7 se muestra el desempen˜o de un controlador representativo obtenido con y sin cono-
cimiento previo, en un escenario distinto no utilizado durante la evolucio´n. Se puede apreciar que el
controlador ha aprendido exitosamente las reglas de navegacio´n determinadas por el problema.
(a) (b)
Figura 7: Desempen˜o de un controlador representativo en un escenario no utilizado durante el proceso
evolutivo cuando la evolucio´n se realiza (a) sin conocimiento previo y (b) con conocimiento previo.
6. Conclusiones
En este trabajo se ha propuesto un modelo de sistemas difusos recurrentes, particularmente adap-
tado para evolucio´n de controladores, que provee memoria a trave´s del uso de variables internas. El
modelo es una extensio´n del modelo FV basado en diagramas de Voronoi. La interpretacio´n geome´tri-
ca de las reglas permite el uso de operadores gene´ticos geome´tricos, y permite representar sistemas di-
fusos recurrentes, con reglas sine´rgicas que cumplen la propiedad de completitud, proveyendo adema´s
una forma simple de introducir conocimiento previo. El modelo ha sido validado en un problema de
control de robots mo´viles utilizando un simulador. Trabajos futuros incluyen experimentos utilizando
un robot real.
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