INTRODUCTION AND PRELIMINARIES
Let X be a complex Banach space and (P α ) a family of continuous complex valued polynomials on X. Often, it is interesting to consider algebras of analytic functions on X, generated by the family of polynomials (see e. g. [6, 12, 16] ). If the family (P α ) does not separate points of X, then the same is true for any function, generated by (P α ). So, we have a natural relation of equivalence on X: z ∼ w if and only if P α (z) = P α (w) for every α. If X is finite-dimensional, then from the Algebraic Geometry is well known that the quotient set X/ ∼ is dens in an algebraic variety. The same is true for infinite-dimensional case, if the family (P α ) is finite [2] . But in the general case, the situation may be more complicated.
Let S be the group of all permutations on the set of natural numbers N. A polynomial P : ℓ 1 → C is said to be symmetric if P(σ(x)) = P(x) for every X ∈ ℓ 1 and σ ∈ S. It is known [15] that polynomials F k (X) = ∞ ∑ n=1 x k n , k = 1, 2, . . . , form an algebraic basis in the algebra of all continuous symmetric polynomials P s (ℓ 1 ). In other words, {F k } ∞ k=1 are algebraically independent and P s (ℓ 1 ) is the minimal unital algebra containing {F k } ∞ k=1 . In [1] it was shown that two vectors with finite supports x, y ∈ ℓ 1 are equivalent in the means F k (x) = F k (y) for every k, if and only if x = σ(y) for some σ ∈ S. Some algebraic operations on ℓ 1 / ∼ which form a semi-ring structure [4] were considered in [5, 7] . Composition operators, associated with these operations, on analytic functions were investigated in [8] . Algebras of analytic functions generated by symmetric polynomials on ℓ p were investigated in [1, 3, 5-7, 13, 14] . УДК 517.98 2010 Mathematics Subject Classification: 46J15, 46J20. The work was partially supported by Ministry of Education and Science of Ukraine Grant 0119U100063 c Jawad F., Karpenko H., Zagorodnyuk A., 2019 Let X = ℓ 1 ℓ 1 . We represent each element z of X by z = (y|x), x, y ∈ ℓ 1 . Let us consider polynomials T m : X → C,
Polynomials T m , m ∈ N are algebraically independent and form an algebraic basis on the algebra of supersymmetric polynomials on X. In [11] the algebra of supersymmetric polynomials was investigated and a commutative ring structure on the corresponding quotient set X/ ∼ was described. For a given complex Banach space E with an unconditional basis {e n } ∞ n=0 we denote by ℓ (E) 1 a Banach space defined by the following way. If x ∈ ℓ (E) 1 , then
where each
1 is separately symmetric [10] if for every sequence of permutations on N, σ = (σ 0 , σ 1 , . . . , σ n , . . .), σ n ∈ S we have P(σ(x)) = P(σ 0 (x (0) ), . . . , σ n (x (n) ),
are separately symmetric and algebraically independent.
In this paper we consider a complex Banach space X which is a weighted direct sum of infinity copies of ℓ 1 ℓ 1 and polynomials which are supersymmetric on each term of this sum. We show that under some assumptions, X/ ∼ is a real locally convex algebra which contains a normed subalgebra. This is an extension of results on supersymmetric polynomials, obtained in [11] . For details about analytic mappings on Banach spaces we refer the reader to [9] .
THE RING M ω
Let ω be a positive number, 0 < ω ≤ 1. We denote by ℓ ω 1,∞ a "weighted" version of the space ℓ E 1 . Namely, if x ∈ ℓ ω 1,∞ , then
We denote by Λ ω 1 the direct sum of two copies of ℓ ω 1,∞ , Λ ω
will be denoted by (y|x), y ∈ ℓ ω 1,∞ , x ∈ ℓ ω 1,∞ and (y|x) = y ℓ ω 1,∞ + x ℓ ω 1,∞ . In other words, any element z ∈ Λ ω can be represented as
where
Note that the expansion (2) is formal, that is, the series on the right is not convergent in general. We denote by Λ ω+
If z = (y|x) we will use also notations z + = x and z − = y when it will be convenient.
Let us define the following polynomials on Λ ω
(3)
So T m ≤ 1. Let now (y|x) be such that y = 0, x (0) = (1, 0, 0, . . .), x (n) = 0 for n > 0. Then (y|x) = 1 and T m (y|x) = 1. Thus T m = 1.
Definition 1.
Let us say that a polynomial P :
We denote by P ω s = P ω s (Λ ω 1 ) the algebra of all ωsupersymmetric polynomials on Λ ω 1 .
Theorem 1.
Let ω = 1/N for some N ∈ N, N > 1. For every number a ∈ R there exists
that is, a 0 = [a] the integer part of a and (0.
a n , n = 0, 1, 2, . . . .
Then for |a| ≥ 1,
If a < 0 we can consider b = −a > 0. By the same way, using (4) for b, we can find the vector x {b} . Let us define now z {a} = (x {b} |0). Then
and T ω m (z {a} ) = a for every m ∈ N. Let us recall that two operations on ℓ 1 "•" and "⋄" which preserve symmetric polynomials were introduced in [7] and [5] . Namely, let x = (x 1 , x 2 , . . . , x k , . . .) and x = (y 1 , y 2 , . . . , y k , . . .) are in ℓ 1 , then
x • y = (x 1 , y 1 , x 2 , y 2 , . . . , x k , y k , . . .) and x ⋄ y is the resulting sequence of ordering the set {x i y j : i, j ∈ N} with one single index in some fixed order. It is easy to check that for every symmetric polynomial P on ℓ 1 and fixed y ∈ ℓ 1 , polynomials P(x • y) and P(x ⋄ y) are symmetric. In [11] these operations were extended to ℓ 1 ℓ 1 with preserving supersymmetric polynomials. Now we propose natural extensions of these operations to Λ ω 1 . Proof. The first equality directly follows from the definition of T ω m (3). Also, in [5] it is proved that F m (x ⋄ y) = F m (x)F m (y), x, y ∈ ℓ 1 , m ∈ N. So, using (3) and Definition 2, we have for 
2 OPERATORS AND SEMINORMS ON M 1/N For a given z = (y|x) ∈ Λ ω 1 , we denote by supp z the support of z, that is, the following pair of sets of indexes supp z = ({i ∈ N, j ∈ Z + : y Proof. The proof follows from the definitions and direct calculations. 
Proof. To get a proof it is enough to apply Proposition 4 to z • z ′− = (y • x ′ |x • y ′ ).
Due to Theorem 1, we can introduce an alternative multiplication by real constants in M ω , at least for the case ω = 1/N, N ∈ N, N > 1.
Theorem 2.
Let N ∈ N, N > 1. Then M 1/N is a real linear commutative unital algebra with respect to the operations of addition and multiplication defined in Proposition 3 and the following multiplication by constants:
where z {a} is as in Theorem 1.
Proof. Note first that from Theorem 1 and Proposition 2 it follows that for every m ∈ N, 
. Such class is nonempty, for example, γ(t) = t m ∈ Ω, m ∈ N.
Theorem 3. Let γ ∈ Ω. Then Φ γ generates a linear operator Φ γ :
Proof. From the definition of Ω it follows that Φ γ is well defined. Also, it is clear 
If a < 0, we have to replace e 
