Abstract -Advanced inventory management in complex supply chains requires effective and robust nonlinear optimization due to the stochastic nature of supply and demand variations. Application of estimated gradients can boost up the convergence of Particle Swarm Optimization (PSO) algorithm but classical gradient calculation cannot be applied to stochastic and uncertain systems. In these situations Monte-Carlo (MC) simulation can be applied to determine the gradient. We developed a memory based algorithm where instead of generating and evaluating new simulated samples the stored and shared former function evaluations of the particles are sampled to estimate the gradients by local weighted least squares regression. The performance of the resulted regional gradient-based PSO is verified by several benchmark problems and in a complex application example where optimal reorder points of a supply chain are determined.
Introduction
In the last decades, optimization was featured in almost all aspects of human civilization, thus it has truly become an indispensable method. In some aspects, even a local optima can highly improve the efficiency or reduce the expenses, however, most companies want to keep their operational costs as low as possible, i.e. on global minimum. Problems where solutions must satisfy a set of constraints are known as constrained optimization problems. In inventory control theory, one of the most important and most strict constraints is the service level, i.e. the portion of satisfied demands from all customer needs (Schwartz, Wang & Rivera 2006) .
Stochastic nature of the supply and demand variations in complex supply chains require effective and robust nonlinear optimization for advanced inventory management.
There are two popular swarm inspired methods in computational intelligence areas: Ant Colony Optimization (ACO) and Particle Swarm Optimization (PSO). ACO was inspired by the behaviors of ants and has many successful applications in discrete optimization problems.
The particle swarm concept originated as a simulation of simplified social system. Next to these two there can be found many other swarm intelligence based method in literature to solve optimization problems, such as Firefly Algorithm (FA); Bat Algorithm (BA); Krill Herd Algorithm (KHA). FAs are recently developed methods to optimize nonlinear design problems based on the idealized behavior of the flashing characteristics of fireflies (Yang 2010a) . BA is very similar to the PSO however it is based on the hunting method of bats using their echolocation ability (Yang 2010b) . One of the latest algorithms is the KHA wherein the benefits of swarm intelligence and the genetic algorithms are integrated which results a reliable optimization technique with good conversion rate (Gandomi & Alavi 2012 ).
Particle swarm model can be used to solve stochastic and constrained optimization problems (Hu & Eberhart 2002 , Kennedy & Eberhart 1995 . The particle swarm concept originated as a simulation of simplified social system. In PSO, the potential solutions, called 3 particles, fly through the problem space by following the current optimum particles. All of particles have fitness values which are evaluated by the fitness function to be optimized, and have velocities in the direction based on their inertia, best fitness value and the best solution found by the population. PSO is getting more and more widespread tool in solving complex engineering problems since it is easily interpretable and implementable optimization algorithm, and it can be effectively applied to find the extremum of nonlinear optimization problems with many independent parameters. The particle swarm optimization algorithm has been successfully applied to a wide set of complex problems, like data mining ( There exist some well-known conditions under which the basic PSO algorithm exhibits poor convergence characteristics (Bergh 2002) . However, only a few studies have considered the hybridization of PSO, especially making use of gradient information directly within PSO. applies the Flecher-Reeves method. As it will be demonstrated in the following sections, combining these two methods appropriately, the efficiency of the optimization using PSO can be considerably improved.
Classical gradient calculation cannot be applied to stochastic and uncertain systems. In these situations stochastic techniques like Monte-Carlo (MC) simulation can be applied to determine the gradient. These techniques require additional function evaluations. We by Seo (Seo 2006) , where an order risk policy for general multi-echelon system is given, which minimizes the system operation cost. A really complex system is examined in 5 (Srinivasan & Moon 1999) , where it is necessary to apply some clustering for similar items, because detailed analysis could become impossible considering each item individually. The stability of the supply chain is also an intensively studied area. (Nagatania & Helbing 2004) shows that a linear supply chain can be stabilized by the anticipation of the own future inventory and by taking into account the inventories of other suppliers, and Vaughan in (Vaughan 2006 ) presents a linear order point/lot size model that with its robustness can contribute to business process modeling.
We developed a Monte-Carlo simulator which uses probability distributions based on material usage data posted in the logistic module of an enterprise resource planning (ERP) system.
The main objective of this development was to build a simulator that can use simple building blocks to construct models of complex supply chain networks. With the synergistic combination of this tool and the proposed PSO algorithm we minimized the inventory holding cost by changing the parameters of our operational space while keeping the service level at the required value. The results illustrate the benefits of the incorporation of the regional gradients into the PSO algorithm.
II. THE IMPROVED PSO ALGORITHM

A. Classical PSO algorithm
The original intent was to graphically simulate the choreography of bird of a bird block or fish school. However, it was found that particle swarm model can be used as an optimizer.
Suppose the following scenario: a group of birds are randomly searching food in an area.
There is only one piece of food in the area being searched. All the birds do not know where the food is. But they know how far the food is in each iteration. So what's the best strategy to find the food? The effective one is to follow the bird which is nearest to the food. PSO is based on this scheme. This stochastic optimization technique has been developed by Eberhart 6 and Kennedy in 1995 (Kennedy & Eberhart 1995) . In PSO, the potential solutions, called particles, fly through the problem space by following the current optimum particles. All of particles have fitness values which are evaluated by the fitness function to be optimized, and have velocities which direct to the flying of the particles.
PSO is initialized with a group of random particles (solutions) and then searches for optima by updating generations. In every iteration, each particle is updated by following two "best"
values. The first one is the best solution (fitness) it has achieved so far. (The fitness value is also stored.) This value is called pbest. Another "best" value that is tracked by the particle swarm optimizer is the best value, obtained so far by any particle in the population. This best value is a global best and called gbest. When a particle takes part of the population as its topological neighbors, the best value is a local best and is called lbest. while (not terminate) do { for each particle { Calculate fitness value; if fitness <pBest than pBest = fitness; } Choose the best particle as the gBest; for each particle { Calculate particle velocity; Update particle position; } } } 7 The role of the, w, inertia weight in Eq. (1), is considered critical for the convergence behavior of PSO. The inertia weight is employed to control the impact of the previous history of velocities on the current one. Accordingly, the parameter regulates the trade-off between the global and local exploration abilities of the swarm. A large inertia weight facilitates global exploration (searching new areas) while a small one tends to facilitate local exploration, i.e.
fine-tuning the current search area.
PSO shares many similarities with evolutionary computation techniques, e.g. with evolutionary algorithms (EAs). Both algorithms start with a group of a randomly generated population, both have fitness values to evaluate the population. Both update the population and search for the optimum with random techniques. Both systems do not guarantee success.
The main difference between these algorithms is that PSO does not have genetic operators like crossover and mutation. Particles update themselves with the internal velocity. They also have memory, which is important to the algorithm.
Compared with evolutionary algorithms, the information sharing mechanism in PSO is significantly different. In EAs, chromosomes share information with each other. So the whole population moves like a one group towards an optimal area. In PSO, only gBest (or lBest)
gives out the information to others. It is a one-way information sharing mechanism, the evolution only looks for the best solution. Compared with EAs, all the particles tend to converge to the best solution quickly even in the local version in most cases. Compared to EA, the advantages of PSO are that PSO is easy to implement and there are few parameters to adjust. Hence, PSO has been successfully applied in many areas: function optimization, GA can be applied. 8 The basic PSO algorithm exhibits poor convergence characteristics under some specific conditions. We gave a small overview also about the previous gradient based methods, and in this section we will demonstrate a novel way, how the particle swarm optimization (PSO) 
B. Improved PSO algorithm
Our aim is to develop a novel PSO algorithm which is able to consider linear and non-linear constraints and it calculates the gradient of the objective function to improve the affectivity.
PSO is initialized with a group of random particles (solutions) and then searches for optima by updating generations. In every generation, each particle is updated by following two "best"
values. The first one is the best solution (fitness) it has achieved so far. This value is called pbest. Another "best" value that is tracked by the particle swarm optimizer is the best value, obtained so far by any particle in the population. This best value is a global best and called gbest. When a particle takes part of the population as its topological neighbors, the best value is a local best and is called lbest. Our vision is to apply the gradient of the objective function in every generation to control the movements of the particles. Therefore, the equation which is applied to calculate the velocity of the particles is modified:
represents the partial derivatives of the objective function, and 3 c is the weight for the gradient term.
It should be noted that this concept can be interpreted as inserting a gradient-descent update step into the iterations of classical PSO,
where the learning rate is
The above algorithm can be applied only to continuously differentiable objective functions
The simples approach to calculate the gradient is HGPSO (Noel & Jannett 2004 ) is the numerical approximation of the gradient.
The main drawback of this approach is that the  step size is difficult to design and the whole approach is selective to noise and uncertainties. It is interesting to note that PSO itself can also be interpreted as a gradient based search algorithm where point differences are used as approximation of the regional gradient. The normalized gradient evaluated as the point difference method is
This point-difference estimate can be considered as regional gradient for the local region of . 10 Our aim is to further improve the optimization by providing robust yet accurate estimation of gradients. To obtain a robust estimate a so called regional gradient should be calculated.
When the function is differentiable the gradient for a region S it is calculated as
where S represents the local region where the gradient is calculated.
However, when heuristic optimization algorithm should be applied the objective function is mostly not continuously differentiable or not explicitly given due to limited knowledge.
Therefore the gradient is calculated as
An interesting example for this approach is how regional gradient is calculated in the Evolutionary-Gradient-Search (EGS) procedure proposed by R. Solomon (Salomon & Arnold 2009 ). In EGS at each iteration generates  test candidates by applying random "mutations"
where i z is a Gaussian distributed variable with zero mean and standard deviation n /  .
For 1
 n these test points will be distributed on a hypersphere with radius  . By using information given by all candidates the procedure calculates the gradient and a unit vector ) (k e that points into the direction of the estimated gradient:
11
These techniques require additional function evaluations. It is important to note that this concept discards all information related to the evaluation of i v .
We developed a more economic, memory based algorithm where instead of generating and evaluating new simulated samples the stored and shared former function evaluations of the particles are sampled to estimate the gradients by local weighted least squares regression.
This idea is partly similar to the concept of the fully-informed particle swarm ( 
where f k is drawn independently from the uniform distribution. The weighted regression problem that gives a robust estimates of the gradients is formulated by arranging these former function evaluations
and calculating the following differences
where  represents the number of particles.
The weighted least squares estimate is calculated as given by all previous states of the particles it is possible to calculate a unit vector that points into the direction of the estimated (global) gradient. The resulted algorithm is given in Code 2.
13 Code 2.: The pseudo code of the improved PSO algorithm procedure improved PSO; { Initialize particles; while (not terminate) do { for each particle { Calculate fitness value; if fitness <pBest than pBest = fitness; } Choose the best particle as the gBest; for each particle { Calculate local gradient { Calculate normalized distance base weights of previous function evaluations particles by Eq. 14; Calculate regional gradients by Eq. 13; } Calculate particle velocity by Eq. 3; Update particle position by Eq. 2;
Store particle position and related cost function in a database,
C. Results
We tested the novel algorithm using several functions, including deterministic and stochastic ones as well. Figure 1 presents four of them and Table 1 contains the mathematical representation of the analyzed functions. 
griewangks with noise
Figure 1 -Surface of the fitness function called "dropwave" (a) the "griewangks" function (b), the stochastic function we used (c), and a stochastic version of "griewangks" (d).
During our tests, the found global best value from the population, the mean of the best values of each individual, the iteration number what algorithm performed before termination and the iteration number when the global best was found were registered. In all tests, we applied
Monte Carlo method to evaluate the performance of our approach effectively, thus the weight of the gradient part in the objective value calculation for the individuals was adjusted by 0.1 in the domain of , and for each gradient weight, 500 MC simulations were 15 performed. The result of our tests for the g_best values is presented in Figure 2 . It can be deducted from the figure that the best global optima was found using 0.7 as the weight of the gradient part (since it is a minimization task), while the standard deviation is slightly smaller than in the classic PSO which is presented by the first data point in Figure 2 ., where the weight is equal to 0 (w-grad = 0). To prove the effectiveness of our method, we present the details of our tests in Table 2 . The table presents our tests including two different deterministic functions (dropwave, griewanks) and two stochastic (griewankgs with noise and another stochastic function), highlighting the best results in each cases. dropwave  125  136  138  144  135  112  102  100  98  90  83  71  60  griewangks  81  79  79  78  78  79  80  80  83  85  88  92  94  griewangks  with noise  88  92  89  89  89  88  90  90  91  90  88  89  92   Stochastic  function  97  95  93  94  89  88  84  82  77  75  70  67  62   Mean of iteration numbers when the g_best were found  dropwave  109  93  94  98  89  65  54  51  49  41  34  22  11  griewangks  63  62  61  61  61  60  60  61  60  60  57  55  54   griewangks  with noise  40  43  40  40  40  39  41  41  42  42  39  40  44   Stochastic  function  141  140  139  140  136  134  132  130  124  123  118  115  110 Using our method, PSO finds better solution, i.e. the objective value of the best individual and the mean of all objective values in the population is decreased while the number of iterations until the final solution found is decreased also. It yields stronger convergence during the iterations of the algorithm, thus the novel method increases the efficiency of PSO. Obviously the proper setup for the parameters of the PSO and the weight of the gradient is highly problem-dependent, however, during our tests, we found 0.7 as a generally applicable weight 17 for the gradient, and 10 percent of the domain for , which setting in most cases improves the efficiency of PSO. We propose a simple fine-tuning technique in the following to setup the parameters of the algorithm.
1. Set all parameters to zero, i.e. .
2. Tune according to the learning method of classic gradient methods, i.e. increase gradually, if oscillation occurs, divide it by 10. Find a stable setting.
3. Set the momentum, i.e. , which is typically 0.1 or 0.2 in the literature. Increase it gradually, until some improvement is achieved. Find a stable setting.
4. Tune , i.e. increase it gradually until some improvement is achieved.
Finally, set
These technique propose a reliable method for tuning the parameters, however, our tests showed clearly that is a generally good choice, and with and the algorithm operates stable. controlling strategies provides the most important KPI-s of these strategies. On the other hand we can use the simulator as part of optimization and determine the optimal values of the key inventory control parameters. We have minimized the inventory holding cost by changing the parameters of our operational space while keeping the service level at the required value.
III. STOCHASTIC OPTIMIZATION OF MULTI-ECHELON SUPPLY
A. Inventory model of a single warehouse
The modular model of the supply chain is based on the following classic model of inventory control. This session gives a summary of the most important parameters of this model. In Figure 3 , Q is the theoretical demand over cycle time T and this is the Order Quantity; R is the Reorder point, which is the maximum demand can be satisfied during the replenishment lead time (L). The Cycle time (T) is the time between two purchase orders. The Order Quantity is Q, where ̅ . This is the ordered quantity in a purchase order, and Q is equal to the Expected demand and the Maximum stock level. Maximum stock level is the stock level necessary to cover the Expected demand in period T; therefore it has to be the quantity we order. Lead time(L) is the time between the Purchase order and the goods receipt. ̅ denotes the average demand during the replenishment lead time. ̅ ̅ , where ̅ is the daily average demand. Using the same logic, ̅ is a special case; it yields consumption if the service level is 100%. We will use ̅ to denote the consumption during the paper. Reorder point is the stock level when the next purchase order has to be issued. It is used for materials where the inventory control is based on actual stock levels.
S is the Safety stock; this is needed if the demand is higher than the expected (line d). In an ideal case R equals to total of safety stock and average demand over lead time:
where S is the Safety stock which is defined to cover the stochastic demand changes. For a
given Service Level this is the maximum demand can be satisfied over the Lead time. Assuming constant demand pattern over the cycle time, Average Stock (K) can be calculated as a weighted average of stock levels over the cycle time:
Service Level (SL) is the ratio of the satisfied and the total demand (in general this is the mean of a probability distribution), or in other words it is the difference between the 100% and the ration of unsatisfied demand:
We assume that all demand is satisfied from stock until stock exists. When we reach stock level R the demand over the lead time ( ̅ ) will be satisfied up to R. Consequently if ̅ , we are getting a stock out situation and there will be unsatisfied demand therefore the service level will be lower than 100%. ̅ is not known and it is a random variable. The probability of a certain demand level is ( ̅ ). Based on this, the service level is formed as shown in the next equation:
where ̅ is continuous random variable, and ̅ is the maximum demand over Lead time.
Calculation of SL in practice is simple since probabilities are calculated as frequencies of discrete events and integral is replaced by simple summation of the differences of satisfied and unsatisfied demands.
Based on our experience in analyzing actual supply chain systems we discovered that the probability functions of material flow and demand are different from the theoretical functions (see Figure 4 that shows the distribution function of an actual material consumption compared to the normal distribution used in most of the analytical methodologies). This difference makes difference between the theoretical (calculated) and the actual inventory movements, therefore it makes sense using a stochastic simulation approach based on "empirical" distribution functions.
Inventory movements can be modeled much better using stochastic differential equations than modeling based on the theoretical assumption that movements are following normal distribution. We propose the following model:
Where x i is stock level on the i th week, W i is a stochastic process to represent consumption.
This stochastic process is based on the empirical cumulative distribution function we described in the previous section. u is the quantity of material received on week i, based on purchase orders. Purchase orders are calculated based on the actual inventory level (x), and the replenishment lead-time (t u ). 
B. Inventory model of a supply chain
The main objective of this work is to develop the classical PSO algorithm applying the gradients of the objective function as it was shown in Chapter II. Figure 5 shows the supply chain, i.e. the structure of the analyzed 2-level system. The investigated case study is a twolevel inventory system in which there is a central warehouse from only one local warehouse can order (y 12 ). Only one product is stored in these warehouses. The customers can buy from the local (y 1 ) and also directly to the central warehouses (y 2 ). To simulate the customers purchase behavior two normal distribution functions are applied as y 1 and y 2 . The mean value is 60 and 50 in the applied distribution functions, while the variance is 15 and 10 respectively.
The mean value represents that 60 units of products are averagely consumed in one week from the central warehouse. The variance represents the uncertainty of the mean value, in one week there can be more customers than the mean value, in the other can be less as in real life. 
where i represents the actual week, j is the actual MC simulation, 
C. Optimization results
The improved PSO algorithm is applied to modify the reorder points due to the value of the objective function and finally to find the global optima. Since the value of the objective function is very high the chosen weight of the gradient for the search is 10 -3 . After the optimization process the reorder points is changed to 1031 and 100. Due to this modification the service levels are much better than at the initial state (0.99 and 0.91) and the value of the objective function is 3.42•10 5 . The improved PSO finishes the search after 127 generations because in the last 50 generations there was no significant improvement in the value of the objective function. The average inventory levels after optimization can be seen in Figure 7 .
Due to the optimization the inventory in the central warehouse is not empty in the crucial periods and the minimal stock in the Warehouse 02 is at zero fewer weeks than before the optimization. The proposed method is applied in case of multi-echelon system built from two warehouses.
We validated our solution by simulating four stochastic input variables. The results illustrate 27 that the developed tool is flexible enough to handle complex situations and straightforward and simple enough to be used for decision support.
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