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Los servicios de redes sociales han pasado a ser una parte fundamental del
entramado social de los últimos años. Estas herramientas permiten a las personas
crear, intercambiar o compartir información, ideas, imágenes y cualquier tipo de
medio en comunidades virtuales y redes. El impacto de estos servicios de redes
sociales sobre la sociedad ha sido tal, que han introducido cambios sustanciales
sobre la comunicación a todos los niveles: individual, comunitaria, organizacional
y empresarial. Todo este contenido generado por el usuario tiene un carácter
viral del que carecen el resto de medios de comunicación, sirviendo como fuente
de conocimiento para nuevas oportunidades de negocio. Es más, la simbiosis
que existe entre los dispositivos móviles y estas redes sociales ha provocado que
los contenidos generados por los usuarios incorporen nuevos factores como la
localización del usuario y el momento exacto de creación y edición del mensaje
o contenido en cuestión. Esto abre nuevos mercados potenciales que relacionan
a las personas, las redes sociales, el mercado móvil y los eventos en tiempo real.
Al abordar este nuevo tipo de contenido, hay que comprender que las redes
sociales nos otorgan la oportunidad de combinar dos aspectos fundamentales
que los mensajes contienen: información estructurada con la no estructurada
en forma, fundamentalmente, de textos cortos. La información estructurada nos
proporciona conocimiento adicional que permite analizar el mensaje y al usuario
dentro de un contexto específico de carácter social, temporal y/o espacial. Com-
binar significativamente ambos tipos de información puede resultar fundamental
para un tratamiento efectivo de los mensajes.
En esta memoria de tesis, se explora la hipótesis consistente en que, al inte-
grar el conocimiento proveniente de dos tipos de información de distinta natu-
raleza (estructurada y no estructurada) existentes en los mensajes de las redes
sociales, se pueden resolver, de forma más efectiva y significativa, ciertas tareas
relacionadas con el procesamiento de este tipo de contenidos. Para validar dicha
hipótesis, se proponen una serie de tareas a resolver, siempre bajo el paradigma
de la integración de ambos tipos de información: la recuperación temática de
mensajes en redes de microblogging, la clasificación de opinión sobre los men-
sajes de estas redes y la caracterización de grupos de usuarios dentro de un
contexto específico.
Cada tarea es tratada de forma individual, proporcionando una formaliza-
ción para la misma, caracterizando los fenómenos más relevantes, proponiendo
uno o varios métodos para abordarla, realizando una evaluación sobre ellos y
explorando los resultados de forma consecuente. Las principales aportaciones se
resumen en las siguientes propuestas: un método dinámico y adaptativo para
generar consultas que son consumibles por un sistema de microblogging como
Twitter, un sistema de normalización léxica altamente modular, un esquema de
xi
integración para combinar modelos de características provenientes de informa-
ción estructurada y no estructurada, y una aproximación para la caracterización
de grupos de usuarios de las redes dentro de un contexto específico.
Capítulo 1
Introducción
Este capítulo de carácter introductorio tiene como objetivo presentar las mo-
tivaciones y el contexto del trabajo expuesto en esta memoria, plantear algunas
hipótesis iniciales y esbozar las lineas generales sobres las aportaciones presen-
tadas en esta tesis. La última sección de este capítulo consiste en la descripción
de la estructura de esta memoria que además, sirve como guía de lectura para
el documento; no sólo se enumeran y enuncian los capítulos de la memoria, sino
que se incluye un breve resumen de cada uno de ellos.
1.1. Motivación y contexto
Los servicios de redes sociales han pasado a ser una parte fundamental del
entramado social de los últimos años. Estas herramientas permiten a las personas
crear, intercambiar o compartir información, ideas, imágenes y cualquier tipo de
medio en comunidades virtuales y redes. El impacto de estos servicios de redes
sociales sobre la sociedad ha sido tal, que han introducido cambios sustanciales
sobre la comunicación a todos los niveles: individual, comunitaria, organizacional
y empresarial.
Todo este contenido generado por el usuario tiene un carácter viral del que
carecen el resto de medios de comunicación, sirviendo como fuente de conoci-
miento para nuevas oportunidades de negocio. Es más, la simbiosis que existe
entre los dispositivos móviles y estas redes sociales ha provocado que los conte-
nidos generados por los usuarios incorporen nuevos factores como la localización
del usuario y el momento exacto de creación y edición del mensaje o contenido en
cuestión. Esto abre nuevos mercados potenciales que relacionan a las personas,
las redes sociales, el mercado móvil y los eventos en tiempo real.
Al abordar este nuevo tipo de contenido, hay que comprender que las redes
sociales nos otorgan la oportunidad de combinar dos aspectos fundamentales
que los mensajes contienen: información estructurada con la no estructurada
en forma, fundamentalmente, de textos cortos. La información estructurada nos
proporciona conocimiento adicional que permite analizar el mensaje y al usuario
dentro de un contexto específico de carácter social, temporal y/o espacial.
La red social que ha sido foco de gran parte del trabajo plasmado en esta
tesis ha sido Twitter, pues esta mezcla de red social y microblogging es un buen
ejemplo de red de crecimiento exponencial con un grado de opinión alto, cuyos
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mensajes son breves y además exhibe una topología de red interesante. Desde
su aparición en 2006, Twitter se ha convertido, además de en un fenómeno
social, en un proveedor de material de experimentación para la comunidad del
Procesamiento del Lenguaje Natural.
Hay infinidad de trabajos que aprovechan los, escasos y de baja calidad, 140
caracteres para múltiples tareas de tratamiento de textos. Entre estas tareas se
encuentran la clasificación de textos (Vitale et al., 2012; Schulz et al., 2014),
en especial para determinar la polaridad de las opiniones siendo ésta una de las
tareas sobre Twitter más estudiada por la comunidad científica (Agarwal et al.,
2011; Montejo-Ráez et al., 2014; Fernández et al., 2014; Pla and Hurtado, 2014),
la extracción de topics (Lau et al., 2012; Chen et al., 2013), la identificación de
perfiles (Lau et al., 2012; Chen et al., 2013), la geolocalización (Han et al., 2014),
y muchas otras tareas cuyo objetivo es sacar información en claro desde textos
escritos en lenguaje natural.
Sin embargo, cuando uno se enfrenta al trabajo de leer y etiquetar tweets
(mensajes escritos en Twitter) para conseguir un recurso de entrenamiento pa-
ra una tarea PLN la pregunta que recurrentemente se viene a la cabeza es:
¿realmente se puede hacer PLN sobre Twitter con los problemas de cantidad y
calidad que presentan sus textos? Lo cierto es que no se puede hacer un PLN de
calidad si los textos con los que se trabaja son cortos, sin una estructura grama-
tical, llenos de errores ortográficos o de elementos extraños (como emoticonos
o ASCII-art). Hay intentos de mejorar la calidad de los textos mediante técni-
cas de normalización (Han and Baldwin, 2011; Villena Román et al., 2013) que
consiguen limpiar un poco los tweets de algunos fenómenos, pero estas técnicas
tienen un límite y en muchos casos hay que tratar con textos que directamente
“no tienen arreglo”. Estos problemas de calidad son claramente un importante
handicap, pero afortunadamente hay maneras de resolver tareas sobre textos sin
prestar mucha atención a los textos en sí.
Cuando Google irrumpió en 1998 con su buscador ofreciendo una solución
rápida y eficaz al problema de recuperación de documentos en Internet no lo hizo
porque su sistema incluyese un tratamiento de textos especialmente bueno, sino
porque aprovechó los hipervínculos para evaluar la calidad de las páginas inde-
pendientemente de lo que contuviesen. Es decir, usó información estructurada
(los hipervínculos) como clave para resolver un problema que tenía que ver con
información no estructurada (recuperar textos relacionados con una consulta).
Una de las ideas más importantes que es trasversal a todos los puntos del traba-
jo plasmado en esta memoria de tesis se puede relacionar a lo que Google hizo
en su época: aprovechar que los textos de las redes sociales poseen información
estructural además del contenido textual.
Twitter no es una excepción respecto a la información estructurada. A pesar
de que la calidad de los mensajes en Twitter no suele ser alta, la información
estructurada que existe en ellos, en forma de relaciones entre entidades como
usuarios o mensajes, es muy alta. Por ello, es posible diseñar soluciones a muchas
tareas, dentro de esta red social, que contengan un componente no estructural
(analizando el contenido textual de las interacciones) y otro componente es-




La hipótesis principal que es la fuerza motriz del trabajo representado en
esta memoria de tesis es la siguiente:
Hipótesis 1 Los contenidos en las redes sociales ofrecen la oportunidad de in-
tegrar conocimiento proveniente de dos tipos de información de distinta natu-
raleza (estructurada y no estructurada) para resolver, de forma más efectiva y
significativa, ciertas tareas relacionadas con el procesamiento de este tipo de
contenidos.
Con el objetivo de validar esta hipótesis, se ha experimentado con dos ta-
reas concretas para verificar de qué manera se pueden integrar ambos tipos de
información, dando a lugar a las dos siguientes hipótesis:
Hipótesis 2 Se pueden mejorar los resultados de una tarea de recuperación de
información sobre una red social si se diseña un proceso o método que combine
el análisis de información tanto estructurada como no estructurada.
Usando el caso de la red social Twitter para explorar la validez de la hipótesis
2, se parte de las siguientes consideraciones respecto a la tarea de recuperación
de información sobre esta red social:
La interfaz de consultas provista por Twitter es muy básica; funciona a
base de consultas formadas por un conjunto finito y estático de palabras
clave que hay que definir a priori.
Twitter es una red social que está en constante cambio, dotándole de un
carácter temporal muy dinámico. Un método de consultas estático no es
una opción viable para adaptarse a sucesos imprevistos durante el periodo
de recuperación de datos.
Encontrar un conjunto de palabras clave estático que defina la temática
deseada no es sencillo, pues requiere de saber qué temas y cómo los usuarios
van a referirse a ellos.
Teniendo en cuenta las consideraciones anteriores, se pueden solventar los
problemas que acarrea abordar esta red social mediante el diseño de un método
que incluya información estructural adicional para poder abarcar la temática de
forma más eficiente, complementando a los posibles conceptos encontrados en los
mensajes con la relevancia en la topología de la red. Además, este método deberá
ser dinámico para abordar sucesos imprevistos, por lo que debe reajustarse
automáticamente teniendo en cuenta los conceptos más relevantes en la red,
volviendo a hacer uso de la información estructurada para ello.
Hipótesis 3 Se pueden mejorar los resultados de una tarea de clasificación de
documentos provenientes de una red social mediante el análisis y tratamiento
conjunto de información tanto estructurada como no estructurada.
La clasificación de documentos es una tarea que, aunque es bien conocida y en
contextos tradicionales de PLN está abordada, falla bastante cuando el contexto
a tratar son las redes sociales. Para explorar la validez de la hipótesis 3, hay
que tener en cuenta las siguientes consideraciones respecto a los documentos
encontrados en las redes sociales:
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Los documentos suelen contener un gran contenido de opinión personal
respecto al tema tratado, siendo principalmente motivados por un hecho
polémico de reciente actividad.
Existe un gran componente estructural en los mensajes con opinión y,
con frecuencia, son respuestas a otros mensajes provistos por usuarios de
mayor relevancia dentro de esa red.
Los usuarios tienden a generar comunidades implícitas respecto a cada
temática estudiada, agrupándose de forma orgánica sin necesidad de con-
tacto directo; se agrupan compartiendo ideas e intereses comunes de forma
indirecta.
Dado que los usuarios, mensajes y sus relaciones forman parte fundamen-
tal de una red social, el análisis de los mismos no puede realizarse por
separado. Gran parte de la significancia de los mensajes se pierde si no se
considera el contexto de la red en el que se realiza.
A la vista de las consideraciones expuestas, se comprende que no es una
buena idea la de separar los mensajes del resto de entidades existentes en la
red social. Cabe esperar que establecer algún tipo de mecanismo para detectar
las comunidades sea un factor importante a la hora de analizar los mensajes;
la respuesta de los usuarios respecto a un tema de opinión puede verse influida
por las ideas de la comunidad a la que el usuario pertenece. Es necesario abor-
dar dicho descubrimiento de comunidades mas allá del clustering tradicional,
utilizando la información estructural de la red social.
Sustentando la hipótesis 3, la clasificación de los mensajes de una red social
respecto a una temática en cuestión se ve enormemente influida por la naturaleza
del usuario dentro de esta red social. No sólo es importante el contenido del
mensaje, sino el contexto de la red en el que se hace y a que grupos se refiere. Por
ello, la idea de incorporar dicha información estructural como factor relevante,
es bastante intuitiva, siendo importante elaborar un esquema de combinación y
representación para combinar ambos tipos de información a la hora de diseñar
un sistema clasificador.
En otro orden e independientemente de las hipótesis presentadas, los mensa-
jes provenientes de las redes sociales también tienen una interesante contrapar-
tida de carácter transversal respecto a su información textual no estructurada.
Estos mensajes suelen presentar, en muchas ocasiones, problemas de calidad
respecto a la redacción del texto en cuestión. Tanto el auge de los dispositivos
móviles como la relación que estos dispositivos tienen con las redes sociales,
resultan en textos escritos a la carrera y en cualquier situación, primando la
velocidad sobre la redacción del texto.
Si se quiere cierto tipo de garantía a la hora de aplicar técnicas de PLN sobre
estos textos, es necesario realizar algún tipo de tratamiento previo más allá del
preprocesado tradicional. En esta tesis, también se ha abordado una tarea de
esta naturaleza consistente en la normalización de tweets, cuyo objetivo consiste
en restaurar los textos a nivel léxico para conseguir una redacción de mayor
calidad y mejorando potencialmente cualquier tarea posterior sobre los textos
restaurados.
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1.3. Resumen de la propuesta
En esta tesis se proponen una serie de técnicas y métodos para validar las
diferentes hipótesis y situaciones planteadas, abordando la problemática de las
tareas descritas dentro del contexto de las redes sociales. Cada problemática o
tarea es tratada de forma individual, proporcionando una formalización para la
misma, caracterizando los fenómenos más relevantes, proponiendo uno o varios
métodos para abordarla, realizando una evaluación sobre ellos y explorando los
resultados de forma consecuente.
En líneas generales, las aportaciones expuestas en esta memoria de tesis son
las siguientes:
1. Se aborda el problema de la recuperación de información en Twitter, paso
inicial para generar cualquier dataset para cualquier otra tarea. Se pro-
pone un método dinámico y adaptativo para generar consultas que son
consumibles por su sistema, utilizando una representación de grafo para
calcular la relevancia de los términos en función de los tweets recogidos.
Esta aportación ha sido plasmada y publicada en los artículos Cotelo et al.
(2012) y Cotelo et al. (2014).
2. Se analizan los principales fenómenos de error en la redacción de los mensa-
jes recuperados y se propone un sistema de normalización léxica altamente
modular, cuya filosofía es que cada módulo realice un análisis indepen-
diente y se elija la mejor corrección. Esta aportación ha sido plasmada y
publicada en los artículos Cotelo et al. (2013) y Cotelo et al. (2015a).
3. Se propone un esquema de integración para combinar modelos de carac-
terísticas provenientes de información estructurada y no estructurada, el
cual mejora significativamente la tarea de clasificación de mensajes. Esta
aportación ha sido plasmada en el artículo Cotelo et al. (2015b) que está
bajo revisión en el momento de la redacción de esta memoria.
4. Se explora la caracterización de grupos de usuarios dentro de un contexto
específico, proporcionando un novedoso método para el descubrimiento de
usuarios basado en biclustering. Esta aportación ha sido plasmada en el
artículo Cotelo et al. (2015d) que está bajo revisión en el momento de la
redacción de esta memoria.
Además de lo expuesto, la obra Cotelo et al. (2015c) plasma el análisis con-
junto de las tareas de recuperación de información y clasificación de opinión
respecto al contexto político español de la red social Twitter durante un pe-
riodo determinado, detallando como se han relacionado ambos procesos y los
resultados obtenidos.
1.4. Estructura de la tesis
La estructura de esta memoria de tesis es como sigue. En el capítulo Re-
cuperación temática de tweets (2) se aborda la problemática de la extracción
de datasets significativos de la red Twitter, observando que la API que Twitter
ofrece es insuficiente para afrontar el carácter temporal y espontáneo de la red y
proponiendo un método de generación de consultas dinámicas que evolucionan
6 CAPÍTULO 1. INTRODUCCIÓN
y se adaptan a los temas que toman más protagonismo dentro de una temática
especificada.
En el capítulo 3 (Normalización de tweets) se analizan y caracterizan los
diferentes fenómenos de error asociados a la escritura textual de los tweets,
siendo éstos frecuentemente escritos desde dispositivos móviles, sin redacción
ni reflexión antes de la publicación del mensaje. A partir de la caracterización
de los errores, se propone un sistema para normalizar léxicamente estos tweets,
siendo éste de naturaleza extensible y modular, fácil de ampliar requiriendo
poco esfuerzo manual tanto para configurarlo inicialmente como para adaptarlo
a otros contextos.
En el capítulo 4 (Combinación de información textual y estructural aplicada
a la categorización automática de tweets) se introduce al lector al análisis de
afinidades políticas en Twitter, proponiendo una tarea de clasificación múltiple
para determinar la postura de los mensajes respecto al panorama político es-
pañol. Para determinar las posturas de los mensajes, se proponen dos grandes
aproximaciones para la clasificación: basada en contenido y basada en estruc-
tura. Finalmente, se propone un esquema de integración de ambos tipos de
modelos usando diferentes técnicas.
En el capítulo 5 (Detección de comunidades de interés mediante Spectral Bi-
clustering) se explora otra faceta del análisis del contexto político en Twitter,
solo que ésta vez con un enfoque menos individual, intentando caracterizar co-
lectivos de usuarios en función de intereses comunes mediante la detección de
comunidades implícitas sobre una temática en particular (siendo en este caso,
el panorama político español). La principal contribución consiste en una nove-
dosa aproximación basada en biclustering, motivada por el bajo rendimiento
obtenido con las técnicas de clustering tradicional. Adicionalmente, se incluye
un análisis empírico de las comunidades obtenidas sobre una selección de usua-
rios no famosos ni oficiales con mayor relevancia obtenidas mediante el método
explicado.
Finalmente, en el capítulo 6 (Conclusiones) se realiza un resumen de las
aportaciones y se describen las conclusiones más relevantes extraídas de la ex-
perimentación y los resultados de investigación.
En lugar de existir un capítulo que aborda el estado del arte de forma monolí-
tica, se ha tratado el estado del arte relacionado a cada capítulo individualmente,
incluyéndose éste en una sección dentro de cada capítulo llamada Trabajos Re-
lacionados. Cada una de esta secciones analiza el estado del arte de la tarea
abordada en el capítulo, dedicando apartados específicos a diversos enfoques y





Recientemente, Twitter ha recibido mas atención por parte de la comunidad
científica debido, en gran parte, a factores como su alto potencial como recurso
para tareas tales como el análisis de opinión o el seguimiento de temas “can-
dentes” o de moda en tiempo real y su relativo éxito relacionado al reciente uso
generalizado de los smartphones.
Sin embargo, Twitter es una enorme red social en la cual buscar y recupe-
rar mensajes, llamados tweets, que traten específicamente un tema o contexto
no es una tarea nada fácil. Aunque Twitter proporciona una interfaz basada
en palabras claves muy similar a la que proporcionan los modernos motores de
búsqueda a los que estamos acostumbrados, esta interfaz es bastante limitada
respecto a su utilidad y alcance, siendo más una simple herramienta de bús-
queda para el usuario común que un punto de entrada para un proceso serio
de extracción de datos. Mas aún, idear un conjunto de palabras clave que sea
realmente efectivo es una tarea difícil por sí misma debido a dos factores funda-
mentales: la dificultad de establecer de antemano un conjunto de palabras clave
adecuado para representar el tema en cuestión, y la muy cambiante naturaleza
de la red, pues Twitter sufre de constantes interacciones y cambios en tiempo
real.
Antes de intentar analizar cualquier tipo de información específica a un tema
que haya sido obtenida de Twitter, el proceso de recuperación de datos debe ser
abordado de forma muy sistemática, con vistas a asegurar un buen grado de
calidad y significancia en los datos extraídos. Esta idea es la principal motiva-
ción para abordar una tarea que no había sido previamente definida: dado un
tema, obtener todos los tweets relacionados con ese tema durante una ventana
de tiempo bien definida. Una formalización de esta tarea es necesaria para po-
der identificar correctamente sus principales problemas, siendo así mucho más
fácil idear un método sistemático para abordar esta nueva tarea. Por ello, en
este capítulo se establece una formalización para esta tarea y se presenta un
método general para abordarla, aprovechando la estructura de grafo subyacente
de Twitter.
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Como se observa en la sección 2.2, la ausencia de aproximaciones que abor-
den de una forma general y sistemática el proceso de la recuperación de datos
en Twitter, asegurando un alto grado de calidad y significancia en los datos ob-
tenidos, es una de las motivaciones más importantes del esfuerzo que hay detrás
de este capítulo. Las contribuciones de este capítulo se resumen a continuación:
Se introduce el problema de la recuperación de tweets altamente relacio-
nados con un tema específico, haciendo hincapié en las peculiaridades que
deben tenerse en cuenta al tratar con información proveniente de Twitter.
Se propone un método general para abordar dicha tarea, el cual se apro-
vecha de la estructura de red subyacente de Twitter.
Se realiza un proceso de experimentación y evaluación en el cual se com-
para el método propuesto con otras aproximaciones típicas.
Se realiza un análisis sobre los datos obtenidos, discutiendo algunos facto-
res interesantes respecto al propio método propuesto y sugiriendo ciertas
directrices para optimizar más aún el método.
Este capítulo se organiza de la siguiente manera. En la sección 2.2 (Trabajos
relacionados) se realiza una revisión del estado del arte actual relacionado con
la temática del capítulo y se analizan algunos trabajos de mayor interés. En la
sección 2.3 (Definición de la tarea) se introduce el problema y se propone una
formalización de la tarea en sí. En la sección 2.4 (Método propuesto), se describe
el método previamente mencionado para abordar la tarea. En la sección 2.5
(Experimentación) se describe el proceso de experimentación y se muestra una
comparativa entre el método propuesto y las aproximaciones que típicamente se
usan en las obras mencionadas. En la sección 2.6 (Análisis de los resultados),
se realiza un análisis detallado sobre los datos recogidos por el método y se
discuten algunas consideraciones importantes a tener en cuenta. Finalmente, en
la sección 2.7 (Conclusiones y trabajo futuro) se exponen las conclusiones de este
capítulo.
2.2. Trabajos relacionados
La mayoría de los trabajos de investigación que usan datos provenientes de
Twitter simplemente confían en usar la herramienta básica de consulta y, depen-
diendo del problema abordado, esto puede resultar en una pérdida significativa
de datos y/o incurrir en un inesperado aumento del ruido en los datos recupe-
rados. Esta situación se debe principalmente a que la correcta recuperación y
tratamiento de los datos no es su preocupación principal y la mayoría de los
trabajos simplemente confeccionan listas de términos de forma artesanal que
usan para construir las consultas que van a ser usadas en la herramienta de
búsqueda básica.
Trabajos como Tumasjan et al. (2010); Gayo-Avello et al. (2011); Hong and
Nadler (2011); Pennacchiotti and Popescu (2011); Congosto et al. (2011); Agar-
wal et al. (2011); Davidov et al. (2010a,b); Go et al. (2009); Jiang et al. (2011);
Kim et al. (2009); Pak and Paroubek (2010); Silva et al. (2011); Tan et al.
(2011) sólo hacen uso de este tipo de listas acorde a sus necesidades específi-
cas, normalmente seleccionando usuarios y hashtags (etiquetas) que, mediante
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algún criterio ad-hoc, guardan cierta relación con el tema abordado en cuestión.
Este tipo de solución es demasiado específica y la cobertura de datos suele ser
insuficiente para la tarea abordada.
Un esfuerzo que es digno de mención, que proviene de la comunidad cien-
tífica dedicada al Information Retrieval(IR), es la edición del 2012 del TREC
Microblog track (Soboroff et al., 2012). La línea presentada comparte ciertas
similaridades con el objetivo principal presentado en este capítulo pero su foco
es claramente distinto; la principal tarea de búsqueda presentada es la Real-time
Adhoc Task, consistente en obtener la más reciente aunque relevante información
a partir de una consulta dada. De ahí que el objetivo es responder a una con-
sulta específica teniendo en cuenta el tiempo de la consulta, devolviendo tweets
relevantes ordenados de más a menos reciente. Por motivos técnicos, en lugar
de usar la propia red Twitter, esas búsquedas se realizan sobre un corpus ya
previamente generado y diseñado por el organismo americano NIST (National
Institute of Standards and Technology).
2.2.1. Recuperación de información basada en preferen-
cias de usuarios
En la obra Golbeck and Hansen (2011) se presenta la idea de la recuperación
de tweets personalizada mediante la creación de filtros en base a las preferen-
cias de usuario, todo ello dentro del contexto político. Para ello, presenta una
metodología completamente ad-hoc que estima el sesgo político de la audiencia
de los medios de comunicación más relevantes, usando dichos valores estimados
para la creación de filtros de tweets, mejorar la experiencia del usuario y, en
resumen, abordar la recuperación de tweets desde un punto de vista distinto e
interesante.
Los autores estiman la preferencia política de las audiencias de los diferentes
medios de comunicación usando información disponible de los informes oficiales
de valoración política de los congresistas y utilizando a los usuarios seguidores
de esos congresistas y consumidores de los medios de comunicación como enlace.
El método que proponen para determinar la preferencia política de la au-
diencia de los medios se basa en tres pasos:
1. Se establecen las puntuaciones base a priori sobre el conjunto de usuarios
del grupo semilla, siendo en el caso específico explorado por los autores,
los congresistas de los estados unidos. Usando el informe oficial de la aso-
ciación Americans for Democratic Action (ADA) referente al año 2009
(for Democratic Action, 2009), se asigna a cada congresista c un valor
pc ∈ [0, 1] indicando cómo de liberal es ese congresista, siendo 0 un con-
gresista muy conservador y 1 un congresista muy liberal. El uso de esta
medida específica se debe a que ésta es una medida muy aceptada para
valorar la posición política.
2. Se calculan los valores de preferencia política a los usuarios seguidores de
los congresistas, usando para ello los valores de los congresistas anterior-
mente calculados. Los autores parten de la suposición que, de media, la
preferencia política de un seguidor cualquiera es reflejada por los valores
ideológicos de aquellos congresistas a los que siguen. Por ello, establecen
que para cada seguidor f , el valor de preferencia política inferido pf con-
siste en la media aritmética de los valores de pertenencia asignados a los
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congresistas que el usuario f sigue, quedando que si Cf es el conjunto de
congresistas a los que f sigue, pf =
∑
c∈Cf pc
|Cf | . Los valores de pf también
se encuentran en el intervalo [0, 1] y tienen un significado análogo a pc.
3. Calcular los valores de preferencia política sobre el conjunto de cuentas
de usuario objeto de la investigación, usando para ello los valores de los
usuarios seguidores calculados anteriormente. De manera análoga al paso
anterior, se calculan los valores de los medios de comunicación, siendo el
valor pm del medio de comunicación m como la media aritmética de los
valores de preferencia de los usuarios seguidores de los congresistas que
siguen al medio m específicamente.
Sin embargo, la representación política está demasiado sesgada debido a
que la distribución de seguidores está muy desequilibrada; aunque la re-
presentación política de la cámara era principalmente Demócrata, los con-
gresistas republicanos tenían un número desproporcionado de seguidores,
dejando a la otra clase política claramente poco representada. Cualquier
cálculo directo induciría incorrectamente a que la mayoría de los medios
serían mucho mas conservadores de lo que realmente son.
Para solventar esta situación, los autores proponen un esquema de mues-
treo con validación cruzada, donde las clases están equilibradas respecto
a los resultados de las elecciones del congreso1, usando k = 10 folds y
ponderando el resultado final sobre todos los folds muestreados.
La figura 2.1 consiste en un esquema del proceso descrito, mostrando el
carácter secuencial del método y los elementos que intervienen.
Figura 2.1: Esquema del método presentado en Golbeck and Hansen (2011)
Uno de los resultados interesantes que obtienen los autores mediante el mé-
todo propuesto es que la distribución de valores de preferencia de los usuarios
en el contexto político es claramente bimodal, argumentando que una de las
razones principales radica en que los datos originales de los que parten también
exigen bimodalidad.
Esto contrasta con otros estudios que aseguran que la distribución de la
opinión política es exhibe cierta normalidad, siendo la mayoría de la población
1vigentes respecto al momento de la escritura del artículo
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moderada. Otro factor importante a tener en cuenta se debe a que los usuarios
que suelen seguir a los congresistas son usuarios políticamente conscientes y
activos, características que conllevan a una serie de ideologías mas radicales,
desmarcándose claramente de los sectores mas moderados.
Este método utiliza, aunque muy limitadamente, la topología de red del con-
texto político que exploran, consiguiendo un modelo básico para caracterizar al
grupo objetivo mediante los propios usuarios, partiendo de un conocimiento ba-
se previo. Este modelo tiene utilidad dentro de la recuperación de información
pues permite realizar un ajuste o filtrado sobre un conjunto obtenido previa-
mente, mejorando la calidad y el enfoque del subconjunto resultante. Incluso se
puede ajustar para personalización o análisis de sesgo.
Sin embargo, este método no es general ni dinámico, requiere de cierto tipo
de información base inicial que no siempre se puede disponer y no tiene en cuenta
los contenidos de los usuarios ni cómo éstos reaccionarían a eventos imprevistos,
pues sólo tiene en cuenta la topología estática en un momento determinado del
tiempo.
2.2.2. Métodos con pseudo-relevance feedback
Relevance feedback es una característica que exhiben algunos métodos de IR,
basada en la idea de utilizar los resultados relevantes de una consulta inicial-
mente dada para realizar otra consulta (o refinar una existente), descartando
los no relevantes en el proceso. Existen tres tipos principales de relevance feed-
back : explícito, implícito y “pseudo” o ciego. Tanto el explícito como el implícito
requieren de intervención humana, mientras que el “pseudo” es completamente
automático.
En nuestro caso, los únicos métodos que interesan son aquellos con pseudo-
relevance feedback o “ciegos”, dado que el carácter iterativo y de refinamiento
se asemeja, en términos muy generales, al método dinámico adaptativo que se
propone.
Figura 2.2: Esquema general de un método con pseudo-relevance feedback
Aunque los detalles explícitos dependen del método en cuestión, el proceso
general consiste en un análisis automático local de los datos y las consultas.
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En términos generales, el sistema parte de un conjunto definido de documentos,
los analiza, elige los mejores y utiliza esa información para refinar la consulta.
La figura 2.2 muestra un esquema general de un proceso iterativo con pseudo-
relevance feedback.
Estos métodos suelen funcionar bastante bien y, mediante la expansión de
consultas, pueden mejorar la cobertura de las consultas realizadas inicialmente y
mejorar el rendimiento global. No obstante, este efecto se basa enormemente en
la calidad del análisis y la selección, y cualquier procedimiento de este tipo puede
derivar en resultados erróneos y/o no deseados si el proceso no es controlado
correctamente.
Sin embargo, nuestro método difiere en puntos bastante esenciales; todo
el proceso de análisis y refinamiento se basa en un análisis topológico de los
elementos estructurales de los mensajes, como se explica en la sección 2.4. Puede
encontrarse mas información sobre modelos con “pseudo-relevance feedback” o
efectos similares en obras como Lee et al. (2008), Tao and Zhai (2006), Cao
et al. (2008) y Lavrenko and Croft (2001).
2.3. Definición de la tarea
El objetivo final de la tarea tratada en este capítulo consiste en la recu-
peración de todos los mensajes de los usuarios en Twitter (llamados tweets)
relacionados con un tema específico y que han sido enviados durante una ven-
tana de tiempo en concreto. Para entender la complejidad esta tarea, hay que
aclarar tres conceptos importantes que la definen: Twitter, tema y tiempo.
En Twitter, los tweets poseen ciertas características especiales a conside-
rar. En primer lugar, existe una restricción estricta respecto a la longitud de los
tweets, siendo 140 caracteres este límite superior, cosa que no es del todo inusual
pues la brevedad de los mensajes es una parte fundamental en cualquier red de
micro-blogging. Como contrapartida, restricciones de longitud muy frecuente-
mente conllevan fenómenos como palabras acortadas, abundancia de acrónimos
y técnicas similares para poder lidiar con este límite impuesto, resultando en
una pérdida de calidad general respecto a la redacción del texto. Incluso he-
rramientas acortadoras de URL se han convertido en una necesidad cuando se
desea incluir hipervínculos en el tweet.
En segundo lugar, los tweets sólo pueden contener lo que se denomina texto
plano, lo que significa que el contenido no posee formato de ningún tipo. Twitter
proporciona adicionalmente un par de constructos especiales (también repre-
sentados en texto plano) para especificar interrelaciones entre usuarios. Uno de
ellos, es la mención directa a otros usuarios en un tweet usando el carácter ’@’
como prefijo al nombre del usuario mencionado en cuestión.
El otro tipo de constructo son los denominados comúnmente “hashtags”,
los cuales son palabras o inclusos expresiones (palabras concatenadas sin usar
espacios) prefijadas por el carácter ’#’. Se usan principalmente para marcar
el mensaje y participar en una especie de discusión ad-hoc sin mecanismo de
moderación sobre un tema bastante específico, funcionando como etiquetas de
metadatos sin administración por parte de la plataforma. Más aún, estos hash-
tags son promocionados por usuarios individuales y algunas veces actúan como
“señales” o indicadores, pudiéndose vagamente relacionar entre sí tweets que
hayan usado hashtag, estableciéndose así un criterio de agrupación.
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En tercer lugar, Twitter sólo ofrece el uso de consultas directas para poder
obtener los mensajes de su plataforma. Las consultas deben estar formadas
por palabras claves (ya sean palabras, hashtags o nombres de usuario) y su
composición es bastante simple, asemejándose mucho a las interfaces ofrecidas
por los típicos motores de búsqueda web. Aunque simple e intuitivo, este tipo
de interfaz restringe drásticamente y dificulta el diseño de aproximaciones para
resolver la tarea de la recuperación temática de tweets.
El concepto de tema es sencillo de entender de forma intuitiva pero es difícil
establecer una definición exacta. En términos generales, podríamos definir un
tema como el sujeto u objecto principal de una discusión entre usuarios. Asimis-
mo, la realización del tema deseado podría ser difícil por sí misma, encontrando
dificultades en la “transformación” del concepto abstracto a algo que puede ser
consumido por sistemas de información.
Con respecto al concepto de la temporalidad, otra cosa a tener muy en
cuenta es el dinamismo temporal de la propia red. Twitter es una red social
que exhibe constantes cambios en tiempo real y su comunidad reacciona muy
rápidamente a cualquier evento, creando nuevas tendencias, temas y hashtags
constantemente. Esto dificulta considerablemente el seguimiento de temas a lo
largo de un periodo de tiempo.
Todos estos factores convierten la recuperación temática de tweets en una
tarea nada trivial pero muy interesante: generar consultas que aseguren la recu-
peración de tweets de alta significancia a lo largo del tiempo. Una vez expuesta
esta explicación intuitiva de la tarea, se propone una formalización de la misma
(Definición 2.1) que servirá como apoyo para el resto de este capítulo.
Definición 2.1 Dadas las siguientes disposiciones:
Sea T el conjunto de todos los tweets existentes en Twitter. Dado que T
crece continuamente en el tiempo, se denota como T t al conjunto de todos
los tweets existentes en el instante t.
Sea Q el conjunto de todas las consultas que se pueden hacer sobre T . Cada
consulta q ⊆ Q es un conjunto específico de palabras clave cuya ejecución
en el instante t devuelve T tq ⊆ T t que es el conjunto de tweets en T t que
contienen al menos una de las palabras claves de q.
Sea T ttema ⊆ T t el conjunto de todos los tweets existentes en Twitter en el
instante t que guardan relación sobre un tema específico.




qi ⊇ T ttema
}
.
Dado un instante t, la tarea de recuperación temática de tweets consiste en:
1. Caracterizar un qi ∈ Qttopic, preferiblemente con un |T tqi | pequeño, que
limite el número de tweets recuperados que no guarden relación con el
tema en cuestión.
2. Seleccionar los tweets del resultante T tqi que pertenezcan a T
t
topic, elimi-
nando los tweets que no están relacionados con el tema en cuestión.
Esta formalización realiza una división natural de la tarea en dos subtareas,
cada una relacionada con los puntos (1) y (2) de la definición 2.1 respectivamen-
te: generación de consultas y filtrado. Aunque ambas tareas están claramente
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relacionadas, esta división es conveniente pues permite enfocarse en cada sub-
tarea independiente, siendo mas sencillo y generando soluciones más eficientes
para cada uno de los desafíos por separado.
Además, cada tarea cumple diferentes roles dentro del sistema, afectando al
rendimiento del mismo de muy diferente manera. La subtarea generación de con-
sultas fundamentalmente afecta a la capacidad global de recolección del sistema,
debido a que el conjunto de tweets obtenidos en primera instancia depende ex-
clusivamente de la consulta generada. Generar consultas muy generalistas puede
incrementar esa capacidad de recolección pero introducirá una gran cantidad de
ruido innecesariamente.
Por otra parte, la subtarea de fitrado es la que realiza un proceso de selección
a posterior sobre los tweets obtenidos en primera instancia, intentando minimi-
zar el ruido y afectando en gran medida a la precisión final del todo el sistema.
Sin embargo, un filtrado muy exigente podría descartar tweets que guardan re-
lación con la temática. La subtarea de filtrado se analiza y aborda en la sección
2.6.2, separadamente de la subtarea de generación de consultas.
Figura 2.3: Recuperación temática de tweets
La figura 2.3 muestra los elementos principales mencionados en esta sec-
ción. Como nota aclaratoria, el concepto del “tiempo” está representado en el
diagrama mediante la metáfora del reloj.
La tarea en su conjunto no sólo es difícil de caracterizar, sino también de
resolver y evaluar. Las peculiaridades técnicas de Twitter, la dificultad del pro-
ceso de realización del tema deseado en cuestión a algo más concreto (como
un conjunto de palabras clave), la propia naturaleza de los usuarios y de sus
mensajes generados junto con el comportamiento temporal de la tarea son las
dificultades prominentes a tener en cuenta y resolver.
2.4. Método propuesto
En esta sección se propone un método para abordar la tarea de la recupe-
ración temática de tweets, siendo este un método para resolver específicamente
la subtarea de la generación de consultas. Tal y como hemos mencionando en
la sección anterior, la generación de consultas es principalmente responsable de
la cobertura global de la tarea, así que el foco principal de este método es el de
aumentar la cobertura lo mejor posible sin incurrir en una inaceptable pérdida
de precisión.
Dado que Twitter es realmente un grafo gigantesco con varios tipos de rela-
ciones entre sus elementos constituyentes, no es nada descabellado tomar una
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aproximación basada en grafos para representar y analizar sus contenidos. En
esencia, el método consiste en construir una representación de grafo a partir de
los tweets tomando los hashtags y usuarios como nodos, realizar un ranking de
relevancia sobre dichos nodos, seleccionar los mejores y generar una consulta
con ellos, realizándose todo este proceso de forma iterativa.
2.4.1. Construcción del grafo
Para construir la representación de grafo a partir una colección de tweets
recopilados, se parte de la idea de generar nodos y aristas usando los elementos
que componen un tweet: palabras, usuarios y hashtags. En términos generales,
un usuario puede simplemente escribir texto, mencionar a un usuario, retuitear
otro tweet y hacer uso de los hashtags que quiera. La figura 2.4 muestra los
elementos posibles en un tweet y las algunas de las relaciones que pueden existir
entre ellos.
Figura 2.4: Grafo de elementos y relaciones posibles en un tweet
El método propuesto no se basa en la información texual general de un tweet,
sino que hace uso de los elementos estructurales posibles: usuarios y hashtags.
Teniendo en cuenta estos elementos estructurales, en los tweets podemos encon-
trar y definir las siguientes relaciones:
Menciones: el autor de un tweet incluye el nombre de cualquier otro usua-
rio en los contenidos de ese tweet prefijándolo con el carácter ’@’. Este
tipo relación entre usuarios se utiliza cuando alguien quiere referirse a un
usuario en especial o responder a algunos de sus tweets.
Retweets: el contenido de este tweet es esencialmente el mismo que el de
otro tweet al que hace referencia, prefijado dicho contenido con algun tipo
de fraseo especial como “RT @usuario_original:”, haciendo mención al
usuario original o utilizando el botón retweet que ofrece la interfaz de
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usuario de Twitter. Se puede ver como subtipo específico de la relación
de mención en la que también se replican las relaciones encontradas en el
tweet original, debido a que los contenidos son prácticamente iguales.
Uso sencillo de hashtag : el autor del tweet incluye un hashtag de su elec-
ción en los contenidos de ese tweet, generando así una relación entre el
usuario y el hashtag.
Coocurrencia de hashtags: El autor incluye más de un hashtag en los con-
tenidos del tweet. Este caso es claramente una extensión del caso anterior,
añadiendo una nueva relación entre los dos o más hashtags que aparecen.
Partiendo de estas relaciones observadas, se construye un grafo estructural
que representa la actual topología de red entre usuarios y hashtags, donde los
nodos son los hashtags y los usuarios, y las aristas entre ellos representan las
relaciones encontradas en los contenidos de los tweets recuperados.
Figura 2.5: Ejemplo de multiples relaciones en un solo tweet
Las menciones y los retweets son representados mediante arcos dirigidos
entre usuarios mientras que los usos sencillos de hashtags son representados
mediante arcos dirigidos de nodos usuarios a nodos hastags. La coocurrencia
de hashtags se repsesenta estableciendo un arco no dirigido2 entre ambos hash-
tags. Si algún arco ya existe, su peso se ve incrementado para reforzar ese tipo
de relación. Es posible que un tweet exhiba mas de una instancia específica de
relación, por ejemplo, varias menciones y uso de varios hashtags. La figura 2.5
muestra este fenómeno de múltiple instanciación de relaciones, haciendo refe-
rencia al siguiente tweet de ejemplo: @usr3:“RT @usr2: ejemplo con @usr1
#tag1 #tag2”.
Para aclarar el proceso de construcción del grafo, a continuación se muestra
un ejemplo minimalista del proceso paso a paso, usando la secuencia de tweets
mostrada en la figura 2.6. La tabla 2.1 muestra el desglose individual de las
relaciones que cada tweet alberga en este ejemplo.
2Un arco no dirigido se puede interpretar como si existieran dos arcos dirigidos entre los
dos nodos en cuestión, cada uno en una dirección diferente.
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Figura 2.6: Muestra de interacción de usuarios en Twitter relacionada con Ferrari
El proceso completo de construcción del grafo también es mostrado en la
figura 2.7, siendo cada subfigura parte de la secuencia del proceso. El proceso
se realiza como sigue a continuación:
Tweet 1: Crear los nodos @john and #ferrari y establecer un arco dirigido
de @john a #ferrari.
Tweet 2: Crear el nodo @paul, establecer un arco dirigido de @paul a @john
e incrementar el peso de arco existente de @john a #ferrari.
Tweet 3: Crear el nodo @kate, establecer un arco dirigido de @kate a #ferrari
y establacer otro de @kate a #porsche.
Tweet 4: Establecer un arco dirigido de @john a @kate.
Tweet 5: Crear el nodo #maserati y establecer un arco dirigido de @paul a
#maserati.
En este ejemplo, el grafo resultante de representar a estos 5 tweets posee 6
nodos y 7 aristas con una baja densidad de D = 0,233. Un ejemplo del mundo
real poseería millones de nodos, decenas de millones de aristas y sería mas denso.
2.4.2. Análisis del grafo
Después de que el grafo haya sido construido, se le aplica un algoritmo de
ranking de relevancia, obteniendo los nodos mas relevantes del grafo teniendo
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Tweet Autor Relaciones Contenidos
1 @john uso de hashtag I love #Ferrari ...
pic.twitter.com/dfZ77M1m1U
2 @paul retweet RT: I love #Ferrari ...
pic.twitter.com/dfZ77M1m1U
3 @kate uso de hashtag I go walking because I can’t choose
between my #ferrari and my #porsche
;)
4 @john mención I also love humour of people like
@kate
5 @paul uso de hashtag One day... I’ll be driving
this beast #maserati
instagr.am/p/RCRw1EcynchLg/
Cuadro 2.1: Desglose de la interacción de usuarios perteneciente a la figura 2.6
en cuenta la topología del mismo. El algoritmo de ranking elegido en cuestión
es el ampliamente conocido PageRank.
PageRank (Page et al., 1999) es un algoritmo para generar rankings de re-
levancia originalmente pensado para medir la importancia en Internet de una
página web de acuerdo a los enlaces que apuntan a ella, pero el algoritmo es
lo suficientemente general para su aplicación en otros contextos diferentes. Da-
do un grafo G = (V,E) donde V es un conjunto de vértices y E un conjunto
de aristas dirigidas entre dos vértices, se definen de antemano dos operaciones
In(Vi) y Out(Vi) para calcular, respectivamente, el conjunto de aristas entran-
tes y salientes al vértice Vi. A partir de estas dos operaciones básicas, podemos
definir la puntuación PageRank de un vértice dado de acuerdo a la siguiente
fórmula:





donde d es un factor de atenuación que permite la correcta convergencia del
algoritmo. En el contexto original de la navegación en Internet, este factor re-
presenta la probabilidad de que un usuario acceda a una página desde un enlace
de la página actual, siendo (1−d) la probabilidad de que un usuario salte a una
página aleatoria no enlazada a la página actual. En la obra original, teniendo en
cuenta el contexto para el cual se definió el algoritmo, se recomienda un valor
de 0,85 para el factor d.
Estableciendo inicialmente valores arbitrarios para las puntuaciones de los
nodos, se alcanza un punto de convergencia mediante la aplicación iterativa de
la fórmula, siendo el criterio de parada que la mayor diferencia de puntuaciones
para cada nodo entre dos iteraciones consecutivas sea inferior a un valor umbral.
Una vez que el algoritmo ha terminado, la puntuación de cada nodo representa
la importancia de dicho nodo dentro de la red, pudiéndose establecer un ranking
y utilizarse como criterio para la toma de decisiones.
2.4.3. Descripción del método
Los procesos de construcción y análisis del grafo son elementos fundamen-
tales de nuestro método, de ahí que hayan sido definidos previamente antes de
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2.7.1: 1er tweet 2.7.2: 2o tweet
2.7.3: 3er tweet 2.7.4: 4o tweet
2.7.5: 5o tweet
Figura 2.7: Proceso de construcción del grafo paso a paso del ejemplo provisto
entrar la propia definición del método. En esta sección se propone un método
iterativo el cual, a cada paso, analiza los datos recolectados en la iteración ante-
rior para generar una consulta apropiada para el siguiente paso. En esta sección
también se especifica cómo construir la consulta exactamente y cuáles de los
datos recolectados se usan para la construcción del grafo a cada paso.
La figura 2.8 muestra el proceso completo como una especialización de la
definición de la tarea previamente presentada en la sección 2.3 y mediante la
figura 2.3 de dicha sección. Nótese que este método está puramente enfocado a
resolver la subtarea de generación de consultas y no se realiza etapa de filtra-
do alguna. Adicionalmente, el método se describe completamente mediante el
algoritmo 1.
En cada una de las iteraciones, se realiza el proceso de generación y análisis
de grafo partiendo de los tweets previamente obtenidos durante una ventana
de tiempo determinada. Se puede elegir cualquier ventana de tiempo, variando
desde varios minutos hasta días, pero se observó experimentalmente que una
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Figura 2.8: Método propuesto para resolver la tarea de recuperación temática
de tweets
ventana de 60 minutos es una elección muy adecuada.
Al no tener iteración anterior, la primera iteración del método carece de
tweets previamente capturados, necesitando algún tipo parámetro inicial. En
este caso, se usa un conjunto semilla de palabras clave, siendo lo más apropiado
que este conjunto semilla represente el conjunto central del tema seleccionado
de forma adecuada.
Después de realizar el paso de construcción del grafo con los datos de la
iteración anterior, se usa PageRank para confeccionar un ranking de relevancia
sobre los nodos del grafo, el cual se va a utilizar como lista tentativa de candi-
datos. El proceso de selección de candidatos se realiza simplemente eligiendo los
mejores nodos y descartando el resto, estableciendo algún punto como umbral en
la lista, cuyo valor se determina de antemano. Para este caso, se determina que
el punto de corte es un parámetro entero k, representando el tamaño máximo
del conjunto de elementos seleccionados, fijo de antemano al inicio del método.
Finalmente, generar la consulta consumible por Twitter es un paso bastante
directo. Los elementos seleccionados por la etapa anterior son usados como pa-
labras clave y todos son concatenados usando el típico operador or. En esencia,
usamos los mismos elementos estructurales propios de Twitter (usuarios y hash-
tags) para la construcción de las consultas pero teniendo en cuenta la topología
de red subyacente y la naturaleza cambiante de Twitter.
Como ya se ha comentado previamente en el apartado 2.2.2, el método pro-
puesto guarda cierta semejanza con los métodos que poseen o se basan en el
efecto pseudo-relevance feedback usado en IR y a nivel muy esencial tienen ele-
mentos en común. Sin embargo, nuestro método difiere muy significativamente
del modelo pseudo-relevance feedback en varios puntos clave: construcción de
grafo y análisis topológico en lugar de usar un modelo vector space, tener en
cuenta los elementos estructurales en lugar de sólo el contenido y la realización
de las consultas usando esos elementos estructurales.
2.5. Experimentación
Para poder probar el rendimiento del método propuesto en este capítulo, se
ha aplicado sobre un tema en concreto, realizado un análisis sobre el conjunto
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ALGORITMO 1: Método propuesto
Data: Términos semillla s, ventana de análisis w, tiempo de iteración i
1 begin
2 Terminos ← {s}
3 T ← ∅
4 repeat
5 T ← T ∪ AplicarConsultaTwitter(Terminos, i)
6 G ← CrearGrafoVacío()
7 Tw ← tweets de T obtenidos en las últimas w iteraciones
8 foreach tweet t ∈ Tw tales que el término s aparece en t do
9 user ← usuario que escribió t
10 tags ← hashtags que aparecen en t
11 mentions ← menciones de usuario que aparecen en t
12 if user /∈ G then
13 actualiza G con un nodo que represente a user
14 foreach tag ∈ tags do
15 if tag /∈ G then
16 actualiza G con un nodo que represente tag
17 if arco dirigido a = (user, tag) /∈ G then
18 añadir a G el arco dirigido a
19 incrementa el peso del arco existente a = (user, tag)
20 foreach mentioned_user ∈ mentions do
21 if mentioned_user /∈ G then
22 actualiza G con un nodo que represente a mentioned_user
23 if arco dirigido a = (user,mentioned_user) /∈ G then
24 añadir a G el arco dirigido a
25 incrementa el peso del arco existente a = (user,mentioned_user)
26 foreach tag1, tag2 ∈ tags tales que tag1 6= tag2 do
27 if arco no dirigido a = (tag1, tag2) /∈ G then
28 añadir a G el arco no dirigido a
29 incrementa el peso del arco existente a = (tag1, tag2)
30 R ← PageRank(G)
31 Terminos ← primeros n términos de R
32 until fin de la sesión de recuperación de tweets
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de datos obtenido y generado una comparativa con otras aproximaciones más
simples y con diferentes parámetros de configuración.
2.5.1. Entorno experimental
El tema seleccionado para la recolección de datos fue el evento Campeonato
Europeo de Fútbol de la UEFA 2012, coloquialmente llamado Eurocopa 2012
o Euro2012. Este evento es una competición deportiva muy importante en el
continente europeo y muy seguida por todos los medios de comunicación, espe-
cialmente por los medios de deporte.
El evento fue abordado desde la perspectiva española, siendo solo de interés
los tweets en Español. El término central usado como semilla para el método
fue el famoso hashtag #vamosespaña. Este hashtag era bien recibido en la co-
munidad española, siendo un término muy común para animar a la selección
española de fútbol que participaba en el evento.
La recolección de tweets se hizo durante la duración de todo el evento, que
duró desde el 6 de junio del 2012 al 3 de julio del 2012. Para ello se usaron tres
métodos diferentes en paralelo, que se describen a continuación:
Palabra clave central: Usar la palabra clave central elegida, siendo en
este caso el término #vamosespaña, como único término de consulta du-
rante todo el evento. Esta aproximación simplista es usada como baseline
comparativo respecto al resto de métodos durante el análisis experimental.
Lista estática ad-hoc de palabras claves: Está aproximación consiste
en hacer uso de una colección de palabras clave elegidas por un experto
(siendo estas usualmente hashtags) como consulta estática a lo largo de
todo el evento. Para probar este método, se ha elegido el siguiente con-
junto de palabras clave: #vamosespaña, #nohaydossintres, #eurocopa,
#eurocopa2012, #laroja. Estos términos fueron elegidos por su alta re-
levancia y muy baja ambigüedad respecto al evento.
Método dinámico propuesto: Se usa como semilla inicial para el mé-
todo la palabra clave central #vamosespaña, variando el tamaño máximo
de palabras claves inferidas hasta un valor de k = 20.
2.5.2. Muestreo y etiquetado
Evaluar completamente un dataset de estas características sería una tarea
titánica, pues requeriría de revisar manualmente del orden de cientos de miles o
incluso millones de tweets; el dataset del caso partícular tratado en este capítulo
está compuesto por unos 3 millones de tweets.
En su lugar se escoge una muestra aleatoria significativa que, acorde al teore-
ma central del límite, estableciendo un nivel de significancia estadística α = 0,05
y una cota superior de error del 1 %, consta de 10000 mensajes aunque solo se
requieren estrictamente 9604 mensajes. Esta muestra permite inferir con preci-
sión las propiedades del dataset original y es usada durante todo el proceso de
evaluación en lugar del dataset original.
Para poder estimar la precisión, tres revisores etiquetaron manualmente cada
mensaje si era relevante o no, muy similar a un proceso de clasificación binaria.
La tabla 2.2 muestra los datos de precisión acorde a cada revisor y el índice de
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consenso entre revisores. Los valores de consenso y el estimador κ (Fleiss, 1971)
indican que la tarea de etiquetado está bien definida y que las anotaciones hechas
por los revisores son lo suficientemente fiables para usar la media armónica de
los valores de precisión obtenidos individualmente como medida de precisión
para posteriores usos en este proceso de evaluación.
Medida Revisor 1 Revisor 2 Revisor 3
Precision 0.8882 0.8292 0.8715
Consenso con Revisor 1 1.0 0.9290 0.9651
Consenso con Revisor 2 0.9290 1.0 0.9375
Consenso con Revisor 3 0.9651 0.9375 1.0
Consenso completo 0.9158
Estimador κ 0.7627
Cuadro 2.2: Precisión calculada y valores de consenso
2.5.3. Evaluación
Mediante la muestra anotada, se puede estimar la precisión (proporción de
los tweets recuperados que son relevantes) con un error inferior al 1 %, siendo
esta debidamente calculada e incluida en este estudio. Sin embargo, el cómputo
de la cobertura, llamada recall en la literatura, presenta grandes dificultades en
este estudio.
Para explicar por qué el cálculo exacto de la cobertura no es factible, es
necesario entender en que consiste exactamente: mide cuantos documentos rele-
vantes han sido en comparación al total de documentos relevantes que existen.
En este caso, significaría que se debería saber el número exacto de tweets exis-
tentes en todo Twitter que están relacionados con el tema seleccionado, cosa
que no es para nada factible.
Mas aún, el muestreo no es una técnica viable para obtener una estimación
correcta sobre el número de tweets existentes relacionados con la temática. Aun-
que Twitter proporciona un flujo muestral con una distribución pseudoaleatoria
de mensajes, es extremadamente raro que algún mensaje del tema en cuestión
aparezca en ese flujo, dado que cualquier temática a elegir es insignificante en
comparación con el total de temáticas que pueden darse en toda la red Twitter
en un momento determinado.
Si consideramos el tamaño máximo evaluado para el conjunto de palabras
clave en este entorno experimental (k = 20), el dataset resultante posee alrede-
dor de 3 millones de mensajes y en Twitter se generan mil millones de mensajes
semanales de media, dejando muy poco margen para obtener una muestra signi-
ficativa de mensajes relevantes totales. Por ello, se consideró dejar de lado el uso
la métrica recall exacta para el proceso de evaluación y su uso para cualquier
otra medida.
En su lugar, se ha definido una medida alternativa llamada cobertura de
dataset o dataset recall, la cual es similar a la medida de recall pero a nivel
de dataset, solo teniendo en cuenta todo los tweets relevante obtenidos como
estimación de los todos los tweets relevantes existentes. Esta alternativa permite
medir la capacidad de cobertura del método respecto a diferentes parámetros.
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Al igual que con la medida de precisión, esta medida produce cualquier valor
x ∈ R : x ∈ [0, 1].
La tabla 2.3 muestra una comparativa de los resultados de rendimiento
del método propuesto respecto al baseline y el método de lista estática ad-
hoc usado en la mayoría de las aplicaciones. Como se ha mencionado antes,
los términos propuestos para el método de lista estática fueron aquellos que
tuvieron alta relevancia dentro de la comunidad española respecto al even-
to (#vamosespaña,#eurocopa,#eurocopa2012,#laroja), mientras que para el
método dinámico propuesto, se muestran valores de rendimiento para los pará-
metros k = 10 y k = 20.
Método Precisión Dataset Recall
Baseline (sólo el término central) 0,9726 0,1504
Lista estática seleccionada 0,9721 0,2698
Método dinámico con k = 10 0,9274 0,8034
Método dinámico con k = 20 0,8713 1,0000
Cuadro 2.3: Comparativa de rendimiento entre métodos
En líneas generales, se observa que nuestro método obtiene un mayor vo-
lumen de datos a expensas de un ligero descenso en la precisión aunque elegir
correctamente el parámetro k no es trivial y depende mucho del problema en
cuestión. Esta pérdida de precisión se debe en parte a la inclusión no deseada
de usuarios con un alto número de seguidores, cuyos mensajes tienen un gran
impacto en la red social pero son altamente “ruidosos”, debido a que suelen es-
cribir sobre una gran variedad mensajes de temática muy variada y son usuarios
muy mencionados 3.
2.6. Análisis de los resultados
Una manera de analizar efectivamente el rendimiento del método consiste
en la observación de su comportamiento respecto al tamaño del conjunto de
palabras claves dinámicamente generado, reflejando el grado de bondad de las
consultas generadas y que efectos tienen sobre el dataset.
2.6.1. Tamaño del conjunto de palabras clave
La figura 2.9 muestra el comportamiento de la precisión del dataset respecto
a diferentes valores de tamaño máximo del conjunto de términos (k) y es fácil
de observar que la pérdida de precisión está claramente asociada al incremen-
to del tamaño máximo del conjunto de términos. Este comportamiento no es
inesperado, pues el método intenta aumentar el volumen del conjunto de datos
mediante la introducción de nuevos términos, siendo esta una forma usual de
introducir ruido en el dataset. Sin embargo, esta pérdida de precisión es relati-
vamente baja, siendo muy estable para determinados intervalos del parámetro
k.
3Cuando se hace una consulta a Twitter que contiene un nombre de usuario, se obtienen
tanto los tweets escritos por ese usuario como los que los tweets que hacen mención a este.
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Figura 2.9: Precisión del dataset respecto al tamaño máximo del conjunto de
términos (k)
Figura 2.10: Cobertura de dataset o Dataset recall respecto al tamaño máximo
del conjunto de términos (k)
Como se ha mencionado anteriormente, el cómputo de la medida recall no es
factible, habiendo utilizado la cobertura de dataset o dataset recall en su lugar.
Aunque no es un substituto real de la medida original, el uso de esta medida
alternativa se considera como muy apropiado, debido a que el foco principal del
método es el de incrementar el volumen de datos obtenidos sin incurrir una alta
pérdida en la precisión. La figura 2.10 muestra el comportamiento de la medida
alternativa dataset recall respecto a diferentes valores del parámetro k.
Un método mejor para identificar el “mejor” valor de k consiste en ordenar
ambas métricas en conjunto, similar a una figura de frontera de Pareto, siendo
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Figura 2.11: Precisión y dataset recall respecto a diferentes valores k, mostrando
una curva de frontera de Pareto.
la figura 2.11 un claro ejemplo de este tipo de combinación. En ella se muestra
una curva de eficiencia paramétrica, siendo cada punto de la curva la precisión
y el dataset recall para cada valor de k, observándose que la curva exhibe un
buen compromiso entre precisión y volumen de datos para un valor de k = 8.
Ese punto en concreto (k = 8) consigue una precisión del 93,43 % y una
cobertura de dataset del 74,78 %, resultando en un incremento de volumen de
5,32 veces respecto al baseline con sólo un descenso en la precisión del 3,5 %.
A partir de este punto, la curva empieza a caer considerablemente, por lo que
puede no ser conveniente incrementar el valor de k. Por supuesto, esta conclusión
no es aplicable a todos los casos: el valor de k óptimo depende de la naturaleza
de la temática elegida y de las necesidades de la aplicación en concreto.
2.6.2. Filtrando usuarios inherentemente ruidosos
Como se ha mencionado con anterioridad, algunos de los usuarios incluidos
contribuyen enormemente a la pérdida de precisión observada, induciendo una
considerable cantidad de ruido. Estos usuarios son, con frecuencia, personas muy
famosas y existen dos buenos ejemplos en nuestro dataset: El piloto español
de Fórmula Uno Fernando Alonso (@alo_oficial) y el cantante y compositor
español Alejandro Sanz (@alejandrosanz).
Estos usuarios fueron inicialmente seleccionados por el método porque ex-
plícitamente animaron a la selección española de fútbol, pero han permanecido
en la topología debido a su alta relevancía dentro de Twitter. Alrededor del
44,62 % de los mensajes obtenidos relacionados con @alejandrosanz guardan
relación con el tema explorado, siendo el resto una considerable cantidad de
ruido. El caso de los mensajes relacionados con el usuario @alo_oficial es sig-
nificativamente peor, pues solo el 15,80 % de los mensajes son relevantes, siendo
la mayoría de sus mensajes una fuente de ruido.
Si filtramos sólo estos dos usuarios ruidosos del dataset, podríamos obtener
un aumento en la precisión muy significativo a expensas de una ligera pérdida
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de volumen. En efecto, filtrando estos usuarios ruidosos, el método propuesto
es capaz de incrementar la precisión por encima del 91 % para k = 20 y por
encima del 96 % usando el propuesto k = 8.
La tabla 2.6.2 contiene una comparativa mostrando las diferencias de rendi-
miento entre la versión del método con y sin filtrado adicional.
Método Precisión D. Recall Prec. diff D. Recall diff
k = 8 0,9343 0,7478 - -
k = 10 0,9274 0,8034 - -
k = 20 0,8714 1,0000 - -
k = 8 c/filtrado 0,9604 0,8298 +2,61 % −1,74 %
k = 10 c/filtrado 0,9521 0,8609 +2,48 % −1,77 %
k = 20 c/filtrado 0,9185 0,9488 +4,72 % −1,88 %
Cuadro 2.4: Comparativa de resultados de rendimiento del método incluyendo
el filtrado de usuarios ruidosos
Figura 2.12: Grafo de relevancia correspondiente al partido entre España y Por-
tugal durante el evento Euro2012.
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La figura 2.12 muestra el grafo de relevancia correspondiente al partido en-
tre España y Portugal durante el evento Euro2012, siendo visualmente sencillo
detectar las entidades mas relevantes en el grafo y el grado de inteconexión
existente. Debido a que el término central usado (#vamosespaña) es demasia-
do relevante y está extremadamente conectado con el resto de elementos, por
motivos de claridad, se ha omitido del grafo.
Se observa que el usuario @alejandrosanz está presente en el grafo como
elemento relevante aunque exhibe el comportamiento de un “exterior hub” o
“núcleo periférico”; posee una gran comunidad pero está sufre de una vaga co-
nexión con el resto de elementos del grafo, indicando una baja relación con el
resto de términos y de la temática en general. Esto se correlaciona con el ruido
previamente asociado a este usuario y es bastante intuitivo que eliminar este ti-
po de “núcleos periféricos” del grafo es una buena aproximación para una etapa
de filtrado.
2.7. Conclusiones y trabajo futuro
En este capítulo, se ha provisto de una formalización para una tarea, hasta
el momento no muy bien definida, que es de importancia para hoy en día: la
tarea de la recuperación temática de tweets. A partir de esta definición, se idea y
propone un método general que aborda la tarea, haciendo hincapié en el análisis
estructural del grafo subyacente, apostando por una aproximación topológica en
lugar de una puramente textual.
La evaluación muestra la efectividad del método propuesto, observando que
al elegir un buen punto de eficiencia paramétrica (k = 8 en este caso) se obtiene
un aumento considerable en el volumen del dataset recuperado sin incurrir en
mucho ruido; se obtiene un dataset 5,32 veces mas grande con una pérdida
de precisión del 3, 5 %. Además, se explora la idea de filtrar usuarios ruidosos a
posteriori y se observa que, simplemente al eliminar dos usuarios particularmente
famosos y ruidosos, se obtiene un incremento considerable en la precisión.
Como trabajo futuro, una línea de mejora interesante sería la consideración
del uso de otros tipos de relaciones adicionales para la fase de construcción
del grafo. Otra línea de mejora sería la de idear ciertas modificaciones sobre
el algoritmo de relevancia PageRank que pueden ser útiles para el cálculo de
relevancia dentro de este contexto. Otra vía de trabajo sería la de abordar la
subtarea de filtrado de forma explícita, probablemente realizando análisis sobre
el contenido como complemento al análisis estructural actual, aunque el proceso
de analizar el texto de un tweet es una tarea por sí misma.
Capítulo 3
Normalización de tweets
Como ya sabemos, Twitter es una red social de éxito generalizado, donde
millones de personas expresan ideas continuamente sobre cualquier tema, siendo
una gran fuente de información. Sin embargo, la mayoría de los tweets suelen
estar redactados con prisa, sin revisión y con un alto grado de abreviación,
convirtiéndolos en textos nada apropiados para el procesamiento de lenguaje
natural tradicional.
En este capítulo se aborda este fenómeno de forma directa, generando una
caracterización de los problemas textuales encontrados y proponiendo un siste-
ma para mejorar la calidad textual de estos tweets. Este sistema propuesto es
de naturaleza extensible y modular, siendo fácil de ampliar y requiriendo po-
co esfuerzo manual tanto para configurarlo inicialmente como para adaptarlo a
otros contextos.
3.1. Introducción
Uno de los desafíos mas importantes que afrontamos hoy en día consiste en
determinar cómo procesar y analizar la enorme cantidad de información que se
puede extraer de Internet, especialmente de sitios que son redes sociales como
Twitter, donde millones de personas expresan ideas y opiniones diariamente
sobre una enorme variedad de temas distintos.
Los textos escritos en Twitter, se caracterizan por tener una corta longitud
(140 caracteres como máximo), siendo textos muy pequeños en comparación con
el tamaño de los textos en géneros más tradicionales. Además, la mayor parte
de estos tweets se escriben desde dispositivos móviles tales como smartphones o
tablets, siendo escritos con prisa (incluso ciertos usuarios escriben casi en tiempo
real, como si se tratara de un sistema de mensajería instanánea) y sin ningún
tipo de revisión antes del envío, claramente favoreciendo la velocidad a expensas
de la calidad y exactitud de la redacción.
Consecuentemente, los usuarios de este tipo de redes han desarrollado una
nueva forma de expresión que incluye el uso generalizado de abreviaturas simi-
lares a las usadas en los SMS, variantes léxicas, repetición o ausencia intencional
de caracteres y uso de emoticonos, amén de otras técnicas.
Pero los fenómenos mencionados anteriormente provocan una serie de dificul-
tades inherentes al procesado de estos textos usando análisis NLP tradicional.
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Las herramientas NLP actuales suelen tener problemas a la hora de procesar y
entender estos textos caracterizados por ser cortos y con mucho ruido, siendo
estos textos originalmente poco apropiados para tareas como Opinion Mining
(Minería de opiniones), Topic Modelling (Modelado de temática) o cualquier
otra tarea de caracterización.
En términos generales, cualquier tarea NLP que utilice tweets como datos
de entrada se benificiaría enormemente de un proceso de normalización, pues
las técnicas usadas en NLP suelen ser bastante sensibles a la calidad y la lon-
gitud de los textos de entrada. Text Summarization (Resumen automático de
textos;Jabeen et al. (2013)) y Ontology-based Sentiment Analysis (Análisis de
subjetividad basado en ontologías;(Kontopoulos et al., 2013)) son ejemplos de
tareas que confían en la normalización de tweets para su correcto funcionamien-
to.
En este capítulo, en lugar de enfocarnos en una técnica específica para sol-
ventar la tarea de normalización, se propone un sistema totalmente modular
que se fundamenta en la combinación de varios módulos expertos independien-
tes. En lugar de tener módulos para abordar categorías de error amplias, cada
uno de los módulos está diseñado para abordar un fenómeno de error frecuente
pero muy específico, incrementando inherentemente la precisión del módulo y
los costes de diseño e implementación el mismo. En esencia, el sistema se com-
porta como un “grupo experto”: cuando se encuentra un término OOV (Out of
Vocabulary o fuera de vocabulario), uno o más módulos pueden proponer una
corrección para ese término, realizándose un ranking sobre estas proposiciones
y eligiendo la mejor. De esta manera, en lugar de confiar en una sola técnica
multipropósito, el sistema permite que cada módulo se implemente usando las
técnicas o aproximaciones que se desee.
Este tipo de aproximación tiene varias ventajas. La ventaja más clara es su
fácil expansión ante un nuevo tipo de fenómeno de error no visto anteriormente
mediante la adición de nuevos módulos específicos que aborden este fenómeno.
Otra ventaja es la robustez del sistema ante fenómenos de error difíciles y/o
ambiguos gracias al sistema de ranking. Además de lo dicho, los costes de diseño
y construcción son reducidos en comparación con otras aproximaciones mientras
que los resultados experimentales muestran muy buen rendimiento.
En la sección 3.2 (Trabajos relacionados) se realiza una revisión del estado
del arte actual relacionado con la temática del capítulo y se analizan algunos
trabajos de mayor interés, describiendo la arquitectura y el funcionamiento de
cada sistema de normalización propuesto. En la sección 3.3 (Caracterización
del problema), se realiza una caracterización del problema a partir de la ano-
tación de una muestra estadísticamente significativa de un corpus compuesto
por 3.1 millones de tweets. El resultado de esta caracterización es una distri-
bución estadística de los diferentes fenómenos de error que pueden encontrarse
en Twitter. En la sección 3.4 (Arquitectura del sistema propuesto), se describe
la arquitectura altamente modular del sistema propuesto, la cual se divide en
diferentes etapas: preprocesado, detección, generación de candidatos y selección
de candidatos. En la sección 3.5 (Recursos utilizados), se identifican varias gran-
des categorías conceptuales para los términos y se generan los recursos léxicos
modularmente teniendo en cuenta estas categorías. Además, se describe indivi-
dualmente el proceso específico y el coste asociado a la generación de cada léxico.
En la sección 3.6 (Evaluación del sistema), se realiza una evaluación del sistema
desde diferentes perspectivas y se proponen varias métricas para realizar dicho
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proceso de evaluación. No sólo se mide el rendimiento del sistema completo, sino
que también se mide el rendimiento con diferentes módulos activados (cada uno
abordando diferentes fenómenos de error). Además, se proporciona un análisis
de rendimiento respecto a los diferentes fenómenos de error y un análisis sobre
la etapa de selección de candidatos, sirviendo este análisis como base para una
extensión cuyo objetivo es el de mejorar y ajustar dicho proceso de selección
de candidatos. Finalmente, en la sección 3.7 (Conclusiones y trabajo futuro), se
hace un resumen de los esfuerzos mostrados en este capítulo, se revisan las apor-
taciones principales del capítulo y se proponen diversas opciones para mejorar
el sistema y varias direcciones para ampliar la investigación.
3.2. Trabajos relacionados
Aunque en este capítulo se abordan textos escritos en español, la mayoría
de los trabajos existentes que abordan el problema de la normalización léxica
tratan con SMS o textos provenientes de redes sociales escritos principalmente
en inglés. A pesar de que el español y el inglés son lenguajes diferentes, muchas
de las ideas y procesos utilizados en las aproximaciones de normalización léxica
dirigidas al inglés pueden ser adaptados para textos en español.
En la obra Eisenstein (2013) se presenta un estudio sobre el mal uso del len-
guaje en Internet. Este estudio revisa y critica diferentes tipos de aproximaciones
NLP que tratan con este problema, dividiéndolas en dos categorías inicialmente
disjuntas: normalización y adaptación al dominio. El objetivo de las obras de
normalización radica en mejorar la calidad de los textos, convirtiendo los tér-
minos OOV en palabras, expresiones o locuciones válidas. Las obras enfocadas
a la adaptación del dominio se centran en adaptar herramientas NLP existentes
para que puedan procesar este tipo de lenguaje “mal formado” o “ruidoso”. Las
aproximaciones para normalizar texto “ruidoso” suelen utilizar técnicas basadas
en reglas (Sidarenka et al., 2013), modelos estadísticos de lenguaje (Yang and
Eisenstein, 2013) o una mezcla de ambos (Costa-Jussa and Banchs, 2013).
Para resolver el problema de las abreviaturas SMS, la obra Pennell and Liu
(2011) propone un método bifase. La primera fase consiste en un modelo de
traducción automática que, en lugar de ser un sistema a nivel de palabra, es
un sistema nivel de caracteres que aprende asociaciones entre dichos caracteres
(letras y símbolos, tanto elementos sueltos como en grupo). La segunda fase está
diseñada para añadir información del contexto con el fin de refinar la norma-
lización de las abreviaturas, usando un modelo de lenguaje a nivel de palabra
(similar a la idea de modelo sensible al ruido presentada en Shannon (1948)).
En Han and Baldwin (2011) se lleva a cabo un estudio sobre los términos
OOV que se dan en la red Twitter, analizando los usos poco ortodoxos del len-
guaje que se dan dentro de la red social. Teniendo en cuenta las observaciones
de este estudio, se propone una técnica no supervisada enfocada en la normali-
zación de términos OOV compuestos por una sola palabra, teniendo en cuenta
variaciones morfofonémicas de palabras y el contexto en el que estas variaciones
ocurren. En Han et al. (2012), los mismos autores abordan el mismo problema
de normalización mediante el uso de un léxico generado a partir de pares de
términos OOV y IV (In vocabulary o dentro de vocabulario), utilizando un al-
goritmo de similaridad morfofonémica entre pares para generar un ranking. En
la obra Han et al. (2013) se realiza una extensión a al trabajo presentado en Han
32 CAPÍTULO 3. NORMALIZACIÓN DE TWEETS
and Baldwin (2011) con una explicación más detallada y una experimentación
más completa.
Aunque la mayoría de los trabajos en el ámbito de la normalización están
desarrollados para el inglés, existen varios estudios interesantes para el español.
En los siguientes apartados analizaremos algunos de estos trabajos.
3.2.1. Transductores de estados finitos
Los Transductores de Estados Finitos o Finite State Transducers (FST) son
unos formalismos análogos a los Autómatas Finitos que en lugar de trabajar so-
bre una cinta de entrada y devolver un estado de aceptación o rechazo, producen
una salida en una cinta de salida adicional. La figura 3.1 muestra un ejemplo
simple de un FST generado para transformar las palabras data y dew en sus
representación de pronunciación, mostrando que data tiene distintas variantes
de pronunciación.
Figura 3.1: Ejemplo de un FST de pronunciación sobre las palabras inglesas
data y dew
Aunque los fundamentos teóricos de estos autómatas son bien conocidos
(Berstel and Boasson, 1979; Berstel and Reutenauer, 1988), hasta que no se
realizaron avances significativos sobre los FST con transciones ponderadas (ver
Mohri (2009)) no han surgido herramientas para la creación, optimización y
minimización de dichos FSTs.
La aparición de toolkits que permiten trabajar con FSTs de forma eficiente
ha logrado un incremento considerable en la popularidad de estos formalismos,
utilizándose con éxito en tareas de NLP como el reconocimiento y síntesis del
habla, reconocimiento óptico de carácteres y traducción automática.
En la obra Porta and Sancho (2013), se propone una interesante aproxi-
mación para la normalizacición de textos muy fundamentada en la utilización
de FSTs. Incialmente, los autores realizan un breve análisis sobre los diferentes
fenómenos de error comunes que son responsables de la generación de OOVs.
Una vez realizado este análisis, generan una serie de reglas de transformación
para cada uno de los siguientes fenómenos: logogramas y pictogramas, acrónimos
y omisión de letras, variantes reconocidas, variantes fonéticas, yuxtaposiciones,
ausencia de acentuación y eliminación de duplicados. Además, se genera un FST
general de edición basado en la distancia Levenshtein, haciendo uso de diversas
fuentes léxicas como el Diccionario de la Real Academia Española (DRAE) y
un léxico secundario compuesto por las 100k palabras mas frecuentes del inglés
según el British National Corpus, pues es frecuente que los usuarios españo-
les hagan uso de palabras comunes procedentes del inglés dentro de los textos
escritos.
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Dado que los transductores construidos a partir de las reglas generan candi-
datos de corrección a nivel léxico, no son capaces de tener en cuenta el contexto
dentro de la oración, siendo, a priori, cualquier candidato generado válido des-
de este punto de vista. Por ello, los autores proponen el uso de un modelo de
lenguaje para determinar el grafo de palabras correcto respecto a las múltiples
variantes posibles propuestas. Haciendo uso de un corpus de páginas webWacky,
se genera un modelo de lenguaje de trigramas con back-off para dotar de cierto
conocimiento estádistico a la hora de seleccionar un candidato de corrección
dentro de su contexto.
Figura 3.2: Funcionamiento del sistema de normalización propuesto en Porta
and Sancho (2013)
La arquitectura del sistema propuesto se basa en combinar los FSTs en
dos grandes FST (uno de variantes reconocidas y otro de variantes posibles),
ponerlos en dos etapas secuenciales y utilizar el modelo de lenguaje para validar
los candidatos dentro del contexto. Los tokens que no son analizados por el
primer FST son revisados por el segundo más general. Todo el tokenizado se ha
hecho utilizando Freeling. La figura 3.2 muestra a la arquitectura general del
sistema de normalización propuesto y su funcionamiento.
3.2.2. Enfoques de carácter estrictamente léxico
En la obra Gamallo et al. (2013b) se propone una aproximación cuyo enfo-
que es puramente léxico, compuesto principalmente por varios diccionarios de
diferente naturaleza y un conjunto de reglas de transformación simples.
Los autores identifican tres tipos de errores que son muy frequentes en el
lenguaje español: capitalización incorrecta, repetición intencionada de caracte-
res y errores de confusión y acentuación. Para estos tres tipos de errores, han
diseñado manualmente un conjunto específico de reglas de transformación.
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Para el resto de los fenómenos de error posibles, los cuales corresponden a
un conjunto hetereogéneo de problemas, usan una estrategia genérica: búsqueda
en recursos léxicos y selección del mejor candidato de corrección. En este caso,
los recursos léxicos consisten en tres diccionarios construidos de distinta forma
y con un objetivo concreto:
Diccionario de normalización (ND): Este diccionario está compuesto
por 824 variantes léxicas erróneas con sus respectivas formas aceptadas.
Cada entrada de este diccionario consiste en un par “variante-corrección”
donde se indica explícitamente la corrección para cada variante. Este dic-
cionario incluye tanto palabras mal escritas, como emoticonos extraídos
de la Wikipedia y abreviaturas aceptadas en la RAE.
Diccionario estándar (SD): Este diccionario está constituido por to-
das las formas automáticamente generadas de los lemas encontrados en el
DRAE. Para las formas verbales, los autores han utilizado el conjugador
Cilenis (Gamallo et al., 2013a), mientras que para los sustantivos y adjeti-
vos han usado un conjunto de reglas morfológicas específicas. El conjunto
final de formas generadas es cuenta con un total 778.149 formas.
Diccionario de nombres propios (PND): Este diccionario de nom-
bres propios y términos de dominio específico ha sido automáticamente
construido mediante a través de un recurso enciclopédico, en este caso, la
Wikipedia. Usando un volcado de la Wikipedia, identifican los nombres
de los artículos que corresponden a personas, lugares y organizaciones,
aplicando un proceso de tokenización y descartando las variantes que se
encuentran en el diccionario estándar (SD): El total de entradas de este
diccionario es de 107.980 unigramas.
Además de los diccionarios, se genera un modelo de lenguaje basado en Part-
of-speech (clases de palabras a nivel morfosintáctico; abreviado como POS ) para
la etapa de selección de candidatos. Tanto el proceso de tokenización como el
sistema de etiquetado POS han sido realizados mediante FreeLing.
Usando los recursos y las reglas descritas anteriormente, el método de nor-
malización que proponen funciona de la siguiente manera para cada token:
1. Se determina si el token es una OOV mediante una búsqueda en los diccio-
narios. Si el token no se encuentra en ninguno de estos recursos, el token
es considerado OOV.
2. Se generan las variantes de corrección primarias usando las reglas de trans-
formación. Puede generarse más de una variante primaria, aunque se pon-
dera positivamente a aquella que se encuentre en alguno de los recursos
léxicos existentes.
3. Si no se genera ninguna variante de corrección primaria para el token
OOV, se genera una larga lista de variantes secundarias generadas que se
encuentren a distancia edicion 1 respecto al OOV original, usando para
ello, los recursos léxicos.
4. Se selecciona el mejor candidato usando un modelo del lenguaje respecto
a una ventana de tamaño 4 (2 tokens a la izquierda y a la derecha del
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token OOV). En cualquier caso, si no se ha generado ninguna variante de
corrección válida (ya sea primaria o secundaria), el token OOV se considera
correcto, dejándose sin modificar.
Figura 3.3: Funcionamiento del sistema de normalización propuesto en Gamallo
et al. (2013b)
La figura 3.2 muestra a la arquitectura general del sistema de normalización
propuesto, los componentes que interactúan y su funcionamiento general. En
el proceso de experimentación incluido en su trabajo, los autores llegan a la
conclusión de que uno de los puntos claves de su sistema consiste en la separación
de la generación de variantes en las dos etapas en cascada, pues si se combinan
ambas etapas en una sola etapa no se prima a los candidatos generados para
solventar los errores comunes y el rendimiento baja considerablemente.
3.2.3. Sistemas modulares y multicomponente
En Ageno et al. (2013) se propone una aproximación basada en diferentes
módulos de procesamiento que actúan independientemente para generar candi-
datos para cada palabra desconocida. Al igual que en otras aproximaciones, los
autores realizan un análisis superficial sobre los fenómenos de error encontrados
y diseñan un sistema modular en el cual cada módulo está enfocado a resolver
una problemática en particular. Existen tres grandes grupos de módulos:
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Módulos de expresiones regulares: Estos módulos son colecciones in-
dependientes de expresiones regulares que se encargan de proponer candi-
datos de corrección a patrones muy recurrentes como emoticonos, algunas
onomatopeyas, ciertas abreviaturas y/o errores muy frecuentes. Cada uno
de estos módulos propone una única solución para cada caso.
Módulos unipalabra: Cada módulo perteneciente a esta clase usa un
recurso léxico propio de palabras simples y un conjunto de medidas de
distancias de edicion con el fin de encontrar candidatos similares al token
OOV. Las distancias usadas son la distancia de edición tradicional, de
similitud fonológica y de distancia física en un teclado.
Módulos multipalabra: Estos módulos parten de la información pro-
porcionada por el resto de módulos y toman una decisión basada en el
contexto de la OOV. En concreto, los autores utilizan tres módulos: un
módulo con un diccionario multipalabra, un módulo con un etiquetador
POS y un módulo que analiza las palabras concatenadas. Estos módulos
actúan secuencialmente, cada uno utilizando información adicional para
complementar, filtrar o descartar candidatos propuestos por el resto de
módulos.
Los autores han utilizado FreeLing como framework para implementar los
módulos y como herramienta de preprocesado y tokenizado. Además, utilizan el
toolkit FOMA (Hulden, 2009) para realizar búsquedas aproximadas eficientes
sobre los diferentes recursos utilizados por cada módulo.
Cada módulo posee un conjunto de recursos léxicos específico. Los módulos
de expresiones regulares utilizan un lista de acrónimos conocidos y abreviaturas
comunmente usadas en tweets, una lista de emoticonos y una lista de onomato-
peyas extraidas del DRAE.
Los módulos unipalabra utilizan un diccionario propio del lenguaje español,
un diccionario propio del lenguaje inglés, un diccionario de variantes morfoló-
gicas generadas a partir del diccionario español, una lista de nombres propios
que incluye algunos diminutivos y un diccionario de entidades unipalabra tales
como localizaciones, organizaciones, personas, canales de televisión, programas,
productos y otros medios de comunicación.
Para los módulos multipalabra, sólo se ha generado un diccionario de enti-
dades multipalabra, el cual es de naturaleza similar al diccionario de entidades
unipalabra pero con la diferencia que los términos de las entidades son exclusi-
vamente multipalabra.
El método de normalización propuesto consiste en obtener una primera tan-
da de candidatos mediante los módulos de expresiones regulares y unipalabra,
refinar dicha tanda con los módulos multipalabra y aplicar un esquema de vo-
tación simple para seleccionar el mejor candidato. La figura 3.4 muestra a la
arquitectura general del sistema de normalización propuesto y su funcionamien-
to.
3.3. Caracterización del problema
Para caracterizar el problema y evaluar el sistema de normalización pro-
puesto en este capítulo se ha utilizado un dataset compuesto por 3.1 millones de
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Figura 3.4: Funcionamiento del sistema de normalización propuesto en Ageno
et al. (2013)
tweets escritos en español que están altamente relacionados con el Campeonato
Europeo de Fútbol de la UEFA 2012, coloquialmente llamado Eurocopa 2012 o
Euro2012. El dataset ha sido generado usando el proceso dinámico de recupera-
ción de tweets descrito inicialmente en la obra Cotelo et al. (2014) y revisado en
el capítulo 2. Este dataset es muy útil debido a que contiene una gran cantidad
de tweets en español que exhiben los típicos problemas de calidad y redacción
que hemos mencionado anteriormente. Como dato adicional, este dataset ya ha-
bía sido recolectado y analizado para la evaluación del método de recuperación
descrito en el capítulo 2, por lo que no había necesidad de realizar otro proceso
de recuperación si los datos pueden ser reutilizados con otro fin.
Como paso inicial al esfuerzo realizado en este capítulo, se ha llevado a
cabo un análisis sobre la distribución de términos de nuestro dataset, utilizando
varios vocabularios como fuente de conocimiento existente para la determinación
de términos válidos. La tabla 3.1 y la figura 3.5 representan los resultados de
dicho análisis, mostrando que sólo 68,76 % de los términos encontrados fueron
reconocidos dentro del vocabulario común del lenguaje español, denominando
esta proporción como Language IV (In-Vocabulary o dentro del vocabulario del
Lenguaje).
Una parte significativa de los términos no pertenecientes al vocabulario del
lenguaje español fueron OOV mientras que el resto de términos detectados per-
tenecían a un vocabulario de propósito especifico (Specific IV ) o algo distinto
a lo que comúnmente consideramos una palabra (fechas, hashtags, menciones,
numerales, etc).
Antes de realizar ningún proceso de normalización, se procedió a realizar una
caracterización de los fenómenos de errores existentes causantes de los términos
OOV. Como no es viable realizar este tipo de caracterización sobre los 3.1 mi-
llones del dataset original, se obtuvo una muestra estadísticamente significativa
del dataset (α = 0,05, error = 1 %) compuesta por tweets que tuvieran al menos
un término OOV. Cada uno de estos tweets fue analizado manualmente, siendo
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Tipo Detección Descripción
Language IV 68,76 % Términos validos encontrados en el
vocabulario común del lenguaje
español
Rest 31,24 % Términos no encontrados en el
vocabulario común del lenguaje
español
OOV 28,82 % Términos no encontrados en ningún
otro recurso
Specific IV 15,82 % Términos validos encontrados en
algún recurso de propósito específico
(género, dominio, etc. . . )
REGEX 53,33 % Términos válidos reconocidos
mediante expresiones regulares
(menciones, hashtags, fechas, etc. . . )
Cuadro 3.1: Distribución de términos detectados en el dataset
Figura 3.5: Distribución de términos detectados en el dataset
cada término OOV etiquetado indicando el fenómeno de error asociado y su
forma correcta. Se dieron algunos casos de fenómenos múltiples en una misma
OOV. Esta muestra manualmente anotada se usa como dataset de evaluación
durante todo el proceso de experimentación.
La caracterización de los diferentes fenómenos de error da lugar a las siguien-
tes categorías:
Errores comunes de ortografía (ORT): segmentación de palabras incorrecta,
ausencia o mal uso de acentuación, uso incorrecto de las mayúsculas y
faltas de ortografía más comunes.
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Lenguaje móvil (TXT): acrónimos adhoc, abreviaturas, omisión de letras,
omisión de elementos morfosintácticos, uso de logogramas y pictogramas.
Confusión homofónica (HOMO): cambios fonológicos comunes y otras va-
riantes de escritura de origen fonológico.
Onomatopeyas no identificadas (ONO): onomatopeyas muy poco frecuentes
o variantes de onomatopeyas que no son fácilmente reconocibles.
Repetición de caracteres (REP): repetición innecesaria de caracteres, utili-
zada normalmente para enfatizar.
Arte ASCII (ASC): Uso especial y creativo de los caracteres disponibles
para reflejar situaciones, emociones, estados de ánimo o para expresar cual-
quier otro tipo de comunicación no verbal e incluso con fines puramente
estéticos.
Flexiones y variantes libres: Variantes de escritura aceptadas normalmente
vinculadas a una región o colectivo específico. No es un fenómeno de error
en el sentido estricto de la palabra, pero a efectos del proceso de detección,
son considerados a priori como términos OOV.
Términos foráneos (FT): Términos de origen extranjero, provenientes de
otros idiomas, que no tienen por qué ser aceptados en el contexto del
lenguaje español.
La tabla 3.2 ilustra esta caracterización y proporciona varios ejemplos para
cada fenómeno. Se observa que la mayoría de los errores que se pueden encontrar
encajan en alguna de las grandes categorías de error descritas anteriormente,
estando claramente relacionados con el estilo de escritura rápido e informal aso-
ciado a Twitter, comúnmente propiciado por la escritura usando un dispositivo
móvil.
3.4. Arquitectura del sistema propuesto
Las obras de normalización existentes están mayormente diseñadas para
abordar un caso en concreto, siendo muy costoso adaptarlas para otro domi-
nio o lenguaje. La aproximación que se propone y evalúa en este capítulo toma
un camino diferente: un sistema que está específicamente enfocado en ser fle-
xible, modular, tolerante ante problemas difíciles y con poca carga de trabajo
manual, comparado con aproximaciones más tradicionales. En términos genera-
les, todos los módulos del sistema hacen uso de uno o más elementos generales
que componen el sistema:
Recursos y fuentes de conocimiento: léxicos, corpus y cualquier otro
tipo de recurso lingüístico, incluyendo recursos que contienen conocimien-
to específico sobre el medio usado o el dominio abordado. Los recursos
utilizados por el sistema se describen en la sección 3.5.
Reglas: reglas para el manejo automático de fenómenos comúnmente en-
contrados en Twitter, como repetición excesiva de caracteres, acrónimos o
errores de carácter homofónico.




27,51 % sacalo → sácalo, trapirar → transpirar, . . .
Lenguaje móvil 07,92 % x2 → por dos, q → que, aro → claro, . . .
Confusión
homofónica
08,52 % kasa → casa, caxo → cacho, . . .
Onomatopeyas no
identificadas
05,96 % jajajajjajja → ja, jum → um, . . .
Repetición de
caracteres
15,25 % siiiiiiiii → si, quiiiiieeeeroooo → quiero, . . .
Arte ASCII 13,80 % « ¤ oO._.Oo . . .
Variantes libres 06,90 % gatino, besote, bonico, . . .
Otros errores 06,73 % htt, asdfasdfasdf, . . .
Términos
foráneos
04,00 % flow, ftw, great, lol, . . .
Fenómeno
múltiple
03,41 % diass → días, artooo → rato, . . .
Cuadro 3.2: Caracterización de los fenómenos de error encontrados en el dataset
Análisis léxico: la distancia léxica tradicional permite a los analizadores
abordar errores ortográficos comunes.
El sistema analiza cada término a nivel léxico, determinando si son términos
OOV o no, utilizando los recursos y técnicas disponibles. Si el sistema determina
que el término en cuestión es OOV, éste genera un conjunto de candidatos de
corrección y finalmente selecciona el mejor candidato de corrección para cada
caso. La figura 3.6 muestra los componentes, cómo se interconectan y el flujo de
procesado del sistema.
Conceptualmente hablando, el sistema se divide en diferentes etapas: prepro-
cesado, detección, generación de candidatos y selección de candidatos. Las etapas
son abordadas en detalle a lo largo los apartados que vienen a continuación.
3.4.1. Preprocessado y detección
Como ocurre en la mayoría de los sistemas de procesado existentes en el
campo del NLP, el primer paso del sistema propuesto consiste en realizar un
preprocesado sobre los textos en bruto. El módulo de preprocesado se encarga
de realizar el tratamiento inicial típico en todo análisis léxico, generando un
flujo de tokens para cada tweet, teniendo en cuenta términos especiales como
constructos de Twitter (hashtags y nombres de usuario), numerales, fechas, ele-
mentos URL, emoticonos y algunos tipos de ordinales. El correcto tratamiento
de estos elementos especiales es fundamental para que cualquier sistema de este
tipo funcione correctamente.
Además de lo descrito anteriormente, el módulo de preprocesado también
se encarga de las tareas de tratamiento y limpieza relacionadas con la codifica-
ción de caracteres, corrigiendo caracteres mal codificados, descartando elementos
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Figura 3.6: Arquitectura del sistema con sus diferentes etapas de procesado
Unicode no estándar y normalizando todos los caracteres a una misma forma
canónica. De lo contrario, el resto de las etapas tendrían problemas al realizar
los correspondientes análisis a nivel de carácter.
La siguiente etapa consiste en detectar, a grosso modo, la naturaleza de cada
token resultante. El módulo de detección intenta determinar si un token es un
término OOV o no, comprobando si pertenece a algún recurso externo (o fuente
de conocimiento equivalente) o si se asemeja a construcciones conocidas como
nombres de usuario, hashtags, fechas, numerales, direcciones URL, etc. Como re-
cursos externos para la detección se usan un conjunto de léxicos, vocabularios y
otro tipo de recursos textuales (ver sección 3.5, cada uno proporcionando formas
conocidas y aceptadas en el lenguaje español y Twitter, incluyendo emoticonos,
locuciones, variantes y coloqualismos. Para la detección de construcciones espe-
ciales, se usa una aproximación basada en reglas y expresiones regulares.
Después de esta etapa de detección, cada token detectado como término
OOV es llevado a la siguiente etapa de la cadena de procesado mientras que
el resto simplemente se marcan con la naturaleza detectada en cuestión y son
enviados al final de la cadena.
3.4.2. Generación de candidatos
Después de que un token sea marcado como OOV, se envía al siguiente
módulo de la cadena de procesado: el módulo generador de candidatos. Este
módulo controla la etapa de generación de candidatos y está enlazado a varios
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módulos analizadores que son los que realmente realizan el grueso del trabajo
de la generación de candidatos.
Dado un token detectado como OOV, el módulo de generación de candidatos
ordena a cada analizador a realizar proceso de suposición del error, dando cada
módulo su respuesta en forma de candidatos propuestos para corregir dicho
token. El proceso subyacente específico varía dependiendo del analizador, cada
uno especializándose en algún fenómeno de error en particular y haciendo uso
de cualquier tipo de recurso externo para realizar esta labor. Cada módulo
analizador provee algún tipo de mecanismo para generar puntuaciones básicas
sobre los candidatos, indicando el grado de confianza otorgado por el analizador
para cada corrección propuesta.
La arquitectura modular permite tener un número arbitrario de analizadores
distintos, otorgando total flexibilidad a la hora de diseñar el sistema en cuestión
para cualquier contexto. Para esta obra en cuestión, se han implementado los
siguientes módulos analizadores:
El módulo Edit distance (distancia de edición) tiene un funcionamiento muy
similar al esquema de sugerencias basado en distancias de edición, una técnica
muy utilizada en la mayoría de los correctores ortográficos, aunque una de las
mayores diferencias es que está diseñado para tener en cuenta múltiples léxicos
y vocabularios en lugar de uno solo. Este módulo es el más general del sistema,
abordando los fenómenos de error más comunes, siendo el analizador que trata
los errores ortográficos comunes (ORT) mucho mejor que ningún otro módulo
implementado. La distancia entre cadenas de caracteres utilizada es la distancia
Damerau-Levenshtein (Damerau, 1964; Levenshtein, 1966) la cual, dadas dos
cadenas cualesquiera, expresa el número de operaciones léxicas de caracteres
(inserción, eliminación, substitución o transposición adyacente) que transfor-
maría una cadena en la otra. Por ejemplo, la distancia Damerau-Levenshtein
entre las palabras puerta y perro es 3: una operación de eliminación y dos ope-
raciones de substitución. Para la implementación del módulo se basa en el uso
varios léxicos y autómatas de Levenshtein autómata (Schulz and Mihov, 2002).
Los valores de confianza asignados a los candidatos generados se encuentran en
el intervalo [1, 3], siendo el valor de confianza inversamente proporcional a la
distancia entre el candidato propuesto y el OOV; la idea es que un candidato es
menos probable cuanto más mayor es su distancia respecto al OOV.
El módulo analizador Tranformation rules (reglas de transformación) con-
tiene una colección de reglas creadas manualmente por un experto. Estas reglas
tienen como objetivo inyectar directamente conocimiento “humano experto” al
sistema y cada una representa un tipo de error “bien definido”. Usando estas
reglas, el módulo genera un conjunto de candidatos mediante la aplicación de
reglas cuyo patrón coincide con el token OOV, realizando una transformación
léxica sobre el token original de acuerdo a cada regla coincidente y generando
de esta forma un candidato de corrección. Es técnicamente posible generar más
de un candidato debido a múltiples coincidencias de patrón, pero la cantidad
de casos normalmente se limita a unos pocos. Estas reglas están diseñadas para
abordar fenómenos que el módulo de distancia de edición no es capaz de tratar
correctamente tales como la Repetición de caracteres o el Lenguaje móvil. El
proceso de creación de reglas se describe en profundidad en la sección 3.5 y la
tabla 3.3 muestra algunos ejemplos de regla, usando el lenguaje de expresiones
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regulares de Python1. Este módulo siempre asigna un valor máximo de confianza
3 para los candidatos generados.
Patrón Tr. Léxica Ejemplos Fenómeno
ˆ[ck]n$ con kn → con LenguajeMóvilcn → con
x([aeiouáéíóú]) ch\1 xaval → chaval LenguajeMóvilcoxe → coche
((\w)(\w))\1+(\2|\3)? \g<1> sisisisi → si Repeticióncaracteresnonono → no
ˆt[qk]m+$ te quieromucho
tkm → te quiero mucho Lenguaje
Móviltqm → te quiero mucho
Cuadro 3.3: Extracto de las reglas de transformación usadas en el sistema
El módulo de detección Foreign language (lenguaje foráneo) es el encargado
de identificar si el token OOV en cuestión pertenece a un lenguaje distinto
del español y si el módulo detecta que ese token pertenece a otro lenguaje, se
marca dicho token como termino foráneo. Merece la pena recalcar que el módulo
no propone ningún tipo de candidato de corrección; términos que pertenecen a
otros lenguajes deben ser marcados como tales pero no corregidos. El analizador
utiliza un módulo de detección de lenguaje basado en trigramas implementado
en Python 3 (Phi-Long, 2012) como motor de detección subyacente. Los valores
de confianza asignados a los candidatos generados se hayan comprendidos en el
intervalo [1, 3] y el valor es directamente proporcional al valor de confianza
proporcionado por el estimador del motor de detección subyacente.
El módulo de detección de ASCII Art (arte ASCII) intenta identificar si
un token OOV es algun tipo de arte ASCII, un emoticono no registrado o una
variante de uno ya conocido. Funciona mediante la mezcla de varias expresiones
regulares cuidadosamente generadas y una lista de emoticonos comunes. Este
módulo se comporta de forma similar al módulo de detección de lenguaje foráneo
en el sentido que sólo marca los tokens. Este módulo siempre asigna el valor
máximo de confianza 3 para los candidatos generados.
Después de que los candidatos sean propuestos por los analizadores, el mó-
dulo de generación de candidatos realiza un paso de filtrado y validación, con
la intención de eliminar candidatos incorrectos y/o duplicados, todo ello acorde
a un conjunto de reglas de validación y recursos lingüísticos.
Recapitulando, la etapa de generación de candidatos funciona de la siguiente
manera:
1. Dado un token OOV, el módulo encargado del proceso general de genera-
ción de candidatos envía dicho token a los módulos analizadores.
2. Cada módulo analizador puede o no proponer uno o más candidatos como
posibles correcciones para dicho token OOV.
3. El módulo del proceso general de generación de candidatos filtra y valida
los candidatos propuestos por los módulos analizadores.
1Ver la documentación oficial The Python 3 Standard Library, módulo re, accesible desde
https://docs.python.org/3/library/re.html
44 CAPÍTULO 3. NORMALIZACIÓN DE TWEETS
4. El conjunto de candidatos resultante es enviado a la siguiente etapa de la
cadena de procesado.
3.4.3. Selección del candidato y resumen del proceso com-
pleto
Esta es la etapa final de la cadena de procesado donde, para cada token
OOV, se elige la mejor corrección posible entre los candidatos propuestos.
Para poder elegir el mejor candidato, se asigna un valor numérico a ca-
da usando el módulo Candidate Scorer (puntuador de candidatos), generando
puntuaciones mediante la normalización de los valores de confianza asignados a
los candidatos. Después de esto, el módulo Candidate Selector (selector de can-
didatos) ordena la lista de candidatos por puntuación y elige el mejor, utilizando
varios criterios en cascada para resolver empates:
1. Puntuación: Se elige el candidato con la mejor puntuación y en caso de
empate se recurre al siguiente criterio.
2. Frecuencia dentro del corpus: Se elige el candidato cuya frecuencia de
aparición dentro del corpus generado a partir del dataset. La mayoría de
casos se resuelven en este criterio, pero si existen uno o mas candidatos
con la misma frecuencia de aparición, se recurre al último criterio.
3. Frecuencia del fenómeno de errro asociado: Se elige el candidato cuyo
fenómeno de error asociado sea el más frecuente. En el muy raro caso de
que dos términos distintos de igual puntuación, tengan misma frecuencia
dentro del corpus y resuelvan el mismo fenómeno, se escoge uno cualquiera.
El flujo de trabajo del sistema completo puede ser resumido tal y como sigue:
el sistema genera un flujo de tokens a partir de un tweet usando el módulo de
preprocesado. Para cada token, se determina si es un token OOV o no usando
el módulo de detección. Si el token es un token IV, no se realiza procesamiento
posterior alguno debido a que ya se considera una forma válida. De lo contrario,
si el token es un token OOV, el modulo de generación de candidatos crea una
lista tentativa de candidatos mediante el uso de los analizadores previamente
descritos. Como paso final, el módulo selector de candidatos elige el mejor can-
didato para la corrección del token usando las puntuaciones que le proporciona
el módulo puntuador de candidatos.
La tabla 3.4 muestra algunos ejemplos de salida del sistema, mostrando la
corrección final propuesta por el sistema para cada uno de los tweets de entrada
de ejemplo. Por motivos de claridad, sólo se muestra el texto final resultante,
omitiendo toda información respecto a los tokens y a los candidatos.
3.5. Recursos utilizados
Tal y como se ha mencionado anteriormente, para realizar el proceso de
evaluación del sistema propuesto se ha considerado el evento Euro2012 como
escenario de normalización. A lo largo de esta sección se describen el proceso y
el coste de generación para cada uno de los recursos utilizados por el sistema
para abordar el evento en cuestión.
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Tweet original Corrección propuesta
RT @axestrella7: fds estupendo:
Partidzo d España con mi amr.
tqmmmmmm :)
RT @axestrella7: Fin de semana
estupendo: partidazo de España con
mi amor. Te quiero mucho :)
iiiiiiiker iiiiiker iiiiiiiker!!!! q crack
*.* #VamosEspaña
Íker Íker Íker! Qué crack *.*
#VamosEspaña
@SergioRamos ers un crack
menudopenalty mas bien tirado
demostrando q lo de la otra vez solo
fue mala suerte
@SergioRamos eres un crack
menudo penalty mas bien tirado
demostrando que lo de la otra vez
sólo fue mala suerte
Cuadro 3.4: Ejemplos de salida del sistema propuesto
Previo al proceso de generación de recursos, se realizó un análisis sobre los
textos para determinar el vocabulario utilizado en los mismos. Los resultados
obtenidos inducen a la idea de que el vocabulario total puede dividirse en diferen-
tes categorías conceptuales independientes entre sí y cada una de ellas dedicada
a abordar un aspecto diferente del léxico usado en los textos.
Los resultados llevan a identificar tres grandes categorías conceptuales: Lan-
guage (lenguaje), Genre (género) and Domain (dominio). Los términos que
pertenecen a la categoría Language (Lang de forma abreviada) son aquellos
que pertenecen, en un sentido general y amplio, al lenguaje español, no siendo
asociados a ningún contexto específico, medio de comunicaciones o dominio en
particular. Las formas aceptadas que son usadas con mas frecuencia caen dentro
de esta categoría. La categoría Genre está compuesta por términos cuyo uso es-
tá típicamente confinado al contexto de Twitter e Internet, siendo normalmente
terminología específica o expresiones muy utilizadas por los usuarios de estos
medios. La categoría Domain está compuesta por elementos comunes del do-
mino en cuestión: entidades, términos futbolísticos y otros términos referentes
al evento Euro2012 tales como nombres de jugadores, equipos o estadios donde
se celebran los partidos.
Como resultado directo de esta categorización conceptual, se han generado
y utilizado varios léxicos especializados para las diferentes etapas de detección y
análisis en el sistema propuesto. Teniendo en cuenta las categorías observadas,
cada léxico se genera independientemente del resto y enfocándose en cubrir un
aspecto específico, mejorando la flexibilidad y la facilidad de adaptación a otros
contextos distintos que difieran en género y/o dominio. Todos estos recursos
léxicos se componen de texto sin formato y cada línea es una entrada distinta.
Acorde con los experimentos realizados, el sistema puede ser configurado
desde cero para un nuevo escenario (combinación de lenguaje, género y dominio)
mediante la inversión de aproximadamente 20 horas de esfuerzo manual. Una
vez que este trabajo inicial se ha realizado, adaptar el sistema para otro domino
distinto (cualquier dominio no relacionado con fútbol y el evento Euro2012 ) sólo
requiere de generar el nuevo recurso del dominio en cuestión.
La cantidad específica de tiempo requerida para generar este nuevo domino
es muy dependiente del domino en cuestión. En algunos casos, como cabe es-
perar, este esfuerzo puede reducirse si se adaptan recursos ya existentes o si
se hace uso de procedimientos automáticos para acelerar la tarea de construc-
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ción del recurso. En términos generales, en el campo del NLP, es normal el uso
de estos métodos automáticos para generar recursos, reduciendo enormemente
los tiempos requeridos. Como contrapartida, es común el realizar un proceso
de validación y refinamiento manual sobre los léxicos generados con técnicas
automáticas, pues estas técnicas suelen introducir algo de ruido en el recurso
generado.
Léxico Entradas Descripción
Lang 1250796 Formas comunes del lenguaje Español. Basado en
los diccionarios del LibreOffice.
Genre 60 Formas comunes relacionadas con Twitter e
Internet. Generado manualmente.
Domain 2710 Términos relacionados con fútbol y el evento
Euro2012. Generado manualmente.
Emoticons 320 Emoticonos de uso común. Generado manualmente.
Cuadro 3.5: Léxicos usados por el sistema propuesto
La tabla 3.5 muestra las estadísticas generales de todos los léxicos generados
y utilizados. La generación de los léxicos fue realizada con, relativamente, poco
esfuerzo y costes asociados. A continuación se detalla los procesos y costes de
la generación de léxicos:
Lang: Los diccionarios de español de LibreOffice (y OpenOffice) están en
el formato de la herramienta Hunspell. Por ello, fue necesario utilizar las
herramientas munch/unmunch (provistas por el propio paquete Hunspell)
para extraer todas las formas, aplicando transformaciones morfológicas
durante el todo el proceso. Este proceso automático tardó unos 90 minutos.
Genre: Este léxico de tamaño reducido fue generado a mano y contiene las
formas más usadas que están relacionadas con Twitter (incluyendo algunos
préstamos lingüísticos y palabras inglesas). Se tardó unos 75 minutos en
hacer el léxico.
Domain: Este léxico de tamaño moderado fue generado mediante la agre-
gación de varias listas recuperadas automáticamente de fuentes deportivas
especializadas (jugadores, equipos, países y localizaciones) a una lista de
entidades y términos futbolísticos comunes. Llevó unas 4 horas realizar los
procesos necesarios para generar el léxico: recuperación de las listas, pre-
procesado necesario de las listas y generación de los términos futbolísticos
comunes.
Emoticons: Este léxico de reducido tamaño fue generado a través de va-
rias listas de emoticonos bien conocidos, siendo la más extensa de estas
listas la extraida de la Wikipedia2. Este proceso requirió de unos 60 mi-
nutos, debido a que fue necesario un proceso de revisión manual sobre
todos los emoticonos incluidos. Aunque conceptualmente hablando, los
emoticonos pertenecen a la categoría de Genre (género), se generaron y
mantuvieron independientemente por motivos de simplicidad.
2http://en.wikipedia.org/wiki/List_of_emoticons
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Para el módulo de reglas de transformación léxicas, se ha generado manual-
mente un conjunto de 71 reglas. A pesar de que el proceso fue significativamente
más lento que el de la generación de léxicos, sólo se necesitó de 15 horas para
componer y refinar el conjunto final de reglas, siendo un coste relativamente bajo
para reglas hechas a medida que abordan diversos fenómenos de error variados
entre sí. Como dato adicional, el conjunto de reglas está únicamente vinculado
al lenguaje en cuestión, por lo que puede ser usado para otros dominios y/o
géneros.
El módulo detector de lenguaje foráneo utiliza un modelo de lenguaje de
trigramas de caracteres como estrategia principal y utiliza información de dic-
cionarios adicionales como estrategia de respaldo para el caso de que no haya
datos suficientes en el tweet para estimar su lenguaje eficazmente.
3.6. Evaluación del sistema
En esta sección se realiza la evaluación del sistema propuesto, midiendo el
rendimiento del mismo bajo diferentes perspectivas:modulo, fenómeno y eta-
pa selección de candidato. Se definen varias medidas de rendimiento, cada una
diseñada para evaluar un aspecto relevante en concreto de la cadena de proce-
samiento. Estas medidas se describen y formalizan en el siguiente apartado (ver
3.6.1). La muestra anotada del dataset usada durante este proceso de evaluación
es la misma que la descrita previamente en el apartado 3.3.
3.6.1. Medidas de rendimiento
Como se ha mencionado previamente, para poder medir correctamente el
rendimiento del sistema se proponen diversas medidas específicamente diseña-
das para evaluar diferentes aspectos del sistema. Se describe cada métrica a
continuación:
Candidate Coverage o cobertura de candidatos: mide cuántas veces un
término OOV ha sido cubierto por el sistema, existiendo la corrección
apropiada dentro del conjunto de candidatos propuesto. En esencia, mide
la capacidad del sistema para generar soluciones correctas, aunque no sean
necesariamente elegidas como corrección definitiva.
Selection Precision o precisión de selección: mide cuántas veces el candi-
dato correcto ha sido correctamente elegido del conjunto de candidatos
propuesto, siempre y cuando el candidato correcto se halle dentro del con-
junto de candidatos propuesto. Mide cómo de exacta y precisa es la etapa
de selección de candidatos.
Accuracy o exactitud: mide cuántas veces un token OOV ha sido correc-
tamente abordado, significando que el sistema genera y elige la correcta
corrección para ese término OOV. Esta medida está directamente rela-
cionada con la métrica accuracy encontrada en el campo de Information
Retrieval y mide cómo de bien el sistema realmente corrige satisfactoria-
mente los términos OOV encontrados.
Además de la explicación de las métricas propuestas, se provee una formali-
zación para ellas tal y como sigue:
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Definición 3.1 Dada las siguientes provisiones:
Sea Tdataset el conjunto de todos los tweets pertenecientes al dataset de
evaluación.
sea OOVt el conjunto de los términos OOV detectados en el tweet t ∈
Tdataset.
Sea Ctoov el conjunto de candidatos generados por el sistema para un token
OOV oov ∈ OOVt detectado en el tweet t ∈ Tdataset.
Sea corrtoov la corrección etiquetada para el token oov ∈ OOVt detectado
en t ∈ Tdataset.
Sea cseltoov el candidato seleccionado por el sistema del conjunto Ctoov.
Las medidas para analizar el rendimiento del sistema son las que siguen:
Candidate Coverage =
∑
t∈Tdataset | {corrtoov : corrtoov ∈ Ctoov, oov ∈ OOVt} |∑
t∈Tdataset | {oov : oov ∈ OOVt} |
Selection Precision =
∑
t∈Tdataset | {cseltoov : cseltoov = corrtoov, cseltoov ∈ Ctoov, oov ∈ OOVt} |∑
t∈Tdataset | {corrtoov : corrtoov ∈ Ctoov, oov ∈ OOVt} |
Accuracy =
∑
t∈Tdataset | {cseltoov : cseltoov = corrtoov, cseltoov ∈ Ctoov, oov ∈ OOVt} |∑
t∈Tdataset | {oov : oov ∈ OOVt} |
3.6.2. Evaluación del sistema respecto a los módulos
En este apartado se muestra el rendimiento del sistema con diferentes mó-
dulos activados incrementalmente, observando cómo se comporta el mismo a
medida que se van añadiendo módulos uno a uno. Además, se analiza la contri-
bución individual de cada módulo al rendimiento general del sistema.
La figura 3.7 y la tabla 3.6 muestran los valores de rendimiento del sistema
de normalización respecto al dataset de evaluación. Se observa que la medida
accuracy mejora significativamente a medida que se van activando más módulos,
apreciándose un incrementando del número total de candidatos generados por
término OOV.
Este aumento de rendimiento se debe principalmente al rol que tienen los
módulos sobre generación de candidatos. Cada módulo contribuye independien-
temente con sus proposiciones de corrección, incrementando el número de can-
didatos diferentes a ser considerados en cada conjunto de candidatos y por ello,
teniendo un gran impacto sobre la cobertura del sistema (candidate coverage).
Conjuntos de candidatos mayores, sobre todo si los candidatos provienen de
diferentes módulos, tienden a contener la corrección correcta debido a que cada
candidato ha sido generado para resolver un fenómeno de error en particular,
abordando una mayor casuística. Este aumento de la cobertura al activar más
módulos, tiene como contrapartida la introducción de ruido adicional y mayores
requisitos computacionales.








Lang (referencia) 43,01 48,07 % 65,92 % 31,68 %
Lang, Genre + Domain
(GD)




94,21 70,48 % 90,13 % 63,52 %
Lang, GD, TR, ASCII
Art & Emoticons
(ASCII)
94,91 83,62 % 91,68% 76,66 %
Full System (Lang, GD,
TR, ASCII, Foreign
language)
95,22 91,65% 88,20 % 80,83%
Cuadro 3.6: Rendimiento del sistema con diferentes módulos activados incre-
mentalmente
Figura 3.7: Rendimiento del sistema con diferentes módulos activados
La tabla 3.7 muestra cómo los distintos módulos contribuyen a generar el
candidato correcto respecto a cada tipo de fenómeno de error. Hay que tener
en cuenta que varios módulos pueden proponer al mismo candidato de forma
independiente (causando solapamiento) y algunos fenómenos se logran cubrir
completamente, dando a lugar que la suma de las columnas no tiene por que ser
100 %.
Merece la pena destacar que se ha usado un umbral de distancia máxima
k ≤ 2 para el módulo de distancia de edición, generando así candidatos que sólo
estén a distancia 2 como máximo, debido a que la mayoría de los candidatos
correctos se encuentran a esa distancia. Aunque es cierto que seleccionando un
umbral k mayor se incluyen más candidatos, la mayoría de estos candidatos
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Módulos ASC HOMO ONO ORT FT REP TXT
Edit
distance
00,00 % 92,11% 06,38 % 86,31% 00,00 % 57,98 % 15,79 %
Transform
rules
00,00 % 92,11% 63,38% 56,65 % 00,00 % 99,16% 53,95%
ASCII
Art
94,44% 00,00 % 00,00 % 00,00 % 00,00 % 00,00 % 00,00 %
Foreign
language
00,00 % 00,00 % 00,00 % 00,00 % 100,00%00,00 % 00,00 %
Estrategia
defecto
05,56 % 00,00 % 34,04 % 00,00 % 00,00 % 00,00 % 00,00 %
Cuadro 3.7: Contribución de los módulos a la generación del candidato correcto
respecto a cada fenómeno de error
adicionales no suelen ser soluciones válidas, teniendo valores de confianza bajos
y no siendo seleccionados.
3.6.3. Rendimiento del sistema respecto a los fenómenos
de error
En este apartado se analizan los diferentes valores de rendimiento del sistema
con todos los módulos activados (full system) respecto a cada uno de los tipos de
fenómenos de error subyacentes. No todos los tipos de fenómenos son igualmente
difíciles de resolver y en esta sección se analiza esta situación, proporcionando
una explicación sobre el comportamiento de cada fenómeno y las peculiaridades






ASC 92,22 % 100,00 % 92,22 %
HOMO 100,00 % 92,11 % 92,11 %
ONO 78,72 % 100,00 % 78,72 %
ORT 85,90 % 86,31 % 74,14 %
FT 62,96 % 100,00 % 62,96 %
REP 99,15 % 99,16 % 98,32 %
TXT 79,59 % 64,47 % 51,32 %
Cuadro 3.8: Rendimiento del sistema completo respecto a diferentes fenómenos
de error
El sistema completo rinde de forma distinta dependiendo del fenómeno de
error subyacente al que se enfrenta en cada término OOV, siendo algunos fenó-
menos más fáciles de normalizar que otros. La tabla 3.8 y la figura 3.8 detallan
el rendimiento del sistema al completo (todos los módulos activados) respecto
a cada fenómeno de error.
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Figura 3.8: Rendimiento del sistema completo respecto a diferentes fenómenos
de error
Algunos fenómenos de error como ASC, HOMO y REP son mas sencillos de tra-
tar debido a que son fenómenos mejor comprendidos y definibles y, por ello,
abordados con mucha efectividad. Otros fenómenos como ONO y ORT, también
son fenómenos bien comprendidos pero son más difíciles de normalizar debi-
do a factores como una menor cobertura por parte de los módulos y que son
fenómenos fácilmente confundibles con otros.
El fenómeno FT obtiene peores resultados de rendimiento debido a que es
fácilmente confundible con el fenómeno ORT. Es común encontrar que los usuarios
substituyen palabras españolas por términos “equivalentes” de otros lenguajes y
algunas veces estos términos son muy similares a términos válidos en español.
Esto conlleva a un alto grado de confusión entre los fenómenos FT y ORT que
resulta en una baja precisión en la etapa de selección de candidatos.
El fenómeno TXT es el que obtiene el rendimiento mas bajo. Es difícil de
abordar correctamente, pues nuevos acrónimos de carácter específico son gene-
rados constantemente y para cada término válido del lenguaje existen varias
variantes abreviadas tipo SMS.
3.6.4. Capacidad de adaptación del sistema
En este apartado se evalúa la flexibilidad del sistema al adaptarse éste a un
nuevo dominio radicalmente distinto al usado en la configuración inicial, reali-
zando los experimentos sobre un corpus perteneciente a un dominio diferente.
Por consiguiente, se ha obtenido otro dataset sobre un tema de diferente
naturaleza: tweets escritos en español durante la presentación del borrador final
con las modificaciones a la ley que regula el aborto en España, conocida colo-
quialmente como ley del aborto. El periodo en cuestión abarca desde el 20 de
Diciembre del 2013 hasta el 23 de Diciembre del 2013. La reforma propuesta
causó un gran impacto sobre la población española y los partidos políticos ma-
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yoritarios se posicionaron activamente respecto a la propuesta. El proceso de
generación del dataset del aborto fue el mismo que el usado en para el dataset
Euro2012 : el método de recuperación dinámica descrito en Cotelo et al. (2014).
Dado que el lenguaje y la plataforma permanecen siendo iguales, normalizar
los tweets de este dataset sólo requirió de la generación de un nuevo recurso
de dominio (Domain), reutilizando directamente los recursos y parámetros del
experimento sobre el dataset Euro2012. Este nuevo recurso de dominio contiene
los nombre de los políticos y ministros relevantes, términos específicos sobre el
tema del aborto y otros términos directamente relacionados con el sistema legis-
lativo español. Componer este recurso sólo costó una hora de esfuerzo manual,
siendo un coste de adaptación muy bajo.
Se procedió de manera muy similar a la hora de generar el dataset de eva-
luación: se obtuvo una muestra estadísticamente significativa del dataset aborto
(α = 0,05, error = 1 %), cuyos tweets pertenecientes a la muestra debían tener
al menos un término identificado como OOV. Este dataset de evaluación fue






ASC 76,67 % 100,00 % 76,67 %
HOMO 95,45 % 95,65 % 91,30 %
ORT 87,50 % 87,13 % 76,24 %
REP 100,00 % 100,00 % 100,00 %
TXT 96,63 % 94,98 % 86,96 %
Total 94,40 % 91,81 % 82,71 %
Cuadro 3.9: Rendimiento del sistema sobre el dataset de evaluación del aborto.
La tabla 3.9 muestra el rendimiento obtenido por el sistema (incluyendo
un desglose por fenómeno) al configurarse para abordar un nuevo dominio. El
rendimiento global obtenido por el sistema se encuentra dentro del mismo rango
de valores obtenido por el experimento anterior, sólo existiendo una ligera mejora
de rendimiento (+1,88 %) respecto al otro experimento. Esta diferencia puede
ser atribuida a que la calidad de los tweets en el dataset aborto es mayor y que
los fenómenos de error encontrados son ligeramente más fáciles de resolver.
Se concluye que con un mínimo esfuerzo manual adicional (alrededor de 1
hora) para generar el recurso adicional, el sistema propuesto se adapta muy
satisfactoriamente al nuevo dominio.
3.6.5. Ajustando la etapa de selección de candidatos
En este apartado se realiza un análisis sobre la etapa de selección de candi-
datos de la cadena de procesado, el cual sienta la bases para una modificación
de la actual etapa de selección. Esta modificación consiste en la inclusión de una
sub-etapa de clasificación a posteriori que permite un refinado aún mayor de la
etapa de selección de candidatos. Este refinamiento conlleva a un significante
número de mejoras de rendimiento.
La etapa de selección de candidatos, como se ha visto previamente en la
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sección 3.4, es directa y sencilla: consiste en generar un ranking sobre los can-
didatos usando los valores de confianza provistos por los módulos analizadores
y seleccionar el candidato que mejor puntuación obtenga. El objetivo final de
este paso es la correcta elección del candidato, siendo este la corrección correcta
para el término OOV dado.
Figura 3.9: Distribución de la posición de ranking del candidato correcto
El rendimiento general de la etapa de selección de candidatos se estima me-
diante la medida Selection Precision definida con anterioridad en la sección de
evaluación. Teniendo en cuenta la actual etapa de selección de candidatos, la
medida simplemente cuenta el número de candidatos correctos que han sido
colocados como primeros dentro del ranking. La figura 3.9 muestra la distribu-
ción de las posiciones donde el candidato correcto ha sido colocado dentro del
ranking por el módulo de selección de candidatos.
Es fácil observar que ésta distribución se asemeja a una distribución ley de
potencias o power-law : la mayoría de los candidatos correctos se encuentran
entre las primeras posiciones del ranking seguidos de una cola larga. Como
consecuencia de este tipo de distribuciones, teniendo en cuenta sólo los primeros
n = 5 posiciones del ranking, más del 95 % de los candidatos correctos son
cubiertos.




Posición p ∈ [1, 3] 93,60 % 85,78 %
Posición p ∈ [1, 5] 95,28 % 87,33 %
Todos 100,00 % 91,65 %
Cuadro 3.10: Rendimiento maximal teórico para un proceso de candidato de
selección perfecto
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La tabla 3.10 muestra los valores maximales de rendimiento teóricamente
alcanzables si el proceso de selección de candidatos fuera totalmente perfecto.
Observando los valores, se infiere que al incluir un hipotético proceso que ge-
nere un reranking preciso sobre las primeras posiciones del ranking original, se
aumentaría el rendimiento total del sistema.
Figura 3.10: Inclusión de la etapa de clasificación a posteriori a la etapa de
selección del sistema propuesto
Teniendo en cuenta estos resultados, se propone una variante del proceso
de selección de candidatos original que consiste en incluir un proceso auxiliar
basado en clasificadores. Esta extensión ajusta y afina el proceso de selección,
sugiriendo rerankings de los primeros n elementos del ranking basado en pun-
tuaciones original. La figura 3.10 muestra cómo la extensión se incluiría dentro
del proceso de selección original, modificando la arquitectura del sistema.
Para el proceso clasificador de la extension, se ha elegido un clasificador
Random Forest. Este clasificador consiste en un meta-estimador que entrena in-
dependientemente un número finito de árboles de decisión sobre subconjuntos de
los datos de entrenamiento, suavizando los resultados, mejorando la capacidad
predictiva y reduciendo el sobreajuste.
Esta etapa de clasificación a posteriori intenta maximizar el rendimiento
del proceso de selección de candidatos del sistema, aumentando los resultados
de la medida Selection Precision. Si nos basamos en los datos experimentales
discutidos anteriormente, se observa que es más que adecuado el considerar sólo
los n = 5 primeros candidatos para este proceso.
La tabla 3.11 y la figura 3.11 muestran el rendimiento del sistema con la
extensión propuesta. Se ha utilizado un esquema de validación cruzada con k =
10 durante el proceso de evaluación del clasificador para evitar el sobreajuste.
Al introducir esta extensión en la etapa de selección, se observa un incremento
significativo en el rendimiento total del sistema, debido a que esta extensión
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Lang, GD, Transformation Rules
(TR)
70,48 % 90,13 % 63,52 %
Todos (Full system) 91,65 % 88,20 % 80,83 %
Todos + Clasificador 91,65 % 89,21 % 81,76 %
Todos + Clasificador + Reducción
Características
91,65% 90,39% 82,84%
Cuadro 3.11: Comparativa de rendimiento incluyendo la extensión propuesta
realmente refina el ranking propuesto inicialmente por el módulo.
Si se realiza un proceso automático de reducción de características, el sistema
consigue un incremento de rendimiento en la selección de candidato del 88,20 %
al 90,39 %, que resulta en una mejora total del sistema pasando del 80,83 % al
82,84 %. Esta mejora es bastante significativa; es muy difícil superar la barrera
del 90 % en la medida de Selection Precision debido a la dificultad de la tarea
en sí a estos niveles de rendimiento.
3.7. Conclusiones y trabajo futuro
A lo largo de este capítulo se ha presentado una novedosa aproximación
modular basada en recursos para abordar la tarea de la normalización léxica de
tweets. La principal idea detrás de esta aproximación consiste en que el sistema
diseñado en cuestión se comporte como un “grupo de expertos”, logrando un
sistema más tolerante con los errores difíciles y más sencillo de ampliar que las
aproximaciones encontradas comúnmente en la literatura, las cuales recurren a
sólo una técnica específica para resolver el problema.
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El sistema propuesto en cuestión posee una arquitectura extensible compues-
ta por módulos independientes, cada uno de ellos enfocado a una tarea específica
o un fenómeno de error en concreto. Esta capacidad de especialización permite
rebajar lo costes para hacer cualquier módulo a la vez que se incrementa la efi-
cacia del sistema. Además, expandir el sistema para abordar otros fenómenos de
error distintos sólo requiere la adición de módulos específicamente construidos
para resolver dicho fenómeno.
Esta combinación de arquitectura modular y de recursos de carácter ligero
hace que esta aproximación sea muy fácil de adaptar a otros dominios, géneros
u otros escenarios a muy bajo coste de implementación adicional. Una vez que
el sistema está implementado para algún lenguaje en concreto, los costes de
adaptación son muy reducidos; en nuestro caso, una vez creado los recursos de
lenguaje, sólo costó 4 horas de trabajo manual generar los recursos para que
abordara el género y el dominio en cuestión.
Se ha mostrado que al aumentar el número de módulos de análisis especiali-
zados en el sistema, este experimenta un incremento global sobre el rendimiento
a expensas de introducir algo de ruido, causando que la etapa de selección de
candidatos sea ligeramente más difícil. Para paliar este efecto, se propone una
mejora sobre la etapa de selección de candidatos original consistente en la intro-
ducción de un clasificador automático para realizar un ajuste sobre los rankings
obtenidos. Los resultados muestran que el uso de este proceso de clasificación a
posteriori incrementa significativamente el rendimiento del sistema debido a un
aumento de la precisión en la etapa de selección.
Considerando la mejora mencionada, el rendimiento total del sistema es bas-
tante significativo: obtiene más de del 82 % de accuracy comparado con el 31 %
obtenido por el baseline.
El sistema propuesto también posee ciertas desventajas. Tal y como se ha
mencionado previamente, aumentar el número de módulos que participan en el
sistema “pseudo-democratico” de generación de candidatos conlleva un aumento
de ruido y dificulta el proceso de decisión. Aunque este ruido inducido es inhe-
rente a este tipo de esquema de funcionamiento e impone una vaga cota superior
sobre el rendimiento del sistema, los módulos pueden ser diseñados para reducir
el solapamiento en la medida de lo posible, generando menos ruido y causando
una menor confusión.
Como en toda aproximación léxica, un factor importante a tener en cuenta es
el correcto diseño e implementación de la etapa de preprocesado. El procesado,
tokenización y detección de OOV son actividades vitales que deben hacerse lo
mejor posible para el correcto funcionamiento del sistema; todo el resto del
sistema depende de la fase de preprocesado y detección.
El sistema puede ser mejorado en varias direcciones. Actualmente se utilizan
expresiones regulares para tokenizar y tratar los textos de los tweets. Incluir
un módulo segmentador en la etapa de preprocesado resultaría en una mejor
tokenización y, por ende, en una posible mejora del sistema.
Cada token OOV se aborda y analiza a nivel léxico de forma independiente,
no teniendo en cuenta el resto del tweet. Tanto la generación y la selección
de candidatos podría beneficiarse mucho si dispusieran de cierta información
contextual, permitiendo el descarte automático de candidatos que no serían
factibles debido a restricciones de carácter morfosintáctico.
Otra dirección de investigación interesante consiste en mejorar el sistema de
puntuación de candidatos y utilizar mejores métodos de selección. En lugar de
3.7. CONCLUSIONES Y TRABAJO FUTURO 57
usar heurísticas ad-hoc para generar valores de confianza, los módulos podrían
hacer uso de métodos de aprendizaje automático para establecer estos valores




textual y estructural aplicada
a la categorización
automática de tweets
En este capítulo se explora la tarea de categorización de tweets, abordando
específicamente la determinación de la opinión política de los usuarios dentro
de su contexto político. Para ello, en lugar de confiar únicamente en el análisis
del contenido textual de los tweets, tal y como lo hacen la mayoría de trabajos
existentes, se extrae conocimiento complementario de la topología de la red
social y se realiza un análisis de la información estructural provista por las
relaciones entre tweets y usuarios.
A lo largo del capítulo se realiza una discusión sobre el análisis de ambos tipos
de contenido (textual y estructural), aplicando diferentes aproximaciones para
obtener diferentes modelos y realizando una evaluación sobre ellos. También
se discute la idea de integrar información de ambos aspectos de los tweets,
combinando modelos provenientes de diferentes tipos de conocimiento mediante
varios métodos. Después de la evaluación de estos métodos de combinación, en la
cual se obtienen buenos resultados, se realiza una discusión sobre las principales
ventajas e inconvenientes a tener en cuenta.
4.1. Introducción
Categorizar mensajes de Twitter es una tarea interesante y valiosa. Como
ya hemos comentado, en este capítulo se aborda la categorización de tweets,
enfocada específicamente a la determinación de la opinión política de los tweets
escritos dentro de un contexto político en particular. Una colección de tweets
no solo contiene información textual, sino que también ofrece cierta información
estructural debido a la relaciones existentes entre mensajes y usuarios, formando
una red implícita.
A lo largo de este capítulo se discute el análisis de ambos tipos de contenido,
se aplican diferentes propuestas a cada tipo de contenido para generar modelos
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de características y se proponen varios métodos para combinar con éxito modelos
de características provenientes de diferentes tipos de información en el proceso
de clasificación.
En esta memoria de tesis se explora la tarea de categorización de tweets,
la abordando determinación de la opinión política, específicamente dentro del
contexto político español.
Extraer conocimiento del contenido estructural de los tweet y generar un
modelo de características válido no ha resultado trivial. En este caso, requirió
de la generación de una representación basada en grafos e inferir las comuni-
dades emergentes dentro de él para generar un modelo de características los
suficientemente expresivo.
La combinación de modelos extraídos provenientes de diferentes tipos de
conocimiento (en este caso, modelos textuales con modelos estructurales) resultó
ser bastante satisfactorio, obteniendo buenos resultados pero entrañando una
serie de dificultades debido a que dichos modelos eran de naturaleza diferente.
Para ello, se desarrolló una estrategia de combinación de Ensemble Learning
que se llama Multiple Pipeline Stacked Generalization, diseñada específicamente
para aprovecharse de la mezcla de modelos diferentes.
Este capítulo está estructurado de la siguiente manera: En la sección 4.2
(Trabajos relacionados) se realiza una revisión del estado del arte actual rela-
cionado con la temática del capítulo y se analizan algunos trabajos de mayor
interés.
En la sección 4.3 (Definición de la tarea), se define específicamente la tarea
abordada en este trabajo y se realiza una caracterización del dataset en cuestión,
describiéndose como se ha generado y las peculiaridades que posee.
En la sección 4.4 (Extracción de conocimiento a partir del contenido tex-
tual), se aborda la extracción de conocimiento del contenido textual explícito
de los tweets, estudiando la aplicación de modelos tales como el Bag-of-Words
(BoW) y su problemática, proponiendo un proceso de selección automática de
características para una mejora en el rendimiento ofrecido por este modelo.
En la sección 4.5 (Extracción de conocimiento a partir del contenido es-
tructural) se diserta sobre cómo extraer conocimiento útil sobre el información
estructural de los tweets, explotando características topológicas de la subyacente
red formada por los usuarios y los mensajes. Para ello, se realiza una aproxima-
ción de carácter topológico consistente en generar un grafo de amistad bipartito
basado en la identificación de dos grandes tipos de usuarios (creadores de conte-
nidos and consumidores de contenido). Tomando este grafo bipartito como base,
se proponen dos modelos de características de comunidad diferentes, basados en
el Louvain Method y la técnica Spectral Biclustering respectivamente.
En la sección 4.6 (Estrategias de combinación de características), se combi-
nan modelos tanto estructurales como textuales de tres formas distintas: median-
te la combinación directa, usando la técnica Stacking Generalization y mediante
una variación propia de esta técnica que se ha denominado Multiple Pipeline
Stacked Generalization.
Finalmente, en la sección 4.7 (Conclusiones y trabajo futuro), se resumen
los esfuerzos realizados en este capítulo, se revisan los puntos principales del
trabajo y se diserta sobre la importancia de la combinación de contenidos tanto
textuales como estructurales para la categorización automática de tweets.
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4.2. Trabajos relacionados
Existen varios trabajos que tratan con la clasificación de tweets, especial-
mente dentro del área de Sentiment Analisys, tratando de determinar opiniones
en el contenido subjetivo de muchos de los tweets. La mayoría de estos tra-
bajos encaran la clasificación de polaridad, decidiendo si un tweet expresa una
actitud u opinión positiva, negativa o neutral respecto a un tema en cuestión.
Por ejemplo, en Babour and Khan (2014), la clasificación de polaridad se rea-
liza mediante el uso de léxicones de polaridad (recursos que consisten en listas
de palabras positivas y negativas) y posteriormente ajustando la polaridades
obtenidas teniendo el cuenta el contexto semántico en que dichas palabras apa-
recen. En Al-Osaimi and Badruddin (2014), la falta de léxicones de polaridad
del lenguaje árabe es paliada mediante el uso de emoticonos que aparecen en
los tweets, construyendo un clasificador de polaridad usando estos emoticonos.
Dicha idea se extrae directamente de la obra Pak and Paroubek (2010), donde
la misma técnica es aplicada a un corpus de tweets pero escritos en inglés. En
otros trabajos como Xie et al. (2014), los autores diseñan un sistema para gene-
rar resúmenes automáticos de las opiniones de un usuario de Twitter mediante
la integración de varias opiniones, tanto negativas como positivas, expresadas
por los usuarios respecto a diferentes temas.
En todos estos trabajos, la clasificación del tweet es realizada únicamente
en su contenido textual: la información estructural inherente a Twitter no es
usada en ningún caso, como pudiera ser la relación o similitud entre tweets de
diferentes usuarios o el uso común de etiquetas.
4.2.1. Clasificación de polaridad en política
Varios autores han estado interesados en el estudio del comportamiento de
los usuarios de Twitter en relación con el dominio de la política. En la obra Small
(2011), se realiza un análisis sobre los hashtags usados dentro del contexto de la
política canadiense, intentando distinguir los diferentes objetivos para los cuales
dichos hastags son usados en este contexto.
En Park (2013), se realizó un estudio sobre los diferentes tipos de usua-
rios existentes en Twitter, con el fin de caracterizar los, así llamados, líderes
de opinión; estos líderes son bastante activos y tienden a buscar información,
movilizar colectivos y expresar opiniones públicamente, ejerciendo una gran in-
fluencia dentro de la tendencia política de sus seguidores (idea que aplicaremos
en nuestro trabajo, ver sección 4.5).
En el trabajo Tumasjan et al. (2010), se usó el recurso LIWC2007 (Linguis-
tic Inquiry and Word Count; Pennebaker Kahn et al. (2007)) para determinar
características emocionales y cognitivas de los tweets en relación a las elecciones
federales al parlamento nacional alemán en 2009. Los autores concluyen que
existe una alta correlación entre los resultados obtenidos y métricas estadísticas
poblacionales tales como concentración y participación. Incluso el mero número
de tweets que mencionan a un candidato es un buen estimador de los resultados
electorales.
Los autores de la obra Barclay (2014) también intentan medir si existe al-
guna correlación entre la actividad en redes sociales (Twitter y Facebook) y los
resultados de las elecciones presidenciales de los EEUU del 2012. Los autores
realizaron manualmente una clasificación de polaridad de los ciudadanos sobre
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los tweets que mencionaban a ambos candidatos (Obama y Romney), páginas
oficiales de dichos candidatos y los comentarios en estas páginas.
La conclusión final es que existe una correlación fuertemente positiva entre
los datos obtenidos y los resultados electorales. Estas observaciones sobre la
utilidad de la información en los tweets a la hora de realizar predicciones electo-
rales o estimar otras variables políticas que tradicionalmente han sido estimadas
mediante encuestas, hacen de las clasificación automática de tweets una tarea
muy interesante dentro de los contextos políticos.
4.2.2. Clasificación de polaridad mediante propagación de
etiquetas
Previamente se ha mencionado que la mayoría de trabajos de clasificación
se basan en procesar el contenido textual de los tweets sin tener en cuenta la
información estructural que sus mensajes poseen. Sin embargo, existen algunas
pocas obras que hacen uso, ya sea total o parcial, de las relaciones entre usuarios,
tweets y etiquetas existentes en los mensajes de la red.
Un buen ejemplo se da en la obra Speriosu et al. (2011), en la cual se realiza
una transformación del contenido textual de los tweets a una representación
basada en grafo de los tweets, la cual es combinada con el grafo de seguidores
de los usuarios involucrados y se aplica un algoritmo de propagación de etiquetas
para completar el grafo.
El punto de partida consiste en generar un grafo cuyos nodos representan a
los tweets, palabras y usuarios, donde parte de ellos (conjunto semilla) deben
estar inicialmente etiquetados. Se presentan varios módulos para obtener este
etiquetado inicial y ruidoso:
EmoMaxEnt: Haciendo uso de un clasificador de Máxima Entropía (Ma-
xEnt) entrenado con un léxico de emoticonos, se generan prediciones de
polaridad para cada tweet y se anota dicha polaridad en los nodos que
representan los tweets.
Léxico de opinión: Se crea un nodo por cada palabra de opinión en-
contrada dentro del léxico OpinionFinder (Wilson et al., 2005). Dado un
tweet colocado en el grafo, por cada palabra de opinión existente en el
contenido de dicho tweet, se añade una arista entre el tweet y el nodo que
representa la palabra de opinión.
Dataset Anotado: Se generan un conjunto de nodos tweet semilla ya
anotados extraídos de un dataset de polaridad de tweets. Estos nodos
son enlazados con el resto de elementos del sistema (usuarios, hasthags y
palabras).
Una vez generado este grafo inicial, se realiza una serie de esquemas de pon-
deración (ver Speriosu et al. (2011) para una explicación en mayor profunidad)
sobre las diferentes aristas entre los nodos de usuarios, hashtags, emoticonos y
resto de tweets. El grafo resultante se usará como grafo base a la hora de aplicar
el algoritmo de propagación de etiquetas.
La predicción se hace de una forma muy directa: se completa el grafo base con
el mismo tipo de información de los tweets a clasificar (sólo que éstos carecen de
polaridad base) y se aplica el algoritmo de propagación de etiquetas descrito en
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Figura 4.1: Arquitectura y funcionamiento del sistema de propagación de eti-
quetas descrito en Speriosu et al. (2011)
la obra Talukdar and Crammer (2009), obteniendo una puntuación de polaridad
para cada nuevo nodo tweet sin etiquetar. La figura 4.1 muestra la arquitectura
y el funcionamiento general del sistema descrito.
Los autores realizan una evaluación con tres corpus de diferente naturaleza
para probar su propuesta, siendo uno de ellos relacionado con el dominio de
la política. Sin embargo, los datasets no se comportan de forma equilibrada
debido a que poseen grandes diferencias en el vocabulario respecto al conjunto
de entrenamiento, obteniendo peores resultados en dos de ellos. Es más, los
autores concluyen que su tratamiento del grafo de seguidores es claramente
insuficiente, pues éste no logra conseguir mejoras significativas en el proceso de
clasificación.
Aunque esta representación de grafo aplicada al contenido textual es efectiva
y obtiene mejores resultados que otras aproximaciones que tratan el contenido
textual en su forma más o menos original, esta propuesta sigue sin tener en
cuenta gran parte del conocimiento de la topología de red existente y no explota
significativamente el carácter estructural que la red subyacente ofrece.
4.2.3. Categorización mas allá de la polaridad
Aunque la determinación de polaridad básica (postivo, negativo, neutro) en
la categorización de tweets suele ser el enfoque predominante, existen algunos
trabajos que exploran otro tipo de características, tales como las emociones
asociadas al tweet o el propósito detrás del mismo.
Un interesante trabajo que va mas allá de clasificar la polaridad de los tweets
es el descrito en la obra Mohammad et al. (2014). En ella, los autores catego-
rizan los tweets referentes a las elecciones presidenciales del 2012 de los EEUU
respecto a diferentes aspectos: polaridad (positivo, negativo, neutro), emoción
(felicidad, enfado, tristeza, ...), propósito (ridiculizar, proporcionar información
factual, desahogarse, admirar, destacar errores o meteduras de pata, ...) y estilo
(sarcasmo, hipérbole, aserción simple, ...).
Antes de diseñar ningún proceso de clasificación, los autores realizan un
estudio preliminar sobre un conjunto de tweets que, por primera vez respecto
a la bibliografía actual, fueron anotados manualmente para incluir este tipo de
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información de forma conjunta.
Como primer paso de generación de dicho dataset, recuperaron el conjunto de
tweets mediante una lista estática de 23 palabras clave usando la API básica de
twitter, siendo 21 de éstos hashtags relacionados con las respectivas campañas.
Esta aproximación es muy limitada, como se ha expuesto en el capítulo 2, y ha
requerido de un filtrado a posteriori bastante exhaustivo para controlar tweets
que no tienen nada que ver, tweets provenientes de otro idioma y retweets no
deseados. El conjunto de tweets recuperados fue cercano a los 170k, que es un
número bastante bajo teniendo en cuenta que el periodo de recuperación fue de
dos meses y el tamaño de la población de un país como EEUU.
Anotar manualmente tal cantidad de tweets no es una tarea factible. Por
ello, el conjunto total de tweets anotado fue de 2000, exigiendo que cada uno
de los tweets fuera de un usuario distinto. Lo interesante es que el proceso de
anotación no fue realizado por el equipo investigador, sino que utilizaron un sis-
tema de crowdsourcing combinando CrowdFlower y Amazon Mechanical Turk,
donde usuarios anónimos pueden responder a una serie de preguntas en forma
de cuestionarios u otro tipo de tareas. Para cada tarea propuesta a un usuario,
se exponen dos cuestionarios: uno encargado de las emociones contenidas en los
tweets y otro que relaciona las emociones, con un propósito o una temática.
Una vez anotado el componente emocional de los tweets, se procede a utilizar
un sistema de clasificación automática para detectar las emociones y el propósito
de los tweets usando el dataset anteriormente anotado. La figura 4.2 muestra
el funcionamiento general del sistema de clasificación automática utilizado para
cualquiera de las tareas, el cual consiste en generar un modelo de características
con el cual representar los tweets, entrenar el clasificador SVM con el dataset
anotado y generar predicciones ante tweets no vistos.
Figura 4.2: Esquema de funcionamiento general del sistema de clasificación au-
tomática descrito en Mohammad et al. (2014)
La detección de las emociones dentro de un tweets es dividida en dos sub-
tareas: detectar el estado emocional y detectar el estímulo emocional. Para de-
tectar el estado emocional, el cual es dividido en 8 categorías básicas (felicidad,
tristeza, enfado, miedo, sorpresa, anticipación, confianza y disgusto), utilizan
diferentes características en su modelo:
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Presencia de N-gramas de palabras: Se indican los unigramas y bigra-
mas usados en el tweets, lematizados usando el Porter’s stemmer (Porter,
1980).
Símbolos de puntuación: Número de secuencias contiguas de signos de
puntuación, tales como puntos, comas, signos de exclamación, signos de
interrogación y combinaciones de ellos.
Palabras alargadas: Número de palabras alargadas cuyo carácter final
ha sido repetido más de tres veces, e.g., “sooo” y “mannnnnnnn”.
Emoticonos: Presencia o ausencia de emoticionos positivos o negativos.
El emoticono y su polaridad se determinan mediante una expresión regular
simple.
Léxicones de emoción: Usan un léxico de asociación palabra-emoción
(Mohammad and Turney, 2010) para comprobar si el tweet analizado tiene
palabras de carácter emocional. Este léxico contiene anotaciones de emo-
ción, hechas manualmente, para un total de 14k tipos de palabras. Cada
palabra tiene asociada una emoción de las 8 emociones básicas expuestas
anteriormente, por lo que un tweet puede llegar a tener varias palabras
de diferentes emociones. Las características extraídas son el número de
palabras que están asociadas a cada emoción básica dentro del tweet.
Características de negación: Se examinan los tweets para comprobar
si contienen negaciones. Si al realizar un análisis de dependencia sobre
la estructura del tweet, un negador se encuentra cerca de una palabra de
emoción (determinada por el léxico de emoción), éste modifica a la palabra
de emoción.
Características de posición: Se incluye un conjunto de características
para capturar si los términos descritos anteriormente aparecen al principio
o al final de tweet.
Características combinadas: Aunque los modelos no lineales, tales co-
mo el SVM con un kernel no lineal, son capaces de capturar interacciones
entre diferentes características de un modelo, los autores generan un con-
junto de características combinadas, marcando explícitamente cuando dos
sub-características relevantes aparecen a la vez.
El modelo de características descrito es generado a partir del dataset men-
cionado anteriormente y es aplicado para entrenar un clasificador SVM con el
fin de abordar la tarea de detección de emociones.
De forma análoga a la detección de emoción, la detección de estímulo se
realiza mediante un clasificador SVM sobre 8 categorías de estímulo (los 2 can-
didatos a gobierno, los 2 partidos políticos, el proceso electoral, alguna otra
institución, algún otro individuo o simplemente sin especificar) partiendo el si-
guiente modelo de características: presencia de N-gramas de palabras, presencia
de hashtags, características léxicas (referencia a cualquiera de las categorías de
estímulo), características de posición y características combinadas.
Para identificar automáticamente el propósito de un tweet, se entrena otro
clasificador SVM sobre 11 categorías de intención, representando cada tweet
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como un vector del siguiente modelo de características: presencia de N-gramas
de palabras, número de ocurrencias de elementos Part of Speech (POS), pre-
sencia de clusters de palabras (palabras pertencientes a cada uno de los 1000
clusters de palabras provistos por la herramienta Twitter NLP tool; ver Gim-
pel et al. (2011)), cantidad de palabras totalmente en mayúsculas, cantidad de
palabras de emoción, cantidad de secuencias consecutivas de símbolos de pun-
tuación, cantidad de palabras alargadas y hashtags, presencia de emoticonos y
características de negación.
Aunque los modelos de características son muy detallados y complejos, los re-
sultados obtenidos tanto en las tareas de categorización de emoción son mejores
respecto a la tarea de caracterización de propósito, pues los resultados no llegan
a superar el 50 % de acierto. El proceso de detección automática de emoción es
capaz de llegar al 56,84 % mientras que el proceso de detección automática de
estímulo obtiene resultados similares.
La principal razón del bajo rendimiento de estas tareas se debe a que po-
seen un nivel de detalle demasiado alto y no existe un gran consenso entre los
anotadores, provocando este desequilibrio entre tareas y el bajo rendimiento. Es
más, los revisores humanos superan al método automático en más de un 30 %
del rendimiento, llegando casi al 90 % de acierto en algunos casos y por lo que
es cuestionable que esta aproximación sea del todo apropiada para la tarea en
cuestión.
4.3. Definición de la tarea
Como ya hemos mencionado previamente, en esta capítulo se aborda la ta-
rea de determinar la opinión política de los tweets escritos en español cuyos
contenidos estén altamente relacionados con algún aspecto del contexto político
español. Como en muchos otros países, la situación política española está clara-
mente dominada por un puñado de fuerzas políticas, en particular por dos parti-
dos políticos mayoritarios: el conservador, liberal y cristiano-demócrata Partido
Popular (PP) y el social-demócrata Partido Socialista Obrero Español (PSOE).
Desde la transición española a la democracia, estos partidos son los únicos que
han tomado gobierno en el país y son los partidos que van a ser el objeto de
estudio para la tarea.
Se ha generado una colección de tweets que hacen referencia a alguno de
los partidos en cuestión (PP o PSOE), utilizando el método de recuperación
dinámica de tweets explicado en Cotelo et al. (2014) y expandido en el capítulo
2.
A partir de la colección de tweets completa, compuesta por más de 100k
tweets, se ha generado el dataset final compuesto por una muestra de 3000
tweets manualmente anotados que hacen referencia al gobierno actual (el Partido
Popular en el momento de la recolección de datos) o al partido de la oposición
(PSOE).
Cualquier tweet de este dataset puede expresar una postura positiva, nega-
tiva o neutral respecto a los partidos PP y PSOE, así que se define la tarea de
categorización como clasificar los tweets en alguna de las 9 categorías combina-
torias (el producto cartesiano de las posibles posturas respecto al PP y al PSOE
independientemente). Durante el proceso de anotación manual, cada tweet fue
marcado indicando la postura política de dicho tweet respecto a las categorías
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mencionadas.
PSOE positivo PSOE negativo PSOE neutral
PP positivo 00,00 % 01,07 % 01,36 %
PP negativo 01,02 % 04,00 % 46,14 %
PP neutral 02,51 % 18,83 % 25,07 %
Cuadro 4.1: Distribución de la opinión política dentro del dataset.
La tabla 4.1 muestra la distribución de la opinión política de los tweets
del dataset y se observa un fenómeno interesante. La mayoría de los usuarios
españoles son bastante sectarios respecto a cualquier tema relacionado con la
política, dejando a la mayoría de categorías con una muy baja representación;
más del 90 % del dataset pertenece a 3 de las 9 clases de opinión política posible.
Más aún, los usuarios rara vez apoyan positivamente los esfuerzos provenientes
de un partido mayoritario, siendo la mayoría de estos tweets comentarios con
poca opinión o críticas muy negativas contra alguno de los partidos, aunque rara
vez contra ambos.
Esta baja representación de las otras seis clases de opinión política fue la
razón principal para evaluar una versión simplificada o “reducida” del problema
en conjunción con la versión “completa”. En lugar de tener en cuenta todas las
clases, el problema reducido solo considera tweets cuya opinión política es una de
las tres clases con mayor representación: totalmente neutral, PP negativo/PSOE
neutral y PP neutral/PSOE negativo.
En resumen, la tarea de determinar la opinión política de los tweets es reali-
zada sobre dos versiones del mismo dataset, la completa y la reducida. Después
del proceso de determinación de opinión política, toda evaluación se realiza me-
diante la comprobación directa de las opiniones políticas anotadas manualmente
en el dataset y las inferidas por los procesos de clasificación.
4.4. Extracción de conocimiento a partir del con-
tenido textual
Tratar con el contenido textual de los tweets difiere, en varios aspectos,
del procesamiento de textos típico. Por un lado, hay que tener mucho cuida-
do durante el proceso de tokenizado pues los tweets suelen contener elementos
especiales de gran relevancia y carga semántica como los hashtags y las mencio-
nes de usuario. Por otro lado, los tweets frecuentemente están “contaminados”
con otros elementos que podrían calificarse como no relevantes y con muy poca
carga semántica, tales como arte ASCII, numerales y ordinales, compuestos de
fecha/hora y URLs. Estos elementos deben ser cuidadosamente detectados y
eliminados sin alterar el resto de elementos relevantes del texto.
Por ello, el correcto procesamiento del contenido textual de los tweets es
crucial para cualquier análisis posterior y durante el análisis del contenido tex-
tual. Los tweets han sido cuidadosamente procesados teniendo en cuenta los
puntos anteriores, además de realizar un procesado mas tradicional como elimi-
nación de palabras huecas y elementos de puntuación, usando el mismo proceso
presentado en la sección 3.4.1.
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4.4.1. Modelo Bag-of-Words estándar
El primer modelo de características propuesto en este paper es el conocido
modelo Bag-of-Words (BoW). Este modelo simplifica cada documento repre-
sentándolo como una bolsa o multiconjunto de las palabras que lo componen,
ignorando cualquier regla gramatical u ordenación de las palabras pero tenien-
do en cuenta la multiplicidad de las palabras dentro del documento. Cuando
los documentos de este modelo se representa vectorialmente, se asemeja a una
representación de histograma.
A pesar de su simplicidad, este modelo de características es ampliamente
usado en diferentes aplicaciones las cuales requieren de un vector de caracterís-
ticas para entrenar clasificadores y los resultados obtenidos suelen ser adecuados.
En el caso particular que se aborda, se considera que este modelo es aceptable
debido a que la naturaleza del contenido textual de los tweets es breve y de muy
baja complejidad gramatical.
Se ha evaluado el rendimiento del modelo sin variante alguna como una pri-
mera aproximación a la tarea, incluyendo varios dummy baselines por motivos
puramente comparativos. Estos dummy baselines no son modelos propiamente
dichos, sino estrategias extremadamente simplistas de clasificación que inten-
tan comprobar la sensatez de los resultados obtenidos. En este caso, se han
implementado el estimadores aleatorios (tanto uniforme como estratificado) y
el estimador que clasifica siempre como la clase mas frecuente. La tabla 4.2
muestra los valores de rendimiento de la métrica accuracy (exactitud completa)
con validación cruzada respecto a las dos versiones de la tarea propuesta, usan-
do para ello un clasificador Support Vector Machine (SVM) con búsqueda de
hiperparámetros. Todo el proceso de validación cruzada se ha realizado estrati-
ficadamente con k = 10 folds o pliegues, preservando la proporción de clases en
todos los pliegues y minimizando la posible asimetría de clases.




Dummy Aleatorio uniforme 12,73 % 34,86 %
Dummy Aleatorio estratificado 31,32 % 36,37 %
Dummy Clase mas frecuente 46,13 % 51,24 %
Bag-of-Words 61,97 % 68,36 %
Cuadro 4.2: Exactitud con validación cruzada del modelo Bag-of-Words tradi-
cional.
A pesar de que el rendimiento del modelo BoW es bastante superior a los
baselines presentados, los resultados no son demasiado buenos. El modelo BoW
supera al estimador Dummy Clase mas frecuente en ≈ +15 % para el proble-
ma completo y en ≈ +17 % para el problema reducido, consiguiendo un éxito
moderado (entre el 61 % y el 69 % de exactitud).
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4.4.2. Modelo BoW con selección automática de caracte-
rísticas
Una manera muy popular para mejorar el modelo BoW consiste en aplicar
un esquema de ponderación TF-IDF a los documentos en formato vectorial,
otorgando mayor relevancia a ciertas palabras y mejorando el rendimiento ge-
neral del modelo. Debido a la naturaleza del contenido textual de los tweets, al
aplicar el esquema de ponderación TF-IDF sólo se obtiene una moderada me-
jora de los resultados (obteniendo un 70,42 % en la tarea completa y un 77,45 %
en la tarea reducida).
Sin embargo, al probar otras técnicas para mejorar el modelo BoW se ha
observado que el margen de mejora es mucho mayor que el ofrecido por el es-
quema TF-IDF. Esto se debe a que la coocurrencia a nivel de palabra dentro
de los tweets es muy baja y la longitud de los tweets es demasiado pequeña
en comparación al número de documentos existentes en el dataset. Cualquier
sistema de ponderación basado en la distribución de palabras de los documen-
tos esta sometida a esta limitación (siendo TF-IDF un ejemplo de este tipo de
esquemas).
Un análisis superficial sobre los datos vectoriales del modelo BoW revelan un
problema importante que está asociado al contenido textual. La dimensionalidad
proporcionada por el modelo BoW es demasiado elevada (≈ 3k características)
mientras que el número de palabras/tweet es del orden de 10,41. Esto hace que
la matriz de datos obtenida sea extremadamente dispersa, obteniendo una den-
sidad de valores no nulos del ≈ 3.34× 10−3 y los clasificadores tengan muchas
dificultades a la hora de entrenarse y, por consiguiente, obtienen un rendimiento
pobre.
Para paliar esta situación, se aplica un proceso de reducción de dimensiona-
lidad sobre el modelo BoW. En términos generales, existen dos grandes familias
de técnicas para abordar dicha reducción de dimensionalidad: basadas en dataset
transformation y basadas en feature selection.
Las basadas en Dataset transformation (Transformación del dataset) inten-
tan reducir la dimensionalidad del modelo mediante transformaciones sobre el
conjunto de datos, combinando dimensiones para lograr un menor número de
ellas. Estas técnicas reducen el problema a uno de factorización matricial (PCA,
Kernel PCA, SVD o NNMF ) o realizan un proceso de Manifold Learning (LLE,
LTSA, IsoMap, Spectral Embedding or MDS ).
Aproximaciones basadas en problemas de factorización matricial intentan
explicar la máxima varianza posible utilizando el menor número de componentes
independientes aunque tienden a ignorar cualquier otra información que no se
puede observar mediante la covarianza. Este tipo de aproximaciones son muy
útiles si el dataset puede interpretarse de forma efectiva como la mezcla de
señales interdependientes o si existen conjuntos de características con una alta
correlación y se pueden transformar en dimensiones independientes.
Estas aproximaciones consiguieron resultados moderadamente satisfactorios,
superando a la mejora obtenida mediante TF-IDF en el caso de la factorización
mediante NNMF (obteniendo un 72,42 % en la tarea completa y un 78,91 %
en la tarea reducida). Sin embargo, como veremos más adelante, las técnicas
basadas en feature selection proporcionaron un rendimiento mucho mayor.
Por otro lado, las aproximaciones basadas en Manifold Learning (o inferen-
cia de variedades) realizan una reducción no lineal sobre el conjunto de datos,
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basándose en que la dimensionalidad existente en el dataset es artificialmente
alta. Cada técnica en particular funciona de forma diferente, pero la idea princi-
pal radica en construir una representación de baja dimensionalidad usando una
función de coste encargada de que los datos transformados retengan parte de
las propiedades locales observada de los datos originales de mayor dimensiona-
lidad. Este tipo de técnicas son útiles cuando se observa que los datos poseen
una estructura claramente no lineal y que existe cierto grado de relación (no
necesariamente lineal) entre las diferentes dimensiones.
Ahora bien, las aproximaciones basadas en inferencia de variedades no fun-
cionaron correctamente sobre el modelo BoW; la mayoría de las aproximaciones
obtuvieron resultados significativamente peores. Los mejores resultados se ob-
tuvieron al aplicar IsoMap, consiguiendo un 57,45 % en la tarea completa y un
64,20 % en la tarea reducida. Estos resultados son claramente inferiores a los
obtenidos mediante el modelo BoW sin transformar o modificar.
Aunque las técnicas de transformación del dataset suelen funcionar bastante
bien y mejorar el rendimiento general, no todas obtuvieron resultados satisfacto-
rios. Aunque en el caso de las técnicas de factorización matricial, se obtuvieron
rendimientos superiores al modelo BoW, los resultados obtenidos fueron signi-
ficativamente inferiores en comparación a los obtenidos mediante las técnicas
basdas en Feature Selection.
Las técnicas basadas en Feature Selection (Selección de características) tie-
nen una filosofía distinta, pues se basan en la suposición general de que los datos
contienen características (dimensiones) que son redundantes o irrelevantes, pro-
vocando un claro perjuicio al proceso de clasificación. Estas técnicas encajan
mejor con el modelo BoW pues, como hemos mencionado anteriormente, el alto
grado de dispersión de los datos y el hecho de que muchas palabras no tienen
por qué ser relevantes para la tarea hacen que muchas características no sean
informativas.
Existen una gran cantidad de técnicas de selección de características, aunque
la mayoría recurren a la búsqueda en los espacios de características, métricas
de filtrado o métodos embebidos. Para el caso explorado en este capítulo, se
comprobó que los métodos embebidos funcionaron mucho mejor que el resto,
siendo dignos de mención los métodos basados Norma L1 y las técnicas basadas
en Árboles de Decisión.
La selección de características basada en Norma L1 utilizan modelos linea-
les normalizados al espacio L1, dando lugar a soluciones dispersas con muchos
coeficientes nulos. El proceso de selección consiste en elegir características con
el mayor número de coeficientes no nulos. Sin embargo, los modelos lineales de-
penden mucho de los parámetros de regularización (parámetros que regulan la
dispersión de los resultados) y no existe una regla o criterio general para elegir
los mejores parámetros de regularización, haciendo que el proceso de selección
de características sea muy sensible a la parametrización.
Los árboles de decisión pueden calcular valores de importancia sobre las
características (mediante el cómputo de la entropía o la impureza Gini), siendo
estos valores de importancia muy útiles a la hora de descartar características
irrelevantes. Bosques de árboles de decisión con un alto número de estimadores
tienden a recuperar con mucho éxito el conjunto de características significativas
y no exhiben los mismos problemas de parametrización que los métodos basados
en la Norma L1, siendo muy estables a la hora de su uso.
Finalmente, se definió un proceso de selección automática de característi-
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cas para transformar el modelo BoW, haciendo uso de un Bosque de árboles
extremadamente aleatorizados con un gran número de estimadores. Este tipo
de bosque es similar al Bosque de árboles aleatorizados tradicional pero difiere
en la manera de elegir los umbrales para cada subconjunto de datos aleatorios:
los umbrales se eligen al azar dentro del conjunto de características candidatas
y se eligen los mejores en lugar de simplemente buscar las características mas
discriminativas. Esta variación permite reducir aún mas la varianza del modelo
interno.




Dummy Clase mas frecuente 46,13 % 51,24 %
Bag-of-Words 61,97 % 68,36 %
BoW-AFS 77,37 % 88,38 %
Cuadro 4.3: Exactitud con validación cruzada del modelo BoW con selección
automática de características (AFS).
La tabla 4.3 muestra los valores de la métrica accuracy cuando se aplica
la selección automática de características (AFS) al modelo BoW original justo
antes de ser usado para entrenar el clasificador SVM. Con este paso de selección
automática de características, el modelo BoW experimenta una enorme mejora
de rendimiento (≈ desde un +15 % hasta un +20 % respecto al modelo BoW
simple) en ambas versiones del problema, llegando hasta un 88 % de exactitud
en la versión reducida del problema. Se observa que con este paso de selección
de características, el modelo BoW consigue un buen rendimiento y es apropia-
do como modelo de características para la clasificación de tweets a partir de
contenido textual.
4.5. Extracción de conocimiento a partir del con-
tenido estructural
La naturaleza estructural de los tweets es una fuente de conocimiento muy
interesante y relevante, aunque este aspecto de los tweets es, con frecuencia,
pasado por alto. Además, extraer conocimiento a partir de la información es-
tructural encontrada en una colección de tweets es un proceso para nada trivial.
A pesar del hecho de que existen constructos especiales dentro de los tweets
que establecen algunas relaciones entre elementos, tales como las menciones de
usuario o el uso explícito de hashtags, la red subyacente es muy rica y comple-
ja, requiriendo de esfuerzo adicional y métodos específicos para abordar dicha
complejidad.
Para realizar la extracción de dicho conocimiento, se opta por extraer la
información topológica de la red subyacente, usando para ello todo un proceso
de transformación que parte de la colección de tweets original para generar una
representación de grafo bipartito, en la cual los nodos son los usuarios de la red
y las aristas sus relaciones de amistad directas.
La figura 4.3 muestra, de forma esquemática, las diferentes etapas del pro-
ceso. Se parte de la colección de tweets, se genera un grafo de amistad, de éste
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Figura 4.3: Esquema del proceso de extracción de conocimiento a partir del
contenido estructural
un grafo bipartito y, finalmente, una representación espectral de mayor utilidad
que depende de la técnica utilizada en cuestión. Todo el proceso de generación
hasta el punto del grafo bipartito se encuentra detallado en la sección 5.4.1.
Dicho esto, se abordará el análisis de la información estructural extraída me-
diante dos aproximaciones diferentes pero claramente orientadas a interpretar
la información topológica extraíble de una colección de tweets: una aproxima-
ción de granularidad gruesa basada en la aplicación de la bien conocida técnica
Louvain method (Blondel et al., 2008) y otra aproximación de mayor poder ex-
presivo basada en la aplicación de la técnica Spectral Biclustering (Kluger et al.,
2003).
La primera aproximación de carácter topológico consiste en generar un mo-
delo de características mediante el modelo de comunidades extraído por el Mé-
todo Louvain. En líneas generales, se genera un grafo de similaridad y de él se
obtiene un modelo de comunidades mediante la aplicación de este método. El
proceso de generación del modelo de comunidades mediante el método Louvain
se encuentra detallado en la sección 5.4.2, explicando cómo se genera el grafo
de similaridad, qué métrica se ha usado y qué criterios se han utilizado para el
proceso del grafo bipartito.
Usando este modelo de comunidad, se ha generado un modelo de caracte-
rísticas en el cual cada usuario se representa mediante un vector de afinidad
sobre las comunidades resultantes. Para cada usuario que aparece en el dataset,
se calcula la proporción de relaciones de amistad respecto a cada comunidad,
obteniendo un vector cuya suma de valores es 1.
En la tabla 4.4 se muestra la exactitud de esta aproximación topológica,
además de los valores de exactitud para las demás aproximaciones. Se observa
un ligero incremento en el rendimiento al aplicar una etapa de selección auto-
mática de características pero es muy difícil mejorar más este modelo con este
tipo de técnicas debido al bajo número de características que son usadas. Es
muy interesante que una aproximación estructural de este tipo adquiera este
poder predictivo, considerando que este modelo ignora por completo lo que los
usuarios expresan en sus tweets, realizando predicciones simplemente mediante
la estructura de red.
Análogamente al caso anterior, la segunda aproximación de carácter topo-
lógico consiste en generar un modelo de características mediante el modelo de
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comunidades extraído por el Spectral Biclustering. Esta aproximación intenta
paliar las deficiencias existentes en el modelo anterior, clasificando todos los no-
dos del grafo bipartito en conjunto, en lugar de hacerlo en diferido mediante un
grafo de similaridad.
A grandes rasgos, la técnica consiste en generar una representación matricial
del grafo bipartito, calcular los biclusters (comunidades de nodos creadores y
consumidores de contenido; ver apartado 5.4.3) y generar un modelo de caracte-
rísticas a partir de estos biclusters usando una métrica de relevancia intracluster.
Para cada creador de contenido i y su bicluster más representativo bi, se
calcula su peso intra-bicluster wi =
∑
j∈bi Mi,j
|j∈bi| , siendo éste la proporción de
seguidores directos dentro del mismo bicluster asignado al creador de contenido
i. Estos pesos representan la relevancia de los distintos creadores de contenido
dentro de la comunidad representada por su bicluster.
Una vez generado el modelo con los pesos, para cada usuario que aparece
en el dataset, se genera un modelo de características similar al usado en la
aproximación anterior pero con una excepción: la medida de pertenencia a cada
comunidad (bicluster) se hace mediante la suma de los pesos intra-cluster de los
generadores de contenido que pertenecen a ese bicluster.




Bag-of-Words 61,97 % 68,36 %
Afinidad Comunidades 50,07 % 56,04 %
Afinidad Comunidades-AFS 50,28 % 56,51 %
Relevancia Biclustering 59,97 % 68,75 %
Relevancia Biclustering-AFS 61,11 % 69,60 %
Cuadro 4.4: Exactitud con validación cruzada de las aproximaciones basadas en
topología de red
En la tabla 4.4 se muestran los resultados obtenidos por este modelo de
características usando el algoritmo de Spectral Biclustering para obtener las co-
munidades y la relevancia de los miembros dentro de esas comunidades. Esta
aproximación funciona sustancialmente mejor que la aproximación estructural
previa y obtiene resultados similar al modelo BoW, mostrando que la estructura
de red subyacente es, por sí misma, muy útil. Merece la pena destacar que la
etapa de selección automática de características también mejora ligeramente los
resultados aunque al poseer un número reducido de características, el rendimien-
to no puede mejorar mucho más, situación que comparte con la aproximación
topológica anterior.
4.6. Estrategias de combinación de característi-
cas
En las secciones anteriores se han mostrado cómo se ha extraído conoci-
miento tanto del contenido estructural como del contenido textual de un tweet,
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abordándose cada tipo de contenido de forma independiente y consiguiendo di-
ferentes resultados. En esta sección se evalúa la idea de mezclar los mejores
modelos de características provenientes de diferentes tipos de conocimiento, ex-
plorando varias formas de combinar dichos modelos para mejorar aún mas los
resultados.
4.6.1. Combinación directa
La primera estrategia probada consistió en la combinación directa de am-
bos modelos de características en un modelo de mayor tamaño. La operación
de combinación utilizada fue simplemente la concatenación directa de ambos
modelos resultando en otro modelo vectorial de características. Además, se ha
aplicado una etapa de selección de características de dos formas: a priori, combi-
nando modelos ya previamente reducidos, y a posteriori, reduciendo el conjunto
de características final después de combinar ambos modelos originales.




BoW-AFS 77,37 % 88,38 %
Biclustering-AFS 61,11 % 69,60 %
Combinación 64,79 % 71,98 %
Combinación-AFS a posteriori 75,24 % 86,68 %
Combinación-AFS a priori 77,40 % 89,07 %
Cuadro 4.5: Exactitud con validación cruzada de la combinación directa de
características
La tabla 4.5 muestra los valores de rendimiento obtenidos por las diferentes
versiones de combinación directa. Esta estrategia de combinación tiene dificul-
tades para obtener mejores resultados en la mayoría de las variantes, siendo la
variante con modelos pre-reducidos la única que obtiene resultados realmente
significativos. En el problema reducido, el resultado obtenido por esta variante
es superior y en la versión completa, el resultado es similar al mejor modelo
individual.
Se observa que los clasificadores suelen tener dificultades a la hora de abordar
el modelo generado mediante concatenación directa. Los modelos de caracterís-
ticas incluidos representan diferentes tipos de conocimiento que confunden a los
clasificadores pues estos modelos pueden presentar discrepancias al mismo nivel
y estar en desacuerdo respecto a las clases inferidas.
4.6.2. Stacked Generalization
El método de combinación directa usado en el apartado anterior no obtu-
vo muy buenos resultados y está claro que se necesitó de otros esquemas de
combinación que fueran capaces de manejar datos de diferente naturaleza.
Los métodos de Ensemble learning usan múltiples algoritmos de aprendiza-
je para obtener mejor rendimiento predictivo. Aunque existen varios de estos
métodos que usan el mismo modelo de características y/o algoritmos, los méto-
dos de Ensemble learning tienden a obtener muchos mejores resultados si existe
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una diversidad significativa entre los modelos. Muchos métodos de Ensemble
learning tienden a promocionar tal diversidad entre los modelos que combinan,
pero los métodos que son interesante para este caso en cuestión son aquellos que
permiten la combinación de diferentes modelos y algoritmos.
El método Stacked generalization o Stacking (Wolpert, 1992; Breiman, 1996)
implica entrenar un meta-clasificador sobre las salidas o predicciones de varios
otros clasificadores. La idea en cuestión radica en que el meta-clasificador apren-
de cómo de bien cada uno de los clasificadores son capaces de aprender los datos
de entrenamiento.




Combinación 64,79 % 71,98 %
Combinación-AFS a priori 77,40 % 89,07 %
Stacked Generalization 79,99 % 89,22 %
Cuadro 4.6: Exactitud con validación cruzada del método Stacked Generaliza-
tion
La tabla 4.6 muestra la exactitud obtenida por el método de Stacked Ge-
neralization, mostrando que este método funciona significativamente mejor que
estrategia de combinación directa utilizada en el apartado anterior. Experimen-
talmente, se determinó que el método funcionaba mejor cuando se combinaban
el modelo BoW con AFS y el modelo de Spectral Biclustering sin AFS.
4.6.3. Multiple Pipeline Stacked Generalization
En la sección anterior se observa que la técnica de Stacking es capaz de
combinar con éxito modelos de características generados de fuentes muy dife-
rentes. Sin embargo, los clasificadores individuales usados en la técnica exhiben
los mismos problemas de aprendizaje que en la combinación directa, pues di-
chos clasificadores usan todo el modelo de características completo de forma
muy similar a la combinación directa. Aunque el meta-clasificador hace lo po-
sible para mitigar esta situación y logra cierto éxito en ello, se ha ideado una
variación sobre la técnica de Stacking que intenta abordar específicamente esta
problemática.
El método en cuestión es llamado Multiple Pipeline Stacked Generalzation
y es similar al Stacking tradicional pero es capaz de procesar cada modelo de
características original en pipelines (flujos de procesado) independiente, en lugar
de usar el conjunto de características completo en cada clasificador. Cada modelo
de características es procesado de forma separada en cada pipeline, teniendo cada
uno de ellos su propio conjunto de clasificadores individuales con sus parámetros,
permitiendo potencialmente un mejor ajuste a cada modelo.
Un resultado directo de este procesamiento independiente es que el mo-
delo de nivel 1 es significativamente mayor. Siendo N clases, M modelos y
Km clasificadores por modelo de características m, el modelo de nivel 1 tendrá
|N |×∑i∈M |Ki| características, a diferencia del modelo de nivel 1 de la técnica
Stacking tradicional que tiene |N | × |K| características (|K| clasificadores inde-
pendientes). El resto del proceso (etapa de aprendizaje en el meta-clasificador
76
CAPÍTULO 4. COMBINACIÓN DE INFORMACIÓN TEXTUAL Y ESTRUCTURAL
APLICADA A LA CATEGORIZACIÓN AUTOMÁTICA DE TWEETS
y evaluación) es idéntico al modelo tradicional.
Cada pipeline de trabajo fue configurado usando los mejores clasificadores
previamente probados en cada modelo de características por separado, teniendo
en cuenta también las diferentes versiones del problema. Para la versión comple-
ta del problema, se observó experimentalmente que la combinación de SVM-C,
Random Forests, Logistic Regression y Multinomial Naive Bayes funcionó bien
para ambos modelos de características originales. Sin embargo, en la versión
reducida del problema, la mejor combinación encontrada fue SVM-C, Random
Forest y Logistic Regression para el modelo BoW, mientras que para el modelo
de Spectral Biclsutering fue la combinación de SVM-C y Random Forest.




Combinación-AFS a priori 77,35 % 89,07 %
Stacked Generalization 79,99 % 89,22 %
Multiple Pipeline Stacked
Generalization
82,36 % 91,22 %
Cuadro 4.7: Exactitud con validación cruzada de la variante propuesta Multiple
Pipeline Stacked Generalization
La tabla 4.7 muestra la exactitud de la variante propuesta Multiple Pipeline
Stacked Generalization con los mismos modelos usados durante la evaluación
de Stacked Generalization. Se observa que la variación propuesta obtiene un
rendimiento significativamente mejor en ambas versiones del problema, siendo
una manera mucho mas efectiva de combinar ambos modelos de características.
4.7. Conclusiones y trabajo futuro
A lo largo de este capítulo, se ha propuesto una aproximación a la tarea
de categorización de tweets dentro del contexto político, basada en la idea de
combinar nos fuentes de conocimiento diferentes: el contenido textual de los
tweets y la información estructural que la red social subyacente ofrece. Este
enfoque difiere del tradicional enfoque sobre el contenido textual que se puede
encontrar con frecuencia en la literatura actual.
Partiendo de una colección de tweets generados usando el método de recu-
peración dinámica explicado en Cotelo et al. (2014) y expandido en el capítulo
2, se ha generado un dataset compuesto por 3000 tweets escritos en español que
hacen referencia directa al gobierno actual (referente al periodo de la recolec-
ción del dataset) o su oposición, clasificando dichos tweets en opiniones Positiva,
Negativa o Neutra respecto a cada partido, generando un total de nueve clases.
La distribución de estas nueve clases de clasificación es bastante desequilibrada,
por lo que se evalúa en paralelo una versión “reducida” del problema, en la cual
simplemente se consideran las tres categorías mas frecuentes.
Después de preprocesar y tokenizar los tweets, se ha generado un modelo de
características basado en el bastante establecido modelo Bag-of-Words. A pesar
de su simplicidad, obtiene un éxito moderado y supera a todos los baselines
propuestos. Se observó que la aplicación de un esquema de ponderado TF-
IDF no mejora los resultados. Después de un análisis superficial, se observó
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que este modelo sufría problemas de dimensionalidad, por lo que se le aplicó
una etapa de selección de características basada en el uso de Bosque de árboles
extremadamente aleatorizados. Con esta reducción de características, el modelo
BoW experimenta un considerable aumento en el rendimiento, convirtiendo este
modelo inicial en uno ligeramente apropiado para la clasificación de tweets a
través de información textual.
El análisis de la información estructural posee un enfoque distinto al ser dicha
información de muy distinta naturaleza. A partir de la idea de que los usuarios
forman comunidades implícitas cuyos miembros tienden a compartir intereses
comunes sin la necesidad de contacto directo, se ha ideado una estrategia basada
en grafos para caracterizar dichos usuarios mediante el descubrimiento de estas
comunidades implícitas.
Se construye un grafo de amistad bipartito que es usado como base para la
generación de dos modelos de características estructurales diferentes. Uno de los
modelos estructurales se genera a partir de las comunidades detectadas usando
el Louvain method sobre un grafo de similaridad construido a partir del grafo de
amistad y usando la medida Dice como medida de similaridad. EL otro modelo
se construye mediante la aplicación de la técnica Spectral Biclustering sobre la
matriz de amistad transformada y calculando un modelo de comunidades difuso
y mas complejo. Aunque ambas aproximaciones estructurales son interesantes,
el modelo de características basado en la técnica de Spectral Biclustering es
claramente superior; obtiene resultados similares al modelo BoW mientras que
los valores de rendimiento obtenido a través de la estrategia basada en el Louvain
method son claramente inferiores.
Después de extraer conocimiento, se discute la idea de mezclar los mejores
modelos de características extraídos de ambos tipos de contenido. Para mez-
clar estos modelos de características, se ha recurrido a métodos de combinación
que, de alguna forma, son capaces de tratar con modelos de características
provenientes de diferentes tipos de conocimiento. Se han probado tres esque-
mas de combinación diferentes: combinación directa, Stacked Generalization y
una variante propia de Stacked Generalization llamada Multiple Pipeline Stac-
ked Generalzation. Los resultados muestran que la variación propuesta funciona
significativamente mejor que cualquier otro modelo de características indepen-
diente y esquema de combinación, siendo esta variación bastante efectiva a la
hora de combinar modelos de características de diferentes tipos de contenido.
Se puede concluir que mezclar tanto conocimiento textual como estructural
es una buena aproximación para determinar la orientación política de los tweets.
Extraer conocimiento y generar buenos modelos de características es mucho más
difícil para el contenido estructural que para el contenido textual, y hacer uso de
ambos modelos de características resultó ser nada trivial, pues la combinación
directa de los modelos no se comportaba de manera correcta debido a que los
modelos eran de diferente naturaleza. Mas aún, se debe tener un cuidado especial
a la hora de combinar modelos de ambos tipos de contenido. La aproximación
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Como ya se ha mencionado anteriormente, el análisis de los tweets es una
tarea interesante y en el capítulo 4 se explora y aborda la tarea de caracterizar y
categorizar los tweets. En este capítulo, en lugar de abordar la tarea de análisis
con un enfoque individual o pormenorizado (tweet a tweet), se explora la idea de
caracterizar colectivos de usuarios en función de intereses comunes, abordándose
la tarea de la detección de comunidades implícitas y ad-hoc respecto a un tema
en cuestión.
Como contribución de mayor peso, se propone una interesante y novedosa
aproximación para descubrir estas comunidades implícitas que consiste en mo-
delar la tarea de detección de comunidades como un problema de clasificación en
bloque o biclustering. Además de la aproximación propuesta, se incluye como ba-
seline exigente una aproximación adicional de carácter más convencional que se
basa en modelar la tarea como un problema de maximización de la modularidad.
Después de presentar éstas aproximaciones, se establecen varios métodos de
evaluación tanto extrínsecos como intrínsecos. Una vez analizada la viabilidad y
el rendimiento de la contribución mediante los métodos de evaluación, se realiza
un análisis de carácter empírico sobre una selección de usuarios extraídos de
las comunidades inferidas mediante la técnica de Spectral Biclustering. Estos
usuarios analizados tiene en común que son los usuarios más relevantes dentro de
su comunidad pero no son organismos oficiales ni celebridades de nivel nacional.
Una vez llegado al final del capítulo, se realiza una discusión sobre los re-
sultados mostrados y se concluye que la aproximación basada en la idea del
biclustering es superior a la aproximación convencional basada en modularidad,
ofreciendo un modelo más rico y consiguiendo mejores resultados.
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5.1. Introducción
A lo largo del capítulo 4 se explora la tarea del análisis de los tweets desde
un enfoque individual o pormenorizado. Sin embargo, en este capítulo se explora
el caracterizar a los usuarios desde un enfoque a mayor escala, abordándose la
tarea de detección de comunidades de usuarios en Twitter relacionados con el
tema del contexto político español. La detección de tales comunidades orientadas
políticamente da lugar a una serie de recursos que son un buen complemento
a las fuentes de información más tradicionales usadas en el análisis político.
El tamaño potencial del conjunto de datos inferido por este proceso es varios
órdenes de magnitud mayor y suele cubrir a otros sectores demográficos que las
encuestas y otros métodos más tradicionales no son capaces de cubrir.
En este capítulo, se propone una aproximación no supervisada para revelar
estas comunidades ad-hoc e implícitas de usuarios que comparten posturas po-
líticas similares, a pesar de que, con frecuencia, tales usuarios no interactúan
explícitamente con otros miembros de esta comunidad ni declaran directamen-
te su ideología política en sus perfiles o en sus tweets. Mediante el uso de un
grafo de amistad directo, se propone una aproximación basada en modelar la
tarea como un problema de biclustering para este proceso de descubrimiento no
supervisado de comunidades.
Por otra parte, no sólo se describe la aproximación propuesta, sino que tam-
bién se contrasta el rendimiento de la aproximación descrita respecto a una
aproximación de carácter más convencional. Se ha seleccionado un conocido
y eficiente método de maximización de la modularidad(Newman and Girvan
(2004), Newman (2006); ver 5.4.2) como punto de comparación exigente pues
este método es capaz de procesar redes muy grandes y es bastante bueno a la
hora de detectar comunidades de gran escala dentro de las redes. Los resultados
de evaluación muestran que la aproximación propuesta es superior al baseline
contrastado.
Este capítulo se organiza tal y como sigue a continuación: En la sección
5.2 (Trabajos relacionados) se realiza una revisión del estado del arte actual
relacionado con la temática del capítulo y se analizan algunos trabajos de mayor
interés.
En la sección 5.3 (Definición de la tarea) se define la tarea abordada en este
capítulo, especificando tanto el objetivo principal como la colección de datos
(dataset) analizada.
En la sección 5.4 (Detección de comunidades usando Spectral Biclustering)
se describen las dos aproximaciones estudiadas en este capítulo. La primera
consiste en un método basado en la maximización de la modularidad, el cual
es propuesto como baseline exigente, mientras que el segundo método es la
novedosa contribución basada en biclustering.
En la sección 5.5 (Evaluación de las aproximaciones), se realiza una evalua-
ción de ambas propuestas mediante métodos de evaluación intrínsecos y extrín-
secos. Además, se incluye una análisis de carácter empírico sobre una selección
de los usuarios no famosos ni oficiales que son más relevantes a partir de una lis-
ta de dichos usuarios extraída de las comunidades inferidas por la aproximación
basada en biclustering.
Finalmente, en la sección 5.6 (Conclusiones y trabajo futuro) se hace un
resumen de los esfuerzos y se revisan tanto los resultados como las principales
contribuciones expuestas.
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5.2. Trabajos relacionados
La detección de comunidades on-line ha sido investigada en un buen número
de obras desde diferentes puntos de vista, cada uno de ellos intentando deter-
minar o inferir la estructura de una red dada con el fin de agrupar nodos de la
red en comunidades. Los métodos con mayor representación dentro de la biblio-
grafía son aquellos basados en el análisis enlaces, mientras que, a medida que se
cambia el paradigma y se incluyen elementos estocásticos, vamos encontrando
métodos que hibridan la información estructural con información estadística,
hasta el punto de encontrar métodos totalmente estocásticos.
Por ello, de los diferentes tipos de aproximaciones disponibles en la biblio-
grafía, se analizan propuestas interesantes para la detección de comunidades
respecto a tres grandes grupos: métodos basados en análisis de enlaces, métodos
que incluyen cierta información estadística a un modelo estructural y métodos
bayesianos generativos totalmente estócásticos.
5.2.1. Métodos basados en análisis de enlaces
Los métodos de análisis basados en enlaces son los más comunes, pues son
fácilmente aplicables sobre una representación de grafo cualquiera y su fun-
cionamiento es bastante intuitivo. Dado que, con frecuencia, las redes sociales
proporcionan información estructural de forma relativamente explícita, es senci-
llo transportar el contexto analizado a una representación de grafo cuyos nodos
son usuarios.
Por ejemplo, en el trabajo Tseng (2005) se propone una aproximación que
usa el algoritmo HITS (Kleinberg, 1999) para realizar un análisis basado en
enlaces. Esta obra describe un sistema de detección de comunidades sobre la
blogosfera que realiza un recorrido random-walk sobre el grafo de la red para
detectar las comunidades formadas por los principales blogs del ranking.
Dicho grafo se construye usando blogs como nodos y conectándolos entre sí
en función de sus respectivas citas y aplicando varias iteraciones del algoritmo
HITS para calcular las puntuaciones de los nodos. Merece la pena destacar que
la propuesta encontrada en Gibson et al. (1998) comparte la misma idea de usar
el algoritmo HITS para inferir las comunidades de usuarios.
En otros trabajos como Lim and Datta (2012b,a), los autores abordan ex-
plícitamente la detección de comunidades de usuarios en una red social, siendo
en este caso la red Twitter. Partiendo de la suposición de que los usuarios con
intereses similares deberían seguir a los mismos usuarios famosos y celebrida-
des, definen un método aglomerativo usando solo enlaces de carácter topológico
para detectar las comunidades mediante el uso del método Clique Percolation
(Derényi et al., 2005) y el algoritmo Infomap (Rosvall and Bergstrom, 2008).
Este método, al basarse en el análisis de elementos altamente seguidos como las
celebridades y usuarios famosos, está enfocado al análisis de fenómenos como el
marketing viral, no siendo esta aproximación relevante para detectar comunida-
des que aborden otra temática.
Posteriormente, los autores proponen una extensión algo más general que
intenta detectar comunidades de usuarios con un alto grado de interacción entre
ellos. Esta extensión, llamada Highly Interactive Community Detection (HICD),
incluye el uso de enlaces implícitos como menciones entre usuarios y retweets,
relaciones más sutiles que la de seguir a otro usuario.
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Sin embargo, este método es incapaz de agrupar usuarios cuyos intereses
latentes sean iguales pero no tengan alta interacción, algo bastante común en
redes como Twitter: la mayoría de los usuarios siguen a otros relevantes que com-
parten ideas, pero no suelen establecerse relaciones entre usuarios no conocidos
simplemente por el hecho de seguir a gente similar.
En el trabajo Yang and Leskovec (2015), los autores proponen un método de
detección de comunidades basándose en lo que ellos definen como Ground-truth
communities. Estas comunidades son comunidades funcionales explícitamente
etiquetadas cuyos miembros comparten el mismo rol, afiliación o cualquier otro
atributo. Bajo esta noción, los autores analizan varias definiciones estructurales
de lo que es una comunidad dentro de una red, dando pié a diversas aproxima-
ciones basadas en grafos y enlaces bajo cada una de estas definiciones.
En consecuencia, los autores analizan diferentes las diferentes definiciones,
categorizando éstas en cuatro grandes grupos y encontrando que dos de estos
grupos son los que mejor rendimiento obtienen en cuanto a la identificación de
comunidades ground-truth. Usando estos resultados, los autores extienden un
algoritmo de clustering local a un método heurístico de detección de comuni-
dades libre de parámetros que es capaz de escalar fácilmente a redes de mayor
tamaño.
5.2.2. Clustering de comunidades basado en significancia
estadística
La mayoría de las técnicas de detección de comunidades realizan una asigna-
ción unitaria de usuarios a comunidades sobre grafos no dirigidos sin importar
la direccionalidad de las relaciones o la calidad de los clusters obtenidos.
Aunque varios algoritmos, como los basados en modularidad, buscan opti-
mizar una medida de bondad para buscar los clusters, es raro que éstas realicen
algún tipo de refinado a posteriori u optimización local para mejorar la calidad
o la significancia de los clusters.
En este apartado se presenta una aproximación interesante, llamada OSLOM
(Order Statistics Local Optimization Method) y descrita en la obra Lancichinetti
et al. (2010), cuyo objetivo es abordar grafos dirigidos, ponderados y que per-
mite cierto grado de solapamiento y jerarquía en las comunidades detectadas,
mediante el análisis de la significancia estadística de los clusters.
Primero, los autores definen una forma para medir la significancia estadística
de un cluster dado por su algoritmo, la cual se define como la probabilidad de
encontrar dicho cluster en un modelo aleatorio nulo, una clase de grafos que
no presentan ninguna estructura de comunidad. Para ello, utilizan el modelo de
configuración descrito en Molloy and Reed (1995) como modelo nulo, el cual está
pensado para generar redes aleatorias dada una distribución de grado (número
de vecinos dado un vértice). Este modelo es básicamente el mismo que el modelo
nulo utilizado para definir la modularidad (Newman and Girvan, 2004; Newman,
2006).
La figura 5.1 muestra la situación de análisis de un subgrafo de ejemplo C
dentro del modelo nulo al incluir un vértice i. En este caso, se analizaría la
probabilidad de que i tenga un número deseado de vecinos en el subgrafo C al
incluirse, sabiendo que el modelo nulo posee un grado interno prefijado. Con
este tipo de medidas, se puede estimar la significancia de añadir ciertos nodos
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Figura 5.1: Esquema de evaluación al incluir el vértice i al subgrafo C en el
modelo nulo
del grafo original al grafo nulo y cómo contribuyen al modelo nulo de forma no
aleatoria, indicando que los nodos añadidos incluyen información relevante.
Una vez establecido el concepto de significancia estadística, el siguiente pa-
so que establecen los autores es el de optimizar la puntuación de significancia
estadística a través de la red al dividirla en clusters. Para ello, primero deter-
minan como se optimiza la puntuación de un cluster dado: primero se explora
la posibilidad de añadir vértices extras al subgrafo C (que representa el cluster)
y después se refina mediante la eliminación de vertices no significativos.
El método OSLOM final sigue el siguiente esquema de tres fases:
Se realiza una búsqueda de clusters significativos hasta que alcanza con-
vergencia; para ello se utiliza un parámetro de puntuación mínima.
Se analiza el conjunto resultante de clusters, intentando detectar su es-
tructura interna para posibles uniones de clusters.
Detecta una posible estructura jerárquica entre los clusters, proporcionan-
do información adicional.
Dada que la naturaleza del sistema es de inclusión y refinamiento, para ace-
lerar el proceso no se suele partir desde cero, sino que se puede iniciar el proceso
con información adicional o con una partición generada por otro algoritmo de
clustering.
La figura 5.2 muestra el funcionamiento general del método propuesto, don-
de se observa la naturaleza iterativa del mismo, con el fín de contrarrestar el
carácter estocástico del método de análisis y convergencia.
El método es bastante versátil, siendo utilizando en la obra Greene et al.
(2012) para detectar comunidades temáticas en Twitter a partir de listas de
usuarios. En dicha obra, se construye un grafo de similaridad cuyos nodos re-
presentan las listas de usuarios y se establecen aristas entre nodos si dichas listas
tienen usuarios en común.
Dadas los listas L1, L2 y el conjunto de elementos comunes C = |L1 ∩ L2|,
se utiliza como medida de similaridad la significancia estadística de la proba-
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Figura 5.2: Funcionamiento del método iterativo de detección de comunidades
OSLOM
bilidad de observar, al menos, |C| elementos de L1 en una lista cualquiera de
tamaño |L2|. Las aristas cuya medida de similaridad se inferior a un valor umbral
especirficado son descartadas.
Después, se aplica el método OSLOM sobre el grafo de similaridad, obtenien-
do un clustering sobre las listas de usuarios, cada conjunto de listas de usuario
siendo un tema de interés en potencia.
Los autores realizan una batería de pruebas con redes tanto artificiales como
reales, y aunque los resultados son bastante buenos en términos generales, el
tiempo de computación del método es muy alto, creciendo prohibitivamente
respecto al número de vértices a considerar para incluir o eliminar de un cluster.
Este método no es, por sí solo, factible para redes grandes.
Los autores exploran el usar el método OSLOM como refinamiento de una
partición anterior, logrando así solventar parcialmente este problema para usar
el método en redes grandes. Es obvio que el resultado final está bastante con-
dicionado por la técnica inicial usada y en la experimentación mostrada, usan
como punto de partida las particiones generadas por el método Louvain (Blon-
del et al., 2008). Como nota final, los propios autores mencionan que necesitan
otro método para seleccionar los vertices en el proceso de análisis individual de
clusters.
5.2.3. Modelos generativos
La mayoría de las aproximaciones para la detección de comunidades se basan
en aplicar alguna técnica de análisis de redes para generar un clustering, ya sea
mediante clustering aglomerativo, particionado de corte mínimo, medidas de
centralidad y métodos similares.
Estos métodos, aunque consiguen buenos resultados en muchos casos, suelen
realizar un particionado directo de las comunidades de usuarios y no tratan
todos los enlaces de la red por igual, no haciendo distinción entre los tipos de
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relaciones o diferentes interacciones en una red social.
Esta situación es una de las principales motivaciones que tienen los autores
de la obra Sachan et al. (2012), en la cual implementan un modelo bayesiano
generativo llamado TUCM (Topic User Community Model), cuyo objeto es el
de descubrir comunidades de usuarios latentes.
Este modelo, que consiste en una variación del bien conocido modelo ge-
nerativo usado para descubrir diferentes temáticas en un conjunto de textos
escritos Latent Dirichlet Allocation (LDA) (Blei et al., 2002), parte de la supo-
sición de que los usuarios que interactúan más frecuentemente entre sí tienden
a pertenecer algún tipo de comunidad latente común aunque no sea explícita.
Es más, el modelo intenta describir de forma conjunta a los usuarios y los
temas explorados mediante los mensajes y sus diferentes tipos, permitiendo que
un usuario pueda pertenecer a varias comunidades y estar interesado en dife-
rentes temas, aunque no se determinan grados de pertenencia o interés respecto
a las comunidades y los temas, respectivamente.
La idea base radica en representar a los usuarios mediante las interacciones
de dichos usuarios dentro de la red social, determinando que la distribución
de interacciones de un usuario se representa como una mezcla aleatoria de las
variables latentes de las comunidades.
De forma general, el mensaje de un usuario viene determinado por dos ele-
mentos: la comunidad y la temática. Dado un usuario, la temática de la que
quiere hablar y la comunidad asociada a la temática, la comunidad determina el
tipo de interacción (tweet simple, retweet o respuesta) y la temática determina
el conjunto de palabras usadas en ese mensaje.
Figura 5.3: Representación gráfica del modelo TUCM
La figura 5.3 muestra el proceso generativo completo incluyendo las varia-
bles latentes y parámetros. Es interesante destacar que, dado que el cómputo
de las probabilidades exactas de las distribuciones posteriores sobre el conjunto
completo de hiperparámetros es un problema intratable, los autores utilizando
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inferencia aproximada usando un método basado en Gibbs sampling. La descrip-
ción completa del proceso generativo específico se encuentra en la obra original
Sachan et al. (2012), pues describir cómo funciona un proceso bayesiano com-
pleto queda fuera del alcance de esta memoria de tesis.
En la obra se determina que los resultados obtenidos por el modelo TUCM
eran apropiados para abordar una red con capacidades de broadcast como Twit-
ter y el rendimiento computacional de TUCM respecto a otros modelos similares
es superior debido a que TUCM escala mucho mejor.
Sin embargo, el modelo TUCM requiere de cierta parametrización muy de-
pendiente del contexto, pues como en LDA, hay que establecer el número de
comunidades y temas a priori. Esto implica que cada modelo generado no sólo
es extremadamente dependiente de los datos sino de la interpretación del res-
ponsable del experimento, requiriendo de un buen juicio a la hora de determinar
estos parámetros para poder obtener un rendimiento apropiado.
5.3. Definición de la tarea
Una fuente de conocimiento interesante aparece una vez que se consideran los
usuarios como elementos estructurales de una red en lugar de individuales de una
red social. Estos usuarios establecen relaciones entre ellos, tanto explícitas como
implícitas, dando lugar a la creación orgánica e implícita de grupos usuarios en
las cuales los miembros del grupo comparten intereses comunes a pesar de que
la mayoría de los usuarios del grupo no se conocen directamente o tienen algún
tipo de contacto directo.
A raíz de esta observación, podemos definir como comunidad a un grupo de
usuarios cuyos miembros comparten intereses comúnes respecto a una temática,
con independencia a la interacción directa entre sus miembros o el reconoci-
miento expreso de pertenencia a la comunidad por parte de los mismos.
Detectar comunidades de usuarios dentro de una red dada es una tarea muy
amplia. En este capítulo se aborda la tarea de detectar tales comunidades de
usuarios dentro de la red Twitter, pero en lugar de extraer comunidades gené-
ricas a gran escala, la detección se centra en detectar comunidades subyacentes
respecto a un tema específico. Estas comunidades de granularidad fina son muy
interesantes porque son capaces de revelar posturas respecto al tema abordado
en cuestión y ayudan a identificar qué usuarios apoyan tales posturas.
Para esta obra en cuestión, se analiza la situación política española median-
te la detección de comunidades de usuarios españoles cuyos mensajes guarden
relación con el contexto político español. Sin embargo, no nos es factible recupe-
rar y analizar la red compuesta por el conjunto completo de usuarios españoles
debido a restricciones de carácter técnico; el tamaño de la red sería enorme
y Twitter limita la cantidad total de información recuperada. Por lo tanto, se
opta por analizar una muestra de los tweets pertinentes usando un método de
generación de consultas que proporciona una cobertura mayor en comparación
a hacer consultas simples sobre el sistema que proporciona Twitter.
Se construye una colección de tweets escritos en español durante la presen-
tación del borrador final de las enmiendas a realizar sobre la ley que regula el
aborto en España, conocida coloquialmente como Ley del Aborto. El periodo de
la presentación en cuestión está comprendido entre el 20 de diciembre del 2013 y
el 23 de diciembre del 2013. La reforma propuesta causó un gran impacto sobre
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la población española y todos los partidos políticos mayoritarios se posiciona-
ron de forma activa respecto a esta cuestión. El método en cuestión usado para
recuperar estos tweets es método de recuperación dinámica explicado en Cotelo
et al. (2014) y en el capítulo 2. Como ya se ha mencionado anteriormente, este
método garantiza un alto volumen de tweets, introduce poco ruido y es capaz
de reaccionar ante eventos imprevistos relacionados con la temática durante el
periodo de recuperación de datos.
Al igual que en otros países, y como se menciona en el capítulo 4, la situación
política española se encontraba claramente dominada por un puñado de fuerzas
políticas, en particular por dos partidos políticos mayoritarios: el conservador, li-
beral y cristiano demócrata Partido Popular (PP) y el social demócrata Partido
Socialista Obrero Español (PSOE). Desde la transición española a la democra-
cia, estos partidos son los únicos que han tomado gobierno en el país y se han
seleccionado términos relacionados a esos partidos como conjunto semilla para
el método de recuperación. Se han recuperado un total de 20251 tweets que
involucran de forma directa a más de 180k usuarios.
A partir de esta colección de tweets, se extraen los usuarios que aparecen
directamente en el contenido de cualquier tweet, ya sea el autor o cualquier otro
usuario mencionado en el tweet. En complemento a los usuarios que aparecen,
se recopilan las listas de amigos directos (aquellos a quien siguen), obteniendo
de forma efectiva sus vecinos más inmediatos. Partiendo de la lista conjunta
de usuarios (autores y mencionados) y sus respectivos amigos, se compone un
grafo de amistad directa con miles de nodos (usuarios) y millones de aristas
(relaciones de amistad directa).
Figura 5.4: Grafo de amistad directa generado a partir de la colección de tweets
obtenida
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En la figura 5.4 se muestra el grafo de amistad resultante, el cual contiene
más de 500k usuarios y más de 1, 1M relaciones de amistad. Por motivos de
claridad, los nodos son visualmente escalados y coloreados por su grado de
entrada (número de relaciones de amistad entrantes).
Este grafo de amistad alberga usuarios que son de naturaleza muy variada; la
mayoría de los usuarios son cuentas oficiales de medios de comunicación, gente
políticamente activa, miembros oficiales de partidos políticos y gente corriente
sin relación aparente con las organizaciones políticas, cubriendo la mayoría de
los actores de contexto sociopolítico.
Este grafo de amistad de carácter político es una buena fuente de partida
para la detección de comunidades de interés en Twitter respecto a la situa-
ción política española y por ello, es usado como base para el resto del trabajo
presentado en este capítulo.
5.4. Detección de comunidades usando Spectral
Biclustering
Identificar la estructura de comunidad subyacente que existe en una red
de usuarios puede ser una tarea difícil y computacionalmente costosa. En esta
sección se propone una aproximación basada en biclustering para detectar las
comunidades de interés dentro de Twitter respecto a una temática específica.
Figura 5.5: Esquema general del proceso de detección de comunidades.
La figura 5.5 consiste en un esquema general sobre el proceso utilizado para
la detección de comunidades, consistente en varios pasos: creación del un grafo
de amistad directa a partir de los tweets, transformación del grafo de amistad
a un grafo bipartito y aplicación de una técnica de detección de comunidades
usando como recurso base dicho grafo bipartito.
En primer lugar, se detalla el proceso de construcción del grafo bipartito que
va a ser utilizado como fuente de conocimiento para las aproximaciones presen-
tadas en esta sección. Este grafo bipartito expresa una ordenación topológica
sobre los usuarios de gran interés y utilidad, y se construye a partir del grafo de
amistad mencionado en la sección 5.3.
En segundo lugar, antes de entrar en detalle sobre la aproximación propuesta
basada en biclustering, se describe una aproximación bastante más convencional
que es incluida y usada como punto de comparación exigente y de relevancia.
Esta aproximación consiste en modelar la tarea en cuestión como un proble-
ma de Maximización de la Modularidad y aplicar el conocido Método Louvain
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(Blondel et al., 2008). La inclusión de esta aproximación específica radica en que
las técnicas de maximización de la modularidad son apropiadas para la detec-
ción y descubrimiento de comunidades a gran escala, siendo el Método Louvain
indicado por su eficiencia para abordar redes de gran tamaño.
En tercer lugar, se detalla la novedosa aproximación basada en biclustering
para la extracción de la estructura de comunidad a partir del grafo de amistad
mencionado anteriormente. La idea radica en modelar el proceso de detección de
comunidades como una tarea de biclustering y hacer uso del algoritmo Spectral
Biclustering (Kluger et al., 2003) para calcular los correspondientes biclusters,
los cuales serán usados para componer las comunidades.
5.4.1. Creación del grafo bipartito
Para lograr detectar comunidades implícitas y poder caracterizar a los usua-
rios a través de dichas comunidades, se ha desarrollado una aproximación basada
en grafos. Esta aproximación se basa en la idea de que se puede establecer y
calcular algún tipo de medida de similaridad entre los usuarios si se analizan
sus relaciones de amistad, siendo este análisis la base para identificar las comu-
nidades de usuarios que comparten intereses comunes.
El primer paso consiste en la construcción de un grafo dirigido de amistad
directa utilizando todos los usuarios que aparecen en la colección de tweets y
sus respectivos amigos (usuarios a los cuales ellos siguen de forma directa). Este
grafo resultante puede llegar a ser enorme y muy difícil de tratar computacio-
nalmente hablando. El grafo de amistad utilizado a lo largo de este capítulo es
el que se menciona al final de la sección 5.3.
Sin embargo, muchos de los nodos (usuarios) sólo tienen una arista entrante
y ninguna saliente, por lo que no aportan mucho al grafo en sí y se consideran
nodos irrelevantes. Por lo tanto, este grafo de amistad en bruto es podado,
eliminando nodos irrelevantes que posean un bajo número de aristas entrantes
y ninguno saliente. En lugar de establecer el umbral manualmente, se ha elegido
el valor correspondiente al percentil q = 95 sobre la distibución del número
de aristas entrantes, determinando el grado de aristas entrantes para nodos sin
aristas salientes debe encontrarse dentro del 5 % superior de la distribución.
Este grafo de amistad podado posee dos tipos de usuarios: usuarios origina-
les que son autores de algún tweet en el dataset original y los nuevos usuarios
detectados a través de las relaciones de amistad existentes en la red. Después de
un análisis superficial, se detecta que la mayoría de los usuarios originales son
principalmente consumidores de contenido mientras que los nuevos usuarios de-
tectados son, principalmente, generadores de contenido. Los nodos denominados
generadores de contenido son elementos cuya función principal en la red es la de
generar contenido potencialmente relevante y siendo, con frecuencia, fuentes de
opinión politica . Estos usuarios corresponden normalmente a cuentas de medios
de comunicación relevantes, usuarios políticamente activos y cuentas oficiales de
los partidos políticos; estos usuarios suelen tener un gran número de seguidores,
aunque no es una condición necesaria. Los consumidores de contenido forman
el resto de los nodos de la red y estos usuarios “consumen” los contenidos ofre-
cidos por los generadores de contenido, recibiendo dicho contenido porque los
consumidores siguen a dichos generadores. Es interesante ver que estos roles no
son mutuamente excluyentes.
A partir del grafo de amistad, se construye un grafo bipartito que exprese este
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comportamiento de creadores y consumidores, teniendo en cuenta que algunos
nodos pueden, potencialmente, tener ambos roles y poseer tanto aristas entrantes
como salientes. Estos nodos que exhiben los dos roles son transformados a dos
nodos distintos, cada uno de ellos teniendo solo aristas entrantes (creador de
contenido) o aristas salientes (consumidor de contenido). Cualquier nodo que se
encuentre aislado después del proceso de podado o del proceso de transformación
a grafo bipartito, es descartado y eliminado del grafo.
Figura 5.6: Grafo bipartito construido a partir del grafo de amistad directa.
La figura 5.6 muestra el grafo bipartito resultante donde los nodos son colo-
reados por grado de entrada y distribuidos por su clase bipartita (los consumi-
dores de contenido se distribuyen hacia a la derecha mientras que los creadores
de contenido son distribuidos a la izquierda).
5.4.2. El Método Louvain: un baseline exigente
La Modularidad (Newman and Girvan, 2004; Newman, 2006) es una función
de recompensa o beneficio1 diseñada para medir la calidad de una división de la
red en comunidades en concreto. Una partición de la red con un alto grado de
modularidad exhibe una red de interconexiones intra-comunidad muy densa y
poca densidad de conexiones extra-comunitarias. En esencia, cualquier método
de partición basado en modularidad intenta encontrar una partición de la red
en comunidades que maximicen la función de modularidad a nivel global.
No obstante, realizar una búsqueda de fuerza bruta sobre el espacio de to-
das las particiones posibles de una red es intratable para la mayoría de los casos
excepto los más triviales, debido a que el espacio de búsqueda crece exponencial-
mente con el tamaño de la red; se trata de un problema NP-duro. Por lo tanto,
1Una función de recompensa puede verse como una función objetivo a maximizar en lugar
de minimizar, como en una función de coste o pérdida
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la mayoría de los algoritmos recurren a métodos de optimización aproximada
para buscar una partición, haciendo uso de algoritmos como los algoritmos vo-
races, métodos quasi-Newton o métodos de optimización espectral, consiguiendo
soluciones aproximadas al problema de maximización de la modularidad con
diferentes grados de velocidad y precisión.
Para este trabajo en concreto, se usa el popular Método Louvain (Blondel
et al., 2008) para aproximar la función de modularidad. Este método iterativo
optimiza la modularidad de las comunidades localmente hasta que no se con-
sigue mejorar la modularidad global mediante perturbaciones del estado de la
partición actual. Este método suele ser mejor que otros métodos en términos
de tiempo de computación, lo cual permite el análisis de redes de gran tamaño
en un tiempo razonable y consigue modelos muy precisos a la hora de abordar
comunidades ad-hoc con una estructura de comunidades conocida.
El siguiente paso consiste en generar una matriz de similaridad sobre los
nodos creadores de contenidos a partir de la información del grafo bipartito.
La idea radica en que dos nodos creadores de contenido son similares si tienen
consumidores de contenido en común. Se ha elegido la medida Dice como una
medida de similaridad apropiada para comparar nodos creadores mediante sus
conjuntos de consumidores. Usando esta medida, se construye un grafo pon-
derado de similaridad entre los nodos creadores de contenido cuyo peso de las
aristas es igual a la coeficiente Dice entre los conjuntos de nodos consumidores
de contenido que siguen a dichos nodos creadores.
Como detalle técnico, cualquier grafo de similaridad construido de esta forma
es un grafo completo, significando que el grafo tiene n(n−1)2 aristas, no mostrando
de forma evidente alguna característica de carácter topológico y la mayoría de
los algoritmos de detección de comunidades pueden tener dificultades cuando
son aplicados a los grafos completos. Mas aún, la mayoría de las aristas tendrán
pesos nulos o valores muy cercanos a cero, indicando que los esos nodos poseen
casi ninguna similaridad.
Por ello, este grafo de similaridad ha sido procesado para revelar algún tipo
de estructura oculta. Cualquier arista que represente un valor de similaridad
bajo se considera como no informativa, así que se eliminan todas las aristas con
un peso menor a cierto valor umbral especificado. Para este caso en concreto, se
determinó que pesos inferiores a 0,35 indicaban una similaridad muy baja entre
nodos creadores de contenido. Este umbral es considerado como apropiado pero
no demasiado estricto, pues los valores de similaridad, al haber sido compuatados
mediante la medida Dice, se encuentran en el rango de valores comprendido en
el intervalo [0, 1].
Al procesar este grafo de similaridad de la forma anteriormente descrita, el
grafo resultante puede no seguir siendo un grafo conexo y las diferentes compo-
nentes conexas deben ser inspeccionadas individualmente aunque, en la mayoría
de los casos, la componente conexa con el mayor número de nodos es la única
relevante. Después de seleccionar las componentes conexas y elegir las relevan-
tes, se ha aplicado el conocido método de detección de comunidades Louvain
method (Blondel et al., 2008) al grafo de similaridad, asignando a cada nodo
creador de contenido una comunidad en concreto. A los nodos consumidores de
contenido se les asigna la comunidad en función de la proporción de relaciones
de amistad respecto a cada comunidad de nodos creadores de contenidos.
El método Louvain obtiene mejores resultados (tanto en tiempo como en
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valor de categorías) respecto a métodos similares como los que se describen en
las obras Clauset et al. (2004) y Wakita and Tsurumi (2007). En la obra Rotta
and Noack (2011) se mejora el método Louvain con un proceso de refinamiento
multinivel pero tiene como contrapartida que es significativamente más lento,
restringiendo el tamaño de las redes a analizar.
A pesar de todo lo expuesto, cualquier aproximación basada en la modu-
laridad, sufre lo que se denomina límite de resolución y suelen dar resultados
insatisfactorios cuando se quiere encontrar comunidades por debajo de cierta
escala, dependiendo del tamaño total de la red. Por ello, estos métodos son
precisos a la hora de detectar comunidades a gran escala (respecto a la red en
concreto) pero no son apropiados para recuperar comunidades a menor escala.
Dado que el enfoque de este trabajo consiste en la obtención de comunidades
a gran escala de usuarios políticamente sesgados extraídos de una red de gran
tamaño, se considera que el método Louvain es bastante apropiado para la
obtención de este tipo de comunidades dentro de esta tesis.
Merece la pena mencionar que esta aproximación (como muchas otras apro-
ximaciones existentes) no considera que exista cierto solapamiento en las comu-
nidades, mientras que realmente, muchos usuarios son capaces de exhibir rasgos
políticos de diversas comunidades.
5.4.3. La aproximación propuesta basada en biclustering
Aunque el Método Louvain, como se ha mencionado anteriormente, es bas-
tante apropiado para revelar comunidades a gran escala dentro de redes de
usuarios, se percibe que este método está más o menos limitado; es insuficien-
te para descubrir el conocimiento estructural subyacente. La mayor desventaja
presentada por la aproximación anterior es que todo el análisis de comunida-
des se realiza en “diferido”, desacoplando de forma moderada los consumidores
de contenido de los creadores de contenido en lugar de analizarlos de forma
conjunta.
Por ello, en este apartado, se propone una aproximación diferente para re-
velar la estructura de comunidades subyacente, abordando el análisis conjunto
de ambos tipos de nodo mediante el modelado de la tarea como un problema
de biclustering, una manera novedosa de abordar esta tarea si recurrimos a la
literatura actual.
El proceso de Biclustering, también llamado Co-clustering o clustering bi-
modal, es un proceso de minería de datos diseñado para realizar un clustering
(o agrupamiento) simultaneo de filas y columnas de una matriz dada (Hartigan,
1972; Mirkin, 1998). Un bicluster es un subconjunto de la matriz original cuyas
filas presentan un comportamiento similar respecto a sus columnas y viceversa.
Sin embargo, la definición exacta de “comportamiento similar” depende del algo-
ritmo de biclustering utilizado. Como requisito para aplicar cualquier técnica de
biclustering sobre la tarea abordada en este capítulo, es necesario transformar
la representación basada en grafo de los usuarios de la red a una representación
matricial tradicional.
A partir del grafo bipartito reducido mencionado en el apartado 5.4.1, se
genera una matriz de amistad M donde Mi,j = 1 si y solo sí, el creador i es
seguido por el consumidor j (o lo que es lo mismo, j tiene una relación de amistad
directa con i). Esta matriz está lista para ser usada como entrada para cualquier
técnica de biclustering y tiene el beneficio de que cualquier bicluster extraído
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Figura 5.7: Matriz de amistad sin estructura obtenida del grafo bipartito.
del proceso representa una comunidad entre usuarios (tanto creadores como
consumidores) que exhiben comportamiento similar. La figura 5.7 muestra la
matriz de amistad resultante lista para ser utilizada como entrada para cualquier
técnica de biclustering. A priori, no se observa ningún patron o estructura en
la matriz, pero tras aplicar la técnica de biclustering aparecerá dicha estructura
subyacente, tal y como se observa en la figura 5.8.
Existe una variedad de técnicas de biclustering, cada una de ellas con sus
peculiaridades y su fundamento subyacente, pero describirlas a todas ellas que-
da fuera del alcance de esta tesis. El estudio Madeira and Oliveira (2004) es
una buena fuente para el que esté interesado en saber más sobre técnicas de
biclustering. Para el problema concreto abordado en esta tesis, se ha elegido el
algoritmo Spectral Biclustering (Kluger et al., 2003) porque es capaz de generar
un modelo de comunidades difuso que permite diferentes grados de pertenencia
a diferentes biclusters en lugar de un típico modelo inyectivo.
La técnica Spectral Biclustering se basa en la idea de que la matriz de datos
posee una estructura tipo tablero de ajedrez oculta y las n filas y m colum-
nas pueden ser particionadas en n × m biclusters. Cada fila pertenecerá a m
biclsuters y cada columna a n biclusters con diferentes grados de pertenencia.
El algoritmo termina usando estos m × n biclusters para calcular el bicluster
más representativo para cada elemento fila y cada elemento columna.
La figura 5.8 muestra una matriz de amistad cuyas filas y columnas han sido
reordenadas después de aplicar el algoritmo de Spectral Biclustering. Tanto
filas como columnas se han agrupado acorde a su bicluster más representativo
y se han dibujado las líneas divisorias entre biclusters por motivos de claridad.
En la figura se observa que la varianza en los datos dentro de cada bicluster
es baja, indicando una alta correlación entre los creadores de contenido y los
consumidores dentro de cada bicluster.
La figura 5.9 muestra un grafo de similaridad de los nodos creadores de conte-
nido extraidos del modelo generado a partir del grafo biparito y la aproximación
de biclustering explicada en esta sección. Los nodos han sido escalados respecto
al número de seguidores directos en el grafo bipartito y coloreados en función
del bicluster más representativo al que pertenecen. La relevancia intra-cluster se
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Figura 5.8: Matriz de amistad reordenada después de aplicar Spectral Bicluste-
ring.
ha representado mediante la alteración de la saturación del color de cada nodo,
siendo los nodos más relevantes dentro del cluster aquellos con mayor valor de
saturación. La métrica de similaridad usada es la distancia del coseno calculada
sobre el modelo de pertenencia de los nodos creadores de contenido generado
por el algoritmo de biclustering. Dos nodos están conectados si su similaridad
es muy alta (más de 0,90).
Los nodos rojos son creadores de contenido afines al partido PSOE o a su
ideología socialdemócrata mientras que los nodos de color morado son creadores
de contenido afines a la ideología de izquierdas pero no están tan de acuerdo
con la ideología de la democracia social, siendo afines a otros movimientos como
el comunismo, el anarquismo social o el socialismo verde.
Los nodos azules son creadores de contenido afines al partido PP, su ideología
cristiano-democrática y centro-derecha o cualquier otra ideología de derechas
tales como son el conservadurismo, el liberalismo económico o el monarquismo.
Los nodos amarillos son famosos, personas de la sociedad y prensa amarilla con
baja relevancia política pero con un gran número de seguidores.
Es interesante que los nodos de gran tamaño que se encuentran entre las
comunidades roja y azul son los medios de comunicación de tirada nacional El
País, El Mundo, 20m y el ABC, que hacen de puente entre las ideologías socia-
listas y centro-derecha, mientras que los medios totalmente afines a la izquierda
o a la derecha se encuentran muy dentro de sus respectivas comunidades.
Esta aproximación de biclustering permite la generación de un modelo de
mayor calidad que es inherentemente difuso, puede manejar comunidades de
menor escala mejor que el Método Louvain y su coste computacional es sólo
ligeramente superior.
5.5. Evaluación de las aproximaciones
A lo largo de esta sección se evalúan las dos aproximaciones propuestas en la
sección anterior para la detección de comunidades. Medir el grado de éxito o el
5.5. EVALUACIÓN DE LAS APROXIMACIONES 95
Figura 5.9: Grafo de similaridad de los creadores de contenidos extraído de la
aproximación de Spectral Biclustering
rendimiento de alguna de estas aproximaciones no es una tarea fácil, puesto que
no se posee un gold standard de referencia para evaluar la tarea definida. En su
lugar, se proponen otras alternativas para medir la bondad de las propuestas.
Los apartados 5.5.1 y 5.5.2 proporcionan una comparación entre el método
propuesto basado en Spectral Biclustering y la aproximación más tradicional
basada en el Método Louvain. El proceso de evaluación descrito en el apartado
5.5.1 está basada en una métrica intrínseca mientras que una tarea extrínseca es
usada como medida indirecta en el proceso de evaluación descrito en el apartado
5.5.2. Finalmente, en el apartado 5.5.3 se describe la realización de un análisis
de carácter cualitativo sobre las comunidades extraídas por la aproximación de
Spectral Biclustering.
5.5.1. Coeficiente Silhouette
Dado que no existe información real y fidedigna sobre las comunidades exis-
tentes en el dataset, no se dispone de los valores de referencia para comparar
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y el proceso de evaluación debe ser realizado sobre el propio modelo. El coefi-
ciente Silhouette (Rousseeuw, 1987) es un conocido método para la evaluación
y validación de clusters de datos, estimando cómo de bien situado se encuentra
cada objeto dentro de su cluster asignado.
Dado una única muestra, su distancia media intra-cluster a y su distancia
media al cluster más cercano b son calculadas usando una distancia métrica
específica, como la distancia euclídea, la distancia manhattan o la distancia del
coseno. El coeficiente s para una única muestra se define como s = b−amax(a,b)
donde −1 ≤ s ≤ +1. Para evaluar el modelo, se calcula el coeficiente para cada
muestra existente en el conjunto de datos y se aplica una medida de tendencia
central (como la media o la mediana) sobre los coeficientes para puntuar el
modelo. Los valores de los coeficientes Silhouette se encuentran −1 y +1, donde
−1 indica un clustering totalmente incorrecto y +1 un clustering muy bien
definido (denso y muy bien delimitado). Valores alrededor de 0 indican que los
clusters sufren de demasiado solapamiento.
Figura 5.10: Distribución de los coeficientes Silhouette
Usando la distancia euclídea cuadrada como métrica y la mediana como
medida de centralidad, se han calculado los coeficientes silhouette para ambas
aproximaciones respecto a 5, 10 y 15 clusters. La figura 5.10 muestra las distri-
buciones de puntuaciones (histogramas) y cada mediana se muestra como una
linea vertical roja.
Se observa que los coeficientes para el Método Louvain están bien distri-
buidos alrededor del valor medio y son mayoritariamente negativos, mostrando
un clustering de mala calidad con cierto solapamiento. Aumentar el número de
clusters mejora ligeramente el valor central, pero incrementa significativamente
la desviación típica y los resultados generales se mantienen estables.
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Las medianas de los coeficientes para la aproximación de Spectral Bicluste-
ring son mucho mayores y la mayoría de los coeficientes son mayores que 0,5. Es
interesante que la distribución de valores exhibe bimodalidad, siendo los coefi-
cientes negativos menos del 30 % del total y agrupados alrededor de −0,3. Esto
indica un clustering mayoritariamente denso con algo de solapamiento; variar el
número de clusters no cambia los valores significativamente.
A la vista de los resultados, se observa que la aproximación basada en Spec-
tral Biclustering ofrece clusters con un mayor grado de densidad y delimitación
que que la aproximación basada en el Método Louvain, dando a lugar a un
clustering de, potencialmente, mejor calidad.
5.5.2. Evaluación extrínseca
Otra forma de analizar el rendimiento de cualquiera de las aproximacio-
nes consiste en medir cómo de bien sus resultados contribuyen a otra tarea
de distinta naturaleza. Para el caso abordado en esta tesis, las salidas de las
aproximaciones son utilizadas como modelos de características en una tarea de
clasificación de opinión sobre los tweets escritos en español, en concreto la tarea
y el dataset descritos en el capítulo 4.
Cualquier tweet de este dataset puede expresar cualquier postura positiva,
negativa o neutral respecto a los partidos PP y PSOE, definiendo las clases de
opinión posibles como el producto cartesiano de cualquiera de las tres posturas
respecto a cada partido, haciendo un total de 9 categorías. El dataset fue ma-
nualmente anotado, indicando la postura política de cada tweet de acuerdo a
las categorías mencionadas.
Ahora bien, como ya se describe en las sección 4.3, la mayoría de los españo-
les son respecto a cualquier tema político, dejando la mayoría de las categorías
de clasificación con muy baja representación; más del 90 % del dataset corres-
ponde a tres de las nueve categorías de opinión política. Esta situación lleva a
considerar dos versiones del dataset: una “completa” con todas las clases y una
“reducida” con solo las tres categorías de mayor representación política.
Para cada aproximación de detección de comunidades previamente explorada
y usando sus respectivos modelos de comunidades, a cada usuario en el dataset se
le calcula la proporción de amigos que pertenecen a cada comunidad, obteniendo
un vector de valores cuya suma es 1. El conjunto de todos estos vectores es el
modelo de características correspondiente a esa aproximación. Por motivos de
comparación, también se incluyen en esta comparativa tanto el modelo estándar
Bag-of-Words como el clasificador Dummy aleatorio estratificado.




Dummy Aleatorio estratificado 31,32 % 36,37 %
Bag-of-Words 61,97 % 68,36 %
Método Louvain 50,07 % 56,04 %
Spectral Biclustering 60,18 % 68,75 %
Cuadro 5.1: Exactitud con validación cruzada para diferentes modelos de carac-
terísticas
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De acuerdo a este método de evaluación extrínseca, la tabla 5.1 muestra
que la aproximación de Spectral Biclustering consigue mejores resultados que el
Método Louvain para esta tarea de clasificación. Cabe destacar que el modelo
de características basado en Spectral Biclustering, a pesar de sólo basarse en la
estructura topológica de la red, obtiene un rendimiento comparable al modelo
de características Bag-of-Words basado en contenido textual.
5.5.3. Análisis cualitativo de usuarios políticamente rele-
vantes
En los apartados anteriores, se ha analizado el rendimiento de la aproxima-
ción basada en Spectral Biclustering y se ha comparado respecto a la aproxima-
ción del Método Louvain, mostrando que la aproximación basada en biclustering
es significativamente mejor. En este apartado se realiza otro tipo de evaluación,
consistente en un análisis cualitativo cuyo objetivo es el de medir la capacidad de
identificar usuarios relevantes dentro de las comunidades detectadas obtenidas
por parte de la aproximación basada en biclustering.
Partiendo del mismo modelo de comunidades generado mediante Spectral Bi-
clustering en el apartado 5.5.1, se han elegido aquellas comunidades que contie-
nen las cuentas oficiales de los partidos PP y el PSOE. De ambas comunidades,
se han elegido los primeros 10 usuarios relevantes que no eran cuentas políticas
oficiales, medios de comunicación oficiales ni usuarios directamente afiliados con
el correspondiente partido político de su cluster.
El objetivo de este estudio en concreto fue el de encontrar individuos que
fueran afines a alguna ideología correspondiente a uno de los partidos políticos
mayoritarios pero que no fueran miembros ampliamente conocidos del partido
o tuvieran una estrecha relación con algún medio de comunicación mayoritario.
De esta forma, se puede medir si el método es capaz de identificar y agrupar
correctamente gente corriente que comparta la misma ideología política, a pesar
de que pueden que no hayan interactuado entre sí y no profesen públicamente
su afiliación política.
Para cada uno de estos usuarios, se han obtenido los 100 tweets más recientes
de su timeline cuyo contenido tuviera relación directa con la política; estos
tweets fueron manualmente anotados de la misma forma que aquellos usados
en la tarea descrita en el apartado 5.5.2. Después de este proceso de anotación,
se calcula la afinidad de cada usuario respecto al partido mayoritario de su
respectiva comunidad (o cluster group), siendo la medida de afinidad definida
tal como se explica a continuación. La relevancia intra-cluster de los usuarios es
directamente proporcionada por el algoritmo de biclustering.
Definición 5.1 Dado el usuario u, se definen los siguientes puntos:
Sea x uno de los partidos políticos mayoritarios. Se define posu(x) y
negu(x) como el número de veces que el usuario u expresa una opinión
respecto al partido político x en cualquiera de los tweets, siendo ésta posi-
tiva o negativa respectivamente.
Sea PP y PSOE los partidos políticos mayoritarios de estudio, se define el
apoyo o support a dichos partidos por parte del usuario u como scu(PP ) =
posu(PP ) + negu(PSOE) y scu(PSOE) = posu(PSOE) + negu(PP ).
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A partir de lo expuesto, se definen las puntuaciones de afinidad para el usua-










scu(PP ) + scu(PSOE)
Usuario Afinidad Relevancia
PSOE_USER#1 100,00 % 68,27 %
PSOE_USER#2 100,00 % 65,56 %
PP_USER#1 97,30 % 71,61 %
PSOE_USER#3 95,45 % 61,07 %
PP_USER#2 90,91 % 74,31 %
PSOE_USER#4 87,50 % 54,61 %
PSOE_USER#5 85,00 % 66,51 %
PP_USER#3 83,33 % 65,69 %
PSOE_USER#6 69,87 % 70,65 %
PP_USER#4 66,67 % 64,85 %
Cuadro 5.2: Valores de afinidad de los 10 usuarios con mayor relevancia política
La tabla 5.2 muestra los valores de relevancia intra-cluster y afinidad para
los usuarios elegidos. Los usuarios han sido anonimizados antes del proceso de
anotación manual por motivos de privacidad. Se puede observar que los usua-
rios obtienen altos valores de afinidad (respecto al partido mayoritario de su
comunidad) a la vez que exhiben una buena correlación entre los valores de re-
levancia y afinidad. Esto indica que la aproximación principal propuesta en este
capítulo es capaz de recuperar miembros de la comunidad altamente afines a la
ideología de su comunidad a pesar de que la gran mayoría de estos usuarios no
están afiliados a ningún partido político ni relacionados con ningún medio de
comunicación políticamente sesgado.
5.6. Conclusiones y trabajo futuro
En este capítulo, se ha propuesto una idea original como aproximación para
detectar comunidades de usuarios de interés dentro de Twitter. Modelando la
tarea como un problema de biclustering y aplicando la técnica de Spectral Bi-
clustering, se consigue una manera efectiva de abordar la tarea de detección de
comunidades sobre redes de gran tamaño. Más concretamente, se han centrado
los esfuerzos en extraer comunidades subyacentes en la red de usuarios españoles
dentro del contexto político español.
Dado que analizar la red completa de usuarios españoles en Twitter es téc-
nicamente intratable, se propone como alternativa el uso de una colección de
tweets obtenidos usando el método de recuperación dinámica de tweets expli-
cado en Cotelo et al. (2014) y expandido en el capítulo 2. A partir de esta
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colección de tweets, se ha generado una muy útil representación de la red de
usuarios consistente en un grafo de amistad directo, cuyos usuarios han sido ex-
traídos directa e indirectamente de la colección de datos recuperado. Este grafo
de amistad directa sirve como base para la mayoría del análisis y proceso de
evaluación.
Para poder probar la propuesta de forma efectiva, se ha implementado otro
método basado en la maximización de la modularidad como baseline exigente.
Este tipo de aproximaciones obtienen buenos resultados a la hora de detectar
comunidades a gran escala y sus requisitos computacionales son relativamente
bajos, haciéndolos apropiados para el análisis de grafos de gran tamaño. De
las técnicas de maximización de la modularidad disponibles, se ha optado por
el conocido Método Louvain pues obtiene buenos resultados mientras que sus
requisitos computacionales son mucho menores en comparación a otras técnicas.
A través de métodos de evaluación tanto intrínsecos como extrínsecos, se
observa que el modelo de comunidades generado por la aproximación basada
en Spectral Biclustering es muy superior al generado por el baseline propuesto.
No sólo funciona mejor, sino que proporciona mejores modelos que permiten
comunidades solapadas, pertenencia difusa a comunidades, comunidades más
pequeñas y proporciona información adicional sobre la relevancia intra-cluster de
los miembros de una comunidad. A pesar de que la técnica de biclustering elegida
es ligeramente más lenta que el Método Louvain, sus requisitos de memoria son
similares y los resultados obtenidos son mucho mejores.
Además de los métodos de evaluación propuestos, se realiza un análisis cua-
litativo de los usuarios políticamente relevantes mediante el uso del modelo de
comunidades provisto por la aproximación de biclustering. Usando la informa-
ción de relevancia intra-cluster del modelo, se pudo observar que el método era
capaz de identificar y correctamente agrupar usuarios ordinarios que comparten
la misma ideología política a pesar de que esos usuarios no han interactuado
entre ellos y no profesan públicamente ningún tipo de afiliación política.
Finalmente, se concluye que la propuesta se comporta con éxito, siendo ca-
paz de abordar grandes redes que suelen ser abordadas por aproximaciones
tradicionales de maximización de la modularidad mientras que obtiene mejores
resultados y proporciona un modelo mucho más rico.
Capítulo 6
Conclusiones
Como se ha mencionado a lo largo de esta memoria de tesis, las redes so-
ciales son un elemento que ha pasado de ser un simple servicio a formar parte
fundamental de la vida de las personas, experimentando un enorme auge en
los últimos años. La facilidad de creación de contenido por parte de los usua-
rios, la sencillez con la que éste es compartido de forma efectiva, la inmediatez
de las plataformas y la simbiosis con los dispositivos móviles de nueva genera-
ción (smartphones), han introducido cambios muy importantes sobre cómo las
personas interactúan entre sí.
Este éxito generalizado por parte de las redes sociales mayoritarias, donde
millones de personas opinan, comentan y comparten a diario ideas sobre cual-
quier tema, hace que las redes sociales sea un objetivo como fuente potencial
de información a analizar. Dado que los mensajes generados por los usuarios,
y en general contenidos de cualquier tipo, rara vez son objetivos, hace que la
información potencial a extraer haya atraído la atención de un diversos sectores
como un elemento lucrativo. Además de enfoques más obvios como campañas de
marketing, análisis de la opinión pública, análisis de marcas o análisis de perfiles
de usuarios, las empresas participan activamente dentro de estas redes, no sólo
como elemento dinamizador, sino además como soporte técnico y atención al
cliente.
Sin embargo, la información que se puede encontrar en este tipo de redes
difiere bastante en lo que respecta a los tipos de información que se encuentran
tradicionalmente en la mayoría de contextos, requiriendo de un enfoque holístico
a la hora de analizar los contenidos de las redes sociales; es necesario explorar
tanto el análisis del contenido en sí como el papel que éste o su autor desempeña
dentro de la red.
En esta memoria de tesis, se recoge el proceso investigador realizado para
enfrentarse a las diferentes facetas del análisis de mensajes en redes sociales,
todo ello bajo el enfoque holísitco de integrar tanto el aspecto estructural de
los contenidos y los usuarios como el contenido no estructurado de los mensa-
jes. En primer lugar, se aborda la tarea de recuperación de los datos respecto
a una temática, pues es imperativo generar datasets que estén los suficiente-
mente enfocados a una temática dado que la variedad existente en las redes es
prácticamente infinita.
Un aspecto a tener en cuenta, que es independiente a la temática elegida, es
que los mensajes suelen ser mal redactados y de baja calidad, por lo que una
101
102 CAPÍTULO 6. CONCLUSIONES
de las tareas abordadas es la de normalizar, a nivel léxico, los mensajes. Esta
normalización busca paliar la baja calidad que pueda existir en los mensajes,
intentando restaurar sus contenidos para que sea más efectivo analizarlos.
La clasificación de mensajes respecto a la opinión que contienen es otra de
las tareas abordada que, además de ser interesante, tiene implicaciones adi-
cionales a nivel socio-político muy relevantes. Siguiendo el tema central de la
tesis, se aborda la tarea extrayendo modelos de ambos aspectos (estructurado
y no estructurado) de los mensajes e integrándolos de forma efectiva usando un
esquema de combinación diseñado para ello.
Muy interrelacionado con la tarea anterior, se ha tratado la detección de co-
munidades implícitas de usuarios respecto a una temática en concreto. Revelar
este tipo de comunidades de interés contrasta respecto al enfoque pormenori-
zado de la tarea de clasificación, pues la naturaleza de ésta es a mucha mayor
escala. Ahora bien, a la hora de caracterizar los colectivos de usuarios respecto
a intereses comunes, hay que tener en cuenta que muchos de esos usuarios no
se conocen ni interactúan de ninguna forma entre sí, resultando en un enfoque
muy interesante respecto a muchas tareas de análisis.
Teniendo en cuenta lo expuesto anteriormente, las principales aportaciones
contenidas en esta memoria de tesis son las siguientes:
1. El diseño de un método dinámico de recuperación de información respecto
a una temática concreta sobre redes sociales, apropiada sobre una red
social (Twitter) que presenta un comportamiento muy dinámico, pero que
no ofrece herramientas lo suficientemente apropiadas para esta tarea.
2. Una caracterización de los fenómenos de error y peculiaridades encontra-
dos en los mensajes recuperados de las redes sociales, principalmente de
redacción pobre y escritos desde un dispositivo móvil.
3. Un sistema de normalización léxica altamente modular para restaurar la
calidad de los mensajes recuperados. Este sistema combina diferentes com-
ponentes de normalización, es fácilmente extensible, su coste de implanta-
ción es bajo y tanto los recursos como los componentes son reutilizables.
4. Una metodología para categorizar mensajes de opinión de las redes so-
ciales dentro del contexto específico, explorando aproximaciones basadas
tanto en información estructurada como no estructurada y proponiendo
un esquema de integración basado en Stacking para combinar modelos de
características de diferente naturaleza.
5. Un método para resolver la tarea de descubrimiento y caracterización de
las comunidades implícitas y ad-hoc de usuarios dentro de un contexto
específico, usando un enfoque combinado de representación de grafo y
Spectral Biclustering.
Las diferentes aportaciones han sido un resultado directo del diseño e imple-
mentación de los experimentos detallados en esta memoria de tesis, los cuales
han logrado validar las hipótesis iniciales presentadas en la sección 1.2. Aunque
conclusiones de forma detallada e individual respecto a cada experimentos, han
sido presentadas en sus respectivos capítulos, podemos destacar algunas de las
conclusiones principales extraídas de los resultados obtenidos:
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1. En la tarea de recuperación de mensajes, el análisis del grafo de términos
subyacente construido a partir de la información estructurada existente en
los mensajes es una técnica mucho mas versátil y proporciona mucha mas
cobertura que usar simplemente una consulta estática de términos. Ade-
más, usando sólo un conjunto de términos semilla significativo y acotado,
se consigue una recuperación de mensajes de gran volumen centrada en un
tema representado por ese conjunto semilla, con poco ruido introducido y
que responde a eventos inesperados en el tiempo.
2. Respecto a la normalización de mensajes ruidosos, se comprueba que, ten-
diendo en cuenta los fenómenos de error observados, la idea de utilizar
componentes independientes que funcionan como “grupo de expertos” es
una forma muy efectiva para abordar dichos mensajes ruidosos. Además,
como resultado adicional de esta idea, la arquitectura modular resultante
exhibe un alto grado de especialización en sus componentes, siendo esta es-
pecialización beneficiosa en términos de coste, extensibilidad y adaptación
a otros dominios
3. La elaboración de un esquema de integración de modelos de características
extraídos de información tanto estructurada como no estructurada es fun-
damental para la tarea de clasificación de opinión de mensajes generados
por los usuarios. Usar sólo información no estructurada es ineficaz, ya que
los textos de los mensajes carecen de la cantidad de contenido necesaria
para las técnicas de PLN comunes.
4. La detección de comunidades de usuarios de interés en las redes sociales
requiere de técnicas diferentes a las de clustering tradicional, pero con una
representación de grafo usando la información estructurada de los mensa-
jes y la técnica de Spectral Biclustering, se consiguen unos resultados muy
satisfactorios; las comunidades comunidades de usuarios obtenidas a través
de este procedimiento son muy acertadas, probando que la aproximación
topológica mostrada es viable en grandes grafos y obtiene resultados muy
fidedignos.
A partir del desarrollo de la investigación expuesta en esta memoria de tesis,
se han generado varios trabajos en forma de artículos de investigación. Los re-
sultados publicados relacionados con la tarea de recuperación de información se
encuentran en los trabajos Cotelo et al. (2012) y Cotelo et al. (2014), mientras
que los resultados relacionados con la tarea de normalización se encuentran en
los trabajos Cotelo et al. (2013) y Cotelo et al. (2015a). También se ha publi-
cado el trabajo Cotelo et al. (2015c), el cual combina resultados provenientes
de la recuperación de información y la clasificación de opinión en el contexto
político español. Los resultados referentes a las tarea de clasificación de opinión
y detección de comunidades se encuentran en las obras en proceso de revisión
Cotelo et al. (2015b) y Cotelo et al. (2015d) respectivamente.
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