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Abstract 
Existing rank-defect free network adjustment is to some extent adaptable for singular problems with additional conditions but not 
responsible for abnormal adjustment including singular and ill-conditioned situations in the establishment of mine quasi-geoid. 
To avoid additional conditions, a new singular value decomposition (SVD)-based pseudoinverse solution is introduced, which 
needs only two steps for calculation. The coefficient matrix was transformed into bidiagonal matrix with full orthogonal 
decomposition, and the accomplishment was carried out by iterative algorithm of implicit symmetric QR decomposition. To 
evaluate the effects and stability, we compared the result using least squares for full rank including ill-conditioned and singular 
with that using SVD. Meanwhile, both inside precision and outside precision were used to assess the efficiency of these methods. 
Based on analyzing two situations with or without coordinates constants, the three methods have the same effect if there is no any 
constant; however, if there are some constants, only the SVD method can have a right result.  
    
hÉóïçêÇëW=singular and ill-conditioned problems; singular value decomposition; least squares; full rank decomposition; height anomaly=
1. Introduction 
Since least squares was invented by Gauss in 18th century, it has been widely applied to scientific experiments 
and engineering technologies over two hundred years. Recently, with its growing development of theory and 
practice, great progress has been made concerning about its numerical efficiency and error theory, and many 
improved methods have been found such as weighted least squares, recursive least squares, least squares collocation 
and rank defect free network adjustment. All of these methods can not live without matrix inverse. However, there 
are two situations, singular and ill-conditioned, making the methods no solutions or no stable solutions, respectively. 
Firstly, if the coefficient matrix is singular, the methods above including classical least squares are unaccountable 
for getting solution in view of no inverse. In surveying, there exist three kinds of situation resulting in no solutions. 
One is that some of measurements are linear combinations with others appearing in the GPS positioning and 
navigation, another is no adequately initial data with control network adjustment, and finally the variance of some 
measurements are zeros (Wang, 1994). Secondly, if the coefficient matrix is ill-conditioned, the methods only have 
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=unstable solutions. Although this statement is unusual and not usually seen in surveying adjustment, it really exists 
in some situations, for example surface fitting to resolve height anomaly.  
 Aiming at solving both problems, one of the most used methods is to solve the matrix pseudoinverse. To obtain 
pseudoinverse, QR decomposition methods including Householder transformation, Givens transformation, QR 
decomposition, improved Gram-Schmit (Lawson (1995), Golub(1996), and Higham (2002)) , are widely used 
abroad. However, it is maybe not effective with QR decomposition when the coefficient matrix is singular or nearly 
singular (Wei, 2006) because the obtained R with its characteristics of upper trapezoid is unsuitable for calculating 
pseudoinverse. Additionally, if the coefficient matrix is ill-conditioned, it is necessary to confirm the numerical rank 
for QR decomposition (Hu, 2008). Furthermore, QR decomposition in matlab has been signed full or sparse 
matrices. Hereby, Q S Chang (1986) introduces full rank decomposition to divide the coefficient matrix into two 
sections, a row full rank vector and a column full rank vector. This method is well suitable for singular, but it is 
quite helpless for ill-conditioned situation. K Zhang (2004) and Surveying Adjustment Subject Group (2003) add 
some additional conditions to solve the singular (rank-deficient) adjustment. But the additional conditions without 
unified criteria are difficult to select and only useful for singular problem.  
On the basis of existing literature datum, we try to find a uniform method which is compatible for singular and 
ill-conditioned as well as without additional conditions. Golub and Kahan (1963), Golub and Reinsch (1970) 
proposed a stable algorithm, singular value decomposition(SVD), for matrix singular problem. we research the 
theory, essence and practice of SVD applied in surveying, which is given in section two. Other sections are 
organized as follows: Section one opens with theory analysis including the theory of least squares and its existing 
problems. Section three shows the results of experiments and its analysis and the conclusion is provided in the last 
section. 
2.  Theory analysis 
OKNK =iÉ~ëí=ëèì~êÉë=~åÇ=ÉñáëíáåÖ=éêçÄäÉãë=
Suppose a linear equation is denoted as 
 
Ax b ===================================================================================ENF=
 
where A is a m n coefficient matrix (ã å≥ ), x is a n 1 unknown vector and b is a m 1 measurement vector.  
Now the observations are assumed with independent and equal precision, so its weight matrix is a unit matrix. 
Least squares is one of the most used methods for this problem. To obtain the least squares solution, the equation (1) 
must meet the condition: 
 
2|| || min− =Ax b ========================================================================EOF=
 
Then we can find the solution according to (2): 
 
q q
=A Ax A b ===========================================================================EPF=
1)ñ −= T T(A A A b =======================================================================EQF=
 
The least squares solution can be found by equation(4) when d e t )
T( A A is not equal to zero and the coefficient 
matrix A  is in good state. The symbol det represents the determinant. However, the least squares solution is not 
resolvable or stable for the problems when d e t )T( A A is equal to zero or A  is ill-conditioned. 
OKOK mêáåÅáéäÉ=çÑ=psa=ëçäìíáçå=
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As we know, the linear equation (1) can obtain no solution when the coefficient matrix A  is singular or ill-
conditioned, that is because b is not in the column space of coefficient matrix A . To solve the equation,
_
b , closest to 
b , must be found in the column space of A , then the solution of =
_
AX b  is the least squares solution to the 
equation. And if b is included in the column space of A , 
_
b is equal to b . Now according to SVD, suppose that 
 
q
=A UȈV ===============================================================================ERF=
 
here, U and V are the orthogonal matrix, 1 2( , , )Çá~Ö σ σ σȈ =   ! represents matrix eigenvalues. Defining 
1 q−
=
+A VȈ U is known as pseudoinverse. If rank( A )=n, then it is a least squares problem. The results of 
pseudoinverse solution is same as least squares, but if not, suppose r=rank( A) is the rank of matrix A. The principle 
is shown as Fig.1. 
Golub and Kahan (1963), Golub and Reinsch (1970) construct two finite sequences of Householder transforma-
tion. The implementation of SVD solution has two steps: the coefficient matrix is transformed into bidiagonal 
matrix with full orthogonal decomposition, then the accomplishment is carried out by iterative algorithm of implicit 
symmetric QR decomposition. 
 
Fig.1. Transformation of plane-coordinate system into three-dimensional rectangular coordinate system 
OKPK =mêÉÅáëáçå=Éî~äì~íáçå=
To evaluate the precision of GPS leveling calculation, four points are randomly selected for external check.  
1) Inside precision 
According to the known control sites participated in calculation and their fitting value, the inside precision of GPS 
leveling fitting is given 
 
/( 1)åµ = ± −VV =
 
herein, V  is the difference between true value and estimated value of known control sites and n is the numbers of 
V . 
2) Outside precision 
Instead of the known control sites, check points are used for outside precision. 
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V  is also the difference of true value and estimated value of check points and n is the numbers of check points. 
3. Experiments and analysis 
Height anomaly fitting is an important problem for usage of GPS in the establishment of mine quasi-geoid of 
mine deformation monitoring. If it can be solved precisely, GPS RTK can be used for mine subsidence monitoring 
with its advantage of low cost, less time and high precision, instead of traditional methods such as leveling. 
Therefore, many scholars presented some methods to calculate the height anomaly, such as, LU Zhonglian (1990) 
uses geodetic and gravity data to calculate the height anomaly, LI Chong (2008) gives the MLSC method to solve 
height anomaly and XU Shaoquan (2004) introduces many methods. Each method has its own advantages, but it is 
necessary to calculate the coefficient matrix for all methods. Surface fitting, a widely used method, is considered as 
an example which takes the surveying area as surface.  
Suppose the polynomial surface function is given by 
 
2 2
1 2 3 4 5 6f(x,y)=a ~ ñ ~ ó ~ ñ ~ ó ~ ñó+ + + + + =
 
The function is denoted as a matrix 
 
= +ȗ XB İ ===============================================================================ESF=
 
where 1 2[ ]
qζ ζ ζȗ =
 
 
is a height anomaly vector,  unknown vector 1 2[ ]
q~ ~ ~=B
 
 
, random noise vector 
1 2[ ]
qε ε ε=İ
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  GPS static surveying can receive the coordinates of designed control sites and their elevations are normal heights, 
then the geodetic heights of the same control ones are obtained by leveling. Height anomaly ȗ  can be solved by 
subtracting the normal height from geodetic height. The elements of coefficient matrix X  are the horizontal 
coordinates of GPS static surveying. By solving the linear equation (6), the polynomial coefficients can be found. 
=
+B X ȗ =
The coordinates ñ,ó of these points are about 4390000.000m and 510000.000 m and height anomaly is about 
133.000m in practical measurement, where 439 and 51 are considered as constants of the coordinates of ñ and ó. 
Thereby, to identify the effects of classical least squares and two pseudoinverse solution methods, the experiments 
with or without constants are investigated. There are two assessable indices, inside precision and outside precision, 
to evaluate the precision. Table 1 shows the results of estimated unknown parameters and their precisions are given 
in Table 2. These two tables reveal that three methods have the same unknown parameters, inside precisions and 
outside precisions. This means that three methods are equal if there are no constants of ñ and ó. 
Table 1. Estimated unknown parameters of three methods without constants 
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A a1 a2 a3 a4 a5 a6 
Least squares 132.97 -3.7 10-5 7.8 10-5 -1.1 10-8 -1.4 10-8 2.0 10-8 
Full rank decomposition 132.97 -3.7 10-5 7.8 10-5 -1.1 10-8 -1.4 10-8 2.0 10-8 
SVD method 132.97 -3.7 10-5 7.8 10-5 -1.1 10-8 -1.4 10-8 2.0 10-8 
Table 2 Inside and outside precisions of three methods without constants 
 Inside precision/m Outside precision/m 
Least squares 0.0062 0.0062 0.0062 0.0056 0.0056 0.0056 
Full rank decomposition 0.0062 0.0062 0.0062 0.0056 0.0056 0.0056 
SVD method 0.0062 0.0062 0.0062 0.0056 0.0056 0.0056 
 
However, it is not convenient and possible for getting rid of the constant for each measured data, then the 
situation with the constants must be referred to. If the constants of ñ=and=ó are added to the coordinates, the results 
are remarkably different from the results without constants. Estimated unknown parameters are illustrated in Table 
3, from which the problems are not appeared. But from assessable indices of Table 4 and Table 5, the inside 
precisions of least squares and full rank decomposition are sharply far from the required precision. Only SVD 
method is stable for the required precision with the value of 7.9mm. At one time outside precisions of three methods 
are similar with the inside precisions, which mean least squares and full rank decomposition are both not stable for 
the solution, while SVD method with its value about 1.5cm is rightful for the problem. 
Table 3. Estimated unknown parameters of three methods with constants 
A a1 a2 a3 a4 a5 a6 
Least squares 1.4 105 -5.5 10-2 -8.3 10-2 4.8 10-9 -2.8 10-8 2.5 10-8 
Full rank decomposition 1.4 105 -5.5 10-2 -8.3 10-2 4.8 10-9 -2.8 10-8 2.5 10-8 
SVD method 2.9 10-11 6.3 10-5 7.4 10-6 -6.8 10-10 -4.8 10-8 1.1 10-8 
Table 4. Inside precisions of three methods with constants 
Inside precision/m 
Least squares Full rank decomposition SVD method 
169.2069 169.2069 0.0079 
Table 5. Outside precisions of three methods with constants 
Outside precision/m 
Check points/numbers Least squares Full rank decomposition SVD method 
2 231.6797 231.6797 0.0185 
3 200.6465 200.6465 0.0131 
4 189.1683 189.1683 0.0111 
 
Finally, to evaluate and verify three methods, 158 monitoring points in the surveying area are collected. And the 
results are shown in Fig.2-Fig.4, from which the same results of above experiments are acquired. The true value of 
height anomaly is about 133m with three methods without constants, when constants are added to the correct results 
can be obtained only with SVD method, while the results of least squares and full rank decomposition are more than 
two times of true values. 
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Fig. 2. (a) Least squares without constants; (b) Least squares with constants 
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Fig. 3. (a) Full rank decomposition without constants; (b) Full rank decomposition with constants 
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Fig. 4. (a) SVD without constants; (b) SVD with constants 
By means of above tables and figures referring to four check points and 158 monitoring points, the inside 
precisions and outside precisions show that SVD method is the best method to solve the abnormal situations. To 
inspect and verify the effects of any point of the surveying area, the three-dimensional surface is produced through 
interpolating the check points and monitoring points by Matlab. The results show that the SVD method always has 
the accurate results within one centimeter of the difference between with constants and corresponding without 
constants in Fig.5(b) and Fig.6(b), while the difference of least squares and full rank decomposition without 
constants is about two times of with constants from Fig.5(a) and Fig.6(a). 
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Fig. 5. (a) Least squares and full rank decomposition without constant; (b) SVD without constants 
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Fig. 6. (a) Least squares and full rank decomposition with constant; (b) SVD with constants 
Based on SVD method, the surface model of whole surveying area (Fig.7) is generated which can be used for 
monitoring the surface subsidence through the comparison of different surveying datum in different times.  
 
 
Fig. 7. Surface model based on SVD 
4. Conclusions 
Abnormal height anomaly fitting contains singular and ill-conditioned situations in the establishment of quasi-
geoid. Rank-defect free network adjustment is essential to add some additional conditions usually with difficult 
selection. Although there has been some solutions for pseudoinverse such as full rank decomposition, the SVD-
based method is proved to be the most stable one with the comparison among them.  
Furthermore, SVD-based method is not only suitable for abnormal height anomaly fitting including singular and 
ill-conditioned situation in mine subsidence monitoring, it is also responsible for other concrete situations such as 
linear combination of measurements in GNSS positioning and navigation when the satellites locate on one line or on 
a cone with the centre of observation station which will be the future work.  
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