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Abstract
Semi-supervised learning algorithms attempt
to take advantage of relatively inexpensive un-
labeled data to improve learning performance.
In this work, we consider statistical models
where the data distributions can be character-
ized by continuous parameters, and show that
under certain conditions on the distribution,
unlabeled data is equally useful as labeled date
in terms of learning rate. Specifically, let n,m
be the number of labeled and unlabeled data,
respectively. We show that the learning rate of
semi-supervised learning scales as O(1/n) if
m ∼ n, and scales asO(1/n1+γ) ifm ∼ n1+γ
for some γ > 0, whereas the learning rate of
supervised learning scales as O(1/n).
1 Introduction
It is known that in favorable situations, semi-supervised
learning (SSL) is able to take advantage of unlabeled data
to improve learning performance. In this work, we study
how learning rate (defined to be the convergence rate of
the excess risk in this paper) is improved by having ad-
ditional unlabeled data under a parametrization assump-
tion of the data distribution. Our main finding is that
under our assumption and certain conditions on the data-
generating distribution, unlabeled data is as useful as the
labeled data in terms of learning rate.
Numerous works across the past few decades are devoted
to understand the role of unlabeled data in learning prob-
lems. The early work of [Castelli and Cover, 1996] stud-
ied a simple mixture model and showed the relative value
of labeled and unlabeled data under different assump-
tions of the model. The author in [Rigollet, 2007] for-
mally formulated the notion of cluster assumption and
proposed a method that takes advantage of unlabeled
data to achieve fast convergence rates. A more sophisti-
cated mixutre model was studied in [Singh et al., 2009],
where different regimes of parameters are identified
in which the unlabeled data help. The recent work
[Go¨pfert et al., 2019] gave a nice overview of various as-
sumptions in different works. The readers are referred to
[Chapelle et al., 2006] [Zhu, 2008] for a comprehensive
literature review on the topic. This paper uses a different
assumption than most previous works, and we will com-
ment on their differences in Section 6 after presenting
our main results.
In this work, we view both supervised and semi-
supervised learning problem as a variation of the uni-
versal prediction problem [Merhav and Feder, 1998]. In
the classical setup of universal prediction, an ob-
server sequentially receives a sequence of observations
x1, x2, . . ., and wishes to predict the next outcome xt
based on all past observations up to time t − 1. The ex-
act underlying distribution that generates the data is un-
known to the predictor, except that it comes from a fam-
ily of parametrized distributions. The goal is to design
a universal predictor that performs well in the absence
of the exact knowledge of the distribution. The connec-
tion to the learning problem is that instead of considering
a sequential prediction problem, we assume that all past
observations (i. e. training data) are given, and only one
prediction needs to be made (for the testing data). Im-
portantly, we still assume that the data-generating distri-
bution is not exactly known except that it comes from a
parameterized family.
The main contributions of this paper are summarized as
follows.
• For some widely used loss functions, we provide an
upper bound on the excess risk (Lemma 1) charac-
terized by a conditional mutual information term.
This bound could be interesting on its own.
• Using the above upper bound, we obtain the learn-
ing rate of supervised and semi-supervised learning
problems (Theorem 1). Let n,m be the number of
labeled and unlabeled data, respectively. We show
that under certain conditions (to be specified in Sec-
tion 4), the rate of semi-supervised learning scales
as O(1/n) if m ∼ n, and scales as O(1/n1+γ) if
m ∼ n1+γ for γ > 0, whereas the learning rate
of supervised learning scales as O(1/n). We also
identify the corresponding constant in the leading
term in each case. This shows that under appropri-
ate conditions, the unlabeled data is equally useful
as the labeled data insofar as the convergence rate is
concerned.
• A lower bound on the learning rate of supervised
learning algorithms with a certain type of loss func-
tion is given (Lemma 5), showing that our charac-
terization of the learning rate is tight.
2 Problem Statement
Let (X,Y ) be a pair of random variables with the density
function pθ(x, y)where θ ∈ Λ, and the set Λ is a measur-
able set in Rd. We assume X ∈ X and Y ∈ Y where X
is an arbitrary feature space, and Y is a discrete set con-
sisting of labels. With a slight abuse of notations, we use
pθ(x) :=
∑
y pθ(x, y) and pθ(y) :=
∫
x
pθ(x, y)dx to de-
note the marginal distributions ofX and Y , respectively.
The distribution pθ(x, y) can also be seen as the condi-
tional distribution of (X,Y ) given the parameter value
θ. Hence throughout the paper, we will use the notations
pθ(·) and p(·|θ) interchangeably.
Letw : X → D be a hypothesis (classifier/predictor) that
maps each element in X to an element in the space D. It
is most natural to take D to be Y , where the mapping w
just returns a label for each x. However, we also allow
D to be different from Y . For example, we could take
D to be the probability simplex of dimension |Y|, where
each element in D is a nonnegative vector summing up
to unity. In this case, the mappingw returns a probability
assignment on y for each x.
Given the hypothesis w and a pair (x, y), the risk is de-
fined as ℓ(w(x), y) for some loss function ℓ : D × Y →
R. To lighten notations, we often use Z to represent a
pair (X,Y ), and write ℓ(w(X), Y ) simply as ℓ(w,Z).
For a given hypothesis w, the expected risk is defined as
Lθ(w) := Eθ {ℓ(w,Z)} , (1)
where the subscript denotes that the expectation is taken
with respect toZ ∼ pθ(Z). We definew∗ to be the Bayes
hypothesis that minimizes of the expected risk
w∗ := argminwEθ {ℓ(w,Z)} .
The excess risk of a given hypothesis w is defined to be
Rθ(w) := Lθ(w) − Lθ(w∗).
Notice that in general w∗ depends on the distribution pθ,
whereasw only has access to a finite number of samples.
We consider two different learning scenarios.
• 1) Supervised learning. Let wZn denote the
hypothesis generated by labeled data Zn =
(Z1, . . . , Zn). Assume Zi are i.i.d data distributed
according to pθ0(z) where θ0 is the true parame-
ter. The optimal expected excess risk of supervised
learning is
RSL(θ0) := min
w
E {Rθ0(wZn)} ,
where the expectation is taken with respect to the
labelled data Zn.
• 2) Semi-supervised learning (SSL). Let wZn,X˜m
denote the hypothesis generated with the labeled
data Zn = (Z1, . . . , Zn) and additional unlabeled
data X˜m = (X˜1, . . . , X˜m). Also assume that X˜i
are i.i.d data distributed according to pθ0(x) with
θ0 being the true parameter. The optimal expected
excess risk of supervised learning is
RSSL(θ0) := min
w
E
{
Rθ0(wZn,X˜m)
}
,
where the expectation is taken with respect to the
labeled data Zn and unlabeled data X˜m.
Throughout the paper, we assume that the density func-
tion pθ0(x, y) does not depend on the number of samples
n anm.
In this work, we state all our results for some given θ0.
However, we point out that it is also possible to work
within a minimax setup by defining the minimax excess
risk as RSL := minw maxθ E {Rθ(wZn)} and so on.
Similar result can be derived with the minimax problem
formulations.
3 Upper bounds on risks
In the following, we give upper bounds on RSL and
RSSL in terms of (conditional) mutual information in-
volving Zn, X˜m and an auxiliary random variableΘ de-
fined over Λ. Recall that the (conditional) mutual infor-
mation I(X ;Y |Z) is defined as
I(X ;Y |Z) :=
∫
pXY Z(x, y, z) log
pY |XZ(y|x, z)
pY |Z(y|z) dxdydz.
We will use the notation I(X = x;Y |Z) to denote mu-
tual information conditioned onX = x
I(X = x;Y |Z) :=∫
pY Z|X(y, z|x) log
pY |XZ(y|x, z)
pY |Z(y|z) dydz, (2)
which can also be written as
I(X = x;Y |Z) = D(pY |X=x,Z||pY |Z |pZ|X=x), (3)
where D(pX|Y ||qX|Y |rY ) denotes the conditional
Kullback-Leibler (KL) divergence
D(pX|Y ||qX|Y |rY ) :=
∫
rY (y)D(pX|Y=y||qX|Y=y)dy.
The upper bounds are inspired by the classical universal
prediction problem, where a non-negative quantity called
minimax redundancy plays an important role. It is the
smallest possible worst-case difference between the risk
incurred by a universal predictor and that incurred by a
predictor that knowns the true distribution of the data. It
is well known that the minimax redundancy is equivalent
to the maximin redundancy under some assumptions on
the loss function [Gallager, 1974], which can be charac-
terized as the capacity of a “channel” (hence in the form
of mutual information), where the input is the parame-
ter that characterizes the distribution, and the output is
the generated data. The next two lemmas could also be
interesting on their own due to their connection to the
information-theoretic quantity.
We first give an upper bound when the loss function be-
longs to the class of exponentially concave functions, de-
fined as follows.
Definition 1 (Exponentially concave function) A
function f : D → R is called a β-exponentially concave
function in x ∈ D for some β > 0 if exp(−βf(x)) is
concave.
The class of exponentially concave (exp-concave) func-
tions are widely used as loss functions in machine learn-
ing problems. For example, it is easy to verify that the
square loss (b− x)2 is 1/(8a2)-exp-concave if the abso-
lute value of b, x are no larger than a. It is also shown in
[Alirezaei and Mathar, 2018] that both discrete entropy
and Renyi entropy, when appropriately scaled, are exp-
concave functions. Another important 1-exp-concave
function is the so-called self-information loss function
[Merhav and Feder, 1998], is defined as ℓ(w(x), y) =
− logw(y)wherew is a probability assignment (depend-
ing on x) of y. In other words, w can be thought as
a length-|Y| nonnegative vector summing up to 1, and
w(y) returns the value of the entry corresponding to y.
Furthermore, the cross entropy loss function can also be
shown to be exponentially concave.
Lemma 1 (Upper bound on risk for exp-concave loss)
Assume that ℓ(w, z) is a β-exponentially concave func-
tion of w for all z. Then for any true parameter θ0 ∈ Λ,
it holds that
RSL(θ0) ≤ 1
β
I(Θ = θ0;Y
′|Xn, Y n, X ′),
where the distribution of (Θ, X ′, Y ′, Xn, Y n) is given
by q(θ)pθ(x
′, y′)
∏n
i=1 pθ(xi, yi) for any choice of q(θ).
It also holds that
RSSL(θ0) ≤ 1
β
I(Θ = θ0;Y
′|Xn, Y n, X˜m, X ′),
where the distribution of (Θ, X ′, Y ′, Xn, Y n, X˜m) is
given by q(θ)pθ(x
′, y′)
∏n
i=1 pθ(xi, yi)
∏m
j=1 pθ(x˜j) for
any choice of q(θ).
Remark 1 Instead of using the classical empirical
risk minimization (ERM) approach to generate the
hypothesis, we use a Bayes method for the pre-
diction (cf. Equation (4) in the proof). This
method is shown to produce an optimal universal
predictor under appropriate conditions, in the sense
that the average excess risk vanishes as the num-
ber of samples increases ([Merhav and Feder, 1998],
[Clarke and Barron, 1990]).
Proof: Let Zn denote n pairs of i.i.d. data representing
the training data and Z ′ = (X ′, Y ′) another i.i.d. pair
representing the test data. Recall that
RSL(θ0) = min
w
Eθ0 {ℓ(w,Z ′)− ℓ(w∗, Z ′)} .
To obtain an upper bound to the above quantity, for each
x′, we choose the hypothesis wZn to be
wˆZn(x
′) := argminwEQ {ℓ(w(x′), Y ′)|Xn, Y n, X ′ = x′} ,
(4)
where the distributionQ overXn+1×Yn+1 is chosen to
be
Q(xn+1, yn+1) :=
∫ n+1∏
i=1
pθ(xi, yi)q(θ)dθ (5)
for some q(θ) that we can choose to suit our needs. More
precisely, the term EQ {ℓ(w(x′), Y ′)|Xn, Y n, X ′ = x′}
is given by
EQ {ℓ(w(x′), Y ′)|Xn, Y n, X ′ = x′}
=
∑
y′
Q(y′|Xn, Y n, x′)ℓ(w(x′), y′),
where the conditional distributionQ(y′|xn, yn, x′) is in-
duced from Q(xn+1, yn+1) defined in (5). Notice that
wˆzn does not depend on θ0. With this choice, we have
RSL(θ0) ≤ Eθ0 {ℓ(wˆZn , Z ′)− ℓ(w∗, Z ′)} =
1
β0
∑
zn,x′
pθ(z
n, x′)
∑
y′
pθ0(y
′|zn, x′)(βℓ(wˆZn , z′)− βℓ(w∗, z′)).
Now we upper bound the term∑
y′
pθ0(y
′|zn, x′)(βℓ(wˆZn , z′)− βℓ(w∗, z′))
=
∑
y′
pθ0(y
′|zn, x′)(log e
−βℓ(w∗(x′),y′)Q(y′|zn, x′)
e−βℓ(wˆZn(x′),y′)pθ0(y
′|zn, x′)
+ log
pθ0(y
′|zn, x′)
Q(y′|zn, x′) )
≤ log
∑
y′
Q(y′|zn, x′) e
−βℓ(w∗(x′),y′)
e−βℓ(wˆZn(x′),y′)
+D(pθ0(Y
′|zn, x′)||Q(Y ′|zn, x′))
≤ D(pθ0(Y ′|zn, x′)||Q(Y ′|zn, x′)).
The last inequality holds because
∑
y′
Q(y′|zn, x′) e
−βℓ(w∗(x′),y′)
e−βℓ(wˆZn(x′),y′)
≤ 1.
Indeed, as wˆZn is chosen to be the minimizer of the
expected value of ℓ(w(x′), y′) under the distribution of
Q(y′|zn, x′), Lemma 3 (stated at the end of this section)
shows that this expectation is smaller or equal to 1. Con-
sequently,
E {ℓ(wˆZn , Z ′)− ℓ(w∗, Z ′)}
≤ 1
β
∑
zn,x′
pθ0(z
n, x′)D(pθ0(Y
′|zn, x′)||Q(Y ′|zn, x′))
=
1
β
D(pθ0(Y
′|Zn, X ′)||Q(Y ′|Zn, X ′)|pθ0(Zn, X ′))
=
1
β
I(Y ′; Θ = θ0|Zn, X ′),
where the last equality holds because the choice of the
distributionQ in (5). To see this, recall representation in
(3). In this expression, replaceX with θ, Y with Y ′, and
Z with Zn, X ′ for our argument. It can be easily verified
that due to the choice of Q in (5), we have the claimed
result.
The derivation of the upper bound on RSSL is similar to
the above derivations, and we only highlight the differ-
ence. Similarly, the hypothesiswˆZn,X˜m in the SSL case
is chosen to be
wˆZn,X˜m(x
′)
:= argminwEQ
{
ℓ(w(x′), Y ′)|Xn, Y n, X˜m, X ′ = x′
}
where the distribution Q over Xn+1 × Yn+1 × Xm is
chosen to be
Q(xn+1, yn+1, x˜m) :=
∫ m∏
j=1
pθ(x˜j)
n+1∏
i=1
pθ(xi, yi)q(θ)dθ.
We have
RSSL(θ0) ≤ Eθ0
{
ℓ(wˆZn,X˜m , Z
′)− ℓ(w∗, Z ′)
}
=
1
β0
∑
zn,x˜m,x′
pθ0(z
n, x˜m, x′)
∑
y′
pθ(y
′|zn, x˜m, x′)
· (βℓ(wˆZn,X˜m , z′)− βℓ(w∗, z′))
≤ 1
β
D(pθ0(Y
′|Zn, X˜m, X ′)||Q(Y ′|Zn, X˜m)|pθ0(Zn, X˜m, X ′)).
The last inequality holds because we can show∑
y′
pθ0(y
′|zn, x˜m, x′)(βℓ(wˆZn,X˜m , z′)− βℓ(w∗, z′))
≤ D(pθ0(Y ′|zn, x˜m, x′)||Q(Y ′|zn, x˜m, x′))
in the same way as in the proof of RSL using Lemma 3.
This concludes the proof. 
There is one important class of loss function which is not
covered in the above lemma, namely the 0 − 1 function.
This loss function is mostly used in classification prob-
lems where the alphabet Y is a finite set, defined as
ℓ(w(x), y) =
{
0 if w(x) = y
1 otherwise
. (6)
The following lemma shows that the same result holds
with one additional assumptions on the distribution
pθ(y|x) .
Lemma 2 (Upper bound on risk for 0− 1 loss)
Assume that ℓ(w(x), y) is the 0 − 1 loss function
defined in (6) where Y is a finite set. Also assume
that pθ(y|x) > 0 for all x, y and θ ∈ Λ. Then the
bounds on RSL and RSSL in Lemma 1 hold with some
appropriately chosen β > 0.
Proof: The proof proceeds in the same way as in the
proof of Lemma 1. In particular, we choose the hypoth-
esis wˆzn as in (4). With this choice, we can upper bound
RSL as
RSL(θ0) ≤ Eθ0 {ℓ(wˆZn , Z ′)− ℓ(w∗, Z ′)}
=
∑
zn,x′
pθ0(z
n, x′)
∑
y′
pθ0(y
′|zn, x′)(ℓ(wˆ, z′)− ℓ(w∗, z′)).
In the following bound, we take logarithm with the base
α for some α > 1 to be determined later. We useDα and
Iα to denote the KL divergence and mutual information
where the logarithm is with base α > 1. It holds that∑
y′
pθ0(y
′|zn, x′)(ℓ(wˆZn , z′)− ℓ(w∗, z′))
=
∑
y′
pθ0(y
′|zn, x′)
(
logα
α−ℓ(w
∗,z′)Q(y′|zn, x′)
α−ℓ(wˆZn ,z′)pθ0(y
′|zn, x′)
+ logα
pθ0(y
′|zn, x′)
Q(y′|zn, x′)
)
≤ logα
∑
y′
Q(y′|zn, x′) α
−ℓ(w∗(x′),y′)
α−ℓ(wˆZn (x′),y′)
+Dα(pθ0(Y
′|zn, x′)||Q(Y ′|zn, x′))
≤ Dα(pθ0(Y ′|zn, x′)||Q(Y ′|zn, x′)),
if we can show that
∑
y′
Q(y′|zn, x′) α
−ℓ(w∗(x′),y′)
α−ℓ(wˆZn (x′),y′)
≤ 1.
Notice that Lemma 3 does not apply here when
ℓ(w(x), y) = 1w(x) 6=y. To show the above inequality,
we use yˆ to denote wˆZn(x
′) and y∗ to denote w∗(x′) be-
cause both wˆ and w∗ belongs to Y . We can rewrite the
LSH of the above inequality as∑
y′ 6=yˆ,y′ 6=y∗
Q(y′|zn, x′) +Q(y∗|zn, x′)α+Q(yˆ|zn, x′)α−1
because ℓ(y∗, y′) = ℓ(yˆ, y′) = 1 if y′ 6= y∗ and y′ 6= yˆ.
Then the desired inequality is satisfied if it holds that∑
y′ 6=yˆ,y′ 6=y∗
Q(y′|zn, x′) +Q(y∗|zn, x′)α
+Q(yˆ|zn, x′)α−1 ≤ 1,
or equivalently
Q(yˆ|zn, x′)
Q(y∗|zn, x′) ≤ α. (7)
In the following, we will show that there exists some
α > 1 independent from n such that (7) holds. To this
end, it is sufficient to show that the ratio on the LHS is
upper bounded by some constant independent of n, so
that choosing α to be larger than this constant will sat-
isfy the desired inequality1 . Furthermore, as it holds
Q(yˆ|zn, x′) ≤ 1, we only need to show thatQ(y∗|zn, x′)
is lower bounded by some positive constant independent
1Notice that we already have
Q(yˆ|zn,x′)
Q(y∗|zn,x′)
≥ 1 due to the
well- known result that the yˆ that minimizes the expectation
in (4) with the 0 − 1 loss is the maximum a posteriori (MAP)
estimator yˆ = argmaxyQ(y|z
n, x′).
from n. This claim is proved in Section A in the Supple-
mentary Materials.
Consequently,
E {ℓ(wˆZn , Z ′)− ℓ(w∗, Z ′)}
≤
∑
zn,x′
pθ0(z
n, x′)Dα(pθ0(Y
′|zn, x′)||Q(Y ′|zn, x′))
= Dα(pθ0(Y
′|Zn, X ′)||Q(Y ′|Zn, X ′)|pθ0(Zn, X ′))
= Iα(Y
′; Θ = θ0|Zn, X ′)
= I(Y ′; Θ = θ0|Zn, X ′)/ logα,
where in the last step we use the change of base again.
Setting β = logα > 0 gives the claimed result for RSL.
The proof ofRSSL follows an almost identical argument.

The following result was used in the proof of Lemma 1.
Lemma 3 Let w∗ be the minimizer of the expressions
EQ{ℓ(w,Z)} where the expectation over Z is taken with
respect to the distribution Q. Let w′ be any other choice
of the hypothesis. If ℓ(w, z) is β-exp-concave for all z
with w > 0 then it holds that
EQ
{
g(w′, Z)
g(w∗, Z)
}
≤ 1,
where g(w, z) := exp{−βℓ(w, z)}.
Proof: Let wλ = (1−λ)w∗+λw′ be a deviation from
the minimizer w∗ to another predictor w′ characterized
by λ. By the optimality condition of w∗, we have
dEQ{−βℓ(wλ, X)}
dλ
∣∣∣
λ=0+
≤ 0
Notice that
dEQ{−βℓ(wλ, X)}
dλ
∣∣∣
λ=0+
= lim
λ→0
1
λ
E {−βℓ(wλ, X) + βℓ(w∗, X)}
= lim
λ→0
1
λ
E
{
log
g(wλ, X)
g(w∗, X)
}
≥ lim
λ→0
1
λ
E
{
log
(1− λ)g(w∗, X) + λg(w′, X)
g(w∗, X)
}
= E
{
g(w′, X)
g(w∗, X)
}
− 1
where the inequality holds because g is concave in w. 
4 The case when unlabeled data is equally
useful
In this section, we evaluate the mutual information terms
in Lemma 1 to derive the asymptotic expression for ex-
cess risks with additional assumptions on the distribu-
tions pθ .
Define Fisher information matrices as
IXY (θ) := E
{
∂
∂θj
log p(X,Y |θ) ∂
∂θk
log p(X,Y |θ)
}
j,k
IX(θ) := E
{
∂
∂θj
log p(X |θ) ∂
∂θk
log p(X |θ)
}
j,k
for j, k = 1, . . . , d.
We need the following technical conditions.
Condition 1: Let θ0 denote the true parameter. The
density pθ(x) and pθ(x, y) are twice continuously dif-
ferentiable at θ0. The Fisher information matrices
IXY (θ0) and IX(θ0) are positive definite, and it holds
that IXY (θ0) ≻ IX(θ0) with respect to the positive defi-
nite ordering2.
Condition 2: Assume that for all θ in some neighbour-
hood of θ0, the (normalized) Renyi divergences of order
1 + λ
log
∫
p(x|θ0)1+λp(x|θ)−λdx
log
∫
p(x, y|θ0)1+λp(x, y|θ)−λdxdy
are bounded for some small enough λ > 0.
Condition 3: Assume that for all θ in some neighbour-
hood of θ0, the moment generating function
E
{
e
λ ∂
2
∂θj∂θk
log p(X|θ)
}
,E
{
e
λ ∂
2
∂θj∂θk
log p(X,Y |θ)
}
exist for all j, k = 1, . . . , d with some small λ > 0.
Condition 4: Let l := ∇ log p(X,Y |θ0), l˜ :=
∇ log p(X |θ0), and l′, l˜′ an independent copy of l and
l˜, respectively. The moment generating functions
E
{
eλl
T (IXY (θ0)+IX (θ0))l
}
,E
{
eλl
T (IXY (θ0)+IX (θ0))l
′
}
E
{
eλl˜
T (IXY (θ0)+IX (θ0))l˜
}
,E
{
eλl˜
T (IXY (θ0)+IX (θ0))l˜
′
}
exist for some small enough λ > 0.
A few words are in order with regard to the above con-
ditions. Condition 1 is crucial for our results. No-
tice that the density functions need to be twice contin-
uously differentiable so we are only dealing with con-
tinuous parameters. The positive definiteness of Fisher
information matrices is also a key assumption. In par-
ticular, the matrix IX(θ0) being positive definite means
2Notice it always holds that IXY (θ0)  IX(θ0) by the
chain rule of information matrix.
that the unlabeled data contains non-trivial information
about the whole parameter vector θ0. Condition 2, 3, and
4 are technical conditions to ensure that the reminding
terms of the approximation to mutual information term in
Lemma 1 decays fast enough. We point out that though
complicated-looking, the existence requirement of diver-
gence and moment generating functions are in general
easy to satisfy if Condition 1 holds. Furthermore, we
expect that with a refined analysis, it may be possible
to prove the same result without Condition 2, 3, and 4.
Indeed, a proof outline is given in [Clarke, 2012] for a
similar result without additional assumptions.
Now we are ready to state the main result of this section.
Theorem 1 (Learning rate) Assume that the loss func-
tion ℓ(w, z) is β-exponentially concave in w for all z, or
is 0− 1 function. Assuming that Condition 1, 2, 3, and 4
above hold, we have the following statements.
1) (Semi-supervised learning) Let m = αn for some
α > 0. It holds that
RSSL(θ0) ≤ K1(θ0)
2n
+ o(1/n)
where
K1(θ0) :=
1
β
Tr((IXY (θ0) + αIX(θ0))
−1IXY (θ0)))
− Tr((IXY (θ0) + αIX(θ0))−1IX(θ0))).
2) (Supervised learning) Letm = 0 . It holds that
RSL(θ0) ≤ K2(θ0)
2n
+ o(1/n)
whereK2(θ0) :=
1
β (d− Tr(I−1XY (θ0)IX(θ0))).
3) (Semi-supervised learning with many unlabeled
data) Letm = n1+γ for some γ > 0. It holds that
RSLL(θ0) ≤ K3(θ0)
2n1+γ
+ o(1/n1+γ)
whereK3(θ0) :=
1
βTr(I
−1
X (θ0)IXY (θ0))− d).
If the loss function ℓ(w, z) is the 0 − 1 function and it
holds that pθ(y|x) > 0 for all x, y and θ ∈ Λ, the above
bounds hold with some appropriately chosen β > 0.
Remark 2 It can be checked straightforwardly that we
have 0 < K1(θ0) ≤ K2(θ0) ≤ K3(θ0). Item 1) and 2)
show that if the number of unlabeled data m grows as
O(n) with n being the number of labeled data, then the
learning rate for both supervised and semi-supervised
learning converges as O(1/n) where additional unla-
beled data only improves the constant fromK2 toK1.
Item 3) shows that when the number of unlabeled data
m is dominating n, then the convergence rate isO(1/m)
with a larger constant K3. Hence the learning rate can
be improved from O(1/n) to O(1/n1+γ) if the number
of unlabeled data grows superlinearly with respect to n.
In other words, unlabeled data is equally useful in terms
of the convergence rate in this case, and the loss due to
not having all data labeled is only shown in the constant
(K3 ≥ K2). We point out that a similar observation has
also been made in [Go¨pfert et al., 2019].
Remark 3 It is interesting to exam the upper bound in
Item 1) (semi-supervised learning) for d = 1 when both
IXY and IX are scalars. In this case, the upper bound
takes the form
RSLL(θ0) ≤ O
(
1
nIXY (θ0)−mIX(θ0)
)
.
In other words, one labeled data is IXY (θ0)/IX(θ0)
more valuable than unlabeled data as far as the conver-
gence rate is concerned (notice that IXY (θ0)/IX(θ0) ≥
1) for the regime m ∼ n. The same result was ob-
tained in [Castelli and Cover, 1996] for the simple mix-
ture model with d = 1. Our theorem extend this result to
more general cases when it is not necessarily a mixture
model.
The proof of Theorem 1 relies on the following asymp-
totic characterization of the KL divergence between
p(Zn, X˜m|θ) and the “mixture” distribution Q(·) de-
fined as Q(·) := ∫ q(θ)p(·|θ)dθ.
Lemma 4 (Asymptotic expression of KL-divergence)
Assume that Condition 1, 2, 3, and 4 hold. Let bothm,n
increase in a way that either m = αn for some α > 0,
orm = n1+γ for some γ > 0. Then there exists a prior
q(θ) so that
D(p(Y n, Xn, X˜m|θ)||Q(Y n, Xn, X˜m))
=
d
2
log
1
2πe
+ log
1
q(θ)
+
1
2
log |nIXY (θ) +mIX(θ)|+ o(1/max{n,m})
Under the same assumptions and letm = 0, we have
D(p(Y n, Xn|θ)||Q(Y n, Xn))
=
d
2
log
1
2πe
+ log
1
q(θ)
+
1
2
log |nIXY (θ)|+ o(1/n).
The same approximation result has been established
in [Clarke and Barron, 1990] where the authors showed
that the reminder term vanishes as n → ∞. In our case,
we need to show that it vanishes with a fast enough rate
o(1/n). This lemma is proved in Section B in the Sup-
plementary Materials.
Equipped with Lemma 4, we are ready to give a proof of
Theorem 1.
Proof: We first show the upper bound on RSL. Using
the chain rule of mutual information, we have
I(Y ′; Θ|Zn, X ′) = I(Y ′, X ′, Zn; Θ)− I(Zn, X ′; Θ).
Using Lemma 4, we have
I(Θ = θ0;Z
n, X ′) = D(pθ0(X
′, Xn, Y n)||Q(X ′, Xn, Y n))
=
d
2
log
1
2πe
+ log
√|nIXY (θ0) + IX(θ0)|
q(θ0)
+ o(1/n)
=
d
2
log
1
2πe
+ log
√|nIXY (θ0)|
q(θ0)
+ log
√
|I+ 1nI−1XY (θ0)IX(θ0)|
q(θ0)
+ o(1/n).
By noticing that (Y ′, X ′, Zn) has the same distribution
as Zn+1, we have
I(Θ = θ0;Y
′, X ′, Zn) = I(Θ = θ0;Z
n+1)
= D(pθ0(X
n+1, Y n+1)||Q(Xn+1, Y n+1))
=
d
2
log
1
2πe
+ log
√|(n+ 1)IXY (θ0)|
q(θ0)
+ o(1/n).
Hence
I(Θ = θ0;Y
′|Xn, Y n, X ′)
= I(Θ = θ0;Y
′, X ′, Zn)− I(Θ = θ0;X ′, Zn)
=
d
2
log
n+ 1
n
− 1
2
log |I+ 1
n
I−1XY (θ0)IX(θ0)|+ o(1/n).
Using the expansion of determinant:∣∣∣∣I+ 1nA
∣∣∣∣ = 1 + 1nTr(A) + o(1/n), (8)
we have
I(Θ = θ0;Y
′|Xn, Y n, X ′)
≤ d
2
log
n+ 1
n
− 1
2
log
(
1 +
1
n
Tr(I−1XY (θ0)IY (θ0))
+ o(1/n)
)
+ o(1/n)
=
d
2n
− Tr(I
−1
XY (θ0)IX(θ0))
2n
+ o(1/n)
where we use the fact log(1 + Cn ) =
C
n + o(1/n) for
some C > 0. The bound on RSL follows from Lemma 1
by definingK1 as in the theorem.
To bound RSSL for the casem = αn, we have
I(Θ = θ0;Y
′|Xn, Y n, X˜m, X ′)
= I(Θ = θ0;X
′, Y ′, Xn, Y n, X˜m)
− I(Θ = θ0;Xn, Y n, X˜m, X ′)
=
1
2
log |(n+ 1)IXY (θ0) + αnIX(θ0)|
− 1
2
log |nIXY (θ0) + (αn+ 1)IX(θ0)|+ o(1/n)
=
1
2
log |I+ 1
n
A−1IXY (θ0)| − 1
2
log |I+ 1
n
A−1IXY (θ0)|
+ o(1/n)
where A := IXY (θ0) + αIX(θ0). Using (8) again to-
gether with log(1 + C/n) = C/n + o(1/n), we obtain
the claimed constantK2(θ0).
For the casem = n1+γ , Lemma 4 shows that
I(Θ = θ0;Y
′|Xn, Y n, X˜m, X ′)
= I(Θ = θ0;X
′, Y ′, Xn, Y n, X˜m)
− I(Θ = θ0;Xn, Y n, X˜m, X ′)
=
1
2
log |I+ n+ 1
n1+γ
I−1X (θ0)IXY (θ0)|
− 1
2
log |I+ 1
n1+γ
I−1X (θ0)(nIXY (θ0)) + IX(θ0)|
+ o(1/n1+γ).
Using (8) and log(1+C/n) = C/n+ o(1/n) again, the
main terms in the above expression simplifies to
n+ 1
2n1+γ
Tr(I−1X (θ0)IXY (θ0))−
nTr(I−1X (θ0)IXY (θ0)) + d
2n1+γ
=
Tr(I−1X (θ0)IXY (θ0))− d
2n1+γ
,
which gives the desired constantK3(θ0). 
5 Lower bound
Theorem 1 only gives upper bounds on the learning rate,
and it is natural to ask whether the O(1/n) rate for su-
pervised learning is optimal. In other words, whether
the rate improvement in semi-supervised learning is gen-
uinely due to additional unlabeled data, and not possible
with labeled data alone. The next result shows this is in-
deed the case. Specifically, we show for a certain type of
loss function, the mutual information characterization in
Lemma 1 is in fact exact for the worst-case θ0.
To formulate the result, define the maximin excess risk
of the supervised learning algorithm to be
R∗SL := max
θ0
RSL(θ0) = max
θ
min
w
E {Rθ(wZn)} .
We will consider the self-information loss function men-
tioned in Section 3. Formally, for the case when |Y| is
finite, the self-information loss function can be defined
as ℓ(wZn(x), y) = − logwZn(x)T y¯ where wZn(x) is a
length-|Y| probability vector (a vector with nonnegative
entries and sum to 1) depending onZn and x, and y¯ is the
“one-hot” vector of length-|Y| that consisting 1 at the en-
try with value y and 0 otherwise. Namely ℓ(wZn(x), y)
returns a value in [0, 1] denoting the predicted probabil-
ity that Y = y. In the case when Y is continuous, the
self-information loss can be written as− logw(y) where
w denotes a distribution on Y .
Lemma 5 (Exact excess risk for self-information loss)
For the self-information loss function defined above, we
have
R∗SL = max
q(θ)
I(Y ′; Θ|Xn, Y n, X ′)
where the distribution of (Θ, X ′, Y ′, Xn, Y n) is given
by q(θ)pθ(x
′, y′)
∏n
i=1 pθ(xi, yi).
This lemma follows directly from the classical
“redundancy-capacity” result in universal predic-
tion, and a proof can be found in e. g. [Gallager, 1974].
Combined with the result in Lemma 4, we see that
the O(1/n) convergence rate is optimal for the self-
information loss function in the worst case, and cannot
be improved.
6 Comparisons and examples
In this section, we compare our results with several ex-
isting results in the literature, and comment on the differ-
ence in the problem formulation.
As mentioned in Remark 3, [Castelli and Cover, 1996]
studied the mixture model where the individual density
functions are known but the mixing parameter is un-
known. It was shown that in this case, unlabeled and
labeled data play the same roles in terms of convergence
rate. Theorem 1 extends this result to more general
cases. More precisely, [Castelli and Cover, 1996] stud-
ied the distribution (formulated with our notation)
p(x, y|θ) = (θf1(x))1y=1 (θ¯f2(x))1y=2
where θ¯ := 1−θ and f1 and f2 are two density functions.
Take the example in [Castelli and Cover, 1996, Sec. III,
A] where f1(x) = 2x and f2(x) = 2(1 − x) for x ∈
[0, 1] and θ0 = 1/2. It is straightforward to show that
the conditions used in Theorem 1 are satisfied, and that
IXY (θ0) = 4 and IX(θ0) = 4/3. In the case when
n ∼ m, Theorem 1 states that
RSSL ≤ O
(
1
4n+ 43m
)
which recovers the result in [Castelli and Cover, 1996].
However, it is also shown in this paper that if both the as-
sociation and the mixing parameters are unknown, then
the learning rate, to the first order, decays exponentially
fast with the number of labeled data if enm−1 → 0 (see
[Castelli and Cover, 1996, Thm. 2] for details). This ob-
servation cannot be deduced from our results because
it is not covered in our problem formulation. Indeed,
the assumption with unknown association can only be
converted into our mode by introducing discrete param-
eters, where our current model assumes that the un-
known parameter takes continuous values in Rd. The
same comment also applies to the problem formulation
in [Rigollet, 2007], where the notion of “cluster” is in
spirit similar to a model with discrete unknown parame-
ters, which is not handled in our problem formulation.
[Go¨pfert et al., 2019] studied different problem formula-
tions under which the unlabeled data can improve the
learning rate. In particular, the authors discussed three
different approaches in the literature, namely “improve-
ments via idealistic SSL”, “improvements via sample
size dependent classes”, and “improvements via easy
marginal estimation” (see the paper for detailed infor-
mation). Our problem formulation does not fall under
the first two categories, as we neither assume that the true
marginal distribution of the label is known to the learning
algorithm, nor allow the distribution depend on the num-
ber of samples. The reason for improvement in Theorem
1 case 1) is because X contains non-trivial information
about the whole parameter vector θ0 (Condition 1), hence
is closer to the third category. Nevertheless, our result
confirms the observation in [Go¨pfert et al., 2019] that we
can have non-trivial rate change in SSL ifm faster than n
(see, e. g. Example 3 in the paper). Lastly, we point out
that our result does not contradict with the lower bound
O(1/
√
n) in [Go¨pfert et al., 2019, Appendix B], because
they allow the distribution to depend on the number of
samples.
We provide one additional example to illustrate our re-
sult. Consider a model whereX,Y is given by
X = Y + Z
with Y ∼ N (0, σ2) and Z ∼ N (µ, 1) being indepen-
dent. The (unknown) parameter θ0 is a two-dimensional
vector θ0 = (µ, σ
2) with some σ2 > 0 and µ ∈
R. We would like to predict Y from X given labeled
data (Xi, Yi), i = 1, . . . , n and possible unlabeled data
X˜i, i = 1, . . . ,m with the self-information loss function
− logw(y) where w is a distribution on R. Notice this
is not a mixture model so it is not clear from previous
results that the unlabeled data is useful. However we ex-
pect that additional Xˆi should be helpful as it also pro-
vides information about the variance σ2, which is essen-
tially what we need for the prediction. Indeed, our result
in Theorem 1 confirms the intuition. Straightforward cal-
culation shows that the Fisher information matrices are
IX =
( 1
σ2+1 0
0 2σ2+1
)
, IXY =
(
1 0
0 2σ2
)
.
which are both positive definite and Condition 1 holds.
We can also verify straightforwardly that Condition 2, 3,
and 4 hold for this Gaussian model.
The constantK1 defined in Theorem 1 is
K1 =
1
β
(
σ2
1 + σ2 + α
+
1
1 + σ2 + ασ2
)
≤ 1
β
(
max{1, σ2}
1 + σ2 +min{1, σ2}α
)
hence the semi-supervised learning rate scales as
O
(
1
(1 + σ2)n+min{1, σ2}m
)
.
In this case, both labeled and unlabeled examples con-
tribute to the learning rate in the same order. Labeled
data is 1+σ
2
min{1,σ2} times more valuable than unlabeled
data in terms of the leading constant.
Similarly, it is straightforward to show that
K2 =
1
β
, K3 =
1
β
(
σ2 +
1
σ2
)
,
where indeedK1 < K2 < K3.
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SupplementaryMaterials to “Semi-Supervised Learn-
ing: the Case When Unlabeled Data is Equally Useful”
A Derivation in the proof of Lemma 6
Now we prove the claim that Q(y∗|zn, x′) is lower
bounded by some constant independent from n. In the
following, we will explicitly write y∗ as y∗θ0 where the
subscript denotes that the optimal estimator is obtained
when the true parameter is θ0. To show this, we first
observe that the optimal (Bayes) estimator y∗θ0 with the
0− 1 loss is given by
y∗θ0 = argmaxypθ0(y|x′),
Now we examine the term
Q(y∗θ0 |zn, x′) =
Q(y∗θ0 , z
n, x′)
Q(zn, x′)dθ
=
∫
pθ(y
∗
θ0
, zn, x′)q(θ)∫
p(zn, x′)q(θ)dθ
=
∫
pθ(y
∗
θ0
|zn, x′)pθ(zn, x′)dθ∫
pθ(zn, x′)dθ
=
∫
pθ(y
∗
θ0
|x′)pθ(zn, x′)dθ∫
pθ(zn, x′)dθ
as y∗θ0 does not depend on z
n. Let y∗θ denote the optimal
estimator with respect to the parameter θ. Also notice
that we can always write
pθ(y
∗
θ0 |x′) = Kpθ(y∗θ |x′)
for someK > 0 due to the assumption that pθ(y
∗
θ0
|x′) 6=
0. Moreover, it holds that pθ(y
∗
θ |x′) > C for some non-
negative constant C due to the definition of y∗θ . We can
continue as
Q(y∗θ0 |zn, x′) =
K
∫
pθ(y
∗
θ |x′)pθ(zn, x′)dθ∫
pθ(zn, x′)dθ
>
KC
∫
pθ(z
n, x′)dθ∫
pθ(zn, x′)dθ
= KC
which proves the claimed result.
B Proof of Lemma 4
Our proof will largely follow the strategy used
in [Clarke and Barron, 1990], [Clarke, 1989]. The
main idea is to approximate the density ratio
p(Zn, X˜m|θ)/Q(Zn, X˜m) around θ using Laplace’s
method, and control the decay rate of the remaining
terms. The definitions of various sets in the proof differ
slightly from [Clarke and Barron, 1990] to suit our
purpose. As our proof is long but follows closely to the
above two references, we will highlight the different
parts and refer to the original proof for repetitive steps.
We use p(Zn, X˜m|θ) to denote the likelihood defined as
p(Zn, X˜m|θ) :=
n∏
i=1
pθ(Xi, Yi)
m∏
j=1
pθ(X˜j).
Define the (unnormalized) score function as
lXY (θ) := ∇ log p(Zn|θ)
lX(θ) := ∇ log p(X˜n|θ),
and the (unnormalized) empirical information matrix
I∗XY (θ) := −[∂2(log p(Zn|θ))/∂θj∂θk]j,k=1,...,d
I∗X(θ) := −[∂2(log p(X˜m|θ))/∂θj∂θk]j,k=1,...,d
Let θ0 denote the true parameter that generate the data
Zn, X˜m. Define Nδ = {θ : ‖θ − θ0‖ ≤ δ}. For conve-
nience, the norm is defined as
‖ξ‖2 = ξT (IXY (θ0) + IX(θ0))ξ.
For 0 < ǫ < 1 and δ > 0, define
A(δ, ǫ) :=
{∫
Nc
δ
p(Zn, X˜m|θ)q(θ)dθ
≤ ǫ
∫
Nδ
p(Zn, X˜m|θ)q(θ)dθ
}
.
For convenience, we also define
In,m := nIXY (θ0) +mIX(θ0)
and
D(θ0) := (lXY (θ0) + lX(θ0))
T I−1n,m(lXY (θ0) + lX(θ0)).
Notice that
E {D(θ0)} = E{Tr((I−1n,m)(lXY (θ0) + lX(θ0))T
(lXY (θ0) + lX(θ0))}
= Tr(I−1n,m(nIXY (θ) +mIXY (θ))) = d
Lastly, define
B(δ, ǫ) := {(1− ǫ)(θ − θ0)T In,m(θ − θ0)
≤ (θ − θ0)T (I∗XY (θ′) + I∗X(θ′))(θ − θ0)
≤ (1 + ǫ)(θ − θ0)T In,m(θ − θ0)
for all θ, θ′ ∈ Nδ}
C(δ) :={D(θ0) ≤ min{n,m}δ2}
and
ρ(δ, θ0) := sup
θ∈Nδ
| log q(θ)
q(θ0)
|.
In the sequel, we assume that bothm,n increase in a way
that either m = αn for some α > 0, or m = n1+γ for
some γ > 0. Following [Clarke and Barron, 1990], we
have following upper and lower bounds on the density
ratio.
Lemma 6 Assume that the Condition 1 is satisfied, and
q(θ) continuous at θ0. Then on the set A ∩B, we have
Q(Zn, X˜m)
p(Zn, X˜m|θ0)
≤ (1 + ǫ)q(θ0)eρ(δ,θ0)(2π)d/2
· e1/(2(1−ǫ))D(θ0)|(1− ǫ)In,m|−1/2
On the set B ∩ C, we have
Q(Zn, X˜m)
p(Zn, X˜m|θ0)
≥ q(θ0)e−ρ(δ,θ0)(2π)d/2e1/(2(1+ǫ))D(θ0)
· (1− 2d/2e−ǫ2 min{n,m}δ2/8)|(1 + ǫ)In,m|−1/2
Proof: The proof of this lemma is very similar to the
proof of [Clarke and Barron, 1990, Lemma 4.1], except
for minor modifications to account for the different def-
inition of the set B(δ, ǫ) and C(δ). The main idea is to
use Laplace’s method to approximate the integration in
Q(Zn, X˜m) around the true parameter θ0. We omit the
details. 
Recall that D(p(Xn, Y n, X˜m|θ)||Q(Xn, Y n, X˜m)) =
E
{
log p(X
n,Y n,X˜m|θ)
Q(Xn,Y n,X˜m)
}
. Given the above bounds, we
now can define the reminder term Re as follows.
Re := log
p(Zn, X˜m|θ0)
Q(Zn, X˜m)
−
(
d
2
log
1
2π
+ log
1
q(θ0)
+
1
2
log |In,m| −D(θ0)/2
)
.
It is clear that Lemma 4 is established if we show the ex-
pectation of Re converges to 0 with an appropriate rate,
which we will do next.
Equipped with Lemma 6, and using the same argu-
ment as in [Clarke and Barron, 1990, pp.464] (see also
[Clarke and Barron, 1994]), we can show the following
upper bound and lower bounds on E {Re}:
E {Re}
≥ − log(1 + ǫ)− ρ(δ, θ0)− ǫ
2(1− ǫ)d+
d
2
log(1− ǫ)
+ P {(A ∩B)c} (logP {(A ∩B)c}+ d
2
log
1
2π
)
− P {(A ∩B)c} log
√|In,m|
q(θ0)
(9)
and
E {Re} ≤ ρ(δ, θ0) + ǫ
2(1 + ǫ)
d+
d
2
log(1 + ǫ)
− log(1− 2d/2e−ǫ2 min{m,n}δ2/8) + E{D(θ0)1(B∩C)c}
+ P {(B ∩ C)c}
(
d
2
log
1
2π
+ | log
∫
Nδ
q(θ)dθ| (10)
+ log
√|In,m|
q(θ0)
)
+ nP {(B ∩ C)c}E {f(Z)}+mP {(B ∩C)c}E
{
f(X˜)
}
+ (nP {(B ∩ C)c}) 12E{f2(Z)} 12
+ (mP {(B ∩ C)c}) 12E
{
f2(X˜)
} 1
2
(11)
where f(·) := supθ′,θ′′∈Nδ (θ′ − θ0)T∇ log p(·|θ′′)
The following lemmas (Lemma 7, 8, 9) show that the
probability that (Zn, X˜m) belongs to each of the set
Ac, Bc and Cc is smaller than O(e−min{m,n}ρ) for
some ρ > 0. We also show in Lemma 7 and 8
that we can take ǫ = e−max{m,n}r for some r >
0. Moreover, as we can choose the prior distribu-
tion q(θ) to our liking (cf. Lemma 1), we will
choose q(θ) to be the uniform distribution over Λ, so
that ρ(δ, θ0) = 0. So the first four terms in the
lower bound (9) scales as O(ǫ) = O(e−min{m,n}) =
o(1/min{m,n}) for large enoughm and n. Notice that
|In,m| scales as logmax{m,n}, so the last two terms
in (9) scale as O(e−min{m,n}max{m,n}) which is also
o(1/min{m,n}) for largem and n.
For the upper bound in (11), by choosing q(θ) to
be the uniform distribution, the first four terms scales
as O(e−min{m,n}) as in the lower bound. Using
the same argument as in [Clarke and Barron, 1994, pp.
51], E
{
D(θ0)1(B∩C)c
}
can be upper bounded us-
ing Ho¨lder’s inequality by O(P {(B ∩ C)c}s/(1+s)) for
some s > 0. Furthermore, we can make |f | a very
small constant by choosing δ sufficiently small. So it
is easy to see that the rest terms in (11) are of the order
O(e−min{m,n}s/(1+s))+O(
√
e−min{m,n}max{m,n})
which also scales as o(1/min{m,n}) for largem and n.
In the following, we conclude the proof by showing that
the probability of the setAc, Bc, Cc is upper bounded by
an exponentially fast decaying term.
Lemma 7 (Probability of Ac) Assume Condition 2
holds so that for all θ ∈ Nδ, the (normalized) Renyi
divergence of order 1 + λ∫
p(x|θ0)1+λp(x|θ)−λdx,
∫
p(x, y|θ0)1+λp(x, y|θ)−λdxdy
are bounded for some λ > 0 small enough. Let n′ =
max{n,m}. Then for δ sufficiently small, there is an
r > 0 and ρ > 0 so that
P
{
(Zn, X˜m) ∈ Ac(δ, e−n′r)
}
= O(e−min{m,n}ρ)
Proof: For simplicity, we use T to denote (Zn, X˜m) in
the proof. For any given r′ > 0, define the event
U =
{
e−n
′r′p(T |θ0) <
∫
Nδ
q(θ)p(T |θ)dθ
}
.
We have
P
{
Ac(δ, e−n
′r)
}
= P
{∫
Nδ
p(T |θ)q(θ)dθ < en′r
∫
Nc
δ
p(T |θ)q(θ)dθ
}
≤ P
{
U ∩
{∫
Nδ
p(T |θ)q(θ)dθ
< en
′r
∫
Nc
δ
p(T |θ)q(θ)dθ
}}
+ P {U c}
≤ P
{
p(T |θ0) < en′(r+r′)
∫
Nc
q(θ)p(T |θ)dθ
}
+ P
{
enr
′
∫
Nδ
p(T |θ)q(θ)dθ < p(T |θ0)
}
(12)
by intersecting with U and U c.
We first study the second term in (12) and show
that it converges to zero exponentially. We fol-
low the argument used in [Clarke, 1999]. Define
Q(T |Nδ) =
∫
Nδ
p(X |θ)q(θ|Nδ)dθ where q(θ|Nδ) =
q(θ)/(
∫
Nδ
q(θ)dθ). Define r˜ = r′ − 1n log
∫
Nδ
q(θ)dθ.
Applying Jensen’s inequality, we can upper bound the
second term in (12) as
P
{
log
p(T |θ0)
Q(T |Nδ) > n
′r˜
}
≤ P
{
log p(T |θ0)−
∫
Nδ
log p(T |θ)q(θ|Nδ)dθ > n′r˜
}
= P
{∫
Nδ
log
p(Zn|θ0)
p(Zn|θ0)q(θ|Nδ)dθ
+
∫
Nδ
log
p(X˜m|θ0)
p(X˜m|θ) q(θ|Nδ)dθ > n
′r˜
}
= P


n∑
i=1
g(Zi) +
m∑
j=1
g(Xj) > n
′r˜


≤ P
{
1
n′
n∑
i=1
g(Zi) > r˜/2
}
+ P
{
1
n′
m∑
i=1
g(Xj) > r˜/2
}
≤ P
{
1
n
n∑
i=1
g(Zi) > r˜/2
}
+ P
{
1
m
m∑
i=1
g(Xj) > r˜/2
}
where we define
g(·) :=
∫
Nδ
log
p(·|θ0)
p(·|θ) q(θ|Nδ)dθ.
Notice that the expectation of g is∫
Nδ
D(pθ0 ||pθ)w(θ|Nδ)dθ is less than any fixed r˜/2
for δ sufficiently small. If it holds that for any θ in Nδ,
moment generating functions
∫
p(x|θ0)eλg(x)dx and∫
p(x, y|θ0)eλg(x,y)dxdy exist for some λ ∈ I where I is
an interval including 0, then using the standard Crame´r-
Chernoff method (see, e. g. [Boucheron et al., 2013]),
both probabilities in the last inequality are upper
bounded by terms in the order ofO(e−ρn) andO(e−ρm)
for some ρ > 0, respectively.
It can be shown that the existence of the moment generat-
ing function is guaranteed if Condition 2 holds. Indeed,
applying Jensen’s inequality gives
eλg(x) ≤
∫ (
p(x|θ0)
p(x|θ)
)λ
q(θ|Nδ)dθ.
Hence the moment generating function is bounded by∫
p(x|θ0)
(
p(x|θ0)
p(x|θ)
)λ
q(θ|Nδ)dθdx
which is upper bounded by the (unnormalized) Renyi di-
vergence.
The first term in (12) can also be shown to be of the order
of O(e−min{n,m}r
′′
) for some r′′ > 0. The proof is es-
sentially the same as in [Clarke and Barron, 1990, Prop.
6.3] (see also [Clarke and Barron, 1994, pp. 49-50]), and
is omitted here. 
Lemma 8 (Probability of Bc) Assume that Condition 3
holds. Then for δ sufficiently small, there is a ρ > 0 such
that
P
{
(Zn, X˜m) ∈ Bc(δ, ǫ)
}
= O(e−min{m,n}ρ)
Proof: Using the same argument as in [Clarke, 1989,
pp. 42], the set B(δ, ǫ) can be rewritten as
{∣∣∣ξT I−1/2m,n (I∗XY (θ′) + I∗X(θ′)− In,m)I−1/2m,n ξ
ξT ξ
∣∣∣ < ǫ
}
,
where ξ = I
1/2
m,n(θ − θ0), and we can upper bound the
probability of Bc by
P
{
(Zn, X˜m) ∈ Bc(δ, ǫ)
}
≤
∑
j,k
(
P
{
sup
|θ0−θ|<δ
| 1
n
n∑
i=1
I∗j,k(θ, i)−
1
n
n∑
i=1
I∗j,k(θ0, i)| >
ǫ
4d
}
+ P
{
| 1
n
n∑
i=1
I∗j,k(θ0, i)− Ij,k(θ0, i)| >
ǫ
4d
}
+ P
{
sup
|θ0−θ|<δ
| 1
m
m∑
ℓ=1
I˜∗j,k(θ) −
1
m
m∑
ℓ=1
I˜∗j,k(θ0)| >
ǫ
4d
}
+ P
{
| 1
m
m∑
ℓ=1
I˜∗j,k(θ0)− I˜j,k(θ0)| >
ǫ
4d
})
where we use I∗j,k(θ, i), I˜
∗
j,k(θ, ℓ) to denote
− ∂2∂θj∂θk log p(Zi|θ) and − ∂
2
∂θj∂θk
log p(X˜ℓ|θ) re-
spectively, and use Ij,k(θ), I˜j,k(θ) to denote the j, k
entry of IXY (θ) and IX(θ), respectively. Using the stan-
dard Crame´r-Chernoff method to replace the Chebyshev
inequality with Chernoff inequality (applicable because
Condition 3 holds) for the steps in [Clarke, 1989, pp.
43], it is easy to show that the first two terms are upper
bounded by O(e−nρ) and the last two terms are upper
bounded by O(e−mρ) for some ρ > 0. 
Lemma 9 (Probability of Cc) Assume that Condition 4
holds. Then for some ρ > 0, we have
P
{
(Zn, X˜m) ∈ Cc(δ)
}
≤ O(e−min{m,n}ρ)
Proof: Define li := ∇ log p(Zi|θ) and l˜j =
∇ log p(X˜j |θ). We rewriteD(θ0) as
D(θ0) = (
n∑
i=1
li +
n∑
j=1
l˜j)
T I−1m,n(
n∑
i=1
li +
n∑
j=1
l˜j)
=
n∑
i=1
lTi I
−1
m,nli +
∑
k 6=i
lTi I
−1
m,nlk
+
n∑
j=1
l˜Tj I
−1
m,n l˜j +
∑
k 6=j
l˜Tj I
−1
m,n l˜k
Then
P
{
(Zn, X˜m) ∈ Cc(δ)
}
= P
{
D(θ0) > min{m,n}δ2
}
≤ P
{
1
n
n∑
i=1
lTi I
−1
m,nli >
min{m,n}δ2
4n
}
+ P

 1n(n− 1)
n∑
k 6=i
lTi I
−1
m,nlk >
min{m,n}δ2
4n(n− 1)


+ P

 1m
n∑
j=1
l˜Tj I
−1
m,n l˜j >
min{m,n}δ2
4m


+ P

 1m(m− 1)
n∑
k 6=j
l˜Tj I
−1
m,n l˜k >
min{m,n}δ2
4m(m− 1)


(13)
We can show that each of the four terms has an exponen-
tially fast decay. To see this notice that
E
{
lTi I
−1
m,nli
}
= Tr(I−1m,nE
{
lTi li
}
)
≤ 1
min{m,n}Tr((IXY (θ) + IX(θ))
−1IXY )
≤ 1
min{m,n}Tr((IXY (θ) + IX(θ))
−1(IXY (θ) + IX(θ)))
=
d
min{m,n}
where the inequalities hold because IXY (θ) and IX(θ)
are positive definite.
E
{
lTk I
−1
m,nli
}
= Tr(I−1m,nE
{
lTk li
}
) = 0
as li and lk are independent. Similarly, we also have
E
{
l˜Tj I
−1
m,n l˜j
}
≤ d
min{m,n}
and E
{
l˜Tk I
−1
m,n l˜k
}
= 0.
Assume Condition 4 holds, the Chernoff bound shows
that the first term in (13) can be upper bounded by a term
of the form O(e−nρ) for some ρ > 0 if it holds that
min{m,n}δ2
4n
>
d
min{m,n}
which always holds for large enough n for the casesm =
αn orm = n1+γ . Similarly, the second term in (13) can
be upper bounded by an exponentially fast decaying term
if
min{m,n}δ2
4n(n−1) > 0, which is always holds for δ > 0. The
same argument holds for the last two terms in (13), which
can be upper bounded by a term of the order O(e−mρ)
for some ρ > 0. 
In the above, we have given the proof of Lemma 4 when
m = αn for some α > 0, orm = n1+γ for some γ > 0.
The case whenm = 0 follows an almost identical proof
except for minor details (in fact this case is even simpler
and closer to the proof in [Clarke and Barron, 1990]),
and we will not repeat it here.
