The ratio of the Riemann-Zeta function W(s) = ( )/ (1 − ) maps the line of s = 1/2 + onto the unit circle in W-space. |W(s)| = 0 gives the trivial zeroes of the Riemann-Zeta function ( ). In the range: 0 < |W(s)| ≠ 1, ( ) does not have nontrivial zeroes. |W(s)| = 1 is the necessary condition of the non-trivial zeros of the Riemann-Zeta function. Writing = + , in the range: 0 ≤ ≤ 1, but ≠ 1/2, even if |W(s)| = 1, the Riemann-Zeta function ( ) is non-zero. Based on these arguments, the non-trivial zeros of the Riemann-Zeta function ( ) can only be on the s = 1/2 + critical line; therefore the proof of the Riemann Hypothesis.
Riemann Hypothesis
The Riemann-Zeta function is defined as:
where = + . Notice that = −2 ( = 1,2, ⋯ , ∞) are the trivial zeroes of ( ) and = 1 is its pole. The Riemann Hypothesis states on the necessary condition of the non-trivial zeroes of the Riemann-Zeta function as: "all the non-trivial zeroes of ( ) is on the line: s = 1/2 + " [1] . Up to now, it is proven than the non-trivial zeroes of ( ) can only be in the range: 0 ≤ σ ≤ 1 [2,3].
The Meromorphic Function W(s)

Introduction of the Meromorphic Function W(s)
Let us introduce a function:
which is a Meromorphic function defined on the complex space with Γ(1 − ) being the analytical continuation of the factorial. Because:
we can rewrite ( ) as:
Furthermore:
Therefore, the square of the absolute value of ( ) satisfies:
Zeroes and Poles of W(s)
On the complex plane of , for arbitrary real number ∈ , introducing ± = ± + , ∓ * = ∓ − ，we have:
Especially, when = 2 + 1/2 ( = 0,1,2, ⋯ , ∞) and = 0, we have = 2 + 1 and = −2 . According to Eq. (6), we have:
(2 + 1) (−2 ) ≡ 1 (7) Due to the fact that (−2 ) = 0 , one has (2 + 1) = ∞ . This means that = −2 ( = 0,1,2, ⋯ , ∞) are the zeroes of the Meromorphic function ( ), while = 2 + 1 ( = 0,1,2, ⋯ , ∞) are the poles of ( ). Therefore, the zeroes and the poles of ( ) distribute symmetrically with respect to = 1/2.
Proof of Riemann Hypothesis
Lemma 1: the set of the zeroes of ( ) = : = {− | = , , , ⋯ , ∞} contains all the trivial zeroes of Riemann-Zeta function ( ). There is no non-trivial zeroes in this set.
Proof:
Notice that the set of all the trivial zeroes of ( ) is: s = {−2 | = 1,2, ⋯ , ∞}，which contains all the elements of the set of the zeroes of ( ) except = 0. However, when = 0, we have (0) = −1/2 ≠ 0. Therefore, Lemma 1 is proven. 
Let us assume | ( )| = 0, then due to the fact that | ( )| = | ( )|| (1 − )|, one must have | (1 − )| = 0, i.e., | ( )| = | (1 − )|, which contradicts Eq. (8). Therefore, it is impossible that ( ) = 0 .
2)the solutions of | ( − )| = and satisfying Eq.(8)can only be trivial zeroes.
s is a pole of | ( )|; otherwise, we have| ( )| = 0, which contradicts with Eq. (8). Now for the poles of | ( )|: = 2 + 1, we get: | (1 − )| = | (−2 )| = 0 . Those are the trivial zeroes. Hence, in the range: 0 < | ( )| ≠ 1 , the Riemann-Zeta function ( ) does not have non-trivial zeroes. Therefore, Lemma 2 is proven.
Lemma 3: | ( )| = is the necessary condition for the non-trivial zeroes of the Riemann-Zeta function ( ).
Based on Lemma 1: the set of zeroes from ( ) = 0 , i.e., = {−2 | = 0,1,2, ⋯ , ∞} does not contain non-trivial zeroes of the Riemann-Zeta function ( ).
Based on Lemma 2: In the range: 0 < | ( )| ≠ 1, there is no non-trivial zeroes of the Riemann-Zeta function ( ). Therefore, the non-trivial zeroes of the Riemann-Zeta function can only be on | ( )| = 1. Indeed, when | ( )| = 1, we must have:
If | ( )| = 0, then | (1 − )| = 0. However, | ( )| = | (1 − )| does not guarantee ( ) to be zero.
Therefore, | ( )| = 1 is only the necessary condition of the non-trivial zeroes of the Riemann-Zeta function ( ).
Corollary 1: for = / + being the non-trivial zeroes of ( ), the necessary condition for ( ) is that | ( )| = Inserting = 1/2 + and * = 1/2 − into Eq. (5), we have:
So we have: | ( )| = 1. The geometric illustration is that ( ) maps the straight line = 1/2 + in -space to the unit circle in the -space as in Fig.1 (a) and (b). Proof: Because | ( )| = ( ) ( * ), we only need to take the first-order derivative with respect to :
The right hand side of Eq. (11) gives:
where Ψ( ) is the digamma function. Therefore, except for the poles of ( ), according to Eq. (11) and Eq. (12), we have:
where the series expression of Ψ( ) is:
with being the Euler constant. Further noticing that:
so for a more explicit expression showing its being positive or negative, Eq. (13) can be rewritten as:
With the summation being positively defined, and | ( )| > 0, therefore:
1) For arbitrary non-zero , when and only when = 1/2, we have | ( )| = 0. This is to say that = 1/2 is the only zero of | ( )|.
2) When ≠ 1/2, the value | ( )| being positive or negative is uniquely determined by the coefficient (1/2 − ) in Eq. (15). In the range: 0 < < ∞ when < 1/2, | ( )| > 0, therefore | ( )| monotonically increases with the increase of t ; when > 1/2, | ( )| < 0, therefore | ( )| monotonically decreases with the increase of t .
In the range: -∞ < < 0 when < 1/2, | ( )| < 0, therefore | ( )| monotonically decreases with the increase of t ; when > 1/2, | ( )| > 0, therefore | ( )| monotonically increases with the increase of t .
Lemma 5: in the range: ≤ ≤ excluding = / , the satisfying | ( )| = has a definitive upper limit and lower limit -.
1) Because | ( )| = | ( * )|, the satisfying | ( )| = 1 is always symmetric with respect to ± .
2) Because (s ) (s * ) ≡ 1 , we have | (s )|| (s )| ≡ 1 . When | (s )| = 1, there must exist | (s )| ≡ 1. That is to say that the satisfying (s ± ) = 1 is always symmetric with respect to s ± = 1/2 ± + .
3) In the range: 0 < < 1 when = 0 , because ( ) = ( ) 2 log( ) − Ψ − Ψ > 0 , ( ) monotonically increases with . Furthermore: 0 ≤ ( ) ≤ 1 (0 ≤ ≤ 1/2) 1 ≤ ( ) ≤ ∞ (1/2 ≤ ≤ 1) When increases from 0, for a given (0 ≤ < 1/2), according to Lemma 4, | ( + )| must monotonically increase to 1 from being less than 1; likewise, for a given (1/2 < ≤ 1), | ( + )| must monotonically decrease to 1 from being larger than 1. Therefore, there always exist a certain t： < < so that: | ( + )| < 1 < | ( + )|(0 ≤ < 1/2) | ( + )| < 1 < | ( + )|(1/2 < ≤ 1) Taking = 2.01 , because in the range: 0 ≤ ≤ 1, we have with ≠ 1/2 will not exceed = 2.01 .
So in the range: 0 ≤ ≤ 1, for an arbitrary given ≠ 1/2, must be bounded when satisfying | ( )| = 1 . Just for illustration, for example, setting = 2 , = 2.01 , respectively, the continuous evolution of | ( + )| with is shown in Fig. 2 indicating that there exist a within < < satisfying | ( + )| = 1. we can find that t is bounded in the two very narrow ranges: 2 < |t| < κ = 6.289836 as shown in Fig. 3 . That is to say, when satisfying | ( )| = 1, t has a low limit of -κ, and an up limit of κ. Based on Lemma 4, Lemma 5, and Corollary 2, we have the following results:
Corollary 3: in the range: ≤ ≤ , even though there exist { = + } with ≠ / and satisfying | ( )| = , the Riemann-Zeta function ( ) ≠ . Now based on Lemma 1, Lemma 2, Lemma 3, and Corollary 1, Corollary 3, we finally reach the conclusion that the non-trivial zeroes of the Riemann-Zeta function locate on the = 1/2 + straightline. The Riemann Hypothesis is then proven.
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