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Abstract 
Linguistic typological preferences have often been linked to cognitive processing preferences but 
often without recourse to typologically relevant experiments on cognitive processing. This paper 
reviews experimental work on the possible parallels between preferences in cognitive processing 
and language typology. I summarize the main theoretical accounts of the processing-typology 
connection and show that typological distributions arise diachronically from preferred paths of 
language change, which may be affected by the degree to which alternative structures are preferred 
(e.g. easier) in acquisition or usage. The surveyed experimental evidence shows that considerable 
support exists for many linguistic universals to reflect preferences in cognitive processing. Artificial 
language learning experiments emerge as a promising method for researching the processing-
typology connection, as long as its limitations are taken into account. I further show that social and 
cultural differences in cognition may have an effect on typological distributions and that to account 
for this variation a multidisciplinary approach to the processing-typology connection has to be 
developed. Lastly, since the body of experimental research does not adequately represent the 
linguistic diversity of the world’s languages, it remains as an urgent task for the field to better 
account for this diversity in future work. 
 
The past 50 years of typological research has accumulated several generalizations on cross-language 
distributions, including the much celebrated word order correlations.1, 2 A central goal in typology is 
to determine, by using data from a wide range of languages, the extent of cross-linguistic variation 
and the interrelationships among linguistic patterns.3 A typological generalization, once established, 
is typically hypothesized to reflect biases in cognitive processing via conventionalizing structures 
which are preferred (e.g. easy) in language acquisition or use.4–8 However, it is still unclear to what 
extent such generalizations may be grounded in cognitive biases, owing to a large gap between the 
fields of typology and psycholinguistics.9 
In this review, I first summarize the main theoretical accounts of the connection between 
typology and processing preferences. I then review to what extent typological generalizations may 
or may not reflect constraints on language that could be grounded in cognitive processing. I limit 
myself to morphosyntactic patterns, especially linear ordering and argument marking, since those 
are the most thoroughly studied in typology. Lastly I focus on the challenges that cultural and 
linguistic diversity (among others) present to the processing-typology connection.10,11 
 
DIACHRONIC AND COGNITIVE ROOTS OF TYPOLOGICAL GENERALIZATIONS 
Typological generalizations fall into two main types, absolute universals, which are true of all 
languages (e.g. all languages have CV syllables) , and statistical universals, which are statistical 
tendencies (e.g. most languages have subject agreement).1 Typologists are mainly interested in the 
latter, because half a century of empirical research has unearthed only a few absolute universals.3,12 
Evidence from computational models further shows that absolute universals may be practically 
impossible to detect from the available data.13 
There are two main sampling approaches that typologists use for researching statistical 
universals. First, the effects of shared inheritance and horizontal transmission (language contact) 
may be controlled via genealogically balanced sampling, by controlling how many languages are 
chosen from each language family,2,14,15 and the remaining effect is then attributed to cognitive 
bias.16-18 However, genealogically balanced sampling produces mere synchronic snapshots of the 
type-distributions and does not allow making diachronic interpretations from those distributions.17 
The second approach tries to solve this problem by taking an essentially diachronic approach to 
universals, whereby universal are understood as structural pressure that changes languages over 
time (see References 16-21 and references there). Languages are then sampled both across and 
within families to assess the probability of a language shifting from one type to another. 
Linguistic patterns arise through diachronic change and, therefore, the typological 
distributions of linguistic patterns are the product of preferred paths of language change.3,6–8,17 More 
precisely, preferred structures are developed frequently in language change and maintained more 
easily compared to dispreferred structures, which do not develop as frequently, and when they do, 
they are more susceptible to marginality or loss.17,19,20 For instance, in transitive sentence across 
languages the subject (S) tends to occur before the object (O) (1a), while the reverse order (1b) is 
very rarely dominant in a language and when it is, there is pressure to shift to S-O order.17  
 
1. (a) John kissed Mary. 
(b) Mary John kissed. 
 
However, disagreement exists over the main driving force of such changes, whether by language 
acquisition or language use, and over the extent to which cognitive processing is assumed to affect 
those changes (see Fig. 1). 
 
 
Figure 1. Typological distributions reflect cognitive biases indirectly. In the generative theory, 
cognitive biases affect language acquisition but in usage-based theory they primarily affect language 
use. By hypothesis, what is preferred (e.g. easier) in acquisition or usage tends to become 
conventionalized across languages and what is dispreferred conventionalizes less often or tends to 
wither away. Statistical universals arise when linguistic structures across languages change through 
such preferred paths of language change. 
 
Theoretical accounts of the processing-typology connection 
There are two main theories for accounting how typological distributions end up reflecting 
cognitively grounded preferences in language change. In generative grammar language change is 
assumed to occur mainly in language acquisition: children are assumed to enter the acquisition 
process with genetically endowed constraints or learning biases, which delimit the set of possible 
grammars to be acquired and thus facilitate the acquisition process.8,22-25 Language change is then 
widely assumed to result from imperfect learning of linguistic patterns, which are retained through 
the acquisition process until adulthood.26 A growing body of research in this tradition interprets the 
constraints as probabilistic cognitive learning biases and searches for converging evidence for 
typological distributions from artificial learning experiments (see Reference 8 for a review). 
It has long been observed that children are prone to innovate and over-generalize linguistic 
structures. Recent learning experiments support this observation and suggest that children are even 
more prone to regularize and systematize inconsistent input structures than adult learners are,27 
providing potential evidence for the role of children in language change. However, the child’s 
propensity to regularization cannot be the sole reason for language change, since children are quick 
to retreat from overgeneralization (see Reference 28 for a review). When faced with inconsistent 
input structures, children also do not unanimously regularize a particular structure but choose 
different input structures to regularize.27 While children may introduce novelties and changes to 
their input, evidence from acquisition studies suggests that generally these changes do not spread to 
adult language and they are not maintained into adulthood (see References 12 and 29 and 
references there). 
In usage-based models of grammar, on the other hand, grammar is assumed to be directly 
shaped by language use, so that easy and frequently used linguistic structures tend to 
conventionalize in grammars, while more difficult structures tend to disappear.4,5,12 These models 
emphasize the important role of frequency in shaping grammars, since repetition leads to 
conventionalization but also to more economical production (reduction via automatization) and 
easier processing (greater accessibility due to stronger mental representation). Structural 
asymmetries are assumed to emerge from a combination of multiple factors in language use, such as 
processing preferences, language acquisition and conversational interaction, whereby language 
universals may reflect a multitude of factors. 
Evidence for the usage-based approach comes from several sources. Evidence from large 
corpora suggest that typological distributions tend to match in direct proportion the preferences 
found in performance.4 Evidence from language acquisition emphasizes the important role of 
frequency in acquisition, and frequency also plays a central role in the process of grammaticalization 
(see References 7 and 12 and references there). Overall, usage-based accounts of language change 
are empirically well-supported. 
Although frequency seems important in shaping grammars, recent experimental and corpus 
data suggests that efficient distribution of information in a sentence (that is, communicative 
efficiency) may provide a more general account of preferences in performance.9,30 This account may 
also better explain why rare and difficult patterns can be conventionalized in particular contexts 
instead of disappearing. For instance, while structures in which the object precedes the subject are 
generally dispreferred in German, evidence from corpora and experiments shows that in whole-part 
constructions OVS structures (2b) are more acceptable and easier to process than the corresponding 
SVO structures (2c) (Reference 31, p. 7). Rare patterns can, therefore, become preferred in marked 
contexts to express particular functions. 
 
2. (a) Peter hat  den   Wagen  gewaschen. 
  Peter has  the.ACC car    washed 
  ‘Peter has washed the car.’ 
 (b) Den    Außenspiegel hat  er    ausgelassen. 
  The.ACC  side.mirror   has  he.NOM left.out 
  ‘The side mirror, he left out.’ 
 (c) Er     hat  den   Außenspiegel ausgelassen. 
  He.NOM  has  The.ACC side.mirror   left.out 
  ‘He left out the side mirror.’ 
 
Detecting biases in processing and learning 
In order for the theoretical accounts to succeed in modeling the relationship between cognitive 
processing and typological distributions, cognitive biases need to be well-defined and empirically 
assessable.9 A basic step towards this direction is to separate cognitive processing from the 
complexity of linguistic structures to enable the empirical assessment of their relationship.4,16,32 The 
next step then is to provide a feasible definition for cognitive bias. 
By cognitive biases I refer here to processing complexity, which can be measured by 
experimental methods such as reaction times and brain activity,9,32 and behavioral preferences in 
language learning, which can be interpreted as evidence for cognitive biases in learning.8,24 Two 
main theoretical accounts have been proposed for processing complexity (see References 9 and 33 
for recent reviews). Memory-based theories emphasize the limits of human memory capacity, which 
engender difficulty when overloaded in processing (e.g. long-distance dependencies).4,32,34,35 In 
expectation-based theories, on the other hand, processing difficulty is tied to the probability of a 
linguistic structure in a given context, whereby different linguistic structures reduce uncertainty of 
the rest of the sentence to varying degrees (e.g. in English objet-initial sentences are unexpected 
and therefore difficult to process).30,36,37 While in some situations these theories make virtually 
opposite predictions concerning processing difficulty, in the light of recent findings predictions of 
both theories are supported but at different sentence loci, a result which calls for a more integrated 
model for sentence processing.33 
When reviewing the experimental literature, my working hypothesis is that cognitive biases 
are reflected in the experiments in terms of the length of reaction or processing times, the degree of 
brain activity or the degree to which alternative linguistic structures are (dis)preferred in behavioral 
tasks. I include experiments on both language learning and language use, assuming generally that 
what is preferred in usage tends to be preferred in learning as well.4,5 
 
EXPERIMENTAL EVIDENCE FOR THE PROCESSING-TYPOLOGY CONNECTION 
There is great variation in the degree of attention given to different typological patterns in 
experimental studies. Two patterns in particular have been carefully investigated, namely, the word 
order of subject and object in the sentence and the relativization of subjects and objects. Other 
patterns have received much less attention and have been researched by fewer methods. 
 
Word order and relativization of subject and object 
The first of Greenberg’s1 famous universals states that languages tend to position the subject of 
declarative main clause before the object (1a) as opposed to positioning the object before the 
subject (1b). This generalization has been investigated in a number of studies and is strongly 
supported by typological evidence (see Reference 17 and references there). It is also strongly 
supported by experimental evidence from a wide range of languages (see References 38, 39 and 
references there). Regardless of the experimental method used (reading times, eye-tracking, event-
related brain potentials (ERP) or functional magnetic resonance imaging (fMRI), among others) 
object-initial sentences are harder to process than subject-initial sentences. 
However, there are some complicating issues. A number of factors may alleviate or even 
neutralize the processing load of an object-initial sentence, such as case marking of the object,40 
supportive discourse context41 and the semantic-pragmatic prominence of the arguments (e.g. 
animacy).39 The prominence factors may even outweigh any ordering preferences of subject and 
object. For instance, Japanese speakers preferred to position animate NPs before inanimate NPs in a 
sentence recall task, and independently of the grammatical role of the argument.42 Data from 
German further shows that initial inanimate nominative subjects are more difficult to process than 
dative-marked objects (3). 
 
3. Dann wurde der     Mantel dem   Arzt  gestohlen. 
then was  the.NOM  coat  the.DAT doctor stolen 
‘Then the coat was stolen from the doctor.’ (Reference 43, p. 1397) 
 
These results seem to cast doubt on the universality of the subject preference and emphasize the 
role of semantic-pragmatic factors in sentence production and comprehensions. Nevertheless, 
further evidence suggests that an initial argument in such constructions is first preferentially 
interpreted as subject but this interpretation can be modulated at a later stage in processing 
through discourse context, animacy and pragmatic factors.44,45 These findings have been explained in 
the cross-linguistically motivated extended Argument Dependency Model (see Reference 39 and 45 
for details). Since this model accounts for language comprehension only, it is unclear whether it 
would account for the preferences in the production of languages like Japanese as well. 
One further challenge to the universality of the subject preference is that almost all the 
languages experimented have had a preferred subject-object word order in their grammar. The risk 
here is that the observed preference may be simply due to the typological properties of the 
languages studied so far. In fact, recent experiments using sentence plausibility judgments in 
Kaqchikel Maya, a language with basic verb-object-subject order (VOS), shows that object-initial 
orders are easier to process regardless of the animacy of the object.46 However, since the verb 
occurs in the beginning of the sentence, it provides early access to argument structure making both 
arguments more accessible. Such results, therefore, do not necessarily provide a challenge to the 
subject-preference as a universal cognitive preference but they do call for more research on verb-
initial and object-initial languages. 
The subject preference has also been demonstrated in relative clauses. According to 
typological data, all languages can relativize the subject of the relative clause (4a) but not necessarily 
the object (4b).47 The possibility of relativizing the object thus implies the possibility of relativizing 
the subject but not vice versa. Experimental evidence from a number of languages provide support 
for this typological generalization showing that subject relative clauses are easier to process than 
object relative clauses (see References 38, 39, 48 and references there). 
 
4. (a) The man that __SUBJ drove the car. 
(b) The car that the man drove __OBJ. 
 However, there is also evidence against the subject-preference in relative clauses. Evidence from 
self-paced reading assignments in Russian show that no overall processing cost exists for object 
relative clauses compared to subject relative clauses.33 Experimental evidence from Basque using 
self-paced reading tasks and ERP has further shown that object relative clauses are easier to process 
than subject relative clauses48 despite the greater difficulty of object-initial order in declarative main 
clauses.38 It is thus unclear whether the subject preference in relative clauses is a universal cognitive 
preference or a processing bias in particular types of languages. More research in typologically 
diverse languages is needed to solve the issue. 
 
Evidence from artificial language learning experiments 
Artificial language learning experiments have been used in a number of recent studies to test the 
extent to which learning biases match typological distributions (see Reference 8 for a review). In the 
experiments participants are taught artificial mini-languages usually via presentation software.24,49 
Typical stimuli involves pictures and animations with simultaneous audio descriptions of the objects 
and events. Learning biases may then be assessed by testing the learners for generalizing the 
learned patterns to new data or by testing to what extent their behavior shifts towards or away from 
the input which contains a mixture of patterns.8,49 
One domain in which these methods have been used is the suffixing preference in 
morphology. This preference concerns the linear position of bound morphemes in relation to the 
word stem, namely, that there is a strong typological preference for suffixes (e.g. -er in player) over 
prefixes (e.g. re- in replay).1,50 Evidence from artificial learning experiments provide robust support 
for this preference.8,49 A plausible explanation comes from a domain-general preference to express 
salient information in the beginning of a sequence; because word roots are more informative than 
affixes, prefixes violate this preference while suffixes conform to it.49 However, these issues require 
further study, since the suffixing preference seems to correlate with the degree of affixation in a 
language: languages with less affixation tend to use either prefixing or suffixing, while those with a 
lot of affixation tend to use both.6 
Another domain investigated by these experiments is the interaction between case marking 
and animacy in languages with so-called differential object marking. In these languages only 
untypical objects (e.g. animate) are case-marked (5a), while typical objects (inanimate) are 
unmarked (5b), as in Hindi (Reference 51, p. 79). 
 
5. (a) Ilaa-ne ek  bacce-ko  uʈhaaya. 
  Ila-ERG one child-ACC lift.PERF 
  ‘Ila lifted a child.’ 
 (b) Ilaa-ne ek  haar   uʈhaaya. 
  Ila-ERG one necklace lift.PERF 
  ‘Ila lifted a necklace.’ 
 
There is wide agreement in typology that differential object marking depends on animacy in this way 
(see Reference 52 and references there, although see Reference 53). A recent artificial learning 
experiment shows that when optional case marking in the training data was unconnected to 
animacy, the participants tended to change the languages so that only animate objects were case-
marked.54 Since animacy of the referent increases the ease of its retrieval from memory, case 
marking of animate objects might be related to conceptual accessibility.10 As for language 
comprehension, case marking of animate objects may be explained by the principles of distinctness 
and minimality in the framework of the extended Argument Dependency Model (see Reference 39 
and references there). According to these principles the arguments should be kept distinct from one 
another via case marking, word order or the semantic properties of the referents but avoiding 
unnecessary distinctness at the same time. 
Experimental evidence supports another well-known typological pattern that case-marking 
languages tend to use free word order while languages with no case marking tend to fixate their 
word order for argument discrimination.16 An experiment using mixed pattern input showed that 
participants trained in a case-less language with relatively free word order regularized the word 
order for argument discrimination while those trained in a case-marking language did not regularize 
word order.55 
One further group of typological generalizations which has been studied in this paradigm is 
the word order correlations between the phrasal head and its modifiers in various types of phrases. 
According to cross-language data, if the verb precedes the object, languages prefer to use 
prepositions and to position the head noun before the genitive (head-first order, e.g. behind John’s 
house), but if the verb follows the object, languages prefer postpositions and to position the head 
noun after the genitive (head-last order, e.g. house John’s behind in cryptic English).1,2 An 
experiment using miniature languages with consistent or inconsistent head-ordering for different 
participant groups showed that the participants preferred the consistent head-ordering.56 A related 
typological dispreference exists against the order adjective-noun-numeral (e.g. beautiful flowers 
three in cryptic English), while no such dispreference exists against the head-terminal orders 
(adjective/numeral-noun and noun-adjective/numeral) or the order numeral-noun-adjective in the 
noun phrase. An experiment using mixed-pattern input showed that the adjective-noun-numeral 
order is dispreferred also by learners.24 
It is clear even from this brief review that artificial language learning experiments provide 
promising possibilities for researching the processing-typology connection. To the extent the 
learning biases in the experiments parallel typological distributions, it is possible that similar 
cognitive biases may underlie both.8 One clear advantage of these experiments is that they allow the 
controlling of interfering factors, which is impossible in studies of classroom second language 
learning.57 Despite this advantage it is necessary to emphasize that greater learnability may not 
always suffice to show a learning bias which could produce universals. A recent experiment used 
iterated learning of artificial languages to study the learnability and transmission of vowel harmony 
and showed that while the preferences of the first participants in the learning chains agreed with 
typological preferences, this bias was not replicated in subsequent participants in the chain (the 
results of the first participants’ forced choice task served as the input to the next participants in the 
chains).58 Another concern is interference from the participants’ previous language experience, 
which may affect the learners preferences in the experiments.59 Future improvements of artificial 
learning experiments should involve iterated experiments and using participants from different 
linguistic backgrounds to better control for the effect of familiarity. 
 
Evidence from gesture production tasks 
Gesture production is another behavioral experimental paradigm that has recently taken typological 
generalizations to task. In these experiments, participants first see video clips of events and then 
gesture the event meanings, which are recorded for later analysis. These experiments have focused 
on two typological generalizations concerning the interaction of case marking and word order. 
Languages with dominant SOV order are typologically prevalent compared to other logically possible 
orders of subject, object and verb,1,14 but they are also more prone to developing case marking of 
subject or object compared to languages with some other dominant order, especially SVO (see 
References 20 and 21 and references there). 
Evidence from gesture production tasks provides evidence for these distributions. In these 
experiments participants tend to either avoid SOV order or invent gestures for case marking when 
the subject and object are reversible, that is, equally plausible candidates for being the subject (e.g. 
man pulling a horse), but when the subject and object are non-reversible (e.g. man pulling a chair), 
participants strongly prefer SOV order.60,61 In addition, gestures for case marking are less common in 
SVO orders than in other orders.61 Since the participants’ behavior paralleled typological preferences 
it is possible that similar cognitive biases may underlie the participants’ production and ultimately 
the typological distributions as well. 
 
Interim conclusion 
In summary, there is a growing body of experimental evidence showing that preferences in learning 
and processing agree with typological preferences. However, different typological generalizations 
have received varying degrees of attention in the experimental literature, and more research is 
needed to solidify the many initial results reviewed here. In addition, more experimental research is 
needed to study other typological generalizations which have received little or no attention so far. 
These include, just to name a few, the hierarchies for number and person, the relationship between 
inflectional synthesis and the suffixing preference, the relationship between definiteness and object 
case, and the relationship between the relative orders of object and verb and the relative clause and 
its head noun. 
 
CHALLENGES AND FUTURE DIRECTIONS 
We have seen that there is a large body of experimental evidence showing that many well-known 
statistical universals may reflect cognitive processing preferences. These processing preferences may 
be linked to typological distributions via models that connect language change with learning and 
usage.5,7,8 However, there are at least four challenges that future research needs to address to 
establish a more principled processing-typology connection. 
 
Challenges from cross-linguistic and cognitive diversity 
One of the more pressing challenges to the processing-typology connection comes from cross-
linguistic diversity. At the current stage research on language processing and learning does not 
adequately reflect the degree of cross-linguistic diversity. The majority of experimental data come 
from the languages of Europe,10,62 but the greatest linguistic diversity clusters in the Pacific and the 
Americas. Moreover, the structural-typological profiles of languages in these areas appear to be 
markedly different from those in Eurasia and Africa.63 More research is, therefore, desperately 
needed from languages in the Americas and the Pacific. A good start would be the design of small 
diversity samples based on social and typological profiles of languages in large typological databases 
such as the World Atlas of Language Strutures.62,64 
Another challenge comes from social and cultural differences in cognition. Cognitive 
research has long overlooked such variation,18,65 but current research suggests that because 
languages are acquired, learned and used in different social and cultural contexts, those contexts 
may bias language acquisition and use so much so that language structures are adapted to these 
biases,5,11 ending up reflected in typological distributions as well.66,67 Initial findings emphasize the 
role of social context (but see Ref 15 for the role of cultural context).11,67-69 In small communities 
people have a high degree of shared knowledge. This type of social context favors the maintenance 
and even the development of linguistic structures that are difficult for outsiders and adults to learn 
(e.g. irregularity and morphological complexity). In large communities, on the contrary, 
communication takes place more among strangers from different languages or dialects and the more 
adults there are in the community learning its language, the greater the likelihood is for the 
community’s language to become easier and more regular. A solution to this challenge should 
involve better integration of typology, cognitive studies, anthropology and sociolinguistics.10,62,65,69-71 
The existence of social and cultural differences in cognition suggests also that the results of 
the artificial language learning paradigm need to be recast in this wider view on cognitive variation. 
While evidently tapping some cognitive biases, artificial learning methods (using adult participants) 
necessarily simulate adult second language learning whereby the learning context is more 
reminiscent of communication between strangers than between intimates. As a result, these 
methods may overemphasize the cognitive bias in learning towards regularization and greater 
transparency, and, therefore, overestimate the degree to which typological generalizations reflect 
learning biases. A possible solution could be to develop experiments on communication between 
intimates perhaps involving artificial languages or language games. 
 
How to better link diachrony with processing and typology 
Another set of challenges involves the indirect relationship between cognitive processing and 
typological generalizations through language change. One challenge is to clarify to what extent and 
in what way cognitive processing may affect language change. According to research on diachrony, 
many statistical universals could be artifacts of similar linguistic structures arising from different 
diachronic origins without a need to recourse to cognitive preferences in acquisition and usage.72,73 
As was mentioned earlier, the relative orders of noun and adposition and the genitive and the head 
noun correlate typologically. However, this correlation may largely owe to the fact that adpositions 
often arise from possessive constructions retaining the original order in language change (see 
Reference 73; but see Reference 26 for criticism). While cognitive preferences in language learning 
and use may arguably affect language change to some extent,5,73 it is also possible that those 
preferences differ from the cognitive processes behind the historical development of linguistic 
patterns (see References 29 and 72 and references there). Future work should, therefore, better 
address the relationship between cognitive processes and language change. 
One further challenge involves the development of typological methodology. On the one 
hand, the majority of typological generalizations are based on genealogically balanced sampling, 
which does not provide dynamic interpretation for synchronic distributions. Approaching universals 
as preferred laws of type-change is a recent methodological development in the field and more 
research is required to test a wider range of hypotheses with these methods. Implementing 
phylogenetic methods to typological data is a promising further development to model correlated 
changes within language families (see Reference 65 for a review). On the other hand, the effect of 
horizontal transmission (areal diffusion) is often seen merely as a nuisance factor in typology. 
However, if a linguistic pattern spreads quickly from one language to another, this ease of transfer 
may be evidence for cognitive biases operating in language contact, thus demanding a more 
nuanced approach to the relationship between horizontal transmission and language universals.21 
 
Conclusion 
Wide agreement exists in linguistics for assuming that typological distributions are affected by 
preferences in language learning and processing to some degree. Different theoretical accounts vary 
in how much weigh they assign to cognitive biases.8,12 Despite such differences it is clear that what 
links processing and typological distributions is language change. This connection between diachrony 
and typology has been entertained since Greenberg’s early work, but typologists have been able to 
implement it only recently to modeling typological distributions.3,17-19,65 
In this review I have surveyed experimental evidence for several statistical universals. As the 
body of relevant psycholinguistic work is increasing, the more evidence it seems to provide that 
typological generalizations may be reflected in cognitive processing preferences. Despite the 
traditional gap between typology and cognitive science the reviewed works propose fruitful 
possibilities for researching the processing-typology connection. However, since even the most 
thoroughly researched preferences (the subject preference) do not yet provide conclusive evidence 
about this connection, the issue is still somewhat open to what degree typological generalizations 
are grounded in cognitive biases. Future research on typologically more diverse languages is likely to 
provide a much needed more detailed picture on the issue. 
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