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Complex Networks
Shuoguang Yang
This dissertation consists of papers in optimization and revenue management in complex
networks: Robust Linear Control of Storage in Transmission Systems, Robust Optimization
of Power Network Operation: Storage Devices and the Role of Forecast Error in Renewable
Energies, Online Learning and Optimization Under a New Linear-Threshold Model with
Negative Influence, and Revenue Management with Complementarity Products. This dis-
sertation contributes to analytical methods for optimization problems in complex networks,
namely, power network [16; 65], social network [103] and product network.
In Chapter 2, we describe a robust multiperiod transmission planning model including
renewables and batteries, where battery output is used to partly offset renewable output
deviations from forecast. A central element is a nonconvex battery operation model plus a
robust model of forecast errors and a linear control scheme. Even though the problem is
nonconvex we provide an efficient and theoretically valid algorithm that effectively solves
cases on large transmission systems.
In Chapter 3, we propose a new class of Linear Threshold Model-based information-
diffusion model that incorporates the formation and spread of negative attitude. We call
such models negativity-aware. We show that in these models, the expected positive in-
fluence is a monotone sub-modular function of the seed set. Thus we can use a greedy
algorithm to construct a solution with constant approximation guarantee when the objec-
tive is to select a seed set of fixed size to maximize positive influence. Our models are flexible
enough to account for both the features of local users and the features of the information
being propagated in the diffusion. We analyze an online-learning setting for a multi-round
influence-maximization problem, where an agent is actively learning the diffusion parame-
ters over time while trying to maximize total cumulative positive influence. We develop a
class of online learning algorithms and provide the theoretical upper bound on the regret.
In Chapter 4, we propose a tractable information-diffusion-based framework to capture
complementary relationships among products. Using this framework, we investigate how
various revenue-management decisions can be optimized. In particular, we prove that sev-
eral fundamental problems involving complementary products, such as promotional pricing,
product recommendation, and category planning, can be formulated as sub-modular max-
imization problems, and can be solved by tractable greedy algorithms with guarantees on
the quality of the solutions. We validate our model using a dataset that contains product
reviews and metadata from Amazon from May 1996 to July 2014.
We also analyze an online-learning setting for revenue-maximization with complemen-
tary products. In this setting, we assume that the retailer has access only to sales obser-
vations. That is, she can only observe whether a product is purchased from her. This
assumption leads to diffusion models with novel node-level feedback, in contrast to classical
models that have edge-level feedback. We conduct confidence region analysis on the maxi-
mum likelihood estimator for our models, develop online-learning algorithms, and analyze
their performance in both theoretical and practical perspectives.
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Chapter 1
Overview
This thesis contributes to analytical methods for optimization problems in complex net-
works, which play an essential role in modern societies. Tangible networks such as trans-
portation and power networks are widely applied across industries. Meanwhile, abstract
networks are of equal importance in studying the spread of information among different
communities. In this thesis, we focus on the optimization models of three important com-
plex networks, namely power network, social network, and product network. We develop
analytical frameworks for every instance of them, and employ optimization methodologies
to maximize the reward obtained.
In Chapter 2, we focus on power networks, especially those involving not only conven-
tional power plants (coal plants) but also renewable energy resources (RES). The main
results of this chapter are based on [16; 65]. RES such as wind and solar farms are consid-
ered as substantial next-century clear energy resources for modern societies and industries.
These reusable energy resources are favored by modern societies, but also suffer from certain
drawbacks, such as unstable power supplies. For instance, light intensity, one of the most
crucial factors for solar farms, yields a drastically high variation in the amount of power gen-
erated. On the contrary, conventional power plants such as coal and nuclear power plants
are able to generate a desired amount of power stably. Therefore, RES are less controllable
and yield higher uncertainties in the amount of power generated.
In principal, the most important goal in power transmission systems is to balance the
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demand and supply. Based on historical data, power industries are able to predict the
demand of the system accurately so that the desired supply can also be derived accordingly.
Conventional resources are able to generate the desired amount of supply for the balance.
Nevertheless, for RES, uncertainties in supply would always exist due to the temporal
fluctuation, so that the demand-supply balance is harder to be satisfied. The methodology
to overcome this issue remains largely unexplored.
In this thesis, we consider that scenario where storage devices (e.g. batteries) are also
integrated into the transmission systems, so that temporal fluctuations of RES can be
reduced. In principal, the storage devices would store energy when supply exceeds demand,
and release energy otherwise. We then establish an analytical framework to further design
control strategies to operate storage devices so that supply-demand balance can be satisfied.
The problems being addressed require three components: first, a control framework under
which storage policies are used to mitigate renewable stochasticity; second, a model for
said stochasticity; and finally, a model for the operation of storage devices. This three-way
combination gives rise to significant complexity, which is much more challenging by the
multi-period nature of problem setting.
A particularly thorny issue is modeling battery charging/discharging efficiencies. In
this work, we consider a more practical case where the charging/discharging efficiencies
follows a piece-wise linear function of battery states, which yields nonconvexity in the
resulting model. We consider the scenario where both standard generation and RES exist.
The standard generations are able to generate any desired amount of power within certain
ranges with a convex quadratic cost function, while the power generated by RES follows an
uncertainty model.
In this chapter, we describe an OPF-like framework seeking to minimize cost of standard
generation. Storage devices are used to offset errors in renewable forecast, in a multiperiod
setting, through a linear control policy. Our framework uses a nonlinear and nonconvex
storage operation model (used to capture e.g. state-dependent charge/discharge efficiency
and speed) as well as a robust renewable forecast stochastic model; we rigorously solve the
resulting robust optimization problem as a sequence of linear programs and without using
any integer variables.
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In Chapter 3 & 4, we focus on Influence Maximization (IM) and its applications in
revenue management problems, under the online learning regime. IM considers a di-
rected/undirected network with seed set S, and defines a random diffusion process spreading
from S on the entire network. Particularly, only the seed nodes are influenced at the begin-
ning of diffusion. Afterwards, each node returns a certain reward when being influenced,
and is able to consequently influence its neighbors by the defined random process, spreading
of influence. The goal of IM is to maximize the expected reward by selecting the optimal
seed set S with budget or cardinality constraints on S in most cases.
We address on utilizing the diffusion process in IM to model real-world revenue man-
agement problems, and providing tractable solutions for selecting optimal seed set S under
online learning scheme. Independent Cascade (IC) and Linear Threshold (LT) are the two
most widely considered models in IM to investigate the spread of influence on complex
networks. IC models start with an initial set of active nodes S, and specifies an influence
spread process in discrete time steps. In each subsequent step t, when node v is activated,
it has a single chance to active each inactive neighbor w, with probability pv,w. It is impor-
tant to note that the cascade on every single edge is independent of each other, so that
a combined probability of a set of nodes B activating the same follower node w takes the
nonlinear form p(B, w) = 1−
∏
v∈B(1− pv,w).
Contrary to independent activation considered in IC, LT models consider the linear sum
of weights contributed by active nodes to their inactive neighbors to determine whether they
would be activated in this step. To be specific, in this model, a node w is influenced by
each neighbor v with weight bv,w such that
∑
v neighbor of w bv,w ≤ 1. At the beginning of
diffusion, each node w chooses a threshold θw ∼ U [0, 1], which is the weight fraction that
must be achieved by w’s active neighbors for w to be activated. Given the random choices of
thresholds and initial set of active nodes S, the influence spreads deterministically over the
network in the discrete steps: in each subsequent step t, all nodes activated in preceding
steps remain active, and we active any node v whose total weights contributed from its
active neighbors is at least θw: ∑
v active neighbor of w
bv,w ≥ θw.
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Although the IC and LT models have been well-studied by many researchers, many
extensions can be made to investigate real-world revenue management problems. Social and
product networks are two research areas of particular importance in revenue management.
In Chapter 3 & 4, we extend the LT and IC to model spread of negative influence in
social networks, and consumers’ purchasing behaviors over product networks. We formulate
optimization problems to seek the initial activation source S that maximizes the reward,
and show that the objectives preserve monotonicity and sub-modularity. With these nice
properties, efficient approximation algorithms such as greedy can be applied to obtained a
solution with guaranteed competitive ratio.
Moreover, when the influence probability (for IC) and influence weight (for LT) are
unknown and required to be learnt, the online learning algorithms and their performances
are largely unexplored as well. In this thesis, we also design learning algorithms for both
LT and IC problems, and conduct theoretical analysis of their performances.
In Chapter 3, we consider information diffusion on the modern social network, with
potential emergence of negative reactions. The main results of this chapter are based on
[103]. Online social networks are increasingly integrated into our daily lives, and it has
been a commercial routine for brands to use “word-of-mouth” effect for product promotion.
However, for any given information, negative attitudes inevitably appear and spread in
real-world scenarios, while most existing research works are restricted to the modeling of
the spread on positive attitude. Other works considering negative attitude are either not
flexible enough to capture distinct behaviors/preferences of users or intractable due to a
lack of desired mathematical properties.
Motivated by the potential emergence of negative attitudes in social network, we propose
a novel information diffusion model, which is flexible enough to take into account individual
user characteristics, while possessing monotonicity and sub-modularity at the same time. To
be specific, in our model, for an information spreading in social network, every customer’s
positive/negative reaction is decided by her intrinsic preference as well as signed-reactions
of her neighbors. This customer’s signed reaction may further influences her neighbors in
subsequent diffusion steps, and stimulates the spread of this information.
As a result, the monotonicity and sub-modular of our model suggests a (1 − 1/e)-
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approximation ratio for greedy algorithms. We further consider the online learning problem,
in which the parameters of our diffusion model are initially unknown, and need to be grad-
ually learned through repeated rounds of negativity-aware influence maximization. Under
this setting, we devise a learning algorithm such that, with mild assumptions, achieves a
scaled regret in the order of O(1/
√
T ) with T being the number of rounds. We conduct
numerical experiments to demonstrate the potential of our learning algorithms in learning
diffusion parameters and making increasingly better seed selections as time goes by.
In Chapter 4, we focus on understanding the product relationships, which is also a
particularly important topic in revenue management and has drawn attention from many
researchers. Complementarity and substitutability are two substantial factors in under-
standing intrinsic product relationships. The consumption of one product may stimulate
the purchase of its complements, while substitute products are perceived as similar and
only one of them is likely to be consumed by a single customer. Knowing customer’s past
purchases, a well-designed recommendation system should recommend their complements
instead of substitutes. However, modeling complementarity and substitutes in recommen-
dation system presents huge challenges and has been a long-standing open problem for
years.
In this work, we introduce the first tractable modeling and analytical framework to cap-
ture the complementary and substitute relationship among products, and investigates how
various conditions influence present purchases. We model products and product categories
as nodes in a connected network, and regard past purchases and recommended products as
sources of influence in this network. The purchase of a product leads to the purchase of its
complements with certain probability, and we term this phenomenon as “activation” around
its neighbor nodes in the product network. Consequently, as influence spreads, additional
products are purchased, or activated. We validate our model using real data from Ama-
zon purchases histories, and the experiments empirically support the fitness in modeling
purchasing decisions.
Moreover, we prove that in our framework, several fundamental problems involving
complementary products, such as promotional pricing and product recommendations, can
be formulated as submodular maximization problems, and can be solved by tractable greedy
CHAPTER 1. OVERVIEW 6
algorithms with guaranteed approximation solutions.
Another challenge arises when the influence probabilities are unknown. Instead of as-
suming the availability of edge-level observations like most existing works, we conduct our
analysis assuming only node-level feedback. Moreover, compared with the work under LT
model, estimating influence probabilities under IC is much harder due to the nonlinearity
in probability functions, which requires maximum likelihood analysis for non-identically
distributed random variables, an open problem for years. In our work, we establish the
first confidence region result to investigate the behavior of maximum likelihood estimator
in node-level IC, and devise an online learning algorithm that provides the benchmark for
IC learning problems.
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Chapter 2
Robust Control in Transmission
Systems
2.1 Introduction
In this chapter, we consider power network involving not only conventional power plants
but also renewable energy resources (RES). The ongoing transition from conventional to
renewable energy sources is causing a dramatic impact on power generation. Since the
late 19th century, power networks have been designed as centralized networks, where large
power plants rely on high-voltage power transmission lines so as to transport energy from
one region to another one [46]. Distributed substations transform voltage to lower levels
suitable for electricity distribution to consumers. The transition to RES implies the (at
least partial) substitution of large conventional power plants (e.g., coal and nuclear power
plants) by many but smaller generation units (e.g., wind and solar farms, biogas plants).
These RES generation facilities are located at distributed sites according to the availability
of resources and, hence, might be in regions with weak grid infrastructures and far away
from electricity consumers. In addition, production from RES depends on the availability
of resources and fluctuates in time. As a consequence, RES imply increased challenges for
the grid infrastructure and its design, operation, and control.
In principal, both peak loads of the grid and the temporal fluctuations of the availability
of resources can be reduced using storage devices. A great deal of recent work has focused
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on the integration of storage into transmission systems, especially for the scenarios where
renewables are also involved. The problems being addressed require three components:
first, a control framework under which storage policies are used to mitigate renewable
stochasticity; second, a model for said stochasticity; and finally, a model for the operation
of storage devices (e.g. batteries). This three-way combination gives rise to significant
complexity which is made more challenging by the multi-period nature of the problem
setting.
An especially thorny issue that has been observed by other authors is the need to
properly model battery charging/discharging efficiencies. If an amount E of energy is input
into a storage unit, then the energy state of the unit changes by the amount ηcE
+−η−1d E
−
where 0 < ηc ≤ 1 and (resp. 0 < ηd ≤ 1) is the charging (discharging) efficiency and E+ and
E− are the positive and negative parts of E. Such a model is inherently nonconvex and its
incorporation in optimization (where the quantity E will be modeled as a variable) requires
the complementarity condition E+E− = 0. In prior work this condition has sometimes been
modeled through the use of binary variables [47] but is not a guaranteed outcome from a
convex formulation.
In this work, we describe an OPF-like framework seeking to minimize cost of standard
generation. Storage devices are used to offset errors in renewable forecast, in a multiperiod
setting, through a linear control policy. Our framework uses a nonlinear and nonconvex
storage operation model (used to capture e.g. state-dependent charge/discharge efficiency
and speed) as well as a robust renewable forecast stochastics model; we rigorously solve the
resulting robust optimization problem as a sequence of linear programs and without using
any integer variables.
This framework is described in greater detail in the next section. The detailed storage
model is given in Section 2.4.2 and the forecast errors model is described in Section 2.4.1.
All proofs and mathematical analyses are provided in Section 2.7. Section 2.5 presents our
control model and a specific optimization problem. An algorithm for this problem is given
in Section 2.6 and experiments in Section 2.8. linear, controls.
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2.2 Motivation
Before describing the formulation of our robust optimization framework, first let us consider
the following simple example. The network shown in Figures 4.5, 4.6, and 3.2 have the exact
same network components in those seven buses. The quantities shown are in units of power
(e.g. MW). Flow capacities on each branch are indicated by purple colors. This specific
network contains one generator G that can produce 0 − 200 units, two buses L with 100
units of power load, one storage device B able to store 0− 100 units of energy which starts
at time zero with zero storage, and three wind farms W that have fluctuating generation














Figure 2.1: An illustrative power network with one power generator G, two buses L with
power load, one storage device B and three wind farms W . The flow capacities of each
branch are indicated by purple numbers. All numbers have the same power units.
Consider two periods. In the first period (Figure 4.6) we assume there is no uncertainty
in the wind power generation and in the second period (Figure 3.2) we assume the wind
farms can produce in the interval 0 − 20 units per wind farm. A solution our framework
would provide is the following:
In the first period, the power generator G outputs 170 units from which 100 units flow into
the first bus L with power load 100 and 70 units are transmitted to the second bus L with
power load 100. This power load bus obtains further 30 units from the wind farms W .
Another 30 units from the wind farms are used to charge the storage device B.
In the second period, the power generator G outputs 170 units. Note that using this
generation levels, regardless of the wind-generation level, we can always respond to the




















Figure 2.2: Period 1: No uncertainty in the wind power forecast. In the optimal solution
G generates 170 units from which 100 units flow into the first bus L with load (demand)
100 and 70 units are transmitted to the second bus L with load 100. This power load bus
obtains further 30 units from the wind farms W . Another 30 units from the wind farms are
charged into B.
















Figure 2.3: Period 2: Incorporates uncertainty in the wind power forecast. In the optimal
solution G generates 170 units from which 100 units flow into the first bus L with power
load 100 and 70 more units are transmitted to the second bus L with power load 100. This
power load bus obtains further 30 units discharged from B.
Note that the location of the storage device as shown in this illustrative example is the
only logical one. The reader can check that all other locations of the storage device would
result in an infeasible problem.
2.3 Preliminaries & Problem Setup
A power transmission network is a graph where some nodes are sources of flow (e.g., power
generator, wind farm) and some nodes are sinks representing loads. In power engineering
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practice some nodes can hold both generators and loads. Additionally, storage devices
can be located at any node – note that a charging storage device acts as a sink, whereas
a discharging device acts as a source. In the power community nodes of the graph are
called buses and the edges of the graph are called branches; these are circuits transmitting
electrical power between buses. For a thorough introduction to power networks we refer
the reader to textbooks (e.g., [14; 35; 86]), but a brief review of the heavily used “DC
approximation” to power flows is appropriate.
Each bus k has a state variable θk that represents the voltage phase angle. In particular,
given a branch between buses k and m, we have
power flow from k to m = ykm(θk − θm) (2.1)
where the parameter ykm is the susceptance of branch km. For thermal protection reasons,
the absolute value of the flow on a branch is limited by a parameter known as the “limit”,
or “rating” of the branch:
|ykm(θk − θm)| ≤ Lkm. (2.2)
A final set of equations enforce flow balance at each bus (Kirchhoff’s law): the net outflow
(flow leaving node minus flow entering node) must equal to total generation minus total
demand at that node [73].
(flow out of node k) - (flow into node k) = generation at node k - demand at node k.(2.3)
This review can be made more accurate so as to account for other electrical devices and
phenomena, such as transformers and line charging (shunts). Equation (2.4) given below
(see [108, p. 27 in eq. (3.32)]) summarizes the flow balance constraints. In this equation the
bus susceptance matrix B ∈ Rn×n is obtained by substituting (2.1) into 2.3 at each node k:
Bθt = P gt − P dt − P shuntt − P
transformer
t . (2.4)
In particular, for any line ij ∈ E ,
Bij =

−yij , ij ∈ E (set of lines),∑
k:(k,j)∈E ykj , i = j,
0. otherwise.
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In this equation t specifies a time measurement. The equation also accounts for shunts and
transformers.
In power engineering practice, a problem with constraints (2.4) and (2.2) is solved as
frequently as every five minutes; this is an optimization problem where the objective is









where the functions ck,t are convex quadratics cost function of power generation. A more
accurate representation of power flow physics, the AC power flow model, is used much less
frequently due to difficulty of solution and unavailability of data.
The solution of the problem with objective (2.5) and constraints (2.4), (2.2) (plus addi-
tional constraints on e.g. generation that are omitted here) provides phase angle variables
θ, and through equations (2.1) yields the power flows, which thus depend on one hand side
on the power generated P gt and on the other hand side on the energy consumed at buses
with power load P dt .
The optimization problem just outlined may be referred to as DC-OPF. A problem of
this type is normally solved with some frequency, e.g. every five minutes, using estimates of
the loads in the next time window. Real-time deviations of the loads from these forecasts,
which are usually small, are handled through the mechanisms of primary and secondary
frequency control. Meanwhile, in the rest of our discussion, we consider only the most basic
model where shunts and transformers are not taken into account. In particular, Eq.(2.4)
becomes:
Bθt = P gt − P dt .
2.3.1 Grid Operation Framework
Our framework is given next, with discussion and additional details provided later.
1. We have a time horizon comprised by T periods, each of length ∆ (on the order of
half an hour to one hour). Period 1 starts at time zero. At time zero, we compute the
output P gk,t of the generator at bus k in period t, as well as parameters λ
t
i,j ≥ 0 used
in our linear control scheme for storage operation, given next.
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2. At the start of each time period t the expected levels of renewable outputs for that
period are estimated from real-time readings. These expectations will in general
deviate from prior forecasts. Where wj,t indicates the deviation in output from the





output of each storage unit will be held constant during the current period, with
additional real-time changes in renewable output handled through a standard scheme
such as frequency control. Thus the power injection at any bus i during period t takes
the form P gi,t + w
f




i,jwj,t − P di,t, where w
f
i,t is the forecast value for
renewable output and P di,t is the load at bus i
1. These injections must give rise to a
feasible power flow and the control policy must produce a feasible storage operation
schedule.
This model simplifies many details, for brevity. For example, it assumes that loads are not
subject to uncertainty, and renewable operation is not included in the cost model; however
the extensions are straightforward. Our main contributions are as follows:
(a) We optimize over an explicitly nonconvex model for storage operation. It is worth
noting that batteries exhibit numerous complex nonlinear behaviors that can be very
difficult to incorporate into an optimization framework. A standard model previously
used in the literature relies on constant charging and a constant discharging efficiencies
as indicated above. We generalize this standard model by allowing state-dependent
charging and discharging efficiencies. Additionally, we use a nonconvex charging speed
model.
(b) We use a nonsymmetric and nonconvex robust model for renewable output deviations
from forecast. Here we note that popular stochastic distributions for wind power
are nonsymmetric, e.g. Weibull distributions. The use of nonsymmetries allows for
specific risk stances with respect to renewable shortfall or excess. Below we also discuss
a justification for the use of robustness (as opposed to other models of stochastics) in
a multiperiod model for storage operation.
1If e.g. there is no storage at bus i the control term is omitted.
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(c) Despite the above nonconvexities, we describe a theoretically valid and computation-
ally practicable optimization scheme that reduces our overall problem into a sequence
of convex programs, in fact linear programs. Our algorithm is tested on realistic large
transmission systems.
2.3.2 Selected Nomenclature
We provide a list of selected nomenclature as follows:
B bus susceptance matrix
P gk,t standard generation at bus k, period t
P dk,t load at bus k, period t
θtk phase angle at bus k, period t
wfk,t + wk,t renewable output at bus k, period t:
wfk,t = forecast, wk,t = deviation
W robust model for deviations wk,t
Lkm line limit for line km
λti,j storage control at buses i, j, period t
2.4 Robust Optimization Framework
2.4.1 Data Robustness Model
Our control relies on estimations on the quantities wk,t, introduced before, and formally
defined as follows.
Definition 2.1 wk,t is the expected deviation of renewable output at bus k during period t
from the forecast wfk,t.
Our control uses observation of these quantities as an input and must therefore account
for intrinsic stochastic variability on renewable output and also on measurement errors and
noise. In this chapter we rely on a robust optimization model in order to compensate for
uncertainty. Prior to describing this model we justify the use of robustness.
Clearly, many constraints arising in power systems are “soft” and might best be de-
scribed using alternative stochastic models, such as chance-constrained [15; 78] or scenario-
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driven models [77]. Storage-operation constraints and limits, on the other hand, might
require stronger enforcement than that provided by a probabilistic guarantee, especially
when the latter is only approximated.
In addition, there is a technical hazard arising from the modeling of storage behavior
over multiple time periods, which can be outlined as follows. Suppose that x(t), t =
1, . . . , T is a discrete-time stochastic process. Even if we understand this process well enough
so that e.g. we can compute tail probabilities for each individual x(t), the partial sums
S(k) =
∑k
t=1 x(t) will in general be much more complex random variables, except in special
cases (i.e. Gaussian distributions)2. In other cases one can only provide (conservative)
approximations to the tail probabilities. This difficulty, combined with the goal of safe
(convervative) storage operation, leads us to rely on a robust model in this work.
We term our robust model a concentration model. It is given by nonnegative matrices
K+ and K−, and a vector b, and corresponds to the set W of all w satisfying
K+w+ + K−w− ≤ b (2.6)
Here, w+ is the vector with entries w+k,t = max{wk,t, 0} and likewise with w
−. We note
that the description (2.6) nonconvex. It can be used to model bounds on the individual
quantities w+k,t and w
−
k,t, and allows for asymmetries and correlation both across time and
location. We assume that the set of W is full dimensional. Despite the nonconvexity of the
concentration model we can make the following (easily verifiable) observation:
Remark 2.1 Suppose that a vector w satisfies (2.6). Let J be a given set of pairs (k, t)
and define the vector w′ by w′k,t = wk,t for all (k, t) ∈ J and w′k,t = 0 otherwise. Then for
any real 0 ≤ y ≤ 1, yw + (1− y)w′ also satisfies (2.6).
A special (though symmetric) example of the concentration model is given by “uncertainty
budgets” models (see [9], [12]), which have received substantial attention in the robust
optimization community. Generically, such models are given by the conditions
|wk,t| ≤ γt,k, all t and k (2.7)∑
k
(γk,t)
−1|wk,t| ≤ Γt all t (2.8)
2In a continuous time setting, the function S(k) is more properly known as a stochastic integral.
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Here, the γk,t and Γt are parameters used to model risk aversion, which can be chosen
using data-driven techniques. See [13]. This model can easily be adapted so as to include
cross-time correlation.
2.4.2 Storage Model
The accurate modeling of operating constraints for storage is a nontrivial task, made diffi-
cult by the wide variety of technologies and the complex nature of the underlying processes
(e.g. battery chemistry). See e.g. [102], [63]. Our model seeks to incorporate relevant de-
tails while resulting in a computationally accessible formulation. We use charge-dependent
piecewise-linear (or -constant) models for charge/discharge efficiency and charge/discharge
speed. See e.g. [76] (page 19).
2.4.2.1 Charge Efficiency
Generalizing the standard model described above, we assume piecewise-constant charg-
ing/discharging efficiencies. Charging is described by a monotonically increasing, piecewise
linear charging function C(x), where x represents electrical energy injection; we assume
a similar discharging function D(x) (with same breakpoints) that is omitted for brevity.
Suppose that a storage unit holds (internal) charge y, and that we input electrical energy
(= power × time) Σ ≥ 0. Then the charge of the unit will increase to y+C(C(−1)(y) + Σ),
where C(−1) is the inverse function of C. See Figure 2.4.2.1 which highlights the charge
limits Emin, Emax. The derivative of C(x) (when it exists) is the charging efficiency at that
point of the curve.
Let [e0, e1, . . . , eK ] where e0 = C
(−1)(Emin) and eK = C
(−1)(Emax) be the breakpoints
of the charging (and discharging) functions.
2.4.2.2 Storage Limits
Our first goal will be to guarantee that the charge of the storage unit always remains in
the range [Emin, Emax]. In the context of our robust deviations model, this goal is achieved
(as we will discuss) by a particular mathematical condition, the “charging consistency con-
straint” given next.






















Figure 2.4: Example of Charge Efficiency for Batteries
Charging Consistency Constraint (CCC): This constraint applies to each period 1 ≤
t ≤ T , as follows. Suppose the unit does not discharge in the periods 1, . . . , t. Then we
require that the maximum electrical energy input into the unit, in those periods, is at
most eK −E0, where E0 is the charge at the start of the planning horizon. Similarly
if the unit does not charge in the periods 1, . . . , t then we require that the maximum
electrical energy removed from the unit, in those periods, is at most E0 − e0.
We remark that CCC is clearly a necessary condition if we insist that charge must remain in
the range [Emin, Emax]. In fact, we will show that CCC is in fact sufficient for this purpose.
More precisely, in Section 2.7 we will discuss a result, the Consistency Theorem,
which has several implications with regards to CCC. First, it will imply that under a linear
control scheme, any worst-case sequence of storage unit charge/discharge actions (as per
our robust model) is necessarily “sign-consistent”, i.e. it is only made up of charge or of
discharge actions. In other words, we only need to require feasibility for a control scheme
under sign-consistent renewable output patterns. As a byproduct, under the Consistency
Theorem, CCC is indeed equivalent to maintaining charge in the range [Emin, Emax]. More
substantially, the theorem will imply that CCC can be enforced using a cut separation
procedure, thereby rendering its use amenable for convex optimization in practicable time;
and likewise for other constraints that we describe below.
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2.4.2.3 Charge Speed
We also model charge/discharge speed by the piecewise-linear model discussed above. Here
we want to constrain the maximum increase in storage charge in a period of length ∆ as
a function of the charge at the start of the period. Specifically, if we assume that charge
lies in one of the ranges (C(es), C(es+1)) then we wish to impose an upper bound on the
amount of charge (per unit time) that can be injected into the unit, as a function of s. say
Ws. But if the slope of the charging curve in the range (C(es), C(es+1) (i.e. the charging
efficiency in the range (es, es+1)) is ηc(s), our maximum charge requirement is equivalently
achieved by limiting the electrical power injection to be at most Ws/ηc(s). It will be
more convenient below to state the speed requirement directly in terms of electrical power
injections. Formally,
Speed Constraint: This constraint applies to each period t and is given by nonnegative
parameters v0, . . . , vK−1. Suppose that at the start of period t the charge of the unit
is in the range [C(es), C(es+1)] (for some s). Then during period t we can input into
the unit electrical power at most vs.
3
2.5 Control and Optimization Model
In this section, we provide a linear control framework to offset the deviations w ∈ W
incurred from the renewables. Under this framework, a solution pair (P g,Λ) consisting
of the generator outputs P g and control strategy Λ is feasible if the transmission system
remains feasible under control strategy Λ, for all possible deviations w ∈ W. As costs are
also incurred from generators, the aim of our optimization model is to find such a feasible
solution with minimum cost,
To be specific, our optimization model computes, for each time period t, outputs P gk,t for
standard generation for each bus k at period t (fixed at zero if there is no generator at that
bus) and linear control parameters λtij ≥ 0 for each pair of buses i, j. This computation is
3The definition is necessarily ambiguous at the breakpoints; we resolve the ambiguity at es by using the
smaller of vs and vs−1.
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assumed to take place at time zero taking as input forecast data for renewable output and
projected demand values.
As described above, in the most general case, our control works as follows: at the start of
period t we compute the estimates wj,t of forecast errors, and during period t the electrical




i,jwj,t. The minus sign
indicates that storage reacts to oppose deviations in renewable output.
A simplified scheme relies, for each bus i holding a battery, on a set R(i), the set of
renewable buses that the battery at i responds to. In this scheme the output at battery
at i in period t will be of the form −λti
∑
j∈R(i)wj,t. This simplified scheme only needs an
estimate of the (random) aggregate quantities
∑
j∈R(i)wj,t. Even more specialized cases
are those where R(i) = all buses, and where R(i) = i (storage at each renewable bus).




and by wt the vector
(wj,t). Also, we use the notation Λ to refer to the collection of all parameters λ
t
i,j . With
uncertainties wt and control strategy Λ
t involved, Eq.(2.4) becomes
B θt = P gt + w
f
t +wt − Λtwt − P dt .
We now describe our optimization problem: a robust multi-period DC-OPF-like prob-










s.t. 0 ≤ P gk,t ≤ P
g,max
k,t all periods t and buses k, (2.9b)
0 ≤ λti,j all periods t and buses i, j, (2.9c)
and (2.9d)-(2.9f) feasible for all periods t, and all w ∈ W:
• B θt = P gt + w
f
t +wt − Λtwt − P dt (2.9d)
• |ykm(θtk − θtm)| ≤ Lkm for all lines km (line limits at t) (2.9e)
• storage operation constraints in period t (2.9f)
In this formulation the ck,t are (standard) convex, piecewise-linear approximations to DC-
OPF generation cost functions, P g,maxk,t is the maximum generation at bus k in period t,
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t are (respectively) the vectors with entries
P gt,k, P
d
t,k. The formulation seeks a conventional generation plan plus a control algorithm so
as to minimize generation costs subject to remaining feasible under all data scenarios.
Constraint (2.9d) is the standard DC flow balance system. See Section 2.7 for constraint
(2.9e). Constraint (2.9f) consists of the CCC condition of Section 2.4.2.1 plus the speed
constraint of Section 2.4.2.3. Both constraints can be described using logical conditions.
For example, the CCC part can be spelled out as follows:














i,jwj,h ≤ C(−1)(Emax)− es.
(Here Ei,0 is the initial charge at bus i). This language constitutes an implicit descrip-
tion; thus one of our tasks below will be to express this condition through the use of a
linear inequality separation oracle. The charge speed component of constraint (2.9f) will be
discussed in greater detail in Section 2.7.
In Section 2.6 we will provide an efficient algorithm for solving OPFLINC. This goal
presents challenges because of the nonconvexities in the modeling of (2.9f). Further, the
concentration model W is provided through a nonconvex description, and, as a result, the
standard linear programming duality approach in robust optimization cannot be applied.
Nevertheless we will show that one can separate extreme point solutions over constraints
(2.9e) and (2.9f) by solving compact LPs, and thus in polynomial time.




P gt,i + wft,i +wt,i −∑
j
λti,jwj,t − P dt,i
 .




P gt,i + w
f
i,t − P dt,i
)
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Since the set W is assumed full-dimensional, and (2.10) describes a hyperplane in w-space,




λti,j ∀ t, j. (2.11)
2.6 Algorithm
As described above it appears difficult to produce an explicit, practicable convex formulation
for OPFLINC. Here instead we provide an efficient cutting-plane procedure. Even though
the outline of the algorithm below is standard [10], the details underlying Steps 2 and 3 are
novel and critical.
The algorithm relies on a linearly constrained relaxation for OPFLINC termed the mas-
ter formulation, with objective (2.9a). At the start of the procedure the master formulation
includes constraints (2.9b), (2.9c) and (2.11). Each iteration produces a candidate solution
(P̃ g, Λ̃) for OPFLINC. If this candidate is infeasible for OPFLINC, that is to say there is a
realization of renewable deviations under which the candidate fails to satisfy (2.9e)-(2.9f),
then the algorithm identifies a linear inequality that is valid for all feasible solutions for
OPFLINC, yet violated by the candidate. This inequality is then added to the master for-
mulation. Thus, at each iteration the master formulation is a relaxation for OPFLINC, and
hence if at some iteration the current candidate is feasible for OPFLINC then it is optimal.





0 ≤ P gk,t ≤ P
g,max
k,t all periods t and buses k,
0 ≤ λti,j all periods t and buses i, j,∑
i
λti,j = 1 all periods t and buses j

,
as the feasible region for the master formulation at the beginning of the algorithm.
• In the k-th iteration, the algorithm do follows:
1. Solve the master formulation:
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with solution (P̃ g, Λ̃).
2. Check whether (P̃ g, Λ̃) is feasible for OPFLINC, that is to say, (P̃ g, Λ̃) satisfies
(2.9e)-(2.9f) for every w ∈ W. If so, STOP: (P̃ g, Λ̃) is optimal for OPFLINC.
3. Otherwise, there is ŵ ∈ W such that (P̃ g, Λ̃) does not satisfy (2.9e)-(2.9f) when
the renewable deviations are given by ŵ. Compute a linear inequality
aTPP
g + aTΛΛ ≥ a0, (2.12)
which is satisfied by all solutions to OPFLINC, but violated by (P̃ g, Λ̃). Update
Xk+1 = Xk ∩ {(P g,Λ) : aTPP g + aTΛΛ ≥ a0}.
Continue to run iteration k + 1.
Note that the the coefficients a in (2.12) are generic.
Steps 2 and 3 are nontrivial because of the nonconvexity of the storage model and the
nonconvex description of the uncertainty set W. In fact it may not even be clear, a priori,
why an inequality (2.12) in Step 3 should even exist. We will address these points in Section
2.7; modulo this fact, standard arguments justify the stopping condition in Step 24.
2.7 Mathematical Details
Here we will present justification for the algorithm presented above, as well as efficient
procedures to implement Steps 2 and 3.
2.7.1 Line limit constraints
Firstly, we consider the line limit constraints involved in Steps 2 and 3 of our algorithm.
Lemma 2.1 Consider the constraint that the power flow on line km, in absolute value does
not exceed its limit Lkm in period t. The check that this condition holds can be performed
by solving a compact linear program, which yields a separating inequality.
4We have that at each execution of Step 3 the algorithm adds a valid inequality to the formulation. Thus,
inductively, at each step the master formulation is a valid relaxation for OPFLINC. so if the algorithm stops
in Step 2 the current optimal solution for the relaxation, if feasible for OPFLINC, is optimal.
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Proof. For brevity we focus in the case that the flow from k to m is positive. Using a




k − θtm) = ν>km
(





for all w ∈ W, where νkm is an appropriate vector (i.e. a row of the pseudoinverse). It
suffices to maximize the right-hand side of (2.13) over all w ∈ W. To be specific, we consider
the following linear program
max ν>km
(




s.t. K+ŵ(p) + K−ŵ(n) ≤ b, (2.14)
ŵ = ŵ(p) − ŵ(n),
ŵ(p) ≥ 0, ŵ(n) ≥ 0.
We stress that this is a standard linear (e.g., continuous and convex) program. Here ŵ
represents w, and ŵ(p) and variables ŵ(n) represent, respectively, w+ and w−. Since K+ ≥ 0





k,h = 0 for all buses k and periods h. Thus ŵ ∈ W and (2.14) yields the concentration
model (2.6).









is valid for OPFLINC but violated by (P̃ g, Λ̃).
2.7.2 Charge speed & CCC constraints
Next, given an optimal solution (P̃ g, Λ̃) to the master formulation at some iteration, we
present the methodology to detect whether the charge speed and CCC constraints remains
valid for all uncertainties w ∈ W, and generate a hyper-plane to cut off the current solution
(P̃ g, Λ̃) if the constraints are violated. The next result is key.
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Theorem 2.1 (Consistency) Suppose that (P̃ g, Λ̃) is an infeasible candidate solution for
OPFLINC. Let ŵ ∈ W be a realization of renewable deviations under which (P̃ g, Λ̃) fails to
satisfy any of the storage operation constraints at some period t and bus k. Then, without
loss of generality, ŵ is sign consistent for all periods h < t, that is to say, either ŵi,h ≥ 0
for all buses i and periods h < t, or ŵi,h ≤ 0 for all buses i and periods h < t.
Proof: We sketch a proof of the Consistency Theorem in the case of the charge speed
constraints. Suppose that Λ̃ violates the charge speed constraint for some storage unit k
during period t, under deviations w ∈ W. Let E0 be the charge at time zero (known), and
the energy state at the start of period t, under deviations w, be E′. Then E′ ∈ (es, es+1)
(for some s) and the energy input into the unit during period t exceeds the maximum vs.
Assume that C(−1)(E′) ≥ C(−1)(E0) (the reverse case is similar). Let w̄i,h = w+i,h for all
buses i and periods h < t, and w̄i,h = wi,h otherwise. Then w̄ ∈ W, as discussed in Remark
2.1. Further, since Λ̃ ≥ 0, we have that, under the deviations w̄, at the start of period t the
charge of unit k will be at least E′. Since the charging function is monotonically increasing
and continuous, for some value 0 ≤ κ ≤ 1 the vector w̆ defined by w̆i,h = κ w̄i,h for h < t,
and w̆i,h = wi,h otherwise, is such that that under deviations w̆ the energy state at the start
of period t will be exactly E′. Clearly w̆ ∈ W (again by Remark 2.1), w̆i,h ≥ 0 for all i and
h < t, and further Λ̃ violates the speed constraint for storage unit k in period t. Thus the
control Λ̃ violates the storage operation constraints under the monotone data deviations w̆,
as desired.
The Consistency Theorem has an important corollary with regards to Steps 2 and 3 of the
above algorithm, in particular the separation, via linear inequalities, of infeasible controls
from the set of feasible controls, i.e. from the set of controls satisfying (2.9d)-(2.9f). Since
the master includes constraints (2.11) it follows that (2.9d) is always satisfied. Thus we
need an algorithm that separates from the set of solutions to the CCC constraints, and the
charge speed constraints. The next result focuses on charge speed constraints.
Lemma 2.2 Suppose (P̃ g, Λ̃) is an extreme point solution to the master formulation at
some iteration. By solving a linear program of compact size we can check if the charge speed
constraint for storage at bus i and period t is violated; and if so, we can efficiently construct
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a linear inequality that separates Λ̃ from the set of feasible controls.
Proof. The speed constraint will fail to hold in period t if there is ŵ ∈ W such that charge
at bus i is in some interval (C(es), C(es+1)) and yet the electrical power input into the unit,
as per the control Λ̃, exceeds vs. We can assume that ŵ is sign-consistent; consider the case
where all ŵj,i ≥ 0 for i < t (the other case is similar). Note that under the deviations ŵj,i












λ̃hi,jŵj,h > vs. (2.15b)
In summary, the existence a vector ŵ ≥ 0 that results in a violation of the speed constraint












 ∈ [es, es+1]. (2.16c)
In this LP, constraint (2.16b) describes the concentration model where w− = 0. The value
of this LP strictly exceeds vs iff there is a solution ŵ to (2.15). Let us assume that this is
indeed the case, and so Λ̃ is not a feasible control. Our next task is to deduce, from the
solution ŵ to the LP, a cut separating Λ̃ from the convex hull of feasible controls.
To simplify the exposition, let us assume that the solution to the LP satisfies constraint
(2.16c) strictly, i.e. the expression in left-hand-side of the constraint is contained in the open
interval (es, es+1). Since (2.15) characterizes infeasible controls, we note that any feasible
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λti,jŵj,t ≤ vs. (2.17c)
Denote by Q1, Q2, Q3 the three polyhedra (in (P
g,Λ)-space) described by the current con-
straints for the master problem, plus one of each of (2.17a), (2.17b) and (2.17c), respectively.
We have just said that vector (P g,Λ) feasible for OPFLINC belongs to at least one of the
three Qi. Thus any feasible (P
g,Λ) belongs to the convex hull conv(Q1 ∪Q2 ∪Q3). On the
other hand by the arguments in the preceding paragraphs, the infeasible pair (P̃ g, Λ̃) belongs
to no Qi, and since (P̃
g, Λ̃) is an extreme point we have (P̃ g, Λ̃) /∈ conv(Q1 ∪Q2 ∪Q3).
In conclusion all that is needed is an inequality that separates (P̃ g, Λ̃) from conv(Q1 ∪
Q2∪Q3). Using the disjunctive cut methodology of Balas [6], such an inequality is obtained
by solving a single linear program. .
The case of a sign-consistent data deviations vector ŵ ≤ 0 is similar and will be omitted.
We have just discussed how to enforce the charge speed constraints through cutting
planes; the case of the CCC constraints is similarly handled and will be omitted.
2.8 Numerical Experiments
The algorithm was implemented using Gurobi [39] as the LP solver. The first set of nu-
merical tests study the scalability of the algorithm as the number of time periods increases.
For these tests we used the winter peak Polish grid from MATPOWER [108], with 2746
buses, 3514 branches, 388 generators, base load (approx.) 24.8 GW, 32 wind farms, with
forecast output 4.5 GW and 32 batteries, with total initial charge approx. 3.2 GWh after
unit conversion. We used the uncertainty budgets robustness model with an implied fore-
cast error of up to 8.9%. We also used a linear (rather than affine) control. In the runs
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below, loads increase (in similar proportions) in the first six periods. For these runs we
used one-piece charging/discharging curves. In our implementation, the initial formulation
includes all line constraints and equations (2.9d) for the nominal case (no forecast errors).
In the following table, “n” and “m” indicated the number of variables and constraints in
the master formulation at termination (but including some preprocessing).
T n m Cost Iterations Time (s)
6 20940 57519 7263172 20 366
8 27920 76651 9738804 17 442
10 34900 95825 12260289 19 670
12 41880 114995 14784028 18 848
The running time is primarily accrued by solving linear programs, whose size grows
proportional to the number of periods. The number of iterations appears nearly constant.
Next we describe, in greater detail, a one-period linear-control example derived from the
“Case9” dataset in Matpower. This case was modified by adding renewables and batteries.
• Renewables are located at buses 4 and 8, with forecast output 50 and 100 MW,
respectively. We using a concentration model given by the constraints −50 ≤ w4,1 ≤
0, −100 ≤ w5,1 ≤ 0, and 2|w4,1| + |w5,1| ≤ 100. In particular the system may
experience a loss of up to 100 MW in renewable power.
• Identical batteries are located at buses 4 and 9, with charging efficiency 1.0 and
discharging efficiency 0.8 (note that since we only consider renewable decreases, only
discharges will take place). Both batteries start with 80 units of charge, and the
instantaneous maximum (power) discharge rate is set at 100 MW. Each of the batteries
to the aggregation of renewable errors, i.e. the output of each battery i is of the form
−λi(w4,1 +w5,1).
• The limits of lines 4 − 5, 5 − 6, 6 − 7, 7 − 8, 8 − 9 and 9 − 4 were reduced to
50, 75, 50, 90, 100 and 70 MW (resp.)
The forecast renewable generation, 150 MW, amounts to almost 50% of total load (315
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MW). The minimum (DC-OPF) generation cost for Case9 is approximately 5216, and due
to the large renewable penetration, in our example the cost in the nominal case (no forecast
errors) is much lower: 2384.75. However, this solution is certainly not robust.
The solution to the robust problem has cost 2488.05 (less than one percent increase over
the non-robust solution) and is given by λ4 = 0.36, λ9 = 0.64, P
g. We can briefly examine
the feasibility of this solution as follows. Consider, first, the battery charge constraints,
and suppose renewable output drops by 100 MW (the maximum allowed by the model),
then the charge of the battery at bus 9 will decrease by 0.64 × 100/.8 = 80 units. Since
the battery starts with 80 units it will therefore drain completely (but not go negative).
Likewise, the charge of the battery at bus 4 will likewise drop by 0.36× 100/.8 = 45 units
from its original 80 units.
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Chapter 3
Negative Influence on Social
Network
3.1 Introduction
In this chapter, we consider online social networks, which become increasingly integrated
into our daily life. Popular platforms such as Facebook, Twitter, and YouTube have turned
into an important and effective media for advertising products and spreading ideas. Com-
mercially, it has become routine for brands to use the word-of-the-mouth effect to promote
products on social networks. In other spheres, politicians, activists, and even ordinary peo-
ple can leverage these networks to instigate political and social changes. Given the immense
power of social networks in spreading information and ideas, it is not uncommon to see so-
cial network marketing campaigns backfire. Even when a campaign is carefully designed,
negative reactions might still arise due to the controversial nature of the information being
propagated. Therefore, it is necessary to consider frameworks that allow the formation and
spread of negative attitude, whose likelihood depends on heterogeneous demographics.
Motivated by the potential emergence of negative attitudes in social networks, we con-
sider a negativity-aware multi-round influence maximization problem. In our problem, an
agent, hoping to promote certain information, conducts a marketing campaign over a time
horizon – for example, three months. The time horizon is further divided into rounds, such
as one-week periods. At the beginning of each round, the agent selects a fixed-cardinality
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seed set of users, called influencers, in the network. These users initiate a cascade of
information spread through the network. The agent then closely monitors the subsequent
influence diffusion process in the social network. The rounds are independent and the round
rewards are cumulative. The agent is aware of the potential emergence of negative reactions
and possible negative influence during the diffusion process, but is initially unaware of the
underlying parameters that govern the attitude diffusion. Her goal is to simultaneously
perform two actions: first, to learn the parameters via the feedback she gathers during
monitoring; second, to select the seed set in each round in order to maximize the total
expected number of positively influenced users over all rounds. Our problem is relevant
to the (Online) Influence Maximization literature. While most existing works model only
positive influence, the works that do consider the spread of negative attitude are either
not flexible enough to capture important real-world characteristics or are intractable due
to a lack of desirable mathematical properties. Also, to the best of our knowledge, there is
no influence maximization framework that captures both online learning and the potential
spread of negative attitude.
In this chapter, we propose a novel class of Linear Threshold-based information-diffusion
model that incorporates the formation and spread of negative attitude. We call such models
negativity-aware. We show that in these models, the expected positive influence function is
monotone submodular. Thus we can use the greedy algorithm to construct seed sets of fixed
sizes with constant approximation guarantees, when the objective is to maximize expected
positive influence. Our models are flexible enough to account for both the features of local
users and the features of the information being propagated in the diffusion.
Next, we analyze an online-learning setting for a multi-round influence-maximization
problem, where an agent is actively learning the diffusion parameters over time while trying
to maximize total cumulative positive influence. We assume that in each diffusion step,
the agent observes whether a node becomes positively or negatively influenced, or remains
inactive. This assumption reflects the reality that network activity is typically restricted
to two measurable observations: first, that while we are able to identify an activated user,
we are not able the observe the specific contributions of his neighbours; second, that we
are able to observe the time of activation. For example, on Twitter, assume Charlie is a
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follower of both Andrew and Bob. If Andrew and Bob both retweet a story, and Charlie
further retweets that story, we cannot determine whether Andrew’s influence on Charlie was
stronger than Bob’s. However, if Andrew and Bob tweeted on Monday, Charlie tweeted on
Tuesday, and David tweeted on Wednesday, we would know that David’s tweet could not
have influenced Charlie’s.
To the best of our knowledge, we are the first to propose linear threshold negativity-
aware diffusion models that have monotone submodular objectives. Currently, only inde-
pendent cascade negativity-aware models are known with these properties. We develop
online learning and influence maximization algorithms for our models. Specifically, under
mild stability assumptions, we develop online learning algorithms that achieve cumulative
expected regrets in the order of one over the number of rounds to the power of any constant
smaller than one. These are the first regret guarantees for node-level feedback models for
influence maximization of any kind.
The rest of the chapter is organized as follows: in Section 3.2, we give a review of
the classical information-diffusion models and the influence maximization problem in the
online-learning setting. We also summarize existing works on negativity-aware variants of
these models. In Section 3.3, we introduce our LT-based negativity-aware diffusion models.
We prove monotonicity and submodularity properties for our models in Section 3.4. In
Section 3.5 and 3.6, we introduce an online-learning version of our problem. We propose
an online-learning algorithm and benchmark its performance against an algorithm that has
access to the exact diffusion parameters.
3.2 Literature Review
Researchers have proposed various diffusion models for information spread and have exten-
sively explored ways to maximize the spread of influence in these models. In their seminal
work, [50] proposes the so-called Influence Maximization (IM) problem. In IM, a social
network is modeled as a directed graph G = (V, E) where each node v in the node set V
represents a user and a directed edges e = (u, v) in the edge set E indicates that information
can spread form user u to v. They consider a viral marketing problem on the graph G, where
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a decision maker seeks to identify an optimal set of K seed users to initiate an influence dif-
fusion process, so that the expected number of people eventually influenced by information
diffusion is maximized. They put forward two diffusion models, the Independent Cascade
Model (IC) and the Linear Threshold Model (LT). We will describe these models briefly.
In the IC model, each edge e = (u, v) has an associated weight, which is denoted as
w(e). This weight measures the likelihood with which user u successfully influences user v.
We use w to represent a function from E to [0, 1] that maps each edge to its corresponding
weight. We refer to the function w as weights. IC specifies an influence diffusion process
in discrete time steps. Initially, all nodes are inactive. In step 0, a seed set S of users is
selected and activated. In each subsequent step s, each user activated in step s − 1 has
a single chance to activate her inactive downstream neighbors, independently with success
probabilities equal to the corresponding edge weights. This process terminates when no
more users can be activated. The set of users activated during the IC process is precisely
the set of users who have been influenced by the information.
The LT model, on the other hand, focuses more on describing the combined effect of
neighbours in influencing a node. In this model, each edge e is still associated with a
weight w(e) ∈ [0, 1]. Again we use w to denote a function from E to [0, 1] that maps
each edge to its corresponding weight and refer to the function w as weights. It is also
assumed that the sum of the incoming edge weights for each node is at most one. That
is,
∑
(u,v)∈E w(u, v) ≤ 1 ∀v ∈ V. The LT diffusion process also unfolds in discrete time
steps. In step 0, all nodes in the seed set S becomes activated, and each non-seed node
v ∈ V\S independently samples a threshold bv ∼ U [0, 1], i.e., uniformly from [0, 1]. In each
subsequent step s, for each inactive node v, if
∑
(u,v)∈E,u activated
w(u, v) ≥ bv,
then v becomes activated. This process terminates after step s if no nodes change their
activation status in this step.
Given a diffusion model, let fw(S) denote the expected number of nodes activated during
the diffusion process given the seed set S and diffusion parameters w. We say that fw(·)
is monotone if for any S ⊂ T ⊂ V, fw(S) ≤ fw(T ). If for any S ⊂ T ⊂ V and v ∈ V \ T ,
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fw(S ∪ {v}) − fw(S) ≥ fw(T ∪ {v}) − fw(T ), then we say that fw(·) is submodular. [50]
has shown that it is NP-hard to find S ∈ argmaxS⊂V fw(S) with respect to either the IC
or LT model. However, fw(·) has been proved to be both monotone and submodular with
respect to the two diffusion models. As a result, a greedy-based algorithm can find a seed
set Sg ⊂ V, |Sg| ≤ K such that fw(Sg) ≥ (1 − 1/e − ε) ·max|S|≤K fw(S) [71]. Due to the
nice properties of monotonicity and submodularity, IC and LT have become the bases for
many more complex diffusion models that were later developed.
3.2.1 Negativity-aware diffusion models
The existing models for influence diffusion primarily focus on the spread of one attitude
of influence, which we can consider as positive influence for simplicity. More precisely,
whenever a user is influenced during the information diffusion process, she adopts a positive
attitude towards the information being spread. However, in practice, we cannot guarantee
such a uniformity in attitude, especially when the message being promoted is controversial
in nature.
A few authors were motivated to consider potential negative reactions and the spread
of negative attitudes [22; 69; 104; 91; 33]. They propose new negativity-aware models that
allow a node to become either positively or negatively influenced. In these models, the
basic influence maximization problem is to identify a seed set of size K that maximizes the
number of positively influenced nodes.
[22] propose the first negativity-aware model. In addition to the influence probabilities
w, they assume that there is a quality factor q ∈ [0, 1] representing the quality of the
product being promoted. While the activation process follows that of IC, once a node is
chosen as a seed node or is activated by a positive upstream neighbor, it becomes positive
with probability q and negative with probability (1− q), independently of everything else.
Meanwhile, if the node is influenced by a negative upstream neighbor, it becomes negative
with certainty. Let us denote the expected final number of positively influenced nodes as
f+w (S, q). For a fixed q ∈ [0, 1], it is shown by [22] that f+w (·, q) is monotone and submodular.
In addition, they show that if w(e) = 1 for all e ∈ E , then given a seed set S, the probability
that a node v turns positive is p(S, v) = qd(S,v), where d(S, v) is the length of a directed
CHAPTER 3. NEGATIVE INFLUENCE ON SOCIAL NETWORK 34
shortest-path from S to v in G. Their model has a strong negativity bias. Any node
activated by a negative upstream neighbor can only turn negative. In reality however,
when the information being propagated is controversial, a person might be influenced by
her friends’ strong attitudes to look into the issue, but can develop a different attitude
towards it. Another limitation of this model is that q cannot be a function of individual
nodes, reflecting users’ individual attitudes. It must be a uniform constant. Otherwise, the
influence function turns out to be no longer monotone or submodular. In Section 3.10 of the
appendices, we provide an example in which the greedy algorithm can have an arbitrarily
bad approximation ratio when the quality factors are heterogeneous.
[69]’s model is richer as there are now four different types of users, i.e., (dis)satisfied and
(non-)complainers. Each type has a different but fixed probability of participating in the
negative word-of-mouth. However, the model is still not flexible enough to account for the
richness of user characteristics. Other more refined models are generally intractable [104;
33; 91]. [104] introduces opinion indicator of each user that takes value from [−1, 1]. They
propose a two-phase Linear Threshold-based model in which users’ opinion indicators are
updated according to the incoming influence from activated friends. Although it models
nodes’ attitudes using real numbers, the influence maximization problem with respect to the
proposed model is NP-hard to approximate with any constant approximation ratios. [33]
further improve upon [104]’s model by including both opinion indicators and interaction,
i.e., how information is perceived between two nodes. Their model is compatible with both
LT and IC. However, the corresponding influence maximization problem is still NP-hard
to approximate with any constant approximation ratios. [91] proposes a continuous time
diffusion model using Poisson process. Each node has its own attitude score that falls
between 0 and 1. They also consider negative seed set as well as a counter-response positive
seed set. However, the model is too involved for theoretical analysis, and thus only empirical
evaluations were conducted.
To the best of our knowledge, we are the first to propose negativity-aware diffusion mod-
els that are not only flexible enough to incorporate a variety of individual user characteristics
but also have monotone submodular objective functions. We allow users with different char-
acteristics to have different information-sharing behaviors and attitude-formation patterns.
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Due to monotonicity and submodularity of the objective functions, we can use greedy algo-
rithm to obtain a (1−1/e− ε)-approximate solution, where ε is an error term that is caused
by the (typical) use of simulation to evaluate the influence function.
3.2.2 Online learning for influence maximization
There is another line of work that focuses on the online-learning setting for influence maxi-
mization under the IC model [57; 97; 23; 84; 100]. In this setting, an agent starts with zero
knowledge of the edge weights, and has T rounds to advertise a product. In each round, it
can select a seed set of up to K nodes based on information observed in previous rounds,
called feedback. The goal is to maximize the total expected influence spread over all rounds.
Two feedback mechanisms have been proposed. Under the edge-semi-bandit feedback,
the agent can be observed for each activated node whether its attempts to activate its
downstream neighbors succeeded or not. On the other hand, under the node-level feedback,
only the identity of the newly activated nodes in each diffusion step can be observed. More
precisely, when a node v is activated in step s and more than one of its upstream neighbors
were activated in step s− 1, it is not possible to discern which of these upstream neighbors
activated v. For IC-based diffusions, both node-level feedback and edge-level feedback can
be assumed. LT-based models, on the other hand, assumes joint effort of active parent
nodes in activating a given child node. As a result, for LT-based diffusions, the node-level
feedback mechanism should be the only natural setup.
We are the first to provide an explicit regret guarantee for online learning under node-
level feedback for an influence maximization problem of any kind. To date, the edge-semi
bandit feedback setting has been well-characterized by various authors [23; 100], but not the
node-level feedback setting. [97] uses Maximum Likelihood Estimation-based techniques to
learn from node-level feedback, but do not provide regret guarantees for their MLE-based
learning algorithm.
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3.3 Negativity-aware diffusion model
In this section, we introduce a new negativity-aware diffusion model based on the Linear
Threshold model, which we refer to as the Negativity-Aware Linear Threshold (LT-N)
model.
In LT-N, each node can be in one of the three possible states at any time: positive,
negative, and inactive. Positive (resp. negative) means that the node holds a positive (resp.
negative) attitudes towards the information being propagated. Meanwhile, inactivate means
the node has not yet developed any attitude towards the information, due to, for example,
lack of awareness. Let sgn(v) = +1,−1, 0 denote v being positive, negative or inactive,
respectively. We assume that, initially, all nodes are in the inactive state. In other words,
sgn(v) = 0 for all v.
A person’s attitude is not only determined by her friends’ but also by her own experience
and value judgment. To incorporate such personal bias, we introduce two autonomy factors
associated with each node v ∈ V, q+(v), q−(v) ≥ 0 such that q+(v) + q−(v) ≤ 1. The
autonomy factors for each node depend on the information being promoted, as well as on
the node’s unique characteristics. In other words, q+(v) (resp. q−(v)) is the weight that v
places on her own attitudes in responding to the information. The belief score
r(v) = q+(v) + q−(v)
measures the amount of trust that the node places on her own judgment. Intuitively, the
smaller r(v) is, the more susceptible v is to others’ attitudes. For now, we assume that q+
and q− are both known.
A person also tends to place different weights on different friends’ influences. We model
this by having a weight w(e) ≥ 0 associated with each edge e = (u, v) ∈ E . The larger w(e)
is, the more influential u’s attitudes is on v. We assume that for each node v ∈ V, the sum
of weights of its incoming edges lies between 0 and 1. More precisely, let N in(v) = {u :
(u, v) ∈ E} be the set of in-neighbors of v, we assume that∑
u∈N in(v)
w(u, v) ∈ [0, 1], ∀v ∈ V.
During the LT-N diffusion process, we assume that positive and negative influences from
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friends, rather than cancelling each other out, jointly prompt each person to take note of
the information being diffused. Intuitively, the fact that a piece of information triggers
different reactions by people around us should further pique our interests to learn about it,
and eventually to develop our own attitude toward it. Subsequently, in our model, a node
is activated the first time the sum of weights from its active neighbours exceeds a threshold.
After being activated, the node decides on its attitude (positive or negative) based on the
ratio between the positive influence (sum of weights from positively activated friends) and
negative influence (sum of weights from negatively activated friends) that are exerted on
the node most recently as well as the the node’s own belief scores.
Mathematically, the LT-N diffusion process unfolds in discrete time steps as follows,
starting from seed nodes in the chosen seed set S. (We reserve “round” for online learning).
• Each node v ∈ V\S independently samples a threshold bv ∼ U [0, 1].
• In step 0, all nodes are inactive. Set A0 = A+0 = A
−
0 = ∅.
• In step 1, all seed nodes become positive, and all non-seed nodes u ∈ V\S are inactive.
Set A1 = A
+
1 = S and A
−
1 = ∅.
• In general, let Aτ (resp. A+τ , A−τ ) denote the set of nodes that are activated (resp.
positive, negative) by the end of time step τ ≥ 0. In each subsequent time step
τ = 2, ..., for each inactive node v ∈ V \Aτ−1, if∑
u∈N in(v)∩Aτ−1
w(u, v) ≥ bv,
then v becomes active. It turns positive with probability









and negative otherwise. Note that the probability of the node turning positive or
negative is a convex combination of its own belief and the most recent influences from
its active neighbours.
• The process terminates when no more inactive node can be activated. Let A(S) (resp.
A+(S), A−(S)) denote the set of active (resp. positive, negative) nodes at the end of
the process, which runs until (at most) τ = |V \ S|.
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Note that a node must become either positive or negative once activated. Meanwhile,
as in the original LT diffusion model, the nodes that are activated in the current time step
τ does not affect other nodes in the same time step.
3.4 Influence Maximization
Under the LT-N model, we consider the problem of choosing at most K seed nodes to max-
imize the number of positive nodes at the end of the diffusion process. More rigorously, let
f+(S) be the expected number of positive nodes at the end of the diffusion process respec-
tively under LT-N. Our goal is to maximize f+(S), subject to the cardinality constraint
that |S| ≤ K for some positive integer K.
This problem is an extension of the influence maximization under the original Linear
Threshold model, which is NP-hard [50]. In Theorem 3.1 below, we prove that f+(S)
is monotone submodular under LT-N. [71] shows that when the set function one wants to
maximize is monotone and submodular, then the greedy algorithm guarantees a (1−1/e−ε)-
approximation. Therefore, it follows that greedy is a (1− 1/e− ε)-approximation algorithm
for our problem.
Theorem 3.1 Let f+(S) be the expected number of positive nodes at the end of the diffusion
process under LT-N given seed set S. Then, f+(·) is monotone submodular.
Proof sketch. We define another diffusion model that we call the negativity-aware trig-
gering set model (TS-N). We first show that the expected positive influence spread function
of TS-N is monotone submodular. We then show that the set of positively (negatively)
activated nodes in each step of LT-N has the same distribution as that in TS-N. This way,
we conclude that the expected positive influence function of LT-N is also monotone sub-
modular. The details of the proof are included in Section 3.10.1 of the appendices.
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3.5 Learning From Node-Level Feedback
The previous two sections are based on the assumption that the both edge weights w :
E 7→ [0, 1] and autonomy factors q+, q− : V 7→ [0, 1] are known. In this section we consider
an online learning setting of this problem. Namely, the autonomy factors and the edge
weights are initially unknown and need to be gradually learned. We further assume that
the autonomy factors and the edge weights can be linearly generalized. More specifically,
we assume that there exist two unknown vectors θ∗ ∈ Rd and β∗ ∈ Rd′ . For each e ∈ E , we
have a known feature vector of edge e, x(e) ∈ Rd, such that w(e) = x(e)>θ∗. For each v ∈ V,
we have two known feature vectors x+(v), x−(v) ∈ Rd
′
such that q+(v) = x>+(v)β
∗, q−(v) =
x>−(v)β
∗. With the linear generalizations, learning the autonomy factors and the weights
amounts to learning the corresponding unknown vectors θ∗ and β∗.
Recall that the node activation process in our LT-N model follows the classical LT
model. After a node v is activated, the sign of the activation (positive or negative) depends
on both the autonomy factors q+(v), q−(v) and the most recent influences from its active
friends, as defined in (3.1):









where r(v) = q+(v) + q−(v) is the belief score of v that was defined previously.
Our plan is to learn θ∗ for the weight function w : E 7→ [0, 1] from the node activation
observations. For this part, we do not use the observed signs of the activation. Therefore,
our result is suitable for the online learning setting with respect to the classical LT model.
For this reason, we present the learning framework under the classical LT models in this
section. As for learning β∗ for the autonomy factors q+, q− : V 7→ [0, 1] with respect to
LT-N, we use the signs of the observed node activation. In the next section, we extend the
framework to account for the learning of β∗.
Consider the classical LT models, in each round, the agent activates a seed set that
initiates the information diffusion on the network. Unlike the edge-level feedback model
assumed by most existing online influence maximization literature with IC as the underlying
diffusion model, where the status of each edge that takes part in the diffusion can be
observed, in our node-level feedback model, we assume that the agent can only observe the
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node status. More specifically, in each diffusion time step, the agent observes whether or
not a node becomes positively or negatively activated or remains inactive, but she does not
get to observe how each of its active parents contributes to this node’s activation. Since
several edges may contribute to a node’s activation simultaneously, it is hard to discriminate
the contribution of each individual edge and estimate the edge weights accurately. Because
of this difficulty, online learning with node-level feedback has remained largely unexplored
until this work.
In this section, we first mathematically formulate the online learning problem and discuss
some assumptions we impose. Then we investigate the key obstacles in learning and propose
an algorithm that performs weight estimation and selects seed sets in each round. Finally, we
conduct theoretical analysis on the performance of the algorithm. Specifically, we first show
that the average cumulative regret of Algorithm 1 with hyper-parameter q ∈ Z+ is bounded
by O(T−q/(q+1)), where T is the total number of rounds. This improves upon the average
cumulative regret of O(
√
log T
T ) obtained by [100] for an online influence maximization
problem with edge-level feedback. It is worth noting that the same regret bounds could be
achieved if we apply Algorithms 1 to edge-level feedback problems.
3.5.1 Learning in classical LT model
[100] have investigated the performance of edge-level feedback IC model and purposed
a UCB-type learning algorithm IMLinUCB. However, it is hard to extend their work to
any node-level feedback model such as LT-N. The main challenge comes from parameter
estimation. In round t, IMLinUCB estimates θ∗ using ridge regression with realizations
of independent Bernoulli trials on the edges observed so far. Denote the ridge regression
estimate in round t by θt. IMLinUCB constructs a confidence ball around θt, and derives
the upper confidence bound (UCB) weight Ut(e) for every edge e ∈ E . IMLinUCB then
selects the seed set by feeding Ut(e), e ∈ E to a greedy approximation oracle.
Intuitively, with more observations, the upper bound U(e) converges to wθ∗(e) for each
edge e ∈ E , thus making the selected seed set an α-approximation solution to the optimum.
Unfortunately, the structural similarities between their IM problem and the classical
linear contextual bandit problem, and between the IMLinUCB and the classical algorithms
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Figure 3.1: The case where weights and upper bounds cannot be estimated accurately by
node-level observations.
in [3] do not hold anymore under node-level feedback. As several edges can simultaneously
contribute to the activation of a single node, it is generally not possible to estimate the
weight and upper bound on each individual edge accurately. Consider a simple example as
illustrated in Figure 3.1. We have two edges e1 = (A,C) and e2 = (B,C) with corresponding
features x(e1) = (1, 0) and x(e2) = (0, 1). Suppose that the true weights on e1 and e2 are
w1 = 0.3 and w2 = 0.5 and these two edges are always observed simultaneously. In this
case, with more observations, the estimation of w1 +w2 converges to 0.8. However, if we try
to estimate e1 and e2 separately, as these two edges are always observed together, we have
U(e1) = 0.8 and U(e2) = 0.8. This example shows that the upper confidence bound of each
individual edges does not necessarily converge to its true weight even if we have infinitely
many observations of this edge.
The example above indicates that there is no quick extension of IMLinUCB for LT-N.
Thus, further assumptions as well as more sophisticated algorithms are required to ensure an
increasingly accurate edge weight estimation as more node-level realizations are observed.
3.5.1.1 Technical assumptions
Recall that in each round t, the nodes are activated in discrete time steps according to our
LT-N model, with nodes in the seed set St being activated in time step 0 of round t. For
each node v ∈ V, we use τt(v) to denote the time step at which node v becomes activated
in round t. When v ∈ St, we have that τt(v) = 0. If v is not activated in round t, then we
set τt(v) =∞.
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For each node v ∈ V \ St, define its relevant parents as follows:
RPt(v) :=

{u ∈ N in(v) : τt(u) ≤ τt(v)− 1} if τt(v) <∞,
{u ∈ N in(v) : τt(u) <∞} if τt(v) =∞.
That is, the set of relevant parents RPt(v) is the set of nodes that are relevant to the
activation status of v in round t. We say the weight w(e) on an edge e = (u, v) is active if u
has been activated. When τt(v) <∞, RPt(v) is the set of its parent nodes who collectively
push the sum of active incoming weights at v to exceed v’s threshold for the first time.
When τt(v) = ∞, RPt(v) is the set of nodes that have collectively failed to push the sum
of active incoming weights at v to exceed its threshold. Note that for an inactive node v
in round t, RPt(v) might not be empty, since some of its parent nodes might be activated
during the diffusion process but have failed to activate v.
Our analysis is based on a few assumptions on the weights and solution stability, which
we will state and justify below.
We first introduce assumptions on the edge weights. The first assumption is a linear
generalization of edge weights. We assume that each edge e ∈ E has an edge feature vector
x(e) ∈ Rd that characterizes the relationship between e’s two end nodes. The weight on
each edge is a linear mapping from its feature. More formally, we have
Assumption 3.1 (Linear parameterization) There exists θ∗ ∈ Rd (d  |E|), ‖θ∗‖2 ≤
D such that the true edge weights are wθ∗(e) = x(e)
>θ∗ ∈ [0, 1]. By the assumption on the
incoming weight sum of our LT model, we have
∑
u∈N in(v) x(e)
>θ∗ ≤ 1 for all v ∈ V.
Such a linear generalization of diffusion parameters is also used in [100]. The generalization
makes our learning model more scalable.
We use θ to denote a generic vector in Rd and refer to it as the parameter. We denote the




1 for all v ∈ V. Furthermore, we assume the that the “aggregated” features are bounded
too:
Assumption 3.2 (Feature regularity) For all v ∈ V, ‖
∑
u∈B x(u, v)‖ ≤ 1 for all B ⊆
N in(v).
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Note that Assumption 3.2 is similar to the feature boundedness assumption in many existing
works on contextual linear bandit problems. For example, [100] assumes that the norms
of the edge features are bounded. Similar assumptions are also made by [3] and [28]. In
addition, the LT-N model, like any other LT model, requires the sum of weights of incoming
edges of every node to be bounded by 1. It is thus natural to assume that the norm of the
sum of any subset of incoming features at every node is bounded by 1, which can always
be achieved by an appropriate scaling of feature space.
One of our key ideas is to make sure that the features of observed edges are diverse
enough to allow enough information to be collected on all directions of θt, so that θt → θ∗
as t→∞. More specifically, we impose a feature diversity assumption as follows:


















is strictly greater than 0.
It is easy to see that the existence of d edges with linearly independent features would be
sufficient to ensure Assumption 3.3. This should be easy to satisfy as the dimension of the
features is usually much smaller than the total number of edges, that is, d  m. Under
this assumption, if we keep exploring those edges, the confidence region will shrink in all
feature directions, so that θt → θ∗ as t→∞.
Let K be the maximum seed set cardinality. Let f(S,w) be the expected total influence
given seed set S and edge weights w. Denote Sopt(w) = arg max{f(S,w) : |S| ≤ K, S ⊆ V}
and fopt(w) = max{f(S,w) : |S| ≤ K, S ⊆ V}. As discussed in Section 3.4, the objective
function f is monotone and submodular so that a greedy algorithm with exact evaluation
of f returns a (1−1/e)-approximation solution. Since evaluating f is #-P hard, we assume
access to an approximation oracle:
Assumption 3.4 (Approximation oracle) Let ε > 0 and α = 1 − 1/e − ε, there exists
an efficient, possibly random (α, γ)-oracle that takes G, w, K, and outputs a seed set S̃ such
that f(S̃, w) ≥ α · fopt(w) with probability at least γ.
An example of α is α = 1 − 1/e − 0.01. The reverse reachable set method in [92] can be
easily extended to obtain such an approximation oracle.
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We also impose assumptions on the solution stability of the network. Consider the
solution returned by the approximation oracle around θ∗. Define the α-approximation seed
sets with respect to θ ∈ Rd as A(θ, α) = {S ⊆ V : f(S,wθ) ≥ α · fopt(wθ)}. That is, A(θ, α)
is the set of seed sets whose expected influences with respect to edge weights wθ(e) = x(e)
>θ
are at least α times that of an optimal seed set. Our next assumption states that the set of
α-approximation sets and the optimal seed set are invariant under small perturbations.
Assumption 3.5 (Stability) There exists a constant ε > 0 such that for any θ ∈ Rd that
satisfies ‖θ − θ∗‖2 ≤ ε, we have A(θ, α) = A(θ∗, α). Moreover, there exists a seed set SA
such that SA ∈ argmin{f(S,wθ) : S ∈ A(θ, α)} for all θ such that ‖θ − θ∗‖2 ≤ ε.
The above assumption will be satisfied under mild conditions. In Lemma 3.1 below, we
provide a sufficient condition for Assumption 3.5 to hold, and show that this stability
condition holds with probability one.
Lemma 3.1 Let θ∗ be the true parameter, A(θ∗, α) be the set of α-approximation sets
with respect to θ∗, and Sopt(wθ∗) be the optimal value with respect to θ
∗. Assumption 3.5
holds whenever minS∈A(θ∗,α) f(S,wθ∗) > α · fopt(wθ∗). This sufficient condition holds with
probability 1 if we sample α uniformly from an interval [1 − 1/e − ε1, 1 − 1/e − ε2] with
ε1 > ε2.
The proof of Lemma 3.1 is in Section 3.10.2.1 of the appendices. It shows that As-
sumption 3.5 fails only when there is a set that provides exactly an α-approximation, which
happens with probability zero.
The stability assumption is crucial for analyzing the theoretical performance of our
algorithm. Suppose the current estimator θ is close enough to θ∗ such that ‖θ − θ∗‖2 ≤ ε,
and the greedy algorithm successfully returns a size-K α-approximation solution S to θ
such that f(S,wθ) ≥ α · fopt(wθ). By Assumption 3.5, we have S ∈ A(θ, α) = A(θ∗, α),
which implies S is also an α-approximate solution to θ∗, and it yields zero regret. Although
Assumption 3.5 is general enough and provides a possibility of getting better theoretical
guarantees for online-learning, it has not been exploited by any previous algorithm, to the
best of our knowledge.
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3.5.1.2 Performance metrics
One of the most important metric in evaluating the performance of online learning algo-
rithms is the average regret. The average regret is the cumulative loss in reward divided by
the horizon length T . This cumulative loss is incurred due to the inaccurate estimation of
edge weights and the random nature of the (α, γ)-approximation oracle invoked. It is worth
noting that the loss from a random oracle cannot be reduced even if the true edge weights
were known.
To analyze the performance of our online learning algorithms, we adopt the average
scaled regret proposed in [100]. In particular, let Sopt := Sopt(w∗) = arg maxS{f(S,wθ∗) :
|S| ≤ K,S ⊂ V} be the optimal size-K seed set with respect to the true parameter θ∗, and St




t ]/T , where
T is the total number of rounds in a finite horizon, and Rηt = f(S
opt, wθ∗) − 1ηf(St, wθ∗).
When α = γ = 1, Rαγ(T ) reduces to the standard expected average regret R(T ).
3.5.1.3 Algorithms
Under the assumptions introduced above, we propose online learning algorithms to learn
the true parameter and select seed sets effectively.
Let Do = {eo1, · · · , eod} be the exploration set consisting d diverse edges satisfying As-
sumption 3.3. We partition the time horizon into multiple epochs, each having a number of
exploration and exploitation rounds depending on a hyper-parameter q ∈ Z+. Specifically,
the k-th epoch consists of d exploration and kq subsequent exploitation rounds. More gen-
erally, tk = 1 +
∑k−1
m=1(d + m
q) = 1 + (2d + 1 + (k − 1)q)(k − 1)/2 is the index of the first
round of epoch k; T ok = {tk, · · · , tk + d− 1} and T ck = {tk + d, · · · , tk+1 − 1} are the series
of exploration and exploitation rounds in k-th epoch, respectively.
We say that the activation status of a node is observed in round t if any of its parent
node is activated in the diffusion of round t, and unobserved otherwise. In round t for any





as the feature for the combined edge weights that are relevant to the activation status of v,
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and let
yt(v) = 1{v is activated in round t} = 1{x̄t(v) ≥ ξv}. (3.3)
Use Vot to denote the set of observed nodes in round t.
In epoch k, our first algorithm runs as follows:
• The algorithm first runs d exploration rounds. In the i-th exploration round, which
has index t = tk + i− 1, it selects a single seed node u◦i := head(e◦i ) for eoi ∈ D◦. For
each node v 6= v◦i = tail(e◦i ) whose activation status is observed in the current round,







i ) = x(e
◦
i ) and yt(v
◦
i ) = 1{v◦i is activated at step 1 in round t} =
1{x̄t(v◦i ) ≥ ξv◦i }.
• After the d exploration rounds in epoch k, construct the least squares estimate using









‖x̄τ (v)>θ − yτ (v)‖2 + λI‖θ‖2.
Let the covariance matrix and corresponding reward be




















• The algorithm then runs kq exploitation rounds. At the beginning of exploitation







‖x̄τ (v)>θ − yτ (v)‖2 + λI‖θ‖2.
invoke the (α, γ)-oracle on G with parameters θk to obtain the seed set St.
CHAPTER 3. NEGATIVE INFLUENCE ON SOCIAL NETWORK 47
Note that in the presentation of the algorithm above, we use only the node observations
from exploration rounds to update our belief for θ∗. We do so to simplify the notation in
later analysis. In practice, one can use observations from all rounds, including exploitation
rounds, to update the belief on θ∗. The theoretical analysis remains the same, but the
notation becomes more convoluted. The complete algorithm is summarized in Algorithm 1.
It is worth noting that to ensure the full observability of the exploration edge eoi , we
only select a single seed node voi = head(e
o
i ) in each exploration round. This way, no other
edges will be involved in the attempt to activate tail(eoi ) in the first diffusion step of each
exploration round. In practice, instead of selecting only voi to make sure edge e
o
i ’s realization




Note also that the number of exploration rounds is fixed to be d while the number of
exploitation rounds in the k-th epoch is kq. Thus, the ratio between number of explo-
ration and exploitation time decreases as the number of epoch increases. Intuitively, each
exploration round incurs regret. As the estimation θk gets closer to the true parameter θ
∗,
we can gradually decrease the number of exploration rounds to reduce the contribution of
exploration to the total regret. At the same time, insufficient exploration could make θk
inaccurate, which might lead to sub-optimal seed selection and increased the total regret.
Thus, a balance of exploration and exploitation is required to achieve minimum total regret.
In the rest of this section, we provide a theoretical analysis on Algorithm 1 and derive
an average per-round regret of O(T−q/(q+1)) where T is the total number of rounds, based
on all assumptions made above.
3.5.2 Regret analysis
Theorem 3.2 Assume Assumptions 3.1 3.2, 3.3, 3.4, 3.5 hold. The average regret of
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Proof sketch. We give a sketch proof and defer the full proof to Section 3.10.2.2 in the
appendices.
We define the favorable event ξk as
ξk :=
{












+ 2 log((tm + d)(L+ 1−K)) +D.
The d exploration rounds in each epoch ensure that the minimum eigenvalue of the
covariance matrix Mk grows at least linearly in k, where k is the number of epochs. Let
k(T ) be the total number of epochs in a finite horizon with T rounds. The minimum
eigenvalue result of Mk allows us to bound the L2 norm of the difference between θk and
the true θ∗ under the favorable event ξk(T ) by O(
√
log(k)/k). As a result, there is an epoch
k0 such that in all epochs k after k0, the distance between our estimated θk and the true
parameter θ∗ is smaller than the constant ε in the stability Assumption 3.5. Thus, under
ξk(T ), all exploitation rounds after epoch k0 incurs 0 regret. The total regret consists of 1)
the regret incurred before the end of epoch k0, 2) the regret in the exploration rounds after
epoch k0, and 3) the regret in the exploitation rounds after epoch k0 under the complement
of the favorable event ξk(T ). The first part is an algorithm- and network-dependent constant
once the number of exploitation rounds in each epoch is determined. Thus as we take the
average regret over T rounds, the first part, when divided by T , goes to 0 as T goes to
infinity. The second part is linear in the number of epochs k(T ) over the finite horizon T .
Thus, as we take the average regret over T rounds, it goes to O(k(T )/T ). For Algorithm 1,
we have d exploration rounds and kq exploitation rounds in each epoch. Thus, k(T ) is in
the order of O(T 1/q+1). We can also bound the third part by O(1) by analyzing an upper
bound on the probability that the favorable event ξk(T ) does not happen. The average regret
in the order of O(T−q/(1+q)) comes mainly from the second part.
3.6 Learning in negativity-aware LT-N model
For our LT-N model, we not only need to learn θ∗ ∈ Rd associated with the edge weights but
also β∗ ∈ Rd′ associated with the autonomy factors q+(v) and q−(v) for each node v ∈ V.
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Algorithm 1: Influence Maximization Linear Node-level Feedback
Input: graph G, seed set cardinality K, exploitation parameter q, ORACLE, feature
vector x(e)’s.
Initialization: reward r0 ← 0 ∈ Rd, corvariance matrix M0 ← λII ∈ Rd×d
for epochs k = 1, 2, · · · do




set Mk ←Mk−1, rk ← rk−1
for t = tk, · · · , tk + d− 1 do
choose St = {head(eoi )} where eoi ∈ Do.
for v ∈ V such that observation status of v is observed do
update Mk ←Mk + x̄t(v)x̄Tt (v) and rk ← rk + x̄t(v)yt(v)
end for
end for
set θk = M
−1
k rk
for t = tk + d, · · · , tk+1 − 1 do
choose St ∈ ORACLE(G,K,wθk)
end for
end for
For learning θ∗, we use the same observation as learning the edge weights in the classical
LT-model, as discussed in Section 3.5. Namely, we use the observed unsigned activation of
nodes in each time step to update our belief on θ∗. We can thus use the results that we
developed in the previous section. More specifically, we have that in any epoch k, if θ∗ ∈ Ck,
then ‖θ∗ − θk‖ ≤ O(
√
log(k)/k).
As for learning β∗, we need to use the observations on the signs of the activation. Recall
that for each v ∈ V, we have two known feature vectors x+(v), x−(v) ∈ Rd
′
such that
the autonomy factors q+(v) = x>+(v)β
∗, q−(v) = x>−(v)β
∗. Also, r(v) = q+(v) + q−(v).
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Furthermore, given that v becomes active in τ , the probability of it being positive is










u∈N in(v)∩(Bτ−1\Bτ−2) x(u, v)
>θ∗
.
Note that the last quotient term in the conditional probability above depends on θ∗. As
a result, our estimate on the probability of a node being positive given it becomes active in
time step τ of round t depends also on our estimate θk(t) of θ
∗ in round t. Therefore, the size
of errors in estimating θ∗ would affect the rate with which our estimate of β∗ approaches the
true value. This becomes the main source of challenge in developing a learning algorithm
for the LT-N model.
Recall that for each node v ∈ V, we use τt(v) to denote the time step at which node v
becomes activated in round t. When v ∈ St, we have that τt(v) = 0. If v is not activated in
round t, then we set τt(v) =∞.
For simplicity of notation, we use p+t (v, θ, β) to denote the random probability of node
v becoming positive in round t given that it is activated in round t, the edge weights are
linear with respect to θ, and the autonomy factors are linear with respect to β. Specifically,



















t, where τt(v) is the random time step in round t when v is activated.
In this section, we first state and justify several additional assumptions that extend the
ones in Section 3.5 for learning with the classical LT model. We then detail our learning
algorithm for LT-N and prove a regret bound for it.
3.6.1 Technical assumptions
Assumption 3.6 (Linear parameterization) There exists β∗ ∈ Rd′ (d′  |E|), ‖β∗‖2 ≤
D′ such that the true autonomy factors are q+(v) = x>+(v)β
∗, q−(v) = x>−(v)β
∗ with
q+(v), q−(v) ≥ 0, and r(v) = q+(v) + q−(v) ≤ 1 for all v ∈ V.
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With a separate vector β∗, we are assuming that the autonomy factors are linear functions
of individual user characteristics. As before, we use β to denote a generic vector in Rd′
and refer to it as the parameter. We denote the true parameter as β∗ and the estimated
parameter after the exploration rounds of epoch k as βk in the rest of the chapter.
One of our key ideas for learning with LT is to make sure that the features of observed
edges are diverse enough to allow enough information to be collected on all directions of θt,
so that θt → θ∗ as t→∞. For LT-N, we want to make sure that the autonomy features of
activated nodes are diverse enough to allow information to be collected on all directions of
βt, so that βt → β∗ as t→∞. We thus make the following assumption:
Assumption 3.7 (Feature diversity) There exists d′ nodes vautoi , 1 ≤ i ≤ d′, such that







> is positive defi-









is strictly greater than 0.
This assumption should be easy to satisfy as the dimension of the features is usually much
smaller than the total number of nodes, that is, d′  |V|.
Let K be the maximum number of seed nodes that can be chosen in each round. Let
f+(S,w, q) be the expected total positive influence given seed set S, edge weights w, and
autonomy factors q+ and q−. Denote Sopt(w, q) = arg max{f+(S,w, q) : |S| ≤ K, S ⊆ V}
and fopt(w, q) = max{f+(S,w, q) : |S| ≤ K, S ⊆ V}. From Theorem 3.1, we know that
f+(·, w, q) is monotone submodular. Therefore, a greedy algorithm with exact evaluation of
f+(·, w, q) returns a (1 − 1/e)-approximation solution. Since evaluating f+(·, w, q) is #-P
hard, we assume access to an approximation oracle:
Assumption 3.8 (Approximation oracle) Let ε > 0 and α = 1 − 1/e − ε, there exists
an efficient, possibly random (α, γ)-oracle that takes G, w, q, K, and outputs a seed set S̃
such that f+(S̃, w, q) ≥ α · fopt(w, q) with probability at least γ.
As in the case of classical LT, the reverse reachable set method in [92] can be easily extended
to obtain such an oracle.
We also impose assumptions on the solution stability of the network. Consider the solu-
tion returned by the approximation oracle around θ∗ and β∗. Use qβ to represent the auton-
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omy factors q+β (v) = x+(v)
>β and q−β (v) = x−(v)
>β. Define the α-approximation seed sets
with respect to θ ∈ Rd and β ∈ Rd′ asA(θ, β, α) = {S ⊆ V : f+(S,wθ, qβ) ≥ α·fopt(wθ, qβ)}.
That is, A(θ, β, α) is the set of seed sets whose expected positive influence with respect
to influence probabilities wθ(e) = x(e)
>θ and autonomy factors q+β (v) = x+(v)
>β and
q−β (v) = x−(v)
>β is at least α times that of an optimal seed set. Our next assumption
states that the set of α-approximation sets and the optimal seed set are invariant under
small perturbations.
Assumption 3.9 (Stability:LT-N) There exist constants εθ, εβ > 0 such that for any
θ ∈ Rd and β ∈ Rd′ that satisfies ‖θ − θ∗‖ ≤ εθ and ‖β − β∗‖ ≤ εβ, we have A(θ, β, α) =
A(θ∗, β∗, α). Moreover, there exists a seed set SA such that SA ∈ argmin{f+(S,wθ, qβ) :
S ∈ A(θ, β, α)} for all (θ, β) such that ‖θ − θ∗‖ ≤ εθ and ‖β − β∗‖ ≤ εβ.
Using similar argument as in the proof of Theorem 3.1, it is easy to see that Assumption 3.9
holds with probability 1 if α is uniformly sampled from an interval [1−1/e−ε1, 1−1/e−ε2]
with ε1 > ε2.
3.6.2 Algorithms
Under Assumptions 3.1, 3.2, 3.3, 3.6, 3.7, 3.8, and 3.9 introduced above, we propose online
learning algorithms to learn the true parameter and select seed sets effectively.
Let Do = {eo1, · · · , eod} be the edge exploration set consisting d diverse edges satisfying
Assumption 3.3. Let Dauto = {vauto1 , · · · , vautod′ } be the node exploration set consisting d′
nodes that satisfy the autonomy feature diversity part of Assumption 3.7.
Let q ∈ Z+ be a hyper-parameter of the algorithm. We partition the time horizon into
multiple epochs, each having a number of exploration and exploitation rounds. Specifically,
the k-th epoch consists of d+ d′ exploration and kq subsequent exploitation rounds. More
generally, tk = 1+
∑k−1
m=1(d+d
′+kq) = 1+(2d+2d′+1+(k−1)q)(k−1)/2 is the index of the
first round of epoch k; T ok = {tk, · · · , tk +d+d′−1} and T ck = {tk +d+d′, · · · , tk +d+d′+
kq−1} are the series of exploration and exploitation rounds in the k-th epoch, respectively.
We further define T odk = {tk, · · · , tk + d− 1} and T od
′
k = {tk + d, · · · , tk + d+ d′ − 1}.
We say that the activation status of a node is observed in round t if any of its parent
node is activated in the diffusion of round t, and unobserved otherwise. In round t for any
CHAPTER 3. NEGATIVE INFLUENCE ON SOCIAL NETWORK 53





as the feature for the combined edge weights that are relevant to the activation status of v,
and let
yt(v) = 1{v is activated in round t} = 1{x̄t(v) ≥ ξv}. (3.7)
Use Vot to denote the set of observed nodes in round t. Use Aot to denote the set of activated
nodes in round t.
In epoch k, our algorithm with hyper-parameter q runs as follows:
• The algorithm first runs d exploration rounds. In the i-th exploration round which has
round index t = tk+ i−1, it selects a single seed node u◦i := head(e◦i ) for eoi ∈ D◦. For
each node v 6= v◦i = tail(e◦i ) whose activation status is observed in the current round,







i ) = x(e
◦
i ) and yt(v
◦
i ) = 1{v◦i is activated at step 1 in round t} =
1{x̄t(v◦i ) ≥ ξv◦i }.
• After the d exploration rounds in epoch k, construct the least squares estimate using









‖x̄τ (v)>θ − yτ (v)‖2 + λI‖θ‖2.
Let the covariance matrix and corresponding reward be




















• The algorithm then runs d′ more exploration rounds for autonomy factors. In the
i-th such exploration round, which has round index t = tk + d + i − 1, it selects
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min{|N in(vautoi )|,K} parent nodes of node vautoi ∈ Dauto (that have the smallest
indices) as the seed set. If node vautoi is activated in step 1 of the diffusion process,




∗ + (1− x>+(vautoi )β∗ − x>−(vautoi )β∗) · 1 = 1− x>−(vautoi )β∗.
This is because all active parent nodes of node vautoi before step 1 are positively
activated as seed nodes. Observe the signs of the activated nodes in the round. For
each v that has been activated in round t, let
y+t (v) = 1{v is positively activated in round t}.
• After the additional d′ exploration rounds, obtain the least squares estimate using the
observed signs of activated nodes in the d′k exploration rounds of autonomy factors









‖p+t (v, θk, β)− y
+
t (v)‖2 + λ‖β‖2.
• The algorithm then runs kq exploitation rounds. In each exploitation round t,
invoke the (α, γ)-oracle on G with inputs wθk and qβk to obtain the seed set St.
We summarize the steps explained above in Algorithm 2.
3.6.3 Regret Analysis for LT-N models
In Section 3.5, we have showed that Algorithm 1 achieves an O(T−q/(q+1)) averaged regret
for classical LT models. However, when autonomy factors are involved, the performance
of Algorithm 2 for LT-N models remains unexplored. In this part, we present the detailed
analysis for the performance of Algorithm 2. We adopt similar notation as those in Section
3.5. We define Rαγt as the αγ-scaled regret incurred in round t, and define R
αγ(T ) as the




t . We present an upper
bound on the average regret Rαγ(T )/T in Theorem 3.3 below.
Theorem 3.3 Assuming Assumptions 3.1, 3.2, 3.3, 3.6, 3.7, 3.8, and 3.9 hold, the average
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Proof sketch. The theorem is an extension of Theorem 3.2. The d′ exploration rounds
in each epoch of the autonomy factors allows us to prove that in each epoch k, the L2 norm
of the difference between the estimated parameter βk and the true β
∗ under favorable event
ξk is upper bounded by O(
√
log(k)/k) with high probability. The analysis is more involved,
as the error in estimating θ∗ by θk in each epoch k now contributes to the error in using βk
to estimate β∗, as explained at the beginning of this section. With the result that both θk
and βk are approaching the true parameters at a fast enough speed, we can use the stability
Assumption 3.9 to find a finite epoch index k0 such that after this epoch, the exploitation
rounds incur 0 regret with high probability. The rest of the proof is very similar to the
proof of Theorem 3.2. The detailed proof is in Section 3.10.2.4 of the appendices.
3.7 Conclusion
In this chapter, we propose a novel information diffusion model that is aware of negative
user opinions. Our linear threshold-based diffusion model is flexible enough to take into
account individual user characteristics, while preserving monotonicity and submodularity.
As a result, the greedy algorithm can be applied to achieve a 1−1/e−ε approximation ratio
for influence maximization. We further consider an online-learning problem in which the
parameters of our diffusion model are initially unknown and need to be gradually learned
through repeated rounds of negativity-aware influence maximization. Unlike existing works
that assume the availability of edge-level observations, we conduct our analysis assuming
only node-level feedback. We devise learning algorithms that achieve scaled average regrets
in the order of O(T−1+ε), where T is the number of rounds, and ε that depends on the
hyper-parameter input to our algorithms can be arbitrarily small.
There are several interesting future research problems. For example, with our current
model, after a node is activated, the effect of incoming positive weights and that of incoming
negative weights are symmetric in determining the sign of the activation. We can also
explore an asymmetric model, where the positive and negative influences are weighted
differently. Another possible direction of research is to find a diffusion model that allows
activated users to change their attitude, while preserving nice mathematical properties such
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as monotonicity and submodularity.
3.8 Numerical Experiments
To numerically test the performance of various seeding strategies, we conduct experiments
on a Twitter subnetwork with 232 nodes and 3090 directed edges. The complete directed
graph with 232 nodes has 53,592 directed edges. Thus in our subnetwork, around 6 percent
of all possible edges are present. We obtain the network structure from the SNAP dataset by
[58]. The algorithms we test are summarized in Table 3.1. We also explain each algorithm
in detail in the section on experimental set up.
To generate edge feature vectors, we use the node2vec algorithm proposed by [37] to
first construct node feature vectors, and then use the element-wise multiplication of the
head node’s and tail node’s vectors of each edge as the corresponding edge feature vector.
We then randomly perturb the resulting vectors to scatter them, so that they become more
diverse. We set the feature dimension to be 5, and we hand-pick a theta vector that has 3
positive entries and 2 negative entries. The 2-norm of this theta vector is around 1.89.
We then construct the edge weights using the dot product of the edge feature vectors
and our theta vector. Whenever we have a negative weight, we replace it by 0. Our diffusion
model assumes that the sum of incoming weights to each node is between 0 and 1. Therefore,
for each node, we sum up its incoming weights. If this sum is greater than 1, we scale down
the feature vectors and the weights of the incoming edges uniformly by the sum. Also,
we scale down the feature vectors and weights of out-going edges from several high-degree
nodes, so that the optimal seed set is unlikely to be just the set of highest degree nodes.
In this way, the learning algorithm needs to learn a good estimator of theta to be able to
select good seed sets.
We treat the feature vectors and weights obtained using the process described above
as the ground truth. Note that the linear generalization of edge weights might not be
perfect, as we have cropped the negative weights in an early step. We pick a set of 5 edges
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Figure 3.2: Cumulative reward by round over all 615 rounds.
(us, vs), s = 1, 2, ..., 5 as our exploration set and check that they satisfy Assumption 4.1, the
feature diversity assumption, as desired.
We simulate the learning and seeding process with Algorithm 5 for q = 1, 2, 3
(grd explr q=1, grd explr q=2, grd explr q=3) for 615 rounds (which corresponds to
30 epochs of running Algorithm 5 with q = 1). In each epoch, we first do 5 exploration
rounds, in which we seed us along with 4 highest-degree nodes among the ones not pointing
to vs, and observe the 1-step activation status of vs to update the weight estimates. We
then do tq rounds of exploitation, in each round of which we first compute the weight
estimates and then feed the estimates into our approximate-greedy oracle to get a seed set
of cardinality 5. We then observe the resulting diffusion and update the weight estimates
accordingly. For other baseline algorithms that do not involve exploration rounds, we do
615 rounds of seeding using the respective seeding strategies.
We compare the sum of round reward achieved by grd explr q=1, grd explr q=2, and
grd explr q=3 with grd kw, the approximate greedy oracle that knows the true weights, as
well as another learning and seeding algorithm, grd splt. In the latter, whenever a node
v’s realization is observed in step τ , let Aτ (v) be its relevant parent nodes. We attribute
1
|Aτ (v)| of its activation to each relevant edge e = (u, v), u ∈ Aτ (v). We then update the
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Figure 3.3: Cumulative reward by round (zoomed in first 50 rounds and first 300 rounds).
theta estimation using individual edge feature vectors instead of the sum of edge feature
vectors of the relevant edges. Additionally, we test the oracle that randomly samples a seed
set of cardinality 5 in each round (rdm), and the oracle that samples the set of 5 highest
degree nodes in each epoch (bgg dgr) in each round.
The results are summarized in Figure 3.2, 3.3 & 3.4. Each plot is produced by av-
eraging over 5 independent simulations. As we can see from Figure 3.2, grd explr q=2,
grd explr q=3, and grd splt achieve similar performance over the first 615 rounds, and
their performance are very close to grd kw which knows the true influence probabilities.
grd explr q=1 has worse performance, but its seeding results are still considerably better
than the baselines rdm and bgg dgr. We also plot the distance between the learned theta
and the true theta over all 615 rounds for grd splt, grd explr q=1, and grd explr q=2,
grd explr q=3 in Figure 3.4. We see that with exploration rounds, the theta learned by
grd explr q=1, grd explr q=2, and grd explr q=3 approaches the true theta relatively
fast, while the learning strategy utilized by grd splt is stuck in a theta that is further
away from the true theta. However, the faster convergence to the true theta through ex-
ploration rounds comes at the cost of sub-par rewards collected during the exploration
rounds. Recall that the exploration rounds in each epoch in general generate much smaller
rewards compared to the exploitation rounds. This is manifested by the worse performance
of grd explr q=1 compared to grd explr q=2 and grd explr q=3 which have fewer rounds
of explorations and to grd splt which has no exploration rounds. The fact that grd splt
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Figure 3.4: 2-norm between true theta and learned theta.
performs on par to grd kw indicates that there is indeed a region around the true theta that
leads to similar optimal rewards, which further supports our Assumption 4.4.
3.9 Conclusion
In this chapter, we propose a novel information diffusion model that is aware of negative
user opinions. Our linear threshold-based diffusion model is flexible enough to take into
account individual user characteristics, while preserving monotonicity and submodularity.
As a result, the greedy algorithm can be applied to achieve a 1−1/e−ε approximation ratio
for influence maximization. We further consider an online-learning problem in which the
parameters of our diffusion model are initially unknown and need to be gradually learned
through repeated rounds of negativity-aware influence maximization. Unlike existing works
that assume the availability of edge-level observations, we conduct our analysis assuming
only node-level feedback. We devise learning algorithms that achieve scaled average regrets
in the order of O(T−1+ε), where T is the number of rounds, and the ε that depends on the
hyper-parameter input to our algorithms can be arbitrarily small.
There are several interesting future research problems. For example, with our current
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Figure 3.5: The case where weights and upper bounds cannot be estimated accurately by
node-level observations.
model, after a node is activated, the effect of incoming positive weights and that of incoming
negative weights are symmetric in determining the sign of the activation. We can also
explore an asymmetric model, where the positive and negative influences are weighted
differently. Another possible direction of research is to find a diffusion model that allows
activated users to change their attitude, while preserving nice mathematical properties such
as monotonicity and submodularity.
Appendix
3.10 IC-N with heterogeneous quality factors
Figure 3.5 illustrates an instance in which the greedy algorithm can have an arbitrarily bad
approximation ratio when the quality factors are heterogeneous in the IC-N model proposed
in [22]. In this instance, the influence probabilities w(e)’s equal to 1 for all e ∈ E . Nodes
Bi’s for i = 1, ..., k have quality factors q(Bi) = 0. All other nodes v have quality factors
q(v) = 1. Assume the cardinality constraint on the seed set is a positive integer k ∈ Z+.
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For this specific instance, the optimal seed set is S = {G11, G21, ..., Gk1} with an expected
positive influence spread of k×k = k2. The first node the greedy algorithm picks, however,
is N . This is because the expected positive influence after seeding N is k+ 1 while seeding
any other node generates an expected positive influence of at most k. As a result, the
expected positive influence of the seed set chosen by greedy is at most that of the seed
set S′ = {N,G11, G21, ..., G(k−1)1}. It can be easily calculated that the expected positive
influence spread of S′ is (k+1)+3×(k−1)+(k−1)/2 = 4.5k−2.5, which can be arbitrarily
worse than the optimal value k2 as k approaches infinity.
3.10.1 Proof of Theorem 3.1
3.10.1.1 Negativity-aware Triggering Set model (TS-N)
To prove the monotonicity and submodularity of f+(·), we first define another diffusion
model called Negativity-aware Triggering Set model (TS-N). Let f̃+(S) be the expected
number of positive nodes at the end TS-N with seed set S. We first prove the submodularity
and monotonicity of f̃+(·). We then show that the distribution of number of positive nodes
at the end of the TS-N process has the same distribution as that under LT-N. In this way,
the submodularity and monotonicity of f̃+(·) allows us to conclude that f+(·) have the
same properties.
To mathematically describe the TS-N model, we first define an edge sampling process
called Multinomial In-neighbor Sampling.
Definition 3.1 (Multinomial in-neighbor sampling) Consider a directed graph
G(V, E) with edge weights w : E 7→ [0, 1] satisfying
∑
u∈N in(v)w(u, v) ≤ 1 where N in(v) =
{u : (u, v) ∈ E}. A multinomial in-neighbor sampling X : E 7→ {0, 1} is defined as follows:
• Each v ∈ V independently chooses at most one in-neighbor from N in(v) according to a




• For each v that chooses an in-neighbor u, set X(u, v) = 1. Set all other X(e) = 0.
Use EX to denote the set of chosen edges with respect to X (called live edges). Define the
live-edge graph GX = (V, EX).
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Note that each connected component of GX in Definition 3.1 is either a tree or a cycle
because the degree of each node is at most 2.
Given a multinomial in-neighbor sampling X, we can further define a correction sampling
YX .
Definition 3.2 (Correction Sampling) Consider a directed graph G(V, E) with edge
weights w : E 7→ [0, 1] satisfying
∑
u∈N in(v)w(u, v) ≤ 1 where N in(v) = {u : (u, v) ∈ E}.
Given a multinomial in-neighbor sampling X : E 7→ {0, 1}, a correction sampling YX : {e :
X(e) = 1} 7→ {−1, 0, 1} is defined as follows. For each (u, v) ∈ E such that X(u, v) = 1,
sample a value from {−1, 0, 1} according to a multinomial distribution with probabilities
q−(v), 1− r(v), q+(v), respectively.
Given a seed set S, the Negativity-aware Triggering Set diffusion process is defined as
follows.
1. Obtain a multinomial in-neighbor sampling X : E 7→ {0, 1} of G and the corresponding
live-edge graph GX = (V, EX) as defined in Definition 3.1.
2. Obtain a correction sampling YX as defined in Definition 3.2.
3. Now consider the following step-wise revelation of a multinomial in-neighbor sampling
X and the corresponding correction sampling YX :
• Initiate B0(S) = B+0 (S) = B
−
0 (S) = ∅.
• In step 1, nodes in S become positive. Let B1(S) = B+1 (S) = S, B
−
1 (S) = ∅.
• For τ ≥ 2, initiate Bτ (S) = Bτ−1(S), B+τ (S) = B+τ−1(S), B−τ (S) = B
−
τ−1(S).
Then, each node v ∈ V \ Bτ−1(S) with at least one in-neighbor in Bτ−1(S)
samples its in-neighbor according to the multinomial distribution conditioned on
it being outside Bτ−2(S). If an in-neighbor u ∈ Bτ−1(S)\Bτ−2(S) is sampled, add
v to Bτ (S) and reveal YX(u, v). If YX(u, v) = 0, add v to B
+
τ (S) if u ∈ B+τ−1(S)
or to B−τ (S) if u ∈ B−τ−1(S). If YX(u, v) = −1, add v to B−τ (S). If YX(u, v) = 1,
add v to B+τ (S).
• The process terminates in round T where BT (S) = BT−1(S). Use B(S) :=
BT (S) to denote the set of active nodes at the end of the diffusion process.
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B+(S) := B+T (S) to denote the set of positive nodes, and B
−(S) := B−T (S)
to denote the set of negative nodes, with respect to a seed set S. Note that
B(S) = B+(S) ∪B−(S).
3.10.1.2 Monotonicity and submodularity of TS-N
We use f+X,YX (S) = |B
+(S)| to denote the number of positively influenced nodes, with
respect to seed set S under a fixed multinomial in-neighbor sampling X and correction




submodular. This implies that the expected influence functions f̃+(·) is also monotone
submodular.
Lemma 3.2 Let X be a fixed multinomial in-neighbor sampling, YX be a fixed correction
sampling with respect to X. Under the TS-N model, f+X,YX (·) is monotone submodular.
Proof. We first show that f+X,YX (·) is monotone. Let S and R be any two seed sets such
that S ⊂ R ⊂ V. We want to show that f+X,YX (S) ≤ f
+
X,YX
(R), i.e., B+(S) ⊂ B+(R). We
do so by proving B+t (S) ⊂ B
+
t (R) ∀t ≤ T using induction.
First for t = 0, B+0 (S) = ∅ = B
+
0 (R). For t = 1, B
+
1 (S) = S ⊂ R = B
+
1 (R).
Now we show B+t (S) ⊂ B
+
t (R) for t ≥ 2. If v ∈ B
+
t (S), then either v ∈ B
+
t−1(S)
or v ∈ B+t (S)\B
+









t−1(S), we can further consider three
sub-cases:
1. v ∈ R: clearly v ∈ B+1 (R) ⊂ B
+
t (R).
2. v /∈ R, in multinomial in-neighbor samplingX, v samples a parent u ∈ B+t−1(S)\B
+
t−2(S),





B+t−1(R). Therefore, u ∈ B
+
k (R) for some k ∈ 1, ..., t− 1. As a result, v ∈ B
+
t (R).
3. v /∈ R, in multinomial in-neighbor samplingX, v samples a parent u ∈ Bt−1(S)\Bt−2(S),
and YX(u, v) = 1: we know that u ∈ Bt−1(S)\Bt−2(S) ⊂ Bt−1(S) ⊂ Bt−1(R) (Note:
it is trivial to show Bτ (·) is monotone for each τ). Therefore, u ∈ Bk(R) for some
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k ∈ 1, ..., t − 1. As a result, v ∈ B+t (R) since the correction sampling YX(u, v) = 1
dictates v’s sign in this case.
To show that f+X,YX (·) is submodular, we consider any two seed sets S and R such that
S ⊂ R ⊂ V and any node v ∈ V\R. We want to show
B+(R ∪ {v}) \B+(R) ⊆ B+(S ∪ {v}) \B+(S).
For each node u ∈ B+(R ∪ {v}) \ B+(R), there must exist a path from v to u in GX that
does not intersect with R. Also, the correction sampling YX on the edges in the path
results in u being positive. As a result, u contributes to B+(S∪{v}) too through this path.
Since u /∈ B+(R), by monotonocity of B+(·) proved previously, we also have u /∈ B+(S).
Therefore, u ∈ B+(S ∪ {v}) \B+(S) as well.





P[X,YX ]f+X,YX (·), where the sum is taken over all possible multi-
nomial in-neighbor sampling realizations X and correction samplings YX . From Lemma
3.2, f+X,YX (·) for any X,YX is monotone submodular. Because a non-negative linear combi-
nation of monotone submodular functions is also monotone submodular, f̃+(·) is monotone
submodular.
3.10.1.3 Monotonicity and submodularity of LT-N
Recall that A(S) (resp. A+(S), A−(S)) denotes the set of active (resp. positive, nega-
tive) nodes at the end of a LT-N diffusion process, with S being the initial seed set. The
randomness of A(S), A+(S) and A−(S) comes from the random thresholds {bv : v ∈ V}.
B(S) (resp. B+(S), B−(S)) denotes the set of active (resp. positive, negative) nodes at
the end of a TS-N diffusion process, with S being the initial seed set. The randomness
of B(S), B+(S) and B−(S) comes from the random multinomial in-neighbor sampling X
and correction sampling YX . In this section, we show that A(S) (resp. A
+(S), A−(S)) and
B(S) (resp. B+(S), B−(S)) have the same distribution for any given seed set S. Then
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with the distributional equivalence, we derive the monotonicity and submodularity results
for LT-N. Our result is a generalization of Theorem 4.6 in [50].




τ (S)) are used to denote
the set of active (resp. positive, negative) nodes by the end of step τ given seed set S.
For the remainder of this section, we simplify the notation by omitting the dependency of
Aτ (S), A
+
τ (S), and A
−




t=0 as the history of the At,
A+t , and A
−
t ’s for t = 0, ..., τ .




t=0 as the history of the Bt, B
+
t , and
B−t ’s for t = 0, ..., τ in the TS-N process (given the same seed set S, which is omitted in
the notation). We first prove the following result on the equivalence in distribution of HAτ
and HBτ .
Lemma 3.3 For any τ ≥ 0, HAτ
d
=HBτ .
Proof. In LT-N, nodes in S become positive in step 1 (A1 = A
+
1 = S and A
−
1 = ∅).
In step τ ≥ 2, the conditional probabilities that each node v ∈ V \ Aτ−1 becomes active,
positive, and negative, given the history HAτ−1, are as follows:





u∈N in(v)∩Aτ−2 w(u, v)
, (3.8)
































Now we consider the TS-N process with the step-wise revealing of the sample edges in
X. In step 1, nodes in S become positive (B1 = B
+
1 = S and B
−
1 = ∅).
In step τ ≥ 2, for each v ∈ V \ Bτ−1, the conditional probabilities of v being active in
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this step given the history HBτ−1 are as follows:
P[v ∈ Bτ |HBτ−1] =
P[X chooses an in-neighbor from Bτ−1 \Bτ−2]






u∈N in(v)∩Bτ−2 w(u, v)
, (3.13)
P[v ∈ B+τ |HBτ−1] =
P[X chooses an in-neighbor u ∈ Bτ−1 \Bτ−2]
P[X does not choose any in-neighbor from Bτ−2]
(3.14)
· P[{u ∈ B+τ−1\B
+





















P[v ∈ B−τ |HBτ−1] =
P[X chooses an in-neighbor from B−τ−1 \Bτ−2]
P[X does not choose any in-neighbor from Bτ−2]
· P[{u ∈ B−τ−1\B
−




















We now prove the statement of the lemma by induction on τ . For τ = 0, the lemma








0 = ∅. For τ = 1, the lemma holds








1 = ∅. As inductive hypothesis, assume
that HAτ−1
d
=HBτ−1 for some τ ≥ 2. Let Hτ−1 be any realization of HAτ−1. By induction
hypothesis,
P(HAτ−1 = Hτ−1) = P(HBτ−1 = Hτ−1). (3.19)
Furthermore, from (3.8) and (3.13), we have that
P[v ∈ Aτ |HAτ−1 = Hτ−1] = P[v ∈ Bτ |HBτ−1 = Hτ−1]. (3.20)
Similarly, from (3.10) and (3.16), we have that
P[v ∈ A+τ |HAτ−1 = Hτ−1] = P[v ∈ B+τ |HBτ−1 = Hτ−1]. (3.21)
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Finally, from (3.12) and (3.18), we get
P[v ∈ A−τ |HAτ−1 = Hτ−1] = P[v ∈ B−τ |HBτ−1 = Hτ−1]. (3.22)











τ )|HBτ−1 = Hτ−1). (3.23)
(3.19) and (3.23) together give us that HAτ
d
=HBτ as desired.
For any seed set S ⊆ V, Lemma 3.3 implies A+(S) d=B+(S). Therefore, f+(S) =
E[|A+(S)|] = E[|B+(S)|] = f̃+(S). From Corollary 3.1, we have that f̃+(·) is monotone
submodular. Therefore, we can conclude that f+(·) is as well.
3.10.2 Proofs for the online learning problems
3.10.2.1 Proof of Lemma 3.1
Proof. of Lemma 3.1 Consider the set of α-approximation seed sets A(θ∗, α). Let
g(S,wθ∗) = f(S,wθ∗)/f
opt(wθ∗). We call g(S,wθ∗) the approximation factor of seed set
S. By definition, we have g(S,wθ∗) ≥ α for any S ∈ A(θ∗, α). We prove that a sufficient
condition for Assumption 3.5 to hold is minS∈A(θ∗,α) g(S,wθ∗) > α.
Given any seed set S of size K, by Lemma 3.8 in Section 3.10.3.1 of the appendices, it
is easy to see that f(S,wθ) and f
opt(wθ) are continuous in θ , which implies that g(S,wθ)
is also continuous in θ. Suppose minS∈A(θ∗,α) g(S,wθ∗) > α, i.e., g(S,wθ∗) > α for all
S ∈ A(θ∗, α). For any S ∈ A(θ∗, α), as g(S,wθ) is continuous, there exists a positive
constant δS > 0 such that g(S,wθ) > α for all ‖θ− θ∗‖ ≤ δS . Let δ1 = minS∈A(θ∗,α) δS . We
conclude that g(S,wθ) > α for all S ∈ A(θ∗, α) and ‖θ − θ∗‖ ≤ δ1. This is equivalent to
A(θ∗, α) ⊂ A(θ, α) for ‖θ − θ∗‖ ≤ δ1.
At the same time, consider the seeds sets that are not α-approximations to fopt(wθ∗),
i.e., g(S,wθ∗) < α and thus S /∈ A(θ∗, α). By a similar argument, we conclude that there
exists a positive constant δ2 > 0 such that for all S /∈ A(θ∗, α), g(S,wθ) < α for all
‖θ − θ∗‖ ≤ δ2, which further implies A(θ, α) ⊂ A(θ∗, α). By choosing δ0 = min(δ1, δ2), we
conclude A(θ, α) = A(θ∗, α) for all ‖θ − θ∗‖ ≤ δ0.
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The preceding analysis shows Assumption 3.5 indeed holds if minS∈A(θ∗,α) g(S,wθ∗) >
α, which yields a contradiction. We thus conclude that Assumption 3.5 holds whenever
minS∈A(θ∗,α) g(S,wθ∗) > α, and fails only when there exists a set S such that f(S,wθ∗) =
α · fopt(wθ∗).
Finally, consider an LT-N network with fixed wθ∗ . There are finitely many seed sets
and their corresponding approximation factors are distributed as finite discrete values on
[0, 1]. As α = 1− 1/e− ε is required to be decided prior to calling the (α, γ)-approximation
oracle, if we sample α uniformly over an interval [1−1/e− ε1, 1−1/e− ε2] with ε1 > ε2, the
probability of α being equal to one of the approximation factors is zero. Thus, we conclude
that f(S,wθ∗) = α · fopt(wθ∗) is a zero-probability event, which completes the proof.
3.10.2.2 Proof of Theorem 3.2
Proof of Theorem 3.2 Let f∗ = f(Sopt, w∗) be the optimal expected influence in any
round under the constraint that the cardinality seed set S cannot exceed K. Define Rαγt =
f∗−E[ 1αγ f(St, w
∗)] as the expected (α, γ)-scaled regret in round t, where St is the seed set
that the algorithm selects in round t. The expectation is over the randomness of St in an
exploitation round, and reduces to a deterministic function in an exploration round, as we
have pre-fixed the choice of exploration nodes. Note that the randomness in the diffusion
process has already been captured in the definition of f .
Let L = |V| be the number of nodes in the given network G(V, E). Use k(t) to denote
the index of the epoch round that t is in. For an exploration round t ≤ T , the seed set
consists of a single node, which yields a regret Rαγt ≤ f(Sopt, w∗) ≤ L− 1. Meanwhile, for
an exploitation round t ≤ T , we obtain θk(t) = M−1k(t)rk(t). Let D be a known upper bound









+ 2 log((tm + d)(L+ 1−K)) +D.
Define the favorable event ξk as
ξk :=
{
(θm − θ∗)TMm(θm − θ∗) ≤ c2m, ∀m = 1, 2, . . . k
}
,
and ξ̄k as the complement of ξk. Given ξk(t), the algorithm yields a round regret E[R
αγ
t |ξk(t)]
that is upper bounded by E[f(Sopt, w∗)− 1αγ f(St, w
∗)], and yields at most L−K otherwise.
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In summary, we have





in an exploitation round t.
Let λd(Mk) be the smallest eigenvalue of Mk and recall λ
◦
min is the smallest eigenvalue
of the feature covariance matrix of the exploration nodes defined in Assumption 3.3.





cumulative covariance matrix Mk in every epoch. We provide a lower bound on the increase
in λd(Mk) after every epoch in the following lemma by [101].
Lemma 3.4 Let M and E be d×d symmetric matrices and denote λi(A) as the i-th biggest
eigenvalue of any matrix A. Then
λi(M) + λd(E) ≤ λi(M + E) ≤ λi(M) + λ1(E), ∀i = 1, · · · , d.




e , then when i = d, we have by the first
inequality in Lemma 3.4 that λmin(Mk) ≥ λmin(Mk−1) + λ◦min. By telescoping, we have
λmin(Mk) ≥ λ◦mink.
Let ε > 0 be the stability parameter in Assumption 3.5 such that A(θ, α) = A(θ∗, α) for
all ‖θ − θ∗‖ ≤ ε. Define the confidence region Ck in epoch k as
Ck :=
{
θ : (θ − θk)TMk(θ − θk) ≤ c2k
}
.
Since λmin(Mk) ≥ λ◦mink, if θ∗ ∈ Ck, then we have




Since c2k = O(log(tk)) and tk = O(k2), we have c2k = O(log(k)). As a result, g(k) =
c2k
λ◦mink
is a monotone decreasing function where k is the number of epochs. Let k0 be the smallest
integer such that g(k0) ≤ ε2.
Now consider any exploitation round t after the k0-th epoch, that is, t ≥ tk0 +d. Assume
that θ∗ ∈ Ck(t). Then we have ‖θ∗ − θk(t)‖2 ≤ g(k0) ≤ ε2. Therefore, for any t such that
T ≥ t ≥ tk0 + d, under the favorable event
ξk(T ) = I
{
(θm − θ∗)>Mm(θm − θ∗) ≤ c2m, ∀m = 1, 2, . . . k(T )
}
,
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we have
‖θk(t) − θ∗‖ ≤ ε for all tk0 + d ≤ t ≤ T, (3.25)
which implies for all exploitation round t ∈ {tk0 + d, · · · , T},


















where the first inequality comes from the definition of the (α, γ)-oracle and the last equality
comes from Assumption 3.5, the stability of the solution in parameters. Therefore, for an
exploitation round t ∈ {tk0 +d, · · · , T}, the regret is nonzero only under the complement of
the favorable event ξk(T ), in which case it is at most L−K. Hence, for every exploitation
round t ∈ {tk0 + d, · · · , T},
E[Rαγτ ] ≤ P(ξ̄k(T ))[L−K].
Finally, we combine all the preceeding steps to derive the average regret. It is clear that
Rαγt ≤ f∗ for all t ≤ tk0 − 1. Also, from above, we have that for all exploitation round
t ≥ tk0 + d and t ≤ T , E[R
αγ
t ] ≤ P(ξ̄k(T ))[L −K]. Furthermore, for all exploration round
t ≥ tk0 , we have E[R
αγ
t ] ≤ L− 1.
For total number T of rounds, let k(T ) be the number of epochs there are over T rounds.

























P̄(ξk(T ))[L −K] is an upper bound on the regret over the exploitation
rounds after epoch k0.
Let |E| be the total number of edges in G. To bound ZT , we extend Lemma 2 in [100]
and prove the following bound on P(ξ̄k(T )):
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we have P(ξ̄k) ≤ δ.
The proof to Lemma 3.5 is given in Section 3.10.2.3. Note that by choosing δ = 1T (L+1−K)
and ck(T ) =
√






P̄(ξk(T ))[L−K] ≤ [L−K] · T · P(ξ̄k(T )) ≤ 1.









(tk0 − 1)f∗ + 1 + d(k(T )− k0)(L− 1)
}
.
Let T →∞, as (tk0−1)f∗+1 is a constant and (k(T )−1)d+(k(T )−1)((k(T )−1)q+1)/2 <







E[Rαγt ] = lim
k(T )→∞
d(k(T )− k0)(L− 1)















with number of rounds T →∞, which completes the proof.
3.10.2.3 Proof of Lemma 3.5
Proof of Lemma 3.5: We first fix an ordering on the nodes π : V → [N ]. For any round
t ≥ 1, denote the set of observed nodes as Vot with |Vot | = Jt. Recall that, in round t,
each node is associated with an activation time τt(v) ∈ {0, 1, . . .∞}. Together with the
pre-fixed nodes ordering π, we order the observed nodes in round t as vt1, · · · , vtJt . In this
way, we obtain a lexicographical ordering (t, j) for all observed nodes first t rounds with
j = 1, · · · , Jt.
For any t = 1, 2, · · · and j = 1, · · · , Jt, we define x̄t(vtj) =
∑
u∈At(vtj)
x(u, vtj) be the sum
of features from vtj ’s relevant parents in and yt(v
t
j) = 0, 1 representing the activation outcome
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on node vtj in round t. At the beginning of round (t, j), v
t
j is conditionally deterministic





>θ∗. Thus, ηt,j ’s form a martingale difference
sequence (MDS), and are bounded in [−1, 1]. Thus, ηt,j ’s are conditionally sub-Guassian
with R = 1.
Suppose we have nk observations up to epoch k. We index them by i = 1, · · · , nk by the





and ηt,j as x̄i, yi and ηi for ease of notation. Then the covariance matrix Mk and reward rk




i + λII and rk =
∑nk




ηi · x̄i =
nk∑
t=1






∗ = rk − (Mk − λII)θ∗.
Therefore,
‖θk − θ∗‖Mk = ‖M
−1
k rk − θ









As Algorithm 1 has run k epochs with nk observations, the trace of Mk can be bounded as











‖x̄i‖2 ≤ λId+ nk,
where the last inequality is due to the Assumption that ‖x̄i‖2 ≤ 1.


























Hence, for all t = 1, 2, . . . , we have










ηi · x̄i‖M−1k + λI‖θ
∗‖M−1k .
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Recall that ηi’s are conditional sub-Guassian random variables with R = 1. By Theorem 1













, for all t = 1, 2, . . .
Thus, we obtain with probability at least 1− δ, for all t ≥ 0
‖θk − θ∗‖Mk ≤
√






















where we plug in det(Mk) ≤ (λI + nkd )
d and use the fact that nk ≤ (tk + d)|E| in the last






















which completes the proof.
3.10.2.4 Proof of Theorem 3.3
Proof of Theorem 3.3 Suppose the algorithm has run k epochs, by preceding anal-
ysis,under the favorable event ξk =
{
(θm − θ∗)TMm(θm − θ∗) ≤ c2m, ∀m = 1, 2, . . . k
}
, we
have ‖θk − θ∗‖ ≤ O(
√
log k
k ).Furthermore, from Lemma 3.6 given in Section 3.10.2.5, we
have that under ξk, ‖βk − β∗‖ ≤ O(
√
log k
k ) with probability at least 1− (d
′ + 1)/kq+1.




k )}. Under ψk, we have ‖θk−θ
∗‖ ≤ O(
√
log k/k) and ‖βk−β∗‖ ≤ O(
√
log k/k). We
define ψ̄k as its complement. By union of probability, it is clear that P(ψk) ≥ 1−(d′+2)/kq+1
and P(ψ̄k) ≤ (d′ + 2)/kq+1.
Let k0 be the minimal number of epochs required to achieve the condition ‖θk−θ∗‖ ≤ εθ
and ‖βk − β∗‖ ≤ εβ. It is clear that Rαγt ≤ f∗ for all t ≤ tk0+1 − 1.
From our stability Assumption 3.9, for an exploitation round t such that T ≥ t ≥
tk0 + d + d
′, the regret is nonzero only under the complement of the favorable event ξk(T ),
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in which case it is at most L−K. Hence, for all exploitation round t ∈ {tk0 +d+d′, · · · , T}
E[Rαγt ] ≤ P(ψ̄k(T ))[L−K].
Furthermore, for all exploration rounds t ≥ tk0 , we have E[R
αγ
t ] ≤ L− 1.
For any total number of rounds T , let k(T ) be the number of epochs there are over T
























P(ψ̄k(T ))[L−K] is an upper bound on the regret over the exploitation
rounds after epoch k0.
By Lemma 3.5, we have
ZT ≤ [L−K] ·
T∑
t=tk0
·P(ψ̄k(T )) ≤ L−K.









(tk0 − 1)f∗ + (d+ d′)(k(T )− k0)(L− 1) + (L−K)
}
.
Let T →∞. Note that the index of the first round in each epoch k is tk = O(kq+1). As







E[Rαγt ] ≤ lim
k(T )→∞








We conclude that the average cumulative regret of Algorithm 2 is bounded by O(T−q/(q+1)),
with number of rounds n→∞.
3.10.2.5 Lemma 3.6 and its proof
Lemma 3.6 Under the favorable event
ξk = I
{
(θm − θ∗)TMm(θm − θ∗) ≤ c2m, ∀m = 1, . . . k
}
,
we have ‖βk − β∗‖ ≤ O(
√
log k
k ) with probability at least 1− (d
′ + 1)/kq+1.
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Proof. Recall that in each epoch m, after finish all the exploitation rounds, we estimate









‖p+t (v, θm, β)− y
+
t (v)‖2 + λ‖β‖2, (3.28)
where
p+t (v, θ, β) = x
>









We use p+t (v, θm, β) instead of p
+
t (v, θ
∗, β) in (3.28) because we do not have access to
the real θ∗. Thus, the error in estimating θ∗ using θm would affect the estimation of β
∗ as
well.











where the randomness comes from Bτt(v)−1 and B
+
τt(v)−1 in round t and τt(v) is the random
step in which node v is activated in round t. Note that this term does not depend on β.
Then we can write p+t (v, θ, β) as
p+t (v, θ, β) = x
>
+(v)β + (1− x>+(v)β − x>−(v)β) · at(v, θ)
= [(1− at(v, θ))x+(v)− at(v, θ)x−(v)]> β + at(v, θ).
Now let
xt(v) = (1− at(v, θ∗))x+(v)− at(v, θ∗)x−(v),










> + λI. (3.29)
Assume |x(e)>θ∗−x(e)>θk| ≤ O(
√




log(k)/k) for all v activated in round t as well. That is, there exists a scalar
εtv such that at(v, θk)− at(v, θ∗) = εtv and |εtv| ≤ O(
√
log(k)/k).
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∥∥∥zt(v, θm)>β + at(v, θm)− y+τ (v)∥∥∥2 + λ‖β‖2.
Suppose that there are nk observations involved in the preceding Ridge Regression, and
we index them as i = 1, · · · , nk. For the i-th observation, we also denote the corresponding




τ (v) as xi,+, xi,−, xi, zi, ai(θ), εi and y
+
i
for ease of notation. Then βk can be equivalently expressed as
























where Vk is defined in Eq.(3.29). Moreover, as y
+
i ∼ Bern(x>i β∗+ ai(θ∗)), it can be written




∗) + ηi where
ηi =

1− ai(θ∗)− x>i β∗ with probability x>i β∗ + ai(θ∗),
−ai(θ∗)− x>i β∗ with probability 1− x>i β∗ − ai(θ∗).




























− λV −1k β
















− λV −1k β
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zi(xi − zi)>β∗‖V −1k︸ ︷︷ ︸
Q1
+λ1/2‖β∗‖V −1k + ‖
nk∑
i=1





ziεi(θ)‖V −1k︸ ︷︷ ︸
Q3
 .









































































nk · trace(Id×d) =
√
nkd.




log k/k). By definition,
we have
|εi(θ)| = |ai(θ)− ai(θ∗)| ≤ O(‖θk − θ∗‖) ≤ O(
√
log k/k).
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where the last inequality follows from the Assumption that ‖zi‖22 ≤ 1. Therefore, with































Dividing both sides by ‖βt − β∗‖Vk , we conclude with probability at least 1− δ,















Recall that the algorithm has run k epochs consisting of kd exploration rounds for
weights, kd′ exploration rounds for autonomy factors, and k(kq + 1)/2 exploitation rounds.
Note that the autonomy factors are estimated by observations from corresponding explo-
ration rounds, and the number of observed edges in each round is no more than |E|. Clearly,
we have nk ≤ kd′|E|. Plugging in the number of nk into the preceding inequality, it is easy
to see
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Moreover, by Lemma 3.7 given in Section 3.10.2.6, we have λmin(Vk) ≥ Ω(k)λautomin with
probability at least 1− d′/kq+1. For any δ > 0, we obtain





















with probability at least 1 − d′/kq+1 − δ. By choosing δ ≥ 1/kq+1, we conclude that
‖βk − β∗‖ ≤ O(
√
log k
k ) with probability at least 1 − (d
′ + 1)/kq+1, which completes the
proof.
3.10.2.6 Lemma 3.7 and its proof














That is, with probability at least 1− d′/kq+1, λmin(Vk) ≥ Ω(k)λautomin .
Proof. Consider the d′ exploration nodes vautoi , i = 1, ..., d
′ that are used to update the
belief on β∗. For each vautoi , let S
auto
i be the set of parent nodes of v
auto
i with the smallest
indices such that |Sautoi | = min{|Nin(vautoi )|,K}. Recall that in the i-th exploration round




w(u, vautoi ), v
auto
i is activated in time step 1; given v
auto
i is activated, the
probability that it turns positive is 1− x>−(vautoi )β∗.
Suppose the algorithm has run k epochs, let Z1, · · · , Zd′ be the number that node vautoi












− (q + 1) ln k
)
= 1− 1/kq+1.
By union of probability, we have
P
(




k ln k, i = 1, · · · , d′
)
≥ 1− d′/kq+1.





k · wautoi −
√
q+1
2 k ln k
)
· x−(vautoi )x−(vautoi )>, it is easy to see Vk 
Zautok with probability at least 1 − d′/kq+1. Then we conclude with probability at least
1− d′/kq+1,
































· λautomin ≥ Ω(k) · λautomin ,









>) = λautomin ,
and the last inequality comes from the fact that k · wautoi −
√
q+1
2 k ln k ≥ Ω(k).
3.10.3 Other auxiliary results
3.10.3.1 Lemma 3.8 and its proof
Lemma 3.8 For any set of cardinality K and any edge weights p, let Sopt(p) be the optimal
size-K seed set. Then the optimal expected reward f(Sopt(p), p) is continuous in p.
Proof. First of all, for any fix seed set S, it is easy to see f(S, p) is a continuous function
with respect to p. Let Sopt(p1) and S
opt(p2) be the optimal size-K seed sets corresponding
to edge weights p1 and p2 respectively. For p1, p2 arbitrary close, if S
opt(p1) = S
opt(p2),
then |f(Sopt(p1), p1)− f(Sopt(p2), p2)| can be bounded by a number small enough since the
two functions share the same seed sets and are continuous in the diffusion probability.
For δ > 0 and p1, p2 such that ‖p1 − p2‖ ≤ δ, we consider the case where Sopt(p1) 6=
Sopt(p2). It is clear that
f(Sopt(p1), p2) ≤ f(Sopt(p2), p2) and f(Sopt(p2), p1) ≤ f(Sopt(p1), p1).
Without loss of generality, suppose f(Sopt(p1), p1) ≥ f(Sopt(p2), p2), then we obtain
f(Sopt(p1), p1) ≥ f(Sopt(p2), p2) ≥ f(Sopt(p1), p2).
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Again, for fixed seed set Sopt(p1), by continuity of f(S
opt(p1), p) in p, there exists ε > 0
sufficient small such that
|f(Sopt(p1), p1)− f(Sopt(p2), p2)| ≤ |f(Sopt(p1), p1)− f(Sopt(p1), p2)| ≤ ε.
This way we conclude that f(Sopt(p), p) is a continuous function with respect to p, which
completes the proof.
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Algorithm 2: Influence Maximization LT-N
Input: graph G, seed set cardinality K, exploitation parameter q, ORACLE, feature
vector x(e)’s, x+(v), x−(v)’s, λI , λ.
Initialization: reward r0 ← 0 ∈ Rd, corvariance matrix M0 ← λII ∈ Rd×d
for epochs k = 1, 2, · · · do




set Mk ←Mk−1, rk ← rk−1
for t = tk, · · · , tk + d− 1 do
choose St = {head(eoi )} where eoi ∈ Do.
for v ∈ V such that observation status of v is observed do
update Mk ←Mk + x̄t(v)x̄Tt (v) and rk ← rk + x̄t(v)yt(v)
end for
end for
set θk = M
−1
k rk
for t = tk + d, · · · , tk + d+ d′ − 1 do
choose St = the set of min{|N in(vautoi )|,K} parent nodes of vautoi that have the
smallest indices. Observe signs of activated nodes.
end for







‖p+t (v, θk, β)− y
+
t (v)‖2 + λ‖β‖2
for t = tk + d+ d
′, · · · , tk+1 − 1 do
choose St ∈ ORACLE(G,K,wθk , qβk)
end for
end for
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Algorithm Meaning
bgg dgr Seed five nodes that have maximum out-degrees in each round
rdm Seed five different randomly sampled nodes in each round
grd kw
Seed five nodes selected by approximate greedy oracle with known
true edge weights in each round
grd explr q=1 Algorithm 5 with q = 1
grd explr q=2 Algorithm 5 with q = 2
grd explr q=3 Algorithm 5 with q = 3
grd splt
A comparison learning and seeding algorithm that assigns node
observations equally to the contributing edges when updating beliefs
Table 3.1: Summary of algorithms tested in the numerical experiments
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Chapter 4
Revenue Management in Product
Network
4.1 Introduction
Over the past few years, e-commerce has been drawing significant attention from various
research communities including Computer Science, Machine Learning and Operations Man-
agement. With the development of data analytics, many decision problems in e-commerce,
including recommendation, promotion and pricing, and category-planning problems, are
beckoning further research, inspired by the opportunities and challenges that are faced by
retailers such as Amazon, Ebay, Walmart, etc, that own significant amounts of consumer
data. One of main hurdles of drawing upon this data to innovate decisions is a scalable way
to capture complementarity relationships among products.
Consider for example, a retailer who wishes to make use of one of the most detailed and
telling sources of information about a consumer, namely his or her browsing and purchase
history. Knowing what the consumer has viewed or bought in the past, the retailer wishes
to influence the consumer’s behaviors in the future. As an example, the retailer wishes to
make personalized recommendations about products. For instance, it might surmise that
a consumer who bought a dining table is likely to be furnishing her home, and might be
interested in viewing suggestions for living-room decors or kitchen appliances. Intuitively,
a personalized and informed suggestion would have a much greater chance of success than
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a generic recommendation. More obviously, knowing past purchases, a retailer can avoid
suggesting similar products, or their close substitutes. Thus complementarity relationships
with respect to past purchases are important considerations.
Complementarity relationships among new, un-purchased products, are also important.
With tens of thousands of product categories that are potentially available at an e-commerce
website, it is rarely possible to suggest a product from each category. Thus the above retailer
must select a few representative products to highlight. The complementarity relationships
among the products selected determine the diversity and synergy of the overall suggestion.
Diversity can increase the probability of there being a purchase of any kind. For example, a
consumer who passes up a suggestion for ice-cream, might find chocolate tempting instead;
a consumer who cannot afford a premium coffee machine might choose an economy option.
Synergy can increase the probability of a consumer making multiple purchases due to the
complementarity nature of the products. For example, a consumer buying a crib is likely
to purchase diapers at the same time.
Consider next, a retailer who wishes to make promotion decisions. Complementarity
again plays a significant role in these decisions, whenever more than one product category
is offered. Promotions and pricing almost always impact sales in complementary product
categories. Thus, companies routinely promote or price products with careful consideration
for complementary purchases. For example, printers are usually priced low, with little
to no profit margin. Instead, companies make most of their profits on catridges, so that
“even the cheapest ink in replacement cartridges ... costs more than twice as much as Dom
Pérignon Champagne” [20]. Other examples are glucose meters and glucose test strips, and
razors and blades. Promotion and pricing decisions become significantly harder when more
products are involved. For example, Walmart is known to provide coupons at checkout,
based on customers’ cart content, to induce them to make additional purchases that are
complementary to products already in the cart [2]. In this case, many complementary
relationships must potentially be considered simultaneously.
As a third example, consider a retailer who must make a decision about which categories
of products to carry. This category planning problem is of almost universal concern. For
example, all brick-and-mortar stores need to consider how to maintain variety to fulfill
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consumers’ demands and increase their attractiveness. Due to space restrictions in stores,
they must select a limited number of categories to carry. E-commerce retailers are in
principle able to list every possible category on their website. However, they still suffer
from space limitation in warehouses. In fact, it is a pressing problem for most e-commerce
companies to decide which categories should be stored in warehouses that are close to
markets to facilitate expedited shipping. An example is Amazon Prime. Amazon Prime
offers a select portion of products for which it guarantees fast delivery to its members. The
products offered in Amazon Prime must be stored in warehouses near markets in order to
enable fast delivery. In this case, the decision to include categories eligible for Amazon
Prime increases demand for those categories, but the products in complementary categories
also benefit. Thus, to make optimal decisions, complementarity must be taken into account.
While complementarity relationships are critical considerations in many revenue man-
agement decisions, they also present huge challenges. To capture these relationships requires
models that are sufficiently rich to represent reality, yet sufficiently compact and structured
to support estimation and optimization. At present, this is a long-standing open problem.
In this chapter, we introduce the first tractable modeling and analytical framework to
capture how various conditions, including complementarity, influence present purchases.
Our model is a variation of Independent Cascade (IC) Models [50], which have been widely
used in investigating complex networks, such as social networks. In an IC model on a
network graph, all nodes are either active or inactive. A node remains active once it is
activated. Influence spreads over the network in a sequence of infinitely many discrete
time steps. A set of nodes called a seed set may be activated at time step 0. At time
step t + 1, nodes that are activated at time t attempt to activate their inactive neighbors
independently with certain probabilities. A node that is activated at t can only take at
most one attempt to activate a neighbor through an edge. This attempt occurs at time step
t+ 1. If the activation succeeds, the neighbor becomes active and will attempt to activate
its own neighbors at time step t + 2. If the activation fails, this neighbor will never be
activated again by this node. The IC model captures the spread of influence from a seed
set over the complex network.
We model products and product categories as nodes in a connected network. Past pur-
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chases and recommended products are sources of influence in this network. As influence
spreads, additional products are activated, or purchased. In our application, influence can
be persistent, dissipating slowly over time, rather than being completely ephemeral. For
instance, a product purchased may prompt a consumer to make a purchase in a complemen-
tary category for some time. This form of influence spread is more appropriately captured
by a model that allows each node to have multiple attempts at activating its neighbors over
time. Thus, we introduce for this application the first Multi-attempt Independent Cascade
(MAIC) model, which allows multiple attempts at activation on every edge in the network.
We validate our model using the Amazon Review data set [67], which contains product
reviews and metadata from Amazon from May 1996 to July 2014. We calibrate the influence
probabilities using maximum likelihood estimation on the historical data, and then evaluate
our model by predicting the probability of future purchases. Our classifier obtains Area
Under Curves (AUC) of over 80% on out-of-sample consumers. This result empirically
supports its success in modeling purchasing decisions on this data set.
After validating our model on the data, we prove that in our framework, several fun-
damental problems involving complementary products, such as promotion pricing, product
recommendation, and category planning can be formulated as sub-modular maximization
problems. More specifically, they are generalizations of influence maximization problems
that are known to be NP-hard [50]. However, they admit tractable algorithms that achieve
a relative performance of 1 − 1/e times that of an optimal solution when the objective
function is monotone [70; 71], and a relative performance of (1/3− ε) times the optimal so-
lution when the objective function is not [32]. We call these problems revenue-maximization
problems to distinguish them from classical influence-maximization problems.
Another challenge we tackle is a variation of the problems in which the influence prob-
abilities are unknown and must be learnt. Learning the diffusion probabilities proves to be
a hard problem. In the literature, most works assume we have access to the realization of
edge activations in the diffusion process [100; 57], called edge-level feedback. In this case,
for any activated node, we have explicit information about which neighbor triggers this
activation. Edge-level feedback is widely used in investigating social networks but turns
out to be unsuitable for our applications. In contrast to edge-level feedback, we focus on
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node-level feedback models [36; 83; 72; 97] where we are only able to observe the status of
nodes rather than edges.
The few available existing works on node-level feedback have focused on developing
heuristics, such as Partial Credits [36] or Expectation Maximization (EM) [83], to obtain
estimates for the true activation probabilities. Apart from them, [97] proposes a gradient-
descent algorithm to find the maximum likelihood estimator. However, none of these papers
has been able to obtain a theoretical guarantee on the performance of algorithms. In
particular, the theoretical performance of the maximum likelihood estimator is unknown.
Under node-level feedback, when more than one edges attempt to activate the same
follower node, we are only able to observe their combined effect instead of the outcome
on every edge. For this reason, in some extreme cases where multiple edges that share a
common follower tend to be activated together, classical learning algorithm such as UCB and
Thompson Sampling are only able to get accurate estimation of the combined probabilities,
rather than that for every single edge. At the same time, to obtain an approximate solution,
existing algorithms require as inputs the influence probabilities on every edge rather than
the combined probabilities. Thus, well-designed learning algorithms that are guaranteed to
learn the diffusion probabilities for every single edge are required for node-level feedback
models.
For an edge e ∈ E with feature xe, we first assume that the influence probability takes
the form pe = 1− exp(−x>e θ∗). This form was first proposed in [97] and is widely adopted
in node-level learning. In this scenario, the likelihood function remains concave so that
a global maximizer can be obtained. Our contributions to node-level online learning are
three-fold. First, given node-level observations, we are the first to show how to construct
a confidence region around the maximum likelihood estimator. This problem has not been
tackled thus far, due to the nonlinearity and other hard intrinsic mathematical structure of
the resulting likelihood function. Second, we investigate the network structure and prove
that when the estimated influence probabilities are sufficiently accurate, we can obtain a
(1−1/e)- or (1/3−ε)-approximation to the corresponding optimization problem, depending
on whether the problem has a monotonicity property. That is, we can solve the optimization
problem as well as if we knew the true influence probabilities. Using this elegant result,
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we propose a learning algorithm that incurs zero cost in exploitation beyond a certain
point. This property reduces the cumulative regret significantly. Third, we propose a
class of online algorithms that learn the influence probabilities from observations and make
personalized decisions to promote, recommend, or plan categories over time. We prove
that our algorithms achieve a scaled average regret bound of O(1/n−q/(q+1)) for all three
problems, for an integer q > 0 that is dependent on the ratio of exploration to exploitation
rounds. By setting q to be sufficiently large, this regret approaches the best-possible regret
O(n−1), and significantly improves on the best known O(log n/
√
n) bound for edge-level
IC learning algorithms. Thus, we also establish a new method and a new benchmark for
online learning with node-level IC models.
Finally, we consider the general scenario where the influence probabilities do not take
the preceding specialized form but may be modeled with other functions such as pe =
1/(1 + exp(−x>e θ∗)) instead. Under this scenario, the likelihood function becomes non-
concave, which makes it intractable to obtain a global maximizer. To overcome this non-
convexity, we develop a novel methodology which uses single-active-parent observations
to update the estimates and preserve concavity of the likelihood. Moreover, with general
diffusion probabilities, we propose a class of online node-level learning algorithms that also
achieves an O(1/n−q/(q+1)) average regret for an integer q > 0 that is dependent on the
exploration against exploitation ratio.
4.2 Related Works
Problems concerning complementary products have been studied by authors from different
communities, including Computer Science, Machine Learning, and Operations Management
communities. Several practical approaches have been proposed, which we summarize below.
Recommendation for Relevance. Personalized recommendation systems have been
mostly studied in the Computer Science community, using four approaches: content-based
filtering [75], collaborative filtering [85], knowledge-based recommendation [93], and hybrid
methods [21]. The methods work well when the sole objective is relevance, but they do not
work well for other objectives such as revenue maximization. There are two major limita-
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tions to these methods. One is that many substantial factors in influencing co-purchases,
such as assortment, pricing, promotions, etc., are not captured by them. The other is that
these methods above tends to recommend relevant products, which are not necessarily op-
timal products to recommend to maximize revenue. Two possible reasons are that 1) they
are likely to be purchased eventually and therefore do not need to be recommended; and 2)
they might not be as profitable as other products. Our model is designed to address these
issues.
Content-based Filtering [34; 79; 42; 80; 29] makes use of consumer information and
product characteristics, such as price, brand, color and quality. A learning model is
then used to predict preferred for products based on each consumer’s profile. However,
this method does not account for relationships among products, and also typically
requires very large amounts of data to be effective.
Collaborative Filtering [52; 11; 49; 74; 106] is based on clustering consumers with sim-
ilar purchase histories. consumers with similar histories are assumed to have similar
preferences. This method is widely used in practice [61], but can only be used after
gathering lengthy purchasing histories from many consumers [17; 60].
Knowledge-based Systems are designed by experts. The information are gathered by
specifically designed methods, such as surveys. They are effective in many settings
such as real estate, but are not constructed systematically and have limitations in
utilizing insights from large-scale data.
Hybrid methods [21; 68; 62; 87; 4; 40] combine the three methods above. By doing so,
certain shortcomings, such as the cold-start problem of collaborative filtering, can be
avoided. However, hybrid methods tend to be complex and ad-hoc.
Empirical Studies. Much work has been done to model consumer behaviors in the Eco-
nomics and Operations Management literature, especially on modeling co-purchasing be-
haviors. While these works help to identify complementarity, they do not propose any model
to support optimization in the presence of complementarity.
Co-purchasing behaviors can be characterized using substitute and complementary re-
lationships among products. A substitute product is a product that can be used in place
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of another. Substitute products are perceived as similar or comparable to each other from
the perspective of every consumer. In contrast, complementary products are perceived as
being different from each other. Thus, complementary products are likely to be purchased
concurrently. We say that the consumption of one product might the stimulate demand for
one or more of its complements.
To discover complementary and substitutable relationships in Amazon review data, [67]
examines consumers’ browsing and purchasing histories. They deem a product substitutable
to another if the two products are often viewed together by consumers, and as complemen-
tary to another if the two products are often bought together. They build a complementary
product network to characterize the global purchasing behaviors for consumers when mul-
tiple distinct products are offered.
Assortment Planning and Pricing. Classical assortment-optimization models [38; 45;
31; 51; 44; 41] assume that categories are independent, and consider only substitutable
products within each category. More recent works consider cross-category interactions,
where the authors attempt to capture complementarity relationships among categories.
Apart from complementarity, noisy factors such as purchase incidence outcomes [64; 25;
26] and store or brand preference [90; 81] affect the purchasing outcomes as well, and are
dealt with by sophisticated models. The works in purchase incidence outcomes assume the
co-purchasing activities occur not only from the complementary nature of products, but
also from a co-incidence of factors, such as similar purchase cycles (e.g. beer and diapers)
and other unobserved factors (e.g. consumer movements through a store). The works in
store or brand preferences study the preference between two complementary products and
its effect on consumer’s purchasing behaviors, which are further used to design optimal
assortments.
Most retailers stock products in multiple related categories. When a retailer sells prod-
ucts in multiple categories, it must take into account cross-purchasing effects in order to
develop an optimal pricing strategy. Several recent works aim to develop a framework for es-
timating cross-purchasing effects at the category level [64; 82; 27; 56; 55] and brand level [98;
89]. Given estimates of the cross-category effects, it is possible under these frameworks to
solve for optimal prices and compute the effect of price promotion on profits given certain
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assumptions. Game-theoretic approaches [99; 105; 88] are commonly used to find pricing
strategies.
The major shortcoming for most of the existing works in assortment planning and pricing
is that they scale poorly when the number of products considered is large. Consider two
complementary pairs of products (A,C) and (B,C). For any given consumer, let uA,C and
uB,C be the corresponding increments in C’s utility when product A or B is purchased,
and let uA&B,C be the increment utility of C when both A and B are purchased. In most
real-world scenarios, the increments in utilities are non-additive and follow a nonlinear
relationship. That is, uA,C + uB,C 6= uA&B,C . Due to this nonlinearity, suppose we wish
to estimate the impact of n distinct pairs of complementary products (A1, C), · · · , (An, C),
the explicit incremental utilities of 2n combinations among {A1, · · · , An} to C are required
to be derived, which is intractable when a large number of products is involved.
Lastly, while the above models capture simultaneous demands across different categories,
and thus enable the framing of optimization problems involving such demands, they cannot
be used to reason about the impact of past purchases on future purchases. In contrast, our
model allows us to capture both simultaneous demand across categories, as well as demands
that are dispersed in time across these categories.
Category Planning. Apart from pricing, the categories offered in each store also influences
consumers’ shopping decisions significantly. The diversity of categories carried increases the
stores’ attractiveness to consumers as their demands are more likely to be fulfilled. Authors
in [8; 48] assume the value of categories are identical, and investigate the relationship
between store utilities and the number of categories they carry. The assumption made is
too simplistic, as the values of distinct categories tend to be distinct in reality.
Due to the limit on capacity of retailers, it is also important to determine the value
that each category provides to the consumers in the process of purchasing, thereby enabling
retailers to use their product offering like a portfolio that attracts shoppers while profitably
generating revenue. [19] considers how consumers respond to retailer’s market making
decisions. They identify which categories are most important to consumers’ store choice
decisions and help determine in which category the retailers should provide superior value.
These works evaluate the value of distinct categories are evaluated in isolation. Ulti-
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mately, they do not provide an analytical framework to estimate the integrated impact of
these important categories.
Online Learning & Influence Maximization. Independent Cascade (IC) and Linear
Threshold (LT) [50] are two widely studied models for Influence Maximization (IM). Clas-
sical IM problems consider the spread of influence over a network G = (V, E), where a unit
reward is obtained when a node v ∈ V is influenced. The goal of IM is to maximize the ex-
pected reward, or expected number of influenced nodes, subject to a cardinality constraint
on the seed set S. Although finding the best set S is an NP-hard problem, under both IC
and LT with cardinality constraints, the objective function is monotone and sub-modular
with respect to S. Thus, the problems can be efficiently solved to within a factor of (1−1/e)
[71].
In scenarios where the influence probabilities are unknown, online IM bandits [95;
24] frameworks have been proposed, where an agent needs to actively interact with the
network and update her estimates based on observations. Depending on the feedback to
the agent, IC bandits can be classified as edge-level feedback [100; 57] where the states of
both influenced edges and nodes are observed; or node-level feedback [36; 83; 72; 97] where
only the states of nodes can be observed. Node-level feedback IC provides access to much
less information compared with edge-level models. Up to now, it has been a challenging
problem to accurately estimate influence probabilities based on node-level observations.
Heuristic approaches such as Partial Credit [36] and Expectation Maximization [83] have
been proposed to obtain estimates of influence probabilities. Maximum Likelihood Esti-
mation has also been applied to obtain estimates, yet no theoretical guarantees have been
derived for these estimates. Several fundamental problems under node-level feedback, such
as the derivation of theoretical guarantees for the maximum likelihood estimator, and the
design of efficient learning algorithms, have remained largely unexplored.
Compared to an IC model, in an LT model, the activation of each component u con-
tributes a non-negative weight wu,v to its neighbor v. For a specific node v, once the sum of
all contributions
∑
wu,v exceeds a uniformly drawn threshold δv ∈ [0, 1], the node becomes
active. Thus, under a LT model, only node-level information can be observed. The authors
in [96] develop a gradient-descent approach to obtain the maximum likelihood estimator,
CHAPTER 4. REVENUE MANAGEMENT IN PRODUCT NETWORK 94
yet they do not establish any theoretical guarantees. Based on the linear sum property,
[103] estimate the influence probabilities by Ordinary Least Square (OLS) and analyze its
theoretical performance. They further develop an exploration-exploitation algorithm to
learn the probabilities and select seed sets. However, when multiple nodes u ∈ B attempt
to influence a specific node v at the same time, contrary to the nice linear sum
∑
u∈B wu,v
in LT, the combined influence probability in IC models takes a complicated non-linear form
pv = 1−
∏
u∈B(1−pu,v) so that OLS is not applicable. MLE approaches have been proposed
to deal with non-linearity [97] yet no guarantees have been established.
4.2.1 Personalization
Our model is personalized in the sense that, although the model can be used to describe
a population of consumers, the model can be fitted to capture the unique characteristics
and history of each consumer, whenever there is information available. This information
can be learned and stored in a compact way. The resulting model can be solved to find
personalized solutions, such as personalized promotions and personalized recommendations.
4.3 A Simple Model for Complementary Products
In the rest of this chapter, we generalize the Independent Cascade model, in order to describe
the co-purchasing behaviors of consumers. We show that co-purchases can be viewed as a
spread of product acquisitions that diffuses stochastically over a network of complementary
products, with the strength of complementarity relationships quantitatively affecting the
speed and certainty of this diffusion.
4.3.1 Classical Independent Cascade (IC)
An IC model captures the spread of influence from a set of nodes called the seed set over a
complex network. IC has become a very popular approach to model the spread of informa-
tion on social networks. Based on this succinct model, many problems have been studied in
depth, most notably the problem of maximizing the expected influence by choosing a seed
set of limited cardinality [50].
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In an IC model on a network graph, all nodes are either active or inactive. A node
remains active forever once it has been activated. A cascade can be initiated on the network.
The cascade occurs in a series of discrete time steps. A set of nodes called a seed set is
activated at time step 0. At time step t+1, nodes that were just activated at time t attempt
to activate their inactive neighbors independently with certain fixed probabilities associated
with the corresponding edges. A node that is activated at time step t can only take at most
one attempt to activate a neighbor through the edge connecting them. This attempt occurs
at t+1. If the activation succeeds, the neighbor becomes active and will attempt to activate
its own neighbors at time t+ 2. If the activation fails, this neighbor will never be activated
again by the same node.
4.3.2 Complementary Product Network and Multi-Attempt Independent
Cascade Model
We adapt the IC framework to capture the co-purchasing behavior for a specific consumer
as follows. We consider a set of products that are partitioned into distinct categories.
Formally, a category is a set of products that are substitutable for each other. We assume
that a consumer will only make at most one purchase within each category. Examples of
distinct categories are computers, keyboards, inks, and pens.
We model complementary relationships at the category level. First, we define a directed
graph D = (V, E) with a node v for every category. Let V be the set of all nodes. All
categories are potentially complementary to each other, albeit to different degrees.
It is worth noting that, although there are works investigating complementary relation-
ships among products using a complementary product network, such as [66], few of them
make full use of the network structure. Existing works only consider complementary rela-
tionship for a limited number of products, such as two or three, and design strategies to
maximize the revenue obtained from those products. In contrast, our model is scalable to
a large number of categories that are typically found in real-world applications.
Consider two distinct categories v and u. If a purchase of a product in v is followed by
a purchase of another product in category u with probability pv,u > 0 for the consumer,
within some time interval that is fixed for the model called the time step, then we construct
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a directed edge e = (v, u). We say that the activation probability is p̄(e) = pv,u on the
edge (v, u). If the activation probability is 0 then we can remove the edge without loss of
generality. Let E be the collections of all directed edges.
We model the consumer’s co-purchasing decisions over time as a cascade, that is, a
discrete-time process occurring at time steps t = 0, 1, 2, · · · , T , that spreads through the
network. The constant T , called the time window, can be chosen to suit the scenario being
modeled. We represent the user’s prior purchases by a seed set chosen at time 0, -1, -2
. . . , that are still active at time 0, with varying numbers of activation attempts remaining.
A node that is inactive remains inactive if nothing in its category has been purchased by
the user. A node v becomes active when the user purchases any product in its category.
After activation, the system receives a random reward rv. Here, rv can be interpreted as
the expected reward from the user from a sale in the category.
At each time step t + 1, nodes that have been activated at time t attempt to activate
their inactive follower nodes independently with activation probabilities corresponding to
the edges connecting them. This activation can be interpreted as past purchases influencing
a user to make additional complementary purchases. A node that is activated can take
another attempt to activate a neighbor in each subsequent time step. If the activation
succeeds, the neighbor node becomes active and will attempt to activate its own neighbors
at time step t+ 2. If the activation fails, this neighbor might be activated later by the same
node. The spread of influence terminates when all nodes have been activated, representing
the situation that the consumer has bought products from all categories; or all nodes have
used up their attempts to activate their followers, representing the situation that no more
purchases can be induced within the time window by complementary relationships with
products that have been purchased.
The main difference from a classical IC model is that in our model, each activated node
can make multiple attempts to activate its neighbor, rather than a single attempt. The
reason is that ownership of a product can be enhanced by ownership of a complementary
product, and this effect might be persistent for some time. To be specific, for every edge
e = (u, v) ∈ E , the parent node u takes up to k attempts to activate the follower node v,
with pu,v as the influence probability for the i-th attempt, for i < j ≤ k. Note that our
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model could be modified to allow k to vary depending on the edge.
The IC model can be equivalently considered as a coin flip process, where we flip a coin
on each edge and observe the subgraph of edges with positive flips [50]. More specifically,
after activating the seed set S, a Bernoulli random variable y(e) ∼ Bern(p(e)) is sampled
on each edge e ∈ E with probability p(e). For v, u ∈ V, node v is connected to u if
there exists a directed path e1, · · · , el from u to v such that y(ei) = 1 for all i = 1, · · · , l.
Furthermore, v ∈ V \ S is activated if it is connected to any node in the seed set S. In
our MAIC model, as each node can take at most k attempts to activate its neighbors with
diminishing probabilities, it can be considered as flipping k coins independently on each
edge with corresponding probabilities. For any edge e ∈ E , y(e) = 1 if any of the k flips on
this particular edge leads to a positive outcome.
We call our model a Multi-Attempt Independent Cascade Model (MAIC) to differentiate
it from the classical IC model.
Our model captures co-purchases that occur across time, which is unique in the lit-
erature. Co-purchases that are simultaneous in reality can be captured by the model as
occurring at nearly the same time, or even in identical time steps.
Our MAIC model can also account for the activation of nodes by unobservable exogenous
factors, called spontaneous activation. For example, consumers might decide to purchase
a product after seeing a friend use it. We treat these spontaneous activations as coming
from another source of diffusion in the network. To model the spontaneous activation in
mathematical form, we add one spontaneous activation node vs pointing to its corresponding
category for every node v for every v ∈ V. We assign the spontaneous activation probability
p to this directed edge to represent the purchase of a product in category v by spontaneous
activation. We set the spontaneous node vs to be active at the beginning of the diffusion,
and the consumer’s spontaneous purchase of category v is modeled as category node vc
being activated by the spontaneous node vs.
We note that each instance of a graph represents only a retailer’s best model of a
consumer at a given time. Naturally, the retailer has only partial information about the
consumer, as many of the consumer’s purchases might have occurred outside of the retailer’s
domain. Many purchases are therefore unknown to the retailer. Thus, the activation status
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of any node in the graph is not an objective fact, but is a signal seen and updated from the
perspective of the retailer. The more complete the information he has about the consumer,
the more accurate will be his model. For example, if the retailer has a comprehensive
record of the consumer’s past purchases, then he can attribute the likelihood of future
purchases more accurately to past purchases. On the other hand, if the retailer has only a
sparse partial record of past purchases, he might attribute more of the likelihood of future
purchases to spontaneous activations.
It is also important to note that the events in a cascade are causal, meaning activations
in each round t directly cause activations in each later round t + 1. While this causality
helps in explaining a difussion, it must not be confused with actual causality relationships
among the corresponding purchases in reality. In reality, these co-purchases might occur for
any number of reasons other than complementarity, for example, from the co-incidence of
factors, such as similar purchase cycles (e.g. beer and diapers) and other unobserved factors
(e.g. consumer movements through a store). The aim of the model is merely to predict a
set of plausible co-purchases over time, using the mechanism of influence over a network.
To make this prediction, the model does not need to reproduce step-by-step the dynamics
of real events; it merely has to simulate the outcome of those events, which is the set of
complementary products eventually purchased.
Finally, since our model requires a history of past purchases together with their timings
as inputs, it is more appropriate in settings where this data is available. The model also
assumes at most one purchase in each category. Therefore it is more appropriate for product
categories where multiple purchases are rare or are far apart in time.
4.3.2.1 Comparison with other diffusion models
The IC model is just one model in a large family of diffusion models that have been widely
investigated. One major class of diffusion models captures the diffusion process in terms
of differential equations, such as SIR and SIS models [5; 18] in epidemic spread and Bass
model [7] in new product adoption. They assume the rate of diffusion is a function of the
total number of influenced individuals, and provide analytical frameworks that make use
of Ordinary Differential Equations (ODE). However, contrary to IC, these models do not
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take into account network topology. For instance, disease is more likely to spread from an
infected individual to his or her close relatives and neighbors, compared to another individ-
ual who lives far away. This tendency is not considered in the SIR model. Lacking network
information, these differential-equation-based models perform poorly on networks where
the local structures are non-identical and the relationships among distinct components are
non-uniform. To capture the complementary relationships among products, a model based
on network topology is more appropriate.
Network-based diffusion models have drawn attention from many researchers over the
years, due to their widespread application. Among all the models that have been proposed,
the Linear Threshold (LT) model [50] and Independent Cascade (IC) model have proved
to be effective in characterizing the spread of information in social networks. Apart from
LT and IC, another model known as athe General Contagion model (GCM) [50; 30] has
been shown to capture both LT and IC as specials cases. In particular, for each node, every
combination of its parent nodes is associated with a certain activation probability. Nice
mathematical properties such as monotonicity and sub-modularity are possessed by LT, IC
and a wide subclass of GCM models, which provides analytical support to investigate the
problem of maximizing the spread of influence.
There are two main criticism of classical IC. On the one hand, IC models influence
on each node as a one-time event, which might not be true in reality. The authors in [54;
107] argue that influence is not a one-time event, based on analysis of actual data. Motivated
by this argument, they proposed Continuous-Time Independent Cascade Models in which
the spread of influence from one node to another is persistent over time. More precisely, once
activated, a node continually exerts influence on its neighbors over time, rather than ceasing
after one attempt as in the IC model. The two most important properties in IC, namely
submodularity and monotonicity, also hold in the continuous diffusion model. However,
when analyzing such diffusion, every node that has been activated in the past needs to
be taken into account. In contrast, in the IC model, we can drop an edge between two
nodes in the analysis once activation through this edge has failed. This feature significantly
simplifies computation. Our MAIC also addresses this concern over classical IC.
Another criticism of IC and its variants is that the activation attempts that a node
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makes on its neighbors are independent of each other. In reality, the activation among
the neighbors might be correlated. To address this issue, the class of General Contagion
Model (GCM) have been proposed, which assigns activation probabilities to combinations
of neighbors for any given node. However, solving GCM requires evaluating the 2n different
combination for each node with n neighbors, making the models extremely computationally
intensive. Given this difficulty, IC remains an attractive approximation.
In summary, IC models capture the relationships among different nodes in a compact
form. However, two limitations exist when applying it to model product networks. First,
when a product is purchased, the influence on its complements is usually persistent over a
certain time period. Second, influence from several products might be correlated, instead
of being independent. Continuous-time models address the first concern and GCM models
the second concern, but both classes of models are harder to analyze. Our MAIC model
addresses the first concern, while retaining the simplicity and attractive structural properties
of classical IC.
4.3.3 Estimation and Validation with Amazon Review Data
An important question is whether consumers’ real co-purchasing behaviors can be closely
captured by the MAIC model. We use a set of Amazon review data [66] to validate our
model. This data set contains product information, as well as a set some 142.8 million
customer reviews of products from May 1996 to July 2014. Specifically, the data set contains
product level-information such as name, description, brand and price. For each products, its
substitutes, defined to be those products that were “viewed together”, and its complements,
defined to be those products that were “bought together”, are also provided. Moreover, the
data set also contains category labels for each product so that products can be easily sorted
by categories.
Each customer review is associated with an ID for the reviewer, the purchase time for
the product, the comments made, and labels that are used internally in Amazon to classify
the product. We take the set of products that are reviewed by a particular consumer to be
the (complete) set of observed co-purchases made by that consumer over the corresponding
time period. Note that this is only an assumption, rather than the actual fact. By making
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these assumptions, we leave out products that were not reviewed and consumers who did
not review products in this period. Nevertheless, we believe that there is value in validating
the model with this data set and assumptions because there is correlation in the purchases
over time for each consumer.
Similar to our work, the idea of constructing complementary and substitutable product
network using the “often bought” and “often view” feature from Amazon Review data has
also been considered many works such as [66; 43]. However, all of these works focus on
the product-level network instead of category level network we construct here. Clearly, the
category network contains information about both complementarity and substitutability.
However the category network is more parsimonious, and hence poses a smaller computa-
tional burden.
4.3.3.1 Set up
We let each unique combination of labels define a unique category. In this way, products
with identical labels belong to the same category. An example is the product Purple Hard
Case Cover for Iphone 4, which is in category Cell Phones Basic Cases, or the 8
Inch Bread knife, which is in the category Bread Knives. For every user, we first split
her purchases into quarterly time steps, each time step consisting of 90 days. There are up
to 72 time steps. We treat purchases that occurred within the same time step as purchases
that occurred at the same time. We set the time step of the first purchase for a user to be
t = 0, and the purchases occurring within the first time step to be the seed set. Next we
record the purchasing history for subsequent time steps as the realized spread of a cascade
on the complementary product network. Thus, each user’s purchase timeline gives us a
sample path of a cascade.
We perform estimation with a randomly chosen set containing 80% of the data, and
validation using the remaining set. For ease of computation, we calibrated the data to
a simplified version of MAIC, which only allows every node to take at most one attempt
to activate its followers. We also drop the option of self-activation in the experiments to
reduce the computational burden. Note that calibration to a finer MAIC model with more
than one maximum attempt and possible self activation is possible and would potentially
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improve the quality of estimation.
4.3.3.2 Estimation
The main task in estimation is to compute the activation probabilities pv,u for every edge
(v, u) in the graph. Given that a user has bought an product in category v, pv,u is the
probability that she will purchase a product in category u in one time step. Different
approaches have been proposed to estimate the probabilities using node-level observation,
including Partial Credits (PC) [36], Expectation Maximization (EM) [83], and Maximal
Likelihood Estimation (MLE)[97]. We drop the EM method, since it is dominated by MLE
on our training set. We use the PC heuristic and MLE to validate our model. The details
of these algorithms are as follow.
Partial Credits Attribution: For any user, a purchase from category u at time t+ 1,
might be the outcome of influence from any of the active neighbors. It is necessary to
infer which neighbor contributes to the purchase and to what extent. The Partial Credits
approach distributes to each of the neighbors the same “credit” for influencing u. If there
are s active neighbors of node u that can potentially lead to the activation of u, then each
of them receives a credit of 1/s.
Let creditv,u be the total number of credits that node v receives from the activation of
u in the data set for all users, and let Av be the total number of times that v is activated





Maximum Likelihood Estimation: Here, we analyze the MLE of the influence prob-
abilities following the framework set up by [97]. However, their MLE incorporates only
information obtained from the nodes that were activated in each round. We argue that the
inactivated nodes also provide information about the influence probabilities. That is, when
a node v is not activated in a round, but some of its parent nodes are, then we know for
sure that the realizations of the edges from these activated parent nodes to v were failures.
Let B ⊂ N in(v) be a set of nodes that have the same follower node v. Consider a round t
of a diffusion process. Node v is observed in this round if any of its parent node is activated,
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and unobserved otherwise. Under a node-level-feedback IC model, at a given time step in
this round, every node u ∈ B attempts to activate v simultaneously and independently,
with only v being observable. In particular, we are only able to see whether v remains
inactive or not. Note that when B = ∅, there can be no attempt to activate v.
In contrast to an edge-level-feedback model, where we know the activation status for
every single edge, much information is lost in the node-level-feedback model. Specifically, if
v remains inactive, none of the nodes u ∈ B successfully activated it. If v becomes active,
we do not know exactly which node led to this activation. Thus, we are only able to analyze
the diffusion process by seeing the combined effect of the node set B. Under the MAIC
model, the activation probability of a parent node set B can be expressed as




We denote pmin := mine∈E p(e) as the minimum activation probability over all edges in G.
Define m(z) := 1 − exp(−z) for ease of notation, and consider the log-transformation
pu,v = 1 − exp(−x′u,vθ∗) = m(x′u,vθ∗), where xu,v is the feature of edge e = (u, v). This
form of influence probability generalizes the framework set up in [97]. Meanwhile, when the
influence probabilities are small, it is easy to see that pe = 1 − exp(−x′eθ∗) ≈ x′eθ∗ so that
it is a good approximation of the linear influence probability pe = x
′
eθ
∗ considered in [100].
We index every edge e ∈ E as e1, · · · , e|E| and denote x(ek) ∈ R|E| with the k-th component
being one and other components being zero. That is, x(ek) = (0, 0, · · · , 0︸ ︷︷ ︸
k−1 0′s
, 1, 0, · · · , 0).
By setting edge features in this default way, we are able to derive a tractable maximum
likelihood estimator for influence probabilities of every edge in the absence of any given
feature information on the edges.
For node set B, let x(B, v) :=
∑
u∈B x(u, v). We have


















Thus, the effect of node set B can be equivalently expressed as that of a hyper-edge with
feature x(B, v). For ease of presentation, we adopt this hyper-edge notation throughout
this section.
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Consider the first S rounds of a learning process. We index all the realized hyper-
edges as x1, · · · , xn, with their corresponding realizations as Y1, · · · , Yn, where Yi = 1 if xi
successfully activates its follower node, and Yi = 0 otherwise. The likelihood function for
the sequence of events can be written as:









with the log-likelihood function being






iθ) + (1− Yi) log(1−m(x′iθ))
)
. (4.1)
Taking derivatives with respect to θ, we have

















Clearly, a node provides information about the influence probabilities as long as it is ob-
served. Meanwhile, the Hessian is negative semi-definite, which implies the concavity of the
log-likelihood function. Hence, first-order methods such as gradient ascent lead to conver-
gence of the MLE estimates. We adopt the gradient ascent method to derive the maximum
likelihood estimator of diffusion probabilities.
4.3.3.3 Validation
We validate our model by measuring the performance of the fitted model on the validation
data, using Receiver Operating Characteristic (ROC) curves.
The validation data consists of 5 different data sets in Amazon Review, Electronics,
Cell Phone & Accessories, Home & Kitchen, Musical Instruments, and Tools &
Home Improvement. Each data set contains product information and consumer review
information for items within it. For example, both iPhone 6 and its charger belong to the
data set Cell Phone & Accessories, but they have distinct categorical labels and are
further clustered into different subcategories Smart Phone and Charger in the category
network. Each data set contains tens of thousands of products clustered into hundreds of
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Figure 4.1: A Category Sub-Network with Influence Probabilities
categories. We assume products within distinct data sets do not have strong complemen-
tary relationship. Thus we fit a unique model to each data set. We aim to measure the
performance of the individual models on their respective data sets.
For each data set, we focus on products within it and consider the average prediction
accuracy over these products in the experiments. Suppose we are have all the purchasing
histories up to time step t. We predict the purchases in t + 1. In particular, consider the
categories purchased at t. Due to the spread of influence, all of their inactive complements
are candidates for activation at t + 1, and their corresponding activation probabilities are
calculated by our estimation (PC or MLE). These candidates are further discriminated by
a binary classifier into “will purchase” and “will not purchase” using a threshold.
We provide a sub-network consisting of 8 complementary categories within Cell Phone
& Accessories in Figure 4.1. The influence probabilities are estimated by the Partial Cred-
its Method, which captures the complementary relationship between distinct categories. By
utilizing this category network, we are able to predict consumers’ future purchasing behav-
iors based on past history. For example, based on this network, a consumer who purchases
Safety Work Gloves in time t will purchase Screen Protectors in t+1 with probability
0.167. If that purchase occurs, she will further purchase Basic Cases in t+ 2 with proba-
bility 0.09. Besides, a consumer who purchases Phone Charms and Headsets in time t
will purchase Basic Cases with probability 1− (1− 0.15)(1− 0.2) = 0.32 in t+ 1.
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An ROC curve is a plot of the True Positive Rate (TPR) vs. the False Positive Rate
(FPR) as the discrimination threshold varies. The Area Under an ROC Curve (AUC)
represents the fitness of this classifier on this data set. The higher the AUC is, the higher
the quality of the classifier is.
To predict customer behaviors, an AUC value of more than 90% implies that the model
is generally considered as excellent, 80% - 90% implies that the model is “good”, and 70% -
80% implies that the model is “fair” [1]. From our experiments, our MLE approach has AUC
values of 96.1% and 87.5% on Cell Phone & Accessories and Electronics respectively,
where the complementary relationships between certain categories such as Smart Phone
and Charger or Camera and Batteries tend to be strong. The MLE approach also has
AUC values of 82.8%, 80.0% and 82.8 % on other data sets Tools & Home Improvement,
Home & Kitchen and Musical Instruments. Thse results imply that our model is
“excellent” at predicting consumers’ co-purchasing behavior over categories with strong
complementarity, and has fairly “good” performance on other categories. The set of all
AUC values are summarized in Table 4.1.
Partial Credits MLE
Cell Phone & Accessories 96.1% 96.1%
Electronics 87.4% 87.5%
Tools & Home Improvement 82.8% 82.8%
Home & Kitchen 80.0% 80.0%
Musical Instruments 82.9% 82.8%
Table 4.1: AUC scores for validation on Amazon Review dataset
Note that in the experiments, we use a simplified version of MAIC, which only allows
each category to have one attempt to influence its complements. The general MAIC model
is more powerful and is more likely to make better predictions.
CHAPTER 4. REVENUE MANAGEMENT IN PRODUCT NETWORK 107
4.4 Personalized Promotions with Complementary Products
In this section, we formulate the problem of how to promote complementary purchases
using coupons. For example, Walmart is known to provide coupons at checkout, based
on consumers’ cart content, to induce consumers to make additional purchases that are
complementary to products already in the cart [2]. Due to the unique characteristics and
past purchase histories of individual consumers, the likelihood of purchasing additional
goods might vary among the consumers in such cases. We will analyze a personalized
algorithm that accounts for these differences. Our model can be used to capture other
forms of promotion, such as expedited shipping, free gifts with purchase, reward points,
and other perks, that are tied to specific purchases. For concreteness, in the rest of the
discussion, we will assume the form of promotion to be fixed coupons at the category level.
More precisely, the amount of the coupon is pre-chosen for each category and is the same
for all products within each category.
A unique and useful feature of our model is that it captures how promotion of a cate-
gory can increase sale in multiple complementary categories. It also captures the effect of
promotions across time.
4.4.1 Model
Recall that in our MAIC model, we partition the set of products into categories. Each
category is a set of substitutable products, so that each consumer will buy at most one
product from every category. Once we give a coupon dv to category v, the expected revenue
from category v decreases from rv to rv · (1− dv).
The main idea of the model is to represent coupons as a source of influence, prompting a
consumer to make a purchase. As before, we define a directed graph D = (V, E) as follows.
For every category v, we construct a category node vc, a spontaneous node vs , and a coupon
node vd. We denote the set of category nodes as Vc, the set of spontaneous nodes as Vs,
and the set of coupon nodes as Vd.
We construct three sets of directed edges Es, Ed and Ec. Let Es be the set of directed
edges (vs, vc) for every category v. Let Ed be the set of all directed edges (vd, vc) for every
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Figure 4.2: Graphical illustration of edge splitting process for the personalized promotion
problem.
category v. Finally, let Ec be the complete set of edges on Vc. For every directed edge e ∈ E ,
there is an activation probability p̄(e). At a high level, the edges in Es ∪ Ed ∪ Ec represent
influence to consider a certain category from the various sources. Here, Es represents
spontaneous influence, Ed represents influence by coupons and Ec represents influence from
recent purchases in complementary categories.
We then perform the following edge splitting procedure for every edge e ∈ E in order to
transform e into two directed edges e′ and e′′ representing two stages of decision making,
namely consideration of a category, and acquisition of a product in that category, respec-
tively. The reason is that in practice, a consumer might consider but not buy a product, or
might both consider and buy. To do this, for every e = (u, v) ∈ Es ∪ Ed ∪ Ec, we construct
an auxiliary node ve representing consideration, and split e it into two edges e
′ = (u, vcs)
and e′′ = (vcs, v). We put activation probability p̄e’s on e
′, and we on e
′′, to represent the
probability of making a purchase after this category is considered. We assume a consumer
will make a decision to purchase a product only once after this category is considered and
set the maximum attempts on e′′ to be one. Next we modify the graph such that if e ∈ Es
then e′ ∈ Es. If e ∈ Ed then e′ ∈ Ed; If e ∈ Ec then e′ ∈ Ec. Let the set of all e′′ be Ep
represents acquisition and set of all consideration nodes be Vcs, and let E = Es∪Ed∪Ec∪Ep
and V = Vc ∪ Vd ∪ Vs ∪ Vcs. The edges in Ep represent decisions by a consumer to make
purchases after the respective categories are considered.
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To summarize, the activation of a category node vc represents the successful purchase
of a product in category v, which earns an expected reward of rv if no coupon is offered for
this category, and rv · (1 − dv) otherwise. The activation of a coupon node represents an
offer of a coupon for the corresponding category to the consumer. Finally, the activation of
a consideration node represents a consumer’s consideration of the corresponding category.
Our model can capture the influence of a consumer’s past purchases on her future
purchases as follows. Denote the set of past purchases of a consumer as P . Let the cur-
rent period be 0. Relative to time 0, past purchases can be considered to occur at times
−1,−2, . . . as appropriate. Then the cascade begins at time 0. Let the set of coupon nodes
to be offered be S. At time 0, the past purchases P , the coupon nodes S, and all sponta-
neous nodes Vs are activated. These activated nodes serve as the seed nodes of the current
cascade.
In the directed graph D = (V, E), let us suppose that the vector of activation probabil-
ities is p̄. For any category v ∈ Vc, let us denote the event
I(S, v; p̄, P ) = {v is activated by a node u ∈ S ∪ Vs ∪ P}
and let f(S, v; p̄, P ) = E[I(S, v; p̄, P )] be the probability of activation of v under S and p̄.
The activation of node v earns a reward rv(1−dv) if the corresponding coupon node vd ∈ S,
and earns a reward rv otherwise. We denote the expected reward under S and p̄ as:
f(S; p̄, P ) =
∑
v∈Vc,vd /∈S
rv · f(S, v; p̄, P ) +
∑
v∈Vc,vd∈S
rv(1− dv) · f(S, v; p̄, P ).
Our goal is to find an optimal set of categories to promote in order to maximize our total
expected reward. This problem can be formulated as
max
S
f(S; p̄, P ). (4.4)
Next, we discuss the solution to this optimization problem.
4.4.2 Local Search Algorithm and Theoretical Results
In this section, we provide theoretical analysis of Problem 4.4. We first introduce the
definition of submodular functions. Then we show that the problem is submodular but non-
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monotone. With these properties, a local-search (LS) algorithm can find a solution with
revenue of at least (1/3− ε) times that of an optimal solution in O(1εn
3 log n) iterations.
Submodularity is a property of a set function, that is, a function f : 2V → R that assigns
each subset S ⊂ V a real value f(S). Hereby V is a finite set, commonly called the ground
set. In our context, we can consider f(S) as the expected revenue obtained when choosing
a set S. We cite several definitions in [53] to describe the mathematical properties of the
objective f .
For a set function f : 2V → R, S ⊂ V , and v ∈ V , define ∆f (v|S) := f(S ∪ {v})− f(S)
as the discrete derivative of f at S with respect to v. Where the function f is clear from the
context, we drop the subscript from the above notation of discrete derivative and simply
write ∆(v|S).
A function f : 2V → R is submodular if for every A ⊂ B ⊂ V and v ∈ V \B,
∆(v|A) ≥ ∆(v|B),
and is monotone if for every A ⊂ B ⊂ V ,
f(A) ≤ f(B).
It is well known that a non-negative linear combination of sub-modular functions is also
sub-modular [53].
We next show that the objective function f(S; p̄, P ) for problem (4.4) is submodular,
but non-monotone.
Theorem 4.1 For any consumer with past purchases P , the objective function f(S; p̄, P )
is submodular but non-montone with respect to the set of coupon categories S.
The detailed proof is deferred to Appendix 4.10. With the submodular property, we
can apply any algorithm that solves for an approximate solution for this problem class.
For example, [32] provides a local search algorithm (LS) for solving submodular but non-
monotone objectives. They show that this LS algorithm provides a solution with a (1/3−ε)
approximation ratio with computational expense of at most O(1εn
3 log n). Thus, we have
the following result for the personalized promotion problem.
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Proposition 4.1 Let S∗ be an optimal solution for the personalized promotion problem
with past purchases P and influence probabilities w, and let S̃ be the solution obtained by
the LS Algorithm. Then LS has computational effort of at most O(1εn
3 log n) and
f(S̃; p̄, P ) ≥ (1/3− ε) · f(S∗; p̄, P ).
4.5 Product Recommendations
Another problem of practical importance is product recommendation. Most retailers strive
to give consumer product recommendations, in the form of display ads, emails, mobile
messages, etc., to increase the likelihood of purchase. Such recommendations are especially
powerful when they are highly targeted, drawing from retailers’ extensive knowledge of
consumers’ past purchase history, preferences, and behavior patterns.
Different from coupons, each recommendation might incurr a fixed cost to the retailer.
The cost might be a monetary cost paid to a third party to deliver the advertisement.
The cost might be an opportunity cost incurred because there are limited opportunities
to recommend products. The latter situation is common, since recommending too many
products can dilute the effect of the recommendations, or cause consumers to lose interest.
For instance, on Amazon.com, the space for products recommendation is limited and each
product occupies a space with same area. Thus the total number of products recommended
is limited. Another example is sending advertisements via email or text. If sending every
advertisement incurs the same cost and the company has a budget for sending advertise-
ments to every single consumer, the maximum number of advertisements sent is known and
the cardinality constraint captures this constraint.
We consider a scenario where there is a simple cardinality constraint on the number of
recommendations that can be given at each opportunity. In particular, if we denote the set
of products recommended at any instance as S, then we would like to enforce |S| = K.
We modify the MAIC model introduced in Section 4.4 to describe how consumers with
different purchases histories respond to product recommendations.
In our current model, the sources of influence include recent purchases and spontaneous
influences as in Section 4.4. However, coupons are replaced by recommendations in this
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Figure 4.3: Graphical illustration of edge splitting process for the recommendation problem.
model. In particular, a consumer’s likelihood of purchasing in a category can be positively
influenced by a recommendation for a product in that category.
As before, we assume the purchase decision takes place in two stages, namely consider-
ation and acquisition. We assume influence from recommendations, which are made in step
0, are in effect in period 0 only, whereas influence from other sources are in effect in each
remaining time step. Moreover, influence from past purchased might cease after some time.
Thus, each active node can take multiple attempts to activate its inactive followers until it
succeeds or the maximum number of attempts is reached.
For any node v ∈ Vc, denote the event I(S, v; p̄, P ) = {v is activated by a node u ∈
S ∪ V r ∪ P} and let f(S, v; p̄, P ) = E[I(S, v; p̄, P )] denote the probability of activation of v
under S. We denote the expected reward under S as:
f(S; p̄, P ) =
∑
v∈Vc
rf · f(S, v; p̄, P ).
It is our objective to find an optimal set of recommended products to maximize our expected
reward under a cardinality constraint. In particular, we would like to solve
max
S:|S|=K
f(S; p̄, P ). (4.5)
4.5.1 Submodularity and Greedy Algorithm
In this section, we first show our expected reward function is submodular and monotone,
and our revenue-maximization problem is NP-hard. Then we present a greedy algorithm
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that provides us an approximate solution within at least 1− 1/e ≈ 0.632 times that of the
optimal in polynomial time,
In our model, each node can activate its follower multiple times which increases the
complexity of the model. First, we show that the expected reward function f(S; p̄, P ) in
our MAIC model is sub-modular with respect to the recommended set S for any given p̄
and past purchases P .
Theorem 4.2 For given p̄ and an arriving consumer with purchase history P , the expected
reward function f(S; p̄, P ) is monotone and submodular with respect to the recommendation
set S.
The detailed proof is deferred to Appendix 4.10. Next, we prove the NP-hardness of
our multi-attempt activation independent cascade problem and provide an approximation
algorithm with approximation ratio at least 1− 1/e.
Theorem 4.3 The reward maximization problem over a single-period is NP-hard for the
Independence Cascade Model with Recommendations.
Proof. Consider the special case where T = 1 and there is only one product within every
category. Let psv = 0 and p
r
v = 1 for all v’s; that is, a consumer will buy the recommended
item and there is no spontaneous activation. We can use the NP-complete Set Cover problem
to reduce it. More details can be found in Theorem 4.1 [50].
Theorem 4.2 establishes the monotonicity and submodularity of the objective function.
A celebrated result by [70] proves that the greedy algorithm provides a good approximation
to the optimal solution of the NP-hard optimization problem with monotone and submod-
ular objective. By this result, we can conclude that
Proposition 4.2 Let S∗K be the optimal set of size K that maximizes f(S;w,P ), and let
SK be the set selected by the greedy algorithm. Then for all K,




· f(S∗K ; p̄, P ).
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4.6 Category planning
Consider a category-planning problem, where a retailer must decide how to choose a limited
number of product categories to carry. An example is Amazon Now, where products that
are sold as part of the program must be delivered to consumers within a short time window
after purchase. Thus, they must be stored in warehouses that are close to markets to
facilitate expedited shipping. In these locations, the costs of distribution as well as storage
are much higher, due to higher overhead costs and reduced economies of scale in both
inbound and outbound transportation. Therefore, it is economical to carry only a small
selection of products compared to the overall selection offered at Amazon.com as a whole.
Intuitively, a retailer’s decision to carry a certain category directly stimulates the prob-
ability of purchase in the category, since a product that is available for fast delivery is more
attractive to consumers. Carrying a complementary category is also likely to positively stim-
ulate the probability of purchase in the category, since a purchase in that complementary
category might prompt consumer to make a co-purchase. At the same time, a consumers’
purchase in a category that is not carried might still be beneficial even though the strength
of the benefit might be reduced, since this purchase might lead to a purchase in a category
that is carried.
Our model treats a category that is carried in house as one that is “promoted” in the
sense of Section 4.4. A category that is not carried is not “promoted” because a consumer
experiences more inconvenience in buying in that category, or even has to go elsewhere
to shop. In the example of Amazon Now, the products that are available for same-day
delivery are incentivized by quick delivery, wherewas the remaining regular products are
not similarly incentivized.
We build a model to investigate category planning based on the recommendation prob-
lem in Section 4.5. In this model, for each category v, the recommendation node vr is
replaced by a carrying node vca, which is activated at time step 0 only if this category is
carried. This activated carrying node begins to influence its category node vc in subsequent
steps. Except for this, the remaining parts, such as the edge splitting process, stay the
same as in the recommendation problem. We provide a graphical illustration of the edge
splitting process for category planning in Figure 4.4. One of the key points in category
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Figure 4.4: Graphical illustration of the edge splitting process for category planning.
planning is that the retailer carries the same categories for all consumers, instead of offering
personalized promotion and recommendation as discussed in Section 4 and 5. Hence, we
are seeking optimal categories to carry for the whole population of consumers, rather than
for specific consumers.
Suppose that the customer base consists of n consumers with past purchasing histories
P1, · · · , Pn. Due to space limitation of warehouses, the retailer is able to offer at most K
categories for quick delivery. Our goal is to find an optimal set of carried categories S to
maximize our total expected reward, under a cardinality constraint |S| ≤ K. This problem






Theorem 4.4 The objective function
∑n
i=1 f(S; p̄, Pi) is sub-modular and monotone with
respect to the set of carried categories S.
Proof. Consider two sets of categories S ⊂ T ⊂ V, and a single category v ∈ V \ T . For
consumer i with past purchases Pi, we denote S
+
i := S∪Vs∪Pi and T
+
i := T∪Vs∪Pi. Using
similar analysis as in Theorem 4.2 for recommendation, we obtain f(S; p̄, Pi) is monotone
and submodular with respect to S. By definition, the objective function
∑n
i=1 f(S; p̄, Pi)
is a sum over i of monotone and submodular functions. Thus, it is also monotone and
submodular with respect to the set S.
Due to the monotonicity and submodularity of the objective function, the Greedy al-
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gorithm provides a (1 − 1/e)-approximation solution to the optimum [70]. We have the
following proposition.
Proposition 4.3 Let S∗K be the optimal set of size K that maximizes
∑n
i=1 f(S; p̄, Pi), and
let SK be the set selected by the greedy algorithm. Then for all K,
n∑
i=1







f(S∗K ; p̄, Pi).
4.7 Learning with Node-level Feedback
In Section 4.4, 4.5 and 4.6, we have discussed promotion, recommendation and category-
planning problems with prior knowledge of the network. Nevertheless, in the real world,
the network might be initially inaccessible to us and must be learned from observations of
customer purchases. In this section, we consider online-learning versions of these problems
and propose a class of generic learning algorithms to solve them. The algorithms learn
the probabilities as well as select seed sets simultaneously. We conduct theoretical analysis
on the performance of the maximum likelihood estimator and derive theoretical regret
guarantees for these learning algorithms.
Recall the Maximum Likelihood Estimation in Section 4.3.3.2. For each edge e = (u, v) ∈
E with activation probability p̄u,v, by taking the log-transformation z̄u,v := − log(1− p̄u,v),
the activation probability on each edge can be expressed as p̄u,v = 1− exp(−z̄u,v). Let xu,v
be the known feature vector of edge e = (u, v). We assume that there exists an unknown
coefficient vector θ∗ ∈ Rd such that z̄u,v can be well approximated by x′u,vθ∗. That is,
we assume maxe∈E |z̄(e) − x′eθ∗| is small. Equivalently, we have p̄u,v = 1 − exp(−z̄u,v) =
1− exp(−x′u,vθ∗). This can always achieved by setting the edge features in the default way,
with x(ek) = (0, 0, · · · , 0︸ ︷︷ ︸
k−1 0′s
, 1, 0, · · · , 0) in Section 4.3.3.2.
We first introduce some mild assumptions on the characteristics of the input networks.
Assumption 4.1 (Feature diversity) There exists d edges e◦i , 1 ≤ i ≤ d such that X =
[x(eo1), · · · , x(eod)] is non-singular, with minimum singular value σ0min := σd(X) > 0 and
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A singular value decomposition is a generalization of an eigenvalue decomposition. Every
d × d matrix X can always be decomposed as X = UΣV T , where both U, V are unitary
matrices and Σ is a diagonal matrix with σi := Σii ≥ 0 for all 1 ≤ i ≤ d. The minimum
singular value being positive, i.e., σomin > 0, is equivalent to X being invertible, or the
columns of X being linearly independent.
The above assumption can be easily satisfied, since the dimension of the features is
usually much smaller than the total number of edges; that is, d m. Under the assumption,
if we keep exploring the set of diverse edges consistently, the confidence region for our
parameters will contract in all directions, so that our estimator of θ∗ at time t, namely θt,
will converge, i.e., θt → θ∗ as t→∞.
For any node v, let N in(v) = {u : (u, v) ∈ E} be the set of its parent nodes. Next
we make the following normalization assumption on all possible combination of incoming
edges. As the features and parameters we consider are finite, this assumption is without
loss of generality and can be achieved with an appropriate scaling of the feature space.
Assumption 4.2 (Feature regularity) For all v ∈ V , ‖
∑
u∈B x(u, v)‖ ≤ 1 for all B ⊆






∥∥∥ ≤ D for all B ⊂ N in(v).
In the previous sections, we have discussed Promotion (Prob. 4.4), Recommendation (Prob.
4.5) and Category-Planning (Prob. 4.6) problems. Consider a problem instance belonging
to any of these problem classes. Let f(S, p) be the expected total influence given seed
set S and diffusion probabilities p. We denote Sopt(p) as its optimal solution and fopt(p)
as the optimal value. Suppose the objective f(S, p) can be exactly evaluated. Efficient
approximation algorithms can be applied to obtained a guaranteed approximate solution
to them. In particular, the Greedy algorithm provides an (1 − 1/e)-approximation to the
Recommendation and Category-Planning problems, and the Local Search algorithm pro-
vides an (1/3 − ε)-approximation to the Promotion problem. However, the explicit form
of the objective, namely the expected influence function, is not known exactly, so that the
objective must be estimated by simulation. In fact, it is generally #-hard to calculate the
exact value of the expected influence functions [50]. Due to the randomness of the sim-
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ulation process, we are able to obtain a desired approximation guarantee only with high
probability. For instance, for monotone and submodular objectives and any given l, let n be
the total number of nodes in G, [92] provide an efficient simulation algorithm returning an
(1− e−1− ε)-approximation solution with probability at least 1−n−l and expected running
time O(ln log n/ε2). Thus, we assume access to the following approximation oracle:
Assumption 4.3 (Approximation oracles) Let ε > 0, α1 = 1−1/e−ε and α2 = 1/3−ε.
1. There exists a polynomial-time, possibly random (α1, β)-oracle to Prob.4.5 or Prob.4.6
that takes G, p, K, and outputs a seed set S̃ such that f(S̃, p) ≥ α1 · fopt(p) with
probability at least β.
2. There exists a polynomial-time, possibly random (α2, β)-oracle to Prob.4.4 that takes
G, p, and outputs a seed set S̃ such that f(S̃, p) ≥ α2 · fopt(p) with probability at least
β.
Examples of α1 and α2 are α1 = 1 − 1/e − 0.001 and α2 = 1/3 − 0.001.The use of (α, β)-
oracles is very common in the analysis of IC models. For example, [100] similarly invokes
an (1− 1/e− ε, β)-oracle.
Consider an (α, β)-approximation oracle. Define A(p, α) = {S ⊆ V : f(S, p) ≥ α ·
fopt(p)} as the collection of α-approximating seed sets for p. This is the collection of all
seeds sets that provide an α-approximation solution to the optimum under p. Together
with Assumption 4.3, the (α, β)-oracle returns a set in A(p, α) with probability β.
As the exact diffusion probabilities p̄ is inaccessible to us, we assume the network is
stable in the sense that A(p̄, α) remains invariant when p̄ is slightly perturbed:
Assumption 4.4 (Stability) For any α, there exists a constant ε > 0 such that for any
p: ‖p− p̄‖2 ≤ ε, A(p, α) = A(p̄, α).
Under Assumption 4.4, for any p sufficiently close to p̄, with probability β, the (α, β)-oracle
given p returns a set in A(p̄, α). We will show that this assumption holds under mild
conditions. In the lemma below, we provide a sufficient condition for Assumption 4.4. Note
that a similar argument has been shown for a Linear Threshold model in [103] Theorem 2.
Following the same approach, we can easily establish the following lemma for an IC model.
We present rigorous statement and its proof in Appendix 4.11 for completeness.
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Lemma 4.1 Let p̄ be the true diffusion probability, A(p̄, α) be the set of α-approximation
sets, and fopt(p̄) be the optimal value with respect to p̄. Assumption 4.4 holds whenever
minS∈A(p̄,α) f(S, p̄) > α · fopt(p̄). This sufficient condition holds with probability 1 if we
sample α uniformly from an interval [1− 1/e− ε1, 1− 1/e− ε2] with ε1 > ε2.
The above lemma shows that Assumption 4.4 fails only when there is a seed set that
provides exactly an α-approximate solution, which happens with probability zero when α
is chosen uniformly from a small interval.
4.7.1 Performance Metrics
One of the most common metrics in evaluating the performance of online learning algorithms
is the average regret. The average regret is the cumulative loss in reward relative to some
benchmark algorithm divided by the horizon length T . This cumulative loss is incurred
due to the inaccurate estimation of edge probabilities and the random nature of the (α, β)-
approximation oracle invoked. It is worth noting that the loss from a random oracle cannot
be reduced even if the true edge weights were known.
To analyze the performance of Algorithm 3, we adopt the average scaled regret proposed
in [100]. In particular, let Sopt := Sopt(p̄) be the optimal seed set with respect to the true





t ]/n, where n is the number of rounds, α, β > 0 are the scale, and
Rηt = f(S
opt, p̄) − 1αβ f(St, p̄). When α = β = 1, R
αβ(n) reduces to the standard expected
average regret.
4.7.2 Preliminaries and Maximum Likelihood Estimates
Learning the diffusion probabilities for an Independent Cascade Model has proved to be a
challenging problem, especially in the case that observations can only be made at the node
level. Existing works have focused on developing heuristics to obtain an estimate for the true
activation probabilities. [36] propose a heuristic that assigns equal “contribution credit”
for activation to all related parent nodes every time that a node is activated. [83] uses an
Expectation Maximization (EM) approach. [97] propose a gradient-descent algorithm to
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find the maximum likelihood estimator. None of these papers has been able to obtain a
theoretical guarantee on the performance of algorithms.
Authors in [103] consider a similar LT model with node-level learning and with edge
probabilities taking the linear form p(e) = x(e)′θ∗. For an LT model, the combined prob-
ability for a parent node set B to activate a child node v is the sum of probabilities for







∗. Exploiting this linear struc-
ture, they develop methodologies to estimate θ∗ by using Ordinary Least Squares (OLS).
However, for an IC model, the activation probabilities do not take a linear form, so that the
OLS approach can not be applied. A new method for learning the diffusion probabilities
must instead be developed.
Recall the log-likelihood (4.1), its first-order derivative (4.2) and Hessian (4.3). Clearly,
only information from hyper-edges that successfully activate their follower nodes are in-
cluded in the Hessian. Let B1(θ∗) := {θ : ‖θ − θ∗‖ ≤ 1} denote the unit ball around θ∗.
Let κ > 0 be the minimum value of exp(−x′θ)/m2(x′θ) over the unit ball B1(θ∗) := {θ :




∣∣∣‖θ − θ∗‖ ≤ 1, x ∈ Rd, ‖x‖ ≤ 1}.
Note that κ > 0 holds as exp(−x′θ)/m2(x′θ) > 0 for all ‖θ‖ <∞. Then for all hyper-edge












Vn and Mn are two positive semi-definite matrices containing successful activations only,
and all activations, respectively, so that both of them are essential in establishing confidence
regions as we will discuss presently.
4.7.2.1 Importance of Vn




iYiκ = κVn. Thus, it is possible
to provide a guarantee on the local convexity of the log likelihood function around the
estimator θn in terms of Vn. The convexity, in turns, determines the “size” of the confidence
region around the estimator.
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To do this, for any vector z ∈ Rd and symmetric matrix V ∈ Rd×d, we define a V -norm
as ‖z‖2V = z′V z. Based on the form of the Hessian derived, it is natural to assess the
difference θn− θ∗ by whether or not θ∗ falls in the region Cn = {θ : ‖θ− θn‖Vn ≤ c2} with a
certain probability. By the eigenvalue decomposition, it is easy to see that Cn is contained
in an Euclidean ball with radius r = c/
√
λmin(Vn), namely Br(θn) = {θ : ‖θ − θn‖2 ≤
c2/λmin(Vn)}. Instead of using this standard ball however, we will find it convenient to use
the Vn-norm ball. The latter is an ellipsoid and provides better estimation in the directions
with larger eigenvalues.
4.7.2.2 Importance of Mn
Nevertheless, considering the Vn distance alone is insufficient to measure θn−θ∗ accurately.




iYi is the collection of feature information from successful
edges, which involves randomness due to the cascade process. To construct a Vn-ball as
the confidence region, the relationship between Vn and its expectation must be investi-













i = pminMn, with pmin := mine∈E p(e) being the minimal activation probabil-
ity over all edges. We conclude that E[Vn]  pminMn. In this way, Mn is linked with the
expectation of Vn.
4.7.2.3 Relationship between Mn and Vn
As stated, investigating the relationship between Vn and Mn is crucial to our confidence
region analysis. In most of existing literature such as [59], it had not been necessary to





which is different from the IC model. Given the observed edges x1, · · · , xn, in their models,
Vn is a deterministic quantity so that Vn = E[Vn]. Thus it is unnecessary to explore Vn and
its expectation, which makes their analysis much easier.
To relate Mn and Vn, we solve the following semi-definite program (SDP):
ρ∗n := max{ρ|Vn − ρMn  0}, (4.7)
in order to obtain Mn  Vn  ρ∗nMn. Clearly, as both Vn and Mn are positive semi-definite
CHAPTER 4. REVENUE MANAGEMENT IN PRODUCT NETWORK 122
matrices, ρ∗n ≥ 0 always holds. However, the trivial solution ρ∗n = 0 to (4.7) does not shed
light on the relationship between Vn and Mn. To further explore the distribution of ρ
∗
n, we
provide Lemma 4.2 to show that ρ∗n is lower bounded by a positive constant with a certain
probability. This result is important to our confidence ball analysis. The detailed proof is
deferred to Appendix 4.11.
Lemma 4.2 Let x1, · · · , xn ∈ Rd be n vectors with d n. Let Y1, · · · , Yn be n independent
binary random variables such that P (Yi = 1) = p and P (Yi = 0) = 1 − p. Suppose























Recall that pmin := mine∈E p(e). The above result suggests that ρ is lower bounded







. Note that λ∗ is dependent on
the number of observed hyper-edges n and their features. Thus, the choice of edges to
observe is also crucial to ensure λ∗2 grows faster than n. In fact, with an appropriately
designed algorithm, λ∗2 is guaranteed to dominate n, which further implies Vn  pminMn/2
with probability approaching 1 as n → ∞. We provide a sufficient condition to ensure
P(Vn  pminMn/2) → 1 in the following lemma. The detailed proofs are deferred to
Appendix 4.11.
Lemma 4.3 Suppose Ω(
√




4.7.2.4 Sub-Gaussian randomness in edge realizations
Finally, for ease of notation, we denote εi = Yi −m(x′iθ∗). That is,
εi =

1−m(x′iθ∗) with prob. m(x′iθ∗),
−m(x′iθ∗) with prob. 1−m(x′iθ∗).
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It is easy to see that εi is a sub-Gaussian random variable such that E[εi] = 0. In particular,





where R = 1. Let θn be the maximizer of the likelihood function such that ∇ln(θn) = 0.
Next, we show how to construct a confidence ball around θn.
4.7.3 Confidence Ball
Constructing confidence balls for maximum likelihood estimators has drawn attention from
many researchers, due to its widespread application in various practical problems. When
the observations are independent and identically distributed, the Fisher information has
been considered as one of the most efficient tools to provide a lower bound on the variance
of an unbiased estimator, which further leads to a confidence region of rather succinct
form. When the observations are dependent, which is the case for most stochastic bandits
problems, it becomes hard to analyze the performance of the estimator. Authors in [3]
consider the linear stochastic bandits problem and address the dependent observation issue
by a martingale approach. They construct a sharp confidence ball in all directions of the
feature space. Authors in [59] adopt generalized linear models (GLM) and extended the
linear results to an exponential family of functions in logistic and probit regression. However,
the likelihood function for node-level IC assumes a more complex structure than found in
all existing works, so that none of these approaches can be directly applied to this case.
The performance of the estimator θn is therefore worthy of further study here.
4.7.3.1 Comparison with closest work
Let µ(x′iθ) be any non-negative function representing the activation probability for a random
variable with feature xi (similar to m(x
′
iθ) here). Closest to our work, [59] considers a log-
















Our work differs from that of [59] in three respects, which we will outline here.
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implies Vn = Mn. Thus, as we mentioned earlier, they do not need to investigate the
relationship between Vn and Mn, which greatly simplifies their analysis.







∗) = 0 and Gn(θn) =∑n
i=1 εixi. Using the fact that Gn(θn) is a sum of independent bounded sub-Gaussian
random vectors, [59] establish that θ∗ falls in the ellipsoid (θ − θn)′Mn(θ − θn) ≤ c2




i and c > 0 is a constant. However,
the above method does not directly apply to our case. If we follow that approach, af-
ter decomposing Yi = m(x
′


















iθn). It is important to realize that θn is dependent on the
realization of εi’s. Thus, εi/m(x
′
iθn) is no longer a sub-Gaussian random variable, and
E[Gn(θn)] = 0 may not hold anymore. Thus, the approach of [59] cannot be applied to our
problem.
Finally, consider the confidence ball (θ− θn)′Vn(θ− θn) ≤ c2. In contrast to the case in
[59], Vn is correlated with the value of θn in our problem, as Vn and θn are both dependent
on the history of observations. The randomness of Vn leads to a more intricate analysis as
well.
4.7.3.2 Confidence Vn-ball
To solve our problem, we propose a novel method that avoids using a link function G(θn)
with non-sub-Gaussian terms εi/m(x
′
iθn). Instead, we investigate more deeply the relation-
ship between Vn and θn. Our result is as follows:
Theorem 4.5 Suppose there exists ρ > 0 such that Vn  ρMn  0, and define R :=
maxe∈E 1/p(e). For any δ1 > 0 such that κ
2λmin(Mn) ≥ 10R2
(
d log 6 + 10 log(1/δ1)
)
and
any δ2 > 0,





log(1 + 2n/d) + log(1/δ2)
)
(4.10)
with probability at least 1− δ1 − δ2.
The detailed proof is deferred to Appendix 4.10. In the above theorem, we established
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a confidence ball around the MLE estimator θn given that Vn  ρMn, where ρ is obtained
by solving the SDP(4.7). Moreover, Lemma 4.2 investigates the distribution of ρ and shows
that ρ ≥ pmin/2 with high probability. Combining them together, we obtain a confidence
region that contracts under our learning algorithms. We provide the details in the remainder
of this section.
4.7.4 Learning Algorithm
Under the assumptions introduced earlier, we propose an online-learning algorithm to learn
the true parameters and select seed sets effectively. The algorithms consists of exploration
and exploitation rounds. We use exploration rounds to sample edges within Do to increase
the feature diversity of success edges, regardless of our current estimate θt. On the other
hand, we use exploitation rounds to select good seed sets based on our current estimate θt.
An exploration super-round consists of d separate exploration rounds, each round selecting
a single node voi := head(e
o
i ) for every e
o
i ∈ Do.
The key innovation here is the combination of exploration, exploitation, and network
solution stability captured in Assumption 4.4. In most of the literature, it is common
to assume that a non-zero cost is incurred as long as the estimated parameters do not
equal the true parameters. However, consider an (α, β)-oracle using the estimated diffusion
probability pt as the input at round t. By Assumption 4.4, when ‖pt − p̄‖ ≤ ε, the oracle
with input pt returns a solution that belongs to the α-approximation seed sets A(α, p̄) with
probability β. Under this circumstance, no cost is incurred as long as pt is sufficiently close
to p̄.
To fully utilize the above property, a carefully designed algorithm is required to ensure
pt → p̄. For edge e ∈ E , as pt(e) = 1 − exp(−x′eθt), the preceding condition holds as long
as θt → θ∗. To achieve this, we introduce an online algorithm, where each exploration
super-round introduces diversity so that θt → θ∗, and each exploitation round utilizes the
current best estimator θt to reduce the loss incurred in round t. Clearly, explorations
introduce diversity to guarantee convergence but are expensive. Exploitation rounds gain
more rewards but might lack diversity. To achieve fast convergence with less loss, the
trade-off between exploration and exploitation needs to be carefully managed.
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We introduce the details of our algorithm and regret analysis in the rest of this section.
4.7.4.1 Online algorithm
We carefully balance the trade-off between exploration and exploitation, and propose an
online learning algorithm as follows. We partition the time horizon into multiple epochs,
each of epoch consisting of exploration and exploitation rounds. Let nexplorationk be the
total number of exploration super-rounds conducted in the first k epochs. In epoch k, the
algorithm runs as follows:
• Keep running exploration super-rounds until
nexplorek = max
(
k log k, 16R2[d+ log(k)]/(κ2λomin)
)
.
Each exploration super-round consists of d exploration rounds. In each round, select
a single seed node voi := head(e
o
i ) for every e
o
i ∈ D. Update Vk and Mk.
• Update θk by solving the first-order condition ∇l(θk) = 0 after all observations in first
k epochs.
• Runs k exploitation rounds. In each exploitation round, invoke the (α, β)-oracle on G
with θk to obtain a seed set S.
Note that Vk and Mk are updated only at the end of each exploration super-round. The
complete algorithm is summarized in Algorithm 3.
In Algorithm 3, the main purpose of exploration is to introduce feature diversity in
the observed edges, thereby shrinking the Vk-norm of the confidence ball in all directions.
Intuitively, exploitation could have a tendency to select seed sets of high expected influence,
which may concentrate in certain directions and not others. In this situation, Vk might have
large eigenvalues in these directions and small eigenvalues in other directions. This outcome
does not lead to a uniform improvement of θk.
4.7.4.2 Guaranteed minimum eigenvalue
We introduce the exploration rounds to ensure that the observed features are diverse enough
and that λmin(Vk) increases at a constant minimum rate. As Vk and Mk are closely related
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Algorithm 3: Influence Maximization Node-level Feedback Independent Cascade
Input: graph G, (α, β)-ORACLE, feature vector xe’s.
Initialization: time t← 0, exploration super-rounds nexplorek ← 0, M0, V0 ← 0d×d.
for epochs k = 1, 2, · · · do
Run exploration super-rounds until nexplorek = max
(





Observe feedback in past rounds. Update Vk and Mk, solve ∇lk(θk) = 0.
for s = 1, · · · , k do
Set Sk ∈ ORACLE(G, θk) as the seed set.
end for
end for
and λmin(Vk) ≥ ρ∗kλmin(Mk), we establish a lemma to provide a lower bound on λmin(Mk)
as follows.
Lemma 4.4 Suppose the algorithm has run k exploration super-rounds. Then
λmin(Mk) ≥ k · λ0min.
Due to space limitation, the detailed proof is deferred to Appendix 4.11.
4.7.5 Regret Analysis
We analyze the average regret, which is defined to be the cumulative loss in reward compared
to the optimal policy, divided by the horizon length T . The regret is incurred due to
both the inaccurate estimation of diffusion probability and the randomness involved in
the (α, β)-oracle. To be specific, the oracle only guarantees an α-approximation solution
with probability β, which results in an inevitable loss if the optimal solution is set as the
benchmark. Thus, we adopt the (α, β)-scaled regret proposed in [100] as our formal metric.
Following this benchmark, let f∗ = fopt(p̄) be the optimal value. For any seed set S, we
denote Rαβ(S) = f∗−E[ 1αβ f(S, p̄)] as the expected (α, β)-scaled regret with seed set S and
θ∗. Let Rαβk be the cumulative regret incurred by epoch k. We have the following theorem
providing a guarantee on the performance of Algorithm 3.
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The detailed proof is deferred to Appendix 4.10. Let n be the number of rounds con-
ducted. Our IMNodeIC algorithm achieves a guaranteed average regret of O(log n/
√
n),
which matches that of IMLinUCB in [100] for edge-level IC learning.
4.7.6 Improved Learning Algorithm
In the previous section, we have analyzed the theoretical regret for Algorithm 3 IMNodeIC,
which allocates k log k exploration and k(k + 1)/2 exploitation in the first k epochs, and
updates the estimates by using full observation from both exploration and exploitation
rounds. As exploration is expensive, intuitively, a decreased ratio of exploration against ex-
ploitation leads to higher long-term reward. Nevertheless, by Lemma 4.3, the key condition
in establishing the confidence region, namely Vn  0.5pminMn, holds only if λmin(Mn) ≥
Ω(
√
n log n). To ensure this condition, when n edges are observed to update our estimates,
at least Ω(
√
n log n) of them must be from exploration rounds. This requirement is the
bottleneck of Algorithm 3. To overcome this, we note that based on the analysis of The-
orem 4.6, observations from exploitation do not provide any guaranteed improvement on
our estimates. Hence, using partial information from exploration rounds, rather than full
observations, is sufficient for estimation. In this way, the number of observations consid-
ered for updating estimates is proportional to number of exploration rounds, which further
implies that λmin(Mn) = Θ(n) so that the condition λmin(Mn) ≥ Ω(
√
n log n) in Lemma
4.3 is always satisfied. Under this circumstance, in each epoch, the algorithm is able to
conduct more exploitation rounds to improve reward, and satisfy the preceding condition
simultaneously.
In this section, we propose a class of Improved Influence Maximization Node-level Feed-
back Independent Cascade algorithms (ImprIMNodeIC), which only takes partial observa-
tions obtained from exploration rounds into account to update the estimates.
Similar to Algorithm 3, the time horizon is also partitioned into multiple epochs in the
improved algorithm, where each of epoch consists of exploration and exploitation rounds.
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Algorithm 4: Improved Influence Maximization Node-level Feedback Independent
Cascade
Input: graph G, (α, β)-ORACLE, exploitation parameter q, feature vector xe’s.
Initialization: Exploration super-rounds nexplorek ← 0, M0, V0 ← 0d×d.
for epochs k = 1, 2, · · · do
Run one exploration super-rounds.
Update Vk and Mk by observation in past exploration rounds. Solve ∇lk(θk) = 0.
for s = 1, · · · , kq do
Set Sk ∈ ORACLE(G, θk) as the seed set.
end for
end for
Contrary to Algorithm 3, ImprIMNodeIC conducts more exploration rounds within each
epoch. In particular, let g(k) = kq be any polynomial such as g(k) = k2, in epoch k, the
improved algorithm runs as follows:
• The algorithm run one exploration super-round consisting of d exploration rounds.
Update Vk and Mk based on observation in past exploration rounds.
• Update θk by solving the first-order condition ∇l(θk) = 0 by all observation from
exploration rounds in first k epochs.
• Run kq exploitation rounds. In each exploitation round, invoke the (α, β)-oracle on G
with θk to obtain a seed set S.
The details of ImprIMNodeIC are summarized in Algorithm 4.7. Again, note that we
drop the observations from exploitation rounds and update Vk and Mk by observations from
exploration rounds. We have the following result:
Theorem 4.7 Suppose Assumptions 4.3 holds. Suppose Algorithm 4 has run k epochs and








CHAPTER 4. REVENUE MANAGEMENT IN PRODUCT NETWORK 130
Please refer to Appendix 4.10 for the detailed proof. The above theorem implies that
for any ε > 0, an averaged regret of O(n−1+εk ) can be achieved for sufficiently large q,
which strictly improves that of IMLinUCB in [100] for edge-level IC even with much less
information available. Moreover, O(n−1k ) is also the best possible cumulative regret any
learning algorithm can achieve. Consider a learning algorithm which incurs an arbitrarily
small cost c > 0 and has learnt the true influence probability in the first round, so that
no more regret is incurred in subsequent rounds. The average regret over n rounds is c/n,
which is the best-possible regret for any learning algorithms to achieve. In summary, by
setting q to be sufficiently large, the regret for Algorithm 4 approaches the best-possible
regret O(n−1), so that a new benchmark is achieved.
4.8 Learning under General Probability Function
In Section 4.7, we have proposed an online learning algorithm with a guaranteed bound on
the cumulative regret when the diffusion probabilities take the specialized form m(x′eθ) =
1 − exp(−x′eθ). The form of the diffusion probability leads to the nice property that the
combined activation probability for a node can be expressed as the activation probability







. Moreover, as pe = 1− exp(−x′eθ) ≈ x′eθ, this specialized form also
approximates the influence probability pe = x
′
eθ in linear bandits problems [100].
However, in some scenarios, due to the intrinsic characteristics of the network, the dif-
fusion probabilities might not realistically modeled with this particular form. A very good
candidate of influence probability is pe = 1/(1 + exp(−x>e θ∗)), which is widely considered
in logistic models. For most of these generalized linear models, the combined activation
probability of multiple parents cannot be expressed as that of hyper-edges, and the corre-
sponding likelihood function becomes non-concave, so that the preceeding methodologies
do not apply.
A node v is said to have single-active-parent at time step t if there is only one node
attempting to active v at t, and is called to have multiple-active-parents otherwise. An
important observation is that all non-concavity comes from multiple-active-parents nodes,
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and the likelihood becomes concave if all observations are from single-active-parent nodes,
as we will detail later. Utilizing this property, the problem becomes tractable if only single-
active-parent observations are taken into account to update estimates, which establishes
the most important building block of our online learning algorithms.
In this section, we consider a network with general diffusion probability p(xi) = m(x
′
iθ),
where m(·) is a general function satisfying mild conditions. We utilize our exploration-
exploitation framework and carefully select a set of single-active-parent observations to en-
sure the concavity of likelihood function. Furthermore, under our framework, the estimates
converge to the true parameters as the number of rounds approaches infinity. We show
that our algorithm achieves an average cumulative regret of O(n−q/(q+1)) over n rounds,
which matches the result for Algorithm 4 and provides a benchmark for generalized linear
influence probability models under node-level-feedback IC.
4.8.1 Preliminaries
We adopt the same Assumption 4.1, 4.2, 4.3, and 4.4 and exploration set Do of Section 4.7.
Denote pmin = minxi∈D p(xi) and pmax = maxxi∈D p(xi) as the minimum and maximum
diffusion probability among all edges e ∈ D. Furthermore, we impose Lipschitz continuity
on the diffusion function as follows:
Assumption 4.5 The inverse of the diffusion probability function m(·) is Lipschitz con-
tinuous in the bounded region [pmin2 ,
pmax+1
2 ] with some Lipschitz constant L. That is,






This assumption is mild as it only requires the Lipschitz continuity in a bounded region,
which holds for many common functions. Consider the function m(x) = 1 − exp(−x)
discussed in Section 4.7, its inverse function takes the form g(x) = − log(1− x). Although
g′(x) goes to infinity when x → 1, it is Lipschitz continuous in any interval [a, b] for a > 0
and b < 1. Indeed, as a probability function, m(x) is a usually bijective and monotone
with respect to x, with supx∈X m(x) = 1 and infx∈X m(x) = 0. Thus m
−1(x) is Lipschitz
continuous in any interval [a, b] for a > 0 and b < 1.
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Consider the case that diffusion probability takes a general form m(x′eθ) rather than
m(x′eθ) = 1− exp(x′eθ) for edge e ∈ E with feature xe. For node v and set of parent nodes
B ⊂ N in(v) that is attempting to influence v, the success probability of node set B is









in Section 4.7. The difficulty in maximum likelihood analysis lies in the complicated dif-
fusion probability when more than one parent nodes attempt to activate the same node
simultaneously. Consider the probability function p(B, v) above. Let Y (v) ∈ {0, 1} be the
binary variable indicating the activation outcome. The log-likelihood function for node v is
















In this case, solving for the maximum likelihood estimator and analyzing its behavior be-
comes extremely intractable.
To overcome this difficulty, we need a way to simplify the complex likelihood function.
The approach we take here is to update the likelihood function with partial information,
namely, with observations from nodes with single-active-parents only. A node v is said to
have a single-active-parent at time step t if there is only one node attempting to activate v
at t. In this way, suppose v has a single-active-parent u, the preceding likelihood function
becomes









which takes a rather succinct form for analysis. Moreover, if the seed set S consists of a
single node s, every child of s takes this single-active-parent property, as s is the only active
node in time step t = 0.
Recall the exploration rounds discussed in Section 4.7. When we use single-parent
exploration edges, we simultaneously simplify the likelihood function and acquire sufficient
diversity in the observations. In this way, we ensure the convergence of the MLE estimator
θn to θ
∗ in all directions.
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Algorithm 5: Influence Maximization Generalized Linear Node-level Feedback
Input: graph G, (α, β)-ORACLE, exploitation parameter q, feature vector xe’s.
for epochs k = 1, 2, · · · do
Run one exploration super-round.
Observe feedback in past exploration super-rounds. Solve ∇lk(θk) = 0.
for s = 1, 2, · · · , kq do
Set St ∈ ORACLE(G, θk) as the seed set.
end for
end for
In summary, we propose an exploration-exploitation scheme to learn diffusion proba-
bilities and assign seed sets simultaneously. The main difference between our new scheme
and the one in Section 4.7 is that we only use information from exploration edges (that is,
exploring each edge in Do) to update the maximum likelihood estimator θn. This feature
preserves both the single-parent property and diversity, so that the likelihood function is
concise and θn converges to θ
∗ with enough observations. The detailed algorithm is as
follows.
We partition the time horizon into multiple epochs, each having a number of explo-
ration and exploitation rounds. Specifically, the k-th epoch consists of d exploration and
kq subsequent exploitation rounds. In epoch k, the algorithm runs as follows:
• The algorithm first runs one exploration super-round consisting of d exploration
rounds.
• Set θk by solving the MLE function with the observation in all past exploration rounds.
Using the data in exploration rounds is enough and can achieve the same theoretical
guarantee.
• The algorithm then runs k exploitation rounds. In exploitation round t, we invoke
the (α, β)-oracle on G with parameters m(θk) to obtain the seed set St.
The complete algorithm is summarized in Algorithm 5.
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4.8.2 Confidence region
In this section, we present a method which provides an explicit solution of the maximum
likelihood estimator θn based on observations from d types of exploration edges, and con-
struct a confidence region. Suppose we run Algorithm 5 for n epochs. Let x1, x2, · · · , xd
be the features of the edges in the exploration set Do. In the first n epochs, n exploration
super-rounds have been conducted. Specifically, we have explored each edge eoi ∈ Do n
times. Let X = [x1, · · · , xd] be the column matrix of features for the d exploration edges.
Let Ni be the number of activation for edge xi, based on the observation from n exploration
super-rounds.
Then the likelihood function can be written as





with corresponding log-likelihood function being






iθ) + (n−Ni) log(1−m(x′iθ))
}
.
Taking the derivative with respect to θ, we have




































−n. We prove the following lemma to shed light on the relationship
between estimates θn and realizations Ni.
Lemma 4.5 Suppose x1, · · · , xd are d linearly independent vectors, let Ni be the number
of activations for edges xi after n exploration super-rounds, we have
Ni
m(x′iθn)
− n = 0, ∀ i = 1, · · · , d.
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Proof. As x1, · · · , xd are linearly independent vectors, the first-order derivative in (4.11) is
indeed the sum of d linearly independent vectors. By linear algebra, if we set the derivative
to zero, the coefficient of every xi must be zero. Thus, the unique solution θn can be
obtained by solving the system of equations
ṁ(x′iθn)
1−m(x′iθn)
· gi(θn, Ni) = 0 for each 1 ≤ i ≤ d.
Furthermore, as ṁ(x′iθ)/1 −m(x′iθ) > 0, we obtain gi(θn, Ni) = 0 for i = 1, · · · , d, for the
maximum likelihood estimator θn. That is,
Ni
m(x′iθn)
− n = 0, ∀ i = 1, · · · , d. (4.12)
Note that the above system of equations is feasible only when Ni ≥ 1 for all 1 ≤ i ≤ d,
which holds with high probability when the number of exploration super-rounds n is large.
Based on the above lemma, we are able to express θn explicitly by realizations Ni in
the first n exploration super-rounds. We establish a confidence region around θn in the
following lemma:
Lemma 4.6 Let q be the exploitation parameter, after n exploration super-rounds, we have








with probability 1− δ1 − 2/n2, where δ1 =
∑d
i=1(1− pi)n and C1 = max1≤i≤d 1/(1− pi).
Please refer to Appendix 4.11 for the detailed proof.
4.8.3 Regret Analysis
The following theorem provides a theoretical guarantee on the performance of Algorithm 5.
Theorem 4.8 Suppose Assumptions 4.1, 4.2, 4.3, 4.4 and 4.5 hold. Let q be the exploita-












The detailed proof is deferred to Appendix 4.10. The above theorem establishes the
first average regret for node-level learning with general diffusion probability. Note that
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this result matches the average regret O(n−q/(q+1)) with specific diffusion probability pe =
1−exp(−x>e θ∗) considered in Section 4.7. By setting q to be sufficiently large, O(n−q/(q+1))
approaches the best-possible regret O(n−1) as well and achieves the benchmark.
4.9 Numerical Experiments
To numerically test the performance of various algorithms and seeding strategies, we conduct
experiments on a simulated network with 216 nodes and 953 directed edges. The algorithms
we test are summarized in Table 4.2. We explain each algorithm in detail in this section.
Algorithm Meaning
rdm Seed five different randomly sampled nodes in each round
grd kw
Seed five nodes selected by approximate greedy oracle with known
true edge probabilities in each round
grd explr Algorithm 3
grd impr q=1 Algorithm 4 with q = 1
grd impr q=2 Algorithm 4 with q = 2
grd impr q=3 Algorithm 4 with q = 3
grd impr q=1 pc
A variation of Algorithm 4 with q = 1 that updates beliefs
by Partial Credit method in Section 4.3.3.2
Table 4.2: Summary of Algorithms Tested.
We set the dimension of features to be d = 5. We first generate a 5-dimensional feature
vector uniformly distributed within [0, 1]5 for each node v ∈ V, which is denoted as x(v).
For each edge e = (u, v), we set its feature as x(u, v) = x(u)− x(v), which is the difference
between the features of its head node and tail node. We randomly pick a theta vector with
3 positive entries and 2 negative entries, with Euclidean norm 1.39. This theta vector is
denoted as θ∗. It is the true parameter we aim to learn by the tested algorithms.
For each edge e ∈ E with feature xe, we construct its influence probability by the
formula pe = 1 − exp(−x′eθ∗). We rescale the edge features to ensure pe ∈ [0.05, 0.6]
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for each edge e ∈ E . To achieve this, for each edge, we construct an auxiliary quantity
ve = −x′eθ so that pe = 1 − exp(−ve). In this way, pe ∈ [0.05, 0.6] is equivalent as ve ∈
[− ln(1 − 0.05),− ln(1 − 0.6)] = [0.0512, 0.916]. We first calculate ve = x′eθ∗ for each edge.
Suppose ve falls out of the desired region [0.0512, 0.916], without loss of generality, we
consider the case ve > 0.916. We re-scale xe by xe = xe ∗ (0.916/ve) so that x′eθ∗ = 0.916
and pe = 1 − exp(−x′eθ) = 0.60. The case ve < 0.0512 can be dealt with in a similar way
so that pe = 0.05. Moreover, we scale down the influence probabilities of out-going edges
from several high-degree nodes, so that the algorithm needs to learn a close theta estimate
to select good seed sets, instead of selecting nodes with high degrees.
We treat the feature vectors and weights obtained using the process described above as





′) for i = 1, · · · , 5 as our






















>) = 374, which is the ratio between
largest and smallest eigenvalue. A super-exploration explores each edge in the exploration
set to introduce diversity to the set of observed edges. Specifically, in a super-exploration,
d = 5 exploration rounds are conducted, where the k-th exploration round seeds uok along
with 4 other randomly chosen nodes not pointing to vok. In this way, all exploration edges
eoi for i = 1, · · · , 5 are guaranteed to be observed.
We simulate the learning and seeding process with Algorithm 1 (grd explr) for 40
epochs. Let nexplorek be the cumulative number of super-explorations conducted up to the
k-th epoch. In the k-th epoch, we first conduct super-explorations until nexplorek = k log k.
We update our estimate θk and influence probabilities based on all observations from past
exploration and exploitation rounds. We then perform k exploitation rounds, where each
round uses the estimated influence probabilities as input to the (α, β)-oracle to obtain a seed
set of cardinality 5. The 40 epochs correspond to 1558 rounds, including 738 exploration
and 820 exploitation rounds. For other baseline algorithms (bgg dgr, grd kw & rdm ) that
do not involve exploration rounds, we conduct 1558 rounds with the respective seeding
strategies.
We also test Algorithm 4 with q = 1 (grd impr q=1), q = 2 (grd impr q=2), q = 3
(grd impr q=3), and a variation algorithm grd impr q=1 pc that uses the Partial Credits
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Figure 4.5: Cumulative Reward in First 300 and 1500 Rounds.
method to update the estimates. Note that in Algorithm 4, only observations from explo-
ration edges are used to update our estimate, while full observations are taken into account
in Algorithm 3 (grd explr). Recall that in the k-th epoch of Algorithm 4, kq exploitation
are conducted after the 5 exploration rounds. We choose the smallest number of epochs
such that the number of rounds conducted is at least 1558: we test grd impr q=1 on 51
epochs (1581 rounds), grd impr q=2 on 16 epochs (1576 rounds), and grd impr q=3 on 9
epochs (2070 rounds). Moreover, we also test grd impr q=1 pc on 51 epochs to compare
the performance of MLE and Partial Credits approaches.
We compare the cumulative reward achieved by grd explr, grd impr q=1, grd impr q=2,
grd impr q=3, grd kw, rdm and grd impr q=1 pc over 1500 rounds, and summarize the re-
sults in Figure 4.5. As we can see from Figure 4.5, among all learning algorithms, grd kw
achieves the highest cumulative reward while rdm achieves the worst performance.
Among all learning algorithms, grd impr q=1 has superior performance over the partial-
credit-based algorithm grd impr q=1 pc, which implies that the MLE method is able to
provide more accurate estimates and better seed sets, compared with the Partial Credits
method. Moreover, with q increasing, the performances of grd impr q=1, grd impr q=2 and
grd impr q=3 over the first 300 and 1500 rounds are both improved, and asymptotically
converge to those of grd kw.
We also investigate the performance of exploration rounds and analyze how efficient
exploration is in improving our estimates. In particular, we plot the distance between
learnt and true theta ‖θt − θ∗‖2 over the number of exploration rounds t. We also plot
the mean absolute error of learnt and true influence probabilities over all edges, that is,
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e∈E |pt(e)− p̄(e)|, and summarize the results in Figure 4.6.
As we can see from Figure 4.6, the 2-norm of learnt and true theta decreases to around
0.05 in 5 rounds, and further decreases to null in about 20 rounds. The mean of absolute
error decreases to 0.01 in 5 rounds, and further decreases to null in 20 rounds as well. These
observations imply that exploration is efficient and provides good estimates of both theta
and influence probabilities.
Appendix
4.10 Proofs of Main Theorems
4.10.1 Proof of Theorem 4.1
Proof: Denote f(S) = f(S; p̄, P ) for ease of notation. We first show the submodularity
of f(·). Consider two sets S, T and a node vd giving discount such that S ⊂ T ⊂ Vd
and vd ∈ Vd \ T . Consider the probability space in which each sample point specifies one
possible set of outcomes for all the coin flips on all edges. Let X denote one sample point
in this space. Denote fX(·) as the reward under realization X. As all spontaneous nodes in
Vs and past purchases are also active at time 0, the corresponding seed sets for promoting
S and T are S+ := S ∪ P ∪ Vs and T+ := T ∪ P ∪ Vs, respectively. Note that when an
inactive node vc becomes active, a reward of rv · (1− dv) or rv is be obtained immediately,
depending on whether category v is promoted or not. Moreover, the activation of vc will
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influence its inactive neighbors in subsequent steps and leads to more potential rewards.
vd and vc connected vd and vc unconnected
vc connected to S+ rX(v;S) = −rvdv, δX(v;S) = 0 rX(v;S) = −rvdv, δX(v;S) = 0
vc not connected to S+ rX(v;S) = rv · (1− dv), δX(v;S) > 0 rX(v;S) = 0, δX(v;S) > 0
Table 4.3: Details of rX(v;S) and δX(v;S)
Under a coin-flip realization X, we say vd and vc are connected if there is a direct path
from vd to vc, and vc is connected to S+ if there exists any node u ∈ S+ such that u and vc
are connected. As each element in S+ is activated, a node is also activated if it is connected
to S+. Moreover, for a certain category v /∈ S, suppose vc is connected to S+ under X, if
v is also promoted, the reward obtained on v decreases from rv to rv · (1− dv).
We split ∆X(v|S) := fX(S ∪ {v})− fX(S) into two parts. We denote the difference in
reward obtained for category v as rv(S), and the reward obtained by influencing neighbors
through v as δ(v, S). We have ∆X(v|S) = rv(S) + δ(v, S). Note that δ(v, S) > 0 only if
the status of vc changes from inactive to active by promoting v. Table 4.3 summarizes the
details of rv(S) and δv(S) under different scenarios.
We consider several scenarios that are differentiated by whether vc is connected to S+
and the connectivity between vd and vc.
First, we consider the scenario that vd and vc are connected. If vc is connected to S+,
then it is also connected to T+, since S+ ⊂ T+. The connection of vd to vc results in a
decrease of rvdv from the revenues obtained from discounting S or T alone, respectively.
Meanwhile, as promoting v does not change its status, the potential influence to neighbors
by v remains unchanged. Clearly we have
∆X(v|S) = −rvdv = ∆X(v|T ) ≤ 0.
If vd and vc are connected, but vc is not connected to S+, promoting v indeed changes
its status and leads to potential influence to its neighbors. We conduct the same procedure
on ∆X(v|S) := fX(T ∪ {v})− fX(T ). Clearly, rv(S) = rv(1− dv) and δ(v, S) > 0. If vc is
connected to T+, we have rv(T ) = −rv · dv and δ(v, T ) = 0; otherwise, we obtain rv(T ) =
rv · (1 − dv) and δ(v, T ) = δ(v, S) > 0. Thus we have rv(S) ≥ rv(T ) and δ(v, S) ≥ δ(v, T )
CHAPTER 4. REVENUE MANAGEMENT IN PRODUCT NETWORK 141
for both cases, which further implies
∆X(v|S) = rv(S) + δ(v, S) ≥ rv(T ) + δ(v, T ) = ∆X(v|T ).
Next, we consider the scenario that vd and vc are not connected under X. If vc is
connected to S+, then it is connected to T+. We have ∆X(v|S) = −rvdv = ∆X(v|S). If vc
is not connected to S+, then ∆X(v|S) = 0. Similarly, we have ∆f (v|S, T ) = 0 if v is not
connected to T+, and ∆X(v|S) = −rvdv otherwise. Thus, ∆X(v|S) ≥ ∆X(v|T ) holds for
both cases.
In summary, we have
∆X(v|S) ≥ ∆X(v|T ),
which implies the sub-modularity of the objective function under realization X. Let Prob[X]





since the expectation is a weighted average of all possible outcomes of X. As a non-negative
linear combination of sub-modular function is also sub-modular, f(S) is sub-modular.
Finally, we show that f is non-monotone. Consider any set S ⊂ V and node v ∈ Vd\S to
promote. Consider a realization X of the cascade process where vc is activated by promoting
S, the reward gain on node vcs is rv. If we add v into the promotion list, that is, we promote
S∪{v}, the reward gain from vc becomes (1−dv)rv, with rewards from other nodes remain
unchanged. We have
∆X(v|S) = −rvdv < 0,
which implies the non-monotonicity of fX . As f(S) is the expectation of fX(S) over all
realizations of X, we conclude that f is non-monotone in general.
4.10.2 Proof of Theorem 4.2
Proof: Consider the probability space in which each sample point specifies one possible
set of outcomes for all the coin flips on all edges. Let X denote one sample point in this
space, we define fX(S) := fX(S; p̄, P ) to be the total reward of the nodes activated by
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the process when S is the set recommended to the consumer, and define Prob[X] as the
probability of X being realized.
For a fixed X, if we choose recommendation set S, then the initial activation set is
S+ := S ∪Vs ∪P . This set includes all spontaneous nodes, recommended nodes S and past
purchase nodes P . For every v ∈ S+, we keep the connected edges having a path starting
from v, and remove the rest of the edges and denote the edges remaining edges as XS+ .
We define T+ := T ∪ Vs ∪ P and XT+ in the similar way. It is easy to see that for S ⊂ T ,
XS+ ⊂ XT+ .
Let R(v,XS+) denote the set of all category nodes that can be reached from v on a path





First, as XS+ ⊂ XT+ , for any node u, it is easy to see R(u,XS+) ⊂ R(u,XT+) and
∪u∈S+R(u,XS+) ⊂ ∪u∈T+R(u,XT+). Thus, for any S ⊂ T , fX(S) ≤ fX(T ), which implies





we conclude f(S) is also monotone.
Next, we show that for any fixed outcome X, the function fX(S) is sub-modular. To
see this, let S, T ⊂ Vr be two sets of recommendation nodes such that S ⊂ T , and consider
the quantity fX(S∪{v})−fX(S). This is the sum of rewards of all the category nodes that
are activated by recommendation edges starting from v that are not already in the union
∪u∈S+R(u,XS+). It is at least as large as the sum of all the nodes that are activated by v
and not already in the union ∪u∈T+R(u,XT+) due to S+ ⊂ T+. It follows that
fX(S ∪ {v})− fX(S) ≥ fX(T ∪ {v})− fX(T ),
which indicates fX is sub-modular. Using similar argument as in Theorem 4.1, as f(S)
is the weighted average of fX(S) over all possible outcomes of X, we conclude f(S) is
submodular.
CHAPTER 4. REVENUE MANAGEMENT IN PRODUCT NETWORK 143
4.10.3 Proof of Theorem 4.5














− 1) = 0. (4.13)





∗) − 1) and ∇ln(θn) = 0. Consider the unit ball
B1(θ∗) = {θ : ‖θ − θ∗‖ ≤ 1} around θ∗, for any θ ∈ B1(θ∗), by the Mean Value Theorem,










) = ∇2l(θ̄)(θ − θ∗), (4.14)
As θ̄ := qθ + (1 − q)θ∗ is a convex combination of θ and θ∗, θ̄ falls in the unit ball B1(θ∗)



















iYiκ = κVn  0d×d.
It is easy to see (θ−θ∗)>(∇ln(θ)−∇ln(θ∗)) > 0 for any θ 6= θ∗ so that ∇ln(θ) is an injection
from Rd to Rd. Define Hn(θ) := ‖∇ln(θ)−∇ln(θ∗)‖2V −1n , we have Hn(θ
∗) = 0 and
Hn(θ) =(θ − θ∗)>∇2l(θ̄)V −1n ∇2l(θ̄)(θ − θ∗)
≥κ2(θ − θ∗)>Vn(θ − θ∗)
≥κ2λmin(Vn)‖θ − θ∗‖2 ≥ κ2ρλmin(Mn)‖θ − θ∗‖2,
where the first inequality uses the fact that ∇2ln(θ̄)  κVn  0. Clearly, Hn(θ) ≥
κ2ρλmin(Mn) for ‖θ − θ∗‖ = 1. As Hn(·) is a continuous function and Hn(θ∗) = 0, by
basic topology, we have {
θ
∣∣∣Hn(θ) ≤ κ2ρλmin(Mn)} ⊂ B1(θ∗).
That is, for any θ such that Hn(θ) ≤ κ2ρλmin(Mn), it is contained in the unit ball θ ∈
B1(θ∗). As we aim to investigate the behavior of θn, our first target is to show Hn(θn) <
κ2ρλmin(Mn) with high probability, which leads to ‖θn − θ∗‖ ≤ 1.
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Consider Hn(θn). As ∇ln(θn) = 0, it is easy to see Hn(θn) = ‖∇ln(θn)−∇ln(θ∗)‖2V −1n =
‖∇ln(θ∗)‖2V −1n . Based the condition Vn  ρMn  0, we have
Hn(θn) = ‖∇ln(θ∗)‖2V −1n = ∇ln(θ




Suppose there exists an Un such that ‖∇ln(θ∗)‖2M−1n ≤ Un ≤ κ


















where εi is a zero-mean bounded sub-Gaussian random variable such that εi = 1−m(x′iθ∗)
with probability m(x′iθ
∗) and εi = −m(x′iθ∗) with probability 1 − m(x′iθ∗). Define vi :=
Yi
m(x′iθ










Clearly, vi is a zero-mean bounded sub-Gaussian random variable with Ri = 1/m(x
′
iθ). Let
R = maxe∈E 1/m(x
′
eθ




), for i = 1, · · · , n.
Then, it can be seen that ∇ln(θ∗) =
∑n
i=1 xivi is also sum of sub-Gaussian random vectors.
To ensure ‖θn − θ∗‖ ≤ 1, a loose bound on ‖∇ln(θ∗)‖2M−1n is provided by [59] Lemma 7 for








with probability at least 1 − δ1. By extending their result to a general R, we obtain with
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θ∗‖ ≤ 1 holds with probability at least 1− δ1. Under the scenarios, we have







Next, we focus on the case where ‖θn − θ∗‖2 ≤ 1 and provide a tight bound for







log(1 + 2n/d) + log(1/δ2)
)
,
with probability at least 1− δ2 for δ2 > 0 in Lemma 8. Again, we extend their result to a








log(1 + 2n/d) + log(1/δ2)
)
.
Putting them together, we conclude





log(1 + 2n/d) + log(1/δ2)
)
(4.15)
with probability at least 1− δ1 − δ2, which completes the proof.
4.10.4 Proof of Theorem 4.6
Proof: The expectation is over the randomness of St in an exploitation round, and reduces
to a deterministic function in an exploration round, as we have pre-fixed the choice of
exploration nodes. Note that the randomness in the diffusion process has already been
captured in the definition of f . The total regret for k epochs equals the sum of regrets in
each epoch, which can be further split into regrets from exploration rounds and exploitation
rounds.
Suppose the algorithm has run k epochs. By definition, the algorithms has conducted
nexplorek = max
(
k log k, 16R2[d+log(k)]/(κ2λomin)
)
exploration super-rounds, and conducted
k exploitation rounds in epoch k by running the (α, β)-approximation ORACLE with pa-
rameter θk. Let nk be the total number of rounds conducted in the first k epochs. We have
nk = d ·nexplorek +k(k+1)/2. For an exploration round, the seed set consists of a single node,
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which yields a regret Rαβ(S) ≤ f∗ ≤ L− 1. As each exploration super-round consists of d
exploration rounds, the cumulative regret incurred by exploration rounds in first k epochs
can be upper bounded by nk · d(L− 1).
Meanwhile, consider an exploitation round in epoch k with estimated parameter θk, let
Sk be the seed set returned by (α, β)-approximation ORACLE with θk.









By choosing δ1 = 1/k, the condition λmin(Mk) ≥ 16R2[d + log(k)]/κ2 in Theorem 4.5 is
satisfied.
Let nobk be the total number of observed hyper-edges up to this particular time. As the
algorithm has run nexplorek exploration super-rounds and k(k− 1)/2 exploitation rounds, we
have nobk ≤ |E|(d · n
explore
k + k(k − 1)/2). By setting δ2 = 1/k, Theorem 4.5 implies that θ
∗
falls in the confidence ball
Ck :=
{





log(1 + 2nobk /d) + log(k)
)}
with probability at least 1− 2/k. Define the favorable event ξk as
ξk := {θ∗ ∈ Cτ , ∀ τ = 1, 2, . . . k} ,
which represents the event that θ∗ falls in Cτ for τ = 1, · · · , k, and define ξ̄k−1 as the
complement of ξk−1. The algorithm yields a regret that is upper bounded by E[f(Sopt, p̄)−
1
αβ f(Sk, p̄)] if event ξk−1 happens, and yields at most L − K otherwise. In summary, we
have
E[Rαβ(Sk)] ≤ P(ξk)E[f(Sopt, p̄)−
1
αβ
f(Sk, p̄)|ξk] + P(ξ̄k)[L−K], (4.16)
for an exploitation round in epoch k.
Consider the case when θ∗ falls in the confidence ball Ck, as Vk  ρkMk and λmin(Mk) ≥
λominn
explore




k , which further implies
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where the last inequality is due to the fact nexplorek ≥ k log k.
Furthermore, as ρ∗k is obtained by solving SDP(4.7): ρ
∗
k = max{ρ|Vk  ρMk}, a lower
bound on ρk is also required to guarantee the shrinkage of Ck as the number of epochs








nk log(nk)). By Lemma 4.3, we have ρk ≥ pmin/2 with probability at least
1 − O(1/n2k). Combing the preceding analysis, we obtain that with probability at least
1− 2/k −O(1/k2),







log(1 + 2nobk /d) + log(k)
)
. (4.18)
Let ε0 > 0 be the stability parameter in Assumption 4.4 such that A(θ, α) = A(θ∗, α) for








2nobk /d) + log(k)
)
≤ ε20 for all k ≥ k0, we have








log(1 + 2nobk /d) + log(k)
)
≤ ε0.
Clearly, for any k ≥ k0, if θk falls in the confidence ball Ck, we have ‖θk − θ∗‖ ≤ ε, which
further implies the α-approximating seed sets corresponds to θk is same as that of θ
∗. That
is, A(θk, α) = A(θ∗, α) for all k ≥ k0.
Under the favorable event ξk, for any τ such that k0 ≤ τ ≤ k, we have


















where the first inequality comes from the definition of the (α, β)-oracle and the last equality
comes from Assumption 4.4, the stability of the solution in parameters.
Therefore, for an exploitation round in epoch k ≥ k0, the regret is nonzero only under
the complement of the favorable event ξk, in which case it is at most L−K. Hence,
E[Rαβ(Sk)] ≤ P(ξ̄k)[L−K].
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Finally, we combine all the preceeding steps to derive the cumulative regret. It is clear
that Rαβ(S) ≤ f∗ for any seed set S. Recall that we consider the cumulative regret for the









=nexplorek · d(L− 1) +
k0−1∑
i=1




≤nexplorek · d(L− 1) +






≤nexplorek · d(L− 1) +
k0(k0 − 1) · f∗
2
+ 2(k − k0 + 1)(L−K) +O(1),
(4.20)
where the last inequality comes from Theorem 4.5 that P (ξ̄k) ≤ 2/k +O(1/k2). Let nk be
the total number of rounds conducted in the first k epochs. We have nk = d · nexplorek +
k(k + 1)/2 ≤ d ·max
(
k log k, 16R2[d + log(k)]/(κ2λomin)
)
+ k(k + 1)/2. Thus, the average









nexplorek · d(L− 1) +
k0(k0 − 1) · f∗
2



























which completes the proof.
4.10.5 Proof of Theorem 4.7
Proof: Let Algorithm 4 run d exploration and kq exploitation rounds in epoch k. The
analysis for each exploration and exploitation rounds is same as Theorem 4.6. We omit
these steps to avoid repetition and show the details in combing them to derive average
regret.




q exploitation rounds. Let nk be the total number of rounds
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conducted in the first k epochs, we have nk = kd +
∑k
s=1 s
q. Let nobk be the total number
of observation used for updating estimates, as observations from exploration are taken into
account, we have kd ≤ nobk ≤ |E|kd. By setting δ2 =
1
kq , Theorem 4.5 implies that θ
∗ falls
in the confidence ball
Ck :=
{





log(1 + 2nobk /d) + log(k
q)
)}
with probability at least 1 − 2/kq. Define the favorable event as ξk := {θ∗ ∈ Cτ ,∀τ =
1, 2, · · · , k}, by Theorem 4.5, we have P(ξk) ≥ 1 − 2/kq and P(ξ̄k) ≤ 2/kq. Consider the


















Let ε0 > 0 be the stability parameter in Assumption 4.4 such that A(θ, α) = A(θ∗, α) for







2 log(1 + 2|E|k) +
q log(k)
)
≤ ε20 for all k ≥ k0.
We consider the average cumulative regret for the first k epochs for ease of presentation,
where k ≥ k0. We have
k∑
i=1
E[Rαβi ] ≤k · d(L− 1) +
k0−1∑
i=1




≤k · d(L− 1) +
k0−1∑
i=1




≤k · d(L− 1) +
k0−1∑
i=1
iq · f∗ + 2(k − k0 + 1)[L−K],
where the last inequality comes from the fact that P (ξ̄k) ≤ 2/kq. The average cumulative









k · d(L− 1) +
k0−1∑
i=1
iq · f∗ + 2(k − k0 + 1)[L−K]
}
.
Let nk → ∞, as k0(k0 − 1)f∗/2 is a constant, nk = kd +
∑k
j=1 j
q ≤ O(kq+1) and k ≤











) ≤ O( 1
kq
) ≤ O(n−q/(q+1)k ),
which completes the proof.
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4.10.6 Proof of Theorem 4.8





2k with probability at least 1−
∑d











Let ε0 > 0 be the stability parameter in Assumption 4.4 such that A(θ, α) = A(θ∗, α) for




For k ≥ k0, with probability at least 1 − O(1/k2), we have ‖θk − θ∗‖ ≤ ε0, which further
implies A(θk, α) = A(θ∗, α).
Consider the k-th super-epoch consisting of one exploration super-round (d exploration
rounds) and k exploitation rounds. By similar analysis in Theorem 4.7, the regret incurred
in at most f∗. Meanwhile, for k ≥ k0, the regret incurred in each exploitation round
becomes 0 with probability 1−O(1/kq) . Thus, the cumulative regret in the first k epochs
can be expressed as
k∑
i=1




=k · d(L− 1) +
k0−1∑
i=1




≤k · d(L− 1) +
k0−1∑
i=1







≤k · d(L− 1) +
k0−1∑
i=1
iq · f∗ +O(k − k0).
As the algorithm has conducted nk := kd+
∑k
s=1 s
q = Θ(kq+1) rounds in the first k epochs,









k · d(L− 1) +
k0−1∑
i=1
iq · f∗ +O(k − k0)
}
≤ O(1/kq). (4.23)
Furthermore, we have k = Θ( q+1
√
nk) as nk = Θ(k





E[Rαβi ] ≤ O(n
−q/(q+1)
k ),
which completes the proof.
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4.11 Proofs of Technical Lemmas
4.11.1 Proof of Lemma 4.1
Proof: Consider the set of α-approximation seed setsA(p̄, α). Let g(S, p̄) = f(S, p̄)/fopt(p̄)
be the approximation ratio of S to fopt(p̄). By definition, we have g(S, p̄) ≥ α for
S ∈ A(p̄, α). We prove that a sufficient condition for Assumption 4.4 to hold is
min
S∈A(p̄,α)
g(S, p̄) > α. (4.24)
Given any seed set S, by Lemma 5 in [103], it is easy to see that f(S, p) and fopt(p)
are continuous in p, which implies that g(S, p) is also continuous in p. Suppose Eq.(4.24)
holds, i.e., g(S, p̄) > α for all S ∈ A(p̄, α). For any S ∈ A(p̄, α), as g(S, p) is continuous,
there exists a positive constant δS > 0 such that g(S, p) > α for all ‖p − p̄‖2 ≤ δS . Let
δ1 = minS∈A(p̄,α) δS . We conclude that g(S, p) > α for all S ∈ A(p̄, α) and ‖p − p̄‖2 ≤ δ1.
This is equivalent to A(p̄, α) ⊂ A(p, α) for ‖p− p̄‖2 ≤ δ1.
At the same time, consider the seeds sets that are not α-approximations to fopt(p̄), i.e.,
g(S, p̄) < α and S /∈ A(p̄, α). By a similar argument, we conclude that there exists a positive
constant δ2 > 0 such that for all S /∈ A(p̄, α), g(S, p) < α for all ‖p− p̄‖2 ≤ δ2, which further
implies A(p, α) ⊂ A(p̄, α). By choosing δ0 = min(δ1, δ2), we conclude A(p, α) = A(p̄, α) for
all ‖p− p̄‖2 ≤ δ0.
The preceding analysis shows that Assumption 4.4 indeed holds if minS∈A(p̄,α) g(S, p̄) >
α, which yields a contradiction. We thus conclude that Assumption 4.4 holds whenever
minS∈A(p̄,α) g(S, p̄) > α, and fails only when there exists a set S such that f(S, p̄) = α ·
fopt(p̄).
Finally, consider a network with fixed p̄. There are finitely many seed sets and their
corresponding approximation ratios are distributed as finite discrete values on [0, 1]. As α1 =
1−1/e−ε or α2 = 1/3−ε is required to be decided prior to calling the (α, β)-approximation
oracle, if we uniformly sample α1 ∈ [1 − 1/e − ε1, 1 − 1/e − ε2] or α2 ∈ [1/3 − ε1, 1/3 − ε2]
with ε1 > ε2, the probability of α being equal to one of the approximation ratios is zero.
Thus, we conclude that f(S, p̄) = α · fopt(p̄) is a zero-probability event, which completes
the proof.
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4.11.2 Proof of Lemma 4.2




i. The desired inequality can be equivalently expressed as
n∑
i=1
(Yi − p)xix′i − 0.5pMn.






≥ λmax(−0.5pMn) = −0.5p · λmin(Mn) = −0.5pλ∗.
Let Xi = (Yi − p)xix′i for i = 1, · · · , n. Since E[Yi] = p, it can be seen that Xi’s are





≥ λmin(−pxix′i) = −p‖xi‖ ≥ −p, where the last inequality is due to
‖xi‖ ≤ 1 in Assumption 4.2. Let Z =
∑n
i=1Xi and define v(Z) as the matrix variance
statistics of the sum, i.e.,






i=1 ‖E[X2i ]‖ =
∑n
i=1 ‖X2i ‖ ≤ nD. By Theorem 6.6.1 in [94], for a finite
sequence {Xk} of independent, random, symmetric matrices with dimension d, if E[Xk] = 0





≤ d · exp
( −t2/2
v(Y ) + Lt/3
)
,
for any t ≥ 0. By setting L = p, it can be seen that Xk’s satisfy all conditions above.
Substituting t = 0.5pλ∗ into the preceding equation, we have









As λmin(Z) ≥ −0.5pλ∗ implies
∑n




(Yi − p/2)xix′i  0
)





which completes the proof.
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4.11.3 Proof of Lemma 4.3
Proof: Suppose λmin(Mn) ≥ C
√









































where the last inequality comes from the fact that exp(−C(log n)2) ≤ O(n− logn). Secondly,












In summary, we have Vn  0.5pminMn with probability at least 1 − O(1/nlogn), which
completes the proof.
4.11.4 Proof of Lemma 4.4
Proof: Consider Mk−1, which is the rank-one sum of hyper-edges observed by the end of








That is, we update Mk−1 to Mk by adding together the rank-one sum of hyper-edges from
both exploration and exploitation rounds. By the minimal eigenvalue result in [101], for
any two positive semi-definite matrices A and B, we have
λmin(A) + λmin(B) ≤ λmin(A+B).
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Thus, we obtain






′) ≥ λmin(Mk−1) + λomin.
Continuing this induction process, since the algorithm has run k exploration super-rounds,
we have
λmin(Mk) ≥ k · λomin,
which completes the proof.
4.11.5 Proof of Lemma 4.6
Proof: We only use the observed data from exploration rounds in the estimation of θn.
Note that (4.12) is feasible if and only if Ni ≥ 1. Since Ni follows a binomial distribution
with n trials and success probability pi, it is clear that
P(Ni = 0) = (1− pi)n.




Suppose (4.12) is feasible. By solving (4.12), we obtain m(x′iθn) = Ni/n, which is also an
unbiased estimator for the activation probability pi for the corresponding edge with feature
xi.
Applying Hoeffding’s inequality, we have
P
(
pi − ε ≤ m(x′iθn) ≤ pi + ε
)















≥ 1− 2 exp (−q lnn) = 1− 2
nq
.









, ∀i = 1, · · · , d
}
. Again by union of
probabilities, the probability of ξn being true is at least 1−2d/nq. That is, P (ξn) ≥ 1−2d/nq.
Finally, consider the system of equations
m(x′iθ) = ai, ∀ i = 1, · · · , d.
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Since m(z) is bijective in z, solving θ for the above equation is equivalent as solving
x′iθ = m
−1(ai) ∀ i = 1, · · · , d. (4.26)
By letting ai = pi, the fact that m(x
′
iθ
∗) = pi simply implies x
′
iθ
∗ = m−1(pi). Under the
event ξn, θn lies in the region
Θn =
{




q log n/2n]d such that m(x′iθ) = pi + εi, ∀i = 1, · · · , d
}
.
By (4.26), Θn can be equivalently expressed as
Θn =
{




q log n/2n]d such that x′iθ = m
−1(pi + εi), ∀i = 1, · · · , d
}
.
It is clear that maxθ∈Θn ‖θ−θ∗‖2 provides an upper bound of ‖θn−θ∗‖2. Let p = [pi, · · · , pd]′
and g(p, ε) ∈ Rd be a d-dimension vector such that gi(p, ε) = m−1(pi + εi), consider the two
systems of equations:
Xθ∗ =g(p, 0)





Since X is non-singular, we have
θ − θ∗ = X−1[g(p, ε)− g(p, 0)].
Let σmin(X) be the minimum singular value of X, which is strictly positive due to the fact
that X has full rank. By matrix norm inequalities, we have
‖θn − θ∗‖ ≤max
θ∈Θ






‖X−1(g(p, ε)− g(p, 0))‖
≤‖X−1‖2‖g(p, ε)− g(p, 0)‖,
(4.27)
where ‖X−1‖2 is the l2 operator norms such that








q log n/2n]d, we have
‖g(p, ε)− g(p, 0)‖ ≤ max
1≤i≤d
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Combining (4.27), (4.28) and (4.29), we obtain







Finally, by union of probabilities, we conclude that (4.30) holds with probability at least
1− δ1 − 2d/nq.
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