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This paper takes a long time span approach to provide a full characterization of several monetary 
aggregates over Portuguese’s historical economic business cycles. By focusing on the 1911-1999 period 
(the life span of the currency Escudo), the paper also revisits the issue of the role of money on real 
macroeconomic outcomes. We get inspiration from the monetarists versus Keynesians debate about 
direction of causality in the output-money relation and the quest for validity of money (non-)neutrality. 
By means of descriptive statistics we first uncover that money changes were associated with changes in 
real economic activity. Most monetary aggregates are more volatile than GDP, display high serial 
autocorrelation, are generally countercyclical and lead the economic cycle (except checking accounts). 
Then, through formal time series techniques, our results show that our monetary series were characterized 
by unit roots and were cointegrated with real GDP (after accounting for endogenously estimated breaks). 
Evidence suggested that money supply Granger-caused real GDP supporting the money non-neutrality 
hypothesis in the case of Portugal.  
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The relation between money supply and output has for a long time been debated amongst 
economists. The relationship between income, money and prices has been receiving more 
attention than any other subject in the field of monetary economics in recent years. The reason 
being that, since the Global Financial Crisis, policy-makers around the world are being 
confronted with the challenge of propelling growth further in a context of constrained monetary 
policy. Monetary policy typically consists of the manipulation of the money supply with the 
objective of affecting macroeconomic outcomes and promoting economic stability (Hafer et al., 
2007; Leeper and Roush, 2003; and Ireland, 2004). The precise nature of the macroeconomic 
outcome affected by changing the money supply, however, is a controversial issue.1 Moreover, 
there is a misconception that the monetary policy makers determine the quantity of loans and 
deposits in the economy by controlling the quantity of central banks’ money – the so-called 
money multiplier approach (McLeay et al, 2014).2   
On the one hand, Keynesians, assume that the role of money supply was very limited (because 
of the so-called liquidity trap and low investment elasticity of interest) in changing income. In 
fact, changes in income caused changes in money stocks via increased demand for money 
implying that the direction of causation ran from income to money. Moreover, changes in prices 
were mainly caused by structural factors.3 Monetarists, on the other hand, claimed that money 
played an active role and led to changes in income. Hence, the direction of causation ran from 
money to income without any feedback, i.e., unidirectional causation. The monetarist counter-
revolution emerged in the late 1950s as an alternative explanation for the operation of an economy 
stemming from Keynesian economists. This movement was led by Milton Friedman who, in 
Chicago School’s tradition, stated that “money is all that matters for changes in nominal income 
and for short-run changes in real income” (Friedman, 1974). This being said, there is a long 
literature that recognizes the endogenous nature of money creation in practice (Moore, 1988; 
Howells, 1995: and Palley, 1996). 
In this paper, we first provide a full characterization of several monetary aggregates over 
Portugal’s historical economic business cycles by taking a long-run perspective (that is, between 
1911 and 1999 – the time span of the Escudo which culminated with the country’s adhesion to 
the Euro). We then revisit the empirical relationship between those alternative measures of money 
and output by employing several time series techniques. We also include several robustness 
checks such as accounting for possible structural breaks in standard unit root tests, assessing the 
possibility of regime shifts in cointegrating relationships, etc. Mindful that recent research relied 
on Dynamic Stochastic General Equilibrium (DSGE) models or on Bayesian Vector 
Autoregression (BVAR) models to inspect the important role of money creation (and monetary 
policy) – see e.g. Giannone et al. (2012) -, we proposed ourselves to emphasize the correlations 
between output, inflation and several monetary aggregates by estimating a BVAR model. To the 
best of our knowledge, a perusal of the literature (refer to section 2), reveals no such thorough 
macro-monetary study for the Portuguese economy. 
Our results show that on multiple occasions money changes were associated with changes in 
real economic activity. Most monetary aggregates were found to be more volatile than GDP, to 
_____________________________ 
1 The debate about the relationship between money and economic activity started around the mercantilists' era. Tomas 
(1630) was the first to point out that an increase increasing in the amount of the precious metal in circulation would 
lead to an increase in domestic prices (relative to those in other countries). Later, Locke (1691), Hume (1752), 
Ricardo (1880) and Mill (1848) confirmed that prices and money in circulation were changing (growing) at the same 
rate, suggesting money neutrality (i.e., that changes in money do not affect real macroeconomic variables). 
2 The money multiplier view of credit creation is still pervasive in standard macroeconomic textbooks including e.g. 
Walsh (2003), Mishkin (2004) and Abel and Bernanke (2005). Other recent contributions include the works by Borio 
and Disyatat (2010) and Carpenter and Demiralp (2012). 
3 Cambridge economists reformulated Fisher’s (1911) “equation of exchange” (the basis for the Quantity Theory) to 
a new identity called the “equation of Cambridge” according to which the amount of nominal money demand and 
money supply (at the money market equilibrium) is proportionally linked to the nominal income per capita. 
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display high serial autocorrelation, to be countercyclical and lead the economic cycle. Moreover, 
growth in the monetary base is the money determinant most contributes to absolute and relative 
changes in the monetary stock. Furthermore, our different monetary series were characterized by 
unit roots. Hence, we then focused on the relationship between alternative monetary aggregates 
and the macroeconomy in a cointegration framework which seemed appropriate given the 
nonstationarity of the individual series. Several monetary aggregates-real GDP pairwise 
combinations were found to be cointegrated. In addition, we found that money supply Granger-
caused real GDP and that variance decomposition analyses confirmed the influence of money 
over output. Finally, impulse response function analyses uncovered a persistent and mutual effect 
running from a shock in real GDP to monetary aggregates and vice versa, therefore supporting 
the money non-neutrality hypothesis in the case of Portugal. 
 The remainder of the paper is organised as follows. Section 2 briefly reviews the empirical 
literature. Section 3 presents the empirical methodology while Section 4 discusses the data and 
some stylized facts. Section 5 presents the empirical results. The last section concludes. 
 
2. Literature Review  
The causal relationships between money and income and between money and prices have been 
an active area of investigation in economics particularly after the provocative paper by Sims 
(1972). Sims (1972) was the first to apply Granger causality tests to determine the relationship 
between the money supply and output in the US. He found causality running from money supply 
to output, a result consistent with the monetarists' view. A few years later Brunner and Meltzer 
(1976) argued that expanding the money supply (to finance public spending) would increase the 
total expenditure and, thereby, increase output and eventually prices.4 
The empirical link between money supply and the macroeconomy resurfaced later amongst 
North American academics around the debate of the appropriateness of US’ monetary policy 
targeting before and after the 1980s. Friedman and Kuttner (1992) examined the relation between 
monetary aggregates, prices and income in the US and concluded that this relation “sharply 
weakened” with post-1980 data included in the sample. (in contrast with an earlier study by 
Friedman and Schwartz, 19635). Belongia (1996) offered an explanation for the apparently 
change in the empirical relation based on the issue of measuring money. For this reason, in the 
present paper we will rely on alternative measures of money supply (also inspired by the work of 
Darrat et al., 2005). 
While early and seminal papers have focused greatly on the US case, we can find a wealth of 
other papers analysing the relationship between output and money for many other countries and 
time periods, mostly relying on time series techniques (cointegration, Granger causality, etc.).6 
In contrast to Sims’ (1972) result, Williams and Gowl (1976) looking at the UK case, 
discovered that the direction of causality ran from output to the amount of money (in line with 
the Keynesian view). Papers supporting the Keynesian’s neutrality of money claim also came 
from other parts of the world: e.g. unidirectional causality from output to money was found in 
Pakistan by Khan and Siddiqui (1990) and in Qatar by Abdulrazag et al. (2003) and Hussein and 
Abbas (2000). 
More common though was the evidence that surfaced in support of monetarist’s non-neutrality 
view. For example, Kalumia and Yourogou (1997) found a strong causal relationship from money 
to output in five West African countries while Tan and Baharumshah (1999) found money to be 
non-neutral in Malaysia. Bidirectional causality between output and money supply is the most 
_____________________________ 
4 Theoretically, a decade later Moore (1988) and Wary (1990) developed models in which money supply was an 
endogenous variable and, hence, monetary policy could affect real variables (non-neutrality of money).  
5 According to Friedman and Schwartz (1963), the sharp contraction in economic activity that occurred during the 
Great Depression (1929-1933) was the result of the big decline in money supply in the same period.  
6 The issue of the impact of the money supply on the macroeconomy was also looked at in centrally planned 
economies. For some authors money played an active role through household behavior (Pickersgill, 1976; Portes, 
1983); for others it did not (Hodgeman, 1960; Gedeon, 1985). 
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abundant outcome in empirical studies of this type: Lee and Li (1983) for Singapore; Joshi and 
Joshi (1985) for India; Porters and Santorum (1987) for China; Abbas (1991) for Pakistan, 
Malaysia and Thailand; Obaid (2007) for Egypt; Bednarik (2010) for Czech Republic. 
Finally, several studies examined the issue by means of simple OLS regressions or 
cointegration tests without formally assessing causality. For instance, Daniela and Mihail (2010) 
concluded that M3 and GDP were cointegrated in Romania. Vector and Stephen (2000) found a 
significant long-run relationship between money and nominal GDP and between money and the 
price level in the Venezuelan economy. Ogunmuyiwa and Ekone (2010) suggested that money 
supply did not have a significant predictive power in explaining real GDP growth in Nigeria.  
 
 
3. Empirical Methodology 
 
In order to formally assess the relationship between the quantity of money supplied and GDP, 
we need to follow three key steps: 
1. Examine the order of integration of the time series of interest; 
2. Investigate the existence of a long-run stable relationship (or cointegration) between 
them; 
3. Determine causality 
4. Inspect Impulse Response Functions from both a VECM and Bayesian VAR 
 
3.1 Unit Roots 
Stationarity-wise, unit root tests can provide a valuable insight into the presence of either a 
deterministic or stochastic secular component in the series. We first employ the standard 
Augmented Dickey Fuller (ADF) and Phillips-Perron (PP) unit root tests. The null hypothesis of 
these two tests is that the underlying time series has a unit root.  
As argued by Perron (1989), however, standard tests tend to fail to reject unit root even if a 
series is stationary but contains a structural break. We resort to several unit root tests allowing 
for breaks. These test the null of unit root against the break-stationary alternative hypothesis and 
provide us supplementary insights vis-a-vis conventional unit root tests that do not account for 
any break in the data. Beginning with those that can endogenously identify up to one break, we 
first rely on the Zivot and Andrews (1992) (ZA) test7 and we then complement with the modified 
ADF test proposed by Vogelsang and Perron (1998) (VP). Aware of some of the drawbacks of 
using the VP test which has been shown to be conservative in the I(0) case, we also employ the 
recent Perron and Yabu (2009) (PY) test.8 For the unit root tests that allow for up to two 
endogenously determined breaks, we rely on the Clemente, Montanes and Reyes (1998) (CMR) 
test. 
 
3.2 Cointegration  
Given the non-stationarity of each individual time series, the relevant question becomes 
whether a linear combination of these two pairs of variables is stationary. If such a combination 
exists, a measure of money supply and GDP become cointegrated, which implies that the 
variables are attracted to a stable long-run relation, and any deviation from this relation reflected 
short-run disequilibria. When money and real GDP do not share a cointegrated system, then 
money loses much of its appeal as an intermediate policy target or as an information variable. We 
_____________________________ 
7 This endogenous structural break test is a sequential test which utilizes the full sample and uses a different dummy 
variable for each possible break date. The break date is selected where the t-statistic from the ADF test of unit root 
is at a minimum (most negative). 
8 Building on the work by Vogelsang (2001), these two authors developed a procedure that would have the same 
limit distribution in both I(0) and I(1) cases by proposing a new test for structural changes in the trend function of 
the time series without any prior knowledge of whether the noise component was stationary or integrated. 
[5] 
 
test for cointegrating relations between alternative money measures and GDP using the Johansen 
and Juselius (1990) approach.  
However, and as in the case of unit roots, a test for cointegration that does not take into account 
possible breaks in the long-run relationship will have lower power. The test will tend to under-
reject the null of no cointegration if there is a cointegration relationship that has changed at some 
time during the sample period. Therefore, to further evaluate the previous results, one should also 
entertain the possibility that the series are cointegrated but that the linear combination has shifted 
at an unknown point in the data sample, in other words, that there might be a relevant break date. 
Following Gregory and Hansen (1996), the hypothesis of a structural shift in the cointegration 
relationships is then studied.  
 
3.3 Causality 
By taking a VAR approach to assess cointegration, we can use one further important tool: 
Granger causality tests. Many tests of Granger-type have been derived and implemented to test 
the direction of causality – Granger (1969) and Sims (1972). These tests are based on null 
hypotheses formulated as zero restrictions on the coefficients of the lags of a subset of the 
variables. Thus, the tests are grounded in asymptotic theory.9 Moreover, it is well documented 
that the exclusion of relevant variables induces spurious significance and inefficient estimates. In 
face of this, instead of conventional Granger tests, we employ Toda and Yamamoto’s (1995) 
approach for Granger causality, which have very seldomly been applied to study the money 
supply-GDP relationship. They suggest a technique that is applicable irrespective of the 
integration and cointegration properties of the system. The method involves using a Modified 
Wald statistic for testing the significance of the parameters of a VAR model.10  
 
3.4 VECM, BVAR and Impulse Responses 
 
We propose ourselves to emphasize the correlations between output, inflation and monetary 
aggregates. To this end, in face of the findings of cointegration, we estimate first a VECM using 
the following Choleski ordering: real GDP, GDP deflator, M0, M1 and M2. We then draw the 
impulse responses of each variable to various shocks. 
In addition, we make use of more recent techniques and estimate a Bayesian Autoregressive 
Vector (BVAR) with a KoKo Minnesota/Litterman (2010) prior and then the same model is 
estimated using a Sims and Zha (1998) prior.11 BVAR models have been introduced for the first 
time by Litterman as an alternative to the VAR technique (Litterman, 1980). They solve the 
problem of freedom degrees specific to the VAR technique, and they provide also possibilities of 
prediction concerning more efficient economic variables. According to the empirical literature, 
there are numerous studies using BVAR techniques. Mallick and Sousa (2009) use Bayesian 
methodology in order to point out the evolution of the economic activity and the monetary policy 
within BRICS group. Migliardo (2010) proposes a BVAR model in order to examine the short-
term effects of the monetary policy shock upon Italian economy. Berger and Osterholm (2008) 
used the Bayesian techniques in order to check the relationship between the monetary aggregates 
and USA inflation. No such BVAR estimation was ever carried out for the Portuguese case to 
examine the money-output relationship, which is a gap this paper also fills. 
 
_____________________________ 
9 Other shortcomings of these tests have been discussed in Toda and Phillips (1994). 
10 As demonstrated by Toda and Yamamoto (1995), if variables are integrated of order d, the usual selection 
procedure is valid whenever  dk  . Thus, if  d = 1 , the lag selection is always consistent. 
11 A complete description of the hyperparameters of Sims and Zha prior can be found in Brandt and Freedman (2006). 
For the estimation of the model with a Sims and Zha prior, we use a Normal-Wishart prior distribution. In order to 
obtain more robust results, we will estimate the model using the KoKo Minnesota/Litterman (2010) prior. The KoKo 
Minnesota prior assume that the variance is known. Both models are estimated using Bayesian techniques. 
[6] 
 
4. Data and Stylized Facts 
 
4.1 Data 
The data use in this paper are annual observations compiled from different sources including 
Mata and Valério (1993), Reis (1990), Baptista et al. (1997), Amaral (2009), Angus Maddison’s 
database and the Portuguese Central Bank’s long series dataset. Our main variables of interest 
include: the real GDP, real GDP per capita, the GDP deflator, the stocks of M0, M1, M2, liquidity 
(L), checking account, savings account, total reserves in USD and net assets abroad (all expressed 
in local currency, Escudo). The GDP deflator was used to transform monetary variables into their 
equivalent real counterparts. 
 
4.2 Stylized Facts 
 
We begin by plotting the different monetary aggregates (expressed in percent of GDP) 
evolution over time. Figure 1 shows that monetary stocks began gaining expression (as a share 
of GDP) around the Second World War and then stabilized until the 1960s. At this point while 
both M2 and liquidity had an upward trajectory, both M0 and M1 started a downward path.  
 
Figure 1. Monetary Aggregates as ratios to GDP, Portugal 1900-1999 
 
 
Then, following representations in Papademos and Stark (2010), we decompose GDP and 
monetary stocks into a low and high frequency component. To do so, we resort to  Hamilton’s 
(2017) recent filtering approach. Economists and statisticians commonly use the Hodrick-
Prescott filter. However, the criticisms surrounding the use of the HP filter (e.g. the possibility of 
generating spurious cycles) (Cogley and Nason, 1995) are well known. Figure 2.a presents the 
detrended levels of real GDP and real GDP per capita series for Portugal between 1900 and 1999. 
Figure 2.b replicates the same for our main monetary aggregates, namely the stocks of M0, M1, 
M2 and liquidity. Finally, Figure 2.c plots the high frequency components – or cycles - of M0, 
M1, M2 and liquidity against that of real GDP. 
Starting around the end of the monarchy regime in 1910, the years that followed were marked 
by rapid economic growth up until around 1926 when Dr. Salazar took the power and the political 
regime changed from democratic to autocratic. A period of relatively smaller economic growth 
is visible during most of the 1930s but it started re-accelerating even the Second World War (a 
time when Portugal was heavily selling metals to Allied forces). Starting around 1950 until the 
late 1960s we entered a Golden Age (as in most other European nations). That period was 
characterized by significant structural changes in the Portuguese economy and capital deepening 
(Pereira and Lains, 2010). After that point the successive negative oil price shocks in the 1970s 
together with the 1974 Carnation Revolution - which ended the dictatorship regime – Portugal 
witnessed a phase of smaller growth (where human capital accumulation and productivity growth 
were the main driving factors). Never again, Portugal experienced such an extreme growth rate 
as during the Golden Age – with the exception being the relatively small hump visible in Figure 
[7] 
 
2.a around the mid-1980s associated with the adhesion of the country to the European Union in 
1986. 
 
Figure 2.a. Detrended Levels of real GDP and real GDP per capita, Portugal 1900-1999 
 
 
To a great extent, the time dynamics of monetary aggregates followed the (inverse) 
behaviour of Portuguese’s GDP. as Figure 2.b illustrates, the rapid economic expansion after 
1910 is reflected by a growth in money supply, which then decelerates in the 1930s and Second 
World War. Such money supply growth gains new momentum from the 1950s until the mid-
1980s (despite such turbulent times in the 1970s), to then collapse in 1993 (when Portugal 
experienced an economic recession). That being said, in Figure 2.c we observe that the cycles of 
each monetary aggregate and that of real GDP were in many occasions synchronized. 
 
Figure 2.b Low-frequency Component: Detrended series of M0, M1, M2 and Liquidity 
(L), Portugal 1900-1999 
 
 
        In Table 1 we report some descriptive statistics of real GDP’s average annual geometric 
growth rate using the sub-periods identified above. Confirming the visual inspection coming out 
of Figure 1.a and the historical justifications that followed, the period with the highest growth 
corresponds to 1926-1973 with an average of 4.3 percent per annum (reaching over 7 percent 
between 1961-1973). In contrast, the sub-period beginning with the Carnation Revolution up until 




Figure 2.c High-Frequency Component: cyclical series of M0, M1, M2 against real GDP, 
Portugal 1900-1999 
M0 and GDP M1 and GDP 
  




Table 1. Average Annual real GDP growth by time sub-periods, Portugal 1911-1999 
Period Percent growth rate per annum Inter-period percent growth change 
1911-1950 1.99  
1950-1999 4.32 2.32 
1911-1926 1.57  
1926-1973 4.34 2.76 
1974-1986 2.48 -1.86 
1986-1993 3.82 1.34 
1951-1985 4.55  
1951-1960 4.24  
1951-1973 5.81  
1961-1973 7.01  
1986-1999 3.73  
 
   In Table 2, we repeat the previous exercise taking each of the main monetary aggregates so as 
to examine their behaviour around GDP’s reference time periods. The annual growth rate of M0, 
M1, M2 was the highest (above 20 percent) between 1911-1926. Also in this period, both 
checking and savings accounts grew above 30 percent annually. As for liquidity and net assets 
abroad the highest growth was experienced in the 1974-1986 period. Looking at column 2, the 
importance of monetary aggregates in proportion to GDP increased several fold between the 
1911-1950 and the 1950-1999 periods (e.g. M0 went from a proportion to GDP of only 0.4 to 
0.11; M2 went from a proportion to GDP of 0.23 to 0.84). finally, the weighted inter-period 
growth effect of M2 and liquidity was the highest (13.03 and 20.95, respectively) in the 1974-
1986 period, when Portugal’s new democracy was taking the necessary steps to join the European 
Economic Community (EEC). All in all, it is clear that in several occasions money changes were 





Table 2. Descriptive Statistics of different Monetary Aggregates (analysed over GDP 
reference time periods), Portugal 1911-1999 
Time Period (1) (2) (3) (4) 
 Annual growth rate Proportion of GDP Annual growth rate Proportion of GDP 
Variable  M0 M1 
1911-1950 10.97 0.04 12.54 0.14 
1950-1999 11.07 0.11 12.66 0.45 
1911-1926 21.15 0.02 21.71 0.04 
1926-1973 7.60 0.11 10.29 0.40 
1974-1986 16.38 0.12 18.38 0.40 
1986-1993 9.54 0.06 14.41 0.31 
1951-1985 11.98 0.13 11.84 0.50 
1951-1960 4.50 0.14 5.79 0.53 
1951-1973 7.00 0.14 9.46 0.54 
1961-1973 8.13 0.14 12.94 0.55 
1986-1999 7.48 0.05 13.08 0.32 
Variable M2 L 
1911-1950   0.21   0.23 
1950-1999 14.48 0.74 14.84 0.84 
1911-1926 26.04 0.05 23.85 0.05 
1926-1973 11.16 0.47 10.06 0.50 
1974-1986 21.70 0.84 25.49 1.02 
1986-1993 15.19 0.77 14.42 1.07 
1951-1985 15.21 0.73 16.48 0.79 
1951-1960 6.56 0.57 6.56 0.57 
1951-1973 11.94 0.67 11.95 0.67 
1961-1973 16.78 0.75 16.80 0.75 
1986-1999 12.23 0.79 9.85 1.01 
Variable Net Assets Abroad Checking Account 
1911-1950 -3.24 0.30 17.65 0.09 
1950-1999 38.38 0.23 13.35 0.33 
1911-1926     31.22 0.01 
1926-1973 6.84 0.28 12.83 0.28 
1974-1986 121.76 0.12 19.43 0.28 
1986-1993 29.44 0.26 15.75 0.25 
1951-1985 47.72 0.23 12.22 0.36 
1951-1960 3.74 0.31 6.30 0.38 
1951-1973 7.81 0.28 10.38 0.40 
1961-1973 12.28 0.26 14.70 0.41 
1986-1999 15.49 0.25 14.41 0.26 
Variable Savings Account   
1911-1950   0.02     
1950-1999 21.28 0.29   
1911-1926 31.13 0.01   
1926-1973 14.89 0.07   
1974-1986 25.47 0.44   
1986-1993 15.79 0.46   
1951-1985 25.52 0.23   
1951-1960 19.02 0.04   
1951-1973 25.19 0.13   
1961-1973 30.73 0.20   
1986-1999 11.74 0.48   
Notes: Column (1) is calculated as the geometric annual growth rate over the specified period; Column (2) is the 
share in GDP averaged over the specified period. 
 
To analyse these monetary time series in terms of their business cycle behaviour, we follow 
Correia et al. (1992) approach. Relying on the same set of reference sub-periods, we summarize 
in Table 3 the most important second moments of the different monetary aggregates. A few 
comments are worth making: i) most variables are more volatile than real GDP, in particular Net 
Assets Abroad (with the exceptions of liquidity and savings account whose relative standard 
deviations are below 1); ii) most series display a high degree of serial correlation; iii) most 
monetary aggregates are countercyclical (i.e., their contemporaneous correlation with real GDP 
is negative) with the exceptions of checking account); iv) most monetary aggregates lead the 
economic cycle (i.e., the maximum correlation value between these variables at time t and 
jtGDP 














Autocorrelation Cross-Correlation real GDP (t) and Variable (t±j) 
1 0 1 2 -1 -2 
M0 
1911-1999 0.0034 0.0124 3.56 0.57 -0.09 -0.19 0.20 0.09 -0.13 
1910-1973 0.0039 0.0124 3.10 0.57 -0.02 -0.18 0.17 0.15 -0.19 
1973-1999 0.0019 0.0125 6.44 0.56 -0.52 -0.49 0.49 0.14 -0.21 
1910-1950 0.0047 0.0125 2.62 0.58 0.00 -0.08 0.09 0.08 -0.09 
1950-1999 0.0018 0.0124 6.79 0.56 -0.33 -0.49 0.49 0.14 -0.21 
M1 
1911-1999 0.0034 0.0063 1.80 0.54 -0.10 -0.24 0.24 0.13 -0.15 
1910-1973 0.0039 0.0063 1.57 0.54 -0.06 -0.19 0.17 0.10 -0.14 
1973-1999 0.0019 0.0063 3.24 0.54 -0.29 -0.52 0.57 0.48 -0.49 
1910-1950 0.0047 0.0063 1.32 0.55 -0.15 -0.15 0.13 -0.01 0.00 
1950-1999 0.0018 0.0063 3.42 0.53 -0.05 -0.52 0.57 0.48 -0.49 
M2 
1911-1999 0.0034 0.0058 1.68 0.44 -0.60 -0.45 0.56 -0.06 0.21 
1910-1973 0.0039 0.0059 1.47 0.44 -0.67 -0.45 0.55 -0.13 0.28 
1973-1999 0.0019 0.0058 3.01 0.44 -0.43 -0.52 0.56 0.16 -0.05 
1910-1950 0.0047 0.0059 1.24 0.45 -0.77 -0.49 0.64 -0.16 0.37 
1950-1999 0.0018 0.0059 3.20 0.44 -0.42 -0.52 0.56 0.16 -0.05 
L 
1911-1999 0.0034 0.0028 0.80 0.44 -0.62 -0.37 0.49 -0.16 0.30 
1910-1973 0.0039 0.0028 0.70 0.44 -0.69 -0.35 0.47 -0.25 0.39 
1973-1999 0.0019 0.0028 1.44 0.43 -0.46 -0.50 0.55 0.12 -0.01 
1910-1950 0.0047 0.0029 0.60 0.45 -0.80 -0.37 0.55 -0.31 0.50 
1950-1999 0.0018 0.0028 1.54 0.44 -0.43 -0.50 0.55 0.12 -0.01 
Net Assets Abroad 
1911-1999 0.0034 0.0949 27.21 0.52 -0.24 -0.53 0.63 0.37 -0.26 
1910-1973 0.0039 0.0413 10.34 0.51 0.44 -0.22 0.12 0.54 -0.59 
1973-1999 0.0019 0.1304 67.15 0.52 -0.43 -0.55 0.68 0.40 -0.27 
1910-1950 0.0047 0.0158 3.30 -0.52 -0.94 0.64 0.37 -0.53 1.00 
1950-1999 0.0018 0.0978 53.40 0.52 -0.24 -0.55 0.68 0.40 -0.27 
Current Accounts 
1911-1999 0.0034 0.0087 2.51 0.28 0.12 -0.30 0.08 0.37 -0.31 
1910-1973 0.0039 0.0088 2.20 0.27 0.06 -0.44 0.22 0.47 -0.33 
1973-1999 0.0019 0.0090 4.62 0.30 0.56 0.07 -0.37 0.22 -0.44 
1910-1950 0.0047 0.0087 1.82 0.27 -0.02 -0.51 0.32 0.50 -0.29 
1950-1999 0.0018 0.0088 4.79 0.29 0.49 0.07 -0.37 0.22 -0.44 
Savings Accounts 
1911-1999 0.0034 0.0033 0.94 0.60 -0.06 -0.01 -0.03 -0.06 0.05 
1910-1973 0.0039 0.0033 0.81 0.59 -0.12 -0.10 0.08 -0.02 0.00 
1973-1999 0.0019 0.0033 1.72 0.62 0.14 0.12 -0.23 -0.38 0.36 
1910-1950 0.0047 0.0033 0.69 0.59 0.01 -0.08 0.05 0.08 -0.10 
1950-1999 0.0018 0.0033 1.80 0.60 -0.22 0.12 -0.23 -0.38 0.36 
 
Our final exercise in this section tries to uncover the proximate determinants of the two 
most relevant monetary aggregates, M1 and M2. The monetary stock is defined as the set of assets 
owned by economic agents which, at a given moment in time, satisfy three main roles: store of 
value, unit of account, and medium of exchange. The monetary emissions by the Portugal’s 
Central Bank – denoted monetary base – is composed of coins and bills owned by economic 
agents – currency in circulation – and of the central bank’s financial responsibilities next to 
commercial banking institutions – that is, reserves. The monetary emissions by commercial banks 
contains economic agents’ deposits. In other words, the monetary stock can be defined as the 
product between the monetary base and the money multiplier. The monetary base is determined 
by actions from the monetary authority and the multiplier summarizes the banks’ behaviour, as 
far as the liquidity of their assets is concerned and the general public’s behaviour, as far as the 
distribution of monetary balances through different assets is concerned. In this context, following 
Santos (1994), we compute the absolute and relative contributions of the proximate determinants 
to changes in the monetary stock. Looking at Tables 4 a and 4b, between 1911-1999, M1 grew at 
the annual rate of 12.6 percent and M2 at 15.1 percent. The monetary base grew at the average 
annual rate of 10.8 percent, contributing around 86 percent to the overall growth of M1 and 
around 71 percent to the overall growth of M2. Savings accounts contributed 4.8 percent to M2’s 
growth. All in all, the largest share is attributed to the monetary base. However, an analysis of 
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relevant sub-periods reveals that, in some cases, other proximate determinants had a stronger and 
more significant influence in the growth of either M1 or M2. 
 
Table 4a. Absolute and relative contribution of the proximate determinants to changes in 
monetary stock M1, Portugal 1911-1999 
M1 Observations  % change in M1 Contribution Monetary Base Contribution checking account Contribution U 
1911-1999 100 12.60 10.77 -1.62 3.45 
   (85.50) (-12.89) (27.39) 
1911-1950 51 12.54 10.48 -2.15 4.21 
   (83.58) (-17.11) (33.53) 
1950-1999 50 12.49 10.84 -1.19 2.84 
   (86.79) (-9.54) (22.75) 
1911-1926 17 21.11 19.24 0.84 1.03 
   (91.11) (3.99) (4.89) 
1926-1973 48 10.13 7.48 -3.84 6.49 
   (73.85) (-37.93) (64.08) 
1951-1985 35 11.84 11.90 0.81 -0.87 
   (100.49) (6.87) (-7.36) 
1951-1960 10 6.39 4.98 -1.80 3.21 
   (77.90) (-28.18) (50.28) 
1951-1973 23 9.57 7.10 -2.37 4.84 
   (74.16) (-24.80) (50.64) 
1961-1973 13 12.01 8.72 -2.81 6.10 
   (72.63) (-23.42) (50.79) 
1974-1986 13 15.43 15.04 0.58 -0.18 
   (97.46) (3.74) (-1.20) 
1986-1993 8 17.12 11.50 -5.75 11.37 
   (67.16) (-33.59) (66.43) 
1986-1999 14 14.85 8.84 -6.18 12.19 
    (59.55) (-41.61) (82.06) 
Note: For each time period, the first row indicates the absolute contribution and the second row (in parenthesis) the 
relative contribution. The term u is a residual which translates the change in M, explained by the interaction between 
the changes of the different determinants considered. % change rates are annual averages. Take LnMt the natural 
logarithm of the monetary stock at time t and take LnMs|x the natural logarithm of the stock at time s, given that 
only the determinant x has changed between t and s. The difference LnMs|x- LnMt translates the rate of change in 
M that is imputable to the change in x, that is, its absolute contribution to the change in M between s and t. The 
relative contribution is given by the ratio between the absolute contribution and the change that has indeed occurred 
in M, LnMs- LnMt. 
 
Table 4b. Absolute and relative contribution of the proximate determinants to changes in 
monetary stock M2, Portugal 1911-1999 












100 15.10 10.77 -1.62 0.72 5.23 
   (71.32) (-10.75) (4.80) (34.63) 
1911-
1950 
51 15.92 10.48 -2.15 0.29 7.28 
   (65.88) (-13.49) (1.84) (45.77) 
1950-
1999 
50 14.28 10.84 -1.19 1.05 3.58 
   (75.95) (-8.35) (7.32) (25.08) 
1911-
1926 
17 26.04 19.24 0.84 0.35 5.61 
   (73.88) (3.24) (1.35) (21.54) 
1926-
1973 
48 11.02 7.48 -3.84 0.29 7.09 
   (67.87) (-34.86) (2.63) (64.36) 
1951-
1985 
35 15.10 11.90 0.81 0.77 1.61 
   (78.81) (5.39) (5.13) (10.67) 
1951-
1960 
10 7.05 4.98 -1.80 0.09 3.78 
   (70.63) (-25.55) (1.34) (53.59) 
1951-
1973 
23 11.92 7.10 -2.37 0.31 6.88 
   (59.55) (-19.91) (2.62) (57.75) 
1961-
1973 
13 15.66 8.72 -2.81 0.48 9.27 
   (55.71) (-17.96) (3.06) (59.19) 
1974-
1986 
13 19.02 15.04 0.58 1.12 2.28 
   (79.08) (3.03) (5.88) (12.01) 
1986-
1993 
8 15.75 11.50 -5.75 1.87 8.13 
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   (73.00) (-36.51) (11.87) (51.64) 
1986-
1999 
14 12.81 8.84 -6.18 1.85 8.29 
    (69.06) (-48.25) (14.45) (64.74) 
Note: see note of Table 4a. 
 
 
5. Econometric Results  
 
Table 5 presents our results for the unit root and structural break testing and it is organized by 
grouping each type of variables together under a specific heading. Both the ADF and PP variants 
are performed for series in levels (columns 1 and 3) and first-differences (columns 2 and 4). In 
column (5) we show the results of the ZA test and in columns (6), (7) and (8) the VP, Perron and 
Yabu (2009) (PY) and CMR tests, respectively. Results support the presence of a single unit root 
in all time series, i.e., each series is first-differenced stationary. Moreover, paying special 
attention to the identified breaks, many of these dates have clear correspondence to relevant 
moments of the Portuguese economic history. For example, looking at the GDP series, several 
tests uncover the years of 1974/1975 associated with the period around the Carnation Revolution 
or the year of 1927 around the time Dr. Salazar was elected Prime Minister or the year of 1940 
corresponding to the early period of the Second World War. 
 





ZA VP(AO) PY2009 CMR(AO) Levels First differences Levels First differences 
(0) (1) (2) (3) (4) (5) (6) (7) (8) 
     Gross Domestic Product Series     
Real GDP 1911-1999 -2.83 -11.29*** -2.87 -11.26*** 1935 1975 1949 1948, 1974 
Real GDP pc  1911-1999 -2.16 -10.90*** -2.23 -10.98*** 1935 1975 1951 1952, 1981 
Nominal GDP 1911-1999 -2.86 -0.83 -1.58 -6.80*** 1948 1993 1969 1961, 1981 
     Monetary Aggregate Series     
M0 1911-1999 -3.31* -4.09*** -2.60 -6.81*** 1931 1976 1972 1925, 1976 
M1 1911-1999 -2.72 -4.39*** -2.26 -4.40*** 1952 1990 1970 1925, 1974 
M2 1911-1999 -2.59 -3.71** -1.91 -3.76** 1947 1973 1965 1945, 1978 
L 1911-1999 -2.29 -3.75** -1.66 -3.72** 1943 1979 1960 1947, 1981 
Net assets 
abroad 1947-1999 2.77 -9.89*** -3.49* -8.79*** 1980 1981 1978** 1981, 1989 
Total USD 
reserves 1947-1999 -2.71 -6.40*** -2.71 -6.41*** 1980 1981 1978 1965, 1981 
     Price Series     
Price deflator 1911-1993 -3.05 -2.856 -1.69 -4.90*** 1959 1980 1972 1925, 1981 
Note: All variables are in logs. The null in ADF and PP tests is of unit root. ADF critical values: -4028, -3.445, -
3.145 for 1, 5 and 10% levels respectively. The null in the remaining break-type tests is of unit root against the break 
stationary alternative hypothesis. The ZA test statistic reported is the minimum Dickey-Fuller statistic calculated 
across all possible breaks in the series, when both a break in the intercept and the time trend is allowed for. The year 
in parenthesis denotes the year when this minimum DF statistic is obtained. The 1% critical value is -5.57 and the 
5% critical value is -5.08. As for the VP test, “AO” means addictive outlier and critical values are taken from Perron 
and Vogelsang (1992), in particular, -3.56 (AO) for 5% level. In column 7 we ran the Perron and Yabu (2009) (PY) 
unit root test. As for CMR the 5% critical value is -5.49, also taken from Perron and Vogelsang (1992). 
 
Now that the order of integration has been assessed, we are in a position to check whether real 
GDP and our different monetary aggregates are cointegrated. The Johansen-Juselius’ trace and 
max-Eigen value statistics are displayed in Table 6 and support the existence of linear 
combinations of these variables which are stationary. The existence of a long-run cointegrating 
relationship between GDP and monetary aggregates provides evidence of money non-neutrality 
in Portugal over this very long time span. As has been emphasize by Bruggemann et al. (2003), 
it is important to formally investigate the stability of the cointegrating vectors once a long-run 
relationship has been identified. Hansen and Johansen (1993) outlined a procedure that formally 
tests the constancy of cointegrating vectors in the context of Full Information Maximum 
Likelihood estimations. Results from the Hansen-stability test (available upon request) do not 
reject the null hypothesis that the series are cointegrated (p-values larger than 20 percent). We 
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further tested the hypothesis of a structural shift in the cointegration relationships found above, 
by using the Gregory and Hansen (1996) regime shift procedure. Table A1 presents our results. 
After taking into account the possibility of breaks in the cointegrating series, we get for the GDP-
monetary aggregate relationship, rejections of the null of no cointegration for the *ADF  and *Z
statistics (in line with previous findings). We also checked the variance decompositions over a 
forecast horizon of three and six years. Results available upon request confirm the influence of 
the money supply over output. For the period 1911-1999, money supply shocks explain, over a 
period of six years, between 10-18 percent of the variance of real GDP’s forecast error (depending 
on whether one focuses on M0, M1 or M2). Moreover, innovations in M0, M1 and M2 explain, 
for the same period, an important fraction of the variance of GDP deflator’s forecast error 
(between 9-26 percent). These results reinforce the findings obtained via the causality tests above. 
Shocks to changes in real GDP and GDP deflator, on the other hand, explain only a small fraction 
of the variance observed in changes in monetary aggregates. That fraction however increased in 
the post-1974 period. 
 
Table 6. Johansen-Juselius Cointegration Tests, Portugal 1911-1999 
Null Alternative 5% Critical 
Value 
Variable Pairs 
   GDP+M0 GDP+M1 GDP+M2 GDP+L GDP+Net Assets 
Abroad 
trace         
0r  1r  20.26 23.54* 28.237* 38.27* 36.02* 19.80 
1r  2r  9.16 7.93 5.90 5.93 8.49 2.56 
max         
0r  1r  15.89 15.61* 22.33* 32.33* 27.53* 17.24* 
1r  2r  9.16 7.93* 5.90 5.93 8.49 2.56 
Cointegration*   Yes Yes Yes Yes Yes 
Note: * denotes rejection of the null hypothesis at the 0.05 level Critical Value based on MacKinnon-Haug-
Michelis p-values. 
 
        To assess causality we estimate a five variable VAR(2) - which included real GDP, GDP 
deflator, M0, M1, M2 from 1911-1999. 12 This Choleski ordering was followed. Looking at Table 
7, we get at the 1 percent significance level that for the period 1911-1973, M1 and M2 Granger-
caused real GDP. Focusing on the period 1974-99, our results show that changes in M1 and M2 
Granger-caused changes in the GDP deflator. For other time periods and considering both M0 
and M2, money growth seems to have remained non-inflationary. The second block suggests that 
changes in output did not Granger-cause changes in the money supply (with the exception of the 
most recent period 1974-99 for M2). All in all, evidence seems to support that, contrarily to 
Keynesian economists’ claim, causality does not run from real GDP to money and between 1911-
1999 money supply was not neutral. As for the influence of prices on the money supply, with the 
exception of the cases of M0 and M1, prices seemed to have Granger-caused changes in M2, that 
is, movements in the money supply were not independent from past movements in the price level. 
 
Table 7. Toda–Yamamoto causality tests 
Block 1 Block 2 
Explained Variable Significance Explained Variable Significance 
 M0 M1 M2  Real GDP Deflator 
Real GDP    M0   
1911-1999 0.04 0.01 0.41 1911-1999 0.28 0.24 
1911-1973 0.84 0.00 0.00 1911-1973 0.17 0.01 
GDP Deflator    M1   
_____________________________ 
12 The lag length criteria suggested 2 lags as the appropriate lag-structure. Note that even though a cointegrating 
relationship was found, one cannot Granger-test in a VECM environment. For this reason, we use first a VAR to 




1911-1999 0.16 0.92 0.06 1911-1999 0.55 0.33 
1911-1973 0.16 0.04 0.00 1911-1973 0.04 0.00 
    M2   
    1911-1999 0.61 0.11 
    1911-1973 0.10 0.00 
Note: In these tests, we used the rate of change of each variable under scrutiny. The null is of no causality. The 
period 1974-1999 is too short to carry out the Toda-Yamamoto tests (refer to the main text for further details). 
 
Since we uncovered existing of cointegrating relationships in Table 6, the next step is to 
estimate a VECM(2) with the same Choleski structure of variables and inspect the responses of 
the different endogenous variables to various shocks.  
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Figure 3 shows the impulse responses to one standard deviation shocks. Each chart plots 
the response of the title variable to various shocks identified in the legend. A positive shock of 
real GDP will lead to an increase in the inflation, as one normally would expect. Also, the positive 
variation of real GDP will trigger a positive variation the various monetary aggregates. Following 
a positive shock on inflation, the response of the M2 monetary aggregate is the one of growing 
the money supply, unlike the theoretical hypotheses according to which an unexpected price 
increase leads to a fall in money supply. However, this contradiction was also observed by Kim 
and Roubini (2000). The inflation persistence will disappear after 7 months. A positive variation 
of the monetary aggregate M2 will trigger both a short run increase in real GDP and the price 
level, however, as the horizon increases, these responses die out and even become negative. 
Finally, in Figure 4 we plot the impulses responses stemming from a BVAR model – with 
a Koko-Minnesota/Litterman prior. A positive inflation shock leads to a slightly negative 
response of real GDP and, by the same token, a positive shock of real GDP leads to a short run 
negative effect on prices, to recover (and become positive) after 3-4 years. Moreover, a positive 
shock of real GDP leads to positive changes in all monetary aggregates in a persistent way. All 





The transmission mechanism through which changes in the money supply affect output is of 
great importance because it helps determining the costs (in terms of unemployment) of 
appropriately using monetary policy for stabilization purposes. This paper, revisits the empirical 
debate between monetarists and Keynesians by testing money’s (non-)neutrality. Focusing on the 
Portuguese case over a long time span between 1911-1999 (the life span of the currency Escudo), 
we carry out a thorough examination of the dynamics of several monetary aggregates over 
Portuguese’s historical real business cycles. We also employ several time series econometric 
techniques to formally test whether output and money supply are cointegrated, to assess the 
direction of causality between these variables and evaluate the responses to various shocks by 
estimating VECMs and Bayesian VARs. We also devoted special attention to robustness checks, 
which included considering structural breaks and regime changes in our time series of interest. 
This work has had as objective to provide new empirical results in the transmission 
mechanisms of monetary policy in Portugal, using modern techniques. We found that on several 
occasions (depending on the exact monetary aggregate and time period considered), money 
changes were associated with changes in real economic activity. Most monetary aggregates are 
more volatile than GDP, display high serial autocorrelation, are generally countercyclical and 
lead the economic cycle (except checking accounts). Moreover, growth in the monetary base is 
the money determinant most contributes to absolute and relative changes in the monetary stock.  
Finally, we uncovered that our monetary series were characterized by unit roots and were 
cointegrated with real GDP (after accounting for endogenously estimated breaks). Evidence 
suggested that money supply Granger-caused real GDP supporting the money non-neutrality 
hypothesis in the case of Portugal. Forecast error variance decompositions confirmed the 
influence of money over output. Finally, impulse response function analyses uncovered a 
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Table A1. Testing for regime shifts in cointegration: Gregory-Hansen 
Relation Real GDP and Monetary Aggregates 
Type of test ADF test Phillips Test 
 *ADF stat Estimated break date *Z  stat Estimated break date 
GDP+M0 -5.02** 1976 -89.43** 1972 
GDP+M1 -4.86** 1970 -109.11** 1974 
GDP+M2 -6.04** 1973 -96.63** 1978 
GDP+L -6.29** 1979 -88.95** 1981 
GDP+Net Assets Abroad -5.3*** 1980 -107.05** 1981 
Note: *ADF and *Z refer to the Augmented Dickey-Fuller (ADF) and to the Phillips *Z tests statistics; null of no 
cointegration. ** denotes significance at the 5 percent level or lower, using the critical values from Gregory and 
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