Abstract. We prove that if A is a σ-unital exact C *
Introduction
We study stable finiteness and pure infiniteness of C * -algebras. In particular, we identify a large class of non-unital C * -algebras which we prove are either stably finite or purely infinite. Our first purpose is to generalise two theorems of Rainone (see [38, Theorem 1.1, Theorem 1.2]) from unital to σ-unital C * -algebras. To achieve this, we first extend to σ-unital C * -algebras a theorem of Blackadar and Rørdam [7] concerning extending states on K 0 groups to quasitraces on C * -algebras. The second purpose of this paper is to exploit our generalisation of Rainone's results to study stable finiteness and pure infiniteness of crossed product C * -algebras and of C * -algebras of row-finite k-graphs. We begin with some background to motivate our results. Blackadar and Rørdam proved in [7] that for a unital C * -algebra A, every state on K 0 (A) is induced by a quasitrace on A. More specifically, they proved that for each homomorphism f : K 0 (A) → R that is positive in the sense that f (K 0 (A) + ) ⊆ [0, ∞) and that satisfies f ([1 A ]) = 1, there exists a quasitrace τ on A such that τ (p) = f ([p]) for each projection p.
The requirement that A is unital combined with positivity of f implies that the values of any given quasitrace τ as in the preceding paragraph on projections are bounded above. When A is non-unital this can fail, and it becomes necessary to consider unbounded quasitraces (see for example [19, 8] ). Nevertheless, when A is otherwise sufficiently well behaved one can still construct unbounded quasitraces on A. For example, Blackadar and Cuntz proved that every simple, stably projectionless, exact C * -algebra admits a nontrivial (possibly unbounded) trace, and that every simple stably finite C * -algebra admits a nontrivial (possibly unbounded) quasitrace, see [48, Theorem 1.1.5] or [6] . Our first main result shows that Blackadar and Rørdam's work in [7] generalises to arbitrary σ-unital exact C * -algebras of real-rank zero (and so in particular all AF algebras) if we allow for unbounded quasitraces.
Theorem A. Let A be a σ-unital exact C * -algebra of real rank zero. Then each additive positive map β : K 0 (A) → R extends to a lower-semicontinuous 2-quasitrace on A (see Definition 1.1 below).
Tracelessness, or more generally the absence of nontrivial quasitraces, is often closely related to pure infiniteness. In particular, for large classes of simple C * -algebras A, there is a dichotomy stating that either A is purely infinite or it admits a quasitrace. For example, a recent result of Rainone [38, Theorem 1.1] provides such a characterisation for a substantial class of unital simple crossed product C * -algebras. Using Theorem A, we are able to generalise Rainone's theorem to non-unital C * -algebras:
Theorem B. Let A be a separable exact C * -algebra of real rank zero and with cancellation. Let σ : G → Aut(A) be a minimal and properly outer action of a discrete group. Suppose that the semigroup S(A, G, σ) of equivalence classes of positive elements of K 0 (A) by the equivalence relation induced by σ (Definition 2.1) is almost unperforated (Definition 2.2). Then the following are equivalent:
(1) A ⋊ σ,r G is purely infinite; (2) A ⋊ σ,r G is traceless; and (3) A ⋊ σ,r G is not stably finite.
Rainone also considered stable finiteness of non-simple C * -algebras in [38, Theorem 1.2] . We provide a generalisation of his result to the σ-unital case:
Theorem C. Let A be a σ-unital exact C * -algebra of real rank zero and with cancellation. Let σ : G → Aut(A) be a minimal action of a discrete group. Then the following are equivalent:
(1) A ⋊ σ,r G admits a faithful lower-semicontinuous semifinite tracial weight; (2) A ⋊ σ,r G is stably finite; and (3) The action σ is completely non-paradoxical.
Our main application of these results is to twisted higher-rank graph C * -algebras as defined in [24] . These C * -algebras are always generated by projections and partial isometries subject to relations encoded by the underlying k-graph Λ and a 2-cocycle c ∈ Z 2 (Λ, T).
Despite being such concrete examples it is far from clear when these C * -algebras are purely infinite. Inspired by Theorem B we equip each k-graph Λ with a semigroup S(Λ) of equivalence classes of finitely supported functions f : Λ 0 → N by an equivalence relation induced by Λ (Definition 3.5). We prove that this S(Λ) is isomorphic to the type semigroup of an associated C * -dynamical system as introduced by Rainone. When S(Λ) is almost unperforated, we obtain a partial answer to Rørdam's [45, Question 2.6] on whether all simple C * -algebras of real rank zero are either stably finite or purely infinite.
Theorem D. Let Λ be a row-finite k-graph with no sources such that C * (Λ) is simple and the semigroup S(Λ) (Definition 3.5) is almost unperforated. Then C * (Λ) is either stably finite or purely infinite.
In fact, we strengthen this result to deal with twisted k-graph algebras as well in Theorem D ′ (page 25). Recent work [13] of Clark, an Huef and the third-named author characterises when a C * -algebra of a row-finite and cofinal k-graph with no sources is stably finite. In [13, Theorem 1.1.(1)(c)] they present a technical condition (
)) ∩ NΛ 0 = {0} that is necessary and sufficient to ensure C * (Λ) is stably finite, quasidiagonal and admits a faithful graph trace. Using our Theorem C we extend this to the more general class of twisted k-graph algebras.
Theorem E. Let Λ be a row-finite and cofinal k-graph with no sources. Denote the coordinate matrices of Λ by A e 1 , . . . , A e k . Let c be a 2-cocycle on Λ. Then the following are equivalent:
(1) C * (Λ, c) is quasidiagonal; (2) C * (Λ, c) stably finite; (3)
) ∩ NΛ 0 = {0}; and (4) Λ admits a faithful graph trace.
One interesting consequence of Theorem E is that for any two cofinal k-graphs Λ 1 and Λ 2 with the same skeleton, and any 2-cocycles c i on Λ i , the C * -algebra C * (Λ 1 , c 1 ) is stably finite if and only if C * (Λ 2 , c 2 ) is stably finite; that is, stable finiteness is independent of the factorisation rules and the twisting cocycle.
The question of when a k-graph algebra is purely infinite remains an intriguing open problem, even within the class of simple C * -algebras. There are many partial results, most notably in [16, 10] . In this paper we characterise when the following simple twisted k-graph C * -algebras are purely infinite.
Theorem F. Let Λ be a row-finite k-graph with no sources. Denote the coordinate matrices of Λ by A e 1 , . . . , A e k . Let c be a 2-cocycle on Λ. Suppose that C * (Λ), and hence also C * (Λ, c), is simple. Finally suppose that Λ 0 contains a non-empty hereditary subset H such that HΛ is strongly connected or H is finite. Then the following are equivalent:
(1) C * (Λ, c) is purely infinite; (2) C * (Λ, c) is traceless; (3) C * (Λ, c) is not stably finite; and (4)
We deduce in Corollary 5.9 that if Λ is a row-finite k-graph with no sources such that C * (Λ) is unital and simple, then C * (Λ) is purely infinite if and only if (
We study in more detail the semigroup S(Λ) associated to a k-graph Λ. In Propositions 6.3, 6.5 and 6.6 we consider sufficient conditions ensuring that S(Λ) is stably finite or purely infinite. Then in Proposition 6.8 we show that S(Λ) is stably finite if and only if (
)) ∩ NΛ 0 = {0}. This confirms the importance of the semigroup S(Λ) in the study of k-graph algebras and connects our work on semigroups with the results in [13] .
1. Extending additive positive maps on K 0 (A) and the proof of Theorem A
We begin with some background material on K 0 -groups and quasitraces which will be needed for the proof of Theorem A.
Let A be a C * -algebra and let A + be the positive cone of A. Let P(A) denote the set of projections in A, let M m,n (A) denote the space of m × n matrices over A, let P n (A) denote the set of projections in M n (A). Let M ∞ (A) denote the union n M n (A), where we include M n (A) in M n+1 (A) via a → diag(a, 0), and let P ∞ (A) denote the set of projections in M ∞ (A). Extending von Neumann equivalence, two projections p ∈ P n (A) and q ∈ P m (A) are equivalent,
We follow here [13, 38, 44] , but refer to [5, V.2.4.13] for other notions of cancellation in the non-unital case. We refer the reader to [5, V.1.1.18] and [46] for the definition of K 0 (A) and the fact that
if A is unital, or more generally if the stabilisation of A admits an approximate unit of projections. Addition on
for all commuting elements of a, b ∈ A + , and satisfying the trace property, i.e., τ (d
If a ∈ A + and ε > 0 then (a − ε) + , the positive part of a − ε1 in M(A), is again in A + where M(A) is the multiplier algebra of A. Matrix units for M n (C) will be denoted (e ij ). The compact operators acting on an infinite dimensional Hilbert space will be denoted K. By an ideal of a C * -algebra we always mean a closed and two-sided ideal.
for all a ∈ A + , (2) trivial if it only takes values 0 or ∞, and nontrivial otherwise, (3) locally lower semicontinuous if τ (a) = sup t>0 τ ((a − t) + ) for all a ∈ A + , (4) lower semicontinuous if τ (a) ≤ lim inf n τ (a n ) for every sequence a n → a in A + , (5) semifinite if the set Dom 1/2 (τ ) = {a ∈ A : τ (a * a) < ∞} is dense in A, and (6) faithful if I τ := {a ∈ A : τ (a * a) = 0} = {0}. Lemma 1.2. Let A be an exact C * -algebra of real rank zero with an increasing sequence of projections (p n ) constituting an approximate unit for A. Suppose β : K 0 (A) → R is an additive positive map. Then there exists a linear positive map τ : n M ∞ (p n Ap n ) → C with the trace property such that
Proof. We can assume that β is nontrivial (otherwise τ = 0 suffices). For each n set A n := p n Ap n . Since (p n ) is an increasing approximate unit for A we have lim − → (A n , id) = A, we write id n : A n → A for the canonical inclusion map. By continuity of K 0 we have
(see the proof of [46, Theorem 6.3.2] ). For each m ∈ N we define β m :
Since β is additive and positive (by assumption), so is each β m .
Since β is nontrivial, property (2) gives k ∈ N and x ∈ K 0 (A k ) + such that β k (x) = 0. Since β k is additive and positive, β k ([p k ]) is nonzero. Since p n ≥ p k for n ≥ k and since β is additive and positive, we have
So by replacing the increasing approximate unit (p n ) ∞ n=1 with the approximate unit (p n ) ∞ n=k (and reindexing) we can assume without loss of generality that β n ([p n ]) > 0 for all n.
For any tracial state τ ′ n on A n , and any k ∈ N we define τ
are then compatible with respect to the embeddings M k (A n ) → M k+1 (A n ) given by a → diag(a, 0). Suppressing the embeddings we obtain an extension τ
Since exactness passes to C * -subalgebras and A is exact, each A n is exact. We can therefore apply [7, Corollary 3.4 ] to find a tracial state τ
The maps τ n agree on projections since
Since A has real rank zero and since real rank zero is inherited by corners, each A n has real rank zero (see [11, Theorem 2.5] ). In particular for any element a ∈ A n ⊆ A m we can find a sequence a n = i λ i,n p i,n in the linear span of projections of A n such that (a n ) converges to a. Since both τ n and τ m are continuous we get τ n (a) = lim n i λ i,n τ n (p i,n ) = τ m (a). In particular we obtain a welldefined map τ : n A n → C given by τ (a) = τ n (a) for a ∈ A n . Since each map τ n is linear, positive and satisfies the trace property, the same holds for τ . Since each M k (A n ) has real rank zero, the above argument applied to the M k (A n ) gives a positive linear map τ : n M ∞ (A n ) → C with the trace property such that
, and also
Following the notation of Dixmier [14, p. 77] , let U be a * -algebra over C endowed with an inner product (x, y) which makes it a Hausdorff pre-Hilbert space. Let H be the corresponding completion of U. We say U is a Hilbert algebra if the following axioms are satisfied:
(1) (x, y) = (y * , x * ) for x, y ∈ U; (2) (xy, z) = (y, x * z) for x, y, z ∈ U; (3) for each x ∈ U the map y → xy is continuous; (4) span{xy : x, y ∈ U} is dense in U; and (5) if a, b ∈ U and (a, xy) = (b, xy) for all x, y ∈ U, then a = b. Lemma 1.3. Let U be the union of an increasing sequence of C * -algebras A 1 ⊆ A 2 . . . . Let τ : U → C be a positive linear map with the trace property. Then I := {x ∈ U : τ (x * x) = 0} is an ideal of U and U := U/I is a * -algebra. There is a sesquilinear form (·, ·) on U such that (x + I, y + I) = τ (y * x) for x, y ∈ U, and under this form, U is a Hilbert algebra.
Proof. For x, y ∈ I we have (x + y)
By the trace property, I is closed under adjoints. Since τ (y
An τ (y * y) for x, y ∈ A n , I is a * -algebra and a two sided ideal of U (being * -closed and one sided). So U = U/I, equipped with the canonical operations, is a * -algebra. To see that (·, ·) is well-defined, fix x ∈ U. For y 1 − y 2 ∈ I we have τ (
, which is zero since y 1 − y 2 ∈ I. Taking conjugates gives (x + I, y 1 + I) = (x + I, y 2 + I) as well. Now if x 1 + I = x 2 + I and y 1 + I = y 2 + I, then (x 1 + I, y 1 + I) = (x 1 + I, y 2 + I) = (x 2 + I, y 2 + I).
The form (·, ·) is clearly a sesquilinear form from U to C. It is positive definite by definition of I. To see that it is an inner product, fix x, y ∈ U and calculate:
Let H denote the Hilbert-space completion of U in (·, ·), and continue to write (·, ·) for the extension of the existing form to H. We must check that H satisfies axioms (1)-(5) for a Hilbert algebra.
Axiom (1) follows directly from the trace property, and (2) is immediate from the definition of (·, ·). To verify (3) take x, y ∈ A n . Since A n is a C * -algebra we have
An y, so we get
An y + I 2 U . In particular for x ∈ A m , and y, y n ∈ U we see that (xy + I) − (xy n + I) U ≤ x Am (y + I) − (y n + I) U .
Thus the map y + I → xy + I is continuous, which is (3). To verify (4) recall that [5, II.3.2.3] implies that for each x ∈ A n there exists y ∈ A n such that x = yy * y. In particular {xy : x, y ∈ U} spans a dense subspace of U.
Finally we verify (5) . Fix a, b ∈ H satisfying (a, xy) = (b, xy) for all x, y ∈ U. Use (iv) to find x n , y n ∈ U with x n y n → a − b. Then
Let U be a Hilbert algebra, and H the Hilbert space completion of U. As discussed on [14, p. 78] , formulas L x y = xy and R x y = yx for y ∈ U (uniquely) determine operators L x , R x ∈ B(H). Let L(U) denote the von Neumann algebra in B(H) generated by {L x : x ∈ U}. We say that h ∈ H is bounded if there exists U h ∈ B(H) satisfying U h x = R x h for every x ∈ U; so every y ∈ U is bounded with U y = L y . 
Then, φ is a faithful, semifinite normal trace on L(U) + .
Remark 1.5 ([44]
). A C * -algebra A is said to be σ-unital if it contains a countable approximate unit. It is called σ p -unital if it contains a countable approximate unit consisting of projections. If A is σ p -unital, then it has an increasing approximate unit (p n ) of projections, and then the p n eventually dominate any fixed projection in A.
Proof of Theorem A. Fix an increasing approximate unit (p n ) for A consisting of projections (p n ). For each n define A n := M n (p n Ap n ), and set U := n A n . Notice Fix a ∈ U, and define π(a) := L a+I : H → H. Clearly π(ab) = π(a)π(b), and for x, y ∈ U, we have π(a * )(x + I), y
given by the composition of the trace φ with the representation π. This τ ′ is additive because π and φ are. It has the trace property because π is multiplicative and φ has the trace property. So τ ′ is a quasitrace in the sense of [8] (see Definition 1.1). It is also locally lower semicontinuous, i.e., τ ′ (a) = sup t>0 τ ′ ((a − t) + ), because φ is normal and {(a − t) + : t > 0} is a increasing filtering family in A + with supremum a. So [8, Proposition 2.24(i)-(iii)] shows that τ ′ is a lower-semicontinuous 2-quasitrace on A ⊗ K.
It remains to check that τ ′ extends β. Take any positive a ∈ U. Then h := a + I ∈ U is bounded since for U h := π(a) ∈ B(H) and for each x ∈ U we have
Fix p ∈ P ∞ (A). By Remark 1.5, p ∈ P ∞ (A n ) for some n. Using Lemma 1.2 we get
Remarks 1.6. Let τ ′ denote the 2-quasitrace obtained from Theorem A.
(1) The 2-quasitrace τ ′ satisfies
for all a, b ∈ A + , and all α, β ∈ R + . This is the because the map φ in Theorem 1.4 is a trace in the sense of [14] and this is one of the axioms of such a trace. (2) The 2-quasitrace τ ′ is semifinite because for each a ∈ n p n Ap n , the trace from
′ is not necessarily bounded on P(A) as shown by the following example. For n ≥ 1, let A n = M 2 n −1 (C), and define φ n : A n → A n+1 by a → diag(a, a, 0). Let τ n : A n → C be the matrix trace so τ n (1) = 2 n − 1. There is a 2-quasitrace τ on
It is clearly unbounded on P(A). (4) Our construction of τ ′ depends on von-Neumann-algebra results of [14] . In the separable case this might not have been necessary if we instead applied the work of Winter and Zacharias (see [52, Corollary 5.2] ). But our approach using Dixmier's results gives us (1.3) and semifiniteness (see (i) and (ii)) with no extra work and we will need both of these properties later on.
Dichotomy for crossed products and the proofs of Theorems B and C
Given a C * -dynamical system (A, G, σ) in which G is discrete, let A ⋊ σ,r G and A ⋊ σ G denote the reduced and the full crossed product C * -algebras, respectively. Applying σ entrywise on M n (A) gives an action of G on M n (A) which is also denoted σ. Letσ be the action of G on
+ and t 1 , . . . , t n ∈ G such that x = i u i and y = iσ t i (u i ) for some n ≥ 1. 
+ /∼ σ respects + and ≤ and the zero element.
+ satisfies the Riesz refinement property. We denote by S(A, G, σ) the preordered semigroup K 0 (A) + /∼ σ and call it the semigroup for (A, G, σ).
The semigroup S(A, G, σ) is sometimes called the type semigroup of the C * -dynamical system (A, G, σ), see [38] .
Let A be a C * -algebra. A nonzero projection in A is properly infinite if it is von Neumann equivalent to each of two orthogonal subprojections of itself. A projection in A is infinite if it is equivalent to a proper subprojection of itself. A projection that is not infinite is called finite. The C * -algebra A is infinite if it contains an infinite projection, and is called finite if it admits an approximate unit of projections and all projections in A are finite. The C * -algebra A is stably finite if A ⊗ K is finite ( [48, p. 7] ). We say that A is traceless if it admits no nontrivial lower-semicontinuous 2-quasitrace (see [8, p. 463]) . A simple C * -algebra A is purely infinite if every nonzero hereditary C * -subalgebra of A contains an infinite projection. For the definition when A is non-simple we refer the reader to [20] . See Section 1 for the notion of cancellation. For positive elements a ∈ M n (A) and b ∈ M m (A), a is Cuntz below b, denoted a b, if there exists a sequence of elements x k in M m,n (A) such that x * k bx k → a in norm. Let S be a preordered semigroup S with identity. Then S is said to purely infinite if 2x ≤ x for every x ∈ S. A state on S is a map f : S → [0, ∞] which respects + and ≤ and satisfies f (0) = 0. A state f on S is nontrivial if f (S) ⊆ {0, ∞}. Definition 2.2. Let S be a preordered semigroup S with identity. We say S is almost unperforated if whenever x, y ∈ S and n, m ∈ N satisfy nx ≤ my and n > m, we have x ≤ y; equivalently, (n + 1)x ≤ ny =⇒ x ≤ y.
We can now state the main technical result used to prove Theorem B and later also Theorem D. Recall the definition of semifinite lower-semicontinuous 2-quasitraces from Definition 1.1.
* -algebra of real rank zero and with cancellation. Finally suppose that A ⋊ σ,r G is simple. Consider the following properties:
(1) S(A, G, σ) is purely infinite. If A + \ {0} is a cofinal subset of (A ⋊ σ,r G) + \ {0} with respect to , then (1)⇒(2). If S(A, G, σ) is almost unperforated, then (6)⇒(1).
Remark 2.4. For any properly outer action σ of a discrete group G on a separable C * -algebra A the set A + \ {0} is a cofinal subset of (A ⋊ σ,r G) + \ {0} with respect to ( [49] ).
Various of the implications in Proposition 2.3 can be proved in more general situations, so we break the bulk of the proof up into four lemmas to make this explicit. The first result essentially establishes (1)⇒(2) in Proposition 2.3 when A + \{0} is cofinal in (A⋊ σ,r G) + \{0}.
Lemma 2.5. Let (A, G, σ) be a C * -dynamical system in which G is discrete. Suppose that A is of real rank zero and with cancellation. Finally suppose that A + \ {0} is a cofinal subset of (A ⋊ σ,r G) + \ {0} with respect to . If S(A, G, σ) is purely infinite, then A ⋊ σ,r G is purely infinite.
Proof. Since A is a C * -algebra of real rank zero and with cancellation, K 0 (A) + satisfies the Riesz refinement property ( [2, 53] ), so S(A, G, σ) is defined.
Take any nonzero p ∈ P(A).
The proof of [38, Proposition 4.17] does not require the blanket assumptions made in [38] that A is separable and unital, so that result shows that p is properly infinite in A ⋊ σ,r G. 
Lemma 2.6 ([8])
. Let B be a simple C * algebra. Consider the following properties:
(1) B is purely infinite.
(2) B is traceless (i.e., every lower-semicontinuous 2-quasitrace on B is trivial). For a C * -dynamical system (A, G, σ), an ideal I of A is invariant if σ t (I) ⊆ I for each t ∈ G. The action σ is minimal if A admits no nontrivial invariant ideals.
Let S be an (abelian) semigroup with identity. Following [1, 28] , S is conical if 0 is the only invertible element of S; that is, x + y = 0 implies x = y = 0 for all x, y ∈ S. Let ≤ be a preorder on S. An order-unit in S is any nonzero element u ∈ S such that for any x ∈ S, there is n ∈ N such that x ≤ nu. We say that S is simple if every nonzero element of S is an order unit.
The next preliminary lemma implies in particular that (6)⇒(1) in Proposition 2.3 provided that S(A, G, σ) is almost unperforated.
Lemma 2.7. Let (A, G, σ) be a C * -dynamical system in which G is discrete. Suppose that A has cancellation and that K 0 (A) + satisfies the Riesz refinement property. Then
is purely infinite if and only if S(A, G, σ) admits no nontrivial state.
Another application of cancellation gives p = 0. The reverse implication is evident.
We now show that S(A, G, σ) is conical. Fix x, y ∈ S(A, G, σ) such that x + y = 0.
To verify (2) , assume that σ is minimal. Take any nonzero u ∈ S(A, G, σ). By part
We may assume that p, q ∈ P m (A) for some m ≥ 1. The set
is G-invariant and closed under left and right multiplication (by elements of M m (A)).
Since the ideals of M m (A) have the from M m (I) for some ideal I of A, and since σ is minimal, it follows that 
For (3), we follow the argument in [49, p. 95] . Suppose that S(A, G, σ) is not purely infinite. Then 2x ≤ x for some x ∈ S(A, G, σ). Since S(A, G, σ) is almost unperforated, Tarski's Theorem gives a state ν :
Since a purely infinite preordered semigroup with identity admits no nontrivial states, this gives (3).
Following [43] we shall refer to a map ϕ from the positive cone, A + , of a C * -algebra A to [0, ∞] as being a tracial weight if it satisfies ϕ(αa + βb) = αϕ(a) + βϕ(b) and
The (contrapositive of the) following lemma will be used to prove (5)⇒(6) of Proposition 2.3.
Lemma 2.8. Let (A, G, σ) be a C * -dynamical system in which G is discrete. Suppose that A is a σ-unital exact C * -algebra of real rank zero and with cancellation.
(1) If S(A, G, σ) is simple and admits a nontrivial state, then there exists a faithful G-invariant positive additive map β :
For part (1), let ν be a nontrivial state on S(A, G, σ) and fix u ∈ S(A, G, σ) such that ν(u) = λ ∈ (0, ∞). Take any nonzero y ∈ S(A, G, σ). Since S(A, G, σ) is simple there exist n, m ∈ N such that y ≤ nu and u ≤ my. Hence ν(y) ≤ nλ and λ ≤ mν(y). We conclude that ν is faithful, i.e., (2.1) ν(y) = 0 for each nonzero y ∈ S(A, G, σ).
Since both ν and ρ respect + and ≤ and the zero element, so does β. By [11, Theorem 2.6], A-and hence also its stabilisation-admits an approximate unit of projections, giving (
+ . This β is positive and additive by definition.
+ and t ∈ G. For part (2), let β : K 0 (A) → R be a nontrivial G-invariant positive additive map. Theorem A and Remarks 1.6(1) and 1.6(4), ensure that β extends to a nontrivial lowersemicontinuous 2-quasitrace τ on A such that
In particular, τ is a tracial weight. Moreover, τ is G-invariant because A has real rank zero and τ is G-invariant on projections. Using [47, Lemma 5.3] we know that if G is countable, then τ extends to a nontrivial lower-semicontinuous tracial weightτ : (A⋊ σ,r G)
The proof of [15, Lemma 5.4] shows that this remains valid for arbitrary G. It remains to show thatτ is semifinite, and faithful when β is faithful. By Remark 1.6(2), τ =τ | A is semifinite. The finitely supported functions f : G → Dom 1/2 (τ ) are dense in A ⋊ σ,r G, and the proof of [47, Lemma 5.3] shows that for each such f we haveτ (f
Henceτ is semifinite. Now suppose that β is faithful. The traceτ is the composition of τ with the faithful conditional expectation A ⋊ α,r G → A. So it suffices to show that τ is faithful. Suppose that a ∈ A + satisfies τ (a) = 0. Since A has real-rank zero, it is spanned by its projections. Hence we can choose a sequence (a n ) of finite linear combinations a n = i λ i,n p i,n of projections such that a n → a. By [18, Lemma 2.3], we may assume that each λ i,n ∈ R + and each a n ≤ a. Now τ (a − a n ) + τ (a n ) = τ (a) = 0 gives τ (a n ) = 0. Hence each τ (p i,n ) = β([p in ]) = 0. Since β is faithful and A has cancellation each p i,n = 0, so a = 0. Thus τ is faithful.
Proof of Proposition 2.3. Since A is a C * -algebra of real rank zero and with cancellation, K 0 (A) + satisfies the Riesz refinement property (see [2, 53] ). So Lemma 2.5 gives (1)⇒(2). The implications (2)⇒(3)⇒(4)⇒(5) follow from Lemma 2.6. To prove (5)⇒(6) we establish the contrapositive statement. Suppose that S(A, G, σ) admits a nontrivial state. Since the crossed product A ⋊ σ,r G is simple, the action σ is minimal. By Lemma 2.7, S(A, G, σ) is simple. We can now use Lemma 2.8 to construct a nontrivial semifinite lowersemicontinuous 2-quasitrace on A ⋊ σ,r G. Finally the implication (6)⇒(1) is contained in Lemma 2.7, part (3).
Proof of Theorem B. The crossed product A⋊ σ,r G is simple because A is separable, and σ is minimal and properly outer (see [27] ). By Remark 2.4 the set A + \ {0} is a cofinal subset of (A ⋊ σ,r G) + \ {0} with respect to . So the result follows from Proposition 2.3.
Let (A, G, σ) be a C * -dynamical system in which G is discrete. Following [38] , given k > l > 0, a nonzero element x ∈ K 0 (A) + is (G, k, l)-paradoxical if there exist finitely many elements u 1 , . . . , u n ∈ K 0 (A) + and t 1 , . . . , t n ∈ G such that kx ≤ i u i and lx ≥ iσ t i (u i ) with respect to the algebraic order on K 0 (A) + . The action σ is completely non-paradoxical if no such elements exist for any k > l > 0. Following [37] (see also [13] ), we let H σ denote the subgroup of K 0 (A) generated by {(id −σ t )K 0 (A) : t ∈ G}. Let S be an abelian semigroup with identity. We say that x ∈ S is infinite if x + y = x for some nonzero y ∈ S. We call S stably finite if it contains no infinite elements, cf. [30] . If S is preordered then x ∈ S is properly infinite if x = 0 and 2x ≤ x. We now state a general result used to prove Theorem C. The equivalence (2)⇔(3) of Proposition 2.9 have been considered previously, see for example [13 Proposition 2.9. Let A be a σ-unital exact C * -algebra of real rank zero and with cancellation. Let σ : G → Aut(A) be a minimal action of a discrete group. Then the following are equivalent:
(1) A ⋊ σ,r G admits a faithful lower-semicontinuous semifinite tracial weight; (2) A ⋊ σ,r G is stably finite;
4) the action σ is completely non-paradoxical; (5) the semigroup S(A, G, σ) is stably finite; (6) (n + 1)x ≤ nx for any nonzero x ∈ S(A, G, σ) and n ∈ N; (7) there exists a nontrivial state on S(A, G, σ); and (8) there exists faithful G-invariant positive additive map β :
Proof. Since A is a C * -algebra of real rank zero and with cancellation, K 0 (A) + satisfies the Riesz refinement property (see [2, 53] ), so S(A, G, σ) is defined.
For (1)⇒ (2), let τ be a faithful semifinite tracial weight on A ⋊ σ,r G. We suppose A ⋊ σ,r G is not stably finite and derive a contradiction. Since A is σ-unital and of real rank zero, (A ⋊ σ,r G) ⊗ K admits an approximate unit of projections, and therefore it contains an infinite projection q. We may assume that q ∈ B := M n (A ⋊ σ,r G) for some nonzero n ∈ N (cf. Remark 1.5). Let τ n be the faithful semifinite tracial weight on B given by τ n (b ij ) := i τ (b ii ). Using that τ is semifinite, the argument of [32, Lemma 3.2] shows that τ n (q) < ∞. But q is equivalent to a strict subprojection r of q, so τ n (q) = τ n (r) and τ n (q − r) + τ n (r) = τ n (q). In particular τ n (q − r) = 0 contradicting faithfulness of τ n .
The implication (2)⇒(3) is precisely the implication (3)⇒(4) of [13, Proposition 3.1]. We now prove the contrapositive of (3)⇒(4). Suppose σ is not completely non-paradoxical. This gives a nonzero element x ∈ K 0 (A) + , k > l > 0, and finitely many elements
Next we prove the contrapositive of (4)⇒(5). Suppose that S(A, G, α) is not stably finite. Select a nonzero infinite element u ∈ S(A, G, α). Lemma 2.7 shows that S(A, G, α) is simple, so [28, p. 4510 ] implies that u is properly infinite as follows. Select nonzero y ∈ S(A, G, α) such that u = u + y. Then u = u + my for all m ∈ N. Since S(A, G, α) is simple, y is an order unit, and so 2u ≤ my ≤ u for some m ∈ N. Select nonzero (5)⇒ (6) is also contrapositive. Suppose there exists a nonzero element x ∈ S(A, G, α) and n ∈ N such that (n + 1)x ≤ nx. Then n > 0 because S(A, G, α) is conical by Lemma 2.7 and nx is infinite. Consequently S(A, G, α) fails to be stably finite. To verify (6)⇒(7) fix a nonzero x ∈ S(A, G, α). Then Tarski's Theorem yields a nontrivial state ν : S(A, G, σ) → [0, ∞] with ν(x) = 1. The implication (7)⇒(8) follows from Lemma 2.7(2) and Lemma 2.8(1), and (8)⇒(1) follows from Lemma 2.8(2).
Proof of Theorem C. This is (1)⇔(2)⇔(4) of Proposition 2.9.
3. Dichotomy for k-graph C * -algebras and the proof of Theorem D
Following [22, 31, 36] we briefly recall the notion of a k-graph and the associated notation. For k ≥ 1, a k-graph is a non-empty countable small category equipped with a functor d : Λ → N k that satisfies the following factorisation property. For all λ ∈ Λ and m, n ∈ N k such that d(λ) = m + n there exist unique µ, ν ∈ Λ such that d(µ) = m, d(ν) = n, and λ = µν. When d(λ) = n we say λ has degree n, and we write
. . , e k , and we write n i for the i th coordinate of n ∈ N k . We define a partial order on
The factorisation property implies that these are precisely the identity morphisms, and so can be identified with the objects. For λ ∈ Λ the source s(λ) is the domain of λ, and the range r(λ) is the codomain of λ (strictly speaking, s(λ) and r(λ) are the identity morphisms associated to the domain and codomain of λ). Given λ, µ ∈ Λ and E ⊆ Λ, we define λE = {λν : ν ∈ E, r(ν) = s(λ)}, Eµ = {νµ : ν ∈ E, s(ν) = r(µ)}, and λEµ = (λE)µ = λ(Eµ).
For X, E, Y ⊆ Λ, we write XEY for λ∈X,µ∈Y λEµ. We say that the k-graph Λ is rowfinite if |vΛ n | < ∞ is finite for each n ∈ N k and v ∈ Λ 0 , and has no sources if 0 < |vΛ m | for all v ∈ Λ 0 and m ∈ N k . If X is a countable set, we write NX for the abelian semigroup with identity x → 0 of finitely supported functions f : X → N, with respect to point-wise addition. We denote the generator corresponding to x ∈ X by δ x , and for a ∈ NX we write a x for a(x). If Λ is a k-graph and n ∈ N k , we write A n and A t n for the elements of
By the factorisation property A n is equal to the matrix product A
, where each A e i is the coordinate matrix defined by A e i (u, v) = |uΛ e i v|. We often regarded each A e i as a semigroup endomorphism of
. By the factorisation property we have (for m, n ∈ N k ), Let S be an (abelian) semigroup S with an identity and satisfying the Riesz refinement property. A simple induction shows that for any finite collection of elements u 1 , . . . , u n ,
We now show that ≈ Λ is an equivalence relation. It is clear that ≈ Λ is reflexive and symmetric. Now, suppose that f ≈ Λ g and g ≈ Λ h. By the preceding paragraph there exist f i , g i ∈ NΛ 0 , m, m i , l i ∈ N, and t i ,
for some l, k ≥ 1. Since N satisfies the Riesz refinement property, so does NΛ 0 . Thus there exist {w ij : i ≤ n, j ≤ l} ⊆ NΛ 0 such that
Definition 3.3. Let Λ be a row-finite k-graph with no sources. We say that x, y ∈ NΛ
The advantage of the equivalence relation ≈ Λ over ∼ Λ is that addition in NΛ 0 induces an addition on NΛ 0 /≈ Λ .
Lemma 3.4. Let Λ be a row-finite k-graph with no sources. For f ∈ NΛ 0 , let [f ] Λ denote the ≈ Λ -class of f . Then there is a well-defined commutative binary operation
This operation is commutative because addition in NΛ 0 is commutative.
Definition 3.5. Let Λ be a row-finite k-graph with no sources. We define
under the addition defined in Lemma 3.4. We call S(Λ) the semigroup associated to Λ; note that [0] Λ is an identity for S(Λ).
Our goal is to relate S(Λ) to Rainone's type semigroup S(A, Z k , σ) for an appropriate C * -dynamical system associated to the k-graph Λ. We must first recall the definition of a C * -algebra of the k-graph and describe the associated dynamical system. The C * -algebra C * (Λ) of a row-finite k-graph Λ with no sources is the universal C * -algebra generated by elements {s λ : λ ∈ Λ} satisfying the Cuntz-Krieger relations: (CK1) {s v : v ∈ Λ 0 } is a collection of mutually orthogonal projections; (CK2) s µ s ν = s µν whenever s(µ) = r(ν); (CK3) s * λ s λ = s s(λ) for all λ ∈ Λ; and (CK4) s v = λ∈vΛ n s λ s * λ for all v ∈ Λ 0 and n ∈ N k .
Let Λ be a row-finite k-graph with no sources. 
Then P is full (in the sense that AP A = A), and there is an isomorphism ϕ :
Definition 3.6. We call (A, Z k , σ) the C * -dynamical system associated to Λ.
Lemma 3.7. Let Λ be a row-finite k-graph with no sources. In the terminology of the preceding paragraph, the semigroup S(Λ) is isomorphic to the semigroup S(A, Z k , σ) for the C * -dynamical system associated to Λ as defined in Definition 2.1, via an isomorphism that carries
Proof. Following the notation of [13] , write G n = ZΛ 0 for each n ∈ Z k , and define A t m,n : G m → G n for m ≤ n ∈ Z k by A t m,n = A t n−m . Considering each G n as a free abelian group on generators indexed by Λ 0 we form the direct limit lim
be the canonical homomorphism into the limit such that A Let (A, Z k , σ) be the C * -dynamical system associated to Λ. By [13, Lemma 3.4] there is an order-isomorphism
andσ with β as above, we claim that there is an additive map Φ :
So the formula (3.3) is well-defined. It is additive because ρ and A t 0,∞ are additive. We show that Φ is surjective. Take any
Lemma 3.7 gives a very useful concrete description of S(A, Z k , σ). We illustrate this by providing a few examples of the computation of S(A, Z k , σ). First we recall the notion of k-coloured graphs allowing us to describe k-graphs diagrammatically.
Following [17] , a k-coloured graph is a directed graph E endowed with a map c : E 1 → {c 1 , . . . , c k }. We let E * denote the set of finite paths in E. We think of c as determining a colour map from E * to the free semigroup F + n generated by {c 1 , . . . , c k }. For w ∈ F + n we say λ ∈ E * is w-coloured if c(λ) = w. A collection of factorisation rules for E is a rangeand source-preserving bijection θ ij from the c i c j -coloured paths in E * to the c j c i -coloured paths in E * , for each i = j. For k = 2 the associativity condition of [17] is trivial, and so [17, of factorisation rules θ 12 , there is a unique 2-graph Λ with
Example 3.8. Consider the 1-graph Λ illustrated on the left on Figure 1 . Let us compute S(A, Z, σ) for the dynamical system associated to Λ. Revisiting Lemma 3.7, we have the ordered isomorphism
]. The coordinate matrix is just multiplication by 2. Consequently, the action β of Z on N[ ] is given by β 1 (x) = 2x. We conclude that for each element x ∈ S(A, Z, σ) ∼ = N[
Thus S(A, Z, σ) ∼ = {0, 1}, which is totally ordered and purely infinite with 1 + 1 = 1.
Example 3.9. Consider the k-graph Λ illustrated in the middle on Figure 1 for some collection of factorisation rules. Denote the number of c i -coloured edges by n i (i ∈ {1, . . . , k}). We now briefly recall the groupoid approach to k-graph C * -algebras. We do this in order to prove Lemma 3.11, which characterises which k-graphs Λ have the property that for every positive b ∈ C * (Λ), there is a vertex projection s v ∈ C * (Λ) that is Cuntz-below b.
One can show that S(Λ)
Following [10] , a topological groupoid G is a small category in which every morphism is invertible, equipped with a topology in which composition and inversion are continuous. The set of objects in G is denoted by G (0) . Each morphism γ in the category has a range and source denoted r(γ) and s(γ) respectively. A topological groupoid is étale if s is a local homeomorphism. To each locally compact, Hausdorff, étale groupoid G one can associate the reduced and the full C * -algebras denoted C * r (G) and C * (G) respectively. Let π : C * (G) → C * r (G) denote the standard surjection. A topological groupoid is topologically principal if the set {u ∈ G (0) : uGu = {u}} of units with trivial isotropy is dense in G (0) . This can be characterised C * -algebraically as follows.
Lemma 3.10 ([9, Proposition 5.5],[3, Theorem 2])
. Let G be second-countable, locally compact, Hausdorff, étale groupoid. Then G is topologically principal if and only if every ideal of C * (G), which has zero intersection with C 0 (G (0) ), is contained in ker π.
Proof. The "only if" implication follows from [9, Proposition 5.5(1)]. For "if" suppose that G is not topologically principal. Then the proof of [9, Proposition 5.5(2)] constructs an ideal I of C * (G) which has zero intersection with C 0 (G (0) ), and f, f 0 ∈ C c (G) ⊆ C * (G) such that 0 = f − f 0 ∈ I. Since π| Cc(G) is the identity map, π(f − f 0 ) = 0, so I has zero intersection with C 0 (G (0) ), but is not contained in ker π.
Following [22] , let Λ be a row-finite k-graph with no sources. Let G Λ denote the graph groupoid of Λ [22, Definition 2.7]. Then G Λ is a second-countable, locally compact, Hausdorff, étale groupoid such that [22, Corollary 3.5] ). The k-graph Λ is said to satisfy the aperiodicity condition if for every vertex v ∈ Λ 0 there is an infinite path x with range v such that σ p (x) = σ q (x) for all distinct p, q ∈ N k . For more details see [22] .
Lemma 3.11. Let Λ be a row-finite k-graph with no sources. Then the following are equivalent:
(1) The groupoid G Λ is topologically principal; (2) for every nonzero b ∈ C * (G Λ ) + there exist nonzero x ∈ C 0 (G 
Λ ) sending each s µ s * µ to 1 Z(µ) , see [22] . So for each nonzero positive x ∈ span{s µ s * Let A be a C * -algebra. Following [20] , a nonzero element a ∈ A + is properly infinite in A if a ⊕ a a. By [20, Theorem 4.16] , A is purely infinite if and only if every nonzero positive element in A is properly infinite.
Proof of Theorem D. Let Λ be a row-finite k-graph with no sources such that C * (Λ) is simple and the semigroup S(Λ) of Definition 3.5 is almost unperforated. Let (A, Z k , σ) be the C * -dynamical system associated to Λ as in Definition 3.6. We verify the hypotheses of Proposition 2.3. By [ 
is almost unperforated by Lemma 3.7. Now, rather than verifying that A + \ {0} is a cofinal subset of (A ⋊ σ,r Z k ) + \ {0} used to prove (1)⇒(2) of Proposition 2.3, we verify (1)⇒(2) directly. Suppose that S(A, Z k , σ) is purely infinite. As noted previously in the proof of Lemma 2.5, this ensures each nonzero p ∈ P(A) is properly infinite in A ⋊ σ,r Z k . Fix a nonzero positive element b ∈ P (A ⋊ σ,r Z k )P . Let ϕ be the isomorphism from P (A ⋊ σ,r Z k )P into C * (Λ) introduced before Definition 3.6. Since C * (Λ) is simple it follows from Lemma 3.11 that there exists
Using [20, Theorem 4 .16] it follows that P (A ⋊ σ,r Z k )P , and therefore also A ⋊ σ,r Z k , is purely infinite. So Proposition 2.3 implies that A ⋊ σ,r Z k is either purely infinite or stably finite. Since pure infiniteness (resp. stable finiteness for C * -algebras with an approximate identity of projections) is preserved under stable isomorphism, we conclude that C * (Λ) is either purely infinite or stably finite.
Stable finiteness of twisted k-graph algebras and the proof of Theorem E
Recent work [13] of Clark, an Huef and the third-named author characterises when a C * -algebra of a cofinal k-graph is stably finite. In [13, Theorem 1.1. (1)] they show the following.
Theorem 4.1 (Clark, an Huef, Sims). Let Λ be a row-finite and cofinal k-graph with no sources, and coordinate matrices A e 1 , . . . , A e k . Then the following are equivalent:
In this section we show that Theorem 4.1 remains valid for twisted k-graph C * -algebras C * (Λ, c) in place of C * (Λ) (see Theorem E). As in [13] , we restrict our attention to kgraphs Λ which are cofinal, meaning that for all pairs v, w ∈ Λ 0 there exists n ∈ N k such that s(wΛ n ) ⊆ s(vΛ), cf. [26] . Let us now introduce the terminology of Theorem E. Following [13, p. 961 ], a C * -algebra A is quasidiagonal if it admits a faithful quasidiagonal representation. Recall that A is stably finite if A⊗K is finite. Let Λ be a row-finite k-graph with no sources. Following [33] , a graph trace on Λ is a function τ : Λ 0 → R + satisfying τ (v) = λ∈vΛ n τ (s(λ)) for all v ∈ Λ 0 and all n ∈ N k . A graph trace is faithful if τ (v) = 0 for each v ∈ Λ 0 . Following [34] , a 2-cocycle on Λ is a map from the set of composable 2-tuples Λ * 2 = {(λ, µ) : s(λ) = r(µ)} into T such that c(λ, µ) = 1 whenever λ or µ is a vertex, and c(λ, µ)c(λµ, ν) = c(µ, ν)c(λ, µν) for each composable 3-tuple (λ, µ, ν). The set of 2-cocycles on Λ is denoted Z 2 (Λ, T). The C * -algebra C * (Λ, c) associated to a row-finite k-graph Λ with no sources and a cocycle c ∈ Z 2 (Λ, T) is the universal C * -algebra generated by elements {s λ : λ ∈ Λ} satisfying (CK1), (CK3), (CK4), and the twisted version, s µ s ν = c(µ, ν)s µν whenever s(µ) = r(ν), of (CK2). We will need four technical lemmas to prove Theorem E. For the proof of the first lemma, recall that for a k-graph Λ, a subset H of Λ 0 is called hereditary if s(HΛ) ⊆ H. For the notion of a saturated subset of Λ 0 we refer to [42] . Recall that an element of a C * -algebra A is full if it is not contained in any proper (closed two-sided) ideal of A. Let Λ be a row-finite k-graph with no sources. Let c be a 2-cocycle on Λ. Let Γ be the skew-product
Similarly to the case c = 1 (see Definition 3.6), there is an action σ of
Definition 4.4. We call (A, Z k , σ) the C * -dynamical system associated to (Λ, c).
Let X be a non-empty set X. Following [24] , we write K X for the unique nonzero C * -algebra generated by elements {θ x,y : x, y ∈ X} satisfying θ * x,y = θ y,x and θ x,y θ w,z = δ y,w θ x,z . We call the θ x,y the matrix units for K X . Recall that for a C * -dynamical system (A, Z k , σ) the action σ is minimal if A admits no nontrivial invariant ideals.
Lemma 4.5. Let Λ be a row-finite k-graph with no sources. Let c be a 2-cocycle on Λ. Let (A, Z k , σ) be the C * -dynamical system associated to (Λ, c). Suppose that Λ is cofinal. Then σ is minimal.
Proof. Let I be an nonzero invariant ideal of A.
Using [24, Lemma 8.4] and its proof we have an isomorphism
Since I is nonzero, I ∩ K Γw = {0} for some n, w with b(w) = n. In particular s µ s * µ ∈ I for some n, w with b(w) = n and µ ∈ Γw because K Γw is simple. This implies that s s(µ) ∈ I. We have that µ = (λ, n) for some λ and then s(µ) = (s(λ), n + d(λ)) (see [22, Definition 5.1] ). Since I is invariant, s (s(λ),0) ∈ I. We deduce that the ideal J := ϕ(P (I ⋊ σ,r Z k )P ) in C * (Λ, c) contains s s(λ) = ϕ(s (s(λ),0) ). Using Lemma 4.3, we conclude that J = C * (Λ, c),
Let A be a C * algebra. Recall that a tracial weight on a A is a map ϕ :
Lemma 4.6. Let Λ be a row-finite and cofinal k-graph with no sources. Let c be a 2-cocycle on Λ. Then the following are equivalent:
(1) C * (Λ, c) admits a faithful lower-semicontinuous semifinite tracial weight; (2) C * (Λ, c) is stably finite; (3) H σ ∩ K 0 (A) + = {0}; and (4) Λ admits a faithful graph trace.
Proof. By [24, Lemma 8.4] , A is AF, and by Lemma 4.5, σ is minimal. Hence we can employ Proposition 2.9.
To verify (1)⇒ (2) we use the argument in Proposition 2.9, (1)⇒(2), replacing A ⋊ σ,r Z k by C * (Λ, c). For (2)⇒ (3), assume that C * (Λ, c) is stably finite. Since C * (Λ, c) and A ⋊ σ,r Z k are stably isomorphic and have approximate identities consisting of projections, A ⋊ σ,r Z k is also stably finite. By Proposition 2.9, (2)⇒ (3) we get H σ ∩ K 0 (A) + = {0}. We now show (3)⇒(1). Since H σ ∩ K 0 (A) + = {0} we conclude from Proposition 2.9, (3)⇒(1) that A ⋊ σ,r Z k admits a faithful lower-semicontinuous semifinite tracial weight. Consequently, the corner P (A ⋊ σ,r Z k )P , and hence also C * (Λ, c), admits a faithful lowersemicontinuous semifinite tracial weight. Finally, (1) and (4) The following lemma collects some of the results in [24] regarding the core of a twisted k-graph C * -algebra. For the definition of a skew-product, see the paragraph preceding Definition 3.6.
Lemma 4.7. Let Λ be a row-finite k-graph with no sources. Let c be a 2-cocycle on Λ. Define Γ to be the skew-product k-graph
Then B n is a C * -subalgebra of C * (Γ,c) and there exists an isomorphism π n :
Proof. Property (1) simply rephrases parts of the proof of [24, Lemma 8.4 ]. There the nth C * -algebra in the inductive limit for C * (Γ,c) is shown to be isomorphic to b(w)=n K Γw . Since the elements {w ∈ Γ 0 : b(w) = n} = Λ 0 × {n} are in bijective correspondence with Λ 0 it follows that the nth C * -algebra B n is isomorphic to v∈Λ 0 K Λv . For part (2) , take any m ≤ n ∈ Z k . It is easy to see that j m,n is an endomorphism: Since j m,n (θ λ,γ )j m,n (θ η,ζ ) = α∈s(λ)Λ n−m β∈s(η)Λ n−m c(λ, α)c(γ, α)c(η, β)c(ζ, β)θ λα,γα θ ηβ,ζβ only has nonzero terms if γ = η and α = β the product j m,n (θ λ,γ )j m,n (θ η,ζ ) collapses to the expression δ γ,η α∈s(λ)Λ n−m c(λ, α)c(ζ, α)θ λα,ζα = δ γ,η j m,n (θ λ,ζ ) = j m,n (θ λ,γ θ η,ζ ). To see that j m,n • π m = π n recall that B m ⊆ B n , which follows from the observation that
From this equality we obtain that j m,n • π m = π n . Part (3) 
+ remains unchanged when we change the 2-cocycle on Λ.
Finally we prove (4) 
+ remains unchanged when we change the 2-cocycle c on Λ.
Remark 4.9. An alternative way to prove Theorem E would be to more closely follow the proof of [13, Theorem 1.1]. But it seems worthwhile to record an alternative proof using our Proposition 2.9 even in the untwisted setting.
Purely infinite twisted k-graph algebras and the proof of Theorem F
In this section we prove Theorem F. The proof essentially consists of seven lemmas and the proof of Theorem D ′ . Lemma 5.1 summarises basic facts about twisted groupoid C * -algebras. Lemma 5.2 connects aperiodicity of a k-graph to the notion of Cuntz-below generalising parts of Lemma 3.11. Theorem D ′ is a generalisation of Theorem D to the twisted setting. Lemmas 5.4-5.8 are algebraic in nature and focus on properties of the semigroup S(Λ). This includes considering k-graphs Λ that are strongly connected, or k-graphs that are cofinal and either have a nontrivial hereditary subset of Λ 0 , or contain a cycle whose degree is coordinatewise nonzero.
Let G be a locally compact Hausdorff étale groupoid. Following the terminology in [25] , we let Z 2 (G, T) denote the set of all continuous maps σ from the set of composable 2-tuples G (2) = {(λ, µ) : s(λ) = r(µ)} into T such that σ(λ, µ) = 1 whenever λ or µ is in G (0) and σ(λ, µ)σ(λµ, ν) = σ(µ, ν)σ(λ, µν) for each composable 3-tuple (λ, µ, ν). We will omit the word continuous henceforth and call such maps 2-cocycles. Let C c (G, σ) denote the * -algebra of compactly supported continuous functions from G to C with convolution and involution defined by
, and f
The completing of C c (G, σ) with respect to the reduced and the full C * -norm are called the reduced and the full twisted groupoid C * -algebra denoted C * r (G, σ) and C * (G, σ), respectively, see [40] .
Lemma 5.1 (cf. [40] ). Let G be a locally compact, Hausdorff and étale groupoid, and let σ be a 2-cocycle on G.
Proof. The proofs of (1)- (3) are contained in [40] (see also [41, note †]). For the reader not familiar with regular representations or quasi-invariant probability measures, see also [10, Lemma 2.1]; its proof generalises to the untwisted case.
For part (4), we refer to [10, Lemma 3.1]. Its proof also generalises to the untwisted
Lemma 5.2. Let Λ be a row-finite k-graph with no sources and let c be a 2-cocycle on Λ.
Suppose that Λ satisfies the aperiodicity condition. Then for every nonzero b ∈ C * (Λ, c) + there exists v ∈ Λ 0 satisfying s v b.
Proof. We must check that the implications (5)⇒(1)⇒(2)⇒(3) of Lemma 3.11 all generalise to the twisted C * -algebras. Clearly (5)⇒(1) needs no adjustment as it only deals with properties of Λ. The implication (1)⇒(2) relies on [10, Lemmas 3.1 and 3.2]. The first of these lemmas generalises to the twisted case by Lemma 5.1, and the second is of general nature and its proof needs only an introduction of the 2-cocycle into its wording. Finally [24, Corollary 7.9] shows that there exists a 2-cocycle σ c on G Λ for which there is an isomorphism
Using this isomorphism, it is easy to check that (2)⇒(3) generalises to the twisted case.
We can now strengthen Theorem D twofold. Firstly we incorporate a 2-cocycle into our result giving a dichotomy theorem for twisted k-graph algebras. Secondly, relying on Theorem E and K-theory computations of section 4, the dichotomy of Theorem D is linked to a purely algebraic property of Λ, see (4) below.
Recall that a k-graph Λ is cofinal if for every pair v, w ∈ Λ 0 there exists n ∈ N k such that s(wΛ n ) ⊆ s(vΛ), and Λ satisfies the aperiodicity condition if for every vertex v ∈ Λ 0 there is an infinite path x with range v such that σ p (x) = σ q (x) for all distinct p, q ∈ N k (see [22] ). By [42, Theorem 3.1] Λ is cofinal and satisfies the aperiodicity condition if and only if C * (Λ) is simple; and then [24, Corollary 8.2] implies that C * (Λ, c) is simple for every 2-cocycle c on Λ.
Theorem D
′ . Let Λ be a row-finite k-graph with no sources. Let c be a 2-cocycle on Λ. Suppose that Λ is cofinal and satisfies the aperiodicity condition, and that S(Λ) is almost unperforated. Then the following are equivalent:
Proof. We have the implications (1)⇒(2)⇒(3) by Lemma 2.6. Since Λ is cofinal, we can apply Theorem E to prove (3)⇔(4). Finally (3)⇒ (1) is exactly the proof of Theorem D except we add a 2-cocycle into the calculation. Firstly, when c = 1 we need to use Definition 4.4 to obtain the appropriate
To argue that A is an AF-algebra we rely on [24, Lemma 8.4] (generalising [22] ). To deduce that S(A, Z k , σ) is almost unperforated we still rely on Lemma 3.7, but now in combination with Remark 4.8 ensuring that S(A, Z k , σ) is independent of c. Finally, replacing the reference to Lemma 3.11 by one to Lemma 5.2 in the proof that pure infiniteness of
Example 5.3. Fix any n ≥ 1. Let T k denote the k-graph with one vertex and one edge of each colour, and 1 : T k → Z/nZ the functor mapping each edge of T k to 1, the generator of Z/nZ, cf. [34, Definition 5.2]. Define Λ be the 2-graph T 2 × 1 Z/nZ as illustrated on the right on Figure 1 . Let us compute the semigroup S(Λ) associated to Λ. We have
. . , n − 1}. It follows S(Λ) ∼ = N is totally ordered and stably finite (as defined in Section 2). Let A θ denote the rotation C * -algebra corresponding to the angle θ ∈ R, and let c be the 2-cocycle on Λ defined by c(µ, ν) = e 2πθd(µ) 2 d(ν) 1 . By [34, Lemma 5.8],
We have that C * (Λ, c) is stably finite independently of the choice of θ ∈ R and n ≥ 1. The semigroup S(Λ) is independent of both the 2-cocycle and the number of vertices in the cycle on the right in Figure 1 .
Put together, the next three lemmas show that each strongly connected row-finite kgraph Λ with no sources has an unperforated semigroup S(Λ). We recall the terminology involved. Following [26] , a row-finite k-graph Λ is strongly connected if for all v, w ∈ Λ 0 , there exists n ∈ N k such that vΛ n w = ∅. A preordered semigroup S is called unperforated if mx ≤ my always implies x ≤ y, for any m ∈ N and x, y ∈ S.
Lemma 5.4. Let Λ be a row-finite k-graph with no sources.
We prove that S(Λ) is unperforated when Λ is strongly connected by considering two complementary cases.
Lemma 5.5. Let Λ be a strongly connected row-finite k-graph with no sources. Suppose that |vΛ p | = 1 for all v ∈ Λ 0 and p ∈ N k . Then S(Λ) is unperforated.
Since Λ is strongly connected, for each i there exists
Lemma 5.6. Let Λ be a strongly connected row-finite k-graph with no sources. Suppose that there exist v ∈ Λ 0 and p ∈ N k such that |vΛ p | > 1. Then S(Λ) is purely infinite and hence unperforated.
Fix m ∈ {2, 3, . . . } and x, y ∈ S(Λ), such that mx ≤ my. Since S(Λ) is purely infinite, we get 2y + a = y for some a ∈ S(Λ), so y = y + (y + a) = y + (y + a)
We now consider k-graphs that are not strongly connected. Let Λ be a row-finite kgraph with no sources and let H be a subset of Λ 0 . We write H c for the complement of H in Λ 0 . Recall that H is called hereditary if s(HΛ) ⊆ H. When H is non-empty and hereditary it follows that Γ = HΛ is a row-finite k-graph with no sources ( [36, p. 114] ). Moreover, for each n ∈ N k , A n (u, v) = 0 whenever u ∈ H and v ∈ H c . This means that each A t n has a block-upper-triangular decomposition with respect to the decomposition Λ 0 = Γ 0 ⊔ H c . As in [35] , we will use the following notation for this decomposition.
We also identify NΛ 0 with NΓ 0 ⊕ NH c .
Lemma 5.7. Let Λ be a cofinal row-finite k-graph with no sources and H a non-empty hereditary subset of the vertex set Λ 0 . Then S(Λ) ∼ = S(HΛ).
Proof. Set Γ = HΛ. We claim there exists a homomorphism Φ : S(Γ) → S(Λ) such that
We must show Φ is well-defined and additive. Fix x, y ∈ NΓ 0 such that
We show that Φ is surjective. Since Λ is cofinal, for each v ∈ Λ 0 there exists
We show that Φ is injective. Fix f, g ∈ NΓ 0 . Suppose that f ⊕0 ≈ Λ g⊕0. By Lemma 3.2 there exist finitely many
Lemma 5.8. Let Λ be a cofinal row-finite k-graph with no sources. Suppose there exist λ ∈ Λ such that d(λ) ≥ (1, . . . , 1) and s(λ) = r(λ) = w. Then {v ∈ Λ 0 : wΛv = ∅}Λ is strongly connected and S(Λ) is unperforated.
Proof. Define H := {v ∈ Λ 0 : wΛv = ∅}, where w = r(λ). It is clear that H is non-empty hereditary subset of Λ 0 . We show Γ = HΛ is strongly connected. Since Λ is cofinal so is Γ (because uΓ n = uΛ
, there exists t ∈ N such that m := td(λ) ≥ n. We claim that s(wΓ m ) ⊆ s(vΓ). To see this fix ν ∈ wΓ m . By the factorisation property ν = ν 1 ν 2 for some ν 1 , ν 2 ∈ Γ with d(ν 1 ) = n. Consequently ν 1 ∈ wΓ n so r(ν 2 ) = s(ν 1 ) ∈ s(wΓ n ) ⊆ s(vΓ). This implies that r(ν 2 ) = s(µ) for some µ ∈ vΓ. Now s(ν) = s(ν 2 ) = s(µν 2 ) ∈ s(vΓ), so s(wΓ m ) ⊆ s(vΓ) as claimed.
Using the t selected above, let λ t := t terms λλ . . . λ. It follows that λ t ∈ wΓ m . Hence w = s(λ t ) ∈ s(wΓ m ) ⊆ s(vΓ) so vΓw = ∅. Now take any u ∈ Γ 0 . By the definition of H = Γ 0 , wΛu = ∅. Also, since w ∈ H, we have wΓu = wHΛu = wΛu. So vΓu = ∅. Since Γ is a strongly connected row-finite k-graph with no sources, Lemma 5.5 and Lemma 5.6 ensure S(Γ) is unperforated. By Lemma 5.7, S(Λ) is unperforated.
Proof of Theorem F. Let Λ be a row-finite k-graph with no sources and coordinate matrices A e 1 , . . . , A e k such that C * (Λ) is simple. It follows from Lemma 4.3 or [42, Theorem 3.1] that Λ is cofinal.
Suppose Λ 0 contains a non-empty hereditary subset H which is finite. It follows that Γ := HΛ is a cofinal row-finite k-graph with no sources (as before). Take any v 1 ∈ Γ 0 and set n = (1, . . . , 1) ∈ N k . Using that Γ has no sources select
n , set v 3 = s(λ 2 ) ∈ Γ 0 and so on. Since Γ 0 is finite there exists i = j with v i = v j . We obtain λ ∈ Γ such that d(λ) ≥ n and s(λ) = r(λ). By Lemma 5.8, S(Γ) is unperforated. Now suppose Λ 0 contains a non-empty hereditary subset H such that Γ := HΛ is strongly connected. By Lemma 5.5 and Lemma 5.6, S(Γ) is unperforated.
In both cases Lemma 5.7 implies that S(Λ) is unperforated. Hence the result follows from Theorem D ′ .
The following result could be recovered from [16] (see also [50, Proposition 8.8] ), but is also a consequence of our more general Theorem F.
Corollary 5.9. Let Λ be a row-finite k-graph with no sources such that C * (Λ) is unital and simple. Then C * (Λ) is purely infinite if and only if
Using our results we can now establish the following corollary, which in turns motivates the next section on the semigroup S(Λ).
Corollary 5.10. Let Λ be a row-finite k-graph with no sources such that C * (Λ) is simple. If S(Λ) is stably finite then so is C * (Λ). If S(Λ) is purely infinite then so is C * (Λ).
Proof. If S(Λ) is stably finite, then S(A, Z k , σ) is stably finite by Lemma 3.7. Since C * (Λ) is simple, Lemma 4.3 in combination with Lemma 4.5 implies that σ is minimal. Proposition 2.9 now gives that A ⋊ σ,r Z k is stably finite. Hence also C * (Λ) is stably finite (see the last paragraph of the proof of Theorem D).
If S(Λ) purely infinite, then it is also almost unperforated, see Lemma 5.6. By Theorem D we get that C * (Λ) is purely infinite or stably finite. We suppose that C * (Λ) is stably finite and derive a contradiction. Since C * (Λ) is stably finite so is A⋊ σ,r Z k , and by simplicity of C * (Λ) the action σ is minimal. Proposition 2.9 now gives S(Λ) ∼ = S(A, Z k , σ) is stably finite, so S(Λ) is not purely infinite, a contradiction. It follows that C * (Λ) is purely infinite.
The semigroup S(Λ)
Motivated by Corollary 5.10 we now present a number of sufficient conditions ensuring that the semigroup S(Λ) associated to a k-graph Λ is stably finite or purely infinite. First we recall some terminology.
Let S be an (abelian) semigroup with identity 0. Recall that S is conical if x + y = 0 implies x = y = 0 for any x, y ∈ S. Also, recall from Section 2 that S satisfies the Riesz refinement property if whenever a, b, c, d ∈ S satisfy a + b = c + d then there exist x, y, z, t ∈ S such that a = x + y, b = z + t, c = x + z and d = y + t. If S is preordered, it is said to be simple if for any nonzero x, y there exists n ∈ N such that x ≤ ny. A nonzero element x ∈ S is infinite if x + y = x for some nonzero y ∈ S and it is properly infinite if 2x ≤ x. The semigroup S is stably finite if no nonzero element of S is infinite, and purely infinite if every nonzero element of S is properly infinite.
Lemma 6.1. Let Λ be a row-finite k-graph with no sources. Then Recall that NΛ 0 satisfies the Riesz refinement property (see proof of Lemma 3.2). So there is a refinement matrix (see page 8) implementing the first equality, i.e.,
. Choose a refinement matrix implementing this equality, i.e.,
Define x = j x j , y = j y j , z = j z j and t = j t j . From the equalities
we obtain the refinement matrix
so S(Λ) satisfies the Riesz refinement property. Finally, for (3), fix any nonzero x, y ∈ S(Λ). We show that x ≤ ly for some l ∈ N (the second part of (3) then follows from the proof of Proposition 2.9 (4)⇒(5)). Take nonzero f, g ∈ NΛ 0 such that
δ w i (possibly with w i = w j for i = j if several λ ∈ wΛ n have the same source). Since
Applying this procedure to each w ∈ supp(f ) and adding up we get
Remark 6.2. Properties (1) and (3) of Lemma 6.1 can both be recovered immediately from our previous C * -algebraic results. Property (1) follows from Lemma 2.7(1) and Lemma 3.7. Property (3) has two parts. The first part follows from applying Lemma 4.5, Lemma 2.7(2) and Lemma 3.7, and the second part is algebraic. However, it seemed worthwhile to provide a direct algebraic proof rather than relying on C * -algebraic results. We do not know for which C * -dynamical systems (beyond the ones coming from a k-graph) the associated semigroup automatically has the Riesz refinement property. Proposition 6.3. Let Λ be a row-finite k-graph with no sources. Suppose that Λ is cofinal and contains a cycle λ satisfying d(λ) ≥ (1, . . . , 1). Then either S(Λ) is stably finite and totally ordered, or S(Λ) is purely infinite and x ≤ y for any nonzero x, y ∈ S(Λ).
Proof. Choose any λ ∈ Λ such that d(λ) ≥ (1, . . . , 1) and s(λ) = r(λ) and define H := {v ∈ Λ 0 : r(λ)Λv = ∅}. Lemma 5.7 gives S(Λ) ∼ = S(HΛ). Lemma 5.8 implies that Γ := HΛ is strongly connected.
We consider two cases. First suppose that |vΓ
and only if f 1 = g 1 as in Lemma 5.5. So S(Γ) ∼ = N is stably finite and totally ordered. Now suppose that |vΓ p | > 1 for some v ∈ Γ 0 and p ∈ N k . Then S(Γ) is purely infinite by Lemma 5.6. Lemma 6.1 shows that S(Λ), and hence also S(Γ), is simple. Consequently, for any nonzero x, y ∈ S(Γ) there exists n ∈ N such that x ≤ ny. Since S(Γ) is purely infinite, x ≤ ny ≤ y. As S(Γ) ∼ = S(Λ) this completes the proof.
Remark 6.4. If Λ is a strongly connected row-finite k-graph (with no sources), then Λ is cofinal ([26, Proposition 4.5]). It also contains a cycle λ satisfying d(λ) ≥ (1, . . . , 1): since Λ has no sources, we can choose µ ∈ Λ (1,...,1) , and then since Λ is strongly connected, there exists ν ∈ s(µ)Λr(µ); now λ = µν is a cycle with d(λ) ≥ (1, . . . , 1). Therefore, Proposition 6.3 applies to such k-graphs Λ.
In the next two results we describe another class of examples where our results provide a complete dichotomy. To see the connection between Propositions 6.5 and 6.6, observe that the k-graphs of Proposition 6.5 have the same property as those in Proposition 6.6 with the exception that the n w,i,j are all 1. Figure 2 indicates what the skeleton of a 2-graph satisfying Proposition 6.6 might look like (in that example, n w,1,2 = m w,1,2 = 2 for all v, w). Proposition 6.5. Let Λ be a row-finite and cofinal k-graph with no sources, and suppose that ℓ : Λ 0 → Z satisfies ℓ(s(λ)) = 1 + ℓ(r(λ)) for all λ ∈ Λ e i . Suppose that for each w, v ∈ Λ 0 , and i = j we have |wΛ e i v| = |wΛ e j v|. Then S(Λ) is stably finite.
Proof. We suppose that S(Λ) contains a nonzero infinite element and derive a contradiction. Take any vertex w ∈ Λ 0 . Upon replacing ℓ by ℓ−ℓ(w), we may assume ℓ(w) = 0. Define H := {v ∈ Λ 0 : wΛv = ∅}, Γ := HΛ, and x := [δ w ] Γ . For each i, let H i := H ∩ ℓ −1 (i), so that H 0 = {w}. We also write H ≥i := j≥i H j .
Since S(Λ) ∼ = S(Γ) we can select a nonzero infinite element y ∈ S(Γ). Lemma 6.1 (3) says that S(Λ) is simple, and so there exists n > 0 such that y ≤ nx. Another application of simplicity yields m such that 2nx ≤ my. The second part of Lemma 6.1(3) says that y is properly infinite, and so y ≥ my. Hence 2nx ≤ my ≤ y ≤ nx, and we deduce that nx is properly infinite (see also [28, Lemma 2.9] ). Hence there exist z 0 , f i , . . . , f l ∈ NΓ 0 , a pair m, m 0 ∈ N k , and elements t 1 , . . . , t l ∈ Z k such that 0 ≤ m 0 , m 0 + t i ≤ m, and
and w ∈ supp(z). Since H 0 = {w}, it follows that supp(z) ⊆ H ≥1 . For each i ∈ {1, . . . , k} and v ∈ H j , we have supp(A Proposition 6.6. Let Λ be a row-finite and cofinal k-graph with no sources, and suppose that ℓ : Λ 0 → Z satisfies ℓ(s(λ)) = 1 + ℓ(r(λ)) for all λ ∈ Λ e i . Suppose that for each w ∈ Λ 0 and each pair of distinct indices i, j ∈ {1, . . . , k}, there are strictly positive rational numbers n w,i,j , m w,i,j such that (6.4) |wΛ e i v| = n w,i,j |wΛ e j v| for all v ∈ Λ 0 and |uΛ e i w| = m w,i,j |uΛ e j w| for all u ∈ Λ 0 .
Suppose that there exist w, i, j such that n w,i,j = 1. Then S(Λ) is purely infinite.
Proof. Select w ∈ Λ 0 and i = j ∈ {1, . . . , k} such that n w,i,j = 1; by interchanging the roles of i, j if necessary, we can assume that n w,i,j > 1, and so |wΛ e i v| > |wΛ e j v| > 0 for each v ∈ s(wΛ e j ). Define H := {v ∈ Λ 0 : wΛv = ∅}, and let Γ := HΛ. Again for each i ≥ 0 let H i = H ∩ℓ −1 (i). Equation (6.4) implies that for each i, j ≤ k and each α ∈ Γ e i and β ∈ s(α)Γ e j , there exist β ′ ∈ Λ e j and α ′ ∈ Λ e i such that r(β ′ ) = r(α), s(β ′ ) = s(α) = r(β) = r(α ′ ), and s(α ′ ) = s(β); that is, for each c i c j -coloured path in Γ, there is a c j c i -coloured path passing through the same vertices.
Fix l ∈ N, u ∈ H l and v ∈ H l+2 . Let Y := {y ∈ H l+1 : uΛ M ′ . By choice of w, we have |wΛ e i v| > |wΛ e j v| for each v ∈ s(wΛ e j ). So applying the preceding paragraph with u := w, we see that |vΛ e i u| > |vΛ e j u| for each v ∈ s(wΛ e j ) and each u ∈ s(vΛ e j ). Now an induction argument shows that |uΛ e i v| > |uΛ e j v| for any u ∈ Γ 0 and any v ∈ s(uΛ e j ). That is, n u,i,j > 1 for all u ∈ Γ 0 . Since Λ has no sources, and since n u,i,j > 1, we have v∈H l+1 (n u,i,j − 1)|uΛ e j v|δ v = 0. Example 6.7. Consider any 2-graph Λ with skeleton equal to the 2-coloured graph illustrated on Figure 3 . The numbers |v n Λ e 1 v n+1 | and |v m Λ e 1 v m+1 | of blue edges connecting distinct pairs of consecutive vertices are not assumed to be equal, and likewise for red edges. It was shown in [13] that C * (Λ) is stably finite precisely when |v 1 Λ e 1 | = |v 1 Λ e 2 |, and is purely infinite otherwise. This aligns with Proposition 6.5 and Proposition 6.6, which give that S(Λ) is either stably finite or purely infinite, and with Corollary 5.10 which shows that C * (Λ) is either stably finite or purely infinite if we also know that Λ is aperiodic for |v 1 Λ e 1 | = |v 1 Λ e 2 | (and we do know that by [13] ).
Recall that a nontrivial state on a preordered (abelian) semigroup S with identity is a function β : S → [0, ∞] which respects + and ≤, satisfies β(0) = 0 and takes a value different from 0 and ∞. As in Section 4 a faithful graph trace on a row-finite and k-graph Λ with no sources is a function τ : Λ 0 → R + \ {0} such that τ (v) = λ∈vΛ n τ (s(λ)) for all v ∈ Λ 0 and all n ∈ N k .
Proposition 6.8. Let Λ be a row-finite and cofinal k-graph with no sources, and coordinate matrices A e 1 , . . . , A e k . Then the following are equivalent:
(1) S(Λ) is stably finite; (2) (n + 1)x ≤ nx for any nonzero x ∈ S(Λ) and n ∈ N; (3) S(Λ) admits a nontrivial state;
) ∩ NΛ 0 = {0}; and (5) Λ admits a faithful graph trace.
Proof. The implications (1)⇒(2)⇒(3) follow from Proposition 2.9(5)-(7). For (3)⇒(1), let β be a nontrivial state on S(Λ). By rescaling β we can assume there exists y ∈ S(Λ) such that β(y) = 1. Suppose that S(Λ) is not stably infinite and fix a nonzero infinite element x ∈ S(Λ). Since Λ is cofinal, S(Λ) is simple. Hence x ≤ ny and y ≤ mx for some n, m ∈ N. Consequently, β(x) ≤ β(ny) = n, so β(x) < ∞, and 0 < β(y) ≤ β(mx) = mβ(x), so 0 < β(x). Set λ := β(x) ∈ (0, ∞). Since x is infinite and S(Λ) is simple, x is properly infinite, so 2x ≤ x. Hence 2λ = β(2x) ≤ β(x) = λ, which is a contradiction. Hence S(Λ) is stably finite. To verify (1)⇒(4), suppose that ( Because τ is a graph trace we have λ∈v i Λ p τ (s(λ)) = τ (v i ) and similarly for w i . Thus Thus there is a well-defined additive map β as claimed. Since β respects + and ≤ and satisfies β(0) = 0, it is a state on S(Λ). Since τ is faithful β is nontrivial.
Remark 6.9. Proposition 6.8 can also be recovered from our previous C * -algebraic results Proposition 2.9 and Theorem E, but again we have elected to give a direct algebraic proof instead. The algebraic properties (1)-(5) of Proposition 6.8 are equivalent to the C * -algebraic property of C * (Λ) being stably finite.
Remark 6.10. Let Λ be a row-finite and cofinal 1-graph with no sources. Then S(Λ) is automatically either stably finite or purely infinite. Indeed, if S(Λ) is not stably finite then im(1 − A t e 1 ) ∩ NΛ 0 = {0} by Proposition 6.8. Consequently, using [13, Lemma 4.2] and then Proposition 6.3 it follows that Λ contains a cycle and hence S(Λ) is purely infinite.
Not much is known about the order structure of S(Λ) in general. In particular, it seems unclear whether S(Λ) is almost unperforated when S(Λ) is stably finite. So we finish by recording some partial results about when S(Λ) is almost unperforated.
Let S be an (abelian) semigroup with identity. We say that a subset X ⊆ S is cancellative if for each a, b, c ∈ X the equality a + c = b + c implies a = b. Let S * denote the set of nonzero elements of S. A nonzero element x in S is an atom (or irreducible) if, whenever a, b ∈ S satisfy x = a + b, we have either a = 0 or b = 0. Recall that S is almost unperforated if whenever x, y ∈ S and n, m ∈ N are such that nx ≤ my and n > m, one has x ≤ y.
Lemma 6.11. Let Λ be a row-finite and cofinal k-graph with no sources. Then S(Λ) is almost unperforated if and only if it satisfies precisely one of the following:
(1) S(Λ) contains an atom and S(Λ) ∼ = N = {0, 1, . . . };
in S(Λ) * suffices, see [49, p. 95 ]. Using Proposition 6.8 it then follows that S(Λ) is stably finite. Hence by definition of stably finite we see that (4) fails.
Remark 6.15. We do not know whether S(Λ) * is cancellative whenever S(Λ) contains an infinite element. There are a number of properties, defined in [28, 29] , each equivalent to cancellation in S(Λ) * when S(Λ) contains an infinite element and Λ is cofinal. Without giving any explicit proof let us mention that some of these are the corona factorisation property, the strong corona factorisation property, property (QQ), n-comparison for some n, n-comparison for any n, weak comparability, strict unperforation, almost unperforation, or the property that (n + 1)x ≤ nx implies 2x ≤ x for any x ∈ S(Λ), n ∈ N. For all we know they might all be automatic when S(Λ) contains an infinite element and Λ is cofinal. If this happens, then any simple k-graph C * -algebra is either stably finite or purely infinite.
