: Multiple users simultaneously interacting with a large screen using their smartphones and voices, coupled with spatial information about their physical locations. This panoramic image shows a 5m tall 360-degree display wall with a 44m perimeter. Please refer to the video hosted at https://bit.ly/2GSapuM for detailed interaction examples.
INTRODUCTION
Designing user interactive interfaces for large-scale immersive spaces requires accommodations that go beyond conventional input mechanisms. In recent years, incorporating multi-layered modalities such as personal touchscreen devices, voice commands, and mid-air gestures have evolved as viable alternatives [32, 25, 18, 7] . Especially in projector-based displays like the one discussed here, distant interaction via smartphone-like devices plays a pivotal role [22] .
Apart from the input modes of interaction, the size and scale of such spaces greatly benefit from contextualizing user locations within the space for interaction design purposes [23, 35, 17] . This is especially true for large enclosed displays such as CAVE [11, 10] , CAVE2 [14] , CUBE [28] and CRAIVE [30] . Representing physical user locations on such screen spaces presents considerable challenges due to spatial ambiguity compared to flat display walls.
In this paper, we present mechanisms for multiple users to simultaneously interact with a large immersive screen by incorporating three components: users' physical locations obtained from external range sensors, ubiquitous input devices such as smartphones and Bluetooth microphones, and automatic contextualization of personal vs. shared screen areas. Discrete personal interaction regions appear on two sides of a rectangular enclosed screen, where users freely move to make spatial selections and manipulate or generate relevant images. The shared screen region between the two sides can be simultaneously used by multiple users to create a desired layout based on combinations of pre-selected text with user-curated images.
Our method and overall architecture allows multiple users to interface with the large visually immersive space in a natural way. Integrating personal devices and voice along with spatial intelligence to define personal and shared interaction areas opens avenues to use the space for applications such as classroom learning, collaboration, and game play.
We designed controlled laboratory experiments with 14 participants to test the usability, intuitiveness and comfort of this multimodal, multi-user-to-large-screen interaction interface. Based on the results, we observe that the designed mechanism is easy to use and adds a degree of fun and enjoyment to users while in the space.
BACKGROUND AND RELATED WORK
Our system is inspired by a diverse body of prior work, generally related to spatial sense-making in large immersive spaces, personal vs. shared spaces in large screens, multi-user support, and interactions using ubiquitous devices such as smartphones.
Spatial intelligence in immersive spaces
Microsoft Kinects and similar 3-D sensors have been widely used for user locations or gestural interpretation in the context of various large screens [1, 36, 2] and common spaces [6] . Research has primarily been focused on developing mid-air gestures and other interaction mechanisms using methods similar to ray-casting, which require knowledge of spatial layout and users' physical locations [19] . A unique aspect of our system is the overhead Kinect array that allows many users to be simultaneously tracked and their locations to be correlated to screen coordinates and workspaces.
Personal vs. shared spaces
In terms of demarcating public vs. personal spaces within large screens, Vogel and Balakrishnan [32] discussed how public displays can accommodate and transition between public and personal interaction modes based on several factors. This thread of research extends to privacy-supporting infrastructure and technologies [8, 15] . Wallace et al. [34] recently studied approaches to defining personal spaces in the context of a large touch screen display, which we cannot directly incorporate in our system but inspired our design considerations.
Multi-user support
Realizing large immersive spaces as purposeful collaboration spaces through multi-user interaction support remains an active area of research [3] . Various approaches such as visualization of group interaction [33] , agile team collaboration [20] , along with use cases such as board meeting scenarios [16] , have been proposed. The Collaborative Newspaper by Lander et al. [21] and Wordster by Luojus et al. [24] showed how multiple users can interact at the same time with a large display. Doshi et al. presented a multi-user application for conference scheduling using digital "sticky notes" on a large screen [12] .
Smartphones as interaction devices
The limitations of conventional input devices for natural interactions with pervasive displays have led to several innovations, for example allowing ubiquitous devices such as smartphones to be used as interaction devices. Such touchscreen devices allow for greater flexibility and diversity in how interaction mechanisms with pervasive displays are materialized. Earlier concepts such as the one proposed by Ballagas et al. [5] have evolved towards more native web-based or standalone application-based interfaces. For instance, Baldauf et al. developed a web-based remote control to interact with public screens called ATREUS [4] . Beyond the touchscreen element of smartphones, researchers have investigated combining touch and air gestures [9] , 3D interaction mechanisms [13] and using built-in flashlights for interaction [31] .
SYSTEM DESIGN
Our system was designed and implemented in a large immersive display wall environment with a 5m tall 360-degree front-projected screen enclosing a 12m × 10m walkable area. The screen is equipped with 8 1200 × 1920 resolution projectors, resulting in an effective 1200 × 14500 pixel display, and contains a network of 6 overhead Kinect sensors for visual tracking of multiple participants.
Spatial sense-making
Large immersive spaces have exciting potential to support simultaneous multi-user interactions. Flat 2D displays can support such functions simply by using multiple input devices with minimal consideration for physical user locations. However, to instrument large immersive environments for multiperson usage, it is necessary to demarcate personal vs. collaborative or shared sub-spaces within the context of the large screen. Contextualizing physical user locations in the space plays an important role.
To allow multiple users to interact with the screen at the same time, the large screen is subdivided into dynamic sub-spaces based on physical user locations. The existing ceiling-mounted Kinect tracking system returns the (x,y) location of each user in a coordinate system aligned to the rectangular floor space. Although users are tracked wherever they are in the space, we enabled display interactions only for users that are located within 2 meters of the screen, as shown in Figure 2 . In this way, the center of the room acts as an inactive zone, where users can look around and decide on their next steps instead of actively participating at all times. In order to make this behavior clear to the users, we carefully calibrated the floor (x,y) positions to corresponding screen locations. A key element of our design is a continuous visual feedback mechanism shown at the bottom of the screen when a user is in range, appearing as animated circular rings, as shown in Figures 4b, 4c and 4d. This feedback serves a twofold purpose. It makes users aware that their movements and physical locations are being automatically interpreted by the system, and it also allows them to adjust their movements to accomplish interactions with small sub-screens or columns on the large screen. Beyond the continuous feedback, we create discrete interaction spaces on the screen that change dynamically based on user locations. Thus, at a given point in time, users are able to visualize how the system continuously interprets their physical locations in real time, and also the column or sub-screen with which they are able to interact.
Input Modes of Interaction
We experimentally explored the viability of various input methods for multiple users to interact with the large screen. These included the Leap Motion device for sensing mid-air gestures (which users found fatiguing and cumbersome to use), a fully voice-driven system (which had difficulty with some users' accents, and was discouraged by some recent studies [27, 26, 29] ), and a smartwatch interface (which proved too small to easily control the large screen). Ultimately, as described below, we use each user's own smartphone as a touchpad to control the large screen, which is both familiar and intuitive to use and has an immediate personal connection.
We developed a web application that can run on any touchscreen device connected to the internet. Upon entering the environment, users showed their smartphone a QR code leading to the webpage. The webpage was designed to run as a trackpad, where familiar touch screen gestures such as tap, swipe, scroll, double tap, pinch, drag, and zoom were supported. Developing on a web platform removed the cumbersome process of users having to download and install a standalone application.
System Architecture
The system architecture of the overall system is shown in Figure 3 . It is primarily comprised of 3 components: (1) user input via smartphone and Bluetooth microphone, (2) spatial tracking via overhead Kinect sensors, and (3) the webpage running on the large immersive screen for visualization and output. All components communicate with each other in real time using the WebSocket protocol. The users' smartphone gestures are sent via WebSocket to the web application running on the large screen, as well as any voice input, which is passed through the Google speech-to-text transcription service. The user tracking system is located in a different node, which sends the (x,y) location of all users to the screen. The web application running on the large screen receives all the data, and displays dynamic feedback and visualizations accordingly.
Overall System
Combining all the components discussed in the previous sections, we designed a multi-user spatial interaction mechanism for the large immersive space, using smartphones as input interaction devices and voice control for content generation. As shown in Figure 4 , two users can walk into the space and scan a QR code located near the entrance to launch the web application on their personal devices. The two QR codes correspond to the left and right sides of the big screen. As the users move towards their respective screens and come within the defined threshold of 2 meters, the location feedback and interaction mechanisms are activated, allowing them to interact with the individual columns as they see fit. We populate each of the columns with random images from the public Flickr API. As users move around the space, the continuous spatial feedback appears at the bottom of the large screen and the column with which each user can interact is highlighted in bright red. Since the interaction column is tied to the spatial location of the user, they can be viewed as exclusive or personal to the user standing in front of it.
Phone Gestures
Screen A red cursor dot that appears on the spatially selected column can be moved using the web application on the phone and acts similar to a mouse pointer. Table 1 shows the list of supported gestures and how they translate to the big screen. Images that users select on the left and right screens can be moved to the front screen, which supports a personal column for each user as well as a large shared usage area. Users can move their personally curated images to the shared area on the front screen. In our particular case, we designed an application in which users can simultaneously drag their personal images around the shared screen to design a simple newspaper-articlelike layout.
USER STUDIES
We gathered 14 participants to test the usability of and gain feedback about our overall system. Only 3 participants had extensive prior experience with working in immersive display environments. We designed two experiments. The first experiment was designed to gain a quantitative understanding of how long individual users take to perform various tasks on the screen using our system. The second experiment was designed as a simple game, where two users simultaneously work using both their personal and shared screens to come up with a final correct layout. This was largely designed to understand how comfortable users felt in the space and how intuitive the felt the system to be. For this experiment, users were mostly left on their own to complete the tasks based on their understanding of how the system works.
Experiment 1
Individual users were directed to use only the left screen, where they were asked to complete tasks based on the prompts appearing on the large screen. There were 9 columns, each filled with random images. Screen prompts would appear randomly on any of the 9 columns asking the user to complete various tasks, one after the other. We tested all the gestures and inputs by asking the user to perform tasks shown in the second column of Table 1 , except for the pinch, zoom, and double tap. Each task is completed once the user performs the correct input that corresponds to the displayed prompt.
For instance, if a user at a given point in time is in front of the 2 nd column, a prompt might appear in the 9 th column indicating "Select a picture from this column and move it to the front screen". Then, the user would physically move until the system highlights the 9 th column, and perform the corresponding scroll, tap, and swipe gestures. This would successfully complete the task and another prompt would appear on a different column, such as "Populate this column with pictures of dogs", which would require a voice command. We recorded the time it took for the user to accomplish each task, including both the time it took to make spatial selections by moving between the columns and the time it took to successfully perform phone or voice input.
Experiment 2
We designed this experiment to be completed in pairs. Both users had completed Experiment 1 before taking part in this experiment. Our aim was to make sure users understand all input mechanisms and are comfortable to freely use the system.
On the front screen, where the shared screen is located, we presented a simple layout with two short paragraphs of text and image placeholders. Each paragraph consisted of a heading indicating a recipe name and text below describing the ingredients and preparation. Each user was responsible for finding an appropriate image for "their" recipe. Initially, the users independently move along the left and right sides of the screen, selecting one or more images and moving them to their personal columns on the front screen. Then, they move to the front screen and select the most likely candidate image from the refined set of images and move it to the shared screen with the recipe. A screen prompt on the large screen notifies the user whether a correct image was selected (i.e., a picture of the dominant ingredient in the recipe, such as an avocado picture for a guacamole recipe). Once the correct image is moved to the shared screen, users can perform a long-tap gesture on their phone to activate dragging on the shared screen. This allows the users to simultaneously drag their answer images to an appropriate location, which is generally next to the corresponding text. A screen prompt notifies the user once the target image has been moved to the required location on the shared screen. When both users complete their tasks on the shared screen, the full task is complete.
Each user pair was presented with 6 sets of recipe "games". 3 of the recipe pairs had the correct images already placed in one of the pre-populated columns and the users had to move around, scroll the columns, and locate the correct image. The other 3 pairs did not have the answer images in any of the columns and this required the users to generate content on their own by verbally requesting the system to populate a blank column with images of what they thought was the main ingredient in the recipe, one of which the user had to select and move to the front screen to verify.
We designed this setup to study whether users felt comfortable completing tasks based on the interaction mechanisms we designed for our display environment. We also wanted to find out if the users, most of whom had no prior experience with these kinds of spaces, found interacting with an unconventional immersive space such as this one to be fun and intuitive. Therefore, we asked the users to fill out a NASA-TLX questionnaire along with an additional questionnaire based on a 5 point Likert scale to obtain feedback on specific spatial, gestural, and voice input mechanisms that we designed.
RESULTS
On average, each of the 14 participants performed 27 tasks during Experiment 1, where each of the 5 tasks appeared at random. Users were required to perform at least 20 and at most 35 tasks depending on the randomness of the distributed tasks as well as their speed at completing them. All tasks were assigned equal probability of appearing, except for voice control tasks, which appeared less often, according to the design considerations discussed earlier. The average number of tasks per user was distributed as follows: spatial selection (7.35), scrolling image columns (4.93), selecting an image (6.43), moving images to the center screen (6.65), and populating with voice (2.36). Figure 5 : Average and median times for users to complete each action. All actions take longer duration than spatial selection as their completion requires spatial selection as a pre-requisite.
Even though we report both the average and median time for each of the actions, we believe that the median times for each of the tasks are more reflective of typical user performance. We observed many cases in which a certain user would take a lot of time to internalize one particular action, while completing other similar actions quickly. This varied significantly from one user to other and therefore led to some higher average values than expected. Unsurprisingly, voice input was the most time consuming action as can be seen in Figure 5 .
For Experiment 2, where multiple users worked simultaneously on their personal screens and came together on the shared screen space to complete the full task, we recorded the time of completion. Since there were 3 games for the touch-only interface and 3 for the voice interface, each pair of participants played 6 games. Out of the 21 games for each type of input (7 participant pairs × 3 games per input type), participants completed 17 of each. 4 games for each input were not completed for various reasons, typically a system crash or one of the participants taking too long to figure out the answer and giving up. The average time taken for a pair of participants to complete the touch-only based game and voice-based game were 2.31 minutes and 1.67 minutes respectively. Even though experiment 1 revealed that voice input generally takes longer, we note that for touch input the user has to physically move and search for the correct image among a wide array of choices, while for the voice input, users can quickly generate for pictures of their guessed ingredient and move one to the shared screen area.
We asked participants to fill out a NASA-TLX questionnaire after completing both experiments to investigate how comfortable and usable our overall system is, and present the results in Figure 6 . We added an extra question regarding the intuitiveness of the overall system, where on the 21 point scale, a higher number indicates a higher degree of intuitiveness.
Overall, participants rated their mental, physical, and temporal demand, along with effort and frustration in using the system, to be low. Performance and intuitiveness were highly rated. In addition, users filled out another questionnaire related to how well they liked/disliked particular interaction mechanisms such as phone gestures, spatial interactions, voice input, and so on, using a 5 point Likert scale. As shown in Figure 7 , median values for most of these components are rated very highly. The ratings were also high for whether the overall tasks were fun and enjoyable. Users also highly rated the user interface and other feedback on the screen, including the constant localization feedback. Among the 14 participants, 3 were previously familiar with the physical space. However, the interaction interface was completely new to them, the same as the rest of the users. We observed that the users familiar with the large immersive space performed 25% and 30% faster than the overall average for the touch and voice games respectively.
We observed that in Experiment 2, the average time for completion with voice input was less than that for the smart phone input, even though Experiment 1 revealed that voice input takes a longer time on average. This can be explained due to the time-consuming nature of search required in the phone input subtask. On the other hand, for the voice input task, upon knowing the key ingredient, users were quickly able to ask for valid pictures and move them to the shared screen area.
Based on observations and post-task interviews, many users appreciated the constant spatial feedback, allowing them to understand their impact on the space. Some users appreciated the automatic demarcation of personal vs. shared within the scope of the same large screen.
We observed many issues related to the automatic speech understanding and transcription. Non-native English speakers had more difficulty populating their columns with desired input. Thus it was unsurprising that the average time for actions to be completed using voice was the largest, as shown in Figure 5 . Users were divided on the usefulness and comfort of voice input; one user wished he could carry out the entire task using his voice while another was completely opposed to using voice as any kind of input mechanism.
Many participants gave high marks to the system's approach of mapping the horizontal location of their screen cursor to their physical location and the vertical location to their smartphone screen. However, technical difficulties in which some users had to repeatedly refresh the webpage on their phone due to lost WebSocket connections contributed to a certain level of annoyance.
One of the major usage challenges that many participants commented on was the appropriate appearance of screen prompts and other feedback at eye height. Designing user interfaces/feedback for large displays without blocking screen content is a continuing challenge for this type of research.
DISCUSSION AND FUTURE WORK
In terms of overall performance, the results were very encouraging in regards to the usefulness of the overall interaction interface. Using standalone methods such as cross-device platforms or voice only methods have shown limited usability in the past [29] . However, in our case, we see that users adapt well, when multi-modal inputs; touch screen and voice are used in conjunction with automatic interaction mechanisms based on spatial tracking.
Large display rich immersive spaces such as the one presented in this work draw significant amount of user attention. So, in designing interaction interfaces that do not overwhelm users, it is important to devise methods that require minimal attention. In this regard, using ubiquitous means such as smartphones, has shown considerable success in our work. Furthermore, allowing users to move freely and using the voice commands selectively, only for content generation, helped users to continuously focus on the screen and the task at hand instead of having to repeatedly glance at the phone screen or manually type input commands.
The multi-modal user interface presented in this work and its success has led us to work towards building use cases that go well beyond the game play experiments presented in this work. We are working towards building a language learning classroom use case, where students match language characters to images. Image selection and placement tasks based on combination of spatial intelligence, cross-device interaction and voice input in a large immersive space can be re-purposed to support classroom activities, where the room in itself is a teaching tool in contrast to conventional classrooms. The learning outcomes through student feedback and overall success of our interface will be important in furthering interaction design choices going forward.
While we only reported 2-user studies here, our immediate next step is to accommodate 3-6 users simultaneously, to fully realize the potential of our immersive environment as a multi-user space. In addition to direct extensions of the experiments we discussed here, we are investigating how the screen space for each user can be dynamically defined based on their location rather than constrained to one side of the screen.
We are also working to replace the worn Bluetooth microphones with an ambient microphone array that uses beamforming, along with the users' known locations, to extract utterances for verbal input. Finally, we hope to conduct more systemic eye-tracking experiments to explore where the users look on the big screen and how often/under what circumstances they glance down at their phone "touchpad".
