: The NEXT-White (NEW) detector is currently the largest radio-pure high-pressure xenon gas time projection chamber with electroluminescent readout in the world. NEXT-White has been operating at Laboratorio Subterráneo de Canfranc (LSC) since October 2016. This paper describes the calibrations performed using 83m Kr decays during a long run taken from March to November 2017 (Run II). Krypton calibrations are used to correct for the finite drift-electron lifetime as well as for the dependence of the measured energy on the event position which is mainly caused by variations in solid angle coverage. After producing calibration maps to correct for both effects we measure an excellent energy resolution for 41.5 keV point-like deposits of (4.553 ± 0.010 (stat.) ± 0.324 (sys.)) % FWHM in the full chamber and (3.804 ± 0.013 (stat.) ± 0.112 (sys.)) % FWHM in a restricted fiducial volume. Using naive 1/ √ E scaling, these values translate into resolutions of (0.5916 ± 0.0014 (stat.) ± 0.0421 (sys.)) % FWHM and (0.4943 ± 0.0017 (stat.) ± 0.0146 (sys.)) % FWHM at the Q ββ energy of xenon double beta decay (2458 keV), well within range of our target value of 1%.
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: Neutrinoless double beta decay; TPC; high-pressure xenon chambers; Xenon; NEXT-100 experiment; Krypton; energy resolution; NEXT-White; NEW The detector started operations at LSC late in 2016. After a short engineering run (Run I) in November-December 2016, the detector was operated continuously between March and November, 2017 (Run II).
In order to assess the overall performance of the detector and the gas system while minimizing the effect of possible leaks as well as limiting the energy of potential sparks, the operational pressure in Run II was limited to 7.2 bar during the first part of the data taking run. The drift field was kept at 400 V cm −1 and the reduced field in the EL region at 1.7 kV cm −1 bar −1 , slightly below the expected nominal value of 2.2 kV cm −1 bar −1 . This translates into a gate voltage of 7.2 kV and a cathode voltage of 27 kV. Under those conditions, the chamber was extremely stable, with essentially no sparks recorded over the period.
During the second part of the run the pressure was raised to 9.1 bar and the voltages were correspondingly adjusted to keep approximately the same drift voltage and reduced field as during the first part of the run.
In this paper, we describe the calibration of the detector using a rubidium source ( 83 Rb) which provides a large sample of krypton ( 83m Kr) decays, yielding a homogenous sample of 41.5 keV energy deposits. These point-like, evenly-distributed events permit to continuously monitor, measure and correct for the drift-electron lifetime; as well as to measure and correct for the dependence of the measured energy on the transverse (x, y) coordinates. After correcting both effects, the energy resolution of the chamber for point-like energy deposits can be determined.
The paper is organized as follows: section 2 explains the principle of operation of a HPXe-EL and its intrinsic energy resolution; section 3 presents a brief description of the NEXT-White detector; section 4 describes how krypton calibrations are used to produce lifetime and energy maps; data processing and event selection are described in section 5; lifetime maps in section 6; energy maps in section 7; in section 8 the energy resolution measured with NEXT-White is presented; and finally, results are summarized in section 9. As a charged particle propagates in the dense gas of a HPXe-ELTPC it loses energy by ionizing and exciting atoms of the medium. The excitation energy is manifested in the prompt emission of VUV (172 nm) scintillation light. The ionization electrons (ions) left behind by the particle are prevented from recombination and drifted towards the anode (cathode) by the action of a drift field. At the end of the field cage the drifting electrons enter the electroluminescent region (ELR), defined by a transparent mesh and a uniform layer of a titanium oxide compound (ITO) named gate and the anode, respectively. The width of the ELR as well as the voltage drop between gate and anode are chosen to provide a reasonably large amplification of the ionization signal without further ionizing the gas. An HPXe-EL is, therefore, an optical TPC, where both scintillation and ionization produce a light signal. In NEXT-White (and in NEXT-100), the light is detected by two independent sensor planes located behind the anode and the cathode. The energy of the event is measured by integrating the amplified EL signal (S 2 ) with a plane of photomultipliers (PMTs). This energy plane also records the primary scintillation light (S 1 ) which triggers the start-of-event (t 0 ). Electroluminescent light provides tracking as well, since it is detected a few mm away from production at the anode plane via a dense array of silicon photomultipliers (SiPMs), which constitute the tracking plane.
Principle of operation and intrinsic resolution of a HPXe-EL TPC
The reduced electroluminescent yield (i.e., the number of photons produced per ionization electron entering the ELR, unit length and unit pressure), Y /P, of an HPXe-EL can be empirically parametrized ( [10] ) as:
where E/P is the reduced field in the ELR. One of the desirable features of an HPXe-EL TPC is its excellent intrinsic energy resolution, due to the small value of the Fano factor (F) [11] in gaseous xenon and the small fluctuations of the EL yield. Following [10] , the resolution (FWHM) of an HPXe-EL can be written as:
whereN e is the number of primary ionization electrons created per event,N E L is the number of photons produced per ionization electron and J its relative variance, andN ep accounts for the total number of photoelectrons produced in the PMTs per event. The factor 1.25 takes into account both the conversion efficiency of VUV photons into photoelectrons and the fluctuations in the photoelectron multiplication gain. Thus, these terms represent, respectively, the fluctuations in the number of primary electrons (a small number, given the low value of the Fano factor, F = 0.15, in gaseous xenon), in the electroluminescence yield and in the PMTs response (which in turn depends on the light collection efficiency of the detector and the distribution of the PMT's single electron pulse height). In pure xenon J/N E L F, therefore, equation 2.2 can be further simplified to [10] :
In equation 2.3 the Fano factor term gives the intrinsic energy resolution of xenon. For an energy of production of electron-ion pair of w = 21.9 eV and a value of the decay energy Q ββ = 2458 keV, one finds:
= 112 237 electrons (2.4) and thus the intrinsic xenon resolution term has a constant value:
The second term in equation 2.3, associated to the photon detection efficiency is inversely proportional to N ep :N
where k is the fraction of EL photons raising the production of photoelectrons in the PMTs. Figure 1 shows the resolution terms and the EL yield for an HPXe-EL as a function of the reduced electric field for the following operational parameters: a) a pressure of 15 bar (7.2 bar) corresponding to the nominal pressure of NEXT-100 (pressure of initial operation of NEXT-White); b) an EL gap of 6 mm; and c) a value of k ∼ 0.006 (corresponding to a light collection efficiency of 31%, which is the same for NEXT-100 and NEXT-White). Notice that, while the resolution keeps improving with increasing reduced field, the improvement above 2.2 kV cm −1 bar −1 (a value for which the resolution reaches 0.40 %) is very small, while the needed voltages at the gate become very large. For the initial operation of NEXT-White the reduced field is chosen to be 1.7 kV cm −1 bar −1 , in order to limit the gate voltage to moderate values (7.2 kV at a pressure of 7.2 bar and 8.5 kV at a pressure of 9.1 bar). Under these operating conditions, the intrinsic resolution of the chamber at Q ββ (for point-like energy deposits) is 0.45 %. The NEXT-White detector has been thoroughly described elsewhere [12] and only a brief summary of its main features is offered here. It has three main subsystems, the TPC, the energy plane and the tracking plane. Table 1 shows the main parameters of the TPC. The energy plane is instrumented with 12 Hamamatsu R11410-10 PMTs located 130 mm behind the cathode, providing a coverage of 31%. The tracking plane is instrumented with 1792 SensL C-series SiPMs distributed in a square grid at a pitch of 10 mm. An ultra-pure 60 mm-thick copper shell (ICS) acts as a shield in the barrel region. The tracking plane and the energy plane are supported by 120 mm-thick pure copper plates.
Overview of the NEXT-White detector
The detector operates inside a pressure vessel made of stainless steel 316Ti and is surrounded by a lead shield. Since a long electron lifetime is a must, xenon circulates in a gas system where it is continuously purified. The whole setup sits on top of a tramex platform elevated over the ground in HALL-A of LSC. Figure 2 shows the decay scheme of a 83 Rb nucleus. The exotic rubidium isotope decays to 83m Kr via electron capture with a lifetime of 86.2 days. The krypton then decays to the ground state via two consecutive electron conversions. The decay rate is dominated by the first conversion with a half-life of 1.83 h, while the second has a very short half-life of 154.4 ns. The total released energy sums to 41.5 keV and the ground state of 83 Kr is stable.
Krypton calibrations
The rubidium source formed by a number of small (1 mm-diameter) zeolite balls stored in a dedicated section of the gas system. 83m Kr nuclei produced after the electron capture of 83 Rb emanate from the zeolite and flow with the gas inside the chamber. The source has an intensity of 1 kBq. The rate of 83m Kr decays is limited by the data acquisition to a comfortable value of about 10 Hz. A 83m Kr decay results in a point-like energy deposition. The time elapsed between detection of S 1 and detection of S 2 is the drift time and its measurement, together with the known value of the drift velocity [13] , determines the z-coordinate at which the ionization was produced in the active region. The x and y coordinates are obtained by a position reconstruction algorithm which uses the charge recorded by the SiPMs of the tracking plane. The combination of the PMT and SiPM sensor responses yields a full 3D event reconstruction.
To properly measure the energy of an event in NEXT-White it is necessary to correct for two instrumental effects: a) the finite electron lifetime, due to attachment of ionization electrons drifting towards the cathode to residual impurities in the gas, and b) the dependence of the light detected by the energy plane on the (x, y) position of the event. Krypton calibrations provide a powerful tool to measure and correct both effects.
The effect of electron attachment is described using an exponential relation:
where q 0 is the charge produced by the 83m Kr decay, t is the drift time, and τ is the lifetime. Ideally, attachment can be corrected by measuring a single number. However, in a high pressure detector the lifetime may depend on the position (x, y, z), due to the presence of non homogenous recirculation of the gas, or concentrations of impurities due to virtual leaks. As discussed in section 6, the dependence of τ with the longitudinal coordinate z in the NEXT-White detector can be neglected, while the dependence of τ with the transverse (x, y) coordinates must be taken into account. This is done using krypton calibrations to produce a lifetime map that records the lifetime as a function of (x, y). Furthermore, 83m Kr decays can be used to produce a map of energy corrections. This map is needed to properly equalize the energy of events occurring in different locations in the chamber as the light detected by the photomultipliers depends on the (x, y) coordinates of the event. Such dependence comes directly from the variation of the solid angle covered by the PMTs. The map cannot be computed analytically due to the multiple reflections of the light inside the light tube and on other internal surfaces of the chamber.
This calibration method has already been studied and used by other experiments [14] [15] [16] . We report its first use in a gaseous detector.
Data processing and event selection Trigger
The detector triggers on the Krypton S 2 signals. The uncorrected energy of the S 2 signals depends quite strongly on (x, y, z) given the sizable effect of both the spatial (x, y) corrections and the lifetime. However, as illustrated in figure 3 , the range of the total energy measured by the photomultipliers is well defined between 5 × 10 3 pes and 15 × 10 3 pes. Events are triggered on the signal of two PMTs located at small radius. Each PMT accounts for roughly 1/12 of the total light recorded. For this reason the trigger requires that the two central PMTs record a signal in the range 200 to 1500 photoelectrons (pes).
Waveform processing
The raw data consists of PMT and SiPM waveforms. The PMT waveforms are sampled each 25 ns, while the SiPM waveforms are sampled each 1 µs. The analysis proceeds according to the following steps. As described in [12] , the PMT waveforms show an opposite-sign swing due to the effect of the front-end electronics. The first step in the processing is to apply a deconvolution algorithm [12, 17] , to the arbitrary-baseline, uncalibrated raw-waveforms (RWFs), to produce positive-only, zero-baseline, calibrated waveforms (CWFs). Figure 4 shows the RWFs corresponding to the PMTs of the energy plane, while Figure 5 shows the CWF waveform corresponding to the PMT sum. The event was triggered by the S 2 signal, which appears centered in the data acquisition window (DAQW). The S 1 signal appears up to the maximum drift time before the S 2 .
Search for S 1 signals
The first half of the CWF (drift time below 620 µs) is processed by a peak-finding algorithm tuned to find small (S 1 ) signals. The distribution of the number of S 1 candidates is shown in figure 6 . A single S 1 is identified in about 70 % of the events, while two or more S 1 candidates are identified in near 10 % of the events and 20 % lack of a S 1 signal. The one-S 1 sample is dominated by genuine S 1 signals, while the sample with two or more S 1 include fake signals associated with krypton events happening in the field-cage buffer, or small scintillation signals. Only events with exactly one S 1 candidate pass to the next stage of the selection.
The second half of the CWF (drift time greater than 620 µs) is then processed by the same peak finding algorithm, this time tuned to find larger signals. Most of the time a single S 2 candidate is found. Only events with exactly one S 1 and one S 2 are accepted for the analysis.
Position of the event Figure 7 : Distribution of events in the (x, y) plane.
The z coordinate of the events is computed by multiplying the drift time (obtained as the difference between S 1 and S 2 times) by the drift velocity, v d , which is also measured using the data themselves as described in [13] . The position and charge of each SiPM with signal above 10 pes (chosen to eliminate spurious hits due to SiPM dark noise) within the waveform range defined by the S 2 are used to calculate a local barycentre around the SiPM with maximum signal which estimates the (x, y) position of the event. Figure 7 shows the distribution of events in the (x, y) plane, which is roughly uniform. The low-statistics pixels (dark blue color) correspond to inoperative or defective SiPMs or to defects in the ELR. Figure 8 shows that the reconstruction algorithm is well behaved. The main panel displays the difference between the reconstructed and true x position, ∆x, as a funcion of the true radial coordinate of Monte Carlo krypton events. The mean with ±1 standard deviation, displayed as error bars, confirms that the algorithm is not biased at large radii. The left sub-panel displays the distribution of ∆x, forming a gaussian distribution with µ = 0 and σ =0.7 mm. A similar distribution is found for the y coordinate.
Monte Carlo events have been generated using a GEANT4-based program [18] which incorporates a detailed description of the geometry and materials of the detector, the simulation of 83m Kr decays, the light propagation of S 1 and S 2 signals, and the response of the SiPMs and PMTs sensors. A thorough description of the program is given in [19] . The output of the program are simulated waveforms (similar to those CWF obtained from data). The same selection and reconstruction process applied to data have been applied to simulated events. 
Datasets
The data used in this analysis were collected with NEXT-White in Fall 2017. Two runs are considered. Run 4734 started in October 10, 2017 and collected 2 687 860 events at a trigger rate of 10.5 Hz. The pressure was 7.2 bar, the cathode was held at 28 kV and the gate at 7.0 kV. Run 4841 started in November 16, 2017 and collected 2 993 867 events at a trigger rate of 8.2 Hz. The pressure was 9.1 bar, the cathode was held at 30 kV and the gate at 8.5 kV.
Lifetime maps
As stated in section 4, under certain conditions, (non homogenous recirculation of the gas combined with concentrations of impurities due to virtual leaks), the drift lifetime, τ, may depend on the (x, y, z) position.
In NEXT-White the dependence of τ with z is found to be negligible. This is illustrated by figure 9 , where the dependence of the average residuals, R z = x y r z n x y is plotted as a function of z. To compute R z the chamber is divided first in n xy bins in the transverse coordinates (x, y). Each (x, y) bin is in turn divided in n z bins. For each (x, y) bin, the residual r z = e z − f (z) σ is computed. This residual quantifies the difference (normalized to the measurement uncertainty, σ) between the energy measured in the corresponding z bin (e z ) and the expected value of the energy in the bin ( f (z)) using a single τ, i.e., f (z) = e 0 e −t/(τv d ) , where v d is the drift velocity and e 0 the energy in the bin z = 0. As can be seen, the dependence of R z with z is very small, thus justifying the hypothesis than the τ does not depend on z. The data correspond to run 4734, but run 4841 shows the same behavior. This dependence can be taken into account and corrected for using large-statistics krypton runs to produce a lifetime map. The map is built by diviving the chamber in 60 × 60 (x, y) bins, each of On the other hand, the uncertainty in the lifetime value is of the order of the 1% and cannot be neglected for the interpretation of the final value of the energy resolution. edge 6.7 mm, and fitting for the lifetime in each bin. The number of bins is chosen to maximize granularity while still keeping enough data in each bin so that the statistical uncertainties of the fits are small.
The resulting maps are shown in figure 11 for run 4734. The fits result in a lifetime parameter and a prediction of e 0 for each bin and the corresponding uncertainties. Thus, the map displayed in the top-left panel is essentially an energy map, where the effect of the lifetime has been factored out, showing the dependence of the event energy on (x, y). The map is rather uniform in the central region, with the exception of a "crater" centered around [−50, 50] whose origin we attribute to a few SiPM boards with degraded reflectance, and fall abruptly at large radius, as the solid angle covered by the PMTs falls to zero. The lifetime map is shown in the bottom-left panel. A region of longer lifetime (close to 2 ms) appears at large positive y, near the top of the chamber (the average lifetime in the center of the chamber is around 300 µs smaller). Figure 12 shows the same maps for run 4841, taken at 9.1 bar. The energy map still shows the crater in the same position, but the lifetime map is uniform, indicating that the possible virtual leaks present during run 4734 have vanished, the gas circulation is more homogeneous, or both. The crucial point is that, while it is difficult to understand the complex physics that may lead to variable lifetime maps, krypton calibrations permit a correction for those effects.
Refining the energy map
Correcting event by event for the fitted lifetimes extracted using the method described in section 6 yields an energy map with the residual variations not related to attachment. The map can be further refined by dividing the (x, y) plane into smaller bins and computing for each bin the sum of the PMT energies corrected by lifetime. The energy in each bin can then be fitted to a Gaussian distribution. An example is shown in figure 13 . The energy correction factor f (x, y) is simply the inverse of the mean of the gaussian distribution in each (x, y) bin, normalized to a constant factor which can be chosen as the maximum energy bin. Figure 14a shows the energy map for run 4734 (the map for 4841 is essentially identical) compared with the energy map computed using Monte Carlo data in Figure 14b . Notice that the behavior of the map at large radius, largely due to solid angle effects is well predicted by the Monte Carlo, but not the presence of the crater, which can only be corrected using calibration data. The uncertainties are very small (of the order of 0.3 %) introducing a small residual error in the energy correction, which for Run II is negligible compared with the residual error introduced by the lifetime correction, except at large radius where the angular coverage of the PMTs falls steeply. 
Energy Resolution
To estimate the energy resolution for point like energy deposits in NEXT-White, the krypton data are divided in two samples. The correction sample is used to compute the lifetime and geometry correction maps, which are then applied to the data in the measurement sample. The corrected energy of the PMT sum is then fitted to estimate the energy resolution. Even after corrections, the energy resolution is expected to depend on both the radial and the longitudinal coordinates. The dependence with the radius is related with the decreasing solid angle coverage, which means that PMTs record less light (thus larger fluctuations) for events happening at larger r. The dependence with z is related with the loss of secondary electrons caused by attachment. A smaller number of electrons is associated with larger fluctuations and correction factors, which worsens the energy resolution as described in section 2.
The left panel of figure 15 shows the dependence of the energy resolution as a function of r (black squares), where it is possible to define 3 regions. A fiducial region up to r < 150 mm, where the resolution is roughly flat, at around 4% FWHM. The resolution stays below 4.5 %, for r <175 mm, and degrades rapidly for larger radial values. Since the total radial coverage of the chamber is 200 mm, this implies that an extended fiducial region of acceptable resolution extending up to 175 mm can be defined for physics analysis. The PMT coverage improves as detector radial dimensions increases, since the region of low solid angle coverage corresponds essentially to the last PMT ring. Taking this into consideration, a considerably smaller reduction in fiducial volume is expected for NEXT-100 since only the last 10 mm to 15 mm of the total radius need to be removed.
The right panel of Figure 15 shows the dependence of the energy resolution as a function of z (black squares), which degrades with increased drift, although it stays always below 5% FWHM. The obvious implication is that long lifetimes are a must for TPC detectors striving to achieve excellent energy resolution. Figure 15 also shows the energy resolution for MC events (red circles). The effect of the lifetime dependence with (x, y), as measured in data, has been also simulated. The agreement between data and MC results is good, indicating that the main dependencies of the resolution are the geometrical effects (lower coverage at a larger radius) and the finite electron lifetime (worse resolution at longer drift times). Figure 16 illustrates the energy resolution measured with run 4734 (at a pressure of 7.2 bar). The data are fitted to a gaussian plus a polynomial to take into account tails due to residual background events (small energy deposits or 83m Kr decays with wrong S 1 identification). The fit yields an energy resolution of (4.55 ± 0.01) % FWHM in the full NEXT-White volume (left panel). A naive 1/ √ E extrapolation to Q ββ yields (0.592 ± 0.001) %. The fit in the right panel corresponds to the data contained in a fiducial region defined by a radius smaller than 150 mm and z smaller than 150 mm. The radial cut ensures optimal geometrical coverage and the z cut minimizes the residual errors due to lifetime fluctuations, which increase with z. The fit yields (3.88 ± 0.04) %, extrapolating to (0.504 ± 0.005) % at Q ββ . This value is reasonably close to the best resolution expected in NEXT-White (figure 1), confirming the excellent capabilities of the technology and the good working conditions of the chamber.
The same procedure is applied to run 4841 (at a pressure of 9.1 bar) in Figure 17 . The fit yields an energy resolution of (4.86 ± 0.01) % FWHM in the full NEXT-White volume (left panel). A naive 1/ √ E extrapolation to Q ββ yields (0.631 ± 0.002) %. The fit in the right panel corresponds to the data contained in the fiducial region defined above. The fit yields (3.93 ± 0.03) %, extrapolating to (0.510 ± 0.004) % at Q ββ , similar to the values obtained for run 4734, and confirming that resolution for point-like energy deposits scales well with pressure. Table 2 summarizes the contributions to the systematic uncertainty of the energy resolution considering the full and fiducial volumes for both run 4734 and run 4841. The main systematic errors come from the lifetime and geometrical corrections, the fit range and the model used to describe the tails of the energy distribution. The systematic uncertainties of the lifetime and geometrical corrections have been estimated by measuring the variation of the energy when those factors are shifted by ±1σ around their optimal value. The systematic uncertainty associated to the bin size has been estimated as the maximum difference of the resolution when varying the bin size, within a sensible range, of the energy spectrum histogram. In order to estimate the uncertainties related to the fit model, we have considered different functions to describe the tails of the energy distribution and used the maximum difference of the resolution among those models and fits that resulted in an acceptable goodness of the fit. The total systematic uncertainty, adding the different contributions in quadrature, is 0.324 % (0.112 %) for run 4734 and 0.246 % (0.148 %) for run 4841 for the full (fiducial) volume. We get a final estimate of the energy resolution in the full volume of (4.553 ± 0.010 (stat.) ± 0.324 (sys.)) % FWHM ((0.5916 ± 0.0014 (stat.) ± 0.0421 (sys.)) % FWHM at Q ββ ) for the 7.2 bar run and (4.860 ± 0.013 (stat.) ± 0.246 (sys.)) % FWHM ((0.6314 ± 0.0017 (stat.) ± 0.0320 (sys.)) % FWHM at Q ββ ) for the 9.1 bar run.
Summary
The NEXT-White detector has been calibrated using large samples of 83m Kr decays taken near the end of the long calibration run (Run II) acquired in 2017. Two large data samples have been analyzed for this paper, run 4734 taken at a pressure of 7.2 bar, and run 4841 taken at 9.1 bar. The average lifetimes of the chamber were around 1.8 ms and 1.4 ms, respectively. In run 4734 a clear dependence of the lifetime with the transverse position (x, y) is observed, while run 4841 shows a constant lifetime in all the chamber. We observe that the energy map is in very good agreement with the Monte Carlo prediction, although it shows an unexpected small region of lower response near the center, on the top left side of the detector, presumably due to degraded reflectance in some SiPM boards. The effect of lifetime and solid angle is taken into account by correcting the data with lifetime and energy maps.
The measured energy resolution FWHM for point-like energy deposits in NEXT-White at 7.2 bar (run 4734) is (4.553 ± 0.010 (stat.) ± 0.324 (sys.)) % in the full volume and (3.804 ± 0.013 (stat.) ± 0.112 (sys.)) % in a fiducial region defined by r < 150 mm and z < 150 mm, chosen to minimize the effect of lower solid angle coverage and large lifetime corrections. Assuming a 1/ √ E extrapolation we find, respectively, (0.5916 ± 0.0014 (stat.) ± 0.0421 (sys.)) % and (0.4943 ± 0.0017 (stat.) ± 0.0146 (sys.)) %. ((0.4943 ± 0.0017 (stat.) ± 0.0146 (sys.)) %). The energy resolution we obtain is remarkably close to the limit value for these conditions: 0.45 %. The energy resolution is essentially the same at 9.1 bar (run 4841). The results show the robustness of the technique to calibrate the NEXT-White detector as well as the excellent energy resolution characteristic of high pressure xenon chambers.
