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Abstract. When solving a pattern classification problem, it is common to apply 
a feature extraction method as a pre-processing step, not only to reduce the 
computation complexity but also to obtain better classification performance by 
reducing the amount of irrelevant and redundant information in the data. In this 
study, we investigate a novel schema for linear feature extraction in 
classification problems. The method we have proposed is based on clustering 
technique to realize feature extraction. It focuses in identifying and 
transforming redundant information in the data. A new similarity measure-
based trend analysis is devised to identify those features. The simulation results 
on face recognition show that the proposed method gives better or competitive 
results when compared to conventional unsupervised methods like PCA and 
ICA. 
Keywords: Feature extraction, dimensionality reduction, similarity measure, 
clustering, face recognition. 
1   Introduction 
The recent development in information technology has induced a rapid accumulation 
of high dimensional data such as face images and gene expression microarrays. 
Typically, in many pattern recognition problems, the huge number of features that 
represent data makes discrimination between patterns much harder and less accurate 
[1]. Thus, feature extraction is an important preprocessing step to machine learning 
and data mining. It has been effective in reducing dimensionality and increasing 
learning accuracy [2]. It tries to re-describe data in a lower dimensional feature space 
with respect to its underlying structure and generalization capabilities [2].  Abundant 
techniques for feature extraction problem were developed in the literature [3-8]. 
Principal Component Analysis (PCA) [3-5], remains the standard approach for feature 
extraction. It performs a linear transformation, derived from the eigenvectors 
corresponding to the largest eigenvalues of the covariance matrix. PCA implicitly 
assume that pattern elements are random variables with Gaussian distribution. Thus, 
in the case of non-Gaussian distribution, largest variances would not correspond to 
 
 
PCA basis vectors [4]. Independent Component Analysis (ICA) [5] has been proposed 
to minimize both second-order and higher-order dependencies in the input data and 
attempts to find the basis along which the projected data are statistically independent. 
Unlike unsupervised method like PCA and ICA, Linear Discriminant Analysis (LDA) 
method [7-8], exploit label classes to make feature extraction [7]. It extracts features 
that minimize the within-class scatter matrix and maximize the between-class scatter 
matrix.  
In this work, our interest is to perform a feature extraction procedure without 
assuming any form of knowledge, neither about data distribution nor about its class 
distribution, unlike already discussed methods. Actually, in high dimensional data, 
many features have the same tendencies along the data set: they describe the same 
variations of monotonicity (increasing or decreasing). Thus we can consider that these 
features give very similar information for the learning process. Such features are then 
considered redundant and useless information. Once groups of similar features have 
been settled, feature extraction can be realized through a linear transformation of each 
group of similar features. Hence, a clustering technique based on a new measure of 
similarity between features was used to identify and gather similar features. A linear 
transformation is finally made on each identified groups of original features to obtain 
a set of new features. Performance of our method is assessed through face recognition 
problem. The rest of the paper is organized as follows: in section 2, we devise the new 
similarity measure based trend analysis to evaluate similarity between features and we 
detail the proposed Feature Extraction Method based Clustering (FEMC). In section 
3, experiments are carried out on face recognition problem through Yale and ORL 
data sets. We compare FEMC with conventional unsupervised and supervised feature 
extractor such as PCA, ICA and LDA.  Finally in section 4, a brief conclusion is 
drawn with some future work.  
2   Clustering based Feature Extraction algorithm 
Actually, redundant information is an intrinsic characteristic of high dimensional 
data which complicate learning task and degrade classifier performance. For this 
reason, eliminating redundant features is one clue to reduce the dimension without 
loss of some important information. One existing solution is to use a filter method to 
select relevant features. Although redundant information is not relevant for 
discrimination task but it has implicit interaction with the rest of features. Eliminating 
them from feature space may lead to eliminate some predictive information of the 
inherent structure of data and thereby don’t lead necessarily to a more accurate 
classifier. FECM seeks to transform redundant features such that the amount of 
predictive information lost, is minimized. Intuitively, redundancy in a dataset can be 
expressed by similar features in term of behavior along the data set.  They describe 
very similar or mostly the same variations of monotonicity along the data set. Thereby 
we consider that they incorporate the same discriminating information. Our method 
seeks to identify this form of redundancy and incorporate it by a linear transformation 
into the new set of features. We based our method on clustering technique using a 
new similarity measure to identify linear or complex relations that would exist 
 
 
between features. Once groups of similar features are formed, a linear transformation 
is realized to extract a new set of features. Actually, there exists another work that 
exploit clustering algorithm as a feature extraction technique to find new features [9]. 
It focuses on the prediction of HIV protease resistance to drugs. K-means based a 
biological similarity function was used. However, it can be used only for a specific 
purpose and can’t be extended to other classification problems, unlike the general 
concept developed in this work. 
2.1   Formulation 
Merely, the aim of feature extraction is finding a transform T  such that
 ;1 .  i iy T x i L Where, 1 2, ,.... DLx x x  is the D-dimensional data set and 
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where d D . Each feature vector iv is constituted by the different values 
corresponding to each instance or sample
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. FECM uses clustering process to 
partition the feature space into d D clusters. Actually, clustering is supposed to 
discover inherent structure of data [1], [8]. Its goal isn’t to find the best partition of a 
given samples but to approximate the true partition of the underlying space. Each 
obtained cluster kC is composed of kn similar features according to the new similarity 
measure defined in the next section. It is represented each by its centroid ,kg obtained 
by applying the transform f defined by: 
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Where, kS is the set of kn feature vectors ks Sv  belonging to the cluster .kC  The 
obtained set of centroids  
1 k Mk
g
 
is then considered as the set of the d new features. 
2.2   Similarity measure 
Distance or similarity relationships between pairs of patterns are the most important 
information for clustering process to approximate true partition in a dataset. FECM 
focuses on defining a similarity measure that characterizes similarity in the behavior 
of each features pair. We propose to analyze their tendencies through studying their 
variations of monotonicity along the data set rather than difference between their real 
values. Thus, conventional distance like Euclidean distance used normally in 
clustering algorithm is not suitable for our objective.  Using Euclidean distance may 
lead to erroneous results since it computes the mean of difference between each value 
of two vectors without use of tendency information about them. In fact, two features 
may have the same mean (or closer means) but they differ completely in their trend. 
Actually, a trend is a semi-quantitative information, describing the evolution of the 
qualitative state of a variable, in a time interval, using a set of symbols such as 
 
 
{Increasing, Decreasing, Steady}[10]. To determine the trend of a feature vector in 
each point, we compute firstly, the corresponding first order derivative of a feature 
vector v at each sample x : 
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A feature vector Lv is then being represented as an L-dimensional vector 
composed of L variables  1, 1,0   . Distance function devised to compare two 
feature vectors relies on verifying difference in the sign of tendency between two 
feature vectors. It is the squared sum of the absolute difference between occurrences 
of a specified value of   for two given feature vectors. It was inspired from the 
Value Difference Metric (VDM) [11]. Thus, the location of a feature vector within the 
feature space is not defined directly by the values of its components, but by the 
conditional distributions of the extracted trend in each component. Hence, this makes 
the proposed metric independent from the order of data and has a generalization 
capability. It is given by the following expression: 
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(3) 
 /ip v  is determined by counting haw many times the value  occurs in the feature 
vector iv for the learning data set. In fact, in this work we have computed the 
occurrence of the pair of variables    , 10,11,1 1, 10, 11, 1 1,00,01,0 1         in 
each vector iv instead of computing only the probability of the single variable
 1, 1,0   . A similarity matrix M  between all features vectors is then generated 
such that    , , ; , 1... i jM i j d v v i j n .  
2.3   Feature extraction schema 
Feature extraction process is given by the pseudocode below. The similarity matrix 
M is computed based on the metric defined previously by (3). Then a clustering 
strategy based on C-means clustering, is performed. Clusters are initialized randomly. 
 
 
Then they are sequentially enlarged by selecting the first ranked features in the 
similarity matrix M : set of the most similar features to the corresponding centroid jg . 
Hence, this process allows an overlap between clusters. To remedy to this, we 
perform an intersection between each pair of the obtained clusters to determine 
common features and decide at which cluster they finally belong. Each common 
feature is then assigned to the closest cluster according to the Euclidean distance  
   
2
1 2 1, 2, arg mini k k i h ij k kv C C v C g v       
(4) 
Where h is the either the index k1 or k2. Clusters centers are then re-computed using 
the current cluster memberships and the process is stopped when all d clusters are 
constructed.  
{Input: Raw Data} 
{Output: New features= cluster ‘centers} 
   Compute matrix of distance    , , ; , 1...i jM i j d v v i j n    
Clustering 
  { d N div : number of clusters 
   : number of preselected features 
  C: initial number of features 
  Idx: index of initial centroid 
   While C > 1 
     Cluster kC = select the   first features from M 
     C= C-   
   End 
   Intersection between d final clusters 
   Update clusters centers} 
3   Experimental Results 
Face recognition is a technically difficult task due to the varying conditions in the 
data capturing process like variations in pose, orientation, expressions and 
illumination conditions. We assess the feasibility and performance of our proposed 
method of feature extraction on the face recognition task using the Yale and ORL 
datasets, presented in the Table 1. Each image from was down-sampled into a 
manageable size for computational efficiency. The classification performances of 
FECM were compared with those of PCA, ICA and LDA. A leave-one-out schema 
 
 
was used to obtain the performances and K-Nearest Neighbor classifier (KNN), 
known for its standard performance, was used as classifier system for both datasets. 
Table 1.  Data sets information 
Data sets No. of features No. of instances No. of classes 
Yale data set 783 165 15 
ORL data set 952 400 40 
 
Table 2.  Classification accuracy on Yale Dataset 
Methods Error rate % Number of features 
KNN 21.82 783 
PCA 24.85 30 
ICA 23.03 30 
LDA 8.48 14 
FEMC 21.00 14 
 
Performances of FECM for ORL dataset are detailed in the Table 3. Because there 
must be at least 40 PCs to get 39 features, the first 40 PCs are retained as input for 
LDA and ICA. Note that the number of extracted features by LDA is 39 because there 
are 40 classes. Our approach is close to PCA and ICA in terms of classification 
accuracy with smaller number of features which is 23, but LDA stay having the best 
accuracy classification as in Yale dataset due to its supervised nature. 
 Table 3.  Classification accuracy on AT&T Dataset 
Methods Error rate % Number of features 
KNN 3.00 952 
PCA 4.00 40 
ICA 4.25 40 
LDA 2.00 39 
FEMC 5.00 23 
 
4   Conclusion 
This paper deals with the important problem of extracting discriminant features for 
pattern classification. Feature extraction techniques often trust in some interestingness 
criterion to search for a lower dimensional representation. However, because the true 
structure of the data is unknown, it is inherently ambiguous what constitutes a good 
low dimensional representation. This makes it difficult to define a proper 
interestingness criterion. In this work, we propose a new feature extraction approach 
based on feature clustering. The main motivation behind it was to identify redundancy 
in feature space and reduce its effect without losing some important information for 
 
 
classification task. Similar feature are recognized through analyzing their 
monotonicity along the data set and a new similarity measure is then devised. The 
proposed approach applies clustering technique into feature space to determine its 
underlying groups of features. Each obtained cluster is represented by one feature, 
computed as the mean of all features grouped in the cluster. The main difficult in the 
proposed method is its dependence on the partition resulting from the clustering 
process. In validation strategy, clustering algorithm analyses only training set, which 
changes every time, so clustering rules changes every time. That can produce some 
instability in the results of the method. Hence, further work to verify robustness of the 
method towards noise in data has to be engaged.    
For the face recognition task, our approach produces a lower number of features 
than PCA and ICA, and achieves better or competitive classification accuracy. Unlike 
LDA, we didn’t make use of class information in our procedure. It would be 
interesting to introduce this specific information in our procedure to approach semi 
supervised learning task.  
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