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Abstract
This paper discusses a class of nonlinear Schrödinger equations with different power nonlinearities. We
first establish the existence of standing wave associated with the ground states by variational calculus. Then
by the potential well argument and the concavity method, we get a sharp condition for blowup and global
existence to the solutions of the Cauchy problem and answer such a problem: how small are the initial data,
the global solutions exist? At last we prove the instability of standing wave by combing those results.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we study the Cauchy problem of nonlinear Schrödinger equation with different
power nonlinearities
iϕt = −ϕ − ϕ|ϕ|p−1 + ϕ|ϕ|q−1, t > 0, x ∈ RN, (1)
ϕ(0, x) = ϕ0, x ∈ RN, (2)
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Laplace operator, N  2 is the space dimension, 1 < q < p < N+2
(N−2)+ (we use the convention:
N+2
(N−2)+ = N − 2 when N  3 and N+2(N−2)+ = ∞ when N = 2).
The study of stability and instability for multidimensional solitons is currently regarded as
one of the most interesting research topics in modern nonlinear wave theory (see [1,2]).
In the case of nonlinear Schrödinger equation with single nonlinearity
iϕt = −ϕ − ϕ|ϕ|p−1, t > 0, x ∈ RN, (3)
there have been many investigations. Glassey [3] (also see M. Tsutsumi [4]), Ogawa and Y. Tsut-
sumi [5,6] researched the blowup properties of the solutions. Ginibre and Velo [7,8] studied the
local and global existence of the solutions in the energy class. From these results, it is known that
1◦ when 1 < p < 1 + 4
N
, there exists a unique global solution for (3) with arbitrary initial data
in H 1(RN);
2◦ when N+2
(N−2)+ > p  1 + 4N , there exists either a unique global solution for small initial data
or a solution blows up in finite time for certain initial data.
In the cases of 1◦ and 2◦, Eq. (3) can have standing waves of the form
ϕ = eiωtν (4)
associated with the nonlinear Euclidean scalar field equation
ν + ων = −|ν|p−1ν, (5)
where ω is a real constant. This motivates the study for (5) and more general situations [9–11].
Furthermore, Weinstein [12], Berestycki and Cazenave [13], Statah and Strauss [14] and Jones
[15] investigated the instability of the solitons. On the other hand, Cazenave and Lions [16],
Weinstein [17] investigated the instability of the solitons associated with the case 2◦.
In this paper, we are interested in studying the sharp condition of global existence for the
Cauchy problem (1)–(2) and the instability of standing wave. The argument in this paper is mo-
tivated by the context of study of a class of nonlinear Schrödinger equations and nonlinear wave
equations (see Reika [18], Zhang [19–21], Tsutsumi and Zhang [22], Pagne and Sattinger [23],
Levine [24], Berestycki and Cazenave [13], C. Sulem and P.L. Sulem [25], Gui [26]). In Zhang
[27], the sharp criterion for blowup and global existence of the solutions of the classical nonlin-
ear Schrödinger equation with single nonlinearity was got. In the present paper, according to the
scaling argument and the invariant flow argument, we can get the sharp condition of global exis-
tence for the Cauchy problem (1)–(2) and the instability of standing wave by solving a variational
problem.
This paper is organized as follows. In Section 2, we state some preliminaries and main results.
In Section 3, we prove the existence of standing wave associated with the ground states by vari-
ational calculus. In Section 4, we prove the sharp condition of blowup and global existence for
the Cauchy problem (1)–(2). In Section 5, we prove the instability of standing wave associated
with the ground states.
2. Preliminaries and main results
By Ginibre and Velo [7] (also see Cazenave [28]), we can get the local well-posedness of the
Cauchy problem (1)–(2) in the Sobolev space H 1(RN).
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(1)–(2) in C([0, T ];H 1) for some T ∈ (0,∞] (maximal existence time). Furthermore, we have
the following alternatives: T = ∞ or T < ∞ and
lim
t→T ‖ϕ‖H 1 = ∞.
Moreover, ϕ satisfies that∫
|ϕ|2 dx =
∫
|ϕ0|2 dx, (6)
E(t) = 1
2
∫ (
|∇ϕ|2 − 2
p + 1 |ϕ|
p+1 + 2
q + 1 |ϕ|
q+1
)
dx ≡ E(0). (7)
Here and hereafter,
∫
. dx denotes
∫
RN
. dx. From Cazenave [28], we have
Lemma 2.2. Let ϕ0 ∈ H 1 and ϕ be a solution of the Cauchy problem (1)–(2) in C([0, T );H 1),
|x|ϕ0 ∈ L2(RN). Put J (t) =
∫ |x|2|ϕ|2 dx. Then one has
J ′′(t) = 8
∫ (
|∇ϕ|2 − N(p − 1)
2(p + 1) |ϕ|
p+1 + N(q − 1)
2(q + 1) |ϕ|
q+1
)
dx. (8)
Consider the following nonlinear Euclidean scalar field equation:
−u + u − u|u|p−1 + u|u|q−1 = 0, u ∈ H 1(RN ). (9)
If a function u(x) verifies (9) and u ∈ H 1(RN)/(0). Then
ϕ(t, x) = e−it u(x) (10)
verifies (1), which is a standing wave solution of (1).
From the physical viewpoint, an important role is played by the ground state solution of (9).
We recall that a solution u(x) of (9) is termed as a ground state if it has some minimal action
among all solutions of (9) (see Berestycki and Lions [9], Strauss [29]).
For u ∈ H 1(RN), we define two functionals as follows:
S(u) = 1
2
∫ (
|∇u|2 + |u|2 − 2
p + 1 |u|
p+1 + 2
q + 1 |u|
q+1
)
dx, (11)
R(u) =
∫ (|∇u|2 + |u|2 − |u|p+1 + |u|q+1)dx (12)
and define the set
M := {u ∈ H 1(RN ) \ {0}, R(u) = 0}.
Now we consider the constrained variational problem:
d := inf
u∈M S(u). (13)
In this following, we give main results of this paper.
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(1) S(Q) = infu∈M S(u) = d;
(2) Q is a ground state solution of (9).
From Theorem 2.3, we can get
Lemma 2.4. Let Q(x) be the ground state of (9) and 1 < q < p < N+2
(N−2)+ . Then
S(Q) = min
u∈M S(u).
Remark 2.5. It is obvious that R(Q) = 0 and S(Q) = 12
∫
(
p−1
p+1 |Q|p+1 − q−1q+1 |Q|q+1) dx.
Theorem 2.6. Let 1 < q < p < N+2
(N−2)+ , ϕ0 ∈ H 1(RN) and satisfy∫ (
|∇ϕ0|2 + |ϕ0|2 − 2
p + 1 |ϕ0|
p+1 + 2
q + 1 |ϕ0|
q+1
)
dx
<
∫ (
p − 1
p + 1 |Q|
p+1 − q − 1
q + 1 |Q|
q+1
)
dx, (14)
then we have:
(1) If ϕ0 satisfies∫ (|∇ϕ0|2 + |ϕ0|2 − |ϕ0|p+1 + |ϕ0|q+1)dx < 0, (15)
then the solution ϕ of the Cauchy problem (1)–(2) blows up in a finite time.
(2) If ϕ0 satisfies∫ (|∇ϕ0|2 + |ϕ0|2 − |ϕ0|p+1 + |ϕ0|q+1)dx > 0, (16)
then the solution ϕ of the Cauchy problem (1)–(2) globally exists on t ∈ [0,∞). Moreover,
ϕ satisfies
p − 1
p + 1‖ϕ‖
p+1
Lp+1(RN ) −
q − 1
q + 1‖ϕ‖
q+1
Lq+1(RN )
<
p − 1
p + 1‖Q‖
p+1
Lp+1(RN ) −
q − 1
q + 1‖Q‖
q+1
Lq+1(RN ). (17)
Now we answer the question: how small are the initial data, the global solutions of the Cauchy
problem (1)–(2) exist in H 1(RN)?
Theorem 2.7. Let 1 + 4
N
< q < p < N+2
(N−2)+ , ϕ0 ∈ H 1(RN) and satisfy∫ (
|∇ϕ0|2 + |ϕ0|2 + 2
q + 1 |ϕ0|
q+1
)
dx <
∫ (
p − 1
p + 1 |Q|
p+1 − q − 1
q + 1 |Q|
q+1
)
dx, (18)
then the solution ϕ of the Cauchy problem (1)–(2) globally exists. Furthermore, ϕ satisfies
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p + 1‖ϕ‖
p+1
Lp+1(RN ) −
q − 1
q + 1‖ϕ‖
q+1
Lq+1(RN )
<
p − 1
p + 1‖Q‖
p+1
Lp+1(RN ) −
q − 1
q + 1‖Q‖
q+1
Lq+1(RN ). (19)
On the characteristic of standing waves of (1) with the minimal action, we have the following
instability theorem.
Theorem 2.8. Let Q(x) is a ground state of (9), for any ε > 0, there exists ϕ0 ∈ H 1 with
‖ϕ0 − Q‖H 1 < ε such that the solution ϕ of the Cauchy problem (1)–(2) blows up in finite time,
that is
lim
t→T ‖ϕ‖H 1 = ∞.
3. Standing waves associated with ground state
In this section, we prove Theorem 2.3.
Firstly we give
Proposition 3.1. Solution of (9) belongs to M .
Proof. Let u(x) be a solution of (9). Then u verifies∫ (|∇u|2 + |u|2 − |u|p+1 + |u|q+1)dx = 0 (20)
it follows that
R(u) = 0.
So solution of (9) belongs to M .
This completes the proof of Proposition 3.1. 
Proposition 3.2. S(u) is bounded below on M and d > 0.
Proof. From (11) and (12), on M we have
S(u) = 1
2
∫ (
p − 1
p + 1 |u|
p+1 − q − 1
q + 1 |u|
q+1
)
dx  1
2
q − 1
q + 1
∫ (|u|p+1 − |u|q+1)dx (21)
and ∫ (|u|p+1 − |u|q+1)dx = ∫ (|∇u|2 + |u|2)dx. (22)
For enough large ‖u‖H 1 and u = 0, by Sobolev embedding theorem, we have∫ (|u|p+1 − |u|q+1)dx  c[∫ (|∇u|2 + |u|2)dx] p+12 . (23)
Here and hereafter c > 0 denotes various positive constants.
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Therefore it implies that
S(u) c > 0 (25)
that is, d  c > 0.
This completes the proof of Proposition 3.2. 
Proposition 3.3. Let u ∈ H 1, λ > 0. Put uλ(x) = λu(x), then there exists unique μ > 0 (de-
pending on u) such that R(uμ) = 0 and R(uλ) > 0, for λ ∈ (0,μ); R(uλ) < 0, for λ > μ.
Furthermore, S(uμ) S(uλ), for any λ > 0.
Proof. It just suffices to write down the expression of R(uλ) and S(uλ). From (11) and (12), we
have
R(uλ) = λ2
∫ (|∇u|2 + |u|2 − λp−1|u|p+1 + λq−1|u|q+1)dx, (26)
S(uλ) = λ
2
2
∫ (|∇u|2 + |u|2)dx − ∫ ( λp+1
p + 1 |u|
p+1 + λ
q+1
q + 1 |u|
q+1
)
dx, (27)
there must exists a unique positive constant μ > 0 (depending on u) such that R(uμ) = 0 and we
can easily see that
R(uλ) > 0, for λ ∈ (0,μ),
and
R(uλ) < 0, for λ > μ.
Because
d
dλ
S(uλ) = λ−1R(uλ)
and
R(uμ) = 0,
then
S(uμ) S(uλ), for any λ > 0.
This completes the proof of Proposition 3.3. 
Now we begin to solve the variational problem (13). Let
{un, n ∈ N} ⊂ M
be a minimizing sequence for (13), that is,
R(un) = 0, S(un) → infS(u) = d (n → ∞). (28)
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ically symmetric, nonincreasing (with respect to |x|) function. The symmetrization has the
following properties:∫
|∇u∗|2 dx 
∫
|∇u|2 dx,
∫
|u∗|σ dx =
∫
|u|σ dx, σ > 1. (29)
Furthermore, it is straightforward to check that
(uλ)
∗ = (u∗)λ, (30)
where as in Proposition 3.3, uλ(x) = λu(x).
Now for the minimizing sequence {un, n ∈ N}, we let
vn = (u∗n)μn, (31)
where μn > 0 is uniquely determined by
R(vn) = R
[
(u∗n)μn
]= 0. (32)
From (30), it implies that
vn =
[
(un)μn
]∗
by (21) and (29), we have
S(vn) S
[
(un)μn
]
 S(un). (33)
The right-hand side in (33) is a consequence of Proposition 3.3, since R(un) = 0 (note that μ = 1
in this case). Thus,
{vn, n ∈ N} ⊂ M
and by (33),
S(vn) S(un)
therefore {vn, n ∈ N} is also a minimizing sequence for (13).
From (21), ‖vn‖H 1 is bounded for all n ∈ N . Then there exists a subsequence {vnk, k ∈ N} ⊂
{vn, n ∈ N} (for simplicity, we still denote {vnk, k ∈ N} by {vn, n ∈ N}) such that
vn ⇀ v∞ in H 1
(
RN
)
. (34)
Now we need to use the compactness theorem (see Strauss [29]), that is, for
1 < p <
N + 2
(N − 2)+
the embedding
H 1r
(
RN
)
↪→ Lp+1(RN ) is compact, (35)
where
H 1r
(
RN
)= {f (x) ∈ H 1(RN ), f (x) = f (|x|) is a function of |x| alone}.
Thus from (35), we have
vn → v∞ in Lp+1
(
RN
)
. (36)
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vn → 0 in Lp+1
(
RN
)
. (37)
Since vn ∈ M and R(vn) = 0 implies that∫ (|∇vn|2 + |vn|2)dx → 0 (n → ∞). (38)
On the other hand, from (28), one has∫ (
|∇vn|2 + |vn|2 − 2
p + 1 |vn|
p+1 + 2
q + 1 |vn|
q+1
)
dx → d (n → ∞). (39)
Therefore (37) yields that∫ (|∇vn|2 + |vn|2)dx → d (n → ∞). (40)
In terms of Proposition 3.2, d  c > 0. This is contradictory with (38). Then v∞ = 0.
Now let Q = (v∞)μ with μ > 0 uniquely determined from the condition
R(Q) = R((v∞)μ)= 0.
From (35), we have{
(vn)μ → Q in Lp+1
(
RN
)
,
(vn)μ ⇀ Q in H 1
(
RN
)
.
(41)
Because R(vn) = 0, Proposition 3.3 shows that
S
[
(vn)μ
]
 S(vn). (42)
Hence, by (41), (42), we have
S(Q) lim
n→∞
S
[
(vn)μ
]
 lim
n→∞S(vn) = infM S. (43)
Since Q = 0 and R(Q) = 0, we conclude that Q ∈ M . Therefore, from (43), Q solves the mini-
mizing problem
S(Q) = min
u∈M S(u). (44)
Thus we obtain the proof of (1) of Theorem 2.3. Now we prove (2) of Theorem 2.3.
Since Q is a solution of problem (44), there exists a Lagrange multiplier Λ such that
δu[S + ΛR] = 0. (45)
Here δuT denotes the variation of T (u) about u. By the formula
δuT (u) = ∂
∂η
T (u + ηδu)|η=0
we have
δu
[
S(u) + ΛR(u)]= 〈(1 + 2Λ)(−u + u) − [1 + N(p − 1)Λ
2
]
|u|p−1u
+
[
1 + N(q − 1)Λ
]
|u|q−1u, δu
〉
, (46)2
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(1 + 2Λ)(|∇Q|2 + |Q|2)dx
=
∫ {[
1 + N(p − 1)Λ
2
]
|Q|p+1 −
[
1 + N(q − 1)Λ
2
]
|Q|q+1
}
dx. (47)
From R(Q) = 0, it follows that∫ (|∇Q|2 + |Q|2 − |Q|p+1 + |Q|q+1)dx = 0. (48)
By (47) and (48), we have
Λ = 0.
Thus from (45) and (46), it implies that
−Q + Q − |Q|p−1Q + |Q|q−1Q = 0.
Therefore Q is a solution of (9) as (9) is the Euler–Lagrange equation of the functional S.
Thus we get the proof of (2) of Theorem 2.3.
So far, we complete the proof of Theorem 2.3.
4. Sharp condition for blowup and global existence
In this section, we prove Theorems 2.6 and 2.7. Firstly we give
Proposition 4.1. Put
K+ =
{
u ∈ H 1(RN ), R(u) > 0, S(u) < S(Q)},
K− =
{
u ∈ H 1(RN ), R(u) < 0, S(u) < S(Q)},
then K+ and K− are invariant under the flow generated by the Cauchy problem (1)–(2).
Proof. Let the initial data ϕ0 ∈ K+, ϕ is the solution of the Cauchy problem (1)–(2). From (6)
and (7), we have
S(ϕ0) = S(ϕ), t ∈ [0, T ). (49)
Because S(ϕ0) < S(Q), so
S(ϕ) < S(Q), t ∈ [0, T ). (50)
To check ϕ ∈ K+, need to prove that
R(ϕ) > 0, t ∈ [0, T ). (51)
Let (51) is not true, that is
R(ϕ) 0, t ∈ [0, T ). (52)
By continuity and R(ϕ0) > 0, there would exist a t¯ > 0, such that
R
(
ϕ(t¯ )
)= 0. (53)
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S
(
ϕ(t¯ )
)
< S(Q), ϕ(t¯ ) ∈ M. (54)
This is impossible from Theorem 2.3, thus (51) is true for t ∈ [0, T ). So K+ is invariant under
the flow generated by the Cauchy problem (1)–(2). By the same argument as the above, we can
prove that K− is invariant under the flow generated by the Cauchy problem (1)–(2).
This completes the proof of Proposition 4.1. 
Lemma 4.2. Let u ∈ H 1(RN) and μ > 0 such that R(uμ) = 0. Suppose μ < 1, then
S(u) − S(uμ) 12R(u). (55)
Proof. From the proof of Proposition 3.3, we see that
R(uλ) = aλ2 − bλp+1 + cλq+1, (56)
S(uλ) = a λ
2
2
− b λ
p+1
p + 1 + c
λq+1
q + 1 , (57)
where a = ∫ (|∇u|2 + |u|2) dx, b = ∫ |u|p+1 dx, c = ∫ |u|q+1 dx.
Notice that R(uμ) = 0 requires
aμ2 = bμp+1 − cμq+1. (58)
Observe that u = uμ=1 and R(u) = a − b + c, using (58), it is straightforward to show that
S(u) − S(uμ) = 12R(u) +
b(p − 1)
2(p + 1)
(
1 − μp+1)− c(q − 1)
2(q + 1)
(
1 − μq+1) (59)
and the result of Lemma 4.2 is obtained from (59) since μ < 1 and 1 < q < p < N+2
(N−2)+ .
This completes the proof of Lemma 4.2. 
Now we begin to prove (1) of Theorem 2.6.
From (14), (15), ϕ0 ∈ K−, so for t ∈ [0, T ), the solution ϕ of the Cauchy problem (1)–(2)
satisfies ϕ ∈ K−. Thus we have
R(ϕ) < 0, S(ϕ) < S(Q), t ∈ [0, T ). (60)
Since |x|ϕ0 ∈ L2(RN), then |x|ϕ ∈ L2(RN), by Lemma 2.2 and (6), (12), it follows that
d2
dt2
∫
|x|2|ϕ|2 dx  8
[
R(ϕ) −
∫
|ϕ0|2 dx
]
. (61)
For fixed t ∈ [0, T ), ϕ = ϕ(t). Let μ > 0 be such that
R(ϕμ) = 0.
Since R(ϕ) < 0, we know from Proposition 3.3 that μ < 1. Because
S(ϕμ) S(Q), S(ϕ) = S(ϕ0).
By Lemma 4.2, we have
R(ϕ) 2
[
S(ϕ0) − S(Q)
]
< 0. (62)
888 J. Shu, J. Zhang / J. Math. Anal. Appl. 327 (2007) 878–890Let
δ = 2[S(Q) − S(ϕ0)]
and δ is a positive constant independent of t . By (61) and (62), it follows that
d2
dt2
∫
|x|2|ϕ|2 dx −8δ − 8
∫
|ϕ0|2 dx < 0. (63)
In the same way as in the proof of [22], (63) implies that the solution ϕ of the Cauchy problem
(1)–(2) blows up in a finite time.
This completes the proof of (1) of Theorem 2.6. Now we prove (2) of Theorem 2.6.
From (14), (16), ϕ0 ∈ K+, so for t ∈ [0, T ), the solution ϕ of the Cauchy problem (1)–(2)
satisfies ϕ ∈ K+. Thus
R(ϕ) > 0, S(ϕ) < S(Q), t ∈ [0, T ). (64)
Therefore, for t ∈ [0,∞), we have∫ (
p − 1
p + 1 |ϕ|
p+1 − q − 1
q + 1 |ϕ|
q+1
)
dx <
∫ (
p − 1
p + 1 |Q|
p+1 − q − 1
q + 1 |Q|
q+1
)
dx. (65)
It implies that ϕ is bounded in H 1(RN) for t ∈ [0, T ), so it must be T = ∞, that is, the solution ϕ
of the Cauchy problem (1)–(2) globally exists in t ∈ [0,∞). Moreover, from (65), ϕ satisfies (17).
This completes the proof of (2) of Theorem 2.6. So far, we complete the proof of Theorem 2.6.
Now we prove Theorem 2.7.
By (18), ϕ0 satisfies (14). Now we prove that ϕ0 satisfies (16). We prove it by contradiction.
Assume that (16) is not true, then R(ϕ0) 0 and we claim that R(ϕ0) = 0, otherwise
S(ϕ0) < S(Q),
this is impossible from Theorem 2.3, thus exists λ ∈ (0,1) such that R(λϕ0) = 0. On the other
hand, for λϕ0, we have
S(λϕ0)
1
2
∫ (
|∇λϕ0|2 − 2
p + 1 |λϕ0|
p+1 + 2
q + 1 |λϕ0|
q+1
)
dx. (66)
From (18), yields that
S(λϕ0) < λ
2S(Q) < S(Q). (67)
Thus
R(λϕ0) = 0, λϕ0 ∈ M, S(λϕ0) < S(Q),
it is impossible by Theorem 2.3, so ϕ0 satisfies (16). Thus from Theorem 2.6, the solution ϕ of
the Cauchy problem (1)–(2) globally exists on t ∈ [0,∞) and (19) is true.
This completes the proof of Theorem 2.7.
5. Instability of standing wave
In this section, we prove Theorem 2.8.
Since Q(x) is the ground state of (9), by Proposition 3.1, we have
R(Q) = 0. (68)
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ϕ0(x) = λQ(x) (69)
for arbitrary ε > 0, one can always take a λ with λ > 1 such that
‖ϕ0 − Q‖H 1 = (λ − 1)‖Q‖H 1 < ε. (70)
Note that λ > 1, from (69) and Proposition 3.3, it follows that
R(ϕ0) < R(Q) = 0
and
S(ϕ0) < S(Q)
so ϕ0 ∈ K−. From (1) of Theorem 2.6, we can get the result.
This completes the proof of Theorem 2.8.
References
[1] E. Infeld, G. Rowlands, Nonlinear Waves, Solitons and Chaos, Cambridge Univ. Press, Cambridge, 1980, pp. 298–
328 (Chapter 9).
[2] V.G. Makhankov, Soliton Phenomenology, Kluwer, Dordrecht, 1990, Part VI, pp. 391–448.
[3] R.T. Glassey, On the blowup of nonlinear Schrödinger equations, J. Math. Phys. 18 (9) (1977) 1794–1797.
[4] M. Tsutsumi, Nonexistence of global solutions to the Cauchy problem for nonlinear Schrödinger equations, Comm.
Math. Phys. 81 (1999) 467–476.
[5] T. Ogawa, Y. Tsutsumi, Blow-up of H 1 solution for the nonlinear Schrödinger equation, J. Differential Equa-
tions 92 (2) (1991) 317–330.
[6] T. Ogawa, Y. Tsutsumi, Blow-up of H 1 solution for the nonlinear Schrödinger equation with critic power nonlin-
earity, Proc. Amer. Math. Soc. 111 (2) (1991) 487–496.
[7] J. Ginibre, G. Velo, On a class of nonlinear Schrödinger equations, J. Funct. Anal. 32 (1979) 1–71.
[8] J. Ginibre, G. Velo, The global Cauchy problem for the nonlinear Schrödinger equation, revisited, Ann. Inst.
H. Poincaré Anal. Non Linéaire 2 (1985) 309–327.
[9] H. Berestycki, P.L. Lions, Nonlinear scalar field equations, I. Existence of a ground state, Arch. Ration. Mech.
Anal. 82 (1983) 313–345.
[10] H. Berestycki, P.L. Lions, Nonlinear scalar field equations, II. Existence of infinitely many solutions, Arch. Ration.
Mech. Anal. 82 (1983) 347–375.
[11] H. Berestycki, T. Gallouët, O. Kavian, Équations de champs scalaires Euclidiens nonlinéaires dans le plan, C. R.
Acad. Sci. Paris Sér. I 297 (1983) 307–310.
[12] M.I. Weinstein, Nonlinear Schrödinger equations and sharp interpolations estimates, Comm. Math. Phys. 87 (1983)
567–576.
[13] H. Berestycki, T. Cazenave, Instabilité des états stationnaires dans les équations de Schrödinger et de Klein–Gordon
non linéarires, C. R. Acad. Sci. Paris Sér. I 293 (1981) 489–492.
[14] J. Shatah, W.A. Strauss, Instability of nonlinear bound states, Comm. Math. Phys. 100 (1985) 173–190.
[15] C. Jones, An instability mechanism for radially symmetric standing waves of a nonlinear Schrödinger equation,
J. Differential Equations 71 (1988) 34–62.
[16] T. Cazenave, P.L. Lions, Orbital stability of standing waves for some nonlinear Schrödinger equations, Comm.
Math. Phys. 85 (1982) 549–561.
[17] M.I. Weinstein, Lyapunov stability of ground states of nonlinear dispersive evolution equations, Comm. Pure Appl.
Math. 35 (1986) 51–68.
[18] F. Reika, Stability and instability of standing waves for the nonlinear Schrödinger equations with harmonic potential,
Discrete Contin. Dyn. Syst. 7 (3) (2001) 525–544.
[19] J. Zhang, Stability of attractive Bose–Einstein condensates, J. Stat. Phys. 101 (3/4) (2000) 731–746.
[20] J. Zhang, Stability of standing waves for nonlinear Schrödinger equations with unbounded potentials, Z. Angew.
Math. Phys. 51 (2000) 498–503.
[21] J. Zhang, On the finite-time behavior for nonlinear Schrödinger equations, Comm. Math. Phys. 162 (1994) 249–260.
890 J. Shu, J. Zhang / J. Math. Anal. Appl. 327 (2007) 878–890[22] Y. Tsutsumi, J. Zhang, Instability of optical solitions for two-wave interaction model in cubic nonlinear media, Adv.
Math. Sci. Appl. 8 (1998) 691–713.
[23] L.E. Pagne, D.H. Sattinger, Saddle points and instability of nonlinear hyperbolic equations, Israel J. Math. 22 (1975)
273–303.
[24] H.A. Levine, Instability and non-existence of global solutions to nonlinear wave equations of the form Putt =
−Au + F(u), Trans. Amer. Math. Soc. 192 (1974) 1–21.
[25] C. Sulem, P.L. Sulem, The Nonlinear Schrödinger Equation, Self-Focusing and Wave Collapse, Springer, 1999.
[26] C. Gui, Existence of multi-bump solutions for nonlinear Schrödinger equations via variational methods, Comm.
Partial Differential Equations 21 (5–6) (1996) 787–820.
[27] J. Zhang, Sharp conditions of global existence for nonlinear Schrödinger and Klein–Gordon equations, Nonlinear
Anal. 48 (2002) 191–207.
[28] T. Cazenave, An Introduction to Nonlinear Schrödinger Equations, Text. Met. Mat., vol. 26, Univ. Fed. Rio de Jan.,
1993.
[29] W.A. Strauss, Existence of solitary waves in high dimensions, Comm. Math. Phys. 55 (1977) 149–162.
