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Foreword to the ECML PKDD 2016 Demo Track
It is our great pleasure to introduce the Demo Track of ECML PKDD 2016. This year’s
track continues its tradition of providing a forum for researchers and practitioners to
demonstrate novel systems and research prototypes, using data mining and machine
learning techniques in a variety of application domains. Besides the live demonstrations
during the conference period, each selected demo is allocated a 4-page paper in the
proceedings. The Demo Track of ECML PKDD 2016 solicited working systems based
on state-of-the-art machine learning and data mining technology. Both innovative
prototype implementations and mature systems were welcome, provided that they used
machine learning techniques and knowledge discovery processes in a real setting. The
evaluation criteria encompassed innovation, interestingness for the target users, and
whether it would be of interest mainly for researchers, mainly for practitioners, or both.
Each submission was evaluated by at least three reviewers. This year we received 29
submissions. Sixteen demos were presented at the Demo Session during the conference
in Riva del Garda. The accepted demos cover a wide range of machine learning and
data mining techniques, as well as a very diverse set of real-world application domains.
The success of the Demo Track of ECML PKDD 2016 is due to the effort of several
people. First and foremost, we thank the authors for their submissions and their
engagement in turning data mining and machine learning methods to software that can
be presented and tried by others. We would like to thank all members of our Program
Committee for helping us in the difﬁcult task of selecting the most interesting sub-
missions. Finally, we would like to thank the ECML PKDD General Chairs and the
Program Chairs for entrusting us with this track, and the whole Organizing Committee
for the practical support and the logistics for the Demo Track. We hope that the readers
will enjoy this set of short papers and the demonstrated systems, and that the Demo
Session will inspire further ECML PKDD participants to turn their research ideas into
working prototypes that can be used by other researchers and practitioners in machine
learning and data mining.
September 2016 Élisa Fromont
Nikolaj Tatti
Foreword to the ECML PKDD 2016 Industry Track
We are pleased to present the proceedings of the Industrial, Governmental, and NGO
Track of ECML PKDD 2016. This track aims at bringing together participants from
academia, industry, government, and NGOs (non-governmental organizations) in a
venue that promotes industrial experiences and real-world applications of machine
learning and data science.
The program included two invited talks given by Michael May (Siemens) and
Matthias Seeger (Amazon), and 10 high-quality papers featuring the technical talks.
Given a total of 50 submissions, this year’s industrial track was highly selective: only
10 papers could be accepted for publication and for presentation at the conference;
corresponding to an acceptance rate of 20 %. Each of the 50 submissions was thor-
oughly reviewed, and accepted papers were chosen both for their originality and for the
application they promoted.
The accepted papers focus on topics ranging from machine learning methods and
data science processes to dedicated applications. Topics covered include time series
mining and multi-target classiﬁcation, visualization, software engineering, robotics,
bioinformatics, steel production, grammar-based text analysis for purposes such as
plagiarism or bible analysis, music recommendation, search task extraction, crowd-
sourcing and social networks, and discrimination discovery.
We thank all the authors who submitted the 50 papers for their work and effort to
bring machine learning and data science to industry. We also thank all the PC members
for their substantial efforts to guarantee the quality of these proceedings.
We hope that this program will inspire the growth of machine learning in all areas of
industry.
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Foreword to the ECML PKDD 2016 Nectar Track
The goal of the ECML PKDD Nectar Track, started in 2012, is to offer conference
attendees a compact overview of recent scientiﬁc advances at the frontier of machine
learning and data mining with other disciplines, as already published in related con-
ferences and journals. Submissions describing work that summarizes a line of work
comprising older and more recent papers were particularly encouraged. Authors were
invited to submit 4-page summaries of their published work.
We received 28 submissions, each of which was reviewed by two or three PC
members. Thirteen submissions were selected for inclusion in the proceedings and
presentation at the conference. The accepted papers range from interesting and
important applications to data mining and machine learning methods and processes.
Topics covered include methods and applications for time series mining and multi-
target classiﬁcation, visualization, software engineering, robotics, bioinformatics, steel
production, grammar-based text analysis for purposes such as plagiarism or bible
analysis, music recommendation, search task extraction, crowdsourcing and social
networks, and discrimination discovery. The papers illustrate how the questions and
methods of these areas pose new challenges for data mining and machine learning,
thereby contributing also to the development of these core ﬁelds of ECML PKDD.
We thank all authors of submitted papers and all PC members for their excellent
work. We are also very grateful to the ECML PKDD General Chairs and the Program
Chairs for entrusting us with this track. We hope that the readers will enjoy this set of
short papers and their pointers to work at the intersection of machine learning/data
mining and their manifold application areas, and that the papers, presentations, and
discussions will inspire further work in the different disciplines and at their joint
boundaries.
September 2016 Bettina Berendt
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Invited Talks Abstracts
(Industrial Track)
Towards Industrial Machine Intelligence
Michael May
Siemens Corporate Technology, Munich, Germany
Abstract. The next decade will see a deep transformation of industrial appli-
cations by big data analytics, machine learning and the internet of things.
Industrial applications have a number of unique features, setting them apart from
other domains. Central for many industrial applications in the internet of things
is time series data generated by often hundreds or thousands of sensors at a high
rate, e.g. by a turbine or a smart grid. In a ﬁrst wave of applications this data is
centrally collected and analyzed in Map-Reduce or streaming systems for
condition monitoring, root cause analysis, or predictive maintenance. The next
step is to shift from centralized analysis to distributed in-ﬁeld or in situ analytics,
e.g in smart cities or smart grids. The ﬁnal step will be a distributed, partially
autonomous decision making and learning in massively distributed environ-
ments.
In this talk I will give an overview on Siemens’ journey through this
transformation, highlight early successes, products and prototypes and point out
future challenges on the way towards machine intelligence. I will also discuss
architectural challenges for such systems from a Big Data point of view.
Bio.Michael May is Head of the Technology Field Business Analytics & Monitoring at
Siemens Corporate Technology, Munich, and responsible for eleven research groups in
Europe, US, and Asia. Michael is driving research at Siemens in data analytics,
machine learning and big data architectures. In the last two years he was responsible for
creating the Sinalytics platform for Big Data applications across Siemens’ business.
Before joining Siemens in 2013, Michael was Head of the Knowledge Discovery
Department at the Fraunhofer Institute for Intelligent Analysis and Information Sys-
tems in Bonn, Germany. In cooperation with industry he developed Big Data Analytics
applications in sectors ranging from telecommunication, automotive, and retail to
ﬁnance and advertising.
Between 2002 and 2009 Michael coordinated two Europe-wide Data Mining
Research Networks (KDNet, KDubiq). He was local chair of ICML 2005, ILP 2005
and program chair of the ECML PKDD Industrial Track 2015. Michael did his PhD on
machine discovery of causal relationships at the Graduate Programme for Cognitive
Science at the University of Hamburg.
Machine Learning Challenges at Amazon
Matthias Seeger
Amazon, Berlin, Germany
Abstract. At Amazon, some of the world’s largest and most diverse problems in
e-commerce, logistics, digital content management, and cloud computing ser-
vices are being addressed by machine learning on behalf of our customers. In
this talk, I will give an overview of a number of key areas and associated
machine learning challenges.
Bio. Matthias Seeger got his PhD from Edinburgh. He had academic appointments at
UC Berkeley, MPI Tuebingen, Saarbruecken, and EPF Lausanne. Currently, he is a
principal applied scientist at Amazon in Berlin. His interests are in Bayesian methods,
large scale probabilistic learning, active decision making and forecasting.
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