Abstract-This technical note provides the structure of a policy minimizing a long term, average, expected, backlog/inventory cost for a fluid model, single machine, single product manufacturing system subject to a failure/repair Markov process, where the failure rate is a piecewise constant function of the production rate. This policy generalizes previous results and confirms several conjectures reported in the literature, providing an interesting insight into the problem.
I. INTRODUCTION
A large literature deals with the problem of failure prone manufacturing systems. A complete analytical solution has been given in [1] for a single machine characterized by a homogeneous Markov failure/repair process. In such case the control minimizing a long term average expected cost penalizing both surplus and backlog is the hedging point policy, according to which the machine is operated at full rate until the inventory level hits a non-negative hedging level (or safety stock) Z. The author is with the Dipartimento di Informatica, Sistemi e Produzione, Università di Roma "Tor Vergata," Rome I-00133, Italy (e-mail: martinelli@disp.uniroma2.it).
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The problem becomes much more involved if the failure rate depends on the production rate. In [3] it has been proved that the hedging point policy remains optimal if and only if the dependence of the failure rate on the production rate is affine and it was conjectured for more general cases, e.g., when this dependence is quadratic, that as the inventory level approaches a "hedging level," it may be beneficial to decrease the production rate to gain in reliability. This conjecture was actually confirmed by the numerical results reported in [4] .
An analytical increment in this direction, still confirming the conjecture in [3] , was presented in [5] , where it was considered a machine characterized by two failure rates: one for low and one for high production rates. In this technical note we generalize this problem by considering a machine with N different failure rates: more specifically, the failure rate is assumed to depend on the production rate through an increasing, piecewise constant function. This makes the proof of optimality much more involved with respect to the one given in [5] since it has not been possible in this case to derive in closed form several parameters characterizing the optimal control.
Sufficient conditions for the existence of an optimal control are given in this note. The optimal policy, which is a multi-level, decreasing, piecewise constant, feedback function of the backlog/inventory level, allows to obtain the following interesting insight: the production rates providing the maximum expected long run buffer increment are convenient when the backlog/inventory level is far from the safety stock, while the production rates guaranteeing the maximum expected up times are better when approaching the safety stock. The shape of the optimal policy strongly depends on the convexity properties of the failure rate function, confirming also in this case the numerical findings of [4] and the analytical results of [3] .
II. NOTATION AND PROBLEM FORMULATION
Let x(t) denote the buffer content at time t, with x(t) > 0 representing an inventory surplus and x(t) < 0 a backlog of 0x(t). Let d be the constant demand rate to be met. Then the buffer level x(t) at time t satisfies the following dynamical equation:
where the production rate u(t) = 0 if at time t the machine is in the down state (also referred to as state 0), and u(t) 2 [0; ] if at time t the machine is in the up state (also referred to as state 1). We assume a Markov failure/repair process: the repair rate q up is constant while the failure rate q d (u) depends on the production rate u as follows:
where 0 < q 1 < q 2 < . . . < q N and 0 < U 1 < U 2 < . . . < UN =: . The piecewise constant function in (2) may result from the discrete approximation of a continuous function, for example of the type considered in [3] Q d (u) = au + b (3) with a, b and non-negative constants. The state of the machine at time t will be denoted by s(t), hence s(t) 2 f0; 1g for all t. The scheduling problem considered in this technical note is the 0018-9286/$26.00 © 2010 IEEE determination of the optimal control u 3 (t) minimizing the long-term average expected cost
where g(x) = c p x + + c m x 0 , with x 0 = maxf0; 0xg, x + = maxf0; xg, c p and c m non-negative constants. We are interested only in admissible control laws, i.e., in non anticipative policies such that for all t 0, 0 u(t) 1 s(t) (see, e.g., [7] for more details on this 
III. THE STRUCTURE OF THE OPTIMAL POLICY
The optimal policy for the considered problem has the following structure:
with 1 ` L N and S := fi k g k=`;...;L , 1 i`< i`+ 1 < . . . < iL N , the sequence of integers derived with the procedure reported in Algorithm 1 below (the reason behind the fact that the first element of S is denoted by`and not by 1 will be explained below).
Notice that Z := X`in (6) is the hedging level, i.e., the safety stock to be maintained by the system, while all the X i 's, for i >`, are only thresholds where the production rate changes. The procedure to derive the sequence S appearing in (6), reported below in Algorithm 1, requires the definition of the following positive quantities:
for 1 i < j N . Also, we need to define, for any j; l 2 f1; . . . ; Ng 1U j;l := (q up + q l )U j 0 (q up + q j )U l : When using a policy in the class reported in (6), the cost index in (4) is a function of the levels X k 's, i.e., J = J(X`; . . . ; X L ) and we will denote by X 3 k , the optimal value of X k , and by J 3 the corresponding optimal cost, i.e. The optimal value of the X k 's can be numerically derived as illustrated in [6] , where the analytical expression of J(X`; . . . ; X L ), for any X` . . . XL, is given. It must be remarked that the optimal hedging level Z 3 = X 3 can not be negative, as shown in [6] .
A. General Observations and Some Particular Cases
The optimal policy in (6) operates the machine by selecting for each buffer level the production rate providing the best trade off between expected long run buffer increment and expected uptime, giving more importance to the former when the inventory level is far from Z 3 and to the latter when approaching the safety stock. In fact, the sequence of the expected uptimes 1=qi , k =`; . . . ; L, associated with the production rates in S, is decreasing with k (since U i < U i for all k) and the sequence of the expected long run buffer increments E i := q up U i =(q up + q i ) associated with the U i is increasing with k (indeed, for all i k 2 S, 1U i ;i < 0 and, as it is straightforward to verify, 1U j;l > 0 if and only if Ej > E l ). This aligns with the conjecture reported in [3] where it is remarked how the optimal policy decreases the production rate approaching the hedging level to gain in reliability. Actually, based on the results of this technical note, we can say that, when approaching the hedging level, the optimal policy, to gain in reliability, decreases not simply the production rate but the effective production rate.
Another interesting observation concerns a major difference (described also in [4] based on numerical results) arising in the optimal policy between the case the failure rate q d (u) is a convex function of the production rate and the case it is affine or concave. If q d (u) is convex (i.e. i;i+1 < i+1;i+2 for all i = 1; . . . ; N 0 2-this happens if discretizing a convex function like the one in (3) when > 1), the procedure above gives L 0 = N , S 0 = f1; 2; . . . ; Ng and in general L L 0 , depending on the steepness of the function q d (u) . This aligns with the numerical results of [4] where it was observed how, in the convex case, the production rate is smoothly decreased when approaching the safety stock. If Q d (u) is affine, any discretization would provide i;i+1 = i+1;i+2 for all i = 1; . . . ; N 02. The results of this technical note align then with the analytical findings of [3] according to which, in the affine case, the optimal policy is the hedging point policy. In fact, in this case, we obtain L 0 = 2, S 0 = f1; Ng and, if U 1 < d,`= L = 2 and S = fN g, which corresponds to the hedging point policy since the production rate is sharply reduced from the maximum production rate U N to 0. Finally, if the q d (u) is concave (i.e. i;i+1 > i+1;i+2 for all i = 1; . . . ; N 0 2-this happens if discretizing a Q d (u) in (3) However now the obtained policy does not satisfy the optimality conditions reported below in Theorem 2 (see Remark 1) . This also aligns with the numerical findings of [4] , where it was conjectured that the optimal policy in the concave case is only asymptotic, and consists of a hedging point policy where the safety stock is maintained through an infinite switching of the production rate between 0 and .
IV. PROOF OF OPTIMALITY
As in [5] , we use the following result to assess the optimality of (6) (with optimal levels X i 's). Its proof, under certain regularity and stability conditions imposed on the control (actually met, under Assumption 1, by any policy in the class (6)) is essentially like the one given in [1] .
Theorem 1: (Verification Theorem) If there exist a constant J 3 and two continuously differentiable functions V (x; 0) and V (x; 1), jV (x; i)j c 1 x 2 + c 2 for some constants c 1 and c 2 (i =0, 1), such that a control u(x) satisfies the following HJB equations:
then u(x) is optimal and J 3 is the optimal cost.
The following result states that, under Assumption 1, if some additional condition is met, the policy given in (6) (with suitable levels Xi's) is optimal.
Theorem 2: If Assumption 1 is satisfied together with one of the following two conditions:
the optimal policy has the structure reported in (6). this would confirm the discussion in [4] where it was conjectured that an optimal feedback control does not exist in the concave case. Considering Condition (ii), and not simply that there exists i j 2 S 0 such that U i = d, allows to prove the continuity of V x (x; 1) needed in the Verification Theorem: this is identical to the reason reported in [8] for not including d in the capacity set of the machine (Assumption A5 in [8] ). The last equality in Condition (ii) ensures in fact that d can be optimal only on a point and not over a finite interval (even if this interval would be a transient set). However, in [6] , it has been shown through some numerical examples that Conditions (i) and (ii) of the theorem are not necessary for the optimality of (6) and it seems enough in Case
(ii) the fact that d belongs to S 0 .
To prove the theorem we need the following two lemmas. Proof: From the definition of ij , it is possible to write q i = q i + i ;i U i 0 U i :
Substituting in the definition of 1U i ;i we obtain 
Applying the definition used in (15) at k + 1, we obtain q i = q i + i ;i U i 0 U i
which, substituted in (16), gives 
which is non negative, being i ;i i ;i . In fact, by definition, i ;i i ;j for all j > i k , in particular i ;i i ;i :
Similarly, i ;i j;i for all j < i k+2 , hence i ;i i ;i :
From (22) and (23), it follows i ;i i ;i .
Proof of Theorem 2:
Let v(x; 0) and v(x; 1) denote the differential costs associated with the optimal policy starting from x(0) = x with a down and with an up machine respectively (see, e.g., [10] for a definition of these functions). Following the procedure in Appendix H of [9] , it is possible to show that V (x; 0) := v(x; 0)+c and V (x; 1) := v(x; 1) + c (where c is any constant) satisfy (10), (11) at least in the viscosity sense. Take for simplicity c = 0: V (x; i) will then represent from now on the differential costs associated with the optimal policy. Now, V (x; 0) is continuously differentiable for all x while V (x; 1) may be not differentiable only on the switching levels, i.e. where the control is discontinuous (see e.g. [10] , Section IV or [2] , ch. 9.3). However, under Condition (i) or (ii) of the theorem, it is possible to prove (see [6] ) that V (x; 1) is differentiable also on the switching levels. This will imply that V (x; 0) and V (x; 1) are a classical (C 1 ) solution to (10) and (11). Let:
The proof of the theorem is based on the following properties: a)
H(x) > 0 for all x; b) V (x; 0) and V (x; 1) are C 1 functions; c)
V (x; 0) and V (x; 1) are quadratically bounded in modulus (i.e., as requested in the Verification Theorem, jV (x; i)j c 1 x 2 + c 2 , i = 0, 1); and d) they are also bounded from below by a quadratic function and hence go to infinity as jxj ! 1 (i.e. V (x; i) c3x 2 + c4, i = 0, 1, c 3 > 0). A detailed proof of these properties is available in [6] . For convenience, we report here a sketch of this proof.
a) The positivity of H(x) > 0 for all x is obtained directly from the HJB equations (10) and (11) (considered in the classical sense between the switching levels) which allow to prove that for all x where V (x; 1) is differentiable Hx(x) := dH=dx 0((qup + q d (0))=d)H(x). In addition, from (11), using the quadratic lower bound on V (x; 0) (property (d)), it is possible to show that there exists a sequence x k , with x k ! 01 as k ! 1, where H(x k ) > 0. These two results imply that H(x) > 0 for all x. b) To show the continuous differentiability of V (x; 1) also on the switching levels, we use a procedure similar to the one adopted for the same purpose in [9] , ch. 3.3, which applies under Condition (i) or (ii) of the theorem. (24), the region fx > Z g g is transient (the optimal control is 0 over a non-zero interval (Z g ; Z g + ) and eventually the buffer will drop below Z g ).
To complete the proof that the policy in (6) is candidate to solve the HJB equations, we need to further develop the second item above, that is, which U i is optimal when x < Z g (where V x (x; 1) < 0). From (24) it can be seen that a rate U k is optimal at x < Zg if and only if
e. if and only if
Vx(x; 1) 0H(x) ik (25) for all i < k (where ik has been defined in (7)) and
Vx(x; 1) 0H(x) ki (26) Fig. 1 . Graphical representation of (28) .
for all i > k. Exploiting the fact that H(x) > 0 for all x, and introducing the function
the relations above will result in the following conditions:
• U 1 is optimal at x if and only if
• U k , k = 2; . . . ; N 0 1 is optimal at x if and only if
• U N is optimal at x if and only if 
1) Continuity and Negativity of T (x)
, With T (Zg) = 0: Since H(x) > 0 for all x, V x (x; 1) < 0 for all x < Z g and V x (Z g ; 1) = 0, it immediately follows that T (x) < 0 for all x < Z g and T (Z g ) = 0. In addition, the continuous differentiability of V (x; 0) and V (x; 1) implies that V x (x; 1) and H(x) are continuous functions for all x. Hence T (x) is continuous for all x.
2) Unique Intersection of T (x) With the mj's: Now we show that T (x) can intersect a given m j , j = 2; . . . ; L 0 , at most once. This is done by contradiction. Assume that there are two (or more) intersections of T (x) with a given mj and, to simplify notation, let ij = k and i j01 = l, with m j = 0 lk and U k > U l (see Fig. 2 ). Notice that this is the most general case being T (Z g ) = 0 and T (x) < 0 for all x < Zg, hence T (x) is certainly increasing in a neighbor on the left of Z g . So the first time (starting from Z g and going left) we would observe the intersection of T (x) with a level m j already met, it must be of the type reported in Fig. 2 , where T (X k1 ) = T (X k2 ) = mj. Now, due to the continuity of Vx(x; 1), from the HJB equation (10) at X k1 and at X k2 (i.e. from (dV (x; 1)=dx)j x=X = (dV (x; 1)=dx)j x=X , i = 1, 2) we obtain
and
where B lk = q k (U l 0 d) 0 q l (U k 0 d). Notice that B kl = 0B lk , and that it can have any sign even if U k > U l . Also, B kl 6 = 0 since H(x) is a continuous function, and at least one between J 3 0 g(X k ) and J 3 0 g(X k ) must be different from 0. This depends on the fact that X k1 < X k2 < Zg and, as shown afterwards, J 3 > g(Zg). So, to be J 3 0 g(X k ) = J 3 0 g(X k ) = 0 it must be X k1 < X k2 < 0. But then it is not possible that 0cmX k1 = 0cm X k2 = J 3 . Now, the fact that B kl = 0B lk 6 = 0, together with (30) , (31) Then we have R s = (x s ; Z g ), where x s < 0 is such that g(x s ) = 0cm xs J 3 . In fact, as mentioned above, from (10) , with x = Zg, it follows that (thanks to the positivity of H(Zg)), J 3 > cpZg, i.e., J 3 > g(x) for all x 2 (0; Z g ). For this reason R s ends at Z g . Now, assume first that B kl < 0 (later we will see the other case). This implies that X k2 < xs (and X k1 < xs as well). A direct computation allows to show that
where N 0 = U l (J 
where J k1 := J 3 0 g(X k1 ) is a negative quantity, being X k1 < xs. Similarly, the left derivative of T (x) as x ! X k2 can be expressed as
where J k2 := J 3 0g(X k2 ), and 0 > J k2 > J k1 , being X k1 < X k2 < x s . It must be T 0 k1 < 0 and T 0 k2 > 0 (see Fig. 2 ). Now, if 1U kl 0, it is clear that both T 0 k1 and T 0 k2 are positive, and this would exclude the possibility of a double intersection. Assume then that 1U kl > 0 (notice that 1U kl can take any sign even if B kl < 0). In this case, as explained below (see Section IV-3 and Lemma 2), the last element of the optimal sequence is some Ui, with i k > l, so the function T (x) should intersect again m j at some X k0 < X k1 with a positive left derivative T 0 k0 given by
Now, J k1 > J k0 , hence we have that if T 0 k1 is negative, negative must also be T 0 k0 . Hence, the possibility of a multiple intersection is excluded also in this case.
Assume now that B kl > 0. From (30) and (31), it follows that I k := (X k1 ; X k2 ) R s . In this case, either X k1 < 0 or X k1 0.
If X k1 0 (hence also X k2 > 0), the expression of the left derivative of T (x) as x ! X k2 can be expressed similarly to (34) and is given by
To have, as required, a positive T 0 k2 , it must be 1U kl > 0 (being in this case J k2 > 0 and B kl > 0). Since J k2 < J k1 in this case, it follows that J k2 1U kl < J k1 1U kl , that is, being
also T 0 k1 should be positive, in contrast with the behavior assumed (see Fig. 2 ).
If, on the other hand, X k1 < 0, from (33), to have, as required, a negative T 0 k1 , it should be 1U kl < 0. But then also T 0 k2 will be negative, both if X k2 0 (just consider (35)), both if X k2 < 0 (being in this case J k1 < J k2 , hence J k2 1U kl < J k1 1U kl and comparing (34) with (33)). Hence, also if B kl > 0, the possibility of a multiple intersection is excluded.
3) Determination of the Last Element of S :
To prove that the last element of S is the first L `in S 0 such that 1U i ;i 0, we compute T 1 := lim x!01 T (x) and show that it is a finite quantity with T1 2 [ML; mL].
As for the computation of T 1 , we proceed as follows. Let U k be the value of u(x) on a certain interval I k := (X k ; X k2 ) (notice that this corresponds to have 0 kM < T(x) < 0 mk for all x 2 I k , for some m < k < M, see Fig. 1 ). The solutions V (x; 0) and V (x; 1) to the HJB equations in I k can then be obtained and an explicit expression is available in [6] . From this explicit expression it is possible to obtain V x (x; 1) = A g x + B g e 0 (x0X ) + C g However, if in a given region it is optimal to apply a control U i < d, this region is transient and we have decided (for simplicity of notation in (6) ) to replace all these U i with u = 0. This does not influence the steady state average performance index considered in this technical note but only the transient behavior.
V. CONCLUSION
The problem of minimizing a long term average expected backlog/inventory cost for a manufacturing system comprising a machine characterized by a Markovian, production dependent failure rate process has been considered in this technical note. The dependence of the failure rate on the production rate has been described through a piecewise function which can be thought of as the discrete approximation of a continuous failure rate function. The discretization step can be selected to obtain the desired degree of approximation. The structure of the optimal policy has been given in the technical note: even if under the discrete approximation considered, this policy confirms several analytical findings and conjectures reported in the literature.
