This paper is concerned with the Lipschitzian behavior of the optimal set of convex semi-infinite optimization problems under continuous perturbations of the right hand side of the constraints and linear perturbations of the objective function. In this framework we provide a sufficient condition for the metric regularity of the inverse of the optimal set mapping. This condition consists of the Slater constraint qualification, together with a certain additional requirement in the Karush-Kuhn-Tucker conditions. For linear problems this sufficient condition turns out to be also necessary for the metric regularity, and it is equivalent to some well-known stability concepts. Abstract. This paper is concerned with the Lipschitzian behavior of the optimal set of convex semi-infinite optimization problems under continuous perturbations of the right hand side of the constraints and linear perturbations of the objective function. In this framework we provide a sufficient condition for the metric regularity of the inverse of the optimal set mapping. This condition consists of the Slater constraint qualification, together with a certain additional requirement in the Karush-Kuhn-Tucker conditions. For linear problems this sufficient condition turns out to be also necessary for the metric regularity, and it is equivalent to some well-known stability concepts.
1. Introduction. We consider the canonically perturbed convex semi-infinite programming problem, in R n ,
where x ∈ R n is the vector of decision variables, regarded as a column-vector, c ∈ R n , c denotes the transpose of c, the index set T is a compact metric space, f : R n → R and g t : R n → R, t ∈ T, are given convex functions in such a way that (t, x) → g t (x) is continuous on T × R n , and b ∈ C (T, R), i.e., T t → b t ∈ R is continuous on T. In this setting, the pair (c, b) ∈ R n × C (T, R) is regarded as the parameter to be perturbed. We denote by σ (b) the constraint system associated with P (c, b), i.e., 
where R n is equipped with any given norm · and b ∞ := max t∈T |b t | . The corresponding dual norm in R n is given by u * := max {u x | x ≤ 1} . Associated with the parametric family of problems P (c, b) , we consider the setvalued mappings G : R n ⇒ C (T, R) and G * : R n ⇒ R n × C (T, R) given by
The corresponding inverse mappings will be denoted by F and F * , respectively. Observe that F (b) and F * (c, b) are respectively the feasible set and the optimal set (set of optimal solutions) of P (c, b) , i.e., Finally, by Π c and Π s we denote the sets of parameters corresponding to consistent or solvable problems, respectively; i.e., 
where, as usual, d(x, ∅) = +∞. In Section 3 we provide a sufficient condition, (10) , for this property. Essentially, it is a Karush-Kuhn-Tucker (KKT) type condition with some additional requirements.
In the particular case of linear problems of the form
where a ∈ C (T, R n ) is a given function, this algebraic condition is given by (9) , and it turns out to be equivalent to a condition introduced by Nürnberger in [22, Condition (2) in Thm. 1.4] , in relation to the stability of the strong uniqueness of minimizers (see also [11] and [13] , dealing with linear optimization problems without continuity assumptions). Moreover in the linear setting, the referred condition is not only sufficient but also necessary for the metric regularity of G * at x for c,b . The metric regularity is a basic quantitative property of mappings in variational analysis which is widely used in both theoretical and computational studies. In order to illustrate how this concept works in our context, let x be an optimal solution of P c, b and let (c a , b a ) and x a be close enough approximations to c, b and x, respectively. Then the problem P (c a , b a ) has an optimal solution whose distance to x a is bounded by κ times d ((c a , b a ) , G * (x a )) . The latter distance is usually easy to compute or estimate, while finding an exact solution of P (c a , b a ) might be considerably difficult. For instance, a possible choice of parameters which make x a optimal are c = c and b such that x a is feasible for σ (b) and some suitably chosen constraints are active at x a (according to the KKT condition). See §3 for details. The metric regularity of a set-valued mapping turns out to be equivalent to the pseudo-Lipschitz property, also called Aubin property, of the inverse mapping (see for instance [19, 25] Note that, because of the convexity of F * (c, b), we already have
In other words, the strong Lipschitz stability of F * at c,b , x is equivalent to the local single-valuedness and Lipschitz continuity of F * near c,b , x ( [17] , [19] , [26] ). The fact that the pseudo-Lipschitz property of the global optimal solution set mapping S of a parametric optimization problem implies strong Lipschitz stability of S holds for a rather general class of optimization problems (see again Lemma 5) . In the particular case of linear problems, we can add as a third equivalent property the local single-valuedness and continuity of F * (a Kojima's type stability condition under specific perturbations [21] , [26] ).
Section 5.3 in [20] clarifies the relationship between the strong Lipschitz stability and the strong Kojima stability. Specifically, as a straightforward consequence of Corollary 5.5 there, one obtains the equivalence between these two properties when applied to finite linear optimization problems. In this way, Theorem 16 below, confined to the linear case, extends the fulfillment of these equivalences to the case of infinitely many constraints.
Paper [20] is concerned with the strong Lipschitz stability of the stationary solution map (in KKT sense) in our context of problems (1), with T finite, where the functions included in the model are assumed to belong to the class C 1,1 , and under the general assumption of the MFCQ. The more general case in which the functions f and g also depend on a parameter τ ∈ T ⊂ R r is dealt in [19, Section 8] . Note that if the constraint functions g t of the convex semi-infinite problem (1) are differentiable, then the (extended) MFCQ is nothing else but the Slater CQ (i.e., the existence of a strict solution of the associated constraint system). The fulfilment of both the Slater condition and the boundedness (and non-emptiness) of the set of optimal solutions yield high stability for optimization problems in different frameworks (see, for instance, [18, Thm. 1] and [5, Thm. 4.2] in relation to the Lipschitz continuity of the optimal value).
There are different contributions to the stability theory for the feasible and the optimal set mappings in linear semi-infinite optimization. Paper [10] analyzes the (Berge) lower semicontinuity of the feasible set mapping F in the more general context in which there is no continuity assumption and the parameters are (a, b) ∈ (R n × R) T , the latter being endowed with an appropriate extended distance. On the other hand, the lower and upper semicontinuity of F * in the general context of parameters
T are analyzed in [5] in the linear case, and in [8] in the convex case. More details about stability of linear semi-infinite problems and their constraint systems in this general context (no continuity assumption) are gathered in [9, Chapters 6 and 10] . The continuous case, in which T is a compact Hausdorff space, the functions a and b are continuous on T , and all the parameters may be (continuously) perturbed, was analyzed, e.g., in [3] and [7] . Note that also classical parametric optimization (see, e.g., [1, 2, 16] ) applies to this and more general settings by writing the constraints as one aggregated inequality, like max t∈T (g t (x) − b t ) ≤ 0 in the case of (1). In the current context of continuous perturbations of only the right hand side of the system, the metric regularity of the mapping G, in the linear case, has been approached in [4] .
Next, we summarize the structure of the paper. Section 2 gathers some preliminaries about convex analysis and multifunctions. Moreover we include here some results about the stability of F and its relation with continuity properties of F * . Specifically, Lemma 3 shows the equivalence among some relevant stability criteria concerning the feasible set. Proposition 4 provides a sufficient condition for the lower semicontinuity of F * , which constitutes a key step in the analysis of the metric regularity of G * . In Section 3 we introduce, after some motivation, condition (10) . Some consequences of this condition are gathered in Proposition 9. Theorem 10 shows that condition (10) is sufficient for the metric regularity of G * in the convex case. Section 4 deals with the linear case. Theorem 16 establishes the equivalence between the specification of (10) for the linear case and several well-known stability concepts concerning the optimal set, including the metric regularity of G * . Finally, Section 5 shows at a glance the main results of the paper.
Preliminaries and first results.
In this section we provide further notation and some preliminary results. Given X ⊂ R k , k ∈ N, we denote by conv (X) and cone (X) the convex hull and the conical convex hull of X, respectively. We assume that cone (X) always contains the zero vector of
If X is a subset of any topological space, int (X) , cl (X) and bd (X) will represent the interior, the closure and the boundary of X, respectively. A typical element of cone ({x i , i ∈ I}) , where I is any index set, is represented as i∈I λ i x i , where λ = (λ i ) i∈I belongs to the cone R (I) + of all functions from I to R + := [0, +∞[ with finite support; i.e., taking positive values at only finitely many points of I. Generically, sequences will be indexed by r ∈ N, and lim r should be interpreted as lim r→∞ .
Let h : R n → R ∪ {+∞} a proper closed convex function. By ∂h (x) we denote the subdifferential of h at x, and by h0 + the recession function of h; i.e., the sublinear function whose epigraph is the recession cone of the epigraph of h.
Observe that our problem P (c, b) is equivalent to the unconstrained problem
We shall use the recession function of h which, thanks to [24, Thm. 9.3] , turns out to be
Associated with the problem (1), for each x ∈ F (b) we consider
is empty for some x 0 ∈ F (b), in which case x 0 is referred to as a Slater point of σ (b) (see [9, Sec. 7.5] ). Note that the continuity of t → g t x 0 together with the compactness of T entails that x 0 is a Slater point of σ (b) if and only if there exists some slack ρ > 0 such that 
} , is closed (in the product topology). In the sequel, rge(H) will represent the image set of H.
The following property of our optimal set mapping F * is a straightforward consequence of [1, Thm. 4.3.3] and will be used later on:
is non-empty and bounded. Then F * is usc at (c, b). Note that our mapping F is closed on C (T, R) due to the continuity of each g t . The lower semicontinuity of F turns out to be equivalent to other stability properties referred above (see [12] for a discussion about conditions (i)-(iii) in the following lemma). 
Proof.
By classical parametric optimization (cf., e.g., [2, 16] (iii) ⇔ (iv). This equivalence is established via the Robinson-Ursescu Theorem (see, for instance, [6] ) for mappings between Banach spaces having a closed convex graph. We have already mentioned that gph(G) is closed, and it is also convex, due to the convexity of each g t . 
and this is precisely (v).
The following proposition accounts for some properties of F * in relation to F (see also Lemma 2). 
By letting λ → +∞, it follows that the objective function of P c − (6)) and y * = 1, we can write
Since (8) [16] .
The problem (1) fits into the more general class of parametric problems given by
where f is any real-valued function defined on R n , M is any multifunction which maps a metric space Y to R n , and (c, b) ∈ R n × Y varies in some neighborhood of (c,b) ∈ R n × Y. If we define
we obtain the following result without any assumption about continuity. 
A sufficient condition for the metric regularity of G
* . This section provides a KKT-type condition which is sufficient for the metric regularity G * at x for c,b ∈ G * (x) in the context of convex problems (1) . The relationship between this condition and the strong uniqueness of optimal solutions is explored, too. The specification of this KKT-type property for linear problems (4) turns out to be also necessary for the metric regularity. The next example partially motivates this algebraic condition in the linear case.
Example 6. Consider the problem, in R 2 (with the Euclidean norm), 1, 2, . .. Therefore, G * is not metrically regular at 0 2 for c,b .
The key fact in this example is thatc belongs to the convex cone generated by one vector, associated with the active constraints in x, in the two-dimensional Euclidean space. The following property, referred to a given x, c,b ∈ gph(G * ) in the linear case (4), avoids the previous situation (here |D| denotes the cardinality of D): σ b satisfies the Slater condition and there is no D ⊂ Tb (x) with |D| < n such thatc ∈ cone ({a t , t ∈ D}) .
The following natural extension of (9) for the convex problem (1) will play a crucial role in this section; in fact, it constitutes the announced sufficient condition for the metric regularity of G * at x, c,b :
σ b satisfies the Slater condition and there is no D ⊂ Tb (x)
with |D| < n such that (c + ∂f
Remark 7. Observe that condition (9) does not imply the linear independence of {a t , t ∈ Tb(x)} . Consider the example resulting from replacing in Example 6 the third constraint by any of the other two (which would appear twice in the system). (x, (c, b) ) ∈ W ∩ gph(G * ); (ii) There exist u ∈ ∂f (x) as well as some u t i ∈ −∂g t i (x), t i ∈ Tb (x) , and some λ i > 0 for i ∈ {1, ..., n} , such that {u t 1 , ..., u t n } is a basis of R n and 
In this expression we have made use of the convexity of the involved subdifferential sets.
For each i ∈ {1, ..., n − 1} the sequence {t r i } has a subsequence (still denoted by {t r i } , for simplicity) converging to certain t i ∈ Tb (x) , since T is compact and 
where we have applied [24, Thm. 24.5] to sequences g t r i r∈N , i = 1, ..., n − 1, and {x r } r∈N (here the continuity of t → g t (x), for all x ∈ R n , is essential to allow the use of the referred theorem). In this way we attain a contradiction with (7) in Lemma 3.
Once we have established the boundedness of {γ r } r∈N , we may assume w.l.o.g. that, for each i ∈ {1, ..., n − 1} , the sequence {λ (11) we obtain
contradicting (10).
(ii) It follows easily from the KKT conditions (see Lemma 1), property (10) and Carathéodory's Theorem.
(iii) Let u +c be represented as in (ii). If there exists y ∈ F * c,b \ {x} then we have, by using convexity of f and taking into account
thus, we obtain u ti (y − x) = 0 for i = 1, ..., n, contradicting the fact that {u t 1 ,..., u t n } is a basis of R n . (iv) It is a straightforward consequence of (iii) above and Proposition 4(iv) (recall also that (i)⇔(ii) in Lemma 3).
(v) Take a neighborhood U 0 × V 0 of x, c,b contained in certain W verifying (i). Due to (iv) we may consider a neighborhood of c,b , say and so (x, (c, b) ) ∈ W ∩ gph(G * ) and (i) together with (iii) entail F * (c, b) = {x} . Finally, the continuity of the single valued mapping F * | V comes from (i) and (iv). Next we present a sufficient condition for metric regularity of G * . By Lemma 5, the latter is equivalent to the strong Lipschitz stability of Moreover, condition (10) together with Carathéodory's Theorem ensure all λ i and λ imoreover at least n constraints have to be active at x. It is well-known for finite nonlinear optimization problems with twice differentiable data that already certain second-order growth conditions -which also typically hold in the situation of less than n active constraints -are sufficient and necessary for metric regularity of G * , see e.g. [19, Chapt. 8] and [20] . It is still open how to generalize this to the nonlinear semi-infinite case. However, in the next section we will see that for linear semi-infinite programs, condition (10) is indeed needed for metric regularity of G * at x for (c,b).
The rest of this section is concerned with the relationship between condition (10) and the strong uniqueness of a minimizer in the context of convex optimization. For continuously differentiable data f and g t and under the Slater condition, property (ii) of Proposition 9 (recall that it is a consequence of condition (10)) is known as a sufficient condition for x to be a (locally) strongly unique minimizer of P (c,b), see Theorem 3.1.16 in [14] . In the linear case, condition (10) turns out to be equivalent even to persistence of strong unicity under small parameter changes (see §4 for details).
In the following paragraphs we show how condition (10) is still sufficient for the latter property, but no longer necessary.
Here, we say that x ∈ F (b) is a strongly unique minimizer of P (c, b) if there exists a positive scalar α such that
Obviously, in that case 
holds. The latter is equivalent to Proof. From Proposition 9(ii) there exist u ∈ ∂f (x) as well as some u t i ∈ −∂g ti (x), t i ∈ Tb (x) , and some λ i > 0 for i ∈ {1, ..., n} , such that {u t1 , ..., u tn } is a basis of R n and
which entails x ∈ F * c, b . Thus, applying the previous lemma, x is the strongly unique optimal solution of P c, b .
Remark 15. Actually, under condition (10), we have that c, b ∈ int({(c, b) : P (c, b) has a strongly unique optimal solution}), as consequence of Proposition 9(i) and (v) (the latter ensures that all problems in a certain neighborhood have optimal solutions and (i) entails that these solutions are strongly unique). However, the converse statement does not hold. Just consider the parametrized convex problem, in which condition (10) fails trivially (|T | = 1, while the problem is posed in R 2 ): , 1) , 0) . In fact, one can easily check that . (We used the Euclidean norm.)
Finally, note that metric regularity property is not sufficient neither for condition (10) nor for strong uniqueness. Just consider the example of Remark 11 and note that x is not a locally strongly unique minimizer of P (0 2 , 0 2 ), consider the feasible ray {(t, 0) | t ≥ 0}.
Characterization of the metric regularity of G
* for linear problems. The following theorem provides the announced characterizations of the metric regularity of G * for linear semi-infinite problems (4) . Note that condition (v) is nothing else but (9) . Moreover, condition (vi) comes from adapting to our notation the Nürnberger's condition introduced in [22] . Actually, [22, Thm. 1.4] provides the counterpart of the equivalence (vi)⇔(vii) in the context in which perturbations of the a t 's are also allowed. The equivalence also holds only requiring the boundedness of the a t 's, without continuity assumptions in the model (see [13, 
