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Abstract
When analyzing the causal e⁄ect of a treatment on an outcome it is important to un-
derstand the mechanisms or channels through which the treatment works. In this paper
we study net and mechanism average treatment e⁄ects (NATE and MATE, respectively),
which provide an intuitive decomposition of the total average treatment e⁄ect (ATE) that
enables learning about how the treatment a⁄ects the outcome. We derive informative non-
parametric bounds for these two e⁄ects allowing for heterogeneous e⁄ects and without re-
quiring the use of an instrumental variable or having an outcome with bounded support.
We employ assumptions requiring weak monotonicity of mean potential outcomes within
or across subpopulations de￿ned by the potential values of the mechanism variable under
each treatment arm. We illustrate the identifying power of our bounds by analyzing what
part of the ATE of a training program on weekly earnings and employment is due to the
obtainment of a GED, high school, or vocational degree.
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An important topic in econometrics is the estimation of the average e⁄ect of a treatment or
intervention on an outcome. When analyzing this e⁄ect, it is also important to understand the
mechanisms or channels through which the treatment a⁄ects the outcome.1 In this paper we
study net and mechanism average treatment e⁄ects (NATE and MATE, respectively), which
provide an intuitive decomposition of the average treatment e⁄ect (ATE) that enables learning
about how the treatment causally a⁄ects the outcome. We derive informative nonparametric
bounds for these two e⁄ects in a heterogeneous e⁄ects setting without requiring the use of an
instrumental variable or having an outcome with bounded support. Our approach is based on
three sets of assumptions. The ￿rst assumes that the treatment is randomly assigned and im-
poses an individual-level monotonicity assumption of the e⁄ect of the treatment on the variable
representing the mechanism. The other two sets of assumptions place inequality restrictions
on the mean potential outcomes of speci￿c subpopulations de￿ned by the potential values of
the mechanism variable. One set imposes those restrictions within subpopulations, while the
second imposes them across subpopulations. Importantly, the speci￿c assumptions in these
two sets can be combined, changed, and some even dropped, depending on their plausibility,
identifying power, and the economic theory behind any given application.
Identi￿cation of net and mechanism e⁄ects is a di¢ cult task since it requires stronger con-
ditions than those necessary to identify total treatment e⁄ects (e.g., Robins and Greenland,
1992; Rubin, 2004; Petersen et al., 2006). Intuitively, the mechanism variable would be endoge-
nous in a regression of the outcome on the treatment and the mechanism variable. Even if the
treatment is randomly assigned, there is non-random selection into the di⁄erent values of the
mechanism variable, so individuals with di⁄erent values of the mechanism are not comparable,
and a comparison of their potential outcomes does not yield a causal e⁄ect. The assumptions
currently available in the literature to point identify net average treatment e⁄ects involve strong
unconfoundedness assumptions requiring the mechanism to be ￿exogenous￿conditional on co-
variates, plus other functional form, distributional, or constant treatment e⁄ects assumptions
(e.g., Robins and Greenland, 1992; Petersen et al., 2006; Flores and Flores-Lagunes, 2009; Imai
et al., 2010). In this paper, we follow the alternative strategy of deriving bounds for these
causal e⁄ects under weaker assumptions than those required for point identi￿cation.
We derive our results within the Principal Strati￿cation (PS) framework introduced by
Frangakis and Rubin (2002), which has its roots in the analysis of identi￿cation of causal
e⁄ects using instrumental variables in Imbens and Angrist (1994) and Angrist, Imbens and
Rubin (1996). PS provides a framework for studying causal treatment e⁄ects when controlling
1Examples of empirical papers concerned with learning about the importance of a given mechanism (or
controlling for it when estimating average treatment e⁄ects) include Angrist and Chen (2008), Black and Smith
(2004), Currie and Moretti (2003), Dearden et al. (2002), and Simonsen and Skipper (2006).
1for a variable that has been a⁄ected by the treatment￿ in our case the mechanism variable.
The basic idea behind PS is to compare treated and control individuals in the same ￿principal
strata￿ , meaning that they share the same potential values of the post-treatment variable. Since
the strata an individual belongs to is not a⁄ected by the treatment assignment, the comparison
of potential outcomes within strata yields a causal e⁄ect.
Following previous literature on partial identi￿cation of net e⁄ects (Kaufman et al., 2005;
Cai et al., 2008; Sj￿lander, 2009), we assume that the treatment is randomly assigned and that
both the treatment and the mechanism variable of interest are binary. Concentrating on this
canonical case allows us to focus on the main ideas behind our partial identi￿cation results and
to set the basis for extensions to other settings. Moreover, this is an important case in practice.
Most of the program evaluation literature focus on the binary-treatment case (e.g., Imbens and
Wooldridge, 2009), and binary mechanism variables are relevant in practice, as is the case in
our empirical application. Additionally, randomized experiments have gained importance in
many ￿elds in economics as a way of estimating average causal e⁄ects, such as in labor (e.g.,
Heckman et al., 1999) and development economics (e.g., Du￿ o et al., 2008). In this context,
the methods we develop can be employed to analyze the role of potential causal mechanisms of
the treatment under study, as illustrated in the empirical application of section 4.
We start our analysis in the following section by de￿ning our parameters of interest. The
NATE equals the average potential outcome from a counterfactual treatment in which the e⁄ect
of the original treatment on the mechanism variable of interest is blocked, minus the average
potential outcome under the control treatment. The MATE equals the di⁄erence between
the ATE and the NATE. We show that, regardless of the treatment assignment, the typical
data contains information on the ￿rst potential outcome used in the de￿nition of NATE only
for a particular subpopulation: those individuals for which the treatment does not a⁄ect the
mechanism variable. We derive nonparametric bounds for the NATE of this subpopulation
by assuming that the treatment is randomly assigned and by imposing an individual-level
monotonicity assumption on the e⁄ect of the treatment on the mechanism variable, which is a
condition also imposed by existing methods for estimation of net e⁄ects. These two assumptions
have been previously used to derive bounds for net e⁄ects (Kaufman et al., 2005; Cai et al.,
2008; Sj￿lander, 2009), and are also common in other settings (Imbens and Angrist, 1994; Zhang
and Rubin, 2003; Zhang et al., 2008; Lee, 2009).
Our key insight in the derivation of bounds for the population NATE and MATE is to write
them as a function of mean potential outcomes in each of the strata de￿ned by the potential
values of the mechanism variable under each treatment arm. Then, we relate the (partially
or point) identi￿ed mean potential outcomes of the di⁄erent strata in the population to those
that are unidenti￿ed. To this end, we present two additional sets of assumptions involving
weak inequalities of mean potential outcomes for speci￿c strata. The ￿rst set of assumptions
2imposes weak mean inequality restrictions for the di⁄erent potential outcomes within a given
strata. An example of these assumptions is that the MATE for the subpopulation whose
mechanism variable is a⁄ected by the treatment is non-negative. Assumptions involving weak
monotonicity of individual-level potential outcomes have been used previously to bound (total)
treatment e⁄ects (Manski, 1997). The assumptions we propose here are weaker than similar
assumptions previously used in the literature to bound net e⁄ects (Sj￿lander, 2009) by requiring
weak monotonicity to hold at the strata rather than at the individual level. Our bounds based
on this set of assumptions are sharper than those currently available in the statistics literature,
and they do not restrict the outcome to have a bounded support.
The second set of assumptions we consider imposes weak mean inequality restrictions for
a given potential outcome across strata. These assumptions have not been considered before
to derive bounds for NATE and MATE (to our knowledge), and we show they can have
substantial identifying power. An example of these assumptions is that the mean potential
outcomes for the subpopulation whose mechanism is a⁄ected by the treatment is always less
than or equal to the corresponding average potential outcomes for the subpopulation who always
has a high value of the mechanism variable regardless of the treatment assigned. Assumptions
involving weak monotonicity of mean potential outcomes across speci￿c subpopulations have
been considered in other settings (Manski and Pepper, 2000; Zhang and Rubin, 2003; Zhang
et al., 2008). We derive nonparametric bounds for the population NATE and MATE under
each of these two additional sets of assumptions separately, and also combining them.
Most of the recent work on net or direct e⁄ects, which we brie￿ y review in the next section,
has been outside the ￿eld of economics. Our work, however, is related to two recent papers in
the economics literature. Lee (2009) and Zhang et al. (2008) derive bounds for the e⁄ect of a
randomly-assigned training program on wages considering the fact that wages are only observed
for those individuals who are employed. It relates to the present paper since employment status
may be regarded as a mechanism through which training a⁄ects wages. Both papers derive
nonparametric bounds for the average treatment e⁄ect (ATE) of training on wages for the
subpopulation of individuals who would be employed whether they received training or not.
To derive bounds for the NATE of the subpopulation for which the mechanism variable is not
a⁄ected by the treatment, we use the same strategy as Zhang et al. (2008), which is similar
in spirit to that in Lee (2009). Our paper di⁄ers from Lee (2009) and Zhang et al. (2008) in
important ways. First, the set up is di⁄erent, since in those papers the observability of the
outcome (wages) depends on an intermediate variable (employment status), while in ours the
outcome is always observed. Second, the question and hence the parameters of interest are
di⁄erent. Those papers focus on the ATE of a training program on wages while controlling for
selection into employment, whereas our focus is on NATE and MATE in order to decompose
3the ATE and study how the treatment a⁄ects the outcome.2 Another key di⁄erence is that
we derive nonparametric bounds for the population NATE and MATE, and not only for the
local average net e⁄ect of the subpopulation they focus on.
Two other contributions of the paper are as follows. Recently, the PS approach as applied
to the study of net (or direct) e⁄ects (Mealli and Rubin, 2003; Rubin, 2004, 2005) has been
criticized in the statistics literature because of its focus on estimating the net e⁄ect only for
those individuals whose mechanism variable is not a⁄ected by the treatment (Robins et al.,
2007; Jo⁄e et al., 2007; VanderWeele, 2008). In this context, a contribution of this paper is to
show how the PS approach can be employed to derive bounds for the population NATE and
MATE.
The second contribution relates to the current debate between ￿reduce form￿and ￿struc-
tural￿models. In the last two decades there has been a ￿credibility revolution￿in empirical
economics based on the so-called causal literature, which emphasizes the identi￿cation of causal
e⁄ects and pays careful attention to the internal validity of the estimators and the study design
(Imbens, 2010; Angrist and Pischke, 2010). This literature is sometimes criticized in favor of
structural models on the grounds of being reduced form and thus not allowing a deeper un-
derstanding of the causal process (mechanism) behind the estimated causal e⁄ects (Deaton,
2010a,b; Heckman, 2010; Heckman and Urzua, 2010; Keane, 2010).3 Here, we go beyond the
reduced-form e⁄ect and provide a way to analyze the channels through which the treatment
a⁄ects the outcome within the causal literature framework. We view our work as a step towards
bridging those two views.
The rest of the paper is organized as follows. Section 2 presents the parameters of interest
and brie￿ y reviews the related statistics literature. Section 3 presents the main identi￿cation
results of the paper. In Section 4 we illustrate the identifying power of the bounds derived in
the paper by analyzing what part of the average treatment e⁄ect of the Job Corps training
program on weekly earnings and employment is due to the obtainment of a high school, GED,
or vocational degree. Our results suggest that obtaining such a degree accounts for at most
￿fty (sixty) percent of the total average e⁄ect of the program on employment (weekly earnings).
Section 5 concludes. The proofs of our main results are presented in the appendix.
2 De￿nition of Parameters and Literature Review
Assume we have a random sample of size n from a large population. For each unit i in
the sample, let Ti 2 f0;1g indicate whether the unit received the treatment of interest (Ti = 1)
2Nevertheless, as discussed later, in the subpopulation for which the treatment does not a⁄ect the mechanism
the average treatment and the average net e⁄ects are equal.
3A common critique is an ￿excessive￿focus on the total e⁄ect of the treatment on an outcome, usually ignoring
thinking about ￿how and why things work￿(Deaton, 2010a).
4or the control treatment (Ti = 0). We analyze the part of the e⁄ect of T on an outcome Y
that works through a mechanism variable S. Since S is a⁄ected by the treatment, we denote
by Si(￿) for ￿ = 0;1 the potential values of the mechanism variable. Hence, Si(1) and Si(0)
represent the value of the mechanism variable individual i would receive if exposed to treatment
or not, respectively. At this stage, we do not restrict S to be binary.
De￿ne the ￿composite￿potential outcomes Yi(￿;￿), where the ￿rst argument refers to one
of the treatment arms (￿ 2 f0;1g) and the second argument represents one of the potential
values of the mechanism variable S (￿ 2 fSi(0);Si(1)g). Note that the potential outcomes
Yi (1;Si(1)) and Yi (0;Si(0)) correspond to the potential outcomes Yi (1) and Yi (0) typically
used in the literature to de￿ne treatment e⁄ects. The potential outcome Yi (1;Si(0)) represents
the outcome individual i would receive if she were exposed to the treatment but the e⁄ect of the
treatment on the mechanism were blocked by keeping the mechanism at Si (0). This potential
outcome plays a crucial role in the de￿nition of net and mechanism e⁄ects presented below.4
For each unit i, we observe the vector (Ti;Yi;Si), where Yi ￿ TiYi (1)+(1 ￿ Ti)Yi (0) and Si =
TiSi (1)+(1 ￿ Ti)Si (0). To simplify notation, in the rest of the paper we write the subscript i
only when necessary. As usual in the program evaluation literature, we focus on average causal
e⁄ects. The population average treatment e⁄ect is given by ATE = E[Y (1) ￿ Y (0)].5
Using the potential outcome Y (1;S (0)), the ATE can be decomposed as (e.g., Robins and
Greenland, 1992; Pearl, 2001):
ATE = E[Y (1) ￿ Y (1;S(0))] + E[Y (1;S(0)) ￿ Y (0)]:
De￿ne the (causal) net average treatment e⁄ect or NATE as:
NATE = E[Y (1;S(0)) ￿ Y (0)] (1)
and the (causal) mechanism average treatment e⁄ect or MATE as:
MATE = E[Y (1) ￿ Y (1;S(0))]: (2)
The parameters NATE and MATE are not new in the literature, although they have
received di⁄erent names. NATE and MATE are also called the (average) pure direct and
indirect e⁄ects (Robins and Greenland, 1992; Robins, 2003), or the (average) natural direct
and indirect e⁄ects (Pearl, 2001). MATE is also called the average causal mediation e⁄ect
(Imai et al., 2010).
4Another potential outcome is Yi(0;Si (1)), the outcome an individual would obtain when the treatment is
not given to her but she receives a value of the post-treatment variable equal to Si (1). A similar decomposition
as the one to be presented below is possible using this potential outcome. If interest lies in such decomposition,
the methods presented in this paper can also be applied there.
5We adopt the stable unit treatment value assumption (SUTVA) following Rubin (1980). This assumption
is common throughout the literature, and it implies that the treatment e⁄ects at the individual level are not
a⁄ected either by the method used to assign the treatment or by the treatment received by other units. In
practice, this assumption rules out general equilibrium e⁄ects of the treatment that may impact individuals.
5An intuitive way to think about NATE is to consider Y (1;S(0)) as the potential outcome
of an alternative counterfactual experiment in which the treatment is the same as the original
one but blocks the e⁄ect of T on S by holding S ￿xed at Si (0) for each individual i. The net
treatment e⁄ect for individual i is then the di⁄erence between the outcome of this alternative
treatment, Yi (1;Si(0)), and Yi (0) from the original control treatment. An important property
of NATE is that it includes the part of the ATE that is totally unrelated to the mechanism
variable S and also the part of the ATE that results from a change in the way S a⁄ects Y .
That is, even though the level of S is held ￿xed at S (0), the treatment may still a⁄ect the way
in which S a⁄ects the outcome, and this is counted as part of NATE.6 Also, note that NATE
equals zero when all the e⁄ect of T on Y works through S, and it equals the ATE when none
of the e⁄ect works through S (either because T does not a⁄ect S or S does not a⁄ect Y ).7
There are other de￿nitions of net or direct e⁄ects available in the literature. Mealli and
Rubin (2003) and Rubin (2004, 2005) de￿ne the concepts of direct and indirect e⁄ects using
principal strati￿cation (Frangakis and Rubin, 2002) as a comparison of Y (1) and Y (0) within
the strata for which the treatment does not a⁄ect the mechanism, so that S (0) = S (1) = s.
This parameter is typically referred to as the principal strata average direct e⁄ect or PSDE
(VanderWeele, 2008; Robins et al., 2007). The PSDE is a special case of NATE de￿ned for the
subpopulation with S (0) = S (1) = s, since in this strata Y (1) = Y (1;S (0)). It does not equal
NATE in (1) unless, for instance, the individual net treatment e⁄ects Yi (1;Si (0)) ￿ Yi (0) are
constant over the population. The parameter considered by Lee (2009) and Zhang et al. (2008)
is an example of a PSDE, since they focus on the ATE of training on wages for those individuals
who would be employed whether trained or not. Another parameter used in the literature is
the average controlled direct e⁄ect or ACDE (Robins and Greenland, 1992; Pearl, 2001). The
ACDE at a speci￿c value s of S can be written as ACDE = E [Y (1;S(1) = s) ￿ Y (0;S(0) = s)].
The ACDE gives the average di⁄erence between the counterfactual outcome under the two
treatment arms controlling for the value of the mechanism variable at s. For our purposes,
this parameter has some undesirable features, such as not decomposing the ATE into a net
and a mechanism e⁄ect8 and that, even if in fact the treatment does not a⁄ect the mechanism
variable S, the ATE can be di⁄erent from the ACDE if there is heterogeneity in the e⁄ect of
T on Y along the values of S.
6This is important from a policy perspective since a policy maker typically has some degree of control over S,
while very rarely over how S a⁄ects Y . De￿ning NATE in this way is consistent with Holland￿ s (1986) notion
of a ￿treatment￿being an intervention that can be potentially applied to each individual.
7For further discussion on the de￿nitions of NATE and MATE see, for instance, Pearl (2001) or Flores and
Flores-Lagunes (2009).
8For example, we could write the ATE as: ATE = E[Y (1;S(1))￿Y (1;S(1) = s)]+ACDE +E[Y (0;S(0) =
s) ￿ Y (0;S(0))]. The ￿rst term gives the average e⁄ect of giving the treatment to the individuals and moving
the value of the post-treatment variable from s to S (1). The second term represents the average e⁄ect of giving
the control treatment to the individuals and moving the value of the post-treatment variable from S (0) to s.
These two e⁄ects are hard to interpret as ￿mechanism e⁄ects￿ .
6Recently there has been substantial interest on estimation of net or direct e⁄ects, mostly
in ￿elds di⁄erent from economics. Much of this work has focused on point estimation of the
di⁄erent e⁄ects discussed above (e.g., Robins and Greenland, 1992; Pearl, 2001; Petersen et al.,
2006; Gallop et al., 2009; Flores and Flores-Lagunes, 2009; Imai et al., 2010). Except for a few
papers (e.g., Gallop et al., 2009), all of them require the mechanism variable to be exogenous
or random after conditioning on a set of covariates, and in many cases they also require a
￿no-interaction￿ assumption.9,10 These are strong assumptions that may not hold in typical
applications in economics.
Motivated by the di¢ culty in point estimating these e⁄ects, others have focused on deriving
bounds instead. Kaufman et al. (2005) and Cai et al. (2008) provide nonparametric bounds for
the ACDE. The latter paper extends the former by applying the symbolic Balke-Pearl (1997)
linear programming method to derive closed-form formulas for the bounds. Sj￿lander (2009)
derives bounds for NATE (or the average natural direct e⁄ect) using the same approach and
assumptions as in Cai et al. (2008). As in our case, Sj￿lander (2009) focuses on the case in which
the treatment is randomly assigned and both T and S are binary. However, he also restricts
the outcome to be binary. In addition, he imposes individual-level monotonicity assumptions
about the e⁄ects of (i) the treatment on the mechanism variable; (ii) the mechanism variable
on the outcome; and, (iii) the treatment on the outcome. The bounds for NATE derived
in the following section improve those in Sj￿lander (2009) in several ways. First, in section
3.2 below we derive sharper bounds than those in Sj￿lander (2009) under similar but weaker
assumptions. Second, our bounds do not require the outcome to have a bounded support.
Finally, we derive the bounds analytically, as opposed to doing so by computationally solving
a linear programming problem. This allows us to weaken his assumptions (section 3.2) and to
consider alternative ones (section 3.3).
3 Nonparametric Partial Identi￿cation of NATE and MATE
This section presents the main results of the paper. We focus most of our discussion
on NATE in (1) since by de￿nition MATE = ATE ￿ NATE. We employ the principal
strati￿cation framework in our analysis (Frangakis and Rubin, 2002). The basic principal
strati￿cation with respect to a post-treatment variable S is a partition of individuals into groups
such that, within each group, all individuals have the same vector fS (0) = s0;S (1) = s1g, where
s0 and s1 are generic values of S (0) and S (1), respectively. A principal e⁄ect with respect to
a principal strata is then de￿ned as a comparison of potential outcomes within that strata.
9For instance, Robins and Greenland (1992) assume that for all units the e⁄ect on the outcome to a change
on the treatment does not depend on the level at which the intermediate or mechanism variable is held. For a
discussion of similar assumptions used in this literature, see Petersen et al. (2006).
10Gallop et al. (2009) avoid both types of assumptions by imposing strong parametric assumptions within a
Bayesian framework, and by focusing on the PSDE.
7Since principal strata are not a⁄ected by treatment assignment, individuals in that group are
comparable and thus principal e⁄ects are causal e⁄ects.11
There are two main challenges for identi￿cation of NATE. First, the key potential outcome
needed for identi￿cation of NATE, Y (1;S (0)), is generally not observed. This is in contrast
to the case of estimation of the ATE, where only one of the relevant potential outcomes is
missing for every unit.12 Second, for each unit under study only one of the potential values of
the mechanism variable is observed: S represents S (1) for treated units and S (0) for controls
units. This implies that the principal strata fS (0) = s0;S (1) = s1g to which each individual
belongs to is not observable.13
Our ￿rst result is the observation that the data (Ti;Yi;Si) for i = 1;:::;n, which is of
the kind typically available to researchers, contains information on the key potential outcome
Y (1;S (0)) only for a particular subpopulation: those for which the treatment does not a⁄ect
the mechanism. For this subpopulation we have Si(1) = Si(0), which implies that Yi (1;Si (0)) =
Yi (1) and, hence, Yi = Yi (1;Si (0)) for those receiving treatment. We state this as a result in
order to highlight its importance.
Result 1 The observed data (Ti;Yi;Si) for i = 1;:::;n contains information on Y (1;S(0))
only for those units that receive the treatment and for which the treatment does not a⁄ect
the mechanism variable, so that Si(1) = Si(0) and Yi = Yi (1;Si (0)).
This result does not depend on the assignment mechanism of the treatment, or on whether
the mechanism variable S is binary or continuous. It implies that, under heterogeneous e⁄ects,
point estimation of average net e⁄ects for other subpopulations (including the entire population)
can only be based on extrapolations of Y (1;S (0)) to those units for which the treatment a⁄ects
the mechanism, since the data contains no information on their potential outcome Y (1;S (0)).
This result simply exempli￿es the di¢ culty of estimating NATE and MATE with the data
typically available: intuitively, we want to learn about a di⁄erent treatment￿ one that holds
the value of S ￿xed at S (0)￿ from the one at hand.
From this point on, we restrict S to be binary so that Si(￿) = f0;1g for ￿ = 0;1.
11Principal strati￿cation generalizes the work by Imbens and Angrist (1994) and Angrist, Imbens and Rubin
(1996) on the local average treatment e⁄ect interpretation of instrumental variables. For example, note that the
group of ￿compliers￿ in the last two papers is the set of individuals that always comply with their treatment
assignment regardless of whether their assignment is to treatment (T = 1) or control group (T = 0). Therefore,
for this group we have fS (0) = 0;S (1) = 1g, where S in this case is an indicator for the actual treatment
received.
12This implies, for instance, that even if all explanatory variables in the regression Y = a+bT +cS +d
0X +u
were uncorrelated to the error term u (with X being a set of covariates), b does not equal NATE. In this simple
example, the coe¢ cient b gives the e⁄ect of T on Y holding S ￿xed at an arbitrary value s (i.e., the ACDE),
and not at S (0) as required by NATE.
13Note that S can be regarded as an outcome, and thus the distribution of the principal strata equals the joint
distribution of the potential outcomes fS (1);S (0)g, which is not easily identi￿able (e.g., Heckman, Smith and
Clements, 1997).
8This set up gives rise to four principal strata that are analogous to the ￿compliance types￿
of Angrist, Imbens and Rubin (1996). The four strata are given by fSi (0) = 0;Si (1) = 0g,
fSi (0) = 0;Si (1) = 1g, fSi (0) = 1;Si (1) = 0g and fSi (0) = 1;Si (1) = 1g. We refer to each of
these strata as the not-a⁄ected at 0 (n0), the a⁄ected positively (ap), the a⁄ected negatively
(an) and the not-a⁄ected at 1 (n1), respectively.
In what follows it is important to de￿ne the ￿local￿NATE, or LNATE, as the net average
treatment e⁄ect for a given strata:
LNATEk = E[Y (1;S (0))jk] ￿ E[Y (0)jk], for k = n0;n1;ap;an (3)
Although our ultimate goal is the derivation of bounds for the population NATE, it is
important to consider the LNATEs since comparisons of potential outcomes within strata are
causal, and the population NATE is ultimately a function of the di⁄erent LNATEs. Similarly,
it is helpful to de￿ne the ￿local￿MATE, or LMATE, as the mechanism average treatment
e⁄ect for a given strata: LMATEk = E[Y (1)jk]￿E[Y (1;S (0))jk], for k = n0;n1;ap;an. Note
that LMATEn0 = LMATEn1 = 0.
In the next subsection we derive bounds for LNATEn0 and LNATEn1, which correspond
to the LNATEs of the strata for which the treatment does not a⁄ect the mechanism. These
parameters are important in their own right for several reasons. First, given Result 1, partial
identi￿cation of these parameters requires less assumptions than partial identi￿cation of the
population NATE. Second, the strata n0 and n1 can represent a large fraction of the over-
all population. For instance, in our empirical application, they are estimated to account for
79% of the population. Third, they can be helpful in cases where one is interested in learning
whether the average net e⁄ect is di⁄erent from zero (i.e., whether T has an e⁄ect on Y that is
not through S) at least for a subpopulation. This is important, for instance, in the context of
testing implications of the exclusion restriction assumption in just-identi￿ed instrumental vari-
able models in the presence of heterogeneous e⁄ects (Flores and Flores-Lagunes, 2010). Finally,
the bounds for LNATEn0 and LNATEn1 derived in the following subsection are essential for
deriving bounds on the population NATE in the subsequent subsections.
3.1 Basic Assumptions and Bounds on LNATEn0 and LNATEn1
The approach followed in this subsection is close to previous work by Zhang et al. (2008)
and Lee (2009). The two assumptions presented below have also been used in the net or
direct e⁄ect literature for deriving bounds on NATE (Sj￿lander, 2009) and other direct e⁄ects
(Kaufman et al., 2005; Cai et al., 2008), as well as in other settings (e.g., Imbens and Angrist,
1994; Zhang and Rubin, 2003).
First, we assume the treatment is randomly assigned, and thus the treatment received by
each individual is independent of her potential outcomes and potential values of the mechanism
9variable:
Assumption A1 (Randomly Assigned Treatment). Y (1);Y (0);Y (1;S (0));S (1);S (0)?T:
Note that random assignment allows point identi￿cation of E[Y (1)]; E[Y (0)]; E[S (1)] and
E[S (0)], but not E[Y (1;S (0))].
Partial identi￿cation of LNATEn0 and LNATEn1 is complicated by the fact that the
principal strata is not directly observed. Instead, we observe groups de￿ned by the values of Ti




Si 0 ap;n0 an;n0
1 n1;an n1;ap
A common assumption that allows identi￿cation of certain principal strata is an individual-
level monotonicity assumption:
Assumption A2 (Individual-Level Monotonicity of T on S). Si (1) ￿ Si (0) for all i.
Assumption A2 states that the e⁄ect of the treatment on the mechanism variable is non-
decreasing for all individuals. Imbens and Angrist (1994) and Angrist, Imbens and Rubin (1996)
employed an assumption of a monotone e⁄ect of the instrument on the treatment in the context
of identi￿cation of average treatment e⁄ects using instrumental variables; while Zhang et al.
(2008) and Lee (2009) used a monotonicity assumption on how the treatment a⁄ected selection
into employment. Here, monotonicity is applied to the e⁄ect that the treatment has on the
value of the mechanism variable. In what follows, we work explicitly with the assumption of a
non-negative e⁄ect of T on S. In section 3.4 we discuss the case when Si (1) ￿ Si (0) for all i
is assumed instead.
Assumption A2 rules out the existence of the an principal strata, thereby allowing the
identi￿cation of members of the subpopulations of n0 and n1: those units with (Ti;Si) = (1;0)
belong to the n0 strata, and those with (Ti;Si) = (0;1) belong to the n1 strata. Therefore, we
have that E[Y (0)jn1] = E[Y jT = 0;S = 1] and E[Y (1)jn0] = E[Y jT = 1;S = 0]. Moreover,
under Assumptions A1 and A2 the proportions of each of the strata in the population are point
identi￿ed. Let ￿n0, ￿n1, ￿ap, and ￿an be the population proportions of each of the principal
strata n0, n1, ap, and an, respectively, and also let psjt ￿ Pr(Si = sjTi = t) for t;s = 0;1.
Then, we have that ￿n0 = p0j1; ￿n1 = p1j0; ￿ap = p1j1 ￿ p1j0 = p0j0 ￿ p0j1 and ￿an = 0.
From (3), note that one of the terms in each of LNATEn0 and LNATEn1 is point identi￿ed,
while the other is not. To derive bounds for these e⁄ects, we construct bounds for these missing
terms. Consider constructing bounds for LNATEn0. In this case, E[Y (0)jn0] is not point
10identi￿ed because the n0 controls are mixed with the ap controls in the group with T = 0 and
S = 0. Note that the average outcome for the individuals in this group can be written as:
E[Y jT = 0;S = 0] =
￿n0
￿n0 + ￿ap
￿ E[Y (0)jn0] +
￿ap
￿n0 + ￿ap
￿ E[Y (0)jap] (4)
The proportion of n0 in the observed group (T;S) = (0;0) can be point identi￿ed as
￿n0=(￿n0 + ￿ap) = p0j1=p0j0. Therefore, E[Y (0)jn0] can be bounded from above by the ex-
pected value of Y for the p0j1=p0j0 fraction of largest values of Y for those in the observed group
with T = 0 and S = 0. Similarly, it can be bounded from below by the expected value of Y for
the p0j1=p0j0 fraction of smallest values of Y for those in the same observed group.
We can follow the same approach to bound E[Y (1)jn1] and derive bounds for LNATEn1
by noting that:
E[Y jT = 1;S = 1] =
￿n1
￿n1 + ￿ap
￿ E[Y (1)jn1] +
￿ap
￿n1 + ￿ap
￿ E[Y (1)jap] (5)
It is also possible to construct bounds for E [Y (0)jap] and E [Y (1)jap] based on equa-
tions (4) and (5). However, it follows from Result 1 that the data contains no information on
E[Y (1;S(0))jap]. Therefore, LNATEap is not partially identi￿ed without additional assump-
tions. The same holds for the population NATE and MATE.14
Let yts
r be the r-th quantile of Y conditional on T = t and S = s, or yts
r = F￿1
Y jT=t;S=s (r),
with F￿ (￿) the conditional density of Y given T = t and S = s. For example, y00
r is the r-th
quantile of Y conditional on T = 0 and S = 0. The bounds for LNATEn0 and LNATEn1, as
well as for other relevant objects, are given in the following proposition.
Proposition 1 If Assumptions A1 and A2 hold, then Ln0 ￿ LNATEn0 ￿ Un0 and Ln1 ￿
LNATEn1 ￿ Un1; where
Ln0 = E[Y jT = 1;S = 0] ￿ U0;n0
Un0 = E[Y jT = 1;S = 0] ￿ L0;n0
L0;n0 = E[Y jT = 0;S = 0;Y ￿ y00
(p0j1=p0j0)]
U0;n0 = E[Y jT = 0;S = 0;Y ￿ y00
1￿(p0j1=p0j0)]
Ln1 = L1;n1 ￿ E[Y jT = 0;S = 1]
Un1 = U1;n1 ￿ E[Y jT = 0;S = 1]
L1;n1 = E[Y jT = 1;S = 1;Y ￿ y11
(p1j0=p1j1)]
U1;n1 = E[Y jT = 1;S = 1;Y ￿ y11
1￿(p1j0=p1j1)]
14As discussed later in section 3.4, if the support of Y (1;S (0)) is bounded, it is possible to construct bounds
for LNATEap, NATE and MATE under Assumptions A1 and A2.
11Furthermore, we have: L0;n0 ￿ E [Y (0)jn0] ￿ U0;n0, L1;n1 ￿ E [Y (1)jn1] ￿ U1;n1,
L0;ap ￿ E [Y (0)jap] ￿ U0;ap, L1;ap ￿ E [Y (1)jap] ￿ U1;ap; where
L0;ap = E[Y jT = 0;Si = 0;Y ￿ y00
1￿(p0j1=p0j0)]
U0;ap = E[Y jT = 0;S = 0;Y ￿ y00
(p0j1=p0j0)]
L1;ap = E[Y jT = 1;S = 1;Y ￿ y11
1￿(p1j0=p1j1)]
U1;ap = E[Y jT = 1;S = 1;Y ￿ y11
(p1j0=p1j1)]
Based on Proposition 1 it is possible to construct bounds for the local NATE of the entire
subpopulation for which S (0) = S (1), which equals the PSDE in Mealli and Rubin (2003)
and Rubin (2004).15 We also note that the bounds for LNATEn1 in Proposition 1 correspond
to those previously derived by Zhang et al. (2008) and Lee (2009) in a di⁄erent setting.
One limitation of LNATEn0 and LNATEn1 for studying the part of the average e⁄ect of
a treatment on an outcome that is due to a mechanism S is that they do not decompose the
population ATE into a net and mechanism e⁄ect without further strong assumptions, such
as requiring constant individual net treatment e⁄ects.16 However, the bounds derived in this
subsection are the basis for constructing bounds on the population NATE and MATE in the
following two subsections.
3.2 Weak Monotonicity of Mean Potential Outcomes within Strata
We ￿rst motivate the general approach we follow to construct bounds on NATE. Although
E [Y (1;S (0))] in equation (1) is not identi￿ed from the data, note that under Assumptions A1
and A2 we can write it as a function of the expectation of Y (1;S (0)) in each of the strata
as E [Y (1;S (0))] = ￿n0E[Y (1)jn0] + ￿n1E[Y (1)jn1] + ￿apE[Y (1;S(0))jap]. From the previous
section, all the proportions and E[Y (1)jn0] are point identi￿ed, while E[Y (1)jn1] is partially
identi￿ed. Since the data contains no information on Y (1;S(0)) for the ap strata, we need
to impose conditions in order to partially identify E[Y (1;S(0))jap] and construct bounds for
NATE.
More generally, we write NATE in di⁄erent forms as a function of terms that are point or
15In our setting, LNATEn0;n1 = PSDE = [￿n0=(￿n0 + ￿n1)]LNATEn0 + [￿n1=(￿n0 + ￿n1)]LNATEn1.
16As discussed in Flores and Flores-Lagunes (2009), this assumption is weaker than assuming a constant
individual (total) e⁄ect of the treatment on the outcome. It allows for heterogeneous e⁄ects of the treatment on
the outcome, but such heterogeneity is restricted to work through the mechanism S, i.e., it allows heterogeneous
individual mechanism treatment e⁄ects. Nevertheless, this assumption may still be too strong in many empirical
settings.
12partially identi￿ed under Assumptions A1 and A2 as:
NATE
= E [Y (1)] + ￿apLNATEap ￿ ￿n0E [Y (0)jn0] ￿ ￿n1E [Y (0)jn1] ￿ ￿apE [Y (1)jap] (6)
= ￿n1E [Y (1)jn1] + ￿n0E [Y (1)jn0] + ￿apE [Y (1;S (0))jap] ￿ E [Y (0)] (7)
= E [Y (1)] ￿ E [Y (0)] ￿ ￿apLMATEap (8)
= ￿n1LNATEn1 + ￿n0LNATEn0 + ￿apLNATEap (9)
It is useful to write NATE in these di⁄erent forms because, depending on the assumptions
we impose, each of the equations above may generate di⁄erent bounds, as shown below. Equa-
tions (6) and (8) add and subtract E [Y (1)jap] to NATE to exploit the fact that E [Y (1)]
is point identi￿ed. The ￿rst two equations use the fact that either E [Y (1)] or E [Y (0)] is
point identi￿ed and work with the remaining terms, some of which are point identi￿ed. Equa-
tion (8) is very intuitive and exploits the fact that the ATE is point identi￿ed. Remember
that NATE = ATE ￿ MATE. Since by de￿nition LMATEn0 = LMATEn1 = 0, then
MATE = ￿apLMATEap. The last equation writes NATE as the weighted average of the
LNATEs of each of the strata in the population.17 The approach we follow to derive bounds
on NATE consists on ￿rst obtaining bounds for the partially identi￿ed terms in equations
(6) through (9). Then, we plug these bounds into those four equations, compare the resulting
bounds, and keep only the lower (and upper) bounds that are not always less (greater) than
another one.
We ￿rst consider assumptions analogous to those previously used in the statistics literature
to bound NATE. In a setting like ours but with a binary outcome Sj￿lander (2009) assumes,
in addition to Assumptions A1 and A2, that (i) Yi (1;s) ￿ Yi (0;s) for all i and all values
s, and (ii) Yi (t;1) ￿ Yi (t;0) for all i and all values t. These assumptions imply that the
individual net and mechanism treatment e⁄ects are non-negative for all the individuals in the
population.18 Assumptions similar to those in Sj￿lander (2009) have also been considered in the
econometrics literature in other contexts. For instance, Manski (1997) and Manski and Pepper
(2000) study the identifying power of the ￿monotone treatment response￿assumption to learn
about treatment responses. Their assumption states that the individual potential outcomes are
a monotone function of the treatment: Yi (1) ￿ Yi (0) for all i.
Given that all the terms that are not point identi￿ed in equations (6)-(9) involve averages of
17Note that in equations (6)-(9) it does not make a di⁄erence if we write separately each of the terms in
LNATEn1 and LNATEn0 or not, since for both local e⁄ects one of their terms is point identi￿ed (see equation
3). However, it is better not to brake up LNATEap and LMATEap into each of their terms because none of
them is point identi￿ed, and we impose some of the assumptions below directly on LNATEap and LMATEap.
18To see this, note that the second argument of Y represents a speci￿c value of S and thus: Y (0) = Y (0;0)
and Y (1) = Y (1;S (0)) = Y (1;0) for the n0 strata; Y (0) = Y (0;1) and Y (1) = Y (1;S (0)) = Y (1;1) for the
n1 strata; and Y (0) = Y (0;0), Y (1) = Y (1;1) and Y (1;S (0)) = Y (1;0) for the ap strata:
13potential outcomes for speci￿c strata, all we need for partial identi￿cation of NATE are weak
mean inequalities at the principal-strata level. Thus, we employ the following assumption.
Assumption B. (Weak Monotonicity of Mean Potential Outcomes Within Strata).
B1. E[Y (1)jap] ￿ E[Y (1;S (0))jap]. B2. E[Y (1;S (0))jk] ￿ E[Y (0)jk], for k =
n0;n1;ap.
Assumption B provides a lower and an upper bound for E [Y (1;S (0))jap], so now equations
(6)-(9) can be used to derive bounds for NATE. Assumption B1 implies that LMATEap ￿ 0,
and hence MATE ￿ 0. When combined with Assumption A2, it implies the mechanism S
has a non-negative average e⁄ect on Y . Similarly, Assumption B2 implies LNATE ￿ 0 for all
strata, so that NATE ￿ 0.19 Hence, using the fact that ATE = NATE+MATE, Assumption
B directly implies that a lower bound for NATE is 0, and an upper bound is the ATE.
Assumption B is weaker than the assumptions in Sj￿lander (2009) in two important ways.
First, it does not require monotonicity at the individual level. This distinction is important as it
may increase the plausibility of the assumption in practice by allowing the net and mechanism
e⁄ects of some individuals to be negative. Second, it places conditions only on the relevant po-
tential outcomes Y (0), Y (1) and Y (1;S (0)), and not on all possible ￿counterfactual￿outcomes
Y (t;s) for all t and s.
Although assuming that LNATEn0 and LNATEn1 are non-negative is not strictly necessary
to derive bounds on NATE, it is helpful in tightening the bounds. For instance, combining
the result from Proposition 1 with Assumption B2, the lower bound for LNATEn0 is now the
maximum of 0 and Ln0. This result further implies that the upper bound for E [Y (0)jn0] is
the minimum of E [Y jT = 1;S = 0] and U0;n0 (see equation 3).
The following proposition presents the bounds for NATE and MATE, as well as the local
e⁄ects and relevant mean potential outcomes, under Assumptions A1, A2 and B.
Proposition 2 If Assumptions A1, A2 and B hold, then max
￿
0;Ln0￿




￿ LNATEn1 ￿ Un1, 0 ￿ LNATEap ￿ (U1;ap ￿ L0;ap), 0 ￿ LMATEap ￿
(U1;ap ￿ L0;ap), max
￿
L1;L2;L3;L4￿
￿ NATE ￿ (E [Y jT = 1] ￿ E [Y jT = 0]), and 0 ￿
19Note that, since for the n0 and n1 strata we have that E [Y (1)] = E [Y (1;S (0))], Assumption B2 implies
that the local average treatment e⁄ect for these two stratas is non-negative.




L1 = E [Y jT = 1] ￿ p0j1 min
￿
E [Y jT = 1;S = 0];U0;n0￿
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Furthermore, we have: L0;n0 ￿ E [Y (0)jn0] ￿ min
￿
E [Y jT = 1;S = 0];U0;n0￿
,
maxfE[Y jT = 0;S = 1];L1;n1g ￿ E[Y (1)jn1] ￿ U1;n1, L0;ap ￿ E[Y (0)jap] ￿ minfU0;ap;
U1;apg, maxfL0;ap;L1;apg ￿ E[Y (1)jap] ￿ U1;ap and L0;ap ￿ E[Y (1;S (0))jap] ￿ U1;ap.
Proposition 2 states that under Assumptions A1, A2 and B the upper bound for NATE
equals the estimated ATE, so that the lower bound for MATE is zero. This particular upper
bound for NATE comes from equation (8), and it is always less or equal than the other three
upper bounds derived using equations (6), (7) and (9). However, the lower bound for NATE is
the maximum of the bounds derived from each of the four equations (6) to (9). Depending on
the data, Proposition 2 implies that it is possible to obtain a lower (upper) bound for NATE
(MATE) that is above zero (below the estimated ATE).
The bounds in Proposition 2 extend those in Sj￿lander (2009) by allowing for an outcome
with unbounded support. Moreover, we tighten the bounds derived in Sj￿lander (2009) by using
the trimming procedure to derive bounds in section 3.1.20
3.3 Weak Monotonicity of Mean Potential Outcomes across Strata
A potentially unattractive feature of Assumption B is that it imposes restrictions on the
sign of the e⁄ects of interest. In this subsection we consider assumptions stating that mean
potential outcomes vary weakly monotonically across strata. To the best of our knowledge, the
assumptions presented in this subsection have not been considered before to derive bounds
on net and mechanism e⁄ects, although similar assumptions have been previously used in
other settings. For instance, Manski and Pepper (2000) introduce a ￿monotone instrumental
variable￿assumption for identi￿cation of treatment e⁄ects, which states that mean responses
vary weakly monotonically across subpopulations de￿ned by speci￿c values of the instrument.21

















= 0, we obtain the bounds in Sj￿lander (2009)
(see equation (14) in that paper).
21For example, in the problem of estimating the e⁄ect of attending college on future earnings using measured
ability as a ￿monotone instrument￿ , this assumption states that individuals with higher measured ability have
weakly higher mean potential future earnings than those with lower measured ability.
15Our assumptions, however, condition on the basic principal strata, i.e., on speci￿c values of S (0)
and S (1). Another example of this type of assumptions appears in Zhang et al. (2008), who
assume that the mean potential wages of those individuals who would be employed whether
they attended training or not are always greater than or equal to those of the individuals who
would be employed when trained but unemployed when not trained. They use this assumption
to tighten the bounds for the average treatment e⁄ect (ATE) of training on wages for the
subpopulation of individuals who would be employed whether they received training or not.22
Formally, our assumption is:
Assumption C. (Weak Monotonicity of Mean Potential Outcomes Across Strata).
C1. E [Y (1;S (0))jap] ￿ E [Y (1)jn0]. C2. E [Y (1)jn1] ￿ E [Y (1;S (0))jap]. C3.
E [Y (0)jap] ￿ E [Y (0)jn0]. C4. E [Y (0)jn1] ￿ E [Y (0)jap]. C5. E [Y (1)jap] ￿
E [Y (1)jn0]. C6. E [Y (1)jn1] ￿ E [Y (1)jap].
Assumption C states that the mean potential outcomes of those who receive a value of
the mechanism equal to one if treated and zero if not are less (greater) than or equal to the
corresponding mean potential outcomes of those who always receive a value of the mechanism
variable of one (zero). For example, consider the empirical application presented in the following
section, where we study what part of the e⁄ect of a training program is due to the obtainment
of a high school, GED, or vocational degree. In this case, Assumption C states that the mean
potential outcomes of those who receive a degree only if trained are less (greater) than or
equal to the corresponding mean potential outcomes of those who always (never) receive a
degree whether trained or not. Assumption C formalizes the notion that some strata have more
favorable characteristics and thus better potential outcomes on average. As further discussed
in the following section, the direction of the inequalities in Assumptions C1-C6 can be changed
depending on the particular application.
Assumption C is likely to hold in many applications since often times we expect the poten-
tial outcomes to di⁄er weakly monotonically across strata, or we may even have a theory that
predicts so. Importantly, combining Assumptions A1, A2 and C yields some testable implica-
tions that can be used to falsify the assumptions. In particular, they imply that (see equations
4 and 5, respectively):
E [Y jT = 0;S = 1] ￿ E [Y jT = 0;S = 0] and E [Y jT = 1;S = 1] ￿ E [Y jT = 1;S = 0] (10)
We illustrate the use of these testable implications in the empirical application of section 4.
Assumptions C1 and C2 provide a lower and an upper bound for E [Y (1;S (0))jap], respec-
tively. Although Assumptions C3-C6 are not strictly necessary to derive bounds for NATE,
22More generally, the assumptions below are closely related to the stochastic dominance conditions commonly
used in the partial identi￿cation literature (e.g., Manski 2003, 2007).
16they are helpful in tightening the bounds. To illustrate how we derive bounds under Assump-
tions A1, A2 and C, consider deriving bounds for E [Y (0)jap]. Assumption C4 implies that
an upper bound for E [Y (0)jap] is E [Y (0)jn1] = E [Y jT = 0;S = 1], which combined with
the result from Proposition 1 yields that an upper bound for E [Y (0)jap] is the minimum
of E [Y jT = 0;S = 1] and U0;ap. Assumption C3 implies that E [Y (0)jn0] is a lower bound
for E [Y (0)jap], which combined with equation (4) yields E [Y (0)jap] ￿ E [Y jT = 0;S = 0].23
Since by de￿nition E [Y jT = 0;S = 0] ￿ L0;ap, we have that the lower bound for E [Y (0)jap]
is E [Y jT = 0;S = 0]. Note that following a similar argument, Assumption C3 implies that
E [Y (0)jn0] ￿ E [Y jT = 0;S = 0], and combining Assumption C6 with equation (5) yields
E [Y (1)jap] ￿ E [Y jT = 1;S = 1] and E [Y (1)jn1] ￿ E [Y jT = 1;S = 1]. The following propo-
sition presents the complete set of bounds when Assumption C is added to Assumptions A1
and A2.
Proposition 3 If Assumptions A1, A2 and C hold, then L
n0 ￿ LNATEn0 ￿ Un0, L
n1 ￿
LNATEn1 ￿ Un1, L
ap ￿ LNATEap ￿ U
ap, L
ap
m ￿ LMATEap ￿ U
ap
m, L ￿ NATE ￿
minfU
1;U
2g, and Lm ￿ MATE ￿ Um; where
L
n0 = E [Y jT = 1;S = 0] ￿ E [Y jT = 0;S = 0]
L
n1 = E [Y jT = 1;S = 1] ￿ E [Y jT = 0;S = 1]
L
ap = E [Y jT = 1;S = 0] ￿ min
￿
U0;ap;E [Y jT = 0;S = 1]
￿
U










m = E [Y jT = 1;S = 1] ￿ E [Y jT = 1;S = 0]








1 = E [Y jT = 1] ￿ E [Y jT = 0] + p1j1
￿
U1;n1 ￿ E [Y jT = 1;S = 1]
￿
U







Lm = E [Y jT = 1] ￿ E [Y jT = 0] ￿ minfU
1;U
2g
Um = E [Y jT = 1] ￿ E [Y jT = 0] ￿ L
Furthermore, we have: L0;n0 ￿ E [Y (0)jn0] ￿ E [Y jT = 0;S = 0], E[Y jT = 1;S = 1] ￿
E[Y (1)jn1] ￿ U1;n1, E[Y jT = 0;S = 0] ￿ E[Y (0)jap] ￿ minfU0;ap;E[Y jT = 0;S = 1]g,
maxfL1;ap;E[Y jT = 1;S = 0]g ￿ E[Y (1)jap] ￿ E[Y jT = 1;S = 1] and
E[Y jT = 1;S = 0] ￿ E[Y (1;S (0))jap] ￿ U1;n1:
Under the assumptions in Proposition 3, the lower bounds derived using equations (7) and
(8) are equal to L, and they are always greater than or equal to those derived using equations
23Following Zhang and Rubin (2003), note that Assumption C3 combined with equation (4) yields:
E [Y (0)jap] = (￿n0=￿n0 + ￿ap) ￿ E[Yi (0)jap] + (￿ap=￿n0 + ￿ap) ￿ E[Yi (0)jap] ￿ E [Y jT = 0;S = 0].
17(6) and (9). The upper bounds U
1 and U
2 come from equations (7) and (8), respectively, and
they are always less than or equal to those derived using equations (6) and (9).
The upper bounds for NATE in Proposition 3 are always greater than or equal to the
estimated ATE, and hence the lower bound for MATE is always less than or equal to zero. To
see this, note that by de￿nition U1;n1 ￿ E [Y jT = 1;S = 1], so U
1 ￿ E [Y jT = 1]￿E [Y jT = 0].
Additionally, U1;n1 ￿ E[Y jT = 1;S = 1] ￿ L1;ap and U1;n1 ￿ E[Y jT = 1;S = 1] ￿ E[Y jT =
1;S = 0] (where the second inequality comes from equation 10) imply that L
ap
m ￿ 0. This,
combined with the fact that p1j1￿p1j0 = ￿ap ￿ 0, implies that U
2 ￿ E [Y jT = 1]￿E [Y jT = 0].
Finally, we combine Assumptions A1, A2, B, and C. The combination of all assumptions
adds the following testable implication to those presented in (10) under Assumptions A1, A2,
and C:24
E [Y jT = 1;S = 1] ￿ E [Y jT = 0;S = 0] (11)
The following proposition presents the complete set of bounds under Assumptions A1, A2,
B, and C.
Proposition 4 If Assumptions A1, A2, B and C hold, then maxf0;L
n0g ￿ LNATEn0 ￿ Un0,
maxf0;L
n1g ￿ LNATEn1 ￿ Un1, maxf0;L
apg ￿ LNATEap ￿ e Uap, 0 ￿ LMATEap ￿
e U
ap
m , maxfe L1; e L2g ￿ NATE ￿ e U, and 0 ￿ MATE ￿ e Um; where
e Uap = E [Y jT = 1;S = 1] ￿ E [Y jT = 0;S = 0]
e Uap
m = E [Y jT = 1;S = 1] ￿ maxfE [Y jT = 1;S = 0];E [Y jT = 0;S = 0]g





maxfE[Y jT = 1;S = 0];E[Y jT = 0;S = 0]g
+p0j1E [Y jT = 1;S = 0] ￿ E [Y jT = 0]
e L2 = p1j0 maxf0;L







e U = E [Y jT = 1] ￿ E [Y jT = 0]
e Um = E [Y jT = 1] ￿ E [Y jT = 0] ￿ maxfe L1; e L2g
Furthermore: L0;n0 ￿ E[Y (0)jn0] ￿ minfE[Y jT = 0;S = 0];E[Y jT = 1;S = 0]g,
maxfE [Y jT = 1;S = 1];E [Y jT = 0;S = 1]g ￿ E [Y (1)jn1] ￿ U1;n1,
E [Y jT = 0;S = 0] ￿ E [Y (0)jap] ￿ minfU0;ap;E[Y jT = 0;S = 1];E[Y jT = 1;S = 1]g,
maxfL1;ap;E[Y jT = 1;S = 0];E[Y jT = 0;S = 0]g ￿ E[Y (1)jap] ￿ E[Y jT = 1;S = 1]
and maxfE[Y jT = 1;S = 0];E[Y jT = 0;S = 0]g ￿ E[Y (1;S (0))jap] ￿
E[Y jT = 1;S = 1].
24Note that Assumptions B and C imply E[Y (1)jn1] ￿ E[Y (0)jn1] ￿ E[Y (0)jap] ￿ E[Y (0)jn0] and
E[Y (1)jap] ￿ E[Y (0)jap] ￿ E[Y (0)jn0]. Combining these inequalities with equations (4) and (5) yields (11).
18The ￿rst lower bound for NATE in proposition 2 (e L1) comes from equation (7), while the
second (e L2) comes from equation (9). As expected from Assumption B, e L2 implies that the
lower bound on NATE is always greater or equal to zero, so that the upper bound on MATE
is always less or equal to the estimated ATE. Similar to Proposition 2, under Assumptions A1,
A2, B, and C the upper bound for NATE equals the estimated ATE, so the lower bound for
MATE equals zero. Hence, the way in which Assumption B helps tighten the bounds for our
parameters when added to Assumptions A1, A2 and C is similar to the way it helps tighten the
bounds when added to Assumptions A1 and A2.
3.4 Remarks
Remark 1. Propositions 1 through 4 suggest that the bounds for NATE and MATE
will be more informative in cases where the proportion of the a⁄ected-positively strata in the
population (￿ap = p1j1 ￿p1n0) is smaller. This is intuitive since, as discussed in section 3.1, the
data is not informative about the potential outcome Y (1;S (0)) for this strata; thus, the larger
the proportion of the ap strata in the population, the less information about that potential
outcome is contained in the data.
Remark 2. In some applications it may not be necessary to impose all the conditions
presented in sections 3.2 and 3.3. As previously discussed, Assumptions C3-C6 and B2 for the
n0 and n1 strata are not strictly necessary to derive bounds on NATE, so they may not be
invoked in a particular application if the rest of the assumptions are enough to inform about
the question of interest. To derive bounds on NATE, all we need are assumptions that yield
bounds on E [Y (1;S (0))jap]. For example, we could maintain Assumptions B1 and C1, and
drop Assumptions B2 and C2. Moreover, if interest lies in obtaining only one of the bounds on
NATE, we may drop Assumptions B1 and C2 (for a lower bound) or Assumptions B2 and C1
(for an upper bound).
Remark 3. It is possible to construct bounds for NATE and MATE employing only




range of Y (￿), in this case we have that Y L ￿ E [Y (1;S (0))jap] ￿ Y U, and the same approach
as in the previous sections can be used to derive bounds on NATE and MATE. Note that the




, so all the bounds in Proposition 1 are una⁄ected.25 Clearly, the bounds
derived under Assumptions A1, A2 and the boundedness of the support of Y (￿) are wider than
those in Propositions 2 through 4.26
25The bounds for LNATEap, LMATEap, NATE, and MATE corresponding to this case are available from
the authors upon request.
26As shown in Sj￿lander (2009) for the case of a binary outcome, bounds for NATE and MATE can also be
constructed using only Assumption A1 (Random Assignment). These bounds, however, are likely to be too wide
in practice.
19Remark 4. In this paper we concentrate on the case in which the e⁄ect of the treatment
on the mechanism variable is assumed to be non-decreasing (Assumption A2). Although the
bounds in Propositions 1 through 4 would not be the same if that e⁄ect were assumed to be
non-increasing, it is straightforward to apply the same approach used in the previous sections
to derive bounds under that version of Assumption A2. Assuming Si (1) ￿ Si (0) for all i (call it
Assumption A2￿ ) rules out the existence of the ap strata, so E [Y jT = 0;S = 0] = E [Y (0)jn0],
E [Y jT = 1;S = 1] = E [Y (1)jn1], and (Ti;Si) = (0;1) and (Ti;Si) = (1;0) are now a mixture
of the an strata with the n0 and n1 stratas, respectively. In this case, Assumptions B and
C would be about the an strata instead of the ap strata, and the direction of the inequalities
may also be changed. For instance, if the mechanism is assumed to have a non-negative e⁄ect
on the outcome and the LNATEs for all stratas are assumed to be non-negative, Assumption
B could be stated as (call it Assumption B￿ ): B1￿ . E [Y (1;S (0))jan] ￿ E [Y (1)jan]. B2￿ .
E [Y (1;S (0))jk] ￿ E [Y (0)jk], for k = n0;n1;an.27
Remark 5. The last three remarks suggest that the assumptions in the previous sections
can be changed, and the bounds adjusted, depending on their plausibility, identifying power,
and the economic theory behind any particular application. First, some particular assumptions
can be dropped if they are not tenable or needed in a particular application (Remark 2). Second,
the direction of the inequalities can also be changed (Remark 4). Finally, the mean potential
outcomes of the strata that we use in Assumption C can be changed. For instance, if Assumption
C1 is not justi￿able in a particular application, it could be changed for a more conservative
version requiring that E [Y (1;S (0))jap] ￿ E [Y (0)jn0]. This last assumption requires the
mean outcome of Y (1;S (0)) for the ap strata to be no less than the average outcome under
control for the n0 strata (as opposed to the average outcome under treatment for the n0 strata,
as in Assumption C1). In sum, the speci￿c bounds we derived in this section can be adjusted
to di⁄erent empirical applications.
4 Empirical Application
In this section we illustrate the identifying power of the bounds in Propositions 1 through 4
by analyzing what part of the e⁄ect of a training program on employment and weekly earnings is
due to the individual￿ s obtainment of a high school, GED, or vocational degree. The particular
program we consider is Job Corps (JC), one of the largest federally-funded job training programs
in the United States. It provides economically disadvantaged young people (ages 16 to 24) with
academic, vocational and social skills training at over 120 centers throughout the country, where
27Interestingly, note that in this particular example both assumptions B1￿and B2￿provide a lower bound
for E [Y (1;S (0))jan], so under Assumptions A1, A2￿and B￿it is not possible to obtain an upper bound for
NATE without additional assumptions (such as those in Assumption C). A complete set of results under these
alternative assumptions, along with the bounds resulting from adding an assumption analogous to Assumption
C, is available from the authors upon request.
20most participants live while enrolled. In addition, JC provides health services, a stipend during
program enrollment, counseling, and job search assistance when exiting the program.
In the mid-1990s the U.S. Department of Labor funded the National Job Corps Study
(NJCS), a randomized experiment to evaluate the e⁄ectiveness of JC. A random sample of all
pre-screened eligible applicants in the 48 contiguous states and the District of Columbia was
randomly assigned into treatment and control groups (9,409 and 5,977 individuals, respectively),
with the second group being denied access to JC for three years. Both groups were tracked
with a baseline interview immediately after randomization and then at 12, 30 and 48 months
thereafter. The NJCS found a statistically signi￿cant positive e⁄ect of JC 12 and 16 quarters
after randomization on weekly earnings ($24.5 and $25.2, respectively) and on the probability
of being employed (4.4 and 3.3 percent, respectively).28
In this empirical application we go a step further and analyze possible mechanisms or
channels through which JC a⁄ects labor outcomes by employing the bounds developed in this
paper. In particular, we study what part of that positive e⁄ect is due to the completion of a
high school, GED, or vocational degree, relative to other components of the program such as
job search assistance, social skills training, health services, counseling, and residential living.
Learning about the relative e⁄ectiveness of di⁄erent types of components of the program will
increase our understanding of JC and is relevant for policy purposes.
Our data comes from the NJCS, and our speci￿c sample consists of all individuals with non-
missing values on treatment status, the mechanism variable, and the outcomes considered. We
focus on the outcomes measured twelve quarters after random assignment, which corresponds
to the time the embargo from the program ended for the control group. The treatment and
control groups employed consist of 5,045 and 2,975 individuals, respectively.29 Since in the data
there is non-compliance with the treatment assignment, the (total) average treatment e⁄ects we
estimate below should be interpreted as average ￿intent-to-treat￿e⁄ects. For consistency with
the previous sections and to avoid introducing new notation, however, we refer to this e⁄ect as
the ATE of the program on the outcome and to the treatment as participation in JC.30
Table 2 presents point estimates for some relevant parameters. The ATE of the program on
the probability of being employed 12 quarters after random assignment is 4 percent, while the
ATE on weekly earnings is $18. The ATE of JC on the probability of obtaining a high school,
GED, or vocational degree is 21 percent. All three e⁄ects are highly statistically signi￿cant.
Given the large e⁄ect of JC on the probability of obtaining a degree, one would expect this to
28The e⁄ects reported in the NJCS are interpreted as average e⁄ects for those individuals that comply with
their treatment assignment. For further description of the JC program and the NJCS see Schochet, Burghardt
and Glazerman (2001) and Flores-Lagunes, Gonzalez and Neumann (2010).
29In this application we abstract from the problems of sample attrition over time and missing values. Lee
(2009), who employs the same data, suggests that the attrition/non-response problem is not serious.
30The proportion of those in the treatment group who enroll in JC was 73%, and the proportion of those in
the control group that managed to enroll in JC was 1.4%.
21be an important mechanism through which the program a⁄ects future labor outcomes.
The monotonicity assumption A2 states that participating in JC has a non-negative individ-
ual level e⁄ect on the obtainment of a degree, so that there are no individuals who would obtain
a degree if they did not participate in JC and would not if they participate. This assumption
is plausible in this setting given that JC facilitates the obtainment of such a degree. In this
application, the n0 (n1) strata consists of those individuals who would never (always) obtain a
degree regardless of whether they participate in JC or not; and the ap strata consists of those
who would obtain a degree if they enroll in JC, but would not if they did not enroll. From
Table 2, the estimated proportions of the stratas n0, n1, and ap in the population are 0.34,
0.45 and 0.21, respectively, so 79 percent of the population belong to the strata for which the
treatment does not a⁄ect the mechanism variable.
Assumption A2 and B1 together imply that the obtainment of a degree has a non-negative
average e⁄ect on employment and earnings, which is consistent with conventional human capital
theories in economics. Assumption B2 states that the LNATE for all strata are non-negative,
or that the other channels have a non-negative e⁄ect on labor outcomes. Since other components
of the JC program are aimed at improving the future labor outcomes of their participants (e.g.,
job search assistant, social skills training), we believe this assumption is likely to be satis￿ed.
Assumption C states that the average potential outcomes of the individuals who obtain a
degree only if they participate in JC is no less (no greater) than the corresponding average
potential outcomes of those who never (always) obtain a degree regardless of their participation
in JC. We believe this assumption is likely to hold in our application. Although Assumption C is
not directly testable, indirect evidence regarding its plausibility can be gained from comparing
the baseline characteristics of the individuals in di⁄erent stratas. In particular, one can check
if the average baseline characteristics of the n1 strata are ￿better￿ ￿ in the sense that they are
related to better labor market outcomes￿ than those of the ap strata, and if the ap strata in
turn has better average baseline characteristics than those of the n0 strata. For this purpose,
pre-treatment values of the outcome are relevant as they are likely highly correlated with the
potential outcomes in Assumption C. In our application, the probability of being employed and
the average weekly earnings in the year prior to randomization of both the n1 and ap stratas
are statistically greater than those of the n0 strata; while the di⁄erences of those two variables
between the ap and n1 stratas are not statistically di⁄erent from zero.31 We interpret these
results as a failure of the data to provide indirect evidence against Assumption C. The last
three rows of Table 2 verify that the testable implications in (10) under Assumption A1, A2
31The probability of being employed in the year prior to randomization for the n0, ap, and n1 strata are,
respectively (standard errors in parenthesis): 0.153 (0.36); 0.205 (0.40); 0.216 (0.41). The corresponding numbers
for the average weekly earnings in the year prior to randomization are: 86.26 (107.17); 117.73 (530.33); 109.74
(112.51). The means for the n0 and n1 strata are calculated from the groups with (Ti;Si) = (1;0) and (Ti;Si) =
(0;1), respectively. The mean for the ap strata is estimated by writing it as a function of the population mean,
the means for the n0 and n1 stratas, and the strata proportions in the population.
22and C, and (11) after adding Assumption B, hold in this application. Hence, our assumptions
are not falsi￿ed by the data.
Table 3 and Table 4 show the estimated bounds for the employment and earnings outcomes,
respectively, for each of the four propositions in Section 3. We provide standard errors for each
of the bounds to give a sense of the accuracy with which they are estimated.32 In general, the
bounds in Tables 3 and 4 are precisely estimated. Since the main purpose of the application is
to illustrate the identifying power of the bounds derived in the previous section, we focus our
discussion below on the point estimates of the bounds and abstract from performing statistical
inference.33
Under Assumptions A1 and A2 only bounds for LANEn0 and LANEn1 can be obtained.
In this application, they have little identifying power for both outcomes. Adding Assumption
B narrows the bounds for LANEn0 and LANEn1 by setting the lower bound to zero. The
lower bound for both the population NATE and MATE is zero, while the upper bound is the
estimated ATE. As discussed in Section 3.2, these particular bounds (zero and the estimated
ATE) come directly from Assumption B, so the data in this application does not provide any
additional information to tighten these bounds further for either of the outcomes in Tables 3
and 4. This is not the case with Assumption C.
Assumptions A1, A2 and C have more identifying power in this application. For instance,
note that the lower bound on LANEn1 suggests a positive net average treatment e⁄ect of 4.4
percent (Table 3) and $15.4 (Table 4) for those individuals who would always obtain a degree
whether trained or not. Since the obtainment of the degree is not a⁄ected by enrollment into JC
for this subpopulation, this implies that there are other bene￿ts to participating in JC besides
the obtainment of a degree (at least for this subpopulation). Moreover, the lower bound of 4.4
percent for employment ($15.4 for earnings) is obtained by setting E[Y (1)jn1] = E[Y (1)jap],
so to the extent that E[Y (1)jn1] is larger than E[Y (1)jap] the true LNATEn1 will be larger
than 4.4 percent ($15.4). Also, note that this may suggest the presence of heterogeneity on the
individual total treatment e⁄ect of JC on employment, since the lower bound for LNATEn1 is
slightly above the estimated (population) ATE of 4.1 percent.34 This illustrates how knowledge
32The standard errors for the estimators of the bounds not involving minimum or maximum operators are
obtained with 5,000 bootstrap replications. For the estimators of bounds involving those two operators, we
combine the bootstrap results for the potential bounds not involving those two operators with the results from
Clark (1961), who provides an algorithm to approximate the variance of the maximum of two or more random
variables having a joint normal distribution. Finally, for those bounds truncated at zero we follow Cai et al.
(2008) and calculate the standard errors for the estimators employing the formula for a truncated (at zero)
normal distribution.
33We warn the reader that it is not straightforward to construct valid con￿dence intervals based on the
standard errors reported in Tables 3 and 4. A complete analysis of inference based on the bounds presented in
Propositions 1 through 4 is beyond the scope of this paper, which main focus is on identi￿cation. The interested
reader is referred to recent work on inference for partially identi￿ed models de￿ned by moment inequalities by
Chernozhukov et al. (2007), Bugni (2010), Romano and Shaikh (2010) and Andrews and Soares (2010).
34Remember that for this subpopulation the LNATEn1 equals the average treatment e⁄ect for this subpopu-
23about the local NATE for a speci￿c strata can be helpful in practice.
Once Assumption C is added to A1 and A2, the bounds on the population NATE and
MATE provide valuable information. In the case of employment, the lower bound on NATE
suggests a positive average e⁄ect of at least 1 percent of JC on employment net of its e⁄ect
through the obtainment of a degree. This implies that the average e⁄ect of JC on employment
that is due to the obtainment of a degree (MATE) is at most 3 percent, or 75 percent of
the total ATE. Similarly, in the case of earnings the upper bound on MATE is $14.7, or
approximately 81 percent of the total ATE. Hence, JC seems to provide other bene￿ts to their
participants besides the obtainment of a degree. These results highlight the identifying power
of Assumption C.
The last vertical panel of Tables 3 and 4 show the estimated bounds under Assumptions A1,
A2, B and C. As expected, adding Assumption B helps increase the lower bound, as now each
of the LNATEs is at least zero. Similarly, now the upper bound on NATE is the estimated
ATE, so the lower bound on MATE is zero. In the case of employment, the lower bound on
NATE goes from 1 percent under Assumptions A1, A2 and C, to 2 percent once Assumption
B is added. This decreases the upper bound on MATE from 3 to 2 percent. For earnings,
the lower bound on NATE is now $6.9 while the upper bound on MATE is $11.3. Hence,
under these assumptions, the average e⁄ect of JC on employment (earnings) that is due to the
obtainment of a degree is at most half (sixty percent) of the total ATE of JC on the probability
of employment (earnings).
We close this section by underscoring the results in Table 4, where the outcome is average
weekly earnings. Despite the support of this outcome not being bounded, we obtain results
that are informationally similar to those obtained with the binary employment outcome. This
illustrates the usefulness of our bounds beyond settings with binary outcomes.
5 Conclusion
This paper analyzed nonparametric partial identi￿cation of net and mechanism average treat-
ment e⁄ects (NATE and MATE) in a heterogeneous e⁄ects setting and allowing for an outcome
with unbounded support. We derive bounds for the population NATE and MATE within the
principal strati￿cation framework of Frangakis and Rubin (2002) by writing the NATE as a
function of average potential outcomes in each of the strata de￿ned by the potential values of
the mechanism variable.
Our bounds are based on two assumptions that have been previously used in the literature
(Assumptions A1 and A2): random treatment assignment and individual-level monotonicity
of the e⁄ect of the treatment on the mechanism. These two assumptions are combined with
lation, since Y (1;S (0)) = Y (1).
24one or both of two additional sets of assumptions. The ￿rst set (Assumption B) imposes weak
monotonicity of potential outcomes within strata. These assumptions are weaker than similar
assumptions used previously in the statistics literature, and the bounds we derive based on
them are tighter and more general by not requiring an outcome with a bounded support. The
second set of assumptions (Assumption C) involves weak monotonicity of potential outcomes
across strata. These assumptions had not been considered before to derive bounds on NATE
and MATE, and they can have substantial identifying power, as illustrated in our empirical
application. Importantly, Assumption C provides testable implications and it seems likely to
hold in many economic applications.
Several extensions of the results contained here are ongoing. Extensions to cases where
the treatment or the mechanism variable are multivalued are important. In such cases, the
number of strata as well as the number of unidenti￿ed objects increase, re￿ ecting the di¢ culty
of answering the question of interest with the available data. It is also important to construct
bounds for NATE and MATE in settings in which the treatment is not randomly assigned.
Finally, derivation of bounds when an instrumental variable for the mechanism variable is
available is also at the top of our research agenda.
256 Appendix
From Section 3, the relevant point identi￿ed objects in our setting are: ￿n0 = p0j1; ￿n1 = p1j0;
￿ap = p1j1 ￿ p1j0 = p0j0 ￿ p0j1; E[Y (1)] = E[Y jT = 1]; E[Y (0)] = E[Y jT = 0]; E[Y (1)jn0] =
E[Y jT = 1;S = 0]; E[Y (0)jn1] = E[Y jT = 0;S = 1]; ￿n0E[Yi (0)jn0] + ￿apE[Yi (0)jap] =
p0j0E[YijTi = 0;Si = 0] and ￿n1E[Yi (1)jn1] + ￿apE[Yi (1)jap] = p1j1E[YijTi = 1;Si = 1].
Proof of Proposition 1. It follows directly from the arguments in the text.
Proof of Proposition 2. We start by deriving bounds for the non-point identi￿ed mean
potential outcomes of the stratas, and for all the local net and mechanism average treat-
ment e⁄ects. Bounds for E[Y (0)jn0]: Ass. B2 implies E[Y (1)jn0] = E[Y jT = 1;S =
0] ￿ E[Y (0)jn0]. Ass. B does not provide any additional information for a lower bound
of E[Y (0)jn0]. Combining this with the result in Prop. 1, and since U0;n0 can be above or
below E[Y jT = 1;S = 0], we have: L0;n0 ￿ E [Y (0)jn0] ￿ minfU0;n0;E[Y jT = 1;S = 0]g.35
Bounds for E[Y (1)jn1]: Ass. B2 implies E[Y (1)jn1] ￿ E[Y (0)jn1] = E[Y jT = 0;S = 1].
Ass. B does not provide any additional information for an upper bound of E[Y (1)jn1]. Com-
bining this with the result in Prop. 1 we have: maxfL1;n1;E[Y jT = 0;S = 1]g ￿ E [Y (1)jn1] ￿
U1;n1.
Bounds for E[Y (0)jap]: Ass. B1 and B2 imply E[Y (1)jap] ￿ E[Y (0)jap], which combined
with the results from Prop. 1 gives that U1;ap is another upper bound for E[Y (0)jap]. Ass. B
does not provide any additional information for a lower bound of E[Y (0)jap]. Hence, L0;ap ￿
E[Y (0)jap] ￿ minfU0;ap;U1;apg.
Bounds for E[Y (1)jap]: Ass. B implies E[Y (1)jap] ￿ E[Y (0)jap], which combined with
the results from Prop. 1 gives that L0;ap is another lower bound for E[Y (1)jap]. Hence,
maxfL0;ap;L1;apg ￿ E[Y (1)jap] ￿ U1;ap.
Bounds for E[Y (1;S(0))jap]: Ass. B1 and B2 imply E[Y (1)jap] ￿ E[Y (1;S (0))jap] ￿
E[Y (0)jap], which combined with the results above gives L0;ap ￿ E [Y (1;S (0))jap] ￿ U1;ap.
Bounds for LNATEn0: From (3), LNATEn0 = E[Y jT = 1;S = 0] ￿ E[Y (0)jn0]. Using
the bounds previously derived for E[Y (0)jn0] we have:36 max
￿
0;Ln0￿
￿ LNATEn0 ￿ Un0.
Bounds for LNATEn1: From (3), LNATEn1 = E[Y (1)jn1] ￿ E[Y jT = 0;S = 1]. Using
the bounds previously derived for E[Y (1)jn1] we have: max
￿
0;Ln1￿
￿ LNATEn1 ￿ Un1.
Bounds for LNATEap: From (3), LNATEap = E[Y (1;S (0))jap] ￿ E[Y (0)jap]. Ass. B2
directly implies LNATEap ￿ 0. Using the bounds previously obtained for the components in
35For brevity, in what follows we omit explicitly specifying when some quantities can be greater or lower than
others unless we believe it is necessary. Hence, when min (or max) operators are present, it implies that none of
the terms inside them is always lower (greater) than the other(s).
36The following equalities are helpful for the rest of the proofs. For scalars a;b;c and d we have: (i) a ￿
maxfc;dg = minfa￿c;a￿dg; (ii) a￿minfc;dg = maxfa￿c;a￿dg; (iii) maxfa;bg￿c = maxfa￿c;b￿cg; (iv)
minfa;bg ￿ c = minfa ￿ c;b ￿ cg; (v) maxfa;bg ￿ minfc;dg = maxfa ￿ c;a ￿ d;b ￿ c;b ￿ dg; (vi) minfa;bg ￿
maxfc;dg = minfa ￿ c;a ￿ d;b ￿ c;b ￿ dg.
26LNATEap we obtain two additional lower bounds: L0;ap￿U0;ap and L0;ap￿U1;ap. By de￿nition,
L0;ap ￿ U0;ap ￿ 0. Also, employing Ass. B we have U1;ap ￿ E[Y (1)jap] ￿ E[Y (0)jap] ￿ L0;ap,
so L0;ap ￿ U1;ap ￿ 0. Hence, the lower bound for LNATEap is 0. Using the bounds previously
derived for the components of LNATEap, we have the upper bound is U1;ap ￿ L0;ap. Thus,
0 ￿ LNATEap ￿ (U1;ap ￿ L0;ap).
Bounds for LMATEap: LMATEap = E[Y (1)jap] ￿ E[Y (1;S (0))jap]. Ass. B1 directly
implies LMATEap ￿ 0. Using the bounds previously obtained for the components of LMATEap
we obtain two additional lower bounds: L1;ap ￿U1;ap and L0;ap ￿U1;ap. Since L1;ap ￿U1;ap ￿ 0
(by de￿nition) and L0;ap ￿ U1;ap ￿ 0 (from above), the lower bound for LMATEap is 0. Using
the bounds previously derived for the components of LMATEap, we have the upper bound is
U1;ap ￿ L0;ap. Thus, 0 ￿ LMATEap ￿ (U1;ap ￿ L0;ap).
We now derive the bounds for NATE, starting with the upper bound. We use equations
(6) to (9) to derive potential upper bounds for NATE by plugging in the appropriate bounds
derived above into the terms that are not point identi￿ed. The corresponding four potential
upper bounds are:




[U1;ap ￿ L0;ap] ￿ p0j1L0;n0











U1;ap ￿ E [Y jT = 0]
￿3 = E [Y jT = 1] ￿ E [Y jT = 0]









L0;n0)+￿ap(E[Y (0)jap]￿L0;ap); ￿2￿￿3 = ￿n1(U1;n1￿E[Y (1)jn1])+￿ap(U1;ap￿E[Y (1)jap])
and ￿4 ￿ ￿3 = (￿2 ￿ ￿3) + ￿n0(E[Y (0)jn0] ￿ L0;n0) + ￿ap(E[Y (0)jap] ￿ L0;ap). Using the
inequalities in Prop. 1 and the fact that U1;ap ￿ max
￿
L0;ap;L1;ap￿
(see above) we have:
￿1 ￿ ￿3 ￿ 0; ￿2 ￿ ￿3 ￿ 0 and ￿4 ￿ ￿3 ￿ 0. Hence, the upper bound for NATE is
￿3 = E [Y jT = 1] ￿ E [Y jT = 0].
Now consider the lower bound for NATE. Plugging in the bounds derived above for the
corresponding non-point identi￿ed terms in equations (6) to (9) yields the lower bounds L1,
L2, L3 and L4, as given in Prop. 2. After some algebra, we can write: L1 ￿ L4 = p1j0(U1;ap￿
E[Y jT = 0;S = 1] ￿ maxf0;L1;n1 ￿ E[Y jT = 0;S = 1]g) ￿ p1j1(U1;ap ￿ E[Y jT = 1;S = 1]);
L2￿L4 = p0j1(E[Y jT = 1;S = 0]￿L0;ap￿maxf0;E[Y jT = 1;S = 0]￿U0;n0g)￿p0j0(E[Y jT =
0;S = 0]￿L0;ap); L3 ￿L4 = (L1 ￿L4)+(L2 ￿L4); L3 ￿L1 = (L2 ￿L4); L3 ￿L2 = (L1 ￿L4);
and L1 ￿ L2 = (L1 ￿ L4) + (L4 ￿ L2). All six comparisons can be greater or less than zero
depending on the data, so no potential lower bound is dropped. To show this, it is enough to get
for each comparison one case where the di⁄erence can be greater or less than zero. For instance,
consider the ￿rst di⁄erence. L1￿L4 can be greater or less than zero if maxf0;L1;n1￿E[Y jT =
270;S = 1]g = 0 and E[Y jT = 1;S = 1] ￿ E[Y jT = 0;S = 1], since p1j1 ￿ p1j0 ￿ 0 and (U1;ap￿
E[Y jT = 0;S = 1]) ￿ (U1;ap ￿E[Y jT = 1;S = 1]) ￿ 0. Similar arguments can be made for the
rest of the comparisons.
Finally, the bounds for MATE follow directly from the bounds for NATE and the fact
that MATE = ATE ￿ NATE. Q.D.E.
Proof of Proposition 3. As before, we ￿rst derive bounds for the non-point identi-
￿ed mean potential outcomes of the stratas, and for all the local net and mechanism average
treatment e⁄ects.
Bounds for E[Y (0)jn0]: As discussed in the text in the paragraph before Proposition
3, Ass. C3 and equation (4) imply E[Y (0)jn0] ￿ E[Y jT = 0;S = 0]. Since by de￿nition
E[Y jT = 0;S = 0] ￿ U0;n0, the upper bound in this case is E[Y jT = 0;S = 0]. Ass. C
does not provide any additional information for a lower bound of E[Y (0)jn0]. Thus, L0;n0 ￿
E [Y (0)jn0] ￿ E [Y jT = 0;S = 0].
Bounds for E[Y (1)jn1]: Ass. C1 and C2 imply E[Y (1)jn1] ￿ E[Y (1)jn0] = E[Y jT =
1;S = 0]. Ass. C6 and equation (5) yield E[Y (1)jn1] ￿ E[Y jT = 1;S = 1]. By de￿nition,
E[Y jT = 1;S = 1] ￿ L1;n1, and by (10) E[Y jT = 1;S = 1] ￿ E[Y jT = 1;S = 0]. Since Ass.
C does not provide any additional information for an upper bound of E[Y (1)jn1], we have
E[Y jT = 1;S = 1] ￿ E[Y (1)jn1] ￿ U1;n1.
Bounds for E[Y (0)jap]: Ass. C3 and equation (4) yield E[Y (0)jap] ￿ E[Y jT = 0;S = 0],
where by de￿nition E[Y jT = 0;S = 0] ￿ L0;ap. As for the upper bound, Ass. C4 implies
E[Y (0)jap] ￿ E[Y (0)jn1] = E[Y jT = 0;S = 1], which can be greater or less than U0;ap.
Thus, E[Y jT = 0;S = 0] ￿ E[Y (0)jap] ￿ minfU0;ap;E[Y jT = 0;S = 1]g.
Bounds for E [Y (1)jap]: Ass. C6 and equation (5) yield E[Y (1)jap] ￿ E[Y jT = 1;S = 1],
where by de￿nition U1;ap ￿ E[Y jT = 1;S = 1]. As for the lower bound, Ass. C5 implies
E[Y (1)jap] ￿ E[Y (1)jn0] = E[Y jT = 1;S = 0], which can be greater or less than L1;ap. Thus,
maxfL1;ap;E[Y jT = 1;S = 0]g ￿ E[Y (1)jap] ￿ E[Y jT = 1;S = 1].
Bounds for E[Y (1;S(0))jap]: Ass. C1 implies E[Y (1;S (0))jap] ￿ E[Y (1)jn0] = E[Y jT =
1;S = 0]. Combining Ass. C2 with the bounds previously derived for E[Y (1)jn1] yields
E[Y (1;S (0))jap] ￿ E[Y (1)jn1] ￿ U1;n1. Hence, E[Y jT = 1;S = 0] ￿ E[Y (1;S (0))jap] ￿
U1;n1. The bounds for LNATEn0, LNATEn1, LNATEap and LMATEap follow directly by
plugging in the appropriate bounds previously derived for each of their non-point identi￿ed
components. For instance, for LNATEn0 = E[Y jT = 1;S = 0] ￿ E[Y (0)jn0] we employ the
bounds previously derived for E[Y (0)jn0] to get (E[Y jT = 1;S = 0] ￿ E[Y jT = 0;S = 0]) ￿
LNATEn0 ￿ Un0.
We now derive the bounds for NATE, starting with the upper bound. As before, we use
equations (6) to (9) to derive potential upper bounds for NATE by plugging in the appropriate
bounds derived above into the terms that are not point identi￿ed. The corresponding four
28potential upper bounds are:










maxfL1;ap;E[Y jT = 1;S = 0]g




U1;n1 ￿ E [Y jT = 0]













After some algebra we obtain ￿3 ￿ ￿1 = ￿2 ￿ ￿4 = p0j1(L0;n0 ￿ E[Y jT = 0;S = 0]) ￿ 0,
since by de￿nition L0;n0 ￿ E[Y jT = 0;S = 0]. We also obtain that ￿3 ￿ ￿2 = (p1j1 ￿
p1j0)(U1;n1 ￿ maxfL1;ap;E[Y jT = 1;S = 0]g) ￿ p1j1(U1;n1 ￿ E[Y jT = 1;S = 1]). Note that:
(i) p1j1 ￿ (p1j1 ￿ p1j0) = ￿ap ￿ 0; (ii) U1;n1 ￿ E[Y jT = 1;S = 1] ￿ 0 by de￿nition of
U1;n1; and (U1;n1 ￿ maxfL1;ap;E[Y jT = 1;S = 0]g) ￿ 0 since U1;n1 ￿ E[Y jT = 1;S = 1] ￿
L1;ap (by de￿nition) and U1;n1 ￿ E[Y jT = 1;S = 1] ￿ E[Y jT = 1;S = 0] by (10); (iii)
(U1;n1 ￿ maxfL1;ap;E[Y jT = 1;S = 0]g) ￿ (U1;n1 ￿ E[Y jT = 1;S = 1]), since E[Y jT = 1;S =
1] ￿ maxfL1;ap;E[Y jT = 1;S = 0]g (see part ii). Parts (i) to (iii) imply that ￿3 ￿ ￿2 can
be greater or less than zero. Thus, the upper bound of NATE is: minfU
1;U
2g, where we let
U
1 = ￿2 and U
2 = ￿3.
Now consider the lower bound for NATE. Plugging in the bounds derived above for the
corresponding non-point identi￿ed terms in equations (6) to (9) yields the following potential
lower bounds:





ap ￿ p0j1E [Y jT = 0;S = 0]




E [Y jT = 1;S = 1]





E [Y jT = 1;S = 0] ￿ E [Y jT = 0]















After some algebra we obtain ￿1 = ￿4, ￿2 = ￿3 and ￿4 ￿ ￿3 = ￿ap(E[Y jT = 0;S =
0] ￿ minfU0;ap;E[Y jT = 0;S = 1]g) ￿ 0, since by de￿nition U0;ap ￿ E[Y jT = 0;S = 0] and
by (10) E[Y jT = 0;S = 1] ￿ E[Y jT = 0;S = 0]. Thus, the lower bound for NATE equals
L ￿ ￿3.
Finally, the bounds for MATE follow directly from the bounds for NATE and the fact
that MATE = ATE ￿ NATE. Q.D.E.
Proof of Proposition 4. Bounds for E[Y (0)jn0]: Ass. B2 implies E[Y (0)jn0] ￿
E[Y (1)jn0] = E[Y jT = 1;S = 0]; and Ass. C3 implies E[Y (0)jn0] ￿ E[Y jT = 0;S = 0]
29(see proof of Prop. 3), where by de￿nition U0;n0 ￿ E[Y jT = 0;S = 0]. Combining the
rest of the assumptions does not yield any additional upper bound for E[Y (0)jn0] that could
be lower than E[Y jT = 0;S = 0] or E[Y jT = 1;S = 0].37 Equation (4) and the fact that
E[Y (1)jn0] = E[Y jT = 1;S = 0] imply that E[Y jT = 1;S = 0] can be greater or less than
E[Y jT = 0;S = 0] since, even though E[Y (0)jn0] ￿ E[Y (1)jn0] (by Ass. B2), we have that
E[Y (1)jn0] can be greater or less than E[Y (0)jap]. Hence, the upper bound for E[Y (0)jn0]
is minfE[Y jT = 1;S = 0];E[Y jT = 0;S = 0]g. Ass. B and C do not provide any additional
information for a lower bound of E[Y (0)jn0]. Thus, L0;n0 ￿ E [Y (0)jn0] ￿ minfE[Y jT =
1;S = 0];E[Y jT = 0;S = 0]g.
Bounds for E[Y (1)jn1]: Ass. B2 implies E[Y (1)jn1] ￿ E[Y (0)jn1] = E[Y jT = 0;S = 1];
and Ass. C6 implies E[Y (1)jn1] ￿ E[Y jT = 1;S = 1] (see proof of Prop. 3), where by de￿nition
E[Y jT = 1;S = 1] ￿ L1;n1. Combining Assumptions B and C does not yield any additional
lower bound for E[Y (1)jn1] that could be greater than E[Y jT = 1;S = 1] or E[Y jT = 0;S = 1].
Equation (5) and the fact that E[Y (0)jn1] = E[Y jT = 0;S = 1] imply that E[Y jT = 0;S = 1]
can be greater or less than E[Y jT = 1;S = 1] since, even though E[Y (0)jn1] ￿ E[Y (1)jn1]
(by Ass. B2), we have that E[Y (0)jn1] can be greater or less than E[Y (1)jap]. Hence,
the lower bound for E[Y (1)jn1] is maxfE[Y jT = 1;S = 1];E[Y jT = 0;S = 1]g. Ass. B
and C do not provide any additional information for an upper bound of E[Y (1)jn1]. Thus,
maxfE[Y jT = 1;S = 1];E[Y jT = 0;S = 1]g ￿ E[Y (1)jn1] ￿ U1;n1.
Bounds for E[Y (0)jap]: Ass. B does not provide any information for a lower bound of
E[Y (0)jap]; while Ass. C3 and equation (4) yield E[Y (0)jap] ￿ E[Y jT = 0;S = 0], where
by de￿nition E[Y jT = 0;S = 0] ￿ L0;ap. Regarding an upper bound, Ass. A1 and A2 imply
E[Y (0)jap] ￿ U0;ap. Ass. C4 implies E[Y (0)jap] ￿ E[Y (0)jn1] = E[Y jT = 0;S = 1]. Finally,
Ass. B implies E[Y (1)jap] ￿ E[Y (0)jap]. Below we show that the upper bound for E[Y (1)jap]
under Ass. A1, A2, B and C equals E[Y jT = 1;S = 1], so E[Y (0)jap] ￿ E[Y jT = 1;S = 1].
Depending on the data, any of the previous three upper bounds for E[Y (0)jap] can be less
than the other two. Thus, we obtain E[Y jT = 0;S = 0] ￿ E[Y (0)jap] ￿ minfU0;ap;E[Y jT =
0;S = 1];E[Y jT = 1;S = 1]g.
Bounds for E[Y (1)jap]: Ass. B does not provide any information for an upper bound of
E[Y (1)jap]; while Ass. C6 and equation (5) yield E[Y (1)jap] ￿ E[Y jT = 1;S = 1], where
by de￿nition E[Y jT = 1;S = 1] ￿ U1;ap. Regarding a lower bound, Ass. A1 and A2 imply
E[Y (1)jap] ￿ L1;ap. Ass. C5 implies E[Y (1)jap] ￿ E[Y (1)jn0] = E[Y jT = 1;S = 0].
Finally, Ass. B implies E[Y (1)jap] ￿ E[Y (0)jap]. Above we showed that the lower bound for
E[Y (0)jap] under Ass. A1, A2, B and C equals E[Y jT = 0;S = 0], so E[Y (1)jap] ￿ E[Y jT =
37For instance, combining Ass. C3, C4 and B2 yields E[Y (1)jn1] ￿ E[Y (0)jn1] ￿ E[Y (0)jap] ￿ E[Y (0)jn0],
which implies E[Y (0)jn1] = E[Y jT = 0;S = 1] ￿ E[Y (0)jn0] and U
1;n1 ￿ E[Y (1)jn1] ￿ E[Y (0)jn0].
However, by (10) we have E[Y jT = 0;S = 1] ￿ E[Y jT = 0;S = 0]; and by (11) we have: U
1;n1 ￿ E[Y jT =
1;S = 1] ￿ E[Y jT = 0;S = 0].
300;S = 0]. Depending on the data, any of the previous three lower bounds for E[Y (1)jap] can
be greater than the other two. Thus, we obtain maxfL1;ap;E[Y jT = 1;S = 0];E[Y jT = 0;S =
0]g ￿ E[Y (1)jap] ￿ E[Y jT = 1;S = 1].
Bounds for E[Y (1;S(0))jap]: Ass. B2 implies E[Y (1;S (0))jap] ￿ E[Y (0)jap]. From
above, the lower bound for E[Y (0)jap] under Ass. A1, A2, B and C equals E[Y jT = 0;S = 0].
Ass. C1 implies E[Y (1;S (0))jap] ￿ E[Y (1)jn0] = E[Y jT = 1;S = 0], which can be greater
or less than E[Y jT = 0;S = 0] (see above). Hence, E[Y (1;S (0))jap] ￿ maxfE[Y jT = 0;S =
0];E[Y jT = 1;S = 0]g. Ass. B1 implies E[Y (1)jap] ￿ E[Y (1;S (0))jap]. From above, the
upper bound for E[Y (1)jap] under Ass. A1, A2, B and C equals E[Y jT = 1;S = 1]. Note that
C2 implies E[Y (1;S (0))jap] ￿ E[Y (1)jn1] ￿ U1;n1, but by de￿nition E[Y jT = 1;S = 1] ￿
U1;n1. Therefore, maxfE[Y jT = 1;S = 0];E[Y jT = 0;S = 0]g ￿ E[Y (1;S (0))jap] ￿ E[Y jT =
1;S = 1].
Bounds for LNATEn0: From (3), LNATEn0 = E[Y jT = 1;S = 0] ￿ E[Y (0)jn0]. Using
the bounds previously derived for E[Y (0)jn0] we have: maxf0;L
n0g ￿ LNATEn0 ￿ Un0.
Bounds for LNATEn1: From (3), LNATEn1 = E[Y (1)jn1] ￿ E[Y jT = 0;S = 1]. Using
the bounds previously derived for E[Y (1)jn1] we have: maxf0;L
n1g ￿ LNATEn1 ￿ Un1.
Bounds for LNATEap: From (3), LNATEap = E[Y (1;S (0))jap] ￿ E[Y (0)jap]. Ass. B2
directly implies LNATEap ￿ 0. Using the bounds previously obtained for the components
of LNATEap we obtain six additional potential lower bounds: E[Y jT = 1;S = 0] ￿ U0;ap;
E[Y jT = 1;S = 0] ￿ E[Y jT = 1;S = 1]; E[Y jT = 1;S = 0] ￿ E[Y jT = 0;S = 1]; E[Y jT =
0;S = 0] ￿ U0;ap; E[Y jT = 0;S = 0] ￿ E[Y jT = 1;S = 1] and E[Y jT = 0;S = 0] ￿ E[Y jT =
0;S = 1]: Note that: E[Y jT = 1;S = 0] ￿ E[Y jT = 1;S = 1] ￿ 0 by (10); E[Y jT = 0;S =
0] ￿ U0;ap ￿ 0 by de￿nition; E[Y jT = 0;S = 0] ￿ E[Y jT = 1;S = 1] ￿ 0 by (11); and
E[Y jT = 0;S = 0] ￿ E[Y jT = 0;S = 1] ￿ 0 by (10). Hence, LNATEap ￿ maxfE[Y jT =
1;S = 0] ￿ U0;ap;E[Y jT = 1;S = 0] ￿ E[Y jT = 0;S = 1];0g = maxf0;L
apg. Using the
bounds previously derived for the components of LNATEap, we have that the upper bound is
e Uap = E[Y jT = 1;S = 1] ￿ E[Y jT = 0;S = 0].
Bounds for LMATEap: LMATEap = E[Y (1)jap] ￿ E[Y (1;S (0))jap]. Ass. B1 directly
implies LMATEap ￿ 0. Using the bounds previously obtained for the components of LMATEap
we obtain three additional potential lower bounds: L1;ap ￿ E[Y jT = 1;S = 1]; E[Y jT = 1;S =
0] ￿ E[Y jT = 1;S = 1] and E[Y jT = 0;S = 0] ￿ E[Y jT = 1;S = 1]. Each of these three
expressions is less than or equal to zero because of the de￿nition of L1;ap, (10) and (11),
respectively. Using the bounds previously derived for the components of LMATEap we have
the upper bound is E[Y jT = 1;S = 1] ￿ maxfE[Y jT = 1;S = 0];E[Y jT = 0;S = 0]g. Thus,
0 ￿ LMATEap ￿ e U
ap
m .
We now derive the bounds for NATE, starting with the upper bound. As before, we use
equations (6) to (9) and the bounds obtained above to derive potential upper bounds for NATE.
31The corresponding four potential upper bounds are:
￿1 = E [Y jT = 1] +
￿
p1j1 ￿ p1j0





maxfL1;ap;E[Y jT = 1;S = 0];E[Y jT = 0;S = 0]g




E[Y jT = 1;S = 1]
￿E [Y jT = 0]
￿3 = E [Y jT = 1] ￿ E [Y jT = 0]




After some algebra we obtain ￿1 ￿ ￿3 = ￿ap(E[Y jT = 1;S = 1] ￿ maxfL1;ap;E[Y jT =
1;S = 0];E[Y jT = 0;S = 0]g)+p0j1(E[Y jT = 0;S = 0]￿L0;n0). By de￿nition, E[Y jT = 0;S =
0] ￿ L0;n0 and E[Y jT = 1;S = 1] ￿ L1;ap. Also, E[Y jT = 1;S = 1] ￿ E[Y jT = 1;S = 0] and
E[Y jT = 1;S = 1] ￿ E[Y jT = 0;S = 0] by (10) and (11), respectively. Hence, ￿1 ￿ ￿3 ￿ 0.
We also have: ￿2 ￿ ￿3 = p1j0(U1;n1 ￿ E[Y jT = 1;S = 1]) ￿ 0, by de￿nition of U1;n1. Finally,
we have ￿4 ￿ ￿3 = p1j0(U1;n1 ￿ E[Y jT = 1;S = 1]) + p0j1(E[Y jT = 0;S = 0] ￿ L0;n0) ￿ 0.
Thus, the upper bound for NATE equals e U ￿ ￿3 = E [Y jT = 1] ￿ E [Y jT = 0].
Now consider the lower bound for NATE. Plugging in the bounds derived above for the
corresponding non-point identi￿ed terms in equations (6) to (9) yields the following potential
lower bounds:






￿p0j1 minfE [Y jT = 0;S = 0];E [Y jT = 1;S = 0]g




E[Y jT = 1;S = 1]





maxfE[Y jT = 1;S = 0];E[Y jT = 0;S = 0]g
+p0j1E [Y jT = 1;S = 0] ￿ E [Y jT = 0]





￿4 = p1j0 maxf0;L







After some algebra we obtain ￿1 ￿ ￿4 = ￿3 ￿ ￿2 = p1j0 minfL
n1;0g ￿ 0. ￿2 can be
greater or less than ￿4 depending on the data. As before, it is enough to show one case in
which ￿2 ￿ ￿4 is greater than zero and one in which it is less than zero. After some algebra
we can write ￿2 ￿ ￿4 = p0j1E [Y jT = 1;S = 0] + ￿ap maxfE[Y jT = 1;S = 0];E[Y jT = 0;S =
0]g ￿ p0j0E[Y jT = 0;S = 0] ￿ p0j1 maxf0;L
n0g ￿ ￿ap maxf0;L
apg. Let L
n0 = E[Y jT = 1;S =
0] ￿ E[Y jT = 0;S = 0] ￿ 0. Then, ￿2 ￿ ￿4 = p0j1(E [Y jT = 1;S = 0] ￿ E[Y jT = 0;S =
0]) ￿ ￿ap maxf0;L
apg ￿ 0. Now let L
n0 = E[Y jT = 1;S = 0] ￿ E[Y jT = 0;S = 0] ￿ 0. Then,
32￿2 ￿ ￿4 = ￿ap(L
n0 ￿ maxf0;L
apg), which is greater or equal to zero if L
ap ￿ 0.38 Thus, the
lower bound for NATE equals maxfe L1; e L2g, where e L1 ￿ ￿2 and e L2 ￿ ￿4.
Finally, the bounds for MATE follow directly from the bounds for NATE and the fact
that MATE = ATE ￿ NATE. Q.D.E.
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Conditional Means Estimate Std. Error Estimate Std. Error
E[Y|T=0, S=0] 0.57 (0.012) 149.05 (4.323)
E[Y|T=0, S=1] 0.66 (0.013) 197.93 (6.092)
E[Y|T=1, S=0] 0.55 (0.012) 142.78 (4.548)
E[Y|T=1, S=1] 0.70 (0.008) 213.28 (3.729)
Testable Implications
E[Y|T=0, S=1]‐E[Y|T=0, S=0] 0.09 (0.018) 48.87 (7.365)
E[Y|T=1, S=1]‐E[Y|T=1, S=0] 0.15 (0.014) 70.50 (5.894)





























0.66Main Parameters LB UB LB UB LB UB LB UB
LNATEn0 ‐0.365 0.241 0.000 0.241 ‐0.019 0.241 0.000 0.241
(0.033) (0.029) (0.000) (0.029) (0.017) (0.029) (0.004) (0.029)
LNATEn1 ‐0.095 0.341 0.000 0.341 0.044 0.341 0.044 0.341
(0.020) (0.014) (0.000) (0.014) (0.015) (0.014) (0.015) (0.014)
LNATEap ‐‐ ‐‐ 0.000 1.000 ‐0.107 0.429 0.000 0.132
(0.000) (0.001) (0.018) (0.013) (0.000) (0.015)
LMATEap ‐‐ ‐‐ 0.000 1.000 ‐0.448 0.151 0.000 0.132
(0.000) (0.001) (0.013) (0.014) (0.000) (0.014)
NATE ‐‐ ‐‐ 0.000 0.041 0.009 0.134 0.020 0.041
(0.000) (0.011) (0.012) (0.013) (0.007) (0.011)
MATE ‐‐ ‐‐ 0.000 0.041 ‐0.094 0.032 0.000 0.021






A1 and A2 A1, A2 and B A1, A2, and C A1, A2, B and C
Lower (LB) and Upper Bounds (UB) under Different Assumptions
Proposition 1 Proposition 2 Proposition 3 Proposition 4Main Parameters LB UB LB UB LB UB LB UB
LNATEn0 ‐96.41 111.09 0 111.09 ‐6.28 111.09 0 111.09
(10.36) (6.90) (0.00) (6.90) (6.25) (6.90) (1.00) (6.90)
LNATEn1 ‐98.76 114.74 0 114.74 15.35 114.74 15.35 114.74
(8.14) (10.31) (0.00) (10.31) (7.09) (10.31) (6.78) (10.31)
LNATEap ‐‐ ‐‐ 0 456.65 ‐55.15 163.62 0 64.23
(0.00) (10.66) (7.71) (9.21) (0.00) (5.71)
LMATEap ‐‐ ‐‐ 0 456.65 ‐169.89 70.50 0 64.23
(0.00) (10.66) (9.38) (5.89) (0.00) (5.42)
NATE ‐‐ ‐‐ 0 18.11 3.37 53.63 6.85 18.11
(0.00) (4.76) (4.80) (6.41) (3.30) (4.76)
MATE ‐‐ ‐‐ 0 18.11 ‐35.52 14.74 0 11.26







A1 and A2 A1, A2 and B A1, A2, and C A1, A2, B and C
Proposition 1 Proposition 2 Proposition 3 Proposition 4