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La vida no es fácil, para ninguno de nosotros. Pero...½Qué importa!.
Hay que perseverar y, sobre todo, tener conanza en uno mismo.
Marie Curie.
Resumen
La sociedad se enfrenta al mayor desafío medioambiental de la historia, el cam-
bio climático. Si no minimizamos las emisiones de gases de efecto invernadero y la
dependencia de combustibles fósiles, los daños serán irreparables. La población cre-
ce fundamentalmente en zonas urbanas, y con ella la demanda de climatización y
transporte. Ante este escenario, la transformación inmediata y acelerada del sistema
energético es una tarea prioritaria. Países y organizaciones, despliegan estrategias y
políticas de integración con energías renovables, pero no es suciente.
La zona azul del planeta alberga un enorme potencial eólico prácticamente inuti-
lizado. La tecnología eólica marina se ha desarrollado vertiginosamente, se encuentra
preparada para generar energía eléctrica de forma eciente.
En este contexto, es razonable utilizar parte del potencial eólico marino, en pro-
ducir la electricidad suciente para descarbonizar los sectores no renovables. Con
este n, el objetivo principal de la presente investigación es aportar un nuevo mode-
lo de conversión de energía que integre, la electricidad generada por el recurso eólico
marino en nuevas tecnologías limpias del transporte y la climatización.
Este trabajo propone un modelo en estructura matricial que permite el procesa-
miento paralelo de la participación de la electricidad en el consumo nal (Análisis de
datos) y la generación de electricidad a partir de renovables (Evaluación de recursos).
Por un lado, el proceso de Análisis de datos consistirá en el computo, de las




Por otro lado, la Evaluación de recursos valora el potencial renovable, eólica ma-
rina en nuestro caso, y realiza una selección óptima de emplazamientos a partir de la
combinación de un sistema de información geográca con diferentes metodologías de
decisión multicriterio, de manera que no afecte otras actividades, respete las zonas
bio-protegidas y optimice los resultados de generación y costos.
Ambos resultados son valorados y se planican las proyecciones a corto, medio
y largo plazo.
En particular, como evaluación del modelo energético, se presenta el caso de
estudio en el Golfo de Maine en EEUU.
Abstract
Society faces the greatest environmental challenge in history, climate change. If
we do not minimize greenhouse gas emissions and dependence on fossil fuels, the
damage will be irreparable. The population grows mainly in urban areas, and with
it the demand for climatization and transport.
Faced with this scenario, the immediate and accelerated transformation of the energy
system is a priority task. Countries and organizations deploy integration strategies
and policies with renewable energies, but it is not enough.
The blue zone of the planet has a huge wind potential that is practically unused.
Oshore wind technology has developed rapidly, it is prepared to generate electricity
eciently.
In this context, it is reasonable to use part of the oshore wind potential to pro-
duce enough electricity to decarbonise non-renewable sectors. To this end, the main
objective of this research is to provide a new energy conversion model that integrates
the electricity generated by the wind resource marine in new clean transport and
climatization technologies.
This work proposes a model in a matrix structure that allows the parallel pro-
cessing of the participation of electricity in nal consumption (Data Analysis) and
the generation of electricity from renewables (Resource Assessment).
On the one hand, the data analysis process will consist of the computation of




On the other hand, the Resource Assessment assesses the renewable potential,
oshore wind in our case, and makes an optimal selection of sites from the combina-
tion of a geographic information system with dierent methodologies of multi-criteria
decision, so that it does not aect other activities, respects bio-protected areas and
optimizes generation results and costs.
Both results are valued and short, medium and long-term projections are plan-
ned.
In particular, as an evaluation of the energy model, the case study in the Gulf
of Maine in the USA is presented.
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Capítulo 1
INTRODUCCIÓN
Resumen: El objetivo de este capítulo es acotar el ámbito en el que se desa-
rrolla esta investigación.
Expone el potencial de la energía eólica marina, así como la motivación,
objetivos y estructura de la Tesis Doctoral:
Afronta el potencial infrautilizable de la energía eólica marina, como uno
de los mayores problemas a los que se enfrenta la sociedad actual: el
cambio climático.
Se especica el objetivo general y los objetivos especícos que se preten-
den alcanzar con este trabajo de Tesis Doctoral.
Por último, se detalla la estructura de la memoria de la tesis, para cen-
trar al lector en la totalidad del trabajo.
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1.1. Potencial de la eólica marina
Nuestra gran aliada, la naturaleza, nos ofrece nuevas oportunidades para mitigar
el cambio climático y descabonizar el actual modelo energético. Las zonas marinas
del planeta brindan grandes posibilidades para un despliegue acelerado de la energía
eólica marina.
El diseño, construcción y puesta en marcha de las instalaciones eólicas marinas,
están marcadas por muchos factores de diferentes naturaleza: climáticos, geográ-
cos, socio-ambientales, de localización, económicos y políticos [99], pero las decisiones
políticas, las condiciones del mercado y los avances tecnológicos podrían acelerar el
desarrollo de estos gigantes generadores de energía eléctrica limpia y superar los
escenarios previstos [135].
La Agencia Internacional de Energía (International Energy Agency-IEA) en co-
laboración con la Escuela Imperial de Londres (Imperial College London), realizó
un análisis geoespacial detallado, para determinar la magnitud del potencial técnico
global,de la energía eólica marina. [134]
La herramienta de modelado, está basada en datos satélites del Centro Europeo
de Previsiones Meteorológicas a medio Plazo (European Centre for Medium-Range
Weather Forecasts-ECMWF), con su nueva herramienta de análisis: ERA5[135].
Las zonas disponibles para la implantación del recurso eólico marino excluyeron
áreas de actividades económicas; como la pesca, transporte marítimo, zonas milita-
res, exploración y producción de gas y petroleo. También áreas cercanas a cables
submarinos y fallas sísmicas y zonas protegidas del medio ambiente. Los aerogene-
radores utilizados para los cálculos de energía eléctrica se estimaron entre 10 MW
y 20 MW de potencia nominal.
Los resultados con respecto a la posible generación de electricidad son sorpren-
dentes, la evaluación estima 120,000 GW de potencia nominal capaz de generar más
de 420,000 TWh anuales de electricidad (3,500 TWh por GW). Si comparamos esta
cifras con la demanda de electricidad para el año 2050 en Estados Unidos, representa
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como máximo un 3.2% del total [216].
Entre los principales países con mayor potencial eólico marino se encuentra Ru-
sia, con sus extensas costas pueden generar 80,000 TWh/año-20%, Canadá 50,000
TWh/año-12% y Estados Unidos 45,000 TWh-11%. Además de cubrir su demanda
de electricidad puede ser una gran oportunidad para exportar a los países con menor


























Figura 1.1: En el mundo, zonas con mayor potencial eólico marino. Fuente:[134].
Elaboración propia.
El potencial técnico se clasica por la batimetría de las aguas, menos de 60 me-
tros se consideran aguas poco profundas y más de 60 metros y hasta 2,000 metros
son aguas profundas, esta división está directamente relacionada con la tecnología
eólica marina. Para aguas poco profundas se utilizan estructuras con cimentación
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jas y para aguas profundas estructuras otantes. A su vez se pueden subdividir, en
zonas cercanas a tierra, hasta 60 kilómetros de la costa, y zonas lejanas a la tierra
entre 60 y 300 kilómetros de la costa, mientras más lejos se encuentren de la costa
el acceso a las diferentes instalaciones puede resultar menos sencillo.
Las aguas poco profundas cercanas a la costa, constituyen en la actualidad el po-
tencial más atractivo por su bajo costo de inversión y mantenimiento. Globalmente
podrían generar casi 36,000 TWh, prácticamente la demanda de electricidad del año
2040. Casi el 70% del potencial global se encuentra en aguas profundas, generando
17,000 TWh de energía eléctrica anuales, ver Figura 1.1.
Realizando una comparación continental, Ámerica del Norte presenta gran po-
tencial en la costa atlántica, la bahía de Hudson y el golfo de Alaska, pueden producir
más de 100,000 TWh anuales. Estados Unidos cuenta con un potencial de 46,728
TWh/año, las aguas poco profundas tienen el potencial de proporcionar más de
17,496 TWh y las aguas profundas más de 29,232 TWh por año. El golfo de de
Maine es una de las zonas más interesantes, con un factor de capacidad que oscila
entre el 55 y el 60%.
Las aguas europeas pueden generar hasta 72,000 TWh/año, las ciudades que ro-
dean el mar de norte representan casi dos tercios del total, las zonas más atractivas
pueden producir hasta 3,000 TWh/año.
El este de Asia cuanta con un potencial de más de 70,000 TWh por año. En
China, las aguas costeras poco profundas cercanas a tierra tienen el potencial de
producir cerca de 4,700 TWh por año, de los cuales más de 1,800 TWh están dispo-
nibles en sitios cercanos a la costa, el despliegue en China es inminente, ver Figura
1.1. [134]
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El intenso uso de combustibles fósiles, a partir de la revolución industrial, ha
causado un aumento en más del 40% de la concentración media anual global de
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CO2, provocando el evidente fenómeno del cambio climático.
El promedio mundial de dióxido de carbono atmosférico en 2019 fue de 413.2
partes por millón (PPM). Siendo los niveles de dióxido de carbono más altos de los
últimos 800,000 años, ver Figura 1.2. [157]
Esto ha provocado un aumento de la temperatura global, 0.9oC desde nales del
siglo XIX. A partir del 2014 se han detectado los seis años más cálidos, siendo el año
2016 el de mayor aumento de temperatura, registrando los 8 meses mas calurosos
de la historia (desde enero hasta septiembre, exceptuado junio). La diferencia de
temperatura, con respecto a la media entre los años 1884 y 2019 podemos apreciarla
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Figura 1.2: Diferencia de temperatura entre los años 1884 y 2019(A). Histórico de los
niveles de CO2 Atmosférico(B). Fuente de datos:[177, 132]. Elaboración propia
Las consecuencias son devastadoras para la naturaleza y la existencia de la vida
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en la tierra [86]. Los océanos absorben una gran parte de este aumento de tempera-
tura, desde 1969 la capa supercial del océano muestra un calentamiento superior a
0.2oC y la acidez de las aguas superciales ha aumentado un 30%. Las capas de hie-
lo disminuyen sus masas, tanto las marinas como las terrestres, la pérdida de masa
en la Antártida es tres veces mayor que en la última década. El aumento del nivel
del mar de las últimas dos décadas es de aproximadamente 40 cm. Los 70 ciclones
tropicales en el hemisferio norte durante el año 2018, ha superado la media a largo
plazo de 53 ciclones por año. La agricultura se ha visto afectada por la acción de
estos extremos climáticos, en consecuencia, en el año 2017 el 10% de la población
mundial eran personas desnutridas. La contaminación del aire causa 7 millones de
muertes prematuras anuales. [154, 180, 242, 241]
El cronograma de emergencia climática se consolidó con el acuerdo de París [228],
rmado en 2015, donde se estableció el objetivo de evitar que el aumento de la tem-
peratura global supere los 2oC respecto de los niveles preindustriales durante este
siglo. Las emisiones globales de carbono deben disminuir un 40% en 2030, equiva-
lente al nivel de emisión de 2010, reducir 70% alrededor de 2050 y lograr emisiones
casi nulas a nes del siglo XXI.
La política internacional está marcada por la mitigación del cambio climático.
Los gobiernos, las organizaciones de protección energética y ambiental trabajan en
ambiciosos planes a corto y largo plazo que combinan aspectos energéticos, ambien-
tales y económicos. [201, 65]
Pero estos esfuerzos no son sucientes, la gura 1.3 muestra el computo de emi-
siones desde dos escenarios [138]:
Escenario de energía planicada: Sistemas de energía basado en los planes
actuales de los gobierno y políticas planicados (a partir de 2019).
Escenario de transformación de energía: Transformación de energía ambicio-
sa, basada en gran medida en fuentes de energía renovables y una eciencia
energética constantemente mejorada.
Si los países cumplen los planes, tal como se reeja en el escenario de energía pla-
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Figura 1.3: Escenarios de emisiones de CO2. Fuente de datos:[138]. Elaboración
propia
ligeramente cada año hasta 2030, luego disminuyen en 2050 hasta alcanzar prácti-
camente el nivel actual con 33 Gt.
Este escenario, no se acerca al cumplimiento de los objetivos de París, para limitar
el aumento de la temperatura global a muy por debajo de 2◦C y hacia 1.5◦C, las
emisiones anuales de CO2 relacionadas con la energía tendrían que disminuir más
del 70% (10 Gt) desde ahora hasta 2050.
Las emisiones por sectores, se reducirían notablemente con la inclusión de las
energías renovables y medidas de electricación en el consumo nal. El sector del
transporte restaría 6.2 Gt con la penetración del vehículo eléctrico, el sector de la
calefacción/refrigeración reduciría las emisiones en un 82%.
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1.3. Objetivos de la investigación
En este contexto, y dada la imperiosa necesidad de devolver al planeta lo que
le hemos quitado, el objetivo principal de esta investigación es aprovechar parte
del potencial eólico marino, en generar la electricidad suciente para descarbonizar
los sectores no renovables con nuevas tecnologías limpias. Con este n se pretende
contribuir con un nuevo modelo de conversión de energía que integre, la electricidad
generada por el recurso eólico marino con los sectores del transporte y climatización.
El logro de este objetivo general, implica resolver los siguientes objetivos especí-
cos:
Modelizar el análisis de datos del modelo de conversión, mediante el estudio
de la participación de la electricidad necesaria, en el consumo nal.
Modelizar la evaluación de recursos del modelo de conversión, computando la
generación de electricidad renovable a partir del recurso eólico marino.
Realizar la selección óptima de los emplazamientos marinos sin afectar, a otras
actividades económicas, respetando las zonas marinas bio-protegidas.
Evaluar el modelo para un caso de estudio: Descarbonización de los sectores de
climatización y transporte residencial de estado de Maine (Estados Unidos), a
través del recurso eólico del Golfo de Maine.
Demostrar el impacto positivo del recurso eólico marino en la transición ener-
gética.
1.4. Estructura de la tesis
La tesis está estructurada en seis capítulos distribuidos en cuatro bloques (Fun-
damentos teóricos, Metodología, Aplicación - resultados y Conclusiones y trabajos
futuros), siguiendo una organización lógica en función de los objetivos y desarrollo
de la investigación. La gura 1.4 muestra una panorámica general de la composición
del trabajo.
El punto de partida es el estado del arte, donde se analiza la problemática del
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cambio climático y las bases para revertirlo. A continuación, se plantea la apor-
tación metodológica de esta tesis, un modelo de conversión energética basado
concretamente en la energía eólica marina. Posteriormente se evalúa el modelo en
un caso de estudio concreto y nalmente se muestran las conclusiones y trabajos
futuros de la tesis.
A continuación detallamos el contenido de cada bloque.
El bloque I, Fundamentos teóricos, está dividido en dos capítulos:
Capítulo 1. Introducción; agrupa la motivación, objetivos y estructura de la
tesis.
Capítulo 2. Marco Teórico; recoge las bases de conocimiento del trabajo. Se
divide en tres partes (Transición energética, Energías renovables y energía
eólica), enfatiza y compara los factores que intervienen en la selección óptima
de emplazamientos eólicos terrestres y marinos.
El bloque II, Metodología, compuesto de un capítulo:
Capítulo 3. Marco metodológico. Modelo de conversión energética; formula el
modelo de conversión propuesto, fusiona los fundamentos teóricos con el marco
metodológico. Se divide en cuatro partes: Modelo de conversión energética,
sistema de información geográca, aplicación eólica especializada y los métodos
de toma de decisión multicriterio.
El bloque III, Aplicación - resultados, consta de un capítulo:
Capítulo 4. Evaluación del modelo de conversión energética; se divide en tres
partes: describe la zona donde se evaluará el modelo, aplica cada una de las
partes integrantes del modelo, y por último, evalúa y discute los resultados.
Finalmente, en el bloque IV, Conclusiones y trabajos futuros; resume las principales
conclusiones y aportaciones, recomienda futuras investigaciones e incluye las publi-
caciones cientícas y congresos de la investigación.
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Bloque IV. Conclusiones y trabajos futuros
Figura 1.4: Estructura de la tesis. Elaboración propia
Capítulo 2
MARCO TEÓRICO
Resumen: Este capítulo es la base de conocimientos en la que se sustenta
esta Tesis Doctoral.
Sintetiza la necesidad, oportunidades y benecios de la transformación
energética, destacando su pilar principal: la electricación con energías lim-
pias. Resalta los sectores críticos del consumo nal de energía, el transporte
y la calefacción, así como las tecnologías actuales para su reemplazamiento.
Por otro lado, analiza la evolución y proyección de las energías renovables
y se centra en la energía eólica. Ambas tecnologías, terrestre y marina, las
compara en cuanto a capacidad instalada, generación de energía eléctrica y
factores que intervienen en la búsqueda y selección de emplazamientos
óptimos.
Dada la importancia de la energía eólica marina para este trabajo, investiga
el desarrollo tecnológico, las particularidades de las cimentaciones marinas y
los costos.
Finalmente se hace referencia a las barreras actuales del sector eólico.
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2.1. Transición energética
La transición energética es la transformación del actual sistema de energía,
que garantice un desarrollo energético y económico estable, seguro para el clima y
sostenible a largo plazo.
El mundo se encuentra inmerso en la lucha contra el cambio climático, a esta lucha
se suma la actual crisis sanitaria y económica causada por la pandemia COVID-19.
Las emisiones mundiales de CO2 durante el 2020 tendrán una reducción importante,
causada por los periodos de connamiento global, pero este respiro planetario es
temporal. Anteriores crisis han demostrado que la recuperación de las emisiones son
inmediatas y posiblemente a mayor escala.
Los gobiernos desempeñarán un papel fundamental en la recuperación del sector
energético. Los paquetes de ayudas económicas son una gran oportunidad para vin-
cular, la recuperación económica y la transición energética con el uso de energías
limpias, orientado a un sistema energético sostenible.[131]
La reducción de emisiones no es la única razón por la que los gobiernos deben
acogerse a una transformación energética profunda, los benecios y oportunidades
que ofrece son tangibles: económicos, sociales y ambientales.
1. Disminución acelerada de los costos de energías renovables: Los costos globales
de la electricidad generada a partir de orígenes renovables se han reducido
notablemente, lo que resulta una gran oportunidad para los inversores. Entre
2010 y 2019, el costo nivelado promedio ponderado global de la electricidad
(LCOE) de la energía solar fotovoltaica se redujo un 82%, alcanzando los 68.4
USD/MWh, mientras que el costo de la electricidad proveniente de la energía
eólica terrestre disminuyó un 45% (52.8 USD/MWh). [143, 137, 138, 194]
2. Mejoras en la calidad del aire: El aire contaminado ocasiona una importante
crisis en la salud pública. Los benecios de la reducción de la contaminación
mejoran la salud, la calidad de vida y además generan un importante ahorro
económico sanitario.[214]
3. Reducción del impacto climático: El impacto en el cambio climático se redu-
ciría con la disminución de las emisiones de CO2. [156, 58]
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4. Acceso a la energía: En la actualidad existen muchas regiones sin acceso a la
energía, provocando una gran desigualdad energética. Las tecnologías renova-
bles se pueden aplicar en zonas rurales mejorando la vida de las personas y
estimulando la economía local. [173, 174]
5. Seguridad energética: Muchos países dependen de combustibles fósiles impor-
tados, las energías renovables pueden proporcionar una alternativa más segura,
al contar con mayor diversidad de fuentes de energía, a través de la generación
in situ. [198, 105]
6. Benecios socio-económicos: El mercado laboral cambiará drásticamente, los
nuevos empleos pueden ser ocupados por personas de cualquier genero y ori-
gen. Los empleos eliminados, como los relacionados con los combustibles fósiles,
pueden ser reorientados. Los trabajadores de petroleo y gas en zonas marinas,
pueden ser incorporados dada su experiencia, en la construcción y operaciones
de cimientos y subestaciones de las instalaciones eólicas marinas. La transfor-
mación energética impulsaría el producto interno bruto (PIB) en un 2,5% y
el empleo total en un 0,2% a nivel mundial para el 2050. [137, 88]
Por todo lo anteriormente expuesto, es elemental una transformación radical del
modelo energético global, hacia un nuevo modelo des-carbonizado, sustituyendo los
combustibles fósiles por energías renovables. El principal pilar de esta transición
energética es la electricación, IRENA en su escenario más ambicioso, estima la
participación de la electricidad en el consumo nal en casi el 50% para el año
2050.[138]
2.1.1. Sectores críticos
El incremento de la población a nivel mundial evoluciona exponencialmente, en
el año 2018 aumentó en un 28% con respecto al año 1998, a su vez la migración a
zonas urbanas se elevó un 53% durante el mismo periodo. [7]
Según la proyección estimada de las Naciones Unidas, la población mundial al-
canzará los 9.700 millones en el 2050, de los cuales el 68% vivirá en zonas urbanas,
y superará los 11.000 millones en el 2100. Entre todos los continentes, África y Asia
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tendrán el mayor crecimiento demográco durante el periodo 2015 y 2050, con au-
mentos de población previstos de 52% y 17% respectivamente, ver Figura 2.1. [229]




































Figura 2.1: Evolución de la población mundial. Proyección 2050. Fuente de datos:[7,
229]. Elaboración propia
de calefacción/refrigeración y la dependencia del transporte también aumenta ver-
tiginosamente, reejo de dos factores negativos para transcición energética: mayor
uso de combustibles fósiles y umento de la c ntaminación. Las ciudades se convier-
ten en iconos críticos para facilitar la acción climática, la transición energética y la
sostenibilidad.[62, 61]
En el año 2017, la climatización global supuso el 51% del consumo total de ener-
gía, seguido del transporte (32%) y energía (17%). Solamente el 39.8% del total
tienen origen renovable.
En el sector de la calefacción/refrigeración el 10.1% tiene origen renovable, de los
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cuales el 16,40% es de biomasa y el resto, de electricidad renovable y otras renova-
bles no eléctricas.
















Figura 2.2: Energía renovable en el consumo total de energía nal, sectores transporte
y climatización. Fuente de datos:[201]. Elaboración propia
a nivel global, solamente el 3.3% tiene origen renovable (3% de Biocombustibles y
0,3% de electricidad renovable). De todos los sectores, es el que representa un menor
porcentaje de participación de renovables, ver Figura 2.2.
La electricación de estos sectores críticos impulsará una mayor demanda de
energía integrada con renovables. El sector del transporte residencial se sustituye
por vehículos eléctricos (VE) y gran parte del sector de la calefacción por bombas
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de calor.










































Figura 2.3: Participación de la electricidad en el consumo nal. Evolución y pro-
yección del sector del transporte y calefacción. Fuente de datos:[138]. Elaboración
propia.
formación de energía), la participación en el consumo nal tendría una variación de
casi el 30%, comparando el año 2019 con el 2050.
En el sector del transporte la cantidad de VE aumentará de 8 millones en el 2019 a
más de 1,100 millones en el 2050.
Para la calefacción/refrigeración, las bombas de calor ofrecen ganancias de eciencia,
que van de dos a cuatro veces más altas que los sistemas convencionales. La cantidad
de bombas de calor a instalar en el 2050 se deberían decuplicar con respecto al 2019,
ver Figura 2.3.[138]
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La sustitución de estas tecnologías de electricación, muy ecientes, también
trae consigo aumentos en la eciencia energética, siendo esta otro de los pilares de
la transición energética.
2.1.2. Trabajos relacionados con la electricación
A continuación, se mostrarán algunos estudios enfocados en la electricación de
los sectores críticos, con diferentes objetivos: integración de las renovables, disminu-
ción de las emisiones de CO2, costos, dependencia energética, políticas de integración
etc.
En cuanto a la sustitución de los vehículos convencionales por el VE, el trabajo
desarrollado por Szinai et al.,[222] en el año 2020, analiza la integración del VE en
el estado de California, Estados Unidos, para el año 2025. Asegura, que la fusión
VE más energías renovables, ayudarán a descarbonizar los sectores del transporte y
electricidad simultáneamente. Valora el impacto en la red, con la gestión de carga
de VE y concluye que las políticas actuales de carga no favorecen a ambos sectores.
Propone cargas residenciales inteligentes nocturnas combinada con periodos de car-
ga diurnos adicionales.
Li et al., [155] 2019, realizó un estudio de movilidad eléctrica en el Sudeste Asiá-
tico, donde intervenían la ota de pasajeros residenciales, autobuses y camiones. La
evaluación se realizó con un modelo basado en cuatro indicadores(Disponibilidad,
aplicabilidad, aceptabilidad y asequibilidad de la energía). Demostró que la adop-
ción de VE, reduce el consumo de energía nal y mejora la seguridad energética,
siempre que la generación tenga origen renovable.
En el año 2018, Raugei et al.,[200], estudió hasta que punto los vehículos eléc-
tricos, pueden contribuir a reducir la dependencia del Reino Unido de la energía
primaria no renovable. La métrica clave analizada es la demanda de energía no re-
novable. Los resultados muestran que dicho indicador en un VE, es más bajo en
aproximadamente un 34% con respecto al de un vehículo con motor de combustión
interna similar. Por lo tanto, con un cambio a una red eléctrica descarbonizada la
reducción será menor.
2.1. Transición energética 18
Tabla 2.1: Trabajos relacionados con la electricación del sector del transporte.
Integración con energías renovables (I(ER)), Reducción de CO2 (↓CO2), Seguridad
energética (↑SE), Reducción de costos (↓Co), Recargas de baterías(RB), Políticas
de integración (PI)
Objetivos

























La reducción de emisiones, estudiada por Brice et al., [181] 2015, en el estado
de Texas (Estados Unidos) demuestra la reducción sustancial de gases de efecto
invernadero, dependen en gran medida del origen de la generación de electricidad,
las comparaciones la realiza con VE alimentados con carbón, gas natural y energías
renovables. Culmina resaltando que la integración de las renovables con el VE dis-
minuyen las emisiones y aumenta la seguridad energética.
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La tabla 2.1 muestra las investigaciones estudiadas con respecto al VE, observa-
mos la evolución de la comunidad cientíca. En el año 2015, la principal preocupación
era la integración renovable en la adopción del VE unido a la reducción de emisiones.
En los últimos años ya es una realidad, la fusión VE+EERR es positivo con respecto
al cambio climático, la reducción de emisiones y la seguridad energética, además,
nos centramos en políticas de eciencia e integración.
El remplazo de los equipos convencionales de calefacción/refrigeración por bom-
bas de calor electricadas con energías renovables es también un tema muy desarro-
llado por la comunidad cientíca, Amirkhiz et al., 2020 [42], presentó un estudio en
Dinamarca donde usaba bombas de calor híbridas con una caldera de gas. El pro-
grama de funcionamiento óptimo demostró, que el uso de la caldera correspondía al
24% y el resto con bomba de calor eléctrica generada a partir del viento.
Un sistema híbrido compuesto por una fachada de doble piel fotovoltaica (PV),
acoplada a un sistema de bomba de calor fué desarrollado por Martin-Escudero et.al
, [168] 2019, con el objetivo de proporcionar calefacción y agua caliente sanitaria. El
costo de inversión se amortizaba aproximadamente en 6 años.
Vorushylo et al., [236] 2018 realizó un estudio en Irlanda, con el objetivo de
electricar el sector de la calefacción, mediante bombas de calor y calefacción eléc-
trica directa originada por el viento. Los resultados mostraron una disminución de
las emisiones comparadas con el gas natural y petroleo. La ausencia de medidas
políticas adecuadas, que respalden estas tecnologías, es una barrera para lograr los
objetivos ambientales del país.
El uso a gran escala de bombas de calor, para la calefacción de espacios en
edicios, puede contribuir a un ahorro signicativo de energía primaria y emisiones
de CO2, en comparación con las calderas de gas natural. Alimentadas con energías
renovables, las emisiones serían mucho menores. Estos resultados fueron obtenidos
en el año 2015 por Duarte Carvalho et. al [66], con un caso de estudio en Portugal.
La tabla 2.2 muestra las investigaciones respecto a la sustitución, de tecnologías
convencionales de calefacción por bombas de calor. La integración de las bombas de
calor con las energías renovables, valida los resultados de esta tecnología, pero dada
la variabilidad estacional muchos se decantan por sistemas híbridos.
2.2. Energías renovables 20
Tabla 2.2: Trabajos relacionados con la electricación del sector de la calefacción.
Integración con energías renovables (I(ER)), Reducción de CO2 (↓CO2), Reducción
de costos (↓Co), Almacenamiento(Al), Sistemas híbridos (SI)
Objetivos






















La evolución del sector renovable global de la última década ha aumentado a
un ritmo prácticamente exponencial, tanto en nuevos MW agregados a la capacidad
total, como a la energía eléctrica generada por las instalaciones; destacando el sector
eólico (tierra + mar) y el sector solar.
En el 2017, hubo un crecimiento del 74%, en términos de capacidad instalada
total, en comparación con el 2010 y no ha habido retroceso durante el siguiente
período. La capacidad instalada total del sector eólico, aumentó de 181 GW en el
2010 a 515 GW en el 2017, con una tasa de crecimiento del 185%. El sector solar































































Figura 2.4: Evolución de la capacidad instalada(A) y electricidad generada(B) con
origen renovable . Fuente de datos:[137]. Elaboración propia
durante el mismo período aumentó su capacidad total en 347 GW.
Se espera que esta tendencia creciente continúe en términos del número de proyec-
tos de nuevas instalaciones. Se estima que para el 2050 la capacidad total instalada
será de casi 18,000 GW, generando un aumento del 681% con respecto a 2017. El
sector eólico y solar continuará liderando las energías renovables con 6,044 GW y
8,519 GW respectivamente, ver Figura 2.4. [137]
Por otro lado, la generación de electricidad a partir de fuentes renovables ha
aumentado en paralelo con la capacidad instalada y el tipo de tecnología. A partir
del recurso solar en el 2017, se generaron 417 TWh, aumentando en casi 404 TWh
en comparación con el 2010. El recurso eólico generó 1.134 TWh en el 2017, con una
tasa de crecimiento en comparación con el 2010 del 232%.
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Las proyecciones son ambiciosas, según el escenario de transformación de la ener-
gía, se espera que para el 2050 el 86% de la generación de electricidad tenga un origen
renovable, siendo la contribución del recurso eólico a la combinación energética más
del 50% del total, ver Figura 2.4. [137]
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2.3.1. Estadísticas. Evolución y proyección
El despliegue de las energías renovables se ha acelerado en la última década, el
sector eólico después de la energía hidroeléctrica, domina la industria de las ener-
gías renovables. La evolución del sector eólico global es ascendente, tanto en nuevos
MW añadidos a la capacidad total como la energía eléctrica generada a partir de las
instalaciones eólicas.
La capacidad eólica en tierra se ha incrementado un 320%, sumando cerca de
475 GW en el periodo 2009-2019. 27 GW se han unido a la capacidad total marina
durante el mismo periodo, elevando su capacidad global en más de 1000%.
La capacidad eólica acumulada global en el 2019, incluyendo los dos tipos de tec-
nologías (tierra y mar) asciende a 650 GW. Se produjo un crecimiento del 10% con
respecto al año anterior. Las nuevas instalaciones añadidas superaron los 60 GW,
representando un incremento del 19% respecto al 2018 y un 9.23% de la capacidad
acumulada global. La electricidad anual generada se aproxima a los 1,445 TWh.
El mercado eólico marino superó la barrera de los 6 GW añadidos durante este
periodo, el 10% de las nuevas instalaciones globales, localizadas en el hemisferio
norte. Europa lidera la clasicación con el 21.9 GW totales, 75.2% de la capacidad
total, cifra destacada por los parques eólicos marinos del mar del norte, 3.6 GW
fueron añadidos en el 2019. Asia continua la clasicación con el 24.2% del total y
América del norte en tercera posición se mantiene sin cambios con respecto al 2018,
30 MW instalados, ver Figura 2.5.[101]
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Figura 2.5: Evolución, situación actual y proyección del sector eólico. Fuente de
datos:[101]. Elaboración propia
La tendencia alcista predomina en el sector eólico para las proyecciones de las
próximas tres décadas. En los años 2030 y 2050, la capacidad total se triplica y de-
cuplica respectivamente con respecto al año 2019. Se espera una generación eléctrica
de más de 18,000 TWh.
El mercado eólico marino, con grandes mejoras tecnológicas [150, 83, 93], reduc-
ción de costes [219] y apoyado por organizaciones energéticas y gobiernos implicados
en la descarbonización [189, 78, 89, 224], crecería signicativamente. En el año 2030
aumentaría 10 veces su capacidad instalada (228 GW) y alcanzaría los 1,000 GW de
capacidad para el año 2050, representando casi el 17% de la capacidad eólica total
(6,044 GW).
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Este incremento reeja una Tasa de Crecimiento Anual Compuesto(TCAC) del
11.5%, muy por debajo de su promedio histórico del 38.5%, demostrando la facti-
bilidad de la expansión de las instalaciones eólicas marinas.[135, 101]
El futuro de la eólica marina estará liderado por el continente asiático, con un
despliegue de nuevas instalaciones de 126 GW (55%) y 613 GW (62%) para el 2030
y 2050. Este cambio importante está impulsado por China con 56 GW para el 2030
y 382 GW para el 2050. Europa permanecerá liderando 10 años más. América del
norte, con Estados Unidos al frente crecerá de forma brusca con 23 GW para el 2030
y 164 GW para el 2050. Otros continentes, comienzan a visualizarse en los mapas
eólicos, América del sur y Oceanía, ver Figura 2.5.[135, 101, 134]
Además del notable aumento de capacidad, hay que unir la repotenciación de las
turbinas instaladas antes del 2010, que se reemplazarán con nuevos diseños tecnoló-
gicos a partir del 2030. La adición anual de capacidad eólica para el 2030 sería de




Los primeros aerogeneradores cerca de la costa fueron instalados en Dinamarca
en el año 1991, parque eólico llamado Vindeby con 11 turbinas eólicas de 450 KW
de potencia nominal a 2 km de la costa [183], desmantelado en el 2017.
Desde entonces, la tecnología no ha parado de crecer, tanto en dimensiones como
en la potencia de salida nominal y el rendimiento. Durante el periodo 2010-2019, la
altura total de los aerogeneradores ha aumentado de algo más de 100 m en el año
2010 a más de 200 m en el año 2019, la potencia nominal se ha incrementado un
70% y el diámetro del rotor prácticamente se ha duplicado, ampliando así el área
de barrido, ver Figura 2.6.[135]
2019 marcó un hito tecnológico para la eólica marina, al estar disponible comer-




























































∅220 m ∅250 m
Figura 2.6: Evolución de la tecnología eólica marina. Fuente de datos:[135, 93, 234,
87]. Elaboración propia
cialmente el aerogenerador de 10 MW de potencia, de 164 metros de diámetro de
rotor con un área de barrido de 21,124 m2 [234]. Se espera para el año 2021, tener
en el mercado el aerogenerador de 12 MW, Haliade-X, con un factor de capacidad
del 63%, 260 metros de altura y 220 metros de diámetro del rotor [87].
El sector continua trabajando en turbinas más grandes, entre 15MW y 20 MW
para el 2030. Recientemente, IEA en su tarea 37, ha proyectado una turbina eólica
marina de 15 MW, altura de la torre 150 metros y diámetro de rotor de 240 metros
[93], actualmente se está desarrollando una estructura de soporte otante semisu-
mergible por la Universidad de Maine (EE. UU.), disponible para aguas profundas,
ver Figura 2.6.
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2.3.2.2. Cimentación
La mayor singularidad de los aerogeneradores marinos, con los terrestres, es la
cimentación. Los terrestres relacionados con las propiedades geotécnicas y geofísicas
del suelo y los marinos directamente relacionada con la profundidad de las aguas, el
lecho marino y la altura de las olas entre otras [146, 246].
Las cimentaciones marinas se dividen en dos categorías: jas y otantes. Las
jas están ancladas en el suelo marino, las más comercializadas son: Monopilote,
gravedad, jacket y tripode, ver Figura 2.7.
Monopilote: Compuesto de tubos de acero con diámetro entre 3 y 8 metros
con un peso de hasta 800 toneladas, insertado en el fondo marino, se utili-
zan en aguas poco profundas hasta 30 metros con suelos preferentemente no
rocosos. La mayoría de los parques eólicos marinos actuales, utilizan esta ci-
mentación [90] al estar situados en áreas poco profundas. Hasta el 2018, 3,854
turbinas marinas tenían esta plataforma, el 70% de estas estaban situadas en
instalaciones europeas [188].
Gravedad: Construidas de hormigón armado, rellenas de grava o piedras, pue-
de llegar a pesar hasta 1,400 toneladas. Se utiliza en aguas poco profundas,
menos de 10 metros. A nales del 2018 casi 330 turbinas estaban soporta-
das por plataformas de gravedad [188]. El parque Vindeby, tenía este tipo de
cimentación.
Jacket: Hechas de acero, puede pesar hasta 500 toneladas con una altura de
45 metros. Idóneas para profundidades de 40 a 50 metros. El complejo proceso
logístico y la instalación aumentan su costo [225].
Trípode: Formada por una base triangular capaz de repartir las cargas por
diferentes puntos, construidas de acero, 700 toneladas de peso y altura de 50
metros. Pueden ser utilizadas en aguas de más de 40 metros. El transpor-
te es complejo, son las plataformas menos utilizadas en comparación con las
anteriores. [225, 188]
2.3. Energía eólica 27
Las otantes, especícas para aguas profundas, han despertado el interés cien-
tíco y comercial hace poco más de 10 años, la base conceptual fué desarrollada



























































Figura 2.7: Cimentaciones marinas en el sector eólico. Fuente de datos:[153, 146].
Elaboración propia
A partir de ese momento e inspiradas en los conocimientos de plataformas petro-
líferas, han surgido diferentes variantes: spar, semi-sumergible y TLP(Tension-Leg
Platform), ver Figura 2.7.[246]
Spar: Basada en un cilindro otante, anclado al fondo oceánico por medio de
cables. La instalación no alberga grandes dicultades, la existencia de movi-
mientos lentos del mar no altera la estabilidad de la estructura, la posición
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vertical y el amarre son independientes. Hywind , primer parque eólico otan-
te, utilizó esta plataforma.
Semi-sumergible: Estructuras otantes con cubiertas amplias, en la parte infe-
rior presenta unos tanques otantes de los cuales depende la altura sumergible
de la estructura.
TLP: Cada una de las esquinas de la plataforma tiene un cable vertical, prác-
ticamente inelástico, anclado al fondo marino. Permite mantener la posición
del rotor casi jo, comparada con las dos anteriores, el movimiento es mucho
mejor.
Nuevos parques eólicos marinos otantes se encuentran en proyección: el WindFloat
Atlantic de 30 MW en Portugal, Kincardine de 48 MW en Escocia, Equinor recibió
la aprobación en el 2019 para construir un proyecto de 200 MW frente a las costas
de las Islas Canarias, sería el mas grande del mundo de tipo otante.[134]
Empresas y organizaciones del sector crean nuevas plataformas con el objetivo
de acelerar el despliegue en aguas profundas: X1 Wind combina las ventajas de las
tecnologías TLP y semi-sumergible con un diseño autoorientante disruptivo, reduce
el peso y minimiza los costos de instalación y mantenimiento. [249]
2.3.2.3. Costos
Los proyectos de complejas infraestructuras, como las instalaciones eólicas ma-
rinas, requieren de un minucioso análisis económico y nanciero. En el sector ener-
gético es muy frecuente utilizar el indicador LCOE para calcular el costo de la
electricidad y comparar los resultados de diferentes tecnologías.
En el sector eólico marino, al igual que en otras tecnologías renovables, el LCOE
debe ser usada con precaución. Su variabilidad depende de cada proyecto, tecno-
logía y país. La inuencia del desarrollo acelerado de la tecnología afecta tanto al
costo inicial, como a los gastos de operaciones y mantenimiento. Las diferentes polí-
ticas nacionales de las regiones inuye notablemente en las unidades monetarias por
MWh. [166]
2.3. Energía eólica 29
El calculo del LCOE involucra todos los costos del ciclo de vida de las instala-
ciones eólicas marinas así como la producción de energía anual.
Las variables claves de los costos son:CAPEX (Capital expenditure), OPEX (Ope-
rational expenditures) y DECEX (Decommissioning expenditure), ver gura 2.8.
El CAPEX, son los costos de inversión efectuados antes de la fecha operacio-
nal del parque eólico, representan aproximadamente el 70% del total, incluyen la
turbina, la torre, los cimientos, plataforma y la instalación eléctrica entre otros. La
turbina representa el componente más elevado. En Europa estos costos son mayores
que en China, porque el despliegue Chino se limita a aguas poco profundas con tecno-
logía ja, mientras que en Europa la expansión con tecnología otante es mayor.[135]
El OPEX, comprende todos los gastos incurridos después de la fecha de operación
comercial, como los de operaciones y mantenimiento directo e indirecto.
El DECEX, son los gastos de desmantelamiento una vez que termina la vida útil de
la instalación.
La ecuación 2.1 [141], muestra su cálculo detallado donde:It son los costos de
inversión (CAPEX), Mt son los gastos en operaciones, mantenimiento y desman-
telamiento (OPEX+DECEX), Ft es el gasto de combustible (en nuestro caso sería
cero), todos para el año t y expresadas en unidades monetarias, Et es la generación
de electricidad en unidades de energía (kWh, MWh etc.), r es la tasa de descuento











Indiscutiblemente, la reducción de este indicador es clave para la expansión eó-
lica marina. El LCOE, en los mercados más jóvenes como en el pacíco asiático y
América es mayor que en los mercados más maduros.
El promedio ponderado global del LCOE para la energía eólica marina en el 2018
fue de 0.126 USD/kWh, comparado con el 2010 resulta un decremento del 20%.
A nivel regional Europa marcó una disminución del LCOE del 14% entre el 2010
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Figura 2.8: Costos asociados a parque eólicos marinos(A). LCOE.Promedio
ponderado(B). Estudio de LCOE(C). Fuente de datos:[135, 136, 178]. Elaboración
propia
y 2018, el país más representativo es Bélgica con un 28%, seguidos de Alemania y
Reino Unido con disminuciones de 24% y 14% respectivamente.
En Asia el decremento fué del 40% en el mismo periodo, impulsado por China, sin
embargo Japón, nuevo en este mercado tiene un LCOE algo elevado (0.2 USD/kWh).
Las proyecciones globales para el 2030 alcanzan un rango entre 0.05 y 0.09 USD/kWh
y para el 2050 entre 0.03 y 0.07 USD/kWh, ver Figura 2.8.[136]
El laboratorio nacional de energía renovables de Estados Unidos, realizó recien-
temente un estudio para actualizar el LCOE de la energía eólica con cimentación
ja y otante de Estados Unidos, se basó en instalaciones actuales localizadas en el
atlántico norte para la cimentación ja y en las costas del pacíco para la cimenta-
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ción otante. Ambas con una capacidad instalada de 600 MW. [178]
En ambas cimentaciones la tendencia es descendente con respecto al 2010, el
CAPEX representa el mayor costo. Para la cimentación ja: la turbina el 19.3%, la
infraestructura eléctrica el 16.8% y la cimentación el 10%. En la otante: la turbina
el 16.7%, la infraestructura eléctrica el 12.8% y la cimentación el 18,5%.
El rango de sensibilidad variable oscila entre el 83 y el 176 $/MWh inuenciado
fundamentalmente por la variación del CAPEX (2,470-6,500 $/kW), ver Figura 2.8.
2.3.3. Factores en la localización de emplazamientos óptimos
La ubicación óptima de emplazamientos eólicos, está asociada a un grupo de
factores que garantizan la máxima producción de la instalación, con los menores
costos asociados, asegurando la rentabilidad.
Una propuesta de categorización de estos factores según su tipología, se publicó por
la autora de esta tesis doctoral y otros autores, a partir del estudio de 75 investiga-
ciones seleccionadas.[99]
Las categorías propuestas son: Climática, Geográca, Socio-ambiental, Localización,
Económica y Política.
Las tablas A.1A.6 del apéndice A.1 muestran los factores por categoría y su des-
cripción.
No todos los factores se aplican en todos los estudios, hay factores obvios que son
exclusivos para parques eólicos en tierra (orográcos, capacidad agrológica, efec-
to estroboscópico etc. ) y otros para parques eólicos en mar (oceanográcos, rutas
marítimas, distancia a puerto, etc). La selección de unos u otros depende fundamen-
talmente de la zona de estudio, el marco regulatorio de ese país y los objetivos del
proyecto.
A continuación repasamos algunas bibliografías donde observaremos las dife-
rencias en los factores aplicados en instalaciones en tierra y mar. La totalidad de
referencias por cada factor y su porcentaje de incidencia en instalaciones terrestres
y marinas se resume en las tablas 2.3-2.8 (color de las celdas:verde-eólica terrestre,
azul-eólica marina.
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Tabla 2.3: Referencias de factores de la categoría Climática (C1).
Factor Referencias %
Velocidad del viento (F1,1)
[199, 226, 50, 139, 223, 167, 231, 104, 102, 207, 251, 211, 49,
227, 239, 152, 186, 112, 208, 209, 70, 206, 235, 53, 145, 161,
84, 51, 240, 79, 220, 41]
94
[187, 237, 45, 67, 244, 69, 91, 248, 148, 149, 74, 232, 196, 250,
103, 172, 230, 175, 176, 169, 147, 193, 213, 48, 212, 37, 171,
217, 163, 94, 233, 142, 100, 170, 182, 216, 210]
91
Densidad de potencia (F1,2)
[40, 251, 70, 203] 12
[165, 244, 248, 148, 149, 74, 176, 147, 113, 233, 182, 164] 29
Dirección del viento (F1,3)
[226, 211] 6
[187, 169, 193, 48, 94, 233] 15
Tiempo efectivo (F1,4)
[167, 40, 251] 9
[244, 248, 94, 216] 10
Disponibilidad de datos (F1,5) [220] 3
Turbulencia (F1,6)
[40] 3
[248, 193, 210] 7
Periodos de heladas (F1,7) [79] 3
Desastres naturales (F1,8)
[70, 203, 145, 161] 12
[248, 148] 5
Densidad del aire (F1,9)
[199, 235, 51, 79, 220] 15
[48] 2
Tabla 2.4: Referencias de factores de la categoría Geográca (C2).
Factor Referencias %
Pendiente (F2,1) [199, 223, 167, 231, 104, 40, 211, 207, 152, 49, 209, 112, 208,
186, 70, 235, 206, 145, 161, 51, 84, 41, 240, 220]
71
Altitud (F2,2) [199, 231, 211, 49, 209, 186, 235, 145, 51, 84, 41, 79, 220] 13
Tipo de terreno (F2,3)
[223, 139, 231, 40, 102, 112, 51, 79] 24
[165, 187, 67, 248, 148, 175, 213, 163, 142, 82] 24
Rugosidad (F2,4) [207, 208, 186, 41, 220] 15
Área (F2,5)
[220] 3
[149, 169, 212, 37, 171, 217, 163, 94, 142, 82, 100, 182, 216] 32
Profundidad del agua (F2,6) [165, 187, 237, 67, 244, 69, 91, 248, 148, 149, 232, 196, 250,
103, 172, 230, 175, 176, 169, 193, 213, 212, 37, 217, 163, 94,
233, 142, 100, 182, 164, 216, 210]
80
Altura olas (F2,7) [244, 91, 248, 148, 74, 196, 213, 217, 142, 100, 216] 27
Calidad del agua (F2,8) [149, 100] 5
En el año 2010, Leda-Ioanna Tegou [223], realiza un estudio para la selección
óptima de instalaciones eólicas terrestres en la isla de Lesbos, Grecia. Utiliza la ve-
locidad del viento de 4 m/s como limitante, para aceptar una zona o no, dentro de
la categoría Climática. En la categoría Geográca, valida las zonas con pendiente
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inferior al 30% y valora el tipo de terreno. La categoría Socio-ambiental y de Loca-
lización son valoradas por la legislación del país. Establece distancias mínimas para
instalaciones eólicas, como sitios arqueológicos y monasterios (500 m), distancia a
los asentamientos clasicados según el nivel de población (entre 500 y 1500 m), el
impacto visual, así como la prohibición en zonas protegidas de bosques, hábitat de
especies de aves etc. Las distancias al punto de conexión y carreteras son estudiados
descartando zonas superior a 2500 km. La demanda de electricidad es calculada por
sectores. La categoría económica es analizada por el valor de la tierra, donde inter-
vienen el uso de la tierra y distancias a limites territoriales y carreteras.
Tabla 2.5: Referencias de factores de la categoría Socio-ambiental (C3).
Factor Referencias %
Áreas protegidas (F3,1)
[199, 223, 50, 139, 167, 104, 40, 211, 207, 227, 152, 49, 112,
208, 186, 206, 51, 84, 41, 240, 79, 220]
65
[165, 187, 67, 69, 91, 148, 149, 74, 232, 103, 172, 230, 176, 147,
213, 212, 37, 171, 113, 217, 163, 94, 233, 142, 82, 100, 182,
164, 216, 210]
73
Capacidad agrológica (F3,2) [226, 223, 104, 207, 112, 208, 235, 145, 220] 26
Impacto visual (F3,3)
[199, 223, 231, 251, 145, 79, 220] 21
[148, 172, 230, 171, 113, 82, 182] 17
Reducción de emisiones (F3,4)
[251, 70, 161] 9
[248, 250, 175] 7
Efecto estroboscópico (F3,5) [145] 3
Dependencia energética(F3,6) [251, 70] 6
Ruido (F3,7)
[199, 50, 231, 251, 53, 145, 79, 220] 24
[91] 2
Población (F3,8)
[226, 139, 102, 203] 12
[82, 170] 5
Demanda de energía (F3,9)
[223, 40, 211] 9
[230, 212, 113] 7
Uso de la tierra (F3,10) [226, 223, 104, 102, 152, 209, 235, 206, 41, 79, 203, 220] 35
Impacto en la ora y la fauna (F3,11)
[50, 231, 102, 251, 227, 239, 112, 70, 145, 51, 79, 220] 35
[187, 91, 248, 148, 149, 74, 196, 250, 103, 172, 230, 176, 147,
213, 171, 113, 217, 163, 100, 170, 182, 164]
54
Rutas marítimas (F3,12) [165, 187, 45, 67, 244, 248, 148, 149, 74, 232, 250, 103, 172, 230,
147, 213, 212, 37, 171, 113, 217, 163, 94, 142, 170, 182, 164, 216]
68
Zonas de pesca (F3,13) [165, 67, 244, 148, 149, 103, 172, 147, 213, 212, 37, 217, 94,
142, 170, 164]
39
Un estudio realizado en Arabia Saudí en el año 2017 [235], con el objetivo de
localizar ubicaciones óptimas en tierra, incluye la velocidad del viento limitante a 5
2.3. Energía eólica 34
m/s. Valora las distancias, en la categoría de Localización, a carreteras y punto de
conexión menores a 10,000 m, zonas urbanas mayores a 500 m y aeropuertos mayo-
res a 2500 m. No aplica criterios Socio-ambientales, los propone como trabajo futuro.
Tabla 2.6: Referencias de factores de la categoría de Localización (C4).
Factor Referencias %
D. carreteras (F4,1) [139, 231, 104, 40, 102, 211, 207, 227, 152, 239, 49, 209, 112,
208, 186, 70, 206, 53, 145, 161, 51, 84, 41, 240, 79, 220]
76
D. otras plantas eólicas (F4,2)
[227] 3
[67, 69, 232, 172, 230, 175, 213] 17
D. lineas de trasmisión (F4,3) [199, 226, 139, 102, 207, 227, 49, 209, 112, 208, 235, 206, 145,
161, 84, 41, 79]
30
D. zonas urbanas (F4,4)
[199, 226, 223, 50, 139, 167, 104, 40, 102, 211, 207, 251, 227,




D. zonas militares o industriales (F4,5)
[227, 84] 6
[165, 187, 45, 67, 69, 148, 149, 232, 103, 172, 230, 147, 213,
212, 171, 113, 217, 163, 94, 142, 216]
51
D. red ferroviaria (F4,6) [199, 104, 49, 112, 186, 235, 206, 84] 24
D. puertos (F4,7)
[227, 235] 6
[165, 187, 67, 244, 248, 149, 74, 232, 103, 175, 233, 142] 29
D. aeropuertos (F4,8)
[199, 223, 50, 104, 102, 211, 207, 227, 49, 209, 208, 186, 53,
51, 84, 41, 79]
50
[45, 212, 163] 7
D. acoplamiento eléctrico (F4,9)
[226, 223, 231, 211, 207, 251, 227, 239, 112, 208, 186, 70, 235,
206, 53, 161, 51, 84, 240, 79, 203, 220]
65
[165, 237, 67, 69, 91, 248, 148, 149, 74, 232, 103, 175, 147, 163,
142, 170, 164, 216]
44
Zonas ocio o históricas (F4,10)
[223, 139, 251, 227, 152, 239, 112, 186, 206, 84] 29
[187, 67, 69, 148, 103, 212, 163, 82] 20
D. a fuentes de agua (F4,11) [226, 223, 104, 102, 211, 227, 152, 49, 112, 186, 206, 51, 84,
41, 240]
44
D. cables, tuberías (F4,12) [165, 187, 45, 67, 103, 213, 171, 113, 94, 142, 182, 164] 29
D. tierra (F4,13) [165, 187, 237, 45, 67, 69, 91, 248, 148, 149, 74, 232, 196, 250,
103, 172, 175, 213, 212, 37, 171, 94, 233, 82, 170, 210]
63
D. otros puntos (F4,14) [187] 2
La alta penetración del sector eólico terrestres en Estados Unidos, comienza
a despertar el interés de los investigadores en la participación eólica marina en sus
costas. Blaise Sheridan en 2012 [217], calcula el potencial eólico marino en la costa de
Maryland, un estado costero del Atlántico. La velocidad del viento, principal factor
para el calculo del potencial eólico. Dentro de la categoría Geográca intervienen;
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la batimetría, la altura de las olas, el área y el tipo de terreno para valorar el tipo
de cimentación. La categoría socio-ambiental, muy importante para el estudio, tiene
en cuenta las zonas protegidas por el impacto en la ora y la fauna, así como las
rutas marítimas y las zonas de pesca. Las distancias o existencia a zonas militares
u otras industrias, a puertos, a puntos de conexión eléctrica y cables sumergidos
son valorados en la categoría de Localización. La capacidad instalada y la energía
vertida a la red son tenidos en cuenta, pero no incluye un análisis económico.
Tabla 2.7: Referencias de factores de la categoría Económica (C5).
Factor Referencias %
Precio de venta de energía (F5,1)
[199, 104, 211, 70] 12
[248, 196, 212, 37, 171, 113, 216, 210] 20
Generación de energía (F5,2)
[199, 226, 167, 104, 211, 251, 49, 70, 240] 26
[67, 69, 91, 248, 148, 196, 212, 113, 217, 216, 210] 27
CAPEX (F5,3)
[199, 104, 211, 251, 70, 161, 203, 220] 24
[67, 69, 91, 248, 148, 196, 250, 172, 175, 176, 193, 213, 212,










[248, 148, 113, 216] 10
Interés de prestamos (F5,7)
[104, 251] 6
[67, 244, 69, 196, 250, 172, 175, 176, 169, 147, 193, 213, 212,




[45, 212, 163] 7
OPEX (F5,9)
[199, 223, 231, 104, 70, 161, 240, 79, 203, 220] 29
[67, 69, 91, 248, 148, 196, 250, 172, 175, 176, 213, 212, 37, 171,
113, 142, 216, 210]
44




[70, 203, 220] 9
[91, 232, 196] 7
DECEX (F5,12) [175, 193, 212, 216] 10
Jompob Waewsak, 2015 [237] presentó un estudio del potencial eólico en el Golfo
de Tailandia, el análisis de la velocidad del viento lo realiza a diferentes alturas de
28 torres meteorológicas. En la selección de áreas potenciales interviene la batime-
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tría, la distancia al punto de conexión eléctrica y la distancia a tierra. No incluye
factores socio-ambientales aunque analiza la posible generación de electricidad con
la reducción de emisiones que conlleva.
Joerg Schweizer 2016 [216], presentó un estudio con la inclusión de factores eco-
nómicos (CAPEX,OPEX,VAN,TIR etc), con el propósito de demostrar las posibi-
lidades técnicas, ambientales y nancieras del despliegue eólico marino en el norte
del mar Adriático, a pesar de los discretos valores de velocidad del viento, aproxi-
madamente 6 m/s, comparado con otras zonas marinas.





Impuestos (F6,2) [104, 70] 6
Medidas políticas (F6,3)
[251, 70, 220] 9
[91] 2
Las estadísticas, demuestran que el factor más relevante, como se esperaba, es la
Velocidad del viento (F1,1), directamente proporcional a la existencia de las plantas
eólicas. En ambas tecnologías destacan factores relacionados con la geografía del
lugar; como Pendiente (F2,1) y Altitud (F2,2) en instalaciones terrestres, y Profun-
didad de agua (F2,6) en marinas.
Los factores ambientales y de localización restrictivos coinciden con ambas tecno-
logías, como las Áreas protegidas (F3,1), así como las áreas que son directamente
incompatibles con este tipo de instalaciones. Además, la Distancia al punto de cone-
xión (F4,9) es un factor notable debido al objetivo de minimizar los costos y las pérdi-
das de energía. Entre los factores determinantes de las ubicaciones óptimas marinas,
la existencia de tres factores de la categoría económica; costo de infraestructura-
CAPEX (F5,3), capacidad instalada (F5,8) y explotación-OPEX (F5,9). La ausencia
de estos factores también se destacan en los procesos de ubicación óptima en tierra.
Además, el factor Distancia a la costa (F4,13) se propuso en 26 publicaciones, el
63% del total de las obras en alta mar. Es importante tener en cuenta que la ma-
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Figura 2.9: Factores relevantes para metodologías de localización óptima de plantas
eólicas terrestres. Fuente de datos:[99]. Elaboración propia.
yoría de los países desarrollados incorporan distancias restrictivas para las plantas
marinos, por lo que se involucran algunos factores como el impacto visual, conictos
con otras actividades industriales o turísticas.
Los factores determinantes de ambas tecnologías se muestran en las guras 2.9
y 2.10. Los porcentajes, proporcionan la relevancia relativa de dichos factores para
la tecnología correspondiente, en términos del número de contribuciones en las que
se considera cada factor para la estimación de la ubicación óptima.
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Figura 2.10: Factores relevantes para metodologías de localización óptima de plantas
eólicas marinas. Fuente de datos:[99]. Elaboración propia.
2.3.4. Barreras del sector eólico
A pesar del avance exponencial de esta industria en la última década, existen
barreras a vencer para cumplir con las expectativas y planes del sector. Las pode-
mos categorizar en cinco grupos: aprovechamiento del recurso eólico, tecnológicas,
integración, económicas y sociales, ambientales y educativas.
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2.3.4.1. Aprovechamiento del recurso eólico
Los modelos actuales de diseños de parques eólicos, con frecuencia, conducen a
predicciones erróneas de producción de energía y, por lo tanto, incertidumbre en el
rendimiento y viabilidad de parques eólicos, lo que origina grandes pérdidas nan-
cieras.
Organizaciones y empresas del sector, universidades e investigadores trabajan
con el objetivo de desarrollar nuevas metodologías de optimización en la selección
y evaluación de emplazamientos. IEA Wind, con la colaboración de 10 países, en la
tarea 31 (Wakebench) [124] desarrolla un sistema de vericación y validación para
mejorar los modelos de parques eólicos, cuanticación de incertidumbre y procedi-
mientos enfocados a las buenas practicas.
Uno de los proyectos principales es la creación de un nuevo atlas eólico europeo
[29], basado en los modelos optimizados de ujo atmosférico, series de datos de largo
plazo y las buenas practicas con resultados de alta resolución espacial. Cubre todo el
continente europeo y zonas marítimas de 100 km además del mar del Norte y Báltico.
Otra limitante importante relacionada con el aprovechamiento del recurso eólico
son las dicultades relacionadas con las mediciones del propio recurso eólico, para
mitigarlo IEA Wind con la colaboración de 13 países, presenta la tarea 32. (Wind Li-
dar Systems for Wind Energy Deployment), donde provee de una tecnología remota
como alternativa a las técnicas de medición tradicionales. Incluye varias aplicacio-
nes; evaluación de sitios, control y carga, rendimiento etc. Se estudian mediciones
tanto en tierra como en mar. [125]
Igual de importante es conocer el pasado del recurso eólico como los pronósticos
futuros para predecir la energía eólica, en este concepto IEA Wind con la parti-
cipación de 13 países, incluye la tarea 36. (Forecasting for wind energy) donde se
investiga y mejoran los modelos de predicción numérica, se analizan la incertidumbre
de modelos y se optimizan los procesos de pronósticos. [127]
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2.3.4.2. Tecnológicas
Las empresas tecnológicas del sector han logrado cambios signicativos en los
modelos de aerogeneradores tanto terrestres como marítimos; desde el diámetro del
rotor, la altura del buje y potencia, hasta las investigaciones de aerogeneradores
para climas muy fríos, como es el caso de la tarea 19 (Wind energy in cold climates)
de IEA Wind, con la participación de 11 países, demostrando la posibilidad de
expansión a gran escala de parques eólicos en este tipo de clima de manera viable y
con el aprovechamiento del recurso eólico elevado de la zona.[117]
En la actualidad y enfocados al futuro, existen investigaciones en cuanto a la
mejora continua de modelos de aerogeneradores terrestres y marinos.
IEA Wind en la tarea 29 (Analysis of wind tunnel measurements and impro-
vement of aerodynamic models), con la participación de 9 países, trabaja con el
objetivo de mejorar y validar modelos aerodinámicos en climas de alta turbulencia
y los efectos aeroelásticos. Las mediciones se realizarán en turbinas a tamaño real
evitando el escalado de datos.[122]
Con respecto a los aerogeneradores marítimos, IEA Wind en la tarea 30 ( Com-
parison, Collaboration, Continued, with Correlation and unCertainty (OC6)), que
culmina en el 2022 con la participación de 13 países, trabaja en la optimización de
modelos eólicos marinos, validando la inuencia de cargas hidrodinámicas, la capa-
cidad aerodinámica bajo la acción del movimiento etc. con el objetivo de adaptarlos
a condiciones físicas reales tanto para sistemas otantes como de estructura ja.[123]
La tarea 37 de IEA WIND, con la colaboración de NREL (National Renewa-
ble Energy Laboratory) , DTU (Technical University of Denmark) y University of
Maine (UMaine), han culminado con el diseño de un aerogenerador marítimo de
15MW.[116]
Una preocupación social en cuanto a la energía eólica es el impacto del nivel de
ruido de los aerogeneradores, con el objetivo de minimizarlos, IEA Wind ha creado
una nueva tarea que comienza su andadura en el 2018, tarea 39 (Quiet Wind Turbine
Tecnology), las funciones principales son la creación de estándares internacionales,
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en las regulaciones del nivel de ruido para aumentar la efectividad de la tecnología
de aerogeneradores silenciosos.[128]
Existen aerogeneradores orientados a barlovento (upwind) y a sotavento (down-
wind), el modelo más estandarizado es a barlovento, IEA Wind en su tarea 40
(Downwind turbine tecnhonologies) investiga los benecios de este tipo de aeroge-
neradores y su aplicación en áreas de fuertes vientos.[129]
2.3.4.3. Integración
La integración de la energía eólica al sistema eléctrico mundial es una tarea
prioritaria para alcanzar los objetivos esperados del recurso eólico.
IEA Wind, en la tarea 25 (Power Systems with Large Amounts of Wind Power), con
la participación de 17 países, analiza y desarrolla una metodología para evaluar el
impacto de la energía eólica en los sistemas de energía, conjuntamente lleva a cabo
casos de integración en la red con sistemas integrados de diferentes combinaciones
de energías renovables eólico-fotovoltaico.[119]
Resaltan la necesidad de opciones de almacenamiento para ayudar a las tareas de
equilibrio en el sistema eléctrico.[118]
2.3.4.4. Económicas
La evolución de los costos del sector eólico se han reducido paralelamente con
el desarrollo tecnológico. IEA Wind, en la ya culminada tarea 26 (Cost of wind),
proporciona información sobre el costo de la energía eólica para comprender las
tendencias pasadas, presentes y ayudar a anticipar las tendencias futuras.[120]
2.3.4.5. Sociales, ambientales y educativas
La aceptación social y los efectos ambientales de la energía eólica son barreras
importantes en el desarrollo de proyectos de energía de eólica, ya que disminuye el
despliegue planicado de parques ya sean terrestres o marítimos.
IEA Wind, en la tarea 28 (Social acceptance of wind energy projects), con la
participación de 8 países, trabaja en la creación de conocimiento, elaboración de
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procesos regulatorios y regímenes de consentimiento para promover la aceptación
social, dando prioridad a la aceptación social de los parques eólicos marinos.[121]
La tarea 34 de IEA Wind (WREN- Working together to resolve enviromental
eects of wind energy) tiene como objetivo, mostrar en diferentes tecnologías de
información el desarrollo continuo de publicaciones cientícas relacionadas con la
reducción de impactos en la fauna, tanto en instalaciones terrestres como marítimas.
Otra iniciativa es la creación de WREN Hub, que contiene una recopilación de
información sobre estructuras regulatorias, efectos ambientales y estrategias para





Resumen: Este capítulo proyecta el núcleo de este trabajo de investigación.
Formula unmodelo matricial de conversión energética, donde convergen
la participación de la electricidad en el consumo nal y la generación de elec-
tricidad a partir de fuentes renovables, ensambla la transición energética
con la tecnología eólica marina.
El modelo procesa la información utilizando diferentes métodos y aplica-
ciones informáticas, entre ellas destacan:
Los Sistemas de Información Geográca para tratar la información
espacial.
Aplicación informática especializada en la planicación de instala-
ciones eólicas, para el análisis estadístico descriptivo del recurso eólico
así como los cálculos de generación eléctrica.
Métodos de toma de decisión multicriterio para la valoración de
alternativas.
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3.1. Modelo de Conversión energética
3.1.1. Introducción al Modelo de Conversión
El modelo de conversión energética propone una transición de fuentes de
energía no renovables, utilizadas en los sectores críticos (transporte + calefacción),
a una solución tecnológica renovable, basada en el primer pilar de la transición
energética: la electricación, generada por el recurso eólico marino.
En la Figura 3.1, se muestra una perspectiva global del modelo, con un proceso
paralelo de las correspondientes variables entre el análisis de datos y la evaluación
de recursos. El modelo incluye las siguientes etapas: Fuente de datos, Implementación
y Resultados; que se describen en las siguientes secciones.
3.1.2. Fuente de datos
En general, esta etapa responde a las preguntas: ¾Qué fuentes no renovables se
pueden sustituir? y ¾Qué energía renovable podemos utilizar?
Los datos de consumo de energía se desagregan. En paralelo, se realiza un análisis
estadístico descriptivo del recurso eólico marino, para valorar el potencial eólico de
la zona de estudio. Si existe potencial, se establece un área de estudio.
3.1.2.1. Análisis de datos
Los datos de consumo de energía, se extraen y desagregan de bases de datos
especializadas. El procesamiento de datos puede realizarse por sectores, por fuente,
etc. Lo más detallado posible. El objetivo es analizar los sectores críticos y sus
orígenes no renovables.
Para cada sector crítico:
1. Estudio del consumo de fuentes no renovables.
2. Se realizan las diferentes transformaciones de unidades de energía. Se convier-
ten las unidades térmicas en unidades de electricidad.
3. Contabilizar el consumo real que puede ser descarbonizado con fuentes reno-
vables.
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Figura 3.1: Perspectiva global del modelo de conversión energética. Elaboración
propia
3.1.2.2. Evaluación de recursos
A partir de una campaña de datos del viento, velocidad del viento y dirección
principalmente, se realiza un análisis estadístico descriptivo del recurso eólico para
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valorar el potencial en la zona a largo plazo.
Si existe potencial, se determinan los factores que pueden inuir en la zona de
estudio, se clasican, y se determina el área de estudio.
Si el recurso eólico no ofrece un potencial viable, se opta por el estudio de otra
energía renovable.
Los factores involucrados en el área geográca, según la clasicación por cate-
gorías de parques eólicos marinos 2.3.3, son clasicados en factores restrictivos o
factores de selección.
Los factores restrictivos, son los que afectan a nuestra zona de estudio por la imposi-
bilidad de la existencia de una instalación eólica marina, ya sea por la existencia de
zonas ambientales protegidas, usos incompatibles con otras actividades económicas,
políticas de protección etc.
Los factores de selección, son los que afectan en mayor o menor medida al proceso
de la toma de decisiones de las mejores alternativas, especícamente para un parque
eólico marino pueden ser la velocidad del viento, la batimetría, los gastos de inver-
sión, etc.
Para cada uno de ellos se denen: los rangos (admitidos y no admitidos), la función
ideal ya sea maximizar o minimizar acorde al objetivo de optimización y la capa
temática para su procesamiento en SIG 3.2.
Para acotar el área geográca inicial del estudio se tendrá en cuenta; el marco re-
gulatorio establecido para la implantación de instalaciones marinas, los límites de
aguas territoriales denidos para actividades económicas y la no existencia de otras
instalaciones eólicas.
3.1.3. Implementación
En líneas generales, esta etapa responde a las preguntas: ¾Qué tecnologías eléc-
tricas existen en el mercado actual para su sustitución? ¾Cuál es la zona óptima
para generar electricidad con origen renovable?
Las etapas se caracterizan por dos procesos alineados: el análisis del mercado actual
en cuanto a, tecnologías eléctricas que puedan sustituir a las actuales tecnologías
utilizadas en los sectores críticos, por un lado. Y por otro, se diseñan y evalúan las
diferentes alternativas de emplazamientos eólicos marinos.
3.1. Modelo de Conversión energética 47
3.1.3.1. Análisis de datos
Para cada sector crítico, el proceso es el siguiente:
1. Investigación de las nuevas tecnologías eléctricas del mercado actual, sus ca-
racterísticas e indicadores de eciencia.
2. Se seleccionan las tecnologías de sustitución y se proponen los escenarios de
penetración.
3. Recalcular los nuevos consumos asociados a las tecnologías de sustitución y
los escenarios.
3.1.3.2. Evaluación de recursos
El procesamiento de toda la información es llevado a cabo en esta etapa. El obje-
tivo principal es hacer una búsqueda y selección de emplazamientos eólicos marinos
óptimos siguiendo los siguientes pasos:
1. Diseño de las posibles alternativas: El área de estudio es reducida por la di-
ferencia de las capas de los factores de restricción y los factores de selección
inaceptables en SIG 3.2, obteniendo el área potencial. El diseño de las alter-
nativas se congura a partir de una instalación prototipo diseñada con WAsP
3.3 y aplicada sobre el área potencial.
2. Evaluación de las alternativas: Con el propósito de comparar los resultados de
las alternativas, el ranking es obtenido usando diferentes métodos de evaluación
multicriterio: TOPSIS 3.4.3, Fuzzy GIS 3.4.4 y SIMUS 3.4.5. Previamente se
obtiene el peso de los criterios utilizando el método AHP 3.4.2.
3.1.4. Resultados
En términos generales, esta etapa responde a la pregunta: ¾Podemos sustituir
las fuentes no renovables por renovables? ¾Cómo lo hacemos? Con los resultados
obtenidos de cada una de las partes integrantes de la matriz determinamos:
1. La mejor alternativa. Si no existe coincidencia entre los métodos de evaluación
aplicados, la mejor alternativa se selecciona por su producción de electricidad
en WAsP.
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2. Para la mejor alternativa, determinamos: La energía vertida y sus pérdidas.
El LCOE, con un análisis de sensibilidad y las emisiones evitadas.
3. Se planican las proyecciones a corto(2030), medio(2040) y largo plazo(2050)
en base a: el consumo necesario para la sustitución de tecnologías y la energía
vertida a la red generada del recurso eólico.
3.2. Sistema de Información Geográca
3.2.1. Introducción
Los Sistemas de Información Geográca (SIG), "Geographic Information System
(GIS)", han sido descritos por varios autores conocedores de la materia desde hace
décadas, la denición ha progresado acorde a la tecnología y al tema de aplicación.
A continuación destacamos algunas de ellas:
Dueker, 1979 [85], plantea ”Caso especial de sistema de información donde la
base de datos consiste en la observación de características, actividades o even-
tos distribuidos espacialmente, que se pueden denir en el espacio como puntos,
líneas y áreas. Un GIS manipula datos sobre estos puntos, líneas y áreas para
recuperar, consultar y análizar zonas especícas”.
Coppock, 1987 [73], lo dene como ”Un sistema para capturar, almacenar, ve-
ricar, manipular, analizar y mostrar datos que están referenciados espacial-
mente a la Tierra”.
Chrisman, 1999 [71], resume ”Actividad organizada mediante la cual las per-
sonas miden y representan fenómenos geográcos y luego transforman es-
tas representaciones en otras formas mientras interactúan con las estructuras
sociales”.
Sánchez Lozano, 2012 [162], expone ”Soportes informáticos (hardware y soft-
ware) cuyos objetivos principales son el análisis, consulta, edición, almacena-
miento y salida de datos espacialmente referenciados para resolver problemas
complejos de planicación y gestión”.
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Si destacamos las palabras claves de las deniciones anteriores: Sistema de infor-
mación, bases de datos, distribución espacial, datos referenciados, resolver proble-
mas, programas y periféricos; podemos resumir que un Sistema de Información
Geográca no es más que, la combinación de la información georreferenciada en
formato digital y los programas para su transformación, con el objetivo de gestionar
(consultar, analizar, almacenar, visualizar) los datos espaciales referenciados, tomar
decisiones de problemas complejos o modelar procesos.
Las aplicaciones de los SIG son diversas. Por un lado, han evolucionado ecaz-
mente tanto en el perfeccionamiento del manejo como en las prestaciones multi-
funcionales, y por otro, el ámbito de aplicación es muy amplio, todos los procesos
relacionados con actividades espaciales pueden utilizar un SIG, ya sean empresaria-
les, de gestión o cientícas. Algunas de ellas son [107]:
Medio ambiente y recursos naturales: estudios de impacto ambiental, localiza-
ción óptima de recursos, evaluación de la erosión, etc.)
Planicación urbana: mejora del transporte, control de tráco, etc.
Análisis de mercados: geomarketing, estudios de accesibilidad, etc.
Protección civil: determinación y evaluación de riesgos, catástrofes naturales,
etc.
Estudios del Patrimonio histórico, arqueológico.
Aplicaciones en Sanidad: Seguimientos epidemiológicos, red de transporte sa-
nitario, etc.
Redes de infraestructuras: telefónicas, eléctricas, de distribución de agua, gas,
alcantarillados. Conectividad, accesibilidad, evaluaciones medioambientales y
económicas, etc.
Catastro de bienes rústicos y urbanos: localización, límites, supercies para su
gestión, etc.
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3.2.2. Componentes principales de los SIG
Los Sistemas de Información Geográca están formados por los componentes:









Figura 3.2: Componentes principales de un Sistema de Información Geográca. Fuen-
te de datos:[192]. Elaboración propia
Datos: Es el elemento básico de funcionamiento de los SIG, de su existencia depen-
den los resultados y las posibles decisiones a tomar. Las fuentes pueden ser de
diferentes fuentes: Archivos CAD (Computer Aided Design), hojas de cálculo,
sensores remotos, GPS (Global Positioning System), fotos aéreas etc.
Tecnología: Constituyen la parte lógica y física del sistema.
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Parte lógica: Conjunto de algoritmos, funciones, procedimientos, etc. que
permiten gestionar los datos espaciales o no espaciales. Intervienen dife-
rentes aplicaciones informáticas: Sistema de Gestión de Bases de Datos
(SGBD), herramientas de entrada, gestión, consulta y visualización de
elementos geográcos así como una interfaz de usuario que proporcione
el uso del sistema.
Parte física: Es el equipo informático con el que trabaja incluyendo los pe-
riféricos de entrada y salida.
Red: Es el canal de comunicación más ecaz para compartir información.
Recursos humanos: Por la integración de diversas líneas de trabajo en un SIG,
se denen dos roles fundamentales: Los expertos en SIG (gestionan las herra-
mientas existentes, normalmente tienen un perl asociado a los objetivos de
SIG) y los informáticos (crean o modican las herramientas, administran el
sistema).
Metodologías: Son los modelos, reglas de trabajo acorde a los objetivos del SIG,
que permitan relacionar cada una de sus partes integrantes.
3.2.3. Información Geográca
La información geográca son los datos asociados a una ubicación geográca.
[108] Tiene dos componentes separados: espacial (¾Dónde?) y temático (¾Qué?).
El componente espacial contiene la localización, según un sistema de referencia
dado (Coordenadas geográcas, proyección cartográca), su valor es numérico.
El componente temático, numérico o alfanumérico, determina las propiedades del
evento que sucede en el lugar especicado por el componente espacial. Estas propie-
dades son llamadas atributos, de manera que cada objeto de la componente espacial
tiene relacionado un dato por cada atributo.
La forma de representar la información geográca se denomina modelo de datos.
En los Sistemas de Información Geográca existen dos modelos de datos: modelo
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Figura 3.3: Información Geográca. Modelo raster y vectorial. Elaboración propia
En el modelo raster, el espacio se divide en celdas, formando una matriz del mis-
mo orden, las celdas normalmente son cuadradas. Esta estructura permite conocer
la ubicación de cada celda. La relación de las celdas viene determinada según las
coordenadas, la orientación, y el tamaño de una de ellas.
El tamaño de las celdas (igual para todas) depende de la escala, ya que dene su
resolución y depende del nivel de detalle usado en la captura de la información.
Las imágenes, en general, son tratadas con el modelo raster. Una particularidad
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de las imágenes es la existencia de bandas, invisibles al ojo humano, que puede con-
tener varios valores para la misma celda, cada valor aporta diferentes informaciones
temáticas.
En el modelo vectorial, la información geográca se representa por medio de las
las entidades geométricas, por lo tanto, la representación nal es mucho más realista
si lo comparamos con el modelo raster.
Estas primitivas geométricas son los puntos, líneas y polígonos. Los puntos se re-
presentan con las coordenadas ”x” e ”y”, las líneas con una serie innita de puntos
[(x1,y1), (x2,y2)...(xn,yn)] y los polígonos son supercies planas, limitados por una
línea poligonal cerrada que no se corta a si misma.[97]
Entre ambos modelos existen diferencias notables, que pueden ser un punto de
partida para seleccionar un modelo u otro.[190]
El tamaño de la celda en el modelo raster, restringe su precisión. La forma
cuadrada de la celdas exactamente iguales, es incomparable con la exactitud
de las entidades primitivas.
El modelo ráster utiliza los atributos del espacio de la zona, mientras que el
modelo vectorial prioriza la localización de dichos atributos.
El volumen de almacenamiento del modelo ráster en general es mayor, ya que
se almacena todo, con o sin importancia. Este problema, queda en parte re-
suelto con los modelos especiales de almacenamiento raster.
Los algoritmos de implementación de los modelos vectoriales son más comple-
jos dada la irregularidad espacial de sus datos, a diferencia del modelo raster.
Por todo lo anterior, no existe un modelo mejor que otro, todo depende del objetivo
de trabajo, los tipos de información geográca que manejemos y el tipo de análisis
que necesitamos obtener.
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3.2.3.1. Capas
El concepto de capa es incorporado en varias aplicaciones. Por ejemplo, en un
programa CAD, las capas son agrupaciones de objetos, con el objetivo de asociar
un grupo de propiedades (color, tipo de línea etc.) y controlar la visualización y
edición de las mismas. Al estar creando un nuevo objeto, las capas se planican
inicialmente.[98]
En los Sistemas de Información Geográca, las capas están asociadas al manejo
de la información geográca, ya existente. La información espacial de un área de es-
tudio, es dividida en niveles (capas). Cada capa, recoge información sobre diferentes
variables de forma independiente, ligadas a la componente temática.[190]
Las capas en un Sistema de Información Geográca, es la base para muchas
operaciones de análisis y procesos de datos espaciales. Al estar divididas, se pue-
den utilizar de forma independiente o combinar indistintamente según los objetivos,
evitando la repetición de datos y logrando representaciones visuales acorde a la te-
mática estudiada.
Por ejemplo, si necesitamos analizar los recursos renovables de una zona, podemos
asociar cada uno de ellos a una capa diferente, ver Figura 3.4.
En general, las capas en cualquier aplicación constituye la base organizativa de
su estructura, y conlleva múltiples ventajas en cuanto a la gestión, funcionalidad y
almacenamiento de los datos.
3.2.4. Programa ArcGis
El programa que usaremos en este trabajo para gestionar la información geo-
gráca es ArcGis c©. Aplicación multiplataforma que permite recopilar, organizar,
administrar, analizar, compartir y distribuir datos espaciales.[13]
Las herramientas más utilizadas, dentro de la aplicación escritorio, son: ArcMap,
ArcCatalog, ArcToolbox, ArcScene.
ArcCatalog : Se encarga de la gestión de archivos.


















Coincidente en todas las capas. 
Figura 3.4: Capas GIS. Estudio de recursos renovables en Estados Unidos. Elabora-
ción propia
ArcToolBox : Realiza operaciones de tratamiento de la información geográca:
análisis, conversión de formatos etc.
ArcScene:Visualiza datos en 3D.
ArcMap: Es la aplicación principal, es utilizada para la gestión y visualización
de datos geográcos. A continuación, mostramos la interfaz de la herramienta,
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ver Figura 3.5.
Figura 3.5: Interfaz de la herramienta ArcMap.
La zona A, como en todo los programas bajo el sistema operativo "Windows",
muestra el menú y las barras de herramientas activas en ese instante. Los comandos
del programa se ejecutan desde estos objetos.
La zona B, tabla de contenidos, muestra las capas con las que estamos traba-
jando en nuestra zona de estudio. Están organizadas en un árbol, de manera que
permite expandir y contraer, la casilla de vericación visualiza u oculta la capa.
La zona C, es la zona de vistas, muestra las capas visibles en dos vistas: vista
de datos y vista de composición. La primera la utilizamos para edición o análisis.
La segunda para diseñar un mapa, agregarle componentes como leyendas, barra de
escala etc, con el objetivo de exportarlo a otro formato.
La zona D, es una caja de herramientas de análisis espacial. Contiene múltiples
herramientas organizadas por categorías: Condicional, densidad, distancia, extrac-
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ción, matemáticas, superposición etc.
Especícamente en la Figura 3.5, tratamos la herramienta ”Distancia euclidiana”
dentro de la categoría distancia: calcula la distancia en línea recta, desde cada celda
en el modelo ráster, hasta el origen más cercano.
3.3. Aplicación informática especializada. WaSP
WAsP c© (Wind Atlas Analysis and Application Program) es un programa de-
sarrollado por la Universidad Técnica Danesa (Danish Technical University), de-
partamento de Energía Eólica (anteriormente "Riso National Laboratory") para la
evaluación del recurso eólico, la ubicación y los cálculos de rendimiento
energético para turbinas eólicas y parques eólicos.[21]
El programa se utiliza tanto para instalaciones terrestres como marinas, en el
ámbito cientíco [68, 247, 52, 45, 36, 46, 111] y empresarial [10, 8, 9].
El programa trabaja a partir de una jerarquía de objetos que necesitamos impor-
tar, para obtener los resultados de análisis del viento, producción etc, ver Figura 3.6.
Objeto A: Los datos topográcos del emplazamiento son insertados desde un -
chero de extensión .map. WAsP incorpora una herramienta para la digitalización o
conversión de este chero (Map Editor). El trabajo de digitalización manual es muy
laboriosa además inexacta. Es mucho más ecaz la exportación desde un programa
SIG o CAD en formato dxf y trasformar a .map.
Objeto B: Datos del viento. Nos referimos a la campaña de datos: velocidad del
viento, dirección, desviación típica para el calculo de turbulencias etc, a la altura de
la zona de estudio. Estos datos son insertados en un chero .tab. WAsP incorpora
una herramienta Climate Analyst, que además de generar el chero de climatología
de la zona (.tab) , permite realizar un análisis de la serie temporal de datos del
viento.






Figura 3.6: Árbol jerárquico de objetos. WAsP. Elaboración propia
Figura 3.7: Resultados WAsP. Vista espacial(A). Análisis de datos del viento(B). Esta-
dísticas de la instalación eólica(C). Sincronización con Google Earth (D). Elaboración
propia
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Objeto C: Coordenadas de los aerogeneradores. Fichero con la ubicación geográ-
ca de los aerogeneradores. Puede ser un chero tabulado con las ubicaciones en
formato .txt. Las ubicaciones se pueden establecer sobre un plano CAD y exportar-
las.
Objeto D: Datos técnicos del aerogenerador a utilizar. Estos datos tienen exten-
sión wtg. WAsP incorpora aerogeneradores de diferentes fabricantes, si necesitamos
crear uno especíco usamos la herramienta Turbine Editor.
Una vez incorporados los datos podemos obtener la producción de la insta-
lación eólica en su conjunto o de aerogeneradores individuales, un análisis de los
datos del viento etc., ver Figura 3.7.
3.4. Métodos de toma de decisión multicriterio
3.4.1. Introducción
La toma de decisión multicriterio ( Multi-Criteria Decision Making (MCDM))
es una rama de la investigación operativa que se encarga de encontrar resultados
óptimos en escenarios complejos, que incluyen objetivos y factores en conicto. Esta
herramienta se ha popularizando en el campo de la planicación energética debido
a la exibilidad que brinda a los tomadores de decisiones, para tomar decisiones
considerando todos los factores y objetivos simultáneamente.[151]
Este proceso está compuesto por cuatro partes generales, ver Figura 3.8. [80]
La estructuración del problema, parte I, se divide en tres subprocesos:
Denición del problema: Es el inicio del proceso, de la correcta denición del
objetivo dependerá la solución idónea del problema.
Identicación de las alternativas: es la identicación de la cantidad de opciones
que tiene el decisor para ejecutar la decisión.
Determinación de factores o criterios: Son los rasgos más importantes que los
decisores han tenido en cuenta para evaluar las alternativas. Existen dos tipos
de criterios: cualitativos y cuantitativos.
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Definición del problema
Identificación de las alternativas
Determinación de factores o 
criterios
Evaluación de alternativas
Elección de una opción
Implementación de la decisión
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Figura 3.8: Proceso de la toma de decisión multicriterio(A). Valoración de
alternativas(B). Fuente de datos:[80]. Elaboración propia
El análisis del problema de decisión, parte II, comprende dos subprocesos:
Evaluación de alternativas: Depende del método utilizado.
Elección de una opción o ranking de alternativas: Según el resultado de la
evaluación, se realiza un ranking de las alternativas.
La parte III, Implementación de la decisión, es la puesta en práctica de la mejor
alternativa.
Finalmente, en la parte IV, se evalúan los resultados de la alternativa óptima.
En esta Tesis, dada la naturaleza cuantitativa de los factores y con el objetivo
de comparar los resultados, planteamos un proceso híbrido para la valoración de
alternativas, ver Figura 3.8. La metodología del Proceso Analítico Jerárquico (AHP)
para la obtención del peso de los factores 3.4.2, el método TOPSIS (Technique for
Order Prefernce by Similarity to Ideal Solution) 3.4.3, Fuzzy GIS 3.4.4 y SIMUS
3.4.5 para la evaluación de las alternativas.
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3.4.2. Proceso Analítico Jerárquico (AHP)
El Proceso Analítico Jerárquico (Analytic Hierarchy Process(AHP)), propuesto
por el profesor Saaty en 1980 [204], es un método usado para la ayuda en la toma de
decisiones. Su sencillez, robustez y efectividad valida al método para cualquier ám-
bito imaginable, comprobado empíricamente en organizaciones públicas o privadas
de diferentes sectores: energía, textil, petróleo, educación, naval, telecomunicaciones,
electrónica, marketing, sanidad, planicación urbana etc.[77]
El modelado jerárquico del método constituye su característica más notable. En
el nivel superior se encuentra el principal objetivo del problema, en el nivel inferior
se obtienen las posibles alternativas a evaluar, la zona intermedia se componen de
tantos niveles jerárquicos como criterios y subcriterios se utilicen en la toma de de-
cisiones.
Las bases fundamentales del método son psicológicas y matemáticas. La men-
te humana se encuentra muy estructurada para las comparaciones por pares pero
cuando se le plantea un problema de comparación global los resultados no son satis-
factorios. Desde el punto de vista matemático el método utiliza matrices, que deben
cumplir una serie de características que veremos posteriormente: Reciprocidad, ho-
mogeneidad y consistencia.
3.4.2.1. Pasos del método AHP
Los pasos para ejecutar el método son los siguientes:
Paso 1: Modelación jerárquica del problema.
El primer paso consiste en estructurar el problema de decisión como una jerarquía,
incluyendo todos los elementos que intervienen en tres niveles, ver Figura 3.9.
En el nivel superior de la estructura se encuentra el objetivo o meta que se aspi-
ra alcanzar. El problema de decisión radica en seleccionar la alternativa que mejor
contribuye al éxito del objetivo.
En el nivel intermedio se sitúan los factores de selección o criterios que corres-







Criterio 1 Criterio 2 Criterio 3 Criterio n
Alternativa 1 Alternativa  2 Alternativa 3 Alternativa m
Figura 3.9: Jerarquía proceso AHP. Fuente de datos:[204]
ponden a los parámetros, atributos o indicadores que analizan los decisores para
justicar sus preferencias. Es una etapa crucial en el proceso, la selección incorrecta
de criterios puede conllevar a resultados insatisfactorios. Este nivel se puede desple-
gar en un subnivel formando subcriterios. Todos los criterios o subcriterios deben
tener valores adecuados para medir el objetivo asociado y en lo posible asignarle
una escala, es decir, deben ser compresibles y medibles.
En el nivel inferior se sitúan las alternativas, que representan las posibles opcio-
nes denidas a partir de las cuales se tomará una decisión.
Paso 2: Valoración y asignación de las prioridades entre criterios.
El propósito de este paso es evaluar la importancia relativa que el decisor aplica
a cada criterio para obtener un vector de prioridades o pesos.
La asignación de valores a cada criterio puede hacerse directamente mediante una es-
cala predenida, que relacione la valoración cualitativa con su asignación numérica,
o indirectamente, que es un proceso más complejo fundamentado en las compara-
ciones entre pares de criterios. El procedimiento es el siguiente:
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Se asignan los pesos (wj) asociados a la comparación de criterios Cj(j=1,2,...n)
obteniendo la Matriz W, se necesita encontrar un vector de prioridades3.1 y se plan-
tea la ecuación:3.2 .






































wj es el peso de los criterios
Los elementos de la matriz son números positivos
La ecuación anterior se puede expresar de forma abreviada:W · ~w = µ · ~w, la suma





y la suma de los elementos para la







. Al normalizar la matriz, la suma de las columnas se
obtiene el vector ~w.
Podemos entonces destacar las fortalezas matemáticas del método:
Reciprocidad: Si wij = x, entonces wji = 1/x
Homogeneidad: Si los elementos i y j son igual de importantes entonces wij =
wji = 1
Consistencia: W es consistente al cumplir la condición wij = wik · wkj∀i, j, k
Para determinar el peso de los criterios, el decisor establece las prioridades por medio
de la comparación por pares y lo reeja en una matriz R, cada elemento es un valor
numérico positivo que establece la prioridad relativa entre el criterio de la la con
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1 Igual importancia Dos actividades contribuyen
por igual al objetivo
3 Importancia moderada La experiencia y el juicio es-
tán a favor de un elemento
sobre otro
5 Importancia fuerte Un elemento es fuertemente
favorecido
7 Importancia muy fuerte Un elemento es muy domi-
nante
9 Extrema importancia Un elemento es favorecido
por al menos un orden de
magnitud de diferencia
2,4,6,8 Valores intermedios entre
dos juicios adyacentes







más na de juicios
respecto al criterio de la columna. La tabla 3.1 muestra la escala propuesta por
Saaty [205].
Para demostrar la consistencia de la matriz utilizamos el ratio de consistencia









El índice de consistencia aleatorio es el índice medio obtenido mediante la simula-
ción de 100,000 matrices recíprocas generadas aleatoriamente utilizando la escala
de Saaty denida anteriormente [38]. La tabla 3.2 representa el RI en función de la
dimensión de la matriz. La consistencia de la matriz será aceptada si CR es menor
o igual a 0.10 y por lo tanto el vector de los pesos es válido. El umbral para otras
dimensiones varia, ver tabla 3.3.
A continuación con el método AHP se puede evaluar y analizar las diferentes
alternativas, pero en esta Tesis doctoral solamente se usará para calcular el vector
de pesos o prioridades.
3.4. Métodos de toma de decisión multicriterio 65
Tabla 3.2: Índice de consistencia aleatorio (RI) en función de la dimensión de la
matriz (n). Fuente:[38]
n 1 2 3 4 5 6 7 8
RI 0 0 0.525 0.882 1.115 1.252 1.341 1.404
n 9 10 11 12 13 14 15 16
RI 1.452 1.484 1.513 1.535 1.555 1.570 1.583 1.595
Tabla 3.3: Umbral de aceptación CR para n dimensiones.
n 3 4 n ≥ 5
CR 0.05 0.08 ≤ 0.10
3.4.3. Técnica para el Orden de Preferencia por Similitud a
la Solución Ideal (TOPSIS)
El método TOPSIS (Technique for Order of Preference by Similarity to Ideal
Solution) es una técnica desarrollada por Hwang y Yoon en 1981 [115], sustentado
en el concepto del ideal y del anti-ideal para la elección de alternativas, de forma
que las alternativas seleccionadas deben tener la distancia geométrica mínima de la
solución ideal positiva (ideal) y la distancia geométrica máxima de la solución ideal
negativa (anti-ideal).
Para comprender el método partimos de los conceptos de ideal y anti-ideal. Con-
tamos con un grupo de alternativas Ai, i = 1, 2, ...m, un conjunto FSj de n factores
de selección o criterios y una matriz de decisión V con vij evaluaciones de cada alter-
nativa con respecto a cada criterio. Podemos, sin pérdida de generalidad, transformar
las utilidades de manera que todos los factores de selección sean a maximizar/mini-
mizar y que todos los vij > 0 [80].




n ), donde A
M
i =
Maxivij para el caso de factores de selección de benecio y AMi = Minivij para
el caso de factores de selección a minimizar. La alternativa AM se denomina
alternativa ideal.
De forma análoga, denimos punto anti-ideal en (Rn) al punto:




n ), donde A
M
i = Minivij para el caso de factores de
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selección de benecio y AMi = Maxivij para el caso de factores de selección a
minimizar. La alternativa AM se denomina alternativa anti-ideal.
Trabajar con estas deniciones (ideal,anti-ideal o la fusión de ambas) puede conducir
a resultados diferentes.
La gura 3.10 representa cinco alternativas (A,B,C,D,E), con dos factores de selec-
ción FS1 y FS2 y las referencias de los puntos ideal y anti-ideal. La alternativa C es
la más próxima al ideal y B y D son las más lejanas del anti-ideal. Para solucionar
el problema, basado en una idea de Dasarathy [75], TOPSIS aplica un análisis mul-
tivariante de datos donde se calcula las distancias ponderadas al ideal y anti-ideal
para cada alternativa.
Construcción de la matriz de decisión
Normalización de la matriz de decisión
Construcción de la matriz normalizada ponderada
Determinación de la solución ideal positiva y 
negativa
Cálculo de la solución ideal positiva y negativa
Cálculo de la proximidad relativa de cada alternativa a la 
solución ideal positiva


















Figura 3.10: Alternativa ideal y anti-ideal (A). Algoritmo del método TOPSIS (B).
Fuente de datos:[80]
3.4.3.1. Algoritmo del método TOPSIS
Son 7 los pasos a ejecutar para aplicar el método TOPSIS, ver gura 3.10.
Paso 1: Construcción de la matriz de decisión
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A partir de las alternativas Ai, i = 1, ...,m evaluadas según los factores de selec-
ción FSj, j = 1, ..., n se obtiene la matriz de decisión 3.4 donde:
vij es la valoración de la alternativa Ai con respecto al factor de selección FSj.
W = [w1, w2, ...wn] es el vector de pesos asociados a dichos factores de selec-
ción.
Tabla 3.4: Matriz de decisión.
w1 w2 ... wj ... wn
FS1 FS2 ... FSj ... FSn
A1 v11 v12 ... v1j ... v1n




Am vm1 vm2 ... vmj ... vmn
Paso 2: Normalización de la matriz de decisión
El n de este paso es transformar las dimensiones de los diferentes factores de





, j = 1, ..., n; i = 1, ...,m (3.4)
Donde: nij es un elemento de la matriz de decisión normalizada N .
Paso 3: Construcción de la matriz de decisión normalizada ponderada
Cada elemento de la matriz de decisión normalizada ponderada R se calcula con
la ecuación 3.5, donde wj es el peso de cada factor de selección.
rij = wj ⊗ nij; j = 1, ..., n; i = 1, ...,m (3.5)
Paso 4: Determinación de la solución ideal positiva y negativa
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Los valores ideal positivo A+ e ideal negativo A− se calculan con las ecuaciones
3.6 y 3.7 respectivamente, donde J está asociado a los factores de selección de
benecio y J ′ a los factores de selección a minimizar.
A+ = {r+1 , ..., r+n } = {(maxirij, j ∈ J)(minirij, j ∈ J ′); i = 1, ...,m (3.6)
A− = {r−1 , ..., r−n } = {(mimirij, j ∈ J)(maxirij, j ∈ J ′); i = 1, ...,m (3.7)
Paso 5: Cálculo de las medidas de distancia
La separación de cada alternativa de la solución ideal positiva A+ y de la solución






(rij − r+j )2}
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(rij − r−j )2}
1
2 ; i = 1, ...,m (3.9)
Paso 6: Cálculo de la proximidad relativa a la solución ideal







− ; i = 1, ...,m (3.10)
De forma tal que:
Si PRi = 1 =⇒ Ai = A
+




Paso 7: Ordenación de preferencias
Se ordenan las mejores alternativas en orden decreciente de acuerdo con PRi.
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3.4.4. Fuzzy GIS
En el apartado 3.2.4 , comentamos la existencia de herramientas de análisis es-
pacial, entre ellas encontramos las herramientas de superposición.
Estas herramientas son un conjunto de procesos aplicados a la selección óptima de
sitios, donde los factores a analizar son diferentes. Por ejemplo, la elección de un
parque eólico marino implica la evaluación de: la velocidad del viento, la batimetría,
el costo de inversión, etc. Cada uno de ellos se encuentra en diferentes capas con
diferentes unidades de atributos: unidades de velocidad (m/s), unidades de distacia
(metros), valor monetario. Por lo tanto, no se puede obtener un resultado coherente.
Además, hay que agregar el echo de que los factores no tengan la misma importancia
entre si.
Las herramientas de superposición consisten en un análisis de los diferentes ráste-
res generados previamente, y su conversión en puntuaciones de idoneidad, teniendo
en cuenta los pesos de los factores. El análisis se lleva a cabo en dos pasos diferentes:
1. Reclasicación de datos mediante la herramienta de pertenencia difusa (Fuzzy
Membership).
2. Superposiciones de datos con sus pesos asociados, para obtener una puntuación
de idoneidad mediante la herramienta calculadora ráster (Raster Calculator).
Para normalizar los valores de los factores en las diferentes capas, se realizó una
reclasicación de datos (Paso 1). Para ello, se utilizó la herramienta (Fuzzy Mem-
bership). El proceso consiste en transformar los datos de entrada en una escala de
0 a 1, en función de la posibilidad de ser miembro del conjunto especicado. 0 se
asigna a aquellas ubicaciones que denitivamente no son miembros del conjunto
especicado, 1 se asigna a aquellos valores que denitivamente son miembros del
conjunto especicado, y todo el rango de posibilidades entre 0 y 1 se asigna a algún
nivel de posible pertenencia (cuanto mayor sea el número, mayor será la posibilidad).
Entre las diferentes funciones de pertenencia difusa disponibles para su aplica-
ción, se utilizaron FuzzyMSLArge y FuzzyMSSmall. Ambos denen una pertenencia
a través de una función basada en la media y la desviación estándar, ver ecuación
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3.12.
Si x > a ·m; u(x) = b·sx−(a·m)+(b·m)Si x < 0; u(x) = 0 (3.12)
Donde:
m : media
s : desviación estándar
a : multiplicador de la media
b : multiplicador de la desviación estándar
La función MSLarge es útil cuando los valores de entrada son óptimos maximi-
zados y MSSmall, cuando los valores de entrada son óptimos minimizados. Usar uno
u otro dependerá del caso de análisis: el objetivo del estudio, el área seleccionada,
el valor del factor etc.
Una vez que se han calculado los rásteres difusos, se utiliza la herramienta Raster
Calculator basada en álgebra de mapas del conjunto de herramientas de análisis
espacial de ArcGIS, para asignar a cada ráster su peso y superponerlos todos juntos,
ver ecuación 3.13.
Puntuación = (FuzzySF1 · w1) + (FuzzySF2 · w2) + . . .+ (FuzzySFn · wn)
(3.13)
Finalmente, se genera una nueva capa de puntuación de idoneidad donde, cada
celda, obtiene un valor de puntuación diferente dentro del área seleccionada. Los
valores de salida deben oscilar entre 0 y 1.
3.4.5. SIMUS
El método SIMUS (Sequential Interactive Modeling for Urban Systems) es un
modelo matemático basado en la Programación Lineal (LP), inicialmente se desa-
rrolló para escenarios urbanísticos pero en la actualidad se ha expandido a otros
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proyectos de energía, medioambiente, construcción, economía etc. [185, 184, 221]
Desarrollado por Nolberto Munier, investigador de la Universidad Politécnica de
Valencia, España. El programa está implementado en la hoja de cálculo ”Excel”,
utilizando la herramienta ”Solver” y el entorno de programación "Visual Basic",
por el experto en informática Pablo Lliso, en Valencia, España.[11]
El método se basa, en la resolución de varios escenarios expresados como pro-
gramas lineales. A partir de la matriz de decisión, factores o criterios y alternativas
o proyectos, se ejecuta el programa lineal a partir de un primer factor seleccionado
como objetivo; este resultado se guarda en una matriz llamada: Matriz de resultados
ecientes, "Ecient Results Matrix (ERM)", el procedimiento continúa hasta que
todos los criterios seleccionados sean valorados. La nueva matriz estará formada por
las alternativas y objetivos, situadas en las columnas y las de la matriz respectiva-
mente.
A partir de esta matriz, se obtienen dos clasicaciones de alternativas. El prime-
ro, clasicación tipo ERM, analiza verticalmente la matriz ERM para determinar
el valor asociado a cada alternativa considerando todos los objetivos. Realiza un
sumatorio de los valores y aplica un coeciente, basado en el número de veces que
cada alternativa participa en una solución.
El segundo, Matriz dominante del proyecto, Project Dominant Matrix (PDM), ana-
liza horizontalmente la matriz ERM, y determina la diferencia del número de veces
que cada alternativa supera en rango y es superado por otros.
A partir de estos resultados puede suceder:
Si ambas clasicaciones coinciden, el resultado es positivo.
Si hay pequeñas diferencias, puede ser de ayuda para la toma de decisión.
Si son totalmente diferentes, se deben revisar los datos.
La matriz permite especicar el tipo de dato, decimales, binarios o enteros; ade-
más permite introducir nuestros propios pesos por cada factor.
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3.5. MCDM + GIS y la Energía Eólica
Los trabajos cientícos del sector eólico, enfocados en la búsqueda y selección de
emplazamientos óptimos, han adquirido una especial relevancia en la última década.
La fusión:Metodologías de Decisión Multicriterio unidas a los Sistemas de
Información Geográca, se ha estandarizado como la mejor opción. [99]
De acuerdo con la literatura estudiada, el 70.6% de los trabajos de localización
óptima en tierra, incluyeron una combinación de herramientas geoespaciales y mé-
todos de decisión multicriterio, con 24 obras en total.






















Figura 3.11: Comparación de metodologías de localización. Plantas eólicas
terrestres(A). Plantas eólicas marinas(B). Elaboración propia
AHP, FAHP (Fuzzy Analytic Hierarchy Process), OWA (Ordered Weighted Avera-
ge), TOPSIS, WLC (Weighted Liner Composition)[223, 50, 40, 239, 152, 112, 208,
206, 235, 53, 84, 41, 51, 240, 79].
La combinación de GIS y SMCA (Spatial Multi-Criteria Analysis), DSS (Decision
Support System), SDSS (Spatial Decision Support Systems) y MCE (Multi-Criteria
Evaluation) se identican en siete contribuciones [139, 231, 167, 102, 209, 186, 145].
Además, dos artículos combinaron GIS con ELECTRE III y SMAA-TRI (Stochastic
Multicriteria Acceptability Analysis) [207, 49].
En ubicaciones marinas óptimas, el 63% de publicaciones aplica una combina-
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ción de SIG y MCDM (33%) o la aplicación de solamente un sistema de información
geográca (30%).
La combinación SIG+MCDM o una combinación de algunos de ellos, se utilizó en
13 estudios, considerando los siguientes métodos: AHP, FAHP, OWA y TOPSIS
[165, 232, 147, 213, 69, 212, 237, 148, 74, 170, 230, 175, 100].
En la Figura 3.11 se resumen las metodologías propuestas para estimar la ubi-
cación óptima de las instalaciones, tanto terrestres como marinas, así como la rele-
vancia de cada metodología según su porcentaje en términos de los aportes totales
considerados para cada tecnología.
Capítulo 4
EVALUACIÓN DEL MODELO DE
CONVERSIÓN ENERGÉTICA
Resumen: Este capítulo presenta la utilización delmodelo de conversión
energética a un caso práctico.
Introduce la zona geográca, estado de Maine. Estados Unidos, con sus
principales indicadores energéticos relacionados con el modelo.
Aplica el modelo en cada una de las intersecciones de la matriz: Fuente
de datos e Implementación con los procesos de ANÁLISIS DE DATOS
y EVALUACIÓN DE RECURSOS. Valora los resultados y planica las
proyecciones del modelo.
Finalmente, analiza y discute los resultados.
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4.1. Introducción. Estado de Maine
La evaluación del modelo de conversión energética se lleva a cabo en el Golfo
de Maine (Estados Unidos). El estado de Maine es uno de los 50 estados que for-
man los Estados Unidos de América, pertenece a la región de Nueva Inglaterra, se
encuentra ubicado en la región noreste del país, la zona sur limita con el Golfo de
Maine (océano Atlántico).
El consumo total de energía del estado de Maine durante el año 2018 fue de
116,114.76 GWh, 86.5 MW per capita, casi un 1% menos que el consumo per ca-
pita nacional (87.9 MW). El sector con mayor consumo es el transporte, 27.8% -
32,179.20 GWh, seguido del sector Industrial, Residencial y Comercial con 27.3%,





















































Consumo por Fuentes de energía
(GWh)
(40.48 %)
Figura 4.1: Consumo de energía. Estado de Maine, año 2018: Por sectores(A) y por
fuentes(B). Fuente de Datos:[27, 18, 25]. Elaboración propia
El mix energético de Maine, está catalogado como robusto [39] por su variable
combinación energética. El 40.48% del consumo total proviene de energías renova-
bles, destacando la biomasa 67.46% - 31,710 GWh, hidoelectrica 18.51%, Eólica
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terrestre 13.53% y solar 0.58%. El resto proviene de fuentes no renovables o im-
portaciones destacando el consumo de gasolina 21,336.16 GWh - 18.37% y Fuel
destilado 20,997.66 - 18.08%, ver Figura 4.1.[27]
Maine es un estado de gran potencial en cuanto a recurso eólico marino. Varios
factores como la velocidad del viento, la batimetría, la distancia de zonas potenciales
a las costas, la capacidad de GW entre otros, lo demuestran. El indicador principal,
la velocidad del viento, de sus costas a 150 metros de altura superan los 9.5 m/s
anuales, ver Figure 4.2.
Figura 4.2: Velocidad del viento a 150 metros. Estados Unidos. Golfo de Maine.
Fuente de Datos:[23]. Elaboración propia
Estas notables posibilidades de energía eólica están en línea con las políticas ac-
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tuales establecidas por el estado de Maine, en términos de descarbonización de la
economía, integración y promoción de las energías renovables y desafíos de tran-
sición energética. Además, los objetivos RPS (Renewables Portfolio Standard) se
actualizaron recientemente en 2019, muy centrados en la energía eólica: 3GW de
capacidad instalada para 2020 y 8 GW de capacidad instalada para 2030, inclui-
dos 5GW con eólica marina [31]. Además, se estima que las costas de Maine tienen
una capacidad de 156 GW, el 80% se encuentra en aguas profundas (más de 60
metros).[215].
Bajo este escenario de energía y políticas, esta tesis evaluará el modelo de conver-
sión energética propuesto, basado en la electricación de la demanda de los usuarios
nales de calefacción, y del transporte del sector residencial del estado de Maine,
mediante la integración de la energía eólica marina del Golfo de Maine.
4.2. Evaluación del Modelo
Como se planteaba en el capítulo 3, el modelo de conversión está formado por tres
etapas: Fuente de datos, Implementación y Resultados. A continuación, se procesa
cada una de ellas vinculadas con nuestra área de estudio.
4.2.1. Fuente de datos
4.2.1.1. Análisis de datos
Los datos de consumo de energía se extraen de la Administración de Información
de Energía de EE. UU. (U.S. Energy Information Administration-EIA), especíca-
mente del Sistema de Datos de Energía del Estado (State Energy Data System-
SEDS ) en formato CSV (Valores separados por comas) [18], para el período dis-
ponible 1960-2018. Tras varias transformaciones informáticas, obtenemos los datos
desagregados de este estudio en unidades térmica británica (Btu). Estos datos in-
volucran gasolina para el sector transporte y fuel para calefacción, en el sector
residencial. Convertidos a unidades de energía eléctrica GWh, ver ecuaciones 4.1-4.2
y vericado con la calculadora de conversión de energía EIA [16].
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Tabla 4.1: Datos desagregados del consumo de gasolina. Estado de Maine. 2018.
Fuente de datos:[18].
Concepto Billones Btu GWh %
Gasolina, sector comercial 1,615 473.31 2.06
Gasolina, sector industrial 1,174 344.07 1.50
Gasolina, sector trasporte 75,509 22,129.50 96.44
Total consumo 78,298 22,946.88 100
Total consumo excluyendo Etanol 72,802 21,336.16 92.98



















El dato desagregado de la gasolina, resaltado en la tabla 4.1, totaliza 22.946,886
GWh (2018), donde el 96,44% pertenecen a la gasolina de vehículos de combustión
interna demandada por el sector transporte. La evolución durante el período 1998-
2018 prácticamente mantuvo una tendencia continua, con una pequeña disminución
del 1% en 2018 respecto a 2017. Se pueden identicar otras disminuciones similares
durante los periodos 2000-2002 y 2012, ver Figura 4.3.
La calefacción para el sector residencial se sustenta principalmente con fuel des-
tilado (Heating oil), producto del petróleo renado a partir de petroleo crudo [3].
Los datos desagregados resumidos en la tabla 4.2 totalizan 20.997,96 GWh, 44.8%
destinados al fuel para calefacción en el sector residencial. La evolución durante
el período 1998-2018 ha sido en general decreciente, aunque se puede observar un
aumento promedio del 22% en el período 2015-2018 en comparación con 2014, ver
Figura 4.3.  Muestra de datos. Evolución del consumo. Apéndice B.2 
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Tabla 4.2: Datos desagregados del consumo de fuel. Estado de Maine. 2018. Fuente
de datos:[18].
Concepto Billones Btu GWh %
Fuel, sector comercial 8,731 2,558.80 12,20
Fuel, sector de energía 92 26.96 0.10
Fuel, sector industrial 3,937 1,153.82 5,50
Fuel, sector residencial 32,098 9,407.00 44.80
Fuel, sector del transporte 26,790 7,851.37 37.40
























22,129.50 GWh 9,228.22 GWh
Figura 4.3: Evolución del consumo. Estado de Maine (período 2008-2018): Gasolina
consumida por el sector de transporte(A) y fuel destilado consumido por el sector
residencial(B). Elaboración propia
4.2.1.2. Evaluación de recursos
Con el objetivo de evaluar el recurso eólico durante un horizonte temporal exten-
so, se obtienen los datos de la velocidad y dirección del viento entre otros. Aportados
por la empresa Vortex [34] (Empresa de ingeniería que realiza simulaciones a me-
soescala, de estimaciones del recurso eólico a nivel global para proyectos en tierra y
mar).
 Muestra de datos. Apéndice B.3 
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Tabla 4.3: Resumen de la campaña de datos del viento (2010-2019)
Indicador 120 m 150 m 200 m
Promedio velocidad del viento (m/s) 9.86 10.20 10.32
Mediana velocidad del viento(m/s) 9.5 9.6 9.7
Mínimo velocidad del viento (m/s) 0 0 0
Máximo velocidad del viento (m/s) 36.6 37.1 37.6
Weibull k 2.17 2.10 1.99
Weibull A (m/s) 11.3 11.5 11.7
Promedio de la densidad de potencia (W/m2) 1,071 1,173 1,304
Orientación con mayor distribución de energía (o)
Frecuencia(%) 2010 (13.8) 210 (13.3) 240 (13.4)
Registros válidos 87,648 (100%)
La campaña de medición abarca 10 años completos, desde el 2010 hasta el 2019,
con una frecuencia horaria. Totalizando 87,648 registros de mediciones eólicas en
120, 150 y 200 metros de altura sobre el nivel del mar, las velocidades medias por
altura son 9.86, 10.20 y 10.32 m/s respectivamente. La orientación con mayor dis-
tribución energética es de 210o para 120 y 150 metros de altura y 240o para 200
metros.
El análisis estadístico descriptivo de la campaña de datos se realiza con la herra-
mienta "Wasp Climate Analist" del programa WasP 3.3. Un resumen de la campaña
de datos se muestra en la tabla 4.3.
Para 150 metros de altura, ver Figura 4.4:
La variación horaria de velocidades adquiere sus valores máximos entre las
23:00 y 2:00 horas y entre 8:30 y 12:30 horas sus valores mínimos.
La tendencia de variación estacional de velocidades alcanza los valores máxi-
mos entre los meses de enero a marzo y mínimos entre julio y septiembre.
La rosa de los vientos de energía reeja la contribución energética de cada
orientación. El sector 195o-225o (sur-oeste), representa la mayor contribución.
La distribución Weibull, muestra la frecuencia que el viento sopla a una deter-
minada velocidad. La velocidad media es de 10.2 m/s, el parámetro de forma
k-2.1 y el parámetro de Escala A-11.5 m/s.
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 Estadísticas de las campañas de datos para las alturas 120 y 150 m. Apéndice:B.4 
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Figura 4.4: Evaluación del recurso eólico. Variación horaria de velocidades(A). Va-
riación estacional de velocidades(B). Rosa de energía (C) y Distribución de Weibull
(D) (150 m de altura). Elaboración propia
tores involucrados con el área geográca. Estos factores han sido procesados con el
programa de Sistemas de Información Geográca(SIG) ArgGis c©3.2. Las diferentes
capas han sido obtenidas de las siguientes fuentes de datos SIG:
Northeast Ocean Data Portal. Fuente de datos centralizada del ecosistema
oceánico y actividades humanas relacionadas al océano en los estados del no-
reste. [30]
Global Wind Atlas. Aplicación WEB centrada en cálculos preliminares del
viento. [23]
Maine Oce of GIS . Ocina de SIG del estado de Maine. [26]
U.S. Geological Survey. Servicio Geológico de los Estados Unidos. [33]
National Centers for Environmental Information (NOAA). Centros Nacio-
nales de Información Ambiental. [28]
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Tabla 4.4: Factores seleccionados: criterios o Factores de Selección (FS), Factores de
Restricción (FR).
Factores Tipo Rango Función objetivo
FS FR
F1−Velocidad del viento(m/s) X 5<X<25 Max
F2-Batimetría(m) X X>30
F3-Altura de las olas(m) X X<10
Min
F4-Calidad del agua(gr/l) X X<7.5
F5-D. acoplamiento eléctrico(km) X -
F6-D. tierra(km) X -




F11-Zonas de pesca X No Aplica
F12-Rutas marítimas X
F13-Áreas bio-protegidas X
F14-Zonas militares u otras X
F15-Cables sumergidos X
The home of the U.S. Governments open data. [32]
Los factores seleccionados para el actual estudio, su clasicación (factores de se-
lección o factores de restricción) y atributos para los de selección (rangos admitidos
y no admitidos, función objetivo) se muestran en la tabla 4.4.
El objetivo principal es no interferir con otras actividades económicas impor-
tantes para la región y respetar las áreas bioprotegidas: pesca de langosta, zonas
militares, rutas de barcos, áreas protegidas destinadas al desove de arenques y co-
ral Amendment. Se han tenido en cuenta cables o tuberías sumergidos, dejando un
espacio de 200 metros a nuestra área potencial.
A partir de la capa "International Maritime Boundary and EEZ", el marco
regulatorio donde se establece establecen una distancia desde la costa de 10 millas
para minimizar el impacto visual [144], se dene el área de estudio con 30,642 km2,
la rosa de los vientos de energía es una información muy relevante para la alineación
óptima de los aerogeneradores, siendo la zona sur oeste (SW) el que más energía
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aporta, por lo tanto, la alineación óptima de cada alineación es la NW-SE, pues es
la orientación en la que menos sombras se producen entre aerogeneradores cuando





UTM (637,324.589 ; 489,2545.385)
Km
Figura 4.5: Vista general del Golfo de Maine(A). Denición del área de estudio(B).
Elaboración propia
4.2.2. Implementación
4.2.2.1. Análisis de datos
Se analiza y cuantica el mercado actual de vehículos eléctricos de Maine, así
como la bomba de calor utilizada para nes de calefacción. Se proponen dos esce-
narios para una transición energética global: (i) la sustitución del fuel(heating oil)
por Bomba de Calor y (ii) la sustitución de automóviles de motor de combustión
interna (MCI) de gasolina por Vehículos Eléctricos (VE), en el sector residencial,
ver Figura 4.6.
El proceso para el diseño de cada escenario se describe a continuación.
Escenario de sustitución de MCI-gasolina por VE:
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FUEL/ BOMBAS DE CALOR GASOLINA MCI/ VE 
9,407.00  GWh
Consumo 




(8.6 l/100 km )
MCI Gasolina
71,533,184,069.02 km
13,233.68   GWh
VE1 - [20%]TESLA MODEL S 
VE2 - [40%]CHEVROLET BOLT 
VE3 - [40%]NISSAN LEAF    
2,499.41   GWh
AHP1 - [40%] FUJITSU 
AHP2 - [40%] DAIKIN  











Figura 4.6: Escenarios: Fuel(Heating oil)/Bombas de calor  MCI-gasolina/VE. Ela-
boración propia
1. Primeramente, se calculan los kilómetros totales recorridos durante el año 2018
(71,533,184,069.02 km), a partir del consumo de gasolina obtenido de la etapa
anterior (22,129.50 GWh) y la media de litros de gasolina por cada 100 km
(8.6 lga/100 km) [22].
2. A continuación, basándonos en la venta de vehículos eléctricos del estado de
Maine durante el año 2018 [12], se estudian los VE: Tesla Model S AWD 100D
[20], Chevrolet Bolt EV [15] y Nissan Leaf 30 kwh [19].
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Tabla 4.5: Ficha técnica. Modelo propuestos VE. Fuente de datos:[19, 15, 20, 17].
Concepto Tesla Model S Chevrolet Nissan Leaf
AWD 100D Bolt EV 30 KWH
Potencia 310 kW (422 CV) 150 kW (204 CV) 110 kW (150 CV)
Peso 2,120 kg 1,625 kg 1,591 kg
Autonomía 632 km/392.7 mi 383 km/237.9 mi 270 km/168.8 mi
Emisiones CO2 0 gr 0 gr 0 gr
Batería 100 kWh 66 kWh 30 kWh
Carga rápida 132.9 mi-15 min. 20 a 80% 90 min. 20 a 80% 60 min.
Consumo (EPA[17]) 0.33 kWh/mi 0.28 kWh/mi 0.299 kWh/mi
Tabla 4.6: Ficha técnica. Modelos propuestos Bombas de calor. Fuente de datos:[2,
1, 4].
Concepto FUJITSU DAIKIN MITSUBISHI
AOU9RLS3 3MXL24RMVJU MXZ4C36NAHZ
Zona Individual Multizona Multizona
Tipo Refrigeración/Calefacción Inverter
COP-SPF (kW/kW ) 5.33 4.26 4.42
HSPF (Btu/Wh) 14.2 12.5 11.3
EER(kW/kW ) 5.28 12.7 4.03
SERR(Btu/Wh) 33 21.7 19.1
Temperatura de Operación -5oF to 75oF To 13oF To -13oF
(Calefacción) 24oC - [-21oC] To -10.5oC To -25oC
Temperatura de Operación 14oF to 115oF To 115oF To 115oF
(Refrigeración) 46oC - [-10oC] To 46oC To 46oC
Ficha técnica resumida ver tabla 4.5.
3. Considerando la autonomía, batería y consumo, características muy relaciona-
das con el precio del VE, se proponen tres escenarios de sustitución VE1, VE2
y VE3 con un 20%, 40% y 40% respectivamente de nivel penetración.
4. Finalmente, tomando de base los kilómetros totales anuales, el consumo y el
nivel de penetración de cada escenario se calcula la energía eléctrica necesaria
(13,233.68 GWh) para la sustitución de MCI (gasolina) por VE.
Escenario de sustitución de Fuel(Heating-oil) por Bombas de calor:
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1. Primeramente, se recopila la información de Bombas de calor certicadas para
climas fríos en el estado de Maine[5], se estudian varios modelos y selecciona-
mos: Fujitsu aou9rls3 [2], Daikin 3mxl24rmvju[1], Mitsubishi mxz4c36nahz[4].
Ficha técnica resumida, ver tabla 4.6.
2. Basado en el factor de rendimiento estacional de calefacción (Heating Seasonal
Performance Factor(HSPF)), medida de eciencia de las bombas de calor, se
proponen tres escenarios de sustitución AHP1, AHP2 y AHP3 con un 40%,
40% y 20% respectivamente de nivel penetración.
3. Finalmente, tomando de base el HSPF, el consumo y el nivel de penetración de
cada escenario; se calcula la energía eléctrica necesaria (2,499.41 GWh) para
la sustitución de la calefacción de fuel por Bombas de calor.
El consumo nal total a sustituir por electricidad mediante la eólica marina sería de
15,733.09 GW.  Datos de escenarios: Apéndice B.5 
4.2.2.2. Evaluación de recursos
A continuación diseñamos y evaluamos las alternativas.
Prototipo parque eólico. El diseño prototipo de una instalación eólica marina
se lleva a cabo con la utilización de varios programas informáticos: Wasp 3.3, ArgGis
3.2.4 y AutoCAD c© [14].
La turbina seleccionada para el parque eólico ha sido propuesta y diseñada por
varias organizaciones a través de la tarea 37, marcada por la Agencia Internacional de
Energía en su categoría de energía eólica (IEA WIND. Task 37 Systems Engineering:
Integrated RD&D). [116, 93] Aerogenerador marino, de 15 MW de potencia nominal,
cimentación monopilote, diámetro de rotor 240 metros y altura del buje 150 metros.
Próximamente, se le anexará una estructura semi-submersible otante desarrollada
por la Universidad de Maine que permitirá su uso en aguas profundas.
 Resumen de cha técnica: Apéndice B.6 
Las capas del área de estudio son exportadas al programa de diseño técnico
AutoCAD, se jan las coordenadas de la ubicación y orientación de los aerogenera-


















































Área ≈ 301 Km2 ¦ Wind turbines=67 ¦ Potencia nominal=1 GW









Figura 4.7: Prototipo de instalación eólica. Elaboración propia
Tabla 4.7: Escenario de pérdidas [191].
Pérdidas Factor
Por disponibilidad (Paradas del aerogenerador inesperadas por averías) 0.97
Transformación y transporte 0.97
Mantenimiento de subestación 0.999
Ajuste de la curva de potencia 0.97
dores. El objetivo fundamental es disminuir las pérdidas de producción por efecto
estela. Después de varias iteraciones, las alineaciones se sitúan perpendiculares a la
dirección dominante de energía (SW), a una distancia de 10 veces el diámetro del
rotor entre ellas (2,400 metros) y a una distancia de 6 veces para las distancias entre
aerogeneradores de cada alineación (1,440 metros). Esta disposición ocupa un área
aproximada de 301 km2, ver Figura 4.7.
Finalmente, la campaña de datos de viento, el mapa batimétrico de área de estudio,
las coordenadas de los aerogeneradores y la cha técnica del aerogenerador son im-
portados en un proyecto WasP, obtenemos 5,295 GWh de producción neta anual con
una instalación de aproximadamente 1 GW de potencia nominal y 5,1% de pérdidas
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Tabla 4.8: Estadísticas. Producción anual.
Variable Resultado
Potencia nominal (GW) 1.005
Producción bruta (GWh/año) (Wasp) 5,583.26
Pérdidas efecto estela (%) (Wasp) 5.16
Producción neta (GWh/año) (Wasp) 5,295.40
Pérdidas de escenarios 0.91
Producción neta (GWh/año) 4,818.81
Horas equivalentes (horas) 4,794.84
Factor de capacidad (%) 54.74
estela. Aplicando un escenario de pérdidas, ver tabla 4.7, se obtiene una producción
neta anual de 4,818.81 GWh y 4,794.84 Horas equivalente. Tabla resumen 4.8.
Área potencial seleccionada. El área potencial se obtiene, a partir de la dife-
rencia entre el área de estudio y las áreas identicadas por los factores restrictivos,
ver Figura 4.8 y factores de selección no compatibles. Obtenemos un área potencial
de 8,671 km2, ver Figura 4.9.
El comportamiento de los factores de selección en el área potencial son muy favo-
rables para la implementación de parques eólicos marinos, ver Figura 4.10.
La capa temática de la velocidad del viento (FS1), valida el resultado del informe
del Micrositing 4.2.1.2. La velocidad media del viento, con pocas variaciones entre
mínimos y máximos, es superior a 9 m/s, valor ideal para los aerogeneradores ma-
rinos [134].
La Batimetría (FS2) muestra valores óptimos para la tecnología otante selec-
cionada para este trabajo (rangos entre -100 y -300 metros de profundidad), al no
ser tan profundos los gastos de instalación y mantenimiento se verán ligeramente
reducidos.
Las distancias al punto de conexión (FS5), tierra (FS6) y puertos (FS7) en el valor
máximo de los intervalos siempre son inferiores a 300 km. Las tareas de operaciones
en la instalación y mantenimiento en los puertos se benecian con la reducción de
esta distancia. La distancia de la subestación marina a la subestación en tierra y de
esta a la subestación eléctrica es fundamental minimizarla, ya sea para reducir las

















Figura 4.8: Capas temáticas. Factores restrictivos. Elaboración propia





Figura 4.9: Área potencial. Elaboración propia
pérdidas de energía eléctrica en el transporte, así como los costos.
La calidad del agua (FS4) no supera los 7 mg/l en cuanto a oxigeno disuelto,
muy importante por la inuencia de la capacidad oxidante en las instalaciones.
Otro factor importante es la altura de las olas (FS3), no hemos encontrado una
capa espacial, pero si muchos datos históricos [28] que demuestran que no superan
los 4 metros de alturas, cifra que ayuda en las tareas de instalación y mantenimiento,
así como la seguridad de la instalación en general.
Los factores de selección de costos son identicados por los costos categorizados



















































































Figura 4.10: Capas temáticas. Factores de selección. Elaboración propia
como: costos de inversión (CAPEX FS8), operación y mantenimiento (OPEX FS9)
y desmantelación (DECEX FS10), ver Figura 4.11.
4.2. Evaluación del Modelo 92
El mayor costo de una instalación eólica marina es el CAPEX, aproximadamen-
te para nuestro estudio el 60% del total. La variabilidad en nuestra zona de estu-
dio depende fundamentalmente de la infraestructura eléctrica con aproximadamente
379,680 $/km, desde la subestación en mar a la de tierra [178]. Con una potencia
nominal de 1 GW por cada alternativa oscila entre 8,700 y 8,632 M$.
El OPEX, costos de operación y mantenimiento, durante toda la vida útil de la
instalación representa el casi 40%, su variabilidad de la zona de estudio depende de
la distancia a puerto para tareas de mantenimiento con aproximadamente $8 cada
100 km [67].
El DECEX, gastos de desmantelamiento al nal de la vida útil, su variabilidad prin-



























































































Figura 4.11: Capas temáticas. Factores de selección de costos. Elaboración propia
Diseño de alternativas. A partir del área y orientación del parque eólico prototi-
po, sobre el área potencial se obtienen 8 alternativas, ver Figura 4.12. Los atributos
de cada alternativa se exportaron en formato hoja de cálculo (Excel) formando la
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matriz de decisión que se utilizará para la evaluación de dichas alternativas.














Figura 4.12: Diseño de las alternativas. Elaboración propia
Pesos de los factores de selección. Siguiendo la metodología, como paso previo
a la evaluación de alternativas, se determina el peso de los factores de selección. El
grupo de expertos involucrados en el proceso de decisión consistió en tres expertos
especializados en el tipo de instalaciones (E1, E2 and E3).
4.2. Evaluación del Modelo 94
Tabla 4.9: Pesos por cada factor de selección.
FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8 FS9 FS10
Pesos 0.341 0.220 0.053 0.016 0.023 0.114 0.061 0.090 0.040 0.036
Por ejemplo, el experto E3 realiza su valoración del factor de selección 1 (Ve-
locidad del viento) con respecto del resto de factores de selección, donde es mode-
radamente importante comparado con la batimetría (FS2), fuertemente importante
comparado con la altura de las olas (FS3), distancia a tierra (FS6), CAPEX (FS8),
mucho más fuerte con la Distancia a puertos (FS7) y el OPEX (FS9) y de impor-
tancia extrema con la calidad del agua (FS4), distancia a punto de conexión (FS5)
y DECEX (FS10), ver Figura 4.13.
Cada uno de los expertos realiza su valoración pareada de cada factor de selección,
FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8 FS9 FS10
























Figura 4.13: Evaluación experto E3 de Velocidad del viento (FS1) con respecto al
resto de factores de selección. Elaboración propia
obteniendo el peso de cada uno de ellos y el ratio de consistencia: CRA1= 0.0997,
CRA2=0.099, CRA3=0.0988. Todos los expertos validan su matriz al ser el ratio de
consistencia <0.1.
 Matrices de los expertos. Apéndice B.8 
Analizando la ponderación individual los factores de selección que más destacan
son la velocidad del viento (FS1) y la batimetría (FS2). Existen diferencias mínimas
entre las valoraciones de los expertos. Las utilizaciones de estos pesos deben estar
unicados, se consideran que todos los expertos tienen la misma importancia en el
problema de decisión, por lo tanto, se utiliza la media geométrica para calcularlo,
ver Figura 4.14.
El peso nal de cada factor de selección se muestra en la tabla
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Expert (A1) Expert (A2) Expert (A3)
FS1 0.3342 0.3419 0.3468
FS2 0.2153 0.2480 0.1985
FS3 0.0502 0.0641 0.0475
FS4 0.0162 0.0160 0.0166
FS5 0.0231 0.0221 0.0252
FS6 0.1231 0.1046 0.1164
FS7 0.0729 0.0472 0.0655
FS8 0.0908 0.0869 0.0934
FS9 0.0321 0.0370 0.0553































3 Wave height 
4 Water quality 
5 Point of Common Coupling (PCC) distance 
6 Ground distance 
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Figura 4.14: Peso de los expertos(A). Total de los pesos(B). Elaboración propia
Evaluación de alternativas. Las alternativas son evaluadas por tres métodos:
Fuzzy GIS 3.4.4, TOPSIS 3.4.3 y SIMUS 3.4.5. Los dos primeros con la participa-
ción de los pesos, el último sin los pesos. Todos muy útiles para procesar factores de
selección, con diferentes unidades numéricas. El objetivo es alcanzar la dimensión
del efecto producido por cada factor de selección en cada alternativa. Cada método
fue aplicado según la metodología.
Con Fuzzy GIS, fueron necesarios varios ajustes y análisis para poder trabajar
con los datos espaciales recolectados. Las capas fueron normalizadas mediante una
re-clasicación de los datos en una escala de 0 a 1. Las funciones utilizadas fueron
MSLarge para los factores velocidad del viento(FS1) y batimetría(FS2), ya que son
óptimos maximizados y para el resto MSSmall al ser óptimos minimizados, ver Fi-
gura 4.15. A continuación, se asignan los pesos obtenidos con AHP, se superponen
las capas y se obtiene una nueva capa de puntuación de idoneidad.
Con el método TOPSIS, a partir de la matriz de decisión obtenida de SIG y los
pesos de AHP, se normaliza la matriz y se construye la matriz ponderada normaliza-
da. Se obtiene la proximidad relativa de cada alternativa a la solución ideal positiva,
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Figura 4.15: Normalización de factores de selección. Pertenencia difusa. Elaboración
propia
ver tabla 4.10.
El método SIMUS, lo hemos utilizado en dos variantes: Una sin introducir los
pesos obtenidos de los expertos con AHP y otra incluyendo los pesos.
La primera opción, los ranking ERM y PDM son coincidentes en las 3 primeras al-
ternativas, el resto obtienen la misma puntuación. La segunda opción ambos ranking
coinciden, pero solamente valora las dos primeras opciones.
Tabla 4.10: Matriz ponderada normalizada. Solución ideal Positiva (di+) and ne-
gativa (di−). proximidad relativa de cada alternativa a la solución ideal positiva
(PRi).
Alternativas FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8 FS9 FS10 di+ di− PRi
A1 0.1195 -0.0773 0.0189 0.0058 0.0077 0.0367 0.021 0.032 0.0143 0.0128 0.008 0.0165 0.674 [3]
A2 0.1202 -0.0824 0.0189 0.0058 0.0077 0.0384 0.0212 0.032 0.0143 0.0128 0.0125 0.0142 0.5322
A3 0.1198 -0.0735 0.0189 0.0059 0.0056 0.0322 0.0183 0.0319 0.0143 0.0128 0.0022 0.0231 0.9136 [1]
A4 0.1209 -0.0784 0.0189 0.0058 0.0078 0.0402 0.0208 0.032 0.0143 0.0128 0.0107 0.0135 0.5568
A5 0.1205 -0.0725 0.0189 0.0059 0.0057 0.034 0.0178 0.032 0.0143 0.0128 0.0023 0.0223 0.9101 [2]
A6 0.1212 -0.0819 0.0189 0.0059 0.0065 0.0376 0.0181 0.032 0.0143 0.0128 0.0109 0.0168 0.6065 [4]
A7 0.1217 -0.0771 0.0189 0.0057 0.0115 0.0507 0.0263 0.032 0.0143 0.0128 0.0217 0.0058 0.2108
A8 0.1209 -0.0782 0.0189 0.0057 0.0117 0.0501 0.027 0.032 0.0143 0.0128 0.0219 0.0045 0.1702
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El ranking obtenido por el método TOPSIS, las primeras 4 alternativas son
A3, A5, A1 y A6, con el método Fuzzy GIS se intercambian las posiciones primera-
segunda y tercera-cuarta con respecto a TOPSIS. La programación lineal de SIMUS,
con ambos métodos las alternativas A3 y A5 coinciden en la primera y segunda


































































































Figura 4.16: Ranking de cada método. Elaboración propia
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4.2.3. Resultados
4.2.3.1. Mejor solución
La producción neta de las dos mejores alternativas se calcula con el programa
WAsP, se utiliza el mismo procedimiento del parque prototipo pero trasladando la
ubicación de los aerogeneradores a cada una de las alternativas, se aplica el escenario
de pérdidas 4.7.
La alternativa A3 tiene una producción neta anual de 5,301.85 GWh/año y la alter-
nativa A5 de 5,246.63 GWh/año. Resumen de datos, ver tabla 4.11. La Figura 4.17
muestra los resultados en WAsP para la alternativa.
Por lo tanto, la mejor alternativa para una instalación de potencia nominal de 1
Figura 4.17: Resultado en WAsP de la alternativa A3. Elaboración propia
GW es la A3. El indicador LCOE es 100.6 $/MWh. Para generar 4,824.69 GWh/año
de energía eléctrica, 29,020 tCO2 son evitadas.
El LCOE de la mejor alternativa, puede tener grandes variaciones. El CAPEX
representa la mayor variabilidad entre 2.470-6.500 $/kW [178]. El escenario más
positivo para la alternativa A3 es 43.3$/MWh, con una disminución del CAPEX del
54%, OPEX del 50% y un aumento de la generación eléctrica de 10%. El escenario
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Tabla 4.11: Estadísticas. Producción Anual. Alternativas A3 y A5
Variable A3 A5
Producción de energía bruta anual (GWh/año)(Wasp) 5,591.50 5,596.41
Pérdidas de efecto estela (%) (Wasp) 5.18 6.25
Producción neta de energía anual (GWh/año) (Wasp) 5,301.85 5,246.63
Escenario de pérdidas 0.91
Producción neta de energía anual (GWh/year) 4,824.69 4,774.44
Horas equivalentes(horas) 4,800.67 4,750.68
Factor de capacidad (%) 54.80 54.23
más negativo es 143.9 $/ MWh, ver Figura 4.18.





































Figura 4.18: Análisis de sensibilidad LCOE. Altenativa A3. Elaboración propia
combustibles fósiles (carbón-4.83, petróleo-4.61) Mt CO2eq. Factores de referencia:
2,21 libras/kwh para carbón y 2,11 libras/kwh para petróleo [24] y 0,006 kg/kWh
para energía eléctrica eólica marina [92], ver Figura 4.19.






































































































Figura 4.19: Emisiones evitadas. Altenativa A3. Elaboración propia
4.2.3.2. Proyecciones
Una comparación de los resultados de la matriz, análisis de datos y evaluación
de recursos, es programado en tres proyecciones diferentes enfocados a corto plazo
(2030), medio plazo(2040) y largo plazo (2050). Por lo tanto, y en base a la totalidad
del consumo (15,733.09 GWh/año) y energía eléctrica vertida a la red (4,836.73 GW-
h/año) de un parque eólico de 1 GW de potencia nominal, para cubrir el consumo
total de calefacción con bombas de calor y sustitución de la ota de transporte de
MCI gasolina por Vehículo eléctrico necesitamos la ampliación de este parque a 2
GW de potencia nominal y posteriormente la replicación de la planta eólica por
otra de características similares, obteniendo una potencia total instalada de 4 GW
con excedentes de energía.
Todo este despliegue se planica en diferentes proyecciones enfocados a cumplir
con los objetivos del estado, 100% energía renovable para 2050 [224]. Proyección
1, ejecutado a corto plazo en el año 2030 con una planta eólica en mar de 1 GW
de potencia nominal cubriendo el 25% del consumo de calefacción y transporte.
Proyección 2, con vistas a medio plazo, 2040, la ampliación de la planta a 2 GW.
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Proyección 3, proyectado a largo plazo para el 2050, la réplica de la planta totali-
zando 4 GB de potencia nominal y cubriendo el 100% del consumo.
Las proyecciones a medio y largo plazo deben estar alineadas con la mejor alter-
nativa o en el caso de ser paralelas, la distancia entre una planta y otra debe tener
espacio suciente para mitigar las pérdidas de efecto estela.
4.3. Análisis y discusión de los resultados
4.3.1. Análisis estacional
El análisis estacional se basa en cinco indicadores: consumo de gasolina MCI,
electricidad de VE, el consumo de calefacción con Fuel, electricidad para las bombas
de calor, generación mensual del parque eólico oshore.
El consumo para transporte se asume igual para todos los meses del año, el
consumo de calefacción se asocia al indicador HDD (Heating Degree Days)[6] del
estado de Maine, muy utilizado para cuanticar la demanda de energía necesaria
para calefacción [64].
Los consumos a partir de fuentes no renovables distan notablemente de los consumos
a partir de electricidad renovable, el consumo para el transporte tiene una reducción
media de un 67% y el consumo para calefacción puede alcanzar una disminución
hasta del 200%.
El viento sopla a favor del cambio climático, la generación de energía eléctrica está
alineada con el consumo de electricidad de las bombas de calor, los meses de mayor
consumo (noviembre-marzo) corresponden a los meses de mayor generación.
El 46.46% del total de generación de electricidad de la planta corresponde a estos
meses y el 47.82% del consumo total pertenece al mismo periodo, ver Figura 4.20.
4.3.2. Geometría
La geometría del área potencial con respecto al área prototipo de la instalación
eólica, no juega a favor del viento, una orientación SO de las alineaciones daría

































Figura 4.20: Análisis estacional. Elaboración propia
como resultado 13 alternativas, pero dado que las alineaciones están orientadas en
la misma dirección que la rosa de energía de los vientos, la generación de energía
eléctrica se vería afectada.
La orientación óptima de las alineaciones, la que más reduce el efecto de estela, es
perpendicular a la dirección dominante de la rosa de energía, NW-SE, ver Figura
4.21.
Los espacios vacíos son perfectamente aprovechables ya sea para una subestación
marina o para parques eólicos con menor potencia nominal u otras características
técnicas.
4.3.3. Métodos de evaluación Multicriterio
El proceso de selección y evaluación e alternativas se ha llevado a cabo con sis-
temas híbridos de evaluación multicriterio: AHP + TOPSIS clásico, AHP + Fuzzy
GIS, AHP + SIMUS y SIMUS.
Los dos primeros métodos tienen resultados muy similares, la primera alternativa
del ranking de un método se intercambia con la segunda, lo mismo ocurre para las







Figura 4.21: Geometría. Área potencial/Área planta eólica. Elaboración propia
alternativas situadas en la posición 3 y 4.
Ambos métodos operan con los mismos pesos para los factores de selección, funciones
objetivo de máximo para la velocidad del viento y la batimetría y mínimo para el
resto de factores de selección, la diferencia radica en la normalización, TOPSIS
utiliza los valores reales y Fuzzy GIS transforma los valores reales a una escala de
posibilidad de pertenencia de 0 a 1 (fusicación).
Dicha diferencia es parcialmente pequeña con respecto al total, para el ranking
primero y segundo, TOPSIS un 0.08% y Fuzzy GIS 0.12%, ver gura 4.22.
Comparado con SIMUS, la primera y segunda posición coincide con TOPSIS en
sus dos versiones, la versión SIMUS sin incluir pesos valora la alternativa A8 como
la tercera posición, debido a la variabilidad de la alternativa con respecto al resto y
no valoración del peso.
4.3.4. Proyecciones
Se han planicado dos proyecciones a medio (2040) y largo plazo(2050), a conti-
nuación analizamos como se comportan las nuevas proyecciones con la planta exis-
tente.
Para esto se crean dos nuevos proyectos WAsP, uno para cada proyección.
Siguiendo el ranking de alternativas la proyección 2 está formada con las alter-






















Figura 4.22: Comparación de evaluación de alternativas. TOPSIS / Fuzzy GIS. Ela-
boración propia
nativas A3(Proyección 1, ya existente) y A5 generada individualmente. La energía
vertida a la red analizada en conjunto, con los dos grupos de aerogeneradores es de
9,442.85 GWh anuales (incluida la diferencia del escenario de pérdidas), las pérdidas
de efecto estela aumentan casi un 2% con respecto a la planta de la alternativa A3,
ver Figura 4.23.
Figura 4.23: Proyección 2. Alternativas A3 + A5. Elaboración propia
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Tabla 4.12: Proyecciones 2030-2050.
Proyección 1 Proyección 2 Proyección 3
(corto plazo) (medio plazo) (largo plazo)
Año 2030 2040 2050
Instalación eólica marina
Potencia Nominal (GW) 1.005 2.01 4.02
Producción de energía neta(GWh/año) 4,836.73 9,442.85 18,729.20
Aerogeneradores 67 134 268
Área (km2) 301 732 1464
Consumo cubierto
Calefacción (%-GWh/year) 624.85 (25%) 1,249.70 (50%) 2,499.41 (100%)
Transporte (%-GWh/year) 3,308.42 (25%) 6,616.84 (50%) 13,233.68 (100%)
Exceso de energía(GWh/año) 891 1,576.30 2,996.11
La proyección 3 formada por la proyección 2 unida a las alternativas A1 y
A6. La versión de WAsP utilizada no permite el calculo de pérdidas de estela de más
de 200 turbinas, pero si calcula la producción bruta, a partir de esta cifra y tomando
2% de efecto estela unido al escenario de resto de pérdidas, la producción vertida
la red es de 18,729.20 GWh anuales. El sobrante de energía asciende a 2,996.11
GWh/año. Tabla resumen 4.12
4.3.5. Análisis de sensibilidad
Una variedad relevante de factores inuyen en los resultados obtenidos previa-
mente. El consumo de energía eléctrica para el uso nal de calefacción puede modi-
carse signicativamente por el aumento de la población, las variaciones de tempe-
ratura exterior, las mejoras en la eciencia energética de los edicios [43]; así como
por las características técnicas de las bombas de calor como HSPF, SCOP, factor de
capacidad, etc. [195].
De forma similar, el consumo de vehículos eléctricos puede verse afectado por el
comportamiento de conducción, información sobre la topografía de la carretera, si-
tuación del tráco, carga de la batería, aceleración, etc. [238, 76]
La generación de energía eléctrica de una planta eólica marina: aunque ya hemos
planteado anteriormente un escenario típico de pérdidas y una evaluación de selec-
ción óptima, se puede ver afectada por otros factores imprevistos. Por estas causas
desarrollamos un análisis de sensibilidad de cada proyección manteniendo constante
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el consumo o la generación de energía eléctrica, con escenarios positivo y negativo












































































































Consumo (Calefacción + Transporte)
Generación de energía electrica. ± 20 %
Consumo (Calefacción + Transporte). ± 20%
Generación de energía electrica.
Proyección 1      Proyección 2       Proyección 3 Proyección 1      yecció         Proy cción 3
Figura 4.24: Análisis de sensibilidad (±20%): Generación de energía eléctrica(A),
Consumo Calefacción/Transporte (B). Elaboración propia
El análisis de sensibilidad manteniendo el consumo constante y variando la ge-
neración de energía eléctrica arroja como es de esperar, que si aumentan la cantidad
de GWh por año un 20% existirá un mayor excedente de energía disponible para
su almacenamiento ( 1,856.36, 3,464.87 y 6,741.95 GWh/año) para la proyección
1, 2 y 3 respectivamente. Sin embargo, si la generación de energía eléctrica se ve
afectada por un 20%, se identica una falta de generación para cubrir el consumo
global (73.52, 312.27, 749.73 GWh/año para proyección 1, 2 y 3).
En el caso de que mantengamos constante la producción de energía eléctrica y
varíe el consumo en una disminución del 20%, obviamente aumentará la energía ex-
cedente disponible para el almacenamiento. Si aumentamos el consumo en un 20%,
resulta en las proyecciones 1 y 2 un excedente mínimo, para la proyección 3 existe
una falta de generación (150.51 GWh/año).
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Por lo tanto, en torno a una disminución del 20% de generación de energía eléc-
trica y un aumento de más del 20% del consumo, serían los rangos límites para
evitar el apoyo de otra fuente renovable como una planta eólica en tierra o una
planta de biomasa, ver Figura 4.24.
4.3.6. Análisis de nuevos consumos de energía por fuente:
emisiones evitadas
La participación de las renovables, manteniendo constante el resto de renova-
bles e incluyendo los 4 GW adicionales de energía eólica marina, aumenta has-
ta un 64.5% del consumo total en la Proyección 3 (65.639,09 GWh). La ener-
gía eólica marina representa un 28,77% (18.729,24 GWh/año), el consumo de
gasolina desciende hasta un 0,8% y el fuel destilado hasta un 12%, ver Figura 4.25.




































































Proyección 1      Proyección 2       Proyección 3
mm
Figura 4.25: Emisiones evitadas(A). Nuevo consumo de energía por fuente (B). Ela-
boración propia
ción renovable de la energía eólica marina puede reducir las emisiones en un 75%
[137].
Los factores de emisión de las tecnologías seleccionadas correspondientes pueden
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variar debido a múltiples factores, como el rendimiento, los materiales utilizados,
los procesos de producción, etc. [135, 130, 92, 133]. Las emisiones de la Proyección
3 con las nuevas tecnologías de electricación incorporadas suponen 2,77 Mt
CO2eq, cubriendo los mismos requisitos de consumo. Al utilizar vehículos de gaso-
lina (MCI) y fuel para calefacción, las emisiones serían de 7,73 Mt CO2eq, lo que
aumentaría las emisiones en un 380%, compensando 4,97 Mt CO2eq, ver Figura
4.25.




Resumen: El objetivo de este capítulo es sintetizar las conclusiones de la
presente investigación, enunciar las nuevas líneas abiertas de investigación
y enumerar las publicaciones realizadas durante el tiempo de elaboración de
esta tesis doctoral.
A lo largo de esta tesis, se ha desarrollado un nuevo modelo de conversión
energética con el objetivo de integrar las energías renovables, especícamente
el recurso eólico marino, en la descarbonización de los sectores críticos, trans-
porte y climatización residencial. En este contexto, en la primera parte de
esta capítulo se recogerán las conclusiones correspondientes al estado del arte,
a las aportaciones metodológicas y a la evaluación del modelo de conversión
energética.
A continuación, enunciamos las nuevas líneas potenciales abiertas tras la
culminación de esta tesis.





5.1.1. Conclusiones correspondientes al estado del arte
Con respecto al estado del arte en el Bloque I. Fundamentos teóricos, concluimos
lo siguiente:
En relación a la transición energética:
La transición energética es la única vía posible para cumplir con los objetivos
del Acuerdo de París y frenar el cambio climático.
La fusión de las energías renovables y la electricación de los sectores críticos,
transporte y climatización, reducen notablemente las emisiones de CO2.
La transformación energética ocasiona benecios y oportunidades económi-
cas, sociales y ambientales, determinadas en mayor o menor medida por las
políticas marcadas por cada país.
En relación a la energía eólica marina:
El potencial eólico marino, sin explotar, a nivel global es inmenso. Se puede
llegar a generar más de 400,000 TWh anuales de electricidad, prácticamente
veinte veces más que la demanda actual de electricidad mundial. Las zonas
más favorecidas son Norte América, Europa y el este de Asia.
La evolución del sector es ascendente en la última década, tanto en el in-
cremento de capacidad nominal como en energía eléctrica generada. Desde el
punto de vista tecnológico el avance es exponencial, el salto de 3 a 12 MW de
potencia nominal de un aerogenerador marino ha transcurrido en diez años.
La energía eólica marina está liderada por Europa, es un claro ejemplo de ma-
durez tecnológica, apta para impulsar el cambio del sistema energético actual.
Los factores más relevantes que intervienen en la selección óptima de emplaza-
mientos eólicos marinos y terrestres dieren, además de los factores geográcos
obvios de su ubicación, los factores económicos en los emplazamientos marinos
demuestran la importancia de estos indicadores para la comunidad cientíca.
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5.1.2. Conclusiones correspondientes a las aportaciones me-
todológicas
Con respecto a las aportaciones metodológicas en el Bloque II. Metodología,
concluimos lo siguiente:
En relación a los Sistemas de Información Geográca (SIG):
La integración de capas múltiples de factores en un SIG, nos permite procesar,
analizar y exportar la información independiente o combinada, ya sea espacial
o numérica.
La respuesta de los SIG a los requerimientos de problemas complejos como
la selección de emplazamientos óptimos es eciente. Constituyen la base de:
ubicación geográca, cálculos de producción y toma de decisiones.
En relación a la aplicación informática eólica WAsP:
Es una aplicación informática compleja y potente, aplicada sobre todo tipo de
terreno, modela las instalaciones eólicas y obtiene el rendimiento energético de
aerogeneradores individuales o de la planta. Esto nos permite realizar múltiples
iteraciones con el objetivo de disminuir las pérdidas.
Incluye versiones para los investigadores, de gran utilidad para realizar cálculos
preliminares.
En relación a la toma de decisiones:
El método AHP, ha sido utilizado para la ponderación de factores de selección,
muy utilizada por la comunidad cientíca para diversos problemas de decisión.
En la etapa de evaluación de alternativas se ha propuesto una metodología
híbrida con el objetivo de comparar los resultados. TOPSIS tradicional, eje-
cutado manualmente. Fuzzy GIS, desde el programa GIS y SIMUS en dos
versiones, con y sin ponderación de factores de selección, desde su entorno de
macros con la hoja de cálculo Excel.
En relación al modelo de conversión energética:
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Se fundamenta en la electricación con energías renovables, como su principal
pilar.
El objetivo principal: la electricación de sectores críticos(Transporte y clima-
tización), con fuentes renovables (Eólica marina).
La estructura del modelo es una matriz donde la participación de la electricidad
en el consumo nal y la generación de electricidad a partir de fuentes renovables
se evalúan en paralelo.
Los resultados del modelo, se analizan, discuten y proyectan enfocados a los
objetivos climáticos del Acuerdo de París para el año 2050.
5.1.3. Conclusiones correspondientes a la evaluación del mo-
delo
Con respecto a la evaluación del modelo de conversión energética en el Bloque
IV. Aplicación y resultados, concluimos lo siguiente:
En relación al análisis de datos del modelo de conversión:
Los datos detallados de los consumos de climatización y transporte, que han
servido de entrada en esta parte del modelo, son un ejemplo de transparencia
energética de Estados Unidos.
La sustitución de vehículos de MCI por VE y las tecnologías fuel para clima-
tización por bombas de calor, por si solos, representan un ahorro energético
notable por considerarse tecnologías de alta eciencia.
En relación a la evaluación de recursos del modelo de conversión:
El estudio estadístico descriptivo del comportamiento del recurso eólico ma-
rino, valida los resultados del potencial eólico de la zona. Sin embargo, cuando
los factores restrictivos se restan del área de estudio, para no interferir en
otras actividades y respetar las áreas bio-protegidas, la zona se reduce cerca
del 70%.
La selección óptima de los emplazamientos diere en las cuatro primeras alter-
nativas. La selección nal se realiza directamente con el cálculo de la generación
de electricidad.
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La metodología híbrida de métodos de evaluación multicriterio unido a la
integración de las aplicaciones GIS, AutoCAD y WAsP han resultado ecaces
en el procesamiento de datos y en la toma de decisiones.
En relación a los resultados del modelo:
La comparación de los resultados de la matriz (consumo/generación), demues-
tra que si es posible la sustitución de antiguas tecnologías no renovables con
tecnologías ecientes renovables, alimentadas con el recurso eólico marino del
Golfo de Maine.
Tres proyecciones son planicadas. Proyecciones 1,2,3 con 1,2 y 4 GW de
potencia nominal.
Desde el punto de vista estacional, el recurso eólico de la zona está alineado
con los máximos meses de consumo de climatización.
Se demuestra la importancia de la orientación de las alineaciones de las plan-
tas eólicas, perpendiculares a la dirección dominante del viento de la rosa de
energía, para disminuir las pérdidas.
El análisis de sensibilidad del consumo y la generación, sitúan entorno al 20%,
para una disminución de la generación a partir del recurso eólico y un aumento
del consumo en transporte y climatización.
En el 2050, comparando las nuevas tecnologías de electricación con las tec-
nologías no renovables, las emisiones se verían compensadas en 4,97 Mt CO2.
La aportación de las renovables en el consumo de energía por fuente, sería del
64.5%, con una participación de la eólica marina de casi el 30%.
5.2. Trabajos futuros
5.2.1. Trabajos futuros en las aportaciones metodológicas
A continuación, se exponen las posibles líneas futuras de investigación en función
de las aportaciones metodológicas de la tesis.
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Replicar el modelo con otra energía renovable o incluso con sistemas híbridos
renovables.
Implementar los nuevos escenarios de sustitución tecnológica, basados en la
toma de decisiones con métodos de evaluación multicriterio.
Ver que otros métodos se podrían aplicar tanto en la ponderación de factores
de plantas eólicas marinas, como en la evaluación de alternativas.
Extender el análisis de resultados al empleo. Cantidad de empleos perdidos
versus nuevos generados. Sectores que pueden ser reorientados.
A partir de la variabilidad estacionaria, introducir un indicador de periodos
necesarios de almacenamiento.
Crear un portal web eólico marino con los resultados independientes de las
diferentes etapas del modelo para proyectos especícos, de esta manera inves-
tigadores y tomadores de decisión podrían comparar indicadores utilizados y
resultados obtenidos.
5.2.2. Trabajos futuros en la evaluación del modelo
A continuación, se exponen las posibles líneas futuras de investigación en función
de la evaluación del modelo para el Golfo de Maine.
Cómo se comentaba en anteriores capítulos, Estados Unidos pertenece a las
zonas de mayor potencial eólica marina. Hace extensible la evaluación del
modelo al territorio nacional.
Modicar el tipo de alineación, así como las distancias entre los aerogenerado-
res de las plantas eólicas con el n de procesar nuevas iteraciones y comparar
los resultados energéticos.
Integrar nuevos modelos tecnológicos de turbinas en las diferentes proyeccio-
nes.
Ampliar el número y tipo de tecnologías renovables ecientes en los escenarios
de sustitución.
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Aumentar el número de participación de los expertos para la ponderación de
los criterios y desarrollar un sistema informatizado anónimo de recogida de
información.
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A.1. Descripción de factores por categorías
Tabla A.1: Descripción de los factores involucrados en la ubicación óptima en los




Componente horizontal del desplazamiento del ai-








Lado donde sopla el viento (grados sexagesimales)
Tiempo efectivo (F1,4) Ocurrencia de la velocidad del viento
Disponibilidad de da-
tos (F1,5)
Veracidad y precisión de la campaña de medición
Turbulencia (F1,6) Relación entre la desviación estándar de los valores
de la velocidad del viento y su velocidad promedio,
para cada conjunto de mediciones
Periodos de heladas
(F1,7)
Duración de los períodos de heladas
Desastres naturales
(F1,8)
Probabilidad de desastres naturales
Densidad del aire
(F1,9)
Relación entre masa y volumen de aire(kg/m3).
Inuye en la energía cinética del aire
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Tabla A.2: Descripción de los factores involucrados en la ubicación óptima en los
parques eólicos. Categoría geográca(C2).
Factor Descripción
Pendiente (F2,1) Cuanto mayor sea el porcentaje de la pendiente de
la tierra, menos probabilidades hay de instalar el
parque eólico
Altitud (F2,2) A mayor altitud, aumentan las dicultades de ins-
talación
Tipo de terreno (F2,3) Consistencia blanda o dura
Rugosidad (F2,4) Rugosidad del terreno causada por la elevación na-
tural y el desarrollo humano
Área (F2,5) Área contenida dentro del perímetro de la instala-
ción (m2) o aguas territoriales del país
Profundidad del agua
(F2,6)
Batimetría. Profundidad del agua en el área selec-
cionada del mar (m). Es un factor técnico clave
para decidir El tipo de estructura (ja o otante)
Altura olas (F2,7) Altura de las olas en el área seleccionada del mar
(m). Es un factor técnico clave para determinar los




Incluye algunas propiedades del agua, como el oxí-
geno disuelto (mg/l) para excluir las áreas desti-
nadas a la acuicultura, o el nivel de corrosión.
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Tabla A.3: Descripción de los factores involucrados en la ubicación óptima en los




Áreas completamente protegidas desde un punto
de vista legal (parques nacionales y naturales, re-
servas naturales, áreas protegidas, etc.)
Capacidad agrológica
(F3,2)
Idoneidad del suelo para determinados cultivos.
Impacto visual (F3,3) Impacto visual Impacto visual según normativa
Reducción de emisio-
nes (F3,4)
Contaminación evitada en comparación con la tec-
nología convencional de generación de energía.
Efecto estroboscópico
(F3,5)
Efecto de sombra parpadeante causado por la in-





Ruido (F3,7) El impacto del ruido en la calidad de vida




Suciente demanda de electricidad que justique
la instalación.
Uso de la tierra (F3,10) Uso de la tierra para nes agrícolas, gubernamen-
tales, etc.
Impacto en la ora y
la fauna (F3,11)
Inuencia principalmente en aves, especies mari-
nas, suelos y vegetación.
Rutas marítimas
(F3,12)
Rutas de movimiento de buques / embarcaciones
Zonas de pesca (F3,13) Zonas determinadas por las autoridades para la
pesca.
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Tabla A.4: Descripción de los factores involucrados en la ubicación óptima en los





Distancia a las carreteras, enfocada en disminuir
los costos de instalación y mantenimiento, así como




Con el propósito de no exceder la estimación de la
capacidad de carga
Distancia a lineas de
trasmisión (F4,3)
Distancia entre cualquier infraestructura de tele-
comunicaciones y el parque eólico
Distancia a zonas ur-
banas (F4,4)
Distancia entre áreas urbanas, pueblos o ciudades
y áreas de ubicación. En previsión de futuras ex-
pansiones y de conformidad con el marco legislati-
vo de cualquier país
Distancia a zonas mi-
litares o industriales
(F4,5)
Distancia entre zonas militares e industriales y
áreas de ubicación
Distancia a la red fe-
rroviaria (F4,6)
Distancia entre líneas ferroviarias y posibles ubica-
ciones. Con el objetivo de aprovechar la aceptación
social de las zonas
Distancia a puertos
(F4,7)
Distancia entre puertos y las posibles ubicaciones.




Distancia entre el aeropuerto más cercano y los di-
ferentes sitios posibles con el objetivo de no afectar
el espacio aéreo o la futura expansión de aeropuer-
tos e instalaciones. Espacio aéreo restringido por
la Agencia de Aviación
Distancia al punto de
acoplamiento eléctrico
(F4,9)
Distancia entre la red o línea de alimentación más
cercana y los diferentes sitios posibles.
Distancia a zonas de
entretenimiento o his-
tóricos (F4,10)
Distancia entre entretenimiento, áreas históricas y
los posibles sitios, adaptación al marco regulatorio
del país
Distancia a fuentes de
agua (F4,11)
Distancia a los recursos hídricos (ríos, costas, la-








Centrada en la ubicación de parques eólicos ma-
rinos mediante medidas reguladoras marcadas por
el país
Distancia a otros pun-
tos (F4,14)
Distancia a otros puntos como restos de naufragios,
faros
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Tabla A.5: Descripción de los factores involucrados en la ubicación óptima en los
parques eólicos. Categoría Económica(C5).
Factor Descripción
Precio de venta de
energía (F5,1)
Importante para los ingresos de la instalación
Generación de energía
(F5,2)
Producción neta quitando las pérdidas
CAPEX (F5,3) costos de la infraestructura asociada con la inver-
sión inicial
VAN (F5,4) Valor actual neto, indicador nanciero
TIR (F5,5) Tasa interna de retorno, indicador nanciero
Payback (F5,6) Periodo de recuperación (años)
Interés de prestamos
(F5,7)





OPEX (F5,9) Costos centrados en la fase de explotación
(OPEX), ejemplo: costo de la tierra (en tierra),
actividades portuarias (en alta mar)
Estabilidad de voltaje
(F5,10)




Contribución económica centrada en la creación de
empleo, pago de impuestos en ayuntamientos, etc.
DECEX (F5,12) Costo de desmantelamiento, incluye la eliminación
de las turbinas, cimientos etc.
Tabla A.6: Descripción de los factores involucrados en la ubicación óptima en los
parques eólicos. Categoría Política(C6).
Factor Descripción
Incentivos (F6,1) Incentivos recibidos en compensación por producir
energía eléctrica a partir de fuentes renovables
Impuestos (F6,2) Impuestos involucrados en la actividad
Medidas políticas
(F6,3)
Medidas políticas establecidas a favor de las ener-
gías renovables
Apéndice B
Apéndice. Caso de estudio
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Figura B.1: Apéndice. Datos de consumo y transformaciones. Elaboración propia
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B.2. Datos evolución del consumo
Tabla B.1: Datos. Evolución consumo (Gasolina-transporte, Fuel-calefacción)
Fuel-Calefacción Gasolina-Transporte
Año BTU(Billones) GWh BTU(Billones) GWh
...
1986 36902 10814.9091171654 69344 20322.7212026644
1987 36344 10651.3754526655 72885 21360.4859087476
1988 39810 11667.1598274987 79491 23296.5134852473
1989 36767 10775.3445209154 73219 21458.3716505809
1990 34872 10219.9748179988 73181 21447.2349494142
1991 34773 10190.9607807488 73390 21508.4868058309
1992 35773 10484.0318640821 73391 21508.7798769142
1993 35547 10417.7977992488 74255 21761.9932929142
1994 36530 10705.8866741654 74754 21908.2357634975
1995 44389 13009.1323180819 73831 21637.7311535809
1996 43935 12876.0780462485 76971 22557.9743552474
1997 43111 12634.5874735819 82220 24096.3044716639
1998 43948 12879.8879703319 79033 23162.2869290807
1999 43312 12693.4947613319 83549 24485.7959414139
2000 40483 11864.396666582 84407 24737.2509309139
2001 39861 11682.1064527487 73137 21434.3398217476
2002 39271 11509.194513582 86466 25340.6842914971
2003 52945 15516.6485070816 93600 27431.4533999969
2004 57485 16847.1912254148 86766 25428.6056164971
2005 49036 14371.0336423317 88472 25928.5848846637
2006 43124 12638.3973976652 86452 25336.5812963305
2007 41952 12294.9180879986 84658 24810.8117728305
2008 34618 10145.5347628322 79687 23353.9554175807
2009 31205 9145.28315541563 80000 23445.686666664
2010 26971 7904.42018858243 80034 23455.6510834973
2011 29244 8570.57076099903 79205 23212.695155414
2012 24252 7107.55991299919 76603 22450.1241965808
2013 25426 7451.62536483249 87494 25641.9613651638
2014 25972 7611.64217633247 91701 26874.9114127469
2015 32314 9470.29898683226 91624 26852.3449393303
2016 30611 8971.19893191565 93440 27384.5620266636
2017 31488 9228.22227199895 76181 22326.4481994141
2018 32098 9406.99563283226 75509 22129.5044314141
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Figura B.2: Apéndice. Muestra de campaña de datos de viento. Altura 150 metros.
Elaboración propia
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Figura B.3: Apéndice. Campaña de datos de viento, 120 metros. Resultados generales
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Figura B.4: Apéndice. Campaña de datos de viento, 120 metros. Estadísticas
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Figura B.5: Apéndice. Campaña de datos de viento, 120 metros. Histograma por
sectores
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Figura B.6: Apéndice. Campaña de datos de viento, 150 metros. Resultados generales
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Figura B.7: Apéndice. Campaña de datos de viento, 150 metros. Estadísticas
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Figura B.8: Apéndice. Campaña de datos de viento, 150 metros. Histograma por
sectores
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B.5. Escenarios tecnologías eléctricas.
l/100 km l/km l/mi galones/mi btu/mi kWh/mi GWh/mi mi km
8.6 0.086 0.053 0.01 1698.72 0.498 0.000000498 44,448,770,346.24    71,533,184,069.02    
FC 0.621371 0.264172 120,333 3412 1000000 22,129.50                    1.60934
GWh
Escenarios
kwh/100 km kwh/mi % kWh GWh
FC 100 0.621371 1000000
VE1 Tesla 20.5 0.205 0.330 0.2 2,932,868,743.79      2,932.87                      
VE2 Chevrolet 17.4 0.174 0.280 0.4 4,978,723,526.04      4,978.72                      
VE3 Nissam 18.6 0.186 0.299 0.4 5,322,083,769.21      5,322.08                      
0.303 13,233,676,039.04    13,233.68                    
Figura B.9: Apéndice. Escenario Vehículo eléctrico
Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic Total
HDD            1,038               906            1,037            451           303            45              9             26             57            237               743            1,186   6,038        
CDD 0 0 0 0 3 72 170 128 66 11 0 0
Consumo
Fuel
Heating oil 1,617.17    1,411.52  1,615.61   702.64   472.06  70.11  14.02  40.51   88.80   369.24  1,157.57  1,847.75   9,407.00   
FC 1055.06 3600
AHP1-HSPF 4.16 0.4 14.2
155.44       135.67     155.29      67.54     45.37    6.74    1.35    3.89      8.54     35.49    111.26      177.60      904.17      
AHP2-HSPF 3.66 0.4 12.5
176.58       154.12     176.41      76.72     51.54    7.66    1.53    4.42      9.70     40.32    126.39      201.75      1,027.14   
AHP3-HSPF 3.31 0.2 11.3
97.66          85.24       97.57        42.43     28.51    4.23    0.85    2.45      5.36     22.30    69.91        111.59      568.11      
Consumo HP 429.68       375.04     429.26      186.69   125.43  18.63  3.73    10.76   23.59   98.11    307.56      490.94      2,499.41   
Figura B.10: Apéndice. Escenario Bombas de Calor
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Tabla B.2: Ficha técnica. Aerogenerador IEA 15 MW. Fuente de datos:[116].
Parameter IEA 15 MW. Wind oshore Turbine
Power rating (MW) 15
Turbine class IEC Class IB
Specic rating (W/m2) 331.572798108115
Rotor orientation Upwind
Number of blades 3
Control Variable speed, Collective pitch
Cut-in wind speed (m/s) 3
Rated wind speed (m/s) 10.88
Cut-out wind speed (m/s) 25
Rotor diameter (m) 240
Hub height (m) 150
Hub diameter (m) 7.94
Hub distance from center to blades (m) 3
Hub Overhang (m) -11.014
Drive train Low speed, Direct drive
Design tip speed ratio 9
Minimum rotor speed (rpm) 5
Maximum rotor speed (rpm) 7.56
Maximum tip speed (m/s) 95
Shaft tilt angle (deg) 6
Generator eciency (%) 0.93
Blade pre-bend (m) 4
Blade mass (t) 65.252
Hub mass (t) 190
Generator mass (t) 371.5917
Nacelle mass (t) 630.888
Tower mass (t) 859.8
Tower base diameter (m) 10
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FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8 FS9 FS10
MEAN MEAN MEAN MEAN MEAN MEAN MEAN MEAN MEAN MEAN
A1 9.626 -181.011 4.500 6.833 136391.186 85118.834 153526.189 8644608.651 3425006.111 76006.111
A2 9.677 -192.846 4.500 6.864 142592.251 84517.790 155042.916 8646965.056 3425006.607 76006.607
A3 9.647 -172.010 4.500 6.937 119335.156 62013.012 134141.104 8638127.801 3425004.747 76004.747
A4 9.732 -183.391 4.500 6.880 149321.160 86082.231 152505.568 8649522.038 3425007.146 76007.146
A5 9.704 -169.667 4.500 6.957 126265.887 62380.117 130232.398 8640769.151 3425005.303 76005.303
A6 9.761 -191.585 4.500 6.927 139478.633 71606.404 132426.205 8645795.738 3425006.361 76006.361
A7 9.797 -180.326 4.500 6.794 188165.966 126856.309 192833.899 8664283.067 3425010.253 76010.253
A8 9.738 -182.960 4.500 6.765 186206.497 128729.728 197657.223 8663538.469 3425010.097 76010.097
Figura B.11: Apéndice. Matriz de decisión
B.8. Matriz de expertos
FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8 FS9 FS10 MG
MG 
nor Pesos Pesos λmax CI CR
FS1 1 3 5 9 9 5 5 5 9 9 5.117 0.334 3.686 3.686 11.33 0.148 0.099783204
FS2 1/3 1 5 9 9 3 3 5 5 5 3.297 0.215 2.344 2.344
FS3 1/5 1/5 1 5 3 1/5 1/3 1/5 3 3 0.769 0.050 0.600 0.600
FS4 1/9 1/9 1/5 1 1/3 1/7 1/5 1/3 1/3 1/3 0.248 0.016 0.182 0.182
FS5 1/9 1/9 1/3 3 1 1/3 1/3 1/5 1/3 1/3 0.354 0.023 0.258 0.258
FS6 1/5 1/3 5 7 3 1 3 3 3 3 1.885 0.123 1.409 1.409
FS7 1/5 1/3 3 5 3 1/3 1 1/3 3 3 1.116 0.073 0.806 0.806
FS8 1/5 1/5 5 3 5 1/3 3 1 3 3 1.390 0.091 1.098 1.098
FS9 1/9 1/5 1/3 3 3 1/3 1/3 1/3 1 1/3 0.492 0.032 0.356 0.356
FS10 1/9 1/3 1/3 3 3 1/3 1/3 1/3 3 1 0.644 0.042 0.477 0.477
15.312 1.000
Figura B.12: Apéndice. Matriz de experto 1
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FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8 FS9 FS10 MG
MG 
nor Pesos Pesos λmax CI CR
FS1 1 3 7 9 9 5 7 5 9 9 5.473 0.342 3.789 3.789 11.32 0.147 0.099093826
FS2 1/3 1 5 9 9 7 7 3 7 7 3.970 0.248 2.834 2.834
FS3 1/7 1/5 1 5 3 1/3 3 1/3 3 3 1.025 0.064 0.722 0.722
FS4 1/9 1/9 1/5 1 1/3 1/5 1/3 1/5 1/3 1/3 0.256 0.016 0.179 0.179
FS5 1/9 1/9 1/3 3 1 1/5 1/3 1/3 1/3 1/3 0.354 0.022 0.246 0.246
FS6 1/5 1/7 3 5 5 1 3 3 3 3 1.675 0.105 1.201 1.201
FS7 1/7 1/7 1/3 3 3 1/3 1 1/3 3 3 0.756 0.047 0.539 0.539
FS8 1/5 1/3 3 5 3 1/3 3 1 3 3 1.390 0.087 0.961 0.961
FS9 1/9 1/7 1/3 3 3 1/3 1/3 1/3 1 3 0.592 0.037 0.423 0.423
FS10 1/9 1/3 1/3 3 3 1/3 1/3 1/3 1/3 1 0.517 0.032 0.380 0.380
16.009 1.000
Figura B.13: Apéndice. Matriz de experto 2
FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8 FS9 FS10 MG
MG 
nor Pesos Pesos λmax CI CR
FS1 1 3 5 9 9 5 7 5 7 9 5.161 0.347 3.764 3.764 11.32 0.147 0.098809774
FS2 1/3 1 5 9 5 5 5 3 3 3 2.954 0.199 2.287 2.287
FS3 1/5 1/5 1 7 3 1/3 1/3 1/3 1/3 3 0.707 0.047 0.563 0.563
FS4 1/9 1/9 1/7 1 1/3 1/5 1/3 1/5 1/3 1/3 0.248 0.017 0.186 0.186
FS5 1/9 1/5 1/3 3 1 1/5 1/3 1/3 1/3 1/3 0.375 0.025 0.275 0.275
FS6 1/5 1/5 3 5 5 1 3 3 3 3 1.732 0.116 1.324 1.324
FS7 1/7 1/5 3 3 3 1/3 1 1/3 3 3 0.974 0.065 0.763 0.763
FS8 1/5 1/3 3 5 3 1/3 3 1 3 3 1.390 0.093 1.036 1.036
FS9 1/7 1/3 3 3 3 1/3 1/3 1/3 1 3 0.823 0.055 0.635 0.635
FS10 1/9 1/3 1/3 3 3 1/3 1/3 1/3 1/3 1 0.517 0.035 0.391 0.391
14.881 1.000
Figura B.14: Apéndice. Matriz de experto 3
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B.9. Emisiones CO2
Generación










P1 4824690000 28948140 428440261.8 235174890.8 587072420 1345947925 0.6925633 1.9330203 -1.2404571
P2 9442847050 56657082.3 856880523.5 470349781.6 1174144840 2691895850 1.3838874 3.8660407 -2.4821533
P3 18729197942 112375187.7 1713761047 940699563.3 2348289680 5383791700 2.7668358 7.7320814 -4.9652456
Emisiones (Kg)
Figura B.15: Apéndice. Emisiones CO2
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AHP Proceso Analítico Jerárquico
Btu Unidades térmica británica
CAD Diseño asistido por ordenador
CAPEX Gastos de inversión
CO2 Dióxido de Carbono
COP Coeciente de rendimiento de una bomba de calor
CSV Valores separados por comas
DECEX Gastos de decomisión
ECMWF Centro Europeo de Previsiones Meteorológicas a medio Plazo
EER Ratio de eciencia de energía
ER Energías renovables
GPS Sistema de posicionamiento global
HDD Grado de calefacción por día. Heating degree day
HSPF Factor de rendimiento estacional de calefacción
IEA Agencia Internacional de Energía
IRENA Agencia Internacional de las Energías Renovables
LCOE Costo nivelado de energía
MCDM Métodos de decisión multicriterio
MCI Motor de combustión interna
OPEX Gastos de operación y mantenimiento
PIB Producto interno bruto
PPM Partes por millón
SEDS Sistema de Datos de Energía del Estado. Estados Unidos
SEER Ratio de eciencia energética estacional
SGBD Sistema de gestión de bases de datos
SIG Sistemas de Información Geográ ca
SIMUS Sistema secuencial interactivo para modelado urbano
SW Sur oeste
TIR Tasa interna de rentabilidad
TLP Tension-Leg Platform. Tipo de cimentación otante
TOPSIS Técnica para el Orden de Preferencia por Similitud a la Solución Ideal
VAN Valor actual neto
VE Vehículo eléctrico
WAsP Wind Atlas Analysis and Application Program
