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1. Introduction
The understanding of strong interactions is of fundamental importance to clarify the properties
of elementary particles. Quarks form nucleons bound by the strong interaction and are hence con-
sidered to be the fundamental constituents of matter. A theory describing properties of the strong
interaction is called Quantum ChromoDynamics (QCD). Numerical simulations of QCD defined
on the lattice have been used as a quantitative tool to clarify non-perturbative properties of quarks
and gluons. Lattice QCD simulations are based on Markov Chain Monte Carlo methods and have
led to many important results such as the baryon spectrum [1] and provided essential insight into
the properties of the strong interactions. Nevertheless, it is clear that conventional Lattice QCD
simulations at finite chemical potential have only a limited range of applicability since the complex
probability distribution at finite chemical potential spoils the Monte Carlo sampling. Therefore, it
is one of the grand tasks to establish other numerical tools for investigations at a large chemical
potential. So far, several approaches have been tried among which are the complex Langevin equa-
tion, Lefschetz thimbles etc. Here, we focus on yet another alternative, the Hamiltonian approach
combined with tensor networks techniques.
Tensor network states (TNS) can be a way to tackle the difficulties of conventional Monte
Carlo methods. TNS are efficient entanglement-based parameterizations of quantum many body
states, with a number of free parameters that typically grows polynomially with the system size,
in contrast to the exponential growth of the dimension of the full Hilbert space. In particular,
Matrix Product States (MPS) are one-dimensional TNS, which lie at the basis of the density matrix
renormalization group (DMRG) method [2, 3, 4]. Interestingly, it can be proven that the ground
states of local gapped Hamiltonians in 1D, and also the thermal equilibrium states can be well-
approximated by MPS of moderate bond dimension [5]. From a more applied perspective, the
MPS-based numerical algorithms allow us to systematically explore the physically relevant corner
of the Hilbert space. These methods are now well established and have been successfully applied
to many condensed matter problems.
One of the earliest studies with a Hamiltonian approach was done with a strong coupling
expansion in [6]. Nowadays, this attempt has various branches: TNS techniques [7, 8], extension
of the strong coupling expansion [9], numerical analysis with the DMRG approach [10], real-time
evolution [11, 12], and quantum link models [13]. Another approach which works directly with the
path integral is the tensor renormalization group [14].
This paper is organized as follows. We introduce the Schwinger model for Nf = 1, which is
investigated as a testbed in the next section. The methods applied to the model in this study are
explained in Sec. 3. In Sec. 4, we show some preliminary results. Finally, we conclude in Sec. 5.
2. The Schwinger model for Nf = 1
The Schwinger model is 1+1 dimensional Quantum ElectroDynamics (QED). It has been in-
vestigated for a couple of decades, since it has common features with QCD: a confinement property
and chiral symmetry breaking via an anomaly. From the Lagrangian of the model, one can obtain
the corresponding Hamiltonian. Using the Jordan-Wigner transformation, the Hamiltonian in a
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dimensionless form ( ˜H) can be written in spin language as [6]
˜H =
2
g2a
H = x
N−2
∑
n=0
[
σ+n σ
−
n+1 +σ
−
n σ
+
n+1
]
+
µ
2
N−1
∑
n=0
[
1+(−1)nσ zn
]
+
N−2
∑
n=0
[L(n)]2 (2.1)
≡ ˜Hhop + ˜Hm+ ˜Hg, (2.2)
where x = 1/g2a2, µ = 2m/g2a, m denotes the fermion mass, a the lattice spacing, g the coupling
and N the number of sites. The gauge field, L(n), can be treated in terms of the spin content by
integrating it out using Gauss’ law: L(n+1)−L(n) = 12
[
(−1)n+1 +σ zn+1
]
. We take L(0) = 0.
We are interested in the chiral condensate of the Schwinger model at finite temperature. The
temperature dependence of the chiral condensate was analytically found to be [15]:
〈ψ¯ψ〉 = mγ
2pi
eγe2I(mγ/T ) =
{
mγ
2pi e
γ for T → 0
2Te−piT/mγ for T → ∞ (2.3)
where I(x) =
∫
∞
0
dt
1−excosh(t) , mγ = g/
√
pi and γ = 0.57721 . . . is Euler’s constant. In Fig. 1, the
analytic formula of the chiral condensate is shown as a black, solid curve.
3. Methods
3.1 Matrix Product States
In this paper, we employ the one dimensional Matrix Product States (MPS) ansatz. For a chain
of N sites, each one holding a physical degree of freedom with dimension d, an MPS is a state of
the form
|ψ〉 ≈ ∑
i0,i1,...
Tr
[
M[0]i0 M[1]i1 . . .M[N−1]iN−1
]
|i0i1 . . . iN−1〉 (3.1)
where ik = 1, . . . ,d is the physical index at site k and M[k] is a tensor defined at site k. Each tensor
has three indices: one physical, with dimension d, and two virtual, of dimension D, which is called
the bond dimension. The trace in Eq. (3.1) refers to these virtual indices. The number of parameters
in an MPS state is thus NdD2.
The construction can be illustrated with a simple example for a state of two spin-12 particles.
We consider the following linear combination of two states.
1√
2
(|↑↓〉+ |↓↑〉) = ∑
i0,i1=↑,↓
Tr
[
M[0]i0 M[1]i1
]
|i0i1〉 . (3.2)
The tensors M[0] and M[1] can be described by the following four 2×2 matrices:
M[0]i0=↑ =
(
0 1√2
0 0
)
, M[0]i0=↓ =
(
0 0
1√
2 0
)
, M[1]i1=↑ =
(
0 1
0 0
)
, M[1]i1=↓ =
(
0 0
1 0
)
. (3.3)
The MPS description is not unique, but it is subject to the so-called gauge freedom [16]. The value
of an individual coefficient for each basis element can be obtained as the trace of a product of M
tensors, e.g. Tr
[
M[0]i0=↑M[1]i1=↑
]
= 0 in Eq. (3.2). Notice that this is an exact description of
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state (3.2) as an MPS. In general, writing a given state as an MPS can require a bond dimension
up to d⌊N/2⌋, i.e. scaling exponentially as the size of the Hilbert space. Nevertheless, it is often
possible to find MPS of small bond dimension that provide sufficiently good approximations to the
interesting states. Theoretical results support the existence of such approximations for ground and
thermal states under concrete conditions on the Hamiltonian [5].
In practice, the bond dimension can be treated as one parameter of the simulation, which
obviously affects the computational effort and controls the precision of the results.
3.2 Global optimization
A fundamental step in the algorithms is the transformation of an MPS under the action of a cer-
tain operator, O , e.g. an operator for real/imaginary time evolution. Starting from an initial MPS,
|ψ〉init, the best MPS approximation, |ψ〉MPS, to the product O |ψ〉init can be found by minimizing
the distance
∆ ≡ ‖O |ψ〉init−|ψ〉MPS‖2 . (3.4)
In our case, we consider O operators with an Matrix Product Operator (MPO) description (see [17]
for further details), and the minimization is performed by varying one tensor at a time, and sweep-
ing back and forth over the chain until convergence. This is called global optimization, to be
distinguished from the TEBD [3] approach in which only a few tensors of the chain are changed.
3.3 Thermal calculation
The thermal expectation value of the chiral condensate operator is given by
Σ ≡ 〈ψ¯ψ〉
g
=
Tr
[
ˆΣ ρ(β )]
Tr [ρ(β )] (3.5)
where ρ(β ) is the thermal equilibrium density operator at inverse temperature β = 1/T . In spin
language, the chiral condensate operator is expressed as ˆΣ =
√
x
N ∑n(−1)n
[
1+σ zn
2
]
.
The MPO approximation to the thermal state, ρ(β ) ∝ e−βH , can be computed using imaginary
time evolution [18] acting on the identity matrix, which corresponds (up to normalization) to the
exact thermal state at β = 0, and is an MPO of bond dimension 1. The exponential operator is ap-
plied using a Suzuki-Trotter decomposition in which every imaginary time step, δ , is approximated
by
exp
(−δ ˜H) ≈ exp(−δ
2
˜Hg
)
exp
(
−δ
2
˜He
)
exp
(−δ ˜Ho)exp
(
−δ
2
˜He
)
exp
(
−δ
2
˜Hg
)
(3.6)
where ˜He ( ˜Ho) is the part of the hopping term, ˜Hhop, that contains terms starting on an even (odd)
site. We consider the massless case, so that the mass term ˜Hm is dropped. Whereas the exponentials
of ˜He(o) can be written exactly as MPO of small bond dimension, for the gauge part, which contains
long range terms, exp(−δ ˜Hg/2) is approximated by its Taylor expansion 1− δ2 ˜Hg.
In order to find the best approximated MPO for the thermal state at each inverse temperature,
the initial MPO is vectorized, i.e. cast into an MPS form, |ρ〉 and the action of the evolution
operator (or any of its pieces as described above), UρU†, is then mapped to U ⊗U∗|ρ〉. Then, the
4
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Figure 1: Step size δ dependence of the chiral
condensate at D = 20 (red, orange), 40 (blue, grey
lines) for x = 16: the black curve shows the ana-
lytic formula in [15], the black horizontal line is
the low temperature limit of the formula.
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Figure 2: Bond dimension D dependence of the
condensate in the high temperature region 0.1 ≤
gβ ≤ 0.5 (left) and the low temperature 4.0 ≤
gβ ≤ 5.0 (right).
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Figure 3: Lattice spacing dependence of the con-
densate with fixed N/
√
x = 20.
Table 1: Simulation setup for the continuum ex-
trapolation: D = 80 and δ = 1×10−6 to 5×10−5.
x N
25 80-140
36 80-160
49 80-180
64 80-220
81 120-220
121 180-240
MPS global optimization described above can be used iteratively to find the action of the desired
number of evolution steps. The resulting MPO will in general not be positive, as the truncation
procedure does not guarantee positivity. This is nevertheless easily achieved by simulating ρ(β/2)
and then constructing ρ(β ) = ρ(β/2)ρ†(β/2).
4. Results
Using the techniques described above, we have computed the MPS approximation to the ther-
mal state of the Schwinger model and evaluated the expectation value of the chiral condensate
for several system sizes and lattice constants. Here, the temperature dependence is expressed as
a function of gβ translated from dimensionless inverse temperature ˜β (≡ g2a2 β ) = nδ through the
equation gβ = 2√x ˜β . Ideally, one should choose an infinitesimal value of the step size δ and
sufficiently large value of the bond dimension D. The finite value of δ and D causes systematic
errors, that needs to be controlled. First of all, to estimate those errors, we perform a computation
5
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Figure 4: Thermodynamic extrapolation with lin-
ear fit function in 1/N at different values of x for
gβ = 0.2.
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Figure 5: Continuum limit extrapolation with
logarithmic fit function for gβ = 0.2.
of the chiral condensate in the case of N = 20 and x = 16. Fig. 1 shows the step size δ depen-
dence of the condensate for D = 20 and D = 40. It can be seen that the step size dependence is
rather small compared to dependence on the bond dimension D. Additionally, in Fig. 1, one can
see that the D dependence appears more strongly in the low temperature region gβ & 1.0. We
check the convergence in the bond dimension D in Fig. 2. The D dependence is suppressed in the
high temperature region, e.g. 0.01 . 1/D . 0.05 for gβ = 0.1,0.2,0.5, while the dependence is
clearly visible at the lower temperature. Nevertheless, for the parameters used here, we find also
convergence for D & 40. Therefore, we conclude that the systematic errors from a finite bond di-
mension and a finite step size are visible in the low temperature region, while they are less serious
in the high temperature region. Let us note that we are presently performing a more systematic
and comprehensive study of these systematic effects for various temperatures. In Fig. 3 we show
the condensate at various lattice spacings, i.e. 1/
√
x with x = 1/g2a2. Here, we choose N and x
satisfying N/
√
x = 20, which means a fixed physical size. Moreover, we take a bond dimension
of D = 80 and step sizes δ = 2×10−5 to 10−3. In Fig. 3, we show the lattice spacing dependence
of the condensate. Clearly, our numerical results approach the analytical curve of [15] towards
the continuum limit. Comparing Fig. 1 and Fig. 3, one notes that the systematic errors from bond
dimension/step size are small compared to the systematic errors of a non-zero lattice spacing and
finite size effects, especially at high temperature.
To control systematic errors appearing in our calculation, one has to perform four extrapola-
tions: vanishing step size limit δ → 0, large bond dimension limit, thermodynamic limit N → ∞
and vanishing lattice spacing limit 1/
√
x → 0. As discussed above, for the parameters used here,
we neglect the effects from δ and D and only show the finite volume and lattice spacing effects.
Fig. 4 shows the infinite volume limit extrapolation using a linear fit in 1/N at gβ = 0.2. The
system sizes, N, used for each inverse coupling x are summarized in Tab. 1. From these extrap-
olated values, we attempt to perform the continuum limit extrapolation at gβ = 0.2 employing a
theoretically motivated logarithmic fit [7, 8], as shown in Fig. 5. We obtain a consistent result with
the analytic calculation in [15]. We note that in Fig. 4 the thermodynamic limit extrapolation for
x = 49 does not show the expected linear behaviour. We interpret this observation by the fact that
the finite values of D and δ used here lead to a situation that we are simulating only an effective
Hamiltonian which differs from the true model. It is necessary to clarify those effects in order
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to investigate in particular the low temperature region and as mentioned above, therefore a more
complete analysis is presently carried through.
5. Conclusion
In this study, we have employed a tensor network (TN) approach to investigate the finite tem-
perature behavior of the Schwinger model for the Nf = 1 flavour case. In particular, we computed
the temperature dependence of the chiral condensate. However, our method of the MPO approx-
imation for the thermal state can be used more generally for the computation of any MPO-like
operator. From Figs. 1 and 3, we found that the systematic errors from a non-zero step size δ and
from a finite bond dimension D are rather small compared to those from a finite chain length N
and from a non-zero lattice spacing, at least in the regime of high enough temperatures. Therefore,
as a preliminary result, we neglected the former two systematic errors, but carried out the thermo-
dynamic and the continuum limit extrapolation in the high temperature region, shown in Figs. 4
and 5. In this region, at gβ = 0.2, the result we obtain is consistent with the analytical prediction
derived by Sachs and Wipf in [15].
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