Models of Cold Dark Matter always predict a cuspy, centrally concentrated distribution of dark matter in galaxy clusters. Constant density cores would be strong evidence for beyond-CDM physics, such as Self-Interacting Dark Matter (SIDM). An observable consequence would be oscillations of the Brightest Cluster Galaxy (BCG) in otherwise relaxed galaxy clusters. Offset BCGs have indeed been observed -but only interpreted via a simplified, analytic model of oscillations. We compare these observations to the BAHAMAS-SIDM suite of cosmological simulations, which include SIDM and a fully hydrodynamical treatment of star formation and feedback. We predict that the median offset of BCGs increases with the SIDM cross-section and cluster mass, while CDM exhibits no trend in mass. Interpolating between the simulated cross-sections, we find that the observations (of 10 clusters) have a 38% probability of being consistent with CDM, and prefer cross-section σ/m < 0.22cm 2 /g at 95% confidence level. This is on the verge of discriminating between dark matter models that would explain discrepancies in the behaviour of dwarf galaxies, and will be improved by larger surveys by Euclid or SuperBIT.
INTRODUCTION
The search for dark matter remains fruitless. As the dominant mass component in our Universe, revealing its nature has become one of the greatest questions of modern science. However, despite wide efforts to detect it, the community remains in the dark (e.g. Beskidt et al. 2012; Akerib et al. 2016; Hooper & Goodenough 2011) .
In an effort to diversify and broaden our search, physicists have begun to consider new avenues, focusing on specific properties of dark matter. In this paper we address one such property, the self-interaction cross-section. Dark matter is commonly assumed to be collisionless. However, dark matter that exhibits a relatively large self-interaction cross-section (σDM/m 0.5 cm 2 /g or 0.2 barn/GeV) could potentially alleviate problems that exist in the small-scale structure of the standard Cold Dark Matter model (CDM). By reducing the central densities of dark matter haloes and thus creating a core, it can ease the so-called core-cusp problem (where observations of dwarf galaxies suggest the existence of cored density profiles where simulations of CDM e-mail: david.harvey@epfl.ch predict cuspy ones) (Dubinski & Carlberg 1991; Rocha et al. 2013) . It remains unclear whether these inconsistencies are due to unknown baryonic processes or a breakdown in the CDM model. However it is clear that by constraining SIDM we can rule it out as a cause of the small-scale problems, or probe the self-interaction in the dark sector, something that is impossible with traditional dark matter experiments.
Efforts to constrain the momentum transfer crosssection per unit mass, σDM/m have been concentrated mainly on clusters of galaxies. Although some studies have looked at using dwarf galaxies (Read et al. 2018; Oh et al. 2011; Burkert 2015) , it remains to be seen if these observables are completely discriminative (Harvey et al. 2018; Strigari et al. 2017) . Galaxy clusters, on the other hand, are favourable laboratories in which to probe dark matter selfinteractions. The existence of large quantities of dark matter results in strongly deformed spacetime meaning that both strong and weak gravitational lensing can be used to infer its distribution.
Methods that use clusters of galaxies to constrain σDM/m can be classified into two distinct cases, those using merging clusters and those using relaxed ones. Although initially used due to their apparent simplicity, studies us-ing relaxed clusters suffered from the lack of high-resolution simulations, and hence found it difficult to place reliable constraints (e.g. Miralda-Escudé 2002) . As a result, in the past decade attention shifted to merging clusters. By comparing the distribution of dark matter to the collisionless galaxies many studies attempted to constrain the self-interaction cross-section to σDM/m 1 cm 2 /g (Randall et al. 2008; Markevitch et al. 2004; Harvey et al. 2015) . However, subsequent studies have shown that uncertainties associated with the modelling and measurement interpretation can bias constraints (Robertson et al. 2017; Wittman et al. 2017) . It seems that the complex nature of these clusters means that gaining insightful conclusions will require high resolution simulations and careful modelling.
The key observable that this paper will concentrate on was first proposed by Kim et al. (2017, hereafter K17) . They found that during the collision of two equal-mass clusters with cored density profiles, the Brightest Cluster Galaxy (BCG) would become offset from the centre of the halo. A constant central density leads to a gravitational potential that is quadratic in radius. An offset BCG therefore experience a harmonic oscillation long after the halo has re-relaxed and virialised. This observation would not be observed in CDM since the cuspy central region would keep the BCG tightly bound to the centre.
Following this study, an observational paper looking at ten relaxed galaxy clusters attempted to observe this wobble (Harvey et al. 2017, hereafter H17) . They used the parametric gravitational lensing algorithm Lenstool to measure the positions of cluster-scale dark matter haloes from the locations of multiply-imaged background galaxies, and then measured the separations between the dark matter haloes and their corresponding BCGs. H17 found a wobble of Aw = 11.8 +7.2 −3.0 kpc, where Aw is the amplitude of a harmonic oscillator that parameterises the distribution of dark matter-BCG offsets. This is a 3σ discrepancy when compared with CDM simulations.
Due to a lack of SIDM simulations, H17 were unable to test for systematics associated with the harmonic oscillator model they used to model BCG wobbling. Moreover, the predictions of offset BCGs in K17 were from idealised, dark matter only simulations of equal mass mergers, not cosmological simulations of relaxed clusters. In this paper we build on these two studies by using cosmological simulations including baryonic physics of both CDM and SIDM, allowing us to characterise the BCG wobbling signal expected with CDM or with different SIDM models. This paper is structured as follows. In section 2 we outline the suite of simulations used, and then describe how we select samples of simulated clusters and how we analyse these samples. In section 3 we present our results, and in section 4 we discuss our results and give our conclusions.
METHOD

Simulations
Our simulations are those introduced in Robertson et al. (2018a) , which combined the galaxy formation code BA-HAMAS ) with the SIDM code used Table 1 . The sample selection of galaxy clusters from the simulations with their corresponding dark matter cross-section. The third column gives the total number of clusters extracted from the simulation and the fourth column gives the number of relaxed clusters after cuts. The final column gives the mean halo mass of the cut sample.
in Robertson et al. (2017) . They were run using a WMAP 9-yr cosmology 1 (Bennett et al. 2013 ). This paper uses simulations run with four different models of dark matter: CDM (i.e. zero self-interaction crosssection) plus SIDM0.1, SIDM0.3 and SIDM1 (which have velocity-independent cross-sections 0f 0.1, 0.3 and 1 cm 2 /g respectively). For each model, we have a 400 h −1 Mpc box simulated with dark matter and baryon particle masses of 5.5 × 10 9 M and 1.1 × 10 9 M respectively. For CDM and SIDM1 we also have high-resolution simulations of a smaller volume, which we call CDM-hires and SIDM1-hires. These have a boxsize of 100 h −1 Mpc and eight times better mass resolution than our standard resolution simulations.
Creating the samples
In order to sample match those clusters in the suite of simulations and those used in H17 we must separate the relaxed clusters from dynamically unrelaxed. To do so we first take a random sample of 150 friends of friends (FOF) clusters with masses 10 14 M < M200 < 3 × 10 14 M and all clusters M200 > 3 × 10 14 M over five different redshifts, z =0, 0.125, 0.250, 0.375 and 0.5. We choose this separation since there are very few large clusters, but many smaller ones which would computationally take too long to analyse. We then follow the same prescription as in H17 and take the ratio of the X-ray gas emission within 100kpc and 400kpc. This gives a proxy for how compact the X-ray gas is and in the case of relaxed halo with a cool core, this will be high. Studies show that this is good proxy for the dynamical state of a cluster with a cut at 0.2 as the divide between relaxed and disturbed (Rasia et al. 2013) . Table 1 gives the pre-cut and effective cluster members after we have made our selection.
Measuring the effect of SIDM
K17 showed that the BCG of an SIDM galaxy cluster will oscillate in the gravitational potential of a cored density profile. The size of this oscillation should correlate with the core size and hence scale with cross-section. However, this signal is degenerate with the inherent measurement error associated with measuring the centre of a dark matter halo. Figure 1 . The complete sample of offsets between the brightest cluster galaxy and the dark matter halo for different cross-sections of dark matter. We fit log-normal distributions to each sample and report the median in the legend and the inset axis.
from a harmonic oscillator (with amplitude Aw) with Gaussian measurement errors. To break the degeneracy between these two signals, H17 estimated the measurement errors from fitting NFW profiles to mock lensing data, generated using known NFW profile lenses. Using this they constrained Aw.
Instead of attempting to break the degeneracy between measurement errors and genuine offsets, we note that the effect of SIDM is simply to broaden the distribution of DM-BCG offsets, whether it is wobbling or measurement error. We therefore choose to ignore the physical reason and merely measure the distributions from our simulations, add an additional noise component associated with strong lensing that H17 calculated empirically and then compare the final distributions with the observations.
In order to do this we first infer the positions of the dark matter and the baryonic components using the peak finding algorithm SExtractor on the projected surface density map of each component. We then model the distribution of offsets between the dark matter halo and the BCG, x with a lognormal probability density function, i.e.
where µ is the median offset and σ 2 its logarithmic variance. We find the best fitting µ and σ using the Maximum Likelihood Estimator function from Scipy 2,3 .
Sensitivity to SExtractor Kernel Scale
Robertson et al. (2017) Figure 2 . The median of the log-normal distribution µ as a function of mass and cross-section. Each bin has 40 clusters in them to ensure equal statistical power. We find for increasing cross-section both the intercept and gradient increase. CDM exhibits no such correlation with mass.
associated with using a particular algorithm to find the location of the peak in the projected dark matter distribution had a large impact on the final result. This was because major mergers like the Bullet Cluster produce complex projected dark matter distributions, where different iso-density contours are centred on different points. As such, the position of the dark matter halo changes as a function of the scale on which the position is measured. To test the sensitivity of our results to the choice of algorithm, we study how changing the size of the SExtractor kernel changes the distribution of offsets. For each simulated cross-section we take a sample of 150 clusters from the z = 0.25 snapshot, with masses M200 > 3 × 10 14 M . We then measure µ for a variety of different kernel sizes. We find that the best fitting µ is insensitive to the choice of kernel size and therefore we are confident that we are measuring an underlying trend and not an artefact of our estimator. Moreover the underlying trend should be independent of the choice of algorithm to find the halo centres. We choose to use a Gaussian kernel with a standard deviation of 9kpc for the rest of the paper.
RESULTS
We combine all of the offsets between the BCG and dark matter for each cross-section and measure their lognormal median and variance. Figure 1 gives the resulting histograms with their best-fit log-normal distributions and the median of this in the legend and the inset axis.
We find that CDM has the smallest median of µ = 3.8± 0.7 kpc, SIDM0.1, µ = 4.6 ± 0.7 kpc, SIDM0.3, µ = 5.5 ± 0.7 kpc and SIDM1, µ = 7.6±0.7 kpc. These results show a clear trend with cross-section. We therefore hypothesise that this quantity correlates with cross-section, and therefore coresize, so should also correlate with halo mass, since the core of an SIDM halo increases with both increasing cross-section and increasing halo mass. Table 2 . Fitted coefficients assuming a linear correlation between the median of the log-normal distribution µ and the log of the halo mass.
We therefore split the haloes from each simulation into mass bins and measure the lognormal median distribution as function of M200 (where M200 is the total mass within a radius enclosing a mean density 200 times the critical density at that redshift.). We ensure that each mass bin has 40 clusters such that each bin has the same statistical power. Figure 2 gives the results. We fit a line, linear in log halo mass to each distribution such that the estimate in the median of the log-normal distributionμ is
The fitted coefficients can be found in Table 2 . We find that CDM has no significant dependency on mass and speculate that the non-zero offset is driven by the softening length of the simulation. We find that SIDM0.1 has a larger offset, X1 = 4.54 ± 0.30 kpc and a mild trend with mass, X2 = 0.99 ± 0.77 kpc. SIDM0.3 exhibits larger offset, X1 = 4.98 ± 0.28 kpc, and a stronger trend in mass, X2 = 2.98±0.60 kpc. and finally SIDM1 harbours the largest offset, X1 = 7.11 ± 0.28 kpc and the strongest trend with mass X2 = 3.69±0.54 kpc.
Accounting for finite resolution effects
Our analysis shows a clear relationship between the crosssection of dark matter and the offset between the halo and the BCG and halo mass. However, this effect is small and is close to the Plummer-equivalent gravitational softening length of the simulations ( = 4h −1 kpc) (Springel 2005). We therefore investigate how sensitive these results are to the resolution of the simulations. H17 found a significant difference between the low and high resolution simulations for CDM, and hence the ∼ 4kpc offset observed here could be just the sensitivity limit of the simulation, which could also be impacting the other simulations. We therefore run two smaller, high-resolution boxes, one for CDM and one for SIDM1 and compare the predicted signals.
To do this, we first measure the best-fitting µ for the CDM and SIDM1-hires sample of ∼ 20 clusters, selected using the procedure described in Section 2.2. We then generate a mass-matched sample also of ∼ 20 clusters from the CDM and SIDM1 simulation, and measure µ for these samples. Given the large volume of the low resolution simulations, we can generate many such samples, and so we repeat this second step 300 times. Figure 3 shows the results. The red filled histograms show the measured distribution of µ from the 300 CDM (top panel) and SIDM1 (bottom panel) samples. The dotted vertical line and shaded region give the measured value and error from the high-resolution sample. We find that the high resolution simulations in both situations have lower medians compared to the low-resolution. Figure 3 . Effect of finite resolution. We test whether high and low resolution simulations of the same simulation produce similar results given a similar mass distribution (red histogram) and sample size or similar stellar to halo mass ratio (black histogram). Given that the low resolution sample has many more haloes than the high-resolution we randomly sample the same number of clusters as in the high-resolution and measure µ. The dotted vertical line shows the estimate from the hi-res simulation with the associated error-bar. We find the estimated median in the high-resolution is under-predicted compared to that of the low-resolution and therefore must be modelled.
Looking closely at the density profiles of each sample, we find that the high-resolution haloes have denser stellar profiles than their low-resolution counterparts. In galaxy clusters with SIDM, denser stellar distributions lead to smaller dark matter cores (Robertson et al. 2018b) , so in order to understand the differences due to only the resolution, (and not due to differences arising from different baryon distributions) we match the samples in stellar to halo mass ratio (SHMR) and re-calculate the distribution. The result is the black solid histograms in Figure 3 . We find that by matching the samples in SHMR, the agreement between the low and high-resolution is improved, however there remains some residual difference. We therefore apply very strict SHMR matching such that there are equal number of clusters in each low and high resolution sample and model the effect of the softening via the ansatz
where µ obs and µT are the measured and true log-normal medians for a particular cross-section, and is the softening length of the simulation. Using two different resolution simulations, from two different cross-sections, (i.e. high and low res for SIDM1 and CDM), we are able to fit for the four parameters, γ, α, µT,CDM and µT,SIDM1. Once we have found γ and α, we are able to calculate µT for any low or high resolution simulation (assuming that these values are constant for other cross-sections and halo masses). Table 3 gives the resulting parameters. We use equation (3) (3)) after modelling the effect of the finite resolution of the simulations. Finally, the right hand panel givesμ T , the expected observed log-normal median dark matter -BCG offset (see equation (4)), which can be directly compare to observations (magenta symbol).
Sample µ obs,lo (kpc ) µ obs,hi (kpc ) µ T (kpc ) CDM 2.7 ± 0.7 1.6 ± 0.4 0.6 +0.6 −0.6 SIDM1 4.7 ± 0.8 3.6 ± 0.9 2.7 +1.3 −0.5 Table 3 . The fitted parameters to equation (3), where we model the effect of the finite resolution of the simulation on our results. We also find that α = 0.4
−0.1 and log 10 (γ) = 0.04
−0.04 .
Comparison with observations
To calculate the observational distribution and error, H17 looked at ten massive galaxy clusters with at least ten multiple images sourced from the Local Cluster Substructure Survey (Richard et al. 2010 ) and the Cluster Lensing And Supernova survey with Hubble (Zitrin et al. 2015) . Using fitted parametric models of the main cluster halo and BCG, they estimated the offset between the two. In order to quantify the error in the positioning they took the observed multiple images, derived source positions, then using a known model, projected these sources back in to the image plane. Using this new set of multiple images they measured the variance in the estimate of the known model, finding an error of σ obs = 3.1kpc. The problem we face here is that the distributions observed in the middle panel of Figure 4 have been derived from the projected surface density maps using SExtractor. This is clearly not directly comparable to observations that use strong gravitational lensing. However, it does include many sources of error that are of importance. These include the projection effect of cluster members shifting the position, the physics associated with baryons and its coupling to dark matter, the inclusion of outliers that may be included in the sample, for example clusters that appear to be relaxed when in fact they have experienced recent mergers, and any bias due to cluster tri-axiality and small haloes close to the centre shifting the halo.
In order to compare the measured distributions directly with observations we must therefore add an additional source of error to the theoretical distributions observed in the left hand panel of Figure 4 . However carrying out a full mock gravitational lensing analysis on the simulated clusters is beyond the scope of this paper and therefore we choose to numerically modify the simulated curves in order to mimic observational error (we discuss this further in Section 3.4). To do this we take each dark matter -BCG offset and add Gaussian noise (in cartesian coordinates) and convert back to polar coordinates, recalculating the distributions and measuring the new observed median, µ obs . Indeed we actually find that the resulting median, µ obs , is approximately equivalent to adding the original median, µT and the width of the Gaussian, σ obs in quadrature (see Appendix A). The right-hand panel in Figure 4 shows the results. The magenta star gives the measured Wobble from H17. We see that adding the extra source of error removes the observed tension with CDM that H17 found. We also find that the observations disfavour σDM/m = 1.0 and 0.3 cm 2 /g and are consistent with σDM/m = 0.1cm 2 /g.
Creating a model for the cross-section of dark matter
Given that our simulations sparsely populate the crosssection parameter space it is interesting to try and interpolate between the simulations and generate a model that predicts the median offset as a function of cross-section and halo mass. Such methods are commonplace in simulations when re-simulating becomes expensive (e.g. Lawrence et al. 2010) . We therefore take the four simulations, (CDM, SIDM0.1, SIDM0.3 and SIDM1) and fit an expanded version of equation (2), where the coefficients X1 and X2 are now functions of the cross-section, and we also add the estimated noise in quadrature i.ẽ Figure 4 ; the solid lines show interpolations of the final model at σ DM /m = 0.1, 0.3 & 1.0cm 2 /g. CDM is undefined in this log(σ) model, so the lowest dashed lines represent the sensitivity limit of the simulation. According to our model, this is equivalent to σ DM /m ≈ 0.06 cm 2 /g. The magenta star reproduces the observations from Harvey et al. (2017) . Right: The cumulative probability distribution of the observations given our model, marginalising over parameters in equation (3). The solid line is obtained using all the clusters in the simulation, which have a stellar-to-halo-mass relation (SHMR) that matches the real universe. The shaded region indicates the σ DM /m 0.06 cm 2 /g sensitivity limit of the simulations, with any probability in this region consistent with CDM. The dashed line represents a sensitivity analysis to sub-grid physics, derived from the subset of simulated clusters with SHMR similar to that in our hi-resolution simulations.
where the relation to cross-section could be either
or
We show the corresponding model parameters in Table 4 . In order to choose between a linear or log cross-section model, we compute the Bayesian information criterion (BIC), which penalises any good fit by the number of parameters used in the model in an attempt to reduce overfitting. The BIC can be computed by
where
where n is the total number of data points, k is the number of parameters and σ 2 is the residual square sum between the model and data. We give the corresponding BIC for each model in the fifth column of Table 4 . We find ∆BIC= 7 between the two models, which corresponds to a strong preference for the log-model. We therefore adopt this model and show it in the left hand panel of Figure 5 . We also show the observational estimate from H17 in magenta. To aid the reader, the solid black lines give the model prediction for the three simulated finite cross-sections, ( σDM/m = 0.1, 0.3 & 1.0cm 2 /g.). We also show the fits from the right hand-panel of Figure 4 . Given that CDM (σDM/m = 0) is not defined in this logarithmic model, we show where the CDM simulation lies (bottom dashed line) in this space, and interpret this
Log 5.0 ± 0.2 2.6 ± 0.3 4.1 ± 0.3 3.2 ± 0.3 38 Linear 2.1 ± 0.1 3.2 ± 0.1 0.2 ± 0.1 4.0 ± 0.9 45 Table 4 . The fitted parameters to equation (5) and (6), where we interpolate between the simulations in order to estimate the BCG-dark matter offset as a function of mass and cross-section. The sixth column shows the Bayesian information criterion that allows a comparison of the two models. With a ∆BIC= 7 there is a clear preference for a log cross-section model.
as our model's limitation of sensitivity and validity. Any behaviour fitted by σDM/m < 0.06 cm 2 /g should be considered as being consistent with CDM.
Constraints on the self-interaction cross-section
We now use the fitted models to directly constrain the cross-section of dark matter. The largest unknown in this framework is the effect of the finite resolution of the simulations. Our model to correct for this is uncertain, due to the small number of haloes in the high-resolution simulations. To propagate the uncertainties in this model we first draw samples from the estimates of µ obs,lo and µ obs,hi (from table 3), and re-derive the parameters α and γ in each case. For a given pair of α and γ we calculate µT(M200) for our four simulated cross-sections. We then find the best-fitting ai and bi (equation 5) to these µT. These can then be used to find µ obs (σ/m, M =M obs ), where M obs is the halo mass of the observational data point. The cumulative distribution function (CDF) of µ from the observational data point can then be mapped onto a CDF for σ/m usingμ obs (σ/m, M =M obs ).
Carrying out this procedure for each set of α and γ leads to many such CDFs, with the overall CDF for σ/m being their mean, shown as the solid line in the right hand panel of Figure 5 .
This model corresponds to a upper limit of σDM/m < 0.22 (0.35) cm 2 /g 95% (99%). We find that 38% of the probability lies below the sensitivity threshold of the simulations ( σDM/m < 0.06cm 2 /g ), and is therefore consistent with CDM. This limit is illustrated by the shaded region in the right-hand panel of Figure 5 .
Caveats
Using hydrodynamical simulations of self-interacting dark matter, we have shown that observations of ten galaxy clusters strongly disfavour a dark matter particle with a cross-section of σ/m 0.3cm 2 /g at collision velocities ∼ 1000 km/s. This is beginning to limit the ability of SIDM models with a velocity-independent cross-sections to alleviate discrepancies between observations and theoretical predictions for dwarf galaxy density profiles. Despite this, there remain caveats to this study:
(i) Finite resolution effects: The results of this study are very close to the gravitational softening length of the simulations, where the gravitational forces become nonNewtonian. In this work we model the effect of the finite resolution of the simulations in an attempt to infer the true median offsets predicted for a given SIDM cross-section. However, our model may be too simplistic, and cannot be verified without high-resolution simulations of large volumes that are currently computationally unfeasible.
(ii) Simulation analysis does not match that of the observations exactly. We note that the offset between the BCG and dark matter is a combination of the physical wobble and the inherent error in measuring the location of a dark matter halo with a constant density core. In H17 they quantified the observational error by simulating clusters with NFW density profiles. Robertson et al. (2018a) found that the critical curves (and hence multiple image locations) change for different SIDM models. Therefore in order to quantify the true error in lensing position we would need to construct mock strong lensing maps and recover the dark matter and BCG positions. In this way we could completely fold in the observational error. Given that the observational error from H17 is simply statistical error, it would be safe to assume that this could only go up. This would only strengthen the constraints on the cross-section. Not only this, but the σ obs = 3.1 kpc error was derived using NFW profiles, and likely underestimates the error expected for a cored SIDM profile. Therefore our method is conservative when placing an upper limit on the cross-section.
(iii) Baryonic effects. Figure 3 demonstrates the dependence of the BCG -dark matter offset on the properties of the BCG. We found that a given dark matter halo that harbours a larger stellar mass will have a cuspier density profile, consistent with other recent simulations (Robertson et al. 2018b; Kamada et al. 2016) . As a result the offset will depend on the ratio between the stellar mass and the halo mass (SHMR). Should the low-resolution simulations reflect the observed stellar luminosity function and hence the Universe then our results should be unbiased. Here the . Forecasted 95% confidence limits for future surveys as a function of the number of clusters and the precision of a single cluster estimate. SuperBIT and Euclid will observe of order 10 2 and 10 4 clusters respectively. The solid line is the precision found in H17, for observations of strong gravitational lensing by 10 clusters. We find that although SuperBIT will see a factor ∼ 2 improvement, large surveys like Euclid will only see moderate improvements. Interestingly, even weak lensing observations with a precision on dark matter astrometry of only ∼ 10kpc may be able to place discriminating constraints in the future.
low resolution simulations are calibrated to do that. However, should the simulations produce a SHMR that does not reflect the Universe, or the clusters themselves not be a representative sample, our results could be biased. We attempt a sensitivity analysis for this by choosing a subsample of the most dense clusters in the sample with a conservative SHMR. We again Monte Carlo the parameters of our softening-model and re-derive the mean CDF and constraints. We show the corresponding CDF as the dashed line in the right-hand panel of Figure 5 . The observations become more consistent with CDM, with 60% of the probability lying at σDM/m < 0.06cm 2 , and a marginally looser constraint on σDM/m < 0.22(0.40)cm 2 /g 95% (99%). While the 95% confidence limits barely change, we conclude that the simulations' prescription for sub-grid baryonic processes does have a small effect on our conclusions.
Future prospects
This study has shown that with only a small number of strong lensing galaxy clusters we are able to place tight constraints on the self-interaction cross-section of dark matter. With future studies soon to come online we investigate how this method scales statistically. To this end we calculate the predicted 95% constraints for two future studies: SuperBIT, a balloon-borne telescope that will image 200 galaxy clusters (Romualdez et al. 2016) , and Euclid (Laureijs et al. 2011 ), a space-based telescope that will image ∼ 10 3 − 10 5 clusters. We calculate the constraints as a function of the average error in a single cluster, σ obs . To do this we take the H17 value and error and reduce the error by a factor of √ N cl , and shift the median, µ for different values of σ obs . Figure 6 shows the results. Each dotted line is a study with increasing precision on a single cluster. The solid cyan line is the sensitivity of this study, and the sensitivity regions of each survey are given in pink (cyan) for SuperBIT (Euclid). We find that, although an initial increase in sample size will improve the constraints by a factor of ∼ 2, further improvements would be moderate. As such, this experiment would be ideal for a survey the size of SuperBIT. A precision on dark matter astrometry of ∼ 10kpc, which can be achieved with weak gravitational lensing, will place discriminatory constraints and therefore could be of interest in the future.
DISCUSSION & CONCLUSIONS
We have used cosmological simulations of cold dark matter and self-interacting dark matter that include realistic baryonic physics to constrain the velocity independent, elastic, self-interaction cross-section of dark matter.
It is predicted that during the collision of two galaxy clusters that harbour cored density profiles, the Brightest Cluster Galaxy (BCG) will be initially offset from the centre of the halo. Long after the relaxation of the cluster, this offset can persist with the BCG tracing out the motion of a harmonic oscillator (Kim et al. 2017) . In CDM, the central density profile is cuspy and hence the BCG will be bound tight to the centre of the dark matter halo, however in models of dark matter that predict cores this will be a clear signal for a non-standard model of dark matter.
In a recent paper, the distribution of offsets between the BCG and dark matter halo was estimated in 10 galaxy clusters. Fitting a two component model they estimated that the wobble amplitude, Aw ∼ 11kpc (Harvey et al. 2017) , in close agreement with previous studies (Newman et al. 2013) . They compared this to high resolution simulations of CDM and found a discrepancy at the ∼ 3σ level.
In this paper we have extended this comparison to include simulations with velocity-independent dark matter self-interactions. Our initial work found that there existed a coupling between the potential BCG wobble in a cluster due to the cored profile and the increased error in the measurement (it is harder to estimate the centre of a larger flat core than a cuspy dense one) resulting in a degenerate signal. Hence, we chose not to measure a two component model, disregarding the physical origin of any dark matter -BCG offset, and instead constrained the entire distribution, modelling the distribution of BCG-DM offsets as a log-normal.
The simulations were run with four different crosssections: σDM/m = 0 (CDM), 0.1, 0.3 and 1.0 cm 2 /g. We found that the median offset, µ, of the distribution increased with cross-section: µCDM = 3.8 ± 0.7 kpc, µ0.1 = 4.6 ± 0.7 kpc, µ0.3 = 5.5 ± 0.7 kpc and µ1.0 = 7.6 ± 0.7 kpc. Following this we measured µ as a function of halo mass. We fitted a model where µ is linear in log mass and found that all non-zero cross-sections exhibited a positive trend with mass, with CDM exhibiting no correlation. We found that this trend increased with increasing cross-section, both for the intercept and the gradient of the line. We found, despite clear trends with cross-section and halo mass, that the signal was very close to the finite resolution of the simulation. We therefore modelled the effect of this proximity on the distributions whilst convolving them with observational noise in order to compare with data.
We linearly interpolated between the three non-zero simulated cross-sections to create a model relating the distribution of DM-BCG offsets with the cross-section of dark matter and the halo mass. We found that the data clearly preferred a model where the offsets depend linearly on log mass and log cross-section. Using this model we place constraints of σDM/m < 0.22 (0.35) cm 2 /g at the 95% (99%) confidence level, with the probability of CDM (or that σDM/m < 0.06) at p(CDM)= 0.38.
We discussed caveats associated with our study given the proximity to finite resolution of the simulation, the appropriateness of comparing the simulations and observations and the effective of varying baryonic prescriptions in the simulations. In the latter case we take a conservative estimate, finding that the results are fairly insensitive to the baryonic prescription, gaining conservative constraints of σDM/m < 0.22 (0.40) cm 2 /g at the 95% (99%) confidence level.
The consequence of this limit is that models of SIDM that can significantly alter the structure of dwarf galaxy dark matter haloes, would require a cross-section that varies with the relative velocity between dark matter particles. With observations of just 10 galaxy clusters, this method is almost at the precision necessary to discriminate between (and potentially rule out) otherwise viable models of dark matter. Future surveys, such as observations by SuperBIT of weak lensing around ∼ 200 clusters, will soon have the power to make dramatic impact.
APPENDIX A: OBSERVATIONAL CONVOLUTION EFFECT
In order to convolve the effect of observational noise on to the simulation data we numerically add random Gaussian noise to each radial offset in the measured distributions. We then re-measure the log-normal distributions. Since we do this numerically, to get accurate results it takes some time. Therefore in order to speed this up we test whether this numerical method has a analytical form. Given that in all sense this is just a convolution of a log-normal radial and delta function with a Gaussian distribution, it is not possible to analytical calculate. We therefore carry out some mocks tests with a known log-normal, add on the observational Figure A1 . The effect of convolving a log-normal distribution with a Gaussian of width σ obs = 3.1kpc. The prediction is the simply the µ True added in quadrature with the observational noise.
noise and re-calculate the median. As figure A1 shows, we find that the resulting median is almost exactly the sum of the original median and the width of the Gaussian, added in quadrature, i.e. 
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