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Abstract: While there exist a number of mathematical approaches to modeling the spread of
disease on a network, analyzing such systems in the presence of uncertainty introduces significant
complexity. In scenarios where system parameters must be inferred from limited observations,
general approaches to uncertainty quantification can generate approximate distributions of the un-
known parameters, but these methods often become computationally expensive if the underlying
disease model is complex. In this paper, we apply the recent massively parallelizable Bayesian
uncertainty quantification framework Π4U to a model of a disease spreading on a network of com-
munities, showing that the method can accurately and tractably recover system parameters and
select optimal models in this setting.
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1 Introduction
A variety of mathematical approaches have been used to model the spread and virulence of a disease
on a network, especially in the deterministic setting. Steady-state and bifurcation analysis has been
done on the man-environment-man and SIR models [4, 12], while other work has used Lyapunov
functions to determine endemic equilibria for SIRS and SEIR models [14, 10] or has considered a
mean-field approach [2, 9, 16, 18]. Some work has additionally focused on how the network structure
influences the spread of disease via the initial conditions and network topologies [6, 7] or on how
epidemics spread on random networks [13]. Analytical results have also been obtained for the case
of two competing (or promoting) diseases on a network [12, 15]. Moreover, many of the models
in question have been used to design intervention policies or allocate vaccines via optimal control
[10, 8] or randomized interventions [17].
Despite the wide range of applications and results, most of these models are not readily ap-
plied to scenarios which incorporate uncertainty in the system parameters or in the model output:
propagating uncertain parameters through the model (or performing inference in the presence of
noisy outputs) requires a more robust probabilistic treatment. While there exist approaches to
uncertainty quantification (UQ) in a general setting, the complexity of these disease models (espe-
cially for large networks with intricate interdependencies) may prove these approaches infeasible.
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Here, we consider a recent framework for Bayesian uncertainty quantification which offsets this
computational complexity through its massive parallelizability.
The specific system which will be considered is the SIR model on a graph (see Section 2), an
extension of the classic SIR model which is widely studied due to its simplicity and predictiveness
for several common diseases, in the case when some (or all) system parameters are unknown. Since
the considered networks and corresponding models are quite complex (∼50 distinct communities),
traditional Bayesian UQ approaches are computationally expensive. Here, we use the highly paral-
lelizable framework Π4U to approximately sample from the posterior distributions of the unknown
parameters given a small set of noisy model outputs [1, 11]. The parallelizability derives from the
sampling method used, known as transitional Markov chain Monte Carlo (TMCMC), which allows
many instances of the model to be run in parallel; TMCMC and its role in the Π4U method are
detailed in Section 3.
In Section 4, the parallelized TMCMC approach is applied to three example community networks
with fixed system parameters. Using only a small set of noisy outputs generated by the models,
the method is able to recover approximate distributions of the parameters which both correspond
to the reference values and capture elements of the system dynamics. The Π4U framework is also
convenient for model selection; we additionally consider the problem of discerning the origin of an
epidemic by identifying each possible starting location as a unique model. In both scenarios, the
Π4U approach is effective at providing accurate and computationally feasible results.
2 SIR Model
There are a number of approaches to mathematically modeling the spread of a disease through a
population; here, we consider the Susceptible-Infective-Removed (SIR) model, an ordinary differ-
ential equation model which approximates the dynamics of an epidemic over continuous time. The
SIR model decomposes the population into three eponymous groups: hosts who are susceptible to
the disease, hosts who are infected and contagious (the infective group), and hosts who neither
susceptible nor infected (the removed group), either via gained immunity from recovery or due to
a vaccine, quarantine policies, or disease-related death.
2.1 Single Population Model
Let S(t), I(t), and R(t) denote the size of the susceptible, infective, and removed groups, respec-
tively, as a function of a continuous time t. The SIR model makes three main assumptions. First,
since the timescale on which the disease evolves is assumed to be much shorter than the scale on
which the population may evolve via, e.g., births or natural deaths, the population Y is assumed
constant, and so
S(t) + I(t) +R(t) = Y
for all t. (Note that individuals killed by the disease are considered part of the removed group.)
Second, members of the population are assumed to come into contact uniformly at random and
at a constant rate β – this parameter governs the rate at which an infection can spread. Finally,
the infective population recovers (or is otherwise removed from the infectives via, e.g., death) at a
constant rate γ. The general flow can thus be visualized as
S
β−→ I γ−→ R,
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yielding the following set of ordinary differential equations:
dS(t)
dt
= −βIS, dI(t)
dt
= βIS − γI, dR(t)
dt
= γI. (1)
Namely, at a particular time t, S(t) susceptibles and I(t) infectives come into contact at a rate
β, yielding βIS transitions from susceptible to infective (implicitly assuming that contact with an
infective immediately infects a susceptible – if this assumption is not desired, the chance of disease
transfer can be incorporated in β). Meanwhile, I(t) infectives are removed at a rate γ, yielding γI
transitions from infective to removed.
2.2 Epidemic Model on Graphs
The SIR model is easily generalized to a directed graph with N vertices. Namely, let each node be
a distinct population whose dynamics evolve according to (1); the directed edges are a convenient
framework to dictate transfer between populations. Since each population itself has three groups
(susceptible, infective, removed), three quantities are needed to describe movement. Here, we use
λi,j, ηi,j, and gi,j to describe the rate of movement from node i to node j on the susceptible, infective,
and removed groups, respectively; identifying each transition rate as the weight of edge connecting
i to j, these rates are naturally written as weighted adjacency matrices, here denoted Λ, H, and G.
The SIR model on a network, now a system of N models corresponding to each population i, can
then be written as
dSi(t)
dt
= −βIiSi +
N∑
j=1
λj,iSj −
N∑
j=1
λi,jSi,
dIi(t)
dt
= βIiSi − γIi +
N∑
j=1
ηj,iIj −
N∑
j=1
ηi,jIi,
dRi(t)
dt
= γIi +
N∑
j=1
gj,iRj −
N∑
j=1
gi,jRi,
or more succinctly in matrix form:
dS
dt
= −βI · S + ΛTS − (ΛF ) · S,
dI
dt
= βI · S − γI +HT I − (HF ) · I, (2)
dR
dt
= γI +GTR− (GF ) ·R.
(Here, F = (1, 1, . . . , 1)T is a vector of ones which simplifies the notation.) It should be emphasized
that S, I, and R are N×1 vectors whose ith element corresponds to the ith population. Note that if
λi,j = ηi,j = gi,j = 0 for all i, j, i.e., there is no movement between populations, each model reduces
to the single population model (1).
3 Bayesian Uncertainty Quantification
Here, we will look at the epidemic network model of Section 2.2 in two probabilistic contexts:
parameter estimation, i.e., the estimation of parameter distributions from noisy data, and model
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selection, i.e., the comparison of distinct models using noisy data. Both contexts require an explicit
model of observational noise; we assume that the observed data D ∈ Rm are related to the output
of model M and parameter set θ ∈ Rn by the model prediction equation
D = g(θ|M) + e, (3)
where g(θ|M) is a deterministic function from Rn → Rm (the output of the epidemic network
model) and e is a prediction error. The posterior distribution of the parameters given the data is
then given by Bayes’ Theorem as
p(θ|D,M) = p(D|θ,M)pi(θ|M)
ρ(D|M) (4)
in terms of the prior pi(θ|M), likelihood p(D|θ,M), and evidence ρ(D|M) of the model class, given
by the multi-dimensional integral
ρ(D|M) =
∫
Rn
p(D|θ,M)pi(θ|M)dθ.
In the context of model selection, the model M is one of many models in a parametrized class
M. The probability that the observed data were generated by a particular model Mi is also given
by Bayes’ Theorem:
p(Mi|D) = ρ(D|Mi)p(Mi)
p(D|M) . (5)
In particular, under the assumption of a uniform prior on models, p(Mi|D) is directly pro-
portional to the evidence ρ(D|Mi), and so model selection is “free” when the evidence is already
calculated for parameter estimation [3, 19].
In order to calculate the likelihood p(D|θ,M) needed for (4), we make the additional simplifying
assumption that the model error e is normally distributed with zero mean and covariance matrix Σ,
which may include additional unknown parameters. Since the model outputs g are deterministic, it
follows that D is also normally distributed. The likelihood p(D|θ,M) of the observed data is thus
given by
p(D|θ,M) = |Σ(θ)|
−1/2
(2pi)m/2
exp
[
− 1
2
J(θ;M)
]
,
where
J(θ,D|M) = [D − g(θ|M)]TΣ−1(θ)[D − g(θ|M)]
is the weighted measure of fit between the model predictions and the measured data, | · | denotes
determinant, and the parameter set θ is augmented to include parameters that are involved in the
structure of the covariance matrix Σ.
3.1 Transitional Markov Chain Monte Carlo
The main computational barrier in calculating the posterior distribution of parameters given by
(4) is the complex forward problem g (the epidemic network model) which appears in the fitness
J(θ,D|M). The Π4U approach has two advantages in this respect: first, it approximately samples
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the posterior via transitional Markov chain Monte Carlo (TMCMC), which is massively paralleliz-
able, and second, it leverages an efficient parallel architecture for task sharing described in Appendix
5.
The TMCMC algorithm used by Π4U functions by transitioning to the target distribution (the
posterior p(θ|D,M)) from the prior pi(θ|M). To accomplish this, a series of intermediate distribution
are constructed iteratively:
fj(θ) ∼ [p(D|θ,M)]qj · pi(θ|M)], j = 0, . . . , λ
0 = q0 < q1 < . . . < qλ = 1.
The explicit algorithm is summarized below in Algorithm 1. It begins by taking N0 samples θ0,k
from the prior distribution f0(θ) = pi(θ|M). For each stage j of the algorithm, the current samples
are used to compute the plausibility weights w(θj,k) as
w(θj, k) =
fj+1(θj, k)
fj(θj, k)
= [p(D|θj,k,M)]qj+1−qj .
Recent literature suggests that qj+1, which determines how smoothly the intermediate distributions
transition to the posterior, should be taken to make the covariance of the plausibility weights at
stage j smaller than a tolerance covariance value, often 1.0 [5, 11].
Algorithm 1 TMCMC
1: procedure TMCMC Ref. [11]
2: BEGIN, SET j = 0, q0 = 0
3: Generate {θ0,k, k = 1, . . . , N0} from prior f0(θ) = pi(θ|M) and compute likelihood p(D|θ0,k,M)
for each sample.
4: loop:
5: WHILE qj+1 ≤ 1 DO:
6: Analyze samples {θj,k, k = 1, . . . , Nj} to determine qj+1, weights w(θj,k), covariance Σj,
and estimator Sj of E[w(θj,k)].
7: Resample based on samples available in stage j in order to generate samples for stage j+1
and compute likelihood p(D|θj+1,k,M) for each.
8: if qj+1 > 1 then
9: BREAK,
10: else
11: j = j + 1
12: goto loop.
13: end
14: END
Next, the algorithm calculates the average Sj of the plausibility weights, the normalized plau-
sibility weights w(θj,k), and the scaled covariance Σj of the samples θj,k, which is used to produce
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the next generation of samples θj+1,k:
Sj =
1
Nj
Nj∑
k=1
w(θj,k)
w(θj,k) = w(θj,k)
/ Nj∑
k=1
w(θj,k) = w(θj,k)
/
(NjSj)
Σj = b
2
Nj∑
k=1
w(θj,k)[θj,k − µj][θj,k − µj]T .
Σj is calculated using the sample mean µj of the samples and a scaling factor b, usually 0.2 [5, 11].
The algorithm then generates Nj+1 samples θˆj+1,k by randomly selecting from the previous
generations of samples {θj,k} such that θˆj+1,` = θj,k with probability w(θj,k). These samples are
selected independently at random, so any parameter can be selected multiple times – call nj+1,k the
number of times θj,k is selected. Each unique sample is used as the starting point of an independent
Markov chain of length nj+1,k generated using the Metropolis algorithm with target distribution fj
and a Gaussian proposal distribution with covariance Σj centered at the current value.
Finally, the samples θj+1,k are generated for the Markov chains, with nj+1,k samples are drawn
from the chain starting at θj,k, yielding Nj+1 total samples. Then the algorithm either moves
forward to generation j + 1 or terminates if qj+1 > 1.
4 Results
Here, we combine the methodologies of the previous two sections by applying Π4U to a selection
of network SIR models. The deterministic forward model, given by (2) and solved with a 4-stage
Runge-Kutta method with time step ∆t = 0.02, plays the role of g in the model prediction equation
(3), with an output space of dimension 3N , i.e., three sizes (of the susceptible, infective, recovered
populations) for each of N nodes. Each output is corrupted by Gaussian noise as
Dk = pk + pkσk,
where Dk is the population data in the k
th position of the vector, k is a zero-mean, unit-variance
Gaussian variable, and σ is the level of the noise. Namely, we are assuming that the model prediction
error covariance Σ is a diagonal matrix Σ = σI whose nonzero entries all have the same magnitude
σ. In order that the signal-to-noise ratio be high enough for meaningful estimation, we choose σ to
be a fraction σ = 0.01α (or sometimes σ = 0.05α) of the standard deviation α of all model outputs.
In the following results, we use Π4U to estimate parameters (via the generation of 104 samples
from the posterior) for the SIR model on three networks: a simple 5-node tree, a two-community net-
work modeled by two complete 20-node graphs connected by a single edge, and a loosely-connected
three community network. For ease of comparison, numerical results will be presented in terms of
the rescaled parameters (θβ, θγ, θT , θs), given by θβ = β/β0, i.e., the ratio between the estimated
value and the true value. Accurate estimation will thus result in scaled parameters close to 1. The
prior is assumed uniform on [0.01, 2]× [0.5, 2]× [0.02, 5]× [0.5, 10] in the scaled parameter space.
6
4.1 The 5-Node Tree
The first network examined is a loosely connected community, modeled with the 5-node tree shown
in Figure 1.
1 2
3
4 5
Figure 1: 5-node tree.
300 individuals are distributed across the network according to the following initial vectors:
S(0) =

10
50
50
50
40
 , I(0) =

100
0
0
0
0
 , R(0) =

0
0
0
0
0
 .
Namely, the infection begins at node 1, where 100 of 110 individuals are infected. Individuals
move between the nodes according to the weighted adjacency matrices Λ, H, and G, describing the
transition rates between nodes of the susceptible, infective, and removed populations, respectively:
Λ =

0 0.5 0 0 0
0.25 0 0.5 0.5 0
0 0.25 0 0 0
0 0.25 0 0 0.5
0 0 0.25 0 0
 , H =

0 0.4 0 0 0
0.2 0 0.4 0.4 0
0 0.2 0 0 0
0 0.2 0 0 0.4
0 0 0.2 0 0
 , G =

0 0.1 0 0 0
0.2 0 0.1 0.1 0
0 0.2 0 0 0
0 0.2 0 0 0.1
0 0 0.2 0 0
 .
The disease itself has infection rate β = 0.02 and recovery rate γ = 0.3. The observed data are the
predictions of the nominal model at time T = 5 corrupted by 1% Gaussian noise, i.e., σ = 0.01α.
The results are displayed in Figure 2, which shows strong pairwise correlations between the
infection rate β, the recovery rate γ, and the time since infection T . β and γ are positively
correlated, i.e., similar outputs can be achieved by simultaneously raising both the infection rate
and the recovery rate. Intuitively, a faster-spreading disease must be counteracted by quicker
recovery in order for the dynamics to remain consistent. Similarly, both β and γ are negatively
correlated with T ; a more infectious disease or quicker recovery would increase the speed of the
system dynamics, meaning similar outputs would be observed earlier.
The recovered mean parameter values of (β, γ, T, s) were (0.020000, 0.300035, 5.01129, 0.142159),
respectively. To quantify the degree of uncertainty for each parameter’s posterior distribution, we
compute the ratio of its standard deviation to its mean (denoting the results uβ, uγ, uT , and us);
here, the system parameters β, γ, and T were recovered with high certainty, with (uβ, uγ, uT ,
and us) = (0.8372%, 0.5800%, 0.5923%, 21.6226%), respectively. The true value of each system
parameter was within one standard deviation of the estimated mean.
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Figure 2: Parameter estimation results for infection rate β = 0.02, recovery rate γ = 0.3, time since infection T = 5,
and noise level σ = 0.01α. Histograms for each parameter are displayed along the main diagonal of the figure. Sub-
figures below the diagonal show the marginal joint density functions for each pair of parameters, while sub-figures
above the diagonal show the samples used in the final stage of TMCMC. Colors correspond to probabilities, with
yellow likely and blue unlikely.
4.2 Two Complete Graphs, Loosely Connected
The second network studied is a barbell graph – two complete 20 node graphs connected by a single
edge, illustrated in Figure 3. This models two populations that each have many highly interacting
sub-communities; however, the two populations only mix via a single route, modeled by the one
connecting edge. In this case, we impose uniform transition rates between adjacent vertices of 0.02,
0.3, and 0.05 for the susceptible, infective, and recovered populations, respectively. The infection
begins at node 8 with the configuration S8(0) = 5, I8(0) = 95, R8(0) = 0, and all other nodes are
fully susceptible with configuration Si(0) = 100, Ii(0) = Ri(0) = 0, i 6= 8.
Unlike the previous section, wherein the observable data included noisy information about the
population at every node, we will consider here the case of having information only from a limited
subset of nodes; by placing the “sensors” at different locations (i.e., observing different subsets of
nodes), we can test how the sensor configuration influences the parameter estimation procedure and
corresponding uncertainties.
We consider three sensor configurations: the first experiment places two sensors at nodes 3 and
12, which are members of the same complete subgraph as node 8, the origin of the epidemic (see
Figure 3). The second experiment gathers data at the bridge between the two complete graphs by
placing sensors at nodes 20 and 21. Finally, the third experiment focuses on nodes 24 and 27, which
8
Figure 3: Double complete graph that is loosely connected.
are part of the initially healthy complete subgraph. As in Section 4.1, observable population data is
noisy, with the true values corrupted by 1% Gaussian noise to approximate observation error. The
same parameters β = 0.02, γ = 0.3, and T = 5 are used, but these experiments will additionally
consider the cases of T = 3 and T = 7.
The results are summarized in Table 1 and displayed in Figures 4a, 4c, and 4e. In all three
cases, the true values for β, γ, and T are within one standard deviation of the posterior mean
values. Furthermore, there exists a strong positive correlation between β and γ, as well as a
negative correlation between T and both β and γ, as in the case of the 5-node tree (Figure 2).
Node Pair θβ uβ (%) θγ uγ (%) θT uT (%) θs us (%)
3 and 12 1.0659 14.99 1.0419 16.96 0.9773 13.48 2.5581 67.96
20 and 21 1.0263 6.31 1.0229 5.40 0.9846 5.09 1.2426 78.97
24 and 27 1.0372 13.61 1.0338 12.93 0.9833 9.36 1.6122 81.42
Table 1: Results from parameter estimation on the double complete graph at time T = 5. Reported values are the
scaled parameters, e.g., θβ , and not the parameters themselves, e.g., β (see Section 4 intro).
The recovered noise standard deviation s was found to have comparatively large uncertainty
compared to the system parameters β, γ, and T . In particular, the uncertainty of s when observing
nodes 3 and 12 was much larger than in the other two experiments (see θs and us in Table 1).
Despite this comparatively large uncertainty, the true noise value σ was recovered to within one
standard deviation in all three experiments.
Figure 5 shows the deterministic populations of the susceptible, infected, and recovered groups
as a function of time for a selection of nodes involved in the experiments (since, e.g., node 12 is
identical to node 3, only one is shown). Nodes 21 and 27, both contained in the initially susceptible
subgraph, reach peak infective population around time t ≈ 5. Nodes on the side of the infection
origin, conversely, achieve peak infective population at t ≈ 3. The results of Table 1, which used
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(a) Nodes 3 and 12, T = 5 (b) Nodes 3 and 12, T = 3
(c) Nodes 20 and 21, T = 5 (d) Nodes 20 and 21, T = 3
(e) Nodes 24 and 27, T = 5 (f) Nodes 24 and 27, T = 3
Figure 4: Parameter estimation results for the barbell graph with infection rate β = 0.02, recovery rate γ = 0.3,
time since infection T = 5, and noise level σ = 0.01α. In each experiment, noisy data from two nodes were used to
track the epidemic. For each pair of nodes, the experiment was run for T = 5 (left), T = 3 (right), and T = 7 (shown
in Figure 6). See Figure 2 for description of subfigures.
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the true observation time T = 5, suggest that observing nodes around the time when the infective
population peaks improves the accuracy of the recovered parameters. This effect can also be seen
in Figure 4 in the joint marginals of the system parameters β, γ, and T : nodes 3 and 12, which
peak at t ≈ 3, have much more smeared marginals in Figure 4a, which was sampled at the true
time T = 5, than in Figure 4b, sampled at T = 3; meanwhile nodes 24 and 27, which peak at t ≈ 5,
have sharper distributions in Figure 4e, with observations taken at T = 5, than in Figure 4f, which
has observations at T = 3. The distributions for nodes 20 and 21, shown in Figures 4c and 4d,
follow well-defined trend curves in both cases, suggesting that placing one sensor in each subgraph
leverages information from both sides.
(a) Susceptible Population (b) Infective Population
(c) Removed Population (d) Total Population
Figure 5: Time evolution of the susceptible, infective, recovered, and total populations at nodes 3, 20, 21, and 27.
Nodes from different complete subgraphs have different trends and peak times.
The parameter estimation results at T = 7, shown in the left column of Figure 6, corroborate
this conclusion. Though all nodes in the graph are well past peak infective population at this time,
using information on two different timescales (the two subgraphs) yields much sharper marginals
(see, e.g., the joint distribution of β and T in Figure 6c as compared to Figures 6a and 6e).
Numerical values for the T = 3 and T = 7 appear in Tables 2 and 3. When T = 3, the true
parameters are no longer within one standard deviation of the recovered mean parameters from
observations at nodes 24 and 27 (which have peak infective population at t ≈ 5). At the later time
T = 7, nodes 3 and 12 fail to recover β and γ, while nodes 24 and 27 fail to recover T to within
one standard deviation. The experiment with sensors at nodes 20 and 21 was accurate to within
one standard deviation for all system parameters at all three sampled times.
To test the robustness of the parameter estimation to observation errors, a final set of experi-
ments was run using time T = 5 and an increased noise level σ = 0.05α, five times the previously-
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(a) Nodes 3 and 12, T = 7 (b) Nodes 3 and 12, σ = 0.05α, T = 5
(c) Nodes 20 and 21, T = 7 (d) Nodes 20 and 21, σ = 0.05α, T = 5
(e) Nodes 24 and 27, T = 7 (f) Nodes 24 and 27, σ = 0.05α, T = 5
Figure 6: Parameter estimation results for the barbell graph with infection rate β = 0.02, recovery rate γ = 0.3,
time since infection T = 5, and noise level σ = 0.01α at time T = 7 (left) and with increased noise level σ = 0.05α
at time T = 5 (right). See Figure 2 for description of subfigures.
Node Pair θβ uβ (%) θγ uγ (%) θT uT (%) θs us (%)
3 and 12 1.1251 20.77 1.1358 21.76 0.9312 18.92 2.8916 57.95
20 and 21 1.0107 7.14 1.0157 6.94 1.0001 5.62 1.6263 72.04
24 and 27 1.3396 18.23 1.4500 18.21 0.8273 15.39 1.1248 47.93
Table 2: Results from parameter estimation on the double complete graph at time T = 3.
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Node Pair θβ uβ (%) θγ uγ (%) θT uT (%) θs us (%)
3 and 12 1.4207 14.07 0.7911 19.50 1.1088 10.09 1.3572 64.41
20 and 21 1.0966 19.19 1.0674 12.34 0.9506 12.18 2.3077 58.34
24 and 27 1.2645 20.77 1.1391 15.39 0.8675 14.25 3.1236 55.38
Table 3: Results from parameter estimation on the double complete graph at time T = 7.
used σ = 0.01α. The results appear in the right column of Figure 6 and in Table 4. Again, the
experiments using simulated data from nodes 20 and 21 (Figure 6d) and nodes 24 and 27 (Figure
6f), both of which contain nodes in the subgraph which peaks at t ≈ 5, recover the parameters
with comparatively lower uncertainty and greater accuracy. Compared to Table 1, all three ex-
periments had significant increases in uncertainty for all parameters. Nonetheless, parameters were
again recovered to within one standard deviation, and so we conclude that the Bayesian uncertainty
quantification approach to SIR models on the double complete graph has significant robustness to
observational noise.
Node Pair θβ uβ (%) θγ uγ (%) θT uT (%) θs us (%)
3 and 12 1.2062 22.54 1.0189 28.87 0.9985 23.00 0.9900 36.09
20 and 21 1.0755 16.64 1.0687 13.98 0.9702 12.94 0.8687 43.74
24 and 27 1.2105 24.03 1.2163 22.88 0.8994 21.48 0.9522 38.23
Table 4: Results from parameter estimation on the double complete graph with increased noise level σ = 0.05α at
time T = 5.
4.3 Three Group Network
The final network considered is a 44-node graph comprising three large sub-networks with limited
interaction (Figure 7). Each sub-network has a distinct topological structure and set of nonuniform
transition rates (explicit values appear in Appendix B). We again consider three sensor configura-
tions: a 7-node set (nodes 1, 2, 3, 4, 20, 31, and 34), a 23-node set (nodes 1–7, 20–28, and 31–37),
and a 35-node set (nodes 1–28 and 31–37), each in the presence of observational noise σ = 0.01α.
4.3.1 Parameter Estimation
First, we attempt to recover β, γ, and T (true values 0.02, 0.3, 5, respectively) for a disease which
starts at node 34 with S34(0) = 5, I34(0) = 95, R34(0) = 0. All other nodes are fully susceptible,
i.e., Si(0) = 100, Ii(0) = Ri(0) = 0, for all i 6= 34.
Data θβ uβ (%) θγ uγ (%) θT uT (%) θs us (%)
7 nodes 1.0031 0.73 1.0155 0.84 1.0006 0.54 1.0460 17.25
23 nodes 1.0007 0.38 1.0010 0.34 1.0010 0.31 1.0200 6.73
35 nodes 1.0034 0.37 1.0012 0.36 0.9985 0.28 0.9612 6.86
Table 5: Numerical results for estimation of β, γ, and T for the three group network.
The results are shown in Figures 8a, 8c, and 8e and Table 5. Sensors at the 7-node subset
recover β and T to within one standard deviation, while larger subsets recover all parameters to
one standard deviation accuracy. Larger observational subsets have the additional effect of reducing
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Figure 7: 44-node network. Group I (yellow) comprises nodes 1-19, Group II (purple) 21-30, and Group III (green)
31-44. Groups are sparsely connected.
uncertainty: the 7-node 95% confidence interval for the scaled infection rate θβ is [0.9885,1.0177],
which narrows significantly to [0.9931, 1.0083] in the 23-node case. The sample stratification with
respect to β merits a brief remark: results were re-generated for a range of sample sizes between
103 and 104, with the behavior persisting in each case.
A second experiment in this context augmented the parameter set θ with the initial population
vector S0, I0, and R0 of the initially infected node, but took as known the observation time T = 5. In
order that the reference values of all parameters be positive, the initial population vector at node 34
was altered to S34(0) = 5, I34(0) = 90, R34(0) = 5. The scaled parameter set (θβ, θγ, θS0 , θI0 , θR0 , θs)
used a uniform prior on [0.02, 2]× [0.02, 2]× [0, 10]× [0, 10]× [0, 10]× [0.01, 10].
The results are shown in Figures 8b, 8d, and 8f and appear numerically in Table 6. Compared
to estimation of β, γ, and T , correlations between parameters are generally weaker in this context,
although there do exist clear relationships (e.g., larger I0 necessitates smaller β for the infection to
spread at the same absolute rate). While the 7-node sensor configuration recovers all parameters to
within one standard deviation, the 27-node subset fails to recover β, I0, and R0, while the 35-node
subset fails to recover β and γ; however, in the latter two cases, the estimated mean is relatively
accurate on an absolute scale, differing by less than 10−4 from the true value in the 35-node case.
Data θβ uβ (%) θγ uγ (%) θs us (%)
7 nodes 1.0009 0.50 1.0018 0.65 1.1139 15.76
23 nodes 0.9963 0.27 0.9987 0.32 0.9243 6.89
35 nodes 1.0018 0.16 1.0019 0.18 0.9896 5.36
Data θS0 uS0 (%) θI0 uI0 (%) θR0 uR0 (%)
7 nodes 1.3544 70.97 0.9749 6.64 1.3622 56.07
23 nodes 1.0965 59.62 1.0456 3.81 0.4575 94.16
35 nodes 1.1405 51.03 0.9822 2.15 1.2623 43.21
Table 6: Numerical results for estimation of β, γ, S0, I0, and R0 for the three group network.
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(a) 7-node Subset, Estimating T (b) 7-node Subset, Estimating S0, I0, and R0
(c) 23-node Subset, Estimating T (d) 23-node Subset, Estimating S0, I0, and R0
(e) 35-node Subset, Estimating T (f) 35-node Subset, Estimating S0, I0, and R0
Figure 8: Three group parameter estimation results for estimating β, γ, T (reference values 0.02, 0.3, 5, respectively;
left column) and β, γ, S0, I0, and R0 (reference values 0.02, 0.3, 5, 90, 5, respectively; right column). See Figure 2
for description of subfigures.
4.3.2 Origin of Disease Identification
Finally, we use the model selection framework of Section 3 to attempt to identify the origin of the
epidemic (recall that all observations are at the future time T = 5, and so the origin may not be
clear even when included in the set of observed nodes). We initialize the disease at node 1 with
the standard initial configuration S1(0) = 5, I1(0) = 95 and R1(0) = 0, with all other nodes fully
susceptible with Si(0) = 100, Ii(0) = Ri(0) = 0. Other parameters are identical to the previous
section; as in the first set of results, β, γ, and T are not known explicitly and must be estimated
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from observations. Defining the model Mj as the model under which the disease originated from
node j with the given initial vector, the log evidence for each model can be generated from (5).
Results are summarized in Table 7. Model M1, corresponding to the correct origin of the disease
at node 1, was found to have a significantly larger log evidence than all other models considered.
Models which placed the origin at increasingly distant points generated increasingly less accurate
and more uncertain results; models M32 and M43, which originate the disease in Group III, found
the estimated noise s to be two orders of magnitude larger than the reference value. If the correct
model M1 is not considered, the probabilities shift to 0.953 for M8, 0.047 for M14, and all other
probabilities ≈ 10−20 or smaller, suggesting that topographic proximity to the true origin is the
dominant factor in the evidence.
Mj Log Evidence p(Mj|D) θβ uβ (%) θγ uγ (%) θs us (%)
1 -25.026643 1.0000e+00 1.0003 0.03 1.0008 0.10 0.9734 5.46
8 -440.618914 3.2402e-181 1.7582 1.65 1.0571 6.03 62.7082 5.15
14 -443.621677 1.6087e-182 0.9339 2.00 0.9297 6.15 63.2783 5.21
21 -490.980001 4.3554e-203 0.9209 3.84 0.9767 11.47 102.3819 5.73
32 -516.383502 4.0404e-214 6.7646 22.12 0.5087 11.64 134.5893 5.52
43 -515.936779 6.3159e-214 7.3225 17.19 0.5711 13.19 133.7376 5.61
Table 7: Subset of model selection results for the three-population network.
5 Discussion
In most cases considered, Bayesian uncertainty quantification via TMCMC effectively recovered
SIR network model parameters such as the infection rate β and recovery rate γ using only noisy
observations from a limited set of nodes. When applied to small networks with simple topologies
such as the 5-node tree of Section 4.1, the method was particularly effective, with system param-
eters recovered accurately (within one standard deviation of the reference value) and with little
uncertainty (∼ 0.5 − 1.0%). The estimated noise level s was comparatively less certain, partially
because uncertainty in system parameters (giving rise to uncertainty in the system output) is easily
conflated with observational noise.
The double complete graph, wherein only pairs of nodes were observed, provided some insight
into the optimal placement of sensors in disease networks. Sensors which were close together, e.g.,
nodes 3 and 12 (whose connectivity was identical), produced similar noisy data, thereby affording
less information about the underlying dynamics. In contrast, placing sensors on both sides of
the graph to gain information about dynamics on different time scales yielded significantly less
uncertainty. The Π4U approach also proved robust to an increased noise level σ = 0.05α, though
uncertainty in the recovered posterior means increased greatly.
Results for the three group network showed the applicability of the method to widely varying
network topologies and transition rates. It additionally confirmed that increasing the number of
sensors improves parameter estimation results: recovered values for the 35-node case had reduced
uncertainty compared to the 7- and 23-node cases. The disease origin was also identified with near
certainty via selection among models corresponding to potential starting points; as the quantities
required for this procedure are intermediate values of the Π4U approach, model selection in the
Bayesian UQ setting is essentially free.
16
Since the Π4U method does not makes reference to a particular model, it can function as a
black-box method for highly-parallelized Bayesian uncertainty quantification in a number of other
contexts previously considered computationally infeasible. It has been applied to molecular and
structural dynamics models [1, 11] and ongoing work identifying aneurysms and stenoses in arterial
networks. Future work will extend the framework to other epidemic and endemic models.
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Appendix A: High-performance implementations
Π4U [11] is a platform-agnostic task-based UQ framework that supports nested parallelism and
automatic load balancing in large scale computing architectures. The software is open-source and
includes HPC implementations for both multicore and GPU clusters of algorithms such as Transi-
tional Markov Chain Monte Carlo (TMCMC) and Approximate Bayesian Computational Subset-
simulation. The irregular, dynamic and multi-level task-based parallelism of the algorithms (Fig. 9,
left) is expressed and fully exploited by means of the TORC runtime library [1]. TORC is a soft-
ware library for programming and running unaltered task-parallel programs on both shared and
distributed memory platforms. TORC orchestrates the scheduling of function evaluations on the
cluster nodes (Fig. 9, right). The parallel framework includes multiple features, most prominently
the inherent load balancing, fault-tolerance and high reusability. The TMCMC method within
Π4U is able to achieve an overall parallel efficiency of more than 90% on 1024 compute nodes of Piz
Daint running hybrid MPI+GPU molecular simulation codes with highly variable time-to-solution
between simulations with different interaction parameters.
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Figure 9: Task graph of the TMCMC algorithm (left) and parallel architecture of the TORC library (right).
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Appendix B: Transition Matrices for Three Group Network
To demonstrate the robustness of the method, each group has different transition rates between the
subpopulations. The susceptible, infective, and removed populations have the same transition rate
of 0.4 between Group I and Group II (corresponding to the edge connecting nodes 14 and nodes 21);
the transition rates between Group II and Group III (connecting nodes 25 and 31 and nodes 26 and
31) are 0.2 for all populations. The rates (λi,j, ηi,j, gi,j) between edges in Group I and in Group II are
selected randomly from the sets {(0, 2, 0.05, 0.1), (0.1, 0.1, 0.2)} and {(0.15, 0.2, 0.1), (0.3, 0.1, 0.1)},
respectively. Finally, Group III has uniform rates of 0.05.
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