In the application of navigation system, networked system, and manufacturing process, incomplete data is unavoidable, which may reduce the performance and stability of the systems. It is a crucial and challenging task when the nonlinear fractional-order system is under incomplete data. As a kind of incomplete data, missing measurements assume that the missing rates of multiple sensors are independent of each other. In order to provide a more reliable and robust state estimation algorithm, a nonlinear fractional-order Kalman filtering algorithm considering both the missing measurements and stochastic nonlinearities is proposed in this paper. Then, the convergence and stability of the proposed filter are analyzed. In addition, sufficient conditions have been investigated to guarantee the stochastic stability. Finally, the effectiveness of the state estimator is verified by two numerical examples.
I. INTRODUCTION
In recent years, as an extension of integer-order systems, the fractional-order systems have been paid more and more attentions. Because of the memory characteristics of fractional-order operators, the dynamic properties of many physical systems can be preferably described by fractional systems. Following the development of natural science and engineering, a substantial amount of physical systems in the real world, for instance, physical mechanics, biomedical science, and automatic control use the fractional-order calculus [1] . Particularly, the field of control systems have expanded promptly, including controller design [2] - [4] , state estimation [5] - [7] , and stability analysis [8] , [9] . Since the state information is required for system analysis and controller design, it is necessary to investigate the state estimation The associate editor coordinating the review of this manuscript and approving it for publication was Mauro Gaggero . problem for fractional-order systems. However, since the fractional-order systems are non-Markovian processes due to the existence of the fractional differential operator [5] . Therefore, the state estimation methods applicable to integer-order systems are no longer suitable for nonlinear fractional-order systems, in this case, it motivates us to investigate new state estimation methods.
Much research results on the state estimation problem for fractional-order systems have appeared in the recent literature. For example, in [10] , a generalization of Kalman filter have been designed for both linear and nonlinear fractional-order systems. A new cumulative vector form model has been proposed in [11] , and the fractional Kalman filter (FKF) has been derived. It is worth mentioning that, the FKF algorithm can only handle with the linear fractional-order systems. However, in the real world, many systems are nonlinear. Recently, the fractional extended Kalman filter (FEKF) has been developed to deal with the state estimation problem of nonlinear fractional-order systems by using the Taylor expansion [10] , [12] - [14] . In fact, the FEKF requires the calculation of Jacobian matrix, which is not always available for some systems. Therefore, the fractional-order unscented Kalman filter (FUKF) has been considered by using unscented transformation (UT) instead of linearization [12] , [15] - [17] . In [16] , the FUKF algorithm has been provided for a nonlinear fractional-order system with both the process and measurement noises. Moreover, considering measurements are sampled through a lossy network, the FUKF has been utilized as a variable order estimation method in [17] . It should be pointed out that, in most existing literature, especially for the conventional FKF, FEKF and FUKF, the measurements are usually assumed totally received without packet losses. However, in some engineering practices, the presence of incomplete data is always an unavoidable problem, such as navigation systems and networked systems. If these incomplete measurements are not handled properly, they would definitely influence the filters, and even lead to the divergence or failure of the filters [14] , [15] .
Recently, due to the various successful applications of sensor networks, the network-induced phenomena of incomplete measurements are inevitable. It can be found out that the state estimation problem with incomplete measurements has aroused quite a few research interests, which includes the form of missing measurements, fading channels, packet dropout and time delays [12] , [17] - [23] . The missing measurements describe the phenomenon in which measurements are fully completely received or completely missing, which are modeled by introducing random variables satisfying Bernoulli binary distribution. For example, a recursive state estimation problem for event-triggered nonlinear system has been studied in [18] with deterministic missing probabilities. In [19] , the probabilistic missing phenomena has been described by a set of random variables having the probability mass functions. To date, the missing measurements with uncertain occurrence probabilities have been proposed in [20] , [21] .
On the other hand, it is well known that the existence of the nonlinearities is the cause of the performance deterioration or even instability of the practical control systems. Note that the nonlinearities may occur in a probabilistic way that probably in the cases of intermittent network congestion or tracking high-speed moving targets [24] . So far, the so-called stochastic nonlinearities and the network-induced phenomena have been considered simultaneously [18] , [24] - [26] . To be specific, in [24] , a filtering method has been given with stochastic nonlinearities and multiple fading measurements. In [25] , a distributed filtering problem has been studied with both randomly occurring nonlinearities and missing measurements. In [26] , a state estimator has been proposed with stochastic nonlinearities, fading measurements and correlated noises together. In [27] , considering a neural network system subject to randomly occurring sensor nonlinearity, the non-fragile state estimator has been designed. Regarding to time-varying systems, a new H ∞ consensus filtering has been developed with stochastic nonlinearities and multiple missing measurements in [28] . A distributed filter has been developed with stochastic nonlinearities and sensor degradation in [29] . It is worth mention that, compared to the existing results on the state estimation problem with incomplete measurements for integer-order systems, the corresponding results for nonlinear fractional-order systems have not received sufficient concern due probably to the non-Markovian processes, mathematical complexities and difficulties, not to mention the case where the stochastic nonlinearities and missing measurements are also involved.
Inspired by the above discussions, we consider the fractional-order filtering with missing measurements and stochastic nonlinearities simultaneously. Nevertheless, the addressed problem is a non-trivial one with the following difficulties: (i) how to construct a recursive state estimator for the addressed nonlinear fractional-order system with non-Markovian properties; (ii) how to effectively deal with the impact of the missing measurements and stochastic nonlinearities on the estimation performance; (iii) how to mathematically analyze the stochastic stability and convergence of the proposed state estimator. Accordingly, the main novelties of this paper are summarized as follows: 1) the considered system is realistic that involves nonlinear fractional-order dynamics, stochastic nonlinearities, and incomplete measurements simultaneously; 2) a robust fractional-order unscented Kalman filter (RFUKF) is designed, which can include the integer-order UKF as a special case; 3) the stochastic stability and convergence of the proposed RFUKF are analyzed.
The organization of this paper is as follows. In Section II, a general state-space equations of the considered nonlinear fractional-order system are given. The proposed RFUKF is formulated in Section III. In Section IV, the stochastic stability and convergence on the RFUKF are given. In Section V, the effectiveness of the robust state estimation algorithm is verified by two numerical examples. Finally, Section VI concludes the paper.
Notations. The notations are standard mathematical notations in this paper. R n represents the n -dimensional Euclidean space. R n×m stands for the set of all n × m matrices. I is the identity matrix with appropriate dimensions. tr (·) represents the trace of a matrix. ρ (A) and λ max {A} stand for the spectral radius and the maximum eigenvalue value of matrix A. E {x} means the expectation of random variable x. P T represents the transpose of matrix P. diag {x 1 , x x , · · · , x m } stands for a block-diagonal matrix with matrices {x 1 , x x , · · · , x m } on the diagonal.
II. PROBLEM FORMULATION
Among several fractional-order differentiation definitions, Grünwald-Letnikov derivative is widely applied in control systems and is defined as follows:
where represents the operator of fractional-order system; n, h and k indicate the fractional order, the sampling interval and the sampling number, respectively.
The coefficients n j can be obtained by the following equation:
While n > 0, the equation (1) represents the discrete derivative equivalent, and while n < 0 it is a discrete integration equivalent, and n = 0 it is the original function. Accordingly, a nonlinear fractional-order system with stochastic nonlinearity can be given in the state-space form as follows:
represents the noise of the state equation. f (·) is a nonlinear function, which is assumed to be continuously differentiable.
(·) represents the stochastic nonlinearity. Remark 1: As is well known, integer-order system is usually regarded as a Markovian process, and its current state is only related to the previous state. However, it is worth to point out that, due to the existence of fractional differential operator in (4), the current state is related to all previous states for fractional-order system, which is a non-Markovian process.
In some practical situations, such as network computing systems and navigation systems, random faults, unexpected loss of some measurements or inaccessibility of data in a certain time lead to the absence of measurements information on the state. In this paper, the system measurements are assumed to be either completely received or lost, and the measurements missing rates are represented by a class of independent Bernoulli random variable sequences. The measurement model is specified as follows: In order to solve the estimation problem of the model (4) and (5), the following assumptions are assumed:
Meanwhile, x 0 is independent of the process noise ω k and the observation noise ν k .
• the noises ω k and ν k are zero-mean white sequences with known covariance matrices,
• The disturbance signals µ k , η k , ω k and ν k are assumed to be uncorrelated with each other. Remark 2: The assumptions (6)-(8) of the stochastic nonlinearities have gained much attention in the problem of state estimation for integer-order systems with engineering significance [24] , [26] , [28] . As pointed out in [28] , these descriptions of stochastic nonlinearities can contain numerous cases. Therefore, in this paper, the phenomenon of the stochastic nonlinearities are considered in the system model (3) and (5), which are modeled by the functions (·) and (·) respectively.
Remark 3: Although the conventional FKF, FEKF, and FUKF algorithms have been developed for state estimation, however, it is generally considered that the measurements are completely received. Furthermore, in order to make the considered system more realistic and the estimator more robust, the stochastic nonlinearities in the nonlinear fractional system (3) and (5) are taken into account. In this paper, we are particularly concerned with the discrete-time nonlinear fractional-order system with incomplete measurements and stochastic nonlinearities, and the modified fractional unscented Kalman filter is developed. The design difficulties lie in that how to handle the nonlinear fractional-order equations, the missing measurements and the stochastic nonlinearities, simultaneously.
III. MAIN RESULTS
In this paper, due to precisely estimate the state of a nonlinear fractional-order system with stochastic nonlinearities and missing measurements, a modified fractional-order unscented Kalman filter is designed.
The proposed RFUKF is based on the unscented transformation method, which includes prediction and update steps. In the prediction step, firstly, choose a set of 2n x + 1 weighted points (sigma points) χ i,k|k , i = 0, 1, · · · , 2n x , then transform the sigma points through the state function in (3) to approximate the statistics of ϒ x k given
Then, in the update step, when new measurement arrives, calculate the state estimationx k|k and covariance matrix P k|k .
(1) Prediction step: The 2n x + 1 sigma points χ i,k−1|k−1 , i = 0, 1, · · · , 2n x are given as follows
where κ = n α 2 − 1 is a tuning factor, α is normally set to 1e − 4 α 1. β is a constant determined by the prior state knowledge.
The corresponding weights W
stand for the mean and the covariance, respectively.
Each sigma point is transformed through the process model (3), and it follows that
According to the assumptions in [10] , the predicted statê x k|k−1 and covariance P k|k−1 can be calculated aŝ
(2) Update step: Then, in order to calculate the statistics of y k given Y k−1 . The following new sigma points
And their corresponding weights are the same with (12)- (14) . Transform the sigma points in (20)-(22) through the measurement model (5) . Meanwhile, the impact of missing measurements on the performance of state estimation needs to be considered. Then, the predictionŷ k|k−1 is given as
The corresponding covariance matrices P yy,k|k−1 and P xy,k|k−1 are calculated as
The Kalman filter gain can be given as
Then, the state estimationx k|k and covariance matrix P k|k can be calculated aŝ
Remark 4: Note that, during the design process of RFUKF, unscented transformation method have been used instead of linearization. In order to deal with the missing measurements and stochastic nonlinearities, firstly, the one-step state predictorx k|k−1 and covariance P k|k−1 have been obtained by calculating the ϒx k|k−1 , P k|k−1 , and P x k|k−1 in (15)-(17) through sigma points χ i,k−1|k−1 , i = 0, 1, · · · , 2n x . Then, by calculatingŷ k|k−1 , P yy,k|k−1 , and P xy,k|k−1 in (24)-(26) through sigma points χ i,k|k−1 , i = 0, 1, · · · , 2n x , the state estimationx k|k and covariance matrix P k|k can be obtained. It is worth to mention that the prediction covariance matrix P k|k−1 in (19) is also decided by the previous covariance matrices k j=1 ϒ j P k−j|k−j ϒ j , which constitutes the major difference from the integer-order UKF.
Remark 5: For the addressed nonlinear fractional-order system with missing measurements and stochastic nonlinearities, we have constructed the state estimator as in (27)- (29) . The probability of the measurements missing rates has been used in (23) to compensate the effect of missing measurements. Moreover, the information of the stochastic nonlinearities have been considered in (16) and (25) to improve the estimation performance. From this point of view, the proposed state estimator has certain robustness against the missing measurements and stochastic nonlinearities. On the other hand, the proposed RFUKF in this paper is more general. It should be mention that the UKF can be considered as an exceptional case of RFUKF when the fractional orders are all set as zero.
IV. RFUKF CONVERGENCE AND STABILITY ANALYSIS
In order to analyze the convergence and stability of RFUKF, the state estimation error and the prediction error are define asx k|k = x k −x k|k andx k|k−1 = x k −x k|k−1 , respectively. The following lemmas are given.
Lemma 1 [30] : If both A and B are symmetric positive definite matrices, then
Lemma 2: Suppose θ is a scalar, for any two vectors x and y, the following inequality
Lemma 3: For an arbitrary square matrix A, the following inequality is satisfied
where ρ (A) stands for the spectral radius of matrix A. Lemma 4: For any matrices M and G with dimensions n × m and any symmetric positive definite quadratic matrix P = P T > 0 with dimension n × m, the following equation holds:
where ε is a positive constant.
By using Taylor series expansion aroundx k−1|k−1 , ϒ x k can be written as follows
Similarly, ϒx k|k−1 can be written as follows [15] , [16] .
By using (34) and (35), we can get the following equation [19] , [20] ,
the higher order term of Taylor series expansion, which can be converted to,
where B k−1 and D k−1 represent known problem-dependent scaling matrix and tuning matrix, and 1,k−1 is an unknown time-varying matrix stands for the linearization errors that satisfies 1,k−1 T 1,k−1 I . Furthermorex k|k−1 can be written as
For practical implementation, the number of samples is reduced to N predetermined samples, where N is the number of samples called memory length. It follows from (38) that,
Remark 6: As the elements of ϒ j converge to zero for j → ∞, the former estimations can be ignored in the prediction equations. Then only a fixed number N of previous estimations need to be saved. Therefore, the algorithm can be implemented on a computer with limited memory [31] .
The prediction error covariance matrix P k|k−1 is derived as follows
In the same way, we defineỹ k|k = y k −ŷ k|k andỹ k|k−1 = y k − y k|k−1 , respectively. Employing the Taylor series expansion, linearize h (x k ) aroundx k|k−1 .
, E k and F k are problem-dependent scaling matrix and tuning matrix, and 2,k−1 is an unknown time-varying matrix stands for the linearization errors. And the following inequality is satisfied 2,k T 2,k I . Then P yy,k|k−1 and P xy,k|k−1 can be reformulated as follows,
Then the filter gain K k can be obtained as
According to (4) and (28) , the estimation error is as follows,
The estimation error covariance matrix P k|k is derived as follows,
Theorem 1: There are real constants c min , e min , ε min , f min , χ min , such that the following bounds on various matrices are satisfied for every k 0:
(cmin+eminε2,minfmin) I < χ min I <¯ k , then the estimation error covariance P k|k is bounded.
Proof: According to (29) , (40) and (44), we rearrange P k|k as (47), as shown at the bottom of the next page.
By defining the following matrix A and B, respectively, and use Lemma 1 to the inverse term in the (47), as shown at the bottom of the next page.
We can get the following inequality
And according to Lemma 2, notice that the following inequality is satisfied
According to Lemma 3, the inequality (50) is satisfied (n x is the dimension of the state), as shown in the bottom of next page.
Suppose that the condition χ min > (1+θ)n x 
Therefore the estimation error covariance P k|k is bounded. This completes the proof. I < χ min I < k , RFUKF is convergent because its estimation error covariance is bounded.
Lemma 5: Suppose ξ k is the stochastic process, and a stochastic process V (ξ k ) as well as real numbers υ min > 0, υ max > 0, ρ > 0 and 0 < κ ≤ 1, such that ∀k, the stochastic process V (ξ k ) satisfies
Then the stochastic process ξ k is bounded in mean square, i.e.,
Theorem 2: Considering the nonlinear fractional-order system described by (3) and (5), it is assumed that the linearized forms satisfy the condition of uniform observable. Assume that for k > 0, there are real numbers a min , a max , b min , b max , c min , c max , d min , d max , e min , e max , f min , f max , ε 1 min , ε 1 max , ε 2 min , ε 2 max , q min , q max , r min , r max , χ max , χ min , P min , P max , τ min , τ max , a 1 and σ , such that the following bounds are fulfilled:
Then the estimation error is bounded in mean square. In order to simplify the calculation, define M k and A k (see equations at the bottom of the page)
Proof: consider the candidate Lyapunov function as follows,
According to the conditions, we have
where υ min = 1 P max , υ max = 1 P min + a 1 N j=1 jλ max T j . According to (45), we havẽ
Then, the first term of Lyapunov function defined in (55) can be obtained as (58), as shown at the bottom of this page.
Therefore, according to (55), (58) and V x k|k , the Lyapunov function V is rewritten as follows
Define κV x k|k as follows,
By using Lemma 4, the following inequality is obtained,
By using Chebyshevs inequality lemma, we can get
Define X k as follows
Since τ T j M k τ j (j = 1, · · · N ) is symmetric and positive semi-definite, by using Rayleigh and Amir-Moez
inequalities [15] , we have
Consider the condition in the Theorem 2, we have X k < 0. Therefore, according to (62), κ > 0.
Subtract the term V x k|k from (62), we have
Then we can get 0 < κ 1. Combing (40) and (44), the filter gain K k can be rewritten as (66), as shown at the bottom of this page.
According to Theorem 1, the following inequalities are obtained,
Using (67) and (68), then the inequality (69), as shown at the bottom of this page, is satisfied. Meanwhile, it should be noted that, (70), as shown at the bottom of this page, is also satisfied.
Consider (59), (60) and (70), the following inequality is satisfied,
− κV x k|k According to Lemma 5, there is,
Thus, the Theorem 2 is proved.
min (c min + e min ε 2 min f min ) 2 (a min + b min ε 1 min d min ) 2 P min + ξ 2 min + q min + N τ 2 min P min + ζ 2 min + r min k max (69) 
V. SIMULATIONS
In this section, we provide numerical examples to verify the practicability and effectiveness of the RFUKF. Example 1: Consider the nonlinear fractional system with both stochastic nonlinearities and missing measurements as follows:
where the fractional order is n = 0.9, the initial state and covariance arex 0|0 = 0 and P 0|0 = I . The variances of ω k and ν k are Q = 0.8 and R = 0.1. λ k is a Bernouli random variable, and P(λ k ) = 0.95.
The stochastic nonlinearities (x k , µ k ) and (x k , η k ) are chosen as (x k , µ k ) = 0.06sign (x k ) x k µ k and (x k , η k ) = 0.15sign (x k ) x k η k . µ k and η k are uncorrelated Gaussian white noises with zero-mean and unity covariance. The simulation results between FEKF and the proposed RFUKF are shown in FIGUREs 1-3. FIGURE 1 shows the ideal received measurements and the actual measurements with missing. The black circles indicate the missing measurements. The trajectories of actual state x k and its estimationx k (RFUKF) andx k (FEKF) are depicted in FIGURE 2. FIGURE 3 is the mean square error (MSE) of RFUKF and FEKF, which shows that the MSE(RFUKF) stay bellow MSE(FEKF). The results show that the proposed method can estimate the actual state precisely even in the absence of measurements and stochastic nonlinearities. When compared the proposed RFUKF with FEKF, it can be seen that the performance of RFUKF is better. Example 2: Considering a multidimensional nonlinear fractional order system to verify the algorithm: where the fractional orders are n 1 = 0.01 and n 2 = 0.7. The initial statex 0|0 , the initial covariance P 0|0 and the vari- actual state x i,k , (i = 1, 2) and their estimationx i,k , (i = 1, 2)(RFUKF) andx i,k , (i = 1, 2)(FEKF) are depicted in FIGURES 5 and 6. The MSE between RFUKF and FEKF are shown in FIGURE 7 and FIGURE 8 , from which we can see that the MSE(RFUKF) is smaller than MSE(FEKF). Therefore, the results show that the proposed RFUKF can still gain accurate state estimation. According to the two simulations, it can be seen that the proposed RFUKF provides better results, and the system states can be estimated accurately even in the case of missing measurements and stochastic nonlinearities. This is due to the fact that, the information of the probability with the measurements missing rates and stochastic nonlinearities are considered in the state estimator designing. Meanwhile, the RFUKF uses the UT method instead of linearization by FEKF, which improves the estimation accuracy.
VI. CONCLUSION
This paper investigates the state estimation problem for a class of nonlinear fractional-order systems with multiple missing measurements and stochastic nonlinearities. The convergence and stability of the proposed RFUKF have also been analyzed. It is noted that the proposed state estimator in this paper is more general because the integer order UKF can be obtained as a special case when the fractional orders are all set as zero. Finally, the effectiveness of the proposed algorithm is illustrated through numerical simulations.
