In this paper we report the development of a new method for the evaluation of thin films mass thickness and composition based on the Energy Dispersive X-Ray Spectroscopy (EDS). The method exploits the theoretical calculation of the in-depth characteristic X-ray generation distribution function, ( ), in multilayer samples, obtained by the numerical solution of the electron transport equation, to achieve reliable measurements without the need of a reference sample and multiple voltages acquisitions. The electron transport model is derived from the Boltzmann transport equation and it exploits the most updated and reliable physical parameters in order to obtain an accurate description of the phenomenon. The method for the calculation of film mass thickness and composition is validated with benchmarks from standard techniques. In addition, a model uncertainty and sensitivity analysis is carried out and it indicates that the mass thickness accuracy is in the order of 10 / 2 , which is comparable to the nuclear standard techniques resolution. We show the technique peculiarities in one example measurement: two-dimensional mass thickness and composition profiles are obtained for a ultra-low density, high roughness, nanostructured film.
2.Reference-free mass thickness and composition evaluation
The aim of this work is to retrieve thin films mass thickness and composition , in a film-substrate geometry, from the EDS measurements, without the need of a reference sample and multiple voltages measurements. In the literature, the mass thickness determination is done through the measurements of the ratio of characteristic X-rays emitted from the multilayer sample with respect to a reference homogeneous sample, known as k-ratios ( = / or = / ), and from the knowledge of the in depth X-rays generation distribution ( ). In this work we propose to use a different approach based on the measurement of different ratios, called K-ratios, of film X-rays number over the substrate ones which enables, when the substrate composition , is known (which is a very common situation), to overcome the need of a reference sample (which is not always available). The method consist, by reference to Fig. 1a , in relating the K-ratios to the thin film mass thickness and composition , ; this is done through the following equation: Where , is the number of measured X-rays generated in the film by the -th element while , in the substrate by the -th element; and are the detector efficiencies at the X-rays energy of the -th and -th elements; , and , are the atomic fractions of -th and -th elements in the film and in the substrate, = /( ) is the attenuation coefficient ( is the angle of the detector with respect to the interface of the sample) and the subscripts refer respectively to the layer and the X-ray energy.
Thus, if the ( ) distributions are known, the equation (1) can be numerically solved to obtain, from measured Kratios, the film mass thickness and the film atomic composition ; the calculation of the in-depth X-ray generation is not straightforward because it depends on the complex physics of electrons multiple scattering with the additional problem of the multilayer geometry, which introduces strong perturbations to the ( ) curves with respect to the homogeneous, single layer, configuration. Fig. 1 . Scheme of the problem geometry. In (a) the characteristic X-rays emission and measurement is represented, while in (b) a sample electron trajectory is shown, with the variables that are used in the analytical treatment of the electron transport.
Consequently a theoretical approach should be used to describe the electron transport into multilayer samples and then to derive accurate ( ) functions; in particular we adopt a kinetic approach which is described in Section 2.1.
We also point out that the relation (1) is based on the spatial one dimensional approximation, namely that all the quantities depend only on the sample depth variable, which is valid in the cases where and , vary slowly with respect to the lateral distribution of X-ray generation ( ); we calculate this function in Section 2.2, with a hybrid fluid-kinetic approach, in order to retrieve the EDS measurements lateral resolution (1).
2.1.Electron transport model
The in-depth X-ray generation distribution ( ) can be calculated with a kinetic approach from the knowledge of the electron distribution function ( ⃗, ⃗, ), which solves the Boltzmann transport equation. We exploit the problem symmetries, by reference to Fig. 1b , to neglect the lateral spatial coordinates and ; then, if we express the momentum by the energy and the orientation, within the spherical coordinates, we can also neglect the azimuthal angle . In addition, it is useful to relate the time to the path travelled by an electron via its velocity. In these new coordinates the number of variables of the electron distribution function are thus reduced from 7 to 4: one spatial dimension, two momentum dimensions and one time variable, ( ⃗, ⃗, ) → ( , , , = ), where is the depth, the angle of the velocity with respect to the axis, the energy and the path travelled by the electron. Finally, it is more convenient to express the spatial variables in terms of the mass ones and we obtain ( , , , ). Accordingly, the ( ) function is calculated as an integration of the distribution function over all the variables except , with a weight function which represents the microscopic ionization cross section σ , multiplied by the fluorescence yield and the atoms number density:
Where is the Avogadro number and the atomic weight (in / units), is the initial electron energy, which corresponds to the accelerating voltage times the electron charge, in units, while is the electron mass range (calculated by an empirical relation or by stopping power integration [22] ) in / 2 units. Then ( ) has the units of 1/( / 2 ) and, considering that each energetic electron carries charge, we can also normalize the distribution to the electron gun current and express it in 1/( / 2 ) units. In order to make feasible the determination of via the Boltzmann transport equation, some useful assumptions can be exploited, in order to further simplify the equation:
1. The electrons collide with atoms in two decoupled ways: elastic and inelastic collisions 2. The elastic collisions, with atoms potential, make the electrons to change trajectories without affecting the electrons energy (we neglect the atom recoil energy) 3. The inelastic collisions, with atoms weakly bounded electrons, make the electrons to lose energy without affecting the trajectories (the momentum transfer is negligible with respect to elastic collisions) These assumptions are reasonable (for a detailed justification see [23] ) and they enable to separate the electron distribution function:
( , , , ) = ( , , ) ( , )
Including this relation in the Boltzmann equation and applying the variable separation method we obtain two coupled transport equations:
Where ⃗⃗ = ⃗/ and ∇ is gradient operator in the mass coordinates. From equation (4), expressing the integral of collisions and expanding in power series [19] , an equation which describes the elastic multiple scattering process can be derived:
Where is the mass transport mean free path, which is a functional of the differential elastic cross section ( , )/ :
The dependence of the transport mean free mass path on the depth variable is due to the multilayer geometry, so this parameter follows a piecewise trend along . It should be noted that the coupling between the two transport equation is mediated by the parameter because it is evaluated at the mean energy ̅ = ∫ ( , ) which is calculated from the solution of equation (5), which describes the electron energy loss process.
The energy transport problem could be solved with the continuous slowing down approximation (CSDA), which enables to express the energy with a biunivocal relation to the path; however this treatment oversimplifies the problem, where the electron energy spectrum broadens after few inelastic collisions and consequently the energy straggling plays an important role. Thus, in order to take into account the energy straggling we can express equation (5) with the following relation: Where is the initial electron energy, while ( , )/ is the differential inelastic scattering cross section which expresses the probability of an electron of energy to lose energy in an inelastic collision.
This transport equation is more easily solved numerically with the convolution method [24] , which consists in calculating the energy spectrum after a given path ∆( ), as the sum of the energy loss spectra due to inelastic collisions, multiplied for the related probability, given by the Poisson distribution. In detail, the treatment is based on the calculation of the mass inelastic mean free path:
And then calculating the mean number of inelastic collision in a given mass path length as = ∆( )/ . Thus, starting from a initial monoenergetic distribution, after collisions the energy spectrum will be given by the -fold convolution of the differential inelastic cross section:
And taking into account also the statistics of collision number, namely the Poisson distribution, we finally obtain the equation that describes the electron energy straggling:
It should be noted that this equation is coupled with the spatial transport equation (6) because of the multilayer geometry, which is addressed in detail in Section 2.3.
2.2.Spatial advection-diffusion model
As stated in the first part of Section 2.1, the described transport model enables to calculate the electron distribution function only on one spatial dimension, the sample depth; nevertheless, it is of high interest to retrieve informations about the electron radial distribution and, consequently, also the X-ray generation radial distribution, in order to evaluate the lateral EDS resolution. This is done by solving another differential equation which is obtained by a hybrid fluid-kinetic approach, considering the electrons as a fluid in cylindrical coordinates, with advection and diffusion coefficients, variable in space, which are retrieved from the and distributions of the kinetic approach. Accordingly, the electrons continuity equation in cylindrical coordinates can be stated as:
Where is the electron spatial distribution along the depth and the mass radius and ⃗ is the electron current which is spatial and path dependent.
The problem is then to retrieve and from the knowledge of . The net current along the depth direction depends on the angular distribution of electrons at a given depth and is derived as the projection of the distribution along the mass depth axis:
In this treatment we should also take into account the azimuthal angle distribution, which is uniform, in the calculation of the projection integral, however we neglect it for the sake of simplicity and also because the final result is not highly affected. It should be noted that in this treatment ( ) = ∫ ( 0 , , )
acts as a depthdependent advection term. On the other hand, the radial electron current is not due by advection, because the angular distribution is symmetric and ∫ ( − , , ) is equal to 0; consequently, the radial current is due to diffusion and is calculated by:
The term ∫ ( 0 , , ) = ( ) acts as a diffusion factor in the final form of the equation:
Once this advection-diffusion equation is solved it is possible to retrieve the radial distribution of X-rays generation which is the function needed for the estimation of the lateral spatial resolution of EDS measurements. Similarly to the ( ), it is obtained by an integration over all the variables except the radial one, with the ionization cross section multiplied for the fluorescence yield as the weight function:
Consequently, the radial resolution ̃ can be defined as the radius at which the X-ray intensity is reduced by a factor , namely (̃) = (0)/ . 
2.3.Numerical solution
The equation (6) and (11) are coupled and their solution is carried out numerically at the same time. The equation (6) is solved with an explicit finite difference scheme: a first order accuracy upwind Euler method on the axis and a centered second order accuracy scheme on the axis [25] .
The scheme is solved onto the grid x , with 80 x 40 cells over the ranges [0, ] x [0, ], with the following initial and boundary conditions:
The first condition is the initial one, where electrons are all at the surface point without angular dispersion; the meaning of the second condition is that there is not injection of new electrons at the surface after the initial 'time' (when = 0) , while it is possible to have electrons escaping from the surface at any 'time' ( ( , , ) ≠ 0 = 0 /2 < ≤ > 0); the third condition imposes that electrons distribution function vanishes at the electron range and the fourth condition expresses that the net distribution angular flux is null at the boundaries, because of the problem angular symmetry.
In order to assure stability to the method, some shrewdness must be carried out. In fact, the electron flow direction change in the axis in correspondence to the 2 ⁄ value and so also the direction of the finite derivative in the axis (first term on the right hand side of equation (6)) must change at that grid line.
In addition, it should be noticed that the second term of the right hand side of equation (6) plays the role of a diffusion term with a not-constant coefficient 1/ ( , ̅ ) in 'time' and space, which increases dramatically when the energy decreases, namely when increases; to assure stability to the explicit method we have to respect the Courant condition at each step, namely introducing a variable Δ( ) step which reduces in 'time'.
The solution in a multilayer geometry is accounted by changing with a piecewise function the value of the 1/ ( , ̅ ) coefficient along the axis. Nevertheless, if the jump discontinuity is too high, some instabilities can arise; for this reason we have expressed all the variables in the mass ones, in a way that the differences of film and subtrate densities do not contribute to this discontinuity and make the solution method stable.
The numerical solution of equation (11) is straightforward and is carried out over the energy grid, uniformly spaced by 0.05
. However it should be noted that in the film-substrate geometry we have to distinguish the energy distributions in the different layers, because of their different energy loss, and we have to evaluate the functions for each layer, namely in the film and in the substrate; in addition, it must be also considered that the flow of electrons from one layer to another one tend to mix the energy spectra. This phenomenon is taken into account calculating the fraction of electrons, and , respectively coming from the film to the substrate and from the substrate to the film at each path step:
We first calculate the unperturbed energy distributions in the film and the substrate, / 0 ; then we take into account the mixing phenomenon by averaging the film and substrate distributions by the fractions and :
Once the electron distribution, = , is calculated, it is possible to calculate the ( ) functions for both the film and the substrate with equation (2), remembering that also the microscopic ionization cross section and the fluorescence yield are described by piecewise functions.
As we can see from the example in Fig. 2a , the model enables to calculate in a theoretical way the perturbations in the ( ) functions in a multilayer geometry with respect to the single layer case. For example, in the shown case, the electron transport features change because of the jump discontinuity in the 1/ (ρ , ̅ ) coefficient at the interface; the diffusion coefficient is higher in the substrate than in the film, then the electrons tend to be more backscattered in the film by the substrate and thus the film electron density and ( ) distribution increases, with respect to the single layer case.
Finally, once the film mass thickness and composition is fixed, the knowledge of the ( ) functions in the filmsubstrate geometry can be used to simulate the values of the , ratios; the problem is then to minimize the difference between the calculated ratios with the measured ones by EDS, , , namely to minimize the chi squared factors: Two different algorithm can be used: the first one is based on the gradient descent algorithm [26] which consist in calculating the gradients of the simulated , ratios with respect to the mass thickness and composition and then to obtain, with a linear regression, the next-iteration values of mass thickness and composition; with few iteration this method enables to reach low values of 2 , and obtain a measurement of and , . The second algorithm consists in calculating the , ratios over a regular grid of mass thickness and composition, in order to obtain a , iper-surface; then an interpolation is used to retrieve the values of mass thickness and composition which minimize the 2 , . The first algorithm is more useful for a fast calculation of film mass thickness and composition in a standard single point measurement, while the second algorithm is necessary when we want to obtain a twodimensional mass thickness and composition mapping, as the case shown in Section 4.3.
Finally, for the spatial distribution problem, we can solve equation (15) in parallel to equation (6) and (11) with the same numerical method described for equation (6) , namely the upwind Euler method for the advection term and the centered second finite difference method for the diffusion term; the boundary conditions are straightforward and the initial condition on is given by the electron beam radial distribution. Thanks to this step it is possible to numerically retrieve the X-rays generation radial distribution function ( ) with equation (16) and to predict the radial resolution, as shown in Fig. 2b .
We implemented the whole model, consisting in the electron transport solution, in the ( ) and ( ) functions prediction and in the algorithm for the evaluation of film mass thickness and composition of film-substrate systems, in a MATLAB® application, which requires a low calculation time (a single measurement calculation runs in few minutes in a standard computer), called "EDs for areal Density & composItion Evaluation" (EDDIE).
3.Model physical parameters
The model described in Section 2 rely on a number of different physical parameters and, in order to obtain enough accurate outputs, namely the mass thickness and composition, they must be calculated with high precision models or database. In this section we describe the literature works that we have chosen to rely on, while in Section 4.1 we describe how the inaccuracy of these parameters reflects on the inaccuracy of the outputs with an uncertainty and sensitivity analysis.
3.1.Electron elastic scattering
As described in the Section 2, one of the more important physical input that enables to describe the electron multiple elastic scattering process is the transport mean free path, which appear in equation (6) .
We rely on the calculations based on the solution of the Dirac equation, in the approximation of 'static field', which means that the atomic electron density has spherical symmetry, and the differential cross section is evaluated with the relativistic Dirac-Hartree-Fock potential, that is considered the more reliable model for the atomic potential [27, 28] . The static field approximation is considered very reliable in this case, because the momentum transfer is higher for the collisions with the close bounded electrons; in this way, the solid state potential, which greatly varies from one material to another, can be neglected and the multiple scattering phenomenon is independent from the aggregation state.
The values of the transport mean free path calculated from the Dirac-Hartree-Fock differential cross section are tabulated in a recent NIST database [29] , that covers the primary electron energy range of 0.05 − 300 .
3.2.Electron inelastic scattering
The other crucial aspect of the model is the electron energy loss described by equation (11); so it is of great importance to have a reliable model for the differential inelastic cross section ∂σ ( , )/ ∂ . Some analytical model for the inelastic cross section exist, but only for quite simple systems, like Hydrogen or free electron gas [30] , and are nevertheless complex to calculate; thus, it seems to us reasonable to make use of a semiempirical model which combine a sufficient grade of accuracy with the possibility to obtain the differential inelastic cross section for any kind of material with low calculation time [31] .
3.3.X-rays generation, attenuation and detection
Finally, it is fundamental for the calculation of X-ray generation in the sample, to know the electron microscopic ionization cross section σ ( ) and the fluorescence yield factor , which appear in equation (2); and it is of equal importance to know the X-rays mass attenuation coefficient / and the detection efficiency , present in equation (1). We used a recent analytical formula for the ionization cross section [32] that approximate with 1% of error the theoretical ionization cross section calculated from the relativistic distorted-wave Born approximation (DWBA) which consistently account the effect of distortion of the projectile wavefunctions caused by the electrostatic atom field and the exchange effects which arise from the indistinguishability of the projectile and the target electrons. The resulting ionization cross sections have been compared to available experimental data, to other theoretical calculations and to empirical and semi-empirical formulas, showing that the DWBA provides a better description of recent measurements.
The fluorescence yield ω, defined as the probability that an ionized atom emits a characteristic X-ray, is given by empirical fits of experimental data in function of the atomic number and the ionized shell. Some reliable database exist that collect all these data [33, 34] , and we decided to use the more recent one. Nevertheless, some uncertainty still exists for low atomic number elements because the few experimental data obtained in that range quite differ from the tabulated data of the recent database [35, 36] ; we noticed that for ≤ 8 the older database values for fluorescence yield are more consistent with experimental data, for this reason we decided to integrate these values in the more recent database.
The X-rays mass attenuation coefficients / are tabulated for all elements over the energy range 0.05 -30 [37] and their values are considered very reliable because they are based on a large quantity of experimental data and established theoretical calculations.
The X-rays detection efficiency depends on the intrinsic detector energy response and the detector window transmittance; these quantities depends on the characteristic X-ray energy and are given by the detector manufacturer. 
4.Results and discussion
The model for the film mass thickness and composition evaluation, explained in Section 2 and 3, is subjected to an uncertainty and sensitivity analysis, in the first part of this section, with the objective of estimating the and , measurements error bars and to address the physical parameters which contribute more to the measurement uncertainty, in order to pave the way to further improvements.
In the second part the new technique is experimentally validated by the comparison of measurements with other standard and reliable techniques. We prepared some film-substrate samples and we measured the film mass thickness and compositions with standard techniques, namely the EDS for the composition measurements (carried out at 5 ) and the X-Ray Reflectometry (XRR) and standard weighting techniques for the mass thickness evaluation (see Section 6 for a description of the deposition and characterization techniques). The samples film and substrate compositions were chosen in order to cover a wide range of atomic numbers ( = 6, 7 , ratios were calculated from EDS measurements of the sample at different accelerating voltages; the measurement conditions were fixed to 120 acquisition time and we selected the lines for Carbon, Oxygen, Nitrogen and Silicon, while we used the sum of and lines for Molybdenum and line for Tungsten. Finally, we give in Section 4.3, a sample application of the technique: the mapping of mass thickness and composition of a nanostructured ultra-low density and high roughness film, which is difficult to characterize with standard techniques.
4.1.Uncertainty and sensitivity analysis
The technique uncertainty with respect to the physical parameters errors was investigated through an uncertainty and sensitivity analysis on the underlyng model.
Firstly we carry out the analysis through a Monte Carlo method [40] , using as inputs the experimental , ratios measured from Sample 1 at the accelerating voltages of 10, 20, 30 . We assume a gaussian distribution function on physical parameters errors, with reasonable standard deviation values assumed from the relative cited literature works and summarized in Table 1 , and a Poisson distribution on the , ratios error; then we extract at each Monte Carlo iteration a different value for each physical parameter following its error distribution, and we obtain different and , values at each iteration. With a sufficiently high number of iterations (in the shown case = 200) we achieve to find an uncertainty distribution on the output values and consequently we can estimate the standard deviation, namely the error bar.
From the results of Table 1 , it should be noted that higher accelerating voltage measurements has intrinsically a higher error value. Moreover, we carry out the output variance decomposition in order to determine which physical parameters contribute more to the output uncertainty. For example, in the case of Table 1 , the parameters that concur more to the mass thickness error are the inelastic scattering cross section, which decreases with voltage, the ionization cross section and the fluorescence yield, which increase with accelerating voltage; thus, to further improve the model, it should be increased the accuracy of these three parameters.
Moreover the Monte Carlo sensitivity analysis enables to estimate the linearity of the model with respect to the errors; in the overmentioned case, we see that this factor is always near 1 and we can reasonably conclude that the model error behaviour is quite linear. This useful result can be exploited to simplify the uncertainty analysis, in fact in the linear error models the partial derivative analysis can be carried out, which is simpler and faster to perform with respect to the Monte Carlo method. Thus, the error bars reported in Section 2.2 measurements are obtained with this method.
In order to confirm the results of the Monte Carlo variance decomposition we carry out the partial derivative variance decomposition also on Sample 2. The results, summarized in Table 2 , confirm that the errors increase with the measurement accelerating voltage; in addition it should be noted that also in this case the parameters which are more significant for the error generation are the inelastic cross section, the ionization cross section, the detector efficiency and the fluorescence yield. In addition, we see a strong correlation of the increasing uncertainty with the ionization cross section, as the Monte Carlo analysis highlights for the case of Sample 1. For this reason we expect that increasing, with new measurements and better models, the accuracy of the ionization cross section will result in a strong improvement of the new technique.
4.2.Benchmarks
As described in Section 2, the new method, in contrast to all the EMPA literature, overcome the need of a reference sample, once the substrate composition is known. All the measurements are consequently taken onto only the analysed samples, reducing automatically the number of EDS measurements by a factor 2.
In order to validate the technique reliability we made EDS measurements at many values of accelerating voltage for each sample and we collected the results in Fig. 3, 4 , 5. For the Samples 1, 2, 3 ( Fig. 3, 4) we used the XRR technique measurements as a benchmark thanks to its high precision and the data reported on the abscissa is the mass thickness, while for Sample 4 we used a standard weighting procedure, because the high roughness of this sample prevents the use of XRR, and the reported data in the abscissa is the density; because the new technique enables to retrieve the mass thickness, the density was calculated by = / , where the film thickness was measured with cross section SEM image.
All the measured samples prove that the new method mass thickness measurements agree with the benchmarks inside the error bars, calculated with the uncertainty analysis. We see that at low voltages measurements there is a correlation between the mass thickness and the accelerating voltage and we believe that it is caused by the effect of the inaccuracy of inelastic cross section at low energy values; this point is justified by the fact that at low voltages the sensitivity analysis shows a prevailing role in error generation by the this physical parameter (see Table 1 and 2). Nevertheless all the measurement fluctuations with respect to the accelerating voltage are all inside the error bars; accordingly, it is reasonable to state that the new technique can be used, at the limit, with only one accelerating voltage measurement, as opposed to the other existing commercial EMPA software which need many voltages to obtain accurate results. Fig. 3. Figure (a) shows the mass thickness of Sample 1 (Tungsten, 64 nm thick, film onto Molybdenum substrate), measured by our method (points in blue) at different accelerating voltages, and by the XRR (line in black). Figure (b) shows the mass thickness of Sample 2 (Carbon, 99 thick, film onto Silicon substrate), measured by our method (points in blue) at different accelerating voltages, and by the XRR (line in black). On the graphs the mean value obtained by our method, the mean value of its error bars, the value measured by XRR and its error are displayed. Fig. 4 . Figure (a) shows the mass thickness and figure (b) the composition of Sample 3 (Tungsten with Oxygen inclusions, 102 thick, film onto Molybdenum substrate), measured by our method (points in blue and orange) at different accelerating voltages, and by the XRR (line in black) and EDS (blue and orange dashed lines). On the figure (a) the mean value obtained by our method, the mean value of its error bars, the value measured by XRR and its error are displayed. Fig. 5 . Figure (1) shows the density and figure (b) the composition of Sample 4 (Tungsten with Nitrogen and Oxygen inclusions, 135 nm thick, film onto Molybdenum substrate), measured by our method (points in blue, orange and yellow) at different accelerating voltages, and by the standard weight measurement (line in black) and EDS (blue, orange and yellow dashed lines). On the figure (a) the mean value obtained by our method, the mean value of its error bars, the value measured by XRR and its error are displayed. Fig. 6 . Figure (a) shows a SEM image of a Carbon foam film; figure (b) shows the film mass thickness map and figure (c) the Carbon atomic fraction map retrieved with the EDDIE software in the measurement condition of 5 kV accelerating voltage and 300 nm pixel dimension. The spatial resolution is sufficient to highlight the high roughness feature of the film.
The mass thickness errors, calculated by the uncertainty analysis, show lower absolute values for the case of Sample 2 with respect to the other ones. This effect is probably caused by lower values of accelerating voltages used for Sample 2 characterization (as explained in Section 4.1, the error slowly increases with the accelerating voltages), and by the lower mass thickness of the film (lower by a 1/5 factor with respect to the other samples). In all the cases, the mass thickness errors are higher by at least of one order of magnitude with respect to XRR errors, but it should be taken into account that the method does not suffer from limitations due to film roughness, as for the case of Sample 4 which could not be characterized by XRR; in addition, our technique enables to retrieve at the same time the film composition, which is not determined by XRR.
Moreover, we point out that the error bars values lie in the range 2 − 20 /cm 2 , in all the shown cases. This value is comparable to the resolution of nuclear standard techniques (~ 10 /cm 2 ) as the Rutherford Backscattering Spectrometry (RBS) [38] and the Time Of Flight -Elastic Recoil Detection Analysis (TOF-ERDA) [39] .
Finally, it should be noted that the composition measurements of Sample 3 and 4 ( Fig. 4 and 5 ) are in agreement with the standard EDS composition measurement within few percentage points. Nevertheless, there are some little deviations from the benchmark for higher accelerating voltage values; the variance decomposition analysis (data not shown) indicates that, also in this case, the ionization cross section increases with the accelerating voltage and it is responsible for about the 50% of the error. In addition, we observe that the errors are higher for the Sample 4 with respect to Sample 3, probably for the higher number of elements in that film. Thus, we believe that the knowledge of the ionization cross section parameter should be enhanced in order to finely characterize the composition of films with a large number of elements.
4.3.Mass thickness and composition mapping: an example
In this section we give a sample application of the technique explained in Section 2 and 3: the mapping of mass thickness and composition of a nanostructured ultra-low density Carbon and Oxygen based film (called Carbon foam [41] ). The analysed film was deposited onto a Silicon substrate and has a mean density near 20 / 3 and a mean thickness of 5 with a very high roughness (± 3 over the lateral scale), which make this kind of material very difficult to characterize with standard techniques, as XRR or high sensitivity balances.
The capability of measuring EDS map from a surface over a grid was exploited to retrieve two-dimensional profiles of , ratios with a fixed accelerating voltage value (5 ) , which are used, through our method, to retrieve a film mass thickness and composition maps. Fig. 6 shows the mass thickness and composition measurements in comparison with the relative SEM image; it should be observed that the method enables to obtain a mass thickness map (with pixel dimension equal to 300 ) which is in agreement with the qualitative information given by the electron microscope image. The radial resolution ̃, estimated by the radial distribution equation (16), with beam diameter equal to 10 , is about 470 , which is comparable to the pixel dimension; as the mass thickness map highlights the film roughness features, we can consequently state that the radial resolution estimation is in agreement with the experimental data. In addition, we point out that, in general, the radial resolution depends largely on the electron initial energy and the film density; with proper conditions, as low accelerating voltage (< 10 ) and bulk density films (> 1 / 3 ) the radial resolution can reach much lower values, down to values limited by the electron beam diameter.
5.Conclusions
In conclusion, we have described a new method for the evaluation of thin films mass thickness and composition from EDS data, which is very appealing because it is non-destructive, it needs a common experimental apparatus, it has a high spatial resolution, it is not affected by film roughness and it does not need a reference sample. The method relies on a numerical solution of a simplification of the Boltzmann transport equation for electrons, based on reasonable assumptions. This theoretical approach enabled to calculate the ( ) function, which describes the distribution of Xray generation in the depth of the sample, also in a film-substrate geometry, with high accuracy. Thanks to this fact this method for the evaluation of mass thickness and composition does not need a reference sample and multiple voltages measurements, and the implemented software, called EDDIE, can run in standard computers in few minutes. We also point out that the derived method could be implemented in the future also in more complex geometries, for example in more than two layers samples, or with depth-dependent composition.
The method was validated with benchmarks characterized by standard techniques and an uncertainty and sensitivity analysis was carried out in order to estimate the errors relative to the mass thickness and composition. The analysis highlighted that the mass thickness measurement errors lie in the range 2 − 20 / 2 which is comparable to other nuclear standard techniques (as RBS and ERDA), while the sensitivity analysis indicated that the method accuracy could be strongly enhanced by increasing the accuracy of the electron ionization cross section and the electron inelastic cross section.
Finally, we have shown a peculiar application of the method: we obtained accurate mass thickness and composition maps of an ultra-low density nanostructured film, with a spatial resolution properly predicted from our model. Thanks to the shown peculiar capabilities of the technique and to its high accuracy, we believe that this new method should play a role as a new standard technique for mass thickness and composition determination.
6.Materials & methods: deposition and characterization techniques
The samples were produced by the deposition of thin films by the Pulsed Laser Deposition technique (PLD). For Samples 1, 3, 4 we used the second harmonic, = 532 , pulse of a Nd:YAG laser, duration 5-7 and repetition rate 10 , while for Sample 2 we used the fundamental, = 1054
; the beam was directed on a 2 Tungsten target, for Samples 1, 3, 4, and pyrolytic graphite target, for Sample 2, with 45° angle of incidence. The ablated species expanded from the target to a Silicon substrate distant 5 from the target, for Sample 2, and a Molybdenum substrate distant 7 from the target, for Samples 1, 3, 4, kept at room temperature, inside a home made vacuum chamber evacuated by a primary scroll pump and a turbo-molecular pump, reaching a base pressure of 10 −3 . The pulse energy and spot were varied for the different samples and the fluence on target was fixed at 11.3 / 2 for Samples 1, 3, 4 and 1.2 / 2 for Samples 2. We used two different gasses to fill the chamber, N2 and He; in particular, Sample 1 was produced in vacuum (10 −2 ), Sample 2 was produced with 20 of He, Sample 3 with 70 of He and Sample 4 with 5 of N2.
The ultra-low density Carbon foam film was deposited by the femtoseconds PLD technique which exploits the fundamental frequency, = 800
, of a Ti:Sa laser, duration 80 and repetition rate 1 . The laser pulses ablated a pyrolytic graphite target with 45° angle of incidence and a fluence of 0.16 / 2 and the ablated species were collected onto a Silicon substrate, distant 7 from the target, in an Ar gas atmosphere at 100 . The SEM cross section measurement and the composition EDS measurements were taken with a Zeiss Supra 40 field emission SEM in combination with an Oxford Instruments Si(Li) detector.
For the mass thickness benchmark measurements of Sample 1, 2, 3 we exploited the X-Ray Reflectometry technique (XRR), which consists of the collection of the reflected X-rays (reflected vector) from the sample originated by a monochromated X-ray beam (incident vector). Experimentally, this is achieved as follows. X-rays generated from a Cu source (40 , 0.9 ) are monochromated by a parabolic mirror to obtain a parallel X-ray beam of wavelength = 0.154 (Cu ). The incident X-ray beam is sized down to 6 × 0.1 , with the larger value in the transverse direction with respect to the beam axis, by slits to minimize spill-off from sample edges. The reflected X-rays are collected with a point Na:Tl solid state scintillator, with acceptance slits of 0.2 , to minimize the collection of scattered X-rays in non-reflection condition, positioned at a distance of 40 from the sample stage. Measurements are collected in a symmetric = 2 geometry, where is the angle between the incident X-rays and the sample plane and 2 is the angle between the sample plane and the detector, from Ω = 2Θ = 0° to Ω = 4°, 2Θ = 8° in steps Ω = 0.01° and (2Θ) = 0.02° with 2 or 10 collection time for each point. Data are fitting with MAUD software, which implements an algorithm based on matrix formalism model corrected by a Croce-Nevot factor. In particular, the electron density is obtained from the critical angle Θ , related to the critical vector . For Cu X-ray emission and are linked by the equation (Å −1 ) = 0.0375 √ (Å −3 ) [42] [43] [44] [45] [46] .
For the density benchmark measurement of Sample 4 a standard weighting procedure was made though a high precision balance and the density was calculated dividing the mass from the film volume.
