Statistical software often offers a list of various descriptive statistics of location and scale, but rarely selects an efficient estimate that is statistically adequate for an actual univariate sample. The sample interval estimate for a specified degree of uncertainty seems to be more meaningful if it covers an unknown value of the population parameter. The concept of an interval estimate in medicine is then used for medical decision- 
Introduction
The aim of the analysis of biochemical, biological and clinical data is the extraction of relevant information.
With the advent of computers and sophisticated analytical instruments, the evaluation and interpretation of results seems to be the main problem. Due to the wellknown fact that much experimental data in biochemistry exhibits a non-normal asymmetric distribution, classical analyses based on the assumption of normality cannot be employed; moreover, measurements are often corrupted by outliers. Tukey (1) has claimed that the techniques allowing the isolation of certain basic statistical features and patterns of data can be collectively named the exploratory data analysis (EDA). The EDA toolbox represents a collection of classical and computer-assisted parametric, non-parametric and function estimation methods for graphical visualization and data treatment (1) (2) (3) (4) (5) . After an exploratory data analysis, a confirmatory data analysis (CDA) delivers measures of how adequate a model is.
Data generally come from populations with an unknown probability distribution. The corresponding univariate population is characterized by (i) measures of the location or central tendency, (ii) the degree of the dispersion (or spread, scatter, scale, variability), and (iii) the shape parameters of distribution. As a large population of all possible measured quantities is rarely available, a representative random sample (or just sample) of a few quantities (or measurements, elements) is analyzed. The sample is characterized by information about the mean value of the sample elements and their variability around this sample mean. The main purpose of analysis is to draw inferences about a population from the study of samples.
The population parameters are estimated by statistics computed from data termed the point estimate.
The interval estimate gives a range of possible values of the population parameter with a pre-chosen probability. The interval estimate is more informative than the point estimate. Interval estimates can be used for testing of single hypotheses about population mean. If the assumption of normality is valid, the interval estimate for the mean, variance, and standard deviation may be computed very simply. The concept of an interval estimate, also called a reference interval in medicine, is based on determining a set of values within which some percentage, e.g. 95%, of the values of a particular analysed variable in a healthy population would fall. This interval is then used for medical decision-making. Recommendations on how to obtain such reference intervals have focused on the types of statistics best used to calculate such a reference interval (4) . However, the standard error of each of these intervals depends on the sample variance, which is sensitive to outliers. In the case of non-normal distribution, simple variance is obviously inflated and classic inter-val estimates are not applicable. When an exploratory data analysis (1) (2) (3) indicates that the sample distribution strongly differs from a normal one, the problem arises as to how to analyze such biochemical or medical data. Raw data may require re-expression to produce an informative display, an effective summary, or a straightforward analysis (6) (7) (8) (9) (10) (11) (12) . Difficulties may arise because the raw data have (i) a strong asymmetry, or (ii) no constant variance. Altering the distribution by use of e.g. data transformation may alleviate these problems.
This paper focuses on classical and robust estimates of parameters of location, scale and distribution shape. When the sample distribution is systematically skewed or exhibits a variance heterogeneity, power transformation or Box-Cox transformation can improve sample symmetry and also stabilize variance. The purpose of this paper is to propose an efficient methodology for the treatment of biochemical and clinical data treatment, and also to show the usefulness of robust statistical analysis for obtaining a good interval estimate, even with a small number of sample elements. The proposed methodology of univariate data treatment is demonstrated by the two case studies, determinations of the mean pregnenolone concentration in the umbilical blood of newborns and the mean haptoglobin concentration in human serum.
Theoretical

Point estimates of location and spread parameters
Location
Data are classically characterized by the sample arithmetic mean x and the sample variance s 2 . Assuming that data come from a symmetric distribution, characterized by the mean µ, the variance σ 2 , the skewness g 1 being equal to zero, and kurtosis g 2 , it can be proven that (Table 1) . For a rectangular (box type) distribution, an efficient estimate of location is the midsum x P defined by x P =(x (1) +x (n) )/2, where x (1) is the smallest and x (n) the largest element of an ordered sample. The variance of the midsum estimate for a rectangular distribution is defined by
, where the index R denotes the rectangular distribution. The variance of x P for the normal distribution is much higher.
Often the condition of constant variance in all sample elements is not maintained. If each x i has a normal distribution with variance σ i , the statistical weight is Tab. 1 Estimates of location and dispersion for a sample of size n from a population with normal distribution N(µ, σ 2 ).
Parameter Estimate Variance estimate Efficiency Estimate distribution
*) Explanation of terms efficiency and bias and symbols is described on the elementary level in the book [4] calculated as w i =1/σ i 2 . Instead of sample mean x , the weighted sample mean x w is computed from 
where The weight function W(u) is defined above and ∆(u) is a deviation function for which
Spread
Dispersion parameters describe the degree of dispersion, (scale, spread, variability or scatter) of the population elements. Range is a measure of spread which
represents the difference between the largest and the smallest values in the sample. Table 1 surveys the sample estimates of location and dispersion, with their variances, efficiency and distribution. Sample estimates are for sample size n, and the sample is drawn from a population with a normal distribution N(µ, σ 
The kurtosis characterizes the peakedness of the distribution near a modal value, and provides a picture of the shape of the distribution peak. For values of kurtosis greater than 3 the distribution has a sharper peak or longer tails than a normal distribution, while a flat shape is indicated for kurtosis values of less than 3. The moment estimate of kurtosis is defined by with its asymptotic variance D(ĝ 2 ) ≈ 24 n(n-1) 2 /[(n-2) (n-3)(n+3)(n+5)]. When the point estimate of any parameter is determined, the variance of the parameter must also be calculated. To achieve the same "precision" of estimates when less effective estimates are used, a greater number of measurements n should be used. To achieve the same parameter precision for data with normal distribution, for example, the calculation of median x M needs 1.6 times more measurements than the application of arithmetic mean x .
Interval estimates of location and spread parameters
A more meaningful statement than the point estimate is the confidence interval for population parameters. This includes the value of the population parameter within the interval limits, termed confidence limits, for a specified degree of assurance, called the confidence coefficient. Here, the confidence limits are random variables dependent on the sample.
The confidence interval is bounded by numerical values, the lower limit L L and the upper limit L U . It is expected that the confidence interval (L L , L U ) will include the unknown population parameter θ with preselected probability (1-α). The degree of trust associated with the confidence statement is called the confidence coefficient; it expresses the degree of statistical certainty (1-α) regarding the unknown population parameter θ, 
is referred to as a two-tailed interval, but one-tailed intervals may also be used in the biochemical laboratory. One-tailed confidence intervals can be left-side
Large samples, n>30
To find the confidence interval of the population mean of the normal distribution N(µ, σ), let x be the mean of a sample of n observations on a normally distributed random variable x with unknown mean µ and known variance σ 2 . The 100(1-α)% confidence interval L L, U for µ may then be found from
where u 1-α/2 is the 100(1-α/2)% quantile of the standardized normal distribution, (e.g., for α=0.05 u 0.975 =1.96 and L L, U =x ± 1.96 σ/ √ n).
Medium and small samples, n<30
In cases where the sample size n is not large enough, n<30 and the variance σ 2 is not known, the confidence limit for µ may be found, but using quantiles for a Student t-distribution instead of a normal one. The 100(1-α)% confidence limits L L, U are then given by
where ν=n-1 is the number of degrees of freedom, and t 1-α/2 (ν) is the 100(1-α/2)% quantile of the Student distribution.
The 100(1-α)% two-tailed confidence interval of the variance σ 2 is given by
where χ 2 1-α/2 (ν) is the upper and χ 2 α/2 (ν) the lower quantile of the χ 2 -distribution, and ν=n-1 is the number of degrees of freedom.
Analysis of small samples
The analysis of small samples is not reliable and results are usually rather uncertain. Small samples are used in cases when experiment repetition is expensive or scarcely possible.
For n=2, the statistical analysis is very difficult. If observations are close enough, then the arithmetic mean is calculated. If observations do not agree, it is not possible to say which is the outlier. The 100(1-α)% confidence interval of the mean µ may be calculated by the approximation
The critical value of T α depends on the distribution of the data population from which the two values are drawn. For a normal distribution it is T α =cotg(πα/2) and for α=0.05, T α is 12.71. For the rectangular distribution T α =1/α-1, i.e. for α=0.05 is T α =19 (14) . For n=3 it is also difficult to use statistical analysis. The calculation of the arithmetic mean x from two near observations is better than the use of the median from all three values. The 100 (1-α) % confidence interval of the mean µ is then calculated by the approximation
For a normal distribution, T α * ≈ 1/√ α-3√ α/4+…, and when α=0.05, T α * is 4.30. For a rectangular distribution T α *=5.74 (14) . For 4 ≤ n ≤ 20 a procedure based on order statistics was introduced by Horn (13, 15) . This is based on a depth which corresponds to the sample quartiles. The pivot depth is expressed by H L =int((n+1)/2)/2 or H L =int ((n+1)/2+1)/2 according to which H L is an integer. The lower pivot is x L =x (H) and the upper is x U =x (n+1-H) . The estimate of the parameter of location is then expressed by the pivot halfsum [14] and the estimate of the parameter of spread is expressed by the pivot range
has an approximately symmetrical distribution and its quan-tiles are given in Table 2 . The 95% confidence interval of the mean is expressed by pivot statistics as
.975 (n) [16] and analogously hypothesis testing may also be carried out. For small samples (4 ≤ n ≤ 20), the pivot statistics lead to more reliable results than do the application of Student's t-test or robust t-tests.
Experimental
Proposed procedure
Many statistical software packages offer a list of various point parameters of location and spread, but rarely help the user to choose the only parameter i.e. the best and efficient estimate, which is statistically adequate for an actual sample batch. Exploratory data analysis and an examination of sample assumptions will provide an answer to this question.
1st step: Exploratory data analysis
When no preliminary information about data is available, a full exploratory data analysis is applied (1-4): for a graphical visualization of data, the quantile plot, dot diagram and jitter -dot diagram, the box-and-whisker plot and the notched box-and-whisker plot are supported. Sample distribution (represented by the symmetry and tail lengths, skewness and kurtosis) is investigated by the midsum plot and the symmetry plot. Construction of an actual sample distribution, i.e. the estimation of the probability density function, is carried out by a kernel density estimator of the probability density function, and the quantile-quantile plot is used to compare the sample distribution with the theoretical ones.
2nd step: Sample assumptions
In the analysis of any new data batch, the basic assumptions about the sample are always examined using a check for sample homogeneity, a check for sample normality, a check for the independence of sample elements and a check for minimal sample size (16).
3rd step: Data transformations
In the analysis of the routine data, the sample distribution is taken to be known. Moreover, distribution is assumed to be normal and data elements to be homogeneous and independent -otherwise data transformation should be applied (4, 17) . Two procedures, power transformation and Box-Cox transformation, of the ADSTAT statistical systems (18) , search parameters of a simple power transformation and parameters of the normalized Box-Cox transformation of data. Using transformed data, the mean ȳ , the variance s 2 (y), the skewness ĝ (y), and the kurtosis ĝ 2 (y) are calculated. From these estimates, the re-expressed estimates of original variables x R , s 2 (x R ), and the 95% confidence interval of the re-expressed variable µ are then calculated (17, 18).
4th step: Classical and robust statistics
The estimates of the parameters of location, scale and shape are calculated:
(a) Large samples: parameters of location: When investigating the center of a variable, the main descriptors are the mean, median, mode, and trimmed mean. Other averages, such as the geometric mean and harmonic mean, have specialized uses. If the data come from a symmetrical, normal distribution, the mean, median, mode and trimmed mean are all equal. If the mean and median are very different, then most likely there are outliers in the data or the distribution is skewed. If this is the case, the median is probably a better measure of location. The mean is very sensitive to extreme values and can be seriously contaminated by just one outlying observation. The trimmed mean is more robust than the mean, but is more sensitive than the median. The re-expressed estimate x R of the power or Box-Cox transformation is one the most reliable estimates of the center.
(a) Large samples: parameters of spread: The next question is how closely the data fall about the center. There are numerous measures of variability: range, variance, standard deviation, interquantile range, pivot range, etc. All of these measures of spread or dispersion are affected by outliers to some degree, but some do much better than others. The standard deviation is one of the most popular measures of spread; unfortunately, it is greatly influenced by outliers and by the overall shape of the distribution. Robust alternatives are deviations based on the interquantile range.
(a) Large samples: parameters of shape: Skewness measures the direction and lack of symmetry. The more skewed a distribution is, the greater the need to employ a data transformation technique. Positive (15), this being based on the pivot halfsum and the pivot range.
Software used
The algorithm in S-Plus (19) was written for the creation of EDA diagnostic graphs and the computation of the quantile based characteristics of a sample distribution, and English version of ADSTAT software (18) with procedures for the estimation of sample location, scale and distribution shape was also used. The algorithm in S-Plus is available on request (18).
Illustrative Examples
The first case study using the proposed methodology runs on typical biochemical sample data, and illustrates the procedure of the statistical treatment of univariate data.
Case study 1. Determination of the pregnenolone concentrations in the umbilical blood of newborns
Low levels of free 5-ene steroids in umbilical blood and elevated levels of 5-ene steroid sulfates indicate a congenital sex-specific placental sulfatase insufficiency (20) . A delayed onset of labor, frequently linked to the necessity of intervention (21) together with relatively low birth weights, is the common symptom of the disease. A defect of recessive X-linked type, also called the "dry skin" disease, may have phenotypic consequences in later postnatal life (22) . The incidence of this disorder appears to be approximately one per 2000 male births (23) . An exact assessment of the mean value and of the variance of steroid levels in controls is necessary for the correct judgment of samples from patients. The levels of pregenolone were evaluated and this evaluation was chosen as an example of correct data analysis. Statistical assumptions should be tested on the group of umbilical blood samples from newborns using plots of an extended exploratory data analysis, and statistical tests of the basic assumptions. A reliable estimate of the mean pregnenolone value is to be enumerated. Solution 1. Descriptive statistics: NCSS2000 (24) statistical software for an actual sample batch calculates a survey of the parameters of location and spread for n=100 (for an explanation of the statistics see ref. 4): the arithmetic mean x = 80.6 nmol/l, the median x 0.5 =66.0 nmol/l, the geometric mean x g =61.8 nmol/l, the harmonic mean x h =46.4 nmol/l, the mode x M =107 nmol/l, and following trimmed means x (5%)=74.7 nmol/l with s(5%)=44.4 nmol/l and n(5%)=90, x (10%)=71.6 nmol/l with s(10%)=36.0 nmol/l and n(10%)=80, x (25%)=67.9 nmol/l with s(25%)=22.4 nmol/l and n(25%)=50, x (45%)=66.2 nmol/l with s(45%)=5.6 nmol/l and n(45%)=10. Survey of parameters of spread: the variance s 2 =3658.7, the standard deviation s=60.5 nmol/l, the unbiased standard deviation s=60.6 nmol/l, the interquantile range R F =70.0 nmol/l. Finally a survey of parameters of shape: the skewness ĝ 1 =1.57, the kurtosis ĝ 2 =6.06. As the numerical values of the arithmetic mean, median, mode and trimmed mean are very different, there are definitely outliers in the data or the distribution is strongly skewed. The median will probably be a better measure of location. On the basis of EDA, the investigator should select the most convenient parameter of location for the actual sample batch.
Tab. 3 Input data: Univariate sample of concentration of pregnenolone (nmol/l), n=100. 2. Exploratory data analysis is used for a graphical visualization of data: the quantile plot ( Figure 1) shows a strong deviation from a normal distribution, as the sample points do not fit a classic curve, and two outliers at high values are indicated. Both dot diagrams ( Figure 2 ) and the box-and-whisker plot (Figure 3 ) indicate five outliers at high values and an asymmetric, skewed distribution. In the midsum plot (Figure 4 ) and in the symmetry plot ( Figure 5 ) most sample points are outside the confidence limits, and both diagnostic plots indicate that the sample distribution is strongly skewed.
3. Sample distribution represented by symmetry, skewness and kurtosis is examined by two plots: the kernel density estimator of the probability density function ( Figure 6 ) indicates a skewed sample distribution with several outliers, while the Q-Q rankit plot ( Figure  7 ) checking a normal distribution does not exhibit close agreement of the sample points with a straight line.
The highest value of the correlation coefficient of the Q-Q rankit plot r=0.9951 is reached for exponential distribution.
The midsum Z Q and positive skewness S Q indicate a skewed distribution and the presence of outliers. The point estimate of skewness of 1.57 and kurtosis at 6.06 indicate that the sample distribution is strongly asymmetric with a slim and sharp peak and is definitely not normal.
4. Sample assumptions, (cf. pp. 78-82 in ref. 4 or 16) : applying an analysis of basic assumptions about data the following conclusions were arrived at:
(a) Examination for normality of sample distribution: a combined sample skewness and kurtosis test leads to Figure 6 shows the asymmetric distribution of the original sample data, and therefore the need for data transformation. In the case of the Box-Cox transformation the true mean value of the sample distribution and both asymmetric confidence limits L L and L U were calculated. From the plot of the logarithm of the likelihood function for the power transformation, the maximum on the curve was read from a graph at λ = 0.13, for the Box-Cox transformation the maximum of the curve is at λ = -2.32. For both transformations, the corresponding 95% confidence interval does not contain the exponent value λ=1, so both transformations are statistically significant.
Data transformations:
The measures of location, spread and shape for the original data, i.e. mean x = 80.6 nmol/l, standard deviation s(x)=60.5 nmol/l, skewness ĝ 1 (x)=1.57 and kurtosis ĝ 2 (x)=6.06 are outside statistical significance and may be taken as false estimates. Power transformation estimated the corrected mean value x R =64.2 nmol/l and the Box-Cox transformation the corrected mean value x R =65.8 nmol/l.
6. Classical and robust statistics (n=100): a survey of various point and interval estimates of location is given in Table 5 . It may be concluded that the assumption of normality is not fulfilled because of a skewed sample distribution shape, and that therefore the mean x and midsum x P cannot be used. The use of the robust estimate median is equivalent to excluding outliers from the sample. Both transformations lead to the statistically same value x R =65 nmol/l. This value is quite close to the median x 0.5 =66 nmol/l and the trimmed mean x (45%)=66.2 nmol/l. The M-estimate µ M =71 nmol/l is not far from the re-transformed means and median. The confidence interval of the power transformation
, and the power transformation estimate can thus be taken as more efficient.
Tab. 4 The quantile measures of location, spread and shape for pregnenolone concentration (nmol/l). . Thus, for the small sample the pivot technique is more suitable.
Conclusion
Biochemical data are often less than ideal, and do not fulfill all basic assumptions. Interactive data treatment by modules of the proposed algorithm in S-Plus enables the following steps:
(i) Exploratory data analysis identifies the basic statistical features and patterns of the data.
(ii) Sample distribution is examined by the symmetry and tail lengths, skewness and kurtosis.
(iii) Sample assumptions about the data concern the independence of sample elements, normality and sample homogeneity.
(iv) Data transformations enable power transformation and Box-Cox transformation, improving sample symmetry and also stabilizing the spread.
(v) Classical and robust statistics are calculated for large (n>30) and medium samples (15<n<30), while for small samples (4 ≤ n ≤ 20) the Horn procedure of pivot measures is recommended.
Acknowledgements
The financial support of the Grant Agency of the Czech Republic (Grant No 303/00/1559) is gratefully acknowledged.
