The algebraic structure behind the derivative nonlinear Schroedinger
  equation by Franca, G. S. et al.
The algebraic structure behind the derivative
nonlinear Schrödinger equation
G. S. Françaab?, J. F. Gomesb† and A. H. Zimermanb‡
aDepartment of Physics, Cornell University, Ithaca, NY, USA
bInstituto de Física Teórica—IFT/UNESP, São Paulo, SP, Brazil
Abstract
The Kaup-Newell (KN) hierarchy contains the derivative nonlinear Schrödinger
equation (DNLSE) amongst others interesting and important nonlinear integrable
equations. In this paper, a general higher grading affine algebraic construction
of integrable hierarchies is proposed and the KN hierarchy is established in terms
of a sˆ`2 Kac-Moody algebra and principal gradation. In this form, our spectral
problem is linear in the spectral parameter. The positive and negative flows are
derived, showing that some interesting physical models arise from the same algebraic
structure. For instance, the DNLSE is obtained as the second positive, while the
Mikhailov model as the first negative flows, respectively. The equivalence between
the latter and the massive Thirring model is explicitly demonstrated also. The
algebraic dressing method is employed to construct soliton solutions in a systematic
manner for all members of the hierarchy. Finally, the equivalence of the spectral
problem introduced in this paper with the usual one, which is quadratic in the
spectral parameter, is achieved by setting a particular automorphism of the affine
algebra, which maps the homogeneous into principal gradation.
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1 Introduction
The derivative nonlinear Schrödinger equation (DNLSE-I)
i∂tψ + ∂
2
xψ ± i∂x
(|ψ|2ψ) = 0 (1)
is a well known integrable model with interesting physical applications. In particular, it
describes nonlinear Alfvén waves in plasma physics [1, 2, 3, 4, 5, 6] and the propagation
of ultra-short pulses in nonlinear optics [7, 8, 9].
Equation (1), and also other related models that will be mentioned in the following,
has been extensively studied since a long time ago. Its inverse scattering transform (IST)
with a vanishing boundary condition (VBC), ψ → 0 as |x| → ∞, was first solved in [10].
Equation (1) is one of the nonlinear evolution equations comprising the Kaup-Newell (KN)
hierarchy.
The complete integrability of (1) and the hierarchy of Hamiltonian structures of the
KN hierarchy were constructed in [11]. Moreover, the Riemann-Hilbert problem was
considered as well as expansions over the squared solutions [11]. Bäcklund transformation
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for the KN hierarchy was obtained [12], and also a nonholonomic deformation of the
hierarchy was proposed [13]. A specific feature of these models is that they have a Lax
operator containing a quadratic power on the spectral parameter. More specifically, (1)
and its related models can be obtained from a zero-curvature representation where the
standard spectral problem is given by
Ax =
(
λ2 λq
λr −λ2
)
, (∂x + Ax) Ψ = 0, (2)
where q = q(x, t) and r = r(x, t) are the fields and λ is the complex spectral parameter.
Due to the quadratic power of λ the original form of the IST [14] has a divergent Cauchy
integral when |λ| → ∞. This is the main reason for introducing the revision in the IST
[10], through some weight functions that control such divergence. Let us recall that the
Zakharov-Shabat approach [14] was initially proposed to solve the Ablowitz-Kaup-Newell-
Segur (AKNS) spectral problem
Ax =
(
λ q
r −λ
)
. (3)
Another obvious difference worth mentioning is that in (2) the fields are associated to λ,
unlike (3). This implies in a higher grading construction from the algebraic formalism
point of view, contrary to the AKNS construction where the fields are in a zero grade
subspace.
For a nonvanishing boundary condition (NVBC), ψ → const. as |x| → ∞, an IST
approach was also proposed [15, 16], but it is a difficult procedure due to the appearance
of a double-valued function of λ and, therefore, the IST had to be developed on its
Riemann sheets. A more straightforward method introduces a convenient affine parameter
that avoids the construction of the Riemann sheets [17]. Recently, solutions with VBC
and also NVBC were constructed through Darboux/Bäcklund transformations yielding
explicit and useful formulas [18, 19]. These works are all based on operator (2) or the
revised form of the IST [10].
There are also two other known types of derivative nonlinear Schrödinger equations,
namely, the DNLSE-II [20]
i∂tψ + ∂
2
xψ ∓ 4i|ψ|2∂xψ = 0 (4)
and the DNLSE-III [21]
i∂tψ + ∂
2
xψ ± 4iψ2∂xψ∗ + 8|ψ|4ψ = 0. (5)
The gauge equivalence between (1), (4) and (5) was analyzed for the first time in [21] and
its Hamiltonian structures have also being extensively studied. (Regarding gauge equiv-
alent models see also [22].) A hierarchy containing (4) within the Sato-Wilson dressing
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formalism was also considered and it was shown that (4) can be reduced to the fourth
Painlevé equation [23].
The well known massive Thirring model
i∂xv −mu+ 2g|u|2v = 0,
i∂tu+mv − 2g|v|2u = 0,
(6)
was proved to be integrable and solved through the IST for the first time in [24] (see also
[25, 26]). The relation between (6) and (1) was also pointed out [11, 21]. We will show
this relation precisely through another model, arising naturally from the first negative
flow of the KN hierarchy, namely
∂x∂tϕ− ϕ∓ 2i|ϕ|2∂xϕ = 0. (7)
This relativistically invariant model has attracted attention only recently although it was
already proposed a long time [11, 21] and is known as the Mikhailov model. It is already
known that (7) is equivalent to (6) [11, 21]. Equation (7) was also called Fokas-Lenells
equation in recent works and its multi-soliton solutions were obtained through Hirota’s
bilinear method [27], where it was pointed out that they have essentially the same form
as those of (1) if one introduces the potential ψ = ∂xϕ and change the dispersion relation.
We will explain precisely the origin of this relation. Equation (7) was also referred as the
modified Pohlmeyer-Lund-Regge model [28] and it can be reduced to the third Painlevé
equation.
It is important to mention that there are matrix or multi-field generalizations of DNLS
and Thirring like models [29, 30, 31].
The integrable properties of (1), (4), (5) and (6), like their soliton solutions and Hamil-
tonian hierarchies, had already been thoroughly studied, specially in [10, 11, 21, 24]. Nev-
ertheless, these models, and more recently (7), continue to attract attention and they have
not being fully studied through more recent techniques. One of the approaches to obtain
soliton solutions is through the dressing method proposed in the pioneer paper [14], which
is connected to the Riemann-Hilbert problem. Another approach occurs in connection to
τ -functions and transformation groups [32], where solitons are obtained through vertex
operators. The precise relation between these two methods were established in [33] (see
also [34] for a thoroughly explanation) and it enables one to construct soliton solutions in
a purely affine algebraic manner. Thus we refer to this approach as the algebraic dressing
method.
Since then [33], there has been a significant development of affine algebraic techniques
[35, 36, 37, 38] relying on the algebraic structure underlying the equations of motion,
providing general and systematic methods. This algebraic approach is well understood for
models that fit into the AKNS construction, where the fields are associated to zero grade
operators. Nevertheless, there are some generalizations of this formalism, for instance,
the addition of fermionic fields to higher grading operators [39, 40] and a generalization of
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the dressing method to include NVBC for the AKNS construction [41, 42, 43]. Recently,
it was proposed a higher grading construction that includes the Wadati-Konno-Ichikawa
hierarchy and the algebraic dressing formalism was supplemented with reciprocal trans-
formations [44]. Following this line of though, it is important to embrace other known
integrable models into such algebraic formalism, to extend these techniques beyond the
AKNS scheme. This is accomplished here regarding the KN hierarchy. We introduce its
underlying algebraic structure and employ the algebraic dressing method to construct its
soliton solutions systematically. Through gauge transformations we also obtain solutions
of the other related models like (4), (5) and (6), for instance. An important remark is in
order. We construct these models starting from a spectral problem that is not quadratic
on the spectral parameter and it simplifies the procedure to construct the solutions. We
also prove that our construction is equivalent to the quadratic one (2).
Our work is thus organized as follows. In section 2 we introduce a general higher grad-
ing affine algebraic construction of integrable hierarchies. In section 3, when the algebra
Aˆ1 with principal gradation is chosen, this construction yields the KN hierarchy as a par-
ticular case, where (1) appears as the second positive and (7) as the first negative flows,
respectively. We introduce the explicit transformations relating equations (1), (4) and
(5). Furthermore, we propose a transformation that takes (7) to the Thirring model (6),
demonstrating their equivalence. In section 4 we employ the algebraic dressing method,
which along with representation theory of affine Lie algebras, provides a systematic con-
struction of the solutions for all the models within the KN hierarchy. We also obtain the
explicit solutions of the other mentioned models. In section 5 we prove the equivalence
between our construction, which is linear in λ, and the usual one (2). Finally, section 6
contains our concluding remarks. We refer the reader to the appendix A for the algebraic
concepts involved in this paper.
2 A general integrable hierarchy
Let Ĝ be a semi-simple Kac-Moody algebra with a grading operator Q. The algebra is
then decomposed into graded subspaces1
Ĝ =
∑
m∈Z
Ĝ(m), Ĝ(m) = {T na | [Q, T na ] = mT na }. (8)
The parentheses in the superscript of an operator denote its grade according to Q and
should not be confused with the affine index n without parentheses, which is the power
of the spectral parameter.
Let E(2) be a semi-simple element of grade two. Define the kernel, K, and image,M,
1See the appendix A for the algebraic concepts.
5
subspaces as follows
K ≡ {T na ∈ Ĝ | [E(2), T na ] = 0},
Ĝ = K ⊕M.
(9)
From the Jacobi identity we conclude that
[K,K] ⊂ K, [K,M] ⊂M, (10)
and we assume the symmetric space structure
[M,M] ⊂ K. (11)
Let F (1)[ϕ] ∈M(1) be the operator containing the fields of the models, i.e. choose all
generators of grade one inM,M(1) = {R(1)1 , . . . , R(1)r }, and take the linear combination
F (1)[ϕ] = ϕ1R
(1)
1 + · · ·+ ϕrR(1)r where ϕ = (ϕ1, . . . , ϕr) and ϕi = ϕi(x, t). Now we define
the integrable hierarchy of PDE’s starting from the zero curvature condition
∂xAt − ∂tAx + [Ax, At] = 0 (12)
with the potentials defined as follows
Ax ≡ E(2) + F (1)[ϕ], (13a)
At ≡
2N∑
m=−2M
D(m)[ϕ], (13b)
where N and M are arbitrary fixed positive integers that label each model within the
hierarchy and D(m)[ϕ] ∈ Ĝ(m).
Let us now show that with the algebraic structure defined by (13), the zero curvature
equation (12) can be solved nontrivially, yielding a PDE for each choice of N and M .
Note that (13a) is well defined and independent of N and M , therefore, we need to show
that each D(m) in (13b) can be uniquely determined in terms of the fields. Projecting
(12) into each graded subspace we obtain the following set of equations[
E(2), D(2N)
]
= 0 grade 2N + 2,[
E(2), D(2N−1)
]
+
[
F (1), D(2N)
]
= 0 grade 2N + 1,
∂xD
(2N) +
[
E(2), D(2N−2)
]
+
[
F (1), D(2N−1)
]
= 0 grade 2N,
...
∂xD
(2) +
[
E(2), D(0)
]
+
[
F (1), D(1)
]
= 0 grade 2,
∂xD
(1) − ∂tF (1) +
[
E(2), D(−1)
]
+
[
F (1), D(0)
]
= 0 grade 1, (14)
∂xD
(0) +
[
E(2), D(−2)
]
+
[
F (1), D(−1)
]
= 0 grade 0,
...
∂xD
(−2M+2) +
[
E(2), D(−2M)
]
+
[
F (1), D(−2M+1)
]
= 0 grade −2M + 2,
∂xD
(−2M+1) +
[
F (1), D(−2M)
]
= 0 grade −2M + 1,
∂xD
(−2M) = 0 grade −2M.
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These equations can be solved recursively, starting from grade 2N + 2 until grade 2 and
from grade −2M until grade zero. Each equation still splits into K andM components
according to (10) and (11). We also have the K component of the grade one equation as
a constraint. Thus each D(m) is determined in terms of the fields ϕ and, consequently,
the equations of motion are obtained from theM component of the grade one projection
∂xD
(1)
M − ∂tF (1) +
[
E(2), D
(−1)
M
]
+
[
F (1), D
(0)
K
]
= 0. (15)
The potential (13b) generates mixed flows [45]. If one is interested in positive flows
only, yielding the positive part of the hierarchy, one must restrict the sum as
At ≡
2N∑
m=1
D(m)[ϕ] (16)
and the equations of motion then simplify to
∂xD
(1)
M − ∂tF (1) = 0. (17)
For negative flows one must restrict the sum as
At ≡
−2N∑
m=0
D(m)[ϕ] (18)
and the equations of motion are then given by
∂tF
(1) −
[
E(2), D
(−1)
M
]
−
[
F (1), D
(0)
K
]
= 0. (19)
Therefore, we have shown that the hierarchy defined by (13) solves the zero curvature
equation (12). This construction is valid for an arbitrary graded affine Lie algebra Ĝ
and the hierarchy is defined through the choice of 〈Ĝ, Q,E(2)〉, leading to an immediate
algebraic classification. Each choice of positive integers N andM yields one mixed model.
For positive or negative flows the models are labeled by N only.
3 The Kaup-Newell hierarchy
Let us take the previous construction with the loop-algebra G˜ = A˜1 = {Hn, Enα, En−α}
and principal gradation Q = 1
2
H0 + 2dˆ, leading to the decomposition Ĝ(2m) = {Hm} and
Ĝ(2m+1) = {Emα , Em+1−α }. The semi-simple element is chosen as E(2) = H1 and then (9) is
given by
K(2m) = {Hm}, M(2m+1) = {Emα , Em+1−α }. (20)
The operator containing the fields must now have the form F (1) = q(x, t)E0α + r(x, t)E1−α
and (13) then reads
Ax = H
1 + qE0α + rE
1
−α, (21a)
At =
2N∑
m=1
D(m) or At =
−2N∑
m=0
D(m), (21b)
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where D(2m) = c2mHm and D(2m+1) = a2m+1Emα + b2m+1E
m+1
−α . The coefficients a2m+1,
b2m+1 and c2m will be determined in terms of the fields q and r by solving the zero
curvature equation, as explained previously in (14). The first equality in (21b) is valid
for the positive flows, while the second one for the negative flows.
Comment. If instead of the principal gradation one considers the homogeneous grada-
tion Q = dˆ, yielding Ĝ(m) = {Emα , Em−α, Hm}, and the semi-simple element E(2) = H2, we
obtain the following Lax pair for the KN hierarchy
Ax = H
2 + qE1α + rE
1
−α, (22a)
At =
2N∑
m=1
D(m) or At =
−2N∑
m=0
D(m), (22b)
where D(m) = amEmα + bmEm−α + cmHm. The operator (22a) is exactly the standard one
found in the literature (2) [10, 11, 21, 24] (see the matrix representation in appendix
A). With the construction (22) we obtain precisely the same equations of motion as the
construction (21), which will be derived in the sequel. Moreover, we will demonstrate the
equivalence between both constructions in section 5. Note, however, that (21a) does not
have a quadratic power on the spectral parameter, contrary to (22a). The convenience
of using (21a) appears clearly when constructing the solutions of the models within the
hierarchy.
3.1 Positive flows
The models within the positive part of the hierarchy are obtained from the zero curvature
equation [
∂x +H
1 + qE0α + rE
1
−α, ∂t +D
(2N) +D(2N−1) + · · ·+D(1)] = 0. (23)
For N = 1 we have the trivial equations ∂tq = ∂xq and ∂tr = ∂xr. For N = 2, after
solving each equation in (14), we get the following equations of motion
2∂tq + ∂
2
xq + ∂x
(
q2r
)
= 0, (24a)
2∂tr − ∂2xr + ∂x
(
qr2
)
= 0, (24b)
whose explicit Lax pair is given by
Ax = H
1 + qE0α + rE
1
−α, (25a)
At = H
2 + qE1α + rE
2
−α − 12qrH1 − 12
(
q2r + ∂xq
)
E0α − 12
(
qr2 − ∂xr
)
E1−α. (25b)
Taking (24) under the transformations x → ix, t → 2it, q = ψ and r = ±ψ∗, we obtain
precisely equation (1),
i∂tψ + ∂
2
xψ ± i∂x
(|ψ|2ψ) = 0. (26)
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Considering N = 3, and after solving (14), we obtain the model
4∂tq − ∂3xq − 3∂x (qr∂xq)− 32∂x
(
q3r2
)
= 0, (27a)
4∂tr − ∂3xr + 3∂x (qr∂xr)− 32∂x
(
q2r3
)
= 0, (27b)
together with its Lax pair
Ax = H
1 + qE0α + rE
1
−α, (28a)
At = H
3 + qE2α + rE
3
−α − 12qrH2 − 12
(
q2r + ∂xq
)
E1α
− 1
2
(
qr2 − ∂xr
)
E2−α +
1
4
(
r∂xq − q∂xr + 32q2r2
)
H1
+ 1
4
(
∂2xq + 3qr∂xq +
3
2
q3r2
)
E0α +
1
8
(
∂2xr − 3qr∂xr + 32q2r3
)
E1−α. (28b)
The system (27) under x→ ix, t→ −4it, q = ψ and r = ±ψ∗ becomes
∂tψ − ∂3xψ ∓ 3i∂x
(|ψ|2∂xψ)+ 32∂x (|ψ|4ψ) = 0. (29)
Continuing in this way for N = 4, 5, . . . one can obtain higher order nonlinear PDE’s.
3.2 Negative flows
The negative flows of the KN hierarchy are obtained from the zero curvature equation[
∂x +H
1 + qE0α + rE
1
−α, ∂t +D
(−2N) +D(−2N+1) + · · ·+D(0)] = 0. (30)
Taking N = 1, after solving (14), we obtain the following nonlocal field equations
1
4
∂tq −
∫ x
−∞
qdx′ + q
∫ x
−∞
qdx′
∫ x
−∞
rdx′ = 0, (31a)
1
4
∂tr −
∫ x
−∞
rdx′ − r
∫ x
−∞
qdx′
∫ x
−∞
rdx′ = 0. (31b)
These equations can be cast in a local form if we introduce new fields defined by
q ≡ ∂xφ, r ≡ ∂xρ, (32)
and then we obtain the relativistically invariant Mikhailov model [11, 21]
1
4
∂x∂tφ− φ+ φρ∂xφ = 0, (33a)
1
4
∂x∂tρ− ρ− φρ∂xρ = 0. (33b)
Its explicit Lax pair is given by
Ax = H
1 + ∂xφ1E
1
α + ∂xρE
1
−α, (34a)
At = H
−1 + 2φE−1α − 2ρE0−α + 2φρH0. (34b)
Taking (33) with x→ i
2
x, t→ − i
2
t, φ = ϕ and ρ = ±ϕ∗ we obtain exactly (7),
∂x∂tϕ− ϕ∓ 2i|ϕ|2∂xϕ = 0. (35)
This model can also be derived from the following Lagrangian
L = 1
2
(∂xϕ∂tϕ
∗ + ∂xϕ∗∂tϕ) + |ϕ|2 ∓ i2 |ϕ|2 (ϕ∂xϕ∗ − ϕ∗∂xϕ) . (36)
If one consider N = 2, 3, . . . it is possible to obtain higher order integro-differential
equations like (31).
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3.3 Relations between DNLS type equations
Let us now introduce the transformations connecting the three types of DNLS equations.
From (24) it immediately follows the continuity equation
∂t (qr) + ∂xj = 0, j =
1
2
(r∂xq − q∂xr) + 34 (qr)2 . (37)
Let us define new fields through the following gauge transformation2
q˜ ≡ −1
2
qecJ , r˜ ≡ 1
2
re−cJ , J ≡
∫ x
−∞
qrdx′, (38)
where c is a constant. Upon using (37) the equations of motion (24) can be written in
terms of these new fields, yielding
2∂tq˜ + ∂
2
xq˜ − Aq˜3r˜2 +Bq˜2∂xr˜ − C∂x
(
q˜2r˜
)
= 0, (39a)
2∂tr˜ − ∂2xr˜ + Aq˜2r˜3 +Br˜2∂xq˜ − C∂x
(
q˜r˜2
)
= 0, (39b)
where A = 8c (2c− 1), B = 4c and C = 4 (1− c). Note that in (39) we have a fifth
order nonlinearity and two types of derivative nonlinear terms. Let us use the same
transformation leading to equation (26), i.e. x → ix, t → 2it, q˜ = ψ˜ and r˜ = ±ψ˜∗. If
besides this we set c = 1
2
we obtain the equation (4),
i∂tψ˜ + ∂
2
xψ˜ ∓ 4i|ψ˜|2∂xψ˜ = 0. (40)
On the other hand, if we set c = 1 we obtain the equation (5),
i∂tψ˜ + ∂
2
xψ˜ ± 4iψ˜2∂xψ˜∗ + 8|ψ˜|4ψ˜ = 0. (41)
Therefore, the transformation (38) connects explicitly the three types of DNLS equations.
If one knows a solution of (24) it is possible to obtain a solution of (39), which in particular
yields solutions of (40) and (41).
3.4 The massive Thirring model
The massive Thirring model is obtained from the Lagrangian
L = Φ¯ (iγµ∂µ −m) Φ + g
2
JµJ
µ, Jµ = Φ¯γµΦ, (42)
where m is the mass, g is the coupling constant and
Φ =
(
u
v
)
, γ0 = γ0 = σ1 =
(
0 1
1 0
)
, γ1 = −γ1 = iσ2 =
(
0 1
−1 0
)
. (43)
The σi are the usual Pauli matrices and Φ¯ ≡ Φ†γ0. The equations of motion are then
given by
iγµ∂µΦ−mΦ + gJµγµΦ = 0, (44)
2It will be shown that, in fact, J is a local function.
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or written in component form and in the light cone coordinates x ≡ 1
2
(x1 + x0) and
t ≡ 1
2
(x1 − x0), we thus have
i∂xv −mu+ 2g|u|2v = 0, (45a)
i∂tu+mv − 2g|v|2u = 0. (45b)
An important conclusion pointed out in [26] is that the solutions of (45) cannot, in general,
correspond to solutions of the sine-Gordon model. However, as will be shown below, its
solutions can be obtained, in general, from the solutions of the model (35).
Consider (33) under the transformations x → − i
2
x, t → im2
2
t and φ = ϕ = ρ∗. Thus
we have the equation of motion given by
∂x∂tϕ = m
2ϕ− 2im2|ϕ|2∂xϕ, (46)
from which it follows the continuity equation
∂t|∂xϕ|2 = m2∂x|ϕ|2. (47)
Let us define new fields through the following relations
u ≡ 1√
2g
(∂xϕ) e
iJ , v ≡ − im√
2g
ϕeiJ , J ≡
∫ x
−∞
|∂x′ϕ|2dx′. (48)
Then, calculating ∂xv and also ∂tu, making use of (46) and (47), after writing the result
in terms of the fields u and v we get precisely the equations (45). Therefore, if ϕ is a
solution of (46), then (48) yields a solution of the Thirring model (45)3.
4 Dressing approach to the KN hierarchy
We now employ the algebraic dressing method [33] to construct soliton solutions for the
KN hierarchy, assuming q → 0 and r → 0 when |x| → ∞. To extract the fields in the
dressing formalism it is necessary to employ a highest weight representation of the algebra,
so we need the full Kac-Moody algebra Aˆ1 including the central term. Thus, consider the
Lax pair (21) but with Ax in the following slightly different form
Ax = H
1 + qE0α + rE
1
−α − (∂xν − 2tδN+1) cˆ, (49)
where ν is a function to be determined. Note that the central term does not change the
equations of motion, since it commutes with all other generators. The vacuum solution,
obtained by setting q → 0, r → 0 and ν → 0, is then given by
A¯x = H
1 + 2tδN+1,0cˆ, (50a)
A¯t = H
N , (50b)
3If we consider the same kind of transformation for both equations (33), without requiring ρ = φ∗,
and define χ1 ≡ 1√2g∂xφeiJ , χ2 ≡ 1√2g∂xρe−iJ , χ3 ≡ im√2gρe−iJ and χ4 ≡ − im√2gφeiJ , where J ≡∫ x
−∞ ∂x′φ∂x′ρdx
′, we obtain the four component Thirring like model considered in [31], equation (2.31).
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where N = 2, 3, . . . for the positive flows and N = −1,−2, . . . for the negative flows.
Note that (50a) remains the same for every model, unless for the central term, while
(50b) changes according to each model. The potentials (50) can still be written in the
pure gauge form A¯µ = −∂µΨ¯Ψ¯−1 with
Ψ¯ = e−H
1xe−H
N te−2xtδN+1,0cˆ. (51)
The idea of the dressing method is to obtain the general potentials Aµ, with a nontrivial
field configuration, out from the vacuum A¯µ, through the gauge transformations
Aµ = Θ±A¯µΘ−1± − ∂µΘ±Θ−1± . (52)
Furthermore, we have the gauge freedom Ψ → Ψ′ = Ψg where g is a constant group
element. Hence, the dressing operators must satisfy Θ+Ψ¯ = Θ−Ψ¯g, which is the Riemann-
Hilbert problem
Θ−1− Θ+ = Ψ¯gΨ¯
−1. (53)
Assuming a Gauss decomposition, the dressing operators can be further factorized as
Θ+ = e
A(0)eB
(1)
eB
(2)
. . . (54a)
Θ− = eB
(0)
eB
(−1)
eB
(−2)
. . . (54b)
where A(0) and B(m) are graded elements. According to the principal gradation, these
operators must have the following form
B(2m+1) = χ2m+1Emα + ψ2m+1Em+1−α , B(2m) = φ2mHm, (55)
where the fields χ2m+1, ψ2m+1 and φ2m are now our unknowns.
It is enough to consider (52) for the Lax operator Ax. Taking it first with the operator
Θ+, the projection into the grade zero subspace yields
A(0) = νcˆ. (56)
The projection into the grade one subspace yields qE0α + rE1−α = −∂xB(1), therefore
q = −∂xχ1, r = −∂xψ1. (57)
In this way, by considering higher grade projections we can determine all operators ap-
pearing in Θ+, but just relations (57) are enough for our purposes. Now let us consider
(52) with the operator Θ−. Taking the grade two projection we have
[
H1,B(0)] = 0,
therefore
B(0) = φ0H0. (58)
Note that we already have a central term in (56) so we do not need to include another
one in B(0). The field φ0 will be determined by the next lower grades. Considering the
grade one projection we obtain
q = −2χ−1e2φ0 , r = 2ψ−1e−2φ0 . (59)
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The grade zero projection gives one equation for φ−2, which we do not need, and also an
equation for φ0 which is then given by
φ0 = −12
∫ x
−∞
qrdx′. (60)
Let us point out some important facts that came out naturally from these approach.
Comparing (57) with (32) we see that the solutions of the first negative flow (33) are
given by
φ = −χ1, ρ = −ψ1, (61)
while the solutions of (24) contains an extra derivative (57). This explains why the
solutions of (26) are connected to those of (35) through the potential variable ψ = ∂xϕ
[27, 31]. Comparing (59) and (60) with the gauge transformation (38), we note that
the form of the transformation connecting the three types of DNLS equations are already
contained in the dressing operators. The same also applies to the relations (48). Moreover,
we see from (60) that J = −2φ0. Precisely for the case c = 1, corresponding to equation
(41), we have from (59) that q˜ = χ−1 and r˜ = ψ−1. For equations (39) and (45) we
need to include the arbitrary constants. The term e±iφ0 is precisely the weight function
introduced in the revised form of the IST [10].
4.1 Tau functions
We now introduce an important class of functions that contain the explicit space-time
dependence of the solutions. They are directly related to the fields χ2m+1, ψ2m+1 and
φ2m of (55) and, consequently, to the physical fields in the equations of motion through
the relations (57)–(61). Consider the highest weight states4 {|λ0〉, |λ1〉} and let us also
introduce the following notation for convenience5
|λ2〉 ≡ E−1α |λ0〉, |λ3〉 ≡ E0−α|λ1〉. (62)
The procedure to extract the fields in the dressing approach is to project the left hand
side of (53) between appropriate states. Thus we have
eν = 〈λ0|Θ−1− Θ+|λ0〉,
ψ1e
ν = 〈λ0|Θ−1− Θ+|λ2〉,
χ−1eν = −〈λ2|Θ−1− Θ+|λ0〉,
eν−φ0 = 〈λ1|Θ−1− Θ+|λ1〉,
χ1e
ν−φ0 = 〈λ1|Θ−1− Θ+|λ3〉,
ψ−1eν−φ0 = −〈λ3|Θ−1− Θ+|λ1〉.
(63)
Note that the right hand side of (53) contains the explicit space-time dependence through
(51), so we define the τ -functions as
τab ≡ 〈λa|Ψ¯gΨ¯−1|λb〉, (64)
4See the appendix A.
5These are not highest weight states of the algebra.
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where a, b = 0, 1, 2, 3. The τ -functions are classified according to the arbitrary group
element g. Combining the results of (63) and (64) we have
φ0 = ln
(
τ00
τ11
)
, ψ1 =
τ02
τ00
, χ1 =
τ13
τ11
, ψ−1 = −τ31
τ11
, χ−1 = −τ20
τ00
. (65)
From these relations we can express the solutions of all previous models in terms of τ -
functions, which can be algebraically calculated if we have an appropriate form for the
group element g. For instance, from (61) the solutions of (33) are expressed as
φ = −τ13
τ11
, ρ = −τ02
τ00
, (66)
while from (57) we have the solutions for the positive flows, like (24) and (27), given by
q = −∂x
(
τ13
τ11
)
, r = −∂x
(
τ02
τ00
)
. (67)
The integral appearing in the gauge transformations (38) can be obtained from (60)
yielding
J = 2 ln τ11
τ00
, (68)
showing that it is indeed a local function. Then, the solutions of (39) are given by
q˜ =
1
2
(
τ11
τ00
)2c
∂x
(
τ13
τ11
)
, r˜ = −1
2
(
τ00
τ11
)2c
∂x
(
τ02
τ00
)
. (69)
In particular, for equation (41) (c = 1) it is easier to use directly (59) thus
q˜ = −τ20
τ00
, r˜ = −τ31
τ11
. (70)
Recall that we must further impose the transformations x → ix, t → 2it, and τ31/τ11 =
± (τ20/τ00)∗. For the massive Thirring model (45) we obtain from (48) the following
solution
u = − 1√
2g
τ11
τ00
∂x
(
τ13
τ11
)
, v =
im√
2g
τ13
τ00
. (71)
We must further impose the transformations x → − i
2
x and t → im2
2
t in the space-time
dependence of the τ -functions and also τ02/τ00 = (τ13/τ11)
∗.
4.2 Vertex operators
In order to be able to evaluate (64) explicitly let us assume that g is given in the following
form [33, 35]
g ≡
n∏
j=1
exp (Γj) , Γj = Γ (κj) (72)
where Γj is a vertex operator depending on a complex parameter κj. Furthermore, let us
assume that the vertex operator satisfy an eigenvalue commutation relation with (50),[
Γj, A¯xx+ A¯tt
]
= ηj(x, t)Γj. (73)
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The function ηj encodes the dispersion relation. From (51) we then have
Ψ¯gΨ¯−1 =
n∏
j=1
Ψ¯ exp (Γj) Ψ¯
−1 =
n∏
j=1
exp
(
Ψ¯ΓjΨ¯
−1) = n∏
j=1
exp (eηjΓj) . (74)
The vertex operators satisfy the nilpotency property between the states, which eliminates
terms containing its powers, (Γj)
m for m ≥ 2, and truncates the exponential series in
(74). Therefore, the τ -functions (64) assume the following form
τab = 〈λa|
n∏
j=1
(
1 + eηj(x,t)Γj
) |λb〉. (75)
Let us now apply these general concepts to the KN hierarchy. Consider the following
two vertex operators
Γj ≡
∞∑
n=−∞
κ−nj E
n−1
α , Γ
′
j ≡
∞∑
n=−∞
κ−nj E
n
−α, (76)
which satisfy the following eigenvalue commutation relations with the vacuum (50)
[Γj, H
m] = −2κmj Γj,
[
Γ′j, H
m
]
= 2κmj Γ
′
j. (77)
The dispersion relations of the KN hierarchy are, therefore, given by
ηj = −2κjx− 2κNj t, η′j = 2κjx+ 2κNj t, (78)
where N is the integer labelling the respective flow, i.e. N = 2, 3, . . . for the positive
flows or N = −1,−2, . . . for the negative flows. Thus (78) explains the change in the
dispersion relation between models (35) and (26) [27].
4.3 Two vertices solution
Using a single vertex operator in (75) we get a non interesting simple exponential solution
with one of the fields vanishing, which corresponds to a linearization of the equations of
motion. The first nontrivial solution is obtained with two vertices in the form
g = exp (Γ1) exp (Γ
′
2) . (79)
Then, from (75) we obtain
τab = 〈λa|1 + Γ1eη1 + Γ′2eη
′
2 + Γ1Γ
′
2e
η1+η′2|λb〉. (80)
The matrix elements are calculated in appendix B, leading to the following τ -functions
τ00 = 1 +
κ2
(κ1 − κ2)2
eη1+η
′
2 , τ02 =
1
κ2
eη
′
2 , τ13 =
1
κ1
eη1 ,
τ11 = 1 +
κ1
(κ1 − κ2)2
eη1+η
′
2 , τ20 = e
η1 , τ31 = e
η′2 .
(81)
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Figure 1: Graphs of (82) and (83), corresponding to one-soliton solution of (35)
and (26) (with the first sign), respectively, for different values of κ = κR+iκI . Note
the peculiar feature of the first graph, where the soliton becomes wider when it
gets higher, contrary to the second graph that exhibits the usual soliton behaviour.
Replacing (81) in relations (66)–(71) we can obtain explicit one-soliton solutions for the
all the previous models considered in this paper. Let us also recall that we must pick the
right dispersion relation (78) for the corresponding flow N . For instance, from (66) we
have a solution of (33), that under the reduction x → i
2
x, t → − i
2
t and κ2 = κ∗1 = κ,
which is compatible with the choice φ = ρ∗ = ϕ, yields a solution of (35) with the minus
sign. Still writing κ = κR + iκI we have found
|ϕ|2 = (κ
2
R + κ
2
I)
−1
eθ
1− κR
2κ2I
eθ +
κ2R + κ
2
I
16κ4I
e2θ
, θ = −2κI
(
x− 1
κ2R + κ
2
I
t
)
. (82)
Using (67) we have a solution of (24), that with the appropriate reduction yields a solution
of (26) with the plus sign, whose square modulus reads
|ψ|2 = 4e
θ
1− κR
2κ2I
eθ +
κ2R + κ
2
I
16κ4I
e2θ
, θ = −4κI (x+ 4κRt) . (83)
Both functions (82) and (83) are, respectively, plotted in figure 1. The solution (82) has an
unusual behaviour, as can be seen from its graph. The soliton gets wider as its height and
velocity increases. This behaviour does not occur for (83) that shows the usual solitonic
profile.
From (71) we have the following one-soliton solution for the Thirring model (45)
u =
i√
2g
eη
∗
1 +
κ∗
(κ− κ∗)2 e
η+η∗
, v =
im√
2g
(κ∗)−1 eη
∗
1 +
κ
(κ− κ∗)2 e
η+η∗
, (84)
where η = −i (κx−m2κ−1t). Taking the square modulus of these solutions we obtain
exactly the behaviour of (82) for v and the behaviour of (83) for u, which are sketched in
figure 1. The formulas are almost identical.
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4.4 Four vertices solution
Let us consider a more complex solution by choosing the group element with four vertices
in the form
g = exp (Γ1) exp (Γ
′
2) exp (Γ3) exp (Γ
′
4) . (85)
We then calculate the τ -functions analogously to (80). After calculating the matrix ele-
ments, which are presented in appendix B, we obtain
τ00 = 〈λ0|1 + Γ1Γ′2eη1+η
′
2 + Γ1Γ
′
4e
η1+η′4 + Γ′2Γ3e
η′2+η3 + Γ3Γ
′
4e
η3+η′4
+ Γ1Γ
′
2Γ3Γ
′
4e
η1+η′2+η3+η
′
4|λ0〉, (86a)
τ11 = 〈λ1|1 + Γ1Γ′2eη1+η
′
2 + Γ1Γ
′
4e
η1+η′4 + Γ′2Γ3e
η′2+η3 + Γ3Γ
′
4e
η3+η′4
+ Γ1Γ
′
2Γ3Γ
′
4e
η1+η′2+η3+η
′
4|λ1〉, (86b)
τ02 = 〈λ0|Γ′2eη
′
2 + Γ′4e
η′4 + Γ′2Γ3Γ
′
4e
η′2+η3+η
′
4 + Γ1Γ
′
2Γ
′
4e
η1+η′2+η
′
4|λ2〉, (86c)
τ13 = 〈λ1|Γ1eη1 + Γ3eη3 + Γ1Γ′2Γ3eη1+η
′
2+η3 + Γ1Γ3Γ
′
4e
η1+η3+η′4|λ3〉, (86d)
τ20 = 〈λ2|Γ1eη1 + Γ3eη3 + Γ1Γ′2Γ3eη1+η
′
2+η3 + Γ1Γ3Γ
′
4e
η1+η3+η′4|λ0〉, (86e)
τ31 = 〈λ3|Γ′2eη
′
2 + Γ′4e
η′4 + Γ′2Γ3Γ
′
4e
η′2+η3+η
′
4 + Γ1Γ
′
2Γ
′
4e
η1+η′2+η
′
4|λ1〉. (86f)
Considering special transformations, for instance, κ1 = κ∗2 = κ and κ3 = κ∗4 = ζ one
obtains a two-soliton solution in the same way as (82)–(84). We will not write down
further explicit formulas but in figure 2 we show a graph of the two-soliton solution of the
Thirring model (45) obtained in this way from (71).
The one- and two-soliton solutions, given by (81) and (86), respectively, were explicitly
checked against the all the previous models mentioned in this paper, with the aid of
symbolic computation. We also want to stress that in spite of the technical difficulty, the
procedure to compute the τ -functions with n vertices is well defined and systematic.
5 Equivalent construction
The standard construction of the KN hierarchy is given by the following Lax operator,
with the homogeneous gradation [10, 11, 21, 24]
Ax = H
2 + qE1α + rE
1
−α =
(
λ2 λq
λr −λ2
)
, Q = dˆ = λ
d
dλ
. (87)
Given an affine Lie algebra Ĝ with generators T na , the conjugation by a group element h,
i.e. T na 7→ hT na h−1, is an automorphism since it preserves the commutator (93). Consider
the algebra Aˆ1 and let us define the following group element
h ≡ exp{−1
2
ln (λ)H0
}
, (88)
which yields the following mapping
hHnh−1 = Hn,
hcˆh−1 = cˆ,
hEnαh
−1 = En−1α ,
hdˆh−1 = dˆ+ 1
2
H0,
hEn−αh
−1 = En+1−α . (89)
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Figure 2: Graphs of solutions (71) involving four vertices. In the left column we
have ploted the time evolution of |u|2 and in the right column the time evolution
of |v|2. We have set the parameters as m = 1, g = 12 , κ2 = κ∗1 = κ = 1 + i and
κ4 = κ
∗
3 = ζ = 2 + 2i. The waves travel from right to left. Note that for |u|2 the
small soliton is faster than the largest one, while for |v|2 the higher soliton is faster.
Thus (87) is mapped into
Ax 7→ hAxh−1 = H2 + qE0α + rE2−α, Q 7→ hQh−1 = 12H0 + dˆ. (90)
If we now introduce a new spectral parameter ζ ≡ λ2, then ζ d
dζ
= 1
2
λ d
dλ
and by redefining
the operators in (90) with respect to the spectral parameter ζ, we map (87) into another
algebraic construction with principal gradation
Ax = H
2 + qE1α + rE
1
−α
=
λ2 λq
λr −λ2

Q = dˆ
h=e−1/2 lnλH
0
−−−−−−−−→
ζ=λ2

hAxh
−1 = H1 + qE0α + rE
1
−α
=
 ζ q
ζr −ζ

hQh−1 = 1
2
H0 + 2dˆ
(91)
Therefore, we have demonstrated the equivalence of the standard construction (22) and
the one proposed in this paper (21). We have introduced the construction (21) because
it is much simpler and natural to be treated under the dressing method than (87), and it
eliminates the spurious quadratic power of the spectral parameter that is responsible for
divergences in some complex integrals appearing in the IST.
Comment. It is possible to apply the method used in this paper to the homogeneous
construction (22) and the same relations (56)–(61) arises, but the vacuum (51) now stays
in the form
Ψ¯ = e−H
2xe−H
2N te−2xtδN+1,0cˆ. (92)
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The vertex operators (76) still statisfy the eigenvalue relations with this vacuum but are
not uniformely graded according to the homogeneous gradation. Moreover, to be able
to obtain the correct solution we must redefine the spectral parameter in (92) ζ ≡ λ2.
Therefore, the procedure does not occur in a natural way as in the case of principal
gradation and it is necessary to introduce some ingredients by hand.
6 Concluding remarks
The KN hierarchy was obtained from a higher grading affine algebraic construction with
the algebra Aˆ1 and principal gradation. In fact, we have proposed a general construction
that can generates novel integrable models if different affine Lie algebras are employed.
The results of this paper should extend naturally to these cases.
The main models within the KN hierarchy were derived. The DNLSE-I (26) arises
from the second positive flow, while the Mikhailov model (35) is obtained from the first
negative flow. The gauge transformation (38) connects the system (24) to (39), which in
particular yields relations between the three kinds of DNLS equations, namely, (26), (40)
and (41). Furthermore, we have demonstrated a general relation between the model (35)
and the massive Thirring model (45) through (48).
We developed the algebraic dressing method for the KN hierarchy and several relations
found previously in the literature emerges naturally. For instance, the form of the gauge
transformations linking the three DNLS equations and the precise connection between
the solutions of (35) and those of (26). Moreover, the weight function introduced in the
revised IST [10] also arises from the algebraic dressing method. We stress that this method
is general and systematic, and relies only on the algebraic structure of the hierarchy. The
solutions of all models considered in this paper were expressed in terms of τ -functions,
which can be systematically calculated through a vertex representation theory of the
algebra. We considered explicitly one- and two-soliton solutions. The solitons of the
model (35), given by (82), possess an unusual behaviour were its width increases with its
height, as shown in figure 1.
Finally, we demonstrated that our construction (21) is conjugate related to the usual
construction found in the literature (22). However, the dressing procedure applied to
our Lax pair (21) is greatly simplified compared to (22). Several works on VBC and
also NVBC are based on the standard Lax pair and the revised IST. We conclude that
these problems can be simplified if one considers our construction instead. We plan to
illustrate this fact more precisely regarding NVBC within the dressing formalism in a
future opportunity.
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A Algebraic concepts
Let G be a finite dimensional Lie algebra, with commutator [Ta, Tb] for Ta, Tb ∈ G and
with a symmetric bilinear Killing form 〈Ta|Tb〉. The infinite dimensional loop-algebra is
defined by G˜ ≡ G ⊗ C(λ, λ−1), i.e. Ta 7→ Ta ⊗ λn ≡ T na ∈ G˜ for n ∈ Z and λ is the so
called complex spectral parameter. Let us introduce the central term cˆ, that commutes
with every other generator, and also the derivative operator dˆ ≡ λ d
dλ
. The Kac-Moody
algebra is then defined by Ĝ ≡ G˜ ⊕ Ccˆ⊕ Cdˆ with commutator[
T na , T
m
b
] ≡ [Ta, Tb]⊗ λn+m + cˆnδn+m,0〈Ta|Tb〉. (93)
If we set cˆ = 0 we have the commutator for the loop-algebra G˜. For example, considering
the algebra A1 =
{
Eα, E−α, H
}
, where
[
Eα, E−α
]
= H and
[
H,E±α
]
= ±2E±α, we
have the Kac-Moody algebra Aˆ1 with generators
{
Enα, E
n
−α, H
n, cˆ, dˆ
}
and commutation
relations[
Hn, Hm
]
= 2nδn+m,0cˆ,[
Hn, Em±α
]
= ±2En+m±α ,
[
Enα, E
m
−α
]
= Hn+m + nδn+m,0cˆ,[
dˆ, T n
]
= nT n,
[
cˆ, T n
]
= 0, (94)
where T n ∈ {Hn, Enα, En−α}.
We can introduce a grading operator Q, that splits the algebra into graded subspaces
in the following way. For T na ∈ Ĝ, if [Q, T na ] = mT na for m ∈ Z, then Ĝ =
⊕
m∈Z Ĝ(m)
where Ĝ(m) = {T na | [Q, T na ] = mT na }. In the case of Ĝ = Aˆ1 the grading operator Q ≡ dˆ
(homogeneous) induces a natural gradation, Ĝ(m) = {Hm, Emα , Em−α}. For Q ≡ 12H0 + 2dˆ
(principal) we have Ĝ(2m+1) = {Emα , Em+1−α } and Ĝ(2m) = {Hm}. The operators cˆ and dˆ
have zero grade.
The highest weight states of the algebra is a set of states satisfying T na |λa〉 = 0, if T na
have grade higher than zero. Precisely for the case of Aˆ1, the highest weight states are
{|λ0〉, |λ1〉} and obey the following actions
En±α|λa〉 = 0 (n > 0),
Hn|λa〉 = 0 (n > 0),
H0|λ0〉 = 0,
H0|λ1〉 = |λ1〉,
E0α|λa〉 = 0,
cˆ|λa〉 = |λa〉,
(95)
where a = 0, 1. The adjoint relations are (Hn)† = H−n,
(
En±α
)†
= E−n∓α and cˆ† = cˆ.
A 2× 2 matrix representation of the Aˆ1 generators can be given as follows
Hn =
(
λn 0
0 −λn
)
, Enα =
(
0 λn
0 0
)
, En−α =
(
0 0
λn 0
)
, cˆ =
(
1 0
0 1
)
. (96)
B Matrix elements
The relevant states are |λ0〉, |λ1〉, |λ2〉 = E−1α |λ0〉 and |λ3〉 = E0−α|λ1〉. The vertices for
the KN hierarchy are
Γj =
∞∑
n=−∞
κ−nj E
n−1
α , Γ
′
j =
∞∑
n=−∞
κ−nj E
n
−α, (97)
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and satisfy the eigenvalue equations (77). We will write only the nonvanishing ma-
trix elements used in (80) and (86). The nilpotency property of the vertices reads
〈λa| (Γi)n |λb〉 = 〈λa| (Γ′i)n |λb〉 = 0 for n ≥ 2. In addition, any matrix element hav-
ing a power of a vertex vanishes, e.g. 〈λa| (Γi)2 Γ′j|λb〉 = 0. Another useful result is
that the number of Enα and Em−α in a matrix element must be balanced in pairs, e.g.
〈λa|ΓiΓ′j|λa〉 6= 0, while 〈λ0|ΓiΓ′j|λ2〉 = 〈λ0|ΓiΓ′jE−1α |λ0〉 = 0. Thus, the nonvanishing
matrix elements relevant for the solution with two vertices are
〈λ2|Γ1|λ0〉 = 1, (98)
〈λ1|Γ1|λ3〉 = 1
κ1
, (99)
〈λ0|Γ′2|λ2〉 =
1
κ2
, (100)
〈λ3|Γ′2|λ1〉 = 1, (101)
〈λ0|Γ1Γ′2|λ0〉 =
κ2
(κ1 − κ2)2
, (102)
〈λ1|Γ1Γ′2|λ1〉 =
κ1
(κ1 − κ2)2
. (103)
Note also that 〈λa|Γ′2Γ1|λa〉 = 〈λa|Γ1Γ′2|λa〉. Besides these elements, the nonvanishing
elements for the solution with four vertices are
〈λ0|Γ′2Γ3Γ′4|λ2〉 =
κ23 (κ2 − κ4)2
κ2κ4 (κ2 − κ3)2 (κ3 − κ4)2
, (104)
〈λ0|Γ1Γ′2Γ′4|λ2〉 =
κ21 (κ2 − κ4)2
κ2κ4 (κ1 − κ2)2 (κ1 − κ4)2
, (105)
〈λ1|Γ1Γ′2Γ3|λ3〉 =
κ22 (κ1 − κ3)2
κ1κ3 (κ1 − κ2)2 (κ2 − κ3)2
, (106)
〈λ1|Γ1Γ3Γ′4|λ3〉 =
κ24 (κ1 − κ3)2
κ1κ3 (κ1 − κ4)2 (κ3 − κ4)2
, (107)
〈λ2|Γ1Γ′2Γ3|λ0〉 =
κ2 (κ1 − κ3)2
(κ1 − κ2)2 (κ2 − κ3)2
, (108)
〈λ2|Γ1Γ3Γ′4|λ0〉 =
κ4 (κ1 − κ3)2
(κ1 − κ4)2 (κ3 − κ4)2
, (109)
〈λ3|Γ′2Γ3Γ′4|λ1〉 =
κ3 (κ2 − κ4)2
(κ2 − κ3)2 (κ3 − κ4)2
, (110)
〈λ3|Γ1Γ′2Γ′4|λ1〉 =
κ1 (κ2 − κ4)2
(κ1 − κ2)2 (κ1 − κ4)2
, (111)
〈λ0|Γ1Γ′2Γ3Γ′4|λ0〉 =
κ2κ4 (κ1 − κ3)2 (k2 − κ4)2
(κ1 − κ2)2 (κ1 − κ4)2 (κ2 − κ3)2 (k3 − κ4)2
, (112)
〈λ1|Γ1Γ′2Γ3Γ′4|λ1〉 =
κ1κ3 (κ1 − κ3)2 (k2 − κ4)2
(κ1 − κ2)2 (κ1 − κ4)2 (κ2 − κ3)2 (k3 − κ4)2
. (113)
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