This paper presents a fast algorithm for bidiagonalizing a Hankel matrix. An m×n Hankel matrix is reduced to a real bidiagonal matrix in O((m + n)n log(m + n)) floating-point operations (flops) using the Lanczos method with modified partial orthogonalization and reset schemes to improve its stability. Performance improvement is achieved by exploiting the Hankel structure, as fast Hankel matrix-vector multiplication is used. The accuracy and efficiency of the algorithm are demonstrated by our numerical experiments.
Introduction
The singular value decomposition (SVD) of structured matrices such as the Hankel matrix plays an important role in signal processing, among other applications. Previous work has dealt with a special form of the SVD called the Takagi Factorization [10] of a square complex Hankel matrix. That is that for any square complex Hankel matrix A of order n, there exist a unitary Q ∈ C and an order n nonnegative diagonal = diag(σ 1 , . . . , σ n ), where σ 1 σ 2 · · · σ n 0, such that
where Q is the complex conjugate of Q. This was computed in two stages: a Lanczos symmetric tridiagonalization followed by a symmetric Takagi Factorization of a symmetric tridiagonal matrix. In the general case, however, a Lanczos bidiagonalization is computed followed by the SVD of a real square bidiagonal matrix. In this paper, we will focus on the first step, the Lanczos bidiagonalization of a general m-by-n Hankel matrix where m n without loss of generality.
There are well-known SVD algorithms for real bidiagonal matrices, such as the QR method [3] , divide-and-conquer [4] , and twisted [1, 2] methods. In particular, the twisted method can efficiently compute both singular values and singular vectors, suitable for the second step in Hankel SVD. We compute the real bidiagonal B of a general Hankel matrix A by finding U ∈ C m×n with orthonormal columns and unitary V ∈ C n×n such that
This is described in Section 2 using the Lanczos bidiagonalization algorithm [3] . Fast Hankel matrix-vector multiplication improves the performance of this algorithm by exploiting the Hankel structure.
As we know, re-orthogonalization is necessary for a practical Lanczos method. In the previous work dealing with complex symmetric square matrices, the Lanczos method has been improved upon by incorporating orthogonality estimate calculations, which are used to determine when vectors must be re-orthogonalized [8] . As these calculations were previously dependent upon the matrix involved being square and symmetric, of particular concern in this paper is how the orthogonality estimates used to determine when vectors must be re-orthogonalized are computed for the general case of rectangular Hankel matrices. The major difference is that in the symmetric case, only one set of vectors, namely the columns of Q, is dealt with, whereas in the general case two sets, the columns of U and V , must be considered. This is covered in Section 3.
Another important technique in the Lanczos algorithm is the reset, which may occur when dealing with multiple/clustered singular values. In the case of multiple/clustered singular values a small superdiagonal entry may be encountered, which would make the algorithm numerically unstable left as is. This requires a vector of the algorithm used to compute the superdiagonal elements in B and matrix V to be reset by generating a new vector and re-orthogonalizing the vector against all previously computed vectors.
In Section 4, we demonstrate these new techniques in the algorithm with numerical experiments to show the accuracy and efficiency of our algorithm. For square matrix input we compare the performance of the general Hankel matrix Lanczos algorithms with those specifically designed for square matrices.
Bidiagonalization
For any m-by-n, m n, general matrix A we can find an m-by-n matrix U with orthonormal columns and an n-by-n unitary matrix V such that
is real, upper bidiagonal and square. Let
and rewrite (1) as
and
Comparing the j th columns of both sides of (3) and (4), we have
which lead us to a Lanczos recursion:
Orthonormality tells us that α j = ± r j 2 , β j = ± p j 2 , and u j = r j /α j , v j +1 = p j /β j . Thus one can construct a Lanczos bidiagonalization algorithm for general matrices. [3, p. 495] ). Given a starting vector r and a subroutine for matrix-vector multiplication y = Ax for any x, where A is an m-by-n, m n, general matrix. This algorithm computes the diagonals of the real square upper bidiagonal matrix B in (1) and U, V such that A = UBV H .
Algorithm 1 (General Lanczos bidiagonalization
if β j = 0, quit; end end end As the most computationally expensive operation in the Lanczos method is matrix-vector multiplication, when A is a Hankel matrix, one can exploit the Hankel structure of A to improve performance [6] .
The Hankel matrix structure is exploited by first changing the Hankel matrix to a Toeplitz matrix by reversing the columns. The Toeplitz matrix may then be expanded into a Toeplitz-circulant matrix C, whose first column isĉ
if m n, otherwise it becomeŝ
One can now efficiently compute the matrix-vector product
as follows, wherex is a given n-element vector:
A new (n + m − 1)-length vector can now be created:
which is derived fromx by reversing its entries and appending m − 1 zeros. Given the product of the circulant matrix C andx:
thenp is given by the first m elements ofȳ. How do we compute Cx efficiently? We remind the reader that the impressive efficiency with which Cx may be computed is based on the special spectral factorization of a circulant C. Let F denote the Fourier matrix of appropriate order and letĉ denote the first column of C, then the circulant matrix-vector product
Thus, in our case, the product Cx can be efficiently computed by the Fast Fourier Transform [5] (FFT):ȳ = ifft(fft(ĉ) * fft(x)).
Note that:
• fft(v) denotes a one-dimensional FFT of vector v.
• ifft(v) denotes a one-dimensional inverse FFT of v.
• * denotes a componentwise multiplication of two vectors.
Algorithm 2 (General fast Hankel matrix-vector product)
. Given a vectorx in (10) and the first columnc and last rowr of a Hankel matrix, this algorithm computes the product vectorp of (9) by using the fast Fourier transform.
% Construct the (m + n − 1)-element vectorĉ as in Eq. (7) or (8) 
The complexity of this algorithm can be derived as follows. Note that an FFT of a vector size n costs 5n log(n) flops (floating-point additions and multiplications). As such in Algorithm 2, each of the two FFT operations requires 5(m + n − 1) log(m + n − 1) flops, the pointwise multiplication costs 6(m + n − 1) flops, the inverse FFT costs 5(m + n − 1) log(m + n − 1) flops. The total cost of computing ifft(fft(ĉ) * fft(x)) is about 15(m + n) log(m + n) + 6(m + n) flops. As general complex matrix-vector multiplication involves 8mn flops, Algorithm 2 is more efficient than general matrix-vector multiplication when m n 16 [6] .
To improve efficiency, in our implementation, when using Algorithm 2 to perform the Hankel matrix-vector products in the Lanczos Algorithms 1, 3 and 4, instead of generating the vector c representing the Toeplitz-circulant matrix for each matrix-vector product, we computeĉ once for each of A and A H outside the loop when the algorithm is initiated. Then, inside the loop, only the remaining steps of Algorithm 2 are required at each iteration to perform the fast Hankel matrix-vector multiplication.
Orthogonalization
The Lanczos method given in Algorithm 1 suffers from loss of orthogonality of the computed U and V . In order to correct this problem, one could re-orthogonalize each computed u j and v j against all previously computed vectors u i and v i , respectively, which is called complete orthogonalization. In the case of square complex matrices, a technique of selectively re-orthogonalizing vectors based on estimates of the orthogonalities of the Takagi vectors is presented in [8] . This has the effect of reducing the prohibitive cost of the complete orthogonalization, and it is extended to general matrices below.
As in the square case, we first establish recursions on the estimates for the orthogonalities of U and V . We can then base a partial re-orthogonalization algorithm on having these estimates.
Denoting the orthogonality measurements μ k,j = u H k u j and ν k,j = v H k v j , we can construct recursions on them as follows. We first incorporate round-off error vectors f j and g k into (5) and (6):
Premultiplying the above equations by u H k and v H j , respectively, gives us
We also note that v H j A H u k and ν j,k are complex conjugates of u H k Av j and ν k,j , respectively, and α j and β j are real. Then, by subtracting the complex conjugate of the second equation from the first one above, we obtain a recursion on μ k,j :
As the round-off terms f j and g k are unknown, we define θ k,j :
, we can derive a recursion on ν k,j :
Also, we define φ k,j
. Note that φ k,j −1 is the complex conjugate of θ j −1,k . Since f j is the rounding error introduced in the computation of α j u j , its norm is associated with α j . Likewise, the norm of g k is associated with β k . Now, we are able to estimate θ k,j and φ k,j −1 based on a statistical study [9] as
where is the machine precision and r , i ∈ N(0, 0.6) and N(0, v) defines a normal distribution with zero mean and variance v. Now when μ k,j +1 exceeds the threshold √ for any 1 k j , we re-orthogonalize u j +1 against all previously computed u k , k = 1, . . . , j. Similarly when ν k,j +1 exceeds the threshold √ for any k, we re-orthogonalize v j +1 against all previously computed v k , k = 1, . . . , j. If re-orthogonalization is required of either u j +1 or v j +1 in a given iteration, then in the following iteration we will again perform re-orthogonalization of that same vector. In theory after a re-orthogonalization of μ k,j +1 we have that μ k,j +1 = 0 for k = 1, . . . , j, and after a re-orthogonalization of ν k,j +1 we have that ν k,j +1 = 0 for k = 1, . . . , j. In order to incorporate the rounding error after re-orthogonalization of ν k,j or μ k,j , we set
where r , i ∈ N(0, 1.5). This gives us all the information we need to carry out the algorithm for the partial re-orthogonalization. Let us now outline how the algorithm proceeds in order to make clear how what we have derived above comes together.
The starting values are the same as in Algorithm 1, and in addition we initialize μ 1,2 = m( r + i i ) where i , r ∈ N(0, 0.6), as we expect the first two vectors u 1 and u 2 have good orthogonality. Similarly, we set ν 1,2 = n( r + i i ). Also, apparently, from the definitions, μ j,j = ν j,j = 1 for all j . The algorithm then proceeds through its first iteration exactly as Algorithm 1 (as of course we do not need re-orthogonalization at this point). However, in the second iteration, j = 2, since we have initialized μ 1,2 and μ 2,2 = 1, we only compute ν 1,3 and ν 2,3 using (14), where μ 0,2 = 0. From the third iteration forward, right after we compute α j and β j , we now compute (13) and (14), which give us the error estimates for μ k,j and ν k,j +1 , respectively. Then as described above, we check for the possibility that an element of either μ or ν has exceeded an error threshold √ . If this is the case we perform re-orthogonalization of u j or v j +1 on both this iteration and the next. If we have performed re-orthogonalization we must also set μ k,j and/or ν k,j +1 as in (16) and (17). Also note that in the case we have performed re-orthogonalization we must again compute α j or β j to reflect the re-orthogonalized values. The algorithm we have just described is given in pseudo-code below.
Algorithm 3 (Lanczos bidiagonalization with general partial orthogonalization).
Given a starting vector r and a subroutine for matrix-vector multiplication y = Ax for any x, where A is an mby-n general matrix. This algorithm computes the diagonals of the square bidiagonal matrix B in (1) and U, V such that B = UAV H . It re-orthogonalizes u i and v i when loss of orthogonality is detected. end end end This algorithm can be taken a step forward by re-orthogonalizing r and p against only some selected u j and v j instead of all previously computed vectors. In particular, subintervals are identified as being in need of re-orthogonalization. The algorithm is the same as Algorithm 3, except instead of re-orthogonalizing all vectors when μ or ν indicates that we should, we search for the intervals of the index k where the value μ k,j or ν k,j is greater than, say, √ 3 . We refer to this technique as modified partial orthogonalization. It is shown in the following Algorithm 4.
When dealing with multiple/clustered singular values, we may encounter a small superdiagonal entry β j causing numerical problems. This indicates that p lies in an invariant subspace. Thus we reset the vector p when this occurs by generating a new random p and re-orthogonalizing it against all previous v j .
The important question becomes: what do we consider a small subdiagonal? Based on our experiments, we choose the tolerance:
M F is the Frobenius norm of a matrix M. With this information in hand, we present a new algorithm that incorporates modified partial orthogonalization and the reset technique.
Algorithm 4 (Lanczos bidiagonalization with modified partial orthogonalization and reset).
Given a starting vector r and a subroutine for matrix-vector multiplication y = Ax for any x, where A is an m-by-n general matrix. This algorithm computes the diagonals of the square bidiagonal matrix B in (1) and U, V such that B = UAV H . This algorithm incorporates the reset technique such that when a small β is detected p is reset. As well this algorithm incorporated modified partial orthogonalization in that when u, v are deemed to require re-orthogonalization they are only re-orthogonalized when and where it is considered necessary as described above.
Orthogonalize r against u i , i ∈ I k ; Perform orthogonalization in the next iteration, same intervals; Set μ i,j using (17); Re-calculate α j = r 2 ; end
Perform orthogonalization in the next iteration; Set ν k,j +1 using (16); Re-calculate β j = p 2 ;
Perform orthogonalization in the next iteration, same intervals; Set ν i,j +1 using (16); Re-calculate β j = p 2 ; end end end end
Performance experiments
Algorithm 4 was programmed in MATLAB in three versions. A version was created for Hankel matrices specifically which utilizes Algorithm 2 to perform fast Hankel matrix-vector multiplications. Two versions were implemented for general matrices, one of which lacked the reset method and another incorporated reset in order to allow us to show the effect of reset. These experiments were run on a machine with a 1.4 GHz Intel Celeron M processor and 256 MB of RAM running Windows XP.
The Hankel matrices in all test cases were specified by their first columns and last rows. A first column or last row vector was generated by a random complex vector r + ic with the entries of r and c uniformly distributed on [−1, 1].
In the case of experiments involving a general matrix we generated an m-by-n complex matrix U with orthonormal columns, an n-by-n unitary matrix V , and a diagonal singular value matrix S, then we formed A = USV H , a random m-by-n matrix with predetermined singular values.
All timing results were obtained using MATLAB's cputime function; the results are thus presented in the time unit seconds. The 2-norm of X is denoted by X .
Example 1.
In this example, we demonstrate the accuracy of the Hankel version of Algorithm 4. We do so by examining the factorization error and orthogonality errors in U and V . As shown in Table 1 , the accuracy is about the square root of the machine precision as expected, since tolerances, such as the tolerance for reset, are set to the square root of the machine precision. We note from these experiments that the cost of re-orthogonalization does not affect the overall complexity of the function which is shown to be roughly n(m + n) log(m + n). Table 2 Performance conforming to expected n(m + n) log(m + n) run time as both m and n increase Tables 4 and 5 , m = n = 300. In Table 4 , we present the results for the version of the algorithm with reset and in Table 5 , we present the results for the version of the algorithm without reset. We notice that as the number of multiple singular values increases, the accuracy of the algorithm becomes very poor.
Example 4.
Next we look at how Algorithm 4 performs against a version of the algorithm for square Hankel matrices presented in [7] . Modified partial orthogonalization and reset were incorporated into the square matrix Hankel algorithm in order to make the comparison fair. Normalized for the case that m = n = 50, the results are presented in Table 6 .
We observe that the version of the algorithm for square matrices outperforms the general matrix version. Specifically, as shown in Table 6 , the square algorithm costs about a half of the general one as expected, since the square algorithm exploits the symmetric structure. In order to make the comparison fair, in our implementation of the Householder bidiagonalization, the unitary U and V are computed explicitly and the diagonal entries in the bidiagonal B are scaled to real and nonnegative. Also, for the Householder bidiagonalization in the case when m = 600 and n = 200, for efficiency, a QR decomposition was performed on the original Hankel matrix by calling MATLAB function qr. Then the Householder bidiagonalization was applied to the upper triangular matrix resulted from the QR decomposition. Table 7 shows that our Algorithm 4 outperforms the Householder bidiagonalization algorithm, except for small matrices. We observe that the performance gap expands exponentially as m and n increase.
Conclusion
In this paper, we have presented a Lanczos algorithm for bidiagonalizing a general Hankel matrix. An orthogonalization scheme is developed and incorporated to improve stability and a reset method is used to handle the case of multiple/clustered singular values. As well, a matrix-vector multiplication is used, which exploits the Hankel structure, for fast multiplication. Experimental results show that the numerical stability and accuracy of these new algorithms are sound. Performance tests indicate that when dealing with square matrices, however, it is preferable to use the previously derived square Lanczos algorithm. Finally, we wish to note that this algorithm could be used as the first step of an SVD computation followed by an SVD algorithm for real bidiagonal matrices, such as the twisted method [1, 2] .
