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Abstract- Rapid and accurate generation of footprints for 
reusable launch vehicles is an important component of m i s -  
sion design in case of an aborted flight condition. The basic 
problem is formulated as finding the maximum cross range 
for any down range position for different heading angles. Tra- 
ditional methods for solving these optimal control problems 
rely on deriving and solving the necessary conditions from 
the Minimum Principle. Since solving these conditions for 
the full 3 degree-of-freedom model with rotating Earth is dif- 
ficult, some simplifications in the dynamic model were made. 
Traditionally, footprints are generated using energy-state ap- 
proximations to simplify the underlying equations of motion, 
or using approximate control laws such as Vinh’s law. In this 
work, a new approach using a direct Legendre pseudospec- 
tral method is used to discretize and parameterize the optimal 
control problem directly to a nonlinear programming prob- 
lem. For a generic vehicle model both the reduced state model 
and the full-state model are discretized using the same tech- 
nique and the results are compared. Comparisons are also 
made between the approximate and optimal laws in their re- 
spective trajectories and footprints. 
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1. INTRODUCTION 
During the ascent or descent phases of a hypersonic vehicle, 
unforseen control failure or damage may require change of 
the original landing site or diversion of the vehicle to a safe 
and reachable site. In these situations, knowledge of the ab- 
solute largest area reachable (footprint) by the vehicle given 
its current conditions and capabilities is essential. The points 
on the footprint represent the end points of different trajecto- 
ries and each point is generated by solving a trajectory opti- 
mization problem. So, footprint generation can be viewed as 
solving a sequence of optimal control problems for different 
parameters. The first obvious point on the boundary is when a 
vehicle is flown along a path with zero bank angle during the 
flight. The final point reached is the maximum down-range 
point. To generate the rest of the boundary a non-zero bank 
angle generates a trajectory with some cross-range along with 
some down-range length. Therefore, to generate these points 
one has to solve the problem of maximizing the cross-range 
for any down-range position subject to any path constraints 
such as temperature, load factor, dynamic pressure and so on. 
The traditional methods of solving this optimal control prob- 
lem have focused on applying the Minimum Principle to de- 
rive the optimal control laws. For the full-state equations of 
motion, deriving the necessary conditions and solving them to 
obtain the optimal controls is a difficult task. Since one cru- 
cial aspect of footprint generation is rapid and accurate cal- 
culations, solving these necessary conditions as a two-point 
boundary value problem is a not a viable route. 
In order to handle the problem, another popular approach is 
to reduce the size of the problem using energy-state approx- 
imations [IS]. These approximations are generally based on 
the following assumptions: The first is the vertical equilib- 
rium which leads to elimination of the flight path angle as 
a variable. Assumption of non-rotational Earth also leads to 
removal of rotational terms such as coriolis terms. The last 
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issumption is based on using the specific energy of the ve- 
hicle as a variable, thereby eliminating altitude and velocity 
as state variables. The reduction in size of the state variable 
makes the optimal control problem easier to handle. First or- 
der necessary optimality conditions can be derived by apply- 
ing the Minimum Principle, and an expression for the opti- 
mal bank angle can be obtained. But this expression depends 
on the final down-range which for this problem is unknown. 
Therefore, calculations of the optimal bank angle depends on 
an unknown parameter which has to be guessed or calculated 
iteratively. Another approach circumvents this issue by us- 
ing an approximate bank angle control law which is only de- 
pendent on the heading and the cross-range, and thus can be 
used to integrate the equations of the motion forward. This 
law is easy to use, but it is an approximate law and does not 
take into account Earth's rotation. Therefore, it produces er- 
ror if the rotating-Earth terms are included in the equations of 
motion. This error becomes specially pronounced at higher 
Mach numbers experienced by hypersonic vehicles. 
Our previous work in footprint generation for the hypersonic 
vehicles focused on the different scenarios for the failure of 
the controllers for the X-33 vehicle model [lo], [ll]. For 
these problems the reduced order (energy-state) dynamics 
was employed and Vinh's law for the bank angle was used. 
In this work, we revisit the issue of footprint generation for 
the full-state model, and our goal is to compare the effective- 
ness of each model in footprint generation for a generic ve- 
hicle model. In order to bypass the problem of deriving and 
solving the necessary conditions for each dynamic model, a 
direct numerical approach is used which discretizes the op- 
timal control problem into a nonlinear programming (NLP) 
problem. The discretization method employed is the Leg- 
endre pseudospectral method which has been used success- 
fully to solve a variety of trajectory optimization problems 
141, [5 ] ,  [6] ,  [14]. In this method polynomial approximations 
of the state and control variables are obtained by using La- 
grange polynomials as the trial functions. The unknown coef- 
ficients are the values of the state and control variables at the 
Legendre-Gauss-Lobatto (LGL) points. These points yield 
superior results for interpolation of functions to the ones ob- 
tained from equidistant points [3]. The state differential con- 
straints are imposed by evaluating the functions at the LGL 
points and using a differentiation matrix as an approximation 
for the derivative term. This method of imposing the state 
equations is in marked contrast to the numerical integration 
techniques that are used to approximate the differential equa- 
tions in traditional collocation schemes (examples shown in 
Ref. [ 11). The integral cost functions can also be discretized 
by Gauss-Lobatto quadrature rules which provide highly ac- 
curate results for approximating integrals [3]. This numeri- 
cal technique of transforming the optimal control problem to 
an NLP has been implemented in MATLAB in the software 
package, DIDO which incorporates the discretization scheme 
as well as the NLP solver interface. [ 121 
In order to show the effectiveness of this approach in solving 
the footprint generation problem, we use a generic hypersonic 
vehicle and numerically solve the Max-Cross-Range problem 
using DIDO for both the reduced and full-state models. It 
should be noted that recently a similar problem for a reentry 
vehicle was solved successfully using DIDO [9], but the fo- 
cus of that work was on verifying optimality of the numerical 
solutions. In this work, our focus is on comparing the numer- 
ical results for both dynamical models and appraise the effi- 
cacy of the reduced model in reaching the maximum cross- 
range against the full-state model. Comparisons will also be 
made with Vinh's Law, and we will examine its effectiveness 
against the optimal control laws. 
2. GENERAL PROBLEM FORMULATION 
A trajectory optimization problem such as finding the max- 
imum cross-range is an example of a general optimal con- 
trol problem as formulated in this section. Let x E RNz 
and U E RNu. Determine the state-control function-pair, 
{x(.), U(-)}, and possibly the clock time ~f that minimize 
the Bolza cost functional, 
end-point constraints, 
and mixed state-control path constraints, 
An equality constraint may be obtained by simply setting the 
lower bound equal to the upper bound. It is assumed the func- 
tions, 
are continuously differentiable with respect to their argu- 
ments. In addition, v 2 0 for any vector, v, implies all 
components of v are nonnegative. 
3. FULL-STATE MODEL EQUATIONS 
The problem of finding the maximum cross-range can be 
mathematically formulated as an optimal control problem as 
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described in the previous section. First, we define the vari- 
ables. 
State Variables: 
h - Altitude 
4 - Latitude 
y - Flight path angle 
e - Longitude 
U - Velocity 
+ - Heading angle 
Control Variables: 
CY - Angle of attack 
U - Bankangle 
The problem is to maximize cross range points for any down- 
range position: 
subject to the full-state set of equations of motion of the point 
mass model of vehicle dynamics over a rotating spherical 
Earth: 
Minimize - 4 ( ~ f )  (12) 
iz = usin(?) (13) 
U cos(y) cos(+) 
(Re + h) C O 4 4 1  
v cos(?) sin($) 
(Re + h)  
8 =  
4 =  
cos(d)(sin(?) cos(4) - cos(y) sin($) sin(+)) 
(16) 
~- Lcos(0) pcos(y) vcos(y) + - ; i =  
mu .(Re + h)2 + 
(cos(?) cos(+) + sin(?) sin(+) sin(+)) (17) 
Lsin(a) vcos(y)cos($) tan(+) + - ' = mvcos(y) (Re + h )  
2 ~ E ( t a n ( y )  sin($) cos(4) - sin(+)) - 
(18) 
+ h)  COS($)  sin(+)  COS(^) 
7) COS(?) 
subject to initial and final time conditions, as well as temper- 
ature, load factor, dynamic pressure, lift coefficient and alti- 
tude constraints. The parameters are m, mass of vehicle, W E ,  
Earth's angular velocity, Re Earth's radius, and p the gravita- 
tional constant. 
The Lift and Drag forces are defined as 
3 where CL = CL(CY,  p, M ,  6 )  and CD = CD(CY,  p, M ,  6 )  are 
the lift and drag coefficients, respectively, and are functions 
of the angle of attack, C Y ,  side-slip, ,B, Mach number, 111 and 6 
which is the vector of aero-control deflections. The reference 
area of the vehicle is denoted by Sa. For the atmospheric 
density, p(h) we take the exponential model 
where po is the air density at sea level, and p is the atmo- 
spheric density scale-height. 
For this model, deriving the necessary conditions and solv- 
ing the first-order necessary conditions is a difficult task. As 
mentioned in the introduction, one popular approach to make 
the problem more tractable is to use energy-state approxima- 
tion to reduce the number of variables and make application 
of the Minimum Principle for solving the optimal controls 
more manageable. This process is described briefly in the 
next section, (for more detail, see[ 101, [ 1 I], [ 151). 
4. REDUCED MODEL 
The basis for energy-state approximation is the premise that 
the general performance of an aircraft is a balance between 
potential energy and kinetic energy exchanges. In unpowered 
situations (no fuel), the energy is dissipated by drag forces. 
Therefore, the specific energy (total energy divided by mass), 
1 P E =  - U 2 +  
2 ( R e + h ) 2 h  
can be used as a state variable. The other assumption is the 
equilibrium-glide condition which assumes that the glide an- 
gle (flight path-angle) is small and remains nearly constant 
during flight. This leads to 
With this assumption, the altitude is no longer a state variable 
and becomes a control variable which can be computed from 
air density. The vertical-glide condition also leads to elimina- 
tion of CY as a control variable. The final important assumption 
is non-rotating Earth, W E  = 0, which eliminates the rotating 
terms in Eqs. (16)-( 18). With these assumptions, the reduced 
model leads to the following optimal control problem: 
Maximum Cross Range Problem: The Reduced Model 
Find the optimal control vector U = [h, c, a] and the optimal 
state vector x = [e, 4, $, E ]  that minimize the cost function 
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gubject to where CTO = $ exp (c) and E* = 2 a .  
v cos(dJ) 
(Re + h) cos(4) e =  
v sin(+) & = -  
(Re + h) 
(25) 
Lsin(c) ucos(+) tan(4) + =  ~- 
mu (Re + h) 
Dv 
m 
E = -- 
With initial values for all the states and final time condition 
only for E. The path constraints can be posed in terms of the 
density function, and they include load factor, temperature 
and dynamic pressure. 
PstaZZ 5 P I mi+Tmaz, Pqmaz,  Phmin) (27) 
The vertical equilibrium-condition is posed as an equality 
path constraint: 
To facilitate derivation of the necessary conditions, generally 
a parabolic drag polar is assumed 
CO = cD(cL,  M ,  R,) = cD,(M) + I ; ( M ) c ~ ( ~ )  
CL = C L o a  
with 
where CL, is a constant and CO, , the zero-lift drag coeffi- 
cient, and k ,  the induced drag factor are generally functions 
of the Mach number, M .  With these assumptions one can de- 
rive the following expression for the optimal control law for 
z = t a n c  [lo], [15]: 
cos(+n(ef - 0) (6 - ) 
z* = 
cos(Of - e)  sin($) - sin(q5) sin(6f - 0) cos($) 
(29) 
This optimal control law still depends on an unknown param- 
eter O(Tf) (final down-range) and the value of this parameter 
needs to be guessed upon and solved for iteratively in nu- 
merical implementation of this control law. The other issue 
is that this law is only optimal for the reduced model and its 
derivation is dependent on assuming parabolic drag polar. For 
most vehicle models, this assumption is not valid and the lift 
and drag coefficients are determined from table-lookup data 
(see [lo], [ 111). The other approach is to use Vinhs law [ 151 
for the bank angle. This law which is only dependent on the 
cross-range and heading angle bypasses the problem of cal- 
culating the free final down-range: 
z = tan [q arctan (-)I 
This approximate law was designed by observing a large 
number of bank-angle profiles and it is known to provide 
good results compared to the optimal solution for the reduced 
model. Its effectiveness will be examined and compared with 
the optimal law in the next sections. 
5. A DIRECT LEGENDRE PSEUDOSPECTRAL 
METHOD 
The optimal control problems presented in the previous sec- 
tions can be discretized by the Legendre pseudospectral 
method. This method which has been extensively described 
in Refs. [2], [4], [5], [6], [SI, [13], is based on approximat- 
ing the state and control variables by Lagrange interpolat- 
ing polynomials. The unknown coefficients are the values of 
the variables at the interpolating nodes which in this method 
are the quadrature points, the Legendre-Gauss-Lobatto (LGL) 
points. These points t l ,  1 = 0,.  . . , N ,  which are distributed 
on the interval [ - 1 , 1 ]  are defined as: 
t o = - 1 ,  t N =  1 
and for 1 5 1 5 N - 1, t l  are the zeros of L N ,  the derivative 
of the Legendre polynomial, L N .  Since the computational do- 
main is the interval[ - l, l ] ,  the transformation between this 
domain and the physical time domain [TO, ~ f ]  is achieved by 
the following linear relations: 
After this transformation, the discretization process begins by 
approximating the continuous state and control variables by 
Nth degree polynomials of the form 
N 
x(t)  = X N ( t )  = x141 (t)  (31) 
1 =o 
N 
U ( t )  = U N @ )  = Cu14dt) (32) 
1=0 
where, for 1 = 0,1, ..., N 
are the Lagrange interpolating polynomials of order N .  
The dynamical equations are discretized by imposing the con- 
dition that the derivatives of the state approximations satisfy 
the differential equations exactly at the node points. Thus, the 
derivative of Eq.(31) at t k  must satisfy 
N N 
7f - 70 
2 X N ( t k )  = X l & ( t k )  = D k l X l  = ~ f ( X k ,  u k ,  T k )  
1=0 z=o 
For LGL points D k l  = & ( t k )  are the entries ofthe ( N +  1 )  x 
( N  + 1) differentiation matrix D 
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, - 1  
Min altitude or (p) Ph,,, 
Max temDerature, TM,, 
k f l  
0.001 18003; 
3600 
1 0  otherwise 
cl.i%{ax 
From the Gauss-Lobatto 
function is given by, 
20 (deg) 
integration rule, the discrete cost 
(33) 
where X = (xo; X I ; .  . . ; XN); U = (UO; ul; . . . ;UN) and 
wk are the LGL weights given by 
n 3 
k = 0 , 1 ,  ..., N .  
The mixed state-control path constraints, and the end-point 
constraint can also be discretized by evaluating these inequal- 
ities at the LGL nodes. 
6. NUMERICAL RESULTS FOR A GENERIC 
VEHICLE MODEL 
For a generic vehicle model, we compare the two dynamic 
models (full and reduced states) and discretize both problems 
using the Legendre pseudospectral method as described in the 
previous section. The specific vehicle parameters used in set- 
ting up both problems are presented in Table 1. 
Table 1. Numerical Problem Parameters: The Generic 
Model 
Vehicle Mass 3000 (sl us) 
0.014 (l/deg) 
Gravitational constant U 
1 Max dvnamic Dressure O M , ,  1 2000 I 
Note that the Earth’s angular velocity is only used for the 
full-state model. To express the equations of motion in non- 
dimensionalized form, the following base units were used 
All other units are defined from these base units. 
Unit of Length: Radius of Earth = 20925740 ft 
Unit of Velocity: Circular orbital velocity at surface of the 
Earth 
Unit of Time: Period of circular orbit at surface of the Earth 
Unit of Density: Air density at sea level 
Reduced Model Boundary Conditions: 
80 = O(deg), 40 = O(deg), $0 = 50(deg) 
And initial energy 
with hO = 170000(ft), and u0 = 15000(ft/sec). The final 
energy is given by 
with h f  = 50000(ft), andvf = 2500(ft/sec). 
Full-State Model Boundary Conditions: 
The only final time boundary condition is for the final energy 
E f  = $‘U: + A corresponding to (Re+hf l2  
h f  = 50000(ft) v ~ f  = 2500(ft/sec) 
For discretization of each problem 32 LGL points were used. 
The problems was set up using DIDO E121 and the sparse 
NLP solver SNOPT [7] was used. The results for the state and 
control variables for both dynamical models are presented in 
the following graphs. 
Comparison of the Llynanzic Models 
The full-state results are denoted in solid lines, and the re- 
duced state results are shown in ”*”. The first observation 
on the graphs is on the time duration of the maneuver. The 
full-state model yields a longer operation time. In the altitude 
profiles, the full-state model exhibits the Phugoid oscillations 
which are characteristic of max-range trajectories [15], while 
the reduced model altitude has a steady decrease. For the lon- 
gitude and latitude, the full-model yields larger values than 
the reduced-state model. This in turn should result in a larger 
footprint, as it is clear from Fig 9. The optimal bank-angle in 
both cases is in agreement with the results from applying the 
Minimum Principle. For the reduced-model case, the bank 
angle is at a maximum value in the beginning, and it steadily 
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Figure 9. Comparison of Footprints for the Full and Reduced 
Models 
reduces to 0 degree at the end of the trajectory. For the full? 
state model, the profile at the end-point is sharply different: 
the value of the bank-angle towards the end jumps to a lim- 
iting value [15]. To create the footprint for each model, the 
Max-Cross Range problem was solved for a number of dif- 
ferent initial heading angles. To create the footprint in Fig. 
9, the initial heading angle was chosen as a sweeping param- 
eter from 0 to 180 degrees: 0 5 $0 5 180. This portion of 
the footprint corresponds to the minimum drag profile. The 
maximum value of cross-range corresponds to $0 = 0 (deg), 
and the maximum down-range corresponds to $0 = 90 (deg). 
The footprint for the reduced model is symmetric with respect 
to the 4 = 0 axis, but the full-model footprint is asymmet- 
ric. The full-model produces a larger footprint for the angles 
0 5 $0 5 165(deg). The point on the 4 = 0 axis corre- 
sponds to the maximum down range for the full model ob- 
tained from solving the maximum down-range optimal con- 
trol problem. This point is not obtained from the sweeping 
technique. In fact, for the full-model the maximum down- 
range is at $0 = 70 (deg). The maximum difference in the 
cross-range and down-range values for the two models are as 
follows: Maximum difference for 4f is about 0.522 degrees 
or 36 miles. For 6f the difference between the two models 
from the sweeping technique is also around 0.5 degrees, but 
the difference in these values from the max down-range prob- 
lems is about 2.6 degrees or 180 miles. 
Comparison with Knh’s Law 
To compare the effectiveness of Vinh’s bank angle law against 
the optimal control law, the full equations of motion (that in- 
clude the Earth’s rotational terms) were used. Vinh’s law was 
used for the bank angle and the full-state equations were inte- 
grated forward until the final energy value was reached. The 
results for the bank-angle, latitude and longitude from Vinh’s 
law are contrasted against the full-state model that was solved 
as an NLP in Figures 10-12. The cross-range profiles for both 
models are nearly the same. The only difference is the Vinh’s 
cross-range reaches its final value before the optimal cross- 
range. The down-range results are in marked contrast. It is 
clear the optimal law yields a much larger longitude. The 
bank-angle profiles are similar except that Vinh’s law has a 
larger initial value and slowly decreases towards zero, and 
the optimal law has the jump towards the end. The difference 
in longitude and latitude values results in a larger footprint for 
the optimal law as demonstrated in Figure 13. The maximum 
difference in 8f between the two models is 2.7 degrees or 186 
miles, and maximum difference in q5f is about 0.74 degrees 
or 51 miles. Based on these results it appears that Vinh’s law 
for the full-state model does not perform as well as even the 
reduced model. This observation was expected, since Vinh’s 
law is suited only for the non-rotational Earth case. 
7.  CONCLUSIONS 
We have demonstrated the effectiveness of the direct pseu- 
dospectral method for generation of footprints. This method 
can handle various dynamic models, boundary conditions and 
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Figure 13. Comparison of Footprints for the Optimal Law 
and Vinh’s Law for the Full-State Model 
path constraints. To illustrate these points, we used the tech- 
nique to compare the full-state dynamic model against the 
reduced model for a generic vehicle model. From our results, 
it is evident that the reduced dynamic models, while easier to 
work with, yield more conservative estimates of the footprint 
and do not adequately capture the physics of the problem. We 
have also shown the inadequacy of heuristic control laws such 
as Vinh’s law when the Earth’s rotating terms are included in 
the model. The future goal of the research is to use this di- 
rect method to investigate different control failure scenarios 
for a realistic vehicle (such as X-33) with full-state dynam- 
ics. Control allocation schemes need to be incorporated in 
the problem which take into account variable upper limits for 
the angle of attack and the lift coefficien; based on the specific 
failure scenario. 
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