Introduction
Compared to central processing units (CPUs) and graphics processing units (GPUs), field programmable gate arrays (FPGAs) have major advantages in reconfigurability and performance achieved per watt. This development flow has been augmented with high-level synthesis (HLS) flow that can convert programs written in a high-level programming language to Hardware Description Language (HDL). Using high-level programming languages such as C, C++, and OpenCL for FPGA-based development could allow software developers, who have little FPGA knowledge, to take advantage of the FPGA-based application acceleration. This improves developer productivity and makes the FPGA-based acceleration accessible to hardware and software developers.
Xilinx Vivado HLS compiler is a high-level synthesis tool that enables C, C++ and System C specification to be directly targeted into Xilinx FPGAs without the need to create RTL manually. The white paper [1] published recently by Xilinx uses a finite impulse response (FIR) example to demonstrate the variable-precision features in the Vivado HLS compiler and the resource and power benefits of converting floating point to fixed point for a design.
To get a better understanding of variable-precision features in terms of resource usage and performance, this report presents the experimental results of evaluating the FIR example using Vivado HLS 2017.1 and a Kintex Ultrascale FPGA. In addition, we evaluated the half-precision floating-point data type against the double-precision and single-precision data type and present the detailed results.
Experimental Setup
For a discrete-time FIR filter of order N, each value of the output is a weighted sum of the most recent N input values:
where x[n] is the value of the input signal, y[n] is the value of the output signal, N is the filter order, bi is the coefficient of the filter. The x[n-i] in these terms are commonly referred to as taps. An N-th order filter is also referred to as an (N+1)-tap filter. Figure 1 shows the floating-and fixed-point C++ implementations [1] of the FIR example. Users can change the data type of the input, output signals and the coefficient by specifying the values of "fp_data_t", "fp_coef_t" and "fp_acc_t" in a C++ header file. Both the input signals and the coefficients are stored in one-dimensional arrays. A chain of shift registers stores the successive input signal. We evaluated the example with Vivado HLS 2017.1 and the XCKU115-FLVA1517-2E (KU115) FPGA device. Table 1 lists a few major features of the two FPGA devices. VU9P is based on Virtex UltraScale+ architecture while KU115 is based on Kintex Ultrascale architecture. VU9P has approximately 1.78X more logic resources and 1.23X more DSPs than KU115. 
Experimental Results
The white paper evaluated the 85-tap finite impulse response example with Vivado HLS 2016.4 and the XCVU9P-2FLGB2104 (VU9P) FPGA device. The target frequency is 500 MHz. Tables 2 lists the maximum frequency (Fmax) and FPGA resource usage of the singleprecision floating-point and fixed-point implementations of a single FIR in [1] . For the fixedpoint implementation, the data types are 18-bit coefficient with 1 integer and 17 fractional bits, 27-bit input signal with 15 integer and 12 fractional bits and a 48-bit accumulator with 19 integer and 29 fractional bits. It should be noted that the experimental results in this report are based on the same source program and script as in [1] . Tables 3 lists the Fmax and resource usage of the floating-point and fixed-point implementations using Vivado HLS 2017.1 and the KU115 device. The iteration interval is 1 for all the implementations. Compared to the Fmax results from VU9P, the KU115 device cannot achieve 500MHz frequency for the same 91-cycle latency. While the number of DSPs for the single-precision floating point are the same for both devices, Vivado HLS 2017.1 generates the fixed-point implementation with 81 DSPs instead of 85 DSPs. In addition, the latency of the fixed-point implementation is 8 instead of 12. Due to the low latency, Fmax of the fixed-point version cannot achieve the target timing 400 MHz 1 .
For the single-precision floating-point implementation, the tool instantiates 84 floating-point add operators and 85 floating-point multiply operators in the RTL design. These operators are then transformed into 423 DSPs by Vivado. For the fixed-point implementation, 81 DSPs are composed of 28 DSPs for integer multiply and 53 DSPs for integer multiply and add.
To achieve the required 400 MHz timing, we increase the latency required to produce an output by adding the Vivado HLS latency pragma [3] , "#pragma HLS latency min=<int> max=<int>", in the FIR function in Figure 1 . When the latency pragma is specified with a specific latency that is greater than the minimum latency, Vivado HLS extends the latency to the specified value. Table 4 lists the FPGA implementation results with latency ranging from 9 to 12. Note the number of DSPs (not shown in the Table) is always 81. As shown in Table 4 , when the latency is larger than 8, all the implementations meet the timing requirement. Increasing the latency increases the number of CLBs from 592 to 810, the number of FFs from 4287 to 4338. The total power consumption, from Vivado power report, increases very slightly from 1.589 W to 1.599 W. Starting from the version 2015.3, Vivado HLS natively supports a half-precision (16-bit) floating-point data type. This data type provides the strength of standard C float types but uses fewer hardware resources when synthesized. The half-precision floating-point data type provides a smaller dynamic range than the standard 32-bit float type. The data type has 1 signed bit, 5 exponent bits, and 10 mantissa bits. We extended the source program to evaluate the resource and performance results of doubleand half-precision implementations. As shown in Table 5 , Fmax of the double-precision implementation is 351 MHz, lower than the target frequency. The number of DSPs decreases from 847 (double-precision) to 423 (single-precision) to 338 (half-precision). The resource usage (LUTs, CLBs and FFs) of the double-precision implementation is 2X more than the singleprecision implementation. Compared to the resource usage of the single-precision floating-point implementation, the half-precision floating-point implementation decreases the number of DSPs by 20%, the number of LUTs by 48%, the number of CLBs by 31%, and the number of FFs by 40%. The power decreases from 8.262W (double-precision) to 4.31W (single-precision) to 3.13W (half-precision).
For the single-precision floating-point FIR, increasing the latency makes the FPGA implementations meet the timing requirement. For the double-precision, Table 6 shows the latency increase from 118 cycles to 138 cycles does not always improve Fmax. 
Conclusion
The report evaluates the FPGA implementations of the FIR example using Vivado HLS 2017.1 and the KU115 FPGA device. The maximum frequency of the FIR implementation is less than 450 MHz. The single-precision implementation can reduce the FPGA resource usage by approximately 50% compared to the double-precision implementation. Compared to the resource usage of the single-precision floating-point implementation, the half-precision floating-point implementation reduces the number of DSPs by 20%, the number of LUTs by 48%, the number of CLBs by 31%, and the number of FFs by 40%. A developer may improve Fmax of an implementation by increasing the latency of a function in the source program.
