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Abstract
Ambient Assisted Living (AAL) research has received
extensive attention in recent years. AAL applications
combine aspects of Internet of Things (IoT), smart
platform design and machine learning to produce
an intelligent system. In this paper we describe a
personalised IoT-based AAL system that enables an
independent and safe life for elderly people within their
own home via real-time monitoring and intervention.
The system, HalleyAssist underpinned by smart home
automation functions includes a novel approach for
monitoring the wellbeing and detecting abnormal
changes in behavioral patterns of an elderly person.
The significance of the approach is in the use of
machine learning models to automatically learn normal
behavioral pattern for the person from IoT sensor
data and using the models derived to detect significant
changes in behavioral pattern should they occur. The
architecture and developed proof of concept of the
proposed system is presented along with discussion of
how privacy and security concerns are addressed. We
also report on outcomes of real-world in-home trials of
an early version of the system where it was installed
in four older people’s home for a period of six weeks.
The response from the older people to the deployed
system was very positive. Finally, the paper presents a
discussion and an analysis of the results using the data
collected during the in-home trials.
1. Introduction
As they age, most older people would prefer to live
in their original home for as long as possible rather than
move to an Aged Care Facility. However when children
live far away from their aged parents, frailty, living alone
after the death of a partner, the risk of falls, and perhaps
the early stages of dementia [1] usually make a move
from the family home to an Aged Care Facility very
likely. Nevertheless, many older people could remain
in their home longer than might otherwise be possible if
they had some modest form of support and monitoring.
The potential of technology to fulfil both these roles
has been recognised for some time. Some adult children
have taken to asking their aged parents to wear fitness
monitors [2] in order to ensure their older parent is well.
Regrettably, it is also the case that older people generally
dislike wearing technology solely for the purpose of
being monitored and, particularly if suffering early
stages of dementia, may forget to wear such items.
Consequently, attention has turned to ambient systems
for both support, monitoring and intervention. Ambient
Assisted Living (AAL) is smart home technology to
support elderly and disabled people at home. The goal
of AAL is to secure the health of its users so they can live
independently. It simplifies the activities of daily living
with home automation using IoT sensors and monitors
and cares for the user with intelligent solutions.
Smart home automation, achieved via advances in
IoT such as lighting triggered by motion sensors [3],
medication and fluid intake reminders, and security
systems such as door and window closing sensors and
latches can all make living alone without supervision
quite feasible [4]. IoT can not only assist with
home automation [4] but can also provide unobtrusive
monitoring [5] of person’s behavioral patterns. For
example, motion sensors can indicate if the older person
has moved about their home during the day, bed sensors
can indicate if the person has been obtaining enough
sleep, door sensors on a refrigerator can indicate if
the person is feeding themselves and tap sensors can
indicate if they are drinking sufficient water.
Moreover, the data stemming from such IoT
devices/sensors can also be used to provide an indication
as to whether behavior has changed in a manner that
might be indicative of a more serious problem. For
example, an increase in the number of visits to the
bathroom might indicate a urinary tract infection. An
increase in the amount of water intake might indicate
issues related with diabetes. With prior knowledge
about the elderly person coupled with aforementioned
intelligence using IoT sensor data, a smart system can
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identify when a carer (health professionals, caregivers,
family members and emergency services) should be
contacted automatically.
In this paper, we propose, develop and implement
HalleyAssist, a smart IoT-based solution for monitoring
the wellbeing and detecting abnormal changes in the
behavioral pattern of an elderly person, enabling an
independent and safe lifestyle as long as possible.
HalleyAssist also includes a combination of smart
home automation and monitoring services including
security, motion detection-based lighting, medication
and hydration reminders. In particular, this paper makes
the following contributions:
• A novel anomaly detection approach that is
highly flexible and configurable and can be
based on a single IoT sensor events or group of
IoT sensors events (aggregated, pairwise and/or
sequence). The proposed anomaly detection
approach uses machine learning models to
automatically learn normal behavioral patterns for
the person unobtrusively and, using this model
to detect significant changes in behavioral pattern
should they occur.
• A proof-of-concept (PoC) implementation of the
proposed system that addresses the issue of
privacy and security by doing all processing
locally i.e. individualised analysis of all collected
data are performed within a central hub located
on the premises. HalleyAssist is built completely
from off-the-shelf hardware and software.
• Outcomes of real-world in-home trials of the PoC
system in four older people’s home for a period of
six weeks.
The rest of the paper is organised as follows.
Section 2 reviews the background of IoT-base smart
AAL systems and describes state-of-art approaches for
behavioral monitoring and anomaly detection. Section
3 presents the architecture of the system. Section
4 demonstrates the techniques we have used for
learning patterns and detection of anomalies. Section
5 describes the Proof-of-concept (PoC) implementation
of HalleyAssist. Section 6 describes the results and
findings of the in-home trials. Finally, Section 7
concludes the paper and describes potential future work.
2. Background and Related Work
Smart home technologies to unobtrusively monitor
older adults has been described in literature [6, 7].
The integration of multiple technology domains such as
wireless sensor networks, IoT, data mining and machine
learning techniques have made assisted living systems
[8, 7] a feasible solution for remote monitoring of
elderly people.
In traditional systems daily behaviour of older adults
is assessed through using self-report and questionnaire
in an app or a web portal [9]. However, such
self-assessment can contain biased answers and not
capture real-time behavioural changes. Another
approach is to use fitness trackers such as a Fitbit or
wearable sensors to monitor basic vital signs [2]. Such
fitness trackers usually push data to the cloud to be
accessed anywhere by suitably authorised people and
allows children or carer of an adult person to monitor
his/her activities. However, elderly people generally
dislike being obliged to wear monitoring devices or
if they are suffering from mild dementia may not
remember to wear them [10].
Therefore, a better approach is to observe the
daily behaviour of each individual using a smart
IoT-based technology that allows monitoring in a less
intrusive manner. An AAL system based on IoT
devices/sensors provide the effective infrastructure to
continuously monitor daily behaviour of older adults
in an unobtrusive way [11]. It gathers real-time
data continuously and therefore can rapidly detect any
changes in pattern by analysing historical data. A proper
data analytics over the captured data from sensors can
provide a better view of daily behaviour in real-world
scenario than self reports.
Statistical analysis and machine learning are
widely-used to model behavioural pattern and activities
of the elderly user in smart-home or AAL environment
using various IoT sensors [3, 11, 4, 12, 13]. In
addition, some research focus has been on detecting
anomalies in daily activities [1, 14, 11, 15, 16] for
such a setup. The statistical analysis described in [17]
suggests that for a Gaussian distribution, a threshold of
three standard deviations from a normal pattern can be
considered an anomaly. Data mining techniques such
as Hidden Markov model [16], Support Vector Machine
(SVM) [18] are also used to detect anomalies in sensor
events in home settings. Other approaches such as
Recurrence Quantification Analysis (RQA) [19] have
been used for anomaly detection in different application
domains. We have used all these techniques in our
implementation. Most of these approaches use limited
amount of real-world data for modelling pattern and
do not have any flexible support tool for adapting
behaviour based on observed changes. In HalleyAssist
we have long-term real-world data collected from our
testbeds and we provide a mechanism to configure key
parameters for anomaly detection as well as configuring
suitable number of observation periods.
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3. HalleyAssist: System Architecture
The architecture of HalleyAssist is illustrated
in Figure 1. The system consists of five main
components: the Ambient Assisted Living (AAL)
subsystem, Learning module, Anomaly detection
module, Caregiver module and Reporting module.
Figure 1. The architecture of HalleyAssist System
The system is flexible, open, customisable and
extensible. Any new IoT sensor can be installed in the
system very easily. For example, in one of the trials we
have successfully installed a bed sensor which is capable
of detecting sleep and wake up times, sleep duration,
pulse rate and respiratory rate of the user. This data can
be used for health monitoring purposes.
A detailed description of the main components of the
system is provided below.
3.1. AAL Subsystem
HalleyAssist AAL subsystem consists of multiple
IoT sensors and actuators connected wirelessly to a
central hub located within the home. The system is
designed for a single-resident home. The setup of
the AAL system is fully customised and personalised
according to the requirements of the elderly person, the
layout of the home, and the number of sensors that
they want to deploy. The hub monitors and stores
events triggered by all connected sensors along with
time-stamp values inside an internal database. To use
this stored data for analysis by the other components
we developed RESTful APIs (Data collection APIs).
An external module can use a GET request to collect
historical sensor events with filtered queries. The hub
also carries out home automation tasks (e.g. control
light sensor to turn light on/off, assist people through
speaker).
3.2. Learning module
This module collects historical sensor events from
the AAL system using REST APIs and performs
required filtering to clean the data (e.g. eliminate
noise, remove duplicate events, extract active states of
sensor events). A configurable time window (e.g. two
weeks, a month) is used as the observation period to
understand the usual patterns of different sensors in
various time periods (e.g. Monday afternoon, Tuesday
night, weekend, week) for a specific user. The statistical
behaviour of each sensor or a group of sensors is
computed and also stored in the hub’s database. The
learning module is adaptive and continuously updates
upon collecting new data. We have developed and
implemented three learning models inside the learning
module of HalleyAssist to capture the normal pattern
from observation window and later used in anomaly
detection. They are as follows.
• A Statistical model based on statistics such as
mean, standard deviation of individual sensor
events or group of sensor events in various time
periods [17].
• A Markov model [20] based on the probabilities
of transitions between a pair of sensors or sensor
groups.
• A recurrence model [21] using the sequence
of sensor activations to understand recurrence
patterns in a particular time window.
3.3. Anomaly detection module
Once the system is trained with various learning
models by the learning module, the role of the anomaly
detection module is to collect new daily data from AAL
system and analyse it to identify deviations from normal
behavior. Decisions as to what is anomalous behaviour
is based on statistics of the learned parameters. When
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behaviour, as reflected by sensor activation, changes
significantly from the learned pattern by the learning
models then it indicates anomalies that may correspond
to a change in the health of the person. In the simplest
case these unusual patterns of behaviour are reflected as
unusually low or high numbers of sensor activations. For
example, if the usual number of visits to the kitchen is 10
per day and 2 are recorded, it may be an indication that
the elderly person is not drinking enough water or eating
meals. The other models detect anomalies in similar
ways.
3.4. Caregiver control panel
The control panel provides a user interface (UI) to
make the training periods for learning and statistical
threshold values of anomaly detection (e.g. number
of standard deviation from the mean) configurable and
adjustable. An option for creating groups from a
list of sensors is also available. This control panel
can be used by a supervisor of the system or a
carer. The carer can also set the frequency of report
generation of anomalies using the interface. The
generated statistics about the normal patterns by the
learning model make recommendations for suitable
configuration. This flexibility in design provides a carer
with greater control to configure various parameters and
enables more accurate identification of unusual sensor
event which corresponds to unusual behaviour of the
elderly person.
3.5. Reporting module
The reporting module generates regular reports at
a preferred frequency (e.g. every 12 hours). If any
anomalous pattern is observed by the anomaly detection
module according to the configured parameters in the
control panel then the reporting module flags those
values in the generated report. The report displays
what value is observed and what value was expected.
HalleyAssist is connected to an SMS gateway. If
activated in the control panel, the reporting module
sends an alert to the caregiver regarding the observed
anomaly. These notifications are only sent in the event
of the system detecting unusual behaviour that might
indicate an illness of the elderly person or a condition
that the carer should be made aware of.
4. Anomaly Detection Approach
The Anomaly detection module of HalleyAssist
determines whether a pattern of behaviour is or is
not usual is by comparing with historical data that
was captured during a training period by the Learning
module. During this training period the system
records the usual number and patterns of activations
expected from a sensor or group of sensors. After the
training period, significantly large deviations from the
historically observed mean computed during the training
period are flagged as anomalies. We have implemented
and evaluated three different techniques for detecting
and reporting anomalies in sensor events generated by
the HalleyAssist system. These techniques along with
our defined notations are described formally as follows.
4.1. Sensors and Groups
Let, n be the number of sensors, S1, S2, ..., Sn are
deployed in HalleyAssist system. In HalleyAssist there
is a flexibility to create m number of groups from
n sensors, G1, G2, ..., Gm where each group Gi =
{Sa1, Sa2, ...} can consists one or more sensors. This
flexibility allows observational aggregated behaviour
from a list of sensors. For example, a particular room
or group of rooms can be aggregated. A carer may
like to group all motion and door sensors installed in
a bedroom to observe anomaly based on number of
activations obtained from that group. Here m = n if
each group has only one sensor.
4.2. Sensor Events
A door or motion sensor event is represented by
three parameters e = (t, s, a) where t is the time of
occurrence of the event, s is sensor id in the system
and a is a boolean value which represents active state
of sensor. a = 1 when s is triggered at time t, otherwise
0. Here we are only interested in events when a is
1. Let, E(θ){e1, e2, ...ep} represents the sequence of
events that occurred within a particular time period, θ
where each ei = (ti, si, 1) . We only use the active state
of sensors for analysis.
4.3. Observation and Training Window
A carer may be interested in seeing anomalies for
a specific observation period within a day (e.g. 6 AM
to 6 PM on Monday). O(ts, te) is an observation
window that starts at time ts and ends at time te. The
maximum value of O(ts, te) can be 24 hours which
means a complete day and minimum can be 1 hour. Let,
k be the number of observation windows O1, O2, ...Ok
configured in the system. T (ds, de) is training window
from date ds to de. T can be up to a month based
on availability of data but should be at least one week.
T is used to extract statistics describing the usual
behaviour of number of activations each sensor group
Gi under each observation window Oj . We use the
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notation E(T ){(Gi, Oj)} to describe all active sensor
events {ei = (ti, si, 1)} of sensors in group Gi under
observation window Oj for training window T . Let,
R(Gi, Oj) is the reporting window for group Gi that
matches for observation window Oj .
4.4. Statistical Values
If Dk = {d1, d2, ...dq} is the number of days in
training window T that match for observation window
Oj then we can measure the Gaussian distribution,
µij(T ), σij(T ) [17] of events in each group Gi (or each
sensor Si) for each observation window Oj for training
window T using data in E(T ){(Gi, Oj)} where µij(T )
and σij(T ) is the mean and standard deviation of the
distribution respectively.
4.5. Anomalies based on Mean Occurrence
This type of anomaly is based on statistical analysis
involving a single or a group of sensors. The statistics
calculated on reporting window R and compared with
the statistics generated during the learning period T .
If Ωij(R) is the total value computed by taking the
sum of active events of group Gi where R matches
with observation window Oj , the anomaly for sensor
Si or group Gi occurs in R if Ωij(R) ≥ µij(T ) +
σij(T )×δij(T ) or Ωij(R) ≤ µij(T )+σij(T )×δij(T )
where δij(T ) is a configured threshold value in the
control panel of number of standard deviation for the
pair (Si, Oj) or (Gi, Oj) in training window T .
4.6. Anomalies based on Mean Transitions
Such anomalies are computed by generating a
Markov model [20] between a pair of groups (Gx, Gy)
or Sensors (Sx, Sy). If m is the number of groups
then a square matrix M(Oj) = {mxy} of dimension
m × m is constructed for observation window Oj .
Where mxy is the total number of transitions of active
states from sensors in group Gx to sensors in group
Gy during observation Oj . Transitions between sensors
within the same group are considered one activate state
and so mxy = 0 when x = y. Then for the
training window T the mean {µxy(Oj , T )} and standard
deviation {σxy(Oj , T )} matrix is computed for Oj .
The anomaly between a pair of groups (Gx, Gy) for
reporting window R is then computed in the same way
using a configurable threshold value δxy(Oj) of number
of standard deviation, σ in the control panel.
4.7. Anomalies based on Recurrence Pattern
Let, g1, g2, ..., gq be a sequence of active states
from k groups/sensors. If a recurrence pattern is
observed for observation Oj within training period
T then a deviation from this pattern is considered
as anomaly. The deviation is measured by applying
Recurrence Quantification Analysis (RQA) [21] on the
group sequence R{g1, g2, ..., gq} of reporting window
R and observing RQA measures such as recurrence rate
(RR), determinism (DET), average line length (L) and
entropy(ENTR) [21].
5. HalleyAssist: Proof-of-concept
Implementation
As described in Section 3 the AAL subsystem of
HalleyAssist contains multiple IoT sensors connected
to a central hub. In this section, we describe a
proof-of-concept (PoC) implementation of HalleyAssist
including sensors and development technologies.
An example of sensor deployment along with the
IoT sensors/devices used in our PoC implementation is
shown in Figure 2. We have only used IoT sensors
that embed into the home in our system design. The
system can be completely customised and layout can
be different to suit each individual user/home. It is
configured according to the preference of the user and
layout of the home. The IoT sensors/devices deployed
in HalleyAssist are off-the-shelf and low cost. They are
described as follows:
Figure 2. An example of a typical deployment of
sensors in a HalleyAssist System
• Motion sensors (M) for sensing movements by
detecting close proximity of the user near the
sensor. Motion sensors are placed in the most
commonly used locations of the house (e.g.
Corridor To Bedroom Motion, Kitchen To Front
Motion, Bedside Motion). The active value in a
Page 4198
motion sensor indicates the presence of user in
that particular area.
• Latch sensors (L) are normally placed on doors
and are used to detect in-house mobility of the
user from one location to another (e.g. Entry And
Bedroom Door, Bedroom And Bathroom Door).
Such sensors are also used to detect appliances
usage and behaviour for medication intake (e.g.
Microwave door, Laundry door, Medicine cabinet
door). The open value in latch sensors indicate a
transition of user from one room to another room
or use of appliances.
• Night Light sensors (N) are used for energy
saving. Lights are turned on/off based on the
presence of the user.
• A speaker (S) to provide reminders for taking
medication and fluid intake.
• A powerful central hub (H) which is a raspberry
pi3 running linux operating system. The central
hub maintains the repository of sensors placed
in the house, communicates with those sensors
using zigbee protocol and is responsible for
collecting and storing all sensor events in the
database installed in the hub. The hub is
also responsible for continuous monitoring and
detection of anomalies.
The battery level of these sensors can be monitored
using the Control panel. The collected data from
users is highly secure as it remains within the hub’s
database and is not stored in any external server or cloud.
For Control panel we developed a flexible web-based
front-end interface that can be accessed using computer
or hand-held devices where a carer can view and easily
interpret the collected data and configure parameters of
anomaly detection. A screen-shot of control panel UI
for creating groups and configuring threshold values of
anomaly detection is shown in Figure 3.
HalleyAssist has been implemented using multiple
software development technologies. The tools and
technologies used to develop various modules of the
PoC implementation are listed in Table 1.
6. Trials and Results
We deployed an early version of our system in four
homes in Geelong, Australia to test and validate the
efficacy of our solution. All participants in the study
granted consent as part of human ethics approval. More
than 20 sensors (latch and motion) were installed in
each home along with a separate hub. The system was
Figure 3. A screen-shot of control panel UI
Table 1. Technologies used to implement the PoC of
HalleyAssist
Component technology
Hub SDK NodeJS
Hub Database PostgreSQL
REST APIs of hub Ruby
Communication protocol NodeJS
Learning models, Anomaly
detection and Reporting
Python2
Storing learned models SQLite
Control Panel UI HTML, JavaScript
left unattended and the duration of data collection was
four to six weeks. In this section, we analyse the data
collected during the trial and how we utilised this data to
validate the proposed novel anomaly detection approach
incorporated in HalleyAssist.
6.1. Trial description
All trials were setup in single-resident home. We
named them trial-1 to 4. The occupants were elderly
people aged over 65. A sample setup was shown
in Figure 2. A sensor in the system is represented
by <device id, name>(e.g. <8,Corridor To Bedroom
Motion>) and the information is stored in the hub’s
database.
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6.2. Data Collection
A dataset containing activations of sensors were
recorded and stored in the hub’s database. Software
running in the hub communicates with all installed
sensors in the system and stores event information along
with time-stamp values in the database. A snapshot of
collected data is shown below.
time device id action
2016-03-03 00:06:05 5 1
2016-03-03 00:08:43 2 1
2016-03-03 00:07:24 5 0
2016-03-03 00:12:51 12 1
2016-03-03 00:13:07 15 0
For example, for latch sensors attached to door the
action value is stored as 1 when the door is opened and
0 when it is closed.
6.3. Behaviour modelling
To understand the behavioural pattern of each sensor,
we conducted statistical analysis of the collected data.
Our first step is to find the distribution of the number of
activations of a particular sensor per day. After taking
the clean data from the collected dataset we summarized
them by summing up number of active states (value 1)
of each sensor in a day. Then for each sensor we obtain
a daily time-series data. Thus, our summarized data is
similar to the following example.
Date Device Id activations
2016-03-03 12 110
2016-03-04 12 96
2016-03-04 13 337
2016-03-05 12 79
2016-03-05 13 355
Then, for each trial, we observe the distribution of
activations for each sensor using a qq-plot .The qq-plot
is a quantile-quantile plot of the quantiles of the sensor
activations data y versus the theoretical quantiles values
from a normal distribution. The plot appears linear
when the data distribution is normal. Figure 4 shows
the distribution of 20 different motion and latch sensors
of trial-3 in qq-plot. We can observe from these plots
that most devices tend to be linear, typical of a Normal
distribution.
We can also see from histogram plot in Figure
5 that the sensor activations appear to have Normal
distribution. This histogram is for bathroom door sensor
installed in trial-4. In the histogram, the x-axis is the
number of activations per day which is binned in six
intervals of size 10. The y-axis is the number of days
that fall into each bin. This plot also supports the
occurrence of Normal distribution in sensor data.
We have observed such Normal distribution in more
than 90% of the IoT sensors across four trials. A
Normal distribution is also observed for pairwise sensor
activations (occurrence of one after another) . Figure
6 shows such distribution for <seat motion, lounge to
entry motion>sensor pair of trial-3.
To identify specific patterns in sequences of sensor
activations we first converted the daily data to a
sequence of numbers that represents device id (e.g. 3,
4, 20, 3, 20, 3, 15). If we combine all events for a
particular observation period (e.g. 6 AM to 12 PM) in
a day, we obtain a time-series of random sequence. A
recurrence plot (RP) of 31 days (sequence length 10691)
for the observation period 6:00-12:00 in trial-1 is shown
in Figure 7. The visual appearance of an RP gives hints
about the dynamics of the system.
We obtained RP to perform recurrence quantification
analysis (RQA) [19]. RQA indicates the deterministic
dynamics of a sequence of sensor events to determine
whether their distributions are significantly different
over the time. Here the state space of our system for
RQA is all devices (motion and latch sensors) installed
in the system. The RP is a graph of a square matrix
in which the matrix elements correspond to those times
at which a state of a dynamical system recurs. The RP
reveals all the times when the phase space trajectory of
the dynamical system visits roughly the same area in
the phase space. A homogeneous pattern is observed in
RP of Figure 7 which indicates the process is stationary
as it is generated from a random time-series. Here the
distribution of sequence is a stochastic process whose
unconditional joint probability distribution does not
change when shifted in time. Consequently, parameters
such as mean and standard deviation also do not change
over time. Therefore we can conclude that, a common
pattern exists in each day observation. Anomalies in
such processes can be observed using RQA which is
discussed in the next section.
6.4. Anomaly detection
We have tested our implementation of anomaly
detection on collected data of four trials for four cases
- using single sensor, group of sensors, pairwise sensors
and sequence of sensors activations. For each trial first
we created different observation periods in the system.
Example of such observation periods is presented in 2.
We have tested our approach with various time
periods. We separated the first 2 weeks (14 days) data as
a training set (T ). Then we computed the mean µij and
standard deviation σij of each observation periodOj for
each sensors Si.
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Figure 4. Identification of normal distribution using qq-plot of 20 different sensors installed in trial-3
Figure 5. Distribution in histogram plot
Table 2. Observation periods
Monday 6:00 to 18:00 (6 hours)
Monday 6:00 to Tuesday 12:00 (18 hours)
Week 00:00 to 23:59 (24 hours)
Week 06:00 to 18:00 (12 hours)
Weekdays 12:00 to 23:59 (12 hours)
Friday 00:00 to 23:59 (24 hours)
An example observation of two sensors (kitchen and
bedside motion sensor) of trial-1 is shown in Figure
8. Here the observation period is 6 AM to 6 PM (12
Figure 6. Normal distribution in pair of sensors
hours) of each day (Oj = Week 06:00 to 18:00) and
training period T is 14 days. The sensor behaviours are
examined for remaining 17 days data.
Here the threshold δij is set as 1σ. Based on this
δ the maximum (τmax) and minimum (τmin) tolerance
values for anomaly detection is shown in red and purple
reference line for both sensors. We observed four
anomalies in kitchen motion at day 7,10,14 and 17 which
are higher than τmax. Four anomalies are found also in
Bedside motion sensor (day 1,10,15 and 17). In day 1 it
is lower than τmin and in day 10,15 and 17 it is higher
than the τmax.
Anomaly has been also observed for group of
sensors. A snapshot of sample generated report
for anomaly detection based on aggregated sensor
behaviour is shown in Figure 9.
Here, we computed statistics of a whole day
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Figure 7. Recurrence plot of trial-1 data over 31
days for observation period 6:00-12:00
Figure 8. Anomaly in single sensor behaviour for
period of 17 days using 14 days training
(24-hour) observation period for three groups. with
threshold value set as 3σ for first 2 groups and 1σ for
the last one. As we can see in Figure 9, for a new day
our system detected anomaly in the behaviour of sensors
in Corridor group and flagged that value with a marker
(observed 490 where τmax is 475) in the report.
Figure 10 shows a pairwise observation pattern that
represents the number of occurrence in lounge room
motion sensor above usual entry chair followed by
lounge to entry motion sensor in trial-3. This case is
also using 6 AM to 6 PM (12 hours) observation period
of each day and 14 days training data. The sensor
behaviours are observed for 17 days.
τmax and τmin using threshold value of 1σ and 2σ
Figure 9. A sample report of anomaly detection
Figure 10. Anomalies in pairwise sensors behaviour
for a period of 17 days using 14 days training
is shown in red and purple line in Figure 10. Here
we observed six anomalies using threshold 1σ (on day
4,5,12,13,14,17). However, the number of anomalies is
reduced to four when the threshold is 2σ.
We further applied this data to RQA and computed
four RQA measures namely recurrence rate (RR),
Determinism (DET), averaged diagonal line length
(L), and entropy (ENTR). RR is a probability which
indicates that a specific state will recur. DET is the
percentage of recurrence points which form diagonal
lines in the recurrence plot. Entropy normally reflects
the amount of disorder in a data distribution. The result
of RQA for the same data (used in Figure 7) is shown in
Figure 11.
Figure 11. RQA measures of trial-1 data over 31
days for observation period 6:00-12:00
A high value of these four measures is a good
indication that the system evolves very similar state
as during another time. A very low value indicates
significant difference which is an anomaly. Using this
approach with Figure 11 anomalies are observed in day
3,9,14,19 and 24.
From our analysis we conclude that, our proposed
approaches for anomaly detection is feasible and
effective for detecting significant deviations in
behaviour patterns of elderly. This is based on the
evidence as proven by experimental outcomes presented
earlier that 90% of IoT sensor activations fit a normal
distribution which is an underlying aspect for detecting
anomalies using the proposed approach.
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7. Conclusion and Future Work
In the context of increasing demand for remote
patient-care and early detection of abnormal situations
for wellness monitoring, we proposed HalleyAssist, a
personalised and secure IoT-based smart home system
for AAL. Our system incorporates a novel anomaly
detection approach that self-learns the user’s normal
behaviour patters from a combination of IoT sensor
event patterns. A self-learned model is used for
automated detection of anomalies which are indications
of changes in behaviour of an elderly person. The
approaches were validated for efficacy via large-scale
real-world in-home deployment trial. The response
from the older people to the deployed system was very
positive. An analysis of the data collected from the
trials demonstrate the existence of normal distribution in
sensor behaviours and the proposed anomaly detection
approach was able to effectively identify significant
deviations in behaviour patters of the user.
As part of our future work, we plan to integrate
additional IoT sensors such as a microphone which
provide the cpability to detect emergencies as well as
improve the accuracy of the anomaly detection solution.
An alternative use of the system could be in detecting
fall for elderlies in smart homes. We also plan in
conducting a trial to evaluate the usability of the system.
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