ABSTRACT In this paper, we study the sparse signal reconstruction with nonconvex regularization, mainly focusing on two popular nonconvex regularization methods, minimax concave penalty (MCP) and smoothly clipped absolute deviation (SCAD). An approximate message passing (AMP) algorithm is an effective method for signal reconstruction. Based on the AMP algorithm, we propose an improved MCP iterative thresholding algorithm and an improved SCAD iterative thresholding algorithm. Furthermore, we analyze the convergence of the new algorithms and provide a series of experiments to assess the performance of the new algorithms. The experiments show that the new algorithms based on AMP have stronger reconstruction capabilities, higher phase transition for sparse signal reconstruction, and better variable selection ability than the original MCP iterative thresholding algorithm and the original SCAD iterative thresholding algorithm.
I. INTRODUCTION
Recently, finding the sparsest solution from an underdetermined system of linear equations has gained much attention in signal processing, biology and statistics and so on [1] - [10] . In general, an underdetermined system of linear equations has the form y = As, (1.1) where s ∈ R N is an unknown vector, A is a p×N measurement matrix and y ∈ R p is a measured vector. The goal is to recover unknown vector s from (y, A). It is well known that some effective methods such as AIC [11] , BIC [12] , and Cp [13] are used for the study of the above problem. These methods correspond to L 0 regularization. L 0 regularization can be considered as the special case of regularization methods which have the following uniform form 
where y − As 2 is a loss function, (y, A) is a data set, P(s; λ) is a penalty function and λ is the regularization parameter that controls the complexity of the machine. When P(s; λ) = λ|s| 0 , (1.2) is the L 0 regularization. |s| 0 is the number of nonzero components of the vector s, formally called L 0 norm. The L 0 regularization problem is generally difficult to be solved, as its solution usually requires an intractable combinatorial search which is called NP-hard problem [14] . Hence, L 0 regularization is infeasible for high dimensional data. Lasso [4] and Basis Pursuit [1] - [3] , [5] are proposed to overcome this problem through replacing L 0 norm with L 1 norm. We call these two methods L 1 regularization without distinguishing(When P(s; λ) = λ|s| 1 , (1.2) is the L 1 regularization).
The L 1 regularization is a convex optimization problem, it can be solved by the convex optimization tool. Therefore, L 1 regularization has become a popular method for sparse vector reconstruction. However, for many practical applications, the solutions of the L 1 regularization are often less sparse than those of the L 0 regularization. To obtain more sparse solutions than L 1 regularization, some nonconvex penalty functions have been proposed in recent years, such as L 1 2 [6] penalty, minimax concave penalty (MCP) [7] and smoothly clipped absolute deviation (SCAD) [8] , [15] penalty etc. Obviously, the nonconvex regularization methods can be considered as the improved L 1 regularization. However, the nonconvex regularization methods are difficult to be solved because they have multiple local optima. At present, the algorithms for solving the nonconvex regularization methods include gradient descent method [16] , iterative thresholding algorithms (Half [17] , MCP [18] , SCAD [15] iterative thresholding algorithms etc). A generic form of iterative thresholding algorithms is the following, where s t+1 ∈ R N is the current iteration estimate. r t ∈ R p is the residual. A T is the transposition of the matrix A and η t is a thresholding function. However, these algorithms are not effective for solving nonconvex regularization methods. Therefore, it is of great importance to further study on the algorithms for solving nonconvex regularization methods. The nonconvex regularization methods correspond to a sparse priori likelihood estimation problem in the Bayesian framework. In recent years, the research on the graphical model [19] , [20] has been developed rapidly which provides the possibility to solve the nonconvex regularization methods.
Donoho et al. [21] found that the computational complexity of the improved approximate message passing(AMP) based on Approximation Belief Propagation algorithm is much lower than that of the Belief Propagation algorithm. They also exhibited that compared with the original soft iterative thresholding algorithm, the sparsity-undersampling tradeoff of the improved soft iterative thresholding algorithm based on AMP has a great improvement and is equivalent to the corresponding convex optimization procedures. The AMP algorithm is according to the following iteration
η t is the thresholding function, r t and s t+1 are similar to the corresponding notation in the generic iterative thresholding, δ = p N represents a measure of indeterminacy of the measurement system, in this paper, considering the case δ is fixed for N → ∞.
The only difference between the generic iterative thresholding algorithms and AMP algorithm is the extra term 1 δ r t−1 η t−1 (A T r t−1 +s t−1 ) in the calculation of the residual. Although the computational complexity is slightly increased, this term significantly improves the performance of the algorithm. The AMP algorithm provides a new way to solve the sparse problem which can be used to improve other regularization approaches.
Zhang and Zhang [22] studied the AMP for L 1/2 regularization and proposed an improved Half iterative thresholding algorithm based on AMP (Half-AMP) to solve the L 1/2 regularization. In this paper, we study the AMP for MCP regularization and SCAD regularization, and propose an improved MCP iterative thresholding algorithm and an improved SCAD iterative thresholding algorithm, which are called MCP-AMP and SCAD-AMP respectively. The rest of this paper is organized as follows: In section 2, we provide a step-by-step explanation of how these algorithms can be constructed by leveraging on the ideas from the graphical models theory and message passing. In section 3, we study the convergence of the new algorithms by analyzing the fixed points of a state evolution formalism, and give the convergence conditions for the new algorithms. Section 4 is the experiment, we conduct a phase transition diagram study to demonstrate the superiority of the new algorithms. Further, the new algorithms are used for signal reconstruction problem and variable selection problem, the results show that the new algorithms have good performance.
II. NONCONVEX ITERATIVE THRESHOLDING ALGORITHM BASED ON AMP
In this section, we study the AMP for reconstruction with nonconvex regularization, and apply the AMP to modify the nonconvex iterative thresholding algorithms.
Firstly, considering the following distribution over the vari-
Z is a constant that ensures the normalization µ(ds) = 1. P(s i ; λ) is the nonconvex penalty function for s i , and λ is a parameter. In this paper, considering the two nonconvex function, MCP penalty function and SCAD penalty function. MCP penalty function has the following form,
For SCAD regularization, the penalty function has the following form,
Let β → ∞, maximizing (2.1) is equivalent to minimize the following function If the marginals of µ are known, the solution of (2.2) will be got immediately. Belief propagation provides a lowcomplexity heuristic for approximating marginals. In order to apply the belief propagation algorithm, considering the factor graph G = (V , F, E) with variable nodes V = [N ], factor nodes F = [p], and edges The update rules for the sum-product message passing algorithm on this graph are
where superscript denotes the iteration number, and the subscript i → a represents i sends to a. If the third order origin moment of s i is bounded, according to the calculations of [23] , we can get the following message passing algorithm:
where η(·; ·) represents the nonconvex thresholding function, the algorithm (2.5) needs update 2pN messages at each iteration, so we want to simplify this algorithm. One simplification is proposed in the paper [23] , which assuming that
where
). Under this assumption, if η(·; ·) is weakly differentiable, applying the simplification (2.6), (2.7) to (2.5) and using a Taylor expansion to η(·; ·), we can obtain the following iterative thresholding algorithm
we call this algorithm the nonconvex iterative thresholding algorithm based on AMP(NC-AMP), the new algorithm only needs to update p+N variables at each iteration which has less computational complexity. In particular, it is obviously that η MCP and η SCAD are weakly differentiable respectively, we can obtain an improved MCP iterative thresholding algorithm and an improved SCAD iterative thresholding algorithm. MCP iterative thresholding function is
where sign(u) is sign function,
SCAD iterative thresholding function is
Because these two improved nonconvex iterative thresholding algorithms are based on AMP, we simplify them MCP-AMP and SCAD-AMP, respectively. In the next, we study the convergence of the new algorithms.
III. CONVERGENCE ANALYSIS OF NONCONVEX ITERATIVE THRESHOLDING ALGORITHMS BASED ON AMP
In this section, we discuss the convergence of NC-AMP in the noiseless setting. The convergence of NC-AMP in the noise setting is the future work. In order to study the convergence of the algorithm, we give some notations. Assuming that δ = The following definitions are taken from [24] formalize the asymptotic setting of NC-AMP research.
Definition 1: A sequence of instances {s 0 (N ), A(N )} is called a converging sequence if the following conditions hold: (1) . The empirical distribution of s 0 (N ) ∈ R N converges weakly to a probability measure p S with bounded second moment. Further, The following theorem provides a way to characterize the error between iterative estimates and true values.
Theorem 2: Let {s 0 (N ), A(N )} denote a converging sequence of instances. Let s t (N ) and r t (N ) denote the estimates of NC-AMP provided by (2.8)(2.9). Then,
where σ t satisfies the following iteration:
here the expected value is with respect to two independent random variables R ∼ N (0; 1) and S ∼ p S . σ t is called state of NC-AMP and the relation between σ t and σ t−1 is called state evolution. The state evolution in (3.2) shows the only difference among different iterations of NC-AMP is the standard deviation σ t , which means that the optimal choice of λ t can only depend on σ t , so let λ t = λ(σ t ) and define the following thresholding policy λ(σ ):
we call λ * (σ ) Oracle thresholding policy. We first introduce a state evolution formalism to analyze the performance of the new algorithm. In this formalism, the mean squared error of reconstruction is a state variable which change from iteration to iteration, it can be modeled by the following MSE map:
And then discuss the fixed points of state evolution (σ 2 ). Usually, (σ 2 ) has more than one fixed point, the lower fixed points lead to smaller mean square reconstruction errors. If σ t → 0 as t → ∞, we say NC-AMP has successfully recovered the sparse solution of y = As 0 . Otherwise, we say NC-AMP has failed. For MCP-AMP and SCAD-AMP, we give the next two theorems to explain the conditions that are required for successfully recovered the sparse solution.
Considering the set of distributions F whose mass at zero is greater than or equal to 1 − , i.e. F = (1 − ) 0 + G, where G is an arbitrary distribution that does not have any mass at zero. Let U denote a random variable with distribution G. Many papers [21] , [25] - [27] have studied this class of distributions and consider it is a good model for exactly sparse problem.
has a unique fixed point at zero, where
) has a unique fixed point at zero, where
Theorem 2, 3, 4 are proved in Section VI. 
IV. EXPERIMENTS
In this section, we analyze the capabilities of MCP-AMP and SCAD-AMP by five experiments. The compressive sensing has been one of the hot topics of research for sparse signal reconstruction in recent years [29] - [31] . The problem can be considered as the model (1. We fix s at a signal length of N = 512 which contains k nozero spikes. We take the sensing matrix A being Gaussian random, let sampling be uniform in [0, 512] . The error between the reconstructed signal and the original one are E = ŝ − s 2 , was compute in the simulation. If E < 10 −4 we think that signal reconstruction is success. Different algorithms require the minimum number of samples p to exactly reconstruct the sparse signal are shown in Table 1 . We can summarize the following conclusions from Table 1. 1. For the different signal sparsity k = 60, 80, 100, 110, 130 and 150, SCAD-AMP needs to sample p = 138, 168, 204, 213, 223 and 252 to reconstruct the signal, it has the smallest sampling compared with other algorithms.
2. The capabilities of signal reconstruction of MCP-AMP, SCAD-AMP, Half-AMP and Soft-AMP are stronger than that of original MCP, SCAD, Half and Soft.
3. The capabilities of signal reconstruction of the nonconvex iterative thresholding algorithms (MCP, SCAD and Half) are superior than the convex the iterative thresholding algorithm (Soft). For their improved iterative thresholding algorithms based on AMP, the experiment results consistently demonstrate that the nonconvex iterative thresholding algorithms based on AMP (MCP-AMP, SCAD-AMP and Half-AMP) are superior than the convex iterative thresholding algorithm (Soft-AMP).
In the simulation experiment, we suppose that the sparsity of the original signal is k, then, for
+ s (t−1) ) , let C 1 (k + 1), C 2 (k + 1) represent the kth largest absolute value of z 1 , z 2 respectively, and select threshold parameters as follows,
In this simulation experiment, for MCP iterative thresholding function η MCP , select γ = 2 and for SCAD iterative thresholding function η SCAD , select a = 3.7.
Experiment 2 (Phase Transition):
This experiment aims to compare the sparse capabilities of MCP-AMP, SCAD-AMP, Half-AMP, MCP, SCAD and Half through the phase transition method [9] , [32] . We fix s at a signal length of N = 256 which contains k nonzero spikes. Then the number of samples p varies from 1 to N , the signal sparsity k varies from 1 to N , using these four methods to reconstruct sparse signal, for each group (p, N , k), the experiment is repeated 30 times, we calculate the number of reconstruction successes. If Figure 1(a) shows that the capability of signal reconstruction of MCP-AMP is stronger than the original MCP for undersampling δ in (0.3, 0.9). Figure 1(b) shows that SCAD-AMP is stronger than the original SCAD for undersampling δ in (0.1, 0.5). Figure 2 shows that when the level of undersampling δ = p N ∈ (0.1, 0.5), the capability of signal reconstruction of SCAD-AMP is stronger than other algorithms, when the level of undersampling δ = p N ∈ (0.5, 0.8), the capability of signal reconstruction of MCP-AMP is stronger than other algorithms.
Experiment 3 (Variable Selection):
This experiment aims to study the variable selection capabilities of MCP-AMP and SCAD-AMP. We also compared the performance of these two algorithms with MCP, SCAD, Half, Soft, Half-AMP and 
Soft-AMP. Considering the following linear model
where β ∈ R N is a coefficient vector, X ∈ R p×N is a sample matrix which contains p samples and N variables, y ∈ R p is a response vector, ∈ R p is a random error and α is a constant that adjusts the random error . In this experiment, we assume that β = (3, 1.5, 0, 0, 2, 0, 0, 0), α = 0.1, is the mixture of normal distribution and Cauchy distribution, and
We simulate 100 datasets, each dataset includes 100 samples, 70 samples have standard normal distribution random errors, and another 30 samples have standard Cauchy distribution errors. The tuning parameter λ can be selected by 5−fold cross validation. The average number of correctly identified zero coefficients and the average number of incorrectly identified zero coefficients over the 100 datasets are recorded. Table 2 shows the results of the simulation. We draw the following conclusions from Table 2 . 3. The capabilities of variable selection of the nonconvex iterative thresholding algorithms (MCP, SCAD and Half) outperform the convex iterative thresholding algorithm (Soft). For their improved iterative thresholding algorithms based on AMP, the experiment results consistently demonstrate that the nonconvex iterative thresholding algorithms based on AMP (MCP-AMP, SCAD-AMP and Half-AMP) outperform than the convex iterative thresholding algorithm (Soft-AMP).
Experiment 4(Primary Biliary Cirrhosis):
We apply MCP-AMP and SCAD-AMP to the primary biliary cirrhosis (PBC) dataset [33] and compare these two algorithms with other six algorithms, which are MCP, SCAD, Half, Soft, Half-AMP and Soft-AMP. PBC dataset consists of 276 samples and 18 features. The features are treatment indicator, treatment code, age in years, sex, presence of ascites, presence of hepatomegaly, presence of spiders, presence of edema, serum bilirubin, serum cholesterol, albumin, urine copper, alkaline phosphatase, SGOT, triglycerides, platelet count, prothrombin time, histologic stage of disease. The response variable is the logarithm of survival times. The 276 samples were divided into two parts: 193 observations as the training set, 83 observations as the test set. The tuning parameter λ of each algorithm been selected by 5−fold cross validation. Table 3 shows the result of experiment which records the number of selected variables (N.S.V) and the test mean square error (MSE). MCP iterative thresholding algorithm selects 7 features which are treatment indicator, presence of edema, serum bilirubin, albumin, urine copper, alkaline phosphatase, VOLUME 7, 2019 histologic stage of disease. MCP-AMP selects 5 features which are presence of edema, serum bilirubin, albumin, urine copper, alkaline phosphatase. The variables are selected by SCAD are the same as MCP-AMP. SCAD-AMP only selects 3 features which are serum bilirubin, albumin, alkaline phosphatase. Table 3 indicates that MCP-AMP and SCAD-AMP are more sparse than MCP and SCAD, respectively. We draw the following conclusions from Table 3. 1. SCAD-AMP are more sparse than other algorithms. 2. The improved algorithms based on AMP (MCP-AMP, SCAD-AMP, Half-AMP and Soft-AMP) are more sparse than that of original MCP, SCAD, Half and Soft.
3. The nonconvex iterative thresholding algorithms (MCP-AMP, SCAD-AMP, Half-AMP, MCP, SCAD and Half) are more sparse than the convex iterative thresholding algorithm (Soft-AMP, Soft).
Experiment 5 (Image Reconstruction):
Real images can be considered to be approximately sparse under some proper basis, such as the discrete cosine transform (DCT) basis, the discrete Fourier transform (DFT) basis, wavelet basis, etc. In this experiment, we compare the reconstruction performances of the AMP based algorithms (MCP-AMP, SCAD-AMP, Half-AMP and Soft-AMP) with the BM3D algorithm on real image Lena which is drawn from Javier Portilla's dataset. 1 The measurement matrix A ia generated using i.i.d. random Gaussian distribution. For the AMP based algorithms (MCP-AMP, SCAD-AMP, Half-AMP and Soft-AMP), we use Daubechies 4 wavelets as the sparsifying basis. For the BM3D algorithm, we use the package which is available online. 2 In this paper, we use peak-signal-tonoise-ratio (PSNR) to measure the performance of the image reconstruction algorithms. The PSNR is defined as PSNR = 10 log 10 (
), it measures how close the signal estimateŝ is to the real signal s. The PSNR results of the different reconstructed algorithms are shown in Table 4 . Figure 3 shows the reconstructed image results of the different reconstructed algorithms with a sampling rate 0.4. Table 4 and Figure 3 show that both MCP-AMP and SCAD-AMP perform better than the other algorithms.
V. CONCLUSION
In this paper, we study AMP for MCP and SCAD which are two popular nonconvex regularization for sparse signal reconstruction. Inspired by the idea of Belief Propagation Algorithm for graphical models, we proposed the two improved nonconvex iterative thresholding algorithms based on AMP, MCP-AMP and SCAD-AMP. We provide a step-by-step explanation of how these algorithms can be constructed by leveraging on the ideas from the graphical models theory and message passing. Further, we study the convergence of the algorithm by analyzing the fixed points of a state evolution formalism, and give the conditions for successful reconstruct the sparse signal by MCP-AMP and SCAD-AMP, respectively. The results of experiment show that the capabilities of signal reconstruction and variable selection of MCP-AMP and SCAD-AMP are stronger than that of original nonconvex iterative thresholding algorithms, and have high phase transition.
VI. PROOFS OF THE MAIN RESULTS

A. PROOF OF THEOREM 2
Proof: For MCP-AMP, SCAD-AMP, it is easy to conclude that η (u; λ) is bounded, hence, according to the mean theorem we conclude that η(u; λ) is Lipschitiz continuous. By 
E(|η(S
Proof: Let S ∼ (1 − ) 0 + G, where G is an arbitrary distribution that does not have any mass at zero. Also, let U denote a random variable with distribution G. Let E U denote the conditional expectation given a random variable U . For a given thresholding policy λ(σ ) = τ σ , we have
If (σ 2 ) σ 2 < 1, then (σ 2 ) has a unique fixed point at zero. For MCP-AMP, we have
Finally, we have
Due to (3.3), we have
It is straightforward to derive
Hence, if M MCP ( ) < δ, then MCP λ * (σ 2 ) will have a unique fixed point at zero. The proof is complete.
C. PROOF OF THEOREM 4
Proof: According to the proof of theorem 3, it is easily to obtain SCAD (σ 2 ) 
