We consider the problem of three-dimensional vector tomography, that means the reconstruction of vector fields and their curl from line integrals over certain components of the field. It is well known that only the solenoidal part of the field can be recovered from these data. In this paper the method of approximate inverse is modified for vector fields and applied to this problem, leading to an efficient solver of filtered backprojection type. We prove convergence of the reconstructed solution, if the number of data tends to infinity, which means the method is exact. Finally, numerical results are presented for a straight flow through a cylinder.
Introduction
While classical computerized tomography deals with the reconstruction of scalar functions such as density of human tissue from x-ray measurements, vector tomography means recovering vector fields from integral information about certain components of the field. There exists a wide area of interest in reconstructing vector fields in medical imaging as well as in industrial applications. Yet in 1977 Wells et al [26] described a technique to distinguish blood flow of benign breast tumours from that of malign ones by ultrasound measurements. From this starting point Jansson et al [5] developed a tomographic method for detecting blood flow and a measurement system to obtain data from a flow phantom. However, vector tomography also occurs in the industrial field of interest. Sielschott [20] reconstructs the horizontal gas velocity in a furnace based on time-of-flight measurements. The problem of recovering velocity fields of conducting fluids from magnetic field and electric potential measurements is formulated by Stefani and Gerbeth [23] . A solver for the arising inverse problem is also presented. Further applications can be found in oceanography, photoelasticity, nuclear magnetic resonance or plasma physics (see Sparr and Stråhlén [21] ).
We have three different ways to obtain the data in all these applications: acoustic transmission measurements (time-of-flight-data), Doppler backscattering and optical transmission measurements (interferometric measurements). For details we refer to Sparr and Stråhlén [21] . In this paper we consider only the case of Doppler backscattered data, which represents the most important case for detecting moving fluids. This technique requires the existence of scattering particles within the fluid, such as red blood cells, if we consider blood flow in the human body. To obtain the data we send an ultrasound signal onto the object ⊂ R 3 under consideration, which we assume to be a bounded domain. If the test beam runs into an obstacle, a part of the signal is transmitted; the rest is reflected. The difference between the frequency of the reflected part η and the initial frequency η 0 is the so-called Doppler shift η caused by a particle moving with velocity ν in the direction opposite to the transmitted signal. It can be calculated as
where c denotes the velocity of sound within the medium. The approximation is justified since ν ≪ c. Thus, the Doppler shift η is approximately proportional to the particle velocity ν. From such measurements, under the assumption η = kν, it is possible to calculate the sum along a test beam L of the velocity components of a field in the direction of L,
(see Sparr et al [22] ). Here, θ(L) ∈ S 2 means the direction of the line L; S n−1 ={ x ∈ R n : x 2 = 1} is the unit sphere in R n . By the Helmholtz-Hodge decomposition theorem (see e.g. Chorin and Marsden [3, section 1.3]), we can write a field f as a sum of a solenoidal field f s , that means ∇·f s = 0, and a potential part ∇p,
2)
The decomposition becomes unique if we suppose n · f s = 0 on the boundary ∂ with the outer normal vector n in ∂ . It is a well known fact that the potential part of f lies in the null space of D. So the reconstruction of the solenoidal part f s of f is the best we can hope for. The potential field ∇p can be regained from (1.2) by solving a boundary value problem. If we know the divergence ∇·f of f in and the flow n · f on the boundary ∂ , then it follows from (1.2) that p is the solution of the potential equation
Therefore, if f has a nontrivial potential part ∇p, we have to solve both an integral equation and a boundary value problem to recover the field f completely.
Obviously the so-called Doppler transform (1.1) is similar to the two-dimensional Radon transform
Rf (L) = L∩ f(x)dσ(x).
(1.3)
In fact, there exists a relationship between the two transforms (see section 2). Hence a number of algorithms for the two-dimensional case are based on this relation, leading to a method of filtered backprojection type for reconstructing the curl of f (see Stråhlén [24] , Sparr et al [22] , Winters and Rouseff [28] ). Desbat [4] treats the two-dimensional vector field problem with direct algebraic methods and gives some efficient parallel sampling schemes. The methods mentioned before deal only with the two-dimensional case. Wernsdörfer [27] presented an iterative algorithm, which arises by applying the algebraic reconstruction technique (ART)
to the Doppler transform (1.1) assuming that the divergence of f is known. However these iterative methods are rather slow. We present in our article a novel method for the three-dimensional vector tomography problem, which is on the one hand quite efficient and on the other hand suitable for reconstructing both the curl of the field ∇×f as well as the solenoidal part of the field f s itself. The paper is organized as follows. In section 2 we parametrize the Doppler transform (1.1) in a suitable manner, taking into account the special scanning geometry, where we consider only lines L which are parallel to one of the coordinate axes. This leads to a linear operator between Hilbert spaces. We formulate some continuity results of D, which are proved in Schuster [19] , as well as the relation to the Radon transform (1.3) mentioned above.
Section 3 consists of the presentation of our reconstruction method for both f s (section 3.1) and ∇×f (section 3.2). We use a modification of the approximate inverse for vector fields. Approximate inverse means a stable regularization scheme, which is based on the evaluation of scalar products of the given data with so-called reconstruction kernels. More precisely, assume A : L 2 ( ) → Y to be a linear, bounded operator between L 2 ( ), ⊂ R n , and a Hilbert space Y . Furthermore let e γ (x, y) ∈ L 2 (R n , R n ) be a mollifier, that means e γ (·,y)has normalized mean value and e γ (x, y) ≈ δ x−y is an approximation to the Dirac delta distribution in some sense, which we will specify in section 3. Instead of a solution f from Af = g itself, we compute moments
of f with e γ . Since we do not know the exact solution f , we accept
as an approximation to f γ , where the reconstruction kernel ψ γ (x) solves
, the range of A * . Obviously we have an equality in (1.4) if e γ (x, ·) ∈ R(A * ). Some properties of the approximate inverse can be found in Louis [10] . In Louis [11] it is verified that it acts like a regularization method. For a method to calculate reconstruction kernels we refer to Louis and Schuster [12] . We show how invariances of the underlying operator can be used to decrease the computational effort and present representations of the reconstruction kernels corresponding to the Gaussian function as mollifier.
In practical situations we have only finitely many data at hand. Thus, in section 4, we investigate this situation and formulate two convergence theorems, which describe the behaviour of our reconstructed solution as the number of data tends to infinity. Finally, we show that the implementation of the algorithm of filtered backprojection type can be achieved (section 5). This explains the high efficiency of the method. Numerical results with simulated data of a straight flow are also given in this section. This paper includes a summary and some conclusions.
Mathematical setting
In this section we parametrize the Doppler transform (1.1) and summarize the most important mathematical properties of this mapping, as done in Schuster [19] .
We start with a permutationṽ j of the standard unit vectors j ∈{ 1, 2, 3} we define the embedding P j of R 2 onto the subsetṽ
⊤ .B y ·, · and · we mean always the Euclidean scalar product ·, · R n and the Euclidean norm · R n , respectively. The adjoint operators P * j : R 3 → R 2 with respect to the inner product ·, · are given by P *
Furthermore we need mappings τ j : R 3 → R, which are defined by τ j (x) = x,ṽ j and have the adjoints τ * j : R → R 3 with τ * j z = zṽ j . We suppose j ∈{ 1, 2, 3} throughout this paper, if not mentioned otherwise.
A line L j which is parallel to the coordinate plane {x ∈ R 3 : ṽ j ,x =0} is determined by a direction ω = ω(ϕ) = (cos ϕ, sin ϕ) ⊤ ∈ S 1 , the distance s from theṽ j -axis and the distance a from the plane to the origin in the following way:
For example, L 1 (ω,s,a) ={ x ∈ R 3 :
The different variables are illustrated in figure 1. We emphasize that ω is not a direction vector of the line L j , but a normal vector. With these notations we obtain the following parametrization of the Doppler transform D (1.1).
x ∞ < 1} be the three-dimensional unit cube and n ={x ∈ R n :
, which consists of all square integrable vector fields f in K 3 , for which the support supp f is contained in the closed unit ball 3 . More precisely, supp f = {x ∈ K 3 : f(x) = 0}⊂ 3 .
From Schuster [19] we know that the mappings
2 , are linear, bounded operators, where
Here, ω(ϕ) = (cos ϕ, sin ϕ) ⊤ ∈ S 1 , ε 1 = ε 2 =−1 and ε 3 = 1. In several articles, for example Sparr et al [22] , Juhlin [6] , Schuster [19] , a relationship between the Doppler transform D j and the two-dimensional Radon transform R :
is presented by
that means d j f is theṽ j -component of the curl of f . The tensor product R ⊗ I is defined as operator between the spaces
That means R⊗I acts on L 2 ( 2 ) like the two-dimensional Radon transform and on L 2 (−1, 1) like the identity. Thus, R ⊗ I is a noncompact operator. (For further details of tensor products of operators, see e.g. Aubin [2] , Weidmann [25] .)
Finally the Doppler transform D j fulfils a smoothing property, which proves useful to show the convergence results in section 4. For this we define for α, β>0 the spacẽ
Here,f(ξ,ζ) means the three-dimensional Fourier transform of f (x, y) with respect to the variables x and y. Note that we take the closure of C c (
we denote the Sobolev space of periodic functions defined on the rectangle Z = (0, 2π) × (−1, 1) of order α. Its norm is given by
are the Fourier coefficients of f . The mentioned smoothing property is summarized in the following theorem; the proof can be found in Schuster [19] . 
where c>0 is a constant which does not depend on f ∈H α,β .
Remark 2.3. In theorem 2.2 we identified the direction ω in D j f(ω,s,a) with the angle ϕ in ω(ϕ) = (cos ϕ, sin ϕ). The assertion says that D j smooths with factor one-half w.r.t. two variables and it acts like the identity operator on the third variable. As mentioned before we will need this smoothing property to prove convergence of our algorithm in section 4.
Approximate inverse for vector fields
In Louis [10] a concept has been presented to develop stable regularization schemes for solving equations Af = g, where A is a bounded operator between X = L 2 ( ) with an open domain ⊂ R n and a separable Hilbert space Y . Using the notation of the introduction, we are interested in solving equations of the type
where A * is the adjoint of A with respect to the inner products of X and Y , P A * : X → R(A * ) is the orthogonal projection onto R(A * ) and e γ (x, y) is a mollifier. Let us first specify this term. For γ>0 we call a function e γ (x, y) ∈ L 2 (R 3 × R 3 ) a mollifier if it fulfils the equations
So, we can see the mollifier e γ as an approximation to Dirac's delta distribution δ x−y and γ is a regularization parameter. We drop this subscript for better readability whenever possible. In view of computational effort Louis [10] has shown how invariance properties of the underlying operator A can be used, so that we have to determine a reconstruction kernel ψ(x) for A only for one single point x 0 ∈ . More precisely, if one kernel ψ(x 0 ) is available and if there are mappings T
Thus, the other kernels ψ(x) are only transformations of ψ(x 0 ). Thereby invariances of A as well as A * are used. We show that an invariance of A * is sufficient, when T x 1 satisfies some additional conditions.
We assume furthermore that there exists for each x ∈ an x * ∈ with (T
and that we have an x 0 ∈ with e(x, y) = T
for a mollifier e(x, y). Then the solution ψ(x) of (3.1) fulfils
Proof. It suffices to show that
since (3.5) implies
We have to verify
because (3.7) yields
and thus f x = T x 1 f x 0 , which proves (3.5). Note that T x 0 1 = I because of (3.4). To verify (3.7) suppose that (3.7) is not valid, which means the existence of a further sequence {h
for almost every n. The following chain of inequalities leads to a contradiction:
n − e(x 0 ·) X , where we used T 
which contradicts (3.6). So, (3.7) holds and the proof is complete.
Theorem 3.1 is useful, if A is not injective and hence
2 alone is not enough to obtain ψ(x) = T x 2 ψ(x 0 ). Theorem 3.1 says that this is only sufficient when T x 1 is a bijective contraction on X with an additional property related to a group structure. These facts will be important in the case A = D j .
In Louis [10] the approximate inverse was only described for reconstructing scalar functions. So, if we want to apply this method to D j , we have to modify it for vector fields. We explain a technique for both the reconstruction of the field f itself and the curl of the field ∇×f . From now on we suppose, throughout the paper, that ∇·f = 0, i.e. f = f s is a solenoidal field. That means we consider only incompressible fluids.
Reconstruction of f

We define mollifier fields
where v j ∈ R 3 are the standard unit vectors. Given the data
we have
(3.12)
Since only in special cases does equation (3.11) have a solution, we minimize the defect
. Hence, we expect S γ g to be a good approximation to the vector field f searched for and call S γ g the approximate inverse of D. From (3.3), (3.12) and (3.13) we easily see that
for γ → 0, where
⊥ . Hence, if γ tends to zero, we expect to recover the parts of f , which are orthogonal to the null spaces N(D j ). However, there will be inaccuracies if x is near the boundary ∂ 3 , since in general 3 e γ (x, y) dx ≪ 1i fy ∈ ∂ 3 . We will illustrate this in section 5. The null spaces N(D j ) have a special structure:
Thus, if f = f s , as we supposed, the defect f −S γ Df tends to an element which is orthogonal to f ,
In Louis [11] it can be read that S γ has the properties of a regularization operator. 
Remark 3.2. The choice of the
γ (x, ·). This setting of the mollifier fields will be the subject of further investigations, since in view of section 4 we hope to derive better convergence results by choosing the E j γ in this way.
To obtain a representation of a reconstruction kernel j γ we have to solve the normal equation (3.13). The following lemma arises from equation (2.4) and characterizes the derivative of j γ with respect to s.
Lemma 3.3. If the mollifier fields
, we obtain the formula
for the solution j γ of (3.13), where d j is defined as in (2.5). Proof. The proof, which is based on formula (2.4) is achieved by differentiating the normal equation (3.13) and is outlined in Schuster [19] .
We define translations T x 1 , T x 2,j for x ∈ 3 and show the identity
Then a straightforward calculation shows that the invariance
is valid. Here, we denote the extension of T
Together with theorem 3.1 we derive the desired result.
Lemma 3.4. If there exists anẽ
) with e γ (x, y) = T x 1ẽ γ (y) for a mollifier e γ , and the appropriate mollifier field
−1 E γ (0,y/2)}=T So, we have to solve (3.13) or (3.17) only for the single point x = 0, when our mollifier e γ is a translated version of a functionẽ γ . Unfortunately equation (3.17) is hard to solve explicitly for general mollifiers. In Schuster [19] a reconstruction kernel j γ (0) has been computed for a special mollifier. Therebyẽ γ is given as the Gaussian functioñ
and e γ (x, y) = T x 1ẽ γ (y). From now on we always abbreviate (−1, 1) ). Finally, we obtain an explicit expression for the reconstruction kernel j γ (x) of which the proof is outlined in Schuster [19] . 
Here, r 1 (ϕ) = r 2 (ϕ) = sin ϕ, r 3 (ϕ) = cos ϕ and T k (s) = cos(k arccos s) denote the Chebyshev polynomials of the first kind. The constants are defined by
where U k (s) = sin((k +1 ) arccos s)/ sin(arccos s) are the Chebyshev polynomials of the second kind.
For practical applications we have to truncate the series (3.22) after finitely many steps, leading to a kernel denoted by 
Remark 3.6. As for example Juhlin [6] mentioned, it suffices to measure the data only in two families of parallel planes. In fact we need only D 1 f , which involves the components f 1 and f 2 of the field f and D 2 f , which involves f 2 and f 3 . For that we have to define So, from (3.14) we obtain by a simple calculation
Together with (3.16) this yields
Hence, the divergence of the reconstructed field tends to zero only ifp is a harmonic function. Further inaccuracies in the reconstruction come from the truncation of the series (3.22) . This part of the error is specified in the estimation of theorem 4.4.
Finally we give a suggestion of how to improve the reconstructed field S γ Df adding a correction term, which solves a boundary value problem. From (3.16) we know that f − S γ Df ≈∇p γ .
(3.26)
Supposep γ to be sufficiently smooth. We recall that f = f s is a solenoidal field. So, taking into account that ∇·f = 0 and n · f = 0 on the boundary ∂ 3 , equation (3.26) results in a Laplace equation with Neumann boundary conditions:
The fieldf γ = S γ Df +∇p γ has the properties ∇·f γ = 0 and n·f γ = 0 on the boundary. If we want to obtain homogeneous Dirichlet boundary conditions, we have to replace the Neumann conditions by ∇p γ =−S γ Df . A drawback of this method is the numerical difficulties from differentiating S γ Df , which enforces the noise in the reconstruction. We do not implement this approach within this paper.
Reconstruction of ∇×f
In this section, we describe how to obtain an approximation to ∇×f from the same set of data g j = D j f just by using another reconstruction kernel. The main idea consists of applying (2.4) and well known techniques from inverting the two-dimensional Radon transform (see e.g. Rieder and Schuster [16] ). The derivative with respect to the variable s will be transferred to the reconstruction kernel by an integration by parts. Again we assume e γ (x, y) = T x 1ẽ γ (y),ẽ γ ∈ L 2 (R 3 ), to be a mollifier which is sufficiently smooth. We will specify this degree of smoothness later. If the equation
can be calculated as follows:
Here we used (2.4) and integration by parts. Note that D j f vanishes for s ∈{−1, 1}. −1, 1) ) in a natural way. We define
A short computation proves the invariance
with T x 2,1 defined in (3.19). Since T x 1 is again a contraction, theorem 3.1 ensures that it is sufficient to determine˜ γ (x) for one single point. where˜ γ :=˜ γ (0) is a solution of (3.27) for x = 0.
In the case ofẽ γ / ∈ R(R * ⊗ I), the density of 1) ), due to the injectivity of R ⊗ I , guarantees the existence of˜ ǫ γ with 1) ) <ǫ for an arbitrary small, positive number ǫ. From now on, we supposeẽ γ ∈ R(R * ⊗ I)andẽ γ to be smooth enough that the corresponding solution˜ γ of (3.27) is differentiable with respect to s. This fact is important in view of the definition ofS γ . Mollifiersẽ γ which fulfil these conditions are known, and the reconstruction kernels˜ γ can be computed exactly from the inversion formula of R (see Rieder [15] ). We describe a technique based on the singular-value decomposition (SVD) of R. 
with k ∈ N 0 , |l| k, l + k even. The singular functions u k,l form a complete orthonormal system of R(R). For more details we refer to Louis [9] .
Theorem 3.8. Letẽ γ be a radial mollifier in
is the unique solution of (3.27) in R(R ⊗ I).
Proof. Sinceẽ γ ∈ R(R * ⊗ I), the series
We easily find that
where we used (3.31). Thus, we obtaiñ
Taking into account the relation R
as a solution of (3.27) in R(R ⊗ I) and the proof is complete.
Remark 3.9. Equation (3.32) shows that a radial mollifierẽ γ leads to a reconstruction kernel γ which is, in contrast to the kernels j γ (3.22), independent of ω. This fact is well known in two-dimensional computerized tomography.
One possibility to chooseẽ γ is again the Gaussian function (3.21). Then, we havē
resulting in a reconstruction kernel which is arbitrarily often differentiable with respect to s. More exactly, putting (3.35) in (3.32), we obtain the kernel
Again we will cut off the sum in (3.36) after finitely many steps according to a criterion as (3.23). More precisely, let
where M>0 is chosen so large that
for a given number ǫ>0.
The density of R(R
as M tends to infinity. Hence, we expect˜ M γ to be an accurate approximation to˜ γ . Note that the |c γ k | decrease exponentially as k goes to infinity. Finally, the approximate inverse for recovering ∇×f from data D j f = g j appears as follows:
Thereby, p = (3, 1, 2) ∈ S 3 is an index permutation, M is chosen according to (3.38) and
A plot of − ∂ ∂s˜ M γ is shown in figure 3 for a = 0, γ = 0.07 and M = 32, where M is chosen according to (3.38).
Remark 3.10. Juhlin [6] and Norton [14] showed how the vector field f can be reconstructed only by knowing the curl ∇×f , the divergence ∇·f in the interior of a domain and n · f on the boundary ∂ . The field is then the solution of a system of differential equations with Neumann boundary conditions. However, our aim was to present an algorithm of filtered backprojection type for both the solenoidal field f = f s and the curl ∇×f . These algorithms are significantly faster than the approach suggested by Juhlin or Norton. We have only to change the reconstruction kernels and use the same sets of data. However, our reconstructed field S γ Df differs from f according to (3.16) , but there are solenoidal fields resulting in an exact reconstruction for γ → 0 (see section 5).
Convergence results for finitely many data
In this section we will study the error in the approximations (3.24) and (3.40), if the algorithms are applied in practical situations, that means we have only finitely many data. Our goal is to present estimations of accuracy in (3.24) and (3.40) , if the number of data goes to infinity. For this reason we introduce sampling points The mapping p,q,r represents the evaluation of the measured data D j f at the sampling points (ϕ ν ,s ℓ ,a k ) and is continuous on Y α , since α>1/2. The constants ς ν,ℓ,k will be specified later in this section.
Remark 4.1. It is also possible to define the observation operator p,q,r as local averages. This would be useful if we wanted to take into account a measurement error in the mathematical model, but in this article we assume we have noise-free data.
From theorem 2.2 we know that D j is a bounded operator between X α :=H α,α and Y α . Thus the semi-discrete Doppler transform p,q,r D j : X α → R n is also continuous for α>1/2 and the problem of reconstructing a vector field from its Doppler measurements may be formulated as follows. Find f ∈ X α for α>1/2 with
for given data g n ∈ R n . The reconstruction problem for ∇×f consists in recovering ∇×f from the same set of data p,q,r D j f .
Obviously p,q,r D j is an unbounded operator on L
. Hence, the domain of the adjoint ( p,q,r D j )
* is a proper subspace of R n (see e.g. Rudin [17] ). In the worst case D (( p,q,r D j ) * ) ={ 0} and the adjoint does not exist. Therefore, in view of (3.1), it is impossible to compute reconstruction kernels for p,q,r D j . To circumvent this dilemma we take the point evaluations p,q,r T x 2,j j,M γ and p,q,r (− ∂ ∂s T x 2,1 )˜ M γ of the kernels from the non-discrete problems and study the error when n →∞. With this aim we follow the outline of Rieder, Schuster [16] , where these studies were done in an abstract frame.
We associate with each p,q,r a subspace V p,q,r = S ϕ ⊗ S s ⊗ S a of L 2 (Q), where S ϕ , S s , S a are piecewise constant spline space with respect to the knot sequences {ϕ ν }, {s ℓ } and {a k }, respectively. A basis of V p,q,r is given by B p,ν ⊗ B q,ℓ ⊗ B r,k /ς ν,ℓ,k : ν = 0,...,p− 1,ℓ=−q,...,q − 1,k=−r,...,r − 1 .
( 4.3)
The B-splines B p,ν ∈ S ϕ , B q,ℓ ∈ S s and B r,k ∈ S a are defined by The interpolation operators p,q,r have some further properties which are necessary to prove our convergence results.
Lemma 4.2.
Fo r y, y 1 , y 2 ∈ Y α , α>1/2 and h := max{h ϕ ,h s ,h a } we obtain the following estimations:
where c i > 0, i = 1, 2, 3, are constants which do not depend on y, y 1 and y 2 , respectively.
The proof of (b) is achieved as in Schumaker [18, Chapter 12, theorem 12.7] .
Part (c) is stated using parts (a) and (b):
Lemma 4.3. Suppose y ∈ Y α , α 0 and x ∈ 3 . Then,
with a constant c>0 independent from x.
where we used Rieder and Schuster [16, lemma 5.3] . Note that we identify ϕ ∈ [0, 2π) with ω(ϕ) ∈ S 1 . Since span{y 1 ⊗ y 2 :
Given m points x i ∈ 3 , i = 1,...,m, our aim is to approximate the moments f γ (3.10) and (∇×f) γ (3.28) in the reconstruction points x i from data p,q,r D j f . That is why we define mappings E j : Hence j p,q,r p,q,r D j f is a discrete version of (3.24) for finitely many data:
We see that (4.10) can be implemented analogously to the well known filtered backprojection algorithm (FBA) from two-dimensional computerized tomography. We will state this fact more precisely in the next section. First we show that (4.10) is an approximate solution of (4.2) in the sense that it approaches the moments E j f as the number of data grows.
Theorem 4.4 (Convergence for the reconstruction of f
Furthermore adopt the notations from theorem 3.5. Then there exists a constant c>0, which does not depend on h, and a sequence
as h → 0.
Proof. Let i ∈{1,...,m}.
We estimate the three parts separately. First, we have
Y α , where we used (4.6), lemmata 4.2, part (a), and 4.3, as well as the smoothing property (2.6). So, we have to bound
A short computation shows T 2k+2 −1 L 2 (−1,1) = √ 3π/2. Formula (22.14.5) from Abramowitz and Stegun [1] yields
With Markov's inequality for a polynomial P k of degree k,
see e.g. Lorentz [8] , we obtain
Defining c 5 := c 2 c 3 c 4 , this gives
The second term in (4.12) is estimated with the help of (4.6), lemma 4.2, part (c), (4.7) and (2.6).
The last inequality follows according to the foregoing considerations for
, we obtain for the third term in (4.12) converges due to the exponential decay of |c γ k | related to our special mollifierẽ γ (3.21). We refer to Schuster [19] to illustrate that general mollifiersẽ γ have to fulfil
with η>1 for guaranteeing the convergence of (4.14).
As for the reconstruction of ∇×f we define analogously˜ We see that˜ j p,q,r p,q,r D p(j ) f is a discrete version of (3.40):
We prove convergence of˜ j p,q,r p,q,r D p(j ) f to the moments E j (∇×f). 
Proof. For i ∈{1,...,m} we have
Note that 2 α +1/2 < 3. Next, we assumeẽ γ =ẽ
is a continuous mapping (see Rieder and Schuster [16, lemma A.3] ), this yields together with (4.19) an estimate for
where we used Cauchy's inequality and
, we estimate the second term of (4.18) accordingly with the help of lemma 4.2, (c): follows with c := max c 11 ,c 13 σ 1) ), we have that the left-hand side in (4.17) , in contrast to (4.11), tends to zero, as h → 0 and M →∞. Note that we even find a representation of˜ γ by techniques described in Rieder [15] , without using the SVD of R, which impliesR M = 0. Hence, we obtain ˜ p,q,r p,q,r D p(j ) f − E j (∇×f) ∞ → 0a s h → 0.
Implementation and numerical results
We give a short description of how to implement the reconstruction formulae (4.10) and (4.16), respectively. Thereby we will use the special structure of the kernels (3.22) and (3.36) to accelerate the algorithm.
Suppose that m = (2N +1) 3 equally spaced reconstruction points x i ∈ K 3 , i = 1,...,m, are given by
Lemma 5.1 justifies for small values γ>0 the approximation
Thus, using (5.3), (3.24) results in
Choosing N = r implies the existence of a k i ∈{−r,...,r} with
for each x i , i = 1,...,m, with the x i from (5.1). Due to these considerations we finally obtain the following implementation of our reconstruction algorithm (4.10). 
where a k i = τ j (x i ) according to (5.4) and µ q P * j x i ,ω(ϕ ν ) <µ+1, u = q P * j x i ,ω(ϕ ν ) −µ end for end Thus, we obtain an approximation to f j with an algorithm of the same computational effort like the 2D-FBA from computerized tomography. In APPINV, however, we reconstruct on a three-dimensional grid instead of a two-dimensional one. More exactly, to compute (4.10) on the grid given by (5.1), we need O(pq 2 r)+O(pN 3 ) operations. In comparison, the iterative method of Wernsdörfer [27] needs O(pqrN 2 ) operations for each iteration step. Since˜ M γ has a structure similar to that of j,M γ , the reconstruction of ∇×f (4.16) can be calculated analogously to APPINV just by changing the reconstruction kernel.
As a numerical experiment, we reconstruct a straight flow with
We have ∇×f(x) =− 2 x 3 · v 2 +2x 2 · v 3 , ∇·f = 0 and n · f = 0o n∂ 3 , which implies f = f s ⊥ N(D). Moreover, since (3.15) ). For j = 2 we regain the exact solution, since D 2 f = 0. Thus,
(5.5)
follows from (3.14) , that means the reconstructed field S γ Df converges to the exact solution f in this case. A short calculation yields with regularization parameter γ = 0.005 and M = 56 corresponding to the cutting criterion (3.23) . The number of data and grid points was chosen so small because of visibility. Figure 5 shows an illustration of 1 p,q,r p,q,r D 1 f for p = 153, q = 25, r = N = 50, γ = 0.0157 and M = 161. The computing time was about 10 min on a Silicon Graphics O2.
In figure 6 a reconstruction of ∇×f is plotted, where the parameters were chosen as in figure 4 .
The reconstruction error of S γ Df was about
with parameters chosen as in figure 5 . Figure 7 illustrates that the main part of the reconstruction error appears on the boundary of 3 . The reason is the following. The field f , as well as the mollifier e γ from (3.21), does not have compact supports in 3 . Therefore, The fact that the relative error inS γ Df is about half of the error in S γ Df arises from the division by ∇ × f L 2 in (5.6) instead of f L 2 and ∇ × f L 2 ≈ 2.14 · f L 2 .
To show the stability of APPINV with respect to incorrect data, we add a noise ε j ∈ R n to our exact data p,q,r D j f =: g j : g j = g j + ε j , ε j 2 = η j g j 2 . 
Hence the reconstruction error is only dispensable higher than in the case with absence of noise. This stability is due to the special structure of our reconstruction algorithm, which is based on the evaluation of scalar products. An application of (4.6), lemmata 4.2, 4.3 and Cauchy's inequality gives j p,q,r (g j − g j ) 2 η j √ m j,M γ Y α , which proves that the error in the reconstruction has the same order as the noise.
Conclusions
We have presented in this article a novel and very efficient algorithm of filtered backprojection type for reconstructing three-dimensional vector fields and their curl. The necessary reconstruction kernels can be calculated before the measurement process and without the influence of data noise (see equation (3.13) ). Furthermore the special structure of our method, as well as of the scanning geometry, allows a parallel computation of the three components f j from the data sets D j f .
It is easy to adapt the method for the two-dimensional case, which is considered for example by Sparr et al [22] , Jansson et al [5] and Sielschott [20] . For f ∈ L 2 ( 2 , R 2 ), ω ∈ S 1 and s ∈ (−1, 1)
Df(ω,s) = γ from theorem 3.5. Now S γ Df is computed in the same way as in section 3.1. There are several locations in this paper where hints at future work are given. In this respect the development of new mollifiers adjusted to R(D * j ) for eliminating the factor P N(D j ) E j γ in the convergence theorem 4.4 is important. To do this, remark 3.2 may be helpful. A further step should be to adapt the method to a more practical scanning geometry to accelerate the measurement procedure. In section 3.1 we described how the boundary values of f can be modelled to decrease the reconstruction error. This is only one application where a priori information is necessary, so the use of such a priori information has to be investigated.
