Abstract-Advanced data analysis is needed to efficiently integrate maintenance and operation. A good basis for this increasingly important task is process and condition monitoring data. Intelligent stress, condition and health indicators have been developed for control and condition monitoring by combining generalised moments and norms with efficient nonlinear scaling. These nonlinear scaling methodologies can also be used to handle performance measures used for management The data-driven analysis methodology demonstrates that management oriented indicators can be presented in the same scale as intelligent condition and stress indices.
INTRODUCTION
Management of engineering assets have traditionally been analysed in the framework of reliability, utilization and availability. In this framework, organizations seek to increase operational effectiveness, revenue and customer satisfaction, while reducing operating costs [1] . Mather listed six elements affecting this process, including productivity, cost effectiveness, safety, learning, quality and environmental concerns [2] . Murphy and Hill combine these into three focus areas [3] : safety, reliability and performance and emphasize that there are differences between industrial types (Fig. 1) .
Integration of maintenance and operation focus on five key words: production, quality, just on time, lean and quick response [4] . Maintenance is defined as risk based [5] , preventive [6] or condition-based [7] , [8] . There are several performance measures: harmonised indicators for asset management [9] ; several performance indicators for process units [10] ; statistical analysis for reliability-centered maintenance (RCM) to find critical process units [11] . Also, environment is increasingly important [12] . Many aspects of these measures are incorporated in the overall equipment effectiveness (OEE) measure [4] . However, this view could be too narrow, as all these measures are related to the outcomes of the process and maintenance improvements. Performance should be understood in connection to a life cycle [8] .
Real time information is needed to reduce uncertainty. Moreover, condition monitoring and process data should be continuously collected and made available. Advanced signal processing and feature extraction help in the analysis [13] , e.g. by using generalised moments and norms introduced in vibration analysis [14] , [15] to produce informative features. A combination of real order derivatives and generalised norms [16] can be used in various applications [17] . Nonlinear scaling [18] , [19] is used to develop intelligent indices [20] , which can be understood as stress and condition indices [21] . Interpretation of these indicators requires event data, and widely used frequency domain analysis for the final fault identification. Monitor changes can be based on the principles of statistical process control (SPC) and the Six Sigma [22] . Case-based modelling with linguistic equations (LE) can further extend the analysis [21] . [3] This paper presents a consistent mathematical framework to be used for the operation, maintenance and asset management of engineering assets. The advanced indicators developed from process data and condition monitoring measurements from different performance measures are combined to monitor the progress towards the strategic goals of maintenance and operation.
II.
STRATEGIC MAINTENANCE Companies started to recognise maintenance as a specific and autonomous function only about 70 years ago, and preventive maintenance became highly important in 1940s [23] . Emphasis has been on corrective and later in preventive maintenance [6] . The idea of integrating maintenance with the process operation is not new. The Japanese developed from preventive maintenance the concept of total productive maintenance (TPM), which meant a move from corrective maintenance to "deterioration prevention" and "maintenance reduction". The Japanese Institute of Plant Maintenance started an annual TPM award already in 1971. TPM is also referred as "total productive manufacturing" or "total process management‖, and therefore it has close connections to total quality management (TQM) in operations and just on time (JOT) in material flows [4] . TPM also enables improvements on personal skills. TQM, which was strongly developed in the 1950's, focuses on maintaining existing quality standards as well as making incremental quality improvements to generate a competitive advantage [24] . The process chain and all employees are important [22] . Plant top performance requires integration of three central areas: TPM, TQM and JOT [4] . The step from time planned to condition-based maintenance was long awaited [8] .
Lean manufacturing (LM) or lean production requires equipment to be available on demand, and the planned and preventive maintenance functions should come up with these requirements [25] . Quick response manufacturing (QRM) is a companywide strategy to cut lead times in all phases of manufacturing and office operations. Key issues are cost, quality, speed of delivery and flexibility [26] . Risk-based maintenance (RBM) techniques are based on following modules: hazard analysis, consequence estimation, likelihood estimation, risk estimation, risk acceptance and maintenance planning [5] . In 1994, Torres Farinha introduced the concept of terology, which is defined as the combined utilisation of operational research techniques, information management and engineering, with the objective of accompanying the life cycle of facilities and equipment [23] .
III.
PERFORMANCE MEASURES There are many ways to measure, monitor and analyse maintenance and operation performance.
A. Harmonised indicators
Harmonised indicators provide guidelines for constructing a set of indicators, whose metrics need to be adopted and modified to meet special requirements. The European standard EN 15341 introduced by the European Federation of National Maintenance Societies (EFNMS) offers 71 predefined indicators to measure maintenance and availability performance. The Best Practice Committee of the Society for Maintenance & Reliability Professionals (SMRP) defined 70 predefined metrics to measure maintenance and reliability performance. The current combined release contains 26 indicators with definitions, objectives, formulas and calculation examples. The goal of harmonisation is to find common metrics for benchmarking between facilities in different countries and continents. [9] Harmonised indicators can be used for monitoring maintenance actions on a management level, where the indicators are based on cost, time, man-hours, inventory value, work orders and cover of the criticality analysis, see examples in Table 1 . Numerous elements need to be taken into account when assessing the current best practices, e.g. IDCON uses 285 elements scaled from one to 100 [27] . 
B. Key performance indicators
Key performance indicators (KPIs) reflect the critical success factors and the goals of the organization, which differ depending on the organization. KPIs must be quantifiable, i.e. there must be a way to accurately define and measure them. Fully automated online KPIs would be very useful. However, the maintenance function covers various aspects, including quality assurance, financial, reliability, planning, execution, strategic, data completeness, logistics, and competency [10] .
Meaningful information can be obtained, if each KPI is associated with its upstream objectives. Discovering these relationships and possible redundancies is important for multicriteria decision making. Simple pair-wise correlations are not sufficient in analysing redundancies. Therefore, several multivariate modelling approaches are needed. Cause-effect relationships are essential to this analysis. Centring and standardisation techniques are needed for handling heterogeneous measurement units. [28] In the strategic level, the important outcome measures of the performance analysis are return on investment (ROI) and indicators of health, safety and environment (HSE). The quality of the performance metrics can be assessed with the SMART criteria: specific, measurable, attainable, realistic and timely [12] .
C. Reliability-centered maintenance
Reliability-centered maintenance (RCM) aims to ensure that assets continue to do what their users require them to do in their present operating context. It moves the maintenance practise from predicting life expectancies to managing the failure process. RCM integrates the system designer and people who are in charge of managing the system during its life cycle. The guide to the RCM standard (SAE JA1012) published in 2002 amplifies and clarifies the evaluation criteria listed in SAE JA1011, and summarizes additional issues that must be addressed in order to apply RCM successfully. [29] The basis of RCM is the RAMS (Reliability, Availability, Maintainability and Safety) analysis, which starts with the collection of the project information, including process flow diagrams, pipe and instrumentation diagrams, protection system description, specific project and design documents, and emergency shut-down philosophy. RAMS uses data such as failure modes, failure rates and repair times are collected from specific databanks. During RCM application, the maintainability and availability analysis is refined by estimating the total downtime due to preventive and corrective actions associated with each component of the system. Failure mode and effect analysis (FMEA) examines the control and protection equipment and their capability to prevent or mitigate accidents or failures. RCM links the level of tolerable risk to the development of a maintenance strategy. [11] RCM is based on statistical analysis, and Monte Carlo simulations are essential parts of the analysis. Availability performance databases can be used in estimating probabilities for a new system. Fuzzy reasoning, where the factors affecting to failure activation are defined as trapezoidal fuzzy numbers, has been used to evaluate and assess the likelihood of equipment failure from the process flowsheet [30] . The expert system also took care of the prioritisation of the failure modes. Criticality analysis links RCM to the TPM improvement plan.
D. Overall equipment effectiveness
Overall equipment effectiveness (OEE) is a set of broadly accepted non-financial metrics which reflects manufacturing success [4] . OEE combines availability (uptime), performance rate and quality rate (Fig. 2 ). All these are strongly affected by how well the maintenance work is being executed. OEE is very often overrated. Low levels of OEE often result in critical units, which are on the verge of becoming a pinchpoint in the supply chain. Even in cases, where the equipment is thought to be out of date, the gains from refurbishment are not necessarily high, if the reasons of the reduced performance are elsewhere. Appropriate checking, best practice operation routines and regular condition monitoring should be applied to the new equipment as well. Different losses are analysed in OEE, and more detailed information on quality, performance and availability (Fig. 2) provide a good basis for improvement plans.
Recent examples from industry show remarkable improvements in reliability [8] . A Swedish mining company LKAB increased production by 15 % by reducing time delays caused by production stop by 50%. The time between production stops doubled, and the number of production incidents was reduced by 37 %. Willmott presents several successful examples of OEE improvements with some examples of financial benefits [31] . An OEE of 85 %, which is often said to correspond to world class efficiency, is surpassed. The pulp and paper industry has relatively high OEE values. This status was achieved with long term automation activities [32] , [33] . Investments in new production lines are rare in Europe and the engineering asset management of the ageing production lines requires effective maintenance investment management to ensure the competitiveness of the plants [34] . 
E. Statistical process control
Statistical process control (SPC) is used in monitoring a process through the use of control charts, also known as Shewhart charts or process-behaviour chart. The principle is to measure the deviation of the current signal from a reference signal representing the normal condition to see whether the current signal is within the control limits or not. SPC, which was originally developed for quality control, is now widely used in fault detection and diagnostics. [35] Six Sigma is a process improvement program for the quality of process outputs by identifying and removing the causes of defects (errors) and minimizing variability in manufacturing and business processes. The Six Sigma approach uses a set of quality management methods, including statistical methods, and creates a special infrastructure of experts within the organization. This business management strategy was originally developed by Motorola in the 1980's. Performance is evaluated by process capability indices (PCIs), which assume that process output is approximately normally distributed. The Taguchi capability index calculates an offcenter process mean. [22] , [36] .
IV.
DATA ANALYSIS Process control is normally based on real-time data. In condition based management, both real-time and periodic data need to be compared (Fig. 3) . In management level, performance measures cover a very wide set of production aspects. Event data is essential in decision making. Advanced ISBN 978-91-7439-379-8data analysis is needed to bring all these on the same scale to make the integration of maintenance and operation efficient.
A. Data acquisition
Process measurements are normally collected frequently, but also some infrequent measurements and laboratory measurement can be used. Both event data and condition monitoring (CM) data are needed for development and assessment of condition indicators and the maintenance support systems. Condition monitoring measurements are normally done periodically, but they can be obtained very frequently. Harmonised indicators, KPIs, PCIs and statistical distributions obtained from RAMS analysis correspond to a longer time periods. Fig. 3 Detecting operating conditions and faults [21] The event data includes information on what happened, e.g. installation, breakdown or overhaul, and what the causes were and/or what was done what to the targeted physical asset, e.g. minor repair, preventive maintenance, and oil change. The systematic collection of event data is often neglected, since data usually need to be entered manually into the information systems. [7] However, efficient acquisition of shallow knowledge concerning everyday human interventions on the production lines and the factory-wide sharing of the resulting information improve defect management. Semi-automatic knowledge acquisition with dedicated interfaces has been developed in [37] for an electronic assembly line. This system improved fault detection and recovery considerably as well as improving defect-related communication within organizations.
B. Signal processing and feature extraction
Informative features can be obtained by generalised norms defined by The norm values increase with increasing order, i.e. , ) ( ) ( Signal processing and feature extraction with generalised norms (1) are combined for continuous and periodic condition monitoring measurements [17[,[38] . Process data include both very infrequent measurements and arithmetic mean values of more frequent measurements [21] . Harmonised indicators, KPIs and PCIs can be handled as infrequent process measurements. Statistical distributions are analysed by dividing the histogram into bins [39] . Case-based reasoning (CBR) suits for using the previous problem solving experience in RCM [40] .
C. Nonlinear scaling
The basic idea of the linguistic equation (LE) methodology is the nonlinear scaling developed to extract the meanings of variables from measurement signals: the feasible range is defined as a membership function (Fig. 4) 
The value range of is divided into two parts by the central tendency value j c and the core area, [
], is limited by the central tendency values of the lower and upper part. In the new methodology introduced in [20] , the analysis of the points (3) is based on
where the order k is a positive integer. The kth moment is generalised by calculating it about the generalised norm (1), and normalised by the standard deviation X  , which is calculated about the origin, i.e. (Fig. 3) The central tendency value is taken from the point, where the skewness 3  changes from positive to negative, i.e. 0 3   . Then the data set is divided into two parts: a lower part and an upper part. The same analysis is done for these two data sets. The estimates of the corner points, The local linearity requirement is taken into account, if possible. [20] Values of the variables do not need to be centered, and the distributions of different properties can be handled. The approach improves sensitivity for normal, Poisson and Weibull distributions [20] . This is beneficial in condition monitoring [20] and defect detection [41] . The scaling functions can be tuned with genetic algorithms [19] . Fig. 4 Feasible range, membership definitions and membership functions [18] Membership functions can be generated from the membership definitions by selecting the core areas (Fig. 4) , e.g. the set {very low, low, normal, high, very high} is defined by the locations {-2, -1, 0, 1, 2}. [18] V.
OPERATION AND MAINTENANCE MANAGEMENT Sustainable performance is achieved by balancing stress to the equipment conditions. Improved performance is the key to reducing life cycle costs, i.e. also reliability and safety are maintained when the risks of unexpected abrupt faults and failures are minimised. Focus areas of the asset management depend on the type of industry (Fig. 1) . Performance improvement requires and allows investments into conditionbased maintenance. The overall operation includes several feedback loops (Fig. 5) .
A. Monitoring
The operation should utilise continuous condition monitoring as much as possible. Condition and stress indices are efficient tools for this, as they can be handled by the automation systems as normal process measurements. Additional sensitivity is achieved for the values which only slightly differ from the centre values. For cavitation, the approach provides four severity levels from cavitation-free to clear cavitation. For the supporting rolls of a lime kiln, it provides an efficient indication of faulty situations. All the supporting rolls can be analysed using the same approach. The results are consistent with the vibration severity criteria [42] : good, usable, still acceptable, and not acceptable. Warning and alarm limits are useful in the identification of fault candidates with fuzzy set systems and specialised condition indices. [20] .
Harmonised indicators provide valuable information about the performance: improvements towards more cost effective maintenance with less unscheduled actions can clearly be seen. SMART criteria bring KPIs to closer connection to the process. OEE is a good tool for monitoring the performance improvement. All these can be considered as feedback information for management. Therefore, more process related information is needed to find suitable actions to improve safety, reliability and performance. SPC, which is used for monitoring variability, can also be extended to monitor harmonised indicators, KPIs, RAMS data and the OEE. In addition, SPC can be used to compare the results of improvements when developing best practices. Generalised norms are used to define the limits for an advanced analysis expanding on the traditional Six Sigma analysis, which is based on the norms A new intelligent trend analysis methodology introduced in [43] provides additional trend and deviation indices for early detection of changes [44] .
B. Control and scheduling
Stress indices should be used for process control to avoid conditions which can cause harmful effects: continuous CM can be directly used in stabilising control (Fig. 5) . Stress depends on the condition of the process equipments. A simulation test presented in [45] shows good results for using cavitation indices for the power allocation and control of Kaplan water turbines. Power control minimises the cavitation risk by dividing the load between three turbines, whose conditions are normal, bad and very good. Each turbine has three operating modes: low, normal and high power. In the normal area, a cavitation free power level is taken as an operating point. The low and high operating areas are defined by local minima of the cavitation indices.
The control system has a feedforward controller, which allocates the load to the turbines by means of a knowledge- , and the change of power is calculated in the same range by a P type LE controller. The change of control for each turbine is obtained by the corresponding scaling functions. Finally, the changes are balanced, as they should not change the total power. This can be partly done by cancelling the smallest changes. [45] The cumulative time in the strong cavitation provides an indication of possible damage, which can be used to select the turbine for low power operation. The cumulative time in short-term cavitation is another indicator of deviations from smooth operation. Short-term cavitation is not as harmful as strong cavitation. The characteristic curves are adapted to the recent indices in order to handle the changes in the condition of the turbines. For power stations with many turbines, alternatives to reduce cavitation risks are evaluated with simulation to optimise maintenance actions. [45] In practice, condition and stress should be balanced on the machine and process equipment level. Problems can be avoided or reduced using proper control, e.g. lubrication is important for the supporting rolls of lime kilns [20] . In the steel industry, the monitoring of critical components became more and more important as loads were increased during the economical boom years 2004 to 2008. In rolling mills, quality and production performance is maintained by controlling chatter, lubrication, torque distribution between the upper and lower spindle, and inter-stand strip tension. Residual life-time monitoring of critical components underlying fatigue or wear are essential for planning monitoring actions. [46] Higher levels can be understood as the scheduling of parallel facilities, the properties of which change over time. Fuzzy logic can be used in systems, where the changing properties are handled with preferences and priorities [47] . For these levels, the stress and condition indices, as well as the cumulative time on different risk levels can be monitored with the trend and deviation indices. The continuous condition measurements and process data provide information, which can be used in prognostics [44] . Appropriate monitoring intervals for periodic condition monitoring and maintenance actions can be defined by using dynamic models, e.g. LE models. In addition to the widely used probability distributions, fuzzy arithmetic, which is based on the extension principle and interval analysis, can be used [48] .
C. Maintenance
Continuous and condition-based periodic condition monitoring provides new indices for automation and information platforms, including the integration of the computer maintenance management system (CMMS) to collect accurate information, especially event information. These systems are the core of traditional scheduled 48 ISBN 978-91-7439-379-8 maintenance practices and rely on bulk observations from historical data to make modifications to regulated maintenance actions [49] . The analysis is repeated at intervals defined by the sample time τ, and the time interval is added to the cumulative time of the corresponding stress level, e.g. strong cavitation and shortterm cavitation, as in [45] . Continuous real-time operation reduces quality losses by improving value adding work time. Methodologies developed for data analysis, modelling, fault diagnosis and decision making form a good basis for using diagnostics and prognostics for the adaptation of control and maintenance (Fig. 5) . Deeper analysis is a basis for reducing speed and shut time losses through the adaptation of the control. In a paper machine application [50] , a breakdown and an additional stoppage were avoided when the speed was reduced for two weeks: the same or lower vibration level was maintained for one week.
D. Management
Relevant knowledge of interdependencies and interrelationships is needed to create significant long-term improvements in diverse situations, where costs need to be reduced while maintaining or improving quality. Improvements are introduced through a PDSA cycle: plan, do, study and act [51] .
Nonlinear scaling can be used for harmonised indicators ( [25] are analysed with the nonlinear scaling approach presented above. The resulting corner points (Table 2 ) and the corresponding scaling functions are used in calculation of the scaled OEE values (Table 3) . Linguistic levels are selected by using the limits presented in Table 2 All the limits can also be handled with fuzzy membership functions in the same way as in [18] . This opens new possibilities for combining maintenance, operation and asset management and to provide the right real-time information in the right context for the decision process. Improvements of any performance measures can be expressed with linguistic terms as presented for OEE in Table  3 . Intelligent trend analysis is introduced to deepen this analysis. Statistical process control (SPC) can be used to monitor performance indices or their changes. Intelligent trend and deviation indices are suitable for this analysis, and decision making can be based on preferences and priorities obtained for any of these indices or their changes. All the results can be explained with consistent linguistic terms, see Table 3 .
New numerical values facilitate the deeper analysis of relationships between intelligent indices, harmonised indicators, KPIs and OEEs (Fig. 5) . The analysis can be further deepened with LE modelling (Fig. 3) . 
E. Product and process design
Lean thinking aims to eliminate waste and improve cycle time. Design for Six Sigma (DFSS), also known as DMADV process, is a systematic methodology to manage variation so that all expectations can be met and product can be produced at the desired quality level [52] . The DMADV methodology, which consists of phases define, measure, analyse, design and verify, is developed for designing new products or services.
The DMAIC process, which consists of phases define, measure, analyse, improve and control, is aimed to eliminate defects and reduce variability [35] , [53] . The define step is heavily reliant on both process mapping and Failure Modes Analysis (FMA). An appropriate measurement plan is essential in the measure phase. The analysis phase tries to find out where the process fails to meet the performance specifications or where unexpected activity takes place. The improve phase is targeted at bringing the process back to required or improved operation. The control phase uses continuous measurements to control the process and to ensure it complies with the performance specifications.
Intelligent indices based on nonlinear scaling can be used for the analysis phase, and the extracted information is useful in the design and control phases. The performance improvements can be assessed in a consistent way by using generalised moments and norms. The Six Sigma approach is extended by introducing new limits, which also operate for skew data. Since the improvements may lead to considerably different design or operation choices, the data-driven approach needs to be extended with domain expertise. The improvement cycle provides new material for LE modelling. Fuzzy reasoning can be included in a natural way by representing the quality levels with membership functions (Fig. 4) .
VI.
CONCLUSIONS Performance analysis can be based on real-time information by using various stress, condition and health indices as inputs. Similar approach can be used for outputs: quality indices, harmonised indices, KPIs, PCIs and OEEs. Consistent linguistic explanations based on nonlinear scaling are available for all these indices, and the analysis can be further deepened with LE modelling. Performance improvement is taken as the primary goal in the asset management ( Fig. 1 ): efficient monitoring with intelligent indices provide a good basis for control and condition-based maintenance. The losses are analysed with OEE (Fig. 2) by first reducing quality, then by decreasing speed, if necessary, to plan the maintenance actions. The feedback loops in the integrated operation and maintenance function (Fig. 5) reduce operational uncertainty and risks of unexpected problems ensuring better safety and reliability.
