ABSTRACT: Pixel and object-based classification methods have been used for the determination of land cover. Pixel based classification methods suffer from salt and pepper effect. So pixel based classification methods cannot reach the accuracy of the object based classification. In order to eliminate the salt and pepper effect on the remote sensing classification accuracy and improve the result maps created as a result of the classification and further improve the classification accuracy in pixel based classification, it is recommended that the sieve class, clump class and majority analyses -which are ordinarily applied to high resolution images in this study by using the pixel based classification method. So the effect of these analyzes on low and medium resolution satellite images are unknown. With the SPOT 5 satellite image, this study will investigate how much this analysis affects the accuracy of classification. The classification includes the following categories: sun flowers, corns, peanuts, trees, roads, residential areas and water resources. In this study, the object based classification method was compared with three pixel based classification methods, namely the support vector machines, maximum likelihood method and spectral angle mapper method. The following general accuracy and kappa values were obtained from the methods in question: Object based classification method (96% accuracy, kappa value of 0,949), maximum likelihood method (90.99% accuracy, kappa value of 0,67), support vector machines (92.06 accuracy, kappa value of 0.70), spectral angle mapper method (93.88% accuracy, kappa value of 0,78). Following the pixel based classification process, the total accuracy and kappa values of the classified image was improved through the application of sieve class, clump class and majority analyses. As a result of the analyses conducted on the pixel based classification methods, the following general accuracy and kappa values were obtained for the following pixel based classification methods: maximum likelihood method (92.91% accuracy, kappa value of 0,73), support vector machines (93.13% accuracy, kappa value of 0.74) and spectral angle mapper method (95.62% accuracy, kappa value of 0,88). As a result of the analyses applied to the pixel based classification method, the classification accuracy produced similar results to that of the object based classification accuracy.
INTRODUCTION
Image classification methods are commonly used in determining the land cover due to their synoptic point of view and ability to operate in larger areas. Image classification involves the categorization of each pixel in an image. General image classification is done in two general approaches, namely the pixel based classification method and object based classification method. Despite the general view that the object based classification produces better results (Willhauck et al.,2000; Jensen et al., 2006; Yan et al., 2006; Hong et al., 2007; Platt and Rapoza, 2008; Weih and Riggan 2010; Whiteside et al., 2011; Myint et al., 2011; Meneguzzo et al.,2013; Varela et al.,2008; Michez,2016) , there have nevertheless been studies conducted with a view to achieving high accuracy out of the pixel based methods in a classification. Support vector machines and the artificial neural networks method were found to have produced more accurate results compared to the maximum likelihood method (Foody and Mathur, 2004; Pal and Mather, 2005; Oommen et al., 2008; Naguib et al., 2009; Sakieh et al. 2016) . When the pixel based and supervised classification algorithms -namely the maximum likelihood method, neural networks method and decision tree methods were compared, it was established that the support vector machines produced the highest accuracies (Huang et al., 2002) . When the support vector machine was compared to the Conditional Random Fields (CRF) method, the conditional random fields method was found to have produced more accurate results (Hoberg and Müller, 2011) . When the support vector machines were compared with the supervised pixel based classification methods -including minimum distance, Mahalanobis distance, maximum likelihood and spectral angle mapper (SAM) methods, it was found that the maximum likelihood method and support vector machines delivered a better performance (Yang et al., 2011) . The crop index, maximum likelihood and Spectral Angle Mapper (SAM) supervised classification methods have been compared in terms of determining the weeds in legumes and grains, as a result of which the spectral angle mapper (SAM) method was found to be less accurate (Castro et al., 2012) . By employing the LISS IV data, the support vector machines, spectral angle mapper and artificial neural networks methods have been used in the crop classification. The support vector machines and artificial neural networks have provided more accurate results (Kumar et al., 2015) .
In remote sensing studies, the concept of accuracywhich is known as the consistency between the real class and the class label assigned to a pixel-and real class can be identified by actually going out on the field or by viewing an aerial photograph, satellite image. The classification accuracy can be improved for single images or time sequenced images by combining the multi-sourced data (Lunetta and Balogh,1999) and by establishing different spectral features (Wilson and Sader, 2002) and by developing new methods (Murai and Omatu,1997; Maxwell et al.,2004; Sun and Schulz, 2015) . In remote sensing, assigning pixels to a class other than their designated class is called the salt and pepper effect. Despite the fact that Castillejo-Gonzalez et al. (2009) has talked about the significance of the salt and pepper effect on the high resolution satellite images and suggested that the classified maps should be improved to mitigate such errors and that a 5*5 majority filter be applied to be able to achieve higher accuracies, it is not known to what extent the analyses conducted following the low and mid resolution classifications actually influence the classification results. Considering the costs in agricultural studies, it is observed that the studies are mostly conducted with mid and low resolution satellite images (Yang et al.,2011; Hoberg and Müller, 2011; Huang et al.,2002; Faria et al.,2012) .
In this study, the mid resolution SPOT 5 satellite image has been subjected to sieve, clump and majority analyses -after having been initially classified through maximum likelihood, support vector machines, spectral angle mapper methods-, the effects of the classification results discussed and their accuracies have been compared with the object based classification methods. To the best knowledge author this is the first study dealing with this study area. So the authors think that this paper provide a different point of view for interested researchers in this area. Because of this area has previously unstudied very fertile farm lands.
METHODS

Study Area
The study area is located in the fertile lands of the Eastern Mediterranean Region of Turkey, covering the areas of Ceyhan, Osmaniye, Kadirli and Kozan, on the east bank of the Ceyhan River, east of Çukurova. Osmaniye is located between 35 52' -36 42' East Longitude and between 36 57' -37 45' North Latitude. Osmaniye is surrounded by Gaziantep in the east, Hatay in the south, Adana in the west and Kahramanmaraş in the north. The province is approximately 7-8 km. away from the Gulf of İskenderun in the southwest.
Osmaniye is a province that agriculture has dominant structure. City of the total land area (376.70 ha), 97.419 hectares of farm land, 130 hectares of fallow land, 4.535 hectares of vegetable gardens, 13.284 ha of fruit-bond, are the sum of 115.368 agricultural land. When epiphora situation analysis of agricultural land examined, total agricultural land (124.800) of %69.3 (86.523) irrigated. %72.4 of these irrigated land irrigate.
The area is a complex mosaic of several land cover types including corn, sunflower, peanut, trees, road, residential and water resource. This spatially complex area was chosen to highlight the differences between the image classification approaches. This area has very fertile soil. It is an area untouched in terms of remote sensing studies.
Material
SPOT 5 satellite image has 10m. spatial resolution with 4 spectral band (Red, Green, Blue, NIR). The satellite has two HRG sensors that are capable of capturing high resolution data. Through those sensors, it is possible to obtain 2.5 to 5 meter resolution data in panchromatic detection mode, and 10 meter resolution or better data in multi-spectral detection mode. Moreover, the satellite also has a HRS sensor that can detect data in panchromatic mode. The HRS is capable of obtaining stereo image pairs that can identify the surface printing through forward and backward sights.
Stereo image pairs are used to establish Numerical Elevation Models that provide data regarding the elevation from the earth surface (İTU-UHUZAM). It has a synchronous near polar orbit. Its orbital altitude is around 822 km (in Ecuador). Its orbital period is 26 days. Its scan area is 60 km*60 km. Its radiometric resolution is 8 bits and spatial resolution Pan: 2.5m (production from a 2 * 5m resolution framework) Pan: 5m (rare) MS: 10m (rare) SWI: 20m (rare).
The SPOT 5 satellite image was taken on May 5, 2013, at 08:13:12 am. Multispectral image was used in study. Image was taken with ortho geometric processing level. Image incidence angle was 5.465347, sun azimuth was 135.108586 and sun elevation was 62.354325.
Sun flower and corn are planted in early March in our study area. Corn and sun flower are very green in May. So date of acquisition is convenient for our study. Comprehensive field survey data were obtained directly from farmers and village headman by interviews. 50 training data (number of fields) selected for classifier training. Another 50 field data set used for validation. Test and verification data were randomly selected.
The reference spectra can either be taken from laboratory measurement or field measurements or extracted directly from the image. We are taken spectra values field measurement on July 1, 2013 for spectral angle mapper classification method.
Image Preprocessing
Because study area became range of two middle slices, coordinates transformed geographic coordinates with geometric correction. Geometric correction of the satellite image has been done using the ENVI software. Geometric transformation of the image was obtained with 0.32 pixels RMSE (Root Mean Square Estimation) by means of second degree polynomial transformation by the help of 16 land control points acquired by RTK-GPS and the nearest neighbor resampling method (Orhan et al. 2014; Dymond and Shepherd 2004) . 
Pixel-Based Classification
Being a traditional classification method, the pixel based classification takes pixel as its primary unit. In the pixel based method, where each pixel is compared in terms of its spectral proximity to the class to which it will be assigned (Casals-Carrasco et al., 2000) . The pixel based classification method is divided into two categories, namely supervised classification and unsupervised classification methods.
The unsupervised classification does not contain any data with respect to the area to be classified. It uses the algorithms that classify such elements based on natural groupings or aggregation that are presently available in the digital values of the image. Since it uses the classification of natural groupings, the classes created as a result of the classification are those of the spectral classes that have been identified prior to the process (Ekercin, 2007) . The most commonly used unsupervised classification methods include the k-means clustering, Euclidean distance, mahalanobis distance, sequential clustering, statistical clustering, repeated successive clustering (ISODATA) and RGB clustering.
In the supervised classification method, however, the spectral features of each object to be classified are defined based on the sample areas representing the earth, and thus the feature files are created. The feature file sampling the test area is then applied to the image data, thereby including each image data into the class that it resembles the most (Ekercin, 2007) . The most commonly used supervised classification methods include the Maximum Likelihood Classification, the minimum Distance classification and the Parallelpiped Classification methods.
Maximum Likelihood Classification
A pixel has the highest probability value assigned to the class in the maximum likelihood method. A probability distribution model is needed to calculate these probabilities. The normal distribution model is usually used in practice. Accordingly, each class is considered to have a normal distribution of training data. In reality, this acceptance is not very correct. But the normal distribution in the modeling of optical remote sensing data is found to be appropriate. Normal distribution is determined by mean and variance parameters for single variable, mean vector and covariance vector for multivariate data (Sunar et al.,2016) . The multidimensional normal distribution probability density function is as follows (Eq.1).
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The distribution of each class is determined by the mean vector and the covariance matrix calculated from the training patterns. The probabilities of unknown pixels belonging to the categories can be calculated based on the distribution models calculated from the training data for all classes. As a result, the pixels are most likely assigned to the classes to which they belong (Sunar et al.,2016) .
Support Vector Machines
The use of support vector machines (SVM) as image classification in remote sensing has first been suggested by Gualtieri and Cromp (1998) . The idea has been put forward in more detail by Burges,(1998); Huang et al.,(2002) ; Richards and Jia, (2006) . SVM classification is a controlled classification algorithm that is based on statistical learning theory. At first, the mathematical algorithms of the SVM were designed for the classification of the two class linear data, but they were later generalized for the classification of the multi class and non linear data. The working principle of the SVM is based on estimating the most suitable decision function that is capable of separating the two classes from each other, in other words identifying the subplatform that can separate the two classes in the most appropriate way (Vapnik, 1995; Vapnik, 2000) . Being successfully used in a number of fields, the recent years have seen many studies conducted for the use of SVMs in the field of remote sensing (Foody et al., 2004 , Melgani et al., 2004 , Pal et al., 2005 .
Spectral Angle Mapping (SAM)
In the Spectral Angle Mapper (SAM) method that allows the performance of Object Based Reference Spectra summation (endmember) analysis, the angle between the reference vector created based on the spectral reflectance data that is used as reference-and the vector which has been created out of the satellite image pixel values whose class has not yet been assigned is calculated. If the calculated angle is less than or equal to the likelihood value that has been previously designated for the reference spectra class, the pixel with unknown class is assigned to the relevant reference spectra class (Gürsoy et al., 2013) .
By using the SAM algorithm, the spectral angle between the unknown spectrum (t) and the reference spectrum (r) is calculated for each pixel in radians (Kruse et al., 2003) . The spectral angle is calculated by using the following equation. The unknown pixel is assigned to the reference spectrum (class) that has the least spectral angle value with itself (Eq. 2) . Classified images often have a salt and pepper effect. Post classification processes were applied over a classified image to eliminate salt and pepper effect, and to generate an apparently less noisy image (Al-Ahmadi and Hames, 2009). Sieve, clump and majority/minority analysis have been usually applied to classified images. Sieve analyses are applied first to remove isolated classified pixel. For this, if a pixel is included with pixels of the same class, the method search the neighboring 4 or 8 pixels. If the number of pixels in a class is less than a specified threshold value, those pixels are removed from the class. (Buddenbaum et al.,2005; Al-Ahmadi and Hames, 2009 ). Clump analysis is used to clump adjacent similarly classified areas with morphological operators. Low pass filtering could be used to smooth images that have speckle or holes in classified areas. Clumping classes solves a problem that the class information would be contaminated by adjacent class codes (Al-Ahmadi and Hames, 2009). Determining classes are clumped together. It called dilate operation. Another operation is erode operation. A kernel of size determines in this operation. The clump algorithm fills holes smaller than a given kernel. Then 'islands' of pixels smaller than the kernel removes (Buddenbaum et al.,2005;  Al-Ahmadi and Hames, 2009). Majority/Minority analysis is applied after sieve and clump analysis to classified images. Majority analyses are used to change false pixels in a large single class. Minority analysis is used to replace center pixel in the kernel with the class value that the minority of the pixels in the kernel (URL-1).
Above mentioned these three post classification processes were applied on the images that are classified by maximum likelihood, support vector machine, spectral angle mapper and object based classification methods.
Object-Based Classification
Being a traditional classification method, pixel based classification takes pixel as its primary unit. However, the heterogeneity of pixels and the variability of crops in the study area has led to an increase in the use of object based methods in the remote sensing studies (Blaschke, 2010) .
Analyzing the remote sensing data with the traditional pixel based method has presented a problem in identifying some of the crops due to the variability of the crop patterns, spectral similarity, mixed up pixels and pixel heterogeneity. In order to overcome this problem, spectral, textural and hierarchical features are added to the object based image analysis following the segmentation of the image (Pena-Barragan et al., 2011).
The object based classification involves segmentation and classification stages. The segmentation stage is the most important stage that directly determines the classification accuracy. The image segmentation algorithms are aggregated in two categories, namely the area based and boundary based categories. In the boundary based segmentation algorithms, boundaries are determined by checking whether the objects are continuous. In area based methods, however, the areas are determined based on their similarity (Zhang, 1997) . Vol; 2; , Issue; 02, pp. 52-60, June, 2017, The homogeneous objects obtained as a result of the segmentation process are used as classification units.
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The objects representing the spectrally varying land cover type at pixel level are formed through segmentation. This way, the 'salt and pepper' effect, resulting from the pixel based classification, is eliminated. Another advantage of this unit is that, instead of using random units such as pixels, it uses the objects that represent the real world features better than pixels. Moreover, it has the extra advantages that include the shape features, the hierarchical structures of classes and objects and the topological structures of objects. The object based analyses allow the creation of a set of rules that can utilize the scenes that are capable of producing a repetitive method. One of the disadvantages of this method is that it requires the preliminary data of the land cover type that cannot be found at all times. Another disadvantage associated with this method is the segmentation between the objects that can utilize mainframe computer memory and the resulting topological relationships. The lack of definite algorithms and parameters in creating image objects is yet another disadvantage of this method. Despite the fact that the local variances are used in recent years to determine the appropriate segmentation scales, the appropriateness of the segmentation is mostly evaluated through visual inspections (Whiteside et al., 2011; Draguţ et al., 2010) .
Image segmentation as the initial stage of object based classification has an important role in the performance of object based classification. The more accurate segmentation increases the results of classification. There are a lot of techniques for image segmentation (Dey, 2011) . Multi-resolution segmentation, which was proposed by Baatz and Schape (2000) , is one of the most powerful region based segmentation algorithms that have been implemented in commercial software, eCognition (Definiens Imaging, 2009 ). However, this algorithm needs a set of optimum parameters which usually obtained by trial and error method. This technique relies on the user's experience. The multi resolution segmentation is a bottom-up region merging step starting with one pixel. The method performs based on two heterogeneity criteria, geometrical and spectral. Smaller image objects are merged into bigger ones. The bigger image objects form segmentation with object on different scales. The created objects undergo an optimization process. The optimization process tries to minimize the internal weighted heterogeneity of each object. The smallest possible growth is calculated for each object. If the object properties exceed the heterogeneity threshold, the growth of this object stops. Heterogeneity is defined as the color and shape of the object. Shape, compactness/smoothness and scale parameters are userdefined parameters. Scale parameter determines the average image object size. An appropriate value of scale parameter determine with trial and error method (Dragut et al.,2010) . Compactness criterion minimizes the deviation from the ideal compact form. If the shape factor is weighted with high values, the influence of color values is lower. Shape factor is also necessary to calibrate a compactness and smoothness value influencing the object generation. If the compactness is weighted low values, the smoothness factor is increased. An object with a more linear shape is obtained (Dragut et al., 2010; Definiens, Developer 7 User Guide).
RESULTS
The pixel based classification processes have been realized by using the ENVI software, and the object based classification processes by using the Definiens eCognition Developer.
The first stage of the object based classification process involves segmentation (Figure 2) . Here, a multi resolution segmentation process was implemented in the eCognition software. In this particular segmentation algorithm, the parameters that determine the classification accuracy are that of the scale, shape and integrity parameters. For this study, scale has been chosen as 70, shape as 0,2 and the compactness as 0,6. Such parameters are the ones that most realistically represent the test farms. In order to avoid a subjective estimation in remote sensing, a confusion matrix, which determines the accuracy of the method by comparing the confirmed land data with the classified pixel percentage, is used (Congalton, 1991) . General accuracy in the confusion matrix reveals the percentage of the classified pixels in International Journal of Engineering and Geosciences (IJEG), Vol; 2; , Issue; 02, pp. 52-60, June, 2017, an accurate manner. Producer accuracy and omission error presents the likelihood of the classified pixel being actually represented in that class. The acceptable general accuracy is 85% (Foody, 2002) . User accuracy and omission error shows how well the pixels in training set have been classified (Rogan et al., 2002) . It is reported that a classification is strong when the Kappa coefficient is over 0.8 (Landis and Kock 1977) . In their study, Montserud and Leamans (1992) have suggested that the kappa value cannot be over 0.75 by chance.
The accuracy analysis of the classification results have been performed based on the 'Error Matrix based TTA Mask'. The classified image has been compared with the sample areas -chosen as test data through the segmented image-and the error matrices have been obtained. The error matrix achieved from the satellite image is presented in the Table 1 . It has been observed that the classification method between the classes of roads and residential areas has been somewhat problematic (Table 1) . The pixel-based classification employed the maximum likelihood, support vector machines, spectral angle mapping and spectral data difference methods. 7 classes have been identified in the classification stage, representing water resources, sun flowers, corns, peanuts, residential areas, roads and trees. ROIs have been identified for the classification and control, containing two different data sets. In order to improve the classification accuracy, the images obtained as a result of the classification have been subject to the sieve class, clump class and majority analyses. Since most of the roads in the area are unpaved roads, the classes of roads and unpaved roads have been combined into a single class under 'roads'. The fact that the pixels were mixed up in the predominantly urbanized areas has caused heterogeneity. For this reason, the classes of roads and residential areas could not be separated from each other in most cases. In general, however, the accuracy analyses of both classifications yielded fairly similar results.
CONCLUSION and DISCUSSION
In this study, the object based classification method has been compared with the pixel based classification methods and the effect of sieve, clump, majority analysis applied to the pixel based classifications (maximum likelihood classification, support vector machine and spectral angle mapper classification) on the medium resolution SPOT 5 satellite image was investigated. The SPOT 5 satellite image of Osmaniye region, taken in May 2013, has been used for making such comparison in this study. The maximum likelihood method (90.99% accuracy, kappa value of 0,67), support vector machines method (92,06% accuracy, kappa value of 0,70) and the spectral angle mapping method (93.88% accuracy, kappa value of 0,78) have been used as pixel based classification methods in this study area. In order to improve the classification accuracy, the images classified by pixel based methods have been subject to the sieve class, clump class and majority analyses. As a result of those analyses, the accuracy of the maximum likelihood method (92,91% accuracy, kappa value of 0,73), support vector machines method (93,13% accuracy, kappa value of 0,74) and the spectral angle mapping method (95,62% accuracy, kappa value of 0,88) have improved and the overall classification accuracy has come closer to the accuracy of the object based methods (96% accuracy, kappa value of 0,95)in this study area. The kappa values, in particular, considerably increased as a result of those analyses. It is International Journal of Engineering and Geosciences (IJEG), Vol; 2; , Issue; 02, pp. 52-60, June, 2017, believed that the reason for such an improvement in the pixel based classification accuracy is due to the selection of the test and control farms that best represent the land cover and having taken the satellite image when the selected crops had the best reflection values. This way, fairly accurate classification results have been obtained by using a specific-dated mid-resolution satellite image in this study area. It was observed that the satellite image in question was inadequate in terms of distinguishing the buildings therein. Due to the resolution of the satellite image, the classes of residential areas and roads could not be separated from each other by using the object based classification method. Despite the fact that the support vector machines method seems to produce more accurate results according to the literature, we have obtained more accurate results from the SAM method in the present study. It is believed that high accuracy obtained as a result of this study has been due to the selection of the projection values that best represent the crop types. Considering the cost and accessibility issues of the crop type determination studies in the literature, it is observed that such studies usually use low and mid resolution satellite images. It has been established that the application of sieve class, clump class and majority analyses to the pixel based classification resultsachieved through low and mid resolution satellite images-in the literature has produced classification results, and particularly the kappa values, that are considerably close to that of the object based classification results. Results show that object-based classification results is more accurate than the other methods. Object-based classification accuracy results have not been achieved even when the pixel-based classification accuracy results are increased with various analyses.
