Accurate protein structural ensembles can be determined with metainference, a Bayesian inference method that integrates experimental information with prior knowledge of the system and deals with all sources of uncertainty and errors as well as with system heterogeneity. Furthermore, metainference can be implemented using the metadynamics approach, which enables the computational study of complex biological systems requiring extensive conformational sampling. In this chapter, we provide a step-by-step guide to perform and analyse metadynamic metainference simulations using the ISDB module of the open-source PLUMED library, as well as a series of practical tips to avoid common mistakes. Specifically, we will guide the reader in the process of learning how to model the structural ensemble of a small disordered peptide by combining state-of-the-art molecular mechanics force fields with nuclear magnetic resonance data, including chemical shifts, scalar couplings and residual dipolar couplings.
Introduction
The goal of molecular dynamics (MD) simulations is to provide a characterization of molecular processes in terms of their structures, thermodynamics and kinetics (1). This goal is ambitious and presents a series of major challenges, including the development of accurate force fields, of effective sampling methods and of quantitative accounting of the various sources of errors (2-4). Quite generally, because of the intrinsic approximations of the force fields and the fact that they are optimized to maximize transferability (see Chapters 1 to 3), the results of a simulation of a specific system might not quantitatively match available experimental measurements, even when sampling is exhaustive (5, 6). In Parts I and II of this book, the reader is introduced to the strengths and weaknesses of current force fields, as well as to some of the approaches for achieving exhaustive sampling of the conformational space.
Nonetheless, the advances made over a period of 50 years are making it possible to provide atomistic interpretations of various experimental measurements of molecular processes in terms of structural ensembles. For example, one might want to determine the distribution of configurations underlying a small-angle X-ray scattering (SAXS) profile or a nuclear magnetic resonance (NMR) chemical shifts spectrum of a protein.
In order for this interpretation to be significant, the structural ensemble must be well defined in terms of statistical mechanics, as well as in quantitative agreement with the available experimental observations (2, 3, 7, 8) .
Alternatively, given a set of equilibrium measurements, one can ask whether there is a representative structure, or more generally and ensemble of structures, that explains them. This is a typical inverse problem that can be solved by using some form of regularisation technique (8, 9). An accurate force field combined with exhaustive sampling will provide an ensemble of structures that quantitatively match the experimental data, or, if appropriate, a representative structure that summarises the main structural features of the system. However, as mentioned above, such an ideal force field does not yet exist, and therefore one can ask: given a state-of-the-art transferable force field and a specific system of interest, how can we obtain a quantitative agreement with the available experimental knowledge? In this section and starting from the present chapter, we will explore different approaches to address this problem.
Theory
In MD force fields, when one wants to enforce a property ( ) on a given conformation (e.g. the length of a covalent bond), a harmonic potential, e.g.
• ( ( ) − ) ) , can be used to restrain the property around the expected value with strength . However, many properties measured using bulk techniques cannot be expressed in terms of individual conformations, but they can only be calculated on the ensemble of conformations populated under certain external conditions. For example, solution measurements, such as SAXS and many NMR observables, depend on the average of specific structural properties calculated over the entire ensemble. In these situations, one can approximate the ensemble with a certain number of copies of the system (replicas), calculate the property ( ) for each replica, and then apply the restraint to the average 〈 ( )〉 across the replicas as • (〈 ( )〉 − ) ) (10, 11).
To complicate this picture, experimental measurements of any property of the system are affected by random noise and systematic errors (7, 12). Furthermore, also the structural interpretation of an experimental observable (the function ( ), also known as forward model or predictor) is hampered by approximations that might introduce additional errors. As a consequence, the agreement between experimental measurements and the ensemble obtained from the simulation should be enforced only up to a certain extent (2, 3, 7, 8), which can be quantified by the overall error. In practical situations, estimating this error is far from trivial.
Statistical inference offers a rigorous theoretical framework to combine all the available sources of information about a system in order to obtain an accurate and precise description of its properties. The metainference approach (2) described in this chapter, by building on the inferential structure determination method (13), enables modelling accurate structural ensembles by optimally combining prior information on a system with noisy, ensemble-averaged experimental data and by keeping into account all sources of errors introduced above (8).
Inferential Structure Determination
To construct the best possible structural model of a system, one can score different possible models according to their consistency with the overall knowledge available.
This includes theoretical knowledge (often called the 'prior' information, ), such as physico-chemical information about the system (the force field), and the knowledge acquired from experimental measurements (i.e. the 'data', ). In this view, the best model is the one that is most likely to occur given the information available.
Inferential structure determination (ISD) (13) is a Bayesian inference approach that, by estimating the probability of a model given the information available, enables one to infer the best possible model. In this approach, the assessment of the quality of a model, , is made with the posterior probability ( | , ) of given and , which is given by ( | , ) ∝ ( | , ) ( | ) (1) where the likelihood function ( | , ) is the probability of observing given and , and the prior probability ( | ) is the probability of given .
To define the likelihood function, one needs a forward model 4 ( ) to predict the data point 4 that would be observed for a system in state , and a noise model that specifies the distribution of the deviations between observed and predicted data. Both 
Metadynamic metainference
As in standard MD simulations, in metainference simulations relevant states might be separated by large free-energy barriers. To accelerate sampling, metainference was combined with metadynamics (32) in its Parallel-Bias (PBMetaD) flavour (33) (see Note 1) . In this combined approach (M&M) (34), an additional, time-dependent bias potential |9 is added to each replica and shared among all of them, in the spirit of the multiple-walkers approach (35). As a consequence, one need to account for the |9 bias potential when calculating the average forward model 4 ( ) used in the metainference data-restraint. A weighted average can be calculated using the Umbrella Sampling reweighting weights (36), which instantaneously accounts for the presence of the PBMetaD bias potential (see Note 2) . Furthermore, these weights can be averaged over a short time window, in order to decrease their fluctuations and prevent numerical instabilities due to too high instantaneous forces. As a consequence of using a weighted average to calculate 4 ( ), the effective number of replicas might vary during the simulation along with the associated error K,4 PQ6 . To account for this effect,
PQ6 can be estimated as the standard error of the weighted mean (31).
Materials
Simulations of the EGAAWAASS peptide were carried out using GROMACS 5. For didactic purposes, the scripts presented here are updated to PLUMED version 2.5.
The initial conformation of the peptide was modeled using VMD (40) and all plots were created with the Matplotlib library (41). All simulations should be run in parallel on a cluster machine using MPI. The reader should refer to the GROMACS and PLUMED user manuals for detailed instructions about how to compile and execute the codes. Basic knowledge about the use of GROMACS is required to setup the MD simulations and manipulate the trajectories.
Methods
In this section, we will demonstrate the use of M&M (34) on the EGAAWAASS peptide (31). This molecule is highly disordered and has been used as a model system
to study the quality of MD force fields (42) and the suitability of residual dipolar couplings (RDCs) to reveal structural information (43). The quality of modern force fields is insufficient to accurately determine the structural ensemble of this system, making this an excellent candidate for the application of M&M. Previous NMR studies (43) provided chemical shifts, 3J-couplings and RDCs data (Tables 1, 2, 3) , which can be used with M&M to correct the inaccuracies of the underlying force field. By comparing simulations performed with increasing amounts of experimental data, we can evaluate the impact of specific experimental observables on the accuracy of the reconstructed ensemble.
This section is organized as follows. In subsection 4.1, we describe the system preparation and equilibration steps. In subsection 4.2, we simulate the system using PBMetaD without the addition of experimental data. In subsection 4.3, we introduce chemical shifts and 3J-couplings as experimental restraints in the M&M framework.
We describe the setup of the simulation as well as the various parameters and observables that need to be monitored during the simulation. In subsection 4.4, we also add RDCs, which require some additional considerations. Finally, in subsection 4.5, we discuss the protocol used to analyze the simulations, such as the calculation of root-mean-square deviations (RMSDs) from experimental data, and the free energy surfaces generated by all simulations.
System preparation
The EGAAWAASS peptide is initially modelled with VMD and solvated in a rhombic dodecahedron box with side lengths of 4.5, 4.5, and 3.2 nm and containing 2118 water molecules. The system is neutralized by 3 Na + and 2 Clions. Energy minimization of the system is performed using the steepest descent algorithm to a maximum force of less than 100 kJ/(mol/nm). Equilibration is performed for 500 ps in the NVT ensemble using the Bussi-Donadio-Parrinello thermostat (44) and for 500 ps in the NPT ensemble using the Parrinello-Rahman barostat (45), with position restraints added to all heavy atoms. We use the CHARMM22* force field (46) in combination with the TIP3P water model. We also use the Particle-Mesh-Ewald (47) approach for both van der Waals and electrostatic interactions with a cut-off of 0.9 nm, as well as the LINCS algorithm (48) for constraint solving using a matrix expansion on the order of 6 and 2 iterations per step (see Note 3).
PBMetaD simulation
We begin with simulating the EGAAWAASS peptide without the addition of experimental data. To ensure an adequate sampling of the conformational landscape of this system, we use well-tempered (49) PBMetaD (33) (see Note 1), in combination with the multiple-walkers approach (35). We will use all the backbone dihedral angles and as CVs, as well as the W5 U and ) dihedral angles, the similarities (DIHCOR) of the dihedral angles between each pair of alanine residues and the E1-S9
C € -C € distance. The following PLUMED input file can be used to define the CVs listed above:
To use the @ shorthand to define the four atoms of the TORSION CV, we need to first specify a structure file with the MOLINFO directive. A convenient way is to generate a PDB file from the standard GROMACS TPR file:
The first command creates an index file, which will allow us to select only the protein atoms in the second line. The WHOLEMOLECULES command tells PLUMED to rebuild molecules that have been broken inside the MD code by periodic boundary conditions (see Note 4). We can now setup the PBMETAD directive using the CVs gmx make_ndx -f topol0.tpr gmx editconf -f topol0.tpr -n index.ndx -o egaawaass.pdb previously defined as arguments (ARG). We will choose a BIASFACTOR of 8, a
Gaussian deposition PACE of 1 ps, an initial Gaussian HEIGHT of 0.3 kJ/mol, and Gaussian widths SIGMA equal to 0.6 rad for the dihedrals, 0.3 for the dihedral similarities and 0.3 nm for the end-to-end distance. We use the WALKERS_MPI flag to instruct PLUMED to activate the multiple-walkers approach and share the bias across replicas using MPI.
The grid options (GRID_MIN and GRID_MAX) allow us to store the bias on a grid, thus increasing the computational performances. The value of the PBMetaD bias potential and the associated forces in a generic point of the CV space are then calculated using a bicubic spline interpolation of the grid points. The units of measures are: kJ/mol for energy, nm for distances, K for temperature, and number of MD steps for time (here the time step is set to 2 fs). Finally, we print out the value of each biased CV as well as the PBMetaD bias.
We are now ready to start the simulation. We let the simulation run until convergence (see Note 6) and then perform a more thorough analysis (Section 4.5).
M&M with 3J-couplings and chemical shifts
We now simulate the EGAAWAASS peptide using 3J-couplings and chemical shifts.
In order to do this, we need to add to the PLUMED file described above the forward models of the experimental data that will be incorporated into the M&M simulation.
3J-couplings are related to the backbone dihedral angles through the Karplus equation PLUMED allows us to calculate these experimental observables by using the JCOUPLING directive, and to specify the reference (experimental) values by adding the ADDCOUPLINGS flag. We also need to specify the TYPE of coupling (51, 52) and list the dihedral angles associated to each coupling. In the following PLUMED input, We are now ready to setup the metainference calculations using the following input: We continue by specifying the NOISETYPE. We assume that data points are independent and we use a parameter for all data points (GAUSS) or long-tailed distributions to account for outliers (OUTLIERS, MOUTLIERS). The latter can be used when large random or systematic errors are expected for a few data points. The REWEIGHT flag indicates that we are passing to the METAINFERENCE directive an additional argument (the last) in ARG, which contains the value of the PBMetaD bias. Next, we specify the technique used for calculating the standard error of the mean K,4 PQ6 (OPTSIGMAMEAN).
In this case SEM implies the automatic estimation via a windowed average calculation, in which the size of the window in steps is given by AVERAGING. This quantity corresponds also the size of the window used to average the weights from PBMetaD.
We sample the error associated with each data using a MC algorithm (see Note 7). We specify a starting value SIGMA0, lower and upper sampling bounds SIGMA_MIN and SIGMA_MAX and a step size DSIGMA. As the data-restraint force is inversely proportional to both the standard error of the mean K,4 PQ6 and the Bayesian error K,4 9 and that the averaging procedure for the estimation of K,4 PQ6 may start from very low values (if the starting configurations are similar), it is thus safer to begin the sampling of K,4 9 from a fairly high value. The sampling range of K,4 9 varies depending on the type of experimental data used (see Note 8). Finally, we allow METAINFERENCE to create checkpoint files every 10000 steps with WRITE_STRIDE. These files contain information necessary to restart the simulations, such as the variances of each experimental observable, as well as the last values of the errors K,4 9 , so that PLUMED can restart sampling from where it left off.
Before running the simulation, we can instruct PLUMED to calculate some relevant information that are useful to monitor the simulation: The output from metainference contains the values of all the errors ( K,4 9 and K,4 PQ6 ), information regarding the sampling of these quantities, the weight of each replica and the metainference energy. We start the simulation as we previously did (Section 4.2).
M&M makes use of multiple replicas of the system and, generally speaking, a higher ,phi3,phi4,phi5,phi6,phi7,phi8,phi9,psi1,psi2,psi3,psi4, psi5,psi6,psi7,psi8,dihtrp_cacb,dihtrp_cbcg,aasimpsi,aasimphi,pe plen,pb.bias FILE=CVS STRIDE=500 number of replicas leads to a higher quality result (see Note 9). To monitor the simulation on-the-fly and ensure the effectiveness of the metainference approach, we can look at the value of the standard error of the mean K,4 PQ6 ( Fig. 2 ) and of the error K,4 9 ( Fig. 3 ) along the simulation. These two quantities together determine the overall intensity of the data-restraint. Furthermore, we can monitor the metainference energy, its derivative with respect to the PBMetaD bias, the MC acceptance rate of the error parameters K,4 9 (Fig. 4) , and the agreement with the experimental data during the simulation ( Fig. 5 , see Note 10). We will let the simulation run until convergence (see Note 6) and then perform a more thorough analysis (Section 4.4).
M&M simulation 3J-couplings, chemical shifts, and RDCs
We continue by adding residual dipolar couplings (RDCs) to the M&M simulation.
RDCs can be calculated using the -method (54):
Here, 4 is the residual dipolar coupling, 4 is the bond length, 4 is the angle between the bond in question and the external magnetic field (usually taken to be the z-axis), ¦ , U and ) are atom dependent constants, and ℏ is the Planck constant. RDCs are measured in alignment media and report on the fraction of aligned molecules. Thus, directly comparing these experimentally observed values with those calculated in a simulation makes little sense. The relationship is governed by a scaling factor that can be sampled during the simulation.
We start by defining our forward models for C -H and N-H RDCs by using the RDC PLUMED directive. As in the case of the 3J-couplings, we use the ADDCOUPLINGS flag to enable adding the reference experimental values. For each measured RDC, we need to specify a pair of ATOMS and the corresponding experimental value (COUPLING). We also specify the gyromagnetic ratio with the GYROM keyword, which is dependent on the type of observed dipolar coupling (see PLUMED manual).
Finally, the SCALE keyword allows us to apply a fixed rescaling factor to the calculated RDCs.
We are now ready to define the METAINFERENCE directive. We will use a similar setup as the one used above for the chemical shifts, with the addition of the keywords needed to activate the sampling of the scaling factor. As we are using two different datasets of RDCs, we need to use two separate METAINFERENCE directives to allow for two different scaling factors. In each directive, we use the SCALEDATA flag to indicate the use of a variable scaling factor, and the SCALE_PRIOR flag to define the type of prior distribution. As the scaling factor should remain relatively constant over time, specifying a Gaussian prior (see Note 11) will allow us to sample points around a determined, we should expect to see values for oscillating around our SCALE0 value ( Fig. 6A ), along with a fairly high MC acceptance rate ( Fig. 6B ). If our initial guess is inaccurate, we will see a low acceptance rate together with sampled values that tend to be far away from our initial guess. In this case, we would have to revise our estimate of the scaling factor (see Note 12).
We run the production simulation in the same way as before. We will monitor the errors K,4 9 and K,4 PQ6 as well as the other metainference observables and the correlations between the forward models and the reference experimental data. We should also monitor the value of the scaling factor ( Fig. 6 ) and, if necessary, make any adjustments to the sampling range.
Analysis
In the analysis of our simulations, we will focus on the experimental observables and their associated errors and also briefly illustrate how to calculate probability distributions for any generic CVs. First, we should concatenate our trajectories:
The settime flag allows us to specify the starting and end time for each replica's trajectory. It should be used to obtain one continuous trajectory. We also correct discontinuities due to periodic boundary conditions and remove the water, if present.
To analyse this resulting trajectory, we will make use of the PLUMED driver utility, which reads in a trajectory and calculates certain observables based on those
frames. To do this, the driver requires a PLUMED input file, very similar to the one used in the simulation, with some important differences. First, we need to pass the RESTART flag to PLUMED. Secondly, we need to adjust the PACE parameter in PBMetaD to stop PLUMED from adding additional Gaussians to the HILLS files and pass the simulation temperature to PLUMED by adding TEMP=300 (see Note 13).
We are especially interested in the PBMetaD bias per frame, as we need it to calculate the weights (36). We will also calculate the radius of gyration © of the peptide for each frame, by using the GYRATION directive and specifying all Ca carbons as arguments. Finally, we calculate the experimental observables for each frame using the same directives defined in our original input file. The PLUMED file for analysis with the driver is:
To perform the analysis, we run the following command:
which will produce the FULLBIAS and GYR files. These files contain the PBMetaD bias and the radius of gyration for each frame of the trajectory respectively. We also obtain files containing the value of each experimental observable for every frame of the trajectory. We skip loading the first column of the file JHAHN, since it only contains the simulation time, which is not needed for this particular analysis. We then compute the ensemble average using the weights determined above and continue by calculating the RMSD between our ensemble averages and the reference experimental values for a particular dataset. We can use the same principle to compute the RMSDs with respect to the other experimental observables. Looking at the results, we can see a better agreement with the experimental data ( Fig. 7 ).
We will continue by looking at the probability distribution of the radius of gyration 1)).sum(axis=0) jhahn_exp = np.array([6.05, 5.95, 6.44, 6.53, 5.93, 6.98, 7.16]) rmsd = np.sqrt(((jhahn_mean -jhahn_exp) ** 2).mean()) © . We make use of the weights previously calculated to calculate probability distributions The probability densities give us crucial information on the behaviour of the system.
In this case, we can see that EGAAWAASS is primarily found in two states ( Fig. 8 ): a fairly compact ( © ~ 0.5 nm) and a more extended form ( © ~ 0.8 nm). This feature only emerges when introducing experimental data, as the prior information encoded in the CHARMM22* force field is insufficient to accurately determine these states.
Finally, we also look at the distributions of the Bayesian error K,4 9 for several data points ( Fig. 9 ). In the case of C chemical shifts, we see a fairly large spread for the As CVs are typically correlated, Gaussians are not simultaneously added to all variables, but only to an "active" CV defined by a discrete switching variable η.
After marginalising η, we obtain a conditionally-weighted Gaussian.
2.
The weights needed to unbias a PBMetaD simulation can be calculated using the Torrie-Valleau approach (36):
is the final PBMetaD bias, and S U and S ) are two CVs.
3.
The LINCS constraint parameters used in M&M simulations are typically more conservative than the default of values of 1 iteration and a matrix expansion of the order of 4, because the introduction of experimental data can add additional strains on constrained bonds.
4.
The WHOLEMOLECULES directive reconstructs inside PLUMED the molecules broken inside the MD code by periodic boundary conditions. The atoms defining the molecules are specified by the ENTITY0 keyword. Additional molecules can be specified by using multiple ENTITY keywords.
5.
To run multi-replica simulations, both PLUMED and GROMACS must be compiled with MPI support. The GROMACS executable is typically called gmx_mpi, and all simulations should be started with an appropriate launcher, such as mpiexec or mpirun, and specifying the number of MPI processes to used. The exact name and syntax of this command depends on the system used.
6.
The convergence of well-tempered PBMetaD simulations as well as the error in the reconstructed free energies can be assessed by using the block-analysis procedure illustrated in the PLUMED tutorials available at www.plumed.org.
7.
For systems with many data points and thus many associated error parameters, one may experience very low MC acceptance rates and thus encounter sampling issues. This problem can be alleviated by performing sampling of the error parameters in groups by using the MC_CHUNKSIZE and MC_STEPS keywords.
For example, with 100 data points, one can perform five MC steps, with 20 data points moved at each step.
8.
When setting DSIGMA, we need to take care that the step sizes are not too large to cause instabilities and low MC acceptance rate ( Fig. 4C ) and not too small to result in slow and insufficient sampling.
9.
In metainference, f1 is the (unknown) average of the forward model f º calculated over an infinite number of replicas, while p( f ½,º |X, σ ½,º°À Á ) quantifies the difference between the unknown average f1 and the estimate f º calculated using a small set of replicas. Therefore, in order to keep σ ½,º°À Á small, we should use as many replicas as possible.
10. The best way to determine the agreement with the experimental data is to calculate the RMSDs of the average of the experimental observables over the entire metainference simulation. However, during the course of the simulation, quantities such as the correlation and RMSDs between the forward model and the experimental value can be used to evaluate the satisfaction of the datarestraints. It is very important to keep in mind that typical values for the correlation might vary between systems and types of data and therefore they can only be used to evaluate the relative as opposed to absolute quality of the fit.
11. In metainference, the sampling of the scaling factor λ makes use of an Ornstein-Uhlenbeck process (55). The result is a trajectory of points with limited jumps and sampling a Gaussian distribution:
where dλ ± is the step taken, µ is the specified mean of the stationary Gaussian distribution, λ ± is the scaling value at time t, Δλ is the standard deviation of the stationary Gaussian distribution and dW ± denotes the Wiener process (i.e.
Brownian motion). Using a process of this form ensures that the step size is not too large and helps to keep the simulation stable.
12. When working with RDCs, one can sometimes observe a negative correlation.
In this case one should invert the sign of the scaling factor (in the RDC CV).
13. Specifying the temperature is not required during simulation as it is explicitly passed to PLUMED from the MD engine.
14. The root-mean-square deviation (RMSD) is given by:
where [ is the total number of data points, 4 ( ) is the ensemble-average of the forward model for the i-th data point and 4 is the reference experimental value. 
