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R188resulted in more controversy. For
example, ‘prevention of image fading’
is the traditional hypothesis used to
justify the existence of fixational eye
movements. This hypothesis, which
has not been well defined and used by
different authors with different
meanings, has remained very
contentious [1,19,20]. Regardless of
the doubtful necessity of preventing
fading in natural viewing conditions,
the study by Kuang et al. [2]
convincingly shows that the function
of fixational instability goes well
beyond that. Fixational eyemovements
do not merely prevent fading and
‘refresh’ scenes and neural responses,
they structure them in a very specific
manner into optimized visual
representations. The view that
fixational eye movements, and
in particular fixational drifts, are
an integral component of visual
perception represents an important
conceptual advance for this turbulent
field, and will certainly inspire further
investigations. Promising future
directions include the extension to
more natural head-free experiments,
combining the study of fixation
periods with post-saccadic retinal
and extraretinal effects, and testing
model predictions in physiologicalrecordings in retinal, thalamic, and
cortical pathways.
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of Phase in Partitioning the Cellular
MilieuSpatial organization and segregation are essential for the function of a complex
and crowded cellular machine. New work demonstrates liquid–gel phase
separation, both in vitro and in vivo, driven by the valency of constituent
proteins.Joe Swift and Dennis E. Discher*
The interior of a cell is densely packed
with macromolecules that occupy
20–30% of the available volume — a
fact often illustrated by the artwork of
D.S. Goodsell [1]. Stresses that arise
from crowding are less apparent in
a test tube of dilute protein and cause
changes in diffusion, stability, and
reactivity [2]. The machinery in the
cell must therefore be carefully
managed and compartmentalized in
order to ensure its function andspecificity. While membranes often
delimit organelles, exceptions
include Cajal bodies [3] and P bodies
[4]. Membrane-free bodies are
compositionally distinct from the bulk
and often enriched in proteins and
nucleic acids capable of multiple
simultaneous binding interactions,
a property referred to as ‘multivalency’
[5,6]. The idea of a sharp phase
separation that is triggered by a critical
concentration of self-interacting
macromolecules is familiar to polymer
scientists [7], but the extent to whichnature utilizes this phenomenon as
a mechanism for cellular organization
is poorly understood.
A recent publication in Nature by
Li et al. [8] uses synthetic protein
constructs to show that interactions
between multivalent proteins can drive
liquid–gel phase separation both
in solution and when expressed in
cells. Proteins were engineered to
contain up to five repeats of either
the Src homology 3 (SH3) domain or
the proline-rich motif (PRM),
a receptor–ligand pairing found in
signaling pathways [9]. Mixing the
two constructs in vitro caused
spontaneous formation of spherical
droplets of around 50 mm in diameter.
Consistent with polymer theory, the
propensity for phase separation was
increased with concentration and
valency. Protein was concentrated
approximately 100-fold in the droplets
relative to bulk, with both components
present in equal quantities.
Coincidently, this condensation of
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Figure 1. Protein constructs with greater valency have an increased propensity to cause
liquid-gel phase separation, both in solution and living cells.
(A) Cells expressing engineered proteins with three interacting domains do not show phase
separation. (B) However, expression of proteins with five domains causes formation of distinct
cytoplasmic puncta that do not appear to be enclosed by membranes. Fluorescence recovery
after photobleaching (FRAP) indicates rapid exchange of protein between the phases.
(C) Phase separation imaged by fluorescence microscopy in the cytoplasm. White arrows
highlight the formation of puncta.
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R189protein within the drops brings the local
density to the same order as that of
total protein in the cytoplasm (i.e.
hundreds of grams per liter). Further
characterization and an understanding
of a rich polymer literature suggested
the formation of a highly polymerized
gel phase, built from a non-covalent
network of protein.
Remarkably, expression of the
high-valency receptor and ligand
constructs in live cells caused a similar
phase separation. Proteins containing
a sequence of three domains were
insufficient to cause droplet formation
(Figure 1A), as were systems
expressing one but not both of the
receptor or ligand constructs.
However, expression of five-domain
systems caused the formation of
distinct puncta in the cytoplasm
(Figure 1B,C). The researchers were
unable to find any evidence for the
presence of membranes separating the
bodies from the bulk [8]. Additionally,
localized photobleaching showed that
there was a rapid exchange of protein
between puncta and the cytoplasm.
Future work might explore whether
there are other molecules localized in
the puncta. If the in vivo gel droplets
are similar to those characterized
in vitro, a similar protein density to
the surrounding cytoplasm would be
expected. The SH3 and PRM domains
are broadly conserved [9], so might
other proteins with similar domains
be enriched? Or, more generally, is
the microenvironment in the puncta
sufficiently distinct from the bulk
cytoplasm that it contains a specific
subset of molecules?
Li et al. [8] go on to examine
a naturally occurring three-component
system: nephrin, a transmembrane
protein found in kidney podocytes, has
a cytoplasmic tail region that, when
phosphorylated, can bind the protein
Nck. As in the two-component system,
Nck contains three SH3 domains
capable of binding PRM regions in
the protein N-WASP. In the kidney,
N-WASP induces theArp2/3complex to
nucleate actin filaments that contribute
to formation of the glomerular
filtration barrier [10,11]. Mixing Nck
and N-WASP constructs in vitro
caused liquid–gel phase separation
and the formation of droplets. Addition
of a di-phosphorylated nephrin
tail peptide reduced the protein
concentration required for phase
separation. This critical concentration
was reduced further by increasing theextent of phosphorylation of the
nephrin peptide. Addition of Arp2/3
complex to the nephrin–Nck–N-WASP
system caused the formation of actin
filaments. This process was promoted
in the phase-separated domain, where
phalloidin staining allowed visualization
of actin filament bundles in the gel
droplets.
In order to be a useful mechanism
for cellular organization, the formation
of phase boundaries within cells would
ideally be reversible in order to allow
for processes such as mitosis or the
removal of misfolded protein. Although
Li et al. [8] do not demonstrate this
explicitly, the dynamic exchange of
constituent proteins between phases
demonstrated by fluorescence
recovery after photobleaching in the
two-component system hints at
reversibility. Addition of a high-affinity
monovalent ligand was able to block
the initial phase separation. The
dependence of the three-component
system on the state of phosphorylation
suggests a potentially important
mechanism by which phase separation
might be regulated. Phosphorylation
is a common means to control
cytoskeleton assemblies such as theintermediate filament systems [12],
and Li et al. [8] note that regulation of
phase by phosphorylation of the
nephrin–Nck–N-WASP system could
be functionally significant.
The formation of protein-based gels
raises questions regarding the
interactions between the proteins
involved. Do the proteins remain in
their native folded states? The initial
assembly of the described
two-component system is driven by
the affinity of the folded SH3 domain
for its ligand. Many proteins have an
additional tendency to form aggregates
when highly concentrated, and this
could be a highly specific process with
aggregates only forming between
partially folded protein chains of the
same or very similar sequence [2].
This process is demonstrated in the
formation of amyloid plaques and
mitigated in cells by the presence of
chaperone proteins that isolate
partially folded proteins from their
neighbors. In their three-component
system, Li et al. [8] were able to
demonstrate a maintained activity of
N-WASP in seeding actin filaments,
indicating a correctly folded state.
Questions of stability might be better
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examine protein gel assembly — and
perhaps disassembly, if reversible
conditions can be established. The
long-term stability of such
concentrated dual protein systems
with respect to non-specific
aggregation would clearly be useful
in understanding cellular function.
Beyond a role for protein-based gels
in biological systems, it is also possible
that such a gel could serve as a model
system in which to study protein
interactions in vitro. As has been
discussed, aqueous buffer does not
reflect the molecular crowding found in
the cytoplasm and studies of protein
folding and assembly kinetics are often
carried out in polyethylene glycol, ficoll
or dextran. Although an improvement
over dilute aqueous systems, these
macromolecular space-fillers are not
always ideal substitutes for the
cytoplasm [13]. Characterization of
proteins in vivo is fraught with technical
difficulties [14] but can give results
that differ unexpectedly from other
methods [15]. The use of engineered
protein gels to examine molecular
processes in a dense but controlledprotein environment — such as the
assembly of actin filaments
demonstrated by Li et al. [8] — could
be an informative step closer to the
in vivo situation.References
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Your Money Where the Mouth IsVisual information augments our understanding of auditory speech. New
evidence shows that infants’ gaze fixations to the mouth and eye region shift
predictably with changes in age and language familiarity.K.G. Munhall1 and E.K. Johnson2
InMayof 1783, Benjamin Franklinwrote
to his friend George Whatley from
France about his new invention, bifocal
glasses: ‘‘. and when one’s ears are
not well accustomed to the sounds of
a language, a sight of themovements in
the features of him that speaks helps to
explain, so that I understand French
better by the help of my spectacles.’’ In
this observation, Franklin recognized
one of the key features of speech
perception — that it is a natural
multisensory phenomenon. Seeing
someone talk can aid and sometimes
even replace the auditory perception of
speech, and this is particularly true
under difficult auditory communication
conditions. Multisensory speech issurely the context in which language
evolved and, while there can be
exceptional circumstances in which
children learn language without vision
or sight, audiovisual speech is the
natural modality of language
acquisition. A recent paper [1] shows
that the location of infant visual
attention varies between the eyes and
the mouth depending on age and
mastery of a language, suggesting
that, like Franklin, infants might use
visual attention to assist
comprehension of their native and
foreign languages.
Visual contributions to speech
perception are well known and well
documented. While speech
perception is commonly viewed as an
auditory activity, individuals withhearing impairments and those with
normal hearing benefit from seeing
the face of the person communicating
with them. This is true when
conditions are acoustically noisy [2] and
whencommunication isdifficult, suchas
foreign language communication [3] or
when the semantic content is complex
[4]. Moreover, the development of
speech in blind individuals follows
a different trajectory than that seen in
sighted individuals [5], further
suggesting a role for visual information
in normal sighted speech development.
In Lewkowicz and Hansen-Tift’s
study [1], English-learning infants
ranging in age from four to 12 months
were presented with videos of faces
speaking either their native
language, English, or Spanish, an
unfamiliar language. Infants displayed
a striking developmental shift in their
attention to different regions of the
face (Figure 1). Infants’ gaze initially
was on the eyes of the video they
were watching, but changed to the
mouth between ages four and eight
months independent of the language
that was spoken to them. By
