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a b s t r a c t
In this paper, we calculate the best policy to be implemented regarding publicity decisions
in a queueing system by using Markovian decision processes with fuzzy states. To this end,
first we have defined the theory linking Markov chains with non-fuzzy states with Markov
chains with fuzzy states, and we have calculated theMarkov chain probabilities with fuzzy
states using the conditional probability of the fuzzy event A˜j given the fuzzy event A˜i. Next,
we illustrate by an example the theoretical results previously obtained. In the example, we
apply the linear programming solution to the Markovian decision processes.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
A Markov decision process may be used to describe a dynamic system which evolves over time according to the
simultaneous effects of the probability laws of movement and the sequence of decisions made. The system is observed
at moments of time t = 0, 1, 2, . . . and is classified into one of the M states of the system. After each observation, one of
the K (finite) possible decisions is taken. This means that when the system is in a particular state and a decision is taken,
the systemmoves to a new state with a known transition probability and a cost is incurred, this is so for every combination
of states and decisions. A policy is a set of decisions taken for each one of the states of the system. In general, there are KM
policies. The problem is to find the best policy so that the average cost per unit of time is minimum.
Markovian decision processes (MDP) are a useful tool for modeling and finding the optimum policy in a wide class
of systems. They are applied in areas such as queueing theory, inventories, maintenance and probabilistic dynamic
programming, in general. Recent studies include, for example, [1] or [2]. The MPD has been studied well in the literature
(see [3]) but we introduce the Markov chains with fuzzy states as a tool to reduce the computational complexity of these
processes and to facilitate decision making.
The fuzzy states are present, mainly, in two types of situations: the first, when there is no sufficient information about
a model or because a new system is designed and the states of the system cannot be measured accurately; and the second,
the states of the system are known exactly, but the number of states is so wide that decision making cannot be associated
with all the states of the system.
When there is a large number of states, and it happens in many real situations, for the decision maker it is not practical
to assign a decision to each system state, so, based on his or her own perception, the decision maker clusters the states
into linguistic categories so as to make a decision. Moreover, when the system has a greater number of states (such as in
problems with maintenance, inventory or waiting lines, among others) the computational complexity needed to shape and
optimize the system can be very complex, situationswhere the use of fuzzy states can reduce this complexity in a significant
way. It is in these situations where the development of Markov chains with fuzzy states proposed in this article can be very
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useful, as it allows the development of models with a greater number of states and it reduces its computational complexity
and in decision making.
In this paperwe calculate the best policy to be implemented regarding decisions on publicity in a finite capacity queueing
system M/M/1/N . The decision maker takes the decision bearing in mind the number of customers in the queue at the
moment of taking the decision. For example, if the queue length is short, the decision will be to implement publicity to
increase the arrival rate. The decision will depend on the costs that carrying out publicity involves.
To carry out the process of optimization and find the best policy to be implemented, we are going to use the solution
by linear programming of the Markovian decision process. This solution requires the formulation of a linear program. If
the decision process hasM states and K decision alternatives, then the linear program includesM + 1 constraints andMK
variables and thus is very long if the values ofM and K are large. For example, if the system has a capacity limited to 15 units,
then the number of states is M = N + 1 = 16, and if there are two decision alternatives, to implement publicity or not to
implement publicity, then K = 2 and so the linear programming system is made up of 32 variables and 17 constraints. To
reduce this level of calculation,we have developedMarkov chainswith fuzzy state. Thus, in the example under consideration
in this paper,1 we have considered the following three fuzzy states: ‘‘short queue length’’, ‘‘average queue length’’ and ‘‘long
queue length’’ and to solve the optimization of the queueing system for each fuzzy state, an alternative decision is associated
with each one (implement publicity or not implement publicity). Thus, the linear programming system, given that themodel
has 3 states (M = 3) and the decision alternatives are 2 (K = 2) is made up of 6 variables and 4 constraints. The number of
variables and constraints in the system is lower than the number obtained without the application of fuzzy states.
In a previous study, we have used the Markov chain with fuzzy states to optimize and design a fuzzy finite capacity
queueing model based on the degree of customer satisfaction [4], and in this manuscript we present a new application of
the fuzzy states to the Markovian decision processes.
For the development of the manuscript we have calculated the Markov chain probabilities with fuzzy states using the
conditional probability of the fuzzy event A˜j given the fuzzy event A˜i and the definition of conditional probability given by
Sustral [5] is taken as the basis. About the work of Sustral ‘‘On the combination of vague evidence of the probabilistic origin’’
we have found in the bibliographic database io-port.net, in the file io-port 04076672 (2009) the following comment ‘‘. . .His
main technical idea is to get a conclusion starting from a fuzzy set of (conditional) probabilities. A few simple calculations
are given. But, unfortunately, any substantiation of the proposed approach as well as any applicational example are lacking’’
by Prof. Dr. S. Gottwald.2 So, another purpose of this article is to provide validation to the proposed approach by Sustral [5]
and illustrate it with an example.
This paper is organized as follows. In Section 2we have briefly described the solution to theMarkovian decision processes
by linear programming. In Section 3 we have defined the theory linking Markov chains with non-fuzzy states with Markov
chains with fuzzy states. With this theory, we have calculated the transition probabilities between fuzzy states by using
transition probabilities between non-fuzzy states and the definition of conditional probability of the fuzzy event A˜j given
the fuzzy event A˜i. In Section 4we have illustrated by an example the practical application of the theoretical results obtained
to a queueing system. Finally, conclusions and results stemming from this work are given in Section 5.
2. Solution of the Markov decision processes
In this section we briefly describe the solution by linear programming of the Markovian decision processes [6]. We
introduce the following notations:
pij(k): Transition probability of the system moving from state i to state jwhen the decision k is taken.
A˜i: Fuzzy state.
Pk

A˜j/A˜i

: Transition probability of the system moving from fuzzy initial state A˜i to fuzzy final state A˜j when the decision
k is taken.
Cik: Expected cost incurred during the next transition if the system is in state i and decision k is taken.
yik: Steady-state unconditional joint probability that the system is in state i and decision k is made.
C: Expected average cost per unit time by following any policy R.
A policy R is a decision vector di(R) when the system is in state i. Thus R is characterized by the vector d(R) =
(d1(R), . . . , dM(R)). Alternatively, R may also be characterized by assigning values Dik = 0 or 1 in the decision matrix,
1 In this paper, we have considered only three fuzzy states and two decision alternatives in order to simplify it, but the fuzzy Markovian processes can
be generalized to another number of possible fuzzy states and decision alternatives without any difficulty (mutatis mutandis).
2 Siegfried Gottwald is tenured professor of non-classical andmathematical logic at University of Leipzig where he taught from 1972 to his retirement in
2008. His main research areas include fuzzy sets and fuzzy methodologies, many-valued logic and history of mathematics. He has published several books
on many-valued logic, fuzzy sets and their applications, co-authored a textbook on calculus and a reader in the history of logic (Co-Author/Co-Editor of 11
books and about 100 research papers). He also contributed to the German biographical dictionary of mathematicians, Lexikon berühmter Mathematiker.
Professor Gottwald was Dean of the Faculty of Social Sciences and Philosophy at University of Leipzig for several years.
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in which each row must contain a single 1 and all the other elements are equal to 0:
.
(1)
The set of decisions Dik and the variables yik are related by the equation:
Dik = yikK∑
k=1
yik
. (2)
The Markovian decision problem is formulated by the following equivalent linear program:
Min C =
M−
i=1
K−
k=1
Cikyik
s.t.
M−
i=1
K−
k=1
yik = 1
K−
k=1
yjk −
M−
i=1
K−
k=1
yikpij(k) = 0
yik ≥ 0, j = 1, . . . ,M; i = 1, . . . ,M; k = 1, . . . , K .
(3)
With the solution of this linear program, the optimal values of yik are obtained, and with (2) the results of the decisions
to be taken Dik, depending on state i, are obtained.
It is proven that yik is strictly positive for a unique k for every i, i = 1, . . . ,M . This means that the optimum solution
automatically guarantees that Dik = 1 for a unique k for every i.
It must be taken into account that for a problem with M states and K decision alternatives, the formulation of the
associated linear program must include M + 1 constraints and MK variables, which will tend to be large for large values
of M and K . And it is in this situation where Markovian decision processes with fuzzy states can considerably reduce the
computational complexity by providing results that are more in accordance with the real circumstances. The fuzzy states A˜i
and A˜j are defined from the initial states i and j, and in the next section we have calculated the Markov chain probabilities
with fuzzy states P

A˜j/A˜i

, that is to say, the transition probability of the systemmoving from fuzzy initial state A˜i to fuzzy
final state A˜j. So, the fuzzy Markovian decision problem is now formulated by:
Min C =
M−
i=1
K−
k=1
Cikyik
s.t.
M−
i=1
K−
k=1
yik = 1
K−
k=1
yjk −
M−
i=1
K−
k=1
yikPk

A˜j/A˜i

= 0
yik ≥ 0, j = 1, . . . ,M; i = 1, . . . ,M; k = 1, . . . , K .
(4)
3. Markov chain probabilities with fuzzy states
3.1. Preliminaries
3.1.1. Probability of fuzzy event
Let (Ω,Λ, P) be the standard probabilistic space, where Ω denotes the sample space, Λ the σ -algebra on Ω and P a
probability measure. A fuzzy set A˜ onΩ is called a fuzzy event. Let µA˜(ω), ω ∈ Ω, µA˜(ω) : Ω → [0, 1] be the membership
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function of the fuzzy event A˜. Then, the probability of the fuzzy event A˜ is defined using the integral of Lebesgue–Stieltjes by
Zadeh [7] as the expected value of themembership function of the fuzzy eventwith respect to the probability distribution P:
P

A˜

=
∫
Ω
µA˜ (ω) dP = E

µA˜

(5)
and in a finite set is:
P

A˜

=
−
Ω
µA˜ (ω) pω. (6)
The conditional probability of the fuzzy event A˜ given the fuzzy event B˜ is [7]:
P

A˜/B˜

=
P

A˜, B˜

P

B˜
 , P B˜ > 0. (7)
Additionally, the product of two fuzzy events A˜ and B˜ is [8]:
A˜ · B˜↔ µA˜·B˜ = µA˜ · µB˜. (8)
3.1.2. Markov chain probabilities [9]
Let Xt be the state of the system at time t . We consider a finite state Markov chain in which the transition probability
matrix is:
P = pij =
State 0 1 · · · N
0 p00 p01 · · · p0N
1 p10 p11 · · · p1N
...
...
...
. . .
...
N pN0 pN1 · · · pNN
∀ i, j ∈ {0, 1, . . . ,N} (9)
where pij represents the transition probability from state i to state j of one step, pij ≥ 0, ∀i, j:
pij = P {Xt+1 = j/Xt = i} = P {X1 = j/X0 = i} (10)
with
∑N
j=0 pij = 1. And the probability transitionmatrix of r steps (where prij is the transition probability from state i to state
j, in r steps) is:
Pr = prij prij ≥ 0, ∀i, j ∈ { 0, 1, . . . ,N} (11)
prij = P {Xt+r = j/Xt = i} = P {Xr = j/X0 = i} . (12)
The matrix Pr is calculated by the Chapman–Kolmogorov equations, with:
Pr = (P)r . (13)
Finally, let pi = P {X0 = i} , ∀i ∈ {0, 1, . . . ,N}, i.e. pi are the initial state probabilities of the Markov chain, with∑N
i=0 pi = 1.
3.2. Markov chain probabilities with fuzzy states
On the states of the system we define a fuzzy partition3 [10], i.e. a set of fuzzy states

A˜1, A˜2, . . . , A˜n

, such that each
fuzzy subset A˜i, i ∈ {1, 2, . . . , n} represents a fuzzy state or event in the initial Markov chain.
3 Let X = {x1, x2, . . . , xn} be a given set. A fuzzy partition of X is a family of fuzzy subsets of X , denoted by A =

A˜1, A˜2, . . . , A˜N

, (∀ i = {1, . . . ,N} A˜i ≠
∅, A˜i ≠ X) with the corresponding membership functions µA˜1 , . . . , µA˜N which satisfy:
N−
i=1
µA˜i (xr ) = 1, ∀xr ∈ X, r = {1, . . . , n} .
The concept of fuzzy partition is used to define the fuzzy states for the Markovian decision process.
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Definition 1. The probability of fuzzy initial state P

A˜i

= P

X0 = A˜i

is defined by using the probability of fuzzy event
calculated by (6):
P

A˜i

= P

X˜0 = A˜i

=
N−
s=0
P {X0 = s}µA˜i(s) =
N−
s=0
psµA˜i(s). (14)
Proposition 1. The conditional probability of the fuzzy state A˜j, given the initial statem,with j ∈ {1, . . . , n} andm ∈ {0, . . . ,N},
is:
P

A˜j/m

= P

X˜1 = A˜j/X0 = m

=
N−
s=0
pmsµA˜j(s) (15)
and it represents the transition probability to fuzzy state (of one step).
Proof. Using (7) we write:
P

A˜j/m

= P

X˜1 = A˜j/X0 = m

=
P

X˜1 = A˜j, X0 = m

P {X0 = m} (16)
and using (6) we get:
P

X˜1 = A˜j, X0 = m

=
N−
s=0
P {X1 = s, X0 = m}µA˜j (s) (17)
and now:
P

X˜1 = A˜j, X0 = m

=
N−
s=0
P {X1 = s/X0 = m} P {X0 = m}µA˜j(s)
= P {X0 = m}
N−
s=0
P {X1 = s/X0 = m}µA˜j(s). (18)
Then:
P

A˜j/m

= P

X˜1 = A˜j/X0 = m

=
P {X0 = m}
N∑
s=0
P {X1 = s/X0 = m}µA˜j (s)
P {X0 = m}
=
N−
s=0
P {X1 = s/X0 = m}µA˜j(s) =
N−
s=0
pmsµA˜j(s).  (19)
Definition 2. TheMarkov chain of the fuzzy final state is defined by the matrix:
P¯ =
State A˜1 A˜2 · · · A˜n
0 P

A˜1/0

P

A˜2/0

· · · P

A˜n/0

1 P

A˜1/1

P

A˜2/1

· · · P

A˜n/1

...
...
...
. . .
...
N P

A˜1/N

P

A˜2/N

· · · P

A˜n/N

.
(20)
This matrix gives the transition probability of the initial state m, (m ∈ {0, . . . ,N}) to the fuzzy final state A˜j, (j ∈
{1, . . . , n}).
Proposition 2. The conditional probability of the fuzzy event A˜j given the fuzzy event A˜i, i, j ∈ {1, . . . , n} is a function of a
linear combination of probabilities P

A˜j/m

, of the form (the definition of conditional probability given by Sustral [5, pp. 139] is
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taken as the basis):
P

A˜j/A˜i

= P

X˜1 = A˜j/X˜0 = A˜i

=
N−
m=0
P

A˜j/m
 pmµA˜i(m)
P

A˜i
 (21)
and represents the probability of transition from the fuzzy initial state to the fuzzy final state (of one step).
Proof. With (7) we write:
P

A˜j/A˜i

= P

X˜1 = A˜j/X˜0 = A˜i

=
P

X˜1 = A˜j, X˜0 = A˜i

P

X˜0 = A˜i
 (22)
using (6):
P

X˜1 = A˜j, X˜0 = A˜i

=
N−
s=0
N−
m=0
P {X1 = s, X0 = m}µA˜iA˜j (m, s) (23)
and with (8):
P

X˜1 = A˜j, X˜0 = A˜i

=
N−
s=0
N−
m=0
P {X1 = s/X0 = m} P {X0 = m}µA˜i(m)µA˜j(s)
=
N−
m=0
P {X0 = m}µA˜i(m)
N−
s=0
P {X1 = s/X0 = m}µA˜j(s)
=
N−
m=0
P {X0 = m}µA˜i(m)P

A˜j/m

. (24)
Then:
P

A˜j/A˜i

= P

X˜1 = A˜j/X˜0 = A˜i

=
N∑
m=0
P {X0 = m}µA˜i(m)P

A˜j/m

P

X˜0 = A˜i
 = N−
m=0
P

A˜j/m
 pmµA˜i(m)
P

A˜i
 . (25)
Now the definition of conditional probability given by Sustral [5] is substantiated in the case of Markov chain probabilities
with fuzzy states.
Here it holds true that:
N−
m=0
pmµA˜i (m)
P

A˜i
 = 1
P

A˜i
 N−
m=0
pmµA˜i (m) = 1.  (26)
Definition 3. TheMarkov chain with fuzzy initial state and fuzzy final state is defined by the matrix:
P˜ =
State A˜1 A˜2 · · · A˜n
A˜1 P

A˜1/A˜1

P

A˜2/A˜1

· · · P

A˜n/A˜1

A˜2 P

A˜1/A˜2

P

A˜2/A˜2

· · · P

A˜n/A˜2

...
...
...
. . .
...
A˜n P

A˜1/A˜n

P

A˜2/A˜n

· · · P

A˜n/A˜n

.
(27)
This matrix gives the transition probability from fuzzy initial state A˜i to fuzzy final state A˜j, i, j ∈ {1, . . . , n}.
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The matrices P¯ and P˜ are stochastic, given that the sum of each of their rows is 1:
1. Themth row of matrix P¯ are the terms: P

A˜1/m

, P

A˜2/m

, . . . , P

A˜n/m

, so
n−
j=1
P

A˜j/m

=
n−
j=1
N−
s=0
pmsµA˜j(s) =
N−
s=0
pms

n−
j=1
µA˜j(s)

= 1. (28)
2. The ith row of matrix P˜ are the terms: P

A˜1/A˜i

, P

A˜2/A˜i

, . . . , P

A˜n/A˜i

, so
n−
j=1
P

A˜j/A˜i

=
n−
j=1
N−
m=0
P

A˜j/m
 pmµA˜i(m)
P

A˜i

= 1
P

A˜i
  N−
m=0
pmµA˜i(m)

n−
j=1
P

A˜j/m

=
N∑
m=0
pmµA˜i (m)
P

A˜i
 = 1. (29)
Finally, we wish to point out that the calculations of the matrices P¯ and P˜ are considerably simplified by using matrix
calculus. To this end, we define matrices Q and S .
Q =

µA˜1(0) µA˜2(0) · · · µA˜n(0)
µA˜1(1) µA˜2(1) · · · µA˜n(1)
...
...
. . .
...
µA˜1(N) µA˜2(N) · · · µA˜n(N)
 (30)
S =

p0µA˜1(0)
P

A˜1
 p1µA˜1(1)
P

A˜1
 · · · pNµA˜1(N)
P

A˜1

p0µA˜2(0)
P

A˜2
 p1µA˜2(1)
P

A˜2
 · · · pNµA˜2(N)
P

A˜2

...
...
. . .
...
p0µA˜n(0)
P

A˜n
 p1µA˜n(1)
P

A˜n
 · · · pNµA˜ n(N)
P

A˜n


. (31)
The matrix Q contains the membership function values of the fuzzy partition which determines the fuzzy states of the
system

A˜1, A˜2, . . . , A˜n

.
With matrices Q and S , we derive:
P¯ = PQ (32)
P˜ = SP¯ = SPQ . (33)
4. Numerical example
The decision maker of some facilities must decide whether to implement publicity in a queueing systemM/M/1/N . The
system has a Poisson entry process, service times in accordance with an exponential distribution and the capacity of the
system is 10 units. From the study of the behavior of the system, we know that the arrival rate is λ = 0.4 costumers per
unit time when the system does not implement publicity and the arrival rate is λ = 0.6 costumers per unit time when
the system implements publicity. The service rate depends on the length of the queue: if the length of units in the queue is
under 5 units, then the service rate is µ = 0.3 costumers per unit time, and if the length of units in the queue is 5 or more,
the service is increased to a rate of µ = 0.5 costumers per unit time. Given the capacity system, the states of the Markov
chain are X = {0, 1, . . . , 10}.
There are two decision alternatives: not to implement publicity (k = 1) and to implement publicity (k = 2).
If we use the notation λ¯ = 1− λ, µ¯ = 1− µ, then P , the transition probability matrix associated with X , in a queueing
systemM/M/1/10 is:
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P =
State 0 1 2 · · · 8 9 10
0 λ¯ λ 0
... 0 0 0
1 λ¯ · µ λ · µ+ λ¯ · µ¯ λ · µ¯ ... 0 0 0
2 0 λ¯ · µ λ · µ+ λ¯ · µ¯ ... 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
9 0 0 0
... λ¯ · µ λ · µ+ λ¯ · µ¯ λ · µ¯
10 0 0 0
... 0 µ µ¯.
If we denote by Pk the transition probability matrix associated with X for the decision k, then the matrices Pk for k = 1, 2
are:
P1 =

0.6 0.4 0
... 0 0 0
0.18 0.54 0.28
... 0 0 0
0 0.18 0.54
... 0 0 0
...
...
...
...
...
...
...
0 0 0
... 0.5 0.2 0
0 0 0
... 0.3 0.5 0.2
0 0 0
... 0 0.5 0.5

P2 =

0.4 0.6 0
... 0 0 0
0.12 0.46 0.42
... 0 0 0
0 0.12 0.46
... 0 0 0
...
...
...
...
...
...
...
0 0 0
... 0.5 0.3 0
0 0 0
... 0.2 0.5 0.3
0 0 0
... 0 0.5 0.5

.
To find the solution by means of linear programming for the decision process raised in the example, the linear program
must contain 12 constraints and 22 variables. This calculation method may be notably reduced if the states of the system
are fuzzy. Thus, the decisionmaker associates the decisions with three fuzzy states denoted A˜1, A˜2 and A˜3 which correspond
to ‘‘short queueing length’’, ‘‘average queueing length’’, and ‘‘long queueing length’’, respectively.
These fuzzy values or fuzzy states (A˜1, A˜2 and A˜3) make up a fuzzy partition of X , where X is the set of status of the system,
i.e. X0, X1, . . . , X10 (X0 indicates the status ‘‘length of queue of 0 clients’’, X1 indicates the status ‘‘length of queue of 1 client’’,
. . . ). We use the standard notation to denote a fuzzy number of the discrete set: A˜ = i, µA˜(i) /i = 0, . . . ,N, so the fuzzy
values A˜1, A˜2 and A˜3 are written:
A˜1 =

0, µA˜1(0)

,

1, µA˜1(1)

, . . . ,

10, µA˜1 (10)

A˜2 =

0, µA˜2(0)

,

1, µA˜2(1)

, . . . ,

10, µA˜ 2 (10)

A˜3 =

0, µA˜3(0)

,

1, µA˜3(1)

, . . . ,

10, µA˜3 (10)

,
whereµA˜1 , µA˜2 andµA˜3 denote themembership functions of fuzzy states A˜1, A˜2 and A˜3, respectively. So,µA˜1(0) is the degree
of possibility that the length of queue with 0 clients has of belonging to the fuzzy state A˜1 (short length of queue in the
system), µA˜1(1) is the degree of possibility that the length of queue with 1 client has of belonging to the fuzzy state A˜1, etc.
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Table 1
Expected costs Cik .
Fuzzy states k = 1 k = 2
A˜1 10 3
A˜2 7 5
A˜3 4 7
With this, the matrix Q is:
Q =

µA˜1(0) µA˜2(0) µA˜3(0)
µA˜1(1) µA˜2(1) µA˜3(1)
...
...
...
µA˜1 (10) µA˜2 (10) µA˜3 (10)
 .
In this example, we have considered that to the 11 states of the system the following fuzzy partition, defined in matrix
Q , is established, this partition relates the initial states of the system with the fuzzy states:
Q =

1 0 0
1 0 0
0.8 0.2 0
0.4 0.6 0
0 1 0
0 1 0
0 1 0
0 0.6 0.4
0 0.2 0.8
0 0 1
0 0 1

.
It should be noted that the states of the system are known in specific problems of queueing decision model. For instance,
in this example the 11 states of the system will be exact and they are the capacity of the system. However, we must decide
what is the corresponding fuzzy state or fuzzy values (and its membership functions) of the system (defined in matrix Q ),
in order to be able to develop the proposedmethodology. This can be done through the method formulated by Yager [11] or
themethod of Dubois et al. [12] for the construction of membership functions of a fuzzy set based on the data obtained from
various sources or from experts. The method we have developed can be easily adapted to the circumstances of the situation
under study.
The expected costs for the decisions and the three fuzzy states are given in Table 1.
We assume that the initial state probabilities pi are all equal, so pi = 1/11. With pi we calculate the fuzzy initial state
probabilities using Eq. (14):
P

A˜1

= 3.2/11 P

A˜2

= 4.6/11 P

A˜3

= 3.2/11.
And the matrix S is:
S =

1
3.2
1
3.2
0.8
3.2
0.4
3.2
0 0 0 0 0 0 0
0 0
0.2
4.6
0.6
4.6
1
4.6
1
4.6
1
4.6
0.6
4.6
0.2
4.6
0 0
0 0 0 0 0 0 0
0.4
3.2
0.8
3.2
1
3.2
1
3.2
 .
The transition probability matrices corresponding to the fuzzy states A˜1, A˜2 and A˜3 for decision k, P˜k =

Pk

A˜j/A˜i

are
obtained with: P˜k = SPkQ , and are:
P˜1 =
0.8335 0.1665 0
0.0941 0.8103 0.0956
0 0.1687 0.8313

, P˜2 =
0.7978 0.2022 0
0.0755 0.8071 0.1174
0 0.1375 0.8625

.
The linear program to find the solution to the problem about whether to implement publicity, bearing inmind the queue
length in the system, is made up of 4 constraints and 6 variables, and is:
Min C = 10y11 + 3y12 + 7y21 + 5y22 + 4y31 + 7y32
s.t. y11 + y12 + y21 + y22 + y31 + y32 = 1
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y11 + y12 − (0.8335y11 + 0.7978y12 + 0.0941y21 + 0.0755y22) = 0
y21 + y22 − (0.1665y11 + 0.2022y12 + 0.8103y21 + 0.8071y22 + 0.1687y31 + 0.1375y32) = 0
y31 + y32 − (0.0956y21 + 0.1174y22 + 0.8313y31 + 0.8625y32) = 0
yik ≥ 0, i = 1, 2, 3; k = 1, 2.
The optimum solution is: y11 = y21 = y32 = 0, y12 = 0.1804, y22 = 0.4834 and y31 = 0.3362. Then using Eq. (2) we
have calculated the decision matrix (1):
.
Thus, the optimum policy selects the alternative k = 2, i.e. to implement publicity, when the system is in the fuzzy states
A˜1 and A˜2 (short and average queue length), and the alternative k = 1, i.e. not to implement publicity, when the system is
in the fuzzy state A˜3 (long length queues), the optimum value of C is equal to 4303 u.m.
5. Conclusion
By means of the concept of fuzzy event probability we have adapted the Markovian decision processes to systems in
which the states may be fuzzy, either because the states of the system cannot be accurately measured or else because
the number of states is so large that the decisions cannot be associated with the exact states of the system. Thus, taking
probability of fuzzy event as a starting point, in this paper we have developed the theory of Markov chain with fuzzy states
andwe have calculated the transition probabilitymatrix between fuzzy states using the definition of conditional probability
given by Sustral [5]. Besides, we have illustrated this definition with an example.
If the systemhas a large number of states, the solution to theMarkoviandecisionproblemby linear programming involves
a systemwith a large number of variables and constraints. By the use of Markov chains with fuzzy states, as we have shown
in the example, the system to be solved is considerable reduced. This means a reduction in the computational complexity
and in decision making.
Although in this paperwe have only appliedMarkov chainswith fuzzy states to queueing systems, the concept embedded
in the proposed approach can be expanded to evaluate and solvemore complicated fuzzy queueingmodels or problemswith
maintenance and inventory. Moreover, Markov chains with fuzzy statesmay be used for the optimization and design of flow
line systems with finite capacity and fuzzy data, as analyzed in [4].
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