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SUMMARY 
In this dissertation, the problem of the unsteady combustion re-
sponse of a burning solid propellant subjected to longitudinal acoustic 
oscillations in pressure and velocity is investigated theoretically. 
Initially, a steady-state theory is formulated which takes into account 
the erosive burning of the propellant under conditions of laminar flow. 
The physical model used considers the behavior of a two-dimensional, 
chemically reacting boundary layer over the surface of a pyrolysing 
homogeneous solid propellant. The system of highly coupled and non-
linear conservation equations that characterise the boundary layer flow 
are converted to "locally similar" form and solved using the method of 
parametric differentiation. It is shown that this numerical technique 
can be used efficiently in the solution of a general class of chemically 
reacting boundary layer problems. Furthermore, using the method of 
parametric differentiation provides in a single computer run the solutions 
to a whole family of related, physically interesting, problems. 
Having established the steady-state solutions for the profiles of 
all the dependent variables, the unsteady analysis is undertaken. This 
analysis considers the behavior of a laminar boundary layer when isen-
tropic, standing waves of pressure and velocity are superposed on the 
steady flow outside the boundary layer. The behavior of the perturba-
tions in the gas phase, which is taken to be "quasi-steady", is described 
by a system of linearised, two dimensional conservation equations of 
mass, momentum, energy and species. On the other hand, the behavior of 
the solid phase is determined by solving the unsteady energy conservation 
XIV 
equation. By coupling the solid phase solution with the gas phase solu-
tions through appropriate interface boundary conditions, it becomes pos-
sible to obtain the "pressure-and-velocity coupled" response function 
which describes the modifications in the steady-state mass burning rate 
of the propellant due to the presence of pressure and velocity oscilla-
tions in the rocket motor. The practice in the past has been to use the 
response function evaluated at the burning surface as a boundary condition 
when analysing the stability of the acoustic waves in the combustor. It 
is shown here that the appropriate response function to consider in 
describing the contribution of the burning propellant towards the growth 
or the decay of the acoustic waves in the combustor, is the one evaluated 
at the edge of the boundary layer. Based on a comparison of the response 
functions at the boundary layer edge and at the burning surface, it is 
concluded that using the latter can lead to erroneous predictions of the 
combustor's stability. The effect of several parameters describing the 
behavior of the gas and solid phases upon the predicted response func-
tions is then analysed. The results indicate that for typical solid 
propellant burning conditions, the influence of some parameters, that 
were not analysed to date, can be significant. Finally, a study of the 
variation of the response function with position along the length of a 
charge is made. This reveals that velocity oscillations parallel to the 
burning surface have a strong influence on the response function and, 
from the viewpoint of combustion stability, can be more detrimental than 




In solid propellant rocket motors, the interaction of flow dis-
turbances with the burning process can lead to instability and possible 
motor failure. Therefore, it is important to understand the physical 
processes governing this interaction. Usually, the purpose of such 
studies is to investigate the conditions under which the burning pro-
pellant will amplify the flow disturbances, leading possibly to unstable 
operation. In a real engine these flow disturbances often occur as small 
amplitude acoustic waves. In many instances, as a result of the inter-
action between these small amplitude waves and the burning propellant, a 
finite amplitude wave motion develops and this is detrimental to motor 
operation. 
The above mentioned interaction between flow disturbances and the 
combustion process is of a feedback type. Consider, for instance, the 
presence of a pressure wave in the flow field of the combustion chamber. 
Since the chemical reaction rate is directly related to the pressure, a 
combustion disturbance is generated. This, in turn, changes the steady 
volumetric flow of gas into the flow field, causing the local pressure 
to change and setting up a propagating pressure disturbance. In view of 
the complex nature of this feedback process, it is customary to study 
just the effect of an externally imposed flow disturbance on the com-
bustion process, without regard to how this might further modify the 
flow disturbance itself. Even with this simplification, the strong 
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coupling between the fluid-mechanics and the combustion process, that 
governs the unsteady burning poses an extremely difficult analytical 
problem. 
Instabilities in tubular rocket motors having large length-to-
diameter ratios are characterised by the dominance of longitudinal 
acoustic waves in the flow field of the combustion chamber. It has been 
observed that the frequencies associated with these waves usually vary 
from low to moderate values; that is, 100 to 1000 cycles per second. 
Hence, such instabilities have been referred to as being of the "axial-
mode, intermediate frequency" type . In order to understand the nature 
of this instability it is essential to determine how the various com-
bustion and fluid-mechanical processes near a burning propellant's sur-
face interact with the longitudinal waves present within the chamber. 
However, this interaction, because of its complexity, is only partially 
understood. Consider, for instance, a longitudinal flow disturbance, 
involving changes in both pressure and velocity, above the surface of a 
burning propellant charge and parallel to it. Such a disturbance would 
be expected to affect the propellant's burning rate through different 
physical mechanisms that may prevail simultaneously. For example, a 
pressure disturbance may manifest itself by modifying the gas phase 
chemical kinetics and the propellant's regression rate, while a velocity 
disturbance (parallel to the surface) would be expected to influence the 
burning rate by changing the "erosion" of the propellant's surface, 
already being caused by the steady flow of hot combustion gases above it. 
Therefore, the presence of pressure and velocity oscillations in the 
3 
combustor may be expected to yield an oscillatory burning rate, which 
describes the response of the propellant. Physically, this unsteady 
response results in an unsteady "pumping" action at the burning surface 
which performs displacement work on the acoustic waves in the combustion 
chamber - leading possibly to an increase of acoustic energy of the waves 
and their subsequent amplification. Of course, the final stability of 
the chamber would depend on the net effect of the various amplifying and 
attenuating mechanisms present in the combustor. In this thesis, however, 
attention will be focused only on the contribution of the burning pro-
pellant cowards the overall stability of the combustion chamber. 
There has been a considerable amount of work done on combustion in-
stability with the view of studying the combustion response of a solid 
propellant. However, owing to the complexity of the problem, most inves-
tigations have restricted attention to certain limiting cases. The 
majority of the work done deals with models that describe the effect of 
only pressure oscillations, normal to the burning surface, on the pro-
pellant ?s response. An excellent review of these analyses is available 
in Reference 2. Most of these so-called "pressure coupled" theories have 
several features in common. For instance, most of them use a model in 
which the gas phase is assumed to respond instantaneously to the imposed 
pressure oscillations (i.e., the "quasi-steady" assumption), while the 
solid phase response time is considered large enough to warrant an un-
steady analysis. As such a treatment is applicable to a wide class of 
2 
solid propellant burning situations , it will be retained in the analysis 
presented in this thesis. Also, these pressure-coupled analyses invari-
4 
ably use one-dimensional models in which all physical quantities are 
allowed to vary only in a direction normal to the burning surface. 
Finally, assuming the amplitude of the pressure oscillations to be small, 
the combustion response of the propellant Is described in terms of a 
"response function" - defined as the ratio of the burning rate perturba-
tion to the pressure perturbation, evaluated at the burning surface. A 
formula for this response function is ultimately derived in terms of the 
various gas and solid phase parameters involved in the analysis. This 
response function can then be used as the boundary condition at the 
propellant surface, when analysing the stability of the waves in the com-
bustor. 
Contrary to the above mentioned case where only pressure oscilla-
tions are present above the propellant surface, the opposite limiting 
case with only velocity oscillations parallel to the propellant surface 
present, has also been considered. In fact, it has been established 
that velocity oscillations alone could have a significant effect on the 
3 4 5 
combustion response of a solid propellant ' ' . When longitudinal 
velocity oscillations, parallel to the burning surface, are present in 
the chamber one can expect an unsteady erosive effect to control the 
propellant's response. This phenomenon has been referred to in the 
literature as "acoustic erosion" or "velocity coupling". Since velocity 
coupling may, in general, involve non-acoustic, finite amplitude 
oscillations the response of the combustion to velocity oscillations 
poses an immensely complicated analytical problem. For this reason, 
the formulation of a meaningful velocity-coupled response function still 
5 
remains to be accomplished. However, some conclusions have been reached 
3 4 5 
about its nature based on heuristic arguments ' ' . These conclusions 
relate to the possible linear and non-linear effects of velocity coupling 
on motor stability. 
To date, little effort has been made to analytically investigate 
the more general problem considering the effects of both the pressure and 
velocity oscillations upon the combustion response of a burning propel-
lant. This situation occurs commonly in practice. It was only recently 
that the first analysis of the "pressure-and-velocity coupled" response 
of a solid propellant was published . In this study, Lengelle considers 
a model in which acoustic oscillations of pressure and velocity are 
superposed on a turbulent stream of hot combustion gases flowing over 
the pyrolysing surface of a composite solid propellant. Through a sim-
plified analysis of a turbulent, incompressible boundary layer over a 
flat plate, with blowing occurring at its surface, Lengelle is able to 
find expressions for the turbulent transport coefficients in terms of 
the flow variables of the propellant combustion problem. Then, using 
these in a one-dimensional model, with the granular diffusion flame 
concept , Lengelle couples the quasi-steady gas phase solutions with the 
unsteady solid phase solutions. Thus he obtains an expression for the 
response function of the propellant at its surface. However, due to the 
nature of the considered gas phase flame model, and the fact that the 
turbulent boundary layer is only used as a device to yield relations for 
the turbulent transport coefficients, Lengelle* ?s analysis is at best a 
heuristic one. 
6 
In view of the past work done towards understanding the unsteady 
combustion response of a solid propellant to both pressure and velocity 
oscillations, it is apparent that a need for a more unified analysis 
exists. The one-dimensional models of earlier analyses might be applicable 
to instabilities in "cigarette type", end-burning solid rockets (which 
are not commonly used), but it is doubtful whether they can properly 
describe the unsteady propellant response in a rocket with a tubular 
grain. In the latter case a velocity field containing steady and unsteady 
velocity components, parallel and normal to the propellant surface, is 
present just above the burning surface. Therefore, at least a two-
dimensional description of the gas phase is required in the region that 
lies between the burning surface and the location above it where all 
velocities are nearly parallel to the surface. This region also contains 
the complex interaction between the combustion and fluid-mechanical pro-
cesses referred to earlier. 
Moreover, existing models do not consider the variation of the 
response function along a direction normal to the burning surface, 
across the interaction zone. In these analyses, the response function 
evaluated at the burning surface is used as the boundary condition in 
the combustor stability analysis. In reality, the presence of such 
processes as gas phase reactions and viscous dissipation inside the 
interaction region may cause a variation in the characteristics of the 
response function, depending upon the location above the solid propellant. 
This possible variation of the response function also needs to be in-
vestigated as it may be of fundamental importance from the stability 
standpoint. For example, in the case of a boundary layer flow over the 
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propellant surface (where the boundary layer acts as the interaction 
zone) the edge of the boundary layer separates the isentropic oscilla-
tions in the main combustor flow from the "non-isentropic" processes 
within the boundary layer. Therefo re, the response function to be used 
as the boundary condition for the combustion instability problem should 
be the one evaluated at the boundary layer edge rather than the one at 
the burning surface. The difference between the two needs to be estab-
lished, as it may be too large to be ignored. 
In this thesis a theoretical study of the combustion response of a 
solid propellant in the presence of both pressure and velocity oscilla-
tions is undertaken, keeping in mind the above mentioned requirements. 
Such an analysis must necessarily consider the unsteady behavior of both 
the gas and solid phases, which in turn are dependent on the properties 
of the steady reactive flow near the propellant surface. Therefore, 
initially a steady state theory is formulated to determine the properties 
of the steady reactive flow. This steady analysis also considers the 
"erosive" effect associated with the steady flow above the burning 
propellant surface. This effect has been referred to in the literature 
o 
as "erosive burning" . More specifically, erosive burning refers to the 
phenomenon where the regression rate of the solid propellant increases 
with an increase in the velocity of the hot combustion gases flowing 
parallel to its surface. In side-burning rockets the velocity of the 
mean flow increases from the head-end to the nozzle-end in a complicated 
manner depending upon the internal geometry of the grain. Since many 
commonly used grains are of the side-burning type, erosive burning may 
8 
be especially important in the early stages of combustion, when the port 
cross-sectional area is the smallest. In general, erosive burning is 
detrimental to the rocket motor since it results in the propellant grain 
burning in non-parallel layers and sometimes even thermal failure of the 
outer casing. For this reason, several experimental and semi-empirical 
studies have been conducted to study the mechanisms responsible for this 
phenomenon. An excellent review of these studies is available in 
Reference 9. Analytically, the problem is made difficult by the complex 
nature of the coupling between the flow and combustion processes that 
governs the regression rate under typical combustion chamber conditions. 
Moreover, the additional complications of turbulence and heterogeneities 
in propellant composition, that are little understood, render the problem 
even less amenable to a theoretical analysis at the present time. 
To date, the most comprehensive theoretical analysis of the erosive 
burning problem has been the one by Tsuji . He considered a model with 
a laminar chemically reacting boundary layer over an ablating solid 
propellant surface. The temperature of this surface was assumed to be 
constant and the external stream velocity was taken to increase linearly 
with downstream distance from the leading edge. Through various approxi-
mations, Tsuji was able to develop "similarity" solutions that necessi-
tated the numerical solution of only one ordinary differential equation 
(for the temperature), which contained the burning rate as an eigenvalue. 
His results showed that the burning rate increased with increasing 
velocity gradient of the external stream. Although this work was a first 
attempt at the construction of an aerothermochemical model, it neglected 
9 
certain important features of the erosive burning problem. For instance, 
the assumption of a constant wall temperature (necessary to achieve 
"similarity" solutions) makes the analysis questionable since the burning 
rate of the propellant is expected to vary with downstream distance 
during erosive burning, and in an Arrhenius fashion with surface tempera-
ture. Furthermore, Tsuji's analysis considered only a linear variation 
of external stream velocity with distance (i.e., u = Gx). It turns out 
e 
that this special case of a general power law merely predicts one aspect 
of the erosive burning trend. 
The present analysis of erosive burning, given in Chapter II of 
this thesis, is similar to Tsuji's in that it is also based on a boundary 
layer model. However, there is little else in common. By treating the 
gas phase in terms of a different set of dependent variables it has been 
possible to reduce the non-linearity of the system of equations. Further-
more, the temperature is related to the regression rate through an 
Arrhenius pyrolysis law and all properties are permitted to vary in the 
11 12 
streamwise direction consistent with the idea of "local similarity" ""' 
The resulting system of steady-state equations forms a highly coupled 
and non-linear boundary value problem. In order to achieve a solution, 
a novel numerical technique, the method of parametric differentiation, 
is introduced and used successfully. This will be discussed in 
Chapter III of the thesis. 
Objectives of the Present Investigation 
In summary, the objectives of this thesis are: 
a) Formulation of an improved model to study erosive burning 
trends (Chapter II). 
10 
b) Development of the Method of Parametric Differentiation for the 
solution of the "locally similar", chemically reacting boundary layer 
equations encountered in the formulation of the erosive burning problem. 
This numerical technique and some typical results are discussed in 
Chapter III of the thesis. 
c) By superposing standing, small amplitude, longitudinal, harmonic 
oscillations on the mean flow outside the boundary layer, the unsteady 
response of the propellant is studied. A "pressure-and-velocity" 
coupled response function is formulated and its variation across the 
boundary layer is investigated. This unsteady problem is formulated in 
Chapter IV of the thesis. 
d) The developed theory and computer programs are used to investi-
gate the characteristics of this response function and the computed 
results are used to determine the response function dependence upon 
location within the boundary layer and a variety of parameters charac-
teristic of both the gas and solid phases. These results and their dis-
cussion is presented in Chapter V of the thesis. 
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CHAPTER II 
THE STEADY STATE THEORY 
The Model and Main Assumptions 
In this chapter a theory of laminar erosive burning is formulated 
based on a simplified model that retains much of what are believed to 
be essential physics of the real solid propellant burning situation, so 
as to illuminate certain aspects of this complicated phenomenon. In 
most solid rocket combustion chambers with a tubular geometry a boundary 
layer can be expected to form a few diameters downstream from the 
head-end, after the gases issuing out of the ignited solid propellant 
surface have acquired a sufficiently high velocity in the direction 
along the surface. Although the flow may remain laminar in a region 
immediately following the leading edge of the boundary layer, the high 
surface blowing rates that characterise typical solid rocket burning 
conditions cause turbulent flow conditions to prevail over a significant 
portion of the combustor's length. Owing to the complexity of the true 
flow situation within a practical rocket motor having a complicated 
internal geometry and in view of the ultimate purpose of the steady-state 
theory in the present thesis, it has been necessary in this analysis to 
regard the combustion chamber as having a chemically reacting, laminar 
boundary layer immediately adjacent to the walls while the "core flow" 
consists of a one-dimensional flow of hot combustion gases - mainly 
products of combustion - with properties that can, in general, vary in 
an arbitrary manner along the length of the chamber. Thus, if the prop-
erties of the "core flow" are specified, either from experimental data 
12 
or from analytical considerations, the present theory could be used to 
study the behavior of the burning solid propellant under steady flow 
conditions. Although the simplification of the real combustor aero-
dynamics may appear drastic, it is hoped that the model treated will 
yield correct qualitative trends and provide insight into the complex 
interaction between the processes of combustion and fluid mechanics that 
characterise the "erosive burning" of a solid propellant. 
Specifically, the model treated consists of a flow of hot combustion 
gases over the pyrolysing surface of a homogeneous solid propellant. A 
distributed chemical reaction zone, where the premixed reactants trans-
form into products, is confined to within the laminar boundary layer that 
forms over the surface. The situation is illustrated in Fig. 1. The 
velocity of the external stream is assumed to increase with downstream 
distance according to a general power law of the form, u = Gx . As the 
e 
gas phase reaction proceeds, the heat released is partially used to 
pyrolyse more of the propellant into reactant gases that are needed to 
sustain the flame in the boundary layer. 
In order to keep this model analytically manageable, the following 
assumptions are made: 
a) The Lewis number is unity. 
b) The total enthalpy of the external stream is much greater than 
its kinetic energy. 
c) The product of density and viscosity (in the gas phase) is a 
constant or a function of x only; that is, py = f(x) at most. 
d) The composition of the external stream is constant, since all 
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e) Radiative heat transfer, barodiffusion and thermal diffusion 
are negligible. 
f) The chemistry of the gas phase is described by a global, one-
step, unopposed reaction of the type R -*- P. 
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g) Lees "heavy surface layer" approximation applies. This per-
mits the momentum equation to be decoupled from other conservation 
equations. This approximation is valid herein as the pyrolysis products 
at the propellant surface are considerably cooler than the combustion 
products at the boundary layer edge. When this condition prevails, the 
pressure gradient term of the momentum equation becomes small and its 
effect on the boundary layer profiles is also expected to be small. 
h) The gas phase is thermally and calorically perfect. 
i) A steady state prevails in the gas and solid phases. 
j) The density, specific heat and thermal conductivity of the 
solid phase are constant. 
k) The solid phase is homogeneous and isotropic. 
1) All pyrolysis and other reactions taking place within the 
solid phase are confined at the solid-gas interface, where they are 
described by the following Arrhenius type of law: 
- E n 
• g 
r = A p exp R°T 
w 
(2-1) 
m) Axial heat conduction within the solid phase is negligible. 
Conservation Equations 
Mathematically, the problem is to establish the basic conservation 
equations in the solid and gas phases and then couple them using 
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appropriate conservation laws at the interface. These two phases are 
characterised by the following distinct regions that are to be analytically 
described: 
i) The external stream of hot gases, mainly products of combustion, 
whose properties are specified. The fluid flow here is considered 
isentropic. 
ii) The boundary layer over the propellant surface wherein the 
processes of convection, diffusion and chemical reaction interact with 
one another. The diffusion of momentum, heat and species are accounted for 
separately within the boundary layer. In this region the gas properties 
undergo significant changes as required by the boundary layer conservation 
equations of continuity, momentum, energy and species. 
iii) A thin thermal layer just below the gas-solid interface, where 
the effect of the heat transfer from the gas is predominant. Across this 
layer the temperature of the solid changes continuously from the hot 
surface value (T ) to that of the cold solid (T ), according to the energy 
w u 
conservation equation. 
iv) The rest of the solid, below the thermal layer, which con-
stitutes a region of constant temperature - the cold, unburned solid 
with a specified temperature T . 
The solid phase analysis is greatly simplified under Assumptions (i) 
through (m) of the last section. The problem reduces to the solution of 
only an energy equation, the equations of continuity and momentum being 
automatically satisfied . Choosing a co-ordinate system that is fixed 
to the burning surface (see Figure 1) one can use the following equation 
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to describe the energy balance within the solid phase 
7 
dT d2T 
r -j- = a — ~ dy s 2 dy 
, -~ < y < 0 
subject to the following boundary conditions: 
(2-2) 
a) T = T , as y -> -°° 
u 
b) A 82 
9y 
— 
_ n+ s 9y y = U y = 0 




The first of these (i.e., Eqn. (2-2a)) merely describes the temperature 
deep within the cold solid propellant. Equation (2-2b) describes the en-
ergy balance at the gas-solid interface, requiring the heat flux from 
the gas phase (at y = 0 ) to account for both the heat conducted into 
the solid phase (at y = 0 ) and the heat necessary to pyrolyse the solid. 
The solution to the above differential equation (i.e., Eqn. (2-2)) 
subject to the prescribed boundary conditions is easily obtained analytic-
ally to yield the following result for the temperature profile in the 
solid phase: 





where s-= K -o^-H/' 
(2-3) 
(2-3a) 
** The x-derivative term, accounting for axial heat conduction, has 
been neglected because the thickness of the thermal layer within the 
solid is very small (being 0(a /r)). Thus, the gradients of tempera-








This equation couples the solid phase to the gas phase through the term 
, the heat flux from the gas to the solid at their inter-
y = 0 
face. 
The corresponding gas phase problem is described by the well-known, 
steady, compressible, two-dimensional, laminar boundary layer equations 
for the conservation of overall mass, momentum, total energy and 
, 13,14 species ; that xs 
Overall mass 
-T (Pu) + £ (pv) = ° (2_A) 
dx ay 
For conciseness, defining a "convective" operator, L , and a "diffusion" 
operator, L„, by the expressions 
V 1 s P» 3l + "v 37 (2"5) 
L 2 ^ E ^7 ( Q a | ) (2"6) 
one can write the remaining conservation equations as 
Momentum 
du 
L 1 [ U ] = P e
U e d x i + L 2 [ U ; Q - ^ U _ 7 ) 
Tota l Enthalpy (energy) 
2 -
L i [ h t ] = L 2
[ h t ; Q E PF ] + L 2 [ T ;Q E y ( 1 " ? 7 ) ] 




M y . ] = L [y.;Q = £- ] + u>., i = 1,2...N-1 (2-9) 
J. X Z X DC 1 
where the following parameters have been defined: 
yC 
Pr = M ^ » Prandtl number (2-10) 
A 
Sc = — , Schmidt number (2-11) 
Le = = =̂ - , Lewis number (2-12) 
P 
In dealing with the energy equation (i.e., Eqn. (2-8)) the following 
additional relations were used: 
2 
ht = h + |- (2-13) 
h = Z y.h. (2-14) 
h. = h.° + 
X X 
C dT (2-15) 
T Pi 
u 
C = Z y. C (2-16) 
P • * P. x *i 
Using Equations (2-14),(2-15) and (2-16), together with the assumption 
of a calorically perfect gas mixture, Eqn. (2-13) for the total enthalpy 
yields: 
2 
h_ = Cp(T-Tu) + Z y.h^ + ̂ - (2-17) 
i 
It should be noted that the present formulation uses the total enthalpy, 
rather than the commonly used temperature or sensible static enthalpy as 
the dependent variable in the energy equation. This choice eliminates 
the need to consider the highly nonlinear "Arrhenius" rate term ex-
plicitly in the energy equation. Other forms of this equation contain 
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the rate term explicitly to account for the heat release due to the gas 
phase reaction. 
The above gas phase conservation equations are supplemented by 
specifying a global reaction rate law of the form: 
which is applicable in general to a reaction scheme of the type: 
N N 
E v1 M •> E v? M 
. -. i i . , i i 
1=1 i=l 
The above system of equations is completed by the inclusion of the 
thermal equation of state (valid under Assumption (h)): 
N 
p = pR°T I y./W. (2-19) 
i=l 1 1 
Finally, to complete the formulation of the problem, the boundary 
conditions for the above mentioned differential equations are required. 
At the gas-solid interface (i.e., y = 0) the following physical con-
straints need to be imposed: 
i) p r = (pv) (2-20) 
s w 
ii) u = 0 (2-21) 
iii) T 
w 
= T (2-22) 
+ w — 
y = 0 W ly = 0 
3yi iv) p D ^ i , = (pv) [y. -(y. )] (2-23) 
_ ri W 1 1 -
y = U w w 
Condition (i) is a statement of the continuity of overall mass across the 
interface with r being expressed by the pyrolysis law of Equation (2-1). 
Condition (ii) states that the x-component of the gas flow velocity at 
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the surface of the solid propellant is zero because of "no slip". Con-
dition (iii) expresses continuity of temperature at the interface. 
Finally, condition (iv) requires that the net mass flux of specie i 
convected away from the interface must balance the mass flux of specie i 
due to diffusion from the gas to the interface. 
At the edge of the boundary layer the following conditions are 
specified: 
u = u = Gxm (2-24) 
2 u 
h = h = C (T -T ) + E y. h.° + -§- = (constant) 
t t p e u . 1 1 2 
6 X 6 (2-25) 
y. = y. (a specified constant) (2-26) 
e 
Owing to the parabolic nature of the partial differential equations 
(i.e., Eqns. (2-7) to (2-9)) encountered in the above formulation, it 
would normally have been necessary to also specify initial conditions 
with respect to the streamwise co-ordinate x. However, in the present 
analysis this system of equations will be transformed to a system of 
ordinary differential equations (as shown in the next section), that form 
a two-point boundary value problem. 
The Transformed Problem 
The solution to the system of highly coupled and non-linear govern-
ing equations of the last section poses an extremely difficult problem. 
In the past, the concept of "similarity" has been extensively employed 
in related boundary layer problems to convert the original problem to a 
system of ordinary differential equations, which are considerably easier 
to solve. Although the system of partial differential equations en-
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countered here could perhaps be solved using finite-difference methods, 
the idea of "similarity" will be utilized in this analysis for the sake 
of simplicity in the final unsteady combustion response analysis. 
Basically, "similarity" consists of defining a transformation to a new 
system of co-ordinates. These transformations are so chosen that at 
least one of the new co-ordinates is a function of all the co-ordinates 
in the original problem. Then, if the transformed problem can be 
described in terms of just one independent variable, "true similarity" 
is said to exist. When applied to boundary layers, truly similar solu-
tions imply that the profiles of all dependent variables retain a 
geometrically "similar" shape along the boundary layer; that is, all 
properties can be described in terms of one length scale. Few practical 
situations conform with the requirements of true similarity. Usually, 
some restrictions have to be imposed on the analysis to force truly 
similar solutions. Very often, in treatments of chemically reacting 
boundary layers these restrictions turn out to be too rigid and impair 
the usefulness of the analysis. As an alternative, a less restrictive 
approach is often applicable. This is the approximation of "local 
similarity". According to this, the transformed problem is described 
in terms of more than one length scale but all derivatives must appear 
with respect to just one of the new co-ordinates or length scales. For 
instance, a "locally similar" solution of the reacting boundary layer 
problem, being considered in this analysis, would necessarily impose the 
restriction that all properties be at most "slowly varying" functions 
of the streamwise co-ordinate. Physically, this implies that "similar" 
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solutions exist at every x-location, although they vary in a completely 
non-similar manner throughout the flow field. This idea has been used 
here to convert the partial differential equations encountered into 
ordinary differential equations. 
1 Q 1 / 1 "7 
As is customary ' ' , to begin with, the system of compressible 
boundary layer equations (i.e., Eqns. (2-4) to (2-9)) is first rendered 
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"incompressible" using the Lees-Dorodnitsyn transformations in the 
following form: 




P dy' (2-27b) 
o 
Next, introducing the stream function ̂  such that 
pu = |i (2-28a) 
3y 
pv = " || (2-28b) 
eliminates the need to further consider the overall continuity equation 
(i.e., Eqn. (2-4)). The transformed "convective" and "diffusion" 
operators of Eqns. (2-5) and (2-6) then become 
i pUe ' Peye | 30 3 30 3 ) (2-29) 
1L J (20 1 / 2 \ 3n ^ 8? 8n ' 
L [ 1 = ^ - ^ [ pQ-i \ (2"30) 
L 2 L J 2K 3n I P^ 3n 
Finally, using Equations (2-27) through (2-30) and introducing the 
non-dimensional variables f, 0 and g. in the following manner 
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* = (2O1/2f0l) (2-31) 
u = u (Of'Oi) e 




y± = y± g i ( n ) » o r s^piy* y±
 = y±M (2-34) 
e 
the following system of "locally similar" ordinary differential equations 
describing the boundary layer flow is obtained: 
Momentum 
[(*)"']' *' 








+ f0' = 
Species 
Jk f _QiL 
Sc \p y 
e e 







u p y 




In the above equations, the primes denote differentiation with respect to 
n. 
Under the assumptions of the present model (given earlier in this 






- * - ( f ) 2 
P 
= 1 (Assumption (c)) (2-38) 
= 0 (Assumption (g)) (2-39) 
dh t 
g 
, - = 0, or h = constant (Eqn. (2-25), for an isentropic 
e 
external stream) (2-40) 
Le = 1 (Assumption (a)) (2-41) 
2 
u 




—T=— = 0, or y. = constant (Assumption (d)) (2-43) 
dc, i 
e 
Incorporating these simplifications, the "locally similar" boundary 
layer equations finally take the following form: 
Momentum 
f" + ff" = 0 , 0 < n < - (2-44) 
Energy 




i - M ; r 
^ YV + fy! = o - . 0 < n < <» (2-46a) 
Sc i l 2 
u p y e e e 
i = 1,2,...N-l 
Using the rate law given by Eqn. (2-18) and the thermal equation of 
state, Eqn. (2-19), the right hand side of Eqn. (2-46a) may be expressed 
in terms of the pertinent dependent variables of the present analysis to 





y " + fy1 
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= D R 














The following definitions were used in deriving Eqn. (2-46b): 
N N 
W = Z v| W. = Z v'.' W 
i=l ± X i=l X i 
(2-47) 
M 
n* = Z a. (overall order of the reaction) (2-48) 
BW 
M a 






(a characteristic flow time) (2-50) 
n*-l a \ 
x = I Z p T I (a characteristic chemical reaction time) 
c l e e 
x 1-m ^ 
D̂  = — = -.——r-- Z P T (Damkohler number) 




** In Eqn. (2-52), use has been made of the assumption that the kinetic 
energy is small compared to the thermal energy, in the external stream 
of the boundary layer. Thus the approximation 
T = T 
e o 
could be used. 
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o " > ' > 2 
F = 6h - I Lh, - rf=- + C T 
t . 1 1 2g J p u 
e i c c 
(2-53) 
B = (v! - v'.')W./W (2-54) 
In order to complete the formulation of the "transformed problem", 
the above ordinary differential equations describing the "locally similar" 
boundary layer must be subjected to boundary conditions at the gas-solid 
interface (n = 0) and the boundary layer edge (TI = °°) . These boundary 
conditions are obtained by transforming Eqns. (2-20) through (2-26) 
using Equations (2-27), (2-28) and (2-31) through (2-34), to yield: 
Momentum boundary conditions 
(i) f'(0) = 0 (no slip) (2-55) 
( i i ) f'(co) = l (u = u a t boundary l a y e r edge) 
e 
- p A n 
( i i i ) f (0) = ~~Z P S ^ exp 
e e 




( p y r o l y s i s law) 
(2-56) 
(2-57) 
Energy boundary cond i t i ons 
( iv) h O'(C) - Z y . f (0 )h . ° = -Pr f(0) L + 7 ^ (6(0)h - Z y . ( 0 ) h . ° ) 
t . 1 1 \J t i l 
e 1 L p e 
(energy balance at interface) 
»] 




Species boundary conditions 
(vi) y|(0) = - Sc f(0) [yi(0) • ( V - ] 
(vii) y («>) = y. (a specified constant) 
e 




It is to be noted that in the above system of equations, describing 
the "transformed problem", all derivatives are with respect to r|, while 
E, (or x) appears in the equations only as a parameter. This consequence 
of the "locally similar" approximation is also used to advantage in de-
fining the characteristic flow time, xf, with respect to the parameter x. 
Since the Damkohler number, D , is defined herein as the ratio of this 
flow time to a characteristic chemical reaction time (see Eqn. (2-52)), 
it also becomes a function of the streamwise co-ordinate. The usefulness 
of this will become clearer in the next chapter. For the present, it is 
sufficient to recognise that the state of non-equilibrium that usually 
prevails in a chemically reacting flow is characterised by finite values 
of the Damkohler number. Very small values of this number (i.e., D -> 0) 
represent a frozen flow situation. Physically this implies that no 
chemical reaction occurs in the boundary layer and all profiles are 
established purely by processes of convection and diffusion. On the 
other hand, in the limit of very large Damkohler numbers (i.e., D -> °°) 
the chemical reaction occurs infinitely fast corresponding to an 
equilibrium flow situation. 
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CHAPTER III 
DEVELOPMENT OF A NUMERICAL SOLUTION TECHNIQUE 
- THE METHOD OF PARAMETRIC DIFFERENTIATION 
Introduction 
The system of conservation equations governing the reacting boundary 
layer, as formulated in Chapter II, is strongly coupled and non-linear. 
In general, the numerical solution of such systems poses serious 
mathematical difficulties as well as requires a considerable amount of 
computation time. In the past, a variety of numerical solution tech-
niques have been applied. Notable amongst these are the methods of 
19 20 21 
gradients (or steepest ascent ), invariant imbedding , finite 
0 0 0 *} 0 / 
differences , integral matrix , and quasilinearisation 
Among these methods, the method of quasilinearisation has been most 
frequently applied in recent years in the solution of the class of 
reacting boundary layer problems discussed in this thesis (e.g., see 
References 25 and 26). Although this method produces the desired 
solutions, its iterative nature requires considerable computer time, 
whose length depends on the "closeness" of the initial guess to the final 
solution. In this chapter, a novel numerical technique, the method of 
parametric differentiation (abbreviated here as MPD), will be developed 
for the efficient solution of the "locally similar" system of differential 
equations (i.e., Eqns. (2-44) to (2-46)) subject to the general boundary 
conditions given by Eqns. (2-55) to (2-61). 
The MPD 
2 7 28 
The MPD was f i r s t p r o p o s e d by K i r i y a and Davidenko i n t h e e a r l y 
f i f t i e s f o r s o l v i n g s y s t e m s of n o n - l i n e a r a l g e b r a i c e q u a t i o n s . L a t e r , 
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29 Rubbert and Landahl developed a v a r i a n t of the method s u i t a b l e for 
c e r t a i n c l a s s e s of f l u i d - mechanical problems, i nc lud ing the Falkner-
30 Skan incompress ib le boundary l aye r problem . More r e c e n t l y , Narayana 
31 and Ramamoorthy used the MPD to ana lyse the behaviour of a compressible 
laminar boundary l a y e r . 
As the name suggests , the MPD c o n s i s t s of d i f f e r e n t i a t i n g the 
o r i g i n a l n o n - l i n e a r equa t ions and boundary cond i t ions wi th r e spec t to a 
parameter t ha t may be p r e sen t in the d i f f e r e n t i a l e q u a t i o n s , or boundary 
c o n d i t i o n s , or bo th . This procedure reduces the s o l u t i o n of the o r i g i n a l 
n o n - l i n e a r boundary value problem to the s o l u t i o n of a l i n e a r boundary 
value problem and a n o n - l i n e a r i n i t i a l value problem. These r e s u l t i n g 
problems are cons iderab ly e a s i e r to handle numer i ca l ly . 
For i n s t a n c e , cons ide r so lv ing the fol lowing two-poin t , n o n - l i n e a r 
boundary value problem us ing the MPD: 
— ^ = a xy , x. < x < x„ (3-1) 
dx 
sub jec t to the boundary c o n d i t i o n s : 
y(x..) = C, = constant 
y(x„) = Cy = constant 
where a is a parameter in the differential equation. 
Differentiating the above system with respect to a yields the 
following linear boundary value problem (LBVP) for p = 9y/8a: 
d2 2 
—!~ = xy 4- 2axyp, x.. < x < x? (3-2) 
dx 
subject to the boundary conditions 
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p(xx) = 0 
P(x2) - 0 
together with the following non-linear initial value problem (NLIVP) for 
y: 
-r̂  = p(x, y, a) , a > a (3-3) 
da l 
subject to some initial condition; say 
y(a±) = y0 
The LBVP may be easily integrated numerically provided the variable 
coefficients in Eqn. (3-2) are known. In the present example, the 
solution of Eqn. (3-1) in the limit when a = 0 can be shown by inspection 
to be 
' - ( ^ - | ) ( x - x i ) + c i (3"4> 
Thus, the solution procedure would be conveniently started by solving the 
LBVP (Eqn. (3-2)) for the case a = 0. In this case, the above solution 
for y will be used to determine the variable coefficients in the Eqn. 
(3-2). Then knowing p(x,y,0), one may proceed with the solution of the 
NLIVP (Eqn. (3-3)) to obtain y(x, Aa), where Aa is a small increment in 
the parameter a. Repeating this procedure, the method marches explicitly 
in a producing a family of solutions for different values of the parameter 
a until reaching the value of the parameter characteristic of the 
particular problem under consideration. In the next section this 
general procedure is first applied to the solution of some simple 
problems, with a view of finding the most suitable parameter for 
differentiation in the present analysis. 
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Application of the MPD to Some Simple Boundary Layer Problems 
As a first step in the development of the MPD, the compressible 
boundary layer problem previously solved in Reference 31 was considered. 
In this study the MPD had been successfully applied to the solution of a 
coupled system of momentum and energy equations in "similar" form. These 
equations were differentiated with respect to the Falkner-Skan parameter 
(3). In the present study, as an initial attempt in the application of 
the MPD, the solution of the "similar" momentum and energy equations 
with zero pressure gradient was considered. However, in the present 
analysis the Prandlt number was used as the parameter for differentiation. 
Solutions were obtained by marching in Prandlt number (Pr) from Pr = 0 
to Pr = 1 and good agreement with the results of Reference 31 was 
obtained. 
It turns out, however, that the Prandlt number is a poor parameter 
for use in the MPD. This is because of the sensitivity of the thermal 
boundary layer thickness to the magnitude of the Prandlt number. For 
small values of the Pr number the integration of the LBVP has to be 
carried out across an unduly thick boundary layer. This not only in-
creases the computation time considerably but also results in the 
possibility of greater accumulation of numerical errors. Furthermore, 
in the limit of Pr = 0 it should be pointed out that an apparent 
ambiguity exists. Physically, this limit corresponds to an inviscid 
flow situation with no viscous boundary layer at all. However, it is 
seen from the momentum and energy equations that govern the flow that 
the f(n) related profiles are not directly influenced by the Prandlt 
number. Thus, the mathematically correct starting solutions to use in 
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the MPD correspond to the usual f(n) related profiles and a temperature 
profile that consists of a linear variation of the temperature between 
the wall and the boundary layer edge. It should also be noted that 
although the thermal boundary layer is expected to be infinitely thick 
when Pr = 0, in practice only a certain critical finite thickness for 
the boundary layer was found to be important. For this case, the 
critical thickness corresponded to a value of ri = 15. If a thinner 
boundary layer was considered during the solution of the LBVP, the 
expected asymptotic solutions were not obtained. For thickness greater 
than n = 15, the solutions for the boundary layer profiles remained 
virtually unchanged to within the increased numerical error that would 
be expected to accumulate for larger intervals of integration, 
The next step in the development involved the search for an alter-
native, more efficient, parameter for the solution of the reacting 
boundary layer equations formulated earlier (i.e., Eqns. (2-44) through 
(2-46)) . However, the boundary conditions were simplified by assuming 
a constant wall temperature distribution T and a constant value for the 
r w 
wall blowing rate f(0). The resulting system of "similar" equations was 
then solved using the MPD. First, the Schmidt number (= Pr in this 
analysis) was again used as the parameter for differentiation and 
solutions were obtained by marching in Sc from zero to one. Next, the 
Damkohler number, which appears explicitly in the chemical rate term of 
the species equation (i.e., Eqn. (2-46b)), was used as the parameter for 
differentiation in the same problem. Solutions were obtained by marching 
in D.. from zero to about 400. The solutions could be carried beyond this 
value if desired. These solutions agreed well with those obtained 
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earlier, using the Sc number as the parameter for differentiation. It 
was found, however, that when D was used as the parameter there was no 
need to integrate over unduly large boundary layer thicknesses. Also, 
the final solutions were expected to be more accurate numerically 
because of less accumulated error. Furthermore, T) proved to be a 
convenient parameter since solutions were readily available in the limit 
of D = 0, which corresponds to frozen flow conditions. In this limit 
the momentum, energy and species profiles are determined purely by 
diffusion and convection processes and may be expressed by the well-
known Crocco relations applicable for the case Pr = Sc = 1. This is 
further discussed in the next section together with the extension to the 
more realistic cases where Pr and Sc numbers are not unity. 
The success in obtaining a solution using Schmidt number as the 
parameter for the "similar" reacting boundary layer problem with a 
constant wall temperature and blowing rate might lead one to explore the 
possibility of using the Sc number also as the parameter for the erosive 
burning problem formulated in this thesis. It turns out, however, that 
there is a difficulty that arises in this case which may be instructive 
to follow through. In the limiting case of Sc = 0 (which implies p "* 0) 
it becomes troublesome to obtain the starting solutions for the MPD 
because the wall blowing rate becomes infinite (see boundary condition, 
Eqn. (2-57)). Some iterative procedure is therefore needed to establish 
solutions at some value of Sc number close to zero, so that these could 
be used instead as the starting solutions for the MPD. Although this is 
a theoretically feasible way of circumventing the above-mentioned 
difficulty, it would reduce the attractiveness of the MPD by decreasing 
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the overall efficiency of the solution procedure. 
Solutions to the Present Problem of Erosive 
Burning Using the MPD 
Having established the advantages of using the Damkohler number 
as the parameter for differentiation in applying the MPD to the solution 
of the "similar" reacting boundary layer equations, the problem of 
laminar erosive burning as formulated earlier, in Chapter II, was solved. 
In this case the wall blowing rate, temperature and mass fractions may 
all be x-dependent as they are governed by general interface boundary 
conditions - the pyrolysis law, the energy balance and the species 
balance at the gas-solid interface. As pointed out before, the "locally 
similar" system of equations (i.e., Eqn. (2-44) through (2-46) and the 
boundary conditions given by Eqns. (2-55) through (2-61)) contain x as a 
parameter only. Thus, the solutions are "similar" about any one x-
location, although they may vary in a completely non-similar manner in 
the flow field. The gas phase flow is also characterised by arbitrary 
values of Pr and Sc numbers. 
A. Starting Solutions 
The solution procedure starts by establishing solutions to the 
problem for Damkohler number equal to zero. As mentioned earlier, in this 
limiting case the flow within the boundary layer is chemically frozen and 
all boundary layer profiles are established purely by convection and 
diffusion. This fact becomes evident when one inspects the system of 
conservation equations (i.e., Eqns. (2-44) through (2-46)) in the limit 
D.. = 0. In the special case when Pr = Sc = 1, the momentum, energy and 
species equations are identical in form and the enthalpy and mass fraction 
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profiles are linearly related to the velocity profile within the boundary 
layer. Thus, the solutions to the energy and species equations in this 
limiting case may be written as follows: 
8(n) = C1 f'(n) + C2 (3-5) 
y±(n) = c3 f'Cn) + c4 (3-6) 
where C1, C~, C~ and C, are arbitrary constants that may be easily 
determined from the boundary conditions. These are the well-known 
Crocco integrals. 
However, in order to solve the problem for a general Pr number, 
the Crocco relations (i.e., Eqns. (3-5) and (3-6)) have to be replaced 
by the following equations: 
e(n) = cn /
n(f") P r dn + c9 (3-7) 
1 O L 
y±(n) = c3e(n) + c4 (3-8) 
Again, C. , C9, C~ and C, may be easily determined from the boundary 
conditions. Equations (3-7) is the analytical solution of the total 
energy equation (i.e., Eqn. (2-45)) and is valid for arbitrary values 
of Pr and Sc numbers. Equation (3-8) follows from the identical forms 
of the energy and species equations (Eqns. (2-45) and (2-46b)) in the 
limit of D. = 0 . Combining Equations (3-7) and (3-8) with the interface 
conditions (i.e., Eqns. (2-57), (2-58) and (2-60)) leads to the follow-
ing non-linear algebraic equation for the wall blowing rate, f(o), valid 
for general Pr (or Sc) numbers: 
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(3-11) 
Equation (3-9) may be solved numerically using a "bisection technique" 
(see Reference 32), applicable in general to non-linear algebraic equa-
tions. The method consists of first guessing a value for f(o), obtaining 
the corresponding solution to the momentum equation 
f" + ff" = 0 (3-12) 
subject to the boundary conditions 
f'(o) = 0 
f(o) = fw 
f(») = 1 
oo pr 
to yield f"(o) , and then evaluating the definite integral / (f") dri, 
33 
using Simpson's rule . The procedure was repeated according to the "bi-
section technique" for several other values of f(o) until the root was 
located. In this study the solution to the momentum equation above was 
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obtained using a "shooting technique" which consisted of guessing a 
value for f"(o), f(o) and f'(o) being known, and integrating the Blasius 
equation using Runge Kutta (fourth order) and Hamming's modified pre-
34 dictor-corrector techniques. This integration was performed treating 
the problem as an initial value problem up to the edge of the boundary 
layer (i.e., n = 8). Then a new guess was made for f"(o), based on the 
following empirically derived convergence criterion: 
f"(o) 
f" (o) = -1 (3-13) 
3+1 f. (») 
where j is the iteration index. The process was repeated until the 
solutions converged to their respective values at the edge of the boundary 
layer. Convergence was found to occur usually in less than five itera-
tions and the computational time involved was very short. 
Having found the blowing rate f(o) (as described above) and the 
corresponding solutions to the momentum equation, in the limit of D = 0 , 
the "energy" and "species" solutions could all be obtained by using Eqns. 
(3-7) and (3-8). Thus the complete solution to the problem could be 
easily established for the limiting case of D = 0. 
B. The Parametrically Differentiated Problem 
The LBVP and the NLIVP (referred to in the Introduction to this 
chapter) resulting from the differentiation of the present non-linear 
boundary value problem (i.e., Eqns. (2-44) through (2-61)) with respect 
to the parameter D.. , will now be obtained. Defining the parametrically 
differentiated dependent variables as 
q H |£- (3-14a) 
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r = - 21 3D. (3-14b) 
P.- = Hi 
3D, 
, i = 1 (3-14c) 
and differentiating both sides of the differential equations with respect 
to D , one gets the "parametrically differentiated" momentum, energy and 
species equations. For convenience in numerical integration, these 
differential equations in q, r and p. are then expressed as a system of 
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(3-15) 
For the sake of brevity in expressing the above system of equations, the 
following definitions are enployed: 
yn = q' (3-16a) 
y 3 = r 
y/. = r 
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(3-18b) 
{ C 3 - C 4 ( h ! - h 2 > } E3 = S c - j - C4(h. (3-18c) 
The y, (k = 1 , 2 . . . . 7 ) r e p r e s e n t the dependent v a r i a b l e s t h a t c h a r a c t e r i s e 
KL 
the LBVP. To complete the formulation of this problem seven linear 
boundary conditions are needed. These are obtained by differentiating 
Equations (2-55) through (2-61) with respect to D , to yield: 
i) yx(o) = 0 
ii) Yl(-) = 0 
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G2 E " h ^ - ( h l " V 
e 
F W E e(o) h t + y i ( o ) ( h ° - h ° ) - h ° + C T u 
e r 
iv) G3y2(o) + G4y3(o) + h t y 4 (o ) + G ^ C o ) + (h2 - h ^ y ^ o ) = 0 
e 
(3-19d) 
G3 = Pr K + ~ ( 6 ( o ) h t + y i ( o ) ( h ° - h°) - h ° ) j 
G4 E Pr f f (o) h t 
P e 
S ^ ^ <hl " h2> 
t 
e 
v) y3(°°) = 0 (3-19e) 
v i ) G,y9(o) + G7y,(o) + y_(o) = 0 (3-19f) 
6 5 Sc [^l(o) " l̂w> J 
Gy = Sc f(o) 
v i i ) y 6 0 ) = 0 (3-19g) 
In add i t i on to the above LBVP, the fol lowing NLIVP, which i s d i r e c t l y 
r e l a t e d to the d e f i n i t i o n s given in Equat ions (3-14) and (3 -16 ) , i s a l so 
obta ined: 
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f|-= 1 (n.V (3-20a) 
f^-q' (n,Dl) (3-20b) 
||^=q"(-1>D1) (3-20c) 
||-- r (n.D^ (3-20d) 
fj^- = r' (n,Dx) (3-20e) 
3 ^ = P l ( n , E l ) (3-20f) 
" S ^ - P l ' <"'D1> (3-20*> 
The solutions to the momentum, energy and species equations for D = 0 
(found earlier) serve as the initial conditions for the above equations. 
C. Numerical Solution of the LBVP and the NLIVP 
The LBVP in the present instance is of seventh order with seven 
corresponding boundary conditions. It is to be noted that three of these 
conditions are in the form of linear algebraic equations (i.e., Eqns. 
(3-19c), (3-19d) and (3-19f)), involving several of the dependent 
variables evaluated at r\ = 0. The remaining boundary conditions specify 
the values of the other dependent variables at the gas-solid interface 
(n = 0) or the boundary layer edge (n ->• °°) . A non-iterative numerical 
scheme was used to obtain a solution to this LBVP. The method consisted 
of treating the n = 0 location as the initial point and the corresponding 
I 
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boundary conditions as initial conditions. The LBVP was split into 
the solution of two initial value problems consisting of a homogeneous 
differential equation with Kronecker delta initial conditions and an 
inhomogeneous differential equation with the known initial conditions 
(i.e., the specified boundary conditions at n. = 0) and null initial 
conditions for the remaining dependent variables. Then by solving a 
system of linear algebraic equations at the terminal point (i.e., the 
end point in the interval of integration), the missing boundary 
conditions were determined and the complete solution was constructed as 
the sum of the homogeneous and particular solutions. The details of this 
procedure are given in Appendix A. All integrations were performed using 
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a Hamming's modified predictor-corrector method. A local truncation 
— f > 
error bound of 10 was maintained in the computations throughout the 
integration with respect to ri, using single-precision accuracy. 
The numerical solution of the NLIVP (see Eqn. (3-20)) was achieved 
33 
using an Adams-Moulton predictor-corrector scheme. The integration of 
this problem was done with respect to D- as the independent variable. A 
-4 
local truncation error bound of 10 was maintained during this integra-
tion, in single precision accuracy. It must be pointed out that the 
non-linearity of the original problem is contained in this NLIVP. 
Because of this, it is important to use numerically stable schemes of 
integration like the fourth-order Adams-Moulton method. Furthermore, the 
integration with respect to D is an "explicit" one, and this also 
suggests the need for a stable integration scheme. Finally, it is to be 
emphasized that the use of the above predictor-corrector, instead of 
the often used fourth-order Runge-Kutta method, greatly increases the 
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overall efficiency of the solution procedure. This is generally true 
because the fourth-order Runge Kutta method requires the evaluation 
of the "derivative function" four times at every step of the integration, 
whereas an Adam's-Moulton scheme, once started, evaluates this only 
twice at every step. This becomes especially important in the present 
situation because the derivative function (which is the right hand side 
of each one of the Eqns. (3-20a) through (3-20g)) is available only after 
the complete LBVP has been solved. However, since the Adam's-Moulton 
33 method is not "self-starting" , the solutions at three Damkohler number 
stations, following D = 0, are obtained using a fourth-order Runge 
Kutta method. 
Using the solutions for D = 0 for the variable coefficients in Eqn. 
(3-15), the LBVP is solved. Knowing these solutions and using the 
solutions for D = 0 as initial conditions for the NLIVP, the complete 
solutions to the original problem are established at D.. = AD . That is, 
all boundary layer profiles for momentum, energy and species are obtained 
at the above value of D,. Henceforth, the procedure "marches" in 
sufficiently small D.. steps producing solutions to the problem at 
different values of D , until reaching the value of D characteristic of 
the problem under consideration. This final value of D.. depends, of 
course, upon the particular choice of values for the physico-chemical 
parameters governing the solid propellant burning situation, and on the 
external stream variables which are specified in this analysis. 
Results and Discussion 
Before presenting some typical results of the computations per-
formed, it would be of interest to reconsider the definition of D.. as 
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given by Equation (2-52) 
1-m 




D l "" (nri-l)G Z pe o 
Specializing the above expression to the present analysis where the gas 
phase chemistry is controlled by a first order reaction (i.e., n* = 1) 
gives 
? 1 - m 
Di " T^r>5 z To ° <3"2« 
Since the modified frequency factor, Z, may be assumed to be a character-
istic constant of the gas phase, the Damkohler number becomes an x-
1 __ 
dependent quantity (i.e., D ~ x ). Therefore, as the solution pro-
cedure produces solutions for different Damkohler numbers, these 
solutions also describe the flow behaviour at different values of x. 
It is to be expected physically that as the Damkohler number in-
creases, the rate of chemical reaction increases and this leads to an 
increased heat transfer rate from the gas phase to the propellant 
surface. The result is a higher wall temperature and hence a faster 
regression rate for the solid propellant, as required by the pyrolysis 
law (see Eqn. (2-1)). Indeed, this was found to be the trend in Figure 
2, which shows the variation of the wall blowing rate with Damkohler 
number. These solutions were obtained using the values of constants 
given In Appendix B under Case 1. 
It is common in the boundary layer literature to find results valid 
for Pr = 1, as this assumption leads to greater mathematical simplicity. 
Figure 2 also shows the possibly significant effect of using more realis-












Figure 2. Variation of wall blowing rate (-f ) with Damkohler 
number (V w for different Prandtl numbers (Pr). 
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numbers less than unity, the heat transfer from the gas to the inter-
face would be increased, as expected from the definition of Prandlt 
number (see Eqn. (2-10)), and hence the regression rate would be 
faster; that is, f(o) increases in absolute magnitude. 
Figures 3 and 4 show the corresponding temperature and reactant 
mass fraction profiles across the boundary layer for the same burning 
situation as before. The case of no combustion, represented by the 
frozen flow limit with D = 0 , is compared to a situation with a 
significant rate of combustion (i.e., D1 = 350). Again, as pointed out 
earlier, the increased rate of chemical reaction occuring at D.. = 350 
produces a higher wall temperature because of the increased heat transfer 
rate to the propellant surface (see Figure 3). On the other hand, the 
effect on the reactant mass fraction is quite the opposite. The in-
creased chemical reaction rate leads to a greater consumption of 
reactants which results in a lower reactant mass fraction at the pro-
pellant surface (see Figure 4). Furthermore, because of the faster 
rates of chemical reaction at D.. = 350, the thickness of the distributed 
combustion zone would be smaller so that the "thermal" and "species" 
boundary layers would be reduced in thickness. This is also evident 
from Figures 3 and 4 as the temperature and species profiles converge to 
the specified external stream values at lower values of n when D1 = 350 
than in the case of D] = 0 . 
Figure 5 shows that within the boundary layer, the combustion rate 
has a negligible effect upon f'(n)> the x-component of velocity. The 
velocity profiles for D.. = 0 and 350 remain virtually unchanged. Hence, 
the effect of the combustion manifests itself mainly through the energy 
0.65 0.75 0.85 0.95 
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Figure 3. Comparison of temperature profiles across boundary layer 
with and without combustion for a general Pr = 0.7 
(Sc = Pr). 
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Figure 5. Comparison of velocity profile across boundary layer 
with and without combustion (Pr = Sc = 0.7). 
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and species variables (like temperature and mass fraction). This is to 
be expected since the energy and species differential equations as well 
as boundary conditions are strongly coupled (see Eqns. (2-45), (2-46b), 
(2-58) and (2-60)) and are directly affected by the combustion process 
through the chemical rate term. In contrast, the momentum equation 
which determines the velocity profile is decoupled from the remaining 
equations. This is due directly to the fact that the pressure gradient 
term of the momentum equation was expected to be negligible (see 
Assumption (g), Chapter II). Neglecting this term, which couples the 
velocity components within the boundary layer to the processes of combus-
tion, is responsible for the behaviour exhibited in Fig. 5. It is also 
to be noted that a coupling is nevertheless present at the gas-solid 
interface through the pyrolysis law - which relates f(o) to the wall 
temperature (see Eqn. (2-5 7)) . The effect of this coupling influences 
only the y-component of velocity at the interface (represented by f(o)). 
In fact, this latter effect is found to be significant, as shown earlier 
in Fig. 2, but not strong enough to alter f(n) over the D.. range considered. 
It must be pointed out that these results are only intended to 
represent the trends predicted by the steady state theory. The somewhat 
low range of values of the blowing rate parameter that occur are due to 
the particular choice of constants (see Case 1, Appendix B) used for 
this computer run. In the physically more realistic cases studied later 
for the unsteady analysis the typical magnitude of the blowing rate 
parameter, -f(o), was about 0.4. The general trends shown, however, 
remained the same. 
For the cases discussed above solutions for the reacting flow field 
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were obtained by "marching" in D- from D = 0 to D = 520, with an 
average step size of AD- = 10. The solution could be carried beyond 
the value D = 520, if desired, until reaching the equilibrium limit, 
which corresponds to D •> ». Physically, however, the meaningful final 
value of D1 would be the one corresponding to the particular values of 
m, G, T and Z that characterize a given burning situation. 
The computation time required to obtain the above solutions was 
about 17 seconds (CPU time on UNIVAC 1108) per step; that is the time 
required to determine all the boundary layer profiles of velocity, 
temperature and concentration for a given value of D.. , starting with 
known solutions at the previous step where the parameter equalled D1 -
AD . 
Although the results discussed so far were obtained for the case of 
m = 1 (see Case 1 in Appendix B), the results for the other two possible 
cases when m > 1 show similar qualitative trends. It is noteworthy in 
this regard that when m is unity, the Damkohler number has a certain 
characteristic constant value throughout the gas phase (see Eqn. (3-21)), 
corresponding to the particular reaction situation being considered. 
This implies that the solutions produced by the MPD for different 
Damkohler numbers represent "imaginary" solutions to the problem for 
burning situations with different chemical relaxation times. However, 
when m J 1, D- is a function of x. Therefore, in these latter cases the 
solutions obtained using the MPD apply at different x-locations. This 
attribute enhances the attractiveness of the MPD for the present problem 
even further and goes to show that the MPD can be used to yield in a 
single computer run, the solutions of a whole family of related, 
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physically interesting, problems. Table 1 shows the results of a 
computation performed for the case when m = 0.5, the other constants 
being described by the values given under Case 2 of Appendix B. The 
table shows the variation of the wall blowing rate, total enthalpy 
and reactant mass fraction with axial distance. Notice the "slow 
variation" of wall properties with x (or £), as required by the "local 
similarity" approximation that was used in the analysis. 
Finally, the validity of the Lee's approximation was investigated. 
This approximation (see Assumption (g), Chapter II) permits the pressure 
gradient term of the momentum equation, that is, 
fr-H 
2£ dUe where 3 = ~~rr i s the pressure gradient parameter, to be dropped in 
ue ^ 
typical solid propellant burning situations since 
[~- (f')2J -> 0 (3-22) 
Figure 6 shows the variation of the quantity in the above brackets across 
the momentum boundary layer. It is seen that this approximation is 
worse near the wall; it is better satisfied in the upper half of the 
boundary layer. However, it is expected that the integrated effect of 
this approximation across the entire boundary layer thickness is still 
small enough and therefore the approximation is reasonably good for the 
computation of the velocity profile. The error introduced through the 
approximation in the computation of the temperature and concentration 
profiles is expected to be even smaller. Thus, Lee's approximation 
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Table 1. Variation of wall properties with 
position downstream of the leading edge. 
x -f(o) x 10 6(o) x 10 y (o) x 10 
0.00001 5.5492 2.4716 7.6462 
0.00453 5.5493 2.4715 7.6463 
0.01727 5.5495 2.4714 7.6463 
0.0674 5.5496 2.4713 7.6464 
0.1048 5.5498 2.4711 7.6465 
0.1504 5.5499 2.4710 7.6466 
0.2042 5.5500 2.4709 7.6466 
0.2663 5.5502 2.4708 7.6467 
0.3365 5.5503 2.4707 7.6468 
0.5017 5.5506 2.4704 7.6469 
0.6998 5.5509 2.4702 7.6471 
0.9307 5.5512 2.4699 7.6472 
1.1945 5.5514 2.4697 7.6474 
1.4912 5.5517 2.4695 7.6475 
1.8208 5.5520 2.4692 7.6477 
2.5785 5.5526 2.4687 7.6480 
3.4677 5.5531 2.4683 7.6483 
4.4884 5.5537 2.46 78 7.6486 
5.6406 5.5542 2.4673 7,6488 
6.9243 5.5548 2.4668 7.6491 
8.3395 5.5553 2.4664 7.6494 
11.5644 5.5564 2.4654 7.6500 































Figure 6. Verification of Lee's Approximation, 
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should be valid in the present study. 
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CHAPTER IV 
UNSTEADY COMBUSTION RESPONSE ANALYSIS 
The Model and its Assumptions 
In this chapter an unsteady analysis is presented to determine the 
"pressure-and-velocity" coupled response of a burning solid propellant. 
The physical model for this analysis remains essentially the same as the 
one used in Chapter II for the steady-state analysis, earlier. However, 
in this case a longitudinal acoustic oscillation, parallel to the burning 
surface, is superimposed upon the steady-state flow in the external 
stream above the boundary layer. To keep the problem as simple as pos-
sible, yet physically meaningful, the following assumptions are made: 
i) The longitudinal oscillations in the external stream are taken to be 
simple harmonic standing waves with a definite frequency corresponding to 
the fundamental mode of the combustor. Although the true acoustic wave 
pattern inside a rocket motor is usually complicated - consisting of 
several superimposed standing waves with frequencies corresponding to the 
various normal modes of the chamber - the higher frequencies tend to get 
9 
damped out and one occasionally encounters just the fundamental mode. 
ii) The external stream oscillations are considered isentropic and 
chemically frozen. This assumption is compatible with the notion of a 
boundary layer within which effects like diffusion and chemical reaction 
are predominant while the. external flow is regarded as being isentropic 
in comparison. 
iii) Only small amplitude, acoustic type oscillations are considered. 
iv) Since it is true for a wide class of propellants that the gas phase 
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1 2 
responds to oscillations much faster than the solid phase ' , the present 
model treats the solid as being completely unsteady while the gas phase 
is considered "quasi-steady". 
v) It is assumed that a constant amplitude, periodic behavior prevails 
throughout the gas and solid phases; that is, after all transients have 
settled and "steady periodic"behavior is established. 
vi) The "local similarity" approximation is used to describe the boundary 
layer flow. 
vii) The assumptions of the steady-state theory, presented in Chapter II, 
apply here also. 
Solid Phase Analysis 
Under the assumptions pertaining to the solid phase (that is, 
Assumptions (j) through (m) of Chapter II and Assumption (iv) above), the 
equation describing the solid phase behavior is the energy conservation 
equation - the continuity and momentum conservation being satisfied. 
Hence, the behavior of the solid phase is described by 
2 
3T , * 9T 9 T n /, -, s 
_ + r = a — - _co < y < o (4-la) 
J ay 
subject to the boundary conditions: 
(interface energy balance) 
a) A a7 
. 3T 
n+ s 3y y = 0 
+ p r L (4-lb) 
s y = 0 
(temperature equals that of the cold solid) 
b) T = T , as y -> -oo (4-lc) 
u 
It is to be noted that no initial conditions need be imposed since only 
"steady periodic" solutions are sought. Also, the co-ordinate system is 
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still considered fixed to the solid-gas interface, even though this inter-
face now oscillates with a small amplitude about a mean position. It has 
1 o c o/-
been shown '" ' that the additional terms that are introduced into the 
analysis through an inertial frame of reference are of negligible impor-
tance here. This is the case in the present linear analysis because these 
terms are an order of magnitude smaller than the terms being retained. 
The system described by Eqn. (4-1) is non-dimensionalised using the 
following steady-state quantities as reference 










to obtain the following non-dimensional energy equation 
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Now, since the oscillations are of small amplitude (Assumption (iii)), 
all unsteady quantities may be considered to consist in general of a 
space and time dependent perturbation superposed on the space dependent 
steady-state solution. Consider the following expansions expressed in 
terms of non-dimensional quantities: 
R(T) = 1 + R ^ T ) (4-7) 
H (S,T) = H (C) + H 1(c,T) (4-8) 
where the small perturbations in the regression rate and the temperature 
H 
are required to satisfy the conditions | R.. | << 1 and |—^— | <K 1, respec-
tively. 
By substituting Equations (4-7) and (4-8) into Eqn. (4-3), and 
separating the various orders of magnitude, the following systems are 
obtained: 
Zeroth order problem, 0( H or R) 
d H d2 H 
subject to the boundary conditions 
H (0) = H 
w 
H (c ->-")= H 
The solution to this is simply the steady-state solution (see Chapter II) 
given by 
H = ( H - H )eC + H E s exp(?) + H (4-9) 
w u u r u 
f - T 
where s E H - H = — (4-10) 
w u ^ 
e 
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First order problem, 0( H or R ) 
9 H 3 H 
~3T~~ + ~ T T " + *i 
c > 2 * i 
se = r— 
( 4 - l l a ) 
3C 




x 8 H i 
S = 0 
X 3? 
s S = 0 
+ s 
(4-llb) 
b) H (C -* -°°) = 0 (since all disturbances die outside a (4-llc) 
finite thermal layer) 
Equations (4-11) describe the behavior of the temperature perturba-
tions within the solid phase. To solve this system, simple harmonic solu-
tions (i.e., see Assumption (i)) having the following form are assumed. 
H 1(^,T) = *(C) exp(i^T) (4-12) 
R (x) = R exp(iftx) (4-13) 
where the non-dimensional frequency is defined by 
(f2/as) 
(4-14) 
Substituting Equations (4-12) and (4-13) into Eqns. (4-11), the following 
time independent problem for $(c) is obtained: 
d $ d$ ,OA _ e 
— T > - j ifl$ = R se 
, 2 dc o 
d^ 




dC 5 = 0 
X d$ c 
- - ^ L R A d£ 
s ? = o
+ C o s 
(4-15b) 
b) (c + -«,) = o (4-15c) 
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Equation (4-15a) is a linear, second order, inhomogeneous ordinary differ-
ential equation whose general solution can be constructed as the sum of a 
homogeneous solution and a particular solution. Obtaining these solutions 
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Multiplying Equation (4-16) by exp(ifix) provides an expression that 
describes the space and time dependence of the temperature perturbation 
in the solid phase; that is, H (£,T). 
Evaluating H _(C,T) at the solid-gas interface (i.e. £ = 0) gives 
the following expression for the surface temperature perturbation 
where 
ifix 1R s 
H ^ O . T ) - JlLp-+ -gL-
A E | + | A + i4fi 
J^ I C isR 
*L_ d$ _ _p_ L R _ o 
A d£ I n+ C o fi 




It is to be noted that Eqn. (4-17) contains the as yet unknown heat flux 
perturbation from the gas side, as characterised by the term 
A d$ 
A dc 
s * C = 0 
couple the solid phase with the gas phase, at their interface. 
. Equation (4-17) will be used in the next section to 
Gas Phase Analysis 
Since the gas phase has been assumed to be "quasi-steady" (i.e., 
Assumption (iv)), one can start the gas phase analysis with the steady, 
compressible, 2-D form of the boundary layer conservation equations for 
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chemically reacting flows. These equations are presented in Chapter II 
(i.e., Eqns. (2-4) through (2-9) and Eqn. (2-19)). However, in the pres-
ent analysis the dependent variables of momentum, total energy and species 
are also time-dependent quantities, although quasi steady-state prevails 
from instant to instant. Also, the Lees-Dorodnitsyn transformations, 
which depend on the density (i.e., see Eqn. (2-27)), are now time-
dependent . 
In this analysis it is expedient to transform the above mentioned 
system of basic conservation equations into an "incompressible" form using 
the following redefined co-ordinates: 
5 = 
rx  
p y u dx' (4-20a) 
e e e o 
u 
e 




where the superposed bars denote steady-state quantities. For convenience, 
the bar on E, will be dropped henceforth. In terms of these co-ordinates, 
the following expansions are used to express the unsteady dependent vari-
ables in terms of a steady-state part and a small perturbation about the 
steady state: 
iK5,n) = (201/2[f(n) + f1(n)] (4-21) 
u<£,n) = u U)[f'(n) + f^(n)] (4-22) 
e 1 
fctU,n) = ht (Ote(n) + e^n)] (4-23) 
e 
y±(€,n) = y± (?)[g±(n) + g± (n)]»
 or simply, 
e 1 
y.(n) = y.(n) + y. (n) (4-24) 
1 1 1i 
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With the help of Eqns. (4-20) through (4-24), the system of differential 
equations (i.e., Eqns. (2-4) through (2-9)) describing the conservation 
of overall mass, momentum, total energy and species is transformed to 
yield a system of equations in terms of the above non-dimensional vari-
ables (i.e., f,f etc.) and the redefined co-ordinates K and n. Then, 
separating terms of different orders of magnitude, and keeping in mind 
the assumptions of the steady-state analysis of Chapter II, two systems 
of equations are obtained. To zeroth order (i.e., 0(f,O or y.)) the 
equations are identical to the steady-state system (i.e., Eqns. (2-44) 
through (2-46)). However, to first order, the following system of equa-
tions describing the behavior of the perturbations in the gas phase is 
obtained (see Appendix C for derivation): 
Momentum 
9 du 





















st yi + f y l + yi f i " " -^--u p u e HeHe 
Sc y± 
(4-27) 
i = 1,2...N-l 
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Now the term I — I appearing on the right hand side of the species 
equation can be expressed in terms of the pertinent dependent variables 
of this analysis. To do this a reaction rate law in the same form as 
formulated earlier for the steady-state analysis is used; that is, 
1 r,„ mct n*-l 
— = - ZB.T p exp 
P i o R T 
n y. (4-28) 
where all the symbols retain their original meanings. Then, using the 
state equation (i.e., Eqn. (2-19)) and the following expression for tem-




h - S y.h 
t J± i 
e 
C T + C T 2g J P u 
c c 
(4-29) 
Eqn. (4-28) can be linearised to yield the following first order expres-
sion for (see Appendix C for details) 
u ) . 





F i E 6 i ht - E yiA 




g J &c c 
- 2F,2 u i 
F E e ti - z y . h ° - - ^ — — + C T 
t . 1 1 2g J p u 
e i &c c K 
(4-31) 
(4-32) 
Again, as expected, to zeroth order the steady-state rate law of Eqn. 
(2-18) is recovered. 
Finally, to complete the system of first-order gas phase equations 




E y, /W. 
Pl Pl Fl i V i 
p p F I yi/Wi 
i 
Next, the boundary conditions for the first order gas phase conser-
vation equations (i.e., Eqns. (4-25) through (4-27)) are considered. At 
the gas-solid interface these conditions have the same form as those used 
for the steady-state analysis (i.e., Eqns. (2-1) and Eqns. (2-20) through 
(2-23)). At the edge of the boundary layer, which is the other boundary, 
because of the presence of the longitudinal acoustic waves superposed on 
the steady external flow, the following conditions hold: 
u = u = u + u (4-34) 
e e e1 
\ = ht = hfc + ht (4-35) 
e e e-
y. = y. = y . + y. = y . (using Assumption (ii)) (4-36) 
e e e1 e 
When these boundary conditions are transformed using Equations (4-20) 
through (4-24) and terms of different orders of magnitude separated, it 
is found that to zeroth order the boundary conditions are identical to 
those of the steady-state analysis (i.e., Eqns. (2-55) to (2-61)) and to 
first order one obtains (see Appendix C): 
Momentum boundary conditions 
i) f{(0) = 0 (4-37) 
ii) fj(oo) =/_!ij (4-38) 
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w w 
where F_ = 0., (0)h - £ y. (0)h ° 
lw I t i_ i 
e 1 
F = 0(0)h - Z y\(0)h.° + C T 
w t i 1 p u 
e r 
Energy boundary conditions 
A[8'(0)h - I y' (0)h.°] - [ / L + ia - ±1* ] f (o) + 
e i 1 L s J 
+ Mi^L [0 (0)h - Z y. (0)h.°] (4-40) 
C T e i 1 1 
P e 
where A = -
Pr c f 
s e 
This is the energy balance boundary condition at the gas-solid interface, 
obtained by combining Eqn. (4-17) obtained in the solid phase analysis 
with Eqn. (4-31) for the gas phase temperature perturbation, using the 
following condition expressing the continuity of the wall temperature 
perturbation at the interface 
( T 4 • (\)„-
v. (rO - h (f) 
8 (•») = : — (4-41) 
St e 
Species boundary conditions 
vi) y! (0) = - Sc[f(0)y. (0) + f (0) {y.(0)-(y. ) }] - y'.(0) -^ (4-42) 
Xl Ll \ \ / - 1 p 
vii) y. (oo) = 0 (4-43) 
11 
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The system of "first order" differential equations as well as the 
first order boundary conditions above indicate the influence of the im-
posed acoustic oscillations, in the external stream of the boundary layer, 
on the behavior of perturbations within the boundary layer itself. This 
/PA Ai\ 
external "driving" manifests itself through the terms (7—) >[~—)> 
T
Q v P \p / \u / 
l\ / l\ e 
that appear in the differential equations and the boundary T ' \p 
e e 
conditions. Expressions that characterise these terms, for the particular 
type of oscillations considered in this analysis (i.e., Assumption (i)), 
are derived in the next section. Once these waveforms are specified, the 
above gas phase formulation would be complete. 
Selection of Waveforms 
The combustion chamber is treated like a one-dimensional cavity of 
length I, having closed ends, in deriving the "external waveforms". 
Since typical rocket combustion chambers are characterised by low Mach 
number mean flows the effect of the mean flow is neglected in this analy-
sis. Under these assumptions one can write: 
2 2 
3 p i 1 3 p i 
\ - ^ \ = 0 (4-44) 
d x a 3t 
e 




 a x 
- 0 
X = I 
The above "wave equation" and boundary conditions describe the behavior 
of a longitudinal isentropic pressure oscillation, p , in the chamber. 
The steady-state speed of sound, a , is given by 
e 
68 
I 2 - JCE. (4-45) 
e -
P e 
In complex notation, the simple harmonic pressure wave being considered 
here can be described by 
Pl = p 0 ^
e (4-46) 
Introducing Eqn. (4-46) into Eqn. (4-44) and the corresponding boundary 
conditions one obtains an ordinary differential equation in p (x), whose 
solution for the fundamental mode is 
p (x) = P cos kx (4-47) 
where 
k = — = —^— (wave number) (4-48) 
a 
e 
and P is the dimensional amplitude of the pressure wave at x = 0. Sub-
stituting Eqn. (4-47) into Eqn. (4-46) yields the following waveform for 
the standing, longitudinal pressure oscillation 
p = P cos kx eicot (4-49) 
To obtain the corresponding velocity wave, Eqn. (4-49) is used in the 
acoustic momentum equation 
9ul 9P;L 
pe at~ ~ " "9x~ 
to give 
iP i t 
u = - sin kx e (4-50) 
e., - -1 p a e e 
The corresponding density and temperature waveforms are finally obtained 
from the substitution of Equation (4-49) into the isentropic relation 
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P T p 
P I e P e 
e = -^—j , and the perturbed state equation 1 J_l_ _Ĵ  
a _ ~ _ ~ _ > 
e T p P 
e e 
to yield: 
e = — - cos kx e (4-51) 
a 
e 
T . _L.f 1=1) cos k x e l ^ (4.52) 
el p e \ Y 
Then, by defining a non-dimensional amplitude for the pressure waveform 
e = -4" (4-53) 
P 
it becomes possible to express the pressure, velocity, density and temper-
ature waveforms in the following non-dimensional manner: 
(4-54) 
p l ifix 
















_!l , JlzA cos te ei"T (4_57) 
e 
Formulation of the Response Function 
The response function is defined as a complex ratio of the mass flux 
perturbation to the pressure perturbation, usually evaluated at a boundary, 
In the present model, the appropriate boundary is the edge of the boundary 
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layer since it separates the isentropic acoustic field from the "non-
isentropic" region within the boundary layer. However, as pointed out 
in Chapter I, the practice in the past has often been to evaluate the 
response function at the surface of the burning propellant. This will 
also be done later in this section, for the sake of comparison. 
Define the response function at the boundary layer edge as 
R = (m /m )/(p /p) 
e e e 1 
(4-58) 
where m = (pv) is the mass flux at the boundary layer edge in a direc-
tion normal to the burning surface (i.e., the y-direction). This (pv) 
product may be expressed in terms of the streamfunction \p as 
(PV) = - | i 
e dx 
(4-59) 
Expressing this in the (£,ri) co-ordinate system using Equation (4-20) and 
introducing Equation (4-21) for iK£,n), the following relation is obtained 
(pv) = -
p \i u e e e 
(20 
1/2 f(») + f-,0") + 2C( !=* ) (
f'(°°) + f^00)) (4-60) 










I = p(x,y\t)dy' (4-62) 
Combining Equations (4-60) and (4-62) and using the fact that f'(°°) = 1, 
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e l 
f-! (°°) = z— (the zeroth and first order boundary conditions on velocity 
at the boundary layer edge) the following relation is finally obtained 
for the normal unsteady mass flux at the boundary layer edge: 
m = (pv) = -
e e 




f(oo) + f (co) + ( 2 Q 1 / 2 U < I r + 
+ A*(I+I ) + I +1 — 
1 \ u 
A* = • d? 2? 
I + A*I (4-63) 
(4-64) 
p y u 




P dy' (4-66) 
r°° 3 P. 
'1 P M u e e e 
3x 
dy' (4-67) 
P1 dy' (4-68) 
Recalling that this unsteady mass flux is described by 
m = m + m 
e e e. 
(4-69) 
and separating terms of different orders of magnitude one obtains 
m = -
e 
p M u Me e e 
(20 1/2 
f(») + u (2?) 
e 
1 / 2 { l 5 + A*l[ (4-70) 
and 
m 
p M u 
e e e 
(2?) 
1/2 
f _,(<») + u (2^)1/2< A*I, + I, + — - f I r + A*I 
1 e I x h u V K J(4-71) 
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Substituting Equations (4-70) and (4-71) into Equation (4-58), the response 
function at the boundary layer edge is given by 
( U \ u V 
f l (-) + ue(20
1 /2 I + kJh + ^ i M I"J 
R « - A 
6 (Px/P) f (°°) + ue(2?)
1/2)it. 
(4-72) 
The following features regarding this response function are noteworthy: 
a) The "non-isentropic" effects of the boundary layer processes are con-
tained in f (») and the integrals I-,*!*: > ̂ c ancl *• These integrals also 
reflect the effects of compressibility as contained in the unsteady ver-
sion of the Lees-Dorodnitsyn transformations (see Eqn. (4-20b)). 
b) The effect of the steady-state pressure gradient in the external flow 
enters explicitly through A*. 
c) The dependence on the mean flow, u , and the axial co-ordinate £ is 
e 
also explicitly present. 
d) The complicated expression for R in Equation (4-72) shows the expli-
cit dependence of this response function on both the pressure and velocity 
oscillations in the external stream of the boundary layer. Of course, 
the indirect effect of these oscillations on the boundary layer is ex-
pressed through the boundary layer related variables - f and the integrals 
of Equations (4-65) through (4-68). 
For the sake of comparison, the response function at the gas-solid 






where m = (pv) , and proceeding as before by transforming the Pv product 
one obtains 
(pv) - -
p y u 
e e e 
(20 
1/2 f1(0) + 2? \ ^ 
rn = 0 
f'(0) + fj_(0) (4-73) 
Since the "no slip" condition requires f'(0) = 0 = f'(0), the above ex-
pression for the unsteady normal mass flux at the wall yields 
p y u 
"^"172 [f(0) + f l ( 0 ) ] w w 
(4-74) 
(20 
Recalling again that 
m = m + m 
w w w1 
and separating orders of magnitudes, it is possible to construct the 
ratio 




Since the continuity of overall mass at the interface requires p r = m 
s w 
(see Eqn. (2-20)) it can be shown that the above ratio is exactly equal 
to the ratio of the regression rate perturbation (r-.) to the steady 










Comparing the expressions for R and R (i.e., Eqns. (4-72) and 
w 
(4-76)) one finds that the latter is much simpler. The reason for this 
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should be obvious from the derivations presented above. The unsteady 
mass flux perturbation at the wall is due to nothing more than the per-
turbation of the propellant's burning rate. The effects of the boundary 
layer and the external stream are implicitly present, to the extent that 
they govern this regression rate. In contrast, the unsteady normal mass 
flux perturbation at the edge of the boundary layer (see Eqn. (4-71)), 
and hence the response function, depends explicitly upon the effects of 
i ^ l ) the external isentropic velocity oscillations < ——> , the steady-state 
( u ) 
e 
pressure gradient as well as the "non-isentropic" and compressibility 
effects present within the boundary layer. 
The above mentioned differences are expected to cause the response 
function to vary across the thickness of the boundary layer. In the next 
chapter, results are presented that provide insight into the characteris-
tics of these response functions. The numerical evaluation of these 
response functions is outlined in Appendix D. 
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CHAPTER V 
RESULTS AND DISCUSSION 
In this chapter results of the various numerical computations 
performed are presented. To begin with the typical behaviour of the 
response data, computed at the boundary layer edge and the gas-solid 
interface, is discussed. After this the results of a parametric study 
to determine the individual effects of several key parameters that enter 
the analysis are discussed. The values of constants used in the compu-
tation of the results are given in Appendix E, corresponding to the 
different computer runs. 
The set of gas phase equations presented in the last chapter (i.e., 
Eqns. (4-25) to (4-27) and Eqns. (4-37) through (4-43)) that describe 
the behaviour of the perturbations, form a complex system of seven first 
order ordinary differential equations. The solution of this system of 
equations is carried out by splitting each equation into its real and 
imaginary counterparts. The resulting problem consists of a coupled 
system of fourteen first order, real ordinary differential equations with 
the corresponding boundary conditions. This forms a linear boundary 
value problem whose solution is obtained numerically using the non-
iterative technique used earlier in this study in the solution of 
similar problems that were encountered during the application of the 
Method of Parametric Differentiation in Chapter III. However, a 
separate computer program has been developed for the unsteady combustion 
response study. All profiles and other relevant solutions found using 
the computer program for the steady state analysis are stored and used 
later as inputs for the "unsteady program". That is, steady state 
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solutions describing the behaviour of the variables are first obtained 
for different x-locations along the boundary layer. Then, using the 
steady-state solutions at a given x-location, the solutions of the 
unsteady equations are computed. Since the behaviour of the steady-
state solutions has already been established in Chapter III, they will 
not be considered here. The numerical results presented in this chapter 
were obtained solving the unsteady equations derived in Chapter IV. 
From the viewpoint of analysing the stability of the acoustic waves 
8 9 
in the combustion chamber of a solid rocket, it has been shown ' that 
it is the real part of the complex response function (or the related 
"admittance function"**) that contributes to the growth or decay of the 
waves. Physically, this real part can be related to the amount of 
displacement work performed on the waves by the boundary whose behaviour 
is characterised by the response function under consideration. More 




The "admittance function" is defined as a complex ratio of the velocity 
perturbation normal to a boundary to the pressure perturbation. That is, 
the admittance function can be expressed as 
R - ^ 
evaluated at the boundary ' e'. 
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E ^ |p |2 Real{A or R) 
Since |p | will have a certain prescribed value corresponding to a given 
2-2 2 location and frequency (e.g., £ p cos kx, in the present case, as seen 
from Eqn. (4-54)), it is to be expected that the greater the positive 
real part of the response function, the greater will be the tendency of 
1>9 the boundary to sustain the waves. In fact, it can also be deduced 
that for acoustic waves in a cavity whose boundary performs only a "p-|V-|" 
type displacement work, a necessary condition (but not sufficient) for 
wave amplification is that the real part of the response function be 
greater than — (for isentropic waves) or unity (for isothermal waves). 
In view of the importance of the real part of the response function, 
as pointed out above, many of the results to be presented will be con-
cerned with the behavior of this quantity. Figure 7 shows a typical de-
pendence of the real parts of R and R on the non-dimensional frequency 
e w 
ft. As the curves in Fig. 7 are indicative of the general trends exhibited 
by the computed response factors data, their significance will be examined 
now. The following features are noteworthy: 
i) The general shape of both curves is the same, consisting of a positive 
branch followed by a negative one and with the real part of the response 
function becoming infinitely large at some intermediate frequency. The 
reason for this type of behavior will be explained later. Physically, 
this indicates that for frequencies corresponding to the positive branch 
(i.e., the lower frequencies) the burning propellant tends to amplify the 
waves while for the "higher" frequencies, corresponding to the negative 
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Non-dimensionalized frequency, ft 
Figure 7. Variation of the combustion response function with 
frequency at the boundary layer edge (e) and the 
gas-solid interface (w). 
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close vicinity of that critical frequency, where the response function 
would actually become infinite, the values of (R ) and (R ) change 
e r w r 
drastically for small changes in frequency. In this sensitive frequency 
range, which here corresponds to 2.3 < 0. < 2.4, the response function 
values become numerically large, apparently indicating an extremely strong 
destabilizing influence being exerted by the burning propellant on the 
imposed acoustic waves. However, in the present model this cannot be 
taken to imply that the "growth constant" of the waves is infinitely 
large. In fact, since the energy input to the waves is proportional to 
2 2 
the product of the square of the pressure perturbation (i.e., e cos kx) 
and (R ) , the actual "gain" would be small in the vicinity of the criti-
e r 
cal frequency because the pressure perturbation (i.e., £ cos kx) itself 
tends to zero there. Indeed, as will be obvious later, the infinitely 
large response function values, shown in Fig. 7, are also a direct con-
sequence of the pressure perturbation going to zero. Furthermore, it is 
to be noted that since the square of the pressure perturbation will al-
ways be a positive quantity for all frequencies, the energy input to the 
waves will be positive to the left (where (R ) is positive) of the 
e r 
critical frequency and predominantly negative to the right (where (R ) 
is negative). That is, the burning propellant has a destabilizing effect 
on the acoustic waves for frequencies less than the critical frequency 
and a stabilizing effect at higher frequencies. Thus when designing a 
practically stable rocket motor, at least insofar as the contribution of 
the burning propellant is concerned, it must be ensured that the funda-
mental frequency of the motor corresponds to the stable, negative branch 
of the (R ) vs tt curve. 
e r 
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The wave energy "gain" in the case of a rocket motor whose funda-
mental frequency coincides exactly with the above mentioned critical fre-
9 9 
quency would again depend upon the product |p | (R ) . Thus if |p | 
goes to zero faster than (R ) •> °°s as is the case here, the energy gain 
would be zero. That is, the waves would neither decay nor be amplified. 
However, if the contrary were true one would analytically expect a situ-
ation where the wave energy gain would be infinite. This latter case 
would necessarily imply that the normal velocity perturbation, v , be 
infinite (since the wave energy gain is proportional to P1v1) and the 
present theory would break down. This latter circumstance corresponds 
physically to the rarely encountered case of "inherent" or "intrinsic" 
instability discussed in the literature (e.g., see Ref. 2). 
ii) With the present model it is possible to find the exact frequency 
range over which the numerical results are valid. In Figure 7 the fre-
quencies considered lie between ft = 0.1 and 4.5. The lower extreme of 
this range is just a convenient value that is chosen close to ft = 0, which 
corresponds to the steady state. The upper limit was established using 
the following argument. In order to find the response function for a 
given frequency, the steady-state solutions corresponding to a particular 
x-location were used. The procedure was then repeated for other values 
of frequency to study the frequency dependence. It should be noted that 
each ft can be associated with the natural frequency of a combustion cham-
ber whose length equals half the wavelength of the fundamental mode. As 
the value of ft is increased, the corresponding chamber lengths decrease. 
Therefore, the results of the present analysis are relevant only for com-
bustors that "contain" the x-station being considered. In other words, 
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the valid frequency range is limited by the condition 
x £ & (the combustor length) (5-1) 
Using Equation (4-48) together with the definitions of the wavenumber, 
k, and the non-dimensional frequency ft, the above restriction can be ex-
pressed as 
!
ira a ) ., 
in ^ (5-2) 
Under the conditions considered for Figure 7 
r = 2.2186 x 10~2 ft/sec. 
a = 3089.66 ft/sec. e 
x = 8.3395 ft. 
-6 ft2 and a = 2 x 10 
sec 
so that Eqn. (5-2) gives the upper limit frequency of ft = 4.7293. Hence 
the results of this unsteady analysis are only valid up to ft = 4.7293. 
This corresponds to a real frequency of 1163.91 cycles per second. 
iii) There is a large difference in the values of (R ) and (R ) , as 
fa e'r w r9 
evident from Fig. 7. As explained earlier, (R ) would be the appropri-
ate quantity to consider in a stability analysis of the acoustic waves 
within the chamber. This is physically apparent since it is the boundary 
layer edge that acts as the "working boundary", transmitting the net 
"p v " displacement work achieved as a result of the various gas phase 
processes coupled with the thermal response of the solid phase. It must 
be noted, however, that since no material leaves the boundary layer at 
its edge the response there is the result of a "piston-like" action. In 
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contrast, at the gas-solid interface the response is due to a "pumping" 
action with an unsteady mass flux entering the gas phase from the solid 
propellant. Therefore, while (R ) can be related to the energy gain or 
loss from the isentropic acoustic field outside the boundary layer, (R ) 
w r 
would be related to the energy of the "non-isentropic" perturbations with-
in the boundary layer (and just above the burning surface). Physically, 
one can then expect the response function to vary across the boundary 
layer. The large difference between (R ) and (R ) , as seen from Fig. 7, 
shows the importance of the boundary layer in modifying the response at 
the burning surface and is due to the gas phase combustion, viscous dis-
sipation, compressibility and other effects discussed in Chapter IV. As 
will be shown later in this chapter, under certain propellant burning con-
ditions it is possible to predict values of (R ) that correspond to a 
stable condition whereas the corresponding values of (R ) support insta-
bility - thereby showing the strong amplifying effect of the boundary 
layer. Thus, by using (R ) for simplicity in a stability analysis, in-
stead of (R ) , it is possible to introduce a significant error. Although, 
as discussed later, under typical rocket chamber conditions it is generally 
possible to predict unstable tendencies from the shape of the curve for 
(R ) , it is important to know the magnitude of (R ) when designing a 
rocket motor. 
1 o ̂ 6 
iv) In past analyses, especially the "pressure-coupled" theories ' ' , 
it has been pointed out that the peaks in the response function vs fre-
quency curves correspond to an "in-phase" driving of the pressure waves 
by the burning propellant. This type of tendency is also present in the 
















Non-dimensionalized frequency, Q 
Figure 8. Variation of phase of the combustion response (rela-
tive to the pressure oscillation) with frequency, at 
the boundary layer edge and the gas-solid interface. 
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the normal mass flux perturbation, 
- (pv)x 
, evaluated at the boundary 
L (pv) J 
layer edge and the gas-solid interface for different values of ft. These 
phases were determined using the local pressure perturbation as reference. 
It is to be noted that the value of <{> goes to zero at ft = 1.7 while <J> 
e w 
goes to zero at ft = 2.6. Both of these frequencies are in the vicinity 
of the critical frequency (i.e., ft = 2.3) where the response functions 
become infinitely large. As discussed earlier, since the maximum energy 
i 12 
"gain" by the waves - as reflected by the product (R ) |p [ - would be 
expected to occur for an ft somewhat less than ft = 2.3, the trend shown 
by <J> is in agreement with the idea of "in-phase" driving for $ = 0 . 
It should be pointed out that although the curves for <j) and $ both pass 
e w 
apparently through zero again at ft = 2.3, this is only due to the fact 
that the pressure perturbation itself changes sign here, so that the phase 
reference is changed by IT radians at the critical frequency. It must be 
remembered, however, that the longitudinal velocity oscillation "lags" 
IT 
the pressure oscillation by — radians in the present case, and hence the 
phases of the normal mass flux perturbations relative to the velocity 
oscillation would vary accordingly. 
v) Under the assumptions of the present analysis, as in most related 
studies considered to date, the gas phase is considered "quasi-steady" 
while the solid phase is unsteady. Physically this implies that the 
characteristic response times of the boundary layer processes (including 
combustion) are much shorter than the period of the imposed oscillation. 
On the other hand, the response time of the solid phase must be much 
greater than, or at least of the same order of magnitude as, the period 
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of the waves. Since the characteristic response time of the solid may 
be defined as the time it takes the thermal wave (which refers to the 
unsteady temperature fluctuations within the solid) to penetrate the solid 
thermal layer, the shape of the response function curves in Fig. 7 may be 
attributed to the behavior of both the unsteady thermal wave as well as 
the "quasi-steady" gas phase boundary layer. Figure 7 shows that the 
effect of the boundary layer is to further enhance the response of the 
unsteady solid causing an even greater destabilizing tendency to prevail. 
Other results presented later in this chapter consistently support this 
conclusion. 
vi) Finally, it is relevant in the present study to consider also the 
variation of the real part of the normal mass flux perturbation at the 
boundary layer edge,! — — \ , with frequency. Figure 9 depicts this 
variation. From Eqn. (4-58) it is evident that the full effect of the 
imposed pressure and velocity oscillations, on the response of the burning 
' m el 
propellant, is "contained" in the quantity, f — — ] . Also, as discussed 
m 
later, it is the (cos kx) dependence of the pressure perturbation in the 
denominator that causes (R ) and (R ) to take on the infinite (or 
e r w r 
numerically very large) values shown in Fig. 7. For this reason, while 
the (R ) vs fi plot of Fig. 7 is of importance from the stability view-
point, the true undistorted physical behavior of the combustion response 
under the influence of both pressure and velocity oscillations is better 
• m 
ei 
represented by the | — — | vs 0, curve, shown in Fig. 9. This latter curve 
m 
/r 
shows that the "pressure-and-velocity coupled" response of the solid pro-
86 
Figure 9, 
1 2 3 4 
Non-dimensionalized frequency, Q 
Variation of the real part of the normal mass flux 
perturbation with frequency at the boundary layer 
edge. 
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pellant increases with frequency up to ft =. 2.8, where a peak occurs, and 
then decreases monotonically. Thus one can qualitatively expect a de-
stabilizing trend for frequencies less than ft = 2.8. The peak itself 
suggests that at this frequency, the amount of displacement work being 
performed on the acoustic waves at the boundary layer edge is a maximum. 
However, owing to the out of phase nature of this energy transfer, the 
waves may not actually incur a maximum "gain" in energy at ft = 2.8. 
For the sake of comparison, Fig. 9a shows the corresponding varia-
tion of the mass flux at the gas-solid interface with frequency. Note 
( m \ b / m J-
Wl\ I Wl 
— J peaks at 0. = 1.2. As pointed out earlier, ( \ repre-
"Vr 
sents physically the normalized regression rate perturbation of the pro-
pellant; that is, the unsteady response at the burning surface. Thus, it 
is an indication of the amount of displacement work the burning surface 
itself can perform on the oscillations just above it. As explained in 
the discussion of the response function R, here also it is necessary to 
2 / m l \ 
consider the quantity |p | (R) or |p | (~) in order to draw any con-
r 
elusions about stability. It is obvious (since p ^ e cos kx) from Figs. 
9 and 9a that peak "gain" in energy would be experienced by the waves 
just above the burning surface at a lower frequency than that at which 
the maximum displacement work is performed by the boundary layer edge on 
the isentropic waves in the external stream. 
Having established the basic characteristics of the "pressure-and-
velocity" coupled combustion response behavior for a typical solid rocket 
burning situation, the results of a parametric study will now be pre-




Non-dimensionalized frequency, fi 
Figure 9a. Variation of the real part of the mass flux perturba-
tion at the gas-solid interface with frequency. 
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importance of some of the parameters that affect the response functions 
R and R , discussed above. The parameters chosen characterise both the e w 
gas and solid phases. The gas phase parameters examined in this study 
were the Damkohler, Prandtl and Schmidt numbers; the activation energy 
of the gas phase reaction E, the steady pressure gradient parameter ft, 
and the steady heat of reaction (related to (h„ -hn )). Most previous 
analyses of solid propellant combustion response did not study the in-
fluence of the above mentioned gas phase parameters. This was mainly 
because these parameters did not appear explicitly in the simplistic gas 
phase flame models that were considered. The solid phase parameters 
studied included those appearing in the expression for the pyrolysis law 
/ n 





|; that is, the pressure exponent n and 
the activation energy E of the surface pyrolysis reaction. In addition 
to the above parameters, the dependence of the results upon the surface 
heat release (or absorption) parameter L and of changes in the steady 
regression rate f were also studied. Finally, the variation of the 
response function with position (x) along the length of a solid propel-
lant grain was also considered. 
Among all the gas phase parameters considered it was found that the 
steady heat of reaction per unit mass did not affect the response func-
tions noticeably. This is evident in Fig. 10 which shows the variation 
of the real parts of R and R with frequency. Even when the heat of 
e w 
formation of the product specie is reduced from h_ = -3054.5 Btu/£bm 
to h = -1174.5 Btu/£bm (keeping h.. and all other parameters constant), 















Non-dimensionalized frequency, tt 
Figure 10. Effect of steady heat release in the gas phase 
on the real parts of the response functions at 
the gas-solid interface and the boundary layer edge 
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this behavior is hard to pin-point owing to the complexity of the analysis. 
In contrast to the negligible effect of the steady heat of reaction, 
as measured by the difference [h - h Jin the gas phase, the activation 
energy of the gas phase reaction, E, affected the response functions more 
noticeably. However, even the effect of this gas phase parameter was not 
too significant, besides being restricted only to frequencies correspond-
ing to the "stable" negative branch of the curves. Figures 11 and 12 
show this effect. It is also seen that for the higher value of 
Rl~n 
E = 81000 — :— , the height of the peak in the combustion response 
£bm-mole r 
is slightly greater. The reason for the above effects is evident from 
Eqn. (4-30). The effect of increasing E is to increase the "sensitivity" 
of the gas phase reaction rate perturbation to the temperature perturba-
tions within the boundary layer. This in itself may be expected to in-
crease the response. However, there is also the competing effect due to 
the reaction rate perturbation being sensitive to the reactant mass frac-
tion perturbation. The final result is established by a balance between 
these two competing effects. 
The effect of all the other gas phase parameters, mentioned earlier, 
was found to be significant throughout the valid frequency range. The 
strong dependence upon the gas phase Damkohler number, D , is shown in 
Figs. 13 and 14. Increasing the Damkohler number shows an increasingly 
destabilizing trend. Again, Equation (4-30) suggests that the effect of 
increasing D is to increase the sensitivity of the gas phase reaction 
rate perturbation to both the temperature as well as the reactant mass 
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Non-dimensionalized frequency, 0, 
Figure 11. Effect of the activation energy of the gas phase 
reaction on the response function-frequency 
behavior at the boundary layer edge and gas-
solid interface. 
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Non-dimensionalized frequency, Q 
Figure 12. Effect of the activation energy of the gas phase 
reaction on the variation of the real part of the 
normal mass flux perturbation, at the boundary 
layer edge, with frequency. 
94 
Non-dimensionalized frequency, fi 
Figure 13. Effect of Damkohler number on the variation 
of the real part of the response function at 
the boundary layer edge, (R ) , with frequency, 
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In the nearly frozen flow situation represented by D = 8.1, a completely 
stable condition prevails, as expected, since there is an insignificant 
energy "gain" from the gas phase combustion. Furthermore, it should be 
noted that as the Damkohler number is increased, the peaks shift to lower 
frequencies. This effect is caused by the higher values of the steady 
regression rate (f) that result due to the increased heat transfer from 
the gas to the solid (as explained in Chapter III). Since the non-
dimensional frequency fi varies inversely as the square of the steady re-
gression rate (see Eqn. (4-14)), Q, decreases as r increases for a given 
dimensional frequency. Finally, it can be seen from Figs. 13 and 14 that 
the response function peaks become noticeably narrower as the Damkohler 
number is increased. In previous analyses (e.g., see Ref. 36) the width 
of the response function peaks has been related to the amount of net 
energy removal/addition from the waves - the greater the removal the 
•k-k 
wider the peaks . Hence, in the present case, the peak is narrower 
when D = 174.1, than in the case with D1 = 90.1, since the waves would 
be expected to gain more energy, the higher the rate of combustion (i.e., 
less energy removal). The corresponding dependence of (R ) on frequency 
w r 
** This argument has been based on an analogy drawn between the unsteady 
frequency response of a burning propellant and that of a mechanical sys-
tem consisting of a mass, spring and dashpot. In the latter case, the 
frequency response peaks are known to become broader as the damping in 
the system is increased - that is, as energy is removed from the vibrat-
ing mass and the spring by the dashpot. It should also be pointed out 
that in the present case the change in width of the peaks cannot be ex-
plained as being only the effect of a changing steady regression rate 
(with different Damkohler numbers) on a) 
~ _o ' 
f /a 
s 
since the value of f does not change significantly. 
95 
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Non-dimensionalized frequency, Q 
Figure 14. Effect of Damkohler number on the variation of 
the real part of the normal mass flux perturbation 
with frequency, at the boundary layer edge. 
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is shown in Fig. 15. This too shows an increasing tendency towards in-
stability as D, increases. However, the effect of D_ on (R ) is not 
1 1 w r 
as pronounced. This is because in this case the surface heat absorption 
parameter L has a high endothermic value of 918 -jr— . This large ab-
Jobm 
sorption of energy at the gas-solid interface reduces the amount of 
energy available for the oscillations just above the burning surface, and 
thus lowers (R ) to values corresponding to a stable condition through-
w r 
out the frequency range. 
In contrast to the above mentioned situation where the surface reac-
tion was highly endothermic, Figs. 16 and 17 show the effect of D1 in the 
case when an exothermic heat release, corresponding to 1 = -100 - , is 
present at the gas-solid interface. The behavior of (R ) remains 
e r 
basically the same as before. The combustion response curves in terms of 
' m 
el 
, as shown in Fig. 17, further support the above statements. 
The effect of L will be further discussed later in connection with the 
effects of solid phase parameters. 
In connection with the effects of D shown in Figs. 13 through 17, 
a useful consequence of the definition of the Damkohler number (as given 
by Eqn. (3-21)) is worth noting. Since D is a non-dimensional grouping 
involving the parameters m,G,Z,T ,ct and x, varying D is equivalent to 
varying one of these, keeping the others constant. This property of D 
was exploited earlier in Chapter III to study the variation of the steady-
state solutions with x. Here it may be used to study the effect of the 
mean flow, through the velocity gradient G, on the response function using 
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Figure 15. Effect of Damkohler number on the variation of the real part 





Non-dimensionalized frequency, Q 
Figure 16. Effect of Damkohler number on the variation 
of the real part of the response function at 
the boundary layer edge, with frequency (for 
an exothermic heat release at the gas-solid 
interface). 
100 
Non-dimensionalized frequency, ft 
Figure 17. Effect of Damkohler number on the variation of the 
real part of the normal mass flux perturbation, at 
the boundary layer edge, with frequency. 
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the following parameters were used: 
G = 200 
Z = 1 
T = 4680° R 
o 
a = 1 
x = 8.3395 ft. 
m = 0.5 
and the mean flow velocity was given by 
u = Gxm = 603.2 J 
e sec 
For the case of D = 174.1, using the above values of Z,T ,ot,x and m in 
1 o 
Eqn. (3-21) yields a value for the velocity gradient of G = 103.5. This 
corresponds to a mean flow velocity of u = 298.9 — . Hence, the 
e sec 
effect of increasing D from 90.1 to 174.1 in Figures 13,14 and 15 cor-
responds to decreasing the mean flow velocity in the external stream of 
the boundary layer from 603.2 to 298.9 . Similarly in Figs. 16 
sec sec 
and 17, for the case of an exothermic surface heat release, decreasing D 
from 90.1 to 42.1 has the same effect as increasing the mean flow velocity, 
ft ft 
at a given x-location, from u = 603.2 to 1236.07 . Physically, 
& * e sec sec 
the above statements imply that if the steady chemical reaction rate (or 
the characteristic chemical time T ) were held constant at a given 
c 
x-location, increasing Damkohler numbers would reflect decreasing mean 
flow velocities (or increasing flow times T f). Slower mean flows will, 
of course, reduce the steady erosion effect on the propellant's burning 
rate. However, there is also an opposing unsteady effect of the mean 
(*A 
flow associated with the chemical reaction rate perturbation I — I . 
\ P /I 
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As seen from Eqns. (4-30) to (4-32), decreasing u tends to increase the 
reaction rate perturbation in the gas phase by increasing the temperature 
perturbations. The net result of these effects leads to increasing 
values of (R ) , (R ) and I — — 1 with decreasing mean flow speeds. 
\ ~ . ) T 
Next, the effect of the steady pressure gradient parameter m, or the 
2C due 
related quantity 3 = — -JT~~ , is considered. It is interesting to note 
u ^ 
e 
that although the steady momentum equation (i.e., Eqn. (2-44)) does not 
contain the pressure gradient term, the first order momentum equation 
describing the behavior of the gas phase perturbations shows an explicit 
dependence on 3 (see Eqn. (4-25)). This is a result of the Lee's approxi-
mation which requires the quantity — - (f) 2 , multiplying the non-
L P 
zero 3, to tend to zero in the steady-state analysis. For the unsteady 
analysis, the complete "steady-state" momentum equation (including the 
effect of pressure gradient) is linearised. In this linearised momentum 
equation all first order terms multiplying 3 have to be retained. How-
ever, if 3 is zero, the complicated inhomogeneous term would drop out of 
Eqn. (4-25) and possibly a much simpler approach to the present problem 
can be adopted, after the method of Reference 37. In order to see the 
effect of the above mentioned pressure gradient term the response was 
found for the condition when 3 = 0.6667, and then the computations were 
repeated for the case 3 = 0 . Figures 18 and 19 show these results. It 
/ 6 l \ 
is seen that (R ) , (R ) and [ - — 1 are all affected throughout the 
V"e I 
frequency range of interest. As seen from Eqn. (4-72), the effect of the 
steady pressure gradient, present through A*, lies in increasing the 
103 
Non-dimensionalized frequency, Q 
Figure 18. Effect of pressure gradient on the variation of 
the real part of the response function, at the 
interface and at the boundary layer edge, with 
frequency. 
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Non-dimensionalized frequency, ft 
Figure 19. Effect of pressure gradient on the variation of 
the real part of the normal mass flux perturbation, 
at the boundary layer edge, with frequency. 
105 
sensitivity of the response at the boundary layer edge to both the com-
pressibility effects within the boundary layer and to the velocity oscil-
lations present in the external stream. These important effects cannot 
be ignored in the present analysis. 
In the present analysis, another significant gas phase parameter is 
the Prandtl number, which also equals the Schmidt number. In earlier 
works, these numbers were taken to be unity because of the mathematical 
simplicity that resulted from using this assumption. However, Figure 20 
shows that there is a significant difference in the values of both (R ) 
e r 
and (R ) when the more realistic case of Pr = Sc = 0.78 is considered. 
W r 
Reducing the value of Pr (or Sc) not only shifts the peaks to lower values 
of Q, but also increases the value of (R ) and (R ) corresponding to a 
e r w r 
given 0.. The former effect is due to an increase in the steady regression 
rate (as pointed out in Chapter III) while the latter is the result of 
the combined effects of changes in the heat flux perturbation and in the 
surface temperature perturbation, as evident from Eqn. (4-40). Reducing 
the Prandtl number increases the sensitivity of the burning rate perturba-
tion to the heat flux perturbation from the gas to the solid at their 
interface. This manifests itself as a larger (R ) . The boundary layer 
w r 
then further magnifies this response, as shown by the curve for (R ) . 
The corresponding combustion response behavior, shown in Fig. 21 in terms 
of ( 3 — \ , again conforms with the trends pointed out above in connec-
tion with (R ) . 
e r 
In contrast to the effect of the gas phase parameters discussed 
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Non-dimensionaiized frequency, Q, 
Figure 20. Effect of Prandtl and Schmidt numbers on the 
variation of the real parts of the response 
functions with frequency, at the gas-solid 
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Non-dimensionalized frequency, fi 
Figure 21. Effect of Prandtl and Schmidt numbers on the 
variation of the real part of the normal mass 
flux perturbation, at the boundary layer edge, 
with ffequency. 
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that the propellant response was very sensitive to all of the considered 
solid phase parameters. Figures 22 and 23 show the effect of the inter-
face heat release (or absorption) parameter L. As mentioned earlier, the 
effect of changing L from a large endothermic value to an exothermic one 
results in increasing the energy available to the waves, similar to the 
tendency noticed for increasing Damkohler numbers. This is also evident 
m -
e ! 
from Figs. 22 and 23 which show the behavior of (R ) and [ 3 — \ with 
frequency. The following features should be noticed: 
a) As the pyrolysis reaction at the interface becomes more exothermic, 
the steady regression rate increases and this shows as a shift of the 
response peak to a lower frequency fi. 
b) The width of the peaks decreases as L becomes more exothermic. 
c) Even when there is a large absorption of energy at the interface (as 
for L = 918 — — ) , the strong amplifying influence of the boundary layer 
x-bm 
causes the response to peak - showing an unstable tendency. In the case 
of the exothermic release of energy at the interface the boundary layer 
further enhances the possibility of instability, as expected. 
Figures 24 and 25 further illustrate the strong effect of L on the 
response function. Since L is an interface parameter, its influence shows 
mainly in the behavior of (R ) . For the large endothermic value of 
w r 
"D +-« « 
L = 918 —;— , the (R ) vs fi curve indicates a completely stable condition 
£bm w r 
(see Figure 24). On the other hand, (R ) still shows a sharp positive 
e r 
"peak", emphasizing the strong destabilizing influence of the boundary 
layer. When a highly exothermic value of L = -180 —r— is considered 
(as in Fig. 25) a "peak" appears in the (R ) curve also, as expected, 
109 
Non-dimensionalized frequency, 0, 
Figure 22. Effect of surface heat release (or absorption) 
parameter on the variation of the real part of 
the response function at the boundary layer edge, 
110 
Non-dimensionalized frequency, 0, 
Figure 23. Effect of surface heat release (or absorption) 
parameter on the variation of the real part of 
the normal mass flux perturbation, at the boundary 
layer edge, with frequency. 
Ill 
since energy is being added to the oscillations immediately above the 
I 12 
gas-solid interface. Again, the quantity |p.| (R ) can be related to 
1 w r 
the energy "gain" or "loss" of the oscillations just above the burning 
surface. Physically the effect of an exothermic heat release at the 
interface would be to cause the surface temperature perturbation to in-
crease (in contrast to the endothermic case) which in turn manifests 
itself as a higher regression rate perturbation, or (R ) . 
w r 
It is to be noted that most real solid rocket burning situations are 
characterised by highly exothermic surface reactions. Figures 24 and 25 
reveal that in the absence of strong energy absorption at the gas—solid 
interface, as in the case of L = 918 -r:— , the behavior of both (R ) and 
X/bm w r 
(R ) with frequency is similar. That is, under typical solid rocket 
burning conditions, the oscillations immediately above the burning sur-
face as well as those outside the boundary layer will both either tend to 
be amplified or stabilized. 
Another important parameter that affects the combustion response 
significantly is the activation energy of the pyrolysis reaction at the 
gas-solid interface, E . Again, the effect of E on (R ) is expected to 
s s w r 
be strong. Indeed, Fig. 26 shows this to be true. Three values of E 
fa 
covering a realistic range are considered. It is seen that as E in-
fa 
creases from 18000 — BtU., to 54000 n u
 B t U
1 , the value of (R ) at a 
£bm-mole £bm-mole w r 
given Q increases - showing a destabilizing trend. This trend is to be 
expected from Eqn. (4-39) from which it is seen that E is a measure of 
fa 
the sensitivity of the burning rate perturbations (and hence R ) to the 
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Non-dimensionalized frequency, fi 
Figure 24. Comparison of the response function behavior with 
frequency, at the gas-solid interface and the boundary 
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Comparison of the response function behavior, with 
frequency, at the gas-solid interface and the boundary 
















Non-dimensionalized frequency, Q 
Figure 26. Effect of the activation energy for pyrolysis on 
the variation of the real part of the response 
function, at the gas-solid interface, with frequency, 
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direct effect of an increase in E , which is the energy required to acti-
s 
vate the conversion of solid to gas by pyrolysis, is to reduce the steady 
regression rate, the regression rate perturbation is enhanced as dictated 
by Eqn. (4-39). Finally, it must be pointed out that the shift in the 
positions of the peaks in this case is not an effect of increasing E . 
s 
It is a result of the different values of A (the pre-exponential constant 
s 
in the pyrolysis law) that were used for the three cases considered. This 
was necessary to keep the steady regression rate within a realistic range. 
(r1) The corresponding curves of (R ) and I — — ) vs ft are shown in Figs. 27 \ m 
e T and 28, respectively. The basic trends discussed above apply to these 
curves also. The additional amplifying effect of the boundary layer is 
again evident. 
To complete the study of solid phase parameters, the effect of the 
pressure exponent n on the combustion response was investigated. All 
the results presented so far were computed for the case of a pressure-
independent pyrolysis law (i.e., n = 0 ) . Now the more general case of a 
non-zero n is considered. Using a value of n =1.0 (and with A =1,0 
s s s 
to yield a realistic value for the regression rate) the response func-
tions R and R were computed. Figure 29 shows the strong effect of a 
pressure dependent pyrolysis law at the gas-solid interface. For a given 
value of ft, the response is reduced at the interface. The reason for this 
can be seen from the perturbed form of the pyrolysis law (see Eqn. (4-39)). 
The effect of a non-zero n is to render the burning rate perturbations 
s 
sensitive to the pressure perturbations also, besides the sensitivity to 
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Non-dimensionalized frequency, fi 
Figure 27. Effect of the activation energy for pyrolysis on the 
variation of the real part of the response function, 




















Non-dimensionalized frequency, fi 
Figure 28. Effect of the activation energy for pyrolysis on the 
normal mass flux perturbation-frequency behavior at 
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Non-dimensionalized frequency, fi 
Figure 29. Effect of the pressure exponent in the pyrolysis law 
on the variation of the real part of the response 
function, at the gas-solid interface, with frequency. 
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of n tending to increase the response, by adding the influence of the 
pressure perturbations on the burning rate perturbations, seems to be 
more than compensated by the effect of the surface temperature perturba-
tions. A similar trend was also reported by the author of Ref. 36, in 
connection with the response of a burning propellant to just pressure 
oscillations normal to its surface. Again, in Fig. 29, the shift in the 
frequency at which the peaks occur is a result of the different values of 
A used in the two cases considered, and is not due to n . The destabi-
s s 
lizing trends at the gas-solid interface are further enhanced by the 
boundary layer, to influence the value of (R ) accordingly. This effect 
( m&l\ — — 1 vs fi 
/ 
The last part of the parametric study was concerned with studying 
how the response might vary with position along the length of the com-
bustion chamber. Figure 32 shows the variation of the real part of R 
e 
along a chamber that is 8.7 feet long. The computations were performed 
by obtaining all the steady-state profiles at different x-locations, 
covering the 8.7 ft. length, and then using the results at each location 
to yield the response function there at a given frequency. This fre-
•k* 
quency corresponded to a value of ^ = 4.5 (or a real frequency of about 
1114 c/s), which was also the fundamental frequency of the combustor. 
** The real fundamental frequency corresponding to Q, E -^ = 4.5 will 
r /a 
actually vary since f varies along the length of the 
combustion chamber. In fact, in this case this variation corresponds to 
chamber lengths between 8.7 to 8.75 feet - a variation of about 0.57%. 
This small variation has been assumed negligible here and the real 
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Non-dimensionalized frequency, fi 
Figure 30. Effect of the pressure exponent in the pyrolysis 
law on the variation of the real part of the response 
function, at the boundary layer edge, with frequency. 
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Non-dimensionalized frequency, ft 
Figure 31. Effect of the pressure exponent in the pyrolysis law 
on the variation of the real part of the normal mass 
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Figure 32. Variation of the real part of the response function, (Re)r> 
and phase (<J> ) with position Cx) along the length of com-
bustion chamber, operating at its natural frequency. 
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The values of other constants used in the computation are given under 
case "CU11" (Appendix E). From Fig. 32 it is interesting to note that 
the strongest possibility of combustion instability lies near the middle 
of the chamber where the displacement work done by the boundary layer 
i 12 
edge on the acoustic oscillations in the chamber (i.e., £ ^ |p | (R ) ) 
is a maximum. The variation of the phase, <p , of the normal mass flux 
e 
perturbation at the boundary layer edge relative to the pressure oscilla-
tion further indicates the occurrence of an "in-phase" driving near 
x = 3.3 ft. - confirming that the strongest instability can be expected 
in the close vicinity of this location. It is also seen from Fig. 32 
that while a destabilizing tendency exists in the "left-half" portion of 
the chamber, a completely stable condition prevails in the "right-half" 
of the combustor. The above trends are also substantiated by the varia-
' m el tion of | 1 with x, shown in Fig. 33. 
The reason for the above behavior is the strong combined influence 
of the longitudinal pressure and velocity oscillations, that exists in 
the chamber. Consider, for instance, the behavior of the standing pres-
sure and velocity waves during one complete cycle. Figure 34 illustrates 
the sequence at quarter-cycle intervals, starting at the instant when a 
maximum compression occurs at the head end and a maximum rarefaction at 
the nozzle end (see Fig. 34(a)). The velocity oscillation at this in-
stant is null everywhere (since velocity lags by y radians),although a 
mean flow is present in the chamber. A quarter of a cycle later the 
pressure disturbance is null everywhere while a velocity oscillation, 




Figure 33. Variation of the real part of the normal mass flux 
perturbation, at the boundary layer edge, with 
position along the length of a combustion chamber, 
operating at its natural frequency. 
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\-'\r,ure 34. A schematic representation, of longitudinal 
standing wav<-s ol' pressure and velocity inside 
a eomhustor, at quarter cycle intervals. (The 
Larger arrows denote the mean i'low while the 
smaller ones ve''er to ttie velocity fluctuation) 
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amplitude of this oscillation is a maximum at the center and diminishes 
to zero at the ends of the chamber. Thus at this instant the axial veloc-
ity at the center is a maximum (see Fig. 34(b)). After exactly half a 
cycle has elapsed the pressure disturbance builds up to a maximum com-
pression at the nozzle end and a maximum rarefaction at the head end. 
The amplitude of the velocity oscillation is again zero everywhere (see 
Fig. 34(c)). Finally, at the instant when three quarters of the time 
period has elapsed, the pressure oscillation is zero everywhere but the 
velocity oscillation is a minimum at the center of the chamber (i.e., 
opposing the mean flow) and goes to zero at the ends (Fig. 34(d)). Hence-
forth, the cycle repeats itself. From the above sequence of events it 
is clear that: 
a) A pressure node and velocity antinode is present in the center of the 
chamber. 
b) The pressure oscillations in the left and right halves of the chamber 
are out of "phase" (with respect to space) by TT radians. On the other 
hand, the velocity oscillations in both halves have the same "phase". 
Keeping this physical picture in mind, consider the analytical ex-
pression of the "pressure-and-velocity coupled" response function given 
in Equation (4-72). The complicated "complex" formula for R may be re-
written more simply as 
I 





Since p a, cos I —- ) , taking the real part of the above expression yields 
the following x-dependence 
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cos <J> (x) I I cos I j (5-4) 
where |m is the amplitude of the normal mass flux perturbation at the 
el 
boundary layer edge, m (x) is the steady normal mass flux at the edge and 
<f) (x) is the phase of the normal mass flux perturbation relative to the e 
local pressure perturbation. From the computed values of <f) , shown in 
Fig. 32, it is obvious that cos <$> is positive in the left half of the 
chamber where Id) < — and negative in the right half where I 6 > TT • 
e I & I 
Also, as pointed ou: earlier, since the pressure oscillations are out of 
TTX 
phase by TT radians in the left and right halves of the chamber, cos t 
would be positive in the left half and negative in the right half. In 
view of the above, Eqn. (5-4) dictates that at the center of the chamber, 
Z 
x = y , the denominator goes to zero since there is a pressure node there. 
-kit 
This causes the response function, (K ) , to become infinite or numer-
e r 
ically very large in Fig. 32. 
It is also to be noted from Ean. (5-4) that while the real part of 
(Gl \ 1 may not be because m (x) 
possesses a certain x-variation of its own. This explains the non-
sinusoidal trend exhibited in Fig. 33. Recall that, by contrast, the 
variation of this quantity with frequency had exhibited a sinusoidal be-
havior. This is simply because m , at a given x, is not a function of ft, 
** By a similar argument it was possible to relate the infinite peaks 
in the response function vs frequency curves, discussed earlier, to the 
fact that at some critical value of ft the denominator in Eqn. (5-4), which 
may be expressed alternatively as < r2 J using Eqn. (4-48), 
cos < • ft • 
a a > e s goes to zero. 
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m 
el so that the I 1 vs fi curves showed the undistorted sinusoidal be-
havior of [m^ 1 with frequency. 
'r 
fm 
L e 4 
Physically, the observed response behavior can be attributed to the 
combined effects of pressure and velocity coupling that are considered 
in the model. For instance, consider first the effect of just a standing 
pressure wave of the type described above - with a pressure node at the 
center of the chamber. Since the unsteady combustion response is directly 
related to the pressure perturbation, a maximum or a minimum response can 
be anticipated at the ends of the combustion chamber (where the extrema 
of pressure occur). The response at the center of the chamber will cor-
respond to steady-state burning. These effects are. the result of pure 
"pressure-coupling". On the other hand, if just a standing longitudinal 
velocity wave is considered to be superposed on the mean flow in the cham-
ber, the unsteady, "velocity-coupled" combustion response would be a maxi-
mum at the center where the velocity antinode occurs. This is because 
the "erosion effect" on the propellant's burning rate is the highest when 
the parallel velocity oscillation is in the direction of the mean flow, 
since the velocity of the gas flow above the propellant surface is then a 
maximum. At the ends of the chamber, the response corresponds to the 
steady-state. In the present model, the response behavior shown in Fig. 
32 is the result of a combination of the above limiting cases. The situa-
tion is even better represented in Fig. 33 which indicates the corres-
ponding variation of just the normal mass flux perturbation at the boundary 
layer edge. Since the maximum or "peak" response occurs in the center of 
the chamber in the present case, one may conclude that the influence of 
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"velocity coupling" is stronger than that of "pressure coupling" in 
governing the variation of the unsteady response of the solid propellant 
with axial distance, x. That is, acoustic velocity oscillations parallel 
to the burning surface are more effective than the pressure oscillations 
in supporting axial-mode, intermediate frequency instability within the 
combustor. / x 
m ' \ 
Finally, in contrast to the behavior of I — — J with distance x, it 
\ e /r 
is interesting to study the corresponding variation of the mass flux 
mw 1 
perturbation at the gas-solid interface, | \ , with position along 
the chamber length. This variation is depicted in Fig. 35. As noted to' m 
Wl earlier, since J \ represents the unsteady response of the burning 
surface to the oscillations immediately above it, one might expect that 
this quantity would reflect the amount of work done by the burning surface 
mainly on the pressure oscillations, since all tangential velocity oscil-
lations go to zero at the surface itself (i.e., "no slip"). This tendency 
is apparent from Fig. 35 also which shows the response at the gas-solid 
interface peaking near the head end of the chamber due to the greater 
influence of "pressure coupling" effects there. 
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Distance, x(ft.) 
Figure 35. Variation of the real part of the mass flux perturba-
tion at the gas-solid interface with position along 




The unsteady, linearised combustion response of a burning solid 
propellant has been analysed using a two-dimensional description of the 
gas phase above the solid propellant surface. The model included the 
effects of laminar erosive burning in the steady state through an analy-
sis of the chemically reacting boundary layer that forms over the 
surface. The method of parametric differentiation was utilised in the 
solution of the conservation equations governing the steady state 
boundary layer flow. Of the various parameters investigated for use in 
this numerical technique, it was found that the Damkohler number was 
the best - numerically efficient and devoid of mathematical difficulties. 
It was also easy to establish the starting solutions to the problem for 
Damkohler number equal to zero, the initial point in the integration. 
The steady state results indicated the strong influence of the Damkohler 
number upon the erosive burning behaviour. 
Using the steady state solutions as input for the unsteady analysis, 
the "pressure-and-velocity coupled" response function of the burning 
propellant was computed. This response function was evaluated at the 
boundary layer edge as well as at the burning surface. It was seen that 
the appropriate response function to consider in combustor stability 
analyses would be the one at the boundary layer edge. This is because 
it is this boundary that separates the isentropic acoustic oscillations 
in the external stream from the "non-isentropic" effects within the 
boundary layer. Also, since the differences in the two response 
functions turned out to be significant, it can be concluded that 
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restricting attention to the burning surface alone may lead to misleading 
conclusions. However, the results show that for typical solid propellant 
burning situations, where there is an exothermic heat release at the 
burning surface, any instability exhibited by the response function at 
the gas-solid interface also shows up in the response function behaviour 
at the boundary layer edge. Furthermore, since the real part of the 
response function is larger at the boundary layer edge than at the gas-
solid interface, it may be inferred that the net effect of the boundary 
layer is one of strong amplification. 
A parametric study was conducted with the objective of determining 
the relative importance of various parameters that enter the analysis. 
Of the various parameters analysed it was found that the influence of 
those characterizing the gas phase varied from a negligible effect on 
the response functions with changes in the steady state heat release to 
a significant effect associated with the Damkohler, Prandlt and Schmidt 
numbers, and the steady state pressure gradient parameter. In contrast, 
all of the solid phase parameters considered - the pressure exponent, 
the activation energy of the surface pyrolysis, and the surface heat 
release (or absorption) parameter - had a strong effect on the behaviour 
of the response functions. In the present model the solid phase 
parameters dominated the behaviour of the response function at the gas-
solid interface. The results showed that this response function 
invariably increased across the boundary layer when there was combustion 
present and the gas phase parameters had values typical of solid pro-
pellant burning conditions. At the edge of the boundary layer, the 
strong amplifying influence of this layer manifested itself through a 
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large positive peak in the frequency response curve. Even in cases 
where the response function at the gas-solid interface indicated a 
stable tendency (e.g., in the case when a highly endothermic reaction 
was present at the surface) the combustion and fluid mechanical 
processes within the boundary layer were sufficient to result in a 
"driving" condition at the boundary layer edge. Within the realistic 
range of variation of all the parameters considered, it was found that 
in the low to intermediate frequency range covered by the results, an 
unstable tendency prevailed at the lower frequencies. This tendency 
towards instability then increased with frequency up to a certain 
critical frequency after which a completely stable condition prevailed. 
Finally, the variation of the response function with position along 
the length of a typical combustor, "oscillating" at its fundamental mode 
was studied. The results showed a strong tendency towards instability 
in the central portion of the combustion chamber. Based on physical 
arguments related to the development of the standing waves in pressure 
and velocity within the chamber, it was seen that in the present model 
the center was the location of the extrema in the unsteady velocity 
parallel to the burning surface. Thus the "erosion effect" could be 
expected to be a maximum or a minimum at the center of the chamber. 
Connecting this behaviour with the effect of the pressure wave, it was 
concluded that the "velocity coupling" influence was more dominant than 
that of "pressure coupling". That is, the acoustic velocity oscillations 
parallel to the burning surface are more important than the associated 
pressure oscillations when considering the possibility of axial-mode, 
intermediate frequency instability in the combustor. 
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Based on the conclusions of the present analysis the following 
suggestions for future research emerge: 
a) The steady state theory of erosive burning needs to be 
extended to include the effects of turbulence, heterogeneities in 
propellant composition, and more realistic chemical kinetics. This will 
help in the more accurate prediction of "real-world" trends. In such an 
analysis, solution to the full chemically reacting boundary layer 
equations must be sought numerically. The method of parametric 
differentiation could again be used for the solution of this complex 
problem since it has been successfully applied in the solution of partial 
29 38 
differential equations ' . In extending the analysis one should keep 
in mind that the large surface blowing rates that occur in real solid 
rocket combustors may preclude any boundary layer formation and one may 
be forced to consider the solution of the full Navier Stokes equations 
for a reactive flow - a monumental problem, 
b) The unsteady analysis should be extended to include the more 
general case of large amplitude oscillations in pressure and velocity 
(i.e., a non-linear analysis). Such a generalization is required in 
view of the fact that "velocity coupling" effects on the response 
function of the propellant can be entirely different in the presence of 
large amplitudes as predicted qualitatively by several authors (e.g., 
see Refs. 4 and 5). The mathematical difficulties of a full non-linear 
analysis must also be overcome. Furthermore, there is a need for a 
completely unsteady gas phase analysis so that a wide range of frequencies 
may be considered and the problem of high frequency instability can then 
be investigated. 
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F i n a l l y , t he re seems to be a d i s t i n c t need for experiments to 
measure the combustion response parameters under cond i t ions where the 
e f f e c t of p a r a l l e l , l o n g i t u d i n a l , s t and ing o s c i l l a t i o n s in p re s su re 
and v e l o c i t y superposed on the mean flow over a s i de -bu rn ing p r o p e l l a n t 
g ra in can be s t u d i e d . To d a t e , most experiments have concent ra ted on 
ob ta in ing such information from t e s t s performed with T-burner apparatus 
using p r o p e l l a n t samples p laced pe rpend icu l a r to the d i r e c t i o n of the 
39 acous t i c waves . While such experiments have y i e lded useful i n s i g h t 
i n to the important e f f e c t s of v e l o c i t y and/or p r e s s u r e coupled response , 
the ques t ion of the t rue response of a s o l i d p r o p e l l a n t i n the more 
r e a l i s t i c case with combined p r e s s u r e and v e l o c i t y e f f e c t s , s imul taneous ly 
p r e v a i l i n g , remains wi thout any exper imenta l v e r i f i c a t i o n . 
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APPENDIX A 
AN ALGORITHM FOR THE SOLUTION OF A LINEAR BOUNDARY VALUE PROBLEM 
In this section a non-iterative numerical scheme is presented for 
the solution of a linear boundary value problem involving ordinary 
differential equations. Such problems were encountered in the solution 
of the steady-state chemically reacting boundary layer equations in 
"locally similar" form (Chapter II) as well as in the unsteady 
combustion response analysis (see Chapter IV). 
Consider a two-point, linear, boundary-value problem defined by the 
s e t of n o r d i n a r y d i f f e r e n t i a l e q u a t i o n s : 
~ [y] = [A(t)] [y] + [f(t)] (A-l) 
subject to the initial conditions: 
yi(tQ) = C± , i = 1,2....y (A-la) 
and terminal conditions: 
y i (tf} = Ci ' m = l y l n " Y (A- lb ) 
m m 
The solution procedure consists of splitting the above problem into two 
initial value problems - one consisting of a homogeneous differential 
equation and the other of an inhomogeneous one. The final solution is 
then constructed as the sum of the homogeneous and particular solutions. 
The following steps are involved: 
Step 1 
Integrate the homogeneous equations 
~ [u(j)] = [A(t)J [u(j)(t)], j = 1,2....n-Y 
(n~Y) times subject to the initial conditions 
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fm\ (
 1 , i = y + m 
( 0 , i ^ Y + m 
where ra = 1, 2, . . . . n -y . 
Store the profi les u. ( t ) , i = 1, 2 . . . . n , for t < t < t £ . 
1 O f 
Step 2 
Integrate the particular equation 
^ [v] = [A(t)] [v] + [f(t)] 
once with the initial conditions: 
vi(to> • ̂ i ^ • Ci . i - 1 , 2....Y 
v.(t ) = 0 , i = y+1....n 
Again store the profiles v.(t), i = l,2....n, for t < t < tf. 
The general solution to Equation (A-l) and corresponding boundary 
conditions can be written as a linear combination of the homogeneous 
and particular solutions: 
ii 
y.(t) = y V u±
(J)(t) + v.(t) ,1 = 1,2 n (A-2) 
and t < t < t c. o f 
Since there are Y initial conditions specified in the original problem 
(i.e., Equation (A--la)), substituting these into Equation (A-2) yields: 
yi(to} = bi + Vi(to} ' i = 1'2'"-y 
But v,(t ) are chosen to be the originally specified initial conditions i o 
of the problem so that 
b± = 0 , i = 1,2....Y 
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Hence, the first y equations in Equation (A-2) state that the first y 
initial conditions on v are same as those in the original problem. 
Then, if the rest of the initial conditions on v. are taken to be zero 
1 
it can be shown from Equation (A-2) that 
y _,_.(t ) = b _,_. , i = 1,2 n-y 
Jy+± o y+i ' 
That is, the above b represent the missing initial conditions of the 
yfi 
original problem and may be determined by solving the remaining algebraic 
equations of the system in Equation (A-2) at the terminal point t = t . 
Step 3 
Solve the system of n-y linear algebraic equations: 
n-Y ... 
„ ( t j = v - „ ..0) y 8j ui
J'(tf) + v (t ) ,m=l,2...n- Y 
J = 1 




Construct the general solution using 
q-y 
y±(t) = V " 3, up
}(t) + v±(t) , i = 1,2....n 
It is to be noted that the above procedure requires the homogeneous 
differential equations to be integrated only (n-y) times. Furthermore, 
it must be realised that if some of the initial conditions in a problem 
do not appear explicitly in the form of Equation (A-la), but rather as 
linear algebraic equations, the procedure remains unchanged except that 
these implicit conditions are solved with the system in Step 3. 
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APPENDIX B 
VALUES OF CONSTANTS USED FOR STEADY-STATE RESULTS 
The values of constants used in obtaining the results presented in 
Chapters III and V are shown below for the two cases that were considered 
as base. Note that the different steady state results used in the 
unsteady analysis were obtained by altering a few of the constant values 
indicated under Case 2, as indicated in Appendix E. 
C o n s t a n t Case 1 Case 2 U n i t s 













5 4 0 . 6 5 3 0 . 6 °R 
C 
s 
0 . 3 1 0 .32 Btu/£bm-°R 
C 
P 
0 . 3 0 . 3 Btu/£bm-°R 
L 1052 -180 Btu/£bm 
p y e r e 
5 x 10" •6 
- 4 
5 x 10 FPS 
a 1 1 








6 .7 x 1C 4 
121 
300 
£ b m / f t 3 






54000 36000 Btu/£bm-mole 
Sc(=Pr ) 0 . 7 and 1.0 0 . 7 8 
E 27800 81000 Btu/£bm-mole 
y l e 0 .05 0 . 0 1 
y 2 e 0 .95 0 .99 
h l 
- 1 7 4 . 5 - 1 7 4 - 5 Btu/£bm 
h? - 1 3 5 0 . 0 - 3 0 5 4 . 5 Btu/£bm 
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DERIVATION OF THE LINEARISED GAS PHASE EQUATIONS 
To begin with the "first-order" (linearised) differential equations 
describing the conservation of momentum, energy and species will be de-
rived. These are Equations (4-25) through (4-27) of the unsteady analysis 
presented in Chapter IV. 
Starting with the physical boundary layer equations of continuity, 
momentum, energy and species (i.e., Eqns. (2-4) to (2-9)) and the defini-
tion of the stream function ^ given by 
Pu = ty 
y 
pv = -ib 
one proceeds to transform these equations into (£,n) space (using the 
redefined co-ordinates of Eqn. (4-20)). Using the transformations 
— = p y u 
3x e e e 
_JL + An _A 
3£ 3? 3n 
_3_ 
3y 
u P e 
(2?) 
172 3 n 
the "convective" and "diffusion" operators of Equations (2-5) and (2-6) 




pu p y y e He^e 
(20l,Z 
_± _ . _± 
% 3? " V£ 3n 
- 2 
pu 'e 3 / n 3 
L 2 [ ] =~2T^[P Q ^ 
(C-l) 
(C-2) 
Next, introducing the expansions of Equations (4-2.1) through (4-24) into 
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the physical boundary layer equations together with the above transforma-
tions one obtains for the various terms in the momentum equation, the 
following expressions: 
I 3u u ( - 2 - -
L . [ u ] = pu p y 
1 e e e 
f f2 + 2f ff' _§. — § L ; f f" + ff + ff" 
l\ H 2K \ l " l 
_ 2_ -
P u — - = p u p y 
e e dx e e e 
P ^ du 
f^?*<=M 
i P 2 u 
du l e e., 




P \ u / P ' N p / 
















it follows that 











Using these results in the "diffusion" operator one obtains 
- 2 
L 0 [ u ; Q _ y] = pu p y 2 e e e 





Substituting Equations (C-3) , (C-4) and (C-7) into the momentum equation 
(Eqn. (2-7)) and separating the first order terms from the zeroth order 
quantities one obtains the perturbed momentum equation, Equation (4-25), 
after the assumptions expressed by Eqns. (2-38) and (2-39) have been used. 
The perturbed (linearised) forms of the energy and species equations 
are derived along similar lines as the momentum equation above. The 
transformed expressions for the various terms in these equations are: 
h 
Ln [h. J = Pu P U 1 tJ e e e 
- jf6' + 6'f1 + f6ji ^ 
L2 f ht ; Q = P 7 ] = P ^ e 2 ^ e e 
+ + 8 " ^ 
h 
Pr )2X 
1 ) \ 
(C-8) 
(C-9) 
[£ L2 2"5 ^ ^ ( 1 - P t > - 2- -= Pu p U e e e fff" + fffj_' + f"f| + f'f" ( -1 P '-J 
- 2 
- 2- -
LJy.] = Pu p M 
1 i e e e 
- £*i + fy'± + yl fi 







yV + y" + y" ( — ) — - — yi yi yi \ " / 2̂ -Sc 




Again, substituting Equations (C-8) through (C-10) into the boundary layer 
energy equation, using the assumptions given by Equations (2-40) to (2-42) 
and separating orders of magnitude one obtains the required perturbed 
energy equation (i.e., Eqn. (4-26)). The perturbed species equation, 
Equation (4-27), is also obtained similarly except that Equations (C-ll) 
and (C-12) are substituted into the boundary layer species equation and 
use is made of the assumption of constant composition in the external 
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stream (see Eqn. (2-43)). 
Next, the rate law as given by Equation (4-28) is linearised to 
yield an expression for the term (—) , related to the chemical rate 
perturbation, in the "first order" species equation, in terms of the 
pertinent variables of the present analysis. To obtain this, Equations 
(4-28) and (4-29) are combined to express the unsteady rate law in the 
form: 
„ -|l-n*+a 
i r, „ m
 a n*-l 
— = - Z B. T P 
p I e e C T 
L- p e^ 
E V w i 
exp 
EC 
L R FJ j 






where - 2 2 
u t 
F = 0h - Z y.h.° - ̂ f - f — + C T 
te i i 2gcJc p u 
(C-14) 
Specialising Equation (C-13) to the case of a first order reaction (with 










Consider the following linearisations: 



















n y j _ y 1 
y + y yl yi. 
Substituting these expansions back into Equation (C-15) and separating 
the different orders of magnitude obtain: 
l EC -i "1 
a + - £ + 
R°F 
1 I 
This is the required expression and was used in Chapter IV as Equation 
(4-30). F and F are defined by Equations (4-31) and (4-32). 
Finally, the linearised boundary conditions of Equations (4-37) 
through (4-43) may be obtained by transforming the physical conditions 
at the gas-solid interface and the boundary layer edge into (?,n) space 
and using the expansions of Equations (4-21) through (4-24). 
Momentum boundary conditions 
i) The no-slip condition at the gas-solid interface (y = 0) requires 
u = 0. Using Equation (4-22) this may be expressed, to first order, as 
f{(0) = 0 
ii) At the boundary layer edge (y ->• °°) since the velocity from within 
the boundary layer equals that of the unsteady external stream: 
u = u = u + u 
e e e. 
Again, using Equation (4-22) for u in the left hand side of the above 
equation, one gets to first order, that 
146 
f j(oo) = _ 
iii) The condition of overall mass balance at the gas-solid interface 
requires 
(pv) = p r 
w s 
Making use of the transformed expression for (pv) derived earlier in 
Equation (4-73), and the Arrhenius pyrolysis law 
E 




P y u^ e e e 
(25) 1/2 
f(0) + f1(0) 
w 
= P A p exp 
s sr R°T 
w 
w Linearising the right hand side, noting that T = —— (see Eqn. (4-29)), 
w C 
P 
and separating the different orders of magnitude one obtains to first 










Energy boundary conditions 
iv) The energy balance condition at the gas-solid interface is derived 
using the continuity of wall temperature condition i.e. 
w + 
T j 
w r 'o v 7o 
When perturbed this yields the condition 
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w, w, 
'0 + '0 
for the continuity of wall temperature fluctuations. In terms of the 
gas and solid phase dependent variables being used in the present 
analysis, this latter condition may be expressed as: 
F 
H lw Te " C 
lw (C-16) 
Substituting for H and Fn from Equations (4-17) and (4-31) respective-
lw lw 













Using the definition H = — , the heat flux from the gas side may be 
T 
Q 
expressed in terms of other gas phase variables to yield: r / F 
X dr: 
s = 0 
+ s r T 9y y = 0 + 
(C-18) 
Employing the transformation of -— to —- given in the beginning of this 
dy Bn yC 
appendix and grouping terms to introduce the Prandlt number Pr = — ^ - , 
X 
Equation (C-18) may be re-expressed as 
9H 
37 n = o + 
Pr C T f(0) s e 




where use has also been made of Equation (4-75). Putting Equation (C-19) 
into (C-17) and rearranging terms one obtains the required energy 
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balance condition given in Equation (4-40). 
v) At the boundary layer edge the continuity of total enthalpy requires 
h = h 
t t 
e 
Using the expansion for h from Equation (4-23) and the definition given 




ht [0M +el(-)] - cp(Te - TU) + z y. h. + 1 ^ 
c c 
Perturbing the right hand side terms and separating orders of magnitude 
T 
one obtains to first order 
( 
P e 
Species boundary conditions 





= (Pv) [y.(0) - (y. ) ] 
n w l I -
V = 0 w 
Using the transformed expression for (pv) derived earlier (see Eqn. 
w 
r) 3 
(4-73)) and the transformation from -— to -— , one obtains 
3y dr\ 
^ A^ = - e e i /2 
Sc r ( 2 0 l / 2 
( f ( 0 ) + f 1 ( 0 ) ) ( y _ . ( 0 ) - (y± ) _ 
Substituting Equations (C-5) and (C-6) for pu and separating orders of 
magnitude the perturbed form of the species balance condition given in 
Equation (4-42) is obtained, to first order. 
vii) At the boundary layer edge, continuity of species mass requires 
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y. = y 
e 
Since the external stream oscillations are chemically frozen by assumption, 
perturbing the above equation yields to first order: 
y. (°°) = o 
X l 
This completes the derivation of the linearised gas phase equations 




EVALUATION OF THE RESPONSE FUNCTIONS 
The response functions at the boundary layer edge and at the gas-
solid interface, as expressed by Eqns. (4-72) and (4-76) respectively, 
are evaluated numerically. In order to do this the system of "complex" 
differential equations and boundary conditions formulated in Chapter IV -
governing the behavior of perturbations in the gas and solid phases -
has to be first solved. This linear boundary value problem consisting 
of seven first order "complex" differential equations is split into its 
real and imaginary parts to yield a "real" linear boundary value problem 
of fourteenth order. A computer program is formulated to handle the 
solution of this latter problem, using a non-iterative technique developed 
earlier for the solution of similar problems (see Appendix A ) . This 
"unsteady program" uses the steady state solutions, computed earlier 
using another program and stored, as input. Thus the "unsteady program" 
begins by providing the solutions for the profiles of all steady-state 
quantities as well as their perturbations, across the boundary layer, at 
a given x-location. The thickness of the boundary layer specified to the 
unsteady program is the same as the one used for the steady program 
(i.e., n = 8). From the obtained solutions it is possible to reconstruct 
the "complex" solution for every perturbation profile by simply adding 
the real and imaginary parts, at every n across the boundary layer. This 
information would have been sufficient to find the response functions 
R and R if the quantities I_ and I were not involved in the expression 
e w ?1 ^ 
for R . These quantities involve axial gradients of the steady-state 
e 
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density as well as its perturbation, as seen from Eqns. (4-65) and (4-67). 
In order to estimate these gradients, therefore, it is necessary to com-
pute all the profiles at several x-locations close to the desired one. 
However, owing to the slowly varying nature of the solutions with x, in 
this analysis, it was sufficient to just consider two more x-locations -
one on either side of the desired one - and compute these axial deriva-
tives using a parabolic interpolation scheme given in Ref. 34 as "DGT3". 
The integration of all the definite integrals involved in the response 
function formula (i.e., I, I ) is achieved using Simpson's rule. Of 
course, the profiles of p and p , that are needed, are easily constructed 
from the steady and perturbed forms of the equation of state for a perfect 
gas once the temperature and mass fraction profiles have been established. 
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APPENDIX E 
A CLASSIFICATION OF COMPUTER RUNS 
In this appendix the values of constants used to obtain the results 
of the unsteady response analysis, that were presented in Chapter V, are 
given. As pointed out earlier, for every unsteady case there was a 
corresponding steady-state case. For the unsteady computer program, the 
following constants were used in all the runs: 





The constant values used in the steady-state program were based on those 
given under Case 2 (Appendix B). The changes in these base values are 
shown below corresponding to the particular runs in which they were made. 
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s sec 
E = 54000 pK
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Parameters that changed their 
• — 
Unsteady- Damkohler Numbers 
State 
Cases 
values from Case 2, Appendix B Cases 
characterising 
the case 
Same as CS2 except 
CS3 
o Btu 
h2 ~ U 7 4 - 5 £bm 
CU6 90.1 
Same as CS1 except 
CS4 >- - -180 III CU7 90.1 
Same as CS4 except 
CS5 n = 1.0 
s 
A = 1.0 
s 
CU8 90.1 
CS6 Same as Case 2 of Appendix B CU10 90.1 
Same as CS6 except CU11 90.1 
CS7 
r cAnnn B t u CU15 
CU16 90.1 
L - D4UUU i n £bm-mole 
Same as CS6 except 
CS8 
"R t"n 
TV ipnnn CU12 90.1 1L — loUUU n, T s x,bm-mole 
A . 2.5 ft 
s sec 
Same as CS7 except 
CS9 1 
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