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a b s t r a c t
In this paper, the Exp-function method is used to obtain generalized solitary solutions
of the generalized Drinfel’d–Sokolov–Wilson (DSW) system and the generalized (2 + 1)-
dimensional Burgers-type equation. Then, some of the solitary solutions are converted to
periodic solutions or hyperbolic function solutions by a simple transformation. The results
show that the Exp-function method is a powerful and convenient mathematical tool for
solving nonlinear evolution equations with higher order nonlinearity.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The investigation of travelling wave solutions of nonlinear evolution equations plays an important role in the study
of nonlinear physical phenomena. Recently many new approaches to nonlinear evolution equations have been proposed,
for example, the variational iteration method [1], the homotopy perturbation method [2–5], the tanh-method [6,7], the
homogeneous balance method [8–10], the F-expansion method [11,12], the sine–cosine method [13], the extended Fan’s
sub-equation method [14], the simplest equation method [15], the (G′/G)-expansion method [16] and so on. Also a
new method called the Exp-function method was first proposed by He and Wu in [17] and was successfully applied to
a KdV equation with variable coefficients [18], to high-dimensional nonlinear evolution equations [19], to generalized
equations with higher order nonlinearity [20–22], to differential-difference equations [23,24], to system of nonlinear partial
differential equation [25], to stochastic equation [26] etc. On the other hand, the Exp-function method is extended to
construct multi-wave solutions to nonlinear evolution equations in [27,28].
In this paper, we apply the Exp-functionmethod to the generalized Drinfel’d–Sokolov–Wilson system given in [29,30] as
ut + (vn)x = 0, (1)
vt − avxxx + 3buxv + 3duvx = 0, (2)
and (2+ 1)-dimensional Burgers-type equation with higher order nonlinearity given in [31] as
(ut + aunux + ruxx)x + suyy = 0. (3)
2. Exp-function method and application to the generalized Drinfel’d–Sokolov–Wilson system
Introducing a complex variation η defined as η = k(x− ct), Eqs. (1) and (2) become
−cu′ + (vn)′ = 0, (4)
−cv′ − ak2v′′′ + 3bu′v + 3duv′ = 0, (5)
where the prime denotes the derivative with respect to η.
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Integrating Eq. (4), we obtain
u = v
n + c1
c
, (6)
where c1 is an integration constant.
Substituting u into Eq. (5) yields:
ac(n+ 1)(n+ 2)k2(v′)2 − 6(bn+ d)vn+2 + (n+ 1)(n+ 2)(c2 − 3dc1)v2 = 0. (7)
Making the transformation
v = φ 1n , (8)
Eq. (7) becomes
ac(n+ 1)(n+ 2)k2(φ′)2 − 6n2(bn+ d)φ3 + n2(n+ 1)(n+ 2)(c2 − 3dc1)φ2 = 0. (9)
According to the Exp-function method, we assume that the solution can be expressed in the form [17]
φ

η
 = ac exp(cη)+ · · · + a−d exp(−dη)
bp exp(pη)+ · · · + b−q exp(−qη) , (10)
where c, d, p and q are positive integers which could be freely chosen, an and bm are unknown constants to be determined.
For simplicity, we set p = c = 1 and q = d = 1, then Eq. (10) reduces to
φ

η
 = a1 exp(η)+ a0 + a−1 exp(−η)
b1 exp(η)+ b0 + b−1 exp(−η) . (11)
In case b1 ≠ 0 Eq. (11) can be simplified as
φ

η
 = a1 exp(η)+ a0 + a−1 exp(−η)
exp(η)+ b0 + b−1 exp(−η) . (12)
Substituting Eq. (12) into Eq. (9), and by the help of Mathematica, equating to zero the coefficients of all powers of exp(nη),
(n = −3,−2, . . . , 2, 3) yields a set of algebraic equations for a−1, a0, a1, b−1, b0, k and c. Solving this system of algebraic
equations by using Mathematica, we obtain the following results:
a−1 = 0, a0 = (n+ 1)(n+ 2)(c
2 − 3dc1)b0
3(bn+ d) , a1 = 0,
b−1 = b
2
0
4
, b0 = b0, k = ∓n

3dc1 − c2
ac
, (13)
where b0 is a free parameter. Substituting these results into Eqs. (12) and (8), we obtain the following exact solutions
v(x, t) =
 (n+1)(n+2)(c2−3dc1)b03(bn+d)
exp
∓k(x− ct)+ b0 + b204 exp±k(x− ct)
 1n . (14)
If we set b0 = ∓2 and k = ∓n

3dc1−c2
ac , Eq. (14) becomes
v(x, t) =
∓ (n+1)(n+2)(c
2−3dc1)
3(bn+d)
∓1+ cosh

n

3dc1−c2
ac (x− ct)


1
n
(15)
which is the soliton solution of the generalized Drinfel’d–Sokolov–Wilson system.
In case k is an imaginary number, the obtained solitonary solutions can be converted into periodic solutions. Using the
transformations
exp

iK(x− ct) = cosK(x− ct)+ i sinK(x− ct) (16)
and
exp
−iK(x− ct) = cosK(x− ct)− i sinK(x− ct) (17)
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where k = iK = ∓n

3dc1−c2
ac , it is easy to see that solutions (14) can reduce to periodic solutions as follows:
v(x, t) =
∓
aK(n+1)(n+2)

aK∓
√
a2K2+12c1dn4

6n4(bn+d)
∓1+ cos
[
K

x− aK∓
√
a2K2+12c1dn4
2n2
t
]

1
n
(18)
where b0 = ∓2, c = aK∓
√
a2K2+12c1dn4
2n2
and
 aK
2n2
2 ≥ −3c1d.
3. Application to the (2+ 1)-dimensional Burgers type equation
We now consider the generalized (2 + 1)-dimensional Burgers-type Eq. (3). Introducing a complex variation η defined
as η = kx+ ly+ wt , we have
k3(n+ 1)ru′ + k2aun+1 + (n+ 1)(kw + l2s)u = 0, (19)
where k, l, w are real parameters and the prime denotes the derivation with respect to η.
Making the transformation
u = v 1n , (20)
Eq. (19) becomes
k3(n+ 1)rv′ + ak2nv2 + n(n+ 1)(kw + l2s)v = 0. (21)
We assume that the solution of Eq. (21) can be expressed as
v

η
 = a1 exp(η)+ a0 + a−1 exp(−η)
exp(η)+ b0 + b−1 exp(−η) . (22)
Substituting Eq. (22) into (21), and by the help of Mathematica, equating to zero the coefficients of all powers of exp(nη),
(n = −2,−1, 0, 1, 2) yields a set of algebraic equations for a−1, a0, a1, b−1, b0, k, l and w. Solving this system of algebraic
equations by using Mathematica, we obtain the following results:
Case 1.
a−1 = 0, a0 = a0, a1 = k(n+ 1)ran , b0 = b0,
b−1 = −ana0(ana0 − krb0 − knrb0)k2(n+ 1)2r2 , w = −
k3r + l2ns
kn
, (23)
where a0, b0 are free parameters. Substituting these results into Eqs. (22) and (20), we obtain the following exact solution
u1(x, y, t) =
[
a1 exp(kx+ ly+ wt)+ a0
exp(kx+ ly+ wt)+ b0 + b−1 exp(−(kx+ ly+ wt))
] 1
n
. (24)
If we set b−1 = ∓1 andw = − k3r+l2nskn , Eq. (24) becomes
u1,1(x, y, t) =

k(n+1)r
an

cosh

kx+ ly− k3r+l2nskn t

+ sinh

kx+ ly− k3r+l2nskn t

+ b0∓

b20−4
2

2 cosh

kx+ ly− k3r+l2nskn t

+ b0

1
n
(25)
and
u1,2(x, y, t) =

k(n+1)r
an

cosh

kx+ ly− k3r+l2nskn t

+ sinh

kx+ ly− k3r+l2nskn t

+ b0∓

b20−4
2

2 sinh

kx+ ly− k3r+l2nskn t

+ b0

1
n
, (26)
where a0 = k(n+1)r

b0∓

b20−4

2an .
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Case 2.
a−1 = a0
[
b0 + ana0k(n+ 1)r
]
, a0 = a0, a1 = 0, b0 = b0,
b−1 = −ana0(ana0 + krb0 + knrb0)k2(n+ 1)2r2 , w =
k3r − l2ns
kn
, (27)
where a0, b0 are free parameters. Substituting these results into (22) and (20), we obtain the following exact solution
u2(x, y, t) =
[
a0 + a−1 exp(−(kx+ ly+ wt))
exp(kx+ ly+ wt)+ b0 + b−1 exp(−(kx+ ly+ wt))
] 1
n
. (28)
If we set b−1 = ∓1 andw = k3r−l2nskn , Eq. (28) becomes
u2,1(x, y, t) =

k(n+1)r
an

sinh

kx+ ly+ k3r−l2nskn t

− cosh

kx+ ly+ k3r−l2nskn t

− b0∓

b20−4
2

2 cosh

kx+ ly+ k3r−l2nskn t

+ b0

1
n
(29)
and
u2,2(x, y, t) =

k(n+1)r
an

sinh

kx+ ly+ k3r−l2nskn t

− cosh

kx+ ly+ k3r−l2nskn t

− b0∓

b20−4
2

2 sinh

kx+ ly+ k3r−l2nskn t

+ b0

1
n
, (30)
where a0 = − k(n+1)r

b0∓

b20−4

2an and a−1 = − k(n+1)ran .
Case 3.
a−1 = 0, a0 = 0, a1 = 2k(n+ 1)ran ,
b−1 = b−1, b0 = 0, w = −2k
3r + l2ns
kn
, (31)
where b−1 is a free parameter. Substituting these results into Eq. (22), we obtain the following exact solution
u3(x, y, t) =
[
a1 exp(kx+ ly+ wt)
exp(kx+ ly+ wt)+ b−1 exp(−(kx+ ly+ wt))
] 1
n
. (32)
Case 4.
a−1 = −2k(n+ 1)rb−1an , a0 = 0, a1 = 0,
b−1 = b−1, b0 = 0, w = 2k
3r − l2ns
kn
, (33)
where b−1 is a free parameter. Substituting these results into Eq. (22), we obtain the following exact solution
u4(x, y, t) =
[
a−1 exp(−(kx+ ly+ wt))
exp(kx+ ly+ wt)+ b−1 exp(−(kx+ ly+ wt))
] 1
n
. (34)
Using the properties:
1± tanh(η) = 2 exp(±η)
exp(η)+ exp(−η) (35)
and
1± coth(η) = ±2 exp(±η)
exp(η)− exp(−η) , (36)
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when b−1 = ∓1, it is easy to see that Eqs. (32) and (34) can reduce to solitary solutions as follows:
u3,1;4,1(x, y, t) =
[
∓k(n+ 1)r
an

1∓ tanh

kx+ ly+ ∓2k
3r − l2ns
kn
t
] 1
n
, (37)
u3,2;4,2(x, y, t) =
[
∓k(n+ 1)r
an

1∓ coth

kx+ ly+ ∓2k
3r − l2ns
kn
t
] 1
n
. (38)
Case 5.
a−1 = 0, a0 = a0, a1 = 0, b−1 = 0,
b0 = − ana0k(n+ 1)r , w =
k3r − l2ns
kn
, (39)
where a0 is a free parameter. Substituting these results into Eq. (22), we obtain the following exact solution
u5(x, y, t) =
[
a0
exp(kx+ ly+ wt)+ b0
] 1
n
(40)
or
u5(x, y, t) =
 a0
exp

kx+ ly+ k3r−l2nskn t

− ana0k(n+1)r
 1n . (41)
Also substituting a−1 = 0 and b−1 = 0 into Eqs. (27) and (28), we can obtain the above results.
Case 6.
a−1 = 0, a0 = a0, a1 = k(n+ 1)ran , b0 = 0,
b−1 = −

ana0
k(n+ 1)r
2
, w = −k
3r + l2ns
kn
, (42)
where a0 is a free parameter. Substituting these results into Eq. (22), we obtain the following exact solution
u6(x, y, t) =
[
a1 exp(kx+ ly+ wt)+ a0
exp(kx+ ly+ wt)+ b−1 exp(−(kx+ ly+ wt))
] 1
n
(43)
or
u6(x, y, t) =
 k(n+1)ran exp

kx+ ly− k3r+l2nskn t

+ a0
exp

kx+ ly− k3r+l2nskn t

−

ana0
k(n+1)r
2
exp

−

kx+ ly− k3r+l2nskn t


1
n
. (44)
Also substituting b0 = 0 into Eqs. (23) and (24), we can obtain the above results and solutions.
Case 7.
a−1 = 0, a0 = 0, a1 = k(n+ 1)ran ,
b−1 = 0, b0 = b0, w = −k
3r + l2ns
kn
, (45)
where b0 is a free parameter. Substituting these results into Eqs. (20) and (22), we obtain the following exact solution
u7(x, y, t) =
[
a1 exp(kx+ ly+ wt)
exp(kx+ ly+ wt)+ b0
] 1
n
(46)
or
u7(x, y, t) =
 k(n+1)ran exp

kx+ ly− k3r+l2nskn t

exp

kx+ ly− k3r+l2nskn t

+ b0

1
n
. (47)
Also substituting a0 = 0 into Eqs. (23) and (24), we can obtain the above results and solutions.
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4. Conclusion
The Exp-function method with a computerized symbolic computation system Mathematica has been successfully used
to obtain solitonary solutions and periodic solutions of the generalized Drinfel’d–Sokolov–Wilson system and (2 + 1)-
dimensional Burgers-type equation. The obtained results show that the applied method is an effective and powerful
mathematical tool for solving nonlinear evolution equations in mathematical physics. The Exp-function method can be also
proposed for other nonlinear evolution equations with higher order nonlinearity.
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