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We study coherent optics in topological insulator surface states with broken time-reversal sym-
metry and develop a theory for the dynamical Hall effect driven by intense electromagnetic field.
The influence of optical Stark effect enters as nonlinear dependence on the optical field in the re-
sulting Faraday θF and Kerr θK rotations. This nonlinear correction is found to decrease θF with
the strength of the A.C. electric field, whereas θK exhibits a non-monotonic behavior. We also
assess the effects of relaxation and dephasing on the Hall and magneto-optical responses when the
frequency detuning is comparable to the inverse lifetime of the conduction electrons.
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I. INTRODUCTION
Topological insulators are materials with strong spin-
orbit coupling that host topologically protected and gap-
less surface states [1]. The surface states’ electrons are
massless Dirac fermions with a Dirac cone energy disper-
sion close to the band crossing point that corresponds
to spin degeneracy. One intriguing property that follows
from the removal of this spin degeneracy by time-reversal
symmetry breaking is that a band gap opens up and the
system exhibits a Hall response [2]. If the Fermi level falls
within the band gap, the Hall effect is quantized with a
Hall conductivity equal to half of the unit conductance
σxy = e
2/2h. The half quantization is a consequence
of the helical spin texture of the surface Dirac electrons
wrapping half of the unit sphere when the lower surface
band is fully filled. It may also be understood as a bulk
magnetoelectric effect [3–5] developed from an additional
term ∝ θE ·B in the electromagnetic Lagrangian (where
θ is called the axion coupling constant [6]). As a result
of this quantized Hall effect, topological insulator sur-
face states behave as a quantum anomalous Hall insula-
tor (also called a Chern insulator) and give rise to strong
magneto-optical responses. The Faraday θF and Kerr
θK angles are predicted to display quantized values with
θF quantized to multiples to the fine structure constant
α = 1/137 and θK quantized to a full-quarter rotation
pi/2 in topological insulator thin films [7–9]. Soon after
theoretical predictions, colossal values of up to 60◦ of the
Kerr effect [10] in Bi2Se3 topological insulator thin films
were measured. Recently, three groups have indepen-
dently reported measurements of the predicted quantiza-
tion of the Faraday effect [11–14]. The anomalous Hall
transport is, naturally, a linear response effect and there-
fore the resulting topological Faraday and Kerr angles
are independent of the optical field strength, correspond-
ing to a regime where the electromagnetic field can be
treated as a perturbation.
Strong A.C. fields lead to interesting nonlinear opti-
cal properties and are studied extensively in conventional
semiconductors [15]. For example, strong electromag-
netic radiation acts to renormalize the conduction and
valence bands in the saturation state of a semiconduc-
tor with the optically dressed electrons and holes behav-
ing as new quasiparticles [16]. Optical nonlinearity and
optically-induced coherent effects pose a new frontier in
recently discovered materials including topological insu-
lators, where coherent control of topological properties
might be possible. In particular, the influence of strong
radiation on the magneto-transport properties in topo-
logical insulators presents an interesting and unexplored
area of investigation that could lead to new insights on
the interplay between light and band topology.
The present paper attempts to address some of
the questions along this direction by generalizing our
previous considerations on the magneto-transport and
magneto-optical properties of topological insulators to
strong electromagnetic fields. We shall focus on the small
detuning regime where the light frequency is close to the
absorption threshold, so that the rotating wave approxi-
mation (RWA) remains a viable strategy of solution while
allowing the effects of strong electromagnetic fields to be
studied non-perturbatively.
An outline of the paper is as follows. We first lay out
our model for topological insulator surface states cou-
pled to electromagnetic fields in Sec. II. In Sec. III, we
consider the coherent regime in the absence of damp-
ing and discuss the effects of strong fields on the result-
ing non-equilibrium quasiparticle distribution functions
and energy dispersions. We then proceed to calculate
the dynamical longitudinal and Hall current responses in
Sec. IV. In Sec. V, we formulate the equations that in-
corporates nonlinear optical effects in the transmission
coefficients and calculate the nonlinear magneto-optical
Faraday and Kerr effects. Finally, we consider the effects
of relaxation and dephasing on the dynamical current re-
sponses and magneto-optical effects in the regime where
the detuning is comparable to damping rates in Sec. VI.
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2II. MODEL
Under time-reversal symmetry breaking, topological
insulator surface states are described by the 2×2 massive
Dirac Hamiltonian
H0 =
1
2
(εk+ − εk−)
[
cos θk e
−iφk sin θk
eiφk sin θk − cos θk
]
, (1)
where εk± = ±αk are the conduction (+) and valence
band (-) energies with αk =
√
(vk)2 + ∆2, tanφk =
ky/kx is the azithmuthal angle of the electron momen-
tum, θk is the polar angle with cos θk = ∆/αk and
sin θk = vk/αk. Throughout this work, we set ~ = 1
unless otherwise specified. The discrete binary degrees
of freedom describe electron spins. ∆ is the Zeeman field
acting on the electron spins, which gives the Dirac sur-
face states a band gap of 2∆. This Zeeman field can be
induced by exchange coupling to the topological insulator
surface states or by doping with magnetic atoms.
We introduce a set of spin unit vectors {αˆk, βˆk, γˆk}
(the reader is referred to the Appendix for their defini-
tions), and define the Pauli matrices in the new basis
(σα, σβ , σγ) = σ · (αˆk, βˆk, γˆk) that satisfy the commu-
tation relation [σα, σβ ] = 2iσγ . αˆk describes the local
orientation of the electron spin at momentum k. The
Hamiltonian can then be expressed in the form of a Zee-
man coupling term H0 = B0k · σ/2 with B0k = 2αkαˆk
taking on the meaning of an effective magnetic field.
Initially, our system is in an unexcited state with a fully
filled valance band and an empty conduction band. A lin-
early polarized light is then illuminated onto the topolog-
ical insulator with an electric field E = E0 cosωteˆx and a
polarization state indicated by the unit vector along x di-
rection eˆx. The electron-photon interaction Hamiltonian
Hp(t) = (eE0v/ω) sinωtσx can be similarly expressed as
a Zeeman coupling term Hp(t) = Bpk(t)·σ/2 with a light-
induced effective magnetic field
Bpk = Λ sinωt(sin θk cosφkαˆk − sinφkβˆk
− cos θk cosφkγˆk), (2)
where Λ = 2eE0v/ω is the strength of the interband tran-
sition matrix element and corresponds to the energy ac-
quired by an electron driven by the A.C. field over a half
period.
We consider optical response of the system under irra-
diation with intense off-resonant light having a frequency
ω < 2∆ and a small detuning δ ≡ 2∆ − ω  2∆. The
regime of strong electromagnetic fields is characterized by
Λ 1/τ , where τ is the electron lifetime. The dynamics
of the system’s 2× 2 density matrix ρk(t) is governed by
the quantum kinetic equation
∂ρk
∂t
+ i [H, ρk] = Ic(ρk, t), (3)
where H(t) = H0 + Hp(t) is the total Hamiltonian of
the system, and the collision integral Ic(ρk, t) takes into
account damping effects from relaxation and dephasing.
In the following, (1) we first study and elucidate the main
physics in the coherent regime where the detuning δ 
1/τ in Secs. III-V; (2) we then consider the case δ .
1/τ where the effects of relaxation and dephasing become
non-negligible in Sec. VI.
III. COHERENT LIGHT-DRIVEN SPIN
DYNAMICS
In the coherent regime when detuning δ  1/τ , one
can ignore the collision integral in the kinetic equa-
tion Eq. (3). To analyze the spin dynamics, we resolve
the density matrix into its charge nk and spin Sk =
Sαk αˆk+S
β
k βˆk+S
γ
k γˆk sectors so that ρk = nkI+Sk ·σ/2,
where Sαk , S
β
k , S
γ
k are real. This gives the Bloch equation
governing the dynamics of the spin density matrix due
to the total effective magnetic field Bk = B0k +Bpk,
∂Sk
∂t
+ Sk ×Bk = 0, (4)
with the initial condition Sk(t = 0) = −αˆk. Eq. (4) im-
plies that the magnitude of the Sk is a constant of motion
with |Sk| = 1. The component of the density matrix
Sαk along αˆk corresponds to population difference due
to interband transitions whereas the components Sβk , S
γ
k
along the orthogonal directions βˆk, γˆk corresponds to in-
terband coherence.
It is convenient to define the longitudinal αˆLk = αˆk
and transverse αˆTk = βˆk−iγˆk spin vectors and transform
our reference frame into the rotating frame at the laser
frequency. In the rotating frame then, the longitudinal
SLk and transverse spin density matrices S
T
k are given as
SLk ≡ Sk · αˆLk , (5)
STk ≡ eiωtSk · αˆTk , (6)
whereas the longitudinal BLk and transverse BTk compo-
nents of the total effective magnetic field are defined as
BLk = Bk · αˆLk − ω, (7)
BTk = eiωtBk · αˆTk . (8)
It then follows from the above Eqs. (7)-(8) that
BLk = 2αk − ω + αˆLk ·Bpk, (9)
BTk = eiωtαˆTk ·Bpk. (10)
In terms of these new variables, we can recast Eq. (4) as
i
∂SLk
∂t
=
1
2
[(
STk
)∗ BTk − STk (BTk )∗] , (11)
i
∂STk
∂t
= STk BLk − SLkBTk , (12)
supplemented by the initial conditions SLk (t = 0) = −1
and STk (t = 0) = 0 corresponding to a unexcited system
3with a fully filled valance band. The above equations are
equivalent to the semiconductor Bloch equations [15] in
the conduction-valence band representation with Hamil-
tonian Hk,µν and density matrix ρk,µν (µ, ν = ± de-
noting the conduction and valence bands): the longi-
tudinal and transverse components of the spin density
matrix are respectively related to the population dif-
ference SLk = ρk,++ − ρk,−− and interband coherence
STk = −2iρk,+−eiωt between the two bands; whereas the
longitudinal and transverse components of the effective
magnetic field are respectively related to the band en-
ergy difference (including the intraband dipole matrix el-
ement) BLk = Hk,++−Hk,−− and interband dipole matrix
element −2iHk,+−eiωt = BTk .
We are interested in the optical response at the same
frequency as the incident field. Since the detuning
δ  2∆ is small, we work in the rotating wave ap-
proximation (RWA) keeping only the resonant terms.
The longitudinal and transverse components of the ef-
fective magnetic field then becomes BLk = 2αk − ω
and BTk = −Λ(cos θk cosφk + i sinφk)/2. The quan-
tity |BTk |2, corresponding to the squared amplitude of
the interband transition matrix element, appears fre-
quently in our following discussions; for convenience, we
shall denote the momentum-dependent factor in |BTk |2 as
X2k = cos
2 θk cos
2 φk + sin
2 φk. When the switch-on time
of the laser pulse is much longer than Λ−1, the switching
process is adiabatic and the solution to Eqs. (11)-(12)
corresponds to the spin dynamics adiabatically following
the effective magnetic field. Eqs. (11)-(12) then implies
that
(
STk /BTk
)∗
=
(
STk /BTk
)
=
(
SLk /BLk
) ≡ C, where C is
a real constant. By virtue of the normalization condition
|SLk |2 + |STk |2 = 1, the spin density matrix components
are found to be
SLk = −
|BLk |√
|BLk |2 + |BTk |2
, (13)
STk = −
BTk√
|BLk |2 + |BTk |2
. (14)
The above distribution functions Eqs. (13)-(14) highlight
the semiconductor optical Stark effect [17] under the adi-
abatic switch-on condition. Illuminated with a strong
optical field, the conduction and valence band states be-
come mixed by the dipole matrix element with the sys-
tem becoming a coherent ground state of photon dressed
electron-hole pairs. These dressed electron-hole pairs
constitute the new quasiparticles of the irradiated sys-
tem with energy dispersions ±Ek = ±
√
|BLk |2 + |BTk |2
in the rotating frame. The leading-order energy shift is
∼ E20 characteristic of the optical Stark effect. From
Eq. (13), the conduction band distribution function is
found to be ρk+ = (1/2)(1 + S
L
k ). For the case of lin-
early polarized light illumination on a 2D Dirac electron
system, BTk depends explicitly on φk, and the renormal-
ized band energies as well as the conduction and valance
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FIG. 1: (Color online). 3D plot of the renormalized conduc-
tion band energy Ek (scaled by the gap ∆) in the rotating
frame. The surface Dirac gap ∆ = 80 meV, ω = 60 meV,
E = 150 MVm−1.
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FIG. 2: (Color online). 3D plot of the conduction band dis-
tribution function fk+ in the rotating frame. Values for ∆
and ω are the same as in Fig. 1.
band distribution functions are anisotropic in the mo-
mentum space as depicted in Figs. 1-2. Although light is
off-resonance, in the strong-field regime there is always a
finite electron population in the conduction band due to
nonlinear effects.
IV. DYNAMICS OF CURRENT RESPONSE
The current density in the system due to the A.C. field
is given by J(t) =
∑
k tr{jk(t)fk(t)}, where jk(t) =
∂H(t)/∂k is the single-particle current operator. The
current density can be written in terms of the effective
magnetic field and the spin density matrix as
J(t) =
1
2
∑
k
∂Bk′ · Sk
∂k′
∣∣∣∣
k′=k
. (15)
Eqs. (13)-(14) are obtained in the rotating frame.
In order to compute the current from Eq. (15), we
transform back into the stationary frame. Then, the
resonant contribution of the effective magnetic field
4Rk ≡ Bpk|resonance due to electron-photon coupling can
be written as Rk = Rβk βˆk + Rγkγˆk, where Rβk =
Re
{BTk e−iωt} = (Λ/2)(cos θk cosφk cosωt+sinφk sinωt)
and Rγk = −Im
{BTk e−iωt} = (Λ/2)(cos θk cosφk sinωt−
sinφk cosωt). The spin density matrix from Eqs. (13)-
(14) is now expressed in the stationary frame as
Sk = −fk(Λ)
[
(2αk − ω) αˆk +Rβk βˆk +Rγkγˆk
]
, (16)
where
fk(Λ) =
1√
(2αk − ω)2 + (ΛXk/2)2)
, (17)
where X2k = cos
2 θk cos
2 φk + sin
2 φk as defined in the
paragraph before Eqs. (13)-(14). As usual, the sinuisoidal
time dependence can be taken care of by defining complex
quantities associated with the exponential time factor
e−iωt. We define the complex current density J through
J(t) = Re{J e−iωt}. Using Eq. (15), we find the lon-
gitudinal and Hall components of the current density in
response to the A.C. field
Jx = −ie
2E0v
2
2
∑
k
fk(Λ)
αk
X2k ,
(18)
Jy = e
2E0v
2∆
2
∑
k
fk(Λ)
α2k
. (19)
A. Weak Fields: Relation to Linear Response
Regime
To see how the strong field regime is connected to the
linear response regime, it is instructive to expand the
results Eqs. (18)-(19) to leading order in powers of E0.
For weak fields such that Λ  δ, we expand Eqs. (18)-
(19) in Λ/δ up to the leading order. The integrals can be
calculated analytically and yield
Jx = −ie
2E0
8pi
[
∆2
ω
(
1
εc
− 1
∆
)
(20)
−2
(
∆
ω
)2
ln
∣∣∣∣εcω
∣∣∣∣+ 12
(
1 + 4
∆2
ω2
)
ln
∣∣∣∣ω − 2εcω − 2∆
∣∣∣∣
]
,
Jy = e
2E0∆
4piω
(
ln
∣∣∣∣ω − 2εcεc
∣∣∣∣− ln∣∣∣∣ω − 2∆∆
∣∣∣∣) , (21)
where εc is an ultraviolet energy cut-off that corresponds
the bandwidth of the surface Dirac bands, taken to be
the bulk energy gap of the topological insulator. We em-
phasize that the expressions for Jx and Jy above are only
valid for non-zero frequencies ω ≈ 2∆. One cannot arrive
at the D.C. limit by taking ω → 0 in the above expres-
sions because the counter-rotating contributions, which
are ignored in RWA, become comparable at ω → 0 to
the rotating (i.e., resonant) contributions retained in the
RWA. To recover the D.C. limit, and indeed the full lin-
ear response optical conductivity, one needs to add in the
counter-rotating contributons. To illustrate this point,
we can explicitly take the ω → 0 limit and see what hap-
pens. First, Jx(t) vanishes in this limit as expected be-
cause e−iωt → 1 and Eq. (20) is purely imaginary. Then,
expanding up to leading order in ω/∆ in Eq. (21), we
find that Jy = e2E0/8pi corresponding to a Hall conduc-
tivity of σxy = e
2/4h. Interestingly, in the rotating-wave
approximation where the counter-rotating contributions
to the effective magnetic field are discarded, the zero-
frequency Hall response from Eq. (21) amounts to 1/2 of
the well-known quantized Hall conductivity σxy = e
2/2h
of the Dirac model in the linear response regime. In-
deed, it can be easily checked that our weak-field results
Eqs. (20)-(21) correspond exactly to the resonant contri-
bution of the established expressions of dynamical con-
ductivities of the Dirac model [7]. Adding in also the
counter-rotating contribution, which is separately due to
an effective magnetic field Bpk|anti−resonance = Rk(−ω)
(noting that Λ→ −Λ also under ω → −ω in Rk since Λ
is dependent on ω), yields the full optical conductivities
of the Dirac model.
B. Strong Fields
For strong fields with Λ δ, we have
fk(Λ) ' 2
Λ
1
Xk
, (22)
Eqs. (18)-(19) can then be evaluated analytically yielding
Jx = −i eω
2pi2vεc
(23)
×
[
ε2cE
(√
1− ∆
2
ε2c
)
−∆2K
(√
1− ∆
2
ε2c
)]
,
Jy = eω∆
2pi2v
[
K
(√
1− ∆
2
ε2c
)
− E
(√
1− ∆
2
ε2c
)]
,(24)
where K,E are the complete elliptic integrals of the first
and second kind, respectively. At high fields, therefore,
the longitudinal and Hall currents both saturate to values
independent of the incident field.
We evaluate Eqs. (18)-(19) numerically and display the
computed current densities in Fig. 3. The longitudinal
and Hall currents increase linearly with the electric field
and saturate at high E0 values, as predicted from the an-
alytic results Eqs. (20)-(21) and Eqs. (23)-(24). We also
see that increasing detuning has the effect of decreasing
the current amplitudes, consistent with the behavior that
the saturation currents are proportional to ω in Eqs. (23)-
(24).
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FIG. 3: (Color online) Amplitudes Jx0 (dark/black) and Jy0
(grey/red) of the longitudinal and Hall current densities Jx0 =
|Jx| and Jy0 = |Jy| as a function of the electric field E0
[Eqs. (18)-(19)] for different values of detuning ωd = 5 meV
and 10 meV. The surface Dirac gap ∆ = 50 meV and Dirac
band cutoff energy εc = 175 meV.
V. NONLINEAR MAGNETO-OPTICAL
FARADAY AND KERR EFFECTS
The usual Fresnel relations, which relate the transmit-
ted and reflected electric fields to the incident field, are
derived assuming linear response to the incident light
field. Also, the scattering (or, equivalently, transfer) ma-
trix formalism assumes linearity between the scattered
fields and the incident field. In order to take into ac-
count non-perturbative electric field effects in the current
response, these two standard approaches are not appli-
cable and we need to formulate the problem of nonlinear
magneto-optical response differently as follows.
Consider light illuminated along the z direction on the
topological insulator surface that is located at z = 0.
The two regions z < 0 and z > 0 are labeled by j =I,
II with dielectric constant j . Expressing, as usual, the
real electric and magnetic fields as complex vectors E =
Re{Ee−iωt} and H = Re{He−iωt} respectively, we write
the electric field in the form
E˜j = eikjz
[ Etjx
Etjy
]
+ e−ikjz
[ Erjx
Erjy
]
, (25)
where the tilde accents denote column vectors E˜ =
[Ex Ey]T, the superscripts ‘r’ and ‘t’ on Ex,y denote the
reflected and transmitted field components, and kj =√
jk0 is the wavevector in region j with dielectric con-
stant j , k0 = ω/c and c is the speed of light. The corre-
sponding magnetic field is given by Faraday’s law as
H˜j = √j
{
eikjz
[ −Etjy
Etjx
]
+ e−ikjz
[ Erjy
−Erjx
]}
, (26)
The electric and magnetic fields at the interface z = 0
satisfy the electrodynamic boundary conditions E˜ I = E˜ II
and −iτy(H˜II − H˜I) = (4pi/c)J˜ , where (τx, τy, τz) are
Pauli matrices and J˜ = [Jx Jy]T is the current density
of the topological surface states at z = 0.
We calculate the transmission and reflection coeffi-
cients due to incident light that is linearly polarized along
x, E˜ I = eik0z[E0 0]T. For a single interface, the scattered
field components in region I and region II correspond to
the reflected and transmitted fields respectively, and to
simplify the notation we shall drop the superscripts I
and II with no danger of confusion. The transmission
and reflection coefficents along the directions α = x, y
are defined as Tα = Etα/E0 and Rα = Erα/E0, which
are functions of E0 in the nonlinear regime. From the
electromagnetic boundary conditions we then obtain the
following set of coupled nonlinear equations for Tx and
Ty:
Tx = 1 + piαv
2
∑
k
1
αk
(27)
×
{
fk(T
2
yΛ
2)
∆
αk
Ty + ifk(T
2
xΛ
2)X2kTx
}
,
Ty = −piαv2
∑
k
1
αk
(28)
×
{
fk(T
2
xΛ
2)
∆
αk
Tx − ifk(T 2yΛ2)X2kTy
}
,
where α = e2/~c is the fine structure constant. The re-
flection coefficients are related to the transmission coeffi-
cients as Rx = Tx− 1 and Ry = Ty. In the linear regime,
these equations can be decoupled easily and reduce to
the familar relations [9] for the transmission coefficients
Tx =
1 + 2piσxx/c
(1 + 2piσxx/c)
2
+ (2piσyx/c)
2 , (29)
Ty = − 2piσyx/c
(1 + 2piσxx/c)
2
+ (2piσyx/c)
2 , (30)
where σxx and σyx are respectively the longitudinal and
Hall conductivities under RWA, given by Eqs. (20)-(21)
through σxx = Jx/E0 and σyx = Jy/E0. In the strong
field regime, Eqs. (27)-(28) must be solved simultane-
ously in order to obtain the transmission coefficients
Tx,y. The Faraday θF and Kerr θK angles are con-
nected in the usual way to the transmission and re-
flection coefficients as θF = [arg(T−)− arg(T+)] /2 and
θK = [arg(R−)− arg(R+)] /2, where ‘arg’ denotes taking
the complex argument, T± = Tx±iTy and R± = Rx±iRy
stand for the transmission and reflection coefficients for
the ± circularly polarized components of the transmitted
and reflected light, respectively.
Figs. 4-5 show the Faraday and Kerr angles calculated
from numerically solving Eqs. (27)-(28). The values ap-
proaching E0 = 0 correspond to the results from weak-
field regime where Tx,y are independent of the incident
field. One might naively expect that both angles increase
with the electric field. On the contrary, we find that
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FIG. 4: (Color online) Faraday angle θF (in units of α radians,
where α = 1/137 is the fine structure constant) versus electric
field E0 for different values of detuning ωd = 5 meV, 10 meV,
15 meV. The parameters ∆ and εc are the same as that in
Fig. 3.
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FIG. 5: (Color online) Kerr angle θK (in units of α radians)
versus electric field E0 for different values of detuning ωd =
5 meV, 10 meV, 15 meV.
θF decreases with the incident electric field whereas θK
exhibits an interesting non-monotonic trend, decreasing
first before going through an upturn. The leading-order
nonlinear corrections for both effects are second order, a
signature of optical Stark effect, going as θF,K ∼ A−BE20
where A,B are positive constants. We also note that
both θF and θK increases with decreasing detuning.
VI. EFFECTS OF RELAXATION
We now consider the regime when the frequency is close
to the surface band gap with the detuning smaller than
or on the same order of magnitude as the inverse lifetime
1/τ of the conduction electrons. To more fully charac-
terize lifetime effects, we introduce the phenomenological
longitudinal Γ and transverse Γ⊥ relaxation rates into
the Bloch equation employing a relaxation time approx-
imation. Γ relaxes the conduction band electrons to the
valence band due to momentum-independent processes
such as radiative recombination and optical phonon scat-
tering, whereas Γ⊥ accounts for the decoherence effects
on the polarization. Eq. (11) then becomes
i
∂SLk
∂t
=
1
2
[(
STk
)∗ BTk − STk (BTk )∗]− iΓ (SLk + 1) ,
(31)
i
∂STk
∂t
=
1
2
[
SLk
(BTk )∗ − (STk )∗ BLk ]− iΓ⊥STk . (32)
With damping, the spin density matrix no longer sat-
isfy the unitarity condition |Sk| = 1 since the number of
electrons in the system is not conserved. After the light
field has been turned on and the transients have sub-
sided, Sk approaches a steady-state value dependent on
its initial state and the damping parameters Γ,Γ⊥. The
steady-state solution is obtained in the rotating frame
by requiring, within RWA, that ∂SL,Tk /∂t = 0. We then
tranform the resulting expressions back into the station-
ary frame in order to obtain the currents from Eq. (15),
yielding
Sk = −gk(Λ)
{[
(2αk − ω)2 + Γ2⊥
]
αˆk (33)
+
[
(2αk − ω)Rβk + Γ⊥Rγk
]
βˆk
+
[
(2αk − ω)Rγk − Γ⊥Rβk
]
γˆk
}
,
where
gk(Λ) =
1
(2αk − ω)2 + Γ2⊥ + (Γ⊥/Γ) (ΛXk/2)2
. (34)
Eqs. (33)-(34) are valid in the steady-state regime for
nonzero Γ,Γ⊥. Using Eq. (15), we then find the longitu-
dinal and Hall current densities
Jx = ie
2E0v
2
2ω
∑
k
gk(Λ)
αk
X2k
(
ω2 + Γ2⊥ − 2αkω − i2Γ⊥αk
)
,
(35)
Jy = −e
2E0v
2∆
2ω
∑
k
gk(Λ)
α2k
(
ω2 + Γ2⊥ − 2αkω − i2Γ⊥αk
)
.
(36)
The presence of relaxation and dephasing introduces
dissipation in the current response. In Eqs. (35)-
(36), Im {Jx} and Re {Jy} correspond to reactive, non-
dissipative current components whereas Re {Jx} and
Im {Jy} correspond to dissipative components.
7A. Weak Fields
For Λ  δ . Γ,Γ⊥, we expand Jx,y in Eqs. (35)-(36)
to leading order in Λ/δ and obtain
Jx = − e
2E0
16piω
{(
ω + iΓ⊥ +
4∆2
ω + iΓ⊥
)
×
[
tan−1
(
ω − 2εc
Γ⊥
)
− tan−1
(
ω − 2∆
Γ⊥
)
+
i
2
ln
[
(ω − 2εc)2 + Γ2⊥
(ω − 2∆)2 + Γ2⊥
]]
+i2∆2
[
1
εc
− 1
∆
− 2
ω + iΓ⊥
ln
(εc
∆
)]}
, (37)
Jy = −e
2E0∆
4piω
{
ln
(εc
∆
)
− 1
2
ln
[
(ω − 2εc)2 + Γ2⊥
(ω − 2∆)2 + Γ2⊥
]
+i
[
tan−1
(
ω − 2εc
Γ⊥
)
− tan−1
(
ω − 2∆
Γ⊥
)]}
.
(38)
We note that the longitudinal relaxation rate Γ does
not come into the expressions Eqs. (37)-(38) for Jx,y.
In the weak-field regime, therefore, relaxation processes
such as radiative recombination and electron-optical
phonon scattering that relax conduction band electrons
back into the valence band do not contribute. This is be-
cause these processes only happen when there are real
transitions resulting in a finite electron population in
the conduction band. For subgap frequencies, a finite
electron population in the conduction band only occurs
through nonlinear correction ∼ E20 , and are absent in the
linear ∼ E0 regime.
Despite Γ,Γ⊥ > 0 in the regime considered in this sec-
tion, we note that the Γ⊥ → 0 limit of Eqs. (37)-(38)
recovers Eqs. (20)-(21) obtained in the coherent regime
where the effects of damping are ignored. This correspon-
dence however is restricted only to the linear regime, and
does not hold when nonlinear effects in the electric field
come in.
B. Strong Fields
For strong fields Λ δ,Γ,Γ⊥, we have
gk(Λ) ' 4Γ
Γ⊥Λ2
1
X2k
. (39)
Eqs. (35)-(36) can then be evaluated analytically yielding
Jx = iω
4piE0v2
Γ
Γ⊥
(εc −∆) (ω + iΓ⊥)
× (ω − iΓ⊥ − εc −∆) (40)
Jy = − ω
4piE0v2
Γ
Γ⊥
(εc −∆) (ω + iΓ⊥)
× (ω − iΓ⊥ − εc −∆) (41)
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FIG. 6: (Color online) Amplitudes of the reactive components
(denoted by the superscript ’rt’) Jrtx0 = Im {Jx} (dark/black)
and Jrty0 = Re {Jy} (grey/red) of the longitudinal and Hall
current densities, as a function of the electric field E0 for
Γ = Γ⊥ = 5 meV and different values of detuning ωd = 1 meV
and 10 meV. The values of the surface Dirac gap and Dirac
band cutoff energy are the same as in Fig. 3.
In contrast to the results we find in the coherent regime
where both the longitudinal and Hall currents saturate at
high E0 values, in our present case we find that Jx,y do
not saturate but instead decrease at high electric fields
as 1/E0. Fig. 6 shows the amplitudes of the reactive
components of the longitudinal and Hall current densities
calculated from Eqs. (35)-(36). Comparing the results
for ωd = 10 meV in the absence and presence of Γ,Γ⊥
(Fig. 3 and Fig. 6, respectively), we see that relaxation
and dephasing decrease the reactive components of the
longitudinal and Hall currents. In the regime considered
where δ . Γ,Γ⊥, the dissipative current components are
finite but still small, about an order of magnitude less
than that of the reactive components (Fig. 7).
C. Nonlinear Faraday and Kerr Effects
Including relaxation and dephasing rates, we find that
the coupled equations for Tx and Ty are modified as fol-
lows
Tx = 1− piαv
2
ω
∑
k
ω2 + Γ2⊥ − 2αkω − i2Γ⊥αk
αk
(42)
×
{
gk(T
2
yΛ
2)
∆
αk
Ty + igk(T
2
xΛ
2)X2kTx
}
,
Ty =
piαv2
ω
∑
k
ω2 + Γ2⊥ − 2αkω − i2Γ⊥αk
αk
(43)
×
{
gk(T
2
xΛ
2)
∆
αk
Tx − igk(T 2yΛ2)X2kTy
}
.
Figs. 8-9 show the calculated Faraday and Kerr ro-
tations from the numerical solutions of Eqs. (42)-(43).
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FIG. 7: (Color online) Amplitudes of the dissipative com-
ponents (denoted by the superscript ’dp’) Jdpx0 = Re
{J dpx }
(dark/black) and Jdpy0 = Im
{J dpy } (grey/red) of the longitu-
dinal and Hall current densities, as a function of the electric
field E0 for Γ = Γ⊥ = 5 meV and different values of detuning
ωd = 1 meV and 10 meV.
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FIG. 8: (Color online) Faraday angle θF (in units of α radi-
ans) versus electric field E0 for Γ = Γ⊥ = 5 meV and different
values of detuning ωd = 1 meV, 5 meV, 10 meV. The param-
eters ∆ and εc are the same as that in Fig. 3.
The decreasing trend of the Faraday angle and the non-
monotonic behavior of the Kerr angle with increasing
electric field remain similar to the coherent case. Al-
though the reactive components of Jx and Jy are re-
duced by relaxation (c.f. Fig. 3 and Fig. 6), we find that,
interestingly, the Faraday and Kerr effects are enhanced
in the presence of relaxation and dephasing compared to
the coherent case (Figs. 4-5). In particular, θK is en-
hanced by an order of magnitude and is more sensitive
than θF to increasing values of Γ and Γ⊥, as depicted in
Fig. 10. To a lesser extent, this behavior is also observed
when θK is varied as a function of detuning ωd.
To exhibit this curious enhancement and sensitivity
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FIG. 9: (Color online) Kerr angle θK (in units of α radians)
versus electric field E0 for Γ = Γ⊥ = 5 meV and different
values of detuning ωd = 1 meV, 5 meV, 10 meV.
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FIG. 10: (Color online) Faraday θF and Kerr θK angles (in
units of α radians) versus electric field E0 for detuning ωd =
5 meV and different values of Γ = Γ⊥ = 1, 5, 10 meV.
of θK over θF , we consider the weak-field regime when
nonlinear effects are absent and evaluate the Faraday
and Kerr angles up to leading order in α = e2/~c.
From Eqs. (29)-(30) we have Tx ' 1 − 2piσxx/c, Ty '
−2piσyx/c, and Rx ' −2piσxx/c, Ry ' −2piσyx/c, where
σxx, σyx are the longitudinal and Hall conductivities cor-
responding to Eqs. (37)-(38). For the transmitted light,
Re {T±} ≈ 1 + O(α1) and Im {T±} ≈ O(α1) imply
that θF ≈ tan−1
[O(α1)]. For the reflected light, how-
ever, we have both Re {R±} , Im {R±} ≈ O(α1) yielding
θK ≈ tan−1
[O(α0)]. The Kerr angle is therefore larger
than the Faraday angle by about an order of magnitude,
resulting in the larger enhancement and increased sensi-
tivity with changes in relaxation rate and detuning.
9VII. CONCLUSION
In summary, we have developed a theory for the
magneto-optical effects in topological insulators under in-
tense laser fields in the small detuning regime δ  ∆.
We calculated the nonlinear longitudinal and Hall cur-
rents in response to linearly polarized light and obtained
the Faraday and Kerr rotations as a function of the in-
cident electric field. Surprisingly, damping effects due to
relaxation and dephasing are found to enhance the result-
ing Faraday and Kerr rotations. In particular, the Kerr
effect exhibits a larger enhancement and higher sensitiv-
ity to changes in detuning and damping rate than the
Faraday effect. As limiting cases, we examined the cur-
rent responses in the weak field and strong field regimes.
In the weak field regime, the currents we obtained un-
der rotating-wave approximation account exactly for the
resonant contribution in linear response theory. In the
strong field regime, no such correspondence can be found.
The currents saturate for negligible damping but decrease
with electric field when damping is taken into account.
The leading-order nonlinear dependence of the Faraday
and Kerr rotations on the incident field implies that op-
tical Stark effect can be probed using magneto-optical
spectroscopy. Although we focused on the case of a topo-
logical insulator surface, our results also carry over di-
rectly to 2D Chern insulators, whose low-energy theory
is described similarly by the 2D Dirac model.
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IX. APPENDIX
A. Spin Representation
The expressions for the spin vectors defined in Sec. II
are
αˆk = sin θkkˆ + cos θkzˆ, (44)
βˆk = zˆ × kˆ,
γˆk = − cos θkkˆ + sin θkzˆ.
This gives the following longitudinal and transverse
spin vectors defined in Sec. III
αˆLk = sin θkkˆ + cos θkzˆ, (45)
αˆTk = zˆ × kˆ + i cos θkkˆ − i sin θkzˆ,
where kˆ = cosφkxˆ+sinφkyˆ is the unit momentum vector
with an azimuthal angle φk.
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