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Abstract—The lossless rate region for the coded side informa-
tion problem is “solved,” but its solution is expressed in terms of
an auxiliary random variable. As a result, ﬁnding the rate region
for any ﬁxed example requires an optimization over a family of
allowed auxiliary random variables. While intuitive constructions
are easy to come by and optimal solutions are known under some
special conditions, proving the optimal solution is surprisingly
difﬁcult even for examples as basic as a binary source with
binary side information. We derive the optimal auxiliary random
variables and corresponding achievable rate regions for a family
of problems where both the source and side information are
binary. Our solution involves ﬁrst tightening known bounds
on the alphabet size of the auxiliary random variable and
then optimizing the auxiliary random variable subject to this
constraint. The technique used to tighten the bound on the
alphabet size applies to a variety of problems beyond the one
studied here.
I. INTRODUCTION
Generalizing our understanding of the source coding prob-
lem from point-to-point communication systems to general
networks remains a central underlying goal of source coding
research. The problem of source coding with coded side
information, perhaps one of the most basic components of
network source coding systems, is an important stepping
stone in this endeavor. The problem was introduced and
solved by Ahlswede and K¨ orner in [1]. Their achievable rate















￿ allows the decoder to reconstruct
￿
with asymptotically negligible error probability. (See Fig. 1.)
While the characterization given by Ahlswede and K¨ orner
is tight, it does not tell the full story. The given solution relies
on an unknown auxiliary random variable. Thus numerically






￿ requires an additional optimization over all
admissible auxiliary random variables
￿.
Solution of the optimal auxiliary random variable is studied
in [2]. The central results of that work are answers to two











￿? What is the maximal rate
￿
￿ at which
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￿ is achievable? While the answers to these
questions allow us to precisely characterize the achievable rate









￿ and to bound the achievable rate region more
generally, it, too, fails to tell the full story. For example, when
￿ and
￿ are uniformly distributed binary random variables













￿ , and the results of [2] tell us very little
about the achievable rate region.
The remainder of this paper begins with background on the
coded side information problem. We then provide solutions
to a family of coded side information problems where both
source and side information are binary. As a ﬁrst step, we









￿. The technique used to improve this
bound also applies to a variety of other problems, including
those in [3], [4], [5], [6], [7]. We then derive the optimal
￿ and








￿ in these examples by
our ﬁrst result. In Section IV, we prove that if the conditional
distribution of
￿ given
￿ is a binary symmetric channel, then
￿ is optimal if and only if
￿ and
￿ are related through a
binary symmetric channel as well. (See Fig. 2.) In Section V,








￿-channel as well. (See Fig. 3.) The result can be





￿ using the concavity property derived in [8], and to fully





￿ pairs whose joint distributions
decompose into known irreducible components. (See [2].)
II. BACKGROUND
Consider the coded side information problem shown in
Fig. 1. Source
￿ and side information
￿ are jointly distributed

















￿ are drawn i.i.d. according to a ﬁxed joint
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￿[1]. To compute the lower

























￿. Unfortunately, this functional is neither
































Therefore, the optimization is surprisingly difﬁcult even in the
case where both
￿ and
￿ are binary random variables.
III. ALPHABET SIZE OF
￿
While the following result treats the coded side information
problem, the method used to prove it applies more widely.















￿ on the lower boundary of the achievable rate
region for the coded side-information problem.
Proof: The usual time-sharing argument implies that our
achievable rate region is convex. Thus any point can be





















































￿. Now ﬁx an alphabet
￿, and for each
￿
￿












We next show that no matter how large the original alphabet












is used for each
￿
￿




































































































































￿ are constants for each
￿, and the
minimization is a linear program. Since the optimal point for
any linear program can be achieved at a corner point, there






























































IV. BINARY SYMMETRICAL CASE
In this section, we consider the case where
￿ and
￿



































￿ are excluded). Theorem 2 is our













































































































￿, then the lower boundary of the



















































































































Fig. 2. The binary symmetric case.
To prove this theorem, let









































































































































Therefore, ﬁnding an optimal


































































































































We use the next theorem, which is proven in Appendix A, to
solve this optimization problem.
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optimization problem is the same with an appropriate change
of the formula of


















































































￿, which implies that the symmetrical solution is






















































































































































￿, then the lower


























































￿ achieves this bound























































Fig. 3. The binary Z-channel case.




￿ as before. (See

























































































































































































































































































































































































￿ is strictly increasing in
￿ (when
￿




















































































































































































































￿ , by Lemma 5









































































































































































































































































































































































































































































































































Therefore, for every optimal solution,
￿
￿























such that (3) holds, and then (4) holds by Theorem 5.
APPENDIX
A. Proof of Theorem 3






















































































































































































































































































































































































































































































































































A similar argument leads to (b).
￿
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￿ by (a) and Lemma 1(b).
￿


























































































































































































































































































































































































￿ is strictly increasing by

































































































































































































































































is positive and is strictly increasing in
￿.



































































































￿. Thus by Lemma
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