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Abstract—We derive conditions for the existence of fixed
points of neural networks, an important research objective
to understand their behavior in modern applications involving
autoencoders and loop unrolling techniques, among others. In
particular, we focus on networks with nonnegative inputs and
nonnegative network parameters, as often considered in the
literature. We show that such networks can be recognized as
monotonic and (weakly) scalable functions within the framework
of nonlinear Perron-Frobenius theory. This fact enables us to
derive conditions for the existence of a nonempty fixed point
set of the neural networks, and these conditions are weaker than
those obtained recently using arguments in convex analysis, which
are typically based on the assumption of nonexpansivity of the
activation functions. Furthermore, we prove that the shape of the
fixed point set of monotonic and weakly scalable neural networks
is often an interval, which degenerates to a point for the case of
scalable networks. The chief results of this paper are verified in
numerical simulations, where we consider an autoencoder-type
network that first compresses angular power spectra in massive
MIMO systems, and, second, reconstruct the input spectra from
the compressed signal.
Index Terms—Nonlinear Perron-Frobenius theory, monotonic
networks, (weakly) scalable networks, fixed point analysis.
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I. INTRODUCTION
Over the past years, deep learning has revolutionized the
field of machine learning and its applications. Deep neural
networks consists of multiple layers that are able to extract
patterns of the input signals for decision making without any
human intervention. This fact has profound consequences in
a wide array of classification, communications, recognition,
image and speech processing tasks, where deep neural net-
works set new standards of performance. Deep neural net-
works have also been recently introduced as efficient iterative
regularization methods in inverse problems, which opens a
vista of new applications, especially in medical imaging and
communications.
From a mathematical viewpoint, the commonly used deep
neural networks can be represented as compositions of many
simple processing units involving linear operators composed
with the so-called activation functions that introduce nonlin-
earities. The output of these units is combined using vector
sum, multiplication, pointwise multiplication, or convolution.
Recently, it has been discovered [1], [2] that virtually all
activation functions used in practice can be characterized as
averaged nonexpansive mappings in Hilbert spaces, which is
the key enabler for analyzing deep neural networks using
convex analysis and fixed point theory. We also remark that
the behavior of traditional recurrent neural networks such as
Hopfield networks have already been rigorously explained
by using arguments in fixed point theory, and, in particular,
projection methods in Hilbert spaces [3].
To be concrete, consider the following optimization prob-
lem, which covers many applications in diverse areas in
science and engineering:
minimizex∈Rkf1(x) + f2(x), (1)
where (Rk, 〈·, ·〉) is a real Hilbert space endowed with an
inner product 〈·, ·〉, (f1, f2) ∈ Γ0(Rk)×Γ0(Rk) are given cost
functions, and Γ0(Rk) is the space of lower-semicontinuous
functions mapping Rk to the extended real line (−∞,∞] :=
R ∪ {∞}. A common means of solving (1) is to generate
a sequence (xn)n∈N in Rk via a Mann-type iteration of the
form:
xn+1 = T1(T2(xn)), (2)
where x1 ∈ Rk is arbitrary, and T1 : Rk → Rk and
T2 : Rk → Rk are averaged nonexpansive mappings related to,
respectively, the functions f1 and f2. The mappings T1 and T2
are constructed so that the set Fix(T ) df.= {x ∈ H | T (x) = x}
of fixed points of the composition T : Rk → Rk : x 7→
(T1 ◦ T2)(x) are the solutions to (1). As shown in [4], many
existing algorithms such as the Douglas-Rachford splitting
method, the proximal gradient method, the projection onto
closed convex sets (POCS) method, and the projected gradient
method, to cite a few, are particular instances of the fixed
point iteration in (2) applied to an optimization problem of
the type in (1). If the application under consideration is an
inverse problem, ideally the solution to (1) should be related
to a maximum a posteriori (MAP) or maximum likelihood
problem, which typically requires the functions f1 and f2 (and
hence the mappings T1 and T2) to be known and related to
distribution of the estimand and other system parameters such
as noise [5]. However, these distributions are rarely known
in practice, so in recent years researchers have been devising
methods that first learn the mappings T1 or T2, or both, from
data, and, second, apply a fixed number of iterations of the
























[8], [9]. In this approach, the number of layers is directly
related to the number of fixed point iterations. As a result,
these deep neural network architectures are essentially approx-
imating a particular instance of the general Mann iteration,
but this connection to fixed point theory is rarely mentioned
explicitly. From a practical perspective, one important aspect
of establishing connections of this type is to understand the
behavior of this loop unrolling technique in deep networks, so
that efficient training schemes can be devised. For example, if
the layers of the neural network (each of them approximating
one iteration of a fixed point algorithm) can be shown to be
a contraction, then standard arguments based on the Banach
fixed point theorem show that there is only one fixed point,
which is obtained as the number of layers diverges to infinity.
In other words, such networks always give the same output
irrespective of their input, so, if this property is not desirable,
the techniques used for training should avoid coefficients
yielding contraction mappings.
We also note that the widely used artificial neural networks
known as autoencoders can be seen as self-mappings taking
the form T : Rk → Rk : x 7→ T1(T2(x)), where T1 : Rk → Rl
with k > l is a mapping (encoder) used to learn compact
representations of typical inputs, and T2 : Rl → Rk is a
mapping (decoder) used to reconstruct the input from the com-
pact representation obtained with T1. From this mathematical
perspective, the fixed points of an autoencoder T are exactly
the inputs that can be perfectly reconstructed.
In light of the above discussion, it is clear that studying
properties of the fixed point set of neural networks is cru-
cial for the development of general theory able to explain
their behavior in many applications. Toward this goal, we
restrict the attention to neural networks that have the objective
of estimating nonnegative vectors, and, in particular, neural
networks that constrain their weights to be nonnegative, as
often considered in the literature [10], [11], [12], [13], [14],
[15], [16], [17], [18]. We note these networks are known to
produce intermediate results that are interpretable [13], and
we clarify this property in a particular numerical experiment
later in Sect. IV.
Below we summarize the main contributions of the present
study:
1) We show that many neural networks fall exactly in
the settings of nonlinear Perron-Frobenius theory. This
result is a major departure from a recent line of research
[15], [1], [2] that has used convex analysis in Hilbert
spaces to study the behavior of neural networks.
2) In the proposed framework, nonexpansivity of operators
and convexity of cost functions are replaced by the no-
tions of monotonicity and weak scalability of operators,
two properties that have been widely exploited in the
context of wireless networks [19], [20], [21], [22], [23],
[24], [25], [26], [27], [28], economy studies [29], [30],
and biological systems [31], to cite a few fields. By
doing so, we are able to give conditions that guarantee
that a neural network has at least one fixed point. Our
conditions are weaker than those found in the literature
[1], [2], [32], which typically use arguments based on
nonexpansivity of activation functions in Hilbert spaces
and operator norms of weight operators.
3) We characterize the shape of the fixed point set of
monotonic and weakly scalable neural networks in the
interior of the nonnegative cone Rk+. An immediate
consequence of this result is an alternative and rigorous
proof that algorithms used for training autoenconders
such as those considered in [11], [12], [18], [13] cannot
in general decrease the nonnegative cost function used
in those references to zero if nonnegative and biases
weights are strictly enforced, irrespective of the width
and the depth of the autoencoder. In particular, our
results show that such autoencoders cannot reconstruct
perfectly their inputs, with the possible exception of
a single input and possible scalings, under very mild
assumptions.
II. NEURAL NETWORK MODEL
Let Ti : Rki−1 → Rki of the form Ti(xi−1)
df.
= σi(Wixi−1+
bi) be the ith layer of an n-layered feed forward neu-
ral network, with xi−1 ∈ Rki−1 , linear weight operator
Wi : Rki−1 → Rki , bias bi ∈ Rki , and σi : Rki → Rki




= Tn ◦ · · · ◦ T1, (3)
with the zeroth layer corresponding to the input to the network.
We assume below that k df.= k0 = kn, which enables us to con-
sider traditional recurrent neural networks and autoencoders
as particular cases.
As common in the literature, we assume that the activation
function σi of an arbitrary layer i is a function of the following
form:
σi : Rki → Rki : yi 7→
ki∑
j=1
(σij (yij ))eij , (4)
where yij ∈ R is the jth coefficient of the vector yi
df.
=
Wixi−1 + bi ∈ Rki , eij is the jth coefficient of the canonical




for each j ∈ {1, . . . , ki} and i = 1, 2, . . . , n.
For later reference, we note from (4) that the i-th layer of
a neural network T can be equivalently expressed as
Ti(xi−1) = σi(yi) =
(




where yi = Wixi−1 + bi.
Remark 1. The following two lists provide examples of
widely-used activation functions σ : R → R satisfying as-
sumptions (A1)-(A2). We divide them into two classes: func-
tions satisfying limξ→∞ σ′(ξ) = 0 and functions satisfying
limξ→∞ σ
′(ξ) = 1:
(L1) activation functions satisfying limξ→∞ σ′(ξ) = 0:
• (sigmoid) ξ 7→ 11+exp (−ξ)
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• (capped ReLU) ξ 7→ min{max{ξ, 0}, β}, β > 0
• (saturated linear) ξ 7→
 1, if ξ > 1;ξ, if − 1 ≤ ξ ≤ 1;−1, ξ < −1,
• (inverse square root unit) ξ 7→ ξ√
1+ξ2
• (arctangent) ξ 7→ (2/π) arctan ξ
• (hyperbolic tangent) ξ 7→ tanh ξ
• (inverse hyperbolic sine) ξ 7→ arcsinh ξ
• (Elliot) ξ 7→ ξ1+|ξ|
• (logarithmic) ξ 7→ sign(ξ)ln(1 + |ξ|)
(L2) activation functions satisfying limξ→∞ σ′(ξ) = 1:
• (ReLU) ξ 7→
{
ξ, if ξ > 0;
0, if ξ ≤ 0
• (inverse square root linear unit)
ξ 7→
{
ξ, if ξ ≥ 0;
ξ√
1+ξ2
, if ξ < 0.
We note that the above lists are by no means exhaustive.
Indeed, as discussed in the Introduction, the nonnegative
cone is of special interest in this paper, and most of the
commonly used activation functions reduce to one function
in the above two lists if restricted to R+, so we do not list
all variations here. For example, various versions of the ReLU
(e.g., parameterized, exponential), including the original ReLU
listed above, and also the inverse square root linear unit, reduce
to the identity function on R+.
Definition 1. We say that the activation function σi : Rki →
Rki of the i-th layer of a neural network T satisfies assump-
tions (A1)-(A2) if it constructed as in (4) and all of it con-
stituent activation functions σij : R → R satisfy assumptions
(A1)-(A2) for j = 1, 2 . . . , ki.
Assumption 1. We assume that all neural networks considered
in the following use activation functions satisfying assumptions
(A1)-(A2) at all layers.
III. FIXED POINTS OF MONOTONIC AND (WEAKLY)
SCALABLE NEURAL NETWORKS
A. Construction of monotonic and (weakly) scalable neural
networks
We now focus on neural networks T that restrict their
coefficients to the nonnegative cone Rk+, as often considered in
the literature [10], [11], [12], [13], [14], [15], [16], [17], [18].
Before proceeding with the main results in this section, we
introduce the following necessary notation. Let u, v ∈ Rk;
then, u ≤ v denotes the partial ordering induced by the
nonnegative cone, i.e., u ≤ v ⇔ v − u ∈ Rk+. Similarly,
u < v means that v−u ∈ Rk+ and u 6= v, while u v means
that v − u ∈ int(Rk+), where int(Rk+) denotes the interior of
the nonnegative cone Rk+.






in the following sense:
Definition 2. A function f : Rs+ → R
p
+ is said to be
1) monotonic if
(∀x, x̃ ∈ Rs+) x ≤ x̃ =⇒ f(x) ≤ f(x̃); and (6)
2) weakly scalable if
(∀x ∈ Rs+)(∀ρ ≥ 1)f(ρx) ≤ ρf(x); and (7)
3) scalable if
(∀x ∈ Rs+)(∀ρ > 1)f(ρx) ρf(x). (8)
Below, we provide conditions for a neural network T to
satisfy assumptions (A3)-(A4) or even (A3)-(A5). To this end,
we introduce first the following more restrictive notions of
monotonicity.
Definition 3. A function f : Rs+ → R
p
+ is said to be
1) strictly monotonic if
(∀x, x̃ ∈ Rs+) x < x̃ =⇒ f(x) < f(x̃), and
x x̃ =⇒ f(x) f(x̃); (9)
2) strongly monotonic if
(∀x, x̃ ∈ Rs+) x < x̃ =⇒ f(x) f(x̃). (10)
Fact 1. Using Assumption 1, we note the following facts
concerning activation functions σi : Rki → Rki of a neural
network T for i = 1, 2, . . . , n:
• all activation functions considered in this study satisfy
assumption (A3);
• σi is strictly monotone if it is composed of activation
functions from lists (L1)-(L2), except for capped ReLU
and saturated linear activation functions;
• σi satisfies assumption (A4) if it is composed of activation
functions from lists (L1)-(L2), because they are concave
on the nonnegative cone Rki+ , which is a sufficient con-
dition for both (A3)-(A4);1
• if any of the constituent activation functions σij : R+ →
R+ is such that σij (0) = 0, then σi does not satisfy con-
dition (A5), see (8). Thus, limiting the choice to activation
functions from lists (L1)-(L2), by [23, Proposition 1],
σi satisfies condition (A5) if it is composed only of the
sigmoid activation functions ξ 7→ 11+exp (−ξ) .
Having established properties of activation functions, we
provide now the following general lemma introducing building
blocks to construct functions satisfying (A3)-(A4) or even
(A3)-(A5).
Lemma 1. We note the following useful facts, extending in
particular [29, Proposition 2.3] to functions which are not
necessarily self-mappings.
1) Let f1 : Rs+ → R
p
+ and f2 : Rs+ → R
p
+, and let α, β ≥ 0.
Consider the following functions:
x 7→ (αf1 + βf2)(x), (11)
x 7→ max{f1, f2}(x), (12)
x 7→ min{f1, f2}(x). (13)
1This standard result can be easily proven, for example, by replacing strict
inequalities with weak inequalities in the proof of [23, Proposition 1].
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We have:
• If f1, f2 are monotonic, then so are the functions
in (11)-(13).
• If f1, f2 are weakly scalable, then so are the func-
tions in (11)-(13).
• If f1 is weakly scalable and f2 is scalable, α ≥ 0
and β > 0, then the function in (11) is scalable.
• if f1, f2 are scalable, then so are the functions in
(12)-(13).
2) Let g : Rp+ → Rr+ and consider the following function:
x 7→ (g ◦ f1)(x). (14)
• If f1, g are monotonic, then so is the function
in (14).
• If f1, g are strictly monotonic, then so is the function
in (14).
• If f1, g are strongly monotonic, then so is the
function in (14).
• If f1, g are weakly scalable and g is monotonic, then
the function in (14) is weakly scalable.
• If f1 is weakly scalable and g is scalable and
monotonic, then the function in (14) is scalable.
• If f1 is scalable and g is weakly scalable and strictly
monotonic, then the function in (14) is scalable.
Proof. See Appendix A.
The above Lemma 1 allows us in particular to construct
monotonic and (weakly) scalable layers and networks.
Lemma 2. Given an arbitrary layer Ti in (5):
1) if the affine function yi = Wixi−1 + bi has nonnegative
weights Wi and biases bi, then it satisfies (A3)-(A4),
2) if the affine function yi = Wixi−1 + bi has nonnegative
weights Wi and positive biases bi, then it satisfies (A3)-
(A5),
3) if the affine function yi = Wixi−1 + bi satisfies (A3)-
(A4), and the activation function σi is also such, then
the layer Ti satisfies (A3)-(A4),
4) if the affine function yi = Wixi−1 + bi satisfies (A3)-
(A4), and the activation function σi satisfies (A3)-(A5),
then the layer Ti satisfies (A3)-(A5),
5) if the affine function yi = Wixi−1 + bi satisfies (A3)-
(A5), and the activation function σi is strictly monotonic
and satisfies (A4), then the layer Ti satisfies (A3)-(A5).
Proof. For the proof of 1) and 2), put f1(x) = Wx and g(x) =
x+ b in Lemma 1 and note that such an f1 is monotonic and
weakly scalable if W is nonnegative, whereas such a g is
strictly monotonic and weakly scalable for b ≥ 0 and strictly
monotonic and scalable for b 0. Similarly, for the proof of
3)-5), put y = f1(x) = Wx + b and g(y) = σ(y) and use
Lemma 1.
We note that constraining the neural network coefficients to
be nonnegative has found frequent use in the literature [10],
[11], [12], [13], [14], [15], [16], [17], [18]. The above facts
accommodate this approach in the framework of monotonic
and (weakly) scalable networks.
Corollary 1. Given a neural network T in (3):
1) if all layers Ti for i = 1, 2, . . . , n satisfy (A3)-(A4), then
T satisfies (A3)-(A4),
2) if Ti0 satisfies (A3)-(A5) for some 1 ≤ i0 ≤ n, Ti
satisfy (A3)-(A4) for i = 1, . . . , i0−1, and Ti are strictly
monotone and satisfy (A4) for i = i0 + 1, . . . , n, then T
satisfies (A3)-(A5).
Below we provide examples of commonly used neural net-
works that can be analyzed within the framework introduced
above.
Example 1. Consider a neural network T : Rk → Rk with
activation functions composed of those from lists (L1)-(L2)
and with nonnegative weights and biases. Then, from Fact 1,
Lemma 2 and Corollary 1, we have:
• T satisfies conditions (A3)-(A4),
• if in addition, the i0-th layer has a bias vector bi0 such
that bi0  0, and none of the layers i0, . . . , n uses the
capped ReLU nor saturated linear activation functions,
then T satisfies properties (A3)-(A5),
• similarly, if in addition, the i0-th layer uses only sigmoid
activation functions, and none of the layers i0 + 1, . . . , n
use the capped ReLU nor saturated linear activation
functions, then T satisfies properties (A3)-(A5).
We close this section with an observation that the neural
network model with separable activation functions (4) allows
for even milder sufficient conditions of scalability, because it
preserves scalability across its layers in the following sense,
even in the absence of the corresponding positive bias.
Corollary 2. Consider the i-th layer Ti(xi−1) given in (5) of
a neural network T , where i ∈ {2, . . . , n}. Its j-th coefficient
can be expressed as
σij (yij ) = σij ([Wi]jσi−1(yi−1) + bij ), j ∈ {1, 2, . . . , ki},
(15)
where [Wi]j ∈ R1×ki−1 is the j-th row of Wi and
σi−1(yi−1) = Ti−1(xi−2) = xi−1. Assume that σij in (15) is a
weakly scalable and strictly monotonic activation function and
that σi−1 is composed of weakly scalable activation functions.
Then, if there exists l ∈ {1, 2, . . . , ki−1} such that σi−1l is
scalable and [Wi]jl > 0, where [Wi]jl is the l-th coefficient
of [Wi]j , then σij is scalable.
Proof. By assumption, σi−1l is scalable and [Wi]jl > 0.
Thus, from Lemma 1, point 1) therein, we obtain that
[Wi]jσi−1(yi−1) is scalable. Since the (scalar) affine func-
tion x 7→ x + b for b ≥ 0 is strictly monotonic and
weakly scalable, from Lemma 1, point 2), we obtain that
also [Wi]jσi−1(yi−1) + bij is scalable. Similarly, since by
assumption, σij is weakly scalable and strictly monotonic, we
conclude that also σij ([Wi]jσi−1(yi−1) + bij ) is scalable.
B. Conditions for the existence of a nonempty fixed point set
We proceed now to study the sets of fixed points of
monotonic and (weakly) scalable neural networks, which, as
mentioned in the Introduction and the references therein, is
crucial to understand their behavior. To this end, we will
use the concept of a (nonlinear) spectral radius of a neural
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network T satisfying assumptions (A3)-(A4). We emphasize
that the below analysis covers also the case of neural networks
satisfying assumptions (A3)-(A5), as scalability (A5) implies
weak-scalability (A4).
1) Nonlinear spectral radius of neural networks: We in-
troduce first the concept of asymptotic functions, defined as
follows:
Definition 4. Let T : Rk+ → Rk+ be a neural network satisfy-
ing assumptions (A3)-(A4). The asymptotic function associated
with T is the function defined by





We note that the above limit always exists [25].
Next, we prove that, with the assumptions considered in this
study, the asymptotic function T∞ associated with a neural net-
work T is linear, even if the activation functions are possibly
nonlinear. This property is very special because asymptotic
functions are nonlinear in general [25], and linearity is a
property that can be exploited to simplify the analysis of the
set of fixed points of neural networks.
Proposition 1. Let T : Rk+ → Rk+ be a neural network sat-
isfying assumptions (A3)-(A4). If all layers use the activation
functions in list (L2) in Remark 1, then the asymptotic function
of T is given by T∞(x) =
∏1
i=nWix. On the other hand, if
at least one layer of T uses only activation functions from













Applying L’Hôpital’s rule to the coordinate functions (σ1j :
R → R)j∈{1,...,k1} from list (L2), with the scalar p as their
arguments with x fixed, we deduce
T1∞(x) = lim
p→∞
σ′1(W1px+ b1)W1x = W1x.




















Then, applying L’Hôpital’s rule to the coordinate functions
















Proceeding as above for the remaining layers, we obtain
T∞(x) =
∏1
i=nWix, which concludes the proof of the first
part of the proposition. Now, if σi0 is composed only of




(p) = 0. In such a case, we obtain T∞(x) = 0, as
can be deduced from the special case n = 2 in (17).
The asymptotic mapping associated with a neural network
T satisfying assumptions (A3)-(A4) can be used to define the
(nonlinear) spectral radius of T as follows:
Definition 5. The (nonlinear) spectral radius of a neural
network T satisfying assumptions (A3)-(A4) is given by the
largest eigenvalue of the corresponding (linear) asymptotic
mapping [29], [24], [25]:
ρ(T∞) =
max{λ ∈ R+ : ∃ x ∈ Rk+\{0} s.t. T∞(x) = λx} ∈ R+.
Then, from Proposition 1 we obtain the following corollary.
Corollary 3. The spectral radius of a neural network T
satisfying assumptions (A3)-(A4) is given by
ρ(T∞) = max{λ ∈ R+ :
1∏
i=n
Wix = λx}, (18)
if all layers i = 1, 2, . . . , n use activation functions from list
(L2) in Remark 1. On the other hand, if at least one layer of
T uses only activation functions from list (L1) in Remark 1,
then ρ(T∞) = 0.
2) Existence of fixed points: The above Corollary 3, com-
bined with results of [24], [25], can be used to obtain condi-
tions for T to have a nonempty fixed point set as follows.
Corollary 4. If T satisfies conditions (A3)-(A4) and ρ(T∞) <
1, then from [24, Proposition 1] one has Fix(T ) 6= ∅.
Corollary 5. If T satisfies conditions (A3)-(A5), then from
[25, Proposition 4] one has that T has a fixed point if and
only if ρ(T∞) < 1. Furthermore, the fixed point is unique and
positive [25, Fact 1(ii)].
Below, we compare the above conditions to the one based
on the assumption of nonexpansivity of activation functions.
To this end, we note first the following well-known fact.
Fact 2. We note the following property of the spectral radius
of a matrix Rk×k 3W df.=
∏1
i=nWi:
ρ(W ) = inf{‖W‖ : ‖ · ‖ - operator norm of W}.
Therefore, if all layers i = 1, 2, . . . , n use activation functions
from list (L2) in Remark 1, we have




where the matrix norm is an arbitrary operator norm. The
second inequality follows from submultiplicavity property of
operator norms.
Remark 2. From Proposition 1 and Corollary 4 we con-
clude in particular that if at least one layer of T satisfying
assumptions (A3)-(A4) uses only activation functions from
list (L1) in Remark 1, then T has a nonempty fixed point
set for arbitrary (finite) nonnegative weights. Moreover, from
Fact 2 we obtain that even if all layers i = 1, 2, . . . , n use
exclusively activation functions from list (L2) in Remark 1, the
conditions for existence of a nonempty fixed point set stated in
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Corollaries 4 and 5 remain weaker than those obtained using
arguments in convex analysis [1], [32] (see also the bounds
on the Lipschitz constant of a neural network with nonnegative
weights in [2, Section 4.3]).
For the subsequent results, we will exploit the notion
of strong primitivity of a neural network T. We also state
the definition of (regular) primitivity, which will be used in
Section III-C2.
Definition 6. We say that T : Rk+ → Rk+ is primitive if
∀ x\{0} ∈ Rk+ ∃ m ∈ N s.t. Tm(x)  0. Similarly, we say
that T : Rk+ → Rk+ is strongly primitive if ∀ x ∈ Rk+ ∃ m ∈
N s.t. Tm(x) 0.
Remark 3. If T satisfies conditions (A3)-(A4) and ρ(T∞) > 1,
then T has no fixed points in int(Rk+), the interior of the Rk+
cone [24, Proposition 2]. On the other hand, if T satisfies
conditions (A3)-(A4), ρ(T∞) < 1 and T is strongly primitive,
then the fixed point set of T is nonempty and is contained in
the interior of the Rk+ cone; i.e., ∅ 6= Fix(T ) ⊂ int(Rk+) [24,
Corollary 1]. Furthermore, the least element of Fix(T ) is the
limit of the sequence (xn)n∈N generated via xn+1 = T (xn)
with x1 = 0 [24, Proposition 3].
As a simple means of verifying strong primitivity of a neural
network, we can use the next result, which also shows that,
in some cases where the conditions in Corollary 5 are not
directly satisfied, the spectral radius of the neural network also
provides us with a necessary and sufficient condition for the
existence of a unique fixed point.
Proposition 2. Suppose that a neural network T : Rk+ → Rk+
satisfies conditions (A3)-(A4). In addition, assume that there
exists m ∈ N such that Tm(0) 0. Then each of the following
holds:
1) T is strongly primitive.
2) If ρ(T∞) < 1, then ∅ 6= Fix(T ) ⊂ int(Rk+). In contrast,
if ρ(T∞) > 1, then Fix(T ) = ∅.
3) If H : Rk+ → Rk+ : x 7→ Tm(x) also satisfies condition
(A5), then T has a fixed point if and only if ρ(T∞) < 1.
Furthermore, the set of fixed points of T is a singleton.
4) If H in 3) satisfies condition (A5) and ρ(T∞) < 1, then
the sequence (xn)n∈N generated via xn+1 = T (xn),
with x1 ∈ Rk+ arbitrarily chosen, converges to the
unique fixed point of T .
Proof. 1) Using the assumptions of the proposition, we have
∀n ≥ m ∀x ∈ Rk+ Tn(x) ≥ Tn(0)  0, and the desired
result follows.
2) The first statement is immediate from Corollary 4 and
primitivity of T . Now, for the sake of contradiction, assume
that ρ(T∞) > 1 and the network has a fixed point denoted
by x ∈ Fix(T ). Part 1) of the proposition shows that x =
Tm(x) 0, which contradicts the first statement in Remark 3.
3) We first verify that ρ(H∞) = (ρ(T∞))m, so ρ(T∞) <
1 ⇔ ρ(H∞) < 1. Since Fix(H) = Fix(T ), we obtain the
desired result by considering the extended neural network H
in the statement in Corollary 5.
4) Use the fact that limn→∞ Tn(x1) =
limn→∞(T
m)n(x1) = limn→∞H
n(x1) and apply, for
example, [25, Fact 1(iv)].
One of the practical implications of Proposition 2 is that we
can often obtain a simple numerical certificate of uniqueness
of the fixed point of a neural network by simply computing
Tm(0) for some sufficiently large m, as formally described
below.
Corollary 6. Assume that a neural network T : Rk+ → Rk+
uses only activation functions that are concave in the nonneg-
ative orthant. Further assume that all weights and biases are
nonnegative. If there exists m ∈ N such that Tm(0) 0, then
the extended neural network H : Rk+ → Rk+ : x 7→ Tm(x)
satisfy conditions (A3)-(A5), T has a fixed point if and only
if ρ(T∞) < 1, and the fixed point is positive and unique if it
exits.
Proof. Since weights and biases are nonnegative by assump-
tion, we can use standard arguments in convex analysis [33,
p. 86] to show that the mapping H : Rk+ → Rk+ : x 7→ Tm(x)
is concave. Furthermore, H is necessarily a positive mapping
because, by monotonicity of T , ∀x ∈ Rk H(x) = Tm(x) ≥
Tm(0)  0. Concavity and positivity of H in the nonnega-
tive orthant implies conditions (A3)-(A5) [23, Proposition 1],
and the remaining statements of the Corollary follow from
Proposition 2, points 2) and 3).
Next, we proceed to study the existence and shape of the
fixed point set of neural networks that do not necessarily
fall into the settings of the previous corollary, e.g., if not all
activation functions of a neural network T are concave in the
nonnegative orthant.
C. Fixed point sets of monotonic and (weakly) scalable neural
networks in the interior of the Rk+ cone
The results of this section are based on results of nonlin-
ear Perron-Frobenius theory needed to obtain the shape of
fixed point sets of monotonic and weakly scalable functions
f : Rk+ → Rk+ in the interior of the Rk+ cone. Below, we first
introduce the necessary definitions and facts from nonlinear
Perron-Frobenius theory, and, afterwards, we specialize them
to the case of monotonic and weakly scalable neural networks.
1) Nonlinear Perron-Frobenius Theory: We begin with the
following definition.
Definition 7. [34, Definition 6.5.2] Let f : int(Rk+) →
int(Rk+). We say that f is lower-primitive at x ∈ int(Rk+)
if there exists an open neighbourhood U ⊆ int(Rk+) of x
such that for each y ∈ U with y < x there exists an
integer ky ≥ 1 with fky (y)  fky (x). Likewise, we say
that f is upper-primitive at x ∈ int(Rk+) if there exists an
open neighbourhood U ⊆ int(Rk+) of x such that for each
y ∈ U with x < y there exists an integer ky ≥ 1 with
fky (x) fky (y).
The following proposition extends [24, Proposition 3] to
the case x ∈ int(Rk+) under conditions of lower- and upper-
primitivity of T. It is a corollary from [34, Theorem 6.5.6].
For clarity, we give below a slightly altered and expanded
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version of the original proof of [34, Theorem 6.5.6], which
corresponds to the desired assertion.
Proposition 3. Let f : int(Rk+) → int(Rk+) be a function
satisfying assumptions (A3)-(A4) with Fix(f) 6= ∅. Let f sat-
isfy conditions of lower- and upper-primitivity at u ∈ Fix(f)
and let x ∈ int(Rk+). Then, there exists λx > 0 such that
fk(x)→ λxu ∈ Fix(f). Moreover, denote
s0
df.




= sup{λ > 0 : λu ∈ Fix(f)}.
Then,
if s0 > 0 and t0 <∞ : Fix(f) = {λu : s0 ≤ λ ≤ t0},
if s0 = 0 and t0 <∞ : Fix(f) = {λu : 0 < λ ≤ t0},
if s0 > 0 and t0 =∞ : Fix(f) = {λu : s0 ≤ λ},
if s0 = 0 and t0 =∞ : Fix(f) = {λu : 0 < λ}.
(20)
Proof. Let u ∈ Fix(f) and let x ∈ int(Rk+). As f is mono-
tonic and weakly scalable on int(Rk+), by [34, Lemma 2.1.7]
it is nonexpansive w.r.t. Thompson’s metric dT on int(Rk+),
which equips us with a complete metric space (dT , int(Rk+))
[34, Proposition 2.5.2].
Denote the orbit of f at x by O(x; f) df.= {fk(x) : k =
0, 1, 2, . . . }. Then, the orbit O(u; f) = {u} is in particular
bounded, thus O(x; f) is also bounded in (dT , int(Rk+)).
Since (dT , int(Rk+)) is complete, O(x; f) is totally bounded,
and hence, precompact. Then, from [34, Lemma 3.1.2], one
has that f(ω(x; f)) = ω(x; f), where ω(x; f) = {y ∈
int(Rk+) : fki(x) → y for some (ki)i with ki → ∞}, and
consequently, fm(ω(x; f)) = ω(x; f) for any m ∈ N.
Furthermore, by our assumptions on f , we can apply [34,
Lemma 6.5.4] to f and conclude that there are two cases:
either there exists 0 < αx ≤ 1 such that m(y/u) = αx for all
y ∈ ω(x; f), or there exists βx ≥ 1 such that M(y/u) = βx
for all y ∈ ω(x; f), where m(y/u) = supγ>0{γu ≤ y} and
M(y/u) = infγ>0{y ≤ γu}.
We will show now that, in the first case, ω(x; f) = {αxu}.
For the sake of contradiction suppose that there exists z ∈
ω(x; f) with z 6= αxu. Since αxu is the only vector such that
m(αxu/u) = sup
γ>0
{γu ≤ αxu} = max
γ>0
{γu ≤ αxu} = αx,
i.e., for which the supremum is achieved, it must therefore be
that αxu < z. Then, since f is upper-primitive at u, there
exists m ∈ N such that
αxu = αxf
m(u) αxfm(α−1x z) ≤ fm(z),
where the second inequality follows from weak scalabil-
ity of f. Consequently, αxu  fm(z). It follows that
m(fm(z)/u) = supγ>0{γu ≤ fm(z)} > αx, which is impos-
sible, as fm(z) ∈ ω(x; f). In a similar way, it can be shown
that, in the second case, ω(x; f) = {βxu}. Thus, we have
proved that there exists λx > 0 such that ω(x; f) = {λxu}.
Consequently, since f(ω(x; f)) = ω(x; f), we have
f(λxu) = λxu, thus λxu ∈ Fix(f). We also note that if
v ∈ Fix(f) is such that v 6= u, we obtain that ω(v; f) = {v},
hence it must be either v = αvu or v = βvu, where
0 < αv ≤ 1 and 1 ≤ βv.
Furthermore, as αxu ≤ u ≤ βxu for each x ∈ int(Rk+),
from [34, Lemma 6.5.5] we obtain that Fix(f) is in this case
one of the intervals in (20). Moreover, by setting p = 1 in [34,
Lemma 3.1.3], one has that
lim
k→∞
fk(x) = λxu ∈ Fix(f).
The conditions of lower- and upper-primitivity are impor-
tant, as the following examples demonstrate.
Example 2. Let f : int(R2) → int(R2) be defined as
f(x, y) = (x,min{2, y}). Then f is weakly scalable and
monotonic and also subadditive, see [29, Example 2.4]. It is
easy to check that Fix(f) = int(R)× (0, 2]. However, neither
of the conditions of lower- and upper-primitivity are satisfied
by f on Fix(f), as the following analysis shows.
Let u = (u1, u2) ∈ int(R2) ∈ Fix(f) and let x =
(2u1, u2) ∈ int(Rk+). Then u < x, as x 6= u and x − u =
(u1, 0) ∈ R2+. However, for any kx ≥ 1, one has that
fkx(u) = u 6 fkx(x) = x, as x − u = (u1, 0) /∈ int(R2).
Similarly, if x = (u1/2, u2) ∈ int(R2), then x < u, as u 6= x
and u−x = (u1/2, 0) ∈ R2+, but for any kx ≥ 1, one has that
fkx(x) = x 6 fkx(u) = u, as u− x = (u1/2, 0) /∈ int(R2).
Example 3. Let f : int(R2) → int(R2) be the Gauss
arithmetic-geometric mean given by f(x, y) = (x+y2 ,
√
xy).
Then f is a weakly scalable and monotonic function and
for each (x, y) ∈ int(R2) there exists λ > 0 such that
limk→∞ f
k(x, y) = (λ, λ) [34, Section 1.4]. Indeed, it is
clear that Fix(f) = {(x, y) ∈ int(R2) : x = y}, and from
the properties of arithmetic and geometric means it is simple
to verify that f is both lower- and upper-primitive at each
u ∈ Fix(f).
Hence, let u = (λ, λ) for some λ > 0, and let x ∈ int(R2).
Then, from Proposition 3 we conclude that there exists λx > 0
such that limk→∞ fk(x) = (λxλ, λxλ). It is also seen that in
this case Fix(f) = {(γ, γ), γ > 0}, see (20).
Remark 4. We note that it is clear from Proposition 3 that if
f is both lower- and upper-primitive at any u ∈ Fix(f), then
it satisfies these conditions on the whole Fix(f).
Remark 5. We note that each monotonic and weakly scalable
function f has a continuous extension fext : Rk+ → Rk+ which
is also weakly scalable and monotonic [35, Theorem 3.10].
This justifies calling f itself a monotonic and weakly scalable
function.
2) Application to neural networks: We begin this section
with the following observation.
Remark 6. As can be observed from Corollaries 5 and 6
and Proposition 2, in practice, it is quite natural to expect
that a neural network T using only activation functions that
are concave in the nonnegative orthant is going to satisfy
conditions (A3)-(A5), and therefore, has a unique fixed point if
and only if ρ(T∞) < 1. Furthermore, from Proposition 3 (see
also Corollary 4), we observe that Fix(T ) remains simple if
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only conditions (A3)-(A4) are satisfied by T and its activation
functions are not necessarily all concave, because Fix(T ) is in
this case an interval (which degenerates to a point if T satisfies
also (A5)). This result is obtained in Proposition 3 under the
assumption that T grows “fast enough” at its fixed points,
i.e., it satisfies the conditions of lower- and upper-primitivity
on ∅ 6= Fix(T ) ⊂ int(Rk+).
At this stage, it is clear that it is important to provide an
easily verifiable criterion of lower- and upper-primitivity as-
sumed to hold at u ∈ Fix(T ). Fortunately, for monotonic and
(weakly) scalable functions, such as the networks considered
in this paper, the following sufficient condition exists.
Lemma 3. Let T satisfy conditions (A3)-(A4) and let T be
differentiable at u ∈ int(Rk+). Then T is both lower- and
upper-primitive at u if the Jacobian matrix of T evaluated at
u is primitive.
Proof. Since T is differentiable at u ∈ int(Rk+), it is Fréchet
differentiable with DTu(v) = JT (u)v for v ∈ Rk, where
DTu : Rk → Rk is the Fréchet derivative of T at u and JT (u)
is the Jacobian matrix of T evaluated at u. Then, the assertion
of the lemma follows from [34, Lemma 6.5.7] specialized to
a Fréchet-differentiable function at u.
Remark 7. We note that the Jacobian JT (x) of T evaluated
at any x ∈ Rk is nonnegative due to monotonicity of T.
Moreover, JT (u) is primitive in the sense of Definition 6 if
and only if ∃ m ∈ N s.t. JmT (u) is positive, i.e., all of its
entries are strictly positive.
Furthermore, we note that the conditions of lower- and
upper-primitivity are also implied by the strong monotonicity
of T on Fix(T ), see Definition 3. Using this fact, we note the
following proposition, which shows that ResNet-type networks
are strongly monotonic on the whole int(Rk+).
Proposition 4. Let T be of a ResNet-type: Wi = εiIn + Vi,
where εi > 0 and Vi are nonnegative and such that there
exists i0 ∈ {1, 2, . . . , n} with Vi0 positive. Furthermore, let σi
be strictly monotonic on R+ for i = 1, 2, . . . , n. Then T (x) ∈
int(Rk+) for all 0 6= x ∈ Rk+, and T is strongly monotonic on
int(Rk+).
Proof. Let x, x̃ ∈ Rk+ be such that x < x̃. Then
W1x = ε1x+ V1x < ε1x̃+ V1x̃ = W1x̃,
thus also W1x+ b1 < W1x̃+ b1 and consequently
T1(x) = σ1(W1x+ b1) < σ1(W1x̃+ b1) = T1(x̃).
Repeating the above reasoning for i = 2, . . . , i0−1, we obtain
xi0
df.
= Ti0−1 ◦ · · · ◦ T1(x) < Ti0−1 ◦ · · · ◦ T1(x̃)
df.
= x̃i0 .
Furthermore, since Vi0 is positive and xi0 < x̃i0 , one has
Vi0(x̃i0 −xi0) 0, thus Vi0xi0  Vi0 x̃i0 , and in such a case
Wi0xi0 = εi0xi0 + Vi0xi0  εi0 x̃i0 + Vi0 x̃i0 = Wi0 x̃i0 .
Then also Wi0xi0 + bi0 Wi0 x̃i0 + bi0 and consequently
Ti0(xi0) = σi0(Wi0xi0+bi0) σi0(Wi0 x̃i0+bi0) = Ti0(x̃i0).
Since Ti0 ◦ · · · ◦ T1(x) = Ti0(xi0)  Ti0(x̃i0) = Ti0 ◦ · · · ◦
T1(x̃), from the above analysis it is clear that Ti◦· · ·◦T1(x)
Ti ◦ · · · ◦T1(x̃) for i ≥ i0. In particular, T (x) T (x̃), thus T
is strongly monotonic at x̃. Furthermore, from the particular
case of x = 0 and x̃ > 0, it is clear that T (x̃) ∈ int(Rk+).
The shape of the fixed point set of a ResNet-type network
T can now be characterized using Proposition 3 as follows.
Corollary 7. Let T be given as in Proposition 4. Then, we
observe from Example 1 that T also satisfies (A4). Denote
by Tint the truncation of T to int(Rk+). Clearly, Tint is also
strongly monotonic and satisfies (A4). Thus, if
∅ 6= Fix(T ) ⊂ int(Rk+), (21)
then, from Proposition 3, Fix(T ) = Fix(Tint) is given by
(20) in Proposition 3. The condition (21) can be obtained
if ρ(T∞) < 1 and T is strongly primitive, see Remark 3.
Furthermore, as can be observed from Proposition 2, a suffi-
cient condition for strong primitivity of T is to confirm that
Tm(0) 0 for some m ∈ N.
IV. SIMULATIONS
In the numerical experiments, we consider an autoenconder
that is a feed-forward neural network with input and output
layers of dimension 180 and three hidden layers with 200, 40,
and 200 neurons. All coefficients of the weight matrices are
initialized by sampling a random variable with uniform distri-
bution over the interval [0, 1], and the biases are initialized to
zero. The output layer uses the ReLU activation function, and
all other layers use the hyperbolic tangent nonlinearity as their
activation functions. We note that the input layer together with
the next two hidden layers can be seen as the compressor, and
the part of the network from the layer with 40 neurons to the
output layer can be seen as the decompressor.
The autoencoder has the objective of compressing signals
similar to those used to simulate angular power spectra in
massive MIMO systems [36]. In more detail, we assume that
the input to the autoencoder are 180 uniformly spaced samples
of mixtures of Gaussians generated via




where Ω := (−π/2, π/2) is the domain of the function (e.g.,
the angles from which an antenna array receive signals), L ∈ N
is the number of Gaussians in the mixture, (α1, . . . , αL) ∈ Rn+
are weights satisfying
∑L
k=1 αk = 1, and







are Gaussian functions with means (θ̄k)k∈{1,...,L} and stan-
dard deviations (σk)k∈{1,...,L}. For each function generated
in the simulation, the number L of Gaussians, the means
(θ̄k)k∈{1,...,L}, and the standard deviations (σk)k∈{1,...,L}
are selected uniformly at random from, respectively, the
sets {1, . . . , 5}, [−π/2, π/2], and [π/90, π/45] (note: once
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Fig. 1. Values of three columns of the matrix W4 after training the
autoencoder.
the weights are selected, they are normalized to satisfy∑L
k=1 αk = 1).
To train the neural network, we generate 50,000 samples of
the mixture of Gaussians as described above, and we use the
Adam optimization algorithm with learning rate 0.005. The co-
efficients for computing running averages of the gradient and
its square are set to, respectively, β1 = 0.5 and β2 = 0.999.
Batches contain 32 samples, the number of epochs used for
training is 2,000, and the figure-of-merit is the mean square
error (i.e., we are trying to obtain an autoencoder or mapping
T : R180+ → R180+ that minimizes E[‖T (x)−x‖2] ). To enforce
nonnegative weights and biases, we clip negative values to zero
after each pass of the backpropagation algorithm. We remark
that all results shown in the previous sections do not depend on
the choice of the learning algorithm, and the above heuristic
application of the Adam optimization algorithm provided
better results than, for example, the stochastic gradient method
with clipped weights and biases.
Previous studies [13], [12] have shown that autoencoders
with nonnegative weights often produce intermediate results
that are interpretable if trained appropriately. This property
is indeed verified in the autoencoder trained here. More
specifically, in Fig. 1 we plot the first three columns of the
weight matrix of the last hidden layer, and we verify that this
matrix has been constructed with vectors resembling samples
of Gaussian functions similar to those used to construct the
input signal in (22). We now proceed to show that the results in
the previous sections go beyond empirical claims of this type
because we can explain much of the behavior of the trained
network with rigorous mathematical statements.
The trained autoencoder has only nonnegative weigths and
biases, and it uses activation functions in lists (L1)-(L2) in Re-
mark 1, so assumptions (A1)-(A4) are automatically satisfied
(see the discussion in Example 1). In Fig. 2, we plot the vector
obtained by computing v df.= T 42(0), where T : R180+ → R180+
is the mapping corresponding to the autoencoder. In this
experiment, v is a positive vector, and in light of Proposition 2,
point 1), we obtain a numerical certificate that the mapping
T corresponding to the neural network is strongly primitive
in the sense in Definition 6. Furthermore, since there exist
layers in the autoencoder that use only activation functions










Fig. 2. Values of each coordinate of the vector v = T 42(0). Positivity of v
is a certificate that the autoencoder is strongly primitive.









Fig. 3. Values of each coordinate of the fixed point of the autoencoder. Note
that fixed point is unique, so this signal is the only input that can be perfectly
reconstructed at the output of the autoencoder.
in list (L1) in Remark 1, from Proposition 1 we know that
the spectral radius ρ(T∞) of the autoencoder (in the sense in
Definition 1) is ρ(T∞) = 0. Moreover, all activation functions
are concave in the nonnegative orthant, so we are in settings
of Corollary 6 with 0 = ρ(T∞) < 1. As a result, there exists
only one input that the autoencoder can perfectly reconstruct,
or, in other words, the fixed point of the autoencoder is unique.
This fixed point x? ∈ Fix(T ), illustrated in Fig. 3, can be
obtained as the limit of the sequence (xn)n∈N construct via the
recursion xn+1 = T (xn) with x1 ∈ Rk+ arbitrary, as shown in
Proposition 2, point 4). For any other input, the corresponding
output necessarily contains errors, although we do not rule out
the possibility of the error being small. This fact is illustrated
in Fig. 4.
We emphasize that the spectral radius ρ(T∞) takes the value
zero because of the choice of the activation functions, and
ρ(T∞) does not depend on the values taken by the weights
or biases. As a result, it follows from Corollary 4 that any
training heuristic would obtain an autoencoder with a fixed
point, even if the training heuristic does not obtain a strongly
primitive autoencoder, as obtained with the heuristic described
above. This result stands in sharp contrast to that in [1], [32],
which are able to guarantee that the network has a nonempty
fixed point set only under strong assumptions on weights of the
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Fig. 4. Output produced by the autoencoder by using at its input a signal in
the training set. Note that the reconstruction is not perfect, which is a fact
predicted by the theory shown here because the fixed point of the autoencoder
is unique, and it is not in the training set.
network, see Fact 2 and Remark 2. Indeed, for the autoencoder
obtained in this numeric experiment, we have
∏4
i=1 ‖Wi‖ >
1, 000 and ‖
∏1
i=4Wi‖ > 2, so the test for existence of fixed
points obtained in [1], [32] are inconclusive.
V. CONCLUSION
We have shown that the behavior of many neural networks
that can be seen as self-mappings with nonnegative weights
(as often proposed in the literature) can be rigorously analyzed
with the framework of nonlinear Perron-Frobenius theory. In
particular, we showed that, under fairly general settings, the
fixed point of these networks is unique up to possible scalings.
We also demonstrated that the concept of spectral radius of
asymptotic mappings, which has been recently introduced as
a powerful mathematical tool to analyze wireless networks,
is also useful to determine whether a neural network has
an empty or nonempty fixed point set. Our conditions for
the existence of fixed points are provably weaker than those
previously considered in the literature, which are often based
on arguments in convex analysis in Hilbert spaces. One
practical implication of our results is that autoencoders with
nonnegative weights and biases, which are known to produce
intermediate results that are interpretable, cannot in general
reconstruct perfectly their inputs.
APPENDIX A
PROOF OF LEMMA 1
Part 1: Properties of functions in (11)-(13)
a) Monotonicity: Let x, x̃ ∈ Rs+ be such that x ≤
x̃, let α, β ≥ 0 and let f1, f2 be monotonic. Then also
αf1(x) ≤ αf1(x̃) and βf2(x) ≤ βf2(x̃). By adding these two
inequalities we obtain monotonicity of x 7→ (αf1 + βf2)(x).
Furthermore, we note that max{f1, f2}(x) ≤ max{f1, f2}(x̃)
and min{f1, f2}(x) ≤ min{f1, f2}(x̃).
b) Weak scalability: Let x ∈ Rs+, let α, β ≥ 0
and let f1, f2 be weakly scalable. Fix ρ ≥ 1. Then also
αf1(ρx) ≤ αρf1(x) and βf2(ρx) ≤ βρf2(x). By adding
these two inequalities we obtain weak scalability of x 7→
(αf1 + βf2)(x). Furthermore, we have max{f1, f2}(ρx) ≤
max{ρf1, ρf2}(x) = ρmax{f1, f2}(x), with the same argu-
ments for weak scalability of min{f1, f2}(ρx).
c) Scalability of (11): Let f1 be weakly scalable and
f2 scalable, with α ≥ 0 and β > 0, and let ρ > 1. Then
αf1(ρx) ≤ αρf1(x) and βf2(ρx)  βρf2(x). By adding
these two inequalities we obtain scalability of x 7→ (αf1 +
βf2)(x).
d) Scalability of (12)-(13): We have max{f1, f2}(ρx)
max{ρf1, ρf2}(x) = ρmax{f1, f2}(x), with the same argu-
ments for scalability of min{f1, f2}(ρx).
Part 2: Properties of function in (14)
e) Monotonicity: Let x, x̃ ∈ Rs+ be such that x ≤ x̃ and
let f1, g be monotonic. Then f1(x) ≤ f1(x̃) and hence also
g(f1(x)) ≤ g(f1(x̃)).
f) Strict and strong monotonicity: As above.
g) Weak scalability: Let x ∈ Rs+ and let f1, g be weakly
scalable and g monotonic. Fix ρ ≥ 1. From weak scalability
of f1 one has f1(ρx) ≤ ρf1(x), and from monotonicity of g
one has then g(f1(ρx)) ≤ g(ρf1(x)). From weak scalability
of g one has g(ρf1(x)) ≤ ρg(f1(x)).
h) Scalability 1: Let x ∈ Rs+ and let f1 be weakly
scalable and g be scalable and monotonic. Fix ρ > 1. As
above, one has g(f1(ρx)) ≤ g(ρf1(x)). Then, from scalability
of g one has g(ρf1(x)) ρg(f1(x)).
i) Scalability 2: Let x ∈ Rs+ and let f1 be scalable and
g be weakly scalable and strictly monotonic. Fix ρ > 1. By
our assumptions, we have f1(ρx)  ρf1(x), and from strict
monotonicity of g one has g(f1(ρx)) g(ρf1(x)). Since, by
weak scalability of g, one also has g(ρf1(x)) ≤ ρg(f1(x)),
the proof is completed.
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