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ABSTRACT 
This report has been developed based on information exchanges at a 2.5-day 
workshop on energy harvesting for embedded structural health monitoring (SHM) 
sensing systems that was held June 28–30, 2005, at Los Alamos National Laboratory. 
The workshop was hosted by the LANL/UCSD Engineering Institute (EI). 
This Institute is an education- and research-focused collaboration between Los Alamos 
National Laboratory (LANL) and the University of California, San Diego (UCSD), 
Jacobs School of Engineering. A Statistical Pattern Recognition paradigm for SHM is 
first presented and the concept of energy harvesting for embedded sensing systems is 
addressed with respect to the data acquisition portion of this paradigm. Next, various 
existing and emerging sensing modalities used for SHM and their respective power 
requirements are summarized, followed by a discussion of SHM sensor network 
paradigms, power requirements for these networks and power optimization strategies. 
Various approaches to energy harvesting and energy storage are discussed and 
limitations associated with the current technology are addressed. This discussion also 
addresses current energy harvesting applications and system integration issues. 
The report concludes by defining some future research directions and possible 
technology demonstrations that are aimed at transitioning the concept of energy 
harvesting for embedded SHM sensing systems from laboratory research to field-
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prognosis (DP), a multidisciplinary engineering science concerned with assessing the current 
condition and predicting the remaining life of aerospace, civil, and mechanical infrastructure. 
Structural Health Monitoring, which is the process of identifying damage in structures and tracking 
its evolution, is one of the technologies necessary to perform DP. 
1.1. The Structural Health Monitoring Process 
Structural health monitoring (SHM) is the process of detecting damage in structures. 
The goal of SHM is to improve the safety and reliability of aerospace, civil, and mechanical 
infrastructure by detecting damage before it reaches a critical state. To achieve this goal, 
technology is being developed to replace qualitative visual inspection and time-based 
maintenance procedures with more quantifiable and automated damage assessment processes. 
These processes are implemented using both hardware and software with the intent of achieving 
more cost-effective condition-based maintenance. A more detailed general discussion of SHM 
can be found in [1]. 
The authors believe that all approaches to SHM, as well as all traditional nondestructive 
evaluation procedures (e.g., ultrasonic inspection, acoustic emissions, active thermography) can 
be cast in the context of a statistical pattern recognition problem [2]. Solutions to this problem 
require four steps: (1) Operational evaluation, (2) Data acquisition, (3) Feature extraction, and 
(4) Statistical modeling for feature classification. 
A necessary first step to developing an SHM capability is Operational Evaluation. This part 
of the SHM solution process attempts to answers four questions regarding the implementation of 
an SHM system: (1) What are the life safety and/or economic justifications for monitoring the 
structure? (2) How is damage defined for the system being monitored? (3) What are the 
operational and environmental conditions under which the system of interest functions? (4) What 
are the limitations on acquiring data in the operational environment? Operational evaluation 
defines, and to the greatest extent possible quantifies, the damage that is to be detected. It also 
defines the benefits to be gained from deployment of the SHM system. This process also begins 
to set limitations on what will be monitored and how to perform the monitoring as well as 
tailoring the monitoring to unique aspects of the system and unique features of the damage that is 
to be detected. 
The Data Acquisition portion of the SHM process involves selecting the excitation methods; 
the sensor types, numbers, and locations; and the data acquisition/storage/processing/transmittal 
hardware. The actual implementation of this portion of the SHM process will be application 
specific. A fundamental premise regarding data acquisition and sensing is that these systems do 
not measure damage. Rather, they measure the response of a system to its operational and 
environmental loading or the response to inputs from actuators embedded with the sensing 
system. Depending on the sensing technology deployed and the type of damage to be identified, 
the sensor readings may be more or less directly correlated to the presence and location of 
damage. Data interrogation procedures (feature extraction and statistical modeling for feature 
classification) are the necessary components of an SHM system that convert the sensor data into 
information about the structural condition. Furthermore, to achieve successful SHM, the data 
acquisition system will have to be developed in conjunction with these data interrogation 
procedures. 
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A damage-sensitive feature is some quantity extracted from the measured system response 
data that is correlated with the presence of damage in a structure. Ideally, a damage-sensitive 
feature will change in some consistent manner with increasing damage level. Identifying features 
that can accurately distinguish a damaged structure from an undamaged one is the focus of most 
SHM technical literature [3, 4]. Fundamentally, the Feature Extraction process is based on fitting 
some model, either physics-based or data-based, to the measured system response data. 
The parameters of these models or the predictive errors associated with these models then 
become the damage-sensitive features. An alternate approach is to identify features that directly 
compare the sensor waveforms or spectra of these waveforms measured before and after damage. 
Many of the features identified for impedance-based and wave propagation-based SHM studies 
fall into this category [5, 6, 7, 8]. 
The portion of the structural health monitoring process that has received the least attention 
in the technical literature is the development of statistical models to enhance the damage-
detection process. Statistical modeling for feature classification is concerned with the 
implementation of the algorithms that analyze the distributions of the extracted features in an 
effort to determine the damage state of the structure. The algorithms used in statistical model 
development usually fall into three general categories: (1) Group Classification, (2) Regression 
Analysis, and (3) Outlier Detection. The appropriate algorithm to use will depend on the ability 
to perform supervised or unsupervised learning. Here, supervised learning refers to the case 
where examples of data from damaged and undamaged structures are available. Unsupervised 
learning refers to the case where data are only available from the undamaged structure. 
The statistical models are typically used to answer a series of questions regarding the presence, 
location, type, and extent of damage. 
Inherent in the data acquisition, feature extraction, and statistical modeling portions of the 
SHM process are data normalization, cleansing, fusion, and compression. As it applies to SHM, 
data normalization is the process of separating changes in sensor reading caused by damage from 
those caused by varying operational and environmental conditions [9]. Data cleansing is the 
process of selectively choosing data to pass on to, or reject from, the feature selection process. 
Data fusion is the process of combining information from multiple sensors in an effort to 
enhance the fidelity of the damage-detection process. Data compression is the process of 
reducing the dimensionality of the data, or the feature extracted from the data, in an effort to 
facilitate efficient storage of information and to enhance the statistical quantification of these 
parameters. These four activities can be implemented in either hardware or software and usually 
a combination of the two approaches is used. 
1.2. Annual Workshops 
A new component to the EI is an annual workshop that focuses on various aspects of the 
broad area of DP. Among the important topic areas identified for discussions are sensing and 
data acquisition, data interrogation procedures, and predictive modeling as these topics relate to 
DP. The 2005 workshop focus was on energy harvesting as it relates to embedded networked 
sensing for SHM. As the sensor network hardware evolves, the possibility of embedding these 
networks in all types of aerospace, civil, and mechanical infrastructure is becoming both 
technically and economically feasible. Such networks can provide the dense array of sensors 
necessary to detect incipient damage, which in turn will allow maintenance to be performed 
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before the system performance and/or safety are compromised. Ideally, such embedded sensing 
systems will contain sensors, actuators (for active sensing), a processing capability, memory, 
telemetry and a sensing system diagnostic capability. However, the concept of “embedded” 
sensing cannot be fully realized if the systems will require access to AC power or if batteries 
have to be periodically replaced. Therefore, there is a need to harvest and store ambient sources 
of energy (mechanical or thermal) in an effort to make these embedded systems as autonomous 
as possible. Although energy harvesting for large-scale alternative energy generation using wind 
turbines and solar cells is mature technology, the development of energy harvesting technology 
on a scale appropriate for small embedded sensing systems is still in the developmental stages, 
particularly when applied to SHM sensing systems. This report will summarize the state-of-the-
art in energy harvesting as it has been applied to SHM embedded sensing systems. 
2. SENSING SYSTEM DESIGN CONSIDERATIONS FOR SHM 
2.1. SHM Sensing Overview and Introduction 
Within the SHM paradigm presented previously, the first line of attack is clearly the 
establishment of an appropriate sensor network that can adequately observe the system dynamics 
for suitable signal processing and feature extraction. Sensor networks, generally speaking, 
contain three main components: the sensing unit itself, communications, and computation 
(hardware and, as appropriate, software control and processing algorithms) [10]. 
The goal of any SHM sensor network system is to make the sensor reading as directly 
correlated with, and as sensitive to, damage as possible. At the same time, one also strives to 
make the sensors as independent as possible from all other sources of environmental and 
operational variability, and, in fact, independent from each other (in an information sense) to 
provide maximal data from minimal sensor array outlay. To best meet these requirements, the 
following design parameters must be defined, as much as possible, a priori: 
• Types of data to be acquired, 
• Sensor types, numbers, and locations, 
• Bandwidth, sensitivity, and dynamic range, 
• Data acquisition/telemetry/storage system, 
• Power requirements, 
• Sampling intervals (continuous monitoring versus monitoring only after extreme events 
or at periodic intervals), 
• Processor/memory requirements, and 
• Excitation source needs (for active sensing). 
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Fundamentally, there are five issues that control the selection of hardware to address these 
sensor system design parameters: 
• The length scales on which damage is to be detected, 
• The time scale on which damage evolves, 
• Effects of varying and/or adverse operational and environmental conditions on the 
sensing system, 
• Power availability, and 
• Cost. 
In addition, the feature extraction, data normalization and statistical modeling portions of the 
process can greatly influence the definition of the sensing system properties. Before such 
decisions can be made two important questions must be addressed. First, one must answer the 
question, “What is the damage to be detected?” The answer to this question must be provided in 
as quantifiable a manner as possible and address issues such as (i) type of damage (e.g., crack, 
loose connection, corrosion); (ii) threshold damage size that must be detected; (iii) probable 
damage locations; and (iv) anticipated damage growth rates. The more specific and quantifiable 
this definition, the more likely it is that the sensor budget can be optimized to produce a system 
that has the greatest possible fidelity for damage detection. Second, an answer must be provided 
to the question, “What are the environmental and operational sources of variability that must be 
taken into account?” To answer this question, one will not only have to have some ideas about 
the physical sources per se, but one will also have to have thought about how to accomplish data 
normalization. Typically, data normalization will be accomplished through some combination of 
sensing system hardware and data interrogation software. However, these hardware and software 
approaches will not be optimal if they are not done in a coupled manner. 
2.2. SHM Sensor Networks 
From the discussion in Section 2.1, it is clear that the ability to convert sensor data into 
structural health information is directly related to the coupling of the sensor system hardware 
with the data interrogation procedures in an integrated network. A very generalized sensor 
network paradigm is shown in Figure 2.1. The most common general approach in this function is 
a conventional wired sensor network, where some number of a given transducer type 
(e.g., accelerometers) are connected via conductive cabling to a centralized data processing and 
multiplexing unit. Each sensor is effectively independent of other sensors in the network—each 
sensor has its own cabling—and controlled synchronized interrogation of the entire network is 
achieved only through the central unit. This interrogation is typically only passive as well, 
meaning that the sensors individually provide information to the central unit, but the central unit 
cannot pass information back to an individual sensor. In applications demanding control or 
feedback, actuator arrays (e.g., piezoelectric actuators) can take the place of some of the passive 
sensor arrays, though typically each node (sensor or actuator) is still individually wired and 
connected to a central unit. 
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Figure 2.1. General sensor network architecture. 
While the majority of sensor networks in use today employ a wired architecture, 
development and deployment of wireless sensor networks has exploded in recent years. Wireless 
communication protocols are now standardized with such protocols as IEEE 802.11 through 
802.15, and bandwidths are now approaching that of conventional wired networks. Furthermore, 
increases in chip real estate and processor production capability have reduced the power 
requirements for both computing and communication. In fact, sensing, communication, and 
computing can now be performed on a single chip, reducing the cost further and permitting 
economically viable high-density sensor networks. All of these advances have yielded wireless 
sensor networks that increasingly meet the original visions for these networks: (1) a large 
number of individual sensor nodes, densely deployed in possibly random configurations in the 
sensing environment; (2) the capability for self-organization and near-neighbor awareness so that 
information exchange between an individual node and a user may be achieved via point-to-point 
hopping protocols; (3) cooperation between sensor nodes, where they use local processing 
capability to perform data fusion or other computational duties and then transmit only required or 
partially processed data onward. 
2.3. Sensor Modalities in Current SHM System Use 
The sensing component (transducer) refers to the actual transduction mechanism that 
converts a physical field (such as acceleration) into a measurable form (usually an electrical 
potential difference). If the sensing system involves actuation, then the opposite is required, 
i.e., a voltage command is converted into a physical field (usually displacement). The most 
common measurements currently made for SHM purposes by far are, in order of use: 
1. Acceleration (with piezoelectric, piezoresistive, capacitive or fiber-optic 
accelerometers). 
2. Strain (resistive foil, fiber-optic, or piezoelectric patch gages). 
3. Lamb wave/impedance (piezoelectric patches). 
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2.3.1. Acceleration 
Making local acceleration measurements using some form of accelerometer is by far the 
most common approach today. This situation is primarily the result of the relative maturity and 
commercial availability of accelerometer hardware, such as a piezoelectric accelerometer. A 
cutaway view of a piezoelectric accelerometer is shown in Figure 2.2. These devices are 
designed such that an external displacement input to the housing inertially induces shape changes 
in a piezoelectric crystal. 
Piezoelectric crystals are made from ferroelectric materials (such as naturally occurring 
quartz or man-made lead zirconate titanate, PZT) that induce electric charge (electric dipoles at 
the molecular level) when mechanically strained. The inertially induced strain on the crystal is 
contained within a damping block and an inertial seismic mass for frequency response tuning, 
and the resulting charge is picked up by wiring. Several components, as shown on the left of 
Figure 2.3, actually comprise the overall transfer function between host structure and data 
acquisition system (the network), including structure/transducer coupling (usually epoxy, wax, or 
direct bolted connection), the housing design itself, the seismic mass, the crystal, the contact 
wires, and the cabling. All of these have inherent sources of variability, as shown in italics in 
Figure 2.3. 
These accelerometers are designed to be used within a conventional wired network, and 
each individual sensor output voltage must be transferred to a centralized data acquisition unit 
containing appropriate charge amplification, analog-to-digital converters, signal processing 
(e.g., antialiasing or filtering), and demultiplexing. There are two general designs for the 
piezoelectric sensor: high and low impedance [11]. High-impedance designs require a charge 
amplifier or external impedance converter for charge-to-voltage conversion. The charge 
amplifier consists of a high-gain inverting voltage amplifier with a field-effect transistor at its 
input for high insulation resistance. Low-impedance designs use the same piezoelectric sensing 
element as high-impedance units, but they also incorporate a miniaturized built-in charge-to-
voltage converter. They also require an external power supply coupler, which provides the 
constant current excitation required for linear operation over a wide voltage range and also 
decouples the bias voltage from the output. Both the power into and the signal out of the sensor 
are transmitted over this cable. 
 
Figure 2.2. Conventional piezoelectric accelerometer design. 
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Figure 2.3. Accelerometer transfer function between structure and user. 
Figure 2.4 shows these designs. In high-impedance systems, time constant, gain, and signal 
normalization are all controlled with an external charge amplifier. High-impedance systems also 
usually have longer time constants that allow easy short-term static calibration, and they have a 
wider operating temperature range resulting from no built-in electronics. In some designs, an 
alternative method for charge processing utilizes an external impedance converter, which 
exploits the high temperature range of the sensor and offers the convenience and cost-
effectiveness of a coupler (as compared to a charge amplifier). 
In general, low-impedance systems are less versatile than high-impedance systems because 
the sensors have an internally fixed range and time constant. However, for applications where 
bandwidth and operating temperature range are well-defined and constant, low-impedance 
systems may cost less and can be used with general-purpose cables in environments where high 
humidity and/or contamination degrade the high insulation resistance required for high-
impedance sensors. Also, the ability to tolerate longer cable lengths between sensor and signal 
conditioner and compatibility with a wide range of signal display devices are further advantages 
of low-impedance sensors (as far more such devices are already impedance-matched with such 
sensors). 
These piezoelectric measuring systems are active electrical systems, meaning that the 
crystals produce an electrical output only when they experience a change in load; this means they 
cannot detect true static response. Essentially the sensor behaves as a single-degree-of-freedom 
under-damped oscillator. This behavior means that the sensor is subject to resonance phenomena 
(frequency-dependent sensitivity in the resonance band, phase distortion, etc.) and operates well 
as an accelerometer in a finite frequency band below the resonant region, but not all the way to 
DC. As mentioned, these systems also have characteristic time constants, which are defined to be 
the discharge time of the corresponding AC circuit. Time constants are usually partially 
selectable by resistors in the control circuit, although this depends on the design (low-impedance 
vs high-impedance). These sensors can be designed to measure responses up to many kHz with 
micro-g sensitivity. 
Energy Harvesting for SHM Sensor Networks  LA-14314-MS 
9 
 
Figure 2.4. Conventional piezoelectric accelerometer signal processing. 
Although there are numerous materials that exhibit the piezoelectric effect, quartz is 
typically preferred in sensor designs because of the following properties: 
• Elastic stress limit of about 140 MPa (20 ksi); 
• Temperature resistance greater than 900°F; 
• Extreme rigidity, high linearity, minimal hysteresis, and constant sensitivity over a wide 
frequency and temperature range; and 
• Ultrahigh insulation resistance (on the order of 1 kΩ), allowing reliable low-frequency 
measurements (<1 Hz). 
Although the majority of measurements made with these quartz-based sensors are 
acceleration, the transfer functions for measuring force and pressure are very similar, and only 
minor modifications are required to measure these kinetic quantities. Quartz piezoelectric sensors 
consist essentially of thin slabs or plates cut in a precise orientation to the crystal axes, 
depending on the application, because the crystals respond in both transverse and shear to 
applied load. The shear cut is used for multicomponent force and acceleration measuring sensors. 
Other specialized cuts include the transverse cut for some pressure sensors and the polystable cut 
for high-temperature pressure sensors. The finely lapped quartz elements are assembled either 
singly or in stacks and preloaded in some manner. The quartz package generates a charge signal 
that is directly proportional to the sustained force (and thus, acceleration). 
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The energy consumed by these devices themselves is very small because of their passive 
nature, but the centralized multiplexing, amplification, and signal conditioning units required to 
obtain usable raw data can often have power requirements that approach 1 W. A typical 
4-channel power supply delivers 3–30 mA of current at 30 V, equating to 0.9 W in the largest 
case; power requirements go up with large channel counts so that very large (~100) 
accelerometer arrays may have power requirements measuring tens of watts. 
Accelerometer designs have also taken advantage of manufacturing, fabrication, and 
microelectronics developments at the micrometer scale that have led to the micro-
electromechanical systems (MEMS) revolution. The fabrication of MEMS devices begins with a 
very thin film growth (usually epitaxial silicon, a silicon oxide or nitride, a polysilicon complex, 
or even a metal) upon a silicon substrate. Specific dopants are usually introduced to control layer 
properties. Lithography (for deposition) and etching (for targeted removal) techniques are then 
used to implant desired mechanical patterns into the layer using photomasks. Significantly 
advanced surface micromachining processes have even produced three-dimensional structure 
fabrication [12]. These techniques, along with continuing complementary-symmetry metal-oxide 
semiconductor (CMOS) development at 60 nm and 45 nm, have allowed for the development of 
numerous MEMS system-on-a-chip (SOC) sensor solutions. 
MEMS accelerometers have clearly been the most widely developed MEMS SOC modality, 
with millions used per year by the automotive industry alone for airbag deployment systems. 
MEMS accelerometers consist of the same basic components as any accelerometer, namely a 
proof (inertial) mass suspended somehow by elastic elements (springs). The top of Figure 2.5 
shows this design conceptually, with two realizations integrated with CMOS circuitry below it. 
Often a wafer layer (or subset thereof) itself is the proof mass, coupled by thin ‘beams’ (the 
springs) to small capacitive plates that transform deflection-induced capacitance shifts to a 
voltage. This capacitive design is by the far the most widely used, although other MEMS 
accelerometer designs include piezoresistive, ferroelectric, optical, and tunneling [13]. Multiaxis 
versions of these designs, particularly the capacitive one, are commercially available. 
 
Figure 2.5. ‘Typical’ single-axis MEMS accelerometer design (top) with two 
realizations integrated with CMOS circuitry (bottom, left and right). 
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Performance characteristics for MEMS accelerometers are comparable to those of 
conventional accelerometers, although their very small length scale makes them susceptible to 
Johnston noise arising from Brownian motion (usually neglected in larger sensors). Vacuum 
packaging of the device usually minimizes sensitivity to this noise. By tuning the resonant 
frequency and damping characteristics, MEMS accelerometers have performed with wide 
dynamic ranges (nano-g to hundreds of kilo-g in shock-specific designs), noise floors 
approaching 25 ng/Hz1/2, and bandwidths into the kHz range (prior to first resonance). 
This performance is typically achieved with power usage in the mW range, depending on signal 
conditioning. Nonetheless, MEMS accelerometer use in SHM applications is significantly less 
than conventional accelerometer use, primarily because of the comparative lack of 
commercialization (availability) and ruggedness/robustness issues for many field applications. 
2.3.2. Strain 
Second to measurements of acceleration for SHM is the measurement of strain. Strain is a 
nondimensional measure of an object’s deformation resulting from an applied stress. 
More formally, strain is defined as the displacement per unit length of the object, and strain 
gages have a finite gage length that serves as this normalizing factor. As such, the strain gage 
actually gives an average strain reading over the length of the gage. Like accelerometers, strain 
gages are a mature technology. The most common strain gage technology is the resistive kind: 
Lord Kelvin in 1856 first noted that some metallic conductors’ resistive properties change as a 
function of applied strain, and this effect was put into practical use by the 1930s. In practice, 
other properties such as capacitance or inductance also change with applied strain, and variations 
on the resistive theme have been commercialized as well, though their sensitivity to other 
measurands, mounting requirements, and complex circuitry have limited their application. Bulk 
optical methods, taking advantage of interference patterns produced by optical flats, are very 
accurate and highly sensitive, but the technique is delicate and cannot withstand industrial 
applications in many cases. 
The typical foil resistive-type gage consists of a wire grid network (the resistor) embedded 
on an elastic layer, which in turn is bonded with an epoxy layer onto the object of interest. 
When the object deforms under load, the deformation is transferred to the wire network, causing 
resistive changes in the material. Typical materials include copper-nickel alloys, nickel-chrome 
alloys, platinum alloys (usually tungsten), nickel-iron alloys, or nickel-chrome alloys, foils, or 
semiconductor materials. The most popular alloys used for strain gages are copper-nickel alloys 
and nickel-chrome alloys. Piezoresistive effects in semiconductor materials such as germanium 
and silicon are much larger (up to 100 times more sensitive than metallic gages) and such 
semiconductor gages may be made much smaller than metallic ones, but the response is very 
nonlinear (up to 20% deviation from linearity) and the temperature sensitivity is much larger. 
Two further improvements in strain gage technology include the thin-film strain gage and 
diffused semiconductor gages. With thin-film gages, an electrical insulating material is directly 
deposited onto the object surface, and then the strain gage gets deposited onto the insulation 
layer; vacuum deposition or sputtering techniques are used to molecularly bond the layers, 
eliminating the need for an epoxy. The diffused semiconductor gages eliminate bonding agents 
altogether through photolithography masking techniques and solid-state diffusion of boron to 
molecularly bond the resistance elements. Electrical leads are directly attached to the grid. 
Despite these alternative piezoresistive designs, bonded metallic resistance strain gages have the 
best reputation and are the most widely used. They are relatively inexpensive, can achieve 
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overall accuracy of better than ±0.10%, are available in a short gage length, have only moderate 
thermal sensitivity, and have good response. They may be operated in temperature regions from 
cryogenic to those found in jet engine turbines. Bonded resistance strain gages can be used to 
measure both static and dynamic strain, as the inherent time constants in the material are 
negligibly small. 
The changes in the resistive characteristics of metallic foil gages to applied strain are very 
small, so signal processing is required to convert these changes into voltages that are detectable 
and able to be processed by normal data acquisition systems. One of the most popular detection 
circuits is the Wheatstone bridge, shown to the left in Figure 2.6. The resistor network is 
arranged such that the transfer function gives zero net voltage drop across the terminals when 
R1/R3 = RG/R2; thus, when the resistor corresponding to RG (denoting the placement of the strain 
gage) senses a resistance change (ostensibly due to applied mechanical strain), the bridge 
becomes unbalanced, yielding a potential difference across the output terminals. This network is 
very sensitive to small changes in RG. Other resistors may be made gages as well, depending on 
the application; various combinations of resistors will go unbalanced to account for effects such 
as temperature fluctuations and tension/compression differences. A Chevron bridge, shown in 
the middle of Figure 2.6, is a multiple-channel configuration that switches between bridge-arm 
networks periodically to compensate for imbalances. 
 
Figure 2.6. Primary signal processing methods for foil strain gages. 
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A 4-wire Ohm circuit is also shown to the right in Figure 2.6. A 4-wire Ohm circuit 
installation might consist of a voltage measurement device (typically, the data acquisition unit), a 
current source, and four lead resistors in series with a gage resistance RG. A small (~1 mA) 
current is supplied to the circuit, and the voltage drop across RG is compared to the absolute 
resistance value computed at the data acquisition system from the values of current and voltage. 
A baseline characterization is usually done by first measuring the value of gage resistance in 
an unstrained condition and then making a second measurement with known strain applied. 
The difference in the measured gage resistances divided by the unstrained resistance gives a 
fractional value of the strain, which may be combined with the gage factor for RG to get strain. 
This design is also suitable for automatic voltage offset compensation. The voltage is first 
measured when there is no current flow and compared to the voltage reading when current is 
flowing. The resulting difference is then used to compute the gage resistance. Because of their 
sensitivity, four-wire strain gages are typically used to measure low frequency dynamic strains. 
Resolution on the order of a few microstrain is typical with these bridge circuits. Foil gage 
systems consume power at a level very commensurate with piezoelectric accelerometers; this is 
typically about 1 W for 3–4 channels, although the number depends on the specific input 
impedance of the bridge circuit being used. 
2.3.3. Fiber-Optic Strain Sensing 
Although foil resistive gages dominate current market usage, the last several years have 
witnessed an explosion of commercially available fiber-optic solutions to strain measurement. 
The fiber-optic communications revolution of the late 1990s led to great improvement in 
component technologies at lower costs, and the sensor development community piggy-backed on 
these advances. The two dominant fiber-optic technologies are direct fiber interferometry and 
fiber Bragg gratings (FBGs) [14]. The former method is older, but its relative complexity 
(despite being several orders of magnitude more sensitive than foil gages) and low multiplexing 
capability have limited its use to specialized military (and some industrial) applications. 
Most commercial systems today take advantage of FBG technology. 
The FBGs are intrinsic structures that may be photowritten into the fiber. Silica glass with 
germanium doping is absorptive in the ultraviolet range, and such irradiation of the fiber core 
will cause an essentially permanent change in the refractive properties of the core. If the 
irradiation is performed in a spatially periodic fashion, then a series of gratings (a periodic 
change in refractive index) is introduced in the fiber core, and these act like a local bandstop 
optical filter. The physical periodicity is chosen so that when broadband light in the infrared 
range (~1300–1600 nm) is propagated down the fiber core, a narrowband component (width 
~0.2 nm) is rejected and reflected. The central wavelength of this narrowband component is 
directly proportional to the spacing in the FBG at that location so that as spacing physically 
changes (due to strain), the reflected wavelength will shift in proportion. In this way, tremendous 
multiplexing may be achieved: several FBGs may be individually photowritten into a single 
optical fiber with each one written to reflect at a unique wavelength (Figure 2.7). 
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Figure 2.7. Bragg grating multiplexing. 
Thus, tracking the individual reflected wavelength shifts allows a direct measurement of 
strain at the various locations. There are several architectures possible for doing this 
interrogation, but a dominant approach is shown in Figure 2.8. Here broadband light is inserted 
in an FBG array via a superluminescent diode, and the reflections from the array are coupled 
back through a Fabry-Perot filter. This device passes only a narrowband wavelength of light 
(designed to be commensurate with the FBG reflection width of ~0.2 nm) dependent upon the 
spacing between mirrors in the device. This spacing, and thus the passband, is controlled by 
applying a rapidly stepped voltage to a piezoelectric driver controlling the mirrors. The passed 
light signal is sent to a photodetector and differentiated; the zero-crossings of the differentiated 
signal correspond to the peak wavelengths of the reflected light, and correlation between the 
ramp voltage level and shifts in the zero-crossings results in obtaining the strain for each FBG 
sensor. The resolution of the voltage ramp and the spectral range of the filter primarily determine 
the optimal strain resolution, which has been demonstrated on the order of less than 
1 microstrain; in some variations on this architecture, strain resolutions on the order of tens of 
nanostrain have been reported [15]. This resolution is several orders of magnitude better than the 
best foil resistive gage, but the costs of FBG systems (and specifically, the FBGs themselves, 
which are ~$150 per sensor) have limited deep market penetration. However, because FBG 
systems are insensitive to electromagnetic interference, do not create a spark source, are 
extremely lightweight and nonintrusive, and are highly multiplexible, many application areas, 
particularly in aerospace structural monitoring, are emerging. Furthermore, FBGs may be 
coupled with mechanical transducers to measure other fields such as acceleration, pressure, 
velocity, or temperature. 
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Figure 2.8. Fiber Bragg grating architecture using a tunable Fabry-Perot filter. 
Power requirements for fiber-optic systems are usually larger than for conventional strain 
gage systems. The largest consumer in the fiber system shown in Figure 2.8, for example, is the 
thermoelectric cooler. This device is used to temperature-control the Fabry-Perot filter to ensure 
accurate voltage-to-wavelength conversion. While it is not required for some applications, in 
those for which it is required, it consumes energy at the rate of approximately 3–5 watts, 
depending on control demands imposed by the environment. The filter and SLED optical source 
used typically require power levels below 1 W. 
2.3.4. Piezoelectric Sensor/Actuators 
The piezoelectric effect described above works both ways. The direct effect refers to a 
charge being produced when the material is strained, which is how the crystals used in the 
accelerometers work. However, the converse effect is also true: when a voltage is applied to the 
material, the material will deform proportionally to the applied potential difference, and this 
allows such materials to be used as both sensors (direct effect) and actuators (converse effect). 
These materials, usually ceramic- or polymer-based, may be fabricated into a variety of shapes 
amenable for various applications; some examples are shown in Figure 2.9. 
Because these devices may be used in both modes, active sensing for SHM is possible. 
The devices discussed in sections 2.3.1–2.3.3 cannot be used as vibration excitation sources, but 
piezoelectric devices may be used to create local excitation to actively probe a structure. Arrays 
of these devices may be configured to induce local motion, and the same array is also used to 
measure the response. In the actuation mode, the free strain levels produced in typical 
piezoelectric materials such as lead zirconate titanate (PZT) are on the order of 0.1%–0.2%, 
although newer relaxor ferroelectric crystals may produce strains on the order of 1% [16]. 
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Figure 2.9. Some typical piezoelectric sensor/actuators from www.piezo.com (left), 
www.msiusa.com (center), and NASA Langley (right). 
The performance of piezoelectric actuators can be characterized by their load lines 
(force/deflection curves). These curves are affected greatly by the inherent actuator design 
architecture, the material used, and the host system itself. For most applications, the 
voltage/output relationship is linear, and the optimal transfer of energy from the actuator to the 
host mechanical system is maximized when the stiffness of the actuator and the host are 
matched [17]. For a given applied voltage, the actuator displacement is reduced as the load is 
increased until the blocking force is reached at zero deflection. Addition of sensor elements in 
parallel or series modifies these curves, with a series arrangement compromising force for 
deflection and vice versa. 
The electromechanical coupling property of piezoelectric materials allows one to design and 
deploy active-sensing systems in which the structure in question is locally excited by a known 
and repeatable input and the corresponding responses are measured by the same excitation 
source. The employment of a known input facilitates subsequent signal processing of the 
measured output data in SHM. Examples of using piezoelectric materials in the areas of active 
and local SHM sensing are Lamb wave propagations [6, 7, 8, 18, 19] and the impedance-based 
structural health monitoring methods [5]. 
A typical SHM sensing system consists of a local computing processor, a signal conditioner, 
analog-to-digital (A/D) converters, and telemetry. An active-sensing system, however, requires 
additional components including a digital-to-analog (D/A) converter and a waveform generator. 
Because of the local-excitation and local-sensing nature, this system puts further demands on the 
use of much higher speed A/D converters, additional memory, and possibly multiplexers in order 
to control and manage a network of piezoelectric transducers. These extra components would 
inevitably demand more energy to complete an active-sensing SHM process. 
In the passive sensing mode, piezoelectric transducers would consume much less energy, 
compared to accelerometers or strain gauges, because they do not require any electrical 
peripherals such as signal conditioning and amplification units. Any A/D converters could 
measure the charge output from a piezoelectric transducer, although this low power consumption 
characteristic will be modified if one needs to use charge amplifiers or voltage follower circuits 
to improve the signal-to-noise ratio, depending on the application or frequency range of interest. 
For actuation, the average power requirement for the piezoelectric capacitive loading can be 
readily derived from lumped equivalent circuits as 
22 rmsfCVP π=  
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where P is the average power requirement, f is frequency, C is the capacitive value of 
piezoelectric material, and Vrms is the RMS of the applied voltage. Under this relation, typical 
Lamb wave propagation approaches using a 6-mm disc-type piezoelectric patch (approximately 
1 nF) would require around 300 mW of average power to launch 500 kHz Lamb waves, although 
the overall power demand will become much higher if one considers the peak power requirement 
or the energy consumed by a waveform generator with a D/A converter. It should be noted that 
this amount is dedicated to the actuation only, hence this level of power will be an additional 
energy requirement to the typical power consumption of passive sensing systems. 
One of the primary ways to characterize actuation architectures is the amplification scheme 
employed (e.g., how the induced motion may be optimized and amplified): externally leveraged, 
internally leveraged, or frequency leveraged [20]. Externally leveraged actuators rely on an 
external mechanical component for actuation, and some examples of designs include flexure-
hinged, Cymbal, bimorph-based double-amplifier, flextensional, pyramid, and X-frame. 
This architecture usually achieves reasonable deflection amplification with linear behavior while 
retaining very stiff characteristics. Internally leveraged actuators differ from externally leveraged 
actuators in that they generate amplified strokes through the internal structure design without 
external components, with examples including (but not limited to) stack, bender, Rainbow, 
C-block, and Thunder. Because these designs rely on internal constraints, the stroke response is 
usually nonlinear, but it is greatly enhanced by the increased compliance of the design. 
Frequency-leveraged actuators utilize an alternating control signal to generate motion; the strain 
output is amplified by using the frequency performance of the actuator to move it in one 
direction in a series of small steps. Some designs include inchworm and ultrasonic motors. 
This architecture trades the speed of the piezoelectric material for (theoretically) infinite stroke, 
limited only by the actuator physical track and frictional effects. 
3. CURRENT SHM SENSOR NETWORK PARADIGMS 
Sensing systems for SHM consist of some or all of the following components: 
• Transducers that convert changes in the field variable of interest (e.g., acceleration, 
strain, temperature) to changes in an electrical signal (e.g., voltage, impedance, 
resistance), 
• Actuators that can be used to apply a prescribed input to the system (e.g., PZT 
tranducers bonded to the surface of a structure), 
• Analog-to-digital (A/D) converters that transfer the analog electrical signal into a digital 
signal that can subsequently be processed on a computer. For the case where actuators 
are used, a digital-to-analog (D/A) converter will also be needed to change the 
prescribed digital signal to an analog voltage that can be used to control the actuator, 
• Signal conditioning, 
• Power, 
• Telemetry, 
• Processing, and 
• Memory for data storage. 
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The number of sensing systems available for SHM is enormous and these systems vary quite 
a bit depending upon the specific SHM activity. Two general types of SHM sensing systems are 
described below. 
3.1. Wired System 
Here wired SHM systems are defined as ones that telemeter data over direct wire 
connections from the transducers to the central data analysis facility, as shown schematically in 
Figure 3.1. In some cases the central data analysis facility is then connected to the internet such 
that the processed information can be monitored at a subsequent remote location. There is a wide 
variety of such systems. At one extreme are peak-strain or peak-acceleration sensing devices that 
notify the user when a certain threshold in the measured quantity has been exceeded. A more 
sophisticated system often used for condition monitoring of rotating machinery is a piezoelectric 
accelerometer with built-in charge amplifier connected directly to a hand-held, single-channel 
fast-Fourier-transform (FFT) analyzer. Here the central data storage and analysis facility is the 
hand-held FFT analyzer. Such systems cost on the order of a few thousand dollars. At the other 
extreme are custom designed systems with hundreds of data channels containing numerous types 
of sensors that cost on the order of multiple millions of dollars such as that deployed on the 
Tsing Ma bridge in China [21]. 
 
Figure 3.1. Conventional wired data acquisition system. 
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There is a wide range of commercially available wired systems, some of which have been 
developed for general-purpose data acquisition and others that have been specifically developed 
for SHM applications. Those designed for general-purpose data acquisition typically can 
interface with a wide variety of transducers and also have the capability to drive actuators. 
The majority of these systems have integrated signal conditioning, data processing and data 
storage capabilities. The majority of these systems run off of AC power. Those designed to run 
off of batteries typically have a limited number of channels and they are limited in their ability to 
operate for long periods of time. 
One wired system that has been specifically designed for SHM applications consists of an 
array of PZT patches embedded in Mylar sheet that is bonded to a structure [22]. The PZT 
patches can be used as either actuators or sensors. Damage is detected, located, and in some 
cases quantified by examining the attenuation of signals between different sensor-actuator pairs 
or by examining the characteristics of waves reflected from the damage. An accompanying PC is 
used for signal conditioning, A/D and D/A conversion, data analysis, and display of final results. 
The system, which runs on AC power, is shown in Figure 3.2. 
3.2. Wireless Transmission Systems 
Tanner et al. [23] adapted an SHM algorithm to the limitations of off-the-shelf wireless 
sensing and data processing hardware because of the focus toward a proof of concept rather than 
designing a field installable product. A wireless sensing system of “motes” running the TinyOS 
operating system developed at UC Berkeley was chosen because of their ready-made wireless 
communication capabilities. A mote consists of modular circuit boards integrating a sensor, 
microprocessor, A/D converter, and wireless transmitter, all of which run off of two AA 
batteries. A significant reduction in power consumption can be achieved by processing the data 
locally and only transmitting the results. 
 
Figure 3.2. An active sensing system designed specifically for SHM. 
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The core of the processor board is a 4-MHz ATMEL AVR 90LS8535 microprocessor with 
8 KB of flash program memory and 512 bytes of RAM. A 10-bit A/D converter is included in 
this microprocessor. This converter is capable of sampling eight channels, but only by 
sequentially multiplexing the channels. A two-axis accelerometer mounted on a circuit board is 
integrated with the board as a sensing device. The processor board also contains three light 
emitting diodes (LED) and a short-range 916-MHz radio transmitter. Structural health 
monitoring algorithms were written on a PC and compiled into a binary image file that was 
downloaded into the flash program memory on the processing board. A binary result could then 
either be shown on the mote’s LEDs or transmitted wirelessly to a base station. The system was 
demonstrated using a small portal structure with damage induced by loss of pre-load in a bolted 
joint. The tested mote system is shown in Figure 3.3. However, the processor proved to be very 
limited, allowing only the most rudimentary data interrogation algorithms to be implemented. 
Lynch et al. [24] presented hardware for a wireless peer-to-peer SHM system. Using off-the-
shelf components, the authors couple sensing circuits and wireless transmission with a 
computational core, allowing decentralized collection, analysis, and broadcast of a structure’s 
health. The final hardware platform includes two microcontrollers for data collection and 
computation connected to a spread spectrum wireless modem. The software is tightly integrated 
with the hardware and includes the wireless transmission module, the sensing module, and 
application module. The application module implements the time series based SHM algorithm. 
This integrated data interrogation process requires communication with a centralized sever to 
retrieve model coefficients. The object of the close integration of hardware and software with the 
dual microcontrollers strives for a power efficient design. 
 
Figure 3.3. Mote sensing board mounted in programming bay. 
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Spencer et al. [25] provide a state-of-the-art review of current “smart sensing” technologies 
that includes the compiled summaries of wireless work in the SHM field using small, integrated 
sensors and processor systems. A smart sensor is here defined as a sensing system with an 
embedded microprocessor and wireless communication. Many smart sensors covered in this 
article are still in the stage that simply sense and transmit data. The mote platform is discussed as 
an impetus for development of the next generation of SHM systems and a new generation of 
motes is also outlined. The authors also raised the issue that current smart sensing approaches 
scale poorly to systems with densely instrumented arrays of sensors that will be required for 
future SHM systems. 
In order to develop a truly integrated SHM system, the data interrogation processes must be 
transferred to embedded software and hardware that incorporates sensing, processing, and the 
ability to return a result either locally or remotely. Most off-the-shelf solutions currently 
available or in development have a deficit in processing power that limits the complexity of the 
software and SHM process that can be implemented. Also, many integrated systems are 
inflexible because of tight integration between the embedded software, the hardware, and 
sensing. 
To implement computationally intensive SHM processes, Farrar et al. selected a single-
board computer as a compact form of true processing power [26]. Also included in the integrated 
system is a digital signal processing board with six A/D converters providing the interface to a 
variety of sensing modalities. Finally, a wireless network board is integrated to provide the 
ability for the system to relay structural information to a central host, across a network, or 
through local hardware. Figure 3.4 shows the prototype of this sensing system. Each of these 
hardware parts is built in a modular fashion and loosely coupled through a transmission control 
protocol over the internet. By implementing a common interface, changing or replacing a single 
component does not require a redesign of the entire system. By allowing processes developed in 
the Graphical Linking and Assembly of Syntax Structure (GLASS) client to be downloaded and 
run directly in the GLASS node software, this system becomes the first hardware solution where 
new processes can be created and loaded dynamically. This modular nature does not lead to the 
most power-optimized design, but instead achieves a flexible development platform that is used 
to find the most effective combination of algorithms and hardware for a specific SHM problem. 
Optimization for power is of secondary concern and will be the focus of follow-on efforts [26]. 
 
Figure 3.4. The wireless communication board displayed on the prototype SHM system. (Farrar et al. [26]) 
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3.3. Sensor Network Paradigms 
The sensor systems discussed in the previous section have led to three types of sensor 
network paradigms that are either currently being used for structural health monitoring or are the 
focus of current research efforts in this field. These paradigms are described below. Note that the 
illustrations of these systems show them applied to a building structure. However, these 
paradigms can be applied to a wide variety of aerospace, civil, and mechanical systems, and the 
building structure application is simply used for comparison purposes. 
3.3.1. Sensor Arrays Directly Connected to Central Processing Hardware 
Figure 3.1 shows a sensor network directly connected to the central processing hardware. Such a 
system is the most common one used for structural health monitoring studies. The advantage of 
this system is the wide variety of commercially available off-the-shelf systems that can be used 
for this type of monitoring and the wide variety of transducers that can typically be interfaced 
with such a system. For SHM applications, these systems have been used in both a passive and 
active sensing manner. A limitation of such systems is that they are difficult to deploy in a 
retrofit mode because they usually require AC power, which is not always available. Also, these 
systems are one-point failure sensitive as one wire can be as long as a few hundred meters. 
In addition, the deployment of such systems can be challenging with potentially over 75% of the 
installation time attributed to the installation of system wires and cables for larger scale 
structures such as those used for long span bridges [27]. Furthermore, experience with field-
deployed systems has shown that the wires can be costly to maintain because of general 
environmental degradation and damage caused by things such as rodents and vandals. 
3.3.2. Decentralized Sensing and Processing with Hopping Connection 
The integration of wireless communication technologies into SHM methods has been widely 
investigated in order to overcome the limitations of wired sensing networks. Wireless 
communication can remedy the cabling problem of the traditional monitoring system and 
significantly reduce the maintenance cost. The schematic of the decentralized wireless 
monitoring system, which is summarized in detail by Spencer et al. [25] and Lynch and 
Loh [28], is shown in Figure 3.5. 
From the large-scale SHM practice, however, several very serious issues arise with the 
current design and deployment scheme of the decentralized wireless sensing networks [25, 27]. 
First, the current wireless sensing design usually adopts ad-hoc networking and hopping that 
results in a problem referred to as data collision. Data collision is a phenomenon that results from 
a network device receiving several simultaneous requests to store or retrieve data from other 
devices on the network. With increasing numbers of sensors, a sensor node located close to the 
base station would experience tremendous data transmission, possibly resulting in a significant 
bottleneck. Because the workload of each sensor node cannot be evenly distributed, the chances 
of data collision increase with expansion of the sensing networks. In addition, this decentralized 
wireless sensing network scales very poorly in active-sensing system deployment. Because 
active sensors can serve as actuators as well as sensors, the time synchronization between 
multiple sensor/actuator units will be a challenging task. Furthermore, the cost of implementing 
such a system into a large-scale structure is extremely prohibitive for increasing numbers of 
active sensors. The cost of current decentralized wireless sensor nodes is at least two orders of 
magnitude greater than that of an active sensor, which can usually be obtained for less than five 
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Figure 3.5. Decentralized wireless SHM system employing hopping communications protocol. 
dollars. Because of the processor scheduling or sharing, the use of multiple channels with one 
sensor node would reduce the sampling rate, which provides neither a practical nor equitable 
solution for active-sensing techniques that typically adopt higher frequency ranges. Therefore, in 
real-life applications, the current design scheme could turn out to be a very expensive operation. 
3.3.3. Decentralized Active Sensing and Processing with Hybrid Connection 
The hybrid connection network advantageously combines the previous two networks, as 
illustrated in Figure 3.6. At the first level, several sensors are connected to a relay-based piece of 
hardware, which can serve as both a multiplexer and general-purpose signal router, shown in 
Figure 3.6 as a black box. This device will manage the distributed sensing network, control the 
modes of sensing and actuation, and multiplex the measured signals. The device can also be 
expandable by means of daisy-chaining. At the next level, multiple pieces of this hardware are 
linked to a decentralized data control and processing station. This control station is equipped 
with data acquisition boards, on-board computing processors, and wireless telemetry, which is 
similar to the architecture of current decentralized wireless sensors. This device will perform 
duties of a relay-based hardware control system, including data acquisition, local computing, and 
transmission of the necessary results of the computation to the central system. At the highest 
level, multiple data processing stations are linked to a central monitoring station that delivers a 
damage report back to the user. Hierarchal in nature, this sensing network can efficiently 
interrogate large numbers of distributed sensors and active sensors, while maintaining an 
excellent sensor-cost ratio because only a small number of data acquisition and telemetry units is 
necessary. This hierarchal sensing network is especially suitable for active-sensing SHM 
techniques, and it is being substantially investigated by Dove et al. [29]. In their study, the 
expandability or the sensing network was of the utmost importance for significantly larger 
numbers of active sensors, as the number of channels on a decentralized wireless sensor is 
limited because of the processor sharing and scheduling. The prototype of the “Blackbox” is 
illustrated in Figure 3.7. 
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Figure 3.6. Decentralized wireless, active SHM system with energy harvesting and hybrid connection. 
 
Figure 3.7. Relay-based hardware with optional manual controls included. 
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3.4. Future Sensing Network Paradigms 
The sensing network paradigms described in the previous section have one characteristic in 
common. The sensing system and associated power sources are installed at fixed locations on the 
structural system. As stated, the deployment of such sensing systems can be costly and the power 
source may not be always available. A new, efficient future sensing network is currently being 
investigated by UCSD and LANL researchers by integrating active radio-frequency 
identification (RFID) sensing technology and remote interrogation platforms based on either 
robots or unmanned aerial vehicles (UAVs) to assess damage in structural systems. 
This approach involves using an unmanned mobile host node (delivered via UAV or robot) to 
generate an RF signal near sensors that have been embedded on the structure. The sensors 
measure the desired response (impedance, strain, etc.) at critical areas on the structure and 
transmit the signal back to the mobile host again via the RF communications. This “wireless” 
communications capability draws power from the RF energy transmitted between the host and 
sensor nodes and uses it to both power the sensing circuit and transmit the signal back to the host 
(see Figure 3.8). The host itself, with embedded computing circuitry, may cost on the order of 
$1000, but only one such host will be needed to interrogate an entire sensor array placed on the 
structure. This research takes traditional sensing networks to the next level, as the mobile hosts 
(such as UAVs) will fly to a known critical infrastructure based upon a GPS locator, deliver 
required power, and then begin to perform an inspection without human intervention. The mobile 
hosts will search for the sensors on the structure and gather critical data needed to perform the 
structural health evaluation. This project will tailor a specialized UAV made of lightweight 
composite materials that will weigh less than 55 lbs in order get FAA approval for flying in 
populated air spaces and be able to access tight spaces. This integrated technology will be 
directly applicable to rapid structural condition assessment of buildings and bridges after an 
earthquake. Also, this technology may be adapted and applied to damage detection in a variety of 
other civilian and defense-related structures such as pipelines, naval vessels, hazardous waste 
disposal containers, and commercial aircraft. 
 
Figure 3.8. Active sensing network that includes energy harvesting and that is interrogated 
by an unmanned robotic vehicle. 
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3.5. Practical Implementation Issues for SHM Sensing Networks 
Major concerns in the current sensing network development community are long-term 
reliability and sources of power. Other concerns are the abilities of the sensing systems to 
capture local and system-level responses, that is, the need to capture responses on widely varying 
length and time scales and to archive data in a consistent, retrievable manner for long-term 
analysis. These challenges are nontrivial because of the tendency for each technical discipline to 
work more or less in isolation. Therefore, an integrated systems engineering approach to the 
damage detection process and regular, well-defined routes of information dissemination are 
essential. The subsequent portions of this section will address specific sensing system issues 
associated with SHM. 
3.6. Sensor Properties 
One of the major challenges of defining sensor properties is that these properties need to be 
defined a priori and typically cannot be changed easily once a sensor system is in place. These 
properties of sensors include bandwidth, sensitivity (dynamic range), number, location, stability, 
reliability, cost, telemetry, etc. To address this challenge, a significantly coupled analytical and 
experimental approach to the sensor system deployment should be used, in contrast to the current 
ad hoc procedures used for most current damage detection studies. This strategy should yield 
considerable improvements. First, critical failure modes of the system can be well defined and, to 
some extent, quantified using high-fidelity numerical simulations or from previous experiences 
before the sensing system is designed. The high-fidelity numerical simulations/experiences can 
be used to define the required bandwidth, sensitivity, sensor location, and sensor number. 
Additional sensing requirements can also be ascertained if changing operational and 
environmental conditions are included in the models so as to determine how these conditions 
affect the damage detection process. 
Another potential level of integration between modeling and sensing resides in the 
integration of software and hardware components. Once the actuation and sensing capability has 
been selected, their location has been optimized, and the specification of the data acquisition 
system have been met, it may be advantageous to integrate model output and sensing information 
as much as possible. For example, surrogate models can be programmed on local digital signal 
processing (DSP) chips and their predictions can be compared to sensor output in real time. 
One obvious benefit would be to minimize the amount of communication by integrating the 
analysis capability with real-time sensing. In an integrated approach, features can be extracted 
from sensing information and numerical simulation. Test-analysis comparison and parameter 
estimation can then be performed locally, which would greatly increase the efficiency of damage 
detection. 
3.7. Sensor Calibration and Ruggedness 
Most sensors are calibrated at a specialized calibration facility. This type of calibration is 
expected to endure but to be supplemented by self-checking and self-calibrating sensors. 
Calibration raises several important issues. It is not clear just what forms of calibration are 
essential and what are superfluous. Some measurements are acceptable with 20% error, 
especially if sensor-to-sensor comparisons are accurate within a few percent. In other scenarios, 
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absolute accuracies better than 1% are required. The calibration community needs to address 
these issues, including both precision (for example, how to calibrate a 32-bit digitizer over its 
entire dynamic range) and flexibility (calibration of a precise sensor vs calibration of a coarse 
sensor). 
Confidence and robustness in the sensors are prime considerations for SHM. If this part of 
the system is compromised, the overall confidence in the system performance is undermined. 
For sensors implemented for SHM, several durability considerations emerge: 
• The nontrivial problem of sensor selection for extreme environments, e.g., in service 
turbine blades. 
• Sensors being less reliable than the part. For example, reliable parts may have failure 
rates of 1 in 100,000 over several years’ time. Sensors are often small, complex 
assemblies, so sensors may fail more often than the part sensed. Loss of sensor signal 
then falsely indicates part failure, not sensor failure. 
• Sensors may fail through outright sensor destruction while the part sensed endures. 
False indications of damage or damage precursors are extremely undesirable. If this occurs often, 
the sensor is either overtly or implicitly ignored. Recently several studies have focused on issues 
of sensor validation [30, 31]. 
3.8. Multiscale Sensing 
Depending on the size and location of the structural damage and the loads applied to the 
system, the adverse effects of the damage can be immediate or it may take some time before the 
system’s performance is altered. In terms of length scales, all damage begins at the material level 
and then, under appropriate loading conditions, progresses to component and system level 
damage at various rates. In terms of time scales, damage can accumulate incrementally over long 
periods of time, such as that associated with fatigue or corrosion damage accumulation. Damage 
can also occur on much shorter time scales as a result of scheduled discrete events such as 
aircraft landings and from unscheduled discrete events such as enemy fire on a military vehicle. 
Therefore, the most fundamental issue that must be addressed when developing a sensing system 
for SHM is the need to capture the structural response on widely varying length and time scales. 
Sensors with a high frequency range tend to be more sensitive to local response and therefore to 
damage. This requires a sensor with a large bandwidth. Typically, as the bandwidth goes up, the 
sensitivity goes down. Also, it is harder to excite higher frequencies, thus the excitation needs to 
be very local as is possible with piezoelectric actuators. 
The sensing systems that are able to capture the responses over varying length and time 
scales have not been substantially investigated by researchers, although it is quite possible to use 
the same piezoelectric patches in both active (high frequency) and passive (lower-order global) 
modes. When used in the passive mode, the sensors detect strain resulting from ambient loading 
conditions and can be used to monitor the global response of a system. In the active mode the 
same sensors can be used to detect and locate damage on a local level using relatively higher 
frequency ranges. 
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3.9. Power Consideration 
A major consideration in using a dense sensor array is the problem of providing power to the 
sensors. This demand leads to the concept of “information as a form of energy.” Deriving 
information costs energy. If the only way to provide power is by direct connections, then the 
need for wireless protocols is eliminated, as the cabled power link can also be used for the 
transmission of data. Hence, the development of micropower generators is a key factor for the 
development of the hardware if wireless communication is to be used. A possible solution to the 
problem of localized power generation are technologies that enable harvesting ambient energy to 
power the instrumentation [32]. Forms of energy that may be harvested include thermal, 
vibration, acoustic, and solar. Although this is new technology, the overriding consideration of 
reliability still exists, as it does with any monitoring system. With two-way communication 
capability, the local sensing and processing units also can put themselves “to sleep” and go 
“off-line” for energy conservation and they can resume operation when a “wake-up” signal is 
broadcast. 
4. ENERGY DEMANDS ASSOCIATED WITH SHM SENSING SYSTEMS 
4.1. Introduction 
Embedded system design is characterized by a tradeoff between a need for good 
performance and low power consumption. Proliferation of wireless sensing devices has stressed 
even more the need for energy minimization as battery capacity has improved very slowly (by a 
factor of 2 to 4 over the last 30 years), while computational demands have drastically increased 
over the same time frame, as shown in Figure 4.1. 
 
Figure 4.1. Battery capacity vs processor performance. 
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Since the introduction of wireless computing, the demands on battery lifetime have grown 
even more. In fact, in most of today’s embedded sensing devices, the wireless connectivity 
consumes a large fraction of the overall energy consumption. Figure 4.2 shows a power 
consumption breakdown for a small sensor node (top of the figure) and a larger embedded device 
based on a Strong ARM processor (200 MHz) coupled with a wireless local area network 
(WLAN) for communication [33]. On small sensor nodes, as much as 90% of the overall system 
power consumption can go to wireless communication, while on the larger devices, such as the 
one shown at the bottom of Figure 4.2, the wireless takes approximately 50% of the overall 
power budget. In both cases, the second most power hungry device is the processor. Therefore, 
in order to achieve long battery lifetimes, optimization of both computing and communication 
energy consumption is critically important. 
 
Figure 4.2. Power consumption of two different embedded system designs. 
Better low-power circuit design techniques have helped to lower the power 
consumption [34, 35, 36]. On the other hand, managing power dissipation at higher levels can 
considerably decrease energy requirements and thus increase battery lifetime and lower 
packaging and cooling costs [37, 38]. Two different approaches for lowering the power 
consumption at the system level have been proposed: dynamic voltage scaling, primarily targeted 
at the processing elements, and dynamic power management, which can be applied to all system 
components. 
2
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Embedded sensing systems are designed to be able to deliver peak performance when 
needed, but most of the time their components operate at utilizations less than 100%. One way of 
lowering the power consumption is by slowing down the execution, and, when appropriate, also 
lowering the component’s voltage of operation. This power reduction is done with dynamic 
voltage scaling (DVS) algorithms. The primary motivation comes from the observation that 
dynamic power consumption, Pdyn, is directly proportional to the frequency of operation, f, and 
the square of the supply voltage, Vdd2 [see Equation (1)]. Frequency, in turn, is a linear function 
of Vdd, [see Equation (2)], so decreasing the voltage results in a cubic decrease in the power 
consumption. Clearly, decreasing the voltage also lowers the frequency of operation, which, in 
turn, lowers the performance of the design. Figure 4.3 shows the effect of DVS on power and 
performance of a processor. Instead of having longer idle period, the central processing unit 
(CPU) is slowed down to the point where it completes the task in time for the arrival of the next 
processing request while at the same time saving quite a bit of energy. DVS algorithms are 
typically implemented at the level of an operating system (OS) scheduler. Thus, instead of using 
only performance as a way to guide decisions on which task should be scheduled at what point in 
time, now reduction of energy is also considered. There have been a number of voltage scaling 
techniques proposed for real-time systems. Early work typically assumed that the tasks run at 
their worst-case execution time (WCET), while the later research work relaxes this assumption 
and suggests a number of heuristics for prediction of task execution time. 
In contrast to DVS, system-level dynamic power management (DPM) decreases the energy 
consumption by selectively placing idle components into lower power states. DVS can only be 
applied to CPUs, while DPM can be used to reduce the energy consumption of wireless 
communication, CPUs, and all other components that have low power states. While slowing 
down the CPU with DVS can provide quite a bit of power savings, applying DPM typically 
increases the savings by at least a factor of 10 and in many systems by significantly more than 
that. On the other hand, changing processor speed happens relatively quickly, while the 
transitions in and out of sleep states can be quite costly in terms of both energy and performance. 
Figure 4.4 shows both power and performance overheads incurred during the transition. At a 
minimum the device needs to stay in the low-power state for long enough (defined as the break-
even time, TBE) to recuperate the cost of transitioning. The break-even time, as defined in 
Equation (3), is a function of the power consumption in the active state, Pon, the amount of power 
consumed in the low power state, Psleep, and the cost of the transition in terms of both time, Ttr, 
and power, Ppr. 
 
Figure 4.3. Dynamic voltage scaling for a single processor. 
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Figure 4.4. Dynamic power management for a single device. 
If it were possible to predict ahead of time the exact length of each idle period, the ideal 
power management policy would place a device in the sleep state only when an idle period 
would be longer than the break-even time. Unfortunately, in most real systems such perfect 
prediction of idle periods is not possible. As a result, one of the primary tasks DPM algorithms 
have is to predict when the idle period will be long enough to amortize the cost of transition to a 
low power state and to select the state to transition to. Three classes of policies can be defined: 
timeout based, predictive, and stochastic. Timeout policy is implemented in most operating 
systems. The drawback of this policy is that it wastes power while waiting for the timeout to 
expire. Predictive policies developed for interactive terminals [39, 40] force the transition to a 
low power state as soon as a component becomes idle if the predictor estimates that the idle 
period will last long enough. An incorrect estimate can cause both performance and energy 
penalties. Both timeout and predictive policies are heuristic in nature, and thus do not guarantee 
optimal results. In contrast, approaches based on stochastic models can guarantee optimal results. 
Stochastic models use distributions to describe the times between arrivals of user requests 
(interarrival times), the length of time it takes for a device to service a user's request, and the 
time it takes for the device to transition between power states. The optimality of stochastic 
approaches depends on the accuracy of the system model and the algorithm used to compute the 
solution. 
Finally, much recent work has looked at combining DVS and DPM into a single power 
management implementation. Shorter idle periods are more amenable to DVS, while longer ones 
are more appropriate for DPM. Thus, a combination of the two approaches is needed for optimal 
results. The rest of this chapter provides an overview of state-of-the-art dynamic power 
management and dynamic voltage scaling algorithms that can be used to reduce the power 
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4.2. Dynamic Power Management 
Dynamic power management (DPM) techniques selectively place system components into 
low-power states when they are idle. A managed-power system can be modeled as a power state 
machine, where each state is characterized by the power consumption and the performance. In 
addition, state transitions have power and delay costs. Usually, lower power consumption also 
implies lower performance and longer transition delay. When a component is placed into a low-
power state, such as a sleep state, it is unavailable for the time period spent there, as well as 
during the transition time between the states. The transitions between states are controlled by 
commands issued by a power manager (PM) that observes the workload of the system and 
decides when and how to force power state transitions. The power manager makes state 
transition decisions according to the power management policy. The choice of the policy that 
minimizes power under performance constraints (or maximizes performance under power 
constraints) is a constrained optimization problem. 
The system model for power management therefore consists of three components: the user, 
the device, and the queue, as shown in Figure 4.5. The user, or the application that accesses each 
device by sending requests, can be modeled with a request interarrival time distribution. When 
one or more requests arrive, the user is said to be in the active state, otherwise it is in the idle 
state. Figure 4.5 shows three different power states for the device: active, idle, and sleep. Often 
the device will have multiple active states, which can be differentiated by the frequency and 
voltage of operation. Similarly, there can be multiple inactive states–both idle, each potentially 
corresponding to a specific frequency of operation in the active state (e.g., XScale CPU), and 
sleep states. Service time distribution describes the behavior of the device in the active state. 
When the device is in either the idle or the sleep state, it does not service any requests. Typically, 
the transition to the active state is shorter from the idle state, but the sleep state has lower power 
consumption. The transition distribution models the time taken by the device to transition 
between its power states. The queue models a buffer associated with each device. 
The combination of interarrival time distribution (incoming requests to the buffer) and service 











Figure 4.5. System model. 
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The power manager’s job can consist of a number of tasks: (1) tracking and modeling of 
incoming service requests with a goal of predicting when longer idle periods occur; (2) traffic 
shaping–buffering the traffic so larger idle periods are created that enable the device to stay 
asleep for a longer time period; (3) deciding when and to what sleep state a device should 
transition to; and (4) making a decision as to when a device should wake up to process requests. 
In this section we provide an overview of DPM policies that address various combinations of 
these tasks. 
4.3. Heuristic Policies 
Most commercial power management implementations focus only on deciding when a 
device should go to sleep. The cost of transition between the active and the sleep state typically 
determines how aggressive a policy can be. When the cost is reasonably low, or is at least not 
perceivable by the users, then policies transition a device to sleep as soon as it becomes idle. For 
example, “μSleep” has been introduced as a way of reducing the idle power consumption of 
HP’s IPAQ platform [41]. IBM’s wristwatch enters standby state as soon as it becomes idle [42]. 
Intel’s QuickStart technology puts a processor to sleep between the keystrokes. In all three cases 
the cost of waking up is not perceivable by the user. 
When the cost of transition to a low power state is significant, then commercial applications 
typically implement policies based on timeout. For example, HP’s IPAQ uses a timeout value to 
decide when the display should be dimmed. The timeout value is usually either fixed at design 
time or can be set by a user. 
4.3.1. Timeout Policies 
Timeout policies assume that if the incoming workload has an idle period that is longer than 
some timeout value Tto, then there is a very high likelihood that the idle period will be long 
enough to justify going to a sleep state. Therefore, the total length of the idle time needs to be 
longer than Tto + Tbe. Timeout policies waste energy during the timeout period, as they keep a 
device in the active state until the timeout expires. Therefore, shorter timeout values are better 
for saving energy while waiting to transition to sleep. On the other hand, if the timeout value is 
too long, then there is a good chance that the rest of the idle period is not long enough to 
amortize the cost of transition to sleep, so the overall cost is actually then higher than it would 
have been if the device had not gone to sleep at all. A good example of this situation is setting 
too short of a timeout on a hard drive. Typical hard drives can take up to a few seconds to spin 
up from sleep. The spinning up process can cost more than twice the power consumption of the 
active state. Thus, if the timeout value is only a few hundred milliseconds, chances are that a 
number of times, just as the hard drive spins down, it’ll have to immediately spin back up, thus 
causing large performance and energy overhead. Therefore, the selection of the timeout value 
has to be done with a good understanding of both device characteristics and the typical 
workloads. A study of hard drive traces is presented in [43]. One of the major conclusions is that 
timeout values on the order of multiple seconds are appropriate for many hard drives. 
This timeout value for hard disks can be shown to be within a factor of two of the optimal policy 
using competitive ratio analysis [44]. 
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Although most commercial implementations have a single fixed timeout value, a number of 
studies have designed methods for adapting the timeout value to changes in the workloads [45,  
46, 47, 48]. Machine learning techniques [46], along with models based on economic 
analysis [47, 48] have been employed as ways to adapt the timeout value. In another study 
adaptive policy learns the distribution of idle periods and based on that it selects which sleep 
state is most appropriate [49]. Competitive analysis is then used to show how close the adaptive 
policy is to optimum. Adaptive timeout policies also suffer from wasting energy while waiting 
for the timeout to expire, but hopefully the amount of energy wasted is lower as the timeout 
value is more closely fine tuned to the changes in the workload. 
4.3.2. Predictive Policies 
Predictive policies attempt to not only predict the length of the next idle period by studying 
the distribution of request arrivals but also to do so with enough accuracy to be able to transition 
a device into a sleep state with no idleness. In addition, some predictive policies also wake up a 
device from the sleep state in anticipation of service request arrival. When the prediction of 
timing and the length of the idle period is correct, then predictive policies provide a solution with 
no overhead. On the other hand, if the prediction is wrong, the potential cost can be quite large. 
If a power manager transitions a device to sleep expecting a long idle period but the idle period is 
actually short, the overall cost in terms of both energy and performance can be quite large. 
On the other hand, if the manager predicts an idle period that is short, then it’ll wake up a device 
before it is needed and thus waste energy the same way standard timeout policies do. The quality 
of idle period prediction is the keystone of these policies. A study on prediction of idleness in 
hard drives is presented in [50]. Policies based on study of idle period prediction are presented in 
both [50, 51]. Two policies are introduced in [51]: the first one is based on a regression model of 
idle periods, while the second one is based on the analysis of a length of a previous busy period. 
Exponential averaging is used to predict the idle period length in [52]. Analysis of user interface 
interactions is used to guide a decision on when to wake up a given component [53]. In multicore 
designs a signal has been proposed that can be used to notify the system components of an 
impending request arrival and of instances when no more requests are expected [54]. These 
signals enable both predictive wakeup and predictive sleep. Both timeout and predictive policies 
have one thing in common – they are heuristic. None of these policies can guarantee optimality. 
In contrast, policies that use stochastic models to formulate and solve the power management 
problem can provide optimal solutions within restrictive assumptions made when developing the 
system model. 
4.4. Stochastic Policies 
Stochastic policies can loosely be categorized into time- and event-driven and are based on 
the assumption that all distributions modeling the system are memoryless (e.g., geometric and 
exponential distributions) or that some distributions are history dependent. Power management 
policies can be classified into two categories by the manner in which decisions are made: 
discrete time (or clock based) and event driven. In addition, policies can be stationary (the same 
policy applies at any point in time) or nonstationary (the policy changes over time). For both 
discrete time and event-driven approaches, optimality of the algorithm can be guaranteed since 
the underlying theoretical model is based on Markov chains. An overview of stochastic DPM 
policies presented to date follows. 
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Benini et al. [55] formulated a probabilistic system model using stationary discrete-time 
Markov decision processes (DTMDP). They rigorously formulate the policy optimization 
problem and showed that it can be solved exactly and in polynomial time in the size of the 
system model. The DTMDP approach requires that all state transitions follow stationary 
geometric distributions, which is not true in many practical cases. Nonstationary user request 
rates can be treated using an adaptive policy interpolation procedure presented in [56]. 
A limitation of both stationary and adaptive DTMDP policies is that decision evaluation is 
repeated periodically, even when the system is idle, thus wasting power. For example, for a 
10-W processor, the DTMDP policy with an evaluation period of 1 s would waste as much as 
1800 J of energy from the battery during a 30-min break. The advantage of the discrete time 
approach is that decisions are re-evaluated periodically so the decision can be reconsidered, thus 
adapting better to arrivals that are not truly geometrically distributed. 
An alternative to the DTMDP model is a continuous-time Markov decision process 
(CTMDP) model [57]. In a CTMDP, the power manager (PM) issues commands upon event 
occurrences instead of at discrete time settings. As a result, more energy can be saved since there 
is no need to continually re-evaluate the policy in the low power state. Results are guaranteed 
optimal, assuming that the exponential distribution accurately describes the system behavior. 
Unfortunately, in many practical cases the transition times may be distributed according to a 
more general distribution. Figure 4.6 shows a tail distribution of wireless LAN (WLAN) service 
request interarrival times. The plot highlights that for longer idle times of interest to power 
management, the exponential distribution shows a very poor fit, while a heavy-tailed 
distribution, such as Pareto, is a much better fit to the data. As a result, in real implementation 
the results can be far from optimal [58]. Work presented in [59] uses series and parallel 
combinations of exponential distributions to approximate general distribution of transition times. 
Unfortunately, this approach is very complex and does not give a good approximation for the 
























Figure 4.6. WLAN idle-state arrival tail distribution. 
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The time-indexed semi-Markov decision process (TISMDP) model has been introduced to 
solve the DPM optimization problem without the restrictive assumptions of memoryless 
distribution for system transitions [58]. The power management policy optimization is solved 
exactly and in polynomial time with guaranteed optimal results. Large savings are measured with 
the TISMDP model, as it handles general user request interarrival distributions and makes 
decisions in an event-driven manner. The resulting DPM policy is event driven and can be 
implemented as a randomized timeout. The value of randomization depends on the parameters of 
the policy derived from TISMDP optimization. The policy itself is in the form of a distribution 
that provides the probability of transitioning into a sleep state for every timeout value. Renewal 
theory has been used in [54] for joint optimization of both DPM and DVS on multicore systems-
on-a-chip. As in TISMDP, the renewal model allows for modeling a general transition 
distribution. Probabilistic model checking has been employed to verify the correctness of 
stochastic policies [61]. Although both TISMDP and renewal models limit the restriction of 
memoryless distributions only, they do require that all transitions be statistically independent and 
stationary. An approach presented in [48] removes the stationary assumption by learning the 
interarrival distribution online. Although this approach does not guarantee optimalization, the 
quality of estimation has been evaluated using competitive analysis. 
4.5. Operating System and Cross-Layer Dynamic Power Management 
Most power management policies are implemented as a part of an operating system. Intel, 
Microsoft and Toshiba created an Advanced Configuration and Power Interface specification 
(ACPI) that can be used to implement power management policies in Windows OS [62]. ACPI 
gives a structure for implementing DPM but does not actually provide any policies beyond 
simple timeouts for specific devices. In contrast, NemesisOS and ECOSystem both use pricing 
mechanisms to efficiently allocate systems’ hardware resources based on energy consumption. 
Both of these approaches use high-level approximations for the energy cost of access to any 
given hardware resource, thus incurring significant inaccuracies. Their implementation for a 
different system requires that both kernel- and hardware-specific functions be changed. Another 
OS-level approach is to compute an equivalent utilization for each hardware component and then 
to transition a device to sleep when its utilization falls below a predefined threshold [63]. A few 
energy-aware software implementations integrate information available at multiple system layers 
to be able to manage energy more efficiently [64, 65]. 
All DPM policies discussed thus far do not perform any traffic reshaping of the incoming 
workload. Thus their primary goal is to evaluate for a given idle period if a device should 
transition to sleep. Various buffering mechanisms have been suggested by a number of 
researchers as a way to enhance the availability of longer idle periods suitable for power 
management. Buffering for streaming multimedia applications has been proposed as a 
methodology to lower energy consumption in wireless network interface cards [66]. Similar 
techniques have been used to help increase the idle times available for spinning down the hard 
disk power [67]. A general buffer management methodology based on the idea of inventory 
control has been proposed in [68]. An advantage of this approach is that it can be applied to 
multiple devices in a single system. When combined with OS-level scheduling, the adaptive 
workload buffering can be used for both power management and voltage scaling. Shorter idle 
times created by adaptive buffering can be used to slow down a device, while the longer ones are 
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more appropriate for transitions to sleep. In the next section we provide an overview of dynamic 
voltage scaling methodologies. 
4.6. Dynamic Voltage Scaling 
Two types of voltage scheduling algorithms can be defined for systems with clearly 
definable task deadlines: intra-task dynamic voltage scaling (DVS) and intertask DVS. 
Both types of algorithms utilize slack times by slowing down the processor. Intratask DVS 
algorithms use the available slack time for the task currently running, while intertask DVS 
provides the extra slack time to the upcoming tasks. The next two sections describe various DVS 
algorithms that have been presented. A more detailed overview can be found in [69]. 
4.7. Intertask Voltage Scaling 
Intertask DVS algorithms (1) run a current task; (2) when the task is completed, calculate 
the maximum allowable execution time for the next task; (3) assign the supply voltage for the 
next task; and (4) run the next task. Most intertask DVS algorithms differ during step (2) in 
computing the maximum allowed time for the next task. A generic intertask DVS algorithm 
consists of two parts: slack estimation and slack distribution. In distributing slack times, most 
algorithms use a greedy approach, where all the slack times are given to the next activated task. 
Slack times generally come from two sources: static slack times are the extra times available for 
the next task that can be identified statically, while dynamic slack times are caused from run-
time variations of task execution. One of the most commonly used static slack estimation 
methods is to compute the maximum constant speed, which is defined as the lowest possible 
clock speed that guarantees the feasible schedule of a task set. For example, in earliest deadline 
first (EDF) scheduling, if the worst-case processor utilization (WCPU) of a given task set is 
lower than 100% under the maximum speed, the task set can be scheduled with a new maximum 
speed that is a fraction of the original speed proportional to the current utilization. The maximum 
constant speed can be statically calculated as well for rate monotonic (RM) scheduling [70, 71]. 
Three widely used techniques for estimating dynamic slack times have been proposed: 
stretching-to-NTA, priority-based slack stealing, and utilization updating. Stretching-to-NTA is 
based on a slack between the deadline of the current task and the arrival time of the next task (the 
next task Aarrival time, or NTA). Even though a given task set is scheduled with the maximum 
constant speed, since the actual execution times of tasks are usually much less than their 
WCETs, the tasks usually have dynamic slack times. One simple method to estimate the dynamic 
slack time is to use the arrival time of the next task [70]. The execution of a single task can then 
be stretched to the NTA. When multiple tasks are activated, there can be several alternatives in 
stretching options. For example, the dynamic slack time may be given to a single task or 
distributed equally to all activated tasks. 
Priority-based slack stealing allows lower priority tasks to steal the available slack time left 
from the higher priority tasks. It is also possible for a higher-priority task to utilize the slack 
times from completed lower-priority tasks. However, the latter type of slack stealing is 
computationally expensive to implement precisely. Therefore, the existing algorithms are based 
on heuristics [72, 73]. The utilization updating techniques estimate the required processor 
performance at the current scheduling point by recalculating the expected worst-case processor 
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utilization using the actual execution times of completed task instances [73]. When the processor 
utilization is updated, the clock speed can be adjusted accordingly. This method is very simple to 
implement because only the processor utilization for completed tasks has to be updated at each 
scheduling point. 
4.8. Intra-Task Voltage Scaling 
Five classes of intra-task DVS algorithms have been proposed that differentiate on where 
within the program the voltage and clock frequency should be scaled: segment-based, path-
based, memory-aware, stochastic, and hybrid. At a specific program point, two kinds of slack 
times can be identified: backward slack and forward slack. While the backward slack is 
generated from the early completion of executed program segments, the forward slack is 
generated when there is a change to the estimated remaining workload. Segment-based DVS 
utilizes the backward slack times, while the path-based DVS exploits the forward slack times 
based on the program’s control flow. 
Segment-based DVS techniques partition a task into several segments [74, 75]. After 
executing a task segment, they adjust the clock speed and supply voltage to efficiently exploit the 
remaining slack time. A key problem of segment-based DVS is how to divide an application into 
segments. Automatically partitioning an application code is not trivial. One solution is to use 
both the compiler and the operating system to adapt performance and reduce energy 
consumption of the processor. Collaborative DVS [76] uses such an approach and provides a 
systematic methodology to partition a program into segments considering branch, loop, and 
procedure calls. The compiler annotates the application program with power management hints 
based on program structure and estimated worst-case performance. The operating system 
periodically invokes a power management point to change the processor’s performance based on 
the timing information from the power management hints. This collaborative approach has the 
advantage that the lightweight hints can collect accurate timing information for the operating 
system without actually changing performance. Further, the periodicity of performance/energy 
adaptation can be controlled independently of power management hints to better balance the high 
overhead of adaptation. Programs can also be partitioned based on data types. For example, the 
required decoding time for each frame in an MPEG decoder can be separated into two parts [76], 
a frame-dependent (FD) part and a frame-independent (FI) part. Each of these parts then uses the 
appropriate DVS strategy depending on the available slack times. 
Path-based DVS [77] consists of two key steps: (1) predicting the execution path of the 
application program at compile time and (2) adjusting the clock speed based on the real 
execution path taken at run time. In the first step, using the predicted execution path, the 
remaining predicted execution cycles are calculated at a basic code block. For example, worst-
case execution path (WCEP) is a metric that can be used. With the predicted value, the initial 
clock frequency and its corresponding voltage are set assuming that the task execution will 
follow the predicted execution path. The predicted execution path is called as the reference 
because the clock speed is determined based on the execution path. At run time, if the actual 
execution deviates from the (predicted) reference path (say, by a branch instruction), the clock 
speed can be adjusted depending on the difference between the remaining execution cycles of the 
reference path and those of the newly deviated execution path. If the new execution path takes 
significantly longer to complete its execution than the reference execution path, the clock speed 
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should be increased to meet the deadline constraint. On the other hand, if the new execution path 
can finish its execution earlier than the reference execution path, the clock speed can be lowered 
to save energy. For run-time clock speed adjustment, voltage scaling code is inserted into the 
selected program locations at compile time. The branching edges of the control flow graph, i.e., 
branch or loop statements, are the candidate locations for inserting voltage scaling calls. 
Although WCEP-based DVS reduces the energy consumption significantly while guaranteeing 
the deadline, this is a pessimistic approach because it always predicts that the longest path will 
be executed. If the average-case execution path (ACEP) is used as a reference path, a more 
efficient voltage schedule can be generated. (The ACEP is an execution path that will be most 
likely to be executed.) To find the average-case execution path, the profile information on the 
program execution should be used. 
Memory-aware DVS differs from path-based DVS in the type of CPU slacks being 
exploited. While path-based DVS takes advantage of the difference between the predicted 
execution path and the real execution path of applications, the memory-aware class exploits 
slacks from the memory stalls. Once the program regions in which the CPU is mostly idle 
because of memory stalls are identified, then they can be slowed down for energy reduction. 
If the system architecture supports the overlapped execution of the CPU and memory operations, 
such a CPU slowdown will not result in serious system performance degradation, as the slow 
CPU speed would be hidden behind the memory hierarchy accesses that are on the critical path. 
There are two kinds of approaches to identify the memory-bound regions: analyzing a program at 
compile time and monitoring run-time hardware events. The compiler-directed approach [78] 
partitions a program into multiple regions. It assigns a different slowdown factor to each region 
in order to maximize the overall energy savings without violating the global performance penalty 
constraint. The granularity of the region needs to be large enough to compensate for the overhead 
of voltage and frequency adjustments. Event-driven DVS [79, 80] makes use of run-time 
information about the external memory access statistics. The technique relies on dynamically 
constructed regression models that allow the CPU to calculate the expected workload and slack 
time for the next time slot. This calculation is achieved by estimating and exploiting the ratio of 
the total off-chip access time to the total on-chip computation time. 
Stochastic DVS estimates a program’s execution time using stochastic techniques [81, 82]. 
It finds a speed schedule that minimizes the expected energy consumption while still meeting the 
deadline. A task starts executing at a low speed and then gradually accelerates its speed to meet 
the deadline. Finally, hybrid DVS overcomes the main limitation of intra-DVS techniques. Intra-
task techniques have no global view of the task set in multitask environments. Hybrid techniques 
therefore select between intra- and inter-DVS modes [83]. In the inter- mode, the slack time 
identified during the execution of a task is transferred to the following tasks. Therefore, the 
speed of the current task is not changed by the slack time produced by it. In the intra- mode, the 
slack time is used for the current task by reducing its own execution speed. 
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4.9. Conclusion 
Power consumption is one of the key design and optimization parameters in today’s 
embedded sensing systems. Two approaches that enable systems to save power by adapting to 
changes in environment have been proposed: dynamic power management and dynamic voltage 
scaling. DVS techniques take advantage of workload variations within a single task execution as 
well as workload fluctuations from running multiple tasks, and adjusts the supply voltage, thus 
reducing the energy consumption of the processing part in the embedded system. DPM 
techniques identify idle system components using various techniques and place the identified 
components into low-power states. DPM algorithms can be applied to processing, 
communication, and other parts of the embedded system design. They typically provide larger 
power savings, but at a larger performance penalty. Since both approaches are based on the 
system idleness, DVS and DPM can be combined into a single power management framework. 
For example, shorter idle periods are more amiable to DVS, while longer ones are more 
appropriate for DPM. Thus, a combination of the two approaches is necessary for more power-
efficient embedded systems. 
5. ENERGY HARVESTING METHODS AND APPLICATIONS FOR SHM 
The process of extracting energy from the environment or from a surrounding system and 
converting it to useable electrical energy is known as energy harvesting. Recently, there has been 
a surge of research in the area of energy harvesting. This increase in research has been brought 
on by modern advances in wireless technology and low-power electronics such as MEMS 
devices. Given the wireless nature of some emerging sensors, it becomes necessary that they 
contain their own power supply, which is, in most cases, conventional batteries. However, when 
the battery has consumed all of its power, the sensor must be retrieved and the battery replaced. 
Because of the remote placement of these devices, obtaining the sensor simply to replace the 
battery can become a very expensive and tedious, or even impossible, task. For instance, in civil 
infrastructure SHM applications, it is often desirable to embed the sensor units into the 
structures, making battery replacement unfeasible. If ambient energy in the surrounding medium 
can be obtained and utilized, this captured energy can then be used to prolong the life of the 
power supply or, ideally, provide unlimited energy for the lifespan of the electronic device. 
Given these reasons, the amount of research devoted to energy harvesting has been rapidly 
increasing, and the SHM and sensing network community have investigated energy harvesters as 
an alternative power source for the next generation of embedded sensing systems. The sensors 
and electronics powered by energy harvesters can be placed in any inaccessible location, for 
instance, on bridges, ships, or aerospace structures, to provide vital information on structural, 
environmental, and operational conditions. 
The sources of typical ambient energies are sunlight, thermal gradient, human motion and 
body heat, vibration, and ambient RF energy. Several excellent articles reviewing possible 
energy sources for energy harvesting can be found in the literature [32, 84, 85, 86, 87, 88, 89]. 
Fry et al. [84] provides an overview of portable electric power sources that meet US military 
special operation requirements. The potential power sources surveyed by the report are 
thermoelectric generators, mechanical vibration devices such as piezoelectric devices and wind 
turbines, solar cells, and exotic portable power sources including tapping the laser beam and 
ambient electromagnetic radiation, as well as traditionally available portable power sources such 
as batteries and fuel cells. Although the report is concerned only with portable energy sources for 
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military combat missions, it provides critical insight into future research trends in energy 
harvesting. For instance, the report defines a list of general attributes intended to suggest what a 
standard characterization of different portable energy supplies should include. The list includes 
electrical (energy density, total energy content, power density, maximum voltage and current, RF 
emission power, electrical interconnects), physical (size/shape, weight), environmental (acoustic 
emission power, mechanical shock tolerance, electrical shock tolerance, water resistance, 
operating temperature range), operational (energy requirements for recharging, orientation), 
maintenance (testing requirements), safety, and disposal. The report also categorizes the energy 
harvesters by their technical maturity, indicating those that still require considerable 
development before their feasibility for use in the field can be demonstrated. Piezoelectric 
devices that have been extensively investigated by many researchers in the early 2000s were set 
to this category. The report concludes with the suggestion that the development of a general 
standard to address the technical capabilities of energy sources should be pursued in such a way 
that system designers and integrators are able to assemble components to produce a satisfactory 
final design. It is still questionable if such design standards currently exist after the tremendous 
research efforts dedicated to energy harvesting. 
Roundy [86] compares the energy density of available and portable energy sources, shown 
in Table 5.1. He concludes that for a device whose desired lifetime is in the range of 1 year or 
less, battery technology alone is sufficient to provide enough energy. However, if a device 
requires a longer service life, which is often the case, an energy harvester can provide a better 
solution than battery technologies. Paradiso and Starner [89] point out that battery technology 
has evolved very slowly in mobile computing: battery energy density has increased only by a 
factor of 3 since 1990. Over the same time period, disk storage density has increased by a factor 
of 1300 and CPU speed by a factor of nearly 800. They also provide the energy harvesting 
capabilities of different sources (shown in Table 5.2), which are slightly different from those 
suggested by Roundy [86]. Glynne-Jones and White [85], Qiwai et al. [87], and Mateu and 
Moll [88] also summarize the basic principles and components of energy harvesting techniques, 
including piezoelectric, electrostatic, magnetic induction, and thermal energy. A common 
suggestion listed in these articles is the combined use of several energy harvesting strategies in 
the same device so that the harvesting capabilities in many different situations and applications 
can be increased. Furthermore, energy consumption can be minimized in an effort to close the 
gap between required and harvested energy [88]. 
This section provides an up-to-date assessment of available energy harvesting methods 
suitable for potential SHM sensing applications. This section is not intended to provide an 
exhaustive literature review, as this area is very broad and useful review articles are already 
available in the literature. Instead, this section will provide a concise introductory survey on the 
topic and outline the current status of energy harvesting as applied to relevant themes in SHM. 
5.1. Converting Mechanical Vibration to Electrical Energy 
One of the most effective methods of implementing an energy harvesting system is to use 
mechanical vibration to apply strain energy to a piezoelectric material or to displace an 
electromagnetic coil. Energy generation from mechanical vibration usually uses ambient 
vibration around the energy harvesting device as an energy source and then converts it into 
useful electrical energy. The research in this area has made use of mechanical vibration in order 
to quantify the efficiency and amount of energy capable of being generated and converted, as 
well as the amount needed to power various electronic systems. 
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1 Year Lifetime 
Power Density 
(μW/cm3) 
10 Year Lifetime Source of Information 
Solar (Outdoors) 15,000 – direct sun 
150 – cloudy day 
15,000 – direct sun 
150 – cloudy day 
Commonly Available 
Solar (Indoors) 6 – office desk 6 – office desk Roundy [86] 
Vibrations 200 200 Roundy et al. [99] 
Acoustic Noise 0.003 @ 75 dB 
0.96 @ 100 dB 
0.003 @ 75 dB 
0.96 @ 100 dB 
Theory 
Daily Temp. Variation 10 10 Theory 













Shoe Inserts 330 330 Starner 1996 [95] 
Batteries (nonrecharge Lithium) 45 3.5 Commonly Available 
Batteries (rechargeable Lithium) 7 0 Commonly Available 










Nuclear Isotopes (Uranium) 6 × 106 6 × 105 Commonly Available 
Table 5.2. Energy harvesting demonstrated capabilities. (Source: Paradiso and Starner [89]) 
Energy Source Performance 
Ambient radio frequency <1 μW/cm2 
Ambient light 100 mW/cm2 (directed toward bright sun) 
100 μW/cm2 (illuminated office) 
Thermoelectric  60 μW/cm2 
Vibrational microgenerators 4 μW/cm3 (human motion – Hz) 
800 μW/cm3 (machines – kHz) 
Ambient airflow 1 mW/cm2 
Push buttons 50 μJ/N 
Hand generators 30 W/kg 
Heel strike 7 W potentially available (1 cm deflection at 70 kg per 1 Hz walk) 
 
The concept of utilizing piezoelectric material for energy generation has been studied by 
many researchers over the past few decades. Piezoelectric materials form transducers that are 
able to interchange electrical energy and mechanical motion or force. These materials, therefore, 
can be used as mechanisms to transfer ambient vibration into electrical energy that may be stored 
and used to power other devices. A full description of the piezoelectric effect and the methods 
used to model these materials’ behavior is beyond the scope of this report. However, a 
significant number of journal papers and conference proceedings develop accurate models and 
discuss the fundamentals of these materials in great detail [20, 91, 92]. Furthermore, an overview 
of the application of piezoelectric transducers as energy harvesters has been recently given by 
Sodano et al. [32] and duToit et al. [93]. 
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One early study into energy harvesting by Hausler et al. [94] investigated the ability to 
generate energy from the expansion and contraction of the rib cage during breathing. A prototype 
of the energy harvesting system was constructed using polyvinylidene fluoride (PVDF) film and 
was implemented in vivo on a mongrel dog. The prototype was demonstrated to produce a peak 
voltage of 18 V, which corresponded to a power of about 17 μW. The work of Starner [95] 
brought the possibility of energy harvesting locations around the human body to the attention of 
many researchers. The paper contained a survey of various power generation methods ranging 
from body heat and breath to finger and upper limb motion. An analysis of the power available 
from each of the different sources was presented. He calculates that approximately 67 W of 
power is lost during walking and that a piezoelectric device mounted inside a shoe with a 
conversion efficiency of 12.5% could achieve 8.4 W of power. Kymissis et al. [96] developed a 
piezoelectric system that would harvest the energy lost during walking and used it to power a 
radio transmitter, shown in Figure 5.1. The devices that were considered included a Thunder 
actuator constructed of piezoceramic composite material located in the heel and a multilayer 
PVDF foil laminate patch located in the sole of the shoe. The peak powers were observed to 
approach 20 mW for the PVDF stave and 80 mW for the piezoelectric actuator. However, due to 
slow excitation, the average power generated from both the PVDF and the Thunder actuator was 
significantly lower, approximately 1 mW and 2 mW, respectively, shown in the figure. It was 
found that the two piezoelectric devices used produced sufficient energy to power a transmitter 
that could send a 12-bit RFID code every 3–6 steps. Another investigation into the use of 
piezoelectric materials for power harvesting from the motion of humans and animals was 
performed by Ramsey and Clark [97], who studied the ability to power an in vivo MEMS 
application. The research used a thin square plate driven by blood pressure to provide energy and 
was shown to be capable of powering the electronics if they were used intermittently. Although 
these wearable energy harvesters are not suitable for powering SHM sensor nodes, which should 
rely on ambient vibration of structures, these works demonstrated the potential of piezoelectric 
energy harvesting devices as an alternative energy source for self-powered electronics. Further, 
the feasibility of using the harvested energy for wirelessly transmitting data was demonstrated 








Figure 5.1. Schematic and results of energy harvesting shoe. (Source: Kymissis et al. [96]) 
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Umeda et al. [98] quantified the amount of energy that could be produced when a steel ball 
impacted a piezoelectric plate. The authors used an equivalent circuit model to predict the energy 
while modifying numerous parameters in the system to find the best combination of parameters 
for energy harvesting. It was determined that the efficiency increased if the mechanical quality 
factor (the reciprocal of internal friction) of the piezoelectric materials increased, the 
electromechanical coupling coefficient increased, and the dielectric loss decreased. Roundy 
et al. [99] studied low-level vibrations as a power source for wireless sensor nodes. In this study, 
two piezoelectric patches were attached to a steel cantilevered beam and used to collect 
mechanical energy from vibrations. By using an excitation force designed to simulate the 
vibration of an operating microwave oven, the piezoelectric material achieved a 70 μW/cm3 
power density. 
Another example of energy harvesting is the development of an electrical power generating 
system that extracts energy from the flow of moving water in pipes, streams or currents [100]. 
The generating systems are eel-like structures made from PVDF films. These “eels” are scalable 
in size and have the capacity to generate milliwatts to many watts depending on the system size 
and the water flow velocity. An illustration of the eel concept developed by Ocean Power 
Technologies, Inc. is shown in Figure 5.2. 
Sodano et al. [101] estimated the power output from a piezoelectric cantilever auxiliary 
structure attached to an automobile compressor. A 40- × 62-mm piezoelectric patch mounted to a 
fixed-free, 40- × 80-mm plate was able to charge a 40-mAh button cell battery in one hour. 
Sodano et al. [102] also formulated a model of a power harvesting system that consisted of a 
cantilever beam with piezoelectric patches attached. The model was verified on a cantilever 
beam experiencing a base excitation from the clamped condition. The model was found to 
accurately estimate the energy generated and was also used to demonstrate the damping effect of 
a piezoelectric energy harvester. The development of an accurate analytical model to estimate the 
power output from the piezoelectric transducers and to understand the effects of several 
components, including mechanical and electrical loads and electrical circuits, has received 
considerable attention by energy harvesting researchers. As such, various efforts on analytical 
modeling and analysis of piezoelectric energy harvesting can be found in the literature [93, 103, 
104, 105, 106, 107]. 
 
Figure 5.2. Energy harvesting “eel” concept. 
(Source: Ocean Power Technologies, Inc.) 
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The efficiency of the piezoelectric material in a stack configuration for the purpose of electric 
energy generation was analyzed by Goldfarb and Jones [108]. An analytical model is presented 
and the fundamental problem with generating electrical power from the piezoelectric material is 
that it stores the majority of the energy produced and returns it to the excitation source that initially 
caused the charge to be generated. Therefore, it is suggested that the maximum efficiency of power 
generation can be achieved by minimizing the amount of energy stored inside the piezoelectric 
material. It was found that at frequencies above 100 Hz, the efficiency of the stack actuator was 
negligible and that the highest efficiency was obtained at a 5 Hz, which is much lower than the first 
mechanical and electromechanical resonances of the stack. Although the piezoelectric stack 
configuration utilizes the higher electromechanical coupling mode (d33) compared to that of the 
patch configuration (d31), the patch configuration holds great advantages in energy conversion 
because the excitation is more easily achieved by environmental sources [88, 97]. Accordingly, a 
cantilever beam with the piezoelectric patches attached in either a unimorph or a bimorph form is 
the most common configuration for energy harvesting. Others utilized the shape of membranes 
under pressure loading [106, 109] and plates with a Helmholtz resonator under fluid/acoustic 
loading [110]. Recently, the development of MEMS-scale micro power generator has received 
considerable attention, as piezoelectric materials are suitable for microfabrication [93, 111, 112, 
113]. For instance, the microscale piezoelectric harvester developed by Jeon et al. [111], shown in 
Figure 5.3, generated a maximum DC voltage of 3 V and a maximum continuous electrical power 
of 1 μW under the first resonance frequency of 13.9 kHz. 
Other than traditional piezoceramic and PVDF materials, several researchers have 
investigated the energy harvesting performance of lead magnesium niobate-lead titanate 
(PMN-PT) single-crystal devices [103, 114], a macro-fiber composite actuator [101], and a 
“cymbal” piezoelectric transducer [115], which all exhibit much higher electromechanical 
coupling properties than traditional transducers and hence show much better performance. For 
instance, a cymbal transducer with a 29-mm diameter and 1-mm thickness produced 39 mW 
power at a frequency of 100 Hz under a force of 7.8 N, which is much higher than values 
reported in the literature from traditional piezoelectric materials. 
 
Figure 5.3. The fabricated microscale piezoelectric generator. 
(Source: Jeon et al. [111], reprinted with permission from Elsevier.) 
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To achieve higher efficiency, it is necessary to match the resonance frequency of the 
transducer with the most distinct frequency of the vibration source. Cornwell et al. [116] adjusted 
various mechanical parameters, including the resonant frequency and the location of a harvester, 
to maximize the strain induced in the piezoelectric element in order to improve power output. 
The power generation was increased by a factor of 25 when the frequency of the harvesting 
device was well tuned to that of the structure. Roundy and Wright [105] also suggested that the 
harvesting system should be designed such that the harvester could be excited at its resonance. 
The proof mass was used to maximize the power output, shown in Figure 5.4. The vibration 
present in a structure is, however, usually much lower than the resonance of a harvesting device 
and often changes during operation; therefore, this vibration does not always effectively couple 
energy to the harvester. The optimization of the transducer setup and geometry is one of the most 
challenging tasks during the design, but it has received less attention from researchers. 
 
Figure 5.4. A piezoelectric generator with a proof mass. 
(Source: Roundy and Wright [105]) 
With respect to ambient vibration, there is another possible way of converting mechanical 
energy into electricity. The electromagnetic systems are composed of a coil and a permanent 
magnet attached to a spring. The mechanical movement of the magnet, which is caused by 
structural vibration, induces a voltage at the coil terminal and this energy can be delivered to an 
electrical load. The amount of power produced is maximum at resonance of a device and 
proportional to the square of the peak mass displacement. Furthermore, a large proof mass 
(a magnet) with large coil areas will perform better than smaller ones, although the size and 
displacement will be limited by the spring and the housing of the device. Williams and Yates [117] 
proposed a device that generates electricity using an electromagnetic transducer. A harmonic 
analysis of the generator was performed and it was determined that the amount of power generated 
was proportional to the cube of the vibration frequency, which illustrated that the generator was 
likely to perform poorly at low frequencies. It was also determined that a low damping factor 
within the electromagnetic system was required to maximize power generation, therefore, the 
design must allow for large deflections of the mass. For a typical device the predicted power 
generation was 1 μW at an excitation frequency of 70 Hz and 0.1 mW at 330 Hz, with a 
mechanical deflection of 50 μm. Yuen et al. [118] developed an electromagnetic-based micro 
energy converter that can be packaged into an AA battery-size container. The converter is able to 
charge a capacitor to a 1.6 V DC level in less than 1 min. The device was used to serve as a power 
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supply for a wireless temperature sensing system. Glynne-Jones [119] designed a miniature 
electromagnetic power generator, shown in Figure 5.5, which is based around four magnets 
coupled to a cantilevered coil. The device, with a volume of 3.15 cm3, could produce a peak power 
of 3.9 mW with an average power of 157 μW when mounted on the engine block of the car. 
Mizuno and Chetwynd [120] also investigated an electromagnetic micro generator with a predicted 
power output of 6 nW for a typical single-element generator with a very low voltage. The authors 
suggested deploying a “stacked” array configuration to increase the output. Recently Stephen [121] 
has analyzed the dynamics of an electromagnetic energy generator in detail. He concluded that the 
maximum power is delivered when the resistance of an electrical load is equal to the sum of the 
coil’s internal resistance and the electrical analogue of the mechanical damping coefficient. There 
were conflicting claims in the past, some suggesting that the impedance of the electrical load 
should be matched to the source impedance of the coil, while others suggest that power delivery is 
optimized when mechanical and electrical damping ratios are equal. 
 
Figure 5.5. An electromagnetic generator. 
(Source: Glynne-Jones et al. [119], reprinted with permission from Elsevier.) 
Poulin et al. [122] presented a comparative study of electromagnetic and piezoelectric energy 
conversion systems. These authors found that the two systems are in complete duality in every 
respect (some elements shown in Table 5.3) after a quantitative study using realistic values of 
geometrical and physical parameters. The authors suggested that the piezoelectric system is well 
suited to energy generation for microsystems because of a higher power density, and they 
recommended electromagnetic systems for medium-scale applications. Roundy [123] pointed out 
that although there have been many publications in energy harvesting, a solid basis for comparison 
between basic technologies has not been well documented. He described several basic theories in 
energy harvesting, including electromagnetic, piezoelectric, and magnetostrictive harvesters. 
Magnetostrictive materials exhibit the coupling property between magnetic and mechanical 
domains. Only a few studies explored the energy harvesting potential of magnetostrictive 
materials [124]. Roundy concluded that, in addition to the input vibration, the power output 
depends on the system coupling coefficient, the quality factor of the device, the mass density of the 
generator, and the degree to which the electrical load maximizes the power transmission. He also 
concluded that the voltage output of electromagnetic devices scales down as size decreases, while 
for piezoelectric transducers, current, not voltage, will scale down because of the capacitive nature 
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of the devices. duToit et al. [93] summarized some experimental and analytical results on 
vibration-based energy harvesting devices published in the literature. The device sizes vary from 
micro (0.01 cm3) to macro scale (75 cm3), and the energy generated ranges from 1 μW to a couple 
of mW. However, they conclude that it is a somewhat daunting task to compare the performance of 
those energy harvesting systems because they use different energy conversion schemes, which vary 
in size and mass; they have different input frequency spectra; and the various systems and 
structures that harvesters were installed in. These parameters are not always clearly documented in 
the published papers. The authors suggested that the power density (W/cm3 or W/kg) or the 
efficiency parameter would be good indicators for comparing the performance of each device. 
Table 5.3. Comparison elements between electromagnetic and piezoelectric systems. 
(Source: Poulin et al. [122], reprinted with permission from Elsevier.) 
System Electromagnetic Piezoelectric 
Constraint Low High 
Displacement High Low 
Voltage Adjustable High 
Current Adjustable Low 
Resonant Frequency Adjustable High 
Output impedance Resistive Capacitive 
Adapted Load Adjustable High 
Because vibration-based energy harvesters are still in the development stage, only a few 
commercial solutions are available. Most research efforts are still in proof-of-concept 
demonstrations in a laboratory setting. Microstrain, Inc. [125] developed a prototype of 
piezoelectric-based energy harvester, shown in Figure 5.6. The sensor node is equipped with 
temperature and humidity sensors with wireless telemetry. It is claimed that the piezoelectric 
harvester can produce up to 2.7 mW of instant power at 57 Hz vibration. Perpetuum, Inc. [126] 
commercialized electromagnetic energy converters, which are capable of generating up to 3.3 V 
and 5 mW of instant power under the 100 mg vibration. The frequency could be tuned to in the 
range of 47–100 Hz. Ferro Solution, Inc. [127] also produced electromagnetic generators that 
have a 9.3 mW power capability with 100 mg input vibration. 
 
Figure 5.6. A prototype of sensor node with piezoelectric energy harvester. 
(Source: Image courtesy Microstrain, Inc., [125], reprinted with permission.) 
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5.2. Converting Thermal Energy to Electrical Energy 
A second method of obtaining energy from ambient sources is through the use of 
thermoelectric generators that capitalize on thermal gradients. Thermoelectric generators (TEGs) 
use the Seebeck effect, shown in Figure 5.7, which describes the current generated when the 
junction of two dissimilar metals experiences a temperature difference. Using this principle, 
numerous p-type and n-type junctions are arranged electrically in series and thermally in parallel 
to construct the TEG. Thus, when an electrical current is applied to the TEG a thermal gradient is 
generated, allowing the device to function as a small solid state heat pump. Inversely, if a 
thermal gradient is applied to the device, it will generate an electrical current that can be utilized 
to power other electronics. 
 
Figure 5.7. Schematic of the Seebeck effect. (Source: www.tellurex.com) 
Thermoelectric generators have been used for capturing ambient energy in various 
applications. Lawrence and Snyder [128] suggest a potential method of retrieving electrical energy 
from the temperature difference that exists between the soil and the air. To test their concept, a 
prototype was built without the thermoelectric generator and the heat flow was measured to 
estimate the amount of power that could be obtained. The results showed that a maximum 
instantaneous power of approximately 0.4 mW could be generated by the thermoelectric device. 
Rowe et al. [129] investigate the ability to construct a large thermoelectric generator capable of 
supplying 100 watts of power from hot waste water. The system tested used numerous 
thermoelectric devices placed between two cambers, one with flowing hot water and the other with 
cold water flowing in the opposite direction, thus maximizing the heat exchange. With a total of 
36 modules, each with 31 thermocouples, 95 watts of power could be generated. Fleming 
et al. [130] investigated the use of TEG for powering microscale air vehicles. A TEG was mounted 
on the exhaust system of an internal combustion engine that was shown to generate 380 mW of 
power. Several authors have studied the use of thermoelectric generators for obtaining waste 
energy from the exhaust of automobiles. Birkholz et al. [131]worked with Porsche to develop a 
TEG unit that would fit around the exhaust pipe. The unit was experimentally tested and found to 
generate an open circuit voltage of 22 volts and a total power of 58 W. Similarly, Matsubara [132] 
constructed an exhaust system using ten TEG modules and a liquid heat exchanger to maximize 
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the thermal gradient. The system was tested on a 2000 cc class automobile and shown to produce 
266 W of power. Bass et al. [133] investigated the placement of a thermoelectric generator in the 
vertical muffler of a class 8 diesel truck. The system generated 1 kW of power, thus allowing it to 
be employed as a substitute for the truck’s alternator. By removing the alternator from the engine, 
the power delivered to the driveshaft was increased by three to five horsepower, providing an 
increase in fuel efficiency and a reduction in emissions. TEGs are now commonly used in hybrid 
vehicles to recharge supercapacitors/batteries. For more information on TEG applications in 
automobiles, see Vázquez et al. [134]. 
As described, the idea to use thermoelectric devices to capture ambient energy from a system 
is not a new concept. However, in many cases, the research efforts utilize liquid heat exchangers or 
forced convection that significantly improves heat flow and power generation but requires complex 
cooling loops and systems. Therefore, Sodano et al. [135] investigated the use of TEGs as energy 
harvesting devices that do not have an active heat exchanger but function as a completely passive 
energy scavenging system. Two potential applications are investigated, utilizing solar radiation and 
harvesting of waste heat. For each application, an experimental prototype was constructed and 
tested to determine the effectiveness in recharging a discharged nickel metal hydride battery. 
The results showed that the thermoelectric generator does produce significantly more power than a 
piezoelectric device and that the charge time needed to recharge a battery is significantly lower. 
The TEG is a mature technology and a reliable energy converter with no moving parts 
compared to vibration-based harvesters. The TEG has been actively studied for the last three 
decades and the literature in this area is extensive. One of the drawbacks of this technology is low 
efficiency (<5%) if there is a small temperature gradient present. Further, the fabrication cost is 
high, and the volume and weight are still too large for microscale sensing systems. Therefore, with 
the recent advances made in nanotechnologies, the fabrication of MEMS-scale TEG devices have 
been actively studied [136, 137, 138]. For instance, 0.5 cm2 of a new thermoelectric thin film 
developed by Applied Digital Solutions produces 1.5 μW of power with only a 5ºC temperature 
gradient [139]. 
It is worthwhile to note that TEGs have long been used in NASA space vehicles, such as the 
Voyager and Cassini probes, as sunlight is not always available for vehicles traveling to the outer 
reaches of the solar system and beyond. These vehicles use heat generated by the decay of 
radioactive materials (e.g., plutonium-238) to produce electricity using the TEG. These systems 
can generate high power in the few watts to kilowatts range for over a decade. However, these 
devices are not useful in low-power applications because as the radioactive material’s size 
decreases, the surface-to-volume ratio of the heat source increases, which imposes difficulties in 
maintaining the necessary temperature gradient and efficiency for TEGs. For microscale 
applications using radioactive material sources, such as tritium, two different harvesting 
approaches have been proposed. One approach is using the beta-voltaic effect, which works 
much like a solar cell [140]. Although the beta-voltaic effect suffers from low efficiencies, 
Sun et al. [141] improved the efficiency by a factor of 10 with a new wafer design that provides 
more reactive surface to interact with the decay particles, and hence harnesses the energy from 
the tritium more effectively. Their commercial product, called Betabatt, can provide an energy 
density of 125 μW/cm3 for 12–20 years [142]. Another approach commonly employed with 
microscale radioactive power sources to harness energy is to combine the radioactive materials 
with a piezoelectric harvester. Such systems are referred to as a radioisotope-powered 
piezoelectric generator [143, 144]. The principle behind this technique is to capture the kinetic 
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energy of particles emitted by radioactive materials to actuate a piezoelectric cantilever beam 
that produces electricity in the range of tens of μW. With the overall conversion efficiency of 
4%, the device, called a “nuclear micro-battery,” with 10 mg of polonium-210 contained in a 
1-cm3 housing can produce 50 mW of electric power for four months. An ongoing effort is an 
attempt to boost the efficiency of this device to 20%. 
The use of radioactive materials for energy harvesting provides certain advantages over 
traditional chemical batteries. Radioactive materials have much higher energy densities and last 
as long as it takes for the isotope and its daughter isotopes to decay to a stable state, albeit with 
diminishing energy levels over this time. Many chemical batteries, however, have limited shelf-
lives of three to four years because of self-discharging. Other issues that must be considered 
when using radioactive materials as an energy source are the types of decay products that are 
produced, the half-lives of the materials, and the ability of the TEG to accommodate a time-
varying energy flux. Ideally, the isotope should be primarily an alpha or beta emitter, otherwise 
there may be a need to harden the electronics for gamma or neutron decay products. Also, the 
isotope’s decay chain must be studied to make sure that the isotope does not decay into daughter 
isotopes that are gamma or neutron emitters. The half-life will determine the length of time that 
the material will produce energy, but this energy production will decrease with time; these 
factors must be considered for a particular application. 
Although there will be public perception concerns with regards to environmental and safety 
issues for such devices, there is a precedent for using these materials in common household and 
office devices such as smoke detectors and illuminated signs. Currently, research efforts 
associated with small-scale radioactive energy harvesting devices focus on reducing the cost and 
improving the efficiency of these devices. The atomic batteries have potential applications in 
MEMS devices, SHM embedded sensing networks, or human medical sensing applications. 
5.3. RF Energy Harvesting 
Another way of supplying power to sensor networks is that of wireless energy transmission. 
In this case, power is generated elsewhere and transmitted to a sensor node by some form of 
electromagnetic wave or RF radiation. This concept can utilize two different RF energy sources, 
ambient or controlled RF sources. Previous studies showed that electronics can be used to 
efficiently capture ambient radiation sources and convert them to useful electricity. Harrist [145] 
attempted to charge a cellular phone battery by capturing ambient 915-MHz RF energy. 
Although he was not able to fully charge the battery, he observed 4 mV per second charging time 
from a typical cellular phone battery. Although there are several electronics that may derive their 
required power from ambient RF sources, the amount of captured energy is extremely low, 
typically in the range of a few μW. Therefore, the technology that has received the most 
attention is the microwave transmission with controlled or so called “beamed” RF sources. A 
source antenna transmits microwaves across the atmosphere or space to a receiver, which can 
either be a typical antenna with rectifying circuitry to convert the microwaves to DC power or a 
rectenna (rectifying antenna) that integrates the technology to receive and directly convert the 
microwaves into DC power. 
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A pair of excellent survey articles was written to discuss the history of microwave 
power [146, 147]. With the use of rectennas, efficiencies in the 50%–80% range for DC to DC 
conversion have been achieved. Significant testing has also been done across long distances and 
with kW power levels [148]. The study showed the feasibility of the wireless energy delivery 
systems for actuating large devices, including DC motors and piezoelectric Thunder actuators. 
Briles et al. [149] invented a RF wireless energy delivery system for underground gas or oil 
recovery pipes. The RF energy is generated on the surface and travels through the conductive 
pipe, which acts as an antenna or a waveguide. The sensor module in the bottom of the pipe 
captures this energy and uses it to power the electrical equipment. A schematic of this concept is 
shown in Figure 5.8. With a 100 W transmitted power from the surface, it was estimated that 
around 48 mW of instant power can be captured after traveling 1.6 km along pipe. 
Current research efforts in RF wireless energy transmission focus on improving the 
conversion efficiency and attempting to maximize the output power by designing efficient 
antennas and rectannas. In particular, circular polarized antennas are being implemented in the 
rectenna design because they avoid the directionality of other antenna designs [150, 151, 152]. 
An array of rectennas is increasingly used to improve the output power [153] and several new 
rectenna design schemes are proposed [154, 155]. Different elements are also used for efficient 
rectification [156, 157] in attempts to obtain optimum output power, and these research trends 
are similar to those typically pursued in the energy harvesting arena. 
 
Figure 5.8. A schematic of RF energy delivery system for a down-well pipe. (Source: Briles et al. [149]) 
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Originally considered for alleviating the wiring harness in space structures or microscale 
aerial vehicles and for providing extremely low power as is typically used in RFID tags in the 1- 
to 100-μW range, the application of an RF wireless energy transmission system for powering 
electronics typically used in distributed sensing networks has not been studied substantially in 
the past. In particular, the application of this technology for SHM sensor nodes in order to 
alleviate the challenges associated with power supply issues has never been addressed in the 
literature. A new SHM sensing network proposed by UCSD and LANL researchers that 
integrates energy transmission between the host and sensor node and uses this energy to both 
power the sensing circuit and transmit the signal back to the host was described in Section 3.4. 
The researchers at the Engineering Institute experimentally investigated the RF wireless energy 
transmission as an alternative power source for wireless SHM sensor nodes [158, 159]. First, a 
miniaturized active SHM sensor node based on the piezoelectric impedance method was 
developed, which requires approximately 200 mW of power to operate. Ten-GHz X-band signals 
were used as an RF energy propagation frequency in order to facilitate the design of small 
antennas with high gain. A layout of the RF power delivery system is given in Figure 5.9. 
Rectenna performance was evaluated based on how quickly the rectenna can supply the required 
voltage and on how many receive/transmit operations can be successfully completed with this 
telemetry. In this setup, 1 W of X-band radiation is transmitted from a horn antenna over a 
distance of 0.6 m. At the receiving end, the DC voltage from the rectenna is used to charge up a 
0.1 F supercapacitor. Once a sufficient amount of voltage has built up in the supercapacitor, the 
stored energy is used to power a MaxStream XBee radio. The experiment results showed that the 
supercapacitor is able to charge the 0.1 F supercapacitor to 3.3 V in 200 s. The average delivered 
power was estimated at 2.5 mW. This same average power was analytically estimated to be 
85 mW by the one-way radar equation. Possible reasons for the discrepancy include errors in the 
efficiency estimate for the antennas; variability in the efficiency of the circuit, such as the 
voltage drops caused by the diodes; electromagnetic reflections off the walls causing destructive 
interference; and, undoubtedly, an impedance mismatch between the horns and the circuits. Once 
the capacitor is charged, the radio is able to successfully receive and transmit 256 bytes of data 
using the asynchronous RS-232 protocol over a distance of 5.2 m. This experiment has shown 
that RF power delivery can be used to successfully operate the radio, which is the largest power 
consumer in an SHM sensor node [158]. 
As illustrated, wireless energy delivery has promise for providing power to SHM or any 
other long-term wireless sensor nodes. This wireless energy transmission can be used for SHM 
sensor array interrogation, where both power and activity commands (if desired) are conveyed to 
the node from a mobile host. For example, an unmanned aerial vehicle whose autopilot and GPS 
units are programmed to seek out specific coordinates populated by sensors can carry an RF 
source to activate each sensor. The sensor nodes that are powered by the RF energy will perform 
the intended measurement, analyze the data on a local computer embedded in the sensor node, 
and then send the results of the computation to the processor on the mobile host. The advantage 
of this transmission system is that power does not have to be embedded with the sensing system 
but rather is transported to the node’s vicinity and then wirelessly transmitted to the sensor node. 
It is anticipated that such a sensor network will have improved reliability and will have inherent 
advantages when monitoring must be performed in locations that are physically difficult to 
access. Further, the researchers at the Engineering Institute proposed a hybrid system that 
couples traditional energy harvesting systems at the node level with the RF energy delivered by 
the robotic vehicle. 
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Figure 5.9. RF energy delivery test setup. (Source: Mascarenas [158]) 
5.4. Power Conditioning and Storage 
This section will look at research into various types of power storage mediums and different 
circuits developed to maximize the electric power generated. A typical energy harvesting circuit 
is shown in Figure 5.10. The AC signal generated by the energy harvesting medium is first full-
wave rectified and then stored in a capacitor, where it is subsequently used to charge the battery 
or any other energy storage medium. Some additional elements, including DC-DC step-down 
converters, voltage regulators, charge controllers, and charge pump circuits are employed to this 
circuit to maximize the power flow. All of the circuitry is designed so that the impedance of the 
harvesting medium and charging circuit can be matched, a more consistent and efficient DC 
signal can be generated, and the efficient control of energy accumulation can be achieved. 
 
Figure 5.10. Schematic of energy harvesting circuit. 
Energy generation Full wave rectifier 
Voltage regulation 
Battery 
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Much of the research into energy harvesting has dealt with optimizing the power harvesting 
configuration or developing circuitry to store the energy. However, some researchers have 
looked into the possibility of using the circuitry to extract more energy from the piezoelectric 
material. One such study was performed by Kasyap et al. [160], who used the concept that the 
energy transfer from the piezoelectric to the load is maximized when the impedance of the two 
are matched to develop a circuit whose impedance could be modified. The authors provide a 
description of the fly-back converter circuit and the equations needed to set the circuit impedance 
to the desired value. Ottman et al. [161] studied the use of an adaptive step-down DC-DC 
converter to maximize the power output from a piezoelectric device. It was found that at very 
high levels of excitation, the power output could be increased by as much as 400%. However, 
this study did have a drawback: the additional electronic components required to optimize the 
power output dissipated energy. This additional circuitry needed an open circuit voltage greater 
than 10 volts for an increase in the generated power. To overcome this problem, Hofmann 
et al. [162] modified the circuit by removing the adaptive circuitry and used a fixed switching 
frequency. However, the improvements made to the circuit now required more than 25 volts 
open circuit for increased power to be supplied to the load. Furthermore, the level of excitation 
necessary to produce greater than 25 volts open circuit is far greater than present in any typical 
vibrating machinery, making the circuitry unrealistic. 
One common issue identified for energy harvesting devices is that the amount of energy 
generated by harvesting mediums is not sufficient to power most electronic devices. Thus, for 
energy harvesting technology to make its way into the commercial market, methods of 
accumulating and storing the harvested energy until a sufficient amount can be recovered to 
power the portable electronics are the key to a successful power harvesting system [32]. One of 
the first researchers to realize the need for power storage circuitry was Starner [95], who studied 
the use of piezoelectric materials for harvesting numerous sources of energy around the body, 
including limb and finger motion. Additionally, the idea of using a capacitor and rechargeable 
battery for power harvesting was discussed, with some advantages and disadvantages of each 
listed. This concept was taken a step farther by Umeda et al. [98], who followed their earlier 
study with an investigation into the use of a capacitor with piezoelectric materials. 
They theoretically and experimentally tested the circuit in various configurations to determine 
the optimal design. Shortly after the publication of this work, a power harvesting patent was 
issued to Kimura [163] for a means of storing the rectified energy from a piezoelectric device in 
a capacitor. However, a circuit containing only a single capacitor is not sufficient to provide 
power to other electronic devices without additional circuitry. Therefore, Kymissis et al. [96] 
developed a piezoelectric system that would harvest the energy lost during walking and use it to 
power a radio transmitter. Their circuit also used a capacitor as the storage medium, but the 
additional components allowed it to charge to a desired level before discharging. 
While significant headway has been made in the field of energy harvesting, Sodano 
et al. [32] saw the use of the capacitor as a fundamental problem with the research that had been 
performed in power storage methods. Because of the poor energy storage characteristics of the 
capacitor, it could only be used to send out short pulses of energy, which severely limited the 
number of applications for energy harvesting. Therefore, they investigated the ability to use the 
energy from the piezoelectric material to recharge a discharged battery. Their study showed that 
a watch battery could be recharged from a completely discharged state in less than one hour by 
vibrations consistent in amplitude with those found on a typical vibrating machine. Furthermore, 
the authors compared this new concept to the more traditional method of storing the energy in a 
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capacitor and found that the use of a battery provided more flexibility in the electronics to be 
powered. Guan and Liao [164] compared the performance of energy storage devices, including 
conventional capacitors, rechargeable batteries, and supercapacitors, for energy harvesting 
applications. They concluded that the supercapacitors are more attractive than rechargeable 
batteries because supercapacitors have higher charge/discharge efficiency, higher adaptability, 
and much longer lifespans. However, they also have a higher self-discharge rate. 
For the RF transmission, the efficiency of the RF energy transfer method lies in the 
intelligent design of an efficient antenna, along with a circuit capable of converting and 
amplifying low-amplitude, high-frequency AC signals to DC voltage. The efficiency of the 
wireless energy harvesting device will be dependent upon the impedance and the shape of the 
antenna and the impedance of the harvesting circuit. If the impedance of the antenna matches 
that of the harvesting circuit, the transmitted RF signals will have minimal reflection, thus, a 
large portion of RF energy will be captured and converted to useful electrical energy. The 
antenna requires good grounding, and further, the captured energy should be immediately 
rectified; otherwise, the energy could be easily dissipated as heat, resulting in a poor efficiency. 
The rectification is a major source of energy loss in harvesting devices. In order to reduce the 
loss from the rectification diodes, Schottky barrier diodes have been typically used. Compared to 
other energy generators, TEG does not require a means of rectification because the output of the 
TEG is a DC signal, which simplifies the associated electronic circuit design. 
5.5. Applications to SHM 
Although the energy harvesting techniques are still in a development stage, several 
conceptual designs for SHM applications have been proposed. Elvin et al. [165] proposed a self-
powered damage detection sensor using piezoelectric patches. A network of self-powered strain 
energy sensors were embedded inside a structure, and a moving cart capable of applying a time-
varying dynamic load was driven over the structure. The harvesters convert this applied load into 
electricity and the sensors measure the strain induced by the moving cart, which is also equipped 
with a receiver and a signal processing unit, as shown in Figure 5.11. The energy generated from 
the piezo-generator was accumulated in a capacitor. A switch was added to the circuitry to allow 
the capacitor to charge to a predetermined value of 1.1 volts, at which point the switch would 
Figure 5.11. Implementation of self-powered sensors for damage detection. (Source: Elvin et al. [165], 
reprint permission is granted by the Council of the Institution of Mechanical Engineers.) 
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open and the capacitor would discharge through the transmitter. Once the capacitor had 
discharged to a value of 0.8 volts, the switch would close and the capacitor would be allowed to 
recharge and repeat the process, as shown in Figure 5.11. The operation of the energy harvesting 
system was found to provide the required energy to power the circuitry and transmit a signal 
containing information regarding the strain of the beam over a distance of 2 m. James et al. [166] 
also proposed two prototypes of self-powered systems for condition monitoring applications. 
The devices, using a low-power accelerometer as a sensor, are powered by a vibration-based 
electromagnetic generator, which provides a constant power of 2.5 mW. The first system uses a 
liquid crystal display of the system output, and the second uses an infrared link to transmit the 
data. However, the systems are not equipped with a local computing capability and only send out 
the direct sensor readings. 
Discenzo et al. [167] developed a prototype self-powered sensor node that performs sensing 
and local processing and telemeters the result to a central node for pump condition monitoring 
applications, shown in Figure 5.12. A wireless mote system was integrated with a piezoelectric 
energy harvesting technique. The device was mounted on an oil pump, which operates 130 Hz, and 
a cantilever piezoelectric beam tuned to the same frequency was embedded with the sensor node to 
extracted energy from the pump vibration. The device was installed on an oil tanker for a four-
month period to measure the vibration data. The maximum power output of 40 mW was achieved. 
However, the output power was only 10% of the amount expected under these operating 
conditions. The low power output was believed to come from the slight discrepancy in the 
excitation frequency and the piezoelectric device’s resonant frequency. The authors suggested the 
development of an adaptive-tuning harvester to accommodate uncertainties in the environment and 
in equipment operation. 
Pfeifer et al. [168] investigated the development of self-powered sensor tags that can be used 
to monitor the health of a structure. A microcontroller, which consumes 40 μW to operate, was 
powered by a piezoelectric patch (7.5 × 5 cm). Once powered, the microcontroller operates the 
sensor array, performs the local computing, and saves the results of computation into a RFID tag. 
By storing the data in nonvolatile memory, the data can be retrieved by a mobile host even if the 
sensor node does not have enough power to operate. In a laboratory setting, the piezoelectric 
harvester can deliver enough energy to the microcontroller for 17 seconds of operation. 
A schematic of this system is shown in Figure 5.13. 
 
Figure 5.12. Self-powered sensor node. 
(Source: Discenzo et al. [167], reprinted with permission of Sound and Vibration Magazine.) 
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Figure 5.13. Diagram of self-powered sensor system. 
(Source: Pfeifer et al. [168]) 
Ha and Chang [169] assessed the suitability and efficiency of energy harvesting techniques 
for an SHM system based on a network of piezoelectric sensors and actuators. They concluded 
that total power requirements of the piezoelectric Lamb-wave based SHM system far exceed the 
current energy harvesting capability. However, they suggested that a passive sensing system, 
which uses passive acoustic emission and detects an accidental impact event, would be a good 
candidate for energy harvesting technology because of the low power requirements and very low 
duty-cycle. 
5.6. Conclusion 
Energy harvesting is slowly coming into full view of the SHM and more general sensing 
network communities. With continual advances in wireless sensor/actuator technologies, 
improved signal processing techniques, and the continued development of power efficient 
electronics, energy harvesting will continue to attract the attention of researchers and field 
engineers. However, it should be emphasized that the energy harvesting still remains in its 
infancy and only a few successful examples are in practice. Still, a tremendous research effort is 
required to convert, optimize, and accumulate the necessary amount of energy to power such 
electronics. 
6. FUTURE RESEARCH NEEDS AND CHALLENGES 
This section outlines future research areas for energy harvesting in order to transition the 
current state-of-the-art to full-scale deployment in the current practice of SHM and sensing 
networks. 
As identified, the major limitations facing researchers in the field of energy harvesting 
revolve around the fact that the energy generated by harvesting devices is far too small to 
directly power most electronics. Therefore, efficient and innovative methods of storing electrical 
energy are the key technologies that will allow energy harvesting to become a source of power 
for electronics and wireless sensors. Energy storage mediums, including rechargeable batteries, 
capacitors, and ultracapacitors, should be carefully selected depending on a specific application. 
For instance, ultracapacitors, which have extremely high energy storage capacity, could be used 
as effectively as batteries for many low-power applications. Ultracapacitors possess the ability to 
deliver bursts of high power, can be recharged rapidly from any energy source, and are capable 
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over 600,000 charge cycles [84]. Furthermore, they are robust and rigorous under harsh 
environmental conditions. Another exciting possibility is the emerging technology of flexible, 
thin-film batteries [170] or power-fiber batteries [171] that can be fully integrated into energy 
harvesting mediums, forming the concept of structural batteries or harvesting batteries. For 
instance, 5- × 5-cm patches consisting of 300 power fibers are projected to store 25 mWh of 
energy [171]. This novel design will reduce the mass and volume of the energy supply for 
microscale sensing systems where the dimension constraints are critical. It can be also 
envisioned that, if sufficient ambient energy is available, multiple recharging circuits for two or 
more batteries (or capacitors) could be installed, allowing one battery to be in the charging stage 
while the other is in the operational stage, in an effort to provide a constant and virtually endless 
power supply to the system. It should also be emphasized that, for any storage medium, the duty 
cycle of the application must be considered, as this factor drastically changes the design 
parameters and associated electronics. It is necessary to match the duty cycle to the time required 
to store enough energy until it is needed by electronics. It is also worthwhile pursuing a hybrid 
system that integrates energy harvesters with a RF wireless energy delivery system. The energy 
delivery system can be used to convey activity commands or it may provide additional energy if 
the harvester does not have enough energy to operate a sensor node. 
Research on energy harvesting materials has focused mainly on determining the extent of 
power capable of being generated rather than investigating applications and uses of the harvested 
energy. The practical applications for energy harvesting systems, such as wireless self-powered 
SHM sensing networks, must be clearly identified with emphasis on power management issues. 
Application-specific, design-oriented approaches are needed to help with the practical use of 
these technologies. It was suggested that the biggest roadblock for using energy harvesting 
devices is the lack of clear design guidelines that help determine how to characterize the ambient 
energy, what circuits and storage devices are best for a given application, and what strategies are 
best to integrate the harvesting devices into embedded sensor units. Additionally, the intended 
location of the energy harvesting system must be identified so that its placement can be 
optimized and the excitation range realized to allow for tuning the energy harvesting device. 
Developing such guidelines demands substantial research efforts to define the key parameters 
and predictive models affecting efficient energy harvesting. 
Reliability is an essential requirement for any energy source. Because many vibration-based 
harvesters are designed to operate at their resonances, the systems will be inherently unstable 
after long operation cycles. Also, energy sources for field use should be able to withstand harsh 
environmental conditions. The reliability and robustness must be proved before the energy 
harvesting techniques can be used in practice. 
Few studies addressed the integrated use of available energy harvesting devices. Each 
energy harvesting scheme needs to be compared precisely to the other methods and, if necessary, 
integrated to maximize the energy generation under a given environmental condition. To realize 
this integration, a general standard should be established to address the technical capabilities of 
each energy source for system integrators so that they can easily assemble components for final 
design, as suggested by Fry et al. [84]. 
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The goal of maximizing the amount of harvested energy involves several factors, including 
electronics optimization, characterization of the available ambient energy, selection and 
configuration of energy harvesting materials, and integration with storage mechanisms. 
Few studies have addressed these issues in an integrated manner from the multidisciplinary 
engineering perspective. 
Finally, it has been identified that, although several energy harvesting devices have been 
developed and fabricated as prototypes, the performance of these techniques in real operational 
environments needs to be verified and validated. 
7. SUMMARY 
This report is the first in an anticipated series of reports that will be generated from the 
LANL/UCSD Engineering Institute’s annual workshops. The plan is to have the focus of these 
workshops rotate on an annual basis between topics related to sensing and data acquisition, data 
interrogation, and predictive modeling as these topics relate to structural health monitoring and 
damage prognosis. The material summarized herein was developed based on information 
exchanges during the first 2.5-day workshop that took place from June 28–30, 2005, at 
Los Alamos National Laboratory. This workshop focused on sensing and data acquisition and 
specifically addressed energy harvesting for embedded structural health monitoring (SHM) 
sensing systems. 
A statistical pattern recognition paradigm for SHM is first presented and the concept of 
energy harvesting for embedded sensing systems is addressed with respect to the data acquisition 
portion of this paradigm. Next, various existing and emerging sensing modalities used for SHM 
and their respective power requirements are summarized. Currently, these systems almost 
exclusively measure kinematic quantities. It was pointed out that more recently active 
approaches to sensing are being developed that couple local actuation capabilities with the 
sensing system. 
Next, sensor network paradigms that have been employed for SHM were discussed along 
with emerging network paradigms that are being considered for future SHM applications. 
Currently, wired networks are still the most prevalent systems employed for SHM. Alternatively, 
recent SHM research is focusing on the use of wireless sensor nodes that are primarily powered 
by batteries. These networks are being developed to accommodate active as well as traditional 
passive sensing. It is envisioned that future SHM sensing systems will be hybrid systems that 
couple local active sensing to identify the onset of damage with passive global sensing that will 
assess the impact of that damage on system-level performance. Clearly, to have a truly embedded 
sensing system that requires relatively little maintenance, one needs to replace the battery, which 
can be depleted on a fairly short time scale, with an energy harvesting system. 
The sensor network summary was followed by a detailed discussion of energy requirements 
for the various components of the network. Here not only the energy demands of the various 
components making up the sensor network are considered, but the duty cycle associated with a 
particular sensing application is also addressed. Included in this discussion are two approaches 
that enable the system to save power. These approaches are dynamic power management and 
dynamics voltage scaling. Because both methods take advantage of component idleness, they can 
be combined into a single power management framework. It is concluded that the relative 
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strengths of these two power management methods dictate that a hybrid approach will yield a 
more power-efficient embedded sensing system. 
Various approaches to energy harvesting and energy storage are then discussed and 
limitations associated with the current technology are addressed. The approaches can be grouped 
into those that convert mechanical energy into electrical energy and those that convert thermal 
energy into electrical energy. This discussion also addresses current energy harvesting 
applications and system integration issues, with a summary of applications to SHM sensing 
systems. While it is noted that there is tremendous research into the development of energy 
harvesting schemes for large-scale alternative sources such as wind turbines and solar cells and 
that these large-scale systems have made the transition from research to commercial products, 
energy harvesting for embedded sensing systems is still in it infancy. Also, there is no clearly 
defined design process to develop such energy harvesting for embedded sensing systems. 
The report concludes by defining some future research directions and possible technology 
demonstrations that are aimed at transitioning the concept of energy harvesting for embedded 
SHM sensing systems from laboratory research to field-deployed engineering prototypes. In this 
regard, the Engineering Institute is leading the development of an RF energy delivery system that 
will bring power to the sensor nodes using an unmanned aerial vehicle. 
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