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series similar to an asymptotic power series expansion in pow-
ers of 1/n. This generalizes a result of Boyd. We also show that
such an expansion is unique and provide a formula for its coef-
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numbers, with algebraic coeﬃcients.
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1. Introduction
For a nonzero Laurent polynomial P ∈ C[x±11 , . . . , x±1n ], the (logarithmic) Mahler measure of P is
deﬁned as
m(P ) =
1∫
0
· · ·
1∫
0
log
∣∣P(exp(2π it1), . . . ,exp(2π itn))∣∣dt1 · · ·dtn
= 1
(2π i)n
∫
Tn
log
∣∣P (x1, . . . , xn)∣∣dx1
x1
· · · dxn
xn
, (1)
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J.D. Condon / Journal of Number Theory 132 (2012) 1962–1983 1963where T is the unit circle in C, oriented counter-clockwise. This integral is always ﬁnite, even if the
zero set of P intersects Tn .
When n = 1, Jensen’s formula implies that if P (x) = a∏dj=1(x− α j), then
m(P ) = log(a) +
d∑
j=1
log+ |α j|, (2)
where, for r > 0, log+(r) := log(max{r,1}). The latter construct (or actually, its exponential) was ﬁrst
studied by D.H. Lehmer [13] in the 1930s. Mahler introduced (1) three decades later [15].
Boyd [2] established the following connection (generalized by Lawton [12]) between multivariable
and single-variable Mahler measure values.
Theorem 0 (Boyd). For any nonzero Laurent polynomial P (x, y) with complex coeﬃcients,
m
(
P (x, y)
)= lim
n→∞m
(
P
(
x, xn
))
.
Also in [2], Boyd proved the following result, which shows the rate at which the above limit
converges in the case of P (x, y) = 1+ x+ y:
Proposition 0 (Boyd). For all positive integers n,
m
(
1+ x+ xn)−m(1+ x+ y) = c(n)
n2
+ O
(
1
n3
)
, (3)
where c(n) depends only on n mod 3:
c(n) =
{√
3π/18 if n ≡ 0,1 (mod 3),
−√3π/6 if n ≡ 2 (mod 3). (4)
(We will later recover this proposition as a special case of our results; see Corollary 1 and the
remark that follows it.)
Motivated by these results, we examine the difference between these Mahler measures.
Deﬁnition. For a nonzero Laurent polynomial P (x, y) and a positive integer n, let μn(P ) :=
m(P (x, xn)) −m(P (x, y)).
The right side of (3) could be thought of as the beginning of a formal series for μn(1+ x + y) of
the form
∑∞
k=2 ck(n)/nk . We will ﬁnd such an expression for μn(P ), for P = 1+ x+ y as well as many
other two-variable polynomials.
Such a formal series cannot quite be called an asymptotic power series in powers of 1/n, in the
sense of [8], in that the coeﬃcients in such a series should be independent of n. But our coeﬃcients
will have a structure that will, in particular, make them bounded as functions of n, occasionally de-
pending only on n (mod m) for some integer m.
2. Statement of results
Unless stated otherwise, all variables and functions are complex-valued. N will denote the set of
positive integers. For P ∈C[z1, . . . , zn], let Z(P ) denote the aﬃne zero set of P in Cn .
1964 J.D. Condon / Journal of Number Theory 132 (2012) 1962–1983Lik(z) will denote the principal branch of the k-th polylogarithm function [14]. For k 2 (which is
all we will need) and |z| 1, this is given by
Lik(z) =
∞∑
n=1
zn
nk
.
Deﬁnition. We will say that a function ω : R → R is quasiperiodic if it is the sum of ﬁnitely many
continuous, periodic functions.
Quasiperiodic functions are clearly bounded (although this is no longer true if the summand func-
tions are not assumed to be continuous [11]).
Deﬁnition. For a function f : N→ R, we will say that a formal series ∑∞r=0 cr(n)/nr is an asymptotic
pseudo-power series (or a.p.p.s.) expansion of f (n) (in powers of 1/n, as n → ∞) if, for each nonnegative
integer r, cr(n) is the restriction to the nonnegative integers of a quasiperiodic function of n, and if
for all positive integers n and k,
f (n) =
k−1∑
r=0
cr(n)
nr
+ O f ,k
(
1
nk
)
.
(The subscripts on “O ” indicate that the implicit constant depends on those subscripts.) We will
denote this by writing f (n)
∗∼∑∞r=0 cr(n)/nr .
Asymptotic power series expansions in powers of 1/n, as deﬁned in [8], are the same as a.p.p.s. ex-
pansions in which the coeﬃcients cr(n) do not depend on n. We will refer to these as true asymptotic
power series expansions, for contrast.
True asymptotic power series expansions for a function are uniquely determined by that function.
For our series, quasiperiodicity of the coeﬃcients is enough to rescue uniqueness.
Proposition 1. If a function f :N→R has an a.p.p.s. expansion in powers of 1/n, that expansion is unique.
Deﬁnition. For a polynomial P (x, y), irreducible in C[x, y], we will say that P is T-separable if, for
every α ∈ T, P (α, y) is nonzero and has no repeated roots. For reducible P , we will say that P is
T-separable if each of its irreducible factors is T-separable.
For irreducible P , T-separability is equivalent to P and ∂ P/∂ y not having a common zero on
T×C. For reducible P , the latter condition is suﬃcient to ensure T-separability, but not necessary.
The following is our main result.
Theorem 1. Let P (x, y) ∈ C[x, y] be T-separable. Then μn(P ) = m(P (x, xn)) − m(P (x, y)) has an a.p.p.s.
expansion in powers of 1/n. Speciﬁcally, if P is irreducible in C[x, y], then μn(P ) ∗∼ ∑∞r=2 cr(n)/nr , with
coeﬃcients
cr(n) = 1
π
∑
(α,β)∈E
s(α,β)
r∑
a=2
Ra+1
(
ΩP ,r,a(α,β)
)
Ra
(
Lia
(
β/αn
))
, (5)
where:
• E = Z(P ) ∩T2 , if this set is ﬁnite, or ∅ if it is inﬁnite,
• s(x, y) is a function from E → {−1,0,1}, independent of r,
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The coeﬃcients cr(n) in the series for μn(1+ x+ y), for 2 r 4.
r \ n (mod 3) 0 1 2
2 118π
√
3 118π
√
3 − 16π
√
3
3 118π
√
3+ 481π2 118π
√
3− 481π2 − 16π
√
3
4 227π
2 − 131215π3
√
3 − 227π2 − 131215π3
√
3 145π
3
√
3
• Ra(z) = Re(z) when a is even and Im(z) when a is odd,
• ΩP ,r,a(x, y) is a rational function, obtained by taking an integer polynomial Ψr,a (independent of P ) in
indeterminates wi, j and making the substitutions wi, j = xi y j−1( ∂ i+ j∂xi∂ y j P )/( ∂∂ y P ).
(If P is reducible, the series for μn(P ) is the sum of the series for each of its irreducible factors.)
In particular, if P has algebraic coeﬃcients, then each coeﬃcient cr(n) is 1/π times aQ-linear combination
of polylogarithms evaluated at algebraic arguments.
The deﬁnition of Ψr,a is given in (7), and s(x, y) is deﬁned in Section 6; see also (20).
For z ∈ T, Ra(Lia(z)) can be re-expressed using Bernoulli polynomials in arg(z); see (17).
The only appearance of n in the formula for cr(n) is in Lia(β/αn). Hence, if the x-coordinates of
the points in E are all m-th roots of unity, then for each r, cr(n) depends only on n (mod m).
Because the a.p.p.s. above only sums over r  2, μn(P ) = O P (n−2) for all T-separable polynomi-
als P . This fact was proved by Boyd in [2]. Indeed, he was able to go further, showing that for every
nonzero P ∈C[x, y], μn(P ) = O P (n−(1+δ)) for some δ > 0.
Boyd’s Proposition 0 corresponds to P (x, y) = 1+ x+ y. We can be more explicit in that case:
Corollary 1. μn(1+ x+ y) ∗∼∑∞r=2 cr(n)/nr , for
cr(n) =
∑
a,b
a+b=r+1
(−1)r+
 a+12 2aπa−1
a! Ba
(〈
n + 1
3
〉) r−1∑
j=b
[
j
b
]{
r − 1
j
}
Ra+1
(
ξ j
)
, (6)
where Bk(x) is the k-th Bernoulli polynomial, 〈x〉 = x− 
x,
[ a
b
]
and
{ a
b
}
are the (unsigned) Stirling numbers
of the ﬁrst and second kind, respectively, and ξ = exp(2π i/3). In particular, the coeﬃcients cr(n) all belong
to Q[π√3 ].
The ﬁrst few coeﬃcients for μn(1+ x+ y) are listed in Table 1.
Remark. The coeﬃcient c2(n) given by (6) matches c(n) from (4). Therefore, Boyd’s Proposition 0
follows from Corollary 1.
Although the formulas for the series coeﬃcients in Theorem 1 are explicit, they are admittedly
diﬃcult to digest. To add some clarity, we will now see more directly what the ﬁrst two nontrivial
coeﬃcients look like. For what follows, let Pi, j denote
∂ i+ j
∂xi∂ y j
P .
Corollary 2. Let P (x, y) be irreducible in C[x, y] and T-separable, and let E and s : E → {−1,0,1} be as in
Theorem 1. Let
F P (x, y) = − xP1,0
yP
,
0,1
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(
− P2,0
P0,1
+ 2P1,0P1,1
P20,1
− P0,2P
2
1,0
P30,1
)
x2
y
+ F P − F 2P ,
A(z) = π(t2 − t + 1/6)∣∣t=arg(z)/(2π),
and
B(z) = π
2
3
(
2t3 − 3t + t)∣∣t=arg(z)/(2π),
taking arg(z) ∈ [0,2π) for all z. Then for all n,
c2(n) =
∑
(α,β)∈E
(
s(x, y) Im(F P )A
(
y/xn
))∣∣
(x,y)=(α,β)
and
c3(n) =
∑
(α,β)∈E
s(x, y)
(
Im
(
F 2P
)
A
(
y/xn
)+ Re(GP )B(y/xn))∣∣(x,y)=(α,β).
In Theorem 1, if the set E is empty, then all of the coeﬃcients cr(n) are trivially equal to 0. It
turns out that when P is irreducible, there is a simple suﬃcient criterion for when this occurs. Let
P (x, y) be the reciprocal polynomial of P (deﬁned in Section 3).
Corollary 3. Let P (x, y) be irreducible in C[x, y] and T-separable. If P  = cP for some constant c ∈ C, then
E =∅, hence μn(P ) ∗∼ 0.
After some preliminary lemmas, we prove the above results in Sections 5 through 7. In Section 8,
we presents the results of numerical calculations, giving support for our formulas and analyzing a
degenerate case. Section 9 describes an algebraic procedure for determining the values of the function
s(x, y) mentioned in Theorem 1.
3. Additional notation and deﬁnitions
For a function f :Cn →C, let f (z1, . . . , zn) := f (z1, . . . , zn).
For a nonzero polynomial P (z1, . . . , zn), its reciprocal polynomial is deﬁned as P (z1, . . . , zn) :=
zd11 · · · zdnn P (z−11 , . . . , z−1n ), where di = degzi (P ). We will say that P is almost self-reciprocal (or a.s.r.) if
P  = cP for some constant c.
For Q 1, Q 2 ∈ C[x, y], thinking of them as polynomials in y with coeﬃcients in C[x], we let
Resy(Q 1, Q 2) and y(Q 1) denote, respectively, the resultant and discriminant with respect to y.
These are both polynomials in x alone.
An arc is, for us, a connected subset of T, including possibly T itself. We will say that T is an
improper arc, and all others are proper. An open (respectively, closed) arc is an arc that is open (closed)
relative to the usual topology on T. Arcs will be oriented counter-clockwise.
For an open, proper arc γ , equal to {eit | α < t < β} with 0 < β − α  2π , let [ f (x)]∂γ :=
limt→0+ ( f (ei(β−t)) − f (ei(α+t))). (Usually, this is just the difference of the values of f at the end-
points of γ . The limit is most useful when β = α + 2π and f is discontinuous at eiα = eiβ .)
For a set S ⊆C, let S−1 := {z−1 | 0 = z ∈ S} and S := {z | z ∈ S}.
We will follow the convention of letting the Pochhammer symbol (x)k denote the “falling factorial”
x(x− 1)(x− 2) · · · (x− k + 1) = k!(xk).
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The polynomials Φn,k , for 0 k,n 4.
n \ k 0 1 2 3 4
0 1 0 0 0 0
1 0 y1 0 0 0
2 0 y0 y1 + y0 y2 − y21 y21 0 0
3 0 y20 y1 + 3y20 y2 + y20 y3 3y0 y21 + 3y0 y1 y2 − 3y31 y31 0
− 3y0 y21 − 3y0 y1 y2 + 2y31
4 0 y30 y1 + 7y30 y2 + 6y30 y3 7y20 y21 + 18y20 y1 y2 6y0 y21 y2 + 6y0 y31 − 6y41 y41
+ y30 y4 − 7y20 y21 − 18y20 y1 y2 + 4y20 y1 y3 + 3y20 y22
− 4y20 y1 y3 − 3y20 y22 − 18y0 y21 y2
+ 12y0 y31 + 12y0 y21 y2 − 6y41 − 18y0 y31 + 11y41
As mentioned earlier,
[ n
k
]
and
{ n
k
}
will represent the (unsigned) Stirling numbers of the ﬁrst
and second kind, respectively [22]. These are nonnegative integers, and are nonzero if and only if
1 k n, with the exception that
[
0
0
]
=
{
0
0
}
= 1.
We deﬁne D˜ := z ddz , the operator sending f (z) to zf ′(z). As with other operators, powers of D˜
will refer to successive applications of that operator.
For integers m and k with k 0, deﬁne an operator Hm,k on Ck functions f (z) as follows:
Hm,k f := D˜k
(
f (z)m
)
.
Let Bn,k(z1, z2, . . . , zn−k+1) be the exponential, partial Bell polynomial
∑ n!
j1! j2! · · · jn−k+1!
n−k+1∏
i=1
(
zi
i!
) ji
,
where the sum is taken over all tuples ( j1, . . . , jn−k+1) of nonnegative integers such that
∑
i ji = k
and
∑
i i ji = n. These polynomials have integer coeﬃcients and are homogeneous of degree k [5].
For integers n,k, we deﬁne
Φn,k(y0, . . . , yn−k+1) :=
∑
i, j
(−1)i−k
[
i
k
]{
n
j
}
y0
n−i B j,i(y1, . . . , y j−i+1).
(The summands vanish except when 0 k i  j  n.) This is clearly also an integer polynomial. Like
Bn,k , Φn,k is identically zero if n < k, k < 0, or if k = 0 and n > 0; otherwise, Φn,k is homogeneous of
degree n. (See Table 2.) These polynomials become unwieldy for large n—for instance, Φ10,1 has 138
terms.
For each integer n  1, we deﬁne an integer polynomial Qn in indeterminates wi, j (with i, j  0
and i + j  n) as follows. Let En be the set of all doubly-indexed sequences e= {ei, j}i, j0 of nonneg-
ative integers satisfying e0,0 = 0, ∑i, j iei, j = n, ∑i, j jei, j = 2n − 2, and ∑i, j ei, j = 2n − 1. (Each such
sequence will clearly have only ﬁnitely many nonzero terms.) For each e ∈ En , let we :=∏i, j0 wei, ji, j
and
bn,e := (−1)2n−1−e0,1 n!(2n − 2− e0,1)!e0,1!∏
ei, j!(i! j!)ei, j .i, j0
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The polynomials Ψr,a , for 2 a, r 4.
r a Ψr,a
2 2 −w1,0
3 2 w21,0
3 −w20,1w2,0 + 2w0,1w1,0w1,1 − w0,2w21,0 − w21,0 − w1,0
4 2 −w31,0
3 3w20,1w1,0w2,0 − 6w0,1w21,0w1,1 + 3w0,2w31,0 + 3w31,0 + 3w21,0
4 −w40,1w3,0 + 3w30,1w1,0w2,1 + 3w30,1w1,1w2,0 − 3w20,1w21,0w1,2 − 3w20,1w0,2w1,0w2,0 − 6w20,1w1,0w21,1
+ 9w0,1w0,2w21,0w1,1 + w0,1w0,3w31,0 − 3w20,2w31,0 − 3w20,1w1,0w2,0 + 6w0,1w21,0w1,1
− 3w0,2w31,0 − 3w20,1w2,0 + 6w0,1w1,0w1,1 − 3w0,2w21,0 − 2w31,0 − 3w21,0 − w1,0
We then deﬁne Qn :=∑e∈En bn,e we . (See Wilde [21] for a proof that the coeﬃcients bn,e are inte-
gers.) For example, Q 1 = −w1,0 and Q 2 = −w20,1w2,0 + 2w0,1w1,0w1,1 − w0,2w21,0.
For integers 2 a r, let
Ψr,a = Φr−1,r−a+1(1, Q 1, Q 2, . . .). (7)
This is an integer polynomial in the indeterminates wi, j for i, j  0 and i + j  a− 1. Some examples
of Ψr,a are shown in Table 3.
Finally, given a polynomial P ∈ C[x, y], an open set U ⊆ C, and a continuous function ρ : U → C,
we will say that ρ(x) is a root function for P (x, y) on U if P (x,ρ(x)) = 0 for all x ∈ U .
4. Lemmas
Let P (x, y) ∈C[x, y]. For this section, we will assume that P is irreducible in C[x, y], with degx(P )
and degy(P ) > 0. It follows easily that P
 is also irreducible, with degx(P
) = degx(P ), degy(P ) =
degy(P ), and P
 = P .
Write
P (x, y) =
d∑
j=0
a j(x)y
j,
where d := degy(P ) and a j(x) ∈ C[x] for all j. Let R(x) := Resy(P , ∂ P/∂ y), which is also equal to
±ad(x)y(P ).
For the remainder of this article, we will assume that P is T-separable. When P is irreducible, this
is equivalent to R(x) not having any roots on T. (The roots of R(x) are sometimes referred to as the
critical points of P .)
The Implicit Function Theorem guarantees the existence of root functions for P , away from the
roots of R(x). More concretely, we have the following [16, Section 45]:
Lemma 1. For any open, simply connected set U ⊂ C \ Z(R), there exist exactly d root functions ρ1(x),
. . . , ρd(x) of P (x, y) on U . These are all holomorphic, single-valued functions, and for distinct i, j, there is no
α ∈ U for which ρi(α) = ρ j(α). Furthermore, for all x ∈ U , we have the factorization
P (x, y) = ad(x)
d∏
j=1
(
y − ρ j(x)
)
.
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stems from the following two observations: if P (α,β) = 0, then P (1/α,1/β) = 0 as well; and if
|z| = 1, then z = 1/z. Therefore, Z(P ) ∩T2 ⊆ Z(P ) ∩ Z(P ).
Lemma 2. Let U ⊂ C× , and suppose that ρ(x) is a root function for P (x, y) on U . Let S be the set of all zeros
of ρ(x) on U . Then the function ρ(x) := 1/ρ(1/x) is a root function for P  on (U \ S)−1 .
Proof. For all x ∈ (U \ S)−1, w := 1/x ∈ U \ S , and ρ(1/x) = ρ(w) = 0, hence ρ(x) is deﬁned. Since
w ∈ U , P (w,ρ(w)) = 0, hence 0= P (1/w,1/ρ(w)) = P (x,ρ(x)). 
If we restrict to x ∈ T, then argρ(x) = argρ(x) and |ρ(x)| = 1/|ρ(x)|.
Lemma 3. Let γ be a proper, open arc in T, and U a simply connected, open subset of C \ Z(R) such that
γ = U ∩T. Let ρ(x) be a root function for P (x, y) on U .
1. If there exist inﬁnitely many points x ∈ γ such that |ρ(x)| = 1, then P must be a.s.r.
2. If P is a.s.r. and there exists an α ∈ γ such that |ρ(α)| = 1, then |ρ(x)| ≡ 1 for all x ∈ γ .
Proof. Let T := ρ−1(T) ∩ γ , let S be the set of all roots of ρ(x) on U , and let V be an open, simply
connected subset of U ∩ U−1 containing γ . Our assumptions on P imply that y  P , therefore S is
ﬁnite. Let V ′ = V \ (S−1). By Lemma 2, ρ(x) is a root function for P  on V ′ . T ⊂ V ′ , and for all
α ∈ T , |ρ(α)| = 1/|ρ(α)| = 1 and argρ(α) = argρ(α), hence ρ(α) = ρ(α).
1. If T is inﬁnite, then the points (α,ρ(α)) give inﬁnitely many points in Z(P )∩ Z(P ). Since P and
P  are both irreducible, this implies that P | P  and P  | P (see [18, p. 2]), hence P must be a.s.r.
2. P being a.s.r. implies that ρ(x) is actually a root function for P on V ′ (indeed, on U ). By
Lemma 1, distinct root functions of P will never take the same value, but ρ(α) = ρ(α), hence
ρ(x) ≡ ρ(x) on V ′ . Since |ρ(x)| ≡ 1/|ρ(x)| on γ , we conclude that |ρ(x)| ≡ 1 on γ . 
We will refer to root functions ρ(x) that satisfy |ρ(x)| ≡ 1 for all x in some arc γ ⊂ T as toric root
functions, since the map x → (x,ρ(x)), restricted to γ , parametrizes an inﬁnite subset of Z(P ) ∩ T2.
The lemma above asserts that P being a.s.r. (a “global” property of P ) is a necessary condition for
the existence of toric root functions. It is not a suﬃcient condition, although computer experiments I
conducted in the course of this research suggests that most (perhaps almost all?) a.s.r. polynomials in
C[x, y] have at least one toric root function.
Therefore, the lemma shows that the points in Z(P ) ∩ T2 fall into two categories: those lying in
the parametrized families coming from toric root functions (which are only possible for P a.s.r.), and
ﬁnitely many isolated points (which are only possible for P not a.s.r.).
Recall from Theorem 1 that we deﬁne E to be Z(P ) ∩T2 if this is set ﬁnite, and E =∅ otherwise.
Therefore, if P is not a.s.r., then E = Z(P )∩T2, and if P is a.s.r., then E =∅ (whether P has toric root
functions or not). This shows that Corollary 3 follows from Theorem 1. It also implies that E coincides
with the set of isolated points of Z(P ) ∩T2.
Lemma 4. If the coeﬃcients of P are algebraic, then the coordinates of the points in E are algebraic.
Proof. If P is a.s.r., then E = ∅, so assume otherwise. Therefore E = Z(P ) ∩ T2, which is contained
in Z(P ) ∩ Z(P ), as mentioned before Lemma 2. Since P is not a.s.r., the latter set is ﬁnite. The x
coordinates of all of its points are roots of the resultant Resy(P , P ) ∈ Q[x]; the y coordinates are
handled similarly. 
Lemma 5. Let f :R→R be a real analytic function, not identically equal to nt + 2πm for any integers n,m.
Assume that there exist integers L,M, with L > 0, such that f (t + 2π L) − f (t) = 2πM for all t ∈ R. Let
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∫
I
log
∣∣1− exp(i( f (t) − nt))∣∣dt = Ok(n−k).
Proof. Our assumptions on f imply that the integral is ﬁnite, and for all j  1, f ( j)(t) is periodic,
hence bounded. Let C = supt∈R | f ′(t)|. By choosing the implicit constant suﬃciently large, the claimed
bound is trivially true for 1 n 2C . We may therefore restrict to integers n > 2C .
Recall that the k-th polylogarithm function, Lik(z), is continuous on the closed unit disk for k 1,
with the exception of a singularity at z = 1 when k = 1. (Indeed, Li1(z) = − log(1− z), using the prin-
cipal branch of the logarithm for |z| 1.) Further, the functions Gk(t) := Lik(exp(it)) are differentiable
on R \ 2πZ for k 1, satisfying G ′k+1(t) = iGk(t).
We deﬁne a sequence of functions {hk(x, t)} for k  1 as follows: let h1(x, t) = 1, and for
k  2, let hk(x, t) = ∂∂t [hk−1(x, t)/( f ′(t) − x)]. By induction, for each k  1, we may write hk(x, t) =
Pk(x, t)/(x − f ′(t))2k−2, where Pk(x, t) is, with respect to x, a polynomial of degree at most k − 1
whose coeﬃcients are polynomial expressions in f ′(t), f ′′(t), . . . . Therefore, substituting x = n > 2C ,
we have hk(n, t) = Ok(n−(k−1)) for k 1.
Let bn :=
∫
I log|1− exp(i( f (t) − nt))|dt . Then
bn = −Re
[∫
I
h1(n, t)G1
(
f (t) − nt)dt].
For each k 1,
∫
I
hk(n, t)Gk
(
f (t) − nt)dt = ∫
I
−ihk(n, t)
( f ′(t) − n)
d
dt
[
Gk+1
(
f (t) − nt)]dt.
Integrating by parts,
= −ihk(n, t)
( f ′(t) − n)Gk+1
(
f (t) − nt)∣∣∣∣
2π L
0
+ i
∫
I
hk+1(n, t)Gk+1
(
f (t) − nt)dt.
(This is valid even though Gk+1(t) may have singularities on I , as can be seen by removing a neigh-
borhood (α − δ,α + δ) of each singularity α and letting δ → 0+ .)
By the properties of f , −i hk(n, t)Gk+1( f (t)−nt)/( f ′(t)−n) takes on the same values at t = 0 and
at t = 2π L. Therefore,
∫
I
hk(n, t)Gk
(
f (t) − nt)dt = i ∫
I
hk+1(n, t)Gk+1
(
f (t) − nt)dt.
Hence, for all k 1,
bn = −Re
[
ik−1
∫
I
hk(n, t)Gk
(
f (t) − nt)dt]= Ok(n−(k−1)). 
Recall from Section 3 that D˜ f := zf ′(z) and Hm,k f := D˜k( f m).
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and N a nonzero integer,
∫
γ
zN f (z)
dz
z
= −
k∑
r=1
1
(−N)r
[
zN D˜r−1( f )
]
∂γ
+ 1
(−N)k
∫
γ
zN D˜k( f )
dz
z
.
The proof is an easy induction, using integration by parts.
Lemma 7. Let k be a nonnegative integer and f a Ck function on an open subset U of C. For all integers m,
Hm,k f (z) = f (z)m−k
k∑
j=0
ϕk, j, f (z)m
j, (8)
where ϕk, j, f (z) := Φk, j( f , zf ′, z2 f ′′, . . . , zk− j+1 f (k− j+1)) for j = 0, . . . ,k. (In particular, ϕk, j, f (z) is con-
tinuous on U for all j.)
Proof. Letting D = ddz , an easy induction shows that
D˜k = (zD)k =
∑
i
{
k
i
}
zi Di, (9)
using the recurrence
{
k
i
}
= i
{
k−1
i
}
+
{
k−1
i−1
}
(valid for all k and i except k = i = 0) [22, Eq. 1.6.3].
It follows immediately from Faà di Bruno’s formula, written in terms of Bell polynomials [5, Sec-
tion 3.4, Theorem A], that
Di
(
f (z)m
)= i∑
l=0
(m)l f (z)
m−l Bi,l
(
f ′, f ′′, . . . , f (i−l+1)
)
. (10)
Using the identity (x)l =∑lj=0(−1)l− j [ lj
]
x j [22, Eq. 3.5.2], together with (9) and (10), we have
Hm,k f (z) =
∑
i,l, j
{
k
i
}
zi(−1)l− j
[
l
j
]
mj f (z)m−l Bi,l
(
f ′, f ′′, . . . , f (i−l+1)
)
.
By deﬁnition, every monomial in Bi,l(y0, . . . , yi−l+1) has “weight” (the sum of the variables’ sub-
scripts, with multiplicity) equal to i. Therefore,
zi Bi,l
(
f ′, f ′′, . . . , f (i−l+1)
)= Bi,l(zf ′, z2 f ′′, . . . , zi−l+1 f (i−l+1)).
Together with the previous equation, this proves the formula in the lemma.
Since f is Ck , the continuity of the functions ϕk, j, f (z) is clear, except that ϕk,0, f (z) appears to
depend on f (k+1) . However, this is illusory, since Φk,0 is in fact constant, equal to either 0 or 1, for
each k. 
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of some compact set S ⊂C. Then for z ∈ S at which f (z) = 0,
Hm,k f (z) = O f ,S,k
(
mk
∣∣ f (z)∣∣m−k).
Lemma 8. Let I be an interval, γ = the image of I under the map t → eit , and f a function holomorphic on γ .
Let g(t) := | f (eit)|. Then there exists an open interval J ⊇ I such that g is real analytic on J \{t ∈R | g(t) = 0}
and continuous on J .
Proof. Let V be an open neighborhood of γ on which f is holomorphic, let U be the preimage
of V under the map t → eit , and let J be the connected component of U ∩R that contains I . Since
g(t)2 = f (eit) f (e−it) on J and √x is real analytic on (0,∞), the claim follows. 
Lemma 9. Let I be an interval, γ = the image of I under the map t → eit , and f a function holomorphic on
the closure of γ . Suppose that | f (z)| 1 on γ , with equality at only ﬁnitely many points in γ . There exists a
δ > 0 such that for all positive integers m and nonnegative integers k,
∫
I
∣∣Hm,k( f )(eit)∣∣dt = O f ,I,k(mk−δ).
Proof. We may restrict our attention to m  2k. Indeed, regardless of what δ we choose below, by
making the implicit constant large enough, we can trivially ensure that the bound is met for m ∈
{1, . . . ,2k − 1}.
Let g(t) = | f (eit)|. Since m− km/2, Corollary 4 implies that
∫
I
∣∣Hm,k( f )(eit)∣∣dt = O f ,I,k
(
mk
∫
I
∣∣ f (eit)∣∣m−k dt)
= O f ,I,k
(
mk
∫
I
g(t)m/2 dt
)
.
It suﬃces to show that the remaining integral is O f ,I (m−δ) for some δ > 0.
By subdividing I at the (ﬁnitely many) values of t where g(t) = 1 and making a linear change of
variables on each subinterval, we may assume without loss of generality that I has the form [0,b] for
some b > 0, and that g(t) < 1 on (0,b].
If g(0) = 1, then by Lemma 8, there exists r > 0 such that g is real analytic on (−r, r). We may
take r < b. (If g(0) < 1, let r = 0.)
First consider the interval [r,b]. Since g(t) is continuous and < 1 there, there exists a constant
λ < 1 such that 0 g(t) λ on [r,b]. Hence
b∫
r
g(t)m/2 dt  bλm/2,
which is o(m−δ) for every δ > 0.
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order of vanishing of g(t) − 1 at 0.2 There exists a c > 0 such that g(t) 1− ctν  exp(−ctν) for all
t ∈ [0, r]. Therefore,
r∫
0
g(t)m/2 dt 
∞∫
0
exp
(−cmtν/2)dt = (cm/2)− 1ν Γ(1+ 1
ν
)
= O f ,I
(
m−
1
ν
)
.
Letting δ = 1/ν , we obtain the desired bound. 
Later on, when we apply Lemma 7, the function f will be one of the root functions ρ(x) of P .
As it can be diﬃcult (or impossible) to obtain explicit expressions for such algebraic functions, let
alone their higher derivatives, the following generalization of implicit differentiation (see [21,5,4,6]) is
useful. Recall the polynomials Qn deﬁned in Section 3.
Lemma 10. Let ρ(x) be a root function for P (x, y) on some open subset of C. For all integers n 1,
ρ(n)(x) = Qn/w2n−10,1 ,
after making the substitutions wi, j = ∂ i+ j∂xi∂ y j P (x, y) for all i, j and y = ρ(x).
For example, when n = 1, this gives the familiar fact that dy/dx = −Px/P y .
Recall the deﬁnition of ΩP ,r,a(x, y) from Theorem 1.
Lemma 11. Let ρ(x) be a root function for P (x, y) on some open subset of C. For integers 2 a r,
ΩP ,r,a
(
x,ρ(x)
)= ϕr−1,r−a+1,ρ(x)/ρ(x)r−1.
Proof. Let v = {vi, j} be a doubly-indexed sequence of indeterminates, like the indeterminates
w = {wi, j} used by Qn and Ψr,a . By the restrictions on the monomials in the deﬁnition of Qn , if we
substitute wi, j = xi y j−1vi, j/v0,1 for all i, j, then Qn(w) = xnQn(v)/(y v2n−10,1 ). Therefore, if we substi-
tute vi, j = ∂ i+ j∂xi∂ y j P and y = ρ(x), Lemma 10 implies that y Qn(w) = xnρ(n)(x).
By deﬁnition, ΩP ,r,a(x, y) = Ψr,a(w) = Φr−1,r−a+1(1, Q 1(w), Q 2(w), . . .). Since Φr−1,r−a+1 is ho-
mogeneous of degree r − 1,
ΩP ,r,a(x, y) = Φr−1,r−a+1
(
y, yQ 1(w), yQ 2(w), . . .
)
/yr−1
= Φr−1,r−a+1
(
ρ(x), xρ ′(x), x2ρ ′′(x), . . .
)
/yr−1
= ϕr−1,r−a+1,ρ(x)/ρ(x)r−1. 
5. Proof of Proposition 1
Lemma 12. Let ω : R → R be a quasiperiodic function, and let ω˜ = ω|N , the restriction of ω to N. If ω˜(n)
approaches some (ﬁnite) limit as n → ∞, then ω˜ must be constant.
2 If f (z) is a rational function, it can be shown that ν is at most twice the maximum of the degrees of the numerator and
denominator of f .
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ω(t) =∑ki=1 τi(t). Without loss of generality, each of the summands τi(t) is nonconstant. For each i,
let αi be the period of τi .
For real numbers x, let ‖x‖ denote the distance from x to the nearest integer. By a result in simul-
taneous Diophantine approximation [3, Chapter I, Theorem VI], there is an inﬁnite sequence of distinct
positive integers mj such that max1ik ‖mj/αi‖ → 0 as j → ∞. Therefore, mj → 0 simultaneously
in each of the metric spaces R/αiZ (the natural domain of τi). We conclude that for every positive
integer a,
ω(a) =
k∑
i=1
τi(a) =
k∑
i=1
lim
j→∞
τi(a +mj) = lim
j→∞
ω(a +mj) = lim
n→∞ω(n),
therefore ω˜ is constant. 
Proof of Proposition 1. It suﬃces to prove uniqueness for expansions of 0. That is, if a sequence of
quasiperiodic functions {c j(t)} satisﬁes 0 ∗∼ ∑∞j=0 c j(n)/n j , we wish to show that c j(n) = 0 for all
integers n 1 and j  0.
We will induct. Let k be a nonnegative integer, and suppose that c j(n) = 0 for 0 j < k and n ∈N.
(Conveniently, this also applies for our base case, k = 0, by vacuity.) Then
ck(n)
nk
=
k∑
j=0
c j(n)
n j
= Ok
(
1
nk+1
)
,
hence ck(n) → 0 as n → ∞. Therefore, by the lemma above, ck(n) = 0 for all positive integers n. 
6. Proof of Theorem 1
Since m(P1P2) =m(P1)+m(P2), we have μn(P1P2) = μn(P1)+μn(P2) for all n. We may therefore
assume without loss of generality that P is irreducible in C[x, y], at least for the purpose of showing
the existence of an a.p.p.s. expansion.
A change of variables shows that m(P (xM , yN )) =m(P (x, y)) for all nonzero integers M,N . It fol-
lows that if degx(P ) or degy(P ) = 0, then E =∅ and μn(P ) = 0 for all n, hence Theorem 1 is trivially
true. We will therefore assume that degx(P ) and degy(P ) are both greater than 0.
Also, if there exists a k ∈N for which P (x, xk) is identically zero, then Z(P ) ∩ Z(y − xk) would be
inﬁnite, hence P = c(y − xk) for some constant c, and E =∅. But m(y − xk) = 0, as follows from (12),
and also m(xn − xk) = 0 for all n ∈ N by (2). Hence, we would have μn(P ) = 0 for all n, and the
theorem is again trivially true. We may therefore assume that, for every positive integer k, P (x, xk) is
not identically zero.
Since R(x) has no roots on T, we may choose real numbers 0< r1 < 1< r2 such that the annulus
r1 < |x| < r2 contains no roots of R(x). Let Ex be the set of all x coordinates of the points in E , and
ﬁx an arbitrary point α0 ∈ T \ Ex . Deﬁne
W := {x ∈C: r1 < |x| < r2 and arg(x) = arg(α0)},
which is the annulus mentioned above sliced along the ray from 0 through α0. The set W meets the
hypotheses of Lemma 1. Let
R := {ρ1(x), . . . , ρd(x)}
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on W and Rnon = R \ Rtor, the non-toric root functions.
(The branch cut in the deﬁnition of W ensures that the functions in R are single-valued, but the
break it creates in their domains is unnatural. Each ρ(x) ∈ R may be analytically continued past that
ray, becoming a (usually different) element of R .)
We can now deﬁne the function s : E → {−1,0,1} mentioned in Theorem 1. For each point
(α,β) ∈ E , there exists a unique, non-toric root function ρ(x) ∈ Rnon such that β = ρ(α). We de-
ﬁne s(α,β) to be +1 (respectively, −1) if |ρ(x)| − 1 changes from negative to positive (respectively,
positive to negative) as x moves counterclockwise past α in the unit circle. If |ρ(x)| − 1 does not
change sign there, let s(α,β) = 0.
In practice, we will usually not be able to obtain explicit formulas for the root functions. In such
cases, the signs s(α,β) can be rigorously determined by an algebraic method using only the coordi-
nates (α,β) and the coeﬃcients of P . This method is described in Section 9.
Subdivide T at the points in Ex ∪{α0}, obtaining a ﬁnite set of open, proper arcs Γ = {γ1, . . . , γM}.
For each arc γ ∈ Γ and each non-toric root function ρ(x) ∈ Rnon, |ρ(x)| is either always > 1 or always
< 1 on γ . Partition Γ × Rnon into the subsets
A− :=
{
(γ ,ρ) ∈ Γ × Rnon:
∣∣ρ(x)∣∣> 1 on γ },
A+ :=
{
(γ ,ρ) ∈ Γ × Rnon:
∣∣ρ(x)∣∣< 1 on γ }.
(The choice of which is + or − is slightly more convenient this way.)
We now extend the domain of s : E → {−1,0,1} by setting s(α,β) = 0 for all (α,β) /∈ E . Recall
the deﬁnition of [ f (x)]∂γ from Section 3. For a ﬁxed choice of ±, and for any operator H that sends
holomorphic functions to continuous functions, careful bookkeeping of signs shows that
∑
(γ ,ρ)∈A±
[
Hρ(x)
]
∂γ
= ±
∑
ρ∈Rnon
∑
α∈Ex
s
(
α,ρ(α)
)
Hρ(α). (11)
(For certain root functions ρ(x) ∈ Rnon, a copy of ± limx→α0 Hρ(x) (as x approaches α0 along T, from
one direction or the other) may appear on the left side, but this will be canceled by the contributions
from other root functions.)
With this setup, we are now ready to examine μn(P ).
Proof of Theorem 1. The strategy of the proof is inspired by that used by Boyd in his proof of Propo-
sition 0.
We ﬁrst rewrite m(P (x, y)), using a standard trick.
m
(
P (x, y)
)= 1
2π i
∫
|x|=1
[
1
2π i
∫
|y|=1
log
∣∣P (x, y)∣∣dy
y
]
dx
x
.
The expression inside the brackets is actually a one-variable Mahler measure with respect to y, with
x viewed there as constant. Therefore, (2) implies that
m
(
P (x, y)
)= 1
2π i
∫
T
(
log
∣∣ad(x)∣∣+∑
ρ∈R
log+
∣∣ρ(x)∣∣)dx
x
=m(ad) + 12π i
∑
(γ ,ρ)∈A−
∫
γ
log
∣∣ρ(x)∣∣dx
x
. (12)
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m
(
P
(
x, xn
))= 1
2π i
∫
T
log
∣∣P(x, xn)∣∣dx
x
= 1
2π i
∫
T
(
log
∣∣ad(x)∣∣+∑
ρ∈R
log
∣∣xn − ρ(x)∣∣)dx
x
=m(ad) + 12π i
∫
T
∑
ρ∈R
log
∣∣xn − ρ(x)∣∣dx
x
.
Since P (x, xn) ≡ 0, there are, for each ρ(x) ∈ R , only ﬁnitely many x ∈ W such that xn = ρ(x). It
follows that log|xn − ρ(x)| is integrable on T. Therefore, we may interchange the sum and integral
above, obtaining
m
(
P
(
x, xn
))=m(ad) + 12π i
∑
ρ∈R
∫
T
log
∣∣xn − ρ(x)∣∣dx
x
. (13)
We now separately consider those terms in (13) coming from toric root functions. Given one such
ρ(x) ∈ Rtor and some t′ ∈R such that exp(it′) = α0, there exists a holomorphic function f (z), deﬁned
on a neighborhood of t′ in C, such that f (t) ∈R for t ∈R and ρ(exp(iz)) = exp(i f (z)). We analytically
continue f (z) to a strip −δ < Im(z) < δ for some δ > 0. If we let z move to the right in steps of 2π ,
exp(i f (z)) will cycle through values of ρ˜(exp(iz)) for various ρ˜(x) in some subset of Rtor. Letting L
equal the size of this orbit, exp(i f (z + 2π L)) ≡ exp(i f (z)). Therefore, there exists an integer M such
that f (z + 2π L) = f (z) + 2πM for all z in the strip. Also, f (t) ≡ nt + 2πm for all integers n,m, as
otherwise ρ(x) ≡ xn , hence P (x, xn) ≡ 0.
Each function f (z) described above encapsulates some subset of Rtor. Therefore, the terms in (13)
coming from the toric root functions can be written as the sum of ﬁnitely many expressions of the
form
1
2π
2π L∫
0
log
∣∣1− exp(i( f (t) − nt))∣∣dt,
for some f as described above. Invoking Lemma 5, this integral is Ok(n−k) for all k  0. Therefore,
for all k 0,
m
(
P
(
x, xn
))=m(ad) + 12π i
∑
ρ∈Rnon
∫
T
log
∣∣xn − ρ(x)∣∣dx
x
+ Ok
(
n−k
)
.
Split T into the arcs γ ∈ Γ , and rewrite log|xn − ρ(x)| as log|1 − ρ(x)/xn| if (γ ,ρ) ∈ A+ , and as
log|ρ(x)| + log|1 − xn/ρ(x)| if (γ ,ρ) ∈ A− . Combining the equation above with (12) and using the
shorthand
∑
± c± for c+ + c− ,
μn(P ) = 1
2π i
∑
±
∑
(γ ,ρ)∈A±
∫
γ
log
∣∣∣∣1−
(
ρ(x)
xn
)±1∣∣∣∣dxx + Ok
(
n−k
)
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2π
∑
±
∑
(γ ,ρ)∈A±
∫
γ
−Re
( ∞∑
m=1
1
m
(
ρ(x)
xn
)±m)
d arg(x) + Ok
(
n−k
)
= − 1
2π
Im
(∑
±
∑
(γ ,ρ)∈A±
∫
γ
∞∑
m=1
1
m
(
ρ(x)
xn
)±m dx
x
)
+ Ok
(
n−k
)
. (14)
By Beppo Levi’s lemma [1, Theorem 10.26], together with the k = 0 case of Lemma 9, we may
interchange the integral and the sum over m in (14). Therefore, if we deﬁne
I±n,m :=
∑
(γ ,ρ)∈A±
∫
γ
(
ρ(x)
xn
)±m dx
x
,
then for all k 0,
μn(P ) = − 1
2π
∞∑
m=1
1
m
∑
±
Im
(
I±n,m
)+ Ok(n−k). (15)
For integers n,m, r  1 and k 0, let
S±n,m,r := ±
∑
ρ∈Rnon
∑
α∈Ex
s
(
α,ρ(α)
)
α∓nmH±m,r−1ρ(α)
and
J±n,m,k :=
∑
(γ ,ρ)∈A±
∫
γ
x∓nmH±m,kρ(x)
dx
x
.
Lemma 6, together with (11), then implies that
I±n,m = −
k∑
r=1
1
(±nm)r S
±
n,m,r +
1
(±nm)k J
±
n,m,k.
Applying Lemma 9 to J±n,m,k (with H±m,kρ(x) rewritten as Hm,k[ρ(x)±1]), there exists a δ > 0 such
that for n,m 1 and k 0, J±n,m,k = Ok(mk−δ). Hence
I±n,m = −
k∑
r=1
S±n,m,r
(±nm)r + Ok
(
n−km−δ
)
.
By Corollary 4, S±n,m,k = Ok(mk−1), hence the r = k term in the sum above may be absorbed into
the error term. It follows that
∞∑
m=1
1
m
I±n,m = −
∞∑
m=1
1
m
k−1∑
r=1
S±n,m,r
(±nm)r + Ok
(
n−k
)
.
(Since I±n,m = J±n,m,0 = O (m−δ), the sums above converge.)
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μn(P ) =
k−1∑
r=1
cr(n)
nr
+ Ok
(
n−k
)
, (16)
where
cr(n) := 1
2π
∞∑
m=1
1
mr+1
∑
±
(±1)r Im(S±n,m,r).
We now have a series expansion for μn(P ). The coeﬃcients cr(n) are independent of k, as one
would hope. To ﬁnish the proof of Theorem 1, we still need to rewrite the coeﬃcients in the form
given in (5) and show that they are quasiperiodic.
But ﬁrst, we will prove that c1(n) = 0. For all n,m 1,
S±n,m,1 = ±
∑
ρ∈Rnon
∑
α∈Ex
s
(
α,ρ(α)
)(ρ(α)
αn
)±m
= ±
∑
(α,β)∈E
s(α,β)
(
β/αn
)±m
.
For (α,β) ∈ E , (β/αn)−m = (β/αn)m . Therefore,
∑
±
±S±n,m,1 = 2
∑
(α,β)∈E
s(α,β)Re
((
β/αn
)m)
.
Since this expression is real,
∑
± ± Im(S±n,m,r) = Im(
∑
± ±S±n,m,r) = 0. It follows that c1(n) = 0.
Consequently, we can restrict to r  2 in (16).
Recall the functions ϕk, j, f (x) described in Lemma 7. By that lemma,
S±n,m,r = ±
∑
ρ∈Rnon
∑
α∈Ex
s
(
α,ρ(α)
)(ρ(α)
αn
)±m r−1∑
j=0
ϕr−1, j,ρ(α)
ρ(α)r−1
(±m) j .
Since r  2, ϕr−1,0,ρ = 0. Therefore, we may restrict to j  1. By Lemma 11,
S±n,m,r = ±
∑
(α,β)∈E
s(α,β)
(
β/αn
)±m r−1∑
j=1
ΩP ,r,r− j+1(α,β)(±m) j .
Therefore,
cr(n) = 1
2π
∞∑
m=1
1
mr+1
∑
±
(±1)r Im(S±n,m,r)
= 1
2π
∑
(α,β)∈E
s(α,β)
r−1∑
j=1
Im
(
ΩP ,r,r− j+1(α,β)
∑
±
∞∑
m=1
(β/αn)±m
(±m)r− j+1
)
.
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cr(n) = 1
2π
∑
(α,β)∈E
s(α,β)
r∑
a=2
Im
(
ΩP ,r,a(α,β)
∑
±
(±1)aLia
((
β/αn
)±1))
.
Recall from Theorem 1 that we deﬁne Ra(z) to be Re(z) for a even and Im(z) for a odd. Like before,
(α,β) ∈ E implies Lia((β/αn)−1) = Lia(β/αn) = Lia(β/αn). Therefore, for each (α,β) ∈ E ,
Im
(
ΩP ,r,a(α,β)
∑
±
(±1)aLia
((
β/αn
)±1))
= Im
(
ΩP ,r,a(α,β)2Ra
(
Lia
(
β/αn
)){1 a even,
i a odd
)
= 2Ra+1
(
ΩP ,r,a(α,β)
)
Ra
(
Lia
(
β/αn
))
,
which proves (5).
For any given point (α,β) ∈ E , let θ be some value for arg(α), so we can write β/αn =
β exp(−iθn). Replacing n with a real parameter t , this gives a periodic function of t . Since a  2,
Lia(z) is continuous on T. Hence Ra(Lia(β exp(−iθt))) is a continuous, periodic function of t . (And if
α is a k-th root of unity, the function has period dividing k.) It follows that cr(n) is the restriction to
N of a quasiperiodic function. This concludes the proof of Theorem 1. 
7. Proofs of Corollary 1 and Corollary 2
As earlier, let Bk(x) be the k-th Bernoulli polynomial, and let 〈t〉 = t − 
t be the fractional part
of t . The following identity (see [10,9], [14, Eq. 7.60]) is useful for evaluating polylogarithms at points
in the unit circle. For k 2 and t ∈R,
Rk
(
Lik
(
exp(2π it)
))= (−1)1+
k/22k−1πk
k! Bk
(〈t〉). (17)
Before we prove Corollary 1, let us recall its statement. Let ξ = exp(2π i/3). Then μn(1+ x+ y) ∗∼∑∞
r=2 cr(n)/nr , for
cr(n) =
∑
a,b
a+b=r+1
(−1)r+
 a+12 2aπa−1
a! Ba
(〈
n+ 1
3
〉) r−1∑
j=b
[
j
b
]{
r − 1
j
}
Ra+1
(
ξ j
)
. (18)
Proof of Corollary 1. For P = 1 + x + y, we have a unique root function: ρ(x) = −x − 1. Any point
(α,β) ∈ Z(P )∩T2 must satisfy |α| = |α+1| = 1. It follows that E = {(ξ, ξ−1), (ξ−1, ξ)}. The associated
signs are s(ξ∓, ξ±) = ±1.
P is irreducible and T-separable. Since our root function is so simple, it is easier to calculate
ΩP ,r,a(x, y) with Lemma 11, bypassing Ψr,a:
ΩP ,r,a(x, y) = ϕr−1,r−a+1(x)/yr−1
= Φr−1,r−a+1
(
ρ(x), xρ ′(x), x2ρ ′′(x), . . .
)
/yr−1
= Φr−1,r−a+1(−x− 1,−x,0,0, . . .)/yr−1.
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lows from the deﬁnitions that B j,i(−x,0, . . . ,0) = 0 unless i = j, and that B j, j(−x,0, . . . ,0) = (−x) j .
Therefore, letting b = r − a + 1 for brevity,
ΩP ,r,a(x, y) = 1
yr−1
∑
j
(−1) j−b
[
j
b
]{
r − 1
j
}
(−x− 1)r− j−1(−x) j .
If we substitute a point (α,β) ∈ E = {(ξ∓, ξ±)}, then since β = −α − 1= 1/α = α2 for these points,
ΩP ,r,a(α,β) = (−1)b
∑
j
[
j
b
]{
r − 1
j
}
α− j.
We now apply (5). Instead of summing over (α,β) ∈ E , we substitute (α,β) = (ξ−σ , ξσ ) and sum
over σ = ±1. (This way, s(ξ−σ , ξσ ) = σ .)
cr(n) = 1
π
∑
σ=±1
σ
r∑
a=2
Ra+1
(
ΩP ,r,a
(
ξ−σ , ξσ
))
Ra
(
Lia
(
ξσ (n+1)
))
= 1
π
∑
σ=±1
σ
∑
a+b=r+1
2ar
Ra
(
Lia
(
ξσ (n+1)
))
(−1)b
∑
j
[
j
b
]{
r − 1
j
}
Ra+1
(
ξσ j
)
.
The restriction that 2 a r may be dropped, since the summands vanish if a < 1 or a > r.
When σ = −1, the arguments to both Ra and Ra+1 above become the conjugates of the values
they take when σ = +1. A careful examination of signs then shows that the σ = −1 term is identical
to the σ = +1 term. Therefore, we may drop all occurrences of σ and double the expression. If we
now make use of (17) and the fact that a + 
a/2 ≡ 
(a + 1)/2 (mod 2), we obtain (18). 
Proof of Corollary 2. By (17), A(z) = Re(Li2(z))/π and B(z) = Im(Li3(z))/π . The formulas for c2(n)
and c3(n) now follow directly from Theorem 1, using the values of Ψ2,2, Ψ3,2, and Ψ3,3 found in
Table 3. 
8. Numerical evidence
Let
∑∞
r=2 cr(n)/nr be the a.p.p.s. expansion for μn(1 + x + y). We have calculated the coeﬃcients
cr(n) to high precision for 2 r  200 and n ∈ {0,1,2} (which covers all n, since cr(n) depends only
on n (mod 3)). The values with r  10 are shown in Table 4. We have also calculated μn(1 + x + y)
up to about n = 300.
8.1. Conﬁrmation of Corollary 1
Let pk(n) :=∑kr=2 cr(n)/nr , the k-th partial sum of the expansion for μn(1+ x+ y). By the deﬁni-
tion of the expansion,
μn(1+ x+ y) = pk−1(n) + ck(n)
nk
+ Ok
(
1
nk+1
)
.
Therefore, for any ﬁxed n0 ∈ {0,1,2},
ck(n0) = limn→∞
n≡n (mod 3)
nk
(
μn(1+ x+ y) − pk−1(n)
)
. (19)0
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The coeﬃcients cr(n) in the expansion for μn(1+ x+ y).
r cr(1) cr(2) cr(3)
2 0.3022998940 −0.9068996821 0.3022998940
3 −0.1850879776 −0.9068996821 0.7896877657
4 −1.3056972851 1.1934321459 0.1564663299
5 2.6830358119 3.2937639738 −5.5860975105
6 24.5796866908 −26.3505959270 1.4699140266
7 −79.4351285864 −87.7396475567 165.1438848791
8 −953.9471505649 971.0686842267 −15.3305415600
9 4176.6470338729 4302.0164745649 −8460.9088755602
10 62932.4226515189 −63281.1309582098 331.7360326211
Table 5
The scaled differences between μn := μn(1+ x+ y) and the ﬁrst few partial sums of its a.p.p.s. expansion, for selected values
of n ≡ 1 (mod 3). The numbers in columns 2–4 approach the values of c2(1), c3(1), and c4(1) found in Table 4.
n n2μn n3(μn − c2(n)n2 ) n4(μn − c2(n)n2 − c3(n)n3 )
1 0.3700812333 0.0677813393 0.2528693169
61 0.2989282502 −0.2056702769 −1.2555202582
121 0.3006826863 −0.1956821406 −1.2818937239
181 0.3012379282 −0.1922158113 −1.2901378960
241 0.3015096124 −0.1904578830 −1.2941471883
301 0.3016706736 −0.1893953380 −1.2965154617
With this formula, one may numerically verify each of the coeﬃcients ck(n0) obtained from Corol-
lary 1, assuming the accuracy of the coeﬃcients with smaller k. Table 5 demonstrates this veriﬁcation
for n0 = 1 and k = 2,3,4. Using n ≈ 300 and 2  k  30, we found good agreement between the
left and right sides of (19) (with the relative error frequently < 0.05 and always < 0.17), with the
exception of n0 = 0 and k even, when convergence was much slower. Using Richardson extrapolation
dramatically improved convergence in all cases. Overall, the data gives strong evidence for the validity
of Corollary 1. Numerical tests with other polynomials were also favorable.
8.2. Approximation of μn(1+ x+ y) with partial sums
Continuing to use P = 1 + x + y, numerics strongly suggest that for each n, the power series∑∞
r=2 cr(n)xr has radius of convergence 0, hence
∑∞
r=2 cr(n)/nr is divergent. However, as is com-
mon with asymptotic expansions, partial sums give good approximations for μn(1 + x + y) up to
a point, before going wildly off the mark. Let pk(n) := ∑kr=2 cr(n)/nr , the k-th partial sum, and
let K (n) be the value of k for which pk(n) gives the best approximation of μn(1 + x + y). The
numerical evidence suggests that as n → ∞, K (n) is asymptotic to n, and that the relative error
(pn(n) − μn)/μn = O (exp(−n)). For example, for n = 100, the best approximation of μ100(1+ x+ y)
is given by p107(100), which is correct to 46 decimal places—a relative error of 1.5× 10−43.
8.3. A polynomial not meeting the hypothesis
Our proof of Theorem 1 does not make it clear what to expect for polynomials that are not T-
separable. We chose such a polynomial—namely, P = 1 + x + 1/x + y + 1/y (famous for Deninger’s
conjecture [7], recently proved by Rogers and Zudilin [17], that its Mahler measure is a value of an
elliptic curve L-function), for which P and ∂ P/∂ y both vanish at (exp(±iπ/3),−1). We calculated
μn(P ) for 1 n 1600. Based on the numerical evidence, μn(P ) almost certainly has a main term of
the form c(n)/n3/2, where c(n) depends only on n (mod 6). This is consistent with the sort of bounds
1982 J.D. Condon / Journal of Number Theory 132 (2012) 1962–1983given by Boyd in [2]. In fact, it appears that the difference μn(P ) − c(n)/n3/2 vanishes more quickly
than 1/nr for all r > 0—that is, μn(P )
∗∼ c(n)/n3/2—but the evidence is less clear for this.
9. Algebraic determination of the signs s(x, y)
As mentioned earlier, for a point (α,β) in E , its sign s(α,β) can be determined algebraically, with-
out reference to the root function ρ(x) such that β = ρ(α). Let f (t) := Log(ρ(α exp(it))/β), where
Log is the principal branch of the logarithm. The function Re( f (t)) = log|ρ(α exp(it))| experiences the
same sign change at 0 (with t moving left to right in R) as |ρ(x)| − 1 does at α (with x moving
counterclockwise along T). We can determine arbitrarily many of the coeﬃcients in the Maclaurin
series for f (t) with the use of Lemma 10. The ﬁrst of these coeﬃcients whose real part is nonzero
will determine the behavior of Re( f (t)) at t = 0, and hence determine s(α,β).
More speciﬁcally, say f (t) =∑∞k=1 bktk . (b0 = f (0) = 0.) Let N be the smallest positive integer such
that Re(bN ) = 0. Then
s(α,β) =
{
0, if N even,
sign(Re(bN)), if N odd.
In particular, b1 = iαρ ′(α)/β = −iαPx/(β P y) (with Px = ∂ P/∂x and P y = ∂ P/∂ y, both evaluated at
(α,β)). Generically, Re(b1) will be nonzero. Therefore, the rule of thumb that
s(α,β) = sign
(
Im
(
αPx(α,β)
β P y(α,β)
))
, if this is = 0, (20)
will usually suﬃce.
10. Conclusions
It is unclear to what extent it is possible to remove the hypothesis that P is T-separable. If P is
not, then a root function will have an algebraic singularity on T. Our current approach would require
us to integrate up to that singularity, but this causes havoc with our use of Lemma 6. We devoted
extensive effort to circumventing this diﬃculty, for instance with Puiseux expansions and the method
of stationary phase [8, Section 2.9], but those attempts have not been fruitful. The evidence from
Section 8.3 (including the fractional exponents, echoing those found in Puiseux expansions) might
lead one to expect a.p.p.s.’s in powers of n−1/M for some positive integer M . However, if similarly
complicated formulas hold for the coeﬃcients in such expansions, one would expect to have either
all coeﬃcients equal to 0 or inﬁnitely many of them nonzero. This is at odds with the evidence from
the example in 8.3. This discrepancy leads us to doubt that Theorem 1 can be extended to all nonzero
polynomials P (x, y) without a signiﬁcant modiﬁcation of its statement.
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