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Abstract
We consider functions mapping non-negative integers to non-negative real numbers
such that a and a+ n are mapped to values at least 1
n
apart. In this paper we use
a novel method to construct such a function. We conjecture that the supremum of
the generated function is optimal and pose some unsolved problems.
1 Introduction
In the Constraint Satisfaction Problem, one is given a set of variables and must
find an assignment of values that respects certain constraints. For a general
survey of constraint satisfaction, see [4]. A subset of constaint satisfaction
problems is the binary-constraints problem (BCP), wherein each constraint
affects only two variables. This problem has theoretical significance but can
also be applied to many practical problems, such as frequency assignment [1].
We consider a generalization of the BCP where the set of variables is taken
to be an arbitrary metric space. We shall call this problem the Metric Space
BCP (MSBCP). This generalization was first formulated in [2]. If M is the set
of variables in an instace of the MSBCP, then a solution can be expressed as a
function f : M → R≥0 that satisfies certain constraints. We call such a function
an inverse proximity function. We specify this definition more formally in
Section 2.4.
There are infinitely many solutions to any MSBCP, so we introduce the notion
of an optimal solution. Given all solutions for an instance of the MSBCP,
an optimal solution f ∗ is one that minimizes supa≥0 f(a). Heuristically, we
consider such a function optimal because it satisfies the constraints in as little
space as possible.
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In this paper we shall examine a particular instance of the MSBCP. Given a
function f : N→ R≥0, we require that |f(a)− f(a+ n)| ≥ 1
n
for all a ≥ 0 and
n ≥ 1. We are interested in minimizing the supremum of such a function.
Fon-Der-Flaass [2] conjectured that the supremum of a function satisfying the
above constraints could be no less than 1 + φ, where φ = 1+
√
5
2
is the golden
ratio. In this paper we shall construct a particular function f that satisfies the
required criteria such that
sup
a≥0
f(a) = 1 +
∞∑
n≥1
1
F2n
where Fn denotes the n
th Fibonacci number. We have no closed-form expres-
sion for this limit, but its value is known to be approximately 2.5353 . . . < 1+φ.
We believe that our solution is optimal, but this has yet to be proved. More
importantly, we believe that our method for constructing the solution is gen-
eralizable to other instances of the MSBCP. It is our hope that this will lead
to a general method for constructing optimal (or near-optimal) solutions.
2 Definitions and Previous Work
2.1 Fibonacci Numbers
We shall take N = {0, 1, 2, 3, . . .} to be the natural numbers . Recall that the
Fibonacci sequence is a sequence of natural numbers defined by F0 = 0, F1 = 1,
and Fn = Fn−1+Fn−2 for all n > 1. The entries of the Fibonacci sequence are
referred to as the Fibonacci numbers . Also recall Catalan’s Identity [5]:
F 2n − Fn+rFn−r = (−1)
n+rF 2r for all 0 ≤ r ≤ n. (1)
2.2 Strings
An alphabet is a non-empty (possibly infinite) set of characters. Given an al-
phabet Σ, a word or string over Σ is a (finite or infinite) sequence of characters
of Σ. We write Σn to mean the set of all words over Σ of length n. Denote by
Σ∗ the set of all finite words over Σ.
Given a word x, we shall write x[i] to denote the ith character of x. We shall
take indexing to start at 1, so x = x[1]x[2]x[3] · · · . We shall write x∗ to mean
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zero or more occurances of x, xn to mean exactly n occurances of x, and, for
any other word y, xy to represent the word consisting of x followed by y.
2.3 Numeration Systems
A numeration system is specified by a set S = {u1, u2, u3, . . . } of strictly
increasing natural numbers with u1 = 1. The following theorems are due to
Fraenkel [3].
Theorem 1 Any nonnegative integer N has precisely one representation in
the system S = {u1, u2, . . . } of the form N =
n∑
i=1
diui, where the di are non-
negative integers satisfying
diui + di−1ui−1 + · · ·+ d1u1 < ui+1 (2)
for all i > 0.
Theorem 2 For m ≥ 1, let b1, b2, . . . be integers satisfying
1 ≤ bm ≤ · · · ≤ b2 ≤ b1.
Let u−m+1, u−m+2, . . . , u−1 be fixed nonnegative integers, and let
u0 = 1, un = b1un−1 + b2un−2 + · · ·+ bmun−m
for all n ≥ 1. Then any nonnegative integer N has precisely one representation
in S = {ui} of the form N =
n∑
i=0
diui if the digits di are nonnegative integers
satisfying the following (two-fold) condition:
(i) Let k ≥ m− 1. For any j satisfying 0 ≤ j ≤ m− 2, if
(dk, dk−1, . . . , dk−j+1) = (b1, b2, · · · , bj), (3)
then dk−j ≤ bj+1; and if (3) holds with j = m− 1 then dk−m+1 < bm.
(ii) Let 0 ≤ k < m− 1. If (3) holds for any j satisfying 0 ≤ j ≤ k − 1, then
dk−j ≤ bj+1; and if (3) holds with j = k, then d0 <
m∑
i=k+1
biuk+1−i.
Fraenkel [3] also shows that the representation in Theorem 2 satisfies (2).
Over a given numeration system S, we can express the unique representation
of an integer N as the word d1d2 · · · dn over the alphabet N. In a slight abuse
of notation, we shall also refer to any word of the form d1d2 · · · dn0
∗ as a
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representation of N . In general, given any word x ∈ N∗, we say that x is a
valid represenation if there exists some N for which x is a representation for
N . That is, x is a valid representation if and only if the digits of x satisfy
the conditions of Theorem 2 (since any trailing zeros will not violate the
constraints of Theorem 2).
2.4 Proximity Inversion Functions
A constraint function is a non-increasing function c : R>0 → R≥0. Recall that
a metric space consists of a set M and a distance function d : M → R≥0 such
that
(1) d(a, b) ≥ 0
(2) d(a, b) = 0iffa = b
(3) d(a, b) = d(b, a)
(4) d(a, b) = d(a, c) + d(c, b)
for all a, b, c ∈M .
The Metric Space Binary Constraints Problem (MSBCP) is as follows: given
an arbitrary metric space (M, d) and constraint function c, find a function
f : M → R≥0 satisfying |f(a)− f(b)| ≥ c(d(a, b)) for all distinct a, b ∈M . We
call the function f a proximity inversion function on (M, d) over c.
In this paper we limit ourselves to the metric space of non-negative integers
N, under the metric
dN(a, b) = |a− b| .
Note that the range of dN is N, so a constraint function for dN need only be
defined over N>0. In particular, we wish to find a proximity inversion function
on the non-negative integers over the constraint function c(n) = 1
n
.
3 Construction
Our function f will be based upon a Fibonacci numeration system. Let ui =
F2i for all i ≥ 1. Note that u1 = 1 and ui < ui+1 for all i ≥ 1. We can therefore
consider the numeration system S = {ui}
∞
i=1.
Theorem 3 Any N ≥ 0 has a unique representation of the form N =
∞∑
i=1
diui,
where
(i) 0 ≤ di ≤ 2 for all i ≥ 1
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(ii) di = 0 for all but finitely many values of i
(iii) if i < j and di = 2 = dj then there exists some l, i < l < j, such that
dl = 0.
PROOF. If N = 0 then take di = 0 for all i. This is a unique representation
that satisfies the required properties.
Consider N > 0. Let n be defined as in Theorem 1. Property (i) follows from
(2) plus the fact that 3F2k > F2k+2 for all k > 1. Property (ii) follows from
Theorem 1, since we must have dk = 0 for all k > n.
For property (iii) note that, given any n > 0, F2n = 2F2n−2 +
n−2∑
i=1
F2i + 1. So
take u0 = 1, ui = 0 for all i < 0, b1 = 2, and bi = 1 for all i > 1.
If we take m = n+ 1, we get
u1 = 1, un =
m∑
i=1
biun−i
for all n > 1. Theorem 2 then gives us that N has a unique representation of
the form
n∑
i=1
diui, where for any i,j satisfying 0 < i ≤ j ≤ n, if
(dj, dj−1, . . . , di) = (2, 1, 1, . . . , 1),
then di−1 < 2. This is equivalent to condition (iii). Note that the numeration
system from Theorem 2 corresponds to S for entries less than N , but may be
different for entries greater than N . However, the representation for N will be
the same in both systems, so we need not be concerned. ✷
Given a ∈ N, let dai denote di in the representation of a from Theorem 3. Also
from Theorem 3 there must exist a minimal l ≥ 0 such that daj = 0 for all
j > l. We shall call this minimal l the length of a and write it as L(a).
Theorem 3 also implies that x ∈ {0, 1, 2}∗ is a valid representation with respect
to S iff x does not contain a subword of the form 21∗2. From now on, we shall
write a ≡ x to mean that x is a representation of a with respect to S. Note
that 0 ≡ ǫ.
We are now ready to construct our function. Define f : N→ R≥0 by
f(a) =
∞∑
i=1
dai
ui
. (4)
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That is, f applies the digits of an integer’s represention in S to the reciprocals
of the elements of S.
4 Preliminary Lemmas
4.1 Fibonacci Inequalities
Before proving that f satisfies the properties we required, we shall need a
series of technical lemmas regarding Fibonacci numbers. These lemmas give
us properties of our numeration system {ui} that will be useful later.
Lemma 4 Let r and k be integers such that 0 ≤ r < k. Then Fk+r
F 2
k
−1 ≤
1
Fk−r
iff
k + r is even, with equality occuring when r ∈ {1, 2}.
PROOF. Suppose k + r is even. By (1), Fk+rFk−r = F 2k − F
2
r ≤ F
2
k − 1 with
equality occuring iff r = 1 or r = 2.
Suppose instead that k+ r is odd. By (1), Fk+rFk−r = F 2k +F
2
r > F
2
k − 1. ✷
Lemma 5
n∑
i=k
F2i = F2n+1 − F2k−1 for all 0 < k ≤ n.
PROOF. By induction on n − k. If n = k, then F2k = F2k+1 − F2k−1 as
required.
If n− k = t > 0 and we assume the result is true whenever n− k < t, then
n∑
i=k
F2i = F2k +
n∑
i=k+1
F2i = F2k + (F2n+1 − F2k+1) = F2n+1 − F2k−1 (5)
by induction. ✷
Corollary 6 If n > k + 1 then uk + un −
(
n−1∑
i=k+1
ui
)
− uk+1 − un−1 = 0.
Corollary 7 If n > k + 1 then 2uk+1 +
(
n∑
i=k+2
ui
)
− uk = F2n+1.
Corollary 8 If n > k then un − un−1 −
n−1∑
i=k
ui = F2k+1.
6
Lemma 9 Suppose 1 < k ≤ n. Then
n∑
i=k
1
F2i
<
1
F2k−2
+
1
F2n+2
−
1
F2k
−
1
F2n
.
PROOF. By induction on n− k. Suppose first that n = k. Note that
1
F2k
+
2
F2k
−
1
F2k+2
=
F2k+4
F 22k+1 − 1
<
1
F2k−2
by Lemma 4. This proves the base case.
Suppose now n− k = l > 0 and the result is true whenever n − k < l. Using
induction, we have
(
n∑
i=k
1
F2i
)
+
1
F2k
+
1
F2n
−
1
F2n+2
=
[(
n∑
i=k+1
1
F2i
)
+
1
F2k+2
+
1
F2n
−
1
F2n+2
]
−
1
F2k+2
+
2
F2k
<
1
F2k
−
1
F2k+2
+
2
F2k
<
1
F2k−2
,
as in the base case. ✷
Corollary 10 If n > k + 1 then
(
n−1∑
i=k+1
1
ui
)
+
1
uk+1
+
1
un−1
≤
1
un
+
1
uk
.
Corollary 11 If n > k + 1 then
(
n∑
i=k+1
1
ui
)
+
1
uk+1
+
1
F2n+1
<
1
uk
.
PROOF. Applying Lemma 9 and Lemma 4, we get
(
n∑
i=k+1
1
ui
)
+
1
uk+1
+
1
F2n+1
<
1
uk
+
1
un+1
−
1
un
+
1
F2n+1
≤
1
uk
−
F2n+1
F 22n+1 − 1
+
1
F2n+1
<
1
uk
as required.
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Lemma 12 If n > k then
1
F2n
+
1
F2k−1
≤
(
n−2∑
i=k
1
F2i
)
+
2
F2n−2
.
PROOF. By induction on n− k. If n = k + 1, the claim becomes
1
F2k+2
+
1
F2k−1
≤
2
F2k
,
but
2
F2k
−
1
F2k+2
=
F2k+3
F 22k+1 − 1
≥
1
F2k−1
by Lemma 4 as required.
If we suppose n− k > 1, then by induction we get
(
n−2∑
i=k
1
F2i
)
+
2
F2n−2
=
(
n−2∑
i=k+1
1
F2i
)
+
2
F2n−2
+
1
F2k
≥
1
F2n
+
1
F2k+1
+
1
F2k
≥
1
F2n
+
1
F2k−1
(6)
by Lemma 4 as required. ✷
4.2 Relative Ordering
Given two integers represented in decimal notation with equal numbers of
digits, one can easily determine which is greater by scanning the digits of the
numbers from left to right. This notion extends to general numeration systems
as well, as given by the following proposition.
Proposition 13 Take a, b ≥ 0, a 6= b. Since dai = 0 = d
b
i for all i >
max{L(a), L(b)}, we can find a maximal l such that dal 6= d
b
l . Then a < b ⇐⇒
dal < d
b
l .
PROOF. This follows directly from (2).
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We wish to develop a similar test for the relative ordering of f(a) and f(b).
In particular, we shall prove the following theorem.
Theorem 14 Given a, b ≥ 0, a 6= b, let l be the minimal value such that
dal 6= d
b
l . Then f(a) < f(b) ⇐⇒ d
a
l < d
b
l .
PROOF. Suppose dal < d
b
l . Then d
b
l > 0, so L(b) ≥ l.
We proceed by induction on L(a)− l. Let
c =
l∑
i=1
dbiui.
Then f(c) ≤ f(b), so it is sufficient to show that f(a) < f(c).
If L(a) ≤ l then we have that 0 = dai ≤ d
c
i for all i > l. Note also that d
a
l < d
c
l
and dai = d
c
i for all i < l. Therefore
f(a) =
∞∑
i=1
dai
ui
<
∞∑
i=1
dci
ui
= f(c).
Now suppose L(a) = l+k, k ≥ 1. Choose x ∈ {0, 1, 2}L(a)−l, y ∈ {0, 1, 2}l such
that a ≡ yx. Let
z = y21k−1 ∈ {0, 1, 2}L(a)
and suppose first that z is a valid representation. Take p such that p ≡ z. We
then have
f(p) =
L(a)∑
i=1
d
p
i
ui
=
(
l−1∑
i=1
dai
ui
)
+
dal
ul
+
( L(a)∑
i=l+1
1
ui
)
+
1
ul+1
≤
(
l−1∑
i=1
dbi
ui
)
+
dbl − 1
ul
+ (
1
ul
+
1
uL(a)+1
−
1
uL(a)
−
1
ul+1
) +
1
ul+1
=
(
l∑
i=1
dci
ui
)
+
1
uL(a)+1
−
1
uL(a)
<
l∑
i=1
dci
ui
= f(c).
(7)
Now if a = p then f(a) = f(p) < f(c) as required.
If a 6= p then x 6= z, so there must be a minimal j > l such that x[j] 6= z[j].
But if x[j] > z[j] then xmust have a prefix of the form y21∗2 which contradicts
x’s validity. Thus x[j] < z[j]. But L(a)− j < L(a)− l, so by induction we find
that f(a) < f(p) < f(c) as required.
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Suppose that z is not a valid derivation. Then y1t21k−t−1 is not valid for any
0 ≤ t < k. Let
z′ = y1k ∈ {0, 1, 2}L(a).
Then z′ is a valid derivation. Take p′ such that p′ ≡ z. Then a similar argument
to (7) gives f(a) ≤ f(p′) < f(c) as required. By symmetry dal > d
b
l =⇒
f(a) > f(b), completing the proof. ✷
We have now shown the following. Given two non-negative integers a and b
represented with n digits, we can determine the relative order of a and b by
scanning the digits in descending order. We can also determine the relative
order of f(a) and f(b) by scanning the digits in ascending order. This duality
is crucial to the proof that f is a proximity inversion function for the constraint
function 1
n
.
5 Main Theorem
We now prove that f is a proximity inversion function for the constraint
function 1
n
.
Theorem 15 Take a, b ∈ N such that a 6= b and f(b) > f(a). Then f(b) −
f(a) ≥ 1|b−a| .
PROOF. Choose any b ∈ N. Now choose a value of a satisfying the re-
quirements of the theorem that maximizes the value of f(a) + 1|b−a| . Since
f(b) > f(a) ≥ 0, note that we must have b > 0. To prove the theorem, it is
sufficient to show that
f(a) +
1
|b− a|
≤ f(b). (8)
Let n = max{L(a), L(b)}. Since b > 0 we must have n > 0. We proceed
by induction on n. If n = 1 then a, b ≤ 2, so the result is easily proved by
exhaustion.
For the inductive step, suppose the result is true for n − 1. Choose xa, xb ∈
{0, 1, 2}n that satisfy a ≡ xa and b ≡ xb. We know that xa and xb exist, since
n ≤ L(a) and n ≤ L(b). Let y be the longest common prefix of xa and xb, and
let k = |y|+ 1 ≤ n. Since f(b) > f(a) we must have that
dak < d
b
k
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by Lemma 14. Note that this implies that L(b) ≥ k. Since xa is a valid rep-
resentation and y is a prefix of xa, y must be valid as well. Let c be the
non-negative integer satisfying c ≡ y.
We shall complete the proof of this theorem in two steps. First, we eliminate all
but a few possible representations for a and b by using our results on relative
ordering (Property 13 and Theorem 14). We then handle the remaining special
cases by using properties of the Fibonacci Sequence.
The first step of the proof depends on the following lemma.
Lemma 16 Suppose a and b are as defined above and there exists d satisfying
f(a) < f(d) < f(b). Then either d > a, b or d < a, b.
PROOF. Suppose not; then d is between a and b, so
L(d) ≤ max{L(a), L(b)} = n
and
|d− a|+ |b− d| = |b− a|
and hence
|b− d| < |b− a| .
But we then have
f(d) +
1
|b− d|
> f(a) +
1
|b− d|
> f(a) +
1
|b− a|
which contradicts the maximality of f(a) + 1|b−a| . ✷
We now use Lemma 16 to eliminate all but a few possible values for xa and
xb. Lemma 16 is a condition on relative ordering, so we can use our results
on relative ordering to reduce Lemma 16 to a condition on the characters of
xa and xb. If, given xa and xb, we can find a valid xd ∈ {0, 1, 2}
n such that
(where ri ∈ {0, 1, 2} and wi, zi ∈ {0, 1, 2}
∗)
(i) xa = w1r1z1 and xd = w2r2z1 with r2 > r1; and
(ii) xb = w3r3z2 and xd = w4r4z2 with r3 < r4; and
(iii) xa = z3r5w5, xb = z4r6w6, and xd = z3r7w7 = z4r8w8 with r5 < r7 and
r6 > r8 (or r5 > r7 and r6 < r8),
then taking d ≡ z we arrive at a contradiction via Proposition 13, Lemma 14
and Lemma 16.
Example 17 If we had n = 4, xa = 1112, and xb = 2110 then we could take
d ≡ 1211 to arrive at a contradiction.
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For the remainder of this proof, taking d ≡ xd will be considered shorthand
for this contradiction argument.
Lemma 18 Suppose that (8) does not hold. Then dbk = d
a
k + 1, and xa, xb
must take one of the following forms:
1. xa = yd
a
k21
∗0 xb = ydbk0
∗1
2. xa = yd
a
k1
∗20 xb = ydbk0
∗1
3. xa = yd
a
k21
∗01∗20 xb = ydbk0
∗1
4. xa = yd
a
k21
∗ xb = ydbk0
∗
5. xa = yd
a
k0
∗1 xb = ydbk1
∗20
PROOF. We proceed by cases based on the values of L(a) and L(b).
Case 1 L(a) < n− 1, L(b) = n.
Let t = L(a). Then xa = yd
a
kw10
n−t and xb = ydbkw21 or xb = yd
b
kw22 for
some w1, w2 ∈ {0, 1, 2}
∗. In either case, take d ≡ ydakw10
n−t−210 to cause a
contradiction. We conclude that this case cannot be satisfied.
Case 2 L(a) = n− 1, L(b) = n.
That is, xb ends in 1 or 2 and xa ends in 10 or 20.
First, suppose n = k. Then either xb = y1 or xb = y2. We must also have
xa = y0, i.e. a = c. If xb = y1 then
f(a) +
1
|b− a|
= f(c) +
1
c+ un − c
= f(c) +
1
un
= f(b),
and if xb = y2 then
f(a) +
1
|b− a|
= f(c) +
1
c+ 2un − c
< f(c) +
2
un
= f(b),
so in either case (8) holds.
Now suppose n = k + 1. Then xa = y10 and xb = y21. But then take d ≡ y20
for contradiction. So we can assume n > k + 1.
We now show that dbk = d
a
k − 1. Well, otherwise xa = y0w1 and xb = y2w1.
Take d ≡ y10n−k−11 to cause a contradiction.
Consider the string xb. If xb = yd
b
k0
trw for some 0 ≤ t < n− k− 1, r ∈ {1, 2},
and w ∈ {0, 1, 2}∗, then take d ≡ ydbk0
n−k−11. If xb = ydbk0
n−k−12 then again
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Table 1
Exhaustion of all but a few possible representations of a for case 2.
xa d
ydak0w10 yd
a
k1w10
ydakw100 yd
a
kw110
ydak11
p10 ydak11
p20
ydak11
p0w0 ydak11
p1w0
ydak11
p21q0w0 ydak21
p11q1w0
ydak11
p21q1w0 ydak21
p01q2w0
ydak21
p01q0w0 ydak21
p11q0w0
ydak21
p01q0w10 yd
a
k21
p11q1w20
ydak21
p01q21r10 ydak21
p11q01r20
ydak21
p01q21r0w0 ydak21
p11q01r1w0
take d ≡ ydbk0
n−k−11.
The only possible value left for xb is yd
b
k0
n−k−11.
Finally, we claim that xa is of one of the following forms:
(i) ydak21
∗0
(ii) ydak1
∗20
(iii) ydak21
∗01∗20
To show this, we simply exhaust all other possibilities. The argument is sum-
marized in table 1. In the strings given, p, q, r refer to arbitrary non-negative
integers and wi refer to arbitrary strings in {0, 1, 2}
∗.
Case 3 L(a) = n, L(b) < n− 1.
So xa ends in 1 or 2 and xb ends with 00. Note that we must therefore have
n > k + 1, since dbk > 0.
We begin by showing that dbk = d
a
k + 1. Otherwise, d
b
k = 2 and d
a
k = 0. Take
d ≡ y10n−k−210 to arrive at a contradiction.
Now consider the string xb. Suppose xb 6= yd
b
k0
n−k for any k. Then xb =
ydbk0
trw00 for some t ≥ 0, r ∈ {1, 2}, and w ∈ {0, 1, 2}∗. We take d ≡
ydbk0
n−k−210 for contradiction.
Finally, we wish to show that xa = yd
a
k21
n−k. We simply exhaust all other
possibilities. If xa = yd
a
k1w or xa = yd
a
k0w, take d ≡ yd
a
k20
n−k−1. If xa =
13
ydak21
t0w, take d ≡ ydak21
t10n−k−t−2. So by exhaustion we must have xa =
ydak21
n−k.
Case 4 L(a) = n, L(b) = n− 1.
Then xa ends in 1 or 2 and xb ends in 10 or 20. Note that we must therefore
have n > k.
We begin by showing that dbk = d
a
k + 1. Otherwise d
b
k = 2 and d
a
k = 0. Take
d ≡ y10n−k−11 to arrive at a contradiction.
Now consider the special case k = n − 2. Then xb = yd
b
k0 and xa = yd
a
k1 or
xa = yd
a
k1. In either case, we have
|a− b| ≤ 2un − un−1 = 2F2n − F2n−2 = F2n+1
and
f(b)− f(a) ≥
1
un−1
−
2
un
=
1
F2n−2
−
2
F2n
=
F2n−3
F 22n−1 − 1
≥
1
F2n+1
(by Corollary 4)
=
1
|a− b|
,
so (8) holds. We can now assume that k < n − 2, so xb = yd
b
kwr0 for some
w ∈ {0, 1, 2}∗, r ∈ {0, 1, 2}.
We now claim that xa = yd
a
k0
n−k−11. If not, we must have xa = ydak0
n−k−12
or xa = yd
a
k0
trw for some t < n− k− 1 and r ∈ {1, 2}. Let d ≡ ydbk0
n−k−11 to
arrive at our usual contradiction.
We also claim that xb = yd
b
k1
n−k−220. We simply exhaust all other possibilities.
The argument is summarized in Table 2. In the strings given, p, q, r refer to
arbitrary non-negative integers and wi refer to arbitrary strings in {0, 1, 2}
∗.
The last case in the table (xb = yd
b
k0w) requires special attention. Note that
ydak does not have a suffix of the form 21
∗, since if it did then ydbk would have
a suffix of the form 21∗2 contradicting xb’s validity. Thus ydak1w is valid. The
fact that f(a) < f(d) follows because xa has yd
a
k0 as a prefix, and a > d
follows because w must have suffix 0 whereas xa ends with 1.
Case 5 L(a) = L(b) = n.
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Table 2
Exhaustion of all but a few possible representations of b for case 4.
xb d
ydbk1
p10w ydbk1
p01w
ydbk1
p20w ydbk1
p11w
ydbk1
p21w ydbk1
p12w
ydbk1
p11 ydbk1
p02
ydbk0w yd
a
k1w
Then dan > 0 and d
b
n > 0. Suppose for contradiction that
f(a) +
1
|b− a|
> f(b). (9)
Then since we took to b to be arbitrary, we can take the value of b that
minimizes f(b), subject to the conditions that there exists some a satisfying
(9) and L(a) = L(b) = n (recall that a depends on b). If we consider a′ = a−un,
b′ = b− un, we see that
f(b′) = f(b)−
1
un
< f(b)
and
f(a′) +
1
|b′ − a′|
= f(a)−
1
un
+
1
|(b− un)− (a− un)|
> f(b)−
1
un
= f(b′),
contradicting the minimality of f(b).
We conclude that all a and b in this case must satisfy (8).
This ends the proof of Lemma 18. ✷
We must now handle the five cases for xa and xb not covered by Lemma 18. We
shall handle these remaining cases by appealing to the Fibonacci inequalities
developed in Section 4.1.
Lemma 19 Condition (8) holds if dbk = d
a
k + 1, xb = yd
b
k0
∗1, and xa takes
one of the following forms:
(1) xa = yd
a
k21
∗0
(2) xa = yd
a
k1
∗20
(3) xa = yd
a
k21
∗01∗20
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PROOF. The cases for xa can be rewritten as ∃j, k < j < n, such that
a = c+ dakuk +
n−1∑
i=k+1
ui + uk+1 + un−1 − uj
and hence
f(a) = f(c) +
dak
uk
+
n−1∑
i=k+1
1
ui
+
1
uk+1
+
1
un−1
−
1
uj
.
Note that if n = k + 2 we take j = k + 1. We also have
b = c+ dbkuk + un
= c+ dakuk + uk + un.
But now Corollary 6 implies that b− a = uj. We therefore have
f(a) +
1
|b− a|
=
(
f(c) +
dak
uk
+
n−1∑
i=k+1
1
ui
+
1
uk+1
+
1
un−1
−
1
uj
)
+
1
uj
≤f(c) +
dak
uk
+
1
uk
+
1
un
(by Corollary 10)
=f(c) +
dbk
uk
+
1
un
=f(b),
as required. ✷
Lemma 20 Condition (8) holds if dbk = d
a
k+1, xa = yd
a
k21
∗, and xb = ydbk0
∗.
PROOF. The conditions on xa and xb can be rewritten as
a = c+ dakuk + 2uk+1 +
n∑
i=k+2
ui
and
b = c + (dak + 1)uk.
So
a− b = 2uk+1 +
n∑
i=k+2
ui − uk = F2n+1
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by Corollary 7. But now
f(a) +
1
|a− b|
=
(
f(c) +
dak
uk
+
n∑
i=k+1
1
ui
+
1
uk+1
)
+
1
F2n+1
≤f(c) +
dak
uk
+
1
uk
(by Corollary 11)
=f(c) +
dbk
uk
=f(b),
as required. ✷
Lemma 21 Condition (8) holds if dbk = d
a
k + 1, xa = yd
a
k0
∗1, and xb =
ydbk1
∗20.
PROOF. These conditions on xa and xb can be rewritten as
a = c+ dakuk + un
and
b = c+ dbkuk +
n−1∑
i=k+1
uk + un−1
= c+ dakuk +
n−1∑
i=k
uk + un−1.
So then
a− b = un − un−1 −
n−1∑
i=k
ui = F2k+1
by Corollary 8. We now have
f(a) +
1
|a− b|
= (f(c) +
dak
uk
+
1
un
) +
1
F2k+1
≤ f(c) +
dak
uk
+
n−1∑
i=k+1
1
ui
+
1
un−1
< f(c) +
dbk
uk
+
n−1∑
i=k+1
1
ui
+
1
un−1
= f(b)
by Lemma 12, as required. ✷
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So, in all cases, condition (8) holds. This concludes the proof of Theorem 15.
Corollary 22 |f(a+ n)− f(a)| ≤ 1
a
for all a ≥ 0 and n ≥ 1.
6 Supremum
We now calculate the supremum of our constructed function f .
Theorem 23
sup
i≥0
f(i) = 1 +
∞∑
n≥1
1
F2n
.
PROOF. Choose n ∈ N and suppose max
L(i)≤n
f(i) is achieved at a. Then for
all b 6= a with L(b) ≤ n we must have f(b) ≤ f(a), so by Theorem 14 there
must exist some j, 0 ≤ j ≤ n such that daj > d
b
j and d
a
i = d
b
i for all 0 ≤ i < j.
But such a j cannot exist if b ≡ 21n−1 (by validity). We must therefore have
a ≡ 21n−1. Then
max
L(i)≤n
{f(i)} = f(a) =
1
u1
+
n∑
i=1
1
ui
= 1 +
n∑
i=1
1
F2i
.
Now it is well known that F2n+2
F2n
> φ2 for all n ≥ 1. Since F2 = 1 = φ
0, it
follows that F2n > (φ
2)n−1 for all n ≥ 1. We therefore have
n∑
i=1
1
F2i
<
n∑
i=1
(
1
φ2
)i−1
<
∞∑
i=0
(
1
φ2
)i
=
φ2
φ2 − 1
= φ
for all n ≥ 1. We conclude that
∞∑
i=1
1
F2i
converges. So
sup
i≥1
f(i) = lim
n→∞ maxL(i)≤n
f(i) = 1 +
∞∑
n=1
1
F2n
,
as required. ✷
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7 Conclusions and Future Work
We have constructed a solution to a particular instance of the Generalized
Constraint Satisfaction Problem. This solution has a supremum of 1+
∞∑
n=1
1
F2n
,
which we believe is optimal. However, this optimality has not yet been proved.
We do, however, put forth the following conjecture which would imply the
optimality of our limit.
Conjecture 24 Choose n > 1 and let T = {1, 2, . . . , F2n}. Then there exists
an f : T → R≥0 satisfying |f(a)− f(b)| ≥ 1|a−b| for all a 6= b, such that
max
a∈T
f(a) = 1 +
(
n−1∑
i=1
1
F2i
)
+
1
F2n+1
and this bound is the smallest possible.
Another avenue of future research is to generalize our approach to other prox-
imity inversion functions. Given any numeration system S = {ui}, we can
consider a function fS : N → R
≥0 that maps
∞∑
i=1
diui to
∞∑
i=1
di
ui
. We therefore
pose the following open problems. Is it true that for any constraint function
c there exists a numeration system Sc such that the function fSc satisfies
|f(a)− f(a+ n)| ≥ c(n)? If not, what are the necessary and sufficient condi-
tions on c for this to be true? Is such an fSc always an optimal solution?
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