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Ultrafast electron dynamics in solids un-
der strong optical fields has recently found
particular attention1–9. In dielectrics and
semiconductors, various light-field-driven effects
have been explored, such as high-harmonic
generation1–4, sub-optical-cycle interband popu-
lation transfer5,6 and nonperturbative increase
of transient polarizability7. In contrast, much
less is known about field-driven electron dynam-
ics in metals because charge carriers screen an
external electric field in ordinary metals7,8,10.
Here we show that atomically thin monolayer
Graphene offers unique opportunities to study
light-field-driven processes in a metal. With a
comparably modest field strength of up to 0.3
V/A˚, we drive combined interband and intra-
band electron dynamics, leading to a light-field-
waveform controlled residual conduction current
after the laser pulse is gone. We identify the
underlying pivotal physical mechanism as elec-
tron quantum-path interference taking place on
the 1-femtosecond (10−15 second) timescale. The
process can be categorized as Landau-Zener-
Stu¨ckelberg interferometry11. These fully coher-
ent electron dynamics in graphene take place
on a hitherto unexplored timescale faster than
electron-electron scattering (tens of femtosec-
onds) and electron-phonon scattering (hundreds
of femtoseconds)12–15. These results broaden the
scope of light-field control of electrons in solids to
an entirely new and eminently important mate-
rial class – metals – promising wide ramifications
for band structure tomography3,6 and light-field-
driven electronics8.
Graphene is an ideal platform to extend the concept
of light-field-driven current control to metals. Even
though the metallic nature of graphene is reflected in
its excellent carrier mobilities16,17, the carrier concen-
tration is low compared with conventional metals and
thus screening due to free carriers is negligible at opti-
cal frequencies18. Therefore, strong optical fields can be
generated in graphene. In addition, graphene, in par-
ticular epitaxial graphene on SiC (0001), is one of the
most robust materials available17,19, and can thus with-
stand high laser intensities. Moreover, the optical re-
sponse of graphene is broadband and ultrafast17. Earlier
photocurrent studies in graphene revealed that photo-
carriers are generated on an ultrashort timescale of tens
of femtoseconds12,13, associated with efficient and fast
carrier heating14,15,20. Still, the timescale of these ex-
periments is limited by the duration of the laser pulse
(envelope) because the photocarrier generation is driven
by optical absorption, which is governed by the cycle-
averaged light intensity.
Here we show that a current induced in graphene
by few-cycle laser pulses is sensitive to the electric-field
waveform, i.e., the exact shape of the optical carrier field
of the pulse, which is controlled by the carrier-envelope
phase (Fig. 1a). As will be shown, the main mechanism
of this waveform-dependent current generation is based
on a large modulation of the interband coupling due to
the intraband electron motion in reciprocal space, lead-
ing to quantum-path interference within a single opti-
cal cycle. Furthermore, Graphene’s Dirac-cone disper-
sion relation (Figs. 1b, c) around the K and K ′ points
(Dirac points)16 is ideally suited to enable this interplay
between the interband and intraband dynamics because
of the steep change of the energy gap and of the dipole
moment – the two parameters determining the interband
transition – as a function of the wave number21,22.
First, we consider electrons in graphene driven by an
electric field E of linearly x-polarized light. Following the
acceleration theorem (k˙ ∝ E), only the kx component of
the wave vector k is affected23. Therefore, the relevant
electron dispersion is a hyperbola formed by the intersec-
tion of a plane given by a fixed ky with the Dirac cone
(Figs. 1c and d). This hyperbolic dispersion resembles an
avoided crossing, and the size of the gap is determined
by the ky value.
In planes far away from the Dirac point, a large appar-
ent bandgap exists (slice “3” in Fig. 1d). Here, the in-
traband motion hardly affects interband transitions from
the valence band to the conduction band. On the con-
trary, at the Dirac point, valence band and conduction
band merge (slice “1” in Fig. 1d). Here, even small fields
can drive electrons over the band crossing, and a full in-
terband transition occurs instantaneously21,22. Note that
the electron returns to its original state after one opti-
cal cycle because it experiences this full transition twice:
back and forth. Graphene, by virtue of its cone-shape en-
ergy dispersion, provides a continuous evolution between
these two limiting cases. We note that the full span of the
Keldysh model24 is covered between these two limits (see
Methods): the Keldysh adiabaticity parameter γ takes
values γ  1 for planes far away from the Dirac point
(large |ky|), and γ  1 for those nearby (small |ky|).
An intermediate regime exists where both intraband
motion and interband transitions appear in a coupled
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FIG. 1: Overview of the experiment. a, A graphene stripe on a SiC substrate is illuminated with few-cycle carrier-
envelope-phase stabilized laser pulses. The laser-induced current flowing through the graphene stripe, contacted with Au/Ti
electrodes, is measured. b, The electron dispersion relation of graphene. c. Around the K (and K′) point, the dispersion shows
the well-known gapless Dirac cone structure. The slope of the cone corresponds to the Fermi velocity vF. When electrons are
driven by x-polarized light, only kx of the electron changes via acceleration, while ky does not. Hence the relevant dispersion
is a slice of the cone with a fixed ky. Three examples of such slices are shown in d. A light-field driven electron undergoes a
change of kx. How fast vFkx changes as a function of time compared with the apparent bandgap ∆ determines the Keldysh
adiabaticity parameter γ, leading to different excitation regimes. When γ  1, the main contribution is diabatic interband
transition, implying that the electron transition between valence and conduction bands. In particular, when γ = 0 (slice 1), the
transition is fully diabatic. When γ  1 (slice 3), the adiabatic passage within one band is dominant and the diabatic transition
is negligible. When γ ≈ 1 (slice 2), the electron can undergo both diabatic transition and adiabatic passage. This combination
of interband and intraband processes works as a beam splitter for the electron wave function. e, In a single oscillation of the
electric field, the electron experiences this beam splitting action twice, leading to two possible quantum pathways to reach the
conduction band, f, The electron starting from the valence band may either first pass through the beam splitter diabatically,
and after the sign of the driving field has switched, adiabatically reach the conduction band (pathway 1), or vice versa (pathway
2). g, Electron trajectories under the influence of a drive pulse with φCEP = −pi/2, where the largest peak of the electron
trajectory heads to negative x-direction. The change of the electron wave number is proportional to the vector potential of
the driving field (see Methods for details). The purple area indicates the region where the interband transition probability is
large. Stars represent the main interband transition events. h Resulting asymmetric excitation probability that leads to the
generation of the residual (persistent) current after the laser pulse is gone.
manner, as covered by the Landau-Zener framework11.
In this intermediate regime, the avoided crossing may
act as a beam splitter for electrons when they are driven
by the external field and pass nearby the crossing: part
of the electron wave function is transferred to the con-
duction band via interband diabatic transition, while the
rest stays adiabatically in the valence band (intraband
motion). The adiabatic motion leads to an adiabatic ex-
change of pseudo spins (the quantum number labeling
the wave functions16), while in the diabatic process the
pseudo spins are conserved. The intermediate regime cor-
responds to γ ≈ 1 (slice “2” in Fig. 1d). While a single
light pulse can drive all these cases with various γ at
once, the experimental scheme presented here is particu-
larly sensitive to the intermediate regime.
Since the electric field of light is of oscillating nature,
electrons repeatedly pass nearby the avoided crossing
even for a few-cycle laser pulse. This may result in dif-
ferent quantum pathways (Figs. 1e and f). These quan-
tum pathways interfere, resulting in a conduction band
population that depends on the phase relation between
the pathways. This phase in turn is determined by the
waveform of the applied laser field. Interference based on
multiple Landau-Zener beam-splitting events is known as
Landau-Zener-Stu¨ckelberg (LZS) interferometry11. LZS
interferometry has so far only been observed in specially
engineered quantum systems such as superconducting
qubits25, cold atoms26, or quantum dots27.
Even though the avoided crossing model is symmetric
along the kx axis, the quantum path interference may
result in an asymmetric population distribution after ex-
citation with a few-cycle laser pulse. In particular, if the
field-driven electron trajectory peaks toward the nega-
tive x-direction, the excursion between the two beam-
splitting events is shorter for an initial kx > 0, compared
with an initial kx < 0, leading to a difference in the rel-
3ative phase between the two pathways (Fig. 1g). There-
fore, the resultant conduction band population after the
pulsed excitation may show an asymmetric distribution
for kx > 0 and kx < 0 (Fig. 1h), leading to a residual cur-
rent after the pulsed excitation28. This residual current
is our observable.
The laser waveform, and hence the electron trajectory,
is controlled by tuning the carrier-envelope phase (CEP,
φCEP) of the few-cycle laser pulses (see Methods). Note
that the spectral intensity and the intensity envelope
are unchanged by variation of φCEP. We measure the
CEP-dependent current through an unbiased graphene
stripe under illumination of CEP-stabilized few-cycle
laser pulses (Fig. 1a). The CEP-dependent light-induced
current is extracted using a two-phase lock-in detection
with the carrier-envelope offset frequency as the reference
frequency. The difference in current between excitation
pulses with φCEP = 0 and pi is recorded as one of the
lock-in signals Jcos, and the one between φCEP = pi/2
and −pi/2 as Jsin (see Methods for details). We note
that the laser spectrum is not octave-spanning, and so
perturbative two-color interference effects29 do not con-
tribute.
Figure 2a shows the observed CEP-dependent current
in graphene as a function of the (relative) thickness d of
fused silica in the beam path. At d = 0, the pulse is
the shortest, and the CEP-dependent current amplitude
J0 ≡
√
J2cos + J
2
sin is maximized under this condition. As
expected the phase φJ of the lock-in signal (defined via
Jcos = J0 cosφJ and Jsin = J0 sinφJ) changes linearly as
a function of d and leads to oscillatory behaviours of Jcos
and Jsin (see Methods for details), and clearly demon-
strates the light-field-induced nature of the current.
The CEP-dependent current amplitude J0 at d = 0
steeply increases as a function of the peak field strength
E0, as shown in Fig. 2b. The lock-in phase φJ at d = 0
increases as a function of E0 for a light polarization paral-
lel to the stripe direction (Fig. 2c). In total, φJ is shifted
by 0.8pi between E0 < 1 V/nm and E0 > 2.8 V/nm. This
means that the direction of the CEP-dependent current
is almost reversed in between these two field strength
regimes. On the other hand, circularly polarized excita-
tion does not cause such a change in current direction.
Pulses linearly polarized perpendicular to the graphene
stripe do not generate a measurable CEP-dependent cur-
rent at all (< 0.1 pA).
To clarify the origin of the CEP-dependent current and
its peculiar dependence on the field strength, we model
the dynamics of light-driven electrons in graphene within
a nearest-neighbour tight-binding model plus laser-field
interaction. The distribution of the conduction band
population after the excitation by the laser pulse is nu-
merically simulated, yielding the residual current (see
Methods for details). The model reproduces the main
features of the experiment well (Figs. 2d and e). The
nonlinear increase of the CEP-dependent current as a
function of field strength, as well as the striking change in
current direction as a function of the peak field strength
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FIG. 2: Measurement of the CEP-dependent current.
a Carrier-envelope-phase-dependent current measured as two-
phase lock-in signals Jcos (red markers, in phase) and Jsin
(blue markers, quadrature) with the modulation reference fre-
quency of fCEO, plotted as a function of relative thickness d
of fused silica in the beam path. The purple solid curve is a
Gaussian fit of the signal amplitude J0 as a function of d. Red
and blue solid curves are fitting curves assuming this Gaus-
sian fit of J0 and the linear shift of the CEP at the sample
position as a function of d due to the spectral dispersion in
fused silica. The optimal d that maximizes J0 is set to zero.
b, Amplitude J0 and, c, phase φJ of the CEP-dependent lock-
in current as a function of the peak laser field strength. (The
size of the markers in c also represents the amplitude J0.)
Results for linearly polarized parallel to the stripe direction,
left-handed (LH) and right-handed (RH) circularly polarized
excitations are plotted. Linearly polarized excitation perpen-
dicular to the stripe direction does not generate a measurable
CEP-dependent current at all (< 0.1 pA, data not shown).
d, J0 and, e, φJ obtained from the numerical simulations, as
function of E0. Simulated residual current after circularly po-
larized excitation does not depend on the handedness of the
excitation. Most importantly, the experimentally obtained
phase change around E0 ≈ 1.5 V/nm for linear polarization
is also observed, meaning that the current changes its sign.
The absence of such a phase change for circular polarization is
also consistently observed in both experiment and simulation.
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FIG. 3: Quantum-path interference in CEP-dependent current generation with linearly polarized excitation.
a, Simulated distribution of conduction-band population ρC after the laser excitation around the K point with E0 = 1.5 V/nm
and φCEP = pi/2. b, Difference ∆ρC between the respective ρC for excitations with φCEP = pi/2 and φCEP = −pi/2. c and
d show the same as a and b but with E0 = 2.3 V/nm. Solid gray curves indicate wave vector values for which the energy
difference between the two bands equals the mean laser photon energy, corresponding to resonant (multi-) photon absorption.
The numbers of resonant photons required are indicated by the numbers. e Keldysh adiabaticity parameter γ as a function of
ky along kx = 0. Intersections with γ = 1 are highlighted by markers. These pink and purple markers are duplicated in panels
b and d. f Electric field waveform of a pulse with φCEP = pi/2 and E0 = 2.3 V/nm. Relative band coupling strength β(t),
propagation phase φCV(t) and conduction band population ρC(t) for the trajectory starting from point A (g) and B (h) in d.
Vertical red dashed lines indicate the driving fields’ extrema. Vertical dash-dotted green lines indicate the maxima of |β(t)|.
The green markers indicate the quantum phase φCV for which |β(t)| peaks. Note that the duration between these two green
marker positions are longer than one half of an optical cycle in g but shorter in h. This apparently small difference results in
a qualitatively different interference condition. Notably, ρC(t) drops to zero at the second peak due to destructive interference
in g, while it increases due to constructive interference in h (see text for details). The repetitive passage of a Landau-Zener
transition as observed and utilized here for the interpretation of the conduction band population and of the ensuing residual
current is known as Landau-Zener-Stu¨ckelberg interferometry.
are fully reproduced.
Figure 3a shows the simulated conduction-band pop-
ulation ρC after excitation with a linearly (x-) polarized
pulse with E0 = 1.5 V/nm and φCEP = pi/2. Figure
3b shows the difference in ρC between excitation by a
φCEP = pi/2-pulse and a φCEP = −pi/2-pulse. Figures
3c and 3d show the same for E0 = 2.3 V/nm. These re-
sults exhibit that several ”hot spots” in k-space exist with
clearly varying populations between the φCEP = pi/2-
and the φCEP = −pi/2-excitations. These hot spots
are distributed around kx ≈ 0, antisymmetric in the
kx-direction, and their ky values correspond to γ ≈ 1
(Fig. 3e). For E0 = 1.5 V/nm, the main positive hot
spot in Fig. 3b is located at kx < 0. This means that the
φCEP = pi/2-pulse creates more excitation for kx < 0,
which corresponds to a flow of (negatively-charged) elec-
trons in negative x-direction, i.e., a positive current in
x-direction. On the other hand, for E0 = 2.3 V/nm, the
positive main peak rests at kx > 0, leading to a cur-
rent in negative x-direction, and directly evidencing the
distinctive current change as function of field strength.
As shown in Figs. 3b, d and e, the turning point coin-
cides with the condition γ = 1 at the reciprocal points
where the energy spacing between the two bands equals
the one-photon energy (indicated by a distorted circle in
Figs. 3a-d). A similar change in current direction has
been theoretically predicted when the optical field am-
plitude cannot be treated as a perturbation, both in the
case of the nonlinear photo-galvanic effect30 and kicked
anharmonic Rabi oscillations28, underscoring the non-
perturbative nature of the light-matter interaction ob-
served here.
A closer look on the temporal evolution of the in-
terband transition probability provides insight into the
role of the intra-optical-cycle LZS interference in the
generation of the antisymmetric conduction band pop-
ulation distributions. The transition probability is gov-
erned by the ratio of the coupling between the two bands
and the energy difference between them11. This ratio,
which we call the relative band coupling strength, is
given as β(k0, t) ≡ E(t) · d(k(t))[ε(k(t))]−1, where d(k)
and 2ε(k(t)) are the wavenumber-dependent dipole mo-
5ment and the energy spacing, respectively. The LZS
interference condition is governed by the two phases:
the transition phase at a single Landau-Zener process
(known as the Stokes phase) and the propagation phase
between the two transition events11. The phase of β
determines the transition phase formed between initial
and final state at the time of transition. In particular, a
change in sign of β means a difference of pi in the tran-
sition phase. The propagation phase is the phase dif-
ference between the conduction- and valence-band states
and equals φCV(k0; t1, t2) ≡
∫ t2
t1
dt′~−12ε(k(t′)), where t1
and t2 refer to the transition events.
Figures 3g and h show β(k0, t), φCV(k0; 0, t) and the
conduction band population ρC(t) as a function of time
for two different initial k-points labeled A and B in
Fig. 3d, where the difference in ρC after excitation with
a φCEP = pi/2- vs. a −pi/2-pulse is maximized. ε(k) and
d(k) are identical at points A and B. Therefore, if the
intraband motion were negligible, the transition proba-
bility from the valence to the conduction bands should be
the same. However, intraband motion leads to a differ-
ence in the LZS interference conditions for these two ini-
tial points. In particular, the two main transition events
(where |β(t)| peaks, at t1 and t2) are more separated
in time for the trajectory starting from point A, where
φCV(k0; t1, t2) ≈ 2pi. Together with the pi-phase shift
originating from the transition phase (i.e. change in sign
of β(t)), the total phase difference between the two LZS
quantum pathways is ≈ 3pi, yielding destructive inter-
ference in the conduction band. On the other hand, for
the electrons starting from point B, φCV(k0; t1, t2) ≈ pi,
which together with a transition phase difference of pi
originating from the sign of β results in constructive in-
terference and thus a non-zero population in the conduc-
tion band. This difference in the quantum phase and
hence the interference outcome leads to the asymmetric
population distribution.
So far we have discussed one-dimensional trajectories
of electrons along a line in reciprocal space, relevant for
linear polarization: The electron travels back and forth
in the same direction, allowing for two transition events
within a single optical cycle. Thus quantum-path in-
terference can play a dominant role. However, one can
suppress this intra-optical-cycle interference by employ-
ing circular polarization. The absence of interference ap-
pears as the absence of the change of current direction
with increasing field strength: φJ is almost constant over
the entire range of E0 (Fig. 2c), well supported by simu-
lation results (Fig. 2e). We interpret the CEP-dependent
current for circular polarization as a result of the promi-
nent contrast of the magnitude of the |β|-peaks between
different CEPs. This is in qualitative difference to the
case of linear polarization where the CEP does not in-
fluence the magnitude of the |β| peaks but rather the
spacings between them.
In summary, we have shown that in graphene a cur-
rent can be generated that is sensitive to the carrier-
envelope phase of few-cycle laser pulses. The main exper-
imental features, especially the change in current direc-
tion as a function of field strength for linearly polarized
excitation as well as the absence of such a change for
circular polarization, are well reproduced by numerical
simulations. These results can be interpreted with the
presence and absence of sub-optical-cycle interference of
electrons, known as Landau-Zener-Stu¨ckelberg interfer-
ence. In the model, the electrons are treated fully co-
herently and independently because the sub-optical-cycle
dynamics occurs on the 1-femtosecond timescale, and is
thus faster than any scattering process12–15. If, in con-
trast, the dynamics are driven with more slowly oscillat-
ing fields such as those of terahertz pulses, the electron
dynamics is rather incoherent due to collisions31. There-
fore, on an intermediate timescale, a door is now open to
explore correlated electron dynamics on its fundamen-
tal timescale, as also indicated by quasi-particle collision
studies in solids4. The onset of these complex electron
correlations might already cause the deviations between
the experimental data and our initial model simulation
results. In addition, the presence of other electronic
bands is also predicted to influence the CEP-dependent
photocurrent28, which will be important for future band
structure tomography. We foresee that this demonstra-
tion of light-field driven currents in a low-dimensional
metal paves the way to integrating electronics and optics
on one platform.
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7Sample preparation. Monolayer graphene is grown
epitaxially on a step-bunched 6H-SiC(0001) substrate19.
A graphene stripe with a width of 2.0± 0.1 µm is pat-
terned on a single terrace step by electron beam lithog-
raphy and plasma etching. Two gold electrodes (thick-
ness of 50 nm) with titanium adhesive layers (thickness
of 5 nm) are deposited on the stripe, with a distance of
4.0± 0.1 µm between them (Extended Data Figs. 1a, b
and c).
The graphene is n-doped, with a carrier concentration
of n = (8.0 ± 0.9) × 1012 cm−1 and a carrier mobility
of µ = (860± 60) cm2·V−1·s−1, determined by Hall and
conductivity measurements. The corresponding Fermi
energy is EF = 0.3 eV, which implies that the plasmonic
response of electrons (and thus screening) is negligible at
the photon energies (≈ 1.5 eV) of the laser employed18.
Laser system. A laser oscillator (VENTEON) with
a repetition rate of 80 MHz, a central wavelength of
800 nm, a Fourier-limited pulse duration of 5.4 fs (i.e.,
FWHM of the intensity envelope) is used as the source
of laser. The laser pulses are focused to the middle of
the graphene stripe by an off-axis parabolic mirror, and
the spot size is 1.6± 0.1 µm (1/e2 intensity radius). This
spot size is much smaller than the distance between the
two electrodes.
At the junctions between graphene and the electrodes,
built-in fields are formed due to the mismatch of the
work functions. This built-in fields produce a CEP-
independent photocurrent when the junctions are illu-
minated. We minimize this CEP-independent photocur-
rent by aligning the laser position to the middle of the
graphene stripe (Extended Data Fig. 1d).
Since the graphene is placed on the surface of a dielec-
tric (SiC), the optical field strength applied to graphene is
reduced compared with that in the bare focus in vacuum
by a factor 21+nSiC , where nSiC ≈ 2.6 is the refractive
index of SiC at the laser center wavelength. The field
strength E0 includes this reduction.
Measurement of the CEP-dependent current. The
carrier-envelope offset frequency of the laser is stabilized
with a home-built f -2f interferometer. Long-term drifts
in the CEP are corrected using an out-of-loop f -2f in-
terferometer.
The optically induced current through the stripe is
measured with a current amplifier (Stanford Research
Systems 570). We extract the CEP-dependent current by
a two-phase lock-in amplifier (Stanford Research Systems
810), with the carrier-envelope offset frequency fCEO as
the reference frequency.
When the fCEO is nonzero, the CEP φCEP(t) of the
laser pulses slips in time (from pulse to pulse), φCEP(t) =
2pifCEOt+ φ0. Here the additional phase offset φ0 is de-
termined by the group delay dispersion of the dispersive
medium in the beam path. The two-phase lock-in ampli-
fier detects the in-phase component Jcos and the quadra-
ture component Jsin. The amplitude J0 ≡
√
J2cos + J
2
sin is
Extended Data Fig. 1: Sample geometry and laser align-
ment a. Scanning-electron-microscope image of the sample.
Scale bar is 2µm. b. Transmission optical microscope im-
age of the sample. The dark areas correspond to the metal
electrodes. c. Map of reflected light intensity while scan-
ning the laser spot two-dimensionally. The scanning area is
indicated by the red box in b. The metal electrodes provide
larger reflection. d. Map of (CEP-independent) photocur-
rent while scanning the laser spot. When the laser spot hits
the graphene-metal junction, photo carriers are generated in
graphene and they result in photocurrent due to the build-in
potential at the junction originating from the mismatch of the
work functions. e. Amplitude J0 and phase φJ of the CEP-
dependent current as a function of fused silica insertion thick-
ness d. The data is same as Fig. 2a, but the phase is shown
instead of the in-phase component Jcos and the quadrature
component Jsin.
the magnitude of the CEP-dependent current. The angle
φJ is defined by Jcos = J0 cos(φJ) and Jsin = J0 sin(φJ).
By inserting a transparent but dispersive material
(such as fused silica) with thickness d to the beam path,
two things happen to the pulse. The first is the over-
all shift of the CEP at the sample position by φ0 =
d(v−1p − v−1g ), where vp and vg are phase and group ve-
locities of light in the material at the laser central wave-
8length, respectively. This shift in the CEP at the sample
position reveals itself in change of φJ , as shown in Ex-
tended Data Fig. 1e. The second is the change in the
pulse duration via the dispersion, and thus the peak field
strength is maximized for an optimal glass thickness d.
Hence, the lock-in signal amplitude J0 shows a peak as a
function of d.
We have calibrated φJ by shifting the φJ axis of the
experimental data so that the φJ values at d = 0 and
E0 > 2.5 V/nm coincide with the numerically simulated
results. The same shift is used for all the experimental
conditions (with variations of field strengths and polar-
izations), and thus the phase relation between the exper-
imental data is maintained.
Waveform and polarization. The electric field
of linearly polarized light is described as Ex(t) =
E0α(t) cos(ωt + φCEP), where E0 is the peak field am-
plitude, ω is the central frequency, φCEP is the carrier-
envelope phase, and α(t) is the normalized envelope func-
tion with a maximum α = 1 at t = 0.
To generate circularly polarized light, a broadband
quarter wave plate is placed into the beam path. By
rotating the optical axis of this waveplate by ±45 de-
grees regarding the polarization direction of the incident
linearly polarized light, the laser pulses become circu-
larly polarized. The electric field vector of a circularly
polarized laser pulse is
Ex(t) =
1√
2
E0α(t) cos(ωt+ φCEP), (1)
Ey(t) = ± 1√
2
E0α(t) sin(ωt+ φCEP), (2)
where the sign ± represents if the helicity is left or right.
Adiabaticity parameter. As discussed in the main
text, by considering an intersecting plane of a Dirac cone
with a constant ky, the dispersion relation has the form
of an avoided crossing. This avoided crossing model has
been employed to describe if the intraband motion may
affect an interband transition by means of the adiabatic-
ity parameter γ introduced by Keldysh24. The original
form of the adiabaticity parameter γ for an avoided-
crossing model is24
γ ≡ ω
√
m∆
|e|E0 , (3)
where ω and E0 are the angular frequency and the am-
plitude of the oscillating electric field, m is the reduced
mass of the electron and the hole, m−1 = m−1e + m
−1
h ,
and ∆ is the band gap.
Now we apply this formula to the Dirac Hamiltonian
of graphene. The Hamiltonian is H(k) = ~vFσ ·k, where
σ is the two-by-two Pauli matrix and vF is the slope of
the Dirac-cone dispersion. Consider a case of x-polarized
excitation, where an intersecting plane with a fixed ky is
relevant as discussed in the main text. Within this plane,
the eigenvalues of this Hamiltonian are
± ε(k) = ±~vF
√
k2x + k
2
y = ±~vF|ky|
√
1 +
k2x
k2y
. (4)
From this dispersion relation, one can obtain the appar-
ent band gap ∆ and the effective mass m as
∆ = 2ε(kx = 0, ky) = 2~vFky, (5)
m = ~2
(
∂2(2ε(k))
∂k2x
)−1
kx=0
=
~|ky|
2vF
. (6)
By substituting these results to Eq. (3), we obtain
γ =
~|ky|ω
|e|E0 . (7)
The Keldysh adiabaticity parameter γ can be inter-
preted as the ratio between the minimum band gap
2ε(kx = 0, ky) = 2~vF|ky| and the maximum energy
difference 2~vF|e|E0ω−1 of electrons in the two origi-
nal (crossing) bands originating from the intraband mo-
tion. Therefore, if the electron’s initial wavenumber
is nearby the K point (where 2ε(kx = 0, ky) ≈ 0),
γ . 1 can be satisfied easily and the change in band
gap due to the intraband motion is not negligible com-
pared with 2ε(kx = 0, ky). In this case, the large change
in wave number induces diabatic transition of electrons
between the valence and the conduction bands akin to
Landau-Zener tunneling32,33. Note that when γ  1,
the transition probability converges to the Landau-Zener
formula24. In particular, when the electron trajectory
passes through the K point, then γ = 0, and the elec-
tron dynamics is purely diabatic22,34. On the other hand,
when γ  1, electron dynamics is well described by the
vertical inter-band transition, such as (multi-) photon ab-
sorption. Because of the conical dispersion relation of
graphene, a wide range of γ is spanned, and the CEP-
dependent excitation is mainly found at γ ≈ 1 in the
numerical simulation.
Band structure of graphene. We consider a tight-
binding model for graphene (Extended Data Fig. 2a) with
a hopping parameter of εh = 3.0 eV between nearest
neighboring atoms described by the Hamiltonian:
H0 = −εh
∑
<i,j>
a†i bj + b
†
jai. (8)
The positions of the nearest-neighbor sites around a car-
bon atom at sublattice (a) are
b1 =
a√
3
ex, b2,3 =
a√
3
(
−1
2
ex ±
√
3
2
ey
)
, (9)
where a = 0.246 nm is the lattice constant of graphene.
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Extended Data Fig. 2: Theoretical model for simulation
a. Lattice structure of graphene. There are two carbon sites
A and B in a unit cell (green shaded area). b. Energy differ-
ence between the conduction and the valence band obtained
from the tight-binding model. c. and d. are x and y compo-
nents of the dipole matrix element d(k).
For the basis functions,
φ
(a)
k =
1√
N
N∑
n=1
eik·rφ
(
r− r(a)n
)
,
φ
(b)
k =
1√
N
N∑
n=1
eik·rφ
(
r− r(b)n
)
, (10)
the Hamiltonian is
H0 =
∑
k
−εh
(
f(k)α
(a)†
k α
(b)
k + f
∗(k)α(b)†k α
(a)
k
)
, (11)
where
f(k) = exp
(
i
akx√
3
)
+2 exp
(
−i akx
2
√
3
)
cos
(
aky
2
)
. (12)
Here, α
(a)
k and α
(b)
k are the annihilation operators for
an electron with the wave function φ
(a)
k and φ
(b)
k , respec-
tively. We assume that the interaction of an electron with
the other electrons or phonons can be neglected due to
the short timescale of the light-electron interaction con-
sidered here, and thus the interaction between electrons
with different initial k values are neglected. Therefore,
one can introduce a matrix form to describe a single k
value of this Hamiltonian as:
H0(k) =
[
0 −εhf(k)
−εhf∗(k) 0
]
. (13)
Note that we neglect the overlap integral between dif-
ferent atomic sites, as well as the transfer to other than
the nearest neighbor sites. One can introduce these ef-
fects into the theory, but they do not lead to qualitative
changes.
The Hamiltonian is diagonalized with a unitary matrix
Uk defined as
U†k ≡
1√
2
[
e−iθk/2 eiθk/2
−e−iθk/2 eiθk/2
]
,
Uk ≡ 1√
2
[
eiθk/2 −eiθk/2
e−iθk/2 e−iθk/2
]
, (14)
U†kH0(k)Uk =
[ −εh|f(k)| 0
0 εh|f(k)|
]
(15)
where the angle θk is defined as
eiθk ≡ f(k)|f(k)| . (16)
The corresponding basis functions are the conduction
band and valence band wave functions defined as
φ
(v)
k (r) =
1√
2
(
eiθk/2
e−iθk/2
)
(17)
and
φ
(c)
k (r) =
1√
2
( −eiθk/2
e−iθk/2
)
, (18)
respectively. The corresponding eigenenergies are
±εh|f(k)| (Extended Data Fig. 2b). Next we calculate
the dipole matrix element between the conduction and
valence states:
d(k) = 〈φ(v)k | er |φ(c)k 〉 =
e
2
∇kθk. (19)
The x and y components of the dipole matrix element
are
dx(k) =
ea
2
√
3
1 + cos
(
aky
2
) [
cos
(√
3akx
2
)
− 2 cos
(
aky
2
)]
1 + 4 cos
(
aky
2
) [
cos
(√
3akx
2
)
+ cos
(
aky
2
)] ,
(20)
dy(k) =
ea
2
sin
(√
3akx
2
)
sin
(
aky
2
)
1 + 4 cos
(
aky
2
) [
cos
(√
3akx
2
)
+ cos
(
aky
2
)] ,
(21)
as shown in Extended Data Figs. 2c and d.
Dynamics of electrons in graphene under an op-
tical field. An external electric field drives electrons via
the dipole interaction, introduced via HI, and thus the
total Hamiltonian H(t) reads
H(t) = H0 +HI ≡ H0 − eE(t) · r. (22)
Based on the acceleration theorem9,23,35, the wave
number of electrons in the reciprocal space changes
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as k˙ = ~−1eE(t). In the integrated form, k =∫ t
−∞ ~
−1eE(t′)dt′ = k0 − ~−1eA(t), where k0 is the ini-
tial wavenumber and A(t) is the vector potential. We
choose the Coulomb gauge. Therefore, it is useful to
construct an ansatz involving this acceleration to solve
the time-dependent Schro¨dinger equation including the
change in wavenumber of electrons. Hence, we start from
the ansatz:
φk0(t) = c
(a)
k0
(t)φ
(a)
k(t) + c
(b)
k0
(t)φ
(b)
k(t), (23)
where φ
(a)
k(t) and φ
(b)
k(t) (cf. Eq. (10)) are the basis func-
tions, and now the wave number k(t) changes as a func-
tion of time.
Temporal evolution of this ansatz is as follows:
i~
∂
∂t
φk0(t)
= i~
(
c˙
(a)
k0
(t)φ
(a)
k(t) + c
(a)
k0
(t)φ˙
(a)
k(t)
+ c˙
(b)
k0
(t)φ
(b)
k(t) + c
(b)
k0
(t)φ˙
(b)
k(t)
)
= i~
(
c˙
(a)
k0
(t)φ
(a)
k(t) + c˙
(b)
k0
(t)φ
(b)
k(t)
)
+ i~
∂k(t)
∂t
· ∇kφk0(t)
= i~
(
c˙
(a)
k0
(t)φ
(a)
k(t) + c˙
(b)
k0
(t)φ
(b)
k(t)
)
− eE(t) · rφk(t), (24)
and the last term is the same as the interaction Hamil-
tonian. Here we use the relation φ˙
(a)
k(t) = i~
∂k(t)
∂t ·(
∇kφ(a)k
)
k=k(t)
and φ˙
(b)
k(t) = i~
∂k(t)
∂t ·
(
∇kφ(b)k
)
k=k(t)
be-
cause the k-dependence of φ
(a)
k and φ
(b)
k is only intro-
duced at the plane wave part in Eq. (10). By comparing
Eq. (22) and Eq. (24), we obtain
i~
(
c˙
(a)
k0
(t)φ
(a)
k(t) + c˙
(b)
k0
(t)φ
(b)
k(t)
)
= H0(k = k(t))φk(t).
(25)
Then the temporal evolution of the coefficients c
(a)
k0
(t)
and c
(b)
k0
(t) is:
∂
∂t
[
c
(a)
k0
(t)
c
(b)
k0
(t)
]
=
1
i~
[
0 −εhf (k(t))
−εhf∗ (k(t)) 0
][
c
(a)
k0
(t)
c
(b)
k0
(t)
]
.(26)
Let H˜k(t) be the matrix in the right-hand side.
We simulated the temporal evolution of the conduction
band population distribution on the basis of Eq. (26).
The equation of motion is discritized in time and then
numerically integrated with the Crank-Nicolson method:[
c
(a)
k0
(tn+1)
c
(b)
k0
(tn+1)
]
=
(
I +
∆tH˜k(tn+1)
2i~
)−1(
I− ∆tH˜k(tn)
2i~
)[
c
(a)
k0
(tn)
c
(b)
k0
(tn)
]
.
(27)
After calculating the temporal evolution of the factors
c
(a)
k0
(t) and c
(b)
k0
(t), we convert these values to conduction
and valence band populations by the following relations:
c
(a)
k0
(t)φ
(a)
k(t) + c
(b)
k0
(t)φ
(b)
k(t) = c
(v)
k0
(t)φ
(v)
k(t) + c
(c)
k0
(t)φ
(c)
k(t),
(28)
or, in the matrix form:[
c
(v)
k0
(t)
c
(c)
k0
(t)
]
= U†k(t)
[
c
(a)
k0
(t)
c
(b)
k0
(t)
]
. (29)
The conduction band population is ρ
(c)
k0
(t) = |c(c)k0 (t)|2.
Note that it is also possible to obtain the temporal
evolution of the linear combination coefficients c
(v)
k0
(t) and
c
(c)
k0
(t), where the conduction and the valence bands are
taken as the basis functions. The equation of motion for
these coefficients is
∂
∂t
[
c
(v)
k0
(t)
c
(c)
k0
(t)
]
=
∂
∂t
(
U†k(t)
[
c
(a)
k0
(t)
c
(b)
k0
(t)
])
=
∂
∂t
(
U†k(t)
)[ c(a)k0 (t)
c
(b)
k0
(t)
]
+ U†k(t)
∂
∂t
[
c
(a)
k0
(t)
c
(b)
k0
(t)
]
=
∂
∂t
(
U†k(t)
)
Uk(t)
[
c
(v)
k0
(t)
c
(c)
k0
(t)
]
+ U†k(t)
1
i~
H0(k(t))
[
c
(a)
k0
(t)
c
(b)
k0
(t)
]
=
(
∂
∂t
(
U†k(t)
)
Uk(t) +
1
i~
U†k(t)H0(k(t))Uk(t)
)[
c
(v)
k0
(t)
c
(c)
k0
(t)
]
.
(30)
The first term in the last parenthesis is
∂
∂t
(
U†k(t)
)
Uk(t)
=
∂k(t)
∂t
·
(
∇kU†k
)
k=k(t)
Uk(t)
=
eE(t)
~
·
(
i
2
∇kθk
)
k=k(t)
[
0 1
1 0
]
=
1
i~
[
0 −E(t) · d(k = k(t))
−E(t) · d(k = k(t)) 0
]
,
(31)
which represents the coupling between the conduction
and the valence band via the interaction of the electric
field and the dipole between the two bands.
The second term in the last parenthesis of Eq. (30) is
the diagonalized Hamiltonian at each k = k(t), and the
diagonal values are the eigenenergies of the conduction
and valence band electrons.
11
In total, the temporal evolution of the coefficients is
described as
∂
∂t
[
c
(v)
k0
(t)
c
(c)
k0
(t)
]
=
1
i~
[ −εh|f(k(t))| −E(t) · d(k(t))
−E(t) · d(k(t)) εh|f(k(t))|
] [
c
(v)
k0
(t)
c
(c)
k0
(t)
]
.
(32)
This gives the equation of motion of conduction-band and
valence-band electrons in graphene coupled with light via
electric dipole interaction. The diagonal terms describe
the energy of the valence and conduction bands, and the
off-diagonal terms describe the dipole coupling.
The two equations (26) and (32) are equivalent. There-
fore, one can integrate both equations to obtain the same
temporal evolution. However, in the case of graphene,
the conduction- and valence-band wavefunctions, and
thus the dipole moment, have singularities at the K and
K ′ points. Therefore, the numerical integration of the
Eq. (32) requires careful treatment around these singu-
lar points21,22,34, and hence we take an approach based
on Eq. (26).
Estimation of the residual current after the in-
teraction. To estimate the current from the residual
conduction band population distribution ρC(k), it is nec-
essary to consider propagation effects afterwards. For
this, we introduce two assumptions. The first is that the
carriers propagate with the group velocities given as the
slope of the dispersion at the electron wave numbers. The
second is that the carriers are multiplied with a multi-
plication factor proportional to the initial carrier energy
ε(k) = εh|f(k(t))| just after the excitation36,37. Due to
the conical band structure around the K (K ′) points, the
most probable multiplication is forward scattering that
does not change the group velocity36,37. Therefore, the
residual current J satisfies:
J ∝
∫
BZ,ε(k)>EF
dkρC(k)
∂ε(k)
∂k
ε(k), (33)
where the integral is taken over the Brillouin zone (BZ)
of graphene with a condition ε(k) > EF because conduc-
tion band states below the Fermi energy EF are initially
occupied before the excitation and cannot be accessed
via interband transitions due to Pauli Blocking.
To compare the simulation results with the experimen-
tal data (Figs. 2b and 2c), the electric field waveform is
calculated from the experimentally obtained laser spec-
trum, assuming a flat spectral phase. We assume the
beam spot shape of a two-dimensional Gaussian function
with a 1/e2 radius of 1.6 µm, and the current is integrated
over the beam spot.
The simulation results in Figs. 3 and 4 are obtained
by assuming a Gaussian temporal envelope with a full
width at half maximum of 5.4 fs, which represents the
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Extended Data Fig. 3: Numerically simulated results of
charge transfer during the pulse a. J0 and b. φJ as
functions of the field amplitude E0.
main feature of the electric field waveform. The CEP-
dependence in the excitation probability is highly non-
linear in the laser intensity, and thus the analysis of the
main temporal peak is sufficient. The experimental in-
tensity spectrum contains several peaks, which results
in minor but complex structures in the conduction band
population distribution when it is used as the input for
the simulation. These minor structures qualitatively do
not influence the total current after integrating over the
BZ and the beam spot.
Estimation of the charge transfer during the in-
teraction. From the temporal evolution of the conduc-
tion band population, one can also obtain the charge
transfer due to the carrier motion during the pulsed ex-
citation. Here the total current consists of the intraband
and interband contributions. Here the time-dependent
intraband current operator is
Jλλ′(t) = δλλ′
e
~
∂ελ(k)
∂k
∣∣∣
k=k0−~−1eA(t)
, (34)
where λ and λ′ are the band indices (c or v). The in-
traband polarization operator P(t) is given in Eq. (19)
(by substituting k = k0 − ~−1eA(t)). The total time-
dependent current Jtot is
Jtot(t) =
∫
BZ,ε(k0)>EF
dk0[
〈φk0(t)|J(t) |φk0(t)〉+
∂
∂t
〈φk0(t)|P(t) |φk0(t)〉
]
.
(35)
Note that the carrier multiplication does not occur on
this short timescale. To compare with the experiments,
we integrate this time-dependent current in time and the
beam spot, and obtain J0 and φJ for this charge transfer.
These results are plotted in Extended Data Figs. 3 a and
b. Here we highlight that the J0 and φJ depend on E0
and polarization quite differently from the experimen-
tally observed behaviours (Figs. 2b and c). Therefore,
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Extended Data Fig. 4: Relation between CEP-dependent current and electron trajectories under circularly
polarized illumination. a. Difference ∆ρC between conduction band populations after excitation by circularly polarized
driving pulses with φCEP = pi/2 and −pi/2, shown as a function of the initial wave vector. E0 equals to 2.3 V/nm, and the peak
field amplitudes of x and y component of the fields equal to E0/
√
2. Solid gray curves indicate wave vector values corresponding
to resonant (multi-) photon absorption. The numbers of resonant photons are indicated by the numbers. b. Electron trajectories
under a circularly polarized pulse with φCEP = pi/2, starting from two reciprocal points C and D. Green markers indicate the
main transition events, which correspond to the peaks in β(t). The size of the green markers is proportional to |β(t)|. c and d
Electric field waveforms and relative band coupling strength β as function of time for the trajectories starting from C and D,
respectively. Clearly, for circular polarization the asymmetry in band coupling can explain the CEP-dependence of the current.
Intra-optical cycle quantum-path interference does not show up, which is why the direction of the CEP-dependent current does
not change a function of E0.
this charge transfer during the pulse can be excluded for
interpreting the experimental data.
Origin of the CEP-dependent current for circu-
larly polarized excitation. The experimentally ob-
served laser-induced current also displays a CEP depen-
dence for circularly polarized excitation (Fig. 2b). This
CEP-dependent current comes from the CEP-dependent
conduction band population after the laser pulse (Ex-
tended Data Fig.4 a), which can be interpreted on the
basis of the asymmetric shape of the two-dimensional
electron trajectories in reciprocal space (Extended Data
Fig. 4b). The main difference between the φCEP = pi/2-
and the φCEP = −pi/2-excitations is found at two ini-
tial reciprocal space points, C and D in Extended Data
Figs. 4a and b. Extended Data Figures 4c and 4d show
the electric field waveforms and β(t) for electron trajecto-
ries initiated from C and D. Unlike in the case of linearly
polarized excitation, only one positive peak and hence
one transition event is found in β(t) per optical cycle.
Negative peaks are strongly suppressed. This is because
the transition probability is maximized when the elec-
tron passes nearby the K point as the dipole moment
diverges at the K point (Extended Data Figs. 2c and
d). Therefore, the intra-optical-cycle interference that
requires more than one transition per cycle cannot oc-
cur.
Unlike the case of linear polarization where CEP does
not influence the magnitude of the |β| peaks but rather
spacings between them, the contrast of the magnitude
of the |β|-peaks between different CEPs are prominent
in the case of circular polarizations. This is the main
mechanism for generating CEP-dependent current with
circularly polarized laser pulses. The magnitude of |β|
behaves monotonically as a function of the field strength,
and thus change of sign of the CEP-dependent current
does not occur. Note that inter-cycle interference effects
may happen, but the periodicity of the inter-cycle inter-
ference is always one optical cycle and is not affected by
the CEP.
