Connectivity between different brain regions is one of the most important properties for classification of brain signals including electroencephalography (EEG). However, how to define the connectivity structure for a given task is still an open problem, because there is no ground truth about how the connectivity structure should be in order to maximize the performance. In this paper, we propose an end-to-end neural network model for EEG classification, which can extract an appropriate multi-layer graph structure and signal features directly from a set of raw EEG signals and perform classification. Experimental results demonstrate that our method yields improved performance in comparison to the existing approaches where manually defined connectivity structures and signal features are used. Furthermore, we show that the graph structure extraction process is reliable in terms of consistency, and the learned graph structures make much sense in the neuroscientific viewpoint.
Introduction
Analyzing the brain activity through brain imaging such as electroencephalography (EEG) is important in understanding the mental state or thoughts of a person. It is essential in a variety of applications including brain computer interface, emotion recognition, and mental disease diagnosis. The brain consists of multiple functional regions, and the activation patterns over the regions provide valuable information regarding the mental state. Therefore, studying the inter-regional relationship appearing in the patterns, which is called functional connectivity (simply noted as connectivity in this paper), has been shown to be effective for analysis of the brain signal [1, 2] . Since the brain regions do not lie on the Euclidean space, graphs are the most natural and suitable data structure to represent the connectivity. Previous studies showed that the graph analysis approach can be successfully applied to understanding brain signals [3, 4, 5] .
However, how to measure the level of connectivity, how to define an appropriate graph structure, and how to define appropriate features for signals from different brain regions are all still open problems. Usually, they are determined manually based on a priori knowledge. For instance, correlation or causality metrics between the signals of different regions can be used as connectivity measures [6] ; then, a graph can be constructed by connecting pairs of brain regions showing large connectivity values [2] , and finally, the power or entropy of the signal can be used as a feature of each region (i.e., a vertex of the graph) [7, 8] . Apparently, however, separately tackling these issues manually would not be the optimal. In fact, this challenge is applied to not only brain signal data, but also other data involving graph structures such as social networks and chemicals [9, 10, 11] .
In this paper, we resolve these issues via direct learning from data. We propose a new deep learning model, which can extract both a graph structure and a feature vector at each vertex of the graph from raw time-series EEG data, and perform classification using the extracted graph and features. The whole model is trained in an end-to-end manner to maximize the classification performance, which can simultaneously optimize the graph extraction, feature extraction, and classification parts. The graph and features become all different adaptively for different data instances, which can overcome the notorious non-task-related variability of EEG signals. In particular, the extracted graphs are weighted directed multi-layer graphs, which can convey rich information regarding the brain activation pattern better than undirected single-layer graphs usually used in the previous work.
In addition, we propose three different graph sampling methods, which control the conditions of the extracted graphs such as weighted vs. unweighted, and multigraph vs. simple graph. Furthermore, we propose a way to evaluate the quality of the extracted graph structure in terms of consistency, in order to alleviate the limitation that no ground truth structure is available to measure the correctness of the obtained graph structure.
Related Work
Deep learning for brain signals There are two major approaches of brain signal analysis and classification using traditional deep learning models. The signal-based approach exploits popular convolutional neural networks (CNNs) and recurrent neural networks (RNNs), to which the timeseries brain signal data (themselves or after conversion to image-like representations) are inputted, without considering inter-regional connectivity [12, 13, 14] . In the connectivity-based approach, on the other hand, the connectivity information representing pairwise correlation or causality is obtained and represented as images, which are modeled by CNNs [15, 16] .
Graph neural networks (GNNs) [17, 18, 19, 20] are a type of neural networks for graph data, which can be used to directly model connectivity-based graph representations of brain signals as shown in [21, 22, 23] . However, they have a limitation in that appropriate graph structures still need to be designed manually.
Graph structure inference Research on finding descriptive graph structures from given non-graph data is still at its infancy [24, 9] . The neural relational inference [25] is a variational autoencoder-based model to extract structural information of dynamic relational systems such as physical interaction systems for prediction of future states of dynamic objects from observed past states. However, this method additionally requires a priori knowledge about the graph structure (i.e., graph density), whereas our method relies only on the data to extract an appropriate graph structure. In [10] , a graph convolutional network-based model is proposed, which jointly learns the graph structure and features using bilevel programming for node classification problems. This method is developed only for transductive learning, while our model is for inductive learning. Furthermore, to the best of our knowledge, our work is the first attempt to data-driven graph structure inference for EEG data.
Proposed Method

Problem statement and notations
Our goal is to build a neural network model performing classification of the given EEG data by using the underlying connectivity structure that is also discovered by the model. The given data is represented by (X, y), where X ∈ R N ×T is a set of time domain signals collected from N sensors (i.e., EEG electrodes), whose length is T , and y is the corresponding class label.
The graph structure to be estimated is assumed to be a weighted directed multi-layer graph without self-loops:
represents the vertices, and E k ∈ {0, 1} . K is a hyperparameter to control the number of graph layers.
Proposed model
The overall structure of our model is illustrated in Figure 1 . It can be divided into four parts: graph membership extraction, graph sampling, feature extraction, and classification. 
Graph membership extraction Graph sampling
Graph neural network Feature extraction In the graph membership extraction part, the given set of raw signals are fed into the network to infer the membership of each edge to each graph layer. The inferred memberships are used for graph sampling to construct a multi-layer graph structure. In the feature extraction part, the raw signals are converted to features using convolutional and max-pooling operations. Finally, the obtained graph structure and features are combined in the GNN to obtain the final classification result.
Graph membership extraction
From the given time-series data, we compute the latent membership
representing the certainty of the existence of a directed edge from vertex v i to vertex v j for each graph layer. Node-to-edge and edge-to-node operations [25] and fully-connected networks are used:
(1)
where || denotes the concatenation operation and f 1 to f 4 are fully-connected networks having exponential linear units [26] and batch normalization [27] .
Graph sampling
From the graph layer membership information, the graph structure is obtained via probabilistic or deterministic sampling. We consider the following three methods for sampling.
Stochastic sampling (STO)
The stochastic sampling method probabilistically assigns the potential edge from vertex v i to vertex v j to one of the K graph layers. Since the sampled graph weight is discrete, the Gumbel-softmax reparametrization technique [28, 29] is used to provide continuous relaxation and enable computation of gradients:
where q ∈ R K is a random vector whose components are i.i.d. and follow the standard Gumbel distribution. τ is the softmax temperature controlling sampling smoothness, which is set as τ = 0.5 in this paper. Then, the unweighted edge from v i to v j is obtained by
Deterministic thresholding (DET) The estimated graph has multiple layers, and we expect that different graph layers model different types of connectivity information. While the stochastic sampling method restricts each edge to belonging to only one graph layer, the deterministic thresholding method relaxes this restriction to allow a pair of vertices to have edges in multiple layers via thresholding:
where r is a threshold, which is set as r = 0.5 in our work. The same continuous relaxation technique used in the stochastic sampling method is used to make discrete variables differentiable during training.
Continuous sampling (CON) While the previous two methods construct unweighted graphs, the continuous sampling method allows edge weights to be continuous values so that different degrees of connectivity in different graph layers are maintained. For this, z k ij having continuous values between 0 and 1, which is obtained from the Gumbel-softmax operation in (3), is directly used as the edge weight from v i to v j in the kth graph layer. Therefore, this method produces the most general form of graph structures among the three methods, i.e., weighted directed multi-layer graphs.
Skip layer A graph constructed by the stochastic or continuous sampling methods enforces no ordered pair of vertices not to have an edge in all graph layers. However, there may exist no direct relationship between certain pairs of vertices. In order to enable this, one of the graph layers can be assigned as a skip layer. The skip layer is discarded when the graph is passed to the GNN so that the edges belonging to this layer are omitted in the graph used for classification.
Feature extraction
Apart from the process of graph extraction, signal features are extracted from the original signals by 1-D convolutional and max-pooling operations. In order to capture the dynamic information of the signals, we adopt a 1-D version of dilated inception modules [30, 31] including dilated convolutional layers [32] with various dilation rates. The dilated convolutional layers with low dilation rates capture features appearing among neighboring samples, which correspond to fast-changing high-frequency information, while those with high dilation rates consider more slowly-varying features over larger temporal windows. This can be seen as analogous to the popular EEG signal analysis approach where the signal is divided into multiple frequency bands for separate analysis [33, 34] . As a result, we obtain the features
T ×F , i = 1, ..., N , where T is the reduced signal length and F is the feature dimension.
Graph neural network
The GNN performs classification using the signal features and the constructed graph to obtain the predicted class labelŷ. First, the node-to-edge operation is performed to the features, whose result is combined with the graph structure via the message passing operation, and the aggregation and edge-to-node operations are performed:
where t is the time index, and s = 2 if a skip layer is used (assuming that the first graph layer is assigned as the skip layer) and s = 1 otherwise. g k 1 is modeled by a fully-connected network having rectified linear units, whose input and output are F -and F -dimensional, respectively, i.e., h it ∈ R F . Finally, this result is concatenated with the signal features via a skip connection, which is fed into a fully-connected network after vectorization, i.e.,
where
Experiments
Setup
We use the DEAP dataset [35] , which is one of the largest databases regarding human affective mental states. It contains 32-channel EEG recordings collected from 32 subjects during watching 40 affective video stimuli and the corresponding emotional ratings (valence and arousal) by the subjects. We consider a video identification task where the model classifies the given set of EEG signals to one of the 40 video stimuli. Details of the data processing can be found in Appendix A.1.
Our model 1 is implemented in PyTorch [36] , and is trained using the Adam optimizer [37] . We repeat the experiment five times with different random seeds, and the average performance is reported. Details of the model structure and training parameters are given in Appendix A.2. Table 1 summarizes the classification accuracy of the proposed model (using the deterministic thresholding method for graph sampling and three graph layers without skip layer) and existing methods. We consider traditional classifiers including k-nearest neighbor (k-NN) and random forest, and the ChebNet-based method [21] where the graph structure is determined by physical distances between the electrodes and the signal entropy is used as features. In addition, we also test our model without graph structure extraction (noted as "GNN only" in the table), i.e., only the lower part in Figure 1 , where an unweighted complete directed graph is used in the GNN part. It is clear that the proposed method yields significantly better performance than the other methods. Our method outperforms the ChebNet-based method, indicating that data-driven extraction of graphs and features is effective. When the graph extraction is omitted in our method ("GNN only"), the performance is significantly deteriorated, which also proves that the graph structure is crucial for modeling the EEG data. Further comparison with some other deep learning methods is shown in Appendix B, which also supports the effectiveness of our method. In Table 2 , we show the accuracy of our model for various combinations of the graph sampling method, the number of graph layers (K), and the existence of the skip layer. The result shows that the number of graph layers is the most important parameter. Single-layer graphs, considered in most existing studies, are not sufficient, and modeling different types of inter-region interaction with separate graph layers is highly beneficial. Among the three graph sampling methods, the deterministic thresholding method shows the best performance except the case for K = 1, and the continuous sampling method also shows good performance when the number of graph layers is large. It seems that the restriction of choosing only one edge among the graph layers in the stochastic sampling method limits the performance. The existence of the skip layer has only a minor effect to the performance, especially when the number of graph layers is large. The extracted graph structures are analyzed using the t-SNE technique [38] . 
Result
Graph consistency analysis
Since no ground truth for the graph structure is available, it is not possible to evaluate the correctness of the extracted graphs. As a way to evaluate the quality of the extracted graphs, we consider their consistency over repeated experiments. That is, the dissimilarity between the graph structures obtained from different repetitions is measured, which is applied to all pairwise combinations of repetitions. A low level of dissimilarity, i.e., a high level of consistency, among the extracted graphs indicates that they are reliable and meaningful.
The overall procedure to compute the dissimilarity of two graph structures is summarized in Algorithm 1. Basically, a distance function is applied to the adjacency matrices of the two graphs, for which we adopt the sum of absolute differences. Note that we do not have the issue of isomorphism because the vertices are clearly identified as distinguished EEG electrodes, which allows computation of differences. The distances for all pairs of repetitions are averaged, divided by the total number of possible edges, and subtracted from 1 to get the final consistency score.
One issue in measuring the dissimilarity between two graphs is the permutation ambiguity of graph layers. We do not impose any restriction on the order of the graph layers during training, thus permutation of the order of the graph layers needs to be allowed in the dissimilarity computation. We simply perform an exhaustive search to find the best matching permutation for the two graphs. Table 3 shows the result of consistency analysis in percentage. Except the case with K = 1, high consistency levels (about 75 to 90%) are observed across different conditions. This shows that the graph extraction process works reliably, and we can expect that the extracted graphs contain meaningful representations of the data.
Algorithm 1 Computing graph dissimilarity
Input:
Make a set of permutations in the lexicographic order 2: P * ← (1, ..., K), D * ← ∞ Initial permutation and distance 3: for P in M do Pick a permutation of (1, ..., K)
4:
Permute the graph layers in W (m) with P 5:
end if 10: end for 
Graph structure analysis
For the best case of our method (i.e., K = 3, no skip layer, and deterministic thresholding), we examine the obtained graph structures in order to understand the learned representations in the perspective of emotional cognitive responses. Since the graph structure is different for each data, we obtain a representative graph structure by aggregating multiple graph structures. Here, we consider a graph containing the most frequently appearing (top-10%) edges as the representative structure. In Figure 3 (a), the "default graph" that contains edges activated most frequently regardless of the task (i.e., across different video stimuli) by obtaining the representative graph for all test data. Figures 3(b) and 3(c) correspond to the representative graph structures for the video stimuli corresponding to the most positive and most negative valence ratings, respectively. Note that the size of a vertex indicates its in-degree; the out-degree is not explicitly shown because it is similar across all vertices (see Appendix C.2).
In the first layer (red) of Figure 3 (a), strong activations toward the left temporal lobe are observed. The temporal lobe is related to the processing of complex visual stimuli such as scenes [39] ; the amygdala, which plays an important role in the emotional processing, is also located in the medial temporal lobe [40] . Therefore, we can say that this first layer represents the mental state under exposure to emotional visual stimuli. The functional connectivity related to visual content and emotional processing in the first layer is also observed in Figures 3(b) and 3(c) . The first layer of Figure 3 (c) contains a large number of edges entering the frontal and occipital lobes that are related to the emotional processing [41, 42] and sensory processing of visual stimuli [43, 44] , respectively. In the case of the first layer of Figure 3 (b), the connectivity is largely related to the content of the video stimulus; the video contains rhythmical dances, which probably contribute to the incoming connections to the fronto-central area that is known to be involved in the motor-related perception [45] .
The second layers (green) of Figures 3(b) and 3(c) show the patterns that are clearly distinguished from each other. The right part of the frontal region receives a larger number of incoming connections than the left part in Figure 3 (b), which is opposite in Figure 3 (c). In literature, it is consistently reported that the asymmetry of the left and right frontal lobes is significantly associated with the valence of emotion [46, 47] . That is, one side of the frontal brain is more activated compared to the other side during the valence-related emotional processing, and the more activated side changes depending on the polarity of the emotion, which accords with the observed patterns in the second layers of Figures 3(b) and 3(c) . In the second layer of Figure 3 (a), the incoming edges are rather spread over the whole brain, which can be considered as a result of aggregation of the patterns appearing in the positive and negative valence video stimuli. Therefore, we can deduce that the second layers have learned the valence-related characteristics of the brain signal.
It seems that the third layers (blue) in Figure 3 , showing relatively sparse connections, mainly supplement the other layers. In all cases, the frontal region of the brain receives a large number of connections. The fronto-central lobe is also attached with a number of incoming edges in Figure 3(b) , which is probably due to the same reason to the case of the first layer (i.e., motor-related).
Conclusion
We have proposed an end-to-end deep network that can extract an appropriate directed multi-layer graph structure from the given raw EEG signals for classification without any a priori information about the desirable structure. The experimental results showed that this data-driven approach for learning the graph structure significantly improves the classification performance in comparison to the other deep neural network and GNN approaches based on manually defined features and graphs. It was also shown that the extracted graph structures are reliable, and consistent with the known brain activation patterns of cognitive responses to emotional visual stimuli. 
