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By using a symmetry motivated basis to evaluate local distortions against pair distribution func-
tion data (PDF), we show without prior bias, that the off-centre Ti displacements in the archetypal
ferroelectric BaTiO3 are zone centred and rhombohedral-like across its known ferroelectric and para-
electric phases. We construct a simple Monte Carlo (MC) model which captures our main experi-
mental findings and demonstrate how the rich crystallographic phase diagram of BaTiO3 emerges
from correlations of local symmetry-breaking distortions alone. Our results strongly support the
order-disorder picture for these phase transitions, but can also be reconciled with the soft-mode
theory of BaTiO3 that is supported by some spectroscopic techniques.
PACS numbers: 77.80.-e, 77.80.Dj, 61.43.Bn,61.50.Ks
The phenomenological study of displacive phase transi-
tions by Landau-Ginzburg theory has been exceptionally
fruitful [1]. Its apparently close relationship to the theory
of soft-mode phase transitions [2, 3] has meant that the
expansion of the free energy of a system in terms of the
correct order parameter can lead to a one-to-one corre-
spondence with the energy of a phonon mode in the har-
monic approximation. Studies of global lattice and elec-
tronic instabilities benefit from the classification of global
symmetry breaking (an order parameter) in terms of irre-
ducible representations (see [4] and references therein) of
the parent symmetry space which themselves have a cor-
respondence with the eigenvectors (harmonic phonons)
of the system. Furthermore, their allowed couplings (or
phonon-phonon scatterings) may be studied up to a given
order by considering only those which are invariant un-
der the parent symmetry operators [5]. This, combined
with the fact that global symmetry dictates both mi-
croscopic structure and macroscopic observables in these
phase transitions means that the latter, which are often
more conveniently measured, may be used as the order
parameter for these phase transitions. However, many
macroscopic observables are a result of emergent phe-
nomena driven by local ordering which combine in often
counter-intuitive ways to produce the global symmetry of
the structure. Hence the local symmetry effectively con-
trols the physical property [6]. Here a phenomenological
model based around a macroscopic (or crystallographic)
parameter will not lead to a valid physical insight into
the phase transition. Hence, microscopic studies of local
symmetry-breaking are vital if physical understanding is
to be gained.
In any crystallographic model there are many ways
to locally break the average symmetry; for example,
through thermal effects, distortions, or dislocations. The
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difficulty is to coalesce these local degrees of freedom into
an understandable form within a given length-scale and
to evaluate their contribution systematically against data
sensitive to local correlations such as XANES, EXAFS,
PDF and diffuse scattering. It is particularly desirable
to compare against neutron PDF data which are sensi-
tive to local distortions beyond a length scale of the first
coordination shell. As no simple method exists for doing
this, often our understanding of emergent phenomena in
condensed phases is based on model building biased to-
wards the macroscopic observables, whereas ideally these
properties should emerge spontaneously from our analy-
sis of the local structure. Here we present such a method
and demonstrate its effectiveness at identifying the lo-
cal order parameter in BaTiO3. This provides the first
unbiased local model of this system and show how the
crystallographic phase transitions can emerge naturally
from the correlations of the local symmetry-breaking dis-
tortions.
The ferroelectric properties of BaTiO3 were first re-
ported in the 1940s[7]. The ferroelectricity and concomi-
tant cubic to tetragonal structural distortion [8] were
initially discussed in the framework of displacive phase
transitions [9]. However, the subsequent observations
of orthorhombic and rhombohedral phase transitions at
lower temperatures[10, 11] are inconsistent with second-
order displacive phase transitions. This anomaly to-
gether with the observation of diffuse x-ray scattering
in all but the low temperature rhombohedral phase [12]
led to the development of the phenomenological order-
disorder model [13]. This has been supported by other
techniques sensitive to local order such as PDF [14] and
XANES/EXAFS methods [15]. In this model, the incip-
ient ferroelectric displacements of the Ti are taken to be
rhombohedral-like, towards the faces of the TiO6 octa-
hedra (Fig. 2(b)), with long-range correlations in chains
along 〈100〉, and disorder between chains giving rise to
the average crystallographic symmetry. The model ex-
2plains the sheets of diffuse x-ray scattering observed in
isostructural KNbO3 [13] and removes the requirement
for the phase-transitions to proceed via group-subgroup
relationships. However, diffuse scattering data have been
analysed in terms of soft phonon modes [16] and many
spectroscopic techniques such as Raman [17, 18] and in-
elastic neutron [19, 20] scattering still appear to support
a displacive phase transition model. Additionally, it has
been shown computationally that the cubic to tetragonal
phase transitions can be achieved by combining features
of order-disorder and displacive type mechanisms [21].
Clearly consensus in the research community has yet to
be reached.
Polycrystalline BaTiO3 was prepared by conventional
solid state synthesis. A 2 cm3 sample was loaded into an
8 mm diameter cylindrical Vanadium can, and neutron
powder diffraction data were collected at 500, 410, 350,
293, 250, 210, 150 and 15 K on the instrument GEM
[22] at ISIS, UK. The maximum usable Q was 40 A˚−1
and counting times were 6-8 hrs. Rietveld refinements
were performed in Topas. The total scattering data
were corrected for background, sample container, mul-
tiple scattering, absorption and inelasticity effects using
Gudrun [23] to produce the real-space pair distribution
function (PDF). As we are performing our fitting proce-
dure in PDFFit [24] we work here with GPDF(r) which is
proportional to D(r) and whose relationship with other
parametrisations of the PDF is given in Ref. 25.
Although visual differences are evident in the PDFs
as a function of temperature (Fig. 1), modelling is re-
quired to extract the local distortions of the atoms from
their high symmetry positions. Two approaches exist,
one is a small box method fitting the data whilst rely-
ing on a crystallographic unit cell akin to Rietveld fit-
ting (e.g. ref. [26]) and the other is a big box method
where a large supercell is refined using reverse Monte
Carlo (RMC) [27]. The problem with conventional small
box PDF analysis is that the parametrization requires
a priori assumption of the nature of the local distor-
tions. Equally, in RMC refinements, where the degrees
of freedom are many, there are many ways to interrogate
the refined parameters and an exhaustive analysis is im-
practical; bias is often introduced at this stage. Recent
work [28] has sought to tackle this problem by decom-
posing RMC configurations in terms of their zone cen-
tre irreducible representations (irreps.). However, short
range correlations beyond this length scale are lost in
this analysis, and the modelling / refinement stage does
not make use of the inherent orthogonality of symmetry
adapted displacements. In contrast, the method we use
here involves expanding the degrees of freedom of the
crystallographic unit cell up to a given supercell size in
terms of both zone centre and zone boundary irreps. of
the “parent” space group. The collection of symmetry-
breaking displacements transforming as the same irrep.
may be further decomposed into symmetry-adapted dis-
tortion modes (hereafter referred to simply as modes). A
number of web based tools can perform this decompo-
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Figure 1. (color online) Fits to G(r) at the various temper-
atures indicated using symmetry-adapted displacements be-
longing to Γ−4 irrep. only. The enlarged region around 1.8 -
2.2 A˚ shows the Ti-O bonds, which change most visibly as a
function of temperature. The fitting procedure is described
in the text.
sition [29, 30] and this parametrization has been used
successfully in Rietveld refinement to systematically test
for symmetry-breaking during phase transitions. [31, 32].
We extend this further by utilizing the constraint lan-
guage of PDFGui / PDFFit [24] to refine mode am-
plitudes directly against PDF data. Further details of
the implementation are given as supplemental informa-
tion (S.I.) [33] and a comprehensive description will be
published elsewhere.
Fig. 1 shows best fits from our data analysis proce-
dure at each temperature. We obtain very good fits to
all the PDF data, with differences between observed and
calculated intensities being of the order of the Fourier
ripples in the data. Of course, the parametrisation of the
xyz degrees of freedom into modes does not change the
overall goodness-of-fit but merely facilitates a systematic
search of all parameter space. In the S.I. we also show
that these fits are superior to those obtained with a big
box RMC type model (noting that RMC models are also
constrained to simultaneously fit the Bragg profile) and
that average models from Rietveld analysis are inade-
quate at describing the PDF data at all but the lowest
temperatures.
We performed the analysis on a 2 × 2 × 2 P1 supercell
of the Pm3¯m unit cell of paraelectric BaTiO3, which en-
compasses all of the common symmetry lowering phase
transitions observed in the perovskite family leading to
120 internal degrees of freedom, although our analysis
can easily be extended to incorporate displacements with
longer period modulations. We chose this supercell size
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Figure 2. (color online) a) BWMAs from PDF refinements for
all modes plotted against temperature. Modes belonging to
Γ−4 , X
+
5 , M2− and all other irreps. are colored blue, magenta,
cyan and red respectively. Insets show symmetry-adapted
displacements belonging to the Γ−4 irrep. which correspond
to the three modes with the highest BWMA values and b)
shows their combined + - - coupling (Ti(T1u), O(A2u) and
O(Eu) respectively) along the rhombohedral order parameter
direction as observed locally in this study at all temperatures.
to be appropriate to tackle many other order-disorder
phase transitions in perovskites, and to test whether the
ferroelectric modes may have zone-boundary character as
suggested by a recent theoretical study [36]. We system-
atically tested the modes (by irrep.) against Bragg and
PDF data separately to emphasise when local and global
symmetries agree or diverge. Each PDFgui or Rietveld
refinement was initiated from random starting values 500
times at each temperature to ensure that global minima
were reached. Modes with vanishingly-small refined am-
plitudes, or which produced poor fits, cannot be signifi-
cant order parameters. In Fig. 2 for each set of modes
belonging to an irrep. tested in turn, we plot a weighted
average of the refined mode magnitudes. The weighting
is such that large magnitudes from poorly fitting refine-
ments corresponding to false minima have a vanishing
contribution to the average through a Boltzmann distri-
bution exp[(Rwgobal-Rw)/σ). We call this quantity the
Boltzmann weighted mean amplitude (BWMA). Rwglobal
is the minimum value obtained in all refinements of the
weighted R-factor with σ 0.1%. The value of σ is cho-
sen such that two fits differing by this amount may only
just be visually discriminated. Triply degenerate modes
in the cubic symmetry corresponding to equivalent dis-
tortions in x, y and z directions are averaged together
for these plots. The distortion modes BWMA have three
distinct types of behaviour: (1) low values at 500 K ris-
ing to large values at lower temperatures; (2) small values
at 500 K dropping to near zero;(3)have consistently near
zero values.
(1) are clearly the relevant order parameters for the
ferroelectric phase transitions. These modes all belong
to the Γ−4 irrep. and correspond to 9 degrees of free-
dom, three branches each for the Ti(T1u), O(A2u) and
O(Eu) modes. Since modes belonging to different ir-
reps. are necessarily orthogonal and don’t couple (in the
harmonic approximation), we needn’t test for inter-irrep.
correlations, but instead can focus on intra-irrep. corre-
lations within the basis describing the distortion space
spanning this Γ−4 irrep. Analysis of the three branches
of each of these modes reveals that the order parame-
ter always has rhombohedral symmetry from the local
perspective, whereas our analysis of the Bragg profile in
terms off global (crystallographic) symmetry, follows the
well known cubic, tetragonal, orthorhombic and rhom-
bohedral phase transitions described in the literature.
Full details of the order parameter direction at all tem-
peratures are given in the SI. Our results are consistent
with recent RMC refinements on the tetragonal phase of
BaTiO3 which find a Ti distribution in agreement with a
picture of local rhombohedral-like distortions [37], how-
ever, the clear off-centre nature of the Ti distributions
that we observe, is no so evident in that work. Case
(2) demonstrates our sensitivity to soft phonon modes.
These belong to irrep. X+5 or M2−, are soft eigenvectors
of the system [38], and are on the same line in the phonon
dispersion curves as the zone centred Γ−4 ferroelectric in-
stability, such that they both correspond to locally the
same off-centre distortions, but are antiferroelectric in
nature. Case (3) shows that a large number of modes do
not have a significant contribution to describing the local
symmetry breaking distortions in BaTiO3.
The origin of the local order parameter is a strong de-
sire for Ti to undergo a second order Jahn-Teller distor-
tion, presumably driven by a hybridization of the oxygen
2p orbitals with the Ti 3d orbitals [39] by shortening
three bonds simultaneously, i.e. a local rhombohedral
like distortion. The incipient rhombohedral distortions
are necessarily split by global tetragonal and orthorhom-
bic lattice distortions at particular temperatures, and the
question now arises, can these lattice distortions them-
selves be a result of correlations of the local symmetry-
breaking distortions alone? Or put another way, can this
order-disorder model provide a complete description of
the observed phase transitions in BaTiO3?
To test this we perform an MC simulation using a sim-
ple model Hamiltonian.We do not claim that this rep-
resents the true physical Hamiltonian of the system, but
use it to show that local coupling of Ti displacements can
reproduce the observed series of crystallographic phase
transitions and is consistent with previously reported dif-
fuse scattering [13]. The Hamiltonian is of the form
H = J1
∑
〈〈i,j〉〉
δ
[ √
3
2
√
2
(S
‖
i − S‖j )− rˆij
]
+J2
∑
〈〈〈i,j〉〉〉
[
δ(Si − rˆij)× δ
(
Sj · rˆij + 1
3
)]
+J3
∑
〈i,j〉
Si·Sj
Si denotes the normalised displacement vector of Ti
site i and rˆij the normalised vector joining sites i and
j. The coupling parameters have J1, J2 > 0, J3 < 0 and
4Figure 3. (color online) a) MC simulation reproducing the tetragonal, orthorhombic and rhombohedral phase transitions,
with the square of the average polarization serving as an order parameter. Insets below the polarization line identify the
relevant interactions penalized by our Hamiltonian, placed at temperatures where their energy scales become important in the
simulation, and above the line, a representation of the chain like correlations present in the cubic phase (J0, hardwired into our
simulations) showing how the projection of the polarization along the direction of a chain is always preserved (black arrow).
b)-e) a portion of an MC configuration for each phase, with their polar vector projections along 〈100〉 directions, and their
calculated diffuse scattering in the planes indicated. It is the inter-chain disorder between the polar vector projections (white
and black arrows) which gives rise to diffuse planes of scattering in reciprocal space. In the cubic phase it is in all three 〈100〉
directions, giving three sets of intersecting orthogonal diffuse scattering planes in reciprocal space, and each successive phase
transition represent inter-chain orderings along successive 〈100〉 directions. An enlarged version of this figure is given as part
of the S.I.
|J3| < |J2| < |J1|. 〈i, j〉 denotes a sum over nearest-
neighbour sites i, j; double and triple angle brackets de-
note sums over second and third nearest neighbours, re-
spectively. The three terms in this toy Hamiltonian pe-
nalise dipole misalignment in first-, second-, and third-
nearest neighbour sites as shown in the inset of Fig. 3
(a). This Hamiltonian is the cost function for a MC sim-
ulation with a 10 × 10 × 10 supercell in which all dipoles
are hard-wired to have a common projection along any
one chain when viewed down one of the 〈100〉 directions
(i.e. we assume a J0 term with high energy in keeping
with Ref. 13 and as illustrated in the inset of Fig. 3
(a)). The simulation (Fig. 3 (a)) shows three distinct
phase transitions with discontinuities in macroscopic po-
larization. In Fig. 3 (b)-(e) we illustrate portions of
representative configurations of the correlated disorder
in the MC simulation, along with their calculated dif-
fuse scattering. Both our calculated diffuse scattering
and observed chain like configurations of off-centre Ti
displacements are consistent with that published earlier
[12, 13].
These MC simulations show how the observed sequence
of phase transitions can arise from local correlations of
nearest-neighbour type interactions alone and strongly
support the order-disorder picture of BaTiO3. Impor-
tantly, this order-disorder picture is not necessarily con-
tradictory to spectroscopic results and a soft-mode pic-
ture [17–20]. When our high temperature cubic phase is
viewed down any of its 4-fold axes, the correlated disor-
der of the Ti displacements clearly has average tetragonal
symmetry. There are 6 symmetry equivalent tetragonal-
like chains, in which the average Ti displacements is along
one of the 〈100〉 directions. A spontaneous symmetry-
breaking event in which an inter-chain correlation length
tends to infinity could be viewed as a pseudo-tetragonal
soft mode phase transition. Indeed, diffuse scattering
associated with the cubic to tetragonal phase transition
has been shown to be equally well described by soft mode
models [40, 41] which are relatively dispersionless in na-
ture [42]. The present work hence provides a microscopic
justification for why this duality in the description of the
diffuse scattering exists.
Our results are the first unbiased determination of lo-
cal symmetry in BaTiO3 across all its known phases.
They show that local displacements of the Ti atoms
are zone centered and rhombohedral-like at all tempera-
tures. The fact that a simple Hamiltonian, which consid-
ers only local interactions, can reproduce the rich phase
diagram in an MC simulation gives strong support to
the order-disorder picture for BaTiO3 and demonstrates
how global symmetry may emerge from local symmetry-
breaking distortions. This fundamental insight highlights
the importance of our methodology for determining local
symmetry in order-disorder phase transitions and demon-
strates its power when it is coupled to MC simulations.
We note that recent developments in speeding up the sim-
ulation of PDF data by orders of magnitude [43] will al-
low the exploration of ever more complicated systems ex-
hibiting order-disorder phase transitions, and hope that
our work will stimulate research into a host of other sys-
5tems exhibiting emergent phenomena.
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