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Abstract
GeneralizedHirota–SatsumacoupledKdVequationswith variable coefﬁcients andWick-type stochastic generalizedHirota–Satsuma
coupled KdV equations are investigated. White noise functional solutions are shown by Hermite transform, homogeneous balance
principle and F-expansion method.
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1. Introduction
Wu et al. derived a new hierarchy of nonlinear evolution equations by introducing a 4 × 4 matrix spectral problem
with three potentials in [16]. Fan investigated a new generalized Hirota–Satsuma coupled KdV equations with constant
coefﬁcients and gave soliton solutions which are functionals of tanh(k) or coth(k) in [9]. In this paper, we shall study
generalized Hirota–Satsuma coupled KdV equation with variable coefﬁcients⎧⎪⎪⎨
⎪⎪⎩
u1t + a(t)u1x3 + b(t)u1u1x + c(t)(u2u3)x = 0,
u2t + f (t)u2x3 − b(t)u1u2x = 0,
u3t + f (t)u3x3 − b(t)u1u3x = 0
(1.1)
and Wick-type stochastic generalized Hirota–Satsuma coupled KdV equation⎧⎪⎪⎨
⎪⎪⎩
U1t + A(t)  U1x3 + B(t)  U1  U1x + C(t)  (U2  U3)x = 0,
U2t + F(t)  U2x3 − B(t)  U1  U2x = 0,
U3t + F(t)  U3x3 − B(t)  U1  U3x = 0
(1.2)
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and give their exact solutions. Where a(t), b(t), c(t) and f (t) are bounded or integrable functions on R+, “”
is the Wick product on the Kondratiev distribution space (S)−1, A(t), B(t), C(t) and F(t) are (S)−1-valued
functions.
Random wave is an important subject of stochastic PDEs. There are many authors to study this subject. As far as
we know that Shardlow researched numerical simulation of stochastic PDEs for excitable media in [13]; Wadati ﬁrst
introduced and studied the stochastic KdV equations and gave the diffusion of soliton of the KdV equation under
Gaussian noise in [14] and others [5–8,11,12] also researched stochastic KdV-type equations; Xie ﬁrst introduced
Wick-type stochastic KdV equations on white noise space and showed the auto-Bäcklund transformation and the exact
white noise functional solutions in [17], furthermore, Chen and Xie [2–4] and Xie [18–23] researched some Wick-type
stochastic wave equations.
For variable coefﬁcient equations, Zhou et al. studied the periodic wave solutions for a coupled KdV equation in
[24] and gave the homogeneous balance principle and F-expansion method in the same reference. As Zhou et al. [24],
Chen and Xie [17,2–4,18–23] did, we shall give exact periodic wave solutions for generalized Hirota–Satsuma coupled
KdV equations with variable coefﬁcients (1.1) and Wick-type stochastic generalized Hirota–Satsuma coupled KdV
equations (1.2) by white noise analysis, the homogeneous balance principle and F-expansion method.
2. SPDEs driven by white noise
In this section, the main matters for stochastic partial differential equations with white noise functional approach is
to be summarized. Please see Holden et al.’s book [10] for detail.
Let hn(x) be theHermite polynomials. Put n(x)=e−1/2x2hn(
√
2x)/((n−1)!)1/2, n1.Wehave that the collection
{n}n1 constitutes an orthogonal basis for L2(R).
Let  = (1, . . . , d) be d-dimensional multi-indices with 1, . . . , d ∈ N, then the family of tensor products
 = (1,...,d ) = 1 ⊗ · · ·⊗ d ( ∈ Nd) forms an orthogonal basis for L2(Rd). And let (i) = ((i)1 , . . . , (i)d ) be the
ith multi-index number in some ﬁxed ordering of all d-dimensional multi-indices = (1, . . . , d) ∈ Nd . We can, and
will, assume that this ordering has the property
i < j ⇒ (i)1 + · · · + (i)d (j)1 + · · · + (j)d .
Now deﬁne
i = (i) = (i)1 ⊗ · · · ⊗ (i)d , i1.
Put (NN0 )c = {= (1, 2, . . .) : i ∈ N0, i = 0, in for some n1}. For = (1, 2, . . .) ∈ (NN0 )c, we deﬁne
H() =
∞∏
i=1
hi (〈, i〉),  ∈ (S(Rd))∗.
Fixedn ∈ N, let (S)n1 consist of thosex=
∑
 cH ∈
⊕n
k=1L2()with c ∈ Rn such that‖x‖21,k=
∑
 c
2
(!)2(2N)k
<∞, ∀k ∈ N with c2 = |c|2 =
∑n
k=1 (c
(k)
 )
2 if c = (c(1) , . . . , c(n) ) ∈ Rn, where  is the white noise measure on
(S∗(R),B(S∗(R))), ! =∏∞k=1k! and (2N) =∏j (2j)j for  = (1, 2, . . .) ∈ (NN0 )c,(S(Rd)) and (S(Rd))∗
are the Hida test function space and the Hida distribution space on Rd , respectively.
The space (S)n−1 consists of all formal expansionsX=
∑
 bH with b ∈ Rn such that ‖X‖−1,−q=
∑
 b
2
(2N)−q
<∞ for some q ∈ N. The family of seminorms ‖x‖1,k , k ∈ N gives rise to a topology on (S)n1, and we can regard
(S)n−1 as the dual of (S)n1 by the action
〈X, x〉 =
∑

(b, c)!
and (b, c) is the usual inner product in Rn.
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For X =∑ aH, Y =∑ bH ∈ (S)n−1 with a, b ∈ Rn,
X  Y =
∑
,
(a, b)H+
is called the Wick product of X and Y.
We can prove that the spaces (S(Rd)), (S(Rd))∗, (S)1 and (S)−1 are closed under Wick products.
For X =∑ aH ∈ (S)n−1 with a ∈ Rn, the Hermite transform of X, denoted byH(X) or X˜, is deﬁned by
H(X) = X˜(z) =
∑

az
 ∈ Cn (when convergent),
where z = (z1, z2, . . .) ∈ CN (the set of all sequences of complex numbers) and z = z11 z22 · · · znn · · · for
= (1, 2, . . .) ∈ (NN0 )c.
For X, Y ∈ (S)n−1, by this deﬁnition we have
˜X  Y (z) = X˜(z) · Y˜ (z)
for all z such that X˜(z) and Y˜ (z) exist. The product on the right-hand side of the above formula is the complex bilinear
product between two elements of CN deﬁned by (z11, . . . , z1n) · (z21, . . . , z2n) =
∑n
k=1 z1kz2k , where z
i
k ∈ C.
Let X=∑ aH ∈ (S)n−1. Then the vector c0 = X˜(0) ∈ Rn is called the generalized expectation of X and denoted
by E(X). Suppose that f : V → Cm is an analytic function, where V is a neighborhood of E(X). Assume that the
Taylor series of f around E(X) has coefﬁcients in Rn, then the Wick version f (X) =H−1(f ◦ X˜) ∈ (S)m−1.
The Wick exponential of X ∈ (S)−1 is deﬁned by exp{X} =
∑∞
n=0 Xn/n!. With the Hermite transform the Wick
exponential shows the same algebraic properties as the usual one. For example, exp{X + Y } = exp{X}  exp{Y }.
The modelling consideration leads us to think an SPDE expressed formally as A(t, x, t ,∇x, U,) = 0, where A
is a given function, U = U(t, x,) is the unknown (generalized) stochastic process, and the operators t = /t ,∇x = (/x1, . . . , /xd) when x = (x1, . . . , xd) ∈ Rd . First, we interpret all products as Wick products and all
functions as their Wick versions. We indicate this as
A(t, x, t ,∇x, U,) = 0. (2.1)
Second, we take the Hermite transform of (2.1). This turns Wick products into ordinary products (between complex
numbers) and the equation takes the form
A˜(t, x, t ,∇x, U˜ , z1, z2, . . .) = 0, (2.2)
where U˜ =H(U) is the Hermite transform of U and z1, z2, . . . are complex numbers. Suppose we can ﬁnd a solution
u = u(t, x, z) of the equation A˜(t, x, t ,∇x, u, z) = 0 for each z = (z1, z2, . . .) ∈ Kq(r) for some q, r , where
Kq(r)= {z= (z1, z2, . . .) ∈ CN and∑=0|z|2(2N)q<r2}. Then, under certain conditions, we can take the inverse
Hermite transform U =H−1u ∈ (S)−1 and thereby obtain a solution U of the original Wick equation (2.1). We have
the following theorem, which was proved by Holden et al. [10].
Theorem 2.1. Suppose u(t, x, z) is a solution (in the usual strong, pointwise sense) of Eq. (2.2) for (t, x) in some
bounded open set G ⊂ R × Rd , and for all z ∈ Kq(r), for some q, r . Moreover, suppose that u(t, x, z) and all its
partial derivatives, which are involved in (2.2), are bounded for (t, x, z) ∈ G × Kq(r), continuous with respect to
(t, x) ∈ G for all z ∈ Kq(r) and analytic with respect to z ∈ Kq(r), for all (t, x) ∈ G.
Then there exists U(t, x) ∈ (S)−1 such that u(t, x, z) = (U˜(t, x))(z) for all (t, x, z) ∈ G × Kq(r) and U(t, x)
solves (in the strong sense in (S)−1) Eq. (2.1) in (S)−1.
3. White noise functional solutions of stochastic generalized Hirota–Satsuma coupled KdV equations
In this section, we will use Theorem 2.1 for d = 1 to give white noise functional solutions of (1.2), then the exact
solutions of (1.1) are obtained.
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Taking the Hermite transform of (1.2), we get the deterministic equation⎧⎪⎪⎨
⎪⎪⎩
U˜1t (t, x, z) + A˜(t, z)U˜1x3(t, x, z) + B˜(t, z)U˜1(t, x, z)U˜1x (t, x, z) + C˜(t, z)[U˜2(t, x, z)U˜3(t, x, z)]x = 0,
U˜2t (t, x, z) + F˜ (t, z)U˜2x3(t, x, z) − B˜(t, z)U˜1(t, x, z)U˜2x (t, x, z) = 0,
U˜3t (t, x, z) + F˜ (t, z)U˜3x3(t, x, z) − B˜(t, z)U˜1(t, x, z)U˜3x (t, x, z) = 0,
(3.1)
where z = (z1, z2, . . .) ∈ CN is a parameter. We ﬁrst solve Eq. (3.1).
Put ui(t, x, z)= U˜ i(t, x, z) (i = 1, 2, 3), a(t, z)= A˜(t, z), b(t, z)= B˜(t, z), c(t, z)= C˜(t, z) and f (t, z)= F˜ (t, z).
Now, we use the F-expansion method (see [24]) to give the solutions of (3.1). Suppose the solutions of (3.1) are
as follows:⎧⎪⎨
⎪⎩
u1(t, x, z) = P((t, x, z)),
u2(t, x, z) = Q((t, x, z)),
u3(t, x, z) = R((t, x, z)),
(3.2)
where P(), Q() and R() are functions of  which is deﬁned by
(t, x, z) = (t, z)x + (t, z) + , (3.3)
the functions (t, z), (t, z) will be determined later,  is a constant.
Substituting (3.2) and (3.3) into (3.1), we have⎧⎪⎨
⎪⎩
(t (t, z)x + t (t, z))P ′ + 3(t, z)a(t, z)P ′′′ + (t, z)b(t, z)PP′ + (t, z)c(t, z)[Q′R + QR′] = 0,
(t (t, z)x + t (t, z))Q′ + 3(t, z)f (t, z)Q′′′ − (t, z)b(t, z)PQ′ = 0,
(t (t, z)x + t (t, z))R′ + 3(t, z)f (t, z)R′′′ − (t, z)b(t, z)PR′ = 0.
(3.4)
In (3.4), considering homogeneous balance between P ′′′, PP′ and Q′R+QR′, Q′′′ and PQ′, R′′′ and PR′ in turn, we
can suppose that P(·), Q(·) and R(·) can be expressed in the following form:⎧⎪⎨
⎪⎩
P() = a0 + a1	() + a2	2(), a2 = 0,
Q() = b0 + b1	() + b2	2(), b2 = 0,
R() = c0 + c1	() + c2	2(), c2 = 0,
(3.5)
where ai , bi , ci (i = 0, 1, 2) are constants to be determined later, 	(·) satisﬁes the following equation:
[	′()]2 = q0 + q1	2() + q2	4(). (3.6)
This implies that the following relations hold for 	():⎧⎪⎨
⎪⎩
	′()	′′() = q1	()	′() + 2q2	3()	′(),
	′′() = q1	() + 2q2	3(),
	(3)() = q1	′() + 6q2	2()	′(),
(3.7)
where (t, x, z) is deﬁned by (3.3).
Substituting (3.5) and (3.6) into (3.4) and using the relations (3.7), cancelling 	′ and setting each coefﬁcient of 	j
(j = 1, 2, 3) to zero imply a system of equations for ai, bi, ci(i = 0, 1, 2), (t, z) and (t, z)
[a0a1b(t, z) + b1c0c(t, z) + b0c1c(t, z)](t, z) + a1q1a(t, z)3(t, z) + a1t (t, z)x + a1t (t, z) = 0, (3.8)
[a21b(t, z) + 2a0a2b(t, z) + 2b2c0c(t, z) + 2b1c1c(t, z) + 2b0c2c(t, z)](t, z)
+ 8a2q1a(t, z)3(t, z) + 2a2t (t, z)x + 2a2t (t, z) = 0, (3.9)
[a1a2b(t, z) + b2c1c(t, z) + b1c2c(t, z)](t, z) + 2a1q2a(t, z)3(t, z) = 0, (3.10)
[a22b(t, z) + 2b2c2c(t, z)](t, z) + 12a2q2a(t, z)3(t, z) = 0, (3.11)
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a0b1b(t, z)(t, z) − b1q1f (t, z)3(t, z) − b1t (t, z)x − b1t (t, z) = 0, (3.12)
[a1b1 + 2a0b2]b(t, z)(t, z) − 8b2q1f (t, z)3(t, z) − 2b2t (t, z)x − 2b2t (t, z) = 0, (3.13)
[a2b1 + 2a1b2]b(t, z)(t, z) − 6b1q2f (t, z)3(t, z) = 0, (3.14)
a2b2b(t, z)(t, z) − 12b2q2f (t, z)3(t, z) = 0, (3.15)
a0c1b(t, z)(t, z) − c1q1f (t, z)3(t, z) − c1t (t, z)x − c1t (t, z) = 0, (3.16)
[a1c1 + 2a0c2]b(t, z)(t, z) − 8c2q1f (t, z)3(t, z) − 2c2t (t, z)x − 2c2t (t, z) = 0, (3.17)
[a2c1 + 2a1c2]b(t, z)(t, z) − 6c1q2f (t, z)3(t, z) = 0. (3.18)
In order to get the solutions of Eqs. (3.8)–(3.18), we choose that (t, z)= = 0 is a constant. Then (3.11) and (3.15)
yield that a(t, z), b(t, z), c(t, z) and f (t, z) are linear dependent. This means that A(t), B(t), C(t) and F(t) are also
linear dependent. Let
A(t) = 
1F(t), B(t) = 
2F(t), C(t) = 
3F(t), (3.19)
where 
i (i = 1, 2, 3) are constants.
(I) For a1b1c1 = 0, (3.8)–(3.18) with (3.19) imply
b1c
−1
1 = b2c−12 , a1b1 = 6b2q12
−12 .
Set b1 = c1. We have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a2 = 12q22
−12 , b22 = −[12a2q22
1 + a22
2](2
3)−1,
c22 = −[12a2q22
1 + a22
2](2
3)−1,
(c±1 )
2 = (2
3)−1(44q22
21 + 42a2q2
1
2 + a22
22)[2a2q12(1 − 4
1)
−2
3(b2c0 + b0c2) − a2b−12 (22b2q1(1 − 
2) ± (b0 + c0)(22q2
1 + a2
2))]
·[42q2
1(2q2
1 + a2
2) + 
2(a22
1 + b2c2
3) + b22
2
3]−1,
b±1 = c±1 , a±1 = 6b2q12
−12 (b±1 )−1,
a±0 = [22b2q1(1 − 
2) ± (b0 + c0)(22q2
1 + a2
2)](2b2
2)−1,
t (t, z) = (a±0 
2 − 3q1)f (t, z),
b0, c0, qi(i = 0, 1, 2), ,  and 
i (i = 1, 2, 3) are constants.
(3.20)
Substituting (3.20) into (3.5) implies that, for any z ∈ CN, the general form solutions of (3.1) are the following:⎧⎪⎨
⎪⎩
u1(t, x, z) = a±0 + a±1 	((t, x, z)) + a2	2((t, x, z)),
u2(t, x, z) = b0 + b±1 	((t, x, z)) + b2	2((t, x, z)),
u3(t, x, z) = c0 + c±1 	((t, x, z)) + c2	2((t, x, z))
(3.21)
with
(t, x, z) = x + (a±0 
2 − 3q1)
∫ t
0
f (s, z) ds + . (3.22)
If we can prove that there exist a bounded open set G ⊂ R+ × R, q > 0 and r > 0 such that ui(t, x, z), uit (t, x, z),
uix(t, x, z), u
i
x3
(t, x, z) (i = 1, 2, 3) are uniformly bounded for all (t, x, z) ∈ G × Kq(r), continuous with respect to
(t, x) ∈ G for all z ∈ Kq(r) and analytic with respect to z ∈ Kq(r) for all (t, x) ∈ G. Theorem 2.1 shows that there
existUi(t, x) (i=1, 2, 3) such that ui(t, x, z)=HUi(t, x)(z) (i=1, 2, 3) for all (t, x, z) ∈ G×Kq(r) and thatUi(t, x)
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(i = 1, 2, 3) solve (1.2). From the above, we have that Ui(t, x) (i = 1, 2, 3) are the inverse Hermite transformation of
ui(t, x, z). Hence, (3.21) with (3.22) yields that solutions of (1.2) are⎧⎪⎨
⎪⎩
U1(t, x) = a±0 + a±1 	((t, x)) + a2	2((t, x)),
U2(t, x) = b0 + b±1 	((t, x)) + b2	2((t, x)),
U3(t, x) = c0 + c±1 	((t, x)) + c2	2((t, x))
(3.23)
with
(t, x) = x + (a±0 
2 − 3q1)
∫ t
0
F(s) ds + . (3.24)
For different parameter q0, q1 and q2, the Table 1 of Zhou et al. in [24] shows the solutions for (3.6). Hence we shall
use the Table 1 of Zhou et al. and (3.6) to give two examples for different q0, q1 and q2.
(i) For q0 = 1, q1 = −1 − m2 and q2 = m2, the solution of (3.6) is 	((t, x, z)) = sn(t, x, z). Thus the solutions
of (3.1) are⎧⎪⎨
⎪⎩
u1(t, x, z) = a±0 + a±1 sn(t, x, z) + a2 sn2 (t, x, z),
u2(t, x, z) = b0 + b±1 sn(t, x, z) + b2 sn2 (t, x, z),
u3(t, x, z) = c0 + c±1 sn(t, x, z) + c2 sn2 (t, x, z)
(3.25)
with (t, x, z) being deﬁned by (3.22) for q0 = 1, q1 = −1 − m2 and q2 = m2.
The property of the Jacobian elliptic function sn x (see [15, Chapter 10], in detail) shows that the conditions of
Theorem 2.1 are all satisﬁed. Hence, there are stochastic processes Ui(t, x) (i = 1, 2, 3) which are the inverse Hermite
transformation of ui(t, x, z) (i = 1, 2, 3) such that⎧⎪⎨
⎪⎩
U1(t, x) = a±0 + a±1 sn(t, x) + a2sn2 (t, x),
U2(t, x) = b0 + b±1 sn(t, x) + b2 sn2 (t, x),
U3(t, x) = c0 + c±1 sn(t, x) + c2 sn2 (t, x)
(3.26)
with (t, x) being deﬁned by (3.24) for q0 = 1, q1 = −1 − m2 and q2 = m2.
Put m → 1, we have sn → tanh. Thus, (3.26) becomes⎧⎪⎨
⎪⎩
U1(t, x) = a±0 + a±1 tanh(t, x) + a2[1 − sech2 (t, x)],
U2(t, x) = b0 + b±1 tanh(t, x) + b2[1 − sech2 (t, x)],
U3(t, x) = c0 + c±1 tanh(t, x) + c2[1 − sech2 (t, x)],
(3.27)
where (t, x) is deﬁned by (3.24) with q0 = 1, q1 = −2 and q2 = 1.
ChoosingF(t)=f (t)+Wt , where f (t) is a real bounded or integrable function onR+,Wt =B˙t andBt is a Brownian
motion, we have that Ui(t, x, y) (i = 1, 2, 3) being deﬁned (3.26) resp. (3.27) with
(t, x) = x + (a±0 
2 − 3q1)
(∫ t
0
f (s) ds + Bt
)
+  (3.28)
are solutions of (1.2) with q0 = 1, q1 = −1 − m2 and q2 = m2, resp. q0 = 1, q1 = −2 and q2 = 1.
Since exp{Bt } = exp{Bt − 1/2t2}, the solutions of (1.2) are⎧⎪⎨
⎪⎩
U1(t, x) = a±0 + a±1 sn1(t, x) + a2 sn2 1(t, x),
U2(t, x) = b0 + b±1 sn1(t, x) + b2 sn2 1(t, x),
U3(t, x) = c0 + c±1 sn1(t, x) + c2 sn2 1(t, x),
(3.29)
resp. ⎧⎪⎨
⎪⎩
U1(t, x) = a±0 + a±1 tanh1(t, x) + a2[1 − sech2 1(t, x)],
U2(t, x) = b0 + b±1 tanh1(t, x) + b2[1 − sech2 1(t, x)],
U3(t, x) = c0 + c±1 tanh1(t, x) + c2[1 − sech2 1(t, x)]
(3.30)
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with
1(t, x) = x + (a±0 
2 − 3q1)
(∫ t
0
f (s) ds + Bt − 12 t
2
)
+  (3.31)
for q0 = 1, q1 = −1 − m2 and q2 = m2, resp. q0 = 1, q1 = −2 and q2 = 1.
(ii) For q0 = 1 − m2, q1 = 2m2 − 1 and q2 = −m2 (0<m< 1), we have 	() = cn and⎧⎪⎨
⎪⎩
u1(t, x, z) = a±0 + a±1 cn(t, x, z) + a2 cn2 (t, x, z),
u2(t, x, z) = b0 + b±1 cn(t, x, z) + b2 cn2 (t, x, z),
u3(t, x, z) = c0 + c±1 cn(t, x, z) + c2 cn2 (t, x, z)
(3.32)
with (t, x, z) being deﬁned by (3.22).
The property of the Jacobian elliptic function cn x (see [15, Chapter 10] in detail) shows that the conditions of
Theorem 2.1 are also satisﬁed. Hence, there are stochastic processes Ui(t, x) (i = 1, 2, 3) which are white noise
functionals and the inverse Hermite transformation of ui(t, x, z)(i = 1, 2, 3) such that⎧⎪⎨
⎪⎩
U1(t, x) = a±0 + a±1 cn(t, x) + a2 cn2 (t, x),
U2(t, x) = b0 + b±1 cn(t, x) + b2 cn2 (t, x),
U3(t, x) = c0 + c±1 cn(t, x) + c2 cn2 (t, x)
(3.33)
with (t, x) being deﬁned by (3.24) for q0 = 1 − m2, q1 = 2m2 − 1 and q2 = −m2.
For m → 1, we have cn → sech and (3.33) yields⎧⎪⎨
⎪⎩
U1(t, x) = a±0 + a±1 sech(t, x) + a2 sech2 (t, x),
U2(t, x) = b0 + b±1 sech(t, x) + b2 sech2 (t, x),
U3(t, x) = c0 + c±1 sech(t, x) + c2 sech2 (t, x)
(3.34)
with (t, x) which is deﬁned by (3.24) for q0 = 0, q1 = 1 and q2 = −1.
For F(t) = f (t) + Wt , as the discussion in the case (i) we have that the solutions of (1.2) are the following:⎧⎪⎨
⎪⎩
U1(t, x) = a±0 + a±1 cn1(t, x) + a2 cn2 1(t, x),
U2(t, x) = b0 + b±1 cn1(t, x) + b2 cn2 1(t, x),
U3(t, x) = c0 + c±1 cn1(t, x) + c2 cn2 1(t, x),
(3.35)
resp. ⎧⎪⎨
⎪⎩
U1(t, x) = a±0 + a±1 sech1(t, x) + a2 sech2 1(t, x),
U2(t, x) = b0 + b±1 sech1(t, x) + b2 sech2 1(t, x),
U3(t, x) = c0 + c±1 sech1(t, x) + c2 sech2 1(t, x),
(3.36)
where 1(t, x) is deﬁned by (3.31) with q0 = 1 − m2, q1 = 2m2 − 1, q2 = −m2, resp. q0 = 0, q1 = 1, q2 = −1.
In (3.21)–(3.36), a±0 , a±1 , a2, b0, b±1 , b2, c0, c±1 and c2 are deﬁned by (3.20).
(II) For a1 = b1 = c1 = 0, from (3.8)–(3.18) we have b0b−12 = −c0c−12 for 
3 = 0. Put b0 = c0. We obtain⎧⎪⎨
⎪⎩
a2 = 12q22
−12 , c22 = (a22
2 + 12a2q22
1)(2
3)−1,
b2 = −c2, t (t, z) = a0
2f (t, z),
a0, c0 and  are any constants.
(3.37)
As we do in part (I), the solutions of (1.2) are given by⎧⎪⎨
⎪⎩
U1(t, x) = a0 + 12q22
−12 	2((t, x)),
U2(t, x) = c0 ∓ [(a22
2 + 12a2q22
1)(2
3)−1]1/2	2((t, x)),
U3(t, x) = c0 ± [(a22
2 + 12a2q22
1)(2
3)−1]1/2	2((t, x))
(3.38)
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with
(t, x) = x + a0
2
∫ t
0
F(s) ds + . (3.39)
(i) For q0 = 1, q1 = −1 − m2 and q2 = m2,⎧⎪⎨
⎪⎩
U1(t, x) = a0 + 12m22
−12 sn2 (t, x),
U2(t, x) = c0 ∓ [(a22
2 + 12a2m22
1)(2
3)−1]1/2 sn2 (t, x),
U3(t, x) = c0 ± [(a22
2 + 12a2m22
1)(2
3)−1]1/2 sn2 (t, x),
(3.40)
where (t, x) is deﬁned by (3.39) with q0 = 1, q1 = −1 − m2 and q2 = m2.
Put m → 1, we have sn → tanh. Thus, (3.40) becomes⎧⎪⎨
⎪⎩
U1(t, x) = a0 + 122
−12 [1 − sech2 (t, x)],
U2(t, x) = c0 ∓ [(a22
2 + 12a22
1)(2
3)−1]1/2[1 − sech2 (t, x)],
U3(t, x) = c0 ± [(a22
2 + 12a22
1)(2
3)−1]1/2[1 − sech2 (t, x)]
(3.41)
with (t, x) being deﬁned by (3.39) for q0 = 1, q1 = −2 and q2 = 1.
For F(t) = f (t) + Wt , we have that Ui(t, x) (i = 1, 2, 3) being deﬁned (3.40), resp. (3.41) with
(t, x) = x + a0
2
(∫ t
0
f (s) ds + Bt
)
+  (3.42)
are solutions of (1.2) for q0 = 1, q1 = −1 − m2 and q2 = m2, resp. q0 = 1, q1 = −2 and q2 = 1. And⎧⎪⎨
⎪⎩
U1(t, x) = a0 + 12m22
−12 sn2 1(t, x),
U2(t, x) = c0 ∓ [(a22
2 + 12a2m22
1)(2
3)−1]1/2sn2 1(t, x),
U3(t, x) = c0 ± [(a22
2 + 12a2m22
1)(2
3)−1]1/2sn2 1(t, x),
(3.43)
resp. ⎧⎪⎨
⎪⎩
U1(t, x) = a0 + 122
−12 [1 − sech2 1(t, x)],
U2(t, x) = c0 ∓ [(a22
2 + 12a22
1)(2
3)−1]1/2[1 − sech2 1(t, x)],
U3(t, x) = c0 ± [(a22
2 + 12a22
1)(2
3)−1]1/2[1 − sech2 1(t, x)]
(3.44)
with
(t, x) = x + a0
2
(∫ t
0
f (s) ds + Bt − 12 t
2
)
+  (3.45)
for q0 = 1, q1 = −1 − m2, q2 = m2, resp. q0 = 1, q1 = −2, q2 = 1.
(ii) For q0 = 1 − m2, q1 = 2m2 − 1 and q2 = −m2 (0<m< 1), we obtain⎧⎪⎨
⎪⎩
U1(t, x) = a0 − 12m22
−12 cn2 (t, x),
U2(t, x) = c0 ∓ [(a22
2 − 12a2m22
1)(2
3)−1]1/2 cn2 (t, x),
U3(t, x) = c0 ± [(a22
2 − 12a2m22
1)(2
3)−1]1/2cn2 (t, x)
(3.46)
with (t, x) being deﬁned by (3.39).
For m → 1, Eq.(3.46) becomes⎧⎪⎨
⎪⎩
U1(t, x) = a0 − 122
−12 sech2 (t, x),
U2(t, x) = c0 ∓ [(a22
2 − 12a22
1)(2
3)−1]1/2 sech2 (t, x),
U3(t, x) = c0 ± [(a22
2 − 12a22
1)(2
3)−1]1/2 sech2 (t, x)
(3.47)
with (t, x) which is deﬁned by (3.39) for q0 = 0, q1 = 1 and q2 = −1.
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For F(t) = f (t) + Wt , we have that the solutions of (1.2) are the following:⎧⎪⎨
⎪⎩
U1(t, x) = a0 − 12m22
−12 cn2 1(t, x),
U2(t, x) = c0 ∓ [(a22
2 − 12a2m22
1)(2
3)−1]1/2 cn2 1(t, x),
U3(t, x) = c0 ± [(a22
2 − 12a2m22
1)(2
3)−1]1/2 cn2 1(t, x),
(3.48)
resp. ⎧⎪⎨
⎪⎩
U1(t, x) = a0 − 122
−12 sech2 1(t, x),
U2(t, x) = c0 ∓ [(a22
2 − 12a22
1)(2
3)−1]1/2 sech2 1(t, x),
U3(t, x) = c0 ± [(a22
2 − 12a22
1)(2
3)−1]1/2 sech2 1(t, x)
(3.49)
with1(t, x) being deﬁned by (3.45) for q0 = 1−m2, q1 = 2m2 − 1 and q2 =−m2, resp. q0 = 0, q1 = 1 and q2 =−1.
In (3.37)–(3.49), ai , bi , ci (i = 0, 2) are deﬁned by (3.37).
4. Remark
(i) When (3.5) is replaced by⎧⎪⎨
⎪⎩
P() = a0 + a1	() + a2	2(), a2 = 0,
Q() = b0 + b1	(), b1 = 0,
R() = c0 + c1	(), c1 = 0,
we can get some other solutions of (1.1) and (1.2) as we do in Section 3.
(ii) Let f (t) be a non-random measurable function and
a(t) = 
1f (t), b(t) = 
2f (t), c(t) = 
3f (t)
with 
i (i = 1, 2, 3) being constants. Since g(t, x)= g(t, x) for any non-random measurable function g(t, x), (3.23),
(3.26), (3.27), (3.33), (3.34), (3.38), (3.40), (3.41), (3.46) and (3.47) give the solutions of generalized Hirota–Satsuma
coupled KdV equations with variable coefﬁcients (1.1).
(iii) Since there is a unitary map between the Wiener white noise space and the Poisson white noise space, we can
obtain solutions of the Poissonian SPDEs simply by applying this map to solutions of the corresponding Gaussian
SPDEs.A nice, concise account of this connection was given by Benth and Gjerde in [1] and by Holden et al. in Section
4.9 of [10]. Hence, we can get exact periodic wave solutions of (1.2) in the same way as in the Gaussian case, when
A(t), B(t), C(t) and F(t) are Poissonian white noise functionals.
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