Assume a given sequence of events to be strongly mixing at a polynomial or exponential rate. We show that the conclusion of the Second Borel-Cantelli Lemma holds if the series of the probabilities of the events diverges at a certain rate depending on the mixing rate of the events. An application to necessary moment conditions for the Strong Law of Large Numbers is given.
Introduction
If (A n ) n∈N is a sequence of independent events, then the relation
holds. This is the assertion of the Second Borel-Cantelli Lemma. If the assumption of independence is dropped, (1) fails in general. However, (1) remains true if independence is replaced by pairwise independence (Durrett (1991) , Theorem (6.6) ch. 1) or by uniform mixing (Iosifescu and Theodorescu (1969) Lemma 1.1.2'). Rieders (1993) showed by an example that strong mixing without any further assumption doesn't guarantee the validity of (1). Hence, the fact that Yoshihara's (1979, Theorem 1) Borel-Cantelli Lemma for strongly mixing events requires a condition on the size of the probabilities is not surprising.
This article is intended to give refinements of Rieders' and Yoshihara's statements. Intuitively, one might expect that the less dependent the events are the better relation (1) will fit. Our results confirm this intuition in the following manner:
For a fixed rate of convergence of the strong mixing coefficients of the events A n , we determine how fast the rate of divergence of the series P(A n ) has to be in order to make (1) valid. In the case of decreasing probabilities (Theorem 2.2) this rate is smaller than in the general case (Theorem 4.1 and Proposition 4.3). By Theorem 2.2 we deduce necessary moment conditions (Corollary 2.3) for the Strong Law of Large Numbers in the case of a strongly mixing stationary sequence. These conditions are useful in section 3 to show by an example (Proposition 3.1) that the conclusion of Theorem 2.2 is essentially sharp in the case of a polynomial mixing rate.
Throughout this paper we will denote by [x] the integer part sup{z ∈ Z : z ≤ x} of the real number x, by I(A) the indicator function of the event A and by log + the function log + (x) := log(max(x, e)), where log denotes the natural logarithm.
Decreasing probabilities
First let us specify the mixing coefficients we are dealing with in this and the subsequent section.
Definition 2.1 Let (Z k ) k∈N be any sequence of random variables on a common probability space.
a) The numbers α Z (n), defined for all n ∈ N by
(α Z (n)) and (ᾱ Z (n)) are obviously non-increasing sequences withᾱ Z (n) ≤ α Z (n) for all n. Thusᾱ-mixing is weaker than strong mixing. We will omit the index Z if there is no danger of confusion.
For a sequence (A k ) k∈N of events the corresponding mixing coefficients and mixing properties are defined by considering the random variables Z k := I(A k ). With these notations the main result of this section is as follows:
A m = 1 is implied by either of the following two conditions:
(ii) There exists some b ∈]0, 1[ such that
We are going to prove Theorem 2.2 using some lemmata. But first let us state the announced corollary whose proof will be deferred to the end of the section. Compare the corollary to the Strong Law of Large Numbers for i.i.d. real random variables (X n ) n∈N which can be formulated as "E( |X 1 | ) < ∞ if and only if lim n→∞ 1 n n j=1 X j exists and is finite a.s." Corollary 2.3 Let (X n ) n∈N be a sequence of identically distributed real random variables such that lim n→∞ 1 n n j=1 X j exists and is finite a.s. Then we get the following implications:
In section 3 we will see by an example that implication (ii) cannot be improved essentially.
The proof of Theorem 2.2 is based on the following simple inequality which is closely related to inequality (6) by Tasche (1995) .
Lemma 2.4 Let (A n ) n∈N be a sequence of events with correspondingᾱ-mixing coefficients (ᾱ(m)) m∈N and let k 1 , . . . , k n be any positive integers. Define s 0 := 1 and s j := 1 + j i=1 k i for j = 1, . . . , n. Then for all events B 1 , B 2 , . . . , B sn with B j ∈ σ(A j ) for j = 1, 2, . . . , s n − 1, s n we have
Proof (by induction on n) For n = 0 there isn't anything to show. Suppose that (4) holds for some n ≥ 0. By the definition ofᾱ(k n+1 ) and the induction hypothesis we obtain then P(
which equals the right-hand side of (4) with n replaced by n + 1. 2
The next lemma supplies us with the probabilistic part of the proof of Theorem 2.2.
Lemma 2.5 Let (k n ) n∈N be a sequence of positive integers and let (A n ) and the numbers s j be as in Lemma 2.4. Suppose that
Proof Denote by A the complement of the event A. Thus we have to show that for fixed n ∈ N
Since P
N m=n
A m is non-increasing in N , we only need to prove (5) for an appropriate
Now fix an ε > 0. By assumption there is an integer M such that
The divergence of the series
Therefore we can deduce by Lemma 2.4 lim sup
This yields (5), because ε can be chosen arbitrarily small. 2
For the analytical part of Theorem 2.2 we need the following change-of-variable formula for series which can be proven by means of the integral test. Its proof will be omitted. φ (x) = 0 exists and is finite.
Denote by γ the inverse function of φ and set η := φ(ξ). Then for every positive and non-increasing sequence (a(n)) n∈N the series
a([γ(n)]) converges if and only if the series
Proof of Theorem 2.2 A straightforward application of Lemma 2.6 yields the following implications:
for all a ∈]0, − log b[ .
These observations suggest how to choose k n in Lemma 2.5. First, suppose r > −1 and let
Use Lemma 2.6 with γ(x) := r+1 r+2 ((x + 1) r+2 r+1 − 1) and φ := γ −1 to deduce that for all
As (P(A m )) m∈N is non-increasing, by (8) for all m, n ∈ N the inequality P(A n+[γ(m)] ) ≤ P(A n+sm ) holds. Hence, under conditon (i) Lemma 2.5 together with (6) and (9) ]. Then the same reasoning as in (8) leads to 
and by (10), (7) and Lemma 2.5 it only remains to prove:
By the definition of γ the inequality γ(x) ≥ x a holds for x ≥ 3. Hence, φ(y) ≤ ay for y ≥ φ(3). This in turn implies φ (y) = a log(φ(y)+1) ≥ a log(ay+1) for y ≥ φ(3), and thereby also (11) . 2 Proof of Corollary 2.3 Because the arguments in the other cases are very similar, we confine ourselves to considering the case of condition (ii). Since the random variables X n are identically distributed, the following implication is easily deduced by means of the integral test for every r > −1:
Fix any r > −1 and assume E( |X 1 | r+1 r+2 ) = ∞. Then (12) implies that the se-
X i |, and thus
converge almost surely. This contradiction implies the assertion. 2
An example
We are going to show that Rieders' (1993) example in a slightly modified form can also serve as a counterexample in the situation of Corollary 2.3.
Proposition 3.1 For every r > −1 there exists a sequence (X n ) n∈N of identically distributed real random variables with the following properties:
X i exists and is finite almost surely.
Remark Unfortunately, the example doesn't seem to work in the case of an exponential mixing rate. So the question is still open whether exponential mixing implies the Second Borel-Cantelli Lemma without any specified rate of divergence of P(A i ).
Proof of Proposition 3.1 Fix r > −1 and define a probability distribution (p k ) k∈N on the positive integers by setting
where c is a constant ensuring ∞ k=1 p k = 1. We define the transition probabilities of the Markov chain (Y n ) n∈N by
By Kesten's and O'Brien's (1976) Corollary 1 we know that the strong mixing coefficients α Y (n) satisfy
Let g : N →]0, ∞[ be a non-decreasing function (which will be specified later) and let X n := (−1) Yn g(Y n ) for all n ∈ N. Then (13) implies (i). Define T 0 := inf{ n ≥ 1 :
Then on the event {T 0 < n} the following identity holds a.s.
Since g is positive and non-decreasing we have |
Observe that (R k ) k∈N is i.i.d. with P(R 1 = j) = p j for all j ∈ N. Hence, if we assume (14), this implies the almost sure convergence of 1 n n i=1 X i . So all we have to do in order to obtain (ii) and (iii) is to choose g(k) such that
This is achieved by the choice g(k) := k r+2 . 2
General probabilities
Among the assumptions of Theorem 2.2 the monotonicity of the probabilities appears unnatural when compared to the assumptions of the Second Borel-Cantelli Lemma under independence. Durrett's (1991, Theorem (6.6 ) ch. 1) version of the Lemma suggests a way to avoid this taint and even to get a stronger conclusion. The price to be paid for the improvement are higher rates of divergence of P(A n ) under comparable mixing conditions.
Notations For any sequence (A n ) n∈N of events in a common probability space and all n ∈ N let
These coefficients are 2-dimensional analogues of the well-known strong mixing and uniform mixing coefficients and are obviously dominated by them. The idea of the proof of parts b) and c) of the following theorem has been suggested by Rio's (1993) proof of his Theorem 1.1 (a).
Theorem 4.1 Let (A n ) n∈N be a sequence of events in a common probability space. on the mixing coefficients and the probabilities resp. of the events. These conditions are slightly stronger than our conditions. Concerning the probabilities this can be shown by a short calculation. For the comparison of the conditions on the mixing coefficients see Rio (1993, pp. 592/593) .
2) If lim n→∞
Sn cn = 1 in probability, then lim k→∞ Sn k cn k = 1 a.s. for some subsequence and therefore P( ∞ n=1 ∞ m=n A m ) = 1. Nevertheless, the question is interesting whether the conclusion in b) and c) can be sharpened to almost sure convergence. Also, we have to ask whether the rate condition on the mixing coefficients in a) is really necessary. In Proposition 4.2 and Proposition 4.3 we provide partial answers to these questions.
3) Concerning the rate of divergence of P(A n ) the conditions in b) and c) are obviously stronger than the corresponding conditions in Theorem 2.2. To get an intuition for the gap, observe that in the case of non-increasing probabilities the con-
4) It would be nice to find a sequence of strongly mixing events A m such that P(
Sn cn doesn't converge in probability.
Proof of Theorem 4.1 We follow as far as possible Durrett's (1991, p. 44) proof. For all n ∈ N and all δ > 0 Chebyshev's inequality implies
and the rest of the proof is the same as in Durrett's book.
ad b) By (15), to get the desired convergence in probability we have to show
The first term is well-mannered, since
Concerning the second term on the right-hand side of (17), note that
This implies
Since ∞ n=1 n t γ(n) < ∞, we have
By (19), this yields
Together with (17) and (18) this implies equation (16).
ad c) Again we have to prove (16).
The definition of m k leads to
Combining (21) with (20) implies
, which tends to 0 as n → ∞, since lim n→∞ log n c n = 0 by assumption. This completes the proof. 2
Up to now, we have proved our results by elementary computations. In order to give an impression of what can be reached by invoking general limit theorems, we finish our considerations with two further results on the a. s. convergence of Sn cn . The first proposition is based on ideas from Blum et al. (1963) and their concept of * -mixing.
Proposition 4.2 Let (A n ) n∈N be a sequence of events such that
and suppose lim
. Without loss of generality assume b n > 0 for all n ∈ N. Our mixing assumption implies that equation (2.22) from Hall and Heyde (1980, p. 40 ) is satisfied (with f (n) :=ψ(n)). Hence, by Hall's and Heyde's Theorem 2.20 the assertion will follow if we show that
The first relation is obvious. For the second we compute
.
Letting N → ∞ yields the desired inequality. 2
Our last proposition is based on a recent result of Rio (1995) on a.s. convergence of strongly mixing sequences of square integrable random variables. Proposition 4.3 Let (A n ) n∈N be a sequence of events such that
for some t ≥ 0. Suppose that theᾱ-mixing coefficients of (A n ) (cf. Def. 2.1) satisfy
Remarks 1) In the proof of Proposition 4.2 we had to show
For large t condition (22) is very similar to this inequality, but it does not follow from
2) There is no clear hierarchy between Theorem 4.1 b) and Proposition 4.3. For t = 0 the condition lim n→∞ n − 1 t+2 c n = ∞ is implied by (22). However, for t ∈ N choose P(A n ) = 1, if n = k t+2 for some k ∈ N 0, otherwise to see that this implication fails in general. Conversely, the example P(A n ) = log n n t+1 t+2 shows that (22) does not follow from lim n→∞ n
3) If the sequence (P(A n )) n∈N is non-increasing, for every t ≥ 0 condition (2) of Theorem 2.2 is implied by the assumptions of Proposition 4.3. Indeed, by Kronecker's Lemma condition (22) implies
for every n ∈ N, it follows ∞ n=1 P(A n ) t+2 t+1 = ∞, which in turn implies
Proof of Proposition 4.3 Define the random variables X n and the numbers b n for n ∈ N as in the proof of Proposition 4.2. The assertion will be implied by Kronecker's Lemma, if we prove a.s. convergence of the series ∞ n=1 Xn bn . To get this convergence we are going to examine the assumptions of Rio's (1995) Corollary 1. In his paper, Rio only uses the notion of strong mixing. However, a careful inspection of his Lemma 1 reveals that in Corollary 1 the assumption on the strong mixing coefficients can be replaced by the same assumptions on theᾱ-mixing coefficients. Thus we have to show (n + 1) tᾱ (n) , for all N ∈ N. Concerning the case t = 0, observe that Q i (x) ≤ 1 and therefore
