Summary. A singularly perturbed linear system of second order ordinary differential equations of reaction-diffusion type with given boundary conditions is considered. The leading term of each equation is multiplied by a small positive parameter. These parameters are assumed to be distinct. The components of the solution exhibit overlapping layers. Shishkin piecewise-uniform meshes are introduced, which are used in conjunction with a classical finite difference discretisation, to construct two numerical methods for solving this problem. It is proved that the numerical approximations obtained with these methods are essentially first, respectively second, order convergent uniformly with respect to all of the parameters.
Introduction
The following two-point boundary value problem is considered for the singularly perturbed linear system of second order differential equations − Eu ′′ (x) + A(x)u(x) = f (x), x ∈ (0, 1), u(0) and u(1) given. (1) Here u is a column n − vector, E and A(x) are n × n matrices, E = diag(ε), ε = (ε 1 , · · · , ε n ) with 0 < ε i ≤ 1 for all i = 1, . . . , n. The ε i are assumed to be distinct and, for convenience, to have the ordering ε 1 < · · · < ε n . For all x ∈ [0, 1] it is assumed that the components a ij (x) of A(x) satisfy the inequalities
|a ij (x)| for 1 ≤ i ≤ n, and a ij (x) ≤ 0 for i = j (2) and, for some α,
Wherever necessary the required smoothness of the problem data is assumed. It is also assumed, without loss of generality, that
The norms V = max 1≤k≤n |V k | for any n-vector V, y = sup 0≤x≤1 |y(x)| for any scalar-valued function y and y = max 1≤k≤n y k for any vectorvalued function y are introduced. Throughout the paper C denotes a generic positive constant, which is independent of x and of all singular perturbation and discretization parameters. Furthermore, inequalities between vectors are understood in the componentwise sense.
For a general introduction to parameter-uniform numerical methods for singular perturbation problems, see [1] , [2] and [4] . Parameter-uniform numerical methods for various special cases of (1) are examined in, for example, [5] , [6] and [7] . For (1) itself parameter-uniform numerical methods of first and second order are considered in [8] . However, the present paper differs from [8] in two important ways. First of all, the meshes, and hence the numerical methods, used are different from those in [8] ; the transition points between meshes of differing resolution are defined in a similar but different manner. The piecewise-uniform Shishkin meshes M b in the present paper have the elegant property that they reduce to uniform meshes whenever b = 0. Secondly, the proofs of essentially first and second order parameter-uniform convergence do not require the use of Green's function techniques, as is the case in [8] . The significance of this is that it is more likely that such techniques can be extended in future to problems in higher dimensions and to nonlinear problems, than is the case for proofs depending on Green's functions. It is also satisfying, and appropriate in this special issue, to be able to demonstrate that the methods of proof pioneered by G. I. Shishkin can be extended successfully to problems of this kind. The plan of the paper is as follows. In the next section both standard and novel bounds on the smooth and singular components of the exact solution are obtained. The sharp estimates for the singular component in Lemma 5 are proved by mathematical induction, while an interesting ordering of the points x i,j is established in Lemma 6. In Section 3 appropriate piecewise-uniform Shishkin meshes for essentially first order numerical methods are introduced, the discrete problem is defined and the discrete maximum principle and discrete stability properties are established. In Section 4 an expression for the local truncation error is found and two distinct standard estimates are stated. In Section 5 parameter-uniform estimates for the local truncation error of the smooth and singular components are obtained in a sequence of lemmas. The section culminates with the statement and proof of the essentially first order parameter-uniform error estimate. In the final section an outline of the construction and error estimation of an essentially second order parameteruniform numerical method is presented.
Analytical results
The operator L satisfies the following maximum principle Lemma 1. Let A(x) satisfy (2) and (3). Let ψ be any function in the domain of L such that ψ(0) ≥ 0 and ψ(1) ≥ 0. Then Lψ(x) ≥ 0 for all
Proof. Let i * , x * be such that ψ i * (x * ) = min i,x ψ i (x) and assume that the lemma is false. Then ψ i * (x * ) < 0 . From the hypotheses we have x * ∈ {0, 1} and ψ
which contradicts the assumption and proves the result for L.
LetÃ(x) be any principal sub-matrix of A(x) andL the corresponding operator. To see that anyL satisfies the same maximum principle as L, it suffices to observe that the elements ofÃ(x) satisfy a fortiori the same inequalities as those of A(x). We remark that the maximum principle is not necessary for the results that follow, but it is a convenient tool in their proof.
Lemma 2. Let A(x) satisfy (2) and (3). If ψ is any function in the domain of L, then for each i, 1 ≤ i ≤ n,
Proof. Define the two functions
where e = (1, . . . , 1) T is the unit column vector. Using the properties of A it is not hard to verify that θ
A standard estimate of the exact solution and its derivatives is contained in the following lemma. (2) and (3) and let u be the exact solution of (1). Then, for each i = 1 . . . n, all x ∈ [0, 1] and k = 0, 1, 2, 
and it follows that |u
and so
from which the required bound follows. Rewriting and differentiating the differential equation gives u
, and the bounds on u
The reduced solution u 0 of (1) 
Proof. The bound on v is an immediate consequence of the defining equations for v and Lemma 2. The bounds on v ′ and v ′′ are found as follows. Differentiating twice the equation for v, it is not hard to see that v ′′ satisfies
Also the defining equations for v yield at x = 0, x = 1
Applying Lemma 2 to v ′′ then gives
Choosing i * , x * , such that 1 ≤ i * ≤ n, x * ∈ (0, 1) and
and using a Taylor expansion it follows that, for any y ∈ [0, 1 − x * ] and some η, x * < η < x * + y,
Rearranging (7) yields
and so, from (6) and (8), Using (9), (5) and the bound on v yields
Choosing y = min( 
The following elementary properties of these layer functions, for all 1 ≤ i < j ≤ n and 0 ≤ x < y ≤ 1, should be noted:
Bounds on the singular components w l , w r of u and their derivatives are contained in (2) and (3).Then there exists a constant C, such that, for each x ∈ [0, 1] and i = 1, . . . , n,
Analogous results hold for w r i and its derivatives.
Proof. First we obtain the bound on w l . We define the two functions
which leads to the required bound on w l . Assuming, for the moment, the bounds on the first derivatives w l,′ i , the system of differential equations satisfied by w l is differentiated to get
The required bounds on the w i , for which the following mathematical induction argument is used. It is assumed that the bounds hold for all systems up to order n − 1. It is then shown that the bounds hold for order n. The induction argument is completed by observing that the bounds for the scalar case n = 1 are proved in [1] .
It is now shown that under the induction hypothesis the required bounds hold for w n . It is also not hard to verify that Lw l,′ = −A ′ w l . Using these results, the inequalities ε i < ε n , i < n, and the properties of A, it follows that the two barrier functions θ
satisfy the inequalities θ ± (0) ≥ 0, θ ± (1) ≥ 0, and Lθ ± ≥ 0. It follows from Lemma 1 that θ ± ≥ 0 and in particular that its n th component satisfies 
Applying Lemma 4 to q and using the bounds on the inhomogeneous term g and its derivative g ′ , it follows that |q
εn . Using mathematical induction, assume that the result holds for all systems with n − 1 equations. Then Lemma 5 applies to r and so, for i = 1, . . . , n − 1,
Combining the bounds for the derivatives of q i and r i , it follows that
Thus, the bounds on w 
It is remarked that
In the next lemma it is shown that the points x i,j exist, are uniquely defined, lie in the domain [0,
In addition the following ordering holds
Analogous results hold for the B Proof. Existence, uniqueness and (13) follow from the observation that √ ε i < √ ε j , for i < j, and the ratio of the two sides of (11), namely
is monotonically decreasing from the value √ εj √ εi > 1 as x increases from 0. The point x i,j is the unique point x at which this ratio has the value 1. Rearranging (11) gives
Using the hypotheses it follows that
as required.
To prove (14), returning to (15) and writing ε k = exp(−p k ), for some p k > 0 and all k, it follows that
The inequality x i,j < x i+1,j is equivalent to
which can be written in the form
With a = p i − p j and b = p i+1 − p j it is not hard to see that a > b > 0 and a − b = p i − p i+1 . Moreover, the previous inequality is then equivalent to
which is true because a > b and proves the first part of (14). The second part is proved by a similar argument.
The analogous results for the B is now constructed by dividing the interval [0, 1] into 2n + 1 sub-intervals as follows
The n transition parameters, which determine the points separating the uniform meshes, are defined by
and for i = 1, . . . , n − 1
Clearly
Then, on the sub-interval (σ n , 1−σ n ] a uniform mesh with 
Writing δ j = x j+1 − x j−1 note that, on any M b ,
and
Furthermore,
To verify (22) note that if
and the result follows from
The discrete two-point boundary value problem is now defined on any mesh M b by the finite difference method
This is used to compute numerical approximations to the exact solution of (1) . Note that (23) can also be written in the operator form
where
and δ 2 , D + and D − are the difference operators
with h j = h j + h j+1 2 , h j = x j − x j−1 . The following discrete results are analogous to those for the continuous case.
Lemma 7. Let A(x) satisfy (2) and (3). Then, for any mesh function Ψ, the inequalities
Proof. Let i * , j * be such that Ψ i * (x j * ) = min i,j Ψ i (x j ) and assume that the lemma is false. Then Ψ i * (x j * ) < 0 . From the hypotheses we have j * = 0, N and
which is a contradiction, as required.
An immediate consequence of this is the following discrete stability result. (2) and (3). Then, for any mesh function Ψ,
where e = (1, . . . , 1) is the unit vector. Using the properties of A it is not hard to verify that
The local truncation error
From Lemma 8, it is seen that in order to bound the error ||U − u|| it suffices to bound L N (U − u). But this expression satisfies
which is the local truncation of the second derivative. Then
and so, by the triangle inequality, Thus, the smooth and singular components of the local truncation error can be treated separately. In view of this it is noted that, for any smooth function ψ, the following two distinct estimates of the local truncation error of its second derivative hold
Error estimate
The smooth component of the local truncation error is estimated in the following lemma.
Lemma 9. Let A(x) satisfy (2) and (3). Then, for each i = 1, . . . , n and j = 1, . . . , N − 1, we have
Proof. Using (26), Lemma 4 and (20) it follows that
For the singular component a similar estimate is needed, but in the proof the different types of mesh must be distinguished. The following preliminary lemmas are required.
Lemma 10. Let A(x) satisfy (2) and (3). Then, for each i = 1, . . . , n and j = 1, . . . , N , on each mesh M b , the following estimate holds
Proof. From (26) and Lemma 5, it follows that
In what follows second degree polynomials of the form
are used, where θ denotes a pair of integers separated by a comma.
Lemma 11. Let A(x) satisfy (2) and (3). Then, for each i = 1, . . . , n, j = 1, . . . , N and k = 1, . . . , n − 1, on each mesh M b with b k = 1, there exists a decomposition
for which the following estimates hold for each m, 1 ≤ m ≤ k,
Analogous results hold for the w r i and their derivatives.
Proof. To establish the bounds on the third derivatives it is seen that: for x ∈ [x k,k+1 , 1], Lemma 5 and x ≥ x k,k+1 imply that
], Lemma 5 and x ≤ x k,k+1 imply that
and for each m = k, . . . , 2, it follows that
for x ∈ [0, x m−1,m ], Lemma 5 and x ≤ x m−1,m imply that
For the bounds on the second derivatives note that, for each m,
Finally, since
using (26) on the last term and (25) on all other terms on the right hand side, it follows that
The desired result follows by applying the bounds on the derivatives in the first part of this lemma.
The proof for the w r i and their derivatives is similar.
Lemma 12. Let A(x) satisfy (2) and (3). Then, for each i = 1, . . . , n and j = 1, . . . , N , on each mesh M b the following estimate holds
An analogous result holds for w r .
Proof. From (25) and Lemma 5, for each i = 1, . . . , n and j = 1, . . . , N, it follows that
Using the above preliminary lemmas on appropriate subintervals, the desired estimate of the singular components of the local truncation error are proved in the following lemma.
Lemma 13. Let A(x) satisfy (2) and (3). Then, for each i = 1, . . . , n and j = 1, . . . , N , the following estimate holds
Proof. Since w = w l + w r , it suffices to prove the result for w l and w r separately. Here it is proved for w l . A similar proof holds for w r . Stepping out from the origin each subinterval is treated separately. First, consider x ∈ (0, σ 1 ). Then, on each mesh M b , δ j ≤ CN −1 σ 1 and the result follows from (21) and Lemma 10. Secondly, consider x ∈ (σ 1 , σ 2 ), then σ 1 ≤ x j−1 and δ j ≤ CN Proof. This follows immediately by applying Lemmas 9 and 13 to (24) and using Lemma 8.
An essentially second order method
In this section it is shown that a simple modification to the Shishkin mesh constructed above leads to an essentially second order parameter-uniform numerical method for (1). The finite difference operator is the same as for the first order method; the Shishkin piecewise uniform mesh is modified by choosing a different set of transition parameters. Instead of (16) and (17) the following parameters are used
The proof that the resulting numerical method is essentially second order parameter-uniform is similar to the above and is based on an extension of the techniques employed in [3] . It is assumed henceforth that the problem data satisfy additional smoothness conditions, as required.
It is first noted that, with the definitions (27), (28), (19) is replaced by 
From their construction, it is clear that the above Shishkin meshes are locally uniform everywhere, except at the points x j = τ k where k ∈ I b and I b = {k :
To estimate the smooth component of the error, note that the estimate in Lemma 9 can be modified to
Now introduce the mesh function Φ where, for each 1 ≤ i ≤ n,
where θ = k∈I b θ k and, for k ∈ I b , θ k is the piecewise constant polynomial
It follows that
Considering the cases ε i ≥ N −1 and ε i < N −1 separately, choosing C ′ sufficiently small, comparing (32) with (31) and applying the discrete maximum principle to the barrier functions
gives the following estimate
