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Spaces of Singular Matrices and Matroid Parity
BOAZ GELBORD AND ROY MESHULAM
Let V be a linear space of even dimension n over a field F of characteristic 0. A subspace W ⊂ ∧2V
is maximal singular if rank(w) ≤ n − 1 for all w ∈ W and any W $ W ′ ⊂ ∧2V contains a
nonsingular matrix.
It is shown that if W ⊂ ∧2V is a maximal singular subspace which is generated by decomposable
elements then dim W ≥ 3n2 − 3 and that this bound is sharp. The main tool in the proof is the Lova´sz
Matroid Parity Theorem.
c© 2002 Elsevier Science Ltd. All rights reserved.
1. INTRODUCTION
Let F n denote the n-dimensional coordinate space over a field F and let Mn(F) denote the
space of n × n matrices over F. The linear span of a set of vectors S is denoted by 〈S〉. For a
subset M ⊂ Mn(F) let ρ(M) = max{rankA : A ∈ M}.
A linear subspace W ⊂ Mn(F) is a k-space if ρ(W ) ≤ k. k-spaces have been studied
extensively both for their own interest and in connection with various geometrical problems
(see e.g., [1–3, 5]). Flanders [7] showed that if the field F is sufficiently large then the max-
imal dimension of a k-space in Mn(F) is kn, and equality holds only for W = E ⊗ F n or
W = F n ⊗ E where E is a k-dimensional subspace of F n . A simple connection between
k-spaces and graph matchings [14] provides an alternative proof of Flanders’ result which
is valid over arbitrary fields. Extensions of this combinatorial approach to bounded rank
subspaces of (skew-)symmetric matrices, Toeplitz matrices and alternating tensors are given
in [4, 8, 10, 15].
While much is known concerning the structure of k-spaces of dimension close to the maxi-
mum kn (see e.g., [2, 3]), the situation is less clear in the general case even when k = n−1. A
linear subspace W ⊂ Mn(F) is singular if ρ(W ) ≤ n − 1. A singular subspace W ⊂ Mn(F)
is maximal singular if any subspace W $ W ′ ⊂ Mn(F) contains a nonsingular matrix.
Fillmore, Laurie, and Radjavi [6] gave examples of n-dimensional maximal singular sub-
spaces of Mn(F) and showed that for n ≤ 4 these examples are of minimum dimension.
In this paper we note the relevance of matroid theory to the study of maximal singular spaces
which are generated by low rank matrices. In Section 2 we use the Edmonds Matroid Intersec-
tion Theorem to give a short proof of the following result which was obtained independently
by Kalai [9]:
PROPOSITION 1.1. The minimal dimension of a maximal singular subspace W ⊂ Mn(F)
which is generated by rank 1 matrices is
⌊ 3n2−2n
4
⌋
.
In Section 3 we deal with singular subspaces of skew-symmetric matrices. Let V be a linear
space of even dimension n over a field F of characteristic 0. We identify the skew-symmetric
n × n matrices over F with the exterior product ∧2V . An element w ∈ ∧2V is decomposable
if w = u ∧ v for some u, v ∈ V . Our main result is the following:
THEOREM 1.2. The minimal dimension of a maximal singular subspace W ⊂ ∧2V which
is generated by decomposable elements is 3n2 − 3.
The main tool in the proof is the Lova´sz Matroid Parity Theorem [11].
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2. SUBSPACES SPANNED BY RANK ONE MATRICES
We begin with the following combinatorial description of the maximal rank in a subspace
generated by rank 1 matrices:
CLAIM 2.1. Let x1, . . . , xt , y1, . . . , yt be vectors in F n , and let
W = 〈x1 ⊗ y1, . . . , xt ⊗ yt 〉.
Then
ρ(W ) = min
I∪J=[t]{dim〈xi : i ∈ I 〉 + dim〈y j : j ∈ J 〉}. (1)
PROOF. Let w =∑ti=1 αi xi ⊗ yi ∈ W . For any I ⊂ [t] = {1, . . . , t}
rank(w) ≤ rank
(∑
i∈I
αi xi ⊗ yi
)
+ rank
∑
j∈ I¯
α j x j ⊗ y j

≤ dim〈xi : i ∈ I 〉 + dim〈y j : j ∈ I¯ 〉 ,
where I¯ = [t] − I . This shows the ≤ part of (1). For the other direction let
k = min
I∪J=[t]{dim〈xi : i ∈ I 〉 + dim〈y j : j ∈ J 〉}.
By the Edmonds Matroid Intersection Theorem (see e.g., Theorem 1.3.17 in [12]), there exists
a K ⊂ [t] such that {xi : i ∈ K }, {y j : j ∈ K } are both linearly independent and |K | = k.
Let A =∑i∈K xi ⊗ yi then rankA = k. 2
PROOF OF PROPOSITION 1.1. Let W ⊂ Mn(F) be a maximal singular space generated by
rank-one matrices x1 ⊗ y1, . . . , xt ⊗ yt . By maximality ρ(W ) = n − 1, hence by Claim 2.1
there exists a partition I ∪˙J = [t] such that
dim〈xi : i ∈ I 〉 = a
dim〈y j : j ∈ J 〉 = b
and a + b = n − 1. Let U = 〈xi : i ∈ I 〉, V = 〈y j : j ∈ J 〉 and W ′ = U ⊗ F n + F n ⊗ V .
Clearly W ⊂ W ′ and
ρ(W ′) ≤ ρ(U ⊗ F n)+ ρ(F n ⊗ V ) = a + b = n − 1.
By maximality it follows that W = W ′ hence
dim W = an + bn − ab = n(n − 1)− ab
≥ n(n − 1)−
⌊
n − 1
2
⌋⌈
n − 1
2
⌉
=
⌊
3n2 − 2n
4
⌋
.
The following example shows that this bound is tight: let
W =
{
(ai j ) ∈ Mn(F) : ai j = 0 if 1 ≤ i ≤
⌈
n + 1
2
⌉
and 1 ≤ j ≤
⌈
n
2
⌉}
then W is a maximal singular space of dimension
⌊ 3n2−2n
4
⌋
. 2
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3. SUBSPACES GENERATED BY DECOMPOSABLES
In this section we first prove the lower bound in Theorem 1.2 and then give an example
which attains this bound.
3.1. The lower bound. We recall the Lova´sz Matroid Parity Theorem [11]. Let L be a finite
family of 2-dimensional linear subspaces of V . A subfamily L′ ⊂ L is called independent if
dim
∑
L∈L′
L = 2|L′|.
Let ı(L) = max{|L′| : L′ ⊂ L , L′ independent }. Lova´sz [11] obtained the following deep
characterization of ı(L):
THEOREM 3.1. For any finite family L of 2-dimensional subspaces there exist linear sub-
spaces A, A1, . . . , Ak ⊂ V such that
(1) A ⊂ A1, . . . , Ak .
(2) For every L ∈ L either L ∩ A 6= 0 or L ⊂ Ai for some i .
(3)
ı(L) = dim A +
k∑
i=1
⌊
dim Ai − dim A
2
⌋
. 2
Theorem 3.1 implies a min–max characterization of the maximal rank in a subspace of ∧2V
generated by decomposable elements. For subsets S, T ⊂ V , let S ∧ T = 〈s ∧ t : s ∈ S,
t ∈ T 〉. For w ∈ ∧2V , let E(w) ⊂ V denote the image of w as a linear transformation on V .
Alternatively E(w) is the minimal E ⊂ V such that w ∈ ∧2 E .
THEOREM 3.2. Let W ⊂ ∧2V with W = 〈xi ∧ yi : 1 ≤ i ≤ t〉. Then
ρ(W ) = min
{
2 dim A + 2
k∑
i=1
⌊
dim Bi
2
⌋}
(2)
where the minimum ranges over all subspaces A, B1, . . . , Bk ⊂ V such that
W ⊂ A ∧ V +
k∑
i=1
∧2 Bi .
PROOF. Suppose A, B1, . . . , Bk ⊂ V satisfy W ⊂ A ∧ V +∑ki=1 ∧2 Bi . Then
ρ(W ) ≤ ρ(A ∧ V )+
k∑
i=1
ρ(∧2 Bi )
≤ 2 dim A + 2
k∑
i=1
⌊
dim Bi
2
⌋
proving the easy direction of (2).
Suppose now that W ⊂ ∧2V satisfies ρ(W ) = 2r . Let {w1, . . . , wm} be a basis of W , where
wi = xi ∧ yi for 1 ≤ i ≤ m. Let L i = 〈xi , yi 〉 and let L = {L i : 1 ≤ i ≤ m}.
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CLAIM 3.3. ı(L) = r
PROOF. If {L i : i ∈ I } is independent then rank
(∑
i∈I wi
) = 2|I | ; hence ı(L) ≤ r .
For the other direction, if w ∈ W satisfies rank(w) = 2r then w = ∑ri=1 ui ∧ vi where
u1, . . . , ur , v1, . . . , vr are linearly independent. Therefore
w∧r = w ∧ · · · ∧ w = r ! u1 ∧ v1 ∧ · · · ∧ ur ∧ vr 6= 0.
On the other hand, writing w =∑mi=1 ci xi ∧ yi we obtain
w∧r = r !
∑
1≤i1<···<ir≤m
 r∏
j=1
ci j
 xi1 ∧ yi1 ∧ · · · ∧ xir ∧ yir .
It follows that {xi1 , yi1 , . . . , xir , yir } is linearly independent for some 1 ≤ i1 < · · · < ir ≤ m ;
hence ı(L) ≥ r . 2
By Claim 3.3 and Theorem 3.1 there exist subspaces A ⊂ A1, . . . , Ak ⊂ V such that for
every L ∈ L either L ∩ A 6= 0 or L ⊂ Ai for some i , and
dim A +
k∑
i=1
⌊
dim Ai − dim A
2
⌋
= r.
For each 1 ≤ i ≤ k choose a Bi ⊂ Ai such that A ⊕ Bi = Ai . The proof of Theorem 3.2 then
follows from
CLAIM 3.4. W ⊂ A ∧ V +∑ki=1 ∧2 Bi .
PROOF. Consider L = 〈x, y〉 ∈ L. If L ∩ A 6= 0 then x ∧ y ∈ A ∧ V . Otherwise L ⊂ Ai
for some i so that x = a1 + b1, y = a2 + b2 where a1, a2 ∈ A and b1, b2 ∈ Bi . Hence
x ∧ y = (a1 +b1)∧ (a2 +b2) = (a1 ∧a2 +a1 ∧b2 +b1 ∧a2)+b1 ∧b2 ∈ A∧V +∧2 Bi . 2
We proceed to prove Theorem 1.2. Let W ⊂ ∧2V be a maximal singular space which is
generated by decomposable elements. By Theorem 3.2 and the maximality assumption there
exist subspaces A, B1, . . . , Bk with dim A = a and dim Bi = bi for 1 ≤ i ≤ k such that
W = A ∧ V +
k∑
i=1
∧2 Bi (3)
and
2a + 2
k∑
i=1
⌊
bi
2
⌋
= n − 2. (4)
Choose A, B1, . . . , Bk which satisfy (3) and (4) such that
∑k
i=1 bi is minimal. We show
that (3) is in fact a direct sum:
PROPOSITION 3.5.
W = A ∧ V ⊕
k⊕
i=1
∧2 Bi .
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PROOF. We first note that all bi ’s are odd. Suppose to the contrary that dim B1 is even.
Choose 0 6= z ∈ B1 and let B ′1 be a direct complement of 〈z〉 in B1. Let A′ = 〈A, z〉 and let
B ′i = Bi for 2 ≤ i ≤ k. Then
W = A ∧ V +
k∑
i=1
∧2 Bi ⊂ A′ ∧ V +
k∑
i=1
∧2 B ′i
and 2 dim A′ + 2∑ki=1 ⌊ dim B′i2 ⌋ = n − 2. This contradicts the minimality of ∑ki=1 bi since∑k
i=1 dim B ′i <
∑k
i=1 bi . Write bi = 2di + 1 ≥ 3 for 1 ≤ i ≤ k.
By maximality there exists a w ∈ W with rank w = n − 2. Let w = ∑ki=0 wi where
w0 ∈ A∧V and wi ∈ ∧2 Bi for i ≥ 1. Let Ui = E(wi ) then U0 ⊃ A, dim Ui = rank wi = 2di
for i ≥ 1, and A +∑ki=1 Ui is a direct sum. We need the following two simple observations.
CLAIM 3.6. Suppose U ⊂ B ⊂ V and dim U = dim B − 1. If w ∈ ∧2 B and rank w = 2r
then there exists an r-dimensional subspace U ′ ⊂ U such that w ∈ U ′ ∧ B.
PROOF. Let w =∑ri=1 xi ∧ yi and let 0 6= u′i ∈ 〈xi , yi 〉 ∩ U . Then U ′ = 〈u′1, . . . , u′r 〉 is
the required subspace. 2
CLAIM 3.7. Let V1, . . . , Vl be subspaces of V such that V ′ = ∑li=1 Vi is a direct sum.
Suppose 0 6= zi ∈ Vi ∧ V satisfy ∑li=1 zi = 0 then E(zi ) ⊂ V ′ for all 1 ≤ i ≤ l.
PROOF. Write zi = ∑sij=1 xi j ∧ yi j where {xi j }sij=1 ⊂ Vi is linearly independent and
{yi j }sij=1 ⊂ V . Since X = {xi j : 1 ≤ i ≤ l , 1 ≤ j ≤ si } is linearly independent and
l∑
i=1
si∑
j=1
xi j ∧ yi j =
l∑
i=1
zi = 0
it follows by Cartan’s Lemma (see e.g., [13]) that yi j ∈ 〈X〉 ⊂ V ′ for all i, j ; hence E(zi ) ⊂
〈xi j , yi j : 1 ≤ j ≤ si 〉 ⊂ V ′ for all i . 2
We return to the proof of Proposition 3.5. Suppose, for a contradiction, that there exists a
nontrivial dependency w′ +∑i∈I w′i = 0 where w′ ∈ A ∧ V and 0 6= w′i ∈ ∧2 Bi for
i ∈ I ⊂ [k]. Let rank w′i = 2ri , then by Claim 3.6 there exist subspaces U ′i ⊂ Ui with
dim U ′i = ri such that w′i ∈ U ′i ∧ Bi . It follows from Claim 3.7 that for all i ∈ I
E(w′i ) ⊂ A +
∑
j∈I
U ′j ;
hence
dim
(
E(w′i ) ∩
(
A +
∑
j∈I−{i}
U j
))
≥ dim
(
E(w′i ) ∩
(
A +
∑
j∈I−{i}
U ′j
))
≥ dim E(w′i )− dim U ′i = ri > 0.
Since Ui ∩
(
A+∑ j∈I−{i} U j ) = 0 we conclude that E(w′i ) 6⊂ Ui and therefore Ui +E(w′i ) =
Bi for all i ∈ I . Let C =∑ j∈I U j then
Bi = Ui + E(w′i ) ⊂ A + C
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for all i ∈ I . It follows that
W = A ∧ V +
k∑
i=1
∧2 Bi ⊂ A ∧ V +∧2C +
∑
i 6∈I
∧2 Bi = W ′.
Now
ρ(W ′) ≤ 2 dim A + dim
∑
i∈I
Ui + 2
∑
i /∈I
⌊
bi
2
⌋
= 2 dim A + 2
k∑
i=1
⌊
bi
2
⌋
= n − 2.
Hence by maximality W = W ′, but this contradicts the minimality of ∑ki=1 dim Bi since
dim C +
∑
i /∈I
bi =
∑
i∈I
dim Ui +
∑
i /∈I
bi <
k∑
i=1
bi . 2
We now complete the proof of the lower bound in Theorem 1.2. We may assume n ≥ 4.
Suppose W ⊂ ∧2V is a maximal singular space. Then by Proposition 3.5
W = A ∧ V ⊕
k⊕
i=1
∧2 Bi
where a +∑ki=1 ⌊ bi2 ⌋ = n2 − 1 and dim Bi ≥ 3. Therefore
dim W = dim(A ∧ V )+
k∑
i=1
dim∧2 Bi
= an −
(
a + 1
2
)
+
k∑
i=1
(
bi
2
)
≥ 3a +
k∑
i=1
3
⌊
bi
2
⌋
= 3n
2
− 3
(
where an − (a+12 ) ≥ 3a follows from a ≤ n2 − 1 and n ≥ 4). 2
3.2. The upper bound. In this section we show that the lower bound in Theorem 1.2 is tight.
Let A = {xi , yi , zi : 1 ≤ i ≤ n2 − 1} be a set of 3n2 − 3 vectors in general position in V , i.e.,
any subset A′ ⊂ A of cardinality |A′| ≤ n is linearly independent. Let Vi = 〈xi , yi , zi 〉 and let
M =∑ n2−1i=1 ∧2Vi ⊂ ∧2V . Clearly dim M ≤ 3( n2 − 1) and ρ(M) ≤∑ n2−1i=1 ρ(∧2Vi ) = n− 2.
PROPOSITION 3.8. M is a maximal singular subspace of ∧2V .
The proof depends on two technical observations (Lemmas 3.10 and 3.11) which are given
later. For a linearly independent set E in a vector space and an element w ∈ 〈E〉 we write
w =∑e∈E w(E; e)e. For 1 ≤ i < j ≤ n2 − 1 let Bi j denote the family of all bases Bi j of V
such that
|Bi j ∩ {xk, yk, zk}| =
{
3 k ∈ {i, j}
2 k 6∈ {i, j}.
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For a basis E = {v1, . . . , vn} of V let Eˆ = {vi ∧ v j : 1 ≤ i < j ≤ n} denote the
corresponding basis of ∧2V . Suppose F = E − {vn} ∪ {un} is also a basis of V . We need the
following:
CLAIM 3.9. Let 1 ≤ i < j ≤ n−1 and let w ∈ ∧2V . If w(Eˆ; vi∧vn) = w(Eˆ; v j∧vn) = 0
then w(Fˆ; vi ∧ v j ) = w(Eˆ; vi ∧ v j ). 2
Let B12 = A − {zi : 3 ≤ i ≤ n2 − 1} ∈ B12 and let
C = Bˆ12 − ∪
n
2−1
i=1 {xi ∧ yi } − ∪2i=1{xi ∧ zi , yi ∧ zi } − ∪
n
2−1
i=3 {x1 ∧ xi , x1 ∧ yi }.
W = 〈C〉 is a subspace of codimension 3( n2 − 1) in ∧2V .
LEMMA 3.10. M ⊕ W = ∧2V .
PROOF. Since dim M ≤ 3( n2 − 1) it suffices to prove that M + W = ∧2V . Clearly
Bˆ12 − (M ∪ W ) ⊂
{
x1 ∧ xi , x1 ∧ yi : 3 ≤ i ≤ n2 − 1
}
.
It therefore remains to show that a typical element of the right-hand side, say x1 ∧ x3, belongs
to M + W . By general position we can expand
x1 =
n
2−1∑
i=2
αi xi +
n
2−1∑
i=1
βi yi +
3∑
i=1
γi zi .
It follows that
x3 ∧ x1 = x3 ∧ (β3 y3 + γ3z3)
+ x3 ∧
 n2−1∑
i=2
αi xi +
∑
i 6=3
βi yi +
2∑
i=1
γi zi
 ∈ M + W. 2
LEMMA 3.11. For any 0 6= w ∈ W there exist 1 ≤ i < j ≤ n2 − 1, a basis Bi j ∈ Bi j and
u ∈ {xi , yi , zi }, v ∈ {x j , y j , z j } such that w(Bˆi j ; u ∧ v) 6= 0.
PROOF. If w(Bˆ12; u ∧ v) 6= 0 for some u ∈ {x1, y1, z1}, v ∈ {x2, y2, z2} then we are done.
Otherwise we consider the following three cases:
(1) w(Bˆ12, u ∧ v) = 0 for all u ∈ {xi , yi , zi }2i=1 and v ∈ {xi , yi }
n
2−1
i=3 . Then there exist
3 ≤ i < j ≤ n2 − 1, u ∈ {xi , yi }, v ∈ {x j , y j } such that w(Bˆ12; u ∧ v) 6= 0. Let
Bi j = B12 − {z1, z2} ∪ {zi , z j } then Bi j ∈ Bi j . Applying Claim 3.9 twice we obtain
w(Bˆi j ; u ∧ v) = w(Bˆ12; u ∧ v) 6= 0.
(2) w(Bˆ12; u ∧ v) 6= 0 for some u ∈ {x2, y2, z2} and v ∈ {x j , y j } with j ≥ 3. Let B2 j =
B12 − {x1} ∪ {z j } then B2 j ∈ B2 j and w(Bˆ2 j ; u ∧ v) = w(Bˆ12; u ∧ v) 6= 0 by
Claim 3.9.
(3) w(Bˆ12; u ∧ v) = 0 for all u ∈ {x2, y2, z2} and v ∈ {x j , y j }
n
2−1
j=3 . Then w(Bˆ12; u ∧ v) 6=
0 for some u ∈ {y1, z1} and v ∈ {x j , y j } with j ≥ 3. Let B1 j = B12 −{x2} ∪ {z j } then
B1 j ∈ B1 j and w(Bˆ1 j ; u ∧ v) = w(Bˆ12; u ∧ v) 6= 0 by Claim 3.9. 2
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PROOF OF PROPOSITION 3.8. By Lemma 3.10 it suffices to show that for any 0 6= w ∈ W
there exists an e ∈ M such that e+w is nonsingular. By Lemma 3.11 we may assume without
loss of generality that w(Bˆ12; z1 ∧ z2) 6= 0. For t = (t1, . . . , t n2−1) ∈ F
n
2−1 let
u(t) = w +
n
2−1∑
i=1
ti xi ∧ yi ∈ 〈M, w〉.
The coefficient of
∏ n2−1
i=1 ti in u(t)
∧ n2 is the element of ∧n V given by(
n
2
)
! x1 ∧ y1 ∧ · · · ∧ x n2−1 ∧ y n2−1 ∧ w =
w(Bˆ12; z1 ∧ z2)
(
n
2
)
! x1 ∧ y1 ∧ · · · ∧ x n2−1 ∧ y n2−1 ∧ z1 ∧ z2 6= 0.
It follows that there exists a t ∈ F n2−1 such that u(t)∧ n2 6= 0 and therefore rank u(t) = n. 2
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