A joint transform correlator may suffer from overlapping of the zero diffraction order of the output, which does not contain relevant information, and the correlation peaks that appear in the first diffraction orders if objects are not sufficiently separated. Such overlapping significantly reduces the signal-to-noise ratio of the identification process. We propose a novel approach based on code division multiplexing technique in which the contrast of the identification peaks is significantly enhanced. The approach does not include placing the two objects side by side but rather includes code multiplexing them. Moreover, the code division multiplexing technique allows the space-bandwidth product to be improved. Optical implementation results are given.
Introduction
Pattern recognition consists of the detection and identification of a known pattern or target in an unknown input scene, which may or may not contain the target, and the determination of the spatial location of any such target. Traditional digital pattern recognition techniques require massive computation and can be relatively slow. Optical techniques can provide inherent parallelism, ultrahigh processing speed, noninterfering communication, and massive interconnection capability and sometimes offer a significantly better alternative to the digital pattern recognition approach. 1, 2 Most optical pattern recognition techniques involve either the use of a matched-filter-based correlator 3 or a joint transform correlator 4 (JTC) . A matchedfilter-based correlator uses Fourier domain complex filter synthesis, whereas a JTC utilizes spatial domain filter synthesis. It is difficult to implement the matched-filter-based correlator for real-time applications because a complex filter must be synthesized and the filter alignment along the optical axis is critical. On the other hand, a JTC is inherently suitable for real-time matching and tracking operations because no complex filter is needed, 5 as JTC allows both patterns (input and reference) to be displayed side by side, avoiding the need for generating the Fourier transform of the reference pattern. 4 The JTC realizes the correlation in two cycles. In the first, an optical Fourier transform is realized, and its intensity (joint power spectrum, JPS) is captured by a digital medium. The second cycle includes additional optical Fourier transforming of the captured intensity distribution. Now at the output three diffraction orders are obtained. The zero order contains no relevant terms, while the others are the correlation between the two patterns placed side by side.
One of the main problems associated with the classic JTC is the presence of a strong zero-order peak in the output plane that corresponds to the sum of the autocorrelation terms of the reference and the input signals and almost overshadows the desired correlation peaks. 6, 7 For a single noise-free target, for example, the zero-order peak is at least four times stronger than the cross-correlation peaks. Javidi and Kuo 8 proposed a binary JTC where the JPS was binarized according to a hard-clipping nonlinearity in the Fourier plane. When compared with the classic JTC, a binary JTC is found to yield a superior correlation peak intensity, correlation width, and discrimination sensitivity. Another technique is based on an amplitude-modulated filter, 9 where the JPS is multiplied by the amplitude-modulated filter before in-verse Fourier transformation to produce high optical gain for cross-correlation terms. Alam and Karim 10 proposed a fringe-adjusted JTC in which a realvalued filter called a fringe-adjusted filter is used. The performance of the fringe-adjusted filter is to produce ␦ functions as correlation peaks, thus improving the correlation output.
The use of phase spatial light modulators has been applied to JTC implementations [11] [12] [13] [14] to convert amplitude distributions to phase distributions in both the JPS 11 and the joint input plane. 12, 13 It should be noted that, since the present spatial light modulators are capable, under certain conditions, of performing either a phase modulation or an amplitude modulation, JTC systems based only on phase modulation (phase-only systems) that can be found in the entrance or its conjugate planes have been proposed. Even though, because of the CCD camera, this method causes replications after the square part of the correlation points is taken, there is still significant improvement in the energy efficiency at those points. In spite of the improvements obtained with these processors, a spatial light modulator working in the phase regime is not an easy goal. Moreover, the low phase dynamic range modulation is not enough to produce satisfactory results.
We propose a novel approach based on code division multiple access 15 (CDMA) in which the contrast of the identification peaks is significantly enhanced. CDMA technology focuses primarily on the direct sequence method of spectrum spreading. 16 A direct sequence is spread-spectrum technology in which the bandwidth of a signal is enlarged by artificially increasing the bit data rate by breaking each bit into a number of subbits called chips. The signal is divided into smaller bits by multiplying it by a pseudonoise code. A simple multiplication of the original modulated signal by this high-data-rate pseudonoise code yields the division of the signal into smaller bits, which increases its bandwidth. The bandwidth is expanded by increasing the number of chips. The CDMA technique has been applied to invariant pattern recognition 15 and to improve the resolution in optical image processors. 17, 18 We use the CDMA approach to increase the bandwidth of JTC systems. In addition, we show that the discrimination capabilities are improved. Instead of placing the objects side by side, we use a vertical interlacing technique to codify the information of the input and the reference into a single amplitude distribution. By choosing the odd or the even pixels in the output plane, we select the zero diffraction order or the first order separately. Optical experimental results are provided by using a spatial light modulator in the amplitude configuration.
In Section 2 we present the description of the proposed approach. Sections 3 and 4 deal with the numerical and the experimental results, respectively. The manuscript is concluded in Section 5.
Description of the Method

A. Joint Transform Correlator Approach
The well-known 4-f processor 3 is implemented by means of two lenses having the same focal length (f) separated by a distance of 2f and with, on the Fourier plane, a transparency containing the Fourier transform of the reference pattern. By projecting light onto an object positioned on the front focal plane of the first lens, we obtain its correlation at the back focal plane of the second lens. This method suffers from sensitivity to changes in scale and rotation of the object. The JTC approach does not require placing a transparency of the Fourier transform of the reference object at the Fourier plane of the 4-f system. The method places the reference pattern itself side by side with the input object (see Fig. 1 ).
Let f͑x ϩ x o , y͒ and g͑x Ϫ x o , y͒ be the reference and the input scene objects centered at ͑Ϫx o , 0͒ and ͑x o , 0͒, respectively. The JPS is
where is the wavelength at the illuminating coherent light, f is the focal length, and F͑u, v͒ and G͑u, v͒ are the Fourier transforms of objects f and g, respectively. This distribution undergoes additional Fourier transformation by the second lens, and the output distribution equals (2) where R denotes convolution and ‫ء‬ the correlation. From Eq. (2) the autocorrelation terms are centered at the origin, whereas the cross-correlation terms are centered at ͑Ϯ2x 0 , 0͒. The disadvantage of this JTC system is the requirement for a high spacebandwidth product (SBP) because both the input and the reference share the same input plane. Moreover, an adequate separation between the object and the scene is needed to avoid overlapping effects in the correlation output plane. Also, this correlator is very sensitive to perturbations in the size and orientation of the input pattern.
B. Suggested Approach (JTC-CDMA Method)
The proposed improvement of the JTC method is analyzed in this subsection. The proposal is to interlace the input and the reference rather than placing them side by side. For instance, such an interlacing may be obtained if the objects are placed one behind the other with appropriate masking. In this case the two objects f͑x, y͒ and g͑x, y͒ are codified by using the geometry shown in Fig. 2 , where t 1 ͑x͒ and t 2 ͑x͒ are the masks used for the codification. (See also Fig. 3.) We have considered vertical interlacing, so the mask has only an x-axis dependence. Note that f͑x, y͒ information is codified in the even pixels and g͑x, y͒ in the odd pixels. Moreover, we suppose that the functions are locally smooth enough to preserve the information. The interlacing technique can be viewed as a sampling method. The masks can be written as sampling functions
where ⌬x is the interval of sampling and we consider 1D signal analysis for simplicity. The interlaced distribution displayed in the JTC input plane is written as
Once the JPS is registered and a second Fourier transform is performed, the JTC output is
From Eq. (5) we observe that the first and second terms on the right are the autocorrelations, whereas the third and the fourth provide the cross correlations. In the following we analyze each term sepa- rately. The first addend is (6) where we have applied ␦ function properties. In the same manner, the second term of Eq. (5) can be written as
Equations (6) and (7) show that the autocorrelation will be different from zero at the even pixels of the output. Note that at the origin the information is different from zero; however, in a ⌬x͞2 displacement (odd pixels) the autocorrelation is zero.
Analogously, one of the cross-correlation terms can be written as
Note that the cross correlation will be different from zero only at the odd pixels, whereas at the origin ͑x ϭ 0͒ the product of g͑x͒ and f͑x͒ is zero. The same result is obtained for the fourth term of Eq. (5). We present Fig. 4 for the sake of clarity.
One of the advantages of this method is a low SBP in the input plane. In addition, there is no longer a need for spatial light modulator with a large SBP in the Fourier plane.
Computer Simulations
A. JTC-CDMA: Cross Correlation of Two Different Objects
Two input images of 128 ϫ 128 pixels were chosen. We show the JTC-CDMA multiplexed input in Fig.  5(c) . The two images were interlaced in the x axis such that the one image was represented by the odd and one by the even pixels of the resulting image.
In Fig. 6 we show the (irrelevant) JTC-CDMA output where four correlation terms are involved [see Eq. (5)]. Selecting the even pixels of Fig. 6 , we obtain the autocorrelation terms [see Fig. 7(a) ]. On the other side, the cross-correlation terms of Eq. (5) are obtained by selecting the odd pixels from the JTC-CDMA output plane [see Fig. 7(b) ]. We also show a 1D correlation peak profile at the origin. Note that the simulation confirms the results obtained mathematically. 
B. JTC-CDMA: Autocorrelation of Two Identical Objects
In this simulation identical objects, shown in Figs. 8(a) and 8(b), were correlated by using the same approach as in Subsection 3.A. The joint multiplexed image for two identical objects is in Fig. 8(c) . In Fig.  9 we show the autocorrelation and cross-correlation results for identical objects when even or odd pixels are selected.
From the simulation results we see that the cross correlation of two different images is very low in comparison with the cross correlation of two identical images (which is in fact the autocorrelation), where a sharp peak is obtained. The ratio between the two peaks in the current images is about 1:75.
Experimental Results
We have implemented JTC-CDMA optically by using a spatial light modulator operating in amplitude modulation. The spatial light modulator that we use for the optical experiments is an XGA LCTV from CRL Smetic Technology. We calibrated the panel to work as an almost amplitude-only modulator. We worked with a blue laser ͑ ϭ 473 nm͒. The corresponding joint power spectra are captured by a CCD camera, and then the second Fourier transformations are performed digitally and optically.
In the first part we show the standard JTC procedure, with no coding. In the input plane we placed an image containing three drawings of cars, two identical and one different, as depicted in Fig. 10 . This image went through a Fourier transformation by means of a 2-f system containing a single lens and was captured by a CCD camera connected to a personal computer. We achieved the JPS. After that, we performed on the computer a digitally realized inverse fast Fourier transform (IFFT) and got the correlation image at the output of the JTC, as shown in Fig. 11 . As can be seen, we got diffraction orders of Ϫ1, 0, 1, where the 0 order corresponds to the autocorrelation and the Ϫ1 and 1 orders correspond to the cross correlation. From the cross sections we find that the ratio between the cross correlation and the autocorrelation is 1:18 (the direction of the cross section is the half-diagonal of the correlation picture). In parallel, instead of doing the digitally realized IFFT, we used an all-optical system. In this setup the joint power spectrum was passed through an additional 2-f system to achieve the correlation shown in Fig. 12 . When the output picture is partially seen, one can see the autocorrelation at high power and the cross correlation at low power.
In the second part of the experiment we used the CDMA coding on the images (on the cars from Fig. 10), shown in Fig. 13 . The coded images went through a Fourier transform by a 2-f system containing a single lens, as in the first part, which resulted in the spectrum of the image (Fig. 14) . On the computer we applied a digitally realized IFFT on the spectrum, which resulted in the correlation image as the JTC output, as shown in Fig. 15 together with the cross section that exhibits a 0.005:1 ratio between the cross correlation and the autocorrelation. In Fig. 15(c) we present the results obtained for the even pixels when, instead of the digital IFFT, the second operation was performed optically. However, very careful alignment is required for proper separation of odd and even pixels. One may see the correlation peak observed in the center of the image. This is the autocorrelation peak. The cross-correlation peak obtained for the odd pixels produced a dark image containing only noise. The extinction ratio obtained by using the all-optical method was approximately 0.01:1.
We performed a third experiment in which the goal was to show that a small displacement of the cars from one another (see Fig. 16 ) in the CDMA image results in a small displacement of the zero-order correlation peak. This occurs because the even pixels of interest contain the autocorrelation and cross correlation. The main reason for this exercise is to obtain better experimental verification by separating the artifacts that are always obtained in the zero order and the peaks coming from the even pixels of the CDMA approach. We wanted to apply the proposed CDMA approach when the even pixels will produce the relevant information but not in the zero order. To do that we generated CDMA multiplexing but also had some spatial separation between the objects. This time we used three (instead of two) objects to produce in the even pixels the cross correlation as well as the autocorrelation (which will be obtained this time in the Ϫ1 diffraction order). The multiplexing of the objects as seen in Fig. 16 was such that there was a small horizontal shift in addition to a vertical shift, and thus the even pixels are expected to produce the autocorrelation peak, but its position should have a small horizontal shift (to the Ϫ1 diffraction order). The cross object has a vertical shift, and thus the cross-correlation peak should appear in the even pixels while it is vertically shifted in comparison with the autocorrelation peak.
In the same manner as the previous experiments, we obtained the spectrum and correlation as in Figs. 17 and 18. The upper part of Fig. 18 presents the experimental result when we conducted the experiment by using a Fourier transform through a 2-f system followed by a digitally realized IFFT. The bottom part of Fig. 18 (the cross section) presents the vertical cross section of the left-hand image in the Ϫ1 diffraction order (at the coordinates of the upper part of Fig.  18 , it is the plot of all the rows along column number 90). The cross section in the bottom part of Fig. 18 that presents the cross correlation and the autocorrelation shows that the ratio of the autocorrelation and the cross correlation is about 0.02:1, which is smaller than what we observed in the other experiment. Figure 19 presents the output correlation plane of the even pixels after realizing the second Fourier transform (over the JPS) optically rather than by use of digital IFFT. The presented image corresponds to the spatial region around the relevant diffraction order of Ϫ1, where the autocorrelation and crosscorrelation peaks should appear for the even pixels. One may see that the autocorrelation peak obtained around pixel number 130 is much stronger than the cross-correlation peak that should appear around pixel 340. The ratio obtained between the two of them was approximately 1:0.025. 
Conclusions
We have presented a new method for performing correlations in a JTC system. Traditional JTC systems suffer from the problems of the SBP and low contrast between the autocorrelation and the cross-correlation peaks. Here, instead of placing the objects side by side with a certain distance between them, we code the objects by using code division multiplexing so that we get a single object in the input plane. The experiments show that the new method results in a high contrast of 0.005:1 (1:200) in comparison with the traditional method, where the contrast is 1:18. This improvement is significant when similar or different objects are being indentified. 
