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Abstract
With satellite navigation becoming ubiquitous users are growing accustomed to high accuracy
position fixing. Occasionally though, users experience position errors, especially on start up,
that may be startlingly large. Are these outliers fundamental to global navigation satellite
systems (GNSS) or might they be, to some degree, an artefact of the processing in the satellite
receiver itself? To generate the position estimate, the receiver utilises one of many possible
estimators. As we continue to increase our use and dependence on navigation systems it
is important we have an understanding of how these different estimators perform and their
limitations. Will they work in all situations? Will they always give a solution? Will that
solution be unique? How accurate is our estimate? How common are outliers? How far off
can the estimate be?
We investigate the statistical properties of several estimators that cover two areas within
navigation: position and orientation. These areas are a natural starting point forming the
basis for navigation and have been of significance for millennia. Historically serious position
errors have been chiefly responsible for maritime disasters with many lives lost. Present
applications, such as aircraft navigation systems, rely on high precision Global Positioning
System (GPS) information, with disasterous outcomes possible from inaccurate information.
The first topic to receive attention is the problem of orientation estimation. The second
application area is satellite navigation where the receiver determines its location and time
based on satellite signals.
Attitude or orientation estimation falls within the areas of statistics and signal processing.
The goal is to determine the rotation between two frames of reference. Directions to points
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are known in a global frame and we make noisy measurements in a local reference frame.
Application areas include crystallography, aeronautics and computer vision.
Though this problem has been extensively studied since its discovery in the 1950s, some
important questions about the Mackenzie-Wahba estimator remain, is it an unbiased invari-
ant estimator? Which is the ‘best’ in the sense of minimising loss / risk? This estimator
is known to be maximum-likelihood (ML) but we further show that it is a Bayes estimator
and also a Best Invariant estimator.
In a GNSS, the receiver is required to determine its position accurately from time-
difference-of-arrival (TDOA) measurements of incident signals. Depending on the estimator
chosen, we can obtain differing numbers of solutions for different situations. Considering a
well-known and often used ML estimator, we investigate when we obtain zero, one or two
solutions. It is important to understand the solution options and when they occur since, in
the case where we do not obtain one solution, we have to manage an output of either no or
multiple solutions. We directly derive the equation for the boundaries between domains in
which one and two solutions lie and we find that this divide has a simple geometric inter-
pretation. These two solution areas develop outside of the near earth region, thus problems
could arise in space-based applications.
We also investigate the accuracy of different estimators and the possibility of outliers. By
adapting some recent results from the field of circle-centre estimation we find that the well-
known ML estimator can produce wildly inaccurate estimates in certain situations, resulting
in the estimator having no mean or variance and in general no moments. On the other
hand, a simple linear least squares (LLS) estimator, while in some sense less accurate, can
be shown to have finite moments when a sufficient number of satellites are observed, that is,
its tendency to produce outliers is less pronounced.
Through this analysis we are able to understand the reliability of navigation estimation
and with this knowledge comes the ability to ensure we don’t present inaccurate results.
This leads to a better user experience and more confidence in the systems we are becoming
reliant upon.
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Introduction
Determining the position and orientation of a vehicle is the most important and challenging
aspect of navigation. This localisation problem has existed for thousands of years, initially
land and marine based and now extending to aeronautic and space navigation. As these
navigation systems have developed, so to has our accuracy and dependancies. Celestial nav-
igation yielded results within several nautical miles, with a sextant the best possible accuracy
being 0.1 nautical miles (200m), historically regarded as sufficient accuracy for marine nav-
igation [2]. Whereas the introduction of modern navigation systems, such as GPS, yields
much greater accuracy, with a Wide Area Augmentation System (WAAS) yielding position
accuracies less than 3m [3]. However our dependance has also evolved with increasingly
sophisticated systems, for example automated aircraft landing systems, where the required
accuracy becomes safety-of-life critical. Thus it is paramount we have a full understanding
of the accuracy provided by our modern navigation systems.
1
2 Introduction
In this chapter we explore the historical difficulties encountered in localisation, the cost
of inaccuracy and the increasingly sophisticated solutions developed. We then provide in-
formation on estimator properties and different estimators that illustrate how and when
inaccurate estimates can occur and outline the contributions made in this thesis.
1.1 The challenge of position and orientation estima-
tion
1.1.1 Mechanical Position Estimation
Since the beginning of history humans have been using and refining navigation methods. An
early form of celestial navigation is cited in Virgil’s Aeneid written between 29 and 19BC
where Palinurus “watches all the stars that glide through silent skies: he marks Arcturus,
the twin bears and the rainy Hyades, Orion armed with gold; and seeing all together in the
tranquil heavens, loudly he signals from the stern” [4].
Over the history of marine navigation the largest challenge has been to accurately de-
termine the location of a ship at sea. That is; to know both its latitude and longitude,
as illustrated in Figure 1.1. While determining latitude is easily achieved by measuring the
Lines of Latitude Lines of Longitude
Figure 1.1: Latitude and longitude on the surface of the earth, both required for localisation
sun’s altitude at noon, early mariners utilised dead reckoning to approximate longitude, using
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the previous position and adding the elapsed estimated motion. This method is subject to
cumulative errors. The resulting incorrect position estimates have been attributed to many
maritime disasters, such as the Scilly naval disaster of 1707 where over 1400 people perished
when inaccurate navigation information caused them to crash into the Isles of Scilly [5].
Solving the longitude problem is a record of centuries of effort from some of the greatest
scientific minds, including Galileo, Robert Hooke and Christiaan Huygens, and remains one
of the major scientific endeavours that has ever been undertaken [6].
To determine the ship’s longitude we note that the earth rotates completely in a solar
day, equating to a change of 15 degrees per hour. Thus we can use the difference between
apparent local time and a fixed reference time to yields the ship’s relative position. There
are many proposed methods for determining time. These fall into two main categories which
utilise either celestial observations or a marine chronometer.
Using the position of the moon against the stars to determine time was first published in
1514 [7]. While other celestial observations have been proposed such as Galileo’s in 1612 to
use the moons of Jupiter [8] and Halley’s in 1683 to use occultation(when the moon passes
in front of a star) or appulse(the closest approach of the moon to a star) [9]. The lunar
distance method became standard and was used from about 1767 until 1850 to determine
Greenwich time and from that the longitude [10]. The moons position vs another body is
measured as precisely as possible using a sextant and from a table of lunar distances we
obtain the corresponding Greenwich time.
Another proposed solution - to use a mechanical timepiece maintaining the correct ref-
erence time - was first developed in the 18th Century [6]. While a major technical achieve-
ment the method of lunar distances wasn’t replaced until the 19th Century when reliable,
affordable marine chronometers became available. Having the precise timings for the sex-
tant sightings greatly reduced the error of longitude encountered as each second of error is
equivalent to 15 seconds of longitude.
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1.1.2 Orientation Estimation
Correspondingly orientation estimation technology has evolved. Initially pole stars (bright
stars close to the celestial poles) were used to locate north or south and subsequently, mag-
netic methods starting with suspended lodestones and with mechanical compasses refferenced
in Chinese literature as early as the 9th Century [11]. Further developments include the dry
mariner’s compass (a freely pivoting needle fixed to the ship to indicate it’s current course);
used in Europe from the 1300s and later improved by the addition of a gimbal mounting to
help counteract the ships motion [12]. The liquid compass, used in the 19th and 20th Cen-
tury, utilises fluid to reduce swing or wobble in the magnitized needle, leading to increased
readability, reduced settling time and wear [12].
Celestial navigation was also utilised in space navigation on nine Apollo spacecrafts
between 1968 and 1972 [1]. It was used as both a check of the primary Earth tracking
data and when this system was unavailable (such as when orbiting around the moon’s far
side) it was used to align the inertial measurement unit (IMU). The astronauts utilised
the instrument pictured in Figure 1.2, first locating two heavenly bodies with a telescope
and then aligning the sextant which took both the reading and time data, with the Apollo
Guidance Computer (AGC) resolving the orientation information.
The gyrocompass succeeds magnetic compasses, determining true north and being un-
affected by local magnetic fields. It was developed in the early 1900s and played a major
role in World War 1 enabling submerged submarines to stay on course [13]. Mechanical
gyrocompass utilise a gyroscope - a fast spinning wheel free to orient itself in any way - with
a torque induced positioning to true north [13]. More modern Ring Laser Gyro (RLG) and
Fiber Optic Gyro (FOG) rely on the Sagnac effect to determine rotation, with no moving
parts they are intrinsically reliable, compact and lightweight [14]. A Coriolis vibratory gyro-
scope (CVG) uses a vibrating structure, which likes to continue vibrating in the same plane,
the coriolis effect causes a force to be exerted on its support, a measurement of which de-
termines the acceleration and hence direction change. Cheap CVG’s have proliferated with
Microelectromechanical systems (MEMS) technology widely used in todays electronics [14].
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Figure 1.2: Sextant, Apollo Guidance and Navigation System [1]
1.1.3 Early Electronic Navigation
In more recent times electronic navigation methods have been developed, including radar,
radio and satellite navigation, which have resulted in greater accuracy in location, orientation
and time knowledge.
Developed secretly before and during World War 2, radar is an object detection system
that operates by transmitting pulses, these pulses bounce off objects, returning a small part
of the energy to be detected by a dish or antenna [15]. The information obtained, that of
range and direction of objects, produces a “fix”, localising with respect to the individual
antenna. Radar systems are used in both marine and aviation navigation, by knowing
respective localisations to charted objects the position of the vehicle can be ascertained.
In radio navigation the position is determined using radio frequency measurements (such
as direction, distance and velocity) from electronic beacons. The first system developed
was Radio Direction Finding. This is an example of a bearing measurement system, where
a radio antenna is used to determine the direction to two broadcast stations then, using
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triangulation, the directions plotted on the map where the intersection reveals the localisa-
tion [16].
Transponder systems, where the transponder is both a receiver and transmitter, auto-
matically send out a pulse in response to reception of a particular signal, offset by a small
time delay. Initially used as an Identification of Friend or Foe (IFF) system the timing mea-
surement between the two signals allowed for a distance navigation system with significant
increase in localisation accuracy over very long ranges [17]. Distance Measuring Equipment
(DME) was developed in Australia post-war. It measures slant range distance, timing the
radio signal propagation delay and calculating and displaying the distance [18].
Eliminating the need for transponders, a hyperbolic navigation system is based on the
timing difference between the arrival of signals, which yields the difference in distance from
receiver to transmitters. Hyperbolic lines are generated from plotting the potential locations
that would result in the measured delays and the intersection of two measurements produces
the localisation. As the charting became automated, these navigation systems (such as
Gee and LORAN-C) directly output the location of the receiver and were in use until the
introduction of the GPS in the 1990s [18].
GPS is a well-known GNSS which provides global positioning via transmitters located in
orbit. As the satellites move relative to the receiver they transmit both their current time and
position allowing the receivers to determine their location and time with high accuracy [18].
GPS receivers with multiple antennae or a single antenna in motion can determine true north
and provide orientation. As a result of its precision and low cost GPS is widely used for
navigation and has mostly replaced all preceding systems.
1.2 Modern navigation problems
The recent rise in applications across handheld devices and the consistent growth and per-
vasiveness of electronics in all areas, has led to an increasing need for cheap, quick and
accurate position and orientation information. Modern navigation systems and the locali-
sation problem can be divided into a multitude of sub problems such as: sensor networks,
self-localisation and satellite navigation.
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Sensor networks consist of inexpensive, low power autonomous sensors capable of mon-
itoring, recording and communicating. Due to the expense of localisation hardware (i.e.
GPS) they are often in unknown positions. There are two localisation tasks, node self-
localisation and target/source localisation. The addition of anchor/beacon nodes (nodes at
known locations) allow localisation in a global coordinate system and greatly simplifies the
self-localisation task. This geographical information is then combined with sensor values
such as temperature, sounds, pressure to monitor environmental or physical conditions such
as air polution and structual health. There is also a wide array of applications with target
tracking, such as human speakers and monitoring vehicle movements [19].
In self-localisation, simultaneous localisation and mapping (SLAM) requires an autonomous
unit to construct and update a map, while simultaneously localise itself. Popular statistical
approximate solutions include particle filters and the extended Kalman filter, which provide
an estimation of the posterior proability function for the position and orientation of the
robot and for the parameters of the map. While specific SLAM algorithms are often tailored
to the particular tasks and resources available, with functionality driving applications in
autonomous cars, aerial and underwater vehicles [20].
The most familiar localisation topic is satellite navigation where the receiver (such as
an in-car navigation device) determines its location and time based on satellite signals.
This thesis centres on two topics within computer vision and signal processing: orientation
estimation and position estimation, focusing on the widely used GPS.
The first area considered is orientation estimation, for example in the case of unmanned
aerial vehicle (UAV) guidance. Given a number of noisy directional measurements in a local
reference frame to points (or distant objects) whose directions are known in a global reference
frame, as in Figure 1.3, how can we best determine the rotation between the two frames?
This is an area where practical but imperfect solutions exist already. However, there are
still many theoretical difficulties, including a quantitative understanding of the estimator’s
properties.
The second topic will be a satellite navigation system such as the GPS, where the re-
ceiver is required to determine its position accurately from TDOA measurements of incident
signals, as in Figure 1.4. Within this topic the properties of different estimators have been
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θ
Global coordinate 
frame
Figure 1.3: Orientation estimation: calculate the rotation θ between the local and global
coordinate frames while an n dimensional problem this is often considered in 3 dimensions as
shown in this image.
investigated. Firstly, the receiver solution space of a well-known estimator and the impact
of satellite position on the domains where zero, one or two real solutions will occur. Finally,
although the GPS estimation problem has received much attention, and despite many dif-
ferent estimation algorithms having been proposed, the moments of the estimators appear
to have escaped close analysis.
1.3 Estimator Properties
Section 1.3 Estimator Properties and 1.4 Different Estimators are informed from Chapters 5
and 8 from “Probability, Random Variables and Stochastic Processes” by A. Papoulis [21],
Chapter 6 of “Probability Theory: The Logic of Science” by E. T. Jaynes [22] and Chapter
2 of “Detection Estimation and Modulation Theory” by H. L. Van Trees [23].
For both our application areas we receive a set of data and from it derive an estimate, of
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Satellites transmit
known position and time
Receiver estimates 
unknown position and time
Figure 1.4: Satellite navigation system
either orientation or position. However, there are many different ways of generating a solu-
tion. To evaluate the different types of estimators we could use, we require an understanding
of their properties.
1.3.1 Unique estimate
One important property is how many solutions will be generated. Will our chosen estimator
always achieve an estimate and will it be unique?
Knowing the number of solutions generated is of vital importance as further processing
may rely on a unique estimate. For example, in the case of a car navigation unit calculating
the route to travel, how will it react if the estimated current position is in multiple locations
or none at all? It’s therefore essential to fully understand how many solutions an estimator
can generate and under what conditions it will do so.
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1.3.2 Mean Squared Error, Variance and Bias
The mean squared error (MSE) of the estimator is the expected value of the squared errors,
MSE(θˆ) = E[(θˆ(X)− θ)2],
for the random variable X, it is a measure of how far the estimates are from the true value of
θ. The MSE can’t be negative with high values corresponding to typically large differences
between the estimates and the true value.
Variance is a measure of spread, how far the estimates are from the expected value of
the estimates.
Var(θˆ) = E
[
(θˆ − E[θˆ])2
]
.
Variances can’t be negative and a small value indicates that the points are clustered close
to the expected value and to each other. A high value indicates that the points are widely
spread.
The bias is the difference between the expected value of the estimates and the parameter
θ,
B(θˆ) = E
[
θˆ
]
− θ.
it reflects the expected difference between estimate and true value and is the expected error
E
[
θˆ − θ
]
.
Note all above are related via the following
MSE(θˆ) = Var(θˆ) +
(
B(θˆ)
)2
,
and for an unbiased estimator mean squared error is equivalent to variance.
1.3.3 Moments
The n-th moment about zero is the expected value of θˆn and is called a raw moment
E[θˆn] =
∫ ∞
−∞
θˆnf(x) dx
while moments about the mean are called central moments
E
[
(θˆ − E[θˆ])n
]
=
∫ ∞
−∞
(θˆ − E[θˆ])nf(x) dx.
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The first raw moment is equivalent to the mean and the second central moment is the
variance.
The moments may not always exist, some distributions with large ‘tails’ prevent the
integral from converging.
1.3.4 Consistency
For consistent estimators as the number of data points is increased to infinity, the probability
of the estimate being within epsilon of the true value converges to 1, i.e.
lim
n→∞
Pr{|θˆ − θ|< } = 1.
This is defined as weak consistency. Strong consistency requires our estimate θˆ converges
almost surely to θ, that is it happens with probability 1.
An asymptotically normal/Gaussian estimator is a consistent estimator that approaches
the normal distribution about θ as n→∞ with the standard deviation scaling ∝ 1/√n.
1.3.5 Efficiency
An unbiased estimator estimator is efficient if it achieves the Crame´r-Rao lower bound
(CRLB) when the sample size tends to infinity, this is a lower bound on the variance of
an unbiased estimator. The bound states that the variance of any unbiased estimator must
be greater than or equal to the inverse of the Fisher information (I(θ)),
Var(θˆ) ≥ 1I(θ) =
−1
E
[
δ2
δθ2
log f(x|θ)] .
A consistent estimator that achieves the CRLB is referred to as efficient and no other con-
sistent estimator has lower asymptotic MSE.
1.3.6 Invariant
An invariant estimator is one where the estimate changes appropriately when the measure-
ments and parameters are transformed in a compatible way. There are different types of
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transformations that can be considered, for example; if we are estimating a location and all
the data points are translated by a given amount, the estimate should move similarly.
The density f(x|θ) is invariant under the tranformation
xi → x′i = xi + c, i = 1, · · · , n
θ → θ′ = θ + c
f(x|θ) = f(x+ c|θ + c). (1.1)
An estimator θˆ is invariant if under the transformation (3.7) we have
θˆ′(x′) = θˆ(x) + c.
1.4 Different estimators
Throughout this thesis we statistically investigate how different estimators perform, below
is a brief description of the different estimators we will explore:
1.4.1 Linear least squares (LLS)
Linear least squares fits a statistical model that is expressed linearly in terms of the unknown
parameters. Mathematically, it is approximately solving an overdetermined system of linear
equations of the form,
n∑
j=1
Aijxj +  = yj (i = 1, 2, · · · ,m),
with n unknown coefficients x1, x2, · · · , xn, random error  and m linear equations with
m > n, with atleast n equations being linearly independent. In matrix form this is equivalent
to
Ax +  = y.
The estimate minimizes the sum of squared differences between the data and the correspond-
ing model values. Thus our estimate xˆ is the value that minimises
m∑
i=1
∣∣∣∣∣yi −
n∑
j=1
Aijxj
∣∣∣∣∣
2
= ‖y −Ax‖2.
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The unique solution is given by
(ATA)xˆ = ATy.
Linear least squares problems are convex and have a closed-form solution that is unique,
provided the number of points used equals or exceeds the number of unknown parameters.
The estimator is consistent and unbiased when there is no perfect multicollinearity (two or
more variables correlating - having an exact linear relationship), the variables are exogenous
(independent of the random error), and the expected error values are sufficiently small i.e.
E [|x] = E [] = 0. When the errors are homoscedastic (same finite variance) and serially
uncorrelated it is the best linear unbiased estimator, assuming errors are zero mean and not
correlated with A. If the errors are also independent and normally distributed it is equivalent
to the maximum likelihood estimator [24].
1.4.2 Maximum-likelihood (ML)
For a fixed set of data and underlying statistical model, the method of ML assumes the
sample data is representative of the population and selects values for the model parameters
that maximizes the likelihood function. Intuitively, we seek an estimate that makes the
observed data most likely. Given data x1, x2, · · · , xn where the xi are independent and
identically distributed, the likelihood function
L(x1, x2, · · · , xn|θ) = f(x1, x2, · · · , xn|θ) =
n∏
i=1
f(xi|θ),
the value chosen as our estimate, θˆML, maximises the above joint p.d.f.
θˆML = arg max
θ
L(x1, x2, · · · , xn|θ).
It can be determined from the likelihood equation, in practice it is often easier to use the
average log-likelihood
logL(x1, x2, · · · , xn|θ)
n
=
1
n
n∑
i=1
log f(xi|θ).
A closed-form solution can not always be found and depending on the shape of the
likelihood function, which can be non-convex with multiple optima, the ML estimate may
not exist or be unique.
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The properties of the ML estimator that are valid when errors are small are referred to as
asymptotic, theoretically they are developed by studying their behaviour as the sample size
increases to infinity. Under reasonably general conditions, ML estimators are consistent,
asymptotically normal and efficient. An exception is found for TDOA-based geolocation
estimation in Chapter 6.
1.4.3 Bayes estimator
In classically (or ‘frequentist’) estimation theory we view θ as an unknown parameter, with
our estimate based solely on the observed data x1, x2, · · · , xn. However, we may have some
prior information about θ, albeit not it’s precise value. In Baysian estimation we treat θ as
a random variable with a prior distribution h(θ), that reflects our uncertainty. If no specific
information is known, a non-informative prior, such as the uniform function which gives
equal probability to all possibilities, can be chosen. The posterior distribution of θ given x
measurements is
p(θ|x) = h(θ)f(x|θ)
f(x)
,
where the normalising constant f(x) is
f(x) =
∫
h(x)f(x|θ)dθ.
We choose a loss function L(θ, θˆ), such as MSE, and the Bayes risk is defined as the
expected loss,
E
[
L(θ, θˆ)
]
=
∫
L(θ, θˆ)p(θ|x)dθ.
A Bayes estimator is the estimator that minimises the Bayes risk.
The performance of Bayesian estimators is bounded by the Baysian CRLB, which some
estimators may never achieve. The Maximum a posteriori probability (MAP) estimate is a
mode of the posterior distribution and asymptotically converges to the ML estimator.
1.4.4 Best Invariant estimator
An invariant estimator is one where the estimate changes appropriately when the measure-
ments and parameters are transformed. Restricting to invariant estimators can reduce the
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candidates, allowing easy selection.
From the data we are required to estimate our parameter θ, the observed data having
p.d.f. f(x|θ). A loss function L(θ, θˆ) is chosen which defines the quality of our estimate θˆ
and determines a risk function
E
[
L(θ, θˆ)
]
.
The best invariant estimator is the invariant estimator with the lowest risk and cannot always
be achieved.
1.5 Original Contributions
There are five main contributions reflected from the publications, three in the area of GPS
and two in the area of orientation estimation.
1. In orientation estimation the Mackenzie-Wahba estimator is known to be ML but it
is further shown that it is a Bayes estimator.
2. It is also a Best Invariant estimator.
3. Examining the receiver solution space of a GPS estimator which is ML under the
assumption of Gaussian measurement errors, we find the satellite position constraints
which cause the receiver to have zero, one or two real solutions. We derive the
equations for the boundary between the domains in which one and two solutions lie
and find that there is a simple geometric interpretation.
4. We examine the moments of a well-known GPS estimator which is ML under the
assumption of Gaussian measurement errors. We find that, under quite general con-
ditions, this estimator has no moments.
5. On the other hand, a simple, LLS estimator can be shown to have finite moments
when a sufficient number of satellites are observed.
1.6 Thesis Outline and how to read this thesis
What follows is a brief outline of the remaining chapters:
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Chapter 2 discusses the problem of orientation estimation. First providing background
information on ways rotations are repressented, including as matrix groups, dis-
tributions on spheres and discussing prior orientation estimation research.
Chapter 3 investigates the statistical model for orientation estimation and reviews the
Mackenzie-Wahba estimator, highlighting our contributions in orientation, that it
is also a Bayes estimator and Best Invariant estimator.
Chapter 4 contains information on position estimation. The history of GNSS, hyperbolic
navigation systems as well as the signal model and the specific GPS estimators
used, including ML, LLS and Bancroft’s.
Chapter 5 examines the receiver solution space of an ML GPS estimator. We derive
the constraints for the different solution spaces and the equation determining the
boundary, which we find to have a simple geometric interpretation.
Chapter 6 inspects the moments of an ML GPS estimator as well as a simple, LLS
estimator, providing our final contributions, that the ML has no moments, while
those of the LLS are finite.
Chapter 7 concludes the thesis and details future research opportunities.
There are many pathways to read this thesis. For the greatest depth and understanding
it is recommended that the reader progress through the entire work. However Chapters 2
and 4 contains background information and prior research that may not be required by a
reader already familiar with the subject area. Additionally two topics are covered within
the thesis and if only one area is of interest then only the relevant chapters need to be
read. For a reader interested in orientation estimation only: Chapter 2 then Chapter 3 then
Chapter 7. For a reader interested in GPS only: Chapter 4 then Chapter 5 then Chapter 6
then Chapter 7.
2
Orientation Estimation
Given a series of noisy directional measurements in a local reference frame to points (or
distant objects) whose directions are known in a global reference frame, how can we best
determine the rotation between the two frames? This problem as illustrated in Figure
2.1 arises not only in terrestrial navigation but in astronautics, crystallography, weather,
robotics, machine vision and even plate tectonics [25].
While this is an n dimensional problem, n = 2 or n = 3 most commonly arise. Obser-
vation on the unit circle (n = 2) are often angular, cyclical, or directional in nature. For
example wind directions taken on consecutive days in the afternoon and in the morning
were used for estimating angular correlations [26]. It has also been used to investigate the
circadian rhythms of individuals where the peak times of systolic blood pressure of individ-
uals was recorded and represented as an angle on a 24 hour clock [27]. There are numerous
examples on the unit sphere (n = 3) because we can approximately represent geographical
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Figure 2.1: Given a series of noisy directional measurements in a local reference frame to known
directions in a global reference frame, what is the rotation between the two frames?
coordinates on the earth. In plate tectonics we have paired observations, points correspond-
ing to specific geographic features such as coastlines taken over time. In weather applications
we can similarly track cloud formations, where the points correspond to features such as the
whirling arm of a cyclone. In both cases we can approximate the rotations that have already
occured i.e. estimate the motion over the earth’s surface. This can then be used to predict
future movements.
The orientation problem can be framed in two closely related ways. In one version,
only a rigid-body rotation is allowed between the two frames. This makes sense when the
application is to the determination of the attitude of a rigid body, such as a spacecraft. In
a second version, rotation with reflection is allowed. This may be applicable in estimating
the orientation of a crystal structure.
In this chapter we present information on groups (Section 2.1), and investigate groups
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of interest: the Orthogonal group (O(n)) and the Special orthogonal group (SO(n)) in Sec-
tion 2.2. In Section 2.3 we cover rotation representations, Section 2.4 looks at distributions
on Sn, Section 2.5 SO(n) distributions and Section 2.6 investigates the Wahba Problem.
2.1 Groups
A set, G, together with an operation, ·, is a group if (G, ·) satisfy the following four require-
ments, referred to as the group axioms: [28]
Closure
For all a and b in G, a · b is also in G.
Associativity
For all a, b and c in G, (a · b) · c = a · (b · c).
Identity element
There exists a unique identity element i in G, such that following operation on any
element a in G, the element remains unchanged i.e. for all a in G, i · a = a · i = a.
Inverse element
For each a in G, there exists an inverse a−1 also in G that when the two are
opperated on we obtain the identity element i, that is a · a−1 = a−1 · a = i.
Commutativity
Additionally the group is an abelian group if the result of the operation is inde-
pendent of the order i.e. for each a, b in G, a · b = b · a.
2.2 Orthogonal matrices
An orthogonal matrix fulfils QQT = QTQ = I where I is the identity matrix, and is therefore
always invertible, with the inverse Q−1 = QT. Orthogonal matrices are square, with real
entries, and its columns and rows form an orthonormal basis, that is, they are of unit length
and mutually perpendicular. As det(I) = 1, det(QQT) = (det(Q))2 = 1 and the determinant
is ±1. An orthogonal matrix preserves the dot product of vectors a · b = (Qa) · (Qb), thus
orthogonal matrices are finite-dimensional linear isometries (they preserve distances between
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points) including all rotations, reflections, and their combinations.
The group O(n) is formed from the n×n orthogonal matrices under the operation matrix
multiplication. There are two main subgroups, those with determinant +1 are called the
special orthogonal group SO(n) and whose elements are special orthogonal matrix which act
as rotations only. The second subgroup with determinant -1 contains reflections only.
Returning to the orientation problem, it can be framed in two closely related ways. In
one version, only a rigid-body rotation is allowed between the two frames. This makes
sense when the application is to the determination of the attitude of a rigid body, such as a
spacecraft. In a second version, rotation with reflection is allowed. This may be applicable
in estimating the orientation of a crystal structure. In terms of group theory, the allowable
transformation in the second version is an element of the orthogonal group O(n) while in the
first it is an element of the special orthogonal group SO(n), where n is the dimension (n = 2
or n = 3 in crystallography and attitude estimation).
Figure 2.2: From left to right: Groups SO(n), O−(n) and O(n)
Refering to Figure 2.2, SO(n) = {Q ∈ SO(n)|Q ∈ O(n) and det(Q) = 1} is represented
in the left and allows rotation only. O−(n) = {Q ∈ O−(n)|Q ∈ O(n) and det(Q) = −1}
is represented in the middle and allows reflection only. O(n) = {Q ∈ O(n)|QQT = QTQ =
I and det(Q) = ±1} is represented on the right allows rotation and reflection, it comprises
the union of SO(n) and O−(n).
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2.2.1 Special Orthogonal Group SO(n)
SO(n) contains rotation matrices used to perform rotations, for example in the two dimen-
sional xy-Cartesian plane every rotation matrix has the form (R ∈ SO(2)):
R =
cos θ − sin θ
sin θ cos θ
 ,
and rotates points counter-clockwise by the angle θ about the origin. Applying the rotation
to the point v, is simple requiring only using matrix multiplication Rv.
A basic rotation (also called elemental rotation) is a rotation about one of the canonical
axes. In three dimensions the basic rotation matrices by an angle θ about the x, y, and z
axis are:
Rx(θ) =

1 0 0
0 cos θ − sin θ
0 sin θ cos θ

Ry(θ) =

cos θ 0 sin θ
0 1 0
− sin θ 0 cos θ

Rz(θ) =

cos θ − sin θ 0
sin θ cos θ 0
0 0 1

SO(3) rotation matrices can be obtained by using matrix multiplication. For example,
the product
R = Rz(α)Ry(β)Rx(γ)
=

cosα cos β cosα sin β sin γ − cos γ sinα sinα sin γ + cosα cos γ sin β
cos β sinα cosα cos γ + sinα sin β sin γ cos γ sinα sin β − cosα sin γ
− sin β cos β sin γ cos β cos γ

22 Orientation Estimation
represents a rotation whose yaw, pitch, and roll angles are α, β, and γ, respectively.
It is easy to apply the rotation, when the coordinates are in a column vector v the rotated
vector is v′ = Rv, combining successive rotations is also easily achieved as the combined
rotation is R = R2R1.
2.3 Rotation Representations
There are many different ways of representing a rotation in three dimensions, the rotation
matrix R ∈ SO(n), detailed in the previous section is a very useful and popular way to repre-
sent rotations, even though it is less concise than other representations; in three dimensions
requiring 9 parameters (one for each matrix element).
Alternative representations we will discuss are:
• Direction Cosine Matrix
• Euler Angles
• Axis-angle
• Rodrigues rotation formula
• Quaternions
2.3.1 Direction Cosine matrix
From before we note that a rotation matrix can be formed from an orthonormal basis, if
we let xˆ, yˆ, zˆ represent unit vectors in our initial coordinate system and following rotations
we have uˆ, vˆ, wˆ unit vectors coresponding to our new rotated coordinate system expressed
with respect to our initial coordinate system axis, our rotation matrix is given by:
R =

uˆx vˆx wˆx
uˆy vˆy wˆy
uˆz vˆz wˆz

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=

xˆ · uˆ xˆ · vˆ xˆ · wˆ
yˆ · uˆ yˆ · vˆ yˆ · wˆ
zˆ · uˆ zˆ · vˆ zˆ · wˆ

=

cos(xˆ, uˆ) cos(xˆ, vˆ) cos(xˆ, wˆ)
cos(yˆ, uˆ) cos(yˆ, vˆ) cos(yˆ, wˆ)
cos(zˆ, uˆ) cos(zˆ, vˆ) cos(zˆ, wˆ)

where cos(xˆ, uˆ) is the cosine of the angle between xˆ and uˆ.
2.3.2 Euler angles
Euler’s rotation theorem implies that an arbitrary rotation in three dimensional Euclidean
space requires only three parameters. Euler angles can represent any orientation change by
composing it from a sequence of three elemental rotations about the coordinate system axes.
The two different rotation options used:
Extrinsic rotations when the elemental rotations occur about the fixed initial coordinate
system, and
Intrinsic rotations when the coordinate system modifies its orientation after each ele-
mental rotation, it can be thought of as a local coordinate system attached to the
rigid body being rotated.
Equivalent extrinsic and intrinsic rotations can be obtained by inverting the order of
elementary rotations.
There are twelve possible rotation axes sequences, classified into proper or classic Euler
angles (which rotate about two different axis) and Tait-Bryan angles (which use all three
axis) also called Cardan angles, nautical angles, or yaw, pitch, and roll:
Euler angles z-x-z, x-y-x, y-z-y, z-y-z, x-z-x, y-x-y
Tait-Bryan angles x-y-z, y-z-x, z-x-y, x-z-y, z-y-x, y-x-z.
Utilising the previously defined basic rotations the rotation
R = Rz(γ)Rx(β)Rz(α)
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represents an extrinsic rotation whose Euler angles are α, β, γ about axes z, x, z.
The problem often refered to as ‘gimbal lock’ occurs when β = 0 or β = 180◦, in this
case the z axis remains unchanged and the rotation simplifies into one rotation only α + γ,
or α − γ and is not uniquely defined for α and γ. At these singularity points, many points
in the rotation space map on to a single Euler angle representation, topologically. The
Euler angles do not map to the rotations in a continuous and smooth way, i.e., there is no
homeomorphism.
2.3.3 Axis-angle
An alternative representation is to express the rotation as a single rotation about some axis.
Thus there are two required variables, the axis as a unit vector eˆ and the angle as a scalar
θ, see Figure 2.3. We can combine the two to form a rotation vector, also called the Euler
y
z
ê
θ
x
Figure 2.3: Axis-angle rotation visualisation
vector, a non-normalized three-dimensional vector the direction of which specifies the axis,
whose magnitude is the rotation angle: e = θeˆ.
2.3.4 Rodrigues rotation formula
Rodrigues’ rotation formula is an efficient algorithm for rotating vectors utilising the axis-
angle representation of a rotation and can also be used to generate the rotation matrix.
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As previously defined eˆ is the unit vector describing the axis of rotation about which p
rotates by an angle θ, the Rodrigues formula for the rotated vector:
p′ = p cos θ + (eˆ× p) sin θ + eˆ(eˆ · p)(1− cos θ) .
Defining E as the cross-product matrix for the vector eˆ
E =

0 −eˆ3 eˆ2
eˆ3 0 −eˆ1
−eˆ2 eˆ1 0
 ,
we can calculate the rotation matrix R
R = I + (sin θ)E + (1− cos θ)E2
= exp(θE).
2.3.5 Quaternions
Quaternions give a simple way to encode this axis-angle representation in four numbers,
using an extension of Euler’s formula:
q = e
θ
2
(eˆxi+eˆyj+eˆzk) = cos
θ
2
+ (eˆxi + eˆyj + eˆzk) sin
θ
2
A quaternion rotation can be given by q = a+ bi + cj + dk, where a = cos θ
2
, b = eˆx sin
θ
2
,
c = eˆy sin
θ
2
and d = eˆz sin
θ
2
with |q|= 1, and it can be algebraically manipulated into a
rotation matrix:
R =

1− 2c2 − 2d2 2bc− 2ad 2bd+ 2ac
2bc+ 2ad 1− 2b2 − 2d2 2cd− 2ab
2bd− 2ac 2cd+ 2ab 1− 2b2 − 2c2
 .
The desired rotation can still be easily applied to a point p = (px, py, pz) = pxi+pyj+pzk,
considered as a quaternion with a real coordinate equal to zero, by evaluating the conjugation
of p by q: p′ = qpq−1, where q−1 = a − bi − cj − dk and p′ is the new position vector of
the point after the rotation. This is done using the Hamilton product for two quaternions,
q1q2 = (a1 + b1i + c1j + d1k)(a2 + b2i + c2j + d2k)
= a1a2 − b1b2 − c1c2 − d1d2 + (a1b2 + b1a2 + c1d2 − d1c2)i
+(a1c2 − b1d2 + c1a2 + d1b2)j + (a1d2 + b1c2 − c1b2 + d1a2)k.
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Quaternions can also be easily combined, the rotation q1 followed by q2 is equivalent to
q′ = q2q1, again using the hamilton product.
The representation of a rotation as a quaternion is more compact than the representation
as an orthogonal matrix, while it can still be algebraically manipulated into a quaternion-
derived rotation matrix, is less susceptible to round-off errors (normalised quaternions will
always represent rotations, while a rotaion matrix with rounding errors may not retain
orthogonality) and allows for easy conversion between both axis and angle and quaternion
repressentation. Importantly the elements vary continuously over the unit sphere allowing
a unique and continuous mapping to rotations and avoiding discontinuous jumps, such as
occur in Euler angles at degenerate points β = 0 or β = pi.
2.4 The n-sphere and distributions on Sn
The n-sphere of unit radius is the generalisation of the sphere to n-dimensional space. An
n-sphere is defined as the set of points in (n+ 1)-dimensional Euclidean space which are at
unit distance from a central point. Thus, the n-sphere centred at the origin is defined by:
Sn =
{
x ∈ Rn+1 : ‖x‖= 1} .
The spheres of particular interest in this thesis are:
S1 the circle, which is the one-dimensional circumference of a (two-dimensional) disk
in the plane
S2 the two-dimensional surface of a (three-dimensional) ball in three-dimensional
space.
Consider the unit circle and angle measurements in degrees where we start at 0 degrees
on the x-axis and sweep anti-clockwise through the entire circle to 360 degrees. The discon-
tinuity that occurs at this point creates problems when using linear statistics. For example,
we are trying to approximate the wind direction over the last hour, for this time period we
have 3 samples: 2 degrees, 15 degrees and 358 degrees. Taking the mean of these values we
obtain the value 125 degrees as shown in Figure 2.4.
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mean =
2+15+358
3
= 125
◦
2
◦
358
◦
15
◦
Figure 2.4: Example mean calculation, incorrect answer due to discontinuity
This nonsensical answer, with a mean far from the measured values, illustrates the need
for special statistical methods when working with Sn. Directional data can also be re-
pressented as vectors vi of unit length. Where the mean resultant vector ρ =
1
N
∑N
n=1 vi, is
used to calculate the mean angle θ = Arg(ρ), this yields the correct answer of 5 degrees.
Considering distributions on directional data such as angles and rotations, several ques-
tions arise. Such as, is there something analogous to the normal distribution and is there a
central limit theorem?
One solution is the wrapped normal distribution, which is a probability distribution
on the unit circle resulting from ‘wrapping’ the normal distribution, i.e., the tails of the
distribution are summed as they wrap around. The probability density function is
fWN(θ;µ, σ) =
1
σ
√
2pi
∞∑
k=−∞
exp
[−(θ − µ+ 2pik)2
2σ2
]
,
where µ and σ are the mean and standard deviation of the unwrapped normal distribution.
It is closely approximated by the most commonly used distribution, the Von Mises-Fisher
Distribution, which is a probability distribution on the n-sphere and is parameterised by a
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principal direction, the mean direction µ, and a concentration parameter, κ see Figure 2.5.
Figure 2.5: Von Mises-Fisher Distribution in 3 dimensions
The probability density function for the von Mises-Fisher distribution is
fF (x;µ, κ) = CF (κ) exp(κµ
Tx) (2.1)
where κ ≥ 0, ‖µ‖= 1, and the normalization constant CF (κ), is equal to
CF (κ) =
κn/2−1
(2pi)n/2In/2−1(κ)
for n dimensions where Iυ denotes the modified Bessel function of the first kind and order
υ, when n = 3
CF (κ) =
κ
4pi sinhκ
.
Other more complex distributions exist, such as the Kent Distribution which is the ana-
logue of the bivariate normal distribution with an unconstrained covariance matrix. It has
an additional parameter β (with 0 ≤ 2β < κ) which determines the ellipticity of the contours
of equal probability see Figure 2.6.
fK(x;µ, κ, β, γ1, γ2) =
1
CK(κ, β)
(κ) exp(κµTx+ β[(γT1 x)
2 − (γT2 x)2])
where γ1 and γ2 denote the major and minor axis and the normalization constant CK(κ), is
a complex function of the shape parameters.
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Figure 2.6: Kent Distribution
2.5 Distributions on SO(n) and the Haar measure
Consider a spaceship with gyroscopes providing orientation measurements with some error.
Like our wind speed example before, how do we best process this directional data? A
correcponding normal distribution on SO(n) rotations is the matrix Fisher distribution [29],
fMF (R; F) =
1
CMF (F)
exp(Tr(FRT))
where the normalization constant CMF (F) can be expressed as a hypergeometric function of
F [25].
Taking the polar decomposition of F = KM, where K is symmetric and M is orthogonal.
If K is positive definite a maximum exists at M, if negative definite it’s a minimum. If K = κI
then
fMF (R; F) =
1
CMF (κI)
exp(Tr(κMRT)).
Returning to our observed spaceship orientation measurements, assuming them to be
instances of random variables Ri from the matrix Fisher distribution with mean M (the
spaceships true rotation), with κ the concentration parameter
pRi(Ri; F) =
1
CMF (κI)
exp(Tr(κMRTi )),
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an example distribution is shown in Figure 2.7, points on the sphere represent rotations from
the x-axis, i.e. [1, 0, 0], to the current position, the mean rotation is shown by the arrow.
Figure 2.7: Matrix Fisher Distribution, points on the sphere represent rotations from [1, 0, 0],
mean rotation M shown by the arrow
The Haar measure µ, introduced in 1933 by Alfred Haar [30], is a unique nonzero left
invariant measure, that is µ(gS) = µ(S) for g ∈ G and s ⊆ G, µ(S) > 0, on a locally compact
Hausdorff topological group. A topological group is a group together with a topology such
that the group’s binary operation, a, b→ a ·b, and the groups inverse functions, a→ a−1, are
continuous functions with respect to the topology. A Hausdorff topology has the additional
constraint that any distinct points are seperated by neighbourhoods [31]. For compact sets
this Haar measure is finite and also right invariant for compact sets and Abelian groups,
µ(S) < ∞, µ(Sg) = µ(S). As µ(gS) = µ(S) for g ∈ G and s ⊆ G, this requires that the
distribution not change if multiplied by a freely chosen matrix g, in the case of rotation
matrices our Haar measure at rotation S is the same as at gS, or at any rotation, we can
informally consider this to be an analog of the uniform distribution.
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2.6 Wahba Problem
Detailed mathematical treatment of orientation estimation has a history of over 40 years,
beginning with Mackenzie [32] in application to crystallography. He discovered an estimator
which solves a certain least-squares formulation of the problem in O(3). He showed that the
estimator is also ML when directional errors have a Fisher distribution.
A closely related estimator was first presented as the solution to a puzzle posed by
Wahba [33, 34] in application to the attitude of a satellite. Here, the formulation of the
problem is in SO(n) and is again a form of least squares.
Wahba’s puzzle and its solution sparked a great deal of further research on the subject so
that the problem now often bears her name. It has become a standard technique for space-
craft attitude estimation and is commonly used operationally. Efficient means for solving
Wahba’s problem, i.e., computing the (weighted) least-squares estimate, in three dimensions
using quaternions has been developed [35]. The connection with ML was discovered (or
rediscovered in the Wahba context) by Shuster [36] and the Fisher information examined.
The problem has been extended and generalised in many different ways, e.g., to dynamical
modelling of attitude [37] and to generalised measurement paradigms [38].
Research interest has also been conspicuous in the statistics literature, where the problem
is often known as spherical regression [39]. A Bayesian approach to spherical regression has
been developed [40].
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3
Maximum-Likelihood and Best Invariant
Orientation Estimation
Given a number of noisy directional measurements in a local reference frame to points (or
distant objects) whose directions are known in a global reference frame, how can we best
determine the rotation between the two frames? Estimation of orientation or attitude is a
longstanding problem in statistics and signal processing, with applications to crystallography,
aeronautics and computer vision.
In this thesis, we consider the Mackenzie-Wahba estimator which is known to be ML but
This chapter is an expanded presentation of the material in: I. Vaughan L. Clarkson, Stephen D. Howard,
William Moran, Douglas Cochran and Megan L. Dawson Maximum-Likelihood and best Invariant Orientation
Estimation. Presented at the Asilomar Conference on Signals, Systems, and Computers 6-9 November 2010,
Asilomar Conference Grounds, Pacific Grove, California
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we further show that it is a Bayes estimator and also a Best Invariant estimator.
The chapter is set out as follows. In Section 3.1, we present the statistical model for
orientation estimation and review the Mackenzie-Wahba estimator in the context of maxi-
mum likelihood. In Section 3.2, we present the main result of this chapter, that the Bayesian
estimator is identical to ML. In Section 3.3, we show that this ML/Bayes estimator is the
Best Invariant estimator for estimation on O(n) and SO(n).
3.1 Maximum-Likelihood Orientation
Suppose we know the directions to N points specified as unit vectors xj ∈ Rn, j = 1, . . . , N ,
in a global or canonical coordinate frame. We measure directions yj to the same points as
unit vectors in a local coordinate frame. If the directions could be measured without error,
we would have xj = Ryj where R is an orthogonal matrix representing the rotation between
the local and global coordinate frames.
Figure 3.1: Unit vectors xj and yj
Two different models may be distinguished governing the allowable values of R. In one
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model, any orthogonal transformation is allowed so R represents an element of the group
O(n) and the matrix R has determinant ±1. In the other model, only rigid-body rotations
are allowed and so R represents an element of the group SO(n) and det R = 1.
We will assume the directional measurements are made with errors. They are assumed to
be instances of random variables Yj from the von Misses-Fisher distribution (equation 2.1
from section 2.4) [25] with spherical means R−1xj = RTxj, i.e.,
pYj(yj) =
κ
4pi sinhκ
exp(κ(RTxj)
Tyj)
=
κ
4pi sinhκ
exp(κxTj Ryj)
where κ is the concentration parameter of the distribution. Note that to simplify notation
we will omit the subscripts from pdfs, pYj will be written as p(yj), pR|Y,X as p(R|Y,X).
With independent measurements and stacking the column vectors xj to form the matrix
X and column vectors yj to form the matrix Y, and using the cyclic invariance of trace we
find that the likelihood function for R is
L(R) =
N∏
j=1
pYj(yj)
=
( κ
4pi sinhκ
)N N∏
j=1
exp(κxTj Ryj)
=
( κ
4pi sinhκ
)N
exp(κ
N∑
j=1
xTj Ryj)
=
( κ
4pi sinhκ
)N
expκTr(YXTR).
Define P = YXT assume rank P = n if R ∈ O(n) and rank P ≥ n − 1 if R ∈ SO(n).
Full rank is not required if we restrict R to SO(n) because, as will be seen in the proof
of Theorem 2, the orientation of the final axis is determined by the others. The rank of
P is dependent on the number (N) of chosen directions xj, provided N ≥ n, P will have
full rank. The polar decomposition of P is P = QTA where A is positive definite and Q
is orthogonal. Write P’s singular value decomposition (SVD) as P = UΣVT where U and
V are orthogonal matrices and Σ is a diagonal matrix with non-negative elements σi, the
singular values, on the diagonal in descending order (note Q = VUT and A = VΣVT).
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We then have
L(R) =
( κ
4pi sinhκ
)N
expκTr(ΣVTRU). (3.1)
3.1.1 Convex Hulls and Horn’s Theorem
Now we note that the convex hull of a set of points in n dimensions is the minimal convex
set that encloses the points. In two dimensions this can be visualised as snapping an elastic
band around the point set and similarilly a convex polytope in three dimensions as seen in
simple examples in Figure 3.2.
Figure 3.2: Example convex hulls in two and three dimensions
We have the following theorem of Horn [41, 42]
Theorem 1 The set D+ of all diagonals of n-dimensional rotation matrices SO(n) is equal
to the convex hull of the set V + consisting of points (±1, · · · ,±1) of which an even number
(possibly 0) of the coordinates are −1.
Note that the points in V + are the diagonals of the diagonal rotation matrices. The
orthogonal group O(n) has two connected components, SO(n) consisting of those orthogo-
nal matrices with determinant +1, and O−(n) consisting of those othogonal matrices with
determinant −1, i.e.,
O(n) = SO(n) ∪O−(n)
A direct consequence of Theorem 1 is that the set D− of diagonals of othogonal matrices with
deteminant −1 is the convex hull of the set V − consisting of those points (±1, · · · ,±1) of
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which an odd number of the coordinates are −1. In three dimensions we can see in Figure 3.3
the convex hulls on V +, V − and the union of the two.
Figure 3.3: Convex hulls on V +, V − and the union of the two in three dimensions
3.1.2 Maximum-Likelihood estimate
Theorem 2 ([32–34, 36, 43]) If R ∈ O(n) or det Q = 1 then the unique ML estimate of
R is RˆML = Q. Otherwise,
RˆML = V diag(1, · · · , 1,−1)UT.
which is unique if the smallest singular value of A is non-degenerate.
Proof: From (3.1), the ML estimate is the maximiser of
Tr(ΣVTRU) = Tr(ΣW) = dWσ
T (3.2)
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where W = VTRU is orthogonal and dW and σ are the diagonals of W and Σ as vectors.
We have three cases
1. If det Q = 1 and we are maximising (3.2) over R ∈ SO(n) then since D+ is a convex
hull
dWˆML = arg max
dW∈D+
dWσ
T = arg max
dW∈V +
dWσ
T
Thus dWˆML = (1, 1, · · · , 1) and so WˆML = I, that is, RˆML = Q.
2. If we are maximising (3.2) over R ∈ O(n) then
dWˆML = arg max
dW∈D+∪D−
dWσ
T = arg max
dW∈V +∪V −
dWσ
T
Again dWˆML = (1, 1, · · · , 1) and RˆML = Q.
3. If det Q = −1 and we are maximizing (3.2) over R ∈ SO(n) then we must maximize
dWσ
T over W ∈ O−(n), i.e.,
dWˆML = arg max
dW∈D−
dWσ
T = arg max
dW∈V −
dWσ
T
This has a unique maximum dWˆML = (1, 1, · · · , 1,−1) and so RML = V diag(1, · · · , 1,−1)UT,
if the smallest singular value of A is non-degenerate. If the smallest singular value is
m-fold degenerate then we have the same maximum value if the single −1 in dWˆML
occurs in any of the last m positions.
3.2 Bayes Estimator
We take our loss function as the squared Hilbert-Schmidt distance between R and Rˆ, the
choice of squared distance is motivated by the fact that it simplifies calculations and is
equivalent to ‖R− Rˆ‖HS.
‖R− Rˆ‖2HS= Tr
(
(R− Rˆ)(R− Rˆ)T
)
.
Let G be the group, either O(n) or SO(n), in which R is an element. The expected loss for
the likelhood (3.1) is
ρ(Rˆ) =
∫
G
‖R− Rˆ‖2HSp(R|Y,X)dµ(R), (3.3)
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where µ(R) is the Haar measure on G. We note that from the preceeding section we have,
p(Y|R,X) =
( κ
4pi sinhκ
)N
expκTr(ARQT),
and
p(Y) =
( κ
4pi sinhκ
)N ∫
G
expκTr(ARQT)dµ(R).
An application of Bayes theorem, with a uniform prior (h(R)) with respect to the Haar
measure on G for the orientation, yields the following posterior distribution
p(R|Y,X) = h(R)p(Y|R,X)
p(Y)
=
1
α0(κA)
expκTr(ARQT),
with the normalising factor α0(κA) given by
α0(κA) =
∫
G
expκTr(ARQT)dµ(R)
=
∫
G
expκTr(AS)dµ(S)
where S = RQT. We can choose to restrict R and Q to be elements of SO(n) and so create
a distribution with respect to the Haar measure on that group. It follows that
ρ(Rˆ) =
1
α0(κA)
∫
G
Tr
(
(R− Rˆ)(R− Rˆ)T
)
expκTr(ARQT) dµ(R),
=
1
α0(κA)
∫
G
[Tr(RTR)− Tr(RTRˆ)− Tr(RˆTR) + Tr(RˆTRˆ)] expκTr(ARQT) dµ(R).
Given that Tr(RTR) = Tr(RˆTRˆ) = n, we see
ρ(Rˆ) =
1
α0(κA)
∫
G
[2n− 2 Tr(RˆTR)] expκTr(ARQT) dµ(R)
=
2n
α0(κA)
∫
G
expκTr(AS) dµ(S)− 2
α0(κA)
∫
G
Tr(RˆTSQ) expκTr(AS) dµ(S)
= 2n− 2
α0(κA)
∫
G
Tr(QˆR
T
S) expκTr(AS) dµ(S).
Then
ρ(Rˆ) = 2n− 2 Tr(QRˆ
Tα1(κA))
α0(κA)
, (3.4)
where
α1(κA) =
∫
G
S expκTr(AS)dµ(S). (3.5)
Our aim is to now prove
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Theorem 3 If R ∈ O(n) or det Q = 1 then the Bayesian estimate of R is RˆB = Q.
Otherwise,
RˆB = V diag(1, ..., 1,−1)UT.
To prove the theorem we require the following lemmata.
Lemma 1 If A is positive definite with A = VΣVT then α1(κA) = Vα1(κΣ)V
T.
Proof: Accordingly, we write
α1(κA) =
∫
G
S expκTr(VΣVTS)dµ(S),
by a change of variable T = VTSV
α1(κA) = V
∫
G
T expκTr(ΣT)dµ(T)VT,
so
α1(κA) = Vα1(κΣ)V
T.
Lemma 2 Any matrix U ∈ SO(n) that commutes with A commutes with α1(κA).
Proof: Consider
U−1α1(κA)U =
∫
SO(n)
U−1SU expκTr(AS)dµ(S),
utilising the left and right invariance of the Haar measure on SO(n) i.e. for a translate
g ∈ SO(n), µ(gS) = µ(S), we let S = US and then S = SU−1 to obtain,
U−1α1(κA)U =
∫
SO(n)
S expκTr(AUSU−1)dµ(S).
This equals
U−1α1(κA)U =
∫
SO(n)
S expκTr(U−1AUS)dµ(S)
=
∫
SO(n)
S expκTr(AS)dµ(S) = α1(κA)
because U commutes with A. Hence U commutes with α1(κA).
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Lemma 3 If Σ is diagonal then α1(κΣ) is diagonal also.
Proof: By Lemma 2, every diagonal element of SO(n) commutes with α1(κΣ). Di-
agonal elements of SO(n) have ±1 on the diagonal with the number of −1’s even. Also the
identity matrix trivially commutes with α1(κΣ), and the commutation property is closed un-
der linear combinations. Taking simple linear combinations, we see firstly that all diagonal
matrices whose diagonals have two non-zero entries which are equal commute with α1(κΣ).
Then, taking differences of these we obtain that each matrix whose diagonal is a permutation
of the vector (1,−1, 0, ..., 0) commutes with α1(κΣ). Since vectors of the last form together
with the vector (1, 1, ..., 1) form a basis of Rn, it follows that all diagonal matrices commute
with α1(κΣ) and hence α1(κΣ) is diagonal.
Lemma 4 The eigenvalues of α1(κΣ) are ordered in the same way as the eigenvalues of Σ.
Proof: Consider the integral
α1(A) =
∫
SO(n)
R exp Tr(AR)dµ(R)
Assume that A is diagonal and that its diagonal entries are a1 ≥ a2 ≥ a3 . . . ≥ an. Our aim
is to show that the diagonal entries of α1(A), z1, z2, . . . , zn, are ordered in the same way as
those of A. In fact, it will be enough to show that z1 ≥ z2, as we can permute the variables
using a conjugation by a permutation matrix that will bring any pair of indicies i and j to
the positions 1 and 2. We write
τ(r˜) = τ(r3, r4, . . . , rn) = exp
n∑
k=3
akrkk
and κ(r11, r22, . . . , rnn) is the density of the marginalisation of the Haar measure to the
diagonal so that∫
SO(n)
f(r11, r22, . . . , rnn)dµ(R) =
∫
r∈[−1,1]n
f(r11, r22, . . . , rnn)κ(r11, r22, . . . , rnn)dr11 dr22 . . . drnn.
Notice that that κ is invariant with respect to the permutation of the elements in R, since
if R ∈ SO(n) has diagonal r then ΠR has diagonal Πr where ΠR ∈ SO(n). Hence τ(r˜)κ(r)
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is invariant under the permutation r11 ↔ r22. Now write
zi =
∫
W
rii exp(a1r11 + a2r22)τ(r˜)κ(r)dr11dr22dr˜
(i = 1, 2).
Consider
z1 − z2 =
∫
W
(r11 − r22) exp(a1r11 + a2r22)τ(r˜)κ(r)dr11dr22dr˜
=
∫
W+
+
∫
W−
r11 exp(a1r11 + a2r22)τ(r˜)κ(r)dr11dr22dr˜
−
∫
W+
−
∫
W−
r22 exp(a1r11 + a2r22)τ(r˜)κ(r)dr11dr22dr˜
where W+ = {r : r11 > r22} and W− = {r : r11 < r22}. Reorganising this and permuting
variables r11 ↔ r22 we have
z1 − z2 =
∫
W+
r11 exp(a1r11 + a2r22)τ(r˜)κ(r)dr11dr22dr˜
−
∫
W+
r11 exp(a1r22 + a2r11)τ(r˜)κ(r)dr11dr22dr˜
+
∫
W−
r11 exp(a1r11 + a2r22)τ(r˜)κ(r)dr11dr22dr˜
−
∫
W−
r11 exp(a1r22 + a2r11)τ(r˜)κ(r)dr11dr22dr˜
=
∫
W+
r11(exp(a1r11 + a2r22)− exp(a1r22 + a2r11))τ(r˜)κ(r)dr11dr22dr˜
+
∫
W+
r22(exp(a1r22 + a2r11)− exp(a1r11 + a2r22))τ(r˜)κ(r)dr11dr22dr˜
=
∫
W+
(r11 − r22)(exp(a1r22 + a2r11)− exp(a1r11 + a2r22))τ(r˜)κ(r)dr11dr22dr˜.
Since the integral is over W+
(a1r11 + a2r22)− (a1r22 + a2r11) = (a1 − a2)(r11 − r22) ≥ 0,
the integrand is positive and therefore z1 ≥ z2.
We can now prove Theorem 3.
Proof: The expected loss (3.4) is minimised by maximising
Tr(QRˆTα1(κA)).
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Applying Lemma 1 we have
Tr(QRˆTα1(κA)) = Tr(QRˆ
TVα1(κΣ)V
T)
= Tr(VTQRˆTVα1(κΣ))
= Tr(Wα1(κΣ))
= dWα
T (3.6)
where W = VTQRˆTV is orthogonal, α1(κΣ) is diagonal from Lemma 3 and dW and α are
the diagonals of W and α1(κΣ) as vectors.
By a similar argument to Theorem 2, we have three cases
1. If detQ = 1 and we are maximising (3.6) over R ∈ SO(n) then since D+ is a convex
hull
dWˆB = arg max
dW∈D+
dWα
T = arg max
dW∈V +
dWα
T
Thus dWˆB = (1, 1, · · · , 1) and so WˆB = I = VTQRˆTBV, that is, RˆB = Q.
2. If we are maximising (3.6) over R ∈ O(n) then
dWˆB = arg max
dW∈D+∪D−
dWα
T = arg max
dW∈V +∪V −
dWα
T
Again dWˆB = (1, 1, · · · , 1) and RˆB = Q.
3. If det Q = −1 and we are maximizing (3.6) over R ∈ SO(n) then we must maximize
dWα
T over W ∈ O−(n), i.e.,
dWˆML = arg max
dW∈D−
dWα
T = arg max
dW∈V −
dWα
T
This has a unique maximum dWˆB = (1, 1, · · · , 1,−1) (under the same conditions
mentioned in Theorem 2) as α has elements in decreasing order according to Lemma
4. The Bayes estimator if det Q = −1 or R ∈ SO(n) is Rˆ = V diag(1, ..., 1,−1)VTQ,
where Q = VUT thus RˆB = V diag(1, ..., 1,−1)UT.
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3.3 The Best Invariant Estimator
The density p(Y|R,X) is invariant under the tranformation
yj → y′j = Syj, j = 1, · · · , N
R→ R′ = RST
p(Y|R,X) = p(SY|RST,X). (3.7)
With the loss function the Hilbert-Schmidt squared distance, as previously discussed, be-
tween R and Rˆ the expected risk function R for the estimator Rˆ : Rn×N → SO(n) is
R(R, Rˆ) =
∫
Y
‖R− Rˆ(Y)‖2p(Y|R,X)dY. (3.8)
An estimator Rˆ is invariant if under the transformation (3.7) we have
Rˆ(Y′) = Rˆ(Y)ST.
For an invariant estimator the risk function (3.8) is a constant function of R since
R(R, Rˆ) =
∫
Y
‖R− Rˆ(Y)‖2p(Y|R,X)dY
=
∫
Y
‖I− Rˆ(Y)RT‖2p(Y|R,X)dY
=
∫
Y
‖I− Rˆ(RY)‖2p(Y|R,X)dY
=
∫
Y
‖I− Rˆ(Y′)‖2p(RTY′|R,X)dY′
=
∫
Y
‖I− Rˆ(Y′)‖2p(Y′|I,X)dY′
= R(I, Rˆ).
Hence we can find the Best Invariant estimator by minimizing the constant risk
R(R, Rˆ) = 1
8pi2
∫
SO(3)
R(R, Rˆ)dµ(R)
=
1
8pi2
∫
SO(3)
∫
Y
‖R− Rˆ(y)‖2p(y|R,x)dydµ(R)
=
1
8pi2
∫
Y
∫
SO(3)
‖R− Rˆ(y)‖2p(y|R,x)dµ(R)dy
=
∫
Y
α0(κA(y))ρ(Rˆ(y))dy.
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We can exhange the order of the integrals above since they are over compact spaces, so
that, by Bayes theorem p(y|R,x) = α0(κA(y))p(R|y,x). Since α0(κA(y)) is ≥ 0 and
independent of our choice of estimator, the Bayes estimator (Theorem 3) which minimises
the expected loss ρ(Rˆ) is also a Best Invariant estimator.
3.4 Conclusion
In this chapter we have discussed the Mackenzie-Wahba estimator, a known ML orientation
estimator, and have shown it to be both a Bayes estimator and a Best Invariant estimator.
This was shown not only in two and three dimensions but generally for O(n) and SO(n).
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4
Position Estimation
Position estimation has a long history relating to vehicle navigation, particularly at sea, as
discussed in Chapter 1. More recently with electronic navigation solutions and the rise of
applications across handheld devices, there has been an increasing need for cheap, quick and
accurate localisation.
In this chapter we provide a history of modern position estimation, starting with an
overview of triangulation vs trilateration in Section 4.1 and then more specifically GNSS,
Section 4.2, the most recognisable trilateration system in use today. The methods used
previously for solving hyperbolic navigation systems utilising statistical estimation of po-
sition are covered in Section 4.3. In Section 4.4 we detail the statistical signal model for
time-of-arrival (TOA) measurement errors we adopt in this thesis. Finally in Section 4.5, we
introduce a number of objective functions from which estimators are derived, including the
geometric fit, which corresponds to the ML estimator for Gaussian errors, and the algebraic
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fit, our proposed LLS estimator.
4.1 Triangulation vs Trilateration
Calculating the position of a point from known points using measured angles is known as
triangulation. The distance to the unknown point, C can be obtained from two known
points, A and B, the distance between them, l and measurements of angles to the point C,
α and β (see Figure 4.1).
C
d
surveyed 
object
A B
l
α βmeasured angles
known distance
Figure 4.1: Triangulation: calculation of d to determine the position of C given A, B, α, β
and l
Utilising basic trigonometric functions and identities we solve for d:
l =
d
tanα
+
d
tan β
= d
(
cosα
sinα
+
cos β
sin β
)
= d
sin(α + β)
sinα sin β
so d = l
sinα sin β
sin(α + β)
from this we can determine the full coordinates of our unknown point C in two dimensions.
Estimating distance using angles and triangles has again a very long history. The Greek
philosopher Thales used similar triangles, he compared the lenths of shadow between himself
and the pyramids to estimate there height [44]. Dutch mathematician Willebrord Snell de-
veloped the modern concept of triangulation networks, accurately surveying systems of very
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large triangles. He showed that unknown positions within the network can be accurately
calculated from the angles subtended from previous points and estimated a value for the
earth’s circumference in 1617 [45]. Modern triangulation networks require mapping a large
scale grid, Gauss surveyed the Kingdom of Hanover in 1821-1825, utilising the method of
least squares to find the best fit for overdetermined system of equations. Significant contri-
butions to this method were made by Laplace(1774), Legendre(1805) and Gauss (1809) [46].
However, these triangulation networks have been largely superseded by trilateration, specif-
ically the GNSS discussed in the following section.
Trilateration, does not involve the measurement of angles, but distances and when used
in surveying the lengths of the triangles are measured, and from these the locations and
angles can be computed. More commonly trilateration involves the geometry of circles and
spheres to determine absolute or relative position, such as in the GPS.
Circles are utilised in 2 dimensions to calculate the location of a point known to lie at
a fixed distance from 2 points (that are not coincident), and the information of the circle
centers (pi and pj) and radii (di and dj) can be used to calculate the possible locations
(maximum of 2). See Figure 4.2, to simplify the solution we have located both circles on the
x axis such that piy = pjy = 0.
pi
d
Points of intersection are 
possible object locations
pj
dj
i
Figure 4.2: Simple trilateration example in 2 dimensions
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Starting with the equations for the 2 circles
d2i = (x− pix)2 + y2,
d2j = (x− pjx)2 + y2.
Eliminating y and solving for x we obtain
x =
d2j − d2i
2(pix − pjx) ,
backsubstituting for y
y = ±
√
d2i −
(
d2j − d2i
2(pix − pjx) − pix
)2
.
from our expression for y we see that there may be zero, one or two solutions.
Extending to 3 dimensions, spheres are utilised and we require three measured distances
from three points to determine the possible locations. Geometrically this can be visualised
as finding where the surfaces of the three spheres intersect.
4.2 Global navigation satellite systems
GNSS have become a critical part of modern infrastructure. Their utility in accurately
determining location and time-of-day has led to the widespread installation of receivers in all
forms of transportation and now almost ubiquitously as standard subsystems in smartphones,
laptop computers and cameras. The oldest, best known and most widely used system is the
GPS, established in 1973 by the U.S. Department of Defense and declared operational in
1993 [47].
A common feature of all GNSS is that an inexpensive receiver is used to determine
position and time by means of multilateration, i.e., direct measurement of ranges, or rather
range differences, with respect to a number of visible satellites. The satellites are in precisely
controlled orbits and carry atomic clocks in order to emit signals in precise synchrony. The
receiver has a less precise clock but, by measuring the TDOA of incident signals from at
least four satellites, the receiver’s position in three dimensions can be determined accurately
together with the receiver’s time offset (or bias) with respect to the satellite clocks.
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GNSS systems are examples of hyperbolic navigation systems that have been in service
since World War 2 with the advent of the British Gee and US LORAN systems, both of
which used terrestrial emitters. A TDOA between a pair of emitters, if measured without
error, yields a hyperbolic locus, historically known as a position line or plane, on which
the receiver must lie. The intersection of hyperbolas allows the receiver to fix its position.
During World War 2, position fixes were made manually or semi-automatically by consulting
charts on which the hyperbolas are plotted. From the 1950s, receivers became available that
could compute position fully automatically [48].
4.3 Hyperbolic Navigation Systems
As hyperbolic navigation systems have now been operational for over 70 years, it is not
surprising that estimation techniques and analyses of their accuracy should have accumulated
an extensive literature. In fact, demarcating the starting point of the literature is difficult
because it arises naturally from an earlier one in general navigation and surveying that
extends back at least to Gauss and Snell if not to antiquity. Perhaps the beginning of the
modern literature is with Stansfield in 1947 [49]. Although he posed the problem in terms of a
multiangulation system rather than multilateration, being motivated by the direction-finding
systems with which he was familiar during World War 2, he demonstrated the application
of the principle of ML and examined the resulting estimation errors.
In a paper appearing not long after Stansfield’s, his wartime colleague Daniels [50] ex-
plicitly considered the problem of statistical estimation of position in hyperbolic navigation
systems. He considered the methods of ML and least squares, together with simple graphical
means to compute improved estimates.
The algebraic formulation of the statistical problem given by Lee [51] is the model we
adopt in this thesis. The estimator examined by Lee, citing earlier technical reports by
Stiglitz et al. and Rockwell Corp., is implicitly an iterative method that linearises the squared
position error around a position estimate in order to improve it. Subsequently, several
estimation algorithms have been developed along these lines [52].
Bancroft’s estimation procedure [53] reduces the equations to a LLS problem, coupled
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with solution of a quadratic equation, utilising four or more satellites. The procedure is
popular because it demonstrates good accuracy while being non-iterative and in closed form.
Lundberg [54] proposed two further closed-form estimation procedures, the spherical-
plane and hyperbolic-plane algorithms. In each case, this was achieved by subtle alterations
to the objective function which yield linear, instead of non-linear, least-squares formulations.
In this thesis, we consider Lee’s algebraic formulation of the hyperbolic positioning prob-
lem [51]. Its solution yields the ML estimate when errors are assumed to be Gaussian. By
way of comparison, we also examine a simple variant of Lundberg’s LLS estimators [54].
4.4 Signal Model
We consider a model in which N transmitters, e.g., satellites in a GNSS scenario, are located
at known positions pi = (xi, yi, zi), i = 1, . . . , N . Each transmitter emits a signal at precisely
the same time instant t, but this value is not known precisely by the receiver, nor its own
location p = (x, y, z). These four variables are parameters to be estimated. The receiver
measures TOA ti, i = 1, . . . , N , of the signals from each of the transmitters. The ti are
instances of independent, identically distributed (i.i.d.) random variables (r.v.s) Ti such
that
Ti =
1
c
√
(xi − x)2 + (yi − y)2 + (zi − z)2 + t+ ∆i (4.1)
where c represents the signal propagation speed (speed of light) and the ∆i are zero-mean
i.i.d. r.v.s representing the TOA measurement errors.
As some variables in (4.1) represent time and others distance, it is common in the GNSS
literature to re-cast the equations to use distance everywhere. Hence, we calculate di = cti,
the observed pseudo-ranges to the transmitters, instances of the r.v.s Di = cTi. Rather than
estimating the clock bias t, we can equivalently estimate the range bias d = ct. The model
is illustrated in Figure 4.3.
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Receiver with position (x, y, z)
Range bias d
Range = di − d
ith satellite with position (xi, yi, zi)
Measured pseudo range di
Figure 4.3: Model for trilateration in a GNSS.
4.5 Parameter Estimation
There are four methods of parameter estimation, refered to in this thesis. The first, that of
least squares (refered to as geometric fit), is maximum-likelihood when errors are Gaussian.
This iterative method minimises the sum of squared errors and is considered more accu-
rate [55]. However it requires more computation, an initial guess and with multiple optima,
the estimate may not exist or be unique. Next we introduce the modified geometric fit, it
will be a useful aid in the study of the behaviour of the geometric fit in later sections. The
third, Linear Least Squares (Algebraic fit), and the fourth, Bancroft’s Estimator, are closed
form solutions utilising the same objective funtion. This objective function minimises the
sum of the errors to the forth power and this can produce two possible solutions. If we obtain
two solutions additional information such as our position being near the earth’s surface can
be used to chose our estimate.
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4.5.1 Least Squares, maximum-likelihood when errors are Gaus-
sian (Geometric fit)
To estimate the four unknown parameters, the method of least squares is an obvious and
popular choice. The GPS was developed assuming use of this solution method, prior to
development of closed form solutions in 1985. Here, the objective function to be minimised
is
F (x, y, z, d) =
N∑
i=1
[
√
(xi − x)2 + (yi − y)2 + (zi − z)2 − (di − d)]2. (4.2)
There may be more than one minimiser, of which we will say more in Section 6.4. This
objective corresponds to the negative log-likelihood when the TOA errors are Gaussian r.v.s
and have the same variance and hence the estimates so derived are ML in that case. By
analogy to a similar objective function to be reviewed in Section 6.2, we also refer to this
estimator as the geometric fit.
Clearly, the objective function is non-linear and its solution is achieved iteratively, for
example by use of the Gauss-Newton algorithm. As there are four unknowns, we require
four or more transmitters to determine position and range bias in three dimensions.
4.5.2 Modified Geometric fit
This modified geometric fit is not intended for practical application but will be a useful aid
in the study of the behaviour of the geometric fit in Section 6.6. It’s objective function is
H(x, y, z, d) = min
s=±1
N∑
i=1
[
√
(xi − x)2 + (yi − y)2 + (zi − z)2 − s(di − d)]2. (4.3)
In comparison with (4.2), we have replaced the term di − d in the geometric-fit objective
with s(di − d). We observe that
H(x, y, z, d) = min{F (x, y, z, d), H−(x, y, z, d)}
where
H−(x, y, z, d) =
N∑
i=1
[
√
(xi − x)2 + (yi − y)2 + (zi − z)2 + di − d]2. (4.4)
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4.5.3 Linear Least Squares (Algebraic fit)
To obtain a closed-form solution, an alternative objective function can be proposed. We
instead seek to minimise the function
G(x, y, z, d) =
N∑
i=1
[(xi − x)2 + (yi − y)2 + (zi − z)2 − (di − d)2]2. (4.5)
This is the objective function that Bancroft [53] uses as the starting point to derive his
algorithm. We will refer to the minimiser of this function as the algebraic fit.
As pointed out by Bancroft, the process of ‘squaring’ that yields the new objective
function may introduce extraneous solutions. We introduce the notion of an admissible
solution in the sense that the measured ranges di − d are non-negative.
The function G can be re-written as
G(q) = ‖A′q− b′ − r1‖2
where
A′ =

2x1 2y1 2z1 −2d1
...
...
...
...
2xN 2yN 2zN −2dN
 ,
b′ =

x21 + y
2
1 + z
2
1 − d21
...
x2N + y
2
N + z
2
N − d2N
 ,
q =

x
y
z
d
 , r = x
2 + y2 + z2 − d2,
1 is the column vector of all ones and ‖·‖ is the Euclidean norm of its argument. If, instead of
A′q−b′−r1, we consider its orthogonal projection along 1, we can eliminate the non-linear
elements in r to minimise
L(q) = ‖Aq− b‖2
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where A = PA′, b = Pb′ and P = I − 11T/N is the projection matrix. This now has the
form of an LLS problem. It is minimised with
qˆ = A#b, (4.6)
where A# is the pseudo- or Moore-Penrose inverse of A, expressed A# = (ATA)−1AT when
A has full rank. Because of the projection, A can only have full rank when N ≥ 5. The
estimator we have thus proposed is similar to the LLS estimator of Lundberg [54].
4.5.4 Bancroft’s Estimator
Utilising the Lorentz inner product for 4-space defined as
〈u,v〉 = u1v1 + u2v2 + u3v3 − u4v4,
the objective function used by Bancroft ( 4.5) can be rewritten as
G(q) =
N∑
i=1
‖1
2
〈qi,qi〉 − 〈qi,q〉+ 1
2
〈q,q〉 ‖2 (4.7)
where q =
(
x y z d
)T
denote the receiver position vector and qi =
(
xi yi zi ri
)T
denotes the ith satellite position and range vectors.
Defining the following matrices
B =

x1 y1 z1 −d1
...
...
...
...
xN yN zN −dN
 ,
a =
1
2

〈q1,q1〉
...
〈qN ,qN〉
 , Λ = 12 〈q,q〉 ,
we can now rewrite ( 4.7) to minimise a−Bq + Λ1.
For more than 4 satellites, we can have closed form least-squares solution
q = B#a + Λ1 (4.8)
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where B# is the pseudoinverse of B.
However, the solution involves Λ which is defined in terms of the unknown q. Thus we
substitute q into Λ and rearrange to obtain
Λ2
〈
B#1,B#1
〉
+ 2Λ
(〈
B#1,B#a
〉− 1)+ 〈B#a,B#a〉 = 0.
This is a quadratic in Λ, we can calculate the coefficients and solve for the two possible
values of λ and from it the two possible solutions for q using ( 4.8).
4.6 Summary
Following our discussion of historic position estimation, we have considered GNSS, of which
a well known example is the GPS. We have outlined our signal model for a GNSS and
introduced a number of different estimators. The geometric fit, which corresponds to the ML
estimator for Gaussian errors, minimises the sum of squared errors and is solved itteratively.
While it is considered more accurate it can have multiple solutions, as will be shown in
Chapter 5 and in Chapter 6 we show it has no moments. The algebraic fit, is a LLS and,
like Bancroft’s estimator, it may introduce extraneous solutions. While it is considered to be
less accurate than the geometric fit, we show that contrastingly it does has finite moments
in Chapter 6. In this thesis we will consider only the minimum number of satellites. This
arises during real world operation and can be solved algebraically with interesting solution
properties.
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5
Satellite Position Constraints for Zero, One
and Two Solutions
In a satellite navigation system such as the GPS, the receiver is required to determine
its position accurately from TDOA measurements of incident signals. We will examine
the receiver solution space of an estimator which is ML under the assumption of Gaussian
measurement errors. We find the satellite position constraints which cause the receiver to
have zero, one or two real solutions. We derive the equations for the boundary between
the domains in which one and two solutions lie and find that there is a simple geometric
interpretation.
This chapter is an expanded presentation of Megan Dawson and I. Vaughan L. Clarkson. Satellite
transmitter position constraints for zero, one and two solutions. Signal Processing and Communication
Systems (ICSPCS), 2013 7th International Conference on, 16-18 December (2013)
59
60 Satellite Position Constraints for Zero, One and Two Solutions
Abel and Chaffee [56] showed that the ML receiver estimate under minimum satellites
does not always result in a unique solution. Two possible reciever position and clock bias
solutions may exist that exactly replicate the pseudorange measurements. Alternatively
there may be no real solution. These cases arise due to the hyperbolic geometry of the
pseudoranging system.
Abel and Chaffee [56] conjecture that users on the ‘inside’ of a constellation will expe-
rience a unique fix while those ‘outside’ may not. As the GPS satellites orbit around the
earth, positions near the earth result in a unique solution. Schmidt [57] utilises conic sections
where the receiver position is located at the focus and argues that the boundary between
one and two solutions as where the solution conic changes from an ellipse to a hyperbola.
Hoshen [58] invokes the Problem of Apollonius, a geometric construct equivalent in 2D to a
circle touching externally two circles and passing through a given point. Hoshen uses this to
obtain the asymptotic equations in spherical coordinates.
Utilising the definition of pseudorange circles as circles centred at the satellite transmitter
positions, with radius equal to the pseudo-range. We directly derive the boundary between
one and two admissible solutions in two dimensions and show it to be geometrically equivalent
to finding where the pseudorange circles share a tangent line.
This chapter is set out as follows. In Section 5.1 we outline the 2D solution space where
we obtain zero, one or two real solutions. In Section 5.2 we use the notion of an admissible
solution to obtain the boundary condition between one and two admissible solutions. In
Section 5.3 we display the solution space graphically and outline a few specific cases where
one and two solutions arise and finally conclude in Section 5.4.
5.1 2D Solution Space
Consider the case in which the minimum number of transmitters or satellites is used to
estimate position. The minimum number of satellites required is four, as discussed above,
to estimate the parameters x, y, z and d. To simplify the discussion, we consider position
estimation in two dimensions using three transmitters, i.e., the unknowns are x, y and d
only.
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The three transmitter positions are p1, p2 and p3. For simplicity we choose our coordinate
system such that the origin is located at the midpoint of p1 and p2, and both p1 and p2
are located on the y-axis. As illustrated in Figure 5.1 the positions of the transmitters are
p1 = (0, ξ), p2 = (0,−ξ) (with ξ > 0) and p3 = (α, β). The pseudo-ranges are d1 = γ,
d2 = η and d3 = χ.
p1= (0, ξ)
d1 = γ
p3= (α, β)
d3 = χ
p = (x, y)
d
p2= (0, -ξ)
d2 = η
Figure 5.1: 2D three transmitter locations.
From (4.2) we can see that in the minimum transmitter case we obtain three equations
of the form below and can solve for our three unknowns (x, y and d). If F (x, y, d) = 0, then
(xi − x)2 + (yi − y)2 = (di − d)2.
Substituting the coordinates for p1, p2 and p3 we have:
x2 + y2 − 2ξy + ξ2 = d2 − 2γd+ γ2. (5.1)
x2 + y2 + 2ξy + ξ2 = d2 − 2ηd+ η2. (5.2)
(α− x)2 + (β − y)2 = (d− χ)2. (5.3)
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The difference of (5.2) and (5.1) yields:
y =
(η − γ)(η − 2d+ γ)
4ξ
. (5.4)
Rearranging (5.1) to express x in terms of y and d we obtain
x2 = (d− γ)2 −
(
(η − γ)(η − 2d+ γ)
4ξ
)2
+
(η − γ)(η − 2d+ γ)
2
− ξ2,
x = ±
√
(d− γ)2 − (ξ − y)2. (5.5)
Substituting the expression for x in (5.5) into (5.3) we obtain(
α−±
√
(d− γ)2 − (ξ − y)2
)2
+ (β − y)2 = (d− χ)2,
which can be rearranged to(
2χd− 2γd− 2βy + 2tξ + α2 + β2 − χ2 + γ2 − ξ2)2 = 4α2(d2 − 2γd+ γ2 − y2 + 2yξ − ξ2).
We now back-substitute for y in (5.4) and find we have a quadratic in d of the form
ad2 + bd+ c = 0, where
a =
(
2χ− η − γ + β(η − γ)
ξ
)2
+ α2
(
(η − γ)2
ξ2
− 4
)
(5.6)
b = α2
(
4η + 4γ − (η + γ)(η − γ)
2
ξ2
)
+2
(
2χ− η − γ + β(η − γ)
ξ
)(
η2 + γ2
2
+ α2 + β2 − χ2 − ξ2 − β(η
2 − γ2)
2ξ
)
,
c =
(
η2 + γ2
2
+ α2 + β2 − χ2 − ξ2 − β(η
2 − γ2)
2ξ
)2
− 4α2
(
η2 + γ2
2
− ξ2 − (η + γ)
2(η − γ)2
16ξ2
)
.
Because the equation in d is a quadratic it is immediately clear that there can be zero,
one or two real solutions for (x, y, d). The simplest scenario to examine first is when there
is exactly one solution. If there is one solution then either a = 0 or b2 − 4ac = 0.
We will have a linear equation in d and only one solution in the case where a = 0.
Defining the pseudorange circles Ci as circles with centre pi and radius di i.e. having the
equation (x − xi)2 + (y − yi)2 = d2i . We will show that a = 0 when all three pseudorange
circles share a tangent line T1. Consider the tangent line to C1 and C2, using the equation
for a line ux+ vy + w = 0 with the normalisation u2 + v2 = 1, T1 satisfies
ux1 + vy1 + w = d1,
ux2 + vy2 + w = d2.
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Solving for u, v and w we obtain:
u = −k
√
1−
(
γ − η
2ξ
)2
,
v =
γ − η
2ξ
,
w = η +
γ − η
2
.
where k = ±1. For all three Ci to share a tangent line consider a point p4 on c3 where the
line p3 − p4 is perpendicular to T1, if point p4 also lies on T1 it is common to all Ci. This is
illustrated in Figure 5.2.
p1= (0, ξ)
d1 = γ
p3= (α, β)
d3 = χ
p4
Г1c1
c3
p2= (0, -ξ)
d2 = η
c2
Figure 5.2: All three Ci share a tangent line T1
The slope of tangent line T1 is −u/v thus the slope of p3 − p4 is v/u, so
p4 = (α± uaχ, β ± vχ).
Set p4 to lie on T1
u(α± uχ) + v(β ± vχ) + w = 0,
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which can be shown to be equivalent to(
2χ− η − γ + β(η − γ)
ξ
)2
+ α2
(
(η − γ)2
ξ2
− 4
)
= 0.
This is the equation of a in (5.6) and thus we will have one solution only when all three
Ci share a tangent line.
We will now consider the discriminant s = b2 − 4ac, when a 6= 0 the number of solutions
for d will be one when s = 0, two when s > 0 and no real solutions when s < 0,
s =
4α2
ξ2
(
4ξ2 − (η − γ)2) (α2 + (β − ξ)2 − (χ− γ)2) (α2 + (β + ξ)2 − (χ− η)2) .
By considering the factors of s we create Table 5.1, which details the conditions and illus-
trates the corresponding satellite geometry, for the existence and uniqueness of the solution.
We note that ξ > 0 and if α = 0, s = 0. The remaining factors can be reaaranged to the
form (pi − pj)2 − (di − dj)2, ∀i, j ∈ (1, ·, N) where i 6= j.
Note that with a near earth receiver satellites in a GNSS scenario should not generate
the situation in the first row of table 5.1 where one Ci is completely within another Ci. For
this to be a likely outcome the receiver would have to lie outside the shell of the satellites
orbits.
5.2 Admissible Solutions
We will now investigate the effect of our admissibility constraint. We will proceed to derive
the boundary conditions, and geometric interpretation, that divides areas of one unique
admissible solution and two admissible solutions.
For both solutions to be admissible we require that the ranges di− d > 0, ∀i ∈ (1 · · ·N).
Returning to our case of minimum satellites in the preceeding section, we obtained a
quadratic in d, thus our two solutions for d are
d =
−b±√s
2a
where s is the discriminant as previously defined. For there to be two admissible solutions
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Table 5.1: Solution Existence and Uniqueness in 2D
Conditions Satellite Geometry
0 Real Solutions: Any
two Ci do not meet with
one Ci completely within the
other i.e. |di−dj|> ‖pi−pj‖
pi pj 
dj 
di 
1 Solution: Colinear satel-
lite locations i.e. α = 0
or satellites share a tangent
line or any two Ci meet at
one point only with one Ci
completely within the other
i.e. |di − dj|= ‖pi − pj‖
p1= (0, ξ) 
d1 = γ 
p2= (0, -ξ) 
d2 = η 
p3= (0, β) 
d3 = χ 
p1= (0, ξ) 
d1 = γ 
p2= (0, -ξ) 
d2 = η 
p3= (α, β) 
d3 = χ 
pi 
pj 
dj 
di 
2 Solutions: Any two Ci
intersect at one or two lo-
cations or not at all with
neither Ci completely within
the other i.e. |di − dj|<
‖pi − pj‖
pi 
pj 
dj 
di 
pi 
pj 
dj 
di pi 
pj 
dj 
di 
both expressions for d must result in positive ranges such that
di − −b+
√
s
2a
> 0,
2adi + b−
√
s > 0.
Note that if a = 0,
2adi + b−
√
b2 − 4ac = 0.
For our two dimensional minimum satellite case there are three values for di, considering
the first two possibilities we let t = min {η, γ}, and substitute our values for a, b and s into
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2at + b − √s > 0. We allow the position of all three satellites to be fixed and only the
pseudorange of Satellite 3, χ, to vary and solve for the constraints which would cause two
admissible solutions, i.e. positive ranges. We obtain two expressions for χ:
χ1 <
ξ(η + γ) + β(γ − η)± α√4ξ2 − (γ − η)2
2ξ
, (5.7)
χ2 < t±
√
β(γ2−η2)+2ξ(α2+β2−ξ2+t2−t(η+γ))+ξ(η2+γ2)+2βt(η−γ)±α
√
(4ξ2−(γ−η)2)((η+γ−2t)2−4ξ2)√
2ξ
.
(5.8)
The first solution, χ1, corresponds to the case when a < 0 with the boundary occuring
at a = 0, when all three pseudorange circles share a tangent line.
Now consider the last expression in (5.8), namely.√
(4ξ2 − (γ − η)2)((η + γ − 2t)2 − 4ξ2)
Because t = min {η, γ}, this is equivalent to √−p2 where p = 4ξ2− (γ−η)2, and thus we
will obtain an imaginary solution unless p = 0 when |η−γ|= 2ξ, i.e. |d2−d1|= ‖p2−p1‖, C1
and C2 meet at one point only with one circle being completely within the other. In which
case there will be only one solution for d as s = 0.
We will now consider the case where min di = χ, substituting our values for a, b and
s into 2aχ + b − √s > 0 and solving for χ similarly we obtain two solutions. The first
corresponds as before to the case where a = 0, and χ1 is given by (5.7).
In the second case we obtain the solution as the roots to a quartic in χ which can be
expressed in the reduced form χ4 + Aχ2 +Bχ+ C, where
A = 2(β2 − α2) + (γ − η)
2
2
− 2ξ2 + (α
2 − β22 )(γ − η)2
ξ2
,
B = 2(α2 − β2)(η + γ) + 2α2(η2 + γ2) + 4ηγ(α2 − 2β2)− (γ2 + η2)2 − η + γ
4
− ηγ(η + γ + 2(η2 + γ2))
−η3 − γ3 + 2βξ(2(γ2 − η2) + γ − η) + 2ξ2((η + γ)2 + η + γ) + β(η + γ)(η − γ)
3(α2 + β2)
ξ3
−(η − γ)
2(α2((η + γ)2 + η + γ))
ξ2
− β
2(2(α2 + β2) + 3(η2 + γ2) + 4ηγ + η + γ))
ξ2
+
β(η − γ)(2(α2 + β2) + 4β2(η + γ) + 3(η3 + γ3))
ξ
+
β(η − γ)(2(η2 + γ2) + 5ηγ(η + γ) + 2ηγ + 14)
ξ
,
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C = (α2 + β2)2 +
(
γ − η
2
)4
+
(
β2 − α
2
2
)
(γ − η)2 − β
2(η − γ)2(4(3α2 + β2) + (γ − η)2)
8ξ2
+ξ2
(
2(α2 − β2) + ξ2 −
(
γ − η
2
)2)
+
β2(4α2 + β2)(η − γ)4
16ξ4
.
We will now investigate the nature of these roots. The discriminant of our quartic is
∆ = 256C3 − 128A2C2 + 144AB2C − 27B4 + 16A4C − 4A3B2
= 4096α4ξ4
(
4ξ2 − (γ − η))2 (α2(α2 + 2β2 + 2ξ2) + (β2 − ξ2)2)
· (4α2(η − γ)2 + 4β2(η − γ)2 − (η − γ)4 + 4ξ2((η + γ)2 − 4β2))2
We can see that the discriminant is > 0 when |η − γ|< 2ξ, i.e. |d2 − d1|< ‖p2 − p1‖,
neither C1 and C2 is completely within the other. Thus all roots are distinct and either real
or imaginary. To determine which, we consider our values of A and C. The roots are real if
A < 0 and C < A2/4.
4C − A2 = 4α2(4β2 + (η − γ)2)− α
2(α2 − 2β2)(η − γ)4
ξ4
− α
2(η − γ)2(−4α2 + 12β2 + (η − γ)2)
ξ2
.
Rearranging, we get
4C − A2 = 4α2β2(4− (η − γ)
2
2ξ2
) + 3α2(η − γ)2 − α
2(η − γ)2
2ξ2
A+
α2(α2 + β2)(η − γ)4
4ξ4
.
We can now see that if A < 0, 4C−A2 > 0 thus C > A2/4 and all roots will be imaginary.
The only case where we will obtain two admissible solutions will be when a = 0 and
the pseudorange circles Ci share a tangent line. To obtain the locus of receiver positions we
express our di in terms of the satellite and receiver positions:
γ =
√
x2 + (ξ − y)2 + d,
η =
√
x2 + (−ξ − y)2 + d,
χ =
√
(α− x)2 + (β − y)2 + d.
Substituting into a we obtain an expression for the receivers position, dependent only on
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the satellite positions, that defines the areas where two admissible solutions arise,(
2
√
(α− x)2 + (β − y)2 −
√
x2 + (−ξ − y)2 −
√
x2 + (ξ − y)2 + β(
√
x2 + (−ξ − y)2 −√x2 + (ξ − y)2)
ξ
)2
+α2
(
(
√
x2 + (−ξ − y)2 −√x2 + (ξ − y)2)2
ξ2
− 4
)
.
(5.9)
Note that our result is independent of our range bias d.
5.3 Numerical Examples
To illustrate the case of two possible solutions where one is clearly inadmissible, the origin
is chosen as the centre of the earth, the receiver is located on the surface of the earth (1, 0)
with a range bias d = 0.5, the satellites are distributed on an arc of radius 6 and there is
no addition of noise. We can see that the first solution is admissible and generates positive
ranges di − d > 0, ∀i (Figure 5.3) and the second (inadmissible) generates negative ranges
(Figure 5.4).
There are three other cases: no real solutions, one unique solution and two admissible
solutions. No real solutions only arises if noise is added to the observed pseudoranges, such
that one pseudorange circle Ci falls completely within another. One unique solution will arise
if
• The satellite’s are colinear.
• One pseudorange circle falls within another and they meet at one point only. This will
occur when the receiver is external to and colinear with two satellites see Figure 5.5.
• The pseudorange circles share a tangent line (a = 0), refer to Figure 5.6.
Using our expressions for s, a and a hypothetical satellite configuration, we can con-
struct regions and curves for the receivers position, as shown in Figure 5.7. The white area
repressents where two solutions will be obtained but only one is admissible. Note that as
the GPS satellites are in orbit about the earth, the near earth region is safe from two ad-
missible solutions. The shaded region is where two admissible solutions will be obtained,
the border of this region is given by a = 0 and obtained from our expression (5.9), when the
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Figure 5.3: 2D simulation satellite and receiver position 1 (admissible).
pseudorange circles share a tangent line.
5.4 Conclusion
For a satellite navigation systems such as the the GPS we have examined the receiver so-
lution space of an estimator which is ML under the assumption of Gaussian measurement
errors. For the two dimensional minimum satellite case we have found the satellite position
constraints which cause the receiver to have one, two and no real solutions. With the intro-
duction of the notion of an admissible solution in the sense that the measured ranges di − d
are non-negative we have obtained the boudary conditions between one and two admissible
solutions for the minimum satellites and demonstrated the constraint geometrically.
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Figure 5.4: 2D simulation satellite and receiver position 2 (inadmissible).
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Figure 5.5: Example 2D simulation satellite and receiver position |d2−d1|= ‖p2−p1‖ (s = 0).
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Figure 5.6: Example 2D simulation satellite and receiver position with common tangent line
(a = 0).
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6
On the Existence of Moments in TDOA-based
Geolocation Estimation
In this Chapter, we adapt some recent results from circle-centre estimation. We examine
the moments of a well-known estimator which is ML under the assumption of Gaussian
measurement errors. We find that, under quite general conditions, this estimator has no
moments. On the other hand, a simple, LLS estimator can be shown to have finite moments
when a sufficient number of satellites are observed.
Error-in-Variables Regression is outlined in Section 6.1 and we discuss the specific case
This chapter is an expanded presentation of Megan Dawson and I. Vaughan L. Clarkson. On the existence
of moments in TDOA-based geolocation estimation. In Proc. Defence Appl. Signal Process, July (2011)
and Megan Dawson and I. Vaughan L. Clarkson. On the existence of moments in TDOA-based geolocation
estimation. (submitted to IEEE Transactions on Signal Processing)
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of circle fitting, the primary inspiration for this work, in Section 6.2. In Section 6.3 we
recap some basic properties of conics and quadrics followed by some geometrical properties
of the geometric fit in Section 6.4. It is shown in Section 6.5 that no consistent estimator
of position has finite moments in the special case where the minimum number of satellites
are observed. We show that the position estimate of the geometric fit has no moments at
all, regardless of the number of satellites, under quite general conditions in Section 6.6. In
Section 6.7, we show that the proposed LLS position estimator has finite moments at any
order when measurement errors are Gaussian and when a sufficient number of satellites are
available. In Section 6.8 we provide the simulation results and conclude in Section 6.9.
6.1 Error-in-Variables Regression
Error-in-Variables (EIV) regression models are those in which all variables are subject to
error, in contrast to classical regression in which some variables are classed as independent
and assumed to be error-free. EIV regression problems can be counter-intuitive. In some
cases, the ML estimator in Gaussian noise has infinite moments, regardless of the number
of measurements. One solution is to make the moments finite by reparameterisation.
Figure 6.1: Linear Regression
In linear regression (see Figure 6.1), we can use the slope-intercept equation for a line.
The assumed model in EIV linear regression is Yi = mX
∗
i +b+ i for slope m and y-intercept
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b with X∗i the true but unobserved value, where Xi = X
∗
i + ηi with i ≈ N(0, σ2) and
ηi ≈ N(0, σ2). The ML estimator for (m, b), minimises the negative log likelihood
F (m, b) =
N∑
i=1
(yi −mxi − b)2
m2 + 1
Note that if the line tends towards vertical the slope, m→∞, the resulting distribution has
heavy tails, i.e., it is a non-central cauchy distribution, which has no moments [59].
An alternative objective function with finite moments given enough measurements [59]
is
G(m, b) =
N∑
i=1
(yi −mxi − b)2
We can use an alternative form, such as the normal equation for a line, where y sin θ +
x cos θ = p. θ is the angle of the line drawn from the origin perpendicular to the line and p
is the length of that line segment. This encodes the slope where θ ∈ (−pi, pi) and removes
the problem of no moments.
We will now present simulation data which demonstrates why in slope-intercept form
the ML linear estimator has no moments. We create 100 points along a line with values
m = b = 1 and look at how the estimate of m from both estimators changes at varying noise
levels. In Figure 6.2 we can see an example case at each of the different noise levels (from
top to bottom σ = 1, σ = 2, σ = 3 and σ = 4), and the probability density of our estimates
for m from 100,000 cases is on the right. We can see that at lower levels the ML estimator
is more accurate, while the LLS is biased towards a smaller value. At higher levels the ML
estimate density continues to widen as the posibility of a near vertical line being the best fit
m→∞ becomes more likely. These extreme cases result in vastly inaccurate estimates and
dominate our estimator density extending it, in the bottom case where σ = 4 the largest
estimate is 3.13× 1013, alternatively we can see these extreme cases at lower and lower noise
levels by greatly increasing the number of iterations. The small chance of these extreme
cases occuring can be seen in the increasing length of the “tails” of our ML estimator and
results in it having no moments.
There are similar results in the literature of circle-centre estimation. The first result is
that the moments of the ML estimate do not exist [60]. In contrast the LLS estimators have
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Figure 6.2: Increasing σ from top to bottom, we see an example case on the left and the
probability density of m from 100,000 cases for both the ML and LLS estimator
finite kth moments when the errors are Gaussian [61]. This is discussed in greater detail in
the following Section 6.2.
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6.2 A Related Problem: Circle Fitting
A problem which can be seen to have a similar form, and which is a primary inspiration
for the current work, is that of circle fitting. Here, a number of points are observed on the
circumference of a circle with unknown centre (a, b) and radius R. The positions of each of
the circumferential points (xi, yi) are measured with error.
Perhaps the most popular method of estimating the centre and radius is known as orthog-
onal least squares, geometric fit or orthogonal distance regression. It minimises the sum of
squares of the distances from the points to the circle contour through the objective function
Fc(a, b, R) =
n∑
i=1
[
√
(xi − a)2 + (yi − b)2 −R]2. (6.1)
This objective function is equivalent to negative log likelihood for Gaussian position mea-
surement errors. There is a clear similarity with the least squares GNSS estimate (4.2).
An alternate approach, known as the algebraic fit or Delogne-K˚asa estimator (DKE),
involves minimising
Gc(a, b, R) =
n∑
i=1
[(xi − a)2 + (yi − b)2 −R2]2.
This reduces to an LLS problem in much the same way as (4.6) is derived from (4.5); in fact,
even more directly.
Recently, the moments of these two estimators have been examined. Contrary to the
expectation of the authors at the outset, Zelniker & Clarkson [61] found that the DKE has
finite moments at any given order when sufficiently many points are measured on the cir-
cumference. Even more surprisingly, Chernov [60] found that, on the contrary, the geometric
fit, Gaussian ML estimator, the minimiser of (6.1), has no moments of any order, regardless
of the number of measurements.
6.3 Conics and Quadrics
In the sequel, for the sake of brevity and clarity, we will usually restrict the discussion
to two spatial dimensions rather than three, although the ideas are easily extended. In two
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dimensions, two types of conic sections are important: the hyperbola and the parabola. Here,
we briefly recall their definitions, associated terminology and some basic properties [62]. In
order to extend to three spatial dimensions, the analogous objects are quadrics, namely the
hyperboloid (of two sheets) and the (circular) paraboloid.
f f ′vertex
p
a
‖p− f‖ − ‖p− f ′‖ = ±2a
Figure 6.3: Hyperbola
The equation defining a hyperbola is the locus of points p such that
‖p− f‖−‖p− f ′‖= ±2a (6.2)
where f and f ′ are the foci and a is a non-negative constant. When a = 0, the resulting
hyperbola is simply the perpendicular bisector of the foci. When a > 0, the hyperbola
consists of two connected components, its two arms or branches. The vertices are the points
where the arms intersect the line joining the foci. The distance between the vertices is 2a
and a is known as the semi-major axis. By choosing either the positive or the negative sign
on the R.H.S. of (6.2), we generate one of the arms of the hyperbola (refer to Figure 6.3).
In three dimensions the two sheet hyperboloid is the surface generated from rotating the
hyperbola about the axis connecting f and f ′. The equation defining it is (6.2) where f and
f ′ are three dimensional.
The equation defining a parabola is the locus of points p such that
‖p− f‖+qT (p− f) = 2` (6.3)
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q
f
vertex`
p
‖p− f‖+ qT (p− f) = 2`
Figure 6.4: Parabola
where f is the focus, q is a unit vector and ` is a non-negative constant. The unit vector
q determines the orientation of the parabola. The vertex is the point where the parabola
intersects the ray extending in the direction of q from the focus. The distance between the
focus and the vertex is `, the focal length (refer to Figure 6.4).
Consider a parabola oriented towards the positive x-axis, that is, with q = (1, 0)T .
Writing p = (x, y)T and f = (x0, y0)
T , it follows from (6.3) that the parabola is the locus of
points satisfying the equation
(y − y0)2 = 4`(x0 − x+ `). (6.4)
In three dimensions the circular paraboloid is the surface generated from rotating the
parabola about the ray extending in the direction of q from the focus. The equation defining
it is (6.3) where f and q are three dimensional.
6.4 Geometry of the Geometric Fit
A few simple properties of the estimators are pertinent to our subsequent discussion. These
properties arise from elementary geometrical considerations.
Lemma 5 If F (x, y, d) = 0 has two distinct solutions (x∗, y∗, d∗) and (x†, y†, d†) then the
transmitters lie on one branch of a hyperbola with foci at p∗ = (x∗, y∗) and p† = (x†, y†).
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Proof: We can see from (4.2) for 3 variables we have
∑N
i=1 [
√
(xi − x)2 + (yi − y)2 −
(di − d)]2 and thus we must have ‖p∗ − pi‖−di + d∗ = 0 and ‖p† − pi‖−di + d† = 0 for all
i = 1, . . . , N . This implies that ‖p∗ − pi‖−‖p† − pi‖= d† − d∗. This is in the form of (6.2),
corresponding to one of the arms of the hyperbola (refer to Figure 6.5).
p
∗
p
†
pi
‖p∗ − pi‖ − ‖p
† − pi‖ = d
† − d∗
Figure 6.5: Geometric representation of Lemma 5
We now examine the asymptotic behaviour of the geometric fit along a ray from the
origin at angle θ, which might perhaps be called the ‘far field’ behaviour of the geometric
fit, this occurs as r →∞. Abusing notation slightly, we define
F (θ) = min
ρ
lim
r→∞
F (r cos θ, r sin θ, ρ− r).
We can see that
F (θ) = min
ρ
lim
r→∞
N∑
i=1
[√
(xi − r cos θ)2 + (yi − r sin θ)2 − di + ρ− r
]2
= min
ρ
lim
r→∞
N∑
i=1
(r − xi cos θ − yi sin θ)
√
1 +
x2i sin
2 θ + y2i cos
2 θ − xiyi sin(2θ)
(r − xi cos θ − yi sin θ)2 − di + ρ− r
2 .
Noting that
lim
r→∞
1 +
x2i sin
2 θ + y2i cos
2 θ − xiyi sin(2θ)
(r − xi cos θ − yi sin θ)2 = 1,
we find that
F (θ) =
N∑
i=1
(xi cos θ + yi sin θ + di − ρ0)2 (6.5)
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where ρ0 is the minimiser with respect to ρ and
ρ0 =
1
N
N∑
i=1
xi cos θ + yi sin θ + di.
It follows that F (θ) = 0 if and only if
xi cos θ + yi sin θ = ρ0 − di, (6.6)
for all i = 1, . . . , N . That is, F (θ) = 0 corresponds to the case where the transmitter posi-
tions, when projected orthogonally onto the line of angle θ, are each separated by precisely
di from a common point (refer to Figure 6.6).
θ
pi
di
F (θ) = 0
Figure 6.6: Geometric interpretation of F (θ) = 0: transmitter positions when projected or-
thogonally onto the line of angle θ are each separated by di from a common point
Lemma 6 If F (x, y, d) = 0 has a solution (x∗, y∗, d∗) and another ‘in the far field’ in the
sense that F (θ) = 0 then the transmitters lie on a parabola with focus at p∗ and with orien-
tation θ.
Proof: We see from (4.2) that we must have ‖p∗ − pi‖= di − d∗ for all i = 1, . . . , N .
Likewise, from (6.6), we must have qTpi = ρ− di for i = 1, . . . , N , where q = (cos θ, sin θ)T .
This implies that ‖pi − p∗‖+qT (pi − p∗) = ρ0 − qTp∗ − d∗. This is in the form of (6.3),
describing a parabola.
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Lemma 7 If F (x, y, d) < ε2 is satisfied for two distinct parameter sets (x∗, y∗, d∗) and
(x†, y†, d†) then the transmitters are confined between hyperbolic branches with foci at p∗
and p† and whose vertices are separated by a distance less than 2ε.
Proof: From (4.2), we must have ‖p∗ − pi‖−di + d∗ ∈ (−ε, ε) and ‖p† − pi‖−di + d†
must lie in the same interval for all i = 1, . . . , N . It follows that ‖p∗ − pi‖−‖p† − pi‖∈
(d† − d∗ − 2ε, d† − d∗ + 2ε). From (6.2), we see that satisfaction of this inequality requires
that the transmitters lie between hyperbolic branches whose vertices are separated by a
distance less than 2ε.
Lemma 8 If F (x, y, d) < ε2 is satisfied for (x∗, y∗, d∗) and there exists θ such that F (θ) < ε2
then the transmitters are confined between parabolas which each have their focus at p∗ and
have orientation θ and whose vertices are separated by a distance less than 2ε.
Proof: From (4.2), we must have ‖p∗ − pi‖−di + d∗ ∈ (−ε, ε) for all i = 1, . . . , N .
From (6.5), qTpi − ρ0 + di must lie in the same interval for all i = 1, . . . , N , where q =
(cos θ, sin θ)T . It follows that ‖p∗−pi‖+qT (pi−p∗) ∈ (ρ0−qTp∗+d∗−2ε, ρ0−qTp∗+d∗+2ε).
From (6.3), we see that the transmitters lie between parabolas which each have their focus
at p∗ and have orientation θ and whose vertices are separated by a distance less than 2ε.
Corollary 1 If H−(x, y, d) < ε2 is satisfied for (x∗, y∗, d∗) and there exists θ such that
F (θ) < ε2 then the transmitters are confined between parabolas which each have their focus
at p∗ and have orientation θ and whose vertices are separated by a distance less than 2ε.
Proof: From (4.4), we must have ‖p∗ − pi‖+di − d∗ ∈ (−ε, ε) for all i = 1, . . . , N .
From (6.5), qTpi − ρ0 + di must lie in the same interval for all i = 1, . . . , N , where q =
(cos θ, sin θ)T . It follows that ‖p∗−pi‖−qT (pi−p∗) ∈ (qTp∗−d∗−ρ0−2ε,qTp∗−d∗−ρ0+2ε).
From (6.3), we see that the transmitters lie between parabolas which each have their focus
at p∗ and have orientation θ and whose vertices are separated by a distance less than 2ε.
Theorem 4 Suppose F (0) < ε2 and that the transmitter positions do not all lie on a parabola
oriented towards the positive x-axis. That is, suppose there exist positive constants m and t
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such that
1
N
N∑
i=1
|(yi − y0)2 − α(x0 − xi)| ≥ m (6.7)
and
1
N
N∑
i=1
|x0 − xi − β(yi − y0)2| ≥ t (6.8)
for all x0 and y0 and non-negative α and β. Fix the spatial origin at the centroid of the
transmitter positions. If F (x, y, d) < ε2 is satisfied for some (x∗, y∗, d∗) then
x∗ >
m
8ε
+O(1) (6.9)
and
tan2 θ∗ <
8ε
t
+O(ε2) (6.10)
where θ∗ is the angular component of the vector (x∗, y∗)T when expressed in polar coordinates.
Proof: From Lemma 8, we know that the transmitters must lie on parabolas each
with a focus at p∗ and orientation 0 and whose focal lengths are between ` and ` + 2ε for
some ` ≥ 0. That is, from (6.4),
(yi − y∗)2 = 4(`+ εi)(x∗ − xi + `+ εi) (6.11)
where 0 ≤ εi < 2ε. A simple consequence is that x∗ − xi + `+ εi ≥ 0.
Observe that
(yi − y∗)2 − 4`(x∗ − xi + `) = (yi − y∗)2 − 4(`+ εi)(x∗ − xi + `+ εi)
+ 4(`+ εi)(x
∗ − xi + `+ εi)− 4`(x∗ − xi + `)
= 4(`+ εi)(x
∗ − xi + `+ εi)− 4`(x∗ − xi + `)
= 4εi(x
∗ − xi + 2`+ εi)
from which we see that
0 ≤ (yi − y∗)2 − 4`(x∗ − xi + `) < 8ε(x∗ − xi + 2`+ 2ε). (6.12)
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Averaging over i = 1, . . . , N , we obtain
0 ≤ 1
N
N∑
i=1
(yi − y∗)2 − 4`(x∗ − xi + `) < 8ε(2`+ 2ε+ x∗). (6.13)
Because of (6.7), it follows that
8ε(2`+ 2ε+ x∗) > m
which implies that
x∗ >
m
8ε
− 2`− 2ε. (6.14)
Dividing (6.12) throughout by 4` when ` > 0, we have
0 ≤ (yi − y
∗)2
4`
− (x∗ − xi + `) < 2ε
`
(x∗ − xi + 2`+ 2ε).
Following the same procedure as above, and because of (6.8), we find that
2ε
`
(2`+ 2ε+ x∗) > t
and so
x∗ >
`t
2ε
− 2`− 2ε. (6.15)
When ε < t/4, the maximum of the righthand sides of (6.14) and (6.15) is minimised, as a
function of `, at ` = m/(4t). Thus we obtain the inequality (6.9).
Applying the same logic, we find that, when ε2 < m/16,
x∗
`
>
t
2ε
− 2− 8tε
m
.
In this way, we see that 1/x∗ < 8ε/m+O(ε2) and `/x∗ < 2ε/t+O(ε2).
From (6.13), we further develop the right-hand inequality so that
y∗2 − 4`(x∗ + `) < 1
N
N∑
i=1
y2i + y
∗2 − 4`(x∗ + `)
=
1
N
N∑
i=1
(yi − y∗)2 − 4`(x∗ − xi + `)
< 8ε(2`+ 2ε+ x∗).
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Reorganising terms and dividing through by x∗2, we find that
tan2 θ∗ =
y∗2
x∗2
<
4`
x∗
− 4`
2
x∗2
+
16ε`
x∗2
+
16ε2
x∗2
+
8ε
x∗
=
8ε
t
+O(ε2),
which is the inequality (6.10).
Corollary 2 Suppose that F (0) < ε2 and that the transmitter positions do not all lie on
a parabola oriented along the x-axis, so (6.7) and (6.8) are satisfied for all x0, y0, α and
β. Fix the spatial origin at the centroid of the transmitter positions. If H(x, y, d) < ε2 is
satisfied for some (x∗, y∗, d∗) then
|x∗| > m
8ε
+O(1) (6.16)
and
tan2 θ∗ <
8ε
t
+O(ε2).
Proof: If H(x, y, d) < ε2 then either F (x, y, d) < ε2 or H−(x, y, d) < ε2. Theorem 4
describes the case where F (x, y, d) < ε2. Therefore, it remains to examine the case where
H−(x, y, d) < ε2.
From Corollary 1, we know that, when H−(x∗, y∗, d∗) < ε2, the transmitters must lie on
parabolas each with a focus at p∗ and orientation pi and whose focal lengths are between
` and ` + 2ε for some ` ≥ 0. The argument then follows the same lines as in the proof of
Theorem 4 and we find that, in this case,
x∗ < −m
8ε
+O(1)
and
tan2 θ∗ <
8ε
t
+O(ε2).
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6.5 A Special Case: Minimum Number of Satellites
We now demonstrate a special case where moments do not exist. This special case is the one
in which the minimum number of transmitters or satellites is used to estimate position. The
minimum number of satellites required is four, as discussed above, to estimate the parameters
x, y, z and d. To simplify the discussion, we consider position estimation in two dimensions
using three transmitters, i.e., the unknowns are x, y and d only. We will also assume, again
for simplicity, that the transmitters are not collinear. An important assumption here is that
the TOA measurement errors, and therefore the pseudo-range measurement errors also, have
a continuous distribution with strictly positive density.
We will choose a coordinate system carefully to simplify our analysis. However, before
doing so, we choose a labelling for the transmitters. For three transmitters, the quantity
A = (x3 − x1)(y2 − y1)− (y3 − y1)(x2 − x1)
is invariant to the choice of origin or rotation of the axes. Its magnitude is twice the area of
the triangle connecting p1, p2 and p3. Because we have assumed the transmitters are not
collinear, A 6= 0. Swapping the labels of any pair of transmitters will swap the sign of A.
We choose the labels to ensure that A > 0.
Now consider the positions of Transmitters 1 and 2 and the pseudo-ranges measured from
them. With non-zero probability,
|D2 −D1|< ‖p1 − p2‖. (6.17)
Assume this is the case for d2 − d1. Without (further) loss of generality, and in order to
simplify the resulting equations as much as possible, let us choose the origins and orientations
of axes such that:
1. the origin of the spatial coordinate system is halfway between p1 and p2,
2. the origin of the temporal (pseudo-range) axis is halfway between d1 and d2 and
3. the orientation of the spatial coordinates is such that x2 − x1 = d2 − d1 and y2 > 0.
The last of these assumptions is a consequence of (6.17). Let p1 = (−ξ,−η), p2 = (ξ, η),
d1 = −ξ and d2 = ξ. Write p3 = (α, β) and set d3 = α+ ε, for some α, β and ε. Because of
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our choice of transmitter labels,
A = 2(αη − βξ) > 0.
The situation is illustrated in Figure 6.7. Note the shaded area represents valid positions for
p3 such that A > 0 and |η| > |β|.
Receiver position (x, y)
Range bias d
p1 = (−ξ,−η)
d1 = −ξ
p2 = (ξ, η)
d2 = ξ
p3 = (α, β)
d3 = α+ 
Figure 6.7: Special case: scenario in two dimensions with three satellites.
Consider an estimator which finds xˆ, yˆ and dˆ such that F (xˆ, yˆ, dˆ) = 0 if a unique solution
exists, in which case G(xˆ, yˆ, dˆ) = 0 also, otherwise it sets xˆ = yˆ = dˆ = 0. As the value of
pˆ is alternatively set to 0, it minimises the moments, such that the moments of ‖pˆ‖ cannot
exceed that of an estimator which admissibly minimises F or G, or indeed any admissible,
consistent estimator.
If F (x, y, z) = 0 has a solution then, with the substitution of variables u = x − d and
v = x+ d, the simultaneous equations
uv + 2ξu+ y2 + 2ηy + η2 = 0, (6.18)
uv − 2ξu+ y2 − 2ηy + η2 = 0 and (6.19)
uv − 2αu− 2αε+ ε(v − u)− ε2 + y2 − 2βy + β2 = 0 (6.20)
must have an admissible solution. Consideration of (6.18) and (6.19) yields expressions for
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y and v in terms of u, so that
y = −ξ
η
u and
v = −ξ
2
η2
u− η
2
u
. (6.21)
Observe that v has opposite sign to u and, since
d =
v − u
2
, (6.22)
d also has opposite sign to u. Substitution into (6.20) yields a quadratic equation in u:
(ε+
εξ2
η2
+
A
η
)u2 + (ε2 + 2α+ η2 − β2)u+ εη2 = 0. (6.23)
Consider the roots of this equation, u1 and u2. From the coefficients of the equation, we
obtain Vieta’s formulas [63, p. 89]:
u1 + u2 = −η
2(ε2 + 2αε+ η2 − β2)
ε(ξ2 + η2) + ηA
(6.24)
u1u2 =
εη4
ε(ξ2 + η2) + ηA
(6.25)
We will assume that u1u2 < 0. This implies that one of the roots must be negative. Because
d has oppositve sign to u, the corresponding value of d is positive. Since either d1 or d2 is
negative, we see that a negative root cannot yield an admissible solution. Therefore, u1u2 < 0
implies that there exists at most one admissible solution. From (6.25), this condition exists
when
− ηA
ξ2 + η2
< ε < 0. (6.26)
Further assume that |η|> |β| and that
ε > −η
2 − β2
2|α| . (6.27)
This implies that u1 + u2 < 0.
Together, (6.24) and (6.25) imply that the single positive root, which we denote uˆ, satisfies
the inequality
uˆ < − εη
2
ε2 + 2αε+ η2 − β2 .
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From (6.21) and (6.22), we see that
dˆ <
ε2 + 2αε+ η2 − β2
2ε
.
To produce an admissible solution, we require dˆ < min{d1, d2, d3}. This can be shown to be
the case when
ε > − η
2 − β2
2|α± ξ| (6.28)
in the case of d2 and d1 (= ±ξ, respectively) and when
ε > −
√
η2 − β2 (6.29)
in the case of d3.
Since
x =
u+ v
2
and from (6.21), we find that
xˆ <
ε2 + 2αε+ η2 − β2
2ε
− εη
2
2(ε2 + 2αε+ η2 − β2) . (6.30)
The R.H.S. is negative provided that
ε > −η
2 − β2
2η
. (6.31)
Let us now make the assumption that
η2 − β2 > δ2 (6.32)
for some constant δ > 0. This is really an assumption about D2 −D1 as we have used this
difference to determine the orientation of the axes. Observe that there is always some value
for d2 − d1 such that β can be made zero while η > 0. Therefore, if we choose δ to be less
than the value of η in this case, then there is an interval, I, of non-zero width such that,
when D2 −D1 ∈ I, (6.32) is satisfied. Hence, with δ chosen to be appropriately small and
positive, (6.32) will be satisfied with positive probability.
If we choose ε ∈ J where
J =
(
−min
{
δ,
δA
‖p1‖2 ,
δ2
2‖p1‖ ,
δ2
2‖p3‖ ,
δ2
2‖p3 ± p1‖
}
, 0
)
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then (6.26), (6.27), (6.28), (6.29) and (6.31) are all satisfied. From (6.30), we see that, with
these conditions satisfied, we obtain a single admissible solution pˆ with
‖pˆ‖= −δ
2
2
+O(1)
We now consider the kth moment of the norm of the position estimate, E[‖pˆ‖k]. Instead
of the random variables D1, D2 and D3 we calculate the expectation with respect to the
random variables associated with d1, ξ and ε. We have constructed ε so that ε is the sum of
d3 and an affine function of d1 and d2. The determinant of the Jacobian of the transformation
of variables is therefore constant. This means that the joint p.d.f. f(d1, ξ, ε) is non-zero and
continuous everywhere, as for the original variables, so we may write
E[‖pˆ‖k] =
∫∫∫
R3
‖p‖kf(d1, ξ, ε) dd1 dξ dε
>
∫∫∫
R×I×J
[−δ
2
2
+O(1)]f(d1, ξ, ε) dd1 dξ dε.
The integral does not converge so we have proved the following.
Theorem 5 Consider a position estimator in two dimensions which is consistent whenever
a single admissible solution exists. Suppose the estimator is applied to TOA measurements
from N = 3 transmitters. When the distributions of the TOA measurements are continuous
with positive density, the norm of the position estimate has infinite moments.
6.6 The Geometric-Fit Position Estimate Has No Mo-
ments
We will now state and prove that the geometric fit, i.e., the ML estimator when TOA
measurements have Gaussian errors, yields a position estimate whose norm has no moments
of any order, regardless of N .
For the following proof we require the Lemma below.
Lemma 9 If the modified transmittor positions p˙i are adjusted by the pseudo-range mea-
surements di, such that p˙i = pi− se1di where e1 is a unit direction vector along the positive
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x-axis, then |mindH(p, d)−minR L(p, R)|< O() where
H(p, d) = min
s=±1
N∑
i=1
[‖pi − p‖−s(di − d)]2,
L(p, R) =
∑
(‖p˙i − p‖−R)2.
Proof:
pi
sdie1
p˙i
p
Figure 6.8: Adjusted points
Eliminate d and R by minimising:
dˆ =
∑N
i=1 sdi − ‖pi − p‖
N
,
Rˆ =
∑ ‖p˙i − p‖
N
.
Thus
H(p, d) = min
s=±1
var (‖pi − p‖−sdi) ,
L(p, R) = var (‖p˙i − p‖) .
Observe that
‖p˙i − p‖ = ‖pi − se1di − p‖,
= ‖pi − p‖
∥∥∥∥pi − se1di − p‖pi − p‖
∥∥∥∥ ,
= ‖pi − p‖
√√√√∑3j=1 (pji − pj)2 − 2sdi∑3j=1 ej1 (pji − pj)+ s2d2i∑3
j=1
(
pji − pj
)2 ,
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where pj is component j of p. Now as e1 is in the x direction and assuming p
1
i − p1 > 1/.
‖p˙i − p‖ = ‖pi − p‖
√√√√∑3j=1 (pji − pj)2 − 2sdi (p1i − p1) + s2d2i∑3
j=1
(
pji − pj
)2 ,
= ‖pi − p‖
√√√√1 + s2d2i − 2sdi (p1i − p1)∑3
j=1
(
pji − pj
)2 ,
= ‖pi − p‖
[
1 +
s2d2i − 2sdi (p1i − p1)
2
∑3
j=1
(
pji − pj
)2 + · · ·
]
,
= ‖pi − p‖−sdi (p
1
i − p1) ‖pi − p‖∑3
j=1
(
pji − pj
)2 +O(),
= ‖pi − p‖−sdi1/
√
1/2 +O(1)
1/2 +O(1)
+O(),
= ‖pi − p‖−sdi +O().
Thus we see that |mindH(p, d)−minR L(p, R)|< O().
Lemma 10 Set the spatial origin at the centroid of transmitter positions. It is always possi-
ble with three or more transmitters to choose an orientation of the axes such that transmitters
do not all lie on a parabola aligned with the x-axis. We choose such an orientation. Label
the transmitters so that y1 ≤ . . . ≤ yN . Consider the event E defined as
|Di − xi| < γε, i = 1, . . . , N − 1,
and |DN − xN | ≤ ν
where γ and ε are small positive constants and ν = ε
√
1− γ2(N − 1). If dN − xN = ν, xˆ′
the x component of the estimate obtained from the modified geometric fit is positive, whereas
it is negative if dN − xN = −ν, provided γ and ε are both sufficiently small.
Proof: Event E has modified transmitter positions as shown in figure 6.9. Locating the
origin, central to the bounding box containing N−2 transmitters with height 2k, transmitter
1 is a distance m above and transmitter N is distance l below. Thus transmitter 1 has
coordinates |x˙1|≤ γε and |y˙1 − (k +m) |≤ γε where m ≥ 0. N − 2 transmitters have
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coordinates |x˙i|≤ γε and |y˙i|≤ k where k > 0, ε > 0 and γ is a small positive constant as
previously defined and transmitter N has |x˙N − ν|≤ γε and |y˙N + (k + l) |≤ γε where l > 0.
To show that xˆ′ is positive, from Lemma 9 we need only show that L(p, R) yields xc > 0
where p = (xc, yc),
Modified transmitter positions {p˙2, ...p˙N−1}
p˙1
p˙N
k
m
γ
γ
l
v γ
γ
Figure 6.9: Event E
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Eliminate R from L(p, R) by minimising wrt R:
Rˆ =
∑ ‖p˙i − p‖
N
=
∑N
i=1
√
(x˙i − xc)2 + (y˙i − yc)2
N
=
∑N
i=1 |xc|
√
1 +
x˙2i−2x˙ixc+(y˙i−yc)2
x2c
N
=
|xc|
√
1 +
x˙21−2x˙1xc+(y˙1−yc)2
x2c
+
∑N−1
i=2 |xc|
√
1 +
x˙2i−2x˙ixc+(y˙i−yc)2
x2c
+ |xc|
√
1 +
x˙2N−2x˙Nxc+(y˙N−yc)2
x2c
N
As γ → 0
Rˆ =
|xc|
√
1 + (k+m−yc)
2
x2c
+
∑N−1
i=2 |xc|
√
1 + (y˙i−yc)
2
x2c
+ |xc|
√
1 + v
2−2vxc+(k+l+yc)2
x2c
N
Rˆ = α|xc|
where lim|xc|→∞α→ 1.
Taking the partial derivative with respect to yc
∂L
∂yc
=
N∑
i=1
−2(y˙i − yc)(
√
(x˙i − xc)2 + (y˙i − yc)2 −R)√
(x˙i − xc)2 + (y˙i − yc)2
=
N∑
i=1
−2(y˙i − yc) + 2R(y˙i − yc)√
(x˙i − xc)2 + (y˙i − yc)2
=
N∑
i=1
−2(y˙i − yc) + 2α|xc|(y˙i − yc)
|xc|
√
1 +
x˙2i−2x˙ixc+(y˙i−yc)2
x2c
=
N∑
i=1
2(α− 1)(y˙i − yc)
As γ → 0
∂L
∂yc
= 2(α− 1)(k +m− yc +
N−1∑
i=2
y˙i − (N − 2)yc − k − l − yc)
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Therefore
yc =
m− l +∑N−1i=2 y˙i
N
Taking the partial derivative with respect to xc
∂L
∂xc
=
N∑
i=1
−2(x˙i − xc)(
√
(x˙i − xc)2 + (y˙i − yc)2 −R)√
(x˙i − xc)2 + (y˙i − yc)2
=
N∑
i=1
−2(x˙i − xc) + 2R(x˙i − xc)√
(x˙i − xc)2 + (y˙i − yc)2
=
N∑
i=1
2(x˙i − xc)
(
R√
(x˙i − xc)2 + (y˙i − yc)2
− 1
)
=
N∑
i=1
2(x˙i − xc)
 |xc|/N
(√
1 + (k+m−yc)
2
x2c
+
∑N−1
i=2
√
1 + (y˙i−yc)
2
x2c
+
√
1 + v
2−2vxc+(k+l+yc)2
x2c
)
√
(x˙i − xc)2 + (y˙i − yc)2
− 1

=
N∑
i=1
2(x˙i − xc)
1/N
(√
1 + (k+m−yc)
2
x2c
+
∑N−1
i=2
√
1 + (y˙i−yc)
2
x2c
+
√
1 + v
2−2vxc+(k+l+yc)2
x2c
)
√
1 +
x˙2i−2x˙ixc+(y˙i−yc)2
x2c
− 1

As γ → 0
= 2(x˙1 − xc)
1/N
(√
1 + (k+m−yc)
2
x2c
+
∑N−1
i=2
√
1 + (y˙i−yc)
2
x2c
+
√
1 + v
2−2vxc+(k+l+yc)2
x2c
)
√
1 + (k+m−yc)
2
x2c
− 1

+
N−1∑
i=2
2(x˙i − xc)
1/N
(√
1 + (k+m−yc)
2
x2c
+
∑N−1
i=2
√
1 + (y˙i−yc)
2
x2c
+
√
1 + v
2−2vxc+(k+l+yc)2
x2c
)
√
1 + (y˙i−yc)
2
x2c
− 1

+ (v − xc)
1/N
(√
1 + (k+m−yc)
2
x2c
+
∑N−1
i=2
√
1 + (y˙i−yc)
2
x2c
+
√
1 + v
2−2vxc+(k+l+yc)2
x2c
)
√
1 + v
2−2vxc+(k+l+yc)2
x2c
− 1

We can see that this will be minimised when |xc|→ ∞ and xc is of opposite sign to
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v. Hence the maximum likelihood solution will be xˆ′ > 0 when dN − xN = ν and when
dN − xN = −ν we obtain xˆ′ < 0.
Now define the function ζ(χ) = 1/xˆ′, where χ = dN − xN .
Lemma 11 ζ(χ) is differentiable and its derivative bounded when |χ|≤ ν
Proof: We are interested in the regularity of the minimum of the function
H(x, y, d) = min
s=±1
N∑
i=1
[
√
(xi − x)2 + (yi − y)2 − s(di − d)]2 (6.33)
as the minimiser of F (x, y, d) does not exhibit regularity.
Here, we will follow the approach of Chernov in his proof of Lemma 3, but with clarifi-
cations and a correction. We will make the substitions
x = ρ cos θ,
y = ρ sin θ,
ui = xi cos θ + yi sin θ,
vi = −xi sin θ + yi cos θ,
zi = x
2
i + y
2
i = u
2
i + v
2
i
so that (6.33) can be rewritten
H(ρ, θ, d) = min
s=±1
N∑
i=1
[
√
zi − 2ρui + ρ2 − s(di − d)]2 (6.34)
or in the form
H(ρ, θ, d) = min{H+(ρ, θ, d), H−(ρ, θ, d)}
where the subscript + and − refers to the sign of s.
We use a modified polar coordinate system in which ρ can take any value on the real line,
positive or negative, but θ is restricted to lie between ±pi/2. We will also use the notation
varS to denote the empirical or sample variance of the elements of the set S. That is, if the
elements of S are si, i = 1, . . . , |S|, then
varS = 1|S|
|S|∑
i=1
s2i −
(
1
|S|
|S|∑
i=1
si
)2
.
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Lemma 12 Suppose var{di+ui} < var{di−ui}. Then there exists some ρ0 such that, when
ρ > ρ0, H(ρ, θ, d) is minimised w.r.t. d when d = d+ where
d+ =
1
N
N∑
i=1
di −
√
zi − 2ρui + ρ2. (6.35)
Conversely, when ρ < ρ0, H(ρ, θ, d) is minimised when d = d− where
d− =
1
N
N∑
i=1
di +
√
zi − 2ρui + ρ2. (6.36)
If, on the other hand, var{di+ui} > var{di−ui} then the minimisers above have the opposite
association with ρ.
Proof: We will prove the lemma only for the case where var{ui + di} < var{ui − di}.
The proof of the converse proceeds by the same method.
Clearly, H+ and H− are quadratics in d. They are minimised by the values of d set out
in (6.35) and (6.36) respectively.
Observe that
H+(ρ, θ, d+) = N var{di −
√
zi − 2ρui + ρ2}
= N var
{
di − |ρ− ui|
√
1 +
v2i
(ρ− ui)2
}
. (6.37)
From this, it can be seen that
lim
ρ→∞
H+(ρ, θ, d+) = N var{di + ui} and lim
ρ→−∞
H+(ρ, θ, d+) = N var{di − ui}.
Likewise,
lim
ρ→∞
H−(ρ, θ, d−) = N var{di − ui} and lim
ρ→−∞
H−(ρ, θ, d−) = N var{di + ui}.
The minimisers of (6.35) and (6.36) follow directly.
According to our construction, we assume that var{di + xi} < 2 < var{di − xi} where 
is a small positive constant of our choosing. As the minimiser of H must occur for a value
of θ within an arbitrarily small interval around 0, we can also conclude that var{di + ui} <
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var{di − ui}. Revisiting (6.37), we see that, when ρ > ui, i = 1, . . . , N ,
√
H+(ρ, θ, d+)/N = stdev
{
di − (ρ− ui)
√
1 +
v2i
(ρ− ui)2
}
= stdev
{
di + ui − (ρ− ui)
(√
1 +
v2i
(ρ− ui)2 − 1
)}
We can apply the triangular inequalities as stdev{x} = ‖Px‖ where P = I − 11′
n
(a
projector to remove the mean) and 1 is a column vector of ones of length n.
Thus
√
H+/N ≥ stdev
{
di + ui
}
− stdev
{
(ρ− ui)
(√
1 +
v2i
(ρ− ui)2 − 1
)}
,
√
H+/N ≤ stdev
{
di + ui
}
+ stdev
{
(ρ− ui)
(√
1 +
v2i
(ρ− ui)2 − 1
)}
.
Similarly for H−
√
H−/N ≥ stdev
{
di − ui
}
− stdev
{
(ρ− ui)
(√
1 +
v2i
(ρ− ui)2 − 1
)}
,
√
H−/N ≤ stdev
{
di − ui
}
+ stdev
{
(ρ− ui)
(√
1 +
v2i
(ρ− ui)2 − 1
)}
.
We are interested in the value of ρ when the lower bound of H− and upper bound of H+
cross (ρc). As xˆ
′ > c

, ρˆ > c

and we will show that ρˆ > ρc, see Figure 6.10.
Using the 2 bounds and noting that stdev{di + ui} ≤ stdev{di − ui} + stdev{2ui}, we
have that
stdev{2ui} ≥ 2 stdev
{
(ρc − ui)
(√
1 +
v2i
(ρc − ui)2 − 1
)}
,
stdev{ui} ≥ stdev
{√
(ρc − ui)2 + v2i + ui
}
.
We can now see that ρc is bounded and independent of ,
0 ≤ stdev
{√
(ρc − ui)2 + v2i
}
≤ 2 stdev{ui},
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ρc ρˆ
√
H+
N
√
H
−
N
Figure 6.10:
√
H+/N and
√
H−/N when ρ > ui, i = 1, . . . , N .
thus ρˆ > ρc. Hence, it does not interfere with the behaviour of H in the region in which
the minimum occurs.
Now, with δ = 1/ρ, define
wi =
v2i√
v2i δ
2 + (1− uiδ)2 + 1− uiδ
Observe that we can rewrite this expression so that
wi =
ρv2i
sgn ρ
√
v2i + (ρ− ui)2 + (ρ− ui)
= |ρ|
√
v2i + (ρ− ui)2 − ρ2 + ρui.
Observe that Chernov neglected the sgn ρ in his similar derivation. Fortunately, it makes no
difference in his application. Rearranging terms, we have that√
v2i + (ρ− ui)2 =
wi
|ρ| + |ρ|−ui sgn ρ.
That is, for positive ρ, √
v2i + (ρ− ui)2 =
wi
ρ
+ ρ− ui (6.38)
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while, for negative ρ, the right-hand side has opposite sign.
From Lemma 12, we write the minimum of H(ρ, θ, d) w.r.t. d for ρ ρ0 as
H(ρ, θ) = H+(ρ, θ)
=
N∑
i=1
[
zi − 2ρui + ρ2 + d2i − 2di
(
wi
ρ
+ ρ− ui
)]
− 1
N
( N∑
i=1
di − wi
ρ
− ρ+ ui
)2
= N
[
z¯ + f¯ − d¯2 − u¯2 − 2w¯ + 2g¯ − 2d¯u¯+ 2
ρ
(d¯w¯ + u¯w¯ − h¯)− w¯
2
ρ2
]
where the overbar notation indicates the average and
fi = d
2
i ,
gi = diui and
hi = diwi.
Hence,
H(δ, θ) = N [z¯ + f¯ − d¯2 − u¯2 − 2w¯ + 2g¯ + 2d¯u¯+ 2δ(d¯w¯ − h¯− u¯w¯)− δ2w¯2]. (6.39)
On the other hand, when ρ  ρ0, we have H(ρ, θ) = H−(ρ, θ) but, because of the opposite
sign in the right-hand side of (6.38), it is still the case that (6.39) holds for small, negative
δ. That is, there is continuity of H in an interval around δ = 0.
We now restrict out analysis to the region
Ω = {|δ|≤ ′ and |θ|≤ ′}
where ′ is chosen large enough to ensure that the minima of H lies inside. From Theorem 3,
we know that ′ can be chosen to be of the same order as .
Now, observing that
∂di
∂δ
=
∂fi
∂δ
=
∂gi
∂δ
=
∂ui
∂δ
=
∂vi
∂δ
=
∂zi
∂δ
= 0,
we find that
1
N
∂H
∂δ
= −2∂w¯
∂δ
+ 2(d¯+ u¯)w¯ − 2h¯+ 2δ(d¯+ u¯)∂w¯
∂δ
− 2δ∂h¯
∂δ
− 2δw¯2 − 2δ2w¯∂w¯
∂δ
. (6.40)
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Moreover, within Ω,
u¯ = x¯+O(),
v¯ = y¯ +O(),
w¯ =
1
2
y2 +O(),
h¯ =
1
2
dy2 +O().
It can be shown that
∂wi
∂δ
=
v2i
[
√
1− 2δui + δ2zi + 1− uiδ]2
[
ui − δzi − ui√
1− 2δui + δ2zi
]
and it follows that, in Ω,
∂w¯
∂δ
=
1
2
xy2 +O().
Likewise,
∂h¯
∂δ
=
1
2
dxy2 +O().
Substituting into (6.40), we find that
1
N
∂H
∂δ
= d¯y2 + x¯y2 − dy2 − xy2 +O() = (d+ x− d+ x)y2 +O().
From Schwarz’s inequality,
(d+ x− d+ x)y2 ≤
(
(d+ x− d+ x)2
)1/2
(y4)1/2
= ( var{di + xi})1/2(y4)1/2 = O()
and so
∂H
∂δ
= O().
Furthermore,
1
N
∂2H
∂δ2
= −2∂
2w¯
∂δ2
+ 4(d¯+ u¯)
∂w¯
∂δ
− 2w¯2 − 4∂h¯
∂δ
− 2δ∂
2h¯
∂δ2
− 4δw¯∂w¯
∂δ
− 2δ2
(
∂w¯
∂δ
)2
− 2δ2w¯∂
2w¯
∂δ2
.
(6.41)
It can be shown that
∂2wi
∂δ2
=
2v2i
(
√
1− 2δui + δ2zi + 1− δui)3
[
ui − δzi − ui√
1− 2δui + δ2zi
]2
+
v2i
(
√
1− 2δui + δ2zi + 1− δui)2
[
(δzi − ui)2
(1− 2δui + δ2zi)3/2 −
zi√
1− 2δui + δ2zi
]
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from which it follows that, in Ω,
∂2w¯
∂δ2
= x2y2 − 1
4
y4 +O().
Substituting into (6.41), we have in Ω that
1
N
∂2H
∂δ2
=
1
2
y4 − 1
2
(y2)2 − 2x2y2 − 2dxy2 + 2d¯xy2 + 2x¯xy2 +O()
=
1
2
var{y2i }+ 2(d+ x− d+ x)xy2 +O().
Using Schwarz’s inequality again, we see that the second term on the R.H.S. is O() too. By
construction,the first term is greater than zero so, for  sufficiently small, we can conclude
that
∂2H
∂δ2
> 0.
Now observing that
∂d¯
∂θ
=
∂f¯
∂θ
=
∂z¯
∂θ
= 0
we find that
1
N
∂H
∂θ
= −2u¯∂u¯
∂θ
−2∂w¯
∂θ
+2
∂g¯
∂θ
−2d¯∂u¯
∂θ
+2δ
(
d¯
∂w¯
∂θ
− ∂h¯
∂θ
− u¯∂w¯
∂θ
− ∂u¯
∂θ
w¯
)
−2δ2w¯∂w¯
∂θ
(6.42)
it can be shown that
∂wi
∂θ
=
−2viui√
1− 2δui + δ2zi + 1− δui
+
−v2i
(
√
1− 2δui + δ2zi + 1− δui)2
( −δvi√
1− 2δui + δ2zi
− δvi
)
and it follows that in Ω
∂w¯
∂θ
= −xy +O() and ∂h¯
∂θ
= −dxy +O().
Also,
∂u¯
∂θ
= y +O(), and
∂g¯
∂θ
= dy +O().
Substituting into (6.42), we have in Ω that
−1
N
∂H
∂θ
= 2d¯y¯ + 2x¯y¯ − 2dy − 2xy +O() = 2(d+ x− d+ x)y +O()
From Schwarz’s inequality again, we see that
∂H
∂θ
= O().
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Furthermore
1
2N
∂2H
∂θ2
= −
(
∂u¯
∂θ
)2
− (u¯+ d¯) ∂2u¯
∂θ2
− ∂
2w¯
∂θ2
+
∂2g
∂θ2
+ δ
((
d¯− u¯) ∂2w¯
∂θ2
− ∂
2h
∂θ2
− w¯∂
2u¯
∂θ2
− 2∂u¯
∂θ
∂w¯
∂θ
)
− δ2
(
w¯
∂2w¯
∂θ2
−
(
∂w¯
∂θ
)2)
(6.43)
it can be shown that
∂2wi
∂θ2
=
2(u2i − v2i )√
1− 2δui + δ2zi + 1− δui
+
−2viui
(
√
1− 2δui + δ2zi + 1− δui)2
[ −2δvi√
1− 2δui + δ2zi
− δvi
]
+
−v2i
(
√
1− 2δui + δ2zi + 1− δui)2
[
2δui√
1− 2δui + δ2zi
+
4δ2v2i
2(
√
1− 2δui + δ2zi)3
+ δui
]
+
2viui
(
√
1− 2δui + δ2zi + 1− δui)2
[ −2δvi√
1− 2δui + δ2zi
+ δvi
]
+
2v2i
(
√
1− 2δui + δ2zi + 1− δui)3
[ −2δvi√
1− 2δui + δ2zi
− δvi
] [ −2δvi√
1− 2δui + δ2zi
+ δvi
]
and it follows that in Ω
∂2w¯
∂θ2
= x2 − y2 +O().
Also,
∂2u¯
∂θ2
= −x¯+O(), and ∂
2g¯
∂θ2
= −dx+O().
Substituting into (6.43), we have in Ω that
1
N
∂2H
∂θ2
= 2y¯2 − 2y¯2 − 2x¯2 + 2x¯2 + 2d¯x¯− 2dx+O()
= 2var{yi}+ 2(d+ x− d+ x)x+O()
Using Schwarz’s inequality again, we see that the second term on the R.H.S. is O()
too. By construction, the first term is greater than zero so, for  sufficiently small, we can
conclude that
∂2H
∂θ2
> 0.
Furthermore
1
2N
∂2H
∂θ∂δ
= − ∂
2w
∂θ∂δ
+
(
d¯+ u¯
) ∂w¯
∂θ
− ∂h¯
∂θ
+ w¯
∂u¯
∂θ
+ δ
((
d¯+ u¯
) ∂2w
∂θ∂δ
− ∂
2h
∂θ∂δ
− ∂u¯
∂θ
∂w¯
∂δ
)
− δw¯∂w¯
∂θ
− δ2w¯ ∂
2w
∂θ∂δ
− δ2∂w¯
∂θ
∂w¯
∂θ
(6.44)
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it can be shown that
∂2wi
∂θ∂δ
=
−v2i
(
√
1− 2δui + δ2zi + 1− δui)2
[ −vi√
1− 2δui + δ2zi
− 2δvi(−ui + ziδ)
2(
√
1− 2δui + δ2zi)3
− vi
]
+
2viui
(
√
1− 2δui + δ2zi + 1− δui)2
[ −ui + ziδ√
1− 2δui + δ2zi
− ui
]
+
[
2v2i
(
√
1− 2δui + δ2zi + 1− δui)3
−2δvi√
1− 2δui + δ2zi
+ δvi
] [ −ui + ziδ√
1− 2δui + δ2zi
− ui
]
from which it follows that, in Ω,
∂2w¯
∂θ∂δ
=
y3
2
− x2y +O().
Substituting into (6.44), we have in Ω that
1
N
∂2H
∂θ∂δ
= −y2y¯ + y3 − 2d¯xy − 2x¯xy + 2dxy + 2xy2 +O()
= (y − y¯)y2 − 2(d+ x− d+ x)xy +O()
We see that
(y − y¯)y2 = (y − y¯)(y2 − y2)
By Schwarz’s inequality, we then find that
(
(y − y¯)(y2 − y2)
)2
≤ var{yi}var{y2i }
and in fact this inequality is strict so long as the yi are not clustered about two points or
less.
Furthermore
1
2N
∂2H
∂δ∂θ
= − ∂
2w¯
∂δ∂θ
+ d¯
∂w¯
∂θ
− ∂h
∂θ
− w¯∂u¯
∂θ
− u¯∂w¯
∂θ
+ δ(d¯
∂2w¯
∂δ∂θ
− ∂
2h¯
∂δ∂θ
− ∂w¯
∂δ
∂u¯
∂θ
− u¯ ∂
2w¯
∂δ∂θ
)
− 2δw¯∂w¯
∂θ
− δ2∂w¯
∂θ
∂w¯
∂δ
− δ2w¯ ∂
2w¯
∂δ∂θ
(6.45)
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it can be shown that
∂2wi
∂δ∂θ
=
2viui
(
√
1− 2δui + δ2zi + 1− δui)2
[ −2ui + 2δzi
2
√
1− 2δui + δ2zi
− ui
]
+
−v2i
(
√
1− 2δui + δ2zi + 1− δui)2
[ −vi√
1− 2δui + δ2zi
+
4δvi(−2ui + 2δzi)
(
√
1− 2δui + δ2zi)3
− vi
]
+
2v2i
(
√
1− 2δui + δ2zi + 1− δui)3
[ −2ui + 2δzi√
1− 2δui + δ2zi
− ui
] [ −2δvi√
1− 2δui + δ2zi
− δvi
]
from which it follows that, in Ω,
∂2w¯
∂δ∂θ
=
y3
2
− x2y +O().
Substituting into (6.45), we have in Ω that
1
N
∂2H
∂δ∂θ
= −y2y¯ + y3 − 2d¯xy − 2x¯xy + 2dxy + 2x2y +O()
= (y − y¯)y2 − 2(d+ x− d+ x)xy +O()
Using Schwarz’s inequality again, we see that the second term on the R.H.S. is O() and the
first term is
√
var{yi}var{y2i }.
We see that all these derivatives are bounded by a constant M > 0 and the determinant
of the Hessian of H is positive. Together with the fact that the diagonal elements of the
Hessian are positive, we conclude that the Hessian is positive definite. Thus H is a convex
function that has exactly one minimum (δˆ, θˆ) in Ω and no other critical points. Differentiating
equations
∂H
∂δ
(δˆ, θˆ) = 0 and
∂H
∂θ
(δˆ, θˆ) = 0
with respect to d gives
∂2H
∂δ2
(δˆ, θˆ)δˆ′ +
∂2H
∂θ∂δ
(δˆ, θˆ)θˆ′ +
∂2H
∂d∂δ
(δˆ, θˆ) = 0
∂2H
∂δ∂θ
(δˆ, θˆ)δˆ′ +
∂2H
∂θ2
(δˆ, θˆ)θˆ′ +
∂2H
∂d∂θ
(δˆ, θˆ) = 0
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where δˆ′ and θˆ′ denote the derivatives with respect to d.
Since all partial derivatives are uniformly bounded by M and the determinant is N > 0,
we have that |δˆ′|≤ NM
2
and |θˆ′|≤ NM
2
. Recall that ζ = 1/xˆ′ = δˆ/cos θ, hence
|ζ ′|=
∣∣∣∣∣ θˆ′ sin θˆcos2 θˆ δˆ + δˆ
′
cos θˆ
∣∣∣∣∣ ≤ NM.
Theorem 6 When the distributions of the TOA measurements are continuous with positive
density, the norm of the geometric fit position estimate has infinite moments.
Proof: We broadly follow the method of Chernov in his proof of the corresponding
theorem for circle-centre estimation [60]. Event E occurs with non-zero probability. In this
event, F (0) < ε2. From Theorem 4, it is clear that the position estimate pˆ = (xˆ, yˆ) has
xˆ > c/ε for some constant c when ε is sufficiently small.
Consider instead the estimate obtained from the modified geometric fit, pˆ′. From Corol-
lary 2, |xˆ′|> c/ε. Also, in this case, the geometric fit and the modified geometric fit agree
when xˆ′ is positive.
From Lemma 10 if dN − xN = ν, xˆ′ is positive, whereas it is negative if dN − xN = −ν,
provided γ and ε are both sufficiently small.
From Lemma 11 ζ(χ) = 1/xˆ′, where χ = dN − xN is differentiable and its derivative
bounded when |χ|≤ ν.
Since ζ(−ν) > 0 and ζ(ν) < 0, it follows that there exists some ν0 < ν such that ζ(ν) < 0
for all χ ∈ (ν0, ν). Let E ′ be the subset of E in which χ lies in this interval. The event E ′
has non-zero probability too. The geometric fit and modified geometric fit agree in this
event. Hence, ‖pˆ‖> 1/ζ(χ) and so the conditional expectation of ‖pˆ‖k is infinite due to the
positivity of the densities. It follows that the unconditional expectation must be infinite too.
Thus, we conclude that the moments of the norm of the position estimate are infinite.
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6.7 The LLS Position Estimate Can Have Finite Mo-
ments
That the ML estimate has no moments is rather surprising. On the other hand, we can
show that the closed-form LLS estimator has finite position moments when the TOA errors
are Gaussian. Before proving the theorem, we observe the following simple lemma, taken
from [61].
Lemma 13 If X = (X1, · · · , Xn)T is a multivariate normal random vector, with each Xi ∼
N(µi, σ
2) independent, then
E[‖f(X)‖k2] ≤ 2n/2 exp (
‖µ‖2
2σ2
)E[‖f(Y)‖k],
where µ = (µ1, · · · , µn)T and Y = (Y1, · · · , Yn)T is a multivariate normal random vector with
each Yi ∼ N(0, 2σ2) independent.
Theorem 7 When the TOA measurement errors are i.i.d. normal and the transmitter po-
sitions are not collinear, the kth moment of the norm of the LLS position estimate exists if
N ≥ k + 4.
Proof: Observe that the LLS estimate of position can be obtained in two steps. To
see this, we first write
A =
(
U v
)
where U = P

pT1
...
pTN

and v = Pd and d is the vector of the di. P = I − 11T/N is the projection matrix and
define the orthogonal projection matrix P⊥U = I − U(UTU)−1UT . We estimate dˆ in the
first step with
dˆ =
wTP⊥Ub
wTw
where w = P⊥Uv. In the second step, we obtain the position estimate pˆ with
pˆ = U#(b− dˆv). (6.46)
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We now show that E[|dˆ|k] is finite when k ≥ N + 4. Because the composition P⊥UP is
itself an orthogonal projection matrix of rank N − 3, its singular value decomposition can
be written Υ diag(1, . . . , 1, 0, 0, 0)ΥT where Υ is an orthogonal matrix. Consider the vector
ΥTd. Since d is a Gaussian vector, ΥTd is too. Define s1 as the vector containing the first
N − 3 elements of ΥTd, with s2 the remaining three elements. We can see that w = Υs1. It
follows that ‖d‖2= ‖s1‖2+‖s2‖2 and ‖s1‖2= ‖w‖2.
Observe that
‖P⊥Ub‖ ≤ ‖b′‖≤
N∑
i=1
|b′i|≤ ‖d‖2+
N∑
i=1
‖pi‖2
= ‖w‖2+‖s2‖2+
N∑
i=1
‖pi‖2
and
|dˆ|k≤ ‖P⊥Ub‖
k
‖w‖k .
We now have
E[|dˆ|k] ≤ E[ (‖w‖
2+c)k
‖w‖k ]
where
c = E[‖s2‖2] +
N∑
i=1
‖pi‖2.
Applying Lemma 13, we change variables so that
E[|dˆ|k] ≤ λE[ (‖z‖
2+c)k
‖z‖k ]
where z is an (N − 3)-dimensional Gaussian vector with variance 2σ2 and λ is a constant.
Changing variables again, we have
E[|dˆ|k] ≤ λE[ (σ
2α2 + c)k
(
√
2σα)k
]
where α is a χ-distributed r.v. with N − 3 degrees of freedom. Thus,
E[|dˆ|k≤ λ 2
−(N−1)/2
Γ((N − 3)/2)
∫ ∞
0
(2σ2α2 + c)k
(
√
2σα)k
αN−4e−α
2/2 dα.
This integral is clearly finite when N ≥ k + 4.
As U is a deterministic matrix and the vectors b and v have finite moments, we can see
from (6.46) that E[‖pˆ‖k] must be finite whenever E[|dˆ|k] is.
6.8 Simulation and Discussion 111
6.8 Simulation and Discussion
At low noise levels we obtain the MSE plot in Figure 6.11, where the lowest error is for our
ML estimate, followed by bancroft’s then LLS, increasing satellites reduces position error.
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Figure 6.11: Low noise levels
But this doesn’t tell the whole story. We will now provide simulation data from a
simplified two dimensional hypothetical GNSS situation and experimentally demonstrate
the cases that lead to widely inaccurate ML estimates. These ‘extreme’ cases only appear
with very low frequency (particularly at low error levels) and it is these cases that cause our
ML estimator to have no moments. We can see them more readily by increasing the noise
causing them to occur more often.
The origin is chosen to be the centre of the earth, the earth’s radius set at 1 and the
receiver location chosen as (1, 0) with a clock bias d = 0.5. The satellites are positioned,
equally spaced on an circular arc of pi
2
about the origin with a radius of 6, centred over the
receiver location. This set-up is shown in Figure 6.12. The dashed circle centred on the
origin represents the earth’s surface, the red cross marks the receiver’s position and the five
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green circles the satellite’s positions. The five large circles represent the observed pseudo-
ranges of the satellite and the solid lines the pseudo-ranges projected in the direction of the
receiver, the overshoot is from the clock bias.
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Figure 6.12: Ideal case where σ = 0
Simulations were performed for 5 satellites with the MSE generated for three estimators:
Bancrofts, ML and the LLS proposed in section 4.5.
Figure 6.13 demonstrates one of the ‘extreme’ cases that arose during simulation, the
pseudo-ranges generated via the addition of Gaussian noise are given by (5.5582, 6.3574,
6.6725, 5.6016, 3.9729), as seen in the picture when the pseudo-ranges are all projected in
one direction they align, this generates a ML estimate with a receiver location of (−1.18×
108,−2.18× 107) and a clock bias of −1.20× 108.
Figure 6.14 shows MSE vs σ with subplots that vary the number of iterations for each
point, starting at the top at 10 thousand and increasing by a factor of 10 to 10 million.
For each iteration Gaussian noise c∆i ≈ N(0, σ2) is added to the pseudoranges and the
resulting estimates and corresponding squared error (SE) calculated, then the combined
MSE for all iterations is calculated, for each different point and estimator. For low noise
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Figure 6.13: A case demonstrating the maximum likelihood estimate with high MSE σ = 0.6
levels the estimator with the lowest MSE is ML followed by Bancroft’s and last LLS. As
noise is increased the situation reverses, with a discontinuity arising in the ML line. These
large values for MSE arise from cases where the noise causes the pseudo-ranges projected
from the satellite locations in a given direction align, such as our ‘extreme’ case previously
explored. With a SE of 1.44 × 1016 even in the case of 10 million iterations this results
in a large MSE contribution of 1.44 × 109, thus causing a large jump in the MSE. As the
number of iterations is increased the probability of such a case arising increases, shifting the
discontinuity to lower noise levels.
In Figure 6.15 we have an alternative demonstration with just one changing pseudorange,
there are three fixed satellites and the ML and LLS estimators are shown side by side, ML
on the left LLS on the right. We start off with no noise and then slowly increased the middle
pseudorange measurement and seen how it affects the ML and LLS receiver and clock bias
estimates. As the value increases so does the error in both estimators, at low levels the ML
outperforms the LLS. However as the level increases and the pseudoranges begin to align
the ML estimator has much higher levels than the LLS estimator.
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Figure 6.14: Simulation results for varying σ, subplots vary the number of iterations for each
point
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Mirroring the results in circle fitting and linear regression, the ML estimator for the GPS
static positioning problem has been shown to have infinite parameter moments in Theorem
6, while the alternate LLS estimator has finite parameter moments, Theorem 7.
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Figure 6.15: Maximum Likelihood(left) vs Linear Least Squares(right) estimates, noise in-
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7
Conclusion
With GPS in many modern phones and cars, it is generally assumed that the problem of
navigation (monitoring and controlling the motion of an object from one place to another)
has been solved and is accurate and well understood.
Consequently, nowadays there is more and more reliance and an inherent expectation
in knowing exactly where we are. For example, the media and public were surprised and
shocked when the MH370 airline disappeared and its location could not be determined. It
was inconceivable that with our current technologies we could lose an aircraft.
Another area where there is a need to provide accurate location and orientation informa-
tion is in the move towards the use of driverless cars. Already there are automated trucks
and self driving cars from Google, Volvo, Mercedes Benz and Tesla taking to the roads. We
need to have a thorough and reliable method of understanding where they are and which way
they are orientated. One of our significant findings, that the GPS ML estimator can have
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arbitrarily large errors could, if not properly understood and relied upon in a self driving
car, cause traffic collisions and potentially fatalities.
This thesis considers orientation estimation and satellite navigation; two important sub-
topics that support navigation.
7.1 Orientation Estimation
In orientation estimation, we consider the problem of determining the rotation between a
local reference frame, from which we have noisy directional measurements, and a global
reference frame with known directional measurements. There are many application areas in-
cluding UAV guidance, astronautics, crystallography, weather, robotics, machine vision and
even plate tectonics. The two ways of framing the problem, where only a rigid-body rota-
tion is allowed or where rotation with reflection is allowed correspond to the transformation
belonging to the groups SO(n) or O(n).
In Chapter 2 we refreshed rotation representations, as well as the matrix groups O(n)
and SO(n), distributions on the sphere, SO(n), Haar measure and the Mackenzie-Wahba
estimator.
We explored the Mackenzie-Wahba estimator in detail in Chapter 3. It is known to be
ML when we assume the directional measurements are instances of random variables from
the well known von Misses-Fisher distribution. We present a new proof utilising convex hulls
and Horn’s theorem showing it to be the ML estimator. The original contributions in this
area are that this ML estimator is a Bayes estimator minimising our expected loss. We also
show this ML estimator is a Best Invariant estimator under the transformation (3.7) by S
we have Rˆ(Y′) = Rˆ(Y)ST and minimising our expected risk. This was shown not only in
two and three dimensions but generally for O(n) and SO(n).
7.2 Position Estimation
The second topic is GNSS, where a receiver is used to determine position and time from
TDOA measurements of incident signals from a number of visible satellites. The ability to
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accurately and cheaply determine location and time-of-day has led to widespread installation
in all forms of transportation and increasingly as standard subsystems in smartphones, laptop
computers and cameras.
In Chapter 4 we presented our signal model and outline the different estimators later
investigated.
Two areas within this topic have been explored: the impact of satellite position on the
solution domains in the receiver solution space, and the moments of different estimation
algorithms.
In Chapter 5 we examined the receiver solution space of an ML estimator under the
assumption of Gaussian measurement errors. By introducing the concept of an admissible
solution, measured ranges di − d are non-negative we expressed the solution boundaries
between one and two admissible solutions for minimum satellites. The simple geometric
interpretation for this boundary is when the satellite pseudorange circles share a tangent
line. We note that for GPS the near-earth region contains only one admissible solution. An
immediate limitation of this work is that the solution is for two dimensions only. Future
scope exists in expanding this analysis to three dimensions.
Secondly in Chapter 6 we have examined the moments of two estimators. Reflecting
results in both linear and circle-centre estimation, a well-known ML estimator under the
assumption of Gaussian measurement errors, has no moments. On the other hand, a simple,
LLS estimator has been shown to have finite moments when a sufficient number of satellites
are observed.
7.3 Future Work
There are two areas that we see as opportunities to build on this research. They are:
1. The integration of GPS and inertial navigation systems (INS) measurements
2. Extend the analysis into wireless sensor networks and robotic mapping
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7.3.1 GPS/INS Integration
One area of future work is the problem of navigation using integrated measurements from
GPS and INS and how should the fusion be done, exactly? SO(n) tracking, typically in
aerospace and automotive applications, uses a Kalman filter is used to fuse high-rate mea-
surements, say 50Hz, from an inertial measurement unit (IMU) with low-rate, 1Hz, mea-
surements from GPS [64]. The IMU typically has a gyro on board that measures rotation
rate on each of three body axes. These are integrated to obtain the overall attitude of the
vehicle with respect to the inertial frame. Once noise in the gyro measurements is taken into
account, the orientation output of the IMU is a random variable on SO(3). This orientation
output is then used to map the accelerometer outputs from the body frame to the inertial
frame, which are then integrated to obtain estimates of velocity and position. The IMU
estimates quickly become inaccurate, especially if using solid-state MEMS accelerometers
and gyros, such as are commonly used in iPhones and UAVs, so it’s useful to fuse these
estimates with those obtained from GPS. Alternative trackers specifically designed to track
orientation with directional measurements such as [65] and [66] are begining to appear and
would benefit from a more thorough understanding of their accuracy.
7.3.2 Sensor networks and self-localisation
Another area for expansion is into additional navigation problems such as sensor networks
and robotic mapping. Wireless sensor networks consist of many autonomous sensors with-
out localisation hardware and in unknown positions, with the tasks of self-localisation and
potentially target/source localisation. Simultaneous localisation and mapping (SLAM) re-
quires an autonomous unit to construct and update a map, while simultaneously localising
itself within it. For both cases an interesting topic for further development is understanding
the moments of the different estimators and in particular if the ML and LLS estimators have
similarly infinite and finite moments as has been found for geolocation estimation.
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Glossary
Bayes estimator
Bayes estimator is an estimator that minimises the posterior expected value of a
loss function i.e. the posterior expected loss. iv, 14–16, 36, 45, 47, 120
Best Invariant estimator
The best Invariant estimator is a minimum risk invariant estimator, Glossary:
invariant estimator. iv, 15, 16, 36, 46, 47, 120
Crame´r-Rao lower bound
Named in honor of Harald Cramr and Calyampudi Radhakrishna Rao, it expresses
a lower bound on the variance of estimators. 12
Gaussian
A Gaussian distribution in a variate X with mean µ and variance σ2 is a statistic
distribution with probability density function
P (x) =
1
σ
√
2pi
e
−(x−µ)2
2σ2
on the domain x ∈ (−∞,∞). 11, 16, 49, 54, 55, 61, 71, 77, 78, 80, 81, 94, 111,
114, 120
global navigation satellite system
A satellite navigation system with global coverage providing location and time
information, anywhere on or near the Earth where there is an unobstructed line
of sight to four or more satellites. iii
127
128 Glossary
Global Positioning System
A GNSS realized by the U.S. Department of Defense in 1993. iii
invariant estimator
an invariant estimator is one where the estimate changes appropriately when the
measurements and parameters are transformed. iv, 12, 129
Linear least squares
An approach fitting a model to data where the value provided by the model is
expressed linearly in terms of the unknown parameters of the model. iv, 13
localisation
Determination of position and direction on or above the surface of the earth. 1, 2
Maximum Likelihood
For a fixed set of data and underlying statistical model, the method of maximum
likelihood selects the set of values of the model parameters that maximizes the
likelihood function. iv, 13
pseudorange circles
Circles centred at the satellite transmitter positions, with radius equal to the
pseudo-range. 62, 64, 68–71, 120
time-difference-of-arrival
A navigation technique based on the measurement of the difference in distance to
transmitters at known locations broadcasting signals at known times. iv
unbiased estimator
the estimator’s expected value does not differ from the true value of the parameter
being estimated. iv, 12
