Let C be the differential graded category of differential graded k-modules. We prove that the Yoneda A ∞ -functor Y : A op → A ∞ (A, C) is a full embedding for an arbitrary unital A ∞ -category A.
Conventions and preliminaries
We keep the notations and conventions of [Lyu03, LO02] , sometimes without explicit mentioning. Some of the conventions are recalled here.
We assume as in [Lyu03, LO02] that most quivers, A ∞ -categories, etc. are small with respect to some universe U . It means that the set of objects and the set of morphisms are U -small, that is, isomorphic as sets to an element of U [GV73, Section 1.0]. The universe U is supposed to be an element of a universe U ′ . Some differential graded categories in this paper will be U ′ -small U -categories. A category C is a U -category if all its sets of morphisms C(X, Y ) are U -small [GV73, Definition 1.1].
The U -small ground ring k is a unital associative commutative ring. A k-module means a U -small k-module.
We use the right operators: the composition of two maps (or morphisms) f : X → Y and g : Y → Z is denoted f g : X → Z; a map is written on elements as f : x → xf = (x)f . However, these conventions are not used systematically, and f (x) might be used instead.
The set of non-negative integers is denoted N = Z 0 .
1.1. Basic identities in symmetric closed monoidal category of complexes. We want to work out in detail a system of notations suitable for computations in symmetric closed monoidal categories. Actually we need only the category of Z-graded k-modules with a differential of degree 1. The corresponding system of notations was already used in [Lyu03, LO02] . There exists a U ′ -small set S of U -small k-modules such that any U -small k-module M is isomorphic to some k-module N ∈ S (due to presentations k (P ) → k (Q) → M → 0). We turn S into a category of k-modules k -mod with Ob k -mod = S. Thus k -mod is an Abelian k-linear symmetric closed monoidal U ′ -small U -category. The category C = C(k -mod) of complexes in k -mod inherits all these properties from k -mod, except that the symmetry becomes c : X ⊗ Y → Y ⊗ X, x ⊗ y → (−) xy y ⊗ x = (−) deg x·deg y y ⊗ x. Therefore, we may consider the category of complexes as enriched in itself (a differential graded category), and it is denoted by C in this case. The (inner) hom-object between complexes X and Y is the complex
The product X = ι∈I X ι in the category of complexes of k-modules of the family of objects (X ι ) ι∈I coincides with the product in the category of Z-graded k-modules (and differs from the product in the category of k-modules). It is given by X m = ι∈I X m ι . Given a complex Z and an element a ∈ C(X, Y ), we assign to it elements 1⊗a ∈ C(Z ⊗ X, Z ⊗Y ), (z⊗x)(1⊗a) = z⊗xa, and a⊗1 ∈ C(X ⊗Z, Y ⊗Z), (x⊗z)(a⊗1) = (−) za xa⊗z. Clearly, (1 ⊗ a)c = c(a ⊗ 1) ∈ C(Z ⊗ X, Y ⊗ Z) and (a ⊗ 1)c = c(1 ⊗ a) ∈ C(X ⊗ Z, Z ⊗ Y ). If g ∈ C(Z, W ), then we have (1 ⊗ a)(g ⊗ 1) = (−) ag (g ⊗ 1)(1 ⊗ a) ∈ C(Z ⊗ X, W ⊗ Y ) (Koszul's rule).
For any pair of complexes X, Y ∈ Ob C denote by
the canonical evaluation and coevaluation maps respectively. Then the adjunction isomorphisms are explicitly given as follows:
(1.1.1)
Given a complex Z and an element a ∈ C(X, Y ), we assign to it the element C(1, a) = C(Z, a) = aφ of C(C(Z, X), C(Z, Y )) obtained from the equation
commutative for a unique chain map φ. Despite that the map a is not a chain map we write this element as a : X → Y , and we write aφ as
This equation follows from one of the standard identities in symmetric closed monoidal categories [EK66] , and can be verified directly. We also have C(1, a)C(1, h) = C(1, ah) and C(g, 1)C(e, 1) = (−) ge C(eg, 1), whenever these maps are defined. One easily sees that m
Let f : A ⊗ X → B, g : B ⊗ Y → C be two homogeneous k-linear maps of arbitrary degrees. Then the following holds:
). The morphisms f andḡ correspond to f and g by adjunction. Further, the morphism m 2 comes by adjunction from the following map:
in particular the following diagram commutes:
The top row composite coincides with f ⊗ 1 and the right-hand side vertical composite coincides with g (by adjunction). Thus (1 ⊗f ⊗ 1)(1 ⊗ 1 ⊗ḡ)(1 ⊗ m 2 ) ev A,C coincides with (f ⊗ 1)g. But the mentioned morphism comes from (f ⊗ḡ)m 2 by adjunction, so that (f ⊗ḡ)m 2 = coev A,X⊗Y C(A, (f ⊗ 1)g) (the latter morphism is the image of (f ⊗ 1)g under the adjunction), and we are done.
One verifies similarly the following assertion [EK66] : given f ∈ C(A, B), then the diagram
If P is a Z-graded k-module, then sP = P [1] denotes the same k-module with the grading (sP ) d = P d+1 . The "identity" map P → sP of degree −1 is also denoted s. We also define the map σ :
The map s commutes with the components of the differential b in an A ∞ -category (A ∞ -algebra) in the following sense: s ⊗n b n = m n s. On the other hand, σ ⊗n b n = (−) n m n σ. The main identity b 2 = 0 written in components takes the form
.28] for any object X of A we define a cocategory homomorphism h X : T sA → T sC as follows. It maps an object Z to the complex h X Z = (sA(X, Z), b 1 ). Actually, h X Z is some fixed complex of k-modules from Ob C, with a fixed isomorphism
. These isomorphisms enter implicitly into the structure maps of h X , however, we shall pretend that they are identity morphisms. The closed monoidal structure of C gives us the right to omit these isomorphisms in all the formulae.
We require h X to be pointed, that is, (T 0 sA)h X ⊂ T 0 sC. Therefore, h X is completely specified by its components h X k for k 1:
We claim that h X is actually an A ∞ -functor h X : A → C. A similar statement is already known from Fukaya's work [Fuk02, Proposition 7 .18] under slightly more restrictive general assumptions which are not needed for this result. Nevertheless, for the sake of completeness, we give a full proof in our own notations. We have to verify the following equation for an arbitrary k 1:
Let us gradually expand each summand. First of all,
The sign is due to the fact σ and b have odd degree. The last line is due to (1.1.2). Further, given α : Y → U, then the following diagram commutes
for coev is a functor morphism. Applying this to α = b t we obtain
Finally, coev C(b 1 , 1) = coev C(1, b 1 ⊗ 1 ⊗k ) by (1.1.3), and the sum in the right-hand side of the above formula vanishes by equation (1.1.4).
2.2 Lemma. Let A be a unital A ∞ -category. Then for each object X of A the A ∞ -functor h X : A → C is unital.
Proof. For arbitrary objects Y , Z of A the map h X 1 is given by
We need this formula for Z = Y . We have to find such v ∈ (sC)
By functoriality of coev we have
, and the above equation reduces to
The existence of such a homotopy h ′ immediately follows from the definition of a unital
2.3. The opposite A ∞ -category. Let A be a graded k-quiver. Then its opposite quiver A op is defined as the quiver with the same class of objects Ob A op = Ob A, and with graded k-modules of morphisms A op (X, Y ) = A(Y, X). Let γ : T sA op → T sA denote the following cocategory anti-isomorphism:
is the longest element of S k , and ω 0 c is the corresponding signed permutation, the action of ω 0 in tensor products via standard symmetry. Clearly, γ∆ = ∆(γ ⊗γ)c = ∆c(γ ⊗γ), which is the anti-isomorphism property. Notice also that (A op ) op = A and γ 2 = id. When A is an A ∞ -category with the codifferential b : T sA → T sA, then γbγ :
to an A ∞ -category A is the opposite quiver, equipped with the codifferential b op = γbγ :
The components of b op are computed as follows:
The sign (−1) k in (2.3.1) ensures that the above definition agrees with the definition of the opposite usual category.
The Yoneda
′ -small differential graded U -category as well. Indeed, every its set of morphisms sA ∞ (A, C)(f, g) is isomorphic to the product of graded k-modules
Denote by Y a pointed cocategory homomorphism T sA op → T sA ∞ (A, C) given as follows: on objects X → h X , the components
are determined by the following formulas. The composition of Y n with
(that is, the k-th component of the coderivation (x 1 ⊗ · · · ⊗ x n )Y n ) is given by the formula
where the permutation τ ∈ S k+n+1 is τ k,n = 0 1 ... k k+1 ... k+n n 1+n ... k+n n−1 ... 0 . In other words, the coderivation (
, where
We claim that Y is an A ∞ -functor. An equivalent statement is already proved by Fukaya [Fuk02, Lemma 9.8]. Since our conventions (and even definitions) differ from Fukaya's, it would take some efforts to establish an equivalence. Instead, we give a proof in our notations.
Proposition. The pointed cocategory homomorphism Y is an
Proof. The equation to prove is the following:
We compare the k-th components of the both sides:
Let us denote byr an element of sA(X 1 , X 0 ) ⊗ · · · ⊗ sA(X n , X n−1 ). The terms in the left hand side are expanded to
To reduce further the number of terms we introduce the notation Y ′ 0k = h X k . Indeed, when n = 0, formulas (2.5.2) and (2.1.1) coincide. So the left hand side expands to the following expression:
Thus the equation to prove is this one:
Substituting explicit expression for Y ′ nk we get the following equation to verify:
Using functoriality of coev, identities (1.1.2) and (1.1.3) we reduce all terms of this equation to the form
Cancelling the above coev and σ, we obtain an equation between complexes and maps of the form C(h X 0 Z 0 , ). Simplifying it we get an equation between maps : : h
and with the common sign (−1) n we get the equation
This is identity (1.1.4), so the proof is finished.
2.7. Yoneda embedding. Now our goal is to prove that the Yoneda A ∞ -functor Y is an equivalence of A op with its image. This is already proven by Fukaya in the case of strictly unital A ∞ -category A [Fuk02, Theorem 9.1]. We are going to extend this result to arbitrary unital A ∞ -categories.
Proposition
Proof. The composition of Y 1 with
is given by the formula
where the permutation
It is a chain map. Indeed, pr 0 is a chain map, and so is σ
. Let us prove that α is homotopy inverse to Y 1 . First of all,
Using this expression for Z = X we compute
Therefore, the map Y 1 α is homotopic to identity map id : h W X → h W X by [Lyu03, Lemma 7.4]. Now we are going to prove that αY 1 is homotopy invertible.
The graded k-module sA
and all products are taken in the category of graded k-modules. In other terms, for d ∈ Z
We consider V d n as Abelian groups with discrete topology. The Abelian group V d is equipped with the topology of the product. Thus, its basis of neighborhoods of 0 is given by k-submodules 
where
(one easily recognizes the differential in the complex V k ),
Further we will see that we do not need to compute other components.
Composition of αY 1 with pr k equals
Clearly, αY 1 is continuous (take κ(d, m) = 1). Its N × N-matrix has the form
The reader might skip the proof of the following lemma at first reading.
2.9 Lemma. The map αY 1 : V → V is homotopic to a continuous map V → V , whose N × N-matrix is upper-triangular with the identity maps id :
, where H k+1,k maps the factor indexed by (X, Z 0 , . . . , Z k ) to the factor indexed by (Z 0 , . . . , Z k ) as follows:
Other factors are ignored. Here the adjunction isomorphism is that of (1.1.1). The composition of continuous maps V → V is continuous as well. In particular, one finds the matrices of B 1 H and HB 1 :
We have D k+1,k+1 H k+1,k + H k+1,k D k,k = 0 for all k 0. Indeed, conjugating the expanded left hand side with C(1, σ) we come to the following identity
After reducing all terms to the common form, beginning with C(1, C( X i A 0 , 1)), all terms cancel each other, so the identity is proven.
Therefore, the chain map a = αY 1 + B 1 H + HB 1 is also represented by an uppertriangular matrix. Its diagonal elements are chain maps a kk : V k → V k . We are going to show that they are homotopic to identity maps.
First of all, let us compute the matrix element a 00 :
In the expanded form these terms are as follows:
Due to [Lyu03, Lemma 7.4] there exists a homotopy h
Therefore, the map considered above equals to
Therefore, (h X 1 ⊗ 1)b 2 H 1,0 and a 00 are homotopic to identity. Now we are proving that diagonal elements a kk : V k → V k are homotopic to identity maps for k > 0. Using the explicit formula for adjunction isomorphism we can re-write the formula for H as follows. An element r k+1 ∈ V k+1 is mapped to direct product over
Here r
Thus, r k D k,k+1 H k+1,k is the sum of three terms (2.9.1a)-(2.9.1c):
where r
Further, for any a : X → A the following equation holds:
Thus,
(we have used the fact that C( X i A 0 , 1) has degree −1 and h
where r k means r
,k is the sum of three terms (2.9.2a)-(2.9.2c).
. Here we use (1.1.2) (compare with (2.1.2)).
where r k means the coordinate r
, 1) has degree deg r and formula (1.1.2).
(
Here we use functoriality of coev (compare with (2.1.3)).
The element rH has degree deg r − 1, so the sign (−) r−1 arises. Combining this with the expression for r k D k,k+1 H k+1,k we obtain
where Σ = Σ 1 + Σ 2 . We claim that Σ = (h
Further, for all y ∈ h X Z 0 , z i ∈ h Z i−1 Z i we have the action of the third summand
Notice that r k σ −1 C( X i A 0 , 1) has degree deg r, and (y ⊗ z 1 ⊗ · · · ⊗ z k−1 )r k σ −1 has degree (r + 1) + (y + z 1 + · · · + z k−1 ). Similarly, the action of the first summand is
We see that the first and the third terms in Σ cancel each other. Hence, only the second summand remains in Σ = (h
We see that for k > 0
Therefore, i , which is well-defined). Therefore, αY 1 is homotopy invertible. We have proved earlier that Y 1 α is homotopic to identity. Viewing α, Y 1 as morphisms of homotopy category H 0 (C), we see that both of them are homotopy invertible. Hence, they are homotopy inverse to each other.
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