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Résumé 
Cette thèse examine le problème de la commande rapprochée des interrupteurs de puis-
sance et du contrôle des convertisseurs dans les dispositifs d 'électronique de puissance. 
Du fait que les interrupteurs de puissance, et en particulier les IGBT, dissipent des 
pertes lors des commutations et occasionnent des problèmes de surtension au blocage, 
nous nous intéressons dans un premier temps à la possibilité d 'utiliser les principes de la 
théorie du contrôle optimal afin de construire une commande rapprochée des IGBT. Une 
analyse approfondie des méthodes numériques utilisées en calcul variationnel en relation 
avec la modélisation des IGBT permet de mettre en évidence une possible formalisation 
de la commutation. Cette commande a pour but principal de gérer le dvjdt inhérent 
à la commutation dans le but de minimiser les transitoires résonants qui surviennent 
lors du blocage. Un dispositif FPGA permet de piloter, grâce à des signalL'C de haute-
fréquence , le transitoire de commutation au blocage suivant les prescriptions théoriques 
établies. Dans un deuxième temps, nous développons le concept de commande sans-
modèle dans le but de bâtir un dispositif de commande des convertisseurs statiques qui 
répond à la problématique générale d 'assurer le maintien des performances dynamiques 
des convertisseurs lorsque ceux-ci sont soumis à diverses perturbations. Nous montrons 
que les perturbations, l'influence de fortes variations de charge ou encore les différentes 
incertitudes de modélisation sont aisément compensées par la commande sans-modèle 
sous certaines conditions que nous définissons. Enfin, une étude théorique permet d 'ex-
ploiter les propriétés de la géométrie symplectique dans le but d'étendre les propriétés 
initiales de robustesse de la commande sans-modèle. 
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Les convertisseurs statiques jouent un rôle prépondérant en électronique de puis-
sance et sont aujourd'hui largement exploités dans les domaines qui nécessitent du 
traitement de l'énergie. Citons par exemple, le domaine de la traction ferroviaire, où les 
onduleurs sont incontournables compte-tenu des types de machines utilisées, ou encore 
le domaine de la gestion des réseaux électriques, dans lesquels différents convertisseurs 
statiques permettent une gestion efficace des puissances qui transitent dans les réseaux. 
Un convertisseur, ou plus exactement une topologie de convertisseur, s'inscrit 
en général au sein d 'une chaîne de conversion de puissance. Parmi les structures de 
converSIOn les plus utilisées , nous pouvons citer la chaîne qui comporte un étage de 
conversion cc/ca, éventuellement un organe de stockage de l'énergie (batterie) , et rétage 
onduleur cc/ca. En plus de réaliser de la mutation de puissance, un onduleur doit être 
en adéquation avec la charge qu 'il alimente, ce qui signifie qu'il doit à la fois être capable 
de fournir l'énergie dont a besoin sa charge, mais aussi de s'adapter au comportement 
électrique de sa charge. Cette propriété est d 'autant plus vraie dans le cas des machines, 
qui présentent des transitoires de fonctionnement ainsi qu 'une réversibilité en puissance. 
La complexité d 'un convertisseur augmente avec la puissance qu 'il est capable de 
transmettre. Il existe en effet plusieurs topologies de convertisseur spécialement étudiées 
pour répondre aux besoins des applications forte puissance. Ces convertisseurs doivent 
transmettre l'énergie avec le meilleur rendement possible compte-tenu des contraintes 
1 
2 
liées notamment au,x pertes dans les interrupteurs, qui assurent la fonction de commu-
tation, et qui sont généralement des IGBT. Outre le problème des pertes, nous devons 
également prendre en compte les différents systèmes de régulation qui assurent l'asser-
vissement de la tension appliquée à la charge ainsi qu'éventuellement le courant qui y 
circule. Adjoindre un système de régulation est une contrainte demandée par la charge 
qui présente très souvent des variations de paramètres internes. 
1.1 Motivations 
L'efficacité énergétique de la conversion de pmssance est 1\m des aspects pn-
mordiaux de la conception de convertisseurs de puissance. Aujourd'hui , l'enjeu est de 
pouvoir accroître le rendement de la conversion tout en minimisant les dimensions des 
convertisseurs. Il est ainsi communément admis que l'augmentation du rendement de 
tout convertisseur est principalement lié à deux facteurs corrélés qui sont: 
• la technologie et le dimensionnement des composants utilisés [1] ; 
• le contrôle du transfert de puissance [2]. 
1.1.1 Gestion des pertes 
Sous la designation «pertes» , on entend les problèmes énergétiques qui affectent, 
de façon plus ou moins prononcée, le rendement de la conversion de puissance, quel 
que soit le convertisseur. Ces pertes, inhérentes à chaque composant de puissance, ca-
ractérisent l'aptitude d'un composant à dissiper l'énergie qu'il reçoit de façon non utile, 
c'est-à-dire sous forme de chaleur. La distribution des pertes au sein d'un convertisseur 
est facilement quantifiable et bon nombre de travaux ont été effectués à ce sujet. Citons 
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par exemple [3] et [4], qui proposent des techniques de calcul des pertes engendrées 
par les IGBT en commutation. Ces pertes, produites par les IGBT [1], additionnées 
aux: pertes produites par les a.utres composants (potentiellement plus faciles à évaluer). 
définissent le rendement de la conversion. Un exemple de distribution de pertes est 
donné à la Fig. LI, où nous considérons une Alimentation Sans Interruption [5] com-
posée d'un redresseur à IGBT et d 'un onduleur. 
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Figure 1.1: Répartition des pertes dans une Alimentation Sans Interruption 
- tiré de [6]. 
Le diagramme met clairement en évidence le fait que les plus gros consommateurs 
d'énergie sont les semi-conducteurs, puis les différentes bobines. En effet , les puissances 
mises en jeu induisent des contraintes en tension et en courant au sein des IGBT, et les 
commutations qui en résultent génèrent de fortes pertes en commutation. Tandis que 
les pertes liées aux éléments magnétiques peuvent être relativement diminuées (jusqu 'à 
un certain point) par le choix des différents matériaux et les conditions de fonctionne-
ment, il reste assez difficile d'agir sur les pertes IGBT. En effet , de par la nature même 
du composant IGBT, les pertes occasionnées tendent à être inflexibles et à constituer 
une moyenne pour une gamme de fonctionnement donnée, quel que soit le choix tech-
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nologique de l'IGBT. Ainsi, s'il n'est pas possible d'agir directement sur le composant 
lui-même, une action sur son environnement est tout à fait envisageable. Nous allons 
donc nous orienter vers rétude et le développement d 'une commande rapprochée (ou 
gate driver en anghus) intelligente dont le rôle principal sera d 'optimiser le transitoire 
de commutation. Nous donnons, au Chap. 3, une définition plus rigoureuse du concept 
d 'optimisation de transitoire en fonction de la minimisation des pertes en commuta-
tion et des différentes contraintes électriques qui interviennent lors de la commutation. 
Les convertisseurs forte puissance constituent, de par leur nature, un cas critique où 
les pertes produites, et en particulier les pertes en commutation, posent un problème 
prépondérant pour la conception. 
1.1.2 Modélisation et commande des convertisseurs 
Assurer une transmission optimale de l 'énergie revient donc à considérer une 
problématique liée au contrôle et à la modélisation du convertisseur. Le contrôle du 
convertisseur a pour objectif fondamental de réguler, par rapport à une consigne définie 
par l'utilisateur, soit la tension de sortie du convertisseur, soit le courant de sortie, soit 
la puissance de sortie, ou encore des grandeurs électriques internes au convertisseur. 
La méthode de modélisation moyenne est utilisée comme représentation mathématique 
d 'un convertisseur statique [7] et permet ainsi de disposer d 'un modèle du convertisseur 
utilisé pour la conception d'une loi de commande. Une des principales limitations de la 
modélisation moyenne résulte en un choix assez restreint des méthodes de contrôle uti-
lisées pour le pilotage du convertisseur. En effet, les commandes classiques permettent 
notamment de contrôler le convertisseur pour un point de fonctionnement donné. Cela 
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implique que des modifications de la charge, pouvant aller de la simple variation des 
paramètres (comme une résistance qni passe d 'une forte valeur à. une très faible valeur) 
jusqu 'au changement de structure (comme le passage d 'une résistance à. une charge 
réactive) , peuvent ne pas être prises en considération par la commande si celle-ci n'est 
pas suffi~amment robuste. Le changement de structure signifie dans ce travail, passer 
d \me fonction de transfert à. une autre, avec éventuellement un changement dans l'ordre 
de la fonction de transfert; une définition rigoureuse du changement de structure ainsi 
que de la robustesse seront données au Chap. 4. Ce manque de robustesse peut avoir 
des effets imprévisibles sur le comportement dynamique et il peut en résulter: 
• des modifications de performances dynamiques et en particulier un ralentisse-
ment ou une accélération du régime transitoire avec un dépassement plus ou 
moins conséquent ; 
• des modifications de performances statiques avec une erreur statique qui peut 
devenir incontrôlable; 
• perte totale du contrôle du convertisseur avec soit divergence et saturation de 
la tension de sortie ou soit convergence et annulation de la 'tension de sortie. 
1.1.3 Contributions visées 
L'objectif de ce travail de recherche consiste à fournir des méthodes avancées dans 
le but de répondre aux problématiques de la gestion des pertes locales et du contrôle 
global des charges dans le cas des topologies de convertisseurs statiques. 
Le but est donc de réaliser deux commandes spécifiques distinctes qui respecti-
vement gère le mécanisme de commutation au niveau des IGBT (commande locale) et 
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asservit le convertisseur en fonction de sa charge en tenant compte des variations de 
paramètres et de structure du convertisseur (commande globale). 
Les contributions comprennent notamment: 
• Le développement de modèles IGBT permettant de caractériser et mettre en 
évidence les phénomènes non linéaires de commutation. Les modèles IGBT 
développés sont notamment basés sur les travaux de [8J et [9J et permettront 
de formaliser le mécanisme de commutation. Un outil de simulation; basé sur le 
noyau de calcul SPICE; a été développé dans le but de promouvoir l'utilisation 
des modèles IGBT au sein de la simulation des convertisseurs de puissance; la 
simplicité de son architecture logicielle en fait une bonne alternative par rapport 
aux logiciels commerciaux. L'outil de simulation permet également une cosimu-
lation SPICE avec un interpréteur GNV BISON afin de simuler facilement des 
lois de commande. 
• Le développement d'une commande rapprochée des IGBT, dont l'objectif prin-
cipal est d'optimiser le transitoire de commutation en réduisant les différentes 
contraintes électriques qui surviennent lors de la commutation. 
• La mise en oeuvre d'une nouvelle génération de contrôleur robuste ou commande 
sans-modèle, basée sur les travaux de [101, dont la particularité est d'assurer à 
la fois un rejet de la plupart des perturbations qui affectent les convertisseurs en 
fonctionnement (source d'alimentation fluctuante, charge qui varie, ... ) et d 'être 
robuste par rapport aux erreurs de modélisation, aux dérives des valeurs des 
composants et surtout aux changements de structure pour tout convertisseur 
statique. 
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1.1.4 Méthodologie de recherche 
La méthodologie de la mise en oeuvre de la commande rapprochée des IGBT 
s'articule autour de 4 étapes: 
1. Établir une modélisation mathématique simplifiée du mécanisme de commuta-
tion permettant essentiellement de rendre compte des phénomènes transitoires 
observés. 
2. La méthode de contrôle du transitoire de commutation est discutée en fonction 
des modèles établis, des différentes techniques de contrôle optimal qui existent 
dans la littérature et des contraintes physiques sur la commande des IGBT. 
3. Des essais en simulation permettent de rendre compte de refficacité de la méthode 
proposée. 
4. Le concept de la commande rapprochée des IGBT est validé expérimentalement 
sur une cellule de commutation. 
Concernant la mise en oeuvre de la commande sans-modèle, la méthodologie s 'ar-
ticule autour de 4 étapes : 
1. Étude des propriétés de stabilité. 
2. Des essais en simulation sur différents convertisseurs permettent de rendre compte 
de l'efficacité de la méthode proposée. L'accent est notamment mis sur la ro-
bustesse de la commande sans-modèle lors de fortes variations de charge et de 
changements de structure. 
3. Validation expérimentale sur le convertisseur élévateur de tension qui possède des 
caractéristiques de transfert non-linéaires (selon les modes de fonctionnement). 
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4. Extension de la méthode au cas adaptatif clans le but d 'accroître les propriétés 
de robustesse. 
Nous définissons ainsi une commande décentralisée de convertisseur de puissance, 
habilitée à gérer à la fois la puissance transmise à la charge et à gérer les transitoires 
de commutation. Des essais expérimentalLx permettent ainsi de valider les diHérents 
concepts proposés. 
1.2 Organisation de la thèse 
Cette thèse comprend 5 chapitres. 
Le deuxième chapitre traite de l'état actuel def> connaissances et de la technique 
dans le domaine de la minimisation des pertes en commutation au niveau des inter-
rupteurs de puissance en relation avec les diHérents modèles IGBT existants. Nous 
présentons et comparons ainsi les diHérentes méthodes proposées dans la littérature. 
Un bref aperçu du vaste panorama des techniques de contrôle est également présenté 
avant d 'introduire la commande sans-modèle. 
Le troisième chapitre est consacré à la problématique de la gestion du transitoire 
de commutation. Après une présentation des modèles IGBT, des éléments de formalisa-
tion mathématique du mécanisme de commutation sont définis, dans le but d 'introduire 
la méthodologie de la commande rapprochée. Nous présentons une technique originale 
d 'optimisation du transitoire de commutation dans les IGBT basée sur la théorie de la 
commande optimale appliquée à l'optimisation de la forme d 'onde du signal de blocage 
de l'IGBT. La cellule de commutation sert de support d 'étude expérimental et l'accent 
est mis sur l'optimisation du blocage de l'IGBT, qui présente, certes moins de pertes 
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en commutation , mais plus de contraintes électriques. 
Dans le cadre du contrôle des convertisseurs, le quatrième chapitre traite de l'ap-
plication de la commande sans-modèle, au cas d'un convertisseur abaisseur de tension, 
d'un onduleur et au convertisseur élévateur de tension. Des développements théoriques 
détaillent certaines propriétés de stabilité de la commande sans-modèle, et définissent 
une possibilité d'extension de la loi de commande sans-modèle actuelle, afin d'accroître 
sa robustesse en utilisant les concepts avancées de la géométrie symplectique. 
Le cinquième chapitre conclut ce travail de thèse avec un sommaire des contribu-
tions et des possibilités de travaux futurs. 
Chapitre 2 
État de la technique 
Dans ce chapitre, premièrement, nous passons en revue les différentes techniques 
actuellement utilisées dans la minimisation des pertes au sein des lGBT en corrélation 
avec les modèles lGBT existants et, deuxièmement , nous présentons les méthodes 
généralement exploitées dans le contrôle des convertisseurs. Ce chapitre introduit ainsi 
les avantages et les limitations des stratégies existantes tant au niveau de la commande 
rapprochée des lGBT, qu 'au niveau des méthodes de contrôle des convertisseurs per-
mettant ainsi d'introduire plus précisément les concepts proposés. 
2.1 De la fonction de commutation 
D'une manière générale, nous pouvons considérer le fait que n'importe quel tran-
sistor peut être utilisé, pourvu qu 'il soit capable d'assurer la fonction d'interrupteur 
commandé. Pratiquement, il existe plusieurs sortes de transistors qui ont chacun un 
domaine bien précis d 'application (principalement dans la réalisation d'amplificateurs) 
et qui sont utilisables quasi exclusivement en basse tension et moyenne tension. 
Pour assurer la fonction de commutation, le choix d 'un transistor [11] est condi-
tionné par les principaux critères électriques suivants: 
1. commande en tension, et non pas en courant, pour éviter de rajouter des pertes 
supplémentaires; 
2. faible résistance de conduction à l'état passant; 
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3. forte tenue en tellsion à l'état bloqué; 
4. rapidité de la commutation. 
Ces quelques conditions permettent de choisir plus efficacement une technologie de 
transistor, laquelle sera en mesure de satisfaire le plus de critères possibles. Rappelons 
les caractéristiques essentielles des transistors « classiques » . 
• Le transistor bipolaire (BJT) est un amplificateur de courant, ce qui signifie 
qu 'il requiert un certain courant de base plus ou moins élevé pour pouvoir se 
mettre en conduction mais il peut conduire de forts courants. Il possède une 
tension minimale de conduction, la tension vre, sat, typiquement égale à quelques 
volts , qui fixe la puissance perdue en conduction définie par i cv ce, sat , où ic est 
le courant de collecteur. Enfin , il présente un temps assez long pour se bloquer 
notamment à cause du courant de queue. 
• Le transistor 1,10SFET peut être considéré comme une résistance dont la valeur 
est commandée en tension : il peut présenter à la fois une forte résistance de 
conduction à l'état bloqué et une faible résistance de conduction à l'état passant, 
soit de faibles pertes en conduction. Comme ce n'est pa,> une jonction, il n'y a 
donc pas le problème de l'évacuation des charges, ce qui diminue les temps de 
commutation et en particulier le temps du blocage. 
Il est donc clair que le transistor MOSFET possède plus d 'atouts que n'en possède 
le transistor BJT. C'est pourquoi le transistor MOSFET reste très souvent employé dans 
la conversion de puissance basse tension, le domaine des basses tensions n'excédant pas 
les 1000 V. 
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L'IGBT (<< Insulated Gate Bipolar Transistor » ) naquit dans les années 1980s. 
C'est un transistor hybride composé d 'un transistor MOS pour la partie commande et 
cl. 'un transistor BJT pour la partie puissance. Cette judicieuse combinaison confère au 
composant IGBT la possibilité d 'être commandé en tension et de pouvoir commuter de 
forts courants tout en étant capable de tenir une forte tension inverse [12]. La tenue en 
tension est l'élément qui différencie le plus le transistor MOS du transistor IGBT. Le 
graphique de la Fig. 2.1 présente le type de transistor utilisé en fonction de la tenue en 
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Figure 2.1: Diagramme de répartition des transistors utilisés en fonction de 
la tenue en tension et de la fréquence de commutation - doc. 
International Rectifier (11 J. 
La zone comprise entre 250 V et 1000 V pour un intervalle de fréquence allant de 20 
kHz à 200 kHz environ est qualifiée d 'incertaine dans la mesure où le choLx du transistor 
dépendra de l'application envisagée en fonction du coüt, des propriétés électriques et 
thermiques souhajtées. En revanche, les autres zones définissent clairemènt le transistor 
à utiliser: le transistor MOS est préféré dans les applications à haute fréquence de 
commutation, tandis que la forte tenue en tension du transistor IGBT dominera sur tout 
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le spectre de fréquence (on considère cependant une fréquence maximale d 'opération 
d 'une vingtaine de kHz) . 
Dans tout ce travail, nous utiliserons le composant IGBT comme interrupteur 
de puissance. Rappelons que l'IGBT possède une tension d 'amorçage Vge,lh typique 
d 'environ 6 V, une tension de mise en conduction Vc.e , th d'environ 5 V et une ten~ion 
de saturation Vce , .5f1t d 'environ 1 V (notamment pour les IGBT de plus fort calibre en 
courant). 
R emarque Parmi les nouveautés technologiques, citons les interrupteurs de type GaN 
[13] ou SiC [14] , qui présentent de meilleurs propriétés en commutation. En particu-
lier , leurs technologies leur permet de commuter beaucoup plus rapidement avec une 
meilleure efficaci té thermique. 
2.2 De la gestion des pertes dans les IGBT 
Les pertes en conduction dans les IGBT ne peuvent être réduites que par un 
choix minutieux de la technologie de l'IGBT, notamment grâce au paramètre vc.e,sa.t, 
qui définit la tension résiduelle lorsque l'IGBT conduit . 
Fondamentalement, passer de l'état bloqué à l'état passant rend compte d'un 
transitoire de tension et de courant caractérisé par la« vitesse de commutation» : dv /dt 
(di/ dt). Ces valeurs sont intrinsèques à chaque IGBT [15] et sont, par conséquent, bien 
documentées dans les fiches techniques; les temps de commutation sont alors fournis 
en fonction notamment de la résistance de grille et des tension / courant commutés. 
Toute commutation entraîne une réponse du circuit environnant de l'IGBT ; la plus 
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problématique étant la réponse inductive [16], qui engendre une surtension lors du 
blocage de l'IGBT (il existe également une queue de courant ou traînée de courant qui 
retarde l'extinction complète du courant ic [12]). Typiquement, nous avons: 
• Une commutation rapide implique un important die/dt. Le temps de commu-
tation est ainsi diminué mais la surtension au blocage est augmentée . 
• Une commutation lente implique un faible die/dt. Le temps de commutation 
est ainsi augmenté mais la surtension au blocage est diminuée. 
Il existe donc un compromis vitesse de commutation - réponse de l'environnement 
à ajuster. Cet ajustement s'effectue grâce à un dispositif d 'aide à la commutation, 
appelé communément « circuit d 'aide à la commutation » (CALC), suivant l'application 
considérée. 
La Fig. 2.2 présente les deux structures de CALC usuellement utilisées [17]. 
R", 
r Vout 
Figure 2.2: Circuit d'aide à la commutation à l'amorçage et au blocage. 
Dans le cas de l'amorçage, le but est donc de limiter le die/dt, de manière à 
ralentir la commutation. Sur la Fig. 2.2, l'inductance Lu, de faible valeur (quelques 
ILH à quelques dizaines de ILH ) s'oppose aux var-iations du courant lors de l'amorçage. 
L'énergie qu 'elle a emmagasinée est dissipée dans la résistance Ru à travers la diode Du 
lors du blocage (sans la présence de la résistance Ru , l 'inductance Lu est assimilable 
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il llne inductance parasite). Le cas du blocage est le dual du cas de l'amorçage et un 
condensateur C</J placé en parallèle de l 'IGBT permet la gestion du civee/dt. 
Deux approches existent actuellement. La première approche consiste à gérer la 
(ommutation grâce à un circuit auxiliaire dit « circuit snubber » . Un tel circuit [15] 
1 18] [19] a la responsabilité de maîtriser le transitoire de commutation en réduisant 
llotamment les émissions électromagnétiques, les surtensions aux bornes des IGBT et 
Iv" dépassements en courant. Une structure plus avancée, proposée par [21], permet 
Ilotamment de récupérer l'énergie emmagasinée par les capacités « snubbers» lors des 
( olllmutations. 
Li- seconde approche consiste à gérer la commutation par la commande de l 'IGBT [22]. 
( ~('tle solution est théoriquement équivalente au circuit snubber et épargne l'utilisa-
t ion de composants haute puissance (puisque tout est ramené côté commande, donc à 
h(-l:->sc tension). Tout comme l'approche snubber, il existe bon nombre d'exemples de 
cOllfiguration d 'une telle commande. 
2. 2.1 Gestion de la commutation par la commande 
Selon [22], les facteurs à prendre en compte dans la conception d'un circuit de 
commande rapprochée sont : 
• les effets de recouvrement de la diode sur les pertes; 
• les effets de recouvrement de la diode sur les transitoires de tension; 
• le bruit généré par le recouvrement de la diode; 
• inductances de câblage et transitoires de tension; 
• protection contre les court-circui ts; 
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• surtension de blocage. 
Les différentes stratégies élaborées dans la littérature actuelle prennent ainsi en 
considération simultanément un ou plusieurs de ces critères. Lors de la commutation 
au blocage, nous définissons les contraintes électriq'ues comme étant les surtensions 
d'origine inductives. Lors de la commutation à l'amorçage, ces contraintes sont liées au 
courant de recouvrement de la diode de roue libre. 
2.2.1.1 Contrôle linéaire 
Agir directement. sur la commande de l'IGBT, que l'on appelle également com-
mande active, est une solution plus flexible que l'utilisation de snubbers, puisqu'il existe 
beaucoup moins de contraintes lorsqu 'on travaille à basse tension (plutât qu'à haute 
tension). Le snubber, de part le volume qu 'occupent ses composants, et ses pertes 
propres qu 'il occasionne, constitue un des éléments importants de dimensionnement de 
la fonction de commutation. De plus, un circuit snubber étant généralement dédié à un 
seul IGBT, le dimensionnement doit également tenir compte de l'ensemble des IGBT 
qui commutent. 
Transposer les problèmes de la commutation sur la commande de l'IGBT revient 
finalement à considérer une régulation en boucle fermée pilotée par le signal de com-
mande de l'IGBT, typiquement 0 V pour l'état bloqué et +15 V [23J pour l'état passant, 
avec un retour sur « l'évolution de la commutation » qui serait équivalent au retour de 
mesure. Connaissant donc simultanément, l'état de la consigne de commande et l'état 
des grandeurs électriques de l'IGBT (courant au collecteur, noté i e , et tension à ses 
bornes Vce ) , un système de régulation décide de la commande à appliquer sur la grille 
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de l'IGBT pour que la commutation se passe dans les meilleurs conditions. 
Il est donc possible de considérer, par exemple, un contrôle du dic/dt ou dvce/dt 
lors de la commutation de l'IGBT. Dans ce ca...s, une mesure du courant au collecteur 
de l'IGBT ou de la tension Vce est réalisée (retour de mesure) tandis qu'un contrôleur 
asservit directement les dé~ivées respectives de ic ou Vce par rapport à leurs références 
respectives [24]. 
Pour illustrer le concept du contrôle de dvce/dt, citons [25], qui a récemment 
proposé un circuit à amplificateurs opérationnels (Fig. 2.3). Le circuit proposé permet 
une réduction assez significative de la réponse inductive au blocage, moyennant certains 
ajustements du circuit. Les amplificateurs utilisés doivent notamment fournir une bande 
passante d 'au moins 200 MHz pour un produit gain-bande de 800 MHz environ (exemple 
pour le circuit AD 8432); il est essentiel que le slew rate de l'amplificateur utilisé 
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Figure 2.3: Exemple de commande active linéaire à l'aide d'amplificateurs 
opérationnels - tiré de [25]. 
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2.2.1.2 Contrôle séquentiel 




Figure 2.4: Exemple de commande active séquentielle d'IGBT : en haut, 
contrôle graduel de la tension de grille et en bas, contrôle par 
détection du plateau de Miller - tiré de [24]. 
La première structure réalise une évolution graduelle de la tension de grille de 
l'IGBT : connaissant la consigne de commande, il y a maîtrise de l'évolution de la tension 
de grille par le contrôle séquentiel des résistances de grille (e.g. [26] [27][28][29] [30] [31] [32]). 
Du fait qu'il n'y a, a priori, pas de retour d 'information sur l'état de la commutation 
(mesure de i c , vce ) , la séquence d'activation des résistances de grille doit être pro-
grammée. La seconde structure présente une commande basée sur la détection du pla-
teau de Miller (ce plateau rend compte d 'une tension de grille constante pendant un 
certain temps durant la commutation). Cette technique est doublée par un système 
de deux résistances de grille qui prennent en charge respectivement l'amorçage et le 
blocage de l'IGBT . Alors que l'amorçage de l'IGBT est à la fois géré par la résistance 
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de grille, notée Rge,on et le système de détection de plateau de Miller, le blocage n'est 
géré que grâce à la résistance de gTille, notée Rge, off' Ici non plus, il n 'y a pas de retour 
d 'information sur l'état de la commutation, mais il y a lUI retour sur l'état de la tension 
de grille. Ce retour étant finalement plus considéré comme une détection à seuil qu 'un 
retour linéaire. 
Nous pouvons également envisager d 'inclure la protection de l'IGBT contre sur-
tensions et court-circuits [33][34J. Suivant ces possibilités, des combinaisons des schémas 
précédents, proposées notamment par [24J et [35], rendent compte d 'un schéma de com-
mande active plus ou moins complexe. Une autre technique consiste à utiliser deux 
IGBT connectés en série dont les fils de commande sont magnétiquement couplés [36J. 
Cette technique permet notamment de mieux équilibrer les tensions Vce de chaque IGBT 
afin d'accroître la stabilisation en tension des états bloqués. La méthode propose une 
configuration optimale en fonction des différentes capacités parasites; elle nécessite donc 
une très bonne connaissance de l'IGBT utilisé. 
2.2.1.3 Limites constatées 
Les solutions précédentes font état d 'une commande active qui dépend soit d 'un 
retour d 'information sur l'état de l'IGBT (retour de mesure ou de détection de seuil) , 
soit d 'une séquence programmée qui «: sélectionne» une résistance de grille, suivant la 
phase de commutation, ou encore une commande active limitée à une simple résistance 
de grille, dont la valeur est prédéterminée grâce aux fiches techniques. Dans le premier 
cas, la bande passante considérée et les perturbations électromagnétiques rendent la 
commande fortement sensible et finalement peu robuste [37J. Les deuxième et troisième 
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cas se limitent à nn jeu de résistances de grille et contraignent la maîtrise des transi-
toires d'amorçage et de blocage, compte-tenu des éventuelles surtensions qui pourraient 
survenir. De plus, l'utilisation d 'un jeu de résistances de grille programmable implique 
l'utilisation d'interrupteurs commandés pour le contrôler. 
2.2.2 Vers le pilotage intelligent des IGBT 
Il a été proposé par [37] [38] une solution originale dédiée au traitement du transi-
toire d'amorçage qui s'affranchit des problèmes de retour d 'information. Cette solution 
est basée sur une modulation calculée de la forme du signal de grille en fonction des 
caractéristiques de l'IGBT piloté. Le signal qui attaque la grille est une rampe dont 
la pente a été calculée à partir des transitoires de commutation fournis par un modèle 
IGBT simplifié représentant l'IGBT à piloter; il n 'y a donc aucune dépendance directe 
vis-à-vis de l'état. réel de l'IGBT, celle-ci ayant été estimée au préalable grâce au modèle 
IGBT qui a permis de calculer les paramètres de la rampe. Comme le montre la Fig. 
2.5, la commande active se résume ainsi à un générateur de rampe attaqué par le signal 
de commande de l'IGBT (signal qui donne l'ordre d'amorçage ou de blocage). 
Cette commande active a été appliquée sur un onduleur triphasé alimentant une 
charge inductive fixe. Les résultats mentionnent une réduction des pertes à l'amorçage 
de l'ordre de 25 à 45 % par rapport à une commande « conventionnel » qui alimente 
simplement une résistance de grille (correctement dimensionnée) par des échelons de 
tension, sans retour de mesure sur Vœ . Le point important est que cette réduction des 
pertes n'est due qu'à la seule contribution de cette commande active par rampe, qui 
n'est pas dépendante d 'informations sur l'état de l'IGBT. 
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Figure 2.5: Commande active d 'un IGBT à l'aide d 'une rampe de tension -
tiré de [37] . 
Limites constatées Bien que la solution proposée par [37] ) grâce à sa simplicité et 
surtout son efficacité , soit très intéressante dans la gestion des transitoires de com-
mutation, des limitations existent et rendent ce type de commande active peu flexible 
car: 
• le cas du blocage n 'est pas géré; 
• il n 'y a certes pas de dépendance directe avec l 'IGBT piloté, mais il est nécessaire 
de changer les valeurs des composants qui réalisent électroniquement la rampe 
dès lors que l'on change d 'IGBT ou que les conditions de commutation changent 
(sensi bili té vis-à-vis de la topologie) ; 
• la sensibilité aux paramètres n 'est pas prise en compte; 
• les deux dernières propositions impliquent de modifier au moins partiellement 
le circuit de commande (en terme de mise à jour des valeurs des composants); 
• l'efficacité du dispositif dépend du point de fonctionnement considéré puisque 
la rampe de tension est précalculée (ce qui peut expliquer les variations de 
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réduction des pertes) ; 
• les éventuels transitoires résonants qui surviennent lors de la commutation (sur-
tension ... ) ne sont pas explicitement pris en compte. 
Constatons que ce type de commande rapprochée tente de répondre à certain des 
critères énoncés par [22], et en particulier, les effets du recouvrement de la diode et 
la minimisation des pertes. Nous nous concentrerons sur l'amélioration des conditions 
de commutation de l'IGBT au blocage et utiliserons, pour ce faire, le principe pro-
posé par [37]. Nous généraliserons l'utilisation de la modélisation IGBT afin d 'établir 
certaines propriétés générales du mécanisme de commutation qui permettront, sous cer-
taines conditions et à l'instar de la solution proposée par [37], de mettre en oeuvre une 
commande rapprochée insensible à la topologie et au calcul du convertisseur et de sa 
charge. 
Remarques L'ensemble des techniques de commande rapprochée utilisées possèdent 
finalement quelques points communs. En particulier, on note que toutes, que ce soit 
par contrôle séquentiel des résistances de grille ou bien par la commande en rampe [37], 
tentent de contrôler la vitesse d'établissement (ou d'extinction) de vge (dvge/dt). Or la 
vitesse de vge est liée à la vitesse de croissance (ou décroissance) de ic et affecte donc la 
« qualité » de la commutation à travers les critères techniques proposés par [22] . Nous 
pouvons donc en déduire que la gestion du dic/dt (blocage et/ou amorçage) constitue 
le problème majeur de la commande rapprochée des IGBT (et plus généralement des 
interrupteurs de puissance). 
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2.3 Modélisation des convertisseurs 
La modélisation occupe une place très importante dans la conception des COllver-
tisseurs de puissance puisqu'elle ouvre la voie à la mise en place de systèmes de régulation 
qui asservissent les grandeurs électriques de sortie du convertisseur pour que celui-ci 
soit en adéquation avec la charge qu'il alimente. 
2.3.1 Modélisation moyenne d es convertisseurs 
2.3.1.1 Modèle moyen standard 
Généralement, la conception d 'un convertisseur implique la création d 'un modèle 
moyen standard ou d'ordre zêTa (seule la composante moyenne des signaux est utilisée 
dans la représentation dynamique des convertisseurs) [39] [40]1. Le principal avantage de 
ce type de modélisation est d 'être suffisamment simple pour pouvoir être contrôlée par 
les correcteurs classiques de type PID. Cette simplicité vient du fait que les composants, 
et en particulier les interrupteurs de puissance, possèdent un modèle très simple. Par 
exemple, un interrupteur, qu'il représente un transistor MOS ou bien un IGBT, est 
équivalent à une variable unique , notée u qui prend les valeursu = 0 si l'interrupteur 
est ouvert ou bien u = 1 si l'interrupteur est fermé. Cet état binaire est suffisant pour 
considérer des équations globales qui décrivent complètement le convertisseur et qui 
seront par la suite transformées pour former un modèle moyen du convertisseur à des 
fins de régulation. 
Pour illustrer la technique de modélisation par modèle moyen , considérons l'exemple 
simple d 'un convertisseur abaisseur (Fig. 2.6), où nous considérons dans un premier 
1. La généralisation de la modélisation d 'ordre zéro est peu utilisée car les modèles obtenus ne 
sont pas directerneIlt exploitables du point de vue de l'automatique. 
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Figure 2.6: Schéma d'un convertisseur abaisseur de tension (buck) alimen-
tant une charge resistive. 
temps, Lp = O. Les variables d'état instantanées sont Vaut et iL ; on omet la dépendance 
implicite du temps. Ici , la variable de commande 'I.L, équivalente à la tension vg , pilote 
l'interrupteur T selon la séquence suivante: 'I.L = 1 si T est fermé et 'I.L = 0 si Test 
ouvert. u est la variable de commaJlde qui permet de réaliser la commutation entre la 
tension 0 et la tension E , elle peut donc être considérée comme la variable qui symbolise 
le comportement de la cellule de commutation . 
Définissons les variables moyennes VO'ut = (vaut), h = (iL) , et U = (u) (- Vg = 
(Vg )) (sur une période de commutation) associées aux variables instantanées. Nous en 
déduisons le modèle moyen et donc la fonction de transfert (par élimination de u) du 
convertisseur : 
dVaut = ~ (IL _ Vaut) 
dt C R 
dh 
dt 
UE - Vaut 
L 
(2.1) 
Un tel modèle possède un niveau de représentativité physique minimal (en l'occur-
rence, juste la représentation de la fonction de commutation) et ne peut donc être utilisé 
pour une prédiction suffisante de la majorité des phénomènes physiques qui appaJ'aissent 
durant la commutation. Le ca.'S de la cellule de commutation « trop simpliste » est bien 
entendu vrai pour les autres éléments comme la bobine (notamment ses pertes fer) ou 
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le condensateur (notamment son ESR) , mais l'interrupteur reste cependant l'élément le 
plus complexe à modéliser (dans le cas de la bobine, la représentation série des pertes en 
conduction et des pertes fer en parallèle est généralement très correcte pour la plupart 
des applications), et par conséquent reste l'élément sur lequel il convient de s'attarder. 
À partir de ce constat, il y a , à première vue, trois possibilités pour prendre en compte 
le comportement réel des interrupteurs, et donc pour mettre en évidence les différentes 
pertes: 
• établir une modélisation moyenne de l'interrupteur [41], laquelle est ensuite 
incluse au sein du modèle moyen du convertisseur; 
• établir des méthodes de calcul qui permettent d'évaluer les différentes pertes 
lors de la commutation, de manière indépendante de la modélisation [3] ; 
• établir une modélisation équivalente de l'ensemble des pertes en ramenant les 
cellules de commutation à un composant dissipatif de type résistance [42]. 
Tandis que la première possibilité propose d 'inclure directement les pertes dans le 
modèle au détriment de la facilité du pilotage du modèle, la seconde possibilité sépare 
les pertes du modèle. Ainsi, le modèle possède tel comportement qui répond au cahier 
des charges et aura tel rendement en fonction du calcul des différentes pertes. Cette 
dernière méthode est d'ailleurs la plus utilisée en industrie, du fait qu'elle permette la 
conservation de modèles moyens faciles à gérer au sens de l'automatique. 
Nous montrerons que l'inclusion d 'une modélisation plus réaliste et appropriée 
des IGBT au sein des modèles de convertisseurs permet de mettre en évidence le fait 
que les pertes en commutation ont un impact majeur sur la réponse temporelle de la 
sortie du convertisseur en présence de changements de charges. En particulier, nous 
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vérifierons expérimentalement le concept de résistance virtuelle introduite par [42] dans 
la modélisation des interrupteurs de puissance. La commande rapprochée établit ainsi 
un lien direct avec le comportement global des convertisseurs. 
2.3.1.2 Modèle moyen généralisé 
La méthode moyenne généralisée [43], généralisation de la méthode moyenne 
d'ordre zéro, permet de définir une représentation d'état plus réaliste pour tout conver-
tisseur statique. 
Tout signal électrique T-périodique x( T) peut s'écrire sous la forme d'une série de 




où W s = 27f jT et le nèrne coefficient de Fourier, dépendant du temps, vérifie: 
1 lt (x)n (t) = T x(T)exp(-JnwsT)dt 
t-T 
(2.3) 
Pour tout signal, la méthode moyenne généralisée élargit l'approximation initiale, 
qui considère uniquement l'évolution de la moyenne des signaux, en considérant cette 
fois l'évolution de la moyenne et des harmoniques liées à la dynamique de commutation 
P\VM. 
Le circuit abaisseur de la Fig. 2.6 a été traité par [44]. L'équation (2.4) est 
l'équation d'état du convertisseur abaisseur dans le formalisme généralisé à l'ordre 
n = 1 ; tous les signaux sont des valeurs moyennes au sens de (2.2) et sont décomposés 
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selon (2.2). 
• 0 1 0 0 0 S'in27ru Xl W -L Xl 27rL Vin 
• 1 0 
. 2 
X2 -w 0 0 0 .T2 _ S~n 7r'U r . -L L l'In 11" 
• 1 0 1 0 0 0 X:~ C -Re w X3 
+ (2.4) 
• 0 1 1 0 0 0 X4 C -w -Re X4 
• 0 0 0 0 0 1 fi X5 -L X5 LVout 
• 0 0 0 0 1 l 0 X6 C -Re X6 
avec (2.5) 
La modélisation moyenne généralisée conserve bien évidemment le formalisme ma-
triciel du modèle moyen standard et intègre les hax'moniques générées dans le circuit (en 
l'occurrence les harmoniques générées par la commutation P\VM) ; constatons d'ailleurs 
que les deux dernières lignes de la matrice dynamique correspondent au modèle moyen 
d 'ordre zéro. Il devient donc possible d 'accéder par exemple à l'ondulation du courant 
dans la bobine; la Fig. 2.7 présente un exemple numérique compax'atif entre le modèle 
moyen d'ordre zéro et le modèle moyen généralisé pour le courant iL et la tension de 
sortie Vout. De plus, le passage à la fonction de transfert reste tout à fait possible [45]. 
Un programme de génération automatique de modèles moyens symboliques d 'ordre 
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zéro des convertisseurs a été mis au point dans [46]. 
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Figure 2.7: Exemple de signaux géneres à partir du modèle moyen pour le 
convertisseur abaisseur. 
2.3.2 Modélisation par les systèmes linéaires complémentarisés 
Les systèmes linéaires avec conditions de complémentarité [47][48J peuvent être 
utilisés pour mettre en équation tout convertisseur de puissance. Cette formulation 
a l'avantage de pouvoir inclure les non linéarités des composants sous forme de condi-
tions de complémentarité [49] et ainsi de pouvoir unifier, dans une même représentation 
d'état , le comportement dynamique du circuit et le comportement de chaque compo-
sant non-linéaire. Cependant, elle requiert des algorithmes de résolution spécifiques 
[50J qu'il peut être nécessaire de coupler avec les simulateurs classiques 2. Enfin, une 
telle formulation ne permet pas d'accéder facilement aux caractéristiques du circuit 
modélisé (stabilité , comportement transitoire ... ); elle ne peut donc pas être utilisée 
2. GAMS et AJ"fPL sont deux logiciels permettant la résolution des systèmes linéaires 
complénlentarisés. 
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comme généralisation « immédiate » du modèle moyen. 
2.4 Contrôle des convertisseurs 
La commande des convertisseurs statiques a pour but de gérer correctement les 
transitoires de charge et le transfert de puissance au sein des convertisseurs; elle justifie 
ainsi l'utilité d'avoir une modélisation correcte du convertisseur. Les exemples les plus 
illustratifs concernent l'alimentation et le contrôle des moteurs car ils demandent une 
puissance bien souvent variable et fonction du couple mécanique demandé. Les moteurs 
alternatifs étant alimentés par des onduleurs, le rôle d'une structure d 'asservissement est 
de pouvoir piloter l 'onduleur pour gérer au mieux la puissance transmise au moteur dans 
le but de satisfaire les besoins énergétiques du moteur et les requêtes de l'utilisateur (qui 
souhaite éventuellement contrôler la puissance du moteur). Le raisonnement que nous 
avons tenu pour des moteurs est bien entendu valable pour tout type de convertisseur 
et de charge. Un autre exemple concerne l'alimentation de charges linéaires par des 
convertisseurs ca/cc, où l'utilisateur doit pouvoir régler la tension aux bornes de la 
charge, qui doit rester constante même si la charge varie. 
Outre la stabilité globale, on considère généralement deux critères de performances 
en dynamique à satisfaire: la poursuite de la consigne et le rejet des perturbations. 
En application de ces critères, il devient donc possible, grâce à une loi de com-
mande appropriée, de maîtriser les variations de charge de sorte que : 
• la tension (ou le courant) de sortie du convertisseur reste constant(e) (ou d'am-
plitude constante) et égale (quasiment égale) à la valeur de la tension (ou le 
courant) de consigne; 
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• le temps de rétablissement de la tension (ou du courant) de sortie par rapport 
à la consigne soit court ; 
• les dépassements de tension lors des transitoires ne soient pas trop importants. 
2.4.1 Les techniques actuelles et leurs limites 
Nous pouvons considérer le schéma classique (Fig. 2.8) d'une régulation où le 
convertisseur de puissance fait partie d'une boucle de régulation. 
consigne 
correcteur 
Figure 2.8: Schéma de régulation d'un convertisseur statique. 
Les méthodes usuellement employées pour commander un convertisseur de puis-
sance sont la correction par correcteur prD et la commande par retour d'état. Il est 
d'autant plus facile de les appliquer car nous disposons du modèle moyen du conver-
tisseur, qui peut être mis sous forme d'une fonction de transfert (usuellement pour la 
commande prD) ou d'une représentation d'état (pour la commande par retour d'état). 
Le choix de la loi de commande dépend de l'application considérée. 
Élaborer des lois de commande grâ.ce à l'automatique linéaire est simple quand 
les modèles sont simples. Si l'on complique le modèle du convertisseur, soit parce que la 
topologie du convertisseur n'est pas simple (comme pour l'onduleur multi-niveaux) , soit 
parce que l'on cherche à y inclure des modèles sous-jacents (en particulier des modèles 
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IGBT [41]), alors il n 'est pas évident d'affirmer que le calcul d 'un asservissement par 
les méthodes classiques soit possible et simple de surcroît. De plus, de telles lois de 
commande ne permettent le contrôle que d 'un seul type de structure de charge, et 
même bien, souvent, à un seul point de fonctionnement. 
C 'est pourquoi il a été envisagé de se tourner vers d'autres types de commandes, 
plus élaborées , et qui peuvent notamment prendre en compte plus de paramètres relatifs 
à la dynamique de conversion et de la commutation. Par exemple, l'utilisation de l'obser-
vation à modes glissants a été proposée dans la gestion des convertisseurs multi-niveaux 
[4J. Bien que très robuste vis-à-vis des perturbations du convertisseur, la commande à 
modes glissants n 'est pas très appréciée du point de vue industriel car elle suppose la 
fréquence de découpage variable, et donc la perte partielle du contrôle des pertes en 
commutation. Une autre approche, assez séduisante mais très mathématique, consiste 
à considérer une commande robuste par minimisation d 'un critère de coût (synthèse 
H2/ Hoc ) [51J. Quelques travaux dans la commande robuste des convertisseurs (e.g. 
[52][53][54]) montrent qu'il est possible de définir un contrôleur qui puisse tenir compte 
des incertitudes liées à la valeur des composants ainsi que des différentes perturbations 
comme les variations de la tension d 'entrée du convertisseur, le taux: de charge ... Cette 
approche n'a cependant pas été considérée en rapport avec la gestion des pertes, ni 
même les cha.ngements de charge. Si les valeurs des composants sont (très) éloignées 
des valeurs nominales associées, l'efficacité du correcteur n'est pas garantie. De plus, 
compte-tenu de la mise en oeuvre complexe d'un tel correcteur, il n'est pas possible 
de procéder au réajustement en ligne du correcteur. La logique floue a également été 
exploitée dans le but d 'introduire un contrôle adaptatif, fonction de la charge à piloter 
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[55]. Cette technique nécessite cependant la définition de plusieurs correcteurs, adaptés 
à plusieurs situations. 
La majorité des contrôleurs actuellement développés supposent que le conver-
tisseur à contrôler est clairement défini par un modèle dont les paramètres peuvent 
éventuellement varier dans un certain intervalle de confiance. Dans le but d 'éliminer la 
plupart des inconvénients des techniques de contrôle, et en particulier, la nécessité de 
disposer d'un modèle de convertisseur, nous proposons d'élaborer une loi de commande 
qui soit à la fois simple à mettre en oeuvre et à ajuster, et qui permette d'assurer une 
certaine robustesse vis-à-vis des différentes perturbations que subit un convertisseur. 
2.4.2 Présentation de la commande sans-modèle 
La commande des convertisseurs statiques a été beaucoup étudiée ces dernières 
années dans le but d'améliorer les performances dynamiques et préserver la robustesse 
des convertisseurs en incluant la rejection de perturbations. Les méthodes classiques 
comme le contrôle par correcteur PI [56] sont très efficaces lorsque : 
• le modèle du convertisseur est bien connu; 
• le point de fonctionnement de la charge est bien défini. 
Dans [57], des comparaisons sont effectuées entre les correcteurs PI généralisés, 
le mode glissant et diverses techniques de linéarisation. Selon [58], même si la stabilité 
est garantie, ces contrôleurs peuvent être difficiles à mettre en oeuvre en pratique. Plus 
récemment, des loi de commande adaptatives ont été développées par [59][60][61], un 
contrôleur flou par [62] [63] et l'utilisation des algorithmes génétiques a été proposée par 
[64]. La théorie du contrôle robuste est utilisée dans le cas de forts changements de point 
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de fonctionnement [65][66][67]. Bien que la théorie du contrôle robuste permette d'assu-
rer la robustesse par rapport aux variations de modèle et de charge, sa mise en oeuvre 
s'en trouve difficile sans une connaissance approfondie des concepts mathématiques 
utilisés et l'utilisation d 'outils de conception avancés [68]. Dans la plupart des cas, la 
charge et ses incertitudes doivent pouvoir être caractérisées afin d'assurer à la fois sta-
bilité et performances dynamiques optimales. Cette condition est quasiment impossible 
à satisfaire en pratique. 
La commande sans modèle est une méthode originale et récente [10] qui permet 
de rendre robuste une loi de contrôle classique de type PID par rapport aux incertitudes 
et dérives du modèle commandé. L'intérêt principal de cette méthode réside dans: 
• la simplicité (en comparaison avec la théorie de la commande robuste) avec 
laquelle un correcteur PID , dit intelligent est mis en oeuvre ; 
• la faculté de cette loi de commande à stabiliser et maintenir des performances 
dynamiques très intéressantes lors de fortes perturbations du modèle com-
mandé. 
Cette loi de commande semble donc répondre à la problématique du contrôle de 
tout convertisseur lorsqu'à la fois le modèle et la charge varient dynamiquement. 
2.4.2.1 Principes généraux 
Nous supposons que le comportement de tout système est bien décrit dans son 
mode de fonctionnement par un système d 'équations différentielles. Le modèle qui en 
résulte peut être fortement non linéaire et variant dans le temps [69] [10]. Nous supposons 
que le système est décrit par l'équation entrée-sortie suivante : 
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E( . (1.)· (t.;)) - 0 t,y , y, . .. , y ,1L,1l , ... ,1L - (2.6) 
OÙ 1L et y sont les variables d'entrée et de sortie; '" et /l, sont respectivement les ordres 
de dérivation en 1L et y ; E, qui peut être inconnue, est supposée être une fonction 
suffisamment continue par rapport à ses arguments. 
La définition suivante formalise ainsi la notion de modèle ultra-local dans le cadre 
de la commande sans-modèle. 
Model ultra-local [10] Si 1L et y sont les variables d'entrée et de sortie d 'un système 
à commander, alors ce système admet le modèle ultra-local défini par: 
(2.7) 
où Œ E IR. est une constante non physique fixée par l'opérateur et n est l'ordre de la 
dérivée. La valeur numérique de F, qui contient l'ensemble de « l'information structu-
relIe» , est déterminée grâ.ce à la connaissance de 1L, Œ et de l'estimé de la dérivée y(n). 
On note [F] e, l'estimée du modèle ultra-local à partir de l 'estimée [y(n)] e de y(n). 
L'ensemble des exemples actuels montrent qu'en général, il est suffisant de considérer 
n ~ 2. Le réglage du coefficient Œ est fonction du système à piloter et en particulier des 
grandeurs des signaux considérés. 
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Correcteur intelligent [10] Lorsque le système fonctionne en boucle fermée , OIl 
définit un contrôleur intelligent ou (contrôleur i-PI) par: 
[F]e y*(n) 
'LI, = -- + -- + C(E) 
0: 0: 
(2.8) 
où y* est la trajectoire de référence, E = y* - y est l'erreur de poursuite, C est un 
correcteur PI usuel dont les gains sont à régler, [F]e est le modèle ultra-local estimé, n 
est l'ordre de la dérivée. Le contrôleur intelligent est également appelé loi sans-modèle 
ou loi de commande sans-modèle. 
2.4.2.2 Exemple académique de système contrôlé par correcteur intelligent 
Nous appliquons la méthode bien connue de Broïda (e.g. [70]) en approximant la 
fonction de transfert H stable par H'. 
(s + 2) 2 1 K e-7"5 
H( s) = (8 + 1)3 ===> H (s) = (Ts + 1) (2.9) 
Les coefficients K = 4, T = 2.018, T = 0.2424 sont obtenus à partir de méthodes 
graphiques pour un point de fonctionnement donné. Nous définissons un correcteur 
PID tel que: 
(2.10) 
Un contrôleur i-PI peut s'écrire: 
36 
u = -[F]e + il + C(E) avec le modèle local il = F + li, (2.11) 
Les gains du contrôleur PID sont alors les suivants [70] !(p = lOO~go~~;T) 1.8181, 
K J = 1 "311' = 0.7754, K D = O.31~T = 0.1766 . 
. a, \ T \ 
Considérons le système H' corrigé soit par le i-PI (2.11) soit par le PID (2.10) 
en boucle fermée. La Fig. 2.9(a) montre que le contrôleur i-PI possède des perfor-
mances comparables au contrôleur PID classique (Fig. 2.9(b)). En revanche, la Fig. 
2.9(c) montre que les performances du i-PI deviennent nettement supérieures lorsque 
un changement de pôle a lieu dans le système et que le contrôleur PID (2.10) n 'est pas 
recalculé (Fig. 2.9(d)). 
Ce premier exemple académique ainsi que les nombreuses applications dont [71] 
[72] [73] [74] [75] [76] [77] dans divers doma.ines montrent que la commande sa.ns modèle 
est a priori robuste par rapport aux dérives (notamment des pôles) des modèles à 
commander (on trouvera une liste plus complète des applications dans [78]) . Cela en 
fait donc une commande a priori efficace pour permettre le contrôle des convertisseurs 
statiques lorsqu'à la fois les paramètres internes du modèle et les paramètres de la 
charge changent. 
2.5 Simulation en électronique d e puissance 
2.5.1 Simplicité et représentativit é d es mod èles 
Avec l'essor de l'informatique, il est devenu possible avant même de réaliser un 
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Figure 2.9: Système linéaire stable monovariable (référence (- -); sortie ( . 
. ) ). 
tisseurs grâce aux outils logiciels de simulation. Ces outils permettent donc, connalS-
sant la topologie et les caractéristiques du système de puissance étudié, de fournir les 
différents chronogrammes de fonctionnement du système en appliquant des méthodes 
numériques de résolution des équations de Kirchhoff associées au..'C lois physiques de 
chaque composant. 
La. simulation est devenue bien plus qu 'un besoin) mais bien une nécessité tant 
au niveau de l'ingénierie que de la recherche, puisqu 'elle permet finalement de faire 
fonctionner , à l'aide d 'un simple ordinateur, un système électronique sans qu'il soit 
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nécessaire d'investir de fortes sommes d'argent et beaucoup de temps dans une réalisation 
expérimentale. 
Le but de la simulation est de permettre la simulation de systèmes avec le plus 
d'exactitude possible afin de se rapprocher le plus possible des résultats obtenus de façon 
expérimentale. Nous définissons le niveau de représentativité d'un modèle comme l'ap-
titude que possèdent les équations constitutives du modèle pour recréer l'ensemble des 
phénomènes physiques qui régissent le composant que ron modélise. En effet, plus un 
composant sera décrit, ou plus exactement, modélisé de manière à ce que ses équations 
soient plus proches de la réalité physique, plus les résultats obtenus en simulation se-
ront à l'égal des mesures expérimentales. Par exemple, les trois composants de base de 
l'électronique que sont la résistance, la bobine (ou self) et le condensateur sont modélisés 
par une unique loi physique qui à elle seule donne une bonne représentativité physique 
(sans les différentes pertes) pour une extrême simplicité de modélisation. 
Les problèmes commencent quand il s'agit de modéliser des composants com-
plexes comme les diodes ou les transistors. Ces éléments sont définis par des équations 
physiques complexes qu'il serait difficile de résoudre par un simulateur sans faire plu-
sieurs simplifications. Ces simplifications se traduisent par la construction de différents 
modèles de niveaux de représentativité à l'images de ces simplifications. Ainsi, nous 
pouvons considérer un modèle de diode basique composé d'un simple élément qui ne 
laisse passer le courant que dans un sens. Une amélioration serait d'ajouter une source 
de tension qui modélise la chute de tension à l'état passant ainsi qu'une résistance qui 
modélise les pertes en conduction ... 
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2.5.2 Modélisation et efficacité en simulation des IGBT : le modèle IGBT 
de Alonso 
Le cas de la modélisation du traJ1sistor IGBT est beaucoup plus difficile car 
il s'y passe beaucoup de phénomènes que l'on peut difficilement mettre sous forme 
d'équations simples avec peu de paramètres. Comme le cas de la diode, le modèle le 
plus simple qu'il est possible de créer est. celui d 'un simple interrupteur commandé en 
tension avec éventuellement une résistance qui modélise les pertes en conduction. No-
tons que ce niveau de représentativité est commun avec tous les autres transistors qui 
fonctionnent en commutation. Cela revient à dire que tout transistor fonctionnant en 
commutation peut au moins être décrit par un simple interrupteur avec éventuellement 
résistance en conduction et capacités parasites. Cette modélisation très simpliste est 
d 'ailleurs communément admise comme modélisation standard du composaJ1t IGBT 
dans la plupart des simulateurs. 
D'un point de vue pratique, un modèle IGBT, comme tout modèle de compo-
sant d'ailleurs, doit pouvoir représenter et reproduire au mieux (suivant ses limites de 
représentativité) les caJ'actéristiques constructeur du composant réel dont il est issu. Il a 
été établi une classification des modèles IGBT [79], et il en ressort beaucoup de modèles 
qui varient selon la complexité , le niveau de représentativité et l'aptitude à pouvoir être 
simulés rapidement. Certains modèles ne prennent pas en compte les phénomènes non 
linéaires (en particulier les capacités non linéaires), d'autres sont trop complexes à uti-
liser; en particulier, le modèle peut nécessiter des données qui ne sont pas fournies dans 
les notices constructeur. Enfin, la quasi-totalité des modèles doivent être paramétrés 
à partir des données constructeurs, mais aussi à paJ-tir de mesures expérimentales sur 
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l 'IGBT réel. 
Enfin, il a été démontré que le fait d'utiliser Ull modèle réel d 'IGBT à représentativité 
suffisante en simulation permet de mieux comprendre et de mieux prévoir les phénomènes 
dus à l' environnement de l'IGBT durant la commutation [80][81]. 
Le modèle de Hefner Le modèle de Hefner [82] est l'un des tous premiers modèles 
IGBT à décrire complètement le comportement du composant IGBT à la fois en régime 
transitoire et en régime dynamique. Il est intégralement basé sur la physique du solide 
et des semi-conducteurs pour mettre en équation le composant. De ce fait , ce modèle 
reproduit très efficacement les caractéristiques physiques de l'IGBT, mais au prix d 'une 
connaissance relativement fine des constantes physiques du composant. Le modèle de 
Hefner est généralement utilisé dans les simulateurs commerciaux (par exemple Saber 
et PSPICE) [83]. 
Le modèle de Alonso Alonso a mis au point un modèle IGBT [8] de concept très 
séduisant, puisque d 'une part, il ne nécessite que les données constructeur du composant 
réel pour pouvoir être entièrement paramétré, et d 'autre part , il possède une très bonne 
représentativité physique malgré la simplicité de sa construction. En effet, ce modèle 
est un circuit électronique équivalent conçu à partir de composants de base, ce qui le 
rend particulièrement facile à simuler. La Fig. 2.10 présente le modèle IGBT de Alonso. 
Tous les composants sont linéaires à l'exception des diodes, qui sont idéales et les 
capacités qui peuvent être non linéaires. Les points g. c, e représentent respectivement 
la grille, le collecteur et l'émetteur de l'IGBT. 
Le couple (Vee l ic) définit un point de fonctionnement statique de l'IGBT, et ic 
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MOSFET BIPOLAR TRANSISTOR 
Figure 2.10: Modèle IGBT de Alonso - Schéma électrique équivalent du 
transistor IGBT représenté ici avec les capacités parasites Cge , 
C ce et Cgc non linéaires. 
est le courant de collectem. vgc permet le contrôle st atique du rapport VeR/ic. ous 
appelons partie commande, le circui t électrique permettant le contrôle de vgc et partie 
puissance, le circuit électrique dont fait partie le dipôle de bornes c et e commandé 
par la tension vge . L'IGBT est principalement défini à partir de deux caractéristiques 
statiques : 
• la caractéristique Vce = ft( vgc ) lic= cte est la caractéristique de transfert, 
• la caractéristique ic = f s(vce ) Ivge=cte est la caractéristique de sortie. Nous appe-
Ions plan de sortie cette caractéristique que l 'on peut noter également ic - Vce . 
Les caractéristiques dynamiques fournissent les pertes en commutation. Sur le modèle 
de Alonso sont représentés : 
• Les composants qui constituent le groupe statique de l 'IGBT c'est-à-dire la 
partie qui a pour rôle de générer les caractéristiques statiques. Pour toutes 
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les diodes, notons RonD X) où X est le caractère alphanumérique qui repère la 
diode, la résistance à l'état passant , et Rof fDX ) la résistance à l'état bloqué. 
J e et J 2 sont deux générateurs de courant pilotés en tension de telle sorte que 
l'on a respectivement J e = Ke VRge et J 2 = !{2 VRsensel où VRge et VR.sensel sont 
respectivement les tensions aux bornes des résistances Rge et Rsensel' 
• Les composants qui constituent le groupe dynamique de l'IGBT c'est-à-dire 
la partie qui a pour rôle de décrire l'évolution dynamique du point de fonc-
tionnement (i c , vce ) lors des transitoires de commutation. Ce sont les capacités 
parasites inter-électrodes Cgc, Cgc , Cee qui rendent compte de la dynamique des 
transitoires de fonctionnement. 








o VCE 0 VeEl VCE2 
Figure 2.11: Procédure de paramétrage du groupe statique - tiré de [8]. 
A partir du plan de sortie (Fig. 2.11) , il est nécessaire d'obtenir: 
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de saturation, 
• 1 point (Vcel , I cl ) à Vgea en fin de zone linéaire, 
• 1 point (VeeO ,O) en début de conduction. 
Ces points s'obtiennent directement par lecture graphique du plan de sortie fourni 
par les fiches techniques. 
L'Annexe A présente le code Matlab permettant de définir numériquement les 
valeurs des composants du modèle de Alonso (Fig. 2.10). Le modèle IGBT de Alonso 
se distingue du modèle de Hefner par le fait qu'il reproduit les caractéristiques phy-
siques du composant IGBT grâce à une schématisation électronique équivalente (alors 
que le modèle de Hefner conserve une descdption mathématique formelle du compo-
sant). Celle-ci a, d'une part, l'avantage de mettre en évidence les différentes relations 
qui existent notamment entre les différentes capacités parasites, et d 'autre part, de 
permettre une simulation relativement aisée (le modèle est finalement traité comme 
n'importe quel circuit électronique). Notons que la décomposition en trois capacités pa-
rasites (partie dynamique) avec une source de courant (partie statique) est une manière 
conventionnelle de modélisation équivalente des IGBT; en particulier [37] utilise cette 
représentation dans la mise au point de sa commande intelligente des IGBT. 
De plus, une comparaison a été réalisée [84] entre le modèle de Alonso et le modèle 
de Hefner. Le résultat de cette comparaison est que ces deux modèles sont presque 
équivalents en fonctionnement dynamique lors des transitoires de commutation. 
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2.5.2.1 Modèle IGBT mathématique, le modèle IGBT de Hammerstein 
Partant du principe que la dynamique de commutation est créée par un circuit 
capacitif (en interaction avec l'environnement de l'IGBT) ; nous pouvons concevoir un 
modèle purement mathématique de l'IGBT équivalent au modèle de Alonso (et donc du 
modèle de Hefner). Il est basé sur la décomposition de Hammerstein [9], qui transpose et 
sépare la partie linéaire et non-linéaire du modèle (Fig. 2.12) ; ce modèle est détaillé dans 
le Chap. 3. Un tel modèle a pour vocation de simplifier le modèle de Alonso afin d'établir 
un modèle comportemental mathématique qui permet de reproduire la dynamique de 
commutation de l'IGBT; mais qui ne conserve pas les propriétés physiques de l'IGBT. 
Ce modèle caractérise ainsi de façon minimale; mais de façon équivalente, le composant 
IGBT, pour une utilisation plus efficace du point de vue de l'automatique (construire 
un modèle équivalent du modèle de Alonso peut s'avérer difficile compte-tenu de la 
structure non-linéaire). 
vo-a"'_-IDC MODEl VI = Ider ______ ~l~t~ - - - Î V2 
(Vak' V 81:) nI ~) l I :~2 
: CII ICx(Vg~) 
1 - - 1 _____________ 4 
Figure 2.12: Principe de la décomposition originale de Hammerstein : la 
partie statique, considérée comme non linéaire est incluse dans 
le bloc "dc model" ; la partie dynamique est modélisée par un 
simple circuit RC du premier ordre. Nous avons les notations 
équivalentes: Vak = Vc.e; Vgk = vge et V2 - ic ; Rl et Cx sont deux 
éléments intrinsèques du circuit liés à la dynamique des com-
mutations - tiré de [9]. 
A 11 chapitre 3, nous allons développer le modèle de Hammerstein dans le but 
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de formaliser certaines propriétés des IGBT en tenant compte de leur environnement 
électrique (en particulier, des inductances parasites). 
2.5.2.2 Commutation des IGBT, vitesse de commutation et contraintes 
électriques 
Considérons le montage abaisseur de la Fig. 2.6. La Fig. 2.13 présente un chrono-
gramme générique des signaux Vge , i c et Vce lors d 'un amorçage suivi d'un blocage. 
• Lors de l'amorçage, définissons les durées ton et t e, on respectivement comme le 
temps d 'établissement du courant ic et la durée au bout de laquelle le courant de 
recouvrement de la diode s'annule (rappelons que le courant de recouvrement 
de la diode correspond au déstockage des chaTges dans la diode de roue libre 
au moment de son blocage) . 
• Lors du hlocage, définissons les durées tof f et t e. off respectivement comme le 
temps d'extinction du courant ic et la durée avec laquelle la surtension inductive 
au blocage [16] s'annule. 
Les pertes en commutation sont définies comme étant l'énergie E dissipée durant la 
commutation. Nous avons: 
(2.12) 
où tr + t e. on. est le temps de commutation à l'amorçage et t f + t e, of f est le temps de 
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Figure 2.13: Chr onogr a mme d es SIgnaux associés à la commutation d 'un 
IGBT. 
Définissons les constantes i c, max et vce , max comme étant les maximums respectifs du 
courant ic lors de l'amorçage et de la tension Vce lors du blocage. Ces constantes, qui 
sont représentatives des contraintes électriques, sont fortement corrélées avec les temps 
de commutation et évoluent de façon opposées [8J : comme présenté au § 2.2, plus les 
temps de commutation sont courts, plus les valeurs de ic, max et vce , max sont élevées. 
Selon les critères énoncés dans le § 2.2.1 , une commande rapprochée doit pouvoir 
minimiser notamment les contraintes électriques. Ce point, et plus généralement ce que 
nous entendons par optimalité de la commutation, sont discutés au Chap. 3. 
2.6 Conclusion 
L'état actuel des connaissances montre que la commande rapprochée des lGBT 
ainsi que la commande des convertisseurs restent des sujets d 'actualité. Les méthodes 
les plus récentes sont à la base de nos investigations. 
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• La commande rapprochée nécessite l'exploitation d 'un modèle IGBT qui per-
met de prédéfinir la forme du signal de grille de l'IGBT afin d'améliorer les 
conditions du transitoire de commutation [37J . Notre étude se base sur cette 
considération et nous développons une approche basée sur la commande op-
timale afin d 'optimiser la commutation. Le modèle de Hamm~rstein permet 
d 'établir un formalisme mathématique adéquat de l'IGBT quant à l'application 
de la théorie de la commande optimale . 
• Il est établi , sur l'ensemble des dispositifs traités (cf. § 2.4.2.2) dans la littérature, 
que la commande sans-modèle présente de meilleures performances dynamiques 
et de rejection de perturbations, notamment par rapport à une commande PI 
standard. Notre étude exploite la commande sans-modèle pour le contrôle des 
convertisseurs statiques sous différentes conditions de fonctionnement . En parti-
culier, nous nous attardons sur la mise en évidence des propriétés de robustesse 
de la commande en contrôle linéaire et non-linéaire lors de forts transitoires 
de charge et de changements de structure. Nous proposons également quelques 
preuves inédites de stabilité ainsi qu'une méthode adaptative qui accroît la 
robustesse de la commande sans-modèle. 
Chapitre 3 
Commande rapprochée Posicast des IGBT 
La commande rapprochée Posicast des IGBT s'inscrit dans la problématique de 
minimisation des pertes en commutation au sein des IGBT. Nous avons justifié le fait 
(cf. § 1.1.1) que les IGBT, et plus généralement les semi-conducteurs de puissance, 
sont l'une des principales sources de pertes dans un convertisseur de puissance. Bien 
qu'un dimensionnement optimal a priori des composants qui constituent le convertisseur 
soit nécessaire afin d'obtenir une efficacité accrue de la conversion , il subsiste malgré 
tout certains problèmes secondaires qui ne peuvent être généralement résolus que par 
l'adjonction de ,circuits auxiliaü·es. Ces circuits auxiliaires, bien que censés corriger ces 
problèmes secondaires, ajoutent eux-mêmes d 'autres perturbations potentiellement plus 
importantes que les perturbations initiales. 
Nous avons ainsi mis en évidence dans le chapitre précédent le fait que les circuits 
d'aide à la commutation, dont le rôle principal est de pouvoir contribuer à l'amélioration 
du rendement de la commutation en minimisant les contraintes électriques sur les in-
terrupteurs de puissance, ne font en réalité que dissiper l'énergie de la commutation 
afin d'atténuer les contraintes électriques sur les interrupteurs de puissance. Globa-
lement, les pertes en commutations n'ont donc pas été minimisées, mais simplement 
transposées à un circuit auxiliaire de façon à diminuer les contraintes électriques sur les 
interrupteurs. 
Les recherches actuelles s'orientent ainsi vers la conception de dispositifs qui per-
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mettent de gérer en amont de l'interrupteur de puissance, les problèmes relatifs au 
mécanisme de commutation, plutôt que de les subir et les traiter par d'autres circuits. 
Ces dispositifs sont ainsi appelés commande rapprochée des IGBT, dans la mesure où 
ils permettent une interaction directe avec le signal de grille de l'IGBT. Le chapitre 
précédent fait état des principales solutions existantes et de leurs limitations. Le dispo-
sitif que nous proposons s'appuie sur la méthode proposée dans [37L qui est de loin la 
plus avancée puisqu'elle s'affranchit des nombreux inconvénients de la grande majorité 
des techniques actuelles. 
Ce chapitre présente l'étude et la mise en oeuvre de la commande rapprochée 
Posicast des IGBT, inspirée des méthodes classiques de contrôle optimal, incluant la 
commande Posicast. Après une présentation des modèles IGBT, qui permet de cadrer le 
formalisme de la commande rapprochée, une étude préliminaire permet de mesurer l'in-
fluence du mécanisme de commutation sur la modélisation standard des convertisseurs. 
En particulier, nous montrons expérimentalement que les pertes en commutation au 
niveau des IGBT modifient substantiellement la réponse temporelle des convertisseurs 
statiques; ces pertes en commutation, associées aux contraintes électriques pouvant être 
gérées par le dispositif de commande rapprochée. Nous présentons ensuite la technique 
de commande rapprochée Posicast [85], via une description illustrée de la théorie du 
contrôle optimal, que nous mettons en oeuvre expérimentalement. 
3.1 Modélisation des IGBT 
Dans cette section, nous présentons quelques améliorations apportées aux modèles 
de Alonso et de Hammerstein. Le modèle de Hammerstein, grâce à sa simplicité, consti-
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tue la base du formalisme permettant l'application de la théorie du contrôle optimal, 
sur laquelle s'appuie la commande rapprochée Posicast. 
3.1.1 Le modèle de Alonso modifié 
Considérons le schéma électrique de la Fig. 3.1 qui modélise le composant IGBT . 
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Figure 3.1: Modèle électronique équivalent modifié du composant IGBT. 
On appelle Modèle IGBT de Alonso modifié [86], le modèle IGBT de Alonso 
initial [8] auquel on rajoute une capacité d'entrée auxiliaire C;e qui peut éventuellement 
substituer tout ou une partie des capacités interélectrodes. Cet ajout implique que la 
capacité C;e peut être considérée comme une unique capacité équivalente (dans le cas où 
elle remplace l'ensemble des capacités parasites) qui à elle seule modélise la dynamique 
des transitoires de commutation. En supposant une dynamique de commutation au 
premier ordre, nous voyons ici une équivalence avec le modèle de Hammerstein puisque, 
dans le cas d 'une substitution totale des capacités parasites par C;e' C;e, seule, modélise 
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la dynamique de l'IGBT en un premIer ordre. Le calcul de cette capacité parasite 
auxiliaire s'effectue à l'aide d'un procédé itératif qui utilise exclusivement les données 
constructeur et en particulier les graphes de variations des capacités parasites. 
L'ensemble des paramètres du modèle peut donc être calculé aisément grâce aux 
différentes relations démontrées en [8] et [86]. Nous avons développé un logiciel de 
simulation [87] dont le noyau de calcul est basé sur SPICE, afin d'intégrer à la fois 
les outils numériques permettant de calculer les différents paramètres du modèle IGBT 
de Alonso modifié, et la possibilité d'intégrer un interpréteur pour le calcul de lois de 
commande en interaction avec la simulation. Une description complète du logiciel est 
donnée dans l'Annexe B. 
3.1.2 Décomposition de Hammerstein du modèle IGBT 
Nous avons développé un modèle théorique issu du modèle de Alonso. Ce modèle, 
purement mathématique, peut donc être programmé dans Matlab. Il sera utilisé comme 
cadre théorique de l'IGBT et permettra de justifier quelques hypothèses simplificatrices 
dans la réalisation de la commande rapprochée Posicast. 
La décomposition de Hammerstein [9] modélise un IGBT de manière comporte-
mentale. On appelle modèle IGBT théorique (ou modèle théorique), le modèle IGBT 
issu de la décomposition de Hammerstein. Comme discuté dans § 2.5.2.1 , ce modèle, 
directement exploitable du point de vue du contrôle optimal , fournit une expression 
mathématique explicite qui permet de prédire le comportement du transitoire de sortie 
de ic. L'objectif est de coupler le modèle théorique avec l )environnement électrique de 
l'IGBT, constitué notamment de l'inductance parasite, puis d 'en déduire une loi de 
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commande appropriée pom l'optimisation de la commutation. La Fig. 3.2 présente le 




le = f(le , V ge*) f---4 
Figure 3.2: Modèle théorique de l'IGBT. 
Modélisation de la partie statique fNL décrit la partie statique de l'IGBT. Il est 
alors possible de choisir entre les équations du modèle de Alonso [8J, dont les équations 
qui décrivent le plall 'Îc - Vee , sont définies par morceaux, ou du modèle de Pittet 
[88J. Le modèle de Pittet, semblable au modèle de Hefner , propose une modélisation 
mathématique explicite du plan ie - Vee . 
Il a été démontré dans [88J que le plan de sortie de l'IGBT peut se mettre sous la 
TL ( T ) _ _ Vsat ln { 1 + exp [Ats (1 - ~)] } 
vm vœ - Vsut In(l + exp(Ats )) 
l e = AtV:~(1 + À(Vee - v:~)) (1 - 2~~ ) 
sat 
(3.1) 
où A ts et À sont. des paramètres réels pouvant être obtenus par extrapolation du plan 
ic - Vce fourni par les fiches techniques; Vsut(vge) et At(-vge) sont deux paramètres qui 
dépendent de Vge de façon non linéaire et que rOll obtient également par extrapolation. 
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Modélisation de la partie dynamique La dynamique de l'IGBT évolue selon un 
premier ordre. Le courant ic est donc solution d 'une équation différentielle du première 
ordre avec v;e pour entrée. 
1 
Vge 2Vge,thl 
vge < Vge , th, 
die{t) ,. (t) - * - f ( (t) 1 (t)) ~ + qlc ' - vge - NL vge , tee 
. (3.2) 
où l /q est une constante de temps qui dépend de la résistance de grille et des capacités 
inter-électrodes de l'IGBT; cette constante peut être caractérisée expérimentalement 
[9]. Pour les simulations qui suivent, on suppose ici que q = Rx Cx où la capacité Cx, 
dépendante de Vee , représente la capacité équivalente de l'IGBT vue de la sortie (cela 
rejoint la définition du modèle de Alonso modifié). D'après [89], la capacité C:c peut se 
mettre sous la forme : 
1 
avec Cgc = Cgc . + (Cgc - Cgc . )-r==::::;::=:==;~=:= 
. m m T'la x 'T'l'" JI + (V
ee
/\It)4 (3.3) 
Une forme explicite de Cgc étant proposée par [37], il est établi [8], que seule la 
capacité Cgc peut être considérée comme non-linéaire. La loi d'évolution de Cgc a été 
choisie pour reproduire assez fidèlement la variation réelle de cette capacité en fonction 
de Vee ' La Fig. 3.3 présente un exemple d 'évolution du courant ic calculé avec le modèle 
théorique et simulé avec un modèle SPICE APT25GFIOOBN. La Fig. 3.4 présente 
plusieurs exemples de courant ic simulés sous PSPICE avec l'IGBT APT25GFI00BN. 
Bien que l'IGBT calculé à l'aide du modèle théorique (issu de l'IGBT Semikron) ne 




'" >'" 5 
00 50 100 
50 
. : , - mode le théorique 
40 
~ 30 
._020 ; ~ ........... " ....... ! ... . 
, /~~~·~".~r~~~=~·~~~·~·~~·~ ·~~~~·~~~~~·l\ ........... " ... ---.~~~èl~.S~I~~ . 
1 : t 
' ............... ..: ................... l .... . 
10 ··· .. ·_ · ··~···_···· ······ ···· · I-· ····· ·" .. 
00 50 100 150 200 250 300 400 450 500 
temps (ns) 














- ie nominal 50 A 
.-----.-----~----~-----r-----.-----.-----.~ 
!,. ! : ! ! ! ! 
--_. i nominal 25 A 
, , :: e 
-- ~,'#--"-~ .·_~~~."::::·~:·=-"· :-: .. t .. ·~ .. ·~ .. ·~---~:·T. .. ·~--·~ .. ·-:'~·~"·1\ ..... .......... _ .... . 
: ,; : ' i ~ _._ .• ie nominal 75 A 
I--_________ .J~ _.~.~~.~ .~~.~ .~.~-----t-------r------~-'~~~....J.~:::::::;;:;:;::;::==~ 
-50 
0 50 100 150 200 250 300 350 400 450 500 
temps (ns) 
Figure 3.4: Exemple d'amorçage et de blocage simulé à l'aide d'un modèle 
SPICE. 
tenue avec le modèle théorique est identique à celle obtenue par SPICE. Les différences 
de capacit.és témoignent nota.mment de constantes de temps différentes. Constatons 
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également que l'allure des courants est globalement identique pour les trois courants 
nominaux. Constatons une différence dans les queues de courant lors de l'extinction de 
ic sur la Fig. 3.4 : un courant commuté plus élevé nécessite un déstockage de charges 
plus long lors du blocage [12J d'où une queue de courant plus longue. 
Remarques : Les modèles de Alonso et Hammerstein et leurs versions modifiées res-
pectives sont équivalents du point de vue comportemental c'est-à-dire qu'ils permettent 
de modéliser le transitoire de commutation de l'IGBT au blocage et à l'amorçage. Ce-
pendant, le modèle de Alonso est plus représentatif que le modèle de Hammerstein 
dans la mesure où la dynamique de commutation est modélisée par les capacités inter-
électrodes, représentatives de la physique de l'IGBT ; nous avons mis en évidence le fait 
que le modèle de Alonso peut se simplifier pour ne comporter qu 'une seule capacité, 
comme le modèle de Hammerstein. Cette simplification permet de définir un algo-
rithme simple de calcul de la capacité afin de répondre à un cahier des charges précis 
(par exemple, faire en sorte que les pertes en commutation dissipées correspondent aux 
valeurs des pertes données par les données constructeur [86]). 
La différence fondamentale entre ces deux modèles est que le modèle de Alonso 
est un schéma électrique équivalent qui peut être intégré très facilement dans une si-
mulation de convertisseur de puissance. Une telle simulation a pour avantage de mettre 
en évidence les propriétés de la commutation et son influence sur le comportement 
global du convertisseur, en l'occurrence l'influence des transitoires de commutation 
sur les différentes grandeurs électriques dans le convertisseur. Le modèle de Ham-
merstein, quant à lui , fournit un modèle mathématique explicite de la commutation 
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qui ne peut pas être exploité directement en simulation. En effet, inclure ce modèle 
au sein de convertisseurs de puissance revient à interfacer un modèle comportemental 
mathématique avec de la physique (schéma électrique). Une telle association ne permet 
pas d 'étudier les interactions entre, par exemple, les capacités parasites et les induc-
tances pru·asites du câblage. Une telle association, à l'instar de l'utilisation du modèle 
de Alonso, ne permet donc pas de reproduire efficacement les interactions entre le ni-
veau « composant ;$> (à l'échelle de l'IGBT) et le niveau « système ;$> (à l'échelle du 
comportement global du convertisseur). 
Enfin: ces modèles peuvent être calibrés pour n 'importe quel point d 'opération 
admissible dans les données constructeur; [8J ne met pas en évidence de fonctionnement 
pruticulier pour la forte puissance, par rapport à la basse puissance. En particulier, les 
équations du modèle de Pittet [88] ou bien les équations du modèle de Alonso [8J , qui 
modélisent. le plan statique de sortie i c - Vce permettent de reproduire très facilement les 
caractéristiques de tout IGBT. De plus , connaissant l'évolution des valeurs des capacités 
inter-électrodes en fonction de Vee' il est ainsi tout à fait possible de polariser l'IGBT 
(définir un point de fonctionnement de l'IGBT dans le plan ie - vce ) aussi bien en basse 
tension qu'à haute tension, la polarisation du courant ie étant effectuée grâce au plan 
statique de sortie. 
Le modèle de Hammerstein dispose de propriétés mathématiques intéressantes 
(notamment l'évolution au premier ordre du courant ie) qui le rend propice à l'étude 
de la commande rapprochée Posicast. 
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3.2 Caractérisation globale des pertes en commutation 
Nous présentons dans cette section une confirmation expérimentale que les pertes 
en commutation agissent sur le comportement global des convertisseurs, donc modifient 
substantiellement la fonction de transfert du convertisseur. 
3.2.1 Influence des pertes en commutation sur la fonction de transfert 
Considérons un ondule ur deu,x-niveau,x chargé par une résistance R (Fig. 3.5). 
Appelons V;utl la tension de sortie de référence (appliquée à. la modulation PWM); u 
et li sont les signaux de commande complémentaires des IGBT. 
R r Vout 
Figure 3.5: Onduleur à deux niveaux. 
La fonction de transfert de l'onduleur, lorsque le pont onduleur est considéré 
comme idéal (pas de pertes en conduction, ni en commutation) s'écrit: 
G = Vaut = Go 
v* 1 + 2z 8 + -1".82 
out WO wii 
(3.4) 
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où Go , z et Wo représentent respectivement le gain statique, l'amortissement et la pulsa-
tion propre de la fonction de transfert G. Le facteur de qualité Q est lié à l'amortissement 
par 2z = l/Q. 
Considérons le tracé du rapport vO'udv"av,t de l'onduleur en fonction de la fréquence. 
Nous évaluons ce diagramme en considérant la fréquence de V~ut variable entre 10 Hz et 
1 kHz. Les Figures 3.6 et 3.7 présentent respectivement les paramètres gain statique et 
facteur de qualité extraits de ces diagrammes en fonction de l'admittance de la charge 
dans les conditions suivantes : 
• La courbe « simulation avec IGBT idéaux » correspond à l'évaluation du gain 
statique et du facteur de qualité en simulation lorsque les IGBT sont idéaux 
(de simples interrupteurs commandés sans pertes). 
• La courbe « simulation avec IGBT de Alonso » correspond à l'évaluation du 
gain statique et du facteur de qualité en simulation lorsque les IGBT sont 
modélisés pm" le modèle de Alonso. 
• La courbe « expérimental » correspond à l'évaluation du gain statique et du 
facteur de qualité de manière expérimentale et lorsqu 'un temps mort de 5 J-LS 
est ajouté afin d'éviter les court-circuits. 
• La courbe « simulation avec IGBT idéaux et temps mort » correspond à l'évalua-
tion du gain statique et du facteur de qualité en simulation lorsque le pont est 
idéal (de simples interrupteurs commandés sans pertes) et lorsqu'un temps mort 
de 5 J-LS est ajouté afin d'éviter les court-circuits. 
Nous observons ainsi que le facteur de qualité , ou de manière équivalente, l'amor-
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Figure 3.6: Évolution du gain statique en fonction de l'admittance de la 
charge. 
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Figure 3.7: Évolution du facteur de qualité en fonction de l'admittance de 
la charge. 
puissance / admittance de charge, le diagramme en fréquence de l'onduleur simulé avec 
le modèle de Alonso est équivalent au diagramme en fréquence expérimental. et présente 
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un faible facteurs de qualité (donc un fort amortissement). En revanche, l'onduleur si-
mu lé avec IGBT idéaux ne possède pratiquement pas d'amortissement à faible puis-
sance. Nous pouvons donc en déduire, compte-tenu des précédents constats basés sur 
la Fig. 3.7, que, compte-tenu du fait que l 'amortissement est physiquement équivalent 
à une résistance, alors le pont onduleur est équivalent à une résistance d'amortissement 
dont la valeur est fonction du courant qui traverse le pont. La Fig. 3.8 présente le 
modèle équivalent de l'onduleur. 
il rce . (L, r) = (100 IJH, 2,2mn) ieP ~ uE 1 ~ vot,< C=800~FT 
Figure 3.8: Modèle équivalent de l'onduleur à deux niveaux. 
où r ce correspond à la résistance d 'amortissement du pont onduleur, qui dépend du cou-
rant ic commuté. L'équation d'état associée au modèle de l'onduleur (Fig. 3.5) vérifie: 
dVO'ut = ~ ( iL _ Vaut ) 
dt C R 
uE - r~iL - Vaut 
L 
(3.5) 
où r~e = rce+r (r est la résistance de la bobine L). La fréquence de résonance du filtre LC 
étant égale à 560 Hz, constatons que la fréquence d 'opération de l'onduleur, qui est de 60 
Hz, permet d 'utiliser, en approximation raisonnable, le gain statique Go comme module 
du transfert VO'ILt/V~ut à cette fréquence. Par conséquent, il existe une légère baisse du 
gain statique à mesure que la puissance / admittance de la charge augmente (Fig. 3.6). 
Cette chute de gain est cependant négligeable et permet de considérer les performances 
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expérimentales de l'onduleur; équivalentes à celles d'un onduleur qui posséderait des 
IGBT idéaux. Lors d'un impact de charge, l'amortisement de l'onduleur intervient dans 
la stabilisation des signaux. Comparé àun onduleur dont les IGBT dissipent des pertes 
en commutation, la réponse transitoire sinusoïdale est moins amortie (donc présente 
une résonance) dans le cas de l'onduleur muni d'IGBT idéaux et en particulier pour 
une faible puissance / admittance de charge. 
Globalement, la réponse en fréquence est fixée par la résistance R pour ce qui 
est du gain statique et du facteur de qualité. ree ajuste ces paramètres en fonction 
de la puissance de la charge. La résistance d'amortissement caractérise les pertes en 
commutations, qui définissent le rendement de la conversion. 
3.2.2 Pertes en commutation et commande rapprochée 
Le fait d'obtenir un gain statique et un facteur de qualité qui dépendent du 
courant valide r assimilation du pont à une résistance d' anlOrtisement non linéaire, que 
l'on appelle également rés'Îstance d 'amortissement. 
Il n 'est pas évident de tenir compte de la résistance r ce lors d'une modélisation 
« conventionnelle ~ de convertisseurs puisque celle-ci dépend principalement des ca-
ractéristiques des IGBT utilisés. Une telle résistance d 'amortissement apparaît ainsi 
comme une incertitude de modélisation (en l'occurrence, incertitude sur le coefficient 
de qualité et le gain statique) qui se répercute nécessairement sur le calcul d'une loi de 
commande (rappelons que le calcul conventionnel de contrôleur PI s'effectue à partir 
du modèle des convertisseurs). 
La résistance d'amortissement permet donc de modéliser l'ensemble des processus 
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physiques responsables des pertes en commutation mais ne donne pa...'l d 'indications sur 
« le déroulement ~ de la commutation , en particulier si les pertes sont dues à de fortes 
contraintes électriques comme la surtension au blocage ou le courant de recouvrement 
de la diode (cf. § 2.2). 
Le but de la commande rapprochée Posicast est donc de pouvoir modifier la 
résistance d 'amortissement par le contrôle instantané du couple Cie, vee ) lors de la com-
mutation. 
3.3 Principe et mIse en oeuvre pratique de la commande rap-
prochée Posicast 
Nous introduisons le principe de la commande rapprochée Posicast en énumérant 
les propriétés qui décrivent le fonctionnement de la commande; les considérations de 
contrôle optimal qui permettent de supporter mathématiquement le concept de la com-
mande rapprochée sont énoncées dans la prochaine section. 
Minimiser les contraintes électriques revient à minimiser les valeurs icma,x et Vcemax 
(que nous définissons comme les maximums respectifs du courant ie lors de l'amorçage 
et de la tension Vce lors du blocage, cf. § 2.5.2.2). Il existera nécessairement un com-
promis entre l'optimalité en terme de minimisation des pertes et l'optimalité en terme 
de minimisation des contraintes électriques. Dans toute la suite, nous parlons, de façon 
générique, d 'optimiser la commutation. 
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3.3.1 Principales propriétés 
Le but fondamental de la commande rapprochée Posicast est de pouvoir maîtriser 
explicitement les transitoires de commutations au blocage de l'rGBT dans son environ-
nement électrique de manière à ce que la commutation soit optimale. 
Une commande classique prévoit en effet que l'amorçage et le blocage des IGBT 
ne s'effectuent que par l'intermédiaire d 'une résistance de grille ou d'un réseau de 
résistances de grille soigneusement calculé. Dans ce cas, la maîtrise des transitoires 
n'est que partielle puisqu 'elle s'appuie simplement sur l'ajustement de la constante de 
temps du circuit capacitif de la grille. La méthode proposée par [37], que nous ap-
pellerons commande rapprochée par rampe, définit un signal d'amorçage dont la forme 
est calculée à partir d 'un modèle simplifié d 'IGBT. Cette technique, de loin la plus 
avancée, préconise donc l'utilisation d 'une modélisation suffisamment exacte de l'rGBT 
en vue de prédire la forme du signal de grille à utiliser pour optimiser la commuta-
tion, cette forme étant définie par une rampe dont la pente est calculée à partir de la 
modélisation effectuée. La commande rapprochée par rampe permet donc de réaliser la 
jonction entre le développement de modèles IGBT à des fins d 'étude de la commutation, 
et le développement de modèles IGBT à des fins d 'optimisation de la commutation. En 
d'autres termes, elle prouve l'utilité d'utiliser des modèles IGBT à l'étape de conception 
des convertisseurs. 
Finalement, comme évoqué dans le § 2.2.2, la commande rapprochée Posicast est 
semblable, sur le principe, à la commande en rampe dans la mesure où l'on cherche à 
contrôle le dic/dt. L'autre similitude concerne la mise en forme du signal de grille Vge , 
explicitement déterminée à partir d 'une modélisation adéquate de l'IGBT. En parti-
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culier , une telle modélisation permet de supposer qu 'il existe une forme « optimale» 
explicite d 'un signal de grille vge tel que le dic/dt soit contrôlé. 
La Fig. 3.9 présente le schéma de la commande envisagée que nous appelons 
commande rapprochée Posicast de l'IGET. 
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Figure 3 .9: Schém a bloc d e la command e active Posicast de l'IGBT ; Hp et 
Lp sont resp ectivement la resist ance et l'inductance p arasites qui 
définissent l'env ironnement de commutation. 
Nous allons développer l'idée qui consiste à moduler la forme du signal dans le 
but de maîtriser les transitoires de commutation, quelles que soient les conditions de 
commutation, influencées notamment par la charge (courant de charge) et l'environne-
ment électrique de l'IGBT défini par la résistance et l'inductance de câblage. Bien que 
l'amorçage développe plus de pertes que le blocage [22], nous ne traiterons que le cas 
du blocage puisque celui-ci génère une surtension inductive. Cette surtension inductive 
constitue l'une des raisons qui justifie l'emploi d 'un snubber [19J. La commande rap-
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prochée Posicast suit fondamentalement le schéma classique d 'asservissement: l'ordre 
d'amorçage ou de blocage définit la consigne, un retour de mesure hors-line fournit les 
informations sur les transitoires de commutation de ic ou L'ce et un organe de contrôle 
permet de déduire la forme du signal de grille à appliquer à l'lGBT. Le signal de grille 
obtenu est donc optimisé à travers l'ensemble de cette procédure. 
Détaillons et commentons les caractéristiques de chaque bloc : 
• Un estimateur de commutation ou observateur de commutation permet de don-
ner des informations sur le transitoire de commutation au blocage de manière 
hors-ligne c'est à dire que l'estimation ne s'effectue que lors du calibrage ini-
tial du driver (la procédure est décrite au § 3.3.3); l'estimateur est désactivé 
lorsque le driver fonctionne. Afin de connaître les caractéristiques de l'environ-
nement électrique immédiat de l'IGBT (inductance et résistance de câblage) , 
une mesure directe de ic et Vce avec un oscilloscope numérique par exemple, 
sous une condition de fonctionnement donnée de l'lGBT (c.-à.-d. pour un rap-
port cyclique et un courant de commutation donnés) permet de déterminer les 
paramètres de l'environnement électrique grâce à une estimation directe (cf. § 
3.4.2). Une fois les paramètres de l'environnement électrique connus et une fois 
l'optimisation réalisée, il n'y a plus de mesure de ic et Vce dans l'environnement 
de l'lGBT. Les signaux fournis par le correcteur· et le modulateur de forme sont 
donc ajustés et calibrés à l'aide d'un oscilloscope, qui fournit un retour visuel 
direct sur la qualité de l'optimisation, de manière à optimiser la commutation. 
• La correction est basée sur le principe de la commande optimale et permet de 
délivrer un signal de commande de grille dont la forme permet l'optimisation 
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de la commutation (une mesure du courant dans la charge permet d 'adapter la 
forme du signal de commande de grille en fonction du courant qui circule dans 
la charge; ce point est discuté dans le § 3.6.7). 
• Le modulateur de forme génère un train de pulses dont la caractéristique est 
fonction du signal de grille précédemment calculé; le conditionneur réalise l'in-
terface du FPGA avec l'IGBT. 
Nous définissons ainsi le problème de minimisation des contraintes électriques à 
un problème d 'optimisation (rappelons que l'on optimise le signal de grille de l'IGBT 
de manière à ce que les contraintes électriques occasionnées durant la commutation 
soient minimales) dont l'inconnue n 'est pas une variable mais une fonction; le calcul 
variationnel [90] ainsi que la commande optimale répondent aux exigences de notre 
problème d'optimisation. Autrement dit, nous cherchons la fonction mathématique du 
signal de grille optimale telles que les contraintes électriques en commutation soient 
minimisées. Nous étudions comment il est possible de minimiser le temps de montée de 
la tension vge avec minimisation de la réponse inductive sur vce . Rappelons que le fait 
de bloquer l'IGBT engendre un transitoire oscillant sur Vee , lié notamment à la capacité 
parasite [16]. Le modèle associé à la commutation au blocage est étudié dans la section 
3.4.1. 
La contribution de l'étape de minimisation des contraintes électriques est donc de 
créer une structure d'asservissement locale, c.-à.-d. au niveau et à l'échelle de l'IGBT, 
qui puisse, étant donnée une observation initiale de la phase de commutation, garantir 
le minimum de contraintes électriques. 
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3.3.2 Impact de la commande rapprochée sur le blocage de l'IGBT 
Examinons en détailles phénomènes qui se déroulent lors d'une commutation au 
blocage. La Fig. 3.10 présente l'évolution de vge et Vce lors du blocage ordinaire de 
l 'IGBT, les notations sont tirées de la Fig. 2.13. 
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Figure 3.10: Formes d'onde lors du blocage de l'IGBT. 
Rappelons le fonctionnement du blocage [8] de l'IGBT (Fig. 3.1). 
• jusqu'à l'instant to : L'IGBT est passant clone Vce ~ 1,5V (il existe un offset 
sur la figure), vge = 12V. 
• durée td,off : L'ordre de blocage est donné. Vce reste constant; la capacité 
d 'entrée Cge se décharge. 
• durée t f : À cause de la très forte valeur de Cgc; la tension V ce croit lentement ; 
le plateau de tension sur vge traduit le passage d 'un courant dans Cgc (ce qui 
maintient le potentiel de Cge constant). 
• durée te ,off : Le MûS de l'IGBT se bloque car vge devient inférieur à la tension 
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de seuil Vge, th ; la tension Vce remonte brutalement et le courant de collecteur 
ic tend à s'annuler rapidement. La valeur de Vce au moment du blocage du 
MOS est indépendante de Vce ,th' On dit quc le blocage de l'IGBT est effectif 
au moment où vge < Vg€, th. L'environnement électrique répond à l'annulation 
(l~ courant de trainée empêche une annulation instantanée de ic) de ic par une 
surtcnsion inductive oscillante de Vce . 
Le but de la commande rapprochée Posicast est donc de pouvoir optimiser la com-
mutation en diminuant fondamentalement l'amplitude du dépassement Vce ,max' Cette 
diminution implique: 
• l'amortissement des oscillations qui ont lieu juste après le blocage effectif; 
• la diminution de la durée t e. off ' 
En revanche, du fait que l1GBT est encore en conduction durant la durée td, of!, la 
minimisation de cette durée dépend notamment de la valeur de la tension vge lorsque le 
blocage commence (décharge plus ou moins rapide des capacités en fonction du potentiel 
3.3 .3 Considérations expérimentales 
D'un point de vue pratique, puisque les temps de commutation sont réputés être 
de l'ordre de la micro-seconde, il sera nécessaire de disposer d'un calculateur qui délivre 
des signaux avec une haute résolution. Le FPGA répond à cette condition puisqu'il est 
capable de délivrer des signaux logiques très propres 3 avec une période de l'ordre de 10 
ns. 
3. Une des sorties du FPGA, programmée pour délivrer un signal carré de 100 MHz, a été testée 
à l'aide d'un oscilloscope Tektronix CSA 7404B de 4 GHz de hande passante. 
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La procédure de calibrage de la commande rapprochée s'effectue manuellement à 
partir de l'observation à l'oscilloscope de Vce et i c . Nous montrons, dans le paragraphe 
§ 3.5 , que le signal de grille qui optimise la commutation se résume à une séquence de 
pulses qu 'il convient simplement d'ajuster. L'architecture d 'un FPGA ne permettant 
pas de réaliser de lourdes opérations, il e~t donc nécessaire de pouvoir précalculer le 
signal de grille optimal (résultat du procédé d 'optimisation) à l'aide d 'un ordinateur 
puis de charger l'ensemble des résultats dans le FPGA. 
Nous utilisons ainsi un dispositif FPGA (Xilinx® / Virtex™-II Pro) permettant 
de reproduire numériquement la fonction vge optimisée ainsi qu 'un dispositif de condi-
tionnement et d 'amplification afin d 'appliquer le signal vge à la grille. Le détajl du 
circuit de conditionnement sera exposé dans la section § 3.5. Un convertisseur abaisseur 
de tension tel que celui présenté Fig. 2.6 est utilisé pour les essais expérimentaux avec 
un IGBT de type Semikron© SEMITRANS® SKM 200 GA 123. La tension Vce est 
mesurée grâce à une sonde de tension capacitive à 17 pF; le courant ic est mesuré grâce 
à une sonde courant à effet Hall de 200 MHz de bande passante. 
Remarque sur la protection des IGBT La commande rapprochée Posicast intègre 
de facto un organe de contrôle grâ.ce au dispositif FPGA. Différents points de mesure 
(grâce à l'acquisition numérique de signaux provenant de capteurs à effet Hall par 
exemple) dans le convertisseur de puissance, et en particulier sur les collecteurs des 
IGBT permettraient de surveiller les différentes intensités des courants. Il est donc tout à 
fait possible, à partir de ces différentes mesures , de prendre des décisions sur le maintien 
ou l'arrêt des commutations s'il venait à avoir des surintensités ou surtensions dans le 
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convertisseur. Par exemple, un contrôle de supervision fait en sorte que si le courant 
(ic) franchit une certaine limite (ou le courant moyen qui circule dans la charge), alors 
les sorties du FPGA concernées sont numériquement gelées. La commande rapprochée 
Posicast peut ainsi intégrer un dispositif séquentiel, également programmé à. l 'intérieur 
du FPGA, de manière à. protéger les IGBT et les autres composants contre d '.éventuelles 
perturbations électriques pouvant occasionner des dommages. 
3.4 Considérations théoriques sur l'optimisation de la commu-
tation 
Cette section discute de l'application de la théorie du contrôle optimal au cas 
de l'optimisation de la commutation au blocage des IGBT. À partir du modèle IGBT 
de Hammerstein, nous définissons premièrement un modèle global d'IGBT qui inclut 
son environnement électrique (éléments parasites) , puis l'application de la théorie du 
contrôle optimal à. ce modèle permet de démontrer rigoureusement la forme que doit 
posséder la tension de grille Vge , appelée également solntion de vge optimale, afin de 
bloquer rIGBT dans les meilleures conditions possibles. Il est ensuite discuté de la fai-
sabilité de la solution vge optimale en terme d 'implémentation physique, ce qui conduit 
à. considérer une loi de contrôle pour vge de type bang-bang. 
3.4.1 Modélisation globale, cas général 
À partir du modèle théorique développé, nous définissons l'environnement électrique 
de l'IGBT par la résistance Rp et l'inductance de câblage Lp tel que présenté Fig. 3.11 
(identique à. la Fig. 3.9). Il s'agit de la modélisation générale du voisinage électrique 
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de l'IGBT, indépendante de la topologie du convertisseur et de sa charge. Nous avons 
modélisé par une unique inductance parasite, l'ensemble des inductances parasites qui 
existent dans le circuit; cette simplification est d 'ailleurs envisagée dans [16J. Il s'agit, 
en d 'autres termes, du voisinage immédiat de l'IGBT caractérisé uniquement par les 
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Figure 3.11: Modélisation de l'IGBT et de son environnement électrique. 
Vge est une tension périodique bornée entre Vge,min et vge,max ' La différence Ve - Va 
est équivalente à la tension inverse de l'IGBT en tenant compte de l'environnement 
électrique; la tension maximale de blocage de l'IGBT est vce, m = max(ve - va). Nous 
imposons à la tension v ge d'être strictement positive telle que 0 :S Vge. min :S Vge , max 
avec typiquement V ge , min = 0 et vge , max = 15 V (ceci transpose la condition sur 'l.t qui 
vérifie 0 :S 'l.t :S 1). Il n'est pas nécessaire d 'imposer un potentiel négatif à la grille lors 
du blocage [23J . 
Nous avons mis en évidence (§ 3.1.2), les différences fondamentales qui existent 
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entre le modèle de Alonso et le modèle de Hammerstein. Afin de modéliser la commuta-
tion au blocage, nous utilisons, de manière séquentielle, le modèle de Hammerstein pour 
modéliser l'évolution du courant ic lorsque v~e ~ Vge , th · Lorsque v~e < Vge,th, le courant 
ic s'annule rapidement et nous utilisons le modèle de l'environnement électrique afin de 
décrire l'évolution de vce . 
Nous décomposons la modélisation complète de la façon suivante. Au moment du 
blocage, vge décroît rapidement vers O. La tension interne de grille v~e décroît moins 
rapidement à cause des différentes capacités internes et ic décroît suivant (3 .2) : 
! Vge ~ Vge, th, heST := Vge < Vge,th, die(t) . (t) - * - f (, (t)) t + qzc - Vge - JIlL Vge (3.6) 
Rappelons que la valeur de q peut-être soit déterminé expérimentalement , soit 
modélisé à partir de considérations découlant par exemple du modèle de Alonso. Au 
temps, tge, th , V~e = Vge,th et ic = ic, th où ic, th est le courant limite de conduction à la 
limite du blocage effectif de l 'IGBT. Cela signifie que v ge ~ v~e = Vge , th. Finalement , 
lorsque vge = V ge, th , l'IGBT se bloque et ic --+ 0 implique que Vce --+ vee, m : 
(3.7) 
À partir de (3.2) et (3.7) , nous pouvons donc conclure que, durant le blocage, ic 
décroît avec un certain délai en fonction de vge (3.2) et ensuite, dès que vge < Vge, th, 
le courant décroît très rapidement et forme une queue de courant [12] alors que Vce 
évolue vers vce,m avec un comportement au deuxième ordre (3.7). Nous pouvons donc 
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considérer que (3.2) et (3.7) modélisent la commutation de manière séquentielle, c.-
à-do que (3.7) intervient en premier pour décrire l'évolution du courant en phase de 
conduction vge > Vge, th tandis que (3.2) intervient une fois le blocage effectif de l'IGBT 
Vge < Vge, th pour décrire l 'évolution de la tension V ce · 
Afin de mettre en relation directe Vce avec vge1 le couplage peut être noté vce ( t) = 
Les relations (3.2) et (3.7) sont bien vérifiées en simulation (comparaison du 
modèle théorique avec un modèle SPICE). En particulier, la Fig. 3.12 présente un 
exemple de simulation du modèle théorique de l'IGBT inclus dans son environnement 
électrique pour Rp = D,3D, Lp = 0,1 /.tH et 1.5 < ex < 55 nF (obtenu via la relation 
(3.3)). 
20~--~----~----~----~----~----~----~----~----~---. 
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Figure 3.12: Simulation du blocage de l'IGBT inclus dans son environne-
ment électrique. 
Conformément à la description du modèle de commutation , la simulation est 
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réalisée de façon cascade, c'est-à-dire qu 'à chaque instant t , connaissant l'ensemble 
des paramètres du modèle de commutation (notamment Cx , Lp et Hp), le modèle de 
Hammerstein (3.2) est simulé à partir de la donnée vgc(t) et fournit la valeur instan-
tanée de ic. Ce courant est ensuite injecté dans l'équation différentielle qui caractérise 
l 'environnement él~ctrique (3.7) afin d'obtenir Vce . Notons la présence de la traînée de 
courant à la fin du blocage. 
3.4.2 Estimation de l'inductance parasite 
Pour réaliser le calibrage de la commande rapprochée, nous proposons dans cette 
section, une méthode d 'estimation de l'inductance parasite Lp. Elle est basée sur une 
mesure indirecte de l'inductance de câblage via la mesure du temps de montée de Vce . 
Considérons le montage abaisseur de la Fig. 2.6 avec les caractéristiques de la 
table 3.1. 
Table 3.1: Paramètres du convertisseur abaisseur. 
Composant Il Valeur 
Lp 1 pB 
L ImH 
C l,iF 
R 0.5 n 
Figure 3.13: Schéma d 'un convertisseur abaisseur de tension (buck) alimen-
tant une charge resistive. 
La simulation PSPICE du blocage de l'IGBT a été effectuée pour plusieurs valeurs 
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de rapport cyclique. La Fig. 3.14 présente le blocage pour un rapport cyclique de 10 %. 
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Figure 3.15: Blocage résonant de l'IGBT pour a = 50%. 
La surtension au blocage ou spike, définie comme la tension maximale qui survient 
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lors du blocage et notée Vspike: caractérise l'inductance parasite L p ; cette surtension 
dépend exclusivement du courant commuté. Nous avons en effet [16] : 
(3.8) 
où le courant iLp dans Lp est égal au courant commuté par l'IGBT. 
Relation ~ Vspike - a Exprimons ~ Vspike en fonction du rapport cyclique a via le cou-
rant de sortie iR . D'après la relation statique du convertisseur abaisseur en conduction 
continue, nous avons (Vout ) = a (Vin) ou (Vout ) = R (ir) si , par hypothèse, la charge est 
resistive. Comme (iLp ) = (ir ), alors: 
(3.9) 
où tltp est le temps mis par Vœ pour passer de Vin à Vspik e . La relation (3.9) permet 
ainsi d'estimer l'inductance Lp connaissant le spike et le courant de sortie. Nous pouvons 
vérifier l'exactitude de (3.9) sur les simulations présentées Fig. 3.14 et 3.15 : 
a = 0, 1; Rp = 0,5 st; Vin = la Vet V spike ~ 45 V ===? Lp = 1,7 JLH 
a = 0,5; Rp = 0,5 st; Vin = 10 V et V~pike ~ 173 V ===? Lp = l,61tH 
L'inductance Lp estimée se situe tout à fait dans l'ordre de grandeur de l'inductance 
Lp effectivement employée pour la simulation. 
Bien que cette technique soit directe et ne nécessite pas d'importants calculs, sa mise 
en oeuvre est fortement dépendante de la précision de la mesure de tltp . En supposant 
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que l'observation de Vce (étape de calibrage de la commande rapprochée) soit réalisée à 
l'aide d'un oscilloscope, il est alors très facile d'obtenir l'information sur 6t11 et 6 Vspike . 
Toutefois, la relation (3.9) nécessite d'être reconsidérée en cas de changement de topo-
logie. 
3.4.3 Contrôle optimal de la commutation 
Les équations (3.2) et (3.7) mettent en évidence le fait que: 
• il existe une relation de dualité entre Vce et i c, puisque si ic est imposé par 
l'IGBT (pour vge fixé), alors Vce est imposé aux bornes de l'IGBT en réponse 
au circuit environnant; 
• la fonction de transfert 'ic/vce = heBT est du deuxième ordre et explique ainsi 
le transitoire résonant (contrainte électrique au blocage) qui a lieu sur Vce lors 
du blocage. 
Dans le plan (ic(t) , Vœ(t)), t devient un paramètre et on considère donc l'évolution 
de vce(t) en fonction de ic(t). Puisque ic(t) est périodique, ic(vce ) forme un cycle de 
commutation. Notons icmin et icmax , respectivement la borne inférieure et la borne 
supérieure de ic(t). Un exemple de cycle de commutation est donné à la Fig. 3.16 où 
nous considérons une simulation PSPICE d'un convertisseur abaisseur a.vec l'IGBT 
APT25GF100BN. 
L'effet dérivatif ne s'observe que lors des transitions descendantes de ic(t). Du fait que 
le cycle de commutation mette directement en évidence les pertes en commutation, il 
est possible de définir explicitement une condition ma.thématique qui servira de critère 
à minimiser pOll[ la commande optimale. 
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Figure 3.16: Exemple de simulation PSPICE pour l'évolution de ic(vce ) avec 
IGBT réel. 
Proposition 3.4.1. Si ic min et icma:r sont les courants respectivement à l'état bloqué 
et à l 'état passant, il existe une fonction vge(t), donc final ement ic(t) (via f i), telle que 
l 'intégrale : 
(3.10) 
soit min'imale. 
Cette aire correspond à l'énergie dissipée en commutation. Il s 'agit , en d 'autres 
termes, de trouver comment faire passer vge (t) de sa valeur Vge m in à vgema.'C' donc com-
ment ajuster le transitoire de Vge pour que l'aire .rd, rapportée dans le plan ic( vce ), soit 
minimale. 
Il est clair que l'énoncé de la commande rapprochée Posicast revient à un problème 
de commande optimale dont nous allons utiliser les principes [91][92] . 
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3.4.4 Énoncé pratique du critère de la commande rapprochée Posicast 
Bien qu'il soit tout à fait possible d'évaluer, de façon exacte, l'aire P1, notam-
ment grâce au théorème de Green-Riemann, il n 'en demeure pas moins difficile de 
poser correctement l'intégrale et de la minimiser. Nous ramenons ainsi le problème de 
minimisation d 'aire , à un problème de minimisation du temps de blocage qui peut se 
formuler a priori de deux manières différentes suivant que l'on considère la minimisa-
tion d\m temps ou la minimisation d 'une énergie. Pour vérifier cette équivalence, il 
suffit de considérer l'exemple du snubber (§ 2.2) dont le but est de minimiser l'aire 
du cycle P1 en considérant une vitesse de commutation assez élevée avec un dispositif 
permettant de minimiser les contraintes en tension et courant sur les IGBT. Le but de 
la commande rapprochée Posicast est de combiner mathématiquement les avantages de 
la commutation rapide avec les avantages des snubbers. Dans les deux cas, le temps 
de la commutation au blocage est imposé: notons ta et tb respectivement l'instant de 
début de blocage et l'instant de fin de blocage. 
Nous examinons les deux critères classiques en commande optimale: la commande 
en temps minimum et la commande à tension minimale. De ces deux critères, nous en 
déduisons la nature de la commande la plus appropriée au problème du blocage de 
l'IGBT. 
Version optimale en temps du critère de la commande rapprochée Posicast 
Dans cette version , nous considérons le critère de la commande rapprochée Posicast , 
comme un problème de commande optimale à temps minimum. 
Définition 3.4.1. (93J L 'expression de la fonct'ion Vge (t) , continue (par morceaux) 
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d~finie SUT' [ta, tbL est déterminée lors du blocage si les conditions suivantes: 
(3.11) 
sont satisfait es et que le critèTe de coût: 
fLI> J(u) = dt . ta (3.12) 
soit min'im'isé. ta est 'imposé (ordre de blocage de l'IGBT) tandis que tb est l'i bre. 
Il est démontré qu'un contrôle optimal en temps minimum se réduit à un contrôle 
de type bang-bang [93J sur vge car vge est bornée (rappelons que typiquement vge E 
[Vge , min, Vge , maxJ = [0, 15J V). Or le contrôle bang-bang est la manière naturelle de pou-
voir commander un IGBT (ou tout autre interrupteur) puisque une commande binaire, 
qui oscille entre Vge,min pour le blocage et vge,max pour l'amorçage, permet d 'envoyer 
(respectivement de retirer) le maximum d 'énergie pour pouvoir amorcer (respective-
ment bloquer) l'IGBT le plus rapidement possible, au détriment de la stabilité (donc 
des éventuelles résonances). En d 'autres termes, une commande en échelon de tension 
sur vge peut être une commande optimale en temps minimum. 
Version optimale en tension du critère de la commande rapprochée Posicast 
Dans cette version, nous considérons le critère de la commande rapprochée Posicast, 
comme un problème de commande optimale à surtension minimale [94J. 
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D éfinition 3.4.2. (93) L 'e.1;pression de la fonction vge(t), continue (par morceaux) et 
défin,?:e sur [ta, tb] , est déterminée lors du blocage si les conditions suivantes: 
(3.13) 
sont satisfaites et que le critère de coût: 
(3.14) 
est minimisé. Rappelons que ta, est imposé (ordre de blocage de l'/CET) ainsi que tb qu,i 
est estimé d'après les fich es techniques (les fiches techniques fournissent généralement 
la durée de blocage de l'/CET en cOTl~c;idérant la surtension de blocage.). 
Minimiser le temps de commutation selon la def. 3.4 .1 ou la surtension au blocage 
selon la def. 3.4.2 n 'est pas équivalent dans la mesure où : 
• si le temps est minimisé, alors aucune contraülte n 'est donnée sur Vœ qui peut en 
conséquence prendre n'importe quelle forme pourvu que le temps soit minimal. 
Cela implique qu'il peut exister une surtension suivie d 'une résonance sur Vce . 
• si l'énergie est minimisée, alors la contrainte électrique de type surtension est 
minimisée. En revanche, il n'est pas garanti que le temps de blocage soit optimal, 
bien que ce temps soit diminué en fonction des conditions aux limites imposées. 
La def. 3.4.2 est donc largement privilégiée comme critère de minimisation opti-
mal de la surtension au blocage. Compte-tenu de la nature séquentielle du modèle de 
82 
commutation (le comportement de ic et de VeR obéit à deux modèles différents suivant 
la relation d 'ordre entre vge et Vge , th), il est donc nécessaire de définir une stratégie de 
contrôle optimale qui soit potentiellement facile à mettre en oeuvre, surtout du point 
de vue expérimental. Nous choisissons ainsi une méthode bang-bang afin d 'obtenir vge 
optimale. 
3.4.5 Pertinence d 'un contrôle de type bang-bang 
Le contrôle de type bang-bang est fondé sur l'application d 'une loi de commande 
qui impose à vge des niveaux de tension définis par paliers. La définition suivante for-
malise le contrôle bang-bang. 
D éfinit ion 3.4.3 . [95} On appelle contrôle k -bang-bang, toute loi de commande u(t) 
définie comme une fonction continue par morceaux sur ['inten Jalle [to, Tl qui prend à 
n ;importe quel instant t E [to, TL les vale'urs conten'ues dans l'ensemble Hl, U2, ... , Uk E 
U. Les éléments Ui sont appelés niveaux de cont1'ôle. 
La Fig. 3.17 présente un exemple de signal générique U défini par un contrôle 6-
bang-bang aléatoire. Dans cet exemple, les niveaux de contrôle ou les paliers de contrôle, 
contenus dans l'ensemble {l , 3, 7, 5, 13, lO} sont balayés de manière aléatoire en fonc-
tion du temps. 
L'utilisation d'un contrôle de vge de type k-bang-bang est donc justifié puisque 
les niveaux de contrôle sont de facto inclus dans l'intervalle [Vgemin, vgemmJ Nous allons 
montrer qu 'un choix judicieux des niveaux de contrôle permet de satisfaire le critère 
de la def. 3.4.2 et par conséquent de minimiser à la fois le temps de commutation au 
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Figure 3.17: Exemple de signalu de type 6-bang-bang. 
3.5 Résolution du critère optimal par une méthode bang-bang 
Nous décrivons, dans cette section, la mise en oeuvre d 'une solution vge optimale 
qUI est de la forme bang-bang et basée sur la commande Posicast [96J. La méthode 
bang-bang est considérée comme la méthode de pilotage de la grille de l'IGBT qui 
apparaît la plus flexible et la plus efficace à mettre en oeuvre. Nous décrivons le principe 
d'application de cette méthode en relation avec les différentes contraintes qu'imposent 
les IGBT et quelques propriétés sont énoncées dans le but de faciliter le réglage de la 
solution vge optimale. 
3.5.1 Définition du nombre de niveaux de contrôle 
Selon les possibilités technologiques, il convient de fixer avant toute chose le 
nombre de niveaux de contrôle k (cf. def. 3.4.3) associés à des niveaux de tension, 
qui définissent et composent la tension de vge optimale. Une étude expérimentale de la 
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relation statique v ce /Vge de l'IGBT fournit des arguments permettant de conclure que 
la solution optimale 2-bang-bang sur vge est la plus appropriée. 
Caractérisation statique de l'IGBT La caractérisation statique de l'IGBT permet 
notamment de retrouver l'allure du plan de sortie ic - Vce pour un vgc donné; ce plan 
étant décrit par l 'équation de Pittet (cf. § 3.1.2). 
Nous allons donc vérifier la caractéristique de transfert statique de Vce en fonct ion 
de vge pour un courant ic maximum donné. Pour ce faire, considérons le montage de la 
Fig. 3.18. Nous plaçons une résistance R e = 70 ft au collecteur de l'IGBT de manière à 
fixer le courant ic maximal qui traverse l'IGBT ; le FPGA délivre un signal triangulaire 
codé sur 6 bits, converti en analogique puis amplifié à l'aide d 'un simple montage 
transistor. La résistance de grille Rg est de 5 ft. 
12 V 
6 bits ,-----, 
FPGA R-2R 
MPSH10 
Figure 3.18: Circuit permettant l'examen de la caractéristique statique de 
transfert V c.e - vge à courant donné; le réseau R-2R est un CNA 
de 6 bits. 
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Figure 3.19: Tension Vce aux bornes de l'IGBT en correspondance de la ten-
sion de grille vge - lI!Je décroît linéairement par paliers d'environ 
0.2 V. 
La nature quadratique de l'équation de Pittet [88] rend compte d'une tension Vce 
qui évolue comme le carré de la tension vge . Ainsi , à partir de l'instant t = 0, instant 
de déclenchement du blocage, on constate qu'il suffit de quatre paliers sur vge pour 
que l'IGBT soit bloqué. De plus, le niveau en tension des paliers de Vce est également 
dépendant du courant ic (rappelons que le plan de sortie implique que les trois grandeurs 
i c, Vce et vge sont liées). Notons également le fait que, tant que vge > Vge, th = 5, 8 V, 
l'IGBT conduit, et par conséquent nous sommes capables d'ajuster le courant ic (d 'où 
les différents paliers de tension en fonction de vge ). Pour vge < Vge, th = 5, 8 V, l'IGBT se 
bloque (donc ic = ° à partir de cet instant) et la tension Vce remonte sans pouvoir être 
contrôlée, le blocage effectif est alors non-contrôlable. Dans ce cas, l'IGBT se bloque 
bien avant que vge s'annule. La Fig. 3.10, qui présente les formes de Vce et ic lors d 'un 
blocage dynamique expérimental de l'IGBT, montre également comment le blocage de 
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l'IGBT est le siège de la résonance inductive sur V cc au moment où vge < V ge, th. 
En conclusion, il est donc tout à fait possible de fixer le niveau de tension de Vcc 
par un certain ajustement discret de Vge , pourvu que vqe > Vge, th. Du point de vue de 
la minimisation de la surtension inductive, il existe donc deux possibüités de contrôle: 
• Lorsque vge > Vge, th, il est possible de contrôler la vitesse de descente de vge 
donc la vitesse de décroissance du courant ic correspondant. 
• Lorsque vge < Vge, th, la non-contrôlabilité du blocage effectif implique que la 
seule possibilité de contrôle consiste à réamorcer l'IGBT. 
Avantages d'une méthode 2-bang-bang Une méthode k-bang-bang pour k > 2 
possède les inconvénients (corrélés) suivants: 
• l'inconvénient de nécessiter un convertisseur numérique-analogique en plus de 
l'étage d 'amplification qui puisse recréer chacun des niveaux bang-bang; 
• une forte sensibilité vis-à-vis de la tension de seuil vge , th (qui dépend de l'IGBT 
utilisé) ; 
• le convertisseur doit fonctionner dans une petite plage d 'opération conformément 
à la caractéristique quadratique ic - Vee ' donc nécessite une grande résolution. 
Une méthode 2-bang-bang possède les avantages suivants (qui sont expliqués dans 
la prochaine section). 
• Le contrôle se résume à une tension binaire (donc ne nécessite qu 'une ou deux 
sorties du FPGA) qu'il suffit d'amplifier. 
• Le circuit de conditionnement est très simple à réaliser, typiquement un étage 
push-pull qui fonctionne en commutation. 
87 
• Grâce à la dynamique naturelle des transistors qui constituent l'étage de condi-
tionnement et par un ajustement spécifique de la durée des paliers binaires, il est 
possible de contrôler aisément la tension vge en fonction du temps. En pal,ticu-
lier , nous allons voir (clans la section § 3.6.1) qu 'il est possible, lors du blocage, 
soit d'imposer 0 V à la grille , soit de laisser la grille « ouverte » (connectée sur 
une forte impédance). Ces deux états électriques pour le blocage permettent de 
régler la dynamique de décroissance de V ge , donc la dynamique de décroissance 
de ic (ou die/dt), donc finalement d'agir sur la surtension au blocage. 
Nous fixons le nombre de nivealL'C de contrôle égal à 2, donc la tension vge est soit 
nulle, soit égale à 12 V. Nous appelons p'ulse, le motif élémentaire qui cal'actérise un 
contrôle 2-bang-bang; il caractérise une trallsition de vge lorsque celle-ci passe instan-
tanément de 0 V à 12 V et revient instantanément à 0 V après un certain temps. 
3.5.2 Commande par mode Posicast des IGBT 
3.5.2.1 Principe de la commande Posicast des systèmes oscillants 
Introduite par [96] et popularisée par [97] [98] [99] , dont une application en 
électronique [100], la commande Posicast (pour « Positive Cast » ) offre une solution 
élégante dans l'amortissement des oscillations crées par les systèmes résonants, et en 
palticulier dans l 'amortissement de la réponse résonante créée au blocage des IGBT. 
Elle est basée sur un contrôle bang-bang qui permet, lors du transitoire oscillant du 
système considéré, d 'amortir, voire d'annuler les résonances. L'exemple suivant illustre 
le principe de la commande Posicast . 
Soit un système du deuxième ordre L: peu amorti, qui à une entrée 11, associe la 
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Figure 3.20: Réponse indicielle du système du deuxième ordre E. 
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Le Posicast consiste en un correcteur P' placé en amont de E de telle manière à ce 
que la réponse indicielle de PiE annule la résonance sur y. Ce correcteur se résume à une 
commande 2-bang-bang dont la spécificité est de tenir compte à la fois du dépassement 
relatif 5 (écart maximal par rapport à la valeur asymptotique) et de l'instant 1'cl. Il 
s'écrit: 
5 PI(s) = 1 + P(s) = 1 + __ (e- sTd / 2 - 1) 
1+5 (3.15) 
La Fig. 3.21 présente la réponse indicielle de PE. 
L'effet du correcteur P' est d'introduire un premier niveau de contrôle d'ampli-
tude 1/(1 + 5) sur l'intervalle temporel [0, Td /2], suivi d'un second niveau de contrôle 
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Figure 3.21: Réponse indicielle du système 2: corrigé par P'. 
par le délai e-STd/ 2 dans le domaine fréquentieL Remarquons que la qualité de l'amor-
tissement / annulation des oscillations dépend de la précision du placement des niveaux 
de contrôle en temps et en amplitude. 
La commande Posicast est donc une méthode qui permet de modifier la forme 
(<< reshaping» en Anglais) de l'échelon, initialement unitaire, de manière à annuler 
les oscillations produites par 2:. Elle suppose connus les paramètres <5 et Td , ce qui en 
fait une commande peu efficace aux variations de modèle. En particulier, si le modèle 
de 2: change, alors une nouvelle identification de 2: et Td permet de mettre à jour le 
correcteur P. 
3.5.2.2 Application à la commande des IGBT 
La commande Posicast démontre qu 'il est fondamentalement possible, par une 
commande bang-bang dont les niveaux de contrôle sont calculés, au moins d'amortir, et 
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au mieux) d 'annuler des oscillations naturelles de systèmes de deuxième ordre. Or nous 
avons précédemment conclu, via les relations (3.2) et (3.7) , que la résonance qui survient 
lors du blocage de l'IGBT est de deuxième ordre, tandis que l 'IGBT se comporte comme 
un circuit retard du premier ordre. La commande Posicast apparaît donc comme une 
solution intéressante au problème de contrôle optimale de l 'IGBT. 
Il existe cependant deux objections corrélées à l'application telle quelle de la commande 
Posicast. La première est expérimentale. Sachant que les niveaux de contrôle sont bi-
naires (vge = {0, 12} V) , il n'est donc pas possible de définir un niveau de contrôle 
calculé (ou niveau de contrôle d 'amplitude) dont la valeur est comprise dans Pintervalle 
[0, 12J. La seconde est théorique. Pour tout système d 'ordre 2 d 'entrée u et de sor-
tie y , le Posicast , défini par une commande 2-bang-bang, suppose en effet contrôlable 
(c'est-à-dire qu 'en tout moment la trajectoire y peut être modifiée par u) , le transitoire 
oscillant c)est-à-dire qu'il existe une succession de niveaux de contrôle bang-bang tel 
que la trajectoire y puisse être contrôlée. Or, nous avons montré) grâce à l'étude de 
la caractéristique statique de l'IGBT (cf. § 3.5.1) , que le blocage effectif de l'IGBT 
(rappelons qu'il s'agit de rinstant où l'IGBT se bloque et amène le courant à décroître) 
n 'est pas commandable, c'est-à-dire que le blocage (et l'amorçage) fonctionne en com-
mande tout-ou-rien. Il n'est donc pas possible de contrôler le transitoire oscillant dû à 
la réponse inductive par niveaux de contrôle prédéfinis. 
Dans le but d 'établir une nouvelle méthode de commande de vge basée sur le 
principe du Posicast et adaptée au fonctionnement de rIGBT, rappelons les faits qui 
ont été établis à partir de la caractérisation statique de l 'IGBT : 
• lorsque vge > V ge, th , il est possible de contrôler la vitesse de descente de vge 
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donc la vitesse de décroissance du courant ic correspondant ; 
• lorsque vgc < V ge, th , la non-contrôlabilité du blocage effectif implique que la 
seule possibilité de contrôle consiste à réamorcer nGBT. 
Nous en déduisons qu'il existe deux modes de contrôle de l'IGBT. Le premier mode 
permet de co.ntrôler la vitesse de décroissance du courant ic lorsque l'IGBT conduit. 
Ce mode permet ainsi de contrôler le dic/ dt au moment du blocage effectif et donc 
de contrôler la surtension au blocage (nous avons 8. Vspike ~ Lp d~~p ). Le second mode, 
dont le principe est identique à la commande Posicast originale, consiste à réamorcer 
l'IGBT lorsque celui-ci est effectivement bloqué. Le ré amorçage sur un durée de quelques 
nano-secondes permet ainsi de réduire la surtension au blocage qui subsiste après l'ap-
plication du premier mode. La combinaison de ces deux modes permet ainsi de réduire 
la surtension au blocage. 
Nous définissons ainsi les modes Posicast de l'/CET au blocage comme deux trains 
de pulses sur vge qui possède les propriétés suivantes : 
• un premier pulse « court-circuit » permet d 'anticiper le die/dt avant le blocage 
effectif; 
• un second pulse « Posicast » agit sur la résonance sur Vce après le blocage 
effectif. 
Comme cela est expliqué dans la partie expérimentale, les modes Posicast de 
l'IGBT sont associés à trois états électriques de la grille de nGBT. Un système de 
conditionnement à transistor permet ainsi de réaliser les trois états suivants : 
• Un état dit « haute impédance » (HI) pour lequel la grille de l'IGBT est 
connectée sur une forte impédance. Cette forte impédance a pour but de di-
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Figure 3.22: Mode Posicast de commande au blocage de l'IGBT. 
minuer la vitesse de décroissance de la tension v~e' 
• Un état dit de « court-circuit » (CC) pour lequel la grille de l'IGBT est mise en 
court-circuit . Le court-circuit a pour but d 'accélérer la vitesse de décroissance 
de la tension v~e' 
• Un état dit « d 'amorçage » (AM) pour lequel la gTille de }'IGBT est alimentée. 
Cet état permet de faire croître la tension v~e' 
En résumé, ces trois états permettent de respectivement décroître la tension vge 
avec une vitesse de décroissance ajustable et de faire croître la tension vge . La séquence 
de fonctionnement est la suivante : 
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• Le contrôle de la vitesse de décroissance de v~e' donc de la vitesse de décroissance 
de ic quand v~e > Vge , th ) est réalisée par le pulse « court-circuit :». Le premier 
pulse permet donc de gérer le die/dt all moment où le blocage de l '/CET est 
effectif 
• Le contrôle du réamorçage de l'IGBT, donc de la croissance de v~e) est .réalisée 
par le pulse « Posicast :». Le second pulse permet donc de contrôler le dvce / dt 
à partir du moment où le blocage est effectif 
La Fig. 3.22 présente l'enchaînement de ces trois modes de fonctionnement. Cette 
association permet ainsi de diminuer la surtension au blocage sur Vce . Le dispositif 
électronique permettant l'obtention de ces modes est détaillé dans la partie expérimentale. 
3 .5.2.3 Formalisation de la commande par modes Posicast 
Dans cette section, nous introduisons quelques éléments de formalisation qui per-
mettent de définir un critère d'ajustement du pulse « Posicast :») nous considérons le 
fait que la durée du pulse « court-circuit:» est ajustée sur le principe que le minimum 
de die/dt est obtenu à l'instant du blocage effectif. 
La solution de (3.7) , lorsque l 'IGBT se bloque, est donc de la forme sinusoïdale 
amortie par une exponentielle, et s'écrit dans le cas général où le second membre est 
une constante (voir Annexe C) : 




C Wn P - 2za 1 = Yo-
Wn 
(3.17) 
et les relations avec les paramètres du circuit : 
a = O (3.18) 
Grâce à l'estimation paramétrique, l 'équation (3.16) pour les conditions initiales 
(3.17) décrit l'évolution temporelle de Vce lors du blocage de l'lGBT. 
La proposition qualitative 3.5.1 définit alors une loi de contrôle 2-bang-bang pour 
le blocage de l'lGBT. La tension vge optimale qui vérifie la proposition 3.5.1 est appelée 
solution vge P-opt'imale et la tension Vce correspondante est appelée solution Vce P-
optimale. 
Proposition 3.5.1. Il est possible de résoudre le cr'itère de la def. 3.4 .2 l07'sque Z:en-
vironnement électr'ique de [iIGBT vérifie une équat'ion différentielle du second ordTe 
du type (3.16) avec les cond'itions initiales (3.17), si la solution '/)ge optimale, du type 
2-bang-bang, vérifie les conditions nécessaires suivantes: 
1. Pour ta < t < tq1 , vge(t) = 0 V (déclenchement du blocage) ; 
2. pour tq1 < t < t q2 , vge(t) = 12 V (étape de Telaxation); 
3. pour tq2 < t , vge(t) = 0 V (blocage final). 
tq1 est appelé temps de relaxation, et do'it être choisi suffisamment proche de ta; tq2 
/' fi l d 't ' dV"e (t ) 1 - 0 (t) h d 1 ,7 t tt t At ver z e a con 1, zan -d-t - - avec V ce ' q2 proc e e v ce max' ql e , 'q2 peu ven e ,r'e 
t= tq2 
déterminés à partir de (3.16). 
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Démonstration. Considérons J'évolution de Vee , décrite par (3.16) , lorsque l'IGBT se 
bloque de manière ordinaire. Notons Vce8 , la valeur ma.,-ximale du dépassement. 
Considérons maintenant l'évolution de Vee , que J'on cherche à contrôler par une loi 
2-bang-bang. 
La première étape consiste à annuler vge de manière à ce que l'évolution de Vce soit 
optimale en temps ; à t = t q1 -, nous avons Vce(t;l) = Vee,ql dvcc(t) 1 - d dt _ - Vce,ql' 
t=t ql 
La deuxième étape consiste à fixer vge = 12 V à t = tq1 . Posons t~ = t - tq1 . À t = ttl , 
Vce s'écrit : 
(3.19) 
et par passage à la limite: 
(3.20) 
n'y a donc pas de discontinuité de V ce à t = t q1 . V ce évolue ainsi librement et sa dérivée 
fi 't " IN · , (t) - dVce(t) 1 - 0 III par s annu er. ous avons Vce q2 - - Vce,q2, -d-t - _ - . 
t=tq2 
La troisième étape consiste à fixer vge = 0 à t = tq2. À t = tt2, compte-tenu du fait que 
la dérivée dVee ,q2 de Vee est nulle. Posons t; = t - tq2 , Vce s'écrit: 
(3.21) 
Finalement Vee finit par converger vers Vce. m· 
Qualitativement, plus tq1 est proche de ta, plus le maximum de Vce est inférieur à Vce8 
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(plus on diminue la surtension). Il est nécessaire de fixer t q1 via (3.16) afin de positionner 
le maximum de Vee proche de 1iee , m. 
o 
Dans le but d 'illustrer concrètemellt l'utilisation de la prop. 3.5.1, considérons 
la fonction fi dont nous cherchons à minimiser la surtension au blocage. La Fig. 3.23 
présente l'application du pulse « Posicast » sur fi. 
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Figure 3.23: Exemple de commande Posicast de la fonction fi-
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La tension en vert est V ce qui répond à un blocage standard de l 'IGBT (échelon 
d 'interruption du courant ic ), la tension en bleu est Vee optimale en relation avec v;e' 
qui correspond à vge optimal avec le pulse « Posicast » . 
Le blocage est amorcé (déclenchement du blocage) et à t = 0 s : Vce et v~ évoluent 
de manière identique pour tendre vers la tension de blocage. À t = t q1 s, on réamorce 
l'IGBT (étape de relaxation) : Vee continue alors à augmenter (sans discontinuité) mais 
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va finir par s'annuler tandis que v:e poursuit sa trajectoire résonante vers Vce,m . Pour 
t ~ t q1 , on bloque à nouveau l'IGBT : Veel qui était en train de croître, passe à cet 
instant par un extremum local qui rend sa dérivée nulle . Lorsque Vce est proche de 
Vce.m au temps t = t q2 , l'IGBT est bloqué définitivement et Vce se stabilise sur Vce,m 
avec de petites oscillations. 
3.6 P rocédé expérimental 
Pratiquement, le FPGA a été programmé pour délivrer un signal périodique dont 
la fréquence est égale à la fréquence de commutation, de rapport cyclique variable (si 
inclus dans une boucle de contrôle) avec des transitoires de forme personnalisés en forme 
de train d 'impulsions (pour réaliser la solution bang-bang). 
Cette section décrit la mise en oeuvre expérimentale de la commande rapprochée 
Posicast. Nous commençons par expliquer le circuit de conditionnement, qui permet 
d 'interfacer électriquement le FPGA et l'IGBT. Nous introduisons ensuite le procédé 
bang-bang, qui découle des considérations exposées dans le § 3.5.2.2 (notamment la 
prop. 3.5.1 et ses implications) et nous terminons par la présentation des résultats 
expérimentalLx et leur interprétation. 
Nous avons réalisé un montage abaisseur de tension d 'une puissance variant d'une 
centaine de watts à environ l k\V afin de valider l'approche proposée. La Fig. 3.25 
présente l'association du circuit de conditionnement avec le montage abaisseur. Nous 
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Figure 3.24: Association du circuit de conditionnement avec le montage 
abaisseur de tension. 
3.6.1 Topologie du circuit de conditionnement 
Bien qu 'en apparence extrêmement simple, le circuit de conditionnement doit 
satisfaire un cahier des charges assez précis afin de ne pas dégrader les performances 
originelles du FPGA et surtout pour satisfaire les besoin de la fonction réalisée. 
Le circuit de conditionnement, comme son nom l'indique, permet de conditionner 
les signaux logiques fournis par le FPGA. Son rôle est essentiellement d 'amplifier les 
sorties du FPGA , dont l'amplitude n 'excède pas 2,5 V, afin de pouvoir attaquer la grille 
de l'IGBT, qui requiert au moins 5 V pour pouvoir conduire. Nous fixons l'amplitude 
maximale de la tension de grille Vge à 12 V. Nous proposons d 'utiliser un montage à 
transistors qui assure à. la fois l'alimentation de la grille de l'IGBT pour l'amorçage 
(~ge = 12 V) , et son court-circuit (Vge = 0 V) pour le blocage. La Fig. 3.26 présente le 
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Figure 3.25: Photographie du prototype de commande rapprochée Posicast : 
on distingue à gauche, la carte de développement FPGA et le 
circuit de conditionnement et à droite le montage abaisseur de 
puissance et l'instrumentation. 
schéma du conditionneur. 
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Figure 3.26: Circuit de conditionnement à transistor pour attaque de 
l'IGBT : partie de préamplification à NPN à gauche, les 
entrées « FPGA 1 » et « FPGA 2 » sont commandées de façon 
complémentaire. 
100 
Ce circuit fonctionne de la manière suivante. Nous distinguons quatre états de 
fonctionnement selon les valeurs prises par les signaux FPGA l et FPGA 2. 
1. FPGA 1 = 0 V e t FPGA 2 = 2 ,5 V - amorçage de l'IGBT La mise en 
conduction de T3 et le blocage de T l et T2 implique l'alimentation de la grille de 
l'IGBT. La grille de l JIGBT est alors directement connectée à [lalimentat-ion d'u 
conditionneur de 12 V (Fig. 3.27). 
2. FPGA 1 = 0 V et FPGA 2 = 0 V - roue libre d e la grille de l'IGBT Le 
blocage des transistors Tl, T2 et T3 implique l'ouverture du circuit qui alimente 
la grille de l' IGBT. La grille de lJIGBT est donc équivalente à un circuit ouvert 
/ haute impédance ou mode de TOue-libre (3.29). 
3. FPGA 1 = 2,5 V et FPGA 2 = 0 V - blocage forcé de l 'IGBT La mise 
en conduction de T l et T2 et le blocage de T3 implique d 'une part l'ouverture 
du circuit qui alimente la grille de l'IGBT (cf. cas précédent), et d'autre part, le 
court-circuit de la grille de l' IGBT. La grille de f1IGBT est donc en co'urt-circuit 
(Fig. 3.28) . 
4. FPGA 1 = 2,5 V e t FPGA 2 = 2,5 V Ce cas n'est pas permis dans la mesure 
où l'amorçage de Tl, T2 et T3 implique le court-circuit de la source d'alimentation 
du conditionneur. 
Ce circuit permet donc un pilotage de type bang-bang de la grille de l'IGBT. 
Tous les tra.nsistors fonctionnent en commuta.tion. Le fait que le FPGA ne délivre 
qu'une amplitude maximale de 2,5 V rend impossible la commande du transistor T2, 
qui est de type PNP. Un étage de préamplification permet, grâ-ce au transistor Tl qui 
Vcc=12V Vcc=12V 
pnI8fI1). <;> 
........... : ..... 
o 
: 30 kil: : 
.. .. ...... " .. 
.. " .. 
.. '. .. 
.. ' ... 
. ' ... 
.. " .. 
: :: : '."'.............. C 
.. " .. ...c 
: :._,.! : 10 kn T2 ! • 1 la 1 <000 
: 2N2222 i : ............ , : ,." : 1 connexion au 
1 0 kn . L •• "': ~ •••••••••• +: 9 .," .. ·.·_· ....... 0... circuit de puissance :~~:;::::~I""~:Ki ôL. ••••••••. J 2N290~"'1 --do . e"-
...... !. ............................. J 
-
FPGftpnl : 





Figure 3.27: Principe d'alimentation de la grille de l'IGBT. 
Vcc = 12 V 
preamp • o 
.................. 
.. 30 kJ1 l .. 
: 2N2222 ' 
10 kn 
:- +-+~ 




FPGft pnI : 
................... 
10 kn 
Vcc = 12 V 
r 
CXlUI'8I1tdegrtlJej C 
T2 ~ n 1< . ~~:eXion au ~ ) 9 0 oC.ir:t de puissance 
2N2907 ~ 





· 10 kn ... , ___________ , : ;i' 
1 • l' 0-,,-' t_ ________ 1t 
e 
: ........... ; r'~ 2N2222 ~2'i T~ : 
... 
Figure 3.28: Principe de court-circuit de la grille de l'IGBT. 
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fonctionne en commutation [101], de fournir des tensions de commutation de 0 V et + 12 
V; ces tensions permettent de commander T2 en commutation. Les résistances choisies 
permettent d 'assurer des courants minünaux en sortie du FPGA et pour les différentes 
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Figure 3.29: Principe de l'état haute impédance de la grille de l'IGBT. 
polarisations des t ransistors (ensemble des courants des base et courant collecteur de 
T1. La consommation totale n'excède pas 1 m W. 
3.6.2 Séquence Posicast de blocage de l'IGBT 
On appelle séquence Posicast de blocage de l'IGBT, la séquence de pilotage des 
transistors T2 et T3 afin que la tension vge soit optimale (Fig. 3.30). On dit que vge 
est P-optimale lorsque la séquence Posicast comprend l'ensemble des pulses { « court-
circuit » , « Posicast » } et on dit que vge est pre-P-optimale lorsque la séquence Posicast 
comprend uniquement le pulse « court-circuit » . Les instants tm, t q1 et t q2 sont appelées 
paramètres Posicast. 
À partir de l'instant de blocage initial, qui correspond au blocage de T3, il Y 
a forçage du blocage jusqu'à ce que la tension vge soit proche de la tension de seuil 
Vge, th. Cet instant est noté tm . À ce moment , la grille de l'IGBT est en état de haute 
impédance et vye diminue ainsi beaucoup plus lentement. Suivant le réglage de tm , il 
Vge, th .. 
ic 
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Figure 3.30: Chronogrammes génériques de description de la séquence Po-
sicast dans le cas d'un montage abaisseur. 
est donc possible de contrôler la vitesse de décroissance du courant dic/dt à l'approche 
du blocage effectif tgeth. À l 'instant du blocage effectif t geth , nous savons que le courant 
chute brusquement et qu'il n 'est pa..<; contrôlable . Bien que le dic/dt ait été fortement 
diminué par le pulse « court-circuit. » , il subsist.e une surtension , de moindre amplitude, 
que le pulse « Posicast » permet de réduire en choisissant , de manière appropriée, les 
t.emps t q1 et tq2 suivant les règles énoncées dans la prop. 3.5.1. 
Influence du temps de forçage de l'état bloqué Lors de la commande au blocage, 
l'état de « forçage » de l'IGBT permet de court-circuiter là grille de l'IGBT et l'état de 
« roue libre » permet d 'appliquer un état de haute impédance. La différence entre ces 
états est une différence de vitesse de décharge de la capacité Cge de l'IGBT : un état 
de roue libre permet à la capacité Cge de se décharger beaucoup plus lentement que 
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l'état de forçage. Autrement dit , le réglage du temps de forçage tm permet de régler, 
non seulement le temps au bout duquel le blocage est effectif, à, partir de l'ordre de 
blocage; mais également la vitesse de décroissance de vge ; donc de ic à, l'approche de 
t ge, th si tm < t ge, th · On notera le fait que si tm est trop court , alors 1 'IG BT ne peu t pas 
se bloquer. 
Remarques: Dans le cas où le cas où le conditionneur avai t été un amplificateur 
opérationnel qui fonctionne en saturation (donc délivre les sigl1aux 0 V et + V cc), il 
n 'aurait pas été a priori possible de définir l 'état haute impédance nécessaire au contrôle 
initial (avant blocage effectif) du dic/ dt. 
3.6.3 Procédure de calibrage 
L'ajustement des paramètres Posicast est basé sur un ajustement initialement 
visuel. Cet ajust ement est aisément réalisé gTâce aux différents boutons poussoirs et 
interrupteurs de la carte de développement FPGA. Il suffit de sonder la tension Vce à 
l'oscilloscope pendant la phase de blocage et appliquer la procédure décrite ci-dessous. 
Rappelons que bien que le dic/ dt est significativement réduit par l'état haute 
impédance sur la grille, il subsiste une surtension après le blocage effectif qui peut être 
réduite par le pulse Posicast. Tandis que le but du pulse de court-circui t est de contrôler 
le dic/dt, le but du pulse Posicast est de cont rôler le dvce / dt . 
• Premièrement; on ajust e le temps t m , qui contrôle la durée de l'état court-
circuit. Rappelons que le contrôle de la décharge de la capaci té de grille Cge ) via 
l'état de court-circuit / haute impédance permet d 'ajuster le clic/dt au moment 
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du blocage effectif et donc la surtension sur Vee , qui est égale à Lpdicldt. On part 
d 'une durée tm -tge,off (durée du pulse de court-circuit) relativement grande de 
manière à faire apparaître une surtension relativement élevée puis on diminue 
tm de manière à se placer en limite de blocage (en particulier, si tm est trop 
petit, autrement dit , si le temps de décharge de Cge en mode court-circuit n'est 
pas suffisant, alors vge ne franchit pas Vge, th et l'IGBT reste donc amorcé) de 
sorte à obtenir une plage de réglage qui modifie la valeur de la surtension . 
• Deuxièmement, on ajuste les instants t q1 et t q2 correspondants au pulse Posicast , 
dont le but est d'amorcer à nouveau l'IGBT de manière à atténuer la surtension 
résultante sur V CC ' L'instant tq1 est défini lorsque V ce commence à augmenter et 
t q2 est défini lorsque Vee est proche de vcc,m' 
3.6.4 Résultats en simulation 
Nous avons simulé le fonctionnement de la commande rapprochée Posicast à l'aide 
de PSPICE. Afin d 'être le plus fidèle possible au montage expérimental, l'étage de 
conditionnement à transistors est simulé à partir des signalL'< FPGA 1 et FPGA 2, 
représentés par des signaux rectangulaires de rapport cyclique variable. On présente 
les cas d'optimisation où la tension vge est pre-P-optimale, P-optimale et le cas de 
commutation au blocage standard en comparaison. 
Les Fig. 3.31 et 3.32 présentent respectivement l'allure des signaux FPGA 1 et 
FPGA 2 dans les différents cas d'optimisation. La Fig. 3.33 présente l'allure de la tension 
Vcc dans les différents cas d'optimisation. Notons que l'optimisation P-Posicast donne 
sensiblement de meilleurs résultats que l'optimisation pre-P-Posicast. En particulier, 
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l'effet du pulse de « court-circuit» est donc prépondérant sur la minimisation de la 
surtension. 
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Figure 3.31: Signaux FPGA 1 dans les différents cas d'optimisation. 
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Figure 3.32: Signaux FPGA 2 dans les différents cas d'optimisation. 
107 
150r----,-----.-----.-----.-----.-----r----,,---r===========~ f, /---blocage standard 
: ~ ~H'_ pre-P-Posicast 
1 1 











" 1 \ 1 1 1 \ 
; ~I ! \ :~~ ............... . 
: \ : \ :l \ .,~:../.:· .......... ~""._ .. 
100 
1 • f \ :, \ ',~ '.', .. ·"'Hlt 
, , : \ !J \1.:,-,' ' .,.,,~ ... __ ~f.,~ ••• - ::.:::-------
: ~ , \ :~' ,. ",,-' 
50 
, \ l ,:, " 
, \ l ' ... 1' '' 
1 \ 1 . "-1 \,' .... .,., 
1 1 • , 
, ',/ ...... <t _, . 
;1 ~~.~tWfW'~.~.-·· 
, .......... , o ---- -.-._.-. 
o 10 20 30 40 50 
temps (ns) 
60 70 80 90 
Figure 3.33: Signaux V œ dans les différents cas d'optimisation. 
3.6.5 Résultats expérimentaux 
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Les figures 3.34 et 3.35 présentent la tension Vœ P-optimale et pre-P-optimale pour 
L = 15 mH et le courant correspondant en fonction des signaux FPGA 1 et FPGA 2. 
L'évaluation de l'énergie de commutation (Table 3.2) montre que la réduction de die/dt 
implique que l'énergie de commutation augmente avec la minimisation de Vce ,8' 
Table 3.2: Énergie de commutation pour les différents cas d'optimisation. 
cas énergie de commutation (/1J) surtension Vce, 8 (V) ~bl~o-c-ag-·e--st-a-n~d-ar-d~--~~----1-.2~6~----~~+ 24 
pre-P-optimal 1.33 15 
P-optimal 1.64 13.5 
La Fig. 3.36 présente la tension Vc.e et le courant ic optimisés pour L = 10 mH, 
pour un plus fort courant commuté (de l'ordre de 3 A) . Les Fig. 3.37, 3.38 et 3.39 
montrent à nouveau les différents cas d 'optimisation en comparaison avec le blocage 
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Figure 3.34: Evolution de Vce et ic pour différents paramètres dans le cas du 
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Figure 3.35: Evolution des signaux FPGA 1 et FPGA 2 pour différents pa-
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Figure 3.36: Evolution de Vce et 'le dans le cas d 'une séquence P-optimale 
(L = 10 mH). 
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Figure 3.37: Evolution de Vee l ic en fonction des signaux FPGA 1 et FPGA 
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Figure 3.38: Evolution de Vee l ic en fonction des signaux FPGA 1 et FPGA 
2 - optimisation pre-P-Posicast. 
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Figure 3.39: Evolution de Vee l ic en fonction des signaux FPGA 1 et FPGA 
2 - optimisation P-Posicast . 
3.6.6 Propriétés mises en évidence 
La commande rapprochée permet, dans ces dernières conditions de fonctionne-
ment (courant commuté de 20 A), une réduction de la surtension d 'environ 30 %. La 
commande rapprochée proposée possède les propriétés suivantes : 
• La surtension au blocage V ee , 8 est effectivement réduite grâce à la séquence Po-
sicast. Le cas P-optimal permet une sensible amélioration du cas pre-P-optimal 
en terme de réduction de vee , 8. 
• Lorsque la tension E augmente, le courant commuté ie et la tension Vce aug-
mentent également. Dans ces conditions, le réglage de la séquence Posicast est 
conservé (il n 'y a donc pas besoin de réajuster les paramètres t m , t q1 et tq2 ) . 
• Lorsque la charge varie, la topologie du convertisseur change. Il en résulte que 
la constante de temps de variation du courant dans L, qui est égal au cou-
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rantic lorsque l'IGBT conduit , change en fonction de la charge. Les variations 
de charge induisent donc des modifications de dic/dt qui nécessitent donc un 
réajustement des paramètres Posicast. 
• Constatons que le réglage de la séquence Posicast est facilité à mesure que la 
tension Vce ,111 (donc le courant ic croit). 
3.6.7 Introduction à la commande rapprochée Posicast adaptative 
Nous avons mis en évidence à la fois en simulation et expérimentalement que le 
réglage des paramètres Posicast dépend de la charge connectée en sortie du conver-
tisseur abaisseur. Une possibilité d 'ajustement en ligne des paramètres Posicast se-
rait de considérer la mesure du courant moyen de sortie du convertisseur. Connaissant 
l 'évolution des paramètres Posicast (ou de manière plus simple, de l'un des paramètres, 
les autres étant considérés constants), par exemple, l'évolution de t q2 par rapport au 
courant de la charge, il est donc possible de définir une loi d'évolution convertible en 
table de calcul pour le FPGA. La Fig. 3.40 présente un exemple de loi d'évolution de 
la durée tq2 - tq1 en fonction du courant dans la charge. Pour un courant de charge 
donné, l'instant tq2 est modifié de telle sorte que la valeur de la surtension optimisée 
soit conservée. On veille finalement à ce que la valeur de la surtension reste identique 
quel que soit le point de fonctionnement défini par la charge. Il est ainsi tout à fait 
possible d 'interpoler la fonction obtenue de manière à ajuster numériquement les pulses 
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Figure 3.40: Loi d'évolution de la durée t q2 -tqI en fonction du courant dans 
la charge. 
3.7 Conclusion 
Dans ce chapitre, nous avons introduit une méthode de commande au blocage des 
IGBT basée sur la commande Posicast. Nous avons montré qu'un dispositif de com-
mande numérique (typiquement un FPGA) permet, grâce au principe de la commande 
Posicast, de définir une forme spécifique de la tension vge telle que la surtension au 
blocage sur Vce soit minimisée. La flexibilité du dispositif FPGA permet un ajustement 
rapide des paramètres Posicast. De plus , si l'on considère la mesure du courant moyen 
de sortie du convertisseur, des tables permettent d'accroître la robustesse du dispositif 
avec un ajustement en ligne des paramètres Posicast. 
La commande rapprochée Posicast fournit donc quelques réponses au problème 
de l'efficacité de la commutation. Elle est basée sur le principe de la génération par un 
FPGA d'un train de pulses; la séquence Posicast, qui permet notamment de contrôler 
le dic/dt au bloca.ge. Nous a~ons prouvé l'efficacité du dispositif sur un convertisseur 
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abaisseur de quelques watts. Enfin, résumons les principales caractéristiques de la com-
mande rapprochée : 
• pas de mesure en ligne de la tension Vœ ou du courant ic requis; 
• séquence Posicast facile à programmer et à ajuster en fonction des composantes 
parasites de l'IGBT et de la charge (pour lp,quelle une simple mesure de courant 
moyen qui circule à travers la charge permet de réaliser une adaptation de la 
séquence Posicast et donc de conserver l'optimisation de la commutation) ; 
• n 'importe quel FPGA peut être utilisé pourvu que sa fréquence soit suffisante 
(typiquement> 100 MHz). 
• les sorties multiples du FPGA peuvent être utilisées pour piloter simultanément 
plusieurs IGBT inclus e.g. dans une topologie multi-niveaux (une isolation op-
tique permettant de recréer les masses flottantes pour les IGBT devient alors 
nécessaire) ; 
• la structure parallèle du FPGA permettrait de piloter non seulement des in-
terrupteurs de puissance, mais également des structures complexes comme des 
systèmes mul ti-convertisseurs. 
Chapitre 4 
Commande sans modèle des convertisseurs statiques 
Nous avons mis en évidence dans le chapitre précédent que la commutation en-
gendre naturellement des perturbations en tension et en courant au niveau des IGBT. 
Ces perturbations prennent la forme de résonances qui ont lieu lors du blocage des 
IGBT. Ces perturbations induisent des pertes en commutation qui tendent à modifier 
la représentation d 'état du convertisseur, via le concept de résistance dynamique. 
Tout convertisseur statique possède donc un modèle qui est finalement plus ou 
moins dynamique en fonction du temps. En plus des variations paramétriques de modèle 
qui s'associent aux incertitudes sur les différents composants par rapport à leurs valeurs 
nominales (notamment fluctuations en fonction de la température) , il faut considérer 
les différentes perturbations occasionnées par les alimentations (comme la présence de 
composantes hautes fréquences) ou encore les charges des convertisseurs. Les charges 
des convertisseurs étant considérées comme l'un des points les plus critiques puisqu 'en 
général le dimensionnement d 'un dispositif de contrôle dépend du point de fonctionne-
ment du convertisseur et les performances dynamiques sont grandement affectées par 
de telles variations. 
Le présent chapitre tente de répondre à la question qui est de savoir s'il est 
possible de concevoir une loi de commande, aussi simple à mettre en oeuvre qu 'un 
contrôleur PI, telle que celle-ci possède des propriétés de stabilité, de robustesse et de 
rejet de perturbations que ne possèdent pas les contrôleurs usuels . Nous présentons 
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dans ce chapitre, la commande sans-modèle [10], qui comme son nom l'indique permet 
de commander a pr'io1'i des convertisseurs sans en connaître le modèle. Cette propriété 
permettrait de s'affranchir des problèmes de variations de modèle et de variations de 
charge et par conséquent de maintenir de très bonnes performances en régulation. 
Dans ce chapitre, nous étudions quelques propriétés générales de la commande 
sans-modèle vis-à-vis de la stabilité et des performances dynamiques. Nous nous limi-
tons principalement aux systèmes usuels utilisés en électronique de puissance c.-à-d. les 
convertisseurs statiques modélisés par des systèmes stables de deuxième ordre. Nous 
établissons premièrement quelques résultats généraux sur la stabilité du sans-modèle, 
1'3Jlalyse étant notamment appuyée sur une analyse fréquentielle ainsi que l'utilisa-
tion des critères généraux de stabilité des représentations d'état en automatique. En-
suite, des cas d 'application concrets, exploités en simulation et expérimentalement, sont 
présentés en électronique de puissance. Enfin, un procédé permettant l'auto-ajustement 
de la constante a de la commande sans-modèle est proposé. 
4 .1 Considérations générales sur les convertisseurs 
Nous considérons les convertisseurs statiques d'ordre au plus égal à 2 qm ad-
mettent une fonction de transfert stable de la forme: 
finis (4.1) 
où 7), est l'entrée de commande du convertisseur et y sa sortie. Nous supposerons que 
y correspond à la tension de sortie du convertisseur (que nous notons également Va'ut 
ll8 
ou V). Les coefficients [(h, al, dl, d2 sont déterminés grâce à la modélisation moyenne 
d'ordre zéro (cf. § 2.3.1.1). 
À partir des notations de la Fig. 4.1, nous considérons les hypothèses suivantes. 
,----------:~ d y* 1 d t E 
y* 
CSM 
1------+1 d yI d t 
Figure 4.1: D éfinition d es entrées-sorties d 'u n convertisseur statique m U nI 
d 'u ne boucle de contrôle . 
• Les convertisseurs sont alimentés par la tension E , commandés par le rap-
port cyclique moyen < u > dont l'évolution en fonction du temps est définie 
par l'utilisateur lorsque le convertisseur n'est pas commandé ou par une loi de 
commande lorsque le convertisseur est commandé (cf. § 2.4). Ils délivrent une 
tension < y > 4 tel que: (y) = f( (E) , (u)) où f est la fonction représentative 
du convertisseur, assimilable à sa réponse impulsionnelle. 
• La fréquence de commutation ou fréquence de découpage fe (respectivement 
période de commutation Te) est supposée élevée (on prendra 10 kHz). 
• La commande rapprochée du convertisseur, au niveau des IGBT, est effectuée 
à l'aide d 'un dispositif PWM [102]. En boucle ouvertE', l'indice de modulation 
4. Nous avons conservé les notations symboliques de la théorie du contrôle par souci de simplicité. 
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ou rapport cyclique moyen (11,) varie lentement par rapport à la fréquence de 
découpage f e, autrement dit (v,hr est constant . 
• La consigne en tension ou tension de référence y* constitue l'entrée de la boucle 
de contrôle du convertisseur. Le contrôleur, défini par la loi sans modèle, régule 
la tension de sortie y de telle sorte que y « suive» y*. Le rapport cyclique 
moyen de commande du convertisseur (v,) vérifie nécessairement 0 < (11,) < 1 
[102]. 
Nons établissons plusieurs hypothèses qui seront utilisées dans toute la suite. 
Définition 4.1.1. Une fonction de transfert est une rs-structure de fonctions de trans-
fert si son dénom'inateur est d 'ordre r et son numérateur est d 'ordre s. Définissons un 
changement de stnlct'I.lre comme un changement de l 'ordre soit du numérateur; soit du 
dénominateur. 
Théorème 4.1.1. (I03) Si une fonction f(x , t) dans l 'équation j; = f(x , t) est continue 
en t et s 'il existe une constante positive 1 telle que : 
(4.2) 
pOl1,r tout Xl et X2 dans un voisinage 8 1, de l 'origine, et pour tout t E [to, to + Tl, T E .lR+; 
alo1's l 'équation difJé1'entielle possède une unique solution x(t) pour des états initiaux 
suffisamment petits et une péTiode T suffisamment petite. La condition (4.2), est ap-
pelée condit'ion de Lipschitz et la constante 1 est la constante de Lipschitz. Si (4.2) est 
satisfaite, on dit que f est localem ent lipschitzienne. 
Lorsque le convertisseur statique est contrôlé, sa tension de sortie y suit la tension 
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de référence y* , définie par l'utilisateur et telle que l'erreur de suivi E(t) (tracking error 
en anglais) soit en tout temps la plus faible possible. La commande sans-modèle est 
utilisée dans le but de contrôler les convertisseurs. Définissons une condition sur la 
tension de référence y*, qui est nécessajre au fonctionnement de la loi sans-modèle. 
Hypothèse 4.1.1. La tension de référence est Ky. -lipschitzienne et varie lentement 
dans le temps par rapport à la fréquence de commutation. 
L'hyp. 4.1.1 implique que < 'U > est également lipschitzienne si la loi sans-modèle 
est stable. Définissons les notions de robustesse en stabilité et de robustesse en perfor-
mance. 
Définition 4.1. 2. Robustesse en stabilité (51 j : Un syst ème bouclé est robuste en sta-
bilité s 'il est stable non se'l.llement pour le modèle nominal, mais également pour de 
grandes incertitudes et variations de paramèt1-es qui affectent le modèle nominal. 
Définition 4.1.3. Robustesse en performan ces (51/ : Un système bouclé est -robuste 
en performances s'il satisfait les spécifications de performances non seulement pour 
le modèle nominal, mais égalem ent pour de grandes incertitudes et var-iat'ions de pa-
ramètres qu'i affectent le modèle nominal. 
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4.2 Analyse de stabilité 
Après quelques résultats préliminaires, nous proposons delL,( preuves de stabilité 
du sans-modèle. La première, très restreinte, est obtenue en considérant un système du 
premier ordre analysé dans le domaine fréquentiel. La seconde, plus générale, considère 
un critère de stabilité de type J ury appliqué à un système du second ordre. Enfin, nous 
présentons une extension de la commande sans-modèle, au cas du contrôle des systèmes 
à phase non-minimale commutés. 
L'estimation des dérivées peut s'effectuer à l'aide des classiques différences finies, 
la période d 'échantillonnage typique est de 1-10 j1.s. 
Hypothèse 4.2.1. (10) L 'estimation des dérivées est 7'éat-isée avec une bande passante 
élevée et n'est pas biaisée, notamment par rapport atl bruit. 
4.2.1 Loi de commande sans-modèle discrète 
En pratique, lorsque la programmation d 'un contrôleur i-PI s'effectue de manière 
numérique pour pouvoir être implémenté dans un dispositif micro-contrôleur ou FPGA, 
il est nécessaire de discrétiser le contrôleur i-PI de la def. 2.4.2.1. 
Uk = - ~ (Fk - 1 - y(nl*lk_l) + C(é)l k _ 1 = tlk-l- ~ (y(nl lk_l - y(lll *lk_l) + C(ê)lk- 1 
(4.3) 
4.2.2 Loi sans-modèle intégrale 
La loi sans-modèle intégrale permet d 'introduire la notion de dérivée de U dans 
(2 .8) afin d'être utilisée dans les démonstrations de stabilité. 
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Proposition 4 .2.1. P07.l1' tout instant discret tk, kEN, le contrôleur i-PI discret 
intégral vérifie : 
T du 1 - 1 ( (n) 1 . (n) * 1 ) ( ) 1 




• Tc est la période d'échantillonnage et k est [iinstant considéré; 
• Yk est la trajectoire de référence; 
• El/'; = Y'k - Yk est l'erre'ur de po'ursuite; 
• C est un correcteur PID usuel; 
• n est l 'ordre de la dérivée. 
Démonstration. Comme Tc est très petite, le th. · 4.1.1 permet ainsi de rendre l/, inte-
grable et nous avons : 
(4.5) 
avec ~t = tk - tk- 1 = T~ et ~u = Uk - Uk-1 ; par le passage à la limite, il vient: 
(4.6) 
(4.3) se réécrit alors: 
du 1 - 1 ( (n) 1 (n) * 1 ) C() 1 Tc dt k - - ~ y k- 1 - Y k - 1 + E k- 1 (4.7) 
o 
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La prop. 4.2.1 a une conséquence importante qui explique la nature fondamentale 
de la commande sans-modèle. Un résultat similaire, proposé par [104], montre également 
l'équivalence de certaines loi de commande à des intégrateurs. 
Proposition 4.2.2. La loi de commande sans-modèle discrète comporte nn intégrateur. 
Démonstration. Découle de la nature de (4.3) pour la caractéristique d 'intégration en 
tenant compte de l'hyp. 4.2.1. o 
La prop. 4.2.2 n'est pas sans conséquences néfastes qui peuvent induire certains 
problèmes de stabilité puisque si le système à commander contient déjà un intégrateur 
ou que le correcteur C contient un intégrateur, alors nous sommes en présence d'un 
double intégrateur. Les règles de dimensionnement des correcteurs en automatique clas-
sique prévoient une diminution de la stabilité dans ce cas relativement aux marges de 
gain et de phase [105]. 
Dans cette section, nous traitons le problème de la stabilité de la commande 
sans-modèle. Nous proposons d'étudier la stabilité pour la commande sans-modèle 
des systèmes d'ordre 1 et 2 grâce aux critères standards de stabilité. Les systèmes 
considérés sont tout à fait généraux (dans le sens où aucun des coefficients n'est fixé) 
ce qui induit une difficulté croissante avec l'ordre du modèle quant à l'exploitation des 
inégalités de stabilité qui en résultent. Le but de cette étude est de pouvoir montrer 
mathématiquement que la commande sans-modèle possède certaines propriétés de sta-
bilité et de mettre en évidence les relations entre les coefficients du sans-modèle et 
les coefficients du système H afin d 'assurer la stabilité en boucle fermée. Nous effec-
tuons premièrement une analyse fréquentielle dans le domaine continu d 'un système 
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du premier ordre en boucle fermée c.-à-d. que nous définissons une fonction de trans-
fert équivalente à partir de la loi sans-modèle intégTale à laquelle nous appliquons le 
critère de Routh. Ce critère permet d'obtenir des conditions nécessaires et suffisantes 
de stabilité en fonction des paramètres du système et permet ainsi de mettre en rela-
tion les paramètres de la commande sans-modèle avec les paramètres du système. Nous 
mettons en évidence plus particulièrement des domaines de stabilité en fonction des 
différents paramètres. Deuxièmement, un formalisme matriciel permet de considérer la 
version discrète de systèmes du premier et delLxième ordre en boucle fermée à partir 
de la loi sans-modèle discrète. L'application d'un équivalent du critère de Jury per-
met également de déduire des inégalités qui mettent en relation les paramètres de la 
commande sans-modèle avec les paramètres du système. Compte-tenu de la complexité 
relative des inégalités obtenues, une étude asymptotique est réalisée et permet de mettre 
en évidence les propriétés de stabilisation du sans-modèle. 
4.2.3 Analyse fréquentielle 
L'analyse fréquentielle permet, dans le cas olt le système est linéaire et est d'ordre 
1, de déduire la stabilité de la commande sans modèle à partir de la loi sans-modèle 
intégrale. 
La loi de commande sans-modèle intégrale (4.4) possède l'équivalent fréquentiel 
suivant dans le cas continu (on néglige le délai introduit par la dérivation) : 
Uk = - --(y - y ) + C(é) 1 (sn * ) 
Tc s 0: 
(4.8) 
Posons n = 1. Soit le schéma bloc global du système asservi (Fig. 4.2) dans lequel 
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nous posons 0: comme une constante réelle. 
02(s) 01(s) 
y* Crs) Vout 
Figure 4.2: Schéma bloc fréquentiel du système piloté par le sans-modèle. 
Association des fonctions de transfert Symboliquement, le regToupement des 
fonctions de transfert vérifie: 
Ya = Cf.; f. = y* - y; y = H lI, = HI1/,'; 1/,' = Ya - 2.( -D2y* + Dry) (4.9) 
0: 
La commande sans-modèle regToupe les éléments dérivateurs ainsi que l'intégTateur. 
Cette inclusion est équivalente à réaliser une contre-réaction du système H avec la loi 
sans-modèle. En utilisant (4.9), nous en déduisons la fonction de transfert sans-modèle 
en boucle fermée (la dépendance en s est omise) : 
y 
y* 
HIC + ~HID2 
1 + ~HIDI + HIC (4.10) 
qui correspond à la définition ' classique" du système H asservi par C en boucle fermée. 
Le développement de (4.10) complet permet d'accéder à la fonction de transfert sans-
modèle et, de manière duale, à sa représentation d'état sans-modèle. 
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Application à l'étude de la stabilité Avec les considérations suivantes: 
• Système du premier ordre Soit un système du premier ordre H à piloter: 
H ( ) _ y ( s) _ }" ao + s s - - \h--'---U(s) . do + s 
• Correcteur proportionnel Soit un correcteur de gain proportionnel 
U(s) 











La stabilité est garantie si et seulement si tous les coefficients du dénominateur 
sont de même signe. Nous appelons configuration du système H, l'ensemble des signes 
de Kh' ao et do. Nous en déduisons les inégalités de stabilité (4.14) que doivent satisfaire 




Ces inégalités donnent lieu à des domaines de stabilité pour lesquels il existe un 
régionnement du plan 0 ' - J(p tel que le couple (a) Kp) rende la commande sans-modèle 
stable. Le Tab. 4,1 présente l'ensemble des domaines de stabilité en fonction du signe 
des différents paramètres système / sans-modèle. 
Ces inégalités peuvent être représentées graphiquement grâce ft un régionnement 
du plan. Les Fig, 4.3 et 4.4 illustrent l'ensemble des cas de configuration du système H 











~KhfTS ~' ... ,Ifl 
------------~--~--~------~a --·----------~~+-----------~a 
(a) cas Kh > 0 , 0,0 > 0 ct do > 0 
Kp 




lr\ .. ' '.' : 
(c) cas K h < 0, ao > 0 et do > 0 
"stable ' 
-411'./ Kh 




,it~;, ' .' :. , ·KhIT. 
_____________ .do_~_/_Kh+i ~H t~· =~~;- --~--~i.a 
(cl) cas Kh < 0, (/,0 < 0 et do > 0 
Figure 4 .3: E xemples d e r égionnement du pla n lorsque H est stable . 
Table 4.1: Définition des domaines de stabilité de la commande sans-modèle en fonction des propriétés de H. 
signe do signe Kh signe ao Il domaine 1 domaine 2 domaine 3 
Il Œ > 0 U Kp > 0 Rh uo-,- (' + + - - < Œ < 0 U ---' < K < 0 T K P 
Kh c dT h 
+ - Tc < Œ < 0 U Kp > 0 Œ > 0 U - ~hc < Kp < 0 
Kh o < Œ < _!il!.. U K >-~ + Œ> - -UK < 0 T P Tc P Kh 
e 
doTe Œ> _!il!.. U 0 < K < _ doTe Œ<OUK >---Tc p KI. P K 
Kh dOTe doJje 
+ + IIŒ<--UO<]( < -- Œ> OU Kp > - Kh Te p Kh 
Œ < _!il!.. U K < 0 Kh doTe + -- <Œ< OU K > ---' Tc P T P K e h 
Kh dOTe 
+ o < Œ < -T U Kp > 0 Cl' < 0 U -K < K p < 0 
e h 





Œ < - KI. U K < _ doTe 
Tc p Kh 
Kit doTe 





-<tJTs / KI> 




(c) cas Kh > O,ao > 0 et do < 0 
Kp 
r--c,...,...,-,-- --- '" 
.. i.:.: 
-Kh/Ts 
(b) cas Kit < O,ao < 0 et do < 0 
Kp 
t:' l ~,.;~ 
(d) cas Kh > 0, 00 < 0 et do < 0 
Figure 4.4: Exemples de régionnement du plan lorsque H est instable. 
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Quelles que soient les propriétés dynamiques (par rapport au signe du zéro) et de 
stabilité de H , les Fig_ 4_3 et 4.4 montrent qu'il existe toujours un domaine de stabilité 
pour lequel la commande sans-modèle est stable (l'existence de ces domaines a de plus 
été vérifiée en simulation)_ 
L'Annexe D présente un exemple de programme Mathematica qUI permet de 
déduire les domaines de stabilité à partir des inégalités de stabilité (4_14)_ 
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4.2.4 Analyse matricielle en discret 
L'objectif de cette démonstration est de montrer que la commande sans-modèle 
dans sa version discrète est stable pour les systèmes du premier et du second ordre. On 
définit ainsi une représentation d 'état matricielle d'un système pour lequel la commande 
sans-modèle est appliquée en tant que retour de sortie. 
4.2.4.1 Représentation matricielle au premier ordre 
On considère un système du premier ordre EQ1 avec zéro dont la représentation 
d 'état continue vérifie: 
{ 
:i; = -aox + bou 
y = Qx+Du 
( 4.15) 
où x est le vecteur d 'état de dimension 1. La représentation d 'état discrète vérifie: 
{ 
Xk+l = (1 - TcaO) Xk + boTcUk 
Yk = QXk + DUk 
( 4.16) 
avec Ad = 1 - Tcao et Bd = boTe- La loi sans-modèle discrète (4.3) s'écrit de manière 
générale pour n = 1 : 
( 4.17) 
Du fait que l'espace d 'état (4.16) possède une matrice directe non nulle , l'inclu-
sion de (4.17) dans (4.16) induit une récurrence sur Uk . Dans le but d'obtenir une 
représentation d 'état qui décrit la dynamique de EQ1 bouclé par le sans-modèle (4.17) , 
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nous augmentons la matrice Ad par la loi sans-modèle (4.17). Nous supposons une 
trajectoire de référence nulle. Il vient alors: 
llk- l 0 1 0 0 0 Uk-2 
Uk D 1 - D( -+- + Kp) ~ -~ -K Q 0 Uk-l nTc a c nTc aTc P 
Xk-l 0 0 0 1 0 Xk-2 
Xk 0 0 0 0 1 Xk-l 
Xk+ l 0 Tcbo 0 0 1 - Tcao Xk 
(4.18) 
4.2.4.2 R eprésentation matricie lle au de ux ième ordre 
La loi sans-modèle (4.3) s 'écrit de manière générale pour 17, = 2 : 
_ _ ~ ( Yk - l - 2Yk-2 + Yk - 3 _ Yk - l + 2Yk-2 + Yk - 3 ) + } r (* _ ) (419) 
Uk - Uk - l T2 T2 \. p Yk-l Yk-l . 
ct c c 
où on pose: 
. _ 1 Yk-l + 2Yk-2 + Yk-3 K * 
ext - - 2 + PYk-l 
ct Tc 
(4.20) 
qui représente les termes du sans-modèle associés à l'entrée y*. Nous en déduisons une 
représentation matricielle de la loi sans-modèle: 
(4.21) 
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OÙ : Y..k est le vecteur des échanti1lons de la sortie y à l'instant k tel que : Y..k = 
T 
(Yk- 3 Yk- 2 Yk - l Yk) ; ext est la trajectoire de référence et Kv est la matrice des 
coefficients des dérivées telle que : 
(4.22) 
Kp est la matrice des coefficients de l'erreur de suivi: 
(4.23) 
On considère un système du deuxième ordre ~02(A, B, C, D) dont la représentation 
d'état continue vérifie : 
{ 
:i; = Ax + B1t 
Y = Cx 
( 4.24) 
où x est le vecteur d'état de dimension 2. La représentation d 'état discrète vérifie: 
( 4.25) 





La différence entre (4.27) et (4.26) vérifie ; 
où: 
Xl,k-2 
+ ext (4.29) 
Xl ,k-l Xl,k-l 
Dans le but d 'extraire les valeurs de y aux échantillons k - 1 et k - 2 pour calculer 
numériquement la dérivée d'ordre 2 de y, il convient d 'augmenter la matrice Ad (et 
donc la représentation d 'état de 2:02 ) . La nouvelle représentation d'état est donnée par 
(4.30). 
_ 1 al~, Cl a~~, Cl Tco,o - ü~~; Cl - R'pTcCI - (1 - T co,l) 1 - 1::0,0 2 - T co,l 
Xl, k - 3 









4.2.4.3 Application du critère de stabilité de Raible 
Le critère de stabilité de Raible [106], qui simplifie substantiellement le tradition-
nel critère de Jury [107] pour les systèmes discrets , donne tout comme le critère de 
Routh, des conditions de stabilité pour les systèmes discrets sous forme d'inégalités. 
Critère de Raible Le critère de Raible s 'applique aux polynômes discrets de la 
forme: F( z ) = anz-l + an_IZn- 1 + ... CLIZ + ao. 
On forme la table des coefficients de Raible qui a la forme suivante: 
où 
bo = an - kaao, 
Co = bo - kbbn _ l , 
Cn - 2 
Wo 
bl = an-l - kaal,··· ,bn- 2 = a2 - ka CLn -2' 
Cl = bl - kbbn - 2 , . .. ,Cn -2 = bn - 2 - kbbl 
si l'ensemble des éléments calculés dans la premier colonne du tableau de Raible 
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sont non nuls et positifs et si an est positif, alors l'ensemble des racines de F(z) se 
trouve à l'intérieur du cercle unité donc F(z) est stable. 
Application L'application du critère de Raible à la représentation d'état (4.30) consiste 
premièrement à extraire le polynôme caractéristique de la matrice dynamique Ad, que 
l'on peut alors identifier à F(z) puis d'établir le tableau de Raible. Les éléments de 
la première colonne du tableau doivent donc être tous positifs afin que les racines 
du polynôme caractéristique de Ad soient à l'intérieur du cercle unité, donc que la 
représentation d 'état (4.30) soit stable. 
L'Annexe D présente l'application du critère de Raible au cas du système ~02 
décrit par (4.30). La complexité des termes obtenus rend impossible l'extraction de 
conditions simples de stabilité qui décrivent l'état du système par rapport à la configu-
ration du système ~02. Pour l~s quatre premières termes bo, Co , do et eo, nous avons: 
bo = 1, Co = 1 (4.31 ) 
( -4 C2 + 3el +....!::L _ (~ _ Cl ) (Tca _ 4) ) 2 TcO: Cl: TcO: TcO: Cl: 1 
1 _ (~_ Cl )2 
TcCl: 0' 
(4.32) 
Des cond itions nécessaires de stabilité sont que bo, Co, do et eo doivent être stricte-
ment positifs. Une étude asymptotique de ces inégalités montre alors que plus a est élevé 
dans une certaine gamme de valeurs (gamme de valeur qui est étudiée en simulation 
dans la prochaine section grâce à une analyse en sensibilité des paramètres Kp et a), 
meilleure sera la stabilité. De plus, l'étude asymptotique du terme Jo montre que, dans 
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ces conditions, J(p doit posséder une valeur relativement faible (les simulations indiquent 
qu 'une valeur de J(p proche de l 'unité garantit de bonnes performances) . Les conclusions 
sont identiques pour le système I:01 du premier ordre. L'ensemble des simulations qui 
sont présentées dans la suite vérifient les préceptes de cette étude asymptotique. Par 
conséquent, ces deux analyses de stabiHté fournissent un cadre général de « réglage » 
des paramètres du sans-modèle qui permet une première estimation de Cl et J(p. 
4.3 Commande sans-modèle des convertisseurs de puissance 
4.3.1 Commande du convertisseur abaisseur 
Dans cette section, nous présentons quelques résultats de simulation de la com-
mande sans-modèle appliquée dans le contrôle tension et dans le contrôle de puissance 
du convertisseur abaisseur [108] de la Fig. 4.5 . tt est le rapport-cyclique contrôlé, muni 
d'une saturation telle que 0.1 < (u) < 0.9 , et nous avons E = 20V, L = 1 mH et C = 10 
J-lF (la fréquence de coupure du filtre LC de sortie est donc Je = 1/27rV LC ~ l,6kHz ; 
la fréquence de découpage est de 10 kHz. Le convertisseur est représenté par ses modèles 
moyens en mode de conduction continue, d 'ordre zéro et généralisé. L'intégration s'ef-
fectue par la méthode RK45 [109]. 
L 
1 c 
Figure 4.5: Convertisseur abaisseur de tension. 
138 
Le correcteur C est un simple gain proportionnel tel que Kp = 2, Q = 14 et n = 2. Kp 
et Q sont ajustés en fonction des performances obtenues. Nous comparons les résultats 
obtenus en commande sans-modèle avec un correcteur PI , de type proportionnel (I{p = 
2). Nous créons une variation incertaine de charge (de l'ordre de quelques ohms) à partir 
de la valeur initiale de R = 5 n à l'instant t = 3 ms. 
Les Fig. 4.6 et 4.7 présentent respectivement la réponse du contrôleur i-PI et PI 
pour le modèle moyen d'ordre zéro . 
• poursuite de la tension de référence V* (Fig. 4.6(a) et Fig. 4.6(b)) . 
• poursuite de la puissance de référence P* (Fig. 4.7(a) et Fig. 4.7(b)) où P = v·i. 
Le convertisseur abaisseur ne présente pas de difficulté particulière quant à la 
mise en oeuvre d 'une commande PI en mode de conduction continue. En particulier, 
les contrôleurs i-PI et PI (un simple proportionnel, dans notre cas) présentent des 
performances relativement identiques, malgré un effort plus important sur la commande 
u dans le cas du PI. Nous pouvons extrapoler les résultats obtenus en considérant une 
forte variation de charge (de l'ordre de 1 kn) en conservant le mode de conduction 
continu. Dans ce cas, le contrôleur P diverge, tandis que le contrôleur i-PI reste stable. 
La Fig. 4.9 présente la réponse du contrôleur i-PI et PI pour le modèle moyen 
généralisé [43][44] ; la Fig. 4.8 présente la réponse du contrôleur i-PI pour Q = 30. L'on-
dulation de la tension de sortie (le modèle moyen généralisé permet de modéliser les 
harmoniques de découpage) augmente en fonction de la tension de sortie de référence. 
Dans tous les cas, la commande sans-modèle fournit une poursuite efficace de la référence 
malgré l'ondulation de sortie, intrinsèque au circuit. La réponse transitoire est améliorée 
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Figure 4.6: Contrôle de la tension de sortie du modèle moyen d'ordre zéro 
(le rapport cyclique moyen est limité à 0.7). 
le réglage du coefficient a . Const atons que le contrôleur ne fonctionne pas systémati-
que ment si n = 1 (n est fixé en tenant compte de l'ordre a priori du système à com-
mander) . Cela semble naturel si l'on considère le fait que la réponse transitoire d 'un 
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(b) contrôle PI 
Figure 4.7: Contrôle de la puissance de sortie du modèle moyen d'ordre zéro. 
résonant. Cependant, nous allons voir dans la prochaine section que la méthode d'auto-
ajustement de Cl: permet de réaliser effectivement une réduction d 'ordre du système, en 
particulier pour le pilotage d'un convertisseur du deuxième ordre. 
Enfin, nous effectuons une comparaison paramétrique du sans-modèle dans le 
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cas du convertisseur abaisseur avec perturbation (relativement à la Fig. 4.6). Nous 
présentons, dans la Fig. 4.10, différentes simulations pour différentes valeurs de ct et 
Kp- Nous mettons en évidence le fait que ct doit être généralement compris dans une 
certaine plage, typiquement ct = [2,50], dépendemment de l'application considérée afin 
de stabiliser le système. Kp doit également rester faible pour stabiliser le système. 
Notons que même si le modèle du convertisseur change en fonction de la puissance 
transféré ou bien de l'amplitude des courants qui circulent dans le convertisseur, la 
structure de la commande sans-modèle rendrait compte de performances identiques (de 
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Figure 4.8: Contrôle i-PI de la tension de sortie du modèle moyen généralisé 
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Figure 4.9: Contrôle de la tension de sortie du modèle moyen généralisé. 
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Figure 4.10: Influence des variations de a et Kp. 
4.3.2 Contrôle en tension des onduleurs 
4.3.2.1 Charge seule 
9 10 
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Considérons un onduleur monophasé pour lequel LI = 1 mH et C = 10 flF, dont 
on cherche à. contrôler la tension de sortie (Fig. 4.11). La charge est une résistance R 
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qui commute de R ~ lOn à R ~ 1000n à t = 0.02 s. 
E/21 E/2 
Figure 4.11: Onduleur monophasé qui débite sur une charge resistive. 
La Fig. 4.12 présente la réponse de la tension de sortie Vout de 1 'onduleur en boucle 
ouverte (VO: t correspond directement au signal P\VM) et montre clairement qu'il existe 
un effet résonant au moment où la charge change (en particulier; le filtre Le devient 
moins amorti). 
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Les Fig. 4.13(a) et 4.13(b) présentent la réponse de la tension de sortie de l'on-
duleur en fonction de la tension de référence V;ü, quand un contrôleur PI classique est 
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effectué sur la base du critère de performances « Integral of Time multiplied by Absolute 
Error » (ITAE) . Ce critère, une fois minimisé, garantit de très bonnes performances en 
transitoire. Les coefficients du correcteur PI satisfont ainsi à la minimisation du critère 
de coût pour une consigne en échelon unitaire : 
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fT AE = .lt tldt) Idt ( 4.33) 
OÙ é est l'erreur de suivi. Le contrôleur i-PI est ajusté de telle manière à ce que ses 
performances en transitoire coincident avec les performances du PI (ajusté par le critère 
ITAE) . 
Il est difficile d'ajuster le contrôleur PI pour stabiliser le système lorsque la charge 
de l'onduleur varie. En revanche, le contrôle i-PI conserve sa relative facilité de réglage. 
4.3.2.2 Charges multiples 
Considérons un onduleur monophasé pour lequel un ajout de charge est réalisé 
(Fig. 4.14). Cet exemple permet de mettre en évidence le fonctionnement de la com-
mande sans-modèle sur la commutation de système avec changement de structure. 
E/2 l E/2 
s 
Figure 4.14: Onduleur monophasé qui alimente deux charges inconnues. 
L'onduleur est premièrement chargé par une résistance (charge "1") [R l (10 n)], 
ensuite une seconde charge inconnue [L2 + R2 / / C2 (4 mH, 1 kn, 10 mF)] est ajoutée 
à t = 0.0042 s. La Fig. 4.15 présente la réponse en tension de l'onduleur en boucle 
ouverte. Les Fig. 4.16 et 4.17 présentent la réponse de l'onduleur respectivement pour 
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Figure 4.15: Réponse de l'onduleur en boucle ouverte (la seconde charge "2" 
est connectée à t = 0.0042 s). 
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Figure 4.16: Contrôle PI en tension de l'onduleur. 
Ces simulations montrent donc la supériorité de la commande sans-modèle par 
rapport à la commande PI dans le cas des forts changements de charge et des change-










Figure 4.17: Contrôle i-PI en tension de l'onduleur. 
Remarques: Le contrôle des systèmes de puissance qui subissent des changements de 
structure reste un problème d 'actualité [110J dans la mesure où le contrôleur doit faire 
face à un changement d 'ordre du modèle. Dans le § 4.4.1, nous montrons en simulation 
qu 'à la fois les systèmes à minimum de phase et les systèmes à non minimum de phase 
sont contrôlables en présence de changements de structure (qui incluent également les 
commutations entre minimum et non-minimum de phase). 
Ces résultats ont été corroborés en simulation électronique sur le cas de l'onduleur 
monophasé qui subit des modifications de charges. D'après les essais effectués, la com-
mande sans-modèle est donc potentiellement capable de gérer les systèmes de puissance 
commutés. 
Nous avons mis en évidence dans le § 4.3.2, que le modèle moyen de Ponduleur 
monophasé, soumis à de fortes variations de charge, possède de très bonnes performances 
dynamiques. Cependant, lors d'un fort changement de charge (e.g. passage d'une forte 
résistance, à une très faible résistance) , le convertisseur abaisseur passe du mode de 
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fonctionnement de conduction continue, à celui de conduction discontinue. Bien que 
le modèle moyen ne permette pas de représenter ces deux modes de fonctionnement , 
nous pouvons raisonnablement supposer que la contrôlabilité des systèmes commutés 
implique la contrôlabilité des convertisseurs dans les deux modes de fonctionnement. 
Nous allons vérifier ce fait dans le CaEi de la commande du convertisseur élévateur de 
tension . 
4.3.3 Commande du convertisseur élévateur 
On considère le convert isseur élévateur de la Fig. (4.18) dont les paramètres sont 
donnés dans la Tab. 4.2. 
Figure 4.18: Convertisseur é lévateur. 
4 .3.3.1 Étude en simulation 
Élaboration du modèle moyen En mode de conduction discontinue, il existe trois 
espaces d 'état possibles selon la valeur du rapport cyclique [111]. Si u est la variable 
Table 4.2: Paramètres du convertisseur é lévat eur en simulation. 
Composant Il Valeur 
L 10 mH 
C 47 p.F 
R 5 - 150 n 
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de commande instantanée (donc binaire) du convertisseur, notons dl , le temps à l'état 
haut (i.e. II = 1), d2, le temps à l'état bas en conduction continue (i.e. u = 0 et iL i= 0) 
et d3 , le temps à l'état bas en conduction discontinue (i.e. Il = 0 et iL = 0). 
(4.34) 
où les couples (A I ,b1 ) , (A 2 ,b2 ) et (A 3 ,b3 ) représentent respectivement les états de 
conduction, non-conduction continue et non-conduction discontinue. 
Le modèle moyen associée au système d 'équations (4.34) , vérifie : 
Al = (0 0) 
o __ 1 
RC 
A3 = (0 0) 





En supposant que le vecteur d'état du convertisseur élévateur de la Fig. 4.18 s'écrit 
x = (iL vcf, la représentation d'état du convertisseur élévateur, d 'après (4.35) s'écrit: 
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( 4.38) 
où NI une matrice de modification ajoutée qui t ient compte du fait de la dimension du 
vecteur d 'état x par rapport au nombre d 'éléments réactifs dans le circuit. 
(4.39) 
Modes de conduction On distingue deux modes de fonctionnement de ce conver-
t isseur en fonction du courant iL. La Fig. 4.19 présente la relation de transfert statique 
du convertisseur élévateur pour les deux modes de fonctionnement et en fonction du 
rapport cyclique moyen. 
11 ~-----r------.------.------.------.------.------.------. 
1°1 ___ ~~~I 'U--UU-U 
9 -----u-----------f- - -- ----- · -- ------r-- ------- ---- ,- ---
______ ____ .. j~~>.> .... ~ .. r~-------
..... ~ .. _ ..... _ .. -........... ~ ....... _ ... .. --:,-;;" -' or' .. -.... _. _ .... _._. _H •• 'i'" 
; 8 ------------------- u ---
7 
!!! 





........... .. ...... ~.+.,'-...... _ .. -
......... ..,.~~; : 
~ /,' "'T' 
: ,," 
...... j,.f. ........... j ....................... ; 
.... " ; 
" : 
___ / __ ___ i 
: ,.' " -
._ ... __ ..... .... .t'.t~ .... . ......... __ ...................... __ .; .. 
" 
: __ -~;-~-~~=,:~:;;;i~'< .. --····i 
3_1 0_2 0_3 OA 0_5 0 _6 
rapport cyclique moyen u 
0_8 
Figure 4.19: Caractéristique de transfert statique du boost. 
En particulier, 
0_9 
- Le mode de conduction contin'u (A1CC) est caractérisé par un courant iL qui ne 
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s'annule pas dans une période de commutation. La relation de transfert statique 
entre l'entrée '1.1, et la sortie Vout vérifie: 
1 ( 4.40) 
1- (u) 
La relation entre le temps à l'état haut dl et le temps à l'état bas d2 vérifie: 
(4.41) 
- Le mode de conduction discontinu (MCD) est caractérisé par un courant iL qui 
finit par s'annuler dans une période de commutation. La relation de transfert 
statique entre l'entrée u et la sortie Vaut vérifie: 
( 4.42) 
La relation entre le temps à l'état haut dl et le temps à l'état bas d2 vérifie: 
( 4.43) 
Les Figures 4.20 et 4.21 présentent le suivi de trajectoire exponentiel en commande 
sans-modèle en présence d 'une commutation de mode. 
Le cas du convertisseur élévateur généralise donc l'exploitation de la commande 
sans-modèle aux systèmes non-linéaires. Nous montrons en simulation que la robustesse 
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Figure 4.20: Suivi d'une trajectoire exponentielle en mode discontinu pUIS 
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Figure 4.21: Suivi d'une trajectoire exponentielle en mode continu puis com-
mutation (t = 0.06 s) sur le mode discontinu. 
4.3.3.2 Étude expérimentale 
Nous avons ut ilisé un microcontrôleur de type Microchip. La Fig. 4.22 présente 
la synoptique générale de configuration du dsPIC pour réaliser le contrôle d 'un conver-
tisseur (dans le cas général) et la Fig. 4.23 présente la configuration utilisée pour la 
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commande sans-modèle. Les paramètres du convertisseur sont donnés dans la Tab. 4.3. 
6 bits 
, 




















Figure 4.22: Configuration du dsPIC en contrôleur pour dispositif de puis-
sance. 
générateur 
tension de rel. 
Vo~t 
C correcteur PI (filtre digital) 1--------1 
dsPIC 
. .. CAN '; 
: circuit de pu..-.IV!A 
mesure de la 
tension de sortie (V out> 
· .. · .. · CNk·· ~ 
Figure 4.23: Structure de contrôle implémentée à l'intérieur du dsPIC. 
Table 4.3: Paramètres du convertisseur élévateur expérimental. 
Composant Il Valeur 
L 1 mH 
C 100/lF 
R 5 - 150 n 
La tension de référence v; est programmée à J'intérieur du dsPIC. Un convertis-
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seur analogique-numérique (CAN) échantillonne la tension de sortie du convertisseur 
statique à une fréqnence de 1 MHz sur 10 bits. Une porteuse de ID kHz triangulaire 
également programmée dans le dsPIC , permet de réaliser la modulation P\I\TM et une 
des sorties digitales du dsPIC est utilisée pour le signal modulé en PWM. Les calculs 
sont réalisés à la fréquence d'horloge principale .du dsPIC (soit environ 1 i\-lHz) , ce qui 
permet de mettre à jour aisément la sortie PWM à 10 kHz. Enfin, un convertisseur 
numérique-analogique R-2R de 6 bits est utilisé en tant que sortie auxiliaire afin de 
pouvoir surveiller les variables internes du dsPIC. 
Du fait des constantes de temps mises en jeu dans le dispositif expérimental, qui 
sont plus élevées que dans le dispositif étudié en simulation , nous avons réalisé un essai 
de stabilisation du convertisseur pour deux valeurs de charge resistive (Fig. 4_24)_ Cet 
essais montre que le sans-modèle est a priori robuste aux variations de charge. 
4.3.4 Conclusion 
Nous avons illustré les résultats de la mise en oeuvre de la commande sans-modèle 
sur différents cas d 'application en électronique de puissance. L'ensemble des résultats 
obtenus tend à montrer que la commande sans-modèle présente de meilleures perfor-
mances que la commande PI classique et est notamment robuste aux changements de 
structure des convertisseurs. En terme de complexité d'implémentation, notons que le 
simple ajout de deux calculs de dérivées (dérivées y et y* par les différences finies) sur 
le contrôleur PI définit la commande sans-modèle; la complexité du sans-modèle est 
donc équivalente à celle du PI pour des performances a priori supérieures. 
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(b) Résistance de sortie R = 100 n 
Figure 4.24: Mesure de la tension de sortie de l'élévateur pour différentes 
valeurs de résistance de charge. 
en fonction du modèle à commander et dans le but de garantir les performances dyna-
miques en boucle fermée, la commande sans-modèle généralise la commande PI clas-
sique. Elle permet le contrôle de dispositifs linéaires, non-linéaires (exemple de la com-
mande en puissance du convertisseur abaisseur (Fig. 4.7) , voire fortement non linéaires 
[10J et présente dans la grande majorité des cas, de très bonnes performances de suivi 
de référence même en présence de perturbations et de variations de modèles. En par-
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ticulier, lorsqu'elle est appliquée aux convertisseurs de puissance, nous a.vons montré 
que la commande sans-modèle est potentiellement insensible aux forts transitoires de 
charge et aux commutations de charge (le comportement de la commande sans-modèle 
dans le cas où la commande sature n'a toutefois pas été exploité). 
Selon [51], la robustesse en performance (def. 4.1.2) découle de la robustesse en 
stabilité (def. 4.1.3) et utilise le même critère algébrique (basé sur le critère de Nyquist) 
par rapport aux différentes incertitudes du modèle. Hormis la démonstration sur un 
cas particulier, en utilisant éventuellement l'approche fréquentielle, de la performance 
du sans-modèle en présence d'incertitudes de modèle, il n'est actuellement pas possible 
d'établir un critère mathématique spécifique attestant de la supériorité du sans-modèle 
par rapport aux contrôleurs PI standards, cette supériorité ayant cependant déjà été 
démontrée aux travers des nombreux exemples d 'application 5. 
Constatons simplement que la commande sans-modèle est d'une complexité équiva-
lente à la commande PI standard (surtout si l'on considère des dérivées calculées à 
partir des différences finies), mais de performances dynamiques supérieures et est d'une 
complexité bien inférieure à la commande robuste. 
5. Voir notamment [10] et [78] et les références afférentes pour le détail exhaustif des domaines 
d'application du sans-modèle. 
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4.4 Extensions de la commande sans-modèle 
4.4.1 Systèmes à non-minimum de phase et systèmes commutés 
Les systèmes à non-minimum de phase, qui font l'objet de beaucoup de recherche 
(e.g. [112J [113J [114J [115J [116J [117J [118J [119])) sont caractérisés par des zéros positifs 
au niveau de la fonction de transfert , il ne sont pas directement contrôlables par la 
commande sans-modèle classique [10J. De tels zéros peuvent être approximés, de manière 
générale, par un délai puisque le développement limité de l'exponentielle donne e-T s ~ 
I-Ts. Dans le but de compenser l'effet du délai , le retour de mesure du sans-modèle est 
constitué de la dérivée de y plutôt que de la sortie y elle-même. Cette technique permet 
d'anticiper les variations de y pour finalement annuler les perturbations associées à la 
présence du délai. Nous définissons en conséquence le contrôleur i*-PI pour systèmes à 
phase non-minimale. 
Contrôleur i*-PI discret Pour tout instant discret t k , kEN, on définit le contrôleur 
discret i*-PI pour les systèmes à non-minimum de phase tel que: 
Uk = Ç(E) {"k- 1 - t. 5; (À yU) Ik- 1 - yl;)'lk) } (4.44) 
où ), et Oj < 1 sont des coefficients réels; 9 (é) est appelée fonction de gain et est 
un intégrateur avec une constante K 'j tel que : 
(4.45 ) 
En pratique, les simulations montrent que n = 2 est suffisant pour assurer au moins la 
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stabilité du sans-modèle en boucle fermée. En conséquence, (4.44) se réécrit: 
d
2
y* 1 ) - 61 (À dy 1 
dt2 k dt k-l 
dy* 1 )} 
dt k 
( 4.46) 
Afin d'illustrer le fonctionnement du contrôleur i*-PI, nous considérons quatre 
fonctions de transfert du type 4.1 , donc représentatives des convertisseurs statiques dont 
les coefficients sont a priori inconnus mais choisis de telle sorte que les régimes tran-
sitoires soient identifiables aux transitoires des convertisseurs statiques (l'effet « non-
minimum de phase » a cependant été amplifié afin de mettre en évidence les propriétés 
de la loi de commande). La réponse indicielle unitaire de ces systèmes est présentée à 
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Figure 4.25: Réponse indicielle des systèmes I:1 , I:2 et I:3 • 
Les figures suivantes présentent quelques exemples de l'application du contrôleur 
i*-PI. La Fig. 4.26 présente la poursuite d'une consigne de type exponentielle pour 
le système I:1 . Les Fig. 4.27 et 4.28 montrent la sortie y du système contrôlé, quand 
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Nous avons montré en simulation que le contrôleur i*-PI tend à généraliser le 
contrôleur i-PI dans la mesure où il permet de commander les systèmes à non-minimum 
de phase. La ref. [nO] a mis en évidence la difficulté associée au contrôle des systèmes 
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Figure 4.28: Commutation de 1:1 vers 1:3 à t = 5 ms. 
de commander des systèmes commutés (dans le cas du contrôleur i-PI, cette propriété 
est mise en évidence dans la section précédente sur les applications en électronique de 
puissance) avec une très bonne dynamique ce qui en fait nne loi de commande a priori 
robuste par rapport aux fortes variations de modèle_ Il n 'est actuellement pas possible 
de démontrer rigoureusement la stabilité, ni la robustesse du sans-modèle dans le cas 
des systèmes commutés_ Une telle loi de commande peut s'appliquer notamment aux 
convertisseurs à non-minimum de phase, éventuellement couplés (en tension) à d'autres 
convertisseurs_ 
4.4.2 Approche variationnelle et symplectique 
Nous avons mis en évidence au travers de quelques exemples que la commande 
sans-modèle, telle que proposée par [10], fournit, dans le cas de convertisseurs standards, 
de bonnes performances en rejection de perturbation, que ce soit perturbations au 
niveau de la charge (fortes variations de charge) ou au niveau du modèle_ Afin d 'accroître 
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la robustesse de la commande sans-modèle, et du fait qu'il puisse exister certains cas 
(comme le convertisseur éuk) où la commande sans-modèle peut ne pas s'appliquer 
correctement, nous proposons d 'utiliser les principes de l'optimisation variationnelle 
afin de pouvoir régler en ligne le paramètre Q. Toutes les simulations proviennent du 
cas d'application sur le convertisseur abaisseur. 
L'approche proposée considère le sans-modèle comme un critère de coût qui peut 
être minimisé en fonction du paramètre Q. Pour minimiser ce critère de coût, le calcul 
variationnel est utilisé en considérant certaines propriétés de la géométrie symplectique. 
En particulier, il a été démontré que l'intégration d'un critère de coût sous les hypothèses 
de la géométrie symplectique rend compte d 'algorithmes d'intégration très simples qui 
peuvent préserver les propriétés physiques du système dont on réalise l'intégration, avec 
de bonnes propriétés de convergence. De plus, la simplicité de ce type d 'intégrateur 
permet de construire un procédé d'optimisation en-ligne qui peut ajuster le paramètre 
Q en fonction de la dynamique du système contrôlé. 
Il n'est actuellement pas possible de fournir une preuve globale de stabilité de 
l'approche variationnelle de la commande sans-modèle. 
4.4.2.1 De la mécanique analytique à la commande sans-modèle · 
La notion (très complexe) de symplecticité, décrite très largement dans [120] 
donne un cadre mathématique rigourelLx aux problèmes variationnels en y incluant le 
concept de symétrie. La mécanique Lagrangienne est d'ailleurs complètement formalisée 
grâce au calcul variationnel dans le cadre des propriétés des espaces symplectiques. Elle 
introduit , pour les systèmes mécaniques, la notion d 'hamiltonien et les coordonnées 
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généralisées p et q (resp. proportionnels à la position et à la vitesse), qUI, grâce à 
l'équation de Euler-Lagrange et l'équation de Hamilton-Jacobi, permet de retrouver 
le principe fondamental de la dynamique. C'est ainsi que dans le cas d 'un système 
mécanique conservatif indépendant du temps, l'hamiltonien énergétique est conservé et 
induit la conservation de certaines propriétés dans les espaces symplectiques [121]. Bien 
que la symplecticité soit un concept relativement abstrait, beaucoup de travaux (citons 
notamment [122] [123] [124], [125], [126] et [121]) ont établi la possibilité de rendre les 
algorithmes d 'intégration «symplectiques ~ sous certaines conditions, c.-à.-d. capables 
de conserver la structure lagrangienne des systèmes mécaniques, et en particulier de 
conserver l'hamiltonien dans le ca.') des systèmes indépendants du temps. 
4.4.2.2 De la possibilité de contrôler a 
L'exemple de la Fig. 4.29 montre, dans le cas d 'une consigne variable avec une 
perturbation de charge (t = 0,003 s) et un simple correcteur gain Kp , la différence 
existante entre un pilotage sans-modèle avec a constant et avec a dépendant du temps, 
dont on fixe arbitrairement la loi d 'évolution. 
Nous avons montré via l'analyse fréquentielle (§ 4.2.3), que, dans le cas d'un 
système du premier ordre, la valeur de a statique influence la stabilité du sans-modèle. 
Ainsi, cela prouve qu'il est possible d'agir sur les performances du sans-modèle en 
ligne par ajustement du paramètre a. L'objectif est donc de pouvoir définir une loi 
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Figure 4.29: Comparaison a constant et a variable. 
4.4.2.3 Loi sans-modèle locale v-Ka: dégénérée 
Afin de pouvoir décrire conectement les variations de a au sein de la loi sans-
modèle discrète (4.3), et dans le but de satisfaire les conditions d 'intégration de l'équation 
d 'Euler-Lagrange, qui permet la a-optimisation de la loi sans-modèle discrete, il convient 
de pouvoir définir la dynamique de a. En conséquence, nous considérons l'ajout de la 
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première dérivée de a dans (4.3). Nous supposons que la loi sans-modèle est stabilisante 
pour tont système initialement stable. 
Correcteur i-PI 'lLk-dégénéré On définit la loi sans-modèle 'lLk-dégénérée pour n = 1 
tel que 
(dYI dY*I) {(d,)} '/JI.; = 7./'/,;- 1 -, dt k-1 - dt k-1 + C(é)lk_1 + Ka dt (4.47) 
où , = l/a, Ket E IR et vEN qui définissent la dynamique de variation de Q. Le 
paramètre a vérifie (2.7). La loi sans-modèle (4.47) apparaît plus comme une redéfinition 
du concept original 2.4.2.1 compte-tenu du paramètre Q. 
4.4.2.4 Loi sans-modèle locale uk-implicite 
Nous établissons une expression non-récursive et implicitement dépendante de F. 
D'après la def. 2.4.2.1 , et sous l'hyp. 4.2.1, nous avons en temps discret: 
( 4.48) 
qui se réécrit de la façon suivante: 
( 4.49) 
( 4.50) 
Nous en déduisons la loi sans-modèle discrète 'lLk-implicite. Comme la loi sans-modèle est 
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supposée stable, la variation de ?L est lipschitzienne et nous avons donc ?Lk - ?Lk - 1 :::; éu . 
dy 
~ dy* 1 { (d'Y ) } - dt /,; - 1 = Cl:C(E)l k _ 1 + Cl: IC:t. dt (4.51) 
dé 1 . { (d'Y ) } 
- dt k - 1 = Cl:C(é)lk_1 + Cl: Ka: dt ( 4.52) 
Lorsque le correcteur C est défini par un unique gajn constant C - Kp l alors ,il existe 
une relation linéaire en Cl: entre la sortie et sa dérivée. 
Lagrangien sans-modèle Le lagrangien sans-modèle vérifie : 
1 { dé 1 r (d'Y )} 1 ](p - 'Y dt /,; - 1 - K Q dt = é k - 1 ( 4.53) 
avec rot = ~ E lR~ vEN 
Dans cette expression, les grandeurs Kp et Ker sont des constantes ; 'Y est la variable à 
trouver. 
4.4.2.5 Introduction à la commande sans-modèle variationnelle 
Motivation Le but fondamental d 'une optimisation variationnelle de la loi sans-
modèle discrète (4.3) est d 'accroître la robustesse / le suivi de consigne par ajustement 
en-ligne du paramètre 0:. À partir de la définition d 'un critère de coût , nous justifions 
l 'utilisation de méthodes variationnelles par le fajt qu'elles permettent de calculer le 
paramètre Cl: comme solution du problème d 'optimisation en fonction du temps. 
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Critère Lo. À partir de la forme 1-a-dégénérée. nous définissons le critère variationnel 
sans-modèle La tel que : 
(4.54) 
La forme II-KQ'-dégénérée fournit une « relation d)équivalence » directe entre l'expres-
sion classique du suivi de consigne y* - y et la commande sans-modèle. Le gain de 
correction Kp apparaît ici comme un facteur de mise à l'échelle. On note fo: hntégrande 
4.4.2.6 Éléments de calcul variationnel 
Le théorème fondamental du calcul variationnel définit l'existence d'une solution 
au problème de minimisation d 'intégrales de fonctions via la résolution de l'équation de 
Euler-Lagrange. 
T héorème 4.4.1. Équation de Euler-Lagrange (90] : Soit J C 2 [xo, Xl] ---+ IR, une 
fonctionnelle de la forme : 
r 1 J(y) = .Jxo f(x , y , y')dx (4.55) 
où f est une fonction ayant des dérivées partielles continues par rapport à X, Y et y' , et 
Xo < Xl- On considère l'ensemble des fonctions y tel que: 
(4.56) 
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où Yo et YI sont des nombres réels. Si Y E S est 1me Jonet'ion extrêmale pour J , alors: 
( 4.57) 
pour tout xE [Xo, Xl]' 
L'équation de Euler-Lagrange, est donc une équation différentielle, généralement 
non linéaire, que doit satisfaire toute fonction extrêmale y(x). Autrement dit , si y(x) 
est solution de l'équation de Euler-Lagrange, alors la fonctionnelle J , définie comme 
l'intégrale définie sur [XO, Xl ] d'une fonctionnelle J dépendante de x, y et yi, est mini-
male. 
4.4.2.7 Résolution numérique du critère Lex 
L'équation de Euler-Lagrange permet donc de déterminer Cl: tel que le critère La 
soit minimum. La forme continue de l'équation de Euler-LagTange permet d 'écrire: 
( 4.58) 
L'intégration du lagrangien sans-modèle variationnel (4.53) fournit ainsi la loi 
d 'évolution de Cl: en fonction de temps telle que l'intégrale de l 'erreur y-y* soit minimale. 
Formons l'équation de Euler-Lagrange discrète d 'après [127] [128] où Dl et D 2 




~ { " dt: K Îk- l - Îk } ~ { dt: K ÎHI - Îk } = 0 
Kp Yk dt + a h + Kp Ik dt + a h (4.60) 
soit: 
2 dt: K IHI - 2/k + Ik- l = 0 
Ik dt + a h (4.61) 
L'intégrateur symplectique discret dérivé de (4.61) s'écrit (expression de IHI en fonc-
tion de Îk et Ik- l) : 
soit: 
dt: 
2h-1 Ik + Ka hHl - 2"(k + Ik- r) = 0 ct 
( 
h dt: ) 2 Ka dt - 2 ;k + Ik- l = -/HI 
(4.62) 
( 4.63) 
Notons que la dépendance vis-à-vis du correcteur Kp n'existe plus. L'équation 
(4.47), appelée loi de contrôle de Ct forme avec (4.53), la commande sans-modèle sym-
plectique ou correcteur i-PIS (par extension de i-PI). 
D éfinition 4.4.1. On définit un contrôleur intelligent de nat'ure symplectique o'u i-PIS 
contrôleur par : 
1 





Nous avons conservé les notations naturelles de (4.47) (forme continue en 0:) et 
(4.53) (forme discrète en 0: 6 ). Notons que 0: apparaît maintenant comme une variable 
d'état de la commande sans modèle. 
Remarques 
• non stabilité des forts transitoires de charge Lorsqu 'il y a des pertur-
bations (variations de modèle ou de la charge), la sortie peut être amenée à 
changer rapidement ce qui peut impliquer de fortes variations de la dérivée de 
la sortie. Or, dans ces conditions , bien qu'une condition lipschitzienne soit im-
posée sur E, les hypothèses pour appliquer l'équation de Euler-Lagrange peuvent 
ne pas être satisfaites. Les simulations du § 4.4.2.9 montrent notamment, que 
si R varie très lentement, alors à chaque palier de R, 0: oscille puis se stabilise, 
la stabilisation est d 'autant plus lente que R est grand . 
• justification de la nature de (4.63) Afin d 'interpréter la forme de l'équation 
du contrôle de 0: qui est du type oscillateur harmonique non-amorti, regardons 
les formes d'ondes en sortie du buck dans le cas i-PI (e.g. Fig. 4.6). Celles-
ci apparaissent naturellement oscillantes et le rôle des dérivées dans (2.8) est 
d 'atténuer ces oscillations afin d'atteindre le régime permanent. Il parait donc 
assez intuitif que pour contrebalancer ces oscillations, il suffirait de faire varier le 
coefficient 0: sous la forme d'un oscillateur, ce que précise bien la loi de contrôle 
de 0:. 
6. Le signe de la dérivée de 0: n 'est pas encore défini ; ce point fait partie des études futures sur 
la commande sans-modèle symplectique. 
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• indép endance vis-à-vis d e la condit ion init ia le sur 0: La nature même 
de l'équation de Euler-Lagrange implique une certaine indépendance vis-à-vis 
des conditions initiales 7. Cette indépendance est notamment supposée vraie 
grâce aux simulations du § 4.4.2.9. Nous pouvons également supposer que 
l'indépendance vis-à-vis des conditions initiales revient à ce que 0: s'auto-ajuste 
même s'il subit de fortes variations . 
• pas d 'intégration h critique Le pas d'intégration h apparaît comme un 
élément critique et doit être choisi suffisamment faible pour permettre le main-
tien de la condition d'intégration du th. 4.1.1. 
4.4.2.8 Symplecticité des m éthodes d 'intégration numériques 
Considérons le système masse-ressort évoluant suivant l'abscisse x pour lequel 
nous avons le lagrangien suivant : 
( )
2 d:r 1 d:r 1 
L(x. -) = -m - + -kx2 
. dt 2 dt 2 (4.65) 
m et k sont resp. la masse et la constante de rappel du ressort. Les Fig. 4.30(a) 
et 4.30(b) présentent respectivement la réponse classique du système en fonction du 
temps et un comparatif du calcul des différents lagrangiens (4.65) (donc des différentes 
énergies) en fonction de la méthode d' intégration utilisée. Cet exemple démontre que 
l'intégration symplectique d'Euler, correspondante à l'équation de contrôle de Q (4.63) 
est à la fois simple à mettre en oeuvre et efficace quant à la préservation des quantités 
physiques. 
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(b) Comparaison de l'énergie résultante des différentes méthodes d'intégration 
Figure 4.30: Intégration symplectique. 
4.4.2.9 Application de la commande sans-modèle symplectique 
100 
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Considérons le convertisseur abaisseur pour une consigne en rampe. Les Fig. 4.31 
et 4.32 présentent la comparaison entre le i-PI et le i-PIS avec un impact graduel de 
charge pour deux valeurs différentes de ao ; dans tous les cas, nous avons pris v = 1 et 
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Ka = 2. Constatons que l'erreur statique é tend à. être légèrement diminuée dans le cas 
du i-PIS grâce à la compensation « harmonique ~ du coefficient Ct. L'impact de charge 
est progressifs d'une dizaine d 'Ohms. Constatons que les variations de Ct ne permettent 
a priori qu'un ajustement en sensibilité du i-PIS puisque la condition initiale sur Ct 
apparaît comme une valeur moyenne autour de laquelle Ct s'ajuste. Il convi~nt donc de 
pouvoir choisir soigneusement la valeur initiale de Ct. 
Par rapport au correcteur i-PIS, on notera l'importance de la condition lipschit-
zienne sur la variation de charge dans la stabilisation de ce type de transitoire. 
Remarques La loi sans-modèle est posée pour n = 1 dans (4.64). Les précédentes 
simulations du convertisseur abaisseur avaient été réalisées pour n = 2; si n = 1, la 
commande n'est pas toujours stable en simulation. L'ajout de la loi de contrôle de 
Ct (donc l'ajout de hntégrateur symplectique) permet de stabiliser la loi sans-modèle 
lorsque n = 1. 








- tension de sortie V '0 
8 1 













2 3 4 5 6 7 8 9 10 
temps (s) 
(a) cas i-PI - c\'o = 3 
~ 
~4 
- tension de sortie V 
0 
<Il 




20~~--L-----~----~----~----~----~----~----~----~----~ ê 0 2 3 4 5 6 7 8 9 10 
!!l temps (s) 
i:J~ ..... '........ :~~""m) .~ [~'tm~nn ~~"''''''~ ~ 00 • 1 2 3 4 5 6 7 8 9 10 
temps (s) 
i 5.00S5E: : NN'~WW •• ~'''''''''~~~U~~'''~î .~ ~wuù ..  • U l" , ..... 'If 
~ 
o 4.9950 1 2 3 4 5 6 7 8 9 10 
temps (s) 
(b) cas i-PIS Qo = 3 
Figure 4.31: Comparaison entre le correcteur i-PI et le correcteur i-PIS : 
la résistance de charge augmente progressivement et graduel-
lement de R = IOn à partir de t = 0, 003 s de telle sorte que 
R = l8n à t = 0, 01 s (ao = 3). 
4.4.3 Conclusion 
Dans cette section, nous avons proposé une première extension de la commande 
sans-modèle pour les systèmes à. non-minimum de phase. La loi de commande proposée 
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Figure 4.32: Comparaison entre le correcteur i-PI et le correcteur i-PIS : 
la résistance de charge augmente progressivement et graduel-
lement de R = IOn à partir de t 0, 003 s de telle sorte que 
R = 18n à t = 0, 01 s ao = 5. 
possède a priori les mêmes propriétés que la commande sans-modèle initiale. En parti-
culier, elle permet le contrôles systèmes à non-minimum de phase éventuellement com-
mutés. Une seconde extension concerne une procédure d 'auto-ajustement de a basée sur 
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le calcul variationnel et nous l'avons implanté numériquement à partir des considérations 
de géométrie symplectique. Les résultats préliminaires présentés montrent que l'ajout 
d'une loi d 'auto-ajustement sur a permet de compenser des transitoires résonants sur la 
sortie qui apparaissent lors des modifications de la charge du convertisseur. Du fait que 
les performances de la commande sans-modèle sont globalement très satisfaisantes, une 
perspective d 'utilisation du contrôleur i-PIS serait ainsi d'accompagner les transitoires 
de charge, qui engendrent, nous l'avons mis en évidence en simulation, des transitoires 
résonants. Les résultats présentés sont encourageants mais il subsiste encore beaucoup 
de défis avant d 'arriver à une forme de l'i-PIS complètement optimale. 
Chapit re 5 
Conclusion générale 
Nous avons présenté la mise en oeuvre de la théorie du contrôle optimal et la 
théorie de la commande sans-modèle dans le cadre de l'optimisation de l'efficacité 
énergétique et la commande des convertisseurs statiques de puissance. Nous avons 
montré que la commande rapprochée des IGBT peut agir sur le transitoire de blo-
cage de telle manière que la résonance inhérente au blocage soit diminuée. Dans un 
second temps, nous avons démontré que la commande sans-modèle permet de contrôler 
des convertisseurs ayant certaines spécificités dynamiques. 
Nous avons mis en évidence, dans un premier temps, que le contrôle optimal de la 
commutation d'un IGBT peut êt.re équivalente à réaliser un contrôle de type bang-bang. 
La procédure de détermina.tion du signal de grille est très simple et s'appuie sur une 
modélisation rigoureuse de l'IGBT et de son environnement électrique, lequel comprend 
les inductances et résistances de câblage. Un tel modèle permet ainsi de déduire certaines 
propriétés simplificatrices nécessaires à la mise au point de la commande rapprochée 
optimale. Nous considérons ainsi , da.ns une approximation vérifiée en simulation et 
expérimentalement, que l'IGBT se comporte comme un premier ordre linéaire dont 
l'effet est de propager, avec un certain délai, la commande de grille de l'IGBT afin de 
bloquer le courant collecteur. L'environnement électrique admet une réponse linéaire 
au second ordre qui résulte, une fois le blocage effectué, en une réponse oscillante 
rapidement amortie. Un ajustement spécifique de la commande de grille de type bang-
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bang permet ainsi de provoquer le blocage de l'IGBT qui permet , par une compensation 
impulsionnelle de réamorçage bien définie , de minimiser la surtension inductive et la 
réponse oscillante qui résultent. 
La commande rapprochée Posicast possède les principales propriétés suivantes . 
• Simplicité du montage réalisé à partir de .composants usuels (puce FPGA et 
des transistors classiques) . 
• Ajustement aisé des pulses qui permettent l'optimisation, grâce à la technologie 
FPGA. 
Dans un second temps, il a été démontré, pour quelques exemples, que la com-
mande sans-modèle présente de meilleures performances dynamiques que la commande 
classique par correction PI. Nous avons montré qu 'en plus de réaliser un ajustement très 
simple des gains de la loi sans-modèle, il en résulte d 'excellentes propriétés de rejection 
de perturbation et d 'insensibilité vis-à-vis des modifications des paramètres du modèle 
du convertisseur et des modifications de la charge qu'il alimente. Une régulation de type 
non-linéaire qui réalise un contrôle de la puissance de sortie d 'un convertisseu'r abais-
seur en présence de perturbations de l'alimentation et d 'impact de charge, a ainsi mis 
en évidence le potentiel de la commande sans-modèle. Quelques propriétés de stabilité 
ont été démontrées dans le but d'apporter des éléments de formalisation et pour finir 
une extension a été proposée dans le but d 'effectuer le réglage du coefficient principal 
de la loi sans-modèle, en ligne et à l'aide d 'intégrateurs symplectiques. Cette exten-
sion devrait permettre d 'accroître l'efficacité de la commande sans-modèle en présence 
notamment de perturbations de charge. 
La commande sans-modèle possède ainsi les principales propriétés suivantes. 
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• Élaboration de nouvelles preuves de stabilité qui mettent en évidence le fait 
que la commande sans-modèle appliquée à un système du premier ordre, à 
un système du premier ordre avec petit délai : à un second ordre, est stable. 
L'analyse de stabilité est plutôt aisée dans le cas des systèmes du premier ordre 
et est plus difficile dans le cas des systèmes du second ordre où une analyse 
asymptotique est nécessaire. 
• L'application de la commande-sans modèle aux systèmes de puissance a permis 
de valider les préceptes théoriques. En particulier: il est possible de comman-
der aussi bien des systèmes linéaires, que des systèmes non-linéaires commutés 
en garantissant certaines performances dynamiques. Deux extensions sont pro-
posées dans le but, d 'une part , d 'étendre les capacités initiales du sans-modèle 
au contrôle des systèmes à non-minimum de phase (compte tenu de la zone de 
stabilité asses restreinte mise en évidence) et, d 'autre part , d 'accroître la robus-
tesse lors des transitoires de charge des convertisseurs grâce à un ajustement 
en-ligne du coefficient Œ à l'aide d'un intégrateur symplectique. 
Ce travail ouvre la voie à l'utilisation de nouvelles méthodes de contrôle en 
électronique de puissance, afin de permettre une meilleure maîtrise de la conversion 
de puissance. La suite des développements devrait ainsi permettre de régler plusieurs 
points théoriques et expérimentaux dont voici quelques grandes lignes. 
• Appliquer la commande rapprochée au cas de l'amorçage de l'IGBT et en par-
ticulier, prendre en considération les effets de la diode de recouvrement. 
• Transposer la commande rapprochée au cas des MOS, des nouvelles structures 
à base de GaN et SiC et alL'C rGCT. 
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• Appliquer les concepts proposés au cas de topologies plus complexes. 
• Développer une structure tout-intégrée qui comprenne à la fois la puce FPGA 
et le dispositif de conditionnement. 
• Développer la théorie de la commande sans modèle par rapport aux systèmes 
plus complexes, comme les réseau.."C électriques. 
• Développer la méthode adaptative symplectique par rapport aux performances 
de l'intégrateur symplectique utilisé. 
• Appliquer la commande sans-modèle et la commande rapprochée aux cas des 
structures multi-convertisseurs. 
Annexe A 
Calcul des éléments du modèle IGBT de Alonso 
Rappelons la procédure de paramétrage du groupe statique : 
Figua A3.2 : Mist (fl tvid(ftU cks dûndes r.éct.SSlliru U lTailCS de 
CQTot;tirisriqucs le (Va) pou.r diffiultu VGE 
Figure A.l: Procédure du configuration du groupe statique. 
À partir du plan de sortie, il est nécessaire d'avoir: 
• dclL'{ points C~~e2 , 1<:3) à Vgeb et (Vce2, Ic2) à Vgeb avec Vgea > Vgeb en début de 
zone de saturation, 
• un point (Vcel' IcI) à Vgeb en fin de zone linéaire, 
• un point (VeeO , 0) en début de conduction. 
Ces points s'obtiennent directement par lecture graphique du plan de sortie fourni par 
les fiches techniques. A partir de ces données nous en déduisons les éléments du groupe 
statique (voir [8] pour les démonstrations) extraits du script Matlab : 
r = le5; 
El = Vceo; 
Rge = 50e6 ; 
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RonDe = Rge/l00; 
RoffDe le3*Rge; 
RonDee - RonDe*RoffDe/(RonDe - RoffDe); 
Et = (Ie3*Vgea - Ie2*Vgeb)/(Ie3 - Ie2); 
RoffDl = El / le-9; 
RonDl = (Veel - Veeo)/Iel; 
RonDle = - RonDl*RoffDl/(RonDl - RoffDl); 
Rsensel = RonDl / 100; 
seuil_aux = Rsensel * I_queue_deelenehement; 
K12 = alpha / (Rsensel); 
Ke = Ie2*(1 - K12*Rsensel) / CVgea - Et); 
Reeon (Vee2 - Veeo - (Rsensel + RonDl)*Ie2)/((1 - K12*Rsensel)*Ie2); 
RonD3 Iel/(Ie2 - Iel)*Reeon; 
RoffD2 = Reeon/(le-9); 
RonD2 = (5e-2*Ie2*Reeon)/(5e-2*(Iel-Ie2)+Iel*Ie2*Reeon); 
RonD2e = - RonD2*RoffD2/(RonD2 - RoffD2); 
Xl Vees - Veeo - (Rsensel + RonDl)*Iees; 
Yl (1 - K12*Rsensel)*RoffD2*Iees; 
Zl Ke*Et*Rge/(Rge + RoffDe); 
RoffD3 (Yl*Reeon-Xl*(RoffD2 + Reeon))/(Xl - Yl - Zl*RoffD2) + r; 
RonD3e - RonD3*RoffD3/(RonD3 - RoffD3); 
L;élément r ; placé en tout début de liste et ajouté dans le calcul de Roff D3 en 
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fin de liste, n 'existe pas dans la définition d'origine du modèle. Il a été rajouté suite 
au constat d'un fort courant ic quand l'IGBT est bloqué ('" 0,01) A. L'ajout de cette 
résistance ramène le courant ic à l'état bloqué à une très faible valeur ('" 0, 1) mA et 
ne change absolument pas le plan statique. 
Annexe B 
Simulation mixt e des convertisseurs 
La simulation des modèles IG BT exige un pas de calcul très faible de manière à 
reproduire le mécanisme de commutation avec le plus de précision possible. Comme il 
existe un ratio assez important entre les constantes de temps de l'asservissement de la 
charge (de l'ordre la ms) et de la commande rapprochée (de l'ordre de 10 ns), il est 
essentiel de se prémunir d'un outil de simulation adapté. Aussi , nous introduisons le 
concept d'un outil de simulation efficace qui permettra de réaliser des simulations de 
convertisseurs statiques munis de leurs lois de commande à l'échelle de la commutation 
sur une durée de l'ordre de la seconde. C'est un outil intégré, muni d'une interface 
graphique et des outils permettant la configuration des modèles IGBT développés. 
B.l ~ - <I>-PES, simulateur mixte physique-sy stèm e 
Notre logiciel permet de réaliser des simulations à l'intersection entre le lliveau 
"système" et le niveau "composant" dans le but de comprendre les interactions entre les 
phénomènes réels de commutation et la commande des convertisseurs. Les principales 
caractéristiques de I;<I> - P ES sont: 
• applicatioll autonome; 
• interface graphique complète; 
• simulations temporelles; 
• noyau de simulation basé sur SPICE; 
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• le circuit de puissance est simulé à pas variable tandis que la loi de commande 
est calculée à pas fixe ; 
• la loi de commande est fournie en tant que script; 
• modèle IGBT basé sur le modèle comportemental de Alonso et d 'un modèle de 
diode [86] . 
B .2 Principe du simulateur 
Dans le cas général, nous distinguons la partie " circuit" et la partie " contrôle" , qui 
consiste à calculer une loi de commande pour le circuit. Dans ~~ - P ES, la simulation 
du circuit de puissance est réalisée grâ.ce à SPICE OPUS tandis que le calcul de la 
loi de commande est réalisée par des algorithmes C++ en utilisant les possibilités des 
interpréteurs Flex [134] et Bison [135]. Bien que SPICE ne fournit des résultats qu 'à 
la fin de la simulation, ~~ - P ES crée une liaison permanente entre le code C++ et 
SPICE OPUS dans le but de gérer la cosimulation. Pratiquement , si Tn est l'instant 
final de simulation avec n pas de simulation, SPICE OPUS est lancé n fois et simule le 
circuit sur la durée ~ à pas variable. La Netlist est mise à jour à chaque kème étape en 
fonction des résultats de simulation obtenus à l'étape k -1. Ces résultats fournissent de 
nouvelles conditions initiales pour l 'étape k en fonction de la loi de commande calculée. 
La Fig. B.1 décrit le processus de simulation. Premièrement, l'éditeur graphique permet 
la saisie du schéma. Deuxièmement, les paramètres de simulation ~ et Tn doivent être 
fournis. La dernière étape consiste à définir une loi de commande. 
Cette méthode de simulation gère efficacement la. mémoire de l'ordinateur car 







c:aIc:ù de la 101 
de commande 







Figure B.l: Synoptique de simulation avec SPICE OPUS. 
une très courte durée) et chaque étape de simulation est effacée de la mémoire vive et ins-
crite dans un fichier de sortie. L'interaction SPICE / C++ permet également de définir 
explicitement des composants non-linéaires dans le circuit avec une loi d 'évolution ex-
plicitement écrite en langage C. De cette manière, la Netlist est également mise à jour 
avec les valeurs de chaque composant non-linéaire. 
Annexe C 
Équations différentielles du second ordre avec second membre 
Considérons la résolution de l'équation différentielle (C.l) , où Q est une fonction 
quelconque. 
1 d2y(t) 2z dy(t) () Q() 
- +---+yt = t w~ dt W n dt 
(C.l) 
Normalisons (C.l) tel que : 
(C.2) 
Solution homogène 
(C.l) admet une solution homogène Yh(t) = c),t si et seulement si À est solution 
de son polynôme caractéristique. 
(C.3) 
Les solutions À1 et À2 de (C .2) vérifient: 
À1/2 = ~ { -2zwn ± JV - (4 z2w; - 4w~) = Wn { - z ± J\I1- Z2} } (C.4) 
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La solution de (C.l) sans second membre vérifie: 
Yh(t) = Cl exp {wn { - z ± ]Jl - Z2} } + C2 exp {wn { - z ± ]Jl - Z2} } (C.5) 
soit sous forme réelle : 
C.I Solution particulière 
Dans le cas où le second membre est linéaire c.-à.-d Q(t) = at + /3, on cherche 
une solution particulière du type: 
YP = at + b (C.7) 
avec Y~ = a et V; = O. En remplaçant YP dans (C.l), nous obtenons le système suivant 
(C.8). 
{ a=a 2z (C.8) 
-a+ b = /3 
Wn 
soit: 
a=a b = /3 _ 2z a = wn /3 - 2za (C.g) 
Wn Wn 
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C.2 Solution générale pour un second membre linéaire 
La solution générale est la combinaison linéaire de la solution homogène et de la 





y = Yh + YP (C.lO) 
(C.ll) 
exp (- zwnt) {-ClWnVl- z2sin (WnVl- Z2t) + C2wnVl- z2 cos (WnVl- Z2t)} 
- ZWn exp (-zwnt) {Cl cos (wnVl - z2t ) + C2 sin (wnJl - z2t)} + ex 
(C.12) 
conditions initiales: Supposons que nous avons :y(O) = Yo et d~~t) 10 = dyo Les 
constantes Cl et C2 se déterminent à partir des conditions initiales et nous obtenons le 
système C.13 à résoudre. 
{ 
wn(3 - 2zex 
yo=Cl +----
Wn 
dyo = C2wn vI - z2 - zwnC1 + ex { 
C 
wn(3 - 2zex 
1 = Yo-
Wn 
C2 = 1 (dyo + ZwnCl - ex) 
wn Vl- z2 
(C.13) 
Annexe D 
Exemple de résolution des critères de stabilité 
D.l Critère de Routh 
Le programme Mathematica présenté dans cette annexe permet d 'extraire les 
domaines de stabilité présenté dans le Tab. 4.1 à partir des inégalités de stabilité 
(4.14) déduites du critère de Routh, appliqué à la fonction de transfert (4.13). Nous ne 
présentons que le cas J(h > 0, 0,0 > 0, do > 0, les autres cas se déduisent facilement de 
ce même programme (Fig. D.1). 
D.2 Critère de Raible 
Le programme Maple présenté dans cette annexe décrit la procédure de calcul du 
tableau de Ra.ible à partir de la représenta.tion d )état (4.30) (Fig. D.2). 
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=CAS:Kh> 0 &aO> 0 & dO > 0 
RODth'l'S = 'l's > 0 ; 
R01l1thKb =Kh ;. 0 i 
RODthaO : aO "> D i 
Rout:hdO = d O }- 0; 
(tt inégalités positives ft) 
RouthlPo.s = T's. a1plta + Kb > 0 ,; 
R01l1t:h2'Po:: = 1Ch.· KI' il Alpha . ' aO > 0 ; 
RoDth3PO.s = Xh '" aO + Kh * Kp * a1pha + ']!''''. * a.1pha '" dO ;. 0 ; 
R01I1i:h4DelDOPo!!O = Xh '* Kp +- '!'.:: '1\ da > 0; 
Rout:llXp = Kp -< 0 ; 
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Reduce [{RouthlPo5 , Rout:h2Po!; , RoutbKh , Rou th 0 0 , RouthdO , Rout:hKp. Routh'l'.::) ,. a1pha] 
(* Routh3P05, ,.,) 
Rh Kp Kh 
_ ___ "" ;l ::t .~ :1 & <~ _ - <: ;ll.ph;i < 
T~ T~ 
(dO> KhKp [ [ - ---Ii. .. 
r" 
.. 0 Kh 
< a O '" ------ && - ~ alph_ <: 
Rh Kp + tiC T!I 
Kh (--> ~----- &l. - - -, a lpha <: 
1:'.5 
Reduce[{Routh4DemoPos , RouthXh , RouthaO , Rout:MO , RODthKp , Routh'l's }, Kp] 
ciO - " 
!I > 0 && Kh > D && d O )- ~ .. & 01.0 :> 0 r. .. - -- .:;: Kp < 0 
Kh 
RouthKp = Kp )- 0 ; 
Reduce[{Rou,thl,P05, Ront:h2Po.::, RouthKh., Rout:baO, RouthdO , RoDthKp , RODt:hT",,} , a1pha] 
( * Ront:h3Po.s , *) 
Ts > 0 Iii &: Kp > 0 "Xh > 0 "dO > 0 Iii Iii aO )- 0" a1phA > 0 
192 
Reduoe[{Routb1DelllJOPo"" Rout:hXh , Routh .. O , Routhd C, RouthKp , Routb'l'!: }, Kp] 
~ > 0 &1". Rh :> 0 && ci :> lo t> .. O ;;. 0 S I". Kp ;. 0 
( .. inégalités négatives .. ) 
RDuth1Ne'J = 'l'!'.: ..... 1ph .... '* Kh < {) ; 
RD'" th2Ne'J -= Kh ... Kp ..... 1ph ..... aO' -< 0 ; 
RODth3Ne'J = Kh ", .. .0 + Kh,. KI' ,. .. 1phA + '1's." .. 1p,h ..... dO < 0 ; 
RODth1DemoNe.". -= Kh .. RI' .. '1'", ,. dO -< 0; 
Rout:hKp = KI' < Oi 
( ... Kp < 0 *) 
Reduoe [ {Rou tb1Ne'J , Rout:h2Ne'J , RouthKh. , Ro u t:hA 0 , Routbd O t RouthKp , Rou t:hT!:. j, al."lul] 
( ... ,Rout:h3 Po!l * ) 
Redu""" [ { Rout:h 4D <!:DIJONe'J , Rou t:hKh , RoutbaO, Routhd O , RonthKp r Rou tb'l',,; }, Kp] 
d O ,=,." 
... ." .> 0 .. & Kh > !) S& d O > && .. 0 :> .0 && 17.'0 < - --
- Rh 
Rou,thKp = KI' )- .0 ; 
Rednoe[{Rou tb1Ne'J, Rout:h2Ne'J , Rout:.hKh , Routh .. .o , RoutbdO , RouthKp , Ront:hTs } , .... 1pha] 
( ,. Routh3Po!: , * ) 
Kh Kp .. d O 'T!: .. OKh Kh 
'l'", :> 0 &'Kp )- 1) "Kh )- 0 "dO > .0 " .. .0 :> ------ ,'" - < 1l1pha < - -
Kh Kp .. dOT!: 'T!: 
Rednoe [{Routb1DemoNe'J , Rout:hKh , Rout:b . . .o , Rou thd O 1 RouthKp , Routh!r,,; ), Kp] 
Rh Kp .. cl T-" .. 0 Kr. Kh 
_-" ) Q .. & Kp > 1) && Rh :> D &&ciO > 0 .. ..... .0 :> LOo - <: .. l.ph .. <: -
Figure D.l: Programme qui traite les conditions de stabilité de Routh. 
STABn.rrt R:\.IBLE DE 1....:\ CO~IMANDE, SANS-MODELE - s~('. ordre-
> restart: 
with{linalg) : 
'·l_rni~q .. n.e~ d e f '.inition for D .On':: 
W.arn,in'9'l T.ew d e fi.:;.ition for tZ';ac e 
> #c 2 := 0; 
Ad._sys := e\ralm(matrix([[O, 0, l ,0 1 0, 0 0, OJ, [0, 0, 0, 1, 0, 
0, 0, 01. [0, 0, 0 ,0, 1 , 0, 0, OJ , [0, 0, 0, 0, 0, 1, 0, 0], {O, 
Of 0, 0 , 0, 0, 1 , DL [0,0,0,0,0,0,0, ILfO, D, 0, 0, -l , 
-Tc , 2, l+Tc] , [-l/(alpha*Tcl*c_l, -1/(alpha*Tc)*c_2, 
2/{alpha*Tc)*c_l , 2/(alpha*Tc)*c_2, 
Tc*a_O-l/(alpha*Tc)*c_l.-Kp*Tc*c_l, 
-(1-Tc*a_1l-1/(alph.a*Tc)*c_2-KpilTc*c_2, I-Tc*a 0, 2-Tc*a 11])} : 
Bd_ sys : = t ranspose (matrix ( [[0 , 0, n, (} 1 0 1 0 , Kp*Tc)]) l : 
Cd_ sys : = matrix{f[ O, O,l, OJ)) : 
Extraction dupolynôme caradéristique 
> P := factor(charpoly(Ad_sys , lambda»): 
ih : = rhs (so11) : 
> 
iP := a 4*lambdaA 4 + a 3*lambda"'3 + a 2*lambda"2 + a I*lambda + 
a 0: 
Pt:= (unapply(P ,lambda}): 
aO ,- coeft(expand(P),lambda,O): 
al. ,- coeff{expand(P) ,lambda, 1) : 
a2 ,- coeff(expand(P},lambda,2): 
a3 ,- coeff(expand(P) ,lambda ,3) : 
a4 .- coeff(expand(P) ,lambda, 4) : 
a5 .- coeff(expand(P} , lambda,5): 
a6 ,- coeff(expand(P),lambda,6): 
a7 .- coeff(expand(P),lambda,7) : 
aS .- coeff(expand(P) , lambda,S) : 
k a := aO/aS: 
* D_j = a n-j - k_a*a_j 
bO ,- aS - k a*aO: 
bl . - a7 - k a*al: 
-b2 ,- a6 - k a*a2 : 
b3 co- aS - k a*a3: 
b4 .- a4 - k a*a4: Page.} 
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b5 ,- a3 - k airaS: 
-
bi ,- a2 ,- - k a*a6: 
b7 ,- al - k a*a7: 
k b := b7lbO: 
ft c j = b j - k_b*b_n-1-j 
cO := bO - k b*b7: 











b2. - k: 
b3 - k: 
b4 - k 
bS - k: 
b6 - k 






# d_j = c_j - k_c ilre_n-2-j 
dO .- cO - k c irc6: 
dl ,- cl - k e*eS: 
d2 .- c2 - Je c*c4: 
-d3 ,- cl - Je c*c3: 
d4 ,- c4 - Je c*c2: 
dS .- cS - Je c*c1: 
k d := d5/dD: 
eO ,- dO - le: d*dS: 
el ,- d! - le: d*d4: 
e2 ,- d2 - k d*d3: 
-
el ,- dl - Je d*d2: 
e4 .- dot - k d*dl: 
k: e ,- e4ldO: 
-
fG .. - eO - k:. e*e4: 
fI ,- el - k e*e3: 
f2 .- e2. - Je e*e2: 
fl . - e3 - k e*el: 
k f := t3/fO: 
gO .- fO - Je f*f3: 
gl .- fI - k:. f*f2: 
g2 ,- f2 - k:. f*fl: 
[> 
k_ Cl : = g2/q : 
hO := gO - l<:_f*g2: 
hl := g l - l<:_f*gl : 
k_h : = h1/g0: 
i O :,= g O - 1<: _f.g1.: 
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Figure D.2: Programme qui traite les conditions de stabilité de Raible. 
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