

















The Semantic Web [1] of Linked Data  [2]  is  continuously growing and changing




Several  approaches  have  already  been  proposed  to  store  and  query  versioned
Linked  Datasets.  However,  surveys  [4, 5]  have  shown  that  there  is  a  need  for  im­










efficient  result  cardinality  estimation,  streaming  results  and offset  support  to  enable
efficient usage within query engines.


















OSTRICH  is  the  implementation  of  a  compressed  RDF  archive  indexing
technique [6] that offers efficient triple pattern queries in, between, and over different
versions.  In order  to  achieve efficient querying  for  these different query  types, OS­
TRICH  uses  a  hybrid  storage  technique  that  is  a  combination  of  individual  copies,
change­based and timestamp­based storage. The initial dataset version is stored as a
fully materialized and immutable snapshot. This snapshot  is stored using HDT [10],
which  is  a  highly  compressed,  binary  RDF  representation.  All  other  versions  are
deltas, i.e., lists of triples that need to be removed and lists of triples that need to be
added. These deltas are relative to the initial version, but merged in a timestamp­based












ostrich)  a module  for  resolving  triple  patterns with  a  versioning  context  against  an
OSTRICH dataset. Furthermore,  as versions within  the SPBv benchmark are  repre­

































SELECT ?s ?p ?o WHERE { 
 GRAPH <http://graph.version.4> { ?s ?p ?o } 
} 
Listing  1:  Version  Materialization  query  for  the  ?s ?p ?o  pattern  in  version
http://graph.version.4 in SPV’s named graph representation.
SELECT * WHERE { 
 GRAPH <http://graph.version.4> { ?s ?p ?o } . 
 FILTER (NOT EXISTS { 




between  version  http://graph.version.1  and  http://
graph.version.4 in SPV’s named graph representation.
SPARQL Engine




For  transforming  DM  named­graph­based  queries,  GRAPH  clauses  with  corre­
sponding FILTER­NOT EXISTS­GRAPH  clauses  for  the  same pattern  in  the  same
scope are detected. The  rewriter unwraps  the equal pattern(s),  and constructs a DM
version context with a  starting and ending version  identifier. The  starting version  is
always the smallest of the two graph URIs, and the ending version is the largest, as­
suming lexicographical sorting. If the graph URI from the first pattern is larger than













As  the  MOCHA  challenge  requires  running  a  system  within  the  Docker­based












For  the used configuration, our system is able  to  ingest 29,719  triples per second
for  the  initial version, and 5,858 per second for  the following changesets. The com­
plete dataset requires 17MB to be stored using our system. The initial version inges­
tion is significantly faster because the initial version is stored directly as a HDT snap­










query types, as shown in Table 2.  In  summary,  the query of  type 1  (queries  starting
with a 1­prefix) completely materializes  the  latest version,  type 2 queries within  the
latest version, type 3 retrieves a full past version, type 4 queries within a past version,
type 5 queries the differences between two versions, and type 8 queries over two dif­
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SPARQL engine  platform. Preliminary  results  show  fast  query  evaluation  times  for
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