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A Lindenmayer IL scheme is codeterministic if each string in the alphabet of the 
scheme is directly derivable from at most one string. Codeterminism is decidable for IL 
schemes. Equivalence is decidable for codeterministic IL schemes and it is also decidable 
for DIL schemes. An IL system is codeterministic if each string in the language of the 
system is directly derivable from at most one string in that language. Although codeter- 
minism is undecidable even for OL systems, it is decidable for those IL systems that 
generate regular languages. These results concerning IL schemes and systems are obtained 
by applying the theory of single valued u-transducers after observing: For each IL scheme 
S there is an a-transducer T(S) such that a string y is directly derivable from a string x 
via S if and only if y is in T(S)x. Codeterministic OL systems cannot exhibit surface am- 
biguity, but they may exhibit production ambiguity where these ambiguity concepts are 
understood in the sense of Reedy and Savitch. 
1. INTRODUCTION 
In 1968 A. Lindenmayer [q introduced parallel rewriting systems as models of develop- 
ment of filamentous organisms. The study of these systems has become a major subdivision 
of formal language theory [4, 7, 91. 0 ur concern will be with the Lindenmayer, L, 
systems that arise in modeling situations in which the behavior of cells may be effected 
by their interaction, I, with neighboring cells. Such systems are called IL systems. An 
IL system consists of an IL scheme of rewrite rules, which may be used to model the 
transitions that constitute development, and a specified string called the axiom, which 
may be used to model an initial state of an organism. The language generated by an IL 
system is the set of all strings derivable from the axiom of the system by means of the 
rewriting scheme of the system. An L scheme or system without interactions is called 
an OL scheme or system. 
The specific purpose of this article is to introduce for study a new class of IL systems, 
the codeterministic systems. The general purpose is to tie the study of Lindenmayer 
systems back to classical formal language and automata theory by means of the transducer 
concept. This is done by converting IL schemes into u-transducers in Section 3 and 
deriving results on IL schemes and systems from results concerning single-valued a- 
transducers. An IL scheme is codeterministic if each string in the alphabet can be directly 
derived from at one most string. An IL system is codeterministic if each string in the 
language generated by the system can be directly derived from at most one string in the 
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language of the system. A language is codeterministic if it is the language of a codeter- 
ministic system. Two circumstances suggest that codeterministic languages may repay 
study: (i) Codeterminism is dual to the important concept of determinism and rather 
closely related to it. (ii) Each string in a codeterministic language contains the history 
of its development and this history can be determined from the string uniquely, except 
possibly for a fixed loop at the axiom as explained in the discussion of S(c) in Section 7. 
From the u-transducer formulation of IL schemes in Section 3 we obtain the decidabi- 
lity of codeterminism of IL schemes in Section 4. Decidability of equivalence is de- 
monstrated for codeterministic IL schemes and also for deterministic IL schemes in 
Section 5. Although codeterminism is undecidable even for OL systems, codeterminism 
is shown in Section 6 to be decidable for those IL systems that generate regular languages. 
In Section 7 we discuss codeterminism in relation to the concepts of surface and produc- 
tion ambiguity as defined by Reedy and Savitch [8]. Shyr and Thierrin [12] have initiated 
the study of a special class of codeterministic schemes, those that are also deterministic 
and OL. They call such schemes MOL schemes. We expect the comparison of their 
work with the present article to suggest further results. See [3]. 
As references on Lindenmayer systems and on u-transducers we suggest [4] and [2] 
respectively. As general references on formal language theory we suggest [5] and [lo]. 
We use h to denote the empty string. 
2. DEFINITIONS 
We rely on Herman and Rozenberg [4] for complete definitions concerning Linden- 
mayer schemes and systems. Here we merely establish our notation. Let m and n be 
non-negative integers. An (m, n) scheme S = (A, g, P) consists of a finite alphabet A; 
a special symbol g, not in A, used to represent the background of strings; and a finite 
set of (m, n)-conditioned production rules P. The set P determines a binary relation 
=x~ , sometimes written simply 3, in A+ x A* in the usual way. When x 3 y we say 
that x directly derives y. For the purposes of the present article: the empty string directly 
derives no string at all via any scheme. The reflexive transitive closure of *g is donoted 
z-,* . An (m, n) system G = (A, g, P, a) consists of the three members of an (m, n) 
scheme (A, g, P) and a string a in A+ called the axiom of G. The language generated by 
G is {x E A* 1 a =E-$ x}. 
For comparison with the following definition, notice that an (m, n) scheme S is deter- 
ministic if and only if for each x in A+ there is at most one y in A for which x +Q y. We 
obtain the following definition by applying ‘at most one’ to x instead of y. 
DEFINITION 1. An (m, n) scheme S = (A, g, P) is codeterministic if for each y in A* 
there is at most one x in A+ for which x =z-~ y, 
We could define a codeterministic (m, n) system (A, g, P, a) to be one for which the 
scheme (A, g, P) is codeterministic, but thiswould be simplistic andwould avoid interesting 
questions. (Compare Section 6 with Section 4.) Instead we make the following more 
subtle definition. 
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DEFINITION 2. An (m, n) system G = (A, g, P, a) is codeterministic if for each y 
in A* (equivalently, in the language generated by G) there is at most one x in the language 
generated by G for which x a8 y. 
For the concepts associated with a-transduction we give complete definitions which 
are different in form but not in substance from standard definitions [2]. 
DEFINITION 3. An a-transducer T is a 6-tuple (K, A, B, E, I, F) where: 
(i) K, A and B are finite sets called the set of states, the input alphabet, and the 
output alphabet, respectively; 
(ii) E is a finite subset of K x A* x B* x K called the set of edges of T; 
(iii) I and F are subsets of K called the set of initial and final states, respectively. 
Let T = (K, A, B, E, I, F) be an a-transducer. We say that two not necessarily 
distinct edges given in a specified order (qi , a, b, qj), (qr , a’, b’, qJ are abutted if qi = qv . 
A transduction is a finite sequence of abutted edges (q,, , a, , b, , ql) ,..., (qi_l , ai , bi , qi) ,..., 
(qn-l , a, , b, , qn) where q. is in I and q,, is in F. Such a transduction is said to be a 
transduction with input a, ... ai ‘.. a,, and output b, ... bi ... 6,. For each a in A* we 
define T(a) = (b E B* 1 there exists a tranduction with input a and output b}. The 
transducer T provides a binary relation ((a, b) 1 a E A*, b E T(a)) C A* x B*. The domain 
of T is {a E A* 1 T(a) # @a>. 
An a-transducer is often required to have only a single initial state. If desired, any 
a-transducer as defined above can be altered by adjoining an extra state q not in K, 
replacing I by {q} and adjoining extra edges as in automata theory. 
DEFINITION 4. An a-transducer T = (K, A, B, E, I, F) is single-valued if for each 
a in A*, T(a) is either empty or a singleton. 
Notice that for an a-transducer T the following are equivalent: (i) T is single-valued; 
(ii) Two transductions with the same input have the same output; (iii) The relation 
defined in A* x B* by T is a partial function. 
DEFINITION 5. A-transducers T = (K, A, B, E, I, F) and T’ = (K’, A, B, E’, I’, F’) 
are equivalent T = T’, if T and T’ determine the same relation in A* x B*, i.e. if for 
all a in A* and b in B*: b E T(a) 0 b E T’(a). 
DEFINITION 6. With each a-transducer T = (K, A, B, E, I, F) we associate a second 
a-transducer T-l = (K, B, A, E’, I, F) where (qi , b, a, qj) is an edge of T-l precisely if 
(qi , a, b, qi) is an edge of T. 
Notice that for strings a in A* and b in B *: b E Ta o a E T-lb. In consequence of this, 
for a-transducers T and T’, T = T’ if and only if T-l .= (T’)-I. 
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3. THE CONVERSION OF IL SCHEMES INTO U-TRANSDUCERS 
We begin with an example. Consider the (1, 1) scheme 5’ = ({u}, g, {(g, a, g, au), 
(g, 6 a, aa4 (a, 4 4 4, (4 4 g> 4)). w e construct an u-transducer T = T(S) = 
(K, A, A, E, I, F) from S by constructing an edge of T from each production of S. From 
(g, a, g, au) we construct the edge (qsa , a, au, qa,J in the following steps: (i) The second 
and third terms of the edge are the second and fourth terms of the production, res- 
pectively. (ii) Collapse the first three terms of the production to form gag. (iii) Delete 
the last symbol from gag to form gu and use this sting as a subscript on 4 to form the first 
term of the edge, (iv) Delete the first symbol from gag to form ug and use this string as a 
subscript on q to form the last term of the edge. Similarly, the remaining three productions 
yield edges (qga , a, aaa, qaa), haa, a, 0, qaa), and haa, a, A, qag), respectively. The four 
edges we have constructed constitute E. For the set K of states of T we use the elements 
that appear as first and last terms in our edges. Here K = (qga , qao , qaa}. A state is 
initial if the left-most m = 1 symbol in its subscript is a g, and a state is final if the right 
most n = 1 symbol in its subscript is a g. Here I = {qsa} andF = {Pas}. From the scheme 
S we have constructed T = ({qga , qas , qaa>, {u>, ~4, {(qga , u, uu, qaJ, (qsa , u, uuu, qaa), 
(qaa ) u, u, qaa), (qaa , u, A, qa4, {qsa), {qa&. For x and y in A* x *Y if and only if 
y E T(S)x. This illustrates the principle stated in Theorem 1, below. 
The u-transducers constructed from IL schemes inevitably have a single symbol in A 
as the input associated with each edge. Notice that for OL schemes the associated u- 
transducers have only a single state, q,, , and that this state is both initial and final. Con- 
sequently, an OL scheme may be considered to be an alternate formalism for a single 
state non-deterministic generalized sequential machine. 
THEOREM 1. For each IL scheme S = (A, g, P) there is an a-trunsduzer T(S) = 
(K, A, A, E, I, F) for which, for x in A* and y in A*: x asy if and only if y E T(S)x. 
Proof. Let S = (A, g, P) b e an (m, n) scheme. We construct the set E of edges of an 
u-transducer T = T(S) = (K, A, A, E, I, F) by forming from each (x(0) ... x(m - l), 
x(m), x(m + 1) .** x(m + 4, 4 in P the edge (qs(o)...z(m+n-l) , 44 z, qr(l)...e(m+n)). 
Then K is the set of all the first and last terms from the edges; I consists of those states 
for which the left most m symbols in the subscript are g’s; and F consists of those states 
for which the right most n symbols in the subscript are g’s. 
Let x and y be arbitrary elements of A+ and A* respectively. Let x = x(o) x( 1) **a x(p), 
wherex(i)isinAforO<i<p.Definex(l +$)=..*=x(n+p)=gandx(-l)=*** 
= x(-m) = g. Then x * y if and only if there are productions (x(-m) *** x(- 1), 
x(o), x(1) 0.. x(n>,y(o)), (x(-m + 1) *a* x(o), x(l), x(2) *.a x(n + l),y(l)),..., (x(P - 4 *** 
x(P - l), x(P), x(9 + 1) *.* x(p + n), y(p)) where the y(i), o < i <p, are in A* and 
y(o) y(1) ... y(p) = y. But also y E TX if and only if there are edges (q3c(_m)...z(n_1) , 
x(o), y(o), 4&m+1b..&), GM-m+1br(n) 7 x(l), Y(l), Qz(-m+2)...~(n+l)),..., ~4rhd...z(n+p-1) Y 
x(P), Y(P), qzbm+lb4+~)) such that y(o) y( 1) *** y(p) = y. A review of the construction 
of the edges of T confirms the theorem. 
Notice that Theorem 1 implies that, for IL schemes S and S’, S = S’ if and only if 
T(S) = T(S’). 
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4. DECIDABILITY OF CODETERMINISM FOR IL SCHEMES 
THEOREM 2. Codeterminism is decidable for IL schemes. 
Proof. With each IL scheme S = (A, g, P) we have by Theorem 1 the associated 
transducer T(S) and then also T(S)-l. For any strings x in A* and y in A* we have 
x *s y e>y E T(S)x 0 x E T(S)-ly. Observe that S is codeterministic precisely if 
T(S)-l is single-valued. By Corollary 4 of [l], single-valuedness of a-transducers is 
decidable and consequently codeterminism of IL schemes is decidable. 
In order to convert the proof above into an explicitly stated algorithm, [l] requires the 
computation of an integer k. For each edge e = (qi , u, v, qj) of T(S)-l let #e be zero 
if u is the blank and otherwise let #e be one less than the number of symbols in u. Let 
k = k(T(S)--i) be the number of states in T(S)-l pl us the sum of the #e for all edges e. 
Algorithm. To decide whether an IL scheme S = (A, g, P) is codeterministic 
construct the a-transducer T(S)-l and compute K = K( T(S)-l.) Then S is codeterministic 
if and only if for each y in the finite set of strings in A* having length not greater than 
2K’ - 1, x *s y (or, equivalently, x E T(S)-’ y) holds for at most one x in A+-. 
5. DECIDABILITY OF EQUIVALENCE FOR CODETERMINISTIC IL SCHEMES 
THEOREM 3. Equivalence is decidable for codeterministic schemes. 
Proof. Let S = (A, g, P) and s’ = (A, g, P’) be codeterministic. Then S f S’ * 
T(S) = T(S’) + T(S)-1 = T(S’)-l and, since S and S’ are codeterministic, T(S)-l and 
T(S’)-l are single-valued. By Corollary 3 of [l] e q uivalence of single-valued a-transducers 
is decidable and consequently equivalence of codeterministic schemes is decidable. 
For k = K(T(S)-l) and k’ = k(T(S’)-l) we have by Sect. 3 of [l]: 
ALGORITHM. Codeterministic schemes S = (A, g, P) and S’ = (A, g, P’) are 
equivalent if and only if for each y in the finite set of strings in A* having length at most 
2kk’ - I , x 2 s y 0 x *$I y (or, equivalently, x E T(S)-ly 0 x E T(S’)-l y). 
Notice that if S is codeterministic and S’ is arbitrary, equivalence is still decidable by, 
for example, deciding whether S is codeterministic and, if it is, then deciding equivalence. 
Corollary 2 of [l] provides a shorter procedure in some cases. 
Equivalence of deterministic schemes is likewise decidable by Corollary 3 of [I], 
applied in this case to T(S) and T(S’). 
PROPOSITION 1. Equivalence is decidable for DIL schemes. 
6. CODETRRMINISM OF IL SYSTEMS 
Unfortunately, as shown below, codeterminism is not decidable for IL systems nor 
even for OL systems. Our strongest decidability result for IL systems is the following. 
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THEOREM 4. Codeterminism is decidable for IL systems that generate regular 
languages. 
Proof. Let G = (A, g, P, a) be an IL system that generates a regular language L. 
We describe an algorithm for deciding whether G is codeterministic. Using Theorem 1, 
construct the a-transducer T = (K, A, A, E, I, F) associated with the scheme of G. 
Recall that for each edge (qi , a, b, qJ of T, a E A. Let R = (K’, A, E’, I’, F’) be a finite 
state automaton that recognizes L, where K’, I’, and F’ are the states, initial states, and 
final states, respectively, of R and E’ is the set of edges of R. Let TR be the a-transducer 
(K x K’, A, A, G, I x I’, F x F’) where the set G of edges of TR consists of those 
quadruples ((at, CL), a, 4 (nj , CL,>> f or which (qi, a, b, qj) is in E and (qu, a, qv) is in E’. 
Make the following three observations: (1) domain TR = L A domain T; (2) (TR)x = TX 
for all x in domain TR; and (3) (TR)-ly = L n (T-ly) for ally in A*. Then G is codeter- 
ministic precisely if (TR)-l is single-valued. Using Corollary 4 of [I] decide whether 
( TR)-1 is single-valued. 
Our proof that codeterminism of OL systems is undecidable follows the familiar 
pattern of Theorem 14.7 of [5]. With each positive integer n and each list (ul , q),..., 
@?z 9 v,) of ordered pairs of finite sequence ui , vi of zeros and ones, we associate a Post 
correspondence probZem: Does there exist a nonempty sequence i(l),..., i(h) of subscripts 
for which Us *.. z+tk) = vi(i) **. vitk) ? It is known (see page 280 of [lo]) that there is no 
algorithm which will answer correctly the class of all such correspondence problems. 
When no production of an OL system G = (A, P, a) has the blank on the right, G is 
called a propagating OL system, abbreviated POL. 
PROPOSITION 2. Codeterminism is undecidable for POL systems that generate linear 
languages. 
Proof. With each correspondence problem as described above we associate the 
POL G = ({a, b, c, o, l} (a-+ oi 1 b ui 1 1 < i < n} u (a+ oi 1 c vui / 1 < i < n} u 
{b+oilbui\l <i<n}u(c-+oilcviI1 <i<nj~{b-+l,c-+l,o+o, l-l}, 
a). A linear grammar generating the same language that G generates can be given imme- 
diately. The Proposition follows on observing that G is codeterministic precisely if the 
correspondence problem with which it is associated has no solution. 
7. CODETERMINISM AND AMBIGUITY OF OL SYSTEMS 
We will compare the concept of codeterminism with several concepts introduced by 
Reedy and Savitch in [8]. We paraphrase the definitions of surface ambiguity and produc- 
tion ambiguity from [l 11. 
The relation * defined by an OL system G = (A, P, a) provides a (possibly infinite) 
digraph structure for the language L generated by G. With each c in L is associated the 
full subdigraph S(c) on the set of all b in L for which a ** b =s-* c. The system G is 
said to posses surface ambiguity if for some c in L the condensation digraph of S(c) fails 
to be a chain. If G is codeterministic and the axiom has no predecessor then the digraph 
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structure of L is a (possibly infinite) tree. If G is codeterministic and the axiom has a 
predecessor then the digraph structure may be described briefly as a single oriented 
loop containing the axiom with (possibly) trees growing from some of the finite number 
of nodes of the loop. In either case any S(c) is at worst an oriented loop with a single chain 
at one node and therefore the condensation digraph is a chain. Thus surface ambiguity is 
excluded from codeterministk systems. 
An OL system G = (A, P, a) has production ambiguity if there are strings x and y in 
the language generated by G and productions a, + b, , . . ..a. + b, , a, -+ cl ,..., a, -+ c,~ 
such that for at least one i (I < i < n) bi # ci , yet x :-= a, ... a, and y = b, ... b, --= 
cr ‘.’ c,< . The system G = {(a, b, c, d, e,f}, {a + bc, b + d, b ---f de, c + ef, c + f, 
d -+ dd, e - e, f-f>, a) is easily verified to be codeterministic and yet bc + def occurs 
in two ways: hc + (d)(ef) and bc + (de)(f ). Th us codeterminism does not preclude production 
ambiguity. 
Reedy and Savitch have defined an OL system to be unambiguous if it possesses neither 
surface nor production ambiguity. They have shown [8] that any DOL system is un- 
ambiguous. The example in the previous paragraph therefore shows that a codeter- 
ministic 01, system need be neither deterministic nor unambiguous. Since the DOT, 
system G = ({a, b, c}, {a --+ b, b + c, c--f b}, a) is not codeterministic, if follows that 
neither determinism, unambiguity, absence of production ambiguity, nor absence of 
surface ambiguity imply codeterminism of an OL system. 
Every infinite DOL system is codeterministic and consequently by applying an algorithm 
of Vitinyi [I 31 we have: Codeterminism is decidable for DOL systems. In more detail, 
we let G = (.4, P, a) be a DOL system and L be the language it generates. To decide 
if G is codeterministic, first decide if L is finite by using, say, Corollary 3 page 83 of 1131. 
Now I, consist of the terms of the sequence a * a, => ... :* ui -* ... If L is infinite then 
the sequence contains no repetition and consequently G is codeterministic. If L is finite 
then some string occurs twice in the sequence. Suppose ui is the first element that is equal 
to a previous element. In this case L is codeterministic if and only if ai = a. 
We close with a pair of questions: 1. Is equivalence decidable for codeterministic OL 
systems? 2. Is surface ambiguity decidable for 01, svstems that generate regular 
languages ? 
Kate added itr proof. Theorems I, 2, 3, and 4 remain valid when ‘IL’ is replaced by ‘TIL’. 
The definitions of codeterministic TIL schemes and systems are given by the same predicates 
as in Definitions I and 2. For a TIL scheme S = (A, g, P, ,..., P,) use T(S) = U{T(S,) ~ I 
i : n: where, for each Si = (A, g, Pi), T(S,) IS constructed as in the proof of Theorem I. With 
the reference of T(S) so changed the proofs of Theorems 2, 3, and 4 for the TIL situation require 
no change. 
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