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GROWTH OF HIGHER SOBOLEV NORMS FOR ENERGY CRITICAL NLS
ON IRRATIONAL TORI: SMALL ENERGY CASE
YU DENG
Abstract. We consider the energy critical nonlinear Schro¨dinger equation on generic irrational
tori T3λ. Using the long-time Strichartz estimates proved in [8], we establish polynomial upper
bounds for higher Sobolev norms for solutions with small energy.
1. Introduction
Consider the 3D quintic, defocusing nonlinear Schro¨dinger equation,
(i∂t +∆)u = |u|4u, (1.1)
on R× T3λ, where T3λ is a rectangular torus
T3λ =
3∏
j=1
R/(λiZ), λ = (λ1, λ2, λ3).
It has been proved (see [11, 12] and [10, 20, 21]) that (1.1) is globally well-posed in H1(T3λ) with
conserved energy
Eλ[u] =
∫
T3λ
(
1
2
|∇u|2 + 1
6
|u|6
)
dx, (1.2)
and moreover, if the initial data u(0) ∈ Hs(T3λ) for some s > 1 then u(t) ∈ Hs(T3λ) for all time.
In this paper we are interested in controlling the possible growth of the Hs norm of u in time for
generic irrational tori, in the small energy regime. We prove the following:
Theorem 1.1. There exists a set W ⊂ (R+)3 with Lebesgue measure zero, such that for each
λ ∈ (R+)3 − W , there exists a constant η > 0 depending on λ such that, for any s > 1, and
any solution u to (1.1) with energy Eλ[u] ≤ η2 and initial data u(0) ∈ Hs(T3λ), as described in
Proposition 2.9 below, one has that
‖u(t)‖Hs(T3λ) . max
(‖u(0)‖Hs(T3λ), |t|300(s−1))
for any time t ∈ R. Here and below the implicit constants depend on λ and s, but not on t.
Remark 1.2. To the best of the author’s knowledge, this is the first result establishing polynomial
growth of higher Sobolev norms for an energy critical equation on a compact domain.
Remark 1.3. Note that, for rational tori, where λ2j are rational multiples of each other, our argument
completely fails, and one does not know whether Theorem 1.1 is still true in this case. This
demonstrates the fundamental difference between rational and irrational tori in terms of long-time
dispersion properties. (See also [7], Appendix A, for a discussion of this difference in terms of
random data theory.)
Remark 1.4. We can identify some specific elements of (R+)3 − W . For example, by slightly
modifying the proof, one can show that the conclusion of Theorem 1.1 holds for λ = (λ1, λ2, λ3),
possibly with different powers of |t|, in each of the following two cases:
1
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(1) When λ2j are algebraic numbers that are linearly independent over Q, for example when
λ = (1, 4
√
2, 4
√
3).
(2) When the ratio of two of λ2j is an irrational number with finite irrationality measure, for
example when λ = (1, π, e).
Remark 1.5. The natural question left open by Theorem 1.1 is, whether the result remains true for
solutions with arbitrarily large energy. It is expected that one needs to combine the tools in the
current paper with the profile decomposition techniques (see for example [12]), but as of now it is
still not clear how this can be done.
1.1. Backgrounds, and main ideas. The possible growth of the Hs (s > 1) norm of solutions to
a nonlinear Schro¨dinger equation is linked to the weak turbulence phenomenon, where the solution
transfers energy from low to high frequencies over time, causing the Hs norm to grow while the
energy stays bounded. An upper bound for the Hs norm in time can be seen as a control on how
fast this energy transfer can happen.
In general, for a nonlinear Schro¨dinger equation that is locally well-posed in H1, one can easily
obtain an exponential upper bound for the Hs norm,
‖u(t)‖Hs . eC|t|‖u(0)‖Hs ,
by iterating H1 local theory and using preservation of regularity arguments. A breakthrough was
made by Bourgain in [1], where he used the “high-low method” to improve this to a polynomial
upper bound, in the case of cubic nonlinearity in 2D and 3D. Further improvements and extensions
to other dimensions, nonlinearities, and other dispersive models have since been made by different
authors, see [2, 3, 5, 6, 9, 15, 16, 17, 18, 19, 23, 24] and references therein.
Note that, all the above-mentioned results apply for energy subcritical equations; this is due to
the nature of Bourgain’s high-low method. To illustrate, assume for now that we have an energy
subcritical nonlinearity N (u) instead of |u|4u in (1.1), and that Eλ[u] ≤ η2. To obtain a polynomial
bound for ‖u(t)‖Hs , it is crucial to prove an inequality of form
‖u(t+ 1)‖2Hs − ‖u(t)‖2Hs . ‖u(t)‖2(1−θ)Hs (1.3)
for some θ > 0. Let t = 0; choosing a parameter N , we can make a high-low decomposition
u = v + w, where
v(0) = P≤Nu(0), (i∂t −∆)v = N (v).
Intuitively speaking, v consists of frequencies . N while w consists of frequencies & N . The energy
of v is conserved, so
‖v(1)‖Hs . N s−1‖v(1)‖H1 . N s−1.
On the other hand, the equation satisfied by w has the form
(∂t − i∆)w = N1(v)w +N2(v)w +N3(v,w,w),
with N3 containing at least two factors of w. Now, the term N1(v)w is consistent with (almost)
conservation of Hs norm of w, the term N2(v)w is acceptable due to time non-resonance, and the
term N3(v,w,w) is also under control, precisely due to the subcritical nature of N . In fact, by H1
local theory we can bound v and w in X1,b[0, 1] for b = 1/2+ (see Definition 2.10), and under the
subcritical assumption one has∥∥∥∥
∫ t
0
ei(t−t
′)∆N3(v(t′), w(t′), w(t′)) dt′
∥∥∥∥
Xs,b[0,1]
. O‖v‖
X1,b [0,1]
,‖w‖
X1,b[0,1]
(1) · ‖w‖Xs,b [0,1]‖w‖Xρ,b[0,1],
(1.4)
where ρ is the critical index of the nonlinearity, which is strictly less than 1. Since w is contains
frequencies & N , this gains a negative power of N for the N3 term, which translates into an
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inequality of type
‖u(1)‖2Hs ≤ ‖u(0)‖2Hs +O(1)(N−θ‖u(0)‖2Hs +N2(s−1)), (1.5)
and ultimately implies (1.3) by optimizing N .
The above argument clearly does not work for the energy critical equation (1.1). Instead, for
generic irrational tori, we will rely on the long-time Strichartz estimate proved in [8], which implies,
for example, that
sup
|I|=Nγ
‖P≥Nu‖L10t,x(I) . η
for some γ > 0 uniformly in N , if u is a solution to the linear Schro¨dinger equation with E[u] ≤ η2.
If this estimate can be shown also for the nonlinear solution u, then the norm1
‖u‖SN := sup
|I|=Nγ
‖P≥Nu‖L10t,x(I)
can be used to substitute the Xρ,b norm appearing in (1.4) and, instead of gaining a negative power
N−θ over time 1 as above, allows for a uniform control for the nonlinearity over time Nγ . This
implies, as a repacement of (1.5), that
‖u(Nγ)‖2Hs . 2‖u(0)‖2Hs +N2(s−1),
which again gives polynomial growth. For details see Section 3.1.
It remains to control ‖u‖SN for the nonlinear solution u. This is in fact extremely delicate, as
we are in the critical setting and any kind of loss cannot be allowed. For large energy solutions it is
currently unknown how to achieve this. In the small energy regime, the idea is to use the Duhamel
formula and set up a bootstrap argument. For example, we have
PNu(t) = e
it∆PNu(0) − i
∫ t
0
ei(t−t
′)∆PN (|PKu(t′)|4PNu(t′)) dt′
if we consider the |PKu|4PNu component in the nonlinearity with K ≤ N . Here, the danger
is that we need to control the nonlinearity over time Nγ , while the bootstrap assumption only
allows for control of PKu over time K
γ . Fortunately we can resort to a trilinear Strichartz estimate
(Proposition 2.8), which is proved in [11] in the context of local well-posedness, and which allows us
to gain a power (K/N)1/20 providedK ≥ N1/100. WhenK < N1/100 the corresponding contribution
is almost nonresonant, and can thus be controlled using traditional Xs,b estimates. We believe this
long-time estimate is interesting in its own right, and may be applicable in other situations, for
example the random data problem for (1.1). For details see Section 3.2.
1.2. Notations. We will use χ to denote general cutoff functions, and 1E the characteristic func-
tion of a set E. We denote by C or O(1) any constant that may take different values at different
places, and write A . B if A ≤ O(1)B. These constants will depend on λ and s, but not on η. We
use the notation u˜ to denote either u or u.
After making the change of variables in Section 2, we will frequently use Lebesgue norms of
form LqtL
r
x(I ×T3), where I is an interval, and will subsequently abbreviate them as LqtLrx(I), and
LqtL
r
x[a, b] if I = [a, b].
We will use capital letters N,M,K, · · · to denote dyadic numbers in 2N. Define as usual the
Littlewood-Paley decomposition
1 =
∑
N
PN , (1.6)
where
P̂Nf(k) =
[
ϕ(k/2N) − ϕ(k/N)]f̂(k), N ≥ 2; P̂1f(k) = ϕ(k)f̂ (k),
1Actually we are using a variation of this norm, measuring Lq
′
t,x norm over time 1 intervals, and taking ℓ
q norm
for these intervals; see Definition 2.3.
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and ϕ(y) = ϕ(|y|) is a radial smooth function that equals 1 for |y| ≤ 1 and equals 0 for |y| ≥
2. Define projections like P≤N or P≥N accordingly. For each fixed N , define another kind of
decomposition
1 =
∑
B
PB, (1.7)
where B runs over the collection of balls of radius N centered at points in (NZ)3, and PB is defined
by
P̂Bf(k) = ψ
(
k − k0
N
)
f̂(k), if B = B(k0, N), k0 ∈ R3,
with ψ being a fixed compactly supported smooth radial function such that ψ ≡ 1 in a neighborhood
of 0, and ∑
k∈Z3
ψ(y − k) ≡ 1.
Note that PN and PB are bounded also in L
p spaces. We also need sharp cutoff functions, denoted
by PE for any set E ⊂ Z3, which are defined by
P̂Ef(k) = 1E(k)f̂(k).
In particular, let P0 = P{(0,0,0)} and P 6=0 = PZ3−{(0,0,0)}.
For each N , define the D-multiplier by
D̂Nu(k) = m(ξ)û(k), m(k) = θ(k/N), (1.8)
where θ(y) = θ(|y|) is a radial smooth function such that θ(y) = 1 for |y| ≤ 1 and θ(y) = |y|s−1 for
|y| ≥ 2. When N is fixed, we will omit the subscript and simply denote DN by D. Note that we
have the estimate
‖D(fg)‖Lp . ‖Df‖Lq‖Dg‖Lr (1.9)
for 1 ≤ p, q, r ≤ ∞ and 1/p = 1/q + 1/r, which follows from Leibniz rule and the definition of D.
1.3. Plan of the paper. In Section 2, we will collect the tools that will be needed in the proof of
Theorem 1.1. We will define the spacetime norms in Section 2.1, prove relevant linear and nonlinear
estimates in Sections 2.2 and 2.3, and review the small data global well-posedness result in Section
2.4. In Section 3 we will prove Theorem 1.1; the proof consists of two parts, the I-method argument
in Section 3.1, and the long-time Strichartz control in Section 3.2.
2. Preparations
First notice that, by a change of variables, one can reduce (1.1) to the equation
(i∂t +∆β)u = |u|4u, (2.1)
on R×T3, where T3 = (R/Z)3 is the standard square torus, and ∆β is the “anisotropic” Laplacian
∆β = β1∂
2
x1 + β2∂
2
x2 + β3∂
2
x3 , βi = λ
2
i . (2.2)
The corresponding conserved energy for (2.1) is
E[u] :=
∫
T3
(
1
2
3∑
i=1
βi|∂iu|2 + 1
6
|u|6
)
dx. (2.3)
Now we will focus on the equation (2.1). For simplicity we will write ∆ instead of ∆β.
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2.1. Definition of norms. Let us recall the definition of the various critical norms as in [11].
Definition 2.1 (Definition of Up and V p). Define a partition of R to be a sequence
P = {tm}Mm=0, −∞ < t0 < t1 < · · · < tM ≤ +∞.
Given 1 ≤ p < ∞ and a separable Hilbert space H, define a Up atom to be a function a : R → H
of form
a(t) =
M∑
m=1
1[tm−1,tm)φm−1,
where {tm}Mm=0 is a partition of R and φm ∈ H, and
M−1∑
m=0
‖φm‖pH = 1.
Define the space Up(R;H) by the norm
‖u‖Up(R;H) = inf
{ ∞∑
j=1
|γj | : u =
∞∑
j=1
γjaj, each aj is an U
p atom
}
. (2.4)
Define the space V p(R;H) by the norm
‖u‖V p(R;H) = sup
P
( M∑
m=1
‖u(tm)− u(tm−1)‖pH
) 1
p
, (2.5)
where one understands u(+∞) = 0 when tM = +∞. Moreover, we shall restrict to the (closed)
subspace of V p(R;H) consisting only of right continuous functions u such that limt→−∞ u(t) = 0.
Definition 2.2 (Definition of spacetime norms). Let s ∈ R and u : R×T3 → C. Define the norms
‖u‖Up∆Hs = ‖e
−it∆βu‖Up(R:Hs(T3)), (2.6)
and
‖u‖V p∆Hs = ‖e
−it∆βu‖V p(R:Hs(T3)). (2.7)
Moreover, define
‖u‖Xs =
( ∑
k∈Z3
〈k〉2s∥∥eiQ(k)tû(t, k)∥∥2
U2(Rt;C)
) 1
2
(2.8)
and
‖u‖Y s =
( ∑
k∈Z3
〈k〉2s∥∥eiQ(k)tû(t, k)∥∥2
V 2(Rt;C)
) 1
2
, (2.9)
where û denotes the Fourier transform in space, and
Q(k) = β1k
2
1 + β2k
2
2 + β3k
2
3, for k = (k1, k2, k3).
For any compact interval I ⊂ R, define also the local-in-time spaces Xs(I) and Y s(I) by
‖u‖Xs(I) = inf
v≡u on I
‖v‖Xs , ‖u‖Y s(I) = inf
v≡u on I
‖v‖Y s .
When I = [a, b] we also abbreviate Xs[a, b] and Y s[a, b].
In addition to the Xp and Y p spaces, we will also use the traditional Xs,b norms, namely
‖u‖Xs,b =
( ∑
k∈Z3
∫
R
〈k〉2s〈ξ +Q(k)〉2b|Ft,xu(k, ξ)|2 dξ
)1/2
, ‖u‖Xs,b(I) = inf
v≡u on I
‖v‖Xs,b . (2.10)
Finally, we will define a long-time Strichartz norm, which will play a crucial role in the proof of
Theorem 1.1.
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Definition 2.3. Let 7/2 ≤ q ≤ 4, 5 ≤ q′ ≤ 12. For any N ≥ 1 and any finite interval J , define
‖u‖
Sq,q
′
N,J
:=
(∑
m∈Z
(
N
5
q′
− 1
2‖u‖
Lq
′
t,x([m,m+1]∩J)
)q) 1q
, (2.11)
and
‖u‖SqN,J =
(∑
m∈Z
(
sup
5≤q′≤12
N
5
q′
− 1
2 ‖u‖
Lq
′
t,x([m,m+1]∩J)
)q)1q
. (2.12)
Notice that
‖u‖SqN,J ∼ max
(‖u‖Sq,6N,J , ‖u‖Sq,12N,J )
by Ho¨lder, and that ‖u‖SqN,J and ‖u‖Sq,q′N,J are both decreasing in q.
2.2. Linear estimates. In this section we collect the standard linear Strichartz and embedding
estimates as in [11], [10], [20]. We will also prove Proposition 2.7, which is a consequence of the
long-time Strichartz estimates established in [8].
Proposition 2.4 (Strichartz estimates). Let I be a time interval with length |I| . 1. We have the
following estimates.
(1) Homogeneous Strichartz estimates:∥∥eit∆PNf∥∥Lqt,x(I) . N 32− 5q ‖PNf‖L2 , (2.13)
for any fixed q > 10/3. The same estimate holds for PBf for any ball B of radius N , and
an improved estimate
∥∥eit∆PCf∥∥Lqt,x(I) . N 32− 5q
(
#C
N3
) 1
2
− 5
3q
−ε
‖PCf‖L2 (2.14)
holds for any fixed ε > 0 and any set C ⊂ Z3 with diameter not exceeding N .
(2) Inhomogeneous Strichartz estimates: let t0 ∈ I and
IG(t) =
∫ t
t0
ei(t−t
′)∆G(t′) dt′ (2.15)
be the Duhamel operator, then for any q1 > 10/3 and 1 ≤ q2 < 10/7, one has
‖IPNG‖Lq1t,x(I) . N
5
q2
− 5
q1
−2‖PNG‖Lq2t,x(I). (2.16)
Proof. The scaling invariant Strichatrz estimate (2.13) is proved in [13]; moreover one actually has
the estimate
‖eit∆P≤Nf‖Lqt,x(I) . N
3
2
− 5
q ‖P≤Nf‖L2 . (2.17)
The corresponding result for PB follows from (2.17) and Galilean symmetry. Now (2.14) is a
consequence of (2.13), if one interpolates between q = 10/3 + ε/10 (which follows from (2.13) for
PBf , since PCf = PBPCf for some suitable B) and q =∞, and notices that∥∥eit∆PCf∥∥L∞t,x(I) . (#C)1/2‖PCf‖L2 ,
which follows from Hausdorff-Young and Ho¨lder. Finally, (2.16) follows from Christ-Kiselev Lemma,
the Strichartz estimate ∥∥eit∆PNf∥∥Lq1t,x(I) . N 32− 5q1 ‖PNf‖L2 , (2.18)
and the dual Strichartz estimate∥∥∥∥
∫
I
e−it
′∆PNG(t
′) dt′
∥∥∥∥
L2
. N
5
q2
− 7
2 ‖PNG‖Lq2t,x(I).
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
Proposition 2.5 (Properties of Xs and Y s spaces). We have the following estimates.
(1) Embeddings: we have
Up(R;H) →֒ V p(R;H) →֒ U q(R;H) →֒ L∞(R;H) (2.19)
for any 1 ≤ p < q <∞, and
U2∆H
s →֒ Xs →֒ Y s →֒ V 2∆Hs. (2.20)
In paricular one has
‖u(t)‖Hsx . ‖u‖Xs(I) (2.21)
for any t ∈ I if u is weakly left continuous in t.
(2) Linear and Strichartz estimates: for any finite interval I we have
‖eit∆f‖Xs(I) . ‖f‖Hs . (2.22)
Moreover, if |I| . 1 we have the Strichartz estimates
‖PNu‖Lqt,x(I) . N
3
2
− 5
q ‖PNu‖Uq∆L2(I) . N
3
2
− 5
q ‖PNu‖X0(I), (2.23)
and the same for PBu if B is any ball of radius N , for any fixed q > 10/3.
(3) Duality: for s ≥ 0, T > 0 and any u we have
‖Iu‖Xs([t0,t0+T )) ≤ sup
{∣∣∣∣
∫
[t0,t0+T )×T3
u(t, x) · v(t, x) dxdt
∣∣∣∣ : ‖v‖Y −s([t0,t0+T )) = 1
}
, (2.24)
where the Duhamel operator I is defined in (2.15).
Proof. For the proof of (2.19) and (2.20) see [11], Remarks 1 and 2, Propositions 2.3 and 2.8. As
a consequence we have (2.21), since by choosing an extension we may assume u ∈ Xs, thus
‖u‖L∞t Hsx . ‖u‖V 2∆Hs . ‖u‖Xs ,
and (2.21) follows using left weak-continuity. For (2.22) we may assume I = [a, b) by enlarging I,
and thus v(t) = 1[a,b)(t)e
it∆f satisfies
v̂(t, k) = 1[a,b)(t)f̂(k), ‖v̂(·, k)‖U2(R;C) . |f̂(k)|,
so (2.22) follows from the definition of Xs norm. Next, (2.23) follows from (2.13) by repeating the
proof of [11], Corollary 3.2, and using the embedding
X0 →֒ V 2∆L2 →֒ U q∆L2.
Finally (2.24) is proved (up to a time translation) in [11], Proposition 2.11, and the same proof
applies here with trivial modifications. 
Proposition 2.6 (Properties of Xs,b spaces). We have the following estimates.
(1) For any s and b, and any fixed smooth cutoff function χ, we have
‖χ(t)u‖Xs,b . ‖u‖Xs,b ; (2.25)
moreover, let
I ′G(t) = χ(t−m)
∫ t
m
e−i(t−t
′)G(t′) dt′
be the smoothly truncated Duhamel operator, then
‖I ′G‖Xs,b . ‖G‖Xs,b−1 (2.26)
for any s and any b ∈ (1/2, 1).
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(2) The Strichartz estimate
‖PNu‖Lqt,x(I) . N
3
2
− 5
q ‖u‖X0,b (2.27)
holds for any fixed b > 1/2 and q > 10/3, where I is any interval of length |I| . 1. The
same estimate is true for PBu if B is any ball of radius N , as well as the improvement for
PCu as in (2.14) when C has diameter not exceeding N .
(3) For any fixed ε > 0 and any fixed smooth cutoff χ, we have
‖χ(t)u‖Xs,1/4−ε . ‖u‖Xs . (2.28)
Proof. (2.25) and (2.26) are standard (the standard proof for (2.26) treats the case m = 0, but the
general case is no different); see for example [22], Section 2.6. Next, (2.27) and estimates for PBu
and PCu follows from the corresponding estimates in Proposition 2.4 and the following transference
principle, which follows from a standard representation formula for Xs,b functions (see [14])
If ‖eit∆Pf‖LqtLrx(I) . ‖Pf‖Xs , then ‖Pu‖LqtLrx(I) . ‖u‖Xs,b when b > 1/2,
where P is a certain projection (say PN , PB or PC). Now let us prove (2.28); we may assume s = 0.
By separating modes eik·x, we only need to prove
‖χ(t)g(t)‖
H
1/4−ε
t
. ‖g(t)‖U2
for any function g(t). In fact, (2.28) follows from applying this to eiQ(k)tû(k, t) for each k ∈ Z3,
and taking ℓ2 norm in k, due to the structure of Xs and Xs,b norms. By definition of U2, we may
assume g is a U2 atom, which is a step function
g =
M∑
m=1
αm1Im,
where Im are pairwise disjoint intervals and
M∑
m=1
|αm|2 = 1.
Since
‖χ(t)g‖2L2 =
∑
m
|αm|2
∫
Im
χ2(t) dt . 1,
it suffices to prove ∫
|ξ|∼K
|χ̂(t)g(ξ)|2 dξ . K−1/2+ε (2.29)
for each K ≥ 1. Now we decompose g into two parts
g1 =
∑
|Im|≤K−1/2+ε
αm1Im , g2 =
∑
|Im|≥K−1/2+ε
αm1Im .
Then we have
‖χ(t)g1‖2L2 =
∑
|Im|≤K−1/2+ε
|αm|2
∫
Im
χ2(t) . K−1/2+ε.
When considering χ(t)g2 we may assume that all these Im are contained in a fixed interval (the
support of χ), so there are at most O(K1/2−ε) intervals in the sum. Therefore
‖χ(t)g2‖H1/2−ε .
∑
|Im|≥K−1/2+ε
|αm| · ‖χ(t)1Im‖H1/2−ε . K1/4−ε/2 sup
m
‖χ(t)1Im‖H1/2−ε
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by Ho¨lder. Since ‖χ(t)1I‖H1/2−ε . 1 uniformly for any interval I, which follows from the combina-
tion of L2 estimate and pointwise decay estimate of the Fourier transform, we get that∫
|ξ|∼K
|χ̂(t)g2(ξ)|2 dξ . K−1/2+ε
also. This proves (2.29) and thus (2.28). 
Proposition 2.7 (A long-time Strichartz estimate). There exists a set W ′ ⊂ (R+)3 with Lebesgue
measure zero, such that for each β = (β1, β2, β3) ∈ (R+)3 −W ′, one has
sup
|J |=Nν
‖eit∆PNf‖Sq,q′N,J . N‖PNf‖L2 . (2.30)
uniformly for 7/2 ≤ q ≤ 4, 5 ≤ q′ ≤ 12, 0 ≤ ν ≤ 1/10, and any N . In particular one has
sup
|J |=Nν
‖eit∆PNf‖SqN,J . N‖PNf‖L2 (2.31)
uniformly in q, ν and N .
Proof. Since
ν ≤ 1
10
<
4
37
≤ 4(3q − 10)
3q + 14
,
by the long-time Strichartz estimates proved in [8], we can find a set W ′ ⊂ (R+)3 with measure
zero such that for each β ∈ (R+)3 −W ′, we have
sup
|J ′|≤2Nν
‖eit∆PNf‖Lqt,x(J ′) . N
3
2
− 5
q ‖PNf‖L2 (2.32)
uniformly in q and N . Now Fix q, q′ and ν.
Given |J | = Nν , among all m such that [m,m + 1] ∩ J 6= ∅, there are at most two such that
[m,m+ 1] 6⊂ J . For these m one directly uses (2.13) to bound
N
5
q′
− 1
2 ‖eit∆PNf‖Lq′t,x([m,m+1]∩J) . N‖PNf‖L2 .
For any other m we have [m,m + 1] ⊂ J , let I = [m,m + 1] and χ be a cutoff function such that
χ ≡ 1 on I and χ ≡ 0 outside 2I. By Gagliardo-Nirenberg inequality, for any function g(t) one has
‖g‖Lq′ (I) . ‖χ(t)g‖Lq′ (R) . ‖χ(t)g‖1−αLq(R)‖∂t(χ(t)g)‖αLq (R) . ‖g‖1−αLq(2I)‖∂tg‖αLq(2I)+‖g‖Lq(2I), (2.33)
where α = 1q − 1q′ . By choosing g(t) = ‖eit∆PNf‖Lq′x and noticing that
|∂tg(t)| . ‖∂teit∆PNf‖Lq′x . N
2|g(t)|,
we get that
‖eit∆PNf‖Lq′t,x(I) . N
2α‖eit∆PNf‖LqtLq′x (2I) . N
5α‖eit∆PNf‖Lqt,x(2I)
by using (2.33) and Bernstein. Therefore, if J = [b, b+Nν ] we get
‖eit∆PNf‖q
Sq,q
′
N,J
. N q‖PNf‖qL2 +
∑
b≤m≤b+Nν−1
(
N
5
q
− 1
2‖eit∆PNf‖Lqt,x[m−1,m+2]
)q
. N q‖PNf‖qL2 +N5−
q
2‖eit∆PNf‖qLqt,x[b−1,b+Nν+1], (2.34)
which then implies (2.30) in view of (2.32). 
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2.3. Nonlinear estimates. Here we review the multilinear estimates for Xs spaces, which are
established successively in [11], [10], [20].
Proposition 2.8 (An improved trilinear Strichartz estimate). Let I be an interval with |I| . 1.
Then for N1 ≥ N2 ≥ N3 ≥ 1, we have∥∥∥∥
3∏
j=1
eit∆PNjfj
∥∥∥∥
L2t,x(I)
.
(
N3
N1
+
1
N2
) 1
16
N2N3
3∏
j=1
‖PNjfj‖L2 . (2.35)
Moreover, we have the corresponding estimates in Y 0 norms, namely that∥∥∥∥
3∏
j=1
PNjuj
∥∥∥∥
L2t,x(I)
.
(
N3
N1
+
1
N2
) 1
16
N2N3
3∏
j=1
‖PNjuj‖Y 0(I). (2.36)
Proof. The inequality (2.35) is proved in [20], Proposition 4.1 (see also [11] and [10] for rational
and partially rational cases). The constant 1/16 follows from direct computations. After choosing
suitable extensions of uj , (2.36) is a consequence of (2.35), Strichartz estimates (2.23) and an
interpolation lemma for Up and V p spaces (see [11], Lemma 2.4 or [10], Lemma 5.3), in the same
way as in the proof of Proposition 3.5 in [11]. 
2.4. Global well-posedness in H1. In this section we summarize the existing small energy global
well-posedness results for (2.1).
Proposition 2.9. Let λ and η be fixed as in the statement of Theorem 1.1. Given any initial data
f ∈ H1(T3) such that E[f ] ≤ η2, there exists a unique solution
u ∈
⋂
T>0
X1([−T, T ])
to (2.1) with initial data u(0) = f . The energy E[u] is conserved and one has
‖u‖X1(I) . η
for any time interval I with |I| . 1. Moreover, for any s > 1, if f ∈ Hs(T3), then u(t) ∈ Hs(T3)
for all time, and
‖u‖Xs(I) . ‖u(t)‖Hs(T3)
for any time interval I with |I| . 1 and any t ∈ I.
Proof. The following nonlinear estimate is proved in [20], for all s ≥ 1 and T ≤ 1:
‖I(u˜1 · · · u˜5)‖Xs[0,T ) .
5∑
j=1
‖uj‖Xs[0,T )
∏
l 6=j
‖ul‖X1[0,T ). (2.37)
Choosing s = 1, clearly (2.37) implies small data local well-posedness (up to time T = 1) in H1,
and conservation of energy gives global well-posedness. Moreover local-in-time control for X1(I)
norm is automatic from the proof of local well-posedness, and local-in-time Xs(I) control follows
from (2.37), the known X1(I) bound and a bootstrap argument. The arguments are standard and
we omit the details. 
3. Proof of Theorem 1.1
3.1. Increment of energy: the I method. It is possible to use the high-low method of Bourgain
in this subsection; however for technical reasons we have chosen to use the (upside-down) I-method,
developed by Colliander-Keel-Staffilani-Takaoka-Tao, which is similar to Bourgain’s method in
spirit. Recall the multiplier D = DN defined in (1.8).
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Proposition 3.1. Let N ≥ 1 be fixed. Suppose u is a solution to (2.1) on R × T3 such that
‖Du(0)‖H1 . η, then we have
∣∣E[Du(t)] − E[Du(0)]∣∣ . η2∑
K0
min
(
1,
K0
N
)
×
∑
K1,K3,K3.K0
3∏
j=1
(
Kj
K0
)1/12
·
3∏
j=0
sup
5≤q′≤12
K
5
q′
− 1
2
j ‖PKjDu‖Lq′t,x[0,T ]. (3.1)
uniformly for all 0 ≤ t ≤ T ≤ 1.
Proof. From the assumptions, we know that
‖u(0)‖H1 . η, ‖u(0)‖Hs . ηN s−1.
By Proposition 2.9, one has that
‖u‖X1[−1,2] . η, ‖u‖X1[−1,2] . ηN s−1,
which implies ‖Du‖X1[−1,2] . η. By considering a suitable extension of u, we may assume
‖Du‖X1 . η. (3.2)
Now let us compute the time evolution of E[Du]. In fact, one has
(i∂t −∆)(Du) = |Du|4(Du) +R,
where
R = D(|u|4u)− |Du|4(Du).
Now by conservation of energy for (2.1), one has that
∂tE[Du] =
∫
T3


3∑
j=1
βjℜ(∂jDu · ∂j(Du)t) + ℜ(Du · (Du)t) · |Du|4

 dx
=
3∑
j=1
βjℑ
∫
T3
(∂jDu · ∂jR) dx+ ℑ
∫
T3
|Du|4Du · Rdx.
(3.3)
Thus, upon integrating in t, we reduce to estimating the space-time integrals∫
[0,T ]×T3
|Du|4Du · Rdxdt (3.4)
and ∫
[0,T ]×T3
(∂jDu · ∂jR) dxdt. (3.5)
Let us first consider the term (3.4). This can be written as
(3.4) =
∑
N0,··· ,N9
MN0,··· ,N9 ,
where
MN0,··· ,N9 =
∫
[0,T ]×T3
DPN0u · DPN1u · DPN2u · DPN3u · DPN4u
× (D(PN5u · PN6u · PN7u · PN8u · PN9u)−DPN5u · DPN6u · DPN7u · DPN8u · DPN9u) dxdt. (3.6)
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Clearly MN0,··· ,N9 vanishes if N ′ := max0≤j≤9Nj ≪ N , and if N ′ & N we will estimate the two
terms MN0,··· ,N9 separately. Then, without loss of generality we can assume N0 ≥ · · · ≥ N9, so by
(1.9) and Ho¨lder, we have that
|MN0,··· ,N9 | .
4∏
j=0
‖PNjDu˜‖L6t,x[0,T ] ·
9∏
j=5
‖PNjDu˜‖L30t,x[0,T ].
By using (2.23) we know that
‖PNjDu˜‖L30t,x[0,T ] . N
4/3
j ‖PNjDu‖X0 . ηN1/3j
for 5 ≤ j ≤ 9, as well as
‖PN4Du˜‖L6t,x[0,T ] . N
2/3
4 ‖PN4Du‖X0 . ηN−1/34 ,
thus
|MN0,··· ,N9 | . η6
(
N5 · · ·N9
N0 · · ·N4
)1/3 3∏
j=0
N
1/3
j ‖PNjDu˜‖L6t,x[0,T ].
Since Nj is nonincreasing in j, we have∑
N4,··· ,N9
(
N5 · · ·N9
N0 · · ·N4
)1/3
.
(
N33
N0N1N2
)1/3
.
(
N3
N0
)1/3
.
3∏
j=1
(
Nj
N0
)1/9
.
Let Nj = Kj for 0 ≤ j ≤ 3 where K0 & N , we get that
|(3.4)| .
∑
K0&N
∑
K1,K3,K3≤K0
3∏
j=1
(
Kj
K0
)1/9
·
3∏
j=0
K
1/3
j ‖PKjDu˜‖L6t,x[0,T ],
which is acceptable for (3.1), since u and u˜ are the same in terms of Lebesgue norms.
Now let us consider (3.5). Note that
∂jR = 3[D(|u|4∂ju)− |Du|4D∂ju] + 2[D(u3u∂ju)− (Du)3DuD∂ju] := 3R1 + 2R2.
The estimates forR1 andR2 will be much similar, so we will considerR1 only. By Littlewood-Paley
decomposition, we can reduce to studying
NN0,··· ,N5 :=
∫
[0,T ]×T3
PN0∂jDu ·
[D(PN1∂ju · PN2u · PN3u · PN4u · PN5u)
−DPN1∂ju · DPN2u · DPN3u · DPN4u · DPN5u)
]
. (3.7)
Without loss of generality we can assume N2 ≥ N3 ≥ N4 ≥ N5. We now consider two cases:
(1) Suppose N2 & N
′ := max(N0, N1). Note that N2 & N since otherwise NN0,··· ,N5 vanishes;
using (1.9) and Ho¨lder one directly estimates
|NN0,··· ,N5 | . ‖PN0∂jDu˜‖L60/17t,x [0,T ] · ‖PN1∂jDu˜‖L60/17t,x [0,T ] · ‖PN2Du˜‖L60/11t,x [0,T ] ·
5∏
j=3
‖PNjDu˜‖L12t,x[0,T ].
(3.8)
By (2.23) we know that
‖PNj∂jDu˜‖L60/17t,x [0,T ] . N
1/12
j ‖PNjDu‖X1 . ηN1/12j
for 0 ≤ j ≤ 1, thus
|NN0,··· ,N5 | . η2
(
N0N1N3N4N5
N52
)1/12
N
5/12
2 ‖PN2Du˜‖L60/11t,x [0,T ] ·
5∏
j=3
N
−1/12
j ‖PNjDu˜‖L12t,x[0,T ].
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Notice that max(N0, N1) . N2, we get that∑
N0,N1.N2
(
N0N1N3N4N5
N52
)1/12
.
(
N3N4N5
N32
)1/12
.
Let Kj = Nj+2 for 0 ≤ j ≤ 3, we get
|Case 1| . η2
∑
K0&N
∑
K1,K3,K3≤K0
3∏
j=1
(
Kj
K0
)1/12
K
5/12
0 ‖PK0Du˜‖L60/11t,x [0,T ] ·
3∏
j=1
K
−1/12
j ‖PKjDu˜‖L12t,x[0,T ],
which is acceptable for (3.1).
(2) Suppose N2 ≪ N ′, then N0 ∼ N1 ≫ N2. We shall use the partition (1.7) and decompose
correspondingly
PN1u =
∑
B
PN1PBu,
where B runs balls of radius N2 centered at points of (N2Z)3. Then we have, by considering Fourier
support and orthogonality, that
NN0,··· ,N5 =
∑
B
∫
[0,T ]×T3
PN0P210B∂jDu ·
[D(PN1PB∂ju · PN2u · PN3u · PN4u · PN5u)
−DPN1PB∂ju · DPN2u · DPN3u · DPN4u · DPN5u)
]
. (3.9)
(a) If N2 & N , then by Ho¨lder one has
|NN0,··· ,N5 | .
∑
B
‖PN0P210B∂jDu˜‖L60/17t,x [0,T ] · ‖PN1PB∂jDu˜‖L60/17t,x [0,T ]
× ‖PN2Du˜‖L60/11t,x [0,T ] · ‖PN3Du˜‖L12t,x[0,T ] · ‖PN3Du˜‖L12t,x[0,T ] · ‖PN5Du˜‖L12t,x[0,T ]. (3.10)
Repeating the arguments in part (1) above, using (2.23) but with PN replaced by PB, we get that
|NN0,··· ,N5 | .
∑
B
‖PN1PBDu‖X1‖PN0P210BDu‖X1
(
N3N4N5
N32
)1/12
×N5/122 ‖PN2Du˜‖L60/11t,x [0,T ] ·
5∏
j=3
N
−1/12
j ‖PNjDu˜‖L12t,x[0,T ]. (3.11)
By the definition of X1 norm, and notice that for fixed N0 (or N1) there are at most O(1) choices
for N1 (or N0), we know that∑
N0,N1
∑
B
‖PN0P210BDu‖2X1 . ‖Du‖2X1 . η2,
and similarly for the sum with PN1PB instead of PN0P210B, thus by Cauchy-Schwartz we get∑
N0,N1
|NN0,··· ,N5 | . η2
(
N3N4N5
N32
)1/12
N
5/12
2 ‖PN2Du˜‖L60/11t,x [0,T ] ·
5∏
j=3
N
−1/12
j ‖PNjDu˜‖L12t,x[0,T ].
Writing Kj = Nj+2 for 0 ≤ j ≤ 3, we obtain that
|Case 2a| . η2
∑
K0&N
∑
K1,K3,K3≤K0
3∏
j=1
(
Kj
K0
)1/12
K
5/12
0 ‖PK0Du˜‖L60/11t,x [0,T ]·
3∏
j=1
K
−1/12
j ‖PKjDu˜‖L12t,x[0,T ],
which is acceptable for (3.1).
14 YU DENG
(b) Now suppose N2 ≪ N , then we must have N1 & N . By the definition of D, we can simplify
NN0,··· ,N5 =
∑
B
∫
[0,T ]×T3
PN0P210B∂jDu · [D, G]PN1PB∂ju,
where
G := PN2u · PN3u · PN4u · PN5u.
By Ho¨lder we have
‖G‖
L
30/13
t,x [0,T ]
.
(
N3N4N5
N52
)1/12
N
5/12
2 ‖PN2 u˜‖L60/11t,x [0,T ] ·
5∏
j=3
N
−1/12
j ‖PNj u˜‖L12t,x[0,T ].
Now let F = PN1PB∂ju, then F̂ (k, t) is supported in |k| ∼ N1 and Ĝ(k, t) is supported in |k| . N2.
For fixed t, consider the bilinear expression [D, G]F defined by
F [D, G]F (k) =
∑
m
χ1
(
k
N1
)
χ
(
m
N2
)[
θ
(
k
N
)
− θ
(
k −m
N
)]
F̂ (k −m)Ĝ(m),
where χ1(z) is supported in |z| ∼ 1, and χ2(z) supported in |z| . 1. Since
θ
(
k
N
)
− θ
(
k −m
N
)
=
m
N
·
∫ 1
0
∇θ
(
k − νm
N
)
dν,
and we are in the region where |k| ∼ N1 & N and |m| . N2 ≪ N , we can use Coifman-Meyer
theory and transference principle to conclude that
‖[D, G]F‖
L
60/43
t,x [0,T ]
.
N2
N
‖F‖
L
60/17
t,x [0,T ]
‖G‖
L
30/13
t,x [0,T ]
,
which gives that
|NN0,··· ,N5 | .
∑
B
‖PN0P210B∂jDu‖L60/17t,x [0,T ] ·
N2
N
‖F‖
L
60/17
t,x [0,T ]
‖G‖
L
30/13
t,x [0,T ]
.
∑
B
N
7/6
2
N
‖G‖
L
30/13
t,x [0,T ]
· ‖PN1PBDu‖X1‖PN0P210BDu‖X1 (3.12)
by using (2.23). Summing over B, N0 and N1 just as in part (2a) above, we get that∑
N0,N1
|NN0,··· ,N5 | . η2
N2
N
(
N3N4N5
N32
)1/12
N
5/12
2 ‖PN2 u˜‖L60/11t,x [0,T ] ·
5∏
j=3
N
−1/12
j ‖PNj u˜‖L12t,x[0,T ].
Writing Kj = Nj+2 for 0 ≤ j ≤ 3, we obtain that
|Case 2b| . η2
∑
K0≪N
K0
N
∑
K1,K3,K3≤K0
3∏
j=1
(
Kj
K0
)1/12
K
5/12
0 ‖PK0 u˜‖L60/11t,x [0,T ]·
3∏
j=1
K
−1/12
j ‖PKj u˜‖L12t,x[0,T ],
which is acceptable for (3.1). 
Corollary 3.2. Suppose γ < 1/6. Suppose u is a solution to (2.1) on R× T3 such that
sup
0≤t≤T
‖Du(t)‖H1 . η, T ≤ Nγ , (3.13)
then one has∣∣E[Du(t)]− E[Du(0)]∣∣ . η2∑
K
min
(
1,
K
N
)1/6
sup
|J |≤Kγ,J⊂[0,T ]
‖PKDu‖4S4K,J . (3.14)
uniformly for all 0 ≤ t ≤ T .
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Proof. Using (3.1), by AM-GM one has
∑
K0
min
(
1,
K0
N
) ∑
K1,K3,K3.K0
3∏
j=1
(
Kj
K0
)1/12
·
3∏
j=0
sup
5≤q′≤12
K
5
q′
− 1
2
j ‖PKjDu‖Lq′t,x[0,T ]
.
3∑
j=0
∑
K0;K1,K2,K3.K0
min
(
1,
K0
N
)
·
(
Kj
K0
)1/3(
sup
5≤q′≤12
K
5
q′
− 1
2
j ‖PKjDu‖Lq′t,x[0,T ]
)4
. (3.15)
If j = 0, the above simplifies to∑
K0
min
(
1,
K0
N
)
·
(
sup
5≤q′≤12
K
5
q′
− 1
2
0 ‖PK0Du‖Lq′t,x[0,T ]
)4
;
if 1 ≤ j ≤ 3, say j = 1, then the above simplifies to
∑
K1
min
(
1,
K1
N
)1/3
·
(
sup
5≤q′≤12
K
5
q′
− 1
2
1 ‖PK1Du‖Lq′t,x[0,T ]
)4
.
In any case, for an interval [m,m+ T ] with T ≤ 1 such that ‖Du(m)‖H1 . η, we have that
|Inc| . η2
∑
K
min
(
1,
K
N
)1/3(
sup
5≤q′≤12
K
5
q′
− 1
2‖PKDu‖Lq′t,x[m,m+T ]
)4
,
where Inc denotes the increment of energy E[Du(t)] on interval I. Now, under the assumption
(3.13), the above estimate holds for any [m,m+ 1] ∩ [0, T ], thus we have
|E[Du(t)]− E[Du(0)]| . η2
∑
K
min
(
1,
K
N
)1/3∑
m
(
sup
5≤q′≤12
K
5
q′
− 1
2‖PKDu‖Lq′t,x([m,m+1]∩[0,T ])
)4
for all 0 ≤ t ≤ T . Since T ≤ Nγ , By dividing [0, T ] into intervals of length ≤ Kγ (there will be
. max(1, (N/K)γ ) of them) and using Definition 2.3, we can bound
∑
m
(
sup
5≤q′≤12
K
5
q′
− 1
2‖PKDu‖Lq′t,x([m−1,m+2]∩[−5,T+5])
)4
. max
(
1,
N
K
)γ
· sup
|J |≤Kγ,J⊂[0,T ]
‖PKDu‖4S4K,J .
Summing over K and using that γ < 1/6, this implies (3.14). 
3.2. Long time Strichartz bounds: control of nonlinearity. In this section we prove the
following
Proposition 3.3. Let γ = 1/300. Let u be a solution to (2.1) on R× T3 such that
sup
t∈[0,T ]
‖Du(t)‖H1 . η, (3.16)
with T ≤ Nγ , and define
AK = AK(T ) := sup
|J |≤Kγ,J⊂[0,T ]
‖PKDu‖S7/2K,J , (3.17)
then, if AK . 1 for any K, then we have
AK . η,
∑
K≥N
A2K . η
2. (3.18)
Before starting the proof, we first recall a “discrete acausal Gronwall inequality”. For a proof
see [22], Theorem 1.19 and Corollary 1.20.
16 YU DENG
Lemma 3.4. Suppose η ≪ 1, {bK} and {cK} are two positive sequences satisfying
bK . cK + η
∑
M
min
(
K
M
,
M
K
)1/5000
bM ,
and
sup
K
bK
K1/6000
<∞,
then we have
bK . sup
M
min
(
K
M
,
M
K
)1/6000
cM
uniformly for all K.
Proof of Proposition 3.3. Let u(0) = f and
aK =
{
K‖PKDf‖L2 , K ≥ N,
η, K < N
,
we will first prove that
AK . aK + η
5K−1/2000 + η
∑
M
min
(
K
M
,
M
K
)1/5000
AM (3.19)
for any K.
Notice that (3.16) implies
‖Du‖X1(I) . η (3.20)
for any interval I ⊂ [0, T ] with |I| . 1. To bound AK , by definition, we choose an interval J ⊂ [0, T ]
with |J | ≤ Kγ . Since T ≤ Nγ , if K ≥ N we can assume J = [0, T ]; if K < N , by translation, we
will also assume that the left endpoint of J is 0 (see Remark 3.5 after the proof).
Now that J = [0, T ′] with T ′ ≤ T ≤ Nγ , we start with the evolution equation satisfied by PKDu,
namely
(i∂t +∆)PKDu = PKD(|u|4u).
By Littlewood-Paley decomposition, we have
(i∂t +∆)PKDu =
∑
K1,··· ,K5
PKD(PK1u · PK2u · PK3u · PK4u · PK5u)
=
∑
at least two Kj & K
PKD(PK1u · PK2u · PK3u · PK4u · PK5u) (3.21)
+
5∑
j=1
∑
Kj∼K
Kl≪K(l 6=j)
PKD(PK1u · PK2u · PK3u · PK4u · PK5u). (3.22)
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Next, we fix α1 = 1/100, denote (3.31) = N1, and further decompose (3.35) using symmetry, as
follows:
(3.35) =
{
2
∑
K2∼K
Kα1.maxl 6=2Kl≪K
PKD(PK1u · PK2u · PK3u · PK4u · PK5u)
+ 3
∑
K1∼K
Kα1.maxl 6=1Kl≪K
PKD(PK1u · PK2u · PK3u · PK4u · PK5u)
}
(3.23)
+ 2
∑
K2∼K
maxl 6=2Kl≪K
α1
PKD(PK1u · PK2u · PK3u · PK4u · PK5u) (3.24)
+ 3
∑
K1∼K
maxl 6=1Kl≪K
α1
PKD(PK1u · P 6=0(PK2u · PK3u · PK4u · PK5u)) (3.25)
+ 3PKDu · P0
( ∑
K2,··· ,K5≪Kα1
PK2u · PK3u · PK4u · PK5u
)
. (3.26)
We denote
(3.23) = N2, (3.24) = N3, (3.25) = N4,
and
3P0
( ∑
K2,··· ,K5≪Kα1
PK2u · PK3u · PK4u · PK5u
)
= ω(t).
Then we have
(∂t + i∆)PKDu = N1 +N2 +N3 +N4 + ω(t) · PKDu. (3.27)
Define
v(t) = e−iΩ(t)PKDu(t), Ω(t) =
∫ t
0
ω(t′) dt′, (3.28)
then we have
(∂t + i∆)v = N ′1 +N ′2 +N ′3 +N ′4,
where N ′j := e−iΩ(t)Nj, and thus by Duhamel’s formula
v(t) = eit∆PKDf − i
∫ t
0
ei(t−t
′)∆
(N ′1(t′) +N ′2(t′) +N ′3(t′) +N ′4(t′)) dt′. (3.29)
For 0 ≤ t ≤ T ′, write
v(t) = vlin(t)− i
∑
0≤m≤T ′
(v′m + v
′′
m)(t),
where vlin(t) = e
it∆PKDf , and
v′m(t) = 1[m,m+1)(t)
∫ t
m
ei(t−t
′)∆
(N ′1(t′) +N ′2(t′) +N ′3(t′) +N ′4(t′)) dt′,
and
v′′m(t) = 1[m+1,+∞)∩J(t) · eit∆gm,
where
gm =
∫ m+1
m
e−it
′∆
(N ′1(t′) +N ′2(t′) +N ′3(t′) +N ′4(t′)) dt′.
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Note that, when [m,m + 1] 6⊂ [0, T ′] (this can happen for at most two m), we should replace the
interval [m,m+ 1] by [m,m+ 1] ∩ [0, T ′]. By Proposition 2.7, we know that
‖vlin‖S7/2K,J . K‖PKDf‖L2 . aK ;
next let us estimate v′m and v
′′
m for each fixed m. We will consider the contributions from the terms
N ′j separately; when j is fixed, we will denote by LK1,··· ,K5 the contribution to Nj from the choice of
(K1, · · · ,K5), and define L′K1,··· ,K5 , v′m,K1,··· ,K5 ,v′′m,K1,··· ,K5 and gm,K1,··· ,K5 accordingly. Since these
functions are determined by the value of u on [m,m + 1], and ‖Du‖X1[m−1,m+2] . η, by choosing
an extension of u, in considering these terms we may assume ‖Du‖X1 . η.
(1) The term N ′1. We may assume K1 ≥ · · · ≥ K5, and K . K2. By Proposition 2.7 we know
‖v′′m,K1,··· ,K5‖S7/2K,J . K‖gm,K1,··· ,K5‖L2 ,
and by dual Strichartz we know
K‖gm,K1,··· ,K5‖L2 . K13/12‖L′K1,··· ,K5‖L60/43t,x [m,m+1] = K
13/12‖LK1,··· ,K5‖L60/43t,x [m,m+1],
and by (2.16) we know
‖v′m,K1,··· ,K5‖S7/2K,J . sup5≤q≤12K
5
q
− 1
2 ‖v′m,K1,··· ,K5‖Lqt,x[m,m+1]
. K13/12‖L′K1,··· ,K5‖L60/43t,x [m,m+1] = K
13/12‖LK1,··· ,K5‖L60/43t,x [m,m+1]. (3.30)
Moreover by Ho¨lder and (1.9) we have
K13/12‖LK1,··· ,K5‖L60/43t,x [m,m+1] . K
13/12K
−5/12
1 (K3K4K5)
1/12 ·K5/121 ‖PK1Du˜‖L60/11t,x [m,m+1]
× ‖PK2Du˜‖L60/17t,x [m,m+1] ·
5∏
j=3
K
−1/12
j ‖PKjDu˜‖L12t,x[m,m+1].
By (2.23) we have
‖PK2Du˜‖L60/17t,x [m,m+1] . ηK
1/12
2 ‖PK2Du‖X0 . ηK−11/122 ,
thus summing over K2 & K we get
K13/12
∑
K2
‖LK1,··· ,K5‖L60/43t,x [m,m+1] . ηK
1/6K
−5/12
1 (K3K4K5)
1/12
×K5/121 ‖PK1Du˜‖L60/11t,x [m,m+1] ·
5∏
j=3
K
−1/12
j ‖PKjDu˜‖L12t,x[m,m+1].
Notice that the coefficient
K1/6K
−5/12
1 (K3K4K5)
1/12 .
(
K
K1
)1/48
·
5∏
j=3
min
(
K
Kj
,
Kj
K
)1/48
under the assumption K . K1 and Kj . K1, summing over (K1,K3,K4,K5) and using AM-GM
as in (3.15), we concluse that
‖v′m‖S7/2K,J + ‖v
′′
m‖S7/2K,J . η
∑
M
min
(
M
K
,
K
M
)1/12
sup
5≤q≤12
M
5
q
− 1
2 ‖PMDu‖4Lqt,x[m,m+1]. (3.31)
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(2) The term N ′2. By Proposition 2.7 and (2.23) we have that
‖v′m,K1,··· ,K5‖S7/2K,J . sup5≤q≤12K
5
q
− 1
2 ‖v′m,K1,··· ,K5‖Lqt,x[m,m+1] . ‖I(LK1,··· ,K5 · e
−iΩ(t))‖X1[m,m+1)
(3.32)
and
‖v′′m,K1,··· ,K5‖S7/2K,J . K‖gm,K1,··· ,K5‖L2 . ‖I(LK1,··· ,K5 · e
−iΩ(t))‖X1[m,m+1), (3.33)
where I is the Duhamel operator
IG(t) =
∫ t
m
ei(t−t
′)∆G(t′) dt′.
Since we will not distinguish between u and u, we will only consider the terms∑
K1∼K
Kα1.K2≪K
LK1,··· ,K5
from N2, and assume K2 ≥ · · · ≥ K5. By (2.24) we have that
‖I(LK1,··· ,K5 · e−iΩ(t))‖X1[m,m+1) . K
∫ m+1
m
∫
T3
e−iΩ(t)LK1,··· ,K5 · v dxdt,
where v is some function such that ‖v‖Y 0[m,m+1) = 1. By choosing an extension we may assume
‖v‖Y 0 . 1; we could move the factor PKD in the expression of LK1,··· ,K5 to v, and then use
Proposition 2.8 to bound
‖I(LK1,··· ,K5 · e−iΩ(t))‖X1[m,m+1) . K‖e−iΩ(t)‖L∞t,x‖PK1 u˜PK3 u˜PK4u˜‖L2[m,m+1) · ‖PKDv˜PK5 u˜PK5u˜‖L2[m,m+1)
.
(
K5
K
+
1
K2
)1/16
K‖PK1u‖Y 0‖PKDv‖Y 0 ·
5∏
j=2
Kj‖PKju‖Y 0 .
Now since
Kj‖PKju‖Y 0 . ‖PKju‖Y 1 . ‖PKju‖X1 . ‖Du‖X1 . η
for 2 ≤ j ≤ 5, and similarly
K‖PK1u‖Y 0‖PKDv‖Y 0 . Kmax(1, (K/N)s−1)‖PK1u‖Y 0‖PKv‖Y 0 . K1‖PK1Du‖Y 0‖PKv‖Y 0 . η,
this gives that
‖I(LK1,··· ,K5 · e−iΩ(t))‖X1[m,m+1) . η5
(
K5
K
+
1
K2
)1/16
. η5K−α1/16 + η5
(
K5
K
)1/16
. (3.34)
On the other hand, choose
1
q0
=
7
10
+ δ,
1
q1
=
3
10
+ 3δ,
1
q2
=
1
10
+ δ
with δ = 16000 , by (2.16) and dual Strichartz we have the (tame) estimate
sup
5≤q≤12
K
5
q
− 1
2 ‖v′m,K1,··· ,K5‖Lqt,x[m,m+1] +K‖gm,K1,··· ,K5‖L2 . K
1+5δ‖LK1,··· ,k5‖Lq0t,x[m,m+1],
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which by Ho¨lder, (1.9) and (2.23), is bounded by
K1+5δ‖LK1,··· ,k5‖Lq0t,x[m,m+1] . K
1+5δ‖PK1 u˜‖Lq1t,x[m,m+1] ·
5∏
j=2
‖PKj u˜‖Lq2t,x
. ηK1+5δK15δ−11 (K2 · · ·K5)−5δ
5∏
j=2
sup
5≤q≤12
K
5
q
− 1
2
j ‖PKj u˜‖Lq2t,x[m,m+1]
. η
(
K
K5
)20δ 5∏
j=2
sup
5≤q≤12
K
5
q
− 1
2
j ‖PKj u˜‖Lq2t,x[m,m+1].
Interpolating this with (3.34) and using also (3.32) and (3.33), we get that
‖v′m,K1,··· ,K5‖S7/2K,J . η
5K−α1/16 + η
(
K5
K
)1/256 5∏
j=2
sup
5≤q≤12
K
5
q
− 1
2
j ‖PKj u˜‖7/8Lq2t,x[m,m+1],
and the same for v′′m,K1,··· ,K5 . Summing over K2, · · · ,K5 . K and using AM-GM as in case (1)
above, we get that
‖v′m‖S7/2K,J + ‖v
′′
m‖S7/2K,J . η
5K−α1/20 + η
∑
M
min
(
M
K
,
K
M
)1/256
sup
5≤q≤12
M
5
q
− 1
2‖PMDu‖7/2Lqt,x[m,m+1].
(3.35)
(3) Terms N ′3 and N ′4. These terms will be estimated using traditional Xs,b spaces, combined
with resonance analysis and the improved estimate (2.14) for thin slices. Note that, in terms of
resonance N3 is better then N4 due to the choice of u and u, since this makes the resonance factor
Q(k)+Q(k1)+ · · · instead of Q(k)−Q(k1)+ · · · where k and k1 are the top two frequencies. Thus
we will focus on N ′4. We will assume K2 ≥ · · · ≥ K5; by (2.28), we have that ‖Du‖X1,1/4−ε . η for
any fixed ε > 0.
We shall prove that
‖v′m,K1,··· ,K5‖S7/2K,J + ‖v
′′
m,K1,··· ,K5‖S7/2K,J . η
5K−1/1000
for any (K1, · · · ,K5), so that the logarithmic factor coming from summation in (K1, · · · ,K5) can
be omitted. Consider the function
ρ(t, x) = P 6=0
( 5∏
j=2
PKj u˜
)
.
Note that K2 ≪ Kα1 , we use the equation (2.1) to compute, for any interval I containing m with
|I| . 1, that
‖∂tρ‖L2t,x(I) . ‖P≤Kα1u‖
3
L∞t,x
·
(
K2α1‖P≤Kα1u‖L2t,x(I) + ‖P≤Kα1 (|u|
4u)‖L2t,x(I)
)
. η3K3α1/2(K2α1η +K3α1/2‖u‖5L∞t L5x(I)) . η
4K4α1 .
This implies ‖ρ‖H1tH2x . η4K7α1 , therefore by inserting a suitable time cutoff χ(t−m) we can write
χ(t−m)ρ(t, x) = χ(t−m)
∑
|k|≤Kα1
∫
R
d(k, ξ)ei(k·x+tξ) dξ,
with ∑
|k|≤Kα1
∫
R
〈ξ〉1/3|d(k, ξ)|dξ . η4K7α1 . (3.36)
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Similarly, since we know
‖∂te−iΩ(t)‖L2(I) = ‖ω(t)‖L2(I) . ‖P≤Kα1u‖4L∞t L4x . η
4,
we can write
χ(t−m)e−iΩ(t) = χ(t−m)
∫
R
y(ξ)eitξ dξ,
with ∫
R
〈ξ〉1/3|y(ξ)|dξ . 1. (3.37)
Therefore, with fixed K1, · · · ,K5, we can reduce to estimating the functions
hk,ξ(t) = 〈ξ〉−1/3χ(t−m)
∫ t
m
ei(t−t
′)∆D(ei(k·x+ξt)PK1u(t, x)) dt′,
where χ is a suitable cutoff function as above, and have that
‖v′m,K1,··· ,K5‖S7/2K,J + ‖v
′′
m,K1,··· ,K5‖S7/2K,J
. η4K7α1 sup
|k|.Kα1,ξ∈R
(
sup
5≤q≤12
K
5
q
− 1
2‖hk,ξ‖Lqt,x[m,m+1] + ‖e
i(t−m−1)∆hk,ξ(m+ 1)‖S7/2K,J
)
. (3.38)
Notice that by (2.21), (2.27) and (2.31),
sup
5≤q≤12
K
5
q
− 1
2‖hk,ξ‖Lqt,x[m,m+1] + ‖e
i(t−m−1)∆hk,ξ(m+ 1)‖S7/2J,K . ‖hk,ξ‖X1,3/4 ,
and that by (2.26), we have
〈ξ〉1/3‖hk,ξ‖X1,3/4 . ‖∇DPK1u‖L2t,x . ‖DPK1u‖X1,1/5 . η,
we see that
η4K7α1 sup
5≤q≤12
K
5
q
− 1
2 ‖hk,ξ‖Lqt,x[m,m+1] + ‖e
i(t−m−1)∆hk,ξ(m+ 1)‖S7/2J,K . η
5K−3α1
if |ξ| & K30α1 .
Now if |ξ| . K30α1 , we shall decompose PK1u = PCu+ PK1PC′u, where
C =
⋃
0<|k|.Kα1
{
n ∈ Z3 : |n| ∼ K1, |Q(n+ k)−Q(n)| . K60α1
}
and C′ = Z3−C. Clearly we have #C . K2+40α1 . For the term PCu, denote its contribution to hk,ξ
by h′k,ξ, then we have ‖h′k,ξ‖X1,3/4 . η as above, and moreover the spatial Fourier transform ĥk,ξ
is supported in a translate of C, so by (2.14) and the corresponding Xs,b estimate, we have (note
that, for the S
7/2
J,K norm, we will reduce it to . K
γ intervals of length 1, losing a factor Kγ in the
process)
η4K7α1 sup
5≤q≤12
K
5
q
− 1
2‖h′k,ξ‖Lqt,x[m,m+1] + ‖e
i(t−m−1)∆h′k,ξ(m+ 1)‖S7/2J,K
. η4K7α1+γ
(
K2+40α1
K3
) 1
6
‖h′k,ξ‖X1,3/4 . η5K−1/6+15α1 , (3.39)
using the fact that γ < α1.
Finally, for the term PK1PC′u := u
∗, denote its contribution to hk,ξ by h
∗
k,ξ, then we know by
(2.26) that
‖h∗k,ξ‖X1,3/4 . ‖D(ei(k·x+ξt)u∗)‖X1,−1/4 ,
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which is then bounded by ∫
R×T3
Kei(k·x+ξt)Dv · u∗ dxdt
by duality, where ‖v‖X0,1/4 . 1. By translation we can set m = 0; by Plancherel, the above can be
written as
K
∑
|n|∼K
∫
R
û∗(n, ζ)D̂v(n+ k, ζ + ξ) dζ.
Note that |k| . Kα1 and |ξ| . K30α1 , so we know that
max(|ζ +Q(n)|, |ζ + ξ +Q(n+ k)|) ≥ |Q(n+ k)−Q(n)| −O(1)K30α1 ≫ K60α1
since n 6∈ C. Since ‖Du∗‖X0,1/6 . K−1 and thus ‖u∗‖X0,1/6 . K−1min(1, (K/N)−s+1), and
‖Dv‖X0,1/4 . max(1, (K/N)s−1), the above can be bounded by extracting a factor of either
|ζ +Q(n)| or |ζ + ξ+Q(n+ k)| and estimating both factors in ℓ2nL2ζ . This gives that ‖h∗k,ξ‖X1,3/4 .
ηK−10α1 , and thus
η4K7α1 sup
5≤q≤12
K
5
q
− 1
2 ‖h∗k,ξ‖Lqt,x[m,m+1] + ‖e
i(t−m−1)∆h∗k,ξ(m+ 1)‖S7/2J,K . η
5K−3α1 .
Summing up, we get that
‖v′m,K1,··· ,K5‖S7/2K,J + ‖v
′′
m,K1,··· ,K5‖S7/2K,J . η
5max(K−3α1,K
−1/6+15α1
) . η5K−1/100,
since we have chosen α1 = 1/100.
Now, combining the results from (1), (2) and (3), and summing up in m where 0 ≤ m ≤ T ′, we
get that
AK . aK + η
5K−1/2000 + η
∑
M
min
(
K
M
,
M
K
)1/256 ∑
0≤m≤T ′
sup
5≤q≤12
M
5
q
− 1
2‖PMDu‖7/2Lqt,x[m,m+1]∩J .
Since |J | ≤ Kγ , the summation in m with any fixed M can be divided into O(K/M)γ terms if
M . K, and O(1) terms if M & K, such that each term is bounded by ‖PMDu‖7/2
S
7/2
M,J′
. A
7/2
M for
some J ′ ⊂ [0, T ] such that |J ′| ≤Mγ . Therefore we get
AK . aK + η
5K−1/2000 +
∑
M
min
(
K
M
,
M
K
)1/256
max
(
K
M
,
M
K
)γ
A
7/2
M .
Since γ = 1/300 and AK . 1, this implies (3.19).
Now that (3.19) is proved, let cK = aK + ηK
−1/2000, we can use Lemma 3.4 to conclude that
AK . sup
M
min
(
M
K
,
K
M
)1/6000
(aM + ηM
−1/2000).
Since aM . η, this immediately implies AK . η; moreover for K ≥ N we have
AK . ηK
−1/6000 +
∑
M
min
(
M
K
,
K
M
)1/6000
(M‖PMDf‖L2) + η(N/K)1/6000 .
Since ∑
M
(M‖PMDf‖L2)2 ∼ ‖Df‖2H1 . η2,
by Schur’s inequality it is easily seen that ∑
K≥N
A2K . η
2.
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Thus (3.18) is proved. 
Remark 3.5. The reason we can assume J = [0, T ′] when K < N is because aK = η. When we
translate J in time we have to replace f by u(t) where t is the left endpoint of J . Since one still
has K‖PKu(t)‖L2 . η, the above proof will carry over to this case.
With Corollary 3.2 and Proposition 3.3, we can now finish the proof of Theorem 1.1.
Proof of Theorem 1.1. Let ‖u(0)‖Hs = A. Fix a large enough constant D not depending on η. In
this proof any implicit constant C appearing in . will be ≪ D. Let u be a solution to (2.1) with
energy E[u] . η2, as described in Proposition 2.9. Choose N such that ‖u(0)‖Hs ∼ ηN s−1, then
with D = DN one has that ‖Du(0)‖H1 . η. By Proposition 2.9 and Strichartz, we see that for
T = 1,
sup
0≤t≤T
‖Du(t)‖H1 ≤ Dη, AK(T ) ≤ 1, (3.40)
with AK(T ) defined in Proposition 3.3. Suppose (3.40) for some T ≤ Nγ , then by Corollary 3.2
and Proposition 3.3, for t ∈ [0, T ] we have AK(T ) . η ≪ 1. Moreover we have
E[Du(t)]− E[Du(0)] .D η2
∑
K
min
(
1,
K
N
)1/6
sup
|J |≤Kγ,J⊂[0,T ]
‖PKDu‖4S4K,J
.D η
2
∑
K
min
(
1,
K
N
)1/6
sup
|J |≤Kγ,J⊂[0,T ]
‖PKDu‖4
S
7/2
K,J
.D η
2
∑
K
min
(
1,
K
N
)1/6
A4K
.D η
4
∑
K.N
(
K
N
)1/6
A2K + η
4
∑
K&N
A2K .D η
6.
Since η is sufficiently small, this implies that E[Du(t)] ≤ E[Du(0)] +OD(1)η6 ≤ Cη2, which gives
sup
0≤t≤T
‖Du(t)‖H1 ≪ Dη.
By bootstrap arguments, this implies that (3.40) remains true up to T = Nγ , which implies
‖u(t)‖Hs . ηN s−1 for 0 ≤ t ≤ T .
Using time translation and rescaling N by a factor depending on η, we get the following result
with some absolute constant E (which could depend on η):
If ‖u(t)‖Hs ≤ N s−1, then for |t′ − t| ≤ Nγ/E we have ‖u(t′)‖Hs ≤ (EN)s−1. (3.41)
Now, for any positive integer m such that Em(s−1) ≥ A, choose the smallest time tm > 0 such that
‖u(t)‖Hs ≥ Em(s−1), then by (3.41) we have
tm+1 − tm ≥ Emγ−1,
so in particular tm & E
mγ . Therefore, for each t > 0, if ‖u(t)‖Hs ≫ A, choosing the biggest m
such that ‖u(t)‖Hs ≥ Em(s−1), we get that t ≥ tm & Emγ , thus
‖u(t)‖Hs ≤ E(m+1)(s−1) . Em(s−1) . t
s−1
γ .
The negative times are proved in the same way. Since γ = 1/300 this completes the proof of
Theorem 1.1. 
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