In this paper, we investigate how the Laplacian spectral radius changes when one graph is transferred to another graph obtained from the original graph by adding some edges, or subdivision, or removing some edges from one vertex to another.
Introduction
Let G = (V (G), E(G)) be a simple connected graph with vertex set V (G) = {v 1 , v 2 , . . . , v n } and edge set E(G). 
The second smallest eigenvalue µ n−1 (G) of L(G) is called the algebraic connectivity of G by Fiedler [1] which has received a good deal of attention and has found numerous applications so far (see [2] ). The largest eigenvalue µ 1 (G) of L(G) is called the Laplacian spectral radius of the graph G, denoted by µ(G). The importance of µ(G) is attributed to the following two reasons. On the one hand, it is related to the algebraic connectivity of the complement of G (see [2] Theorem 3.6) and some graph invariants (see [3] [4] [5] ). On the other hand, it is used in theoretical chemistry (see [6, 7] ), combinatorial optimization (see [8] [9] [10] [11] [12] [13] ) and communication networks (see [14] ) etc.
Let X be an eigenvector of G corresponding to µ(G). It will be convenient to associate with X a labelling of G in which vertex v i is labelled x i (or x v i ). Such labellings are sometimes called "valuation" [15] . If X is a unit eigenvector of G corresponding µ(G), then we have
The paper is organized as follows. In Section 2 we consider the effect on the Laplacian spectral radius of a graph by adding edges. The next section presents how the Laplacian spectral radius changes under a subdivision. Section 4 is devoted to the effect on the Laplacian spectral radius of a graph by removing edges from one vertex to another.
The effect on the Laplacian spectral radius of a graph by adding edges
Let G be a graph and let G = G + e be the graph obtained from G by inserting a new edge e into G.
Lemma 2.1 ( [16] ). The Laplacian eigenvalues of G and G interlace, that is,
Lemma 2.2 ( [17, 18] ). Let G be a connected graph on n vertices with at least one edge, then µ(G) ≥ ∆(G) + 1, where ∆(G) is the maximum degree of the graph G, with equality if and only if ∆(G) = n − 1. Lemma 2.3. Let G be a connected graph on n vertices.
be the induced subgraph of G induced by vertices v 1 , . . . , v s . Let X be an eigenvector of G corresponding to µ(G).
(
Proof. From (D − A)X = µ(G)X , we have for 1 ≤ i, j ≤ s and i = j,
and
Thus, from Eqs. (2.1) and (2.2), we have
That is,
And since
The proof of (1) is complete. By reasoning similarly as above, we can prove (2) holds.
In [19] , the author considered the effect on the Laplacian spectral radius of a graph by adding edges and obtained the following.
Let v be a vertex of a connected graph G and suppose that v 1 , . . . , v s are pendant vertices of G which are adjacent to v. Let G * be the graph obtained from G by adding any t (1 ≤ t ≤ s(s−1)
Now, we give a more general result. Proof. Let G * be the graph obtained from G by adding
So, in the following, we only need to prove that µ(G * ) ≤ µ(G). We distinguish the following two cases.
Thus, we conclude that G contains a complete bipartite graph K s,n−s as a spanning subgraph of G. So,
The proof is complete.
The following result is often called the Gersgorin disc theorem (see [20] ).
Lemma 2.4. Let A = (a i j ) be an n-by-n complex matrix, and let
Then all the eigenvalues of A are located in the union of n discs
Furthermore, if a union of k of these n discs forms a connected region that is disjoint from all the remaining n − k discs, then there are precisely k eigenvalues of A in this region.
Let A = (a i j ) be an n-by-n real matrix. The matrix A is said to be strictly diagonal dominant if 
Proof. If k = 1, the result holds from Theorem 2.1. So, in the following, we always assume that k ≥ 2. Let G * s be the graph obtained from G k s by adding
So, in the following, we only need to prove that µ(
From Eqs. (2.3) and (2.4), we have
By reasoning similarly as above, we have for 1 ≤ i, j ≤ s,
.
Since ∆(G k s ) ≥ s + 3, from Lemmas 2.1 and 2.2, we have
Thus, M is a strictly diagonally dominant matrix. From Lemma 2.4, we conclude that det M = 0. So, we have
That is, 
). 
, a path on 2k + 1 vertices. So, G k 2;1 ∼ = C 2k+1 , a cycle on 2k + 1 vertices. It is a well known fact that µ(P 2k+1 ) = µ(C 2k+1 ). The proof is complete.
The effect on the Laplacian spectral radius of a graph by a subdivision
A subdivision of a connected graph G with at least two vertices is a graph obtained from G by removing some edge e = uv and adding a new vertex w and edges uw and vw (i.e., subdividing an edge uv into two new edges uw and vw). Subdivision graphs, with many vertices subdividing each edge of the original graph, and their spectra are particularly important in the study of thermodynamic properties of crystalline solids (see [2] ).
Lemma 3.1 ([20]
). Let A = (a i j ) be an n-by-n real symmetric matrix and |A| = (|a i j |). Then ρ(A) ≤ ρ(|A|), where ρ(A) denotes the largest eigenvalue of the matrix A. An internal path of a graph G is a sequence of vertices v 1 , v 2 , . . . , v k with k ≥ 2 such that:
(1) The vertices in the sequence are distinct (except possibly
Let W n be the tree on n vertices obtained from a path P n−4 (of length n − 5) by attaching two new pendant edges to each end vertex of P n−4 , respectively. In [22] , Hoffman et al. obtained the following result:
Suppose that G = W n is a connected graph and uv is an edge on an internal path of G. Let G uv be the graph obtained from G by the subdivision of the edge uv. Then λ 1 (G uv ) < λ 1 (G), where λ 1 (G) denotes the largest eigenvalue of the adjacency matrix of the graph G.
For the Laplacian spectral radius, we have the following similar result.
be an internal path of a connected bipartite graph G with vertex set {v 1 , v 2 , . . . , v n } (n > k). Let G be a graph obtained from G by subdividing some edge of P. Then we have µ(G ) < µ(G).
Proof. Since G is a bipartite graph, from Lemma 3.3, we have
While from Lemma 3.1, we have
Thus from Eqs. (3.1) and (3.2), we only need to prove that
Let X be an eigenvector of D(G) + A(G) corresponding to ρ(D(G) + A(G)). From Perron-Frobenius theorem, X > 0. Without loss of generality, we may assume that
Let G * be the graph obtained from G by subdividing the edge e = v s−1 v s and suppose the new vertex is v n+1 . It is easy to see that G * ∼ = G . Let Y be an n + 1 dimensional column vector corresponding to G * such that
It is easy to see that
Since x s−1 ≥ x s , from Eqs. (3.4) and (3.5), we have
x i > 0, from Eqs. (3.6) and (3.7), we have
, also from Eqs. (3.6) and (3.7), we have (BY ) n+1 < (µ(G)Y ) n+1 . Thus, from Eq. (3.3) and the above discussions, we have
From Lemma 3.2, we have
Furthermore, we have the following.
Theorem 3.2. Let G be a connected bipartite graph with vertex set V (G) = {v 1 , v 2 , . . . , v n } and uv an edge on an internal path P :
be the graph obtained from G by subdividing the edge uv into 2l + 1 new edges. Then we have 
Proof. By the induction method, we only need to prove that µ(G) > µ(G 3 ). Let X be an eigenvector of D(G)+ A(G) corresponding to ρ(D(G) + A(G)) and u
Let Y be an n + 2 dimensional column vector corresponding to G 3 such that
From Lemma 2.2 and the fact that G is bipartite it follows that µ(G) > 4. By reasoning similarly as that of Theorem 3.1, we have µ(G) > µ(G 3 ). The proof is complete.
Lemma 3.4 ([23]).
If G 1 is a proper subgraph of a connected bipartite graph G, then we have µ(G 1 ) < µ(G).
The following example indicates that the condition "G is a bipartite graph" in Theorem 3.1 is essential.
Example. Let G be the graph obtained from the cycle with length 2k + 1
by attaching a tree T at vertex v. Let G 1 = G − v 1 v 2k . Then from Corollary 2.1, we have
, where w is a new isolated vertex. From Lemma 3.4, we have
It is easy to see that G 2 is the graph obtained from G by the subdivision of the edge v 1 v 2k . While from Eqs. (3.8) and (3.9), we have µ(G 2 ) > µ(G). Proof. By reasoning similarly as that of (1) and (2) of Lemma 3.3 of [19] , we have (1) holds and
Combining the above equation with Lemma 3.2 of [19] , (2) holds.
Recently, Hong and Zhang [24] and Guo [19] proved the following:
Let u, v be two distinct vertices of the connected bipartite graph In this section, we consider more general graphs.
Theorem 4.1. Suppose u, v are two distinct vertices of a connected graph G. Let G t be the graph obtained from G by attaching t new paths vv i1 v i2 . . . v iq i (i = 1, 2, . . . , t) at v. Let X be a unit eigenvector of G t corresponding to
Proof. If x v = 0, from Lemma 4.1, we have
u . The result is obvious. In the following, we suppose that x v = 0. Without loss of generality, we distinguish the following two cases. Case 1. Suppose that x u x v > 0. From Lemma 4.1, we have x v x j1 < 0 and x u x j1 < 0 ( j = 1, 2, . . . , t). Then
Case 2. If x u x v < 0, then take a valuation Z corresponding to G u such that
From Lemma 4.1, we have x v x j1 < 0 and x u x j1 > 0 ( j = 1, 2, . . . , t). Then
The following inequalities are known as Cauchy's inequalities and the whole theorem is also known as the interlacing theorem.
Lemma 4.2 ([20]
). Let A be a Hermitian matrix with eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ n and B be a principal submatrix of order m; let B have eigenvalues
In the following, we shall denote by Φ(B) = Φ(B, x) = det(x I − B) the characteristic polynomial of the square matrix B. 
and v a vertex of G, respectively. Let H k be a graph obtained from G 1 , G 2 , . . . , G k and G by joining vertex v to v 1 , v 2 , . . . , v k , respectively. Then
Proof. We employ the induction on k. If k = 1, from Lemma 4.3, the result is obvious. In the following, we suppose that k ≥ 2. Let G i v i : v be the graph obtained from G i by attaching a new pendant edge v i v at v i , (i = 1, . . . , k). It is easy to see that
Taking u = v k and v = v to H k in Lemma 4.3, by the induction, we have
The proof is complete. 
, with equality if and only if either µ(G * ) = µ(G) or there exists some
Proof. If n = 2, then G ∼ = G * . The result is obvious. In the following, we assume that n ≥ 3 (implies that d G (u) ≥ 2). From Lemma 4.4, we have
Thus, from the above two equations, we have 
where λ i (L uv (G)) denotes the ith largest eigenvalue of the matrix L uv (G).
We conclude that there exists some i (1 ≤ i ≤ n − 2) such that 
So we have µ(G * ) = µ(G). If
From Eq. (4.1), we have
If Φ(G; µ(G * )) = 0, then we have µ(G * ) = µ(G). In the following, we assume that
Then there exists some i (1 ≤ i ≤ k) such that 
Then we have
From Lemma 4.3, we have Corollary 4.1. Let G be a unicyclic graph on n vertices with girth g ≥ 3. Then µ(G) ≤ µ(U * g ), where U * g is a unicyclic graph on n vertices obtained from a cycle C g on g vertices by attaching n − g pendant edges at some vertex.
