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This KfK-report contains the contributions of the authors to the
topic 'COz-cycle of the earth' in that form in which they were
presented at the 'IIASA workshop on carbon dioxide, climate and
society'. The first part is independent of the second part; re-
sponsible is the respective author.
Abstract
The CO2-cycle of the earth is conceived as a 'first order kinetics'
system. This leads to a system of coupled first order differential
equations. Differential equations systems of general 'first order
kinetics' systems are analyzed with respect to equilibrium states
and asymptotic behaviour of the solutions. The second part of the
report treats the thermodynamic aspect of the first order kinetics
systems. According to the idea of J. Meixner the problem was trans-
formed in an analogous problem of electrical networks. Methods for
the numerical treatment are presented.
Zusammenfassung
MATHEMATISCHE BEHANDLUNG VON KINETISCHEN SYSTEMEN ERSTER ORDNUNG MIT
ANWENDUNG AUF DEN KOHLENDIOXYDKREISLAUF DER ERDE
Der CO2-Kreislauf der Erde wird aufgefaßt als ein kinetisches System
erster Ordnung. Dies führt auf ein System gekoppelter Differentialglei-
chungen erster Ordnung. Differentialgleichungssysteme von allgemeinen
kinetischen Systemen erster Ordnung wurden analysiert hinsichtlich der
Gleichgewichtszustände und des asymptotischen Verhaltens der Lösungen.
Im zweiten Teil des Berichts wurde die thermodynamische Seite der kine-
tischen Systeme erster Ordnung behandelt. Nach dem Verfahren von J. Meix-
ner wurde das Problem auf ein analoges Problem bei elektrischen Netzwer-
ken überführt. Für die numerische Behandlung wurden Verfahren angegeben.
Par t I
H. Frick
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1. Introduction
In the last years several authors (e.g. [lJ, [2J, [3J) have developed
simple box models for the CO2-cycle of the earth. The boxes represent
atmosphere, biosphere and ocean or, by finer subdivisions, parts of
these regions, e.g. upper mixed layer of the sea and deep sea. The CO2-
mass flow per time between these boxes is decribed by a system of first
order linear differential equations with constant coefficients, which
means that the CO2-cycle is conceived as a first order kinetics system.
Of interest are the equilibrium states of the cycle and its asymptotic
behaviour. Since these problems are relevant not only for CO2-cycles we
investigate them for general first order kinetics systems.
1-1
Zum Druck eingereicht am 6. März 1978
2. The four-box model
The four-box model for the carbon dioxide cycle of the earth may be de-
scribed as follows: Given are the four boxes atmosphere (a), biosphere
(b), upper mixed layer of the sea (m) and deep sea (d). At time t these
boxes contain the CO2 inventories Ia(t), Ib(t), Im(t), Id(t), measured in
mol. In the time interval (t, t+dt) parts of the inventories are exchanged;
the transition from box x to box y is determined by the exchange coeffi-
cient kXY (measured in reciprocal years). No CO2 leaves the system and
none enters it *).Therefore by the figure on page 2-2 we have the follow-
ing relations for the CO2 inventories in the different boxes at time t:
(t)
components of which describe the CO2 inventories of the four boxes at time
t , then we can write the system (t) in matrix form
dk~t) = A . l(t)
*) The last assumption means that there is no burning of fossil fuels,
e.g. in case they are exhausted, which could happen before long.
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where the matrix A is given by
_kab_kam kba kma 0
A k
ab _ kba 0
=
kam 0 _kma_kmd
0 0 kmd
An equilibrium state of the cycle we call astate that, when reached once,
will never change in the future, i.e. I' is an equilibrium state when,
with
l(t ' )=1 1 for some t
we have
l( t ) = I I V t > t'
One can show ([4J) that for the four-box model the unique equilibrium
state (normalized to unit atmospheric inventory) is given by
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3. The general n-box model
Clearly the equilibrium states are determined by the matrix A •
The matrix A is characterized by the fact that all off-diagonal elements
are non-negative -this is clear since they represent the transition coef-
ficients or rate constants- and by the fact that each main diagonal ele-
ment equals the negative sum of the other column elements. The latter is
a consequence of the 'material conservation l property which means that no
CO2 leaves and none enters the system; we have
by
Since every box-model with mass conservation property has - independent
of the number of boxes - the above properties, we consider as a general
n-box model the system of differential equations
d
crty=Ay
where
and where
n > 1
( 1)
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A .- (a .. ) . J'1 J 1, =
is a matrix with
1, ... , n
a· . E R IJ i , jlJ
a .. > 0 IJ i j (2)lJ =
n
a· . = I a .. IJ i (3)11 j=l Jl
jii
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4. Final and equilibrium states
Clearly an equilibrium state of the general n-box-model is astate y'
such that, when y(t) is a solution of (1) under the initial condition
y(O) = y'
it i s
y(t) ~ y' V t ~ 0
(Trivially yl = 0 is excluded).
In what we are interested is
a) what do the equilibrium states look like
b) does any cycle tend to an equilibrium state
and, if it is so
c) in which way does the final state depend on the initial state at
time zero.
The latter point is of importance. It may happen that the transition coef-
ficients and the total amount of material contained in the cycle are known
with some accuracy whereas the initial inventories of the boxes are roughly
estimated (e.g. this is the case for the CO2 cycle). This turns out to be
4-1
no problem if the final state depends only on the total amount of material
in the cycle and not on its initial distribution to the boxes.
In practise our initial states are restricted to those y(O) with
Vi = 1, ... , n. (4)
One can show that every solution y(t) of (1) with a non-negative ini-
tial state vector remains in the non-negative orthant.
Since for the mathematical treatment the restriction to non-negative ini-
tial states is irrelevant, in the following we admit arbitrary initial
states y( 0)
We first answer question b). Therefore we introduce the definition of
stochastic matrices (cf. e.g. [5J).
A real matrix (b1'J') is called stochastic ifi, j = 1, ... , n
b .. > 0 V i , jlJ =
n
L b .. = 1 Vj=l lJ
(5)
(6)
Using some well-known properties of stochastic matrices we will prove
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Lemma 1. The matrix A defined by (2)~ (3) has an eigenvalue O. All
other eigenvalues have real parts less than 0 .
Proof. Since A has a rank less than n by (3)
o is an eigenvalue. Let
A = a + i b f 0
be another eigenvalue of A. There is a ~ > 0 such that
(E unit matrix)
is a stochastic matrix and
A' := ~ a + 1 + i ~ b
is an eigenvalue of B. Since the modulus of an eigenvalue of a
stochastic matrix is bounded by 1 ([5J)~ we have
a < 0 o
If the eigenvalue 0 has multiplicity m then (by [5J~ P 74~ Th. 10) there
exist m linear independent eigenvectors c1~ ... ~ c
m
€ Rn
Denote A1~ ... ~ Ak the real eigenvalues of A different from 0 and
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j 1, ... ,1
the eomplex eigenvalues.
Then the theory of differential equations tells that the solution y(t)
of (1) with an initial eondition y(O) = y(O) has the form
where the P , Q , T are veetors of polynomials of degree less than the
s w w
multiplieity of the eorresponding eigenvalue and a r E R
Now the question b) is easy to settle.
Theorem 2. Let y(t) be a solution of (1) with an initial eondition
y(O) = y(O). Then lim y(t) exists and is an equilibrium state.
t~
Proof. The solution y(t) has the form (7). Sinee the AS aw are all
less then 0 by Lemma 1 we have
m
lim y(t) I a r er z,t~ r=l
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where m is the multiplicity of the eigenvalue 0 and cl' ... , c
m
are
linear independent eigenvectors to o.
Another way of representing y(t) is (see e.g. [6J)
y( t)
Hence a solution of (1) with initial condition
y(O) = z is
whence
( I
v=O
Since z is a linear combination of eigenvectors of A to 0 we have
( I
v=O
Thus
1 Av+1 z t V = 0VT .
therefore
\J t
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5. Unique final states
Th. 2 says that for any initial state the cycle tends to an equilibrium
state as time increases. The next question is how this equilibrium state
depends on the initial state. We will show that in case that °is a simple
eigenvalue of A the equilibrium state does not depend on the special
form of the initial state, that is if yO(i) € Rn, i = 1, 2 are initial
states with
I y.O(1) =
j=1 J
n
Ij=1
0(2)y.
J
and y(i)(t), i = 1, 2 are the solutions of (1) under
i = 1, 2 ,
we have
lim y(1)(t) = lim y(2)(t)
t-+oo t-+oo
To prove the above statement we shall use properties of the fundamental
system of the system of differential equations (1) +). To obtain an ade-
quate representation of this fundamental system some matrix calculus is
required.
+) There are shorter proofs but for some reasons we take our way
see the comment on p. 5-12
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Let A be given ace. (2) and (3). Let A be the set of eigenvalues of A
which are different from 0 Let I denote the real interval
I . - [0, (max la. . I)-1 ]
l';i~n 1 1
Let for ]J € R
B := (]J A + E)T]J
(8)
(9)
Clearly B is a stochastic matrix according to (5), (6) if and only]J
if ]J € I
Now let A be divided into subsets Al' A2 by
Al .- {A € A, 3 0 < ]J € I (10)
(11 )
In the following we denote the multiplicity of an eigenvalue A of a matrix
by K (A) . The A € Al have a remarkable property:
Lemma 3. To every A € Al there exist K (A) linear independent eigen-
vectors of A .
Proof. There exists a 0 < ]J € I , defined in (8), such that
p:=]JA+I
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is an eigenvalue of the stochastic matrix Band
l.l
By [5J, p. 76, Folgerung 1, there exist K (p) linear independent
vectors c(1), ... , C(K(P)) E: Rn with
1, ... , K(p)
that is
whence
V 1 = 1, ... , K( p)
because of l.l > 0 .
By regarding the determinants det (l.l A + E - ~ E) and det (A - P E)
one immediately understands that K(P) = K(A) , and the lemma is
proved.
o
5-3
Now let A E A2 , defined in (11). Then there exist K (A) linear
independent vectors
(A) (1) (1) (A) (1) (aAl) (A) (2) (1) (A) (2) (aA2)
c , ... , c , c , ... , c
... , c
(where PA and the a Aj are natural numbers with
PA
I a AJ, = K (A)) withj=1
(A - A E)v C(A) (j) (v) = 0
(A - A E)v-l C(A) (j) (v) ., 0
(12-a)
(12-b)
j = 1, ... PA
and
(A - A E)m c( A) (j) (v) = C ( A) (j) (v-rn) (12-c)
j = 1, ... , PA
(see e.g. [7J § 21.3)
The C(A) (u) (w) are called main vectors or generalized eigenvectors
to the eigenvalue A •
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Now let for ~ E R
p := ~ A + I
Applying equ. (12-a), (12-c) one obtains for I ~ u ~ PA '
a AU ~ 0 E N
= [p E + ~ (A - A E)JO C(A) (u) (w) =
0
( ~) o-k k (A - A E)k C(A) (u) (w)= I p ~ =
k=O
w-l (0) o-k k (A) (u) (w-k)
= I k p ~ c =
k=O
= o-w+l w~l (0) w-I-k k (A) (u) (w-k)
p L k p ~ c
k=O
(13 )
and
Now for every A E Al we choose a fixed set of K (A) linear independent
eigenvectors of A according to Lemma 3 and denote it with C (A) • For
every A E A2 we choose a fixed set of K (A) linear independent main
vectors accord. to equ. (12-a), (12-b), (12-c) and denote it with C (A)
The elements of C (A), Af 0 have a remarkable property.
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Theorem 4. Let A f 0 be an eigenvalue of
n
L c· = 0
i=l 1
Proof Let A E Al By definition of Al there exists a
o < ~ E I such that B is a stochastic matrix (def. of land
~
B see (8), (9)) and I~ A + I! = 1
~
Because of
A f 0
we have
p := ~ A + 1 :f 1
Since B .- (b(~)) is stochastic, it is for every~ lJ i, j = 1, ... , n
n
I
;=1
n n n
(SL x). = L (L b(~) x.) = L
~ 1 ;=1 j=l Jl J j=l
n
= LX.j=l J
Hence
n n
L c· = L (SL c).
;=1 1 ;=1 ~ 1
but
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nL
i=l
(BTC).
]l 1
n
P L C·
i=l 1
whence
n
L C· =
i=l 1
n
P L C·
i=l 1
which, since P f 1, can only hold for
n
L c. = 0
i=l 1
For an arbitrary 0 < ]l E IBis stochastic
]l
and from equ (*) follows
n
L
i=l
(B T 0 c).
]l 1
n
= I c·
i=l 1
IJ 0 E N
By definition of A2 it is for the eigenvalue
P := ]l >.. + 1
of B
]l
The properties of stochastic matrices ([5J) yield
Ipi< 1 .
Let c be c(>..) (u) (w)
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By equ. (13) we have
BT Ö C = BT Ö c(;\.) (u) (w) =
l.l l.l
w-1
= pö-w+l L (~) pw-1-k l.lk c(;\.) (u) (w-k)
k=O
Since
lim pö-w+1 (~) = 0
ö~
because of
we have
lim BT ö c = 0 •
ö~ l.l
From equ (**) fol1ows
n
Li=l
c· = 0 .1
o
... ~
As said above~ to the eigenva1ue 0
independent eigenvectors c(O) (1) ~
of A there exist
c(O) (K(O))
K (0)
Let
1i nea r
C(O) ._ {c(O) (1) ~
= 1~ ... ~ K (O)}
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A fundamental system of the system of differential equations (1) consists
of the n vector-valued functions
c(O)(i) € C(O), i = 1, ... , K (0) ,
C (>..)(i) eH w,"th c(>..) (i) c- C (') , ,0 = 1 ( )~ h , ••• , K >.., >.. € Al
and
i = 1, ... , K (>..), >.. € A2 '
where
()( O) =K(>..) ()() ()()f>" , (t) L qo>" i (t) c>" j
j=l J
where c(>..) (j) € C (>..), j = 1, ... , K (A), and the q(>") (i) (t) are
J
real polynomials in t of degree ~ K (A) - 1, (see e.g. [6J) . A
real solution of (1) under the initial condition
y(O) = y(O)
has the form
K(A) (A)L [80j=l J
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Let e:= (1, ... , 1) E Rn. From Th. 4 we have V t
(14)
(15)
•
for A E Al' C(A) (j) E C (A), 1 ~ j ~ K (A) .
Since for fixed t the vector f(A) (j) (t) , A E A2 ' 1 ~ j ; K (A) ,
is a linear combination of C(A) (j) , we have by Th. 4 V t
Now let y(t) be a solution of (1) with the initial condition
y(O) = y(O)
Since by Lemma 1
Re(A) < 0 V A f 0
we have
1im
t~
If
K (0) = 1
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we have
lim y(t) = ß(O) c(O) (1)
t~ 1
By (15), (16) follows
e ·y(t) = ßiO) . e . c(O) (1) ,
whence
= ( I y~O)) ( I
. 1 1 . 11= 1=
That is, the equil ibrium state
Let K (0) ; 2 and
n
lim y (t) depends only on L y(O).
t~ i=l 1
with ß(0)(1) f ß(0)(2) for at least one j and I yq(1)
J J i=1 1
= I yq(2)
. 1 11=
For the solutions y(1) (t) , y(2) (t) of (1) under
y(i) (0) = yO (i)
we have
i = 1, 2 •
( ) K(O) K(O)Y 1 (t) = L ß(O) (1) c(O) (j) f L ß(O) (2) c(O) (j) = y(2) (t)
j=1 J j=1 J
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by the linear independency of the c(O) (1), ... , c(O) (K(O))
Hence it is shown
Theorem 5. Let yO (1 ) yO (2) Rn with, E
n 0 (1) n 0 (2)I y. = I y. (a)
i =1 1 . 1 11=
Let Y(i) (t) = 1, 2 be solutions of (1) under the initial conditions
y(i)(O)=yO(i) i=1,2
If 0 is a simple eigenvalue of A we have
lim y(l) (t) =
t-+=
lim y(2) (t)
t-+=
(b)
If 0 is a multiple eigenvalue of A there are yO (1), yO (2) ful-
filling equ. (a) such that equ. (b) does not hold.
Theorem 5 settles question c) of p.4-1 in the sense that the equilibrium
state of the cycle depends only on the total amount of material contained
in the cycle and not on the special form of the initial state if 0 is a
simple eigenvalue of A
As said above (cf. footnote on p.5-1) our way of proving Th. 5 is by no
means the shortest one. In fact one can prove Th. 5 in a very brief manner,
using only equ. (7) and Th. 2, ignoring totally Th. 4 and the concept of
main vectors. A justification for our proceeding is on one hand the fact
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that some results given above will be needed later on (e.g. equ. (13))
and on the other hand that Th. 4 turns out to be useful when considering
the disturbed cycle (which will be done in a forthcoming report). We dem-
onstrate the latter - without proof - by a simple example.
Consider the inhomogeneous system of differential equations
d(ffz=Az+a
T n
where a:= (al' ... , an) E Rand A is a n x n matrix according
to (2), (3)
Assume that the eigenvalue 0 of A is simple. The general form of a
real solution z (t) of the inhomogeneous system of differential equations
is
z(t)=y(t)+ I
AEA1uA2
K(A) (A)L [p.
. 1 JJ=
where y is the solution of the homogeneous system and has the form (14)
and p(A) , ~(A) E R Of special interest is the coefficient p(O)
J J 1
By application of Th. 4 one obtains
n n
= ( I a.)·( I c~O) (1))-1
i=l 1 i=l 1
n
( \' C ~ 0) (1) -t 0, [5] 58 Th 3)L r see e. g. p,. ,
i =1 1
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i .e. plO) does not depend on the special form of the vector a but
only on the sum of its components .
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6. Conditions for the uniquess of the final state and for the non-
oscillating behaviour of the cycle
The above Theorem 5 leads at once to the question which kind of cycles
induce a matrix A with the simple eigenvalue 0 . Another question
concerns the asymptotic behaviour of the solution y(t) of (1). How do
the components of y(t) approach the inventories of the final state:
do they oscillate or not? As can be seen from equ. (7) they obviously
don1t oscillate if all eigenvalues of A are real.
We will formulate criteria which guarantee the simplicity of the eiqen-
value 0 and reality of the other eigenvalues of A. For instance it
will turn out that our example on page2-1 belongs to the most comfortable
typ of cycles: no oscillation and the final state depends only on the
total amount of CO2 contained in the system.
We begin with adefinition:
Two different boxes E and F of a cycle are called adjacent if for the
transition coefficients kEF , kFE it is
or
This means the boxes E and F are adjacent if material can flow from
E to F or vice versa.
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For the rest of the paper we will consider only those cycles which cannot
be divided into two or more disjoint subcycles; that is we assume from now:
if C and D are different boxes of a cycle there is aseries Ba, ... , Bk
of different boxes of the cycle such that C., C. 1 are adjacent V i and
1 1+
C = Ba, D = Bk. Those cycles we call connected cycles. To treat only
connected cycles is no loss of generality since the behaviour of a cycle
which consists of two or more disjoint subcycles is completely known, when
the behaviour of each subcycle is known.
The matrices A which are induced by connected cycles can obviously be
characterized as follows: let TI: {l, ... , n} -+ {l, ... , n} be a permuta-
tion of the first n numbers. Assigne to TI the matrix P
TI
m
where 0ml
=
is the Kronecker-symbol, i .e.
o m f
1
Then if A rises from a connected cycle there is no permuta ti on TI such
that P A pT has the form
TI TI (:(1) :(2))
with A(1 ) A(2) square .,
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We now define a special type of connected cycles, which - in analogy to
graph theory - are called trees. We say a connected cycle is a tree if
two different boxes are connected in exactly one way. More precisely:
A connected cycle is called a tree if for two arbitrary, different boxes
E, F of the cycle there is exactly one series Ba, ... , Bk of different
boxes such that Bj , Bj +1 are adjacent for all j and Ba = E, Bk = F
A matrix A which is induced by a tree is obviously characterized by the
following property:
let ap,q > 0, as,t > 0 for {p,q} f {s,t}. If there are two series
of sets
1 = 1, 2, v = 0, ... , kl with
{p,q} n {i~l) { t} {.(l) .(l)}./. f1Is, n 'k ,Jk r p,
1 1
= 1, 2
{i(l) .(l)}./. {i(l) .(l)}v ,J v r v+1 ' J v+1 ' {i(l) .(l)}v ,Jv {.(l) .(l)}./.f1In , v+1 ' J v+1 r p
for 1 = 1, 2 v = 0, ... , kl - 1 and
max (ai (1) . (1) aj (1) i (1)) > 0 for a11 1 ~ v ~ kl and 1 = 1, 2
v J v v v
then k1 = k2 and
{i (1) , j(l)} = {i(2) , j~2)} for all v
v v v
For instance our example on page 2-1 is a tree.
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We shall see that all matrices A which rise from trees have only real
eigenvalues. For this we need the following lemma .
...
Lemma 6.
property:
Let the n x n matrix A, induced by a tree, have the following
a .. > 0 <=> a·· > 0lJ Jl V I < i, j < n , # j
Let K be an n x n matrix with
Then there is x E Rn,
V m # 1
x· > 01 i=l, ... ,n with
k .. x.=k .. x.lJ J Jl 1
Proof (by induction) .
V I < i, j < n , i # j (x)
Let A rise from a cycle with only two boxes.
From the tree-property follows
Hence for every xl > 0
is a positive solution of syst. (x) .
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Assume the lemma is true for all matrices induced by trees with at most
(n - 1) boxes.
Let A rise from a tree with n boxes.
By the tree-property and since the number of boxes is finite, there is a
box BmO which is adjacent to exactly one box
BmO we obtain a tree with (n - 1) boxes.
Bm . By omitting the box1
By assumption there is x' E
with
n-1R , x ~ > 0
1
k.. x.=k .. x.lJ J Jl 1
Let
The system
1 < i, j < n , i, j f. mO ' i f. j
k. xm = k . x~1 mO 0 mOl 1
is solved by x' since
mO
k. = k . = 01 mO mOl
Hence the vector
= 1, ...• n
solves
6-5
k .. x.=k .. x.lJ J Jl 1
and
A
x· > 0
1
l<i,j~n,
= 1, ... , n
t- j
o
Next we want to show that a matrix A, indueed by a tree, with the
property
a·· > 0 <=> a·· > 0lJ Jl t- j
is similar to a symmetrie matrix
Lemma 7. Let the n x n matrix A be indueed by a tree and
a.· > 0 <=> a·· > 0lJ Jl Vif j
Then there is a non-singular n x n matrix T sueh that T- 1 A T is
symmetrie.
Proof. By Lemma 6 there exists x E Rn
x· > 0 V i = 1, ... , n1
sueh that
a· . x. a .. x. V f jlJ J Jl 1
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Let
!Xl
T - 0
0 IX
n
and
U - A T2
It is
u.· = a.· x·lJ lJ J
henee
u .. = u .. ,lJ J 1
that is U is symmetrie.
"t i, j
Sinee T is non-singular it is
and
From Lemma 7 one easily obtains
o
Theorem 8. Let the n x n matrix A rise from a tree. Then all eigen-
values of A are real
If furthermore A has the property
a·· > 0 <=> a.. > 0lJ Jl
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then eaeh eigenvalue I.. of A has K (I..) linear independent eigenveetors;
any x E: IRn , x. > 0 V i , whieh solves
1
a .. x· = a .. x. 1 < i , j < n I- jlJ J Jl 1 = ,
is an eigenveetor to the eigenvalue O.
Proof. We first prove the seeond part of the theorem.
x· > 01 V i solve the system
a·· x· = a· . x. i I- jlJ J Jl 1
eil )With T - '. 0 the matrix
o IXn
U .- A T2
is symmetrie. For the i-th eomponent ofAx we have
(A X)i =
n
Ij=1 a .. x·lJ J
n
= Ij=1
u .. =lJ
n
Ij=1 u.· =J 1
n
Ij=1
a .. x.
J 1 1 =
n
=(I a .. )x.=j=1 Jl 1 o . X.1
Henee x is an eigenveetor to the eigenvalue 0 of A
Let
S := T-1 A T
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Since
the matrix S is symmetric. By a well known theorem of matrix theory
(see e.g. [7J) there is an orthogonal real n x n matrix D with
where A = ( >.~: ) Al' ... , An being the eigenvalues of S
(and also of A since Sand Aare similar) .
It is
therefore
A T DT = T DT A
Let cl' ... , cn denote the columns of T D
T We have
=
whence
A c· = A. C.
1 1 1
Since T DT is non-singular, the cl' ... , cn are linear independent.
Thus the second part of the theorem is proved.
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Now let A be an arbitrary matrix induced by a tree.
Define the matrix '"A .- '"(a .. ) . J'1J 1, = by1, ... , n
'" '" (a. " a .. ) for l' ja· . = a .. = maxlJ Jl lJ Jl
n
'" L '"a· . = a .,11 j=l Jl
Hi
'"Let A(u) .- u A + (l-u) A for u > 0
Obviously A(u) has the properties (2), (3) .
A(u) is induced by a connected cycle. For if there were a permutation ~
such that
o
wl'th "'A(l) , "'A(2) square, then by
P A( u) pT =
1T 1T
and the fact that
'"u P A pT + (l-u) P A pT
~ ~ 1T ~
sgn(P A(u) pT ) .. > sgn(P A pT ) .•
~ 1T lJ ~ ~ lJ \J i l' j
(remember that P A pT is obtained by applying the permutation 1T
1T TI
simultaneously to the rows and columns of A) we would have the contra-
diction
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P A pT =
1f 1f
o
square .
The matrix A(u)
Sinee for u > 0
= (a(~)). rises from a treelJ 1,j=1, ... ,n
a ~ ~) > 0 <=> max (a .. , a .. ) > 0lJ lJ Jl
and sinee A is indueed bya tree, one immediately sees that A(u) has
the property deseribedon page 6-3, whieh eharaeterizes matriees stemming
from trees .
Trivially for A(u) , u > 0
<=> \J i f- j
By Lemma 7 A(u) is s imi 1ar to a symmetrie matrix for a11 u > 0 . Henee
A(u) only has real eigenvalues for a11 u > O. Sinee the eigenvalues of
A(u) depend eontinuously on u the theorem is proved. 0
From Th. 8 follows that the eomponents Yi(t) of a solution y(t) of (1)
do not oseillate but are monotonous for t > t o ' with t o suffieiently
large, when the eyele is a tree. This is an immediate eonsequenee of the
faet that the sin-and eos-terms in equ. (7) vanish beeause the eigenvalues
are a11 real. If in addition, the matrix A has the property
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a,· > 0 <=> a .. > 0lJ Jl V i I: j
then, by Th. 8, there exist n linear independent eigenvectors and the
general solution of (1) has form (c. f [6] , § 3
KiO) (0) (0) (') \' Ki>") ß{>") c(>") (j) eHy(t) = L ß· c J + L 1j=l J >"€A1uA2 j=l J
where ß3>") € Rand c(>..) (j) , j = 1, ... , K(>") , are linear
independent eigenvectors of A to the eigenvalue >..
In fact, y(t) has the even simpler form
y(t) = ßiO) c(O) (1) + I Kf>") ß{>") c(>..) (j) e>..t
>"€A1uA2 j=l J
because of K(O) = 1. The latter is a consequence of the property
a·· > 0 <=> a·· > 0lJ Jl v i I: j
and is independent of the fact that A rises from a tree
This means that for all matrices, induced by a connected cycle which may
be a tree or not, we have
K(O) = 1
if A has the above property (*)
This will be shown by use of the following lemmas.
Lemma 9. Let the n x n matrix A, induced by a connected cycle, have
the property
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a.. > a <=> a·· > alJ Jl \} i f j
Then for each 1 ~ j < n there exists a
a.. >a, a.i.>aljJ J J
Proof. Assume that there is a ja with
a· ja = a v f ja1
Hence a· . = a I,J i f jaJa1
Define apermutation TI· byJa
i. f j with
J
TI· (k).- k
Ja
The matrix Aj a .- (a TIJ. (s) TI· (t)) s, t = 1, ... , na Ja
a
has the form
This is not possible for connected cycles since A = P A pT
ja TI. TI jaJa
PTI .- ( °TI . ( i )j ) i , j 1, n)= ... ,
Ja Ja
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o
Lemma 10. Let the n x n matrix A, induced by a connected cycle,
have the property
a·· > 0 <=> a·· > 0lJ Jl Vii j
Let 0 be a n x n matrix with
sgn d.. = sgn a ..
1J 1J
d .. > 0 V
11
i j
Then for each 1 < j < n there is apermutation 7fj' such that with
p
7f.
J
1, ... , n the matrix
K - P 0 pT.7f. 7f. 7fJJ J
has the property
( 7f . )
k .J . > 0 IJ i i j1 1
and for each j' ~ j there isa i . I < j' withJ
( 7f. ) ( 7f . )
k. J > 0 , k. I J. > 0
1 . I j' J 1. IJ J
Proof. (by induction over j)
For j = 1 there is nothing to prove. Assume that for 1 ~ j < n there
isa pe rmu ta t ion '\J7f such tha t
IJ j I < j
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and for every jl ; j there is a i . J < j I
J
such that
k(ir') 'I >0
1 'J JJ
Since ~ = P'\, D P~
1f 1f 1f
it i s d'\,( '\, )TI u) lf(v for a11 u. V = 1, ... , n
especia11y
k Or) di j +1 = '; ( i) i'( j +1) , k(;\') dj+1i = ';(j+1) ~(i)
By Lemma 9 there is a i~(j+1) f ~(j+1) such that
d. > 0
1~(j+1) ~(j+1) dir ( j +1) i ~ ( j +1) > 0
Hence with r it i s
'\,
k(lf) 0r j+1 >
'\,
k(lf) > 0j+1 r
If r < j+1 nothing is to show. Assume therefore r > j+1 .
Then there are m, 1 with m > j + 1 > 1 and
'\, '\,k(lf)
> 0 k(lf) > 0
m1 1m
for, if such m, 1 would not exist, it wou1d be
K( 1)
0
K'\, =
1f
K(2)
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with
which is a contradiction, since with the special matrix
o := A + [1 + maxla. -IJ E we would havei 11
p~ A P~ = p~ (0 - [1 + m~xlaiilJ E) P~ =
square .
Now define apermutation n by
o
/\ ( . ) .1T 1 := 1 Vif j+1, m , ~(j+1) := m , ~(m) := j+1
With
K(i') TK/\ := p/\ p/\1T 1T 1T
we have
A k(~)k(1T)
= V s, ts t /\ ~(t)1T(S)
hence
/\ k(~)k(1T)
= V s, t f j+1, ms t s t
and
A k(~)k(1T) j+1 = = d~-l(m) ~-1 (m) > 0j+1 mm
6-16
A
k(TI)
1 j+1
With
= k(;)!) 01 m > ,
A 0 'V
.- TI TI
defined by
(~ O~) (i) = ~(;)! (i))
we have
and our statement is true for j+1 o
Lemma 11. Let the n x n matrix A, induced by a connected cycle,
have the property
a .. > 0 <=> a·· > 0lJ Jl
Let D be a n x n matrix with
sgn d.. = sgn a· .lJ lJ
d .. > 0
11
Let
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f- j
Vif- j
V i
\I E: N
Then
IJ i, j = 1, ... , n
Proof. By Lemma 10 there is a permutation TI such that with
p .- (0 (') ,)TI TI 1 J
K ;= P 0 pTTI TI
has the property
k.. > 0
11
i, j = 1, ... , n
IJ i
the matrix
and for every 1 ~ j < n there is a i, < j such that
J
k . i, > 0
J J
It suffices to show
since, because of
pT P = ETI TI
it is
Kn- I p n-I pT= 0TI TI
and
d(~-I)
=
k(n-I)
TI-I(j)lJ TI-I(i)
V i,j=I, ... ,n
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The proof is by induction over n
For n = 1 there is nothing to prove.
Assume the lemma is true for nO < n, nO > 1. Let
Obviously
K = KI + KU
It i s
n n 1 n -1 1 n -1
= K1 0 + KU 0 + -Z nO K' 0 KU + "2" nO KU K' 0
1
nO-2 n
+"2" L ( 0) [K 1n- r Kur + Kun -r Kir]
r=2 r
Obviously
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(a)
Since
(k' .. ) , J'lJ 1, = 1, ... '"0 = (k, ,)lJ i, j = 1, ... , nO
has the property
k I.. > 0
11
V i = 1, ... , nO
and to each 1 < j ~ nO there exists i j < j such that
we have by assumption
(no-I)
kI., > 0
1 J
hence
V i, j = 1, ... , nO (b)
(no)
k'
i j
> 0 V i, j = 1, ... , nO
We have from equ. (*) for i ~ nO
> 0 (c)
since there is a in +1 < nO+l with
o
kll , > 0
1 n +1 nO+1o
and
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(no-I)
kll k ' .. > 0
n +1 j J 1o
(d)
since
By (a), (b), (c), (d) we have
(no)
k.. >0 Vi,j=I, ... ,n
1 J
and our statement is proved for nO+l
From Lemma 11 one easily obtains
o
Theorem 12. Let the n x n matrix A, induced by a connected cycle,
have the property
a·· > 0 <=> a·· > 0lJ Jl Vi., j
Then 0 is a simple eigenvalue of A.
Proof.
and
-1Let 0 < ~ < (m~x laiil)
l~l~n
D .- E + ~ A .
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It i s
sgn d..lJ
d.. > 0
11
= sgn a ..lJ i f j
V i
By Lemma 11 we have with
... , n
\J i,j=1, ... ,n
Since Ol is a stochastic matrix it follows (see e.g. [5J, p. 70, Th. 8)
that 1 is a simple eigenvalue of Ol Therefore 0 is a simple
eigenvalue of (Ol - E) = ~ Al, hence of A.
The above Theorem 12 can slightly be weakend
Theorem 12' . Let the n x n matrix A, induced by a connected cycle,
have the property:
o
a·· > 0lJ
< = > a.· > 0Jl i f j
Proof.
for at least (n-1) numbers j E: {l, ... , n}
Then 0 is a simple eigenvalue of A .
If a·· > 0 < = > a .. > 0
1J J 1
nothing is to be proved. Assume therefore that for a
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1 <
then by Th. 12
j" ~ n
a· , > 0 <==> a .. > 0 \J i f j , j f j'lJ Jl
and
a, " a., . = 0lJ J 1
Define apermutation n by
n(i). i V ifj',n, n(n)
and
Let
p .- (0 (,).)
n n 1 J i, j = 1, ... , n
M:= P A pT
n n
There is a i ' f n with
mir n > 0 or mn i I > 0
otherwise M
induced by a
(
A(l) 0 )
o A(2)
connected cycle.
which contradicts the fact that A is
Let 0 < ~ < (max
l~i~n
D .- E + ~ A
Let
I -1a, , I)1 1 I and
K P D pT = E + ~ M
n n
and
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k .. i < n and j < nlJ
K' .- (k I •• ) • j 1, k I •• .-1J 1, = ... , n lJ
0 otherwise
KII .- (kll .. )lJ i, j = 1, ... , n '
K' n- 1 := (k' .. ) . J'lJ 1, = 1, ... , n-1
Since because
the matrix K' n-1 has the property
> 0 <==> k I ••Jl > 0
it follows by Lemma 11 that with Kn-21 .= (k' (~-2))n-· lJ i, j = 1, ... , n-1
V i, j = 1, ... , n-1
It is
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Now assume that
mi In> 0
hence
kll > 0i I n
Since
k,~~-2) > 0
lJ
we have
for i'! n
V i, j = 1, ... , n-1
nk~n-1) ~ i(n-1) L k' ~n:2) k". > 0
1 n j=1 1 J J n
Since
(a)
k, (n:2) > 0
1 J
we have
k{n~1) > 0
1 J
V i, j = 1, ... , n-1
V i, j = 1, ... , n-1 (b)
From (a) and (b) we see that Kn- 1 has a row with only non-zero elements.
Assume that for i l ! n
> 0 hence kll nil > 0
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It i s
k(n-1)
nn
and
> kn- 1 > 0
nn
(b' )
From (al) and (bi) we see that the n-th
non-zero elements.
n-1row of K has only
T n-1Thus we have shown that the matrix (K) has a column consisting solely
of non-zero elements. Since KT is a stochastic matrix it follows
(see e.g. [8J) that 1
a simple eisenvalue of
is a simple eigenvalue of KT .
1 pT (K - E) P = A
l.l 1f 1f
Therefore 0 i s
o
In Th. 12 we admitted that only n-1 of the relations
a ..lJ > o <=> a ..Jl > o
must hold.
Generally this can't be weakend in the sense that two or more of the above
relations may be omitted.
We demonstrate this by a simple example
Regard the following 4-Box connected cycle
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~_l~J k13 ~J
2 k21
"
2
k24
.. 4
The k12 , k21 , k13 , k24 are positive transition coefficients from box
i to box j . There is no transition from box 3 to 1 and from box
4 to 1 and between box 3 and 4, thus
Denote M the total amount of material contained in the cycle. Intuitively
one would expect that
y(l) := (0, 0, M, 0)' y(2) := (0, 0, 0, M)'
are equilibrium states which would imply that the final state of the cycle
depends not only on the value M but also on the initial distribution of
M to the four boxes. This turns out to be true, since y(l), y(2) are
eigenvectors to the eigenvalue ° of the induced matrix
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-k12 -kU k21 0 0
k12 -k21 -k 24 0 0
A .-
kU 0 0 0
0 k24 0 0
One easily sees that A has rank 2 and that y(1), y(2) are two linear
independent eigenvectors to the eigenvalue 0 of A
However the assumption of Th. 12 1
> 0 <=> a··Jl > 0 i f j , for at least n-1 numbers j I
is by no means necessary for A to have a simple eigenvalue 0 (nor for
the reality of the eigenvalues it is necessary that A is induced by a
tree). Consider the matrix
A .-
o
a
n1 ann
with
a· . > 0 V > jlJ
n
a· . = I a· . > -1JJ i=1 lJ
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As can easily be seen A is induced by a connected cycle which is not
a tree. The eigenvalues of Aare 0 ,all' ... , an- 1 n-l '
hence all real. The matrix
D := (E + A)T
is stochastic and its
fore (see e.g. [8J) 1
eigenvalue of A .
n-th column contains only non-zero elements. There-
is a simple eigenvalue of D, hence 0 is a simple
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7. Computation of the final state
When the solution y(t) of (1) under the initial condition
y(O) = yO
is known the final state of the cycle can easily be calculated by t+oo.
However obtaining y(t) generally involves computation of the eigenvalues
of A and their main vectors, which may be tedious. The method given here
for determining the final state does not use eigenvalues and main vectors
but consists only of simple matrix multiplications. The following lemma
will be needed
Lemma 13. Let B be a stochastic n x n matrix with
b.. > 0
11
V i = 1, ••• , n .
For every eigenvalue A of B it is
IAI=l <=> A=l
Proof. Let A be an eigenvalue of B withA
1\,IAI = 1
A ALet x E R be an e; genvector to A and
I~sl = max I~; I
l~;~n
By
B ~ A A= A x
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it is
n 1\I 1\ 1\b . x· = (I. - bss ) xi=l S1 1 s
ifS
n n J~i I 1\ 1\
--=) I b . > I b. -- > 11. - bssl > I I. I bss 1 - b=S1 = S1 I~S I = = J I ssi=l i=l
ifS ifS
Since the row sums of stochastic matrices are 1, equality must hold,
hence
1 - bss
Because of bss > 0 this is obviously possible only for
1\
I. = 1
o
Let in the following denote A the set of the non-zero eigenvalues of the
n x n matrix A. For each eigenvalue I. of A, including 0, let C(A)
be a set of K(A) linear independent mainvectors to 1., K(A) being
the multiplicity of A. For the representation of an arbitrary z E Rn
as a linear combination of the real and imaginary parts of the mainvectors
the following lemma holds .
Lemma 14. Let Z E Rn There are real numbers
ß(O)1 '
( 0)
... , ßK(O) , ß(A)1 '
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I. E A
such that
where C(A) (j) € C(A) , 1 ~ j < K(A), A € A u {O}
The (0) (0)ß1 ' ... , ßK(O) are uniquely determined by z .
Proof. Since the C(A) (j) 1 ~ j ~ K(A), A € A u {O} are linear
independent there are (not necessarily real) numbers 03 A) 1 ~ A ~ K(A),
A € A u {O} such that for z € Rn
which proves our first statement .
Let with 0 < ~ < (max laiil)-l
l~i~n
The matrix B is stochastic with non-zero main diagonal elements. Thus
~
B has the eigenvalues 1 and
~
p := 1 + ~ A A € A
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and it is by Lemma 13
~ P = 1 + ~ A • A E: A
since jpl > 1 is impossible for stochastic matrices ([5J, p. 73, Th. 1) .
From equ. (13) one immediately sees that
1im o 1 ~ j ~ K(A) , A E: A .
Now 1et for an arbitrary Z E: IR n
= Z
Since
BT c(O) (j) = c(O) (j)
lJ
we have from equ. (*)
~ 1 ~ j < K(O)
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which by the linear independence of the . c(O) (1), ... , c(O) (K(O))
yields
v j = 1, ... , K(O)
o
With the help of Lemma 14 we are now able to give a simple method of
computing the final state by the following theorem.
Theorem 15.
condition
y(O) = y(O)
Let y(t) be a solution of (1) under the initial
The final state y(oo) is given by
y(oo) = lim (E + ~ A)v y(O)
v-t<Jo
for arbitrary 0 < ~ < ( max
l;i;;n
-1jaiil)
Proof. The solution y(t) has the form
y( t)
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where C(A) (j) E C (A) , j = 1, ... , K(A) ,
f(A) (j) (t) := KfA) q~A) (j) (t) C(A) (r)
r=1
A E A u {o} ,
and the q~A) (j) (t) are real polynomials of degree
Hence for
t = °
we have
__ KiO) () () (') KiA) (A)
y(O) L ß. O c ° J + I L [0.
j=1 J AEA j=1 J
with
o(A), E( A) E IR , 1 ~ j ~ K(A) , A E A •
J J
Let
Y
(O) _ KiO) (0) (0) (j) \ Ki A) (A)
- La. C + L L [<I>.
j=1 J AEA j=1 J
By Lemma 13 we have
v j = 1, ... , K(O)
For any 0 < ~ < ( max
l::i~n
-1
la. ·1 )11
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B .-(E+11A)'
11
is a stochastic matrix with non-zero main diagonal elements. Hence B
11
possesses the eigenvalues 1 and
p ;= 1 + 11 >. >. E: A
and, by Lemma 13 and since Ipl > 1 is impossible for stochastic matrices,
By equ. (13) it is
lim B' v y(O) =
v-+oo 11
lim
v-+oo
K(O)
Lj=1
(0)
a.
J
B' v c(O) (j) + 0
11
because of
(0) (0) (j)
a· CJ
B' c(O) (j) = c(O) (j) + 11 • 0 . c(O) (j) = c(O) (j) \J 1 ~ j < K(O) .
11
Since by Lemma 1
Re(>.) < 1 \J >. E: !I.
we obviously have
lim y( t) = KtO) ß(O) c(O) (j)
t-+oo j=1 J
which with equs. (*), (**) proves the theorem
7-7
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8. Irreversible - thermodynamische Aspekte
Die phänomenologische irreversible Thermodynamik der 'first order kinetics '
Systeme ist gut ausgearbeitet.
Die Linearität des Differentialgleichungssystems (3.1) spielt dabei die we-
sentliche Rolle /1/,/2/,/3/.
Die Linearität von (3.1) erlaubt eine Transformation mit einem in 4 er-
wähnten Faktor ~ , der physikalisch eine Zeitdilatation oder Zeitkontrak-
tion bedeutet
d(ffy=Ay
~ > 0
(1 )
(2 )
Diese Gleichung bedeutet, daß alle Irate constants' a .. von A mit ~lJ
so zu V i ~ J'~ . aij r
genden Eigenschaften von
gültig bleiben.
Diese lauten wiederholt:
transformiert werden können, daß die grundle-
A auch für die zeittransformierte Matrix ~ . A
R
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Jla .. > 0lJ ! j (3.2)
n
Jl a· . = - Jl I IJ
" j =1j!i
Es kann der folgende Satz formuliert werden:
(3.3)
Sa tz 1: Zu jedem A mit Eigenschaften 3.2, 3.3 kann ein Zeittrans-
formationsfaktor Jl > 0 so gewählt werden, daß die Matrix B
B .- (Jl A + E)T (4)
eine stochastische Matrix wird.
(Die Eigenschaften einer stochastischen Matrix wurden in 4.5, 4.6 fest-
gelegt)
Die Behauptung des Satzes 1 ist trivial und beruht auf Lemma 1. Das Ziel
dieses Abschnittes war eigentlich die physikalische Deutung des Faktors Jl,
der besonders bei numerischen Experimenten zum Tragen kommt. (Siehe später!)
Für die irreversible Thermodynamik sind die Boxenmodelle sehr interessant,
deren Graph ein Baum ist und bei denen die in Kapitel 6 beschriebene Eigen-
schaft
a·· > 0 <~ a·· > 0
1J J 1
IJ l<i,j<n ! j (5)
gewährleistet ist. Diese Eigenschaft nennen wir weiterhin in diesem Kapitel
die Eigenschaft A. (Diese Eigenschaft bedeutet nichts anderes
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- nach der
Terminologie der irreversiblen Thermodynamik und der gleichgewichtsnahen
Reaktionskinetik - , daß die Reaktionswege reversibel sind.)
Nach diesen erwähnten Kriterien werden einige Boxen-Modelle durchgemustert.
Das Vierboxenmodell von Craig /4/ hat folgende Form
D
wobei die Boxen folgenderweise numeriert sind:
1 Vegetation and humus
2 Atmosphere
3 Upper mixed layer of the sea
4 Deep sea
Der Graph dieses Modells ist ein unverzweigter (linearer) Baum.
1 2 3 4
• • • •
Die Differentialgleichung (1) lautet mit dieser Boxennumerierung folgender-
weise
I Y1(t) -a 21 a12 0 0 Y1(t)
.Y'2(t) a21 (-a 12 -a 32 ) a23 0 Y2(t)
= (6)
Y3(t) 0 a32 (-a 23 -a43 ) k34 Y3(t)
Y4(t) 0 0 k43 -k 34 Y4(t)
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Die Matrix A fUr das Modell von Craig wird von einem (linearen) unver-
zweigten Baum induziert und hat eine tridiagonale Gestalt. Eine Erweite-
rung des Modells auf n-Boxen, die fUr die Reaktionskinetik interessant
ist / 5/, hat die folgende Form:
D a32 an, n-I___.....;:0 ••• ....." ,......
an-I, n
Der Graph des Modells ist ebenso wie bei Craig ein unverzweigter (linearer)
Baum
I
•
2
•
n-I
•
n
•
Die zu diesem Modell gehörende A Matrix hat die Gestalt
o
o an,n-I -an-1,n
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(7)
Das Modell von Machta /6/ gehört auch zu dieser Gruppe der Boxenmodelle,
die die Eigenschaft A besitzen. Der Graph des Modells ist ein verzweig-
ter Baum
(Ober die Gestalt der Systemmatrix wird auf Ref. /21/ verwiesen).
Diese Boxen-Modelle haben alle die Eigenschaft A. Dies beinhaltet nach
Theorem 12, daß 0 ein einfacher Eigenwert ist. Zu diesem Eigenwert gehört
der Eigenvektor x
Nach Theorem 8 sind alle Eigenwerte reell. Nach einem Theorem der Matrix-
theorie (zitiert auf Seite 6-9 ) hat die Systemmatrix A ein vollständiges
Eigenvektorsystem. Dies bedeutet mathematisch, daß die analytische expli-
zite Lösung von (1) mit Exponentialmatrizen (siehe Seite 4-5), oder nach
/ 7/ kein Problem ist.
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Diese Einfachheit der mathematischen Lösung beinhaltet eine ganze Reihe
interessanter irreversible thermodynamische Aspekte:
Wenn das Boxenmodell Eigenschaft A besitzt, gilt nach Theorem 8:
U .- A T2 (8)
wobei U eine symmetrische Matrix ist, und T2 aus den Komponenten des
zu einfachen Eigenwert 0 gehörenden Eigenvektors gebildet wird (siehe
Seite 6-8 ).
x (9)
Die Symmetrie von U als mathematische Eigenschaft:
U => u .. = U .•lJ Jl i, j (10)
ist nichts anderes, als das grundlegende Prinzip der irreversiblen Thermo-
dynamik, das Prinzip des detaill ierten Gleichgewichts /8/ .
Daher kann folgender physikalischer Satz ausgesprochen werden.
Phys. Satz 1
Wenn das 'first order kinetics ' System die Eigenschaft A besitzt, wird
dadurch das Prinzip des detaillierten Gleichgewichtes erfüllt.
o
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Da die Eigenschaft A physikalisch gedeutet nur die Reversibilität der
Reaktionsschritte und die Kreislosigkeit des Graphen erfordert, kann der
physikalische Satz 1 noch folgenderweise formuliert werden
Phys. Satz 1
Wenn das 'first order kinetics ' System die Eigenschaft A besitzt, wird
das Prinzip des detaillierten Gleichgewichts für beliebige (willkürliche)
Wahl der 'rate constants'
a·· E: IRlJ Vi, j
automatisch erfüllt.
o
Deshalb nennen wir die 'first order kinetics ' Systeme mit Eigenschaft A
'first order kinetics ' Systeme, die das Prinzip des detaillierten Gleichge-
wichts inherent erfüllen. Wenn der Graph nicht kreislos ist, aber die Rever-
sibilität (5) noch aufrecht erhalten wird, müssen noch zusätzliche Bedin-
gungen, die Wegscheiderischen Bedingungen gelten, damit das Prinzip des
detaillierten Gleichgewichts erhalten bleibt. Das Prinzip des detaillier-
ten Gleichgewichts ist physikalisch deshalb wichtig, weil es eine Erschei-
nungsform der in der Natur generell gültigen Onsager'schen Reziprozitäts-
relationen ist /13/ .
Mathematisch gesehen ist die Symmetrie von U gleichbedeutend mit dem Prin-
zip des detaillierten Gleichgewichts. Diese Symmetrie von U garantiert
die reellen Eigenwerte von A, das von ausschlaggebender Bedeutung ist.
(Die Symmetrie von U ist eine Folge der Eigenschaft A). Nach Lemma 7
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gibt es eine Ähnlichkeitstransformation von A mit der ~latrix T, so daß
die Ähnlichkeitstransformierte
S . (11 )
symmetrisch ist.
Daraus folgt, daß A reelle Eigenwerte hat.
Nach dieser kurzen inhaltlichen Wiederholung des Lemma 7 , können wir die
Aussage noch verschärfen.
Satz 1
Sei für ein 'first order kinetics' System Eigenschaft A erfüllt, dann hat
A negative Eigenwerte (und den einfachen Eigenwert 0).
Nach Lemma 7
S .- T-1 A T
ist S symmetrisch.
(12)
A und S haben die gleichen Eigenwerte, weil (12) eine Ähnlichkeitstrans-
formation ist.
Wir zeigen, daß die zur symmetrischen Matrix S zugeordnete quadratische
Form negativ semidefinit ist, d.h. daß für einen beliebigen Vektor x gilt
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x S Xl < 0 (13)
Wenn wir (12) ausmultiplizieren, erhalten wir die Matrix S in folgender
expl iziter Form
n 11 RI aj 1 a12 xl . . a1n ·x1j=ljfl
~ n Ra21 X2 I aj2 . a2n X2j=lj!2
S = (14)
n
I ajnj=l
j!n
Die Matrix S ist symmetrisch, deshalb gilt
! j (15)
außerdem folgt aus Lemma 7
a .. x·
Jl 1
i ! j (16)
Aus diesen beiden Gleichungen folgt für die Außendiagonalelemente von S
die Form
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(S) ..lJ a ..lJ \J f j (17)
Schreiben wir (13) explizite aus
x S Xl =
n n
L L x· (S) .. x·
i=l j=l 1 lJ J
dann ergibt sich mit (17)
x S Xl =
n n
L L
i =1 j =1
jf:i
2(a .. x·
1J 1
=
1 n
L
"Z i =1
n
Lj=l
jfi
(_~ x. - _l"ä:'". x.) 2"~ji 1 "-iJ J (18)
Da der Summand für beliebige Vektoren nur positiv (oder Null) sein kann,
gilt:
x S Xl ~ 0
Deshalb kann der folgende Satz 1 ausgesprochen werden
Satz 1
(19)
Die zu S zugeordnete quadratische Form ist negativ semidefinit. S hat
deshalb nur negative Eigenwerte (und einen Eigenwert 0). Da Sund A
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ähnlich sind, gilt die gleiche Aussage für A.
Dieser Satz wurde in /8/ bewiesen. Die Formel enthielt aber so gravieren-
de Druckfehler, daß eine fehlerfreie Durchrechnung notwendig erschien.
Der Satz 1 ist wichtig für die qualitative Klassifizierung der Lösungen (1).
Nach /7/ ist die Lösung von (1) eine Linearkombination des Fundamental-
systems, die die Anfangsbedingungen befriedigt (siehe auch Seite 4-4).
Wenn die Eigenschaft A gewährleistet ist, lautet das Fundamentalsystem
für (1):
= x(1)
1
= x(2)
1
= x(2)
2
(2)
, ... , Yn
. (20)
Wo (x(j) x(j) .. ,x(j) ) der zu 'A= 'A. Eigenwert gehörender Eigenvek-1'2" n J
tor ist.
Die Lösung lautet:
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= I C. y( i)
i=1 1 1
(21)
y = I c. y(i)
n . 1 1 n1=
(Die Ci s werden von den Anfangsbedingungen bestimmt).
Ein Eigenwert ist Null, die anderen n-l sind alle negativ und ver-
schieden. (Es liegt keine 'zufällige Entartung' vor. Dies ist eine Re-
striktion der 'rate constans') .
Die Lösung (21) ist dann ein Aggregat von n-l Exponentialfunktionen
mit negativem Exponent. Daher können die Lösungen Yl' ... , Yn nach
einem Satz von Polya und Szegö / 9/ höchstens n-2 mal Extremalwerte
annehmen, und höchstens n-2 mal den Gleichgewichtswert durchlaufen. Dies
bedeutet, daß 'first order kinetics' Systeme mit Eigenschaft A oszilla-
tionsunfähig sind, und daß das Gleichgewicht aperiodisch gedämpft er-
reicht wird. Es gibt eine andere Möglichkeit der Klassifizierung der Lö-
sungen mit den Klein'schen W-Kurven / 10/. Generell kann man sagen, daß
Eigenschaft A, (oder die inherente Erfüllung des Prinzips detaillierten
Gleichgewichts) eine ganze Fülle von interessanten mathematischen Eigen-
schaften mit sich bringt.
Es gibt Boxen-Modelle für den CO2-Kreislauf auf der Basis der 'first order
kinetics', die die Eigenschaft A nicht besitzen /11/ .
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14
2
3
Dieses Modell verstehen wir in linearisierter Form im Sinne der 'first
order kinetics'.
Aus dieser Abbildung sind wichtige Tatbestände der irreversiblen Thermody-
namik zu erkennen. Eigenschaft A gilt nicht mehr. Gewisse Reaktionswege
sind irreversibel. Darüber hinaus kann man geschlossene Schleifen mit einer
Umlaufrichtung auswählen. Dies sind die Onsager1schen Kreisläufe. Dies be-
deutet, daß das Prinzip des detaillierten Gleichgewichts nicht mehr gilt.
Die Matrix A kann komplexe Eigenwerte haben.
Diese Art von Boxen-Modellen wurden im mathematischen Teil ausgiebig behan-
delt.
9. Elektrische Modelle
Boxenmodelle können generell mit elektrischen Netzwerken simuliert werden.
Diese Simulation hat gewisse grundlegende Vorteile: Man gewinnt mehr Ein-
sicht in die Dynamik des Systems.
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Um eine Netzwerkanalogie aufzustellen, führen wir eine spezielle Ähnlich-
keitstransformation durch. Zuerst nehmen wir wegen der Einfachheit an,
daß der Null-Eigenwert von Aeinfach ist. Die Matrix T2 ist dann ein-
deutig bestimmt und regulär. Transformieren wir (1) mit T2 ;= C
d(C-1y) 1
= (C- A C)dt
-1C y (22)
Die Ähnlichkeitstransformierte Matrix ist
Theorem 9.1
Beweis;
Wegen (8) ist U symmetrisch
(23)
(24)
U ;= A C (25)
setzen wir in (23) (25) ein
weil CT = C ist (C ist eine reguläre Diagonalmatrix) und
9-2
(26)
folgt aus (26)
Damit ist die Behauptung bewiesen.
o
In (22) haben wir eine Transformation definiert, die ein Endomorphismus ist
( 27)
Sie ist ein bijektiver Endomorphismus, weil C, die Matrix des Endomorphis-
mus, eine reguläre Matrix ist. Der Endomorphismus in Koordinatentransfor-
mationsform lautet:
-1
z := C y
wobei z der neue (transformierte) Koordinatenvektor ist.
Mit dieser Notation lautet (1) in der transformierten Basis
d z
crt =
(28)
(29)
Wenn wir (29) (in der transformierten Basis) lösen, lautet die Rücktrans-
formation nach (28)
y = C z
Die Gleichung (29) kann man instrumentell lösen /12/, /13/.
Wir brauchen soviel Knotenpunkte wie Boxen. Wenn eine Box
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(30 )
nur mit ei nem
Pfeil mit einer anderen j verbunden ist, bauen wir zwischen den Knoten
und j von der Pfeil richtung abhängend folgendes Schaltelement ein:
a· .Jl
______..........::::0 . j
j
...::=0.
Wji
Wenn die Boxen i, j I reversibel I miteinander verbunden sind, ergibt sich
folgendes Schaltbild:
a· .Jl
j
....... a··lJ
--Wji
j
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Die Dreiecke bedeuten zunächst einen idealen Trennverstärker
(Eingangswiderstand 00 , Ausgangswiderstand 0 ).
"-Eine Verwirklichung dieses Verstärkers wird unten angegeben. lUij ist
der Kehrwert der 'rate constant l und hat die Dimension einer Admittanz.
Op. Verst. :National Semiconductor LH 740 ACH
input
-in
+in
+ 15 V
33~F
-----H
6
out
output
12R. t=10 rl1 npu
-4 -5Routpt=10 ,10 rl
RLast = ab 1K ~
-15 V
Die Knotenpunkte werden mit der Erde durch Kondensatoren verbunden, die
mit einem Schalter versehen sind.
Die Kondensatoren werden den Anfangsbedingungen entsprechend aufgeladen,
und bei t = t+O auf das Netz geschaltet.
Die Kapazität der Kondensatoren sind untereinander gleich und das R C
Verhältnis ist frei einzustellen. Die elektrische Ersatzschaltung für das
Craig-Modell sieht folgendermaßen aus:
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1 -::.. 2 ~ 3 ~ 4W21 W32 W43
..::.
'- .0:...
W12 W23 W34
~ a
Für aas linearisierte Modell /11/:
c c
1 2
t------e---~H
tV
w
IV
4
c
3
c
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Jeder Kasten symbolisiert ein einfaches oder reversibles 'rate constant l
"-Paar, wie die vorangehenden Abbildungen es zeigen. Die w·· sind weiter-lJ
hin die skalaren Admittanzen. Der Pfeil deutet nur die 'Richtung' des be-
treffendenirate constant1s .
Man kann für diese elektrischen Modelle mit n Knotenpunkten die Kirch-
hoffIschen Knotenpunktgleichungen aufschreiben. Die unbekannten Größen
sind die n Knotenpunktspannungen. Streng genommen gibt es nach den Ge-
setzen der Netzwerktheorie in einem System von n+l Knoten nunabhängige
Knotenpunktspannungen. Bei unserem Modell ist der überzählige Knoten die
Erdung. Die Kirchhoffischen Knotenpunktgleichungen lauten für n Knoten
dv
CfE= S1 V (31)
wobei v der Spannungsvektor der n Knoten (dies ist die gesuchte Größe,
die Modellierungsgröße) ist, und S1 die Admittanzmatrix. Sie hat die folgen-
de konkrete Form:
S1 .-
n
l:j=l
j;i1
w· ,lJ w12 .....
n
l: w2J' ...j=l
jf2
l: wnJ'j=lj,n
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(32)
Die Matrix Q hat folgende Eigenschaften
w·· > 0lJ
, j (33)
n
w· . = L w· . IJ i11 j=l lJ
i,j
(34)
Die Eigenschaft (33) bedeutet, daß die Admittanzmatrix nicht symmetrisch,
d.h. daß das Netzwerk nichtreziProk ist.Die Eigenschaft (34) bedeutet, daß
die Zeilensun~e Null ist. Diese Eigenschaft ist darauf zurückzuführen, daß
die algebraische Summe der in einen Knotenpunkt zu- und abfließenden Ströme
Null ist. Die Zuleitungen der Kondensatoren sind dabei wegzudenken. Die ka-
pazitiven Ströme, die durch diese Leitungen fließen, sind als Generatoren-
ströme zu deuten; sie erscheinen auf der rechten Seite von (30) und ergeben
letztlich den dvjdt Ausdruck (C ist wegnormiert).
Die Eigenschaften (33), (34) sind mit den Eigenschaften von Al identisch.
Man kann die Matrixelemente w •.lJ von Q folgenderweise wählen:
a·· = w· .
1J 1J I,J i t- j (35)
Aus (35) folgt, daß
(36)
ist. Mit anderen Worten, die Lösung des Systems (31) mit der Rücktransfor-
mation (30), die bequem nur mathematisch aber nicht instrumentell durchzu-
führen ist, ist die Lösung von (1). (31) wird mit den abgebildeten Netzwer-
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ken instrumentell gelöst. Die instrumentelle Lösung ist der Spannungsvektor
v .
Die elektrische Modellierung wird wesentlich vereinfacht, wenn das Boxen-
Modell die Eigenschaft A hat. Dann gilt die Symmetrisierung der Systemma-
trix A mit der Matrix T2 , die wir schon wie folgt umbenannt haben:
c
cl 0
c2
C -
0 cn
(37)
(38)
c· .- X.1 1 V i (39)
Die Symmetrisierung lautet nach (8)
u A C (40)
U ist wie erwähnt symmetrisch. Wir weisen eine leicht einsehbare Eigen-
schaft von U nach. U explizite ausgeschrieben lautet:
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n
-a 1 L aj 1 c2 a12 - cn a1nj=l
jfl
n
U cl a21 - c2 L aj2 cn a2n (41)j =1
jf2
w
cl an1 c2 an2 - cn L ajnj=l
jfn
Da U symmetrisch ist, gilt
c··a .. = c·-a.· = (S) ..1 J 1 J lJ lJ (S) ..Jl (42)
Aus (41) ist direkt abzulesen, daß die Spaltensumme Null ist. Aus den
Symmetrirelationen (42) folgt, daß auch die Zeilensummen Null sind.
Um eine elektrische Ersatzschaltung für (1) mit Eigenschaft A aufzustel-
len. nehmen wir n Knotenpunkte. Die Knotenpunkte verbinden wir mit Wi-
der ständen so. wie die Boxen miteinander mit 'rate constant's' verbunden
sind. Zu diesem Netzwerk gehört eine symmetrische Admittanzmatrix, da die-
ses Netz reziprok ist. Die Wij Admittanzen können immer so gewählt werden,
daß diese Admittanzmatrix mit U (41) identisch wird. Die Admittanzmatrix
hat so viele Außendiagonalelemente wie die Boxen Verbindungen. Zu jedem
Knoten schließen wir einen Kondensator durch einen Schalter an. Der Wert
der Kondensatoren (gleich in Matrixform notiert) sei wie in (38). Weiterhin
sei:
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o(43)
o
Die Kirchhoff'schen Knotenpunktgleichungen diese Netzes in Ladungsdar-
stellung (siehe Näheres in /131) lauten
(44)
wobei g der Ladungsvektor der Kondensatoren und die instrumentell ge-
suchte Lösung von (44) ist.
Wenn man (40) von links mit C-1 multipliziert, entsteht die Identität
A (45 )
Daraus ergibt sich, daß die Differentialgleichung der elektrischen Ersatz-
schaltung (44) mit (1) identisch ist. Das wesentliche daran ist, daß die
Matrix A in ein Produkt einer symmetrischen Matrix U und einer Dia-
gonalmatrix aufgespalten werden kann.
Für das elektrische Modell gilt, wie leichteinzusehen ist, der Ladungser-
= 1g.
1
haltungssatz. Normiert lautet dieser:
n
L
i =1
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Dies ist ein Analogon zur Inventarerhaltung von (1) . Physikalisch gesehen
ist dies trivial, da das Widerstandsnetz galvanisch durch die Kondensatoren
isoliert ist. Anhand des elektrischen Modells kann man die Gibbs'sche Funk-
tion aufschreiben. Aus dieser kann man die minimale Entropieproduktion und
andere gut~ütige physikalische Eigenschaften herleiten /13/. Diese sind
alle in Eigenschaft A verankert, die nichts anderes als das Prinzip des
detaillierten Gleichgewichts darstellt. Dies bedeutet aber, daß die Beschrei-
bung des CO2-Kreislaufes durch Boxen-Modelle fragwürdig ist. Anders ausge-
drückt: Die Natur des CO2-Kreislaufs ist sehr komplex. Die Boxen-Modelle
sind jedoch durch zahlreiche sehr einfache physikalische Eigenschaften aus-
gezeichnet. Daher ist es unverständlich, daß diese Modelle den CO2-Kreis-
lauf quantitativ beschreiben können. Die von uns behandelten Boxen-Modelle
wurden übrigens auch in anderer Hinsicht kritisiert /14/ .
Wir möchten noch einen sehr bemerkenswerten Punkt erwähnen, der erst durch
das elektrische Modell transparent wurde. Für das Modell von Craig mit den
'rate constants' von /15/ sieht die Systemmatrix A folgenderweise aus:
a
a ./
b .03030303
m .20000000
d .00000000
b
.2500000
./
.00000000
.00000000
m
.16666667
.00000000
./
.16129032
d
.00000000
.00000000
.00333333
./
wobei die Hauptdiagonale nicht angegeben wird.
(Die Systemmatrix A wird von den Außendiagonalelementen vollkommen bestimmt).
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Die Symmetrisierungsmatrix C, deren Diagonalelemente aus dem zum Eigen-
wert Null angehörenden Eigenvektor gebildet wird, lautet:
C =.
a b m d
a 1.0000000
b 1.2121212
m 1.2000000
d 58.0645161
Wir bilden nach (40) die symmetrische Matrix U
U = A C =
./ .03030303 .20000000
.03030303./ .00000000
.20000000 .00000000 ./
.00000000 .00000000 .19354839
a
b
m
d
a b m d
.00000000
.00000000
.19354839
./
Dies ist die Admittanzmatrix U. Die Kehrwerte sind die Widerstandswerte,
z.B. Rab = Rba = 33. usw.
Die Werte der Kondensatoren lesen wir von der Matrix C ab.
Die Ersatzschaltung hat die folgende Form (ohne Schalter):
d m a b
r 5.17 r-r 5.00 r-r 33.00~
58.06I 1. 201 1.1 1.2121
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Es ist möglich, immer nur ein Boxen-Paar für sich zu betrachten und die lang-
samste Zeitkonstante zu bestimmen .. Dies bedeutet in reaktionskinetischer Ter-
minologie, daß wir den langsamsten, d.h. den geschwindigkeitsbestimmenden
Schritt suchen. Es ist an sich klar, daß wir die Boxen-Paare auch direkt
mathematisch auswerten können. Das elektrische Modell hat aber grundsätzliche
Vorteile. Man kann die Zeitkonstanten deuten. Die Zeitkonstante - eine Ab-
schätzung für einen lokalisierten Eigenwert - ergibt sich aus der folgen-
den Formel:
Man kann dann nach den Ursachen fragen, warum die Zeitkonstante groß oder
klein ist. Die Kondensatoren sind proportional zu den Gleichgewichtsinven-
taren, die Widerstände (leider) gekoppelt mit den Gleichgewichtsinventaren
werden von den Irate constants l bestimmt. Trotz dieser Kopplung erlaubt das
elektrische Modell eine Einsicht in die Physik des Modells, und liefert die
lokalisierten Eigenwerte.
Aab = 0.055 Al = 0.018
Aam = 0.36 1.. 2 0.469
Adm - 0.16 1..3 = - 0.098
Rechts stehen die 'exakten' Eigenwerte, die mit numerischen Methoden bestimmt
wurden.
Das merkwürdigste ist, daß der geschwindigkeitsbestimmende Schritt die Ein-
stellung des Gleichgewichts zwischen Atmosphäre und Biomasse ist. Dies ist
auf den großen Widerstand zwischen diesen beiden Boxen zurückzuführen. Der
Sachverhalt, daß der langsamste Schritt der Biomasse zuzuordnen ist, scheint
paradox zu sein.
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10. Numerische Experimente
---_._---~-~
Wie Lemma 1 zeigt, ist B eine stochastische Matrix. Unter den speziellen
Bedingungen, die wir bei Modellen mit Eigenschaft A behandelten, gilt,
daß B mit ~=1 stochastisch ist (siehe das vorangehende Beispiel). Sei
B .- (A + E)T (46)
mit den Eigenschaften
b .. > 0
lJ Vi, j (47)
n
Ij=l b ..lJ = 1 (48)
Man sieht sofort, daß A=l Eigenwert von B ist. Im weiteren nehmen wir
an, daß dieser Eigenwert einfach ist. Um den Eigenvektor zum Eigenwert 1,
B u = u
zu bestimmen, brauchen die folgenden Sätze
Satz Für eine stoch. Matrix P konvergiert die Folge pk k = 1, 2, .,.
genau dann, wenn jeder von 1 verschiedenen Eigenwert von P be-
tragsmäßig kleiner als 1 ist (/16/ Th. 5 mit /17 /, p. 74, Satz 10).
Wir zeigen nun, daß pk bereits dann konvergiert, wenn alle Hauptdiagonal-
elemente von P echt positiv sind.
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Satz Sei P stoch. Matrix und
p.. > 0
11
IJ. = 1, ... , n1
konvergiert die Folge pk
Bew.: Sei A Eigenwert von P und x ein zugehöriger Eigenvektor
mit
IXs I = maxi
Aus
P x = A x
fol gt
I Psi x· = (A - pss ) Xsils 1
daher
I > I
IXi I
> IA - psslPsi = Psi Tgils ils
Also
I Psi > IA - PssJ > IAI - Pss (*)=ils
Wir zeigen nun, daß aus lAI
Satz bewiesen ist.
1 folgt A = 1, womit der
Se i also IAI = 1 Dann gilt in Ungl. (*) überall das Gleich-
heitszeichen. Nun ist mit
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I.. = Al + i 1.. 2 Al' 1.. 2 E R
2 (Al )2 + I.. 2II. - Pss I = - Pss 2 =
I. 2 + I. 2 + 2
- 2 Pss Al (a)= Pss1 2
Aus der Gleichheit von Ausdruck (a) und (b) folgt wegen Pss > 0
sofort
Unsere Modelle erfüllen die Anforderungen des Satzes
vergiert die Folge
1im pK = G
. Nach /16 / kon-
(49)
Die Zeilen der Matrix G sind alle gleich und bestehen aus den Eigenvek-
toren zum Eigenwert 1
Dies ist auch dann wahr, wenn die Matrix B folgenderweise definiert ist:
B .- A + E
b.. > 0 \J i j jlJ =
n
b.. = 1 - I a· .JJ i =1 lJ
ijj
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(50)
(51)
(52)
Die Folge
lim BK = K
K-t=
ist ebenso konvergent,
zum Eigenwert 1
(53)
die Spalten von K bestehen aus den Eigenvektoren
Es ist leicht einzusehen, daß die Matrizen Bund A ein gemeinsames
Eigenvektorsystem besitzen, da zwischen den Eigenwerten von A und B fol-
gender Zusammenhang besteht.
Das Eigenvektorproblem für A lautet
det lA - A Ei = 0
Aus der Identität (50) folgt
det IB - E - A EI = det IB - (1-A) EI det IA - AEj o
(54)
(55)
= 1, ... , n . Die Eigenvek-
Wenn die Matrix A das Eigenwertspektrum
besitzt B das Eigenwertspektrum 1 - A·
1
A.
1
= 1, ... , n besitzt,
toren von A und B sind gleich, dies folgt aus (55). Speziell zum Null-
Eigenwert von A gehört der 1 Eigenwert von B , bei gleichen Eigenwekto-
ren. Dies bedeutet, daß der Grenzwert K aus Eigenvektoren zum Eigenwert
o von A besteht. Ein konkretes Beispiel: Das Modell von Craig hat die
folgende Matrix B:
.7696970 .0250000 .1666667
.0303030 .9750000 .0000000
.2000000 .0000000 .6720430
.0000000 .0000000 .1612903
.0000000
.0000000
.0033333
.9666667
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B512 =
.0162699 .0162803 .0162680 .0162658
.0197337 .0197821 .0197248 .0197147
.0195216 .0195275 .0195205 .0195193
.9444692 .9443986 .9444832 .9445003
B1024 = Der exakte Eigenvektor nach 2-2
.0162661 .0162660 .0162661 .0162662 0.0162663
.0197164 .0197163 .0197164 .0197165 0.0197168
.0195194 .0195193 .0195194 .0195195 0.0195196
.9444922 .9444867 .9444941 .9444975 0.9444973
Die Konvergenzgeschwindigkeit ist gut.
Lei der treten bei 7 x 7-Ma tri zen (Mode11 Machta) / 6 / schon numeri sehe
Instabilitäten auf. Der Grund dieser Instabilität ist noch zu klären.
Diese Potenzierungsmethode wäre ein Methode, um den Eigenvektor zum Null-
Eigenwert von A zu bestimmen. Dieser Eigenvektor spielt eine tragende
Rolle bei der Ähnlichkeitstransformation von A. Diese Ähnlichkeitstrans-
formation symmetrisiert A, so daß die anderen Eigenwerte und Eigenvektoren
mit Standardsubroutinen bestimmt werden können.
Beim Modell von Craig und Rakovski, bei dem A tridiagonal ist, kann der
Eigenvektor zum Eigenwert 0 explizite mit der Methode der sukzessiven Eli-
mination ermittelt werden:
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, ... ,
a· . 11, 1-
a. 1 .1- , 1
ai-I, i-2
ai - 2, i-I
, '"
mit c > 0
... ,
an, n-l
a
n-l, n
an-I, n-2
an-2, n-l
(56 )
Für das Modell von Craig (n=4) geht (56) konkret wie folgt aus:
x = c (1. (57)
Es gibt noch eine Methode, diesen Eigenvektor zu ermitteln. Man läßt ein-
fach das lineare Gleichungssystem
(A - A E) = = 0, A = 0 (58)
für x auf. Der Defekt ist 1, daher der Lösungsvektor ein eindimensio-
naler Unterraum.
Vermutung: Wenn (58) mit dem GaußIschen Eliminationsverfahren auf obere
Dreiecksform gebracht wird, erscheint die einzige Null (defekt) in der
letzten Position.
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Begründung der Vermutung: Wenn wir entsprechend den Gauß'schen Verfahren
die Matrix von oben nach untern auf Dreiecksform bringen, stoßen wir in der
letzten Zeile auf die linear abhängige Zeile.
Es gibt noch eine Methode den Eigenvektor zum Eigenwert 0 zu bestimmen
/19/, /20/ .
Die Methode funktioniert dann, wenn 0 einfacher Eigenwert ist. Dann sind
die Komponenten des Eigenvektors die Determinanten der Hauptminoren. Dies
ist eine Folge der speziellen Eigenschaften der zu A assoziierten Matrix.
Rechentechnisch bedeutet dies die Ausrechnung von n Determinanten, am
zweckmäßigsten mit einer Gauß'schen Elimination. Ist die vorhin erwähnte
Vermutung beweisbar, kommt man mit einer einzigen (frühzeitig abgebroche-
nen) Elimination aus. Dieser Weg wäre dann zu bevorzugen.
Behauptung: Die Lösung von (1) nach /18/ hat folgende Form:
y(t) = exp(A t) y(tO)
wobei y(tO) der Vektor der Anfangsbedingungen ist.
(60)
Wenn eine Zeiteinheit von t o beginnend verstreicht, sieht (60) folgen-
derweise aus:
(61)
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Wenn zwei Zeiteinheiten verstrichen sind,
(62)
Es wird behauptet, daß 0 eine stochastische Matrix ist. und nach n
Zeiteinheiten die Lösung folgende Form hat:
Nach (50) gilt
(63)
A = B - E (64)
wobei B eine stochastische Matrix ist.
Hilfssatz: Wenn A folgende Eigenschaft hat (die Spaltensumme ist Null)
n
I
i =1
a·· = 0lJ \J j (65 )
hat AV v E IN auch dieselbe Eigenschaft.
Wählen wir einen willkürlichen Vektor x
10-8
Rechnen wir den Vektor y aus
A x = y (66)
und dessen Komponentensumme
n n
I y, = I a, , Xl +
i=l 1 j=l Jl
jf1
n
Ij=l
jf2
, ., + a1 X +n n
+
n
- ,I aJ'n XnJ=ljtn
Wenn wir die zeilenweise geordnete Summe nach den Spalten umformen, er-
halten wir wegen (65)
n
I
i=l
y. = 0
1 (67)
Wenn wir (66) mit A multiplizieren
A2 x = A Y = z
ist wegen (67)
nI z, 0
i=l 1
(68)
(69)
Aus (68) und (69) folgt, daß A und A2 dieselbe Eigenschaft (65) haben,
d.h. wenn A die Spaltensummen Null hat, hat A2 auch die Eigenschaft,
daß die Spaltensumme Null ist.
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Es ist leicht durch Induktion einzusehen, daß An auch diese Eigenschaft
hat. Damit ist der Hilfssatz a bewiesen. Wir schreiben jetzt die in
(61) eingeführte Matrix D in Form einer Exponentialentwicklung:
00
D = exp A = E + L
v=l
1 .Av
-rv. (70)
Der zweite Summand dieser Form hat die Eigenschaft, daß die Spaltensumme
Null ist, da die unendliche Summe aus Matrizen besteht, die diese Eigen-
schaft haben.
Wenn wir die Einheitsmatrix dazunehmen, erhalten wir also die folgende
Eigenschaft von D:
nL d .. = 1
i=l lJ
Nun gilt aber für zwei Matrizen NI, N" mit der Eigenschaft
NI Nil = Nil N
die Relation
exp (NI + N") = exp NI exp Nil
somit fol gt
(71 )
D = exp A = exp (B - E)
Trivialerweise gilt
(exp B) (exp (-E)) . (72)
(exp B) .. > 0
lJ
außerdem
Vi, j
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(73)
00
exp( -E) = L
v=O
d.h. (exp(-E))ij > 0 Vi, j (74 )
somit folgt, wenn wir (73) und (74) in (72) einsetzen
(0) .. > 0lJ Vi, j (75)
Die Eigenschaften (71) und (75) von 0 bedeuten, daß 0 die Eigenschaf-
ten einer transportierten stochastischen Matrix hat.
Behauptung: Die Fol ge
M (76)
konvergiert, und daß die Spalten von M die Gleichgewichtsinventare sind.
Ist A f 1 nämlich ein Eigenwert von B, dann ist
A-lRe (A) < 1 => Ie I < 1
Seien A. ,
1
1 ~ i ~ n die Eigenwerte von B , dann sind
A.-l
e 1
1 < i < n die Eigenwerte von 0
Also gilt V i
A·-l
e 1 = 1
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oder
i\.-1
Ie 1 I < 1
i\.-1
Also konvergiert DK zwar nicht gegen 0 aber wegen e 1
destens ein i .
1 für min-
Da Bund 0 das gleiche Rechts- und Linkseigenvektorsystem haben, ist
(vgl. /161)
= 1im BK
K-+<x>
falls lim BK existiert.
K-+OO
Damit ist die Behauptung bewiesen.
Ein numerisches Beispiel für ein willkürliches Boxen-Modell haben wir mit
der Lösungsformel (63) durchgerechnet und mit der Lösung eines Analogrech-
ners verglichen. Da die Zeitachsen nicht geeicht sind, sind die beiden nach-
folgend aufgeführten Lösungen nur mit einer affinen Transformation der Zeit-
achse in Deckung zu bringen. Die Ordinatenwerte sind unverzerrt, deshalb
können charakteristische Punkte (Schnittpunkte, Extrema) miteinander gut
verglichen werden. Der Vergleich ergibt eine gute übereinstimmung. Die Lö-
sung mit der stochastischen Matrix 0 hat gegenüber klassischen Methoden
/7/ grundlegende Vorteile. Da Eigenschaft A im allgemeinen nicht gewähr-
leistet ist, können (aber müssen nicht) komplexe Eigenwerte auftreten. Die
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numerische Bestimmung von komplexen Eigenwerten ist im allgemeinen schwie-
rig. Deshalb ist (63) zu bevorzugen.
Wir wollen noch eine Eigenschaft der Matrix D (61) erwähnen. Dazu schrei-
ben wir D entsprechend (64) in der Form
D = exp A
co
exp(B - E) = I
v=O
(78)
Wie bewiesen wurde, ist D stochastisch und die Potenzen von D multi-
pliziert mit y(tO) ergeben eine Treppenkurve, deren Sprungpunkte exakt
auf der Läsungskurve liegen. Man kann leicht beweisen, daß die bei der
Potenz n abgebrochene Reihe (78) auch eine stochastische Matrix ergibt.
n 1
.- I -- (B - E)v
v=O v! (79)
Wenn wir die (B - E)v Ausdrücke von v = 0 bis v = n nach dem Bino-
mialsatz entwickeln, nach (79) aufaddieren und nach den Potenzen von B
ordnen (dies ist eine Umordnung des Pascal'schen Dreiecks), erhalten wir
für die Koeffizienten mit progressiv steigenden Potenzen von B folgende
Ausdrücke:
1 (3)TI 3 +
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+ 4 (~) + ...1 • 1
n 1 (n)
... + (-1) --I 'n. n
für B
n-1 1 (n)
... + (-1) nT n-1
( _1); 1
... + (i+1)!
n-2 1 (n)
... + (-1) nT n-2
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+ (_l)i 1(i +4 ) !
1 (j) 1TI 0 -(j+l) '" 1(j+2) ! 1(j+3) !
'" + (_l)n- j 1 (n.)
n! n-J
usw. bis
Bn dessen Koeffizient
ist ,
Wenn wir die Binomialkoeffizienten nach dem Binomialsatz entwickeln erhal-
ten wir
für E
1 O!
or . (0-0) !Ö!
1 1
- TI' (I-I)!!! 1 2!+ TI' (2-2)!2!
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1 3!
- TI' (3-3) !3! + ...
.,. + (_1); I;! (l)n 1 n! __Tl . Tf=-i)TIT + ... + - FiT' (n-n) in!
für B
1 - 1 + ~
21 ~! + ... + (_1); L+ ... + (_l)n ~!
1 11 1 2! 1 3! 1 41
n"' (1-0)!01 - 2T '12-1)1Tf + TI' (3-2jT2T - 4"[' T4-3)TIT + .. ,
... + (_1); nJ)T' Tf+~tn~! + ... + (_1)n-1 ~!' (n-n+I)i(n-1)T =
für B2
1 - 1 + 1 _ 1 + ... +TI TI
1 n-1
-,,+ ... + (-1)
1 •
1
(n-I)!
1 2! 1 3! 1 4! 1 5!
TI' TZ="0)TöT - TI' (3-1)11! + lff' T4-2)!2! - TI' (5-3}13! + .. ,
( -1 ) ; 1 ( ; +2) 1 ( 1) n- 2 1 n !
.. , + (;+2)1 (;+2-;rm +." + -- -nf(n-n+2~2)T=
111
TI - zr + -zrzf 1-2T3T + ." +
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( _1); 17IT"~r + ... +L: 1 .
n-2 1(-1) 2!(n-2)!
1 3! 1 4! 1 5! 1 6!jf""[3=OjTÖT - 4[' (4-1)ITT + 51' (5-2)!2! - 61' (6-3)!3! + .. ,
... + ( _1); 1 (;+3)! (l)n-3 1 n! =Tl~' (;+3-;)!;! + ... + - nT (n-n+3)(n-3)!
1 1 1 1 ; 1 n-3 1JT - 3T + JT2T - 3T31: + ... + (-1) JTTT + ... + (-1) 31(n-3)!
1 4! 1 5! 1 6! 1 7!
4l' (4-0) 10! - "5T ·(5-1) !1! + 6T (6-2) m - TI (7-3) !3! + ...
... + (_1); 1(;+4)!
( ; +4 ) ! _ + n-4 1 n!(;+4-fJ1T! ... + (-1) nT (n-4-n)l(n-4)! =
1 1 1 1 ; 1 n-4 1
4T - 41 + mf - 4! 3! + ... + (-1) 411T + ... + (-1) 4 ! ( n-4) !
1 . IJ.
1T (j-ö) !O!
1 (j+l)! + 1 (j+2)! _ 1 (j+3)!
(j+l)! (j+1-1) !rr T}+Z)T Tj+2--2)I7f (j+3)! (j+3-3)! 3!
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+ ...
.. , +
... +
(_l)n- j 1 n! 1 1 1 1
nr (n-n+j)! (n-j rr = TI - }T + Tm - Tm +
n-j 1( -1 ) JlTil=Jrr
usw. bis Bn
Behauptung: Alle Potenzen von Bj j 0, 1, ... , n haben einen posi-
tiven Koeffizient. Bei den Koeffizienten heben die ersten beiden Glieder
einander auf, und das erste signifikante Glied immer positiv und die Zah-
lensequenz alternierend ist. Außerdem gilt, wie es leicht einzusehen ist
(80)
indem u1 das erste signifikante Glied ist. Dann existiert immer eine
Klammersetzung, so daß in jeder Klammer eine positive Zahl steht
(81)
k ist entweder s oder s+l, je nachdem sich die Zahlensequenz endet.
Damit ist die Behauptung bewiesen.
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o
Ansonsten ist (81) ein Schnitt von einer Leibniz'schen Reihe, wenn man
die Bedingung (80) berücksichtigt.
Mit der eben bewiesenen Behauptung sieht man aus (79), daß D(n) eine
stochastische Matrix ist. Es wird von der Einheitsmatrix E (die trivialer-
weise stochastisch ist) und von B und deren Potenzen (die auch stocha-
stisch sind) eine Summe mit nur positiven Koeffizienten gebildet. Außer-
dem ist (79) ein Schnitt von der unendlichen Summe (78). Deshalb bleiben
die Eigenschaften (51), (52) erhalten. Das heißt, D(n) ist stochastisch,
und ist eine Approximation von (78) im Taylor'schen Sinne. Diese Tatsache
ist bei numerischen Rechnungen von ausschlaggebender Bedeutung. In der Re-
chenmaschine kann man D(n) als Schnitt von (78) mit genügender Genauig-
keit darstellen.
Der Ausdruck für (70)
(82)
wird in den Fakultäten kumulativ gebildet, und bei der IBM 370 Rechenanlage
bei doppelter Genauigkeit bis zu einer Größenordnung von etwa 10-15 auf-
addiert und mit einer Abfrage automatisch abgebrochen. So wurden die Ergeb-
nisse auf Abb. 1 gewonnen.
(79) hat dasselbe Grenzverhalten wie (78)
lim DK lim K M (83)= D(n) -
K~ K~
Dies teilen wir ohne Beweis mit.
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Noch eine letzte Bemerkung:
Wenn wir das Zeitverhalten des Systems ganz grob abschätzen wollen, können
wir die Reihe (79) bei der ersten sinnvollen Näherung, bei v = 1 abbre-
chen.
0(1) = E + B - E = B
Mit dieser Näherung wurde schon in Ref. /15/ gearbeitet.
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ABB. 1
Lösun9 des Boxen-Modells mit der stochastischen Matrix On
vergl. Gleichung (63). Die Einheit auf der Ordinate ist 20 cm.
n wächst von 1 bis 32. Die Zeiteinheit ist willkürlich.
1,0
0,5
1
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20
Potenzen der On Matrix von 1 bis 32
Ein Schritt in n entspricht 0.5 cm.
32
N
•co
co
«
Lösung des Boxen-Modells auf dem Analogrechner
1
t
2 10 =1...
1,0 -4
1·1 11.
20 = 0
0
3=0
4 .. 3 L/= 01,
1
Die Einheit auf der Ordinate wurde aus reprographischen Gründen verzerrt.
Dasselbe gilt für die Zeitachse, die darüber hinaus mit Abb. 1 nicht kom-
patibel ist. Der Analogrechner wurde nicht für die Zeitablenkung geeicht.
0,5
N
N
I
o
.....-l
2
2/6
3 1/6
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