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INTRODUCTION 
Our purpose is to investigate the character of the spectrum and the 
associated inverse spectral problem for the operator 
Ly = -y” + q(t) y  
y(0) = cos a, y’(0) = -sin a 
(1) 
on the interval [0, co), for a special class of potentials q(t). In particular, we 
will assume that q(t) is n-periodic so that 
40 + XE) = 40) (2) 
and that the continuous spectrum of L consists of only a finite number of 
finite intervals and one infinite interval. Under these assumptions it will be 
shown that the specification of a finite number of eigenvalues will lead to the 
determination and construction of a unique potential q(t). The authors plan 
to discuss the relationship between these potentials and the K - dV equation 
in a future publication. 
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PRELIMINARY RESULTS 
In this section we shall gather the requisite background material needed 
for a full discussion of the operator L. Associated with L we have the 
differential equation 
y” + (1 - q(t)) y = 0 (3) 
which, considering the periodicity of q(t), is a Hill’s equation. We consider 
two solutions defined by 
Y,(o)= 13 vl(O)=O 
Y*(O) = 0, Y;(o)= 1 
(4) 
and then the discriminant is given by 
A(J)=Yl(n) +JG). (5) 
Let {&.}F denote those values of 2 for which d(1) = 2 and {A/}? those for 
which A@) = -2. As is well known, 
1,<~I~~1;(I,~1,<1;~~:<... (6) 
and the intervals (-CD, A,), (~‘,i-, ,A’*J and (122i-,,Azi), if they don’t 
vanish, are known as the instability intervals. The complementary intervals 
are known as the stability intervals and these constitute the continuous 
spectrum of the Hill’s equation. Under special conditions the instability 
intervals can vanish, in which case the corresponding inequalities in (6) 
reduce to equalities. We shall concern ourselves with those cases where only 
a finite number of instability intervals do not vanish. In that case the 
continuous spectrum of (3), and as will soon emerge also of (l), consists of a 
finite number of finite intervals, and one infinite interval. The necessary 
background to the theory of Hill’s equation may be found in [3,9]. 
It is known that when only a finite number of instability intervals do not 
vanish, then a knowledge of their endpoints makes it possible to reconstruct 
the discriminant. For details see Hochstadt [7] and McKean and van 
Moerbeke [lo]. In this case a knowledge of only the linite number of those 
zeros of 4 -A*@), which are simple, and the knowledge that 
A@) = 2 cosfi + 0(1/A) as II + co leads to a unique determination of 
4). 
In conjunction with (3) we can consider the Hill’s equation 
24” + (2 - q(t + z)) 24 = 0 (7) 
where r is a translation parameter. We shall require the following lemma. 
409/105/l-14 
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LEMMA 1. Let ul(t, z) and u,(t, z) be solutions of (7) satisfying (4). Then 
au, au, -z--u 
ar at 1 (f-4) 
and ifA, is a simple zero of 4 - A2(A) and u, is a solution of 
U;l + (Ai + q(t + 7)) U* = O 
then y(z) = 6 (n, t) is a periodic solution of 
y” t (Ji - q(S)) Y = O 
such that y(r t 7~) = &y(t) $A(&) = +2. 
Proof. Let x1 = y, x2 = y’ so that 
x; =x* 
(9 
x; = -(A - q(t)) x, 
where y satisfies (3). One can then rewrite (3) as 
X’ = ( O lx q(t) -A 0 i * 
Let Q(t) be a fundamental matrix of (10) so that Q(O) = I. It follows that 
Similarly, let y(t, r) be a fundamental matrix of (10) if t 3 t t r. Then 
and 
ly(t,7)=@(tt?)@-1(T) (12) 
l&t)= u1 u2 I 
( 1 u; u; 
(13) 
A differentiation of (12) with respect to r leads to 
-g w(4 7) i 0 0 = q(t+t)-A 
0 1 
) & 5) - v(t, 7) ( q(r)- /I 0 11 . (14) 
From (14) one can read off (8). 
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To prove the second assertion of the lemma we note from (12) that 
l&r, 7) = a(7) @(II) Q-‘(z). (15) 
To simplify the following calculations we can assume w.1.o.g. that we can 
translate the origin on the t axis so that y1 becomes the periodic solution. 
Then Q(X) takes the particularly simple form 
(16) 
depending on whether A(&) = f 2. ya(rr) # 0, otherwise y2(f) would also be a 
periodic solution of (3) so that Ji would not be a simple zero of 4 -A*(J). 
By combining (15) and (16) one sees that 
u2(7c9 ~>=Yz@>YX~) (17) 
thus completing the proof of the lemma. 
Remark. An alternate proof of (17) can be found in [ Ill. Note also that 
for \/z;; (rr, 7) to be a solution of (3) the sign of the radical has to change at 
a zero ofy,(z). 
Our next task is to determine the Green’s function of L. To do so we have 
to solve the equation 
G”tt, t-1 + (A- q(t)) G(t, 0 = W - <) 
sin aG(0, C) + cos Q z G(t, <) IIZO = 0. 
(18) 
Because q(t) is periodic the differential equation (3) is in the limit point 
condition at infinity and L is then a self-adjoint operator on L,(O, co). Then 
(18) has a unique solution if Im J > 0 and we impose also the condition 
G E L2(0, 00). 
Next let 
y, = cos ay, - sin ay, (19) 
which is a solution of (3) which also satisfies the boundary condition at the 
origin in (18). As a second solution of (3) we select 
Y+ =Y*@)Y1 + @ -Y*@))Y*. (20) 
Here p is that solution of 
p*-A(3L)p+ I=0 (21) 
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for which ]p] < 1 and one can easily check that 
Y+@+~)=PY+@) 
so that 
(22) 
I 
omIy+(r)12dl= l \‘ly+(t)12df( co. 
l-IPI2 0 
Then a simple calculation shows that 
YOM) Y, (0) 
G(t’ ‘)= @ -y,(n)) cos a +y&) sin CI (23) 
where t( = min(t, <), t) = max(C, <). 
With (1) one can associate a spectral function a(A) defined by (see [ 11) 
m(l) se G(0, 0) = ax av*@) = 
@ - yl(n)) cos a + y2(n) sin a I 
O” d4v) 
- (24) --oo A - rl 
and a(A) can be recovered from (24) via the Stieltjes inversion formula 
0(/I) - o(y) = -1 lim 71 y o~BImm(A+@)dL 
- Y  
Equation (24) fails if a = 7r/2. In that case one can show that (24) is 
replaced by 
m(l) = Y,(Z) -P = O” Wv) 
Y2(71) ! -m 13-r’ 
(26) 
a(A) is a monotonically increasing function, which is strictly increasing in 
the continuous spectrum, has jump discontinuities at the point eigenvalues 
and is constant in the resolvent set. Inspection of m(A) shows that it is 
analytic for Im 1# 0, has branch points at simple zeros of 4 - A*(J) and if it 
has poles they must be simple and lie on the real axis. These assertions 
follow from the general theory, an inspection of the structure of p (see (21)) 
and the fact that poles represent eigenvalues of selfadjoint operator. 
THE CASE a= n/2 
In this section we shall consider the operator L for the case a = 7r/2. 
THEOREM 1. Let L be the operator defined by 
LY = Y” + q(t) Y, y(O)=O, y’(O)=--1 
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on the space L,(O, 00). Suppose q(t) is n-periodic, and such that the 
continuous spectrum of L consists of n finite intervals and one infinite 
interval. Furthermore, we assume that the point spectrum consists of n points. 
It will be shown that each gap of the continuous spectrum contains precisely 
one point eigenvalue of L. Then a spectfication of these 3n + 1 values, 
defining the continuous and point spectra, defines a unique potential q(t). 
Proof We shall define the continuous spectrum by the set {A(}:“. Then 
the continuous spectrum consists of the intervals [A,,, A,], [A,, &I,..., 
PwAn-113 L9 co]. As is known [7, lo], these 2n + 1 parameters 
define a unique discriminant d(J). The equation 
P2-A(l)/?+ l=O 
has, since d(A) = 2 cos fi rc t 0( l/n), one solution p, such that 
p=A(+m=eifin+o L 
2 ( i A. 
(27) 
and Ip 1 < 1 if Im 2 > 1. Thus the continuous spectrum defines not only a 
unique A(L), but also a unique p(l). 
We now consider the point spectrum. Suppose {iui}: defines the point 
spectrum of L. If yi is the corresponding eigenfunction we see that 
Yi(t + n, = PYi(t)* (28) 
Any other independent solution would have to grow exponentially, since it 
would have to involve a function for which 
utt + 71) = +Ytf) 
and 1 l/pi > 1, and thus could not be in L,(O, 00). Since y,(O) = 0 we see that 
yi(lr) = 0. We conclude that a point eigenvalue must belong to a gap in the 
continuous spectrum, since in the continuous spectrum 1 A( < 2 so that 
IpI = 1. Furthermore (see also [6]), no two point eigenvalues can belong to 
the same gap, since the oscillation theorems (31 would then show that the 
two corresponding eigenfunctions would have to have the same number of 
zeros in [0, n], which can’t be. Thus LZi- I < pi < IzZi, i = 1, 2 ,..., n. 
We can now construct y&r) as follows. Let a,(A) be defined by 
(29) 
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and also define 
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One can now verify that 
(30) 
To verify (3 1) we note that the zeros of y*(x) must coincide with the eigen- 
values of (3) subject to the boundary conditions y(0) = y(n) = 0. But these 
must coincide with the set {pi} and the double zeros of 4 - 4’(A). Thus the 
left side has the same set of zeros, each represents an entire function of ,J of 
order ; and therefore they agree up to a constant multiple. But both have the 
same asymptotic behavior. 
and 
so that they agree completely. 
We now return to (26). Asymptotically the left side of (26) behaves like 
-ifl. From spectral considerations m(A) must have branch points at {Ai}:” 
and simple poles at {pi}:. It follows that 
where c,-,(1) is a polynomial of degree n - 1, which is yet to be determined. 
We see that m(L) has the appropriate branch points, poles and asymptotic 
behavior, and is analytic for Im Iz # 0. That would even be true if c,- i were 
of degree n, but in that case one could write m(L) as a constant plus the left 
side of (32) and from (25) and (26) we conclude that such a constant has to 
vanish. 
To determine c,,- ,(;1) we note from (25) and (26) that at a pole of (32) the 
function a(q) has a jump discontinuity so that 
(33) 
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It is also well known [l] that [u],~ is the normalization constant associated 
with the ith eigenfunction so that 
[a]&= [joWYidf] -t 
By a standard calculation we find that 
I 
m  
P aY*(nL) y;dt=-- 
0 l-p 82 l=pi 
(34) 
(35) 
where p is that root of (21) for which (p( < 1. From (22) it also follows that 
P = Y;(n) at 1 =j+. (36) 
From (31) we note that 
By combining (33), (34), (35), (37) and (21) we obtain 
cn-lcUi)= (F1)“-i $TLLJEi, i = 1, 2 ,..., n. 
(37) 
The sign of the radical is obtained as follows. For I > AZ,,, da > 0. 
At each .uj, b2,+,(,uj) < 0. As 1 decreases at each Lj another factor i is 
introduced so that (38) results. Now, c,-,(L) is of degree n - 1 and deter- 
mined at it points and thus completely known. 
Now, returning to (26), we have 
Y&)-p =h@)-idGB 
Y*(n) a,(A) * 
(39) 
We now multiply the numerator and denominator of the right side by 
&/((4 - d2(3*))/b2,+ i(A)) and find by comparison that 
Y,(X) - SW) = k-,(4 ~/((4-dz(~))/b,,+,(~)) (40) 
or equivalently 
c,-,(l) = (Y,(X) -y:(n)> ~/(b2”+1(~)/(4-4’(~))). (41) 
From (41) we observe that the zeros of c,-,(L) must be precisely those zeros 
of y,(n) -y;(n) which do not coincide with the double zeros of 4 -4*(A). 
To complete the proof of the theorem, we can proceed in two ways. From 
y*(n) we know the eigenvalues of (3) corresponding to the boundary 
conditions y(0) = y(n) = 0. From (40) we can determine yl(n) and its zeros 
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correspond to the eigenvalues of (3) subject to y’(O) = y(n) = 0. By a 
theorem of Borg [2], two such spectra determine a unique potential q(t). 
Alternatively, from (35) we know the normalization constants corresponding 
to the zeros of y,(n) and again one spectrum and the associated 
normalization constants determine a unique q(t)[4]. 
We next derive a trace relationship. 
LEMMA 2. 
q(O)=&-2&Q. 
0 1 
(42) 
Proof. We recall from [8] the following asymptotic results: 
Y*(Z) = 
sin fl7c sin fl7c 
fi + 21312 q(O)+ 0 ( J&T- 1 (43) 
d(/l)=y,(7l)+y;(?r)= 2cos 
X R 
fin+ sin fi J- q2(t)dt+ 0 
0 
( 
1 
413,2 - i 1312 - 
Insertion of these in (31) and comparison of the coefftcients of the 
sinfl lr/A3” terms leads to (42). 
Remark. For an alternate proof of (42) see [lo]. There it is also shown 
that (42) holds even when 12 is not finite, which also follows from (42) by a 
limiting process. 
We now turn our attention to the operator L, defined by 
L,u = -u” f q(t + z) u = 0, y(0) = 0. (44) 
The continuous spectra of L, and Lo must be identical since those depend on 
the continuous spectrum of the Hill’s equation (3), which is independent of 
translations in f. In fact, it follows from (12) that W(X, t) is similar to O(X), 
which implies that the discriminant of (7) is independent of r. The point 
spectrum of L, will depend on r and will be denoted by {,~~(r)}:. 
THEOREM 2. The eigenvalues {,ui(z)}: of the operator L, in (44), where 
q(t) is as defined in Theorem 1, must satisfy the following system of 
dtflerential equations. 
$PiCT) = 
2(-l ri lmz-22 
a+ i (pi(T) - puj(r)) ’ i = l, 2w n* 
(45) 
ProoJ From (38) we have 
cn- loli(z>) = C-l jnei @IL33 (46) 
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and from (41) 
J 
bzn+ i@) c,-l(a)=(ul(n)-US(7C)) 4-dZ!(~)* 
Using the result (8) of Lemma 1 we can rewrite the latter as 
But from (31) we have 
%@Y t> =+2”(a) J 4 -&(a) bnt l(d) 
where a$) = nl=, (A --~~(t)) so that 
From (47) we find 
(47) 
(48) 
By letting A =,@t) in (48) and using (46) we obtain (45). 
We note in (45) that 
b2,+&4= fj h-Q 
j=o 
so that, except at pu, = Aj for somej, the right side of (45) satisfies a Lips& 
condition. But from Lemma 2 we note that m = arz I (Aj -&(r)) 
must be a periodic solution of (3) for I = kj. It follows that at a value of z 
for which pi(r) = Aj, dm changes sign, and the solution of (45) can 
be continued uniquely past such a point. It is also clear that each pui must 
have period z in r since L, = Lo. 
In integrating (45) one has two choices, namely, one can integrate in the 
positive or the negative t direction. To decide on which is correct we proceed 
as follows. Using Lemma 2 we can construct two potentials 
(49) 
w-4 
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Either one leads to a Hill’s equation with the same continuous spectrum. 
Now we solve the initial value problem y(O) = 0, y’(0) = -1 and evaluate 
y(n). When L = ,ui, y(rc) should vanish. Since q(t) has to be unique only one 
of the two above choices can be the right one. 
THEOREM 3. The potential q(t) whose uniqueness was established in 
Theorem 2 is given by either (49) or (50), depending on which one leads to 
an operator L having the given point spectrum. 
Remark. The differential equations (45) were also developed in [ 111 by 
different techniques; however, the ambiguity in the construction of q(t) as in 
(49), (50) was not considered. 
As special, and somewhat noteworthy, cases we consider the problems for 
n = 0 and n = 1. For n = 0 we note from (42) that 
and more generally 
so that q is in fact a constant, a fact first proved in [2]. For n = 1 (45) 
becomes 
/I’ = 2 &u - n,>(u - n&l - A,). 
By squaring and differentiating we obtain 
,u” = -6/t* + 4(& +I, + A,)p - 2(&A, t &A, t A,&). 
Since q(t) = A0 + k, t A, - 2,u we find 
q” = 3q2 - 2(& + A, t 1,) q + (2&A, + 21,/I, t 21,A, -n; -1: -n:> 
a result first shown in [8]. 
THE CASE a# z/2 
We shall now consider the operator L for general values of a # n/2. 
THEOREM 4. Let L be the operator defined by 
LY = -Y" + my, sin ay(0) t cos ay’(0) = 0 (51) 
on the space L2(0, a~). Suppose q(t) is z-periodic and such that the 
continuous spectrum of L consists of n finite and one infinite interval and 
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that furthermore the point spectrum consists of n + 1 points. It will be shown 
that each gap of the continuous spectrum contains precisely one point eigen- 
value of L, and one more eigenvalue below the first interval (that is, below 
A,). Then a spect@cation of these 3n + 2 values, defining the continuous 
spectrum and point spectrum, defines a unique potential q(t). 
Remark. It will be shown subsequently that the lowest point eigenvalue 
need not be specified so that in fact 3n + 1 spectral values determine a 
unique q(t). 
Proof d(A) and p(1) are determined as in Theorem 1. Let (hi}: denote 
the n + 1 point eigenvalues of L. As shown earlier if yi is a solution of (3) 
corresponding to ai, then 
sin cry,(O) + cos cfy;(O) = 0 (52) 
and 
YiCt + n> = PYiCt) (53) 
so that 
sin ayi(7r) + cos ay; (7r) = 0. (54) 
Also, as shown before, each gap in the continuous spectrum can contain only 
one ui. 
Let d,, , (1) be defined by 
dn+l(‘)= fi (3L-Di) 
i=O 
and let y be a solution of the Hill’s equation (3) such that 
y,(O) = cos a, y;(O) = -sin a. 
As shown in (19) 
y, = cos ay, - sin ay,. 
(55) 
(56) 
Then, as in (31), 
sin ayo(rr) + cos ay;(rr) = --+ cos* a d,+,(A) ((4 - d2(A))/b2,+ ,(A)). (57) 
The verification of (57) is completely analogous to that of (31). 
We now return to (24). The left side is asymptotic to -i/fl. From 
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spectral considerations we see that m(L) must have branch points at {Ai}:’ 
and simple poles at loi}:. Then as in (32) 
where e,(L) is a polynomial of degree IZ, which is yet to be determined. As in 
(33) we see that a(q) has a jump discontinuity at ui so that 
,al = e,(Ui) - i v%XG 
01 
dL+,(Ui) ’ 
(59) 
We also know that [u],~ is the normalization constant associated with the ith 
eigenfunction so that 
(60) 
Again by a standard calculation 
I 
m  
yfdt= 
0 
(61) 
By combining (61) with (59) we obtain 
e,(L),)= (2 se2 a - l)(-l)“-i dv, i = 0, 1 ,..., n, (62) 
by a similar calculation as the one leading to (38). Again these n + 1 values 
determine a unique polynomial of degree n. Thus a unique function m(L) in 
(58) has been determined. We now have complete information regarding the 
spectrum and the normalization constants so that a unique potential 
corresponds to the operator L defined by (51). 
We can also proceed as follows. It is known from (24) and (58) that 
cos crvh> = en@> - VLJG 
@ - y,(7r)) cos a + y*(n) sin a 4, ,(A> 
We recall (39), so that the above can be rewritten in the form 
a,(~) 4) - i dGX 
a,(~)tana-c,_,Q)+i~b,,+,(~)= d,+,(A) 
. (63) 
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Both sides of (63) must have poles at all ui, so that 
a&J tan a - c,&) - (-1)“-i dq = 0, i= 0, 1,2 ,..., n. (64) 
From (64) we can determine the polynomial a,@) tan a -c,-,(A). To 
determine a,(A) and c,-,(A) separately we recall that 
blVi = an(ui) 
[a,(4 tan a- CA4 + i dGZLi (65) 
is known so that we can determine a,(A) from a knowledge of the a,,(~~). 
Thus, the knowledge of the spectrum of the a dependent operator L in (51) 
enables us to determine the spectrum of the operator with a = n/2. Now we 
can again use Theorem 1 to prove the uniqueness ofq(t). 
In analogy to Lemma 2 we can also prove the following trace relationship. 
LEMMA 3. 
q(0) = 2 tan* a - 2 C Izi t 2 i ui. (66) 
0 0 
Proof We proceed as in the case of Lemma 2, where (31) was used. We 
expand both sides of (57) asymptotically and compare the coefficients of the 
sin& 7r/fl terms. 
THEOREM 5. By means of the spectrum of the operator L, as defined in 
(5 1), a unique potential q(t) can be constructed. 
ProoJ As seen above, knowing the sets {n,}:” and {ui}:, which define the 
continuous and point spectra of L, respectively, we can construct, via (64), 
also the point spectrum {pi}7 of the operator L defined in Theorem 1. Then 
by Theorems 2 and 3 q(t) can be constructed. 
We now observe that the polynomials a,@), d,+,(l), bzn+,(12) in (63) are 
manic. It follows that the left side of (63) has the asymptotic expansion 
By applying the same technique to the right side we find that 
e,(d)= tan aA” t .... (67) 
It follows that to find the other n coefficients in e,(A) one need not know all 
n + 1 of the ui in (62), but only n of them. Similarly, in (64) only n ui are 
needed to determine a,(A) tan a - c,- r(A). Also, in (65), we can determine 
a,(n) from n ui. 
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Next, we can return to the remark following the statement of Theorem 4. 
We first consider a special case, namely, n = 0. For that case a, = 1, 
CCi=O, e,=tana, b,=A--A,,, d,=L-o,. From (63) we find that 
1 = tan a - i d(L - A,) 
tancfti&CXJ a-o, * 
(68) 
If the right side has a pole at A= u,, then 
tana+idm=tana--d-=0 (69) 
since o,, < A,. From the above 
u0 = 1, -tan2 a. (70) 
But (69) can have a solution only if tan a > 0. In that case the operator L in 
(51) has the eigenfuction ePtanar. If, however, tan a < 0, (69) has no solution 
and (68) can have no pole at uO. In that case the numerator of the right side 
must have a zero at u,,. Then 
tana-iJm=tana+Jm=O 
and 
u0 = A0 - tan* a (71) 
agreeing with (70). In either case, u,, is determined, as well as d,(L), but u,, 
need not be an eigenvalue of L. 
COROLLARY TO THEOREM 4. The potential q(t) in the operator L in (5 1) 
can be uniquely determined from a knowledge of the 3n t 1 spectral values 
&I?~ {%I?* 
ProojI As discussed above, by means of the 3n + 1 values, one can fully 
determine bz,+ 1(A), e,(A), a,@) t an a - c,- i(J). d,, i(1) is known up to the 
factor I - u,. If the right side of (63) has a pole at u,, , then 
a,(~,) tan a - c,- i(u,,) - (-1)” &bz,,i ,(u,J = 0. (72) 
From (64) it follows that a,(L) tan a - c,-,(A) must have one zero in each 
of the n instability intervals and will be monotonic below A,. Similarly, 
(-l)“JQ will b e monotonic below A,. Since the former grows like 
(-A)” and the latter like (-1)” ILInt ‘I*, (72) has at most one solution. If it 
has one u,, is determined. Otherwise, from the numerator of (64) we require 
e&J + (-1)” dTZCiJ = 0 (73) 
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and (73) will determine oO. If tan a > 0, e,(A) = tan al” + .a. and (73) can 
have no solution. Then (72) must have a solution. If tan a < 0 (73) will have 
a solution. If tan a = 0, e,(A) and a,(A) tan a - c,- 1(k) are of degree II - 1 
and the question as to which of (72) and (73) has a solution is more delicate. 
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