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Resumen 
El texto que surge de la interacción entre 
usuarios en redes sociales suele ser más 
disperso que el contenido tradicional. Es 
decir, contiene errores ortográficos, uso 
informal del lenguaje, emoticones, urls y otras 
construcciones que no suelen estar presentes 
en el lenguaje formal. Dicha dispersión puede 
afectar el desempeño de los clasificadores de 
texto basados en aprendizaje automático.  
El presente trabajo propone medir el 
desempeño de diferentes tareas de pre-
procesamiento, aplicadas primero de manera 
aislada y luego combinadas, sobre contenido 
extraído de redes sociales. Se busca 
determinar cuán aptas resultan ser estas tareas 
para corregir errores en textos de este tipo. 
Para ello, en primer lugar, se determinará en 
qué magnitud se reduce el porcentaje de 
palabras “incorrectas” y, en segundo lugar, 
cómo impactan en la precisión final alcanzada 
por clasificadores basados en aprendizaje 
automático.   
Este trabajo, se enmarca en una línea de 
investigación más amplia que propone la 
construcción de un clasificador automático de 
opiniones utilizando algoritmos de 
aprendizaje automático, el cual fuera 
presentado previamente en otra edición de 
este Workshop [1], y que permitirá realizar 
análisis automáticos de bajo costo para 
determinar las emociones manifestadas por 
consumidores o usuarios acerca de productos 
o servicios, a partir del análisis de sus 
opiniones escritas. Este clasificador será 
entrenado a partir de los comentarios en 
lenguaje informal presente en redes sociales.  
 
Palabras clave: Minería de textos, Pre-
procesamiento, Inteligencia artificial, Redes 
sociales. 
Contexto 
Esta línea de investigación forma parte del 
proyecto “Tecnología y aplicaciones de 
Sistemas de Software: Innovación en 
procesos, productos y servicios” presentado 
en el marco de la convocatoria a Subsidios de 
  
Investigación Bianuales (SIB2019) de la 
Secretaría de Investigación, Desarrollo y 
Transferencia de la UNNOBA. A su vez se 
enmarca en el contexto de un plan de trabajo 
aprobado por la Comisión de Investigaciones 
Científicas de la Provincia de Buenos Aires y 
por la Secretaría de Investigación de la 
UNNOBA, en el marco de la convocatoria 
“Becas de Estudio Cofinanciadas 2015 CIC 
Universidades del interior bonaerense”. 
El proyecto se desarrolla en el Instituto de 
Investigación y Transferencia en Tecnología 
(ITT) dependiente de la mencionada 
Secretaría, y se trabaja en conjunto con la 
Escuela de Tecnología de la UNNOBA.  
El equipo está constituido por docentes e 
investigadores pertenecientes al ITT y a otros 
Institutos de Investigación, así como también, 
estudiantes de las carreras de Informática de 
la Escuela de Tecnología de la UNNOBA. 
Introducción 
Con el auge de las redes sociales, la gente 
está cada vez más involucrada en muchos 
aspectos en los en los cuales antes solo eran 
consumidores pasivos [2]. Dichas redes 
permiten a las personas expresarse de manera 
libre y rápida acerca de una gran variedad de 
temas, y están siendo aprovechadas por los 
sitios comerciales para influenciar a los 
usuarios con campañas de marketing dirigidas 
[3]. Según [4], las reacciones de Facebook 
proveen una oportunidad para medir el 
compromiso emocional de los consumidores. 
Sin embargo, procesar cientos de textos para 
entender que emoción reflejan no es una tarea 
sencilla y requiere mucho trabajo manual. 
Según [5], la minería de textos se encarga 
del descubrimiento automático o 
semiautomático de información nueva, 
previamente desconocida y de alta calidad a 
partir de un gran número de textos no 
estructurados. La información que se quiere 
inferir de los textos se suele especificar 
manualmente de antemano. En [6] los autores 
definen que la minería de textos combina 
técnicas de tres campos específicos: 
 Recuperación de información: implica 
la recopilación de información 
relevante para realizar una tarea 
determinada. 
 Procesamiento de lenguaje natural: 
combina una variedad de técnicas para 
analizar y representar textos que 
ocurren naturalmente en uno o más 
niveles de análisis lingüístico con el 
propósito de lograr un procesamiento 
de lenguaje similar al humano para 
una variedad de tareas o aplicaciones 
[7]. 
 Minería de datos: descubre patrones en 
la información estructurada que se ha 
construido a partir de los textos. 
El desarrollo de las redes sociales ha 
aumentado la disponibilidad de contenido en 
forma de texto, creando la materia prima 
necesaria para aplicar allí técnicas de minería 
de texto y extraer información significativa. 
El presente trabajo busca medir la 
efectividad de diferentes técnicas de pre 
procesamiento sobre textos “ruidosos” 
provenientes de las redes sociales. A 
diferencia de otros estudios [8], el proceso se 
lleva a cabo sobre un dataset de comentarios 
en español compilados desde Facebook. 
Teniendo en cuenta los estudios relevados, no 
existe una investigación que informe la 
efectividad de estas técnicas sobre este tipo de 
conjunto de datos. 
Esta investigación es parte de una 
investigación más amplia que se centra en la 
  
construcción de un detector automático de 
emociones a partir de texto donde, a 
diferencia de otros estudios [9], las etiquetas 
que denotan la emoción reflejada en cada 
comentario se obtienen automáticamente de 
las reacciones de Facebook, en lugar de 
clasificarlos manualmente. Esta aplicación 
podría ofrecer una amplia gama de 
aplicaciones potenciales, como detectar la 
emoción que surge de la opinión de grandes 
grupos de personas sobre ciertos productos, 
servicios [10, 11, 12] o incluso políticas 
públicas. También podría utilizarse para 
identificar demandas o quejas no cumplidas 
de ciudadanos; En seguridad, para la 
detección automática de factores de riesgo en 
redes sociales como amenazas o ciberacoso 
[13]. 
Para desarrollar esta aplicación, basándose 
en un enfoque de aprendizaje automático, es 
necesario numerizar el texto de entrada. Esto 
se logra utilizando algunas métricas de texto. 
Una de las métricas más ampliamente 
adoptadas es “term frecuency - inverse 
document frecuency” (tf-idf). Es bien sabido 
que los datos provenientes de redes sociales 
suelen ser muy dispersos [14], y esta 
dispersión puede afectar el rendimiento de las 
aplicaciones que se basan en estadísticas de 
frecuencia de palabras [15], como tf-idf. 
Debido a esto, es necesario aplicar algunas 
tareas de pre procesamiento a los datos de 
entrada para mejorar el rendimiento del 
clasificador de emociones a implementar. 
Reparar el texto de los comentarios, 
realizar, por ejemplo, una corrección 
ortográfica, eliminar signos de puntuación 
incorrectos, enlaces y otras intervenciones 
puede eliminar características innecesarias de 
la entrada, haciendo que el análisis posterior 
sea más rápido y más preciso. 
Diversos trabajos que realizan pre 
procesamiento de textos provenientes de las 
redes sociales [14, 15, 16] hacen, en primer 
lugar, una clasificación de las palabras del 
dataset analizado en dos categorías. Estas son 
palabras “in vocabulary” (IV) y palabras “out 
of vocabulary” (OOV), siendo estas últimas 
las palabras incorrectas según el lenguaje 
formal. Para clasificar la entrada de dicha 
manera, se emplean un diccionario en el 
idioma correspondiente y una herramienta de 
corrección ortográfica. Entre estas últimas, las 
más utilizadas [17], son Hunspell [18] y GNU 
Aspell [19]. 
Una vez identificadas las OOV, se aplican 
una serie de filtros al texto para reducir el 
porcentaje de OOV sobre el número total de 
palabras del conjunto de datos. 
Líneas de Investigación, Desarrollo e 
Innovación 
La presente investigación se encuadra 
dentro del eje “Gestión de la Innovación” del 
mencionado proyecto SIB. Dicho eje incluye 
la investigación de procesos metodológicos 
para abordar Innovación y su implicación 
medible en procesos productivos. 
En este sentido, es importante transformar 
al usuario potencial en un partícipe activo del 
proceso de producción de un determinado 
producto, o en la concepción y desarrollo de 
un determinado servicio. Internet permite 
estar en contacto con un número inmenso de 
potenciales usuarios, pero poder procesar 
todas las interacciones buscando reconocer si 
estos usuarios están satisfechos o no (y en qué 
medida) sobre alguna característica de un 
producto o servicio, requiere analizar estas 
múltiples interacciones lo cual podría 
consumir mucho tiempo de trabajo. 
  
Un clasificador automático de emociones a 
partir del análisis de texto podría ser útil para 
este propósito. Así, se presentan en la Figura 
1 las diferentes etapas identificadas para su 
desarrollo y puede apreciarse en cuál de ellas 
se enmarcan las tareas de pre-procesamiento 
presentadas en este trabajo: 
 
Figura 1: Etapas del proceso de construcción de la 
herramienta, incluyendo las tareas de pre procesamiento. 
Resultados y Objetivos 
Se espera que la presente línea de I/D 
posibilite una mejora en la exactitud de un 
clasificador automático de textos, a partir de 
la reparación de los comentarios utilizados 
para su entrenamiento. Esta reparación se 
presume conducirá a reducir la variabilidad de 
tokens a utilizar, haciendo que, en primer 
lugar, el clasificador construido se pueda 
entrenar más rápidamente y, en segundo 
lugar, que los tokens que podrían generar 
"ruido" sean suprimidos. 
Asimismo, se espera poder comparar las 
diferencias entre los tokens generados por esta 
implementación con aquellos generados por 
tokenizadores conocidos, como Gensim y 
NLTK. Esta comparación podrá realizarse no 
sólo sobre los textos de la fuente 
seleccionada, sino que podría realizarse sobre 
textos de otras fuentes, como por ejemplo 
Twitter, dado que hay estudios [20] que 
afirman que los resultados serían similares.  
Así mismo, se buscan generar informes 
técnicos en base al trabajo realizado, en donde 
se registren los avances, el grado de 
implementación y los resultados obtenidos. 
Como así también difundir y transferir los 
resultados y logros alcanzados mediante la 
presentación y participación en diferentes 
congresos, jornadas y workshops de carácter 
nacional e internacional vinculados a la 
temática de estudio. 
Formación de Recursos Humanos 
En esta línea de I/D se han obtenido y se 
encuentran desarrollando actualmente dos 
becas de iniciación a la investigación. 
Asimismo, se esperan desarrollar una tesina 
de grado y una PPS, todas ellas dirigidas por 
miembros de este proyecto. 
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