Subtyping for inductive types in dependent type theories is studied in the framework of coercive subtyping. General structural subtyping rules for parameterised inductive types are formulated based on the notion of inductive schemata. Certain extensional equality rules play an important role in proving some of the crucial properties of the type system with these subtyping rules. In particular, it is shown that the structural subtyping rules are coherent and that transitivity is admissible in the presence of the functorial rules of computational equality.
Introduction
Coercive subtyping [Luo97, Luo99] is a general framework for subtyping and abbreviation in dependent type theories. In particular, it incorporates subtyping for inductive types. In this paper, structural subtyping for inductive types is studied in the framework of coercive subtyping.
Inductive types in dependent type theories have a rich structure and include many interesting types such as the types of natural numbers, lists, trees, ordinals, dependent pairs, etc. In general, inductive types can be considered as generated by inductive schemata [Dyb91, PM93, Luo94] and this gives us a clear guide as to how to consider natural subtyping rules for the inductive types.
The idea of deriving the general structural subtyping rules from the inductive schemata was first considered in [Luo97] and the subtyping rules for typical inductive types were given in [Luo99] . However, from the PhD work of Y. Luo [Luo05] , it has become clear that, in an intensional type theory, the structural subtyping rules for some of the inductive types are not compatible with the notion of transitivity (sometimes called 'strong transitivity') as given by the following rule in coercive subtyping:
And therefore, if one added the transitivity rule (Trans), there would be more than one coercion between two types -coherence would fail.
With the motivation to deal with the above problem, a notion of 'weak transitivity' has been proposed and studied [LL05, Luo05, LLS02] . Unlike the above strong notion of transitivity, weak transitivity only requires that there be a coercion that is extensionally equal to the composition and does not require that the composition itself be a coercion. Weak transitivity is admissible for intensional type theories with structural subtyping for a large class of inductive types including that of lists. However, it turns out that this is not the case for some inductive types that have certain form of dependency between their parameters. Such inductive types include, for example, Σ-types of dependent pairs and Π-types of dependent functions. A notion of WT-schema has been developed to capture such a dependency of parameters, or more precisely, the inductive types generated by the WT-schemata exclude exactly those types that cause problems for the admissibility of weak transitivity. The structural subtyping rules for inductive types generated by WTschemata are formulated and weak transitivity is proved to be admissible in intensional type theories with structural subtyping for such inductive types. (See [LL05] for more details.)
From this, it is fair to say that the introduction of the notion of weak transitivity has not solved the above problem completely -for the types uncovered by WT-schemata, we still cannot introduce their structural subtyping rules in an adequate way for transitivity to be admissible. In this paper, we consider another approach: instead of introducing a weaker notion of transitivity, we consider stronger equality rules. For instance, somehow by brute force, we consider map(c ) • map(c) and map(c • c) as judgementally equal. In other words, we extend the underlying type theory by certain extensional rules for the computational equality. These equality rules express the functorial laws and will be called χ-rules in this paper † . We shall show that, in the presence of the χ-rules, the transitivity rule (Trans) is admissible for the type system with structural subtyping of all of the inductive types.
As we are considering inductive types generated by any inductive schema (rather than just those from the subclass generated by the WT-schemata [LL05] ), a more general formulation of the subtyping rules is called for that takes care of the dependency between parameters for some of the inductive types such as Σ-types and Π-types. The new formulation inserts coercions in correct positions of the premises of the subtyping rules. It is also based on this formulation that the χ-rules are formulated and that the results such as those of coherence and admissibility of transitivity are proved.
During the proofs of the properties of the structural subtyping rules, we use a simple but important property that the inductive type constructors are injective. For instance, for types of lists, if List(A) = List(B), then A = B. It has not been shown whether this holds for a type theory with extensional rules such as the χ-rules, as its metatheoretic properties such as Church-Rosser are largely unknown. A direct proof of this injectivity result in the logical framework LF [Luo94] , based on which coercive subtyping is formulated, would require us to analyse difficult cases involving λ-abstractions. To avoid this difficulty, we prove injectivity in the lambda-free logical framework TF [Acz01, Ada04] and then lift it to LF by using the fact that LF is a conservative extension of TF.
In contrast to an earlier proof of a more restricted result in [LL01] , the proof of transitivity elimination is done directly by induction on derivations, but to prove the admissibility of a more general rule. This has overcome a difficulty in the earlier research effort and avoided the use of a special measure developed in [Che98] .
In Section 2, we briefly introduce the logical frameworks LF and TF, the notion of inductive types as generated by inductive schemata, and the framework of coercive subtyping. The formulations of the structural subtyping rules and the corresponding functorial equality rules are given in Section 3. Section 4 shows that LF is a conservative extension of TF and proves the injectivity result. Proofs of the properties such as coherence and admissibility of transitivity are given in Section 5. Future work and related work are discussed in the Conclusion.
Logical frameworks, inductive types and coercive subtyping
In this section, we give a brief introduction to the logical frameworks LF and TF, inductive types and coercive subtyping, partly for background and notational conventions.
The logical frameworks LF and TF
We shall introduce logical frameworks LF and TF, with more details for the latter as it is regarded as less known. Technically, in this paper, the logical framework TF is only used in the proof of the injectivity result in Section 4. A reader may not need to understand its formal details unless one wants to understand the proofs in Section 4. [Luo94] is a dependent type system that can be used to specify type theories such as Martin-Löf's type theory [NPS90] and UTT [Luo94] . It is a typed version of Martin-Löf's logical framework (see Chapter 19 of [NPS90] for a presentation of the latter). ‡
The logical framework LF LF
The presentation of LF and discussions on how it should be used in specifying type theories can be found in Chapter 9 of [Luo94] or Section 2 of [Luo99] . The inference rules of LF are given in Figure 1 which include the general rules about contexts, equality and substitution, and the rules about the following kinds:
• T ype -the kind representing the conceptual universe of types;
• El(A) -the kind of objects of type A; and • (x:K)K -the kind representing the dependent product with functional operations f (such as the abstraction [x:K]k ) as objects which can be applied to objects k of kind K to form application f (k) or simply f k.
Functional operations of kind (x:K)K are equal if they are βη-equal. A kind is small if it is of the form El(A) or (x:K)K such that K and K are small. (Put in another way, a kind is small if it does not contain T ype.) LF and the type theories specified in LF satisfy many nice properties. The following is a proposition that we shall use in this paper, the proof of which can be found in [Ada04] .
Theorem 2.1. (Subject Reduction for β-reduction) Let T be a type theory speci-
Notations We shall adopt the following notational conventions.
• We often omit El to write A for El(A) and may write (K 1 )K 2 for (x:K 1 )K 2 when x does not occur free in K 2 .
• Equality signs: We shall use M ≡ N for syntactic equality between terms, meaning that M and N are the same terms up to α-conversion, and use M = N for definitional or computational equality between terms.
• Substitution: We sometimes use M [x] to indicate that variable x may occur free in M and subsequently write M [N ] for the substitution [N/x]M , when no confusion may occur.
where f : (K 1 )K 2 and g : (K 2 )K 3 and x does not occur free in f or g. ‡ The difference between the logical frameworks considered in this paper and the Edinburgh LF [HHP87, HHP93] is that the former LFs are intended to be used to specify computation rules and hence type theories, while the latter is not.
We shall also use some notations about sequences and their operations.
• We shall useā to represent a sequence; for instance,ā ≡ a 1 , ..., a n orā ≡ a 1 , ..., a n .
• 
• Letx be a sequence of variables.
-x ∈ M means that some of the variables inx occur in M . -x ∈ M means that none of the variables inx occur in M .
• We shall useˆfor concatenation of sequences and :: for the operations attaching an element both to the head and to the tail of a sequence. 2
The lambda-free framework TF
The logical framework TF (TF stands for 'Type Framework') was first conceived by Aczel [Acz01] and its theory was developed in [Ada04] . It follows from the general results proven in [Ada04] that LF can be considered a conservative extension of TF, a key property that allows us to lift the injectivity result from TF to LF in Section 4. TF is lambda-free in the sense that the entities such as lambda-abstractions and Π-kinds are not first-class, nor is β-reduction. Its syntax is organised by arities, which are defined by the grammar α:: = (α, . . . , α), with the arity () in the base case (also denoted by 0), the arity of terms and types in a specified object type theory. The intuition behind arities is that an object of arity α = (α 1 , . . . , α n ), an α-ary object, is a function that takes n arguments -namely an α 1 -ary object, . . . , and an α n -ary object -and returns a term or type of the object theory, the type theory specified in TF.
Objects in TF are in normal form in the traditional sense. In general they have the form [x] zM , where z is either a variable or a constant. These are exactly the lambda terms that are in β-normal and η-long form. More formally, every variable or constant is associated with an arity and the α-ary objects for each arity α can be defined inductively as follows:
• If z is a variable or constant of arity (α 1 , . . . , α n ), and M i is an α i -ary object, then zM 1 ...M n is a 0-ary object.
• If N is a (β 1 , . .., β n )-ary object and x an α-ary variable, then [x]N is an (α, β 1 , ..., β n )-ary object.
Kinds and contexts are assigned arities as well (e.g., T ype and El(A) are the only kinds assigned arity 0). Arities are respected in forming kinds and contexts. For instance, in any entry x:K in a context, x and K must have the same arity. Instantiation and employment are crucial notions in TF that correspond to those of substitution and application, respectively. In TF, the result of a substitution [M/x]N is in general not an object and the application M N is not an object, either. The intention is that the instantiation {M/x}N is the β-normal and η-long form of [M/x]N and that the employment M {N } the β-normal and η-long form of M N .
Definition 2.2. (instantiation and employment) The following two operations
• (Instantiation) {M/x}N , resulting in a β-ary object by instantiating x with M in N , for any α-ary object M , α-ary variable x and β-ary object N , and • (Employment) M {N }, resulting in a (β 1 , ..., β n )-ary object by employing M on N , for any (α, β 1 , ..., β n )-ary object M and α-ary object N , are defined by mutual induction on the arity α and the structure of N , as follows:
We extend the operation of instantiation to kinds in the obvious manner. 2
There are only three primitive judgement forms in TF, where M and N are 0-ary objects and T is a 0-ary kind (i.e., T is either T ype or of the form El(A)):
Note that the above condition on the arities of M , N and T justifies our assertion that the objects of higher arity are not first-class entities in TF. The judgements themselves only deal directly with the terms and types of the specified theory. The objects of higher arity can only occur in contexts or within an object of arity 0.
Having given the forms of primitive judgements, we can now introduce some defined judgement forms, each of which denotes a sequence of primitive judgements. The defined judgements help us in presenting and discussing the TF system. Some examples, to be used later in the paper, are as follows.
• Judgement Γ K kind can be defined by considering the following two cases:
• Judgement Γ [x]M : (x:K)T is defined to be the judgement Γ,x:K M : T .
• Judgement Γ M ::K is defined to be the following sequence of judgements:
A judgement form Γ M =N :K can be defined similarly.
Variables and constants (z : (ȳ::K)T is either in Γ or declared)
General equality rules
Fig. 2. Inference rules of TF
The inference rules of TF are given in Figure 2 , where T , M , N and P are all of arity 0. Note that the number of rules is rather small, mainly due to the fact that TF only deals with terms in β-normal and η-long form.
Some of the basic properties of TF are given in the following proposition, whose proofs can be found in [Ada04] . 
As in LF, type theories can be specified in TF by declaring a number of constants and computation rules. The declaration of a constant, where T is of arity 0, c : (x ::K)T has the effect of adding the following two rules:
The declaration of a computation rule of the form
where k, k and T are all of arity 0, has the effect of adding the following rule:
Remark The above way of declaring type theories in TF is similar to that to declare type theories in LF (c.f., Section 9.1.2 of [Luo94] ). The restriction to disallow declarations of computation rules between objects of higher arities conforms with that imposed in [Luo99] for LF, that is, there should not be declarations of equalities between objects of a dependent product kind. 2
Inductive types
Inductive types are generated by inductive schemata [Dyb91, PM93, Luo94] and can be parameterised. A brief introduction is given here; for more details, see, for example, Chapter 9 of [Luo94] . Intuitively, an inductive type is introduced by specifying its constructors (or introduction operators) and their kinds. The values (or canonical objects) of the inductive types are generated by these constructors. Formally, the types of these constructors are given by inductive schemata, as defined in the following definition.
Definition 2.4. (strictly positive operator and inductive schema) Let Γ be a valid context and X a type variable such that X does not occur free in Γ.
• A strictly positive operator Φ in Γ with respect to X is of one of the following forms:
where K is a small kind in Γ, and Φ 0 is a strictly positive operator in Γ, x:K w.r.t. X.
• An inductive schema Θ in Γ with respect to X is of one of the following forms:
where K is a small kind in Γ, and Θ 0 is an inductive schema in Γ, x:K w.r.t. X, or 3 Θ ≡ (Φ)Θ 0 , where Φ is a strictly positive operator in Γ w.r.t. X, and Θ 0 is an inductive schema in Γ w.r.t. X.
In this paper, unless stated otherwise, all of the strictly positive operators and inductive schemata are with respect to X. 2
Remark Note that strictly positive operators are special cases of inductive schemata. Also, the above notions of strictly positive operator and inductive schema can also be defined by the BNF notation as follows, where K stands for any small kind in which X does not occur free:
A strictly positive operator (or an inductive schema) in the context Γ w.r.t. X is then a kind in Γ, X:T ype that is generated by the above grammar. 2
In a valid context, any finite sequence of inductive schemata generates an inductive type, with its introduction, elimination and computation rules. In this paper, we shall consider inductive types T parameterised by a sequence of variablesȲ such thatȲ ::P and generated by a sequence of schemataΘ ≡ Θ 1 , ..., Θ m (m ∈ ω) inȲ ::P . For example, the parameterised inductive type of lists List(A), is parameterised by type A and generated by the schemata X and (A)(X)X. 
In LF, the parameterised inductive type T can be introduced by declaring the following constant expressions
• T for the type constructor of the parameterised inductive type, • ι j (j = 1, ..., m) for the constructors (or introduction operators), and • E T for the elimination operator, together with the associated computation rules. In the paragraphs below, we spell out in more details how these constants and the computation rules should be declared. The constructors for T are declared as
m).
Note that each constructor corresponds to an inductive schema. For the example List, the constructors are:
The elimination operator E T expresses an induction principle that, if a property is true for every value of the inductive type, it is true for every object of the type. It is declared as:
where C represents the predicate (property) over T (Ȳ ) (called the motive in [MM04] ), f j (j = 1, ..., m) are the methods, each corresponding to a constructor, and the kind of each method depends on the corresponding schema, defined as follows. 
C(z(x))
Note that, in the special case when Θ is a strictly positive operator Φ (i.e., when X does not occur free inM ),
For the example List, the elimination operator is
where its two methods (f nil and f cons ) have kinds C(nil(A)) and (a:A)(l:
Computation rules When the elimination operator is applied to a value constructed by a constructor, the corresponding method gives the meaning of that application. This is specified by the computation rules. Formally, for the parameterised inductive type T , we have m computation rules, each corresponding to a constructor (or inductive schema).
For Θ j ≡ (x ::M )X (j = 1, ..., m) with Φ i 1 , ..., Φ i k being the subsequence ofM that consists of all of the strictly positive operators, the jth computation rule is
...,
wheref ≡ f 1 , ..., f m are the methods and the operation Φ is defined as follows.
Definition 2.6. Let Φ ≡ (x ::K)X be a strictly positive operator w.r.t. X. Then,
where
For the example List, we have two computation rules:
We conclude this introduction to inductive types by giving several further examples.
Example 2.7. Here are several examples of (parameterised) inductive types.
• The type of natural numbers N is generated by the schemata X and (X)X, with constructors 0 : N and succ : (N )N .
• The type of dependent functions Π(A, B), parameterised by A : T ype and B : (A)T ype, is generated by the schema ((x:A)B(x))X, with constructor λ.
• The type of dependent pairs Σ(A, B), parameterised by A : T ype and B : (A)T ype, is generated by the schema (x:A)(B(x))X, with constructor pair.
• The disjoint union U nion(A, B) (or A + B in the usual notation), parameterised by A, B : T ype, is generated by the schemata (A)X and (B)X, with constructors inl and inr. 2
Coercive subtyping
Coercive subtyping, as introduced in [Luo97, Luo99] , is a framework for subtyping and abbreviation in dependent type theories. The formal presentation of the framework is given below after an introduction to its basic idea and an overview of previous work.
Basic idea In coercive subtyping, a type is a subtype of another type if there is a unique coercion between them, represented by the judgement
where c has kind (A)B. Coercions are special functional operations (e.g., declared by a user). If c is a coercion from A to B, then a function f from B to C can be applied to any object a of A and the application f (a) is definitionally (or computationally) equal to f (c(a)). Intuitively, one may take f as a context which requires an object of B; then the argument a in the context f stands for its image of the coercion, c(a). The above simple idea, which was studied in the literature for simple type systems (see, for instance, [Mit91, Mit83] ), becomes very powerful when formulated in the logical framework and used in the context of dependent type theories. The framework of coercive subtyping covers a variety of subtyping relations including those represented by coercions between parameterised inductive types [Luo99] and dependent coercions [LS99] . For example, see [Luo99, Bai99, CL01, LC98] for details of some of these development and applications of coercive subtyping. Important meta-theoretic results of coercive subtyping have been studied, including those on conservativity [SL02] and on transitivity elimination for subkinding [SL02] Systems with coercive subtyping Formally, a system of coercive subtyping T [R], with a set R of basic subtyping rules, is an extension of a type theory T specified in the logical framework LF. It can be presented in two stages:
• first consider the system T [R] 0 , an extension of T with subtyping judgements of the form Γ A < c B : T ype, and
, with subkinding judgements of the form Γ K < c K .
The rules for subkinding include, for example, the following coercive definition rule:
This paper is mainly about subtyping rules and their properties in T [R] 0 , so the treatment of the kind level is omitted (see, for example, [Luo99] for more details.)
Notation In this paper, as we are not going to talk about subkinding judgements, we shall often write Γ A < c B for the subtyping judgement Γ A < c B :
0 is the extension of T with the following congruence rule
and a set R of 'basic subtyping rules' whose conclusions are subtyping judgements of the form Γ A < c B. Examples of such rules include those of structural subtyping rules for parameterised inductive types to be considered in this paper. The set R of basic subtyping rules is required to be coherent in the sense that coercions between any two types must be unique. Put in another way, the subtyping rules are coherent if the following rule is admissible in T [R] 0 :
For example, if we consider subtyping rules for inductive types, we want to show that those subtyping rules are coherent in the above sense. Furthermore, given a set of subtyping rules, we'd like to prove that transitivity is admissible, i.e., the following rule is admissible:
Well-defined coercions We are going to prove, for example, admissibility results of the subtyping rules for inductive types, when there are other coercions already existing in the system. We assume that those coercions (possibly generated by some other rules) are coherent and have good admissibility properties, that is, they form a set of well-defined coercions [LL01] , as defined below. 
(Weakening
In this paper, we consider the system of coercive subtyping in which the set R of the subtyping rules contains the following rule, where C is a WDC:
Structural subtyping rules and functorial equality rules
In this section, we give a formulation of the structural subtyping rules for parameterised inductive types generated by inductive schemata and the corresponding χ-rules describing the functorial laws for computational equality. Given a parameterised inductive type T , parameterised by n parametersȲ ::P (n ∈ ω) and generated by m schemataΘ ≡ Θ 1 , ..., Θ m (m ∈ ω) inȲ ::P , we consider the following form of structural subtyping rules of T :
.., c k are fresh and distinct schematic letters.Ā ::P andB ::P correspond to the parameters of T ,c are the coercions assumed in the premises, and map T is the coercion specified by the rule, mapping canonical objects of T (Ā) to the corresponding canonical objects of T (B).
For example, for the type of lists, List(Y ), parameterised by the type parameter Y and generated by the schemata X and (Y )(X)X, its structural subtyping rule is
where the coercion map List takes the canonical objects nil(A) to nil(B) and cons(A, a, l) to cons(B, c(a), map List (l)), respectively. As another example, the type of dependent pairs Σ(A, B), parameterised by A : T ype and B : (A)T ype, is generated by the schema (x:A)(B(x))X. One of its three structural subtyping rules is, where we omit the judgements for well-typedness:
Note that, in this example for Σ-types, there is a dependency between parameters (the parameter B is dependent on the objects of A) which leads to the occurrence of c 1 in the second premise of the rule.
(Such cases are excluded by the WT-schemata and therefore not covered in [LL05] ). It is because of such dependencies between parameters that a more general formulation of the subtyping rules, which inserts coercions in correct positions, is called for.
The following subsections are arranged as follows:
• Section 3.1 defines the 'components' that form the premises of the structural subtyping rules, declaring that certain operations are coercions between types; • Section 3.2 defines the mapping functor given the premises, the coercion from T (Ā)
to T (B); • Section 3.3 describes the structural subtyping rules; and finally, after defining the mapping functor, the composition of the mapping functors can be defined; so
• Section 3.4 defines the functorial equality rules (χ-rules) for the parameterised inductive types.
Components in premises
Given a parameterised inductive type T , we intend to show how to construct the structural subtyping rules of the form ( * ) (see above). More concretely, we want to construct the premises that assume certain coercions between appropriate types and, given these coercions, the mapping functor map T from T (Ā) to T (B), the coercion in the conclusion.
To this end, we introduce the definition of the components of a parameterised inductive type, each of which is a quadruple The definition of the notion of component is better given in two stages, first defining it for small kinds and then for inductive schemata and parameterised inductive types.
Definition 3.1. (components of small kinds) Let K[x] be a small kind in (Γ,x::P ), Γ ā ::P and Γ b ::P . We shall define a sequence of quadruples, the components of K (w.r.t.x,ā andb):
where each A i and B i is a type in context Γ i and c i is a schematic letter. We shall simultaneously define an object c K , the 'schematic coercion'
The definitions are made by simultaneous induction on the structure of K:
where c is a fresh schematic letter (and, for different occurrences of A, the schematic letters are different. § )
(K 2 ;x::y;ā::c K1 (x );b::x ) ifx ∈ K 1 and y ∈ K 2 § Strictly speaking, it is not enough for us to adopt the notion c K . We abuse the notation with the understanding that different schematic letters are associated with different occurrences of a type and different c K are associated with different occurrences of a kind.
Example 3.2. The following examples, where N is the constant type of natural numbers (see Example 2.7), illustrate the above definition.
• In the following three examples,x ≡ Y ,ā ≡ A andb ≡ B. • In the following two examples, •
Example 3.4. The following examples illustrate the above definition.
•Θ ≡ (N )X.
• • Θ ≡ (Y )(X)X, where Y : T ype is a parameter. This is one of the schemata that generate the types of lists parameterised by Y (see Section 2.2). The components of a parameterised inductive type constitute the sequence that is the concatenation of those of the generating schemata. 
2
Example 3.6. We give the sequences of components of the parameterised inductive types List(A) (Section 2.2) and those in Example 2.7.
• N has no parameters. Therefore, C Γ (N ; ; ) = .
• C Γ (List; A; B) = (Γ; A; B; c) .
• C Γ (Π; A 1 , B 1 ; A 2 , B 2 ) = (Γ; A 2 ; A 1 ; c 1 ), (Γ, y:A 2 ; B 1 (c 1 (y)); B 2 (y); c 2 ) .
• C Γ (Σ; A 1 , B 1 ; A 2 , B 2 ) = (Γ; A 1 ; A 2 ; c 1 ), (Γ, y:A 1 ; B 1 (y); B 2 (c 1 (y)); c 2 ) .
•
Remark Parameterised inductive types may have redundant parameters that, for example, do not occur in the generating schemata. For instance, List might be parameterised by Y : T ype and (the redundant parameter) f oo : K and generated by the same schemata X and (Y )(X)X. As long as K is not empty (say with object k), List (A, k) behaves the same as List(A) and their components are the same. 2
Mapping functor
Having defined the components (of the premises of the subtyping rules), we are now ready to show how the mapping functor (the coercions in the conclusions of the subtyping rules) can be constructed from the components.
We shall give a formal definition first, followed by examples to explain. We assume, in the following definitions, that T is a parameterised inductive type 
, where c K is defined with respect to C Γ (K;x;b;ā).
where n is the length ofM and for i = 1, . . . , n,
where the context Γ i is defined as follows:
In the case where M i is a small kind, c M i is defined with respect to the components
Definition 3.8. (mapping functor) Suppose that Γ Ā ::P , Γ B ::P , and
n). The mapping functor of kind (T (Ā))T (B) is defined as:
where M Γ [Θ j ](ι j (B)) (j = 1, ..., m) are the methods defined in Definition 3.7. 2
Example 3.9. For the examples of types considered in Examples 2.7 and 3.6, the mapping functors are:
• For the constant type N , there is no parameter. The mapping functor is
which is extensionally equal to the identity function on N .
• For the types of lists,
nil(B), [x:A][l:List(A)][l :List(B)]cons(B, c(x), l )).
• For the Π-types,
• For the Σ-types,
• For the union types,
Structural subtyping rules
We are now ready to specify the structural subtyping rules ( * ). Let C Γ (T ;Ā;B) = (Γ 1 ; T 1 ; T 1 ; c 1 ), . . . , (Γ n ; T n ; T n ; c n ) ,
One of the subtyping rules for T can be written down immediately:
The others are formed from this by performing the following on some, but not all, of the premises: When a parameterised inductive type has k components, there are 2 k − 1 structural subtyping rules for T .
Example 3.10. For Π-types (see Examples 2.7, 3.6 and 3.9), the structural subtyping rules are (we omit the well-typedness judgements in the premises):
The mapping operations in the above rules are:
where map Remark (Non-applicable rules) As mentioned above, there are 2 k − 1 rules if T has k components. Some of these rules may be non-applicable. For example, if T is generated by the schemata one of which is ((Y )Y )X, where Y : T ype is the only parameter. Then, one of the rules is (we omit the well-typedness judgements):
Since the premises are contradictory (and never satisfied), the above rule can never be applied.
As another example, consider the inductive type BooList parameterised by Y : T ype and generated by the schemata X, (Y )(X)X and (Y )(X)X (two repeated schemata). This would give the following rules
where the mapping coercions in the conclusions are omitted. The first of the above rules is applicable only when c = d and the other two are non-applicable. 2
χ-rules: functorial laws of equality
The functorial laws express that the mapping functor is distributive with respect to the composition of 'morphisms'. In the simplest case, a morphism is just a functional operation and the distributivity concerned is about the composition of two functional operations (c.f., the example for List in the introduction). In the general case, a morphism is a sequence of objects that correspond to the schematic letters of the components of the generating schemata.
Definition 3.11. (morphisms) Let T be an inductive type parameterised byȲ ::P , Γ Ā ::P and Γ B ::P . Suppose that the following sequence of components
where The following example explains the above definition, in particular, the process of replacement.
Example 3.12. Consider the parameterised inductive type (of triples) Σ 3 , parameterised by A : T ype, B : (A)T ype and C : (x:A)(B(x))T ype and generated by the schema (x : A)(y : B(x))(z : C(x, y))X. Its components are
In this case, f, g, h is a Σ 3 -morphism from A 1 , B 1 , C 1 to A 2 , B 2 , C 2 if the following judgements are derivable:
For example, the last judgement above is obtained from
by replacing c with f , d with g(x) and e with h(x, y), respectively. 2 Notation In the following, we shall adopt the following notations about sequences, wherē a = a 1 , ..., a n andb = b 1 , ..., b n .
•ā(b) = a 1 (b 1 ), ..., a n (b n ) . In the special case when
Definition 3.13. (composition of morphisms) Let T be an inductive type parameterised byȲ ::P andĀ,B,C ::P .
• (Composition of K-morphisms) Let K be a small kind, Γ k :Ā →x KB and Γ l :B →x KC . We define the K-morphisml •k so that Γ l •k :Ā →x KC by induction on the structure of K.
where, in the four different cases above, we have (1) Γ k :Ā →x K2B and Γ l :B →x K2C .
(2) Γ, y:K 1 k (y) :Ā →x K2B and Γ, y:K 1 l (y) :B →x K2C .
::y, and Γ, z:
::z K2C ::z, wherec are the schematic letters introduced in the components of K 1 .
• (Composition of Θ-morphisms) Let Θ be an inductive schema. Suppose Γ k : A →x ΘB and Γ l :B →x ΘC . We define the Θ-morphisml •k so that Γ l •k : A →x ΘC by induction on the structure of Θ.
where, in the four different cases above, we have -Θ ≡ (Φ)Θ 0 . Thenk =k 1ˆk2 andl =l 1ˆl2 such that Γ k 1 :B →x ΦĀ , Γ l 1 :C →x ΦB , Γ k 2 :Ā →x Θ0B , and Γ l 2 :B →x Θ0C . We define
• (Composition of T -morphisms) Suppose Γ k :Ā → TB and Γ l :B → TC . We have thatk =k 1ˆ· · ·ˆk m andl =l 1ˆ· · ·ˆl m such that Γ k i :Ā →Ȳ Θ iB and Γ l i :B →Ȳ ΘiC . We define the T -morphisml •k so that Γ l •k :Ā → TC as follows:l
2
Example 3.14. Here are some examples of morphisms.
• For the parameterised inductive types List, generated by schemata X and (Y )(X)X. The List-morphisms are just functional operations f : (A)B and g : (B)C, and their composition is just g • f .
-For the Π-types, generated by schema ((x:Y 1 )Y 2 (x))X, the morphisms Γ k :
A → ΠB and Γ l :B → ΠC are pairs k 1 , k 2 and l 1 , l 2 , respectively. Their
) . -For the Σ-types, generated by the schema (x:Y 1 )(Y 2 (x))X, the morphisms Γ k :
A → ΣB and Γ l :B → ΣC are pairs k 1 , k 2 and l 1 , l 2 , respectively. Their
χ-rules
With the composition operation, we can now describe the following χ-rule corresponding to the composition of morphisms.
The simplest example is to consider the parameterised inductive types List. The above χ-rule gives, for l : List(A), We can also define the identity morphisms
and similarly we can write down the χ-rule corresponding to the identity morphism declaring that map
There is a categorical structure here: for T parameterised byȲ ::P , there is a category whose objects are the sequencesĀ ::P and whose arrows are the T -morphisms, with the identity given by the identity morphisms and the composition given by Definition 3.13. In such a categorical structure, the mapping that maps the objectĀ to T (Ā) and the arrowk to map T [Ā,B,k] becomes a functor in the presence of the χ-rules (for identity and composition), which correspond to the functorial laws of computational equality for such a mapping. In this paper, only the rule (χ) corresponding to composition is included in our system (and used in proving that transitivity is admissible for the structural subtyping rules in Section 5), not that corresponding to the identity morphisms. The reason is that we consider the proper subtyping relation A < c B rather than the relation A ≤ c B.
If the latter were used to formulate our system (and hence identity operations would be coercions; see [LS99] ), the χ-rule corresponding to the identity morphisms would be needed.
Remark Some researchers may be reluctant to add extensional equality rules to an intensional type theory or might even consider it as problematic (for example, out of philosophical considerations). We are not taking a view against this. Besides their use in considering subtyping, another 'justification' for introducing the χ-rules is that they make the mapping functors into true functors in the sense of category theory. 2
Injectivity of inductive type constructors
In this section, we shall prove that the type constructors of parameterised inductive types are injective with respect to computational equality. More precisely, for any parameterised inductive type T with parametersȲ ::P , the following rule is admissible:
(injectivity) Γ T (Ā) = T (B) : T ype Γ Ā =B ::P under certain restrictions on computation rules. This injectivity result will be used in the proofs of the properties of the subtyping rules in the next section.
Injectivity: an informal discussion
The above injectivity result looks easy to prove, but it is not. The injectivity rule is admissible in a type theory such as the intensional type theory where the Church-Rosser property holds. (The Church-Rosser property implies the injectivity result.) However, this is unknown for a type theory with the extensional χ-rules: its meta-theoretic properties such as Church-Rosser have not been proven. As the injectivity result is used essentially in our proofs in the next section, a proof of injectivity is called for. ¶ Intuitively, injectivity holds, even with the χ-rules, because the only way to compute within T (Ā) is to compute within one of the terms ofĀ. However, the proof is complicated by the fact that βη-equalities hold in the logical framework LF. An attempt to prove it directly in LF has failed: it would use a result like Church-Rosser for βη-reduction, which does not hold in general for type theories specified in LF.
We could try to prove injectivity for an individual type theory (say, UTT extended with the χ-rules) by attempting to prove Church-Rosser for its reduction relation. This property is, however, difficult to prove for a reduction relation that includes χ-reduction; and, besides, we prefer to establish general results for type theories specified in LF. We shall prove that injectivity holds for every type theory that can be specified in LF, provided it involves no computation rules between types.
The tool we use for this purpose is the lambda-free logical framework TF (see a brief introduction in Section 2.1.2) [Acz01, Ada04] . This is a logical framework that involves no computation at the logical framework level. Every βη-equivalence class of objects in LF corresponds to a unique term in TF. In TF, it is therefore true that the only way to compute with T (Ā) is to compute within one of the argumentsĀ. Injectivity is therefore much easier to prove in TF. From the fact that LF is a conservative extension of TF, we conclude that injectivity holds in LF too.
Below in this section, we assume that, in declaring the type theory under consideration, no computation rules between types have been declared. That is, for every declared computation rule
T is of the form El(A). (Recall that it is already stipulated that one cannot declare equalities between objects of dependent product kinds [Luo99] .) This restriction excludes type universes as their formulation would introduce computational equalities between types. However, such type theories do include Martin-Löf's type theory without type universes or UTT without type universes. In particular, the computation rules for the parameterised inductive types in Section 2.2 and the χ-rules in Section 3.4 are all allowed.
Conservativity of LF over TF
LF is a conservative extension over TF. In the following, we describe two translations: NF : LF → TF ¶ Thanks to Conor McBride who has pointed out to us that a direct proof of injectivity is possible.
Although the proof as presented here is indirect (through TF) and more complicated, because of the λ-terms and the associated β-equality in LF, it is his idea to consider a proof of injectivity by introducing in an inductive proof a notion more general than derivability. To see this is the case, suppose that A and B are computationally equal but not βη-equal (e.g., lift : TF → LF and prove their properties, from which the conservativity result follows.
Translation
NF from LF to TF This translation consists of reducing each object of LF to its β-normal and η-long form (erasing kind labels as we go). This process shall be guided by the arities of TF (see Section 2.1.2), which shall tell us in particular how far to η-expand each variable and constant.
We begin by assigning an arity Ar (K) to each kind K of LF as follows:
where Ar (K) = α and Ar (K ) = (β 1 , ..., β n ). Furthermore, we assume that TF and LF use the same sets of variables and constants; in particular, every variable and constant has an associated arity, and that
• whenever a variable declaration x:K appears (in a context, λ-object or Π-kind), then the variable x has arity Ar (K); • whenever a constant declaration c:K is made, then the constant c has arity Ar (K).
Note that the equality rules for λ-objects and Π-kinds do not cause any problems for this convention, as it is easy to see that, whenever Γ K = K is derivable, then Ar (K) ≡ Ar (K ).
Definition 4.1. (translation NF) NF is defined as follows:
• For every object M of LF, the corresponding object NF(M ) of TF is defined as
• For every kind K of LF, the corresponding kind NF(K) of TF is defined as
The definition of NF is extended to contexts and judgements as usual. 2
Suppose we have specified a type theory T in LF, by declaring constants and computation rules. Then there is a set of declarations we can make in TF that yield 'the same' type theory as T :
• For every constant declaration c : K made in LF, declare c : NF(K) in TF.
• For every computation rule declared in LF:
declare in TF the computation rule NF(k 1 ) = NF(k 2 ) : NF(T ) forx : NF(J).
We shall refer to this TF type theory as the normalised form of the LF type theory T .
The translation NF is not defined on every expression of the raw syntax; for example, NF(k 1 (k 2 )) is only defined if NF(k 1 ) and NF(k 2 ) have appropriate arities. However, it is defined on every typable object, and is a sound translation from LF to TF, as shown by the theorem below, which is proven using the following lemma that concerns with how substitution behaves under the translation.
Lemma 4.2. If NF(k) and NF(k ) are defined, and NF(k) has the same arity as x, then
Proof. By structural induction, using Proposition 2. Proof. By induction on the derivation of J and using the properties in Proposition 2.3. We only consider one case here for illustration, where the last rule of the derivation is
The induction hypothesis gives the following judgements in T 0 :
We note that NF(f ) must therefore have the same arity as 
Translation lift from TF to LF
This translation lifts entities in TF to LF and consists of little more than inferring the kind labels in the λ-abstractions in LF. To do so for an object M , we need to know the context in which we are working (to provide the expected kinds). Furthermore, we need to know the kinds of the possible arguments of an object and this information shall be given by a context of the same arity as that of the object. • For any contexts Γ and ∆ and any object M , where ∆ and M have the same arity (with intention that, in TF, Γ M : (∆)T for some T ), the corresponding LF object lift ∆ Γ (M ) is defined as:
, is either a variable in Γ or a declared constant, then
• For any kind K and context Γ in TF, the corresponding LF kind lift Γ (K) is defined as:
The lifting operation is extended to contexts as
and to judgements as
The soundness of the lifting operation is shown by the theorem below, which is proved using the following lemma concerning about how substitution behaves under the translation.
Lemma 4.5. Let M be an object, K a kind, x a variable and ∆ a context, all of the same arity α. Then, 
Conservativity of LF over TF
The following theorem establishes the conservativity result. More specifically, it shows that, up to judgemental equality, the translation from TF to LF (lift) is a left inverse of that from LF to TF (NF).
Theorem 4.7. (conservativity of LF over TF) Assume that type theory T has been declared in LF.
1 If Γ k : K in T , then NF(K) is defined and has the form NF(K) ≡ (∆)T , and furthermore, lift
Proof. Both parts are proven by induction on the derivation of the premise. We deal with one case here -assuming that the following rule is the last in the derivation:
By the induction hypothesis, we have
The result will follow by Subject Reduction (Theorem 2.1) if we can show
To prove the above, we shall prove more generally that
This completes the proof. 2
Remark It is also true that NF is a left inverse of lift up to syntactic identity (i.e., NF(lift
But we shall not need this fact here. 2
Proof of Injectivity
We shall prove that the injectivity property holds in TF, then use the conservativity result above to deduce that the corresponding property holds in LF. Proof. By induction on derivations of the premise in TF. We have the following cases.
• For Rule (CA) of 'constant application' (in Figure 2) :
it is immediate from the induction hypothesis.
• For the reflexivity rule (R):
Inverting the premise, we have Γ Ā ::P for someP , and hence Γ Ā =Ā ::P by (R).
• For the symmetry rule (S), it is immediate.
• For the transitivity rule (T ): where U nit is the unit type with one object, obviously we could not prove that N = U nit : T ype. Having said this, however, we believe that, in the more restricted cases such as introduction of universes, the injectivity theorem is still true. 2
Finally, the following corollary shows that the inductive type constructors are injective. Remark It may seem that the use of TF above is nothing more than a technical trick necessary to prove the injectivity of inductive type constructors. However, we believe that lambda-free logical frameworks such as TF are more than that: they are a powerful tool for proving results about logical frameworks. Proving the conservativity of LF over TF is a one-time-only cost. We expect many results to be easier to prove in TF than in LF; the results can then be lifted to LF in the manner of the proof of Corollary 4.9. 2
Meta-theoretic properties of structural subtyping
In this section, we show that, for type theory T (such as Martin-Löf's type theory or UTT) without universes, the structural subtyping rules for parameterised inductive types, as defined in Section 3.3, are coherent and satisfy the property that transitivity is admissible in the presence of the functorial χ-rules for computational equality.
In the following, we shall make the following assumptions and use the corresponding notational conventions.
• C denotes a WDC (set of well-defined judgements of coercions), representing 'the existing derivable subtyping judgements'.
• PIT denotes an arbitrary set of parameterised inductive types such that:
-if Γ A < c B ∈ C, then neither A nor B is computationally equal to a T -type for T ∈ PIT.
• R PIT denotes the set of subtyping rules consisting of the (C)-rule (at the end of Section 2.3) and the structural subtyping rules for the parameterised inductive types in PIT (as given in Section 3.3).
• C PIT denotes the set of subtyping judgements derivable in T χ [R PIT ] 0 , where T χ is the type theory T extended with the χ-rules, while T is a type theory specified in LF without equality declarations between types (see Section 4.1 for discussions on this last restriction.)
What we shall show in the following subsection is that C PIT is also a WDC, that is, being extended by the subtyping rules for the parameterised inductive types in PIT, the resulting type theory still has the good properties and, in particular, it is coherent and satisfies the property of transitivity elimination. Considering PIT to be an arbitrary set has important practical consequences with regard to the 'stepwise enlargement' of the set of coercive judgements. See Section 5.2 below for further discussions.
Coherence, admissibility of transitivity and other properties
In this subsection, we present the lemmas and theorems that show that C PIT is a WDC. First, it is not difficult to prove the following lemma. Proof. By induction on derivations. We only note that, in proving the second clause, we need to prove a slightly more general statement: if Γ A < c B ∈ C PIT then Γ A = B : T ype, and use the injectivity result (Corollary 4.9). For example, for the non-applicable rule
as considered in the remark at the end of Section 3.3, we use the injectivity result to show that T (A) = T (B) would imply that A = B, which is impossible by the induction hypothesis.
2
The following theorem shows that the coherence property still holds after the addition of the structural subtyping rules for the parameterised inductive types in PIT. • J and J are both in C (the original WDC);
• For some T ∈ PIT and someĀ,B,Ā andB ,
The former case is trivial (by the assumption that C is a WDC) and we prove the latter by induction on derivations. In the latter case, the derivations of J and J must be of the following forms, respectively: Now, consider J i and J i for the case that they are both subtyping judgements:
and assume that we already have Remark From the above proof, one can see that the above theorem is also true for T [R PIT ], the type system without the χ-rules. 2 The following lemma shows that the extension of the system maintains the property of substitution.
Proof. By induction on derivations, using the fact that, for ∆ ≡ Γ,
The following theorem shows that transitivity is admissible in the presence of the χ-rules. The proof is different from that of an earlier result for Π-types and Σ-types [LL01] in that it proves the admissibility of a more general rule directly by induction on derivations. This has overcome a difficulty in the earlier research effort and avoided the use of a special complexity measure [Che98] . 
Proof. We prove a more general case, showing that the following rule is admissible in
We obtain the admissibility of the rule in the theorem by taking B ≡ B and ∆,x and y as empty (and therefore so areK,K ,M andN .) Let J ≡ Γ,x:K A < c B and J ≡ Γ,ȳ:K B < c C. The proof proceeds by induction on (the sum of the lengths of) the derivations of J and J . In the base case, J and J are both in the original WDC C and hence the conclusion of the rule is derivable by the definition of WDC and the congruence rule.
In the step case, either J and J are both in C, in which case it is trivial (as above), or J and J must be derived by congruence from judgements of the form Γ T (...) < T (...) for some parameterised inductive type T ∈ PIT. I.e., in the latter case, the derivations of J and J are of the following forms: 
Stepwise development
We give some remarks concerning the above choice of considering PIT to be an arbitrary set of parameterised inductive types. First of all, because PIT is an arbitrary set, it does not have to contain all of the inductive types; for example, it does not have to contain the types such as N at and Even, the types of natural numbers and even numbers. Therefore in the original WDC C, one may have the subtyping judgements such as Even < N at (the type of even numbers is a subtype of that of natural numbers; see [Luo99] for more detailed discussions of such subtyping relations in coercive subtyping.) Secondly, as we mentioned earlier, we want to consider 'stepwise development' in practice, that is, assuming that the existing rules generate well-behaved coercion judgements, an extension will result in a well-behaved system as well. More precisely, in our context, we want to consider stepwise extensions by the structural subtyping rules of parameterised inductive types. However, we have not considered 'rule extension' directly because of the following difficulty. For example, if we extend the system first by List and then by Σ (i.e., the subtyping judgements generated by List is in the WDC C when we add Σ) and if Σ(A, B) < Σ(A , B ) because of the newly added subtyping rules for Σ, then we would not have List (Σ(A, B) ) < List(Σ (A , B ) ) derivable as we would have expected.
A solution to the above problem is to consider extensions of C by the subtyping rules of the parameterised inductive types in an arbitrary set PIT. For the above example of List and Σ, if both List and Σ are in PIT, it does not matter which is added first to the system. Therefore, the results obtained in this section allow one to add step by step the structural subtyping rules for those parameterised inductive types that are of interest in one's application.
Remark The above point of stepwise development has been a guiding idea in the development of this work and related earlier work as well. It is a bit unfortunate that the point was not made clearly in [LL05, Luo05] .
Conclusion and future work
We have studied structural subtyping for general inductive types in the framework of coercive subtyping and showed that the extension with structural subtyping rules of parameterised inductive types preserves the good meta-theoretic properties such as coherence and transitivity elimination in the presence of the functorial χ-rules for computational equality.
When a type theory has some extensional equality rules such as the functorial χ-rules, it is in general unknown whether the usual good properties enjoyed by an intensional type theory would still be satisfied: Church-Rosser, subject reduction and strong normalisation. Future work includes the study of the meta-theoretic properties of a type theory with the χ-reduction rules. We conjecture that, when an intensional type theory is extended with the χ-rules, the resulting calculus should have these properties. A promising approach is to work with a λ-free logical framework such as TF which may provide useful means in such studies. However, it remains to be seen how research in this direction would go.
The proof of the injectivity result as presented in this paper has the restriction that there is no declaration of computational equalities between types in the type theory under consideration. This has excluded type universes. However, we believe that the proof can be extended to include universes, although further research is called for. Also, a direct proof in LF, rather than going through TF, should be possible, although we have so far failed to obtain such a proof.
Soloviev et al [BSC05] has investigated the notion of χ-reduction in a non-dependently typed theory with inductive types. This is why we have called the functorial equality rules 'χ-rules'. As to related work on coercive subtyping, we should mention that, before the study of coercive subtyping, the notion of coercion was studied in the literature for simple type systems (see, for example, [Mit91, Mit83] ). As one of the early works on subtyping and dependent types, Aspinall and Compagnoni [AC96, AC01] have studied subtyping for dependent types in the Edinburgh Logical Framework. The early development of the framework of coercive subtyping is closely related to Aczel's idea of type-checking methods in classes with overloading [Acz94] and the work on giving coercion semantics to lambda calculi with subtyping by Breazu-Tannen et al [BCGS91] . Barthe and his colleagues have studied constructor subtyping and its possible applications in proof systems [BF99, BvR00] . Among other research work on coercive subtyping, Y. Luo's PhD work has extensively studied structural subtyping for inductive types, especially the notion of weak transitivity [Luo05, LL05] .
Subtyping for inductive types in proof assistants is expected to be useful in practice. It would be interesting to see the structural subtyping rules for parameterised inductive types be implemented and used in proof assistants that support coercive subtyping.
