Weyl semimetals are topological materials with protected Weyl nodes in the band structure. In these materials the surface states form open curves at the Fermi surface, Fermi arcs in Weyl semimetals and drumhead states of nodal-line semimetals. In this work we solve analitically the wave function of the surface states in a generic continuous model describing Weyl and nodal-line type I-II semimetals within a slab geometry. Depending on the values of the parameters, different types of Fermi arcs and drumhead states appear. When the mass terms are dominant with respect to the Fermi velocity in the Hamiltonian the decay of the surface states become oscillatory. This property has important consequences in the stability of surface states in a slab geometry. This exact solution can be used for a better understanding of the behaviour of Fermi Arcs in real materials and their influence in transport and optical properties. We use these solutions to study the Joint Density of States at the surface which can be used to interpret quasi-particle interference data in scanning tunnneling microscope experiments. We show that oscillatory decay can be distinguish from simple exponential decay of the surface states in these experiments.
I. INTRODUCTION
Topological semimetals have attracted a lot of attention recently as they show new macroscopic quantum phenomena that, besides being of great fundamental interest, hold a lot of potential for technological applications 1 . The most studied in this family of materials are probably the Weyl semimetals which possess isolated Weyl nodes in the band structure 2 . Weyl fermions were originally considered in massless quantum electrodynamics but has not been observed as a fundamental particle. However, they can be observed as quasiparticles in such condensed-matter realizations. The surface states corresponding to these topological materials lie on contours which do not form closed curves. In the case of Weyl semimetals, the surface states form the socalled Fermi arcs, that join on the projection of the nodes onto the given surface. Such states are topologically protected and Chern numbers can be defined in the planes lying between Weyl nodes as they can be considered as monopoles of the Berry curvature 3, 4 . The physical quantity measuring this protection and the robustness of the Weyl node structure to perturbations is the separation of the nodes in momentum space. Dirac semimetals like Na 3 Bi and Cd 3 As 2 can be viewed as Z 2 Weyl semimetals where the chiral structure of the nodes is protected by particle-hole symmetry 5 . Other important members of this family of materials are the nodal line semimetals which instead of isolated Weyl nodes in the bulk present a continuous symmetry-protected line of nodes 1 . The surface states in this case form 2D manifolds and are called drumhead states due to their shape in the Brillouin zone 6 . The presence of quantum anomalies is one of the most important properties of topological semimetals. An anomaly in quantum field theory is the breaking of a classically allowed symmetry by quantum effects. The chiral (or Adler-Bell-Jackiw) anomaly first appeared in pion decay as the coupling to the electromagnetic field breaks the chiral symmetry of pions 7 . In Weyl semimetals the chiral anomaly manifests as a large negative longitudinal magnetoresistance due to charge being pumped between Weyl nodes at a rate proportional to the scalar product between external electric and magnetic fields 3, 8, 9 . Large negative magnetorresitance have been measured in Dirac semimetals 10 and in Weyl semimetals 11 . The lesser symmetry in condensed-matter as opposed to fundamental particles allow for type II Weyl semimetals where there are hole pockets at the same energy as the Weyl nodes. As the density of bulk states at the Fermi energy is larger in type II Weyl semimetals, they present different properties from the standard type I Weyl semimetals 12 . This classification can be extended to nodal-line semimetals 13 .
Surface states of topological semimetals have been addressed in Angle-Resolved-Photoemission Spectroscopy (ARPES) experiments which have provided the main evidence for the existence of Fermi arcs 2,14-17 . However, ARPES has resolution limitations, only probes occupied states and cannot be used in the presence of a magnetic field. Surface states have also been studied through real space imaging techniques from Scanning Tunneling Microscopy (STM) 18 . Impurities scatter the surface electrons and produce a standing wave pattern on the surface which depends on the surface momenta of the electrons at the tunneling energy probed. The resulting signal is called Quasi-Particle Interference (QPI), has a high energy resolution, can be used in the presence of a magnetic field and is not limited to occupied states 19 . Fourier transforming the QPI pattern maps the momentum transfer in the surface state. Although, the properties of the particular impurity will greatly influence arXiv:1810.10448v1 [cond-mat.mes-hall] 24 Oct 2018 the result, a simple computation of the Joint density of states (JDOS) for the surface states can help to interpret the experimental QPI patterns 20 . With the analytic formulas for the dispersion relation and existence domains in momentum space, this can be done in a very simple way. However, quantum interference may induce a strong supression of intra-arc scattering which is an effect not captured in the JDOS autocorrelation 21 . QPI measurement have already been used to investigate surface states of topological materials. In topological insulators, they beautifully show the absence of backscattering by normal impurities but not by magnetic ones 22, 23 28, 29 , only a partial picture of the Hilbert space for these surface states has been achieved. In this work we derive a complete map for the surface states in slab geometries, providing analytical and explicit formulas for low energy continuous models describing Weyl, Dirac and Nodal line semimetals.
The work is structured as follows: In section II we introduce the models. Section III provides the notation and the general solutions without boundary conditions. In Section IV we solve the problem within the slab and compute the analytical formulas. Then we present a study of the limiting behavior for a thick slab that provides a reference frame to compare with the slab solution where we will see that some of the states for the thick slab survive in quantized domains. JDOS diagrams are computed for several cases of interest. Finally, in section V we present the conclusions. The appendix contains most of the algebraic manipulations.
II. MODEL HAMILTONIAN
We study a simple model for a Weyl semimetal with two Weyl nodes considering terms up to quadratic order in the quasimomentum.
(1) where I stands for the 2×2 identity matrix, σ i , i = x, y, z are the Pauli matrices and ζ = ±1 sets the chirality in the Dirac cones. The same Hamiltonian with ζ = 0 can describe a nodal-line semimetal 1 . This Hamiltonian has been proposed, for example, as a low-energy description of the ab initio DFT results for the family of compounds A 3 Bi (A=Na, K, Rb) 30, 31 which are actually Z 2 Weyl semimetals 28 . The eigenvalues of the Hamiltonian are
For ζ = ±1, there are two Weyl points ( Fig.1 : Right) at momentum positions, k ± 0 = (0, 0, ± m 0 /m 1 ). If we consider the 4 × 4 matrix with both values of ζ, the Weyl points transform into Dirac points with both degenerate chiralities in the same node. However, the topological properties and Fermi arcs remain the same as for the 2 × 2 model with non-degenerate Weyl nodes as they are protected by up-down parity symmetry 28 . For ζ = 0 there is a continous line of nodes in the plane k y = 0 given by the elliptical set m 2 k Fig. 1 : Left). Depending on the values of 0 (k) the nodes may be more or less tilted and be a type I or II Weyl semimetal (or nodal-line semimetal). Specifically, the transition to a type II semimetal occurs in this model for c 
III. GENERAL SOLUTION
In order to solve the eigenvalue problem with the appropiate boundary conditions, we use an ansatz wave function with the following structure:
where, without loss of generality, f (x, z) b is a free wave function including all normalization constants, and
with Φ λi,ζ being position independent (y-independent) spinors. Since the system of Differential equations is linear, all the A λi e λiy (Φ λi,ζ ) must be a solution to the Schrödinger equation corresponding to the Hamiltonian (1) but, only the correct linear combination will fulfill the appropiate boundary conditions. Then, trying the anstaz function e λy (Φ λi,ζ ) in the Schrödinger equation we obtain the following eigenvalue problem:
z . This determines a biquadratic equation in λ with four roots for a given energy:
With:
Depending on the model considered (Weyl or nodal line semimetal). Since E must be real there are some restrictions over the possible values for λ 1,2 (see VI). The values of the different λ's can be purely imaginary but these are bulk solutions that do not concern us here. The surface states can have purely real values of λ or they can have both real and imaginary parts.In a much simpler model for Weyl and nodal line semimetals with a reduced number of parameters the real case has been named type B surface states and they decay from the surface with a purely exponential decay. The imaginary case presents oscillations on top of the exponential decay and has been named type A surface states 29 . We will follow this notation here. It is interesting to note that these type of states have been shown to be exceptional points upon complexification of the momentum in the Hamiltonian, turning it into a non-Hermitian Hamiltonian. This procedure has been shown to be fruitful for topological semimetals in different situations 29, 32, 33 . It can be proven that this is also the case in the more complex Hamiltonian we are analyzing here (see the analysis in the next paragraph) including type I and II Weyl semimetals. However, in this work, we will not pursue those ideas any further.
The two component spinor is (apart from normalization constant):
so, the general solution for the wave function (4) reads:
with the different A i , i = 1, 2, −1, −2 being the different amplitudes of the linear combination that must be normalized. Before we proceed into the slab solution, there are some subtle questions about the possible roots for these surface states that we would like to clarify here. In order to understand this properly, we have to compute the free dispersion relation (2) for the Fermi Arcs:
The energies consisting on disjoint domains within each energy branch ( see FIG. 2 ). Using dispersion relation (10) we have a first estimation for the roots or the penetration depths here defined as l = 1/Re(λ):
Weyl semimetal: The estimates (11) for the Na 3 Bi compound give (see IV A for the values of the model parameters) λ 1 
IV. FERMI ARCS IN A SLAB
We will impose boundary conditions in a slab geometry of width w such that ψ kx,kz (−w/2) ζ = ψ kx,kz (w/2) ζ = 0.
After some tedious but straightforward algebra we can arrive to the necessary conditions through a 4 × 4 system of equations with the amplitudes A i as the unknown quantities:
For a non-trivial solution in the coefficients A 1 , A 2 , A −1 , A −2 we need the last determinant to be zero and in doing so, we obtain an independent relation of (6) between the energy and the roots:
With ∆E(
x +k x ζ(λ 1 +λ 2 )+λ 1 λ 2 ] the difference between the Energy for the slab and its limiting behavior when w → ∞ (see IV A). Then, solving for E and defining
− g + − g − the two solutions are:
With corresponding wave functions:
Evaluating the Hamiltonian (5) for the wave functions (16) at the edges y = ±w/2 we can also find a relation between λ 1 and λ 2 in the slab:
This will be very useful in the limiting behavior w → ∞ that we will study in the following subsection and, although it can be derived in that case in a much simpler way, it serves to establish the correspondence between the expressions for a thick slab and an arbitrary width slab.
Equations (15, 6) determine implicitly the Energy and the two roots λ 1,2 so, through relation (16) the wave function is then known, apart from normalization constant. However, the Hilbert space possesses a rich structure most of which can be obtained explicitly. That is what we will show in next sections.
A. Limiting behavior: Isolated edges
First of all, we study the limiting behaviour of one isolated edge. This highly simplify the problem so that all quantities can be obtained in explicit form. Moreover, it represents a reference frame to understand, precisely, the consequences of the interaction between the two edges.
For some of the particular parameter ranges, the case of one isolated edge has already been solved 5, 29 . However, a complete map for the Hilbert space of Fermi Arcs is still absent, even in this simplified situation. In particular, Fermi Arcs fall into two different categories that behave differently: λ 1,2 ∈ R (type B)or λ 1,2 ∈ C, / ∈ R (type A). The possibility of λ 1,2 ∈ C, / ∈ R is usually ignored so its analysis is one the most important results in this work. To explore the semi-infinite system, we take the limit w → ∞ in system (13) and results (15, 16, 17) Then the possible solutions decouple between the two edges,
, (14)) and the wave function (16) factorize in the sum of two exponentials by a spinor: ψ ± kx,kz (y) ζ = A ∓1 Φ ∓λ1,ζ (e λ1(±y−w/2) − e λ2(±y−w/2) ). After some algebra, everything can be obtained explicitly as a function of model parameters.
The dispersion
is linear in k x and parabolic in k z .
6
The roots are:
The superscripts ± in the roots are used here just to remain that, as was pointed out at the end of section III, the roots are different for different Fermi arcs, something that is clear in this case looking at their explicit expressions (19) . And also we can obtain the wave function with an explicit form for the spinors: To be more precise: 
This last condition for the nodal-line semimetal is the complete version of the one found with a simpler model before 29 . It is important to emphasize that it is of no importance whether the material is a type I or a type II Weyl semimetal, since the transition to a type II semimetal occurs for c (23), (24) . Among other physical quantities of interest, we can obtain the penetration depths and the angle between the spinors: Penetration depth: Type B
Penetration depth: Type A
Angle between the spinors coming from opposite edges (type A and B) θ = arcos 2c Fig .4 shows the wave functions, including the spinors for a Weyl semimetal and the same parameters as in Fig.3 . In the right panel of Fig.4 the points in k x − k z space are very close to the Dirac points and, consequently, to the edge of the existence domains B. Penetration depths can then be quiet large as it is clear from (25) so, they can't be properly named "surface states" and, under external perturbations it is expected that some of them are coupled to the bulk. Through (19) and (25) it is easy to obtain the domains where Fermi Arcs are close to the surfaces
This, of course, includes type A regions if they exist.
To obtain real estimates to our results we will use the parameters given by 30 The JDOS patterns shows particular signatures of these Fermi arcs, depending on the position in k x − k z space where these arcs are broken This depends on two main features, namely: 1/ The existence domains in k x −k z space and 2/ The existence of type A states. This last property will manifest only in the case of a finite size slab (see IV C).
Following Ref. 20 , the JDOS can be defined as
Where G(k, E) is the Green's function of the system as a function of the energy and momentum. This takes into account just the imaginary part of the Green's function, this is, the density of states (DOS). Hence, the lack of quantum interference effects that depend on the phase of the wave function. The JDOS is usually computed numerically with the Green's function of a tight-binding model. However, with the analytic solutions we can use the exact expression (18), provided we are inside the existence domains in k x − k z space. Then, the JDOS diagrams are just made of points in momentum space, corresponding to vectors that can link two Fermi arcs for the same energy. (Fig.  7) . Fig.8 shows these results for different energies in a general situation. In the semi-infinite slab there is no difference, at first, between a model with only type B states and that with type B and type A states. Then the most relevant characteristics not previously stated are the zone boundaries where some of the Fermi arcs are broken. This is specially relevant for the highest energy Fermi arcs (first diagram of Fig.8) , where the characteristic eight-shaped JDOS for intraarc-scattering disappears, not due to quantum interference but because of the zone boundary. For the finite width slab we recover the complete expression (15) together with (6) and the complete expression for the wave function (16) . Then, with a simple fixed point method we can solve the system:
Then, we can compute exactly the wave function (16):
being the difference between the energy in the slab solution and that of the isolated edge solution (see IV, IV A and the appendix)
Figs. 9 and 10 show these results for the two compounds considered, along two lines k x =constant.
The most remarkable result is shown in the dispersion for k x = 0 in both compounds. As it is clear from the dispersion curves, the effect of the finite slab is opening a gap for type B states. The size of the energy gap can be analytical estimated for a wide slab as follows:
Taking the expression for the energies (15) for k x = 0
In principle, the two solutions depend on different root values but, in the case k x = 0 and assuming that their values are not so different than the values for the isolated edge limit, we can take the roots as being the same as in the semi-infinite system (wide slab). This is:
For the two compounds considered the comparison of this formula with the exact analytic computation gives Na 3 Bi: ∆E Gap = 18.4 meV (Exact) ∆E Gap 16.6 meV (Formula) Cd 3 As 2 : ∆E Gap = 1.8 meV (Exact) ∆E Gap 1.7 meV (Formula) As we will see in next subsection this procedure is not necessary for some of the type A states since they survive exactly with the same structure as in the Isolated edge limit, but in quantized domains of existence.
The most important differences in the JDOS diagrams for a finite width slab as compared with the semi-infinite system (Fig. 8) , when there is only type B states, comes from the gap opening.
With the analytic expressions (30) and computing for several k x values, we can rebuild the dispersion surfaces to understand better these changes. Fig. 11 shows these results compared with the dispersion surfaces in the isolated edge limit for a 100Å width slab in the Na 3 Bi compound.
The gap opening causes the top surface to have a local minimum along the line k x = 0 (Fig. 11 ) so, the approximately parabolic Fermi arcs for a constant energy, don't cross each other in the k x −k z plane as in the semi-infinite system (Fig.8, yellow diagram) . This crossing in the isolated edge limit causes the arcs to touch one another at their vertices for the Energy that corresponds to k x = k z = 0 (Fig. 8, blue diagram) and, eventually, to separate in momentum space, changing the sign of their original positions in the k x axis, as the en- ergy decreases (Fig.8, pink diagram) .
In the JDOS diagrams, this displacement is responsible for the butterfly-shaped diagrams in the intraarc+interarc scattering that ends in a JDOS diagram with three different compact domains: The wings and the eight-shaped body (Fig.8, pink diagram) .
Then, for the finite width slab this never happens and the JDOS diagrams, as long as intra-arc and inter-arc scattering are present, have the diamond-shaped aspect and finally disappearing when we reach the minimum of the top surface. (Fig.12, bottom panel) FIG. 12: Top panel: Fermi arcs and JDOS diagrams when intra-arc and inter-arc scattering is present in the Na3Bi, for two energies close to the kx = kz = 0 point in the isolated edge limit. Bottom panel: Same computations (although the energies are not exactly the same, because of the gap opening), for a slab of width w = 100Å. The scales in the JDOS diagrams are taken to be equal in these cases just for comparison.
C. Finite slab: Type A states
When λ 1,2 ∈ C the solutions fall in two different categories: Those with a wave function like the type B states (IV B) with four different exponentials (or two different spinors), that we will call "type A, four root states", and those that match the quantization condition λ 2 − λ 1 = 2nπ w i, n ∈ Z (see appendix). In the later case the solution is exactly that of the isolated edge limit (see IV A) but the Fermi arcs exist in elliptic quantized domains of the k x − k z space determined by the condition:
We will call these states "type A, two root states". Something really important about these wave functions is that in both cases, "type A, four root states"or "type A, two root states"the roots (λ 1,2 ) or, equivalently, the penetration depths, are exactly the same as in the isolated edge limit (just the real part of the roots, l = 1 ∆ ) so, type A and type B states do not mix between them. This is an example of the extreme usefulness of the solution found in subsection IV A, since it is not easy to obtain this result for type A, four root states using the complete formulas (30) . To sum up, for the type A states we have: type A, four root states:
The energies and the roots given by the expresion (30) . As always, there are two Fermi arcs and consequently, two groups of roots (see end of section III) but superscripts ± are not used in this context since these Fermi arcs match boundary conditions at the two boundaries.
In the following case, they obviously match the boundary conditions but they follow the same expressions as the isolated edge states, so we recover the λ ± notation.
type A, two root states:
For the type A, two root states, the quantization condition (32) gives a finite number of existence domains for these states, depending on the system's size:
To see this quantization and its consequences we, once more, take the model used in IV A to compute the JDOS (Na 3 Bi parameters with a 40% decreased Fermi velocity). Fig.13 shows these domains for two different sizes. But type A, two root states close this gap at certain points where they exist in the k x − k z space, since they follow dispersion (34) .
This sewing effect of the type A, two root states is strong enough to effectively retain the isolated edge limit structure of the Fermi arcs. In Fig. 14 we show the dispersion surfaces computed analytically in the same way we did with type B states (Fig. 11 , Left) for a narrow slab (w=100Å) and our modified Na 3 Bi model. The gap closing at type A, two root states is strong enough, even in this narrow slab, so that dispersion surfaces (and consequently, Fermi arcs at constant energy) are not affected by finite size effects. The closing at certain points is distinguishable when taking the logarithm of the energy difference. Right panels of Then, in contrast to a system with only type B states or type A states not along the line k x = 0 (as it is the case, respectively, of the two materials considered here) if a system has type A states along this line, the JDOS is expected to reproduce the diagrams seen in subsec. IV A, Fig. 8 . Including the butterfly-shaped diagrams for low energies (Fig.8, blue and pink diagrams) that ends with three different compact domains as the energy decreases.
V. CONCLUSIONS
In summary, we have computed analytical formulas describing every aspect of the surface states in type I and II Weyl and nodal-line semimetals using a low energy continuous model with slab boundary conditions. The wave functions for the surface states found can be divided in two groups, type A surface states with oscillatory decay into the bulk and type B surface states with simple exponential decay. Type A surface states have particular properties that divides them in two categories: Those that follow the isolated edge limit relations and exist in quantized momentum space domains (type A, two root states) and those that follow the same implicit relations than type B states (type A, four root states). When type A surface states are present along the line k x = 0, type A, two root states prevents the gap opening in the energy due to finite size effects, through a closing at discrete points (named sewing in the article: Subsection IV C) where these states exists. This closing continues as the slab width decreases until it is so small that type A, two root states domains disappear. Before we reach this point the sewing is strong enough so a qualitative difference in the JDOS for some energies, as compared with the cases where these states don't exist along this line, arises. Then with QPI experiments this qualitative difference could be, in principle, measured. All type A states have the same characteristic
, independently of the material's size so, changing the width of the slab we can control the strength of their coupling with other external systems. Moreover, the number of domains that hold type A, two root states can be changed in the same way. All these physical properties could be important to make them useful for different applications in transport, superlattices and so on.
However, the existence of type A states depends critically on certain model parameters, like the Fermi velocity υ. In this sense, the Fermi velocity must be low enough for type A states to appear in the existence domains. Of the two realistic materials studied here, only Cd 3 As 2 match this condition but its Fermi velocity is not low enough to hold type A states within the domain k x = 0, where the gap closing gives qualitative differences in the JDOS diagrams.
There are proposals to decrease the effective Fermi velocity in these materials applying electric fields 34 and other materials or artificial systems could have different model parameters so they could hold type A states along this domain. For the reasons stated, we think experimental detection of these states in different materials would be very interesting and QPI experiments seem to have the required resolution and match the necessary conditions to achieve the detection of type A states.
VI. APPENDIX A. Model, ansatz and general results
We star with the model Hamiltonian (1):
Other useful forms: (In what follows we will fix ≡ 1 for simplicity.)
Defining:
Then:
To solve the eigenvalue problem Hψ = Eψ for the bulk states we use a trial wave function ψ ζ (r) = e ik·r (Φ k,ζ ). Then:
So, we have the roots:
And the spinor (K is a normalization constant):
In order to have a solution with the proper boundary conditions we need a linear combination with the four possible spinors corresponding to the same energy:
B. Types of states
As we have seen we can write two roots in the following form:
The other two (λ 3,4 ) being the same with the opposite sign. We want to see what are the possible values for λ 1,2 . In doing so, we realize that:
Then, if we call λ 1 = a + ib, λ 2 =ã + ib the last condition reads:
And we have some restrictions over the λ 1,2 values that splits the Hilbert space between surface (Fermi Arcs) and bulk states as a function of the λ 1,2 values.
Fermi Arcs: (type A) λ 1 = a + ib, λ 2 = a − ib, (type B) λ 1 = a, λ 2 =ã. Bulk states: λ 1 = ib, λ 2 = ib. Coupling between bulk and surface: λ 1 = a, λ 2 = ib.
C. Infinite slab: Isolated edges
In the case of a semi infinite slab we only need a linear combination of two exponentials so the boundary condition ψ ± − −−−− → y→∓∞ 0 is automatically satisfied:
where, without loss of generality, λ 1,2 are such that Re(λ 1,2 ) 0. Then, the boundary conditions are:
This is
And this is so, if and only if
And since the wave function has the normalization constant, solving the system we can write it in the following form ψ ± kx,kz (y) ζ = A ∓1 (Φ ∓λ1,ζ )(e λ1(±y−w/2) − e λ2(±y−w/2) ) (43) Now, with dispersion relation (42) and the expression (39) for the roots, it is enough to determine explicitly the energy, the roots and the spinor as a function of the model parameters. Instead of this, we will follow and easier way to obtain the desired expressions. Coming back to the Schrödinger equation, it is obviously Hψ 
Simplifying:
Again, for a non trivial solution the determinant must be zero so, we have:
Then, using (39) we have λ
2 we have for the dispersion relations (42):
So, the energies
Recovering the original parameters through (37), we have finally for the energies:
Next we move onto the expression for the two roots λ 1,2 . Since we called λ 1,2 = ∆± √ F , only F remains to be determined. For this purpose, we back to the expression
and we have the explicit relation (46) for the energy, so b = (c2+θ− + +c2−θ+)
Then, we have F explicitly:
Where
Then we have, finally, the desired expression for the two roots (inverse penetration depths)
So we have two types of states, as stated, depending on the values of F
D. Finite slab: Type A states, two root states
From the above results it is clear that some of the states, in the Type A regions in k x − k z space, survive in the slab but in quantized domains.
The isolated edge wave function have the structure (43) ψ ± kx,kz (y) ζ = A ∓1 (Φ ∓λ1,ζ )(e λ1(±y−w/2) − e λ2(±y−w/2) ).
Then, if we impose ψ
w 2 Then, this quantized regions are determined by
(52) The number of these quantized regions depends in this way in system's size, since it must be R We will impose boundary conditions in a slab geometry of width w such that ψ kx,kz (−w/2) ζ = ψ kx,kz (w/2) ζ = 0.
These conditions are
,ζ e −λ 2 w/2 = 0 If we sum and substract these two conditions they can be transformed in a more convenient way
Multiplying the first expression by sinh(λ 2 w/2), the second one by cosh(λ 2 w/2), summing and subtracting again, we find
Then we can express the wave function as a function of two spinors Φ λ1,ζ and Φ −λ1,ζ . The general solution for the wave function (41) reads:
or taking f (y) = e λ1y + 1 sinh(λ 2 w)
[sinh((λ 1 − λ 2 )w/2)e −λ2y − sinh((λ 1 + λ 2 )w/2)e λ2y ]:
The expressions for Φ λ2,ζ and Φ −λ2,ζ give us the necessary conditions for a non-trivial solution through a 4×4 system of equations: 
For a non-trivial solution in the coefficients A 1 , A 2 , A −1 , A −2 we need the last determinant to be zero and we have the desired dispersion relation:
Now, if we define Γ = g + + g − g + − g − it is: 
In the case w → ∞ it is Γ → −1 and we recover the Isolated edge solution (42)
In principle, equations (59,39), determines implicitly the Energy and the two roots λ 1,2 . Through the first equation of system (57) a relation between A 1 and A − 1 can be obtained, thus the wave function in (16) is then known, apart from normalization constant. Finally, we will derive another system of equations evaluating the Hamiltonian equation at the boundaries. This system is useful to find Energy independent quantities (and independent of the parameters k y , θ + , θ − in this model). The system is the equivalent of (44) for the slab solution.
Although not as useful as that, since it is much more complicated, it serves to compare relations between the slab and the isolated edge limit. So again, taking into account that Hψ| ±w/2 = 0: 
