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Abstract
We propose a remarkably general variance-reduced method suitable for solving
regularized empirical risk minimization problems with either a large number of
training examples, or a large model dimension, or both. In special cases, our
method reduces to several known and previously thought to be unrelated methods,
such as SAGA [3], LSVRG [11, 14], JacSketch [8], SEGA [9] and ISEGA [20], and
their arbitrary sampling and proximal generalizations. However, we also highlight
a large number of new specific algorithms with interesting properties. We provide
a single theorem establishing linear convergence of the method under smoothness
and quasi strong convexity assumptions. With this theorem we recover best-known
and sometimes improved rates for known methods arising in special cases. As a
by-product, we provide the first unified method and theory for stochastic gradient
and stochastic coordinate descent type methods.
1 Introduction
In this work we are studying stochastic algorithms for solving regularized empirical risk minimization
problems, i.e., optimization problems of the form
min
x∈Rd
1
n
n∑
j=1
fj(x) + ψ(x), (1)
We assume that the functions fj : Rd → R are smooth and convex, and ψ : Rd → R ∪ {+∞} is a
proper, closed and convex regularizer, admitting a cheap proximal operator. We write f := 1n
∑
j fj .
Proximal gradient descent. A baseline method for solving problem (1) is (proximal) gradient
descent (GD). This method performs a gradient step in f , followed by a proximal step2 in ψ, i.e.,
xk+1 = proxαψ(x
k − α∇f(xk)), (2)
where α > 0 is a stepsize. GD performs well when both n and d are not too large. However, in
the big data (large n) and/or big parameter (large d) case, the formation of the gradient becomes
overly expensive, rendering GD inefficient in both theory and practice. A typical remedy is to replace
∗Also affiliated with the Moscow Institute of Physics and Technology, Dolgoprudny, Russia.
2The proximal operator is defined via proxαψ(x) := argminu∈Rd{αψ(u) + 12‖u− x‖2}.
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the gradient by a cheap-to-compute random approximation. Typically, one replaces ∇f(xk) with
a random vector gk whose mean is the gradient: E
[
gk
]
= ∇f(xk), i.e., with a stochastic gradient.
This results in the (proximal) stochastic gradient descent (SGD) method:
xk+1 = proxαψ(x
k − αgk). (3)
Below we comment on the typical approaches to constructing gk in the big n and big d regimes.
Proximal SGD. In the big n regime, the simplest choice is to set
gk = ∇fj(xk) (4)
for an index j ∈ [n] := {1, 2, . . . , n} chosen uniformly at random. By construction, it is n times
cheaper to compute this estimator than the gradient, which is a key driving force behind the efficiency
of this variant of SGD. However, there is an infinite array of other possibilities of constructing an
unbiased estimator [23, 5]. Depending on how gk is formed, (3) specializes to one of the many
existing variants of proximal SGD, each with different convergence properties and proofs.
Proximal RCD. In the big d regime (this is interesting even if n = 1), the simplest choice is to set
gk = d〈∇f(xk), ei〉ei, (5)
where 〈x, y〉 = ∑i xiyi is the standard Euclidean inner product, ei is the i-th standard unit basis
vector in Rd, and i is chosen uniformly at random from [d] := {1, 2, . . . , d}. With this estimator,
(3) specializes to (proximal) randomized coordinate decent (RCD). There are situations where it is d
times cheaper to compute the partial derivative∇if(xk) := 〈∇f(xk), ei〉 than the gradient, which
is a key driving force behind the efficiency of RCD [25]. However, there is an infinite array of other
possibilities for constructing an unbiased estimator of the gradient in a similar way [31, 32, 28].
Issues. For the sake of argument in the rest of this section, assume that f is a σ-strongly convex
function, and let x∗ be the (necessarily) unique solution of (1). It is well known that in this case,
method (3) with estimator gk defined as in (4) does not in general converge to x∗. Instead, SGD
converges linearly to a neighborhood of x∗ of size proportional to the stepsize α, noise ν2 :=
1
n
∑
j ‖∇fj(x∗)‖2, and inversely proportional to σ [21, 22]. In the generic regime with ν2 > 0,
the neighbourhood is nonzero, causing issues with convergence. This situation does not change
even when tricks such as mini-batching or importance sampling (or a combination of both) are
applied [24, 23, 5]. While these tricks affect both the (linear convergence) rate and the size of the
neighbourhood, they are incapable3 of ensuring convergence to the solution. However, a remedy
does exist: the situation with non-convergence can be resolved by using one of the many variance-
reduction strategies for constructing gk developed over the last several years [34, 3, 12, 19, 35].
Further, while it is well known that method (3) with estimator gk defined as in (5) (i.e., randomized
coordinate descent) converges to x∗ for ψ ≡ 0 [25, 30, 31], it is also known that it does not generally
converge to x∗ unless the regularizer ψ is separable (e.g., ψ(x) = ‖x‖1 or ψ(x) = c1‖x‖1 + c2‖x‖22).
In [9], an alternative estimator (known as SEGA) was constructed from the same (random) partial
derivative information ∇fi(xk), one that does not suffer from this incompatibility with general
regularizers ψ. This work resolved a long standing open problem in the theory of RCD methods.
2 Contributions
Having experienced a “Cambrian explosion” in the last 10 years, the world of efficient SGD methods
is remarkably complex. There is a large and growing set of rules for constructing the gradient
estimators gk, with differing levels of sophistication and varying theoretical and practical properties.
3Unless, of course, in the special case when one uses the full batch approximation gk = ∇f(xk).
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It includes the classical estimator (4), as well as an infinite array of mini-batch [18] and importance
sampling [22, 37] variants, and a growing list of variance-reduced variants [3]. Furthermore, there
are estimators of the coordinate descent variety, including the simplest one based on (5) [25], more
elaborate variants utilizing the arbitrary sampling paradigm [27], and variance reduced methods
capable of handling general non-separable regularizers [9].
. New general method and a single convergence theorem. In this paper we propose a general
method—which we call GJS—which reduces to many of the aforementioned classical and several
recently developed SGD type methods in special cases. We provide a single convergence theorem,
establishing a linear convergence rate for GJC, assuming f to be smooth and quasi strongly convex. In
particular, we obtain the following methods in special cases, or their generalizations, always recover-
ing the best-known convergence guarantees or improving upon them: SAGA [3, 26, 4], JacSketch [8],
LSVRG [11, 14], SEGA [9], and ISEGA [20] (see Table 1, in which we list 17 special cases). This is
the first time such a direct connection is made between many of these methods, which previously
required different intuitions and dedicated analyses. Our general method, and hence also all special
cases we consider, can work with a regularizer. This provides novel (although not hard) results for
some methods, such as LSVRG.
. First unification of SGD and RCD. As a by-product of the generality of GJS, we obtain the first
unification of variance-reduced SGD and RCD methods. To the best of our knowledge, there is no
algorithm besides GJS, one whose complexity is captured by a single theorem, which specializes to
SGD and RCD type methods at the same time.
. Generalizations to arbitrary sampling. Many specialized methods we develop are cast in a very
general arbitrary sampling paradigm [31, 29, 27], which allows for the estimator gk to be formed
through information contained in a random subset Rk ⊆ [n] (by computing ∇fj(xk) for j ∈ Rk)
or a random subset Lk ⊆ [d] (by computing∇if(xk) for i ∈ Lk), where these subsets are allowed
to follow an arbitrary distribution. In particular, we extend SEGA [9], LSVRG [11, 14] or ISEGA [20]
to this setup. Likewise, GJS specializes to an arbitrary sampling extension of the SGD-type method
SAGA [3, 26], obtaining state-of-the-art rates. As special case,of the arbitrary sampling paradigm, we
obtain importance sampling versions of all mentioned methods.
. New methods. GJS can be specialized to many new specific methods. To illustrate this, we
construct 10 specific new methods in special cases, some with intriguing structure and properties (see
Section 6; Table 1; and Table 2 for a summary of the rates).
. Relation to JacSketch. Our method can be seen as a vast generalization of the recently proposed
Jacobian sketching method JacSketch [8] in several directions, notably by enabling arbitrary
randomized linear (i.e., sketching) operators, extending the analysis to the proximal case, and
replacing strong convexity assumption by quasi strong convexity.
. Surprising connections. Lastly, we show a surprising link between SEGA and SAGA. In particular,
SAGA is a special case of SEGA; and the novel rate we obtain for SEGA recovers the tight complexity of
SAGA [26, 4] (see Appendix R). Similarly, we recover tight rates for LSVRG using a result for SVRCD.
. Limitations. We focus on developing methods capable of enjoying a linear convergence rate with a
fixed stepsize α and do not consider the non-convex setting. Although there exist several accelerated
variance reduced algorithms [16, 1, 39, 38, 14, 15], we do not consider such methods here.
Notation. Let e (resp. e) be the vector of all ones in Rn (resp. Rd), and ej (resp. ei) be the j-th (resp.
i-th) unit basis vector in Rn (resp. Rd). By ‖ · ‖ we denote the standard Euclidean norm in Rd and Rn.
Matrices are denoted by upper-case bold letters. Given X,Y ∈ Rd×n, let 〈X,Y〉 := Tr (X>Y)
and ‖X‖ := 〈X,X〉1/2 be the Frobenius norm. ByX:j (resp.Xi:) we denote the j-th column (resp.
i-th row) of matrixX. By In (resp. Id) we denote the n× n (resp. d× d) identity matrices. Upper-
3
case calligraphic letters, such as S,U , I,M,R, are used to denote (deterministic or random) linear
operators mapping Rd×n to Rd×n. Most used notation is summarized in Table 3 in Appendix C.
3 Sketching
A key object in this paper is the Jacobian matrixG(x) = [∇f1(x), . . . ,∇fn(x)] ∈ Rd×n. Note that
∇f(x) = 1
n
G(x)e. (6)
Extending the insights from [8], one of the key observations of this work is that random linear
transformations (sketches) ofG can be used to construct unbiased estimators of the gradient of f .
For instance,G(xk)ej leads to the simple SGD estimator (4), and dneiei
>G(xk)e gives the simple
RCD estimator (5). We will consider more elaborate examples later on. It will be useful to embed
these estimators into Rd×n. For instance, instead ofG(xk)ej we consider the matrixG(xk)ejej>.
Note that all columns of this matrix are zero, except for the j-th column, which is equal toG(xk)ej .
Similarly, instead of dneiei
>G(xk)e we will consider the matrix dneiei
>G(xk). All rows of this
matrix are zero, except for the i-th row, which consists of the ith partial derivatives of functions
fj(x
k) for j ∈ [n], scaled by dn .
Random projections. Generalizing from these examples, we consider a random linear operator
(“sketch”) A : Rd×n → Rd×n. By A∗ we denote the adjoint of A, i.e., linear operator satisfying
〈AX,Y〉 = 〈X,A∗Y〉 for all X,Y ∈ Rd×n. Given A, we let PA be the (random) projection
operator onto Range (A∗). That is,
PA(X) = arg min
Y∈Range(A∗)
‖X−Y‖ = A∗(AA∗)†AX,
where † is the Moore-Penrose pseudoinverse. The identity operator is denoted by I . We say that A is
identity in expectation, or unbiased when E [A] = I; i.e., when if E [AX] = X for allX ∈ Rd×n.
Definition 3.1. We will often consider the following4 sketching operators A:
(i) Right sketch. LetR ∈ Rn×n be a random matrix. Define A by AX = XR (“R-sketch”). Notice
that A∗X = XR>. In particular, if R is random subset of [n], we can define R = ∑j∈R ejej>.
The resulting operator A (“R-sampling”) satisfies: A = A∗ = A2 = PA. If we let pj := P (j ∈ R),
and instead defineR =
∑
j∈R
1
pj
ejej
>, then E [R] = In and hence A is unbiased.
(ii) Left sketch. Let L ∈ Rd×d be a random matrix. Define A by AX = LX (“L-sketch”). Notice
that A∗X = L>X. In particular, if L is random subset of [d], we can define L = ∑i∈L eiei>. The
resulting operator A (“L-sampling”) satisfies: A = A∗ = A2 = PA. If we let pi := P (i ∈ L), and
instead define L =
∑
i∈L
1
pi
eiei
>, then E [L] = Id and hence A us unbiased.
(iii) Scaling/Bernoulli. Let ξ be a Bernoulli random variable, i.e., ξ = 1 with probability ρ and
ξ = 0 with probability 1 − ρ, where ρ ∈ [0, 1]. Define A by AX = ξX (“scaling”). Then
A = A∗ = A2 = PA. If we instead define AX = 1ρξX, then A is unbiased.
(iv) LR sketch. All the above operators can be combined. In particular, we can defineAX = ξLXR.
All of the above arise as special cases of this: (i) arises for ξ ≡ 1 and L ≡ Id, (ii) for ξ ≡ 1 and
R ≡ In, and (iii) for L ≡ Id andR ≡ In.
4 Generalized Jacobian Sketching (GJS)
We are now ready to describe our method (formalized as Algorithm 1). Let S be a random linear
operator (e.g., right sketch, left sketch, or scaling) such that S = PS and let U be an unbiased
4The algorithm we develop is, however, not limited to such sketches.
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Algorithm 1 Generalized JacSketch (GJS)
1: Parameters: Stepsize α > 0, random projector S and unbiased sketch U
2: Initialization: Choose solution estimate x0 ∈ Rd and Jacobian estimate J0 ∈ Rd×n
3: for k = 0, 1, . . . do
4: Sample realizations of S and U , and perform sketches SG(xk) and UG(xk)
5: Jk+1 = Jk − S(Jk −G(xk)) update the Jacobian estimate via (9)
6: gk = 1nJ
ke+ 1nU
(
G(xk)− Jk) e construct the gradient estimator via (7)
7: xk+1 = proxαψ(x
k − αgk) perform the proximal SGD step (3)
8: end for
operator. We propose to construct the gradient estimator as
gk =
1
n
Jke+
1
n
U(G(xk)− Jk)e, (7)
where the matrices Jk ∈ Rd×n are constructed iteratively. Note that, taking expectation in U , we get
E
[
gk
] (7)
=
1
n
Jke+
1
n
(G(xk)− Jk)e = 1
n
G(xk)e
(6)
= ∇f(xk), (8)
and hence gk is indeed unbiased. We will construct Jk so that Jk → G(x∗). By doing so, the
variance of gk decreases throughout the iterations, completely vanishing at x∗. The sequence {Jk} is
updated as follows:
Jk+1 = arg min
J
{‖J− Jk‖ : SJ = SG(xk)} = Jk − S(Jk −G(xk)). (9)
That is, we sketch the JacobianG(xk), obtaining the sketch SG(xk), and seek to use this information
to construct a new matrix Jk+1 which is consistent with this sketch, and as close to Jk as possible.
The intuition here is as follows: if we repeated the sketch-and-project process (9) for fixed xk, the
matrices Jk would converge toG(xk), at a linear rate [6, 7]. This process can be seen as SGD applied
to a certain quadratic stochastic optimization problem [33, 8]. Instead, we take just one step of this
iterative process, change xk, and repeat. Note that the unbiased sketch U in (7) also claims access to
G(xk). Specific variants of GJS are obtained by choosing specific operators S and U (see Section 6).
5 Theory
We now describe the main result of this paper, which depends on a relaxed strong convexity assump-
tion and a more precise smoothness assumption on f .
Assumption 5.1. Problem (1) has a unique minimizer x∗, and f is σ-quasi strongly convex, i.e.,
f(x∗) ≥ f(y) + 〈∇f(y), x∗ − y〉+ σ
2
‖y − x∗‖2 , ∀y ∈ Rd, (10)
Functions fj are convex andMj-smooth for someMj  0, i.e.,
fj(y)+〈∇fj(y), x− y〉 ≤ fj(x) ≤ fj(y)+〈∇fj(y), x− y〉+ 1
2
‖y − x‖2Mj , ∀x, y ∈ Rd. (11)
Assumption 11 generalizes classical L-smoothness, which is obtained in the special caseMj = LId.
The usefulness of this assumption comes from i) the fact that ERM problems typically satisfy (11) in a
non-trivial way [28, 5], ii) our method is able to utilize the full information contained in these matrices
for further acceleration (via increased stepsizes). Given matrices {Mj} from Assumption 5.1, letM
be the linear operator defined via (MX):j = MjX:j for j ∈ [n]. It is easy to check that this operator
is self-adjoint and positive semi-definite, and that its square root is given by
(M1/2X)
:j
= M
1/2
j X:j .
The pseudoinverseM† of this operator plays an important role in our main result.
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Theorem 5.2. Let Assumption 5.1 hold. Let B be any linear operator commuting with S , and assume
M†1/2 commutes with S. Let R be any linear operator for which R(Jk) = R(G(x∗)) for every
k ≥ 0. Define the Lyapunov function
Ψk :=
∥∥xk − x∗∥∥2 + α ∥∥B (Jk −G(x∗))∥∥2 , (12)
where {xk} and {Jk} are the random iterates produced by Algorithm 1 with stepsize α > 0. Suppose
that α and B are chosen so that
2α
n2
E
[
‖UXe‖2
]
+
∥∥∥(I − E [S]) 12 BM† 12X∥∥∥2 ≤ (1− ασ)∥∥∥BM† 12X∥∥∥2 (13)
wheneverX ∈ Range (R)⊥ and
2α
n2
E
[
‖UXe‖2
]
+
∥∥∥(E [S]) 12 BM† 12X∥∥∥2 ≤ 1
n
∥∥∥M† 12X∥∥∥2 . (14)
for allX ∈ Rd×n. Then for all k ≥ 0, we have E [Ψk] ≤ (1− ασ)k Ψ0.
The above theorem is very general as it applies to essentially arbitrary random linear operators S and
U . It postulates a linear convergence rate of a Lyapunov function composed of two terms: distance of
xk from x∗, and weighted distance of the Jacobian Jk fromG(x∗). Hence, we obtain convergence of
both the iterates and the Jacobian to x∗ andG(x∗), respectively. Inequalities (13) and (14) are mainly
assumptions one stepsize α, and are used to define suitable weight operator B. See Lemma E.1 for a
general statement on when these inequalities are satisfied. However, we give concrete and simple
answers in all special cases of GJS in the appendix. For a summary of how the operator B is chosen
in special cases, and the particular complexity results derived from this theorem, we refer to Table 2.
Remark 5.3. We use the trivial choiceR ≡ 0 in almost all special cases. With this choice ofR, the
conditionR(Jk) = R(G(x∗)) is automatically satisfied, and inequality (14) is requested to hold for
all matricesX ∈ Rd×n. However, a non-trivial choice ofR is sometimes useful; e.g., in the analysis
of a subspace variant of SEGA [9]. Further, the results of Theorem 5.2 can be generalized from a
quasi strong convexity to a strong growth condition [13] on f (see Appendix S). While interesting,
these are not the key results of this work and we therefore suppress them to the appendix.
6 Special Cases
As outlined in the introduction, GJS (Algorithm 1) is a surprisingly versatile method. In Table 1 we
list 7 existing methods (in some cases, generalizations of existing methods), and construct also 10
new variance reduced methods. We also provide a summary of all specialized iteration complexity
results, and a guide to the corollaries which state them (see Table 2 in the appendix).
. SGD-shift. In order to illustrate why variance reduction is needed in the first place, let us start by
describing one of the new methods—SGD-shift (Algorithm 7)—which happens to be particularly
suitable to shed light on this issue. In SGD-shift we assume that the Jacobian at optimum,G(x∗), is
known. While this is clearly an unrealistic assumption, let us see where it leads us. If this is the case,
we can choose J0 = G(x∗), and let S ≡ 0. This implies that Jk = J0 for all k. We then choose U
to be the right unbiased sampling operator, i.e., UX = X∑j∈R 1pj ejej>, which gives
gk =
1
n
n∑
j=1
∇fj(x∗) +
∑
j∈Rk
1
npj
(∇fj(xk)−∇fj(x∗)) .
This method does not need to learn the Jacobian at x∗ as it is known, and instead moves in a
direction of average gradient at the optimum, perturbed by a random estimator of the direction
∇f(xk)−∇f(x∗) formed via sub-sampling j ∈ Rk ⊆ [n] . What is special about this perturbation?
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Choice of random operators S and U defining Algorithm 1 Algorithm
SX UX # Name Comment Section
Xejej
> w.p. pj = 1n Xnejej
> w.p. pj = 1n 2 SAGA basic variant of SAGA [3] G.1
X
∑
j∈R
ejej
> w.p. pR X
∑
j∈R
1
pj
ejej
> w.p. pR 3 SAGA SAGA with AS [26] G.2
eiei
>X w.p. pi = 1d deiei
>X w.p. pi = 1d 4 SEGA basic variant of SEGA [9] H.1∑
i∈L
eiei
>X w.p. pL
∑
i∈L
1
pi
eiei
>X w.p. pL 5 SEGA SEGA [9] with AS and prox H.2
=
0 w.p. 1− ρX w.p. ρ ∑i∈L 1pi eiei>X w.p. pL 6 SVRCD NEW H.3
0 X
∑
j∈R
1
pj
ejej
> w.p. pR 7 SGD-shift NEW I
=
0 w.p. 1− ρX w.p. ρ X ∑j∈R 1pj ejej> w.p. pR 8 LSVRG LSVRG [14] with AS and prox J
=
0 w.p. 1− ρX w.p. ρ =
0 w.p. 1− δ1
δ
X w.p. δ
9 B2 NEW K.1
X
∑
j∈R
ejej
> w.p. pR =
0 w.p. 1− δ1
δ
X w.p. δ
10 LSVRG-inv NEW K.2
∑
i∈L
eiei
>X w.p. pL =
0 w.p. 1− δ1
δ
X w.p. δ
11 SVRCD-inv NEW K.3
X
∑
j∈R
ejej
> w.p. pR
∑
i∈L
1
pi
eiei
>X w.p. pL 12 RL NEW L.1∑
i∈L
eiei
>X w.p. pL X
∑
j∈R
1
pj
ejej
> w.p. pR 13 LR NEW L.2
IL:XI:R w.p. pLpR IL:
((
p−1
(
p−1
)>) ◦X) I:R w.p. pLpR 14 SAEGA NEW M.1
=
0 w.p. 1− ρX w.p. ρ IL:
((
p−1
(
p−1
)>) ◦X) I:R w.p. pLpR 15 SVRCDG NEW M.2
T∑
t=1
ILt:X:Nt I:Rt
T∑
t=1
(
(pt)−1(pt)−1>
)
◦
(
ILt:X:Nt I:Rt
)
16 ISAEGA NEW (reminiscent of [20]) M.3
T∑
t=1
ILt:X:Nt
T∑
t=1
(
(pt)−1e>
)
◦
(
ILt:X:Nt
)
17 ISEGA ISEGA [20] with AS M.3
XR XRE [R]−1 18 JS JacSketch [8] with AS and prox N
Table 1: Selected special cases of GJS (Alg. 1) arising by choosing operators S and U in particular
ways. R is a random subset of [n], L is a random subset of [d], pi = P (i ∈ L), pj = P (j ∈ R).
As the method converges, xk → x∗ and the perturbations converge to zero, for any realization of
the random set Rk ⊆ [n]. So, gradient estimation stabilizes, we get gk → ∇f(x∗), and hence
the variance of gk converges to zero. In view of Corollary I.1 of our main result (Theorem 5.2),
the iteration complexity of SGD-shift is maxj
vj
σnpj
log 1 , where σ is the quasi strong convexity
parameter of f , and the smoothness constants vj are defined in Appendix I.
Since knowingG(x∗) is unrealistic, GJS is instead learning these perturbations on the fly. Different
variants of GJS do this differently, but ultimately all attempt to learn the gradients ∇fj(x∗) and use
this information to stabilize the gradient estimation. Due to space restrictions, we do not describe all
remaining 9 new methods in the main body of the paper, let alone the all 17 methods. We will briefly
outline 2 more (not necessarily the most interesting) new methods:
. SVRCD. This method belongs to the RCD variety, and constructs the gradient estimator via the rule
gk = hk +
∑
i∈Lk
1
pi
(∇if(xk)− hki )ei ,
where Lk ⊆ [d] is sampled afresh in each iteration. The auxiliary vector hk is updated using a
simple biased coin flip: hk+1 = hk with probability 1 − ρ, and hk+1 = ∇f(xk) with probability
ρ. So, a full pass over all coordinates is made in each iteration with probability ρ, and a partial
derivatives∇if(xk) for i ∈ Lk are computed in each iteration. This method has a similar structure to
LSVRG, which instead sub-sampling coordinates sub-samples functions fj for j ∈ Rk (see Table 1).
The iteration complexity of this method is
(
1
ρ + maxi
1
pi
4mi
σ
)
log 1 , where mi is a smoothness
parameter of f associated with coordinate i (see Table 2 and Corollary H.4).
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. ISAEGA. In [20], a strategy of running RCD on top of a parallel implementation of optimization
algorithms such as GD, SGD or SAGA was proposed. Surprisingly, it was shown that the runtime of the
overall algorithm is unaffected whether one computes and communicates all entries of the stochastic
gradient on each worker, or only a fraction of all entries of size inversely proportional to the number
of all workers. However, ISAGA [20] (distributed SAGA with RCD on top of it), as proposed, requires
the gradients with respect to the data owned by a given machine to be zero at the optimum. On the
other hand, ISEGA [20] does not have the issue, but it requires a computation of the exact partial
derivatives on each machine and thus is expensive. As a special case of GJS we propose ISAEGA –
a method which cherry-picks the best properties from both ISAGA (allowing for stochastic partial
derivatives) and ISEGA (not requiring zero gradients at the optimum). Further, we present the method
in the arbitrary sampling paradigm. See Appendix M.3 for more details.
7 Experiments
We perform extensive numerical testing for various special cases of Algorithm 1. Due to space
limitations, we only give a quick taste using a single experiment here. The complete numerical
evaluation is presented in Appendix D.
In particular, in Appendix D.1 we demonstrate that SEGA with importance sampling outperforms both
basic SEGA and proximal gradient descent, often significantly. Next, Appendix D.2 demonstrates that,
as predicted by theory, convergence speed of SVRCD is influenced by the choice of ρ only weakly.
Further, in Appendix D.3 we demonstrate the claimed linear parallel scaling of ISAEGA (in the sense
of [20]). Lastly, in Appendix D.4 we demonstrate the superiority of LSVRG with importance sampling
(a new variant of LSVRG obtained here) to plain LSVRG, plain SAGA and SAGA with importance
sampling. We only outline the last experiment here; a complete description is given in Appendix D.4.
We consider a logistic regression problem on LibSVM [2]. In order to conduct fair testing, we only
compare methods where the expected minibatch size is fixed. We set E [|R|] = τ and compare LSVRG
with ρ = 12n , and SAGA with importance sampling (imp) and uniform sampling (unif). The results are
presented in Figure 1.
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Figure 1: Comparison of LSVRG & SAGA with importance and uniform sampling.
In all cases, LSVRG with importance sampling was the fastest method, while uniform LSVRG and SAGA
performed almost identically. The gain from importance sampling is noticable for small τ . For larger
τ , importance sampling is less significantly superior. Note that this behavior is predicted by theory.
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However, our experiments indicate the superiority of LSVRG to SAGA in the importance sampling
setup. In particular, proposed stepsize γ (see Appendix D.4) is often too large for SAGA. Note that the
optimal stepsize requires the prior knowledge of the quasi strong convexity constant5 σ, which is in
our case unknown (see the importance serial sampling proposed in [8]). While one can still estimate
it as the L2 regularization constant, this would be a weak estimate and yield suboptimal performance.
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One Method to Rule Them All: Variance Reduction for Data,
Parameters and Many New Methods
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B Summary of Complexity Results
We provide a comprehensive table for faster navigation through special cases and their iteration
complexities. In particular, for each special case of GJS, we provide the leading complexity term
(i.e., a log 1/ε factor is omitted in all results) and a reference to the corresponding corollary where
this result is established. We also indicate how the operator B appearing in the Lyapunov function is
picked (this is not needed to run the method; it is only used in the analysis). All details can be found
later in the Appendix.
Algorithm Theory
# Name Cor. of Thm 5.2 BX Leading complexity term (i.e., log 1
ε
factor omitted)
2 SAGA Corollary G.1 βX n+ 4m
σ
3 SAGA Corollary G.3 XD(b) max
j
(
1
pj
+ 1
pj
4vj
σn
)
4 SEGA Corollary H.1 βX d+ d 4m
σ
5 SEGA Corollary H.2 D(b)X max
i
(
1
pi
+ 1
pi
4mi
σ
)
6 SVRCD Corollary H.4 D(b)X 1
ρ
+max
i
1
pi
4mi
σ
7 SGD-shift Corollary I.1 XD(b) max
j
1
pj
vj
σn
8 LSVRG Corollary J.1 XD(b) 1
ρ
+max
j
1
pj
4vj
σn
9 B2 Corollary K.1 βX 1
ρ
+ 1
δ
4m
σ
10 LSVRG-inv Corollary K.3 XD(b) max
j
1
pj
+ 1
δ
4m
σ
11 SVRCD-inv Corollary K.4 D(b)X max
i
1
pi
+ 1
δ
4m
σ
12 RL Corollary L.1 XD(b) max
i,j
(
1
pj
+ 1
pi
4m
j
i
σ
)
13 LR Corollary L.2 D(b) X max
i,j
(
1
pi
+ 1
pj
4vj
σ
)
14 SAEGA Corollary M.1 B ◦X max
i,j
(
1
piqj
+ 1
piqj
4m
j
i
σn
)
15 SVRCDG Corollary M.2 β ◦X 1
ρ
+max
i,j
1
piqj
4m
j
i
σn
16 ISAEGA Corollary M.3 B ◦X max
j∈Nt,i,t
(
1
pitq
t
j
+
(
1 + 1
npitq
t
j
)
4m
j
i
σ
)
17 ISEGA Corollary M.5 B ◦X max
j∈Nt,i,t
(
1
pit|Nt| +
(
1 + 1
npit|Nt|
)
4m
j
i
σ
)
18 JS Corollary N.1 βXB
4n−1ησ−1λmax(B>E[R]B)+λmax(B>B)
λmin(B>E[R]B)
Table 2: Iteration complexity of selected special cases of GJS (Algorithm 1). Whenever m appears
in a result, we assume that Mj = mId for all j (i.e., fj is m-smooth). Whenever mi appears in
a result, we assume that f is M-smooth with M = D(m1, . . . ,md). Whenever m
j
i appears in a
result, we assume thatMj = D(m
j
1, . . . ,m
j
d). Quantities pi for i ∈ [d], pj for j ∈ [n], ρ and δ are
probabilities defining the algorithms.
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C Table of Frequently Used Notation
Due to the generality of Algorithm 1, which gives rise to a large number existing and new methods in
particular cases, we appreciate that this paper is rather notation-heavy – and this is still the case after
us having spent a considerable amount of time simplifying and optimizing the notation. In an attempt
to make the paper more easy to read, here we include a table of the most frequently used notation.
We recommend the reader to consult this table while studying our results.
Table 3: Frequently used notation.
Functions
fj : Rd → R a differentiable convex function
f : Rd → R f(x) = 1n
∑n
j=1 fj(x)
∇f : Rd → Rd gradient of f
∇if : Rd → R i-th partial derivative of f
ψ regularizer Rd → R ∪ {+∞} (a proper closed convex function)
x∗ ∈ Rd unique minimizer of f + ψ
σ (a positive) quasi strong convexity constant of f (see (10))
Sets
[n] the set {1, 2, . . . , n}
[d] the set {1, 2, . . . , d}
R random subset (“sampling”) of [n]
Rk random subset (“sampling”) of [n] drawn at iteration k
L a random subset (“sampling”) of [d]
Lk random subset (“sampling”) of [d] drawn at iteration k
pj probability that j ∈ R
pi probability that i ∈ L
Spaces Rn and Rd
e ∈ Rn vector of all ones in Rn
e ∈ Rd vector of all ones in Rd
ej ∈ Rn j-th standard unit basis vector in Rn
ei ∈ Rn i-th standard unit basis vector in Rd
xk ∈ Rd the k-th iterate produced by Algorithm 1
p ∈ Rd the vector (p1, . . . , pd)
pt ∈ Rd the vector (pt1, . . . , ptd)
p ∈ Rn the vector (p1, . . . , pn)
pt ∈ Rn the vector (pt1, . . . , ptn)
q ∈ Rn the vector (q1, . . . , qn)
qt ∈ Rn the vector (qt1, . . . , qtn)
v ∈ Rn any vector for which (32) holds
〈x, y〉 standard Euclidean inner product
‖x‖ standard Euclidean norm of vector x: ‖x‖ = 〈x, x〉1/2
x−1 elementwise inverse of x
gk estimator of the gradient∇f(xk) produced by Algorithm 1
Matrices in Rd×d, Rd×n and Rn×n
Id ∈ Rd×d d× d identity matrix
In ∈ Rn×n n× n identity matrix
G(x) ∈ Rd×n the Jacobian matrix, i.e.,G(x) = [∇f1(x), . . . ,∇fn(x)]
Jk ∈ Rd×n estimator of the Jacobian produced by Algorithm 1
Mj ∈ Rd×d smoothness matrix of fj (ifMj = mjId, then this specializes tomj-smoothness)
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R ∈ Rn×n a random matrix we use to multiply J orG from the right
RR ∈ Rn×n the random matrixRR :=
∑
j∈R ejej
>
L ∈ Rd×d a random matrix we use to multiply J orG from the left
LL ∈ Rd×d the random matrix LL :=
∑
i∈L eiei
>
〈X,Y〉 trance inner product of matricesX andY: 〈X,Y〉 := Tr (X>Y)
‖X‖ Frobenius norm of matrixX: ‖X‖ = 〈X,X〉1/2
X ◦Y Hadamard product: (X ◦Y)ij = XijYij
X⊗Y Kronecker product
D(x) diagonal matrix with vector x on the diagonal
P ∈ Rn×n Matrix defined by Pjj′ = P (j ∈ R, j′ ∈ R)
Pt ∈ Rn×n Matrix defined by Ptjj′ = P (j ∈ Rt, j′ ∈ Rt)
Q ∈ Rd×d Matrix to define a norm in Lemma E.6
Linear operators Rd×n → Rd×n
A a generic linear operator
A∗ the adjoint of A: 〈AX,Y〉 ≡ 〈X,A∗Y〉 for allX,Y ∈ Rd×n
A† the Moore Penrose pseudoinverse of A
Range (A) image (range space) of A: Range (A) := {AX : X ∈ Rd×n}
Range (A)> orthogonal complement of Range (A)
Null (A) kernel (null space) of A: Null (A) := {X ∈ Rd×n : AX = 0}
I identity operator: IX ≡ X
U any unbiased operator: E [UX] ≡ X, i.e., E [U ] ≡ I
S any random projection operator
M operator defined via (MX):j = MjX:j
B (a technical) operator used to define the Lyapunov function (12)
R (a technical) operator such that Jk −G(x∗) ∈ Range (R)
Miscellaneous
α stepsize used in Algorithm 1
Γ Random operator Γ : Rd×n → Rd defined by ΓX = UXe
proxαψ(x) the proximal operator of ψ: proxαψ(x) := argminu∈Rd{αψ(u) + 12‖u− x‖2}
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D Additional Experiments
D.1 SEGA and SVRCD with importance sampling
In Sections H.2 and H.3 we develop an arbitrary (and thus importance in special case) sampling
for SEGA, as well as new method SVRCD with arbitrary sampling. In this experiment, we compare
them to its natural competitors – basic SEGA from [9] and proximal gradient descent. Since the main
application of SEGA and SVRCD is in fact well studied SAGA/LSVRG (see Section R), we only consider
artificial quadratic minimization with regularizer ψ being an indicator of the unit ball6:
f(x) = x>Mx− b>x, ψ(x) =
{
x 0 ≤ 1
∞ ‖x‖ > 1 .
Specific choices of M, b are given by by Table 4. As both SEGA and SVRCD (from Section H.2
and H.3) require a diagonal smoothness matrix, we shall further consider vector m such that the
upped boundM  D(m) holds. As the choice of m is not unique, we shall choose the one which
minimizes
∑d
i=1mi for importance sampling and m = λmax(M)e for uniform. Further, stepsize
γ = 1
4
∑d
i=1mi
was chosen in each case. Figure 2 shows the results of this experiment. As theory
suggests, importance sampling for both SEGA and SVRCD outperform both plain SEGA and proximal
gradient always. The performance difference depends on the data; the closer M is to a diagonal
matrix with non-uniform elements, the larger stronger is the effect of importance sampling.
Type M b
1 D
(
1.3[d]
)
γu
2 D((d, 1, 1, . . . , 1)) γu
3 D
(
1.1[d]
)
+NN> 1.1
d
1000d ,N ∼ N(0, I) γu
4 NN>,N ∼ N(0, I) γu
Table 4: Four types of quadratic problems. We choose u ∼ N(0, Id), and γ to be such that
‖γM−1u‖ = 3/2. Notation c[d] stands for a vector (c, c2, . . . cd).
D.2 SVRCD: Effect of ρ
In this experiment we demonstrate very broad range of ρ can be chosen to still attain almost best
possible rate for SVRCD for problems from Table 4 and m, γ as described in Section D.1 Results can
be found in Figure 3. They indeed show that in many cases, varying ρ from 1n down to
2λmin(M)∑d
i=1mi
does not influences the complexity significantly. However, too small ρ leads to significantly slower
convergence. Note that those findings are in accord with Corollary H.4. Similar results were shown
in [14] for LSVRG.
D.3 ISAEGA
In this section we test a simple version of ISAEGA (Algorithm 16)7. As mentioned, ISAEGA is an
algorithm for distributed optimization which, at each iteration, computes a subset of partial derivatives
of stochastic gradient on each machine, and constructs corresponding Jacobian estimate and stochastic
gradient.
For simplicity, we consider only the simple version which assumesMj = mId for all j (i.e. we do
not do importance sampling), and we suppose that |Rt| = 1 always for all t (i.e. each machine always
6In such case, proixmal operator of ψ becomes a projection onto the unit ball.
7The full description of ISAEGA, together with convergence guarantees are provided in Section M.3
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Figure 2: Comparison of SEGA-AS, SVRCD-AS, SEGA and proximal gradient on 4 quadratic problems
given by Table 4. SEGA-AS, SVRCD-AS and SEGA compute single partial derivative each iteration
(SVRCD computes all of them with probability ρ), SEGA-AS, SVRCD-AS with probabilities proportional
to diagonal ofM.
Figure 3: The effect of ρ on convergence rate of SVRCD on quadratic problems from Table 4. In
every case, probabilities were chosen proportionally to the diagonal ofM and only a single partial
derivative is evaluated in S.
looks at a single function from the local finite sum). Further, we consider ψ(x) = 0. Corollary M.3
shows that, if the condition number of the problem is not too small, ISAEGA with |Lt| ≈ 1T (where T
is a number of parallel units) enjoys, up to small constant factor, same rate as SAGA (which is, under a
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convenient smoothness, the same rate as the convergence rate of gradient descent). Thus, ISAEGA
scales linearly in terms of partial derivative complexity in parallel setup. In other words, given that
we have twice more workers, each of them can afford to evaluate twice less partial derivatives8. The
experiments we propose aim to verify this claim.
We consider l2 regularized logistic regression (for the binary classification). In particular,
∀j : fj(x) := log (1 + exp (Aj,:x · yi)) + λ
2
‖x‖2,
whereA ∈ Rn×d is a data matrix, y ∈ {−1, 1}n is a vector of labels and λ ≥ 0 is the regularization
parameter. Both A, y are provided from LibSVM [2] datasets: a1a, a9a, w1a, w8a, gisette,
madelon, phishing and mushrooms. Further,A was normalized such that ‖Aj,:‖2 = 1. Next, it is
known that fj is ( 14 + λ)-smooth, convex, while f is λ-strongly convex. Therefore, as a stepsize for
all versions of ISAEGA, we set γ = 1
6λ+ 32
(this is an approximation of theoretical stepsize).
In each experiment, we compare 4 different setups for ISEAGA – given by 4 different values of T .
Given a value of T , we set |Lt| = 1T for all t. Further, we always sample Lt uniformly. The results
are presented in Figure 4. Indeed, we observe the almost perfect parallel linear scaling.
For completeness, we provide dataset sized in Table 5.
Name n d
a1a 1605 123
a9a 32561 123
w1a 2477 300
w8a 49749 300
gisette 6000 5000
madelon 2000 500
phishing 11055 68
mushrooms 8124 112
Table 5: Table of LibSVM data used for our experiments.
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Figure 4: ISAEGA applied on LIBSVM [2] datasts with λ = 4 · 10−5. Axis y stands for relative
suboptimality, i.e. f(x
k)−f(x∗)
f(xk)−f(x0) .
8Practical implications of the method are further explained in [20].
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D.4 LSVRG with importance sampling
As mentioned, one of the contributions of this work is LSVRG with arbitrary sampling. In this section,
we demonstrate that designing a good sampling can yield a significant speedup in practice. We
consider logistic regression problem on LibSVM [2] data, as described in Section D.3. However,
since LibSVM data are normalized, we pre-multiply each row of the data matrix by a random scaling
factor. In particular, the scaling factors are proportional to l2 where l is sampled uniformly from
[1000] such that the Frobenius norm of the data matrix is n. For the sake of simplicity, consider case
λ = 0.
Choice vector v. Note that since Mj = A>j:Aj:, the following claim must hold: Consider
fixed v. Then if (32) holds for any set of vector {hj}nj=1 such that hj is parallel to Aj:, then
(32) holds for any set of vector {hj}nj=1. Thus, we can set hj = cjA>j:/‖Aj:‖ without loss of
generality. Thus, M
1
2
j hj = cjA
>
j: , and (32) becomes equivalent to P ◦
(
A>A
)  D(p ◦ v)
where Pjj′ = P (j ∈ R, j′ ∈ R). Note that this is exactly expected separable overapproximation
(ESO) for coordinate descent [28]. Thus we choose vector v to be proportional to p such that
P ◦ (A>A)  D(p ◦ v) holds (as proposed in [10]). In order to compute the scaling constant, one
needs to evaluate maximum eigenvalue of PSD n × n matrix, which is of O(n2) cost. We do so
in the experiments. Note that there is a suboptimal, but cheeaper way to obtain v described in [26].
Lastly, if λ > 0, we set v such that P ◦ (A>A+ λI)  D(p ◦ v).
Choice of probabilities. In order to be fair, we only compare methods where E [|R|] = τ . For the
case τ = 1, we consider a sampling such that |R| = 1 according to a given probability vector p. For
uniform sampling, we have p = n−1e, while for importance sampling, we set pj =
λmax(Mj)∑n
j′=1 λmax(Mj′ )
.
In the case τ > 1, we consider independent sampling from [10]. In particular, P (j ∈ R) = pj with∑
pj = τ and binary random variables (j ∈ R) are jointly independent. For uniform sampling we
have p = τn−1e. For importance sampling, probability vector p is chosen such that pj =
λmax(Mj)
%+λmax(Mj
,
where % is such that
∑
pj = τ . The mentioned sampling was proven to be superior over uniform
minibatching in [10]. Next, stepsize γ = 16 minj
npj
vj
was chosen for all methods.
Lastly, ρ = 12n was chosen for LSVRG. The results are presented in Figures 5 and 6 (a subset of the
results was already presented in Figure 1).
In all cases, LSVRG with importance sampling was the fastest method. As provided theory suggests, it
outperformed methods with importance sampling especially significantly for small τ ; and the larger τ ,
the smaller the effect of importance sampling is. However, our experiments indicate the superiority of
LSVRG to SAGA in the importance sampling setup. In particular, stepsize γ = 16 minj
npj
vj
is often too
large for SAGA. Note that both optimal stepsize and optimal probabilities require the prior knowledge
of the quasi strong convexity constant σ9 which is, in our case unknown (see the importance serial
sampling proposed in [8], and SAGA is more sensitive to that choice. One can still estimate it as λ,
however, this would yield suboptimal performance as well.
9Or more generally, strong growth constant, see Appendix S
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Figure 5: LSVRG applied on LIBSVM [2] datasets with λ = 10−5. Axis y stands for relative
suboptimality, i.e. f(x
k)−f(x∗)
f(xk)−f(x0) .
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Figure 6: LSVRG applied on LIBSVM [2] datasets. For a9a, λ = 0 and ρ = 1n was chosen; for w8a,
λ = 10−8 and ρ = 3n was chosen. Axis y stands for relative suboptimality, i.e.
f(xk)−f(x∗)
f(xk)−f(x0) .
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E Several Lemmas
E.1 Existence lemma
Lemma E.1. Suppose that X ∈ Range (M). Denote Γ(X) := UXe. Suppose that
E
[(
ΓM 12
)∗
ΓM 12
]
exists and λmin (E [S]) > 0. Then, there are α > 0 and B such that (13)
and (14) hold. Moreover, inequalities (13), (14) hold for α = 0,B = 0 without any extra assump-
tions.
Proof: Consider onlyα,B such that thatα < λmin (E [S])σ−1, λmin (B∗B) > 0, λmax (B∗B) <∞.
LetY =M†
1
2X. Thus we have E
[
‖UXe‖2
]
≤ 2αn2 ‖Y‖2λmaxE
[(
ΓM 12
)∗
ΓM 12
]
.
Thus
(1− ασ) ‖BY‖2 −
∥∥∥(I − E [S]) 12 BY∥∥∥2 = 〈(BY)>, (E [S]− ασI)BY〉
≥ (λmin (E [S])− ασI) ‖BY‖2
≥ (λmin (E [S])− ασI)λmin (B∗B) ‖Y‖2 .
Therefore, to have (13), it suffices to set
α ≤ λmin (E [S])λmin (B
∗B)
ασλmin (B∗B) + 2n2λmax
[
E
[(
ΓM 12
)∗
ΓM 12
]] .
Similarly, to satisfy (14), it suffices to have
2α
n
λmax
(
E
[(
ΓM 12
)∗
ΓM 12
])
+ nλmin (E [S])λmax (B∗B) ≤ 1.
A valid choice is for example B such that
λmax (B∗B) ≤ 1
2nλmin (E [S]) , α ≤
1
1
nλmax
(
E
[
Γ
(
M 12
)∗
ΓM 12
]) .
E.2 Smoothness lemmas
Let h : Rd → R be a differentiable and convex function. The Bregman distance of x and y with
respect to h is defined by
Dh(x, y) := h(x)− h(y)− 〈∇h(y), x− y〉 . (15)
Lemma E.2 (Lemma A.1 from [9]). Suppose that function h : Rd → R is convex andM-smooth,
whereM  0. Then
Dh(x, y) ≥ 1
2
‖∇h(y)−∇h(x)‖2M† , ∀x, y ∈ Rd. (16)
Further,
〈∇h(x)−∇h(y), x− y〉 ≥ ‖∇h(x)−∇h(y)‖2M† . (17)
Proof: Fix y and consider the function φ(x) := h(x)− 〈∇h(y), x〉. Clearly, φ isM-smooth, and
hence
φ(x+ d) ≤ φ(x) + 〈∇φ(x), d〉+ 1
2
‖d‖2M, ∀x, d ∈ Rd. (18)
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Moreover, since h is convex, φ is convex, non-negative and is minimized at y. Letting t = ∇h(x)−
∇h(y), this implies that
φ(y) ≤ φ (x−M†t)
(18)
≤ φ(x)− 〈∇φ(x),M†t〉+ 1
2
‖M†t‖2M
= φ(x)− 〈t,M†t〉+ 1
2
‖M†t‖2M
= φ(x)− 1
2
‖t‖2M† ,
which is equivalent to (16). In the last step we have used the identities (M†)> =
(
M>
)†
= M† and
M†MM† = M†.
To show (17), it suffices to sum inequality 16 applied on vector pairs (x, y) and (y, x).
Lemma E.3. Let (11) hold. That is, assume that function fj are convex andMj-smooth. Then
Dfi(x, y) ≥
1
2
‖∇fj(x)−∇fj(y)‖2M†j , ∀x, y ∈ R
d. (19)
If x− y ∈ Null (Mj), then
(i)
fj(x) = fj(y) + 〈∇fj(y), x− y〉, (20)
(ii)
∇fj(x)−∇fj(y) ∈ Null (Mj) , (21)
(iii)
〈∇fj(x)−∇fj(y), x− y〉 = 0. (22)
If, in addition, fj is bounded below, then ∇fj(x) ∈ Range (Mj) for all x.
Proof: Inequality (19) follows by applying Lemma E.3 for h = fj andM = Mj . Identity (20) is a
direct consequence of (11). Combining (19) and (20), we get 0 ≥ 12 ‖∇fj(x)−∇fj(y)‖2M†j , which
implies that
∇fj(x)−∇fj(y) ∈ Null
(
M†j
)
= Null
(
M>j
)
= Null (Mj) , (23)
recovering (21). By adding two copies of (20) (with the roles of x and y exchanged), we get (22).
Finally, if fj is bounded below, then in view of (20) there exists c ∈ R such that,
c ≤ inf
x∈y+Null(Mj)
fj(x)
(20)
= inf
x∈y+Null(Mj)
fj(y) + 〈∇fj(y), x− y〉.
This implies that∇fj(y) ∈ Range
(
M>j
)
= Range (Mj).
Lemma E.4. Assume f is twice continuously differentiable. ThenG(x)−G(y) ∈ Range (M) for
all x, y ∈ Rd.
Proof: ForG(x)−G(y) ∈ Range (M), it suffices to show that∇fj(x)−∇fj(y) ∈ Range (Mj).
Without loss of generality, suppose that f(z, w) (for x = [z, w]) is such that f(z, ·) is linear (for fixed
z; from (20)) and f(·, w) isM′ smooth for full rankM′. Note that
0  ∇2f(x) =
(∇2wwf(w, z) ∇2wzf(w, z)
∇2zwf(w, z) ∇2zzf(w, z)
)
=
(∇2wwf(w, z) ∇2wzf(w, z)
∇2zwf(w, z) 0
)
.
Since every submatrix of the above must be positive definite, it is easy to see that we must have
both ∇2wzf(w, z) = 0, ∇2zwf(w, z) = 0. This, however, means that f(w, z) is separable in z, w.
Therefore indeed∇fj(x)−∇fj(y) ∈ Range (Mj) for all x, y ∈ Rd and all j ∈ [n].
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E.3 Projection lemma
In the next lemma, we establish some basic properties of the interaction of the random projection
matrices S and I − S with various matrices, operators, and norms.
Lemma E.5. Let S be a random projection operator and A any deterministic linear operator
commuting with S, i.e., AS = SA. Further, let X,Y ∈ Rd×n and define Z = (I − S)X + SY.
Then
(i) AZ = (I − S)AX+ SAY,
(ii) ‖AZ‖2 = ‖(I − S)AX‖2 + ‖SAY‖2,
(iii) E
[
‖AZ‖2
]
=
∥∥(I − E [S])1/2AX∥∥2 + ∥∥∥E [S]1/2AY∥∥∥2, where the expectation is with
respect to S.
Proof: Part (i) follows by noting thatA commutes with I−S . Part (ii) follows from (i) by expanding
the square, and noticing that (I −S)S = 0. Part (iii) follows from (ii) after using the definition of the
Frobenius norm, i.e., ‖M‖2 = Tr (M>M), the identities (I − S)2 = I − S, S2 = S, and taking
expectation on both sides.
E.4 Decomposition lemma
In the next lemma, we give a bound on the expected squared distance of the gradient estimator gk
from ∇f(x∗).
Lemma E.6. For anyQ ∈ Rd×d,Q  0 and all k ≥ 0 we have
E
[∥∥gk −∇f(x∗)∥∥2
Q
]
≤ 2
n2
E
[∥∥U (G(xk)−G(x∗)) e∥∥2
Q
]
+
2
n2
E
[∥∥U (Jk −G(x∗)) e∥∥2
Q
]
.
(24)
Proof: In view of (7) and since∇f(x∗) = 1nG(x∗)e, we have
gk −∇f(x∗) = 1
n
U (G(xk)−G(x∗)) e︸ ︷︷ ︸
a
+
1
n
(
Jk −G(x∗)) e− 1
n
U (Jk −G(x∗)) e︸ ︷︷ ︸
b
. (25)
Applying the bound ‖a+ b‖2Q ≤ 2 ‖a‖2Q + 2 ‖b‖2Q to (25) and taking expectations, we get
E
[∥∥gk −∇f(x∗)∥∥2
Q
]
≤ E
[
2
n2
∥∥U (G(xk)−G(x∗)) e∥∥2
Q
]
+E
[
2
n2
∥∥(Jk −G(x∗)) e− U (Jk −G(x∗)) e∥∥2
Q
]
=
2
n2
E
[∥∥U (G(xk)−G(x∗)) e∥∥2
Q
]
+
2
n2
E
[∥∥(I − U) (Jk −G(x∗)) e∥∥2
Q
]
.
It remains to note that
E
[∥∥(I − U)(Jk −G(x∗)) e∥∥2
Q
]
= E
[∥∥U (Jk −G(x∗)) e∥∥2
Q
]
− ∥∥(Jk −G(x∗)) e∥∥2
Q
≤ E
[∥∥U (Jk −G(x∗)) e∥∥2
Q
]
.
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F Proof of Theorem 5.2
For simplicity of notation, in this proof, all expectations are conditional on xk, i.e., the expectation is
taken with respect to the randomness of gk.
Since
x∗ = proxαψ(x
∗ − α∇f(x∗)), (26)
and since the prox operator is non-expansive, we have
E
[∥∥xk+1 − x∗∥∥2] (26)= E [∥∥proxαψ(xk − αgk)− proxαψ(x∗ − α∇f(x∗))∥∥2]
≤ E
[∥∥xk − x∗ − α(gk −∇f(x∗))∥∥2]
(8)
=
∥∥xk − x∗∥∥2 − 2α 〈∇f(xk)−∇f(x∗), xk − x∗〉
+α2E
[∥∥gk −∇f(x∗)∥∥2]
(10)+(15)
≤ (1− ασ)∥∥xk − x∗∥∥2 + α2E [∥∥gk −∇f(x∗)∥∥2]
−2αDf (xk, x∗). (27)
Since f(x) = 1n
∑n
j=1 fj(x), in view of (15) and (19) we have
Df (x
k, x∗) (15)=
1
n
n∑
j=1
Dfj (x
k, x∗)
(19)
≥ 1
2n
n∑
j=1
∥∥∇fj(xk)−∇fj(x∗)∥∥2M†j
=
1
2n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2 . (28)
By combining (27) and (28), we get
E
[∥∥xk+1 − x∗∥∥2] ≤ (1− ασ)∥∥xk − x∗∥∥2 + α2E [∥∥gk −∇f(x∗)∥∥2]
−α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2 .
Next, applying Lemma E.6 withQ = I leads to the estimate
E
[∥∥xk+1 − x∗∥∥2] ≤ (1− ασ)∥∥xk − x∗∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2
+
2α2
n2
E
[∥∥U (G(xk)−G(x∗)) e∥∥2]
+
2α2
n2
E
[∥∥U (Jk −G(x∗)) e∥∥2] . (29)
In view of (9), we have Jk+1 = (I − S)Jk + SG(xk), whence
Jk+1 −G(x∗)︸ ︷︷ ︸
Z
= (I − S) (Jk −G(x∗))︸ ︷︷ ︸
X
+S (G(xk)−G(x∗))︸ ︷︷ ︸
Y
. (30)
Since, by assumption, both B andM†
1
2 commute with S, so does their composition A := BM†
1
2 .
Applying Lemma E.5, we get
E
[∥∥∥BM† 12 (Jk+1 −G(x∗))∥∥∥2] = ∥∥∥(I − E [S]) 12BM† 12 (Jk −G(x∗))∥∥∥2
+
∥∥∥E [S] 12 BM† 12 (G(xk)−G(x∗))∥∥∥2 . (31)
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Adding α-multiple of (31) to (29) yields
E
[∥∥xk+1 − x∗∥∥2]+ αE [∥∥∥BM† 12 (Jk+1 −G(x∗))∥∥∥2]
≤ (1− ασ)∥∥xk − x∗∥∥2 + 2α2
n2
E
[∥∥U (G(xk)−G(x∗)) e∥∥2]
+
2α2
n2
E
[∥∥U (Jk −G(x∗)) e∥∥2]+ α ∥∥∥(I − E [S]) 12BM† 12 (Jk −G(x∗))∥∥∥2
+α
∥∥∥E [S] 12 BM† 12 (G(xk)−G(x∗))∥∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2
(13)
≤ (1− ασ)∥∥xk − x∗∥∥2 + (1− ασ)α ∥∥∥BM† 12 (Jk −G(x∗))∥∥∥2
+
2α2
n2
E
[∥∥U (G(xk)−G(x∗)) e∥∥2]+ α ∥∥∥E [S] 12 BM† 12 (G(xk)−G(x∗))∥∥∥2
−α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2
(14)
≤ (1− ασ)
(∥∥xk − x∗∥∥2 + α ∥∥∥BM† 12 (Jk −G(x∗))∥∥∥2) .
Above, we have used (13) withX = Jk −G(x∗) and (14) withX = G(xk)−G(x∗).
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G Special Cases: SAGA-like Methods
G.1 Basic variant of SAGA [3]
Suppose that for all j, fj is m-smooth (i.e.,Mj = mId). To recover basic SAGA [3], consider the
following choice of random operators S,U :
(∀j) with probability 1
n
: SX = Xejej> and UX = Xnejej>.
The resulting algorithm is stated as Algorithm 2. Further, as a direct consequence of Theorem 5.2,
convergence rate of SAGA (Algorithm 2) is presented in Corollary G.1.
Algorithm 2 SAGA [3]
Require: learning rate α > 0, starting point x0 ∈ Rd
Set ψ0j = x
0 for each j ∈ {1, 2, . . . , n}
for k = 0, 1, 2, . . . do
Sample j ∈ [n] uniformly at random
Set φk+1j = x
k and φk+1i = φ
k
i for i 6= j
gk = ∇fj(φk+1j )−∇fj(φkj ) + 1n
n∑
i=1
∇fi(φki )
xk+1 = proxαψ(x
k − αgk)
end for
Corollary G.1 (Convergence rate of SAGA). Let α = 14m+σn . Then, iteration complexity of Algo-
rithm 2 (proximal SAGA) is
(
4mσ + n
)
log 1 .
G.2 SAGA with arbitrary sampling
In contrast to Section G.1, here we use the general matrix smoothness assumption, i.e., that fj isMj
smooth. We recover results from [26]. Denote p to be probability vector, i.e., pi = P (i ∈ R) where
R is a random subset of [n].
We shall consider the following choice of random operators S,U :
(∀R) with probability pR : SX = X
∑
j∈R
ejej
> and UX = X
∑
j∈R
1
pj
ejej
>.
The resulting algorithm is stated as Algorithm 3.
Algorithm 3 SAGA with arbitrary sampling (a variant of [26])
Require: learning rate α > 0, starting point x0 ∈ Rd, random sampling R ⊆ {1, 2, . . . , n}
Set φ0j = x
0 for each j ∈ [n]
for k = 0, 1, 2, . . . do
Sample random Rk ⊆ {1, 2, . . . , n}
Set φk+1j =
{
xk j ∈ Rk
φkj j 6∈ Rk
gk = 1n
n∑
j=1
∇fj(φkj ) +
∑
j∈Rk
1
npj
(∇fj(φk+1j )−∇fj(φkj ))
xk+1 = proxαψ(x
k − αgk)
end for
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In order to give tight rates underM-smoothness, we need to do a bit more work. First, let v ∈ Rn be
a vector for which the following inequality expected separable overapproximation inequality holds
E

∥∥∥∥∥∥
∑
j∈R
M
1
2
j hj
∥∥∥∥∥∥
2
 ≤ n∑
j=1
pjvj ‖hj‖2 , ∀h1, . . . , hn ∈ Rd. (32)
Since the function on the left is a quadratic in h = (h1, . . . , hn) ∈ Rnd, this inequality is satisfied for
large enough values of vj . A variant of (32) was used to obtain the best known rates for coordinate
descent with arbitrary sampling [27, 28].
Further, we shall consider the following assumption:
Assumption G.2. Suppose that for all k
G(xk)−G(x∗) =M†M (G(xk)−G(x∗)) (33)
and
Jk −G(x∗) =M†M (Jk −G(x∗)) . (34)
The assumption, although in a slightly less general form, was demonstrated to obtain tightest
complexity results for SAGA [26]. Note that if for each j, fj corresponds to loss function of a linear
model, then (33) and (34) follow for free. Further, Lemmas E.3 and E.4 give some easy-to-interpret
sufficient sufficient conditions, such as lower boundedness of all functions fj (which happens for any
loss function), or twice differentiability of all functions fj .
Corollary G.3 (Convergence rate of SAGA). Let α = minj
npj
4vj+nσ
. Then the iteration complexity of
Algorithm 3 is maxj
(
4vj+nσ
nσpj
)
log 1 .
Remark G.4. Corollary G.3 is slightly more general than Theorem 4.6 from [26] does not explicitly
require linear models andM smoothness implied by the linearity.
H Special Cases: SEGA-like Methods
Let n = 1. Note that now operators S and U act on d×n matrices, i.e., on vectors in Rd. To simplify
notation, instead ofX ∈ Rd×n we will write x = (x1, . . . , xd) ∈ Rd.
H.1 Basic variant of SEGA [9]
Suppose that f is m-smooth (i.e., M1 = mId) with m > 0. To recover basic SEGA from [9],
consider the following choice of random operators S and U :
(∀i) with probability 1
d
: Sx = eiei>x = xiei and Ux = deiei>x = dxiei.
The resulting algorithm is stated as Algorithm 4.
Corollary H.1 (Convergence rate of SEGA). Let α = 14md+σd . Then the iteration complexity of
Algorithm 4 is
(
4mdσ + d
)
log 1 .
H.2 SEGA with arbitrary sampling
Consider a more general setup to that in Section H.1 and let us allow the smoothness matrix to be an
arbitrary diagonal (positive semidefinite) matrix: M = D(m1, . . . ,md) with m1, . . . ,md > 0. In
this regime, we will establish a convergence rate for an arbitrary sampling strategy, and then use this
to develop importance sampling.
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Algorithm 4 SEGA [9]
Require: Stepsize α > 0, starting point x0 ∈ Rd
Set h0 = 0
for k = 0, 1, 2, . . . do
Sample i ∈ {1, 2, . . . d} uniformly at random
Set hk+1 = hk + (∇if(xk)− hki )ei
gk = hk + d(∇if(xk)− hki )ei
xk+1 = proxαψ(x
k − αgk)
end for
Let p ∈ Rd be a probability vector with entries pi = P (i ∈ L). Consider the following choice of
random operators S and U :
(∀L) with prob. pL : Sx =
∑
i∈L
eiei
>x =
∑
i∈L
xiei and Ux =
∑
i∈L
1
pi
eiei
>x =
∑
i∈L
xi
pi
ei.
(35)
The resulting algorithm is stated as Algorithm 5.
Algorithm 5 SEGA with arbitrary sampling
Require: Stepsize α > 0, starting point x0 ∈ Rd, random sampling L ⊆ {1, 2, . . . , d}
Set h0 = 0
for k = 0, 1, 2, . . . do
Sample random Lk ⊆ {1, 2, . . . , d}
Set hk+1 = hk +
∑
i∈Lk
(∇if(xk)− hki )ei
gk = hk +
∑
i∈Lk
1
pi
(∇if(xk)− hki )ei
xk+1 = proxαψ(x
k − αgk)
end for
Corollary H.2 (Convergence rate of SEGA). Iteration complexity of Algorithm 5 with α =
mini
pi
4mi+σ
is maxi
(
4mi+σ
piσ
)
log 1 .
Corollary H.2 indicates an up to constant factor optimal choice pi ∝ mi, which yields, up to a
constant factor,
∑d
i=1mi
σ log
1
 complexity. In the applications where m is not unique
10, it is the best
to choose one which minimizes m>e.
Remark H.3. Note that if pi = 1 for all i (i.e., if U = I), we recover proximal gradient descent as a
special case.
H.3 SVRCD with arbitrary sampling
As as a particular special case of Algorithm 1 we get a new method, which we call Stochastic Variance
Reduced Coordinate Descent (SVRCD). The algorithm is similar to SEGA. The main difference is that
SVRCD does not update a subset L of coordinates of vector hk each iteration. Instead, with probability
ρ, it sets hk to∇f(xk).
10For example when a general matrix smoothness holds; one has to upper bound it by a diagonal matrix in
order to comply with the assumptions of the section. In such case, there is an infinite array of possible choices of
m.
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We choose S and U via
SX =
{
0 w.p. 1− ρ
X w.p. ρ
and (∀L) w.p. pL : UX =
∑
i∈L
1
pi
eiei
>X,
where again pi = P (i ∈ L). The randomness of S is independent from the randomness of U (which
comes from the randomness of L). The resulting algorithm is stated as Algorithm 6.
Algorithm 6 SVRCD [NEW METHOD]
Require: starting point x0 ∈ Rd, random sampling L ⊆ {1, 2, . . . , d}, probability ρ, stepsize α > 0
Set h0 = 0
for k = 0, 1, 2, . . . do
Sample random Lk ⊆ {1, 2, . . . , d}
gk = hk +
∑
i∈Lk
1
pi
(∇if(xk)− hki )ei
xk+1 = proxαψ(x
k − αgk)
Set hk+1 =
{
hk with probability 1− ρ
∇f(xk) with probability ρ
end for
As in Section Q, we shall assume that f isM = D(m1, . . . ,md)- smooth.
Corollary H.4. Iteration complexity of Algorithm 6 with α = mini 14mi/pi+σ/ρ is(
1
ρ + maxi
4mi
piσ
)
log 1 .
Corollary H.4 indicates optimal choice p ∝ m.
Remark H.5. If pi = 1 for all i and ρ = 1, we recover proximal gradient descent as a special case.
I Special Cases: SGD-shift
Suppose thatG(x∗) is known. We will show that a version of SGD-AS converges with linear rate in
such case. Let J0 = G(x∗). Consider the following choice of random operators S, U :
SX = 0 and (∀R) with probability pR : UX = X
∑
j∈R
1
pj
ejej
>.
The resulting algorithm is stated as Algorithm 7.
Algorithm 7 SGD-shift [NEW METHOD]
Require: learning rate α > 0, starting point x0 ∈ Rd, random sampling R ⊆ {1, 2, . . . , n}
for k = 0, 1, 2, . . . do
Sample random Rk ⊆ {1, 2, . . . , n}
gk = 1nG(x
∗)e+
∑
j∈Rk
1
npj
(∇fj(xk)−∇fj(x∗))
xk+1 = proxαψ(x
k − αgk)
end for
Corollary I.1 (Convergence rate of SGD-AS-shift). Suppose that fj isMj-smooth for all j and
suppose that v satisfies (32). Let α = nminj
pj
vj
. Then, iteration complexity of Algorithm 7 is
maxj
(
vj
npjσ
)
log 1 .
Remark I.2. In overparameterized models, one has G(x∗) = 0. In such a case, Algorithm 7
becomes SGD-AS [5], and we recover its tight convergence rate.
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J Special Cases: Loopless SVRG with Arbitrary Sampling (LSVRG)
In this section we extend Loopless SVRG (i.e., LSVRG) from [11, 14] to arbitrary sampling.
The main difference to SAGA is that LSVRG does not update Jk at all with probability 1− ρ. However,
with probability 1− ρ, it sets Jk toG(xk).
Define S and U as follows:
SX =
{
0 w.p. 1− ρ
X w.p. ρ
and (∀R) with probability pR : UX = X
∑
i∈R
1
pj
ejej
>,
where pj = P (j ∈ R).
The resulting algorithm is stated as Algorithm 8.
Algorithm 8 LSVRG (LSVRG [14] with arbitrary sampling) [NEW METHOD]
Require: learning rate α > 0, starting point x0 ∈ Rd, random sampling R ⊆ {1, 2, . . . , n}
Set φ = x0
for k = 0, 1, 2, . . . do
Sample a random subset Rk ⊆ {1, 2, . . . n}
gk = 1n
n∑
j=1
∇fj(φk) +
∑
j∈Rk
1
npj
(∇fj(xk)−∇fj(φk))
xk+1 = proxαψ(x
k − αgk)
Set φk+1 =
{
xk with probabiliy ρ
φk with probabiliy 1− ρ
end for
In order to give tight rates under M-smoothness, we shall consider ESO assumption (32) and
Assumption G.2 (same as for SAGA-AS).
The next corollary shows the convergence result.
Corollary J.1 (Convergence rate of LSVRG). Let α = minj n
4
vj
pj
+σnρ
. Then, iteration complexity of
Algorithm 8 is maxj
(
4
vj
nσpj
+ 1ρ
)
log 1 .
Remark J.2. One can consider a slightly more general setting with SX ={
0 w.p. 1− ρ
X
∑
i∈R′ ejej
> w.p. ρ
, where distribution of R′ ⊆ [n] is arbitrary. Clearly, such
methods is a special case of Algorithm 1, and setting R′ = [n] with probability 1, LSVRG is obtained.
However, in a general form, such algorithm resembles SCSG [17]. However, unlike SCSG, the
described method converges linearly, thus is superior to SCSG.
K Special Cases: Methods with Bernoulli U
Throughout this section, we will suppose that Mj = mId for all j. This is sufficient to establish
strong results. Indeed, Bernoulli U does not allow for an efficient importance sampling and hence
one can’t develop arbitrary sampling results similar to those in Section G.2 or Section Q.
K.1 B2 (Bernoulli S)
Let n = 1. Note that now operators S and U act on d × n matrices, i.e., on vectors in Rd. To
simplify notation, instead ofX ∈ Rd×n we will write x = (x1, . . . , xd) ∈ Rd. Given probabilities
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0 < ρ, δ ≤ 1, let both S and U be Bernoulli (i.e., scaling) sketches:
Sx =
{
0 w.p. 1− ρ
x w.p. ρ
and Ux =
{
0 w.p. 1− δ
1
δx w.p. δ
.
The resulting algorithm is stated as Algorithm 9.
Algorithm 9 B2 [NEW METHOD]
Require: learning rate α > 0, starting point x0 ∈ Rd, probabilities δ ∈ (0, 1] and ρ ∈ (0, 1]
Set φ = x0
for k = 0, 1, 2, . . . do
gk =
{
∇f(φk) w.p. 1− δ
1
δ∇f(xk)−
(
1
δ − 1
)∇f(φk) w.p. δ
xk+1 = proxαψ(x
k − αgk)
Set φk+1 =
{
xk w.p. ρ
φk w.p. 1− ρ
end for
Corollary K.1 (Convergence rate B2). Suppose that f is m-smooth. Let α = 14mδ +σρ . Then, iteration
complexity of Algorithm 9 is
(
4 mσδ +
1
ρ
)
log 1 .
Remark K.2. It is possible to choose correlated S and U without any sacrifice in the rate.
K.2 LSVRG-inv (Right S)
Given a probability scalar 0 < δ ≤ 1, consider choosing operators S and U as follows:
SX = X
∑
j∈R
ejej
> w.p. pR and UX =
{
0 w.p. 1− δ
1
δX w.p. δ.
The resulting algorithm is stated as Algorithm 10.
Algorithm 10 LSVRG-inv [NEW METHOD]
Require: starting point x0 ∈ Rd, random sampling R ⊆ {1, 2, . . . , n}, probability δ ∈ (0, 1] ,
learning rate α > 0
Set φ0j = x
0 for j = 1, 2, . . . , n
for k = 0, 1, 2, . . . do
gk =

1
n
n∑
j=1
∇fj(φkj ) w.p. 1− δ
1
δ∇f(xk)−
(
1
δ − 1
)
1
n
n∑
j=1
∇fj(φkj ) w.p. δ
xk+1 = proxαψ(x
k − αgk)
Sample a random subset Rk ⊆ {1, 2, . . . n}
Set φk+1j =
{
xk j ∈ Rk
φkj j /∈ Rk
end for
Corollary K.3 (Convergence rate of LSVRG-inv). Suppose that each fi is m-smooth. Let α =
minj
1
4mδ +
σ
pj
. Then, iteration complexity of Algorithm 10 is maxj
(
4 mσδ +
1
pj
)
log 1 .
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K.3 SVRCD-inv (Left S)
Let n = 1. Note that now operators S and U act on d×n matrices, i.e., on vectors in Rd. To simplify
notation, instead ofX ∈ Rd×n we will write x = (x1, . . . , xd) ∈ Rd.
Consider again setup where n = 1. Choose operators S and U as follows:
Sx =
∑
i∈L
eiei
>x w.p. pL and Ux =
{
0 w.p. 1− δ
1
δx w.p. δ .
For convenience, let p be the probability vector defined as: pi = P (i ∈ L).
The resulting algorithm is stated as Algorithm 11.
Algorithm 11 SVRCD-inv [NEW METHOD]
Require: starting point x0 ∈ Rd, random sampling L ⊆ {1, 2, . . . , d}, probability δ ∈ (0, 1],
learning rate α > 0
Choose h0 ∈ Rd
for k = 0, 1, 2, . . . do
gk =
{
hk w.p. 1− δ
1
δ∇f(xk)−
(
1
δ − 1
)
hk w.p. δ
xk+1 = proxαψ(x
k − αgk)
Sample a random subset Lk ⊆ {1, 2, . . . d}
Set hk+1 = hk +
∑
i∈Lk
(∇if(xk)− hki )ei
end for
Corollary K.4 (Convergence rate of SVRCD-inv). Suppose that each fj is m-smooth. Let α =
mini
1
4mδ +
σ
pi
. Then, iteration complexity of Algorithm 11 is maxi
(
4 mσδ +
1
pi
)
log 1 .
L Special Cases: Combination of Left and Right Sketches
L.1 RL (right sampling S, left unbiased sampling U)
Consider choosing S and U as follows:
SX = X
∑
j∈R
ejej
> w.p. pR and UX =
∑
i∈L
1
pi
eiei
>X w.p. pL .
The resulting algorithm is stated as Algorithm 12.
Corollary L.1 (Convergence rate of RL). Suppose that each fj isD(mj)-smooth, where mj ∈ Rd
and D(mj)  0. Let α = mini,j
(
4
mji
pi
+ σpj
)−1
. Then, iteration complexity of Algorithm 12 is
maxi,j
(
4
mji
σpi
+ 1pj
)
log 1 .
L.2 LR (left sampling S, right unbiased sampling U)
Consider choosing S and U as follows:
SX =
∑
i∈L
eiei
>X w.p. pL and UX = X
∑
j∈R
1
pj
ejej
> w.p. pR .
The resulting algorithm is stated as Algorithm 13.
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Algorithm 12 RL [NEW METHOD]
Require: starting point x0 ∈ Rd, random sampling L ⊆ {1, 2, . . . , d}, random sampling R ⊆
{1, 2, . . . , n}, learning rate α > 0
Set φ0j = x
0 for each j
for k = 0, 1, 2, . . . do
Sample random Rk ⊆ {1, 2, . . . , n}
Set φk+1j =
{
xk j ∈ Rk
φkj j 6∈ Rk
Sample random Lk ⊆ {1, 2, . . . , d}
gk = 1n
n∑
j=1
∇fj(φkj ) +
∑
i∈Lk
1
pi
(
∇if(xk)− 1n
n∑
j=1
∇ifj(φkj )
)
ei
xk+1 = proxαψ(x
k − αgk)
end for
Algorithm 13 LR [NEW METHOD]
Require: starting point x0 ∈ Rd, random sampling L ⊆ {1, 2, . . . , d}, random sampling R ⊆
{1, 2, . . . , n}, learning rate α > 0
Set h0 = x0 for each j
for k = 0, 1, 2, . . . do
Sample random Lk ⊆ {1, 2, . . . , d}
Set hk+1 = hk +
∑
i∈Lk
(∇if(xk)− hki )ei
Sample random Rk ⊆ {1, 2, . . . , n}
gk = ∇f(hk) + ∑
j∈Rk
1
npj
(∇fj(xk)−∇fj(hk))
xk+1 = proxαψ(x
k − αgk)
end for
Corollary L.2 (Convergence rate of LR). Suppose that each fj is Mj-smooth, and suppose that
v ∈ Rn is such that (32) holds. Let α = mini,j 14vjpj−1+σpi−1 . Then, iteration complexity of
Algorithm 13 is maxi,j
(
4 viσpj +
1
pi
)
log 1 .
M Special Cases: Joint Left and Right Sketches
M.1 SAEGA
Another new special case of Algorithm 1 we propose is SAEGA (the name comes from the combination
of names SAGA and SEGA). In SAEGA, both S and U are fully correlated and consist of right and left
sketch. However, the mentioned right and left sketches are independent. In particular, we have
SX = XLR =
(∑
i∈L
eiei
>
)
X
∑
j∈R
ejej
>
 , L ⊂ [d], R ⊂ [n] are independent random sets.
Next, U is chosen as
UX = S
((
p−1
(
p−1
)>) ◦X)
where pi = P (i ∈ L) and pj = P (j ∈ R). The resulting algorithm is stated as Algorithm 14.
Suppose that for all j ∈ [n],Mj = D(mj)  0 is diagonal matrix11.
11A block diagonal matrixMj with blocks such thatMPS = PSM would work as well
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Algorithm 14 SAEGA [NEW METHOD]
Input: x0 ∈ Rd, random sampling L ⊆ {1, 2, . . . , d}, random sampling R ⊆ {1, 2, . . . , n},
stepsize α
J0 = 0
for k = 0, 1, . . . do
Sample random Lk ⊆ {1, 2, . . . , d} and Rk ⊆ {1, 2, . . . , n}
Compute∇ifj(xk) for all i ∈ Lk and j ∈ Rk
Jk+1ij =
{
∇ifj(xk) i ∈ Lk and j ∈ Rk
Jkij otherwise
gk =
(
Jk +
(
p−1
(
p−1
)>) ◦ (Jk+1 − Jk)) e
xk+1 = proxαψ(x
k − αgk)
end for
Let P ∈ Rn×n be the probability matrix with respect to R-sampling , i.e., Pjj′ = P (j ∈ R, j′ ∈ R).
Corollary M.1. Consider any (elementwise) positive vector q such that D(p)−1PD(p)−1 
D(q)−1. Let α = mini,j
npiqj
4mji+nσ
. Then, iteration complexity of Algorithm 14 is
maxi,j
(
4
mji
σnpiqj
+ 1pi
1
qj
)
log 1 .
M.2 SVRCDG
Next new special case of Algorithm 1 we propose is SVRCDG. SVRCDG uses the same random operator
U as SAEGA. The difference to SAEGA lies in operator S which is Bernoulli random variable:
SX =
{
0 w.p. 1− ρ
X w.p. ρ
, UX = IL:
((
p−1
(
p−1
)>) ◦X) I:R,
where L ⊆ [d], and R ⊆ [n] are independent random sets and pi = P (i ∈ L) and pj = P (j ∈ R).
The resulting algorithm is stated as Algorithm 15.
Algorithm 15 SVRCDG [NEW METHOD]
Input: x0 ∈ Rd, random sampling L ⊆ {1, 2, . . . , d}, random sampling R ⊆ {1, 2, . . . , n},
stepsize α, probability ρ
J0 = 0
for k = 0, 1, . . . do
Sample random Lk ⊆ {1, 2, . . . , d} and Rk ⊆ {1, 2, . . . , n}
Observe∇ifj(xk) for all i ∈ Lk and j ∈ Rk
gk =
(
Jk +
(
p−1
(
p−1
)>) ◦ (ILk: (G(xk)− Jk) I:Rk)) e
xk+1 = proxαψ(x
k − αgk)
Jk+1 =
{
G(xk) with probability ρ
Jk with probability 1− ρ
end for
Suppose that for all j,Mj = D(mj) is diagonal matrix12.
For notational simplicity, denoteM′ ∈ Rd×n to be the matrix with j-th column equal to mj .
LetP ∈ Rn×n be the probability matrix with respect toR - sampling , i.e.,Pjj′ = P (j ∈ R, j′ ∈ R).
12Block diagonalMj with blocks such thatMS = SM would work as well
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Corollary M.2. Consider any (elementwise) positive vector q such that D(p)−1PD(p)−1 
D(q)−1. Let α = mini,j 1
4
m
j
i
piqjn
+ 1ρσ
. Then, iteration complexity of Algorithm 15 is
maxi,j
(
4
mji
σnpiqj
+ 1ρ
)
log 1 .
M.3 ISAEGA (with distributed data)
In this section, we consider a distributed setting from [20]. In particular, [20] proposed a strategy of
running coordinate descent on top of various optimization algorithms such as GD, SGD or SAGA, while
keeping the convergence rate of the original method. This allows for sparse communication from
workers to master.
However, ISAGA (distributed SAGA with RCD on top of it), as proposed, assumes zero gradients at the
optimum which only holds for overparameterized models. It was stated as an open question whether
it is possible to derive SEGA on top of it such that the mentioned assumption can be dropped. We
answer this question positively, proposing ISAEGA (Algorithm 16). Next, algorithms proposed in [20]
only allow for uniform sampling under simple smoothness. In contrast, we develop an arbitrary
sampling strategy for general matrix smoothness13.
Assume that we have T parallel units, each owning set of indices Nt (for 1 ≤ t ≤ T ). Next, consider
distributionsDt over subsets ofNt and distributionsDt over subsets coordinates [d] for each machine.
Each iteration we sample Rt ∼ Dt, Lt ∼ Dt (for 1 ≤ t ≤ T ) and observe the corresponding part of
Jacobian Jk∩t(Lt,Rt). Thus the corresponding random Jacobian sketch becomes
SX = X∩t(Lt,Rt) =
T∑
t=1
(∑
i∈Lt
eiei
>
)
X:Nt
∑
j∈Rt
ejej
>
 .
Next, for each 1 ≤ t ≤ T consider vector pt ∈ Rd, pt ∈ R|Nt| such that P (i ∈ Lt) = pit and
P (j ∈ Rt) = ptj . Given the notation, random operator U is chosen as
UX =
T∑
t=1
((
pt
)−1 ((
pt
)−1)>) ◦
(∑
i∈Lt
eiei
>
)
X:Nt
∑
j∈Rt
ejej
>
 .
The resulting algorithm is stated as Algorithm 16.
Suppose that for all 1 ≤ j ≤ n,Mj = D(mj) is diagonal matrix14. Let Pt ∈ R‖Nt‖×‖Nt‖ be the
probability matrix with respect to Rt - sampling , i.e., Ptjj′ = P (j ∈ Rt, j′ ∈ Rt).
Corollary M.3. For all t consider any (elementwise) positive vector qt such that
D(pt)−1PtD(pt)−1  D(qt)−1. Let α = minj∈Nt,i,t 1
4mji
(
1+ 1
npi
tqt
j
)
+ σ
pi
t q
t
j
. Then, iteration
complexity of Algorithm 16 is maxj∈Nt,i,t
(
4
mji
σ
(
1 + 1
npitqtj
)
+ 1
pitqtj
)
log 1 .
Thus, for all j, it does not make sense to increase sampling size beyond point where pitqtj ≥ 1nas the
convergence speed would not increase significantly15 .
Remark M.4. In special case when Rt = Nt always, ISAEGA becomes ISEGA from [20]. How-
ever [20] assumes that |Nt| is constant in t and Lt = ei with probability 1d . Thus, even special
13We do so only for ISAEGA. However, our framework allows obtaining arbitrary sampling results for ISAGA,
ISEGA and ISGD (with no variance at optimum) as well. We omit it for space limitations
14block diagonalMj with blocks such thatMS = SM would work as well
15For indices i, j, t which maximize the rate from Corollary M.3.
38
Algorithm 16 ISAEGA [NEW METHOD]
Input: x0 ∈ Rd, # parallel units T , each owning set of indices Nt (for 1 ≤ t ≤ T ), distributions
Dt over subsets of Nt, distributions Dt over subsets coordinates [d], stepsize α
J0 = 0
for k = 0, 1, . . . do
for t = 1, . . . , T in parallel do
Sample Rt ∼ Dt; Rt ⊆ Nt (independently on each machine)
Sample Lt ∼ Dt; Lt ⊆ [d] (independently on each machine)
Observe∇Ltfj(xk) for j ∈ Rt
For i ∈ [d], j ∈ Nt set Jk+1i,j =
{
∇ifj(xk) if i ∈ [d], j ∈ Rt, i ∈ Lt
Jki,j otherwise
Send Jk+1:Nt − Jk:Nt to master . Sparse; low communication
end for
gk =
(
Jk +
T∑
t=1
(
pt
−1
pt
−1>) ◦ ((∑i∈Lt eiei>) (Jk+1 − Jk):Nt (∑j∈Rt ejej>))
)
e
xk+1 = proxαψ(x
k − αgk)
end for
case of Corollary M.3 generalizes results on ISEGA from [20]. For completeness, we state ISEGA as
Algorithm 17 and Corollary M.5 provides its iteration complexity.
Algorithm 17 ISEGA (ISEGA [20] with arbitrary sampling) [NEW METHOD]
Input: x0 ∈ Rd, # parallel units T , each owning set of indices Nt (for 1 ≤ t ≤ T ), distributions
Dt over subsets coordinates [d], stepsize α
J0 = 0
for k = 0, 1, . . . do
for t = 1, . . . , T in parallel do
Sample Lt ∼ Dt; Lt ⊆ [d] (independently on each machine)
Observe∇Ltfj(xk) for j ∈ Nt
For i ∈ [d], j ∈ Nt set Jk+1i,j =
{
∇ifj(xk) if i ∈ [d], j ∈ Nt, i ∈ Lt
Jki,j otherwise
Send Jk+1:Nt − Jk:Nt to master . Sparse; low communication
end for
gk =
(
Jk +
∑T
t=1
(
pt
−1
e>
)
◦
((∑
i∈Lt eiei
>) (Jk+1 − Jk)
:Nt
))
e
xk+1 = proxαψ(x
k − αgk)
end for
Corollary M.5. Let α = minj∈Nt,i,t 1
4mji
(
1+ 1
npi
t|Nt|
)
+ σ
pi
t |Nt|
. Then, iteration complexity of Algo-
rithm 16 is maxj∈Nt,i,t
(
4
mji
σ
(
1 + 1npit|Nt|
)
+ 1pit|Nt|
)
log 1 .
N Special Cases: JacSketch
As next special case of GJS (Algorithm 1) we present JacSketch (JS) motivated by [8]. The
algorithm observes every iteration a single right sketch of the Jacobian and constructs operators S,U
in the following fashion:
SX = XR and UX = XRE [R]−1
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Algorithm 18 JS (JacSketch)
1: Parameters: Stepsize α > 0, Distribution D over random projector matricesR ∈ Rn×n
2: Initialization: Choose solution estimate x0 ∈ Rd and Jacobian estimate J0 ∈ Rd×n
3: for k = 0, 1, . . . do
4: Sample realization ofR ∼ D perform sketchesG(xk)R
5: Jk+1 = Jk − (Jk −G(xk)R)
6: gk = 1nJ
ke+ 1n
(
G(xk)− Jk)RE [R]−1 e
7: xk+1 = proxαψ(x
k − αgk)
8: end for
whereR ∈ Rn×n is random projection matrix.
Note that Algorithm 18 differs to what was proposed in [8] in the following points.
• Approach from [8] uses a scalar random variable θR to set UX = θRXR. Instead, we set
E [U ] = XRE [R]−1. This tweak allows Algorithm 1 to recover the tightest known analysis
of SAGA as a special case. Note that the approach from [8] only recovers tight rates for SAGA
under uniform sampling.
• Unlike [8], our setup allows for proximable regularizer, thus is more general.
• Approach from [8] allows projections under a general weighted norm. Algorithm 1 only
allows for non-weighted norm; which is only done for the sake of simplicity as the paper
is already notation-heavy. However, GJS (Algorithm 1) is general enough to alow for an
arbitrary weighted norm.
The next corollary shows the convergence result.
Corollary N.1 (Convergence rate of JacSketch). Suppose that operatorM is commutative with
right multiplication byR always. Consider any B ∈ Rn×n which commutes withR always. Denote
M
1
2 :=

M
1
2
1
. . .
M
1
2
n
 and η := λmax (M 12> (E [RE [R]−1 ee>E [R]−1R]⊗ Id)M 12) .
Let
α =
λmin
(
B>E [R]B
)
4n−1ηλmax (B>E [R]B) + σλmax (B>B)
.
Then, iteration complexity of Algorithm 18 is
4n−1ησ−1λmax
(
B>E [R]B
)
+ λmax
(
B>B
)
λmin (B>E [R]B)
log
1

.
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O Special Cases: Proofs
In this section, we provide the proofs of all corollaries listed in previous sections.
For simplicity, we will use the following notation throughout this section: Γ(X) = U(X)e.
O.1 SAGA methods: Proofs
O.1.1 Setup for Corollary G.1
Note first that the choice of S,U yields
E [S(X)] = 1
n
X
E
[‖Γ(X)‖2] = n2E [〈X>, ejej>ee>ejej>X>〉] = n‖X‖2.
Next, as we have no prior knowledge about G(x∗), let R ≡ I; i.e. Range (R) = Rd×n. Lastly,
consider B operator to be a multiplication with constant β: B(X) = βX.
Thus for (13) we should have
2α
n
m+ β2
(
1− 1
n
)
≤ (1− ασ)β2
and for (14) we should have
2α
n
m+
β2
n
≤ 1
n
.
It remains to notice that choices α = 14m+σn and β
2 = 12 are valid to satisfy the above bounds.
O.1.2 Setup for Corollary G.3
First note that E [S(X)] = XD(p).
Next, due to (34), (33) with choiceY =M 12X (13) and (14) become respectively:
2α
n2
E

∥∥∥∥∥∥
∑
j∈R
pj
−1M
1
2
j Y:j
∥∥∥∥∥∥
2
+ ∥∥∥(I − E [S]) 12 B(Y)∥∥∥2 ≤ (1− ασ)‖B(Y)‖2 (36)
2α
n2
E

∥∥∥∥∥∥
∑
j∈R
pj
−1M
1
2
i Y:i
∥∥∥∥∥∥
2
+ ∥∥∥(E [S]) 12 B(Y)∥∥∥2 ≤ 1
n
‖Y‖2 (37)
Note that
E

∥∥∥∥∥∥
∑
j∈R
pj
−1M
1
2
j Y:j
∥∥∥∥∥∥
2
 = E

∥∥∥∥∥∥
∑
j∈R
M
1
2
j (pj
−1Y:j)
∥∥∥∥∥∥
2
 ≤ n∑
j=1
pj
−1vj‖Y:j‖2
where we used ESO assumption (32) in the last bound above.
Next choose B to be right multiplication withD(b). Thus, for (36) it suffices to have for all j ∈ [n]
2α
n2
vjpj
−1 + b2j (1− pj) ≤ b2j (1− ασ) ⇒
2α
n2
vjpj
−1 + b2jασ ≤ b2jpj
For (37) it suffices to have for all j ∈ [n]
2α
n2
vjpj
−1 + b2jpj ≤
1
n
It remains to notice that choice b2j =
1
2npj
and α = minj
npj
4vj+nσ
is valid.
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O.2 SEGA methods: Proofs
O.2.1 Setup for Corollary H.1
Note that
E [Sx] = 1
d
x
E
[‖Γ(x)‖2] = d2E [〈x, eiei>eiei>x〉] = d‖x‖2.
Next, choose operator B to be constant; in particular Bx = βx. Thus to satisfy (13) it suffices to have
2αdm+ β2
(
1− 1
d
)
≤ β2(1− ασ) ⇒ 2αdm+ ασβ2 ≤ β
2
d
.
To satisfy (14), it suffices to have
2αdm+
β2
d
≤ 1.
It remains to notice that β2 = d2 and α =
1
4md+σd satisfies the above conditions.
O.2.2 Setup for Corollary H.2
Note that
E [S(x)] = D(p)x
and
E
[
‖Γ(x)‖2
]
= ‖x‖2
E
[∑
i∈L
1
pi
eiei>
∑
i∈L
1
pi
eiei>
] = ‖x‖2p−1 .
Let us consider B to be the operator corresponding to left multiplication with matrixD(b): B(x) =
D(b)x. Thus, for (13) it suffices to have for all i
2αmipi
−1 + b2i (1− pi) ≤ b2i (1− ασ) ⇒ 2αmipi−1 + b2iασ ≤ b2i pi
For (14) it suffices to have for all i
2αmipi
−1 + b2i pi ≤ 1
It remains to notice that choice b2i =
1
2pi
and α = mini pi4mi+σ is valid.
O.2.3 Setup for Corollary H.4
Note that
E [S(x)] = ρx
and
E
[
‖Γ(x)‖2
]
= ‖x‖2
E
[∑
i∈L
1
pi
eiei>
∑
i∈L
1
pi
eiei>
] = ‖x‖2p−1 .
Let us consider B to be the operator corresponding to scalar multiplication with β. Thus, for (54) it
suffices to have for all i
2αwipi
−1 + β2(1− ρ) ≤ β2(1− ασ) ⇒ 2αwipi−1 + β2ασ ≤ β2ρ.
For (55) it suffices to have for all i
2αwipi
−1 + β2ρ ≤ 1.
It remains to notice that choice β2 = 12ρ and α = mini
1
4wipi−1+σρ−1
is valid.
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O.3 Setup for Corollary I.1
Choose B to be operator which maps everything into 0. On top of that, by construction we have
R = 0 and thus (13) is satisfied for free. Moreover, from (32) we have (following the steps from
Section O.1.2):
E
[
‖Γ(M 12 (X))‖2
]
≤
n∑
j=1
p−1j vj‖X:j‖2.
Further, due to (33) and (34), to satisfy (14) we shall have
2α
n2
n∑
j=1
p−1j vj‖Y:j‖2 ≤
1
n
‖Y‖2
which simplifies to
2α
n
vj
pj
≤ 1
and thus it suffices to choose α = n2 minj
pj
vj
.
Remark O.1. Factor 2 can be omitted since for Lemma E.6, the second factor is 0 and thus we no
longer need the Jensen’s inequality.
O.4 Setup for Corollary J.1
First note that E [S(X)] = ρX.
Next, due to (34), (33) with choiceY =M 12X (13) and (14) become respectively:
2α
n2
E

∥∥∥∥∥∥
∑
j∈R
pj
−1M
1
2
j Y:j
∥∥∥∥∥∥
2
+ ∥∥∥(I − E [S]) 12 B(Y)∥∥∥2 ≤ (1− ασ)‖B(Y)‖2 (38)
2α
n2
E

∥∥∥∥∥∥
∑
j∈R
pj
−1M
1
2
i Y:i
∥∥∥∥∥∥
2
+ ∥∥∥(E [S]) 12 B(Y)∥∥∥2 ≤ 1
n
‖Y‖2 (39)
Note next that
E

∥∥∥∥∥∥
∑
j∈R
pj
−1M
1
2
j Y:j
∥∥∥∥∥∥
2
 = E

∥∥∥∥∥∥
∑
j∈R
M
1
2
j (pj
−1Y:j)
∥∥∥∥∥∥
2
 ≤ n∑
j=1
pj
−1vj‖Y:j‖2
where we used ESO assumption (32) in the last bound above.
Next choose B to be multiplication with scalar β. Thus, for (38) it suffices to have for all j ∈ [n]
2α
n2
vjpj
−1 + β2(1− ρ) ≤ β2(1− ασ) ⇒ 2α
n2
vjpj
−1 + β2ασ ≤ β2ρ
For (39) it suffices to have for all j ∈ [n]
2α
n2
vjpj
−1 + β2ρ ≤ 1
n
It remains to notice that choice β2 = 12nρ and α = minj
n
4vjpj−1+nσρ−1
is valid.
43
O.5 Methods with Bernoulli U: Proofs
O.5.1 Setup for Corollary K.1
Note first that the choice of S,U yield
E [S(x)] = ρx
E
[‖Γ(x)‖2] = E [‖Ux‖2] = δ−1‖x‖2
Next, consider B operator to be a multiplication with a constant b.
Thus for (13) we should have
2αδ−1L+ b2 (1− ρ) ≤ (1− ασ)b2
and for (14) we should have
2αδ−1L+ ρb2 ≤ 1
It remains to notice that choices α = 14δ−1L+σρ−1 and b
2 = 12ρ are valid to satisfy the above bounds.
O.5.2 Setup for Corollary K.3
Note first that the choice of S,U yields
E [S(X)] = XD(p)
E
[‖Γ(X)‖2] = E [‖U(X)e‖2] = δ−1‖Xe‖2 ≤ δ−1n‖X‖2
Next, as we have no prior knowledge about G(x∗), consider R to be identity operator; i.e.
Range (R) = Rd×n. Lastly, consider B operator to be a right multiplication withD(b).
Thus for (13) we should have
∀j : 2α
n
δ−1m+ ασb2j ≤ b2jpj
and for (14) we should have
∀j : 2α
n
δ−1m+ pjb2j ≤
1
n
It remains to notice that choices α = minj 14δ−1m+σpj−1 and b
2
j =
1
2npj
are valid to satisfy the above
bounds.
O.5.3 Setup for Corollary K.4
Note first that the choice of S,U yields
E [S(x)] = p ◦ x
E
[‖Γ(x)‖2] = E [‖U(x)‖2] = δ−1‖x‖2
Next, as we have no prior knowledge about G(x∗), consider R to be identity operator; i.e.
Range (R) = Rd×n. Lastly, consider B operator to be left multiplication with matrixD(b).
Thus for (13) we should have
∀i : 2αδ−1m+ b2iασ ≤ b2i pi
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and for (14) we should have
2αδ−1m+ pib2i ≤ 1
It remains to notice that choices α = mini 14δ−1m+σpi−1 and b
2
i =
1
2pi−1
are valid to satisfy the
above bounds.
O.6 Combination of left and right sketches (in different operators): Proofs
O.6.1 Setup for Corollary L.1
Note first that the choice of S,U yields
E [S(X)] = XD(p),
E
[‖Γ(X)‖2] = ‖M 12 (X)e‖2D(p−1) ≤ n n∑
j=1
‖MjX:j‖2D(p−1) = n
n∑
j=1
‖X:j‖2D(mj◦p−1).
Let B be right multiplication byD(b). Thus for (13) we should have
∀i, j : 2α
n
mi
jpi
−1 + b2jασ ≤ b2jpj
and for (14) we should have
∀i, j : 2α
n
mi
jpi
−1 + pjb2j ≤
1
n
.
It remains to notice that choices α = mini,j 14mijpi−1+σpj−1 and b
2
j =
1
2pjn
are valid to satisfy the
above bounds.
O.6.2 Setup for Corollary L.2
Note first that the choice of S,U yields
E [S(X)] = D(p)X
E
[‖Γ(X)‖2] ≤ n∑
j=1
pj
−1vj‖X:j‖2
The second inequality is a direct consequence of ESO (which is shown is Section O.1.2).
Let B be left multiplication byD(b). Thus for (13) we should have
∀i, j : 2α
n
vjpj
−1 + b2iασ ≤ b2i pi
and for (14) we should have
∀i, j : 2α
n
vjpj
−1 + pib2i ≤
1
n
It remains to notice that choices α = mini,j 14vjpj−1+σpi−1 and b
2
i =
1
2pin
are valid to satisfy the
above bounds.
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O.7 Joint Sketches: Proofs
O.7.1 Setup for Corollary M.1
For notational simplicity, denoteM′
1
2 ∈ Rd×n to be the matrix with j-th column equal to (element-
wise) square root of mj . We have
E [S(X)] = (pp>) ◦X
and
E
[
‖Γ(M 12X)‖2
]
= E

∥∥∥∥∥∥
(p−1p−1>) ◦
(∑
i∈L
eiei
>
)
(M
′ 1
2 ◦X)
∑
j∈R
ejej
>
 e
∥∥∥∥∥∥
2

= E

∥∥∥∥∥∥
 ∑
i∈L,j∈R
eiej
>
 ◦ (p−1p−1>) ◦M′ 12 ◦X
 e
∥∥∥∥∥∥
2

= E
∥∥∥∥∥
(∑
i∈L
eiei
>
)((
p−1p−1
>) ◦M′ 12 ◦X) eR
∥∥∥∥∥
2

= ER
[∥∥∥((p− 12 p−1>) ◦M′ 12 ◦X) eR∥∥∥2]
= ER
[
Trace
(((
p−
1
2 p−1
>) ◦M′ 12 ◦X) IR,R((p− 12 p−1>)> ◦M′ 12> ◦X>))]
= Trace
(((
p−
1
2 p−1
>) ◦M′ 12 ◦X)P((p− 12 p−1>)> ◦M′ 12> ◦X>))
= Trace
(((
p−
1
2 e>
)
◦M′ 12 ◦X
)
D(p)−1PD(p)−1
((
p−
1
2 e>
)>
◦M′ 12> ◦X>
))
≤ Trace
(((
p−
1
2 e>
)
◦M′ 12 ◦X
)
D(q)−1
((
p−
1
2 e>
)>
◦M′ 12> ◦X>
))
=
∥∥∥X ◦M′ 12 ◦ (p− 12 q− 12>)∥∥∥2 . (40)
Next, choose operator B to be such that B(X) := B ◦X for B ∈ Rd×n. Thus, for (13) and (14) we
shall have respectively
∀i, j : 2α
n2
(
mji
piqj
)
+B2i,jασ ≤ B2ijpiqj
and
∀i, j : 2α
n2
(
mji
piqj
)
+B2ijpiqj ≤
1
n
.
It remains to choose B2i,j =
1
2npiqj
and α = mini,j
npiqj
4mji+nσ
.
O.7.2 Setup for Corollary M.2
We have
E [S(X)] = ρX.
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Next, choose operator B to be such that B(X) := β ◦X for scalar β which would be specified soon.
Proceeding with bound (40), for (13) and (14) we shall have respectively
∀i, j : 2α
n2
(
mji
piqj
)
+ β2ασ ≤ β2ρ
and
∀i, j : 2α
n2
(
mji
piqj
)
+ β2ρ ≤ 1
n
.
It remains to choose β2 = 12nρ and α = mini,j
1
4
m
j
i
npiqj
+ρ−1σ
.
O.7.3 Setup for Corollary M.3
For notational simplicity, denoteM′ ∈ Rd×n to be a matrix with j-th column equal to mj .
Let Γt(X:Nt) =
(
pt
−1
pt
−1>) ◦ ((∑i∈Lt eiei>)X:Nt (∑j∈Rt ejej>)) eNt . Thus
E [S(X)] =
T∑
t=1
(
ptpt
>) ◦X:Nt
and
E
[‖Γ(X)‖2] = E
∥∥∥∥∥
T∑
t=1
Γt(X:Nt)
∥∥∥∥∥
2

= E
∥∥∥∥∥
T∑
t=1
Γt(X:Nt)− E
[
T∑
t=1
Γt(X:Nt)
]∥∥∥∥∥
2
+ ∥∥∥∥∥E
[
T∑
t=1
Γt(X:Nt)
]∥∥∥∥∥
2
= E
∥∥∥∥∥
T∑
t=1
(Γt(X:Nt)−X:NteNt)
∥∥∥∥∥
2
+ ‖Xe‖2
=
T∑
t=1
E
[
‖Γt(X:Nt)−X:NteNt‖2
]
+ ‖Xe‖2
≤
T∑
t=1
E
[
‖Γt(X:Nt)‖2
]
+ ‖Xe‖2
≤
T∑
t=1
E
[
‖Γt(X:Nt)‖2
]
+ n ‖X‖2 . (41)
Using the bounds from Section O.7.1 we further get
E
[
‖Γ(M 12X)‖2
] (41)+(40)
≤
T∑
t=1
∥∥∥∥X:Nt ◦ (pt− 12 qt− 12>) ◦M′:Nt∥∥∥∥2 + n ‖M′ ◦X‖2 .
Next, choose operatorB to be such that for anyX: B(X) := B ◦X where B ∈ Rd×n. Thus, for (13)
and (14) we shall have respectively
∀i, t, j ∈ Nt : 2α
n2
mji
(
1
pitqtj
+ n
)
+B2i,jασ ≤ B2i,jpitqtj
and
∀i, t, j ∈ Nt : 2α
n2
mji
(
1
pitqtj
+ n
)
+B2i,jpi
tqtj ≤
1
n
.
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It remains to choose B2i,j =
1
2nptqtj
and α = minj∈Nt,i,t
1
4mji
(
1+ 1
nptqt
j
)
+ σ
ptqt
j
.
O.8 Setup for Corollary N.1
Let x be column-wise vectorization ofX. Note that
Γ(M 12 (X)) =M 12 (X)RE [R]−1 e =
(
e>E [R]−1R⊗ Id
)
M
1
2
1
. . .
M
1
2
n
x.
Thus
E
[∥∥∥Γ(M 12 (X))∥∥∥2] ≤ ‖X‖2η.
Let B(X) = βXB. Thus, we have
(1− ασ) ‖BX‖2 −
∥∥∥(I − E [S]) 12 BY∥∥∥2 = β2Trace (XB>(E [R]− ασI)BX>)
≤ β2λmin
(
B>(E [R]− ασI)B) ‖X‖2
≤ β2 (λmin (B>E [R]B)− ασλmax (B>B)) ‖X‖2.
Further,∥∥∥(E [S]) 12 BM† 12X∥∥∥2 = β2Trace (XB>E [R]BX>) ≤ β2‖X‖2λmax (B>E [R]B) .
Using the derived bounds together with (34), (33), for conditions (13) and (14) it suffices to have:
2α
n2
η + β2ασλmax
(
B>B
) ≤ β2λmin (B>E [R]B) , (42)
and
2α
n2
η + β2λmax
(
B>E [R]B
) ≤ 1
n
. (43)
It remains to notice that choices β2 = 1
2nλmax(B>E[R]B) and
α =
λmin
(
B>E [R]B
)
4n−1ηλmax (B>E [R]B) + σλmax (B>B)
are valid.
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P Tighter Rates for Left U by Exploiting Prox
In order to obtain the tightest possible convergence rate, considerW to be such projection matrix
operator that for all k we have
W(xk) = xk and W(x∗) = x∗. (44)
We would also require the proximal operator to be contractive underW.
Assumption P.1. Suppose that for all x, y
‖ proxαψ(x)− proxαψ(y)‖2 ≤ ‖x− y‖2W (45)
Remark P.2. If W is identity, Assumption P.1 holds since ψ is convex. Most of the results of the
paper useW as identity. However, exploiting a structure of ψ to design non-trivialW can speed up
Algorithm 1, especially when it comes to U being left sketch. Specifically, exploitingW for a specific
instance of SEGA yields SAGA-AS, see Section R.
We state a generalization of Theorem 5.2 which takes into considerationW.
Theorem P.3 (Extension of Theorem 5.2). Consider a setup from Theorem 5.2 and suppose that
Assumption P.1 holds.
Next, let α and B are such that for everyX ∈ Rd×n we have
2α
n2
E
[
‖UXe‖2W
]
+
∥∥∥(I − E [S]) 12 BM†X∥∥∥2 ≤ (1− ασ)∥∥BM†X∥∥2 (46)
and for anyX ∈ Range (R)⊥
2α
n2
E
[
‖UXe‖2W
]
+
∥∥∥(E [S]) 12 BM†X∥∥∥2 ≤ 1
n
∥∥M†X∥∥2 . (47)
Proof: For simplicity of notation, in this proof, all expectations are conditional on xk, i.e., the
expectation is taken with respect to the randomness of gk.
Since
x∗ = proxαψ(x
∗ − α∇f(x∗)), (48)
and since the prox operator is non-expansive, we have
E
[∥∥xk+1 − x∗∥∥2] (48)= E [∥∥proxαψ(xk − αgk)− proxαψ(x∗ − α∇f(x∗))∥∥2]
(45)+(44)
≤ E
[∥∥xk − x∗ − αW(gk −∇f(x∗))∥∥2]
(8)
=
∥∥xk − x∗∥∥2 − 2α 〈∇f(xk)−∇f(x∗), xk − x∗〉
+α2E
[∥∥gk −∇f(x∗)∥∥2
W
]
(10)+(15)
≤ (1− ασ)∥∥xk − x∗∥∥2 + α2E [∥∥gk −∇f(x∗)∥∥2
W
]
−2αDf (xk, x∗). (49)
Since f(x) = 1n
∑n
i=1 fi(x), in view of (15) and (19) we have
Df (x
k, x∗) (15)=
1
n
n∑
i=1
Dfi(x
k, x∗)
(19)
≥ 1
2n
n∑
i=1
∥∥∇fi(xk)−∇fi(x∗)∥∥2M†i
=
1
2n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2 . (50)
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By combining (49) and (50), we get
E
[∥∥xk+1 − x∗∥∥2] ≤ (1− ασ)∥∥xk − x∗∥∥2 + α2E [∥∥gk −∇f(x∗)∥∥2
W
]
−α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2 .
Next, applying Lemma E.6 withQ = W leads to the estimate
E
[∥∥xk+1 − x∗∥∥2] ≤ (1− ασ)∥∥xk − x∗∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2
+
2α2
n2
E
[∥∥U (G(xk)−G(x∗)) e∥∥2
W
]
+
2α2
n2
E
[∥∥U (Jk −G(x∗)) e∥∥2
W
]
. (51)
Adding α-multiple of (31) for C =M†
1
2 to (51) yields
E
[∥∥xk+1 − x∗∥∥2]+ αE [∥∥∥B (M† 12 (Jk+1 −G(x∗)))∥∥∥2]
≤ (1− ασ)∥∥xk − x∗∥∥2 + 2α2
n2
E
[∥∥U (G(xk)−G(x∗)) e∥∥2
W
]
+
2α2
n2
E
[‖U(Jk −G(x∗))e‖2W]+ α ∥∥∥(I − E [S]) 12 (B (M† 12 (Jk −G(x∗))))∥∥∥2
+α
∥∥∥E [S] 12 (B (M† 12 (G(xk)−G(x∗))))∥∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2
(46)
≤ (1− ασ)∥∥xk − x∗∥∥2 + (1− ασ)αE [∥∥∥B (M† 12 (Jk −G(x∗)))∥∥∥2]
+
2α2
n2
E
[‖U(G(xk)−G(x∗))e‖2W]+ α ∥∥∥E [S] 12 (B (M† 12 (G(xk)−G(x∗))))∥∥∥2
−α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2
(47)
≤ (1− ασ)
(∥∥xk − x∗∥∥2 + αE [∥∥∥B (M† 12 (Jk −G(x∗)))∥∥∥2]) .
Above, we have used (46) withY = (Jk −G(x∗)) and (47) withY = (G(xk)−G(x∗)).
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Q Even faster rates for SEGA
In this section we exploit a tighter convergence analysis from Section P for SEGA. In short, Sec-
tion P assumes existence of projection matrix W such that ∀k : W(xk) = xk,W(x∗) = x∗ and
‖ proxαψ(x)− proxαψ(y)‖2 ≤ ‖x− y‖2W, and exploits this correspondingly.
We also extend the analysis of SEGA to block diagonal sketches. In particular, conisder partition of
[d] into sets Nt for 1 ≤ t ≤ T and smoothness matrix M which is block diagonal with respect to
blocks Nt 16. Therefore, S andM†
1
2 commute.
In order to provide tight convergence analysis under M smoothness, we shall consider vector
w =
∑d
i=1 eiwi such that
M
1
2E
[∑
i∈L
1
pi
eiei
>W
∑
i∈L
1
pi
eiei
>
]
M
1
2  D(p−1 ◦ w), (52)
and assume that for all k (analogously to (34) and (33))
hk −∇f(x∗) ∈ Range (M) and ∇f(xk)−∇f(x∗) ∈ Range (M) . (53)
Corollary Q.1. Iteration complexity of Algorithm 5 with α = mini pi4wi+σ is maxi
(
4wi+σ
piσ
)
log 1 .
Corollary Q.1 indicates up to constant factor optimal choice wi ∝ pi.
Remark Q.2. Corollary Q.1 provides worse bound than results of standard coordinate descent
using ESO inequality. It remains open question whether such results can be obtained for SEGA. We
conjecture that the RCD rates with ESO might not be achievable as RCD, unlike SEGA, relies heavily
on sparse updates. However, the convergence rate coincides RCD with ESO ifM is diagonal (or block
diagonal).
Q.1 Setup for Corollary Q.1
Note that
E [S(x)] = D(p)x
Next, (52) implies
E
[∥∥∥Γ(M 12x)∥∥∥2] = ‖x‖2
M
1
2 E[
∑
i∈L pi−1eiei>W
∑
i∈L pi−1eiei>]M
1
2
≤ ‖x‖2p−1◦w.
Thanks to (53), in order to satisfy (13) and (14) it remains to have (we substituted y = M†
1
2x):
2α‖y‖2p−1◦w +
∥∥∥(I − E [S]) 12 B(y)∥∥∥2 ≤ (1− ασ)‖B(y)‖2 (54)
2α‖y‖2p−1◦w +
∥∥∥(E [S]) 12 B(y)∥∥∥2 ≤ ‖y‖2 (55)
Let us consider B to be the operator corresponding to the left multiplication with matrixD(b). Thus
for satisfy (13) it suffices to have for all i ∈ [d]:
2αmipi
−1 + b2i (1− pi) ≤ b2i (1− ασ) ⇒ 2αmipi−1 + b2iασ ≤ b2i pi
For (14) it suffices to have for all i ∈ [d]
2αmipi
−1 + b2i pi ≤ 1
It remains to notice that choice b2i =
1
2pi
and α = mini pi4mi+σ is valid.
16This is a special case of Algorithm 5 when index i ∈ Nt is sampled if and only if whole blockNt is sampled
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R SAGA with Arbitrary Sampling via SEGA
Let x1, . . . , xn ∈ Rd and define x′ = [x>1 , . . . , x>n ]>. Let Ix1=···=xn to be indicator function of the
set x1 = · · · = xn. Suppose that f ′(x′) = 1n
∑n
j=1 fj(xj), ψ
′(x′) = Ix1=···=xn(x).
Then, unregularized instance of (1) and problem
min
x′∈Rnd
f ′(x′) + ψ′(x′). (56)
are equivalent. For convenience, define Sj := {(d− 1)j + 1, (d− 1)j + 2, . . . , (d− 1)(j + 1)} and
consider arbitrary sampling R over sets Sj (for 1 ≤ j ≤ n).
Lemma R.1. Assume that f is σ strongly convex and for all j, fj isMj-smooth. Then, f ′ satisfies
Assumption 5.1 with σ′ = σn and M =
1
nD(Mj). Let W :=
1
nee
> ⊗ Id. For SEGA-AS applied
on (56) with sampling R, condition (44) and Assumption (P.1) holds. Further, running SEGA with R-
sampling (Algorithm 5) on (56) is equivalent to running SAGA (Algorithm 3) on f and conditions (32)
and (52) are identical with w = vn−2. Lastly, conditions (34)+(33) and (53) are identical as well.
As a direct consequence of Lemma R.1, we obtain the next corollary.
Corollary R.2. Corollary G.3 for SAGA applied on the unregularized instance of (1) is identical to
Corollary Q.1 for SEGA applied on (56) with R-sampling.
Remark R.3. Similarly, it can be shown that LSVRG is a special instance of SVRCD, and the analogy
of Corollary H.4 via Theorem P.3 (analogy of Corollary H.2 for SEGA) recovers Corollary J.1.
R.1 Proof of Lemma R.1
Clearly, proxαψ x
′ = Wx′ thusW(x′∗) = x′∗, for all k: Wx′k = x′k and Assumption (P.1) holds
with equality. Next for all x′, y′ ∈ Range (W) we have
f ′(x′) = f ′(W(x′)) =
1
n
n∑
j=1
fj(x) ≥ 1
n
n∑
j=1
fj(y) +
〈
∇
 1
n
n∑
j=1
fj(y)
 , x− y〉+ σ
2
‖x− y‖2
= f(y′) + 〈∇f(y′), x′ − y′〉+ σ
2n
‖x′ − y′‖2.
Similarly
f ′(x′) =
1
n
n∑
j=1
fj(x) ≤ 1
n
n∑
j=1
fj(y) +
〈
∇
 1
n
n∑
j=1
fj(y)
 , x− y〉+ n∑
j=1
1
2n
‖x− y‖2Mj
= f ′(y′) + 〈∇f ′(y′), x′ − y′〉+ 1
2n
‖x′ − y′‖2M.
It remains to notice the equivalence of SEGA and SAGA, which follows directly as updates on hk are
identical to updates on∇fj(φkj ) from SAGA.
To show the equivalence of (32) and (52), we shall start with LHS of (52):
h′>M
1
2E
[∑
i∈R
pi
−1eiei>W
∑
i∈R
pi
−1eiei>
]
M
1
2h′ =
1
n2
E
∥∥∥∥∥∑
i∈R
M
1
2
i pi
−1h′i
∥∥∥∥∥
2

which is exactly LHS of (32) with hi = p−1i h
′
i; and corresponding RHSs are matching as well. Thus
we indeed have w = vn−2. Lastly, (34)+(33) and (53) are clearly identical in this case.
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S Convergence Under Strong Growth Condition
In this section, we extend the result of Algorithm 1 to the case when F := f + ψ satisfies a strong
growth condition instead of quasi strong convexity. Note that strong growth is weaker (more general)
than quasi strong convexity [13].
Suppose that X ∗ is a set of minimizers of convex function F . Clearly, X ∗ must be convex. Define
[x]∗ to be a projection of x onto X ∗.
Assumption S.1. Suppose that F satisfies strong growth, i.e. for every x:
F (x)− F ([x]∗) ≥ σ
2
‖x− [x]∗‖2. (57)
S.1 Technical proposition and lemma
In order to establish the convergence results, it will be useful to establish Proposition S.2 and
Lemma S.3.
Proposition S.2. [36, 26] Let f beM-smooth and suppose that (57) holds. Suppose that xk+1 =
xk − αgk where E [gk] = ∇f(xk) and α ≤ 13λmax(M) . Then
Ek
[∥∥∥xk+1 − [xk+1]∗∥∥∥2] ≤ 1
1 + σα
Ek
[∥∥∥xk − [xk]∗∥∥∥2]+ 2α2
1 + σα
Ek
[∥∥gk −∇f (xk)∥∥2] .
Lemma S.3. For any x∗ ∈ X ∗ we have
E
[‖gk −∇f(xk)‖2] ≤ 2
n2
E
[∥∥U(G(x∗)− Jk)e∥∥2]+ 2
n2
E
[∥∥U(G(xk)−G(x∗))e∥∥2] . (58)
Proof:
E
[‖gk −∇f(xk)‖2]
= E
[∥∥∥∥ 1nJke− 1nU(G(xk)− Jk)e− 1nG(xk)e
∥∥∥∥2
]
=
1
n2
E
[∥∥(Jk −G(x∗))e− U(G(x∗)− Jk)e+ U(G(xk)−G(x∗))e+ (G(x∗)−G(xk))e∥∥2]
≤ 2
n2
E
[∥∥(Jk −G(x∗))e− U(G(x∗)− Jk)e∥∥2]
+
2
n2
E
[∥∥U(G(xk)−G(x∗))e+ (G(x∗)−G(xk))e∥∥2]
≤ 2
n2
E
[∥∥U(G(x∗)− Jk)e∥∥2]+ 2
n2
E
[∥∥U(G(xk)−G(x∗))e∥∥2] .
Lastly, it is necessary to assume the null space consistency of solution set X ∗ underM smothness. A
similar assumption was considered in [26].
Assumption S.4. For any x∗, y∗ ∈ X we have
M†
1
2G(x∗) =M†
1
2G(y∗). (59)
S.2 Theorem
We next state the convergence result of Algorithm 1 under strong growth condition.
Theorem S.5. Suppose that (57) holds. Let B be any linear operator commuting with S , and assume
M†1/2 commutes with S. Let R be any linear operator for which R(Jk) = R(G(x∗)) for every
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k ≥ 0. Define the Lyapunov function Ψk as per (12) for any x∗ ∈ X ∗. Suppose that α ≤ 1λmax(M)
and B are chosen so that
2α
n2
(
3 + σα
1 + σα
)
E
[
‖UXe‖2
]
+
∥∥∥(I − E [S]) 12 BM† 12X∥∥∥2
≤
(
1− ασ
2 + 2ασ
)∥∥∥BM† 12X∥∥∥2 (60)
wheneverX ∈ Range (R)⊥ and
2α
n2
(
3 + σα
1 + σα
)
E
[
‖UXe‖2
]
+
∥∥∥(E [S]) 12 BM† 12X∥∥∥2 ≤ 1
n
∥∥∥M† 12X∥∥∥2 (61)
for allX ∈ Rd×n. Then for all k ≥ 0, we have
E
[
Ψk
] ≤ (1− ασ
2 + 2ασ
)k
Ψ0.
Proof:
Consider any x∗ ∈ X ∗. Due to non-expansiveness of the prox operator we have
E
[∥∥xk+1 − [xk+1]∗∥∥2
2
]
≤ E
[∥∥xk+1 − [xk]∗∥∥2
2
]
(26)
= E
[∥∥proxαψ(xk − αgk)− proxαψ([xk]∗ − α∇f([xk]∗))∥∥22]
≤ E
[∥∥xk − αgk − ([xk]∗ − α∇f([xk]∗))∥∥2
2
]
=
∥∥xk − [xk]∗∥∥2
2
− 2α 〈∇f(xk)−∇f([xk]∗), xk − [xk]∗〉
+α2E
[∥∥gk −∇f([xk]∗)∥∥2
2
]
(17)
≤ ∥∥xk − [xk]∗∥∥2
2
− 2α
n
∥∥∥M† 12 (G(xk)−G([xk]∗))∥∥∥2
+α2ED
[∥∥gk −∇f([xk]∗)∥∥2
2
]
.
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Combining the above bound with Proposition S.2 yields
E
[∥∥xk+1 − [xk+1]∗∥∥2
2
]
≤
(
1
2 + 2ασ
+
1
2
)∥∥∥xk − [xk]∗∥∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G([xk]∗))∥∥∥2
+
1
2
α2E
[∥∥∥gk −∇f ([xk]∗)∥∥∥2]+ α2
1 + σα
E
[∥∥gk −∇f (xk)∥∥2]
≤
(
ασ + 2
2 + 2ασ
)∥∥∥xk − [xk]∗∥∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G([xk]∗))∥∥∥2
+
1
2
α2E
[∥∥∥gk −∇f ([xk]∗)∥∥∥2]+ α2
1 + σα
E
[∥∥gk −∇f (xk)∥∥2]
(58)
≤
(
ασ + 2
2 + 2ασ
)∥∥∥xk − [xk]∗∥∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G([xk]∗))∥∥∥2
+
2α2
n2(1 + σα)
(
E
[∥∥U(G(x∗)− Jk)e∥∥2]+ E [∥∥U(G(xk)−G(x∗))e∥∥2])
+
1
2
α2E
[∥∥∥gk −∇f ([xk]∗)∥∥∥2]
(24)
≤
(
ασ + 2
2 + 2ασ
)∥∥∥xk − [xk]∗∥∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G([xk]∗))∥∥∥2
+
α2
n2
(
2
1 + σα
+ 1
)(
E
[∥∥U(G(x∗)− Jk)e∥∥2]+ E [∥∥U(G(xk)−G(x∗))e∥∥2])
(59)
≤
(
ασ + 2
2 + 2ασ
)∥∥∥xk − [xk]∗∥∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2
+
α2
n2
(
2
1 + σα
+ 1
)(
E
[∥∥U(G(x∗)− Jk)e∥∥2]+ E [∥∥U(G(xk)−G(x∗))e∥∥2]) .
Since, by assumption, both B andM†
1
2 commute with S, so does their composition A := BM†
1
2 .
Applying Lemma E.5, we get
E
[∥∥∥BM† 12 (Jk+1 −G(x∗))∥∥∥2] = ∥∥∥(I − E [S]) 12BM† 12 (Jk −G(x∗))∥∥∥2
+
∥∥∥E [S] 12 BM† 12 (G(xk)−G(x∗))∥∥∥2 . (62)
Adding α multiple of (62) to the previous bounds yields
E
[∥∥xk+1 − [xk+1]∗∥∥2
2
]
+ αE
[∥∥∥BM† 12 (Jk+1 −G(x∗))∥∥∥2]
≤
(
1− ασ
2 + 2ασ
)∥∥∥xk − [xk]∗∥∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2
+
α2
n2
(
3 + σα
1 + σα
)(
E
[∥∥U(G(x∗)− Jk)e∥∥2]+ E [∥∥U(G(xk)−G(x∗))e∥∥2])
+α
∥∥∥(I − E [S]) 12BM† 12 (Jk −G(x∗))∥∥∥2 + α ∥∥∥E [S] 12 BM† 12 (G(xk)−G(x∗))∥∥∥2
(61)
≤
(
1− ασ
2 + 2ασ
)∥∥∥xk − [xk]∗∥∥∥2 + α2
n2
(
3 + σα
1 + σα
)
E
[∥∥U(G(x∗)− Jk)e∥∥2]
+α
∥∥∥(I − E [S]) 12BM† 12 (Jk −G(x∗))∥∥∥2
(60)
≤
(
1− ασ
2 + 2ασ
)(∥∥∥xk − [xk]∗∥∥∥2 + α ∥∥∥BM† 12 (Jk −G(x∗))∥∥∥2) .
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Remark S.6. Since 2 + 2ασ = O(1) and 3σα1+σα = O(1) the convergence rate under strong growth
provided by Theorem S.5 is of the same order as the convergence rate under quasi strong convexity
(Theorem 5.2).
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