In [19] [20] , we have established the existence and singularity structures of low regularity solutions to the semilinear generalized Tricomi equations in the degenerate hyperbolic regions and to the higher order degenerate hyperbolic equations, respectively. In the present paper, we shall be concerned with the low regularity solution problem for the semilinear mixed type equation
Introduction
In [19] [20] , we have established the existence and singularity structures of low regularity solutions to the semilinear generalized Tricomi equations in the hyperbolic regions and to the higher order degenerate hyperbolic equations, respectively. In the present paper, we have a further study on the existence and regularities of solutions to the following n-dimensional semilinear generalized Tricomi equation in the mixed type domain R × R n ∂ 2 t u − t 2l−1 ∆u = f (t, x, u), (t, x) ∈ R × R n , u(0, x) = ϕ(x), x ∈ R n , (
where l ∈ N, x = (x 1 , ..., x n ), n ≥ 2, ∆ =
, f (t, x, u) is C 1 smooth in its arguments and has a compact support E on the variable x. Moreover, for any T > 0, there exists C T > 0 such that for (t, x, u) ∈ [−T, T ] × E × R, |f (t, x, u)| ≤ C T (1 + |u|) µ and |∂ u f (t, x, u)| ≤ C T (1 + |u|) max{µ−1,0} ,
2)
where C T > 0 is a constant depending only on T , and the exponent µ ≥ 0 fulfills
Here we point out that the number p 0 defined in (1.3) comes from the Sobolev imbedding formula
. Thus (1.2) and (1.3) mean that the nonlinearity f in (1.1) admits a "subcritical" growth on the variable u. In addition, we shall illustrate that the scope of the exponent µ for solving the problem (1.1) is closely related to the number Q 0 ≡ 1 + n(2l + 1) 2 . In the terminology of [16] and the references therein, Q 0 is called the homogeneous dimension corresponding to the degenerate elliptic operator ∂ 
One can see Remark 4.1 and the related explanations below (4.7) in §4, respectively.
Remark 1.2. For l = 1, (1.1) is the well-known semilinear Tricomi equation ∂
2 t u − t∆u = f (t, x, u). When an initial data u(0, x) = ϕ(x) ∈ H s (R n ) with s > n 2 is given and the crucial assumption of suppf ⊂ {t ≥ 0} is posed (namely, f ≡ 0 holds in t ≤ 0, which means that the related Tricomi equation is linear in the elliptic region {t ≤ 0}), M. Beals in [2] shows that the problem (1.1) has a regular solution u ∈ C((−∞, T ],
6 (R n )) for some constant T > 0. Here we point out that the key assumption of suppf ⊂ {t ≥ 0} in [2] has been removed as well as the local existence of low regularity solutions is established in our present paper.
Remark 1.3. If the initial data ϕ(x) ∈ L
∞ (R n ) ∩ H s (R n ) for n = 2, 3 and s ≥ 0 is given, then we can remove all the assumptions in (1.2) - (1.3) . In fact, in this case, from the proof procedure in §4, we can derive that the solution u(t, x) of (1.1) satisfies: u(t, x), ∂ t u(t, [1] [2] [3] [4] [5] , [7] , [19] [20] , [25] [26] [14] establish the existence and uniqueness of weak solutions. Here our focus in Theorem 1.1 is on the existence of the low regularity solution to the semilinear problem (1.1) in the mixed type region R × R n .
and the references therein). For the linear Tricomi equation in the mixed type region, when the closed boundary value is given, the authors in

Remark 1.7. For the linear Tricomi equation ∂ 2
x u − x∂ 2 y u = 0 with an initial data u(0, y) = u 0 (y), its solvability in the whole region R 2 has some very important practical applications in the continuous transonic gas dynamics of isentropic and irrotational flows. Indeed, once the solution u is found, one can seek out the corresponding de Laval nozzle walls through its streamlines and then the required position of the sonic curve (corresponding to the lone {x = 0} in the hodograph plane) in the de Laval nozzle can be determined (more introductions on this physical background can be found in [12] and so on).
For n = 1, l = 1 and f (t, x, u) ≡ 0, the equation in (1.1) becomes the classical Tricomi equation which arises in transonic gas dynamics and has been extensively investigated in bounded domain with suitable boundary conditions from various viewpoints (one can see the review paper [18] and the references therein). For l = 1 and n = 2, with respect to the equation
, under the crucial assumption of suppf ⊂ {t ≥ 0}, M. Beals in [2] established the local existence of the solution
6 (R n )) for some T > 0, moreover the H s (R n ) conormal regularity of u with respect to the characteristic surfaces x 1 = ± 2 3 t 3 2 was also obtained in [2] . For more general nonlinear degenerate hyperbolic equations with discontinuous initial data, the authors in [19] [20] obtained the local existence of low regularity solutions. In the present paper, we focus on the low regularity solution problem for the semilinear generalized Tricomi equation with an initial data u(0, x) in the mixed type region R × R n . We now comment on the proof of Theorem 1.1. In order to establish the existence and regularity of the solution to (1.1) with an initial data u(0, x) = ϕ(x), we first consider the linear equation
). Subsequently, we set w = u − v and get a second order nonlinear degenerate equation of w from (1.1) in the domain {t ≤ 0}. By utilizing some delicate harmonic analysis methods (e.g., Calderón-Zygmund decomposition, interpolation, multiplier, fractional integral, and so on) as in [8] [9] , we can establish some suitably weighted W 2,p (R + × R n ) estimates on w and further obtain the solvability of w in {t ≤ 0} by the fixed point principle. From this, one can get another initial data ∂ t u(0, x), which is necessary to solve (1.1) in the degenerate hyperbolic region {t ≥ 0}. Finally by using some techniques in degenerate hyperbolic equations (see [19] [20] , [25] [26] and the references therein), we can establish the solvability and regularity of the solution u to (1.1) in the domain {t ≥ 0}. Then a local solution u in the mixed type domain R × R n could be obtained by patching the two solutions got in the degenerate elliptic domain and the degenerate hyperbolic domain separately. This paper is organized as follows. In §2, we will give some preliminary results and useful estimates on the solutions to the linear degenerate elliptic equation
, where m ∈ N and t ≥ 0. In §3, we establish more general weighted W 2,p estimates of the solutions to the equation
Here we emphasize that such weighted estimates also admit independent interests in the degenerate elliptic equations. Based on the results in §2 and §3, we can show the local existence and regularity of (1.1) in the degenerate elliptic region {t ≤ 0} in §4. Moreover, we may obtain ∂ t u(0, x) from Theorem 4.1 in §4. Together with the initial data u(0, x), we can solve (1.1) locally in the hyperbolic region {t ≥ 0} in §5, and subsequently complete the proof of Theorem 1.1 in §6.
Some preliminaries and W
2,p estimates for the inhomogeneous generalized Tricomi equation
In this section, we mainly study the W 2,p regularity of the solution u(t, x) to the linear generalized Tricomi equation ∂ 2 t u + t m ∆u = t m g(t, x) with the boundary value u(0, x) = 0 for t ≥ 0, m ∈ N and g(t, x) ∈ L p (R + × R n ) (1 < p < ∞). To this end, we require to apply some harmonic analysis tools (e.g., Calderón-Zygmund decomposition, generalized Hörmander's multiplier theorem and so on) and some properties of modified Bessel functions. The so-called modified Bessel function K ν (t) = ∞ 0 e −t cosh z cosh(νz)dz (ν ∈ R) is a solution to the equa- [6] , [23] and so on). As in [8] [9] , set λ(t) = C 1
2 ) for t > 0 and m ∈ N. Then a direct verification yields Lemma 2.1. For t ≥ 0, (i) λ(t) is a solution to the equation u ′′ (t) − t m u(t) = 0 with u(0) = 1 and u(+∞) = 0.
(ii) The equation u ′′ (t) − t m u(t) = g(t) with u(0) = 1 and u(+∞) = 0 has a solution
We now cite the Lemma 2.1 of [8] , which illustrates some basic properties of λ(t).
Next we prove the global existence and regularity of the solution to the linear generalized Tricomi equation with an initial data in the whole mixed-type domain R × R n .
Lemma 2.3. Consider the problem
Proof. At first we study (2.5) in the elliptic region {t ≤ 0}
Taking Fourier transform with respect to the variable x in (2.6) yields 
and
(2.10)
Thus, we have from (2.9) and (2.10)
Next we consider the corresponding degenerate hyperbolic part of (2.5) in the region {t ≥ 0} ∂ 12) where ∂ t w(0, x) ∈ H γ− 2 2l+1 (R n ) comes from (2.11). Upon applying Proposition 3.3 in [19] , we arrive at
Combining (2.11) with (2.13) yields that problem (2.5) has a solution v(t, x) satisfying
therefore, we complete the proof of Lemma 2.3.
To get the solvability of the nonlinear problem (1.1), as the first step we intend to solve (1.1) in the degenerate elliptic region (−∞, 0] × R n . To do so, we require to derive the weighted W 2,p estimate of the solution to the problem ∂ 2 t w + t m ∆w = t ν g(t, x) (0 ≤ ν ≤ m) with w(0, x) = 0 in {t ≥ 0} so that (1.1) can be solved by applying the Hardy's inequality and the fixed point theorem (one can see the details in §4 below), where 
This, together with Lemma 2.1.
(ii), yieldŝ 
. We start to analyze the property of kernelK(t, σ, ξ) so that the L p (R + × R n ) estimate of ∆w can be obtained. To this end, we require to apply a basic result on the L p boundedness for a class of integral operators, which is established in Theorem 1.1 of [8] (a generalized Hörmander multiplier theorem in Theorem 7.95 in [10] ). Suppose that the temperate distribution
and r > 0, there exists a constant C q > 0 depending only on q such that for all |α| ≤ q 
, and for each δ > 0, there is a Calderón-Zygmund decomposition
, and sup |f 0 | ≤ Cδ. In addition, for some disjoint cubes
Moreover, for any k ∈ N, we also suppose that
where
for all p ∈ (1, ∞). Next we apply Lemma 2.4 to establish the L p boundedness of ∆w in (2.16). For this purpose, we require to verify that the kernelK(t, σ, ξ) = |ξ| 2 σ mT (t, σ, ξ) in (2.16) satisfies (2.17)-(2.22). Here we point out that our analysis forK(t, σ, ξ) is much more delicate and involved than that for the kernelK 0 (t, σ, ξ) = |ξ| 2 t mT (t, σ, ξ) in [8] . The main reason is: In the integrals (2.18)-(2.22), the variables t and x are the parameter variable and the integration variable respectively. This brings more troubles in treating the integrals (2.18)-(2.22) ofK(t, σ, ξ) than in treating the corresponding integrals ofK 0 (t, σ, ξ) due to the appearance of the integral variable factor σ m inK(t, σ, ξ).
Lemma 2.5. LetK(t, σ, ξ) be defined in (2.16), then (a) (2.18) and (2.19) hold. (b) (2.20) holds for
then (2.18) holds. In addition, one has
Without loss of generality, we may assume σs ≥ 2 (otherwise, the uniform bound of +∞ 0 |K(t, σ, ξ)|dt can be easily obtained since
In this case, we have
Next we treat each L i (i = 1, 2, 3) in (2.25). From (2.1) and (2.2), one has
The boundedness of L 2 and L 3 can be obtained by applying (2.3). Indeed,
≤(σs)
≤ (σs)
Thus (2.20) holds for α = 0.
Lemma 2.6. LetK(t, σ, ξ) be defined in (2.16), then (2.21) holds for
Proof. Obviously, it suffices to establish (2.29) for q = 0 if the constant C q can be shown to be independent of q. Notice that
then in order to estimate the integral C∆(a,2 q+1 b) in (2.29), we require to deal with the integrals +∞ a+2b and a−2b 0 separately. It follows from a direct computation that
where the positive constant C is independent of a and b.
From (2.30) and (2.31), we see that 
2 . Proof. We will divide the proof of (2.33) into the following three parts:
(2.34) Next we treat each I i (i = 1, 2, 3) in (2.34). For I 1 , one has
Similarly, applying Lemma 2.2 yields and 
(by (2.1))
To estimate the term II 1 in (2.38), we will consider the following three cases
One now has
We only estimate II
1 , II
1 and II
1 since the remaining terms can be treated similarly. It follows from Lemma 2.2 that
≤Cλ ( 
In addition, by (2.3) and (2.4), we arrive at
Notice that the function η(z) = z
is strictly decreasing for z ≥ 2, then (2.42) can be dominated by
Collecting all the analysis above yields
1 + II
1 , where II Therefore,
Combining (2.43)-(2.45) yields
Next we estimate II 2 in (2.38), which will be divided into the following two cases.
We have
(2.47)
Noting the function λ(t) is decreasing, then by (2.1)-(2.3) For the term II
2 , one has from (2.3) 
(2.53)
We now treat each III i in (2.53) as follows.
Step 1. Estimate of III 1
By applying Lemma 2.2, one obtains 
(2.55)
2 ≤C(bs) 
2 ≤Cbs Step 3. Estimate of III 3
A direct computation derives that from (2.3)
Step 4. Estimate of III 4 We have Step 5. Estimate of III 5
One has 
Lemma 2.8. LetK(t, σ, ξ) be defined in (2.16), then (2.20)-(2.22) hold.
Proof. We now prove (2.20) by induction method. Note that (2.20) holds for |α| = 0 by Lemma 2.5. Suppose that for |α| ≤ j < q
on the two hand sides of the equation
where C 1 and C 2 are some constants. It follows from (2.67) and
(2.68) This, together with the induction assumption (A j ) and the definition ofK(t, σ, ξ), yields (A j+1 ).
In addition, (B j+1 ) or (C j+1 ) can be directly obtained by using (2.68) repeatedly until j = 1 and combining Lemma 2.6 or Lemma 2.7. Therefore, the proof of Lemma 2.8 is completed.
Next we show that functions 
where the cube
and Lemma 2.9 is proved.
Based on Lemma 2.4-Lemma 2.9, we now prove Theorem 2.10. Consider the problem 
where G T = [0, T ] × R n , and C p,T is a generic positive constant depending on p and T .
Proof. By (2.16), we know that the solution u to (2.69) satisfies
whereK(t, σ, ξ) = |ξ| 2 σ mT (t, σ, ξ). By Lemma 2.5-Lemma 2.9, one knows thatK(t, σ, ξ) satisfies all the requirements in Lemma 2.4. Hence we have from Lemma 2.4
This, together with the equation (2.69), yields
By (2.71)-(2.72) and the interpolation theory, we can obtain
In addition, by (2.15) we havê
which derives
and further
It is noted that
where P j (θ, ω)(j = 1, 2) are the polynomials of θ, and smoothly depend on the variable ω ∈ S n−1 . From (2.75), we easily derive that for some integer q > n 
This, together with (2.72), yields
By (2.73) and w(0, x) = 0, one has from Minkowski inequality, Hölder's inequality and (2.79) that
In addition, it follows from w(0, x) = 0 and (2.73) that 
estimates for the generalized Tricomi equations
In this section, for the later requirements of solving Theorem 1.1 in the degenerate elliptic region, we will establish the weighted W 2,p estimates of the solution to the following problem
where m ∈ N, ν ∈ R, and 0 ≤ ν ≤ m. Here we point out that showing the weighted W 2,p estimates for (3.1) also admits independent interests in the study on the linear degenerate elliptic equations.
, and g(t, x) and by different methods in [11] , [21] , and [24] . Proof of Theorem 3.1. Since w is a solution to (3.1), then we have from (2.14)-(2.15) that
λ(ts)λ(σs) λ 2 (ys) dy and s = |ξ| 2/m+2 . Thus,
where T (t, σ, x) = F −1 ξT (t, σ, ξ). To show Theorem 3.1, as in Theorem 2.10, at first, we require to prove
For notational convenience, we setK 1 (t, σ, ξ) = |ξ| 2 σ mT (t, σ, ξ) andK 2 (t, σ, ξ) = |ξ| 2 t mT (t, σ, ξ). With respect toK 1 (t, σ, ξ), its some crucial properties have been established in Lemma 2.5-Lemma 2.9 of §2. ForK 2 (t, σ, ξ), the authors in [8] have shown that it satisfies (2.17)-(2.20) and (2.21)-(2.22) with the quantities
We now prove thatK(t, σ, ξ) satisfies (2.17)-(2.20) and (2.21)-(2.22) with suitable quanti- ties D 1 (a, b, r) and D 2 (a, b, r) . Notice that
then one has 0 ≤K(t, σ, ξ) ≤K 1 (t, σ, ξ) +K 2 (t, σ, ξ). From this, we have
which means thatK satisfies the estimates (2.18)-(2.19), and (2.20)-(2.21) with α = 0. Next we verify the estimate (2.22) ofK when |α| = 0. This procedure will be divided into the following three parts. From now on, we assume that the function h ∈ C ∞ 0 (R + ) with h(σ)dσ = 0 is supported in ∆(a, b) . It follows from a direct computation that
Next we treat all the I i (1 ≤ i ≤ 3) in the distinct two cases.
Case 1. as ≥ 1
In this case, we arrive at and 
Thus,
In addition, 24) where III 1 and III 2 have been defined in (2.53), whose estimates have been established in (2.54) and (2.62) respectively. Next we treat each V i (1 ≤ i ≤ 7). For the term V 1 , we have
For the term V 2 ,
For the term V 3 , For the term V 5 ,
For the term V 6 ,
Finally, for the term V 7 , where
Therefore,K satisfies the estimate (2.12) for |α| = 0. Applying the similar arguments as done in Lemma 2.8, we can obtain thatK satisfies estimates (2.20)-(2.22) for any |α| ≥ 0 by induction method. In addition, it is easy to know that (2.23) holds for suitably chosen a k , b k andb k with b k ∼ a m/2 kb k when we set D 1 (a, b, r) = P 1 (ar 2/(m+2) , br 2/(m+2) ) + P 3 (ar 2/(m+2) , br 2/(m+2) ) and D 2 (a, b, r) = P 6 (ar 2/(m+2) , br 2/(m+2) ).
Hence, applying Lemma 2.4 we could get
33)
and then as arguing in Theorem 2.10, we have
Note that from (3.3)
holds as in the proof of Theorem 2.10. Together with (3.34), this yields for
From (3.35)-(3.36) and w(0, x) = 0, one has
(3.37)
In addition, it follows from w(0, x) = 0, (3.34) and Hardy's inequality that 4 Solvability of (1.1) in the degenerate elliptic region {t ≤ 0}
In this section, we will establish the solvability and regularity of problem (1.1) in the degenerate elliptic region {t ≤ 0} by applying the weighted W 2,p estimates given in Theorem 3.1. Our main result is: Under the assumptions (1.2)-(1.3) , there exists a constant T 0 > 0 such that when 0 ≤ µ ≤ 1, or when 1 < µ < p 0 with Q 0 ≤ p 0 µ − 1 , the following degenerate elliptic
has a unique local solution u satisfying
, and
Proof. Without loss of generality, we assume that µ = 0. Letū(t, x) be a solution to the following linear problem
Then from (2.11), we havē
which, together with Sobolev's embedding theorem, yields
Choosing a smooth function χ(t) such that χ(t) ≡ 1 for t ≥ −1 and χ(t) ≡ 0 for t ≤ −2.
For suitably small fixed constant T 0 > 0, we set χ T 0 (t) = χ( t T 0 ). Letū T 0 be a solution to the linear equation
Due to the compact support property of f (t, x,ū) on the variable x and the regularity ofū(t, x) in (4.3), one has from (1. Precisely,
We have from (3.3) and (3.4) that for any
We have from (3.3) and (3.5) that for any 1 < p ≤ p 0 μ
which means that for any 1 < q < ∞
Similarly, we also have that
− ), for any 1 < q < ∞, if 0 < µ ≤ 1 and
(4.14) Based on (4.13)-(4.14), we then have from (4.11) and Theorem 3.1 with m = 2l − 1 and ν = 1 that (i) For 0 < µ ≤ 1,
, if p 0 µ < Q 0 and 1 < p 2 < Q 1 .
(ii) For 1 < µ < p 0 ,
and r 1 > Q 1 ,
and r 1 < Q 1 , and
and 1 < r 1 < Q 1 .
By [26] or Lemma 2.2 in [19] , we know that the problem (5.2) has a unique solution w 1 , which can be expressed as follows
3)
where the pseudo-differential operator V j (t, D x ) has the symbol V j (t, |ξ|) for j = 1, 2, In addition, by Lemma 3.2 in [19] and Sobolev's embedding theorem, one has
.
On the other hand, it follows from the analytic property of Φ( 2l + 3 2(2l + 1) , 2l + 3 2l + 1 ; z) on the variable z and the estimate (5.5) that there exists a constant C > 0 such that |z| It is noted that ψ(x) = ∂ t u(0, x) ∈ L p 1 (R n ) and
This, together with (5.8) and Hardy-Littlewood-Sobolev's inequality, yields
Therefore, by (5.3), (5.6) and (5.9), we obtain
Set v(t, x) = w(t, x) − w 1 (t, x), then it follows from (5.1) that For suitably chosen constant T > 0, we define a set M:
And then we define a mapping T as follows
It is easy to verify that T (v) satisfies
T (v)(0, x)) = 0, ∂ t T (v)(0, x) = 0.
(5.12)
By Theorem 3.1 in [26] , we have that for any g ∈ L p (R n ) with 1 < p < ∞
Next we show that the mapping T maps M into itself and the mapping T is contractible for small T > 0. If so, then we can get the solvability of (5.11). For this purpose, we will distinguish two cases as follows. 
