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Abstract--Sufficient conditions are given for the n x n system 
y'  = (A + P(t)) y 
to have a solution ~r such that ~r(t) = e ~t (v+o(1)) as t --* c~, where A is an eigenvalue ofthe constant 
matrix A and v is an associated eigenvector. The integrability conditions on P allow conditional 
convergence and the o(1) terms are specified precisely. 
geywords - -L inear  system, Asymptotic behavior, Asymptotically constant, Conditional conver- 
gence. 
1. INTRODUCTION 
We consider the n x n system 
y '  = (A + P(t)) y, t _> a, (1) 
where 
A (aij)~,j=l and P(t) = t n = n (P i j ( ) ) i , j= l  
may have complex entries. We give sufficient conditions for (1) to have a solution that behaves 
asymptotically ike a solution of 
x t = Ax. 
The following is a standard result concerning this question [1-3]. 
THEOREM 1. Suppose that A has eigenvalues A1, A2,.. •, An with associated linearly independent 
eigenvectors Vl, v2 , . . . ,  Vn. Let P be continuous on [a, co) and suppose that 
f OOllP(t)[[ < c~. (2) dt 
Then, (1) has solutions Yl, Y2,. . . ,  Yn such that 
yr(t) = e ~t  (vr + o(1)), 1 < r < n. 
(Throughout the paper, we use "o" and "O" in the usual way to indicate asymptotic behavior of 
scalar and vector functions as t --* c~.) 
In this paper, we replace the integrability condition (2) by requirements hat allow conditional 
convergence of some of the improper integrals that arise. Throughout he paper, improper inte- 
grals that arise in hypotheses may converge conditionally unless their integrands are necessarily 
nonnegative. 
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2. MAIN  RESULTS 
The following theorem is our main result. The proof is in Section 3. 
THEOREM 2. Suppose that A has eigenvalues •1, )~2,...,  An with real parts 
#1 <_ #2 <_ "'" <_ #n 
and associated linearly independent eigenvectors vl, v2, . . . ,  vn. Let P be continuous on [a, oo) 
and satisfy the integrability conditions 
~ oo ds O(¢(t)), 1 _< {, _< (3) eaSPij(8) J n, 
and 
too ds o(¢(t)), 1 < i , j  <_ (4) IP,j(s) l¢(s) n, 
where a >_ 0, ¢ is nonincreasing, and limt-~oo ¢(t) = O. Let r be a fixed integer in {1, 2 , . . . ,  n} 
and let k be the smallest positive integer such that #r - #k <_ a. I f  #r - #k = a let m be the 
largest integer such that #m = #k, and assume that 
t °°e(~" -~t )Sp i j ( s )ds=O(¢( t ) ) ,  k<g<m,  l < i , j<n .  (5) 
I l k  > 1, suppose also that there are numbers To >_ a and p such that 0 < p < #r - #k-1 -- a and 
eOt¢(t) is nondecreasing for t >_ To. Then, (1) has a solution ~, such that 
= e + o (6) 
Note that if foo tlp(t)lt dt < co, then (4) holds with any nonincreasing ¢. Hence, Theorem 2 
with a = 0 implies Theorem 1. 
Theorem 2 implies the following theorem, in which the integrability conditions do not require 
any assumptions of absolute convergence. 
THEOREM 3. Let A be as in Theorem 2, let B be a bounded continuous matr ix  on [a, oo) such 
that 
//1 2 dt max bq(t) < K < oo, i f  t2 >_ tl >_ a, l <_i,j <_n 
and let ¢ be a nonincreasing function on [a, oo) such that limt--.oo ¢(t) = 0. Let r be in {1, 2 . . . .  , n} 
and a > O, and assume that 
# - i f  e # r. (7) 
Let k be the smallest positive integer such that #r - #k <_ a. H k > 1, suppose also that eOt¢(t) 
is eventual ly nondecreasing for some p in (0, #~ - #k-1 -- a). Then the system 
y' = (A + e-C't¢(t) B(t)) y (8) 
has a solution ~, that satisfies (6) i f  either (i) a > 0 or (ii) ft °° ¢2(s)ds = o (¢(t)). 
PROOF. The system (8) is of the form (1) with pij(t) = e -a te ( t )bq( t ) .  Therefore, 
e~tpq(t)  dt = ¢(t) bq(t) dr. 
Integration by parts, as in the proof of Abel's convergence t st for improper integrMs, shows that 
f ~ (s) ds < 2K¢(t). eaSpq 
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This verifies (3). Moreover, 
[pij(s)t ¢(s) ds = e-aS]bij(s)l ¢2(s) ds 
_< M e-C~sCS(s) ds, 
where M is a suitable constant. This verifies (4) if either (i) or (ii) holds. If a ¢ 0 then (7) 
implies that #r - #k ¢ c~, so (5) is vacuous. If a = 0 then (7) implies that k -- m = r and (5) 
reduces to (3), which we have already verified. Therefore, the hypotheses of Theorem 2 hold, and 
the conclusion follows. | 
Theorem 3 implies the following theorem. 
THEOREM 4. Let B be as in Theorem 3 and suppose that A has eigenvalues A1, As , . . . ,  An with 
real parts 
#1 < #2 < ""  < #n 
and associated eigenvectors Vl, Vs, . . . ,  vn. Let ¢ be a nonincreasing function on [a, oo) such that 
lira ¢(t) = 0, CS(s) ds = o (¢(t)) 
t'-"* ~ ' 
and eOt ¢( t ) is eventually nondecreasing for some p such that 
0<0< min (#r -#~_ l ) .  
2<r<n 
Then the system 
y' = (A + ¢(t) B(t)) y 
has solutions yl,  Ys, . . . ,  Y~ such that 
y~(t) = e ~rt (v~ + O(¢(t)) ) ,  1 < r < n. 
3. PROOF OF  THEOREM 2 
Throughout this section, r is fixed. Although some of the definitions depend upon r, we avoid 
excessive subscripts by not making this explicit in our notation. 
Define 
A = diag(A1, As, . . . ,  An), V = [vl, vs , . . . ,  vn], 
and 
t n Q(t) = (qi j()) i , j=l = V-1P( t )  V" 
By variation of parameters, the solutions of (1) are of the form 
y = Ve~hu, (9) 
where u is a solution of 
u' = e -tA Q etAu. (10) 
It is convenient to write this system in terms of components. Let 
U = [U l ,US , . - . ,Un]  T. 
Since 
= " "{q~j(t)e(~j-x~)t) n , e- tAQ( t )e  tA 
\ /  i j l  
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equation (i0) is equivalent to 
n 
u~(t) = ~ q~j (t)e(~-~')% (t). (11) 
j=l 
The integrability conditions on P in Theorem 2 also apply to Q; that is, 
~t c~ eaSq~j(S) = O(¢(t)), _~ i , j  < n, (12) ds 1 
~t °~ Iqij(s)l¢(s) = o(¢(t)), < i , j  < n, (13) ds 1 
and 
~t °°e(~-~)Sq~j(s)ds = O(¢(t)), m, <_ i , j  < n, (14) k < < 1 
i f#r - #k = a. 
We seek a solution ~ of (1) that behaves like e~rtVr as t --* co. Therefore, (9) implies that we 
should seek a solution fi of (10) that approaches e~ (the vector with r th component equal to one 
and other components equal to zero) as t --* co. It is convenient to reformulate (11) in terms of 
the vector function w -- u - er. The function u satisfies (11) if and only if w satisfies 
n 
w~(t) = q~(t)e(A~-A')t + E qi j(t)e(~-A')twj(t),  1 < i < n. (15) 
j=l 
Now let to _> a. If k > 1 choose to _> To. (We will impose an additional condition on to later.) We 
will find a solution of (15) defined for t > to as a fixed point (function) of the transformation T 
defined by 
Tw = f + £w, (16) 
where 
f:o e(~-~,)sq~(s)as, 1 < i < k -  1, 
fdt )  = [ - f~  e¢A--~')Sqi~(s)ds, k < i < n, 
(17) 
and 
f f~o e-~'~ E~:I  e~'q~J(s)~(s) as, 1 < i < k - 1, 
(rwh(t) (18) 
-L°~e-~'~E~.=le~J'qo(s)w3(s)ds,  k < i < n. 
It is straightforward to verify that if ,& = T~,, then -& satisfies (15). 
We need the following lemma. 
LEMMA 1. Let h be a continuous complex-valued function on [to, cx)). Suppose that f¢~ h(t) at 
converges and let a be a nonincreasing function such that 
a(t) > sup IH(T)h where H(t) = h(s) ds. 
r>_t 
Let 7 be a complex constant, with 5 = Re('/) # 0. Then: 
(a) H f<0 then 
~e~Sh(s )ds  <_ (1+ 5)e~ta( t ) ,  t>_to. (19) 
(b) I f5 > 0 and there is a number p such that 0 < p < ~ and ePta(t) is nondecreasing for t _> to, 
then 
e~Sh(s) <_ 2+ ~ e6ta(t), t >_ to. (20) 
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PROOF. 
(a) If  to _< t < T, then 
e~Sh(s) ds = -H(T)  e "rT + H(t)  e "rt + ~/ e~SH(s) ds. 
Since 5 < 0, the integral on the right converges and H(T)  e "rT --* 0 as T -* oo. Hence, the 
integral on the left converges as T -* ec, and 
e Sh(s)es <- (t)e + 171 ffe 8 (s)es, 
which implies (19). 
(b) If  t > to, then 
Z2 Z2 e~h(s) as = -~*H( t )  + e'~°H(to) + 7 e~g(s) ds. 
Therefore, 
e~t (y( t) eSt° (Y(to) e~Sa(s) ds, 
so 
e-et  e'~Sh(s) < aCt) + e-~(t-t°)a(to) + 171 e-~(~-s)~(s) ds. 
Since epta(t) is nondecreasing on [to, oc), this implies that  
where 
17__!_1 g(t) = 1 + e -('5-p)(t-t°) + 171 e -(8-°)(t-s) ds <_ 2 + 5 - p" 
This implies (20). | 
LEMMA 2. The/ 'unct ions f l ,  f2 , . . . ,  fn in (17) are defined on [to, co) and exhibit the asymptotic 
behavior 
= o (21) 
for1  < i <:n. 
PROOF. We rewrite (17) as 
f i (t)  = ~ f:o e~'SQi~(s) ds, 1 < i < k - 1, 
( -J~ e~'SQi~(s)ds, k < i < n, 
with Qir(t)  = eatq~r(t) and 7~ = Ar - Ai - a. We let 5~ = Re(Ti ) = /z r  - #i - a .  From (12), 
~ oo Qi~(s) <_ Ai ¢(t), ds 
where Ai is independent of to. We now apply Lemma 1 with h = Qir, 7 -~ 0% and a =Ai¢ .  
Lemma l(b)  implies (21) for 1 < i < k - 1, since 5i > 0 for these values of i, from the definition 
of k. I f  ~r - #k < a,  then Lemma l(a) implies (21) for k < i < n, since 5~ < 0 for these values 
of i. I f  #r - #k = a,  then (21) with i = k , . . . ,  m is equivalent o (14). If m + 1 < i < n, then 
5i < 0 and Lemma l(a) implies (21). | 
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Since the domain of T must contain f = [fy, f2 , . . . ,  .In] T, we define B to be the Banach space 
of continuous vector functions w = [wl, w2,. . . ,  wn] r on [to, oo) such that 
wi(t) = o (e ( .~- . , - ° )~( t ) ) ,  1 < i < (22) n,  
with norm 
I[w[, = sup { max e ("'-~'~+~)t'w~(t)' } (23) 
t>to X<i<n ¢( t )  " 
We will show that T is a contraction mapping of B into itself if to is sufficiently large. 
In the following lemma, let 
((to) = sup (¢(t)) -1 max [qij(s)l¢(s) ds . (24) 
t>_to l<i,j<_n 
From (13), ((to) is well defined and limto-~oo ~(to) = 0. 
LEMMA 3. I f  w E B then £w E B and 
H£wJJ < g¢(to)llwJJ, (25) 
where J is independent of w and to. 
PROOF. If w E B then (23) implies that 
e(~-~')%j(s) wj(s) < Ilwll e (~-~' - ° )s  Iqij(s) I ¢(s)l .  
This and (18) imply that 
< [ Ilwll ftto e('~-"-a)Shi(s) ds, 1 < i < k - 1, 
I(Cw)~(t)l (26) 
- [ [[w]l ft °° e(~-'~-a)Shi(s) ds, k < i < n, 
where ?$ 
hi(t) = ¢(t) E [qij(t)[. 
j= l  
Because of (24), 
~ °hi(s)ds <_ to. (27) n ¢(to) ¢(t), t >_ 
Since #r -# i -a  > 0 for 1 < i < k - l ,  Lemma l(b) with h = hi, a = n~(to)¢, and -), = Ar -A i -a  
implies that 
[(Z:wh(t)l < Jillwll ¢(to) ¢(t) e (~'*-~' ' -~)t ,  t _> to, 1 < i < k - 1, 
where Ji is independent ofw and to. Since #r - #i - a < 0 if k < i < n, (26) and (27) imply that 
I(Z:wh(t)l < Ilwll e (~''-~''-~)t hi(s)ds 
_< n Ilwll e ("~-"'-~)~ ¢(to) ¢(t), t _> to, k < i < n. 
Therefore, 
I(Z:wh(t)t < JIIwll ¢(to) ¢(t) e (~'~-~''-~)t, t _> to, 1 < i < n,  
where 
J = max{J1, . . . ,  JI¢-1, n}. 
Now (23) (with w replaced by £w) implies (25). | 
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We now complete the proof of Theorem 2. Lemmas 2 and 3 and equation (16) imply that  T 
maps B into itself. I f  w l  and w2 are in B then Lemma 3 implies that  
[[~TW1 -- ~W2]] =- H~(WI -- W2)]] ~ J¢(to)][Wl - w2N. 
Since limto--.oo ~(t0) = 0, we can choose to so large that  ~(t0) < 1/ J ;  then T is a contraction 
mapping of B into itself, and its fixed point (vector function) w satisfies (15) and exhibits the 
asymptot ic  behavior (22). Hence, fi = @+er  satisfies (10) and ~, = Ve  th £1 satisfies (1). Moreover, 
since 
Ve tA u = e )~t Vr -[- Ve tA "&, 
where "& E B, it follows that  ~, has the asymptot ic behavior (6). Although :~ is defined only on 
[to, co) by this construction, it can be continued over [a, co). | 
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