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An improved method for obtaining the latent roots of a matrix has been devised by Cornelius Lanczos of this Bureau. He has shown further how this process may be used to secure the characteristic numbers (eigenwerte) belonging to a boundary value problem associated with an ordinary linear differential equation. The purpose of this note is to present a procedure for calculating characteristic numbers, based essentially on this method of Lanczos, but modified in such a way as to provide a simple numerical routine for the computation. A number of numerical examples, worked in full, illustrate the procedure and give an indication of the accuracy attained. The exposition is limited to the case of differential equations of the second order, but the method is capable of extension to cases of higher order.
1. The problem. Let
possesses nonzero solutions in the interval Problems of this type arise in many different ways in mathematical physics. For example, they may occur in connection with the heat equation if we assume particular solutions of the form or in connection with the wave equation
The problem before us is to find those characteristic values of X for which the differential system *The preparation of this paper was sponsored (in part) by the Office of Naval Research.
if we assume particular solutions of the form V=u(x) cos \t, or they may occur after separation of variables in more general partial differential equations.
The important fact is that the characteristic numbers are completely determined by the system 1, regardless of the particular physical problems from which 1 may have been derived. Consequently, in order to obtain numerical solution we may assume a fictitious partial differential system which leads to (1). The most satisfactory fictitious system for our purpose appears to be
with boundary conditions V+g -^~=0 at x=a,
and initial conditions V=F(x) when t=0, bV 3^=0 when £=0. bt
Following standard procedure, we assume that the solution of (2, 3, and 4) is
where the X* are the desired characteristic numbers, the u k (x) are the characteristic functions (normalized in some definite manner) and the c k are constants depending on F(x).
Normalization of L(u).
It will be assumed with respect to the coefficient functions in L(u) that for all values of x in the interval a^x^b 
in which
Pi=p(a+ih), q t =q(a+ih).
If we assume the existence and continuity of the second derivatives of p(x) and q(x), and suppose that the error of eq 6 is expanded in powers of h, we find that the leading term of the error is
showing that the error of eq 6 is of fourth order in h. As just explained, the entries of the first row are arbitrary and are chosen as shown for convenience. To obtain the second row we use eq 6, together with the relation derived from the condition dV/c>t=0 at t=0. All remaining rows are computed by eq 6.
So far no restriction has been placed on the magnitude of the interval h. We now impose the condition that h is chosen small enough that \lh Pi \<l, for all values of i.
It will then be seen from array 8, together with eq 6, that the entry in the principal diagonal in the second column is given by whereas for subsequent columns the entries in the principal diagonal are
Since by our choice Fio^O no entry in the principal diagonal is zero, and the n-square matrix obtained from (8) by dropping the first and last columns and the last row is not singular. Then there will exist n constants A o , A Xy . . . , A n -i such that itiAjVt^O tor i=l, 2, . . ., n, (where A n =l).
Now from eq 5 we have
It can be shown that these equations imply
It is apparent, therefore, that the desired characteristic numbers \ k are given by
where n u /x 2 , . . ., M» are roots of the characteristic equation
The A* thus found are correct for the difference equation with the given boundary conditions but in general are only approximations to the X* belonging to the differential system 1. 5. The characteristic Junctions. In order to obtain numerical values for the characteristic function u ki associated with X*, we substitute V ij =u ki cos n k j, in eq 6. Since
the result, after removal of the factor cos n k j, may be put in the form u* ii+ i=(2 cos fJL k -h 2 q { )u ki -
This is an ordinary difference equation of second order. We may choose any nonzero value for u k , u say
Since u k0 =0 we obtain u kt2 from eq 10, then u ktZ , etc. The fact that u ktH+1 should turn out to be zero serves as a check on the calculations. As a very simple example, let us take the system To obtain values of the characteristic functions, we resort to eq 10, which here becomes This particular example is remarkable in that the values obtained for the X* and for the u ki not only are exact for the difference equation but are also exact for the differential system from which we started. We know, of course, .that the correct X's are given by
We readily see that the values obtained numerically for u ki are also the values of the true characteristic functions
When p(x) or q(x) are different from zero, the results will no longer be exact but only approximate.
Several examples follow, showing the numerical calculations and comparing the values obtained with the correct values. Each of the examples illustrates a slightly different aspect of the process. Examples 1 and 2 differ only in the number of intervals employed. Example 3 illustrates the case of variable coefficients. In examples 1, 2, 3 the coefficients satisfy the conditions of continuity imposed in the foregoing discussion, whereas in 4 and 5 these conditions are not satisfied.
The values of the characteristic functions were also computed in the case of Example 4, and compared with the correct values. 
