Introduction
Accurate forest inventory and forest type discrimination, defined here as the distinction between deciduous and coniferous species, are crucial to forest growth stock management, carbon sequestration monitoring, wildlife habitat definition, and management of human impacts on a forest environment. Generally speaking, however, forest assessment remains challenging for vast tracts of land where accessibility may be limited. Remote sensing offers a solution in that inventory and classification outputs, based on earth observation approaches, enable managers to derive forest volume-by-type maps from imagery. Previous remote sensingbased forest assessments have focused on using multispectral data as inputs to classification (e.g., Franklin, 1994; White et al., 1995) and inventory (e.g., Ardö, 1992; Avery and Burkhart, 1994) . Light detection and ranging (lidar) approaches, however, recently have come to the fore where forest type discrimination (Douglas et al., 2003) and volume estimation (e.g., Lefsky et al., 1999; Popescu et al., 2004) are concerned. Remote sensing approaches primarily have been pixel-or stand-based, while object-based classification has gained popularity as an alternative method (Heyman et al., 2003) .
Object-based classification approximates real-world object classification, with procedures applied to homogenous units. An object here refers to a spatial entity that is homogenous in terms of a selected property, as opposed to continuous fields (Burrough and McDonnell, 1998) . Results also are representative of real-world objects and very often are devoid of the salt-and-pepper appearance that is typical of pixel-based classifiers. While accuracies of pixel-based and object-oriented approaches are similar in many cases, the realistic classification rendering of the object-oriented approach is of importance (White et al., 1995; Heyman et al., 2003) . Benz et al. (2004) highlight the importance of linkages between real-world objects, knowledge-based image interpretation, and the selection and combination of scales, all of which are applicable to natural resource managers. The authors underline the importance of these attributes in instances where scalability is essential, e.g., between sub-stand and stand-level in the forestry context, and where objects encompass operational units that are defined by a natural resource manager.
Derivation of unique objects or segments is required as a precursor to any per-object analysis. Established segmentation approaches include the Woodcock-Harward centroid-linkage algorithm (Shandley et al., 1996) , Markov random field model-based segmentation (Smits and Dellepiane, 1997) , a Hough transformed-based approach (Shankar et al., 1998) , watershed-based hierarchical segmentation (Li et al., 1999) , and multiresolution, hierarchical segmentation (Baatz and Schäpe, 2000) , among others. Many studies have applied segmentation as a preprocessing step to forest classification (Jaakkola, 1989; Kayitakire et al., 2002; Dorren et al., 2003; Budreski et al., 2007) , as well as other object-based analyses, e.g., forest loss detection (Abkar et al., 2000) and per-object volume estimation (Pekkarinen, 2002) . Object-oriented approaches to forest classification generally performed well when compared to more traditional, pixel-based approaches (e.g., Heyman et al., 2003) .
Although previous studies have found acceptable perobject classification accuracies, multiple data sources, such as optical and lidar data, are often required if the goal extends past classification (Dorren et al., 2003) to biophysical parameter modeling (Naesset, 2002) . Douglas et al. (2003) , however, used lidar canopy density and intensity, derived from small footprint lidar data, to classify mature pine, immature pine, and mature hardwood stands in Mississippi. Analyses were limited to the forest canopy by only using lidar returns in the upper 50 percent of the total tree height. The authors used a discriminant classification with the number of lidar hits per cubic meter and the variance of the intensity data within the canopy of each plot as variables. Accuracies of 100 percent (mature pine), 85.7 percent (immature pine), and 93.3 percent (mature hardwood) were achieved, with an overall accuracy of 86.4 percent. Although not object-based, Brandtberg (2007) increased leaf-off individual tree species classification from 60 percent to 64 percent using a directed graph approach applied to small-footprint two-return lidar data in West Virginia, U.S.A. The species in question were Quercus spp. (oaks), Acer rubrum (red maple), and Liriodendron tulipifera (yellow poplar). These results bode well for the application of lidar data, a structural data source due to its height information, to forest classification. Logical extensions of a lidar-based classification include (a) the use of complete lidar distributional data, not limited to canopy returns, (b) implementation of a range of distributional parameters, e.g., range, mode, skewness, kurtosis, and percentiles, and (c) the evaluation of lidar-based, object-oriented forest classification, an attractive goal given the scalability of results through recombination of objects. Extension of this data source to classification has far reaching consequences, based on the additional applicability of lidar data to the measurement of forest biophysical parameters. Lidar data conceivably could form the basis of a complete per-object, forest inventory. However, this approach requires associated per-object volume and/or biomass estimation.
Although many researchers have shown the utility of lidar to model forest heights and volume (e.g., Nelson et al., 1988; Lefsky et al., 1999; Popescu et al., 2004) , smallfootprint, discrete return studies that rely on distributional approaches are rare. Means et al. (2000) and Naesset (2002) implemented lidar distributional approaches to estimate basal area (R 2 ϭ 0.97) of Douglas-fir stands, and volume (R 2 ϭ 0.91) of Norway spruce (Picea abies) and Scots pine (Pinus sylvestris) stands, respectively. Associated standard deviations between 18.3 and 31.9 m 3 /ha proved the usefulness of this type of approach. These lidar distributional approaches subsequently were extended to objectlevel volume/biomass modeling in the Virginia Piedmont, U.S.A., by van Aardt et al. (2006) . The authors showed that although adjusted R 2 values (0.58 to 0.79; various object sizes) were relatively low due to the variable forest structure within a relatively narrow biomass range, RMSE values (28.02 to 55.98 m 3 /ha and 12.06 to 39.48 Mg/ha) were amenable to operational volume and biomass modeling.
The main objective of this study was to assess the potential utility of lidar-based, per-object classification for mapping 2-class (deciduous-coniferous) and 3-class (deciduous-coniferous-mixed) objects in the Virginia Piedmont. A secondary objective involved the comparison of discriminant classification using lidar point (per return height and intensity) distributions on the one hand, and height distributions derived from a 1 m canopy height model (CHM) on the other. The final objective was to evaluate the combination of such classifications with object-based volume and biomass modeling using lidar distributions, based on models published by van Aardt et al. (2006) . Addressing these three goals could help in determining the extent to which lidar data can be used as single remote sensing data source for forest type discrimination and biophysical parameter modeling (Naesset, 2002; Popescu et al., 2002) .
Methods
The 946 ha (2,338 acres) study area is located in Appomattox Buckingham State Forest (Appomattox and Buckingham Counties) in the Piedmont physiographic province of Virginia, southeastern U.S.A. at 78°41Ј W, 37°25Ј N (Figure 1 ). The mean elevation of the study area is 185 m (606 ft.), with minimum and maximum elevations of 133 m (436 ft.) and 225 m (738 ft.), respectively. Local topography can best be described as gentle rolling slopes and flat terrain. Vegetation is composed of various coniferous (Pinus taeda, P. virginiana, P. echinata, and P. strobus) , and deciduous (Quercus coccinea, Q. alba, Q. velutina, Q. falcata, Q. rubra, Liriodendron tulipifera, and Carya spp.) species.
Lidar data (Table 1) were acquired by Spectrum Mapping, LLC using the DATIS II sensor (small-footprint, high-density, multiple return) on 09 September 2002 centered at 78°40Ј30Љ W, 37°25Ј9Љ N. Field data consisted of 256 basal area plots (BAF; basal area factor 10) on a grid with 16 columns by 16 rows and a between-plot spacing of 201.17 m (10 chains). Field data were collected during the summer, fall, and winter months (May to December) of 2003. GPS (differentiallycorrected) location, basal area, diameter at breast height (DBH), height, and species were determined for all plots and tallied trees. A total of 219 BAF plots ultimately were used in the statistical analysis, since 37 plots were located on private land or had basal area values of zero, which made type assignment impossible for those plots.
Since field plot data intended for model development and validation were used on a per-object basis, the BAF plots were expanded to a per-hectare basis for each object. This was done using standard BAF expansion equations (van Aardt et al., 2006) . Basal area plot estimates also were tallied to derive total volume and biomass for the entire study area (Avery and Burkhart, 1994) . Volume and biomass equations (Saucier and Clark, 1985; Clark et al., 1986; Schroeder et al., 1997; Sharma and Oderwald, 2001 ) for per-tree calculations found in Popescu et al. (2004) , situated in the same geographical area and based on the same species, were used in this study. Plots were assigned to 2-and 3-class forest type schemes based on basal area percentages. "Deciduous" or "Coniferous" types were defined as plots that had 50 percent or greater basal area contribution from deciduous or coniferous species, respectively. A "Mixed" class was added to the 3-class type designation for plots that had less than 90 percent basal area contribution for either deciduous or coniferous species. The 2-class analysis consisted of 140 deciduous and 79 coniferous plots, while the 3-class analysis consisted of 112 deciduous, 56 coniferous, and 51 mixed plots. A 90 percent basal area limit was based on plot numbers; there were only 25 mixed plots when a 75 percent cut-off was used, making this class too small for viable statistical analysis. Descriptive statistics for all basal area plots are given in Table 2 .
Lidar Data Preprocessing
A canopy height model (CHM) was needed for object derivation as a precursor to per-object classification. First returns were median-filtered by 1 m grid cells in order to remove per-cell values that were redundant to subsequent interpolation procedures. Bare ground returns, based on a proprietary algorithm that incorporates the return number and associated intensity to identify non-vegetation last returns, were provided by the data supplier. First order canopy returns and ground returns, i.e., vegetation-removed last returns, were interpolated (Surfer 7.0 software; Golden Software, Inc.) to 1 m spatial resolution grids using regular Kriging. Popescu et al. (2002) found Kriging to be the most accurate interpolation technique using similar data for the same study area. The resultant 1 m resolution of the CHM was detailed enough to detect road and stand breaks in the segmentation process.
The distributional classification approach, based on height distributional parameters, required that lidar data be processed on a per-return basis in order to retain information related to the return hierarchy. Ground hits were removed using Terrascan V. 003.002 (Terrasolid, Inc.) and MicroStation ® V. 08.00.04.01 (Bentley Systems, Inc.) software. Ground returns constitute an important component of overall lidar distributional patterns and were retained as data sets on a per-return basis. Non-ground hits, designated as vegetation hits, were normalized (Surfer V. 7.0 software; Golden Software, Inc.) for terrain by calculating the actual return height above a lidar-derived 1 m digital elevation model (DEM) of the study area. This process normalized all vegetation hits for varying terrain elevations, thereby enabling discriminant classification to incorporate actual lidar point-heights in the distributional approach (Means et al., 2000) .
Segmentation of the Study Area
Segmentation was performed by applying the eCognition ® (eCognition ® V. 3.0; Definiens Imaging) multiresolution, hierarchical algorithm to the lidar-derived CHM of the study area. Lidar arguably lends itself to definition of homogenous structural objects through segmentation, given the inherent structural nature of such data. The multiresolution segmentation approach (eCognition ® algorithm) considers an entire image, evaluates object homogeneity (within-object variance), shape, compactness, and smoothness, and expands objects across the image to ensure resultant objects of similar size and shape (Baatz and Schäpe, 2000) . This algorithm requires Color:Shape and Smoothness:Compactness ratios as input parameters. The
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A u g u s t 2 0 0 8 1035 Color:Shape ratio was set at 0.8:0.2, based on the recommendation of the developers (Baatz and Schäpe, 2000; eCognition ® , 2003) and evaluation of alternative parameter inputs. Object smoothness was considered more important than compactness in a forestry context, since smooth, boundary-following objects are preferable to compact, blocky objects. The Smoothness:Compactness weight combination therefore also was set at 0.8:0.2. It furthermore is important to note that the segmentation method is subordinate in importance to the utility that resultant objects have to analyses. Even though a multitude of segmentation approaches exist in literature (Shandley et al., 1996; Shankar et al., 1998; Li et al., 1999) , it is ultimately of great importance that segmentation results are robust. eCognition ® was the preferred approach to segmentation because of its hierarchical nature, correspondence to input data, and proven results in the natural resources context (Kayitakire et al., 2002; Nugroho et al., 2002; Kressler et al., 2003) . This approach also was selected given that hierarchy theory implies that many natural systems are almost entirely decomposable in subordinate natural objects. This is attributed to the unrestricting vertical and horizontal linkages in structure and function of such systems (Wu, 1999) . These attributes are amenable to the forestry and other natural resource contexts, where managers often prefer operations to focus on the largest homogenous unit, which may in turn form part of a larger hierarchy.
The decision of which segmentation results to use for model development was based on between-and within-object variability of the CHM. Classification was performed on segmentation results where within-object variability was smaller than between-object variability, thereby maximizing between-object differences. The smallest selected object sizes corresponded to the areas represented by average tallied tree distance from field-collected BAF plot centers, plus one and two standard deviations. This ensured that objects were representative of plot-level field data, based on corresponding areas. Ten average object sizes, ranging from 0.035 ha/average object to 3.942 ha/average object, were chosen for subsequent forest type classification in order to evaluate classification accuracies across a range of average object sizes. The current Appomattox stand map (167 objects; 5.666 ha/stand) also was selected, as well as the segmentation result that corresponded to the number of operational stands (168 objects; 5.632 ha/average object). Operational stands were used in order to compare segmentation-based classification to stand-based classification. The CHM (1.885 ha/average object result overlaid) and intensity image of the study area are shown in Figure 2 .
Vegetation and ground lidar data sets were extracted on a per-object basis for all segmentation results using ArcGIS ® V. 8.3 software (ESRI) and exported to SAS V. 8.02 software (Level 02M0; SAS, Inc.) for subsequent discriminant classification. BAF plots were assigned to the object in which they were located through post-stratification. Objects without BAF plots were excluded from the classification process.
Derivation of Per-object Lidar Point and CHM Distributions
Lidar point (per return height and intensity) and CHM (single height layer) distributions were extracted for objects with a forest type assignment (volume greater than zero). Forest type classification was based on the assumption that distinct forest cover and structural types have different, unique distributions or lidar point height densities (Douglas et al., 2003) . These distributions can be characterized through construction of per-object height distributions for vegetation returns using the small-footprint DATIS II lidar data (Table 1) . Lidar distributions should be representative of unique stand structural characteristics such as canopy closure and stand height distribution. Intermediate return distributions also could be useful, since these returns represent mid-canopy forest structure. Only first and second return variables from vegetation return data sets were used because there were many objects with missing values for the third through fifth return data sets. Distributional parameters included the mean, coefficient of variation, kurtosis, maximum, minimum, mode, range, standard error of the mean, skewness, standard deviation, number of observations, height percentile points at 10 percent intervals of height values, and canopy cover percentiles. Canopy cover percentiles, indicative of lidar pulse canopy penetration, were based on the proportion of first returns smaller than a given percentage of maximum height. The ratio of the number of vegetation or ground hits and the total number of lidar hits per object on a per-return basis also were calculated. The vegetation ratio for each object was calculated as the ratio of the total number of vegetation hits per object and the total hits for that object. Figure 3 shows typical first-return distributions for a variety of per-object volume values. Lidar intensity (Figure 2 ) distributional variables were derived in a similar fashion, but were constrained to per-object CHM heights. Distributional parameters were limited to first return types and canopy cover percentiles, due to the singular nature of the CHM, as opposed to multiple returns found in the case of lidar height points. These types of distribution metrics have been shown to be useful descriptors of stand characteristics for 10 ϫ 10 m grid cells in Douglas-fir (Pseudotsuga menziesii) stands in western Oregon (Means et al., 2000) , 200 m 2 sample plots in Norway spruce, and Scots pine stands in southeast Norway (Naesset, 2002) .
Classification Approach A discriminant classification approach, similar to the one used by van Aardt and Wynne (2001) , was applied to the derived distributional parameters for 2-class (deciduousconiferous) and 3-class (deciduous-coniferous-mixed) classification schemes. Discriminant approaches, as opposed to non-parametric classifiers, have been shown to be better suited to the classification of high-resolution images where training data have a high degree of overlap in the feature space (Cortijo and De la Blanca, 1999) .
General classification statistics, based on cross-validation, included overall accuracy, user's and producer's accuracies, and Kappa-statistics (Congalton and Green, 1999) . Comparison between different average object sizes within each classification approach was based on a normalized z-test statistic derived from the proportion of correctly classified samples (a ϭ 0.05; H 0 ϭ no difference between classification accuracies for different object sizes; H 0 rejected if z Ͼ 1.96) (Foody, 2004) . Samples were treated as independent, since the number of samples for each class was not constant across average object sizes. The standardized normal test statistic for cases with independent test samples are given by:
(1) where x 1 , x 2 is the correctly allocated number in two independent samples of size n 1 and n 2 , respectively, and p ϭ (x 1 ϩ x 2 )/(n 1 ϩ n 2 ) (Foody, 2004) .
Significance tests were performed to determine if there were significant differences in (a) accuracies by object size for a given approach, and (b) average accuracies across approaches. Extensive testing was performed since accuracy differences could be significant by chance alone, given the number of possible comparisons among twelve segmentation treatments. Tests were based on a standard t-test (a ϭ 0.05) for differences between classification accuracy means (Ott, 1993) .
The set of 75 possible point-height classification variables and 31 CHM variables (van Aardt et al., 2006) were reduced to 10 or fewer variables through stepwise discriminant techniques (SAS V. 8.02 software, Level 02M0; SAS, Inc.) using a-levels between 0.1 and 0.35. A simple correlation analysis was performed to evaluate correlations among discriminant variables, with high inter-correlations defined as Pearson's coefficients of 0.8 or higher. A value of 0.8 was chosen based on data characteristics, with the knowledge that all lidarderived variables are height-related, and hence some correlation was to be expected. Variables with the highest significance to type discrimination were retained based on partial R 2 values. Reduced variable sets were entered into discriminant analyses for 2-and 3-class classification, for each of the segmentation results and for each distributional data type.
Volume and Biomass Estimation Approach
Existing lidar distributional models from van Aardt et al. (2006; Table 3 ), derived using the same distributional approach described in this paper, were used to estimate z ϭ
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A u g u s t 2 0 0 8 1037 (2006) . These segmentation results were selected based on their compatibility with existing forest sampling methods and to serve as an indication of a best-case volume estimation and object-level classification effort, respectively. Two-and 3-class deciduous, coniferous, and mixed models, as well as a general model, were applied to all objects. Objects unassigned to a class, due to missing model parameter values for those objects, were modeled using the general volume/biomass models and average per-hectare values for that specific segmentation result. Such objects could, for instance, occur when an object exhibited only first and last returns, while the classification model required intermediate return parameters for class assignment. Model estimates were compared to BAF plot estimates for each of the classes and the full area in order to gauge the accuracy and precision of the full-area, per-object classification and estimation approach when compared to an operational method for volume/biomass assignment to forest types.
Results and Discussion

Discriminant Classification using Lidar Point-Height Distributional Variables
Stepwise discriminant analysis was suited to reduction of classification variables from 75 original lidar point-height distributional variables to fewer than 10 variables (Table 4) in each classification attempt. The number of selected variables was considered adequate given that only height and one-wavelength intensity values were available for classification, as opposed to diverse data, e.g., multiple spectral bands. Identified variables were those that best separated classes, while maintaining a low within class variation. Correlation analysis resulted in removal of up to four variables in each classification attempt. Most of the removed variables were related in terms of distributional characteristics, e.g., closely spaced percentile values, while correlations among other variables, e.g., skewness of first return vegetation heights and the 40 th canopy cover percentile (3-class; 0.035 ha/average object), were less intuitive. This underlined the importance of complete evaluation of all correlations in order to define the feature space using uncorrelated variables that are most important to class separation, based on partial R 2 values. However, the geographical specificity of selected variables needs to be evaluated in future research.
All types of distributional data types were well represented by the final selected variables. However, intensity values (near-infrared: 1,064 nm) were prevalent, with especially the median intensity of first return vegetation heights present in all data sets. This highlighted the value of perobject, lidar-associated intensity data for lidar-based classification. Near-infrared wavelengths have been shown to be highly discriminant among vegetation types, especially between deciduous and coniferous species (Martin et al., 1998; van Aardt and Wynne, 2001; van Aardt and Wynne, 2007) . Other well-represented variables included the standard deviation of second return vegetation heights and the number of first return ground hits as a ratio of total first returns. These variables were indicators of vegetation cover. Second return metrics, which are associated with intermediate returns and by extension lower canopy cover indicators, played a role in defining different forest structures. Large standard deviations for second return vegetation heights can be interpreted to be indicative of a mid-canopy structure with more variable Table 4 .
Classification accuracies for the point-height-based discriminant classification approach are shown in Figure 4 . Overall accuracies ranged from 81.4 percent to 89.2 percent for the 2-class, deciduous-coniferous classification. Producer's and user's accuracies for the deciduous and coniferous classes indicated that deciduous class assignment was more reliable than for coniferous objects, both from a map producer's and a map user's perspective. Kappa statistics ( Figure 5 ) for the 2-class classification ranged from 60.2 percent to 76.7 percent. Although overall and Kappa statistics peaked at 1.885 ha/average object, significant differences were only found between 1.885 ha/average object (89.2 percent) and 0.035 ha/average object (82.2 percent) and 0.964 ha/average object (81.4 percent) (a ϭ 0.05). Overall accuracies for the 3-class, deciduous-coniferous-mixed classification (Figure 4) ranged from 61.6 percent to 70.8 percent, while the Kappa statistics ( Figure 5 ) varied between 40.4 percent and 53.5 percent. Peak values again were found at the 1.885 ha/average object size. No significant differences were found in the case of the 3-class classification scheme (Table 5 ). Significance testing indicated that there were minor to non-existing differences within the 2-class and 3-class schemes, but the t-test revealed a significance difference between the mean classification accuracies for the 2-and 3-class schemes at a ϭ 0.05 (Table 5 ). Producer's accuracies generally were highest for coniferous, followed by deciduous and mixed objects. User's accuracies typically decreased from deciduous to coniferous to mixed object classification.
FINAL VARIABLES ENTERED INTO LIDAR POINT-HEIGHT-BASED (DISTRIBUTIONAL) DISCRIMINANT CLASSIFICATIONS (2-CLASS ϭ DECIDUOUS-CONIFEROUS
The following findings are particularly noteworthy:
1. The lack of statistical differences among classification results from different object sizes indicated that average object size did not influence classification for the study area. This result was attributed to the hierarchical nature of the segmentation algorithm which merges smaller, homogenous objects to form larger objects at higher hierarchical levels. Within-object variance was therefore already minimized before combination of smaller objects, leading to similar accuracies for all object sizes. A non-hierarchical segmentation approach therefore could be evaluated in future to determine if object size will affect classification accuracies in such a scenario. 2. The significance of the highest accuracies for the 2-class versus 3-class scheme indicated that a deciduous-coniferous forest delineation was better suited to the Virginia Piedmont, as opposed to the inclusion of a mixed category. This was attributed to the forest types found in the study area, with most of the stands represented by one distinct taxonomic group and few completely mixed stands. The mixed class only constituted 25 (11.4 percent) BAF plots when a 75 percent basal area purity cut-off was used, further corroborating this conclusion. 3. There also was no significant difference between objectbased classification and classification based on existing forest stands in the study area, in both the 2-and 3-class schemes. Although unexpected, this result was ascribed to the definition of forest stands in an operational context. Forest stands are more often defined by their species makeup (coniferous-deciduous-mixed) than by their height structure (even-aged versus all-aged). This effectively made the Appomattox stand map a thematic species map. However, the classification of objects was based on forest structure and not forest type definition. van Aardt et al. (2006) also found improved adjusted R 2 values for objectbased volume and biomass modeling when compared to the operational stands. Object-based classification accuracies therefore were deemed encouraging, especially in the context of associated volume and biomass modeling results.
Discriminant Classification using CHM Height Distributional Variables
Stepwise discriminant analysis again was effective in reducing classification variables from 31 original CHM distributional variables to fewer than 10 variables for both 2-and 3-class classification schemes. As was the case for the point-height-based approach, most distributional data types were well represented, e.g., maximum height, canopy cover percentiles, and the standard deviation of height. Maximum height, the 90 th height percentile, and the 20 th and 30 th canopy cover percentiles were particularly well represented. These variables indicated that structural information, represented by the percentile variables, also was important to forest type definition. Overall classification accuracies for the CHM-based discriminant classification approach (Figure 4 ) ranged between 64 percent and 79 percent (2-class), and 54 percent and 64 percent (3-class). Only the results of 1.885 ha/average object (79 percent) and 0.141 ha/average object (64 percent) were significantly different from each other, while there were no significant differences in the 3-class classification scheme (a ϭ 0.05). The 2-and 3-class mean accuracies were significantly different from each other at a ϭ 0.05 (t-test). This corroborated the results from the point-height-based approach that a 2-class (deciduous-coniferous) scheme is better suited to the study area than a 3-class (deciduous-coniferous-mixed) scheme.
There again was no significant difference between objectbased classification and classification based on existing forest stands in the study area, further corroborating results from the point-height-based approach. Kappa statistics (2-class: 29 percent to 54 percent; 3-class: 32 percent to 45 percent), shown in Figure 5 , were distinctly lower than those found for the point-height-based approach, indicating that classification using lidar point-height distributions resulted in a generally better forest type assignment than the CHM-based classification. The lidar point height approach was a significant improvement over the CHM approach for the 2-and 3-class forest definitions. However, the first method is computationally more demanding, requiring advanced computer hardware and lidar sensors. The latter approach can be based solely on the single distribution from a forest canopy height model. Results for significance tests are shown in Table 5 . Coniferous producer's accuracies were higher than deciduous accuracies for the 3-class forest definition. This was due to a "purer" definition of the coniferous class in the 3-class approach. A 90 percent basal area coniferous majority, as opposed to 51 percent for the 2-class approach, resulted in a definitively purer class. This came at the cost of reduced overall accuracy due to the addition of a mixed class. Class definitions ultimately are the choice of the user, who might be inclined to define Virginia Piedmont forests as a 2-class forest biome, thereby increasing classification accuracies, but sacrificing a more detailed class definition.
A caveat of any distributional approach, namely unclassified objects due to missing classification variables, generally can be circumvented by limiting independent variables to those types that are well represented for all object sizes. Fifth lidar height return values, for instance, were not used as part of the independent variable set. However, only as few as five out of the total 6,687 (0.141 ha/average object) objects will remain unclassified due to missing second return variables. This was attributed to objects, devoid of vegetation, where only first lidar returns were recorded. Unclassified objects were not used as part of the cross-validation accuracy assessment, but operationally should still be addressed through reclassification. Possible solutions to situations where objects have missing classification variables include post-classification photo-interpretation or field verification.
Volume and Biomass Estimation
Results for the volume and biomass estimation, based on objects classified using the models developed in this study, and volume and biomass models developed by van Aardt et al. (2006) , are shown in Figure 6 (0.091 ha/average object; best volume biomass model results in van Aardt et al., 2006) . Although differences between BAF plot and modeling estimates ranged between 26.3 percent and 52.9 percent for separate forest type volume estimations, overall volume estimate differences were between 0.6 percent and 1.5 percent (2-class model), 3.8 percent and 5.5 percent (3-class model), and 0.9 percent and 1.7 percent (general model). Results such as these bode well for potential operational implementation of a combined classification-estimation effort using an object-oriented lidar distributional approach, with especially precision estimates being distinctly lower (16.5 percent to 51.9 percent) for model-based estimation compared to BAF plot results. Further research is still required to evaluate the applicability of associated precision figures to operational scenarios. The largest discrepancies between field-based and modeling estimates occurred in the smaller object (0.035 ha/average object) 2-class coniferous (26.3 percent) and 3-class mixed (52.9 percent) classes. This was attributed to the inherently variable nature of the mixed class, while the 2-class coniferous group exhibited similar behavior in the
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A u g u s t 2 0 0 8 1041 Figure 6 . Results of volume and biomass estimations, based on classified objects and volume/biomass models from van Aardt et al. (2006) for the full study area and the 0.091 ha/average object segmentation result. Estimate precisions are shown using standard error bars (D ϭ deciduous; C ϭ coniferous). volume/biomass model development study by van Aardt et al. (2006) . Similar trends were evident for biomass modeling, with the differences between general BAF plot and model estimation ranging from 0.5 percent to 3.8 percent, and the 2-class coniferous and 3-class mixed classes again exhibiting the largest errors when compared to field estimates.
A distinct difference among modeling results for different object sizes was absent, with the larger object (1.885 ha/average object) estimates being very similar to results obtained for the two-plot level object sizes (0.035 and 0.091 ha/average object). This indicated that an objectoriented, lidar distributional approach to forest type classification and volume and biomass estimation was amenable to object sizes that are large enough to be scaled to operational forest stand sizes. The associated high precisions of the estimates were promising for operational implementation of such an approach, once the relatively high costs associated with lidar data acquisition are addressed. Plate 1 shows a wall-to-wall per-object (0.091 ha/average object) volume estimation for each taxonomic group in the study area.
Conclusions
Per-object classification results, from both lidar point-heightbased and CHM-based distributional discriminant classifications, were promising when one considers the type of input data, the variability in natural ecosystems based on basal area contributions for each class, and the classification approach used. Accuracies as high as 89 percent for the point-heightbased discriminant classification and 79 percent for the CHM-based approach bode well for lidar-based per-object classification. Higher accuracies for the point-height-based approach were attributed to the increased variable type range, which included more structural (2 nd returns) and intensity variables than the CHM-based approach.
There were limited significant differences within classification approaches, indicating that average object size did not influence the outcome. This furthermore implies that reducing the per-object coverage of lidar points would have little to no effect on classification accuracy, with potential implications for a more sampling-oriented approach to lidar-based forest inventories. The absence of a decreasing classification accuracy trend at larger object sizes was attributed to the hierarchical nature of the segmentation algorithm. The algorithm was based on the minimization of within-object variance, but since smaller objects constituted the building blocks for larger objects, variance minimization already was addressed at lower levels. Stand-based classification also was not significantly different from object-based approaches. This was due to the definition of operational forest stands on a perspecies or type basis, resulting in an extant forest type map.
Stepwise discriminant analysis, as part of discriminant classification (van Aardt and Wynne, 2001) , was confirmed as an effective method for variable reduction. Selected variables included a broad range of distributional data types, while the inclusion of intensity variables highlighted their importance to lidar-based classification approaches. The standard deviation of second return vegetation hits and the first return ground hits as a ratio of total first returns were also well represented variables. Both these metrics were important indicators of vegetative cover.
Two-class forest type definition (deciduous-coniferous) resulted in better accuracies than a 3-class (deciduousconiferous-mixed) approach for the study area, although an n-class classification approach, where n Ͼ 2, also has advantages depending on forest management requirements. This result was attributed to high basal area percentages, in terms of deciduous-coniferous mixtures, that had to be used for mixed class definition. The mixed class eventually was closely associated with the deciduous group, thereby reducing deciduous producer's accuracies in the 3-class scheme. Higher producer's accuracies for the coniferous class in the 3-class approach indicated that the deciduous and mixed classes were the main contributors to lower overall accuracies because of increased between-group confusion.
Forest volume and biomass estimation, based on objects classified using the developed approach, showed significant potential for operational implementation. Differences between BAF field plot estimates and forest type model estimates were negligible in most instances, with the 2-class coniferous and 3-class mixed classes warranting further investigation. General volume and biomass model estimates closely approximated field estimates, while the precisions of the estimates were distinctly better using the lidar data than using the BAF plots alone.
Although traditional approaches achieve adequate classification accuracies using multispectral data (Franklin, 1994; White et al., 1995) , a lidar-based object-oriented approach has multiple benefits. Lidar data have been used extensively for estimating forest biophysical parameters (Means et al., 2000; Naesset, 2002; Popescu et al., 2002; Bortolot and Wynne, 2005) , and coupled with classification, could enable a forest inventory approach that is based on a single data source. Due to their hierarchical nature, objectoriented approaches also have the benefit of recombination of object-level results to fit almost any required scale. Lastly, the simplicity of the approach is attractive, since only per-object height values are potentially required, while co-registration errors between optical and lidar data also are minimized. Extension of accurate classifications to lidar-derived forest volume or biomass-by-type is appealing, and could prove useful in forest inventories. The biggest hurdles to large-scale application are data cost and processing time, which likely will decrease as more data providers emerge and technology improves. Independent of these caveats, analytical approaches are continuously evolving to a stage where multi-source remote sensing data might no longer be required for complete forest inventories.
