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Abstract
The utilization of vision information for control in intelligent technical applications with high dynamics has been a central issue.
The main obstacles are the low sampling rate of the cameras (about 60Hz of a commercial camera) compared to the required
sampling rate of the high dynamic applications (over 1 kHz) and the time-delayed measurements due to the image processing.
A model-based Event-Triggered Observer (ETO) [12] has been proposed for linear systems to observe and predict the undelayed
continuous state variables of the system from the sampled and delayed measurements where the sampling rate and the delay-
time can be constant or variable. However, the disturbances like the sensor noise and the perturbations of the environment were
not handled within [12]. As is well known, the disturbances decline the performance of the model-based observer. To keep the
performance of the state-estimation and prediction, an eﬀective solution is to adopt into account the unknown dynamic eﬀects
due to the disturbances by integrating them into the state-estimation. A survey [13] has shown diﬀerent methods of dealing
with the disturbance estimation to improve the accuracy of the estimation of the system internal states. Unlike other mentioned
methods in [13], the so-called Unknown Input Observer (UIO), shows signiﬁcant advantages with the ability to estimate the
unknown input disturbances and the system internal states simultaneously by augmenting the state space of a classical state observer
like Luenberger-Observer with a disturbance model [14,15]. In this paper, an Extended Event-Triggered Observer (EETO) is
proposed, which based on the proposed ETO in [12] and is extended with an UIO. The new proposed EETO can estimate undelayed
continuous state variables from the time-delayed measurements under the disturbances. An example system with a second-order
delay behavior is simulated, whose output is sampled and delayed. The simulation results show the performance of the proposed
Extended Event-Triggered Observer.
c© 2016 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of the organizing committee of SysInt 2016.
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1. Introduction
The vision based control technology has been extensively used in intelligent technical applications. The obstacle
to integrate the vision information for highly dynamic systems is the limited sampling rate of the cameras. Further-
more, the time-delayed measurements due to the image processing are also an issue which should be solved. Some
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researchers solved this problem by using high-speed cameras [1] and optimizing the utilization of the hardware re-
sources like employing the GPU [2] or the multi-core processor [3] to speed up the image acquisition and improve
the performance of the image processing respectively. Nevertheless the expense of a high-speed camera and the re-
quired specialized knowledge about the hardware programming still restricts the extensive vision-based applications.
Another philosophy to compensate the inﬂuence of the time-delayed measurements, which can deteriorate the system
stability and control performance in a closed-loop system, is designing a state observer based on the plant model
to predict the actual system states. After the ﬁrst consideration of the dynamic behavior of a closed-loop control
system due to the delayed measurements by Corke [4], there have been numerous research results in this area. The
most famous technique is the Kalman-Filter. In [5] the authors developed a Switching-Kalman-Filter to improve the
prediction quality where the target motion suﬀers the discontinuity like a changed velocity. To the similar problem
with the abrupt changes of moving direction of the target, a Fuzzy-Kalman-Filter was developed in [6]. In [7] an
adaptive Kalman-Filter was proposed to produce eﬃcient state estimation of the nonlinear systems. A hybrid ap-
proach of the Kalman-Filter was proposed in [8], which estimates the position and the velocity of a moving target
separately. Besides the widespread Kalman-Filter another category to cope with delays is the model predictive control
strategy [9,10]. Since 2010 two novel methodologies were designed to cope with delays. One is the Moving-Horizon-
Estimator, which ensures the minimization of the errors between the measured and the estimated states within a
moving ﬁnite time horizon. An application could be found in [11]. Another method called Event-Triggered-Observer
was proposed in [12], which considered the linear systems and predict the undelayed continuous state variables from
the sampled and delayed measurements, where the sampling rate and the delay-time can be constant or variable. How-
ever, the disturbances like the sensor noise and the perturbations of the environment were not handled within [12]. As
is well known, the disturbances decline the performance of the model-based observer. To keep the performance of the
state-estimation and prediction, an eﬀective solution is to take into account the unknown dynamic eﬀects due to the
disturbances by integrating them into the state estimation. A survey [13] has shown diﬀerent methods of dealing with
the disturbance estimation to improve the accuracy of the estimation of the system internal states. Unlike other in [13]
mentioned methods, the so-called Unknown Input Observer (UIO), shows signiﬁcant advantages with the ability to
estimate the unknown input disturbances and the system internal states simultaneously by augmenting the state space
of a classical state observer like Luenberger-Observer with a disturbance model [14,15].
In this paper, an Extended Event-Triggered Observer (EETO) is proposed, which based on the proposed ETO in
[12] and is extended with an Unknown Input Observer. The new proposed EETO can estimate undelayed continuous
state variables from the time-delayed measurements under the disturbances. An example system with a second-order
delay behavior is simulated, whose output is sampled, delayed and with measuring noise. The inputs of the system
model are disturbed with unmodeled system dynamic. The Simulation results show the performance of the proposed
Extended Event-Triggered Observer.
2. Extended event-triggered observer
In this section, the in [12] proposed Event-Triggered Observer will be brieﬂy reviewed at ﬁrst. Then this Event-
Triggered Observer will be extended with an integrated disturbance model to enhance the quality of the state esti-
mation under unknown disturbances. The main purpose is to estimate the continuous state variables by applying the
proposed state observer providing only sampled and delayed measurements.
2.1. Event-triggered observer
As mentioned in the former section, the widespread utilization of vision information is obstructed by the sampling
eﬀect and the time delay, which is caused by camera properties and the image processing. This discrete and time
delayed measurements should be applied to an observer to compensate the time delay and reconstruct the continuous
state variables, which could be directly employed by a controller (see ﬁgure 1). In the framework of the event-triggered
observer, the plant model in the state space is extended to a Linear Piecewise Continuous System (LPCS), which has
two input spaces (the switching input v(tki ) and the continuous input u(t)) and two time spaces (the discrete time space
S and the continuous time space Ξ). The time stamp at every delayed sampling is deﬁned as tki = iTe + kte, where Te
is the constant time delay and te is the constant sampling time. Their relation fulﬁlls the equation Te = qte.
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Fig. 1. Dynamic system with sampled delayed measurement [12].
This new deﬁned LPCS can be formulated as follows and depicted in ﬁgure 2:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
x(tk+i ) = B2v(t
k
i ),∀tki ∈ S
x˙(t) = Ax(t) + B1u(t),∀t ∈ Φt
y(t) = Cx(t),∀t ∈ Ξ,
(1)
where the discrete time space S and the continuous time space Ξ are deﬁned as S = {tki ; i = 0, 1, 2, . . . ; k =
0, 1, 2, . . . , q} and Ξ = {t ∈ [0,∞)}, respectively. The continuous time space between two successive discrete in-
stants is deﬁned as Φkt = {Φt | ∀t ∈ (tki , tk+1i )}, where Φt = {Ξ − S }.
Fig. 2. Linear Piecewise-Continuous System [12].
The analytical solution of the state variables of this LPCS is:
x(t) = eA(t−t
k
i )B2v(tk+i ) +
∫ tk+1i
tki
eA(t
k+1
i −τ)B1u(τ)dτ (2)
Based on the extended LPCS the ETO uses a four-step algorithm to compensate the time-delayed measurements
and reconstruct all the continuous state variables.
• In the ﬁrst step, by using the LPCS (1) with the inputs u(t) and v(tk+i ) = 0 to get the analytical particular solution
of the diﬀerential state equation in (1) in Φkt = {Φt | ∀t ∈ (tki , tk+1i )}, which reﬂects the state transition because of
the input u(t). ∫ tk+1i
tki
eA(t
k+1
i −τ)B1u(τ)dτ = M
tk+1i
tki
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
m1t
k+1
i
tki
m2t
k+1
i
tki
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (3)
Encapsulating this particular solution into a matrix and delaying this matrix (3) with Te = qte, to construct the
sequence 4, which will be used later in the following steps, eg. in the second step with the delayed measurements
yki−1 synchronous to estimate the delayed state variables (see ﬁgure 3).
M
tk+1i−1
tki−1
, M
tk+2i−1
tk+1i−1
, . . . , Mt
0
i
tq−1i−1
, Mt
1
i
t0i
, . . . , Mt
k+1
i
tki
. (4)
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Fig. 3. Structure of the Event-Triggered Observer.
• In the second step the delayed state variables xˆki−1 will be estimated by using a reduced-order discrete-time
Luenberger (RODL) observer.
θk+1i−1 = (A11) − LA21θki−1 + [(A11 − LA21) + A12 − LA22]yki−1 + (m2
tk+1i−1
tki−1
− Lm1tk+1i−1
tki−1
)
ωˆki−1 = θ
k
i−1 + Ly
k
i−1.
(5)
The matrix Aii is the submatrix of the discrete dynamic matrix Ad = eAte of the plant model, ωˆki−1 denotes the
estimated unmeasureble states. The results of this step is a vector of the entire estimated state variables, which
are discrete and still time-delayed
xˆki−1 = [(y
k
i−1)
T (ωˆki−1)
T ]T . (6)
• In the third step, the time-delay of the discrete estimated state variables will be compensated through the equa-
tions of state reconstruction
xˆki = A
q
d xˆ
k
i−1 + f (Ad,M), (7)
where the discrete transition matrix Ad will be calculated through Ad = eAte and the function f (Ad,M) has the
form
f (Ad,M) =
q−1−k∑
j=0
Aq−1− jd M
tk+ j+1i−1
tk+ ji−1
+
q−1∑
j=q−k
Aq−1− jd M
t j−q−k+1i
t j−q−ki
. (8)
• The last step is then integrating the second equation in (1) by using the results of (7) as the general solution for
every sampling period, to obtain the undelayed and continuous state variables
xˆ = eA(t−t
k
i ) xˆki +
∫ t
tki
eA(t−τ)Bu(τ)dτ, (9)
which could be applied for the controller.
The performance of this algorithm has been showed through the simulation results in [12]. It works well for linear
plant and if there are no existing disturbances, means the system is modeled exactly. If the plant model is not exact,
e.g. one exist some unmodeled dynamic eﬀects like friction, or the measurement is suﬀered from the noise, which is
the general situation by most sensors, then this in [12] proposed methods could not provide satisfactory estimation of
state variables. It is necessary to extend the ETO to ensure the state estimation quality, which will be depicted below.
2.2. Extended event-triggered observer
The main idea to extend the existing event-triggered observer is to approximately model the disturbances using the
diﬀerential equations [15]
x˙z = Azxz
z = Czxz.
(10)
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This disturbance model is integrated in the system model (1).
[
x(tk+i )
xz(tk+i )
]
=
[
B2v(tki )
Bzvz(tki )
]
(11)
[
x˙(t)
x˙z(t)
]
=
[
A ECz
0 Az
] [
x(t)
xz(t)
]
+
[
B1
0
]
u(t) ; y =
[
C 0
] [ x(t)
xz(t)
]
. (12)
Instead of the RODLwhich is employed in the second step in the existing event-triggered observer, a full-order discrete
Luenberger (FODL) observer will be applied in the EETO. Thereby the states of disturbances will be estimated as well
and could be added to the feed-forward control to compensate the inﬂuence of disturbances if necessary. The state
reconstruction will also be modiﬁed because of the additionally integrated state variables of disturbances. The new
proposed EETO consists also of four steps, which will be depicted below. It should be noted that the disturbance model
in the form of diﬀerential equations can only approximately represent the behavior of the deterministic disturbances.
• The ﬁrst step compared to the original version of ETO has not changed. The results is depicted in (4).
• A full-order discrete Luenberger observer is employed, to estimate the state variables of the system and the
disturbances. [
xˆk+1i−1
xˆk+1z,i−1
]
=
[
Ad − LC ECz
−LzC Azd
] [
xˆki−1
xˆkz,i−1
]
+
⎡⎢⎢⎢⎢⎢⎢⎣M
tk+1i−1
tki−1
0
⎤⎥⎥⎥⎥⎥⎥⎦ +
[
L
Lz
]
yki−1 (13)
• The reconstruction step is also extended. Not only the system state variables should be reconstructed in this step,
also the state variables of the disturbances. To simplify the mathematical expression, the following substitutions
should be taken.
xe(t) :=
[
x(t)
xz(t)
]
; Ae :=
[
A ECz
0 Az
]
(14)
and the discrete form of the matrices Ae,d and Be,d should be used for the state reconstruction like in (7):
Ae,d = eAete ; Be,du
tk+1i−1
tki−1
:=
⎡⎢⎢⎢⎢⎢⎢⎣M
tk+1i−1
tki−1
0
⎤⎥⎥⎥⎥⎥⎥⎦ . (15)
The extended plant model (12) will then be rewritten in discrete form
xk+1e,i−1 = Ae,dx
k
e,i−1 + Be,du
tk+1i−1
tki−1
(16)
The reconstruction of the state variables takes place by using the following equation
xˆke,i = A
q
e,d xˆ
k
e,i−1 +
[
Aq−1e,d A
q−2
e,d . . . A
0
e,d
]
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Be,du
tk+1i−1
e,tki−1
Be,du
tk+2i−1
e,tk+1i−1
...
Be,du
tki
e,tk−1i
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (17)
• For the last step, one can use the equation form of (9) directly, by substituting the parameters with the extended
one
xˆe = eAe(t−t
k
i ) xˆke,i +
∫ t
tki
eAe(t−τ)Beu(τ)dτ. (18)
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3. Simulation results
In this section, the proposed EETO will be applied on a mass-spring-damper system. The mass is stimulated by a
periodic force u = 10sin(πt), c and d are the spring constant and the damping ratio respectively (see ﬁgure 4). The ﬁrst
state, also the only measurement is the position of the mass and the second state is its velocity, which is not directly
measurably. The system dynamic is modeled by the following equation in state space
[
s˙
v˙
]
=
[
0 1
−c/m −d/m
] [
s
v
]
+
[
0
1
]
u
y =
[
1 0
] [s
v
]
.
(19)
Fig. 4. The simulated physical system
In this plant model, the friction is not modeled which should act as a disturbance. The friction supposes to be a
dry friction and is piecewise constant. For a piecewise constant disturbance the disturbance model could be deﬁned
as follows: [
x˙z
x¨z
]
=
[
0 1
0 0
] [
xz
x˙z
]
; z =
[
1 0
] [xz
x˙z
]
. (20)
The extended plant with integrated disturbance model is then
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s˙
v˙
x˙z
x¨z
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0
−c/m −d/m 1 0
0 0 0 1
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s
v
xz
x˙z
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ u; y =
[
1 0 0 0
]
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s
v
xz
x˙z
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ . (21)
This extended plant model is applied in the EETO, to estimate the continuous position and velocity of the mass with
only the delayed and sampled measurement of the mass position. The constant time-delay is Te = 0.5 s and the
sampling time is te = 0.05 s. As in the ﬁgure 5 depicted, blue curve is the undelayed continuous mass position and the
red one is the delayed sampled measurement, which is applied in the EETO.
The ﬁgure 6 shows the results of the reconstructed position and velocity of the mass, whose dynamic is aﬀected
by the friction as the disturbance. In order to demonstrate the performance of the proposed EETO, the reconstructed
results of ETO are also depicted in red. The blue one is the reference and the yellow curve is the consequences
of EETO. Because of the delayed measurement with delay-time 0.5 s, both the ETO and EETO could not provide
satisfactory estimation in the ﬁrst 0.5 s. After that the measurement is available, the estimation of ETO and EETO
are corrected and the estimation errors are reduced. By comparing both observers, the extended one has the smaller
estimation errors because of the integrated disturbance model.
Now the measurement is disturbed with an additional measuring noise, which is modeled as a gaussian distribution
with zero mean and 0.0001 as the covariance (see ﬁg.7). The estimation results of both observers are depicted in ﬁgure
8. The similar conclusion could be obtained as with the simulation without measuring noise.
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Fig. 5. The reference position and the delayed sampled measurement without measureing noise.
Fig. 6. Compare of reconstructed states from ETO and EETO under friction (a) reconstructed position; (b) reconstructed velocity.
Fig. 7. The reference position and the delayed sampled measurement with additional measuring noise.
4. Conclusion and outlook
In this paper, an Extended Event-Triggered Observer was proposed, which is extended based on the proposed ETO
in [12]. The main progress of the extended version is, the unknown disturbances were modeled with a diﬀerential
equation and integrated in the plant model in state space. With this approach the process dynamic caused by distur-
bances can be considered and estimated by the observer. As consequence the extended observer is more robust against
disturbances and provides better estimation than the original one, which could be seen in the simulation results. With
additional measuring noise, which is modeled as a gaussian distribution, the extended observer estimates the states
also better than the original one, but the estimated states are still a little bit noisy. The estimation results should be
optimized while applying a Kalman-Filter instead of the Luenberger observer in the EETO.
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Fig. 8. Compare of reconstructed states from ETO and EETO under friction with additional measurements noise (a) reconstructed position; (b)
reconstructed velocity.
This EETO can be applied in a ﬂexible controlled production system, whose measurements consist of the local
cabled sensors like a motor encoder and the distributed sensors like a camera, which can sign-in and sign-out during
the production and provides the sampled and time delayed measurements via a wireless network. With the proposed
EETO, the ﬂexible production system should work reliable despite the sampled and time delayed measurements.
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