Panel datasets have been increasingly used in economics to analyse complex economic phenomena. One of the attractions of panel datasets is the ability to use an extended dataset to obtain information about parameters of interest which are assumed to have common values across panel units. However, the assumption of poolability has not been studied extensively beyond tests that determine whether a given dataset is poolable. We propose a method that enables the distinction of a set of series into a set of poolable series for which the hypothesis of a common parameter subvector cannot be reject and a set of series for which the poolability hypothesis fails. We discuss its theoretical properties and investigate its small sample performance for a particular simple model in a Monte Carlo study.
Introduction
Panel datasets have been increasingly used in economics to analyse complex economic phenomena. One of the attractions of panel datasets is the ability to use an extended dataset to obtain information about parameters of interest which are assumed to have common values across panel units.
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However, the assumption of poolability, i.e. the validity of the assumption that panel units described by a given model have a common parameter subvector for that model, has not received great attention in the literature. Work in this area has concentrated on whether a given dataset is poolable as a whole, i.e, whether the null hypothesis H 0 : β j = β, j = 1, . . . , N holds, where β is the assumed common parameter subvector of the N cross-sectional units of the dataset. In that vein a common approach, discussed, in some detail, in Baltagi (2001) , is to use an extension of the Chow (1960) parameter stability test on the pooled dataset. Other tests for this null hypothesis have been developped by Ziemer and Wetzstein (1983) and Baltagi, Hidalgo, and Li (1996) .
However, if such tests reject the researcher is left with little idea of how to proceed. In other words if we reject this null hypothesis we do not know which series caused the rejection. It would be of some interest if a method were available that would enable the distinction of the set of series into a group of poolable and a group of nonpoolable series. Such methods seem indeed possible, and asymptotically justified under appropriate conditions, and this paper is proposing one. Our method uses a sequence of tests to distinguish between poolable and nonpoolable series. If more than one series are actually poolable then the use of panel methods to investigate the properties of this set of series is indeed more efficient compared to univariate methods.
The method we propose starts by testing the null of all series having a common parameter subvector. In doing that we propose a new test of poolability. Of course, any other poolability test can be used but the new test is useful in that it produces as a by product the means of distinguishing poolable from nonpoolable series. If the test rejects the null hypothesis of poolability, then the series with the maximum difference between the individual estimate of the vector β and its estimate obtained using the pooled dataset, suitably normalised, is considered as non-poolable and is removed from the dataset. We then apply the poolability test to the remaining series and continue in this vein until the poolability test does not reject the null hypothesis for some subset of the original set of series or we are left with a set of one series.
The new poolability test
Let us consider the following panel data model
where x j,t is a k-dimensional vector of predetermined variables. This is a standard panel data model where we do not need to specify the nature of the cross sectional individual effect α j . Our discussion carries through both for fixed and random effect models. The poolability test is concerned with the null hypothesis
We make the following assumptions Assumption 1 is likely to imply that the processes y j,t and x j,t are stationary. However, the methods we will propose does not rely on stationarity of the data although dealing with nonstationarity will require changes to the derivation of the asymptotic distributions of our test. We do not give more details on these estimators so as to encompass as general a framework as possible, in our discussion. It is clear that the model may be either dynamic (by including lags of y j,t ) or static. The assumption of model linearity is not essential, either, for the ensuing analysis. Extension to vector y j,t processes is also straightforward as will become obvious from what follows.
A test that β j = β for a given j may be based on the test statistic
This is a Haussman type statistic. Given efficiency of the estimatorβ under the null hypothesis we know from Hausman (1978) that
3 A consistent estimate of V ar(β j −β) may be based on consistent estimates of the variances on the RHS of (4). Then it follows from our assumption of asymptotic normality of the estimators that as T → ∞
Our poolability test will be based on the S T,j statistics. In particular we suggest that S Galambos (1978) . 
We now define the object we wish to estimate. To simplify the analysis we assume that there exists one cluster of series with equal β j = β. If all series have different β j then without loss of generality we assume that β 1 ≡ β. For the time being we will assume that there exists just one cluster of series with equal β j and all the rest of the series have different β j . The more general case is straightforward to deal with and will be discussed briefly later. For every series y j,t (and associated set of predetermined variables x j,t ) define the binary object I j which takes the value 0 if β j = β and 1 if β j = β. Then,
. We wish to estimate I i 1,N . We denote the estimate bŷ
To do so we consider the following procedure.
1. Set j = 1 and i j = {1, . . . , N}. In other words, we estimate a set of binary objects that indicate whether a series is poolable or not. We do this by carrying out a sequence of poolability tests on a reducing dataset where the reduction is carried out by dropping series for which there is evidence of nonpoolability. A large individual S j,Tstatistic is used as such evidence.
Calculate the S
We will discuss conditions for the consistency ofÎ i 1,N as an estimator of I i 1,N , for infinite N and T . We denote the number of poolable series by N 1 and the number of nonpoolable series N 2 = N − N 1 . We need the following assumption Assumption 3 There exists 0 < α < 1 such that if the number of series for which β j = β is at most O(N α ) the panel estimator of β using all series is consistent. Formally, we will show that 
Remark 3 Assumption 3 is needed because if the panel estimator is not

Theorem 2 Under assumptions 1 and 2 and if (i) lim
Note the similarities between this setup and the variety of tests of rank where a sequence of tests are needed to determine the rank of a matrix (see e.g., Camba-Mendez and Kapetanios (2001) or Camba-Mendez, Kapetanios, Smith, and Weale (2003) ).
A weaker result can be established for a fixed significance level, α.
Theorem 3 Under assumptions 1 and 2, N → ∞, and if N 2 satisfies assumption 3, then
lim
It is clear that our procedure is very general. It can be applied using any poolability test. The main ingredients are a poolability test and a criterion for choosing which series to classify as nonpoolable at each step. Our choice of using the maximum difference between an estimator of the parameter vector from an individual series and one from the pooled dataset seems uncontroversial. The new poolability test is ideally suited for this choice of metric and is therefore adopted.
Before concluding this section, we discuss the possible case of two or more different clusters of series in the panel dataset each with a common value of β within the cluster but different across clusters. Clearly the clusters need to be of different orders of magnitude to satisfy assumption 3. Our procedure will inevitably end with the larger cluster being classified as poolable and the other cluster as nonpoolable. In one sense this is the correct conclusion since the two clusters should not be pooled. On the other hand, the cluster which is not selected as a poolable cluster, should still be analysed using panel methods. As a result it is possible to restart the procedure with only the series which have been classified as nonpoolable from the initial application of the procedure. Then, the second cluster will be identified. The sequential application of the method can be continued until all potential clusters have been identified.
Monte Carlo Study
In this section we carry out a Monte Carlo investigation of our new method. We consider the following setup. Let
where j,t ∼ N (0, 1). We investigate the new method along a number of different dimensions for the above model. Namely, we consider variations in N , T and φ j . More specifically, we consider T ∈ {50, 100, 200, 400} and N ∈ {5, 10, 15, 20, 25, 30}.
For φ j we consider the following setup: φ j = 0.5 with probability δ over j and φ j ∈ (γ 1 , γ 2 ) with probability 1 − δ. This is a general setup designed to address a number of issues not widely discussed in the literature. Obviously, the degree of variation in φ j under the alternative hypothesis is of great importance. Further, the choice of δ is likely to affect the performance of the new method. We set δ ∈ {0.25, 0.5, 0.75}.
We choose γ 1 = 0.05 and γ 2 = 0.95. The performance measure we use is the estimated probability of classifying a series as nonpoolable. This should tend to zero for poolable series and to one for nonpoolable series. Denote the number of Monte Carlo replications by B. This probability is calculated as follows in our experiments.
where N s = N (1 − δ)s + Nδ(1 − s) and u denotes a generic series. Results are presented in Table 2 . We refer to the new method as Sequential Panel Selection Method (SPSM).
We also carry out a Monte Carlo evaluation of the new test. The setup is the same as above. Tables 3 and 4 present the probability of rejection under the null hypothesis of φ j = 0.5 and under the alternative hypothesis where φ j = 0.5 with probability δ over j and φ j ∈ (γ 1 , γ 2 ) with probability 1 − δ. We choose γ 1 = 0.25 and γ 2 = 0.75 for these experiments. Results for the null hypothesis are presented in Table 3 and for the alternative in Table 4. A number of conclusions emerge from these Tables. First, we comment on the performance of the SPDM method. We note that the performance of SPSM in terms of classifying poolable series as poolable is in general satisfactory. The probability of misclassification never exceeds 15%. This is to be expected given that the method is based on a test whose null hypothesis is that of a set of series being poolable. On the other hand, as the number of observations increases we see that this probability falls mainly for δ = 0.50, 0.75. This probability also falls with the number of series included in the dataset. This is in line with the asymptotic result in Theorem 3. For example, we see that for N = 30, T = 400 and δ = 0.75 this probability is only 0.2%.
Moving on to the ability of SPSM to classify nonpoolable series as nonpoolable we see that the probability of that happening increases drastically with T . It does not seem to be affected by N or δ. Given that the test is based on a supremum of a set of statistics this is perhaps to be expected since only the behaviour of one series matters for the test in each sample. We note here the difference between our conclusion and that reached by Kapetanios (2003) where similar techniques are advocated to separate I(0) from I(1) series in a panel. There the test used is based on an average over a set of Dickey Fuller statistics. As a result that procedure is materially affected by the choice of δ and N .
Moving on to the properties of the S s T test we see that it is very well behaved under the null hypothesis. The estimated rejection probability never differs from 5% by more than 1.3% except for one case where it is equal to 7.5% but for a sample of 30 observations. The power of the test increases with T , N and decreases with δ.
Conclusions
The use of panel datasets for the investigation of a number of economic phenomena has been increasing recently. Both the availability of larger datasets and the development of new estimation methods methods specifically designed for panel datasets can account for this.
An important advantage of panel methods is their ability to improve inference compared to single unit methods. Nevertheless, this implies that the parameter restrictions implied by the panel structure are valid. Poolability tests exists to help with this problem but if they reject the null hypothesis of poolability the researcher is often uncertain about the cause of the rejection, or in particular about the identity of the series that caused this rejection. In other words a method that could distinguish poolable from nonpoolable series within a panel dataset would be of interest to empirical researchers. This paper has suggested such a method. It is based on the sequential use of a poolability test combined with a criterion for removing series one at a time from the dataset when the test rejects. In our implementation the maximum difference between an individual and a panel estimator has been used as such a criterion. Although, we have developed the formal components of our method using a particular new poolability test it is clear that similar methods can be developed based on other pooolability tests. Our Monte Carlo analysis has clearly shown that both the new test and new method work satisfactorily. Further research can illustrate both the use of the new method in empirical contexts and the potential for alternative poolability tests to give rise to methods that improve upon the results reported here.
Appendix Proof of Theorem 1
As T → ∞, each of S T,j tends to a χ 2 k random variable as discussed in the text. For finite N , it is then obvious that the T −asymptotic distribution of S s T will be nuisance parameter free under the null hypothesis and will depend only on N and k. The above relies on independence of the individual test statistics which follows from the efficiency of the panel estimator under the null hypothesis under Assumption 1 and independence of x j,t and j,t over j. Critical values are reported in Table 1 .
If N → ∞ as well, we can characterise the asymptotic distribution of S s T using sequential asymptotics. In particular, we allow T → ∞ and then N → ∞. For T → ∞, we have a set of N χ 2 k distributed random variables. As N → ∞ these random variables become independent since the rate of convergence ofβ is √ T N whereas the rate of convergence ofβ j is only √ T for all j. So we want the asymptotic distribution of the supremum of a set of N independent χ 2 k random variables as N → ∞.
To obtain this we use results from the asymptotic theory of extreme order statistics. Following Arnold, Balakrishnan, and Nagaraja (1992) or Galambos (1978) , there exist only three forms for the asymptotic cumulative distribution function of an appropriate normalisation of this statistic, given by b N S s T + a N . It is not always the case that such an asymptotic representation exists. These cumulative distributions are given by
and
According to Theorem 8.3.2 of Arnold, Balakrishnan, and Nagaraja (1992) the distribution can be of the form
The distribution is G 1 iff the following condition applies
But by applying L'Hopital's rule we can easily see that this limit is infinity for x > 1 using
where Γ a (b) ≡ a 0 e −t t a−1 dt is the incomplete Gamma function. Thus, we need to either verify that G 3 is the appropriate distribution or conclude that no such distribution exists.
To check whether G 3 is the appropriate distribution we use the third von Mises condition given in Theorem 8.3.3 of Arnold, Balakrishnan, and Nagaraja (1992) . This condition states that the asymptotic distibution is G 3 iff
where f k (x) is the pdf of a χ 2 k random variable.
The above condition is equivalent to
where f k (x) and f k (x) are the first and second derivatives of f (x). Then, it is easy to see that we need to prove
Simple algebra indicates that for the χ
Further, by a double application of L'Hopital's rule, it follows that
proving that the required distribution is indeed G 3 . Then, by part (iii) of theorem 8.3.4 of Arnold, Balakrishnan, and Nagaraja (1992) we have that possible (but not unique) expressions for a N and b N are given by:
(19) Finally, example 8.3.4 of Arnold, Balakrishnan, and Nagaraja (1992) 
Consistency of the test readily follows since, under the alternative, S T,j = O p (T ) and, therefore, S s T = O p (T log N ).
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Proof of Theorem 2
The theorem follows from the following considerations. For allÎ i j such that for some l ∈ i j , I i l = 1 we know that the poolability test on the set of series Y i j will reject with probability 1 by the consistency of the poolability test and condition (ii) of Theorem 2 combined with standard arguments on sequences of tests as discussed in , e.g., Hosoya (1989) . Consistency of the poolability test follows from Theorem 1. This implies that S s T is at least O p (T 1/2 ) even for one nonpoolable series in the panel. Further, we know using assumption 3 that with probability 1, S l,T > S m,T asymptotically if I i l = 1 and I i m = 0. As a result, all series for which I i l = 1 will be identified as such, by the sequential approach with probability approaching 1. By condition (i) of Theorem 2 we know that if I i l = 0 for all j in i j then the poolability test will reject with probability equal to α T → 0.
Proof of Theorem 3
We start by noting that, by assumption 3, with probability 1 all series for which I i l = 1 will be detected as nonpoolable by the sequential test before any series for which I i l = 0. This is because the individual S j,T tests for nonpoolable series are O p (T 1/2 ) whereas they are O p (1) for all nonpoolable series. When all nonpoolable series have been removed from the dataset, a poolability test will be carried out on a set of poolable series. With probability α this test will reject. In general, with, at most, probabilityα k , k or more redundant poolability tests will be carried out. Note thatα may be different from α as the sequence of tests is not made up of independent tests. However, it is guaranteed thatα < 1. Therefore, the probability that k poolable series are missclassified as nonpoolable is O(α k ) and tends to zero exponentially with k. Thus, for any given series, out of the N 1 poolable series, the probability that it will be missclassified as nonpoolable tends to zero. we have that a gives the probability that an poolable series will be classified as nonpoolable, whereas b gives the probability that an nonpoolable series will be classified as nonpoolable. 
