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Abstract. We prove the existence of random attractors for a large class of
degenerate stochastic partial differential equations (SPDE) perturbed by joint
additive Wiener noise and real, linear multiplicative Brownian noise, assum-
ing only the standard assumptions of the variational approach to SPDE with
compact embeddings in the associated Gelfand triple. This allows spatially
much rougher noise than in known results. The approach is based on a con-
struction of strictly stationary solutions to related strongly monotone SPDE.
Applications include stochastic generalized porous media equations, stochas-
tic generalized degenerate p-Laplace equations and stochastic reaction diffusion
equations. For perturbed, degenerate p-Laplace equations we prove that the
deterministic, ∞-dimensional attractor collapses to a single random point if
enough noise is added. (The final publication is available at link.springer.com).
0. Introduction
We study the long time behavior of solutions to SPDE of the form
(0.0) dXt = A(t,Xt)dt+ dWt + µXt ◦ dβt,
with drift A satisfying a superlinear/degenerate coercivity property (cf. (A3) below)
and µ ∈ R. Here, ◦ is the Stratonovich stochastic integral. Our analysis will be
based on a variational formulation of (0.0) with respect to a Gelfand triple V ⊆ H ⊆
V ∗. We extend known results on the existence of random attractors for quasilinear
SPDE by allowing spatially much rougher noise, which in applications corresponds
to assuming less spatial correlations. More precisely, we only require the Wiener
process W to take values in H which is the natural choice of noise as far as trace-
class noise is considered. This generalizes the results given in [6, 30]. In addition,
we treat joint additive and real, linear multiplicative noise, which causes difficulties
in establishing asymptotic a priori bounds (i.e. proving bounded absorption). The
key point is to realize that starting from probabilistic (variational) solutions it
is possible to construct ω-wisely strictly stationary solutions (cf. Definition 1.11
below).
Probabilistic methods to analyze the long-time behavior of (0.0) in terms of the
ergodicity of the corresponding Markovian semigroup often require non-degeneracy
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conditions for the noise. On the other hand, so far the construction of stochastic
flows for quasilinear SPDE required spatial smoothness of the noise, thus excluding
non-degenerate noise in many cases. Our construction remedies this obstacle and
hence allows to combine ergodicity results with the essentially pathwise methods
from the theory of random dynamical systems (RDS). We emphasize this point by
proving that the ∞-dimensional attractor of perturbed, degenerate, deterministic
p-Laplace equations collapses to a single random point if non-degenerate additive
noise is included. While such a regularizing effect of additive noise in terms of
reduction of the (fractal) dimension of the attractor is well-known for several sys-
tems with corresponding finite-dimensional deterministic attractor (cf. e.g. [7,16,35]
and Section 2.4 below), the regularizing effect observed in this paper is stronger in
the sense that an ∞-dimensional deterministic attractor is shown to reduce to a
zero-dimensional random attractor.
The generation of RDS associated to SPDE is usually proven by transforming
the SPDE into a random PDE. In case of SPDE driven by additive noise the
transformation is based on subtracting the noise, which requires the noise to take
values in the domain of the drift. However, for semilinear equations
dXt = (AXt + F (Xt)) dt+ dWt,
it is well known that in the construction of an associated RDS the noise W may be
allowed to be an H-valued process by instead subtracting the stationary Ornstein-
Uhlenbeck process corresponding to the linear SPDE
dXt = AXtdt+ dWt.
We generalize this method to quasilinear SPDE by constructing strictly stationary
solutions to nonlinear SPDE of the form
dXt =M(Xt)dt+ dWt,
where M : V → V ∗ is a strongly monotone operator. This enables us to use the
regularizing property with respect to the noise that is built into the variational
approach to SPDE. More precisely, for noise W taking values in H the strictly
stationary solution takes values in the domain of A, i.e. in D(A) = V ⊆ H almost
surely.
The standard transformation of (0.0) into a random PDE proceeds by first can-
celing the multiplicative noise, by setting X(1)(t, s;ω)x := e−µβt(ω)X(t, s;ω)x and
then by subtracting the resulting additive noise X(2)(t, s;ω)x := X(1)(t, s;ω)x −∫ t
s
e−µβr◦dWr(ω). Thus, we have used the transformation T˜ (t, s;ω)x := e−µβt(ω)x−∫ t
s
e−µβr ◦ dWr(ω) and X(2) solves an ω-wise random PDE which can be used to
deduce ω-wise asymptotic a priori bounds needed to prove the existence of a ran-
dom attractor. However, due to the s-dependence of the transformation mapping,
asymptotic bounds for X(2) (for s small enough) do not imply analogous bounds for
X since T˜−1(t, s;ω)x is not necessarily uniformly bounded for all s small enough.
Instead of subtracting the integral
∫ t
s
e−µβr ◦ dWr itself, it is therefor crucial for
the analysis of the long-time behavior of (0.0) to base the transformation on a
(nonlinear) strictly stationary solution u : R× Ω→ H corresponding to
ut = us +
∫ t
s
M(ur)dr +
∫ t
s
e−µzr ◦ dWr, P-a.s. ∀s ≤ t,
where zt is the stationary Ornstein-Uhlenbeck process for dzt = −ztdt+ dβt. The
corresponding transformation T (t;ω)x := e−µzt(ω)x−ut(ω) does not depend on the
initial time s anymore. In order to deduce asymptotic bounds we require bounds on
the growth of us as s→ −∞. Such bounds may be derived from Birkhoff’s ergodic
theorem as soon as we have proven ut to be strictly stationary (i.e. ut(ω) = u0(θtω)).
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Again, this technique is applicable only for the stationary solution u, not for the
integral
∫ t
s
e−µβr ◦ dWr itself.
The usual approach to prove the existence of random attractors consists of two
steps. First, the existence of a bounded attracting set is proven which corresponds
to a uniform bound on the H-norm of the flow. In the second step this is used
to prove the existence of a compact attracting set using bounds on some stronger
norm ‖ · ‖S such that S →֒ H is compact. The control of the stronger norm ‖ · ‖S
requires the noise to be sufficiently smooth. In case of stochastic porous media
equations (SPME) this essentially leads to the assumption of ∆W taking values in
V = Lα(O) [30] or less restrictive ∇W taking values in V = Lα(O) [6], while for
stochastic reaction diffusion equations (SRDE) [21] requires W ∈ H2(O) ∩H10 (O).
For more details we refer to Section 3. Adapting a method from [9] we prove
compactness of the stochastic flow based only on the standard coercivity assumption
of the variational approach to SPDE and on the compactness of the associated
Gelfand triple V ⊆ H ⊆ V ∗. Control of a stronger ‖ · ‖S-norm thus becomes
obsolete and we can allow rougher noise taking values in H .
In addition, we can drop the approximative coercivity property of the drift [30,
(H5)], which allows to treat generalized porous media equations and generalized
p-Laplace equations. In particular, the framework of [6] is fully covered. For more
details on SPME we refer to [3–5, 23, 24, 28, 33, 44, 45] and the references therein.
The long-time behavior of SPDE of the form (0.0) with degenerate drift fun-
damentally differs from the case of singular drifts (as e.g. stochastic fast diffusion
equations). The case of singular SPDE has been treated in [27]. These differ-
ences can already be observed in the deterministic case in which the solutions to
the porous medium equation decay polynomially (cf. [2]), while the fast diffusion
equation exhibits finite time extinction (cf. [48] and references therein). For further
deterministic results on the existence of attractors for degenerate PDE we refer
to [9–11,13, 14, 40, 47, 49, 50] and the references therein.
In Section 1 we will recall the basic notions and results concerning stochastic
flows, RDS and random attractors. In Section 2 we will provide our precise frame-
work and state the main results. Applications to various SPDE are given in Section
3 and proofs of the results are provided in Section 4.
1. Stochastic Flows and RDS
We recall the framework of stochastic flows, RDS and random attractors. For
more details we refer to [1, 20, 21, 46]. Let (H, d) be a complete separable metric
space and (Ω,F ,P, {θt}t∈R) be a metric dynamical system, i.e. (t, ω) 7→ θt(ω) is
(B(R) ⊗ F ,F)-measurable, θ0 = id, θt+s = θt ◦ θs and θt is P-preserving for all
s, t ∈ R.
Definition 1.1. A family of maps S(t, s;ω) : H → H, s ≤ t is said to be a
stochastic flow, if for all ω ∈ Ω
(i) S(s, s;ω) = idH , for all s ∈ R.
(ii) S(t, s;ω)x = S(t, r;ω)S(r, s;ω)x, for all t ≥ r ≥ s, x ∈ H.
A stochastic flow S(t, s;ω) is called
(iii) continuous if x 7→ S(t, s;ω)x is continuous for all s ≤ t, ω ∈ Ω.
(iv) measurable if ω → S(t, s;ω)x is measurable for all t ≥ s, x ∈ H.
(v) a cocycle with respect to θt if S(t, s;ω)x = S(t − s, 0; θsω)x for all x ∈ H,
t ≥ s, ω ∈ Ω.
The concept of RDS is closely related to cocycle stochastic flows. Let ϕ be an
RDS, i.e. ϕ : R+ × Ω×H → H measurable, ϕ(0, ω) = idH and
ϕ(t+ s, ω) = ϕ(t, θsω) ◦ ϕ(s, ω), ∀s, t ≥ 0, ω ∈ Ω.
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Then S(t, s;ω) := ϕ(t− s, θsω) is a measurable cocycle stochastic flow. Conversely,
let S(t, s;ω) be a cocycle stochastic flow and (t, ω, x) 7→ S(t, 0;ω)x be measurable.
Then ϕ(t, ω) := S(t, 0;ω) defines an RDS.
Definition 1.2. A function f : R→ R+ is said to be
i. tempered if limr→−∞ fre
ηr = 0 for all η > 0.
ii. exponentially integrable if f ∈ L1loc(R;R+) and
∫ t
−∞ fre
ηrdr < ∞ for all
t ∈ R, η > 0.
We note that the product of two tempered functions is tempered and the product
of a tempered and an exponentially integrable function is exponentially integrable
if it is locally integrable. For two subsets A,B ⊆ H we define
d(A,B) :=


sup
a∈A
inf
b∈B
d(a, b), if A 6= ∅
∞, otherwise.
In the following let S(t, s;ω) be a stochastic flow.
Definition 1.3. A family {D(t, ω)}t∈R,ω∈Ω of subsets of H is said to be
i. a random closed set if it is P-a.s. closed and ω → d(x,D(t, ω)) is measurable
for each x ∈ H, t ∈ R. In this case we also call D measurable.
ii. right lower-semicontinuous if for each t ∈ R, ω ∈ Ω, y ∈ D(t, ω) and
tn ↓ t there is a sequence yn ∈ D(tn, ω) such that yn → y or equivalently
d(y,D(tn, ω))→ 0.
iii. tempered if t 7→ ‖D(t, ω)‖H is a tempered function for all ω ∈ Ω (assuming
H to be a normed space).
iv. strictly stationary if D(t, ω) = D(0, θtω) for all ω ∈ Ω, t ∈ R.
From now on let D be a system of families {D(t, ω)}t∈R,ω∈Ω of subsets of H .
Definition 1.4. A family {K(t, ω)}t∈R,ω∈Ω of subsets of H is said to be
i. D-absorbing, if there exists an absorption time s0 = s0(ω,D, t) such that
S(t, s;ω)D(s, ω) ⊆ K(t, ω), ∀s ≤ s0,
ii. D-attracting, if
d(S(t, s;ω)D(s, ω),K(t, ω))→ 0, s→ −∞
for all D ∈ D, t ∈ R and ω ∈ Ω0, where Ω0 ⊆ Ω is a subset of full P-measure.
Definition 1.5. A stochastic flow S(t, s;ω) is called
i. D-asymptotically compact if there is a D-attracting family {K(t, ω)}t∈R,ω∈Ω
of compact subsets of H,
ii. compact if for all t > s, ω ∈ Ω and B ⊆ H bounded, S(t, s;ω)B is precom-
pact in H.
We define the Ω-limit set by
Ω(D, t;ω) :=
⋂
r<t
⋃
τ<r
S(t, τ ;ω)D(τ, ω)
and observe
Ω(D, t;ω) = {x ∈ H | ∃sn → −∞, xn ∈ D(sn, ω) such that S(t, sn;ω)xn → x}.
Definition 1.6. Let S(t, s;ω) be a stochastic flow. A family of subsets {A(t, ω)}t∈R,ω∈Ω
of H is called a D-random attractor for S(t, s;ω) if it satisfies P-a.s.
i. A(t, ω) is nonempty and compact for each t ∈ R.
ii. A is D-attracting.
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iii. A(t, ω) is invariant under S(t, s;ω), i.e. for each s ≤ t
S(t, s;ω)A(s, ω) = A(t, ω).
In the above definition we do not require the random attractor to be strictly
stationary, since we are also interested in the long-time behavior of stochastic flows
that do not necessarily satisfy the cocycle property. We will observe below that the
proof of existence of a random attractor for such time-inhomogeneous systems is
very similar to the cocycle case. On the other hand, there are significant differences
between random attractors in the sense of Definition 1.6 and strictly stationary
random attractors. In particular, random attractors in the sense of Definition 1.6
are not necessarily unique even if
{C ⊆ H | C compact} ⊆ D,
in contrast to strictly stationary random attractors (cf. [18]). Similarly, the random
attractors considered here are not necessarily connected even if the state space H
is.
The following theorem providing sufficient conditions for the existence of random
attractors can be found in [27]. Let o ∈ H be an arbitrary point in H .
Theorem 1.7 (Existence of Random Attractors). Let S(t, s;ω) be a continuous, D-
asymptotically compact stochastic flow and let K be the corresponding D-attracting
family of compact subsets of H. Then
A(t, ω) :=
{⋃
D∈D Ω(D, t;ω) , if ω ∈ Ω0
{o} , otherwise
defines a random D-attractor for S(t, s;ω) and A(t, ω) ⊆ K(t, ω) ∩ Ω(K, t;ω) for
all ω ∈ Ω0 (where Ω0 is as in Definition 1.4).
Let now s 7→ S(t, s;ω)x be right-continuous locally uniformly in x and S(t, s;ω)
be measurable. Further assume that there is a countable family D0 ⊆ D consisting
of right lower-semicontinuous random closed sets such that for each D ∈ D, ω ∈ Ω
there is a D0 ∈ D0 satisfying D(t, ω) ⊆ D0(t, ω) for all t ∈ R small enough. Then
A is a random closed set.
If in addition S(t, s;ω) is a cocycle and D0 consists of strictly stationary sets,
then A is strictly stationary.
We now recall the notion of (stationary) conjugation mappings and conjugated
stochastic flows (cf. [31, 32]).
Definition 1.8. Let (H, d), (H˜, d˜) be two metric spaces.
i. A family of homeomorphisms T = {T (t, ω) : H → H˜}t∈R,ω∈Ω such that the
maps ω 7→ T (t, ω)x, T−1(t, ω)y are measurable for all t ∈ R, x ∈ H, y ∈ H˜,
is called a conjugation mapping. T is called stationary if T (t, ω) = T (0, θtω)
for all t ∈ R, ω ∈ Ω. In this case we set T (ω) := T (0, ω).
ii. Let Z(t, s;ω), S(t, s;ω) be stochastic flows. Z(t, s;ω) and S(t, s;ω) are said
to be (stationary) conjugated, if there is a (stationary) conjugation mapping
T such that
S(t, s;ω) = T (t, ω) ◦ Z(t, s;ω) ◦ T−1(s, ω).
An easy calculation shows that stationary conjugation mappings preserve the
stochastic flow and cocycle property:
Proposition 1.9. Let T be a conjugation mapping and Z(t, s;ω) be a (measurable
and continuous) stochastic flow. Then
S(t, s;ω) := T (t, ω) ◦ Z(t, s;ω) ◦ T−1(s, ω)
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defines a conjugated (measurable and continuous) stochastic flow. If T is stationary
and Z(t, s;ω) is a cocycle then S(t, s;ω) is a cocycle.
Next, we note that the existence of a random attractor is preserved under con-
jugation. The proof of compactness, invariance and attraction for the conjugated
attractor is immediate. Its measurability follows from the measurable selection
Theorem [12, Theorem III.9].
Theorem 1.10. Let S(t, s;ω), Z(t, s;ω) be stochastic flows conjugated by a conju-
gation mapping T consisting of uniformly continuous mappings T (t, ω) : H → H.
Assume that there is a D˜-attractor A˜ for Z(t, s;ω) and let
D := {{T (t, ω)D˜(t, ω)}t∈R,ω∈Ω| D˜ ∈ D˜}.
Then A(t, ω) := T (t, ω)A˜(t, ω) is a random D-attractor for S(t, s;ω). If A˜ is
measurable then so is A.
We will require the following strong notion of stationarity:
Definition 1.11. A map X : R× Ω → H is said to satisfy (crude) strict station-
arity, if
X(t, ω) = X(0, θtω),
for all ω ∈ Ω and t ∈ R (for all t ∈ R, P-a.s., where the zero-set may depend on t
resp.).
Since P is θ-invariant, crude strict stationarity implies stationarity of the law.
Constructions of stationary conjugation mappings are based on strictly stationary
processes. Since most constructions in stochastic analysis, like stochastic integrals
and solutions to stochastic differential equations are based on limits in L2(Ω) or
limits in probability, usually only crude strict stationarity is satisfied. The step
from stochastic analysis to RDS thus requires the selection of indistinguishable
strictly stationary versions. The following Proposition is an easy adaption of [37,
Proposition 2.8].
Proposition 1.12. Let V ⊆ H and X : R× Ω → H be a process satisfying crude
strict stationarity. Assume that X· ∈ C(R;H) ∩ Lαloc(R;V ) for some α ≥ 1, P-
almost surely. Then there exists a process X˜ : R× Ω→ H such that
i. X˜·(ω) ∈ C(R;H) ∩ Lαloc(R;V ) for all ω ∈ Ω.
ii. X, X˜ are indistinguishable, i.e.
P[Xt 6= X˜t, for some t ∈ R] = 0,
with a θ-invariant exceptional set.
iii. X˜ is strictly stationary.
2. Setup and Main Results
As mentioned in the introduction we will consider SPDE of the form
(2.1) dXt = A(t,Xt)dt+ dWt + µXt ◦ dβt,
where µ ∈ R, W : R× Ω→ H is a trace class two-sided Wiener process in H with
covariance Q and β : R×Ω→ R is an independent two-sided real valued Brownian
motion. The drift operator A will be specified below. Note that A may depend on
a random parameter ω ∈ Ω which for simplicity we suppressed in the notation of
(2.1).
In this section we will state the main results and their assumptions, while the
proofs are postponed to Section 4.
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Let H be a separable Hilbert space and V be a reflexive Banach space continu-
ously and densely embedded in H . This yields the Gelfand triple
V ⊆ H ⊆ V ∗.
In particular, there is a constant λ > 0 such that ‖v‖2H ≤ λ‖v‖2V .
We assume (W,β) to be given by their canonical realization on Ω := C(R;H×R)
with the canonical filtration {Ft}t∈R and Wiener shifts {θt}t∈R. Let P be the law of
(W,β) on H × R. Then (Ω,F , {Ft}t∈R, {θt}t∈R,P) is an ergodic metric dynamical
system. We denote the completion of (Ω,F , {Ft}t∈R,P) by (Ω, F¯ , {F¯t}t∈R,P).
Assume that
A : R× V × Ω→ V ∗,
is such that A(·, ·;ω) : R × V → V ∗ is (B(R) ⊗ B(V ),B(V ∗))-measurable for each
ω ∈ Ω. We extend A by 0 to R × H × Ω. Further, we assume that there are
pathwise right-continuous mappings C : R × Ω → R, c : R × Ω → R+\{0}, a
function f : R× Ω→ R with f(·, ω) ∈ L1loc(R) and a constant α ≥ 2 such that
(A1) (Hemicontinuity) The map
s 7→ V ∗〈A(t, v1 + sv2;ω), v〉V
is continuous on R,
(A2) (Monotonicity)
2V ∗〈A(t, v1;ω)−A(t, v2;ω), v1 − v2〉V ≤ C(t, ω)‖v1 − v2‖2H ,
(A3) (Coercivity)
2V ∗〈A(t, v;ω), v〉V ≤ C(t, ω)‖v‖2H − c(t, ω)‖v‖αV + f(t, ω),
(A4) (Growth)
‖A(t, v;ω)‖
α
α−1
V ∗ ≤ C(t, ω)‖v‖αV + f(t, ω),
for all v, v1, v2 ∈ V , t ∈ R and ω ∈ Ω.
Remark 2.1. The usual assumptions from the variational approach to SPDE (cf.
Appendix A) are slightly more restrictive then (A1)–(A4). If we require in addition
that A is F¯t-progressively measurable, c, C are non-random, f is F¯t-adapted and
f ∈ L1loc(R;L1(Ω)) then [43, Theorem 4.2.4] implies the existence of a unique, F¯t-
adapted solution in the sense of Definition A.1 to (2.1). Note that for us it will be
crucial to work with the non-completed filtration Ft.
Throughout this paper we will work with the convention that C, C˜ : R×Ω→ R,
c, c˜ : R× Ω→ R \ {0} are generic pathwise right-continuous functions and f, f˜ are
generic functions pathwise in L1loc(R), each of which is allowed to change from line
to line.
2.1. Strictly stationary solutions. As outlined in the introduction, the con-
struction of strictly stationary solutions is a key ingredient for the construction of
stochastic flows for H-valued noise and for the analysis of their long-time behavior.
In this section we will consider strictly monotone SPDE of the form
(2.2) dXt =M(t,Xt)dt+BtdWt,
where M : R × V × Ω → V ∗ and B : R × Ω → L2(U,H) satisfy (H1)–(H4) (cf.
Appendix A) with respect to (Ω, F¯ , {F¯t}t∈R) andM is strongly monotone, i.e. there
exists a c > 0 such that
(H2′) (Strong Monotonicity)
2V ∗〈M(t, v1;ω)−M(t, v2;ω), v1 − v2〉V ≤ −c‖v1 − v2‖αV ,
for all v1, v2 ∈ V, t ∈ R, ω ∈ Ω, where α is as in (H3) (Appendix A).
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Let X(t, s;ω)x denote the unique solution to (2.2) starting at time s in x ∈ H ,
given by Theorem A.2.
Theorem 2.2. [Strictly stationary solutions]
Let M,B as above. If α = 2 additionally assume that t 7→ Eft is exponentially
integrable. Then
i. There exists an F¯t-adapted, F-measurable process u ∈ L2(Ω;C(R;H)) ∩
Lα(Ω;Lαloc(R;V )) such that
lim
s→−∞
X(t, s; ·)x = ut,
in L2(Ω;H) for all t ∈ R, x ∈ H.
ii. u solves (2.2) in the following sense:
(2.3) ut = us +
∫ t
s
M(r, ur)dr +
∫ t
s
BrdWr , P-a.s., ∀t ≥ s.
iii. If M , B are strictly stationary, then u can be chosen to be strictly stationary
with continuous paths in H and satisfying u·(ω) ∈ Lαloc(R;V ), for all ω ∈ Ω.
If moreover, t 7→ Eft is exponentially integrable, then t 7→ ‖ut(ω)‖αV is
P-a.s. exponentially integrable: For each η > 0, t ∈ R there is a C(η) > 0
such that
(2.4) E
∫ t
−∞
eηr‖ur‖αV dr ≤ C(η)
∫ t
−∞
eηr(1 + Efr)dr.
For a related result for semilinear SPDE we refer to [8]. In order to analyze the
random differential equations obtained by stationary transformations based on the
stationary solutions constructed above, we will need some growth properties for
them.
Theorem 2.3. Let the assumptions of Theorem 2.2 be satisfied with M , B being
strictly stationary, k ∈ N and t 7→ Ef
k−2+α
α
t ca`dla`g. If α = 2 additionally assume
t 7→ Ef k2t to be exponentially integrable. Then
i. There exists a θ-invariant set Ω0 ⊆ Ω of full P-measure such that for ω ∈ Ω0
(2.5)
1
t
∫ t
0
‖ur(ω)‖kHdr → E‖u0‖kH , t→ ±∞.
ii. ‖ut(ω)‖kH growths sublinearly, i.e.
lim
t→±∞
‖ut(ω)‖kH
|t| = 0.
2.2. Generation of stochastic flows. We now return to the analysis of (2.1)
with A satisfying (A1)–(A4).
Definition 2.4. A continuous, H-valued, F¯t-adapted process {S(t, s;ω)x}t∈[s,∞)
is a solution to (2.1) if for a.a. ω ∈ Ω: S(·, s;ω)x ∈ Lαloc([s,∞);V ) and
S(t, s;ω)x = x+
∫ t
s
A(r, S(r, s;ω)x;ω)dr+
∫ t
s
µS(r, s; ·)x◦dβr(ω)+Wt(ω)−Ws(ω),
for all t ≥ s, where α is as in (A3).
In order to transform (2.1) into a random PDE using strictly stationary solutions
we need to require
(V ) There is an operator M : V → V ∗ satisfying (H1)–(H4), (H2′) with the
same coercivity exponent α as for A in (A3).
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This is an assumption on the underlying Gelfand triple V ⊆ H ⊆ V ∗ rather than on
the actual SPDE. If V is a Hilbert space and α = 2 (as e.g. for SRDE with sublinear
reaction term) then M can be chosen to be the Riesz map iV : V → V ∗. For many
degenerate SPDE like stochastic generalized porous media equations and stochastic
generalized degenerated p-Laplace equations such an operatorM can also be easily
found. For example, for the triple V = Lα(O) ⊆ H = (H10 (O))∗ ⊆ V ∗ one can
choose M(v) = ∆|v|α−2v.
The operatorM is used to construct stationary solutions corresponding to dXt =
M(Xt)dt+dWt that take values in V whileW takes values in H . If alreadyW ∈ V
then this regularizing property is not needed and we can just choose M = −IdH .
Thus condition (V ) can be dropped in this case.
LetX(t, s;ω)x denote a variational solution to (2.1) starting in x at time s (which
in case of Remark 2.1 exists and is unique). In order to associate a stochastic flow
to (2.1) we transform the SPDE into a random PDE. First, we use a transformation
to cancel the multiplicative noise, then the additive part will be dealt with. Let zt
be the strictly stationary solution to
dzt = −ztdt+ dβt,
given by zt(ω) =
∫ 0
−∞
esβs(θtω)ds. Then µt := e
−µzt satisfies
dµt = µµtztdt− µµt ◦ dβt.
For X˜(t, s;ω)x := µt(ω)X(t, s;ω)x we obtain
(X˜(t, s;ω)x, v)H = µt(X(t, s;ω)x, v)H
= (µsx, v)H +
∫ t
s
µr V ∗〈A(r, µ−1r X˜(r, s;ω)x), v〉V dr
+ (
∫ t
s
µr ◦ dWr, v)H + µ
∫ t
s
(X˜(r, s;ω)x, v)Hzrdr,
P-a.s. for all v ∈ V . The diffusion coefficientsBt := µt satisfy ‖Bt‖2L02 = tr(Q)|µt|
2 =:
ft. Since Eft = tr(Q)Ee
−2µzt is constant, all conditions of Theorem 2.2 are satisfied
forM,B (using assumption (V )). Let ut be the F -measurable, F¯t-adapted, strictly
stationary solution (given by Theorem 2.2) to
dut = −M(ut)dt+ µt ◦ dWt.
Defining X¯(t, s;ω)x := X˜(t, s;ω)x− ut(ω) we get
(X¯(t, s;ω)x, v)H = (µsx− us, v)H +
∫ t
s
µr V ∗〈A(r, µ−1r (X¯(r, s;ω)x+ ur)), v〉V dr
+ µ
∫ t
s
((X¯(r, s;ω)x+ ur)zr, v)Hdr +
∫ t
s
V ∗〈M(ur), v〉V dr,
P-a.s. for all v ∈ V . Taken together we have used the following stationary conjuga-
tion mapping
(2.6) T (t, ω)y := µt(ω)y − ut(ω)
and the conjugated process Z(t, s;ω)x := T (t, ω)X(t, s;ω)T−1(s, ω)x satisfies
(2.7)
Z(t, s;ω)x = x+
∫ t
s
µrA(r, µ
−1
r (Z(r, s;ω)x+ur))+µ(Z(r, s;ω)x+ur)zr+M(ur)dr
as an equation in V ∗. Let
Aω(r, v) :=
{
µrA
(
r, µ−1r (v + ur)
)
+ µurzr +M(ur) , if ur ∈ V
µrA
(
r, µ−1r v
)
, otherwise,
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where for simplicity we suppressed the ω-dependency of µr and ur. Recall that for
all ω ∈ Ω and almost all r ∈ R, we have ur(ω) ∈ V . Hence from (2.7) we obtain
Z(t, s;ω)x = x+
∫ t
s
(
Aω(r, Z(r, s;ω)x) + µzr(ω)Z(r, s;ω)x
)
dr.(2.8)
In order to define the associated stochastic flow to (2.1) we will solve (2.8) for each
ω ∈ Ω and then set
S(t, s;ω)x := T (t, ω)−1Z(t, s;ω)(T (s, ω)x).(2.9)
Due to the time-inhomogeneity of the drift A we cannot expect the stochastic flow
to be a cocycle in general. However, if the drift is strictly stationary, i.e.
A(t, v;ω) = A(0, v; θtω), ∀(t, v, ω) ∈ R× V × Ω
then the cocycle property will be obtained.
Theorem 2.5. Assume (A1)–(A4), (V ). Then
i. Z(t, s;ω), S(t, s;ω) defined in (2.8),(2.9) are stationary conjugated contin-
uous stochastic flows in H.
ii. The maps t 7→ Z(t, s;ω)x, S(t, s;ω)x are continuous, x 7→ Z(t, s;ω)x,
S(t, s;ω)x are continuous locally uniformly in s, t and s 7→ Z(t, s;ω)x,
S(t, s;ω)x are right-continuous.
iii. If A is (B(R)⊗ B(V )⊗F ,B(V ∗))-measurable then Z(t, s;ω) and S(t, s;ω)
are measurable stochastic flows.
If A is F¯t-adapted (i.e. A(t, ·; ·) is (B(V ) ⊗ F¯t,B(V ∗))-measurable for all
t ∈ R) then S(t, s;ω)x is a solution of (2.1) in the sense of Definition 2.4.
iv. If A(t, v;ω) is strictly stationary then Z(t, s;ω) and S(t, s;ω) are cocycles.
2.3. Existence of a random attractor. In order to obtain compactness of the
stochastic flows constructed above we assume
(A5) The embedding V ⊆ H is compact.
In the following let D be the system of all tempered sets and Db be the family
of all deterministic bounded sets. We obtain
Theorem 2.6 (Existence of a random attractor). Assume (A1)–(A5) and (V ).
Then
i. S(t, s;ω) is a compact stochastic flow.
Assume that c, C are independent of time t and t 7→ f(t, ω) is exponentially inte-
grable. For α = 2 additionally assume C < c4λ in (A3). Then
ii. There is a random D-attractor A for S(t, s;ω).
iii. If A is (B(R)⊗B(V )⊗F ,B(V ∗))-measurable and c, C in (A3) are (F ,B(R))-
measurable, then A is measurable.
iv. If A is strictly stationary, then there exists a measurable, strictly stationary
random Db-attractor for S(t, s;ω).
The long-time behavior of solutions to (2.1) becomes especially simple under the
following strong monotonicity condition
(A2′) (Strong Monotonicity) There exist λ : Ω→ R+ \ {0}, α > 2 such that
2V ∗〈A(t, v1;ω)−A(t, v2;ω), v1 − v2〉V ≤ −λ(ω)‖v1 − v2‖αH ,
for all v1, v2 ∈ V, t ∈ R, ω ∈ Ω. We will prove that in this case the random attractor
consists of a single random point. A similar result has been obtained in [30] for
additive noise taking values in V . We generalize this result by allowing H-valued
noise and additional real linear multiplicative noise. Let Dg be the system of all
families of subsets {D(t, ω)}t∈R,ω∈Ω of H .
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Theorem 2.7. Let A be (B(R)⊗B(V )⊗F ,B(V ∗))-measurable, F¯t-adapted, satisfy
(A1)–(A4), (A2′) and assume (V ). Then there exists an F-measurable, continuous
process η : R× Ω→ H such that P-a.s.
lim
s→−∞
S(t, s;ω)x = η(t, ω), ∀ (t, x) ∈ R×H
and A(t, ω) := {η(t, ω)} defines a random Dg-attractor for S(t, s;ω). The speed of
convergence is estimated by
‖S(t, s;ω)x− η(t, ω)‖2H ≤
((α
2
− 1
)
λ(ω)
∫ t
s
e(α−2)µ(βr(ω)−βt(ω))dr
)− 2
α−2
.
If A is strictly stationary then A can be chosen to be strictly stationary.
2.4. Random attractors for strongly mixing RDS. As outlined in the intro-
duction, due to the possibility to consider non-degenerate trace class noise in the
construction of RDS in Theorem 2.5 we may apply probabilistic results proving er-
godicity of the associated Markovian semigroup1 in the applications. In this section
we present a general result combining ergodicity and monotonicity of RDS to show
that the minimal weak point/interval random attractor collapses to a single ran-
dom point. This observation is of particular significance in the case of degenerate,
perturbed p-Laplace equations since in the deterministic case the attractor can be
shown to be infinite dimensional (cf. Section 3.1 below).
In the following we assume that there is a cone H+ ⊆ H , i.e. a closed, convex
set such that λH+ ⊆ H+ for all λ ≥ 0 and H+ ∩−H+ = {0}. Then V+ := H+ ∩ V
is a cone in V . This defines a partial order ≤ on H and V via x ≤ y iff y−x ∈ H+.
For two elements x, y ∈ H we define the interval [x, y] = {z ∈ H | x ≤ z ≤ y}. We
further assume that V+ is H-solid which means that each compact set K ⊆ V is
contained in an interval [x, y] ⊆ H , that the cone H+ is normal, i.e. there is a c > 0
such that for all 0 ≤ x ≤ y we have ‖x‖H ≤ c‖y‖H and the existence of a map
+ : H → H such that x+ ≥ x, 0 for all x ∈ H .
Definition 2.8. An RDS ϕ is said to be
i. strongly mixing with ergodic measure µ if
L(ϕ(t; ·)x) TV−−→ µ, for t→∞,
in total variation norm, for all x ∈ H.
ii. order-preserving (or monotone), if ϕ(t;ω)x ≤ ϕ(t;ω)y for all x ≤ y, t ≥ 0,
ω ∈ Ω.
For a detailed account on order-preserving RDS we refer to [15]. We will now
work with a weaker concept of a random attractor, where the requirement of P-a.s.
attraction is replaced by attraction in probability and only deterministic intervals
are required to be attracted. Even this so-called weak interval random attractor
will turn out to be of infinite fractal dimension for perturbed p-Laplace equations
without additive noise (cf. Section 3.1 below).
Definition 2.9. Let ϕ be an RDS. A random closed set {A(ω)}ω∈Ω is said to be a
weak interval random attractor if
i. A(ω) is nonempty and compact P-a.s.
ii. For every x ≤ y, x, y ∈ H
(2.10) d(ϕ(t; ·)[x, y],A(·)) p−→ 0, for t→∞
in probability.
1Note that while there will be an associated Markovian semigroup defined by Ptf(x) :=
Ef(ϕ(t; ·)x) in the applications considered in Section 3, this is not true in general. For more
details we refer to [17].
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iii. A is invariant under ϕ, i.e. ϕ(t, ω)A(ω) = A(θtω), P-a.s.
A weak interval random attractor A is said to be minimal if for each weak interval
random attractor A˜ we have
A ⊆ A˜, P− a.s.
If we replace (2.10) by
d(ϕ(t; ·)x,A(·)) p−→ 0, for t→∞
for all x ∈ H , then A is called a weak point random attractor. Obviously, each
weak interval random attractor is a weak point random attractor.
Remark 2.10. Let ϕ be an order preserving, strongly mixing RDS. Then each
weak point random attractor is a weak interval random attractor and thus these two
classes of random attractors coincide.
The following theorem allows to use mixing properties of the Markovian dynam-
ics to deduce the collapse of the minimal weak interval random attractor into a
single random point.
Theorem 2.11. Let ϕ be an order preserving, strongly mixing RDS with er-
godic measure µ concentrated on V . Then there exists a unique, minimal weak
point/interval random attractor A(ω) = {v(ω)} given by a single random point
v : Ω→ H with v ∈ V , P-almost surely.
The proof of Theorem 2.11 will rely on a modification of [16, Proposition 2].
In the literature, several results related to Theorem 2.11 are known. In case of
strongly monotone SPDE the dissipativity approach to existence and uniqueness of
invariant measures (cf. e.g. [43, Theorem 4.3.9]) may be used to prove the existence
of a random attractor consisting of a single random point (cf. Theorem 2.7). A
similar approach has been taken in [41] to prove the existence of a stable stationary
solution to the stochastic 2D-Navier-Stokes equation with additive noise and large
viscosity. Since the dissipativity approach is based on strong monotonicity of the
drift, the deterministic counterpart of the SPDE has a unique stable invariant
solution and thus no regularization due to noise is observed.
In [7] it is shown that the random attractor corresponding to the one-dimensional
Chafee-Infante equation perturbed by non-degenerate additive noise
dXt = (∆Xt +Xt −X3t )dt+ dWt, on O = [0, L], some L > 0,
Xt ≡ 0, on ∂O,
consists of a single random point. The proof relies on a known, rather strong
bound on the random attractorA, namely its order-boundedness: There are random
variables a, a in L2(O) such that
a(ω) ≤ A(ω) ≤ a(ω), ∀ω ∈ Ω.
Such a property is not known for the SPDE considered in this paper. On the other
hand, the method used in [7] only requires uniqueness of the invariant Markov
measure, while we need to suppose that the RDS is strongly mixing.
For strongly mixing, white noise RDS ϕ satisfying an asymptotic, compact ab-
sorption property it is shown in [35] that there is a minimal random point attractor
given by
A(ω) = supp µω, P-a.s.,
where µω := limt→∞ ϕ(t, θ−tω)µ exists P-a.s. in the weak
∗-topology due to [17]. If
ϕ is order preserving and µ(V ) = 1 then we obtain by Theorem 2.11 that supp µω
is single-valued, in other words µω = δv(ω).
For related results for SDE we refer to [19, 22] and the references therein.
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3. Examples
3.1. Stochastic Generalized p-Laplace Equation. In consistency with our gen-
eral results, α will take the role of p. Let (M, g, ν) be a d-dimensional weighted com-
pact smooth Riemannian manifold with boundary equipped with Riemannian met-
ric g, associated volume measure µ and dν(x) := σ(x)dµ(x) with σ being a smooth,
positive function onM . Further, let α > 2 and V :=W 1,α0 (M, ν) ⊆ H := L2(M, ν),
which is a compact embedding. We denote the inner product on TxM given by the
Riemannian metric g by (·, ·)x and the associated norm by | · |x. Let Wt be an
H = L2(M, ν)-valued Wiener process. We consider the degenerate p-Laplace equa-
tion
(3.11) dXt = (divν(Φ(∇Xt)) +G(Xt) + g(t)) dt+ dWt + µXt ◦ dβt,
where Φ :M×TM×Ω→ TM is measurable, Φ(x, ·, ω) : TxM → TxM is continuous
and
(Φ(x, ξ, ω)− Φ(x, ξ˜, ω), ξ − ξ˜)x ≥ λ(ω)|ξ − ξ˜|αx
(Φ(x, ξ, ω), ξ)x ≥ c(ω)|ξ|αx − f(ω)
|Φ(x, ξ, ω)|
α
α−1
x ≤ C(ω)|ξ|αx + f(ω), ∀x ∈M, ξ, ξ˜ ∈ TxM, ω ∈ Ω,
with f : Ω→ R being measurable, c measurable, positive and C, λ measurable, non-
negative. In particular, this includes the standard nonlinearity Φ(x, ξ) := |ξ|α−2x ξ.
Further, let G : R× Ω→ R be measurable, pathwise continuous with
(G(u, ω)−G(v, ω))(u − v) ≤ C(ω)|u − v|2
|G(u, ω)| qq−1 ≤ C(ω)(1 + |u|q), ∀v, u ∈ R, ω ∈ Ω,
for some q ∈ (1, α) and g : R× Ω → H be measurable, exponentially integrable in
t.
The p-Laplace operator then maps V × Ω→ V ∗ by
A(v, ω)(w) = −
∫
M
(Φ(x,∇v, ω),∇w)xdν(x), v, w ∈ V, ω ∈ Ω.
We obtain
Example 3.1 (Generalized Stochastic p-Laplace Equation). There is an associated
compact stochastic flow S(t, s;ω) to (3.11) with a measurable, random D-attractor
A. If g ≡ 0 then S(t, s;ω) is a cocycle and there is a measurable, strictly stationary
random Db-attractor Ab. If λ(ω) > 0 and G ≡ 0 then A consists of a single random
point.
Remark 3.2. In comparison to our results, in [30] the existence of a random
attractor for
dXt =
(
div
(|∇Xt|α−2∇Xt)+G(Xt)) dt+ dWt
with Neumann boundary conditions on convex, open, bounded domains O ⊆ Rd and
noise taking values in W 3,2(O) has been proven.
In [51] the existence of a random attractor for similar equations of the form
dXt =
(−∆ (|∆Xt|α−2∆Xt)+ |Xt|qXt) dt+Wt,
with Dirichlet boundary conditions for Xt and ∇Xt, 2 ≤ q ≤ α has been obtained
for Wiener noise W in W 4,α0 (O).
Our results yield the existence of a random attractor for Wiener noise in L2(O)
and for more general nonlinearities (with assumptions analogous to those in Exam-
ple 3.1).
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In the following we will consider the standard p-Laplace equation perturbed by
a linear reaction term and additive or real linear multiplicative noise with Dirichlet
boundary conditions, i.e.
(3.12) dXt = div
(|∇Xt|α−2∇Xt + ηXt) dt+ µXt ◦ dβt + σdWt,
on a bounded, smooth domain O ⊆ Rd, with η > 0, µ ≥ 0, σ ≥ 0 and α > 2. Let
ϕ be the RDS corresponding to (3.12), given by ϕ(t;ω)x = S(t, 0;ω)x.
3.1.1. Infinite dimensional random attractors. In the case σ = 0, i.e. if no additive
noise is present, we will now prove that each weak interval random attractor is
infinite dimensional.
A precompact set A ⊆ H can be covered by a finite number of balls of radius
ε for each ε > 0. Let Nε(A) be the minimal number of such balls. Then, the
Kolmogorov ε-entropy of A is defined by
Hε(A) := ln(Nε(A)).
The fractal dimension of A is defined by
df (A) = lim sup
ε→0
Hε(A)
ln(1
ε
)
.
We obtain
Theorem 3.3. Let A be a weak interval random attractor for ϕ. Then, the Kol-
mogorov ε-entropy of A is bounded below by
Hδ(A(ω)) ≥ C(ω)δ
−d(α−2)
d(α−2)+α , P− a.s.,
where C(ω) > 0 is a constant which may depend on α, d. In particular, the fractal
dimension df (A(ω)) is infinite P-almost surely.
Proof. The proof is inspired by [26, Theorem 4.1]. In order to prove the lower bound
on the Kolmogorov ε-entropy we consider the unstable manifold of the equilibrium
point 0 defined by
M+(0, ω) := {u0 ∈ H | ∃ order bounded function u : (−∞, 0]→ H, such that
ϕ(t; θ−tω)u(−t) = u0 for all t ≥ 0 and ‖u(t)‖H → 0 for t→ −∞}.
Since A(ω) attracts all deterministic, order bounded sets we have
M+(0, ω) ⊆ A(ω), P− a.s.
Therefore, it is sufficient to derive a lower bound on the Kolmogorov ε-entropy for
the unstable manifold of 0. The construction of appropriate elements in M+(0, ω)
will be based on a suitable time scaling of Barenblatt solutions with sufficiently
small initial supports.
First, we transform (3.12) into a random PDE. Let
Z¯(t, s;ω)x := e−µβt(ω)−ηtS(t, s;ω)
(
eµβs(ω)+ηsx
)
,
where S(t, s;ω) is the stochastic flow associated to (3.12) as constructed in Theorem
2.5. Then Z¯ solves
d
dt
Z¯(t, s;ω)x = e(α−2)(µβt(ω)+ηt)div
(|∇Z¯(t, s;ω)x|α−2∇Z¯(t, s;ω)x) ,
Z¯(s, s;ω)x = x,
(3.13)
for a.e. t ≥ s. In order to construct an element u0 ∈ M+(0, ω) we need to find an
order bounded function u : (−∞, 0]→ H converging to 0 such that
u0 = ϕ(t; θ−tω)u(−t) = S(0,−t;ω)u(−t) = Z¯(0,−t;ω)
(
e−µβ−t(ω)+ηtu(−t)
)
,
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for all t ≥ 0. Since eµβ−t(ω)−ηt → 0 for t→∞ it is enough to find an order bounded
(thus bounded) function v : (−∞, 0]→ H such that u0 = Z¯(0,−t;ω)v(−t).
In the following we restrict onto a subset of full P-measure on which the law of
iterated logarithm holds, i.e. ω ∈ Ω for which
lim
t→±∞
βt(ω)√
t log log t
=
√
2.
In order to find such an order bounded function v, we use a time scaling to transform
(3.13) into the standard p-Laplace equation on a finite time interval. Let
f(t, ω) := e(α−2)(µβt(ω)+ηt), F (t, ω) := −
∫ 0
t
f(r, ω)dr ∈ C1(R−)
and s0(ω) := − limt→−∞ F (t, ω). Since F is strictly increasing we may define
g(t, ω) := F−1(t, ω), t ∈ (s0(ω), 0].
For ease of notation we will suppress the ω-dependency of the time scaling g in the
following. We note g ∈ C1(s0, 0) with g′(t) = 1f(g(t)) > 0, g(0) = 0 and g(t)→ −∞
for t→ s0. Let U(t, s;ω)x := Z¯(g(t), g(s);ω)x. Then
d
dt
U(t, s;ω)x = g′(t)f(g(t))div
(|∇U(t, s;ω)x|α−2∇U(t, s;ω)x)
= div
(|∇U(t, s;ω)x|α−2∇U(t, s;ω)x) ,(3.14)
for a.e. t ≥ s, t, s ∈ (s0, 0]. It is well known that for each x ∈ L∞(O) there is a
unique solution S(t)x to (3.14) with S(s0)x = x and supt∈[s0,0] ‖S(t)x‖∞ < ∞. In
particular, S(t)x is order bounded in H . Uniqueness of (3.14) then implies
S(t)x = S(t− s)S(s)x = U(t, s;ω)S(s)x, ∀s ∈ (s0, t].
Hence, v(t) := S(F (t))x : (−∞, 0]→ H is order bounded in H ,
Z¯(0,−t;ω)v(−t) = U(0, F (−t);ω)S(F (−t))x
= S(0)x = v(0)
and consequently v(0) ∈ M+(0, ω).
In order to use this construction of elements v(0) ∈ M+(0, ω) to derive a lower
bound on the Kolmogorov ε-entropy of M+(0, ω) we consider special solutions to
(3.14) so that the final values v(0) = S(0)x are sufficiently far apart (w.r.t. the
H-norm). Recall that the Barenblatt solutions, given by
U(t, ξ) := t−k
(
C(M)− q|ξ| αα−1 t −kαd(α−1)
)α−1
α−2
+
,
with k = 1
α−2+α
d
, q = α−2
α
(
k
d
) 1
α−1 solve (3.14) with
supp U(t, ·) ⊆ B
(
t
k
d
(
C(M)
q
)α−1
α
, 0
)
.
Here C(M) = C(α, d)M
α(α−2)k
d(α−1) is a constant scaling with the total mass M =
‖U(t)‖L1(O). For ε > 0 small enough we can find a finite set Rε = {ξi} ⊆ O such
that
B(ε, ξi) ∩B(ε, ξj) = ∅, for i 6= j
|Rε| ≥ Cε−d
B(ε, ξi) ⊂ O, ∀i.
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Choosing M small enough (i.e. M = C(α, d)
(
εs
− k
d
0
) d
k(α−2)
) we can thus construct
solutions to (3.14) based on the Barenblatt solutions by
Um(t, ξ) =
|Rε|∑
i=1
miU(t− s0(ω), ξ − ξi),
for each m ∈ {0, 1}|Rε|. By the choice of C(M), Um satisfies Dirichlet boundary
conditions. For m1 6= m2 we observe
‖Um1(0, ·)− Um2(0, ·)‖H ≥M = C(α, d)
(
εs
−k
d
0
) d
k(α−2)
.
Hence,
Hδ(A(ω)) ≥ Hδ(M+(0, ω)) ≥ log2 2|Rδ| ≥ C(ω)δ−(α−2)k,P− a.s.
and
df (A(ω)) ≥ df (M+(0, ω)) = lim sup
δ→0
Hδ(M+(0, ω))
log2(
1
δ
)
=∞,P− a.s.

3.1.2. Regularization by additive noise. We now consider (3.12) with purely additive
noise (µ = 0), i.e.
dXt = div
(|∇Xt|α−2∇Xt + ηXt) dt+ σdWt.
By Theorem 3.3 we know that for σ = 0 the weak (random) interval attractor
is infinite dimensional. We will now use Theorem 2.11 to prove that the random
attractor is zero dimensional if the additive noise is non-degenerate. LetQ
1
2 ∈ L(H)
be injective and define
‖u‖
Q
1
2
:=
{
‖y‖U , Q 12 y = u
∞, otherwise.
We obtain
Corollary 3.4. Assume d ≤ 2 and
‖u‖αV ≥ c‖u‖σ
Q
1
2
‖u‖α−σH , ∀u ∈ V,
for some σ ≥ 2, σ > α− 2. Then there is a unique minimal weak interval attractor
A consisting of a single random point, i.e.
A(ω) = {v(ω)},
for some strictly stationary v : Ω→ H with v ∈ V , P-almost surely.
Proof. Let H+ ⊆ H be the cone of all x ∈ H such that x(ξ) ≥ 0 for almost all
ξ ∈ O. Then H+ is normal and we can define the positive part of x ∈ H by
x+(ξ) := max(x(ξ), 0). Note that V = W
1,α
0 (O) →֒ C0(O) since d ≤ 2 and α ≥ 2.
Therefore, bounded sets in V are uniformly bounded and thus are contained in
some interval in H . Consequently, V+ is H-solid.
By [38, Theorem 1.4] the associated Markovian semigroup Ptf(x) := Ef(ϕ(t; ·)x)
is strongly mixing with respect to some invariant measure µ, i.e.
L(ϕ(t; ·)x) = P ∗t δx TV−−→ µ,
with µ(V ) = 1.
The proof that ϕ is order-preserving proceeds similar to [27]. More precisely, we
consider a non-degenerate approximation Φε(ξ) = ξ|ξ|α−2 + εξ of Φ(ξ) = ξ|ξ|α−2
and a smooth approximation of the strictly stationary solution ut given by u
n
t :=
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Pnut, where Pn are the nonlinear Galerkin approximants as in [29]. Let Zn,εx
denote the corresponding approximating solution with initial condition x ∈ C2(O):
dZn,εx = div (Φε(Zn,εx+ un)) dt.
Unique existence of Zn,εx follows from standard results and comparison results for
second order parabolic quasilinear equations (cf. e.g. [36]) yield
Zn,εx ≤ Zn,εy,
for all x, y ∈ C2(O) with x(ξ) ≤ y(ξ), for all ξ ∈ O. Since the cone H+ is closed
and by the choice of approximation we conclude that ϕ is order-preserving.
The claim now follows from Theorem 2.11. 
3.2. Stochastic Reaction Diffusion Equations. Let (E,B,m) be a finite mea-
sure space with countably generated σ-algebra B and let (L,D(L)) be a strictly
negative-definite (i.e. (Lv, v)L2(m) ≤ −c‖v‖2L2(m), ∀v ∈ D(L), some c > 0), self-
adjoint operator on H := L2(m). We set m(fg) :=
∫
E
fg dm, for fg ∈ L1(m),
(f, g) := (f, g)L2(m) and ‖f‖ := ‖f‖L2(m). The corresponding Dirichlet space V =
D(E) is a Hilbert space with inner product (v, w)V := E(v, w) := m(
√−Lv√−Lw),
v, w ∈ V . We consider the triple
V := D(E) ⊆ H := L2(m) ⊆ V ∗.
and assume that V ⊆ H is compact.
Let G : R×R×Ω→ R be measurable, G(t, ·, ω) continuous for all (t, ω) ∈ R×Ω
and
(G(t, u, ω)−G(t, v, ω)) (u − v) ≤ λ(ω)|u − v|2
|G(t, u, ω)|2 ≤ C(ω)|u|2 + f(t, ω),(3.15)
with coefficient
√
C(ω) < c and f(·, ω) being exponentially integrable. With
M(v) := Lv we obtain
Example 3.5. The stochastic flow associated to the stochastic reaction-diffusion
equation
(3.16) dXt = (LXt +G(t,Xt))dt + dWt + µXt ◦ dβt,
where W is an H = L2(m)-valued Wiener process, has a measurable random D2-
attractor A. If G is strictly stationary, then there is a measurable, strictly stationary
random Db-attractor Ab. If λ(ω) ≤ 0, then A consists of a single random point.
Remark 3.6. In Example 3.5 we had to restrict to reaction terms G of at most
linear growth due to the restrictions of the variational approach to (S)PDE (cf.
Appendix A). However, the main ideas also apply to SRDE with high-order reaction
terms, i.e. let O ⊆ Rd be an open, bounded domain and consider
(3.17) dXt = (∆Xt − |Xt|p−2Xt + ηXt)dt+ dWt + µXt ◦ dβt, (p > 2).
In the construction of strictly stationary solutions the variational methods have to
be replaced by a mild approach to SPDE (cf. e.g. [25]) where we choose
M(v) := ∆v − |v|p−2v
corresponding to the triple
V :=W 1,20 (O) ∩ Lp(O) ⊆ H := L2(O) ⊆ V ∗.
Using the strong monotonicity of the operator M , strictly stationary solutions can
be constructed similar to Theorem 2.2. The technique proving compactness of the
stochastic flow by compactness of V ⊆ H remains the same, which proves the
existence of a random attractor for SRDE of the form (3.17) where W is a Wiener
process taking values in L2(O). In comparison, in [21, Section 5] the existence
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of a random attractor for stochastic reaction-diffusion equations perturbed by finite
dimensional Wiener noise is obtained under the assumption that the noise takes
values in H2(O) ∩H10 (O).
3.3. Stochastic Porous Media Equation. Let (E,B,m) be as above and let
(L,D(L)) be a negative-definite, self-adjoint operator on L2(m) with Ker(L) = {0}.
Define D(E) := D(√−L), E(u, v) := (√−Lu,√−Lv), for u, v ∈ D(E) and Fe to be
the abstract completion of D(E) with respect to ‖ · ‖2Fe := E(·, ·).
Let Φ : R×R×Ω→ R be measurable with Φ(t, 0, ω) = 0, Φ(t, ·, ω) ∈ C(R) and
(Φ(t, r, ω)− Φ(t, s, ω))(r − s) ≥ λ(ω)|r − s|α
Φ(t, r, ω)r ≥ c(ω)|r|α − f(t, ω)
|Φ(t, r, ω)| αα−1 ≤ C(ω)|r|α + f(t, ω), ∀s, r, t ∈ R, ω ∈ Ω,
for some α > 2, c positive, λ,C non-negative and f(·, ω) exponentially integrable.
In particular, the standard nonlinearity Φ(r) := |r|α−2r is included in our general
framework. We assume
(L) The embedding Fe ⊆ L αα−1 (m) is compact and dense.
This yields the compact Gelfand triple
V := Lα(m) ⊆ H := F∗e ⊆ V ∗.
We now present some more concrete examples for which (L) is satisfied.
Example 3.7. Let
i. E be a smooth, compact Riemannian d-dimensional manifold with boundary
and L be the Friedrichs extension of a symmetric, uniformly elliptic operator
of second order on L2(m) with Dirichlet boundary conditions. For example,
let L be the Dirichlet Laplacian on E.
ii. E ⊆ Rd be an open, bounded domain, L := (−∆)β with its standard domain
and β ∈ d2
(
2−α
α
, 1
) ∩ (0, 1].
Then (L) is satisfied.
Choosing M(v) := L
(|v|α−2v) : V → V ∗ we obtain
Example 3.8 (Stochastic Porous Media Equation). The stochastic flow associated
to the stochastic porous media equation
(3.18) dXt = (LΦ(t,Xt) + ηXt) dt+ dWt + µXt ◦ dβt,
with η ∈ R and W being an H = F∗e -valued Wiener process, has a measurable
random D-attractor A. If Φ is strictly stationary, then S(t, s;ω) is a cocycle and
there is a measurable, strictly stationary random Db-attractor Ab. If λ(ω) > 0 ≥ η,
then the random attractor consists of a single random point.
Remark 3.9. In [6] the existence of random attractors for
dXt = ∆Φ(Xt)dt+ dWt
has been proven for additive Wiener noise in W 1,α0 (O) on open, bounded domains
O ⊆ Rd. Here, we only require W−1,20 (O) regularity of the noise.
Remark 3.10. Similar arguments as for the stochastic p-Laplace equation show
that every weak interval attractor has infinite fractal dimension in the deterministic
case with η > 0 (cf. [26]). On the other hand, in the case of sufficiently non-
degenerate additive noise the weak interval random attractor collapses to a single
random point, which can be shown as in Corollary 3.4.
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4. Proofs
4.1. Comparison Lemma and a priori bounds. In [27] comparison Lemmata
and a priori bounds for singular ODE have been shown. We will now prove similar
results for superlinear/degenerate ODE.
Lemma 4.1 (Comparison Lemma). Let β > 1, s ≤ t, q ≥ 0, h ∈ L1([s, t])
nonnegative and v : [s, t]→ R+ be an absolutely continuous subsolution of
y′(r) = −h(r)y(r)β , r ∈ [s, t]
y(s) = q,
(4.19)
i.e. v′(r) ≤ −h(r)v(r)β for a.e. r ∈ [s, t] and v(s) ≤ q. Then
v(r) ≤
(
q−(β−1) + (β − 1)
∫ r
s
h(τ)dτ
) −1
β−1
, ∀r ∈ [s, t].
Proof. The proof proceeds as in [27], using that the unique nonnegative solution yε
to (4.19) with initial value q + ε is given by
yε :=
(
(q + ε)−(β−1) + (β − 1)
∫ r
s
h(τ)dτ
) −1
β−1
≤ q + ε.

Lemma 4.2 (A priori bound). Let β > 1, p : R → R+ ca`dla`g, h ∈ C(R) positive,
q : R→ R+ and for each s ∈ R let v(·, s) : [s,∞)→ R+ be an absolutely continuous
subsolution of
y′(r, s) = −h(r)y(r, s)β + p(r), r ≥ s(4.20)
with y(s, s) = q(s). Assume
∫ t
s
h(τ)dτ →∞, for all t ∈ R and s→ −∞. Then, for
each t ∈ R there is an s0 = s0(t, p, h) ∈ R and an R = R(t, p, h) > 0 such that for
all s ≤ s0
v(t, s) ≤ R.
Proof. We proceed similarly to [27]. Without loss of generality we assume p(r) ≥
δ > 0 for some δ > 0 (otherwise redefine p(r) := p(r) ∨ δ).
Let t ∈ R, A(s) := {r ∈ [s, t] | h(r)2 v(r, s)β ≤ p(r)} and a(s) = supA(s) ∨ s. We
first show that there exists an s0 = s0(t, p, h) ≤ t such that A(s) 6= ∅ for all s ≤ s0.
Let s ≤ t such that A(s) = ∅, i.e. h(r)2 v(r, s)β > p(r), for all r ∈ [s, t]. Hence,
v′(r, s) ≤ −h(r)v(r, s)β + p(r) ≤ −1
2
h(r)v(r, s)β , for a.e. r ∈ [s, t].
By Lemma 4.1 and using the assumption
∫ t
s
h(τ)dτ →∞ we obtain
v(t, s) ≤
(
β − 1
2
∫ t
s
h(τ)dτ
) −1
β−1
→ 0, for s→ −∞.(4.21)
Since also 0 <
( 2p(t)
h(t)
) 1
β < v(t, s), we conclude s ≥ s0 for some s0 = s0(t, p, h).
Next we prove that there exists an a1 = a1(t, p, h) ≤ t such that a1 ≤ a(s) for
all s ≤ s0. Let s ≤ s0, thus A(s) 6= ∅. If a(s) = t then nothing has to be shown,
thus suppose a(s) < t. By definition of a(s) and right-continuity of v, p we have
p(r) ≤ h(r)
2
v(r, s)β , for all r ∈ [a(s), t].
20 B. GESS
Arguing as above we obtain
v(t, s) ≤
(
v((a(s), s)−(β−1) +
β − 1
2
∫ t
a(s)
h(τ)dτ
) −1
β−1
≤
(
β − 1
2
∫ t
a(s)
h(τ)dτ
) −1
β−1
→ 0,
for a(s) → −∞. Since 0 <
(
2p(t)
h(t)
) 1
β
< v(t, s) this implies a(s) ≥ a1 = a1(t, p, h)
for all s ≤ s0.
On [a(s), t] we have h(r)2 v(r, s)
β ≥ p(r) and thus
v(t, s) ≤ v(a(s), s) −
∫ t
a(s)
h(τ)v(τ, s)βdτ +
∫ t
a(s)
p(τ)dτ
≤ v(a(s), s) −
∫ t
a(s)
p(τ)dτ
≤ sup
r∈[a1−1,t]
(
2p(r)
h(r)
) 1
β
=: R(t, p, h), ∀s ≤ s0.

4.2. Strictly stationary solutions (Theorem 2.2 & Theorem 2.3). In this
Section we will construct strictly stationary solutions to the SPDE
dXt =M(t,Xt)dt+BtdWt,
by letting s→ −∞ in X(t, s;ω)x and then selecting a strictly stationary version η
from the resulting stationary limit process by use of Proposition 1.12.
We will need the following elementary Lemma.
Lemma 4.3. Let s ∈ R, t ≥ s and h > 0. Then there is a P-zero set Ns,h ∈ F
such that ∫ t+h
s+h
BrdWr(ω) =
∫ t
s
BrdWr(θhω), ∀ω ∈ Ω \Ns,h.
Proof. By the construction of the stochastic integral, for any sequence of partitions
∆n(s, t) of [s, t] with |∆n(s, t)| → 0 there is a subsequence of partitions ∆nk(s, t)
and a P-zero set N¯s ∈ F¯ such that∫ t
s
BrdWr(ω) = lim
k→∞
∑
ti,ti+1∈∆nk (s,t);ti<ti+1
Bti(ω)(Wti+1∧t(ω)−Wti∧t(ω)),
for all ω ∈ Ω \Ns. We can choose a P-zero set Ns ∈ F such that N¯s ⊆ Ns. Hence,
for ω ∈ Ω \ (Ns+h ∪ θ−1h Ns) =: Ns,h∫ t+h
s+h
BrdWr(ω)
= lim
n→∞
∑
ti,ti+1∈∆n(s+h,t+h);ti<ti+1
Bti(ω)(Wti+1∧(t+h)(ω)−Wti∧(t+h)(ω))
= lim
n→∞
∑
ti,ti+1∈∆n(s+h,t+h);ti<ti+1
Bti−h(θhω)(W(ti+1−h)∧t(θhω)−W(ti−h)∧t(θhω))
=
∫ t
s
BrdWr(θhω),
where we have selected a subsequence of partitions if necessary. 
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Proof of Theorem 2.2. Let x ∈ H and X(t, s;ω)x denote the unique F¯t-adapted
variational solution associated to
(4.22) dXt =M(t,Xt)dt+BtdWt
given by Theorem A.2.
(i): There is an F¯t-adapted, F -measurable process u : R× Ω→ H such that
lim
s→−∞
X(t, s; ·)x = ut,
in L2(Ω;H) for each t ∈ R, independent of x ∈ H .
Let s2 ≥ s1 and x, y ∈ H . Then
d
dt
‖X(t, s2;ω)x−X(t, s1;ω)y‖2H
= 2 V ∗〈M(t,X(t, s2;ω)x)−M(t,X(t, s1;ω)y), X(t, s2;ω)x−X(t, s1;ω)y〉V
≤ −c (‖X(t, s2;ω)x−X(t, s1;ω)y‖2H)α2 ,
for a.e. t ≥ s2 and P-a.a. ω ∈ Ω. We apply Lemma 4.1 (Gronwall’s inequality for
α = 2) to conclude
(4.23)
‖X(t, s2;ω)x−X(t, s1;ω)y‖2H ≤
{
((β − 1)c(t− s2))−
1
β−1 , if β > 1
‖x−X(s2, s1;ω)y‖2He−c(t−s2) , if β = 1,
where β := α2 , for all t ≥ s2. Since the right hand side is decreasing in t this yields
E sup
r∈[t,∞)
‖X(r, s2; ·)x−X(r, s1; ·)y‖2H ≤
{
((β − 1)c(t− s2))−
1
β−1 , if β > 1
E‖x−X(s2, s1; ·)y‖2He−c(t−s2) , if β = 1,
for all t ≥ s2.
If α = 2 there is a δ(t) = C(ft + 1) such that
2 V ∗〈M(t, v), v〉V + ‖Bt‖2L2(U,H) ≤ −
c
2
‖v‖2H + δ(t),
for each v ∈ V (cf. [43, Lemma 4.3.8]). Hence,
d
dt
E‖X(t, s; ·)y‖2H = E
(
2 V ∗〈M(t,X(t, s; ·)y), X(t, s; ·)y〉V + ‖Bt‖2L2(U,H)
)
≤ − c
2
E‖X(t, s; ·)y‖2H + Eδ(t), for a.e. t ≥ s.
Thus, by Gronwall’s inequality and exponential integrability of Eft
E‖X(s2, s1; ·)y‖2H ≤ e−
c
2 (s2−s1)‖y‖2H +
∫ s2
s1
e−
c
2 (s2−r)Eδ(r)dr
≤ e− c2 s2
(
e
c
2
s1‖y‖2H +
∫ 0
−∞
e
c
2
r
Eδ(r)dr
)
≤ e− c2 s2 (e c2 s1‖y‖2H + C) ,
for all t ≥ s. We obtain
E sup
r∈[t,∞)
‖X(r, s2; ·)x−X(r, s1; ·)y‖2H
≤
{
((β − 1)c(t− s2))−
1
β−1 , if β > 1
2
(
e
c
2 s1‖y‖2H + e
c
2 s2‖x‖2H + C
)
e
c
2 s2e−ct , if β = 1,
for all t ∧ 0 ≥ s2. Hence, X(·, s; ·)x is a Cauchy sequence in L2(Ω;C([t,∞);H))
and
ut = lim
s→−∞
X(t, s; ·)x
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exists as a limit in L2(Ω;H) for all t ∈ R and u is F¯t-adapted. Since X(·, s; ·)x
also converges in L2(Ω;C([t,∞);H)) u is continuous P-almost surely and since u is
F¯ -measurable we can choose an indistinguishable F -measurable version of u.
(ii): u solves (2.3).
Let t0 ≥ s0 ≥ s. Then
X(t, s;ω)x = X(s0, s;ω)x+
∫ t
s0
M(r,X(r, s;ω)x)dr +
∫ t
s0
BrdWr(ω),
for all t ∈ [s0, t0] and P-a.a. ω ∈ Ω. Using condition (H3) we obtain
Ee−Ct0‖X(t0, s; ·)x‖2H
= Ee−Cs0‖X(s0, s; ·)x‖2H − C
∫ t0
s0
Ee−Cr‖X(r, s; ·)x‖2Hdr
+ E
∫ t0
s0
e−Cr
(
v∗〈M(r,X(r, s; ·)x), X(r, s; ·)x〉V + ‖Br‖2L2(U,H)
)
dr
≤ Ee−Cs0‖X(s0, s; ·)x‖2H − cE
∫ t0
s0
e−Cr‖X(r, s; ·)x‖αV dr + E
∫ t0
s0
e−Crfrdr.
Hence,
cE
∫ t0
s0
‖X(r, s; ·)x‖αV dr ≤ Ee−C(s0−t0)‖X(s0, s; ·)x‖2H + E
∫ t0
s0
e−C(r−t0)frdr
and the right hand side converges to Ee−C(s0−t0)‖us0‖2H + E
∫ t0
s0
e−C(r−t0)frdr for
s→ −∞. ThusX(·, s; ·)x is bounded in Lα([s0, t0]×Ω;V ). Since lim
s→−∞
X(·, s; ·)x =
u· in L
2(Ω;C([s0, t0];H)), it follows
X(·, s; ·)x ⇀ u, in Lα([s0, t0]× Ω;V ).
In particular, u ∈ Lα(Ω;Lαloc(R;V )). Let sn → −∞. We observe (at least for a
subsequence)
M(·, X(·, sn; ·)x) ⇀ Y, in Lα([s0, t0]× Ω;V )∗.
Since X(·, s; ·) and M are F¯t-progressively measurable, so is Y . Let v ∈ V and
ϕ ∈ L∞([s0, t0]× Ω). Then
E
∫ t0
s0
V ∗〈ut, v〉V ϕtdt = lim
n→∞
E
∫ t0
s0
V ∗〈X(t, sn; ·)x, v〉V ϕtdt
= lim
n→∞
E
∫ t0
s0
(
V ∗〈X(s0, sn; ·)x+
∫ t
s0
M(τ,X(τ, sn; ·)x)dτ +
∫ t
s0
BτdWτ , v〉V
)
ϕtdt
= E
∫ t0
s0
V ∗〈us0 +
∫ t
s0
Yτ +
∫ t
s0
BτdWτ , v〉V ϕtdt.
Hence
ut = us0 +
∫ t
s0
Yτdτ +
∫ t
s0
BτdWτ , ∀t ∈ [s0, t0], P-a.s.
By Itoˆ’s formula
E‖ut0‖2H = E‖us0‖2H + E
∫ t0
s0
V ∗〈Yτ , uτ 〉V + ‖Bτ‖2L2(U,H)dτ.(4.24)
Let Φ ∈ Lα([s0, t0]× Ω;V ). We use the monotonicity trick
V ∗〈M(τ,X(τ, s;ω)x), X(τ, s;ω)x〉V ≤ V ∗〈M(τ,X(τ, s;ω)x),Φτ 〉V
+ V ∗〈M(τ,Φτ ), X(τ, s;ω)x− Φτ 〉V
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to obtain
E‖X(t0, s; ·)x‖2H ≤ E‖X(s0, s; ·)x‖2H + E
∫ t0
s0
V ∗〈M(τ,X(τ, s; ·)x),Φτ 〉V
+ V ∗〈M(τ,Φτ ), X(τ, s; ·)x− Φτ 〉V + ‖Bτ‖2L2(U,H)dτ.
Taking s→ −∞ yields
E‖ut0‖2H ≤ E‖us0‖2H
+ E
∫ t0
s0
V ∗〈Yτ ,Φτ 〉V + V ∗〈M(τ,Φτ ), uτ − Φτ 〉V + ‖Bτ‖2L2(U,H)dτ.
Substracting (4.24) leads to
0 ≤ E
∫ t0
s0
V ∗〈M(τ,Φτ )− Yτ , uτ − Φτ 〉V dτ.
By choosing Φ = u − εφ˜v with v ∈ V and φ˜ ∈ L∞([s0, t0] × Ω), dividing by ε > 0
and taking ε→ 0 we obtain
0 = E
∫ t0
s0
V ∗〈M(τ, uτ )− Yτ , φ˜v〉V dτ.
Hence M(τ, uτ ) = Yτ , dt⊗ P-almost surely and thus P-a.s.
ut = us0 +
∫ t
s0
M(τ, uτ)dτ +
∫ t
s0
BτdWτ , for all t ≥ s0.
(iii): Let now M,B be strictly stationary. We prove crude stationarity for u.
We first show X(t, s;ω)x = X(0, s − t; θtω)x for all t ≥ s, P-almost surely. Let
h > 0, t ≥ s and X¯h(t)(ω) := X(t − h, s − h; θhω)x. Then for P-a.a. ω ∈ Ω (with
zero set possibly depending on s, h, x)
X¯h(t)(ω) = X(t− h, s− h; θhω)x
= x+
∫ t−h
s−h
M(r,X(r, s− h; θhω)x; θhω)dr +
(∫ t−h
s−h
BrdWr
)
(θhω)
= x+
∫ t−h
s−h
M(r + h,X(r, s− h; θhω)x;ω)dr +
(∫ t
s
BrdWr
)
(ω)
= x+
∫ t
s
M(r, X¯h(r)(ω);ω)dr +
(∫ t
s
BrdWr
)
(ω).
Hence X(t− h, s− h; θhω)x = X(t, s;ω)x, P-almost surely. In particular
(4.25) X(0, s− t; θtω)x = X(t, s;ω)x,
P-almost surely (with zero set possibly depending on t, s, x). For an arbitrary
sequence sn → −∞ there exists a subsequence (again denoted by sn) such that
X(t, sn; ·)x → ut and X(0, sn − t; ·)x → u0 P-almost surely. Thus passing to the
limit in (4.25) yields
u0(θtω) = ut(ω),
P-almost surely (with zero set possibly depending on t).
Since u· ∈ Lα(Ω;Lαloc(R;V )), in particular u·(ω) ∈ Lαloc(R;V ) for almost all
ω ∈ Ω and since u is F -measurable, we now use Proposition 1.12 to deduce the
existence of an indistinguishable, F -measurable, F¯t-adapted, strictly stationary,
continuous process u˜ such that u˜·(ω) ∈ Lαloc(R;V ) for all ω ∈ Ω.
We can now proceed to prove (2.4). Let η ≤ 1 and note that by (H2′)
V ∗〈M(t, v), v〉V +‖Bt‖2L2(U,H) ≤ −
c
2
‖v‖αV + C(1 + ft), ∀v ∈ V.
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By Itoˆ’s formula and the product rule we obtain
E‖X(t, s; ·)x‖2Heηt ≤ E‖X(s0, s; ·)x‖2Heηs0 −
c
2
E
∫ t
s0
eηr‖X(r, s; ·)x‖αV dr
+ E
∫ t
s0
eηrC(1 + fr)dr + ηE
∫ t
s0
eηr‖X(r, s; ·)x‖2Hdr
≤ E‖X(s0, s; ·)x‖2Heηs0 −
( c
2
− ηC
)
E
∫ t
s0
eηr‖X(r, s; ·)x‖αV dr
+ E
∫ t
s0
eηrC(1 + fr)dr, ∀s ≤ s0 ≤ t.
Letting s→ −∞ we conclude
E‖ut‖2Heηt +
( c
2
− ηC
)
E
∫ t
s0
eηr‖ur‖αV dr ≤ E‖us0‖2Heηs0 + E
∫ t
s0
eηrC(1 + fr)dr.
Stationarity of u implies( c
2
− ηC
)
E
∫ t
−∞
eηr‖ur‖αV dr ≤ E
∫ t
−∞
eηrC(1 + fr)dr.

Proof of Theorem 2.3. (i): Since ‖ur(ω)‖kH = ‖u0(θrω)‖kH and θ is an ergodic dy-
namical system on (Ω,F ,P), (2.5) follows from Birkhoff’s ergodic theorem as soon
as we have shown ‖u0‖kH ∈ L1(Ω). By (H2′) there are C, c > 0 such that
2 V ∗〈M(t, v), v〉V + ‖Bt‖2L2(U,H) ≤ −c‖v‖αH + C + ft.
Application of Itoˆ’s formula to ‖ · ‖kH yields (cf. [39, Lemma 2.2])
d
dt
E‖X(t, s; ·)0‖kH ≤ −
ck
4
(
E‖X(t, s; ·)0‖kH
) k+α−2
k + C(k)E(1 + ft)
k−2+α
α ,
for a.e. t ≥ s. If α > 2 then by Lemma 4.2
E‖X(0, s; ·)0‖kH ≤ C <∞,
for s small enough and for some constant C > 0. For α = 2, by Gronwall’s inequality
E‖X(0, s; ·)0‖kH ≤ C(k)E
∫ 0
s
er
ck
4 (C + fr)
k
2 dr ≤ C <∞.
Fatou’s Lemma yields
E‖u0‖kH ≤ lim inf
n→∞
E‖X(0, sn; ·)0‖kH ≤ C <∞
and thereby (2.5).
(ii): By similar calculations as for (2.5) and by using Burkholder’s inequality we
obtain
E sup
t∈[0,1]
‖ut‖kH ≤ C
(
E‖u0‖kH + E
∫ 1
0
f
k−2+α
α
r dr
)
<∞,
i.e. supt∈[0,1] ‖u0(θt·)‖kH ∈ L1(Ω). By the dichotomy of linear growth (cf. [1, Propo-
sition 4.1.3.]) this implies
lim sup
t→±∞
‖u0(θtω)‖kH
|t| = 0,
on a θ-invariant set of full P-measure. 
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4.3. Generation of stochastic flows (Theorem 2.5).
Proof of Theorem 2.5. (i): We consider (2.8) as an ω-wise random PDE. This
viewpoint will be used to define the associated stochastic flow. In order to ap-
ply variational methods, we first use another transformation to cancel the lin-
ear term µzrZ(r, s;ω)x appearing in (2.8). Let k(s, t;ω) := e
−µ
∫
t
s
zr(ω)dr. Then
Z˜(t, s;ω)x := k(s, t;ω)Z(t, s;ω)x satisfies
Z˜(t, s;ω)x = x+
∫ t
s
k(s, r;ω)Aω(r, k(s, r;ω)
−1Z˜(r, s;ω)x)dr, ∀t ≥ s,
if and only if Z(t, s;ω)x satisfies (2.8). In order to obtain the existence of a unique
solution to (2.8) for each fixed (ω, s) ∈ Ω× R, we thus need to verify the assump-
tions (H1)–(H4) (cf. Appendix A) for (t, v) 7→ k(s, t;ω)Aω(t, k(s, t;ω)−1v). These
properties follow immediately from the respective properties for Aω(t, v). We will
check (H1)–(H4) for Aω(t, v) on each bounded interval [S, T ] ⊆ R and for each
fix ω ∈ Ω. For ease of notation we suppress the ω-dependency of the coefficients
occurring in the following calculations. (H1) is immediate from (A1) for A.
(H2): For v1, v2 ∈ V , ω ∈ Ω and t ∈ [S, T ] such that ut(ω) ∈ V :
2V ∗〈Aω(t, v1)−Aω(t, v2), v1 − v2〉V
= µ2t2V ∗〈A
(
t, µ−1t (v1 + ut)
)−A (t, µ−1t (v2 + ut)) , µ−1t (v1 + ut)− µ−1t (v2 + ut)〉V
≤ C(t)‖v1 − v2‖2H .
For t ∈ R such that ut(ω) 6∈ V the same calculation holds. This yields (H2) on
[S, T ] for Aω(t, v) by local boundedness of C(t).
(H3): For v ∈ V , ω ∈ Ω and t ∈ R such that ut(ω) ∈ V :
2V ∗〈Aω(t, v), v〉V = 2µ2t V ∗〈A
(
t, µ−1t (v + ut)
)
, µ−1t (v + ut)〉V
− 2µtV ∗〈A
(
t, µ−1t (v + ut)
)
, ut〉V
+ 2µztV ∗〈ut, v〉V + 2V ∗〈M(ut), v〉V
≤ C(t)‖v + ut‖2H − c(t)µ2−αt ‖v + ut‖αV + µ2tf(t)(4.26)
+ 2µt‖A
(
t, µ−1t (v + ut)
) ‖V ∗‖ut‖V
+ 2µztV ∗〈ut, v〉V + 2V ∗〈M(ut), v〉V .
Using Young’s inequality for all ε1, ε2, ε3 > 0 and some Cε1 , Cε2 , Cε3 we obtain
2µt‖A
(
t, µ−1t (v + ut)
) ‖V ∗‖ut‖V
≤ ε1µ2t‖A
(
t, µ−1t (v + ut)
) ‖ αα−1V ∗ + Cε1µ2−αt ‖ut‖αV
≤ ε1C(t)µ2−αt ‖v + ut‖αV + ε1µ2tf(t) + Cε1µ2−αt ‖ut‖αV
and
2V ∗〈M(ut), v〉V ≤ Cε22µ
2−α
1−α
t ‖M(ut)‖
α
α−1
V ∗ + 2ε2µ
2−α
t ‖v‖αV
≤ Cε22µ
2−α
1−α
t
(
CM‖ut‖αV + fM
)
+ 2ε2µ
2−α
t ‖v‖αV ,
as well as
2µztV ∗〈ut, v〉V ≤ Cε3µ2z2t ‖ut‖2H + ε3‖v‖2H .
Using this in (4.26) yields
2V ∗〈Aω(t, v), v〉V ≤ C(t)‖v + ut‖2H − (c(t)− ε1C(t))µ2−αt ‖v + ut‖αV + µ2tf(t)
+ ε1µ
2
tf(t) + Cε1µ
2−α
t ‖ut‖αV + Cε3µ2z2t ‖ut‖2H + ε3‖v‖2H
+ Cε22µ
2−α
1−α
t
(
CM‖ut‖αV + fM
)
+ 2ε2µ
2−α
t ‖v‖αV .
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Using
‖v + ut(ω)‖αV ≥ 21−α‖v‖αV − ‖ut(ω)‖αV
we obtain (for ε1 small enough):
2V ∗〈Aω(t, v), v〉V ≤ (2C(t) + ε3)‖v‖2H −
(
21−αc(t)− ε121−αC(t)− 2ε2
)
µ2−αt ‖v‖αV
+ µ2tf(t) + ε1µ
2
tf(t) + µ
2−α
t
(
Cε1 + c(t)− ε1C(t)
)
‖ut‖αV
+ Cε22µ
2−α
1−α
t
(
CM‖ut‖αV + fM
)
+
(
2C(t) + Cε3µ
2z2t
)
‖ut‖2H .
Now choosing ε1, ε2 small enough yields
V ∗〈Aω(t, v), v〉V ≤ C˜(t)‖v‖2H − c˜(t)‖v‖αV + f˜(t),(4.27)
with
f˜(t) := µ2tf(t) + ε1µ
2
t f(t) + µ
2−α
t
(
Cε1 + c(t)− ε1C(t)
)
‖ut‖αV
+ Cε22µ
2−α
1−α
t
(
CM‖ut‖αV + fM
)
+
(
2C(t) + Cε3µ
2z2t
)
‖ut‖2H .
By pathwise continuity of ut, µt, zt, local boundedness of c(t), C(t) and since u·(ω) ∈
Lαloc(R;V ) for all ω ∈ Ω we have f˜ ∈ L1loc(R). By choosing ε1, ε2 small enough we
obtain (H3) on [S, T ] ⊆ R. For t ∈ R such that ut(ω) 6∈ V the same calculation
proves (H3).
(H4): For v ∈ V , ω ∈ Ω and t ∈ R such that ut(ω) ∈ V :
‖Aω(t, v)‖
α
α−1
V ∗ = ‖µtA
(
t, µ−1t (v + ut)
)
+ µutzt +M(ut)‖
α
α−1
V ∗
≤ C
(
‖µtA
(
t, µ−1t (v + ut)
) ‖ αα−1V ∗ + (µ|zt|‖ut‖V ∗) αα−1 + ‖M(ut)‖ αα−1V ∗ )
≤ Cµ
α
α−1
t
(
C(t)µ−αt ‖v + ut‖αV + f(t)
)
+ C (µzt‖ut‖V ∗)
α
α−1
+ CCM (‖ut‖αV + 1)
≤ C˜(t)‖v‖αV + f˜t,
with
f˜(t) := Cµ
α
α−1
t f(t) + CC(t)µ
α
α−1−α
t ‖ut‖αV + C (µzt‖ut‖V ∗)
α
α−1 + CCM (‖ut‖αV + 1).
As before this yields (H4) on [S, T ]. For t ∈ R such that ut 6∈ V the same calculation
proves (H4).
Hence (H1)–(H4) are satisfied for Aω for each ω ∈ Ω and by Theorem A.2
(applied to the deterministic situation) we obtain the existence of a unique solution
Z(·, s;ω)x ∈ Lαloc([s,∞);V ) ∩ C([s,∞);H)
to (2.8) for all (s, ω, x) ∈ R × Ω × H . By uniqueness for (2.8) we have the flow
property
Z(t, s;ω)x = Z(t, r;ω)Z(r, s;ω)x.
By Proposition 1.9 the family of maps given by
S(t, s;ω)x := T (t, ω) ◦ Z(t, s;ω) ◦ T−1(s, ω)
defines a stochastic flow.
(ii): Since T (t, ω)y is continuous in t locally uniformly in y, t 7→ S(t, s;ω)x is
continuous. [43, Proposition 4.2.10] implies
‖Z(t, s;ω)x− Z(t, s;ω)y‖2H ≤ eC(t−s)‖x− y‖2H ,
RANDOM ATTRACTORS FOR DEGENERATE SPDE 27
for bounded s ≤ t. Thus x 7→ Z(t, s;ω)x is continuous locally uniformly in s, t.
Moreover,
‖Z(t, s1;ω)x− Z(t, s2;ω)x‖2H = ‖Z(t, s2;ω)Z(s2, s1;ω)x− Z(t, s2;ω)x‖2H
≤ eC(t−s2)‖Z(s2, s1;ω)x− x‖2H , ∀s1 < s2,
which implies right-continuity of s 7→ Z(t, s;ω)x. This implies right continuity of
s 7→ S(t, s;ω)x and continuity of x 7→ S(t, s;ω)x locally uniformly in s, t.
(iii): If A is (B(R)⊗B(V )⊗F ,B(V ∗))-measurable then measurability of Z(t, s;ω),
S(t, s;ω) follows as in the proof of [30, Theorem 1.1].
The same argument proves F¯t-adaptedness of Z(t, s;ω)x if A is F¯t-adapted.
Applying the transformation backwards then shows that S(t, s;ω)x is a solution to
(2.1).
(iv): Assume that A(t, v;ω) is strictly stationary. Strict stationarity of zt and
ut then implies Aω(t, v) = Aθtω(0, v). By uniqueness for (2.8) we deduce
Z(t, s;ω)x = Z(t− s, 0; θsω)x
and Z(t, s;ω) is a cocycle. Since T (t, ω) is a stationary conjugation the same follows
for S(t, s;ω). 
4.4. Existence of Random Attractors (Theorem 2.6). For η : Ω→ R+ \ {0}
letDη be the set of all sets of subexponential growth of order η, i.e. {D(t, ω)}t∈R,ω∈Ω ∈
Dη iff ‖D(s, ω)‖2H = O(eη(ω)s) for s → −∞ and all ω ∈ Ω. Define B(x, r) := {y ∈
H | ‖x− y‖H ≤ r}. First, we will prove bounded absorption for the stochastic flows
S(t, s;ω), Z(t, s;ω).
Proposition 4.4 (Bounded absorption). Assume (A1)–(A4) and (V ) with c, C
being independent of time t and f exponentially integrable. If α = 2, additionally
assume C < c4λ in (A3). Then there is an η : Ω → R+ \ {0} and a Dη-absorbing
family of bounded sets {F (t, ω)}t∈R,ω∈Ω for S(t, s;ω) and Z(t, s;ω). More precisely,
there is a function R : R × Ω → R+ \ {0} such that for all D ∈ Dη there is an
absorption time s0 = s0(D, t;ω) ≤ t such that
(4.28) Z(t, s;ω)D(s, ω) ⊆ B(0, R(t, ω)),
for all s ≤ s0, P-almost surely.
Proof. Let t ∈ R. From (4.27) and using the assumption in case α = 2 we obtain
V ∗〈Aω(t, v), v〉V ≤ −c˜(ω)µ2−αt (ω)‖v‖2H + f˜(t, ω),
for some c˜(ω) > 0 and
f˜(t, ω) = Cµ2t (ω)f(t, ω) + Cµ
2−α
t (ω)‖ut(ω)‖αV + Cµ
2−α
1−α
t (ω)
(
‖ut(ω)‖αV + 1
)
+ C
(
1 + z2t (ω)
)
‖ut(ω)‖2H + Cµ2t (ω).
Hence,
2 V ∗〈Aω(t, v) + µzt(ω)v, v〉V ≤
(−c˜(ω)µ2−αt (ω) + µzt(ω)) ‖v‖2H + f˜(t, ω), ∀v ∈ V
and for a.e. t ≥ s we obtain
d
dt
‖Z(t, s;ω)x‖2H = V ∗〈Aω(t, Z(t, s;ω)x) + µztZ(t, s;ω)x, Z(t, s;ω)x〉V
≤ (−c˜(ω)µ2−αt (ω) + µzt(ω)) ‖Z(t, s;ω)x‖2H + f˜(t, ω).
By Birkhoff’s ergodic theorem and dichotomy of linear growth [1, Proposition 4.1.3],
there is a subset Ω0 ⊆ Ω of full P-measure such that 1t−s
∫ t
s
µzτ (ω)dτ → µE[z0] = 0,
limt→±∞
|zt(ω)|
|t| → 0 and 1t−s
∫ t
s
µ2−ατ (ω)dτ → E[µ2−α0 ] for s → −∞ and all ω ∈
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Ω0. Therefore, µt(ω) = e
µzt(ω) is of subexponential growth and f˜ is exponentially
integrable, P-almost surely. Furthermore, there is an s0(ω) ≤ 0 such that
1
t− s
∫ t
s
(−c˜(ω)µ2−ατ (ω) + µzτ (ω)) dτ ≤ −η(ω),
for all s ≤ s0(ω), ω ∈ Ω0 and some η : Ω→ R \ {0}. Let D ∈ Dη, xs(ω) ∈ D(s, ω),
i.e. there is a function C : Ω→ R such that ‖D(s, ω)‖2Heη(ω)s ≤ C(ω) for all s small
enough. For some s˜0 = s˜0(D, t;ω) using Gronwall’s inequality we obtain
‖Z(t, s;ω)D(s, ω)‖2H ≤ ‖D(s, ω)‖2He−η(ω)(t−s) +
∫ s0
s
e−η(ω)(t−r)f˜(r, ω)dr
+
∫ t
s0
e
∫
t
r (−c˜(ω)µ
2−α
τ (ω)+µzτ (ω))dτ f˜(r, ω)dr
≤ C(ω)e−η(ω)t +
∫ s0
−∞
e−η(ω)(t−r)f˜(r, ω)dr
+
∫ t
s0
e
∫
t
r (−c˜(ω)µ
2−α
τ (ω)+µzτ (ω))dτ f˜(r, ω)dr
=: R(t, ω), ∀s ≤ s˜0, P− a.s.,
(4.29)
where finiteness of the second summand follows from exponential integrability of
f˜ .
Since T (t, ω) is a bounded map of subexponential growth this implies bounded
absorption for S(t, s;ω). 
Proof of Theorem 2.6. (i): Compactness of the stochastic flows S(t, s;ω), Z(t, s;ω)
follows as in [27].
(ii): We prove that Z(t, s;ω) is D-asymptotically compact. By Proposition 4.4
there is an η : Ω→ R \ {0} and a bounded Dη-absorbing set F . Let
K(t, ω) := Z(t, t− 1;ω)F (t− 1, ω), ∀t ∈ R, ω ∈ Ω.
Since F (t − 1, ω) is a bounded set and Z(t, s;ω) is a compact flow, K(t, ω) is
compact. Furthermore, K(t, ω) is Dη-absorbing:
Z(t, s;ω)D(s, ω) = Z(t, t− 1;ω)Z(t− 1, s;ω)D(s, ω)
⊆ Z(t, t− 1;ω)F (t− 1, ω) ⊆ K(t, ω),
for all s ≤ s0, P-almost surely. By Theorem 1.7 and Theorem 1.10 this yields
the existence of random Dη-attractors AZ ,AS for Z(t, s;ω), S(t, s;ω) respectively.
Restricting the domain of attraction of AZ ,AS to the system of all tempered sets
D thus yields the claim.
(iii): Let now A be (B(R) ⊗ B(V ) ⊗ F ,B(V ∗))-measurable and c, C in (A3)
be (F ,B(R))-measurable. Then η in Proposition 4.4 can be chosen (F ,B(R))-
measurable and we define
D0 :=
{
{Dn(t, ω) := B(0, eη(ω)|t|n)}t∈R,ω∈Ω| n ∈ N
}
.
Then
AZ(t, ω) =
⋃
n∈N
Ω(Dn, t;ω)
and Theorem 1.7 implies measurability of the random Dη-attractors.
(iv): Now assume A to be strictly stationary. Then Z(t, s;ω) and S(t, s;ω) are
cocycles and K is a Db-absorbing compact set. Hence, there exist measurable,
strictly stationary random Db-attractors for Z(t, s;ω) and S(t, s;ω) by Theorem
1.7. 
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4.5. Stable equilibria (Theorem 2.7). We will need the following
Lemma 4.5. Let β be a real-valued Brownian motion and q, t ∈ R. Then∫ t
s
eq(βr−βt)dr →∞, P-a.s. for s→ −∞.
Proof. Since s 7→ ∫ t
s
eq(βr−βt)dr is increasing as s decreases, it is enough to prove
divergence in probability. Observe∫ t
s
eq(βr(ω)−βt(ω))dr =
∫ 0
s−t
eq(βr+t(ω)−βt(ω))dr =
∫ 0
s−t
eqβr(θtω)dr.
The claim then easily follows from the Le´vy arcsine law. 
Lemma 4.6. Assume (V ) and let A be F¯t-adapted and satisfy (A1)–(A4), (A2′).
Then there is a set Ω0 ⊆ Ω of full P-measure such that
‖S(t, s2;ω)x− S(t, s1;ω)y‖2H ≤
((α
2
− 1
)
λ(ω)
∫ t
s2
e(α−2)µ(βr(ω)−βt(ω))dr
)− 2
α−2
for all t ∧ 0 ≥ s2 ≥ s1, ω ∈ Ω0. In particular, there is an F-measurable continuous
process η : R× Ω→ H such that
lim
s→−∞
S(t, s;ω)x = η(t, ω),
for all x ∈ H, t ∈ R, P-almost surely.
Proof. We consider an alternative transformation of the SPDE (2.1). Since S(t, s;ω)x
is a solution of (2.1),
Z˜(t, s;ω)x := µ˜t(ω)S(t, s;ω)x,
with µ˜t(ω) := e
−µβt(ω) satisfies
Z˜(t2, s;ω)x = Z˜(t1, s;ω)x+
∫ t2
t1
µ˜r(ω)A(r, µ˜r(ω)
−1Z˜(r, s;ω)x)dr +
∫ t2
t1
µ˜r ◦ dWr(ω)
Z˜(s, s;ω)x = e−µβs(ω)x,
P-a.s. for all t2 ≥ t1 ≥ s (with P-zero set possibly depending on x, s). By (A2′) we
obtain
d
dt
‖Z˜(t, s2;ω)x− Z˜(t, s1;ω)y‖2H ≤ −λ(ω)µ˜t(ω)2−α
(
‖Z˜(t, s2;ω)x− Z˜(t, s1;ω)y‖2H
)α
2
,
for a.e. t ≥ s2 ≥ s1 and by Lemma 4.1 to conclude
‖Z˜(t, s2;ω)x− Z˜(t, s1;ω)y‖2H ≤
((α
2
− 1
)
λ(ω)
∫ t
s2
µ˜r(ω)
2−αdr
)− 2
α−2
,
for all t ≥ s2. Hence,
‖S(t, s2;ω)x− S(t, s1;ω)y‖2H
≤
((α
2
− 1
)
λ(ω)
∫ t
s2
e(α−2)µ(βr(ω)−βt(ω))dr
)− 2
α−2
, ∀t ≥ s2 ≥ s1,
(4.30)
P−almost surely. Since both sides of the inequality are continuous in x, t and right-
continuous in s1, s2 the claim follows on a P-zero set independent of x, s1, s2, t. By
Lemma 4.6 the right hand side converges to 0 for s2 →∞ and thus S(t, s;ω)x is a
Cauchy sequence with limit η(t, ω) independent of x.
Letting s1 → −∞ in (4.30) then yields
‖S(t, s;ω)x− η(t, ω)‖2H ≤
((α
2
− 1
)
λ(ω)
∫ t
s
e(α−2)µ(βr(ω)−βt(ω))dr
)− 2
α−2
, ∀t ≥ s,
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P-almost surely. In particular, the convergence holds locally uniformly in t, which
implies continuity of η. 
Proof of Theorem 2.7: By Lemma 4.6 we may define
A(t, ω) := {η(t, ω)}.
We shall show that this defines a global random Dg-attractor for the stochastic flow
S(t, s;ω). Since η is F -measurable, A(t, ω) is a random compact set. It remains
to check the invariance and attraction properties for A(t, ω). The continuity of
x 7→ S(t, s;ω)x and the flow property imply that
S(t, s;ω)A(s, ω) =
{
S(t, s;ω) lim
r→−∞
S(s, r;ω)x
}
=
{
lim
r→−∞
S(t, r;ω)x
}
= A(t, ω),
for all t ≥ s, ω ∈ Ω0. For any family of subsets D ∈ Dg we have
d(S(t, s;ω)D(s, ω),A(t, ω)) = sup
x∈D(s,ω)
‖S(t, s, ω)x− η(t, ω)‖H → 0, for t→∞,
i.e. A(t, ω) is Dg-attracting. Therefore, A is a random Dg-attractor for S(t, s;ω).
The bound on the speed of attraction follows immediately from the respective bound
in Lemma 4.6.
If A is strictly stationary then S(t, s;ω) is a cocycle. Hence
η(t, ω) = lim
s→−∞
S(t, s;ω)x = lim
s→−∞
S(0, s− t; θtω)x = η(0, θtω),
on a P-zero set possibly depending on t. By [37, Proposition 2.8] we can choose a
strictly stationary indistinguishable version of η. 
4.6. Random attractors for strongly mixing RDS (Remark 2.10 & Theo-
rem 2.11).
Proof of Remark 2.10: By [16, Proposition 1] we know that for x ≤ y, x, y ∈ H we
have
‖ϕ(t, θ−t·)x− ϕ(t, θ−t·)y‖H p−→ 0, for t→∞,
where
p−→ denotes convergence in probability. Since x+ ≥ 0, x this implies
(4.31) ‖ϕ(t, θ−t·)x− ϕ(t, θ−t·)0‖H p−→ 0, for t→∞,
for all x ∈ H . Let A be a weak point random attractor and [x, y] ⊆ H be an
interval in H . Since ϕ is order-preserving,
ϕ(t;ω)[x, y] ⊆ [ϕ(t;ω)x, ϕ(t;ω)y],
and thus
diam(ϕ(t;ω)[x, y]) ≤ diam([ϕ(t;ω)x, ϕ(t;ω)y]).
Since H+ is normal we have
diam([ϕ(t;ω)x, ϕ(t;ω)y]) ≤ 2c‖ϕ(t;ω)x− ϕ(t;ω)y‖H p−→ 0,
by (4.31). Hence, diam(ϕ(t; θ−tω)[x, y])
p−→ 0 and d(ϕ(t, θ−tω)x,A(ω)) p−→ 0 for all
x ∈ H , which implies
d(ϕ(t; θ−tω)[x, y],A(ω)) p−→ 0.

Proof of Theorem 2.11: The proof relies on a modification of the proof of [16,
Proposition 2]. Since µ(V ) = 1, we can find a sequence of compact sets Kn ⊆ V
such that µ(Kn) ≥ 1− 2−n−2. By the assumptions on V we can choose fn, gn ∈ H
such that Kn ⊆ [fn, gn]. Thus µ([fn, gn]) ≥ 1 − 2−n−2. Now we can proceed as
in [16, Proposition 2] to prove the existence of an equilibrium v(ω). I.e. v : Ω→ H
is an F−∞-measurable random variable satisfying ϕ(t, ω)v(ω) = v(θtω).
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Without loss of generality we may assume that 0 ∈ Kn, thus 0 ∈ [fn, gn] for all
n ∈ N. As in [16, Proposition 2] we may then prove that ϕ(t, θ−t·)0 p−→ v. By (4.31)
this implies
(4.32) ϕ(t, θ−t·)x p−→ v, for t→∞.
Hence, v is a weak point random attractor.
By (4.32) we have L(ϕ(t, θ−t·)x) → L(v) weakly. Hence, µ = L(v). Since
µ(V ) = 1 this implies v(ω) ∈ V , P-almost surely.
Let now A˜ be another weak point/interval random attractor. For each ε > 0
there is a compact set Kε ⊆ V and Ωε ⊆ Ω such that v(ω) ⊆ Kε for all ω ∈ Ωε
and P[Ωε] ≥ 1 − ε. Since V+ is H-solid, all compact sets in V are attracted by A˜
in probability. Thus,
d(v(ω), A˜(ω)) = d(ϕ(t; θ−tω)v(θ−tω), A˜(ω))
≤ d(ϕ(t; θ−tω)Kε, A˜(ω)), ∀ω ∈ θtΩε.
Let δ > 0. Then,
P[d(v, A˜) > δ] ≤ P[d(ϕ(t; θ−t·)Kε, A˜) > δ] + ε ≤ 2ε,
for all t large enough. Hence, v ∈ A˜, P-almost surely and A is shown to be the
minimal weak point/interval attractor. 
Appendix A. Existence of unique solutions to monotone SPDE
We recall the variational approach to monotone SPDE (cf. [34,42,43]). Let V ⊆
H ⊆ V ∗ be a Gelfand triple, (Ω,G, {Gt}t∈[0,T ],P) be a normal filtered probability
space and W be a cylindrical Wiener process on some separable Hilbert space U .
Further assume that
A : [0, T ]× V × Ω→ V ∗, B : [0, T ]× V × Ω→ L2(U,H)
are Gt-progressively measurable. We extend A,B by 0 to all of [0, T ]×H × Ω.
Definition A.1. A continuous, H-valued, Gt-adapted process {Xt}t∈[0,T ] is called
a solution to
(A.33) dXt = A(t,Xt)dt+B(t,Xt)dWt
if X ∈ Lα([0, T ]× Ω;V ) and P-a.s.
Xt = X0 +
∫ t
0
A(r,Xr)dr +
∫ t
0
B(r,Xr)dWr , ∀t ∈ [0, T ].
We assume that there are α > 1, c, C > 0 and f ∈ L1([0, T ]× Ω) positive and
Gt-adapted such that
(H1): (Hemicontinuity) The map s 7→ V ∗〈A(t, v1 + sv2), v〉V is continuous on R,
(H2): (Monotonicity)
2 V ∗〈A(t, v1)−A(t, v2), v1 − v2〉V + ‖B(t, v1)−B(t, v2)‖2L2(U,H) ≤ C‖v1 − v2‖2H ,
(H3): (Coercivity)
2 V ∗〈A(t, v), v〉V + ‖B(t, v)‖2L2(U,H) + c‖v‖αV ≤ ft + C‖v‖2H ,
(H4): (Growth)
‖A(t, v)‖
α
α−1
V ∗ ≤ C‖v‖αV + ft,
for all v1, v2, v ∈ V and (t, ω) ∈ [0, T ]× Ω.
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Theorem A.2 ( [43], Theorem 4.2.4). Assume (H1)–(H4). Then, for every X0 ∈
L2(Ω,G0;H) (A.33) has a unique solution X satisfying
E
(
sup
t∈[0,T ]
‖Xt‖2H +
∫ T
0
‖Xr‖αV dr
)
<∞.
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