I. INTRODUCTION
In this fast evolving world, scalability is more than ever key to efficiently cope with this changing environment. For example users want to be able to watch television on an HDTV, mobile phone, computer with high bandwidth Internet connection or on a notebook with a low bandwidth wireless connection. Instead of delivering all these streams simultaneously in simulcast, scalability could reduce bandwidth and thus operational cost. Scalable Video Coding (SVC) exploits the redundant information between these streams.
Applications for SVC, an extension of H.264/AVC [1] , have not yet met the market. One of the reasons is the significant increase of the encoding complexity over singlelayer H.264/AVC video, due to the layered nature of SVC. SVC allows for three types of scalability, i.e. quality, temporal and spatial [2] . Using quality scalability, additional quality information is transmitted to the user, while temporal 1 The research activities that have been described in this paper were funded by Ghent University, the Interdisciplinary Institute for Broadband Technology scalability allows adapting the frame rate. Both techniques slightly increase complexity, in contrast to spatial scalability.
Spatial scalability allows different resolutions to be encoded in a single bitstream. In order not to end up with a simulcast scenario, where all streams are encoded independently, interlayer prediction (ILP) can be applied [3] . Using ILP, the lowest resolution (base layer) can be used as a predictor for higher resolutions (enhancement layers). Hence, the mode decision (including motion estimation) has to be performed twice for the enhancement layer, once using regular techniques (as in H.264/AVC) and once with the base layer as a predictor. Therefore, spatial scalability comes with a high complexity.
To reduce the encoding complexity of the enhancement layer, fast mode decision models have been proposed. Most of these models are based on limiting the evaluations of macroblock partition size, or inter-layer residual prediction. While many relevant methods are listed here, many more techniques have been proposed. The following overview of related work highlights the best performing and most important methods from the viewpoint of this paper.
A fast mode decision method exploiting neighboring macroblock statistics is proposed in [4] . This method reports a 44.81% time saving. A selective inter-layer residual prediction method reduces complexity with 40% [5] . This is achieved by evaluating all modes without inter-layer residual prediction and re-evaluating the rate-distortion (RD) optimal mode with interlayer residual prediction. Finally, the RD optimal prediction is applied for the mode. Because for this technique all modes have to be evaluated, it could be used for improving existing fast mode decision models, as will be shown in Section III-C.
The previously mentioned methods do not exploit encoded base layer information, such as macroblock types, for the spatial enhancement layer mode decision. Doing so, lower complexities are possible as shown in [6] , which uses a classification mechanism for the most probable modes, based on base layer information. This results in a complexity reduction of 65%, with a reported bit rate increase of 0.17%. Macroblock modes can be prioritized based on the base layer macroblock type, as is suggested by [7] . Based on the state (i.e., all-zero block) of the current macroblock and neighboring macroblocks, an early termination strategy is applied to the prioritized list. The reported small complexity reduction of 20.23% for CGS and 27.47% for dyadic spatial scalability makes this technique less suited as a stand-alone technique. However, in combination with other techniques this could yield a lower complexity. Another prioritizing scheme [8] alters the mode decision, based on the base and enhancement layer neighboring macroblocks, yielding a 30% time saving.
Li's model [9] limits the enhancement layer mode decision based on co-located base layer modes. An off-line analysis of encoded video streams determines which modes are not likely to be selected. This model shows significant time savings of 60% on average, with small bit rate and PSNR changes.
In a profound analysis [10] , the authors identified the importance of both the quantization and base layer macroblock mode for the enhancement layer mode decision process. Based on these observations, the authors have proposed a method which also takes the quantization of both layers into account [11] , achieving a complexity reduction of 75%, while maintaining a high RD performance. Modes with a high probability for being selected in the enhancement layer are always evaluated. MODE_8x8 is optimized by reducing the sub-mode calculations. Furthermore, the concept of orthogonal macroblock modes is introduced. These are modes for which the direction of their partitioning is orthogonal (e.g.: MODE_8x16 vs. MODE_16x8). Doing so, this method accomplishes a complexity reduction of 75%, while maintaining a high RD performance.
This analysis is used to derive the proposed generic techniques, which are applicable for other fast mode decision models. Some of these ideas have been used in [11] . However, general sub-mode decision optimizations will significantly improve any existing fast mode decision models.
In the next section, the proposed generic techniques are introduced, based on the analysis. In Section III, the results are given for applying the proposed techniques as standalone techniques and for the combination of Li's model with the proposed technique. Additionally, selective inter-layer residual prediction is applied to identify the universality of the generic techniques. Future work is identified in Section IV. Finally, Section V presents the conclusions.
II. PROPOSED GENERIC TECHNIQUES
The proposed generic techniques can be mutually combined and used in combination with most fast mode decision models, as long as the applicable (sub-)process is not already altered. For example, when a mode decision process alters the submode decision of MODE_8x8, our proposed sub8x8 optimization cannot be applied.
These techniques are derived from an analysis, based on 10 sequences from which 5 sequences (Bus, Football, Foreman, Mobile, and Stefan) have been encoded with a QCIF base layer resolution and a CIF enhancement layer resolution (noted as QCIF/CIF), and 5 sequences (City, Crew, Cyclists, Night, and Optis) have been encoded with a CIF resolution for the base layer, and a 4CIF resolution for the enhancement layer (noted as CIF/4CIF). Both resolutions obtain the same results, which indicate that the probabilities for enhancement layer modes are independent of the resolution. A range of quantization parameters (QP) for base layer (QP BL ) and enhancement layer (QP EL ) is applied: QP BL , QP BL ∈ {12,15…51}. For each combination of (QP BL , QP EL ), 64 frames have been encoded using the Joint Scalable Video Model (JSVM) [12] . From the resulting encoded streams, the conditional probability that an enhancement layer macroblock type (μ EL ) is selected, given the co-located base layer macroblock type (μ BL ) is derived, which is expressed as P(µ EL |µ BL ). Observations of the conditional probability lead to the following proposed generic techniques, which will be referred to as 1, 2, and 3, respectively. Fig. 1 shows for modes MODE_8x16 and MODE_16x8 that these have a low probability in the enhancement layer when the orthogonal mode has been selected for the co-located macroblock in the base layer. Therefore, the orthogonal mode of the base layer should not be evaluated during the enhancement layer mode decision process.
1) Disallow orthogonal macroblock modes
This observation makes sense since the visual content in both layers is highly correlated. Due to the higher resolution of the enhancement layer, the encoder will either select a less partitioned macroblock mode or the same macroblock partitioning direction.
2) Only evaluate sub8x8 blocks if present in base layer
As can be seen from Fig. 2 , less than 40% of all MODE_8x8 macroblocks have a sub8x8-partition size (i.e., 8x4, 4x8, 4x4). Meanwhile, almost 80% of the complexity of MODE_8x8 is required for those sub-8x8 partitions, as shown in TABLE I. Therefore, sub8x8 evaluation is limited to regions where they have been selected in the base layer. When a less partitioned macroblock mode is selected for the base layer, this indicates that less details are required to be encoded in the content. Since upscaling mostly preserves this property, it is unlikely that a finer partitioned macroblock mode will be selected in the enhancement layer. Consequently, sub8x8-partitions are only required to be evaluated in the enhancement layer if these are encoded in the base layer.
3) Only evaluate the base layer list predictions
A list defines the prediction direction (forward, backward or bi-prediction). It is seen in Fig. 3 that both layers have a high probability for using the same prediction list if the macroblock mode is the same. For MODE_16x16, μ EL ∈ {1,2,3}, it is seen clearly that the same type is used. Consequently, since μ EL identifies the prediction list, the same prediction list as the base layer has a higher probability. For MODE_16x8 and MODE_8x16 a diagonal of higher probabilities is seen. This diagonal corresponds to μ BL = μ EL , so the base layer list prediction is favored.
This property can be exploited, due to the resemblance of the video content in both layers. Since the prediction direction is dependent on the video content, both layers are likely to have the same prediction list, because the content in both layers is similar. Therefore, the correspondence between the current frame and the reference frame for both layers will be similar. Consequently, the encoder will most likely use the same prediction direction for both layers.
The presented techniques will result in a lower complexity for the encoder, since the mode decision process does not need to evaluate all macroblock modes, reduce evaluations for submacroblock partitions, and does not have to evaluate all prediction directions. However, each of these properties yield a low loss in bandwidth and quality, since it might be that the most optimal enhancement layer mode is not selected. Therefore, combining these three techniques will lower the complexity, but also the RD-preformance. In the next section we will evaluate the consequences of the proposed techniques for complexity and RD, both as standalone techniques and combined with a state-of-the-art fast mode decision model.
III. RESULTS
The proposed techniques have been implemented in JSVM 9.4 [12] For reference purposes, the test sequences have been encoded with the JSVM reference software. Furthermore, these sequences are encoded with the original encoder optimized with the proposed techniques, with Li's model improved with the proposed techniques and with selective inter-layer residual prediction [5] .
The encoded sequences are analyzed for RD and complexity. The RD measurements are expressed as a difference in bit rate (∆BR) and a difference in PSNR (∆PSNR) respective to the original encoded sequences. Comparison of the complexity is done by the time saving, given by: TS = (Time JSVM -Time Fast )/Time JSVM . Since the same codebase is used for the original encoder, Li's optimized encoder and all proposed techniques, the difference in time saving gives an indication of the complexity reductions due to our proposed generic techniques.
Time measurements are executed on a dedicated machine with a dual quad core processor and 32 GB of RAM memory. To compare the complexity reduction of the proposed techniques independently of the hardware, the time saving is expressed as a percentage. (1) or limiting the list predictions (3) will perform worse for both compression efficiency and complexity.
Obviously, extending technique 2 with 1 results in even better time savings. This performs better than combining 2 with 3, which can be derived from the singular techniques because 3 yields a higher complexity for a more degraded compression performance.
Combining all three techniques will have the highest time saving; however, a bit rate increase of about 1% has to be acceptable. Improving an original encoder with these three techniques requires only 22% of the complexity of the original encoder, while nearly an equal compression performance is achieved. Fig. 4 shows the coding efficiency for the proposed generic techniques used as standalone techniques. It can be seen that only the combination of all techniques has a slightly lower RD performance. Such a small decrease justifies the use of low complex generic techniques. When even lower complexities are required, these techniques can be combined with fast mode decision models. However, the RD will further decrease.
B. Generic techniques to extend fast mode decision models
While the proposed singular techniques are useful in standalone scenarios, they can also be combined with existing fast mode decision models. We use Li's model to evaluate the effects of the generic improvements for existing fast mode decision models. Since in literature Li is referred by other models refer, Li can be seen as a common ground for comparison, e.g in [6] their reported time saving is 7% lower than Li, while for the combination of their model with Li, the time saving is improved with 11% compared to Li.
Results for combining Li with our techniques can be found in TABLE III. When using multiple generic techniques, only the results for Li+1+2 are shown, because Li+2+3 and Li+1+3 yield a higher complexity and lower coding efficiencies, for the same reason as with the standalone techniques. Note that while adding one single technique only seems to yield small time savings, the absolute gains are comparable to those shown in TABLE II. As can be seen, Li+1+2 has only 2.6% less time gain compared to Li+1+2+3, although the absolute complexity of the latter is 17% lower compared to the former.
Comparing TABLE II with the results for Li's model, without improvements, show that generic techniques yield better rate distortion (RD) for comparable time savings. From this observation, it can be concluded that singular generic techniques are preferred for small complexity reductions (<80%), while the criterion for combinations with fast mode decisions should lie with very low complexity solutions. In Fig. 5 and Fig. 6 , RD-curves for combinations with Li's model are shown for sequence Harbour using a CIF/4CIF resolution, and for sequence Rushhour with a QCIF/CIF resolution. For both resolutions, combining all generic techniques in a standalone scenario outperforms the scenario where only Li's model is applied. Compared to Li's model, improving it with all proposed generic techniques, only slightly degrades the RD performance, while further halving the required complexity. This scenario degrades the picture quality with 0.36 dB for the PSNR, and requires only an increase of 2.14% in bandwidth. Compared to Li's model this is only an increase of 0.74% in bit rate and merely 0.11 dB lower PSNR. These results satisfy the requirements for using fast mode decision models in real-world systems. However, if only small bit rate increases are allowed, one of the other proposed techniques can be chosen, while the highest possible RD efficiency is guaranteed.
C. Improving with selective inter-layer prediction
As already mentioned in Section I, selective inter-layer residual prediction [5] can be used to extend existing fast mode decision models, since the proposed method evaluates all macroblock modes. In a sense, this makes selective interlayer residual prediction also a generic technique. To stress the universality of generic techniques, Li's model is further improved with selective inter-layer residual prediction. Fig. 7 represents the RD performance for applying selective interlayer residual prediction for Li's model both with and without our proposed generic techniques. As can be seen from this figure and TABLE IV, using selective inter-layer residual prediction with only Li's model results in the same complexity reduction as Li+3, while a slightly better RD is achieved. Combining selective inter-layer residual prediction with all generic techniques further reduces the complexity (compared to Li+1+2+3, the complexity reduces with 11.5%), on the other hand the RD further degrades.
IV. FUTURE WORK
Depending on the required complexity reduction, one of the above techniques can be used. For systems with a known complexity reduction (e.g.: fixed number of encoded streams), one of the above techniques can be implemented, such that the highest RD is guaranteed.
When a system with varying complexity is designed, all of the above techniques can be implemented. However, only those necessary to achieve the required complexity should be used to guarantee the highest possible RD performance. This can be done on a per macroblock basis, based on the current actual load. This makes the encoder a complexity scalable encoder. Moreover, complexity scalability schemes can be investigated, not only based on the current load, but also taking into account power consumption, heat dissipation, … ultimately leading to a green encoder.
V. CONCLUSION
The proposed generic techniques are usable in a standalone scenario where a complexity reduction is required, while a high coding efficiency is important. It is shown that these techniques yield a high compression efficiency, independently of the content or resolution. When combining these generic techniques with existing fast mode decision models, a system that requires only 12% of the complexity compared to a normal SVC encoder can be built. Furthermore, we have shown that these techniques can be used with existing optimizations, such as selective inter-layer residual prediction. The latter requires an even lower complexity of 11.5%.
The RD performance degrades for lower complexities, which has to be taken into account when deciding the complexity of the total system. Since the techniques can be applied on a per macroblock basis, the complexity of the encoder can be scaled according to the actual requirements of the system, while always guaranteeing the highest possible RD for any given complexity.
Finally, the presented techniques are compatible with future improved fast mode decision models. This opens the path for the introduction of SVC encoders to allow efficient transport systems to deliver one single bitstream, carrying multimedia content for different types of end-user terminals over heterogeneous networks. 
