In order to study the specific pattern of fragmentation penetrating the target plate under the influence of multi factors, this paper uses the artificial neural network method to identify the input parameters and obtain the corresponding target damage model. Based on the orthogonal design principal, this paper uses the ANSYS/LS-DYNA simulation to simulate the input data of the 60 groups of fragments penetrating the target plate as the input data trained by the neural network. In addition, three sets of data are selected as the verification data to the training effect of the neural network verification. The results show that the artificial network can effectively identify the specific damage pattern of fragment on the target under the multi-factor effect.
results in a process of passing the error at the output to the input of the network step by step in the opposite direction to the input signal transmission. Since the direction of error propagation is opposite to the direction of signal propagation, it is called an error back propagation network. The manual programming and debugging of the BP algorithm takes a long time, so using the neural network toolbox in MATLAB in this study can improve efficiency and problem solving.
BP Neural Network in MATLAB

Common Types of BP Network Transfer Functions in MATLAB
In the BP neural network, the logarithmic S-shaped function, the tangent S-shaped function and the linear function are often used as the transfer function of the neuron. The function graph and symbolic representation and the function expression are as follows: 
BP network training algorithm
Neural networks need to constantly adjust the weights and thresholds, making the network input and output to meet the requirements of the relationship, this process is often not overnight, but the need to constantly adjust the weights and thresholds, this adjustment process is called "training". In this process, the neural network has the ability to map the input space to the output space. It is called the "learning" of the neural network, and the algorithm of adjusting the weights and thresholds is called learning rules or training algorithms. The main training methods are divided into the following three methods: standard BP algorithm (steepest gradient descent method), momentum BP algorithm, learning rate variable steepest descent BP algorithm.
Compile MATLAB simulation program 3.3.1 Determine the input sample
According to the analysis of influencing factors, the input sample vector contains six factors, namely, the speed of the fragment, the angle of incidence, the aspect ratio, the mass, the target thickness and the shape. In order to facilitate the BP program design, it is necessary to input the sample vector factor data processing, we must first consider the shape factor quantization.
(1) Quantification of shape factor. According to the experimental analysis, the influence of the shape of the fragment on the penetration is: cone> cylindrical> diamond> spherical> square. So the hypothesis: square = 10; spherical = 20; diamond = 30; cylindrical = 40; conical = 50. In order to make the quantification closer to reality, combined with the analysis of the impact of each shape factor on the penetration index, the proportional difference method is used to accurately reflect the quantitative representation of each factor. The effect of each shape on the index is: square = 326.17; spherical = 332.66; diamond = 385.55; column = 416.28; conical = 621.41. The difference between the cone and the column is fixed by the equivalent ratio method, and the result is: square = 35.62; spherical = 35.93; diamond = 38.51; column = 40; taper = 50. (2) input processing of other factors. In order to make the difference between the input sample vectors not too large, to avoid the impact of pattern recognition, the speed input value is reduced by 100 times, the aspect ratio and the mass value are expanded by 10 times, and the angle and target thickness values remain unchanged.
Determine the output mode
In order to study the convenience of the problem, we set the three damage modes as follows: Jump: (1 0 0); Embed: (0 1 0); Penetration: (0 0 1). Based on the design principle of orthogonal test, 60 sets of data were used as training data by ANSYS / LS-DYNA simulation [4] [5] . Solid model and pressure pit simulation results shown in Figure 1 , part of the input sample and the corresponding output mode list 1 as follows. Table 1 (1) The number of hidden neurons For BP networks for pattern recognition / classification, according to previous experience, the following formula can be used to design. 
Where n is the number of hidden neurons; i n is the number of input neurons, that is, the number of input sample elements; 0 n is the number of output neurons, that is, the number of output samples; a is a number between 1 and 10. Type 6 i n = , 0 3 n = into the formula, take 2 a = , so to determine the number of hidden neurons as 5.
(2) The selection of the activation function According to the general procedure default, the first layer chooses the S-shaped function logsig, the second layer selects the linear function purelin. The selection of the transfer function depends mainly on what kind of output, network programming settings between 0 and 1, so the first layer and the second layer of the transfer function can be selected as a logarithmic S-shaped function. Therefore, this study will compare the training of different transmission functions to determine the best performance requirements to meet the transmission function selection.
(3) Choice of training methods and parameters The training method was adopted to train the network with different training methods. The initial learning rate was 0.01, the number of training times was 20,000, and the expected error was 0.001. The initialized weights and thresholds of the network are randomly selected so that the results of each run will be different and run repeatedly until satisfied.
Compile MATLAB simulation program
In the established BP network, a total of two transfer functions are required, since the target output is the number between 0 and 1. As far as possible to avoid a negative value, the input layer and the output layer of the transfer function do not use the first tangent S-shaped function. The input layer selects the logarithmic S-shaped or linear transfer function for the output layer to be selected for the weighted and as fast convergence as the logarithmic S-shaped function. The training of the network uses the commonly used traingd, traingdm, traingda and traingdx functions [6] . There are eight cases, as shown in Table 2 .
For the above eight cases, respectively, the establishment of the network, the network training, the number of training for 20000 times, the error performance index of 0.001, other network parameters are used in MATLAB default value, due to the BP network each training initialized weights and thresholds are taken randomly. Therefore, the same procedure for each training error performance are different, so the number of training for each situation 30 times, select the minimum error performance of the situation summarized as shown in Figure (a) -(h) below: Figure 3 Error performance curves for each training According to the table (Table 2) , we can see that the purelin function of the output layer transfer function is closer to the error performance than the minimum error performance of the training function using the logsig function in the case of other cases. From the above table can be seen, in addition to tragedm function slightly different, the other are the above situation, so the final MATLAB program selected the first four cases established. 
Simulation results and verification
It can be seen from the table, after the network training, simulation of the various output mode results after rounding, and the actual expected output coincides with the input sample to meet the output mode requirements. Although the network error performance value does not meet the required value of 0.001, but for the pattern recognition has been within the allowable error range. Change the value of the input factor, take three other samples different from the training samples to verify, verify the test number 61 *, 62 *, 63 *, verify the sample input factor and the simulation output and the expected output as shown in Table 4 . The simulation results show that it is feasible to identify the damage pattern with the neural network.
The simulation results can be used to predict and identify the damage pattern of different input samples.
Conclusions
In this paper, the neural network toolbox in MATLAB is used to design the BP network. Based on the principle of orthogonal experiment design, 60 sets of small projectile penetrating target model are simulated by ANSYS / LS-DYNA as the experimental sample data Simulation program for training. By comparing the network error performance obtained by using different transfer function and training algorithm, the output layer is purelin function, and the two-layer BP network of traingdx algorithm is used to simulate the simulation. And the error accuracy of 0.00329, meets the test requirements. It is proved that the output mode of the network is consistent with the actual output, and it is feasible to prove the pattern recognition of the damage through the neural network.
