Abstract|We present a neural network algorithm for minimizing edge crossings in drawings of nonplanar graphs. This is an important subproblem encountered in graph layout. The algorithm nds either the minimum number of crossings or an approximation thereof and also provides a linear embedding realizing the number of crossings found. The parallel time complexity of the algorithm is O(1) for a neural network with n 2 processing elements, where n is the number of vertices of the graph. We present results from testing a sequential simulator of the algorithm on a set of nonplanar graphs and compare its performance with the heuristic of Nicholson.
I. Introduction T HE problem of nding the minimum number of edge crossings necessary in an embedding of a nonplanar graph has important applications in printed circuit board layout, VLSI circuit routing, and automated graph drawing. In the layout of printed circuit boards, for the case of non-insulated wires, overlapping wires between electrical components may cause short circuits and thus are to be avoided as much as possible 11] . Similar considerations also hold for the design of VLSI circuits 7] . Also, automatic graph drawing systems make use of crossing reduction techniques to display graphs which are aesthetically pleasing and more comprehensible 15] .
The crossing number problem is NP-hard 1]; hence research has focused on nding e cient heuristics or on methods for special families of graphs. For arbitrary graphs, one of the rst heuristics devised was that of Nicholson 9 ]. An assortment of other methods, invariably based on greedy and local improvement techniques, have also been proposed. However, there has been little progress in nding approximation algorithms with guaranteed performance or even heuristics with consistently good empirical performance for the problem. In this paper we present a parallel crossing number algorithm for arbitrary graphs which is based on the neural network model of computation. In this model there are a large number of simple processing elements called neurons. We assume as a model the McCulloch-Pitts binary neuron which performs the function of a simpli ed biological neu- proved that the state of the binary model always converges to the local minimum 12], 13]. The text by Takefuji 13] presents further applications of neural networks in combinatorial optimization.
Our algorithm not only determines a good estimate of the crossing number of a graph, but also yields an embedding which realizes the calculated number of crossings. Hence, the algorithm outputs the necessary routing information for embedding the graph on a single layer. Empirical testing shows that the algorithm always converges to a solution within 50 iterations. Our result adds to the list of hard combinatorial optimization problems which can be solved with the neural network model of computation.
II. Preliminaries
We use standard graph-theoretic terminology such as that given in 3]. A graph G = (V; E) is planar if it can be drawn in the plane with no edges intersecting except at their endpoints. K n represents the complete graph with n vertices and K r;s the complete bipartite graph, with r vertices in one bipartition and s vertices in the other. A graph is planar if and only if it can be drawn in the plane without edge crossings. The crossing number, (G), of a graph G, is the minimum number of edge crossings required in any drawing of G in the plane.
Tight crossing number bounds are known for only a few special families of graphs. The crossing numbers of the complete and bipartite complete graphs have been partially determined.
Theorem 1 ( 2] ) The crossing number of the complete graph satis es the inequality (K n ) 1 4 b n 2 cb n?1 2 cb n?2 2 cb n?3 2 c. In fact, the formula of Theorem 1 has been shown to be an equality for n 10, and that of Theorem 2 for r 6. The prevailing conjecture is that the above bounds are exact. For arbitrary graphs, aside from some very rough upper and lower bounds, very little is known about the crossing number.
III. The Parallel Algorithm
The general method of our algorithm is similar to that used in the maximal planarization algorithm of Takefuji and Lee 14] . The main di erence is that while their algorithm tries to minimize the number of edges deleted from a nonplanar graph to make it planar, our algorithm tries to minimize the number of edge crossings in a nonplanar embedding of the graph. In doing so, it must keep all edges of the original graph present in the nal embedding. Hence, in 14], some edges of the graph must be excluded from the nal embedding in order to eliminate all edge crossings, while in our problem all edges must be embedded so as to minimize the number of edge crossings.
In a linear embedding, vertex adjacency is established by either an upper or a lower edge with respect to the horizontal node line. In Figure 1 we show two linear embeddings of the nonplanar graph K 6 , which has crossing number 3. The embedding in 1(a) contains four crossings, while the embedding in 1(b) contains the minimum of three crossings. Hence, the routing of edges either above or below the horizontal node line determines the number of crossings in the embedding. The ordering of vertices along the node line also a ects the minimum number of crossings obtainable, that is, once an ordering is xed, the minimum number of crossings for that ordering is not necessarily the global optimum for the graph. Hence, nding a good vertex ordering is a critical subproblem.
The algorithm uses 2m neurons for a graph G = (V; E). There are two kinds of forces in the neural network, excitatory and inhibitory. If an edge uv exists in the input graph, the neuron uv representing the edge is encouraged to re as the excitatory force. Neurons of edges which cross are discouraged from ring as the inhibitory force. Since all edges must be present in the nal embedding, all neurons are eventually in an excitatory state. The nal location of each edge in either the lower or upper half-plane of the embedding determines the number of crossings.
The rst term in eq. 5 performs an excitatory force if the edge ij is absent from the embedding. If only one copy of edge ij exists, it has no e ect, but if both the upper and lower edge ij are present, it acts as an inhibitory force. The second and third terms in eq. 5 are inhibitory forces, decreasing the equation value by an amount proportional to the number of upper half-plane crossings involving the edge. The third and fourth terms are excitatory, increasing the equation value by an amount proportional to the number of crossings that would occur if the edge was drawn in the lower half-plane. Thus, if the number of crossings above the node line for edge ij is greater than the number below the line for the same edge, the four B-terms collectively act as an inhibitory force, while if the reverse is true, they act as an excitatory force. The function hill(x; y) equals 1 if x = y = 0 and 0 otherwise. Hence it performs an excitatory force only when an edge is missing. This hill-climbing term allows the state of the system to escape from a local minimum and allows the system to converge to a feasible solution, i.e., all edges of the graph present. A; B and C are constants which play an important role in both the rate of convergence of the system as well as the solution quality. Their values are discussed in the section on analysis of results.
Initially, an ordering of vertices along the node line is obtained by a heuristic such as the \greedy" method used by Nicholson's algorithm. At the start, no edges are present in the embedding. During the course of the algorithm, edges are added and moved between upper and lower half-planes according to the motion equation values at each iteration. After all edges are embedded and no multiple edges exist between any pair of vertices, a subroutine is called to calculate the number of edge crossings, and the nal embedding of the graph is output. A listing of the algorithm follows: Algorithm CROSS.
Step 1]: t := 0;
Step 2]: Randomize the initial values of Uup ij (t) and Udown ij (t), where i = 1; :::; n, j = 1; :::; n, in the range (?!; 0) for real number !;
Step 3]: Compute the values of V up ij (t) and V down ij (t) according to the following binary functions: V up ij (t) = 1 if Uup ij (t) > 0 0 otherwise V down ij (t) = 1 if Udown ij (t) > 0 0 otherwise
Step 4]: Use the motion equations (5-6) to compute the changes in Uup ij (t) and Udown ij (t): Step 5]: Compute Uup ij (t + 1) and Udown ij (t + 1) on the basis of the rst-order Euler method:
Uup ij (t + 1) = Uup ij (t) + Uup ij (t) t Udown ij (t + 1) = Udown ij (t) + Udown ij (t) t where 1 i; j n.
Step 6]: t := t + 1; if the system is in equilibrium or t = T then go to Step 7, else go to Step 3.
Step 7]: Calculate the number of edge crossings in thenal embedding and halt;
In
Step 5, the neuron states are updated based on their prior values and the changes from Step 4. In the case that an edge ij is missing from the embedding, the edge will eventually appear in the half-plane which produces the fewest number of crossings. If the same number of crossings involving the edge occurs in both half-planes, the edge will appear rst in the upper (lower) half-plane if U upij (U downij ) becomes positive before U downij (U upij ). Hence, even if both U terms in the equations of Step 5 have the same value, the updated neuron states would not necessarily be equal, since at the previous time interval they may di er. For Step 7, the formula given in 9] is used to count the number of edge crossings in the nal embedding.
Step 6 checks for system equilibrium. If no changes in state have occurred for any neurons during a loop iteration, all edges are embedded, and no duplicate edges exist, the system is considered to be stable and the computation halts. There is also the possibility that the system may remain unstable after a large number of iterations. The parameter T may be used in this case to terminate the computation, although we did not experience this problem in our testing. Also, in order to reduce the convergence time, all neuron values are kept within a certain range, i.e., ?1:0; :::; 1:0. t is the time unit for the system. Appropriate values for t are given in the results analysis section.
IV. Nicholson's Heuristic
Nicholson's heuristic is essentially a two-phase \greedy" method for nding a linear embedding of a graph with the minimum number of crossings. In the rst phase, vertices are placed along a horizontal node line in the plane. The rst vertex placed is one with maximum degree in the graph. Thereafter, the next vertex selected for placement is one with maximum adjacencies to the vertices already placed. The vertex is placed in the position on the node line for which the increase in the number of crossings is least, with its edges drawn as arcs above or below the node line, according to whichever route o ers fewer crossings. In the second phase, vertices are moved to di erent positions along the node line, modifying the routing of the edges appropriately. The next vertex selected for trial movement is the one with the most crossings associated with its incident edges, and it is moved to the position which o ers the largest reduction in the number of crossings. Vertices are moved until no further improvement is possible. The time complexity of the method is O(n 3 ). Further details are given in 9].
V. Simulation Results
A sequential simulator version of the parallel algorithm was developed for the test. It is straightforward to simulate the parallel algorithm using a sequential algorithm. Whereas in the parallel algorithm the output values of the neurons are simultaneously updated outside of the motion equation loop, in the sequential simulator the output value of each neuron is individually computed as soon as the input of the neuron is evaluated inside of the motion equation loop.
The heuristics were implemented in the C language and run on a DEC 6000 workstation. The test data consisted of a set of 40 graphs including both complete and random nonplanar graphs. The random graphs ranged in number of vertices n from 10 ? 100 and were generated by considering each possible edge with probability p = 0:5. Hence, the average edge density was n(n ? 1)=4. Table 1 provides a sampling of the solutions obtained by each method. Figure 3 plots the performance of the heuristics on all 40 test graphs. The constant values A = 1:0, B = 2:0, and C = 2:0, and a time unit of t = 10 ?5 were used throughout the testing. As has been noted in 10], nding suitable values for these parameters is a \trial-and-error" process. Setting the penalty parameters A and B to small values can delay convergence considerably, and setting them to large values can adversely a ect the solution quality. Generally, values in the range 1::3 are suggested. In order to encourage missing edges to enter the embedding, a C-value in the same range is recommended. Values above this range can lead to the appearance of too many duplicate edges. Ideally, in order to further improve the solution quality, these constants should be adjusted to t each problem instance. Typically, this requires extensive experimentation before a good set of values can be found.
The number of iterations taken by CROSS is also indicated in Table 1 . For all test instances, the system converged to a solution within 50 iterations, and no dependence on the input size was observed. Hence, the O(1) execution time for the parallel algorithm is apparent. We also note that the time complexity of the sequential version of the algorithm is O(n 3 ) which is the same as Nicholson's heuristic. 60  60  21  rg10  4  3  24  rg15  56  44  29  rg20  206  203  35  rg25  281  255  37  rg30  339  278  26  rg35  215  190  43  rg40  466  391  33  rg45  396  352  38  rg50  540  411  27  rg60  601  558  31  rg70  640  605  47  rg80  724  640  41  rg90  802  708  36  rg100  957  862  46 It can be seen from Table 1 and Figure 3 that CROSS obtained estimations of crossing number which were either equal or lower than the estimates obtained by Nicholson's heuristic on all graphs tested. For complete graphs K 5 ; :::; K 10 , both CROSS and the Nicholson heuristic found the optimum solution. In many cases, the solutions of CROSS are much lower. A critical factor in the solution quality of either method is the ordering of vertices along the node line. The same ordering was used for both heuristics so that relative performance could be more accurately measured.
VI. Conclusion and Remarks
We have presented a parallel algorithm for approximating the crossing number of a graph, based on the binary neural network model of computation. The method outperforms a well-known sequential heuristic when applied to a set of random graphs and is shown to be a reasonable method of solution for the problem on a parallel processing machine. Our results further support the use of the neural network as a feasible computational model for solving hard combinatorial optimization problems.
Other neuron models besides the binary type discussed in this paper have also been proposed. In particular, the \maximum neural network model" has recently been studied with regard to combinatorial optimization 6]. In future work, we plan to study the use of this model for the crossing number problem and other hard topological graph problems.
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