When applying hierarchical clustering algorithms to cluster patient samples from microarray data, the clustering patterns generated by most algorithms tend to be dominated by groups of highly differentially expressed genes that have closely related expression patterns. Sometimes, these genes may not be relevant to the biological process under study or their functions may already be known. The problem is that these genes can potentially drown out the effects of other genes that are relevant or have novel functions. We propose a procedure called complementary hierarchical clustering that is designed to uncover the structures arising from these novel genes that are not as highly expressed. Simulation studies show that the procedure is effective when applied to a variety of examples. We also define a concept called relative gene importance that can be used to identify the influential genes in a given clustering. Finally, we analyze a microarray data set from 295 breast cancer patients, using clustering with the correlation-based distance measure. The complementary clustering reveals a grouping of the patients which is uncorrelated with a number of known prognostic signatures and significantly differing distant metastasis-free probabilities.
INTRODUCTION
Hierarchical clustering algorithms are very useful tools for analyzing microarray data. They provide a very simple and appealing way of displaying the organizational structure of the data using a tree diagram called a dendrogram. An example of the application of hierarchical clustering algorithms to microarray data is given in Eisen and others (1998) . To motivate the procedure described in this paper, let us suppose we are clustering RNA samples based on their gene expression profiles. What is often observed is that the clustering pattern is dominated by a small group of highly differentially expressed genes with very related expression patterns. These "strong" genes can potentially drown out "weaker" genes that are not as highly expressed. A problem arises when these weaker genes are responsible for structures among the data that have important biological relevance as this information cannot be discerned from the clustering pattern. The goal of the complementary hierarchical clustering procedure is to uncover the structure arising from these weaker genes.
Before delving into the details of this procedure, we will give a very brief review of clustering methods. Further details on cluster analysis and various clustering methods can be found in Hastie and others (2001) and Gordon (1999) . Cluster analysis is an unsupervised learning procedure with the goal of grouping data into clusters, with members within a cluster being closer to each other than to members outside that cluster. In order to quantify how close one data point is to another, a distance measure is required. A typical distance measure used with microarray data is one minus the correlation between the gene expression profiles of RNA samples.
Most clustering methods fall into 2 categories: partitioning methods and hierarchical methods. Partitioning methods try to find the most optimal grouping of the data into a predetermined number of clusters. A well-known example is the K -means algorithm. Hierarchical methods will produce clusters of a hierarchical nature. The lowest level of the hierarchy consists of each individual data point, and at each level, the clusters are obtained by merging clusters from the previous lower level. As mentioned above, the hierarchical nature enables the clustering pattern to be displayed as a dendrogram. Hierarchical methods also require the definition of an intercluster distance measure. One example of such a measure is the maximum pairwise distance between an element from one cluster and an element from the other cluster. There exist many hierarchical clustering algorithms, and they can differ in aspects such as the intercluster distance measure or whether the hierarchy is constructed in a top-down or a bottom-up manner.
Some more recent work on the applications of clustering to microarray data include model-based clustering, spectral clustering, and biclustering. Model-based clustering methods are based on the assumption that the microarray data are generated from some underlying probabilistic model. A common example is to assume that the gene expression profiles of the RNA samples are generated from a mixture of normal distributions, with each component of the mixture corresponding to a cluster. Other examples of modelbased clustering can be found in Yeung and others (2001) , Pan and others (2002) , and Pan (2006) . Spectral clustering is a technique where the microarray data are treated as a graph with a set of vertices and edges (with corresponding weights) and attempts to find an optimal partition of the vertices. The problem is solved via an eigenvector algorithm involving the matrix of weights. Applications to microarray data are given in Higham and others (2007) , Kluger and others (2003) , and Xing and Karp (2001) . Biclustering methods attempt to simultaneously cluster both the samples and the genes with the goal of finding "biclusters," subsets of genes that seem to be closely related for a given subset of samples. For more details on biclustering, including both model-based and spectral approaches, see Cheng and Church (2000) , Madeira and Oliveira (2004) , Turner and others (2005) , and Sheng and others (2003) .
Complementary hierarchical clustering is a procedure that can be applied using any hierarchical clustering algorithm, as the only requirement is the ability of the clustering pattern to be represented as a dendrogram. The main idea behind this procedure is to use the information contained in the dendrogram to remove the main structural features from the data and subsequently uncover the structure arising from the weaker genes. The procedure can be broken down into 3 steps. First, we perform an "initial" clustering on the original data. Second, the original data are modified, and third, we perform a "complementary" clustering on the modified data. The key to uncovering the structure lies in the modification of the original data in the second step. In this paper, we describe in detail the complementary hierarchical clustering procedure. The procedure is motivated and outlined in Section 2, with computational details included in Section 3. Some simulation studies and an extension to the procedure are given in Sections 4 and 5, respectively. An analysis of a breast cancer data set is presented in Section 6, and a discussion is given in Section 7.
COMPLEMENTARY HIERARCHICAL CLUSTERING

Motivation
Consider a simple example of microarray data, shown in panel (a) of Figure 1 , consisting of 4 RNA samples and 2 genes. Applying a hierarchical clustering algorithm to the data, we would obtain the dendrogram displayed in panel (b). It's clear that the clustering pattern is dominated by Gene 1. However, although we know that samples 1 and 3 are related based on their expression levels of Gene 2, it is impossible to discern this relationship from the dendrogram. Ideally, we would like to modify the data by removing the effect of Gene 1. An example of such modified data is shown in panel (c). Thus, applying a hierarchical clustering algorithm to these modified data would uncover the structure arising from Gene 2, generating the dendrogram in panel (d).
Complementary hierarchical clustering procedure
The complementary hierarchical clustering procedure essentially implements panels (c) and (d) of Figure 1 : modifying the data and uncovering that structure arising from the weaker genes. To establish some notation, we will denote the expression data by a p × n matrix X corresponding to p genes and n samples.
1. Perform the initial hierarchical clustering on the data X. 2. Given the dendrogram of the initial hierarchical clustering, define a random variable H that is uniformly distributed on (0, h), where h is the total height of the dendrogram. Suppose we cut the dendrogram at height H , resulting in a natural grouping of the samples. Define z (H ) to be the corresponding vector of group labels arising from the cut at H . Define R (H ) to be the matrix of residuals corresponding to the linear regression of each row of X onto z (H ) . Define X = E(R (H ) ), where the expectation is taken over the random variable H . 3. Perform the complementary hierarchical clustering on the modified data X .
A key observation is that the residuals R (H ) remain constant for all H falling between 2 consecutive merges in the dendrogram. Therefore, an equivalent representation of X is
where h m is the height of the mth merge (with h 0 = 0). For notational purposes, we will assume that a cut at h m is equivalent to a cut at any point between h m and h m−1 . We see from this representation that more weight is given to residuals when there is a large jump between consecutive merges. This seems intuitive as the distance between consecutive merges should somewhat reflect the strength of a particular grouping in the initial clustering. Thus, the complementary hierarchical clustering procedure will consider many groupings present in the initial clustering, while at the same time focusing more on removing the structures arising from the strong genes.
Theoretical example
The following concrete example demonstrates in detail the steps of the procedure. Taking the example shown in Figure 1 , suppose our microarray data are given by the following matrix:
where c d. We will apply complete linkage agglomerative hierarchical clustering to these data, with squared Euclidean distance as the distance measure. Complete linkage indicates that the maximum pairwise distance is used as the intercluster distance. Letting x 1 , . . . , x 4 denote the 4 columns of X, we have the following distance relationships:
Thus, the first 2 merges occur at height h 1 = h 2 = 4d 2 , where we simultaneously merge x 1 and x 2 into one cluster and x 3 and x 4 into another. The only choice for the third merge is to merge these 2 clusters, at height h 3 = 4(c 2 + d 2 ). The dendrogram for the initial clustering is displayed in Figure 2 . Applying (2.1) to calculate X and noting that h 1 = h 2 , we have
For any cut between h 0 = 0 and h 1 = 4d 2 , we generate the vector of labels z (h 1 ) = (1, 2, 3, 4). It follows immediately that R (h 1 ) , the residual matrix corresponding to the linear regression of each row of X onto z (h 1 ) , is exactly zero. For any cut between h 2 = 4d 2 and h 3 = 4(c 2 + d 2 ), we generate the vector of labels z (h 3 ) = (1, 1, 2, 2). LettingX (h 3 ) denote the fitted values of the linear regression of each row of X onto z (h 3 ) , Thus, X reduces to
with the following distance relationships between its columns:
Therefore, when applying complete linkage agglomerative hierarchical clustering to X , the first 2 merges occur at height 0, where we simultaneously merge x 1 and x 3 into one cluster and x 2 and x 4 into another. The third merge then merges these 2 clusters, at height This simple theoretical example, although completely deterministic, effectively illustrates how the complementary hierarchical clustering procedure can successfully uncover structure that would otherwise be hidden in an initial cluster analysis.
Relative gene importance
Typically, when looking at the initial and complementary clusterings produced by this procedure, we would like to have an idea of which genes were important in influencing the patterns present in these clusterings. To quantify this concept more clearly, we define a measure called the relative gene importance, analogous to R 2 , the coefficient of determination in linear regression. LettingX (h m ) denote the fitted values from the regression of each row of X onto z (h m ) , h m ≡ h m − h m−1 , and using the fact that R (h m ) = X −X (h m ) , we can manipulate (2.1) to obtain
Recall that R 2 = Regression sum of squares Total sum of squares .
Thus for the initial clustering, we define the relative gene importance of the ith gene to be
wherex i, j is the (i, j)th element ofX andx i is the average of the elements in the ith row of X. If we apply the complementary hierarchical clustering procedure to X , we can write
withX and X defined appropriately. Thus for the complementary clustering, the relative gene importance is defined similarly as
Both I i and I i are between 0 and 1. Intuitively, a gene which strongly influences the clustering pattern will be highly differentially expressed. Since the complementary hierarchical clustering procedure attempts to remove the effect of this gene, a larger proportion of its variation across the samples will tend to be explained by the fitted values described in (2.2) and (2.4). Thus, genes which strongly influence the clustering pattern will have a relative gene importance closer to 1 compared to genes that do not have much influence.
COMPUTATION
Efficient algorithms for performing hierarchical clustering are readily available, so we will focus on finding an efficient method for calculating X , the expected residual matrix. From (2.2) and (2.3), recall that 
c m (i, j) = size of group, as defined by z (h m ) , to which j belongs.
Then, we can express any given row ofX as
Algorithm 1 describes how to calculate A. As we cycle through m, not all positions of A are incremented. Hence at each step, we only need to consider the positions for which their corresponding group size changes, further reducing the number of necessary calculations for determining A.
ALGORITHM 1 (Calculating A)
1. Initialize A to be a n × n matrix of zeros. 2. for m = 1 to n − 1 do 3.
For each pair of samples (x i , x j ), determine the size of the group (as defined by z (h m ) ) to which they both belong.
4.
If the size is nonzero, increment position (i, j) of A by h m h×size of group . 5. end for
SIMULATION STUDY
We tested the complementary hierarchical clustering procedure on a variety of simulated microarray data sets. The data sets were generated according to the matrix displayed in Figure 4 . Each data set has 2 effects, corresponding to 2 sets of significant genes. The first effect is represented by the first p e rows, and the second effect is represented by the last p e rows. An example of the initial and complementary clusterings produced by applying the procedure to one of the simulated data sets is displayed in Figure 5 . To investigate the performance of the procedure under different conditions, we focused on 4 particular scenarios. In the first scenario, we varied the ratio of the strengths of the 2 effects. The second scenario involved varying the level of background noise. In the third and fourth scenarios, we looked at how the balance structure of the data and the dimension of the data, respectively, affected the procedure. In each scenario, we generated 1000 data sets for each particular combination of parameters and looked at the effects identified by the initial and complementary clusterings. The first bifurcation of the dendrogram was used to determine whether a clustering had identified a particular effect. The results are tabulated in Tables 1-4 .
We see from Table 1 that provided the first effect was stronger than the second effect, the initial clustering identified the first effect and the complementary clustering identified the second effect. When the 2 effects were of equal strength, approximately half the time the initial clustering identified the second effect. The counts in Table 2 indicate that the procedure is relatively robust to the level of background noise. Only when the signal-to-noise ratio (with respect to the second effect) was almost 1, did the complementary clustering begin to fail in identifying the second effect. Table 3 indicates that the procedure is independent of whether the first effect is balanced. Finally, Table 4 shows that the proportion of significant genes corresponding to the second effect needs to approach 1% to be consistently identified by the complementary clustering.
BACKFITTING
As first alluded to in Section 2.4, a natural extension to the complementary hierarchical clustering procedure is to repeatedly apply the procedure, obtaining a sequence of hierarchical clusterings. The hope would be that each successive clustering would be uncovering different uncorrelated structures in the data. Suppose, for example, we repeat the procedure 3 times. Utilizing (2.2) and (2.4), we can express the 3 procedures by the following 3 equations: Fig. 4 . The simulated data sets were generated by adding N (0, σ 2 ) Gaussian noise to the p × n matrix described on the left. The top p e rows correspond to the first effect (the first n a columns were assigned +a), and the bottom p e rows correspond to the second effect (odd-numbered columns were assigned +b). To increase the likelihood that each successive clustering is uncovering new uncorrelated structure, an alternative way to fit the model described in (5.1) would be to use a backfitting algorithm, where we iteratively readjust for the fitted matrices. The backfitting algorithm and its application to fitting additive models are described in Hastie and Tibshirani (1990) . Before describing how we apply the backfitting algorithm, we will define some notation. Recall from (3.1) that
where the derivation of A X is described in Section 3. Note that the matrix A X directly depends on the hierarchical clustering of X, and this dependence is indicated by the subscript.
ALGORITHM 2 (Backfitting algorithm for complementary hierarchical clustering)
6. untilX,X , andX don't change.
Algorithm 2 describes how to apply the backfitting algorithm. LettingX old andX new refer to successive updates ofX, we typically iterate the "repeat" steps until X old −X new / X old is below some threshold, say 10 −5 , and similarly forX andX . The operator for obtaining each fit is very nonlinear, as it depends directly on a hierarchical clustering of a matrix, and as such we do not have any convergence proofs. In certain situations, the algorithm may potentially oscillate between the fits, and thus convergence is not guaranteed. However, in our experience, provided the number of fitted matrices is set to be less than or equal to the true number of uncorrelated structures present in the data, convergence occurred very quickly (10-20 iterations). Upon convergence, we use the notationX b f ,X b f , andX b f for the fitted matrices in order to differentiate them from the fits obtained from single applications of the complementary hierarchical clustering procedure. We then present the hierarchical clusterings of
and X −X b f −X b f for the initial, complementary, and tertiary clusterings, respectively. To illustrate the backfitting algorithm, we applied it to a simulated example with 3 main effects corresponding to 3 sets of significant genes. The matrix from which the example was generated is shown in Figure 6 . Displayed in Figure 7 are the initial, complementary, and tertiary clusterings obtained when using the backfitting algorithm. For comparison, the corresponding clusterings produced by single applications of the complementary hierarchical clustering procedure are shown in Figure 8 . The backfitting procedure performs very well and tends to produce a much cleaner, sharper set of clusterings. However, the single applications of the complementary hierarchical clustering procedure still effectively uncover the correct structure at each clustering, and we would tend to favor this latter approach due to its straightforward nature and interpretability.
BREAST CANCER DATA
The data set analyzed consists of the gene expression profiles across approximately 25 000 human genes for tumor samples taken from 295 consecutive patients with breast cancer. The tumor samples were selected from the fresh-frozen tissue bank of the Netherlands Cancer Institute. Detailed information regarding the patients and the microarray data are described in van de Vijver and others (2002) and van't Veer and others (2002) . The complementary hierarchical clustering procedure was applied to the data using complete linkage agglomerative hierarchical clustering with the correlation-based distance measure. The initial and complementary clusterings are displayed in Figure 9 . In each clustering, the patients were divided into 2 groups as determined by the first bifurcation of the dendrogram. The leaves of each dendrogram have been colored to indicate the 2 groups. Also displayed in Figure 9 is the complementary clustering dendrogram with the leaves colored according to the initial clustering grouping. Listed in Table 5 are the cross-tabulated counts of the number of patients falling into each group of the initial and complementary clusterings. Table 5 , along with the far-right dendrogram in Figure 9 , gives a good indication that the complementary clustering grouping differs from the initial clustering grouping.
For further analysis, we compared the relationship between the complementary clustering grouping and the 3 established prognostic signatures, the "wound-response", the "intrinsic gene", and the "70-gene prognosis" signatures. We found the complementary clustering grouping to be uncorrelated with all 3 signatures, indicating that we may have found a novel grouping of the patients. The results are summarized in Table 6 . The wound-response signature is a quantitative score which has been shown to be correlated with overall survival and distant metastasis-free survival (see Chang and others, 2005, for details) . We performed a 2-sample t-test to compare the mean wound-response signature in each group and concluded that the means do not differ ( p = 0.329). The intrinsic gene signature, described in Sørlie and others (2003) , classifies malignant breast tumors into 5 subtypes: basal, ERBB2, luminal A, luminal B, and normal. Details on how the intrinsic gene signature was assigned to the 295 tumor samples are described in Chang and others (2005) . A chi-square test for independence indicated that the complementary clustering grouping was uncorrelated with the intrinsic gene signature ( p = 0.241). The 70-gene prognosis signature, described in van de Vijver and others (2002) , classifies patients with breast cancer into 2 categories: "good" prognosis and "poor" prognosis. Again, from the chi-square test for independence, we concluded that this prognostic signature was also uncorrelated with the complementary clustering grouping ( p = 0.234).
We also conducted some survival-type analyses. Displayed in Figure 10 are the Kaplan-Meier survival curves for overall survival and distant metastasis-free probability (DMFP) for the 2 groups of patients identified by the initial and complementary clusterings. As described in Chang and others (2005) , overall survival was defined by death from any cause and DMFP was defined by distant metastasis as a first recurrence event. Each set of curves have been colored to correspond with the cluster dendrograms in Figure 9 . The "log-rank test" was used to test for differences between the survival curves, with the p-values indicated on each figure. When looking at overall survival, there was a significant difference between the 2 groups in the initial clustering but not in the complementary clustering ( p = 3.93 × 10 −4 and 0.176, respectively). However, for DMFP, there was a significant difference between the 2 groups in both the initial and the complementary clusterings ( p = 2.8 × 10 −5 and 0.0414, respectively). As the complementary clustering grouping was shown to be generally uncorrelated with the prognostic signatures wound response, intrinsic gene, and 70-gene prognosis, the complementary clustering may be uncovering some novel structure in the data which is responsible for a difference in DMFP among the patients. All computations were performed using the software package R 2.5.1.
DISCUSSION
Although far from exhaustive, the simulation analysis covered a range of interesting examples of microarray data and showed that the complementary hierarchical clustering procedure successfully uncovers the Fig. 10 . The Kaplan-Meier survival curves for overall survival (top 2 panels) and DMFP (bottom 2 panels) for the 2 groups of patients identified by the initial and complementary clusterings of the breast cancer data.
structures arising from the weaker genes. The procedure seemed fairly robust to both the effect strength of the weaker gene set and the level of background noise. Using the backfitting algorithm to estimate the fitted matrices was an effective extension to the procedure and produced favorable results. However, the backfitting algorithm somewhat complicates the interpretation of the initial, complementary, and further clusterings. The analysis of the breast cancer data demonstrated that the complementary clustering was identifying potentially biologically important structure in the data. When the patients were grouped according to the first bifurcation of the complementary clustering dendrogram, there was a significant difference in DMFP between the 2 groups. Further, this grouping appeared to be uncorrelated with 3 previously known prognostic signatures. For this particular data set, it may be of interest to examine the genes which are important in the complementary clustering, as identified by the relative gene importance. General further work regarding the complementary hierarchical clustering procedure could involve looking deeper into the application of the backfitting algorithm. An advantage of the complementary hierarchical clustering procedure is that it is an automatic procedure. After performing the initial clustering, there is no need to decide how many groups should be considered or where to cut the dendrogram. Also, the procedure is very versatile. We can use any clustering procedure that produces a nested sequence of clusters that can be represented as a dendrogram, for example, tree-structured vector quantization (Gersho and Gray, 1992) or hybrid hierarchical clustering (Chipman and Tibshirani, 2006) . Eventually, we hope that this procedure can be used routinely to quickly and easily uncover interesting patterns in data that would otherwise not be revealed with a typical cluster analysis. An R package, compHclust, will soon be available on both authors' website.
