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ABSTRACT 
There is an increasing interest in multiphase flows in large diameter vertical 
pipes (typically with diameters greater that 100 mm) in the context of 
hydrocarbon production systems. There are strong indications that flows in such 
pipes differ greatly from those in smaller diameter pipes on which most of the 
prediction methodologies are based. In small diameter pipes, an important 
mechanism for the bubble flow to slug flow transition is the formation of void 
waves. This research reveal this wave growth and also predict the breakdown 
points from bubble-to-slug flow transition using Biesheuvel and Gorissen (1990) 
approximate void wave model based on Harwell small tube bubble flow 
experiments. As the gas velocity is further increased, the slug flow itself breaks 
down into churn flow by a process of flooding in the Taylor bubbles. In large 
diameter pipes, it appears that conventional slug flow does not occur; this is 
probably due to the fact that there is a size limit on spherical cap bubbles. Thus, 
this study reviews most of literatures in terms of bubble coalescence and 
breakup kernels in order to evaluate dynamic bubble size changes by applying 
population balance model. Unfortunately, these kernels have their own problems 
to be solved. Therefore we establish a simplified two-group bubble interaction 
model by taking into account mechanisms of large bubble shearing-off breakup 
and small bubble coalescence in large bubble wakes, respectively, assuming 
small bubbles do not coalesce to each other. In large diameter pipes, the 
bubble/slug and slug/churn transitions appear to be by-passed in favour of a 
direct transition from bubble to churn flow with increasing gas mass flux. Note 
that the churn flow studied here is emphasized by a continuous path for the gas 
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phase. This study also describes work aimed at developing a phenomenological 
understanding of the bubble/churn and churn/annular transition regions in large 
diameter pipes. Investigation of the liquid transport mechanisms has led to the 
definition of two new flow regime transition criteria, namely liquid upflow potential 
and minimum entrained fraction. To estimate the bubble-to-churn flow transition, 
the liquid upflow potential of a churn flow at the particular local set of gas and 
liquid flow rates is estimated by using axial view experiments and the existing 
adiabatic equilibrium data. In churn flow, liquid upflow is achieved by the net 
upward flow in the film (bearing in mind that both upflow and downflow are 
occurring in the film, though the net value must be positive) and by droplet 
transport in the gas core. Once the Kutateladse flooding is reached, suggested 
by Pushkina and Sorokin (1969), then it is postulated that the transition to churn 
flow occurs. As the gas velocity is further increased, the flow rate of entrained 
drops in the gas core decreases to a minimum and then rises again. This 
minimum is observed to occur at a dimensionless gas velocity approximately 
equal to one and this serves as a possible criterion for the churn-to-annular flow 
transition. As a framework for prediction, an existing one-dimensional steady 
state modelling code (GRAMP2) has been selected. This code takes account of 
regime changes and predicts void fraction and pressure gradient using 
phenomenological models. Work on connecting the void wave growth, bubble 
size evaluation and GRAMP2 code for large diameter pipes will be the main 
target for the nearly future. In the meantime, CFD simulation is also being 
undertaken using a finite volume method based the STARCD software in order 
to numerically predict the evaluations of dynamic bubble size and flow regime 
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changes in large diameter pipes. 
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CHAPTER 1 
 
INTRODUCTION 
 
This thesis describes work on upwards two-phase flow in vertical circular 
conduits such as might be found in wells and risers in hydrocarbon production 
systems. In this Chapter, Section 1.1 outlines the objectives of the study and 
Section 1.2 reviews the problems which occur in two-phase and multiphase flow 
in practical engineering systems. In Section 1.3, the overall characteristics of 
two-phase flows are described and Sections 1.4 and 1.5 give a brief introduction 
to two-phase flow in small diameter and large diameter pipes respectively. 
Finally, Section 1.6 summarizes the contents of the rest of the thesis. 
 
1.1. Objectives 
 
The overall objective of the programme of work of which this study was part is to 
produce a practical engineering framework to predict two-phase flows in vertical 
pipes with a range of diameters. Of particular importance was the case of large 
diameter tubes (typically 125 mm diameter or more); the preponderance of data 
produced previously on multiphase flow has been for smaller diameter tubes 
(typically 50 mm diameter or less) and, as will be seen from what follows, there 
are very important differences between the large and small diameter cases. The 
aim of the present study was to develop new models and to test these models 
against experimental data generated in the programme and elsewhere.  
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1.2. Relevance of the Problem 
 
Basic research on two-phase and multiphase flow has been particularly 
influential in contributing insights into engineering systems, particularly in the 
context of their optimum design and safety. Some of the important applications 
are listed by Hewitt (2006) and Ishii and Hibiki (2006), and include Power 
Systems, Heat Transfer Systems, Process Systems, Transport Systems, 
Information Systems, Lubrication Systems, Environmental Control, 
Geo-Meteorological Phenomena and Biological Systems. The issues regarding 
two-phase flow in real engineering contexts are usually complex and affect 
production efficiency and product yields as well as safety concerns. Generally, 
the two-phase flow problems are complicated by large density ratios (a factor of 
1000 in the case of air and water at standard temperature and pressure), 
compressibility effects, surface tension, soluto- and thermocapillary effects, in 
addition to phase changes; the latter may not be instantaneous and the 
liquid-vapour system may not be in phase equilibrium. Fundamental research is 
therefore required in order to achieve basic understanding of these systems and 
to develop accurate and reliable predictive models of their behaviour.  
 
Prediction methods which are based on empirical correlations provide a way of 
dealing with the complexities of two- and multiphase flows (see, for instance, the 
work of Hewitt and Hall Taylor, 1970, Hewitt et al., 1985); these models, however, 
are of limited generality and applicability. A specific problem is that the empirical 
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correlations rarely take account of the flow regime or flow pattern which is 
occurring in the system. A flow regime or flow pattern is a classification of the 
nature of the distribution of interfaces in the system; thus, a dispersion of gas 
bubbles in a flowing liquid is termed a bubble flow and a flow in which the liquid 
phase flows in the form of a film on the wall (with the gas phase flowing in the 
channel core) is termed an annular flow. It is self-evident that empirical 
correlations which take no account of flow regimes are unlikely to capture the 
essential parameters of the flow. Models which take account of the flow pattern 
(“phenomenological models”) are needed and are the main focus of the work 
described in this thesis.  
 
The delineation in parameter space of the various flow regimes that may develop 
in two- and multiphase flows is of tremendous importance due to the influence of 
these regimes on the rates of heat and mass transfer and associated 
phenomena. In the present work, the main focus will be on the prediction of the 
flow regimes in large-diameter pipes.  
 
1.3. Characteristics of Two-Phase Flows 
 
Two-phase flows refer to the interactive flows of two distinct phases with 
common interfaces (Faghri and Zhang, 2006). These flows can occur in a 
single-component or multi-component systems. Here the term “phase” usually 
refers to the thermodynamic state of the matter, solid, liquid and gas. The 
“phase” can be defined by other characteristics, such as two liquids of different 
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density, particles of different sizes or shape, burnt and un-burnt gases in 
combustion modeling and turbulent and laminar fluids in turbulence modeling 
(Lo, 2008). Possible phase combinations include: (1) solid-liquid systems, where 
solid particles are mostly dispersed in the liquid; (2) solid-gas systems, where 
the solid particles are carried by a stream of gas; (3) liquid-vapor (gas), where 
the volume fraction of one phase relative to the other results in different flow 
regimes; and (4) a combination of the above. While each of these modes 
represents a significant area of two-phase flow, liquid-gas (vapour) flow is by far 
the most common in various industries and thus has been investigated in greater 
depth. 
 
Each regime in liquid-gas two-phase flow has a characteristic flow behavior that 
can substantially affect both pressure gradient and heat transfer. In the case of a 
single-component two-phase flow, as is found in forced convective condensation 
or evaporation, continuous mass transfer occurs between the vapor and liquid 
phases. Examples of liquid-gas flow processes include distillation, fractionation, 
flashing, spray-drying, stripping, and absorption. There are also two-component 
liquid-gas systems where the gas is non-condensable; these include air/water 
flow in aeration, deaeration, and humidification or dehumidification processes. A 
biomedical engineering example is the development of artificial lungs where 
absorption of oxygen or desorption of CO2 from blood is required. 
 
Among the kinds of two-phase flows summarized in the above, liquid-vapor (gas) 
flow is the most complex because the interfaces are deformable and the vapor 
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or gas phase is compressible. Furthermore, the interfacial configurations in 
two-phase flow are also very complicated due to the fact that heat and mass 
transfer can exert a significant influence on them. The interfacial distribution in 
liquid–vapor (gas) flow can be classified into a number of “flow patterns” or “flow 
regimes” which are the main subject of investigation in this study. 
 
1.4. Vertical Flows in Small-Diameter Pipes 
 
When surface tension forces dominate over gravity forces in a multiphase flow 
through a channel then the channel is described as “small” (Salman et al., 2006). 
This usually occurs for 37.3/2  dgEo  (Bretherton, 1961). However, in 
this study, a “small” pipe is defined as having a diameter less than approximately 
100 mm in size; this is the diameter, which coincides roughly with the loss of the 
slug-flow regime (Shah et al., 1982; Kotoyama, 1991; Chen, 1998; Cheng et al. 
1998; Sun, et al., 2002; Lifanov, 2004; Ishii and Hibiki, 2006), as shown in Figure 
1.1. Increasing the gas fraction gives rise to the following flow regimes in 
small-diameter pipes: “bubble”, “slug”, “churn”, “annular” and “wispy annular” 
flow (Hewitt and Butterworth, 1977), as presented in Figure 1.2. These regimes 
(Hewitt and Hall Taylor, 1970; Hewitt, 1982, Falcone, 2006) are defined as 
follows.  
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Figure 1.1  Flow regime map for bubble columns in different size (Shah et al., 
1982). 
 
Figure 1.2  Classic flow regimes in small diameter pipe (Hewitt, 1982) 
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In “bubble” flow, the liquid phase is continuous and there is a dispersion of 
bubbles within the liquid continuum. This flow pattern typically occurs at 
relatively high liquid velocities and low gas velocities. At higher gas flows, “slug” 
or “plug” flow occurs. Here, bubble coalescence occurs and eventually the 
bubble diameter approaches that of the tube. When this occurs, large, 
characteristically bullet-shaped bubbles are formed (“Taylor bubbles”) which 
may be separated by regions containing a dispersion of smaller bubbles. 
Typically, the liquid phase flows down the outside of the large bubbles in the 
form of a falling film, although the net flow of both liquid and gas can be upward.  
 
With increasing flow velocity, a breakdown of the slug flow bubbles leads to an 
unstable flow regime (“churn flow”) in which there is an oscillatory motion of the 
liquid upward and downward in the tube; thus the name churn flow. In one 
manifestation (see Hewitt et al, 1985), churn flow is essentially an annular flow in 
which the liquid is transported upwards in large waves but where the film drains 
downwards between the waves and the gas flow upwards in the core of the pipe. 
The oscillation may not occur in very narrow-bore tubes and a smoother 
transition between the slug flow and annular flow regimes may be observed.  
 
In “annular” flow the liquid flows on the wall of the tube as a film and the gas 
phase flows in the centre. Usually, some of the liquid phase is entrained as small 
droplets in the gas core; it is also possible (although less common) for bubbles to 
be entrained in the liquid. “Wispy” annular follows as the liquid flow rate is 
increased, the concentration of drops in the gas core increases; ultimately, 
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droplet coalescence in the core leads to large lumps or streaks (wisps) of liquid 
in the gas core. This regime is characteristic of flows with high mass flux. 
 
1.5. Vertical Flows in Large Diameter Pipes  
 
The flow regimes in large-diameter pipes may be different to those in 
small-diameter pipes, as summarized in Table 1.1. In particular, spherical cap 
bubbles become unstable and Taylor bubbles occupying whole pipe cross 
section may not be formed and there is no conventional slug flow unless a Taylor 
bubble is introduced at the inlet.  Omebere-Iyari et al. (2008) tabulated the 
nomenclature used in the literature for flow patterns in large diameter tubes as 
shown in Table 1.2. Note that the term churn is used in an entirely different 
context for larger diameter tubes – for instance in the regime described as 
churn-turbulent. The form of churn flow described above for smaller diameter 
tubes probably exists for larger diameter tubes but would occur at a much higher 
gas velocity; the transition from bubble flow to churn-turbulent flow occurs at a 
lower gas velocity and may be a manifestation of the occurrence of void waves 
in larger diameter pipes (see Figure 1.3 below and also Chapter 4).   
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Figure 1.3  Images of different flow patterns in steam-water flow in 194 mm pipe 
at 46 bar (Omebere-Iyari, 2008). 
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Table 1.1  Proposed flow regimes in the two-phase large diameter pipes. 
 
 
 
Author Fluids Pressure Diameter Flow regimes 
Ohnuki and 
Akimoto 
(1996) 
air-water 1 bar 480 mm uniform bubbly, agitated 
bubbly and churn 
bubbly 
Cheng et al. 
(1998) 
air-water 1 bar 150 mm bubble, cap bubble and 
churn flow 
Ohnuki and 
Akimoto 
(2000) 
air-water 1 bar 200 mm undisturbed bubbly, 
agitated bubbly, churn 
froth, churn slug and 
churn bubbly flow 
Hashemi et al. 
(1986) and  
Hibiki et al. 
(2000b) 
Air-water 1 bar 
15 bar 
102 mm bubbly, cap bubbly and 
slug flow 
Delfos et al. 
(2001) 
air-water 1 bar 100 mm Taylor bubble does not 
exist because sweep 
effect of wake 
entrainment prevents 
bubble re-coalescence 
Sun, X. et al. 
(2002, 2003) 
air-water 1 bar 101.6 
mm 
bubbly, cap-bubbly and 
transition to slug flow 
regime but no 
conventional slug flow 
with bullet-shaped slug 
bubbles was observed 
Prasser et al. 
(2005) 
air-water 1.2 bar 194.1 
mm 
bubble to 
churn-turbulent flow 
Shen et al. 
(2005, 2006) 
air-water 1 bar 200 mm undisturbed bubbly, 
agitated bubbly, churn 
froth, churn slug and 
churn bubbly flow 
Prasser et al. 
(2007a) 
air-water  
steam-water  
1 bar  
65 bar 
195.3 
mm 
bubble to 
churn-turbulent flow 
Omebere-Iyari 
et al. (2007) 
nitrogen- 
naphtha 
 
20 bar 
90 bar 
189 mm 
 
bubble, intermittent, 
semi-annular and 
annular flow 
Omebere-Iyari 
et al. (2008) 
Steam-water 46 bar 194 mm bubble to 
churn-turbulent flow 
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Table 1.2  Flow pattern definitions in large diameter tubes (Omebere-Iyari et al., 
2008). 
Flow pattern description 
Flow pattern identification 
Omebere-Iyari et al. 
(2008) 
Omebere-Iyari 
et al. (2007) 
Ohnuki and 
Akimoto (2000) 
Small bubbles in a liquid 
continuum 
Bubble Bubble 
Undisturbed 
/agitated bubbly 
Large coalescent 
bubbles which flow 
intermittently but do not 
occupy the entire pipe 
cross-section as Taylor 
bubbles 
Churn-turbulent Absent Churn-slug/froth 
Developing process 
where bubble 
coalescence and 
disintegration occurs 
Absence Absent Churn-bubbly 
Intermittent regime 
consisting of two 
structures with high void 
fractions. In once, large 
bubbles are present and 
in the other smaller 
bubbles dominate 
Absence Intermittent Absent 
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The absence of slugs may be related to the fact that large bubbles can be highly 
deformed by turbulent interactions with the gas phase. Also, though spherical 
cap bubbles are formed in large-diameter channels such bubbles may shed gas 
at their tail and never grow to become Taylor bubbles with a diameter near that of 
the pipe (Hibiki and Ishii, 2003). Three typical flow regimes map developed from 
large diameter pipe experiments are shown in Figures 1.4 to 1.6. 
 
 
 
Figure 1.4  Proposed air-water flow regime map in 200 mm pipe at 1 bar 
(Ohnuki and Akimoto, 1996 and 2000). 
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Figure 1.5  Proposed nitrogen-naphtha flow regime map in 189 mm pipe at 20 
bar (Omebere-Iyari, 2007). 
 
Figure 1.6  Proposed nitrogen-naphtha flow regime map in 189 mm pipe at 90 
bar (Omebere-Iyari, 2007). 
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Obviously, any prediction method which covers both small and large diameter 
tubes must take account of the characteristic differences between the two cases, 
and particularly the absence of slug flow at large diameter.  
 
1.6. Contents of Thesis 
 
The remaining Chapters of this thesis address the following: 
 
 Chapter 2 presents a survey of the relevant literature underlying the work 
carried out.  
 Chapter 3 describes some early (and previously unreported) work on 
bubble flow at the Harwell laboratory (UK). The transition to slug flow was 
predicted using the void wave theory of Beisheuval and Gorissen (1990) 
and the results were in good agreement with the observations. It was also 
shown that the frictional pressure gradient was above that predicted by 
the homogeneous model.  
 Chapter 4 describes studies of regime transitions in large diameter pipes. 
Analysis of large diameter tube data obtained by Nottingham University at 
the SINTEF (Norway) laboratory showed that void wave growth was not 
occurring. However, analysis of the conditions using the Beisheuval and 
Gorissen (1990) theory for void waves showed that such waves would be 
expected. There is some evidence (supported by comparisons with other 
data from Cranfield University) that void waves result in a change in the 
nature of bubble flow rather than a transition to slug flow. For the larger 
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diameter pipe data, the frictional pressure gradient was lower than that 
predicted by the homogeneous model.  
 Chapter 5 is devoted to aspects of churn flow. New axial view 
experiments are described which demonstrate that there is a continuous 
gas core in churn flow and a new correlation for droplet entrainment 
(developed jointly with Mr. Masroor Ahmad) is presented. Analyses of 
churn flow data for both small and large diameter pipes shows the 
importance of taking account of the change of shear stress in the liquid 
film.  
 Chapter 6 describes work on modeling of bubble flow in large diameter 
pipes. The evaluation of dynamic bubble size and void fraction using a 
published two-group bubble discretized population balance model was 
shown to produce physically unrealistic results and a new simplified 
model is described which may be the basis of further development.  
 Chapter 7 reports work on the application of a commercial Computational 
Fluid Dynamics code (STARCD) to the prediction of bubble flows in large 
diameter pipes. The code used a population balance model analogous to 
that studied in the work described in Chapter 6. This model was found to 
give poor predictions of the quantitative data from several experiments, 
though the qualitative nature of the flows was predicted.  
 Chapter 8 describes the improvement, application and testing of an 
in-house phenomenological modeling code (GRAMP2). This code gives 
good predictions for a number of cases but areas for further improvement 
and development were identified.  
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 Chapter 9 summarizes the main conclusions from the work and presents 
suggestions for further work.  
 
The thesis concludes with four Appendices give details for reference of the 
Beisheuval and Gorissen (1990) model, of the SAF data analysis, of the 
STARCD code and of the GRAMP code respectively.  
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CHAPTER 2 
 
LITERATURE SURVEY 
 
The objective of this present Chapter is to present a summary of the previously 
published work relating to the present project, namely studies of gas-liquid flows 
with particular reference to low gas content flows and large diameter pipes. A 
widely used methodology for predicting void fraction (namely the area or volume 
fraction occupied by the gas phase) is the drift flux model and the Chapter 
begins (in Section 2.1) with a survey of the various manifestations of this model. 
A key area of study in the present work has been that of void wave formation and 
propagation; Section 2.2 introduces this area by surveying the previous work on 
it. Another key area of study is that of churn flow and the transport of the liquid 
phase in this regime (in the liquid film and as droplets entrained in the gas). 
Previous work relevant to this area is reviewed in Section 2.3. In bubbly flow, a 
key question is that of bubble size and how this bubble size evolves as a 
function of position and flow rates. Previous work on these questions is reviewed 
in Section 2.4. Increasingly, Computational Fluid Dynamics (CFD) codes are 
being used to predict the evolution of two-phase flows and extensive work on 
CFD has been done as part of the present studies. Section 2.5 reviews earlier 
work on CFD of relevance to the present work.  
 
2.1 Drift-Flux Model for Small and Large Diameter Pipes 
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Developed originally by Zuber (1965) and Wallis (1969), the drift-flux model has 
been widely used in predicting void fraction. It is established as semi-empirical 
approach (one set of conservation equations plus a drift relation), which takes 
into account the physical bases; in practice, it is normally limited to 1-D flows. 
However, from a practical point of view, it attracts much attention because of its 
simplicity and applicability. The drift flux model relates the gas-liquid velocity 
difference to the drift flux of the vapour relative to the liquid, for instance due to 
the effect of buoyancy. In large diameter pipes, bubble motion is less restricted 
by space and the bubbles may have a higher relative velocity. Thus, drift-flux 
model is seen to be an appropriate approach to investigate the relative velocity 
between gas and liquid phase. Also, the void fraction predicted using drift-flux 
model can be used to assess the reality of experimental data. 
 
2.1.1 Wallis model (Wallis, 1969) 
 
The concept of drift flux has first been described in work by Zuber (1965) and 
Wallis (1969). For a uniform distribution of void fraction and phase velocities, the 
local gas and liquid superficial velocities are:  
 
gg Uj                                                      (2.1) 
 
ll Uj )1(                                                   (2.2) 
 
lg jjj                                                     (2.3) 
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where j is the total volume flux, or superficial velocity (m/s), jg is the superficial 
gas velocity (m/s), jl is the superficial liquid velocity (m/s), and Ug and Ul are the 
area averaged gas and liquid velocities (m/s). From these relations, an 
expression for the drift flux can be derived as follows: 
 
lggl jjj   )1(                                             (2.4) 
 
where jgl is the superficial drift velocity, or drift flux (m/s). It has been shown that 
drift flux jgl can be expressed as a function of the void fraction α and bubble rise 
velocity U∞: 
 
m
n
gl
U
j




 
1
)1(
                                             (2.5)  
 
where m and n are indices. The bubble rise velocity may be obtained from the 
equations given by Peebles and Garber (1953) shown in Table 2-1: 
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Table 2-1  Bubble rise velocity of single gas bubbles in liquids 
 
 
where Rb is bubble equivalent radius; σ is surface tension; μf is liquid viscosity 
and the dimensionless groups are: 
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
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The values of the indices m and n and of the constant k depend on the regime 
and are given in Table 2-2: 
 
Table 2-2  Indices m and n and of the constant k depend on the regime in 
drift-flux model 
 n m k 
Bubbly regime 2 3 1.18 
Churn turbulent regime 0  ∞ 1.53 
 
Substituting these values in Equations (2.5) and Table 2-1 give 
 
Bubbly regime              


 Ujgl 3
2
1
)1(


                  (2.9) 
 
Churn turbulent regime        Ujgl                         (2.10) 
 
Usually, it is important to consider the case when the void fraction and fluid 
velocities are not uniformly distributed across the channel and, in this case, it is 
necessary to introduce a distribution parameter C0 which is defined as:  
 
0
j
C
j


 

  
                                        (2.11) 
 
where the <> sign indicates a quantity averaged over the channel cross section. 
It follows that: 
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0( ) ( )g gju C j u                                          (2.12) 
 
where 
gu  is the average gas velocity and gju  is a weighted mean drift velocity. 
The void fraction can be calculated from C0 and gju  as follows:  
 
0 /gjC u j

 

                                        (2.13) 
 
where   is the gas volume fraction in the flow (the “homogeneous void 
fraction”) and j is the total volumetric flux. Clearly, for C0 =1 and gju =0, then 
  .  
 
Collier and Thome (1994) compared different void fraction models and 
suggested that the Wallis (1969) drift-flux correlations gave the most promising 
results. Note that   here denotes to the void fraction. For C0 = 1.0 the weighted 
mean drift velocity is given as follows:  
 
4/1
2
2 ]
)(
[)1(53.1
f
gf
gj
g
V




                                 (2.14) 
 
where the term 2)1(   represents the effect of void fraction on the rise velocity 
of a bubble in a bubble swarm. For   approaching zero, equation 2.14 reduced 
to an equation for the rise velocity of a single bubble in a liquid.  
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2.1.2 Ishii model (Kataoka and Ishii, 1987, Hibiki and Ishii, 2000b, Hibiki and 
Ishii, 2002, Ishii and Hibiki, 2006) 
 
In Ishii’s model, account is taken of one of the important flow characteristics in a 
large diameter pipe, namely the liquid recirculation induced at low mixture 
volumetric flux. Since the liquid recirculation may affect the liquid velocity profile 
and promote the formation of cap or slug bubbles, the distribution parameter and 
the drift velocity in a large diameter pipe can be quite different from those in a 
small diameter pipe where the liquid recirculation may not be significant. The 
flow regime at a test section inlet may also affect the liquid recirculation pattern, 
resulting in the inlet-flow-regime dependent distribution parameter and drift 
velocity. The distribution parameter and the drift velocity in a large diameter pipe 
can be quite different from those in a small diameter pipe where the liquid 
recirculation may not be significant.  
 
In a large diameter pipe, slug bubbles cannot be sustained due to the interfacial 
instability (bubble size limitation) and they disintegrate into cap bubbles. A 
recirculation flow pattern may develop in a large diameter pipe at low flow rate. 
The flow regime at the test section inlet and a flow regime transition into a 
developing flow may also have an influence on the liquid recirculation pattern. 
The liquid recirculation, inlet flow regime and flow regime transition may affect 
the transverse velocity and the void fraction profile significantly. Therefore, the 
effect of the flow channel size on the drift flux model should be carefully 
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examined in detail. The drift flux equation:  
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For a round tube, Ishii and coworkers give the distribution parameter as: 
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In small diameter pipes, Ishii and coworkers propose the following expressions 
for the drift velocities for bubbly, slug and churn-turbulent flows: 
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In large diameter pipes, it has been proved that Eqs. (2.18) and (2.20) can be 
used (Hibiki and Ishii, 2000b), whereas Eq. (2.19) needs further modification 
because cap bubbly flow appears instead of slug flow. In order to avoid the 
indistinct judgment of the appropriate equations for different flow regimes, 
Kataoka and Ishii (1987) have recommended flow regime independent 
correlations for the drift velocity presented in Eqs. (2.21) and (2.27). These 
correlations have been verified its agreement against with experimental data by 
Shoukri et al. (2003) using 150 mm and 200 mm diameter pipes. 
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2.1.3 Chexal-Lellouche model (Chexal et al. 1991 and 1992) 
 
The Chexal-Lellouche drift-flux correlation is based on the drift-flux theory by 
Zuber and Findlay and uses basically the same expression for the drift velocity. It 
was developed to cover not only the full range of pressures, mass fluxes and 
void fractions, but also for different fluid types (steam-water, air-water, 
hydrocarbons, etc) and flow angles. It has been qualified against several sets of 
experimental data from test facilities with geometry typical of BWR and PWR fuel 
assemblies and from pipe test sections with various round pipe diameters from 
0.01 m to 1.0 m as shown in Figure 2.1 (Coddington and Macian, 2002; Chexal 
et al., 1991 and 1992). The Chexal-Lellouche drift-flux empirical model is given 
in Eqs. (2.28) to (2.44). 
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Figure 2.1  Comparisons with void fraction data (Chexal et al., 1991). 
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3100198.0 , Gm

 denotes gas mass flux which can be 
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positive or negative corresponding to the upflow or downflow, respectively. 
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 represents liquid mass flux.  
 






　　　　　　　　　　　　　　　
　　　　　　　　　　
fgf
gfgg
if
orif
ReReRe
0.0Re ReReRe
Re              (2.32) 
 
for steam-water 
 
)exp(1
)exp(1
1
1
C
C
L




                                             (2.33) 
 
)(
4 2
1
PPP
P
C
crit
crit

                                                (2.34) 
where psiaPcrit 2.3208  (this term may be assumed to be a constant when 
pressure changes are not being considered). 
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2.2 Void Waves and Void Wave Propagation 
 
In two phase flow, void fraction increases with increase in the gas velocity. In 
bubbly flow, as the gas velocity increases, the bubble density increases and at 
high gas velocities bubble collision and coalescence occurs. Due to this chaotic 
behaviour, waves in bubble concentration are generated (Vijayan et al., 2007). 
Ozawa et al. (2007) have illustrated the bubble behavior in two phase flow 
system (see Figure 2.2) and the void signals at different flow regimes in a 15 mm 
diameter vertical tube are shown in Figure 2.3. 
 
Figure 2.2  Bubble behaviour in two phase flow system with forced flow 
oscillation of water (Ozawa et al., 2007). 
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(a)                                 (b) 
  
(c)                                 (d) 
Figure 2.3  Void fraction fluctuations and PDF in (a) bubble flow, (b) slug flow, (c) 
churn flow and (d) annular flow (Ozawa et al., 2007). 
 
Boure (1997) recommended that in two phase flows, the relevant propagation 
phenomena may be expected to involve:  
 Pressure waves, conveying primarily information on some average pressure 
and the associated velocity, void fraction and density signals. They are 
essentially dynamic waves and they occur because the flow is 
compressible. 
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 Flow structure waves, conveying information on the flow structure and the 
associated variables such as the void fraction and the relative motion 
between the phases (drift). They are essentially kinematic waves. They 
occur because a functional relationship exists between the drift and the void 
fraction. 
 Transport, with diffusion, of quantities associated with the matter of each 
phase (enthalpy or entropy). 
 
Matuszkiewicz et al. (1987) proposed that the bubble-to-slug flow regime 
transition is a consequence of a void wave instability. This was later confirmed 
by Saiz-Jabardo and Boure (1989) who carried out experiments involving 
Nitrogen and water mixtures and established a correlation between the void 
wave instability and the bubble-to-slug flow transition; the instability was 
observed to take place at a void fraction 0.35-0.45. Kytomaa and Brennen (1991) 
have proposed an explanation of the bubble-to-churn-turbulent flow regime 
transition in 102 mm diameter pipe. They state that the attenuation time constant 
gradually decreases up to a gas volume fraction of 40%, above which it takes a 
sharp drop and, if extrapolated, it reaches zero at void fraction 45 ± 0.5 %; this 
coincides with an observed change in regime close to 45%, as shown in Figure 
2.4. Furthermore, at the most persistent wavelength is observed to increase from 
0.3 m at a void fraction of 10% to 0.8 m at 44.3%. The wave corresponding to 
this wavelength is the first to become unstable, and its growth results in the 
transition to churn-turbulent flow. This was the first time that a criterion of bubble- 
to-churn-turbulent flow regime transition in large diameter pipe was proposed. 
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Figure 2.4  Minimum attenuation constant of bubbly flows of various volume 
fraction and flow rate conditions presented vs. void fraction 
(Kytomaa and Brennen, 1991). 
 
Song et al. (1995) have provided individual Power-spectral Density Function 
(PDF) curves for flow regimes of discrete bubbly flow, cluster bubbly flow, slug 
flow and churn flow observed in 25 mm diameter pipe; stable slug flow shows 
two peaks for the liquid and gas slugs. Song et al also proposed a statistical 
factor (the Spatial Attenuation Factor SAF) which is obtained from analysis of 
void fluctuations. SAF is defined as the minimum of the imaginary part of the 
complex wave number and represents the most unstable factor dominating wave 
growth. If SAF is positive, then void waves will attenuate; if SAF is negative, the 
void waves will grow. Further information on this method is given in Appendix 2. 
SAF results obtained by Song et al for air-water upflow in a 0.025 m pipe are 
shown in Figure 2.5.  
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The transition from bubble flow to slug flow corresponds closely to the void 
fraction at which SAF becomes negative. The transition is seen to be affected by 
the bubble size; for larger bubbles, the transition occurs at a lower void fraction. 
No appearance of gradual bubble clustering can be observed but the sudden 
appearance of Taylor bubbles occurs. The critical void fraction εc which indicates 
bubble-to-slug flow regime transition is strongly-dependent on bubble size even 
for fixed liquid rates, as given by Eq. 2.45:  
diameterpipe
diameterbubble
c
D
D
37.255.0                                     (2.45) 
It is noted that this was the first proposed criterion for bubble-to-slug flow regime 
transition which included bubble and channel sizes. 
 
Figure 2.5  Variation of the spatial attenuation factor (a) jL = 0.12 m/s, (b) jL = 
0.18 m/s, (c) jL = 0.275 m/s and (d) jL = 0.49 m/s (Song et al., 1995). 
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From the investigations reviewed above, it seems that the void wave 
propagation is the crucial mechanism related to the bubble-to-slug flow regime 
transition. According to the work carried out by Park et al. (1994), the main 
purpose of void wave data analysis is to determine parameters such as the 
celerity, the damping coefficient, the void wave frequency content and the 
coherence of the signals. The void wave speed was determined in two different 
ways, i.e. by time domain analysis using cross-correlation techniques and by 
frequency domain analysis using cross-power spectral density techniques.  
 
Park et al. (1994) also proposed that while the speed of the faster propagation 
associated with the bubble clusters (i.e. dynamic wave speed Cα1 = Δz/τmax1) 
increases with the void fraction, the speed of the other void wave propagation 
(i.e. Cα2 = Δz/τmax2) may decrease. This decrease is characteristic of a kinematic 
void wave. These phenomena can be shown in Figure 2.6. If the global void 
fraction is increased enough for Taylor bubbles to form, the peak at τ =τmax2 
vanishes, as shown in Figure 2.6 (c). That is, the kinematic void wave for bubbly 
flow vanishes when the void fraction is large (i.e. when the flow pattern is in the 
slug flow regime). This implies that two type of void wave propagate (dynamic 
and kinematic waves respectively). When a Taylor bubble is formed, the dynamic 
wave speed will be the same as Taylor bubble velocity but the kinematic wave 
will vanish.  
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Azzopardi and Wren (2004) found that the velocity of the void fraction waves, 
formed at the high concentration where local coalescence occurs, have been 
found to have the same relationship with mixture velocity as do the Taylor 
bubbles in slug flow. It is therefore interesting to introduce the works carried out 
by Biesheuvel and Gorissen (1991). They suggested that the dynamic wave 
velocity increases and the kinematic wave velocity decreases with increasing 
void fraction (as found in the Park et al, 1994 observations). These two wave 
velocities will reach to a cross point which corresponds to the flow regime 
transition (breakdown) point, shown in Figure 2.7. The detailed theory and model 
will be presented in Chapter 3 and Appendix 1, respectively.  
 
Figure 2.6  Cross-correlation for jf = 5.71 cm/s; (a) α = 5.93%; (b) α = 8.35%; 
(c) α = 17.45% (Park et al., 1994). 
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Figure 2.7  Propagation of void wave instability until breakdown occurs. 
 
 
Cheng et al. (1996) extended the research of bubble-to-slug flow regime 
transition to large pipe sizes by using a 150 mm diameter pipe. Traditional slug 
flow does not exist, instead, there is a very gradual transition to a type of churn 
flow as the gas flow rate is increased as can be observed by analyzing PDF 
curves (shown in Figure 2.8). These curves are valuable for flow regime 
identification in this study. 
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Figure 2.8  PDF plots at constant water velocity of 0.65 m/s (Cheng et al., 
1996). 
 
Sun. et al. (2002) used a 112.5 mm diameter pipe and made the significant 
observation (using CCD photography) that Taylor bubbles appear at a water 
velocity of 0.011 m/s and a gas velocity of 0.106 m/s with a void fraction of 
21.5%. The void fraction waves and spectral distribution plot are shown in Figure 
2.9. It was concluded that the formation of a Taylor bubble in slug flow is not a 
transition process involving the gradual coalescence of bubbles, but a transient 
process driven by void fraction waves. Large vortices with a large quantity of 
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bubble clusters are formed randomly at water velocity 0.15 m/s and gas velocity 
0.122 m/s (turbulent flow) due to the high Reynolds number and intense 
turbulence; this leads to bubble coalescence and Taylor bubble formation. Flow 
regime transition is therefore from bubbly to cap-bubbly and then turning 
gradually to churn flow with increasing mean void fraction, while the slug flow 
regime is not observed.  
 
  
(a)                          (b) 
Figure 2.9  The void fraction waves and spectral distribution in (a) bubbly flow 
and (b) slug flow (Sun, B. et al. 2002). 
 
In summary, churn flow is the dominant regime in large vertical pipes under the 
conditions where in small-diameter pipes slug flow is present. Instability of void 
wave propagation, which is proved in relation with bubble-to-slug flow transition 
in small diameter pipes, strongly depends on the bubble size rather than pipe 
diameter. Further investigation of the role of void waves in larger diameter pipes 
is presented in Chapter 5.  
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2.3 Liquid Transport in Churn Flow 
 
The transition from slug to churn flow in small diameter pipes is due to the 
occurrence of flooding. Thus, in the Taylor bubble in slug flow, the combination of 
the upwards velocity of the gas in the bubble and the downwards falling film 
around the bubble is such as to cause flooding to occur – that is, the formation of 
a large wave on the film and the consequent upwards transport of the liquid 
leading to a breakdown of slug flow. This mechanism was originally proposed by 
Nicklin, et al. (1962). The influence of Taylor bubble study was included in an 
improved analysis by Jayanti and Hewitt (1992).  
 
In churn flow itself (as will be demonstrated in the work described in Chapter 5 of 
this thesis) there is a continuous gas core with periodic upwards and downwards 
flow in the liquid film at the wall. Churn flow probably has a similar mechanism in 
larger diameter pipes but the transition must clearly be different since slug flow 
does not exist in larger diameter pipes. The transition must correspond to a 
situation where the liquid transport (in the film and as droplets in the gas core) is 
sufficient to transport upwards the whole of the liquid feed.  
 
Govan et al. (1991) have carried out a series of split flow experiments in a 32 
mm diameter vertical pipe. The test apparatus used is shown in Figure 2.10. The 
experiments give the maximum liquid flow rate which can be carried upwards. 
An important class of counter-current two-phase flow is that of falling-film flow, in 
which a gas flows upwards, counter-current to a liquid film on the channel walls, 
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falling under gravity. When gas velocity further increases to the "flooding" point, 
which represents a limit to the pure counter-current flow region, a large 
interfacial wave is formed and moves upwards. The wave sheds liquid and this 
liquid moves downwards towards the next wave where it is picked up and carried 
upwards. This flow mechanism was investigated by Hewitt et al (1985) and 
would be expected to apply in both small diameter and large diameter tubes.  
 
Figure 2.10  Outline of split flow experimental facility (Govan et al, 1991). 
 
The slug – to - churn transition is almost certainly related to flooding in the Taylor 
bubble as described above. A typical model for the transition based on this 
concept is that of McQuillan and Whalley (1985). Jayanti and Hewitt (1992) 
further examined the slug-to-churn transition criteria and produced a new model 
which takes account of the effect of film length of flooding. A systematic 
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investigation of alternative models is reported by Watson and Hewitt (1999) 
which confirmed the mechanism proposed by Jayanti and Hewitt and concluded 
that alternative mechanisms (such as the bubble crowding mechanism 
suggested by Barnea and Brauner, 1986) do not adequately predict the effect of 
pressure. The flooding correlation proposed by Jayanti and Hewitt for use in the 
slug/churn transition is as follows: 
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**                                        (2.46) 
 
where the coefficient m is a function of L/D (pipe length/diameter) and is given 
by: 
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The non-dimensional gas and liquid superficial velocities,  and , 
respectively, are defined as: 
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There has been little investigation of the extent of liquid entrainment in churn 
flow. This is possibly because the conventional method for measuring 
entrainment in annular flow (i.e. removing the liquid film through a porous wall 
section and determining the entrained flow as the difference between the total 
liquid flow and the film flow) cannot be applied in the reversing film situation in 
churn flow.  
 
Studies of churn flow are reported by Barbosa et al. (2001, 2002). The Barbosa 
et al (2001) paper discuses the modelling of the movement of the liquid film in 
churn flow by using visualisation experiments and improving the models 
suggested by Hewitt et al. (1985) to calculate the transient wave amplitude and 
wave velocity. Following some early work by Wallis (1962), Barbosa et al. (2002) 
conducted a series of experiments using the Imperial College LOng TUbe 
System (LOTUS) air-water facility (Figure 2.11) to measure the mass flux of 
liquid drops in the gas core (Figure 2.12).  
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Figure 2.11  Schematic diagram of the LOTUS facility. 
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Figure 2.12  Experimental setup for gas and liquid collection using the isokinetic 
sampling probe. 
 
The mass flow rate of liquid entrained as droplets, , is calculated through an 
integration of the local entrained liquid mass flux profile over the area of the gas 
core. And the entrained fraction is defined as the ratio between entrained and 
overall liquid mass flow rate demonstrated as: 
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The empirical correlation has finally been suggested at the onset of annular flow 
for the prediction of the fraction of liquid entrained as droplets (Barbosa et al., 
2002): 
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2.4 Bubble Size Evaluation 
 
It has been suggested that flow regime transitions in large diameter pipes are 
related to bubble size changes (Cheng et al., 1998; Prasser et al., 2005). This is 
because of the consequence of bubble coalescence and breakup and the 
limitation of cap bubble size. In two-phase flow, bubbles coalesce and break up 
naturally because of several different mechanisms. Some of the more significant 
publications in this area are reviewed below in order to provide a basis for 
understanding the nature of bubble movement, the bubble size distribution, 
empirical correlation predictions for large pipes and the associated population 
balance model.  
 
2.4.1 The nature of bubble movement 
 
The equilibrium of between bubble coalescence and bubble breakup can be 
shifted when the bubble density is increased as a result of increased gas flow 
rate, since the coalescence rate increases with the square of bubble number 
density, while the breakup rate is only proportional to the bubble density (Prince 
and Blanch, 1990a,b). The bubble breakup rate also strongly increases with the 
bubble diameter. Increasing the superficial gas velocity will therefore accelerate 
the rate of coalescence, resulting in the formation of an increasing number of 
larger bubbles (diameter > 5.5 mm), which migrate towards the pipe centre. If 
enough large bubbles are generated by coalescence in the wall region, some of 
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them can reach the core without having undergone breakup (Krepper et 
al.,2005) 
 
Lucas et al. (2003) and Krepper et al. (2005) have shown that small bubbles 
move towards the wall, while the larger bubbles migrate towards the pipe core, 
that is, from high-shear to low-shear regions. The size of the relatively small 
bubbles increases since the rate of energy dissipation also increases with 
bubble size (see Figure 2.13) and such bubbles grow further by coalescence 
with other bubbles in the core where the breakup rates are low in relation to 
those near the wall (see Figure 2.14). This mechanism, which involves the 
generation of a bubble size distribution and radial variations of the gas fraction, 
may be a key factor in determining the flow regime transition in large diameter 
pipes.  
 
 
 
Figure 2.13  Profile of the dissipation rate of turbulent energy (Krepper et al., 
2005). 
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Figure 2.14  Bubble generation and direction of motion in small diameter pipe 
(Krepper et al., 2005). 
 
Prince and Blanch (1990a,b) have proposed a phenomenological model for the 
rates of bubble coalescence and bubble breakup in turbulent gas-liquid 
dispersions. In bubble coalescence, turbulent collision rates, buoyancy-driven 
collision rates, laminar shear collision rates and collision efficiency are 
considered. Bubble breakup results from collision of bubbles with turbulent 
eddies. The relationship between bubble size and bubble coalescence/breakup 
rates is presented in Figure 2.15 which indicates that when bubble grows to a 
size greater than approximately 0.06 cm3 in volume the breakup rate is much 
higher than the coalescence rate. In addition, the results of Prince reveal that 
bubble coalescence and breakup rates strongly depend on bubble size.  
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Figure 2.15  Bubble coalescence and breakup rates as a function of bubble 
size (Prince and Blanch, 1990a,b). 
 
2.4.2 Distribution of bubble size in large diameter pipes 
 
Bubble size is an important factor in bubble coalescence and breakup rates, s 
discussed in the previous section. It is important to understand the bubble size 
distribution in small and large diameter pipes so that the differences of flow 
regime transition and formation/deformation mechanisms of Taylor bubbles can 
be further elucidated. Delfos et al. (2001) has proposed that a balance be carried 
out on a Taylor bubble as shown in Figure 2.16 where the fluxes of gas and liquid 
into and out of the Taylor bubble are taken into account: 
 
 In advance of the Taylor bubble there is a mixture of liquid and small 
bubbles. The gas is from this mixture is considered to coalesce with the 
0.06 
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Taylor bubble (flux ΦA); the liquid falls as a film around the bubble (flux ΦL). 
 
 At the lower end, the slug gains liquid (flux ΦL) from the film running down 
around the Taylor bubble above it. With this film, gas can be swept from the 
Taylor bubble into the slug to form small bubbles, the so-called entrainment 
flux Φc. 
 
 Part of these bubbles may re-coalescence with the Taylor bubble in its wake 
(flux ΦB); the others are dispersed into the slug. 
 
 
 
Figure 2.16  Gas balance of a Taylor bubble in slug flow (Delfos et al., 2001). 
51 
 
 
It must be noted that a 100 mm diameter pipe is chosen in the Delfos et al. (2001) 
study with a corresponding large difference between the free rise velocity of a 
Taylor bubble, U0, and that of small dispersed bubbles in the slug below this 
bubble. The latter is typically 0.2-0.25 m/s in water over a large range of bubble 
diameters (Wallis, 1969). However, U0 does depend on the tube diameter (Sun, 
et al., 2002). In a small diameter pipe, Bacon et al. (1995) use U0 = 0.26 m/s 
while Riiser et al. (1992) and Su and Metcalfe (1997) give U0 = 0.24 m/s; this 
implies that entrained bubbles do not escape from the wake of the Taylor bubble, 
and consequently re-coalesce with it. This phenomenon was first noted by 
Fernandes et al. (1983). In the larger (100 mm) diameter case studied by Delfos 
et al. (2001) U0 = 0.35 m/s and entrained bubbles can be swept away from the 
Taylor bubble. Thus, in a larger diameter pipe, any gas lost from the tail of the 
large bubbles may not re-coalesce and this may inhibit growth towards a Taylor 
bubble which fills the pipe. This is consistent with the results of Prasser et al 
(2005) as shown in Figure 2.17.  
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(a)        (b) 
Figure 2.17  Flow regime in (a) large 194.1 mm; (b) small 51.2 mm diameter 
pipe (Prasser et al., 2005). 
Slug flow and Taylor bubble No conventional slug flow 
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2.4.3 Empirical correlations to evaluate bubble size in large diameter pipes 
 
Bubble size is commonly evaluated as Sauter mean diameter in two phase flow. 
However, Sauter mean diameter is determined assuming a spherical bubble 
shape using the relationship between void fraction and interfacial area. In the 
real situation, cap shape bubbles also exist and the interfacial area is very 
difficult to be obtained. Despite this, correlations have been produced for bubble 
size in large diameter pipes and the following sections introduce some of the 
more significant of these.  
 
2.4.3.1 Yoneda correlation (Yoneda et al., 2002a) 
 
Yoneda et al. (2002) have carried out experiments using a 0.155 m diameter and 
3.7 m height pipe. The test superficial gas and liquid velocities ranged from 0.01 
m/s to 0.25 m/s and 0.21 m/s to 0.59 m/s, respectively. Data on local void 
fraction, bubble chord length and gas velocity were obtained at an operating 
pressure of less than 0.5 MPa. The Sauter mean diameter was obtained via 
Equations 2.53 and 2.54.  
 
SM
G
d
a
6
int                                                 (2.53) 
 
where inta  is the weight averaged interfacial area density, G  is the gas void 
fraction and the Sauter mean diameter can be represented as: 
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where   and L  stand for surface tension and density of liquid, We is Weber 
number and VR is the relative velocity. 
 
An empirical correlation was proposed for Sauter mean diameter as follows: 
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where constants a, b, c, n are 10.06, -0.098, 0.118 and 0.35, respectively. P/P0 is 
the ratio of pressure to atmospheric pressure, whereas G  stands for the gas 
void fraction. The   is the density difference between gas and liquid. 
 
2.4.3.2 Grevskott correlation (Grevskott et al., 1996) 
 
Grevskott et al. (1996) made bubble size distribution measurements in a 
two-phase bubble column with inner diameter 0.288 m diameter and height 4.25 
m. The inlet bubble size was 1 mm and the test superficial gas and liquid 
velocities are ranged from 0.02-0.18 m/s and 0.006-0.02 m/s, respectively. The 
results were used to develop an empirical correlation for bubble size evaluation 
(Equations 2.56 to 2.62). The bubble size changes are considered because of 
55 
 
turbulent kinetic energy dissipation.  
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2.4.4 Population balance model 
 
The bubble size can also be evaluated (in principle) by using the population 
balance equations (PBE). The aim of the population balance model is to predict 
the evolution of the distribution of one or more properties that characterize the 
individual particulate entities, and the dynamic PBE is in essence a 
number-balance equation describing this evolution. In its most general form, the 
continuous PBE is a dynamic transport equation that describes the temporal 
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evolution of population density as a result of four particulate mechanisms: 
nucleation, growth, aggregation and breakage, as well as transport due to the 
flow field (Rigopoulos and Jones, 2003): 
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where the change of population density n in a position xi at time t with velocity ui 
would be the consequence of birth mechanisms of nucleation, growth and 
breakage (Bnuc, Bgrow and Bbr) and deformation mechanisms of aggregation and 
breakage (Dagg and Dbr). 
 
Written thus, the PBE refers to a state space comprised of time, physical space, 
and an additional number of dimensions that represent the characteristic 
properties of the particles whose distribution we wish to calculate (often referred 
to as internal coordinates). 
 
The PBE yields analytical solutions for only a few special cases. Numerical 
solution of the PBE remains a considerable challenge, however, largely due to 
the integral form of the aggregation and breakage terms, and most approaches 
seem to have been tailored to specific applications (Rawlings et al., 1993). 
Commonly, numerical methods for the PBE can be classified in two broad 
categories: 
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(1) Methods that retrieve the distribution by approximating the solution with a 
series of trial functions, whole coefficients are to be determined so that their 
sum will satisfy the PBE. When these functions are global, the scheme is a 
variation of the method of weighted residuals; in essence, the method of 
moments also belongs to this class (Ramkrishna, 1985).  
 
(2) Methods that discretize the spectrum of the independent variable into a 
number of intervals and subsequently use the mean-value theorem to 
transform the continuous PBE into a series of equations in terms of either 
number of particles or average population density in each class. These 
methods are often referred to as discretized population balances (DPBs) 
(Rigopoulos and Jones, 2003).  
 
The selection of an appropriate method for implementation depends upon the 
bubble coalescence and breakup kernels. This will be discussed in Chapter 6. 
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2.5 Computational Fluid Dynamics Simulation 
 
CAE (Computational Aided Engineering) is attracting intensive focuses on 
practical applications in industry.  CFD (Computational Fluid Dynamics) and the 
associated numerical methods are structured for general use.  Because they 
can simulate and predict fluid properties without conducting experiments, this 
can save cost and time. The finite difference method, the finite element method 
and the finite volume method are commonly used in CFD.  
 
2.5.1 Prediction of flow regime and its transition using CFD 
 
In the past two decades, a considerable effort has been made to represent and 
understand the complex hydrodynamics of air-water bubble columns with the aid 
of CFD for a constant bubble size (Joshi, 2001, Jakobsen et al., 2005, Monahan 
et al., 2005). But the onset of flow regime transition in bubble column is mainly a 
consequence of bubble coalescence and breakup. Thus, the theoretical 
prediction of flow regime transition requires the determination of the evolution of 
bubble size distributions in the column as a result of bubble coalescence and 
breakup interactions (Ribeiro Jr, 2008). Despite the fact that very few CFD 
studies have performed which consider bubble size distribution, the simulations 
carried ou so far are still able to provide some useful information, such as the 
optimum grid size and preliminary simulation comparisons between small and 
large diameter pipes.  
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Monahan et al. (2005) have proposed the maximum grid size has to be less than 
0.25 cm otherwise the flow regime transition from homogenous phase 
distribution (bubble flow) phase to a heterogeneous phase distribution (slug, 
churn and annular flow) cannot be observed in CFD simulations. This can be 
seen in Figure 2.18. The multiphase flow model selected for its study is implicit 
continuous-fluid Eulerian method. In addition, the CFD work also reveals 
differences in water volume fraction profiles between small and large columns as 
shown in Figure 2.19. Clearly, the column diameter is an important factor 
affecting the flow regime simulations. This is consistent with the main aim of this 
study to investigate the pipe diameter effect. 
 
On the basis of the past research summarised above, a grid size 0.25 cm or 
smaller and the Eulerian averaging method (introduced briefly in Section 2.5.2 
below) have been applied in the CFD work carried out in the present project.  
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Figure 2.18  Water volume fraction profiles for different grid sizes (A) 2-D, 1.0 
cm, (B) 2-D, 0.25 cm, (C) 2-D, 0.10 cm, (D) 3-D, 0.25 cm 
Monahan et al. (2005). 
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Figure 2.19  Qualitative analysis of the effect of column diameter on the water 
volume-fraction profiles in the heterogeneous flow regime Left: 6 
cm column, Right: 40 cm column Monahan et al. (2005). 
 
 
2.5.2 General introduction of Eulerian averaging method 
 
For a generalized function ),,,( tzyx , the most widely-used Eulerian 
averaging includes time averaging and volumetric averaging. The Eulerian time 
average is obtained by averaging the flow properties over a certain period of 
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time, Δt, at a fixed point in the reference frame: 
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Eulerian volumetric averaging is usually performed over a volume element, ΔV, 
around a point (x,y,z) in the flow. For a multiphase system that includes N 
different phases, the total volume equals the summation of the individual phase 
volumes: 
 



N
k
kVV
1
                                                 (2.64) 
 
The volume fraction of the kth phase, εk, is defined as the ratio of the elemental 
volume of the kth  phase to the total elemental volume for all phases 
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The volume fraction of all phases must sum to unity: 
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Eulerian volume averaging is expressed as 
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In the present study, the code STARCD, which is the only CFD commercial code 
which has a model (the “S-gamma model”), was used to evaluate dynamic 
bubble size changes, and to carry out a series of numerical simulations in order 
to understand the bubble size evolution. This work will be discussed in Chapter 
7. 
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CHAPTER 3 
 
BUBBLE FLOW: ANALYSIS OF HARWELL SMALL DIAMETER TUBE DATA 
 
In small diameter pipes, an important mechanism for the bubble flow to slug flow 
transition is the formation of void waves (Beisheuval and Gorissen, 1990, Park et 
al., 1994, Song et al., 1995). Within the void wave, bubbles can remain in close 
proximity long enough to coalesce. In small diameter pipes, this coalescence 
process can lead to the formation of bubbles whose diameter is close to the 
diameter of the pipe – i.e Taylor bubbles and hence the transition to slug flow. 
This chapter describes work aimed at investigating the relationship between void 
wave growth and the bubble/slug transition observed in some (previously 
unpublished) studies carried out at the UKAEA Harwell Laboratory in the 1960’s. 
This data is analysed not only from the point of view of the bubble/slug transition 
but also in terms of the observed void fractions and pressure gradients. In what 
follows, Section 3.1 describes the experiments and presents the basic data. 
Section 3.2 discusses the prediction of the bubble/slug transition from void wave 
theory and Sections 3.3 and 3.4 discuss the interpretation of the data on void 
fraction and pressure gradient respectively. Finally, Section 3.5 summarizes the 
conclusions from this exercise.  
 
3.1. Harwell Bubble Flow Experiments 
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The experiments analysed in what follows were carried out at the UKAEA 
Laboratories at Harwell, Oxfordshire, England in the 1960’s. Perhaps the most 
remarkable finding from these experiments was the fact the flow conditions (and 
related void fraction) for the transition from bubble flow to slug flow were 
independent of pipe length. Though this finding was reported briefly in a review 
paper by Hewitt (1990) the results of this study have not so far been published in 
detail.  
 
3.1.1. Experimental set up 
 
The Harwell experiments were carried out with upwards air/water flow at 
atmospheric temperature (22 ± 3℃). The water was circulated using a 
centrifugal pump and the air was derived from the Harwell site mains. Both 
streams are metered using calibrated variable area flow meters. The test section 
is comprised of flanged lengths of 31.8 mm i.d. acrylic resin tubing which is 10.8 
m in height. The outline of the Harwell test rig is illustrated in Figure 3.1. The air 
was injected at the wall of the channel through a porous wall section and the 
bubbles generated were observed to have an approximately uniform diameter of 
around 3.0 mm. The superficial gas velocity ranged from 0.02 to 1.05 m/s and 
the superficial liquid velocity ranged from 0.0178 to 0.949 m/s. The experiments 
were all in the bubble flow regime. The transition to slug flow was detected by 
the onset of pressure fluctuations arising from the passage of large bubbles 
through the valve restricting the outlet of the pipe.  Accurate values of void 
fraction could be obtained using the quick closing valve technique as illustrated 
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in Figure 3.2. When steady state flow was reached, the valves were manually 
closed and the water trapped between the valves was drained out and its volume 
measured. The volume of the trapped channel occupied by the gas phase can 
then be estimated and thus void fraction determined. The void fraction could be 
measured reproducibly to around ±1%. The quick closing valve unit was 
mounted in the same physical position and the injector was moved relative to it 
to obtain a variable length of channel (see Figure 3.1).   
 
 
 
Figure 3.1  Illustration of Harwell experiment test rig. 
 
Measurement of 
pressure drop and 
void fraction 
Measurement of 
void fraction 
Measurement of 
void fraction 
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Figure 3.2  Outline and cross-section of void fraction measuring plug valves. 
 
3.1.2. Void fraction and breakdown data 
 
At a fixed liquid velocity, the void fraction is measured by increasing gas velocity 
until bubble-to-slug flow transition (as detected by pressure fluctuations arising 
from the passage of large bubbles through the outlet valve) occurs as shown in 
Fig. 3.3 (which was obtained for Position 1 – see Figure 3.1). The transition point 
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is called the breakdown point hereafter. The void fraction at breakdown initially 
increases and then decreases with liquid velocity as shown. The measured void 
fractions for breakdown at Position 1 (see Figure 3.1) range from 25% to 50%. 
This range is typical of the values found in previous work; Dukler et al. (1988) 
suggest a maximum critical void fraction is about 52%.  
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Figure 3.3  Plots of Harwell void fraction data and breakdown points at different 
liquid velocities for position 1 (see Figure 3.1). 
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Figure 3.4 shows the void fraction and breakdown data for all 3 positions (see 
Figure 3.1). The measured void fraction is relatively insensitive to position 
though there is some effect at the lowest liquid flow rate. However, the most 
important finding is that the conditions (gas flow rate, liquid flow rate and the 
consequential void fraction) for breakdown are independent of length. This 
implies that the breakdown mechanism is not associated with gradual 
coalescence of the bubbles (as has been widely assumed in the past - Das et al., 
2009, Sen, 2009, Cheng et al., 1998). Rather, the transition is associated with 
the gas and liquid flow rates (and consequential void fraction) and does not 
depend on length. Once the critical conditions of phase flowrates (and 
consequential void fraction) are reached, then rapid wave growth occurs with the 
transition to slug flow being initiated, even with the shorter tube length studied. In 
Section 3.2 below, evidence is presented which strongly supports the concept 
that the transition is caused by the formation of void waves. The implication is 
that the bubble size remains approximately constant until the formation of such 
void waves.  
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Figure 3.4  Plots of Harwell void fraction data and breakdown data for three test 
section lengths at (a) higher and (b) low liquid velocity.  
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3.1.3. Pressure gradient data 
 
The data obtained for pressure gradient for position dP6-7 (see Figure 3.1) are 
shown in Figure 3.5; the measurement accuracy is within ± 0.5 cm Hg (± 665 Pa). 
The pressure gradient falls with increasing gas velocity, mainly due to the 
reducing magnitude of the gravitational component of the pressure gradient. 
Further analysis of this data is given in Section 3.4 below.  
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Figure 3.5  Plots of Harwell pressure gradient data at different liquid velocities. 
 
 
3.2. Prediction of Transition between Bubble Flow and Slug flow 
 
In this Section, the concept of void wave growth as being the underlying 
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mechanism for transition from bubble flow to slug flow is explored in the context 
of the Harwell data. Section 3.2.1 introduces the void wave concept and Section 
3.2.2 presents comparisons between the breakdown observations in the Harwell 
experiments and the predictions of a void wave theory (namely that of 
Biesheuvel and Gorissen, 1990). These predictions were made for the observed 
bubble size of 3 mm but were interesting to explore the effect of bubble size and 
the results of such an exploration are given in Section 3.2.3.  
 
3.2.1 Void wave growth 
 
In normal bubble flow, it seems likely that inter-bubble collisions do not lead to 
coalescence and the creation of large bubbles and a transition to slug flow. 
Rather, there is insufficient time for the thin liquid film between the colliding 
bubbles to drain (leading to coalescence) before the bubbles separate. However, 
conditions can exist in which bubble concentration waves (void waves) are 
formed; within such waves, the concentration of bubbles is increased and their 
freedom of motion is restricted – thus promoting coalescence and a transition to 
slug flow. 
 
The literature on bubble flow was discussed in Chapter 2; some authors (for 
instance, Park et al., 1994 and Song et al., 1995) have suggested that the flow 
regime transition from bubble flow to slug flow is due to void wave growth but 
others have postulated different and more complex mechanisms. The Harwell 
data provide an opportunity for quantitative testing of the void wave hypothesis 
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and, in this context, the void wave theory of Biesheuvel and Gorissen (1990) has 
been used as a basis. The key features of this model are summarised below; a 
more detailed description is given in Appendix 1 . Other work on void waves is 
summarised in Chapter 2. 
 
Two principal types of wave can be distinguished which relate to the behaviour of 
bubbly flow and many other systems, namely kinematic (or continuity) waves 
and dynamic waves. A useful introductory discussion of such wave phenomena 
is given by Wallis (1969). Wallis used the term continuity wave rather than 
kinematic wave; here we follow Biesheuvel and Gorissen (1990) and adopt the 
term kinematic. The two types of wave may be described as follows: 
 
(1) Kinematic waves occur when the steady equilibrium flow of a substance 
depends on the amount of the substance which is present. For example, 
the flow of water in a river depends on the water depth, the flow rate of 
cars on a highway depends on the traffic density and (in the case 
considered here) the flow rate of gas bubbles in two phase flow in a 
conduit depends on the concentration of the bubbles, i.e on the void 
fraction. Kinematic waves are propagated in the direction of flow at a 
velocity c0 and it is possible to calculate this velocity from a knowledge of 
the relationship between flow and concentration.  
(2) Dynamic waves occur whenever a net force on a flowing substance is 
produced by a concentration gradient. In contrast to kinematic waves, 
dynamic waves travel both upstream and downstream with velocities c- 
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and c+ respectively. Again, it is possible to estimate the dynamic wave 
velocities from a model of the flowing system.  
 
The condition for stability of the system can be stated as:  
 
  ccc 0                                        (3.1) 
 
In other words, the kinematic wave must be travelling at a velocity greater than 
the downstream-travelling dynamic wave and at a velocity less than the 
upstream-travelling dynamic wave. Systems which do not obey Equation 3.1 are 
unstable to concentration perturbations (Whitham, 1959, 1974). In the case 
studied here, a bubble flow which does not obey the criterion specified by 
Equation 3.1 will be unstable. This (“void wave”) instability may lead to the 
transition to slug flow in smaller diameter pipes (as discussed in this Chapter) or 
to a change in the nature of the bubble flow in larger diameter pipes (as 
discussed in Chapter 4). To predict this instability, expressions are needed for c0, 
c- and c+; such expressions have been derived by Biesheuvel and Gorissen 
(1990) based on phenomenological reasoning.   
 
For the kinematic wave velocity c0, Biesheuvel and Gorissen (1990) give the 
following expression:  
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where UL0 and UG0 are the actual liquid and gas velocities and 0  is the void 
fraction. The subscript 0 refers to the unperturbed state. Note that the total fluid 
velocity in the unperturbed state is given by:  
 
00000 )1( LG UUU                                           (3.3) 
 
)(0 f is a function representing the effect of hydrodynamic interactions between 
the bubbles on the mean frictional force. )(0 f  has a value of unity for 
vanishingly small void fraction. )(0 f  is given as the ratio between the rise 
velocity of a single bubble in an infinite fluid ( v ) and the actual bubble velocity 
( )(0 v ). Biesheuvel and Gorissen (1990) assumed the following equation for 
v : 
l
GL gav
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)( 2
                                              (3.4) 
where L  and G  are the liquid and gas densities, g the acceleration due to 
gravity, a the bubble radius and L  the liquid dynamic viscosity. Experiments 
suggest that )(0 v is given by: 
 
pvv )1()(0                                                (3.5)  
 
where p is an exponent having a value in the range 1.8 to 2.3; Biesheuvel and 
Gorissen assumed a value of 2.0 for p from which it follows that: 
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The prime in 

0f  denotes differentiation with respect to   and it follows from 
Equation 3.6 that:  
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Biesheuvel and Gorissen derived the following equation for c- and c+:  
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The function )(0 m  represents the effect of hydrodynamic interactions and is 
given by Biesheuvel and Gorissen as follows: 
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Again, the prime in 

0m indicates differentiation with respect to   and it thus 
follows that:  
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In Equation 3.8, )( e  is an effective relaxation time and this is given 
(Biesheuvel and Gorissen, 1990) as follows: 
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Also in Equation 3.8, ep  is the (assumed dominant) kinetic contribution to 
pressure and is given by:  
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where )()( 2 avv is the mean square of the bubble velocity fluctuations and n is 
the bubble number density (= )
3
4
/( 3a ). Following Batchelor (1988), 
Biesheuvel and Gorissen obtained:  
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where cp  is the void fraction of the closest packing of the bubbles (Biesheuvel 
and Gorissen assumed cp = 0.62). Note that it is 

ep  (i.e. the differential of ep  
with respect to   ) rather than ep which is used in Equation 3.8.  
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The final term to be defined in Equation 3.8 is e  which is an effective diffusivity 
for number density and is given by: 
 
2/1
0 )]()[(  Have                                          (3.16) 
 
To illustrate the application of the Biesheuvel and Gorissen methodology, values 
of c+ , c- and c0 calculated for one of the Harwell data points (for a liquid velocity 
of 0.936 m/s and a gas velocity of 0.8 m/s and a bubble size of 3 mm) are shown 
in Figure 3.6. As will be seen, the condition for wave growth in this situation 
occurs at a void fraction of around 0.35. 
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Figure 3.6  Propagation of void wave instability until breakdown occurs. 
 
3.2.2 Comparison of void wave growth and bubble/slug transition.  
 
The condition for void wave growth was determined for the Harwell data using 
the procedure described in Section 3.2.1 and the results are presented in Figure 
3.7. As will be seen, there is a close correspondence between the conditions 
predicted for the onset of void waves and the observed bubble/slug transition, 
particularly at high liquid velocity. It may be concluded, therefore, that void wave 
instability is the dominant mechanism for bubble-to-slug flow transition for the 
conditions in these experiments.  
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Figure 3.7  (a) Prediction of breakdown trends using Biesheuvel and Gorissen 
(1990) model based on Harwell test conditions. (b) Comparison of 
breakdown trends between Harwell data and Biesheuvel and 
Gorissen (1990) prediction. 
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3.2.3 Effect of bubble size 
 
In the calculations reported in Section 3.2.2, a constant bubble diameter of 3 mm 
was assumed consistent with the experimental observations. However, it is 
interesting to investigate, using the Biesheuvel and Gorissen (1990) void wave 
theory, the potential influence of bubble size. The work of Park et al. (1994) and 
Song et al (1995) suggested that bubble size (and the related bubble rise 
velocity) played the most important role in the formation of void waves.  In the 
Biesheuvel and Gorissen (1990) theory, the calculation of )( e , the effective 
relaxation time (see Equation 3.11), is dependent on bubble radius a and this 
leads to an effect of bubble size on the predicted transition. The effect of bubble 
size on predicted void wave growth was estimated for the conditions of the 
Harwell experiments and the results are shown in Figure 3.8. As will be seen, the 
predicted breakdown conditions are (expected) affected by bubble size, the void 
fraction for transition increasing with increasing bubble size.  
 
82 
 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
5
10
15
20
25
30
35
40
45
50
55
60
65
U
L
 = 0.0178 m/s
U
L
 = 0.081 m/s
U
L
 = 0.164 m/s
U
L
 = 0.407 m/s
U
L
 = 0.949 m/s
 Harwell data
 B&G model _  3 mm
 B&G model _  5 mm
 B&G model _10 mm
Breakdown Trend
Gas Velocity (m/s)
V
o
id
 F
ra
c
ti
o
n
 (
%
)
Figure 3.8  Comparison of predicted breakdown trend with different bubble size. 
 
 
3.3. Analysis of Void Fraction Data 
 
It is interesting to compare the void fraction data obtained in the Harwell 
experiments (see Figure 3.3) with published correlations. The usual procedure 
for predicting void fraction in bubble flow is to use the drift flux model as 
described in Chapter 2. Here, three alternative drift flux correlations are 
compared with the data, namely those of Collier and Thome (1994), Chexal et al. 
(1991) and Hibiki and Ishii (2002). Note that the detail descriptions of Chexal et 
al. (1991) model please see Section 2.1.3. 
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Hibiki and Ishii (2002) suggested the following relationships for the distribution 
parameter and the drift-flux velocity: 
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Comparisons between the Harwell data and the drift-flux correlations mentioned 
above are presented in Figure 3.9. It can be seen that the Chexal et al. (1991) 
correlation gives excellent agreement for all liquid velocities. The Collier and 
Thome (1994) correlation also predicts the data well with the exception of the 
data for the lowest liquid velocity. However, considerable differences between 
measured and predicted values are seen over the whole range of velocities for 
the correlations of Hibiki and Ishii (2002).  
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(b) 
Figure 3.9  Comparisons of Harwell void fraction data against the other drift-flux 
correlations at (a) higher and (b) low liquid velocity. 
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3.4. Analysis of Pressure Gradient Data 
 
3.4.1. Pressure gradient and its constituent components 
 
In the Harwell experiments, the total pressure drop was measured to ± 0.5 cm 
Hg (±665 Pa); the measured total pressure drop data is given in Figure 3.5. The 
pressure drop data consists of three components, acceleration, gravitational, 
and frictional pressure gradient, respectively. The acceleration pressure gradient 
is small for the data considered here and is neglected. Thus, the frictional 
pressure gradient is determined by differencing the overall pressure gradient 
and the gravitational pressure gradient the latter being given by g((1-α)L+ αG). 
The results are illustrated in Figures 3.10 and 3.11. As will be seen, the pressure 
drop is dominated by the gravitational component, particularly at the lower liquid 
flow rates. This means that the frictional component cannot be estimated very 
accurately since there are errors in both the measurement of total pressure drop 
(± 665Pa and thus within the range 500-600 Pa/m) and void fraction (±0.01). 
This results in errors in the estimation of the frictional pressure gradient (see 
Figure 3.12).  
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Figure 3.10  Total and gravitational pressure gradient from the Harwell data 
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Figure 3.11  Components of pressure gradient for the Harwell data  
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Figure 3.12  Frictional pressure gradients estimated from the Harwell data 
showing error range.  
 
It is interesting to compare the frictional pressure gradients with those estimated 
from published correlations and such comparisons are typified by those shown in 
Figure 3.13 for the data for a liquid superficial velocity of 0.949 m/s. The data 
were compared with the correlations of Lockhart and Martinelli (1949), 
Chisholm(1973), Friedel (1979, 1980), Mishima and Hibiki (1996) and Lee and 
Lee (2001) and with the homogeneous model. As will be seen, the best 
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agreement with the data is given by the Friedel (1979, 1980) correlation. 
However, it should be noted that there is a considerable spread in the 
predictions which demonstrates the generally poor performance of this type of 
correlation; this is consistent with the findings of Hewitt (2004). The performance 
of the homogeneous model is explored further in Section 3.4.2 below.  
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Figure 3.13  Comparison of Harwell frictional pressure drop data against 
published frictional pressure drop correlations. 
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3.4.2. Friction factor 
 
Bubbly flow is a reasonably well-mixed flow and might be expected to be fitted 
reasonably well by the homogeneous model (though there is relative motion 
between the bubbles and the liquid). However, there are difficulties in applying 
such a model. Firstly, there is the problem of designating the mixture physical 
properties and, secondly, there is the unknown effect of the influence of the 
second (bubble) phase on the frictional drag of the continuous phase. It is 
interesting to consider the results for frictional pressure gradient in terms of a 
two-phase friction factor (fTP) which can be defined in terms of the conventional 
equation: 
 
2 42 wallF TP
H
dp f m
dz D D


 
                                    (3.19) 
 
where m is the mass flux of the mixture, D is the tube diameter, dpF/dz the 
frictional pressure gradient, wall  the wall shear stress and H  is the 
homogeneous density of the fluid given by: 
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                                    (3.20) 
 
A two-phase Reynolds number may be defined as:  
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where TP  is a two phase viscosity. A variety of expressions exist in the 
literature for TP ; one of the most common ones is as follows:  
 
LGTP
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
)1(1 

                                     (3.22) 
 
where x is the quality (weight fraction of the flow which is gas) and μG and μL are 
the gas and liquid viscosities respectively. By analogy with single phase flow , 
the two phase friction factor would be obtained from: 
 
25.0Re079.0  TPTPf
                                    (3.23) 
 
Comparisons of the calculated friction factors with those obtained from the 
above equation are shown in Figure 3.14.  
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Figure 3.14  Comparison of friction factors calculated from the Harwell data with 
those calculated from Equation 3.23. 
 
The results show that the friction factors estimated from the data are much 
higher than those calculated from Equation 3.23 which indicates a drag 
enhancement for this set of experiments. Such an enhancement is not always 
seen and it is interesting to note that Bismarck et al. (2008) have reported that a 
drag reduction can be achieved by introducing a dispersion of very small 
bubbles (typically of the order of 50 microns in diameter) into the flow. This 
phenomenon is opposite to what we have discovered in this study. The probable 
reason is related to bubble size. Note that the bubble size in Harwell bubble flow 
experiments is approximately 3.0 mm. The drag enhancement calculated for the 
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Harwell data is consistent with the findings of Descamps et al. (2008) who 
showed that flows with bubbles of 3.0 mm diameter tend to move to the pipe wall 
to increase the wall shear stress so as to enhance the wall drag effects. 
 
3.5. Conclusions 
 
The main conclusions drawn from the work described in this chapter are as 
follows:  
(1) The condition (gas and liquid flow rate and consequential void fraction) for 
the bubble-to-slug flow transition is independent of pipe length. 
(2) The dominant mechanism of bubble-to-slug flow regime transition is because 
of void wave growth.  
(3) An approximate model of void wave growth, suggested by Biesheuvel and 
Gorissen (1990), is able to predict the breakdown points and trends of the 
data for the observed bubble size of 3mm. Increasing the bubble size would 
be expected to increase the void fraction for bubble/slug transition.  
(4) In bubble flow, the gravitational pressure drop is the dominant component in 
overall pressure gradient, particularly at low liquid velocity, whereas the 
frictional pressure drop contributes more as the liquid velocity increases. 
(5) In bubble flow, the effect of wall drag is enhanced rather than reduced 
because of the small bubbles tend to move to the pipe wall to increase the 
wall shear stress. 
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CHAPTER 4 
 
BUBBLE FLOW: ANALYSIS OF LARGE DIAMETER TUBE DATA 
 
In Chapter 3, comparisons are presented between bubble-slug transition data 
obtained for air-water flow in a 32.0 mm vertical pipe and the predictions of a 
void wave theory (namely that of Biesheuvel and Gorissen, 1990). The theory 
was able to predict the transition data. In the work described in this present 
chapter, the results from two studies of bubble flows in larger diameter pipes 
were investigated. The first study was carried out by a team from the University 
of Nottingham at the SINTEF facility in Norway and was of nitrogen/naptha flows 
in a vertical 189.0 mm diameter tube. The second study was of air-water flows in 
a vertical 254.0 mm pipe and was carried out at Cranfield University, Thanks are 
due to colleagues at Nottingham and Cranfield for making this data available. In 
what follows in this Chapter, Section 4.1 addresses the SINTEF/Nottingham data, 
and Section 4.2 considers the Cranfield data. A general discussion of the results 
for large diameter pipes is given in Section 4.3 and the overall conclusions from 
the work described in this chapter are presented in Section 4.4.  
 
4.1. SINTEF/Nottingham Large Tube Experiments 
 
An important set of experiments on two-phase flow in large diameter tubes was 
carried out at the SINTEF high pressure two-phase flow facility at Trondheim, 
Norway in 2006. The work was done as a joint venture between SINTEF staff 
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and a team from the University of Nottingham (UK) and is reported 
Omebere-Iyari et al (2007). The objective of the work described here was to 
analyse both steady state and time-varying quantities arising from this study. In 
what follows, Section 4.1.1 describes the experimental system and the 
measurements made. Analysis of the averaged quantities is described in 
Sections 4.1.2 (void fraction) and 4.1.3 (pressure gradient). The next Section 
(4.1.4) presents an analysis of the time-varying void fraction obtained in the 
SINTEF/Nottingham experiments; this analysis had the objective of ascertaining 
whether void waves could be detected as being present. In Section 4.1.5, the 
application of the Biesheuvel and Gorissen (1990) analysis for void waves to the 
SINTEF/Nottingham data is described.  
 
4.1.1. Experimental set up 
 
The experiments carried out by the Nottingham team at SINTEF were with 
upwards nitrogen and naphtha (a mixture of liquid hydrocarbons) flows at a 
nominal temperature of 30.0℃ and pressures of 20 and 90 bar. Here, only the 
tests at 20 bar pressure are considered. At these conditions, the gas density and 
viscosity were 23.4 kg/m3 and 1.77×10-5 Pa•s respectively and the liquid density 
and viscosity were 702.3 kg/m3 and 3.59×10-4 Pa•s respectively. The surface 
tension was 0.0185 N/m.  
 
The test rig consists of a 52.0 m high riser with an internal pipe diameter of 189.0 
mm as illustrated in Figure 4.1. The gas and liquid flow rates are measured by 
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vortex flow meters and turbine meters, respectively. The gas is introduced 
through 300, 5 mm diameter holes on the inside wall of the annulus through 
which the liquid flows and the bubbly mixture formed then enters the main pipe. 
The inlet bubble size was not measured; for the calculations described below, 
the initial bubble diameter was assumed to be 5.0 mm. Two phase flow 
measurements are taken at superficial gas velocities of 0.09 to 14.8 m/s for 
superficial liquid velocities of 0.004 to 4.0 m/s at 20 bar pressure. In smaller 
diameter pipes, these conditions would cover the bubble and slug flow regimes 
and the transition between them. However, in these experiments with larger 
diameter pipes, the transition to slug flow was not observed – perhaps the most 
important finding from the work.  
 
 
Figure 4.1  The SINTEF test rig (Omebere-Iyari et al. 2007). 
96 
 
 
The void fraction data are measured using both a FVWM (Fast Volume Weight 
Meter – essentially a broad beam gamma densitometer) and a SBGD (Single 
Beam Gamma Desitometer). The FVWM is used to yield a cross-sectional 
averaged phase fraction and the SBGD is used to measure the phase fractions 
along a line passing through the tube centre. The SBGD can therefore be used 
in the observation of the propagation of structures. The location of the 
instruments along the riser test section is shown in Figure 4.1 which indicates 
that SBGDs are positioned at 15.58 m, 21.45 m, 29.67 m, 39.67m and 39.97 m 
from the inlet and FVWM is installed at 39.17 m from the inlet.   
 
The local pressures in the riser test section are measured by three pairs of 
sensitive differential pressure transmitters (DP 1-3), which are located at 16.7 m, 
32.8 m and 41.0 m above the mixture point. The transmitters measured the 
difference in pressure between the two-phase flow line and a nitrogen-filled 
reference line whose absolute pressure was known. Time varying pressure 
gradient data is obtained by performing a linear regression analysis of the 
pressure data from all three measuring positions. Two temperature sensors are 
located at the top and bottom of the riser. A pressure transducer (DP-4) and 
temperature sensor are positioned at the gas measurement station so that 
accurate estimates of the flow in the riser are obtained. For each experiment, 
data from the flow meters, gamma densitometers, pressure transducers, and 
temperature sensors were acquired at 50 Hz for 300 sec. 
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4.1.2. Analysis of averaged quantities: 1. Void fraction 
 
It is interesting to compare the SINTEF/Nottingham void fraction data with the 
drift-flux correlations which have been introduced in Chapter 2 (Collier and 
Thome, 1994, Kataoka and Ishii, 1987, Chexal et al., 1991). The results of such 
comparisons are shown in Figure 4.2; the correlations given by Collier and 
Thome (1994) and Chexal et al. (1991) show very good agreement with the data.  
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Figure 4.2  Comparison of SINTEF/Nottingham void fraction data with 
predictions from drift-flux correlations. 
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4.1.3. Analysis of averaged quantities: 2. Pressure gradient  
 
The local pressures in the riser test section are measured by three pairs of 
sensitive differential pressure transmitters (DP 1-3), which are located at 16.7 m, 
32.8 m and 41.0 m above the mixture point. Therefore two groups of pressure 
gradient data are available named as dP2-1 and dP3-2. They correspond to the 
pressure gradient between DP1 and DP2 and between DP2 and DP3 pressure 
transmitters, respectively. The total pressure gradient consists of three 
components, namely gravitational, frictional and accelerational pressure 
gradients. In these tests, the accelerational pressure gradient is small and has 
been neglected. The gravitational pressure gradient can be estimated from the 
void fraction and the fluid properties as follows:  
 
LGGG
g
dz
dP
 )1( 






                               (4.1) 
 
The frictional pressure gradient is then simply the (measured) overall pressure 
gradient minus the gravitational pressure gradient. The overall, gravitational and 
frictional pressure gradients relating to the measurements taken at dP2-1 and 
dP3-2 are shown in Figure 4.3 and Figure 4.4.  
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Figure 4.3. Pressure gradient data at dP2-1  
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Figure 4.4  Pressure gradient data at dP3-2  
 
As can be seen, the gravitational pressure gradient dominates at low liquid 
velocity, whereas the frictional pressure gradient contributes more when liquid 
velocity increases. The estimated frictional pressure gradient data are shown in 
Figure 4.5. Though the data are highly scattered for low flow rates (reflecting the 
fact that the calculated frictional pressure gradient is obtained by differencing 
two larger quantities each of which has an associated measurement error), there 
is some indication that the frictional pressure gradient may have negative values 
in this low flow rate region. This implies that reverse flows near the wall are 
dominant in these cases. Such reverse flows occur, for instance, in slug flows 
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and can result in a negative average frictional pressure gradient. However, slug 
flow was not observed in these tests and the reversal phenomena are likely to be 
much more complex in nature.  
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Figure 4.5  Frictional pressure gradient of SINTEF dP2-1data. 
 
For higher flow rates (i.e. those not displaying negative frictional pressure 
gradients) it is instructive to present the data in terms of friction factor, following 
the approach used for the Harwell 32 mm tube data as described in Chapter 3. 
Thus, the homogeneous model is used where mixture viscosity, density and 
Reynolds number are calculated from Eq. 3.19 to 3.23 described in Section 
3.4.2: 
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The data for TPf  for the SINTEF/Nottingham experiments are shown in Figure 
4.6. At low Reynolds numbers, the data lies above the values predicted by 
Equation 4.6 (in agreement with the trend observed for the Harwell data – see 
Chapter 3); however, at high Reynolds numbers, the data lie below those 
predicted from Equation 4.6 indicting a drag reduction effect. It is interesting to 
plot both the Harwell data and the SINTEF/Nottingham large tube data on the 
same plot and this is done in Figure 4.7. This plot suggests that the presence of 
the bubbles gives an increase in wall friction at low Reynolds numbers and a 
decrease at high Reynolds numbers. However, in comparing with Harwell and 
SINTEF data it should be recalled that the liquids have very different surface 
tensions (with the naphtha used in the SINTEF experiments having a surface 
tension around 1/3 of that for water). These differences in surface tension would 
give a significant difference in bubble size. These interesting effects seem worth 
pursuing in more detail in future work.  
 
103 
 
10000 100000
1E-3
0.01
0.1
F
ri
c
ti
o
n
 F
a
c
to
r
 U
L
=0.004 m/s_SINTEF
 U
L
=0.01 m/s_SINTEF
 U
L
=0.5 m/s_SINTEF
 U
L
=3.0 m/s_SINTEF
 U
L
=0.004 m/s_Homogeneous
 U
L
=0.01 m/s_Homogeneous
 U
L
=0.5 m/s_Homogeneous
 U
L
=3.0 m/s_Homogeneous
Re
TP
 
Figure 4.6  Prediction of friction factor using SINTEF/Nottingham 189.0 mm 
tube data. 
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Figure 4.7  Comparisons of friction factor between Harwell and SINTEF data. 
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4.1.4. Detection of void waves in the SINTEF/Nottingham experiments 
 
Data for time-varying void fraction in the SINTEF/Nottingham experiments were 
made available by the Nottingham team and this data has been analysed using 
the SAF (Spatial Attenuation Factor) developed by Song et al (1995). SAF is a 
statistical factor which is obtained from analysis of void fluctuations based on 
experiments. SAF is defined as the minimum of the imaginary part of the 
complex wave number and represents the most unstable factor dominating wave 
growth. If SAF is positive, then void waves will attenuate; if SAF is negative, the 
void waves will grow. A fuller description of the SAF methodology is given in 
Appendix 2. The transition from bubble flow to slug flow corresponds closely to 
the void fraction at which SAF becomes negative; in other words, void waves 
can grow in this region which promotes the flow regime transition.  The 
transition is seen to be affected by the bubble size; for larger bubbles, the 
transition occurs at a lower void fraction (this is opposite to the effect predicted 
by the Biesheuvel and Gorissen (1990) analysis for a 32mm diameter tube - see 
Figure 3.7). 
 
The SINTEF/Nottingham data were analysed using the SAF procedure 
developed by Song et al (1995) and the results are shown in Figure 4.8. As will 
be seen from this Figure, the values of SAF for the SINTEF/Nottingham data are 
small compared to the Song et al data (Figure 4.8) for the smaller diameter pipe 
but the values are positive over the full range of void fractions covered. This 
105 
 
implies that void waves will not grow under the conditions investigated and this is 
consistent with the non-existence of slug flow as observed by Omebere-Iyari et 
al (2007) from the void distribution measurements.  
 
 
(a) 
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(b) 
Figure 4.8  Results for SAF obtained by analysis of transient void fraction 
results obtained by Omebere-Iyari et al (2007) for nitrogen/naptha 
flow in a 0.189 m pipe plotted in (a) small scale and (b) same scale 
as Song et al. (1995) used. 
 
 
4.1.5. Application of the Biesheuvel and Gorissen (1990) analysis to the 
SINTEF/Nottingham experimental conditions.  
 
The results from the SINTEF/Nottingham experiments indicate the absence of a 
transition to slug flow. The Biesheuvel and Gorissen (1990) analysis (as 
described in Section 3.2.1) is essentially a one-dimensional treatment and the 
results would not be expected to be influenced by tube diameter. It is therefore of 
interest to apply the analysis to the SINTEF/Nottingham conditions. 
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The stability range was given in Section 3.2.1 as  
 
  ccc 0                                        (4.2) 
 
where c  and c  are the velocities of the upstream and downstream moving 
dynamic waves and 0c  is the velocity of the downstream moving kinematic 
wave. Equations for c , c and 0c  were derived by Biesheuvel and Gorissen 
(1990) and are stated in Section 3.2.1. Applying these equations to the 
SINTEF/Nottingham data, three types of results were obtained as exemplified by 
Figures 4.9, 4.10 and 4.11:  
 
(1) The flow is stable with   ccc 0 in the range covered (Figure 4.9).  
(2) The flow is unstable with  cco in the range covered (Figure 4.10) 
(3) The flow is unstable with  cc0 in the range covered (Figure 4.11) 
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Figure 4.9  Biesheuvel and Gorissen (1990) analysis of the SINTEF/Nottingham 
data. Case 1: The flow is stable with   ccc 0 in the range 
covered. 
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Figure 4.10 Biesheuvel and Gorissen (1990) analysis of the SINTEF/Nottingham 
data. Case 2: The flow is unstable with  cco in the range covered.  
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Figure 4.11 Biesheuvel and Gorissen (1990) analysis of the SINTEF/Nottingham 
data. Case 3: The flow is unstable with  cc0 in the range covered. 
 
Data for the onset of the first category of instability are show in Figure 4.12 and 
data for the onset of the second category of instability are shown in Figure 4.13. 
Figure 4.14 shows a plot of the stability regions as a function of phase flow rates. 
It is clear that one dimensional instabilities of the type predicted by Biesheuvel 
and Gorissen (1990) are likely to occur at the conditions of the 
SINTEF/Nottingham experiments and one may postulate that void wave 
phenomena are occurring but do not lead to slug flow. The principal reason for 
the non-occurrence of slug flow may be the limited stability of spherical cap 
bubbles; bubbles above a certain size (around 5 cm) tend to be unable to grow 
because they shed smaller bubbles around their skirt. The growth of such 
bubbles to a size near the pipe diameter would clearly be a necessary condition 
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for the onset of slug flow. Nevertheless, the onset of void waves would be 
expected to lead to a change in the nature of the flow and, in Section 4.2 below, 
some recent data from Cranfield University are considered which lend credence 
to this concept.  
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Figure 4.12  Void wave growth prediction of SINTEF conditions using 
Biesheuvel & Gorissen (1990) approximate model associated 
with wave stable criterion  is violated. 
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Figure 4.13  Void wave growth prediction of SINTEF conditions using 
Biesheuvel & Gorissen (1990) approximate model associated 
with wave stable criterion .is violated. 
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Figure 4.14  Conditions lead void wave growth against the whole range of test 
conditions in SINTEF experiments. 
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4.2. Large Tube Experiments at Cranfield University 
 
In recent work at Cranfield University, Jones (2011) investigated air-water bubbly 
flows in a 0.254 m, 10.25 m long vertical riser. Their flow pattern data is shown in 
Figure 4.15; again it is seen that slug flow is not observed for the large diameter 
tube but there is a transition from bubbly to agitated bubbly flow as shown. There 
is a possibility that this transition may correspond to the onset of void waves and 
this possibility has been investigated in the present work.  
 
 
 
Figure 4.15  Flow regime map for 0.254 mm diameter riser (Jones, 2011) 
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By using the Biesheuvel & Gorissen (1990) approximate model, it was possible 
to predict the conditions for void wave growth in the Cranfield experiments and, 
thus, the possible breakdown of the normal bubbly flow regime. The locus of the 
breakdown was calculated using the equations in Section 3.2.1 as shown in 
Figure 4.16. This locus is also plotted on the flow regime map reported by Jones 
(2011) in Figure 4.17. As will be seen, the locus predicted for the onset of void 
waves lies reasonably close to the transition from bubbly to agitated bubbly flow 
and (bearing in mind the assumption of applicability of one-dimensional flow 
models in such a large pipe) one may reasonably associate the transition with 
the occurrence of void waves. Such an occurrence would not, in this case, lead 
to the onset of slug flow due to the instability of large spherical cap bubbles as 
mentioned above.   
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Figure 4.16  Prediction of void wave growth ability based on Cranfield 10 inch 
riser experiments using the Biesheuvel & Gorissen (1990) 
approximate model. 
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Figure 4.17  Comparison of predicted transition trend against the flow regime 
map suggested by Cranfield University (Jones, 2011). 
 
 
4.3. Discussion 
 
From the results presented above and in Chapter 3, it would seem that void 
wave growth (as predicted by the Biesheuvel & Gorissen, 1990 model) is likely 
to be occurring in both large diameter and small diameter pipes. In small 
diameter pipes, the associated bubble growth can give rise to Taylor bubbles 
and transition to slug flow. In large diameter pipes, it seems probable that large 
spherical cap bubbles become unstable and shed smaller bubbles at their skirt; 
thus, further growth of these bubbles is inhibited. Nevertheless, the results 
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suggest that a transition may be occurring as a result of void wave formation – 
possibly the bubbly flow to agitated bubbly flow transition as observed by Jones 
(2011).  
 
The above picture of transitions in large diameter pipes is consistent with the 
results of Cheng et al. (1998) who conclude that instead of traditional slug flow in 
their 150 mm column, there is a very gradual transition to a type of churn flow as 
the gas flow rate is increased. However, Cheng et al (1998) found that the void 
fraction fluctuated periodically as was indicated from the signals of 
cross-sectional averaged void fraction and point void fraction probes and it 
seems possible that this was also a manifestation of the formation of void waves 
in a similar manner to that in the Cranfield experiments described above.  
 
Batchelor (1988) claims that dispersed phase diffusion is the dominant factor in 
kinematic stability. In small diameter pipes, wall shear stresses have an 
important influence on the nature of the flow and regime transitions. For these 
channel dimensions, bubbly flows undergo transition to slug flow. Stable bubbly 
gas-liquid flows were attained up to concentrations of 44.3% in a 100 mm pipe, 
and their behaviour was documented up to the transition to churn-turbulence.  
 
Saiz-Jabardo and Boure (1989) and Biesheuvel and Gorissen (1991) believe 
that the measured wave velocity is identical to the kinematic wave propagation 
velocity - when using the cross correlation technique to measure the speed of a 
phase in two-phase flow, the obtained correlation velocity is the kinematic wave 
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propagation velocity rather than the speed of the dispersed phase. Note that the 
calculated kinetic wave velocity c0 in Biesheuvel and Gorissen (1991) 
approximate model also corresponds to the bubble rise velocity. 
 
These results discussed above are consistent with the work of Park et al. (1994) 
which suggests that void waves cannot be measured at low liquid velocity 
because their strength is too low to be detected. However, the strength of the 
waves increases with liquid velocity. Ready detection of void wave signals starts 
at about the point of formation of bubble clusters which lead the bubbles towards 
to the pipe core to form a local high concentration of bubbles and the vigorous 
bubble collision, thus further enhancing the amplification of void wave signals. 
This is due to the fact that the turbulent dispersion force increases when bubble 
size increases. This can be seen in Figure 4.18 where, at low void fraction, a 
bubble cluster is formed without the formation of a large bubble; in other words, 
no coalescence occurs between small bubbles. When void fraction increases, 
the number of bubble clusters is increased and finally a large cap bubble is 
formed. 
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Figure 4.18  Photographs for stagnant water: (a) void = 4.70%, (b) void = 9.51%, 
(c) void = 15.4%, (d) void =18.3% and (e) void = 23.2 % (Park et al., 
1994). 
 
The Biesheuvel & Gorissen (1990) model is a one-dimensional approximate 
model which assumes that the void fraction and phase velocities are essentially 
constant across the cross section of the channel. In larger diameter pipes, there 
is evidence that radial variations in void fraction and velocity may become 
significant. Lahey et al. (1993) discuss such radial variations and suggest that 
one factor which determines the direction of radial bubble migration is the 
diffusion effect of the liquid turbulence on the bubbles. They introduced this 
effect in the form of a force called the “turbulent dispersion force”, defined as 
summation of all fluctuation force components on the bubble motion (Lopez de 
Bertodano, 1998). Ohnuki and Akimoto (2000) suggested that in upward bubbly 
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flow this force has the potential to counter the effect of the lift force and move the 
bubbles towards the centerline.  
 
Shawkat et al. (2007) were the first to give experimental data in terms of the 
liquid turbulent energy spectra in a 200 mm diameter riser. Their results show 
that the void fraction, bubble size and mean liquid velocity are lower near the 
pipe wall than in the pipe core. Furthermore, Shawkat et al. (2008) suggest an 
assessment index to judge whether bubbles move towards to pipe wall or 
towards the pipe core depends upon (mainly) the bubble size and liquid kinetic 
energy dissipation rate. This can be illustrated in Figure 4.19 associated with the 
following criteria: 
 
 
      (4.8) 
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Figure 4.19  The different cases for the balance between the lift force and 
turbulent dispersion forces in the pipe core region (Shawkat et al., 
2008). 
 
In the work of Lammers and Biesheuvel (1996), observations of bubbly flow in a 
vertical cylindrical pipe showed that upon increasing the gas flow rate into the 
lower end of the pipe, a uniform bubbly flow changes its structure and becomes 
a kind of agitated, "turbulent" bubbly flow. This turbulent flow is characterized by 
large collections of bubbles that violently move about in a kind of zig-zag motion. 
The transition first appears in the upper section of the pipe, and upon further 
increasing the gas flux the point of transition moves downwards. Since a larger 
gas flux leads to a larger gas volume concentration everywhere in the pipe, and 
since the volume concentration increases with height along the tube, due to loss 
of hydrostatic head, this suggests that there is a critical value of the gas volume 
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concentration associated with the flow transition. For still higher gas fluxes the 
gas bubbles within the region of turbulent flow begin to coalesce, and eventually 
large gas plugs are formed that fill the entire cross-section of the pipe. The flow 
changes into a regime in which gas plugs move upwards with high speed, 
separated by regions with an approximately uniform bubbly fluid.  
 
It is concluded from the Lammers and Biesheuvel (1996) work that in a bubbly 
flow, the radial volume concentration profile first changes roughly from a uniform 
into one with parabolic shape, before the bubbly flow becomes turbulent (near 
transition point), shown in Figure 4.20. This is consistent with the formation of a 
core peak; in this region, the void wave signal can be detected easily and its 
strength starts to amplify significantly.  
 
It would seem that bubbly flow (often considered as the simplest of the two 
phase flow regimes) is very complex indeed. In the circumstances, it is perhaps 
surprising that the one-dimensional models perform as well as they do. Clearly, 
there is still much scope for further investigation of this subject. 
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Figure 4.20  (a,b) Radial profiles of the local volume concentration and (c,d) the 
local mean bubble velocity close to the point of instability of 
uniform bubble flow; the transition occurs approximately 1 m 
above (+), just above (Δ), and 1 m below (Ο) the measuring station. 
Values of the mean volume concentration at the pipe inlet, (a,c): 
12% (+), 18% (Δ), 23% (Ο); (b,d): 24% (+), 28% (Δ), 32% 
(Lammers and Biesheuvel, 1996). 
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4.4 Conclusions 
 
The investigations of this chapter can be summarized as follows:  
(1) The analysis of experimental data for bubble flow in large diameter pipes 
shows that void wave growth does not seem to be occurring, consistent with 
the observed absence of large Taylor-type bubbles which occupy the full pipe 
cross section, as in slug flow. This probably results from the breakdown of 
large spherical cap bubbles due to the shedding of small bubbles at their 
skirt. 
(2) The prediction of void wave stability for large diameter tubes using the 
Biesheuvel and Gorissen (1991) approximate model reveals similar trends to 
those found in small tubes. There is some evidence (from the experiments on 
a 25.4 cm riser at Cranfield University discussed in Section 4.2) that the 
formation of void waves, though not leading to slug flow, may result in a 
transition in the nature of the flow (from normal bubble flow to “agitated” 
bubble flow). 
(3) Examination of the pressure drop data indicates that the frictional pressure 
drop is lower than that predicted from the homogeneous model. This 
contrasts with the case of frictional pressure drop in smaller diameter pipes 
(see Chapter 3) where there appears to be an enhancement of friction. 
 
Though the one-dimensional models of wave growth (such as that of Biesheuvel 
& Gorissen,1990) can give some useful insights it has to be recognised that the 
actual phenomena are multidimensional and complex in nature. 
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CHAPTER 5 
 
CHURN FLOW STUDIES 
 
Churn flow is an important regime in upwards two-phase gas-liquid flow which 
occurs (as the gas flow velocity is increased) before fully developed annular flow 
is entered. Like annular flow, churn flow is a regime which is characterised by the 
existence of a liquid film on the channel wall with a continuous gas core. In 
contrast to annular flow, the liquid film in churn flow may undergo periodic 
reversals in direction (Hewitt et al, 1985) – in annular flow the film flow is 
continuously upwards. Churn flow is also characterised by a decrease in 
pressure gradient with increasing gas flow rate. Figure 5.1 gives a general 
indication of the nature of the churn flow regime.  
 
Figure 5.1  Illustration of nature of churn flow. 
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In small diameter pipes, the churn flow regime is entered as a result of flooding 
(i.e. film flow reversal) in the Taylor bubble in slug flow (Hewitt and Jayanti, 1992). 
For larger diameter pipes, as was discussed in Chapter 4, the slug flow regime 
may not occur and churn flow may be entered directly from bubble flow. The 
study of churn flow has been an important part of the work carried out in this 
project. In this Chapter, work on a number of aspects of churn flow is described 
as follows:  
 
 Axial view video studies of churn flow (Section 5.1) 
 Development of a correlation for entrainment rate in churn flow (Section 
5.2) 
 Modelling of liquid film flow in churn flow (Section 5.3)  
 Upwards liquid transport in churn flow (Section 5.4)  
 The Chapter closes by drawing some brief conclusions (Section 5.5).  
 
 
5.1 Axial View Video Studies of Churn Flow 
 
Though previous experiments such as those of Hewitt et al (1985) gave strong 
indications of the nature of the near-wall region in churn flow (i.e. the existence 
of a continuous liquid film at the wall with waves and flow reversals between the 
waves), these experiments did not give a clear indication of the nature of the gas 
core and of the entrained liquid within it. Thus, as part of the present work (and in 
collaboration with two other research students – Mr. Masroor Ahmad and Miss 
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Yujie Zhao), a series of experiments were conducted using axial view 
photography to examine upwards air-water flow in the churn and churn-annular 
transition regimes. The axial view photography technique was originally 
described by Arnold and Hewitt (1967) and has been used extensively since. A 
review of the applications of the technique is given by Lecoeur et al (2011). The 
method is illustrated in Figure 5.2; the flow at the top of the tube is diverted by 
blowing an air stream through a viewing tube as shown. This prevents liquid 
hitting the glass end plate through which a high speed video camera can be 
focussed onto the viewing plane as shown.  
 
 
 
Figure 5.2  Device for axial view photography 
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In the experiments described here, the axial viewing device was installed at the 
end of the 32 mm diameter 11 m long vertical test section of the Imperial College 
LOTUS facility. LOTUS is a low pressure air-water flow facility in which metered 
supplies of air and water are fed to the bottom of the test section, the air entering 
along the test section axis and the water being introduced through a porous wall 
section near the bottom of the tube. A full description of the LOTUS facility is 
given, for instance, by Wolf (1995). The present experiments were conducted at 
a pressure close to atmospheric at the tube outlet. The results obtained in the 
present test are exemplified by those shown in Figures 5.3 to 5.5.  
   
5 sec                  10 sec                 15 sec 
   
20 sec                  25 sec                 30 sec 
    
35 sec                  40 sec                 45 sec 
Figure 5.3  Sample frames from axial view videos. Experiments at a superficial 
liquid velocity Jf = 0.165 m/s in Churn Flow (UG
* = 0.528). 
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20 sec                  25 sec                 30 sec 
   
35 sec                  40 sec                 45 sec 
 
Figure 5.4  Sample frames from axial view videos. Experiments at a superficial 
liquid velocity Jf = 0.165 m/s in Churn-to-Annular Flow transition 
flow (UG
* = 0.772). 
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5 sec                  10 sec                 15 sec 
   
20 sec                  25 sec                 30 sec 
   
35 sec                  40 sec                 45 sec 
 
Figure 5.5  Sample frames from axial view videos. Experiments at a superficial 
liquid velocity Jf = 0.165 m/s in Annular Flow (UG
* = 968). 
 
Perhaps the most important finding is that, in churn flow there is a continuous 
gas core (Figure 5.3). In churn flow, the liquid droplets in gas core can be clearly 
observed, while large interfacial waves hanging on the pipe wall block the light 
source occasionally. The droplet sizes are randomly distributed. 
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When the gas velocity is further increased, the flow reaches the churn/annular 
transition region as presented in Figure 5.4. Here, there is a much lower 
concentration of droplets but the number and size of droplets both increase 
significantly when interfacial waves appear. These waves occur less frequently 
and remain in the field of view for a much shorter time than those in churn flow 
(c.f. Figure 5.3).  
 
When the flow enters the annular flow regime, liquid droplets are continuously 
present in the gas core (Figure 5.5). Occasional disturbance waves instead of 
the large hanging interfacial waves appear. The droplet size is smaller than in 
churn flow. The axial view observations confirm that there is a continuous gas 
core in churn flow and are consistent with the observation of a minimum 
entrained flux as the gas velocity increases, as will be discussed below.  
 
5.2  Development of a Correlation for Entrainment Rate in Churn Flow  
 
Many attempts have been made to develop correlations for entrained fraction in 
annular flow. To allow calculation of developing flows, it is probably best to have 
separate correlations for droplet deposition rate (D kg/m2s) and droplet 
entrainment rate (E kg/m2s). An example of such a correlation scheme is that 
reported by Hewitt and Govan (1990) where the droplet deposition rate is given 
by: 
 
D kC            (5.1) 
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where k is a deposition mass transfer coefficient (m/s) and C is the concentration 
of droplets in the gas core (kg/m3), calculated on the assumption of 
homogeneous flow in the core. Hewitt and Govan correlated k in terms of the 
following expressions:  
 
0.18        if  / 0.3G G
d
k C



       (5.2) 
 
0.650.83( / )     if  ( / ) 0.3G G G
d
k C C

 

    (5.3) 
 
where G  is the gas density, d  the tube diameter and  the surface tension. 
Hewitt and Govan give the following expression for entrainment rate in annular 
flow:  
 
0.316
5 2
2
/ 5.74 10 ( )  for LG LF LFC LF LFC
G
d
E m m m m m


      
 
   (5.4) 
 
where Gm  and LFm  are the mass fluxes relating to the gas and liquid film 
(mass rates of flow divided by the tube cross sectional area) and L  is the 
liquid density. LFCm  is the critical film mass flux for the onset of entrainment 
which was given by Hewitt and Govan as:  
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 
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 
      (5.5) 
 
where G  is the gas viscosity.  
 
It is clear from axial view studies reported in Section 5.1 above that the 
entrainment behaviour is very different in churn flow. There is also a difficulty in 
measuring the entrained fraction; the normal method in annular flow is to extract 
the liquid film through a porous wall section in order to measure the film flow rate 
– and hence the entrained fraction by difference to the total liquid flow. This 
method is not feasible in churn flow because of the reversing nature of the liquid 
film.  
 
Barbosa et al (2002) report measurements of liquid entrained fraction using a 
sampling probe to measure the local droplet mass flux; these measurements 
were integrated to obtain entrained fraction. A diagram of the isokinetic sampling 
probe used by Barbosa et al is shown in Figure 5.6.  
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Figure 5.6  The outline of sampling isokinetic probe. 
 
Figure 5.7 shows some of the results obtained by Barbosa et al; these show that 
the entrained droplet mass flux increases with liquid mass flux and passes 
through a minimum with increasing non-dimensional gas velocity *
GU . Here, 
*
GU  
is defined as:  
 
 
1/2* 1/2 ( )G G G L GU U gd  

       (5.6) 
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Figure 5.7  Trends of liquid entrained fraction in vertical flows at P = 3.6 bar 
(Barbosa et al. 2002). 
 
In collaboration with another PhD student (Mr. Masroor Ahmad) a new 
correlation was developed for entrainment rate in churn flow based on the 
Barbosa et al data (see also Ahmad et al, 2010). In this correlation, it is assumed 
that the deposition rate in an equilibrium churn flow is the same as that in 
annular flow (i.e. it is given by Equations 5.1, 5.2 and 5.3). The entrainment rate 
was then related to *
GU  by the simple linear relationship:  
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73.973.8 *
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Churn U
E
E
                       (5.7) 
 
where 
,Annular localE  is the entrainment rate calculated for annular flow at the local 
conditions from Equations 5.4 and 5.5. This relationship gives an enhancement 
of the entrainment rate in the churn flow regime, this enhancement disappearing 
when annular flow is reached at *
GU =1. Though it is recognised that this 
relationship is extremely simplistic, it is felt that a more complex relationship 
could not be justified in the absence of further data. Nevertheless, the correlation 
does give a reasonable representation of the Barbosa et al data as is shown in 
Figure 5.8.  
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Figure 5.8  Comparison of entrained fraction predicted from the correlation with 
the data of Barbosa et al (2002).  
 
 
5.3  Modelling of Liquid Film Flow in Churn Flow  
 
An essential part of the modelling of film flow systems (namely churn and 
annular flow) is to employ a relationship between the film thickness, the pressure 
gradient (from which the interfacial shear stress may be estimated) and the film 
flow rate – the so-called triangular relationship. Through this relationship, any 
one of the three quantities (film thickness, interfacial shear stress and film flow 
rate) may be estimated from a knowledge of the other two. The triangular 
relationship has been in use for many years; a general description of it is given 
by Hewitt and Hall Taylor (1970) and the relationship has been used in many 
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codes (including the GRAMP code described in Chapter 8). For annular flow, it is 
the usual practice, in applying the triangular relationship, to assume a constant 
shear stress (equal to the interfacial shear stress) in the liquid film. This is often a 
good approximation for annular flow but, as we shall see below, it is not 
satisfactory for churn flow where the interfacial and wall shear stresses may 
differ considerably. To explore the effect of such variations, it is instructive to start 
with an assumption of laminar flow in the liquid film. The interfacial shear stress 
i  may be estimated from the pressure gradient ( / )dp dz  by the relationship: 
 
EDg
dz
dpd
ci 

 )(
4
2


         (5.8) 
 
where  is the film thickness, g  the acceleration due to gravity, c the density 
of the gas core and D and E denotes deposition rate and entrainment rate, 
respectively, and is assumed to be equilibrium. The interfacial shear stress is 
generated by the interaction of droplet – laden gas core and the interface. The 
mechanisms for this interaction are discussed by Govan et al. (1989). The core 
density may be calculated from a knowledge of the mass flow rates of the gas 
and liquid (  and G LM M ) as follows: 
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where EF  is the fraction of the liquid phase entrained; this may be estimated 
from the relationships given in Section 5.2 above. The following expressions 
may also be written for the liquid holdups in the film ( LF ) and the core ( Lc ) and 
for the total holdup ( L ). 
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The shear stress in the film is given by: 
 
dzygdzdz cLi )()(                                     (5.13) 
 
where y is the distance from the wall,   the film thickness and c  is the 
density of the gas core (see below). For laminar flow in the film of a liquid of 
viscosity L  we have: 
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dy
du
yg LcLi   )()(                        (5.14) 
 
where u is the local velocity in the film. Integrating and noting that u = 0 at y = 0, 
we obtain:  
 
 )2/()(1 2yygyu cLi
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                      (5.15) 
 
Assuming a thin film we can obtain the mean film velocity u  as follows: 
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The film flow per unit channel periphery  is given by:  
 






 3/)(
2
2




 gu cL
i
L
L
L                    (5.17) 
 
Equation 5.17 is a form of the triangular relationship; the film flow rate may be 
calculated if   and ( / )dp dz  and hence i  are known. However, it is very 
doubtful if the laminar relationship is applicable to the highly turbulent films 
encountered in reality. Nor can the usual assumption (often made in applying 
turbulence models to the film in annular flow) that the shear stress in the film is 
constant be justified for the case of churn flow. Hewitt (1961) carried out an 
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analysis of annular flow which took account variations in shear stress; he used 
numerical integration to solve a turbulence model for the film taking account of 
the variation of shear stress. The model used was that of Deissler (1959) which 
relates shear stress and velocity gradient as follows: 
 
dy
du
))]
uyn
exp(--uy(1n[
L
2
L2
LL


                        (5.18) 
 
Here, 2n  is a constant whose value was assumed to be 0.01. Equation 5.18 
was integrated numerically for a wide range of conditions and the results were 
presented in tabular form as illustrated by the example shown in Figure 5.9.  
 
 
Figure 5.9  Sample table reproduced from Hewitt (1961)  
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For the present purposes, only the left hand side of the Table is of interest – the 
right hand side refers to heat transfer. Each table is for a given value of 3 /   
where the parameter   is one which represents the variation of shear stress 
across the film and η is defined in Eq. 5.22. Thus:  
 
3
1
x
x
 

            (5.19)  
 
where x  is the ratio of the gravity shear force to the interfacial shear stress: 
 
L
i
g
x


              (5.20) 
 
Thus, x  can only have a value between zero (when there is no variation of 
shear stress across the film) and unity (when the interfacial shear stress and 
gravity force are balanced). Defining the friction velocity *u as:  
 
*
0 / Lu               (5.21) 
 
we can write the following expression for the friction distance parameter y at 
the interface:  
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              (5.22) 
 
From the above expressions, 3 /   can be calculated and the appropriate table 
selected. For a given table (exemplified by the one in Figure 5.9), the results of 
the numerical integration are presented in terms of a non-dimensional velocity 
profile of */u u u   against * /L Ly u y 
   where y is the distance from the 
tube wall. . Also given are values of W   which is obtained by integrating the 
velocity profiles and is defined as: 
 
LF
L
M
W
d 
             (5.23) 
 
where 
LFM  is the flow rate in the liquid film (kg/s). The value of LFM  is also 
(slightly) dependant on the parameter *Re  which takes account of the curvature 
of the interface and is defined as: 
 
* *Re / 2L Lu d            (5.24) 
 
The steps in determining the film flow rate from the values of pressure gradient 
and film thickness are as follows: 
 
(1) Determine EF from the procedure described in section 5.2.  
(2) Calculate c from Equation 5.9.  
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(3) Obtain a value of the film thickness . In one of the examples cited below, 
  was directly measured. In the other, the total liquid holdup L  was 
measured. In this latter case, the film thickness is calculated using 
Equations 5.11 and 5.12.   
(4) Calculate i  from Equation 5.8.  
(5) Calculate x  from Equation 5.20.  
(6) Calculate 3  from Equation 5.19  
(7) Calculate *u from Equation 5,21.  
(8) Calculate ( )iy 
   from Equation 5.22. 
(9) Calculate 3 /  and select table appropriate to this value (Figure 5.9 is a 
sample table from Hewitt, 1961 for the case of 3 / 1.5   ). Where a 
precise match is not available, it is necessary to interpolate between 
tables.  
(10) Calculate *Re from Equation 5,24.  
(11) For a y  value equivalent to ( )iy 
  , and for the appropriate value 
of *Re , read off a value of W   from the table.  
(12) Calculate the film flow rate using Equation 5.23 as 
LF LM d W 
 .  
 
Two sets of measurements were used for comparison with the above analysis, 
namely:  
 
(1) A set of data from the experiments of Govan et al (1991) in which liquid 
holdup and pressure gradient were measured in air-water churn flow in a 32 
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mm diameter tube. The results from this comparison are given in Section 
5.3.1.  
 
(2) A set of data obtained by Zangana (2011) at the University of Nottingham for 
churn flow in a 125 mm vertical pipe. In the work described here, the data 
obtained by Zangana for wall shear stress and film thickness were used in 
the comparisons with the above analysis. These comparisons are presented 
in Section 5.3.2 below.  
 
 
5.3.1 Analysis of the Govan et al (1991) churn flow data 
 
For the comparisons, the data obtained by Govan et al for a liquid mass flux of 
47.7 kg/m2s were selected. In these experiments, the liquid holdup L and the 
pressure gradient were measured and the results are illustrated in Figures 5.10 
and 5.11.  
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Figure 5.10  Pressure gradient data obtained by Govan et al (1991) 
 
Figure 5.11  Liquid holdup data obtained by Govan et al (1991) 
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The data shown in Figures 5.10 and 5.11 were analysed using the procedure 
described above. The first step was to calculate the fraction entrained using the 
new correlation described in Section 5.2 above. The results from these 
calculations are shown in Figure 5.12; as will be seen, the entrained fraction is 
predicted to decrease with gas velocity in churn flow before increasing again in 
annular flow (i.e. for * 1GU  ).  
 
The wall and interfacial shear stresses calculated for this data are shown in 
Figure 5.13; It will be seen that the two differ greatly and this necessitates an 
analysis being used which takes account of this variation (namely, an analysis 
like that of Hewitt, 1961). It is also of interest to consider the interfacial friction 
factor given by:  
 
2
2
Gc
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u
f


                                          (5.25) 
 
where Gu  is the velocity of the gas core. For annular flow, the correlation of 
Wallis (1969) is often employed: 
 
)751(005.0 Lif                                    (5.26) 
 
whereas the correlation of Bharathan et al (1978) is often considered more 
appropriate to the churn flow region:  
03.244.14005.0 Lif                                  (5.27) 
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Figure 5.12  Calculated entrained fraction for Govan et al (1991) experiments. 
 
Figure 5.14 shows a comparison of the Govan et al data with these correlations; 
it will be seen that the data lie close to the Bharathan correlation at lower gas 
velocity but approach the values predicted by the Wallis correlation at higher gas 
velocities when the annular flow regime is entered.  
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Figure 5.13  Comparison of interfacial and wall shear stress for the Govan et al. 
(1991) data. 
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Figure 5.14  Comparison of friction factor calculated using the Wallis (1969) and 
Bharathan et al. (1978) correlations. 
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Using the above procedures, the liquid film flow rate was predicted from the 
laminar flow model (Equation 5.17) and by interpolation of the Hewitt (1961) 
tables. The results are presented in Figure 5.15.  
 
As will be seen, and as might be expected, the laminar model over-predicts the 
liquid film flow rate over the whole range. The Hewitt (1961) gives closer 
predictions (particularly at high gas velocity) but it over-predicts the film flow rate 
at low gas velocity. It should be borne in mind that the model assumes a 
uni-directional flow whereas, in fact, flow reversals will occur in the churn flow 
regime.  
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Figure 5.15  Comparisons of calculated liquid film flow rate using laminar flow 
model and Hewitt (1961) numerical model with experimental data 
of Govan et al. (1991) data. 
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5.3.2 Analysis of the Zangana (2011) data 
 
In work at the University of Nottingham, Zangana (2011), he measured the liquid 
film thickness and pressure gradient in upwards flow in a 125 mm vertical riser. 
The test loop facility is illustrated in Figure 5,16. Three different liquid superficial 
velocities (0.02, 0.05 and 0.1 m/s) with a range of superficial gas velocities; the 
churn and annular flow regimes were covered. The measured liquid film 
thickness data (obtained using ring conductance probes) is shown in Figure 5.17. 
The data for average wall shear stress in the upwards direction are shown in 
Figure 5.18. The instantaneous value of wall shear stress was measured using 
the hot film method and the instantaneous direction of the shear was determined 
using deposited resistance thermometers; this allowed the mean value in the 
upwards direction to be determined.  
 
Figure 5.16  Nottingham University five inch (125 mm) test loop facility. 
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Figure 5.17  Measurement of liquid film thickness (Zangana, 2011). 
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Figure 5.18  Measurement wall shear stress and calculated interfacial shear 
stress (Zangana, 2011). 
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The next step was to estimate the entrained liquid fraction FE ; this was 
calculated using the new correlation presented in Section 5.2 and the results 
obtained are shown in Figure 5.19. The interfacial shear stress was determined 
from the (measured) wall shear stress via Equation 5.13 using the measured 
values of film thickness ( ) and values of c  calculated from Equation 5.9 the 
calculated interfacial shear stress values are also shown in Figure 5.18.  
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Figure 5.19  Entrained fraction calculated for the Zangana (2011) experiments. 
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Figure 5.20  Calculated interfacial and wall shear stress for the Zangana (2011) 
data. 
 
The interfacial friction factor may also be calculated and the results from this 
calculation are shown in Figure 5.21. Generally, the data lie below the values 
calculated from the Bharathan correlation. The data lie above the Wallis 
correlation for low gas flows and above it at low gas flows. Note that results for 
shear stress and interfacial friction factor shown in Figures 5.20 and 5.21 are 
calculated both for the entrained fractions shown in Figure 5.19 and for the case 
of zero entrained fraction. The influence of entrained fraction on these 
calculations is small.  
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Finally, Figure 5.22 shows the comparisons of predicted and measured film flow 
rates for this data. The Hewitt (1961) model over-predicts the data over the full 
range. One possible explanation might be that the correlation for entrained 
fraction described in Section 5.2 may not correctly extrapolate to the case of the 
large diameter tube and is predicting too large a value of the entrained fraction. 
An extreme case would be that where the entrained fraction is zero; making this 
assumption brings the data into the range of the predictions as shown, except at 
low gas mass flux (which was also the case with the 32 mm tube as discussed 
above). The results shown in figure 5.22 are thus indicative that the correlation 
for entrained fraction needs further investigation and results for entrained 
fraction in the larger tubes would be useful in this context.  
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Figure 5.21  Comparison of interfacial friction factors from the Zangana (2011) 
data with the Wallis (1969) and Bharathan et al. (1978) 
correlations. 
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Figure 5.22  Comparisons of film flow rates for the Zangana (2011) experiments 
with those calculated the Hewitt (1961) model. 
 
Generally, the results from the Zangana (2001) do not fit as well to the models as 
do the Govan et al (1991) data discussed in Section 5.3.1 above. The reason for 
this might be the use of the larger diameter pipe in the Zangana experiments and 
this is clearly an area for further study, particularly on entrained fraction.  
 
5.4  Liquid Upflow Potential (LUP) 
 
In gas-condensate wells producing, a matter of considerable concern is that of 
“liquid loading” where liquid collection at the bottom of the well leads to a 
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pressure which is too high to allow continued production. The most common 
method of determining the conditions at which this would occur is that developed 
by Turner et al (1969) who suggested that, to carry liquid out of the well, a gas 
velocity greater than the terminal velocity UT of the largest drop would be 
required. In SI units, the Turner et al. (1969) criterion can be written as follows: 
 
5.0
5.05.0
]
)(
[463.5
G
GL
TU

 
                            (5.28) 
  
In two-phase upflow in a pipe, the liquid phase may be carried by two processes, 
namely as a film on the wall or as drops entrained in the gas core. The sum of 
the liquid flow which can be carried by these two processes may be termed the 
liquid upflow potential (LUP). Clearly, to avoid liquid build-up, the LUP must be 
greater than the liquid production rate.  
 
In the experiments of Barbosa et al (2002), liquid upflow in the churn regime 
occurred over the full range of conditions covered. The results are compared 
with the Turner et al (1969) criterion (Equation 5.28) in Figure 5.23. As will be 
seen, total upwards transport of the injected fluids is occurring over the full range 
of conditions studied despite the fact that the gas flow rate is below that 
predicted by Equation 5.28 for much of the range. In the conditions of the 
Barbosa et al experiments, most of the liquid tended to flow in the liquid film on 
the wall; this is illustrated by the plot of the results given in Figure 5.24. 
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Figure 5.23  Comparison of the Barbosa et al (2002) data with the criterion of 
Turner et al (1969). 
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Figure 5.24  Fraction of the liquid flow in the film as a function of the 
dimensionless gas velocity ( Barbosa et al, 2002, 32mm vertical 
pipe). 
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An obvious question is: What are the requirements for the liquid phase to be 
transported upwards in the liquid film? The probable answer is that the flow rates 
of the gas and liquid must be at least sufficient to satisfy the criterion for flooding 
(otherwise known as the Counter-Current Flow Limitation, CCFL, condition). 
Unless flooding can occur, then the liquid phase will flow downwards, 
accumulate at the bottom of the pipe and give rise to an accumulation of liquid 
which may ultimately block the flow into the (well) tube. For smaller diameter 
pipes, the conditions for flooding are often calculate using the Wallis (1969) 
correlation as follows:  
 
CUU LG 
2/1*2/1* )()(                                      (5.29) 
 
where C is a constant of the order of unity, *
GU  is the dimensionless gas velocity 
defined by equation 5.6 and *LU  is the dimensionless liquid velocity defined as:  
 
2/1* )]([  GLpipeLLL gdUU                              (5.30) 
 
It is useful to plot the results in terms of the Hewitt and Roberts (1969) flow 
pattern map which is expressed in terms of the superficial momentum fluxes of 
the two phases. The locus of flooding predicted by Equation 5.29 with C = 1 and 
for a 32 mm diameter pipe is shown on this map in Figure 5.25.  
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Figure 5.25  Flooding transitions plotted on map of Hewitt and Roberts (1969) 
 
As will be seen, most of the data of Barbosa et al (2002) lie above the flooding 
curve (and the data which falls below it is such that the entrained fraction is high). 
For this data at least, the flooding condition for an upward film flow seems 
justified.  
 
For larger diameter pipes, the work of Pushkina and Sorokin (1969) suggests 
that the gas velocity for flooding is independent of the liquid flow rate and tube 
diameter. Pushkina and Sorokin suggest the following correlation for flooding:  
 
2.3)]([ 4/12/1  GLGG gUK                              (5.31) 
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where K is known as the Kutateladse number. This correlation is also plotted on 
Figure 5.25 and is qualitatively consistent with the concept that flooding is a 
necessary condition for upwards liquid film transport in churn flow.  
 
The other contributor to the Liquid Upflow Potential (LUP) is the transport of 
liquid in the form of droplets. In Section 5.2, a correlation is described for 
entrained fraction in churn flow and this correlation can be used to predict the 
effect of tube diameter on entrained fraction (and hence on the film flow fraction). 
Some results from such predictions are shown in Figures 5.26 and 5.27. As will 
be seen, the correlation predicts a reduction in the fraction of flow in the film as 
the tube diameter increases. This indicates an increased contribution of 
entrained droplets to the LUP as the tube diameter increases. Though this trend 
is probably correct, the quantitative results from such calculations should be 
treated with caution in view of the results for the calculations on the Zangana 
(2011) data reported in Section 5.3.2 above.  
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Figure 5.26  Calculated effect of tube diameter on film flow fraction for a liquid 
mass flux of 23 kg/m2s. 
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Figure 5.27  Calculated effect of tube diameter on film flow fraction for a liquid 
mass flux of 105 kg/m2s. 
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5.5  Conclusions 
 
The following main conclusions arise from the work described in this Chapter:  
 
1. In the churn flow region, axial view photography studies (Section 5.1) 
show that there is a continuous gas core surriunded by a highly agitated 
liquid film.  
2. In churn flow, the fraction of the liquid phase flow which is in the form of 
entrained droplets in the gas core decreases with increasing gas velocity 
(in contrast to the case of annular flow where it increases with increasing 
gas velocity). A new correlation has been developed (see Section 5.2) 
which takes account of the enhanced entrainment rate in churn flow. 
3. In churn flow, there is a considerable change in shear stress over the 
liquid film and an analysis which takes account of such variations (namely 
that of Hewitt, 1961) gives encouraging results in predicting film flow rates 
from measured churn flow holdup and pressure gradient data for a 32 mm 
diameter tube. Comparisons with data for a 127 mm tube are also 
qualitatively encouraging but there are indications that the predictions of 
entrained fraction from the correlation given in Section 5.2 give an 
over-prediction of entrained fraction in this case (see Section 5.3 for more 
details).   
4. The Turner et al (1969) which is often used to predict the minimum value 
of gas velocity to have upwards transport of liquid is found not to fit the 
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data of Barbosa et al (2002). The importance of liquid transport in the 
liquid film is demonstrated and the total Liquid Upflow Potential (LUP) is 
shown to consist if two components, namely the liquid film component 
and the entrained droplet component. It is suggested that liquid film 
transport is dependent on conditions are such that flooding would occur 
(see Section 5.4). 
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CHAPTER 6 
 
BUBBLE SIZE DEVELOPMENT IN LARGE DIAMETER PIPES 
 
A major challenge in understanding gas liquid bubble flow in large diameter 
pipes is that of developing models for the continuous development of bubble size 
spectra as a result of the various processes of bubble break-up and coalescence. 
The study of these processes has been a major focus of team headed by 
Profess Ishii at Purdue University and, in the present study, the work of this team 
was used as a starting point. In Section 6.1, the bases of the interfacial area 
transport models used by Ishii and co-workers are described. In implementing 
these models, it was found that realistic results could not be obtained for the 
conditions of interest in the present study. Thus, alternative break-up and 
coalescence models were considered; descriptions of such models are given in 
Section 6.2 and 6.3 respectively. It became clear that the other models available 
in the literature were also inadequate for application in the situation (namely 
turbulent co-current bubbly flows in pipes) of interest here. Thus, a simplified 
two-group bubble coalescence and breakup model was developed and is 
described in Section 6.4. The application of this model is discussed in Section 
6.5. Finally, the conclusions drawn from this part of the study are summarised in 
Section 6.7. 
 
6.1. Interfacial Area Transport Equations 
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6.1.1. Derivation of interfacial area transport equation 
 
Kucamustafaogullari and Ishii (1995) first developed a one-group interfacial area 
transport equation based on the Boltzmann transport equations which described 
the particle transport by an integro-differential equation of the particle-distribution 
function. In this model, bubble breakup is considered to be due to the maximum 
stable bubble size limitation, interfacial instability (Rayleigh-Taylor and 
Kelvin-Helmholtz instabilities) and the velocity gradient (thus pressure gradient) 
in a turbulent stream. Bubble coalescence is dictated, in this model, by the 
maximum stable bubble size below which a pair of bubbles will coalesce upon 
colliding.  
 
During the collision of two small bubbles, coalescence occurs when the liquid 
film between them has enough time to be drained away; otherwise the bubbles 
will separate and retain their separate motion. Therefore, a critical film thickness 
below which a film instability occurs is the criterion affecting coalescence 
probability. However, a one-group transport equation is insufficient to give a 
realistic representation of the bubble motion and the interactions between 
bubbles. In other words, the increase and decrease of the populations of small 
and large bubbles are not predicted by this model and thus the bubble number 
density could be incorrect. 
 
Hibiki and Ishii (2000) further developed two-group interfacial area transport 
equation which divided bubbles into two groups, namely small spherical bubbles 
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and large cap bubbles. The bubble interactions modelled involved inter-group 
and intra-group terms which gave the bubble coalescence and breakup kernels 
contributed by five main mechanisms: random collision, wake entrainment, 
turbulent impact, shearing off and surface instability. In this improved model, 
bubble population density of the two groups of bubbles could be determined. 
Thus, the dynamic void fraction and bubble size can be evaluated. Fu and Ishii 
(2002a, b) continued to work on this model for round tubes and carried out 
further validation work, while Sun et al. (2004a,b) extended the model to 
rectangular cross section channels. The final format of the two-group interfacial 
area transport equations are given as follows where the symbol n is used for 
void fraction associated with bubbles in group n and the symbol ina  is used to 
denote the interfacial area per unit volume of bubbles of group n. The symbol   
is used for void fraction in this chapter for consistency with the publications of the 
Ishii team; the internationally standard symbol G  is used elsewhere in this 
thesis. The symbol gznv is used for the gas velocity in the axial (z) direction of 
group n bubbles. The symbol jnS  denotes the rate of change of void fraction of 
group n bubbles as a result of bubble-bubble interactions.  
 
For Group-1 small spherical bubbles: 
 
Interfacial area 
 
 
1
1exp,111 )(
j
jgzi SSva
dz
d
                         (6.1) 
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Void fraction 
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Sauter mean bubble diameter 
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For Group-2 large cap bubbles: 
 
Interfacial area 
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Void fraction 
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Sauter mean bubble diameter 
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In these transport equations, the terms Sj1, Sj2 and α12 are contributed by the 
bubble coalescence and breakup mechanisms embodied in the closure kernels. 
Thus, the development of bubble size and void fraction can be evaluated using 
transport equations associated with the bubble coalescence and breakup 
mechanisms.  
 
However, it is doubtful that these equations represent the reality of the 
development of interfacial area since the bubbles move randomly and the 
weighted average values are unlikely to represent the instantaneous local values. 
In addition, solution of these equations is achieved by invoking experimental 
correlations, S1,exp and S2,exp which affect the results significantly. These 
correlations are specific to the particular situations studied and probably lack 
generality.  
 
Because of the problems with the interfacial area transport treatment, the 
interfacial area transport equations were reconstructed into ones considering 
instantaneous bubble volume changes; this new (population balance) format 
was as follows:  
 
For Group-1 small spherical bubbles: 
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For Group-2 large cap bubbles: 
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

                              (6.8) 
where V is the bubble volume and the Vmax and Vmin represents the maximum 
stable bubble volume and the minimum bubble volume which can exist in the 
two-phase flow, respectively.  
 
The bubble coalescence and breakup kernels which consist of the R values are 
presented as follows:  
 
For Group-1 small bubbles: 
 
)12,2()1,2(
TI
)1()2,12()2,11()1()2,12()2,11()1(
1 SOTIWEWEWERCRCRC
j
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For Group-2 large bubbles 
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We can write expressions for (R) for the number of events occurring per second 
(1/s), in other words, it represents the rate of change of void fraction due to an 
individual bubble break-up or coalescence mechanism. The subscript on R 
describes the process (for example the subscript RC means random collision) 
and the superscript on R indicates the nature of the transition (for instance the 
superscript (11,2) indicates an event by which two Group 1 bubble coalesce to 
form one Group 2 bubble). The following relationships (based on those derived 
by Ishii and co-workers) are used. The nomenclature list at the end of the thesis 
should be consulted for detailed definitions of the quantities used (note that, in 
the nomenclature used by Ishii,   denotes kinetic energy dissipation rate and 
not void fraction).  
 
Random Collision 
 
1
13/2
max,1
3/8
13/1
1
)1()1( )(4.7  mRCRC VmR


                               (6.11) 
 
where )1(RCR  means group-1 bubbles coalesce to group-1 bubbles to become 
group-1 bubbles due to random collision mechanism. 
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where )2,11(RCR  means group-1 bubbles coalesce to group-1 bubbles to become 
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group-2 bubbles due to random collision mechanism. 
 
])()[(                       
)(77.1
9/16
min
9/16
12
12
3/2
121
3/1
1
)2,12()2,12(
VVVV
VffmR
cmm
mRCRC

 
                 (6.13) 
 
where )2,12(RCR  means group-1 bubbles coalesce with a group-2 bubbles to 
become a (larger) group-2 bubble due to random collision mechanism.  
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where )2(RCR  means group-2 bubbles coalesce to group-2 bubbles to become 
group-2 bubbles due to the random collision mechanism. 
 
Wake Entrainment 
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where )1(WER  means group-1 bubbles coalesce to group-1 bubbles to become 
group-1 bubbles due to wake entrainment mechanism. 21  t  
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where )2,11(WER  means group-1 bubbles coalesce to group-1 bubbles to become 
group-2 bubbles due to wake entrainment mechanism. 
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where )2,12(WER  means group-1 bubbles coalesce to group-2 bubbles to become 
group-2 bubbles due to the wake entrainment mechanism. 
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where )2(WER  means group-2 bubbles coalesce to group-2 bubbles to become 
group-2 bubbles due to wake entrainment mechanism. )7.0exp(1 2
)2( WEP . 
 
Turbulent Impact 
 
)1()exp()1(69.3
1
1
1
1
3/11
1
3/1
1)1()1(
We
We
We
We
D
CR crcrt
b
TITI  

          (6.19) 
 
where We1 > Wecr and 
)1(
TIR  means group-1 bubbles coalesce to group-1 
bubbles to become group-1 bubbles due to the turbulent impact mechanism. 
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where )1,2(TIR  means group-2 bubbles breaks up to group-1 bubbles due to the 
turbulent impact mechanism. 
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where )2,2(TIR  means group-2 bubbles breaks up to group-2 bubbles due to the 
turbulent impact mechanism. 
 
Shearing Off 
 
)1(32.58
2
,
25/9
5/6*
5/65/4
5/13
2
5/9
)12,2(
m
SOc
chg
gf
SO
We
We
We
b
D
v
R  


                 (6.22) 
 
where )12,2(SOR  means group-2 bubbles breaks up to group-1 and group-2 
bubbles due to shearing off mechanism. )1(* bbb   and 221 )(
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
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Surface Instability 
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where )2(SIR  means group-2 bubbles breaks up to group-2 bubbles due to the 
surface instability mechanism. 
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6.1.2. Application of the reconstructed population balance model 
 
It is instructive to first solve for the steady state, in which case Eqs. (6.7) and (6.8) 
become:  
 
For Group-1 small spherical bubbles: 
 
 

 max
min
)()( 111
V
V j
jg VdVSv
z
                                  (6.24) 
 
For Group-2 large cap bubbles: 
 
 

 max
min
)()( 222
V
V j
jg VdVSv
z
                                  (6.25) 
 
It should be noted that these equations contain no terms obtained from 
experimental data; the results are obtained from the contributions of bubble 
coalescence and breakup kernels directly. The above equations were 
programmed and two case studies performed for air-water flow with liquid and 
gas superficial velocities (jf  and jg) of 0.3 and 0.07 m/s (Case 1) and 1.1 and 0.1 
m/s (Cases 2 and 3). The physical properties assumed were as follows: gas 
density G  = 1.226 kg/m
3, liquid density L  = 998 kg/m
3  and surface tension 
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  = 0.07278 N/m. The small bubble diameter is assumed to be fixed at 3.0 mm 
(Dsm1,0 = 0.003 m). At the start, a inlet single (group 2) bubble size of Dsm2,0 = 
0.005 m (definition please see Eq. 6.6) was assumed for Cases 1 and 2 and a 
inlet single (group 2) bubble size of Dsm2,0 = 0.1 m was assumed for Case 3. The 
calculations were done for a 0.15 m diameter, 4.5 m high vertical pipe.  
 
Case 1  Model implementation for jf = 0.3 m/s and jg = 0.07 m/s with Dsm2,0 = 
0.005 m 
 
In real two-phase flow, it is still an open question whether small bubbles with 
diameters of the order of 3.0 mm bubbles would or would not coalesce with each 
other. Probably, these small bubbles rise individually in a zig-zag motion but 
would not coalesce to each other if the Weber number is greater than 0.18 
(Duineveld, 1998). The Weber number We is defined as 

 eqRv
We
2
 , where   
and   is the density and surface tension of the liquid, v is the velocity of 
approach of the bubbles, )(2/1 22
1
1
  RRReq  with the R1 and R2 the equivalent 
radii of the two bubbles.  
 
Because the possible condition for small bubbles to coalesce to each other is 
restricted, we hence carry out some cases by solving Eqs. (6.24) and (6.25) 
without using intra- small bubble coalescence kernels but consider small bubbles 
would coalesce to large cap bubbles only. The small bubble diameter is 
assumed to be fixed at 3.0 mm. The results are shown from Figures 6.1 and 6.2. 
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Figure 6.1 shows the predicted void fraction of group-1 small bubbles; this rises 
significantly up to the limit of 60%, while the bubble diameter is assumed fixed at 
3.0 mm. This result is not physically realistic since the void fraction for the small 
bubbles could not conceivably by 60%. This probably arises from an 
extrapolation of the empirical correlations used, for instance, some experimental 
correlations, S1,exp and S2,exp were used by Ishii and his co-workers (2006) to fit 
the results which affect the results significantly, but did not take into account 
here. 
 
However, the formation of small bubbles is resulted from the break-up of the 
larger bubbles. For group-2 larger bubble, void fraction decreases significantly 
near the bottom of pipe then fluctuates afterwards finally reaching a value of 
nearly zero. Thus, the calculation indicates that the large bubbles break-up into 
small bubbles; however, the predicted bubble diameter of the group-2 large 
bubbles shows a sudden increase to around 0.1 m and then remains constant.  
 
The contributions of the various mechanisms are shown in Figure 6.2. The 
results show that bubble coalescence mechanisms RC122 and RC2 and bubble 
breakup mechanisms TI21, TI22 and SO212 contribute to the bubble flow 
development, whereas the other mechanisms (WE122, WE2 and SI2) play no 
significant role in this case. These results mean that bubble coalescence occurs 
significantly due to random collision which leads to group-1 small bubbles 
coalescing with group-2 large bubbles to become group-2 large bubbles. Bubble 
177 
 
breakup is dominated by the shearing-off mechanism (SO212) associated with 
the turbulent impact (TI21 and TI22) which causes group-2 large bubbles to break 
up to group-1 small bubbles and smaller group-2 large bubbles. The principal 
activity in bubble coalescence and break-up occurs within a distance of 
approximately 1.0 m from the bottom of pipe; here, the coalescence rate due to 
RC122 and RC2 is much greater than breakup rate TI21 and TI22 at a distance of 
about 0.5 m from the injection then the breakup rate SO212 dominates the bubble 
development afterwards. This results in the void fraction of group-2 large 
bubbles increasing significantly but the results then show a dramatic decrease in 
opposite direction. 
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Figure 6.1  Evaluation of bubble size and void fraction for case 1. 
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Figure 6.2  Individual bubble coalescence and breakup rates (1/s) in case 1. 
 
Case 2  Model implementation for jf = 1.1 m/s and jg = 0.1 m/s, Dsm2,0 = 0.005 m 
 
The results of case 2 are presented in Figures 6.3 and 6.4. In this Case, the 
superficial velocities of the phases have been increased significantly compared 
to those in Case 1. In Case 2, the calculated void fraction of group-1 small 
bubbles increases significantly to the limit of 60% which again is caused by the 
empirical correlations used. The void fraction of group-2 large bubbles reveals 
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the similar trend as seen in Case I, decreasing dramatically in the beginning of 
injection but rising to a small plateau region before it declines to almost zero. 
This implies that the large bubbles break up very fast and to form small bubbles.  
In terms of the bubble size evaluation, small bubble size is assumed as 3 mm 
while the large bubble size increases then decreases significantly when void 
fraction of group-2 large bubbles declines to approximately zero. This indicates 
that large bubbles certainly break up rapidly. The individual contributions from 
each coalescence and break-up term are shown in Figure 6.4. 
 
It can be seen in Figure 6.4 that the bubble coalescence mechanism is mainly 
contributed by the random collision RC122 and RC2 to form group-2 large bubbles, 
whereas the wake entrainment does not occur in this case. The bubble breakup 
takes place due to the turbulent impact (TI21 and TI22) and shearing-off (SO212) 
which is the dominant mechanism to tear off the large bubbles into small bubbles. 
In this case, the results are seemed to correspond reasonably to reality.  
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Figure 6.3  Evaluation of bubble size and void fraction of case 2. 
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Figure 6.4  Individual bubble coalescence and breakup rates (1/s) in case 2. 
 
Case 3  Model implementation for jf = 1.1 m/s and jg = 0.1 m/s, Dsm2,0 = 0.1 m 
 
In order to investigate the effect of inlet bubble size, Case 3 had the same fluid 
velocities as Case 2 but the inlet group-2 large bubble diameter was increased 
to  0.1 m compared to the value of 0.005 m assumed in case 2. The results are 
displayed in Figures 6.5 and 6.6. It can be seen in Figure 6.5 that the void 
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fraction of group-1 small bubbles increases significantly, while the group-2 large 
bubble void fraction decreases considerably. Note that the large value of void 
fraction is caused by the used empirical correlations again. Both these changes 
occur near the pipe inlet. This result differs from the results in Case 2 and may 
imply that the inlet size of 0.1 m is very close to the bubble size limitation at 
which break up to form small bubbles and bubble clusters would occur. In 
addition, the bubble size of group-2 large bubbles decreases significantly when 
its void fraction decreases.  
 
The contributions of each individual bubble coalescence and breakup 
mechanisms are shown in Figure 6.6. The dominant mechanisms in this case 
are mainly related to large bubbles breaking into small bubbles, though a small 
coalescence occurs by bubble random collision RC122 near the pipe inlet. 
Shearing-off is the dominant mechanism to break up the large bubbles, whereas 
turbulent impact contributes very little to this process. This gives the reasonable 
results again. For the reason the shearing-off mechanism is mainly due to the 
limitation of bubble size. By comparing this case to Case 2, it is clear that inlet 
bubble size affects the results significantly.  
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Figure 6.5  Evaluation of bubble size and void fraction of case 3. 
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Figure 6.6  Individual bubble coalescence and breakup rates (1/s) in case 3. 
 
It can be concluded that the Ishii two-group interfacial area transport equations 
(modified into the form of a population balance model) can be used to evaluate 
void fraction and bubble size for the two groups of bubbles. However, there are 
some indications that deviations from reality occur (e.g. the evaluation of void 
fraction of group-1 bubbles in all of the three tested cases). This could be 
because the bubble coalescence and breakup kernels provide insufficient 
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closures to solve the equations and could also be the reason for the adoption of 
additional empirical relationships for bubble interaction terms in the studies 
reported by the Ishii team. In the following Sections (6.3 and 6.4) other published 
bubble coalescence and breakup kernels are reviewed in the context of the 
modified population balance model.  
 
6.2. Bubble Breakup Mechanisms 
 
Bubble breakup mechanisms have been fully discussed by Liao and Lucas 
(2009), and include mechanisms due to turbulent fluctuation and collision, 
viscous shear stress, shearing off and surface instability. These mechanisms 
may be classified as illustrated in Figure 6.7. It has to be noted that the 
modelling work of these mechanisms reported in the literature focus mainly on 
determining both bubble breakup frequency and numbers daughter bubbles 
produced. Therefore the bubble breakup source terms could be calculated by 
integrating the multiplier of these two variables associated with bubble volume 
changes. In this case, the bubble breakup rate is represented by the integrated 
bubble breakup source terms, which has the dimension of (1/s). The bubble 
breakup rate could then be introduced into the population balance model in order 
to calculate either dynamic bubble size or void fraction by integrating this 
breakup rate. This approach is followed in most of the publications. Some of the 
most popular breakup mechanisms have been included in the modified 
population balance model in an attempt to obtain more reasonable results.  
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Figure 6.7  Classification of models for breakup mechanism (Liao and Lucas, 
2009). 
 
6.2.1. Turbulent fluctuation and collision 
 
In the turbulent flow case, the breakup of fluid particles is mainly caused by 
turbulent pressure fluctuations along the surface, or by particle-eddy collision. 
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From the point of view of a force balance, for breakup due to turbulent fluctuation, 
the dominant external force initiating the oscillation is dynamic pressure 
difference around the particle, and the breakup mechanisms can be expressed, 
as a balance between dynamic pressure and its surface stress. Note that the 
viscous stresses of the fluid inside the particle are usually neglected without any 
further validation (Liao and Lucas, 2009). Based on these concepts, the 
following researches have led to proposed models for the bubble breakup 
mechanism by taking into account turbulent fluctuations.  
 
6.2.1.1. Prince and Blanch (1990b) 
 
Prince and Blanch (1990b) have proposed a phenomenological model for the 
bubble breakup in turbulent gas-liquid dispersions. This model is analyzed in 
terms of bubble interactions with turbulent eddies, which aims at developing 
bubble breakup rates under turbulent conditions, when much of the past 
literature on bubble breakup had focused on the prediction of the maximum 
stable bubble size, either in stagnant liquids or in isotropic turbulence. Therefore 
the model is established for the condition that bubble breakup occurs through 
bubble interactions with turbulent eddies and can be summarised as follows:  
 
Bubble breakup rate  
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where d8.0   
 
Again, the nomenclature list should be consulted for definition of the symbols.  
 
6.2.1.2. Luo and Svendsen (1996) 
 
Luo and Svendsen (1996) have proposed a theoretical model for the prediction 
of drop and bubble (fluid-particle) breakup rates in turbulent dispersions. This 
model is based on the theories of isotropic turbulence and probability. In addition, 
this model predicts the breakage rate for original particles of a given size at a 
given combination of the daughter particle sizes and thus does not need a 
predefined daughter particle size distribution. The daughter particle size 
distribution is a result and can be calculated directly from the model. It has to 
note that this model is used for air-water system in a high-intensity pipeline flow, 
which corresponds to the situation addressed in the present study. The model 
can be presented in the following format: 
 
Bubble breakup rate = breakupVS )(   
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where 
):( BVB VfVP : is the probability (efficiency) for a particle of size V to break into two 
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here Xc is the critical dimensionless energy for breakup 
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6.2.1.3. Implementation of the bubble breakup mechanism due to turbulent 
fluctuation 
 
The Prince and Blanch (1990 and Luo and Svendsen (1996) breakup models 
were implemented into the present modified population balance model by 
replacing the terms for turbulent impact TI21 (Eq. 6.18) and TI22 (Eq. 6.19). The 
results based on Case 1 conditions (used in Section 6.1.2) are shown in Figure 
6.8. 
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Figure 6.8  Bubble breakup rate calculated by different models due to turbulent 
fluctuations for Case 1 conditions. 
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It can be seen in Figure 6.8 that the Price and Blanch (1990) model predicts very 
small bubble breakup rates, whereas the Luo and Svendsen (1996) model gives 
fluctuatuating results with negative breakup rates. For the given test condition, jf 
=0.3 m/s and jg = 0.07 m/s with inlet large bubble size 0.005 m, the pipeline flow 
is in bubble flow regime and the bubble breakup should not be very vigorous but 
would occur in local regions at some conditions. These results suggest that 
these two models are unable to provide satisfactory closure kernels to solve the 
modified population balance model. 
 
The models of Price and Blanch (1990) and Luo and Svendsen (1996) were also 
implemented for the Case 2 and Case 3 conditions and the results are shown in 
Figures 6.9 and 6.10, respectively. As in the Case 1 test shown in Figure 6.9, the 
Prince and Blanch (1990) model does not contribute to breakup rate significantly 
for Case 2 conditions, whereas the Luo and Svendsen (1996) gives dramatic 
fluctuations in breakup rate.  
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Figure 6.9  Bubble breakup rate calculated by different models due to turbulent 
fluctuations for Case 2 conditions. 
 
Figure 6.10 shows the results for the Case 3 condition and also indicates that the 
Prince and Blanch (1990) model does not predict any bubble breakup rate at all. 
The  Luo and Svendsen (1996) model gives reasonable results in this case 
because the large inlet bubble size (0.1 m) triggers the shearing-off mechanism 
in the pipe inlet then liquid turbulent fluctuations result in the large bubbles 
continuing to breakup. This can be seen in Figures 6.5 and 6.5.  
 
To conclude the preceding discussions, the Prince and Blanch model is 
inappropriate for the two-phase pipeline flow, while Luo and Svendsen (1996) 
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model gives reasonable results in the turbulent case, though it may lead 
discrepancies in bubble flow with low liquid velocity where the flow is laminar. 
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Figure 6.10  Bubble breakup rate calculated by different models due to 
turbulent fluctuations for Case 2 conditions. 
 
 
6.2.2. Interfacial surface instability  
 
Bubble break-up may also be caused by interfacial instability at the gas-liquid 
interface. There are two possible mechanisms, namely Rayleigh-Taylor 
instability and Kelvin-Helmholtz instability. Rayleigh-Taylor instability occurs 
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when a light liquid is accelerated into a heavy liquid driven by the density 
difference. When the density ratio is approximately unity, the breakup process 
will be dominated by the Kelvin-Helmholtz instability. The consequence of both 
instabilities is that the surface instability breakup mechanism can result in a large 
cap bubble splitting into two bubbles. This can be seen in Figure 6.11. 
 
 
  
(a)                              (b) 
Figure 6.11  (a) two cap bubbles coalesce to a large cap bubble and (b) a large 
cap bubble breaks into two bubbles due to surface instability (Sun 
at el., 2005). 
 
 
Disturbances in the liquid with a wavelength larger than the critical wavelength 
can break up a bubble. Note that the critical wavelength is not equivalent to the 
maximum stable bubble size. In order to calculate the maximum stable bubble 
size, internal circulation of the gas, which is of the same order of magnitude as 
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the bubble rise velocity has to be taken into account. A centrifugal force is 
induced by this circulation, pointing outwards toward the bubble surface. This 
force can suppress the disturbances at the gas-liquid interface and thereby 
stabilize the interface. On the other hand, the centrifugal force can also 
disintegrate the bubbles, as it increases with an increase in bubble size. The 
bubble breaks up when the centrifugal force exceeds the surface tension force, 
especially at high pressure when gas velocity is high. Levich (1962) assumed 
the centrifugal force to be equal to the dynamic pressure induced by the gas 
moving at the bubble rise velocity, i.e. )5.0(  2/2 fbgf kuk  , and proposed a 
simple equation to calculate the maximum stable bubble size: 
 
3 22
max
63.3
glbu
d


                                     (6.28) 
 
Luo et al. (1999) notes that the above relationship severely underpredicts the 
maximum stable bubble size. Luo et al further propose a mechanistic model 
when the centrifugal force on the entire bubble surface is greater than the 
surface tension force (mechanisms are sketched in Figure 6.12). The maximum 
stable bubble size can be determined using Eq. (6.29) or it’s simplified version 
( Eq. (6.30)) The calculation of maximum stable bubble size using the Levich 
(1962) and Luo et al. (1999) models is shown in Figure 6.13.  
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where 
 
)1( 2E  is the complete second kind elliptic integral, which decreases with a 
decrease in   
 
  is the aspect ratio of bubble, is related to the wake angle,  
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Figure 6.12  Internal circulation model for bubble breakup: (a) internal and 
external flow fields, (b) circulation velocity on surface S, (c) force 
balance and 3-D view of surface S and the flow pattern on S (Luo 
et al., 1999). 
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(b) 
Figure 6.13  Calculation of maximum stable bubble size using different models 
in (a) bubble diameter and (b) bubble volume scales. 
 
From the results shown in Figure 6.13, the Levich (1962) models certainly under 
predicts the maximum stable bubble size as Luo et al. (1999) comment. However, 
the Luo et al. (1999) model predicts a maximum stable bubble size of 
approximately 0.2 m which is impossible in reality. Therefore, neither of these 
two models appears to give realistic values for maximum bubble size.  
 
Fu and Ishii (200a) propose that the maximum stable bubble size is around 0.1 
m based on their empirical model presented as follows: 
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Ds 40max,                                (6.31) 
 
This value 0.1 m seems rather larger than expected on the basis of observations 
of slug flow where Taylor bubbles occupying the whole pipe cross section are not 
observed when the pipe diameter is larger than 0.1 m (see Chapter 2 and 
Chapter 5).  
 
Wang et al. (2005) have proposed a bubble breakup model due to surface 
instability which includes a critical bubble diameter of 0.027 m as shown in Eq. 
(6.32). In this case, the maximum stable bubble size is relative small. Bubble 
breakup rate due to surface instability (Wang et al., 2005) can be represented 
as: 
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For an air-water system, Luo et al. (1999) propose the maximum stable bubble 
size is around 5.7 cm at 1.5 MPa by solving the modified Mendelson (1967) 
equation as stated by Maneri (1995). This value is more reasonable and has 
been applied in the present study.  
 
6.2.3. Viscous shear stress and the Shearing-off process 
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Viscous shear forces in the continuous phase will cause a velocity gradient 
around the interface and deform the bubbles, leading to breakup. Shear stresses 
also appear due to the wake effect. If a trailing bubble has its larger part outside 
a wake region, the shear stress across the wake boundary may split it as a result 
of elongation, bubble surface indentation and necking. The bubble is firstly 
elongated into two lumps separated by a thread and breaks into two almost 
equal size daughters corresponding to the lumps and a series of smaller bubbles 
called satellites corresponding to the thread. The original bubble may also be 
elongated into a cylindrical thread which then breaks into several smaller 
bubbles, which is known as through breakage (Liao and Lucas, 2009). This 
mechanism has been considered by Ishii et al. as a turbulent impact effect 
(Kocamustafaogullari and Ishii, 1995, Fu and Ishii, 2002a, 2002b, Ishii and Hibiki, 
2006) and has been shown and adapted in Section 6.1.2. However, it seems that 
this mechanism gives only a small contribution of bubble breakage in the 
conditions of Cases 1-3. Therefore we do not consider viscous shear force is a 
particularly significant mechanism involved bubble break up in the conditions of 
interest in the present study. . 
 
The shearing-off process is characterized by a number of small bubbles 
shearing-off from a large one, which is also called erosive breakage. It mainly 
causes the tail of large cap bubbles to break up into a group number of small 
bubbles as illustrated in Figures 6.14 and 6.15. In highly viscous flows, the 
shearing-off is determined by the balance between the viscous shear force and 
the surface tension at skirts of the cap/slug bubble. When the relative velocity is 
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high enough, the bubble skirt becomes unsteady and sheds gas resulting in the 
generation of a large number of small bubbles at the rim. However, in the 
air-water flow, the interfacial viscous shear force is shown to be negligible by 
both experimental and theoretical investigations due to the low viscosity of water. 
In this case, the shearing-off process is caused by the gas velocity profile inside 
the cap bubble. Gases inside the bubble move globally at the bubble terminal 
velocity (Liao and Lucas, 2009). Fu and Ishii (2002a, 2002b) have modelled this 
mechanism and (in Section 6.1.2) it was shown that this mechanism gives a 
significant contribution to the bubble breakup rate for Cases 1-3 ( see Figures 
6.1 to 6.6). Thus, a satisfactory closure kernel for bubble coalescence and 
breakup has to take into account the shearing-off mechanism as the essential 
mechanism for bubble breakup. 
 
  
(a)                             (b) 
Figure 6.14  Small bubbles are broken off from (a) the tail of large cap bubble 
due to shearing-off of bubble skirt and (b) the rim of large bubble 
due to turbulent eddies (Sun et al., 2005). 
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Figure 6.15  Small bubbles are sheared off from the tail of large cap bubble 
(Batchelor, 1987). 
 
In conclusion, it can be stated that, despite the fact that most of the publications 
on this topic consider the approach mentioned above (i.e. to determine both 
bubble breakup frequency and the numbers of gas bubbles and their daughter 
bubbles), it seems probable that the calculated breakup rate using this approach 
is not appropriate. For the reason the instantaneous bubble numbers may not be 
represented by averaged bubble breakup frequency. In addition, the most 
published models have been derived in the context of the air-sparged bubble 
column in which the liquid is stagnant. Furthermore, some models (e.g. those of 
Prince and Blanch, 1990 and Luo et al., 1999) have been derived for a turbulent 
environment, whereas the development of bubble flow and the transition region 
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to slug flow involves both laminar and turbulent conditions. This implies that 
these models are inappropriate for the two-phase flow in pipes, where the liquid 
is the continuous phase and considering only turbulence could lead to a failure 
to predict bubble coalescence and breakup, in particular the conditions where 
bubble clusters are forming. In view of these considerations, a new simplified 
model has been developed as part of the present work which models bubble 
breakup and coalescence rate by considering the real physics as observed in 
experiments. 
 
 
6.3. Bubble Coalescence Mechanisms 
 
Before addressing the proposed simplified two-group model for bubble 
coalescence and breakup, it is important to consider in more detail the question 
of small bubble coalescence since this question is still an open one. For instance, 
Boshenyatov (2009) suggests that small bubbles (ranged from 60.0 μm to 3.0 
mm in diameter) can coalesce when the Reynolds number is between 30 and 
100. The definition of the Reynolds number is  /)(Re vd , where   and   
is the density and the dynamic viscosity of the liquid, d is the bubble diameter 
and v is the relative velocity of two bubbles approach.  
 
On the other hand, in real two-phase flows, bubbles with a diameter of around 
3.0 mm rise in a zig-zag motion but do not coalesce to each other if the Weber 
number is greater than 0.18 (Duineveld, 1998). Because both the Boshenyatov 
(2009) and Duineveld (1998) studies suggest that small bubbles would only 
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coalesce under very restricted conditions (Reynolds number between 30-100 
and the Weber number less than 0.18), the assumption is made in the simplified 
model presented in Section 6.4 that such small bubbles will not coalesce with 
each other. The only coalescence of small bubbles considered in this study is 
that they coalesce to the base of large cap bubbles due to the wake entrainment. 
This process can be seen in the image shown in Figure 6.16.  
 
 
 
Figure 6.16  Small bubbles coalesce to large cap bubble in the wake region 
(Sun et al. 2005). 
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6.4. Simplified Two-group Bubble Coalescence and Breakup Model 
 
Based on the preceding discussions of the bubble coalescence and breakup 
kernels proposed in the published literature, it seems that none of them provide 
an adequate basis for the convergence of the population balance equations. 
Thus, a simplified model is suggested which takes account of only two 
mechanisms, namely small bubble creation by shearing off of large bubble skirts 
and small bubble destruction by their coalescence with the large bubble bases in 
the large bubble wake region. The process represented is illustrated in Figure 
6.17.  
 
 
Figure 6.17  Illustration of bubble breakup and coalescence mechanisms 
around a large cap bubble. 
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First of all, we deal with bubble breakup mechanism illustrated in Figure 6.18. 
The single cap bubble rise velocity is determined based on Talaia (2007) 
correlation presented in Eqs. (6.33) to (6.35): 
 
 
 
Figure 6.18.  Illustration of the bubble shearing-off mechanism. 
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Then we assume that the interfacial velocity is constant around a large cap 
bubble and is equal to the rise velocity. A boundary layer is thus formed in the 
gas inside the bubble and adjacent to the interface. The length x of this boundary 
layer is given approximately by:  
 
4
capD
x

                                         (6.36) 
 
Introducing the physical properties of air at atmospheric conditions where the 
viscosity and density are 18.510-6 Pa•s and 1.16 kg/m3, respectively, the 
Reynolds number (based on the length of the boundary layer) at the base of the 
spherical cap bubble is calculated as:  
 
capcapr Du  ,
41092.4Re                             (6.37) 
 
If the thickness of the boundary layer at the base of the bubble is  , then (for a 
laminar boundary layer) it follows that:  
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                                           (6.38) 
 
and that:  
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It might reasonably be assumed that the shedding rate due to shearing off of the 
large bubble would be proportional to   and would thus be give by:  
 
 capcaprSO DuR ,                                    (6.40) 
 
where  is a bubble breakup efficiency whose value is selected (depends upon 
the test conditions) to balance the coalescence and shedding rates at a large 
bubble diameter of 0.055 m.  
 
In terms of the bubble coalescence modelling (illustrated in Figure 6.19), in the 
wake region behind large cap bubbles, the small bubble rise velocity is 
suggested by Clift et al., (1978): 
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Figure 6.19  Illustration of the bubble shearing-off mechanism. 
 
And the active area for coalescence is assumed as follows: 
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where  n  
 
The population of small bubbles is the multiple of active area and the global void 
fraction. Thus, the bubble coalescence rate in the wake region could be 
determined by: 
 
  smbWE unDnR )(                              (6.43) 
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6.5. Application of Simplified Two-group Bubble Breakup and Coalescence 
Rates 
 
In order to implement the simplified two-group bubble breakup and coalescence 
rates, the following assumptions were made:  
a. The small bubble diameter is assumed as uniform with a value of 3.0 mm. 
b. The initial large bubble size is 0.01 m. 
c. Initial void fraction is at breakdown point, e.g. 48% at jf = 0.407 m/s and jg 
= 0.52 m/s.  
d. Maximum stable bubble diameter is around 5.5 cm. 
e. No intra-coalescence between small bubbles. 
f.  Coalescence efficiency of small bubbles with large bubbles is 100%, 
whereas the bubble breakup efficiency  is chosen as a constant 6.747 in 
order to balance the coalescence and shedding rates at a large bubble 
diameter of 5.5 cm. 
g. A single large bubble is considered.  
 
First of all, we calculate the bubble coalescence and breakup rates in transient 
case as shown in Figure 6.20. It can be seen that bubble coalescence and 
breakup rate reach to equilibrium at 26.7 sec after both gas and liquid are 
injected into pipe. At this time, the maximum stable bubble size appears at 
approximately 5.5 cm presented in Figure 6.21. In addition, the bubble volume 
and its growth rate can be evaluated in Figure 6. 22.  
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Figure 6.20  Bubble coalescence and breakup rates in transient pipe flow. 
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Figure 6.21  Evaluation of dynamic bubble size.  
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(b) 
Figure 6.22  Evaluation of (a) bubble volume and (b) its growth rate. 
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6.6. Conclusions 
 
The following main conclusions are drawn from the work described in this 
Chapter:  
(1) Current models of bubble coalescence and breakup mechanisms described 
in the literature are inappropriate to accommodate into the modified 
population balance model described in this chapter. This is because they 
need a priori knowledge of bubble breakup frequency and number 
distribution of gas bubbles and their daughter bubbles to tailor the trial 
functions to be accommodated.  
(2) Most models in the literature have been developed in the context of the 
air-sparged bubble column in which the liquid is stagnant. Some models (e.g. 
those of Prince and Blanch, 1990 and Luo et al., 1999) have been developed 
for a turbulent environment, whereas the development of bubble flow and its 
transition to slug or churn flow involves both laminar and turbulent conditions. 
This implies that these models are inappropriate for the two-phase flow in 
pipes, where the liquid is the continuous phase and only taking into account 
the turbulence effects could lead to failure in the prediction of bubble 
coalescence and breakup, in particular the conditions where bubble clusters 
are forming.  
(3) From a numerical point of view that the mechanisms of bubble coalescence 
and breakup are essentially discrete. Thus, the DPBs (Discretized Population 
Balance Equations) are a more natural choice to represent them. However, 
214 
 
the problems calculating the evolution of bubble size and void fraction using 
current bubble coalescence and breakup kernels are as in the more generic 
models as discussed in (1) above.  
(4) In view of the above, it is suggested that the simplified models for bubble 
development (exemplified by the simplified two-group bubble coalescence 
and breakup model proposed in Section 6.4) be used in order to avoid the 
accumulation of numerical errors in DPBs. The simplified model investigated 
gives a reasonable limit on bubble size (approximately 5.5 cm) with the 
correct trends of bubble coalescence and breakup rates. 
 
The use of finite-element methods is an alternative route to solve the population 
balance model; particularly in the light of the continued growth of computational 
power. The use of such methods (within the framework of a commercial CFD 
package) is explored in Chapter 7.  
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CHAPTER 7 
 
CFD STUDIES – NUMERICAL EXPERIMENTS WITH STARCD 
 
Chapter 6 presented the results of two-group calculations of the dynamic 
evolution of bubble size and void fraction using DPBs (Discretized Population 
Balances) implemented in special finite difference codes. The CFD code 
STARCD may also be used to predict the evolution of such flows using finite 
volume methods. It was of interest to examine the potential of the STARCD code 
in addressing such problems and the work described in this Chapter was aimed 
at achieving such an examination. Comparisons between STARCD simulations 
and literature data for steady state simulations for large diameter pipes have 
been made and are presented. Note that all STARCD simulations presented in 
this chapter are carried out by the author of this study. In what follows, Section 
7.1 introduces the models and working process of evaluation of dynamic bubble 
size in STARCD. Section 7.2 simulates the flow structure in large diameter pipes 
by considering TOPFLOW experiments (Prasser et al., 2005) and investigates 
the effect of lift-force coefficient and inlet bubble size. Section 7.3 describes 
simulations of the large diameter experiments carried out by Shawkat et al. 
(2008) to evaluate the bubble characteristics, such as void fraction, bubble size, 
interfacial area density, liquid turbulent kinetic energy and its dissipation rate. 
Section 7.4 describes the simulation of the flow structures in both small and 
large diameter pipes and compares these simulations with the experiments of 
Schlegel et al. (2009) (based on the Sawant et al., 2008 work). Finally, Section 
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7.5 summarises the conclusions from the investigations in this chapter. 
 
7.1. Introduction to STARCD 
 
STAR-CD is a product which is developed by the CD adapco Group. The version 
used in this study was STAR-CD 4.06. The code uses the finite volume method 
to solve the two-fluid model. Currently, STAR-CD is being applied in industry for 
problems in the automotive, aerospace, biomedical, building and environmental, 
chemical process, marine, oil and gas, power generation and turbomachinery 
areas. Three main components for operation of STARCD are PROSTAR, 
STAR-GUI and COMMAND WINDOW.  
 
Both steady state and transient cases can be implemented in STARCD. The 
models for multiphase flow are Eulerian or Lagrangian averaging approaches. In 
Cartesian, cylindrical and spherical coordinate systems can be selected while 
splines or vertices may be created for geometric entities. Though a pipe wall 
may be set as a default, the inlet, outlet and symplane (symmetrical plane) 
region types need to be identified for boundary regions. Gravity is defined by 
user whereas fluid properties can be defined by either user or the default 
database. The flow variables include three-dimensional momentum fluxes, 
pressure, void fraction, turbulent kinetic energy and turbulent dissipation energy. 
A maximum number of iterations of 10000 and a maximum residual tolerance of 
1×10-5 have been implemented for steady state cases, whereas 0.001 sec time 
steps are used for transient cases. The results are double precision. 
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The details of multiphase models built in STARCD are given in Appendix 3, in 
which the evaluation model of dynamic bubble size coupled with bubble 
coalescence and breakup kernels, which is named the S-gamma model, is also 
presented. The S-gamma model consists of bubble coalescence and breakup 
kernels coupled with a k-ɛ model for turbulence that is solved in the momentum 
equations. The details of the whole derivations are also shown in Appendix 3. In 
the STARCD calculations, the interaction between two-fluid model for multiphase 
flow and the population balance model for bubble size evaluation is 
demonstrated in Figure 7.1.  
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Figure 7.1  The interaction between the two-fluid model and the population 
balance model in STARCD. 
STARCD 
Two-Fluid Model 
(stress tensor τk in momentum conservation) 
Effective viscosity of liquid phase 
(the shear-induced turbulent viscosity) 
k-ɛ Model 
(local energy and its dissipation rate of dispersion) 
Population Balance Model 
Bubble Size Evaluation 
(bubble coalescence and breakup kernels) 
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7.2. Simulation of Flow Structures in Large Diameter Pipes 
 
Before carrying out an evaluation of dynamic bubble size development, the flow 
structures (flow patterns) in steady flow in large diameter pipes have been 
simulated; these are affected by the lift force coefficient and possibly by the inlet 
bubble size. In order to carry out the calculations, an appropriate mesh size has 
to be applied. According to Monahan et al. (2005), domain size and grid 
resolution have a significant effect on flow simulations in both small and large 
columns. They suggested that the grid spacing of 0.25 cm or smaller size must 
be used for adequate resolution in order to observe the flow regime transition for 
large columns. In addition, Rigopoulos and Jones (2003) argue that the finite 
volume approach leads to severe errors unless a uniform gird is employed. A 
very fine mesh (less than 0.2 cm grid) is used to ensure the grid independence in 
this study; thus was confined by studying the influence of gird size as the results. 
The grid numbers were typically (200  200  200) corresponding to an 
averaged individual cell volume of 6.010-8 m3 (≈ 1.5 mm grid size in plane). 
 
7.2.1. Introduction of TOPFLOW experiments 
 
The TOPFLOW experiments are one of the most advanced studies of two-phase 
flows in large risers and reveal real images of the flow structure. Based on the 
work of Prasser et al. (2005), TOPFLOW is an acronym standing for the 
Transient twO Phase FLOW test facility shown in Figure 7.2. The facility is 
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designed for generic and applied studies of transient two-phase flow phenomena 
in the power and process industries. The fluid is either a steam-water or 
air-water mixture while the maximum steam and water flow rate is 2.0 kg/s and 
50.0 kg/s, respectively. TOPFLOW is equipped with two vertical pipes test 
sections, having diameters of 51.2 mm (DN50) and 194.0 mm (DN200), both of 
which are 9.0 m tall; the achieved maximum values of the length-to-diameter 
(L/D) ratios are, correspondingly, 45 for DN200 and 180 for DN50. 
 
Wire mesh sensors were used to obtain the time-varying distribution of void 
fraction and images of the phase distribution on the centre line of the channel 
could be extracted using virtual side projection technology. Both local bubble 
size and void fraction data are measured at two positions for DN50 (L/D = 30.6 
and L/D = 151.2) and one position for DN200 (L/D = 39.2). The tests investigated 
were for air-water flows with the injected air being at ≈ 16.0 ℃ and approximately 
0.12 MPa pressure. Conditions jf = 1.0 m/s with jg = 0.198, 0.31 and 1.18 m/s, 
respectively, were selected for the STARCD simulations. Here, jf and jg denotes 
superficial liquid and gas velocity, respectively. This TOPFLOW experiment is 
carried out by Prasser et al. (2005). 
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Figure 7.2  Simplified scheme of the TOPFLOW test facility (Prasser et al., 
2005). 
 
7.2.2. STARCD simulation scheme 
 
The author of this study has carried out the STARCD simulations using an HP 
Z600 workstation with capacities of: 
 
CPU: Intel Xeon X5550 2.66 8MB/1333 QC CPU1 and CPU2 
RAM: HP 24 GB (64GB) DDR3-1333ECC 2 CPU RAM 
Display Card: NVIDIA Quadro FX1800 768MB, 1st card 
 
The whole pipe geometry (9 m tall with pipe diameter 194.0 mm) is simulated. A 
uniform mass flow inlet boundary is applied for the injection of both gas and 
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liquid phases, whereas the pressure outlet boundary is applied. And non-slip 
boundary condition at the wall is also applied.  
 
7.2.3. Simulations of flow structures 
 
Figure 7.3 shows the flow structure comparisons between TOPFLOW 
experimental images and STARCD simulations at three different superficial gas 
velocities when superficial liquid velocity is fixed. It can be seen that occasional 
small bubble clusters surrounded by small bubbles are revealed at low gas 
velocity, while the size of those bubble clusters increases with gas velocity. The 
clear large bubble structure similar to conventional Taylor bubbles found in small 
tubes is not observed at high gas velocity. Instead, a continuous gas stream in 
the pipe core appears in the large diameter pipes. All of these phenomena 
observed in experiments can be found in simulations shown in Figure 7.3 by 
plotting the bubble size distributions. Moreover, the flow structure of large cap 
bubbles surrounded by small spherical bubbles can be seen easily in 
simulations.  
 
Despite the fact that flow structure comparisons reveal a very good agreement, it 
has to be noted that the positions of the extracted images between simulations 
and experiments are not at exactly the same positions; for instance, the axial 
position between 6.5 m and 7.6 m (simulations) against at 7.6 m (experiments); 
however, all the images are for the upper section of the pipes. 
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Figure 7.3  Comparisons of flow structure between TOPFLOW experiments and 
STARCD simulations (distribution of bubble size).
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7.2.4. Effect of lift force coefficient 
 
From the discussions in the preceding section, it is seen that flows in large 
diameter pipes display a high concentration gas in the pipe core. This implies 
that the gas bubbles tend to migrate to gather together in the core centre. 
According to Tomiyama et al. (2002), bubbles migrate to the pipe wall to form the 
wall-peak profile in void fraction distribution when bubble size is less than around 
5.8 mm, whereas bubbles move toward the pipe core to result in the core-peak 
profile for larger bubble sizes. These phenomena are identified due to the fact 
that the sign of lift force coefficient changes as shown in Figure 7.4.  
 
Figure 7.4  Lift force coefficient CT in an air-water system and postulated 
regimes of lateral migration using different inside diameter tubes 
0.14 mm, 0.5 mm, 2.0 mm, 3.0 mm and 4.0 mm (Tomiyama et al., 
2002).  
225 
 
Also, the migration of bubbles (core- or wall-peak) can be found when pipe 
diameter changes, for instance, core-peak profile occurs when pipe diameter is 
greater than 100.0 mm, below which the wall-peak profile takes place (Shawkat 
et al., 2008). This can be seen in Figure 7.3 as well that the gas bubble clusters 
are concentrated in the pipe core in the TOPFLOW large riser. Thus, it is 
interesting to investigate the life force coefficient effect in large riser simulations. 
 
Tomiyama et al. (2002) have given the empirical correlations for determining the 
lift force coefficient as below: 
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In the STARCD package, the default lift force coefficient is CL = 0.25 (equals to 
the CT used by Tomiyama et al., 2002) which is of doubtful applicability to the 
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whole range bubble sizes and pipe diameters. Thus, we implement two 
coefficients 0.25 and -0.288 for the large diameter simulations considering 
various sizes of bubbles in the pipes. The results are presented in Figures 7.5 for 
the radial distribution of void fraction profile. 
 
It can be seen in Figure 7.5 that the core-peak void fraction profiles are formed 
when the inlet bubble size is above 4.5 mm (assuming uniform bubble size 
distribution in the whole pipe) for both lift force coefficient cases, but the 
double-peaks occur near the pipe wall if CL = 0.25 applies. This may imply that 
the positive lift force coefficient is inappropriate when bubble size is above 4.5 
mm. In addition, a wall-peak profile is formed when the inlet bubble size equals 
to 3.0 mm while the CL = 0.25 applies. All of these results correspond to the 
discoveries of Tomiyama et al. (2002) work that lift force coefficient starts to 
change its sign at a bubble size of around 4.5 mm.  
 
7.2.5. Effect of inlet bubble size 
 
As will have been seen from the discussion in Section 7.2.4, the lift force has a 
significant effect coupled with the effect of inlet bubble size. Thus, in particular, a 
double-peak in void fraction take place near the pipe wall if CL = 0.25 is used for 
an inlet bubble size above 4.5 mm (see Figure 7.5). This implies that the flow 
instabilities (e.g. flow regime transitions) may occur if bubble size, lift force 
coefficient and gas volume fraction are reached to a certain criterion.  
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Figure 7.5  Comparison of the evaluation of void fraction for different inlet 
bubble sizes at z = 7.6 m with two different lift force coefficients. 
 
Lucas et al. (2005) have carried out an investigation of the role of the lift force in 
the stability of a homogeneous bubble column; their results are presented in 
Figure 7.6. It suggested that instabilities caused by the lift force may be one 
important reason for the transition from homogeneous to heterogeneous bubble 
columns. The lift force acts in a lateral direction on rising bubbles, when 
gradients of the liquid velocity are present. Non-uniform liquid velocity fields may 
be induced if the gas fraction is not equally distributed, as might be caused by 
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local disturbances. It was found, that a positive lift force coefficient (small 
bubbles) stabilizes the flow, while a negative coefficient (large bubbles) leads to 
unstable gas fraction distributions. There is a strong connection between bubble 
size and other parameters, e.g. the gas volume fraction. In case of a transition 
from homogeneous to heterogeneous flow, large bubbles are generated by 
coalescence. 
 
 
(a) 
 
(b) 
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Figure 7.6  Minimum fraction of small bubbles needed in air-water flow to 
stabilize the system (a) as a function of small bubble size for three 
different diameters of the large bubbles and (b) as a function of 
large bubble size for three diameters of the small bubbles (Lucas et 
al., 2005). 
 
The criterion for instability can be expressed as: 
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As the onset of bubble coalescence is strongly associated with the local gas 
volume fraction, the generation of vertical gas volume fraction waves (see e.g. 
Biesheuvel and Gorissen, 1990) has an important influence on the local bubble 
size distributions. When the gas fraction distribution becomes non-uniform, this 
may lead to the onset of strong coalescence in regions of increased gas fraction, 
which can further destabilize the column. This makes it very difficult to perform 
detailed measurements of the bubble size distribution in the transition region 
between the two regimes.  
 
Based on the arguments mentioned above, a proper use of the inlet bubble size 
associated with an appropriate lift force coefficient is very important for the 
simulations. In view of this, the influence of inlet bubble size on the large 
diameter pipe simulations was investigated using STARCD by using the same lift 
force coefficient with various inlet bubble sizes. The results are shown in Figures 
7.7 and 7.8.for CL = 0.25 and CL = -0.288 respectively. It can be seen in Figure 
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7.7 that a nearly uniform radial distribution of void fraction is obtained when the 
inlet bubble diameter is 3.0 mm, though a slight decrease in void fraction occurs 
near the pipe wall. When the inlet bubble size is above 4.5 mm, an axial core 
peak occurs together with a smaller double-peak nearer the wall. With CL = 
-0.288 (Figure 7.8), an M-shape (significant rising and falling trends revealed in 
the pipe core and wall) radial void fraction profile is found for the inlet bubble 
diameter of 3.0 mm, while a centre-peaked gas volume fraction is found for the 
inlet bubble diameters above 4.5 mm. These simulation results are consistent 
with the findings of Tomiyama et al. (2002) and Lucas et al. (2005) who note that 
a positive lift force coefficient (e.g. CL = 0.25) has to be implemented in small 
bubble simulations, while a negative value (e.g. CL = -0.288) is appropriate for 
large bubble simulations. Note that the direction of bubble migration affects the 
models of bubble coalescence and breakup mechanisms significantly. In other 
words, the interphase forces, for instance transverse lift force (the main effect 
according to the analysis of Lucas et al., 2005), the turbulent dispersion force 
and the wall lubrication force are all important in the momentum conservation 
equations. Therefore it is important to make sure that an appropriate choice is 
made of the inlet bubble size and its associated lift force coefficient.  
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Figure 7.7  Radial void fraction distribution evaluated by STARCD simulations 
using CL = 0.25 with different inlet bubble sizes. 
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Figure 7.8  Radial void fraction distribution evaluated by STARCD simulations 
using CL = -0.288 with different inlet bubble sizes. 
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7.3. Evaluation of Bubble Characteristics for Large Pipe Simulations 
 
It is clear from the preceding discussions that the two-phase flow structure 
results from gas and liquid phase movements driven by the liquid velocity and 
pressure gradients. The gas bubble migrations are significantly affected by the 
inlet bubble size and the transverse lift force coefficient. These migrations are 
generated through the gas mass transfer mechanisms, for instance, bubble 
coalescence and breakup mechanisms. Typical models for determining the 
mass transfer coefficient are the eddy cell model which depends on the turbulent 
energy dissipation rate, and the slip penetration model which relies upon the 
bubble size and bubble slip velocity. It has been proved by Shawkat et al. (2008) 
that the gas bubble migrations are strongly related to the gas volume fraction, to 
the bubble size and to the turbulent kinetic energy dissipation rate. Thus, it is 
interesting to simulate Shawkat et al. (2008) experiments carried out in a large 
diameter riser using the selected inlet bubble size and the lift force coefficient 
discussed in the previous sections. The aims are twofold: to evaluate bubble 
size using a CFD-PBM coupled model and to investigate the relationship 
between kinetic energy dissipation rate and the direction of gas bubble 
migrations.  
 
7.3.1. Introduction of Shawkat et al. (2008) experiments 
 
Shawkat et al. (2007, 2008) carried out a series of experiments in a 200 mm 
diameter closed two-phase flow loop in which the main vertical riser is 9.56 m in 
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length. This test rig is shown schematically in Figure 7.9. The liquid and gas 
superficial velocities were in the range 0.2-0.68 m/s and 0.0-0.18 m/s, 
respectively and the area averaged void fraction varied from 0% to 15.4%, while 
the area average bubble diameter was in the range of 3.0-6.0 mm. The 
operation temperature and pressure are 24.5 ± 0.1 ℃ and approximately 1.0 
bar. The radial distributions of gas volume fraction, bubble frequency, bubble 
velocity, bubble diameter and liquid average velocity were measured. 
 
 
 
Figure 7.9  The outline of 200 mm air-water test loop (Shawkat et al., 2008). 
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7.3.2. STARCD simulations 
 
The STARCD simulations are carried out using the same HP Z600 workstation 
with the same capacities mentioned in the section 7.2.2. The pipe was 9.56 m 
tall and 200.0 mm diameter; the whole pipe is simulated. A uniform inlet 
boundary is applied for the injection of both gas and liquid phases. The inlet 
bubble size is set as 3.0 mm with a lift force coefficient 0.25. The pressure outlet 
boundary condition is applied in this simulation. A wall function is used for the 
continuous liquid phase while the nonslip condition is taken into account for the 
gas phase.  
 
7.3.2.1. Evaluation of volume fraction 
 
The first step was to evaluate the gas volume fraction using STARCD 
simulations under steady state conditions. The maximum number of iterations 
was 10000 and a maximum residual tolerance 1×10-5 was implemented. Table 
7.1 shows comparisons of simulation results and experimental data for area 
averaged void fraction. Obviously, the agreement between simulation and 
experiment is very poor except for the results for jg = 0.065 m/s with jf = 0.2 m/s. 
The radial void fraction profiles are shown in Figures 7.10 and 7.11 for the two 
different superficial liquid velocities jf = 0.2 m/s and jf = 0.68 m/s, respectively. 
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Table 7.1  Area averaged void fraction obtained by STARCD simulations and 
Shawkat et al. (2008) experiments in a 200.0 mm rig. 
 
Jf 
(m/s) 
Jg (m/s) 
0.015 0.065 0.18 
STARCD Shawkat STARCD Shawkat STARCD Shawkat 
0.2 0.0952 0.035571 0.1075 0.110381 N/A N/A 
0.68 0.0077 0.016437 0.0379 0.056836 0.0473 0.138326 
 
It can be seen in Figure 7.10 that the experimental data displays a uniform 
distribution whereas an M-shape void fraction profile is predicted in the 
simulations. Similar trends are shown for a higher superficial liquid velocity in 
Figure 7.11 which also reveals M-shape profiles for jg=0.065 and 0.18 m/s. For jg 
= 0.015 m/s, a more uniform distribution is predicted with a small amplitude 
wall-peak, in reasonable agreement with the experimental data.  
 
It is obvious that, if the predictions are to be at least qualitatively correct, certain 
key conditions have to be met. Thus, increasing superficial gas velocity jg at a 
constant superficial liquid velocity jf should increase the void fraction while an 
increase in jf should result in a decrease in the void fraction. Next, for constant jf, 
an increase of jg typically causes more bubbles to migrate toward the pipe 
centreline to form core-peak profiles. And the tendency of bubbles to migrate 
toward the centreline decreases as jf is increased for constant jg. All of these 
important phenomena can be found in simulations presented in Figures 7.10 and 
7.11. Thus, we may conclude that the CFD simulations are able to predict some 
two-phase flow characteristic trends in large diameter pipes. Note that the 
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Reynolds number for the tested condition is around 40,000.  
 
As the results shown in Section 7.2.3 demonstrate, the general overall flow 
structure seems to be well predicted in the simulations. In STARCD, the void 
fraction is calculated based on the relationship between Sauter mean bubble 
diameter and the interfacial area, e.g. α = dB  ai / 6, which is coupled with 
momentum conservation and High Reynolds number turbulent k-ε model (see 
Appendix 3). This means that the evaluation of void fraction is strongly related to 
the dynamic bubble size estimation. Therefore it is interesting to further 
investigate the evaluation of bubble size using simulations. 
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Figure 7.10  Comparison of void fraction evaluation between STARCD 
simulations and Shawkat et al. (2008) data at jf = 0.2 m/s. 
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Figure 7.11  Comparison of void fraction evaluation between STARCD 
simulations and Shawkat et al. (2008) data at jf = 0.68 m/s. 
 
7.3.2.2. Evaluation of bubble size 
 
In the STARCD simulations, bubble size changes because of bubble 
coalescence and breakup. The coupled model used to determine this is the 
so-called PBM (Population Balance Model). Details of the CFD-PBM coupling 
models are presented in Appendix 3. Table 7.2 demonstrates the comparisons of 
area averaged bubble size between simulations and experiments and shows 
reasonable agreement. However, it is more interesting to investigate the radial 
profile of bubble size which is strongly related to the void fraction calculation. 
The results are shown in Figures 7.12 and 7.13 for superficial liquid velocity 0.2 
m/s and 0.68 m/s, respectively.  
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Table 7.2  Area averaged bubble size obtained by STARCD simulations and 
Shawkat et al. (2008) experiments in a 200.0 mm rig. 
 
Jf 
(m/s) 
Jg (m/s) 
0.015 0.065 0.18 
STARCD Shawkat STARCD Shawkat STARCD Shawkat 
0.2 0.003612 0.00445 0.003486 0.00539 N/A N/A 
0.68 0.007829 0.003088 0.004492 0.003592 0.004339 0.004595 
 
It can be seen from Figures 7.12 and 7.13 that, though a uniform distribution of 
bubble size appears in the experimental data, the simulation results show large 
discepancies. In addition, the small bubbles are predicted to exist near the pipe 
core which is opposite to the experimental observation.  
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Figure 7.12  Comparison of bubble size evaluation between STARCD 
simulations and Shawkat et al. (2008) data at jf = 0.2 m/s with 
Reynolds number around 40,000. 
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Figure 7.13  Comparison of bubble size evaluation between STARCD 
simulations and Shawkat et al. (2008) data at jf = 0.68 m/s. 
 
7.3.2.3. Evaluation of interfacial area density (1/m) 
 
In the STARCD package, the S-gamma model (see Appendix 3) is used to 
evaluate the dynamic bubble size and interfacial area density (named “interfacial 
area concentration” in the Ishii et al., 2006 work). The published bubble 
coalescence and breakup mechanisms have been discussed in Chapter 6; 
nearly all of them contain empirical constants and demonstrate numerical 
instability on integration. In the S-gamma model, coalescence mechanisms are 
related to the viscous and inertial collisions while breakup mechanisms are due 
to the limitation of maximum stable bubble diameter, and the viscous and inertial 
breakup processes. All of these mechanisms are more or less similar to the 
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published mechanisms discussed in Chapter 6. Thus, inappropriate bubble 
coalescence and breakup models may be the source of simulation instability. 
 
In the work reported in Chapter 6, evidence was presented which may indicate 
that the use of the interfacial area density (or interfacial area concentration) may 
not be appropriate in scaling the instantaneous local values of bubble length.  
 
The interfacial area density distributions predicted for the 200 mm riser data of 
Shawkat et al. (2008) are shown in Figure 7.14 and 7.15 for superficial liquid 
velocities of 0.2 m/s and 0.68 m/s, respectively. Obviously, the shapes of the 
profiles of evaluated interfacial area density are almost as the same as those of 
which have been found in Figures 7.10 and 7.11 for the radial void fraction 
evaluations. The methodology to achieve in the STARCD simulations is very 
similar to the implementation of interfacial area transport equations proposed by 
Ishii et al. (2006) as discussed in Chapter 6. Thus, the results with STARCD are 
consistent with those presented in Chapter 6 – and demonstrate that the 
interfacial area transport models are not able to represent the reality of the flows 
studied.   
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Figure 7.14  Evaluation of interfacial area density using STARCD simulations at 
jf = 0.2 m/s. 
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Figure 7.15  Evaluation of interfacial area density using STARCD simulations at 
jf = 0.68 m/s. 
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7.3.2.4. Evaluation of liquid turbulent kinetic energy and its dissipation rate 
 
The formation of either the core peak or a wall peak in bubble size distribution 
results from the competition between the lift force and the turbulent dispersion 
forces. These forces depend on the local gradient of the liquid velocity and the 
local turbulent kinetic energy as shown in Eqs. (7.6) and (7.7).  
 
wwG
wrotwwCF wliftlift  )(                          (7.6) 
 
  wwdispdisp KCF                                   (7.7) 
 
In addition, the bubble-to-slug transition is more likely to be associated with a 
transition in void distribution, from a uniform profile transits to a parabolic profile 
(Batchelor, 1988, Lammers and Biesheuvel, 1996). This means that small 
bubbles tend to move towards the pipe centre and thus to generate a core-peak 
profile. Note that a gradual formation of void waves occurs in the pipe core 
centre and may result in void distribution changing from a uniform profile to a 
parabolic profile (Batchelor, 1988, Lammers and Biesheuvel, 1996). Thus, it is 
important to investigate the turbulent kinetic energy and its dissipation rate in 
order to understand the distribution of bubble size. 
 
In Figures 7.16 and 7.17, the simulation results of the liquid turbulent kinetic 
energy are shown for the superficial liquid velocity 0.2 m/s and 0.68 m/s, 
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respectively. It can be seen in Figure 7.16 that a dramatic peak in turbulent 
kinetic energy appears near the pipe core, with a smaller peak near the pipe wall. 
Similar trends are also shown in Figure 7.17 for the high gas velocity but, here, 
there are three peaks in the tail of profile. However, both figures imply that high 
liquid turbulent kinetic energy exists in the pipe centre which causes small 
bubble to coalesce into larger ones in this region. Similar trends can be found in 
the results of kinetic energy dissipation rate; a large energy dissipation rate 
occurs near the pipe core. 
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Figure 7.16  Evaluation of turbulent liquid kinetic energy using STARCD 
simulations at jf = 0.2 m/s. 
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Figure 7.17  Evaluation of turbulent liquid kinetic energy using STARCD 
simulations at jf = 0.68 m/s. 
 
Locus et al. (2003) and Krepper et al. (2005) works showed that small bubbles 
move towards the wall, while the larger bubbles migrate towards the pipe core, 
that is, from high-shear to low-shear regions. The size of relatively small bubbles 
increases since the rate of energy dissipation also increases with bubble size 
(see Figure 7.18) and grow further by coalescence with other bubbles in the core 
where the break-up rates are low in relation to those near the wall (see Figure 
2.14 in Section 2.4.1). This mechanism, which involves the generation of a 
bubble size distribution and radial variations of the gas fraction, is the key factor 
in the bubble/slug transition.  
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Figure 7.18  Profile of the dissipation rate of turbulent energy (Krepper et al., 
2005). 
 
The STARCD simulations of the Shawkat et al. (2008) experiments show that a 
very strong kinetic energy dissipation rate is found in the pipe centre as shown in 
Figures 7.19 and 7.20 for liquid velocities 0.2 m/s and 0.68 m/s, respectively. 
However, these results are not consistent with the calculated bubble sizes 
shown in Figures 7.12 and 7.13 which show wall-peak profiles rather than the 
core-peak. The possible reason for this is because of the effect of the interfacial 
area density on the evaluation of bubble size and this causes an indirect 
connection between bubble size and kinetic energy dissipation rate. This is a 
potential error source from both the physics and numerical points of view; further 
improvements are therefore needed, for instance, a use of a dynamic lift-force 
coefficient (see Section 7.2.4.) 
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Figure 7.19  Evaluation of kinetic energy dissipation rate using STARCD 
simulations at jf = 0.2 m/s. 
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Figure 7.20  Evaluation of kinetic energy dissipation rate using STARCD 
simulations at jf = 0.68 m/s. 
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Based on the preceding results and discussions, it can be concluded that 
although the finite volume method with fine grid mesh improves the numerical 
integration as well as reducing the iteration errors, there are fundamental errors 
in the application of CFD-PBM models to evaluate the dynamic bubble size 
using weighted residual methods. These errors result, for instance, from the 
inappropriate application of physical quantities such as interfacial area density. 
Therefore the simulation results, based on the calculations using S-gamma 
model built in STARCD package, reveal very poor agreement when compared to 
the experimental data.  
 
7.4 Qualitative Simulation of Small and Large Diameter Pipes 
 
Even though the CFD-PBM simulation methodology gives poor quantitative 
predictions of bubble characteristics (see Sections 7.3), it may give qualitative 
predictions of flow structure which are consistent with experimental images (see 
Section 7.2). Therefore, it is interesting to simulate flow regimes in small and 
large diameter pipes in order to observe the difference in flow structure between 
the two cases and to compare these predictions with experimental data. For 
these comparisons, the experiments of Schlegel et al. (2009) (based on Sawant 
et al., 2008 work) were used.  
 
7.4.1. Introduction of Schlegel et al. (2009) experiments 
 
Schlegel et al. (2009) have carried out a series of experiments (based on 
Sawant et al., 2008 work) to identify the flow regimes in a 150 mm diameter and 
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4.5 m long pipe; their experimental system is shown schematically in Figure 7.21. 
The test superficial gas and liquid velocities ranged from 0.1 to 5.1 m/s and from 
0.05 to 1.0 m/s, respectively. The flow regimes identified are bubbly flow, 
cap-bubbly flow, churn-turbulent flow and annular/mist flow. Note that the 
method of flow regime identification used by these workers is not consistent with 
the conventional methodology (see Hewitt and Hall-Taylor, 1970).  
 
 
Figure 7.21  Schematic of Schlegel et al. (2009) experimental test section. 
 
7.4.2. STARCD simulations 
 
The STARCD simulations are carried out by the author of this study using the 
same HP Z600 workstation with the same capacities mentioned in the section 
7.2.2. The whole pipe geometry used by Schlegel et al was simulated (a 4.5 m 
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tall 150.0 mm diameter pipe). In addition, a pipe of 50.0 mm diameter and of the 
same height was also simulated for comparison purpose. Uniform inlet boundary 
condition was applied for the injection of both the gas and the liquid phases. The 
inlet bubble size is set as 3.0 mm with a lift force coefficient of 0.25. The 
pressure outlet boundary condition is applied. A wall function was used for the 
continuous liquid phase while a nonslip boundary condition was assumed for the 
gas phase. The experiments with 0.3 m/s superficial gas and liquid velocities 
were selected for the comparisons. This choice was made since the developed 
flow conditions would correspond to slug flow in the smaller diameter pipe; the 
flow structure in the larger diameter pipe would probably not be slug flow. The 
simulation results are shown in Figures 7.22 and 7.23. 
 
The simulated bubble size distribution in a 50.0 mm diameter pipe is displayed in 
Figure 7.22; large bubbles are predicted to occupy almost the whole pipe cross 
sections would be expected for slug flow with Taylor bubbles. Under the same 
test conditions but increasing pipe diameter to 150 mm, it can be seen in Figure 
7.23 (a) that the flow structure consists of a continuous gas stream in the gas 
core with many small bubbles in the surrounding liquid layer. This is similar to the 
flow structure which has been found in TOPFLOW images shown in Figure 7.3. 
Thus, we can conclude again that although the CFD-PBM coupling model is 
unable to predict bubble characteristics quantitatively, a reasonable qualitative 
picture can be predicted for the flow structure.  
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(a) 
 
(b) 
Figure 7.22  Simulated bubble size distribution in a vertical 50.0 mm diameter 
pipe at observation angles of (a) -45o  and (b) 45o. 
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(a) 
 
(b) 
Figure 7.23  Simulated bubble size distribution in a vertical 150.0 mm diameter 
pipe at observation angles of (a) -45o  and (b) 45o. 
252 
 
7.5 Conclusions 
 
The main conclusions drawn from the work described in this chapter are as 
follows: 
 
(1) CFD-PBM coupling model built in STARCD package (the S-gamma model) 
may be able to predict flow structures and these are in reasonable 
agreement with experiments in both small and large diameter pipes.  
(2) The effect of the lift-force coefficient has been discussed and it is suggested 
that a dynamic lift-force coefficient (either 0.25 for small bubbles or -0.288 for 
large bubbles) has to be implemented associated with the dynamic bubble 
size evaluation in order to precisely determine the bubble migration which 
affects the radial bubble size distribution (either core-peak or wall-peak) 
significantly.  
(3) The effect of the inlet bubble size has been investigated and an important 
argument is proposed that the development of bubble flow is independent of 
the inlet bubble size. In other words, the inlet bubble size does not affect the 
final bubble size distribution. 
(4) Quantitative analysis of bubble characteristics has been carried out for the 
evaluations of void fraction, bubble size, interfacial area density, liquid 
turbulent kinetic energy and its dissipation rate. The agreement between 
simulation results and experimental data is poor and this suggests that there 
is an inappropriate application of a physical quantity, namely interfacial area 
density. For the reason the STARCD CFD-PBM cannot represent the 
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instantaneous local values of bubble length, which is affected by the local 
bubble shape and its distribution significantly. These findings are consistent 
with those in Chapter 6 and it would seem that a simplified two-group bubble 
coalescence and breakup model, which does not take into account the 
interfacial area, might be a preferable route to the solution of this problem.   
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CHAPTER 8 
 
THE GRAMP CODE  
 
An important part of the project described in this thesis was to develop and test 
an Imperial College code (GRAMP – General Runge-Kutta Annular flow 
Modelling Code) which aims to give a generic platform to implement 
phenomenological models for individual flow regimes and the transitions 
between the regimes. In what follows, Section 8.1 gives a general introduction to 
the GRAMP2 code and Section 8.2 gives a set of comparisons between the 
code and a data set by Owen (1986); this data set is valuable in that 
fully-developed conditions would be expected. In Section 8.3, the use of the 
code to predict situations such as might occur in an oil well where (because of 
the large change in pressure) the flow regime changes progressively along the 
channel. The application of the GRAMP methodology to the prediction of 
experiments aimed at simulating this situation is also discussed. Finally, in 
Section 8.4, some overall conclusions are drawn and suggestions for further 
development of the software are made.  
 
8.1. Introduction of GRAMP2 Code 
 
The term flow regime refers to the type of interfacial structure distribution in a 
two-phase flow. Typical flow regimes are discussed and illustrated in Chapter 1. 
Hence identification of the flow regime is the first logical step in the analysis of a 
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two-phase flow. The flow regime can change along pipe because of changes in 
the volume flow rates of the phases. Such changes may occur where there is 
heat transfer causing the evaporation of the liquid or condensation of the vapour. 
Changes in volumetric flow rates of the phases can also occur due to reduction 
of pressure along the channel. Such pressure changes can lead to expansion of 
the gas and/or release of dissolved gas; in a multi-component mixture, reduction 
of pressure can sometimes result in liquid formation (“retrograde condensation”). 
Flow pattern changes due to pressure change typically occur in oil wells or in 
risers connecting sub-sea hydrocarbon flow lines to surface processing facilities.  
 
The GRAMP (General Runge-Kutta Annular Modeling Program) code has been 
developed at Imperial College to predict flow regimes, local pressure gradient 
and void fraction and (by integration of these local values) the variation of 
pressure with distance in two-phase flow in a vertical pipe. The original version 
of GRAMP code was written at Imperial College between 1994 and 1996 
(Hawkes, 1996). In this first version, the emphasis was on calculation of 
adiabatic annular flows. Regimes occurring at qualities (gas mass flow fractions) 
lower than those necessary for annular flow were dealt with by using the Friedel 
(1979) two-phase pressure drop correlation. Since then, the code has been 
extended to a wider range of flow patterns and applications, and specific 
versions of the code (e.g. GRAMP2, Barbosa, 2001) can now deal with phase 
change in single component systems and in binary and multi-component 
mixtures, by taking into account of mixture effects on both fluid flow and heat 
transfer (Barbosa and Hewitt, 2006). 
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The current code can be applied to air/water and steam/water flows using 
internal physical property data. Versions of the code can be used for 
hydrocarbon systems using “black oil” models or compositional models (a link 
between the code and the commercial physical property package MULTIFLASH 
has been established). The code can predict cases involving evaporation and 
condensation. The models used in GRAMP for flow regime transitions and for 
the modeling of pressure gradient and void fraction in the respective regimes are 
listed in Table 8.1 and are discussed in more detail in Appendix 3. The code now 
covers bubble, slug, churn and annular flows. Ultimately, the objective of the 
work described in this thesis is part will be to modify the GRAMP code to deal 
with the case of large diameter tubes. As a precursor to this work, the 
performance of GRAMP was investigated (as part of the present work) in the 
context of previous data from the LOTUS facility and in the context of a new 
experiment performed on LOTUS. An outline of GRAMP2 prediction 
methodology is given in Table 8,1 and Figure 8.1.  
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Table 8.1  Existing models built in GRAMP2 code 
Flow regime Pressure gradient Void fraction 
Bubble Friedel (1979) Zuber et al. (1967) 
Slug 
Cachard and Delhaye 
(1996) 
Cachard and Delhaye 
(1996) 
Churn 
Jayanti and Brauner 
(1994) 
Sawai et al. (2002 & 
2004) 
Jayanti and Brauner 
(1994) 
Sawai et al. (2002 & 
2004) 
Annular 
Barbosa (2001) 
Barbosa and Hewitt 
(2006) 
Barbosa (2001) 
Barbosa and Hewitt 
(2006) 
 
Flow transition Transition criteria 
Bubble-to-slug A fixed value 0.25 
Slug-to-churn Jayanti and Hewitt (1992) 
Churn-to-annular UG* = 1, UG* = UG{ρG/(gd(ρL-ρG))}0.5 
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Figure 8.1  Working flowchart of GRAMP2 prediction. 
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8.2. Comparison of GRAMP2 Code Predictions with Data of Owen (1986)  
 
As a validation exercise, the GRAMP2 code was compared with a data set 
obtained by Owen (1986) which encompassed a wide range of flow regimes and 
which was for fully developed flow. The Owen (1986) experiments were carried 
out in a previous version of the LOTUS facility (at the UKAEA Harwell Laboratory) 
in which the test section was a 22.0 m long and 0.0318 m diameter vertical tube.  
The pressure gradient was measured at the end of the test section where fully 
developed flow could be expected. Data sets obtained for a pressure of 2.4 bar 
and water mass fluxes of 5.3 kg/m2s and 118.8 kg/m2s for a range of gas mass 
fluxes were examined. The comparisons between the data and the GRAMP 
predictions are given in Figures 8.2 and 8.3. Both the data and the predictions 
are given in terms of dimensionless pressure gradient and dimensionless gas 
velocity defined as follows: 
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It can be seen that there is reasonable qualitative agreement between the 
GRAMP predictions and the data. Thus, a sharp decrease and increase in 
pressure gradient is exhibited at the bubble/slug and slug/churn transitions, 
260 
 
respectively, and a minimum in pressure gradient is observed as the flow 
changes from churn flow to annular flow. It will be seen that the GRAMP code is 
capable of predicting pressure gradient changes reflecting the complex 
sequence of flow pattern changes. There is an over-prediction of the pressure 
gradient in annular flow at the higher mass flux and this needs further 
investigation. Note that there is a considerable discrepancy revealed in bubble 
flow and bubble/slug transition between GRAMP prediction and Owen (1986) 
data shown in Figure 8.3. This discrepancy needs further data to investigate its 
possible reasons. Thus, Irheren (2009) experiments are considered for this 
concern and will be discussed in the later Section.  
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Figure 8.2  Comparison of flow regime prediction between GRAMP code and 
Owen’s data (1986) at liquid flow rate 5.3 kg/m2/s. 
261 
 
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2
0.0
0.2
0.4
0.6
0.8
1.0
Tube diameter: 0.0318 m
Tube length: 18.11 m
S/C
C/A
C/A
C/A
C/A
S/C
S
S
S
D
im
e
n
s
io
n
le
s
s
 p
re
s
s
u
re
 g
ra
d
ie
n
t
Dimensionless air flow rate
 Owen's Data
 GRAMP Results
 
g
g
dz
dp
dz
dp
GL
G
)(
)(
)( *





G
L
 = 111.8 kg/m
2
s
P = 240 kN/m
2
 2/1
0
2/1* )]([  GLGGG gdUU 
B B
B
S
S
S
S
S
S
S/C
S/C
C
C C
C/A
C/A
C/A
C/A
C/A
A
A
 
Figure 8.3  Comparison of flow regime prediction between GRAMP code and 
Owen’s data (1986) at liquid flow rate 111.8 kg/m2/s. 
 
8.3 Prediction of LOTUS Experiments with Sub-atmospheric Pressure 
Outlet  
 
It is very difficult to simulate in the laboratory the sequence of events which 
occurs in two-phase flow in a very long vertical pipe (a well or a deep-sea riser). 
In the practical case, the gas velocity increases considerably with length due to 
expansion under the pressure gradient and due to the release from solution (as 
the pressure falls) of light components such as methane. With experiments at 
normal pressures, it is not possible to achieve such changes in laboratory 
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conditions due to the restricted length of the test sections which can be used 
(typically 10 m). In the work described in this Section, a new experimental 
concept was investigated using the GRAMP code; this concept aims to simulate 
the velocity and flow regime changes which would occur in long wells and risers. 
The concept is to apply a vacuum at the end of the test section. Suppose that the 
inlet pressure is 1 bar and that the outlet pressure is 0.1 bar. The gas velocity will 
then increase by a factor of 10 along the test section. The gas superficial 
momentum flux ( 2
GGU ) – a parameter influencing flow pattern changes at higher 
gas velocities – will also increase tenfold from the inlet to the outlet. Thus, using 
this concept, it should in principle be possible to induce flow pattern changes in 
the (typically 10 m long) test section. This concept is illustrated in Figure 8.4. 
 
Figure 8.4  Illustration of the scenario of the flow regime transition behaviour. 
263 
 
As a precursor to the experimental work on this topic, the present author applied 
the GRAMP2 code to predicting flow pattern, void fraction and pressure changes 
along the LOTUS test section for various inlet conditions. The results were 
helpful not only in setting the scene for the experiments but also in exploring 
several features of code performance. Cases where there were changes from 
bubble flow to slug flow and from slug flow to churn flow were investigated.  
 
In-situ bubble flow to slug flow transition  
 
Figure 8.5 shows cases where the pressure and void fraction are predicted by 
GRAMP2 for an inlet pressure of 1.0 bar and for an outlet pressure of around 0.1 
bar. As expected, a bubble/slug flow transition is induced within the test section 
with the consequent changes in local relationships for void fraction and pressure 
gradient.  
 
264 
 
-1 0 1 2 3 4 5 6 7 8 9 10 11 12
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1.1
 Pressure
 Void Fraction
Distance along the tube (m)
A
b
s
o
lu
te
 P
re
s
s
u
re
 (
b
a
r)
Gas mass flux: 0.05 kg/m
2
/s
Liquid mass flux: 130 kg/m
2
/s
BUBBLE SLUG
0.10
0.15
0.20
0.25
0.30
0.35
0.40
V
o
id
 F
ra
c
tio
n
 
Figure 8.5  GRAMP2 simulation of Bubble/Slug transition for a tube with 
atmospheric pressure inlet conditions and a reduced pressure at 
outlet . 
 
In-situ slug flow to churn flow transition  
 
Calculations were carried out for flows with an inlet pressure of 1.0 bar and with 
gas and liquid mass fluxes of 3.90 and 130 kg/m2 s respectively. These 
conditions were such that a slug flow to churn flow transition would be expected 
as the pressure fell along the test section and, indeed, this change was 
predicted by GRAMP2 as shown in Figure 8.6.  
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Figure 8.6  GRAMP2 simulation of Slug/Churn transition for a tube with 
atmospheric pressure inlet conditions and a reduced pressure at 
outlet. 
 
In-situ churn flow to annular flow transition  
 
Calculations were performed for gas and liquid mass fluxes of 18.4 and 130 kg/m2 s 
respectively, again with an inlet pressure of 1 bar. In this case, the inlet flow pattern 
would be expected to be churn flow with a change to annular flow expected as the 
flow proceeds along the channel and the pressure falls. This was indeed what was 
predicted by the GRAMP2 code as shown in Figure 8.7. The significant jump 
appears in Churn/Annular flow regime transition is because of the large shear 
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stress variations in churn flow (caused by churn turbulence) and the constant shear 
stress in annular flow. This has been discussed in Chapter 5.  
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Figure 8.7  GRAMP2 simulation of Churn/Annular transition for a tube with 
atmospheric pressure inlet conditions and a reduced pressure at 
outlet. 
 
General conclusions regarding the proposed experiments 
 
The calculations made with the GRAMP2 code show that flow pattern changes can 
be induced along the test section by using a sub-atmospheric outlet pressure 
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condition. However, it was found that it was generally possible to promote only one 
transition in the LOTUS test section whereas a well or riser might display several 
such transitions along its length. Nevertheless, the promotion of single in-situ flow 
pattern transitions is clearly feasible and opens up a whole range of research 
possibilities. The experiment has now been successfully implemented and is 
demonstrating the viability of the concept. Data from the experiment will be of 
considerable value in validating the GRAMP2 code and in improving models for 
both transitions and for individual flow regimes. 
 
In addition, the current version of GRAMP2 code has been combined with a 
vapour-liquid equilibrium package MULTIFLASH by Prof. Gioia Falcone (formerly 
at Imperial College but now at Texas A&M University). This version of GRAMP2 
code is able to predict the local physical properties in a deep well and a typical set 
of results is shown in Figure 8.8 . In this case, the flow begins in the Churn flow 
regime and there is a transition from churn to annular flow.  
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Figure 8.8  GRAMP2 simulation for the Churn/Annular transition prediction in 
flow in a well system (Professor Gioia Falcone). 
 
In an MSc project, Irheren (2009) has carried out a series of low pressure air 
water experiments using the LOTUS facility. The experimental conditions cover 
flow regimes of bubble, slug and churn flow. 
 
Comparisons between the pressure gradients obtained from the Irheren 
experiments (LOTUS) and the values calculated by the GRAMP2 code are 
shown in Figures 8.9 to 8.11. The general trends are again well predicted by the 
GRAMP2 code though there are significant discrepancies in the higher gas mass 
flux area.  
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Figure 8.9  Comparison of LOTUS and GRAMP for LM
 =165 kg/m2s. 
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Figure 8.10  Comparison of LOTUS and GRAMP for LM

 =267 kg/m
2s. 
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Figure 8.11 Comparison of LOTUS and GRAMP for LM
 =530 kg/m2s. 
 
8.4 Conclusions 
 
The following main conclusions are drawn from the work described in this 
Chapter: 
 
1. The GRAMP2 code is a useful vehicle for applying the phenomenological 
methods for predicting flow pattern and local flow properties (e.g. pressure 
gradient) for flow along a vertical tube. In cases where the local pressure 
(and hence gas velocity) vary significantly along the tube, as in the case of 
long wells and risers. In these cases, and in the case of a vacuum outlet 
simulation experiment, GRAMP2 predicts in-situ flow regime changes 
arising from the change of gas velocity as the pressure reduces along the 
channel.  
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2. There are significant discrepancies between the predictions of the GRAMP2 
code and the data in the annular flow regime and there is a need for 
re-examination of the relationships used in this area.  
3. In the churn flow regime, it would seem to be appropriate to take account of 
the variation of shear stress in the liquid film as discussed in Chapter 5. The 
new relationships for entrainment in churn flow should also be included.  
4. There is a need to use more sophisticated descriptions of the bubble flow 
regime, of the transitions from bubble flow to slug flow (or to churn flow in 
larger diameter tubes). The work described in Chapters 3, 4 and 5 would 
provide a rational basis for such modifications.  
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CHAPTER 9 
 
CONCLUSIONS AND FUTURE WORK 
 
This Chapter presents the main conclusions arising from the studies described in 
this thesis. Broadly speaking, the view which has emerged of the flow regimes in 
small and large diameter pipes is as shown in Figures 9.1 and 9.2. Thus, the 
work has confirmed that the slug flow regime is unlikely to occur in large 
diameter pipes. A direct transition from bubble flow to churn flow seems likely to 
happen, though the initiation of void waves may play an important role in the 
transition in both small and large diameter pipes.  
 
 
Figure 9.1  Illustration of flow regime transitions in small diameter pipes. 
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Figure 9.2  Illustration of flow regime transitions in large diameter pipes. 
 
Sections 9.1 to 9.6 summarise the conclusions of Chapter 3 to 8. 
Recommendations for future work are also presented in each section. 
 
9.1 Bubble Flow: Analysis of Harwell Small Diameter Tube Data (Chapter 
3) 
 
9.1.1 Conclusions of Chapter 3 
 
Chapter 3 presents an analysis of the Harwell 32 mm tube data for bubble flow, 
slug flow and their transitions. The approximate model of void wave growth 
developed by Biesheuvel and Gorissen (1990) associated with Whitham (1974) 
wave stability criteria are applied for the analysis. The main findings arising from 
this study were as follows: 
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(1) The condition (gas and liquid flow rate and consequential void fraction) for 
the bubble-to-slug flow transition is independent of pipe length. 
(2) The dominant mechanism of bubble-to-slug flow regime transition is that of 
void wave growth. 
(3) An approximate model of void wave growth, suggested by Biesheuvel and 
Gorissen (1990), is able to predict the breakdown points and trends of the 
data for the observed bubble size of 3mm. Increasing the bubble size would 
be expected to increase the void fraction for bubble/slug transition.  
(4) In bubble flow, the gravitational pressure drop is the dominant component in 
overall pressure gradient, particularly at low liquid velocity, whereas the 
frictional pressure drop contributes more as the liquid velocity increases. 
(5) In bubble flow, the effect of wall drag is enhanced rather than reduced 
because of the small bubbles tend to move to the pipe wall to increase the 
wall shear stress. 
 
9.1.2 Recommendations for future work on void wave growth 
 
Recommendations for future investigations in pursuance of the work described 
in Chapter 3 are as below: 
 
(1) To extend the application of the approximate void wave model proposed by 
Biesheuvel and Gorissen to include 2-D or 3-D effects. 
(2) To re-construct the void wave approximate model by taking into account 
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bubble coalescence and breakup mechanisms in order to understand more 
about void wave formation mechanisms. 
 
9.2 Bubble Flow: Analysis of Large Diameter Data (Chapter 4)  
 
9.2.1 Conclusions of Chapter 4 
 
Chapter 4 presents an analysis of the SINTEF data (kindly provided by 
Nottingham University) as well as the 10 inch riser data (kindly supplied by 
Cranfield University). The approximate model of void wave growth developed by 
Biesheuvel and Gorissen (1990) associated with Whitham (1974) wave stable 
criteria were also applied for the analysis purpose. The main findings arising 
from this study are as follows: 
 
(1) The analysis of experimental data for bubble flow in large diameter pipes 
shows that void wave growth does not seem to be occurring, consistent with 
the observed absence of Taylor-type bubbles. 
(2) The prediction of void wave stability using the Biesheuvel and Gorissen 
(1991) approximate model reveals similar trends to those in small tubes, 
including linear void fraction increases at fixed liquid velocities and the critical 
void fraction decreases at the breakdown point when liquid velocity increases, 
in particular when the void wave stability criterion  is violated at high 
liquid velocity. 
(3) At all liquid velocities in the SINTEF conditions, the wave stability criterion 
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 is violated.  
(4) Further evidence from comparing predictions against the 10 inch large riser 
data carried out by Cranfield University shows that void wave instability is 
predicted in a region which corresponds approximately to a change in the 
nature of the bubble flow (from “bubbly” to “agitated bubbly”) which suggests 
that void waves may be causing bubble coalescence, even though this does 
not lead to slug flow as in the smaller diameter pipe.  
(5) The one-dimensional void wave analysis takes no account of the void 
distribution across the pipe. Lammers and Biesheuvel (1996) observed , that 
in a bubbly flow,  the radial volume concentration profile first changes from a 
roughly uniform one into one with parabolic shape, before the bubbly flow 
becomes turbulent (near the transition point). 
(6)  It is clearly important to give further consideration to these radial variations. 
In large diameter pipes, there are indications that the frictional pressure 
gradient becomes less than that predicted by the homogeneous model, in 
contrast to the case of the small diameter pipe. This may be related to 
changes in the dispersed phase diffusion for larger pipes (Cheng et al., 
1998).  
 
9.2.2 Recommendations for future work on large riser data 
 
(1) To extend the analysis of void wave stability in large diameter pipes, for 
instance, the analysis of the instability of void waves when the stability 
criterion  is violated.  
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(2) To investigate the frictional pressure gradient for bubbly and transition flows 
for a wider range of gas and liquid velocities.  
 
9.3 Churn Flow Studies (Chapter 5)  
 
9.3.1 Conclusions of Chapter 5 
 
In the work described in Chapter 5, further experimental and analytical studies 
are reported on the churn flow regime. The principal conclusions from this work 
were as follows:  
 
(1) New experiments were conducted (in collaboration with Mr. Masroor Ahmad 
and Miss Yujie Zhao) using axial view photography to visualise churn flow. 
These experiments confirmed that, in churn flow, there was a continuous gas 
core. The core contained entrained droplets and was bounded by a very 
wavy liquid film.  
 
(2) In collaboration with Mr. Masroor Ahmad, the data of Barbosa et al (2002) on 
entrained fraction in the churn flow regime were correlated to produce a new 
relationship for entrainment rate in churn flow; the entrainment rate is 
enhanced considerably above that expected for annular flow.  
 
(3) Two cases of churn flow (namely data for a 32 mm pipe by Govan et al , 1991 
and data for a 125 mm pipe by Zangana, 2011) were analysed to evaluate 
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the (“triangular”) relationship between shear stress, film flowrate and film 
thickness. It was shown that account needed to be taken of the variation of 
shear stress across the liquid film (Hewitt, 1961) in order to reconcile the 
data.  
 
(4) In the oil industry, the droplet levitation criterion of Turner et al (1969) is often 
used to delineate the gas velocity required to carry liquid upwards in a well or 
riser. However, comparison with the data Barbosa et al (2002) shows that 
upwards transport is possible at gas velocities well below those indicated by 
the Turner criterion.  For churn flow, the combined mechanisms of liquid film 
and entrained drop transport seemed sufficient to carry the liquid upwards 
over a wide range of flow rates. The occurrence of flooding in the liquid film is 
seen to be a necessary condition for such transport.   
 
9.3.2 Recommendations for future work on liquid transportation in churn flow 
 
(1) To improve the churn flow model by taking account of the large variations of 
shear stress effect in liquid flows in churn flow using Hewitt (1961) research 
works. 
(2) To extend the investigations of the churn/annular flow regime transition 
criterion in large diameter pipes for non-adiabatic flow. 
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9.4 Bubble size Development on Large Diameter Pipes (Chapter 6)  
 
9.4.1 Conclusions of Chapter 6 
 
Chapter 6 reports the application of bubble coalescence and breakup models 
from the literature, including the interfacial area transport equations developed 
by Ishii and his co-workers (2006). These models were shown to give physically 
unreasonable results and a simplified two-group bubble coalescence and 
breakup model assuming no coalescence between small bubbles (Dbubble = 3 
mm and below) was proposed. The main findings arising from this study are as 
follows: 
 
(1) Current published models of bubble coalescence and breakup mechanisms 
were found unable to produce sensible results within the framework of the 
modified population balance model used in the current work. Such models 
can be fitted to experimental data by using empirical data fits but clearly such 
fits imply a lack of generality!  
(2) In addition, most models in the literature are established for the air-sparged 
bubble column in which the liquid is stagnant. Some models (i.e. those of 
Prince and Blanch,1990 and Luo et al.1999) have been developed for a 
turbulent environment, whereas the development of bubble-to-slug flow and 
its transition region involves both laminar and turbulent conditions. This 
implies that these models are inappropriate for two-phase flow in pipes.  
(3) In view of the above conclusions, it is suggested that the complex bubble 
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development problem is simplified by taking into account of simple 
mechanisms, for example, the simplified two-group bubble coalescence and 
breakup model proposed in Section 6.4. This model gives a reasonable 
bubble size limitation (approximately 5.5 cm) with the correct trends of bubble 
coalescence and breakup rates. 
 
9.4.2 Recommendations for future work on two-group bubble coalescence and 
breakup models 
 
(1) To extend the applications of the simplified two-group bubble coalescence 
and breakup model to, for instance, transient bubble flow development 
cases. 
(2) To carry out a series experiments in a vertical upwards flow in order to verify 
the simplified two-group bubble coalescence and breakup model. It might, for 
instance, be possible to study the behaviour of a single spherical cap bubble 
held stationary in a downwards liquid flow. Such studies have been 
performed for Taylor bubbles in slug flow as a means of determining net 
bubble entrainment rate. 
 
9.5 CFD Studies – Numerical Experimenys with STARCD (Chapter 7)  
 
9.5.1 Conclusions of Chapter 7 
 
Chapter 7 describes a series of simulations using a CFD commercial package 
281 
 
(STARCD) which has a built-in population balance model (the S-gamma model), 
coupled with interfacial area transport and turbulence models and momentum 
conservation equations. The main findings arising from this study are as follows: 
 
(1) CFD-PBM coupling model built in STARCD package (the S-gamma model), 
was used to simulate flow structure and gave reasonable qualitative 
agreement with experiments in both small and large diameter pipes.  
(2) The effect of the lift-force coefficient has been discussed and it is suggested 
that a dynamic lift-force coefficient (either 0.25 for small bubbles or -0.288 for 
large bubbles) has to be implemented associated with the dynamic bubble 
size evaluation in order to precisely determine the bubble migration which 
affects the radial bubble size distribution (either core-peak or wall-peak) 
significantly.  
(3) The effect of the inlet bubble size has been investigated and an important 
argument is proposed that the development of bubble flow is independent of 
the inlet bubble size. In other words, the inlet bubble size does not affect the 
final bubble size distribution. 
(4) Quantitative analysis of bubble characteristics has been carried out for the 
evaluations of void fraction, bubble size, interfacial area density, liquid 
turbulent kinetic energy and its dissipation rate. It is suggested that a poor 
agreement of simulation results against experimental data occurs due to the 
inappropriate application of a physical quantity, namely interfacial area 
density.  
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9.5.2. Recommendations for future work on CFD simulations 
 
(1) To introduce the simplified bubble coalescence and breakup model which 
does not contain interfacial area density into the STARCD package to 
improve the S-gamma model in order to simulate flow regime and its 
transition using more accurate models.  
(2) To simulate a stationary large bubble in downwards moving liquid (i.e. 
matching the suggestion of an experiment on this made above). Details of 
the behaviour of such a bubble (including the wake entrainment effect 
causing small bubbles to coalesce in the tail) might be captured using 
STARCD or another CFD commercial package such as TransAT,  
 
9.6 Development of the GRAMP code (Chapter 8) 
9.6.1 Conclusions of Chapter 8 
 
Chapter 8 describes work carried out using the GRAMP2 code to predict a range 
of published experimental data. This data covers a wide range of flow regimes 
and their transitions. The main findings arising from this study are as follows: 
 
(1) The GRAMP2 code is capable of predicting the complex interactions 
between flow pattern, void fraction and pressure gradient which occur in 
practice and which are not generally predictable using models of the 
conventional type. 
(2) The utility of the GRAMP2 code has been demonstrated in predicting a new 
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experimental system in which flow pattern changes could be induced by 
operating the (LOTUS) test section outlet at low (sub-atmospheric) 
pressures. With GRAMP2, it has been demonstrated that this concept is 
viable and that it should be feasible to induce bubble/slug, slug/churn and 
churn/annular transitions in the LOTUS test section by this approach.  
(3) The GRAMP2 code is able to predict the Owen (1986) data at low liquid 
mass flux (5.3 kg/m2s) and high pressure (2.4 bar), giving an excellent 
agreement. The new LOTUS data obtained by Irheren (2009) for bubble/slug 
and slug/churn flow regimes are also predicted reasonably well.  
(4) The GRAMP2 code can predict the Govan et al. (1991) data carried out at 
atmosphere operation pressure very well in churn flow, whereas the 
prediction is less good in the churn-to-annular flow transition region   
 
9.6.2 Recommendations for future work on GRAMP2 code 
 
(1) To introduce a void wave prediction method code into the GRAMP2 code in 
order to predict the bubble/slug flow regime transition rather than using a 
constant void fraction of 0.25 as in the present code.  
(2) To improve the sub-models and transition criteria of GRAMP2 code in order 
to enhance its capacity to predict scenarios in large diameter pipes. 
(3) To improve the models in churn flow to take account large variations of shear 
stress as discussed in Chapter 5.  
(4) To re-examine and re-optimise the models in GRAMP2 for the annular 
regime.  
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(5) To carry further studies of the applications of the GRAMP code to the Harwell 
data in order to validate the discrepancy revealed in bubble flow and 
bubble/slug transition against Owen data (1986). 
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APPENDIX 1 
 
DERIVATION OF BIESHEUVEL AND GORISSEN MODEL (1990) 
 
A1.1. A single bubble motion 
 
The original objective of the Biesheuvel and Gorissen (1990) work was to 
explain the experimental observations of linear void fraction wave propagation 
carried out by the group C.E.N.G. (Centre d’Etudes Nucleaires de Grenoble) and 
to investigate whether a uniform flow is unstable to void fraction disturbances 
above some critical value of the void fraction. A simplifying assumption is made 
that the bubbly dispersion is uniform in the unperturbed state, and that it consists 
of equally sized spherical bubbles with a diameter such that irrotational flow 
theory can be used to describe their motion. Therefore the motion of a single 
bubble with the radius a and rise velocity v in a liquid (with viscosity μL) can be 
the described by a force balance as follows:  
 
gavaI
dt
d
va
dt
d
LGLLG )(
3
4
12)()
3
4
( 33                        (A1.1) 
 
The gas bubble impulse in is in the left hand side, while the right hand side 
consists of the liquid impulse, frictional force and buoyancy and gravitational 
force from left-to-right in order. Note that the liquid impulse here is a Kelvin 
impulse of the type introduced by Benjamin and Ellis (1966) and is developed by 
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Blake et al. (1986, 1987), Best and Blake (1994) and Wang (2004). Based on 
these works, Kelvin impulse is estimated by a model which derives a criterion 
governing the directions of the migration and re-entrant jet for bubbles and is 
defined as follows:  
 
  b ndSI                                                             
   (A1.2) 
where b  denotes the bubble surface.  
 
 
A1.2. A single bubble in a dispersion 
 
Next, the motion of a single bubble in a dispersion is considered. The method 
presented above is assumed to also be applicable in the derivation of an 
equation of motion for a “reference bubble” in a bubbly dispersion. The velocity 
field outside the boundary layer attached to the reference sphere will not be 
wholly irrotational due to the presence of vorticity that is produced in the 
boundary layers of bubbles that have passed through the region of location of 
the reference sphere. Although the velocity fluctuations in these rotational parts 
of the flow will still be small, they may give rise to a significant contribution to the 
total rate of energy dissipation, because the volume of the rotational flow regions 
may, particularly for large void fractions, not be negligibly small in comparison 
with that of the irrotational part of the flow.  
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In addition, only one-dimensional, planar void fraction disturbances to a uniform 
dispersion will be considered. In such a case, if the gas and liquid supply remain 
unchanged, the mean volume flux is constant, on account of the 
incompressibility of the phases; changes in the volume flux of gas are 
compensated by changes in the liquid volume flux. A frame of reference is 
considered which is moving with the mean velocity of the dispersion which is 
assumed to be uniform; this velocity is specified by the volume fluxes of gas and 
liquid that are supplied to the system. With respect to this frame of reference, 
there no net volume flux, . All of the above descriptions can be illustrated in 
Figure A1.6. The (approximate) equation of motion for reference bubble j finally 
becomes, upon evaluation of Lagranges’s equation (Goldstein 1980, pp. 20-21 
or Antman, 1998): 
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where the impulses and the frictional force are defined as follows: 
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Here  is the velocity potential of the irrotational flow, and dA is a surface 
element coinciding with the surface of the bubble, with unit normal n directed 
into the fluid.
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Figure A1.1  Illustration of a single reference bubble motion contained within a 
reference frame. 
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A1. 3. Element of kinetic theory 
 
In terms of the elements of kinetic theory, a probability density function shown in 
below is introduced to be the method of averaging which is used over an 
ensemble of realizations of the flow.  
 


 NNNN
N
NNNN
N
xxxxxxtxxxxxxf
tf
 ...,,,,...,,),...,,,,...,,(
,),,(
21212121　　　

      (A1.7) 
 
This is the probability of finding N bubbles, where N >> 1, at time t in the volume 
element 

NN xxxxxx  ...,,,,...,, 2121  around the points 

NN xxxxxx ...,,,,...,, 2121  
of 6N-dimensional phase space. A point in this space specifies the positions xk, k 
= 1, 2, …, N and velocities 

kx  of the N bubbles in one realization of the flow. 
Since the bubbles are assumed to be identical rigid spheres this probability 
density function is normalized by: 
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In addition, the distribution function fN satisfies the Liouville equation which 
merely expresses that systems constituting the ensemble are neither created or 
destroyed. This can be expressed as below: 
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Let )...,,,,...,,( 2121

NN xxxxxx  be a dynamic variable that does not explicitly 
depend on time. The ensemble mean value of  is, as above, defined by: 
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Multiplication of the Liouville equation by  and performing the averaging yields: 
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After partial integration over the phase space, under the assumption that fN  0 
sufficiently rapidly as 

NN xxxxxx ...,,,,...,, 2121 , this finally becomes the 
general equation of change: 
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Physically relevant conservation equations can be derived by introducing into 
this equation choices of  for which the related ensemble averages can be 
interpretated as meaningful (observable) flow parameters. Therefore, by 
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applying the above mentioned averaging method, the conservations of number 
density and void fraction are introduced as follows: 
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Combining the bubble motion equation and the preceding averaging method, the 
conservation equation of mean Kelvin impulse (or of mean bubble momentum) 
can be written in the following format if,  as for a fluid, the fluid impulse stress 
tensor may be divided into a “kinetic” contribution LK  and an “interaction 
potential” contribution LV : 
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To describe the void fraction dynamics, the conservation equation Eq. (A1.15) 
should be supplemented by relations that express the above defined flow 
parameters in terms of , v and their derivatives. It will be clear that it is very 
difficult to give a rigorous derivation of these relations by means of solving the 
Liouville equation or a contracted version of it, and at this point we therefore 
have to change to phenomenological reasoning. Even this is difficult, because 
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virtually no information is available on the dynamics of the bubble interactions, 
and the associated statistics. Nevertheless, the above analysis has revealed the 
way in which the pressure forces on the bubbles, arising from the irrotational part 
of the fluid motion, are to be included in the bubble momentum equation; this, 
and the analogy with the kinetic theory of gases, give some suggestions how to 
proceed with the modelling of the flow parameters, for instance, one-dimensional 
modelling of planar disturbance waves.  
 
 
A1. 4. Modelling of the one-dimensional equations of motion 
 
In a uniform flow the mean velocity of the bubbles is determined by the balance 
between the buoyancy force and the mean viscous drag force exerted on the 
bubbles. Equation (A1.15) takes the form: 
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The effect of hydrodynamic interactions between the bubbles on the mean 
frictional force may be represented by introducing a function f0
 (ɛ), which takes 
on a value 1.0 in the limit of vanishing void fraction. The subscript 0 refers to the 
uniform state. In combination with the expression for the drag force on a single 
bubble, the frictional force becomes: 
 
293 
 
gavfa LGL ))(
3
4
()()(12 300                     (A1.17) 
 
And the mean velocity of rise, with respect to a zero volume flux frame, is given 
by: 
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where v , the velocity of a single bubble, is determined by: 
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The prime in 

0f  denotes differentiation with respect to   and it follows from 
Equation A1.20 that:  
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Experiments suggest that  
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with an exponent p within the range 1.8-2.3 (Hetsroni 1982, section 2.3). 
However, we will use p = 2 suggested by the Wallis (1969) expression for the 
mean velocity of rise in a stagnant liquid (the slip velocity), viz )1()(0   vU G . 
Relationships for the mean fluid impulse and the stresses may be postulated as 
well for this uniform flow. The fluid impulse is written as: 
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 is the added mass of a single sphere. The function )(0 m  
represents the effect of the hydrodynamic interactions and 1)(0 m  for 
0 . According to the works of Biesheuvel and Spoelstra (1989), it was found 
that  
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with its differentiation along with void fraction changes: 
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In a uniform flow, the role of the stresses G  and L  is similar to that of a 
pressure. If the effective pressure is likely to be of the form as below: 
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Its differentiation equation with void fraction changes can be represented by: 
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And the “kinetic” contribution to the effective pressure is proportional to the 
effective density of the bubbles and to the mean square of their velocity 
fluctuations, shown in the Eq. A1.26 and the Eq. A1.27, respectively.  
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Note that 
cp  is the void fraction of closest packing of the bubbles (Biesheuvel 
and Gorissen assumed 
cp = 0.62). 
 
In terms of the modelling of “potential” contribution to the effective pressure, the 
method is not clear. However, Biesheuvel and van Wijngaarden (1982) 
suggested that for angles between the separation vector and the vector of 
gravity larger than about 35o the interaction force between the two spherical 
bubbles is attractive for all sphere separations, and that it is repulsive for smaller 
angles. This suggests that the “potential” contribution to the effective pressure 
will be negative. However, in the following the “potential stress” is tentatively 
ignored. Therefore the subscript K will be dropped. 
 
The following will be the modelling of non-uniform flow. First of all, it is assumed 
that the dependency of the viscous drag and fluid impulse on the local value of 
the void fraction remains unaltered when the flow is slightly perturbed. And the 
bubbles rise in random motion in real systems. Therefore a void fraction gradient 
may have an important diffusive effect on the wave propagation and this 
fluctuation motion will give rise to a diffusive flux of bubble number density equal 
to: 
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where e  is an effective diffusivity. The corresponding change in the mean 
bubble velocity is  
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Thus, the mean frictional force and the fluid impulse associated with a stress will 
be represented by the following equations: 
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The effective diffusivities e  and e  are suggested to be proportional to a 
length scale and a velocity scale of the fluctuating bubble motion based on the 
physical processes. Batchelor (1988) proposed: 
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where α and  will be set equal to 1.  
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[)( 0  eLGe m  is introduced for convenience and an 
effective relaxation time is given by: 
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This shows that the mean motion of the bubbles in a perturbed flow is 
characterized by a relaxation process: frictional forces tend to adapt the mean 
bubble velocity to a velocity that corresponds to a uniform state at the local value 
of the void fraction; the inertia of the gas bubbles and the fluid oppose this 
tendency. 
 
The one-dimensional continuity and momentum conservation equations of 
bubble motion would be: 
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It is more convenient to use velocities that are defined with respect to a 
laboratory frame. If the mean bubble velocity and the mean velocity of the fluid in 
this reference frame are denoted by UG and UL, the mean velocity of the 
dispersion is given by: 
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The pertinent conservation equations are  
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A1.5 Linear void fraction waves 
 
Let the uniform state by given by 0  , 0UU   and )]([ 0000 vUUU GG  . 
Linearization of Eqs. (A1.41) to (A1.43) yields the wave-hierarchy equation: 
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with lower-order and higher-order wave velocities given by: 
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According to the detailed analysis carried out by Whitman (1974), the wave 
motion is usually discussed in terms of the interaction between kinematic and 
dynamic waves. The lower-order wave velocity c0 corresponds to that of the 
kinematic wave approximation, in which one sets 0 ee  . This means that is 
assumed the characteristic length and time scales of the disturbances are 
sufficiently large to neglect relaxation effects due to the inertia of the bubbles 
and the fluid, and diffusive effects associated with the random bubble motion. 
For the higher-order wave velocity, c± represents the dynamic wave 
approximation, i.e. e , one assumes that inertia effects dominate the 
bubble motion. This would be appropriate for sufficiently small characteristic 
length and time scales of the disturbances. The conservation equations shown 
in Eqs. (A1.41) to (A1.43) are then very similar to the one-dimensional equations 
of gas dynamics. The higher-order wave velocities presented in Eq. (A1.46) are 
the linearized characteristics; as in gas dynamics, dissipation occurs due to 
random motions of the constituent particles. Note that both dynamic and 
kinematic wave motion would be affected by the relaxation process (Noordzij 
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and van Wijngaarden, 1974). Therefore, the propagation of periodic 
disturbances of relatively high frequency considering the incorporation 22 / ze   
in the higher-order wave operators will lead to the wave equation becoming 
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The lower-order and higher-order wave velocities are modified into: 
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The fact that the propagation of void fraction disturbances of infinitesimal 
amplitude is governed by the wave-hierarchy equation (A1.47) provides a simple 
criterion for the stability of uniform bubbly flows. The work of Whitham (1974) 
shows for 0e  that uniform flows are unstable to concentration perturbations 
if the following criteria is violated: 
 
  ccc 0                                                (A1.50) 
 
A1. 6. Repeat calculation of Biesheuvel and Gorissen (1990) results 
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In order to make sure that the derivations used here are consistent with the 
Biesheuvel and Gorissen (1990) models, their calculations were repeated and 
the results are compared below. First of all, the gain factor is calculated by 
 over a distance , for imposed frequencies of 0.5, 1.0, 
1.5, 2.0 and 2.5 Hz. The liquid is taken to be stagnant. The comparison results 
are shown in Figure A1.2. 
 
The bubble and wave velocities associated with the violation of the stable wave 
criteria are illustrated in Figure A1.3. 
 
The contributions to the stability criterion are repeated and presented in Table 
A1.1. The plots of Table 1 are shown in Figure A1.4.  
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(b) 
Figure A1.2.  Comparison of Gain Factor between (a) B&G and (b) repeat 
calculation. 
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Table 1.1  Contributions to void instability calculated by (a) Biesheuvel and 
Gorissen (1990) and (b) repeat calculation. 
 
(a) 
0.2 0.2  2.5  1.8  4.5  
0.21 0.2  2.3  1.9  4.4  
0.22 0.1  2.2  1.9  4.2  
0.23 0.1  2.0  1.9  3.9  
0.24 0.0  1.7  1.9  3.7  
0.25 -0.0  1.5  1.9  3.4  
0.26 -0.1  1.3  1.9  3.1  
0.27 -0.1  1.0  1.9  2.9  
0.28 -0.2  0.8  1.9  2.5  
0.29 -0.3  0.6  2.0  2.2  
0.3 -0.4  0.3  2.0  1.9  
0.31 -0.5  0.1  2.0  1.5  
0.32 -0.6  -0.2  2.0  1.2  
0.33 -0.7  -0.4  2.0  0.8  
0.34 -0.8  -0.6  1.9  0.5  
0.35 -1.0  -0.9  1.9  0.1  
0.36 -1.1  -1.1  1.9  -0.3  
(b) 
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(b) 
Figure A1.3  Comparison of wave velocities between (a) B&G and (b) repeat 
calculation. 
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In all cases, the calculations done here agreed well with the values given by 
Biesheuvel and Gorissen (1990) and give confidence that the application of the 
model to other cases is correct.  
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(b) 
Figure A1.4  Plot of contributions to void wave instability range from (a) 20-36% 
and (b) 0-60% void. 
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APPENDIX 2 
 
DERIVATION OF SPATIAL ATTENUATION FACTOR 
 
In the studies of Song et al. (1995), a statistical factor SAF (Spatial Attenuation 
Factor) obtained from analysis of void fluctuations is suggested to account for 
the bubble/slug flow regime transitions. SAF is defined as the minimum of the 
imaginary part of the complex wave number and represents the most unstable 
factor dominating wave growth. If SAF is positive, then void waves will attenuate; 
if SAF is negative, the void waves will grow. SAF results obtained by Song et al 
for air-water upflow in a 0.025 m pipe are shown in Figure 2.5 in Chapter 2.  
The derivation of SAF is as follows: 
 
For cases where two different void waves propagate simultaneously, the 
cross-correlation technique may be used for a time domain determination of 
wave speed. The void wave signal data may also be analyzed in the frequency 
domain to determine the signal frequency content, the damping coefficient and 
the coherence of the signals (Park et al., 1994).  
 
The cross-correlation of two sets of void wave data ),( tz  describes the 
dependence of one signal on the other. The cross-sectional of these signals is 
given by (Bendat and Piersol, 1971): 
 
dttztz
T
zzR
T
T
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lim),,( 2
0
12112                  (A2.1) 
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This leads to obtain the cross-power spectral density (CPSD) function G12 from 
the Fourier transformation of the cross-correlation function as: 
 
 dfizzRfzzG 
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21122112 )2exp(),,(2),,(               (A2.2) 
 
In addition, the power spectral density (PSD) function describes the frequency 
composition of the signal in terms of the square modulus of the Fourier transform 
of the signal. The PSD of a given signal ),( tz  is defined as: 
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where ),( 111 zR  is the autocorrelation function which is defined as: 
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The PSD has been used to determine the frequency content inherent in the void 
wave data. 
 
If we assume that the void wave signal has the form )](exp['),( tkzitz   , 
we obtain the spatial damping (kI) and the celerity (Cα) of the void wave (Bendat 
and Piersol, 1971): 
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where )(12 f  is the phase angle of ),,( 2112 fzzG , )()( fikfkk IR   and 
f 2  
 
The preceding derivations are also given by Song et al. (1995), Boure (1997) 
and Sun et al. (2002). When kI < 0, void fraction wave grows, otherwise it 
attenuates.  
 
Song et al. (1995) defined the SAF is as the minimum value of kI in the frequency 
domain, as shown in Figure A2.1, since it can be treated as the most unstable 
factor which will dominantly propagate and be more easily amplified then those 
with other frequency components.  
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Figure A2.1  Illustration of the definition of SAF in frequency domain (Song et 
al., 1995). Note the x-axial is frequency while the y-axial is signal 
amplitude. 
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APPENDIX 3 
 
MODELS OF MULTIPHASE FLOW IN STARCD 
 
A3.1. Eulerian Multiphase Flow 
 
A3.1.1. General introduction of Eulerian averaging method 
 
In development of generalized governing equations for multiphase systems, 
three averaging approaches have been proposed (based on different physical 
concepts) to formulate multiphase transport phenomena. These are Eulerian 
averaging, Lagrangian averaging and molecular statistical averaging. The 
interfacial area transport equations, which are introduced in Chapter 6, are a 
kind of molecular statistical averaging. They rely on the concept of particle 
number density, which is the number of particles per unit volume. This concept is 
for a system with a large number of particles, the behavior of each individual 
particle is random because random collisions occur. The interfacial area 
transport equations are able to represent bubble interaction mechanisms under 
steady state conditions rather than in the transient case. For this reason, 
Eulerian and Lagrangian averaging methods which include both time averaging 
and volumetric averaging are necessary. In STARCD, these two methods are 
built in for the multiphase flow models.  
 
Lagrangian time averaging is performed for a distinct particle moving in the field. 
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It focuses on specific particles moving in space and time. Eulerian time 
averaging treats a fixed point in space relative to the reference frame (Faghri, 
2006). The Eulerian approach therefore represents the behaviour of a bubble 
passing a point and this behaviour can be measured and averaged over a 
certain time interval. The Eulerian method was selected for the present transient 
modeling work. 
 
For a generalized function ),,,( tzyx , the most widely-used Eulerian 
averaging includes time averaging and volumetric averaging. The Eulerian time 
average is obtained by averaging the flow properties over a certain period of 
time, Δt, at a fixed point in the reference frame: 
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dttzyx
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                             (A3.1) 
 
Eulerian volumetric averaging is usually performed over a volume element, ΔV, 
around a point (x,y,z) in the flow. For a multiphase system that includes N 
different phases, the total volume equals the summation of the individual phase 
volumes: 
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kVV
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                                    (A3.2) 
 
The volume fraction of the kth phase, εk, is defined as the ratio of the elemental 
volume of the kth  phase to the total elemental volume for all phases 
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The volume fraction of all phases must sum to unity: 
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Eulerian volume averaging is expressed as 
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A3.1.2. Eulerian model in STARCD (STRACD, 2010) 
 
The six-equation, one pressure model is currently implemented in STARCD, 
supplemented with the High Reynolds number k-ε model for the turbulence. A 
set of distinct mass, momentum and energy conservation equations is solved for 
each phase, and the phases are coupled via momentum and heat transfer terms. 
The pressure is assumed to be the same in each phase. Submodels are 
provided to describe the interphase exchange terms and close the equations. 
 
Continuity 
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where 
αk: void fraction 
ρk: density 
uk: mean phase velocity 
 
In addition, the void fraction must satisfy 1
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d
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Momentum 
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where 
 
k  and 
t
k : molecular and turbulent stresses, respectively 
p: pressure, assume to be equal in both phases 
Mk: inter-phase momentum transfer per unit volume 
(Fint)k: internal forces 
g: gravity vector 
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The inter-phase momentum transfer represents the sum of all the forces the 
phases exert on one another and satisfies Mc = -Md. The internal forces 
represent forces within a phase. In the current release, they are limited to 
particle-particle interaction forces in the dispersed phase. 
 
Energy 
 
Energy is solved for static enthalpy in chemico-thermal form. 
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hk: static enthalpy 
λk: thermal conductivity 
Tk: temperature 
t
k : turbulent eddy viscosity 
t
h : turbulent thermal diffusion Prandtl number 
kQ : inter-phase heat transfer 
 
Turbulence 
 
Flow turbulence in STARCD is modeled based on the High Reynolds number k-ε 
model. Modified equations are solved for the first phase and the turbulence of 
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the second phase is correlated using semi-empirical models. The equations are: 
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where 
 
kc: continuous phase turbulent kinetic energy 
μc: continuous phase molecular viscosity 
σk: turbulent Prandtl number for k equation 
εc: dissipation rate of kc 
σε: turbulent Prandtl number for ε equation 
C1, C2: constants for the High Reynolds number k-ε model 
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ctdk CAS )1(22                                       (A3.13) 
 
High Reynolds number k-ε model 
 
The High Reynolds number k-ε model modified for multiphase is used to 
describe turbulence in both phases. The turbulent stress is modelled using the 
eddy-viscosity concept: 
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with the turbulent viscosity given by 
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Wall functions provide closure at no-slip boundaries. 
 
In the multiphase model, the modified k-ε equations solved for the continuous 
phase, and the turbulence of the second phase is correlated to that of the first 
phase. The correlation is provided by the response function, Ct, defined as the 
ratio of the dispersed phase velocity fluctuation to that of the continuous phase: 
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With these definitions, the discrete-phase turbulent eddy viscosity becomes 
 
t
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In addition to the basic conservation equations mentioned above, inter-phase 
momentum transfer is also considered. This includes drag, virtual mass and lift 
forces: 
 
LVMDd FFFM                                     (A3.18) 
 
Drag force 
 
The inter-phase drag force, FD, includes a mean and a fluctuating component. 
The general form, following the derivation of Gosman (1992), the drag force is 
modeled as: 
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ur = uc -ud: relative velocity between the phases 
CD: drag coefficient (modeled) 
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d: dispersed phase mean diameter 
σα: turbulent Prandtl number (usually se to 1.0) 
vc: continuous phase turbulent kinematic viscosity 
 
Drag coefficient for bubbles 
 
Bubbles may deform and depart from the spherical shape. The empirical 
correlation of Wang (1994), derived by curve-fitting measurements for a single 
bubble rising in water, may be used to obtain more realistic values: 
 
])Re(lnRelnexp[ 2ddD cbaC                         (A3.21) 
 
The coefficients are given Table A3.1: 
 
 
Table A3.1  Drag coefficients for a single bubble rising in water 
 
Red a b C 
Red≦1 ln 24 -1 0 
1<Red≦450 2.699467 -0.33581596 -0.07135617 
450<Red≦4000 -51.77171 13.1670725 -0.8235592 
Red>4000 ln (8/3) 0 0 
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Virtual mass force 
 
The virtual mass force, FVM, accounts for the additional resistance experienced 
by a bubble undergoing acceleration and is given by Auton (1988) as: 
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where Dk/Dt is the material derivative for phase k. The virtual mass coefficient, 
CVM, can be prescribed by the user is set to 0.5 by default 
 
Lift force 
 
When the continuous-phase flow field is non-uniform or rotational, particles 
experience a lift force perpendicular to the relative velocity. This force, FL, is 
derived by Auton (1988) as: 
 
)]([ crcdLL uuCF                               (A3.23) 
 
The lift coefficient, CL, can be prescribed by the user and it set to CL=0.25 by 
default, following Lance (1991). 
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A3.2. S-gamma model 
 
In a CFD package STARCD, the S-gamma model has been built in to evaluate 
dynamic bubble size changes. The evolution of the bubble size distribution as a 
result of coalescence and breakup can be modelled by means of the population 
balance equation (PBE). A detailed description of the bubble size distribution will 
require a large number of population classes, say 10 to 20. The computational 
effort required to solve 10 to 20 PBE’s simultaneously in a CFD calculation can 
be large. A simpler alternative can be derived by assuming that the bubble size 
distribution conforms to a pre-defined shape, and this shape is retained during 
the process under investigation. Under these assumptions, the complete bubble 
size distribution can be represented by a limited number of parameters and the 
PBE could be reformulated in terms of these parameters. S is conserved on a 
volumetric basis and is related to the moment M of the distribution: 
 
0
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where n is the number density of the bubbles, n = S0, i.e. the zeroth-moment of 
the distribution is the bubble number density. 
The second-moment of the distribution, S2, is related to the interfacial area 
density ai: 
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322 
 
 
The third-moment of the distribution, S3, is related to the volume fraction of the 
bubbles : 
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The Sauter Mean diameter can be obtained: 
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The transport equation for S is given by: 
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where sbr and scl are the source terms for breakup and coalescence respectively. 
 
A3.2.1. Breakup model 
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Breakup will occur only if the bubble is larger than the critical diameter, dcr, i.e., 
the so-called maximum stable bubble diameter. Viscous breakup is found in 
laminar flows and in turbulent flows for bubble smaller than the Kolmogorov 
length scale. Larger bubbles are subjected to inertial breakup. The Kolmogorov 
length scale Lk is given by: 
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where  is the continuous phase kinematic viscosity and   is the continuous 
phase dissipation rate of turbulent kinetic energy. 
 
In the case of turbulent flow with dcr < Lk  the breakup source term is given by 
the sum of the sources for the viscous (dcr <  d <Lk ) and inertia ( d >Lk ) 
regimes: 
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The breakup source term in its generic form is given by: 
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The reciprocal of the breakup time, 1/br represents the breakup rate Kbr. Nf  is 
the number of daughter bubbles of diameter df resulting from the breakup of a 
bubble of diameter d. In this study, only binary breakup is considered in which 
bubbles are broken into two fragments of equal size. Therefore: 
 
( ) 2fN d                                        (A3.33) 
 
Viscous breakup 
 
The breakup criterion follows from a balance between disruptive and restoring 
forces: the viscous stress and Laplace pressure respectively. This force balance 
is expressed in terms of the capillary number, :  
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where c is the dynamic viscosity of the continuous phase,  is the surface 
tension coefficient and   is the shear rate of the continuous phase. For laminar 
flows, the shear rate,   is calculated from the local velocity gradient; for 
turbulent flows the Kolmogorov shear rate is used: 
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where c is the density of the continuous phase. 
 
According to De Bruijn (1987), the breakup condition is a function of the viscosity 
ratio  (= d/c) and the flow type (laminar or turbulent). The breakup criterion is 
given as   cr.  The critical diameter is therefore given by: 
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Based on the dimensional analysis it can be derived that the breakup time, br in 
the viscous breakup regime takes the following form: 
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where the function f() has been correlated to the experimental data by Grace 
(1982) for viscous flows: 
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the values of p0, p1 and p2 have been determined from experimental data and 
can be found in the work of Lo (2005). 
 
Inertia breakup 
326 
 
 
Inertia breakup is found in turbulent flows for bubbles larger than the 
Kolmogorov length scale, Lk. The breakup criterion is formulated in terms of the 
dimensionless Weber number: 
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Breakup occurs when We  Wecr, where Wecr is a function of Recr, the Reynolds 
number based on the critical bubble diameter. Furthermore the presence of 
nearby bubbles dampens the disruptive power of the inertia forces, a correction 
factor containing the volume fraction of bubble is used in the calculation of the 
critical bubble diameter: 
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where C is the dispersed phase concentration correction factor and takes a 
value of 4.6. Based on the work of Yao and Morel (2001), the value of Wecr = 
0.31 was used in this study. 
 
In the inertia breakup regime, the breakup time scale follows from the frequency 
of the second oscillation mode of the droplet: 
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where kbr = 0.2 is the inertia breakup time constant and d is density of the 
dispersed phase. 
 
A.3.2.2. Coalescence model 
 
When two bubbles collide they interact for a certain amount of time, forming a 
dumbbell. During this interaction the film of the continuous phase between the 
bubbles will start to drain. If drainage proceeds down to a certain critical film 
thickness hcr within the interaction time, coalescence will take place; otherwise, 
the bubbles will separate.  
The generic form of the coalescence source term is: 
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The change in S due to a single coalescence event, 
,
,
d d
clS

 , can be deduced 
from the condition of volume conservation during coalescence. Consider two 
bubbles with diameters d and d′, coalescing together to form a bubble with 
diameter d: 
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Assume that the bubble size has a uniform distribution with an equivalent mean 
diameter, deq. For an arbitrary function of deq, f(deq), we have: 
 
0
( ) ( ) ( )eq eq eqf d nP d dd n f d

                     (A3.44) 
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The equivalent diameter deq is chosen to be proportional to d3: 
 
,1 3( )eq cld k d                                      (A3.45) 
 
The proportionality constant, kcl,1 is of order unity. Then Eq. A3.44 is simplified 
to: 
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The coalescence rate Kcl is given by: 
 
2 ( )cl cl coll eq rel cl eqK F k d u P d                             (A3.47) 
 
where Fcl is the calibration coefficient; kcoll is the collision rate coefficient, and Pcl 
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is the coalescence probability of a single collision event, urel is the typical velocity 
difference over a range of d. It should be noted that kcoll, Pcl and urel are 
determined by the collision regime. 
 
Based on Eqs. A3.46 and A3.47, Eq. A3.43 is re-arranged as: 
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Viscous collision 
 
For viscous collisions: 
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relu d                                        (A3.50) 
 
For the viscous collision, the coalescence probability, Pcl is linked to the ratio of 
the interaction time, ti and the film drainage time, td : 
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The interaction time scale is given by: 
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1
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The drainage time, td depends on the mobility of the interface. STAR-CD 
provides 4 different models for drainage time. Drainage mode 1 is valid for the 
droplets with fully immobile interface, it was considered not suitable for the 
current study hence not investigated. Drainage modes 2 to 4 are studied in this 
work: 
 
Drainage mode 2: 
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Drainage mode 3: 
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Drainage mode 4: 
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The interaction force during the collision is given by: 
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and the critical film thickness is obtained from: 
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where AH = 510
-21 is the Hamaker constant. 
 
Inertia collision 
 
For inertia collisions: 
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During inertia collisions, bubble shape oscillations may have a dominant 
influence on the local approach velocity in the film. In particular the phase 
difference between the oscillating bubbles determines the (local) time of contact, 
and hence the coalescence probability. Chester (1988) presents an expression 
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for the coalescence probability in such cases: 
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where kcl,2  12.7, We0 = 0.8Wecr and h0 = 8.3hcr and max is the maximum 
phase difference and is given by: 
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APPENDIX 4 
 
MODELS USED IN GRAMP2 CODE 
 
A4.1. Models for Regime Transitions 
 
Bubble-to-Slug Transition 
 
Currently, the GRAMP code uses a fixed void fraction of 25% has been used to 
distinguish the transition of bubble/slug flow (< and ≥ 0.25). This is an area which 
will need special attention in developing the GRAMP code for the case of larger 
diameter pipes, as discussed in Chapter 2. The transition is probably related to 
void wave formation (Beisheuvel and Gorissen, 1989) and a void wave model 
will be investigated for the new version of the code.  
 
Slug-to-churn transition 
 
The slug/churn transition model used in GRAMP code is that of Jayanti and 
Hewitt (1992) in which the transition is considered to be due to the onset of 
flooding in the Taylor bubble. Though this basic mechanism was suggested as 
long ago as 1962 (Nicklin and Davidson, 1962) and later quantified by, for 
instance, McQuillan and Whalley (1985), Jayanti and Hewitt showed the 
importance of considering Taylor bubble length in obtaining adequate predictions 
of the transition. To calculate the conditions for flooding in the Taylor bubble, 
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Jayanti and Hewitt suggest the following relationship between local 
dimensionless liquid and gas superficial velocities for flooding: 
The slug to churn transition is calculated using the model of Jayanti and Hewitt 
(1992). This model postulates that the mechanism behind this transition is flooding 
in the Taylor bubble. They proposed the following modified form of the flooding 
correlation as the criterion for the occurrence of churn flow: 
 
1UmU LBGB 
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where *
GBU  and 
*
LBU  are the dimensionless superficial Taylor bubble, GBU , and 
superficial falling liquid film, LBU , velocities. These are given by: 
 
 GLT
G
GBGB
dg
UU



*           (A4.2) 
 
and  
 
 GLT
L
LBLB
dg
UU



*           (A4.3) 
 
where GBU  and LBU  are determined by solving the following equations 
simultaneously: 
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 LSGSGBLB UUUU            (A4.5) 
 
It is perhaps worth while mentioning that the superficial velocities LBU  and GBU  
are related to the actual velocities LBV  and GBV  by the following expressions: 
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Jayanti and Hewitt (1992) suggested that the thickness of the liquid film 
surrounding the Taylor bubble should be calculated using the Brotz empirical 
relationship: 
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m is given as a function of Taylor bubble length as follows:  
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In this model the gas and liquid superficial velocities correspond to those of the 
Taylor bubble (Ubs) and the liquid film (Ufs), which are expressed in 
dimensionless form as follows:  
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Churn-to-annular transition 
 
Defining annular flow as a regime in which the liquid phase is always flowing 
upwards (as distinct from churn flow where flow reversals occur) then it is a natural 
step to extrapolate flooding relationships of the type given in Equation 4.15 to the 
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case where the liquid (downwards) flow is zero as a means of designating the 
transition to annular flow. Thus, the transition would correspond to:    
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and this is the criterion used for the churn/annular transition in the GRAMP code.  
 
A4.2. Models for the Specific Flow Regimes 
 
GRAMP having calculated the prevailing flow regime, models for the specific 
regimes are then implemented. Details of these models are given by Barbosa 
and Hewitt (2006); here, the models used for bubble, slug and churn flow (the 
main focus areas of the current work) are given for reference.  
 
Bubble Flow Regime 
 
In the bubble flow regime, the void fraction is calculated with the drift-flux model 
of Zuber et al. (Zuber and Findlay, 1965, Collier and Thome, 1994) as follows: 
 
))(( 0 gjfg
g
VjjC
j

                              (A4.16) 
where 
 
338 
 
C0 = 1.0 
4/1
2
2 ]
)(
[)1(53.1
f
gf
gj
g
V




                       (A4.17) 
 
 
For frictional pressure gradient in bubble flow, the GRAMP code applies the 
Friedel correlation (Friedel, 1979). This correlation was developed based on an 
extensive data bank, with 15,000 data points for vertical flow and 10,000 data 
points for horizontal flow and is expressed in terms of a friction multiplier as 
follows:  
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In addition, the friction pressure gradient when all fluid is assumed to be liquid is 
represented as: 
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The two-phase frictional pressure gradient according to Friedel’s correlation can 
be determined as: 
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Slug Flow Regime 
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In the slug flow regime, the void fraction and pressure gradient are calculated 
with the model of Cachard and Delhaye (Cachard and Delhaye, 1996): 
 
In this model, steady and fully developed slug flow is described as a succession of 
identical unit cells. A unit cell consists of a cylindrical Taylor bubble surrounded by 
a falling liquid film and of a liquid slug. A very complex feature of slug flow is the 
understanding and prediction of the mechanisms by which gas becomes entrained 
in the form of small bubbles in the liquid slug. A criterion for the existence of 
non-aerated slugs is written in terms of the Bond number as follows: 
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In the majority of simulations reported here, values of Bond number are of the order 
of 1,300 and, therefore, gas entrainment within the slug cannot be disregarded. In 
the original paper of de Cachard and Delhaye (1996) gas entrainment in the slug 
was neglected since 140Bo   in their studies. In the GRAMP2 code, an extension 
of the de Cachard and Delhaye model taking into account slug entrainment is used 
(Barbosa and Hewitt, 2006). 
 
The fraction of the unit cell transit time corresponding to the Taylor bubble is: 
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Instantaneous continuity equations for the gas, liquid and the mixture are given by: 
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where 

, 
GV

 and LV

 are the instantaneous void fraction, gas and liquid 
velocities. Integration the above equations over the unit cell gives for the gas and 
liquid phases gives: 
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Integration of the mixture equation gives: 
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where MU  is the mixture superficial velocity, i.e., the sum of the gas and liquid 
superficial velocities. Specifying the slug flow variables, first for the Taylor bubble 
zone, and then for the liquid slug gives: 
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The unit slug flow model is complemented with closure expressions for the Taylor 
bubble velocity, GBV , the falling film velocity, LBV , and the slug void fraction, S . 
The following approximations were made: (i) the flow in the liquid film is fully 
developed, (ii) the flow in the slug is fully developed and (iii) there is no slip between 
the gas and the liquid in the liquid slug, i.e., GSLS VV  . 
 
For the Taylor bubble velocity, the Nicklin et al. (1962) expression is used: 
 
0MGB VU21V  .              (A4.37) 
 
The coefficient 1.2 in the above equation is the turbulent flow velocity profile 
coefficient in the liquid slug. 0V  is the rise velocity of a Taylor bubble in quiescent 
liquid. De Cachard and Delhaye (1996), among others (Wallis, 1969), adopted the 
general correlation by White and Beardmore (1962): 
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The liquid film around the Taylor bubble is modelled as a thin falling film, without 
interfacial shear stress, inside a vertical cylinder. For laminar film flow, the film 
thickness,  , is related to the mean film velocity by the Nusselt relationship: 
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where FRe is the falling film Reynolds number, given by: 
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For turbulent flow, according to Belkin et al. (1959) and Wallis (1969): 
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The two relations correspond for 750F Re . Making use of the definition of the film 
Reynolds number and of the geometrical relationship between the film thickness 
and the Taylor bubble void fraction: 
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gives: 
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The void fraction in the liquid slug is calculated using the model of Barnea and 
Brauner (1985): 
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where, for vertical flows: 
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The friction factor, Mf , is evaluated based on the mixture velocity: 
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Finally, to summarise, the slug flow parameters  , B , S , GBV , LBV , GSV , LSV  
can be computed from the superficial velocities GSU , LSU  (or LSGSM UUU  ) 
with the following set of equations: 
 
  GSSGBBGS V1VU           (A4.50) 
 
  MLBBGBB UV1V            (A4.51) 
 
  MLSSGSS UV1V            (A4.52) 
 
0MGB VU21V  .            (A4.53) 
 
 LLTBLB dgfV  ,,,,          (A4.54) 
 
  ,,,,,, LGLTMS dgUf        (A4.55) 
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After solving the above equations by an iterative procedure, one can calculate the 
frictional pressure gradient in slug flow. In the liquid slug region, the frictional 
pressure gradient is given by: 
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where Sf  is the liquid slug friction factor calculated using the Blasius relationship. 
S  is the equivalent density of the slug and S  is the equivalent viscosity of the 
slug. These are calculated as follows: 
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where Sx  is the slug gas mass fraction assuming homogeneous flow within the 
slug. By equating the liquid and gas velocities in the slug, one obtains: 
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In the Taylor bubble, once the liquid film is fully developed, its weight is fully 
balanced by the wall friction force. Thus, the friction term is the opposite of the 
gravity term: 
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The average frictional component is thus: 
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The average gravitational component is given by: 
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According to De Cachard and Delhaye (1996), the cell-averaged void fraction  
 
  BS   1           (A4.63) 
 
 
Churn Flow Regime 
 
In the churn flow regime, two models are considered in GRAMP code, namely 
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those of Jayanti and Brauner (1994) and Sawai et al. (2004).  
 
In the Jayanti/Brauner model, force balances on the gas core and on the 
two-phase mixture are as follows: 
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w  is the average wall shear stress (accounting for the fact that only the liquid is in 
contact with the wall). Jayanti and Brauner (1994) suggested that w  may be 
calculated based on the net flow rate alone and that its time-varying nature can be 
neglected. Thus, 
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Lf  is estimated using single phase flow relationships. Therefore, for 2100L Re , 
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and for 2100L Re , 
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In a similar manner, the average interfacial shear stress can be written as, 
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where If  is the interfacial friction factor. Jayanti and Brauner (1994) suggested, 
based on comparisons with the experimental results of Govan et al. (1991), that If  
would be best estimated by an average of the correlations by Bharathan and Wallis 
(1983) (for the post-flooding regime in counter-current flow) and by Wallis (1969) 
(for annular flow). Thus: 
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and 
 
  137500050f WallisI ..,           (A4.73) 
 
Jayanti and Brauner (1994) compared the pressure gradient predictions using the 
above model with the experimental results by Owen (1986). They claimed that 
almost all data points (covering a liquid mass flux range of 5 to 400 kg m-2 s-1 in a 
0.0318 m ID pipe) are predicted well and lie within  20% of the measured pressure 
gradient. 
 
A word of caution must be said about the application of the Jayanti and Brauner 
(1994) churn flow model, since it was tested against a limited database and the 
effect of pipe diameter was not investigated. In fact, calculations have done with 
this model for well flows in churn flow (see below) show some inconsistencies, 
which need more investigation. 
 
The Sawai model (Sawai et al., 2004) focuses on the correction of friction 
pressure gradient for the effects of the large waves. Sawia at al suggest that the 
frictional pressure gradient is mainly caused by the propagation of large wave, 
instead of the steady liquid film flow, in which the liquid film is composed of the 
large wave and the base film with the liquid holdups of βW and βB and the 
velocities of uW and uB. Basically, the time-averaged pressure gradient is 
obtained by the following steady momentum equation based on the annular flow 
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model without entrainment: 
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where β is the liquid holdup, g is the gravitational acceleration, ρL and ρG are the 
densities if liquid and gas phase, respectively. FWL is the frictional pressure 
gradient term due to the wall shear and is generally correlated with the 
two-phase friction multiplier 2L , and given by the following equations: 
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and  
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By considering the effect of interfacial waves on frictional pressure gradient, 
frictional pressure gradient term can be modified as 
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and 
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Moreover, the two-phase frictional multiplier 
waveL )(
2  based on waveWLF )(  
takes into account the difference of laminar (jL < 0.2 m/s) and turbulent flows and 
is defined by 
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