The spectrum of nitrous oxide dimer was investigated by constructing new potential energy surfaces using coupled-cluster theory and solving the rovibrational Schrödinger equation with a Lanczos algorithm. Two four-dimensional ͑rigid monomer͒ global ab initio potential energy surfaces ͑PESs͒ were made using an interpolating moving least-squares ͑IMLS͒ fitting procedure specialized to describe the interaction of two linear fragments. The first exploratory fit was made from 1646 CCSD͑T͒/3ZaP energies. Isomeric minima and connecting transition structures were located on the fitted surface, and the energies of those geometries were benchmarked using complete basis set ͑CBS͒ extrapolations, counterpoise ͑CP͒ corrections, and explicitly correlated ͑F12b͒ methods. At the geometries tested, the explicitly correlated F12b method produced energies in close agreement with the estimated CBS limit. A second fit to 1757 data at the CCSD͑T͒-F12b/VTZ-F12 level was constructed with an estimated fitting error of less than 1.5 cm −1 . The second surface has a global nonpolar O-in minimum, two T-shaped N-in minima, and two polar minima. Barriers between these minima are small and some wave functions have amplitudes in several wells. Low-lying rovibrational wave functions and energy levels up to about 150 cm −1 were computed on the F12b PES using a discrete variable representation/finite basis representation method. Calculated rotational constants and intermolecular frequencies are in very close agreement with experiment.
I. INTRODUCTION
A number of spectroscopic studies of the nitrous oxide dimer ͑NNO͒ 2 have appeared in the literature since 1978, [1] [2] [3] [4] [5] [6] [7] with the recent observation of a new polar isomer sparking renewed interest. [8] [9] [10] [11] [12] [13] Motivated in part by analogy to the OCS and CO 2 dimers, several stable isomers have been predicted, including nonpolar, polar, and "T-shaped" conformers. 5, 8, 14 Infrared and microwave spectra have only been assigned to nonpolar slipped antiparallel and polar skewed-parallel isomers. Dehghani et al. 8 emphasized the need for a good ab initio intermolecular potential energy surface to aid in interpreting experimental results. In this paper we present a new, highly accurate, potential energy surface and rovibrational energy levels computed on it by solving the rovibrational Schrödinger equation with a product basis and the Lanczos algorithm.
In a previous theoretical study of the spectroscopy of ͑NNO͒ 2 , Berner et al. 15 determined stationary points and reported harmonic frequencies for various isomers using Dunning's augmented double-zeta basis 16 ͑AVDZ͒ and the CCSD coupled cluster method. They performed additional single point calculations including triples perturbatively with an augmented triple-zeta basis ͑CCSD͑T͒/AVTZ͒, but did not fit a surface. These calculations were compared with density functional theory ͑PW91͒ and Møller-Plesset perturbation theory ͑MP2, MP3, and MP4͒, and the lower-level methods were shown to be unreliable for ͑NNO͒ 2 . Although anharmonicity and coupling are important for ͑NNO͒ 2 it is possible, surprisingly, to extract useful information from frequency shifts. For example, the difference between the calculated shifts for two bands in the dimer spectrum associated with the 1 monomer fundamental band aid in the assignment of the experimental spectrum. Their best estimate of the well depth of the nonpolar global minimum D e ͑598 cm −1 ͒ was based on a counterpoise corrected CCSD͑T͒/AVTZ//CCSD/ AVDZ calculation and was assigned considerable uncertainty ͑200 cm −1 ͒. The stability of a "T-shape N-in" isomer was found to be extremely sensitive to the level of theory.
To understand the spectroscopy of ͑NNO͒ 2 it is important to use an ab initio method that is capable of correctly computing the depths and shapes of the wells and the barrier heights, and it is also essential to account for coupling and anharmonicity when calculating the spectrum. The potential energy surface ͑PES͒ of ͑NNO͒ 2 has multiple wells separated by superable barriers. Many wave functions are so delocalized that it is not possible to associate all bands with a single well. To compute such states one needs high quality ab initio points, a good potential, and accurate solutions of the rovibrational Schrödinger equation.
In this paper we present a careful analysis of the accuracy of various ab initio methods for ͑NNO͒ 2 , including CCSD͑T͒ and explicitly correlated F12 methods with several basis sets and basis set extrapolation schemes. Analytic fourdimensional ͑4D͒ intermolecular PESs were constructed based on ab initio data using a specialized version of the interpolating moving least-squares ͑IMLS͒ fitting procedure. Two analytic IMLS PESs were developed. The PESs are accurate up to about 5200 cm −1 above the dissociation energy and therefore reliably characterize all the stable isomers. First, a CCSD͑T͒/3ZaP PES was obtained to facilitate exploration of the van der Waals ͑vdW͒ region. The critical geometries on the CCSD͑T͒/3ZaP PES were used to test several high level ab initio methods, basis sets, and extrapolation schemes. A second quantitative CCSD͑T͒-F12b/VTZ-F12 PES was obtained based on these evaluations. The second PES was used to obtain low-lying solutions of the rovibrational Schrödinger equation corresponding to the nonpolar O-in isomer. Calculated rotational constants and intermolecular frequencies are compared with experiment.
II. IMLS PES FITTING
To construct a PES one must compute electronic energies at a set of points and then adjust parameters of a function so that the function either nearly passes through the points ͑fitting͒ or exactly passes through the points ͑interpo-lation͒. Various fitting methods have been proposed. [17] [18] [19] [20] [21] [22] It has been previously demonstrated that the IMLS fitting method is an effective tool for obtaining PESs with subwavenumber fitting error for several triatomics. [23] [24] [25] In this paper we introduce and apply a refined version of the IMLS procedure. In principle the IMLS idea is general; however, vdW systems are especially difficult because a large region of configuration space with multiple local minima is accessible. The full range of the angular coordinates must be described and motion in the intermonomer coordinate is of large amplitude. At any geometry, r ជ, the IMLS potential is a weighted sum of local fits,
where the local fits V j ͑r ជ͒ are expressed in some basis B k ,
Each local fit j is centered at r ជ j , which is the location of the jth ab initio data point used to fit the surface. A separate set of ͑c j,k ͒ is optimized, by doing a weighted least-squares fit, at each point. The efficiency of the IMLS fit depends on the choice of coordinates, basis functions, ab initio geometries, and the weight function w j ͑r ជ͒ ͓used both in Eq. ͑1͒ and for making the local weighted least-squares fits͔, which in turn depends on a distance metric, as discussed below. The coordinates chosen for fitting the PES are defined in Fig. 1͑a͒ . For characterization of the PESs, and to describe isomerization between planar isomers, we also make use of dis-and conrotatory coordinates X and Y ͓Eq. ͑3͔͒. X and Y are conveniently defined in terms of angles with direction 26 ͓ 1 and ͓−2 / 3, 4 / 3͔. The disrotatory coordinate X describes the out-of-phase motion with one monomer rotating counterclockwise while the other rotates clockwise. The conrotatory coordinate Y describes the concerted in-phase motion of both monomers rotating in either a clockwise or counterclockwise direction,
The range of 2 is ͓0,2͔, but because V j ͑r ជ͒ is an even function of 2 , it is only necessary to use values between 0 and . Due to the difficulties cited above, the basis functions are chosen carefully. The basis functions we use are
where k is a composite basis function index representing i, L 1 , L 2 , and m 2 . These functions are commonly used for fitting PESs for vdW systems with linear fragments, 27-31 but usually one set of functions is used to fit the entire potential. With IMLS we use many such sets to make local fits, one for each r ជ j point. The range parameter ␣ in the radial basis is fixed at ␣ = 1.0 Ǻ −1 . The maximum radial power i was 6, and L max for the associated Legendre polynomials was also 6. The maximum value of the sum of L 1 and L 2 was limited to L max , and m 2 Յ min͑L 1 , L 2 ͒. These choices result in a total of 301 basis functions ͑at each local expansion point͒, including the constant. In other approaches where a single basis expansion is used, much larger values of L max ͑Ͼ6͒ are required. This in turn requires many ab initio points ͑quadrature points͒ to determine the coefficients. In some cases, accuracy in one part of the angular range is favored by damping the relative weight of points in another region; this reduces the number of required ab initio points. 29, 30 The present use of local expansions allows an accurate fit to be obtained with L max =6.
The local fits are connected using a weight function so that the IMLS potential passes through each of the ab initio points ͑with an error ͒ and smoothly interpolates between them. The weight function is
͑5͒
In this application, p = 4 and =10 −14 while the distance was determined using the distance metric
͑6͒
The form of the distance metric ͓Eq. ͑6͔͒ is important for interpolation in these coordinates and requires thought because near k =0 or k = a small change in the shape may correspond to a large change in the value of 2 . Therefore, when assessing the similarity of two shapes one of which has k close to 0 or , it is important that 2 values not play an exaggerated role. The distance metric we use makes the measured distance between points differing significantly only in 2 and having k close to 0 or small, thus allowing smooth and continuous interpolation across the boundary at which 2 becomes undefined. The scaling factor ͑c = 2.315 Ǻ / rad͒ is chosen based on the length of the monomer fragments to put distance and angular displacements on an equal footing. Variation of the torsional coordinate is reflected in the distance metric as the arc length described by the exterior atoms of the linear monomers ͑becoming a small precession for small values of 1 and 2 ͒. The local data density parameter ͑r ៝ j ͒ in Eq. ͑5͒ is the distance to the 20th nearest neighbor ͓as evaluated with Eq. ͑6͔͒ from data point j.
The local expansion coefficients are determined at each ab initio point by a weighted linear least-squares fit using the LAPACK ͑Ref. 32͒ linear algebra routine DGELSS. Although the final potential is accurate globally, the local expansions V j ͑r ជ͒ are only accurate close to r ជ j . This behavior is ensured by the weight function, which weights the contribution of the ab initio data in the least-squares determinations of the expansion coefficients. The weight function is sharply peaked to ensure that the IMLS potential is interpolative and therefore only points close to r ជ j have significant weights. The condition number ͑the ratio of the largest and smallest singular values͒ of the design matrix for the local fit V j ͑r ជ͒ can be large, which can result in numerical instabilities in the determination of the expansion coefficients. These numerical instabilities do not affect the accuracy of the fitted potential at the ab initio data points but may slightly degrade the quality of the interpolated fit. One solution to this problem is to replace, when solving the linear equations, reciprocals of small singular values with zero. This corresponds to using a basis of linear combinations of the original basis functions and retaining only those linear combinations that are well determined. Rather than discarding reciprocals of singular values that are smaller than some fixed threshold, we determine the threshold at each expansion point by considering the accuracy of the fitted local expansion. Specifically, the number of retained singular values is reduced until ͱ ͚ jp w j ͑r ជ jp ͓͒E͑r ជ jp ͒ − V j ͑r ជ jp ͔͒ 2 increases by 10%, where E͑r ជ jp ͒ is the ab initio energy at a neighboring point jp. Note that the number of discarded singular values depends on geometry and on the number of ab initio points being fit. This is sensible because as ab initio data are added the number of welldetermined linear combinations does change. We call our procedure dynamic conditioning. Tests indicate that removing small singular values in this fashion improves the fitting error, at test points not included in the fit, for the full potential ͓Eq. ͑1͔͒ by roughly 30% ͑relative to use of a small fixed threshold͒.
The IMLS PESs were constructed by adding sets of ab initio data at geometries designed to most efficiently reduce the fitting error. Each fit was initiated with 500 ab initio data distributed throughout the vdW region with a probability distribution that favored small r 0 values. Our automated surface growing procedure based on the difference between trial fits using different fitting bases has been described before. 25 For ͑NNO͒ 2 the two trial fits are with a basis of 301 functions ͓i max =6, L max = 6, Eq. ͑4͔͒ and a basis with 171 functions ͓i max =5, L max = 5, Eq. ͑4͔͒. The fitting error was assessed using the difference between the two trial fits at 40 000 randomly placed points, and new data point locations were determined using conjugate-gradient optimizations to locate points of maximum squared difference. New points are added in batches of 60 and 60 processors are used to do the 60 ab initio calculations. The fitting coefficients were updated ͑using the dynamic conditioning procedure described above͒, and the fitting error was estimated. Since the monomers are identical, after each electronic structure calculation, the symmetry partner geometry corresponding to the exchange of the two monomers was also added to the data set. It is noteworthy that no manually located points were included in the fit at any stage. The entire energy and coordinate range was fit without any bias, simply adding points where the automatically estimated error was largest. A specialized IMLS fitting code was developed for this application and can now be conveniently used to automatically generate global PESs for vdW complexes with two rigid fragments.
If an automatically determined geometry is in a region in which the potential is expected to be very large it is rejected. More specifically, we reject points at which a guide surface is more than twice an energy cut-off value that is 15.0 kcal/ mol ͑ϳ5246 cm −1 ͒ above the dissociation asymptote. For ͑NNO͒ 2 the guide surface was constructed using 1600 MP2/ 2ZaP points chosen from an exponential probability distribution that produces about 17 times as many points with r 0 equal to the shortest value than with r 0 equal to the largest value. A small basis of 40 functions ͓i =3, L max = 3, Eq. ͑4͔͒ was employed ͑at each data point using IMLS͒ to construct the guide surface using the MP2/2ZaP data. The guide surface took less than 30 min to construct.
Using the methods outlined in this section we constructed two surfaces ͑see Sec. IV͒. The CCSD͑T͒/3ZaP surface was built from 1646 symmetry unique data points and has an estimated fitting error below 2 cm −1 . The CCSD͑T͒-F12b/VTZ-F12 surface was terminated at 1757 points with an estimated fitting error below 1.5 cm −1 .
III. ELECTRONIC STRUCTURE THEORY
In this section we compare different ab initio methods and describe how we chose the two methods used to fit the PESs. The monomers were held rigid at the calculated 33 ground vibrational state averaged bond distances of R NN = 1.128 72 Ǻ and R NO = 1.187 92 Ǻ . The size-consistent coupled-cluster CCSD͑T͒ method [34] [35] [36] [37] was chosen to represent the vdW interaction between the two closed-shell NNO monomers. The MOLPRO electronic structure code 38 was used for all of the calculations reported here. To confirm the applicability of a single-reference method, the T 1 -diagnostic 39 was evaluated at various geometries including points up to ϳ10 000 cm −1 above the energy of the separated monomers. For all of the geometries and basis sets tested the T 1 -diagnostic values were ϳ0.02, indicating that the CCSD͑T͒ single reference method is appropriate for this system.
The complete basis set ͑CBS͒ limit was estimated using three different schemes. The first was Peterson's three parameter mixed Gaussian and exponential formula,
The second was a Schwenke-style CBS extrapolation,
where F is a coefficient used to extrapolate total energies and n is the cardinal number of the basis. A third strategy involving separate extrapolation of different components of the total energy was also tested using an optimized power-law, where ᐉ max is the cardinal number of the basis and "pow" is an optimized exponent, 42 E l max corr = E CBS corr + Aᐉ max −pow . ͑9͒
Choice of electronic structure methods and bases for
"NNO… 2 First we present the results obtained from the methods that are not explicitly correlated. By comparing different bases with and without CP-correction and with and without CBS extrapolation, we determine that a good PES for NNO dimer can be obtained using the 3ZaP basis without a CPcorrection and without CBS extrapolation. We denote this surface the exploratory surface. Initial basis set comparisons are done at a set of test points and then at stationary points on the IMLS surface fit to 1646 symmetry unique CCSD͑T͒/ 3ZaP points.
The first set of comparisons is done at five highsymmetry test geometries: ͑1͒ infinitely separated monomers, ͑2͒ a linear head-to-tail geometry with a center of mass separation ͑r 0 ͒ of 6.0 Ǻ , ͑3͒ an attractive parallel side-by-side C 2V geometry with r 0 = 5.0 Ǻ , ͑4͒ a repulsive parallel sideby-side C 2V geometry with r 0 = 3.0 Ǻ , and ͑5͒ the nonpolar minimum, which has C 2h symmetry. Energies were computed at these five points for zeta levels 2-5 of both the Dunning 16 aug-cc-pVnZ ͑AVnZ͒ and the Petersson 43 nZaP ͑with n =2, 3, 4, and 5͒ bases. At all five points, the nZaP and AVnZ bases extrapolated to about the same CBS energies ͓using total energies with Eq. ͑7͒ and n = 3, 4, and 5͔. These are considered as benchmark values for the calculations that are not explicitly correlated. However, for the purpose of computing a surface, we exclude the Eq. ͑7͒ extrapolation and the AVnZ bases. Equation ͑7͒ is not used because it requires energies from at least three zeta levels, and quadruple and higher zeta were deemed too expensive. The 2ZaP and 3ZaP bases were less costly respectively than the AVDZ and AVTZ bases and so, for making the PES, we therefore opt for the Petersson bases. Equation ͑8͒ was tested using 2ZaP and 3ZaP energies with and without CPcorrections. The parameter F ͓in Eq. ͑8͔͒ was fit to the CBS energies previously determined using Eq. ͑7͒. The value of F determined by Eq. ͑8͒ differed at each test point. Choosing F as the average from test points 3-5 caused problems. Equation ͑8͒ has the advantage that it does not require bases larger than triple zeta, but it is known that including double zeta energies in a CBS extrapolation may introduce significant error 41 and we therefore anticipated the possibility of problems with the CBS extrapolation. Extrapolation of energies without CP-corrections produced a well depth of only ϳ450 cm −1 , whereas the CBS benchmark obtained using Eq. ͑7͒ and zeta levels 3-5 was ϳ600 cm −1 . The large effect of basis set superposition error ͑BSSE͒ on the double zeta energies also resulted in a small nonphysical barrier for extrapolated energies at large separations ͑e.g., test point 2͒. The use of CP corrected energies eliminated the nonphysical barrier, and better represented the well depth, but produced energies that were far too attractive on the repulsive wall ͑e.g., test point 4͒. Without the CP-correction, the raw 3ZaP energies are in surprisingly good agreement with the benchmark CBS energies, more accurate than 3ZaP+ CP, or any 2-3 CBS extrapolation, at all five test points. The CCSD͑T͒/ 3ZaP method, without CP-correction and without CBS extrapolation, was therefore chosen for fitting the exploratory surface.
Further tests were done at the minima of the exploratory surface. Results are given in Tables I and II and Fig. 2 . Geometric parameters for various isomers are listed in Table I . Without CP-corrections, starting from too low at the double zeta basis, convergence was oscillatory for all of the minima. With CP-corrections, convergence was monotonic at each structure, but the minima were much too shallow for the smaller bases. Furthermore, with CP-corrections, in most cases the energy decreased more between zeta levels 3 and 4 than between levels 2 and 3. The CBS energies from the basis series with and without CP-corrections are quite similar for each structure, generally agreeing to within 10 and 15 cm −1 . For two of the minima, the non-CP corrected 3ZaP results are remarkably close to the benchmark CBS values. The global minimum ͑nonpolar O-in͒ and polar minimum are both within 10 cm −1 of the CBS energies. Energies at the stationary points on the fitted surface are plotted as a function of disrotatory coordinate X ͓Eq. ͑3͔͒ connecting the four minima and four transition structures ͑TSs͒ in Figs. 3͑a͒ and 3͑b͒. These results at the minima confirm the 3ZaP, no CP, no CBS choice made on the basis of results at the highsymmetry test points.
Although the larger Dunning basis sets are too expensive for the purpose of making a PES, it may be of interest to compare energies computed with them. Results with the Dunning AVnZ basis series for the same stationary point structures are shown in Fig. 4 . For reference, Fig. 4 includes benchmark CBS energies from explicitly correlated F12b calculations described in the next paragraph. Without CPcorrections, energies change little between AVDZ and AVTZ and the agreement with the CBS energies worsens at several points; but from AVTZ to AVQZ the improvement is significant. With CP-corrections the wells are much too shallow at the double zeta level, but improve monotonically with zeta level, with the AVQZ+ CP results quite close to the CBS limit. These results are quite different than those obtained using the nZaP bases. Without CP-corrections the 4ZaP energies are close to CBS values, whereas the AVQZ energies are still quite far from convergence. Conversely, with CPcorrections the AVQZ+ CP energies are very close to CBS values, whereas the 4ZaP+ CP energies are far from convergence.
The 3ZaP PES is certainly qualitatively correct but there is reason to believe that even better ab initio calculations would give us a superior surface. The most significant failing of the 3ZaP basis is its prediction that T-shape N-in and T-shape O-in structures have energies close to that of the polar minimum. Energies at these T-shape points are roughly 40-55 cm −1 higher in the CBS limit. We therefore applied explicitly correlated F12b methods 44 to NNO dimer. In the rest of this section we explain how the basis to be used with the F12b method is chosen and whether to use a CBS extrapolation.
Single-point CCSD͑T͒-F12b energies were calculated using the AVnZ bases with n =2-5 ͑the largest calculation taking about one week͒ and the Peterson VnZ-F12 bases with n =2-3. 45 Values for the geminal Slater exponent ␤ were chosen for each basis as recommended by Hill. 42 To determine the CBS limit at the global minimum for this method, the reference energies were extrapolated using Eq. ͑7͒, while the CCSD-F12b and ͑T͒ components of the correlation energy were separately extrapolated using the optimized power-law of Eq. ͑9͒, where ᐉ max is the cardinal number of the basis and pow is an optimized exponent. Table III shows the results of the explicitly correlated calculations at the 3ZaP global minimum geometry for each zeta level of the AVnZ basis sets. The well depth calculated using the explicitly correlated F12b method converges monotonically to −628.96 cm −1 , slightly lower than either progression in Table II . The F12b energies converge rapidly with zeta level, changing only in small steps beyond the triple zeta level in contrast to the CP-corrected conventional CCSD͑T͒ method which also converged monotonically, but where the energy changed by ϳ56 cm −1 between quadruple and quintuple zeta. The rapid convergence behavior of the F12b energies results in robust CBS extrapolation. Simply extrapolating the AVTZ and AVQZ CCSD͑T͒-F12b total energies using a nonoptimized pow= 3 ͓in Eq. ͑9͔͒ produces a CBS well depth of Ϫ628.41 ͑within 0.6 cm −1 of the result obtained above including AV5Z energies and optimized separate extrapolation of different components of the total energy͒. In Table IV Given the rapid convergence of the F12b method, the other CBS energies in Table IV were estimated using AVTZ and AVQZ energies and pow= 3 ͓in Eq. ͑9͔͒. The relative energies of isomers from even the double zeta basis calculations agree qualitatively with those of the CBS extrapolation. The performance of the Peterson VnZ-F12 bases is particularly impressive. As shown in Table IV F12b/VTZ-F12 method ͑without additional CBS extrapolation͒ was selected to construct a high-accuracy global PES for use in dynamics studies.
IV. APPLICATION OF THE FITTING METHOD TO
"NNO… 2 The IMLS automatic surface generator was run in parallel with 60 processes. The coordinate range includes all attractive energies and repulsive energies up to 15.0 kcal/mol ͑ϳ5246 cm −1 ͒ above the separate monomers asymptote. The CCSD͑T͒/3ZaP surface was terminated with 1646 symmetry unique data points when the estimated fitting error was below 2 cm −1 . The CCSD͑T͒-F12b/VTZ-F12 surface was terminated with 1757 points with an estimated fitting error below 1.5 cm −1 . These estimated fitting errors are obtained from differences between two surfaces for which the local fits are done with different fitting basis sets. In previous work it has been demonstrated that these estimated fitting errors provide a reliable measure of the true fitting error. 23 To confirm that this is also the case for NNO dimer ͑given the particular coordinates and fitting basis set͒ we did extensive testing using a low-level ab initio method ͑MP2/2ZaP͒. In several test fits, at each iteration ͑after each set of 60 new ab initio data was added to the PES͒, the error estimated using the difference between two fits at 40 000 randomly selected points was compared with the real error computed using new ab initio data at 600 randomly chosen test points. In this way the estimated fitting error was shown to be reliable for the current application of IMLS.
The 3ZaP potential is qualitatively similar to the F12b surface but has additional stable minima corresponding to T-shaped O-in structures. Geometries of four symmetry unique minima ͑all planar͒ are shown in Table I and Fig. 2 . Experimentally, only the nonpolar O-in and the polar structure have been observed.
The F12b PES has two polar minima, two T-shaped N-in minima, and a global nonpolar minimum ͑shown in Fig. 6͒ connected by transition structures, but has no minima at T-shaped O-in structures. The second polar and T-shaped isomers are related to their respective partners by symmetry and would appear between Ϫ180°and 0°along the disrotatory coordinate in Fig. 6 ͑not shown͒. Essential features of the dynamics of NNO dimer can be understood in terms of the disrotatory coordinate X that connects the planar minima and transition structures.
Starting at X =0 ͑nonpolar O-in global minimum at the left of Fig. 6͒ , the monomers are set antiparallel with 1 + 2 = 180°. As X is increased, monomer 1 on the left rotates counterclockwise, while monomer 2 on the right rotates clockwise. When X reaches 180°, each monomer has flipped around 180°͑nonpolar N-in TS at the right of Fig. 6͒ . Along the disrotatory coordinate the potential is symmetric about X = 0. To make the plot in Fig. 6 , is set equal to zero or ͑system is planar͒ and the energy, for given values of r 0 and X, is minimized with respect to the conrotatory coordinate Y. Since all of the minima and TSs are planar ͑no out of plane TSs were located͒, all of the critical points and minimum energy paths connecting them are shown in Fig. 6 . The TS structures were optimized using a Newton-Raphson algorithm on the fitted surface. The energies and structural parameters for the six critical points located on the F12b PES ͑shown in Fig. 6͒ are given in Table V .
The barrier to isomerization between the polar and nonpolar O-in isomers is ϳ95 cm −1 ͑from the polar isomer side͒. The barrier between the T-shaped N-in and polar isomers is only ϳ15 cm tions using the F12b PES, which, due to the inclusion of anharmonicity and coupling, produce rotational constants in much better agreement with experiment.
V. ROVIBRATIONAL CALCULATIONS

A. Methods
Polyspherical coordinates are used to compute the energy levels. 46, 47 The monomers are rigid and the intermolecular coordinates are defined using three vectors: r 1 , r 2 , and r 0 . Vector r 1 is aligned with NNO monomer 1 and points toward O. Vector r 2 is similarly defined for monomer 2. Vector r 0 points from the center of mass of monomer 1 to that of monomer 2 ͑as shown in Fig. 1͒ . There are four vibrational coordinates: 1 ͑ 2 ͒, the angle between r 0 and r 1 ͑r 2 ͒; 2 , a dihedral angle from r 1 to r 2 around r 0 ; and r 0 , the length of r 0 . Euler angles specify the orientation of a body-fixed frame attached such that the z axis is along r 0 and the x axis is along the vector r 0 ϫ r 1 ϫ r 0 . The kinetic energy operator in these coordinates is well known. 46, [48] [49] [50] For the stretch coordinates we use discrete variable representation ͑DVR͒ functions, [51] [52] [53] [54] and for the bend and rotational coordinates we use parity adapted rovibrational functions 55,56 ͑m 2 =−m 2 and K =−K͒,
The ket in this equation is defined by The J = 0 even-parity angular functions are also used, as explained in Sec. II, to construct the potential energy surface. They can be explicitly written as
58,59
We use a symmetry adapted variant 60, 61 of the Cullum and Willoughby 62 Lanczos method to compute the energy levels. This makes it possible to do a single calculation for each parity block that yields both the symmetric and antisymmetric states with respect to permuting the two NNO monomers. To use the Lanczos algorithm to compute energy levels, it is not necessary to store the Hamiltonian matrix representing the Hamiltonian in the complete multidimensional basis. Instead, one must store only a few vectors. Eigenvalues are obtained by computing matrix-vector products. Similar techniques have been used to compute energy levels of many molecules. 52, 63 The full permutation-inversion ͑PI͒ symmetry group for the Hamiltonian we use is G 4 , composed of operations ͕E , ex ͖ ͕E , E ‫ء‬ ͖, where ex permutes monomer 1 with monomer 2. A/B label symmetric and antisymmetric irreducible representations ͑irreps͒ with respect to ex and + / − label even and odd parities. There are four PI irreps: A+, B+, AϪ, and BϪ. To use the symmetry adapted Lanczos algorithm within each parity block to obtain A and B states, one must make projection operators for these irreps. To do this one must determine how the symmetry operations affect the coordinates. 64 The effect of the symmetry operations on the rovibrational coordinates and basis functions is given in energy matrix-elements are in Ref. 70 . Potential matrixvector products are evaluated by using quadrature and doing sums sequentially, as explained in Ref. 70 . The wave functions are obtained from eigenvectors of the Hamiltonian matrix that are computed as described previously. 55, 71 At the global potential minimum, ͑NNO͒ 2 has a slipped antiparallel structure with C 2h point group symmetry. The PI irreps A+, B+, AϪ, and BϪ correlate with A g , B u , A u , and B g of the C 2h group, respectively. There are four intermolecular vibrational modes whose quantum numbers are denoted by ͑in the order of increasing energy͒ v t ͑AϪ, torsion͒, v g ͑B+, geared bend͒, v r ͑A+, vdW-stretch͒, and v a ͑A+, antigeared bend͒. Geared and antigeared coordinates are defined in terms of the polyspherical angles by g = 1 + 2 ͑B+͒ and a = 1 − 2 ͑A+͒. The A/B symmetry assignment is due to Eq. ͑14͒.
B. Results
The monomer rotational constant is taken to be the experimental ground state value of 0.419 011 cm −1 . 72 The masses are 14.003 074 005 2 and 15.994 914 622 1 amu for N and O, respectively. For the angular basis we use l max = m max =44 ͑the same l max for l 1 and l 2 ͒. We use 45 GaussLegendre quadrature points for 1 and 2 , and 90 equally spaced trapezoid points in the range ͓0,2͔ for 2 , with the first point zero. For r 0 we use 25 PODVR functions. 58, 59 The reference potential that defines the PODVR functions is a cut potential defined in the range ͑4.5 bohr, 18.0 bohr͒. Tests confirm that this basis set converges levels near 100 cm −1 above the zero point energy ͑ZPE͒ to better than 0.001 cm −1 . The vibrational even-parity basis size is about 628 000, built from 31 395 even-parity angular basis functions. We use a potential ceiling to reduce the spectral range. 63 About 82% of the quadrature points are below the ceiling value of 5240 cm −1 . Although the F12b PES is global, and we have obtained results for the polar and T-shaped N-in isomers, in this paper we concentrate on vibrational states in the nonpolar O-in well. A detailed treatment of rovibrational states corresponding to the other isomers and mixed isotopomers, including tunneling splittings, will be the subject of a forthcoming publication.
A good description of the dynamics of NNO dimer could be obtained by exploiting the difference between the intramonomer stretches and the intermonomer coordinates. To do this one would average the full potential over products of monomer wave functions to obtain effective intermonomer potentials. There would be one such potential for each product of monomer states. These potentials would then be used with different rotational constants for different products of monomer states to compute intermolecular levels. We cannot implement this strategy because the potential we have constructed is 4D and depends only on the intermolecular coordinates. The 4D potential we have fit fixes the remaining coordinates at their calculated monomer ground vibrational state averaged values. For all our calculations we use the ground state monomer rotational constant given above.
Vibrational levels of ͑NNO͒ 2 in the nonpolar O-in global minimum are listed in Table VI . Most of the levels are assigned ͑v t ,v g ,v r ,v a ͒ quantum numbers. The ground state of the polar isomer appears as a pair of degenerate levels ͑A+ ,B+͒ at 143.5294 cm −1 . The dynamics of the polar and T-shaped N-in isomers will be discussed in a forthcoming publication.
Examining probability density ͑PD͒ plots is essential for assigning vibrational levels. We have computed onedimensional ͑1D͒ and two-dimensional PDs by integrating over the other three or two ͑respectively͒ coordinates. PD plots for coordinate pairs ͑ 1 , 2 ͒, ͑ 2 , 2 ͒, ͑ 2 ,r 0 ͒, and ͑ 2 ,r 0 ͒ are presented in Figs. 7-10. The four 1D plots are not shown. We first discuss the salient features of the J = 0 intermolecular vibrational states. The simplest wave functions are those associated with torsional states for which a progression up to v t = 7 is evident; see Fig. 7 .
Clearly coupling between the torsion and other coordinates is weak. The v t assignments given in Table VI are unambiguous. PDs of geared states are shown in Fig. 8 .
The probability density plots for the geared states have a clear nodal structure up to v g = 3, above which they are distorted by coupling. States that involve excitation of the vdWstretch and the antigeared coordinate are not as simple. In fact even their fundamentals show signs of coupling; see Fig. 9 .
The v r = 1 state has some antigeared character, as shown by the elongation along the 1 − 2 direction in the ͑ 1 , 2 ͒ PD plot. The fact that the two bumps in the ͑ 2 ,r 0 ͒ PD plot are not centered on the same 2 values is also a manifestation of the coupling between 2 and r 0 . The same coupling also affects the v a = 1 state and this is seen in the ͑ 2 ,r 0 ͒ PD of the v a = 1 state. The vdW-stretch mode couples not only to the antigeared mode, but also to the geared mode, as shown in the PD plots for the ͑0110͒ state ͑E = 86.7 cm −1 ,B+͒, see Fig. 10 . The lobes in the ͑ 1 , 2 ͒ plot ͑Fig. 10͒ have structure in the 1 − 2 direction similar to that of the vdW-stretch state. In addition, coupling between the vdW-stretch and the geared mode is responsible for the tilt of the ͑r 0 , 2 ͒ PD. Couplings between the geared and the vdW-stretch modes and between the antigeared and the vdW-stretch modes are found to also influence higher states and hamper assigning these levels.
Moazzen-Ahmadi and co-workers measured IR spectra that probe transitions from the ground state to combination levels near 2200 cm −1 involving the in-phase 1 vibration, where 1 is the antisymmetric stretch NNO monomer mode and in-phase means that the two monomers vibrate in phase.
Using an estimated ͑hence, the error bar of 1.0 cm −1 ͒ band center for the in-phase 1 vibration which is not IR active, they find torsion 12 to obtain a six-dimensional potential energy surface. As expected, our torsion and geared energies are lower than the CCSD/AVDZ ab initio harmonic numbers of 30 and 49 cm −1 .
15
Rotational levels are assignable for many vibrational states. Table VII gives assignments for J = 1 levels. Energy spacing and a product symmetry rule are used to make the assignment. According to the product symmetry rule the rovibrational level symmetry is a product of the vibrational symmetry and the rotational symmetry. The symmetry of the vibrational levels is known. There are two ways to obtain the symmetry of the rotational wave functions: ͑1͒ associate the Centrifugal distortion constants are not included in the fitting since the errors are small without them. The rotational constants directly obtained from the J = 1 levels agree to better than 10 −4 cm −1 with the fitted rotational constants. Therefore, rotational constants for higher vibrational states, reported in Table VII , are obtained only from the J = 1 levels. The computed rotational constants ͑Table VIII, F12b͒ agree very well with experimental data even though the torsional and geared experimental rotational constants are for combination bands involving the in-phase 1 vibration mode. The levels and rotational constants calculated using the 3ZaP exploratory PES ͑Table VIII, 3ZaP͒ are in much worse agreement with experiment confirming that constructing the highlevel F12b PES was necessary to describe the dynamics quantitatively. 
VI. SUMMARY AND CONCLUSION
We have carefully assessed the value of several ab initio methods for the purpose of making a 4D ͑intermolecular͒ PES for ͑NNO͒ 2 and constructed two surfaces. Both fits were made with a refined IMLS fitting method. The highest level calculations indicate that even a qualitatively correct description of this system is remarkably challenging. The first surface was done at the CCSD͑T͒/3ZaP level of ab initio theory. Additional higher-level ab initio calculations performed at eight critical points ͑four minima and four transition structures connecting them͒ located on the fitted 3ZaP PES led to the conclusion that to obtain an excellent surface it was necessary to do F12b calculations. The original CCSD͑T͒/3ZaP was not good enough. The levels and rotational constants reported in Table VIII ͑for 3ZaP͒ are in relatively poor agreement with experiment. Furthermore, the T-shaped O-in isomer located on the 3ZaP PES was found to be spurious, while the T-shaped N-in isomer is significantly less stable at the CBS limit. The CCSD͑T͒-F12b method works extremely well for ͑NNO͒ 2 . Even with a double zeta basis it gives a qualitatively correct description of relative energies. CBS extrapolation was found to be robust for the F12b method with close agreement between CBS energies obtained using different extrapolation schemes. The Peterson VDZ-F12 and VTZ-F12 bases combined with the CCSD͑T͒-F12b method provide the two best choices balancing cost and accuracy. The CCSD͑T͒-F12b/VTZ-F12 method provides raw energies that differ by only 1.9 ͑mean͒ and 2.6 ͑rms͒ cm −1 from the best large-basis CBS estimates at the eight structures studied, making it our choice to fit a high-accuracy PES. The CCSD͑T͒-F12b/VTZ-F12 surface has three minima: the experimentally observed nonpolar and polar isomers as well as a T-shaped N-in isomer with only a small barrier to isomerization to the polar isomer. It provides a best estimate of the well depth of −633. 43 
