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“Google trends and volatility transmission in the energy markets” 
 
By Charalampos P. Tsalikidis 
 
Abstract 
This dissertation attempts to investigate the potential causal relationships between, 
Google search queries, data for crude oil relative keywords, and certain international 
crude oil price benchmarks and their cumulative volatility. Additionally we extend our 
testing to two ‘artificial’ Energy sector volatility indexes provided by the FRED website. 
Our data consist of: West Texas Intermediate (WTI) Cushing, Oklahoma and Brent, 
Europe (spot prices), crude oil by-products price benchmarks: Conventional gasoline 
prices, New York harbor, Kerosene-Type Jet Fuel Prices, U.S. Gulf Coast and No. 2 
Heating Oil Prices, New York Harbor. Volatility Indexes: CBOE Crude Oil ETF 
Volatility Index and CBOE Energy Sector ETF Volatility Index. All data were available 
through the F.R.E.D. website. We used weekly data for the sample period spanning from 
January 1, 2004 till October 13, 2013. For the creating of the Google Trends Index 
(GTI), co-integration methods (Engle Granger and Johansen co-integration tests) were 
used, in order to arrive, with the help of a regression equation, at a fitted equation, 
weighting in all the selected keywords. Additionally in order to extract volatility from all 
five examined crude price benchmarks, a GARCH(1.1) model was implemented. Upon 
the implementation of further tests, we examined all our variables for unit root existence, 
through many of the most known tests at hand, such as, ADF, DF-GLS, PP and KPSS. 
Granger Linear causality tests were then employed, between Google search series and the 
volatility extracted from all the crude oil related series. Furthermore two frequency 
domain non-linear causality tests [Breitung and Candelon, 2006 and Lemmens et al., 
  iv 
 
2008] were implemented as well, in order to identify the nature of causality. Firstly, we 
examined the linear causal relationships between our series and found a unidirectional 
causality running from the Google Trends Index towards the crude oil benchmarks 
(apart from WTI). Linear causality was also detected from GTI toward the Crude oil 
Volatility index, but not for the Energy sector Volatility index. Moreover we 
implemented nonlinear causality tests for all frequencies. As for the conclusions, our 
findings revealed the existence of unidirectional causal relationships in both short- and 
long-run between Google Trends Index and most of our crude oil benchmarks. Full 
spectrum causality revealed, for all the crude oil benchmarks, except perhaps for WTI. 
As far as the CBOE volatility indexes, the findings were identical to those of linear 
causality tests. 
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1. Introduction 
 
Oil is of extreme importance for our modern society. Oil is one of the world’s most 
essential commodities since it is one of the basic energy sources. Our everyday life and 
prosperous well being is almost totally depended upon the stable and fortuitous flood of 
oil. Oil has been the cornerstone of the world Energy sector for decades and still despite 
of its reduced share in global energy pie, plays perhaps the most important role to all the 
markets that can be related with some form of Energy. In the United States and other 
industrialized countries, most applications (such as air transport or aluminum 
production) rely on oil and it’s by products. Moreover, oil is still consumed in massive 
quantities in order to produce electricity. Oil is usually fired in power plants destined to 
meet peak and off-peak, load demand. Those power plants are also, designed to fill in for 
the intermittency of renewable energy systems such as wind farms or solar power parks. 
Oil being an essential commodity as described above, also corresponds to the existence 
of a mature oil market. This market, with all its special characteristics, could be branded 
as an international economic and financial benchmark, and by far the most advanced and 
liquid energy market. Not an exaggeration to describe the oil market as the mirror of the 
whole energy market. 
Oil market, often described as the most multilateral market, is a market with an 
intricate operating structure, and a number of participating agents that range from 
political, economical, geophysical, environmental and other, origins. The exact price 
mechanism of such a market that envelops the whole planet either as consuming 
countries or as producing countries, is of great interest and subject of vast – among other 
-  academic research. The price of oil is shaped by many factors as mentioned above, 
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major private oil companies, gigantic state owned oil companies with many 
millions barrels of oil as reserves, international strategic alliances among countries, like 
OPEC, trading houses and organizations and even, energy monitoring institutions such 
as EIA, contribute accordingly to the price, crude oil is traded.  In the recent past, oil 
price shocks were not scarce. On the contrary, many price shocks took place, with the 
most able case that of the 70’s M. East crisis. But also more recently during the 2008 
international financial and banking crisis, the price of crude oil faced a sudden drop. A 
few months later, jumped well above the 100$/Bbl threshold, due to expectations of the 
economic recovery, only to get back to lower prices well after the international economy 
normalized. Since then, they continue on, following an upward trend, up again above the 
100$/Bbl threshold, much due to the aggregating demand from emerging countries, 
mainly China, the China oil price premium as some describe it. Nowadays, we experience 
a sustained period of high oil prices, without parallel in market history. So it is an 
undisputed fact that large, rapid swings in oil price have occurred in the past, and quite 
easily might occur in the future, too. 
Oil price volatility is strong and fluent. The prices of crude oil are surely, not only 
supply and demand driven. Discovering a model that can explain or maybe forecast the 
price mechanism of oil, and the potential volatility degree, is something pursued by 
many, thus it is of extreme importance. The aftermaths of oil shocks were always very 
serious. They involved destructive economic disruptions, financial irregularities and 
political upheavals. Therefore it seems rather important to understand the factors causing 
those intense steps of oil markets. Providing a credible explanation and a working model 
for the oil price volatility, is by all means valuable for many individuals, ranging from 
traditional oil consumers, refineries, to hedge funds, energy conglomerates and even to 
single end use customers that worry about the movements of gasoline price, a popular oil 
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by-product. Thus it’s accurate to support that an increasing number of individuals are 
interested in the oil price, ups and downs and also to assume that the same people, will 
seek additional information regarding crude oil. It is also safe to suppose that many of 
the above might use Internet for that purpose. 
Internet could easily be characterized as the technological evolution of the 21st 
century. It is not too much to claim that, internet usage and deep penetration of it has 
transformed structurally our world in numerous ways. Economy, as a whole, but 
individual markets as well, could not possibly escape the avalanche of changes induced 
upon them by Internet. Internet is a commonplace for business and consumers as well. 
This co existence gave birth to a new, rather useful data source. The rapidly increasing 
use of internet by both businesses and consumers, as well, has in fact led to the de facto 
creation of a new data source. 
Information above all, a crucial element of market function, nowadays has a 
whole new meaning due to Internet. Analysts, traders, practitioners, market participants 
in general, but also academics and member of the relative media, rely upon and heavily 
use the internet to discover, analyze, exchange and verify information. It is not an 
exaggeration to support that, information transmission, as recorded electronically, now 
holds a rather powerful paint brush in the delicate market pricing infrastructure. The 
lions share when it comes to information and Internet goes to search engines. Popular 
online tools which are able, within seconds to deliver credibly a huge bulk of information 
on literally any subject, whatsoever. It is a common trend for people in our time era, to 
utilize search engines to simply find out more about certain aspects. For example 
everyday life concerns drive people to reach out for advice and information through 
reliable search engines, using as search words or keywords the exact same subject of 
concern or inquiry. A worried mother could hit “the common flu” at Google, by far the 
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most prominent search engine, when her child experiences flu symptoms. The same way 
a stressed broker could search for “crude oil” aiming to learn recent developments in the 
market, in order to hedge his position. Google cannot longer be perceived as just a 
search engine. It is now, without exaggeration a digital snapshot of public sentiment, a 
recorder of people’s interests. Google poses as a directory not only for just keywords, but 
for sites that interest the users. It is usual for someone to initially “Google” a wanted 
website or item of concern than, directly type the corresponding site address in the 
explorer’s appropriate field. So Google in a nutshell, provides historical data for global 
search volume. In other words Google data is a digital counter of the real time intentions 
and interests, people have in a particular subject, at a particular moment in time. Another 
key parameter to the above is the fact that, search engines providers, like Google, 
maintain a record with the various searches submitted in their engine.  
Therefore a forthcoming question might be, what the interaction is, the potential 
relationship between the pure information derived from internet – specifically, search 
queries – with the ebb and flow of oil prices. Much of this information has been quite 
some time now, publicly available. Sufficient scientific work of the highest level is already 
in place, concerning oil price movements and various other factors, including stock 
market returns, GDP changes, interest rates returns and other both economic and 
financial criteria. There is no doubt that online search queries enjoy certain beneficial 
characteristics when used as economic or financial indicators. They are, right on time and 
pretty much envelop a literally huge number of people. Lately a growing research 
academia, targeting the possible connection of internet search data and oil prices is 
developing quickly. So although the literature on both the standard financial benchmarks 
and the oil market is rather wide, the literature that studies the (direct or indirect) 
relationship between the Internet data and the oil market can be argued to be still rather 
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poor but still rapidly evolving. The relationship among the two above mentioned, has 
attracted attention in recent years mostly due to the upward price movements of crude 
oil and the exponentially increasing Internet usage and penetration. We will attempt, with 
respect to the scientific work already in place, to check whether ebbs and flows in the 
frequency with which users search for specific crude oil related keywords, are fit to be 
used to explain the volatility transmission of the prices, flowing in the market of oil. 
A “co-movement” exists between crude oil prices and internet penetration, both 
experiencing a clear and vivid upward trend, especially since 2001. Those recent volatile 
price movements of crude oil and the exponentially increasing internet usage and 
penetration, all over the world, strongly rationalize the significance of investigating the 
relationship between these two. We can suspect that, oil prices are in fact open to 
changes – ups and downs – induced upon them, by information transmission, which 
affects energy participant’s decision making. The price movements of oil being examined 
through the “lens” of Internet search data, may offer valuable information for predicting 
the price movements of other widely traded commodities, especially in view of the fact 
that crude oil  represents the upmost major commodity market. Awareness of the 
dynamics underpinning energy markets is essential for decision makers attempting to 
reconcile economic, energy and environmental objectives. 
As stated above, to the best of our knowledge, few studies exist, that have 
investigated the causal relationships between the prices of crude oil, and Internet search 
queries. As we mentioned above crude oil has a global character, with different price 
differentials and premiums across the world. Thus there is no catholic and universal 
price. Besides the traditional benchmarks, mainly the Brent and the WTI, new 
benchmarks are introduced into the market world, quite often and recently. For example, 
the Dubai-crude price benchmark, imported recently to cover Middle East and Asia 
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pricing discovery purposes. Or the Argus Sour Benchmark, designed to supplement the 
traditional, Brent and WTI. Therefore we included in our study, along the two well 
known benchmarks (Brent and WTI), three more other price benchmarks, covering the 
wide market of oil by products (Conventional gasoline prices, Kerosene-Type Jet Fuel 
Prices, No. 2 Heating Oil Prices). Additionally we included two popular volatility 
indexes, offered by CBOE that, reflect accurately the oil price volatility (CBOE Crude 
Oil ETF Volatility Index and CBOE Energy Sector ETF Volatility Index). We believe 
this way we captured to a great extent the crude oil volatility, in a global level. 
Searching for information on the internet is more likely to be related to an action, as it 
captures interest better than just looking at advertising or reading newspapers. Therefore, 
web search queries have great potential to anticipate behaviors or decisions. 
 
In the present paper, we further examine whether Internet search data, also endow to 
energy market decomposition. Can public thinking as depicted on the Web search 
queries, possibly influence energy market participant’s cumulative decision making? 
There are numerous advantages to measuring investor sentiment using internet search 
data. First, the database is large, free, unrestricted, weekly updated and has high data 
frequency. A matter of integrity and reliability rises. In order to track all potential 
interaction paths between public sentiment, as surfaces on the Internet, and the energy 
market, we must retrieve all credible and believably data. Nowadays, it is rather obvious 
that the correlation between human behavior online, and actual human activity in society, 
is becoming more and more strong and solid.  
To sum up, this dissertation study examines the nexus between Google Trends 
and crude oil, adopting cutting edge techniques in the literature. In particular, we 
implemented the Breitung and Candelon (2006) and the Lemmens et al. (2008) spectrum 
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causality tests which both are capable to capture the non-linear dynamics of the 
examined relationship. Furthermore, to the extent of our knowledge this is among the 
first studies where the notion of causality between crude oil volatility and Google Trends 
is investigated, within a non-linear framework. In this context, this study makes an effort 
to broaden the extents of the related literature. Prior to testing of causality, a unit root 
analysis is performed, to examine for stationarity of the variables. The Internet search 
data and the crude oil  series, are tested pair wise (bivariate model) for linear and non-
linear causality. In broad terms, the most important contributions of our paper are, the 
attempt to shed more light upon the causal relationships developed between volatility of 
crude oil prices and Google Trends search queries, and the implementation, of causality 
tests of Breitung and Candelon (2006) and Lemmens et al. (2008) in the frequency 
domain, which remains vigorous in the presence of volatility clusters (usual in crude oil 
price series).  
The rest of the paper is arranged as follows: Section 2 provides a review of the 
literature; Section 3 outlines the adopted methodological framework, while the 
description and modification of the data it is done in chapter 4. The preliminary 
econometric analysis and the empirical analysis are presented in Section 5, and finally in 
Section 6 some policy suggestions are provided along with future research directions. 
Chapter 7 concludes our work. 
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2. Literature Review 
 
Volatility, by definition, is the amount of uncertainty, risk or just change, an economic or 
financial asset envelops. Volatility is measured with the size of changes in a stock's value 
or in a commodity’s price. A higher volatility means that the value or the price will 
possibly explode rather vastly in either direction. In finance or economics this translates 
into the prices dramatically going up or down in relative short time period. A lower 
volatility corresponds to a more smooth transition. The prices fluctuate with a steady 
frequency in an expanded time period. Thus, in other words we could correlate volatility 
of the prices of a commodity, with uncertainty. 
Investors worry for volatility for several reasons: 
1. There is always the emotion factor. The wider the swings in a price, the wider 
stress the investor feels. As far as crude oil the bigger fluctuations just make 
everyone quite nervous. 
2. Hedging is more difficult in time of high price volatility. Hedgers plan on cash 
flows linked with oil prices, but increased volatility means more risk of default. 
3.  High volatility makes it harder for players to accurately calculate their net worth. 
Portfolios become more uncertain and hard to estimate. 
4.  High volatility in general complicates things, but also conceals opportunities to 
buy assets low, and sell when values have skyrocketed. 
 
From the above we can see why, understanding oil prices volatility is interesting 
to everyone involved in the oil industry. If energy prices volatility persists, or aggregates, 
oil producing and exporting countries may face an unexpected falling demand and 
  9 
 
uncertainty. On the other hand oil dependent economies they to face the possibility of 
sudden rising costs and of course uncertainty, as well. Many profit seeking investors and 
individuals, are placing themselves heavily on crude oil assets. Greater volatility 
corresponding to higher uncertainty means lack of control and unexpected risks. 
Conglomerates and corporations could see their valuable cash flows to be severely 
affected. Many popular financial assets have returns closely matched with crude oil 
prices. A shock to oil prices could upset thousands of investors. So everyone, including 
the government should be concerned about the extent of volatility in crude oil prices. 
Thus, the ability to arrive at an accurate model of oil price volatility is much desired. The 
forecasting of oil volatility goes hand to hand with the traditional portfolio risk 
management, Portfolios heavily staffed with oil relative products and their respected 
derivatives require special handling and attention. Additionally, according to some studies  
“crude-oil price volatility has been substantially higher than that of other energy products 
since the mid-1980s” (Plourde and Watkins 1998), (Regnier 2007). That could easily be 
attributed to the nature of oil, and to the characteristics of energy markets.  
Oil market is by far the most liquid market, the one that includes the most 
efficient price discovery mechanisms, with multiple benchmarks and pricing options. We 
must always, keep in mind that the theoretical mechanism of a well-functioning market is 
to link all possible participants, in a way that the final price, shaped by the market, 
reflects accurately, the summed propensities of all participants. From all energy markets 
we can claim with certainty that oil market embraces the above goal, better than any 
other energy product. This is the main reason we picked oil, crude oil, to test its causality 
with the Internet Search queries. 
 
In recent decades three major energy crises shocked heavily the global energy market. 
Due to those shocks, oil prices in general exhibited extensive volatility with so many 
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implications. Some were the ad hoc creation of oil futures liquid market and the 
existence of multiple benchmarks. The nature of oil, with its high transferability and large 
compacted energy value, made the market highly competitive and open. This led to the 
oil market being the undisputed champion of commodity markets. Furthermore, the 
success of the oil futures market with the combination of the initialization of several 
benchmarks, for example the recent Dubai sweet oil benchmark, worked in cooperation 
with the oil market maturity and effectiveness of electronic transaction services and the 
credibility of Internet providers.  
Another recent feature, which defines so accurately our era, is the fact that, the 
volatility existing on oil prices can not anymore linked exclusively on traditional supply 
and demand aspects. Many claim the dominant role passed to information transmission. 
The market-pricing mechanism is severely shaped by information, its content, volume 
and transmission. In this new field of market mechanisms, Internet accelerates the results 
of outside information on crude oil prices. Oil prices like other commodity prices are not 
immune to information disclosure and publication. Those effects modify the participant’s 
decision making. Internet, working as a springboard, dilutes information relative to 
important oil and energy events. Those pieces of information are constructed and 
transmitted quickly, rather instantly, altering oil prices. Due to internet and popular 
search engines like Google, pieces of related information reach energy and oil market 
players, easily and instantly. Oil price volatility, waves in the rhythm of global events, 
some are the US dollar exchange fluctuations, Iranian economic and oil sanctions, 
OPEC’s production quota restriction tactics, political incidents, and other. In other 
words the moment the event occurs, the same moment the sound of ignition is heard for 
oil prices.  
Information thus, appears as the new dominant pushing vector in shaping crude oil 
prices, and the Internet with the search engines, serves as a strong link between the 
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extent of information and oil price volatility. In the light of these developments, it is not 
an exaggeration to support that, information became the most important and highly 
wanted asset in every market and more specific in oil and energy markets. In the past 
recent years, much without surprise, there has been a quite voluminous literature focused 
on examining the various intricacies between announcements, news, public concern and 
sentiment and market activity. There is always a need for search for new types of data. 
The answer to that need is the Internet. A credible direct and free of charge channel of 
the public concern sentiment and even opinion. We can safely presume, the Internet has 
extensively innovated the production, acquisition and digestion information services, 
offering them at ultra low cost. A growing portion of all kinds of economic and financial 
market functions, take place through the Internet. Internet accounts for a huge part of 
the global G.D.P. 
As far as the energy sector, many analysts believe that the true and most effective 
measure of market activity is the oil price volatility and perhaps trading volume. Oil 
market is by far the largest in volume and value of trade and investment. Thus 
movements in oil prices reflect in a great degree the general trends in the Energy sector. 
It is common for analysts of the energy sector to attempt to identify the potential link 
between energy price volatility and the rhythm, rate and volume of information reaching 
the markets world-wide. Additionally, modeling and forecasting oil price volatility was 
the subject of deep empirical and theoretical examination over the past years, by scholars 
and practitioners alike. Arguably, oil price volatility poses as one of the most crucial 
factors in the whole of energy sector. Volatility often equal to the standard deviation or 
variance of returns, counts as a degree of risk of the energy market, including assets and 
investments. In our study, a second reason we choose oil prices volatility, is for them to 
function as a proxy for wider energy price volatility.  
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Many researchers use the abundance of information the Internet provides, to 
study the possible temporaneous and dynamic relationships, it might have with various 
financial and economic benchmarks. 
 Guo and Ji (2013) attempt to analyze the potential impact of short and long run 
market feelings on oil price volatility. They simulate public market concern, using search 
query volume on Google data. They employ several different domains relative of the oil 
market. They process those queries using co-integration techniques and the modified 
EGARCH model. Their research framework is consisting of four factors. Those are oil 
market, oil price, oil demand, the financial crisis occurring in 2008 and the Libyan civil 
war of 2011. They obtain the week ending Google Search data of the above keywords 
from January 2008 to November 2011. They rescaled their data to an at-most 3 month 
span daily index. Google normalizes its index using a range from 0 to 100, in which 100 
stands for the  top search volume for the selected time span. They selected Brent crude 
oil prices as the best representative of world oil prices. To discover the long term 
equilibrium intersection connecting the prices of crude oil and the market public 
sentiment, they constructed an Error correction Model (ECM) containing the Brent data 
series. Then they checked each series for Unit root. After finding out that all variables are 
of I(1) they constructed a VAR model for the Brent data series and market public 
sentiment about oil price volatility. To estimate the short run effect they modeled an 
EGARCH model proposed by Nelson. Their findings are that a long-term co-integration 
relationship exists, between Brent series and the market sentiment for the keywords ‘oil 
prices’ and ‘oil demand’. Additionally they disclosed that the influence of both the 
positive and negative market public feelings for short run aspects on crude oil price 
changes is rather important. 
 Frijters, Johnston et al. (2013) explore the conjunction among possible 
macroeconomic indicators and problem drinking. The problem drinking phenomenon, 
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as they attempt to estimate it through the Google searches in USA. They support that 
there is a strong relationship of macroeconomic conditions in the US and an indicator of 
problem drinking. As far as the above indicator they derive their information from US 
state level data on drinking heavily relative Google search queries conduced in the whole 
US from 2004 until 2011. In particular, they investigate the relationship connecting 
unemployment and how often there is an internet search for alcoholism, in all US states. 
They used a rather long keyword, in order to retrieve their queries. They used 
“alcohol+alcoholic+alcoholics+alcoholism+aa’ submitted into the mentioned search 
engine. They measured economic activity by unemployment and more specific state level 
monthly unemployment rates. To model the effects of the above to each other they used 
a linear regression model which had intercepts different for each US state. Furthermore 
they employed unique state quadratic time trends. Their overall finding was 
unemployment’s aggregating path is in fact connected with a certain up rise in alcoholism 
search queries. 
 Latoeiro, Ramos et al. (2013) attempt to  predict the activity of the Largest 
European Stock exchanges by utilizing web search queries. They consider that Google 
Search Volume Index seems to be a good measure of investor attention in a way not 
captured by other traditional means. They analyze whether web search queries predict 
stock market activity in a sample of the largest European stocks. This paper investigates 
predictability between web search queries measured by GSVI and the market behavior of 
stocks of the EURO STOXX 50 index. In their analysis, they constructed four portfolios 
sorted according to the frequency of web search queries and tracked their performance 
four weeks before and after portfolio formation. The results show a surge in liquidity in 
the week following search queries, that is reversed in the subsequent week. To illustrate 
the potential of a ’web search activity strategy’ they computed the cumulative returns of a 
strategy where stocks are sorted according to the frequency of Google search queries. 
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Every week stocks were allocated into four portfolios based on GSVI. The conclusions 
of their paper are first, providing evidence that web search queries lead one-week 
changes in stock market activity. Secondly, provide new evidence on how investors’ 
attention interacts with investor behavioral biases. 
A tool against unemployment  could be Google data, according to Fondeur and 
Karamé (2013). They study the possibility of predicting French youth unemployment 
using web search queries. They use the Google trends weekly series to construct a model 
capable of predicting unemployment between ages 15 and 24 year olds. In their 
estimation they apply an altered version of the Kalman filter. The modification provides 
for for both non-stationarity and multiple frequencies present in their internet search 
queries. Fondeur and Karame in reality, claim that Internet search volumes, 
corresponding to certain domains could be correlated with the internet search activities 
of even employed people. After employing their unobserved variables approach they 
conclude that Google query volumes involvement enhances unemployment forecasts 
compared to another easiest procedure without internet data feedback. 
Another relative research is that of, Shiraki (2013).  In his study, he examines a 
novice method of implementing internet search data, in order to use them in 
econometric assessments. In detail the research uses data provided by Google Trends, on 
a weekly  frequency beginning from  Jan. 2004 until Dec.2011. the data used were from 
the ‘travel’ category of  Google trends, consisting of 21 series of data. To measure the 
relationship among the Google search queries and the actual outlays of travel, the 
monthly returns of outlays of travel were regressed against the first principal component 
derived from the Google data. The analysis reached the conclusion that Google search 
data enjoy a unique forecasting ability when nowcasting travel sales. 
According to, Beer, Hervé et al. (2012), it is possible to measure the French 
investor sentiment based on the volume of online search presented by Google trends. 
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They obtain data over the period 2004-2011. Their keyword discovering procedure 
involves the use of a dictionary. They begin with a list of 63 words under the categories 
economy and negative.  Finally they arrive at a reduced list of 8 keywords. They construct 
a Google Trends Negative Sentiment Index. They proceed with the construction of a 
VAR model. In the end, their analysis yields three important results. First, they find that  
French sentiment index produces a faithful reproduction of the crashes during their 
study period. In addition, French sentiment indicator correlates well with alternative 
sentiment measures largely used in the literature. Second, they show that French 
sentiment indicator drives the behavior of mutual fund investors. Specifically, they find 
that higher sentiment index (i.e. pessimism) is significantly associated with outflows from 
equity funds and inflows to treasury bonds. Third, the Vector Autoregression (VAR) 
analysis reveals evidence about short-run predictability in return. An increase in the 
French sentiment index leads to short-term return reversal. The reversal pattern is more 
pronounced for smaller firms than larger firms, consistent with the predictions of noise 
trader’s models. 
  Vlastakis and Markellos (2012) for example, study the possible link between 
information requesting and offering as they appear at firms separately and the whole 
market entirely.  They retrieved data for 30 of the largest tickers traded on the stocks 
indexes of NYSE and NASDAQ. Firstly approximate information demand from weekly 
internet volume series, accessed to by Google Trends. The ticker of each company is 
used as the characteristic keyword in the search engine. They gather also information 
supply from mainly headlines printed on the Thomson Reuters News Scope archive 
digital storage. They proceed by examining the connection among information 
demanding level and supply potential. Tests regarding correlation and Granger causality 
are performed. Additionally they involve the concept of volatility. They implement two 
types, historical one and implied proxies of volatility. They are used in correlation 
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analysis, regressions and in the implementation of GARCH(1.1) model. Overall among 
others, the fact that is the most relative to their study is that their research uses a new 
indicator for demand of information volumes, coming entirely from Google trend 
service. Also they conclude that demand information – proxied by Google Trends- is 
significally and positively correlated to historical volatility.  
In a similar study as the above, Peter Smith (2012), explores the possible 
connection between the Google trends data and volatility prediction in the liquid market 
trading currencies all over the world. Using certain relative keywords such as “economic 
crisis” and employing a GARCH (1.1) model, attempts to report the predictive power of 
those queries on the market for foreign currency. More specific time series with the 
Google search volume data are constructed and then checked for incremental forecasting 
power not limited to the GARCH(1.1). Results include the rejection of the hypothesis 
that the conditional variance of the GARCH(1.1) model is, in fact, an unaffected factor 
of the volatility originating from exchange rates. The Google search is significantly 
related to the week-ahead volatility for the foreign currencies under study. 
Next in a research article by Siganos (2012) it is examined whether the much 
usual increase in the share prices of an enerprise, prior to a possible merger 
announcement, can be predicted by Google. Siganos uses an extensive Google trends 
query to reflect the market whisper of firms with an abnormal upward path in Google 
trends are labeled as companies with expected merger possibility. According to this 
paper, a way to overcome the much admitted hardship of acquiring all existing public 
sentiment, is to use the data of Google Trends for the target  companies. To conclude, 
Siganos stated that Google search data, are rather trustworthy to be used as proxies for 
public knowledge. A proxy even better FT.  
Choi and Varian (2012) in their study showed a way to employ Google search 
queries to predict close values of macro-economic indicators. Their claim is that Google 
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data could contribute in nowcasting in real  time. In other words they claim that, in the 
pursue, of nowcasting, Google Trends could prove to be particularly handy. They require 
data n several different categories, available in Google trends, such as motor vehicles and 
parts, initial claims for unemployment benefits, travel, and consumer confidence. They 
estimate initially unique baseline seasonal AR(1) models for each data, from 2004 to 
2011. After that, in similar way they construct a rolling window forecast. Finally the 
compare hose two models only to arrive in the fact that, the forecast model   has an 
almost 10% improvement than the original base model. Pretty much, the same results 
surface for all the categories under study.  To conclude they claim that basic seasonal AR 
models enveloping Google data variable have the potential to beat other models without 
those predictors, with margins of 5% to 20%. 
An important contribution in the respected subject is by all means, the work of, 
Vosen and Schmidt (2011). In their study the employ a brand new indictor of private 
consumption, the data time series obtained from Google trends.  Then they compare the 
robustness of that new indicator, and its forecasting performance, with two rather 
traditional ones, the University of Michigan Consumer sentiment index and the 
Conference Board Consumer confidence index. They assess the new indicator’s 
performance as an economic forecaster, with searching the degree, the Google data, 
substantially enhance a basic autoregressive (AR) model tested against a traditional survey 
based concern proxies, like the ones presented above. To arrive at the Google index, they 
retrieve common camouflaged aspects from the raw Google series, and employ them as 
exogenous variables in a regression. The use of the method of un-weighted least squares 
was implemented also. For comparison purposes a baseline AR model is constructed of 
course. The empirical results underline that, the Google enhanced model, clearly achieves 
the highest incremental R2 compared to all the other models. Additionally the usage of 
Google data, as an indicator both in sample and out of sample, exhibited an important 
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forecasting ability. That power resulted to be stronger than of the models enveloping 
standard, traditional survey-based indicators. 
In the research of, Andrei and Hasler (2011), a general equilibrium model is build 
in which investors collect information on the unobservable state of the economy. They 
state that the market volatility as painted by them, is driven by the fluctuating attention of 
investors to news. They present empirical support for the above relationship. Specifically 
they use Google search volumes on groups of words with financial or economic content. 
Then they obtain the S&P 500 index. The findings of their model illustrate that, in fact, 
there is a quadratic relationship channeling attention and equity market volatility. 
Another relative paper in this discipline is that of, Kholodilin, Podstawski et al. 
(2010). In their study, they investigate whether he Google search data can in fact 
promote the yearly now-casting of growth rates of monthly US private consumption. 
They retrieve the appropriate Google search activity and then they conduct forecasts, 
which are checked pair-wise with other forecasts made from an AR(1) benchmark model 
and the models enveloping individual queries along with financial and economic factors. 
Firstly on the basis of the dual model employing measuring they discovered a statistically 
valid proof that models enveloping Google factors do indeed provide a remarkable 
upstick in forecast accuracy along moderate comparison with the initial model. They used 
three groups of leading indicators, with the most important one that of data on Google 
searches. They obtained a group of search keywords offered by the best 10 searches of 
each of the 27 important Google Trends sections and relative subcategories. The sample 
covers the period from Jan. 2005 until Dec. 2009. Several nowcasting models are 
constructed, along with a benchmark model of AR(1) using as indicators conventional 
sentiment and financial indicators. The value of a single model is checked using the root 
mean squared forecast error. Their pairwise model comparison, stated that, models with 
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Google trends indicators do in fact offer a statistical significant evidence of better 
predictive accuracy against the basic simple model. 
In the study of, Swallow and Labbé (2010), they explore if noticing internet 
surfing patterns could offer professionals the real time increasing consumer sentiment in 
the concept of a market that emerges. More specifically, by employing data from Google 
trends, they construct a index of interest for car purchases in the country of Chile. They 
further use this index to check, if it makes better the accuracy, efficiency and fit of 
several predicitng models of car sales. Their aim is to prove that, internet activity goes 
along with actual emerging market transactions , like car market. Apart from Google data 
they gather, information regarding the bulk of automobile sales from Chilean national 
statistics organization. They regressed one against the other after employing AR models 
for the car sales volume. The constructed Google Index was used as a factor in a group 
of basic predicting models. The findings yielded that models including Google trends 
returns clearly do better in  comparison  with  simple characteristics of both in and out of 
sample predicting simulations. 
An important contribution to the discipline under discussion, is the work of, 
Kholodilin, Podstawski et al. (2009). They use recorded internet searches in order to 
make better the short-term predictions of certain macroeconomic indicators. They test 
the now-casting results of the growth rates of the real US household consumption. The 
rates are extracted from traditional individual confidence proxies and also from the 
Google derived data. They arrive at a data group of 220 consumption  search keywords. 
Several forecasting models are constructed, for all possible combinations of the principal 
components and the benchmark confidence indicators. The forecast performance of 
various models is estimated by the root mean square forecast error measure. The 
empirical results clearly indicate that before the crisis, the forecast accuracy of all models, 
both with Google indicators and without, is pretty much the same. However when the 
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crisis kicks in, the turbulence, leads to a Google indicator model superiority. It simply 
allows predicting the changes in the growth rate of US private consumption more 
accurately. 
In another research, by Askitas and Zimmermann (2009), they focused, between 
all the various levels of internet behavior, on Google trends search queries, in order to 
make sure there are strong correlations between certain keywords and their object of 
study, unemployment rates in Germany. They interestingly name the whole process 
“Google predictor”. More specifically they used four groups of keywords, modeling 
German unemployment, obtaining biweekly data for those search queries. Later on, they 
employed a causality methodology, involving time series. They employed the basic error 
correction model specification (Engle Granger, 1987). They assumed the modification of 
a given variable under examination is regressed on its past level, the actual change of the 
Google variable, and its past levels. They used data ranging from January 2004 up to 
April 2009. Their conclusions involved among other, strong indeed correlations among 
Google data and unemployment rates in Germany.  
Further into the same discipline, goes the study of D'Amuri (2009). He tries to 
test the empirical relevance of the Google Index, with Italy’s unemployment rate. He 
constructs a model where Google data series are used as an explanatory variable. He 
collects the weekly data of the keyword ‘job offers’ in its Italian language translation. 
Prior to his empirical analysis, he checks for unit root existence, he  then proceeds with 
the first differences of the data, constructing a simple ARIMA(1,1,0) model. ARIMA is a 
known benchmark model when it come to forecasting. Overall the Google on time 
proxy does rather well in evaluating and forecasting the emerge of unemployment in 
Italy. 
The research of, Kulkarni, Haynes et al. (2009), contains efforts  on using Google 
search index, to predict change in the seasonally adjusted Case-Shiller index for the 20 
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cities. The study employs Granger causality to implement, dual regressions with  lagged 
series and joint F-tests to check the directional validity of this causal assumptions in this 
model. At first they acquire the seasonally adjusted monthly Case-Shiller index for 20 
metropolitan cities. They pair that, with, Google search Index. The keywords used 
involved different variations of the several subsets of search terms. At  this point  they 
employed granger causality to apply two way regression with joint-F tests between the 
two variables. Conclusions were that the Google index “Granger causes the price of 
houses, but the reverse causality simply is insignificant. 
Moreover, in the past years, certain studies searched for the modeling and 
predicting of oil price volatility, and the majority of them employ a GARCH 
methodology. Many other scholars have contributed to the field of Internet combined 
with econometrics. There is no doubt, that, ﬁnancial market prediction has always been 
the wholly grail of analysts. Nowadays, however, prediction can be made by counting on 
the availability of internet-based public concern feedback. The boundaries of this 
research have, naturally, reached not  only  the  stock  markets but  to  commodity 
markets,  as well.  
As far as the Internet part, again, a number of early papers have also underlined 
the  importance of Google search data as  a proxy of investor sentiment. Additional 
eminent researches have also pointed out the value of Google data at major areas in 
financial economics. 
Da, Engelberg, and Gao (2012) conducted a study saying that Google data are important 
and hold the potential to suggest a company’s EBITA’s outcomes. In another similar 
paper, Drake, Roulstone et al. (2012) claim Google data are somehow connected to a 
company’s price and exchanging levels as they fluctuate greatly during the firm’s public 
exposure date. Bordino, Battiston et al. (2012) both studied the interconnections among 
exchanging numbers of  certain tickers in  NASDAQ-100 and other stock indexes, and 
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Internet search data derived out of a  popular search engine of  Yahoo.   Their findings 
indicate, there is, in fact, a positive correlation between current Yahoo search data of 
stocks and volume of exchange of those tickers in future. Dzielinski (2012) shows that 
Google search engine accounts for 70 percent of the total traffic involving research. 
 Bollen, Mao et al. (2011) on the same lines, created an proxy of universal 
anxiety coming out of Live Journal posts. Used that indicator to examine if  its 
fluctuatons can  somehow forecast S&P500 values. Perhaps one of the most dominant 
studies, is the work of, Da, Engelberg et al. (2011) . They searched for  the  suitable  
indicator of investor attention in American companies and  found  the fact, of Google 
search data enveloping  the above feature  better and in a more timely manner than  old 
traditional indicators,  like newspaper articles, Televised programs. In addition, Bank, 
Larch, and Georg (2011) state the importance of Google data as an indicator of market 
participant interest in the stock markets of Germany. Bollen, Mao et al. (2011)  initiated   
a  pairwise test  for    forcasting and causing connections  among various mood proxies 
and the Dow Jones  Industrial Average,  exchanging agreements, and stock market price 
changes. Lazer et al. (2009) and King (2011) first propose the concept of, technological 
developments - development of the Internet and social networks for instance - produce 
extremely rich data set allowing researchers to make significant progress in the 
exploration and understanding of human behavior, in particular individual moods. 
Wei, Wang et al. (2010) contribute to the field with a novice approach, they 
calculate the linear and nonlinear GARCH models. Their study demonstrates the 
forecasting importance of any of the models under study. The finding is simple, none is 
better than the others. In the paper of Cheong (2009), a model is  constructed upon 
GARCH standards. That model allows for normal and Student-t distributions of WTI 
and Brent crude oil price changes. The research underlines the fact that volatility depends 
upon on asymmetric news impacts.  
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An interesting approach is that of Narayan and Narayan (2007). They  use an E-
GARCH model to examine whether asymmetry along with persistence in the conditional 
volatility of the prices of crude oil exist in the time span from 1991 to 2006. Findings 
clearly present the fact that oil price volatility is asymmetric and experiences permanent 
distortions for the whole time span. Basher and Sadorsky (2006) implement various 
econometric procedures which contain uni-variate and bi-variate GARCH methods to 
create predictions of volatility in crude oil prices changes. They arrive at the conclusion 
of all the models are ranked far better than that of  a random walk. Also various models 
suit better for some crude oil volatility data. In another recent study, Agnolucci (2009) 
investigates the forecasting accuracy of double different models, GARCH-orientated 
methods and implied volatility models. He uses these models in predicting the 
cumulative volatility of West Texas Intermediate (WTI) prices. Agnolucci claims the 
GARCH approach is more accurate than the implied volatility one. The interconnection 
among recent news of finance via internet and movements of prices of stocks has also 
examined by Schumaker and Chen (2009).  They showed, some handy predictors lie 
within the public concern from Twitter. That data  can  be used to forecast the prices of 
certain equities.  
In the same path, Kang, Kang et al. (2009) check  the predicting value of 
opposite GARCH-volatility methods. Their study exhibits the superiority of the exotic 
FIGARCH and CGARCH when compared with GARCH and IGARCH. The 
comparison is about modeling and predicting the presence of volatility in the prices of 
oil.  
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3. Methodological Framework  
 
3.1 Unit Root Tests - Stationarity 
 
There are quite a few reasons why whether a series is stationary or not, is important and 
why it is essential that variables that are non-stationary be treated differently from those 
that are stationary.  Stationary series can be defined as one with a constant mean, constant 
variance and constant autocovariances for each given lag. Below we will display all the unit 
root tests that were implemented to test the stationarity of our variables. In order to find 
out the order of integration of the variables, several Unit Root tests will be conducted, 
these are: 
• Augmented Dickey-Fuller (ADF) Test, 
• Dickey-Fuller Test with GLS Detrending (DF- GLS),  
• Phillips-Perron (PP) Test,  
• Kwiatkowski, Phillips, Schmidt and Shin (KPSS) Test. 
If a series is not stationary is called non-stationary. It is important  to examine 
whether a series can be viewed as stationary. The stationarity or otherwise of a series can 
strongly affect its behavior and most importantly its properties. In other words if a series 
is stationary, means that shocks to the system will gradually die away. The use of non-
stationary data can lead to spurious regressions with false conclusions. If two stationary 
variables are generated as independent random series, when one of those variables is 
regressed on the other, the t-ratio on the slope coefficient would be expected not to be 
significantly different from zero, and the value of R2 would be expected to be very low. If 
the variables employed in a regression model are not stationary, then it can be proved that 
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the standard assumptions for asymptotic analysis will not be valid. There are two types of 
non- stationarity, the random walk model and the trend stationary process. Usually most 
financial data envelop stochastic non-stationarity. 
Most of time series techniques and methods are based on the assumption that the 
time series are stationary, so iti is common methodology, non-stationary series to be 
transformed into stationary series. Non-stationary series can be converted to stationary 
series by differentiating them, process called unit root. These series are called integrated 
and are expressed as I(d), where d is the order of integration. The order of integration is a 
number that expresses how many times we had to differentiate the non-stationary series 
in order to make them stationary. Applying the difference operator, Δ , d times, leads to 
an I(0) process, i.e. a process with no unit roots. In simple words, applying the difference 
operator more than d times to an I(d) process will still result in a stationary series. An I(0) 
series is a stationary series, while an I (1) series contains one unit root. If first differences 
of a trend stationary series were taken, it would remove the non-stationarity, but at the 
expense of introducing an MA(1) structure in to the errors. The majority of financial and 
economic time series contain a single unit root, although some are stationary and some 
have been argued to possibly contain two unit roots (series such as nominal consumer 
prices and nominal wages). The efficient markets hypothesis together with rational 
expectations suggest that asset prices (or the natural logarithms of asset prices) should 
follow a random walk or a random walk with drift, so that their differences are 
unpredictable. 
In the following section the main characteristics of the unit root tests will be 
presented, along with some mathematical relationships that describe in detail their 
functions.  
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3.2 Simple Dickey Fuller Test. 
  
The early and pioneering work on testing for a unit root in time series was done 
by Dickey and Fuller (Fuller, 1976; Dickey and Fuller, 1979). The basic objective of the 
test is to examine the null hypothesis that φ = 1 in 
yt = φyt−1 + ut         (1) 
against the one-sided alternative φ < 1. In plain words, the null hypothesis of the test is 
that the series, contains one unit root I(1), while the alternative hypothesis, is that the 
series is stationary. Thus the hypotheses of interest are H0: series contains a unit root 
versus H1: series is stationary. In practice, the following regression is employed, rather 
than the previous,  
Δyt = ψyt−1 + ut      (2) 
 
3.3 The Augmented Dickey-Fuller Test (ADF) 
 
Dickey--Fuller (DF) tests are also known as τ -tests, and can be conducted 
allowing for an intercept, or an intercept and deterministic trend, or neither, in the test 
regression. We augment the DF test using p lags of the dependent variable, to ensure 
that the errors are not autocorrelated. The model for the unit root test in each case is 
yt = φyt−1 + μ + λt + ut      (3) 
The simple Dickey-Fuller test is implemented after subtraction of yt-1 from both sides of 
the above equation :  
Δyt  = ψ yt −1 + μ + λt + ut         (4) 
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The null hypothesis under which the test results are checked upon, is the assumption that 
there is a unit root against the alternative hypothesis that there is no unit root. These 
hypotheses are written as: 
: )
: )
0
1
0 , (implying 1
0 , (implying 1
H
H
a r
a r
= =
< <                                       
In favor of calculating purposes for these hypotheses the conventional t-ratio for α is 
used 
ˆ ˆ/ ( )at a se a=           (5) 
Naturally, 𝑎 � is the estimate of α and se(𝑎 �) is the coefficient standard error. In the table 
below the critical values for all Dickey Fuller test are given. 
 
 
 
 
 
As we stated earlier the simple Dickey-Fuller test is suitable only if we suppose 
that the series is an AutoRegressive(1) process, for series that are correlated at lag order 
p, where p is higher than one(p>1), we must ‘augment’ the test using p lags of the 
dependent variable. The alternative model in the earlier case we saw, is now written  
Δyt= ψ yt – 1 + ∑ 𝜀
𝑝
𝑖=1 αi Δyt –i +ut                   (6) 
Critical values for D.F. tests 
 
  
10% 5% 1% 
C.V. for constant but  no trend −2.57 −2.86 −3.43 
C.V. for constant and  trend −3.12 −3.41 
 
−3.96 
Table 1 critical values for DF tests 
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3.4 The Dickey-Fuller Test with GLS Detrending (DF- GLS) 
 
The Dickey-Fuller Test with GLS Detrending (DF GLS) is pretty much an adjustment of 
the ADF test, introduced from Elliott, Rothenberg and Stock (ERS) in 1996. There are 
very few actual differences between the DF- GLS test and the Augmented Dickey Fuller 
test. As their main,difference could be the fact that in the DF-GLS test the series is 
altered extensively by a generalized least square regression procedure(GLS) prior of 
conducting the test, itself. 
 
3.5 The Phillips-Perron Test (PP) 
 
Phillips and Perron have developed a more comprehensive theory of unit root non-
stationarity. The tests are similar to ADF tests, but they incorporate an automatic 
correction to the DF procedure to allow for auto-correlated residuals. The PP test 
involves the Dickey-Fuller test equation: 
1t t tY Y tµ ν λ ε−∆ = + + +           (7) 
where the εt is I (0) and it is possible to be heteroskedastic. For that reason the test 
estimates the following equation: 
1t t tY Y tπ ν λ ε−= + + +           (8) 
So, the PP method estimates the non-augmented DF test equation, and modifies the -
ratio of the coefficient so that serial correlation does not affect the asymptotic 
distribution of the test statistic. The PP test is based on the statistic: 
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          (9) 
The tests often give the same conclusions as, and suffer from most of the same 
important limitations as, the ADF tests. 
 
3.6 The Kwiatkowski, Phillips, Schmidt and Shin Test (KPSS) 
 
Another popular and widely used Unit Root test is the Kwiatkowski, Phillips, Schmidt 
and Shin (KPSS) test. The distingtive characteristic between the KPSS test and the tests 
described above (DF, ADF, PP) is the fact that the null hypothesis is completely 
opposite. The KPSS null hypothesis, assumes that the series yt is stationary, and that 
hypothesis, is tested against the alternative in which the series are assumed to be non-
stationary. The KPSS statistic is estimated upon the residuals from the OLS regression of 
yt:: 
     t t tY X uδ
′= +               (10) 
where Xt are optional exogenous regressors (constant or constant and trend). 
The variance of the error ut is assumed to be zero under the null hypothesis: 
: ,
: ,
2
0
2
1
0     [implying that  is stationary]
0     [implying that  is non-stationary]
u t
u t
H y
H y
s
s
=
>       (11) 
The test statistic is the Lagrange Multiplier (LM) and is defined as: 
( )2
2
0
t
S t
LM
T f
=
∑
            (12) 
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where f0 is an estimator of the residual spectrum at zero frequency.  
( )
1
t
S t uπ
π
∧
=
=∑
      (13) 
Type (13) is a sum function that is based on the residuals:     
(0)t t tu Y X δ
∧ ∧
= ′− .    (14). 
 
3. 7 Co-integration Test 
 
If there is a long-run equilibrium among our variables under study, we need to employ a 
Co-integration test, in order to find it out. In their interesting research, in 1987, Engle 
and Granger were the first to introduce the concept and meaning, of co-integration. 
Their work, stated roughly, that two or more series are said to be co-integrated if there 
exists a stationary linear combination of these variables.  
 
3.7.1 The Johansen Test for Co-integration 
 
To present the methodology of the Johansen test(1991, 1995) we first need to consider a 
vector autoregression (VAR) of order K, this VAR of order K can be written as: 
1
1
1
t t j t j t t
j
Y Y Y AX e
κ −
− −
=
∆ = Π + Γ ∆ + +∑
         (15) 
where Υt a is nx1 vector of variables that are integrated of order one, I (1), et is a nx1 
vector of innovations, Xt  is the vector of deterministic variables and Π a coefficient 
matrix. In order to run a Johansen co-integration test, we must make sure the VARs at 
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hand are all, stationary, we must therefore prior to the test run Unit Root tests to each 
one. 
 
3.8 The Granger Causality 
 
We now arrive at the cornerstone of our research. We try to find out, whether Granger 
causal relationships between the Internet search queries and more specific the Google 
Trends data and the price volatilities of several crude oil benchmarks, such as Brent and 
WTI, exist. Granger (1969) first stated that: “A variable Xt is said to cause another 
variable Yt if we are better able to predict Xt using all available information than if the 
information apart from Yt had been used”. In other worlds we can safely claim Granger 
causality, when one time series, consistently and predictably changes before another time 
series variable, the latter variable could precede or lead the first variable.  
The common barriers of the standard Granger causality tests that are usually 
implemented in the literature (e.g. Toda and Yamamoto, 1995; Hsiao, 1981) are that 
firstly, they cannot identify non-linear causal relationships and, secondly, they do not take 
into account the fact that causal dynamics could change across different frequencies, thus 
providing spurious results of the investigated causal relationship. Moreover, researchers 
including Granger (1969), Geweke (1982), Hosoya (1991) and Granger and Lin (1995) 
argue that the extent and direction of causality can differ across the frequency domain. 
This applies to our study as well, therefore we implement several non-linear causality 
tests, presented briefly down below. 
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3.8.1  Frequency Domain Causality Test of Breitung and Candelon (2006)  
 
In our study we comprehend a number of variables, besides the Google Trends Index, 
we have certain crude oil series. Our goal is to debunk the possible lead-lag relationship 
between the above mentioned variables. For this purpose, we applied the frequency-
domain causality test of Breitung and Candelon (2006). We employ this test for two 
reasons. (i) This test allows us to decompose the full causal relationships of the variables 
into different frequencies, so we can assess the significance of the Granger causalities at 
some specific frequencies. (ii) Like the conventional Granger causality test, this test is 
based on a set of linear restrictions of coefficients of the VAR model and so is relatively 
easy to carry out. The methodological framework on which Breitung and Candelon have 
been based upon to construct their causality test is that of Geweke (1982) and Hosoya 
(1991). The Breitung and Candelon (2006) test is based on a bivariate or higher-order 
dimensional vector autoregressive (VAR) model and on a set of linear hypotheses on the 
autoregressive parameters in the VAR model. The importance of the Breitung and 
Candelon (2006) test could be characterized as the ability to overcome the above 
mentioned obstacles of the standard and regular Granger causality tests. 
As mentioned earlier, the method of Breitung and Candelon (2006) is based on 
that of Geweke (1982), in which we consider ( ) t tL z εΘ =  to be a two-dimensional 
vector of covariance-stationary time series.  
Additionally it has a finite-order VAR representation of finite order p: 
( ) ( ) ( )( ) ( ) ( )
( ) ( )
( ) ( )
11 12 1 11 12 1
21 22 2 21 22 2
t t
t t t
t t
L L L L
z L L
L L L L
ε η
ε ε
ε η
Φ Φ Ψ Ψ      
= Φ = = Ψ =      Φ Φ Ψ Ψ            (16)                      
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Implementing the Cholesky identification process, the MA representation of the system 
is expressed as: 
( ) ( )1 1 1t t tz L L Ge h- - -=Q =Q  ,   where    ( ) ( )
1 1L G L- -Q = Y                  (17) 
Adopting the above representation, the spectral density of zt at frequency ω can be 
expressed as: 
( ) ( ) ( ){ }2 211 1212 i ixf e eω ωω π − −= Ψ + Ψ               (18) 
The non-causality hypothesis suggested by Geweke (1982) and Hosoya (1991) is tested 
through implementing a Fourier transformation of the moving average coefficients: 
( ) ( )
( )
( )
( )
2
12
2 2
11 11
2
log log 1
i
x
y x
i i
ef
M
e e
ω
ω ω
π ω
ω
−
→
− −
   Ψ   = = +   Ψ Ψ      
        (19) 
In case that the ( )12 0
ie ω−Ψ =
, y does not cause x at frequency ω.If the time series 
are non-stationary and co-integrated the procedure is performed with some 
modifications and the causality has the following form: 
( )
( )
( )
2
12
2
11
log 1
i
y x
i
e
M
e
ω
ω
ω
−
→
−
 Ψ = + Ψ  


        (20) 
 
The model described above can easily be extended to a higher-dimensional 
system (e.g. quadrivariate or as in our case a trivariate system) by “conditioning out” the 
third variable as illustrated in the approach of Hosoya (2001). 
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Breitung and Candelon (2006) propose a simpler approach to test the non-causality 
hypothesis ( ) 0y xM ω→ = . 
 According to Breitung and Candelon (2006), the necessary and sufficient set of 
restrictions, for y not causing x at frequency ω, to be imposed is: 
( )
( )
12,
1
12,
1
cos 0
sin 0
p
k
k
p
k
k
k
k
θ ω
θ ω
=
=
=
=
∑
∑
       (21)  
The method of Breitung and Candelon (2006) relies on the above linear restrictions.  
The final VAR equation for the variable Xt is expressed as: 
1 1 1 1 1... ...t t p t p t p t p tx a x a x y yβ β ε− − − −= + + + + + +       (22) 
It is now apparent that, the hypothesis of no Granger causality  is equivalent to the linear 
restrictions presented below: 
( ): ,0 0H R w b =       (23) 
Where  
( ) ( ) ( ) ( )( ) ( ) ( )
cos cos 2 ... cos
sin sin 2 ... sin
p
R
p
ω ω ω
ω
ω ω ω
 
=  
       (24) 
and   
1,.... pβ β β
′ =              (25) 
Finally the F-statistic is distributed as F (2,T-2p) for every frequency  
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( ),ω ο π∈  and T denoting the length of the time series. To assess the significance of 
the B&C causal relationship we have to compare the obtained statistic with the 5% 
critical value of a chi-square distribution 𝜒2, with two degrees of freedom. 
 
3.8.2 The Lemmens et al. (2008) Causality Test 
 
The second causality test we perform is the testing procedure proposed by Lemmens et 
al. (2008). Based on the methodological framework of Pierce (1979), Lemmens et al. 
(2008) introduced a new testing procedure for measuring Granger causality. This 
Granger causality test in the frequency domain is based on a modified version of the 
coefficient of coherence, which is non-parametrically estimated, and for which the 
distributional properties are derived.  
Let 𝑥𝑡 and 𝑦𝑡 be two stationary (after possible seasonal adjustments) time series 
of length T. In order to measure if 𝑥𝑡 Granger causes 𝑦𝑡 at a given frequency λ, we 
perform on the univariate innovations series 𝑢𝑡 and 𝑣𝑡 , derived from 𝑥𝑡 and 𝑦𝑡. The 
latter are modeled as univariate Autoregressive Moving Average (ARMA) processes: 
𝛩𝜒(𝐿)𝑥𝑡 = 𝐶𝑥 + 𝛷𝜒(𝐿)𝑢𝑡               (26) 
𝛩𝑦(𝐿)𝑦𝑡 = 𝐶𝑦 + 𝛷𝑦(𝐿)𝑣𝑡               (27) 
where 𝛩𝜒(𝐿), 𝛩𝑦(𝐿) are autoregressive polynomials, 𝛷𝜒(𝐿) and 𝛷𝑦(𝐿) are moving 
average polynomials and 𝐶𝑥 , 𝐶𝑦 are potential deterministic components. If we filter the 
series with the ARMA models described in equations (26, 27), we obtained the 
innovation series  𝑢𝑡 and 𝑣𝑡 (white noise processes) which have zero mean and could be 
probably correlated with each other at different leads and lags. Series  𝑢𝑡 and 𝑣𝑡 , are the 
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series of significance in Granger causality test introduced by Lemmens et al. (2008). 
These innovation series, on which the Pierce (1979) test for Granger causality in the 
frequency domain is performed, are also important for the test proposed by Lemmens et 
al. (2008). 
Let 𝑆𝑢(𝜆) and 𝑆𝑣(𝜆) be the spectral density functions, or spectra, of 𝑢𝑡 and 𝑣𝑡 , at 
frequency λ, that moves between 0 and π, defined by: 
𝑆𝑢(𝜆) = 12𝜋 ∑ 𝛾𝑢(𝑘)𝑒−𝑖𝜆𝑘∞𝑘=−∞              (28) 
𝑆𝑣(𝜆) = 12𝜋 ∑ 𝛾𝑣(𝑘)𝑒−𝑖𝜆𝑘∞𝑘=−∞              (29) 
where, 𝛾𝑢(𝑘) = 𝐶𝑜𝑣(𝑢𝑡,𝑢𝑡−𝑘) and 𝛾𝑣(𝑘) = 𝐶𝑜𝑣(𝑣𝑡, 𝑣𝑡−𝑘) represent the 
autocovariances of 𝑢𝑡 and 𝑣𝑡 at lag k.  
The concept of spectral representation is that each time series may be 
decomposed into a sum or an integral of uncorrelated components, each related to a 
particular frequency λ (see Koopmans 1995, Warner 1998). The cross-spectrum 𝑆𝑢𝑣(𝜆), 
between 𝑢𝑡and 𝑣𝑡 is taken into consideration, in order to determine the relationship 
between the two stochastic processes investigated.   
This is a complex number, defined as: 
𝑆𝑢𝑣(𝜆) = 𝐶𝑢𝑣(𝜆) + 𝑖𝑄𝑢𝑣(𝜆) = 12𝜋 ∑ 𝛾𝑢𝑣(𝑘)𝑒−𝑖𝜆𝑘∞𝑘=−∞              (30) 
 
where, the co-spectrum  𝐶𝑢𝑣(𝜆) and the quadrature spectrum 𝑄𝑢𝑣(𝜆) are the real and 
imaginary parts of the cross-spectrum, respectively.  
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In equation (30), the 𝛾𝑢𝑣(𝑘) = 𝐶𝑜𝑣(𝑢𝑡, 𝑣𝑡−𝑘) represents the cross-covariance of 𝑢𝑡 and 
𝑣𝑡 at lag k.  
The cross-spectrum can be calculated through non-parametrical fashion: 
?̂?𝑢𝑣(𝜆) = 12𝜋 �∑ 𝑤𝑘𝛾�𝑢𝑣(𝑘)𝑒−𝑖𝜆𝑘𝑀𝑘=−𝑀 � ,         (31) 
where, 𝛾�𝑢𝑣(𝑘) = 𝐶𝑜𝑣� (𝑢𝑡, 𝑣𝑡−𝑘) is the empirical cross-covariance and 𝑤𝑘 are window 
weights, for 𝑘 = −𝑀, … ,𝑀 The Eq. (31) presented above, is called the weighted covariance 
estimator, and the weights 𝑤𝑘 are selected according to the Barlett weighting scheme: 1-
∣k∣/M.  
 The cross-spectrum allows to estimate the coefficient of coherence ℎ𝑢𝑣(𝜆), defined as: 
ℎ𝑢𝑣(𝜆) = 𝑆𝑢𝑣(𝜆)�𝑆𝑢(𝜆)𝑆𝑣(𝜆) .                                   (32) 
The coefficient illustrated above measures the strength of the linear relationship 
between two time series, at each frequency separately. Nevertheless, ℎ𝑢𝑣(𝜆) is not able to 
provide any information on the directionality of the two processes’ relationship.  
Under the null hypothesis, that ℎ𝑢𝑣(𝜆) = 0, it can be shown that the estimated 
squared coefficient of coherence at frequency  λ, where 0 < 𝜆 < 𝜋, and when it is 
appropriately rescaled, it converges to a chi-squared distribution with 2 degrees of 
freedom, denoted by 𝜒22: 
2(𝑛 − 1)ℎ�𝑢𝑣(𝜆) 𝑑→𝜒22 ,                  (33) 
where, 
𝑑
→ denotes the convergence in distribution, with 𝑛 = 𝑇 (∑ 𝑤𝑘2𝑀𝑘=−𝑀 )⁄ . The null 
hypothesis  is rejected if: 
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ℎ�𝑢𝑣(𝜆) > �𝜒2,1−𝛼22(𝑛−1) ,                       (34) 
where, 𝜒2,1−𝛼2  is the 1 − 𝛼 quantile of the chi-squared distribution with 2 degrees of 
freedom. 
To determine the direction of the relationship between the two processes, when Granger 
causality is indicated, Lemmens et al. (1979) decomposed the cross-spectrum, into three 
parts: (i) 𝑆𝑢↔𝑣, which is the instantaneous relationship between the processes 𝑢𝑡 and 𝑣𝑡 , 
(ii) 𝑆𝑢→𝑣, denoting the directional relationship between 𝑣𝑡 and lagged values of 𝑢𝑡 and 
(iii) 𝑆𝑣→𝑢, which denotes the directional relationship between𝑢𝑡 and the lagged values of 
𝑢𝑡 : 
 
𝑆𝑢𝑣(𝜆) = [𝑆𝑢↔𝑣 + 𝑆𝑢→𝑣 + 𝑆𝑣→𝑢]     
= 1
2𝜋
�𝛾𝑢𝑣(0) + ∑ 𝛾𝑢𝑣(𝑘)𝑒−𝑖𝜆𝑘−1𝑘=−∞ + ∑ 𝛾𝑢𝑣(𝑘)𝑒−𝑖𝜆𝑘∞𝑘=1 �             (35) 
The proposed spectral measure of Granger causality relies on the fundamental 
property that 𝑥𝑡 does not Granger cause 𝑦𝑡 if and only if 𝛾𝑢𝑣(𝑘) = 0 for all 𝑘 < 0. 
Therefore, if the goal is to measure the predictive content of 𝑥𝑡, relative to 𝑦𝑡, we have 
to focus on the second part of the above equation: 
𝑆𝑢→𝑣(𝜆) = 12𝜋 �∑ 𝛾𝑢𝑣(𝑘)𝑒−𝑖𝜆𝑘−1𝑘=−∞ �                    (36) 
Then, the Granger coefficient of coherence is given by: 
ℎ𝑢→𝑣(𝜆) = 𝑆𝑢→𝑣(𝜆)�𝑆𝑢(𝜆)𝑆𝑣(𝜆).                                 (37) 
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Consequently, if there is no evidence of Granger causality existence, then ℎ𝑢→𝑣(𝜆) = 0, 
for every 𝜆 ∈  ]0,𝜋[. . According to Pierce (1979), the Granger causality coefficient of 
coherence, takes values in the range (0.1). A natural estimator for the Granger coefficient 
of coherence at frequency 𝜆 is: 
ℎ�𝑢→𝑣(𝜆) = �?̂?𝑢→𝑣(𝜆)��?̂?𝑢(𝜆)?̂?𝑣(𝜆)                                  (38) 
 
with        ?̂?𝑢→𝑣(𝜆) = 12𝜋 �∑ 𝑤𝑘𝛾�𝑢→𝑣(𝑘)𝑒−𝑖𝜆𝑘𝑀𝑘=−𝑀 �                (39) 
where, the 𝛾�𝑢→𝑣(𝑘) = 𝐶𝑜𝑣� (𝑢𝑡, 𝑣𝑡−𝑘) the empirical cross-covariances and 𝑤𝑘, 
representing the window weights, for 𝑘 ≥ 0 put equal to zero. 
 The distribution of the estimator of the Granger coefficient of coherence can 
easily be derived from the distribution of the coefficient of coherence. Under the null 
hypothesis that ℎ𝑢→𝑣(𝜆) = 0, the distribution of the squared estimated Granger 
coefficient of coherence at frequency 𝜆 (0 < 𝜆 < 𝜋), is given by: 
2(𝑛′ − 1)ℎ�𝑢→𝑣2 (𝜆) 𝑑→𝜒22                       (40) 
ith 
𝑑
→ again, being the convergence in distribution and 𝑛′ = 𝑇 (∑ 𝑤𝑘2−1𝑘=−𝑀 )⁄ . When 
computing ?̂?𝑢→𝑣(𝜆), window weights 𝑤𝑘𝑠 (with 𝑘 > 0) are set equal to zero and 
consequently only the 𝑤𝑘 with negative indices is taken into account. Hence the null 
hypothesis can be rejected if: 
ℎ�𝑢→𝑣(𝜆) > � 𝜒2,1−𝛼22(𝑛′−1)          (41)  
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One of the advantages of this approach is that ?̂?𝑢→𝑣(𝜆) captures the contribution at 
frequency λ to the Granger causal relationship from χt to yt, and not to the total  
relationship. Another property of this framework is that, in terms of the estimation it 
uses a non-parametric estimation of the cross-spectrum instead of a bivariate VAR 
specification. 
 
3.9 GARCH  
 
It is common in econometrics to try to model the conditional variance or volatility of a 
variable. This procedure gives as valuable information about the risk of holding an asset, 
the ability to model the variance of errors and to implement a correct handling of error 
heteroskedastisity. The most popular non-linear financial models are the ARCH or 
GARCH models used for modeling and forecasting volatility, and switching models.  
The simplest model for volatility is the historical estimate. Historical volatility 
simply involves calculating the variance (or standard deviation) of returns in the usual 
way over some historical period, and this then becomes the volatility forecast for all 
future periods. The historical average variance (or standard deviation) was traditionally 
used as the volatility input to options pricing models, although there is a growing body of 
evidence suggesting that the use of volatility predicted from more sophisticated time 
series will lead to more accurate opton valuations. One particular non-linear model in 
widespread usage in ﬁnance is known as an ‘ARCH’ model (ARCH stands for 
‘autoregressive conditionally heteroscedastic’).  It is unlikely in the context of ﬁnancial 
time series that the variance of the errors will be constant over time, and hence it makes 
sense to consider a model that does not assume that the variance is constant, and which 
describes how the variance of the errors evolves. Another important feature of many 
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series of ﬁnancial asset returns that provides a motivation for the ARCH class of models, 
is known as volatility clustering’ or ‘volatility pooling’. Volatility clustering describes the 
tendency of large changes in asset prices (of either sign) to follow large changes and small 
changes (of either sign) to follow small changes. In other words, the current level of 
volatility tends to be positively correlated with its level during the immediately preceding 
periods.  
The GARCH model was developed independently by Bollerslev (1986) and 
Taylor (1986). The GARCH model allows the conditional variance to be dependent upon 
previous own lags, so that the conditional variance equation in the simplest case is now 
t t tY X β ε′= +              (42) 
where the Xt is a function of exogenous variables and εt is the error term
( )20,t Nε σ . This is a GARCH(1,1) model. σt2 is known as the conditional variance since 
it is a one-period ahead estimate for the variance calculated based on any past 
information thought relevant. Using the GARCH model it is possible to interpret the 
current ﬁtted variance, h, as a weighted function of a long-term average value, 
information about volatility during the previous period and the ﬁtted variance from the 
model. The conditional variance equation in ARCH (1) process is defined as: 
2 2
1t tσ ω αε −= +         (43) 
The general form with q terms is ARCH (q) and is equal to: 
2 2 2 2
1 1 2 2 ...t t t q t qσ ω α ε α ε α ε− − −= + + + +          (44) 
The simplest model form, the GARCH (1, 1) is defined as: 
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 t t tY X β ε
′= +              (45) 
2 2 2
1 1t t tσ ω αε βσ− −= + +           (46) 
In general a GARCH(1,1) model will be sufﬁcient to capture the volatility 
clustering in the data, and rarely is any higher order model estimated or even entertained 
in the academic ﬁnance literature. The residual from the mean equation is called the 
ARCH term, while last period’s forecast variance is called the GARCH term. Atrader 
predicts the period’s variance by forming a weighted average of a long term average (the 
constant), the forecasted variance from last period (GARCH term), and information 
about volatility observed in the previous period (ARCH term). This model in general is 
consistent with the volatility clustering seen in financial data, where large changes in 
returns are likely to be followed by further large changes. 
3.9.1. EGARCH model 
 
One of the primary restrictions of GARCH models is that they enforce a symmetric 
response of volatility to positive and negative shocks. This arises since the conditional 
variance in equations is a function of the magnitudes of the lagged residuals and not their 
signs. However, it has been argued that a negative shock to ﬁnancial time series is likely 
to cause volatility to rise by more than a positive shock of the same magnitude. In the 
case of equity returns, such asymmetries are typically attributed to leverage effects, whereby a 
fall in the value of a ﬁrm’s stock causes the ﬁrm’s debt to equity ratio to rise. This leads 
shareholders, who bear the residual risk of the ﬁrm, to perceive their future cashﬂow 
stream as being relatively more risky. 
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The exponential GARCH model was proposed by Nelson (1991). There are 
various ways to express the conditional variance equation, but one possible speciﬁcation 
is given by 
ln(σt2)= ω + β ln(σt2−1)+ γ
𝑢𝑡−1
√𝜎𝑡2−1
+ α  ∥𝑢𝑡−1∥
√𝜎𝑡2−1
−
√2
√𝜋
                 (47) 
The model has several advantages over the pure GARCH speciﬁcation. First, 
since the log(σt2) is modelled, then even if the parameters are negative, σ   will be positive. 
There is thus no need to artiﬁcially impose non-negativity constraints on the model 
parameters. Second, asymmetries are allowed for under the EGARCH formulation, since 
if the relationship between volatility and returns is negative, γ , will be negative. Note that 
in the original formulation, Nelson assumed a Generalised Error Distribution (GED) 
structure for the errors. GED is a very broad family of distributions that can be used for 
many types of series. However, owing to its computational ease and intuitive 
interpretation, almost all applications of EGARCH employ conditionally normal errors 
as discussed above rather than using GED. 
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4. Data 
 
In order for our conclusions to be the upmost consolidated, we attempted to collect the 
widest possible range of oil benchmarks and the best possible Google keyword selection 
process. We believe with the methods described further below, we reached a sufficient 
and solid empirical basis. The first part of our data, it is oriented towards crude oil. We 
assembled, initially the two dominant crude oil benchmarks, Brent and West Texas 
Intermediate. Besides them, we gathered, three distinctive crude oil, by product 
benchmarks, all in USA, but with a global footprint. Finally we collected the two 
Volatility Indexes, tendered by FRED, relative with Energy in general, and crude oil, in 
particular. The second part presented afterwards, covers the Internet search queries 
section. Below we scrutinize briefly all the above. 
 
4.1 Crude Oil 
 
4.1.1. Oil benchmarks 
 
• West Texas Intermediate Crude Oil (WTI) Cushing, Oklahoma, USA 
“A crude stream produced in Texas and southern Oklahoma which serves as a reference 
or "marker" for pricing a number of other crude streams and which is traded in the 
domestic spot market at Cushing, Oklahoma, U.S.A.” (www.eia.doe.gov) 
• Brent Crude Oil, (Brent), UK, Europe  
“A blended crude stream produced in the North Sea region which serves as a reference 
or "marker" for pricing a number of other crude streams. A true global benchmark.”  
(www.eia.doe.gov) 
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4.1.2. Oil by-product benchmarks 
 
• Kerosene-Type Jet Fuel Prices: U.S. Gulf Coast  
“A kerosene-based oil by-product having a maximum distillation temperature of 400 
degrees Fahrenheit at the 10-percent recovery point and a final maximum boiling point 
of 572 degrees Fahrenheit. The location specified in either spot or futures contracts for 
delivery of a product in any port city along the coastline of Texas and Louisiana, USA.”  
(www.eia.doe.gov) 
• Conventional Gasoline Prices: New York Harbor, Regular  
“Finished motor gasoline not included in the oxygenated or reformulated gasoline 
categories. Excludes reformulated gasoline blendstock for oxygenate blending (RBOB) as 
well as other blendstock. The location specified in either spot or futures contracts for 
delivery of a product in New York Harbor.”  (www.eia.doe.gov) 
• No. 2 Heating Oil Prices: New York Harbor 
“Heating oil is known in the United States as No. 2 heating oil. The location specified in 
either spot or futures contracts for delivery of a product in New York Harbor.”  
(www.eia.doe.gov) 
 
4.1.3. Energy volatility indexes 
 
• CBOE Energy Sector ETF Volatility Index 
“CBOE calculates and disseminates the CBOE Energy Sector ETF Volatility Index, 
which reflects the implied volatility of the XLE ETF. Energy Select Sector SPDR Fund 
(XLE) is an exchange-traded fund incorporated in the USA. The Fund's objective is to 
provide investment results that correspond to the performance of The Energy Select 
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Sector Index. The Index includes companies that develop & produce crude oil & natural 
gas, provide drilling and other energy related services.”  (www.eia.doe.gov) 
• CBOE Crude Oil ETF Volatility Index 
“Exchange Traded Funds (ETFs) are shares of trusts that hold portfolios of stocks 
designed to closely track the price performance and yield of specific indices. The CBOE 
Crude Oil ETF Volatility Index measures the market's expectation of 30-day volatility of 
crude oil prices.”  (www.eia.doe.gov) 
 
4.1.4.  Selection of time period, modifications on the data 
 
As far as all of the above, in order to coincide with the Internet data, presented 
later, we were restricted to a weekly time frequency, compatible with Google limitations, 
explained analytically in a later chapter. 
So our time span included the weeks (ending on Friday) from January 2, 2004 to 
October 10, 2013, We downloaded from the website of the Federal Reserve Economic 
Data (F.R.E.D.)1, weekly prices for all of the above. Once again, we must emphasize that, 
this certain time-span was adopted by us, due to the limited availability of the Google 
Trends, described extensively below, and the latest available data point at the time when 
this study had to be carried out.  As far as the two volatility indexes, the available data 
begin at 03/2012 for Energy sector volatility index, and at 05/2007 for the Crude Oil 
volatility index. We set as variable for all of the above, both the level and the first 
logarithmic differences of the time series. The prices as far as the benchmarks are all, 
expressed in U.S. dollars per Barrel ($/Bbl). The two volatilities from FRED are already 
normalized and scaled by FRED and presented at a percentage scale. 
                                                          
1 http://research.stlouisfed.org/fred2/ 
2 Google.com/trends 
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In the below figures (fig1 – fig.7) the above crude oil benchmarks and the 
volatility indexes are presented graphically, proving optical material for a brief 
commentary on their common characteristics. The first logarithmic differences of each 
series are also presented graphically, since that modification will be applied on all the oil 
related series, in later step in our methodology. We are interested in the volatility 
transmission of the oil prices, therefore, we shall obtain the first logarithmic differences 
and continue with certain econometric procedures presented in another chapter, to 
extract the desired volatility for every single benchmark. The volatility indexes, retrieved 
and customized by FRED are already what, we wish for, and therefore are 
comprehended at a raw level. We estimated the changes of the various crude oil 
benchmark prices, according to the following mathematical formula: 
-D = - 1ln ln lnt t tx x x    (48)  𝑥𝑡  , 𝑥𝑡−1 : values of the variable x at times t and t-1.  
It seems that all crude oil benchmarks have a pretty much similar trend, which of 
course jumped significantly, during the financial crisis of 2008. Also we notice a similar 
fluctuation in prices of all benchmarks, again strongly correlated with international 
events. Cyclical tendencies are also present, tendencies that appear to coincide with 
serious economic events. Pretty much all the benchmarks are dominated by a large surge 
prior and short after the 2008 financial crisis. As far as the two volatility indexes, we 
easily observe identical spikes, during the Libyan war of 2011, which resulted in several 
crude oil price ups and downs. In figure 8 both of the volatility indexes are presented 
together, for the period 2011 onwards. Since the initiation of the Energy sector volatility, 
we can see the two indexes follow a rather similar path, with identical trends and 
coinciding spikes. But the degree of volatility is different, fact accounted to the more 
complex contributing factors of the energy sector volatility index, than that of the crude 
oil volatility index. 
  48 
 
20
40
60
80
100
120
140
160
2004 2006 2008 2010 2012
Brent crude oil prices
-.3
-.2
-.1
.0
.1
.2
.3
2004 2006 2008 2010 2012
Brent crude oil price changes
time time
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Fig. 8 Both FRED-made Volatility Indexes 
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In the crude oil volatility index, which covers the years, 2007 and 2008 as well, we 
can make out very well the replications of the 2008 global financial and banking crisis in 
the crude oil prices. The two volatility indexes also paint a fairly optimistic future, since 
both indicate that there is a clear reduction in the volatility, of 2012 onwards. In short, a 
fast visual inspection of all these series reveals none whatsoever, any unexpected 
movements. On the contrary, they follow the usual regular characteristics of oil price 
series, including the feature of volatility pooling.  
 
4.2 Google Trends 
 
The novel explanatory variable in our study is a time series based on queries of Google 
search data. Our choice for Google was directed by the notion, that an oil market 
participant, that might encounter some rumor about abrupt price changes, would use 
Google to retrieve further information and feedback. But why Google? 
Google currently holds, by far, the largest proportion of the search engine 
market. Google is literally the largest digital storehouse of information. In our research 
we take into account that Google is the Internet king. It holds a market share above 
65%, and a brand name known virtually all over the planet. Furthermore, no doubt, 
Google is the most popular Internet search engine. The website “www.google.com” 
produces cash flows of above $25 billion every year. Google acts also as a magnet for 
advertising, enjoying large amounts of targeted advertising based on individual input 
domain searches. Finally on line users from all over the planet, type over six billion 
searches monthly on Google website. 
The latest development of Internet Economics is for series on the magnitude of 
online queries to serve widely as forecasting agents of economic action. Google  
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conveniently offers “…real-time aggregated data on the search volume for keywords that 
receive a significant amount of traffic….”2. On Google Trends, “…individuals can get 
time series data on the number of times a particular keyword search term is entered into 
the Google search engine. By inputting a keyword search term on Google trends, users 
can observe the actual ﬂow of worldwide Internet searches for that particular keyword 
over time….”3.  
During the week that Lehman Brothers declared bankruptcy in September 2008, 
the volume of Google searches on “Lehman” was 24 times higher than the historical 
average. About a year later, in November 2009, the Dubai World sought to reschedule a 
debt due to accumulated losses. Demand for information on Google about “Dubai 
World” increased six-fold. In the following year, the leak from a British Petroleum 
platform caused an environmental disaster in the Gulf of Mexico. The frequency of 
Google searches on “BP” quintupled during this period. In London, the volume of 
securities traded in May 2010 was twice the average of the previous 12 months.  
To sum up, the general trend and conclusion of the aggregating “Google econometrics” 
literature and research, is that Google search data could be used as indicators of various 
economic functions. 
But the data one could obtain from Google enjoy certain features. According to 
Google “….the search volume data on Google Trends is aggregated over the millions of 
worldwide users of the Google search engine. But Google, in order to control for the 
overall increase in the number of Internet searches over time, normalizes the data on 
Google Trends by dividing the total number of Internet searches for any particular 
keyword by the overall total number of Internet searches during a particular time 
                                                          
2 Google.com/trends 
3 Google.com/trends 
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period….”4 By creating those indexes, Google has excluded the possibility, the 
demonstrated increase in Google usage, being a mere result of growth of internet users. 
Furthermore, with the recent explosive sales of smart phones, it is common for a user to 
hold multiple devices with Google accessibility, thus distorting the true number of 
searches. The above indexes provide for that problem as well. 
In plain words, Google Trends search data are a trustworthy source where one 
can retrieve information about an ordinary random individual, searching for a certain 
domain at a given date. Google placed certain features to preserve the value and integrity 
of the data. As one of many safeguards, in place, according to Google “….the Google 
Trends system eliminates repeated queries from a single user over a short period of time 
so that the level of interest in a particular topic is not artificially inflated.” 5 Another 
safeguard is that, the service is able of expelling from the data volume, misspellings or 
searches in other languages. Finally and quite importantly, the Google Trends search data 
queries is already normalized by Google. In detail, the data are offered on an index from 
zero to one hundred with a value of one hundred corresponding the maximum of search 
activity during the period we selected. So the same keywords could present different, in 
time, peaks when asked for at different time samples. Researchers should be very 
cautious of this Google bug.  
We attempted to obtain the trends of public opinion regarding crude oil, its price 
mechanisms and its volatility, in general, by search data for a number of crude oil relative 
keywords. The method at arriving in those keywords is described further below. We 
obtained data to maximum possible time span, that is from initiation of Google Trends 
service (2004), up until present day. Particularly, weekly time series ftom 2004 were 
                                                          
4 Google.com/trends 
5 Google.com/trends 
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retrieved  from Google Trends (www.google.com/trends). Those time series, are further 
analyzed using co-integration and co-integration equation methods. 
 
4.2.1 The choice of keywords 
 
The choice of keywords is, by far, the most important and essential part, for the 
dissertation. It therefore deserves certain collaboration. All researchers involved in the 
subject, agree that deciding which keywords to search for, is, in fact, a crucial step in the 
journey of enveloping Google search queries in econometric applications. 
Many of the results those volumes potentially could offer if used as variable in 
any econometric analysis, heavily rely on the wise and careful choice of queries. A hard 
angle of the subject is, firstly, we cannot ignore the possibility that separate individuals 
searching for the same topic, could quite easily use entirely altered search words.  A 
logical criterion might as well be, the prior knowledge that a certain keyword strongly 
responds with the phenomenon under study, here the transmission of oil price volatility. 
A much appreciated answer to the above puzzle is perhaps the Google initiative 
to launch the “Google Correlate”6 service. A service, many would paint as a one, 
designed specifically to aid researchers in the quest mentioned above. Correlate is an 
online, fully automated method for search keyword acquisition. Its website claims that it 
“does not require any prior knowledge at all. Instead, given a temporal or spatial pattern 
of interest, Google Correlate can determine which queries best mimic the data” 7. Google 
suggests that those search data could be used in the construction of a model able to 
require the true popularity of the keyword under study. This is the first function of 
Google correlate. In other words we provide the data, and we get as a feedback the 
queries, that best match the pattern of our data. In particular, according to Google Inc. 
                                                          
6 http://www.google.com/trends/correlate 
7 http://www.google.com/trends/correlate 
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Correlate is “…an automated query selection across millions of candidate queries for any 
temporal or spatial pattern of interest. Similar to Trends, Google Correlate is an online 
system and can surface its results in real time….”8   
Furthermore, a second function allows for Correlate, to be used to provide the 
search data in the Google database which hold similar spatial or temporal pattern. In 
more detail, Google Correlate webpage, states “…the returns of Correlate for some 
query are the most highly correlated (highest possible R2) with the target keyword (i.e. 
crude oil, financial crisis, etc)….”9. It adds “….Google Correlate contains two different 
databases of Google web search queries. The first contains weekly and monthly time 
series for the United States at a national resolution (US-weekly)….” 10.  Later this service 
(Correlate) became available for almost all countries, worldwide. This development was 
particularly handy in our study, as we will demonstrate later.  
The second function, again according to Google  “….contains state-by-state 
series for the United States summed across all time (U.S-states). Both datasets are one-
dimensional, with us-weekly having a time dimension but no space dimension (across 
states) and us-states having a space dimension but no time dimension. Both datasets 
contain tens of millions of series….”11.  
For each keyword submitted into Google Correlate, it returns a huge number of 
“top searches” relative to the domain. According to Google, “…Top searches refer to 
search terms with the most significant level of interest. These terms are related to the 
term you have entered . . . our system determines relativity by examining searches that 
have been conducted by a large group of users preceding the search term you’ve 
entered…..”. Therefore in our study we took advantage of Google Correlate, to carry out 
                                                          
8 http://www.google.com/trends/correlate 
9 Google Correlate employs a novel approximate nearest neighbor (ANN) algorithm over millions of candidate 
queries in an online search tree to produce results similar to the batch-based approach employed by Google Flu 
Trends but in a fraction of a second. 
10 http://www.google.com/trends/correlate 
11 http://www.google.com/trends/correlate 
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the variable acquisition and reach the relative series. Those time series were then grabbed 
as a CSV, downloaded and used in the construction of the model and in the further 
econometric analysis following in the later chapters of the study. 
At this point we must underline once again, the fact that Google Correlate offers 
only data on a national level, meaning we cannot perform keyword selection on a global 
level. The lack of globalised results, surely contradicts the international character of crude 
oil. Although it is safe to conduct the study, only within US limits, another path was 
followed by us.  
Given the above restriction we chose to use firstly U.S.A as the best possible option 
to simulate worldwide data. We collect the data based on U.S. national level, for the 
search query “crude oil”. From those few hundred keywords, we then took the first 20 
correlated keyword queries with a high enough R2. Later on, we cross referenced them 
with similar queries for ”crude oil” based on national levels of six other major countries:  
• China,  
• Germany,  
• Russia,  
• Japan,  
• UK  
• Brazil.  
 
We called these 20 keywords, primary list. We estimated that with the above 
methodology, we minimized the possible deviation from the World-model, covering 
virtually the bulk of the Internet users around the planet and at the same time, the most 
important energy and financial markets. The six countries, consisting our filter, along 
with the US, count for almost 2/3 of global population and ¾ global GDP. From the 
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original 20 correlated keywords with “crude oil” only 15 of them co-exist on all data, 
from all the six countries checked for. We call those 15 keywords left, secondary list. 
Many of those keywords in the secondary list, exhibit zero values at very early stages 
of the Google Trend service. In particular certain keywords appear not to be searched 
for, and thus display zero values before 2007. Google reveals relative search data, only if 
and when a search for a particular keyword is for sure above a certain threshold. A 
possible explanation of that might be the limited connection attributed to those 
keywords with crude oil, those early years of Google usage and perhaps even the low 
degree of maturity of the oil market. Furthermore it needs to be stretched out, that the 
narrow penetration of Google in the early 2000’s along with the un-familiarized 
economic and financial workforce with Internet search engines, could be accounted for 
those zeros. How many energy professionals used Google back in 2005? The answer 
might explain the unsuitability of some of the keyword series. In order to avoid possible 
distortions and misguiding in our results, we removed the keywords that displayed the 
above characteristic.  
Finally we ended up with 8 good and solid keywords that we used further in our 
study. The rule of selection of the final keywords was that they should contain no 
significant amount of zero values at early stages of Google penetration (2004-2007). We 
called that list the tertiary list.  
Another important notice to be made is that, Google in order to minimize the 
time delay of response, as of 2011, it estimates Trends data, by employing a completely 
random subset of the actual search queries. A side effect of that is the phenomenon, the 
same search keyword volumes, come out changed when grabbed at some other time. The 
gravity of this malfunction, we consider rather minimal and we simply disregard it. 
Furthermore, we must also underline the lack of further explanation, whatsoever, on the 
actual number of searches.  So there is, by origin a limit to the usefulness of Google data 
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Primary List 
20 Keywords. 
Google Corr. 
USA 
Secondary List 
15 Keywords. 
Google Corr. 
Tertiary List 
8 Keywords. 
Google Corr. 
and their exploration. At this point, we must underline that we used dummy variables to 
remove outliers, and normalize for potential distortions due to the presence of holidays 
or bridge days. Finally Google makes sure, the search volume queries do not envelop, 
possible misspellings and similar searches in other languages than English.  
These 8 time series, since they are already normalized by Google, are used, in a 
way described later, to form one single time series. Below the above procedure is 
summarized briefly and graphically: 
 
 
 
 
 
 
 
 
 
 
 
Figure 9. Procedure of arriving at the final keywords. 
 
Below are presented in tables the initial and the final list. In bold letters are the 
keywords from the primary list making it into the tertiary list. The primary list, surfaces 
the following highly-correlated (R2 > 0.93,) queries. The keywords are listed in 
descending correlation strength R2 (table 1). After a quick examination we observe that all 
keywords are crude oil related and thus appropriate for our study, and all are in the 
English language: 
 
Filter 
through 6 
major 
countries. 
Exclude 
zero-value 
keyword 
series. 
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# R2 keyword 
1.  0.9969 crude 
2.  0.9756  price of crude 
3.  0.9721 oil price 
4.  0.9713 price of crude oil 
5.  0.9696 sweet crude oil 
6.  0.9671 oil prices 
7.  0.9660 sweet crude 
8.  0.9651 current crude 
9.  0.9625 current crude oil 
10.  0.9619 light sweet crude 
11.  0.9610 crude prices 
12.  0.9536 light sweet crude oil 
13.  0.9528 current oil 
14.  0.9509 crude price 
15.  0.9476 oil barrel 
16.  0.9463 nymex crude 
17.  0.9446 price of oil 
18.  0.9427 current oil price 
19.  0.9420 current oil prices 
20.  0.9376 spot oil 
                                   Table 2  Primary list                      
The final keywords included in the tertiary list are the following: 
# R2 keyword 
1.  0.9969 crude 
2.  0.9756  price of crude 
3.  0.9721 oil price 
4.  0.9713 price of crude oil 
5.  0.9671 oil prices 
6.  0.9446 price of oil 
7.  0.9376 spot oil 
8.  0.9509 crude price 
 Table 3 Tertiary list 
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4.2.2 Fitted equation 
 
In order to arrive at one final series, in an econometric sound way, we took the 
following steps:   
I. We are now with 8 time series at hand. We have to determine whether, a co-
integration relationship exists between the various keyword series. We check all 
the 8 time series, and they come out to contain one unit root I(1). Thus they are 
non –stationary. The underlying principle of co-integration tests is whether a 
linear combination of two or more variables, that has lower order of integration 
from those variables, exists over the sample period. In this case the series are 
integrated of order one, thus to establish a co-integration relationship among our 
variables, a stationary linear combination of those variables must exist.   
II. First we tested for co-integration all 8 keywords – meaning their corresponding 
time series – using the Engle–Granger Co-integration test. The null hypothesis of 
that test is that the series are not co-integrated. As we clearly observe in the table 
below, the results of the test, allow us to reject the null hypothesis of non co-
integration, for all variables and at all significance levels. So it is safe to assume 
that the series are indeed co-integrated. There is a stationary linear combination 
of all 8 keyword time series. This stationary linear combination could be 
accounted for being the long run equilibrium connection between the time series. 
III. Once we established the firm co-integration of our series, We regress them using 
the non stationary regression approach. More specifically, we run a co-integration 
regression using a fully modified least squares methodology (F.M.O.L.S.). We use 
as dependent variable naturally the ‘crude oil’ keyword, and as co-integrating 
regressors the rest of our keywords. By the regression we want to arrive at 
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weighted and fitted equation, in which each keyword will hold a specific weight, 
simulated by its multiplying factor. 
IV. For the Engle Granger co-integration test, the lag length is selected according to 
the Schwartz information criterion. The values of t-statistic, z-statistic and p-
values are displayed in the table below. 
Engle-Granger Cointegration test 
Variable tau-statistic Prob.* z-statistic Prob.* 
CRUDE_OIL -13.01600  0.0000 -254.1348  0.0000 
CRUDE -13.01638  0.0000 -253.9224  0.0000 
CRUDE_PRICE -19.71595  0.0000 -441.6314  0.0001 
OIL_CRUDE_PRICE -18.61240  0.0000 -413.0706  0.0001 
OIL_PRICE -10.61762  0.0000 -226.7063  0.0000 
OIL_PRICES -9.164460  0.0000 -168.2612  0.0000 
PRICE_OF_OIL -10.22572  0.0000 -207.4075  0.0000 
SPOT_OIL -9.854472  0.0000 -186.5923  0.0000 
*MacKinnon (1996) p-values.  
Table 4 Engle Granger co-integration tests 
Note. The Schwarz information criterion was implemented  in order to 
choose the  optimal lag- length, between with max lag length of 18( kmax=18). 
 
We implement another co-integration test, as well. The Johansen co-integration 
test, which also investigates if a long run connection is present among all 8 of our 
keyword time series. The test methodology is basically constructed on the creations of a 
VAR. The optimal lag length is selected again via the Schwartz information criterion. The 
lag length selected is three, the variables are considered to be trend stationary, so in the 
test infrastructure, the fourth deterministic trend case is chosen. This roughly assumes 
that the variables include linear trends. In the table below, the number of co-integrating 
relations and the trace and maximum eigenvalue statistics are given. The results of the 
test indicate, in accordance with the Engle Granger co-integration test, that the keyword 
series are in fact, co-integrated. The test verifies the existence of, maximum for 8 
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variables, seven co-integrating equations. The trace statistic and the maximum eigenvalue 
statistic hold no different conclusions. 
Johansen’s Cointegration Test 
 P-value (Trace) P-value (Max. Eigenvalue) 
None* 0.0000 0.0000 
At most 1* eqn(s) 0.0000 0.0000 
At most 2* eqn(s)  0.0000 0.0000 
At most 3* eqn(s)  0.0000 0.0000 
At most 4* eqn(s)  0.0000 0.0000 
At most 5* eqn(s)  0.0000 0.0003 
At most 6* eqn(s)  0.0131 0.0457 
At most 7 eqn(s)  0.1601 0.1601 
Table 5 Johansen co-integration tests 
Notes. Trace and max-eigenvalues statistics indicate 7 co-integrating equations at 
the 0.05 level. * denotes rejection of the hypothesis at the 0.05 level. P-values 
Mac Kinnon-Hauq-Michelis (1999). 
 
In the table below the results of the co-integration equation are summarized. From the 
data on the table, we arrive at a regression equation of the following form: 
CRUDE_OIL = 1.52628612839*CRUDE - 0.00102251402123*CRUDE_PRICE + 
0.00736463194217*OIL_CRUDE_PRICE - 0.0759958167624*OIL_PRICE + 
0.159996683479*OIL_PRICES - 0.0365259572917*PRICE_OF_OIL – 
0.00266301542422*SPOT_OIL - 5.82267086831 
 
It is obvious that the term, CRUDE holds a relatively large weight in the equation. 
Cointegration Regression, Fully modified least squares 
 
Variable Coefficient Std. Error t-Statistic Prob.   
CRUDE 1.526286 0.010095 151.1896 0.0000 
CRUDE_PRICE -0.001023 0.024060 -0.042498 0.9661 
OIL_CRUDE_PRICE 0.007365 0.021437 0.343543 0.7313 
OIL_PRICE -0.075996 0.017349 -4.380529 0.0000 
OIL_PRICES 0.159997 0.009404 17.01306 0.0000 
PRICE_OF_OIL -0.036526 0.011497 -3.177083 0.0016 
SPOT_OIL -0.002663 0.003791 -0.702428 0.4827 
C -5.822671 0.119390 -48.77025 0.0000 
Table 6 Cointegration Regression (FMOLS) 
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  The above weighted equation is the fitted equation for the keyword crude oil, and 
we call it, from now on and for the purposes of this study, Google Trends Index 
(GTI). We must note that all of the final 8 selected queries are energy and oil related, 
therefore valid for our purpose. Below the Google Trends Index is presented graphically 
in its final form: 
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     Figure 10 Google Trends Index 
 
As described by Google, itself, search volume on important events or incidents 
that attract public attention, will simply appear in Google Trends graph as large spikes, 
roughly around, the time, they took place or they were made public. We can observe 
rather quickly that the graph coincides precisely with all the recent major economic and 
financial key stones. For example we distinguish the huge spike, corresponding of course 
in maximum search in Google engine, right about the global financial crisis of 2008. 
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Coupled with the above is the also eminent spike during the Libya war in 2011. Another 
apparent spike happening at 2005, could be attributed to the Hurricanes Katrina and 
Rita. On August 25, 2005, Hurricane Katrina hit the Gulf Coast of the U.S. as a strong 
Category 3 or low Category 4 storm. The effect of the storms and the degree of 
destruction quickly granted them as the biggest natural disaster in U.S. history. Those 
disasters, although American, had a global effect in oil prices, fact which satisfactory 
enough, is observed and depicted in the Google Trends Index graph. 
Thus it is safe to reach the conclusion, that all the above events with heavy 
importance in the oil market, triggered an uprising in the searches in Google. So what we 
observe roughly, just by a glimpse at the GTI graph, we will try to prove using modern 
econometric methods, later in the study. 
 
 
4.3 Data descriptive statistics 
 
We now proceed to a preliminary and brief descriptive statistics analysis for all our data. 
All the variables in the following table are in their first logarithmic differences (returns). 
The means of the various benchmarks are quite close to each other, reflecting the 
maturity and liquidation of the oil market. Also all means are near to zero. Standard 
deviations range from 0.55 to 0.38. All the variables display a non-normal distribution, as 
seen by the Jarque-Bera test results. The descriptive statistics of the table indicate that 
WTI crude oil price changes exhibit the highest volatility, followed by the Gasoline price 
changes and the Brent crude oil price changes. Thus WTI is the most volatile 
benchmark. From the high kurtosis of the sample we can assume that the variables 
display non-symmetric distributions and exhibit the feature of leptokurtosis (fat tailed 
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distribution). Fact which drives us, to use asymmetric GARCH models in order to 
extract volatility, as we shall present later. 
Statistics dlogBrent dlogWTI dlogHeat. dlogKeros. dlogGasol. 
Mean  0.002562 0.001956 
 
0.002337 0.002304 0.002083 
Median 0.005661 0.005742 
 
0.002002 0.005207 0.005216 
Maximum 0.241416 0.243179 0.144898 0.212396 0.373583 
Minimum -0.253352 -0.33248 -0.131554 -0.162812 -0.224904 
Standard 
 
0.047317 0.055806 0.038485 0.043552 0.049476 
Skewness -0.542793 -0.972906 -0.106509 0.022376 0.298692 
Kurtosis 6.120239 8.549963 3.934991 5.548182 9.923063 
Jarque-Bera 232.3855 7 19.57949 138.2944 1028.082 
Probability 0 0 0 0 0 
      
Sum 1.308927 1.392197 1.194024 1.17745 1.064307 
Sum Sq. Dev. 1.141859 4.318324 0.755345 0.967339 1.24827 
                Table 7 Descriptive statistics crude oil benchmarks 
 
Statistics                                          
 
GfGoogle Trends Index 
Mean   29.92866 
Median  26.02523 
Maximum  97.07768 
Minimum  9.765038 
Standard Deviation  15.29470 
Skewness  1.879212 
Kurtosis  6.932075 
Jarque-Bera  631.1885 
Probability  0.000000 
  
Sum  15323.48 
Sum Sq. Dev.  119537.2 
                                    Table 8 Descriptive statistics Google Trends Index 
 
 
  67 
 
4.4 Extraction of Volatility. 
 
At this point we initiate to extract the volatility of all the crude oil benchmarks. We used 
the first logarithmic difference of our series. Our first step is to run multiple 
Autoregressive (AR) models of each single benchmark, so as to arrive at the optimal lag 
length, through the Aikake Information Criterion (AIC). We begin estimation at one 
specific lag length, and we go on reducing one lag length every time. The optimal lag 
lengths found are presented at table 6, below. The optimal lag length (κ) is needed as an 
input in the Autoregressive conditional Heteroskedastisity (ARCH) models we will 
employ later. The mean equation for all benchmarks were in the form of: 
R.CRD.OIL.BENCHM. = α1 + α2  R.CRD.OIL.BENCHM t-k + εt 
In the table below we expose the optimal lag length for each benchmarks, 
obtained after multiple regressions. 
Benchmark Optimal lag length A.I.C. 
Brent 6 
WTI 6 
Heating Oil 4 
Gasoline 6 
Kerosene 4 
     Table 9 Optimal lag length (A.I.C.) 
 
Once we gathered all the necessary lag lengths we go ahead and estimate an 
ARCH model for every single benchmark. Evidence from the field suggest, that GARCH 
models are quite successful in modeling volatility and capturing its possible dynamic 
behavior. Furthermore GARCH models are considered unique and effective to capture 
some of the usual features oil price series display. Those are fat-tails in their distribution, 
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obvious volatility clustering and well known leverage effect. Particularly we use the above 
optimal lag length for every crude oil benchmark and we estimate an ARCH equation, 
having as a variance and distribution specification a model of E-GARCH. We 
implemented a modified EGARCH(1,1) model to adequately explore any asymmetry 
effects. GARCH models are preferably made to fully retrieve stochastic dependencies in 
the volatility of commodity prices. We believe the lag level of (1,1) is adequate enough to 
effectively capture the bulk of the data volatility clustering. Due to the strong hypothesis 
that the conditional variance of crude oil prices, is likely to be asymmetric, we chose an 
EGARCH model. All the coefficients of the EGARCH models of all benchmarks are 
significant at the 10% level, therefore it is only fair to assume that the model is 
constructed rationally and validly. Having estimated the exponential generalized ARCH 
we retrieve from the equation the GARCH variance series. From now on we consider 
those series as the volatility of each benchmark. So in conclusion we have estimated from 
each available crude oil price benchmark, its volatility, by following a EGARCH 
approach. Therefore we have constructed out of the five crude oil benchmarks, equal 
volatility series. Those five series aggregated with the two originated from the FRED 
website, provide us with a total of seven Volatility series. Below we parade the outcomes 
graphically. 
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Figure 11 Volatility Brent series 
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              Figure 12 Volatility WTI series 
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Figure 13 Volatility Gasoline series 
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Figure 14 Volatility Heating oil series 
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Figure 15 Volatility Kerosene series 
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Figure 17 Energy sector Volatility Index 
It is easily perceived by the above graphs, that the data and thus the volatility 
derived from them are quite compatible with known crude oil market events that could 
cause price ups and downs. Additionally we notice a co-movement with Google Trends 
Index, graphed quite above. We can, in broad lines, state that there is much similarity 
between the GTI graph and all the volatilities extracted from the benchmarks,  plus the 
two FRED-made volatilities. Therefore it is legitimate to conclude that the well 
established method of deriving price volatility via the EGARCH methodology seems, 
once more, to be accurate and efficient. 
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5. Empirical Analysis and Results 
 
5.1 Stationarity  
 
At this point we have a number of time series in our hands under examination. First the 
series derived from Google Trends, from the method we explained earlier, named GTI. 
Secondly the volatilities obtained from the five crude oil benchmarks and the two 
volatilities retrieved from FRED website. 
Our aim is to detect any causality among them, whatsoever. In order to examine 
the causal relationship among the series, first the stationarity of the series, at hand, 
should be investigated through the implementation of certain unit root tests. We employ 
a number of unit root tests, in order to add gravity and robustness to our findings. 
Therefore we implement four distinctive unit root tests. Those are the ADF, the GLS-
DF, the PP and KPSS. We added KPSS in the unit root tests, to overcome the criticism 
of the other similar tests, of rather poor performance. We initiate our search with the 
Google Trends Index. We later proceed with the unit root testing of the crude oil 
benchmarks. All tests include testing with intercept only, and testing with intercept and 
trend as well. In this section the findings of the unit root tests will be provided and 
discussed. The following Tables (Tables 9 to 12) present the results of the unit root tests 
that were conducted. The selected lag length is calculated on every test and on every 
variable, usually with the Schwarz information criterion. Additionally *, ** and *** 
represent rejection of the null hypothesis at the 10%, 5%, and 1% significance level, 
respectively. 
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Google Trends Index (G.T.I.), Unit Root Tests 
 Level 
Type of test/Variable No trend Trend 
A.D.F. Unit Root Test t-Stat.(k) t-Stat.(k) 
G.T.I. -4.620884(0) *** -5.191073(0) *** 
DF-GLS Unit Root Test   
G.T.I. -3.713524(1) *** -4.365114(1) *** 
PP Unit Root Test   
G.T.I. -3.875427*** -4.588362*** 
Table 10. Unit Root tests Google Trends Index 
Notes: The selected lag-length is represented by k. For both the ADF and DF GLS tests, the 
Schwarz information criterion was implemented in order to choose the optimal lag-length, 
between min 0k =  and kmax=18. The maximum lag-length was obtained by utilizing Schwert’s 
principle (Schwert’s, 1989): ( )0.25max 12 /100k n= , where n is the sample size. PP test holds an 
automatic lag selection. Newey-West criteria is used. The asterisks *, ** and *** denote the 
rejection of the null hypothesis at the 10%, 5% and 1% levels of statistical significance 
respectively. 
 
Most of the advanced econometric and statistical methods and modifications, demand 
the input to be stationary series. In order to examine that, unit root tests cover the next 
part of our study. The findings paint a rather clear picture of stationarity.  
When the ADF, DF-GLS and PP tests are applied to the level of the Google Trend 
Index, we are able to reject the null hypothesis in every test and in all cases (with or 
without a trend), at all levels of significance. So it is safe to conclude that the results of 
the ADF, DF-GLS and PP tests suggest that the series are in fact stationary, and 
therefore do not contain a unit root, I(0). Clearly, according to all the tests, Google 
Trends Index is stationary. 
The KPSS test is usually implemented as a “confirmation” test, to the above tests. We 
can use the findings from the KPSS test to potentially corroborate the results of the rest 
unit root tests. In opposition to the previous unit root tests, in the KPSS test the null 
hypothesis which implies that the series are stationary is tested to the alternative 
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hypothesis of no unit root presence and therefore no stationarity present in the series. As 
shown in the table, satisfactory enough, the conclusions of this test do not contradict 
those of the tests applied earlier. According to KPSS data, the null hypothesis is again 
rejected at all levels of significance in all cases (with trend or without). The overall results 
of the KPSS test state, that we cannot reject the null hypothesis of stationarity at any level 
of significance. 
KPSS Unit Root Test on GTI 
 Level 
Variable No trend Trend 
 LM-Stat. LM-Stat. 
G.T.I. 0.395115 0.102716 
Table 11. KPSS test Google Trends Index 
The asterisks *, ** and *** denote the rejection of the null hypothesis at the 10%, 5% and 1% levels of 
statistical significance respectively. KPSS stands for the Kwiatkowski et al. (1992) stationarity test. The 
spectral estimation method used is the Bartlett Kennel, while the bandwidth selection is done according to 
the Newey-West procedure. 
 
The sweeping findings from all the tests implemented, strongly suggest that the series 
of Google Trend Index (G.T.I) is stationary, I(0). Thus we are clear as far as GTI is 
concerned, to move on with causality investigation. Pending of course is the unit root 
testing of the crude oil volatility series. We now present the unit root testing of the 
volatility series of all the crude oil benchmarks. We employ similar methods, procedures 
and tests like the ones for Google Trends Index. 
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ADF, DF-GLS, PP, Unit Root Tests on Crude Oil 
ADF Unit Root Test 
 Levels 
Variable No trend Trend 
 t-Stat.(k) t-Stat.(k) 
Vol.Brent -3.666874(4) *** -3.815977(4) ** 
Vol.WTI -3.480494(2) *** -3.47160(2) *** 
Vol.Heat. -2.608567(14) * -3.62180(14) ** 
Vol.Keros. -3.445835(8) *** -3.96842(8) *** 
Vol.Gasol. -4.418578(2) *** -4.90352(2) *** 
DF-GLS Unit Root Test  
Vol.Brent -2.826388(5) *** -3.00362(5) ** 
Vol.WTI -1.167467(2) * -2.615311(2)* 
Vol.Heat. -2.03533(14) ** -2.61414(14) * 
Vol.Keros. -3.243101(8) *** -3.785745(8) 
Vol.Gasol. -3.817489(2) *** -4.00839(2) *** 
PP Unit Root Test  
Vol.Brent -2.857451** -2.933918(4) ** 
Vol.WTI -3.852236*** -3.826188** 
Vol.Heat. -2.685506** -2.871550 
Vol.Keros. -3.244522** -3.610301** 
Vol.Gasol. -4.59272*** -5.061834*** 
Table 12. Unit root tests crude oil series 
Notes: a) The selected lag-length is represented by k. For both the ADF and DF GLS tests, the Schwarz 
information criterion was implemented in order to choose the optimal lag-length, between min 0k =  and 
kmax=18. The maximum lag-length was obtained by utilizing Schwert’s principle (Schwert’s, 1989): 
( )0.25max 12 /100k n= , where n is the sample size. The asterisks *, ** and *** denote the rejection of the null 
hypothesis at the 10%, 5% and 1% levels of statistical significance respectively. 
 
The cumulative findings from the above unit root tests, indicate that the volatility 
series are stationary, thus containing no unit root I(0). Once more we retreat to the KPSS 
test to consolidate our results. 
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KPSS Unit Root Test on Crude Oil 
Variable No trend Trend 
 LM-Stat. LM-Stat. 
Vol.Brent 0.299546 0.193948*** 
Vol.WTI 0.111188 0.106783 
Vol.Heat. 0.574047** 0.129089** 
Vol.Keros. 0.321738 0.066507 
Vol.Gasol. 0.485180* 0.056982 
Table 13. KPSS test crude oil series 
The asterisks *, ** and *** denote the rejection of the null hypothesis at the 10%, 5% and 1% levels of 
statistical significance respectively. KPSS stands for the Kwiatkowski et al. (1992) stationarity test. The 
spectral estimation method used is the Bartlett Kennel, while the bandwidth selection is done according to 
the Newey-West procedure. 
 
KPSS verifies in broad lines, that all the volatility series can be regarded as 
stationary series. We thus now have a number of series that enjoy staionarity as a total. 
Both, basic time domain structured Granger Causality tests, and the spectral Granger 
Causality tests, demand stationary time variables. At this point, we have Google Trends 
Index which checked out to be stationary, and since we have secured the stationarity of 
our crude oil  variables, we will examine them for potential causality, both linear and not 
linear. 
 
 
5.2    Linear Causality Tests 
 
The most accurate identification of a possible lead-lag relation, linear or non-linear, 
between Google Trends Index and crude oil benchmark price volatilities, is the main goal 
of the present study. In a growing number of papers, empirical conclusions, examining 
the connection between oil and financial or economic series are drawn upon using 
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Granger Causality tests in the domain of time.  Thus, we open the testing procedure of 
our study with this line of testing. 
Granger causality is in fact, a powerful tool, in the effort to determine direction 
and strength of causality in the case of two or more time varying data series. Another 
reason we employ basic Granger causality tests is to capture an initial picture of the effect 
of the Google Trends Index on the volatility of the prices of all benchmarks. Below is a 
table laying out the results of the Granger linear causality tests among our time series. 
Pairwise Granger Causality Tests (Google Trends Index         Oil Volatilities) 
 Null Hypothesis: F-Statistic Prob.  
   
 GTI does not Granger Cause VOL.BRENT  15.2848 4.E-07 
 VOL.BRENT does not Granger Cause GTI  2.88043 0.0570 
   
 GTI does not Granger Cause VOL.WTI  0.01326 0.9868 
 VOL.WTI does not Granger Cause GTI  0.53049 0.5886 
   
 GTI does not Granger Cause VOL.HEATOIL 27.3470 5.E -12 
 VOL.HEATOIL does not Granger Cause GTI  0.43153 0.6498 
   
 GTI does not Granger Cause VOL.KEROSENE 19.4240 8.E-09 
 VOL.KEROSENE does not Granger Cause GTI 0.38267 0.6822 
   
 GTI does not Granger Cause VOL.GASOLINE  0.19646 0.8217 
 VOL.GASOLINE does not Granger Cause GTI  24.0675 1.E-10 
Table 14. Linear Granger causality tests. 
The denouement we can reach is that linear granger causality does exist, among 
several but not all of our variables. In detail, GTI in fact granger causes the volatility in 
all the crude oil benchmarks except for WTI. In all causes, except for GTI Granger 
causing WTI, we reject the null hypothesis. This result is quite interesting and supports 
strongly the notion that internet search queries can function as inputs in econometric 
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estimations and models, apart from the traditional and common economic and financial 
factors. Another conclusion drawn could be that potential oil relative information or 
search query, is transmitted rather fast and direct, from the internet to oil players. There 
is a clear path for information transmission between the Google search queries and the 
oil market. 
The controversy of the West Texas Intermediate Benchmark could be explained 
by the fact that recent developments in the N. America crude oil market (shale gas) have 
given WTI strong topical and regional characteristics. WTI is considered to be influenced 
by American events and American demand and supply volumes, thus it could be the case 
for non granger causality, since GTI has as we stated a global character, Furthermore, the 
territorial circumstances of USA are non of interest to an oil consumer and internet user, 
lets say in the Far East, and thus possible WTI price ups and down would not correlate 
to that single user. 
In the table below we also represent the results of the granger causality among 
GTI and the two volatility indexes (series also stationary). 
Pairwise Granger Causality Tests (Google Trends Index         FRED Index 
  Null Hypothesis: F-Statistic Prob.  
   
 GTI does not Granger Cause ENERGY.VOL.  0.82057 0.4424 
 ENERGY.VOL. does not Granger Cause GTI  5.29133 0.0062 
   
 GTI does not Granger Cause CRUDE.VOL.  11.9238 1.E-05 
CRUDE.VOL. does not Granger Cause GTI 5.83020 0.0032 
Table 15. Linear Granger causality tests. 
        The table above unfolds the fact that we reject the hypothesis of GTI not granger 
causing CBOE Crude Oil ETF Volatility Index. It is a satisfactory and much expected 
conclusion, validating once again the robustness of the Google Trends Index as a 
significant factor of oil markets price volatility. On the contrary, we fail to reject the null 
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hypothesis of GTI not Granger causing Energy sector Volatility. It is not too much to 
claim that this could also be painted as a natural outcome. Since it is not exactly clear the 
methodology applied by FRED to construct the Energy sector volatility index, it is only 
fair to suppose that other energy products, such as natural gas, or electricity also are 
included and accounted for the creation of the index. Moreover, the stocks movements 
of Energy related companies and conglomerates are factored in the index. This fact 
embroils a strong pure financial element in the index, thus putting some distance 
between it and the hardcore crude oil market. 
So to sum up, the above results imply that, besides general economic 
coincidences, the co-movement of the GTI and the price volatility of the crude oil 
benchmarks, could be perhaps attributed to trends.  Although, the linear Granger 
causality testing we just implemented, could not supply us with concrete results, for the 
nature of the co-movement. Our hypotheses include but are not limited to: short run 
variance due to well known herd effect.  There is always the counter argument that at 
least part of the co-movement  could be due to common macroeconomic shocks.  To dig 
in deeper to the probable reasons for this co-movement, we enter the field of non linear 
causality testing.  
Engle Granger (linear) Causality  
GTI→Brent ∃ 
GTI→WTI ∄ 
GTI→Kerosene ∃ 
GTI→Gasoline ∃ 
GTI→Heating Oil ∃ 
GTI→Crude oil VOl. ∃ 
GTI→Energy Sec. VOl. ∄ 
Table 16 Final results on Engle-Granger (linear) causality 
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5.3 Non-linear Causality Tests  
 
As normal and usual in the recent literature, to see the whole picture between our 
variables, to capture the short or long run connections, we employ also frequency 
domain Granger causality tests. It is required to search upon whether there is a non linear 
causality among our variables or not. For this purpose we firstly implement on all of our 
series the non-linear causality tests of Breitung and Candelon (2006) and Lemmens et al. 
(2008) in the frequency domain. The decomposition of Granger causality in the 
frequency domain not only helps us to determine whether a causal relationship exists, but 
also allows us to establish if the causing capability of the series is concentrated in high or 
low frequencies. Additionally we detect through these tests, any non linear effects. Finally 
we are able to identify the cyclical frame of the cause and effect connection. At this point 
we must underline that our data are well within a stationary framework. In stationary 
series the concept of long run causality could be tricky or even not present. However 
with the frequency domain tests, we try to explore whether one variable (time series) 
might provide for future low frequency fluctuation of another variable. 
The figures that are illustrated below in this part of the dissertation, display the 
outcomes of the Breitung & Candelon (2006) and Lemmens et al. (2008) tests for non-
linear Granger causality in the frequency domain for frequencies which are represented 
as ω and belong within the range (0,π]. The frequencies are translated by the 
relationship𝑇 = 2𝜋
𝜔
, into periodicities of T weeks. The statistics of the causality test are 
presented in these figures along with their critical values at 5% level of statistical 
significance (broken lines). The frequency domain causality tests were conducted on the 
level of the obtained volatility of the benchmark series. The lag-length selected for the 
implementation of the causality tests is based on the Scwarz information criterion and is 
corrected in all cases to provide us with smoother graphs. 
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5.3.1.   Breitung and Candelon (2006) tests 
 
Our causality analysis begins with the results obtained from the Breitung and Candelon 
frequency domain causality test, within a bivariate V.A.R. framework. Figure 18 clearly 
presents the outcomes from testing the null hypothesis of Google Trends Index not 
causing Brent crude oil benchmark. It without dispute, evident from the results of the 
frequency domain causality testing that Google Trends Index cause Brent crude oil 
prices, at every single frequency within the given range of zero to π. 
 
 
 
 
 
 
 
 
 
  
  
          
So the graph above clearly illustrates that the null hypothesis of no Granger causality from 
GTI to Brent can  be rejected at any frequency within (0,π]. What is more, is that Granger 
Fig. 18: Google Trends Index causing Brent 
crude oil benchmark. 
Notes: a) The VAR lag-length used for the implementation of the causality test of Breitung and Candelon 
(2006) is 3 and is based on the Scwarz information criterion. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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causality running from GTI to Brent crude oil prices is much stronger at low and high 
frequencies, whereas at frequencies between approximately 0.8 and 2.4 the statistical 
values drop but are still well above the threshold of the 5% critical value. 
Likewise we test whether the Google Trends Index granger causes the West 
Texas Intermediate crude oil benchmark.  Figure 19 evidently presents the results from 
testing the null hypothesis of Google Trends Index causing WTI crude oil benchmark. 
 
 
 
 
 
 
 
 
 
 
 
  
  
      
After careful visual observation of the above figure, we arrive at the conclusion that, 
from frequencies between, 0.1 and 1.0 Google trends does Granger causes the volatility 
of the WTI crude oil prices benchmark. But for frequencies between, 1.0 and 1.9 we fail 
Notes: a) The VAR lag-length used for the implementation of the causality test of Breitung and Candelon 
(2006) is 4 and is based on the Scwarz information criterion. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
Fig. 19: Google Trends Index causing WTI 
crude oil benchmark. 
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to reject the null hypothesis of no Granger causality. However for frequencies above 1.9 
we reject the null hypothesis and therefore claim Granger causality between GTI and 
volatility in WTI prices. Finally as seen in the graph, for frequencies above 2.4 the 
Granger causality running from GTI to crude oil volatility of WTI prices is noticeably 
stronger. So the test statistics are higher in the low and high frequencies while they are 
weaker in between. 
Along the same lines we test the rest of the price volatilities of the crude oil by-
products benchmarks, and the volatility indexes from FRED as well, for Granger 
causality with Google Trends Index. Below are given in the form of graphs the total of 
our findings. 
 
 
 
 
 
 
 
 
 
 
  
          
Fig. 20: Google Trends Index causing 
Volatility of Heating Oil prices. 
Notes: a) The VAR lag-length used for the implementation of the causality test of Breitung and Candelon 
(2006) is 3 and is based on the Scwarz information criterion. 
b) The broken hor. line is the 5% critical value of the null hyp. of no Granger caus for all freq ω∈(0,π]. 
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In the test for Granger causality between Google Trends Index and Heating Oil 
price Volatility, we can safely consider that the null hypothesis of no Granger causality is 
strongly rejected at the 5% level of statistical significance, for all frequencies inside the 
spectrum of (0,π]. In addition, we see from the graph that within the range of frequencies 
of, 0.4 and 1.2 the Granger causality is quite solid. Nevertheless it remains well above the 
5% significance level throughout the frequency length. In the figure below we observe 
the test results for Granger causality between the Google Trends Index and the volatility 
of prices of Kerosen Prices. Similar observations are in order for that test with the 
Granger causality test between GTI and volatility of Heating oil prices. Here as well, we 
can clearly notice the strong Granger causality from Google Trends Index to the 
Kerosene prices volatility. The null hypothesis is adamantly rejected at the 5% level of 
statistical significance, for all frequencies inside the spectrum of (0,π]. However we must 
underline the stronger degree of causality for the Heating oil.  
 
 
 
 
 
 
 
 
 
 
Fig. 21: Google Trends Index causing 
Volatility of Kerosene prices. 
Notes: a) The VAR lag-length used for the implementation of the causality test of Breitung and Candelon (2006) 
is 4 and is based on the Scwarz information criterion. 
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Figure 22 displays the findings of the test for Granger causality between, Google 
Trends Index and the volatility of the prices of Conventional Gasoline Prices: New York 
Harbor, Regular.  
 
 
 
 
 
 
 
 
 
 
 
 
       As it is obvious from the above figure the test statistic’s value is quite over the 5% 
critical value for all frequencies, corresponding to the fact that the null hypothesis of no 
Granger causality is rejected for every frequency within the range (0,π]. Thus it correct to 
state that there is Granger causality between Google Trends Index and the volatility of 
the Conventional Gasoline Prices: New York Harbor, Regular. We now proceed with 
implementing the same testing method for Granger causality, for the Google Trends 
Index with the two volatility indexes, gathered from the FRED website. 
Fig. 22 Google Trends Index causing 
Volatility of Gasoline prices. 
Notes: a) The VAR lag-length used for the implementation of the causality test of Breitung and Candelon 
(2006) is 3 and is based on the Scwarz information criterion. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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In the figure below the results from Granger causality testing between GTI and 
CBOE Crude Oil ETF Volatility Index are pictured. 
 
 
 
 
 
 
 
 
 
 
 
The conclusions drawn from the above figure is that the hypothesis of no 
Granger causality between GTI and Crude oil volatility index is rejected at the 5% level 
of statistical significance. We further support that the rejection becomes quite marginal 
for medium range frequencies (0.8 – 1.2), but holds significant strength for low values. 
 
In figure 24 we draw graphically the findings of testing for Granger causality 
between Google Trends Index and the CBOE Energy Sector ETF Volatility Index, 
retrieved from FRED database. 
 
Fig. 23: Google Trends Index causing Crude 
Oil Volatility Index. 
Notes: a) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
  88 
 
 
 
 
 
 
 
 
 
 
 
 
The findings from the frequency domain causality test indicate  that Google 
Trends Index do not cause Energy sector volatility, at any frequency within the range 
(0,π]. These results are clearly in accordance with the ones obtained when we tested for 
linear Granger causality. In that section we arrived at the very same conclusions 
regarding the causality deriving from Google Trends Index and the two volatility indexes 
at our disposal.  
Overall, by a careful examination of the above graphs, we can quickly identify 
that the Granger causality running from GTI towards the volatility of the Brent 
benchmark, the Kerosene benchmark, the Heating oil benchmark and the Gasoline 
benchmark, is peaking around frequencies 0f (0.6-0.9). A link is established therefore, 
between the Google Trends Index and these price volatilities, corresponding to cycles of 
6-8 weeks, verifying in our opinion the direct and immediate, in an a broad economic 
Fig. 24: Google Trends Index causing Energy 
sector Volatility Index. 
Notes: a) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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level, connection between oil and energy markets and Google search data. On the other 
hand we notice that the top causality linkage between, Google Trends Index and the 
volatility of WTI benchmark, is observed at frequencies above 2.5, corresponding to time 
cycles of around 2-4 weeks. But for medium frequencies the findings indicate the lack of 
causality between GTI and WTI volatility, driving us to the notion that the connection 
between Google search data and WTI price changes is driven mainly by general 
economic activities, events and trends. 
 
 
5.3.2.  Lemmens et al. Tests 
 
The following section and the graphs in it, present the results obtained by conducting the 
Granger causality test of Lemmens et al. (2008) on the same pairs of series. The 
Lemmens et al. (2008) causality test is based on the framework of Pierce (1979) and has 
similar features and power elements to the previously implemented test of Breitung and 
Candelon (2006). The statistic depicted in the vertical axis of the graphs, is the Granger 
coefficient of coherence. This coefficient examines whether and to what extent, one time 
series is Granger causing the other time series, at a specific frequency. Naturally, the 
higher the coefficient of coherence, the higher the Granger causality in the given 
frequency. The outcomes from testing the null hypothesis of non causality from Google 
Trends Index to the volatility of Brent crude oil prices are displayed in the below Figure 
25. Our results confirm the presence of a long-run causality running from the Google 
Trends Index towards the volatility of Brent crude oil prices. As it was the case for the 
Breitung and Candelon (2006),  the null hypothesis is by all means rejected at the 5% 
significance level for all frequencies within the range (0,π]. We further observe a highly 
vigorous causality in the middle section of the frequency spectrum.  
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The following graph depicts the results obtained by conducting the Granger 
causality test of Lemmens et al. (2008) on the Google Trends Index and the volatility 
of the West Texas Intermediate prices. Observation of the graph reveals a causality 
running from GTI towards, the volatility of WTI prices. Causality less robust than 
the one running from GTI towards Brent Volatility, but still contradicting of the 
Breitung and Candelon (2006) Granger causality findings, presented in figure below. 
 
 
 
 
 
 
Fig. 25: Google Trends Index causing 
volatility Brent prices. 
Notes: a) The VAR lag-length used for the implementation of the Lemmens et al. (2008) causality test was 
corrected to 3. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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 In the next graph (Figure 27) we present the results from examining the notion of 
Google Trends Index Granger causing the volatility of Heating Oil prices through the 
Lemmens et al. (2008) causality test. Our findings suggest that the null hypothesis of 
no Granger causality is in fact rejected at the 5% level of significance for the majority 
of the frequencies. Again these results confirm the Breitung and Candelon (2006) 
Granger causality findings for Heating Oil prices and Google Trends Index. At this point 
we begin to recognize the pattern of Lemmens et al. (2008) causality tests, upholdng 
the Breitung and Candelon (2006) Granger causality findings, for the overwhelming 
majority of our variables. 
Fig. 26: Google Trends Index causing 
volatility WTI prices. 
Notes: a) The VAR lag-length used for the implementation of the Lemmens et al. (2008) causality test was 
corrected to 3. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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 The next figure presents the outcomes of the test for Google Trends Index and 
Kerosene-Type Jet Fuel Prices: U.S. Gulf Coast. As it is obvious from the graph, the null 
hypothesis of no causality is strongly ejected at the 5% level of statistical significance for 
all the frequencies under examination. This comes again in complete accordance with the 
Breitung and Candelon (2006) Granger causality findings for Kerosene prices and 
Google Trends Index, depicted earlier. The results shown in all figures so far confirm the 
findings extracted from Breitung and Candelon (2006) Granger causality test. In Figure 
28 the null hypothesis of no Granger causality from Google Trends Index to the 
volatility of the Kerosene prices is rejected at 5% level of significance for all frequencies, 
meaning that the values of GTI Granger cause the prices of Kerosene in short and 
medium frequencies, as well. 
Fig. 27: Google Trends Index causing 
volatility Heating Oil prices. 
Notes: a) The VAR lag-length used for the implementation of the Lemmens et al. (2008) causality test was 
corrected to 3. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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We conclude our testing of Google Trends Index with crude oil by product 
benchmarks, with employing the Lemmens et al. (2008) causality test, on Conventional 
Gasoline Prices: New York Harbor, Regular. 
The following figure illustrates with a clear graphic way the remarks of that 
testing. As it is obvious from the graph, the null hypothesis of no causality is strongly 
ejected at the 5% level of statistical significance for all the frequencies under 
examination. This comes again in complete accordance with the Breitung and Candelon 
(2006) Granger causality findings for Gasoline prices and Google Trends Index, depicted 
Fig. 28: Google Trends Index causing 
volatility Kerosene prices. 
Notes: a) The VAR lag-length used for the implementation of the Lemmens et al. (2008) causality test was 
corrected to 3. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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earlier. Another indication that there is causality running from GTI towards the various 
crude oil benchmarks we gathered for our study. 
 
 
 
 
 
 
 
 
 
 
 
  
 
An overall conclusion of the Lemmens tests between the GTI and all the crude oil benchmarks, 
is that the Granger causality detected at relative medium to high frequencies (1.5 – 2.5) is much 
more dominant than the Granger causality present for low (<1.5) and high (>2.5) frequencies. 
Since it is safe to support that, low frequencies correspond to longer run connection, we assume 
our data envelop Granger causality corresponding to shorter run relationship. 
 
Fig. 29: Google Trends Index causing 
volatility Gasoline prices. 
Notes: a) The VAR lag-length used for the implementation of the Lemmens et al. (2008) causality test was 
corrected to 4. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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At this point we initiate the Lemmens et al. (2008) causality testing between the 
Google Trends Index and the two volatility indexes received from the FRED website’s 
database. Those are the CBOE Energy Sector ETF Volatility Index, and the CBOE Crude Oil 
ETF Volatility Index. The next figure presents the outcomes of the test for Google Trends Index 
and CBOE Crude Oil ETF Volatility Index. As it is obvious from the graph, the null hypothesis 
of no causality is strongly ejected at the 5% level of statistical significance for all the frequencies 
above (0.5), even though for frequencies laying at the middle of the frequency spectrum (1.2-1.7), 
the rejection is almost a marginal one. For frequencies below, 0.5 we fail to  reject the hypothesis 
of no causality, however, since this range of failing to reject is rather narrow, we can fairly argue 
that overall our results point that GTI  do Granger cause the crude oil volatility index. 
This outcome could be considered in relative accordance with the Breitung and 
Candelon (2006) Granger causality findings for CBOE Crude Oil ETF Volatility Index 
and Google Trends Index, depicted earlier. Again, for the bulk of frequencies we can 
assume causality running from GTI towards, the crude oil volatility index. 
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The next figure presents the outcomes of the test for Google Trends Index and  
Energy Sector Volatility Index. In figure 31, we notice that for frequencies up to  1.7 we 
fail to reject the hypothesis of no causality between the GTI and the energy sector 
volatility index. While for frequencies above 1.7 we marginally reject the hypothesis of no 
causality, only to return at no rejection values after frequencies above 2.7. We assume 
that in total it would not be injudicious to consider, that GTI do no cause the Energy 
sector Volatility index. Conclusion that lies within the earlier findings of Breitung and 
Candelon (2006) tests. Both findings concerinig the Energy sector Volatility index, and 
its lack of causality originating from the GTI are justified in our opinion, due to the 
Fig. 30: Google Trends Index causing Crude 
Oil volatility index. 
Notes: a) The VAR lag-length used for the implementation of the Lemmens et al. (2008) causality test was 
corrected to 4. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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special characteristics that index includes, and mainly the fact that crude oil prices is at 
best just a parameter factored in the estimation and construction of the index. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
       
 
   
5.3.3.    Comments on the results of the frequency domain tests   
 
We have concluded the testing of non linear causality, implementing vigorously 
two highly trustworthy tests, that of Breitung and Candelon (2006) Granger causality test, 
and that of Lemmens et al. (2008) causality test. The findings from the first test reveal the 
existence of causality, at all frequencies, running from the Google Trends Index towards 
the majority of the crude oil benchmarks, with the exception of the WTI benchmark. 
Exception which is reasonable and pretty much accounted for by the special 
characteristics the West Texas Intermediate crude oil benchmark holds. The results of 
Fig. 31: Google Trends Index causing Energy 
sector volatility index. 
Notes: a) The VAR lag-length used for the implementation of the Lemmens et al. (2008) causality test was 
corrected to 4. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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the second test, fortify the conclusions from the first test, as they produce the same type 
of causality. According to Lemmens et al. (2008) causality test there is causality running 
from Google Trends Index toward most of the crude oil benchmarks, again with the 
exception of West Texas Intermediate. Those findings further consolidate the notion, 
that the two tests have similar and closely related frameworks. 
As far as the two Volatility indexes, constructed by FRED and obtained by 
FRED website, as expected perhaps, we discover causality running from Google Trends 
Index towards the Crude Oil volatility index, in both tests, Breitung and Candelon (2006) 
and Lemmens et al. (2008) and in all frequencies. On  the other hand we fail to establish 
running causality from GTI towards the Energy sector Volatility Index. Finding, much 
attributed, on that index’s multiple contributing factors and angles. Overall, the results of 
the frequency domain causality tests point out that Internet search data, obtained from 
Google, hold substantial predictive strength for crude oil price volatility, especially at low 
and medium frequencies.  For a much more comprehensive understanding of that 
causality, the graph below summarizes in a frequency level the findings. 
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Legend : →  denote unidirectional causality at all frequencies (full spectrum).       ⇢  denote unidirectional causality only a certain frequencies. 
           The length of the vectors denote causal strength. 
 
 
 
Figure 32. Graphical presentation of causality linkages
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6. Policy Implementations 
 
It is not an exaggeration for one to claim that oil is something much more than another 
commodity. Apart from its absolute utility use, which is perhaps more than great, since it 
is used widely, extensively and absolutely, in all over the world in many aspects of 
economic, financial, technological, military and social activity, it holds a great role that of 
the global benchmark as far economy and politics. Crude oil price movements reflect 
much more than mere supply and demand fluctuations. A strong unexpected economic 
event can easily trigger a flare up in oil prices, as easy a political development in some 
critical region of the planet, can throw world crude benchmarks utterly downhill. 
Furthermore, crude oil is nowadays a strong investment asset as well. Every self 
respected energy player seeks to hedge its position, using successful forecasts of crude oil 
price volatility. Recent crude oil market holds certainly more liquidity, offers far more 
profit opportunities for participants, but demonstrates extremely high volatility, as it 
presented in the previous graphs deployed. It is important thus to understand firstly that 
volatility by attempting to scout all the potential factors that could, to a degree, cause it. 
 
Internet follows a quite similar path to that of crude oil market. It has enjoyed an 
explosive development and penetration in our times. We are now at level, in which 
Internet, with all its services, functions and tools, participates greatly in general academic 
research. The penetration and popularity of search engines makes them except for useful 
tools in everyday life, valuable assets to be used in academic research of the highest level, 
offering capabilities and data availability, completely new and exciting. The deep 
interconnections of internet search engines, and particularly of Google, by far the 
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dominant entity, with the modern community in general, and the convenient and feasible 
access of their databases makes unique in almost every academic effort, targeting 
econometric analysis. Typical data sources, such as journals, newspapers, official 
announcements and other, lack significantly of the extent Internet search engines 
envelop almost everyone, and lag more significantly since time is always an element of 
importance. 
So crude oil market, its benchmarks and the price volatility on one hand, and 
Internet search engines and the data on search queries, available, can combined, to open 
a whole new window to worldwide economic and financial markets. It is of paramount 
significance for market players to gain knowledge on the possible relationship between 
these two imperative assets. This study with its theoretical framework and with the 
empirical section, attempted to shed some more light into this relationship and its 
potential. The findings from this dissertation add some new information on the existing 
literature that deals with the connection of internet search volume data and crude oil 
price volatility.. This aggregated feedback can be exploited by investors, speculators and 
every market participant or not, so as to enhance their decision making. A real case 
scenario could involve a situation in which, the information provided by Google Search 
Index and its secured predictability on Brent price movements or the New York Heating 
Oil price fluctuations, could be used by investors or oil refineries to predict prices and 
hedge themselves more successfully. 
Despite much progress being done, and much distinguished work already in 
place, further research is needed in order to comprehend and consolidate, in more depth 
the nature of the identified causality. Alternative future suggestions for research could 
also extend the inquiry on other energy commodities like natural gas electricity, or 
include other popular and developing search engines, like Yandex, in energy rich, Russian 
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Federation. Furthermore, Google search data could be extracted for keywords in 
languages other than English. Finally, additional spectrum causality tests, could be 
implemented, exploring the frequencies outside the range of (0, π]. 
To sum up, it is a fact that no individual, whether simply an academic, or an 
energy trader or a financial advisor, can afford to ignore the value of Internet, and more 
specific the importance and utility of internet search queries. The sheer volume of these 
data, its person to person usage and its promptness, frame a tool, unique, straight 
forward, valid and quite promising for the future. 
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7. Conclusions 
 
The main idea of this dissertation was the empirical investigation between internet search 
data and crude oil price volatility. The study hopefully contributes to an aggregating 
volume of relative literature on the causing and forecasting power, Internet search 
queries hold, on major commodity price benchmarks. The selection of the variables is 
extensively presented in previous chapters. The unit root tests which we implemented 
were the ADF, GLS-DL, PP and KPSS. The findings demonstrated that the variable 
were all stationary. In general all the test results, collaborated each other. After those 
initial investigations we checked the linear and the non-linear Granger causality of all our 
variables. The non-linear causality tests were the Breitung and Candelon, 2006 and 
Lemmens et al., 2008 tests. The lag length for the non linear causality tets was determined 
by the use of information criteria. The above described testing procedure provided us 
with strong and sufficient evidence for the existence of causal relationship between 
internet search data and crude oil prices volatility. The empirical findings illustrate vividly 
that, public sentiment derived from Google Trends Index, is indeed a revolutionary 
driving vector for oil market volatility.  
We believe the main conclusion of this study, besides the significance of our 
econometric findings, is that data derived from searches at the World Wide Web, could 
indeed become a valuable and handy catalyst for successful economic analysis and 
research. We believe, we have marginally contributed to the claim that Google trends 
data, can act as a crest to a meaningful and on the point, economic and energy policy 
planning. Internet search data could act as trustworthy, convenient and valid substitute 
for the traditional official economic data, usually used in researches. Additionally, we 
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make the claim that, general public concern, obtained from the internet search queries, 
can, by all means, function as complementary source of information and perhaps a 
crucial factor for analyzing and interpreting the oil market. Those old data, among others, 
exhibit a rather inner drawback; they are published with a noticeable lag. That drawback 
is clearly overcome by internet search data, which are handy exactly on time. With our 
study we tried to laminate a way in which internet search data can be used, to further 
enhance understanding of the economy, and of the energy market as a whole. This 
dissertation humbly suggests that Google Trends data contain valuable information for 
analysis of the energy sector volatility.  
We believe that internet search queries are perfectly able to influence to great 
degree the volatility transmission of the energy sector. The respective findings of our 
study indicate that information diluted through the paths of the World Wide Web, can 
enhance the existing bond between oil price volatility, and various global incidents, by 
prompting individuals to take some sort of action. We must point out that Google trends 
Index does not come out as an economic indicator, without structural flaws. Internet use 
remains even in the sunset of 2013, strongly correlated with features like age and income, 
but also ethnic background and even religious preferences. Many claim that internet data 
are, in fact, skewed by generations, since internet is by far more popular to young people. 
So we must not make the mistake to ignore the fact, that the sample of people may be far 
from representative. Furthermore, there is up to now (2013), no further details available 
on the actual volume and number of searches. Thus, since they are indexed from 0 to 
100 for a given time period, they are open to possible historical revisions.  
Nevertheless, further research could possibly narrow down those problems, and 
take full advantage of the Internet search data, potential. Also it needs to be stretched 
out, that as more and more activities and services of the energy sector become more 
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internet orientated, a logic conclusion is drawn, the significance of this “big data” source, 
can only but expand aggressively. Besides another important feature of Google search 
data, is that they can, if chosen correctly, to quantify human emotions and thoughts. 
Feature not present in traditional indicators. This unique feature could enhance them to 
even serve as risk mitigation service, not only in financial but in energy markets, as well. 
Another possibility could be the use of Internet search results as a guide to future 
investment decisions. 
Internet and its overwhelming information will definitely serve a special role; act 
as a crucial factor, for the entire energy market apparatus, in the years to come. 
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