This paper proposes a new robust Kalman filter algorithm under outliers and system uncertainties. The robust Kalman filter of Durovic and Kovacevic is extended to include unknown-but-bounded parameter uncertainties in the state or observation matrix. We first formulate the robust state estimation problem as an M-estimation problem, which leads to an unconstrained nonlinear optimization problem. This is then linearized and solved iteratively as a series of linear least-squares problem. These least-squares problems, subject to the bounded system uncertainties using the robust least squares method proposed by A. Ben-Tal and A. Nemirovski.
INTRODUCTION
Since its introduction in the 60's, the Kalman filter has found numerous applications in automatic control, navigation, and communications. The original Kalman filter addresses the optimal state estimation of a linear state space system in the least mean squares sense with state and measurement uncertainties modeled by Gaussian random processes. Since the mean squares performance criterion is closely to the assumption that the state density is Gaussian distributed, its performance will degrade significantly when the state or measurement noises are non-Gaussian. A frequently encountered class of distribution of interest in practice is impulsive noise or outliers with a much heavier tails than the Gaussian distribution. They occur either naturally or in other man-made sources. Although it is possible to generalize the Kalman filter to more general distributions other than the Gaussian distribution, the estimation of their parameters is usually quite complicated, especially for transient disturbances with impulsive nature. In order to make the Kalman filtering algorithm more robust against such outliers, several algorithms based on the concept of robust statistics have been proposed. Masreliez and Martin [3] first applied the min-max score function approach in robust statistics originally proposed by Huber [4] to combat the outliers.
However, the linear transformation proposed in [3] does not generally exist and is somewhat difficult to apply. Recently, Durovic and Kovacevic [1] established the equivalence between the Kalman filter algorithm and a particular least-squares regression problem. In other words, the conventional Kalman filter problem can also be viewed and solved as this linear least-squares problem. Further, the use of the leastsquares criterion is equivalent to saying that the noise involved in the least-squares problem is Gaussian distributed. This further suggests that if the state or measure noises exhibit impulsive behavior, a better solution is to replace the least-squares estimation by more robust M-estimation technique in robust statistics. Durovic and Kovacevic also employed the method introduced by Myers and Tapley [5] method to estimate the unknown a priori state and observation noise statistics in the robust Mestimation framework.
Besides the robust statistics approach, which is targeted to the detection and suppression of transient outliers, another focus in robust Kalman filter research is to address the uncertainties of the state-space models arising from imprecise measurements and nonlinear effects. Since these effects are sometimes very difficult to model precisely, it is desirable to have the Kalman filter robust to bounded variations or uncertainties in the system parameters which are simpler to quantify in practice. In the control community, the stability problem is of paramount importance, and thus the Kalman filter should optimize not only the given performance criteria, but also the stability margin under the given and bounded system uncertainties. This gives rise to a number of robust Kalman filter algorithms [6, 7, and more] and most of them are associated with the solving of a set of linear matrix inequalities (LMI) or a semi-definite programming (SDP) problem.
To the best knowledge of the authors, robust Kalman filters that address both the outliers and system uncertainties have not been studied before. In this paper, we shall focus on the robust state estimation problem with outliers and system uncertainties using the Kalman filter framework. More precisely, we shall extend the robust Kalman filter of Durovic and Kovacevic to include unknown-but-bounded parameter uncertainties in observation matrix of the system model. Similar to [1] , we first formulate the robust state estimation problem as an M-estimation problem, which leads to an unconstrained nonlinear optimization problem. This is then linearized and solved iteratively as a series of linear least-squares problem. We then solve these least-squares problems, subject to the bounded system uncertainties using the robust least squares method proposed by A. Ben-Tal and A. Nemirovski [2] . Since the robust least-squares problem can be formulated as a SDP problem, it gives rise to an iterative algorithm, involving a SDP at each step, which usually terminates in a few steps. The paper is organized as follows. Section 2 briefly reviews the formulation of the conventional Kalman filter as a certain linear regression problem. Section 3 is devoted to the robust Kalman filter based on M-estimation for outlier suppression. Section 4 extends this algorithm to include system uncertainties, based on the SDP formulation of the robust least squares problem. The effectiveness of the proposed algorithm is demonstrated by simulation results and comparison in Section 5. Conclusions are drawn in Section 6.
KALMAN FILTER AND LINEAR REGRESSION
The discrete Kalman filter is a set of mathematical equations to estimate the state 
where ) (k e is the prediction error of the observation vector, and its covariance matrix is ) (1) and (2) together, we get the following equivalent linear model:
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(11) is nothing but a standard least-squares regression with solution given by [1] :
and covariance
In other words, the Kalman filter can also be thought of as the solution to a weighted least-squares problem with
. Both the Kalman filter and the linear least-squares regression are based on the Gaussian assumption, so their performance will deteriorate considerably when the observation or state noise are contaminated by non-Gaussian impulsive noise.
In the next section, we will introduce the robust form of (12) to improve the robustness of the state estimation.
IMPROVED ROBUST KALMAN FILTER AGAINST OUTLIERS
Equation (12) is solved by minimizing the following least-squares cost function ) (
is the corresponding estimation error, and n is the dimension of ) (k Y .
In M-estimation, a nonlinear score function ) ( instead of the quadratic function in (14) is minimized to restrain the adverse effect of outliers:
A commonly used function for ) ( is the Huber function: 
where is the threshold parameter which should be carefully selected so that the estimation error i e can be deemphasized when i e as shown in Fig. 1 . Equating the first partial derivatives with respect to the elements of
, to zero, we obtain the following necessary condition for optimality: 
is a finite sample correction factor, ) ( med is the median operator,
, e is the forgetting factor and w N is the length of the estimation time window. 
ROBUST KALMAN FILTER AGAINST SYSTEM UNCERTAINTY
we can see that there is a corresponding uncertainty in X and Y:
and they can be modeled in a similar form as follows: , respectively. The optimal estimation of is not the least-squares solution obtained "from point to point", but "from area to area".
SIMULATION RESULTS
Our simulation system is a three-state track model with the following parameters: 
H
. The state noise k w is assumed to be zero-mean white Gaussian noise with a variance of 0.001, and the random observation noise ) (k v is generated from the following contaminated Gaussian noise model with probability distribution function (p.d.f.):
Here, 0 corresponds to Gaussian noise and a value of 15 . 0 and 10 0 is used to simulate the non-Gaussian noise and outliers. Simulation results are compared in terms of the cumulative estimation error (CEE):
Fig . 3 shows the results of the various algorithms in Gaussian noise. We can see that the difference between the conventional Kalman filter and the robust Kalman filter is very small. This indicates the robust Kalman filter also works well in Gaussian noise environment. However, it can be seen from Fig. 4 that in non-Gaussian noise environment, the robust Kalman filter against outliers can achieve a much better performance. We also see that, in both noise circumstances, the robust Kalman filter with system uncertainty gives the best performance because prior information of the system uncertainty has been taken into account in the robust least squares framework.
CONCLUSION
A new robust Kalman filter algorithm under outliers and system uncertainties is presented. It extends the robust Kalman filter of Durovic and Kovacevic to include unknown-but-bounded parameter uncertainties in the state or observation matrix. The robust state estimation problem is first formulated as a M-estimation problem, which leads to a unconstrained nonlinear optimization problem. This is solved iteratively as a series of linear least-squares problem subject to the bounded system uncertainties using the robust least squares method proposed by A. Ben-Tal and A. Nemirovski. The improved robustness of the proposed algorithm is illustrated by computer simulation results. 
