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ABSTRACT
Consider the regular wreath product group P = Z9 o (Z3×Z3). The problem of deter-
mining all normal subgroups of P that are contained in its base subgroup is equivalent
to determining the subgroups of a certain matrix group M that are invariant under
two particular endomorphisms of M . This thesis is a partial solution to the latter.
We use concepts from linear algebra and group theory to find and count so-called
doubly-invariant subgroups of M .
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CHAPTER I
INTRODUCTION
The work of this thesis is motivated by Dr. Riedl’s research into the regular wreath
product group P = Z9 o (Z3 × Z3), and focuses on his work to identify all normal
subgroups of P contained in a specific subgroup of P . This problem is equivalent
to determining all subgroups of a specific matrix group that are invariant under two
specific endomorphisms. This thesis will focus on the latter.
Dr. Riedl has developed a method that systematically divides this extensive
problem into 98 non-overlapping subproblems. The goal of this thesis is to provide
the solutions to three of these subproblems. Some definitions and background infor-
mation are required to explicitly state the problem. The following definitions and
information are taken from Dr. Riedl’s unpublished notes [1], Stacie Wyles’ thesis
[2], and Jessica Gonda’s thesis [3].
Definition. Let M be the additive abelian matrix group consisting of all 3-
by-3 matrices with entries from the ring of integers modulo 9, namely Z9 = {0, 1, ..., 8}.
We refer to M as the matrix group.
Definition. We define endomorphisms ∂i : M → M for i ∈ {1, 2}. Let
1
x ∈M . We write x as
x =

x0,0 x0,1 x0,2
x1,0 x1,1 x1,2
x2,0 x2,1 x2,2
 .
We define the matrix
∂1x =

x1,0 x1,1 x1,2
x2,0 x2,1 x2,2
−3(x1,0 + x2,0) −3(x1,1 + x2,1) −3(x1,2 + x2,2)
 .
We refer to ∂1x as the vertical derivative of the matrix x. We also define the matrix
∂2x =

x0,1 x0,2 −3(x0,1 + x0,2)
x1,1 x1,2 −3(x1,1 + x1,2)
x2,1 x2,2 −3(x2,1 + x2,2)
 .
We refer to ∂2x as the horizontal derivative of the matrix x. Note that ∂1∂2 = ∂2∂1,
that is, the endomorphisms ∂1 and ∂2 commute.
Definition. Let i ∈ {1, 2}. We say that a subgroup H of M is ∂i-invariant
if ∂iH ⊆ H. If a subgroup H of M is both ∂1-invariant and ∂2-invariant, we say that
H is doubly-invariant. Let V be the set of all doubly-invariant subgroups of M .
Definition. Let θ and ϕ be endomorphisms of the group M . We shall write
θϕ to denote the composition of θ and ϕ, which itself is also an endomorphism. For
a nonnegative integer k, we use θk to denote the k-fold composition of θ with itself.
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Finally, let θ(H) denote the image of a subgroup H of M under θ. Note that θ(H)
is also a subgroup of M .
We say that a subgroup H of M is an Engel subgroup if H = ∂a11 ∂
a2
2 (M)
for nonnegative integers a1 and a2. Let E be the set of all Engel subgroups of M . It
can be shown [1] that E ⊆ V , that is, every Engel subgroup is doubly invariant. Let
B be the set of all subgroups B of M such that B is the product of some collection
of Engel subgroups. It can also be shown that B ⊆ V , that is, every subgroup B of
M contained in B is doubly invariant. For each doubly-invariant subgroup H ∈ V of
M , we define the infimum of H, denoted inf(H), to be the product of all subgroups
of H that are members of B. It can be shown that inf(H) ∈ B for every H ∈ V and
that inf(B) = B for every B ∈ B. Thus, we have a surjective map V → B given by
H 7→ inf(H). For every subgroup B ∈ B, we define the pre-image of B under the
mapping defined above: V(B) = {H ∈ V |inf(H) = B}. We now have the following
disjoint union:
V =
⋃
B∈B
V(B).
It is shown in Chapter 2 of Stacie Wyles’ thesis [2] that |B| = 98. Thus,
the problem of determining the members of V is partitioned into 98 subproblems of
determining the members of V(B) for a specific B ∈ B.
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In this thesis, we find all members of V(B) for three particular subgroups
B(1), B(2), and B(3) contained in B. The subgroup B(1) consists of all matrices of
the form 
a1 a2 0
a3 a4 0
0 0 0
 ,
where a1, a2, a3, and a4 are multiples of 3. We will find that |V(B(1))| = 162.
The subgroup B(2) consists of all matrices of the form
b1 b2 b3
b4 0 0
b5 0 0
 ,
where b1 ∈ Z9, b2 and b4 are multiples of 3, and b3 = b5 = −3b1. We will find that
|V(B(2))| = 189.
The subgroup B(3) consists of all matrices of the form
c1 c2 c3
c4 c5 0
c6 0 0
 ,
where c1 ∈ Z9 and c2, c3, c4, c5 and c6 are multiples of 3. We will find that |V(B(3))| =
1547.
We shall show in Chapter 2 that the subgroups B(1), B(2), and B(3) are
indeed products of certain collections of Engel subgroups.
4
CHAPTER II
PRELIMINARIES
We now give an overview of the method for determining all the members of V(B) for
an arbitrary B ∈ B. We also introduce notation and terminology that we will use
throughout this thesis.
The goal is to determine all the subgroups belonging to the set V(B). Dr.
Riedl has developed a systematic method for this. The order in which we discover
the various members of V(B) by this method naturally imposes a tree structure on
the set V(B). The subgroup B itself is the root of this tree. The method initially
discovers a certain collection of subgroups in V(B) which properly contain B, and
these subgroups belong to what we call Level 1. Let L1 denote the set consisting
of all those subgroups at Level 1. If there are still more members of V(B) yet to
be found, the method then proceeds to discover another collection of subgroups in
V(B), each of which is naturally associated with (and properly contains) a unique
subgroup belonging to Level 1. The members of this second collection of subgroups
in V(B) belong to what we call Level 2. Let L2 denote the set consisting of all those
subgroups at Level 2. The method then continues to discover any subgroups that
might exist at higher levels.
In carrying out this precedure, once we have determined all the members of
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Lk for some given k, our method provides a way to distinguish between those mem-
bers of Lk that are associated with at least one member of Lk+1 (these are called the
nonterminal members of Lk) and those members of Lk that are not associated with
any member of Lk+1 (these are called the terminal members of Lk). We write Lˆk to
denote the set consisting of all the nonterminal members of Lk.
Definition. Let B,B′ ∈ B. We say that B′ is an immediate successor of
B if B < B′ and there does not exist any B′′ ∈ B satisfying B < B′′ < B′.
We will construct our tree structure in such a way that no subgroup belong-
ing to V(B) contains an immediate successor of B. This will ensure that the infimum
of every member of V(B) is B, as desired.
Definition. If G is a nontrivial finite abelian group of prime-power order,
then the Fundmental Theorem of Finite Abelian Groups implies that G is isomorphic
to the direct product of n nontrivial cyclic groups, for a certain positive integer n
that is uniquely determined by G. The positive integer n is referred to as the rank
of the group G, denoted rank(G).
Definition. Let H ∈M . Since ∂1 and ∂2 are endomorphisms of M , we have
that ∂−11 H, the preimage of H under ∂1, and ∂
−1
2 H, the preimage of H under ∂2, are
both subgroups of M . We define the pullback of H as the following:
∂−1H = ∂−11 H ∩ ∂−12 H
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We now describe the method of determining the members of V(B) in more
detail.
We write Wk to denote an arbitrary member of Lk. If Wk is nonterminal,
we denote the set of all subgroups Wk+1 in Lk+1 that are associated with Wk as
Lk+1(Wk). Thus, the set Lk+1 is equal to the union of the sets Lk+1(Wk), where
Wk runs over every nonterminal member of Lk. In particular, since the subgroup B
(which we choose to denote W0) is associated with every subgroup W1 ∈ L1, we see
that L1 = L1(W0).
We define L1(W0) to be the set consisting of all subgroups W1 of M such that
W0 < W1 < ∂
−1W0 and the subgroup W1 contains no immediate successor of W0.
A subgroup W1 is nonterminal (and thus a member of Lˆ1) if and only if
rank(∂−1W0/W1) < rank(∂−1W1/W1). The members of L2(W1) for a particular mem-
ber W1 of Lˆ1 are the subgroups W2 satisfying W1 < W2 < ∂−1W1 and ∂−1W0 ∩W2 =
W1. These conditions are equivalent to W2/W1 being a nontrivial proper subgroup
of ∂−1W1/W1 whose intersection with ∂−1W0/W1 is trivial. The disjoint union of the
sets L2(W1) for all W1 ∈ Lˆ1 gives us L2.
A subgroup W2 is nonterminal (and thus a member of Lˆ2) if and only if
rank(∂−1W1/W2) < rank(∂−1W2/W2). The members of L3(W2) for a particular mem-
ber W2 of Lˆ2 are the subgroups W3 satisfying W2 < W3 < ∂−1W2 and ∂−1W1 ∩W3 =
W2. (These conditions are analagous to those used to find the members of L2(W1).)
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The disjoint union of the sets L3(W2) for all W2 ∈ Lˆ2 gives us L3. This process is
continued until we determine that all subgroups at a certain level k are terminal (i.e.
Lˆk is empty). The following theorem [1] states this explicitly.
Theorem. If B ∈ B and B < M , then V(B) is equal to the disjoint union of
its subsets Lk for k = 0, 1, 2,....
In order to determine whether a subgroup Wk is nonterminal, we calculate
the pullback ∂−1Wk, which can be computationally extensive. The following result
is an application of the Generalized Terminal Lemma [1] with p = 3. It allows us to
recognize in certain situations that a subgroup Wk is terminal before calculating its
pullback.
Lemma. Generalized Terminal Lemma: Let W and W ′ be subgroups of M
such that W < W ′ and |W ′/W | = 3. Suppose that m′ is an element in M such
that W ′ = 〈W,m′〉. Let l1, l2 ∈ Z3 = {0, 1, 2}. Assume that neither the (2, l2)-entry
nor the (l1, 2)-entry of the matrix m
′ is divisible by 3, and that both the (2, l2)-entry
and the (l1, 2)-entry of every member of W is divisible by 3. Then we conclude that
∂−1W ′ = ∂−1W (and thus W is terminal).
Proof. Since W ⊆ W ′, we clearly have ∂−1W ⊆ ∂−1W ′. It remains to
establish the reverse inclusion. Let x ∈ ∂−1W ′. Thus x ∈ ∂−11 W ′∩∂−12 W ′, which says
that ∂1x ∈ W ′ and ∂2x ∈ W ′. To show that x ∈ ∂−1W , we must show that ∂1x ∈ W
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and ∂2x ∈ W . We shall now argue that ∂1x ∈ W using only the fact that ∂1x ∈ W ′.
(A similar argument can be used to establish ∂2x ∈ W .)
Since ∂1x ∈ W ′ = 〈W,m′〉, there exists an element m ∈ W and an element
a ∈ Z9 such that
∂1x = m+ am
′ (?).
Since m ∈ W , by hypothesis the (2, l2)-entry of the matrix m is divisible by 3. By the
definition of the operator ∂1, the (2, l2)-entry of the matrix ∂1x is divisible by 3. By
(?) it follows that the (2, l2)-entry of the matrix am
′ is divisible by 3. Let r denote
the (2, l2)-entry of the matrix m
′. Hence the (2, l2)-entry of the matrix am′ is ar.
We now see that a and r are elements of Z9 whose product ar is divisible by
3. By one of our hypotheses, we know that r is not divisible by 3. It follows that a
is divisible by 3, and so we may write a = 3b for some element b ∈ Z9. Now (?) may
be written as
∂1x = m+ b(3m
′).
Since W ′ = 〈W,m′〉 while |W ′/W | = 3, we obtain 3m′ ∈ W . Since W is a
subgroup of M that contains both m and 3m′, it follows that W contains the matrix
m+ b(3m′) = ∂1x, as desired. This completes the proof.
The following notation will be used throughout the entirety of this thesis.
For each r ∈ Z9 = {0, 1, ..., 8}, there exist unique values s, t ∈ {0, 1, 2} such that
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r = 3s+ t. Thus, we write an arbitrary matrix x ∈M as
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2 + t2,2
 ,
where si,j ∈ {0, 1, 2} and ti,j ∈ {0, 1, 2} for all i and j. Using this notation, we write
the vertical derivative of x as.
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2 + t2,2
−3(t1,0 + t2,0) −3(t1,1 + t2,1) −3(t1,2 + t2,2)

and the horizontal derivative of x as
∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 + t1,2 −3(t1,1 + t1,2)
3s2,1 + t2,1 3s2,2 + t2,2 −3(t2,1 + t2,2)
 .
Definition. Recall that Z9 = {0, 1, 2, ..., 8} is a group under addition modulo
9. We define the following subgroups of Z9: Let Ω0(Z9) = {0}, let Ω1(Z9) = {0, 3, 6},
and let Ω2(Z9) = {0, 1, ..., 8}. For a given collection of values α(i, j) ∈ {0, 1, 2} where
i, j ∈ {0, 1, 2}, we define the pattern subgroup

α(0, 0) α(0, 1) α(0, 2)
α(1, 0) α(1, 1) α(1, 2)
α(2, 0) α(2, 1) α(2, 2)


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to be the set of all matrices
x =

x0,0 x0,1 x0,2
x1,0 x1,1 x1,2
x2,0 x2,1 x2,2
 ∈M
for which the (i, j)-entry xi,j belongs to the set Ωα(i,j)(Z9).
We now describe a larger collection of subgroups of M that properly includes
the pattern subgroups. These are called generalized pattern subgroups. Our
notation for a generalized pattern subgroup is analogous to our notation for a pattern
subgroup. In our notation for a generalized pattern subgroup, any of α(2, 0), α(2, 1),
α(2, 2) might also represent the symbol ∨. For each j ∈ {0, 1, 2}, if α(2, j) is given
by ∨ then x2,j = −3(x0,j + x1,j) for every matrix x in that generalized pattern
subgroup. Any of α(0, 2), α(1, 2), α(2, 2) might also represent the symbol >. For
each i ∈ {0, 1, 2}, if α(i, 2) is given by > then xi,2 = −3(xi,0 + xi,1) for every matrix
x in that generalized pattern subgroup.
The subgroup
B(1) =


1 1 0
1 1 0
0 0 0


is the Engel subgroup ∂31∂
1
2(M) = ∂
1
1∂
3
2(M).
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The subgroup
B(2) =


2 1 >
1 0 0
∨ 0 0


is the Engel subgroup ∂21∂
2
2(M).
The subgroup
B(3) =


2 1 1
1 1 0
1 0 0


is the product of the following four Engel subgroups:
∂41∂
0
2(M) =


1 1 1
0 0 0
0 0 0

 , ∂
0
1∂
4
2(M) =


1 0 0
1 0 0
1 0 0

 ,
∂21∂
2
2(M) =


2 1 >
1 0 0
∨ 0 0

 , ∂
3
1∂
1
2(M) =


1 1 0
1 1 0
0 0 0

 .
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CHAPTER III
DOUBLY-INVARIANT SUBGROUPS FOR B(1)
Let
B(1) =


1 1 0
1 1 0
0 0 0

 .
We determine the set V(B). The immediate successors of B(1) in B are
B1 =


1 1 0
1 1 0
1 0 0

 and B2 =


1 1 1
1 1 0
0 0 0

 and B3 =


2 1 >
1 1 0
∨ 0 0

 .
Let W0 = B(1). We determine the pullback of W0 as
∂−1W0 =


2 2 2
1 1 0
1 1 0


⋂


2 1 1
2 1 1
2 0 0

 =


2 1 1
1 1 0
1 0 0

 = U(3).
Note that |W0| = 34 and |∂−1W0| = 37 and ∂−1W0/W0 ∼= Z3 × Z3 × Z3. Note that
∂−1W0/W0 is a vector space with basis y1 +W0, y2 +W0, y3 +W0 where
y1 =

0 0 0
0 0 0
3 0 0
 , y2 =

0 0 3
0 0 0
0 0 0
 , y3 =

1 0 −3
0 0 0
−3 0 0
 .
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The 1-dimensional subspaces of ∂−1W0/W0 generated by the basis vectors
y1 +W0, y2 +W0, y3 +W0 are B1/W0, B2/W0, B3/W0 respectively.
The set L1 consists of all subgroups W1 that satisfy W0 < W1 ⊆ ∂−1W0
and Bk 6⊆ W1 for k ∈ {1, 2, 3}. The subgroups W1 belonging to L1 correspond to
the nontrivial proper subspaces W1/W0 of ∂
−1W0/W0 that contain none of the three
1-dimensional subspaces B1/W0, B2/W0, B3/W0. Since ∂
−1W0/W0 has dimension 3,
every such subspace W1/W0 has dimension 1 or 2.
To help us define the subgroups W1 belonging to L1, it will be convenient
to identify each element of the vector space ∂−1W0/W0 with its coordinate vector
with respect to the ordered basis y1 +W0, y2 +W0, y3 +W0. In this way we identify
∂−1W0/W0 with the vector space Z3 ×Z3 ×Z3 consisting of row vectors. Under this
identification, the elements y1 + W0, y2 + W0, y3 + W0 in ∂
−1W0/W0 are associated
with the so-called standard basis vectors [1, 0, 0], [0, 1, 0], [0, 0, 1] in Z3 × Z3 × Z3.
The subgroups W1 belonging to L1 are in one-to-one correspondence with
the nontrivial proper subspaces W1/W0 of ∂
−1W0/W0 that contain none of y1 +W0,
y2 +W0, y3 +W0. Under our identification, each such subspace W1/W0 is associated
with a subspace S of Z3 × Z3 × Z3 that contains none of the standard basis vectors
[1, 0, 0], [0, 1, 0], [0, 0, 1]. Let m denote the unique matrix in reduced row-echelon form
that is row-equivalent to the matrix whose rows are the members of an arbitrarily-
chosen basis of such a subspace S. If W1/W0 is 1-dimensional then there are two
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possible forms for the matrix m. The first form is
m =
[
0 1 c1
]
for c1 ∈ {1, 2}
(2 possibilities), which is considered in Case 1. The second form is
m =
[
1 c1 c2
]
for c1, c2 ∈ {0, 1, 2} where (c1, c2) 6= (0, 0)
(8 possibilities), which is considered in Case 2. If W1/W0 is 2-dimensional then there
is one possible form for the matrix m:
m =
1 0 c1
0 1 c2
 for c1, c2 ∈ {1, 2}
(4 possibilities), which is considered in Case 3.
We now summarize our results.
In Case 1 we find exactly 2 subgroups W1 ∈ L1, both satisfying |W1| = 35.
Both of these members of L1 are nonterminal and contained in 9 members of L2.
Thus we find 18 subgroups W2 ∈ L2, all satisfying |W2| = 36. Every member of L2 is
terminal. So in Case 1 we find a total of 2 + 18 = 20 subgroups.
In Case 2 we find 8 subgroups W1 ∈ L1, all satisfying |W1| = 35. Exactly 2 of
these 8 members of L1 are nonterminal. Both of these 2 nonterminal members of L1
is contained in 9 members of L2. Thus we find 18 subgroups W2 ∈ L2, all satisfying
|W2| = 36. Each of these 18 members of L2 is terminal. So in Case 2 we find a total
of 8 + 18 = 26 subgroups.
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In Case 3 we find 4 subgroups W1 ∈ L1, all nonterminal andl satisfying
|W1| = 36. Each of these 4 nonterminal members of L1 is contained in 12 members
W2 ∈ L2 satisfying |W2| = 37 and 9 members W2 ∈ L2 satisfying |W2| = 38. Thus we
find 48 + 36 = 84 subgroups W2 ∈ L2. Each of the 48 subgroups W2 ∈ L2 satisfying
|W2| = 37 is terminal. Exactly 9 of the 36 subgroups W2 ∈ L2 satisfying |W2| = 38 are
nonterminal. Each of these 9 nonterminal members of L2 is contained in 3 members
of L3. Thus we find 27 subgroups W3 ∈ L3, all terminal and satisfying |W3| = 39. So
in Case 3 we find a total of 4 + 84 + 27 = 115 subgroups.
In the three separate cases that we have considered, the number of subgroups
that we have found are 20, 26, and 115 respectively. Thus, remembering to include B
itself (the unique member of L0) in our count, we obtain |V(B)| = 1+20+26+115 =
162.
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CHAPTER IV
CASE 1 FOR B(1)
We fix an arbitrary value c1 ∈ {1, 2}. There are 2 ways to choose the value c1. Let
m1 = y2 + c1y3. Thus
m1 =

c1 0 3(1− c1)
0 0 0
−3c1 0 0
 .
Let W1 = 〈W0,m1〉 ∈ L1. The number of subgroups W1 of this type is 2. Since
m1 6∈ W0 and 3m1 ∈ W0 we have |W1/W0| = 3. Since |W0| = 34 it follows that
|W1| = 35. Note that ∂−1W0/W1 ∼= Z3 × Z3 and rank(∂−1W0/W1) = 2. We now
calculate the pullback ∂−1W1. The subgroup W1 is contained in the pattern subgroup

2 1 1
1 1 0
1 0 0

 .
Thus the pullback ∂−1W1 is contained in the pattern subgroup

2 2 2
2 1 1
1 1 0


⋂


2 2 1
2 1 1
2 1 0

 =


2 2 1
2 1 1
1 1 0

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2
3s1,0 + t1,0 3s1,1 3s1,2
3s2,0 3s2,1 0
 ∈


2 2 1
2 1 1
1 1 0

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 3s1,2
3s2,0 3s2,1 0
−3t1,0 0 0
 and ∂2x =

3s0,1 + t0,1 3s0,2 −3t0,1
3s1,1 3s1,2 0
3s2,1 0 0
 .
The variables in play are those appearing in the matrix

0 t0,1 0
t1,0 0 3s1,2
0 3s2,1 0
 .
We wish to identify a value a1 ∈ Z9 such that ∂1x ≡ a1m1 (mod I). A formal
expression for a1m1 is
a1

c1 0 3(1− c1)
0 0 0
−3c1 0 0
 =

c1a1 0 3(1− c1)a1
0 0 0
−3c1a1 0 0
 .
Comparing (0, 0)-entries, we get t1,0 ≡ c1a1 and so a1 ≡ c1t1,0.
Comparing (0, 2)-entries, we get s1,2 ≡ (1− c1)a1 and so s1,2 ≡ (c1 − 1)t1,0.
Comparing (2, 0)-entries, we get t1,0 ≡ c1a1, which is a congruence we have
already obtained.
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We see that ∂1x ∈ W1 if and only if
s1,2 ≡ (c1 − 1)t1,0 (A1).
We wish to identify a value b1 ∈ Z9 such that ∂2x ≡ b1m1 (mod I). A formal
expression for b1m1 is
b1

c1 0 3(1− c1)
0 0 0
−3c1 0 0
 =

c1b1 0 3(1− c1)b1
0 0 0
−3c1b1 0 0
 .
Comparing (0, 0)-entries we get t0,1 ≡ c1b1 and so b1 ≡ c1t0,1.
Comparing (0, 2)-entries we get t0,1 ≡ (c1−1)b1. Using c21 ≡ 1 and b1 ≡ c1t0,1,
we get c1t0,1 ≡ 0 and thus t0,1 = 0.
Comparing (2, 0)-entries we get s2,1 ≡ −c1b1. Using c21 ≡ 1 and b1 ≡ c1t0,1,
we get s2,1 ≡ −t0,1 and thus s2,1 ≡ 0.
We see that ∂2x ∈ W1 if and only if
t0,1 ≡ 0 (B1)
s2,1 ≡ 0 (B2).
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Hence x ∈ ∂−1W1 if and only if
s1,2 ≡ (c1 − 1)t1,0 (A1)
t0,1 ≡ 0 (B1)
s2,1 ≡ 0 (B2).
We regard t1,0 as the free variable. Taking t1,0 = 1, the matrix x becomes
v1 =

0 0 0
1 0 3(c1 − 1)
0 0 0
 .
Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0

 , y1 =

0 0 0
0 0 0
3 0 0
 and y3 =

1 0 −3
0 0 0
−3 0 0

We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0, we have
|∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 37, it follows that |∂−1W1| = 38. Recalling
that |W1| = 35, we obtain |∂−1W1/W1| = 33.
Each of y1, y3, v1 is contained in ∂
−1W1 but not in W1. Each of 3y1, 3y3 3v1
is contained in W1. Thus each of y1 + W1, y3 + W1, v1 + W1 is an element of order
3 in the group ∂−1W1/W1. These three elements form a generating set for the group
∂−1W1/W1. Recalling that |∂−1W1/W1| = 33, we obtain ∂−1W1/W1 ∼= Z3 × Z3 × Z3.
Thus rank(∂−1W1/W1) = 3 and we may regard ∂−1W1/W1 as a vector space.
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Since rank(∂−1W0/W1) = 2, we have rank(∂−1W0/W1) < rank(∂−1W1/W1).
Hence W1 is nonterminal and W1 ∈ Lˆ1.
Note that y1 +W1, y3 +W1, v1 +W1 is a basis for the vector space ∂
−1W1/W1
and that the subspace ∂−1W0/W1 has basis y1 +W1, y3 +W1.
We fix arbitrary values c2, c3 ∈ {0, 1, 2}. There are 9 ways to choose the
values c2, c3. Let m2 = c2y1 + c3y3 + v1. Thus
m2 =

c3 0 −3c3
1 0 3(c1 − 1)
3(c2 − c3) 0 0
 .
Let W2 = 〈W1,m2〉 ∈ L2. The number of subgroups W2 of this type is 9. Since
m2 6∈ W1 and 3m2 ∈ W1, we have |W2/W1| = 3. Since |W1| = 35, it follows that
|W2| = 36. Recalling that |∂−1W1| = 38, we now deduce that ∂−1W1/W2 ∼= Z3 × Z3
and rank(∂−1W1/W2) = 2.
We now calculate the pullback ∂−1W2. The subgroup W2 is contained in the
pattern subgroup 

2 1 1
2 1 1
1 0 0

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 1 1
2 1 1


⋂


2 2 1
2 2 1
2 1 0

 =


2 2 1
2 1 1
2 1 0

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2
3s1,0 + t1,0 3s1,1 3s1,2
3s2,0 + t2,0 3s2,1 0
 ∈


2 2 1
2 1 1
2 1 0

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 3s1,2
3s2,0 + t2,0 3s2,1 0
−3(t1,0 + t2,0) 0 0
 and ∂2x =

3s0,1 + t0,1 3s0,2 −3t0,1
3s1,1 3s1,2 0
3s2,1 0 0
 .
The variables in play are those appearing in the matrix

0 t0,1 0
t1,0 0 3s1,2
t2,0 3s2,1 0
 .
We wish to identify values a1, a2 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 (mod I).
A formal expression for a1m1 + a2m2 is
a1

c1 0 3(1− c1)
0 0 0
−3c1 0 0
+ a2

c3 0 −3c3
1 0 3(c1 − 1)
3(c2 − c3) 0 0

=

c1a1 + c3a2 0 3(a1 − c1a1 − c3a2)
a2 0 3(c1a2 − a2)
3(−c1a1 + c2a2 − c3a2) 0 0
 .
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Comparing (1, 0)-entries, we get a2 ≡ t2,0.
Comparing (0, 0)-entries, we get t1,0 ≡ c1a1 + c3a2 and thus a1 ≡ c1t1,0 −
c1c3t2,0.
Comparing (2, 0)-entries, we get t1,0 + t2,0 ≡ c1a1 − c2a2 + c3a2 and thus
(1 + c2)t2,0 ≡ 0.
Comparing (0, 2)-entries, we get s1,2 ≡ a1 − c1a1 − c3a2 and thus s1,2 ≡
(c1 − 1)t1,0 − c1c3t2,0.
Comparing (1, 2)-entries, we get (c1 − 1)a2 ≡ 0 and thus (c1 − 1)t2,0 ≡ 0.
We see that ∂1x ∈ W2 if and only if
(1 + c2)t2,0 ≡ 0 (A1)
s1,2 ≡ (c1 − 1)t1,0 − c1c3t2,0 (A2)
(c1 − 1)t2,0 ≡ 0 (A3).
We wish to identify values b1, b2 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 (mod I).
A formal expression for b1m1 + b2m2 is
b1

c1 0 3(1− c1)
0 0 0
−3c1 0 0
+ b2

c3 0 −3c3
1 0 3(c1 − 1)
3(c2 − c3) 0 0

=

c1b1 + c3b2 0 3(b1 − c1b1 − c3b2)
b2 0 3(c1b2 − b2)
3(−c1b1 + c2b2 − c3b2) 0 0
 .
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Comparing (1, 0)-entries, we get b2 ≡ 3s1,1 and thus b2 ≡ 0.
Comparing (0, 0)-entries, we get 3s0,1 + t0,1 ≡ c1b1 + c3b2 and thus b1 ≡ c1t0,1.
Comparing (0, 2)-entries, we get −3t0,1 ≡ 3(b1− c1b1− c3b2) and thus b1 ≡ 0.
Comparing (2, 0)-entries, and recalling that b1 ≡ b2 ≡ 0, we get s2,1 ≡ 0.
We see that ∂2x ∈ W2 if and only if
t0,1 ≡ 0 (B1)
s2,1 ≡ 0 (B2).
It is convenient to define cases. In Case 1.1, we suppose that (c1, c2) 6= (1, 2)
and in Case 1.2, we suppose that (c1, c2) = (1, 2).
4.1 Case 1.1.
We suppose that (c1, c2) 6= (1, 2). Then either c1 6= 1 or c2 6= 2. We now argue that
t2,0 = 0.
Suppose c1 6= 1. Then c1 − 1 6≡ 0 and thus (A3) becomes t2,0 ≡ 0.
Suppose c2 6= 2. Then (1 + c2) 6≡ 0 and thus (A1) becomes t2,0 ≡ 0.
Since t2,0 ≡ 0 and c1 − 1 = 1, (A2) becomes s1,2 ≡ t1,0.
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Hence x ∈ ∂−1W2 if and only if
t2,0 ≡ 0 (A1)
s1,2 ≡ t1,0 (A2)
t0,1 ≡ 0 (B1)
s2,1 ≡ 0 (B2).
We regard t1,0 as the free variable. Taking t1,0 = 1, the matrix x becomes
v1 =

0 0 0
1 0 3
0 0 0
 .
Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0

 and v1 =

0 0 0
1 0 3(c1 − 1)
0 0 0

We see that ∂−1W2 = 〈∂−1W1, v1〉. Since v1 ∈ ∂−1W1 we have ∂−1W2 = ∂−1W1. Thus
∂−1W2/W1 = ∂−1W1/W1, and so we have that rank(∂−1W2/W1) = rank(∂−1W1/W1).
So W2 is terminal.
4.2 Case 1.2.
Now we suppose that (c1, c2) = (1, 2). In this case, (A1) and (A3) give no information
and (A2) becomes s1,2 ≡ −c3t2,0.
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Hence x ∈ ∂−1W2 if and only if
s1,2 ≡ −c3t2,0 (A2)
t0,1 ≡ 0 (B1)
s2,1 ≡ 0 (B2).
We regard t1,0 and t2,0 as the free variables. Taking t1,0 = 1 and t2,0 = 0, the
matrix x becomes
v1 =

0 0 0
1 0 0
0 0 0
 .
Taking t1,0 = 0 and t2,0 = 1, the matrix x becomes
v2 =

0 0 0
0 0 −3c3
1 0 0
 .
We see that ∂−1W2 = 〈∂−1W1, v2〉. Since v2 6∈ ∂−1W1 and 3v2 ∈ ∂−1W1,
we have |∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 38, it follows that |∂−1W2| = 39.
Recalling that |W2| = 36, we obtain |∂−1W2/W2| = 33.
Since v2 ∈ ∂−1W2 and v2 6∈ W2 and 3v2 6∈ W2, we find that v2 + W2 is an
element of order greater than 3 in the group ∂−1W2/W2. Thus, ∂−1W2/W2 ∼= Z9×Z3
and so rank(∂−1W2/W2) = rank(∂−1W1/W2). So W2 is terminal.
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CHAPTER V
CASE 2 FOR B(1)
We fix arbitrary values c1, c2 ∈ {0, 1, 2} such that (c1, c2) 6= (0, 0). There are 8 ways
to choose the values c1 and c2. Let m1 = y1 + c1y2 + c2y3. Thus
m1 =

c2 0 3(c1 − c2)
0 0 0
3(1− c2) 0 0
 .
Let W1 = 〈W0,m1〉 ∈ L1. The number of subgroups W1 of this type is 8. Since
m1 6∈ W0 and 3m1 ∈ W0 we have |W1/W0| = 3. Since |W0| = 34 it follows that
|W1| = 35. Note that ∂−1W0/W1 ∼= Z3 × Z3 and rank(∂−1W0/W1) = 2. We now
calculate the pullback ∂−1W1. The subgroup W1 is contained in the pattern subgroup

2 1 1
1 1 0
1 0 0

 .
Thus the pullback ∂−1W1 is contained in the pattern subgroup

2 2 2
2 1 1
1 1 0


⋂


2 2 1
2 1 1
2 1 0

 =


2 2 1
2 1 1
1 1 0

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2
3s1,0 + t1,0 3s1,1 3s1,2
3s2,0 3s2,1 0
 ∈


2 2 1
2 1 1
1 1 0

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 3s1,2
3s2,0 3s2,1 0
−3t1,0 0 0
 and ∂2x =

3s0,1 + t0,1 3s0,2 −3t0,1
3s1,1 3s1,2 0
3s2,1 0 0
 .
The variables in play are those appearing in the matrix

0 t0,1 0
t1,0 0 3s1,2
0 3s2,1 0
 .
We wish to identify a value a1 ∈ Z9 such that ∂1x ≡ a1m1 (mod I). A formal
expression for a1m1 is
a1

c2 0 3(c1 − c2)
0 0 0
3(1− c2) 0 0
 =

c2a1 0 3(c1 − c2)a1
0 0 0
3(1− c2)a1 0 0
 .
Comparing (0, 0)-entries, we get t1,0 ≡ c2a1.
Comparing (2, 0)-entries, we get t1,0 ≡ (c2 − 1)a1 and so a1 ≡ 0.
Comparing (0, 2)-entries, we get s1,2 ≡ (c1 − c2)a1 and so s1,2 ≡ 0.
Since a1 ≡ 0, the first congruence becomes t1,0 ≡ 0.
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We see that ∂1x ∈ W1 if and only if
t1,0 ≡ 0 (A1)
s1,2 ≡ 0 (A2).
We wish to identify a value b1 ∈ Z9 such that ∂2x ≡ b1m1 (mod I). A formal
expression for b1m1 is
b1

c2 0 3(c1 − c2)
0 0 0
3(1− c2) 0 0
 =

c2b1 0 3(c1 − c2)b1
0 0 0
3(1− c2)b1 0 0
 .
Comparing (0, 0)-entries, we get t0,1 ≡ c2b1.
Comparing (0, 2)-entries, we get t0,1 ≡ (c2 − c1)b1 and so c1b1 ≡ 0.
Comparing (2, 0)-entries, we get s2,1 ≡ (1− c2)b1 and so b1 ≡ s2,1 + t0,1.
We see that ∂2x ∈ W1 if and only if
t0,1 ≡ c2b1 (B1)
c1b1 ≡ 0 (B2)
b1 ≡ s2,1 + t0,1 (B3).
It is convenient to define cases. Recall that c1, c2 ∈ {0, 1, 2} and that
(c1, c2) 6= (0, 0). In Case 2.1 we assume that c1 6= 0 and in Case 2.2 we assume
that c1 = 0.
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5.1 Case 2.1.
Suppose that c1 6= 0. Then c1 ∈ {1, 2} and thus c21 ≡ 1. Note that there are 6 such
subgroups W1. Then (B2) becomes b1 ≡ 0. Since b1 ≡ 0, (B1) becomes t0,1 ≡ 0 and
thus (B3) yields s2,1 ≡ 0.
Hence x ∈ ∂−1W1 if and only if
t1,0 ≡ 0 (A1)
s1,2 ≡ 0 (A2)
t0,1 ≡ 0 (B1)
s2,1 ≡ 0 (B3).
We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 ∈ ∂−1W0 we have ∂−1W1 =
∂−1W0. Thus, rank(∂−1W1/W1) = rank(∂−1W0/W1) and so W1 is terminal.
5.2 Case 2.2.
Suppose that c1 = 0. Since (c1, c2) 6= (0, 0), we conclude that c2 6= 0. Then c2∈ {1, 2}
and so c22 ≡ 1. Note that there are 2 such subgroups W1. Since c1 = 0, (B2)
becomes trivial. Combining (B1) with (B3), we get t0,1 ≡ c2(s2,1 + t0,1) and thus
s2,1 ≡ (c2 − 1)t0,1.
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Hence x ∈ ∂−1W1 if and only if
t1,0 ≡ 0 (A1)
s1,2 ≡ 0 (A2)
s2,1 ≡ (c2 − 1)t0,1 (B3).
We regard t0,1 as the free variable. Taking t0,1 = 1, the matrix x becomes
v1 =

0 1 0
0 0 0
0 3(c2 − 1) 0
 .
Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0

 , y1 =

0 0 0
0 0 0
3 0 0
 and y2 =

0 0 3
0 0 0
0 0 0

We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0, we have
|∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 37, it follows that |∂−1W1| = 38. Recalling
that |W1| = 35, we obtain |∂−1W1/W1| = 33.
Each of y1, y2, v1 is contained in ∂
−1W1 but not in W1. Each of 3y1, 3y2, 3v1
is contained in W1. Thus each of y1 + W1, y2 + W1, v1 + W1 is an element of order
3 in the group ∂−1W1/W1. These three elements form a generating set for the group
∂−1W1/W1. Recalling that |∂−1W1/W1| = 33, we obtain ∂−1W1/W1 ∼= Z3 × Z3 × Z3.
Thus rank(∂−1W1/W1) = 3 and we may regard ∂−1W1/W1 as a vector space.
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Since rank(∂−1W0/W1) = 2, we have rank(∂−1W0/W1) < rank(∂−1W1/W1).
Hence W1 is nonterminal and W1 ∈ Lˆ1.
Note that y1 +W1, y2 +W1, v1 +W1 is a basis for the vector space ∂
−1W1/W1
and that the subspace ∂−1W0/W1 has basis y1 +W1, y2 +W1.
We fix arbitrary values c3, c4 ∈ {0, 1, 2}. There are 9 ways to choose the
values c3, c4. Let m2 = c3y1 + c4y2 + v1. Thus
m2 =

0 1 3c4
0 0 0
3c3 3(c2 − 1) 0
 .
Let W2 = 〈W1,m2〉 ∈ L2. The number of subgroups W2 of this type is 9. Since
m2 6∈ W1 and 3m2 ∈ W1, we have |W2/W1| = 3. Since |W1| = 35, it follows that
|W2| = 36. Recalling that |∂−1W1| = 38, we now deduce that ∂−1W1/W2 ∼= Z3 × Z3
and rank(∂−1W1/W2) = 2.
We now calculate the pullback ∂−1W2. The subgroup W2 is contained in the
pattern subgroup 

2 2 1
1 1 0
1 1 0

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
1 1 0


⋂


2 2 2
2 1 1
2 1 1

 =


2 2 2
2 1 1
1 1 0

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 3s1,2
3s2,0 3s2,1 0
 ∈


2 2 2
2 1 1
1 1 0

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 3s1,2
3s2,0 3s2,1 0
−3t1,0 0 0

and ∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 3s1,2 0
3s2,1 0 0
 .
The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 0 3s1,2
0 3s2,1 0
 .
We wish to identify values a1, a2 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 (mod I). A
formal expression for a1m1 + a1m1 is
a1

c2 0 −3c2
0 0 0
3(1− c2) 0 0
+ a2

0 1 3c4
0 0 0
3c3 3(c2 − 1) 0

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=
c2a1 a2 3(c4a2 − c2a1)
0 0 0
3((1− c2)a1 + c3a2) 3(c2 − 1)a2 0
 .
Comparing (0, 1)-entries, we get a2 ≡ 3s1,1 and thus a2 ≡ 0.
Comparing (2, 1)-entries we get (c2−1)a2 ≡ 0, but since a2 ≡ 0, this is always
satisfied.
Comparing (0, 2)-entries, we get c4a2 − c2a1 ≡ s1,2. Since a2 ≡ 0 and c22 ≡ 1,
we get that a1 ≡ −c2s1,2.
Comparing (0, 0)-entries, we get c2a1 ≡ t1,0 and thus t1,0 ≡ −s1,2.
Comparing (2, 0)-entries, we get t1,0 ≡ (c2 − 1)a1 − c3a2 and thus t1,0 ≡
(c2 − 1)s1,2.
The last two congruences imply that (c2 − 1)s1,2 ≡ −s1,2. Thus c2s1,2 ≡ 0
and since c2 6= 0, we get s1,2 ≡ 0.
Since t1,0 ≡ −s1,2, we get that t1,0 ≡ 0.
We see that ∂1x ∈ W2 if and only if
t1,0 ≡ 0 (A1)
s1,2 ≡ 0 (A2).
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We wish to identify values b1, b2 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 (mod I).
A formal expression for b1m1 + b1m1 is
b1

c2 0 −3c2
0 0 0
3(1− c2) 0 0
+ b2

0 1 3c4
0 0 0
3c3 3(c2 − 1) 0

=

c2b1 b2 3(c4b2 − c2b1)
0 0 0
3((1− c2)b1 + c3b2) 3(c2 − 1)b2 0
 .
Comparing (0, 0)-entries we get t0,1 ≡ c2b1 and thus b1 ≡ c2t0,1.
Comparing (0, 1)-entries we get t0,2 ≡ b2.
Comparing (0, 2)-entries we get t0,1 + t0,2 ≡ c2b1 − c4b2. Thus t0,2 ≡ −c4t0,2
and so (1 + c4)t0,2 ≡ 0.
Comparing (2, 1)-entries we get (c2 − 1)b2 ≡ 0 and thus (c2 − 1)t0,2 ≡ 0.
Comparing (2, 0)-entries we get s2,1 ≡ (1 − c2)b1 + c3b2 and thus s2,1 ≡
(c2 − 1)t0,1 + c3t0,2.
Comparing (1, 2)-entries we get 3s1,1 ≡ 0 which is trivial.
We see that ∂2x ∈ W2 if and only if
(1 + c4)t0,2 ≡ 0 (B1)
(c2 − 1)t0,2 ≡ 0 (B2)
s2,1 ≡ (c2 − 1)t0,1 + c3t0,2 (B3).
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It is convenient to define cases. In Case 2.2.1 we assume that (c2, c4) 6= (1, 2)
and in Case 2.2.2 we assume that (c2, c4) = (1, 2).
5.2.1 Case 2.2.1.
Suppose that (c2, c4) 6= (1, 2). Then either c2 6= 1 or c4 6= 2. We now argue that
t0,2 = 0.
Suppose c2 6= 1. Then c2 − 1 6= 0 and (B2) becomes t0,2 ≡ 0.
Suppose c4 6= 2. Then 1 + c4 6= 0 and (B1) becomes t0,2 ≡ 0.
Since t0,2 = 0, (B3) becomes s2,1 ≡ (c2 − 1)t0,2.
Hence x ∈ ∂−1W2 if and only if
t1,0 ≡ 0 (A1)
s1,2 ≡ 0 (A2)
t0,2 ≡ 0 (B1)
s2,1 ≡ (c2 − 1)t0,1 (B3).
We regard t0,1 as the free variable. Taking t0,1 = 1, the matrix x becomes
v1 =

0 1 0
0 0 0
0 3(c2 − 1) 0
 .
We see that ∂−1W2 = 〈∂−1W1, v1〉. Since v1 ∈ ∂−1W1 we have ∂−1W2 =
∂−1W1. Thus, rank(∂−1W2/W2) = rank(∂−1W1/W2) and so W2 is terminal.
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5.2.2 Case 2.2.2.
Suppose that (c2, c4) = (1, 2). Then (B1) and (B2) both become trivial.
Since c2 = 1, then c2 − 1 = 0 and thus (B3) becomes s2,1 ≡ c3t0,2.
Hence x ∈ ∂−1W2 if and only if
t1,0 ≡ 0 (A1)
s1,2 ≡ 0 (A2)
s2,1 ≡ c3t0,2 (B3).
We regard t0,1 and t0,2 as the free variables. Taking t0,1 = 1 and t0,2 = 0, the
matrix x becomes
v1 =

0 1 0
0 0 0
0 0 0
 .
Taking t0,1 = 0 and t0,2 = 1, the matrix x becomes
v2 =

0 0 1
0 0 0
0 3c3 0
 .
We see that ∂−1W2 = 〈∂−1W1, v2〉. Since v2 6∈ ∂−1W1 and 3v2 ∈ ∂−1W1,
we have |∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 38, it follows that |∂−1W2| = 39.
Recalling that |W2| = 36, we obtain |∂−1W2/W2| = 33.
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Since v2 ∈ ∂−1W2 and v2 6∈ W2 and 3v2 6∈ W2, we find that v2 + W2 is an
element of order greater than 3 in the group ∂−1W2/W2. Thus, ∂−1W2/W2 ∼= Z9×Z3
and so rank(∂−1W2/W2) = rank(∂−1W1/W2). So W2 is terminal.
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CHAPTER VI
CASE 3 FOR B(1)
We fix arbitrary values c1, c2 ∈ {1, 2}. There are 4 ways to choose the values c1, c2.
Let m1 = y1 + c1y3 and let m2 = y2 + c2y3. Thus
m1 =

c1 0 −3c1
0 0 0
3(1− c1) 0 0
 ,m2 =

c2 0 3(1− c2)
0 0 0
−3c2 0 0
 .
Let W1 = 〈W0,m1,m2〉 ∈ L1. The number of subgroups W1 of this type is 4. Since
m1 6∈ W0 and 3m1 ∈ W0 we have |〈W0,m1〉/W0| = 3. Since m2 6∈ 〈W0,m1〉 and
3m2 ∈ 〈W0,m1〉 we have |W1/〈W0,m1〉| = 3. Thus |W1/W0| = 32. Since |W0| = 34
it follows that |W1| = 36. Note that ∂−1W0/W1 ∼= Z3 and rank(∂−1W0/W1) = 1.
We now calculate the pullback ∂−1W1. The subgroup W1 is contained in the pattern
subgroup 

2 1 1
1 1 0
1 0 0

 .
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Thus the pullback ∂−1W1 is contained in the pattern subgroup

2 2 2
2 1 1
1 1 0


⋂


2 2 1
2 1 1
2 1 0

 =


2 2 1
2 1 1
1 1 0

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2
3s1,0 + t1,0 3s1,1 3s1,2
3s2,0 3s2,1 0
 ∈


2 2 1
2 1 1
1 1 0

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 3s1,2
3s2,0 3s2,1 0
−3t1,0 0 0
 and ∂2x =

3s0,1 + t0,1 3s0,2 −3t0,1
3s1,1 3s1,2 0
3s2,1 0 0
 .
The variables in play are those appearing in the matrix

0 t0,1 0
t1,0 0 3s1,2
0 3s2,1 0
 .
We wish to identify values a1, a2 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 (mod I). A
formal expression for a1m1 + a2m2 is
a1

c1 0 −3c1
0 0 0
3(1− c1) 0 0
+ a2

c2 0 3(1− c2)
0 0 0
−3c2 0 0

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=
c1a1 + c2a2 0 3((1− c2)a2 − c1a1)
0 0 0
3((1− c1)a1 − c2a2) 0 0
 .
Comparing (0, 0)-entries we get t1,0 ≡ c1a1 + c2a2.
Comparing (2, 0)-entries we get t1,0 ≡ c2a2 − (1− c1)a1.
Combining these two congruences, we get c1a1 + c2a2 ≡ c2a2− (1− c1)a1 and
thus a1 ≡ 0.
So the both of these congruences become t1,0 ≡ c2a2 and so a2 ≡ c2t1,0.
Comparing (0, 2)-entries we get s1,2 ≡ (1 − c2)a2 − c1a1. Since a1 ≡ 0 and
a2 ≡ c2t1,0 this becomes s1,2 ≡ (c2 − 1)t1,0.
We see that ∂1x ∈ W1 if and only if
s1,2 ≡ (c2 − 1)t1,0 (A1).
We wish to identify values b1, b2 ∈ Z9 such that ∂1x ≡ b1m1 + b2m2 (mod I).
A formal expression for b1m1 + b2m2 is
b1

c1 0 −3c1
0 0 0
3(1− c1) 0 0
+ b2

c2 0 3(1− c2)
0 0 0
−3c2 0 0

=

c1b1 + c2b2 0 3((1− c2)b2 − c1b1)
0 0 0
3((1− c1)b1 − c2b2) 0 0
 .
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Comparing (0, 0)-entries we get t0,1 ≡ c1b1 + c2b2.
Comparing (0, 2)-entries we get t0,1 ≡ c1b1 − (1− c2)b2.
Combining these two congruences we get c1b1 + c2b2 ≡ c1b1 − (1− c2)b2 and
thus b2 ≡ 0.
So both of these congruences become t0,1 ≡ c1b1 and so b1 ≡ c1t0,1.
Comparing (2, 0)-entries we get s2,1 ≡ (1 − c1)b1 − c2b2. Since b2 ≡ 0 and
b1 ≡ c1t0,1 this becomes s2,1 ≡ (c1 − 1)t0,1.
We see that ∂2x ∈ W1 if and only if
s2,1 ≡ (c1 − 1)t0,1 (B1).
Hence x ∈ ∂−1W1 if and only if
s1,2 ≡ (c2 − 1)t1,0 (A1)
s2,1 ≡ (c1 − 1)t0,1 (B1).
We regard t1,0 and t0,1 as the free variables. Taking t1,0 = 1 and t0,1 = 0, the
matrix x becomes
v1 =

0 0 0
1 0 3(c2 − 1)
0 0 0
 .
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Taking t1,0 = 0 and t0,1 = 1, the matrix x becomes
v2 =

0 1 0
0 0 0
0 3(c1 − 1) 0
 .
Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0

 and y3 =

1 0 −3
0 0 0
−3 0 0

We see that ∂−1W1 = 〈∂−1W0, v1, v2〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0, we
have |〈∂−1W0, v1〉/∂−1W0| = 3. Since v2 6∈ 〈∂−1W0, v1〉 and 3v2 ∈ 〈∂−1W0, v1〉 we
have |∂−1W1/〈∂−1W0, v1〉| = 3. Hence |∂−1W1/∂−1W0| = 32. Since |∂−1W0| = 37, it
follows that |∂−1W1| = 39. Recalling that |W1| = 36, we obtain |∂−1W1/W1| = 33.
Each of y3, v1, v2 is contained in ∂
−1W1 but not in W1. Each of 3y3, 3v1, 3v2
is contained in W1. Thus each of y3 + W1, v1 + W1, v2 + W1 is an element of order
3 in the group ∂−1W1/W1. These three elements form a generating set for the group
∂−1W1/W1. Recalling that |∂−1W1/W1| = 33, we obtain ∂−1W1/W1 ∼= Z3 × Z3 × Z3.
Thus rank(∂−1W1/W1) = 3 and we may regard ∂−1W1/W1 as a vector space.
Since rank(∂−1W0/W1) = 1, we have rank(∂−1W0/W1) < rank(∂−1W1/W1).
Hence W1 is nonterminal and W1 ∈ Lˆ1.
Note that y3 +W1, v1 +W1, v2 +W1 is a basis for the vector space ∂
−1W1/W1
and that the subspace ∂−1W0/W1 is generated by y3 +W1.
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The subgroups W2 belonging to L2(W1) correspond to the nontrivial proper
subspaces W2/W1 of ∂
−1W1/W1 for which the intersection W2/W1 ∩ ∂−1W0/W1 is
trivial. Since ∂−1W1/W1 has dimension 3, every such subspace W2/W1 has dimension
1 or 2.
To help us define the subgroups W2 belonging to L2, it will be convenient
to identify each element of the vector space ∂−1W1/W1 with its coordinate vector
with respect to the ordered basis y3 +W1, v1 +W1, v2 +W1. In this way we identify
∂−1W1/W1 with the vector space Z3 ×Z3 ×Z3 consisting of row vectors. Under this
identification, the elements y3 + W1, v1 + W1, v2 + W1 in ∂
−1W1/W1 are associated
with the so-called standard basis vectors [1, 0, 0], [0, 1, 0], [0, 0, 1] in Z3 × Z3 × Z3.
The subgroups W2 belonging to L2 are in one-to-one correspondence with the
nontrivial proper subspaces W2/W1 of ∂
−1W1/W1 for which the intersection W2/W1∩
∂−1W0/W1 is trivial. Note that ∂−1W0/W1 is the 1-dimensional subspace generated
by the element y3 + W1. Under our identification, each such subspace W2/W1 is
associated with a subspace S of Z3 × Z3 × Z3 that does not contain the standard
basis vector [1, 0, 0]. Let m denote the unique matrix in reduced row-echelon form
that is row-equivalent to the matrix whose rows are the members of an arbitrarily-
chosen basis of such a subspace S. In Case 3.1 we consider 1-dimensional subspaces
W2/W1. There are three possible forms for the matrix m. The first form is
m =
[
0 0 1
]
(1 possibility),
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which is considered in Case 3.1.1. The second form is
m =
[
0 1 c3
]
for c3,∈ {0, 1, 2} (3 possibilities),
which is considered in Case 3.1.2. The third form is
m =
[
1 c3 c4
]
for c3, c4 ∈ {0, 1, 2} and (c3, c4) 6= (0, 0) (8 possibilities),
which is considered in Case 3.1.3. In Case 3.2 we consider 2-dimensional subspaces
W2/W1. There are three possible forms for the matrix m. The first form is
m =
0 1 0
0 0 1
 (1 possibility),
which is considered in Case 3.2.1. The second form is
m =
1 c3 0
0 0 1
 for c3 ∈ {1, 2} (2 possibilities),
which is considered in Case 3.2.2. The third form is
m =
1 0 c3
0 1 c4
 for c3 ∈ {1, 2}, c4 ∈ {0, 1, 2} (6 possibilities),
which is considered in Case 3.2.3.
6.1 Case 3.1.
Let d0, d1, d2 be unspecified. Let m3 = d0y3 + d1v1 + d2v2. Thus
m3 = d0

1 0 −3
0 0 0
−3 0 0
+ d1

0 0 0
1 0 3(c2 − 1)
0 0 0
+ d2

0 1 0
0 0 0
0 3(c1 − 1) 0

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=
d0 d2 −3d0
d1 0 3(c2 − 1)d1
−3d0 3(c1 − 1)d2 0
 .
Let W2 = 〈W1,m3〉 ∈ L2. We now calculate the pullback ∂−1W2. The subgroup W2
is contained in the pattern subgroup

2 2 1
2 1 1
1 1 0

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1


⋂


2 2 2
2 2 1
2 1 1

 =


2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0

and ∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
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The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 3s2,2
 .
We wish to identify values a1, a2, a3 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 +
a3m3 (mod I). A formal expression for a1m1 + a2m2 + a3m3 is
a1

c1 0 −3c1
0 0 0
3(1− c1) 0 0
+ a2

c2 0 3(1− c2)
0 0 0
−3c2 0 0

+a3

d0 d2 −3d0
d1 0 3(c2 − 1)d1
−3d0 3(c1 − 1)d2 0

=

c1a1 + c2a2 + d0a3 d2a3 3((1− c2)a2 − c1a1 − d0a3)
d1a3 0 3(c2 − 1)d1a3
3((1− c1)a1 − c2a2 − d0a3) 3(c1 − 1)d2a3 0
 .
Comparing (0, 1)-entries we get t1,1 ≡ d2a3.
Comparing (1, 0)-entries we get t2,0 ≡ d1a3.
Comparing (0, 0)-entries we get t1,0 ≡ c1a1 + c2a2 + d0a3.
Comparing (1, 2)-entries we get s2,2 ≡ (c2 − 1)d1a3 and so s2,2 ≡ (c2 − 1)t2,0.
Comparing (2, 1)-entries we get t1,1 ≡ (1− c1)d2a3 and so t1,1 ≡ (1− c1)t1,1.
Since c1 6= 0, we find that t1,1 ≡ 0.
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Comparing (0, 2)-entries we get s1,2 ≡ (1−c2)a2−c1a1−d0a3, which becomes
s1,2 ≡ a2 − (c1a1 + c2a2 + d0a3). Thus a2 ≡ t1,0 + s1,2.
Comparing (2, 0)-entries we get t1,0 + t2,0 ≡ (c1 − 1)a1 + c2a2 + d0a3, which
becomes t1,0 + t2,0 ≡ −a1 + (c1a1 + c2a2 + d0a3). Thus a1 ≡ −t2,0.
We see that ∂1x ∈ W2 if and only if
t1,1 ≡ d2a3 (A1)
t2,0 ≡ d1a3 (A2)
t1,0 ≡ c1a1 + c2a2 + d0a3 (A3)
s2,2 ≡ (c2 − 1)t2,0 (A4)
t1,1 ≡ 0 (A5)
a2 ≡ t1,0 + s1,2 (A6)
a1 ≡ −t2,0 (A7).
We wish to identify values b1, b2, b3 ∈ Z9 such that ∂1x ≡ b1m1 + b2m2 +
b3m3 (mod I). A formal expression for b1m1 + b2m2 + b3m3 is
b1

c1 0 −3c1
0 0 0
3(1− c1) 0 0
+ b2

c2 0 3(1− c2)
0 0 0
−3c2 0 0

+b3

d0 d2 −3d0
d1 0 3(c2 − 1)d1
−3d0 3(c1 − 1)d2 0

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=
c1b1 + c2b2 + d0b3 d2b3 3((1− c2)b2 − c1b1 − d0b3)
d1b3 0 3(c2 − 1)d1b3
3((1− c1)b1 − c2b2 − d0b3) 3(c1 − 1)d2b3 0
 .
Comparing (0, 1)-entries we get t0,2 ≡ d2b3.
Comparing (1, 0)-entries we get t1,1 ≡ d1b3.
Comparing (0, 0)-entries we get t0,1 ≡ c1b1 + c2b2 + d0b3.
Comparing (1, 2)-entries we get t1,1 ≡ (1 − c2)d1b3 and so t1,1 ≡ (1 − c2)t1,1.
Since c2 6= 0, we find that t1,1 ≡ 0.
Comparing (2, 1)-entries we get s2,2 ≡ (c1 − 1)d2b3 and so s2,2 ≡ (c1 − 1)t0,2.
Comparing (0, 2)-entries we get t0,1 + t0,2 ≡ (c2 − 1)b2 + c1b1 + d0b3, which
becomes t0,1 + t0,2 ≡ −b2 + (c1b1 + c2b2 + d0b3). Thus b2 ≡ −t0,2.
Comparing (2, 0)-entries we get s2,1 ≡ (1− c1)b1− c2b2−d0b3, which becomes
s2,1 ≡ b1 − (c1b1 + c2b2 + d0b3). Thus b1 ≡ t0,1 + s2,1.
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We see that ∂2x ∈ W2 if and only if
t0,2 ≡ d2b3 (B1)
t1,1 ≡ d1b3 (B2)
t0,1 ≡ c1b1 + c2b2 + d0b3 (B3)
t1,1 ≡ 0 (B4)
s2,2 ≡ (c1 − 1)t0,2 (B5)
b2 ≡ −t0,2 (B6)
b1 ≡ t0,1 + s2,1 (B7).
6.1.1 Case 3.1.1.
Let m3 = v2. Thus
m3 =

0 1 0
0 0 0
0 3(c1 − 1) 0
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 1. Since |W1| =
36 it follows that |W2| = 37. Note that ∂−1W1/W2 ∼= Z3×Z3 and rank(∂−1W1/W2) =
2. We now calculate the pullback ∂−1W2. We observed in Case 3.1 that ∂−1W2 is
contained in the pattern subgroup 

2 2 2
2 2 1
2 1 1

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 3s2,2
 .
In the notation of Case 3.1, we are taking d0 = 0, d1 = 0, and d2 = 1. We wish to
identify values a1, a2, a3 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 + a3m3 (mod I). We see
that ∂1x ∈ W2 if and only if
t1,1 ≡ a3 (A1)
t2,0 ≡ 0 (A2)
t1,0 ≡ c1a1 + c2a2 (A3)
s2,2 ≡ (c2 − 1)t2,0 (A4)
t1,1 ≡ 0 (A5)
a2 ≡ t1,0 + s1,2 (A6)
a1 ≡ −t2,0 (A7).
Combining (A3), (A6), (A7), and (A2), we get t1,0 ≡ c2(t1,0 + s1,2). Solving
for s1,2 and using c
2
2 ≡ 1, we get s1,2 ≡ (c2 − 1)t1,0.
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We wish to identify values b1, b2, b3 ∈ Z9 such that ∂1x ≡ b1m1 + b2m2 +
b3m3 (mod I). We see that ∂2x ∈ W2 if and only if
t0,2 ≡ b3 (B1)
t1,1 ≡ 0 (B2)
t0,1 ≡ c1b1 + c2b2 (B3)
t1,1 ≡ 0 (B4)
s2,2 ≡ (c1 − 1)t0,2 (B5)
b2 ≡ −t0,2 (B6)
b1 ≡ t0,1 + s2,1 (B7).
Combining (A2) and (A4), we get s2,2 ≡ 0.
Combining (B3), (B6), and (B7), we get t0,1 ≡ c1(t0,1+s2,1)+c2(−t0,2. Solving
for s2,1 and using c
2
1 ≡ 1, we get s2,1 ≡ (c1 − 1)t0,1 + c1c2t0,2.
Hence x ∈ ∂−1W2 if and only if
t2,0 ≡ 0 (A2)
s2,2 ≡ 0 (A4)
t1,1 ≡ 0 (B4)
s1,2 ≡ (c2 − 1)t1,0 (A3)
s2,1 ≡ (c1 − 1)t0,1 + c1c2t0,2 (B3)
s2,2 ≡ (c1 − 1)t0,2 (B5).
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Combining (A4) with (B5) yields 0 ≡ (c1 − 1)t0,2.
We construct subcases based on chosen values for c1. Since c1 ∈ {1, 2}, we
have two subcases.
Case 3.1.1.1.
Let c1 = 2. Then c1 − 1 = 1. Thus (B5) becomes 0 ≡ t0,2.
Since t0,2 ≡ 0, (B3) becomes s2,1 ≡ (c1 − 1)t0,1.
Hence x ∈ ∂−1W2 if and only if
t2,0 ≡ 0 (A2)
s2,2 ≡ 0 (A4)
t1,1 ≡ 0 (B4)
s1,2 ≡ (c2 − 1)t1,0 (A3)
s2,1 ≡ (c1 − 1)t0,1 (B3)
t0,2 ≡ 0 (B5).
These congruences are the same congruences as those we found in the con-
struction of ∂−1W1. So we have ∂−1W2 = ∂−1W1. Thus, rank(∂−1W2/W2) =
rank(∂−1W1/W2) and W2 is terminal.
Case 3.1.1.2.
Let c1 = 1. Then we have c1 − 1 = 0.
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Thus (B5) yields no information and (B3) becomes s2,1 ≡ c2t0,2.
Hence x ∈ ∂−1W2 if and only if
t2,0 ≡ 0 (A2)
s2,2 ≡ 0 (A4)
t1,1 ≡ 0 (B4)
s1,2 ≡ (c2 − 1)t1,0 (A3)
s2,1 ≡ c2t0,2 (B3).
We regard t1,0, t0,1, and t0,2 as the free variables. Taking t1,0 = 1, t0,1 = 0,
and t0,2 = 0, the matrix x becomes
v1 =

0 0 0
1 0 3(c2 − 1)
0 0 0
 .
Taking t1,0 = 0, t0,1 = 1, and t0,2 = 0, the matrix x becomes
v2 =

0 1 0
0 0 0
0 0 0
 .
Taking t1,0 = 0, t0,1 = 0, and t0,2 = 1, the matrix x becomes
v3 =

0 0 1
0 0 0
0 3c2 0
 .
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Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0


We see that ∂−1W2 = 〈∂−1W1, v3〉. Since v3 6∈ ∂−1W1 and 3v3 ∈ ∂−1W1, we have
|∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 39, it follows that |∂−1W2| = 310. Recalling
that |W2| = 37, we obtain |∂−1W2/W2| = 33.
Note that since c1 = 1,
m1 =

1 0 −3
0 0 0
0 0 0
 ,m2 =

c2 0 3(1− c2)
0 0 0
−3c2 0 0
 ,
m3 =

0 1 0
0 0 3
0 0 0
 .
Since v3 6∈ W2, and 3v3 6∈ W2, we find that the element v3+W2 has order 32 in
∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 × Z3 and rank(∂−1W2/W2) = rank(∂−1W1/W2).
Thus W2 is terminal.
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6.1.2 Case 3.1.2.
We fix an arbitrary value c3 ∈ {0, 1, 2}. There are 3 ways to choose the value c3. Let
m3 = v1 + c3v2. Thus
m3 =

0 c3 0
1 0 3(c2 − 1)
0 3c3(c1 − 1) 0
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 3. Since |W1| =
36 it follows that |W2| = 37. Note that ∂−1W1/W2 ∼= Z3×Z3 and rank(∂−1W1/W2) =
2. We now calculate the pullback ∂−1W2. We observed in Case 3.1 that ∂−1W2 is
contained in the pattern subgroup 

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 3s2,2
 .
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In the notation of Case 3.1, we are taking d0 = 0, d1 = 1, and d2 = c3. We wish to
identify values a1, a2, a3 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 + a3m3 (mod I). We see
that ∂1x ∈ W2 if and only if
t1,1 ≡ c3a3 (A1)
t2,0 ≡ a3 (A2)
t1,0 ≡ c1a1 + c2a2 (A3)
s2,2 ≡ (c2 − 1)t2,0 (A4)
t1,1 ≡ 0 (A5)
a2 ≡ t1,0 + s1,2 (A6)
a1 ≡ −t2,0 (A7).
Combining (A1) and (A3), we get t1,1 ≡ c3t2,0. Using congruence (A5) we
get c3t2,0 ≡ 0.
Combining (A3) with (A6) and (A7), we get t1,0 ≡ −c1(t2,0) + c2(t1,0 + s1,2).
Solving for s1,2 and using c
2
2 ≡ 1, we get s1,2 ≡ (c2 − 1)t1,0 + c1c2t2,0.
We see that ∂1x ∈ W2 if and only if
c3t2,0 ≡ 0 (A1)
s1,2 ≡ (c2 − 1)t1,0 + c1c2t2,0 (A3)
s2,2 ≡ (c2 − 1)t2,0 (A4)
t1,1 ≡ 0 (A5).
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We wish to identify values b1, b2, b3 ∈ Z9 such that ∂1x ≡ b1m1 + b2m2 +
b3m3 (mod I). We see that ∂2x ∈ W2 if and only if
t0,2 ≡ c3b3 (B1)
t1,1 ≡ b3 (B2)
t0,1 ≡ c1b1 + c2b2 (B3)
t1,1 ≡ 0 (B4)
s2,2 ≡ (c1 − 1)t0,2 (B5)
b2 ≡ −t0,2 (B6)
b1 ≡ t0,1 + s2,1 (B7).
We use (B2) to write (B1) as t0,2 ≡ c3t1,1. Using (B4), we get t0,2 ≡ 0.
We use (B6) and (B7) to write (B3) as t0,1 ≡ c1(t0,1 + s2,1)− c2(t0,2). Solving
for s2,1 and using c
2
1 ≡ 1 and t0,2 ≡ 0 we get s2,1 ≡ (c1 − 1)t0,1.
We use (B1) to write (B5) as s2,2 ≡ 0.
We see that ∂2x ∈ W2 if and only if
t0,2 ≡ 0 (B1)
s2,1 ≡ (c1 − 1)t0,1 (B3)
t1,1 ≡ 0 (B4)
s2,2 ≡ 0 (B5).
We use (B5) to write (A4) as (c2 − 1)t2,0 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
t0,2 ≡ 0 (B1)
s2,2 ≡ 0 (B5)
s1,2 ≡ (c2 − 1)t1,0 + c1c2t2,0 (A3)
s2,1 ≡ (c1 − 1)t0,1 (B3)
c3t2,0 ≡ 0 (A1)
(c2 − 1)t2,0 ≡ 0 (A4).
We now define subcases based on chosen values of c2 and c3. In Case 3.1.2.1
we consider (c2, c3) 6= (1, 0). In Case 3.1.2.2 we consider (c2, c3) = (1, 0).
Case 3.1.2.1.
Let (c2, c3) 6= (1, 0). Then either c2 = 2 or c3 6= 0. We show that t2,0 ≡ 0.
Let c2 = 2. Then c2 − 1 = 1 and thus (A4) becomes t2,0 ≡ 0.
Let c3 6= 0. Then(A1) becomes t2,0 ≡ 0.
Thus, (A1) and (A4) are equivalent to t2,0 ≡ 0.
Since t2,0 ≡ 0, (A3) becomes s1,2 ≡ (c2 − 1)t1,0.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
t0,2 ≡ 0 (B1)
s2,2 ≡ 0 (B5)
s1,2 ≡ (c2 − 1)t1,0 (A3)
s2,1 ≡ (c1 − 1)t0,1 (B3)
t2,0 ≡ 0 (A1).
These congruences are the same congruences as those we found in the con-
struction of ∂−1W1. So we have ∂−1W2 = ∂−1W1. Thus, rank(∂−1W2/W2) =
rank(∂−1W1/W2) and W2 is terminal.
Case 3.1.2.2.
Let (c2, c3) = (1, 0). Then (A1) and (A4) become trivial.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
t0,2 ≡ 0 (B1)
s2,2 ≡ 0 (B5)
s1,2 ≡ (c2 − 1)t1,0 + c1c2t2,0 (A3)
s2,1 ≡ (c1 − 1)t0,1 (B3).
We regard t1,0, t0,1, and t2,0 as the free variables. Taking t1,0 = 1, t0,1 = 0,
and t2,0 = 0, the matrix x becomes
v1 =

0 0 0
1 0 0
0 0 0
 .
Taking t1,0 = 0, t0,1 = 1, and t2,0 = 0, the matrix x becomes
v2 =

0 1 0
0 0 0
0 3(c1 − 1) 0
 .
Taking t1,0 = 0, t0,1 = 0, and t2,0 = 1, the matrix x becomes
v3 =

0 0 0
0 0 3c1
1 0 0
 .
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We see that ∂−1W2 = 〈∂−1W1, v3〉. Since v3 6∈ ∂−1W1 and 3v3 ∈ ∂−1W1,
we have |∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 39, it follows that |∂−1W2| = 310.
Recalling that |W2| = 38, we obtain |∂−1W2/W2| = 32.
Note that since c2 = 1 and c3 = 0,
m1 =

c1 0 −3c1
0 0 0
3(1− c1) 0 0
 ,m2 =

1 0 0
0 0 0
−3 0 0
 ,
m3 =

0 0 0
1 0 0
0 0 0
 .
Since v3 6∈ W2, and 3v3 6∈ W2, we find that the element v3 + W2 has order
32 in ∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 and rank(∂−1W2/W2) < rank(∂−1W1/W2).
Thus W2 is terminal.
6.1.3 Case 3.1.3.
We fix arbitrary values c3, c4 ∈ {0, 1, 2} such that (c3, c4) 6= (0, 0). There are 8 ways
to choose the values c3 and c4. Let m3 = y3 + c3v1 + c4v2. Thus
m3 =

1 c4 −3
c3 0 3c3(c2 − 1)
−3 3c4(c1 − 1) 0
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 8. Since |W1| =
36 it follows that |W2| = 37. Note that ∂−1W1/W2 ∼= Z3×Z3 and rank(∂−1W1/W2) =
62
2. We now calculate the pullback ∂−1W2. We observed in Case 3.1 that ∂−1W2 is
contained in the pattern subgroup 

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 3s2,2
 .
In the notation of Case 3.1, we are taking d0 = 1, d1 = c3, and d2 = c4.
We wish to identify values a1, a2, a3 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 +
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a3m3 (mod I). We see that ∂1x ∈ W2 if and only if
t1,1 ≡ c4a3 (A1)
t2,0 ≡ c3a3 (A2)
t1,0 ≡ c1a1 + c2a2 + a3 (A3)
s2,2 ≡ (c2 − 1)t2,0 (A4)
t1,1 ≡ 0 (A5)
a2 ≡ t1,0 + s1,2 (A6)
a1 ≡ −t2,0 (A7).
Rewriting (A3) gives us a3 ≡ t1,0 − c1a1 − c2a2. Combining this with (A6)
and (A7), we get a3 ≡ t1,0 + c1t2,0 − c2(t1,0 + s1,2).
We now use (A3) to write (A2) as t2,0 ≡ c3(t1,0 +c1t2,0−c2t1,0−c2s1,2). Using
c22 ≡ 1 we get c3s1,2 ≡ c3(c2 − 1)t1,0 + (c1c3 − 1)c2t2,0.
Using (A2) and (A5), (A1) becomes 0 ≡ c4(t1,0 + c1t2,0− c2(t1,0 + s1,2). Using
c22 ≡ 1 we get c4s1,2 ≡ c4(c2 − 1)t1,0 + c1c2c4t2,0.
We see that ∂1x ∈ W2 if and only if
c4s1,2 ≡ c4(c2 − 1)t1,0 + c1c2c4t2,0 (A1)
c3s1,2 ≡ c3(c2 − 1)t1,0 + (c1c3 − 1)c2t2,0 (A2)
s2,2 ≡ (c2 − 1)t2,0 (A4)
t1,1 ≡ 0 (A5).
64
We wish to identify values b1, b2, b3 ∈ Z9 such that ∂1x ≡ b1m1 + b2m2 +
b3m3 (mod I). We see that ∂2x ∈ W2 if and only if
t0,2 ≡ c4b3 (B1)
t1,1 ≡ c3b3 (B2)
t0,1 ≡ c1b1 + c2b2 + b3 (B3)
t1,1 ≡ 0 (B4)
s2,2 ≡ (c1 − 1)t0,2 (B5)
b2 ≡ −t0,2 (B6)
b1 ≡ t0,1 + s2,1 (B7).
Rewriting (B3) gives us b3 ≡ t0,1− c1b1− c2b2. Combining this with (A6) and
(A7), we get b3 ≡ t0,1 − c1(t0,1 + s2,1) + c2t0,2.
We now use (B3) to write (B1) as t0,2 ≡ c4((1− c1)t0,1− c1s2,1 + c2t0,2). Using
c21 ≡ 1 we get c4s2,1 ≡ c4(c1 − 1)t0,1 + c1(c2c4 − 1)t0,2.
Using (B1) and (B4), (B2) becomes 0 ≡ c3((1−c1)t0,1−c1s2,1 +c2t0,2). Using
c21 ≡ 1 we rewrite the above congruence as c3s2,1 ≡ c3(c1 − 1)t0,1 + c1c2c3t0,2.
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We see that ∂2x ∈ W2 if and only if
c4s2,1 ≡ c4(c1 − 1)t0,1 + c1(c2c4 − 1)t0,2 (B1)
c3s2,1 ≡ c3(c1 − 1)t0,1 + c1c2c3t0,2 (B2)
t1,1 ≡ 0 (B4)
s2,2 ≡ (c1 − 1)t0,2 (B5).
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s2,2 ≡ (c2 − 1)t2,0 (A4)
s2,2 ≡ (c1 − 1)t0,2 (B5)
c4s1,2 ≡ c4(c2 − 1)t1,0 + c1c2c4t2,0 (A1)
c3s1,2 ≡ c3(c2 − 1)t1,0 + (c1c3 − 1)c2t2,0 (A2)
c4s2,1 ≡ c4(c1 − 1)t0,1 + c1(c2c4 − 1)t0,2 (B1)
c3s2,1 ≡ c3(c1 − 1)t0,1 + c1c2c3t0,2 (B2).
We now define subcases for chosen values of c3 and c4. In Case 3.1.3.1 we
will assume c3 = 0. In Case 3.1.3.2 we will assume c4 = 0. In Case 3.1.3.3 we will
assume c3 6= 0 and c4 6= 0.
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Case 3.1.3.1.
Let c3 = 0. Then c4 ∈ {1, 2} and c24 ≡ 1.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s2,2 ≡ (c2 − 1)t2,0 (A4)
s2,2 ≡ (c1 − 1)t0,2 (B5)
c4s1,2 ≡ c4(c2 − 1)t1,0 + c1c2c4t2,0 (A1)
0 ≡ −c2t2,0 (A2)
c4s2,1 ≡ c4(c1 − 1)t0,1 + c1(c2c4 − 1)t0,2 (B1)
0 ≡ 0 (B2).
Since c2 6= 0 (A2) yields t2,0 ≡ 0.
Since t2,0 ≡ 0 (A4) yields s2,2 ≡ 0.
Multiplying both sides of (A1) c4 ∈ {1, 2} and using (A2) yields s1,2 ≡
(c2 − 1)t1,0.
Mulitplying both sides of (B1) by c4 ∈ {1, 2} yields s2,1 ≡ (c1−1)t0,1+c1(c2−
c4)t0,2.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s2,2 ≡ 0 (A4)
s1,2 ≡ (c2 − 1)t1,0 (A1)
t2,0 ≡ 0 (A2)
s2,1 ≡ (c1 − 1)t0,1 + c1(c2 − c4)t0,2 (B1)
0 ≡ 0 (B2).
We regard t1,0, t0,1, and t0,2 as the free variables. Taking t1,0 = 1, t0,1 = 0,
and t0,2 = 0, the matrix x becomes
v1 =

0 0 0
1 0 3(c2 − 1)
0 0 0
 .
Taking t1,0 = 0, t0,1 = 1, and t0,2 = 0, the matrix x becomes
v2 =

0 1 0
0 0 0
0 3(c1 − 1) 0
 .
Taking t1,0 = 0, t0,1 = 0, and t0,2 = 1, the matrix x becomes
v3 =

0 0 1
0 0 0
0 3c1(c2 − c4) 0
 .
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We see that ∂−1W2 = 〈∂−1W1, v3〉. Since v3 6∈ ∂−1W1 and 3v3 ∈ ∂−1W1,
we have |∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 39, it follows that |∂−1W2| = 310.
Recalling that |W2| = 38, we obtain |∂−1W2/W2| = 32.
Note that since c3 = 0,
m1 =

c1 0 −3c1
0 0 0
−3(1− c1) 0 0
 ,m2 =

c2 0 −3(1− c2)
0 0 0
−3c2 0 0
 ,
m3 =

1 c4 −3
0 0 0
−3 3c4(c1 − 1) 0
 .
Since v3 6∈ W2, and 3v3 6∈ W2, we find that the element v3 + W2 has order
32 in ∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 and rank(∂−1W2/W2) < rank(∂−1W1/W2).
Thus W2 is terminal.
Case 3.1.3.2.
Let c4 = 0. Then c3 ∈ {1, 2} and c23 ≡ 1.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s2,2 ≡ (c2 − 1)t2,0 (A4)
s2,2 ≡ (c1 − 1)t0,2 (B5)
0 ≡ 0 (A1)
c3s1,2 ≡ c3(c2 − 1)t1,0 + (c1c3 − 1)c2t2,0 (A2)
0 ≡ −c1t0,2 (B1)
c3s2,1 ≡ c3(c1 − 1)t0,1 + c1c2c3t0,2 (B2).
Since c1 6= 0 (B1) yields t0,2 ≡ 0.
Since t0,2 ≡ 0 (B5) yields s2,2 ≡ 0.
Multiplying (A2) by c3 yields s1,2 ≡ (c2 − 1)t1,0 + c2(c1 − c3)t2,0.
Multiplying (B2) by c3 yields s2,1 ≡ (c1 − 1)t0,1.
70
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s2,2 ≡ 0 (B5)
0 ≡ 0 (A1)
s1,2 ≡ (c2 − 1)t1,0 + c2(c1 − c3)t2,0 (A2)
t0,2 ≡ 0 (B1)
s2,1 ≡ (c1 − 1)t0,1 (B2).
We regard t1,0, t0,1, and t2,0 as the free variables. Taking t1,0 = 1, t0,1 = 0,
and t2,0 = 0, the matrix x becomes
v1 =

0 0 0
1 0 3(c2 − 1)
0 0 0
 .
Taking t1,0 = 0, t0,1 = 1, and t2,0 = 0, the matrix x becomes
v2 =

0 1 0
0 0 0
0 3(c1 − 1) 0
 .
Taking t1,0 = 0, t0,1 = 0, and t2,0 = 1, the matrix x becomes
v3 =

0 0 0
0 0 3c2(c1 − c3)
1 0 0
 .
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We see that ∂−1W2 = 〈∂−1W1, v3〉. Since v3 6∈ ∂−1W1 and 3v3 ∈ ∂−1W1,
we have |∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 39, it follows that |∂−1W2| = 310.
Recalling that |W2| = 38, we obtain |∂−1W2/W2| = 32.
Note that since c4 = 0,
m1 =

c1 0 −3c1
0 0 0
−3(1− c1) 0 0
 ,m2 =

c2 0 −3(1− c2)
0 0 0
−3c2 0 0
 ,
m3 =

1 0 −3
c3 0 3c3(c2 − 1)
−3 0 0
 .
Since v3 6∈ W2, and 3v3 6∈ W2, we find that the element v3 + W2 has order
32 in ∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 and rank(∂−1W2/W2) < rank(∂−1W1/W2).
Thus W2 is terminal.
Case 3.1.3.3.
Let c3 6= 0 and let c4 6= 0. Then c3, c4 ∈ {1, 2} and c23 ≡ c24 ≡ 1.
72
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s2,2 ≡ (c2 − 1)t2,0 (A4)
s2,2 ≡ (c1 − 1)t0,2 (B5)
c4s1,2 ≡ c4(c2 − 1)t1,0 + c1c2c4t2,0 (A1)
c3s1,2 ≡ c3(c2 − 1)t1,0 + (c1c3 − 1)c2t2,0 (A2)
c4s2,1 ≡ c4(c1 − 1)t0,1 + c1(c2c4 − 1)t0,2 (B1)
c3s2,1 ≡ c3(c1 − 1)t0,1 + c1c2c3t0,2 (B2).
Multiplying (A1) by c4 yields s1,2 ≡ (c2 − 1)t1,0 + c1c2t2,0.
Multiplying (A2) by c3 yields s1,2 ≡ (c2 − 1)t1,0 + c2(c1 − c3)t2,0.
The combination of (A1) and (A2) gives us c1c2t2,0 ≡ c1c2t2,0− c2c3t2,0 which
simplifies to −c2c3t2,0 ≡ 0. Since c2 6= 0 and c3 6= 0 we have t2,0 ≡ 0.
Multiplying (B1) by c4 yields s2,1 ≡ (c1 − 1)t0,1 + c1(c2 − c4)t0,2.
Multiplying (B2) by c3 yields s2,1 ≡ (c1 − 1)t0,1 + c1c2t0,2.
The combination of (B1) and (B2) gives us c1c2t0,2− c1c4t0,2 ≡ c1c2t0,2 which
simplifies to −c1c4t0,2 ≡ 0. Since c2 6= 0 and c3 6= 0 we have t0,2 ≡ 0.
Since t2,0 ≡ 0 and t0,2 ≡ 0, both (A4) and (B5) become s2,2 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s2,2 ≡ 0 (A4)
t2,0 ≡ 0 (A1)
s1,2 ≡ (c2 − 1)t1,0 (A2)
t0,2 ≡ 0 (B1)
s2,1 ≡ (c1 − 1)t0,1 (B2).
These congruences are the same congruences as those we found in the con-
struction of ∂−1W1. So we have ∂−1W2 = ∂−1W1. Thus, rank(∂−1W2/W2) =
rank(∂−1W1/W2) and so W2 is terminal.
6.2 Case 3.2.
Let d0, d1, d2, e1, e2 be unspecified. Letm3 = d0y3+d1v1+d2v2 and letm4 = e1v1+e2v2.
Thus
m3 = d0

1 0 −3
0 0 0
−3 0 0
+ d1

0 0 0
1 0 3(c2 − 1)
0 0 0
+ d2

0 1 0
0 0 0
0 3(c1 − 1) 0

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=
d0 d2 −3d0
d1 0 3(c2 − 1)d1
−3d0 3(c1 − 1)d2 0
 ,
m4 = e1

0 0 0
1 0 3(c2 − 1)
0 0 0
+ e2

0 1 0
0 0 0
0 3(c1 − 1) 0

=

0 e2 0
e1 0 3(c2 − 1)e1
0 3(c1 − 1)e2 0
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. We now calculate the pullback ∂−1W2. The subgroup
W2 is contained in the pattern subgroup

2 2 1
2 1 1
1 1 0

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1


⋂


2 2 2
2 2 1
2 1 1

 =


2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
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Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0

and ∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 3s2,2
 .
We wish to identify values a1, a2, a3, a4 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 +
a3m3 + a4m4 (mod I). A formal expression for a1m1 + a2m2 + a3m3 + a4m4 is
a1

c1 0 −3c1
0 0 0
3(1− c1) 0 0
+ a2

c2 0 3(1− c2)
0 0 0
−3c2 0 0

+a3

d0 d2 −3d0
d1 0 3(c2 − 1)d1
−3d0 3(c1 − 1)d2 0
+ a4

0 e2 0
e1 0 3(c2 − 1)e1
0 3(c1 − 1)e2 0

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=
E(0, 0) E(0, 1) E(0, 2)
E(1, 0) E(1, 1) E(1, 2)
E(2, 0) E(2, 1) E(2, 2)
 ,
where
E(0, 0) = c1a1 + c2a2 + d0a3,
E(0, 1) = d2a3 + e2a4,
E(0, 2) = 3((1− c2)a2 − c1a1 − d0a3),
E(1, 0) = d1a3 + e1a4,
E(1, 1) = 0,
E(1, 2) = 3(c2 − 1)(d1a3 + e1a4),
E(2, 0) = 3((1− c1)a1 − c2a2 − d0a3),
E(2, 1) = 3(c1 − 1)(d2a3 + e2a4),
E(2, 2) = 0.
Comparing (0, 1)-entries we get t1,1 ≡ d2a3 + e2a4.
Comparing (1, 0)-entries we get t2,0 ≡ d1a3 + e1a4.
Comparing (0, 0)-entries we get t1,0 ≡ c1a1 + c2a2 + d0a3.
Comparing (1, 2)-entries we get s2,2 ≡ (c2 − 1)(d1a3 + e1a4) and so s2,2 ≡
(c2 − 1)t2,0.
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Comparing (2, 1)-entries we get t1,1 ≡ (1 − c1)(d2a3 + e2a4) and so t1,1 ≡
(1− c1)t1,1. Since c1 6= 0 we find that t1,1 ≡ 0.
Comparing (0, 2)-entries we get s1,2 ≡ (1−c2)a2−c1a1−d0a3, which becomes
s1,2 ≡ a2 − (c1a1 + c2a2 + d0a3). Thus a2 ≡ t1,0 + s1,2.
Comparing (2, 0)-entries we get t1,0 + t2,0 ≡ (c1 − 1)a1 + c2a2 + d0a3, which
becomes t1,0 + t2,0 ≡ −a1 + (c1a1 + c2a2 + d0a3). Thus a1 ≡ −t2,0.
We see that ∂1x ∈ W2 if and only if
t1,1 ≡ d2a3 + e2a4 (A1)
t2,0 ≡ d1a3 + e1a4 (A2)
t1,0 ≡ c1a1 + c2a2 + d0a3 (A3)
s2,2 ≡ (c2 − 1)t2,0 (A4)
t1,1 ≡ 0 (A5)
a2 ≡ t1,0 + s1,2 (A6)
a1 ≡ −t2,0 (A7).
We wish to identify values b1, b2, b3, b4 ∈ Z9 such that ∂1x ≡ b1m1 + b2m2 +
b3m3 + b4m4 (mod I). A formal expression for b1m1 + b2m2 + b3m3 + b4m4 is
b1

c1 0 −3c1
0 0 0
3(1− c1) 0 0
+ b2

c2 0 3(1− c2)
0 0 0
−3c2 0 0

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+b3

d0 d2 −3d0
d1 0 3(c2 − 1)d1
−3d0 3(c1 − 1)d2 0
+ b4

0 e2 0
e1 0 3(c2 − 1)e1
0 3(c1 − 1)e2 0

=

E(0, 0) E(0, 1) E(0, 2)
E(1, 0) E(1, 1) E(1, 2)
E(2, 0) E(2, 1) E(2, 2)
 ,
where
E(0, 0) = c1b1 + c2b2 + d0b3,
E(0, 1) = d2b3 + e2b4,
E(0, 2) = 3((1− c2)b2 − c1b1 − d0b3),
E(1, 0) = d1b3 + e1b4,
E(1, 1) = 0,
E(1, 2) = 3(c2 − 1)(d1b3 + e1b4),
E(2, 0) = 3((1− c1)b1 − c2b2 − d0b3),
E(2, 1) = 3(c1 − 1)(d2b3 + e2b4),
E(2, 2) = 0.
Comparing (0, 1)-entries we get t0,2 ≡ d2b3 + e2b4.
Comparing (1, 0)-entries we get t1,1 ≡ d1b3 + e1b4.
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Comparing (0, 0)-entries we get t0,1 ≡ c1b1 + c2b2 + d0b3.
Comparing (1, 2)-entries we get t1,1 ≡ (1 − c2)(d1b3 + e1b4), which becomes
t1,1 ≡ (1− c2)t1,1. Since c2 6= 0, we have t1,1 ≡ 0.
Comparing (2, 1)-entries we get s2,2 ≡ (c1 − 1)(d2b3 + e2b4) and so s2,2 ≡
(c1 − 1)t0,2.
Comparing (0, 2)-entries we get t0,1 + t0,2 ≡ (c2 − 1)b2 + c1b1 + d0b3, which
becomes t0,1 + t0,2 ≡ −b2 + (c1b1 + c2b2 + d0b3). Thus b2 ≡ −t0,2.
Comparing (2, 0)-entries we get s2,1 ≡ (1− c1)b1− c2b2−d0b3, which becomes
s2,1 ≡ b1 − (c1b1 + c2b2 + d0b3). Thus b1 ≡ t0,1 + s2,1.
We see that ∂2x ∈ W2 if and only if
t0,2 ≡ d2b3 + e2b4 (B1)
t1,1 ≡ d1b3 + e1b4 (B2)
t0,1 ≡ c1b1 + c2b2 + d0b3 (B3)
t1,1 ≡ 0 (B4)
s2,2 ≡ (c1 − 1)t0,2 (B5)
b2 ≡ −t0,2 (B6)
b1 ≡ t0,1 + s2,1 (B7).
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6.2.1 Case 3.2.1.
Let m3 = v1 and let m4 = v2. Thus
m3 =

0 0 0
1 0 3(c2 − 1)
0 0 0
 ,m4 =

0 1 0
0 0 0
0 3(c1 − 1) 0
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. The number of subgroups W2 of this type is 1. Since
|W1| = 36 and |W2/W1| = 32, it follows that |W2| = 38. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
Case 3.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 3s2,2
 .
In the notation of Case 3.2, we are taking d0 = 0, d1 = 1, d2 = 0, e1 = 0, and e2 = 1.
We wish to identify values a1, a2, a3, a4 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 + a3m3 +
81
a4m4 (mod I).
We see that ∂1x ∈ W2 if and only if
t1,1 ≡ a4 (A1)
t2,0 ≡ a3 (A2)
t1,0 ≡ c1a1 + c2a2 (A3)
s2,2 ≡ (c2 − 1)t2,0 (A4)
t1,1 ≡ 0 (A5)
a2 ≡ t1,0 + s1,2 (A6)
a1 ≡ −t2,0 (A7).
Combining (A3), (A6), and (A7), we find that t1,0 ≡ −c1t2,0 + c2(t1,0 + s1,2). Solving
for s1,2, and using c
2
2 = 1, we find that s1,2 ≡ (c2 − 1)t1,0 + c1c2t2,0.
We see that ∂1x ∈ W2 if and only if
s1,2 ≡ (c2 − 1)t1,0 + c1c2t2,0 (A3)
s2,2 ≡ (c2 − 1)t2,0 (A4)
t1,1 ≡ 0 (A5).
We wish to identify values b1, b2, b3, b4 ∈ Z9 such that ∂1x ≡ b1m1 + b2m2 +
b3m3 + b4m4 (mod I).
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We see that ∂2x ∈ W2 if and only if
t0,2 ≡ b4 (B1)
t1,1 ≡ b3 (B2)
t0,1 ≡ c1b1 + c2b2 (B3)
t1,1 ≡ 0 (B4)
s2,2 ≡ (c1 − 1)t0,2 (B5)
b2 ≡ −t0,2 (B6)
b1 ≡ t0,1 + s2,1 (B7).
Combining (B3), (B6), and (B7), we find that t0,1 ≡ c1(t0,1 + s2,1) − c2t0,2. Solving
for s2,1, and using c
2
1 = 1, we find that s2,1 ≡ (c1 − 1)t0,1 + c1c2t0,2.
We see that ∂2x ∈ W2 if and only if
s2,1 ≡ (c1 − 1)t0,1 + c1c2t0,2 (B3)
t1,1 ≡ 0 (B4)
s2,2 ≡ (c1 − 1)t0,2 (B5).
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ (c2 − 1)t1,0 + c1c2t2,0 (A3)
s2,2 ≡ (c2 − 1)t2,0 (A4)
s2,1 ≡ (c1 − 1)t0,1 + c1c2t0,2 (B3)
s2,2 ≡ (c1 − 1)t0,2 (B5).
Combining (A4) and (B5) gives us (c1 − 1)t0,2 ≡ (c2 − 1)t2,0.
We now construct four subcases for chosen values for c1 and c2. In Case
3.2.1.1, we consider (c1, c2) = (2, 2). In Case 3.2.1.2, we consider (c1, c2) = (1, 2). In
Case 3.2.1.3, we consider (c1, c2) = (2, 1). In Case 3.2.1.4, we consider (c1, c2) = (1, 1).
Case 3.2.1.1.
Let (c1, c2) = (2, 2). Then c1 − 1 = 1, c2 − 1 = 1, and c1c2 ≡ 1.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ t1,0 + t2,0 (A3)
s2,2 ≡ t2,0 (A4)
s2,1 ≡ t0,1 + t0,2 (B3)
t2,0 ≡ t0,2 (B5).
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ t1,0 + t2,0 (A3)
s2,2 ≡ t2,0 (A4)
s2,1 ≡ t0,1 + t2,0 (B3)
t0,2 ≡ t2,0 (B5).
We regard t1,0, t0,1, and t2,0 as the free variables. Taking t1,0 = 1, t0,1 = 0,
and t2,0 = 0, the matrix x becomes
v1 =

0 0 0
1 0 3
0 0 0
 .
Taking t1,0 = 0, t0,1 = 1, and t2,0 = 0, the matrix x becomes
v2 =

0 1 0
0 0 0
0 3 0
 .
Taking t1,0 = 0, t0,1 = 0, and t2,0 = 1, the matrix x becomes
v3 =

0 0 1
0 0 3
1 3 3
 .
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Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0


We see that ∂−1W2 = 〈∂−1W1, v3〉. Since v3 6∈ ∂−1W1 and 3v3 ∈ ∂−1W1, we have
|∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 39, it follows that |∂−1W2| = 310. Recalling
that |W2| = 38, we obtain |∂−1W2/W2| = 32.
Note that since c1 = 2 and c2 = 2,
m1 =

2 0 3
0 0 0
−3 0 0
 ,m2 =

2 0 −3
0 0 0
3 0 0
 ,
m3 =

0 0 0
1 0 3
0 0 0
 ,m4 =

0 1 0
0 0 0
0 3 0
 .
Since v3 6∈ W2, and 3v3 6∈ W2, we find that the element v3 + W2 has order
32 in ∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 and rank(∂−1W2/W2) = rank(∂−1W1/W2).
Thus W2 is terminal.
Case 3.2.1.2.
Let (c1, c2) = (1, 2). Then c1 − 1 = 0, c2 − 1 = 1, and c1c2 ≡ −1.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ t1,0 − t2,0 (A3)
s2,2 ≡ t2,0 (A4)
s2,1 ≡ −t0,2 (B3)
t2,0 ≡ 0 (B5).
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ t1,0 (A3)
s2,2 ≡ 0 (A4)
s2,1 ≡ −t0,2 (B3)
t2,0 ≡ 0 (B5).
We regard t1,0, t0,1, and t0,2 as the free variables. Taking t1,0 = 1, t0,1 = 0,
and t0,2 = 0, the matrix x becomes
v1 =

0 0 0
1 0 3
0 0 0
 .
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Taking t1,0 = 0, t0,1 = 1, and t0,2 = 0, the matrix x becomes
v2 =

0 1 0
0 0 0
0 0 0
 .
Taking t1,0 = 0, t0,1 = 0, and t0,2 = 1, the matrix x becomes
v3 =

0 0 1
0 0 0
0 −3 0
 .
Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0


We see that ∂−1W2 = 〈∂−1W1, v3〉. Since v3 6∈ ∂−1W1 and 3v3 ∈ ∂−1W1, we have
|∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 39, it follows that |∂−1W2| = 310. Recalling
that |W2| = 38, we obtain |∂−1W2/W2| = 32.
Note that since c1 = 1 and c2 = 2,
m1 =

1 0 −3
0 0 0
0 0 0
 ,m2 =

2 0 −3
0 0 0
3 0 0
 ,
m3 =

0 0 0
1 0 3
0 0 0
 ,m4 =

0 1 0
0 0 0
0 0 0
 .
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Since v3 6∈ W2, and 3v3 6∈ W2, we find that the element v3 + W2 has order
32 in ∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 and rank(∂−1W2/W2) = rank(∂−1W1/W2).
Thus W2 is terminal.
Case 3.2.1.3.
Let (c1, c2) = (2, 1). Then c1 − 1 = 1, c2 − 1 = 0, and c1c2 ≡ −1.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ −t2,0 (A3)
s2,2 ≡ 0 (A4)
s2,1 ≡ t0,1 − t0,2 (B3)
0 ≡ t0,2 (B5).
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ −t2,0 (A3)
s2,2 ≡ 0 (A4)
s2,1 ≡ t0,1 (B3)
t0,2 ≡ 0 (B5).
89
We regard t1,0, t0,1, and t2,0 as the free variables. Taking t1,0 = 1, t0,1 = 0,
and t2,0 = 0, the matrix x becomes
v1 =

0 0 0
1 0 0
0 0 0
 .
Taking t1,0 = 0, t0,1 = 1, and t2,0 = 0, the matrix x becomes
v2 =

0 1 0
0 0 0
0 3 0
 .
Taking t1,0 = 0, t0,1 = 0, and t2,0 = 1, the matrix x becomes
v3 =

0 0 0
0 0 −3
1 0 0
 .
Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0


We see that ∂−1W2 = 〈∂−1W1, v3〉. Since v3 6∈ ∂−1W1 and 3v3 ∈ ∂−1W1, we have
|∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 39, it follows that |∂−1W2| = 310. Recalling
that |W2| = 38, we obtain |∂−1W2/W2| = 32.
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Note that since c1 = 2 and c2 = 1,
m1 =

2 0 3
0 0 0
−3 0 0
 ,m2 =

1 0 0
0 0 0
−3 0 0
 ,
m3 =

0 0 0
1 0 0
0 0 0
 ,m4 =

0 1 0
0 0 0
0 3 0
 .
Since v3 6∈ W2, and 3v3 6∈ W2, we find that the element v3 + W2 has order
32 in ∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 and rank(∂−1W2/W2) = rank(∂−1W1/W2).
Thus W2 is terminal.
Case 3.2.1.4.
Let (c1, c2) = (1, 1). Then c1 − 1 = 0, c2 − 1 = 0, and c1c2 = 1.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ t2,0 (A3)
s2,2 ≡ 0 (A4)
s2,1 ≡ t0,2 (B3)
0 ≡ 0 (B5).
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We regard t1,0, t0,1, t2,0, and t0,2 as the free variables. Taking t1,0 = 1, t0,1 = 0,
t2,0 = 0, and t0,2 = 0, the matrix x becomes
v1 =

0 0 0
1 0 0
0 0 0
 .
Taking t1,0 = 0, t0,1 = 1, t2,0 = 0, and t0,2 = 0, the matrix x becomes
v2 =

0 1 0
0 0 0
0 0 0
 .
Taking t1,0 = 0, t0,1 = 0, t2,0 = 1, and t0,2 = 0, the matrix x becomes
v3 =

0 0 0
0 0 3
1 0 0
 .
Taking t1,0 = 0, t0,1 = 0, t2,0 = 0, and t0,2 = 1, the matrix x becomes
v4 =

0 0 1
0 0 0
0 3 0
 .
Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0


92
We see that ∂−1W2 = 〈∂−1W1, v3, v4〉. Since v3 6∈ ∂−1W1 and 3v3 ∈ ∂−1W1, we have
|〈∂−1W1, v3〉/∂−1W1| = 3. Since v4 6∈ 〈∂−1W1, v3〉 and 3v4 ∈ 〈∂−1W1, v3〉, we have
|∂−1W2/〈∂−1W1, v3〉| = 3. Thus |∂−1W2/∂−1W1| = 32. Since |∂−1W1| = 39, it follows
that |∂−1W2| = 311. Recalling that |W2| = 38, we obtain |∂−1W2/W2| = 33.
Since v3 6∈ W2, and 3v3 6∈ W2, we find that the element v3+W2 has order 32 in
∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 × Z3 and rank(∂−1W2/W2) > rank(∂−1W1/W2).
Thus W2 is nonterminal.
We need to identify all the nontrivial subgroups W3/W2 of ∂
−1W2/W2 that
satisfy the condition that W3/W2∩∂−1W1/W2 is trivial. Since ∂−1W2/W2 ∼= Z9×Z3,
we have f1(∂−1W2/W2) ∼= Z3.
We now argue that f1(∂−1W2/W2) = ∂−1W1/W2. Since f1(∂−1W2/W2) and
∂−1W1/W2 both have order 3. it suffices to show that the first is contained in the
second. Because v3 + W2 is an element of order 9 in ∂
−1W2/W2, indeed 3v3 + W2 is
an element of order 3 in f1(∂−1W2/W2). Since |f1(∂−1W2/W2)| = 3, it follows that
f1(∂−1W2/W2) = 〈3v3 + W2〉. Note that 3v3 = y1 ∈ ∂−1W1, and so 3v3 + W2 =
y1 + W2 ∈ ∂−1W1/W2. It follows that f1(∂−1W2/W2) is contained in ∂−1W1/W2, as
desired.
We now see that every nontrivial subgroup W3/W2 of ∂
−1W2/W2 for which
W3/W2∩∂−1W1/W2 is trivial has order 3, and is therefore contained in Ω1(∂−1W2/W2).
Note that Ω1(∂
−1W2/W2) is isomorphic to Z3×Z3 and therefore may be regarded as
a vector space.
Observe that v3−v4 ∈ ∂−1W2 and v3−v4 6∈ W2 and 3(v3−v4) = m1−m2 ∈ W2.
93
Hence v3 − v4 +W2 is an element of order 3 in ∂−1W2/W2 and is therefore contained
in Ω1(∂
−1W2/W2).
Note that y1 +W2, v3−v4 +W2 is a basis for the vector space Ω1(∂−1W2/W2)
and that y1 +W2 is a basis for its supspace ∂
−1W1/W2.
Let m5 = c3y1 + (v3 − v4) for c3 ∈ {0, 1, 2}. Thus
m5 =

0 0 −1
0 0 3
3c3 + 1 −3 0
 .
Let W3 = 〈W2,m5〉 ∈ L3. The number of subgroups W3 of this type is 3.
Note that since c1 = 1 and c2 = 1,
m1 =

1 0 −3
0 0 0
0 0 0
 ,m2 =

1 0 0
0 0 0
−3 0 0
 ,
m3 =

0 0 0
1 0 0
0 0 0
 ,m4 =

0 1 0
0 0 0
0 0 0
 .
Since m5 6∈ W2 and 3m5 = m1 −m2 ∈ W2, |W3/W2| = 3 and W3/W2 ∼= Z3.
Thus rank(W3/W2) = 1.
Observe that the (2, 0)-entries and (0, 2)-entries of W0, m1, m2, m3, and m4
are all divisible by 3. Thus, for every member of W2, both the (2, 0)-entry and (0, 2)-
entry are divisible by 3. Since the (2, 0)-entry and (0, 2)-entry of m5 are not divisible
by 3, we apply the Generalized Terminal Lemma and find that W3 is terminal.
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6.2.2 Case 3.2.2.
We fix an arbitrary value c3 ∈ {1, 2}. There are 2 ways to choose the value c3. Let
m3 = y3 + c3v1 and let m4 = v2. Thus
m3 =

1 0 −3
c3 0 3c3(c2 − 1)
−3 0 0
 ,m4 =

0 1 0
0 0 0
0 3(c1 − 1) 0
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. The number of subgroups W2 of this type is 2. Since
|W1| = 36 and |W2/W1| = 32, it follows that |W2| = 38. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
Case 3.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 3s2,2
 .
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In the notation of Case 3.2, we are taking d0 = 1, d1 = c3, d2 = 0, e1 = 0, and e2 = 1.
We wish to identify values a1, a2, a3, a4 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 + a3m3 +
a4m4 (mod I).
We see that ∂1x ∈ W2 if and only if
t1,1 ≡ a4 (A1)
t2,0 ≡ c3a3 (A2)
t1,0 ≡ c1a1 + c2a2 + a3 (A3)
s2,2 ≡ (c2 − 1)t2,0 (A4)
t1,1 ≡ 0 (A5)
a2 ≡ t1,0 + s1,2 (A6)
a1 ≡ −t2,0 (A7).
Multiplying (A2) by c3 ∈ {1, 2} yields a3 ≡ c3t2,0.
We use (A2), (A6), and (A7) to write (A3) as t1,0 ≡ c1(−t2,0)+c2(t1,0+s1,2)+
(c3t2,0). Solving for s1,2 and using c
2
2 ≡ 1, we get s1,2 ≡ (c2 − 1)t1,0 + (c1 − c3)c2t2,0.
We see that ∂1x ∈ W2 if and only if
s1,2 ≡ (c2 − 1)t1,0 + (c1 − c3)c2t2,0 (A3)
s2,2 ≡ (c2 − 1)t2,0 (A4)
t1,1 ≡ 0 (A5).
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We wish to identify values b1, b2, b3, b4 ∈ Z9 such that ∂1x ≡ b1m1 + b2m2 +
b3m3 + b4m4 (mod I). We see that ∂2x ∈ W2 if and only if
t0,2 ≡ b4 (B1)
t1,1 ≡ c3b3 (B2)
t0,1 ≡ c1b1 + c2b2 + b3 (B3)
t1,1 ≡ 0 (B4)
s2,2 ≡ (c1 − 1)t0,2 (B5)
b2 ≡ −t0,2 (B6)
b1 ≡ t0,1 + s2,1 (B7).
Multiplying (B2) by c3 ∈ {1, 2} yields b3 ≡ c3t1,1. Combining this with (B4),
we get b3 ≡ 0.
We use (B2), (B6), and (B7) to write (B3) as t0,1 ≡ c1(t0,1 + s2,1) + c2(−t0,2).
Solving for s2,1 and using c
2
1 ≡ 1, we get s2,1 ≡ (c1 − 1)t0,1 + c1c2t0,2.
We see that ∂2x ∈ W2 if and only if
s2,1 ≡ (c1 − 1)t0,1 + c1c2t0,2 (B3)
t1,1 ≡ 0 (B4)
s2,2 ≡ (c1 − 1)t0,2 (B5).
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ (c2 − 1)t1,0 + (c1 − c3)c2t2,0 (A3)
s2,2 ≡ (c2 − 1)t2,0 (A4)
s2,1 ≡ (c1 − 1)t0,1 + c1c2t0,2 (B3)
s2,2 ≡ (c1 − 1)t0,2 (B5).
The combination of (A4) and (B5) gives us (c1 − 1)t0,2 ≡ (c2 − 1)t2,0.
We now construct four subcases for chosen values for c1 and c2. In Case
3.2.2.1 we consider (c1, c2) = (2, 2). In Case 3.2.2.2 we consider (c1, c2) = (1, 2). In
Case 3.2.2.3 we consider (c1, c2) = (2, 1). In Case 3.2.2.4 we consider (c1, c2) = (1, 1).
Case 3.2.2.1.
Let (c1, c2) = (2, 2). Then c1 − 1 = 1, c2 − 1 = 1, and c1c2 ≡ 1.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ t1,0 + (1 + c3)t2,0 (A3)
s2,2 ≡ t2,0 (A4)
s2,1 ≡ t0,1 + t0,2 (B3)
s2,2 ≡ t0,2 (B5).
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We regard t1,0, t0,1, and t2,0 as the free variables. Taking t1,0 = 1, t0,1 = 0,
and t2,0 = 0, the matrix x becomes
v1 =

0 0 0
1 0 3
0 0 0
 .
Taking t1,0 = 0, t0,1 = 1, and t2,0 = 0, the matrix x becomes
v2 =

0 1 0
0 0 0
0 3 0
 .
Taking t1,0 = 0, t0,1 = 0, and t2,0 = 1, the matrix x becomes
v3 =

0 0 1
0 0 3(1 + c3)
1 3 3
 .
Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0


We see that ∂−1W2 = 〈∂−1W1, v3〉. Since v3 6∈ ∂−1W1 and 3v3 ∈ ∂−1W1, we have
|∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 39, it follows that |∂−1W2| = 310. Recalling
that |W2| = 38, we obtain |∂−1W2/W2| = 32.
99
Note that sicne c1 = 2 and c2 = 2,
m1 =

2 0 3
0 0 0
−3 0 0
 ,m2 =

2 0 −3
0 0 0
3 0 0
 ,
m3 =

0 0 0
1 0 3
0 0 0
 ,m4 =

0 1 0
0 0 0
0 3 0
 .
Since v3 6∈ W2, and 3v3 6∈ W2, we find that the element v3 + W2 has order
32 in ∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 and rank(∂−1W2/W2) = rank(∂−1W1/W2).
Thus W2 is terminal.
Case 3.2.2.2.
Let (c1, c2) = (1, 2). Then c1 − 1 = 0, c2 − 1 = 1, and c1c2 ≡ −1.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ t1,0 + (c3 − 1)t2,0 (A3)
s2,2 ≡ t2,0 (A4)
s2,1 ≡ −t0,2 (B3)
s2,2 ≡ 0 (B5).
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ t1,0 (A3)
t2,0 ≡ 0 (A4)
s2,1 ≡ −t0,2 (B3)
s2,2 ≡ 0 (B5).
We regard t1,0, t0,1, and t0,2 as the free variables. Taking t1,0 = 1, t0,1 = 0,
and t0,2 = 0, the matrix x becomes
v1 =

0 0 0
1 0 3
0 0 0
 .
Taking t1,0 = 0, t0,1 = 1, and t0,2 = 0, the matrix x becomes
v2 =

0 1 0
0 0 0
0 0 0
 .
Taking t1,0 = 0, t0,1 = 0, and t0,2 = 1, the matrix x becomes
v3 =

0 0 1
0 0 0
0 −3 0
 .
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Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0


We see that ∂−1W2 = 〈∂−1W1, v3〉. Since v3 6∈ ∂−1W1 and 3v3 ∈ ∂−1W1, we have
|∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 39, it follows that |∂−1W2| = 310. Recalling
that |W2| = 38, we obtain |∂−1W2/W2| = 32.
Note that since c1 = 1 and c2 = 2,
m1 =

1 0 −3
0 0 0
0 0 0
 ,m2 =

2 0 −3
0 0 0
3 0 0
 ,
m3 =

0 0 0
1 0 3
0 0 0
 ,m4 =

0 1 0
0 0 0
0 0 0
 .
Since v3 6∈ W2, and 3v3 6∈ W2, we find that the element v3 + W2 has order
32 in ∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 and rank(∂−1W2/W2) = rank(∂−1W1/W2).
Thus W2 is terminal.
Case 3.2.2.3.
Let (c1, c2) = (2, 1). Then c1 − 1 = 1, c2 − 1 = 0, and c1c2 ≡ −1.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ −(1 + c3)t2,0 (A3)
s2,2 ≡ 0 (A4)
s2,1 ≡ t0,1 − t0,2 (B3)
s2,2 ≡ t0,2 (B5).
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ −(c3 + 1)t2,0 (A3)
s2,2 ≡ 0 (A4)
s2,1 ≡ t0,1 (B3)
t0,2 ≡ 0 (B5).
We regard t1,0, t0,1, and t2,0 as the free variables. Taking t1,0 = 1, t0,1 = 0,
and t2,0 = 0, the matrix x becomes
v1 =

0 0 0
1 0 0
0 0 0
 .
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Taking t1,0 = 0, t0,1 = 1, and t2,0 = 0, the matrix x becomes
v2 =

0 1 0
0 0 0
0 3 0
 .
Taking t1,0 = 0, t0,1 = 0, and t2,0 = 1, the matrix x becomes
v3 =

0 0 0
0 0 0
1 −3(c3 + 1) 0
 .
Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0


We see that ∂−1W2 = 〈∂−1W1, v3〉. Since v3 6∈ ∂−1W1 and 3v3 ∈ ∂−1W1, we have
|∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 39, it follows that |∂−1W2| = 310. Recalling
that |W2| = 38, we obtain |∂−1W2/W2| = 32.
Note that since c1 = 2 and c2 = 1,
m1 =

2 0 3
0 0 0
−3 0 0
 ,m2 =

2 0 −3
0 0 0
3 0 0
 ,
m3 =

0 0 0
1 0 3
0 0 0
 ,m4 =

0 1 0
0 0 0
0 3 0
 .
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Since v3 6∈ W2, and 3v3 6∈ W2, we find that the element v3 + W2 has order
32 in ∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 and rank(∂−1W2/W2) = rank(∂−1W1/W2).
Thus W2 is terminal.
Case 3.2.2.4.
Let (c1, c2) = (1, 1). Then c1 − 1 = 0, c2 − 1 = 0, and c1c2 ≡ 1.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ (1− c3)t2,0 (A3)
s2,2 ≡ 0 (A4)
s2,1 ≡ t0,2 (B3)
s2,2 ≡ 0 (B5).
We regard t1,0, t0,1, t2,0, and t0,2 as the free variables. Taking t1,0 = 1, t0,1 = 0,
t2,0 = 0, and t0,2 = 0, the matrix x becomes
v1 =

0 0 0
1 0 0
0 0 0
 .
Taking t1,0 = 0, t0,1 = 1, t2,0 = 0, and t0,2 = 0, the matrix x becomes
v2 =

0 1 0
0 0 0
0 0 0
 .
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Taking t1,0 = 0, t0,1 = 0, t2,0 = 1, and t0,2 = 0, the matrix x becomes
v3 =

0 0 0
0 0 3(1− c3)
1 0 0
 .
Taking t1,0 = 0, t0,1 = 0, t2,0 = 0, and t0,2 = 1, the matrix x becomes
v4 =

0 0 1
0 0 0
0 3 0
 .
Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0


We see that ∂−1W2 = 〈∂−1W1, v3, v4〉. Since v3 6∈ ∂−1W1 and 3v3 ∈ ∂−1W1, we have
|〈∂−1W1, v3〉/∂−1W1| = 3. Since v4 6∈ 〈∂−1W1, v3〉 and 3v4 ∈ 〈∂−1W1, v3〉, we have
|∂−1W2/〈∂−1W1, v3〉| = 3. Thus |∂−1W2/∂−1W1| = 32. Since |∂−1W1| = 39, it follows
that |∂−1W2| = 311. Recalling that |W2| = 38, we obtain |∂−1W2/W2| = 33.
Since v3 6∈ W2, and 3v3 6∈ W2, we find that the element v3+W2 has order 32 in
∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 × Z3 and rank(∂−1W2/W2) > rank(∂−1W1/W2).
Thus W2 is nonterminal.
We need to identify all the nontrivial subgroups W3/W2 of ∂
−1W2/W2 that
satisfy the condition that W3/W2∩∂−1W1/W2 is trivial. Since ∂−1W2/W2 ∼= Z9×Z3,
we have f1(∂−1W2/W2) ∼= Z3.
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We now argue that f1(∂−1W2/W2) = ∂−1W1/W2. Since f1(∂−1W2/W2) and
∂−1W1/W2 both have order 3. it suffices to show that the first is contained in the
second. Because v3 + W2 is an element of order 9 in ∂
−1W2/W2, indeed 3v3 + W2 is
an element of order 3 in f1(∂−1W2/W2). Since |f1(∂−1W2/W2)| = 3, it follows that
f1(∂−1W2/W2) = 〈3v3 + W2〉. Note that 3v3 = y1 ∈ ∂−1W1, and so 3v3 + W2 =
y1 + W2 ∈ ∂−1W1/W2. It follows that f1(∂−1W2/W2) is contained in ∂−1W1/W2, as
desired.
We now see that every nontrivial subgroup W3/W2 of ∂
−1W2/W2 for which
W3/W2∩∂−1W1/W2 is trivial has order 3, and is therefore contained in Ω1(∂−1W2/W2).
Note that Ω1(∂
−1W2/W2) is isomorphic to Z3×Z3 and therefore may be regarded as
a vector space.
Observe that v3−v4 ∈ ∂−1W2 and v3−v4 6∈ W2 and 3(v3−v4) = m1−m2 ∈ W2.
Hence v3 − v4 +W2 is an element of order 3 in ∂−1W2/W2 and is therefore contained
in Ω1(∂
−1W2/W2).
Note that y1 +W2, v3−v4 +W2 is a basis for the vector space Ω1(∂−1W2/W2)
and that y1 +W2 is a basis for its supspace ∂
−1W1/W2.
Let m5 = c3y1 + (v3 − v4) for c3 ∈ {0, 1, 2}. Thus
m5 =

0 0 −1
0 0 3(1− c3)
3c3 + 1 −3 0
 .
Let W3 = 〈W2,m5〉 ∈ L3. The number of subgroups W3 of this type is 3.
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Note that since c1 = 1 and c2 = 1,
m1 =

1 0 −3
0 0 0
0 0 0
 ,m2 =

1 0 0
0 0 0
−3 0 0
 ,
m3 =

1 0 −3
c3 0 0
−3 0 0
 ,m4 =

0 1 0
0 0 0
0 0 0
 .
Since m5 6∈ W2 and 3m5 = m1 −m2 ∈ W2, |W3/W2| = 3 and W3/W2 ∼= Z3.
Thus rank(W3/W2) = 1.
Observe that the (2, 0)-entries and (0, 2)-entries of W0, m1, m2, m3, and m4
are all divisible by 3. Thus, for every member of W2, both the (2, 0)-entry and (0, 2)-
entry are divisible by 3. Since the (2, 0)-entry and (0, 2)-entry of m5 are not divisible
by 3, we apply the Generalized Terminal Lemma and find that W3 is terminal.
6.2.3 Case 3.2.3.
We fix arbitrary values c3 ∈ {1, 2}, c4 ∈ {0, 1, 2}. There are 6 ways to choose the
values c3, c4. Let m3 = y3 + c3v2 and let m4 = v1 + c4v2. Thus
m3 =

1 c3 −3
0 0 0
−3 3c3(c1 − 1) 0
 ,m4 =

0 c4 0
1 0 3(c2 − 1)
0 3c4(c1 − 1) 0
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. The number of subgroups W2 of this type is 6. Since
|W1| = 36 and |W2/W1| = 32, it follows that |W2| = 38. Note that ∂−1W1/W2 ∼= Z3
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and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
Case 3.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 3s2,2
 .
In the notation of Case 3.2, we are taking d0 = 1, d1 = 0, d2 = c3, e1 = 1, and e2 = c4.
We wish to identify values a1, a2, a3, a4 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 + a3m3 +
a4m4 (mod I).
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We see that ∂1x ∈ W2 if and only if
t1,1 ≡ c3a3 + c4a4 (A1)
t2,0 ≡ a4 (A2)
t1,0 ≡ c1a1 + c2a2 + a3 (A3)
s2,2 ≡ (c2 − 1)t2,0 (A4)
t1,1 ≡ 0 (A5)
a2 ≡ t1,0 + s1,2 (A6)
a1 ≡ −t2,0 (A7).
We use (A2) and (A5) to write (A1) as a3 ≡ −c3c4t2,0.
We use (A1), (A6), and (A7)to write (A3) as t1,0 ≡ c1(−t2,0)+c2(t1,0 +s1,2)+
(−c3c4t2,0). Solving for s1,2 and using c22 ≡ 1, we get s1,2 ≡ (c2−1)t1,0+(c1−c3c4)c2t2,0.
We see that ∂1x ∈ W2 if and only if
s1,2 ≡ (c2 − 1)t1,0 + (c1 − c3c4)c2t2,0 (A3)
s2,2 ≡ (c2 − 1)t2,0 (A4)
t1,1 ≡ 0 (A5).
We wish to identify values b1, b2, b3, b4 ∈ Z9 such that ∂1x ≡ b1m1 + b2m2 +
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b3m3 + b4m4 (mod I). We see that ∂2x ∈ W2 if and only if
t0,2 ≡ c3b3 + c4b4 (B1)
t1,1 ≡ b4 (B2)
t0,1 ≡ c1b1 + c2b2 + b3 (B3)
t1,1 ≡ 0 (B4)
s2,2 ≡ (c1 − 1)t0,2 (B5)
b2 ≡ −t0,2 (B6)
b1 ≡ t0,1 + s2,1 (B7).
Combining (B2) and (B4) yields b4 ≡ 0. Thus (B1) becomes b3 ≡ c3t0,2.
We use (B1), (B6), and (B7) to write (B3) as t0,1 ≡ c1(t0,1+s2,1)+c2(−t0,2)+
(c3t0,2). Soving for s2,1 and using c
2
1 ≡ 1, we get s2,1 ≡ (c1 − 1)t0,1 + (c2 − c3)c1t0,2.
We see that ∂2x ∈ W2 if and only if
s2,1 ≡ (c1 − 1)t0,1 + (c2 − c3)c1t0,2 (B3)
t1,1 ≡ 0 (B4)
s2,2 ≡ (c1 − 1)t0,2 (B5).
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ (c2 − 1)t1,0 + (c1 − c3c4)c2t2,0 (A3)
s2,2 ≡ (c2 − 1)t2,0 (A4)
s2,1 ≡ (c1 − 1)t0,1 + (c2 − c3)c1t0,2 (B3)
s2,2 ≡ (c1 − 1)t0,2 (B5).
The combination of (A4) and (B5) gives us (c1 − 1)t0,2 ≡ (c2 − 1)t2,0.
We now construct four subcases for chosen values for c1 and c2. In Case
3.2.3.1 we consider (c1, c2) = (2, 2). In Case 3.2.3.2 we consider (c1, c2) = (1, 2). In
Case 3.2.3.3 we consider (c1, c2) = (2, 1). In Case 3.2.3.4 we consider (c1, c2) = (1, 1).
Case 3.2.3.1.
Let (c1, c2) = (2, 2). Then c1 − 1 = 1 and c2 − 1 = 1.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ t1,0 + (1 + c3c4)t2,0 (A3)
s2,2 ≡ t2,0 (A4)
s2,1 ≡ t0,1 + (1 + c3)t0,2 (B3)
s2,2 ≡ t0,2 (B5).
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We regard t1,0, t0,1, and t2,0 as the free variables. Taking t1,0 = 1, t0,1 = 0,
and t2,0 = 0, the matrix x becomes
v1 =

0 0 0
1 0 3
0 0 0
 .
Taking t1,0 = 0, t0,1 = 1, and t2,0 = 0, the matrix x becomes
v2 =

0 1 0
0 0 0
0 3 0
 .
Taking t1,0 = 0, t0,1 = 0, and t2,0 = 1, the matrix x becomes
v3 =

0 0 1
0 0 3(1 + c3c4)
1 3(1 + c3) 3
 .
Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0


We see that ∂−1W2 = 〈∂−1W1, v3〉. Since v3 6∈ ∂−1W1 and 3v3 ∈ ∂−1W1, we have
|∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 39, it follows that |∂−1W2| = 310. Recalling
that |W2| = 38, we obtain |∂−1W2/W2| = 32.
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Note that since c1 = 2 and c2 = 2,
m1 =

2 0 3
0 0 0
−3 0 0
 ,m2 =

2 0 −3
0 0 0
3 0 0
 ,
m3 =

1 c3 −3
0 0 0
−3 3c3 0
 ,m4 =

0 c4 0
1 0 3
0 3c4 0
 .
Since v3 6∈ W2, and 3v3 6∈ W2, we find that the element v3 + W2 has order
32 in ∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 and rank(∂−1W2/W2) = rank(∂−1W1/W2).
Thus W2 is terminal.
Case 3.2.3.2.
Let (c1, c2) = (1, 2). Then c1 − 1 = 0 and c2 − 1 = 1.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ t1,0 + (c3c4 − 1)t2,0 (A3)
s2,2 ≡ t2,0 (A4)
s2,1 ≡ −(1 + c3)t0,2 (B3)
s2,2 ≡ 0 (B5).
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ t1,0 (A3)
t2,0 ≡ 0 (A4)
s2,1 ≡ −(c3 + 1)t0,2 (B3)
s2,2 ≡ 0 (B5).
We regard t1,0, t0,1, and t0,2 as the free variables. Taking t1,0 = 1, t0,1 = 0,
and t0,2 = 0, the matrix x becomes
v1 =

0 0 0
1 0 3
0 0 0
 .
Taking t1,0 = 0, t0,1 = 1, and t0,2 = 0, the matrix x becomes
v2 =

0 1 0
0 0 0
0 0 0
 .
Taking t1,0 = 0, t0,1 = 0, and t0,2 = 1, the matrix x becomes
v3 =

0 0 1
0 0 0
0 −3(c3 + 1) 0
 .
115
Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0


We see that ∂−1W2 = 〈∂−1W1, v3〉. Since v3 6∈ ∂−1W1 and 3v3 ∈ ∂−1W1, we have
|∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 39, it follows that |∂−1W2| = 310. Recalling
that |W2| = 38, we obtain |∂−1W2/W2| = 32.
Note that since c1 = 1 and c2 = 2,
m1 =

1 0 −3
0 0 0
0 0 0
 ,m2 =

2 0 −3
0 0 0
3 0 0
 ,
m3 =

1 c3 −3
0 0 3
−3 0 0
 ,m4 =

0 c4 0
1 0 3
0 0 0
 .
Since v3 6∈ W2, and 3v3 6∈ W2, we find that the element v3 + W2 has order
32 in ∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 and rank(∂−1W2/W2) = rank(∂−1W1/W2).
Thus W2 is terminal.
Case 3.2.3.3.
Let (c1, c2) = (2, 1). Then c1 − 1 = 1 and c2 − 1 = 0..
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ −(1 + c3c4)t2,0 (A3)
s2,2 ≡ 0 (A4)
s2,1 ≡ t0,1 + (c3 − 1)t0,2 (B3)
s2,2 ≡ t0,2 (B5).
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ −(c3c4 + 1)t2,0 (A3)
s2,2 ≡ 0 (A4)
s2,1 ≡ t0,1 (B3)
t0,2 ≡ 0 (B5).
We regard t1,0, t0,1, and t2,0 as the free variables. Taking t1,0 = 1, t0,1 = 0,
and t2,0 = 0, the matrix x becomes
v1 =

0 0 0
1 0 0
0 0 0
 .
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Taking t1,0 = 0, t0,1 = 1, and t2,0 = 0, the matrix x becomes
v2 =

0 1 0
0 0 0
0 3 0
 .
Taking t1,0 = 0, t0,1 = 0, and t2,0 = 1, the matrix x becomes
v3 =

0 0 0
0 0 0
1 −3(c3c4 + 1) 0
 .
Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0


We see that ∂−1W2 = 〈∂−1W1, v3〉. Since v3 6∈ ∂−1W1 and 3v3 ∈ ∂−1W1, we have
|∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 39, it follows that |∂−1W2| = 310. Recalling
that |W2| = 38, we obtain |∂−1W2/W2| = 32.
Note that since c1 = 2 and c2 = 1,
m1 =

2 0 3
0 0 0
−3 0 0
 ,m2 =

2 0 −3
0 0 0
3 0 0
 ,
m3 =

1 c3 −3
0 0 3
3 3c3 0
 ,m4 =

0 c4 0
1 0 0
0 3c4 0
 .
118
Since v3 6∈ W2, and 3v3 6∈ W2, we find that the element v3 + W2 has order
32 in ∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 and rank(∂−1W2/W2) = rank(∂−1W1/W2).
Thus W2 is terminal.
Case 3.2.3.4.
Let (c1, c2) = (1, 1). Then c1 − 1 = 0 and c2 − 1 = 0.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ (1− c3c4)t2,0 (A3)
s2,2 ≡ 0 (A4)
s2,1 ≡ (1− c3)t0,2 (B3)
s2,2 ≡ 0 (B5).
We regard t1,0, t0,1, t2,0, and t0,2 as the free variables. Taking t1,0 = 1, t0,1 = 0,
t2,0 = 0, and t0,2 = 0, the matrix x becomes
v1 =

0 0 0
1 0 0
0 0 0
 .
Taking t1,0 = 0, t0,1 = 1, t2,0 = 0, and t0,2 = 0, the matrix x becomes
v2 =

0 1 0
0 0 0
0 0 0
 .
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Taking t1,0 = 0, t0,1 = 0, t2,0 = 1, and t0,2 = 0, the matrix x becomes
v3 =

0 0 0
0 0 3(1− c3c4)
1 0 0
 .
Taking t1,0 = 0, t0,1 = 0, t2,0 = 0, and t0,2 = 1, the matrix x becomes
v4 =

0 0 1
0 0 0
0 3(1− c3) 0
 .
Recall that
∂−1W0 =


2 1 1
1 1 0
1 0 0


We see that ∂−1W2 = 〈∂−1W1, v3, v4〉. Since v3 6∈ ∂−1W1 and 3v3 ∈ ∂−1W1, we have
|〈∂−1W1, v3〉/∂−1W1| = 3. Since v4 6∈ 〈∂−1W1, v3〉 and 3v4 ∈ 〈∂−1W1, v3〉, we have
|∂−1W2/〈∂−1W1, v3〉| = 3. Thus |∂−1W2/∂−1W1| = 32. Since |∂−1W1| = 39, it follows
that |∂−1W2| = 311. Recalling that |W2| = 38, we obtain |∂−1W2/W2| = 33.
Since v3 6∈ W2, and 3v3 6∈ W2, we find that the element v3+W2 has order 32 in
∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 × Z3 and rank(∂−1W2/W2) > rank(∂−1W1/W2).
Thus W2 is nonterminal.
We need to identify all the nontrivial subgroups W3/W2 of ∂
−1W2/W2 that
satisfy the condition that W3/W2∩∂−1W1/W2 is trivial. Since ∂−1W2/W2 ∼= Z9×Z3,
we have f1(∂−1W2/W2) ∼= Z3.
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We now argue that f1(∂−1W2/W2) = ∂−1W1/W2. Since f1(∂−1W2/W2) and
∂−1W1/W2 both have order 3. it suffices to show that the first is contained in the
second. Because v3 + W2 is an element of order 9 in ∂
−1W2/W2, indeed 3v3 + W2 is
an element of order 3 in f1(∂−1W2/W2). Since |f1(∂−1W2/W2)| = 3, it follows that
f1(∂−1W2/W2) = 〈3v3 + W2〉. Note that 3v3 = y1 ∈ ∂−1W1, and so 3v3 + W2 =
y1 + W2 ∈ ∂−1W1/W2. It follows that f1(∂−1W2/W2) is contained in ∂−1W1/W2, as
desired.
We now see that every nontrivial subgroup W3/W2 of ∂
−1W2/W2 for which
W3/W2∩∂−1W1/W2 is trivial has order 3, and is therefore contained in Ω1(∂−1W2/W2).
Note that Ω1(∂
−1W2/W2) is isomorphic to Z3×Z3 and therefore may be regarded as
a vector space.
Observe that v3−v4 ∈ ∂−1W2 and v3−v4 6∈ W2 and 3(v3−v4) = m1−m2 ∈ W2.
Hence v3 − v4 +W2 is an element of order 3 in ∂−1W2/W2 and is therefore contained
in Ω1(∂
−1W2/W2).
Note that y1 +W2, v3−v4 +W2 is a basis for the vector space Ω1(∂−1W2/W2)
and that y1 +W2 is a basis for its supspace ∂
−1W1/W2.
Let m5 = c3y1 + (v3 − v4) for c3 ∈ {0, 1, 2}. Thus
m5 =

0 0 −1
0 0 3(1− c3c4)
3c3 + 1 −3(1− c3) 0
 .
Let W3 = 〈W2,m5〉 ∈ L3. The number of subgroups W3 of this type is 3.
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Note that since c1 = 1 and c2 = 1,
m1 =

1 0 −3
0 0 0
0 0 0
 ,m2 =

1 0 0
0 0 0
−3 0 0
 ,
m3 =

1 0 −3
c3 0 0
−3 0 0
 ,m4 =

0 1 0
0 0 0
0 0 0
 .
Since m5 6∈ W2 and 3m5 = m1 −m2 ∈ W2, |W3/W2| = 3 and W3/W2 ∼= Z3.
Thus rank(W3/W2) = 1.
Observe that the (2, 0)-entries and (0, 2)-entries of W0, m1, m2, m3, and m4
are all divisible by 3. Thus, for every member of W2, both the (2, 0)-entry and (0, 2)-
entry are divisible by 3. Since the (2, 0)-entry and (0, 2)-entry of m5 are not divisible
by 3, we apply the Generalized Terminal Lemma and find that W3 is terminal.
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CHAPTER VII
DOUBLY-INVARIANT SUBGROUPS FOR B(2)
Let
B(2) =


2 1 >
1 0 0
∨ 0 0

 .
We determine the set V(B). The immediate successors of B(2) in B are
B1 =


2 1 >
1 0 0
1 0 0

 and B2 =


2 1 >
1 1 0
∨ 0 0

 and B3 =


2 1 1
1 0 0
∨ 0 0

 .
We define the subgroup
I =


1 1 0
1 0 0
0 0 0

 and the matrix m1 =

1 0 −3
0 0 0
−3 0 0
 .
We define the subgroup W0 = 〈I,m1〉 ∈ L1. Note that |W0| = 34. As I ⊆ W0, we
have ∂−1I ⊆ ∂−1W0, and the pullback ∂−1W0 contains the pattern subgroup
∂−1I =


2 1 1
2 1 0
2 0 0


⋂


2 2 2
1 1 0
1 0 0

 =


2 1 1
1 1 0
1 0 0

 = U(3).
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On the other hand, the subgroup B = W0 is contained in the pattern subgroup

2 1 1
1 1 0
1 0 0

 = U(3),
and so the pullback ∂−1W0 is contained in the pattern subgroup
∂−1U(3) =


2 2 2
2 1 1
1 1 0


⋂


2 2 1
2 1 1
2 1 0

 =


2 2 1
2 1 1
1 1 0

 = U(4).
Let
x =

0 t0,1 0
t1,0 0 3s1,2
0 3s2,1 0
 ∈


2 2 1
2 1 1
1 1 0

 .
Thus
∂1x =

t1,0 0 3s1,2
0 3s2,1 0
−3t1,0 0 0
 and ∂2x =

t0,1 0 −3t0,1
0 3s1,2 0
3s2,1 0 0
 .
We see that ∂1x ∈ W0 if and only if
s1,2 ≡ −t1,0
s2,1 ≡ 0.
We see that ∂2x ∈ W0 if and only if
s2,1 ≡ −t0,1
s1,2 ≡ 0.
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Hence x ∈ ∂−1W0 if and only if
s2,1 ≡ 0
s1,2 ≡ 0
t1,0 ≡ 0
t0,1 ≡ 0.
Thus we obtain
∂−1W0 =


2 1 1
1 1 0
1 0 0

 .
We have |W0| = 34 and |∂−1W0| = 37 and ∂−1W0/W0 ∼= Z3 × Z3 × Z3. Note that
∂−1W0/W0 is a vector space with basis y1 +W0, y2 +W0, y3 +W0 where
y1 =

0 0 0
0 0 0
3 0 0
 , y2 =

0 0 0
0 3 0
0 0 0
 , y3 =

0 0 3
0 0 0
0 0 0
 .
The 1-dimensional subspaces of ∂−1W0/W0 generated by the basis vectors
y1 +W0, y2 +W0, y3 +W0 are B1/W0, B2/W0, B3/W0 respectively.
The set L1 consists of all subgroups W1 that satisfy W0 < W1 ⊆ ∂−1W0
and Bk 6⊆ W1 for k ∈ {1, 2, 3}. The subgroups W1 belonging to L1 correspond to
the nontrivial proper subspaces W1/W0 of ∂
−1W0/W0 that contain none of the three
1-dimensional subspaces B1/W0, B2/W0, B3/W0. Since ∂
−1W0/W0 has dimension 3,
every such subspace W1/W0 has dimension 1 or 2.
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To help us define the subgroups W1 belonging to L1, it will be convenient
to identify each element of the vector space ∂−1W0/W0 with its coordinate vector
with respect to the ordered basis y1 +W0, y2 +W0, y3 +W0. In this way we identify
∂−1W0/W0 with the vector space Z3 ×Z3 ×Z3 consisting of row vectors. Under this
identification, the elements y1 + W0, y2 + W0, y3 + W0 in ∂
−1W0/W0 are associated
with the so-called standard basis vectors [1, 0, 0], [0, 1, 0], [0, 0, 1] in Z3 × Z3 × Z3.
The subgroups W1 belonging to L1 are in one-to-one correspondence with
the nontrivial proper subspaces W1/W0 of ∂
−1W0/W0 that contain none of y1 +W0,
y2 +W0, y3 +W0. Under our identification, each such subspace W1/W0 is associated
with a subspace S of Z3 × Z3 × Z3 that contains none of the standard basis vectors
[1, 0, 0], [0, 1, 0], [0, 0, 1]. Let m denote the unique matrix in reduced row-echelon form
that is row-equivalent to the matrix whose rows are the members of an arbitrarily-
chosen basis of such a subspace S. If W1/W0 is 1-dimensional then either m =
[0, 1, c1] for c1 ∈ {1, 2} (2 possibilities) or m = [1, c1, c2] for c1, c2 ∈ {0, 1, 2} such that
(c1, c2) 6= (0, 0) (8 possibilities). If W1/W0 is 2-dimensional then
m =
1 0 c1
0 1 c2
 for c1, c2 ∈ {1, 2} (4 possibilities).
In Case 1 we assume that W1/W0 is 1-dimensional with m = [0, 1, c1] for c1 ∈ {1, 2}.
In Case 2 we assume that W1/W0 is 1-dimensional with m = [1, c1, c2] for c1, c2 ∈
{0, 1, 2} such that (c1, c2) 6= (0, 0). In Case 3 we assume that W1/W0 is 2-dimensional.
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We now summarize our results.
In Case 1 we find exactly 2 subgroups W1 ∈ L1, both satisfying |W1| = 35.
Both of these members of L1 are nonterminal and contained in 9 members of L2.
Thus we find 18 subgroups W2 ∈ L2, all satisfying |W2| = 36. Every member of L2 is
terminal. So in Case 1 we find a total of 2 + 18 = 20 subgroups.
In Case 2 we find 8 subgroups W1 ∈ L1, all satisfying |W1| = 35. Exactly 2 of
these 8 members of L1 are nonterminal. Both of these 2 nonterminal members of L1
is contained in 9 members of L2. Thus we find 18 subgroups W2 ∈ L2, all satisfying
|W2| = 36. Each of these 18 members of L2 is terminal. So in Case 2 we find a total
of 8 + 18 = 26 subgroups.
In Case 3 we find 4 subgroups W1 ∈ L1, all nonterminal and satisfying |W1| =
36. Each of these 4 nonterminal members of L1 is contained in 12 members W2 ∈ L2
satisfying |W2| = 37 and 9 members W2 ∈ L2 satisfying |W2| = 38. Thus we find
48 + 36 = 84 subgroups W2 ∈ L2. Each of the 48 subgroups W2 ∈ L2 satisfying
|W2| = 37 is terminal. Exactly 18 of the 36 subgroups W2 ∈ L2 satisfying |W2| = 38
are nonterminal. Each of these 18 nonterminal members of L2 is contained in 3
members of L3. Thus we find 54 subgroups W3 ∈ L3, all terminal and satisfying
|W3| = 39. So in Case 3 we find a total of 4 + 84 + 54 = 142 subgroups.
In the three separate cases that we have considered, the number of subgroups
that we have found are 20, 26, and 142 respectively. Thus, remembering to include B
itself (the unique member of L0) in our count, we obtain |V(B)| = 1+20+26+142 =
189.
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CHAPTER VIII
CASE 1 FOR B(2)
We fix an arbitrary value c1 ∈ {1, 2}. There are 2 ways to choose the value c1. Let
m2 = y2 + c1y3. Thus
m2 =

0 0 3c1
0 3 0
0 0 0
 .
Let W1 = 〈W0,m2〉 ∈ L1. The number of subgroups W1 of this type is 2. Since
m2 6∈ W0 and 3m2 ∈ W0 we have |W1/W0| = 3. Since |W0| = 34 it follows that
|W1| = 35. Note that ∂−1W0/W1 ∼= Z3 × Z3 and rank(∂−1W0/W1) = 2. We now
calculate the pullback ∂−1W1. The subgroup W1 is contained in the pattern subgroup

2 1 1
1 1 0
1 0 0

 .
Thus the pullback ∂−1W1 is contained in the pattern subgroup

2 2 2
2 1 1
1 1 0


⋂


2 2 1
2 1 1
2 1 0

 =


2 2 1
2 1 1
1 1 0

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2
3s1,0 + t1,0 3s1,1 3s1,2
3s2,0 3s2,1 0
 ∈


2 2 1
2 1 1
1 1 0

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 3s1,2
3s2,0 3s2,1 0
−3t1,0 0 0
 and ∂2x =

3s0,1 + t0,1 3s0,2 −3t0,1
3s1,1 3s1,2 0
3s2,1 0 0
 .
The variables in play are those appearing in the matrix

0 t0,1 0
t1,0 0 3s1,2
0 3s2,1 0
 .
We wish to identify values a1, a2 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 (mod I).
A formal expression for a1m1 + a2m2 is
a1

1 0 −3
0 0 0
−3 0 0
+ a2

0 0 3c1
0 3 0
0 0 0
 =

a1 0 3(c1a2 − a1)
0 3a2 0
−3a1 0 0
 .
Comparing (0, 0)-entries, we get t1,0 ≡ a1.
Comparing (2, 0)-entries, we also get t1,0 ≡ a1.
Comparing (1, 1)-entries, we get s2,1 ≡ a2.
Comparing (0, 2)-entries, we get s1,2 ≡ c1a2−a1. Using the above expressions
for a1 and a2, we get s1,2 ≡ c1s2,1 − t1,0.
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We see that ∂1x ∈ W1 if and only if
s1,2 ≡ c1s2,1 − t1,0 (A1).
We wish to identify values b1, b2 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 (mod I).
A formal expression for b1m1 + b2m2 is
b1

1 0 −3
0 0 0
−3 0 0
+ b2

0 0 3c1
0 3 0
0 0 0
 =

b1 0 3(c1b2 − b1)
0 3b2 0
−3b1 0 0
 .
Comparing (0, 0)-entries, we get t0,1 ≡ b1.
Comparing (2, 0)-entries, we also get s2,1 ≡ −b1. Thus, s2,1 ≡ −t0,1.
Comparing (1, 1)-entries, we get s1,2 ≡ b2.
Comparing (0, 2)-entries, we get t0,1 ≡ b1− c1b2. Using the above expressions
for b1 and b2, we get t0,1 ≡ t0,1 − c1s1,2. Thus, c1s1,2 ≡ 0 and since c1 ∈ {1, 2}, we
have s1,2 ≡ 0.
We see that ∂2x ∈ W1 if and only if
s1,2 ≡ 0 (B1)
s2,1 ≡ −t0,1 (B2).
We use (B1) to rewrite (A1) as s2,1 ≡ c1t1,0.
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We use the new (A1) to write (B2) as c1t1,0 ≡ −t0,1, which is equivalent to
t0,1 ≡ −c1t1,0.
Hence x ∈ ∂−1W1 if and only if
s1,2 ≡ 0 (B1)
t0,1 ≡ −c1t1,0 (B2)
s2,1 ≡ c1t1,0 (A1).
We regard t1,0 as the free variable. Taking t1,0 = 1, the matrix x becomes
v1 =

0 −c1 0
1 0 0
0 3c1 0
 .
We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 37, it follows that |∂−1W1| = 38.
Recalling that |W1| = 35, we obtain |∂−1W1/W1| = 33.
Each of y1, y3, v1 is contained in ∂
−1W1 but not in W1. Each of 3y1, 3y3 3v1
is contained in W1. Thus each of y1 + W1, y3 + W1, v1 + W1 is an element of order
3 in the group ∂−1W1/W1. These three elements form a generating set for the group
∂−1W1/W1. Recalling that |∂−1W1/W1| = 33, we obtain ∂−1W1/W1 ∼= Z3 × Z3 × Z3.
Thus rank(∂−1W1/W1) = 3 and we may regard ∂−1W1/W1 as a vector space.
Since rank(∂−1W0/W1) = 2, we have rank(∂−1W0/W1) < rank(∂−1W1/W1).
Hence W1 is nonterminal and W1 ∈ Lˆ1.
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Note that y1 +W1, y3 +W1, v1 +W1 is a basis for the vector space ∂
−1W1/W1
and that the subspace ∂−1W0/W1 has basis y1 +W1, y3 +W1.
We fix arbitrary values c2, c3 ∈ {0, 1, 2}. There are 9 ways to choose the
values c2, c3. Let m3 = c2y1 + c3y3 + v1. Thus
m3 =

0 −c1 3c3
1 0 0
3c2 3c1 0
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 9. Since
m3 6∈ W1 and 3m3 ∈ W1, we have |W2/W1| = 3. Since |W1| = 35, it follows that
|W2| = 36. Recalling that |∂−1W1| = 38, we now deduce that ∂−1W1/W2 ∼= Z3 × Z3
and rank(∂−1W1/W2) = 2.
We now calculate the pullback ∂−1W2. The subgroup W2 is contained in the
pattern subgroup 

2 2 1
2 1 0
1 1 0

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 0


⋂


2 2 2
2 2 1
2 1 1

 =


2 2 2
2 2 1
2 1 0

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 0
 ∈


2 2 1
2 2 1
2 1 0

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 0
−3(t1,0 + t2,0) −3t1,1 0
 and
∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 0 0
 .
The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 0
 .
We wish to identify values a1, a2, a3 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 +
a3m3 (mod I). A formal expression for a1m1 + a2m2 + a3m3 is
a1

1 0 −3
0 0 0
−3 0 0
+ a2

0 0 3c1
0 3 0
0 0 0
+ a3

0 −c1 3c3
1 0 0
3c2 3c1 0

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=
a1 −c1a3 3(−a1 + c1a2 + c3a3)
a3 3a2 0
3(−a1 + c2a3) 3c1a3 0
 .
Comparing (0, 0)-entries, we get t1,0 ≡ a1.
Comparing (1, 1)-entries, we get s2,1 ≡ a2.
Comparing (1, 0)-entries, we get t2,0 ≡ a3.
Comparing (0, 1)-entries, we get t1,1 ≡ −c1a3. Thus, t1,1 ≡ −c1t2,0.
Comparing (2, 1)-entries, we get t1,1 ≡ −c1a3, which we have already.
Comparing (2, 0)-entries, we get t1,0 + t2,0 ≡ a1 − c2a3. Thus t1,0 + t2,0 ≡
t1,0 − c2t2,0 and we find that (c2 + 1)t2,0 ≡ 0.
Comparing (0, 2)-entries, we get s1,2 ≡ −a1 + c1a2 + c3a3. Thus s1,2 ≡ −t1,0 +
c1s2,1 + c3t2,0.
We see that ∂1x ∈ W2 if and only if
t1,1 ≡ −c1t2,0 (A1)
s1,2 ≡ −t1,0 + c1s2,1 + c3t2,0 (A2)
(c2 + 1)t2,0 ≡ 0 (A3).
We wish to identify values b1, b2, b3 ∈ Z9 such that ∂1x ≡ b1m1 + b2m2 +
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b3m3 (mod I). A formal expression for b1m1 + b2m2 + b3m3 is
b1

1 0 −3
0 0 0
−3 0 0
+ b2

0 0 3c1
0 3 0
0 0 0
+ b3

0 −c1 3c3
1 0 0
3c2 3c1 0

=

b1 −c1b3 3(−b1 + c1b2 + c3b3)
b3 3b2 0
3(−b1 + c2b3) 3c1b3 0
 .
Comparing (0, 0)-entries, we get t0,1 ≡ b1.
Comparing (1, 1)-entries, we get s1,2 ≡ b2.
Comparing (1, 0)-entries, we get t1,1 ≡ b3.
Comparing (2, 1)-entries, we get 0 ≡ c1b3. Thus c1t1,1 ≡ 0 and since c1 ∈
{1, 2}, we get t1,1 ≡ 0.
Comparing (0, 1)-entries, we get t0,2 ≡ −c1b3. Thus, t0,2 ≡ −c1t1,1 and we
find that t0,2 ≡ 0.
Comparing (0, 2)-entries, we get t0,1 + t0,2 ≡ b1−c1b2−c3b3. Thus t0,1 + t0,2 ≡
t0,1 − c1s1,2 − c3t1,1, and we find that c1s1,2 ≡ 0. So s1,2 ≡ 0.
Comparing (2, 0)-entries, we get s2,1 ≡ −b1 + c2b3. Thus s2,1 ≡ −t0,1 + c2t1,1
and we find that s2,1 ≡ −t0,1.
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We see that ∂2x ∈ W2 if and only if
t1,1 ≡ 0 (B1)
t0,2 ≡ 0 (B2)
s1,2 ≡ 0 (B3)
s2,1 ≡ −t0,1 (B4).
We use (B1) to write (A1) as 0 ≡ −c1t2,0, which yields t2,0 ≡ 0.
We use (A1) and (B3) to write (A2) as 0 ≡ −t1,0+c1s2,1 and thus s2,1 ≡ c1t1,0.
Using the new (A2), we write (B4) as c1t1,0 ≡ −t0,1, which is equivalent to
t0,1 ≡ −c1t1,0.
Hence x ∈ ∂−1W2 if and only if
t2,0 ≡ 0 (A1)
t1,1 ≡ 0 (B1)
t0,2 ≡ 0 (B2)
s1,2 ≡ 0 (B3)
s2,1 ≡ c1t1,0 (A2)
t0,1 ≡ −c1t1,0 (B4).
These congruences are the same congruences we found in our calculation of
∂−1W1. Thus ∂−1W2 = ∂−1W1 and so W2 is terminal.
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CHAPTER IX
CASE 2 FOR B(2)
We fix arbitrary values c1, c2 ∈ {0, 1, 2}, such that (c1, c2) 6= (0, 0). There are 8 ways
to choose the values c1 and c2. Let m2 = y1 + c1y2 + c2y3. Thus
m2 =

0 0 3c2
0 3c1 0
3 0 0
 .
Let W1 = 〈W0,m2〉 ∈ L1. The number of subgroups W1 of this type is 8. Since
m2 6∈ W0 and 3m2 ∈ W0 we have |W1/W0| = 3. Since |W0| = 34 it follows that
|W1| = 35. Note that ∂−1W0/W1 ∼= Z3 × Z3 and rank(∂−1W0/W1) = 2. We now
calculate the pullback ∂−1W1. The subgroup W1 is contained in the pattern subgroup

2 1 1
1 1 0
1 0 0

 .
Thus the pullback ∂−1W1 is contained in the pattern subgroup

2 2 2
2 1 1
1 1 0


⋂


2 2 1
2 1 1
2 1 0

 =


2 2 1
2 1 1
1 1 0

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2
3s1,0 + t1,0 3s1,1 3s1,2
3s2,0 3s2,1 0
 ∈


2 2 1
2 1 1
1 1 0

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 3s1,2
3s2,0 3s2,1 0
−3t1,0 0 0
 and ∂2x =

3s0,1 + t0,1 3s0,2 −3t0,1
3s1,1 3s1,2 0
3s2,1 0 0
 .
The variables in play are those appearing in the matrix

0 t0,1 0
t1,0 0 3s1,2
0 3s2,1 0
 .
We wish to identify values a1, a2 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 (mod I). A
formal expression for a1m1 + a2m2 is
a1

1 0 −3
0 0 0
−3 0 0
+ a2

0 0 3c2
0 3c1 0
3 0 0
 =

a1 0 3(c2a2 − a1)
0 3c1a2 0
3(a2 − a1) 0 0
 .
Comparing (0, 0)-entries, we get t1,0 ≡ a1.
Comparing (2, 0)-entries, we get t1,0 ≡ a1 − a2. Using the above expression
for a1, we get t1,0 ≡ t1,0 − a2, and thus a2 ≡ 0.
Comparing (1, 1)-entries, we get s2,1 ≡ c1a2. Thus s2,1 ≡ 0.
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Comparing (0, 2)-entries, we get s1,2 ≡ c2a2−a1. Using the above expressions
for a1 and a2, we get s1,2 ≡ −t1,0.
We see that ∂1x ∈ W1 if and only if
s2,1 ≡ 0 (A1)
s1,2 ≡ −t1,0 (A2).
We wish to identify values b1, b2 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 (mod I).
A formal expression for b1m1 + b2m2 is
b1

1 0 −3
0 0 0
−3 0 0
+ b2

0 0 3c2
0 3c1 0
3 0 0
 =

b1 0 3(c2b2 − b1)
0 3c1b2 0
3(b2 − b1) 0 0
 .
Comparing (0, 0)-entries, we get t0,1 ≡ b1.
Comparing (2, 0)-entries, we get s2,1 ≡ b2 − b1. Thus, b2 ≡ t0,1 + s2,1.
Comparing (1, 1)-entries, we get s1,2 ≡ c1b2. Using the above expression for
b2, we get s1,2 ≡ c1(t0,1 + s2,1).
Comparing (0, 2)-entries, we get t0,1 ≡ b1− c2b2. Using the above expressions
for b1 and b2, we get t0,1 ≡ t0,1 − c2(t0,1 + s2,1). Thus c2(t0,1 + s2,1) ≡ 0.
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We see that ∂2x ∈ W1 if and only if
s1,2 ≡ c1(t0,1 + s2,1) (B1)
0 ≡ c2(t0,1 + s2,1) (B2).
We use (A1) to rewrite (B1) as s1,2 ≡ c1t0,1.
We use (A1) to rewrite (B2) as c2t0,1 ≡ 0.
Hence x ∈ ∂−1W1 if and only if
s2,1 ≡ 0 (A1)
c2t0,1 ≡ 0 (B2)
s1,2 ≡ c1t0,1 (B1)
s1,2 ≡ −t1,0 (A2).
We now define subcases based on chosen values of c2. In Case 2.1 we consider
c2 6= 0 and in Case 2.2 we consider c2 = 0.
9.1 Case 2.1.
Let c2 6= 0.
Then multiplying (B2) by c2 yields t0,1 ≡ 0.
Since t0,1 ≡ 0, the (B1) becomes s1,2 ≡ 0.
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Since s1,2 ≡ 0, (A2) becomes t1,0 ≡ 0.
Hence x ∈ ∂−1W1 if and only if
s2,1 ≡ 0 (A1)
t0,1 ≡ 0 (B2)
s1,2 ≡ 0 (B1)
t1,0 ≡ 0 (A2).
We find that ∂−1W1 = ∂−1W0 and thus rank(∂−1W1) = rank(∂−1W0). Thus
W1 is terminal.
9.2 Case 2.2.
Let c2 = 0. Then c1 ∈ {1, 2} and
m2 =

0 0 0
0 3c1 0
3 0 0
 .
We find that (B2) gives no information.
We use (A2) to write (B1) as t0,1 ≡ −c1t1,0.
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Hence x ∈ ∂−1W1 if and only if
s2,1 ≡ 0 (A1)
t0,1 ≡ −c1t1,0 (B1)
s1,2 ≡ −t1,0 (A2).
We regard t1,0 as the free variable. Taking t1,0 = 1, the matrix x becomes
v1 =

0 −c1 0
1 0 −3
0 0 0
 .
We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0, we have
|∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 37, it follows that |∂−1W1| = 38. Recalling
that |W1| = 35, we obtain |∂−1W1/W1| = 33.
Each of y2, y3, v1 is contained in ∂
−1W1 but not in W1. Each of 3y2, 3y3, 3v1
is contained in W1. Thus each of y2 + W1, y3 + W1, v1 + W1 is an element of order
3 in the group ∂−1W1/W1. These three elements form a generating set for the group
∂−1W1/W1. Recalling that |∂−1W1/W1| = 33, we obtain ∂−1W1/W1 ∼= Z3 × Z3 × Z3.
Thus rank(∂−1W1/W1) = 3 and we may regard ∂−1W1/W1 as a vector space.
Since rank(∂−1W0/W1) = 2, we have rank(∂−1W0/W1) < rank(∂−1W1/W1).
Hence W1 is nonterminal and W1 ∈ Lˆ1.
Note that y2 +W1, y3 +W1, v1 +W1 is a basis for the vector space ∂
−1W1/W1
and that the subspace ∂−1W0/W1 has basis y2 +W1, y3 +W1.
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We fix arbitrary values c3, c4 ∈ {0, 1, 2}. There are 9 ways to choose the
values c3, c4. Let m3 = c3y2 + c4y3 + v1. Thus
m3 =

0 −c1 3c4
1 3c3 −3
0 0 0
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 9. Since
m3 6∈ W1 and 3m3 ∈ W1, we have |W2/W1| = 3. Since |W1| = 35, it follows that
|W2| = 36. Recalling that |∂−1W1| = 38, we now deduce that ∂−1W1/W2 ∼= Z3 × Z3
and rank(∂−1W1/W2) = 2.
We now calculate the pullback ∂−1W2. The subgroup W2 is contained in the
pattern subgroup 

2 2 1
2 1 1
1 0 0

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1


⋂


2 2 2
2 2 1
2 1 0

 =


2 2 2
2 2 1
2 1 0

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 0
 ∈


2 2 2
2 2 1
2 1 0

 .
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Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 0
−3(t1,0 + t2,0) −3t1,1 0
 and
∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 0 0
 .
The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 0
 .
We wish to identify values a1, a2, a3 ∈ Z9 such that ∂1x ≡ a1m1+a2m2+a3m3 (mod I).
A formal expression for a1m1 + a2m2 + a3m3 is
a1

1 0 −3
0 0 0
−3 0 0
+ a2

0 0 0
0 3c1 0
3 0 0
+ a3

0 −c1 3c4
1 3c3 −3
0 0 0

=

a1 −c1a3 3(−a1 + c4a3)
a3 3(c1a2 + c3a3) −3a3
3(−a1 + a2) 0 0
 .
Comparing (0, 0)-entries, we get t1,0 ≡ a1.
Comparing (2, 0)-entries, we get t1,0 + t2,0 ≡ a1 − a2. Thus a2 ≡ −t2,0.
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Comparing (1, 0)-entries, we get t2,0 ≡ a3.
Comparing (1, 2)-entries, we get a3 ≡ 0. Thus t2,0 ≡ 0.
Comparing (0, 1)-entries, we get t1,1 ≡ −c1a3. Thus t1,1 ≡ 0.
Comparing (0, 2)-entries, we get s1,2 ≡ −a1 + c4a3. Thus s1,2 ≡ −t1,0.
Comparing (1, 1)-entries, we get s2,1 ≡ c1a2 + c3a3. Since a2 ≡ −t2,0 ≡ 0, we
get s2,1 ≡ 0.
Comparing (2, 1)-entries, we get t1,1 ≡ 0.
We see that ∂1x ∈ W2 if and only if
t2,0 ≡ 0 (A1)
t1,1 ≡ 0 (A2)
s2,1 ≡ 0 (A3)
s1,2 ≡ −t1,0 (A4).
We wish to identify values b1, b2, b3 ∈ Z9 such that ∂1x ≡ b1m1 + b2m2 +
b3m3 (mod I). A formal expression for b1m1 + b2m2 + b3m3 is
b1

1 0 −3
0 0 0
−3 0 0
+ b2

0 0 0
0 3c1 0
3 0 0
+ b3

0 −c1 3c4
1 3c3 −3
0 0 0

=

b1 −c1b3 3(−b1 + c4b3)
b3 3(c1b2 + c3b3) −3b3
3(−b1 + b2) 0 0
 .
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Comparing (0, 0)-entries, we get t0,1 ≡ b1.
Comparing (2, 0)-entries, we get s2,1 ≡ −b1 + b2. Thus b2 ≡ s2,1 + t0,1.
Comparing (1, 0)-entries, we get t1,1 ≡ b3.
Comparing (1, 2)-entries, we get t1,1 ≡ b3.
Comparing (0, 1)-entries, we get t0,2 ≡ −c1b3. Thus t0,2 ≡ −c1t1,1.
Comparing (0, 2)-entries, we get t0,1 + t0,2 ≡ b1 − c4b3. Thus t0,1 + t0,2 ≡
t0,1 − c4t1,1, which yields t0,2 ≡ −c4t1,1.
Comparing (1, 1)-entries, we get s1,2 ≡ c1b2 + c3b3. Using the above expres-
sions for b2 and b3, we get s1,2 ≡ c1(s2,1 + t0,1) + c3t1,1.
We see that ∂2x ∈ W2 if and only if
t0,2 ≡ −c1t1,1 (B1)
t0,2 ≡ −c4t1,1 (B2)
s1,2 ≡ c1(s2,1 + t0,1) + c3t1,1 (B3).
Using (A2), both (B1) and (B2) become t0,2 ≡ 0.
We use (A2) and (A3) to write (B3) as s1,2 ≡ c1t0,1.
Using the new (B3) and (A4), we write (A4) as t0,1 ≡ −c1t1,0.
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Hence x ∈ ∂−1W2 if and only if
t2,0 ≡ 0 (A1)
t0,2 ≡ 0 (B1)
t1,1 ≡ 0 (A2)
s2,1 ≡ 0 (A3)
t0,1 ≡ −c1t1,0 (A4)
s1,2 ≡ −t1,0 (B3).
These congruences are the same congruences we found in our calculation of
∂−1W1. Thus ∂−1W2 = ∂−1W1 and so W2 is terminal.
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CHAPTER X
CASE 3 FOR B(2)
We fix arbitrary values c1, c2 ∈ {1, 2}.. There are 4 ways to choose the values c1 and
c2. Let m2 = y1 + c1y3 and m3 = y2 + c2y3. Thus
m2 =

0 0 3c1
0 0 0
3 0 0
 ,m3 =

0 0 3c2
0 3 0
0 0 0
 .
Let W1 = 〈W0,m2,m3〉 ∈ L1. The number of subgroups W1 of this type is 4. Since
m2 6∈ W0 and 3m2 ∈ W0 we have |〈W0,m2〉/W0| = 3. Since m3 6∈ 〈W0,m2〉 and
3m3 ∈ 〈W0,m2〉 we have |W1/〈W0,m2〉| = 3. Thus |W1/W0| = 32. Since |W0| = 34
it follows that |W1| = 36. Note that ∂−1W0/W1 ∼= Z3 and rank(∂−1W0/W1) = 1.
We now calculate the pullback ∂−1W1. The subgroup W1 is contained in the pattern
subgroup 

2 1 1
1 1 0
1 0 0

 .
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Thus the pullback ∂−1W1 is contained in the pattern subgroup

2 2 2
2 1 1
1 1 0


⋂


2 2 1
2 1 1
2 1 0

 =


2 2 1
2 1 1
1 1 0

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2
3s1,0 + t1,0 3s1,1 3s1,2
3s2,0 3s2,1 0
 ∈


2 2 1
2 1 1
1 1 0

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 3s1,2
3s2,0 3s2,1 0
−3t1,0 0 0
 and ∂2x =

3s0,1 + t0,1 3s0,2 −3t0,1
3s1,1 3s1,2 0
3s2,1 0 0
 .
The variables in play are those appearing in the matrix

0 t0,1 0
t1,0 0 3s1,2
0 3s2,1 0
 .
We wish to identify values a1, a2, a3 ∈ Z9 such that ∂1x ≡ a1m1+a2m2+a3m3 (mod I).
A formal expression for a1m1 + a2m2 + a3m3 is
a1

1 0 −3
0 0 0
−3 0 0
+ a2

0 0 3c1
0 0 0
3 0 0
+ a3

0 0 3c2
0 3 0
0 0 0

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=
a1 0 3(c1a2 + c2a3 − a1)
0 3a3 0
3(a2 − a1) 0 0
 .
Comparing (0, 0)-entries, we get t1,0 ≡ a1.
Comparing (1, 1)-entries, we get s2,1 ≡ a3.
Comparing (2, 0)-entries, we get t1,0 ≡ a1 − a2. Since t1,0 ≡ a1, we have
a2 ≡ 0.
Comparing (0, 2)-entries, we get s1,2 ≡ c1a2 + c2a3 − a1. Using the above
expressions for a1, a2, and a3 yields s1,2 ≡ c2s2,1 − t1,0.
We see that ∂1x ∈ W1 if and only if
s1,2 ≡ c2s2,1 − t1,0 (A1).
We wish to identify values b1, b2, b3 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 +
b3m3 (mod I). A formal expression for b1m1 + b2m2 + b3m3 is
b1

1 0 −3
0 0 0
−3 0 0
+ b2

0 0 3c1
0 0 0
3 0 0
+ b3

0 0 3c2
0 3 0
0 0 0

=

b1 0 3(c1b2 + c2b3 − b1)
0 3b3 0
3(b2 − b1) 0 0
 .
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Comparing (0, 0)-entries, we get t0,1 ≡ b1.
Comparing (1, 1)-entries, we get s1,2 ≡ b3.
Comparing (2, 0)-entries, we get s2,1 ≡ b2 − b1. Using b1 ≡ t0,1 and solving
for b2 yields b2 ≡ s2,1 + t0,1.
Comparing (0, 2)-entries, we get t0,1 ≡ b1 − c1b2 − c2b3. Using the above
expressions for b1, b2, and b3, we get t0,1 ≡ t0,1 − c1(s2,1 + t0,1) − c2s1,2. Thus s1,2 ≡
−c1c2(s2,1 + t0,1).
We see that ∂2x ∈ W1 if and only if
s1,2 ≡ −c1c2(s2,1 + t0,1) (B1).
We use (A1) to write (B1) as c2s2,1− t1,0 ≡ −c1c2(s2,1 + t0,1), which is equiv-
alent to t0,1 ≡ c1c2t1,0 − (c1 + 1)s2,1.
Hence x ∈ ∂−1W1 if and only if
s1,2 ≡ −t1,0 + c2s2,1 (A1)
t0,1 ≡ c1c2t1,0 − (c1 + 1)s2,1 (B1).
We regard t1,0 and s2,1 as the free variables. Taking t1,0 = 1 and s2,1 = 0, the
matrix x becomes
v1 =

0 c1c2 0
1 0 −3
0 0 0
 .
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Taking t1,0 = 0 and s2,1 = 1, the matrix x becomes
v2 =

0 −(c1 + 1) 0
0 0 3c2
0 3 0
 .
We see that ∂−1W1 = 〈∂−1W0, v1, v2〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |〈∂−1W0, v1〉/∂−1W0| = 3. Since v2 6∈ 〈∂−1W0, v1〉 and 3v2 ∈ 〈∂−1W0, v1〉 we
have |∂−1W1/〈∂−1W0, v1〉| = 3. Hence |∂−1W1/∂−1W0| = 32. Since |∂−1W0| = 37, it
follows that |∂−1W1| = 39. Recalling that |W1| = 36, we obtain |∂−1W1/W1| = 33.
Each of y3, v1, v2 is contained in ∂
−1W1 but not in W1. Each of 3y3, 3v1, 3v2
is contained in W1. Thus each of y3 + W1, v1 + W1, v2 + W1 is an element of order
3 in the group ∂−1W1/W1. These three elements form a generating set for the group
∂−1W1/W1. Recalling that |∂−1W1/W1| = 33, we obtain ∂−1W1/W1 ∼= Z3 × Z3 × Z3.
Thus rank(∂−1W1/W1) = 3 and we may regard ∂−1W1/W1 as a vector space.
Since rank(∂−1W0/W1) = 1, we have rank(∂−1W0/W1) < rank(∂−1W1/W1).
Hence W1 is nonterminal and W1 ∈ Lˆ1.
Note that y3 +W1, v1 +W1, v2 +W1 is a basis for the vector space ∂
−1W1/W1
and that the subspace ∂−1W0/W1 is generated by y3 +W1.
The subgroups W2 belonging to L2(W1) correspond to the nontrivial proper
subspaces W2/W1 of ∂
−1W1/W1 for which the intersection W2/W1 ∩ ∂−1W0/W1 is
trivial. Since ∂−1W1/W1 has dimension 3, every such subspace W2/W1 has dimension
1 or 2.
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To help us define the subgroups W2 belonging to L2, it will be convenient
to identify each element of the vector space ∂−1W1/W1 with its coordinate vector
with respect to the ordered basis y3 +W1, v1 +W1, v2 +W1. In this way we identify
∂−1W1/W1 with the vector space Z3 ×Z3 ×Z3 consisting of row vectors. Under this
identification, the elements y3 + W1, v1 + W1, v2 + W1 in ∂
−1W1/W1 are associated
with the so-called standard basis vectors [1, 0, 0], [0, 1, 0], [0, 0, 1] in Z3 × Z3 × Z3.
The subgroups W2 belonging to L2 are in one-to-one correspondence with the
nontrivial proper subspaces W2/W1 of ∂
−1W1/W1 for which the intersection W2/W1∩
∂−1W0/W1 is trivial. Note that ∂−1W0/W1 is the 1-dimensional subspace generated
by the element y3 + W1. Under our identification, each such subspace W2/W1 is
associated with a subspace S of Z3 × Z3 × Z3 that does not contain the standard
basis vector [1, 0, 0]. Let m denote the unique matrix in reduced row-echelon form
that is row-equivalent to the matrix whose rows are the members of an arbitrarily-
chosen basis of such a subspace S. In Case 3.1 we consider 1-dimensional subspaces
W2/W1. There are three possible forms for the matrix m. The first form is
m =
[
0 0 1
]
(1 possibility),
which is considered in Case 3.1.1. The second form is
m =
[
0 1 c3
]
for c3,∈ {0, 1, 2} (3 possibilities),
which is considered in Case 3.1.2. The third form is
m =
[
1 c3 c4
]
for c3, c4 ∈ {0, 1, 2} and (c3, c4) 6= (0, 0) (8 possibilities),
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which is considered in Case 3.1.3. In Case 3.2 we consider 2-dimensional subspaces
W2/W1. There are three possible forms for the matrix m. The first form is
m =
0 1 0
0 0 1
 (1 possibility),
which is considered in Case 3.2.1. The second form is
m =
1 c3 0
0 0 1
 for c3 ∈ {1, 2} (2 possibilities),
which is considered in Case 3.2.2. The third form is
m =
1 0 c3
0 1 c4
 for c3 ∈ {1, 2}, c4 ∈ {0, 1, 2} (6 possibilities),
which is considered in Case 3.2.3.
10.1 Case 3.1.
Let d0, d1, d2 be unspecified. Let m4 = d0y3 + d1v1 + d2v2. Thus
m4 = d0

0 0 3
0 0 0
0 0 0
+ d1

0 c1c2 0
1 0 −3
0 0 0
+ d2

0 −(c1 + 1) 0
0 0 3c2
0 3 0

=

0 c1c2d1 − (c1 + 1)d2 3d0
d1 0 3(c2d2 − d1)
0 3d2 0
 .
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Let W2 = 〈W1,m4〉 ∈ L2. We now calculate the pullback ∂−1W2. The subgroup W2
is contained in the pattern subgroup

2 2 1
2 1 1
1 1 0

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1


⋂


2 2 2
2 2 1
2 1 1

 =


2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0

and ∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
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The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 3s2,2
 .
We wish to identify values a1, a2, a3, a4 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 + a3m3 +
a4m4 (mod I). A formal expression for a1m1 + a2m2 + a3m3 + a4m4 is
a1

1 0 −3
0 0 0
−3 0 0
+ a2

0 0 3c1
0 0 0
3 0 0

+a3

0 0 3c2
0 3 0
0 0 0
+ a4

0 c1c2d1 − (c1 + 1)d2 3d0
d1 0 3(c2d2 − d1)
0 3d2 0

=

a1 c1c2d1a4 − (c1 + 1)d2a4 3(−a1 + c1a2 + c2a3 + d0a4)
d1a4 3a3 3(c2d2 − d1)a4
3(−a1 + a2) 3d2a4 0
 .
Comparing (0, 0)-entries, we get t1,0 ≡ a1.
Comparing (2, 0)-entries, we get t1,0 + t2,0 ≡ a1 − a2. Since a1 ≡ t1,0, we find
that t2,0 ≡ −a2.
Comparing (1, 1)-entries, we get s2,1 ≡ a3.
Comparing (2, 1)-entries, we get t1,1 ≡ −d2a4.
Comparing (0, 1)-entries, we get t1,1 ≡ c1c2d1a4 − (c1 + 1)d2a4.
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Comparing (0, 2)-entries, we get s1,2 ≡ −a1 + c1a2 + c2a3 +d0a4. Using above
expressions, we get s1,2 ≡ −t1,0 − c1t2,0 + c2s2,1 + d0a4.
Comparing (1, 0)-entries, we get t2,0 ≡ d1a4.
Comparing (1, 2)-entries, we get s2,2 ≡ (c2d2 − d1)a4.
We see that ∂1x ∈ W2 if and only if
a1 ≡ t1,0 (A1)
a2 ≡ −t2,0 (A2)
a3 ≡ s2,1 (A3)
t1,1 ≡ −d2a4 (A4)
t1,1 ≡ c1c2d1a4 − (c1 + 1)d2a4 (A5)
s1,2 ≡ −t1,0 − c1t2,0 + c2s2,1 + d0a4 (A6)
t2,0 ≡ d1a4 (A7)
s2,2 ≡ (c2d2 − d1)a4 (A8).
We wish to identify values b1, b2, b3, b4 ∈ Z9 such that ∂1x ≡ b1m1 + b2m2 +
b3m3 + b4m4 (mod I). A formal expression for b1m1 + b2m2 + b3m3 + b4m4 is
b1

1 0 −3
0 0 0
−3 0 0
+ b2

0 0 3c1
0 0 0
3 0 0

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+b3

0 0 3c2
0 3 0
0 0 0
+ b4

0 c1c2d1 − (c1 + 1)d2 3d0
d1 0 3(c2d2 − d1)
0 3d2 0

=

b1 c1c2d1b4 − (c1 + 1)d2b4 3(−b1 + c1b2 + c2b3 + d0b4)
d1b4 3b3 3(c2d2 − d1)b4
3(−b1 + b2) 3d2b4 0
 .
Comparing (0, 0)-entries, we get t0,1 ≡ b1.
Comparing (2, 0)-entries, we get s2,1 ≡ −b1 + b2. Using t0,1 ≡ b1, we get
t0,1 + s2,1 ≡ b2.
Comparing (1, 1)-entries, we get s1,2 ≡ b3.
Comparing (2, 1)-entries, we get s2,2 ≡ d2b4.
Comparing (0, 1)-entries, we get t0,2 ≡ c1c2d1b4 − (c1 + 1)d2b4.
Comparing (0, 2)-entries, we get t0,1 + t0,2 ≡ b1− c1b2− c2b3−d0b4. Using the
above expressions for b1, b2, and b3, we get t0,2 ≡ −c1t0,1 − c1s2,1 − c2s1,2 − d0b4.
Comparing (1, 0)-entries, we get t1,1 ≡ d1b4.
Comparing (1, 2)-entries, we get t1,1 ≡ (d1 − c2d2)b4.
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We see that ∂2x ∈ W2 if and only if
b1 ≡ t0,1 (B1)
b2 ≡ t0,1 + s2,1 (B2)
b3 ≡ s1,2 (B3)
s2,2 ≡ d2b4 (B4)
t0,2 ≡ c1c2d1b4 − (c1 + 1)d2b4 (B5)
t0,2 ≡ −c1t0,1 − c1s2,1 − c2s1,2 − d0b4 (B6)
t1,1 ≡ d1b4 (B7)
t1,1 ≡ (d1 − c2d2)b4 (B8).
10.1.1 Case 3.1.1.
Let m4 = v2. Thus
m4 =

0 −(c1 + 1) 0
0 0 3c2
0 3 0
 .
Let W2 = 〈W1,m4〉 ∈ L2. The number of subgroups W2 of this type is 1. Since |W1| =
36 it follows that |W2| = 37. Note that ∂−1W1/W2 ∼= Z3×Z3 and rank(∂−1W1/W2) =
2. We now calculate the pullback ∂−1W2. We observed in Case 3.1 that ∂−1W2 is
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contained in the pattern subgroup 

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 3s2,2
 .
In the notation of Case 3.1, we are taking d0 = 0, d1 = 0, and d2 = 1. We wish to
identify values a1, a2, a3, a4 ∈ Z9 such that ∂1x ≡ a1m1+a2m2+a3m3+a4m4 (mod I).
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We see that ∂1x ∈ W2 if and only if
a1 ≡ t1,0 (A1)
a2 ≡ −t2,0 (A2)
a3 ≡ s2,1 (A3)
t1,1 ≡ −a4 (A4)
t1,1 ≡ −(c1 + 1)a4 (A5)
s1,2 ≡ −t1,0 − c1t2,0 + c2s2,1 (A6)
t2,0 ≡ 0 (A7)
s2,2 ≡ c2a4 (A8).
We use (A4) to rewrite (A5) as t1,1 ≡ (c1 + 1)t1,1. Since c1 ∈ {1, 2}, we find
that t1,1 ≡ 0.
We use (A4) to rewrite (A8) as s2,2 ≡ −c2t1,1, and thus s2,2 ≡ 0.
We use (A7) to write (A6) as s1,2 ≡ −t1,0 + c2s2,1.
We see that ∂1x ∈ W2 if and only if
t1,1 ≡ 0 (A5)
s1,2 ≡ −t1,0 + c2s2,1 (A6)
t2,0 ≡ 0 (A7)
s2,2 ≡ 0 (A8).
161
We wish to identify values b1, b2, b3, b4 ∈ Z9 such that ∂1x ≡ b1m1 + b2m2 +
b3m3 + b4m4 (mod I). We see that ∂2x ∈ W2 if and only if
b1 ≡ t0,1 (B1)
b2 ≡ t0,1 + s2,1 (B2)
b3 ≡ s1,2 (B3)
s2,2 ≡ b4 (B4)
t0,2 ≡ −(c1 + 1)b4 (B5)
t0,2 ≡ −c1t0,1 − c1s2,1 − c2s1,2 (B6)
t1,1 ≡ 0 (B7)
t1,1 ≡ −c2b4 (B8).
We use (B4) to rewrite (B8) as t1,1 ≡ −c2s2,2. Using (B7) and c2 ∈ {1, 2},
we have s2,2 ≡ 0.
We use (B4) to rewrite (B5) as t0,2 ≡ −(c1 + 1)s2,2 and so we get t0,2 ≡ 0.
We use this to rewrite (B6) as c2s1,2 ≡ −c1(s2,1 + t0,1). Multiplying by c2
yields s1,2 ≡ −c1c2(s2,1 + t0,1).
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We see that ∂2x ∈ W2 if and only if
s2,2 ≡ 0 (B4)
t0,2 ≡ 0 (B5)
s1,2 ≡ −c1c2(s2,1 + t0,1) (B6)
t1,1 ≡ 0 (B7).
Combining (A6) with (B6) we get t0,1 ≡ c1c2t1,0 − (1 + c1)s2,1.
Hence x ∈ ∂−1W2 if and only if
t2,0 ≡ 0 (A7)
t0,2 ≡ 0 (B5)
t1,1 ≡ 0 (A5)
s2,2 ≡ 0 (B4)
s1,2 ≡ −t1,0 + c2s2,1 (A6)
t0,1 ≡ c1c2t1,0 − (1 + c1)s2,1 (B6).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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10.1.2 Case 3.1.2.
We fix an arbitrary value c3 ∈ {0, 1, 2}. There are 3 ways to choose the value c3. Let
m4 = v1 + c3v2. Thus
m4 =

0 c1c2 − (c1 + 1)c3 0
1 0 3(c2c3 − 1)
0 3c3 0
 .
Let W2 = 〈W1,m4〉 ∈ L2. The number of subgroups W2 of this type is 3. Since |W1| =
36 it follows that |W2| = 37. Note that ∂−1W1/W2 ∼= Z3×Z3 and rank(∂−1W1/W2) =
2. We now calculate the pullback ∂−1W2. We observed in Case 3.1 that ∂−1W2 is
contained in the pattern subgroup 

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 3s2,2
 .
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In the notation of Case 3.1, we are taking d0 = 0, d1 = 1, and d2 = c3. We wish to
identify values a1, a2, a3, a4 ∈ Z9 such that ∂1x ≡ a1m1+a2m2+a3m3+a4m4 (mod I).
We see that ∂1x ∈ W2 if and only if
a1 ≡ t1,0 (A1)
a2 ≡ −t2,0 (A2)
a3 ≡ s2,1 (A3)
t1,1 ≡ −c3a4 (A4)
t1,1 ≡ c1c2a4 − (c1 + 1)c3a4 (A5)
s1,2 ≡ −t1,0 − c1t2,0 + c2s2,1 (A6)
t2,0 ≡ a4 (A7)
s2,2 ≡ (c2c3 − 1)a4 (A8).
We use (A7) to rewrite (A4) as t1,1 ≡ −c3t2,0.
We use (A4) and (A7) to rewrite (A5) as t1,1 ≡ c1c2t2,0 + (c1 + 1)t1,1. Thus
we find t1,1 ≡ −c2t2,0.
We use (A7) to rewrite (A8) as s2,2 ≡ (c2c3 − 1)t2,0.
Comparing (A4) with (A5) yields −c3t2,0 ≡ −c2t2,0 and we find that (c2 −
c3)t2,0 ≡ 0.
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We see that ∂1x ∈ W2 if and only if
t1,1 ≡ −c3t2,0 (A4)
(c2 − c3)t2,0 ≡ 0 (A5)
s1,2 ≡ −t1,0 − c1t2,0 + c2s2,1 (A6)
s2,2 ≡ (c2c3 − 1)t2,0 (A8).
We wish to identify values b1, b2, b3, b4 ∈ Z9 such that ∂1x ≡ b1m1 + b2m2 +
b3m3 + b4m4 (mod I). We see that ∂2x ∈ W2 if and only if
b1 ≡ t0,1 (B1)
b2 ≡ t0,1 + s2,1 (B2)
b3 ≡ s1,2 (B3)
s2,2 ≡ c3b4 (B4)
t0,2 ≡ c1c2b4 − (c1 + 1)c3b4 (B5)
t0,2 ≡ −c1t0,1 − c1s2,1 − c2s1,2 (B6)
t1,1 ≡ b4 (B7)
t1,1 ≡ (1− c2c3)b4 (B8).
We use (B7) to rewrite (B8) as t1,1 ≡ t1,1 − c2c3t1,1. Combining this with
(B4), we get 0 ≡ c2s2,2. Since c2 ∈ {1, 2}, we get s2,2 ≡ 0.
We use (B7) to rewrite (B4) as s2,2 ≡ c3t1,1. Thus we get c3t1,1 ≡ 0.
We use (B7) to rewrite (B5) as t0,2 ≡ c1c2t1,1 − (c1 + 1)s2,2, and thus t0,2 ≡
c1c2t1,1.
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We see that ∂2x ∈ W2 if and only if
c3t1,1 ≡ 0 (B4)
t0,2 ≡ c1c2t1,1 (B5)
t0,2 ≡ −c1t0,1 − c1s2,1 − c2s1,2 (B6)
s2,2 ≡ 0 (B8).
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ 0 (B8)
(c2 − c3)t2,0 ≡ 0 (A5)
c3t1,1 ≡ 0 (B4)
t1,1 ≡ −c3t2,0 (A4)
s2,2 ≡ (c2c3 − 1)t2,0 (A8)
t0,2 ≡ c1c2t1,1 (B5)
s1,2 ≡ −t1,0 − c1t2,0 + c2s2,1 (A6)
t0,2 ≡ −c1t0,1 − c1s2,1 − c2s1,2 (B6).
We now consider two subcases based on chosen values for c3. In Case 3.1.2.1,
we consider c3 = 0 and in Case 3.1.2.2, we consider c3 6= 0.
Case 3.1.2.1.
Let c3 = 0.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ 0 (B8)
c2t2,0 ≡ 0 (A5)
0 ≡ 0 (B4)
t1,1 ≡ 0 (A4)
s2,2 ≡ −t2,0 (A8)
t0,2 ≡ c1c2t1,1 (B5)
s1,2 ≡ −t1,0 − c1t2,0 + c2s2,1 (A6)
t0,2 ≡ −c1t0,1 − c1s2,1 − c2s1,2 (B6).
Using (B8), (A8) becomes t2,0 ≡ 0 and thus (A5) is satisfied.
Using our new (A8), we write (A6) as s1,2 ≡ −t1,0 + c2s2,1.
We use (A4) to write (B5) as t0,2 ≡ 0.
Multiplying (B6) by c2 ∈ {1, 2} and using (B5) yields s1,2 ≡ −c1c2(s2,1+t0,1).
Using (A6) to substitute for s1,2, we get −t1,0 + c2s2,1 ≡ −c1c2(s2,1 + t0,1), which is
equivalent to t0,1 ≡ c1c2t1,0 − (c1 + 1)s2,1.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ 0 (B8)
t1,1 ≡ 0 (A4)
t2,0 ≡ 0 (A8)
t0,2 ≡ 0 (B5)
s1,2 ≡ −t1,0 + c2s2,1 (A6)
t0,1 ≡ c1c2t1,0 − (c1 + 1)s2,1 (B6).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 3.1.2.2.
Let c3 ∈ {1, 2}.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ 0 (B8)
(c2 − c3)t2,0 ≡ 0 (A5)
c3t1,1 ≡ 0 (B4)
t1,1 ≡ −c3t2,0 (A4)
s2,2 ≡ (c2c3 − 1)t2,0 (A8)
t0,2 ≡ c1c2t1,1 (B5)
s1,2 ≡ −t1,0 − c1t2,0 + c2s2,1 (A6)
t0,2 ≡ −c1t0,1 − c1s2,1 − c2s1,2 (B6).
Since c3 ∈ {1, 2}, (B4) gives us t1,1 ≡ 0.
Since t1,1 ≡ 0, (B5) gives us t2,0 ≡ 0, and thus (A5) and (A8) are satisfied.
Since t1,1 ≡ 0 and c3 ∈ {1, 2}, (A4) gives us t0,2 ≡ 0.
Since t2,0 ≡ 0, (A6) becomes s1,2 ≡ −t1,0 + c2s2,1.
Since t0,2 ≡ 0, (B6) becomes s1,2 ≡ −c1c2(s2,1 + t0,1). Using our new (A6), we
get −t1,0+c2s2,1 ≡ −c1c2(s2,1+t0,1), which is equivalent to t0,1 ≡ c1c2t1,0−(c1+1)s2,1.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ 0 (B8)
t1,1 ≡ 0 (B4)
t2,0 ≡ 0 (A4)
t0,2 ≡ 0 (B5)
s1,2 ≡ −t1,0 + c2s2,1 (A6)
t0,1 ≡ c1c2t1,0 − (c1 + 1)s2,1 (B6).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
10.1.3 Case 3.1.3.
We fix arbitrary values c3, c4 ∈ {0, 1, 2} such that (c3, c4) 6= (0, 0). There are 8 ways
to choose the values c3, c4. Let m4 = y3 + c3v1 + c4v2. Thus
m4 =

0 c1c2c3 − (c1 + 1)c4 3
c3 0 3(c2c4 − c3)
0 3c4 0
 .
Let W2 = 〈W1,m4〉 ∈ L2. The number of subgroups W2 of this type is 8. Since |W1| =
36 it follows that |W2| = 37. Note that ∂−1W1/W2 ∼= Z3×Z3 and rank(∂−1W1/W2) =
2. We now calculate the pullback ∂−1W2. We observed in Case 3.1 that ∂−1W2 is
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contained in the pattern subgroup 

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 3s2,2
 .
In the notation of Case 3.1, we are taking d0 = 1, d1 = c3, and d2 = c4. We wish to
identify values a1, a2, a3, a4 ∈ Z9 such that ∂1x ≡ a1m1+a2m2+a3m3+a4m4 (mod I).
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We see that ∂1x ∈ W2 if and only if
a1 ≡ t1,0 (A1)
a2 ≡ −t2,0 (A2)
a3 ≡ s2,1 (A3)
t1,1 ≡ −c4a4 (A4)
t1,1 ≡ c1c2c3a4 − (c1 + 1)c4a4 (A5)
s1,2 ≡ −t1,0 − c1t2,0 + c2s2,1 + a4 (A6)
t2,0 ≡ c3a4 (A7)
s2,2 ≡ (c2c4 − c3)a4 (A8).
We use (A4) and (A7) to rewrite (A5) as t1,1 ≡ c1c2t2,0 + (c1 + 1)t1,1. Thus
we get t1,1 ≡ −c2t2,0.
We use (A4) and (A7) to rewrite (A8) as s2,2 ≡ −c2t1,1 − t2,0. Using our
above expression for t1,1 yields s2,2 ≡ t2,0 − t2,0 and thus s2,2 ≡ 0.
We rewrite (A6) as a4 ≡ t1,0 + c1t2,0 + s1,2 − c2s2,1.
We use (A6) to rewrite (A4) as t1,1 ≡ −c4t1,0 − c1c4t2,0 − c4s1,2 + c2c4s2,1.
Combining (A4) with (A5) yields −c2t2,0 ≡ −c4t1,0−c1c4t2,0−c4s1,2+c2c4s2,1,
which we write as c4s1,2 ≡ (c2 − c1c4)t2,0 − c4t1,0 + c2c4s2,1.
We use (A6) to rewrite (A7) as t2,0 ≡ c3t1,0+c1c3t2,0+c3s1,2−c2c3s2,1. Solving
for c3s1,2, we get c3s1,2 ≡ (1− c1c3)t2,0 − c3t1,0 + c2c3s2,1.
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We see that ∂1x ∈ W2 if and only if
c4s1,2 ≡ (c2 − c1c4)t2,0 − c4t1,0 + c2c4s2,1 (A4)
t1,1 ≡ −c2t2,0 (A5)
c3s1,2 ≡ (1− c1c3)t2,0 − c3t1,0 + c2c3s2,1 (A7)
s2,2 ≡ 0 (A8).
We wish to identify values b1, b2, b3, b4 ∈ Z9 such that ∂1x ≡ b1m1 + b2m2 +
b3m3 + b4m4 (mod I). We see that ∂2x ∈ W2 if and only if
b1 ≡ t0,1 (B1)
b2 ≡ t0,1 + s2,1 (B2)
b3 ≡ s1,2 (B3)
s2,2 ≡ c4b4 (B4)
t0,2 ≡ c1c2c3b4 − (c1 + 1)c4b4 (B5)
t0,2 ≡ −c1t0,1 − c1s2,1 − c2s1,2 − b4 (B6)
t1,1 ≡ c3b4 (B7)
t1,1 ≡ (c3 − c2c4)b4 (B8).
We use (B4) and (B7) to rewrite (B8) as t1,1 ≡ t1,1− c2s2,2. Since c2 ∈ {1, 2},
we get s2,2 ≡ 0.
We use (B4) and (B7) to rewrite (B5) as t0,2 ≡ c1c2t1,1 − (c1 + 1)s2,2. Thus
t0,2 ≡ c1c2t1,1.
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We rewrite (B6) as b4 ≡ −c1t0,1 − c1s2,1 − c2s1,2 − t0,2.
We use (B6) to rewrite (B4) as s2,2 ≡ c4(−c1t0,1−c1s2,1−c2s1,2−t0,2). We use
s2,2 ≡ 0 and t0,2 ≡ c1c2t1,1 to write the above as c4t0,1 ≡ −c4s2,1− c1c2c4s1,2− c2c4t1,1.
We use (B6) to rewrite (B7) as t1,1 ≡ c3(−c1t0,1 − c1s2,1 − c2s1,2 − t0,2). We
use t0,2 ≡ c1c2t1,1 to write the above as c3t0,1 ≡ −c3s2,1 − c1c2c3s1,2 − (c2c3 + c1)t1,1.
We see that ∂2x ∈ W2 if and only if
c4t0,1 ≡ −c4s2,1 − c1c2c4s1,2 − c2c4t1,1 (B4)
t0,2 ≡ c1c2t1,1 (B5)
c3t0,1 ≡ −c3s2,1 − c1c2c3s1,2 − (c2c3 + c1)t1,1 (B7)
s2,2 ≡ 0 (B8).
We use (A5) to rewrite (B5) as t0,2 ≡ −c1t2,0.
We use (A5) to rewrite (B4) as c4t0,1 ≡ −c4s2,1 − c1c2c4s1,2 + c4t2,0.
We use (A5) to rewrite (B7) as c3t0,1 ≡ −c3s2,1 − c1c2c3s1,2 + (c3 + c1c2)t2,0.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ 0 (B8)
t1,1 ≡ −c2t2,0 (A5)
t0,2 ≡ −c1t2,0 (B5)
c3s1,2 ≡ −c3t1,0 + c2c3s2,1 + (1− c1c3)t2,0 (A7)
c4s1,2 ≡ −c4t1,0 + c2c4s2,1 + (c2 − c1c4)t2,0 (A4)
c3t0,1 ≡ −c3s2,1 − c1c2c3s1,2 + (c3 + c1c2)t2,0 (B7)
c4t0,1 ≡ −c4s2,1 − c1c2c4s1,2 + c4t2,0 (B4).
Recall that (c3, c4) 6= (0, 0). We now construct subcases based on chosen
values of c3 and c4. In Case 3.1.3.1 we consider c3 = 0. In Case 3.1.3.2 we consider
c4 = 0. In Case 3.1.3.3 we consider c3 6= 0 and c4 6= 0.
Case 3.1.3.1.
Let c3 = 0. Then c4 ∈ {1, 2}.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ 0 (B8)
t1,1 ≡ −c2t2,0 (A5)
t0,2 ≡ −c1t2,0 (B5)
0 ≡ t2,0 (A7)
c4s1,2 ≡ −c4t1,0 + c2c4s2,1 + (c2 − c1c4)t2,0 (A4)
0 ≡ t2,0 (B7)
c4t0,1 ≡ −c4s2,1 − c1c2c4s1,2 + c4t2,0 (B4).
Since t2,0 ≡ 0, (A5) gives us t1,1 ≡ 0 and (B5) gives us t0,2 ≡ 0.
Multiplying (A4) by c4 and using t2,0 ≡ 0 yields s1,2 ≡ −t1,0 + c2s2,1.
Multiplying (B4) by c4 and using t2,0 ≡ 0 yields t0,1 ≡ −s2,1 − c1c2s1,2.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ 0 (B8)
t1,1 ≡ 0 (A5)
t0,2 ≡ 0 (B5)
t2,0 ≡ 0 (A7)
s1,2 ≡ −t1,0 + c2s2,1 (A4)
t0,1 ≡ −s2,1 − c1c2s1,2 (B4).
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These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 3.1.3.2.
Let c4 = 0. Then c3 ∈ {1, 2}.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ 0 (B8)
t1,1 ≡ −c2t2,0 (A5)
t0,2 ≡ −c1t2,0 (B5)
c3s1,2 ≡ −c3t1,0 + c2c3s2,1 + (1− c1c3)t2,0 (A7)
0 ≡ c2t2,0 (A4)
c3t0,1 ≡ −c3s2,1 − c1c2c3s1,2 + (c3 + c1c2)t2,0 (B7)
0 ≡ 0 (B4).
Since c2 ∈ {1, 2}, (A4) gives us t2,0 ≡ 0.
Thus (A5) becomes t1,1 ≡ 0 and (B5) becomes t0,2 ≡ 0.
Multiplying (A7) by c3 and using t2,0 ≡ 0 yields s1,2 ≡ −t1,0 + c2s2,1.
Multiplying (B7) by c3 and using t2,0 ≡ 0 yields t0,1 ≡ −s2,1 − c1c2s1,2.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ 0 (B8)
t1,1 ≡ 0 (A5)
t0,2 ≡ −0 (B5)
s1,2 ≡ −t1,0 + c2s2,1 (A7)
t2,0 ≡ 0 (A4)
t0,1 ≡ −s2,1 − c1c2s1,2 (B7).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 3.1.3.3.
Let c3, c4 ∈ {1, 2}.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ 0 (B8)
t1,1 ≡ −c2t2,0 (A5)
t0,2 ≡ −c1t2,0 (B5)
c3s1,2 ≡ −c3t1,0 + c2c3s2,1 + (1− c1c3)t2,0 (A7)
c4s1,2 ≡ −c4t1,0 + c2c4s2,1 + (c2 − c1c4)t2,0 (A4)
c3t0,1 ≡ −c3s2,1 − c1c2c3s1,2 + (c3 + c1c2)t2,0 (B7)
c4t0,1 ≡ −c4s2,1 − c1c2c4s1,2 + c4t2,0 (B4).
Multiplying (B7) by c3 yields t0,1 ≡ −s2,1 − c1c2s1,2 + (1 + c1c2c3)t2,0.
Multiplying (B4) by c4 yields t0,1 ≡ −s2,1 − c1c2s1,2 + t2,0.
Combining (B7) and (B4) gives us t2,0 ≡ t2,0 + c1c2c3t2,0 and thus we have
t2,0 ≡ 0.
Since t2,0 ≡ 0, (A5) becomes t1,1 ≡ 0 and (B5) becomes t0,2 ≡ 0.
Since t2,0 ≡ 0, both multiplying (A7) by c3 and multiplying (A4) by c4 yield
s1,2 ≡ −t1,0 + c2s2,1.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ 0 (B8)
t1,1 ≡ 0 (A5)
t0,2 ≡ −0 (B5)
s1,2 ≡ −t1,0 + c2s2,1 (A7)
t0,1 ≡ −s2,1 − c1c2s1,2 (B7)
t2,0 ≡ 0 (B4)
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
10.2 Case 3.2.
Let d0, d1, d2, e1, e2 be unspecified. Letm4 = d0y3+d1v1+d2v2 and letm5 = e1v1+e2v2.
Thus
m4 = d0

0 0 3
0 0 0
0 0 0
+ d1

0 c1c2 0
1 0 −3
0 0 0
+ d2

0 −(c1 + 1) 0
0 0 3c2
0 3 0

=

0 c1c2d1 − (c1 + 1)d2 3d0
d1 0 3(c2d2 − d1)
0 3d2 0
 ,
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m5 = e1

0 c1c2 0
1 0 −3
0 0 0
+ e2

0 −(c1 + 1) 0
0 0 3c2
0 3 0

=

0 c1c2e1 − (c1 + 1)e2 0
e1 0 3(c2e2 − e1)
0 3e2 0
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. We now calculate the pullback ∂−1W2. The subgroup
W2 is contained in the pattern subgroup

2 2 1
2 1 1
1 1 0

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1


⋂


2 2 2
2 2 1
2 1 1

 =


2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0

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and ∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 3s2,2
 .
We wish to identify values a1, a2, a3, a4, a5 ∈ Z9 such that ∂1x ≡ a1m1 +
a2m2 + a3m3 + a4m4 + a5m5 (mod I). A formal expression for a1m1 + a2m2 + a3m3 +
a4m4 + a5m5 is
a1

1 0 −3
0 0 0
−3 0 0
+ a2

0 0 3c1
0 0 0
3 0 0
+ a3

0 0 3c2
0 3 0
0 0 0

+a4

0 c1c2d1 − (c1 + 1)d2 3d0
d1 0 3(c2d2 − d1)
0 3d2 0

+a5

0 c1c2e1 − (c1 + 1)e2 0
e1 0 3(c2e2 − e1)
0 3e2 0
 .
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For convenience, we write q1 = d1a4 + e1a5 and q2 = d2a4 + e2a5. A formal
expression for a1m1 + a2m2 + a3m3 + a4m4 + a5m5 is
a1 c1c2q1 − (c1 + 1)q2 3(−a1 + c1a2 + c2a3 + d0a4)
q1 3a3 3(c2q2 − q1)
3(a2 − a1) 3q2 0
 .
Comparing (0, 0)-entries, we get t1,0 ≡ a1.
Comparing (2, 0)-entries, we get t1,0 + t2,0 ≡ a1 − a2 and thus t2,0 ≡ −a2.
Comparing (1, 1)-entries, we get s2,1 ≡ a3.
Comparing (1, 0)-entries, we get t2,0 ≡ q1.
Comparing (2, 1)-entries, we get t1,1 ≡ −q2.
Comparing (0, 1)-entries, we get t1,1 ≡ c1c2q1 − (c1 + 1)q2. Using our expres-
sions for t2,0 and t1,1, we get t1,1 ≡ c1c2t2,0 + (c1 + 1)t1,1. Solving for t1,1 and using
c1 ∈ {1, 2}, we get t1,1 ≡ −c2t2,0.
Comparing (1, 2)-entries, we get s2,2 ≡ c2q2 − q1. Using our expressions for
t2,0 and t1,1, we get s2,2 ≡ −c2t1,1 − t2,0. Using t1,1 ≡ −c2t2,0 yields s2,2 ≡ 0.
Comparing (0, 2)-entries, we get s1,2 ≡ −a1 + c1a2 + c2a3 + d0a4 and thus
s1,2 ≡ −t1,0 − c1t2,0 + c2s2,1 + d0a4.
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We see that ∂1x ∈ W2 if and only if
a1 ≡ t1,0 (A1)
a2 ≡ −t2,0 (A2)
a3 ≡ s2,1 (A3)
t2,0 ≡ q1 (A4)
t1,1 ≡ −q2 (A5)
t1,1 ≡ −c2t2,0 (A6)
s2,2 ≡ 0 (A7)
s1,2 ≡ −t1,0 − c1t2,0 + c2s2,1 + d0a4 (A8).
We wish to identify values b1, b2, b3, b4, b5 ∈ Z9 such that ∂1x ≡ b1m1+b2m2+
b3m3+b4m4+b5m5 (mod I). A formal expression for b1m1+b2m2+b3m3+b4m4+b5m5
is
b1

1 0 −3
0 0 0
−3 0 0
+ b2

0 0 3c1
0 0 0
3 0 0
+ b3

0 0 3c2
0 3 0
0 0 0

+b4

0 c1c2d1 − (c1 + 1)d2 3d0
d1 0 3(c2d2 − d1)
0 3d2 0

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+b5

0 c1c2e1 − (c1 + 1)e2 0
e1 0 3(c2e2 − e1)
0 3e2 0
 .
For convenience, we write r1 = d1b4 + e1b5 and r2 = d2b4 + e2b5. A formal
expression for b1m1 + b2m2 + b3m3 + b4m4 + b5m5 is
b1 c1c2r1 − (c1 + 1)r2 3(−b1 + c1b2 + c2b3 + d0b4)
r1 3b3 3(c2r2 − r1)
3(b2 − b1) 3r2 0
 .
Comparing (0, 0)-entries, we get t0,1 ≡ b1.
Comparing (2, 0)-entries, we get s2,1 ≡ −b1 + b2. Using t0,1 ≡ b1, we get
t0,1 + s2,1 ≡ b2.
Comparing (1, 1)-entries, we get s1,2 ≡ b3.
Comparing (1, 0)-entries, we get t1,1 ≡ r1.
Comparing (2, 1)-entries, we get s2,2 ≡ r2.
Comparing (1, 2)-entries, we get t1,1 ≡ r1 − c2r2. Using our expressions for
t1,1 and s2,2, we get t1,1 ≡ t1,1 − c2s2,2, and thus s2,2 ≡ 0.
Comparing (0, 1)-entries, we get t0,2 ≡ c1c2r1 − (c1 + 1)r2. Using our expres-
sions for t1,1 and s2,2, we get t0,2 ≡ c1c2t1,1.
Comparing (0, 2)-entries, we get t0,1 + t0,2 ≡ b1 − c1b2 − c2b3 − d0b4. Thus
t0,1 + t0,2 ≡ t0,1 − c1t0,1 − c1s2,1 − c2s1,2 − d0b4.
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We see that ∂2x ∈ W2 if and only if
b1 ≡ t0,1 (B1)
b2 ≡ t0,1 + s2,1 (B2)
b3 ≡ s1,2 (B3)
t1,1 ≡ r1 (B4)
s2,2 ≡ r2 (B5)
s2,2 ≡ 0 (B6)
t0,2 ≡ c1c2t1,1 (B7)
t0,2 ≡ −c1t0,1 − c1s2,1 − c2s1,2 − d0b4 (B8).
10.2.1 Case 3.2.1.
Let m4 = v1 and let m5 = v2. Thus
m4 =

0 c1c2 0
1 0 −3
0 0 0
 ,m5 =

0 −(c1 + 1) 0
0 0 3c2
0 3 0
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. The number of subgroups W2 of this type is 1. Since
|W1| = 36 and |W2/W1| = 32, it follows that |W2| = 38. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
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Case 3.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 3s2,2
 .
In the notation of Case 3.2, we are taking d0 = 0, d1 = 1, d2 = 0, e1 = 0, and
e2 = 1. Thus q1 = a4, q2 = a5, r1 = b4, and r2 = b5. We wish to identify values
a1, a2, a3, a4, a5 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 + a3m3 + a4m4 + a5m5 (mod I).
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We see that ∂1x ∈ W2 if and only if
a1 ≡ t1,0 (A1)
a2 ≡ −t2,0 (A2)
a3 ≡ s2,1 (A3)
t2,0 ≡ a4 (A4)
t1,1 ≡ −a5 (A5)
t1,1 ≡ −c2t2,0 (A6)
s2,2 ≡ 0 (A7)
s1,2 ≡ −t1,0 − c1t2,0 + c2s2,1 (A8).
We wish to identify values b1, b2, b3, b4, b5 ∈ Z9 such that ∂1x ≡ b1m1+b2m2+
b3m3 + b4m4 + b5m5 (mod I).
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We see that ∂2x ∈ W2 if and only if
b1 ≡ t0,1 (B1)
b2 ≡ t0,1 + s2,1 (B2)
b3 ≡ s1,2 (B3)
t1,1 ≡ b4 (B4)
s2,2 ≡ b5 (B5)
s2,2 ≡ 0 (B6)
t0,2 ≡ c1c2t1,1 (B7)
t0,2 ≡ −c1t0,1 − c1s2,1 − c2s1,2 (B8).
We use (A6) to rewrite (B7) as t0,2 ≡ −c1t2,0.
We use (B7) to rewrite (B8) as t0,1 ≡ t2,0 − s2,1 − c1c2s1,2. Using (A8) yields
t0,1 ≡ c1c2t1,0 + (c2 + 1)t2,0 − (c1 + 1)s2,1.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ 0 (B6)
t1,1 ≡ −c2t2,0 (A6)
t0,2 ≡ −c1t2,0 (B7)
s1,2 ≡ −t1,0 + c2s2,1 − c1t2,0 (A8)
t0,1 ≡ c1c2t1,0 − (c1 + 1)s2,1 + (c2 + 1)t2,0 (B8).
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We regard t1,0, s2,1 and t2,0 as the free variables. Taking t1,0 = 1, s2,1 = 0,
and t2,0 = 0, the matrix x becomes
v1 =

0 c1c2 0
1 0 −3
0 0 0
 .
Taking t1,0 = 0, s2,1 = 1, and t2,0 = 0, the matrix x becomes
v2 =

0 −(c1 + 1) 0
0 0 3c2
0 3 0
 .
Taking t1,0 = 0, s2,1 = 0, and t2,0 = 1, the matrix x becomes
v3 =

0 c2 + 1 −c1
0 −c2 −3c1
1 0 0
 .
We see that ∂−1W2 = 〈∂−1W1, v3〉. Since v3 6∈ ∂−1W1 and 3v1 ∈ ∂−1W1,
we have |∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 39, it follows that |∂−1W2| = 310.
Recalling that |W2| = 38, we obtain |∂−1W2/W2| = 32.
We now deternmine the order of v3 +W2 in ∂
−1W2/W2. If 3v3 ∈ W2 we will
conclude that the order of v3 +W2 is 3. If 3v3 6∈ W2 we will conclude that the order
of v3 +W2 is 3
2.
Obverve that 3v3 ∈ ∂−1W0. We know W1 = ∂−1W0 ∩W2. Thus if v3 ∈ W1
then we have v3 ∈ W2. We determine if v3 ∈ W1.
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Let r1, r2, r3 ∈ {0, 1, 2} and let
w =

0 0 3r3
0 3r2 0
3r1 0 0
 ∈ W1.
An element in W1 is of the form a1m1 + a2m2 + a3m3 (mod I). A formal
expression for a1m1 + a2m2 + a3m3 is
a1

1 0 −3
0 0 0
−3 0 0
+ a2

0 0 3c1
0 0 0
3 0 0
+ a3

0 0 3c2
0 3 0
0 0 0

=

a1 0 3(c1a2 + c2a3 − a1)
0 3a3 0
3(a2 − a1) 0 0
 .
Comparing (0, 0)-entries, we get a1 ≡ 0.
Comparing (2, 0)-entries, we get r1 ≡ a2 − a1 and thus r1 ≡ a2.
Comparing (1, 1)-entries, we get r2 ≡ a3.
Comparing (0, 2)-entries, we get r3 ≡ c1a2 + c2a3− a1. Thus r3 ≡ c1r1 + c2r2.
We conclude that w ∈ W1 if c1r1 + c2r2 − r3 ≡ 0.
We use this congruence to determine if 3v3 ∈ W1. Note, that
3v3 =

0 0 −3c1
0 −3c2 0
3 0 0
 (mod I).
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We have r1 = 1, r2 = −c2, and r3 = −c1. Recall that c22 ≡ 1. Thus 3v3 ∈ W1
if c1− c22 + c1 ≡ −c1−1 ≡ 0. This congruence holds only if c1 = 2. We now construct
subcases based on chosen values for c1. In Case 3.2.1.1 we consider c1 = 1. In Case
3.2.1.2 we consider c1 = 2.
Case 3.2.1.1.
Let c1 = 1. Then we find that 3v3 6∈ W1 and thus 3v3 is an element of order 32 in
∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 and rank(∂−1W2/W2) = 1. Thus W2 is terminal.
Case 3.2.1.2.
Let c1 = 2. Then we find that 3v3 ∈ W1 and thus 3v3 is an element of order
3 in ∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z3 × Z3 and rank(∂−1W2/W2) = 2. Since
rank(∂−1W1/W2) = 1, we find that W2 is nonterminal and W2 ∈ Lˆ2.
Note that ∂−1W2/W2 has basis y3 + W2, v3 + W2 and ∂−1W1/W2 has basis
y3 +W2.
Let c3 ∈ {0, 1, 2} and let m6 = c3y3 + v3. Thus
m6 =

0 c2 + 1 3c3 − c1
0 −c2 −3c1
1 0 0
 .
Let W3 = 〈W2,m6〉 ∈ L2. The number of subgroups W3 of this type is 3.
We now apply the Generalized Terminal Lemma. Observe that the (0, 2)-
entry and (2, 0)-entry of the matrix m6 are not divisible by 3, but the corresponding
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entries in every element in W1 are divisible by 3. Then, by the Generalized Termi-
nal Lemma, we conclude that ∂−1W2/W1 = ∂−1W1/W1. Thus, rank(∂−1W2/W1) =
rank(∂−1W1/W1) and W2 is terminal.
10.2.2 Case 3.2.2.
We fix an arbitrary value c3 ∈ {1, 2}. There are 2 ways to choose the value c3. Let
m4 = y3 + c3v1 and let m5 = v2. Thus
m4 =

0 c1c2c3 3
c3 0 −3c3
0 0 0
 ,m5 =

0 −(c1 + 1) 0
0 0 3c2
0 3 0
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. The number of subgroups W2 of this type is 2. Since
|W1| = 36 and |W2/W1| = 32, it follows that |W2| = 38. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
Case 3.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
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The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 3s2,2
 .
In the notation of Case 3.2, we are taking d0 = 1, d1 = c3, d2 = 0, e1 = 0, and
e2 = 1. Thus q1 = c3a4, q2 = a5, r1 = c3b4, and r2 = b5. We wish to identify values
a1, a2, a3, a4, a5 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 + a3m3 + a4m4 + a5m5 (mod I).
We see that ∂1x ∈ W2 if and only if
a1 ≡ t1,0 (A1)
a2 ≡ −t2,0 (A2)
a3 ≡ s2,1 (A3)
t2,0 ≡ c3a4 (A4)
t1,1 ≡ −a5 (A5)
t1,1 ≡ −c2t2,0 (A6)
s2,2 ≡ 0 (A7)
s1,2 ≡ −t1,0 − c1t2,0 + c2s2,1 + a4 (A8).
We wish to identify values b1, b2, b3, b4, b5 ∈ Z9 such that ∂1x ≡ b1m1+b2m2+
b3m3 + b4m4 + b5m5 (mod I).
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We see that ∂2x ∈ W2 if and only if
b1 ≡ t0,1 (B1)
b2 ≡ t0,1 + s2,1 (B2)
b3 ≡ s1,2 (B3)
t1,1 ≡ c3b4 (B4)
s2,2 ≡ b5 (B5)
s2,2 ≡ 0 (B6)
t0,2 ≡ c1c2t1,1 (B7)
t0,2 ≡ −c1t0,1 − c1s2,1 − c2s1,2 (B8).
We use (A4) to rewrite (A8) as s1,2 ≡ −t1,0 + (c3 − c1)t2,0 + c2s2,1.
We use (A6) to rewrite (B7) as t0,2 ≡ −c1t2,0.
We use (B7) to rewrite (B8) as t0,1 ≡ t2,0 − s2,1 − c1c2s1,2. Using (A8) yields
t0,1 ≡ c1c2t1,0 + (c2 − c1c2c3)t2,0 − (c1 + 1)s2,1.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ 0 (A7)
t1,1 ≡ −c2t2,0 (A6)
t0,2 ≡ −c1t2,0 (B7)
s1,2 ≡ −t1,0 + c2s2,1 + (c3 − c1)t2,0 (A8)
t0,1 ≡ c1c2t1,0 − (c1 + 1)s2,1 + (c2 − c1c2c3)t2,0 (B8).
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We regard t1,0, s2,1 and t2,0 as the free variables. Taking t1,0 = 1, s2,1 = 0,
and t2,0 = 0, the matrix x becomes
v1 =

0 c1c2 0
1 0 −3
0 0 0
 .
Taking t1,0 = 0, s2,1 = 1, and t2,0 = 0, the matrix x becomes
v2 =

0 −(c1 + 1) 0
0 0 3c2
0 3 0
 .
Taking t1,0 = 0, s2,1 = 0, and t2,0 = 1, the matrix x becomes
v3 =

0 c2 − c1c2c3 −c1
0 −c2 3(c3 − c1)
1 0 0
 .
We see that ∂−1W2 = 〈∂−1W1, v3〉. Since v3 6∈ ∂−1W1 and 3v1 ∈ ∂−1W1,
we have |∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 39, it follows that |∂−1W2| = 310.
Recalling that |W2| = 38, we obtain |∂−1W2/W2| = 32.
By the calculations in Case 3.2.1, we conclude that w ∈ W1 if c1r1+c2r2−r3 ≡
0.
We use this congruence to determine if 3v3 ∈ W1. Note, that
3v3 =

0 0 −3c1
0 −3c2 0
3 0 0
 (mod I).
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We have r1 = 1, r2 = −c2, and r3 = −c1. Recall that c22 ≡ 1. Thus 3v3 ∈ W1
if c1− c22 + c1 ≡ −c1−1 ≡ 0. This congruence holds only if c1 = 2. We now construct
subcases based on chosen values for c1. In Case 3.2.2.1 we consider c1 = 1. In Case
3.2.2.2 we consider c1 = 2.
Case 3.2.2.1.
Let c1 = 1. Then we find that 3v3 6∈ W1 and thus 3v3 is an element of order 32 in
∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 and rank(∂−1W2/W2) = 1. Thus W2 is terminal.
Case 3.2.2.2.
Let c1 = 2. Then we find that 3v3 ∈ W1 and thus 3v3 is an element of order
3 in ∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z3 × Z3 and rank(∂−1W2/W2) = 2. Since
rank(∂−1W1/W2) = 1, we find that W2 is nonterminal and W2 ∈ Lˆ2.
Note that ∂−1W2/W2 has basis y3 + W2, v3 + W2 and ∂−1W1/W2 has basis
y3 +W2.
Let c4 ∈ {0, 1, 2} and let m6 = c4y3 + v3. Thus
m6 =

0 c2 + 1 3c4 − c1
0 −c2 −3c1
1 0 0
 .
Let W3 = 〈W2,m6〉 ∈ L2. The number of subgroups W3 of this type is 3.
We now apply the Generalized Terminal Lemma. Observe that the (0, 2)-
entry and (2, 0)-entry of the matrix m6 are not divisible by 3, but the corresponding
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entries in every element in W1 are divisible by 3. Then, by the Generalized Termi-
nal Lemma, we conclude that ∂−1W2/W1 = ∂−1W1/W1. Thus, rank(∂−1W2/W1) =
rank(∂−1W1/W1) and W2 is terminal.
10.2.3 Case 3.2.3.
We fix arbitrary values c3 and c4, where c3 ∈ {1, 2} and c4 ∈ {0, 1, 2}. There are 6
ways to choose the values c3 and c4. Let m4 = y3 + c3v2 and let m5 = v1 + c4v2. Thus
m4 =

0 −(c1 + 1)c3 3
0 0 3c2c3
0 3c3 0
 ,m5 =

0 c1c2 − (c1 + 1)c4 0
1 0 3(c2c4 − 1)
0 3c4 0
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. The number of subgroups W2 of this type is 6. Since
|W1| = 36 and |W2/W1| = 32, it follows that |W2| = 38. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
Case 3.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
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The variables in play are those appearing in the matrix

0 t0,1 t0,2
t1,0 t1,1 3s1,2
t2,0 3s2,1 3s2,2
 .
In the notation of Case 3.2, we are taking d0 = 1, d1 = 0, d2 = c3, e1 = 1, and e2 = c4.
Thus q1 = a5, q2 = c3a4+c4a5, r1 = b5, and r2 = c3b4+c4b5. We wish to identify values
a1, a2, a3, a4, a5 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 + a3m3 + a4m4 + a5m5 (mod I).
We see that ∂1x ∈ W2 if and only if
a1 ≡ t1,0 (A1)
a2 ≡ −t2,0 (A2)
a3 ≡ s2,1 (A3)
t2,0 ≡ a5 (A4)
t1,1 ≡ −c3a4 − c4a5 (A5)
t1,1 ≡ −c2t2,0 (A6)
s2,2 ≡ 0 (A7)
s1,2 ≡ −t1,0 − c1t2,0 + c2s2,1 + a4 (A8).
Using (A4) and c23 ≡ 1, we rewrite (A5) as a4 ≡ −c3t1,1 − c3c4t2,0.
We use (A5) to rewrite (A8) as s1,2 ≡ −t1,0 + c2s2,1 − (c1 + c3c4)t2,0 − c3t1,1.
We use (A6) to rewrite (A8) as s1,2 ≡ −t1,0 + c2s2,1 + (c2c3 − c1 − c3c4)t2,0.
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We see that ∂1x ∈ W2 if and only if
t1,1 ≡ −c2t2,0 (A6)
s2,2 ≡ 0 (A7)
s1,2 ≡ −t1,0 + c2s2,1 + (c2c3 − c1 − c3c4)t2,0 (A8).
We wish to identify values b1, b2, b3, b4 ∈ Z9 such that ∂1x ≡ b1m1 + b2m2 +
b3m3 + b4m4 (mod I).
We see that ∂2x ∈ W2 if and only if
b1 ≡ t0,1 (B1)
b2 ≡ t0,1 + s2,1 (B2)
b3 ≡ s1,2 (B3)
t1,1 ≡ b5 (B4)
s2,2 ≡ c3b4 + c4b5 (B5)
s2,2 ≡ 0 (B6)
t0,2 ≡ c1c2t1,1 (B7)
t0,2 ≡ −c1t0,1 − c1s2,1 − c2s1,2 − b4 (B8).
We use (B4) and (B6) to rewrite (B5) as b4 ≡ −c3c4t1,1.
We use (B5) to rewrite (B8) as t0,2 ≡ −c1t0,1 − c1s2,1 − c2s1,2 + c3c4t1,1.
Combining (B7) and (B8) yields c1c2t1,1 ≡ −c1t0,1 − c1s2,1 − c2s1,2 + c3c4t1,1,
which we write as t0,1 ≡ −s2,1 − c1c2s1,2 + (c1c3c4 − c2)t1,1.
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We see that ∂2x ∈ W2 if and only if
s2,2 ≡ 0 (B6)
t0,2 ≡ c1c2t1,1 (B7)
t0,1 ≡ −s2,1 − c1c2s1,2 + (c1c3c4 − c2)t1,1 (B8).
Combining (A6) with (B7) yields t0,2 ≡ −c1t2,0.
Combining (A6) with (B8) yields t0,1 ≡ −s2,1 − c1c2s1,2 + (1− c1c2c3c4)t2,0.
Combining (A8) with (B8) yields t0,1 ≡ c1c2t1,0−(c1+1)s2,1+(c2+1−c1c3)t2,0.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ 0 (A7)
t1,1 ≡ −c2t2,0 (A6)
t0,2 ≡ −c1t2,0 (B7)
s1,2 ≡ −t1,0 + c2s2,1 + (c2c3 − c1 − c3c4)t2,0 (A8)
t0,1 ≡ c1c2t1,0 − (c1 + 1)s2,1 + (c2 + 1− c1c3)t2,0 (B8).
We regard t1,0, s2,1 and t2,0 as the free variables. Taking t1,0 = 1, s2,1 = 0,
and t2,0 = 0, the matrix x becomes
v1 =

0 c1c2 0
1 0 −3
0 0 0
 .
202
Taking t1,0 = 0, s2,1 = 1, and t2,0 = 0, the matrix x becomes
v2 =

0 −(c1 + 1) 0
0 0 3c2
0 3 0
 .
Taking t1,0 = 0, s2,1 = 0, and t2,0 = 1, the matrix x becomes
v3 =

0 c2 + 1− c1c3 −c1
0 −c2 3(c2c3 − c1 − c3c4)
1 0 0
 .
We see that ∂−1W2 = 〈∂−1W1, v3〉. Since v3 6∈ ∂−1W1 and 3v1 ∈ ∂−1W1,
we have |∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 39, it follows that |∂−1W2| = 310.
Recalling that |W2| = 38, we obtain |∂−1W2/W2| = 32.
By the calculations in Case 3.2.1, we conclude that w ∈ W1 if c1r1+c2r2−r3 ≡
0.
We use this congruence to determine if 3v3 ∈ W1. Note, that
3v3 =

0 0 −3c1
0 −3c2 0
3 0 0
 (mod I).
We have r1 = 1, r2 = −c2, and r3 = −c1. Recall that c22 ≡ 1. Thus 3v3 ∈ W1
if c1− c22 + c1 ≡ −c1−1 ≡ 0. This congruence holds only if c1 = 2. We now construct
subcases based on chosen values for c1. In Case 3.2.3.1 we consider c1 = 1. In Case
3.2.3.2 we consider c1 = 2.
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Case 3.2.3.1.
Let c1 = 1. Then we find that 3v3 6∈ W1 and thus 3v3 is an element of order 32 in
∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z9 and rank(∂−1W2/W2) = 1. Thus W2 is terminal.
Case 3.2.3.2.
Let c1 = 2. Then we find that 3v3 ∈ W1 and thus 3v3 is an element of order
3 in ∂−1W2/W2. Thus ∂−1W2/W2 ∼= Z3 × Z3 and rank(∂−1W2/W2) = 2. Since
rank(∂−1W1/W2) = 1, we find that W2 is nonterminal and W2 ∈ Lˆ2.
Note that ∂−1W2/W2 has basis y3 + W2, v3 + W2 and ∂−1W1/W2 has basis
y3 +W2.
Let c5 ∈ {0, 1, 2} and let m6 = c5y3 + v3. Thus
m6 =

0 c2 + 1− c1c3 3c5 − c1
0 −c2 3(c2c3 − c1 − c3c4)
1 0 0
 .
Let W3 = 〈W2,m6〉 ∈ L2. The number of subgroups W3 of this type is 3.
We now apply the Generalized Terminal Lemma. Observe that the (0, 2)-
entry and (2, 0)-entry of the matrix m6 are not divisible by 3, but the corresponding
entries in every element in W1 are divisible by 3. Then, by the Generalized Termi-
nal Lemma, we conclude that ∂−1W2/W1 = ∂−1W1/W1. Thus, rank(∂−1W2/W1) =
rank(∂−1W1/W1) and W2 is terminal.
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CHAPTER XI
DOUBLY-INVARIANT SUBGROUPS FOR B(3)
Let
B(3) = D(4) =


2 1 1
1 1 0
1 0 0

 .
We determine the set V(B(3)). The immediate successors of B(3) in B are
B1 =


2 1 1
1 1 0
1 1 0

 , B2 =


2 1 1
1 1 1
1 0 0

 , B3 =


2 1 1
2 1 >
1 0 0

 , B4 =


2 2 1
1 1 0
1 ∨ 0

 .
Let W0 = B(3). We determine the pullback of W0 as
∂−1W0 =


2 2 2
2 1 1
1 1 0


⋂


2 2 1
2 1 1
2 1 0

 =


2 2 1
2 1 1
1 1 0

 .
We define the subgroup
I =


2 1 1
1 1 0
1 0 0

 .
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Note that |W0| = 37, |∂−1W0| = 311, and ∂−1W0/W0 ∼= Z3 × Z3 × Z3 × Z3. A basis
for the vector space ∂−1W0/W0 is y1 +W0, y2 +W0, y3 +W0, y4 +W0 where
y1 =

0 0 0
0 0 0
0 3 0
 , y2 =

0 0 0
0 0 3
0 0 0
 , y3 =

0 0 0
1 0 −3
0 0 0
 , y4 =

0 1 0
0 0 0
0 −3 0
 .
The 1-dimensional subspaces of ∂−1W0/W0 generated by the basis vectors
y1 +W0, y2 +W0, y3 +W0, y4 +W0 are B1/W0, B2/W0, B3/W0, B4/W0 respectively.
The set L1 consists of all subgroups W1 that satisfy W0 < W1 < ∂−1W0
and Bk 6⊆ W1 for k ∈ {1, 2, 3, 4}. The subgroups W1 belonging to L1 correspond
to the nontrivial proper subspaces W1/W0 of ∂
−1W0/W0 that contain none of the
four 1-dimensional subspaces B1/W0, B2/W0, B3/W0, B4/W0. Since ∂
−1W0/W0 has
dimension 4, every such subspace W1/W0 has dimension 1, 2, or 3.
To help us define the subgroups W1 belonging to L1, it will be convenient to
identify each element of the vector space ∂−1W0/W0 with its coordinate vector with
respect to the ordered basis y1+W0, y2+W0, y3+W0, y4+W0. In this way we identify
∂−1W0/W0 with the vector space Z3×Z3×Z3×Z3 consisting of row vectors. Under
this identification, the elements y1 +W0, y2 +W0, y3 +W0, y4 +W0 in ∂
−1W0/W0 are
associated with the standard basis vectors [1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0], [0, 0, 0, 1]
in Z3 × Z3 × Z3 × Z3.
The subgroups W1 belonging to L1 are in one-to-one correspondence with
the nontrivial proper subspaces W1/W0 of ∂
−1W0/W0 that contain none of y1 +W0,
y2 + W0, y3 + W0, y4 + W0. Under our identification, each such subspace W1/W0
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is associated with a subspace S of Z3 × Z3 × Z3 × Z3 that contains none of the
standard basis vectors [1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0], [0, 0, 0, 1]. Let m denote the
unique matrix in reduced row-echelon form that is row-equivalent to the matrix whose
rows are the members of an arbitrarily-chosen basis of such a subspace S.
If W1/W0 is 1-dimensional then there are three possible forms for the matrix
m. The first form is
m = [0, 0, 1, c1] for c1 ∈ {1, 2}
(2 possibilities), which is considered in Case 1. The second form is
m = [0, 1, c1, c2] for c1, c2 ∈ {0, 1, 2}, (c1, c2) 6= (0, 0)
(8 possibilities), which is considered in Case 2. The third form is
m = [1, c1, c2, c3] for c1, c2, c3 ∈ {0, 1, 2}, (c1, c2, c3) 6= (0, 0, 0)
(26 possibilities), which is considered in Case 3.
If W1/W0 is 2-dimensional then there are three possible forms for the matrix
m. The first form is
m =
0 1 0 c1
0 0 1 c2
 for c1, c2 ∈ {1, 2}
(4 possibilities), which is considered in Case 4. The second form is
m =
1 c1 0 c2
0 0 1 c3
 for c1, c2, c3 ∈ {0, 1, 2}, (c1, c2) 6= (0, 0), c3 6= 0
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(16 possibilities) which is considered in Case 5. The third form is
m =
1 0 c1 c2
0 1 c3 c4
 for c1, c2, c3, c4 ∈ {0, 1, 2}, (c1, c2) 6= (0, 0), (c3, c4) 6= (0, 0)
(64 possibilities) which is considered in Case 6.
If W1/W0 is 3-dimensional then the matrix m has the form
m =

1 0 0 c1
0 1 0 c2
0 0 1 c3
 for c1, c2, c3 ∈ {1, 2}
(8 possibilities), which is considered in Case 7.
We now summarize our results.
In Case 1 we find exactly 2 subgroups W1 ∈ L1, both satisfying |W1| = 38.
Both members of L1 are terminal. So in Case 1 we find a total of 2 subgroups.
In Case 2 we find 8 subgroups W1 ∈ L1, all satisfying |W1| = 38. Exactly 1 of
these 8 members of L1 is nonterminal. The nonterminal member of L1 is contained
in 27 members of L2. Thus we find 27 subgroups W2 ∈ L2, all satisfying |W2| = 39.
Each of these 27 members of L2 is terminal. So in Case 2 we find a total of 8+27 = 35
subgroups.
In Case 3 we find 26 subgroups W1 ∈ L1 satisfying |W1| = 38. Exactly 1 of
these 26 members of L1 is nonterminal. The nonterminal member of L1 is contained
in 27 members W2 ∈ L2 satisfying |W2| = 39. Thus we find 27 subgroups W2 ∈ L2.
Each of the 27 subgroups W2 ∈ L2 is terminal. So in Case 3 we find a total of
26 + 27 = 53 subgroups.
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In Case 4 we find 4 subgroups W1 ∈ L1, all nonterminal and satisfying |W1| =
39. Exactly 2 of these 4 nonterminal members of L1 is contained in 9 members
W2 ∈ L2 satisfying |W2| = 310. Each of the other 2 nonterminal members of L1 are
contained in 36 members W2 ∈ L2 satisfying |W2| = 310 and 81 members W2 ∈ L2
satisfying |W2| = 311. Thus we find 9 + 9 + 36 + 36 + 81 + 81 = 252 subgroups
W2 ∈ L2. Each of the 252 subgroups W2 ∈ L2 is terminal. So in Case 4 we find a
total of 4 + 252 = 256 subgroups.
In Case 5 we find 16 subgroups W1 ∈ L1, all nonterminal and satisfying
|W1| = 39. Each of these subgroups W1 is contained in its own distinct set of members
of L2. Exactly 14 of these members of L1 are contained in 9 members W2 ∈ L2
satisfying |W2| = 310. Exactly two of the nonterminal members of L1 are contained
in 36 members W2 ∈ L2 satisfying |W2| = 310 and 81 members W2 ∈ L2 satisfying
|W2| = 311. Thus we find 14 ·9+36+36+81+81 = 360 subgroups W2 ∈ L2. Each of
the 360 subgroups W2 ∈ L2 is terminal. So in Case 5 we find a total of 16+360 = 376
subgroups.
In Case 6 we find 64 subgroups W1 ∈ L1 satisfying |W1| = 39. Exactly 29
of these members of L1 are nonterminal. Exactly 28 of the nonterminal members
of L1 are contained in 9 members W2 ∈ L2 satisfying |W2| = 310. Exactly 1 of the
nonterminal members of L1 is contained in 36 members W2 ∈ L2 satisfying |W2| = 310
and 81 members W2 ∈ L2 satisfying |W2| = 311. Thus we find 28 · 9 + 36 + 81 = 351
subgroups W2 ∈ L2. Each of the 369 subgroups W2 ∈ L2 is terminal. So in Case 6
we find a total of 64 + 369 = 433 subgroups.
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In Case 7 we find 8 subgroups W1 ∈ L1 satisfying |W1| = 310. Every member
of L1 is nonterminal. Exactly 6 of the nonterminal members of L1 are contained
in 12 members W2 ∈ L2 satisfying |W2| = 311 and 9 members W2 ∈ L2 satisfying
|W2| = 312. Exactly 2 of the nonterminal members of L1 are contained in 39 members
W2 ∈ L2 satisfying |W2| = 311, 117 members W2 ∈ L2 satisfying |W2| = 312, and 27
members W2 ∈ L2 satisfying |W2| = 313. Thus we find 6·(12+9)+2·(39+117+27) =
482 subgroups W2 ∈ L2. Exactly 5 of the members of W2 ∈ L2 satisfying |W2| = 312
are nonterminal. Each of the 5 nonterminal members of W2 ∈ L2 is contained in 9
members W3 ∈ L3 satisfying |W3| = 313. Thus we find 5 · 9 = 45 subgroups W3 ∈ L3.
Each of the 45 members of W3 ∈ L3 is terminal. So in Case 7 we find a total of
8 + 482 + 45 = 535 subgroups.
In the seven separate cases that we have considered, the number of sub-
groups that we have found are 2, 35, 53, 256, 250, 433, and 535 respectively. Thus,
remembering to include B itself (the unique member of L0) in our count, we obtain
|V(B)| = 1 + 2 + 35 + 53 + 256 + 376 + 433 + 535 = 1691.
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CHAPTER XII
CASE 1 FOR B(3)
We fix an arbitrary value c1 ∈ {1, 2}. There are 2 ways to choose the value c1. Let
m1 = y3 + c1y4. Thus
m1 =

0 c1 0
1 0 −3
0 −3c1 0
 .
Let W1 = 〈W0,m1〉 ∈ L1. The number of subgroups W1 of this type is 2. Since
m1 6∈ W0 and 3m1 ∈ W0 we have |W1/W0| = 3. Since |W0| = 37 it follows that
|W1| = 38. Note that ∂−1W0/W1 ∼= Z3×Z3×Z3 and rank(∂−1W0/W1) = 3. We now
calculate the pullback ∂−1W1. The subgroup W1 is contained in the pattern subgroup

2 2 1
2 1 1
1 1 0

 .
Thus the pullback ∂−1W1 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1


⋂


2 2 2
2 2 1
2 1 1

 =


2 2 2
2 2 1
2 1 1

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0
 and
∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 0
t2,0 0 3s2,2
 .
We wish to identify a value a1 ∈ Z9 such that ∂1x ≡ a1m1 (mod I). A formal
expression for a1m1 is
a1

0 c1 0
1 0 −3
0 −3c1 0
 =

0 c1a1 0
a1 0 −3a1
0 −3c1a1 0
 .
Comparing (0, 0)-entries yields no information.
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Comparing (2, 0)-entries, we get −3(t1,0 + t2,0) ≡ 0, which yields no informa-
tion.
Comparing (1, 0)-entries, we get t2,0 ≡ a1.
Comparing (0, 1)-entries, we get t1,1 ≡ c1a1. Thus t1,1 ≡ c1t2,0.
Comparing (2, 1)-entries, we get t1,1 ≡ c1a1 again.
Comparing (1, 2)-entries, we get s2,2 ≡ −a1, and thus s2,2 ≡ −t2,0.
Comparing (0, 2)-entries, we get 3s1,2 ≡ 0, which yields no information.
Comparing (1, 1)-entries, we get 3s2,1 ≡ 0, which yields no information.
We see that ∂1x ∈ W1 if and only if
t1,1 ≡ c1t2,0 (A1)
s2,2 ≡ −t2,0 (A2).
We wish to identify a value b1 ∈ Z9 such that ∂2x ≡ b1m1 (mod I). A formal
expression for b1m1 is
b1

0 c1 0
1 0 −3
0 −3c1 0
 =

0 c1b1 0
b1 0 −3b1
0 −3c1b1 0
 .
Comparing (0, 0)-entries yields no information..
Comparing (0, 2)-entries, we get −3(t0,1 + t0,2) ≡ 0, which yields no informa-
tion.
Comparing (1, 0)-entries, we get t1,1 ≡ b1.
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Comparing (0, 1)-entries, we get t0,2 ≡ c1b1. Thus t0,2 ≡ c1t1,1.
Comparing (2, 1)-entries, we get s2,2 ≡ −c1b1, and thus s2,2 ≡ −c1t1,1.
Comparing (1, 2)-entries, we get t1,1 ≡ b1 again.
Comparing (2, 0)-entries, we get 3s2,1 ≡ 0, which yields no information.
Comparing (1, 1)-entries, we get 3s1,2 ≡ 0, which yields no information.
We see that ∂2x ∈ W1 if and only if
t0,2 ≡ c1t1,1 (B1)
s2,2 ≡ −c1t1,1 (B2).
We use (A1) to rewrite (B1) as t0,2 ≡ c21t2,0. Since c1 ∈ {1, 2}, we have
t0,2 ≡ t2,0.
We use (A1) to rewrite (B2) as s2,2 ≡ −c21t2,0 and thus s2,2 ≡ −t2,0, which is
equivalent to (A2).
Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ c1t2,0 (A1)
s2,2 ≡ −t2,0 (A2)
t0,2 ≡ t2,0 (B1).
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We regard t2,0 as the free variable. Taking t2,0 = 1, the matrix x becomes
v1 =

0 0 1
0 c1 0
1 0 −3
 .
We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 37, it follows that |∂−1W1| = 38.
Recalling that |W1| = 35, we obtain |∂−1W1/W1| = 33.
Since v1 6∈ W1, and 3v1 ∈ W1, we conclude that v1 + W1 has order 3 in
∂−1W1/W1. So ∂−1W1/W1 ∼= Z3 × Z3 × Z3 and rank(∂−1W1/W1) = 3.
Since rank(∂−1W1/W1) = rank(∂−1W0/W1), W1 is terminal.
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CHAPTER XIII
CASE 2 FOR B(3)
We fix arbitrary values c1, c2 ∈ {0, 1, 2} such that (c1, c2) 6= (0, 0). There are 8 ways
to choose the values c1 and c2. Let m1 = y2 + c1y3 + c2y4. Thus
m1 =

0 c2 0
c1 0 3(1− c1)
0 −3c2 0
 .
Let W1 = 〈W0,m1〉 ∈ L1. The number of subgroups W1 of this type is 8. Since
m1 6∈ W0 and 3m1 ∈ W0 we have |W1/W0| = 3. Since |W0| = 37 it follows that
|W1| = 38. Note that ∂−1W0/W1 ∼= Z3×Z3×Z3 and rank(∂−1W0/W1) = 3. We now
calculate the pullback ∂−1W1. The subgroup W1 is contained in the pattern subgroup

2 2 1
2 1 1
1 1 0

 .
Thus the pullback ∂−1W1 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1


⋂


2 2 2
2 2 1
2 1 1

 =


2 2 2
2 2 1
2 1 1

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0
 and
∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 0
t2,0 0 3s2,2
 .
We wish to identify a value a1 ∈ Z9 such that ∂1x ≡ a1m1 (mod I). A formal
expression for a1m1 is
a1

0 c2 0
c1 0 3(1− c1)
0 −3c2 0
 =

0 c2a1 0
c1a1 0 3(1− c1)a1
0 −3c2a1 0
 .
Comparing (0, 0), (0, 2), (1, 1), and (2, 0)-entries yields no information.
Comparing (0, 1)-entries, we get t1,1 ≡ c2a1.
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Comparing (1, 0)-entries, we get t2,0 ≡ c1a1.
Comparing (2, 1)-entries, we get −t1,1 ≡ −c2a1 again.
Comparing (1, 2)-entries, we get s2,2 ≡ (1− c1)a1. We use t2,0 ≡ c1a1 to write
this as a1 ≡ t2,0 + s2,2.
We rewrite our expressions for t1,1 and t2,0 using this expression for a1. Thus
we have t1,1 ≡ c2t2,0 + c2s2,2 and c1s2,2 ≡ (1− c1)t2,0.
We see that ∂1x ∈ W1 if and only if
t1,1 ≡ c2t2,0 + c2s2,2 (A1)
c1s2,2 ≡ (1− c1)t2,0 (A2).
We wish to identify a value b1 ∈ Z9 such that ∂2x ≡ b1m1 (mod I). A formal
expression for b1m1 is
b1

0 c2 0
c1 0 3(1− c1)
0 −3c2 0
 =

0 c2b1 0
c1b1 0 3(1− c1)b1
0 −3c2b1 0
 .
Comparing (0, 0), (0, 2), (1, 1), and (2, 0)-entries yields no information.
Comparing (0, 1)-entries, we get t0,2 ≡ c2b1.
Comparing (1, 0)-entries, we get t1,1 ≡ c1b1.
Comparing (2, 1)-entries, we get s2,2 ≡ −c2b1. Thus s2,2 ≡ −t0,2.
Comparing (1, 2)-entries, we get −t1,1 ≡ (1− c1)b1. Using t1,1 ≡ c1b1, we get
b1 ≡ 0.
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Since b1 ≡ 0, we get t0,2 ≡ 0 and t1,1 ≡ 0.
Since t0,2 ≡ 0, we get s2,2 ≡ 0.
We see that ∂2x ∈ W1 if and only if
t0,2 ≡ 0 (B1)
t1,1 ≡ 0 (B2)
s2,2 ≡ 0 (B3).
We use (B2) and (B3) to rewrite (A1) as c2t2,0 ≡ 0.
We use (B3) to rewrite (A2) as (1− c1)t2,0 ≡ 0.
Hence x ∈ ∂−1W1 if and only if
t0,2 ≡ 0 (B1)
t1,1 ≡ 0 (B2)
s2,2 ≡ 0 (B3)
c2t2,0 ≡ 0 (A1)
(1− c1)t2,0 ≡ 0 (A2).
We consider subcases based on chosen values for c1 and c2. In Case 2.1 we
consider (c1, c2) 6= (1, 0) and in Case 2.2 we consider (c1, c2) = (1, 0).
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13.1 Case 2.1.
Suppose (c1, c2) 6= (1, 0). Then either c1 6= 1 or c2 6= 0. We show that t2,0 ≡ 0 in both
cases.
Let c1 6= 1. Then 1− c1 6≡ 0 and thus (A2) becomes t2,0 ≡ 0.
Let c2 6= 0. Then (A1) becomes t2,0 ≡ 0.
Hence x ∈ ∂−1W1 if and only if
t0,2 ≡ 0 (B1)
t1,1 ≡ 0 (B2)
s2,2 ≡ 0 (B3)
t2,0 ≡ 0 (A1).
Thus we find that ∂−1W1 = ∂−1W0 and conclude that W1 is terminal.
13.2 Case 2.2.
Suppose (c1, c2) = (1, 0). Then (A1) and (A2) are both automatically satisfied.
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Hence x ∈ ∂−1W1 if and only if
t0,2 ≡ 0 (B1)
t1,1 ≡ 0 (B2)
s2,2 ≡ 0 (B3).
We regard t2,0 as the free variable. Taking t2,0 = 1, the matrix x becomes
v1 =

0 0 0
0 0 0
1 0 0
 .
We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 311, it follows that |∂−1W1| = 312.
Recalling that |W1| = 38, we obtain |∂−1W1/W1| = 34.
Note that, based on our choices for c1 and c2,
m1 =

0 0 0
1 0 0
0 0 0
 .
Each of y1, y2, y4, v1 is contained in ∂
−1W1 but not in W1. Each of 3y1, 3y2,
3y4, 3v1 is contained in W1. Thus each of y1 + W1, y2 + W1, y4 + W1, v1 + W1 is an
element of order 3 in the group ∂−1W1/W1. These four elements form a generating set
for the group ∂−1W1/W1. Recalling that |∂−1W1/W1| = 34, we obtain ∂−1W1/W1 ∼=
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Z3 × Z3 × Z3 × Z3. Thus rank(∂−1W1/W1) = 4 and we may regard ∂−1W1/W1 as a
vector space.
Since rank(∂−1W0/W1) = 3, we have rank(∂−1W0/W1) < rank(∂−1W1/W1).
Hence W1 is nonterminal and W1 ∈ Lˆ1.
Note that y1 +W1, y2 +W1, y4 +W1, v1 +W1 is a basis for the vector space
∂−1W1/W1 and that the subspace ∂−1W0/W1 has basis y1 +W1, y2 +W1, y4 +W1.
We fix arbitrary values c3, c4, c5 ∈ {0, 1, 2}. There are 27 ways to choose the
values c3, c4. Let m2 = c3y1 + c4y2 + c5y4 + v1. Thus
m2 =

0 c5 0
0 0 3c4
1 3(c3 − c5) 0
 .
Let W2 = 〈W1,m2〉 ∈ L2. The number of subgroups W2 of this type is 27. Since
m2 6∈ W1 and 3m2 ∈ W1 we have |W2/W1| = 3. Since |W1| = 38 it follows that
|W2| = 39. Note that ∂−1W1/W2 ∼= Z3×Z3×Z3 and rank(∂−1W1/W2) = 3. We now
calculate the pullback ∂−1W2. The subgroup W2 is contained in the pattern subgroup

2 2 1
2 1 1
2 1 0

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1


⋂


2 2 2
2 2 1
2 2 1

 =


2 2 2
2 2 1
2 1 1

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0
 and
∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 0
t2,0 0 3s2,2
 .
We wish to identify values a1, a2 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 (mod I). A
formal expression for a1m1 + a2m2 is
a1

0 0 0
1 0 0
0 0 0
+ a2

0 c5 0
0 0 3c4
1 3(c3 − c5) 0
 =

0 c5a2 0
a1 0 3c4a2
a2 3(c3 − c5)a2 0
 .
Comparing (1, 0)-entries, we get t2,0 ≡ a1.
Comparing (2, 0)-entries, we get a2 ≡ 0.
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Comparing (1, 2)-entries, we get s2,2 ≡ c4a2 and thus s2,2 ≡ 0.
Comparing (0, 1)-entries, we get t1,1 ≡ c5a2 and thus t1,1 ≡ 0.
Comparing (2, 1)-entries, we get t1,1 ≡ (c5 − c3)a2 and thus t1,1 ≡ 0.
We see that ∂1x ∈ W2 if and only if
s2,2 ≡ 0 (A1)
t1,1 ≡ 0 (A2).
We wish to identify values b1, b2 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 (mod I).
A formal expression for b1m1 + b2m2 is
b1

0 0 0
1 0 0
0 0 0
+ b2

0 c5 0
0 0 3c4
1 3(c3 − c5) 0
 =

0 c5b2 0
b1 0 3c4b2
b2 3(c3 − c5)b2 0
 .
Comparing (1, 0)-entries, we get t1,1 ≡ b1.
Comparing (2, 0)-entries, we get b2 ≡ 0.
Comparing (1, 2)-entries, we get t1,1 ≡ −c4b2 and thus t1,1 ≡ 0.
Comparing (0, 1)-entries, we get t0,2 ≡ c5b2 and thus t0,2 ≡ 0.
Comparing (2, 1)-entries, we get s2,2 ≡ (c3 − c5)b2 and thus s2,2 ≡ 0.
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We see that ∂2x ∈ W2 if and only if
t0,2 ≡ 0 (B1)
t1,1 ≡ 0 (B2)
s2,2 ≡ 0 (B3).
Hence x ∈ ∂−1W2 if and only if
t0,2 ≡ 0 (B1)
t1,1 ≡ 0 (B2)
s2,2 ≡ 0 (B3).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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CHAPTER XIV
CASE 3 FOR B(3)
We fix arbitrary values c1, c2, c3 ∈ {0, 1, 2} such that (c1, c2, c3) 6= (0, 0, 0). There are
26 ways to choose the values c1, c2 and c3. Let m1 = y1 + c1y2 + c2y3 + c3y4. Thus
m1 =

0 c3 0
c2 0 3(c1 − c2)
0 3(1− c3) 0
 .
Let W1 = 〈W0,m1〉 ∈ L1. The number of subgroups W1 of this type is 26. Since
m1 6∈ W0 and 3m1 ∈ W0 we have |W1/W0| = 3. Since |W0| = 37 it follows that
|W1| = 38. Note that ∂−1W0/W1 ∼= Z3×Z3×Z3 and rank(∂−1W0/W1) = 3. We now
calculate the pullback ∂−1W1. The subgroup W1 is contained in the pattern subgroup

2 2 1
2 1 1
1 1 0

 .
Thus the pullback ∂−1W1 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1


⋂


2 2 2
2 2 1
2 1 1

 =


2 2 2
2 2 1
2 1 1

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0
 and
∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 0
t2,0 0 3s2,2
 .
We wish to identify a value a1 ∈ Z9 such that ∂1x ≡ a1m1 (mod I). A formal
expression for a1m1 is
a1

0 c3 0
c2 0 3(c1 − c2)
0 3(1− c3) 0
 =

0 c3a1 0
c2a1 0 3(c1 − c2)a1
0 3(1− c3)a1 0
 .
Comparing (0, 0), (0, 2), (1, 1), and (2, 0)-entries yields no information.
Comparing (0, 1)-entries, we get t1,1 ≡ c3a1.
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Comparing (1, 0)-entries, we get t2,0 ≡ c2a1.
Comparing (2, 1)-entries, we get −t1,1 ≡ (1− c3)a1. Using t1,1 ≡ c3a1, we get
a1 ≡ 0.
Using a1 ≡ 0 we get t1,1 ≡ 0 and t2,0 ≡ 0.
Comparing (1, 2)-entries, we get s2,2 ≡ (c1 − c2)a1, and thus s2,2 ≡ 0.
We see that ∂1x ∈ W1 if and only if
t2,0 ≡ 0 (A1)
t1,1 ≡ 0 (A2)
s2,2 ≡ 0 (A3).
We wish to identify a value b1 ∈ Z9 such that ∂2x ≡ b1m1 (mod I). A formal
expression for b1m1 is
b1

0 c3 0
c2 0 3(c1 − c2)
0 3(1− c3) 0
 =

0 c3b1 0
c2b1 0 3(c1 − c2)b1
0 3(1− c3)b1 0
 .
Comparing (0, 0), (0, 2), (1, 1), and (2, 0)-entries yields no information.
Comparing (0, 1)-entries, we get t0,2 ≡ c3b1.
Comparing (1, 0)-entries, we get t1,1 ≡ c2b1.
Comparing (2, 1)-entries, we get s2,2 ≡ (1− c3)b1. Thus b1 ≡ t0,2 + s2,2.
Our expression for t0,2 becomes t0,2 ≡ c3t0,2 + c3s2,2 and we get (1− c3)t0,2 ≡
c3s2,2.
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Our expression for t1,1 becomes t1,1 ≡ c2t0,2 + c2s2,2.
Comparing (1, 2)-entries, we get −t1,1 ≡ (c1 − c2)b1. Using t1,1 ≡ c2b1 and
our expression for b1, we get c1t0,2 ≡ −c1s2,2.
We see that ∂2x ∈ W1 if and only if
(1− c3)t0,2 ≡ c3s2,2 (B1)
t1,1 ≡ c2t0,2 + c2s2,2 (B2)
c1t0,2 ≡ −c1s2,2 (B3).
Using (A2) and (A3), (B1) becomes (1− c3)t0,2 ≡ 0.
Using (A2) and (A3), (B2) becomes c2t0,2 ≡ 0.
Using (A2) and (A3), (B3) becomes c1t0,2 ≡ 0.
Hence x ∈ ∂−1W1 if and only if
t2,0 ≡ 0 (A1)
t1,1 ≡ 0 (A2)
s2,2 ≡ 0 (A3)
c1t0,2 ≡ 0 (B3)
c2t0,2 ≡ 0 (B2)
(1− c3)t0,2 ≡ 0 (B1).
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We consider subcases based on chosen values of c1, c2, and c3. In Case 3.1
we consider (c1, c2, c3) 6= (0, 0, 1) and in Case 3.2 we consider (c1, c2, c3) = (0, 0, 1).
14.1 Case 3.1.
Suppose (c1, c2, c3) 6= (0, 0, 1). Then either c1 6= 0, c2 6= 0, or c3 6= 1. We show that
t0,2 ≡ 0 in all three cases.
Let c1 6= 0. Then (B1) becomes t0,2 ≡ 0.
Let c2 6= 0. Then (B2) becomes t0,2 ≡ 0.
Let c3 6= 1. Then 1− c3 6= 0 and (B3) becomes t0,2 ≡ 0.
Hence x ∈ ∂−1W1 if and only if
t2,0 ≡ 0 (A1)
t1,1 ≡ 0 (A2)
s2,2 ≡ 0 (A3)
t0,2 ≡ 0 (B3).
Thus we find that ∂−1W1 = ∂−1W0 and conclude that W1 is terminal.
14.2 Case 3.2.
Suppose (c1, c2, c3) = (0, 0, 1). Then (B1), (B2), and (B3) are all automatically
satisfied.
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Hence x ∈ ∂−1W1 if and only if
t2,0 ≡ 0 (A1)
t1,1 ≡ 0 (A2)
s2,2 ≡ 0 (A3).
We regard t0,2 as the free variable. Taking t0,2 = 1, the matrix x becomes
v1 =

0 0 1
0 0 0
0 0 0
 .
We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 311, it follows that |∂−1W1| = 312.
Recalling that |W1| = 38, we obtain |∂−1W1/W1| = 34.
Note that, based on our choices for c1 and c2,
m1 =

0 1 0
0 0 0
0 0 0
 .
Note that Case 3.2 is the transpose of Case 2.2. Thus we find 27 terminal
subgroups W2 satisfying |W2| = 39.
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CHAPTER XV
CASE 4 FOR B(3)
We fix arbitrary values c1, c2 ∈ {1, 2}. There are 4 ways to choose the values c1 and
c2. Let m1 = y2 + c1y4 and m2 = y3 + c2y4. Thus
m1 =

0 c1 0
0 0 3
0 −3c1 0
 ,m2 =

0 c2 0
1 0 −3
0 −3c2 0
 .
Let W1 = 〈W0,m1,m2〉 ∈ L1. The number of subgroups W1 of this type is 4. Since
m1 6∈ W0 and 3m1 ∈ W0 we have |〈W0,m1〉/W0| = 3. Since m2 6∈ 〈W0,m1〉 and
3m2 ∈ 〈W0,m1〉 we have |W1, 〈W0,m1〉| = 3. Since |W0| = 37 it follows that |W1| =
39. Note that ∂−1W0/W1 ∼= Z3 × Z3 and rank(∂−1W0/W1) = 2. We now calculate
the pullback ∂−1W1. The subgroup W1 is contained in the pattern subgroup

2 2 1
2 1 1
1 1 0

 .
Thus the pullback ∂−1W1 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1


⋂


2 2 2
2 2 1
2 1 1

 =


2 2 2
2 2 1
2 1 1

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0
 and
∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 0
t2,0 0 3s2,2
 .
We wish to identify values a1, a2 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 (mod I). A
formal expression for a1m1 + a2m2 is
a1

0 c1 0
0 0 3
0 −3c1 0
+ a2

0 c2 0
1 0 −3
0 −3c2 0
 =

0 c1a1 + c2a2 0
a2 0 3(a1 − a2)
0 −3(c1a1 + c2a2) 0
 .
Comparing (0, 0), (0, 2), (1, 1), and (2, 0)-entries yields no information.
Comparing (1, 0)-entries, we get t2,0 ≡ a2.
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Comparing (1, 2)-entries, we get s2,2 ≡ a1 − a2 and thus t2,0 + s2,2 ≡ a1.
Comparing (0, 1)-entries, we get t1,1 ≡ c1a1 + c2a2, which yields t1,1 ≡ (c1 +
c2)t2,0 + c1s2,2.
Comparing (2, 1)-entries, we get t1,1 ≡ c1a1 + c2a2 again.
We see that ∂1x ∈ W1 if and only if
t1,1 ≡ (c1 + c2)t2,0 + c1s2,2 (A1).
We wish to identify values b1, b2 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 (mod I).
A formal expression for b1m1 + b2m2 is
b1

0 c1 0
0 0 3
0 −3c1 0
+ b2

0 c2 0
1 0 −3
0 −3c2 0
 =

0 c1b1 + c2b2 0
b2 0 3(b1 − b2)
0 −3(c1b1 + c2b2) 0
 .
Comparing (0, 0), (0, 2), (1, 1), and (2, 0)-entries yields no information.
Comparing (1, 0)-entries, we get t1,1 ≡ b2.
Comparing (1, 2)-entries, we get −t1,1 ≡ b1 − b2. Thus b1 ≡ 0.
Comparing (0, 1)-entries, we get t0,2 ≡ c1b1+c2b2 and thus t0,2 ≡ c2t1,1, which
we rewrite as t1,1 ≡ c2t0,2.
Comparing (2, 1)-entries, we get s2,2 ≡ −c1b1 − c2b2 and thus s2,2 ≡ −c2t1,1,
which we rewrite as s2,2 ≡ −t0,2.
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We see that ∂2x ∈ W1 if and only if
t1,1 ≡ c2t0,2 (B1)
s2,2 ≡ −t0,2 (B2).
Combining (A1) with (B1) and (B2) yields c2t0,2 ≡ (c1 + c2)t2,0− c1t0,2. Thus
(c1 + c2)t0,2 ≡ (c1 + c2)t2,0.
Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ c2t0,2 (B1)
s2,2 ≡ −t0,2 (B2)
(c1 + c2)t0,2 ≡ (c1 + c2)t2,0 (A1).
We consider subcases based on chosen values of c1 and c2. In Case 4.1 we
consider c1 = c2 and in Case 4.2 we consider c1 6= c2.
15.1 Case 4.1.
Suppose c1 = c2. Recalling that c1, c2 ∈ {1, 2}, we conclude that c1 + c2 6≡ 0.
Thus (A1) becomes becomes t0,2 ≡ t2,0.
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Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ c2t2,0 (B1)
s2,2 ≡ −t2,0 (B2)
t0,2 ≡ t2,0 (A1).
We regard t2,0 as the free variable. Taking t2,0 = 1, the matrix x becomes
v1 =

0 0 1
0 c2 0
1 0 −3
 .
We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 311, it follows that |∂−1W1| = 312.
Recalling that |W1| = 39, we obtain |∂−1W1/W1| = 33.
Since v1 6∈ W1 and 3v1 ∈ W0 ⊂ W1, we find that v1+W1 is an element of order
3 in ∂−1W1/W1. Thus, rank(∂−1W1/W1) = 3. Recall that rank(∂−1W0/W1) = 2.
Since rank(∂−1W1/W1) > rank(∂−1W0/W1), we conclude that W1 is nonterminal and
W1 ∈ Lˆ1.
Note that y1 +W1, y4 +W1, v1 +W1 is a basis for the vector space ∂
−1W1/W1
and that the subspace ∂−1W0/W1 has basis y1 +W1, y4 +W1.
We fix arbitrary values c3, c4 ∈ {0, 1, 2}. There are 9 ways to choose the
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values c3 and c4. Let m3 = c3y1 + c4y4 + v1. Thus
m3 =

0 c4 1
0 c2 0
1 3(c3 − c4) −3
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 9.
Since m3 6∈ W1 and 3m3 ∈ W1, we have |W2/W1| = 3. Since |W1| = 39 it follows that
|W2| = 310. Note that ∂−1W1/W2 ∼= Z3 and rank(∂−1W1/W2) = 1. We now calculate
the pullback ∂−1W2. The subgroup W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1


⋂


2 2 2
2 2 2
2 2 1

 =


2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
−3(t1,0 + t2,0) −3(t1,1 + t2,1) −3t1,2
 and
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∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 + t1,2 −3(t1,1 + t1,2)
3s2,1 + t2,1 3s2,2 −3t2,1
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
We wish to identify values a1, a2, a3 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 +
a3m3 (mod I). A formal expression for a1m1 + a2m2 + a3m3 is
a1

0 c1 0
0 0 3
0 −3c1 0
+ a2

0 c2 0
1 0 −3
0 −3c2 0
+ a3

0 c4 1
0 c2 0
1 3(c3 − c4) −3

=

0 c1a1 + c2a2 + c4a3 a3
a2 c2a3 3(a1 − a2)
a3 −3(c1a1 + c2a2 − c3a3 + c4a3) −3a3
 .
Comparing (1, 0)-entries, we get t2,0 ≡ a2.
Comparing (1, 2)-entries, we get s2,2 ≡ a1 − a2. Substituting for a2 yields
a1 ≡ t2,0 + s2,2.
Comparing (2, 0)-entries, we get a3 ≡ 0.
Comparing (0, 1)-entries, we get t1,1 ≡ c1a1 + c2a2 + c4a3. Substituting for
a1, a2, and a3 yields t1,1 ≡ (c1 + c2)t2,0 + c1s2,2.
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Comparing (0, 2)-entries, we get t1,2 ≡ a3 and thus t1,2 ≡ 0.
Comparing (1, 1)-entries, we get t2,1 ≡ c2a3 and thus t2,1 ≡ 0.
Comparing (2, 2)-entries, we get t1,2 ≡ a3 again.
Comparing (2, 1)-entries, we get t1,1 + t2,1 ≡ c1a1 + c2a2 − c3a3 + c4a3. Sub-
stituting for a1, a2, and a3 and using t2,1 ≡ 0 yields t1,1 ≡ (c1 + c2)t2,0 + c1s2,2 again.
We see that ∂1x ∈ W2 if and only if
t1,1 ≡ (c1 + c2)t2,0 + c1s2,2 (A1)
t1,2 ≡ 0 (A2)
t2,1 ≡ 0 (A3).
We wish to identify values b1, b2, b3 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 +
b3m3 (mod I). A formal expression for b1m1 + b2m2 + b3m3 is
b1

0 c1 0
0 0 3
0 −3c1 0
+ b2

0 c2 0
1 0 −3
0 −3c2 0
+ b3

0 c4 1
0 c2 0
1 3(c3 − c4) −3

=

0 c1b1 + c2b2 + c4b3 b3
b2 c2b3 3(b1 − b2)
b3 −3(c1b1 + c2b2 − c3b3 + c4b3) −3b3
 .
Comparing (1, 0)-entries, we get t1,1 ≡ b2.
Comparing (0, 2)-entries, we get b3 ≡ 0.
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Comparing (1, 1)-entries, we get t1,2 ≡ c2b3 and thus t1,2 ≡ 0.
Comparing (1, 2)-entries, we get t1,1 + t1,2 ≡ b2 − b1. Substituting for b2 and
using t1,2 ≡ 0 yields b1 ≡ 0.
Comparing (0, 1)-entries, we get t0,2 ≡ c1b1 + c2b2 + c4b3. Substituting for b1,
b2, and b3 yields t0,2 ≡ c2t1,1. We use c22 ≡ 1 to write t1,1 ≡ c2t0,2.
Comparing (2, 0)-entries, we get t2,1 ≡ b3 and thus t2,1 ≡ 0.
Comparing (2, 1)-entries, we get s2,2 ≡ −c1b1−c2b2+c3b3−c4b3. Substituting
for b1, b2, and b3 yields s2,2 ≡ −c2t1,1. Using t1,1 ≡ c2t0,2 yields s2,2 ≡ −t0,2.
Comparing (2, 2)-entries, we get t2,1 ≡ b3 again.
We see that ∂2x ∈ W2 if and only if
t1,1 ≡ c2t0,2 (B1)
s2,2 ≡ −t0,2 (B2)
t1,2 ≡ 0 (B3)
t2,1 ≡ 0 (B4).
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ (c1 + c2)t2,0 + c1s2,2 (A1)
t1,1 ≡ c2t0,2 (B1)
s2,2 ≡ −t0,2 (B2)
t1,2 ≡ 0 (B3)
t2,1 ≡ 0 (B4).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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15.2 Case 4.2.
Suppose c1 6= c2. Recalling that c1, c2 ∈ {1, 2}, we conclude that c1 + c2 ≡ 0.
Thus (A1) yields no information.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ c2t0,2 (B1)
s2,2 ≡ −t0,2 (B2)
We regard t2,0 and t0,2 as the free variables. Taking t2,0 = 1 and t0,2 = 0, the
matrix x becomes
v1 =

0 0 0
0 0 0
1 0 0
 .
Taking t2,0 = 0 and t0,2 = 1, the matrix x becomes
v2 =

0 0 1
0 c2 0
0 0 −3
 .
We see that ∂−1W1 = 〈∂−1W0, v1, v2〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |〈∂−1W0, v1〉/∂−1W0| = 3. Since v2 6∈ 〈∂−1W0, v1〉 and 3v2 ∈ 〈∂−1W0, v1〉, we
have |∂−1W1/〈∂−1W0, v1〉| = 3. Thus |∂−1W1/∂−1W0| = 32. Since |∂−1W0| = 311, it
follows that |∂−1W1| = 313. Recalling that |W1| = 39, we obtain |∂−1W1/W1| = 34.
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We have v1, v2 6∈ W1 and 3v1, 3v2 ∈ W0 ⊂ W1. Thus, we conclude that
rank(∂−1W1/W1) = 4. Recall that rank(∂−1W0/W1) = 2. Since we have rank(∂−1W1/W1) >
rank(∂−1W0/W1), we conclude that W1 is nonterminal and W1 ∈ Lˆ1.
Note that y1 +W1, y4 +W1, v1 +W1, v2 +W1 is a basis for the vector space
∂−1W1/W1 and that the subspace ∂−1W0/W1 has basis y1 +W1, y4 +W1.
The subgroups W2 belonging to L2(W1) correspond to the nontrivial proper
subspaces W2/W1 of ∂
−1W1/W1 for which the intersection W2/W1 ∩ ∂−1W0/W1 is
trivial. Since ∂−1W1/W1 has dimension 4 while its subspace ∂−1W0/W1 has dimension
2, every such subspace W2/W1 has dimension 1 or 2.
To help us define the subgroups W2 belonging to L2(W1), it will be convenient
to identify each element of the vector space ∂−1W1/W1 with its coordinate vector with
respect to the ordered basis y1+W1, y4+W1, v1+W1, v2+W1. In this way we identify
∂−1W1/W1 with the vector space Z3×Z3×Z3×Z3 consisting of row vectors. Under
this identification, the elements y1 +W1, y4 +W1, v1 +W1, v2 +W1 in ∂
−1W1/W1 are
associated with the so-called standard basis vectors [1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0],
[0, 0, 0, 1] in Z3 × Z3 × Z3 × Z3.
The subgroups W2 belonging to L2(W1) are in one-to-one correspondence
with the nontrivial proper subspaces W2/W1 of ∂
−1W1/W1 for which the intersection
W2/W1 ∩ ∂−1W0/W1 is trivial. Note that ∂−1W0/W1 is the 2-dimensional subspace
generated by the elements y1 +W1 and y4 +W1. Under our identification, each such
subspace W2/W1 is associated with a subspace S of Z3×Z3×Z3×Z3 that contains no
nonzero vector that is a linear combination of [1, 0, 0, 0] and [0, 1, 0, 0]. Let m denote
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the unique matrix in reduced row-echelon form that is row-equivalent to the matrix
whose rows are the members of an arbitrarily-chosen basis of such a subspace S.
In Case 4.2.1 we consider the 1-dimensional subspaces W2/W1. There are
four possible forms for the matrix m. The first form is
m =
[
0 0 0 1
]
(1 possibility) which is considered in Case 4.2.1.1. The second form is
m =
[
0 0 1 c3
]
for c3,∈ {0, 1, 2}
(3 possibilities) which is considered in Case 4.2.1.2. The third form is
m =
[
0 1 c3 c4
]
for c3, c4 ∈ {0, 1, 2}, (c3, c4) 6= (0, 0)
(8 possibilities) which is considered in Case 4.2.1.3. The fourth form is
m =
[
1 c3 c4 c5
]
for c3, c4, c5 ∈ {0, 1, 2}, (c4, c5) 6= (0, 0)
(24 possibilities) which is considered in Case 4.2.1.4.
In Case 4.2.2 we consider the 2-dimensional subspaces W2/W1. There are six
possible forms for the matrix m. The first form is
m =
0 0 1 0
0 0 0 1

(1 possibility) which is considered in Case 4.2.2.1. The second form is
m =
0 1 c3 0
0 0 0 1
 for c3 ∈ {1, 2}
244
(2 possibilities) which is considered in Case 4.2.2.2. The third form is
m =
0 1 0 c3
0 0 1 c4
 for c3 ∈ {1, 2}, c4 ∈ {0, 1, 2}
(6 possibilities) which is considered in Case 4.2.2.3. The fourth form is
m =
1 c3 c4 0
0 0 0 1
 for c3 ∈ {0, 1, 2}, c4 ∈ {1, 2}
(6 possibilities) which is considered in Case 4.2.2.4. The fifth form is
m =
1 c3 0 c4
0 0 1 c5
 for c3, c5 ∈ {0, 1, 2}, c4 ∈ {1, 2}
(18 possibilities) which is considered in Case 4.2.2.5. The sixth form is
m =
1 0 c3 c4
0 1 c5 c6

where {(c3, c4), (c5, c6)} is an ordered pair of linearly independent vectors in Z3 × Z3
(48 possibilities) which is considered in Case 4.2.2.6.
15.2.1 Case 4.2.1.
Let d0, d1, d2, d3 be unspecified. Let m3 = d0y1 + d1y4 + d2v1 + d3v2. Thus
m3 = d0

0 0 0
0 0 0
0 3 0
+ d1

0 1 0
0 0 0
0 −3 0
+ d2

0 0 0
0 0 0
1 0 0
+ d3

0 0 1
0 c2 0
0 0 −3

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=
0 d1 d3
0 c2d3 0
d2 3(d0 − d1) −3d3
 .
Let W2 = 〈W1,m3〉 ∈ L2. We now calculate the pullback ∂−1W2. The subgroup W2
is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1


⋂


2 2 2
2 2 2
2 2 1

 =


2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
−3(t1,0 + t2,0) −3(t1,1 + t2,1) −3t1,2

and ∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 + t1,2 −3(t1,1 + t1,2)
3s2,1 + t2,1 3s2,2 −3t2,1
 .
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The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
We wish to identify values a1, a2, a3 ∈ Z9 such that ∂1x ≡ a1m1+a2m2+a3m3 (mod I).
A formal expression for a1m1 + a2m2 + a3m3 is
a1

0 c1 0
0 0 3
0 −3c1 0
+ a2

0 c2 0
1 0 −3
0 −3c2 0
+ a3

0 d1 d3
0 c2d3 0
d2 3(d0 − d1) −3d3

=

0 c1a1 + c2a2 + d1a3 d3a3
a2 c2d3a3 3(a1 − a2)
d2a3 −3(c1a1 + c2a2 − d0a3 + d1a3) −3d3a3
 .
Comparing (1, 0)-entries, we get t2,0 ≡ a2.
Comparing (1, 2)-entries, we get s2,2 ≡ a1 − a2. Substituting for a2 yields
a1 ≡ t2,0 + s2,2.
Comparing (2, 0)-entries, we get d2a3 ≡ 0.
Comparing (0, 1)-entries, we get t1,1 ≡ c1a1 + c2a2 + d1a3. Substituting for
a1 and a2 yields t1,1 − (c1 + c2)t2,0 − c1s2,2 ≡ d1a3. Recall that c1 + c2 ≡ 0. Thus,
t1,1 − c1s2,2 ≡ d1a3.
Comparing (2, 1)-entries, we get t1,1 + t2,1 ≡ c1a1 + c2a2− d0a3 + d1a3. Using
t1,1 ≡ c1a1 + c2a2 + d1a3 yields t2,1 ≡ −d0a3.
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Comparing (0, 2)-entries, we get t1,2 ≡ d3a3.
Comparing (1, 1)-entries, we get t2,1 ≡ c2d3a3. Substituting for d3a3 yields
t2,1 ≡ c2t1,2.
Comparing (2, 2)-entries, we get t1,2 ≡ d3a3 again.
We see that ∂1x ∈ W2 if and only if
a1 ≡ t2,0 + s2,2 (A1)
a2 ≡ t2,0 (A2)
d0a3 ≡ −t2,1 (A3)
d1a3 ≡ t1,1 − c1s2,2 (A4)
d2a3 ≡ 0 (A5)
d3a3 ≡ t1,2 (A6)
t2,1 ≡ c2t1,2 (A7).
We wish to identify values b1, b2, b3 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 +
b3m3 (mod I). A formal expression for b1m1 + b2m2 + b3m3 is
b1

0 c1 0
0 0 3
0 −3c1 0
+ b2

0 c2 0
1 0 −3
0 −3c2 0
+ b3

0 d1 d3
0 c2d3 0
d2 3(d0 − d1) −3d3

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=
0 c1b1 + c2b2 + d1b3 d3b3
b2 c2d3b3 3(b1 − b2)
d2b3 −3(c1b1 + c2b2 − d0b3 + d1b3) −3d3b3
 .
Comparing (1, 0)-entries, we get t1,1 ≡ b2.
Comparing (0, 2)-entries, we get d3b3 ≡ 0.
Comparing (1, 1)-entries, we get t1,2 ≡ c2d3b3 and thus t1,2 ≡ 0.
Comparing (2, 2)-entries, we get t2,1 ≡ d3b3 and so t2,1 ≡ 0.
Comparing (1, 2)-entries, we get t1,1 + t1,2 ≡ b2 − b1. Substituting for b2 and
using t1,2 ≡ 0 yields b1 ≡ 0.
Comparing (0, 1)-entries, we get t0,2 ≡ c1b1 + c2b2 + d1b3. Substituting for b1
and b2 yields d1b3 ≡ t0,2 − c2t1,1.
Comparing (2, 0)-entries, we get t2,1 ≡ d2b3 and thus d2b3 ≡ 0.
Comparing (2, 1)-entries, we get s2,2 ≡ −c1b1−c2b2+d0b3−d1b3. Substituting
for b1, b2, and d1b3 yields d0b3 ≡ t0,2 + s2,2.
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We see that ∂2x ∈ W2 if and only if
b1 ≡ 0 (B1)
b2 ≡ t1,1 (B2)
d0b3 ≡ t0,2 + s2,2 (B3)
d1b3 ≡ t0,2 − c2t1,1 (B4)
d2b3 ≡ 0 (B5)
d3b3 ≡ 0 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
Using (B7), we rewrite (A3) as d0a3 ≡ 0.
Using (B8), we rewrite (A6) as d3a3 ≡ 0.
Using (B7) and (B8), we find that (A7) is automatically satisfied.
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Hence x ∈ ∂−1W2 if and only if
d0a3 ≡ 0 (A3)
d1a3 ≡ t1,1 − c1s2,2 (A4)
d2a3 ≡ 0 (A5)
d3a3 ≡ 0 (A6)
d0b3 ≡ t0,2 + s2,2 (B3)
d1b3 ≡ t0,2 − c2t1,1 (B4)
d2b3 ≡ 0 (B5)
d3b3 ≡ 0 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
Case 4.2.1.1.
Let m3 = v2. Thus
m3 =

0 0 1
0 c2 0
0 0 −3
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 1. Since |W1| =
39 it follows that |W2| = 310. Note that ∂−1W1/W2 ∼= Z3 and rank(∂−1W1/W2) = 1.
We now calculate the pullback ∂−1W2. We observed in Case 4.2.1 that ∂−1W2 is
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contained in the pattern subgroup 

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 4.2.1, we are taking d0 = 0, d1 = 0, d2 = 0, and d3 = 1.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ 0 (A3)
0 ≡ t1,1 − c1s2,2 (A4)
0 ≡ 0 (A5)
a3 ≡ 0 (A6)
0 ≡ t0,2 + s2,2 (B3)
0 ≡ t0,2 − c2t1,1 (B4)
0 ≡ 0 (B5)
b3 ≡ 0 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
Rewriting (B3) yields s2,2 ≡ −t0,2.
Rewriting (B4) yields t1,1 ≡ c2t0,2.
Rewriting (A4) yields t1,1 ≡ c1s2,2. Combining this with (B4) yields c1s2,2 ≡
c2t0,2. Substituting for s2,2 yields (c1 + c2)t0,2 ≡ 0, which is automatically satisfied
because c1 + c2 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ −t0,2 (B3)
t1,1 ≡ c2t0,2 (B4)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 4.2.1.2.
We fix an arbitrary value c3 ∈ {0, 1, 2}. There are 3 ways to choose the value c3. Let
m3 = v1 + c3v2. Thus
m3 =

0 0 c3
0 c2c3 0
1 0 −3c3
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 3. Since |W1| =
39 it follows that |W2| = 310. Note that ∂−1W1/W2 ∼= Z3 and rank(∂−1W1/W2) = 1.
We now calculate the pullback ∂−1W2. We observed in Case 4.2.1 that ∂−1W2 is
contained in the pattern subgroup 

2 2 2
2 2 2
2 2 1

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 4.2.1, we are taking d0 = 0, d1 = 0, d2 = 1, and d3 = c3.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ 0 (A3)
0 ≡ t1,1 − c1s2,2 (A4)
a3 ≡ 0 (A5)
c3a3 ≡ 0 (A6)
0 ≡ t0,2 + s2,2 (B3)
0 ≡ t0,2 − c2t1,1 (B4)
b3 ≡ 0 (B5)
c3b3 ≡ 0 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
Rewriting (B3) yields s2,2 ≡ −t0,2.
Rewriting (B4) yields t1,1 ≡ c2t0,2.
Rewriting (A4) yields t1,1 ≡ c1s2,2. Combining this with (B4) yields c1s2,2 ≡
c2t0,2. Substituting for s2,2 yields (c1 + c2)t0,2 ≡ 0, which is automatically satisfied
because c1 + c2 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ −t0,2 (B3)
t1,1 ≡ c2t0,2 (B4)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 4.2.1.3.
We fix arbitrary values c3, c4 ∈ {0, 1, 2} such that (c3, c4) 6= (0, 0). There are 8 ways
to choose the values c3 and c4. Let m3 = y4 + c3v1 + c4v2. Thus
m3 =

0 1 c4
0 c2c4 0
c3 −3 −3c4
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 8. Since |W1| =
39 it follows that |W2| = 310. Note that ∂−1W1/W2 ∼= Z3 and rank(∂−1W1/W2) = 1.
We now calculate the pullback ∂−1W2. We observed in Case 4.2.1 that ∂−1W2 is
contained in the pattern subgroup 

2 2 2
2 2 2
2 2 1

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 4.2.1, we are taking d0 = 0, d1 = 1, d2 = c3, and d3 = c4.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ 0 (A3)
a3 ≡ t1,1 − c1s2,2 (A4)
c3a3 ≡ 0 (A5)
c4a3 ≡ 0 (A6)
0 ≡ t0,2 + s2,2 (B3)
b3 ≡ t0,2 − c2t1,1 (B4)
c3b3 ≡ 0 (B5)
c4b3 ≡ 0 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
Since (c3, c4) 6= (0, 0), the congruences (A5) and (A6) are equivalent to a3 ≡ 0.
Since (c3, c4) 6= (0, 0), the congruences (B5) and (B6) are equivalent to b3 ≡ 0.
Rewriting (B3) yields s2,2 ≡ −t0,2.
Rewriting (B4) yields t1,1 ≡ c2t0,2.
Rewriting (A4) yields t1,1 ≡ c1s2,2. Combining this with (B4) yields c1s2,2 ≡
c2t0,2. Substituting for s2,2 yields (c1 + c2)t0,2 ≡ 0, which is automatically satisfied
because c1 + c2 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ −t0,2 (B3)
t1,1 ≡ c2t0,2 (B4)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 4.2.1.4.
We fix arbitrary values c3, c4, c5 ∈ {0, 1, 2} such that (c4, c5) 6= (0, 0). There are 24
ways to choose the values c3 and c4. Let m3 = y1 + c3y4 + c4v1 + c5v2. Thus
m3 =

0 c3 c5
0 c2c5 0
c4 3(1− c3) −3c5
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 24. Since
|W1| = 39 it follows that |W2| = 310. Note that ∂−1W1/W2 ∼= Z3 and rank(∂−1W1/W2) =
1. We now calculate the pullback ∂−1W2. We observed in Case 4.2.1 that ∂−1W2 is
contained in the pattern subgroup 

2 2 2
2 2 2
2 2 1

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 4.2.1, we are taking d0 = 1, d1 = c3, d2 = c4, and d3 = c5.
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Hence x ∈ ∂−1W2 if and only if
a3 ≡ 0 (A3)
c3a3 ≡ t1,1 − c1s2,2 (A4)
c4a3 ≡ 0 (A5)
c5a3 ≡ 0 (A6)
b3 ≡ t0,2 + s2,2 (B3)
c3b3 ≡ t0,2 − c2t1,1 (B4)
c4b3 ≡ 0 (B5)
c5b3 ≡ 0 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
Since (c4, c5) 6= (0, 0), the congruences (A5) and (A6) are equivalent to a3 ≡ 0.
Since (c4, c5) 6= (0, 0), the congruences (B5) and (B6) are equivalent to b3 ≡ 0.
Rewriting (B3) yields s2,2 ≡ −t0,2.
Rewriting (B4) yields t1,1 ≡ c2t0,2.
Rewriting (A4) yields t1,1 ≡ c1s2,2. Combining this with (B4) yields c1s2,2 ≡
c2t0,2. Substituting for s2,2 yields (c1 + c2)t0,2 ≡ 0, which is automatically satisfied
because c1 + c2 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ −t0,2 (B3)
t1,1 ≡ c2t0,2 (B4)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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15.2.2 Case 4.2.2.
Let d0, d1, d2, d3, e1, e2, e3 be unspecified. Let m3 = d0y1 + d1y4 + d2v1 + d3v2 and let
m4 = e1y4 + e2v1 + e3v2. Thus
m3 = d0

0 0 0
0 0 0
0 3 0
+ d1

0 1 0
0 0 0
0 −3 0
+ d2

0 0 0
0 0 0
1 0 0
+ d3

0 0 1
0 c2 0
0 0 −3

=

0 d1 d3
0 c2d3 0
d2 3(d0 − d1) −3d3
 .
m4 = e1

0 1 0
0 0 0
0 −3 0
+ e2

0 0 0
0 0 0
1 0 0
+ e3

0 0 1
0 c2 0
0 0 −3

=

0 e1 e3
0 c2e3 0
e2 −3e1 −3e3
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. We now calculate the pullback ∂−1W2. The subgroup
W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
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Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1


⋂


2 2 2
2 2 2
2 2 1

 =


2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
−3(t1,0 + t2,0) −3(t1,1 + t2,1) −3t1,2

and ∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 + t1,2 −3(t1,1 + t1,2)
3s2,1 + t2,1 3s2,2 −3t2,1
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
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We wish to identify values a1, a2, a3, a4 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 +
a3m3 + a4m4 (mod I). A formal expression for a1m1 + a2m2 + a3m3 + a4m4 is
a1

0 c1 0
0 0 3
0 −3c1 0
+ a2

0 c2 0
1 0 −3
0 −3c2 0

+a3

0 d1 d3
0 c2d3 0
d2 3(d0 − d1) −3d3
+ a4

0 e1 e3
0 c2e3 0
e2 −3e1 −3e3

=

0 c1a1 + c2a2 + d1a3 + e1a4 d3a3 + e3a4
a2 c2(d3a3 + e3a4) 3(a1 − a2)
d2a3 + e2a4 −3(c1a1 + c2a2 − d0a3 + d1a3 + e1a4) −3(d3a3 + e3a4)
 .
Comparing (1, 0)-entries, we get t2,0 ≡ a2.
Comparing (1, 2)-entries, we get s2,2 ≡ a1 − a2. Substituting for a2 yields
a1 ≡ t2,0 + s2,2.
Comparing (2, 0)-entries, we get d2a3 + e2a4 ≡ 0.
Comparing (0, 1)-entries, we get t1,1 ≡ c1a1 + c2a2 +d1a3 + e1a4. Substituting
for a1 and a2 yields t1,1 − (c1 + c2)t2,1 − c1s2,2 ≡ d1a3 + e1a4. Recall that c1 + c2 ≡ 0.
Thus, t1,1 − c1s2,2 ≡ d1a3 + e1a4.
Comparing (2, 1)-entries, we get t1,1 + t2,1 ≡ c1a1 + c2a2− d0a3 + d1a3 + e1a4.
Using t1,1 ≡ c1a1 + c2a2 + d1a3 + e1a4 yields t2,1 ≡ −d0a3.
Comparing (0, 2)-entries, we get t1,2 ≡ d3a3 + e3a4.
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Comparing (1, 1)-entries, we get t2,1 ≡ c2(d3a3 + e3a4). Substituting for
d3a3 + e3a4 yields t2,1 ≡ c2t1,2.
Comparing (2, 2)-entries, we get t1,2 ≡ d3a3 + e3a4 again.
We see that ∂1x ∈ W2 if and only if
a1 ≡ t2,0 + s2,2 (A1)
a2 ≡ t2,0 (A2)
d0a3 ≡ −t2,1 (A3)
d1a3 + e1a4 ≡ t1,1 − c1s2,2 (A4)
d2a3 + e2a4 ≡ 0 (A5)
d3a3 + e3a4 ≡ t1,2 (A6)
t2,1 ≡ c2t1,2 (A7).
We wish to identify values b1, b2, b3, b4 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 +
b3m3 + b4m4 (mod I). A formal expression for b1m1 + b2m2 + b3m3 + b4m4 is
b1

0 c1 0
0 0 3
0 −3c1 0
+ b2

0 c2 0
1 0 −3
0 −3c2 0

+b3

0 d1 d3
0 c2d3 0
d2 3(d0 − d1) −3d3
+ b4

0 e1 e3
0 c2e3 0
e2 −3e1 −3e3

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=
0 c1b1 + c2b2 + d1b3 + e1b4 d3b3 + e3b4
b2 c2(d3b3 + e3b4) 3(b1 − b2)
d2b3 + e2b4 −3(c1b1 + c2b2 − d0b3 + d1b3 + e1b4) −3(d3b3 + e3b4)
 .
Comparing (1, 0)-entries, we get t1,1 ≡ b2.
Comparing (0, 2)-entries, we get d3b3 + e3b4 ≡ 0.
Comparing (1, 1)-entries, we get t1,2 ≡ c2(d3b3 + e3b4) and thus t1,2 ≡ 0.
Comparing (2, 2)-entries, we get t2,1 ≡ d3b3 + e3b4 and so t2,1 ≡ 0.
Comparing (1, 2)-entries, we get t1,1 + t1,2 ≡ b2 − b1. Substituting for b2 and
using t1,2 ≡ 0 yields b1 ≡ 0.
Comparing (0, 1)-entries, we get t0,2 ≡ c1b1 + c2b2 + d1b3 + e1b4. Substituting
for b1 and b2 yields d1b3 + e1b4 ≡ t0,2 − c2t1,1.
Comparing (2, 0)-entries, we get t2,1 ≡ d2b3 + e2b4 and thus d2b3 + e2b4 ≡ 0.
Comparing (2, 1)-entries, we get s2,2 ≡ −c1b1 − c2b2 + d0b3 − d1b3 − e1b4.
Substituting for b1, b2, and d1b3 + e1b4 yields d0b3 ≡ t0,2 + s2,2.
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We see that ∂2x ∈ W2 if and only if
b1 ≡ 0 (B1)
b2 ≡ t1,1 (B2)
d0b3 ≡ t0,2 + s2,2 (B3)
d1b3 + e1b4 ≡ t0,2 − c2t1,1 (B4)
d2b3 + e2b4 ≡ 0 (B5)
d3b3 + e3b4 ≡ 0 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
Using (B7), we rewrite (A3) as d0a3 ≡ 0.
Using (B8), we rewrite (A6) as d3a3 + e3a4 ≡ 0.
Using (B7) and (B8), we find that (A7) is automatically satisfied.
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Hence x ∈ ∂−1W2 if and only if
d0a3 ≡ 0 (A3)
d1a3 + e1a4 ≡ t1,1 − c1s2,2 (A4)
d2a3 + e2a4 ≡ 0 (A5)
d3a3 + e3a4 ≡ 0 (A6)
d0b3 ≡ t0,2 + s2,2 (B3)
d1b3 + e1b4 ≡ t0,2 − c2t1,1 (B4)
d2b3 + e2b4 ≡ 0 (B5)
d3b3 + e3b4 ≡ 0 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
Case 4.2.2.1.
Let m3 = v1 and let m4 = v2. Thus
m3 =

0 0 0
0 0 0
1 0 0
 ,m4 =

0 0 1
0 c2 0
0 0 −3
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. The number of subgroups W2 of this type is 1. Since
|W1| = 39 and |W2/W1| = 32, it follows that |W2| = 311. Note that ∂−1W1/W2 ∼= Z3
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and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
Case 4.2.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 4.2.2, we are taking d0 = 0, d1 = 0, d2 = 1, d3 = 0, e1 = 0,
and e2 = 0, e3 = 1.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ 0 (A3)
0 ≡ t1,1 − c1s2,2 (A4)
a3 ≡ 0 (A5)
a4 ≡ 0 (A6)
0 ≡ t0,2 + s2,2 (B3)
0 ≡ t0,2 − c2t1,1 (B4)
b3 ≡ 0 (B5)
b4 ≡ 0 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
Rewriting (B3) yields s2,2 ≡ −t0,2.
Rewriting (B4) yields t1,1 ≡ c2t0,2.
Rewriting (A4) yields t1,1 ≡ c1s2,2. Combining this with (B4) yields c1s2,2 ≡
c2t0,2. Substituting for s2,2 yields (c1 + c2)t0,2 ≡ 0, which is automatically satisfied
because c1 + c2 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ −t0,2 (B3)
t1,1 ≡ c2t0,2 (B4)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 4.2.2.2.
We fix an arbitrary value c3 ∈ {1, 2}. There are 2 ways to choose the value c3. Let
m3 = y4 + c3v1 and let m4 = v2. Thus
m3 =

0 1 0
0 0 0
c3 −3 0
 ,m4 =

0 0 1
0 c2 0
0 0 −3
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. The number of subgroups W2 of this type is 2. Since
|W1| = 39 and |W2/W1| = 32, it follows that |W2| = 311. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
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Case 4.2.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 4.2.2, we are taking d0 = 0, d1 = 1, d2 = c3, d3 = 0, e1 = 0,
and e2 = 0, e3 = 1.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ 0 (A3)
a3 ≡ t1,1 − c1s2,2 (A4)
c3a3 ≡ 0 (A5)
a4 ≡ 0 (A6)
0 ≡ t0,2 + s2,2 (B3)
b3 ≡ t0,2 − c2t1,1 (B4)
c3b3 ≡ 0 (B5)
b4 ≡ 0 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
Since c3 ∈ {1, 2}, (A5) becomes a3 ≡ 0 and (B5) becomes b3 ≡ 0.
Rewriting (B3) yields s2,2 ≡ −t0,2.
Rewriting (B4) yields t1,1 ≡ c2t0,2.
Rewriting (A4) yields t1,1 ≡ c1s2,2. Combining this with (B4) yields c1s2,2 ≡
c2t0,2. Substituting for s2,2 yields (c1 + c2)t0,2 ≡ 0, which is automatically satisfied
because c1 + c2 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ −t0,2 (B3)
t1,1 ≡ c2t0,2 (B4)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 4.2.2.3.
We fix arbitrary values c3 ∈ {1, 2} and c4 ∈ {0, 1, 2}. There are 6 ways to choose the
values c3 and c4. Let m3 = y4 + c3v2 and let m4 = v1 + c4v2. Thus
m3 =

0 1 c3
0 c2c3 0
0 −3 −3c3
 ,m4 =

0 0 c4
0 c2c4 0
1 0 −3c4
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. The number of subgroups W2 of this type is 6. Since
|W1| = 39 and |W2/W1| = 32, it follows that |W2| = 311. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
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Case 4.2.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 4.2.2, we are taking d0 = 0, d1 = 1, d2 = 0, d3 = c3, e1 = 0,
and e2 = 1, e3 = c4.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ 0 (A3)
a3 ≡ t1,1 − c1s2,2 (A4)
a4 ≡ 0 (A5)
c3a3 + c4a4 ≡ 0 (A6)
0 ≡ t0,2 + s2,2 (B3)
b3 ≡ t0,2 − c2t1,1 (B4)
b4 ≡ 0 (B5)
c3b3 + c4b4 ≡ 0 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
Since c3 ∈ {1, 2} and a4 ≡ 0, (A6) becomes a3 ≡ 0.
Since c3 ∈ {1, 2} and b4 ≡ 0, (B6) becomes b3 ≡ 0.
Rewriting (B3) yields s2,2 ≡ −t0,2.
Rewriting (B4) yields t1,1 ≡ c2t0,2.
Rewriting (A4) yields t1,1 ≡ c1s2,2. Combining this with (B4) yields c1s2,2 ≡
c2t0,2. Substituting for s2,2 yields (c1 + c2)t0,2 ≡ 0, which is automatically satisfied
because c1 + c2 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ −t0,2 (B3)
t1,1 ≡ c2t0,2 (B4)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 4.2.2.4.
We fix arbitrary values c3 ∈ {0, 1, 2} and c4 ∈ {1, 2}. There are 6 ways to choose the
values c3 and c4. Let m3 = y1 + c3y4 + c4v1 and let m4 = v2. Thus
m3 =

0 c3 0
0 0 0
c4 3(1− c3) 0
 ,m4 =

0 0 1
0 c2 0
0 0 −3
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. The number of subgroups W2 of this type is 6. Since
|W1| = 39 and |W2/W1| = 32, it follows that |W2| = 311. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
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Case 4.2.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 4.2.2, we are taking d0 = 1, d1 = c3, d2 = c4, d3 = 0, e1 = 0,
and e2 = 0, e3 = 1.
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Hence x ∈ ∂−1W2 if and only if
a3 ≡ 0 (A3)
c3a3 ≡ t1,1 − c1s2,2 (A4)
c4a3 ≡ 0 (A5)
a4 ≡ 0 (A6)
b3 ≡ t0,2 + s2,2 (B3)
c3b3 ≡ t0,2 − c2t1,1 (B4)
c4b3 ≡ 0 (B5)
b4 ≡ 0 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
Since c4 ∈ {1, 2}, (B5) becomes b3 ≡ 0.
Rewriting (B3) yields s2,2 ≡ −t0,2.
Rewriting (B4) yields t1,1 ≡ c2t0,2.
Rewriting (A4) yields t1,1 ≡ c1s2,2. Combining this with (B4) yields c1s2,2 ≡
c2t0,2. Substituting for s2,2 yields (c1 + c2)t0,2 ≡ 0, which is automatically satisfied
because c1 + c2 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ −t0,2 (B3)
t1,1 ≡ c2t0,2 (B4)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 4.2.2.5.
We fix arbitrary values c3, c5 ∈ {0, 1, 2} and c4 ∈ {1, 2}. There are 18 ways to choose
the values c3 and c4. Let m3 = y1 + c3y4 + c4v2 and let m4 = v1 + c5v2. Thus
m3 =

0 c3 c4
0 c2c4 0
0 3(1− c3) −3c4
 ,m4 =

0 0 c5
0 c2c5 0
1 0 −3c5
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. The number of subgroups W2 of this type is 18. Since
|W1| = 39 and |W2/W1| = 32, it follows that |W2| = 311. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
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Case 4.2.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 4.2.2, we are taking d0 = 1, d1 = c3, d2 = 0, d3 = c4, e1 = 0,
and e2 = 1, e3 = c5.
283
Hence x ∈ ∂−1W2 if and only if
a3 ≡ 0 (A3)
c3a3 ≡ t1,1 − c1s2,2 (A4)
a4 ≡ 0 (A5)
c4a3 + c5a4 ≡ 0 (A6)
b3 ≡ t0,2 + s2,2 (B3)
c3b3 ≡ t0,2 − c2t1,1 (B4)
b4 ≡ 0 (B5)
c4b3 + c5b4 ≡ 0 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
Since c4 ∈ {1, 2} and b4 ≡ 0, (B6) becomes b3 ≡ 0.
Rewriting (B3) yields s2,2 ≡ −t0,2.
Rewriting (B4) yields t1,1 ≡ c2t0,2.
Rewriting (A4) yields t1,1 ≡ c1s2,2. Combining this with (B4) yields c1s2,2 ≡
c2t0,2. Substituting for s2,2 yields (c1 + c2)t0,2 ≡ 0, which is automatically satisfied
because c1 + c2 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ −t0,2 (B3)
t1,1 ≡ c2t0,2 (B4)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 4.2.2.6.
We fix arbitrary values c3, c4, c5, c6 such that {(c3, c4), (c5, c6)} is an ordered pair of
linearly independent vectors in Z3 × Z3. There are 48 ways to choose the values c3,
c4, c5, and c6. Let m3 = y1 + c3v1 + c4v2 and let m4 = y4 + c5v1 + c6v2. Thus
m3 =

0 0 c4
0 c2c4 0
c3 3 −3c4
 ,m4 =

0 1 c6
0 c2c6 0
c5 −3 −3c6
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. The number of subgroups W2 of this type is 48. Since
|W1| = 39 and |W2/W1| = 32, it follows that |W2| = 311. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
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Case 4.2.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 4.2.2, we are taking d0 = 1, d1 = 0, d2 = c3, d3 = c4, e1 = 1,
and e2 = c5, e3 = c6.
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Hence x ∈ ∂−1W2 if and only if
a3 ≡ 0 (A3)
a4 ≡ t1,1 − c1s2,2 (A4)
c3a3 + c5a4 ≡ 0 (A5)
c4a3 + c6a4 ≡ 0 (A6)
b3 ≡ t0,2 + s2,2 (B3)
b4 ≡ t0,2 − c2t1,1 (B4)
c3b3 + c5b4 ≡ 0 (B5)
c4b3 + c6b4 ≡ 0 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
Consider the matrix
C =
c3 c4
c5 c6
 .
Since {(c3, c4), (c5, c6)} is an ordered pair of linearly independent vectors in
Z3 × Z3, the determinant of C cannot be equivalent to 0.
Thus, c3c6−c4c5 6≡ 0. Observe the following: (c3, c4) 6= (0, 0), (c3, c5) 6= (0, 0),
(c4, c6) 6= (0, 0), (c5, c6) 6= (0, 0).
We use (A3) and (A4) to rewrite (A5) as c5(t1,1 − c1s2,2) ≡ 0.
We use (A3) and (A4) to rewrite (A6) as c6(t1,1 − c1s2,2) ≡ 0.
287
Since (c5, c6) 6= (0, 0), (A5) and (A6) are equivalent to the congruence t1,1 −
c1s2,2 ≡ 0.
We use (B3) and (B4) to rewrite (B5) as c3(t0,2 + s2,2) + c5(t0,2 − c2t1,1) ≡ 0.
We use (B3) and (B4) to rewrite (B6) as c4(t0,2 + s2,2) + c6(t0,2 − c2t1,1) ≡ 0.
Hence x ∈ ∂−1W2 if and only if
t1,1 − c1s2,2 ≡ 0 (A5)
c3(t0,2 + s2,2) + c5(t0,2 − c2t1,1) ≡ 0 (B5)
c4(t0,2 + s2,2) + c6(t0,2 − c2t1,1) ≡ 0 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
We now construct subcases based on chosen values of c3, c4, c5, and c6. In
Case 4.2.2.6.1, we consider c3 = 0. In Case 4.2.2.6.2, we consider c4 = 0. In Case
4.2.2.6.3, we consider c5 = 0. In Case 4.2.2.6.4, we consider c6 = 0. In Case 4.2.2.6.5,
we consider c3, c4, c5, c6 ∈ {1, 2}.
Case 4.2.2.6.1.
Consider c3 = 0. Then, based on our observations, c4 6= 0 and c5 6= 0.
Since c3 = 0, (B5) becomes c5(t0,2 − c2t1,1) ≡ 0. Since c5 6= 0, multiplying by
c5 yields t0,2 − c2t1,1 ≡ 0, which we will write as t1,1 ≡ c2t0,2.
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Since t0,2 − c2t1,1 ≡ 0, (B6) becomes c4(t0,2 + s2,2) ≡ 0. Since c4 6= 0,
multiplying by c4 yields t0,2 + s2,2 ≡ 0, which we write as s2,2 ≡ −t0,2.
Rewriting (A5) yields t1,1 ≡ c1s2,2. Combining this with (B5) yields c1s2,2 ≡
c2t0,2. Substituting for s2,2 yields (c1 + c2)t0,2 ≡ 0, which is automatically satisfied
because c1 + c2 ≡ 0.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ c2t0,2 (B5)
s2,2 ≡ −t0,2 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 4.2.2.6.2.
Consider c4 = 0. Then, based on our observations, c3 6= 0 and c6 6= 0.
Since c4 = 0, (B6) becomes c6(t0,2 − c2t1,1) ≡ 0. Since c6 6= 0, multiplying by
c6 yields t0,2 − c2t1,1 ≡ 0, which we will write as t1,1 ≡ c2t0,2.
Since t0,2 − c2t1,1 ≡ 0, (B5) becomes c3(t0,2 + s2,2) ≡ 0. Since c3 6= 0,
multiplying by c3 yields t0,2 + s2,2 ≡ 0, which we write as s2,2 ≡ −t0,2.
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Rewriting (A5) yields t1,1 ≡ c1s2,2. Combining this with (B6) yields c1s2,2 ≡
c2t0,2. Substituting for s2,2 yields (c1 + c2)t0,2 ≡ 0, which is automatically satisfied
because c1 + c2 ≡ 0.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ −t0,2 (B5)
t1,1 ≡ c2t0,2 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 4.2.2.6.3.
Consider c5 = 0. Then, based on our observations, c3 6= 0 and c6 6= 0.
Since c5 = 0, (B5) becomes c3(t0,2 + s2,2) ≡ 0. Since c3 6= 0, multiplying by
c3 yields t0,2 + s2,2 ≡ 0, which we will write as s2,2 ≡ −t0,2.
Since t0,2 + s2,2 ≡ 0, (B6) becomes c6(t0,2 − c2t1,1) ≡ 0. Since c6 6= 0,
multiplying by c6 yields t0,2 − c2t1,1 ≡ 0, which we write as t1,1 ≡ c2t1,1.
Rewriting (A5) yields t1,1 ≡ c1s2,2. Combining this with (B6) yields c1s2,2 ≡
c2t0,2. Substituting for s2,2 yields (c1 + c2)t0,2 ≡ 0, which is automatically satisfied
because c1 + c2 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ −t0,2 (B5)
t1,1 ≡ c2t0,2 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 4.2.2.6.4.
Consider c6 = 0. Then, based on our observations, c4 6= 0 and c5 6= 0.
Since c6 = 0, (B6) becomes c4(t0,2 + s2,2) ≡ 0. Since c4 6= 0, multiplying by
c4 yields t0,2 + s2,2 ≡ 0, which we will write as s2,2 ≡ −t0,2.
Since t0,2 + s2,2 ≡ 0, (B5) becomes c5(t0,2 − c2t1,1) ≡ 0. Since c5 6= 0,
multiplying by c5 yields t0,2 − c2t1,1 ≡ 0, which we write as t1,1 ≡ c2t1,1.
Rewriting (A5) yields t1,1 ≡ c1s2,2. Combining this with (B5) yields c1s2,2 ≡
c2t0,2. Substituting for s2,2 yields (c1 + c2)t0,2 ≡ 0, which is automatically satisfied
because c1 + c2 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ c2t0,2 (B5)
s2,2 ≡ −t0,2 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 4.2.2.6.5.
Consider c3, c4, c5, c6 ∈ {1, 2}. Since c3c6 − c4c5 6≡ 0, we have c3c6 6≡ c4c5. We show
that there are two cases. The first case is c5 ≡ c3 and c6 ≡ −c4. The second case is
c5 ≡ −c3 and c6 ≡ c4.
Note that since c3, c5 ∈ {1, 2}, either c5 ≡ c3 or c5 ≡ −c3.
Suppose c5 ≡ c3. Then we have c3c6 6≡ c4c3. Multiplying by c3 ∈ {1, 2} yields
c6 6≡ c4. Since c4, c6 ∈ {1, 2}, we conclude that c6 ≡ −c4.
Suppose c5 ≡ −c3. Then we have c3c6 6≡ −c4c3. Multiplying by c3 ∈ {1, 2}
yields c6 6≡ −c4. Since c4, c6 ∈ {1, 2}, we conclude that c6 ≡ c4.
If c5 ≡ c3 and c6 ≡ −c4, then (B5) becomes t0,2 + s2,2 ≡ c2t1,1− t0,2 and (B6)
becomes t0,2 + s2,2 ≡ t0,2 − c2t1,1.
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If c5 ≡ −c3 and c6 ≡ c4, then (B5) becomes t0,2 + s2,2 ≡ t0,2− c2t1,1 and (B6)
becomes t0,2 + s2,2 ≡ c2t1,1 − t0,2.
We conclude that both cases yield the same set of congruences.
Hence x ∈ ∂−1W2 if and only if
t1,1 − c1s2,2 ≡ 0 (A5)
t0,2 + s2,2 ≡ t0,2 − c2t1,1 (B5)
t0,2 + s2,2 ≡ c2t1,1 − t0,2 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
Combining (B5) with (B6) yields t0,2−c2t1,1 ≡ c2t1,1−t0,2. Thus, t0,2−c2t1,1 ≡
0 and t1,1 ≡ c2t0,2.
Since t0,2 − c2t1,1 ≡ 0 (B6) becomes t0,2 + s2,2 ≡ 0 and thus s2,2 ≡ −t0,2.
Rewriting (A5) yields t1,1 ≡ c1s2,2. Combining this with (B6) yields c1s2,2 ≡
c2t0,2. Substituting for s2,2 yields (c1 + c2)t0,2 ≡ 0, which is automatically satisfied
because c1 + c2 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ c2t0,2 (B5)
s2,2 ≡ −t0,2 (B6)
t2,1 ≡ 0 (B7)
t1,2 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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CHAPTER XVI
CASE 5 FOR B(3)
We fix arbitrary values c1, c2, c3 ∈ {0, 1, 2} such that (c1, c2) 6= (0, 0) and c3 6= 0.
There are 16 ways to choose the values c1, c2 and c3. Let m1 = y1 + c1y2 + c2y4 and
m2 = y3 + c3y4. Thus
m1 =

0 c2 0
0 0 3c1
0 3(1− c2) 0
 ,m2 =

0 c3 0
1 0 −3
0 −3c3 0
 .
Let W1 = 〈W0,m1,m2〉 ∈ L1. The number of subgroups W1 of this type is 16.
Since m1 6∈ W0 and 3m1 ∈ W0 we have |〈W0,m1〉/W0| = 3. Since m2 6∈ 〈W0,m1〉
and 3m2 ∈ 〈W0,m1〉 we have |W1, 〈W0,m1〉| = 3. Since |W0| = 37 it follows that
|W1| = 39. Note that ∂−1W0/W1 ∼= Z3 × Z3 and rank(∂−1W0/W1) = 2. We now
calculate the pullback ∂−1W1. The subgroup W1 is contained in the pattern subgroup

2 2 1
2 1 1
1 1 0

 .
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Thus the pullback ∂−1W1 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1


⋂


2 2 2
2 2 1
2 1 1

 =


2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0
 and
∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 0
t2,0 0 3s2,2
 .
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We wish to identify values a1, a2 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 (mod I). A
formal expression for a1m1 + a2m2 is
a1

0 c2 0
0 0 3c1
0 3(1− c2) 0
+ a2

0 c3 0
1 0 −3
0 −3c3 0

=

0 c2a1 + c3a2 0
a2 0 3(c1a1 − a2)
0 3(a1 − c2a1 − c3a2) 0
 .
Comparing (0, 0), (0, 2), (1, 1), and (2, 0)-entries yields no information.
Comparing (1, 0)-entries, we get t2,0 ≡ a2.
Comparing (0, 1)-entries, we get t1,1 ≡ c2a1 + c3a2.
Comparing (2, 1)-entries, we get −t1,1 ≡ a1 − (c2a1 + c3a2) and thus a1 ≡ 0.
We rewrite our expression for t1,1 as t1,1 ≡ c3t2,0.
Comparing (1, 2)-entries, we get s2,2 ≡ c1a1 − a2 and thus s2,2 ≡ −t2,0.
We see that ∂1x ∈ W1 if and only if
t1,1 ≡ c3t2,0 (A1)
s2,2 ≡ −t2,0 (A2).
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We wish to identify values b1, b2 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 (mod I).
A formal expression for b1m1 + b2m2 is
b1

0 c2 0
0 0 3c1
0 3(1− c2) 0
+ b2

0 c3 0
1 0 −3
0 −3c3 0

=

0 c2b1 + c3b2 0
b2 0 3(c1b1 − b2)
0 3(b1 − c2b1 − c3b2) 0
 .
Comparing (0, 0), (0, 2), (1, 1), and (2, 0)-entries yields no information.
Comparing (1, 0)-entries, we get t1,1 ≡ b2.
Comparing (0, 1)-entries, we get t0,2 ≡ c2b1 + c3b2.
Comparing (2, 1)-entries, we get s2,2 ≡ b1− (c2b1 + c3b2). Thus s2,2 ≡ b1− t0,2
and we get b1 ≡ t0,2 + s2,2.
Thus our expression for t0,2 becomes t0,2 ≡ c2(t0,2 + s2,2) + c3t1,1, which we
rewrite as (1− c2)t0,2 ≡ c3t1,1 + c2s2,2.
Comparing (1, 2)-entries, we get −t1,1 ≡ c1b1 − b2 and thus c1b1 ≡ 0. Using
our expression for b1 yields c1t0,2 ≡ −c1s2,2.
We see that ∂2x ∈ W1 if and only if
(1− c2)t0,2 ≡ c3t1,1 + c2s2,2 (B1)
c1t0,2 ≡ −c1s2,2 (B2).
298
We use (A1) and (A2) to rewrite (B1) as (1− c2)t0,2 ≡ (1− c2)t2,0.
We use (A1) and (A2) to rewrite (B2) as c1t0,2 ≡ c1t2,0.
Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ c3t2,0 (A1)
s2,2 ≡ −t2,0 (A2)
c1t0,2 ≡ c1t2,0 (B2)
(1− c2)t0,2 ≡ (1− c2)t2,0 (B1).
We consider subcases based on chosen values for c1 and c2. In Case 5.1 we
consider (c1, c2) 6= (0, 1) and in Case 5.2 we consider (c1, c2) = (0, 1).
16.1 Case 5.1.
Suppose (c1, c2) 6= (0, 1). Then either c1 6= 0 or c2 6= 1. We show that either case
yields t0,2 ≡ t2,0.
Suppose c1 6= 0. Then multiplying (B2) by c1 yields t0,2 ≡ t2,0.
Suppose c2 6= 1. Then (B1) yields t0,2 ≡ t2,0.
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Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ c3t2,0 (A1)
s2,2 ≡ −t2,0 (A2)
t0,2 ≡ t2,0 (B2).
We regard t2,0 as the free variable. Taking t2,0 = 1, the matrix x becomes
v1 =

0 0 1
0 c3 0
1 0 −3
 .
We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 311, it follows that |∂−1W1| = 312.
Recalling that |W1| = 39, we obtain |∂−1W1/W1| = 33.
Note that Case 5.1 is the transpose of Case 4.1. Thus we find 126 terminal
subgroups W2 satisfying |W2| = 39.
16.2 Case 5.2.
Suppose (c1, c2) = (0, 1). Then (B1) and (B2) both yield no information.
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Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ c3t2,0 (A1)
s2,2 ≡ −t2,0 (A2).
We regard t2,0 and t0,2 as the free variables. Taking t2,0 = 1 and t0,2 = 0, the
matrix x becomes
v1 =

0 0 0
0 c3 0
1 0 −3
 .
Taking t2,0 = 0 and t0,2 = 1, the matrix x becomes
v2 =

0 0 1
0 0 0
0 0 0
 .
Note that Case 5.2 is the transpose of Case 4.2. Thus we find 72 terminal
subgroups W2 satisfying |W2| = 39 and 162 terminal subgroups W2 satisfying |W2| =
310.
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CHAPTER XVII
CASE 6 FOR B(3)
We fix arbitrary values c1, c2, c3, c4 ∈ {0, 1, 2} such that (c1, c2) 6= (0, 0) and (c3, c4) 6=
(0, 0). There are 64 ways to choose the values c1, c2, c3 and c4. Letm1 = y1+c1y3+c2y4
and m2 = y2 + c3y3 + c4y4. Thus
m1 =

0 c2 0
c1 0 −3c1
0 3(1− c2) 0
 ,m2 =

0 c4 0
c3 0 3(1− c3)
0 −3c4 0
 .
Let W1 = 〈W0,m1,m2〉 ∈ L1. The number of subgroups W1 of this type is 64.
Since m1 6∈ W0 and 3m1 ∈ W0 we have |〈W0,m1〉/W0| = 3. Since m2 6∈ 〈W0,m1〉
and 3m2 ∈ 〈W0,m1〉 we have |W1, 〈W0,m1〉| = 3. Since |W0| = 37 it follows that
|W1| = 39. Note that ∂−1W0/W1 ∼= Z3 × Z3 and rank(∂−1W0/W1) = 2. We now
calculate the pullback ∂−1W1. The subgroup W1 is contained in the pattern subgroup

2 2 1
2 1 1
1 1 0

 .
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Thus the pullback ∂−1W1 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1


⋂


2 2 2
2 2 1
2 1 1

 =


2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0
 and
∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 0
t2,0 0 3s2,2
 .
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We wish to identify values a1, a2 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 (mod I). A
formal expression for a1m1 + a2m2 is
a1

0 c2 0
c1 0 −3c1
0 3(1− c2) 0
+ a2

0 c4 0
c3 0 3(1− c3)
0 −3c4 0

=

0 c2a1 + c4a2 0
c1a1 + c3a2 0 3(a2 − c1a1 − c3a2)
0 3(a1 − c2a1 − c4a2) 0
 .
Comparing (0, 0), (0, 2), (1, 1), and (2, 0)-entries yields no information.
Comparing (0, 1)-entries, we get t1,1 ≡ c2a1 + c4a2.
Comparing (2, 1)-entries, we get −t1,1 ≡ a1 − (c2a1 + c4a2) and thus a1 ≡ 0.
Comparing (1, 0)-entries, we get t2,0 ≡ c1a1 + c3a2.
Comparing (1, 2)-entries, we get s2,2 ≡ a2 − (c1a1 + c3a2) and thus a2 ≡
t2,0 + s2,2.
Thus our expression for t1,1 becomes t1,1 ≡ c4t2,0 + c4s2,2.
Our expression for t2,0 becomes t2,0 ≡ c3t2,0 +c3s2,2, which we write a c3s2,2 ≡
(1− c3)t2,0.
We see that ∂1x ∈ W1 if and only if
t1,1 ≡ c4t2,0 + c4s2,2 (A1)
c3s2,2 ≡ (1− c3)t2,0 (A2).
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We wish to identify values b1, b2 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 (mod I).
A formal expression for b1m1 + b2m2 is
b1

0 c2 0
c1 0 −3c1
0 3(1− c2) 0
+ b2

0 c4 0
c3 0 3(1− c3)
0 −3c4 0

=

0 c2b1 + c4b2 0
c1b1 + c3b2 0 3(b2 − c1b1 − c3b2)
0 3(b1 − c2b1 − c4b2) 0
 .
Comparing (0, 0), (0, 2), (1, 1), and (2, 0)-entries yields no information.
Comparing (1, 0)-entries, we get t1,1 ≡ c1b1 + c3b2.
Comparing (1, 2)-entries, we get −t1,1 ≡ b2 − (c1b1 + c3b2) and thus b2 ≡ 0.
Comparing (0, 1)-entries, we get t0,2 ≡ c2b1 + c4b2.
Comparing (2, 1)-entries, we get s2,2 ≡ b1 − (c2b1 + c4b2) and thus b1 ≡
t0,2 + s2,2.
Thus our expression for t1,1 becomes t1,1 ≡ c1t0,2 + c1s2,2.
Our expression for t0,2 becomes t0,2 ≡ c2t0,2+c2s2,2, which we write as c2s2,2 ≡
(1− c2)t0,2.
We see that ∂2x ∈ W1 if and only if
t1,1 ≡ c1t0,2 + c1s2,2 (B1)
c2s2,2 ≡ (1− c2)t0,2 (B2).
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Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ c4t2,0 + c4s2,2 (A1)
t1,1 ≡ c1t0,2 + c1s2,2 (B1)
c3s2,2 ≡ (1− c3)t2,0 (A2)
c2s2,2 ≡ (1− c2)t0,2 (B2).
We now define subcases based on chosen values for c1. In Case 6.1 we consider
c1 = 0. In Case 6.2 we consider c1 ∈ {1, 2}.
17.1 Case 6.1.
Consider c1 = 0. Thus, c2 ∈ {1, 2}.
Since c1 = 0, (B1) becomes t1,1 ≡ 0.
Since t1,1 ≡ 0, we write (A1) as c4s2,2 ≡ −c4t2,0.
Multiplying (B2) by c2 yields s2,2 ≡ (c2 − 1)t0,2.
Hence x ∈ ∂−1W1 if and only if
c4s2,2 ≡ −c4t2,0 (A1)
t1,1 ≡ 0 (B1)
c3s2,2 ≡ (1− c3)t2,0 (A2)
s2,2 ≡ (c2 − 1)t0,2 (B2).
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We now define subcases based on chosen values for c4. In Case 6.1.1 we
consider c4 = 0. In Case 6.1.2 we consider c4 ∈ {1, 2}.
17.1.1 Case 6.1.1.
Suppose c4 = 0. Thus, c3 ∈ {1, 2}.
Since c4 = 0, (A1) yields no information.
Multiplying (A2) by c3 yields s2,2 ≡ (c3 − 1)t2,0.
Combining (A2) and (B2) yields (c3 − 1)t2,0 ≡ (c2 − 1)t0,2.
Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ 0 (B1)
s2,2 ≡ (c3 − 1)t2,0 (A2)
(c2 − 1)t0,2 ≡ (c3 − 1)t2,0 (B2).
We now define subcases based on chosen values for c2 and c3. In Case 6.1.1.1
we consider (c2, c3) = (1, 1). In Case 6.1.1.2 we consider (c2, c3) = (1, 2). In Case
6.1.1.3 we consider (c2, c3) = (2, 1). In Case 6.1.1.4 we consider (c2, c3) = (2, 2).
Case 6.1.1.1.
Suppose (c2, c3) = (1, 1).
307
Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ 0 (B1)
s2,2 ≡ 0 (A2)
0 ≡ 0 (B2).
We regard t2,0 and t0,2 as the free variables. Taking t2,0 = 1 and t0,2 = 0, the
matrix x becomes
v1 =

0 0 0
0 0 0
1 0 0
 .
Taking t2,0 = 0 and t0,2 = 1, the matrix x becomes
v2 =

0 0 1
0 0 0
0 0 0
 .
We see that ∂−1W1 = 〈∂−1W0, v1, v2〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |〈∂−1W0, v1〉/∂−1W0| = 3. Since v2 6∈ 〈∂−1W0, v1〉 and 3v2 ∈ 〈∂−1W0, v1〉, we
have |∂−1W1/〈∂−1W0, v1〉| = 3. Thus |∂−1W1/∂−1W0| = 32. Since |∂−1W0| = 311, it
follows that |∂−1W1| = 313. Recalling that |W1| = 39, we obtain |∂−1W1/W1| = 34.
Recall that (c1, c2, c3, c4) = (0, 1, 1, 0), and so
m1 =

0 1 0
0 0 0
0 0 0
 ,m2 =

0 0 0
1 0 0
0 0 0
 .
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We have v1, v2 6∈ W1 and 3v1, 3v2 ∈ W0 ⊂ W1. Thus, we conclude that
rank(∂−1W1/W1) = 4. Recall that rank(∂−1W0/W1) = 2. Since we have rank(∂−1W1/W1) >
rank(∂−1W0/W1), we conclude that W1 is nonterminal and W1 ∈ Lˆ1.
Note that y1 +W1, y2 +W1, v1 +W1, v2 +W1 is a basis for the vector space
∂−1W1/W1 and that the subspace ∂−1W0/W1 has basis y1 +W1, y2 +W1.
The subgroups W2 belonging to L2(W1) correspond to the nontrivial proper
subspaces W2/W1 of ∂
−1W1/W1 for which the intersection W2/W1 ∩ ∂−1W0/W1 is
trivial. Since ∂−1W1/W1 has dimension 4 while its subspace ∂−1W0/W1 has dimension
2, every such subspace W2/W1 has dimension 1 or 2.
To help us define the subgroups W2 belonging to L2(W1), it will be convenient
to identify each element of the vector space ∂−1W1/W1 with its coordinate vector with
respect to the ordered basis y1+W1, y2+W1, v1+W1, v2+W1. In this way we identify
∂−1W1/W1 with the vector space Z3×Z3×Z3×Z3 consisting of row vectors. Under
this identification, the elements y1 +W1, y2 +W1, v1 +W1, v2 +W1 in ∂
−1W1/W1 are
associated with the so-called standard basis vectors [1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0],
[0, 0, 0, 1] in Z3 × Z3 × Z3 × Z3.
The subgroups W2 belonging to L2(W1) are in one-to-one correspondence
with the nontrivial proper subspaces W2/W1 of ∂
−1W1/W1 for which the intersection
W2/W1 ∩ ∂−1W0/W1 is trivial. Note that ∂−1W0/W1 is the 2-dimensional subspace
generated by the elements y1 +W1 and y2 +W1. Under our identification, each such
subspace W2/W1 is associated with a subspace S of Z3×Z3×Z3×Z3 that contains no
nonzero vector that is a linear combination of [1, 0, 0, 0] and [0, 1, 0, 0]. Let m denote
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the unique matrix in reduced row-echelon form that is row-equivalent to the matrix
whose rows are the members of an arbitrarily-chosen basis of such a subspace S.
In Case 6.1.1.1.1 we consider the 1-dimensional subspaces W2/W1. There are
four possible forms for the matrix m. The first form is
m =
[
0 0 0 1
]
(1 possibility) which is considered in Case 6.1.1.1.1.1. The second form is
m =
[
0 0 1 c5
]
for c5,∈ {0, 1, 2}
(3 possibilities) which is considered in Case 6.1.1.1.1.2. The third form is
m =
[
0 1 c5 c6
]
for c5, c6 ∈ {0, 1, 2}, (c5, c6) 6= (0, 0)
(8 possibilities) which is considered in Case 6.1.1.1.1.3. The fourth form is
m =
[
1 c5 c6 c7
]
for c5, c6, c7 ∈ {0, 1, 2}, (c6, c7) 6= (0, 0)
(24 possibilities) which is considered in Case 6.1.1.1.1.4.
In Case 6.1.1.1.2 we consider the 2-dimensional subspaces W2/W1. There are
six possible forms for the matrix m. The first form is
m =
0 0 1 0
0 0 0 1

(1 possibility) which is considered in Case 6.1.1.1.2.1. The second form is
m =
0 1 c5 0
0 0 0 1
 for c5 ∈ {1, 2}
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(2 possibilities) which is considered in Case 6.1.1.1.2.2. The third form is
m =
0 1 0 c5
0 0 1 c6
 for c5 ∈ {1, 2}, c6 ∈ {0, 1, 2}
(6 possibilities) which is considered in Case 6.1.1.1.2.3. The fourth form is
m =
1 c5 c6 0
0 0 0 1
 for c5 ∈ {0, 1, 2}, c6 ∈ {1, 2}
(6 possibilities) which is considered in Case 6.1.1.1.2.4. The fifth form is
m =
1 c5 0 c6
0 0 1 c7
 for c5, c7 ∈ {0, 1, 2}, c6 ∈ {1, 2}
(18 possibilities) which is considered in Case 6.1.1.1.2.5. The sixth form is
m =
1 0 c5 c6
0 1 c7 c8

where {(c5, c6), (c7, c8)} is an ordered pair of linearly independent vectors in Z3 × Z3
(48 possibilities) which is considered in Case 6.1.1.1.2.6.
Case 6.1.1.1.1.
Let d0, d1, d2, d3 be unspecified. Let m3 = d0y1 + d1y2 + d2v1 + d3v2. Thus
m3 = d0

0 0 0
0 0 0
0 3 0
+ d1

0 0 0
0 0 3
0 0 0
+ d2

0 0 0
0 0 0
1 0 0
+ d3

0 0 1
0 0 0
0 0 0

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=
0 0 d3
0 0 3d1
d2 3d0 0
 .
Let W2 = 〈W1,m3〉 ∈ L2. We now calculate the pullback ∂−1W2. The subgroup W2
is contained in the pattern subgroup

2 2 2
2 1 1
2 1 0

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 1 1


⋂


2 2 2
2 2 1
2 2 1

 =


2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0

and ∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
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The variables in play are those appearing in the matrix

0 0 0
0 t1,1 0
0 0 3s2,2
 .
We wish to identify values a1, a2, a3 ∈ Z9 such that ∂1x ≡ a1m1+a2m2+a3m3 (mod I).
A formal expression for a1m1 + a2m2 + a3m3 is
a1

0 1 0
0 0 0
0 0 0
+ a2

0 0 0
1 0 0
0 0 0
+ a3

0 0 d3
0 0 3d1
d2 3d0 0

=

0 a1 d3a3
a2 0 3d1a3
d2a3 3d0a3 0
 .
Comparing (0, 1)-entries, we get t1,1 ≡ a1.
Comparing (1, 0)-entries, we get t2,0 ≡ a2.
Comparing (0, 2)-entries, we get d3a3 ≡ 0.
Comparing (2, 0)-entries, we get d2a3 ≡ 0.
Comparing (1, 2)-entries, we get s2,2 ≡ d1a3.
Comparing (2, 1)-entries, we get t1,1 ≡ −d0a3.
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We see that ∂1x ∈ W2 if and only if
t1,1 ≡ a1 (A1)
t2,0 ≡ a2 (A2)
t1,1 ≡ −d0a3 (A3)
s2,2 ≡ d1a3 (A4)
d2a3 ≡ 0 (A5)
d3a3 ≡ 0 (A6).
We wish to identify values b1, b2, b3 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 +
b3m3 (mod I). A formal expression for b1m1 + b2m2 + b3m3 is
b1

0 1 0
0 0 0
0 0 0
+ b2

0 0 0
1 0 0
0 0 0
+ b3

0 0 d3
0 0 3d1
d2 3d0 0

=

0 b1 d3b3
b2 0 3d1b3
d2b3 3d0b3 0
 .
Comparing (0, 1)-entries, we get t0,2 ≡ b1.
Comparing (1, 0)-entries, we get t1,1 ≡ b2.
Comparing (0, 2)-entries, we get d3b3 ≡ 0.
Comparing (2, 0)-entries, we get d2b3 ≡ 0.
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Comparing (1, 2)-entries, we get t1,1 ≡ −d1b3.
Comparing (2, 1)-entries, we get s2,2 ≡ d0b3.
We see that ∂2x ∈ W2 if and only if
t0,2 ≡ b1 (B1)
t1,1 ≡ b2 (B2)
s2,2 ≡ d0b3 (B3)
t1,1 ≡ −d1b3 (B4)
d2b3 ≡ 0 (B5)
d3b3 ≡ 0 (B6).
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ −d0a3 (A3)
s2,2 ≡ d1a3 (A4)
d2a3 ≡ 0 (A5)
d3a3 ≡ 0 (A6)
s2,2 ≡ d0b3 (B3)
t1,1 ≡ −d1b3 (B4)
d2b3 ≡ 0 (B5)
d3b3 ≡ 0 (B6).
Case 6.1.1.1.1.1.
Let m3 = v2. Thus
m3 =

0 0 1
0 0 0
0 0 0
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 1. Since
|W1| = 39 it follows that |W2| = 310. We now calculate the pullback ∂−1W2. We
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observed in Case 6.1.1.1.1 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 0 0
0 t1,1 0
0 0 3s2,2
 .
In the notation of Case 6.1.1.1.1, we are taking d0 = 0, d1 = 0, d2 = 0, and d3 = 1.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A3)
s2,2 ≡ 0 (A4)
0 ≡ 0 (A5)
a3 ≡ 0 (A6)
s2,2 ≡ 0 (B3)
t1,1 ≡ 0 (B4)
0 ≡ 0 (B5)
b3 ≡ 0 (B6).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 6.1.1.1.1.2.
We fix an arbitrary value c5 ∈ {0, 1, 2}. There are 3 ways to choose the value c5. Let
m3 = v1 + c5v2. Thus
m3 =

0 0 c5
0 0 0
1 0 0
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 3. Since
|W1| = 39 it follows that |W2| = 310. We now calculate the pullback ∂−1W2. We
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observed in Case 6.1.1.1.1 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 0 0
0 t1,1 0
0 0 3s2,2
 .
In the notation of Case 6.1.1.1.1, we are taking d0 = 0, d1 = 0, d2 = 1, and d3 = c5.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A3)
s2,2 ≡ 0 (A4)
a3 ≡ 0 (A5)
c5a3 ≡ 0 (A6)
s2,2 ≡ 0 (B3)
t1,1 ≡ 0 (B4)
b3 ≡ 0 (B5)
c5b3 ≡ 0 (B6).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 6.1.1.1.1.3.
We fix arbitrary values c5, c6 ∈ {0, 1, 2} such that (c5, c6) 6= (0, 0). There are 8 ways
to choose the values c5 and c6. Let m3 = y2 + c5v1 + c6v2. Thus
m3 =

0 0 c6
0 0 3
c5 0 0
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 8. Since
|W1| = 39 it follows that |W2| = 310. We now calculate the pullback ∂−1W2. We
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observed in Case 6.1.1.1.1 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 0 0
0 t1,1 0
0 0 3s2,2
 .
In the notation of Case 6.1.1.1.1, we are taking d0 = 0, d1 = 1, d2 = c5, and d3 = c6.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A3)
s2,2 ≡ a3 (A4)
c5a3 ≡ 0 (A5)
c6a3 ≡ 0 (A6)
s2,2 ≡ 0 (B3)
t1,1 ≡ −b3 (B4)
c5b3 ≡ 0 (B5)
c6b3 ≡ 0 (B6).
Since (c5, c6) 6= (0, 0), (A5) and (A6) are equivalent to a3 ≡ 0.
Thus (A4) becomes s2,2 ≡ 0.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A3)
s2,2 ≡ 0 (A4).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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Case 6.1.1.1.1.4.
We fix arbitrary values c5, c6, c7 ∈ {0, 1, 2} such that (c6, c7) 6= (0, 0). There are 24
ways to choose the values c5, c6, and c7. Let m3 = y1 + c5y2 + c6v1 + c7v2. Thus
m3 =

0 0 c7
0 0 3c5
c6 3 0
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 24. Since
|W1| = 39 it follows that |W2| = 310. We now calculate the pullback ∂−1W2. We
observed in Case 6.1.1.1.1 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 0 0
0 t1,1 0
0 0 3s2,2
 .
In the notation of Case 6.1.1.1.1, we are taking d0 = 1, d1 = c5, d2 = c6, and d3 = c7.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ −a3 (A3)
s2,2 ≡ c5a3 (A4)
c6a3 ≡ 0 (A5)
c7a3 ≡ 0 (A6)
s2,2 ≡ b3 (B3)
t1,1 ≡ −c5b3 (B4)
c6b3 ≡ 0 (B5)
c7b3 ≡ 0 (B6).
Since (c6, c7) 6= (0, 0), (A5) and (A6) are equivalent to a3 ≡ 0.
Likewise, (B5) and (B6) are equivalent to b3 ≡ 0.
Since a3 ≡ 0, (A3) and (B4) both become t1,1 ≡ 0.
Since b3 ≡ 0, (A4) and (B3) both become s2,2 ≡ 0.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A3)
s2,2 ≡ 0 (A4).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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Case 6.1.1.1.2.
Let d0, d1, d2, d3, e1, e2, e3 be unspecified. Let m3 = d0y1 + d1y2 + d2v1 + d3v2 and let
m4 = e1y2 + e2v1 + e3v2. Thus
m3 = d0

0 0 0
0 0 0
0 3 0
+ d1

0 0 0
0 0 3
0 0 0
+ d2

0 0 0
0 0 0
1 0 0
+ d3

0 0 1
0 0 0
0 0 0

=

0 0 d3
0 0 3d1
d2 3d0 0
 .
m4 = e1

0 0 0
0 0 3
0 0 0
+ e2

0 0 0
0 0 0
1 0 0
+ e3

0 0 1
0 0 0
0 0 0

=

0 0 e3
0 0 3e1
e2 0 0
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. We now calculate the pullback ∂−1W2. The subgroup
W2 is contained in the pattern subgroup

2 2 2
2 1 1
2 1 0

 .
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Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 1 1


⋂


2 2 2
2 2 1
2 2 1

 =


2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0

and ∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
The variables in play are those appearing in the matrix

0 0 0
0 t1,1 0
0 0 3s2,2
 .
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We wish to identify values a1, a2, a3, a4 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 +
a3m3 + a4m4 (mod I). A formal expression for a1m1 + a2m2 + a3m3 + a4m4 is
a1

0 1 0
0 0 0
0 0 0
+ a2

0 0 0
1 0 0
0 0 0

+a3

0 0 d3
0 0 3d1
d2 3d0 0
+ a4

0 0 e3
0 0 3e1
e2 0 0

=

0 a1 d3a3 + e3a4
a2 0 3(d1a3 + e1a4)
d2a3 + e2a4 3d0a3 0
 .
Comparing (0, 1)-entries, we get t1,1 ≡ a1.
Comparing (1, 0)-entries, we get t2,0 ≡ a2.
Comparing (0, 2)-entries, we get d3a3 + e3a4 ≡ 0.
Comparing (2, 0)-entries, we get d2a3 + e2a4 ≡ 0.
Comparing (1, 2)-entries, we get s2,2 ≡ d1a3 + e1a4.
Comparing (2, 1)-entries, we get t1,1 ≡ −d0a3.
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We see that ∂1x ∈ W2 if and only if
t1,1 ≡ a1 (A1)
t2,0 ≡ a2 (A2)
t1,1 ≡ −d0a3 (A3)
s2,2 ≡ d1a3 + e1a4 (A4)
d2a3 + e2a4 ≡ 0 (A5)
d3a3 + e3a4 ≡ 0 (A6).
We wish to identify values b1, b2, b3, b4 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 +
b3m3 + b4m4 (mod I). A formal expression for b1m1 + b2m2 + b3m3 + b4m4 is
b1

0 1 0
0 0 0
0 0 0
+ b2

0 0 0
1 0 0
0 0 0

+b3

0 0 d3
0 0 3d1
d2 3d0 0
+ b4

0 0 e3
0 0 3e1
e2 0 0

=

0 b1 d3b3 + e3b4
b2 0 3(d1b3 + e1b4)
d2b3 + e2b4 3d0b3 0
 .
Comparing (0, 1)-entries, we get t0,2 ≡ b1.
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Comparing (1, 0)-entries, we get t1,1 ≡ b2.
Comparing (0, 2)-entries, we get d3b3 + e3b4 ≡ 0.
Comparing (2, 0)-entries, we get d2b3 + e2b4 ≡ 0.
Comparing (1, 2)-entries, we get t1,1 ≡ −(d1b3 + e1b4).
Comparing (2, 1)-entries, we get s2,2 ≡ d0b3.
We see that ∂2x ∈ W2 if and only if
t0,2 ≡ b1 (B1)
t1,1 ≡ b2 (B2)
s2,2 ≡ d0b3 (B3)
t1,1 ≡ −(d1b3 + e1b4) (B4)
d2b3 + e2b4 ≡ 0 (B5)
d3b3 + e3b4 ≡ 0 (B6).
329
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ −d0a3 (A3)
s2,2 ≡ d1a3 + e1a4 (A4)
d2a3 + e2a4 ≡ 0 (A5)
d3a3 + e3a4 ≡ 0 (A6)
s2,2 ≡ d0b3 (B3)
t1,1 ≡ −(d1b3 + e1b4) (B4)
d2b3 + e2b4 ≡ 0 (B5)
d3b3 + e3b4 ≡ 0 (B6).
Case 6.1.1.1.2.1.
Let m3 = v1 and let m4 = v2. Thus
m3 =

0 0 0
0 0 0
1 0 0
 ,m4 =

0 0 1
0 0 0
0 0 0
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. The number of subgroups W2 of this type is 1. Since
|W1| = 39 and |W2/W1| = 32, it follows that |W2| = 311. We now calculate the
pullback ∂−1W2. We observed in Case 6.1.1.1.2 that ∂−1W2 is contained in the pattern
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subgroup 

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 0 0
0 t1,1 0
0 0 3s2,2
 .
In the notation of Case 6.1.1.1.2, we are taking d0 = 0, d1 = 0, d2 = 1, d3 = 0, e1 = 0,
and e2 = 0, e3 = 1.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A3)
s2,2 ≡ 0 (A4)
a3 ≡ 0 (A5)
a4 ≡ 0 (A6)
s2,2 ≡ 0 (B3)
t1,1 ≡ 0 (B4)
b3 ≡ 0 (B5)
b4 ≡ 0 (B6).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 6.1.1.1.2.2.
We fix an arbitrary value c5 ∈ {1, 2}. There are 2 ways to choose the value c5. Let
m3 = y2 + c5v1 and let m4 = v2. Thus
m3 =

0 0 0
0 0 3
c5 0 0
 ,m4 =

0 0 1
0 0 0
0 0 0
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. The number of subgroups W2 of this type is 2. Since
|W1| = 39 and |W2/W1| = 32, it follows that |W2| = 311. We now calculate the
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pullback ∂−1W2. We observed in Case 6.1.1.1.2 that ∂−1W2 is contained in the pattern
subgroup 

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 0 0
0 t1,1 0
0 0 3s2,2
 .
In the notation of Case 6.1.1.1.2, we are taking d0 = 0, d1 = 1, d2 = c5, d3 = 0,
e1 = 0, and e2 = 0, e3 = 1.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A3)
s2,2 ≡ a3 (A4)
c5a3 ≡ 0 (A5)
a4 ≡ 0 (A6)
s2,2 ≡ 0 (B3)
t1,1 ≡ −b3 (B4)
c5b3 ≡ 0 (B5)
b4 ≡ 0 (B6).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 6.1.1.1.2.3.
We fix arbitrary values c5 ∈ {1, 2} and c6 ∈ {0, 1, 2}. There are 6 ways to choose the
values c5 and c6. Let m3 = y2 + c5v2 and let m4 = v1 + c6v2. Thus
m3 =

0 0 c5
0 0 3
0 0 0
 ,m4 =

0 0 c6
0 0 0
1 0 0
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. The number of subgroups W2 of this type is 6. Since
|W1| = 39 and |W2/W1| = 32, it follows that |W2| = 311. We now calculate the
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pullback ∂−1W2. We observed in Case 6.1.1.1.2 that ∂−1W2 is contained in the pattern
subgroup 

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 0 0
0 t1,1 0
0 0 3s2,2
 .
In the notation of Case 6.1.1.1.2, we are taking d0 = 0, d1 = 1, d2 = 0, d3 = c5,
e1 = 0, and e2 = 1, e3 = c6.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A3)
s2,2 ≡ a3 (A4)
a4 ≡ 0 (A5)
c5a3 + c6a4 ≡ 0 (A6)
s2,2 ≡ 0 (B3)
t1,1 ≡ −b3 (B4)
b4 ≡ 0 (B5)
c5b3 + c6b4 ≡ 0 (B6).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 6.1.1.1.2.4.
We fix arbitrary values c5 ∈ {0, 1, 2} and c6 ∈ {1, 2}. There are 6 ways to choose the
values c5 and c6. Let m3 = y1 + c5y2 + c6v1 and let m4 = v2. Thus
m3 =

0 0 0
0 0 3c5
c6 3 0
 ,m4 =

0 0 1
0 0 0
0 0 0
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. The number of subgroups W2 of this type is 6. Since
|W1| = 39 and |W2/W1| = 32, it follows that |W2| = 311. We now calculate the
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pullback ∂−1W2. We observed in Case 6.1.1.1.2 that ∂−1W2 is contained in the pattern
subgroup 

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 0
t2,0 0 3s2,2
 .
In the notation of Case 6.1.1.1.2, we are taking d0 = 1, d1 = c5, d2 = c6, d3 = 0,
e1 = 0, and e2 = 0, e3 = 1.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ −a3 (A3)
s2,2 ≡ c5a3 (A4)
c6a3 ≡ 0 (A5)
a4 ≡ 0 (A6)
s2,2 ≡ b3 (B3)
t1,1 ≡ −c5b3 (B4)
c6b3 ≡ 0 (B5)
b4 ≡ 0 (B6).
Since c6 ∈ {1, 2}, multiplying (A5) by c6 yields b3 ≡ 0.
Thus, (A3) becomes t1,1 ≡ 0 and (A4) becomes s2,2 ≡ 0.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A3)
s2,2 ≡ 0 (A4)
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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Case 6.1.1.1.2.5.
We fix arbitrary values c5, c7 ∈ {0, 1, 2} and c6 ∈ {1, 2}. There are 18 ways to choose
the values c5, c6, and c7. Let m3 = y1 + c5y2 + c6v2 and let m4 = v1 + c5v2. Thus
m3 =

0 0 c6
0 0 3c5
0 3 0
 ,m4 =

0 0 c5
0 0 0
1 0 0
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. The number of subgroups W2 of this type is 18.
Since |W1| = 39 and |W2/W1| = 32, it follows that |W2| = 311. We now calculate
the pullback ∂−1W2. We observed in Case 6.1.1.1.2 that ∂−1W2 is contained in the
pattern subgroup 

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 0 0
0 t1,1 0
0 0 3s2,2
 .
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In the notation of Case 6.1.1.1.2, we are taking d0 = 1, d1 = c5, d2 = 0, d3 = c6,
e1 = 0, and e2 = 1, e3 = c7.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ −a3 (A3)
s2,2 ≡ c5a3 (A4)
a4 ≡ 0 (A5)
c6a3 + c7a4 ≡ 0 (A6)
s2,2 ≡ b3 (B3)
t1,1 ≡ −c5b3 (B4)
b4 ≡ 0 (B5)
c6b3 + c7b4 ≡ 0 (B6).
Since c6 ∈ {1, 2}, (A6) becomes a3 ≡ 0.
Thus, (A3) becomes t1,1 ≡ 0 and (A4) becomes s2,2 ≡ 0.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A3)
s2,2 ≡ 0 (A4).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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Case 6.1.1.1.2.6.
We fix arbitrary values c5, c6, c7, c8 such that {(c5, c6), (c7, c8)} is an ordered pair of
linearly independent vectors in Z3 × Z3. There are 48 ways to choose the values c5,
c6, c7, and c8. Let m3 = y1 + c5v1 + c6v2 and let m4 = y2 + c7v1 + c8v2. Thus
m3 =

0 0 c6
0 0 0
c5 3 0
 ,m4 =

0 0 c8
0 0 3
c7 0 0
 .
Let W2 = 〈W1,m3,m4〉 ∈ L2. The number of subgroups W2 of this type is 48.
Since |W1| = 39 and |W2/W1| = 32, it follows that |W2| = 311. We now calculate
the pullback ∂−1W2. We observed in Case 6.1.1.1.2 that ∂−1W2 is contained in the
pattern subgroup 

2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
The variables in play are those appearing in the matrix

0 0 0
0 t1,1 0
0 0 3s2,2
 .
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In the notation of Case 6.1.1.1.2, we are taking d0 = 1, d1 = 0, d2 = c5, d3 = c6,
e1 = 1, and e2 = c7, e3 = c8.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ −a3 (A3)
s2,2 ≡ a4 (A4)
c5a3 + c7a4 ≡ 0 (A5)
c6a3 + c8a4 ≡ 0 (A6)
s2,2 ≡ b3 (B3)
t1,1 ≡ −b4 (B4)
c5b3 + c7b4 ≡ 0 (B5)
c6b3 + c8b4 ≡ 0 (B6).
Using (A3) and (A4), we write (A5) as c7s2,2 ≡ c5t1,1.
Using (A3) and (A4), we write (A6) as c8s2,2 ≡ c6t1,1.
Using (B3) and (B4), we write (B5) as c5s2,2 ≡ c7t1,1.
Using (B3) and (B4), we write (B6) as c6s2,2 ≡ c8t1,1.
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Hence x ∈ ∂−1W2 if and only if
c7s2,2 ≡ c5t1,1 (A5)
c8s2,2 ≡ c6t1,1 (A6)
c5s2,2 ≡ c7t1,1 (B5)
c6s2,2 ≡ c8t1,1 (B6).
We show that the combination of (A5), (A6), (B5), and (B6) are equivalent
to t1,1 ≡ 0 and s2,2 ≡ 0.
Recall that {(c5, c6), (c7, c8)} is a pair of linearly independent vectors in Z3×
Z3. Thus we know that (c5, c7) 6= (0, 0) and (c6, c8) 6= (0, 0).
Suppose c5 = 0. Then (A5) becomes s2,2 ≡ 0 and (B5) becomes 0 ≡ t1,1.
Suppose c6 = 0. Then (A6) becomes s2,2 ≡ 0 and (B6) becomes 0 ≡ t1,1.
Suppose c7 = 0. Then (B5) becomes s2,2 ≡ 0 and (A5) becomes 0 ≡ t1,1.
Suppose c8 = 0. Then (B6) becomes s2,2 ≡ 0 and (A6) becomes 0 ≡ t1,1.
Suppose that c5, c6, c7, c8 ∈ {1, 2}. Since {(c5, c6), (c7, c8)} is an ordered pair
of linearly independent vectors in Z3×Z3, we have that c5c8−c6c7 6≡ 0. Observe that
c5c8 6≡ c6c7 holds exactly when three of c5, c6, c7, and c8 are equal and the fourth is
not equal to the other three.
Thus, there are two possibilites: either we have c5 = c7 and c6 6= c8 or we
have c5 6= c7 and c6 = c8.
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If c5 = c7 and c6 6= c8, then (A5) and (B5) both become s2,2 ≡ t1,1 and (A6)
and (B6) both become s2,2 ≡ −t1,1. These congruences hold simultaneously exactly
when s2,2 ≡ t1,1 ≡ 0.
If c5 6= c7 and c6 = c8, then (A5) and (B5) both become s2,2 ≡ −t1,1 and (A6)
and (B6) both become s2,2 ≡ t1,1. These congruences hold simultaneously exactly
when s2,2 ≡ t1,1 ≡ 0.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (A5)
s2,2 ≡ 0 (B5).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 6.1.1.2.
Suppose (c2, c3) = (1, 2).
Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ 0 (B1)
s2,2 ≡ t2,0 (A2)
0 ≡ t2,0 (B2).
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We regard t0,2 as the free variable. Taking t0,2 = 1, the matrix x becomes
v1 =

0 0 1
0 0 0
0 0 0
 .
We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 311, it follows that |∂−1W1| = 312.
Recalling that |W1| = 39, we obtain |∂−1W1/W1| = 33.
Recall that (c1, c2, c3, c4) = (0, 1, 2, 0), and so
m1 =

0 1 0
0 0 0
0 0 0
 ,m2 =

0 0 0
2 0 −3
0 0 0
 .
Since v1 6∈ W1 and 3v1 ∈ W0 ⊂ W1, we find that v1+W1 is an element of order
3 in ∂−1W1/W1. Thus, rank(∂−1W1/W1) = 3. Recall that rank(∂−1W0/W1) = 2.
Since rank(∂−1W1/W1) > rank(∂−1W0/W1), we conclude that W1 is nonterminal and
W1 ∈ Lˆ1.
Note that y1 +W1, y2 +W1, v1 +W1 is a basis for the vector space ∂
−1W1/W1
and that the subspace ∂−1W0/W1 has basis y1 +W1, y2 +W1.
We fix arbitrary values c5, c6 ∈ {0, 1, 2}. There are 9 ways to choose the
values c5 and c6. Let m3 = c5y1 + c6y2 + v1. Thus
m3 =

0 0 1
0 0 3c6
0 3c5 0
 .
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Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 9.
Since m3 6∈ W1 and 3m3 ∈ W1, we have |W2/W1| = 3. Since |W1| = 39 it follows that
|W2| = 310. Note that ∂−1W1/W2 ∼= Z3 × Z3 and rank(∂−1W1/W2) = 2. We now
calculate the pullback ∂−1W2. The subgroup W2 is contained in the pattern subgroup

2 2 2
2 1 1
1 1 0

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 1 1


⋂


2 2 2
2 2 1
2 1 1

 =


2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0
 and
∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
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The variables in play are those appearing in the matrix

0 0 0
0 t1,1 0
t2,0 0 3s2,2
 .
We wish to identify values a1, a2, a3 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 +
a3m3 (mod I). A formal expression for a1m1 + a2m2 + a3m3 is
a1

0 1 0
0 0 0
0 0 0
+ a2

0 0 0
2 0 −3
0 0 0
+ a3

0 0 1
0 0 3c6
0 3c5 0

=

0 a1 a3
2a2 0 3(c6a3 − a2)
0 3c5a3 0
 .
Comparing (0, 1)-entries, we get t1,1 ≡ a1.
Comparing (1, 0)-entries, we get −t2,0 ≡ a2.
Comparing (0, 2)-entries, we get a3 ≡ 0.
Comparing (1, 2)-entries, we get s2,2 ≡ c6a3 − a2, which becomes s2,2 ≡ t2,0.
Comparing (2, 1)-entries, we get t1,1 ≡ −c5a3, and thus t1,1 ≡ 0.
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We see that ∂1x ∈ W2 if and only if
t1,1 ≡ 0 (A1)
s2,2 ≡ t2,0 (A2).
We wish to identify values b1, b2, b3 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 +
b3m3 (mod I). A formal expression for b1m1 + b2m2 + b3m3 is
b1

0 1 0
0 0 0
0 0 0
+ b2

0 0 0
2 0 −3
0 0 0
+ b3

0 0 1
0 0 3c6
0 3c5 0

=

0 b1 b3
2b2 0 3(c6b3 − b2)
0 3c5b3 0
 .
Comparing (0, 1)-entries, we get t0,2 ≡ b1.
Comparing (1, 0)-entries, we get −t1,1 ≡ b2.
Comparing (0, 2)-entries, we get b3 ≡ 0.
Comparing (1, 2)-entries, we get t1,1 ≡ b2 − c6b3, which becomes t1,1 ≡ −t1,1.
Thus t1,1 ≡ 0.
Comparing (2, 1)-entries, we get s2,2 ≡ c5b3 and thus s2,2 ≡ 0.
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We see that ∂2x ∈ W2 if and only if
t1,1 ≡ 0 (B1)
s2,2 ≡ 0 (B2).
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ 0 (B1)
t2,0 ≡ 0 (A2)
s2,2 ≡ 0 (B2).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 6.1.1.3.
Suppose (c2, c3) = (2, 1).
Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ 0 (B1)
s2,2 ≡ 0 (A2)
t0,2 ≡ 0 (B2).
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We regard t2,0 as the free variable. Taking t2,0 = 1, the matrix x becomes
v1 =

0 0 0
0 0 0
1 0 0
 .
We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 311, it follows that |∂−1W1| = 312.
Recalling that |W1| = 39, we obtain |∂−1W1/W1| = 33.
Recall that (c1, c2, c3, c4) = (0, 2, 1, 0), and so
m1 =

0 2 0
0 0 0
0 −3 0
 ,m2 =

0 0 0
1 0 0
0 0 0
 .
Since v1 6∈ W1 and 3v1 ∈ W0 ⊂ W1, we find that v1+W1 is an element of order
3 in ∂−1W1/W1. Thus, rank(∂−1W1/W1) = 3. Recall that rank(∂−1W0/W1) = 2.
Since rank(∂−1W1/W1) > rank(∂−1W0/W1), we conclude that W1 is nonterminal and
W1 ∈ Lˆ1.
Note that Case 6.1.1.3 is the transpose of Case 6.1.1.2. Thus we find 9
terminal subgroups W2 satisfying |W2| = 310.
Case 6.1.1.4.
Suppose (c2, c3) = (2, 2).
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Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ 0 (B1)
s2,2 ≡ t2,0 (A2)
t0,2 ≡ t2,0 (B2).
We regard t2,0 as the free variable. Taking t2,0 = 1, the matrix x becomes
v1 =

0 0 1
0 0 0
1 0 3
 .
We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 311, it follows that |∂−1W1| = 312.
Recalling that |W1| = 39, we obtain |∂−1W1/W1| = 33.
Recall that (c1, c2, c3, c4) = (0, 2, 2, 0), and so
m1 =

0 2 0
0 0 0
0 −3 0
 ,m2 =

0 0 0
2 0 −3
0 0 0
 .
Since v1 6∈ W1 and 3v1 ∈ W0 ⊂ W1, we find that v1+W1 is an element of order
3 in ∂−1W1/W1. Thus, rank(∂−1W1/W1) = 3. Recall that rank(∂−1W0/W1) = 2.
Since rank(∂−1W1/W1) > rank(∂−1W0/W1), we conclude that W1 is nonterminal and
W1 ∈ Lˆ1.
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Note that y1 +W1, y2 +W1, v1 +W1 is a basis for the vector space ∂
−1W1/W1
and that the subspace ∂−1W0/W1 has basis y1 +W1, y2 +W1.
We fix arbitrary values c5, c6 ∈ {0, 1, 2}. There are 9 ways to choose the
values c5 and c6. Let m3 = c5y1 + c6y2 + v1. Thus
m3 =

0 0 1
0 0 3c6
1 3c5 3
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 9.
Since m3 6∈ W1 and 3m3 ∈ W1, we have |W2/W1| = 3. Since |W1| = 39 it follows that
|W2| = 310.
We now apply the Terminal Lemma. Observe that the (0, 2)-entry and (2, 0)-
entry of the matrix m3 are not divisible by 3, but the corresponding entries in every
element in W1 are divisible by 3. Then, by the Terminal Lemma, we conclude that
∂−1W2/W1 = ∂−1W1/W1. Thus, rank(∂−1W2/W1) = rank(∂−1W1/W1) and W2 is
terminal.
17.1.2 Case 6.1.2.
Suppose c4 ∈ {1, 2}.
Multiplying (A1) by c4 yields s2,2 ≡ −t2,0.
Using (A1) to substitute for s2,2 in (A2) yields −c3t2,0 ≡ (1− c3)t2,0 and thus
t2,0 ≡ 0.
Thus, (A1) becomes s2,2 ≡ 0.
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Since s2,2 ≡ 0, (B2) becomes (c2 − 1)t0,2 ≡ 0.
Hence x ∈ ∂−1W1 if and only if
s2,2 ≡ 0 (A1)
t1,1 ≡ 0 (B1)
t2,0 ≡ 0 (A2)
(c2 − 1)t0,2 ≡ 0 (B2).
Recall that we have c2 ∈ {1, 2}. We now define subcases based on values for
c2. In Case 6.1.2.1 we consider c2 = 2. In Case 6.1.2.2 we consider c2 = 1.
Case 6.1.2.1.
Suppose c2 = 2.
Hence x ∈ ∂−1W1 if and only if
s2,2 ≡ 0 (A1)
t1,1 ≡ 0 (B1)
t2,0 ≡ 0 (A2)
t0,2 ≡ 0 (B2).
Thus we find that ∂−1W1 = ∂−1W0 and conclude that W1 is terminal.
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Case 6.1.2.2.
Suppose c2 = 1.
Hence x ∈ ∂−1W1 if and only if
s2,2 ≡ 0 (A1)
t1,1 ≡ 0 (B1)
t2,0 ≡ 0 (A2)
0 ≡ 0 (B2).
We regard t0,2 as the free variable. Taking t0,2 = 1, the matrix x becomes
v1 =

0 0 1
0 0 0
0 0 0
 .
We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 311, it follows that |∂−1W1| = 312.
Recalling that |W1| = 39, we obtain |∂−1W1/W1| = 33.
Recall that c1 = 0, c2 = 1 and c4 ∈ {1, 2}. Thus,
m1 =

0 1 0
0 0 0
0 0 0
 ,m2 =

0 c4 0
c3 0 3(1− c3)
0 −3c4 0
 .
Since v1 6∈ W1 and 3v1 ∈ W0 ⊂ W1, we find that v1+W1 is an element of order
3 in ∂−1W1/W1. Thus, rank(∂−1W1/W1) = 3. Recall that rank(∂−1W0/W1) = 2.
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Since rank(∂−1W1/W1) > rank(∂−1W0/W1), we conclude that W1 is nonterminal and
W1 ∈ Lˆ1.
Note that y2 +W1, y3 +W1, v1 +W1 is a basis for the vector space ∂
−1W1/W1
and that the subspace ∂−1W0/W1 has basis y2 +W1, y3 +W1.
We fix arbitrary values c5, c6 ∈ {0, 1, 2}. There are 9 ways to choose the
values c5 and c6. Let m3 = c5y2 + c6y3 + v1. Thus
m3 =

0 0 1
c6 0 3(c5 − c6)
0 0 0
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 9.
Since m3 6∈ W1 and 3m3 ∈ W1, we have |W2/W1| = 3. Since |W1| = 39 it follows that
|W2| = 310. Note that ∂−1W1/W2 ∼= Z3 × Z3 and rank(∂−1W1/W2) = 2. We now
calculate the pullback ∂−1W2. The subgroup W2 is contained in the pattern subgroup

2 2 2
2 1 1
1 1 0

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 1 1


⋂


2 2 2
2 2 1
2 1 1

 =


2 2 2
2 2 1
2 1 1

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0
 and
∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 0
t2,0 0 3s2,2
 .
We wish to identify values a1, a2, a3 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 +
a3m3 (mod I). A formal expression for a1m1 + a2m2 + a3m3 is
a1

0 1 0
0 0 0
0 0 0
+ a2

0 c4 0
c3 0 3(1− c3)
0 −3c4 0
+ a3

0 0 1
c6 0 3(c5 − c6)
0 0 0

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=
0 a1 + c4a2 a3
c3a2 + c6a3 0 3(a2 − c3a2 + c5a3 − c6a3)
0 −3c4a2 0
 .
Comparing (2, 1)-entries, we get t1,1 ≡ c4a2. Multiplying by c4 ∈ {1, 2} yields
a2 ≡ c4t1,1.
Comparing (0, 1)-entries, we get t1,1 ≡ a1 + c4a2. Combining this with the
above expression for t1,1 yields a1 ≡ 0.
Comparing (0, 2)-entries, we get a3 ≡ 0.
Comparing (1, 0)-entries, we get t2,0 ≡ c3a2 + c6a3, which becomes t2,0 ≡
c3c4t1,1.
Comparing (1, 2)-entries, we get s2,2 ≡ a2−c3a2 +c5a3−c6a3, which becomes
s2,2 ≡ (1− c3)c4t1,1.
We see that ∂1x ∈ W2 if and only if
t2,0 ≡ c3c4t1,1 (A1)
s2,2 ≡ (1− c3)c4t1,1 (A2).
We wish to identify values b1, b2, b3 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 +
b3m3 (mod I). A formal expression for b1m1 + b2m2 + b3m3 is
b1

0 1 0
0 0 0
0 0 0
+ b2

0 c4 0
c3 0 3(1− c3)
0 −3c4 0
+ b3

0 0 1
c6 0 3(c5 − c6)
0 0 0

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=
0 b1 + c4b2 b3
c3b2 + c6b3 0 3(b2 − c3b2 + c5b3 − c6b3)
0 −3c4b2 0
 .
Comparing (2, 1)-entries, we get s2,2 ≡ −c4b2. Multiplying this by c4 ∈ {1, 2}
yields b2 ≡ −c4s2,2.
Comparing (0, 1)-entries, we get t0,2 ≡ b1 + c4b2. Solving for b1 yields b1 ≡
t0,2 + s2,2.
Comparing (0, 2)-entries, we get b3 ≡ 0.
Comparing (1, 0)-entries, we get t1,1 ≡ c3b2 + c6b3, which becomes t1,1 ≡
−c3c4s2,2.
Comparing (1, 2)-entries, we get t1,1 ≡ c3b2 + c6b3− b2− c5b3, which becomes
t1,1 ≡ t1,1 + c4s2,2. Since c4 ∈ {1, 2}, we get s2,2 ≡ 0.
Since s2,2 ≡ 0, we get t1,1 ≡ 0.
We see that ∂2x ∈ W2 if and only if
s2,2 ≡ 0 (B1)
t1,1 ≡ 0 (B2).
We use (B2) to write (A1) as t2,0 ≡ 0.
When both (B1) and (B2) hold, (A2) is satisfied.
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Hence x ∈ ∂−1W2 if and only if
t2,0 ≡ 0 (B1)
s2,2 ≡ 0 (B1)
t1,1 ≡ 0 (B2).
Thus we find that ∂−1W1 = ∂−1W0 and conclude that W1 is terminal.
17.2 Case 6.2.
Consider c1 ∈ {1, 2}.
Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ c4t2,0 + c4s2,2 (A1)
t1,1 ≡ c1t0,2 + c1s2,2 (B1)
c3s2,2 ≡ (1− c3)t2,0 (A2)
c2s2,2 ≡ (1− c2)t0,2 (B2).
We now consider cases based on chosen values for c4. In Case 6.2.1 we consider
c4 = 0. In Case 6.2.2 we consider c4 ∈ {1, 2}.
17.2.1 Case 6.2.1.
Consider c4 = 0. Then c3 ∈ {1, 2}.
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Since c4 = 0, (A1) becomes t1,1 ≡ 0.
Since t1,1 ≡ 0, (B1) becomes c1s2,2 ≡ −c1t0,2. Multiplying by c1 yields
s2,2 ≡ −t0,2.
We use (B1) to write (B2) as −c2t0,2 ≡ (1−c2)t0,2, which simplifies to t0,2 ≡ 0.
Thus (B1) becomes s2,2 ≡ 0.
Since s2,2 ≡ 0, (A2) yields (1− c3)t2,0 ≡ 0.
Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ 0 (A1)
s2,2 ≡ 0 (B1)
(1− c3)t2,0 ≡ 0 (A2)
t0,2 ≡ 0 (B2).
We now define subcases based on values for c3. In Case 6.2.1.1 we consider
c3 = 2. In Case 6.2.1.2 we consider c3 = 1.
Case 6.2.1.1.
Suppose c3 = 2.
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Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ 0 (A1)
s2,2 ≡ 0 (B1)
t2,0 ≡ 0 (A2)
t0,2 ≡ 0 (B2).
Thus we find that ∂−1W1 = ∂−1W0 and conclude that W1 is terminal.
Case 6.2.1.2.
Suppose c3 = 1.
Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ 0 (A1)
s2,2 ≡ 0 (B1)
0 ≡ 0 (A2)
t0,2 ≡ 0 (B2).
We regard t2,0 as the free variable. Taking t2,0 = 1, the matrix x becomes
v1 =

0 0 0
0 0 0
1 0 0
 .
361
We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 311, it follows that |∂−1W1| = 312.
Recalling that |W1| = 39, we obtain |∂−1W1/W1| = 33.
Recall that c1 ∈ {1, 2}, c3 = 1, and c4 = 0. Thus,
m1 =

0 c2 0
c1 0 −3c1
0 3(1− c2) 0
 ,m2 =

0 0 0
1 0 0
0 0 0
 .
Since v1 6∈ W1 and 3v1 ∈ W0 ⊂ W1, we find that v1+W1 is an element of order
3 in ∂−1W1/W1. Thus, rank(∂−1W1/W1) = 3. Recall that rank(∂−1W0/W1) = 2.
Since rank(∂−1W1/W1) > rank(∂−1W0/W1), we conclude that W1 is nonterminal and
W1 ∈ Lˆ1.
Note that Case 6.2.1.2 is the transpose of Case 6.1.2.2. The values c1 and c2
in Case 6.2.1.2 correspond to the values c4 and c3 in Case 6.1.2.2 respectively. Thus
we find 9 terminal subgroups W2 satisfying |W2| = 310.
17.2.2 Case 6.2.2.
Suppose c4 ∈ {1, 2}.
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Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ c4t2,0 + c4s2,2 (A1)
t1,1 ≡ c1t0,2 + c1s2,2 (B1)
c3s2,2 ≡ (1− c3)t2,0 (A2)
c2s2,2 ≡ (1− c2)t0,2 (B2).
We consider subcases based on chosen values for c2. In Case 6.2.2.1 we
consider c2 = 0. In Case 6.2.2.2 we consider c2 ∈ {1, 2}.
Case 6.2.2.1.
Consider c2 = 0.
Thus (B2) becomes t0,2 ≡ 0.
Since t0,2 ≡ 0, (B1) becomes s2,2 ≡ c1t1,1.
Using (B1) to substitute for s2,2 in (A1) yields t1,1 ≡ c4t2,0 + c1c4t1,1, which
we simplify to t2,0 ≡ (c4 − c1)t1,1.
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Hence x ∈ ∂−1W1 if and only if
t2,0 ≡ (c4 − c1)t1,1 (A1)
s2,2 ≡ c1t1,1 (B1)
c3s2,2 ≡ (1− c3)t2,0 (A2)
t0,2 ≡ 0 (B2).
We now consider subcases based on chosen values of c3. In Case 6.2.2.1.1 we
consider c3 = 0. In Case 6.2.2.1.2 we consider c3 = 1. In Case 6.2.2.1.3 we consider
c3 = 2.
Case 6.2.2.1.1.
Consider c3 = 0.
Thus (A2) becomes t2,0 ≡ 0.
Since t2,0 ≡ 0, (A1) becomes 0 ≡ (c4 − c1)t1,1.
Hence x ∈ ∂−1W1 if and only if
(c4 − c1)t1,1 ≡ 0 (A1)
s2,2 ≡ c1t1,1 (B1)
t2,0 ≡ 0 (A2)
t0,2 ≡ 0 (B2).
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We now define subcases based on chosen values for c1 and c4. In Case
6.2.2.1.1.1 we consider c4 6= c1. In Case 6.2.2.1.1.2 we consider c4 = c1.
Case 6.2.2.1.1.1.
Suppose c4 6= c1. Thus c4 ≡ −c1.
Since c4 ≡ −c1, (A1) becomes t1,1 ≡ 0.
Thus (B1) becomes s2,2 ≡ 0.
Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ 0 (A1)
s2,2 ≡ 0 (B1)
t2,0 ≡ 0 (A2)
t0,2 ≡ 0 (B2).
Thus we find that ∂−1W1 = ∂−1W0 and conclude that W1 is terminal.
Case 6.2.2.1.1.2.
Suppose c4 = c1. Thus c4 − c1 = 0.
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Hence x ∈ ∂−1W1 if and only if
0 ≡ 0 (A1)
s2,2 ≡ c1t1,1 (B1)
t2,0 ≡ 0 (A2)
t0,2 ≡ 0 (B2).
We regard t1,1 as the free variable. Taking t1,1 = 1, the matrix x becomes
v1 =

0 0 0
0 1 0
0 0 3c1
 .
We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 311, it follows that |∂−1W1| = 312.
Recalling that |W1| = 39, we obtain |∂−1W1/W1| = 33.
Recall that c1 ∈ {1, 2}, c2 = 0, c3 = 0, and c4 = c1. Thus,
m1 =

0 0 0
c1 0 −3c1
0 3 0
 ,m2 =

0 c1 0
0 0 3
0 −3c1 0
 .
Since v1 6∈ W1 and 3v1 ∈ W0 ⊂ W1, we find that v1+W1 is an element of order
3 in ∂−1W1/W1. Thus, rank(∂−1W1/W1) = 3. Recall that rank(∂−1W0/W1) = 2.
Since rank(∂−1W1/W1) > rank(∂−1W0/W1), we conclude that W1 is nonterminal and
W1 ∈ Lˆ1.
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Note that y1 +W1, y2 +W1, v1 +W1 is a basis for the vector space ∂
−1W1/W1
and that the subspace ∂−1W0/W1 has basis y1 +W1, y2 +W1.
We fix arbitrary values c5, c6 ∈ {0, 1, 2}. There are 9 ways to choose the
values c5 and c6. Let m3 = c5y1 + c6y2 + v1. Thus
m3 =

0 0 0
0 1 3c6
0 3c5 3c1
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 9.
Since m3 6∈ W1 and 3m3 ∈ W1, we have |W2/W1| = 3. Since |W1| = 39 it follows that
|W2| = 310. Note that ∂−1W1/W2 ∼= Z3 × Z3 and rank(∂−1W1/W2) = 2. We now
calculate the pullback ∂−1W2. The subgroup W2 is contained in the pattern subgroup

2 2 1
2 2 1
1 1 1

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 2 1


⋂


2 2 2
2 2 2
2 1 1

 =


2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
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Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0
 and
∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 0
t2,0 0 3s2,2
 .
We wish to identify values a1, a2, a3 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 +
a3m3 (mod I). A formal expression for a1m1 + a2m2 + a3m3 is
a1

0 0 0
c1 0 −3c1
0 3 0
+ a2

0 c1 0
0 0 3
0 −3c1 0
+ a3

0 0 0
0 1 3c6
0 3c5 3c1

=

0 c1a2 0
c1a1 a3 3(a2 − c1a1 + c6a3)
0 3(a1 − c1a2 + c5a3) 3c1a3
 .
Comparing (2, 2)-entries, we get c1a3 ≡ 0. Since c1 ∈ {1, 2}, we get a3 ≡ 0.
Comparing (0, 1)-entries, we get t1,1 ≡ c1a2. Multiplying by c1 yields a2 ≡
c1t1,1.
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Comparing (1, 0)-entries, we get t2,0 ≡ c1a1. Multiplying by c1 yields a1 ≡
c1t2,0.
Comparing (2, 1)-entries, we get t1,1 ≡ c1a2−a1− c5a3, which becomes t1,1 ≡
t1,1 − c1t2,0. Since c1 ∈ {1, 2}, this yields t2,0 ≡ 0.
Comparing (1, 1)-entries, we get s2,1 ≡ a3, and thus s2,1 ≡ 0.
Comparing (1, 2)-entries, we get s2,2 ≡ a2−c1a1 +c6a3, which becomes s2,2 ≡
c1t1,1.
We see that ∂1x ∈ W2 if and only if
t2,0 ≡ 0 (A1)
s2,1 ≡ 0 (A2)
s2,2 ≡ c1t1,1 (A3).
We wish to identify values b1, b2, b3 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 +
b3m3 (mod I). A formal expression for b1m1 + b2m2 + b3m3 is
b1

0 0 0
c1 0 −3c1
0 3 0
+ b2

0 c1 0
0 0 3
0 −3c1 0
+ b3

0 0 0
0 1 3c6
0 3c5 3c1

=

0 c1b2 0
c1b1 b3 3(b2 − c1b1 + c6b3)
0 3(b1 − c1b2 + c5b3) 3c1b3
 .
369
Comparing (1, 0)-entries, we get t1,1 ≡ c1b1. Multiplying by c1 yields b1 ≡
c1t1,1.
Comparing (0, 1)-entries, we get t0,2 ≡ c1b2. Multiplying by c1 ∈ {1, 2} yields
b2 ≡ c1t0,2.
Comparing (2, 2)-entries, we get c1b3 ≡ 0. Since c1 ∈ {1, 2}, we get b3 ≡ 0.
Comparing (1, 1)-entries, we get s1,2 ≡ b3 and thus s1,2 ≡ 0.
Comparing (1, 2)-entries, we get t1,1 ≡ c1b1 − b2 − c6b3, which becomes t1,1 ≡
t1,1 − c1t0,2. Since c1 ∈ {1, 2}, we get t0,2 ≡ 0.
Comparing (2, 1)-entries, we get s2,2 ≡ b1− c1b2 + c5b3, which becomes s2,2 ≡
c1t1,1.
We see that ∂2x ∈ W2 if and only if
t0,2 ≡ 0 (B1)
s1,2 ≡ 0 (B2)
s2,2 ≡ c1t1,1 (B3).
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Hence x ∈ ∂−1W2 if and only if
t2,0 ≡ 0 (A1)
s2,1 ≡ 0 (A2)
t0,2 ≡ 0 (B1)
s1,2 ≡ 0 (B2)
s2,2 ≡ c1t1,1 (B3).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 6.2.2.1.2.
Consider c3 = 1.
Thus (A2) becomes s2,2 ≡ 0.
Since s2,2 ≡ 0, (B1) becomes t1,1 ≡ 0.
Since t1,1 ≡ 0, (A1) becomes t2,0 ≡ 0.
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Hence x ∈ ∂−1W1 if and only if
t2,0 ≡ 0 (A1)
t1,1 ≡ 0 (B1)
s2,2 ≡ 0 (A2)
t0,2 ≡ 0 (B2).
Thus we find that ∂−1W1 = ∂−1W0 and conclude that W1 is terminal.
Case 6.2.2.1.3.
Consider c3 = 2.
Thus (A2) becomes s2,2 ≡ t2,0.
We use (A2) to substitute for s2,2 in (B1) and get t1,1 ≡ c1t2,0.
We use (B1) to substitute for t1,1 in (A1) and get (c1c4 + 1)t2,0 ≡ 0.
Hence x ∈ ∂−1W1 if and only if
(c1c4 + 1)t2,0 ≡ 0 (A1)
t1,1 ≡ c1t2,0 (B1)
s2,2 ≡ t2,0 (A2)
t0,2 ≡ 0 (B2).
We now define subcases based on chosen values for c1 and c4. In Case
6.2.2.1.3.1 we consider c4 = c1. In Case 6.2.2.1.3.2 we consider c4 6= c1.
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Case 6.2.2.1.3.1.
Suppose c4 = c1.
Then c1c4 + 1 ≡ −1 and (A1) becomes t2,0 ≡ 0.
Thus (B1) becomes t1,1 ≡ 0 and (A2) becomes s2,2 ≡ 0.
Hence x ∈ ∂−1W1 if and only if
t2,0 ≡ 0 (A1)
t1,1 ≡ 0 (B1)
s2,2 ≡ 0 (A2)
t0,2 ≡ 0 (B2).
Thus we find that ∂−1W1 = ∂−1W0 and conclude that W1 is terminal.
Case 6.2.2.1.3.2.
Suppose c4 6= c1.
Then c1c4 + 1 ≡ 0 and (A1) is automatically satisfied.
Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ c1t2,0 (B1)
s2,2 ≡ t2,0 (A2)
t0,2 ≡ 0 (B2).
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We regard t2,0 as the free variable. Taking t2,0 = 1, the matrix x becomes
v1 =

0 0 0
0 c1 0
1 0 3
 .
We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 311, it follows that |∂−1W1| = 312.
Recalling that |W1| = 39, we obtain |∂−1W1/W1| = 33.
Recall that c1 ∈ {1, 2}, c2 = 0, c3 = 2, and c4 ≡ −c1. Thus,
m1 =

0 0 0
c1 0 −3c1
0 3 0
 ,m2 =

0 c4 0
2 0 −3
0 −3c4 0
 .
Since v1 6∈ W1 and 3v1 ∈ W0 ⊂ W1, we find that v1+W1 is an element of order
3 in ∂−1W1/W1. Thus, rank(∂−1W1/W1) = 3. Recall that rank(∂−1W0/W1) = 2.
Since rank(∂−1W1/W1) > rank(∂−1W0/W1), we conclude that W1 is nonterminal and
W1 ∈ Lˆ1.
Note that y1 +W1, y2 +W1, v1 +W1 is a basis for the vector space ∂
−1W1/W1
and that the subspace ∂−1W0/W1 has basis y1 +W1, y2 +W1.
We fix arbitrary values c5, c6 ∈ {0, 1, 2}. There are 9 ways to choose the
values c5 and c6. Let m3 = c5y1 + c6y2 + v1. Thus
m3 =

0 0 0
0 c1 3c6
1 3c5 3
 .
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Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 9.
Since m3 6∈ W1 and 3m3 ∈ W1, we have |W2/W1| = 3. Since |W1| = 39 it follows that
|W2| = 310. Note that ∂−1W1/W2 ∼= Z3 × Z3 and rank(∂−1W1/W2) = 2. We now
calculate the pullback ∂−1W2. The subgroup W2 is contained in the pattern subgroup

2 2 1
2 2 1
2 1 1

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 2 1


⋂


2 2 2
2 2 2
2 2 1

 =


2 2 2
2 2 1
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 1
2 2 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
−3(t1,0 + t2,0) −3(t1,1 + t2,1) 0
 and
∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 + t2,1 3s2,2 −3t2,1
 .
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The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 0
t2,0 t2,1 3s2,2
 .
We wish to identify values a1, a2, a3 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 +
a3m3 (mod I). A formal expression for a1m1 + a2m2 + a3m3 is
a1

0 0 0
c1 0 −3c1
0 3 0
+ a2

0 c4 0
2 0 −3
0 −3c4 0
+ a3

0 0 0
0 c1 3c6
1 3c5 3

=

0 c4a2 0
c1a1 + 2a2 c1a3 3(c6a3 − c1a1 − a2)
a3 3(a1 − c4a2 + c5a3) 3a3
 .
Comparing (0, 1)-entries, we get t1,1 ≡ c4a2. Multiplying by c4 ∈ {1, 2} and
using c4 ≡ −c1 yields a2 ≡ −c1t1,1.
Comparing (1, 0)-entries, we get t2,0 ≡ c1a1 − a2. Solving for a1 yields a1 ≡
c1t2,0 − t1,1.
Comparing (2, 2)-entries, we get a3 ≡ 0.
Comparing (1, 1)-entries, we get t2,1 ≡ c1a3, and thus t2,1 ≡ 0.
Comparing (2, 1)-entries, we get t1,1 + t2,1 ≡ c4a2 − a1 − c5a3. Using t2,1 ≡ 0
and c4 ≡ −c1, we get t1,1 ≡ c1t2,0.
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Comparing (1, 2)-entries, we get s2,2 ≡ c6a3−c1a1−a2, which becomes s2,2 ≡
t2,0.
We see that ∂1x ∈ W2 if and only if
t2,1 ≡ 0 (A1)
t1,1 ≡ c1t2,0 (A2)
s2,2 ≡ t2,0 (A3).
We wish to identify values b1, b2, b3 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 +
b3m3 (mod I). A formal expression for b1m1 + b2m2 + b3m3 is
b1

0 0 0
c1 0 −3c1
0 3 0
+ b2

0 c4 0
2 0 −3
0 −3c4 0
+ b3

0 0 0
0 c1 3c6
1 3c5 3

=

0 c4b2 0
c1b1 + 2b2 c1b3 3(c6b3 − c1b1 − b2)
b3 3(b1 − c4b2 + c5b3) 3b3
 .
Comparing (0, 1)-entries, we get t0,2 ≡ c4b2. Multiplying by c4 ∈ {1, 2} and
using c4 ≡ −c1 yields b2 ≡ −c1t0,2.
Comparing (1, 0)-entries, we get t1,1 ≡ c1b1 − b2.
Comparing (1, 2)-entries, we get t1,1 ≡ c1b1 + b2 − c6b3, which becomes t1,1 ≡
c1b1 + b2. Combining this with the above expression for t1,1 yields b2 ≡ 0.
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Since b2 ≡ 0 and c1 ∈ {1, 2}, we have t0,2 ≡ 0.
Solving t1,1 ≡ c1b1 + b2 for b1 yields b1 ≡ c1t1,1.
Comparing (1, 1)-entries, we get c1b3 ≡ 0 and thus b3 ≡ 0.
Comparing (2, 2)-entries, we get −t2,1 ≡ b3 and thus t2,1 ≡ 0.
Comparing (2, 1)-entries, we get s2,2 ≡ b1− c4b2 + c5b3, which becomes s2,2 ≡
c1t1,1.
We see that ∂2x ∈ W2 if and only if
t2,1 ≡ 0 (B1)
t0,2 ≡ 0 (B2)
s2,2 ≡ c1t1,1 (B3).
Hence x ∈ ∂−1W2 if and only if
t2,1 ≡ 0 (B1)
t0,2 ≡ 0 (B2)
t1,1 ≡ c1t2,0 (A2)
s2,2 ≡ t2,0 (A3).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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Case 6.2.2.2.
Suppose c2 ∈ {1, 2}.
Multiplying (B2) by c2 yields s2,2 ≡ (c2 − 1)t0,2.
We use (B2) to write (A1) as t1,1 ≡ c4t2,0 + (c2 − 1)c4t0,2.
We use (B2) to write (B1) as t1,1 ≡ c1t0,2 + c1(c2 − 1)t0,2, which simplifies to
t1,1 ≡ c1c2t0,2.
We use (B1) to write (A1) as c1c2t0,2 ≡ c4t2,0 + (c2− 1)c4t0,2, which simplifies
to t2,0 ≡ (c1c2c4 + 1− c2)t0,2.
We use (B2) to write (A2) as c3(c2 − 1)t0,2 ≡ (1− c3)t2,0.
Using (A1) to substitute for t2,0 in (A2) yields (1− c3)(c1c2c4 + 1− c2)t0,2 ≡
(c2 − 1)c3t0,2, which is equivalent to (c1c2c4 + 1− c2 − c1c2c3c4)t0,2 ≡ 0.
For convenience, we let q = c1c2c4 + 1− c2 − c1c2c3c4.
Hence x ∈ ∂−1W2 if and only if
t2,0 ≡ (c1c2c4 + 1− c2)t0,2 (A1)
t1,1 ≡ c1c2t0,2 (B1)
qt0,2 ≡ 0 (A2)
s2,2 ≡ (c2 − 1)t0,2 (B2).
Observe that if q 6≡ 0, then (A2) will become t0,2 ≡ 0 and then we will find
that t2,0 ≡ t1,1 ≡ s2,2 ≡ 0. However, if q ≡ 0, then (A2) will be satisfied and we
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will regard t0,2 as a free variable. Thus we will consider the cases q 6≡ 0 and q ≡ 0
separately.
We argue that q ≡ 0 exactly when (c1, c2, c3, c4) ∈ S, where
S = {(1, 1, 1, 1), (1, 1, 1, 2), (1, 2, 0, 2), (1, 2, 2, 1),
(2, 1, 1, 1), (2, 1, 1, 2), (2, 2, 0, 1), (2, 2, 2, 2)}
.
We write q equivalently as q = c2(c1c4(1− c3)−1) + 1. Recall that c1, c2, c4 ∈
{1, 2} and c3 ∈ {0, 1, 2}. We consider c2 = 1 and c2 = 2 separately.
Suppose c2 = 1. Then we have q = c1c4(1 − c3). We find that q ≡ 0 if and
only if c3 = 1. Thus, we have found four possibilities for (c1, c2, c3, c4): (1, 1, 1, 1),
(1, 1, 1, 2), (2, 1, 1, 1), and (2, 1, 1, 2).
Now suppose c2 = 2. Then q ≡ c1c4(c3 − 1) + 2. We find that q ≡ 0 if and
only if c1c4(c3 − 1) ≡ 1. We now consider c1 = c4 and c1 6= c4 separately.
Suppose c1 = c4. Then c1c4 ≡ 1 and we have q ≡ 0 if and only if c3 − 1 ≡ 1,
which holds when c3 = 2. Thus we have found two possibilities for (c1, c2, c3, c4):
(1, 2, 2, 1) and (2, 2, 2, 2).
Suppose c1 6= c4. Then c1c4 ≡ −1 and we have q ≡ 0 if and only if 1− c3 ≡ 1,
which holds when c3 = 0. Thus we have found two possibilities for (c1, c2, c3, c4):
(1, 2, 0, 2) and (2, 2, 0, 1).
In Case 6.2.2.2.1 we consider (c1, c2, c3, c4) 6∈ S. In Case 6.2.2.2.2 we consider
(c1, c2, c3, c4) ∈ S.
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Case 6.2.2.2.1.
Suppose (c1, c2, c3, c4) 6∈ S.
Then q 6≡ 0 and (A2) becomes t0,2 ≡ 0.
Since t0,2 ≡ 0, (A1) becomes t2,0 ≡ 0, (B1) becomes t1,1 ≡ 0 and (B2) becomes
s2,2 ≡ 0.
Hence x ∈ ∂−1W2 if and only if
t2,0 ≡ 0 (A1)
t1,1 ≡ 0 (B1)
t0,2 ≡ 0 (A2)
s2,2 ≡ 0 (B2).
Thus we find that ∂−1W1 = ∂−1W0 and conclude that W1 is terminal.
Case 6.2.2.2.2.
Suppose (c1, c2, c3, c4) ∈ S.
Then q ≡ 0 and (A2) is satisfied.
Hence x ∈ ∂−1W2 if and only if
t2,0 ≡ (c1c2c4 + 1− c2)t0,2 (A1)
t1,1 ≡ c1c2t0,2 (B1)
s2,2 ≡ (c2 − 1)t0,2 (B2).
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We regard t0,2 as the free variable. Taking t0,2 = 1, the matrix x becomes
v1 =

0 0 1
0 c1c2 0
c1c2c4 + 1− c2 0 3(c2 − 1)
 .
We see that ∂−1W1 = 〈∂−1W0, v1〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |∂−1W1/∂−1W0| = 3. Since |∂−1W0| = 311, it follows that |∂−1W1| = 312.
Recalling that |W1| = 39, we obtain |∂−1W1/W1| = 33.
Note that y1 +W1, y3 +W1, v1 +W1 is a basis for the vector space ∂
−1W1/W1
and that the subspace ∂−1W0/W1 has basis y1 +W1, y3 +W1.
We fix arbitrary values c5, c6 ∈ {0, 1, 2}. There are 9 ways to choose the
values c5 and c6. Let m3 = c5y1 + c6y3 + v1. Thus
m3 =

0 0 1
c6 c1c2 −3c6
c1c2c4 + 1− c2 3c5 3(c2 − 1)
 .
Let W2 = 〈W1,m3〉 ∈ L2. The number of subgroups W2 of this type is 9.
Since m3 6∈ W1 and 3m3 ∈ W1, we have |W2/W1| = 3. Since |W1| = 39 it follows that
|W2| = 310.
For convenience, we let r = c1c2c4 + 1 − c2. Observe that when r 6≡ 0, the
Generalized Terminal Lemma will apply. However, when r ≡ 0, we will not be able to
apply the Generalized Terminal Lemma. The only members (c1, c2, c3, c4) in S that
will satisfy r ≡ 0 are (2, 2, 0, 1) and (1, 2, 0, 2).
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In Case 6.2.2.2.2.1, we consider (c1, c2, c3, c4) 6∈ {(2, 2, 0, 1), (1, 2, 0, 2)}. In
Case 6.2.2.2.2.2, we consider (c1, c2, c3, c4) ∈ {(2, 2, 0, 1), (1, 2, 0, 2)}.
Case 6.2.2.2.2.1.
Suppose (c1, c2, c3, c4) 6∈ {(2, 2, 0, 1), (1, 2, 0, 2)}.
Thus, r 6≡ 0 and both the (0, 2)-entry and (2, 0)-entry of the matrix m3 are
not divisible by 3. Since the corresponding entries in every element in W1 are divisible
by 3, we apply the Generalized Terminal Lemma. We conclude that ∂−1W2/W1 =
∂−1W1/W1. Thus, rank(∂−1W2/W1) = rank(∂−1W1/W1) and W2 is terminal.
Case 6.2.2.2.2.2.
Suppose (c1, c2, c3, c4) ∈ {(2, 2, 0, 1), (1, 2, 0, 2)}.
Note that we have c1 ∈ {1, 2}, c2 = 2, c3 = 0, and c4 ≡ −c1, and recall that
r is divisible by 3.
Thus
m1 =

0 2 0
c1 0 −3c1
0 −3 0
 ,m2 =

0 c4 0
0 0 3
0 −3c4 0
 ,
m3 =

0 0 1
c6 2c1 −3c6
r 3c5 3
 .
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We now calculate the pullback ∂−1W2. The subgroup W2 is contained in the
pattern subgroup 

2 2 2
2 2 1
1 1 1

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1


⋂


2 2 2
2 2 2
2 1 1

 =


2 2 2
2 2 2
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 2
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 −3t1,2
 and
∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 + t1,2 −3(t1,1 + t1,2)
3s2,1 3s2,2 0
 .
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The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 0 3s2,2
 .
We wish to identify values a1, a2, a3 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 +
a3m3 (mod I). A formal expression for a1m1 + a2m2 + a3m3 is
a1

0 2 0
c1 0 −3c1
0 −3 0
+ a2

0 c4 0
0 0 3
0 −3c4 0
+ a3

0 0 1
c6 2c1 −3c6
r 3c5 3

=

0 2a1 + c4a2 a3
c1a1 + c6a3 2c1a3 3(a2 − c1a1 − c6a3)
ra3 3(c5a3 − a1 − c4a2) 3a3
 .
Since we are working modulo I and r is divisible by 3, we see that comparing
(2, 0)-entries yields no information.
Comparing (1, 1)-entries, we get −c1a3 ≡ 0. Multiplying by c1 ∈ {1, 2} yields
a3 ≡ 0.
Comparing (2, 1)-entries, we get t1,1 ≡ a1+c4a2−c5a3 and thus t1,1 ≡ a1−c1a2.
Comparing (0, 1)-entries, we get t1,1 ≡ −a1 + c4a2, which becomes t1,1 ≡
−a1 − c1a2. Combining this with the above expression for t1,1 yields a1 ≡ 0.
Thus we have t1,1 ≡ −c1a2, which yields a2 ≡ −c1t1,1.
Comparing (1, 0)-entries, we get t2,0 ≡ c1a1 + c6a3, which becomes t2,0 ≡ 0.
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Comparing (0, 2)-entries, we get t1,2 ≡ a3, and thus t1,2 ≡ 0.
Comparing (2, 2)-entries, we get −t1,2 ≡ a3, which we already have.
Comparing (1, 2)-entries, we get s2,2 ≡ a2−c1a1−c6a3, which becomes s2,2 ≡
−c1t1,1.
We see that ∂1x ∈ W2 if and only if
t1,2 ≡ 0 (A1)
t2,0 ≡ 0 (A2)
s2,2 ≡ −c1t1,1 (A3).
We wish to identify values b1, b2, b3 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 +
b3m3 (mod I). A formal expression for b1m1 + b2m2 + b3m3 is
b1

0 2 0
c1 0 −3c1
0 −3 0
+ b2

0 c4 0
0 0 3
0 −3c4 0
+ b3

0 0 1
c6 2c1 −3c6
r 3c5 3

=

0 2b1 + c4b2 b3
c1b1 + c6b3 2c1b3 3(b2 − c1b1 − c6b3)
rb3 3(c5b3 − b1 − c4b2) 3b3
 .
Since we are working modulo I and r is divisible by 3, we see that comparing
(2, 0)-entries yields no information.
Comparing (0, 2)-entries, we get b3 ≡ 0.
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Comparing (2, 2)-entries, we get b3 ≡ 0 again.
Comparing (1, 1)-entries, we get t1,2 ≡ −c1b3 and thus t1,2 ≡ 0.
Comparing (1, 0)-entries, we get t1,1 ≡ c1b1 + c6b3, which becomes b1 ≡ c1t1,1.
Comparing (1, 2)-entries, we get t1,1 + t1,2 ≡ c1b1 − b2 + c6b3, which becomes
t1,1 ≡ c1b1 − b2. Substituting for b1 yields b2 ≡ 0.
Comparing (0, 1)-entries, we get t0,2 ≡ −b1 + c4b2, which becomes t1,1 ≡
−c1t0,2.
Comparing (2, 1)-entries, we get s2,2 ≡ c5b3− b1− c4b2, which becomes s2,2 ≡
−c1t1,1. We write this as s2,2 ≡ t0,2.
We see that ∂2x ∈ W2 if and only if
t1,2 ≡ 0 (B1)
t1,1 ≡ −c1t0,2 (B2)
s2,2 ≡ t0,2 (B3).
Hence x ∈ ∂−1W2 if and only if
t2,0 ≡ 0 (A2)
t1,2 ≡ 0 (B1)
t1,1 ≡ −c1t0,2 (B2)
s2,2 ≡ t0,2 (B3).
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These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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CHAPTER XVIII
CASE 7 FOR B(3)
We fix arbitrary values c1, c2, c3 ∈ {1, 2}. There are 8 ways to choose the values c1,
c2 and c3. Let m1 = y1 + c1y4, m2 = y2 + c2y4 and m3 = y3 + c3y4. Thus
m1 =

0 c1 0
0 0 0
0 3(1− c1) 0
 ,m2 =

0 c2 0
0 0 3
0 −3c2 0
 ,m3 =

0 c3 0
1 0 −3
0 −3c3 0
 .
Let W1 = 〈W0,m1,m2,m3〉 ∈ L1. The number of subgroups W1 of this type is 8.
Since m1 6∈ W0 and 3m1 ∈ W0 we have |〈W0,m1〉/W0| = 3. Since m2 6∈ 〈W0,m1〉 and
3m2 ∈ 〈W0,m1〉 we have |〈W0,m1,m2〉, 〈W0,m1〉| = 3. Since m3 6∈ 〈W0,m1,m2〉, and
3m3 ∈ 〈W0,m1,m2〉, we have |W1/〈W0,m1,m2〉| = 3. Since |W0| = 37 it follows that
|W1| = 310. Note that ∂−1W0/W1 ∼= Z3 and rank(∂−1W0/W1) = 1. We now calculate
the pullback ∂−1W1. The subgroup W1 is contained in the pattern subgroup

2 2 1
2 1 1
1 1 0

 .
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Thus the pullback ∂−1W1 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1


⋂


2 2 2
2 2 1
2 1 1

 =


2 2 2
2 2 1
2 1 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2
3s2,0 + t2,0 3s2,1 3s2,2
−3(t1,0 + t2,0) −3t1,1 0
 and
∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 −3t1,1
3s2,1 3s2,2 0
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 0
t2,0 0 3s2,2
 .
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We wish to identify values a1, a2, a3 ∈ Z9 such that ∂1x ≡ a1m1+a2m2+a3m3 (mod I).
A formal expression for a1m1 + a2m2 + a3m3 is
a1

0 c1 0
0 0 0
0 3(1− c1) 0
+ a2

0 c2 0
0 0 3
0 −3c2 0
+ a3

0 c3 0
1 0 −3
0 −3c3 0
 .
For convenience, we write q = c1a1 + c2a2 + c3a3. A formal expression for a1m1 +
a2m2 + a3m3 is 
0 q 0
a3 0 3(a2 − a3)
0 3(a1 − q) 0
 .
Comparing (0, 0), (0, 2), (1, 1), and (2, 0)-entries yields no information.
Comparing (1, 0)-entries, we get t2,0 ≡ a3.
Comparing (1, 2)-entries, we get s2,2 ≡ a2 − a3. Thus a2 ≡ t2,0 + s2,2.
Comparing (0, 1)-entries, we get t1,1 ≡ q.
Comparing (2, 1)-entries, we get −t1,1 ≡ a1 − q and since t1,1 ≡ q1, we get
a1 ≡ 0.
We use our expression for q to write t1,1 ≡ c2(t2,0 + s2,2) + c3t2,0.
We see that ∂1x ∈ W1 if and only if
t1,1 ≡ (c2 + c3)t2,0 + c2s2,2 (A1).
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We wish to identify values b1, b2, b3 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 +
b3m3 (mod I). A formal expression for b1m1 + b2m2 + b3m3 is
b1

0 c1 0
0 0 0
0 3(1− c1) 0
+ b2

0 c2 0
0 0 3
0 −3c2 0
+ b3

0 c3 0
1 0 −3
0 −3c3 0
 .
For convenience, we write r = c1b1 + c2b2 + c3b3. A formal expression for b1m1 +
b2m2 + b3m3 is 
0 r 0
b3 0 3(b2 − b3)
0 3(b1 − r) 0
 .
Comparing (0, 0), (0, 2), (1, 1), and (2, 0)-entries yields no information.
Comparing (1, 0)-entries, we get t1,1 ≡ b3.
Comparing (1, 2)-entries, we get −t1,1 ≡ b2 − b3. Thus b2 ≡ 0.
Comparing (0, 1)-entries, we get t0,2 ≡ r.
Comparing (2, 1)-entries, we get s2,2 ≡ b1 − r and thus b1 ≡ t0,2 + s2,2.
We use our expression for r to write t0,2 ≡ c1(t0,2 + s2,2) + c3t1,1. Solving for
s2,2 yields s2,2 ≡ (c1 − 1)t0,2 − c1c3t1,1.
We see that ∂2x ∈ W1 if and only if
s2,2 ≡ (c1 − 1)t0,2 − c1c3t1,1 (B1).
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We use use (B1) to substitute for s2,2 in (A1). Thus (A1) becomes t1,1 ≡
(c2 + c3)t2,0 + c2((c1 − 1)t0,2 − c1c3t1,1), which we simplify to get (c1c2c3 + 1)t1,1 ≡
(c2 + c3)t2,0 + (c1 − 1)c2t0,2.
Hence x ∈ ∂−1W1 if and only if
(c1c2c3 + 1)t1,1 ≡ (c2 + c3)t2,0 + (c1 − 1)c2t0,2 (A1)
s2,2 ≡ (c1 − 1)t0,2 − c1c3t1,1 (B1).
We now consider subcases based on assumptions about c1, c2, and c3. In Case
7.1 we consider c1c2c3 ≡ 1. In Case 7.2 we consider c1c2c3 ≡ 2 and c1 = 2. In Case
7.3 we consider c1c2c3 ≡ 2 and c1 = 1.
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18.1 Case 7.1.
Suppose c1c2c3 ≡ 1.
Then (A1) becomes t1,1 ≡ −(c2 + c3)t2,0 + (1− c1)c2t0,2.
We use (A1) to rewrite (B1) as s2,2 ≡ (c1 − 1)t0,2 − c1c3(−(c2 + c3)t2,0 + (1−
c1c2)t0,2), which simplifies to s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2.
Hence x ∈ ∂−1W1 if and only if
t1,1 ≡ −(c2 + c3)t2,0 + (1− c1)c2t0,2 (A1)
s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2 (B1).
We regard t2,0 and t0,2 as the free variables. Taking t2,0 = 1 and t0,2 = 0, the
matrix x becomes
v1 =

0 0 0
0 −(c2 + c3) 0
1 0 3(c1 + 1)
 .
Taking t2,0 = 0 and t0,2 = 1, the matrix x becomes
v2 =

0 0 1
0 (1− c1)c2 0
0 0 3(1− c1)
 .
We see that ∂−1W1 = 〈∂−1W0, v1, v2〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |〈∂−1W0, v1〉/∂−1W0| = 3. Since v2 6∈ 〈∂−1W0, v1〉 and 3v2 ∈ 〈∂−1W0, v1〉, we
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have |∂−1W1/〈∂−1W0, v1〉| = 3. Thus |∂−1W1/∂−1W0| = 32. Since |∂−1W0| = 311, it
follows that |∂−1W1| = 313. Recalling that |W1| = 310, we obtain |∂−1W1/W1| = 33.
Each of y4, v1, v2 is contained in ∂
−1W1 but not in W1. Each of 3y4, 3v1, 3v2
is contained in W1. Thus each of y4 + W1, v1 + W1, v2 + W1 is an element of order
3 in the group ∂−1W1/W1. These three elements form a generating set for the group
∂−1W1/W1. Recalling that |∂−1W1/W1| = 33, we obtain ∂−1W1/W1 ∼= Z3 × Z3 × Z3.
Thus rank(∂−1W1/W1) = 3 and we may regard ∂−1W1/W1 as a vector space.
Since rank(∂−1W0/W1) = 1, we have rank(∂−1W0/W1) < rank(∂−1W1/W1).
Hence W1 is nonterminal and W1 ∈ Lˆ1.
Note that y4 +W1, v1 +W1, v2 +W1 is a basis for the vector space ∂
−1W1/W1
and that the subspace ∂−1W0/W1 is generated by y4 +W1.
The subgroups W2 belonging to L2(W1) correspond to the nontrivial proper
subspaces W2/W1 of ∂
−1W1/W1 for which the intersection W2/W1 ∩ ∂−1W0/W1 is
trivial. Since ∂−1W1/W1 has dimension 3, every such subspace W2/W1 has dimension
1 or 2.
To help us define the subgroups W2 belonging to L2, it will be convenient
to identify each element of the vector space ∂−1W1/W1 with its coordinate vector
with respect to the ordered basis y4 +W1, v1 +W1, v2 +W1. In this way we identify
∂−1W1/W1 with the vector space Z3 ×Z3 ×Z3 consisting of row vectors. Under this
identification, the elements y4 + W1, v1 + W1, v2 + W1 in ∂
−1W1/W1 are associated
with the so-called standard basis vectors [1, 0, 0], [0, 1, 0], [0, 0, 1] in Z3 × Z3 × Z3.
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The subgroups W2 belonging to L2 are in one-to-one correspondence with the
nontrivial proper subspaces W2/W1 of ∂
−1W1/W1 for which the intersection W2/W1∩
∂−1W0/W1 is trivial. Note that ∂−1W0/W1 is the 1-dimensional subspace generated
by the element y4 + W1. Under our identification, each such subspace W2/W1 is
associated with a subspace S of Z3 × Z3 × Z3 that does not contain the standard
basis vector [1, 0, 0]. Let m denote the unique matrix in reduced row-echelon form
that is row-equivalent to the matrix whose rows are the members of an arbitrarily-
chosen basis of such a subspace S. In Case 7.1.1 we consider 1-dimensional subspaces
W2/W1. There are three possible forms for the matrix m. The first form is
m =
[
0 0 1
]
(1 possibility),
which is considered in Case 7.1.1.1. The second form is
m =
[
0 1 c4
]
for c4,∈ {0, 1, 2} (3 possibilities),
which is considered in Case 7.1.1.2. The third form is
m =
[
1 c4 c5
]
for c4, c5 ∈ {0, 1, 2} and (c4, c5) 6= (0, 0) (8 possibilities),
which is considered in Case 7.1.1.3. In Case 7.1.2 we consider 2-dimensional subspaces
W2/W1. There are three possible forms for the matrix m. The first form is
m =
0 1 0
0 0 1
 (1 possibility),
which is considered in Case 7.1.2.1. The second form is
m =
1 c4 0
0 0 1
 for c4 ∈ {1, 2} (2 possibilities),
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which is considered in Case 7.1.2.2. The third form is
m =
1 0 c4
0 1 c5
 for c4 ∈ {1, 2}, c5 ∈ {0, 1, 2} (6 possibilities),
which is considered in Case 7.1.2.3.
18.1.1 Case 7.1.1.
Let d0, d1, d2 be unspecified. Let m4 = d0y4 + d1v1 + d2v2. Thus
m4 = d0

0 1 0
0 0 0
0 −3 0
+ d1

0 0 0
0 −(c2 + c3) 0
1 0 3(c1 + 1)

+d2

0 0 1
0 (1− c1)c2 0
0 0 3(1− c1)

=

0 d0 d2
0 −(c2 + c3)d1 + (1− c1)c2d2 0
d1 −3d0 3((c1 + 1)d1 + (1− c1)d2)
 .
Let W2 = 〈W1,m4〉 ∈ L2. We now calculate the pullback ∂−1W2. The subgroup W2
is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
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Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1


⋂


2 2 2
2 2 2
2 2 1

 =


2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
−3(t1,0 + t2,0) −3(t1,1 + t2,1) −3t1,2

and ∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 + t1,2 −3(t1,1 + t1,2)
3s2,1 + t2,1 3s2,2 −3t2,1
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
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We wish to identify values a1, a2, a3, a4 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 + a3m3 +
a4m4 (mod I). A formal expression for a1m1 + a2m2 + a3m3 + a4m4 is
a1

0 c1 0
0 0 0
0 3(1− c1) 0
+ a2

0 c2 0
0 0 3
0 −3c2 0
+ a3

0 c3 0
1 0 −3
0 −3c3 0

+a4

0 d0 d2
0 −(c2 + c3)d1 + (1− c1)c2d2 0
d1 −3d0 3((c1 + 1)d1 + (1− c1)d2)
 .
For convenience, we write q = c1a1 + c2a2 + c3a3 + d0a4. A formal expression for
a1m1 + a2m2 + a3m3 + a4m4 is
=

0 q d2a4
a3 −(c2 + c3)d1a4 + (1− c1)c2d2a4 3(a2 − a3)
d1a4 3(a1 − q) 3((c1 + 1)d1a4 + (1− c1)d2a4)
 .
Comparing (1, 0)-entries, we get t2,0 ≡ a3.
Comparing (1, 2)-entries, we get s2,2 ≡ a2 − a3 and thus a2 ≡ t2,0 + s2,2.
Comparing (0, 1)-entries, we get t1,1 ≡ q.
Comparing (2, 1)-entries, we get t1,1 + t2,1 ≡ q − a1. Thus a1 ≡ −t2,1.
Comparing (0, 2)-entries, we get t1,2 ≡ d2a4.
Comparing (2, 0)-entries, we get 0 ≡ d1a4.
Comparing (1, 1)-entries, we get t2,1 ≡ −(c2 + c3)d1a4 + (1− c1)c2d2a4. Using
t1,2 ≡ d2a4 and 0 ≡ d1a4 yields t2,1 ≡ (1− c1)c2t1,2.
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Comparing (2, 2)-entries, we get −t1,2 ≡ (c1 + 1)d1a4 + (1 − c1)d2a4. Using
t1,2 ≡ d2a4 and 0 ≡ d1a4 yields −t1,2 ≡ (1−c1)t1,2, which simplifies to (c1 +1)t1,2 ≡ 0.
Using our expression for q, we write t1,1 ≡ −c1t2,1+(c2+c3)t2,0+c2s2,2+d0a4.
We see that ∂1x ∈ W2 if and only if
a1 ≡ −t2,1 (A1)
a2 ≡ t2,0 + s2,2 (A2)
a3 ≡ t2,0 (A3)
d1a4 ≡ 0 (A4)
d2a4 ≡ t1,2 (A5)
t1,1 ≡ (c2 + c3)t2,0 − c1t2,1 + c2s2,2 + d0a4 (A6)
t2,1 ≡ (1− c1)c2t1,2 (A7)
(c1 + 1)t1,2 ≡ 0 (A8).
We wish to identify values b1, b2, b3, b4 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 +
b3m3 + b4m4 (mod I). A formal expression for b1m1 + b2m2 + b3m3 + b4m4 is
b1

0 c1 0
0 0 0
0 3(1− c1) 0
+ b2

0 c2 0
0 0 3
0 −3c2 0
+ b3

0 c3 0
1 0 −3
0 −3c3 0

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+b4

0 d0 d2
0 −(c2 + c3)d1 + (1− c1)c2d2 0
d1 −3d0 3((c1 + 1)d1 + (1− c1)d2)
 .
For convenience, we write r = c1b1 + c2b2 + c3b3 + d0b4. A formal expression for
b1m1 + b2m2 + b3m3 + b4m4 is
=

0 r d2b4
b3 −(c2 + c3)d1b4 + (1− c1)c2d2b4 3(b2 − b3)
d1b4 3(b1 − r) 3((c1 + 1)d1b4 + (1− c1)d2b4)
 .
Comparing (1, 0)-entries, we get t1,1 ≡ b3.
Comparing (1, 2)-entries, we get −t1,1 − t1,2 ≡ b2 − b3 and thus b2 ≡ −t1,2.
Comparing (0, 1)-entries, we get t0,2 ≡ r.
Comparing (2, 1)-entries, we get s2,2 ≡ b1 − r and thus b1 ≡ t0,2 + s2,2.
Comparing (2, 0)-entries, we get t2,1 ≡ d1b4.
Comparing (0, 2)-entries, we get 0 ≡ d2b4.
Comparing (1, 1)-entries, we get t1,2 ≡ −(c2 + c3)d1b4 + (1− c1)c2d2b4. Using
0 ≡ d2a4 and t2,1 ≡ d1a4 yields t1,2 ≡ −(c2 + c3)t2,1.
Comparing (2, 2)-entries, we get −t2,1 ≡ (c1 + 1)d1b4 + (1 − c1)d2b4. Using
0 ≡ d2a4 and t2,1 ≡ d1a4 yields −t2,1 ≡ (c1 +1)t2,1, which simplifies to (c1−1)t2,1 ≡ 0.
We use our expression for r to write t0,2 ≡ c1t0,2 +c1s2,2−c2t1,2 +c3t1,1 +d0b4.
Using c21 ≡ 1 and solving for s2,2 yields s2,2 ≡ (c1− 1)t0,2 + c1c2t1,2− c1c3t1,1− c1d0b4.
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We see that ∂2x ∈ W2 if and only if
b1 ≡ t0,2 + s2,2 (B1)
b2 ≡ −t1,2 (B2)
b3 ≡ t1,1 (B3)
d1b4 ≡ t2,1 (B4)
d2b4 ≡ 0 (B5)
s2,2 ≡ (c1 − 1)t0,2 + c1c2t1,2 − c1c3t1,1 − c1d0b4 (B6)
t1,2 ≡ −(c2 + c3)t2,1 (B7)
(c1 − 1)t2,1 ≡ 0 (B8).
We consider (A6), (A7), (B6), and (B7). Recall that c1 ∈ {1, 2}.
If c1 = 1, we find that (A8) becomes t1,2 ≡ 0 and thus (A7) becomes t2,1 ≡ 0.
If c1 = 2, we find that (B8) becomes t2,1 ≡ 0 and thus (B7) becomes t1,2 ≡ 0.
We conclude that (A7), (A8), (B7) and (B8) are equivalent to t2,1 ≡ 0 and
t1,2 ≡ 0.
Since t1,2 ≡ 0, (A5) becomes d2a4 ≡ 0.
Since t1,2 ≡ 0, (B6) becomes s2,2 ≡ (c1 − 1)t0,2 − c1c3t1,1 − c1d0b4.
Since t2,1 ≡ 0, (B4) becomes d1b4 ≡ 0.
Since t2,1 ≡ 0, (A6) becomes t1,1 ≡ (c2 + c3)t2,0 + c2s2,2 + d0a4.
We use (B6) to substitute for s2,2 in (A6) and get t1,1 ≡ (c2 + c3)t2,0 +
c2((c1 − 1)t0,2 − c1c3t1,1 − c1d0b4) + d0a4. which we simplify to get (1 + c1c2c3)t1,1 ≡
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(c2 + c3)t2,0 + (c1 − 1)c2t0,2 + d0(a4 − c1c2b4). Since c1c2c3 ≡ 1, we get t1,1 ≡ −(c2 +
c3)t2,0 + (1− c1)c2t0,2 + d0(c1c2b4 − a4).
We now use (A6) to substitute for t1,1 in (B6) and get s2,2 ≡ (c1 − 1)t0,2 −
c1c3(−(c2+c3)t2,0+(1−c1)c2t0,2+d0(c1c2b4−a4))−c1d0b4. Recalling that c1c2c3 ≡ 1, we
simplify this expression to get s2,2 ≡ (c1+1)t2,0+(1−c1)t0,2+d0(c1c3a4−(c1+c2c3)b4).
Hence x ∈ ∂−1W2 if and only if
d1a4 ≡ 0 (A4)
d2a4 ≡ 0 (A5)
t1,1 ≡ −(c2 + c3)t2,0 + (1− c1)c2t0,2 + d0(c1c2b4 − a4) (A6)
t2,1 ≡ 0 (A7)
d1b4 ≡ 0 (B4)
d2b4 ≡ 0 (B5)
s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2 + d0(c1c3a4 − (c1 + c2c3)b4) (B6)
t1,2 ≡ 0 (B7).
Case 7.1.1.1.
Let m4 = v2. Thus
m4 =

0 0 1
0 (1− c1)c2 0
0 0 3(1− c1)
 .
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Let W2 = 〈W1,m4〉 ∈ L2. The number of subgroups W2 of this type is 1. Since
|W1| = 310 it follows that |W2| = 311. Note that ∂−1W1/W2 ∼= Z3 × Z3 and
rank(∂−1W1/W2) = 2. We now calculate the pullback ∂−1W2. We observed in Case
7.1.1 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.1.1, we are taking d0 = 0, d1 = 0, and d2 = 1.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ 0 (A4)
a4 ≡ 0 (A5)
t1,1 ≡ −(c2 + c3)t2,0 + (1− c1)c2t0,2 (A6)
t2,1 ≡ 0 (A7)
0 ≡ 0 (B4)
b4 ≡ 0 (B5)
s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2 (B6)
t1,2 ≡ 0 (B7).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.1.1.2.
We fix an arbitrary value c4 ∈ {0, 1, 2}. There are 3 ways to choose the value c4. Let
m4 = v1 + c4v2. Thus
m4 =

0 0 c4
0 −(c2 + c3) + (1− c1)c2c4 0
1 0 3((c1 + 1) + (1− c1)c4)
 .
Let W2 = 〈W1,m4〉 ∈ L2. The number of subgroups W2 of this type is 1. Since
|W1| = 310 it follows that |W2| = 311. Note that ∂−1W1/W2 ∼= Z3 × Z3 and
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rank(∂−1W1/W2) = 2. We now calculate the pullback ∂−1W2. We observed in Case
7.1.1 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.1.1, we are taking d0 = 0, d1 = 1, and d2 = c4.
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Hence x ∈ ∂−1W2 if and only if
a4 ≡ 0 (A4)
c4a4 ≡ 0 (A5)
t1,1 ≡ −(c2 + c3)t2,0 + (1− c1)c2t0,2 (A6)
t2,1 ≡ 0 (A7)
b4 ≡ 0 (B4)
c4b4 ≡ 0 (B5)
s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2 (B6)
t1,2 ≡ 0 (B7).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.1.1.3.
We fix arbitrary values c4, c5 ∈ {0, 1, 2} such that (c4, c5) 6= (0, 0). There are 8 ways
to choose the values c4 and c5. Let m4 = y4 + c4v1 + c5v2. Thus
m4 =

0 1 c5
0 −(c2 + c3)c4 + (1− c1)c2c5 0
c4 −3 3((c1 + 1)c4 + (1− c1)c5)
 .
Let W2 = 〈W1,m4〉 ∈ L2. The number of subgroups W2 of this type is 1. Since
|W1| = 310 it follows that |W2| = 311. Note that ∂−1W1/W2 ∼= Z3 × Z3 and
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rank(∂−1W1/W2) = 2. We now calculate the pullback ∂−1W2. We observed in Case
7.1.1 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.1.1, we are taking d0 = 1, d1 = c4, and d2 = c5.
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Hence x ∈ ∂−1W2 if and only if
c4a4 ≡ 0 (A4)
c5a4 ≡ 0 (A5)
t1,1 ≡ −(c2 + c3)t2,0 + (1− c1)c2t0,2 + c1c2b4 − a4 (A6)
t2,1 ≡ 0 (A7)
c4b4 ≡ 0 (B4)
c5b4 ≡ 0 (B5)
s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2 + c1c3a4 − (c1 + c2c3)b4 (B6)
t1,2 ≡ 0 (B7).
We show that (A4), (A5), (B4), and (B5) are equivalent to a4 ≡ 0 and b4 ≡ 0.
Recall that (c4, c5) 6= (0, 0).
If c4 ≡ 0, then (A4) and (B4) are trivial. Note that c25 ≡ 1. Multiplying (A5)
by c5 yields a4 ≡ 0 and multiplying (B5) by c5 yields b4 ≡ 0.
If c5 ≡ 0, then (A5) and (B5) are trivial. Note that c24 ≡ 1. Multiplying (A4)
by c4 yields a4 ≡ 0 and multiplying (B4) by c4 yields b4 ≡ 0.
If c4, c5 ∈ {1, 2}, then c24 ≡ c25 ≡ 1. Multiplying (A4) by c4 and (A5) by c5
both yield a4 ≡ 0. Multiplying (B4) by c4 and (B5) by c5 both yield b4 ≡ 0.
Since a4 ≡ 0 and b4 ≡ 0, (A6) becomes t1,1 ≡ −(c2 + c3)t2,0 + (1 − c1)c2t0,2
and (B6) becomes s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ −(c2 + c3)t2,0 + (1− c1)c2t0,2 (A6)
t2,1 ≡ 0 (A7)
s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2 (B6)
t1,2 ≡ 0 (B7).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
18.1.2 Case 7.1.2.
Let d0, d1, d2, e1, e2 be unspecified. Letm4 = d0y4+d1v1+d2v2 and letm5 = e1v1+e2v2.
Thus
m4 = d0

0 1 0
0 0 0
0 −3 0
+ d1

0 0 0
0 −(c2 + c3) 0
1 0 3(c1 + 1)

+d2

0 0 1
0 (1− c1)c2 0
0 0 3(1− c1)

=

0 d0 d2
0 −(c2 + c3)d1 + (1− c1)c2d2 0
d1 −3d0 3((c1 + 1)d1 + (1− c1)d2)
 ,
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m5 = e1

0 0 0
0 −(c2 + c3) 0
1 0 3(c1 + 1)

+e2

0 0 1
0 (1− c1)c2 0
0 0 3(1− c1)

=

0 0 e2
0 −(c2 + c3)e1 + (1− c1)c2e2 0
e1 0 3((c1 + 1)e1 + (1− c1)e2)
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. We now calculate the pullback ∂−1W2. The subgroup
W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1


⋂


2 2 2
2 2 2
2 2 1

 =


2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
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Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
−3(t1,0 + t2,0) −3(t1,1 + t2,1) −3t1,2

and ∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 + t1,2 −3(t1,1 + t1,2)
3s2,1 + t2,1 3s2,2 −3t2,1
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
We wish to identify values a1, a2, a3, a4, a5 ∈ Z9 such that ∂1x ≡ a1m1 +
a2m2 + a3m3 + a4m4 + a5m5 (mod I). A formal expression for a1m1 + a2m2 + a3m3 +
a4m4 + a5m5 is
a1

0 c1 0
0 0 0
0 3(1− c1) 0
+ a2

0 c2 0
0 0 3
0 −3c2 0
+ a3

0 c3 0
1 0 −3
0 −3c3 0

+a4

0 d0 d2
0 −(c2 + c3)d1 + (1− c1)c2d2 0
d1 −3d0 3((c1 + 1)d1 + (1− c1)d2)

412
+a5

0 0 e2
0 −(c2 + c3)e1 + (1− c1)c2e2 0
e1 0 3((c1 + 1)e1 + (1− c1)e2)
 .
For convenience, we write q = c1a1 + c2a2 + c3a3 + d0a4, q1 = d1a4 + e1a5 and
q2 = d2a4 + e2a5. A formal expression for a1m1 + a2m2 + a3m3 + a4m4 + a5m5 is
0 q q2
a3 −(c2 + c3)q1 + (1− c1)c2q2 3(a2 − a3)
q1 3(a1 − q) 3((c1 + 1)q1 + (1− c1)q2)
 .
Comparing (1, 0)-entries, we get t2,0 ≡ a3.
Comparing (1, 2)-entries, we get s2,2 ≡ a2 − a3 and thus a2 ≡ t2,0 + s2,2.
Comparing (0, 1)-entries, we get t1,1 ≡ q.
Comparing (2, 1)-entries, we get t1,1 + t2,1 ≡ q − a1. Thus a1 ≡ −t2,1.
Comparing (0, 2)-entries, we get t1,2 ≡ q2.
Comparing (2, 0)-entries, we get 0 ≡ q1.
Comparing (1, 1)-entries, we get t2,1 ≡ −(c2 + c3)q1 + (1− c1)c2q2. Using the
above congruences, we get t2,1 ≡ (1− c1)c2t1,2.
Comparing (2, 2)-entries, we get −t1,2 ≡ (c1 + 1)q1 + (1 − c1)q2. Using the
above congruences, we get −t1,2 ≡ (1−c1)t1,2, which we simplify to get (1+c1)t1,2 ≡ 0.
Using our expression for q, we write t1,1 ≡ −c1t2,1+(c2+c3)t2,0+c2s2,2+d0a4.
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We see that ∂1x ∈ W2 if and only if
a1 ≡ −t2,1 (A1)
a2 ≡ t2,0 + s2,2 (A2)
a3 ≡ t2,0 (A3)
q1 ≡ 0 (A4)
q2 ≡ t1,2 (A5)
t1,1 ≡ (c2 + c3)t2,0 − c1t2,1 + c2s2,2 + d0a4 (A6)
t2,1 ≡ (1− c1)c2t1,2 (A7)
(c1 + 1)t1,2 ≡ 0 (A8).
We wish to identify values b1, b2, b3, b4, b5 ∈ Z9 such that ∂2x ≡ b1m1+b2m2+
b3m3+b4m4+b5m5 (mod I). A formal expression for b1m1+b2m2+b3m3+b4m4+b5m5
is
b1

0 c1 0
0 0 0
0 3(1− c1) 0
+ b2

0 c2 0
0 0 3
0 −3c2 0
+ b3

0 c3 0
1 0 −3
0 −3c3 0

+b4

0 d0 d2
0 −(c2 + c3)d1 + (1− c1)c2d2 0
d1 −3d0 3((c1 + 1)d1 + (1− c1)d2)

414
+b5

0 0 e2
0 −(c2 + c3)e1 + (1− c1)c2e2 0
e1 0 3((c1 + 1)e1 + (1− c1)e2)
 .
For convenience, we write r = c1b1 + c2b2 + c3b3 + d0b4, r1 = d1b4 + e1b5 and
r2 = d2b4 + e2b5. A formal expression for b1m1 + b2m2 + b3m3 + b4m4 + b5m5 is
0 r r2
b3 −(c2 + c3)r1 + (1− c1)c2r2 3(b2 − b3)
r1 3(b1 − r) 3((c1 + 1)r1 + (1− c1)r2)
 .
Comparing (1, 0)-entries, we get t1,1 ≡ b3.
Comparing (1, 2)-entries, we get −t1,1 − t1,2 ≡ b2 − b3 and thus b2 ≡ −t1,2.
Comparing (0, 1)-entries, we get t0,2 ≡ r.
Comparing (2, 1)-entries, we get s2,2 ≡ b1 − r and thus b1 ≡ t0,2 + s2,2.
Comparing (2, 0)-entries, we get t2,1 ≡ r1.
Comparing (0, 2)-entries, we get 0 ≡ r2.
Comparing (1, 1)-entries, we get t1,2 ≡ −(c2 + c3)r1 + (1− c1)c2r2. Using the
above congruences, we get t1,2 ≡ −(c2 + c3)t2,1.
Comparing (2, 2)-entries, we get −t2,1 ≡ (c1 + 1)r1 + (1 − c1)r2. Using the
above congruences, we get −t2,1 ≡ (c1 + 1)t2,1, which simplifies to (c1 − 1)t2,1 ≡ 0.
We use our expression for r to write t0,2 ≡ c1t0,2 +c1s2,2−c2t1,2 +c3t1,1 +d0b4.
Using c21 ≡ 1 and solving for s2,2 yields s2,2 ≡ (c1− 1)t0,2 + c1c2t1,2− c1c3t1,1− c1d0b4.
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We see that ∂2x ∈ W2 if and only if
b1 ≡ t0,2 + s2,2 (B1)
b2 ≡ −t1,2 (B2)
b3 ≡ t1,1 (B3)
r1 ≡ t2,1 (B4)
r2 ≡ 0 (B5)
s2,2 ≡ (c1 − 1)t0,2 + c1c2t1,2 − c1c3t1,1 − c1d0b4 (B6)
t1,2 ≡ −(c2 + c3)t2,1 (B7)
(c1 − 1)t2,1 ≡ 0 (B8).
We consider (A6), (A7), (B6), and (B7). Recall that c1 ∈ {1, 2}.
If c1 = 1, we find that (A8) becomes t1,2 ≡ 0 and thus (A7) becomes t2,1 ≡ 0.
If c1 = 2, we find that (B8) becomes t2,1 ≡ 0 and thus (B7) becomes t1,2 ≡ 0.
We conclude that (A7), (A8), (B7) and (B8) are equivalent to t2,1 ≡ 0 and
t1,2 ≡ 0.
Since t1,2 ≡ 0, (A5) becomes q2 ≡ 0.
Since t1,2 ≡ 0, (B6) becomes s2,2 ≡ (c1 − 1)t0,2 − c1c3t1,1 − c1d0b4.
Since t2,1 ≡ 0, (B4) becomes r1 ≡ 0.
Since t2,1 ≡ 0, (A6) becomes t1,1 ≡ (c2 + c3)t2,0 + c2s2,2 + d0a4.
We use (B6) to substitute for s2,2 in (A6) and get t1,1 ≡ (c2 + c3)t2,0 +
c2((c1 − 1)t0,2 − c1c3t1,1 − c1d0b4) + d0a4. which we simplify to get (1 + c1c2c3)t1,1 ≡
416
(c2 + c3)t2,0 + (c1 − 1)c2t0,2 + d0(a4 − c1c2b4). Since c1c2c3 ≡ 1, we get t1,1 ≡ −(c2 +
c3)t2,0 + (1− c1)c2t0,2 + d0(c1c2b4 − a4).
We now use (A6) to substitute for t1,1 in (B6) and get s2,2 ≡ (c1 − 1)t0,2 −
c1c3(−(c2 +c3)t2,0 +(1−c1)c2t0,2 +d0(c1c2b4−a4))−c1d0b4. Recalling that c1c2c3 ≡ 1,
we simplify this expression to get s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2 + d0(c1c3a4 + c1b4).
Hence x ∈ ∂−1W2 if and only if
q1 ≡ 0 (A4)
q2 ≡ 0 (A5)
t1,1 ≡ −(c2 + c3)t2,0 + (1− c1)c2t0,2 + d0(c1c2b4 − a4) (A6)
t2,1 ≡ 0 (A7)
r1 ≡ 0 (B4)
r2 ≡ 0 (B5)
s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2 + d0(c1c3a4 + c1b4) (B6)
t1,2 ≡ 0 (B7).
Case 7.1.2.1.
Let m4 = v1 and let m5 = v2. Thus
m4 =

0 0 0
0 −(c2 + c3) 0
1 0 3(c1 + 1)
 ,m5 =

0 0 1
0 (1− c1)c2 0
0 0 3(1− c1)
 .
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Let W2 = 〈W1,m4,m5〉 ∈ L2. The number of subgroups W2 of this type is 1. Since
|W1| = 310 and |W2/W1| = 32, it follows that |W2| = 312. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
Case 7.2.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.1.2, we are taking d0 = 0, d1 = 1, d2 = 0, e1 = 0, and
e2 = 1. Thus q1 = a4, q2 = a5, r1 = b4, and r2 = b5.
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Hence x ∈ ∂−1W2 if and only if
a4 ≡ 0 (A4)
a5 ≡ 0 (A5)
t1,1 ≡ −(c2 + c3)t2,0 + (1− c1)c2t0,2 (A6)
t2,1 ≡ 0 (A7)
b4 ≡ 0 (B4)
b5 ≡ 0 (B5)
s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2 (B6)
t1,2 ≡ 0 (B7).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.1.2.2.
We fix an arbitrary value c4 ∈ {1, 2}. There are 2 ways to choose the value c4. Let
m4 = y4 + c4v1 and let m5 = v2. Thus
m4 =

0 1 0
0 −(c2 + c3)c4 0
c4 −3 3(c1 + 1)c4
 ,m5 =

0 0 1
0 (1− c1)c2 0
0 0 3(1− c1)
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. The number of subgroups W2 of this type is 2. Since
|W1| = 310 and |W2/W1| = 32, it follows that |W2| = 312. Note that ∂−1W1/W2 ∼= Z3
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and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
Case 7.2.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.1.2, we are taking d0 = 1, d1 = c4, d2 = 0, e1 = 0, and
e2 = 1. Thus q1 = c4a4, q2 = a5, r1 = c4b4, and r2 = b5.
420
Hence x ∈ ∂−1W2 if and only if
c4a4 ≡ 0 (A4)
a5 ≡ 0 (A5)
t1,1 ≡ −(c2 + c3)t2,0 + (1− c1)c2t0,2 + c1c2b4 − a4 (A6)
t2,1 ≡ 0 (A7)
c4b4 ≡ 0 (B4)
b5 ≡ 0 (B5)
s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2 + c1c3a4 + c1b4 (B6)
t1,2 ≡ 0 (B7).
Since c4 6≡ 0, (A4) yields a4 ≡ 0 and (B4) yields b4 ≡ 0.
Since a4 ≡ 0 and b4 ≡ 0, (A6) becomes t1,1 ≡ −(c2 + c3)t2,0 + (1 − c1)c2t0,2
and (B6) becomes s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2.
Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ −(c2 + c3)t2,0 + (1− c1)c2t0,2 (A6)
t2,1 ≡ 0 (A7)
s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2 (B6)
t1,2 ≡ 0 (B7).
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These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.1.2.3.
We fix an arbitrary values c4 ∈ {1, 2} and c5 ∈ {0, 1, 2}. There are 6 ways to choose
the values c4 and c5. Let m4 = y4 + c4v2 and let m5 = v1 + c5v2. Thus
m4 =

0 1 c4
0 (1− c1)c2c4 0
0 −3 3(1− c1)c4
 ,
m5 =

0 0 c5
0 −(c2 + c3) + (1− c1)c2c5 0
1 0 3((c1 + 1) + (1− c1)c5)
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. The number of subgroups W2 of this type is 6. Since
|W1| = 310 and |W2/W1| = 32, it follows that |W2| = 312. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
Case 7.2.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
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The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.1.2, we are taking d0 = 1, d1 = 0, d2 = c4, e1 = 1, and
e2 = c5. Thus q1 = a5, q2 = c4a4 + c5a5, r1 = b5, and r2 = c4b4 + c5b5.
Hence x ∈ ∂−1W2 if and only if
a5 ≡ 0 (A4)
c4a4 + c5a5 ≡ 0 (A5)
t1,1 ≡ −(c2 + c3)t2,0 + (1− c1)c2t0,2 + c1c2b4 − a4 (A6)
t2,1 ≡ 0 (A7)
b5 ≡ 0 (B4)
c4b4 + c5b5 ≡ 0 (B5)
s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2 + c1c3a4 + c1b4 (B6)
t1,2 ≡ 0 (B7).
Since a5 ≡ 0, (A5) becomes c4a4 ≡ 0. Since c4 6≡ 0, we get a4 ≡ 0.
Since b5 ≡ 0, (B5) becomes c4b4 ≡ 0. Since c4 6≡ 0, we get b4 ≡ 0.
Since a4 ≡ b4 ≡ 0, (A6) becomes t1,1 ≡ −(c2 + c3)t2,0 + (1− c1)c2t0,2 and (B6)
becomes s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2.
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Hence x ∈ ∂−1W2 if and only if
t1,1 ≡ −(c2 + c3)t2,0 + (1− c1)c2t0,2 (A6)
t2,1 ≡ 0 (A7)
s2,2 ≡ (c1 + 1)t2,0 + (1− c1)t0,2 (B6)
t1,2 ≡ 0 (B7).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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18.2 Case 7.2.
Suppose c1c2c3 ≡ 2 and c1 = 2. Thus, c2c3 ≡ 1. Since c2, c3 ∈ {1, 2}, we have c2 = c3
and thus c2 + c3 ≡ 2c2 ≡ −c2.
Thus (A1) becomes −c2t2,0 + c2t0,2 ≡ 0, which simplifies to t0,2 ≡ t2,0.
We use the new (A1) to write (B1) as s2,2 ≡ (c1 − 1)t0,2 − c1c3t1,1, which is
equivalent to s2,2 ≡ t2,0 + c2t1,1.
Hence x ∈ ∂−1W2 if and only if
t0,2 ≡ t2,0 (A1)
s2,2 ≡ t2,0 + c2t1,1 (B1).
We regard t2,0 and t1,1 as the free variables. Taking t2,0 = 1 and t1,1 = 0, the
matrix x becomes
v1 =

0 0 1
0 0 0
1 0 3
 .
Taking t2,0 = 0 and t1,1 = 1, the matrix x becomes
v2 =

0 0 0
0 1 0
0 0 3c2
 .
We see that ∂−1W1 = 〈∂−1W0, v1, v2〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |〈∂−1W0, v1〉/∂−1W0| = 3. Since v2 6∈ 〈∂−1W0, v1〉 and 3v2 ∈ 〈∂−1W0, v1〉, we
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have |∂−1W1/〈∂−1W0, v1〉| = 3. Thus |∂−1W1/∂−1W0| = 32. Since |∂−1W0| = 311, it
follows that |∂−1W1| = 313. Recalling that |W1| = 310, we obtain |∂−1W1/W1| = 33.
Note that, based on our chosen values of c1 and c3,
m1 =

0 2 0
0 0 0
0 −3 0
 , m2 =

0 c2 0
0 0 3
0 −3c2 0
 , m3 =

0 c2 0
1 0 −3
0 −3c2 0
 .
Each of y4, v1, v2 is contained in ∂
−1W1 but not in W1. Each of 3y4, 3v1, 3v2
is contained in W1. Thus each of y4 + W1, v1 + W1, v2 + W1 is an element of order
3 in the group ∂−1W1/W1. These three elements form a generating set for the group
∂−1W1/W1. Recalling that |∂−1W1/W1| = 33, we obtain ∂−1W1/W1 ∼= Z3 × Z3 × Z3.
Thus rank(∂−1W1/W1) = 3 and we may regard ∂−1W1/W1 as a vector space.
Since rank(∂−1W0/W1) = 1, we have rank(∂−1W0/W1) < rank(∂−1W1/W1).
Hence W1 is nonterminal and W1 ∈ Lˆ1.
Note that y4 +W1, v1 +W1, v2 +W1 is a basis for the vector space ∂
−1W1/W1
and that the subspace ∂−1W0/W1 is generated by y4 +W1.
The subgroups W2 belonging to L2(W1) correspond to the nontrivial proper
subspaces W2/W1 of ∂
−1W1/W1 for which the intersection W2/W1 ∩ ∂−1W0/W1 is
trivial. Since ∂−1W1/W1 has dimension 3, every such subspace W2/W1 has dimension
1 or 2.
To help us define the subgroups W2 belonging to L2, it will be convenient
to identify each element of the vector space ∂−1W1/W1 with its coordinate vector
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with respect to the ordered basis y4 +W1, v1 +W1, v2 +W1. In this way we identify
∂−1W1/W1 with the vector space Z3 ×Z3 ×Z3 consisting of row vectors. Under this
identification, the elements y4 + W1, v1 + W1, v2 + W1 in ∂
−1W1/W1 are associated
with the so-called standard basis vectors [1, 0, 0], [0, 1, 0], [0, 0, 1] in Z3 × Z3 × Z3.
The subgroups W2 belonging to L2 are in one-to-one correspondence with the
nontrivial proper subspaces W2/W1 of ∂
−1W1/W1 for which the intersection W2/W1∩
∂−1W0/W1 is trivial. Note that ∂−1W0/W1 is the 1-dimensional subspace generated
by the element y4 + W1. Under our identification, each such subspace W2/W1 is
associated with a subspace S of Z3 × Z3 × Z3 that does not contain the standard
basis vector [1, 0, 0]. Let m denote the unique matrix in reduced row-echelon form
that is row-equivalent to the matrix whose rows are the members of an arbitrarily-
chosen basis of such a subspace S. In Case 7.2.1 we consider 1-dimensional subspaces
W2/W1. There are three possible forms for the matrix m. The first form is
m =
[
0 0 1
]
(1 possibility),
which is considered in Case 7.2.1.1. The second form is
m =
[
0 1 c4
]
for c4,∈ {0, 1, 2} (3 possibilities),
which is considered in Case 7.2.1.2. The third form is
m =
[
1 c4 c5
]
for c4, c5 ∈ {0, 1, 2} and (c4, c5) 6= (0, 0) (8 possibilities),
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which is considered in Case 7.2.1.3. In Case 7.2.2 we consider 2-dimensional subspaces
W2/W1. There are three possible forms for the matrix m. The first form is
m =
0 1 0
0 0 1
 (1 possibility),
which is considered in Case 7.2.2.1. The second form is
m =
1 c4 0
0 0 1
 for c4 ∈ {1, 2} (2 possibilities),
which is considered in Case 7.2.2.2. The third form is
m =
1 0 c4
0 1 c5
 for c4 ∈ {1, 2}, c5 ∈ {0, 1, 2} (6 possibilities),
which is considered in Case 7.2.2.3.
18.2.1 Case 7.2.1.
Let d0, d1, d2 be unspecified. Let m4 = d0y4 + d1v1 + d2v2. Thus
m4 = d0

0 1 0
0 0 0
0 −3 0
+ d1

0 0 1
0 0 0
1 0 3
+ d2

0 0 0
0 1 0
0 0 3c2

=

0 d0 d1
0 d2 0
d1 −3d0 3(d1 + c2d2)
 .
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Let W2 = 〈W1,m4〉 ∈ L2. We now calculate the pullback ∂−1W2. The subgroup W2
is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1


⋂


2 2 2
2 2 2
2 2 1

 =


2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
−3(t1,0 + t2,0) −3(t1,1 + t2,1) −3t1,2

and ∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 + t1,2 −3(t1,1 + t1,2)
3s2,1 + t2,1 3s2,2 −3t2,1
 .
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The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
We wish to identify values a1, a2, a3, a4 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 + a3m3 +
a4m4 (mod I). A formal expression for a1m1 + a2m2 + a3m3 + a4m4 is
a1

0 2 0
0 0 0
0 −3 0
+ a2

0 c2 0
0 0 3
0 −3c2 0
+ a3

0 c2 0
1 0 −3
0 −3c2 0

+a4

0 d0 d1
0 d2 0
d1 −3d0 3(d1 + c2d2)
 .
For convenience, we write q = 2a1 + c2(a2 + a3) + d0a4. A formal expression for
a1m1 + a2m2 + a3m3 + a4m4 is
=

0 q d1a4
a3 d2a4 3(a2 − a3)
d1a4 3(a1 − q) 3(d1 + c2d2)a4
 .
Comparing (1, 0)-entries, we get t2,0 ≡ a3.
Comparing (1, 2)-entries, we get s2,2 ≡ a2 − a3 and thus a2 ≡ t2,0 + s2,2.
Comparing (0, 1)-entries, we get t1,1 ≡ q.
Comparing (2, 1)-entries, we get t1,1 + t2,1 ≡ q − a1. Thus a1 ≡ −t2,1.
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Comparing (0, 2)-entries, we get t1,2 ≡ d1a4.
Comparing (2, 0)-entries, we get 0 ≡ d1a4 and thus t1,2 ≡ 0.
Comparing (1, 1)-entries, we get t2,1 ≡ d2a4.
Comparing (2, 2)-entries, we get −t1,2 ≡ d1a4 + c2d2a4 and thus −t1,2 ≡
t1,2 + c2t2,1. Since t1,2 ≡ 0 and c2 6≡ 0, we get t2,1 ≡ 0.
Thus we get a1 ≡ 0 and d2a4 ≡ 0.
Using our expression for q we write t1,1 ≡ c2(s2,2 − t2,0) + d0a4.
We see that ∂1x ∈ W2 if and only if
a1 ≡ 0 (A1)
a2 ≡ t2,0 + s2,2 (A2)
a3 ≡ t2,0 (A3)
d1a4 ≡ 0 (A4)
d2a4 ≡ 0 (A5)
t1,2 ≡ 0 (A6)
t2,1 ≡ 0 (A7)
t1,1 ≡ c2(s2,2 − t2,0) + d0a4 (A8).
We wish to identify values b1, b2, b3, b4 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 +
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b3m3 + b4m4 (mod I). A formal expression for b1m1 + b2m2 + b3m3 + b4m4 is
b1

0 2 0
0 0 0
0 −3 0
+ b2

0 c2 0
0 0 3
0 −3c2 0
+ b3

0 c2 0
1 0 −3
0 −3c2 0

+b4

0 d0 d1
0 d2 0
d1 −3d0 3(d1 + c2d2)
 .
For convenience, we write r = 2b1 + c2(b2 + b3) + d0b4. A formal expression for
b1m1 + b2m2 + b3m3 + b4m4 is
=

0 r d1b4
b3 d2b4 3(b2 − b3)
d1b4 3(b1 − r) 3(d1 + c2d2)b4
 .
Comparing (1, 0)-entries, we get t1,1 ≡ b3.
Comparing (1, 2)-entries, we get −t1,1 − t1,2 ≡ b2 − b3 and thus b2 ≡ −t1,2.
Comparing (0, 1)-entries, we get t0,2 ≡ r.
Comparing (2, 1)-entries, we get s2,2 ≡ b1 − r and thus b1 ≡ t0,2 + s2,2.
Comparing (2, 0)-entries, we get t2,1 ≡ d1b4.
Comparing (0, 2)-entries, we get 0 ≡ d1b4 and thus t2,1 ≡ 0.
Comparing (1, 1)-entries, we get t1,2 ≡ d2b4.
Comparing (2, 2)-entries, we get −t2,1 ≡ d1b4 + c2d2b4 and thus −t2,1 ≡
t2,1 + c2t1,2. Since t2,1 ≡ 0 and c2 6≡ 0, we get t1,2 ≡ 0.
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Thus we get b2 ≡ 0 and d2b4 ≡ 0.
We use use expression for r to write t0,2 ≡ −t0,2− s2,2 + c2t1,1 + d0b4. Solving
for s2,2 yields s2,2 ≡ t0,2 + c2t1,1 + d0b4.
We see that ∂2x ∈ W2 if and only if
b1 ≡ t0,2 + s2,2 (B1)
b2 ≡ 0 (B2)
b3 ≡ t1,1 (B3)
d1b4 ≡ 0 (B4)
d2b4 ≡ 0 (B5)
t2,1 ≡ 0 (B6)
t1,2 ≡ 0 (B7)
s2,2 ≡ t0,2 + c2t1,1 + d0b4 (B8).
We use (B8) to substitute for s2,2 in (A8). Thus we get t1,1 ≡ −c2t2,0 +
c2(t0,2 + c2t1,1 + d0b4) + d0a4. Solving for t2,0 yields t2,0 ≡ t0,2 + d0(b4 + c2a4).
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Hence x ∈ ∂−1W2 if and only if
d1a4 ≡ 0 (A4)
d2a4 ≡ 0 (A5)
t1,2 ≡ 0 (A6)
t2,1 ≡ 0 (A7)
t2,0 ≡ t0,2 + d0(b4 + c2a4) (A8)
d1b4 ≡ 0 (B4)
d2b4 ≡ 0 (B5)
s2,2 ≡ t0,2 + c2t1,1 + d0b4 (B8).
Case 7.2.1.1.
Let m4 = v2. Thus
m4 =

0 0 0
0 1 0
0 0 3c2
 .
Let W2 = 〈W1,m4〉 ∈ L2. The number of subgroups W2 of this type is 1. Since
|W1| = 310 it follows that |W2| = 311. Note that ∂−1W1/W2 ∼= Z3 × Z3 and
rank(∂−1W1/W2) = 2. We now calculate the pullback ∂−1W2. We observed in Case
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7.2.1 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.2.1, we are taking d0 = 0, d1 = 0, and d2 = 1.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ 0 (A4)
a4 ≡ 0 (A5)
t1,2 ≡ 0 (A6)
t2,1 ≡ 0 (A7)
t2,0 ≡ t0,2 (A8)
d1b4 ≡ 0 (B4)
d2b4 ≡ 0 (B5)
s2,2 ≡ t0,2 + c2t1,1 (B8).
We use (A8) to rewrite (B8) as s2,2 ≡ t2,0 + c2t1,1.
Hence x ∈ ∂−1W2 if and only if
t0,2 ≡ t2,0 (A8)
s2,2 ≡ t2,0 + c2t1,1 (B8)
t1,2 ≡ 0 (A6)
t2,1 ≡ 0 (A7).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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Case 7.2.1.2.
We fix an arbitrary value c4 ∈ {0, 1, 2}. There are 3 ways to choose the value c4. Let
m4 = v1 + c4v2. Thus
m4 =

0 0 1
0 c4 0
1 0 3(1 + c2c4)
 .
Let W2 = 〈W1,m4〉 ∈ L2. The number of subgroups W2 of this type is 3. Since
|W1| = 310 it follows that |W2| = 311. Note that ∂−1W1/W2 ∼= Z3 × Z3 and
rank(∂−1W1/W2) = 2. We now calculate the pullback ∂−1W2. We observed in Case
7.2.1 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.2.1, we are taking d0 = 0, d1 = 1, and d2 = c4.
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Hence x ∈ ∂−1W2 if and only if
a4 ≡ 0 (A4)
c4a4 ≡ 0 (A5)
t1,2 ≡ 0 (A6)
t2,1 ≡ 0 (A7)
t2,0 ≡ t0,2 (A8)
d1b4 ≡ 0 (B4)
d2b4 ≡ 0 (B5)
s2,2 ≡ t0,2 + c2t1,1 (B8).
We use (A8) to rewrite (B8) as s2,2 ≡ t2,0 + c2t1,1.
Hence x ∈ ∂−1W2 if and only if
t0,2 ≡ t2,0 (A8)
s2,2 ≡ t2,0 + c2t1,1 (B8)
t1,2 ≡ 0 (A6)
t2,1 ≡ 0 (A7).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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Case 7.2.1.3.
We fix arbitrary values c4, c5 ∈ {0, 1, 2} such that (c4, c5) 6= (0, 0). There are 8 ways
to choose the values c4, c5. Let m4 = y4 + c4v1 + c5v2. Thus
m4 =

0 1 c4
0 c5 0
c4 −3 3(c4 + c2c5)
 .
Let W2 = 〈W1,m4〉 ∈ L2. The number of subgroups W2 of this type is 8. Since
|W1| = 310 it follows that |W2| = 311. Note that ∂−1W1/W2 ∼= Z3 × Z3 and
rank(∂−1W1/W2) = 2. We now calculate the pullback ∂−1W2. We observed in Case
7.2.1 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
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In the notation of Case 7.2.1, we are taking d0 = 1, d1 = c4, and d2 = c5.
Hence x ∈ ∂−1W2 if and only if
c4a4 ≡ 0 (A4)
c5a4 ≡ 0 (A5)
t1,2 ≡ 0 (A6)
t2,1 ≡ 0 (A7)
t2,0 ≡ t0,2 + b4 + c2a4 (A8)
c4b4 ≡ 0 (B4)
c5b4 ≡ 0 (B5)
s2,2 ≡ t0,2 + c2t1,1 + b4 (B8).
We show that a4 ≡ 0. Since (c4, c5) 6= (0, 0), we consider c4 = 0 and c5 = 0.
If c4 = 0, then c5 6= 0 and so (A5) yields a4 ≡ 0.
If c5 = 0, then c4 6= 0 and so (A4) yields a4 ≡ 0.
We show that b4 ≡ 0. Since (c4, c5) 6= (0, 0), we consider c4 = 0 and c5 = 0.
If c4 = 0, then c5 6= 0 and so (B5) yields b4 ≡ 0.
If c5 = 0, then c4 6= 0 and so (B4) yields b4 ≡ 0.
Using a4 ≡ b4 ≡ 0, rwe rewrite (A8) as t2,0 ≡ t0,2.
Using (A8) and b4 ≡ 0, we rewrite (B8) as s2,2 ≡ t2,0 + c2t1,1.
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Hence x ∈ ∂−1W2 if and only if
t0,2 ≡ t2,0 (A8)
s2,2 ≡ t2,0 + c2t1,1 (B8)
t1,2 ≡ 0 (A6)
t2,1 ≡ 0 (A7).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
18.2.2 Case 7.2.2.
Let d0, d1, d2, e1, e2 be unspecified. Letm4 = d0y4+d1v1+d2v2 and letm5 = e1v1+e2v2.
Thus
m4 = d0

0 1 0
0 0 0
0 −3 0
+ d1

0 0 1
0 0 0
1 0 3
+ d2

0 0 0
0 1 0
0 0 3c2

=

0 d0 d1
0 d2 0
d1 −3d0 3(d1 + c2d2)
 ,
m5 = e1

0 0 1
0 0 0
1 0 3
+ e2

0 0 0
0 1 0
0 0 3c2
 =

0 0 e1
0 e2 0
e1 0 3(e1 + c2e2)
 .
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Let W2 = 〈W1,m4,m5〉 ∈ L2. We now calculate the pullback ∂−1W2. The subgroup
W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1


⋂


2 2 2
2 2 2
2 2 1

 =


2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 1
2 1 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
−3(t1,0 + t2,0) −3(t1,1 + t2,1) −3t1,2

and ∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 + t1,2 −3(t1,1 + t1,2)
3s2,1 + t2,1 3s2,2 −3t2,1
 .
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The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
We wish to identify values a1, a2, a3, a4, a5 ∈ Z9 such that ∂1x ≡ a1m1+a2m2+a3m3+
a4m4 + a5m5 (mod I). A formal expression for a1m1 + a2m2 + a3m3 + a4m4 + a5m5 is
a1

0 2 0
0 0 0
0 −3 0
+ a2

0 c2 0
0 0 3
0 −3c2 0
+ a3

0 c2 0
1 0 −3
0 −3c2 0

+a4

0 d0 d1
0 d2 0
d1 −3d0 3(d1 + c2d2)
+ a5

0 0 e1
0 e2 0
e1 0 3(e1 + c2e2)
 .
For convenience, we write q = 2a1 + c2(a2 + a3) + d0a4, q1 = d1a4 + e1a5 and
q2 = d2a4 + e2a5. A formal expression for a1m1 + a2m2 + a3m3 + a4m4 + a5m5 is
0 q q1
a3 q2 3(a2 − a3)
q1 3(a1 − q) 3(q1 + c2q2)
 .
Comparing (1, 0)-entries, we get t2,0 ≡ a3.
Comparing (1, 2)-entries, we get s2,2 ≡ a2 − a3 and thus a2 ≡ t2,0 + s2,2.
Comparing (0, 1)-entries, we get t1,1 ≡ q.
Comparing (0, 2)-entries, we get t1,2 ≡ q1.
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Comparing (2, 1)-entries, we get t1,1 + t2,1 ≡ q − a1 and thus a1 ≡ −t2,1.
Comparing (2, 0)-entries, we get 0 ≡ q1 and thus t1,2 ≡ 0.
Comparing (1, 1)-entries, we get t2,1 ≡ q2.
Comparing (2, 2)-entries, we get −t1,2 ≡ q1 + c2q2 and thus t1,2 ≡ −c2t2,1.
Since t1,2 ≡ 0, we get t2,1 ≡ 0.
Thus we have a1 ≡ 0 and q2 ≡ 0.
Using our expression for q we get t1,1 ≡ c2(s2,2 − t2,0) + d0a4.
We see that ∂1x ∈ W2 if and only if
a1 ≡ 0 (A1)
a2 ≡ t2,0 + s2,2 (A2)
a3 ≡ t2,0 (A3)
q1 ≡ 0 (A4)
q2 ≡ 0 (A5)
t1,2 ≡ 0 (A6)
t2,1 ≡ 0 (A7)
t1,1 ≡ c2(s2,2 − t2,0) + d0a4 (A8).
We wish to identify values b1, b2, b3, b4, b5 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 + b3m3 +
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b4m4 + b5m5 (mod I). A formal expression for b1m1 + b2m2 + b3m3 + b4m4 + b5m5 is
b1

0 2 0
0 0 0
0 −3 0
+ b2

0 c2 0
0 0 3
0 −3c2 0
+ b3

0 c2 0
1 0 −3
0 −3c2 0

+b4

0 d0 d1
0 d2 0
d1 −3d0 3(d1 + c2d2)
+ b5

0 0 e1
0 e2 0
e1 0 3(e1 + c2e2)
 .
For convenience, we write r = 2b1 + c2(b2 + b3) + d0b4, r1 = d1b4 + e1b5 and
r2 = d2b4 + e2b5. A formal expression for b1m1 + b2m2 + b3m3 + b4m4 + b5m5 is
0 r r1
b3 r2 3(b2 − b3)
r1 3(b1 − r) 3(r1 + c2r2)
 .
Comparing (1, 0)-entries, we get t1,1 ≡ b3.
Comparing (1, 2)-entries, we get −t1,1 − t1,2 ≡ b2 − b3 and thus b2 ≡ −t1,2.
Comparing (0, 1)-entries, we get t0,2 ≡ r.
Comparing (2, 1)-entries, we get s2,2 ≡ b1 − r and thus b1 ≡ t0,2 + s2,2.
Comparing (2, 0)-entries, we get t2,1 ≡ r1.
Comparing (0, 2)-entries, we get 0 ≡ r1 and thus t2,1 ≡ 0.
Comparing (1, 1)-entries, we get t1,2 ≡ r2.
Comparing (2, 2)-entries, we get −t2,1 ≡ r1+c2r2 and thus −t2,1 ≡ t2,1+c2t1,2.
Since t2,1 ≡ 0 and c2 6≡ 0, we get t1,2 ≡ 0.
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Thus we get b2equiv0 and r2] ≡ 0.
Using our expression for r we get t0,2 ≡ −t0,2 − s2,2 + c2t1,1 + d0b4. Solving
for s2,2 yields s2,2 ≡ t0,2 + c2t1,1 + d0b4.
We see that ∂2x ∈ W2 if and only if
b1 ≡ t0,2 + s2,2 (B1)
b2 ≡ 0 (B2)
b3 ≡ t1,1 (B3)
r1 ≡ 0 (B4)
r2 ≡ 0 (B5)
t2,1 ≡ 0 (B6)
t1,2 ≡ 0 (B7)
s2,2 ≡ t0,2 + c2t1,1 + d0b4 (B8).
We use (B8) to substitute for s2,2 in (A8). Thus we get t1,1 ≡ −c2t2,0 +
c2(t0,2 + c2t1,1 + d0b4) + d0a4. Solving for t2,0 yields t2,0 ≡ t0,2 + d0(b4 + c2a4).
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Hence x ∈ ∂−1W2 if and only if
q1 ≡ 0 (A4)
q2 ≡ 0 (A5)
t1,2 ≡ 0 (A6)
t2,1 ≡ 0 (A7)
t2,0 ≡ t0,2 + d0(b4 + c2a4) (A8)
r1 ≡ 0 (B4)
r2 ≡ 0 (B5)
s2,2 ≡ t0,2 + c2t1,1 + d0b4 (B8).
Case 7.2.2.1.
Let m4 = v1 and let m5 = v2. Thus
m4 =

0 0 1
0 0 0
1 0 3
 ,m5 =

0 0 0
0 1 0
0 0 3c2
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. The number of subgroups W2 of this type is 1. Since
|W1| = 310 and |W2/W1| = 32, it follows that |W2| = 312. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
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Case 7.2.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.2.2, we are taking d0 = 0, d1 = 1, d2 = 0, e1 = 0, and
e2 = 1. Thus q1 = a4, q2 = a5, r1 = b4, and r2 = b5.
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Hence x ∈ ∂−1W2 if and only if
a4 ≡ 0 (A4)
a5 ≡ 0 (A5)
t1,2 ≡ 0 (A6)
t2,1 ≡ 0 (A7)
t2,0 ≡ t0,2 (A8)
b4 ≡ 0 (B4)
b5 ≡ 0 (B5)
s2,2 ≡ t0,2 + c2t1,1 (B8).
We use (A8) to rewrite (B8) as s2,2 ≡ t2,0 + c2t1,1.
Hence x ∈ ∂−1W2 if and only if
t0,2 ≡ t2,0 (A8)
s2,2 ≡ t2,0 + c2t1,1 (B8)
t1,2 ≡ 0 (A6)
t2,1 ≡ 0 (A7).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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Case 7.2.2.2.
We fix an arbitrary value c4 ∈ {1, 2}. There are 2 ways to choose the value c4. Let
m4 = y3 + c4v1 and let m5 = v2. Thus
m4 =

0 1 c4
0 0 0
c4 −3 3c4
 ,m5 =

0 0 0
0 1 0
0 0 3c2
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. The number of subgroups W2 of this type is 2. Since
|W1| = 310 and |W2/W1| = 32, it follows that |W2| = 312. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
Case 7.2.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
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In the notation of Case 7.2.2, we are taking d0 = 1, d1 = c4, d2 = 0, e1 = 0, and
e2 = 1. Thus q1 = c4a4, q2 = a5, r1 = c4b4, and r2 = b5.
Hence x ∈ ∂−1W2 if and only if
c4a4 ≡ 0 (A4)
a5 ≡ 0 (A5)
t1,2 ≡ 0 (A6)
t2,1 ≡ 0 (A7)
t2,0 ≡ t0,2 + b4 + c2a4 (A8)
c4b4 ≡ 0 (B4)
c5 ≡ 0 (B5)
s2,2 ≡ t0,2 + c2t1,1 + b4 (B8).
Since c4 ∈ {1, 2}, (A4) yields a4 ≡ 0 and (B4) yields b4 ≡ 0.
Thus (A8) becomes t2,0 ≡ t0,2.
We use (A8) and (B4) to rewrite (B8) as s2,2 ≡ t2,0 + c2t1,1.
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Hence x ∈ ∂−1W2 if and only if
t0,2 ≡ t2,0 (A8)
s2,2 ≡ t2,0 + c2t1,1 (B8)
t1,2 ≡ 0 (A6)
t2,1 ≡ 0 (A7).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.2.2.3.
We fix arbitrary values c3 and c4, where c4 ∈ {1, 2} and c5 ∈ {0, 1, 2}. There are 6
ways to choose the values c4 and c5. Let m4 = y4 + c4v2 and let m5 = v1 + c5v2. Thus
m4 =

0 1 0
0 c4 0
0 −3 3c2c4
 ,m5 =

0 0 1
0 c5 0
1 0 3(1 + c2c5)
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. The number of subgroups W2 of this type is 2. Since
|W1| = 310 and |W2/W1| = 32, it follows that |W2| = 312. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
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Case 7.2.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.2.2, we are taking d0 = 1, d1 = 0, d2 = c4, e1 = 1, and
e2 = c5. Thus q1 = a5, q2 = c4a4 + c5a5, r1 = b5, and r2 = c4b4 + c5b5.
453
Hence x ∈ ∂−1W2 if and only if
a5 ≡ 0 (A4)
c4a4 + c5a5 ≡ 0 (A5)
t1,2 ≡ 0 (A6)
t2,1 ≡ 0 (A7)
t2,0 ≡ t0,2 + b4 + c2a4 (A8)
b5 ≡ 0 (B4)
c4b4 + c5b5 ≡ 0 (B5)
s2,2 ≡ t0,2 + c2t1,1 + b4 (B8).
We use (A4) and c4 ∈ {1, 2} to rewrite (A5) as a4 ≡ 0.
We use (B4) and c4 ∈ {1, 2} to rewrite (B5) as b4 ≡ 0.
Thus (A8) becomes t2,0 ≡ t0,2.
We use (A8) and (B4) to rewrite (B8) as s2,2 ≡ t2,0 + c2t1,1.
Hence x ∈ ∂−1W2 if and only if
t0,2 ≡ t2,0 (A8)
s2,2 ≡ t2,0 + c2t1,1 (B8)
t1,2 ≡ 0 (A6)
t2,1 ≡ 0 (A7).
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These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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18.3 Case 7.3.
Suppose c1c2c3 ≡ 2 and c1 = 1. Thus c2c3 ≡ 2. Since c2, c3 ∈ {1, 2}, we have c3 ≡ −c2
and thus c2 + c3 ≡ 0.
We find that (A1) is automatically satisfied and (B1) becomes s2,2 ≡ (c1 −
1)t0,2 − c1c3t1,1, which is equivalent to s2,2 ≡ c2t1,1.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 (B1).
We regard t2,0, t0,2, and t1,1 as the free variables. Taking t2,0 = 1, t0,2 = 0,
and t1,1 = 0, the matrix x becomes
v1 =

0 0 0
0 0 0
1 0 0
 .
Taking t2,0 = 0, t0,2 = 1, and t1,1 = 0, the matrix x becomes
v2 =

0 0 1
0 0 0
0 0 0
 .
Taking t2,0 = 0, t0,2 = 0, and t1,1 = 1, the matrix x becomes
v3 =

0 0 0
0 1 0
0 0 3c2
 .
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We see that ∂−1W1 = 〈∂−1W0, v1, v2, v3〉. Since v1 6∈ ∂−1W0 and 3v1 ∈ ∂−1W0,
we have |〈∂−1W0, v1〉/∂−1W0| = 3. Since v2 6∈ 〈∂−1W0, v1〉 and 3v2 ∈ 〈∂−1W0, v1〉,
we have |〈∂−1W0, v1, v2〉/〈∂−1W0, v1〉| = 3. Since v3 6∈ 〈∂−1W0, v1, v2〉 and 3v3 ∈
〈∂−1W0, v1, v2〉, we have |∂−1W1/〈∂−1W0, v1, v2〉| = 3. Thus |∂−1W1/∂−1W0| = 33.
Since |∂−1W0| = 311, it follows that |∂−1W1| = 314. Recalling that |W1| = 310, we
obtain |∂−1W1/W1| = 34.
Note that, based on our chosen value of c1,
m1 =

0 1 0
0 0 0
0 0 0
 .
Also, v1,v2,v3,y4 ∈ ∂−1W1 but are not contained in W1. Each of 3v1,3v2, 3v3,
3y4 is contained in W1. So v1 + W1, v2 + W1, v3 + W1, y4 + W1 are elements of order
3 in the group ∂−1W1/W1. These four elements form a generating set for the group
∂−1W1/W1. Recall that |∂−1W1/W1| = 34, we obtain ∂−1W1/W1 ∼= Z3×Z3×Z3×Z3.
Since rank(∂−1W1/W1) = 4 and rank(∂−1W0/W1) = 1, then rank(∂−1W0/W1) <
rank (∂−1W1/W1). Hence W1 is nonterminal and W1 ∈ Lˆ1. A basis for ∂−1W1/W1 is
y4 +W1, v1 +W1, v2 +W1, v3 +W1. A basis for ∂
−1W0/W1 is y4 +W1.
The subgroups W2 belonging to L(W1) correspond to the nontrivial proper
subspaces W2/W1 of ∂
−1W1/W1 for which the intersection W2/W1 ∩ ∂−1W0/W1 is
trivial. Since ∂−1W1/W1 has dimension 4 while its subspace ∂−1W0/W1 has dimension
1, every such subspace W2/W1 has dimension either 1 or 2 or 3.
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To help us define the subgroups W2 belonging to L2(W1), it will be convenient
to identify each element of the vector space ∂−1W1/W1 with its coordinate vector with
respect to the ordered basis y4+W1, v1+W1, v2+W1, v3+W1. In this way, we identify
∂−1W1/W1 with the vector space Z3×Z3×Z3×Z3 consisting of row vectors. Under
this identification, the elements y4 + W1, v1 + W1, v2 + W1, v3 + W1 are associated
with the so-called standard basis vectors [1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0], [0, 0, 0, 1], in
Z3 × Z3 × Z3 × Z3.
The subgroups W2 belonging to L(W1) are in one-to-one correspondence
with the nontrivial proper subgroup W2/W1 of ∂
−1W1/W1 for which the intersection
W2/W1 ∩ ∂−1W0/W1 is trivial. Note that ∂−1W0/W1 is the 1-dimensional subspace
generated by the element y4 + W1. Under our identification, each such subspace
W2/W1 is associated with a subspace S of Z3 × Z3 × Z3 × Z3 that does not contain
the standard basis vector [1, 0, 0, 0]. Let m denote the unique matrix in reduced row-
echelon form that is row equivalent to the matrix whose rows are the members of an
arbitrarily-chosen basis of such a subspace S.
In Case 7.3.1 we consider the 1-dimensional subspaces W2/W1. There are
four possible forms for the matrix m. The first form is
m = [0, 0, 0, 1]
(1 possibility), which is considered in Case 7.3.1.1. The second form is
m = [0, 0, 1, c4] for c4 ∈ {0, 1, 2}
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(3 possibilities), which is considered in Case 7.3.1.2. The third form is
m = [0, 1, c4, c5] for c4, c5 ∈ {0, 1, 2}
(9 possibilities), which is considered in Case 7.3.1.3. The fourth form is
m = [1, c4, c5, c6] for c4, c5, c6 ∈ {0, 1, 2} with (c4, c5, c6) 6= (0, 0, 0)
(26 possibilities), which is considered in Case 7.3.1.4.
In Case 7.3.2 we consider the 2-dimensional subspaces W2/W1. There are six
possible forms for the matrix m. The first form is
m =
0 0 1 0
0 0 0 1

(1 possibility), which is considered in Case 7.3.2.1. The second form is
m =
0 1 c4 0
0 0 0 1
 for c4 ∈ {0, 1, 2}
(3 possibilities), which is considered in Case 7.3.2.2. The third form is
m =
0 1 0 c4
0 0 1 c5
 for c4, c5 ∈ {0, 1, 2}
(9 possibilities), which is considered in Case 7.3.2.3. The fourth form is
m =
1 c4 c5 0
0 0 0 1
 for c4, c5 ∈ {0, 1, 2} with (c4, c5) 6= (0, 0)
(8 possibilities), which is considered in Case 7.3.2.4. The fifth form is
m =
1 c4 0 c5
0 0 1 c6
 for c4, c5, c6 ∈ {0, 1, 2} with (c4, c5) 6= (0, 0)
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(24 possibilities), which is considered in Case 7.3.2.5. The sixth form is
m =
1 0 c4 c5
0 1 c6 c7
 for c4, c5, c6, c7 ∈ {0, 1, 2} with (c4, c5) 6= (0, 0)
(72 possibilities), which is considered in Case 7.3.2.6.
In Case 7.3.3 we consider the 3-dimensional subspaces W2/W1. There are
four possible forms for the matrix m. The first form is
m =

0 1 0 0
0 0 1 0
0 0 0 1

(1 possibilities), which is considered in Case 7.3.3.1. The second form is
m =

1 c4 0 0
0 0 1 0
0 0 0 1
 for c4 ∈ {1, 2}
(2 possibilities), which is considered in Case 7.3.3.2. The third form is
m =

1 0 c4 0
0 1 c5 0
0 0 0 1
 for c4 ∈ {1, 2} and c5 ∈ {0, 1, 2}
(6 possibilities), which is considered in Case 7.3.3.3. The fourth form is
m =

1 0 0 c4
0 1 0 c5
0 0 1 c6
 for c4 ∈ {1, 2} and c5, c6 ∈ {0, 1, 2}
(18 possibilities), which is considered in Case 7.3.3.4.
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18.3.1 Case 7.3.1.
Let d0, d1, d2, d3 be unspecified. Let m4 = d0y4 + d1v1 + d2v2 + d3v3. Thus
m4 = d0

0 1 0
0 0 0
0 −3 0
+ d1

0 0 0
0 0 0
1 0 0
+ d2

0 0 1
0 0 0
0 0 0

+d3

0 0 0
0 1 0
0 0 3c2
 =

0 d0 d2
0 d3 0
d1 −3d0 3c2d3
 .
Let W2 = 〈W1,m4〉 ∈ L2. We now calculate the pullback ∂−1W2. The subgroup W2
is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1


⋂


2 2 2
2 2 2
2 2 1

 =


2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
461
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
−3(t1,0 + t2,0) −3(t1,1 + t2,1) −3t1,2

and ∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 + t1,2 −3(t1,1 + t1,2)
3s2,1 + t2,1 3s2,2 −3t2,1
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
We wish to identify values a1, a2, a3, a4 ∈ Z9 such that ∂1x ≡ a1m1 + a2m2 + a3m3 +
a4m4 (mod I). A formal expression for a1m1 + a2m2 + a3m3 + a4m4 is
a1

0 1 0
0 0 0
0 0 0
+ a2

0 c2 0
0 0 3
0 −3c2 0
+ a3

0 c3 0
1 0 −3
0 −3c3 0

+a4

0 d0 d2
0 d3 0
d1 −3d0 3c2d3
 .
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For convenience, we write q = a1 + c2a2 + c3a3 + d0a4. A formal expression for
a1m1 + a2m2 + a3m3 + a4m4 is
0 q d2a4
a3 d3a4 3(a2 − a3)
d1a4 3(a1 − q) 3c2d3a4
 .
Comparing (1, 0)-entries, we get t2,0 ≡ a3.
Comparing (1, 2)-entries, we get s2,2 ≡ a2 − a3 and thus a2 ≡ t2,0 + s2,2.
Comparing (0, 1)-entries, we get t1,1 ≡ q.
Comparing (2, 1)-entries, we get t1,1 + t2,1 ≡ q − a1 and thus a1 ≡ −t2,1.
Comparing (0, 2)-entries, we get t1,2 ≡ d2a4.
Comparing (2, 0)-entries, we get 0 ≡ d1a4.
Comparing (1, 1)-entries, we get t2,1 ≡ d3a4.
Comparing (2, 2)-entries, we get −t1,2 ≡ c2d3a4 and thus t1,2 ≡ −c2t2,1.
We use our expression for q to write t1,1 ≡ −t2,1 +c2t2,0 +c2s2,2 +c3t2,0 +d0a4.
Using c3 ≡ −c2 yields t1,1 ≡ −t2,1 + c2s2,2 + d0a4.
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We see that ∂1x ∈ W2 if and only if
a1 ≡ −t2,1 (A1)
a2 ≡ t2,0 + s2,2 (A2)
a3 ≡ t2,0 (A3)
0 ≡ d1a4 (A4)
t1,2 ≡ d2a4 (A5)
t2,1 ≡ d3a4 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ −t2,1 + c2s2,2 + d0a4 (A8).
We wish to identify values b1, b2, b3, b4 ∈ Z9 such that ∂2x ≡ b1m1 + b2m2 +
b3m3 + b4m4 (mod I). A formal expression for b1m1 + b2m2 + b3m3 + b4m4 is
b1

0 1 0
0 0 0
0 0 0
+ b2

0 c2 0
0 0 3
0 −3c2 0
+ b3

0 c3 0
1 0 −3
0 −3c3 0

+b4

0 d0 d2
0 d3 0
d1 −3d0 3c2d3
 .
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For convenience, we write r = b1 + c2b2 + c3b3 + d0b4. A formal expression for
b1m1 + b2m2 + b3m3 + b4m4 is
0 r d2b4
b3 d3b4 3(b2 − b3)
d1b4 3(b1 − r) 3c2d3b4
 .
Comparing (1, 0)-entries, we get t1,1 ≡ b3.
Comparing (1, 2)-entries, we get t1,1 + t1,2 ≡ b3 − b2 and thus b2 ≡ −t1,2.
Comparing (0, 1)-entries, we get t0,2 ≡ r.
Comparing (2, 1)-entries, we get s2,2 ≡ b1 − r and thus b1 ≡ t0,2 + s2,2.
Comparing (2, 0)-entries, we get t2,1 ≡ d1b4.
Comparing (0, 2)-entries, we get 0 ≡ d2b4.
Comparing (1, 1)-entries, we get t1,2 ≡ d3b4.
Comparing (2, 2)-entries, we get −t2,1 ≡ c2d3b4 and thus t1,2 ≡ −c2t2,1.
We use our expression for r to write t0,2 ≡ t0,2 + s2,2 − c2t1,2 + c3t1,1 + d0b4.
Using c3 ≡ −c2 and solving for s2,2 yields s2,2 ≡ c2t1,2 + c2t1,1 − d0b4.
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We see that ∂2x ∈ W2 if and only if
b1 ≡ t0,2 + s2,2 (B1)
b2 ≡ −t1,2 (B2)
b3 ≡ t1,1 (B3)
t2,1 ≡ d1b4 (B4)
0 ≡ d2b4 (B5)
t1,2 ≡ d3b4 (B6)
t1,2 ≡ −c2t2,1 (B7)
s2,2 ≡ c2t1,2 + c2t1,1 − d0b4 (B8).
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Hence x ∈ ∂−1W2 if and only if
0 ≡ d1a4 (A4)
t1,2 ≡ d2a4 (A5)
t2,1 ≡ d3a4 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ −t2,1 + c2s2,2 + d0a4 (A8)
t2,1 ≡ d1b4 (B4)
0 ≡ d2b4 (B5)
t1,2 ≡ d3b4 (B6)
s2,2 ≡ c2t1,2 + c2t1,1 − d0b4 (B8).
Case 7.3.1.1.
Let m4 = v3. Thus
m4 =

0 0 0
0 1 0
0 0 3c2
 .
Let W2 = 〈W1,m4〉 ∈ L2. The number of subgroups W2 of this type is 1. Since
|W1| = 310 it follows that |W2| = 311. Note that ∂−1W1/W2 ∼= Z3 × Z3 × Z3 and
rank(∂−1W1/W2) = 3. We now calculate the pullback ∂−1W2. We observed in Case
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7.3.1 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.3.1, we are taking d0 = 0, d1 = 0, d2 = 0, and d3 = 1.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ 0 (A4)
t1,2 ≡ 0 (A5)
t2,1 ≡ a4 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ −t2,1 + c2s2,2 (A8)
t2,1 ≡ 0 (B4)
0 ≡ 0 (B5)
t1,2 ≡ b4 (B6)
s2,2 ≡ c2t1,2 + c2t1,1 (B8).
We use (B4) to rewrite (A8) as t1,1 ≡ c2s2,2.
We use (A5) to rewrite (B8) as s2,2 ≡ c2t1,1.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 (B8)
t1,2 ≡ 0 (A5)
t2,1 ≡ 0 (B4).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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Case 7.3.1.2.
We fix an arbitrary value c4 ∈ {0, 1, 2}. There are 3 ways to choose the value c4. Let
m4 = v2 + c4v3. Thus
m4 =

0 0 1
0 c4 0
0 0 3c2c4
 .
Let W2 = 〈W1,m4〉 ∈ L2. The number of subgroups W2 of this type is 1. Since
|W1| = 310 it follows that |W2| = 311. Note that ∂−1W1/W2 ∼= Z3 × Z3 × Z3 and
rank(∂−1W1/W2) = 3. We now calculate the pullback ∂−1W2. We observed in Case
7.3.1 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.3.1, we are taking d0 = 0, d1 = 0, d2 = 1, and d3 = c4.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ 0 (A4)
t1,2 ≡ a4 (A5)
t2,1 ≡ c4a4 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ −t2,1 + c2s2,2 (A8)
t2,1 ≡ 0 (B4)
0 ≡ b4 (B5)
t1,2 ≡ c4b4 (B6)
s2,2 ≡ c2t1,2 + c2t1,1 (B8).
We use (B5) to rewrite (B6) as t1,2 ≡ 0.
We use (B6) to rewrite (B8) as s2,2 ≡ c2t1,1.
We use (B4) to rewrite (A8) as t1,1 ≡ c2s2,2.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 (B8)
t1,2 ≡ 0 (B6)
t2,1 ≡ 0 (B4).
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These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.1.3.
We fix arbitrary values c4, c5 ∈ {0, 1, 2}. There are 9 ways to choose the values c4
and c5. Let m4 = v1 + c4v2 + c5v3. Thus
m4 =

0 0 c4
0 c5 0
1 0 3c2c5
 .
Let W2 = 〈W1,m4〉 ∈ L2. The number of subgroups W2 of this type is 1. Since
|W1| = 310 it follows that |W2| = 311. Note that ∂−1W1/W2 ∼= Z3 × Z3 × Z3 and
rank(∂−1W1/W2) = 3. We now calculate the pullback ∂−1W2. We observed in Case
7.3.1 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
472
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.3.1, we are taking d0 = 0, d1 = 1, d2 = c4, and d3 = c5.
Hence x ∈ ∂−1W2 if and only if
0 ≡ a4 (A4)
t1,2 ≡ c4a4 (A5)
t2,1 ≡ c5a4 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ −t2,1 + c2s2,2 (A8)
t2,1 ≡ b4 (B4)
0 ≡ c4b4 (B5)
t1,2 ≡ c5b4 (B6)
s2,2 ≡ c2t1,2 + c2t1,1 (B8).
We use (A4) to rewrite (A5) as t1,2 ≡ 0 and (A6) as t2,1 ≡ 0.
We use (A6) to rewrite (A8) as t1,1 ≡ c2s2,2.
We use (A5) to rewrite (B8) as s2,2 ≡ c2t1,1.
473
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 (B8)
t1,2 ≡ 0 (A5)
t2,1 ≡ 0 (A6).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.1.4.
We fix arbitrary values c4, c5, c6 ∈ {0, 1, 2} such that (c4, c5, c6) 6= (0, 0, 0). There are
26 ways to choose the values c4, c5 and c6. Let m4 = y4 + c4v1 + c5v2 + c6v3. Thus
m4 =

0 1 c5
0 c6 0
c4 −3 3c2c6
 .
Let W2 = 〈W1,m4〉 ∈ L2. The number of subgroups W2 of this type is 1. Since
|W1| = 310 it follows that |W2| = 311. Note that ∂−1W1/W2 ∼= Z3 × Z3 × Z3 and
rank(∂−1W1/W2) = 3. We now calculate the pullback ∂−1W2. We observed in Case
7.3.1 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.3.1, we are taking d0 = 1, d1 = c4, d2 = c5, and d3 = c6.
Hence x ∈ ∂−1W2 if and only if
0 ≡ c4a4 (A4)
t1,2 ≡ c5a4 (A5)
t2,1 ≡ c6a4 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ −t2,1 + c2s2,2 + a4 (A8)
t2,1 ≡ c4b4 (B4)
0 ≡ c5b4 (B5)
t1,2 ≡ c6b4 (B6)
s2,2 ≡ c2t1,2 + c2t1,1 − b4 (B8).
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We write (A8) as a4 ≡ t1,1 + t2,1 − c2s2,2.
Using (A8) we write (A4) as 0 ≡ c4(t1,1+t2,1−c2s2,2). Solving for c4t1,1 yields
c4t1,1 ≡ −c4t2,1 + c2c4s2,2.
Using (A8) we write (A5) as t1,2 ≡ c5(t1,1 + t2,1 − c2s2,2). Solving for c5t1,1
yields c5t1,1 ≡ t1,2 − c5t2,1 + c2c5s2,2.
Using (A8) we write (A6) as t2,1 ≡ c6(t1,1 + t2,1 − c2s2,2). Solving for c6t1,1
yields c6t1,1 ≡ (1− c6)t2,1 + c2c6s2,2.
We write (B8) as b4 ≡ c2t1,1 + c2t1,2 − s2,2.
Using (B8) we write (B4) as t2,1 ≡ c4(c2t1,1 + c2t1,2 − s2,2). Solving for c4s2,2
yields c4s2,2 ≡ c2c4t1,1 + c2c4t1,2 − t2,1.
Using (B8) we write (B5) as 0 ≡ c5(c2t1,1 + c2t1,2 − s2,2). Solving for c5s2,2
yields c5s2,2 ≡ c2c5t1,1 + c2c5t1,2.
Using (B8) we write (B6) as t1,2 ≡ c6(c2t1,1 + c2t1,2 − s2,2). Solving for c6s2,2
yields c6s2,2 ≡ c2c6t1,1 + (c2c6 − 1)t1,2.
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Hence x ∈ ∂−1W2 if and only if
c4t1,1 ≡ −c4t2,1 + c2c4s2,2 (A4)
c5t1,1 ≡ t1,2 − c5t2,1 + c2c5s2,2 (A5)
c6t1,1 ≡ (1− c6)t2,1 + c2c6s2,2 (A6)
t1,2 ≡ −c2t2,1 (A7)
c4s2,2 ≡ c2c4t1,1 + c2c4t1,2 − t2,1 (B4)
c5s2,2 ≡ c2c5t1,1 + c2c5t1,2 (B5)
c6s2,2 ≡ c2c6t1,1 + (c2c6 − 1)t1,2 (B6).
Using (A4) to substitute for c4t1,1 in (B4) yields
c4s2,2 ≡ c2(−c4t2,1 + c2c4s2,2) + c2c4t1,2 − t2,1,
which simplifies to c4t1,2 ≡ (c4 + c2)t2,1.
Using (A5) to substitute for c5t1,1 in (B5) yields
c5s2,2 ≡ c2(t1,2 − c5t2,1 + c2c5s2,2) + c2c5t1,2
which simplifies to (1 + c5)t1,2 ≡ c5t2,1.
Using (A6) to substitute for c6t1,1 in (B6) yields
c6s2,2 ≡ c2((1− c6)t2,1 + c2c6s2,2) + (c2c6 − 1)t1,2
which simplifies to (c6 − c2)t1,2 ≡ (c6 − 1)t2,1.
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Hence x ∈ ∂−1W2 if and only if
c4t1,1 ≡ −c4t2,1 + c2c4s2,2 (A4)
c5t1,1 ≡ t1,2 − c5t2,1 + c2c5s2,2 (A5)
c6t1,1 ≡ (1− c6)t2,1 + c2c6s2,2 (A6)
t1,2 ≡ −c2t2,1 (A7)
c4t1,2 ≡ (c4 + c2)t2,1 (B4)
(1 + c5)t1,2 ≡ c5t2,1 (B5)
(c6 − c2)t1,2 ≡ (c6 − 1)t2,1 (B6).
We now consider subcases based on chosen values of c4, c5, and c6.
In Case 7.3.1.4.1 we consider c4 = 0.
In Case 7.3.1.4.2 we consider c5 = 0 and c4 ∈ {1, 2}.
In Case 7.3.1.4.3 we consider c6 = 0 and c4, c5 ∈ {1, 2}.
In Case 7.3.1.4.4 we consider c4, c5, c6 ∈ {1, 2}.
Case 7.3.1.4.1.
Suppose c4 = 0.
Then (B4) becomes 0 ≡ c2t2,1. Since c2 ∈ {1, 2}, we get t2,1 ≡ 0.
Thus (A7) becomes t1,2 ≡ 0.
We find that (A4), (B5) and (B6) are automatically satisfied.
If c5 6= 0, mulitplying (A5) by c2c5 yields s2,2 ≡ c2t1,1.
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If c5 = 0, then (A5) is automatically satisfied.
If c6 6= 0, multiplying (A6) by c2c6 yields s2,2 ≡ c2t1,1.
If c6 = 0, then (A6) is automatically satisfied.
Since (c5, c6) 6= (0, 0), we are guaranteed that s2,2 ≡ c2t1,1.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 (A5)
t1,2 ≡ 0 (A7)
t2,1 ≡ 0 (B4).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.1.4.2.
Suppose c5 = 0 and c4 ∈ {1, 2}.
Then both (A5) and (B5) become t1,2 ≡ 0.
Since c2 ∈ {1, 2}, (A7) becomes 0 ≡ t2,1.
We find that (B4) and (B6) are automatically satisfied.
Mulitplying (A4) by c2c4 yields s2,2 ≡ c2t1,1.
If c6 6= 0, multiplying (A6) by c2c6 yields s2,2 ≡ c2t1,1.
If c6 = 0, then (A6) is automatically satisfied.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 (A4)
t1,2 ≡ 0 (A7)
t2,1 ≡ 0 (B4).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.1.4.3.
Suppose c6 = 0 and c4, c5 ∈ {1, 2}.
Then (A6) becomes 0 ≡ t2,1.
Since c2 ∈ {1, 2}, (A7) becomes t1,2 ≡ 0.
We find that (B4), (B5) and (B6) are automatically satisfied.
Mulitplying (A4) by c2c4 yields s2,2 ≡ c2t1,1.
Multiplying (A5) by c2c5 yields s2,2 ≡ c2t1,1.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 (A4)
t1,2 ≡ 0 (A7)
t2,1 ≡ 0 (B4).
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These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.1.4.4.
Suppose c4, c5, c6 ∈ {1, 2}.
Multiplying (A4) by c2c4 yields c2t1,1 ≡ −c2t2,1 + s2,2.
Multiplying (A6) by c2c6 yields c2t1,1 ≡ c2(c6 − 1)t2,1 + s2,2.
Combining (A4) and (A6) now yields −c2t2,1 ≡ c2(c6−1)t2,1, and thus c6t2,1 ≡
0. Since c6 ∈ {1, 2}, we have t2,1 ≡ 0.
Since c2 ∈ {1, 2}, (A7) becomes t1,2 ≡ 0.
We find that (B4), (B5) and (B6) are automatically satisfied.
Multiplying (A5) by c2c5 yields s2,2 ≡ c2t1,1.
We find that (A4) and (A6) are now the same as (A5).
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 (A4)
t1,2 ≡ 0 (A7)
t2,1 ≡ 0 (B4).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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18.3.2 Case 7.3.2.
Let d0, d1, d2, d3, e1, e2, e3 be unspecified. Let m4 = d0y4 + d1v1 + d2v2 + d3v3 and let
m5 = e1v1 + e2v2 + e3v3. Thus
m4 = d0

0 1 0
0 0 0
0 −3 0
+ d1

0 0 0
0 0 0
1 0 0
+ d2

0 0 1
0 0 0
0 0 0

+d3

0 0 0
0 1 0
0 0 3c2
 =

0 d0 d2
0 d3 0
d1 −3d0 3c2d3
 ,
m5 = e1

0 0 0
0 0 0
1 0 0
+ e2

0 0 1
0 0 0
0 0 0
+ e3

0 0 0
0 1 0
0 0 3c2
 =

0 0 e2
0 e3 0
e1 0 3c2e3
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. We now calculate the pullback ∂−1W2. The
subgroup W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1


⋂


2 2 2
2 2 2
2 2 1

 =


2 2 2
2 2 2
2 2 1

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
−3(t1,0 + t2,0) −3(t1,1 + t2,1) −3t1,2

and ∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 + t1,2 −3(t1,1 + t1,2)
3s2,1 + t2,1 3s2,2 −3t2,1
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
We wish to identify values a1, a2, a3, a4, a5 ∈ Z9 such that ∂1x ≡ a1m1+a2m2+a3m3+
a4m4 + a5m5 (mod I). A formal expression for a1m1 + a2m2 + a3m3 + a4m4 + a5m5 is
a1

0 1 0
0 0 0
0 0 0
+ a2

0 c2 0
0 0 3
0 −3c2 0
+ a3

0 c3 0
1 0 −3
0 −3c3 0

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+a4

0 d0 d2
0 d3 0
d1 −3d0 3c2d3
+ a5

0 0 e2
0 e3 0
e1 0 3c2e3
 .
For convenience, we write q = a1+c2a2+c3a3+d0a4, q1 = d1a4+e1a5, q2 = d2a4+e2a5,
and q3 = d3a4 + e3a5. A formal expression for a1m1 + a2m2 + a3m3 + a4m4 + a5m5 is
=

0 q q2
a3 q3 3(a2 − a3)
q1 3(a1 − q) 3c2q3
 .
Comparing (1, 0)-entries, we get t2,0 ≡ a3.
Comparing (1, 2)-entries, we get s2,2 ≡ a2 − a3 and thus a2 ≡ t2,0 + s2,2.
Comparing (0, 1)-entries, we get t1,1 ≡ q.
Comparing (2, 1)-entries, we get t1,1 + t2,1 ≡ q− a1. Combining this with our
first expression for t1,1 yields a1 ≡ −t2,1.
Comparing (0, 2)-entries, we get t1,2 ≡ q2.
Comparing (2, 0)-entries, we get 0 ≡ q1.
Comparing (1, 1)-entries, we get t2,1 ≡ q3.
Comparing (2, 2)-entries, we get −t1,2 ≡ c2q3 and thus t1,2 ≡ −c2t2,1.
We use our expression for q to write t1,1 ≡ −t2,1 +c2t2,0 +c2s2,2 +c3t2,0 +d0a4.
Using c3 ≡ −c2 yields t1,1 ≡ −t2,1 + c2s2,2 + d0a4.
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We see that ∂1x ∈ W2 if and only if
a1 ≡ −t2,1 (A1)
a2 ≡ t2,0 + s2,2 (A2)
a3 ≡ t2,0 (A3)
0 ≡ q1 (A4)
t1,2 ≡ q2 (A5)
t2,1 ≡ q3 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − t2,1 + d0a4 (A8).
We wish to identify values b1, b2, b3, b4, b5 ∈ Z9 such that ∂2x ≡ b1m1+b2m2+
b3m3+b4m4+b5m5 (mod I). A formal expression for b1m1+b2m2+b3m3+b4m4+b5m5
is
b1

0 1 0
0 0 0
0 0 0
+ b2

0 c2 0
0 0 3
0 −3c2 0
+ b3

0 c3 0
1 0 −3
0 −3c3 0

+b4

0 d0 d2
0 d3 0
d1 −3d0 3c2d3
+ b5

0 0 e2
0 e3 0
e1 0 3c2e3
 .
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For convenience, we write r = b1 +c2b2 +c3b3 +d0b4, r1 = d1b4 +e1b5, r2 = d2b4 +e2b5,
and r3 = d3b4 + e3b5. A formal expression for b1m1 + b2m2 + b3m3 + b4m4 + b5m5 is
0 r r2
b3 r3 3(b2 − b3)
r1 3(b1 − r) 3c2r3
 .
Comparing (1, 0)-entries, we get t1,1 ≡ b3.
Comparing (1, 2)-entries, we get t1,1 + t1,2 ≡ b3 − b2 and thus b2 ≡ −t1,2.
Comparing (0, 1)-entries, we get t0,2 ≡ r.
Comparing (2, 1)-entries, we get s2,2 ≡ b1 − r and thus b1 ≡ t0,2 + s2,2.
Comparing (2, 0)-entries, we get t2,1 ≡ r1.
Comparing (0, 2)-entries, we get 0 ≡ r2.
Comparing (1, 1)-entries, we get t1,2 ≡ r3.
Comparing (2, 2)-entries, we get −t2,1 ≡ c2r3 and thus t1,2 ≡ −c2t2,1.
We use our expressoin for r to write t0,2 ≡ t0,2 + s2,2 − c2t1,2 + c3t1,1 + d0b4.
Using c3 ≡ −c2 and solving for s2,2 yields s2,2 ≡ c2t1,2 + c2t1,1 − d0b4.
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We see that ∂2x ∈ W2 if and only if
b1 ≡ t0,2 + s2,2 (B1)
b2 ≡ −t1,2 (B2)
b3 ≡ t1,1 (B3)
t2,1 ≡ r1 (B4)
0 ≡ r2 (B5)
t1,2 ≡ r3 (B6)
t1,2 ≡ −c2t2,1 (B7)
s2,2 ≡ c2t1,2 + c2t1,1 − d0b4 (B8).
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Hence x ∈ ∂−1W2 if and only if
0 ≡ q1 (A4)
t1,2 ≡ q2 (A5)
t2,1 ≡ q3 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − t2,1 + d0a4 (A8)
t2,1 ≡ r1 (B4)
0 ≡ r2 (B5)
t1,2 ≡ r3 (B6)
s2,2 ≡ c2t1,2 + c2t1,1 − d0b4 (B8).
Case 7.3.2.1.
Let m4 = v2 and let m5 = v3. Thus
m4 =

0 0 1
0 0 0
0 0 0
 ,m5 =

0 0 0
0 1 0
0 0 3c2
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. The number of subgroups W2 of this type is 1. Since
|W1| = 310 and |W2/W1| = 32, it follows that |W2| = 312. Note that ∂−1W1/W2 ∼=
Z3 × Z3 and rank(∂−1W1/W2) = 2. We now calculate the pullback ∂−1W2. We
488
observed in Case 7.3.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.3.2, we are taking d0 = 0, d1 = 0, d2 = 1, d3 = 0, e1 = 0,
e2 = 0, and e3 = 1. Thus q1 = 0, q2 = a4, q3 = a5, r1 = 0, r2 = b4, and r3 = b5.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ 0 (A4)
t1,2 ≡ a4 (A5)
t2,1 ≡ a5 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − t2,1 (A8)
t2,1 ≡ 0 (B4)
0 ≡ b4 (B5)
t1,2 ≡ b5 (B6)
s2,2 ≡ c2t1,2 + c2t1,1 (B8).
Combining (A7) and (B4) yields t1,2 ≡ 0.
Hence x ∈ ∂−1W2 if and only if
t1,2 ≡ 0 (A7)
t1,1 ≡ c2s2,2 (A8)
t2,1 ≡ 0 (B4).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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Case 7.3.2.2.
We fix an arbitrary value c4 ∈ {0, 1, 2}. There are 3 ways to choose the value c4. Let
m4 = v1 + c4v2 and let m5 = v3. Thus
m4 =

0 0 c4
0 0 0
1 0 0
 ,m5 =

0 0 0
0 1 0
0 0 3c2
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. The number of subgroups W2 of this type is 3. Since
|W1| = 310 and |W2/W1| = 32, it follows that |W2| = 312. Note that ∂−1W1/W2 ∼=
Z3 × Z3 and rank(∂−1W1/W2) = 2. We now calculate the pullback ∂−1W2. We
observed in Case 7.3.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
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In the notation of Case 7.3.2, we are taking d0 = 0, d1 = 1, d2 = c4, d3 = 0, e1 = 0,
e2 = 0, and e3 = 1. Thus q1 = a4, q2 = c4a4, q3 = a5, r1 = b4, r2 = c4b4, and r3 = b5.
Hence x ∈ ∂−1W2 if and only if
0 ≡ a4 (A4)
t1,2 ≡ c4a4 (A5)
t2,1 ≡ a5 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − t2,1 (A8)
t2,1 ≡ b4 (B4)
0 ≡ c4b4 (B5)
t1,2 ≡ b5 (B6)
s2,2 ≡ c2t1,2 + c2t1,1 (B8).
We use (A4) to write (A5) as t1,2 ≡ 0.
We use (A5) to write (A7) as 0 ≡ t2,1.
We use (A7) to write (A8) as s2,2 ≡ c2t1,1.
We find that (B8) becomes an equivalent statement to (A8).
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Hence x ∈ ∂−1W2 if and only if
t1,2 ≡ 0 (A5)
t2,1 ≡ 0 (A7)
s2,2 ≡ c2t1,1 (A8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.2.3.
We fix arbitrary values c4, c5 ∈ {0, 1, 2}. There are 9 ways to choose the values c4
and c5. Let m4 = v1 + c4v3 and let m5 = v2 + c5v3. Thus
m4 =

0 0 0
0 c4 0
1 0 3c2c4
 ,m5 =

0 0 1
0 c5 0
0 0 3c2c5
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. The number of subgroups W2 of this type is 9. Since
|W1| = 310 and |W2/W1| = 32, it follows that |W2| = 312. Note that ∂−1W1/W2 ∼=
Z3 × Z3 and rank(∂−1W1/W2) = 2. We now calculate the pullback ∂−1W2. We
observed in Case 7.3.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.3.2, we are taking d0 = 0, d1 = 1, d2 = 0, d3 = c4, e1 = 0,
e2 = 1, and e3 = c5. Thus q1 = a4, q2 = a5, q3 = c4a4 + c5a5, r1 = b4, r2 = b5, and
r3 = c4b4 + c5b5.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ a4 (A4)
t1,2 ≡ a5 (A5)
t2,1 ≡ c4a4 + c5a5 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − t2,1 (A8)
t2,1 ≡ b4 (B4)
0 ≡ b5 (B5)
t1,2 ≡ c4b4 + c5b5 (B6)
s2,2 ≡ c2t1,2 + c2t1,1 (B8).
We use (A4) and (A5) to rewrite (A6) as t2,1 ≡ c5t1,2. Using (A7), this
becomes (c2c5 + 1)t2,1 ≡ 0. We multiply this by c2 ∈ {1, 2} to get (c2 + c5)t2,1 ≡ 0.
We use (B4) and (B5) to rewrite (B6) as t1,2 ≡ c4t2,1. Using (A7), this
becomes (c2 + c4)t2,1 ≡ 0.
We use (A8) to substitute for t1,1 in (B8) and get s2,2 ≡ c2t1,2+c2(c2s2,2−t2,1.
Using (A7), this simplifies to (c2 + 1)t2,1 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
(c2 + c5)t2,1 ≡ 0 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − t2,1 (A8)
(c2 + c4)t2,1 ≡ 0 (B6)
(c2 + 1)t2,1 ≡ 0 (B8).
We consider the following: E1 = c2 + 1, E2 = c2 + c4, and E3 = c2 + c5. Note,
that when E1 ≡ 0, E2 ≡ 0, and E3 ≡ 0, all three of (A6), (B6), and (B8) will be
automatically satisfied and thus t2,1 will be a new free variable. Otherwise, we will
find t2,1 ≡ 0. First, we suppose that either E1 6≡ 0, E2 6≡ 0, or E3 6≡ 0 and show that
t2,1 ≡ 0.
If E1 6≡ 0, then (B6) will become t2,1 ≡ 0 and then (B5) and (A6) will be
automatically satisfied.
If E2 6≡ 0, then (B5) will become t2,1 ≡ 0 and then (B6) and (A6) will be
automatically satisfied.
If E3 6≡ 0, then (A6) will become t2,1 ≡ 0 and then (B5) and (B6) will be
automatically satisfied.
Now, suppose E1 ≡ 0, E2 ≡ 0, and E3 ≡ 0. Recall, that c2 ∈ {1, 2} and
c4, c5 ∈ {0, 1, 2}.
Since E1 ≡ 0, we find that c2 ≡ 2.
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Since c2 ≡ 2, we find that c4 ≡ 1 to satisfy E2 ≡ 0.
Since c2 ≡ 2, we find that c5 ≡ 1 to satisfy E3 ≡ 0.
Thus, E1 ≡ 0, E2 ≡ 0, and E3 ≡ 0 exactly when (c2, c4, c5) = (2, 1, 1).
We will now define subcases based on chosen values for c2, c4, and c5. In Case
7.3.2.3.1 we consider (c2, c4, c5) 6= (2, 1, 1). In Case 7.3.2.3.2 we consider (c2, c4, c5) =
(2, 1, 1).
Case 7.3.2.3.1.
Suppose (c2, c4, c5) 6= (2, 1, 1). Then, based on our work in Case 7.3.2.3, we find that
t2,1 ≡ 0.
Since t2,1 ≡ 0, (A7) becomes t1,2 ≡ 0 and (A8) becomes s2,2 ≡ c2t1,1.
Hence x ∈ ∂−1W2 if and only if
t1,2 ≡ 0 (A5)
t2,1 ≡ 0 (A7)
s2,2 ≡ c2t1,1 (A8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.2.3.2.
Suppose (c2, c4, c5) = (2, 1, 1). Then, based on our work in Case 7.3.2.3, we find that
(A6), (B5), and (B6) are automatically satisfied.
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Since c2 = 2, (A7) becomes t1,2 ≡ t2,1.
Solving (A8) for s2,2 and using c2 = 2 yields s2,2 ≡ −t1,1 − t2,1.
Hence x ∈ ∂−1W2 if and only if
t1,2 ≡ −c2t2,1 (A7)
s2,2 ≡ c2t1,1 + c2t2,1 (A8).
We regard t2,0, t0,2, t1,1, and t2,1 as the free variables. Taking t2,0 = 1, t0,2 = 0,
t1,1 = 0, and t2,1 = 0, the matrix x becomes
v1 =

0 0 0
0 0 0
1 0 0
 .
Taking t2,0 = 0, t0,2 = 1, t1,1 = 0, and t2,1 = 0, the matrix x becomes
v2 =

0 0 1
0 0 0
0 0 0
 .
Taking t2,0 = 0, t0,2 = 0, t1,1 = 1, and t2,1 = 0, the matrix x becomes
v3 =

0 0 0
0 1 0
0 0 −3
 .
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Taking t2,0 = 0, t0,2 = 0, t1,1 = 0, and t2,1 = 1, the matrix x becomes
v4 =

0 0 0
0 0 1
0 1 −3
 .
We see that ∂−1W2 = 〈∂−1W0, v1, v2, v3, v4〉. Recalling that ∂−1W1 = 〈∂−1W0, v1, v2, v3〉,
we have ∂−1W2 = 〈∂−1W1, v4〉. Note that v4 6∈ ∂−1W1, but
3v4 =

0 0 0
0 0 3
0 3 0
 ∈ ∂
−1W0 ⊂ ∂−1W1.
Thus, |∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 314, it follows that |∂−1W2| = 315.
Recalling that |W2| = 312, we obtain |∂−1W2/W2| = 33.
Recall, that ∂−1W1/W2 ∼= Z3×Z3. Since ∂−1W2/W2 has order 33 and contains
∂−1W1/W2 as a subgroup, ∂−1W2/W2 must be isomorphic to Z9×Z3 or Z3×Z3×Z3.
We determine if ∂−1W2/W2 ∼= Z9 × Z3 or ∂−1W2/W2 ∼= Z3 × Z3 × Z3.
Recall that c2c3 = 2. Since c2 = 2, we find that c3 = 1. Since c1 = 1, c2 = 2,
c3 = 1, c4 = 1, and c5 = 1,
m1 =

0 1 0
0 0 0
0 0 0
 ,m2 =

0 2 0
0 0 3
0 3 0
 ,m3 =

0 1 0
1 0 −3
0 −3 0
 ,
m4 =

0 0 0
0 1 0
1 0 −3
 ,m5 =

0 0 1
0 1 0
0 0 −3
 .
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We find that
−2m1 +m2 =

0 −2 0
0 0 0
0 0 0
+

0 2 0
0 0 3
0 3 0
 =

0 0 0
0 0 3
0 3 0
 = 3v4
Since v4 6∈ W2 and 3v4 ∈ W2, we find that v4 +W2 has order 3 in ∂−1W2/W2.
Thus ∂−1W2/W2 ∼= Z3 × Z3 × Z3 and rank(∂−1W2/W2) = 3. Recall that ∂−1W1/W2
has rank 2. Since rank(∂−1W2/W2) > rank(∂−1W1/W2), we conclude that W2 is
nonterminal and W2 ∈ Lˆ2.
Note that y4 +W2, v3 +W2, v4 +W2 is a basis for the vector space ∂
−1W2/W2
and that the subspace ∂−1W1/W2 has basis y4 +W2, v3 +W2.
We fix arbitrary values c6, c7 ∈ {0, 1, 2}. There are 9 ways to choose the
values c6 and c7. Let m6 = c6y4 + c7v3 + v4. Thus,
m6 =

0 c6 0
0 c7 1
0 −3c6 + 1 −3(c7 + 1)
 .
Let W3 = 〈W2,m6〉 ∈ L3. The number of subgroups W3 of this type is
9. Since m6 6∈ W2 and 3m6 ∈ W2, we have |W3/W2| = 3. Since |W2| = 312 and
|W3/W2| = 3, it follows that |W3| = 313.
We now apply the Generalized Terminal Lemma. Observe that the (2, 1)-
entry and (1, 2)-entry of the matrix m7 are not divisible by 3, but the corresponding
entries in every element in W2 are divisible by 3. Then, by the Generalized Termi-
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nal Lemma, we conclude that ∂−1W3/W2 = ∂−1W2/W2. Thus, rank(∂−1W3/W2) =
rank(∂−1W2/W2) and W3 is terminal.
Case 7.3.2.4.
We fix arbitrary values c4, c5 ∈ {0, 1, 2} such that (c4, c5) 6= (0, 0). There are 8 ways
to choose the values c4 and c5. Let m4 = y4 + c4v1 + c5v2 and let m5 = v3. Thus
m4 =

0 1 c5
0 0 0
c4 −3 0
 ,m5 =

0 0 0
0 1 0
0 0 3c2
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. The number of subgroups W2 of this type is 8. Since
|W1| = 310 and |W2/W1| = 32, it follows that |W2| = 312. Note that ∂−1W1/W2 ∼=
Z3 × Z3 and rank(∂−1W1/W2) = 2. We now calculate the pullback ∂−1W2. We
observed in Case 7.3.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
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The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.3.2, we are taking d0 = 1, d1 = c4, d2 = c5, d3 = 0, e1 = 0,
e2 = 0, and e3 = 1. Thus q1 = c4a4, q2 = c5a4, q3 = a5, r1 = c4b4, r2 = c5b4, and
r3 = b5.
Hence x ∈ ∂−1W2 if and only if
0 ≡ c4a4 (A4)
t1,2 ≡ c5a4 (A5)
t2,1 ≡ a5 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − t2,1 + a4 (A8)
t2,1 ≡ c4b4 (B4)
0 ≡ c5b4 (B5)
t1,2 ≡ b5 (B6)
s2,2 ≡ c2t1,2 + c2t1,1 − b4 (B8).
We rewrite (A8) as a4 ≡ t1,1 + t2,1 − c2s2,2.
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We use (A8) to rewrite (A4) as 0 ≡ c4t1,1 + c4t2,1− c2c4s2,2. Since c2 ∈ {1, 2},
we write this as c4s2,2 ≡ c2c4t1,1 + c2c4t2,1.
We use (A8) to rewrite (A5) as t1,2 ≡ c5t1,1 + c5t2,1− c2c5s2,2. Using (A7) and
c2 ∈ {1, 2}, we write this as c5s2,2 ≡ c2c5t1,1 + (c2c5 + 1)t2,1.
Using (A7), we rewrite (B8) as b4 ≡ c2t1,1 − t2,1 − s2,2.
We use (B8) to rewrite (B4) as t2,1 ≡ c2c4t1,1 − c4t2,1 − c4s2,2. Solving for
c4s2,2 yields c4s2,2 ≡ c2c4t1,1 − (c4 + 1)t2,1.
We use (B8) to rewrite (B5) as c5s2,2 ≡ c2c5t1,1 − c5t2,1.
Combining (A4) and (B4) yields c2c4t2,1 ≡ −(c4 + 1)t2,1, which simplifies to
(c2c4 + c4 + 1)t2,1 ≡ 0.
Combining (A5) and (B5) yields (c2c5 + 1)t2,1 ≡ −c5t2,1, which simplifies to
(c2c5 + c5 + 1))t2,1 ≡ 0.
Hence x ∈ ∂−1W2 if and only if
c4s2,2 ≡ c2c4t1,1 + c2c4t2,1 (A4)
c5s2,2 ≡ c2c5t1,1 + (c2c5 + 1)t2,1 (A5)
t1,2 ≡ −c2t2,1 (A7)
(c2c4 + c4 + 1)t2,1 ≡ 0 (B4)
(c2c5 + c5 + 1)t2,1 ≡ 0 (B5).
We consider the following: E1 = c4(c2 + 1) + 1 and E2 = c5(c2 + 1) + 1. Note
that when E1 ≡ 0 and E2 ≡ 0, both (B4), and (B5) will be automatically satisfied.
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Otherwise, we will find t2,1 ≡ 0. First, we suppose that either E1 6≡ 0 or E2 6≡ 0 and
show that t2,1 ≡ 0.
If E1 6≡ 0, then (B4) will become t2,1 ≡ 0 and (B5) will be automatically
satisfied.
If E2 6≡ 0, then (B5) will become t2,1 ≡ 0 and (B4) will be automatically
satisfied.
Now, suppose E1 ≡ 0 and E2 ≡ 0. This is equivalent to c4(c2 + 1) ≡ 2 and
c5(c2 + 1) ≡ 2. Recall that c2 ∈ {1, 2} and c4, c5 ∈ {0, 1, 2}.
First, we consider c2 = 2. If c2 = 2, then c2 + 1 ≡ 0 and both of our
congruences become 0 ≡ 2, a contradiction.
Thus, we let c2 = 1. If c2 = 1, then c2 + 1 ≡ 2 and we find that our
congruences simplify to c4 ≡ 1 and c5 ≡ 1.
Thus, E1 ≡ 0 and E2 ≡ 0 exactly when (c2, c4, c5) = (1, 1, 1).
We will now define subcases based on chosen values for c2, c4, and c5. In Case
7.3.2.3.1 we consider (c2, c4, c5) 6= (1, 1, 1). In Case 7.3.2.3.2 we consider (c2, c4, c5) =
(1, 1, 1).
Case 7.3.2.4.1.
Suppose (c2, c4, c5) 6= (1, 1, 1). Then, based on our work in Case 7.3.2.4, we find that
t2,1 ≡ 0.
Since t2,1 ≡ 0, (A7) becomes t1,2 ≡ 0, (A4) becomes c4s2,2 ≡ c2c4t1,1, and
(A5) becomes c5s2,2 ≡ c2c5t1,1.
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Hence x ∈ ∂−1W2 if and only if
c4s2,2 ≡ c2c4t1,1 (A4)
c5s2,2 ≡ c2c5t1,1 (A5)
t1,2 ≡ 0 (A7)
t2,1 ≡ 0 (B4).
We show that (A4) and (A5) are equivalent to s2,2 ≡ c2t1,1. Recall that
(c4, c5) 6= (0, 0).
First, consider c4 = 0. Then c5 6= 0. Since c4 = 0, (A4) becomes trivial.
Since c25 ≡ 1, we multiply (A5) by c5 to write s2,2 ≡ c2t1,1.
Next, consider c5 = 0. Then c4 6= 0. Since c5 = 0, (A5) becomes trivial.
Since c24 ≡ 1, we multiply (A4) by c4 to write s2,2 ≡ c2t1,1.
Finally, consider c4 6= 0 and c5 6= 0. Since c4 6= 0, we multiply (A4) by c4 to
write s2,2 ≡ c2t1,1. Since c5 6= 0, we multiply (A5) by c5 to write s2,2 ≡ c2t1,1.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 (A4)
t1,2 ≡ 0 (A7)
t2,1 ≡ 0 (B4).
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These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.2.4.2.
Suppose (c2, c4, c5) = (1, 1, 1). Then, based on our work in Case 7.3.2.4, we find that
(B4) and (B5) are automatically satisfied.
Since c2 = c4 = 1, (A4) becomes s2,2 ≡ t1,1 + t2,1.
Since c2 = c5 = 1, (A5) becomes s2,2 ≡ t1,1 − t2,1.
We use (A4) to rewrite (A5) as t2,1 ≡ −t2,1 and we find that t2,1 ≡ 0.
Since t2,1 ≡ 0, (A7) becomes t1,2 ≡ 0 and (A4) becomes s2,2 ≡ t1,1.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ t1,1 (A4)
t2,1 ≡ 0 (A5)
t1,2 ≡ 0 (A7).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.2.5.
We fix arbitrary values c4, c5, c6 ∈ {0, 1, 2} such that (c4, c5) 6= (0, 0). There are
24 ways to choose the values c4, c5, and c6. Let m4 = y4 + c4v1 + c5v3 and let
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m5 = v2 + c6v3. Thus
m4 =

0 1 0
0 c5 0
c4 −3 3c2c5
 ,m5 =

0 0 1
0 c6 0
0 0 3c2c6
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. The number of subgroups W2 of this type is 24. Since
|W1| = 310 and |W2/W1| = 32, it follows that |W2| = 312. Note that ∂−1W1/W2 ∼=
Z3 × Z3 and rank(∂−1W1/W2) = 2. We now calculate the pullback ∂−1W2. We
observed in Case 7.3.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.3.2, we are taking d0 = 1, d1 = c4, d2 = 0, d3 = c5, e1 = 0,
e2 = 1, and e3 = c6. Thus q1 = c4a4, q2 = a5, q3 = c5a4 + c6a5, r1 = c4b4, r2 = b5, and
r3 = c5b4 + c6b5.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ c4a4 (A4)
t1,2 ≡ a5 (A5)
t2,1 ≡ c5a4 + c6a5 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − t2,1 + a4 (A8)
t2,1 ≡ c4b4 (B4)
0 ≡ b5 (B5)
t1,2 ≡ c5b4 + c6b5 (B6)
s2,2 ≡ c2t1,2 + c2t1,1 − b4 (B8).
We rewrite (A8) as a4 ≡ t1,1 + t2,1 − c2s2,2.
We use (A8) to rewrite (A4) as 0 ≡ c4t1,1 + c4t2,1− c2c4s2,2. Using c22 ≡ 1 and
solving for c4s2,2, we get c4s2,2 ≡ c2c4t1,1 + c2c4t2,1.
We use (A5) and (A8) to rewrite (A6) as t2,1 ≡ c5t1,1+c5t2,1−c2c5s2,2+c6t1,2.
Using c22 ≡ 1 and (A7), and solving for c5s2,2, we get c5s2,2 ≡ c2c5t1,1 + (c2c5 − c2 −
c6)t2,1.
Using (A7), we rewrite (B8) as b4 ≡ c2t1,1 − t2,1 − s2,2.
We use (B8) to rewrite (B4) as t2,1 ≡ c2c4t1,1 − c4t2,1 − c4s2,2. Solving for
c4s2,2, we get c4s2,2 ≡ c2c4t1,1 − (c4 + 1)t2,1.
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We use (A7), (B5) and (B8) to rewrite (B6) as −c2t2,1 ≡ c2c5t1,1 − c5t2,1 −
c5s2,2. Solving for c5s2,2, we get c5s2,2 ≡ c2c5t1,1 + (c2 − c5)t2,1.
Combining (A4) and (B4) yields c2c4t2,1 ≡ −(c4 + 1)t2,1, which we simplify
to get (c2c4 + c4 + 1)t2,1 ≡ 0.
Combining (A6) and (B6) yields (c2c5 − c2 − c6)t2,1 ≡ (c2 − c5)t2,1, which we
simplify to get (c2c5 + c2 + c5 − c6)t2,1 ≡ 0.
Hence x ∈ ∂−1W2 if and only if
c4s2,2 ≡ c2c4t1,1 + c2c4t2,1 (A4)
c5s2,2 ≡ c2c5t1,1 + (c2c5 − c2 − c6)t2,1 (A6)
t1,2 ≡ −c2t2,1 (A7)
(c2c4 + c4 + 1)t2,1 ≡ 0 (B4)
(c2 + c2c5 + c5 − c6)t2,1 ≡ 0 (B6).
Recall that c4, c5 ∈ {0, 1, 2} and (c4, c5) 6= (0, 0). We now define subcases
based on chosen values for c4 and c5. In Case 7.3.2.5.1 we consider c4 = 0 and
c5 ∈ {1, 2}. In Case 7.3.2.5.2 we consider c4 =∈ {1, 2} and c5 = 0. In Case 7.3.2.5.3
we consider c4, c5 ∈ {1, 2}.
Case 7.3.2.5.1.
Suppose c4 = 0 and c5 ∈ {1, 2}.
Since c4 = 0, (B4) becomes t2,1 ≡ 0.
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Thus, (B6) is automatically satisfied.
Since t2,1 ≡ 0, (A7) becomes t1,2 ≡ 0.
Since c4 = 0, (A4) becomes trivial.
Multiplying (A6) by c5 and using t2,1 ≡ 0 yields s2,2 ≡ c2t1,1.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 (A6)
t1,2 ≡ 0 (A7)
t2,1 ≡ 0 (B4).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.2.5.2.
Suppose c4 ∈ {1, 2} and c5 = 0.
Since c5 = 0, (A6) becomes (c2+c6)t2,1 ≡ 0 and (B6) becomes (c2−c6)t2,1 ≡ 0.
Multiplying (A4) by c4 yields s2,2 ≡ c2t1,1 + c2t2,1.
Multiplying (B4) by c4 yields (c2 + c4 + 1)t2,1 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 + c2t2,1 (A4)
(c2 + c6)t2,1 ≡ 0 (A6)
t1,2 ≡ −c2t2,1 (A7)
(c2 + c4 + 1)t2,1 ≡ 0 (B4)
(c2 − c6)t2,1 ≡ 0 (B6).
We consider the following: E1 = c2 + c6, and E2 = c2 − c6. Recall that
c2 ∈ {1, 2} and c6 ∈ {0, 1, 2}.
We find values for c2 and c6 that satisfy E1 ≡ 0 and E2 ≡ 0. If both of
these congruences hold, we will also have E1 +E2 = 2c2 ≡ 0 and thus we get c2 ≡ 0.
Recalling that c2 ∈ {1, 2}, we conclude that there are no values for c2 and c6 that will
satisfy E1 ≡ 0 and E2 ≡ 0.
Thus, t2,1 ≡ 0 is equivalent to (A6) and (B6).
Thus, (B4) is automatically satisfied, (A7) becomes t1,2 ≡ 0, and (A4) be-
comes s2,2 ≡ c2t1,1.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 (A4)
t2,1 ≡ 0 (A6)
t1,2 ≡ 0 (A7).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.2.5.3.
Suppose c4, c5 ∈ {1, 2}. Then c24 ≡ c25 ≡ 1.
Multiplying (A4) by c4 yields s2,2 ≡ c2t1,1 + c2t2,1.
Multiplying (A6) by c5 yields s2,2 ≡ c2t1,1 + (c2 − c2c5 − c5c6)t2,1.
Combining (A4) and (A6) yields c2t2,1 ≡ (c2−c2c5−c5c6)t2,1, which simplifies
to c5(c2 + c6)t2,1 ≡ 0. Multiplying this by c5, we get (c2 + c6)t2,1 ≡ 0.
Multiplying (B4) by c4 yields (c2 + c4 + 1)t2,1 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 + c2t2,1 (A4)
(c2 + c6)t2,1 ≡ 0 (A6)
t1,2 ≡ −c2t2,1 (A7)
(c2 + c4 + 1)t2,1 ≡ 0 (B4)
(c2 + c2c5 + c5 − c6)t2,1 ≡ 0 (B6).
We consider the following: E1 = c2 + c6, E2 = c2 + c4 + 1, and E3 =
c2 +c2c5 +c5−c6. Note, that when E1 ≡ 0, E2 ≡ 0, and E3 ≡ 0, (A6), (B4), and (B6)
will be automatically satisfied and thus t2,1 will be a new free variable. Otherwise,
we will find t2,1 ≡ 0. First, we suppose that either E1 6≡ 0, E2 6≡ 0, or E3 6≡ 0 and
show that t2,1 ≡ 0.
If E1 6≡ 0, then (A6) will become t2,1 ≡ 0 and then (B4) and (B6) will be
automatically satisfied.
If E2 6≡ 0, then (B4) will become t2,1 ≡ 0 and then (A6) and (B6) will be
automatically satisfied.
If E3 6≡ 0, then (B6) will become t2,1 ≡ 0 and then (A6) and (B4) will be
automatically satisfied.
We now compute all ways to assign values to c2, c4, c5, and c6 such that
E1 ≡ 0, E2 ≡ 0, and E3 ≡ 0. Recall that c2 ∈ {1, 2}, and c4, c5, c6 ∈ {0, 1, 2}.
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Note that E1 ≡ 0 is equivalent to c6 ≡ −c2 and that E3 ≡ 0 is equivalent to
c6 ≡ c2 + c2c5 + c5.
Thus, if both congruences hold, we must have −c2 ≡ c2 + c2c5 + c5, which is
equivalent to c2 ≡ c2(c5 + 1). Multiplying this by c2 yields 1 ≡ c5 + 1, from which we
conclude that c5 ≡ 0. However, since we have c5 ∈ {1, 2}, we find that E1 ≡ 0 and
E3 ≡ 0 cannot be simultaneously satisfied.
Thus, t2,1 ≡ 0 is equivalent to (A6), (B4) and (B6).
Since t2,1 ≡ 0, (A7) becomes t1,2 ≡ 0 and (A4) becomes s2,2 ≡ c2t1,1.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 (A4)
t2,1 ≡ 0 (A6)
t1,2 ≡ 0 (A7).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.2.6.
We fix arbitrary values c4, c5, c6, c7 ∈ {0, 1, 2} such that (c4, c5) 6= (0, 0). There are
72 ways to choose the values c4, c5, c6, and c7. Let m4 = y4 + c4v2 + c5v3 and let
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m5 = v1 + c6v2 + c7v3. Thus
m4 =

0 1 c4
0 c5 0
0 −3 3c2c5
 ,m5 =

0 0 c6
0 c7 0
1 0 3c2c7
 .
Let W2 = 〈W1,m4,m5〉 ∈ L2. The number of subgroups W2 of this type is 72. Since
|W1| = 310 and |W2/W1| = 32, it follows that |W2| = 312. Note that ∂−1W1/W2 ∼=
Z3 × Z3 and rank(∂−1W1/W2) = 2. We now calculate the pullback ∂−1W2. We
observed in Case 7.3.2 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.3.2, we are taking d0 = 1, d1 = 0, d2 = c4, d3 = c5, e1 = 1,
e2 = c6, and e3 = c7. Thus q1 = a5, q2 = c4a4 + c6a5, q3 = c5a4 + c7a5, r1 = b5,
r2 = c4b4 + c6b5, and r3 = c5b4 + c7b5.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ a5 (A4)
t1,2 ≡ c4a4 + c6a5 (A5)
t2,1 ≡ c5a4 + c7a5 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − t2,1 + a4 (A8)
t2,1 ≡ b5 (B4)
0 ≡ c4b4 + c6b5 (B5)
t1,2 ≡ c5b4 + c7b5 (B6)
s2,2 ≡ c2t1,2 + c2t1,1 − b4 (B8).
We rewrite (A8) as a4 ≡ t1,1 + t2,1 − c2s2,2.
We use (A4), (A7) and (A8) to rewrite (A5) as −c2t2,1 ≡ c4t1,1 + c4t2,1 −
c2c4s2,2. Using c
2
2 ≡ 1 and solving for c4s2,2, we get c4s2,2 ≡ c2c4t1,1 + (c2c4 + 1)t2,1.
We use (A4) and (A8) to rewrite (A6) as t2,1 ≡ c5t1,1 + c5t2,1− c2c5s2,2. Using
c22 ≡ 1 and solving for c5s2,2, we get c5s2,2 ≡ c2c5t1,1 + c2(c5 − 1)t2,1.
Using (A7), we rewrite (B8) as b4 ≡ c2t1,1 − t2,1 − s2,2.
We use (B4) and (B8) to rewrite (B5) as 0 ≡ c2c4t1,1 − c4t2,1 − c4s2,2 + c6t2,1.
Solving for c4s2,2, we get c4s2,2 ≡ c2c4t1,1 + (c6 − c4)t2,1.
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We use (A7), (B4) and (B8) to rewrite (B6) as −c2t2,1 ≡ c2c5t1,1 − c5t2,1 −
c5s2,2 + c7t2,1. Solving for c5s2,2, we get c5s2,2 ≡ c2c5t1,1 + (c2 − c5 + c7)t2,1.
Combining (A5) and (B5) yields (c2c4+1)t2,1 ≡ (c6−c4)t2,1, which we simplify
to get (c2c4 + c4 − c6 + 1)t2,1 ≡ 0.
Combining (A6) and (B6) yields c2(c5 − 1)t2,1 ≡ (c2 − c5 + c7)t2,1, which we
simplify to get (c2c5 + c2 + c5 − c7)t2,1 ≡ 0.
Hence x ∈ ∂−1W2 if and only if
c4s2,2 ≡ c2c4t1,1 + (c2c4 + 1)t2,1 (A5)
c5s2,2 ≡ c2c5t1,1 + c2(c5 − 1)t2,1 (A6)
t1,2 ≡ −c2t2,1 (A7)
(c2c4 + c4 − c6 + 1)t2,1 ≡ 0 (B5)
(c2c5 + c2 + c5 − c7)t2,1 ≡ 0 (B6).
We now define subcases based on chosen values for c4 and c5. Recall that
c4, c5 ∈ {0, 1, 2} such that (c4, c5) 6= (0, 0). In Case 7.3.2.6.1 we consider c4 = 0. In
Case 7.3.2.6.2 we consider c5 = 0. In Case 7.3.2.6.3 we consider c4, c5 ∈ {1, 2}.
Case 7.3.2.6.1.
Suppose c4 = 0. Then c5 ∈ {1, 2}.
We find that (A5) becomes 0 ≡ t2,1.
We use (A5) to write (A7) as t1,2 ≡ 0.
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Since t2,1 ≡ 0, we find that (B5) and (B6) are automatically satisfied.
Since c25 ≡ 1 and t2,1 ≡ 0, we write (A6) as s2,2 ≡ c2t1,1.
Hence x ∈ ∂−1W2 if and only if
t2,1 ≡ 0 (A5)
s2,2 ≡ c2t1,1 (A6)
t1,2 ≡ 0 (A7).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.2.6.2.
Suppose c5 = 0. Then c4 ∈ {1, 2}.
We find that (A6) becomes 0 ≡ t2,1.
We use (A6) to write (A7) as t1,2 ≡ 0.
Since t2,1 ≡ 0, we find that (B5) and (B6) are automatically satisfied.
Since c24 ≡ 1 and t2,1 ≡ 0, we write (A5) as s2,2 ≡ c2t1,1.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 (A5)
t2,1 ≡ 0 (A6)
t1,2 ≡ 0 (A7).
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These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.2.6.3.
Suppose c4, c5 ∈ {1, 2}. Then c24 ≡ c25 ≡ 1.
We multiply (A5) by c4 to get s2,2 ≡ c2t1,1 + (c2 + c4)t2,1.
We multiply (A6) by c5 to get s2,2 ≡ c2t1,1 + c2(1− c5)t2,1.
We combine (A5) and (A6) to get (c2 + c4)t2,1 ≡ (c2 − c2c5)t2,1, which we
simplify to get (c4 + c2c5)t2,1 ≡ 0.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 + (c2 + c4)t2,1 (A5)
(c4 + c2c5)t2,1 ≡ 0 (A6)
t1,2 ≡ −c2t2,1 (A7)
(c2c4 + c4 − c6 + 1)t2,1 ≡ 0 (B5)
(c2c5 + c2 + c5 − c7)t2,1 ≡ 0 (B6).
We consider the following: E1 = c4 + c2c5, E2 = c2c4 + c4 − c6 + 1, and
E3 = c2c5 + c2 + c5 − c7. Note, that when E1 ≡ 0, E2 ≡ 0, and E3 ≡ 0, all three
of (A6), (B5), and (B6) will be automatically satisfied and thus t2,1 will be a new
free variable. Otherwise, we will find t2,1 ≡ 0. First, we suppose that either E1 6≡ 0,
E2 6≡ 0, or E3 6≡ 0 and show that t2,1 ≡ 0.
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If E1 6≡ 0, then (A6) will become t2,1 ≡ 0 and then (B5) and (B6) will be
automatically satisfied.
If E2 6≡ 0, then (B5) will become t2,1 ≡ 0 and then (A6) and (B6) will be
automatically satisfied.
If E3 6≡ 0, then (B6) will become t2,1 ≡ 0 and then (A6) and (B5) will be
automatically satisfied.
We now compute all ways to assign values to c2, c4, c5, c6, and c7 such that
E1 ≡ 0, E2 ≡ 0, and E3 ≡ 0. Recall that c2, c4, c5 ∈ {1, 2}, and c6, c7 ∈ {0, 1, 2}.
Note that E2 ≡ 0 is equivalent to c6 ≡ c2c4 + c4 + 1 and that E3 ≡ 0 is
equivalent to c7 ≡ c2c5 + c2 + c5. Thus, we will let our choices of c2, c4 and c5 that
satisfy E1 ≡ 0 determine the values of c6 and c7.
We consider when c2 = 1 and c2 = 2 separately.
First suppose that c2 = 1. Then E1 ≡ 0 becomes c4 + c5 ≡ 0. We find that
E1 ≡ 0 holds precisely when (c4, c5) = (1, 2) or (c4, c5) = (2, 1).
Next suppose that c2 = 2. Then E1 ≡ 0 becomes c4 − c5 ≡ 0. We find that
E1 ≡ 0 holds precisely when (c4, c5) = (1, 1) or (c4, c5) = (2, 2).
Thus, for E1 ≡ 0 to be satisfied, we must have
(c2, c4, c5) ∈ {(1, 1, 2), (1, 2, 1), (2, 1, 1), (2, 2, 2)}.
We now determine values for c6 and c7, as described above, for each of the
above solutions for E1 ≡ 0.
When (c2, c4, c5) = (1, 1, 2), we get (c6, c7) = (0, 2).
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When (c2, c4, c5) = (1, 2, 1), we get (c6, c7) = (2, 0).
When (c2, c4, c5) = (2, 1, 1), we get (c6, c7) = (1, 2).
When (c2, c4, c5) = (2, 2, 2), we get (c6, c7) = (1, 2).
Thus, E1 ≡ 0, E2 ≡ 0, and E3 ≡ 0 exactly when
(c2, c4, c5, c6, c7) ∈ {(1, 1, 2, 0, 2), (1, 2, 1, 2, 0), (2, 1, 1, 1, 2), (2, 2, 2, 1, 2)} = S.
We now define subcases based on chosen values for c2, c4, c5, c6 and c7. In
Case 7.3.2.6.3.1 we consider (c2, c4, c5, c6, c7) 6∈ S. In Case 7.3.2.6.3.2 we consider
(c2, c4, c5, c6, c7) ∈ S.
Case 7.3.2.6.3.1.
Suppose (c2, c4, c5, c6, c7) 6∈ S. Then, based on our work in Case 7.3.2.6.3, t2,1 ≡ 0
and (A6), (B5) and (B6) are satisfied.
Since t2,1 ≡ 0, (A7) becomes t1,2 ≡ 0 and (A5) becomes s2,2 ≡ c2t1,1.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 (A5)
t2,1 ≡ 0 (A6)
t1,2 ≡ 0 (A7).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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Case 7.3.2.6.3.2.
Suppose (c2, c4, c5, c6, c7) ∈ S. Then, based on our work in Case 7.3.2.6.3, (A6), (B5),
and (B6) are automatically satisfied.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ c2t1,1 + (c2 + c4)t2,1 (A5)
t1,2 ≡ −c2t2,1 (A7).
We regard t2,0, t0,2, t1,1, and t2,1 as the free variables. Taking t2,0 = 1, t0,2 = 0,
t1,1 = 0, and t2,1 = 0, the matrix x becomes
v1 =

0 0 0
0 0 0
1 0 0
 .
Taking t2,0 = 0, t0,2 = 1, t1,1 = 0, and t2,1 = 0, the matrix x becomes
v2 =

0 0 1
0 0 0
0 0 0
 .
Taking t2,0 = 0, t0,2 = 0, t1,1 = 1, and t2,1 = 0, the matrix x becomes
v3 =

0 0 0
0 1 0
0 0 3c2
 .
522
Taking t2,0 = 0, t0,2 = 0, t1,1 = 0, and t2,1 = 1, the matrix x becomes
v4 =

0 0 0
0 0 −c2
0 1 3(c2 + c4)
 .
We see that ∂−1W2 = 〈∂−1W0, v1, v2, v3, v4〉. Recalling that ∂−1W1 = 〈∂−1W0, v1, v2, v3〉,
we have ∂−1W2 = 〈∂−1W1, v4〉. Note that v4 6∈ ∂−1W1, but
3v4 =

0 0 0
0 0 −3c2
0 3 0
 ∈ ∂
−1W0 ⊂ ∂−1W1.
Thus, |∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 314, it follows that |∂−1W2| = 315.
Recalling that |W2| = 312, we obtain |∂−1W2/W2| = 33.
Recall, that ∂−1W1/W2 ∼= Z3×Z3. Since ∂−1W2/W2 has order 33 and contains
∂−1W1/W2 as a subgroup, ∂−1W2/W2 must be isomorphic to Z9×Z3 or Z3×Z3×Z3.
We determine if ∂−1W2/W2 ∼= Z9 × Z3 or ∂−1W2/W2 ∼= Z3 × Z3 × Z3.
Note that since c1 = 1,
m1 =

0 1 0
0 0 0
0 0 0
 .
We find that
m1 − c2m2 =

0 1 0
0 0 0
0 0 0
+

0 −1 0
0 0 −3c2
0 3 0
 =

0 0 0
0 0 −3c2
0 3 0
 = 3v4
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Since v4 6∈ W2 and 3v4 ∈ W2, we find that v4 +W2 has order 3 in ∂−1W2/W2.
Thus ∂−1W2/W2 ∼= Z3 × Z3 × Z3 and rank(∂−1W2/W2) = 3. Recall that ∂−1W1/W2
has rank 2. Since rank(∂−1W2/W2) > rank(∂−1W1/W2), we conclude that W2 is
nonterminal and W2 ∈ Lˆ2.
Note that v2 +W2, v3 +W2, v4 +W2 is a basis for the vector space ∂
−1W2/W2
and that the subspace ∂−1W1/W2 has basis v2 +W2, v3 +W2.
We fix arbitrary values c8, c9 ∈ {0, 1, 2}. There are 9 ways to choose the
values c8 and c9. Let m6 = c8v2 + c9v3 + v4. Thus,
m6 =

0 0 c8
0 c9 −c2
0 1 3(c2c9 + c2 + c4)
 .
Let W3 = 〈W2,m6〉 ∈ L3. The number of subgroups W3 of this type is
9. Since m6 6∈ W2 and 3m6 ∈ W2, we have |W3/W2| = 3. Since |W2| = 312 and
|W3/W2| = 3, it follows that |W3| = 313.
We now apply the Generalized Terminal Lemma. Observe that the (2, 1)-
entry and (1, 2)-entry of the matrix m7 are not divisible by 3, but the corresponding
entries in every element in W2 are divisible by 3. Then, by the Generalized Termi-
nal Lemma, we conclude that ∂−1W3/W2 = ∂−1W2/W2. Thus, rank(∂−1W3/W2) =
rank(∂−1W2/W2) and W3 is terminal.
524
18.3.3 Case 7.3.3.
Let d0, d1, d2, d3, e1, e2, e3, f2, f3, be unspecified Let m4 = d0y4 + d1v1 + d2v2 + d3v3,
m5 = e1v1 + e2v2 + e3v3, and m6 = f2v2 + f3v3. Thus
m4 = d0

0 1 0
0 0 0
0 −3 0
+ d1

0 0 0
0 0 0
1 0 0
+ d2

0 0 1
0 0 0
0 0 0

+d3

0 0 0
0 1 0
0 0 3c2
 =

0 d0 d2
0 d3 0
d1 −3d0 3c2d3
 ,
m5 = e1

0 0 0
0 0 0
1 0 0
+ e2

0 0 1
0 0 0
0 0 0
+ e3

0 0 0
0 1 0
0 0 3c2
 =

0 0 e2
0 e3 0
e1 0 3c2e3
 ,
m6 = f2

0 0 1
0 0 0
0 0 0
+ f3

0 0 0
0 1 0
0 0 3c2
 =

0 0 f2
0 f3 0
0 0 3c2f3
 .
Let W2 = 〈W1,m4,m5,m6〉 ∈ L2. We now calculate the pullback ∂−1W2. The
subgroup W2 is contained in the pattern subgroup

2 2 2
2 2 1
2 1 1

 .
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Thus the pullback ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1


⋂


2 2 2
2 2 2
2 2 1

 =


2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
Thus
∂1x =

3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
−3(t1,0 + t2,0) −3(t1,1 + t2,1) −3t1,2

and ∂2x =

3s0,1 + t0,1 3s0,2 + t0,2 −3(t0,1 + t0,2)
3s1,1 + t1,1 3s1,2 + t1,2 −3(t1,1 + t1,2)
3s2,1 + t2,1 3s2,2 −3t2,1
 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
We wish to identify values a1, a2, a3, a4, a5, a6 ∈ Z9 such that ∂1x ≡ a1m1 +
a2m2 + a3m3 + a4m4 + a5m5 + a6m6 (mod I). A formal expression for a1m1 + a2m2 +
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a3m3 + a4m4 + a5m5 + a6m6 is
a1

0 1 0
0 0 0
0 0 0
+ a2

0 c2 0
0 0 3
0 −3c2 0
+ a3

0 c3 0
1 0 −3
0 −3c3 0

+a4

0 d0 d2
0 d3 0
d1 −3d0 3c2d3
+ a5

0 0 e2
0 e3 0
e1 0 3c2e3
+ a6

0 0 f2
0 f3 0
0 0 3c2f3
 .
For convenience, we write q = a1 + c2a2 + c3a3 + d0a4, q1 = d1a4 + e1a5, q2 =
d2a4 + e2a5 + f2a6, and q3 = d3a4 + e3a5 + f3a6. A formal expression for a1m1 +
a2m2 + a3m3 + a4m4 + a5m5 + a6m6 is
=

0 q q2
a3 q3 3(a2 − a3)
q1 3(a1 − q) 3c2q3
 .
Comparing (1, 0)-entries, we get t2,0 ≡ a3.
Comparing (1, 2)-entries, we get s2,2 ≡ a2 − a3 and thus a2 ≡ t2,0 + s2,2.
Comparing (0, 1)-entries, we get t1,1 ≡ q.
Comparing (2, 1)-entries, we get t1,1 + t2,1 ≡ q− a1. Combining this with our
first expression for t1,1 yields a1 ≡ −t2,1.
Comparing (0, 2)-entries, we get t1,2 ≡ q2.
Comparing (2, 0)-entries, we get 0 ≡ q1.
Comparing (1, 1)-entries, we get t2,1 ≡ q3.
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Comparing (2, 2)-entries, we get −t1,2 ≡ c2q3 and thus t1,2 ≡ −c2t2,1.
We use our expression for q to write t1,1 ≡ −t2,1 +c2t2,0 +c2s2,2 +c3t2,0 +d0a4.
Using c3 ≡ −c2 yields t1,1 ≡ −t2,1 + c2s2,2 + d0a4.
We see that ∂1x ∈ W2 if and only if
a1 ≡ −t2,1 (A1)
a2 ≡ t2,0 + s2,2 (A2)
a3 ≡ t2,0 (A3)
0 ≡ q1 (A4)
t1,2 ≡ q2 (A5)
t2,1 ≡ q3 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ −t2,1 + c2s2,2 + d0a4 (A8).
We wish to identify values b1, b2, b3, b4, b5, b6 ∈ Z9 such that ∂2x ≡ b1m1 +
b2m2 + b3m3 + b4m4 + b5m5 + b6m6 (mod I). A formal expression for b1m1 + b2m2 +
b3m3 + b4m4 + b5m5 + b6m6 is
b1

0 1 0
0 0 0
0 0 0
+ b2

0 c2 0
0 0 3
0 −3c2 0
+ b3

0 c3 0
1 0 −3
0 −3c3 0

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+b4

0 d0 d2
0 d3 0
d1 −3d0 3c2d3
+ b5

0 0 e2
0 e3 0
e1 0 3c2e3
+ b6

0 0 f2
0 f3 0
0 0 3c2f3
 .
For convenience, we write r = b1 + c2b2 + c3b3 + d0b4, r1 = d1b4 + e1b5, r2 = d2b4 +
e2b5 +f2b6, and r3 = d3b4 +e3b5 +f3b6. A formal expression for b1m1 + b2m2 + b3m3 +
b4m4 + b5m5 + b6m6 is 
0 r r2
b3 r3 3(b2 − b3)
r1 3(b1 − r) 3c2r3
 .
Comparing (1, 0)-entries, we get t1,1 ≡ b3.
Comparing (1, 2)-entries, we get t1,1 + t1,2 ≡ b3 − b2 and thus b2 ≡ −t1,2.
Comparing (0, 1)-entries, we get t0,2 ≡ r.
Comparing (2, 1)-entries, we get s2,2 ≡ b1 − r and thus b1 ≡ t0,2 + s2,2.
Comparing (2, 0)-entries, we get t2,1 ≡ r1.
Comparing (0, 2)-entries, we get 0 ≡ r2.
Comparing (1, 1)-entries, we get t1,2 ≡ r3.
Comparing (2, 2)-entries, we get −t2,1 ≡ c2r3 and thus t1,2 ≡ −c2t2,1.
We use our expression for r to write t0,2 ≡ t0,2 + s2,2 − c2t1,2 + c3t1,1 + d0b4.
Using c3 ≡ −c2 and solving for s2,2 yields s2,2 ≡ c2t1,1 + c2t1,2 − d0b4.
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We see that ∂2x ∈ W2 if and only if
b1 ≡ t0,2 + s2,2 (B1)
b2 ≡ −t1,2 (B2)
b3 ≡ t1,1 (B3)
t2,1 ≡ r1 (B4)
0 ≡ r2 (B5)
t1,2 ≡ r3 (B6)
t1,2 ≡ −c2t2,1 (B7)
s2,2 ≡ c2t1,1 + c2t1,2 − d0b4 (B8).
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Hence x ∈ ∂−1W2 if and only if
0 ≡ q1 (A4)
t1,2 ≡ q2 (A5)
t2,1 ≡ q3 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ −t2,1 + c2s2,2 + d0a4 (A8)
t2,1 ≡ r1 (B4)
0 ≡ r2 (B5)
t1,2 ≡ r3 (B6)
s2,2 ≡ c2t1,1 + c2t1,2 − d0b4 (B8).
Using (A8) to substitute for t1,1 in (B8), we get s2,2 ≡ c2(−t2,1 + c2s2,2 +
d0a4) + c2t1,2 − d0b4, which we simplify to get c2t2,1 − c2t1,2 ≡ c2d0a4 − d0b4.
Using (A7) to substitute for t1,2 in our new (B8), we get c2t2,1− c2(−c2t2,1 ≡
c2d0a4 − d0b4, which we simplify to get (c2 + 1)t2,1 ≡ c2d0a4 − d0b4.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ q1 (A4)
t1,2 ≡ q2 (A5)
t2,1 ≡ q3 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − t2,1 + d0a4 (A8)
t2,1 ≡ r1 (B4)
0 ≡ r2 (B5)
t1,2 ≡ r3 (B6)
(c2 + 1)t2,1 ≡ d0(c2a4 − b4) (B8).
Case 7.3.3.1.
Let m4 = v1, m5 = v2 and m6 = v3. Thus
m4 =

0 0 0
0 0 0
1 0 0
 ,m5 =

0 0 1
0 0 0
0 0 0
 ,m6 =

0 0 0
0 1 0
0 0 3c2
 .
LetW2 = 〈W1,m4,m5,m6〉 ∈ L2. The number of subgroupsW2 of this type is 1. Since
|W1| = 310 and |W2/W1| = 33, it follows that |W2| = 313. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
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Case 7.3.3 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.3.3, we are taking d0 = 0, d1 = 1, d2 = 0, d3 = 0, e1 = 0,
e2 = 1, and e3 = 0, f2 = 0, f3 = 1. Thus q1 = a4, q2 = a5, q3 = a6, r1 = b4, r2 = b5,
and r3 = b6.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ a4 (A4)
t1,2 ≡ a5 (A5)
t2,1 ≡ a6 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − t2,1 (A8)
t2,1 ≡ b4 (B4)
0 ≡ b5 (B5)
t1,2 ≡ b6 (B6)
(c2 + 1)t2,1 ≡ 0 (B8).
Hence x ∈ ∂−1W2 if and only if
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − t2,1 (A8)
(c2 + 1)t2,1 ≡ 0 (B8).
We now consider subcases based on chosen values for c2. In Case 7.3.3.1.1
we consider c2 = 1. In Case 7.3.3.1.2 we consider c2 = 2.
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Case 7.3.3.1.1.
Suppose c2 = 1. Then (A7) becomes −t2,1 ≡ 0.
Since t2,1 ≡ 0, (B8) becomes t1,2 ≡ 0.
Hence x ∈ ∂−1W2 if and only if
t2,1 ≡ 0 (A7)
t1,1 ≡ c2s2,2 (A8)
t1,2 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.3.1.2.
Suppose c2 = 2. Then (A7) is automatically satisfied.
Since c2 = 2, we write (A8) as s2,2 ≡ −t1,1 − t2,1.
Hence x ∈ ∂−1W2 if and only if
s2,2 ≡ −t1,1 − t2,1 (A8)
t1,2 ≡ t2,1 (B8).
535
We regard t2,0, t0,2, t1,1, and t2,1 as the free variables. Taking t2,0 = 1, t0,2 = 0,
t1,1 = 0, and t2,1 = 0, the matrix x becomes
v1 =

0 0 0
0 0 0
1 0 0
 .
Taking t2,0 = 0, t0,2 = 1, t1,1 = 0, and t2,1 = 0, the matrix x becomes
v2 =

0 0 1
0 0 0
0 0 0
 .
Taking t2,0 = 0, t0,2 = 0, t1,1 = 1, and t2,1 = 0, the matrix x becomes
v3 =

0 0 0
0 1 0
0 0 −3
 .
Taking t2,0 = 0, t0,2 = 0, t1,1 = 0, and t2,1 = 1, the matrix x becomes
v4 =

0 0 0
0 0 1
0 1 −3
 .
We see that ∂−1W2 = 〈∂−1W0, v1, v2, v3, v4〉. Recalling that ∂−1W1 = 〈∂−1W0, v1, v2, v3〉,
we have ∂−1W2 = 〈∂−1W1, v4〉. Note that v4 6∈ ∂−1W1, but
3v4 =

0 0 0
0 0 3
0 3 0
 ∈ ∂
−1W0 ⊂ ∂−1W1.
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Thus, |∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 314, it follows that |∂−1W2| = 315.
Recalling that |W2| = 313, we obtain |∂−1W2/W2| = 32.
Recall, that ∂−1W1/W2 ∼= Z3. Since ∂−1W2/W2 has order 33 and contains
∂−1W1/W2 as a subgroup, ∂−1W2/W2 must be isomorphic to Z9 or Z3 × Z3.
We determine if ∂−1W2/W2 ∼= Z9 or ∂−1W2/W2 ∼= Z3 × Z3.
Recall that c2c3 = 2. Since c2 = 2, we find that c3 = 1. Since c1 = 1, c2 = 2,
and c3 = 1.
m1 =

0 1 0
0 0 0
0 0 0
 ,m2 =

0 2 0
0 0 3
0 3 0
 ,m3 =

0 1 0
1 0 −3
0 −3 0
 ,m6 =

0 0 0
0 1 0
0 0 −3
 .
We find that
−2m1 +m2 =

0 −2 0
0 0 0
0 0 0
+

0 2 0
0 0 3
0 3 0
 =

0 0 0
0 0 3
0 3 0
 = 3v4
Since v4 6∈ W2 and 3v4 ∈ W2, we find that v4 +W2 has order 3 in ∂−1W2/W2.
Thus ∂−1W2/W2 ∼= Z3 × Z3 and rank(∂−1W2/W2) = 2. Recall that ∂−1W1/W2
has rank 1. Since rank(∂−1W2/W2) > rank(∂−1W1/W2), we conclude that W2 is
nonterminal and W2 ∈ Lˆ2.
Note that y4 + W2, v4 + W2 is a basis for the vector space ∂
−1W2/W2 and
that the subspace ∂−1W1/W2 has basis y4 +W2.
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We fix an arbitrary value c4 ∈ {0, 1, 2}. There are 3 ways to choose the value
c4. Let m7 = c4y4 + v4. Thus,
m7 =

0 c4 0
0 0 1
0 −3c4 + 1 −3
 .
Let W3 = 〈W2,m7〉 ∈ L3. The number of subgroups W3 of this type is
3. Since m7 6∈ W2 and 3m7 ∈ W2, we have |W3/W2| = 3. Since |W2| = 313 and
|W3/W2| = 3, it follows that |W3| = 314.
We now apply the Generalized Terminal Lemma. Observe that the (2, 1)-
entry and (1, 2)-entry of the matrix m7 are not divisible by 3, but the corresponding
entries in every element in W2 are divisible by 3. Then, by the Generalized Termi-
nal Lemma, we conclude that ∂−1W3/W2 = ∂−1W2/W2. Thus, rank(∂−1W3/W2) =
rank(∂−1W2/W2) and W3 is terminal.
Case 7.3.3.2.
We fix an arbitrary value c4 ∈ {1, 2}. There are 2 ways to choose the value c4. Let
m4 = y4 + c4v1, m5 = v2 and m6 = v3. Thus
m4 =

0 1 0
0 0 0
c4 −3 0
 ,m5 =

0 0 1
0 0 0
0 0 0
 ,m6 =

0 0 0
0 1 0
0 0 3c2
 .
LetW2 = 〈W1,m4,m5,m6〉 ∈ L2. The number of subgroupsW2 of this type is 2. Since
|W1| = 310 and |W2/W1| = 33, it follows that |W2| = 313. Note that ∂−1W1/W2 ∼= Z3
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and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
Case 7.3.3 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.3.3, we are taking d0 = 1, d1 = c4, d2 = 0, d3 = 0, e1 = 0,
e2 = 1, and e3 = 0, f2 = 0, f3 = 1. Thus q1 = c4a4, q2 = a5, q3 = a6, r1 = c4b4,
r2 = b5, and r3 = b6.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ c4a4 (A4)
t1,2 ≡ a5 (A5)
t2,1 ≡ a6 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − t2,1 + a4 (A8)
t2,1 ≡ c4b4 (B4)
0 ≡ b5 (B5)
t1,2 ≡ b6 (B6)
(c2 + 1)t2,1 ≡ c2a4 − b4 (B8).
Since c4 ∈ {1, 2}, (A4) becomes a4 ≡ 0.
Using (A4), (A8) becomes t1,1 ≡ c2s2,2 − t2,1.
Since c4 ∈ {1, 2}, we write (B4) as c4t2,1 ≡ b4.
Using (A4) and (B4) we write (B8) as (1 + c2)t2,1 ≡ −c4t2,1, which simplifies
to (1 + c2 + c4)t2,1 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − t2,1 (A8)
(1 + c2 + c4)t2,1 ≡ 0 (B8).
We now consider subcases based on chosen values for c2 and c4. In Case
7.3.3.2.1 we consider (c2, c4) 6= (1, 1). In Case 7.3.3.2.2 we consider (c2, c4) = (1, 1).
Case 7.3.3.2.1.
Suppose (c2, c4) 6= (1, 1). Since c2, c4 ∈ {1, 2}, we have three possibilities: (c2, c4) =
(1, 2), (c2, c4) = (2, 1), and (c2, c4) = (2, 2). We show that in all three cases, t2,1 = 0.
Suppose (c2, c4) = (1, 2). Then (B8) becomes t2,1 ≡ 0.
Suppose (c2, c4) = (2, 1). Then (B8) becomes t2,1 ≡ 0.
Suppose (c2, c4) = (2, 2). Then (B8) becomes −t2,1 ≡ 0.
Since t2,1 ≡ 0, (A7) becomes t1,2 ≡ 0.
Hence x ∈ ∂−1W2 if and only if
t1,2 ≡ 0 (A7)
t1,1 ≡ c2s2,2 (A8)
t2,1 ≡ 0 (B8).
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These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.3.2.2.
Suppose (c2, c4) = (1, 1). Then (B8) becomes automatically satisfied.
Since c2 = 1, (A7) becomes t1,2 ≡ −t2,1 and (A8) becomes t1,1 ≡ s2,2 − t2,1,
which we write as s2,2 ≡ t1,1 + t2,1.
Hence x ∈ ∂−1W2 if and only if
t1,2 ≡ −t2,1 (A7)
s2,2 ≡ t1,1 + t2,1 (A8).
We regard t2,0, t0,2, t1,1, and t2,1 as the free variables. Taking t2,0 = 1, t0,2 = 0,
t1,1 = 0, and t2,1 = 0, the matrix x becomes
v1 =

0 0 0
0 0 0
1 0 0
 .
Taking t2,0 = 0, t0,2 = 1, t1,1 = 0, and t2,1 = 0, the matrix x becomes
v2 =

0 0 1
0 0 0
0 0 0
 .
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Taking t2,0 = 0, t0,2 = 0, t1,1 = 1, and t2,1 = 0, the matrix x becomes
v3 =

0 0 0
0 1 0
0 0 3
 .
Taking t2,0 = 0, t0,2 = 0, t1,1 = 0, and t2,1 = 1, the matrix x becomes
v4 =

0 0 0
0 0 −1
0 1 3
 .
We see that ∂−1W2 = 〈∂−1W0, v1, v2, v3, v4〉. Recalling that ∂−1W1 = 〈∂−1W0, v1, v2, v3〉,
we have ∂−1W2 = 〈∂−1W1, v4〉. Note that v4 6∈ ∂−1W1, but
3v4 =

0 0 0
0 0 −3
0 3 0
 ∈ ∂
−1W0 ⊂ ∂−1W1.
Thus, |∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 314, it follows that |∂−1W2| = 315.
Recalling that |W2| = 313, we obtain |∂−1W2/W2| = 32.
Recall, that ∂−1W1/W2 ∼= Z3. Since ∂−1W2/W2 has order 33 and contains
∂−1W1/W2 as a subgroup, ∂−1W2/W2 must be isomorphic to Z9 or Z3 × Z3.
We determine if ∂−1W2/W2 ∼= Z9 or ∂−1W2/W2 ∼= Z3 × Z3.
Recall that c2c3 = 2. Since c2 = 1, we find that c3 = 2. Since c1 = 1, c2 = 1,
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c3 = 2, and c4 = 1,
m1 =

0 1 0
0 0 0
0 0 0
 ,m2 =

0 1 0
0 0 3
0 −3 0
 ,m3 =

0 2 0
1 0 −3
0 3 0
 ,
m4 =

0 1 0
0 0 0
1 −3 0
 ,m6 =

0 0 0
0 1 0
0 0 3
 .
We find that
m1 −m2 =

0 1 0
0 0 0
0 0 0
+

0 −1 0
0 0 −3
0 3 0
 =

0 0 0
0 0 −3
0 3 0
 = 3v4
Since v4 6∈ W2 and 3v4 ∈ W2, we find that v4 +W2 has order 3 in ∂−1W2/W2.
Thus ∂−1W2/W2 ∼= Z3 × Z3 and rank(∂−1W2/W2) = 2. Recall that ∂−1W1/W2
has rank 1. Since rank(∂−1W2/W2) > rank(∂−1W1/W2), we conclude that W2 is
nonterminal and W2 ∈ Lˆ2.
Note that y4 + W2, v4 + W2 is a basis for the vector space ∂
−1W2/W2 and
that the subspace ∂−1W1/W2 has basis y4 +W2.
We fix an arbitrary value c5 ∈ {0, 1, 2}. There are 3 ways to choose the value
c5. Let m7 = c5y4 + v4. Thus,
m7 =

0 c5 0
0 0 −1
0 −3c5 + 1 3
 .
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Let W3 = 〈W2,m7〉 ∈ L3. The number of subgroups W3 of this type is
3. Since m7 6∈ W2 and 3m7 ∈ W2, we have |W3/W2| = 3. Since |W2| = 313 and
|W3/W2| = 3, it follows that |W3| = 314.
We now apply the Generalized Terminal Lemma. Observe that the (2, 1)-
entry and (1, 2)-entry of the matrix m7 are not divisible by 3, but the corresponding
entries in every element in W2 are divisible by 3. Then, by the Generalized Termi-
nal Lemma, we conclude that ∂−1W3/W2 = ∂−1W2/W2. Thus, rank(∂−1W3/W2) =
rank(∂−1W2/W2) and W3 is terminal.
Case 7.3.3.3.
We fix arbitrary values c4 ∈ {1, 2} and c5 ∈ {0, 1, 2}. There are 6 ways to choose the
values c4 and c5. Let m4 = y4 + c4v2, m5 = v1 + c5v2 and m6 = v3. Thus
m4 =

0 1 c4
0 0 0
0 −3 0
 ,m5 =

0 0 c5
0 0 0
1 0 0
 ,m6 =

0 0 0
0 1 0
0 0 3c2
 .
LetW2 = 〈W1,m4,m5,m6〉 ∈ L2. The number of subgroupsW2 of this type is 6. Since
|W1| = 310 and |W2/W1| = 33, it follows that |W2| = 313. Note that ∂−1W1/W2 ∼= Z3
and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2. We observed in
Case 7.3.3 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
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Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.3.3, we are taking d0 = 1, d1 = 0, d2 = c4, d3 = 0, e1 = 1,
e2 = c5, and e3 = 0, f2 = 0, f3 = 1. Thus q1 = a5, q2 = c4a4 + c5a5, q3 = a6, r1 = b5,
r2 = c4b4 + c5b5, and r3 = b6.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ a5 (A4)
t1,2 ≡ c4a4 + c5a5 (A5)
t2,1 ≡ a6 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − t2,1 + a4 (A8)
t2,1 ≡ b5 (B4)
0 ≡ c4b4 + c5b5 (B5)
t1,2 ≡ b6 (B6)
(1 + c2)t2,1 ≡ c2a4 − b4 (B8).
We use (A4) to rewrite (A5) as t1,2 ≡ c4a4. Since c4 ∈ {1.2}, we get c4t1,2 ≡
a4. Combining this with (A7) yields a4 ≡ −c2c4t2,1.
We use (A5) to rewrite (A8) as t1,1 ≡ c2s2,2 − (c2c4 + 1)t2,1.
We use (B4) to rewrite (B5) as 0 ≡ c4b4 + c5t2,1. Since c4 ∈ {1, 2}, we get
b4 ≡ −c4c5t2,1.
We use (A5) and (B5) to rewrite (B8) as (1 + c2)t2,1 ≡ c2(−c2c4t2,1) −
(−c4c5t2,1), which simplifies to (1 + c2 + c4 − c4c5)t2,1 ≡ 0.
547
Hence x ∈ ∂−1W2 if and only if
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − (c2c4 + 1)t2,1 (A8)
(1 + c2 + c4 − c4c5)t2,1 ≡ 0 (B8).
We consider E = 1 + c2 + c4− c4c5. Note, that when E 6≡ 0, then (B8) yields
t2,1 ≡ 0 and thus (A7) yields t1,2 ≡ 0. In this case, we will find W2 to be terminal.
However, when E ≡ 0, (B8) will be automatically satisfied and we will find t2,1 to
be a new free variable. Thus, we want to find values for c2 ∈ {1, 2}, c4 ∈ {1, 2}, and
c5 ∈ {0, 1, 2} such that E ≡ 0. For convenience, we consider two cases: c4 = 1 and
c4 = 2.
When c4 = 1, we find that E = c2−c5−1. We have 6 possibilities for (c2, c5):
(1, 0), (2, 0), (1, 1), (2, 1), (1, 2), and (2, 2). We find that E ≡ 0 when (c2, c5) = (1, 0)
or (c2, c5) = (2, 1).
When c4 = 2, we find that E = c2 + c5. We have 6 possibilities for (c2, c5):
(1, 0), (2, 0), (1, 1), (2, 1), (1, 2), and (2, 2). We find that E ≡ 0 when (c2, c5) = (1, 2)
or (c2, c5) = (2, 1).
So, E ≡ 0 precisely when (c2, c4, c5) ∈ {(1, 1, 0), (2, 1, 1), (1, 2, 2), (2, 2, 1)}.
We now define subcases based on chosen values for c2, c4, and c5. In Case
7.3.3.3.1 we consider (c2, c4, c5) 6∈ {(1, 1, 0), (2, 1, 1), (1, 2, 2), (2, 2, 1)}. In Case 7.3.3.3.2
we consider (c2, c4, c5) ∈ {(1, 1, 0), (2, 1, 1), (1, 2, 2), (2, 2, 1)}.
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Case 7.3.3.3.1.
Suppose (c2, c4, c5) 6∈ {(1, 1, 0), (2, 1, 1), (1, 2, 2), (2, 2, 1)}. Then, based on our work
in Case 7.3.3.3, E 6≡ 0.
Thus, (B8) becomes t2,1 ≡ 0.
Since t2,1 ≡ 0, (A7) becomes t1,2 ≡ 0 and (A8) becomes t1,1 ≡ c2s2,2.
Hence x ∈ ∂−1W2 if and only if
t1,2 ≡ 0 (A7)
t1,1 ≡ c2s2,2 (A8)
t2,1 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
Case 7.3.3.3.2.
Suppose (c2, c4, c5) ∈ {(1, 1, 0), (2, 1, 1), (1, 2, 2), (2, 2, 1)}. Then, based on our work
in Case 7.3.3.3, E ≡ 0.
Thus, (B8) becomes automatically satisfied.
We write (A8) as s2,2 ≡ c2t1,1 + (c2 + c4)t2,1.
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Hence x ∈ ∂−1W2 if and only if
t1,2 ≡ −c2t2,1 (A7)
s2,2 ≡ c2t1,1 + (c2 + c4)t2,1 (A8).
We regard t2,0, t0,2, t1,1, and t2,1 as the free variables. Taking t2,0 = 1, t0,2 = 0,
t1,1 = 0, and t2,1 = 0, the matrix x becomes
v1 =

0 0 0
0 0 0
1 0 0
 .
Taking t2,0 = 0, t0,2 = 1, t1,1 = 0, and t2,1 = 0, the matrix x becomes
v2 =

0 0 1
0 0 0
0 0 0
 .
Taking t2,0 = 0, t0,2 = 0, t1,1 = 1, and t2,1 = 0, the matrix x becomes
v3 =

0 0 0
0 1 0
0 0 3c2
 .
Taking t2,0 = 0, t0,2 = 0, t1,1 = 0, and t2,1 = 1, the matrix x becomes
v4 =

0 0 0
0 0 −c2
0 1 3(c2 + c4)
 .
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We see that ∂−1W2 = 〈∂−1W0, v1, v2, v3, v4〉. Recalling that ∂−1W1 = 〈∂−1W0, v1, v2, v3〉,
we have ∂−1W2 = 〈∂−1W1, v4〉. Note that v4 6∈ ∂−1W1, but
3v4 =

0 0 0
0 0 −3c2
0 3 0
 ∈ ∂
−1W0 ⊂ ∂−1W1.
Thus, |∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 314, it follows that |∂−1W2| = 315.
Recalling that |W2| = 313, we obtain |∂−1W2/W2| = 32.
Recall, that ∂−1W1/W2 ∼= Z3. Since ∂−1W2/W2 has order 33 and contains
∂−1W1/W2 as a subgroup, ∂−1W2/W2 must be isomorphic to Z9 or Z3 × Z3.
We determine if ∂−1W2/W2 ∼= Z9 or ∂−1W2/W2 ∼= Z3 × Z3. Note that since
c1 = 1,
m1 =

0 1 0
0 0 0
0 0 0
 .
We find that
m1 − c2m2 =

0 1 0
0 0 0
0 0 0
+

0 −1 0
0 0 −3c2
0 3 0
 =

0 0 0
0 0 −3c2
0 3 0
 = 3v4
Since v4 6∈ W2 and 3v4 ∈ W2, we find that v4 +W2 has order 3 in ∂−1W2/W2.
Thus ∂−1W2/W2 ∼= Z3 × Z3 and rank(∂−1W2/W2) = 2. Recall that ∂−1W1/W2
has rank 1. Since rank(∂−1W2/W2) > rank(∂−1W1/W2), we conclude that W2 is
nonterminal and W2 ∈ Lˆ2.
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Note that y4 + W2, v4 + W2 is a basis for the vector space ∂
−1W2/W2 and
that the subspace ∂−1W1/W2 has basis y4 +W2.
We fix an arbitrary value c6 ∈ {0, 1, 2}. There are 3 ways to choose the value
c6. Let m7 = c6y4 + v4. Thus,
m7 =

0 c6 0
0 0 −c2
0 −3c6 + 1 3(c2 + c4)
 .
Let W3 = 〈W2,m7〉 ∈ L3. The number of subgroups W3 of this type is
3. Since m7 6∈ W2 and 3m7 ∈ W2, we have |W3/W2| = 3. Since |W2| = 313 and
|W3/W2| = 3, it follows that |W3| = 314.
We now apply the Generalized Terminal Lemma. Observe that the (2, 1)-
entry and (1, 2)-entry of the matrix m7 are not divisible by 3, but the corresponding
entries in every element in W2 are divisible by 3. Then, by the Generalized Termi-
nal Lemma, we conclude that ∂−1W3/W2 = ∂−1W2/W2. Thus, rank(∂−1W3/W2) =
rank(∂−1W2/W2) and W3 is terminal.
Case 7.3.3.4.
We fix arbitrary values c4 ∈ {1, 2} and c5, c6 ∈ {0, 1, 2}. There are 18 ways to choose
the values c4, c5 and c6. Let m4 = y4 + c4v3, m5 = v1 + c5v3 and m6 = v2 + c6v3. Thus
m4 =

0 1 0
0 c4 0
0 −3 3c2c4
 ,m5 =

0 0 0
0 c5 0
1 0 3c2c5
 ,m6 =

0 0 1
0 c6 0
0 0 3c2c6
 .
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Let W2 = 〈W1,m4,m5,m6〉 ∈ L2. The number of subgroups W2 of this type is
18. Since |W1| = 310 and |W2/W1| = 33, it follows that |W2| = 313. Note that
∂−1W1/W2 ∼= Z3 and rank(∂−1W1/W2) = 1. We now calculate the pullback ∂−1W2.
We observed in Case 7.3.3 that ∂−1W2 is contained in the pattern subgroup

2 2 2
2 2 2
2 2 1

 .
Let
x =

3s0,0 + t0,0 3s0,1 + t0,1 3s0,2 + t0,2
3s1,0 + t1,0 3s1,1 + t1,1 3s1,2 + t1,2
3s2,0 + t2,0 3s2,1 + t2,1 3s2,2
 ∈


2 2 2
2 2 2
2 2 1

 .
The variables in play are those appearing in the matrix

0 0 t0,2
0 t1,1 t1,2
t2,0 t2,1 3s2,2
 .
In the notation of Case 7.3.3, we are taking d0 = 1, d1 = 0, d2 = 0, d3 = c4, e1 = 1,
e2 = 0, and e3 = c5, f2 = 1, f3 = c6. Thus q1 = a5, q2 = a6, q3 = c4a4 + c5a5 + c6a6,
r1 = b5, r2 = b6, and r3 = c4b4 + c5b5 + c6b6.
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Hence x ∈ ∂−1W2 if and only if
0 ≡ a5 (A4)
t1,2 ≡ a6 (A5)
t2,1 ≡ c4a4 + c5a5 + c6a6 (A6)
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 − t2,1 + a4 (A8)
t2,1 ≡ b5 (B4)
0 ≡ b6 (B5)
t1,2 ≡ c4b4 + c5b5 + c6b6 (B6)
(c2 + 1)t2,1 ≡ c2a4 − b4 (B8).
We use (A4) and (A5) to rewrite (A6) as t2,1 ≡ c4a4 + c6t1,2. Recall, c4 ∈
{1, 2}. Solving for a4 and using (A7) yields a4 ≡ (1 + c2c6)c4t2,1.
We use (A6) to rewrite (A8) as t1,1 ≡ c2s2,2− t2,1 + (1 + c2c6)c4t2,1. We write
this as t1,1 ≡ c2s2,2 + (c4 + c2c4c6 − 1)t2,1.
We use (B4) and (B5) to rewrite (B6) as t1,2 ≡ c4b4+c5t2,1. Recall, c4 ∈ {1, 2}.
Solving for b4 and using (A7) yields b4 ≡ −(c2c4 + c4c5)t2,1.
We use (A6) and (B6) to rewrite (B8) as (c2 + 1)t2,1 ≡ c2(1 + c2c6)c4t2,1 +
(c2c4 + c4c5)t2,1, We write this as (1 + c2 + c2c4 − c4c5 − c4c6)t2,1 ≡ 0.
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Hence x ∈ ∂−1W2 if and only if
t1,2 ≡ −c2t2,1 (A7)
t1,1 ≡ c2s2,2 + (c4 + c2c4c6 − 1)t2,1 (A8)
(1 + c2 + c2c4 − c4c5 − c4c6)t2,1 ≡ 0 (B8).
We consider E = 1 + c2 + c2c4 − c4c5 − c4c6. Note, that when E 6≡ 0, then
(B8) yields t2,1 ≡ 0 and thus (A7) yields t1,2 ≡ 0. In this case, we will find W2 to be
terminal. However, when E ≡ 0, (B8) will be automatically satisfied and we will find
t2,1 to be a new free variable. Thus, we want to find values for c2 ∈ {1, 2}, c4 ∈ {1, 2},
c5 ∈ {0, 1, 2}, and c6 ∈ {0, 1, 2} such that E ≡ 0. For convenience, we consider two
cases: c4 = 1 and c4 = 2.
When c4 = 1, we find that E = 1 − (c2 + c5 + c6). We have 18 possibilities
for (c2, c5, c6). We find that E ≡ 0 when
(c2, c5, c6) ∈ {(1, 0, 0), (1, 1, 2), (1, 2, 1), (2, 0, 2), (2, 1, 1), (2, 2, 0)}.
When c4 = 2, we find that E = 1 + c5 + c6. Since c2 no longer affects
E, we consider the 9 possibilities for (c5, c6). We find that E ≡ 0 when (c5, c6) ∈
{(0, 2), (1, 1), (2, 0)}.
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So, E ≡ 0 precisely when
(c2, c4, c5, c6) ∈ {(1, 1, 0, 0), (1, 1, 1, 2), (1, 1, 2, 1), (2, 1, 0, 2),
(2, 1, 1, 1), (2, 1, 2, 0), (1, 2, 0, 2), (1, 2, 1, 1),
(1, 2, 2, 0), (2, 2, 0, 2), (2, 2, 1, 1), (2, 2, 2, 0)} = S.
We now define subcases based on chosen values for c2, c4, c5, and c6. In Case
7.3.3.3.1 we consider (c2, c4, c5, c6) 6∈ S. In Case 7.3.3.3.2 we consider (c2, c4, c5, c6) ∈
S.
Case 7.3.3.4.1.
Suppose (c2, c4, c5, c6) 6∈ S. Then, based on our work in Case 7.3.3.3, E 6≡ 0.
Thus, (B8) becomes t2,1 ≡ 0.
Since t2,1 ≡ 0, (A7) becomes t1,2 ≡ 0 and (A8) becomes t1,1 ≡ c2s2,2.
Hence x ∈ ∂−1W2 if and only if
t1,2 ≡ 0 (A7)
t1,1 ≡ c2s2,2 (A8)
t2,1 ≡ 0 (B8).
These are the same congruences we found in the calculation of ∂−1W1. Thus
∂−1W2 = ∂−1W1 and W2 is terminal.
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Case 7.3.3.4.2.
Suppose (c2, c4, c5, c6) ∈ S. Then, based on our work in Case 7.3.3.3, E ≡ 0.
Thus, (B8) becomes automatically satisfied.
We write (A8) as s2,2 ≡ c2t1,1 + (c2 − c2c4 − c4c6)t2,1.
Hence x ∈ ∂−1W2 if and only if
t1,2 ≡ −c2t2,1 (A7)
s2,2 ≡ c2t1,1 + (c2 − c2c4 − c4c6)t2,1 (A8).
We regard t2,0, t0,2, t1,1, and t2,1 as the free variables. Taking t2,0 = 1, t0,2 = 0,
t1,1 = 0, and t2,1 = 0, the matrix x becomes
v1 =

0 0 0
0 0 0
1 0 0
 .
Taking t2,0 = 0, t0,2 = 1, t1,1 = 0, and t2,1 = 0, the matrix x becomes
v2 =

0 0 1
0 0 0
0 0 0
 .
Taking t2,0 = 0, t0,2 = 0, t1,1 = 1, and t2,1 = 0, the matrix x becomes
v3 =

0 0 0
0 1 0
0 0 3c2
 .
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Taking t2,0 = 0, t0,2 = 0, t1,1 = 0, and t2,1 = 1, the matrix x becomes
v4 =

0 0 0
0 0 −c2
0 1 3(c2 − c2c4 − c4c6)
 .
We see that ∂−1W2 = 〈∂−1W0, v1, v2, v3, v4〉. Recalling that ∂−1W1 = 〈∂−1W0, v1, v2, v3〉,
we have ∂−1W2 = 〈∂−1W1, v4〉. Note that v4 6∈ ∂−1W1, but
3v4 =

0 0 0
0 0 −3c2
0 3 0
 ∈ ∂
−1W0 ⊂ ∂−1W1.
Thus, |∂−1W2/∂−1W1| = 3. Since |∂−1W1| = 314, it follows that |∂−1W2| = 315.
Recalling that |W2| = 313, we obtain |∂−1W2/W2| = 32.
Recall, that ∂−1W1/W2 ∼= Z3. Since ∂−1W2/W2 has order 33 and contains
∂−1W1/W2 as a subgroup, ∂−1W2/W2 must be isomorphic to Z9 or Z3 × Z3.
We determine if ∂−1W2/W2 ∼= Z9 or ∂−1W2/W2 ∼= Z3 × Z3.
Note that since c1 = 1,
m1 =

0 1 0
0 0 0
0 0 0
 .
We find that
m1 − c2m2 =

0 1 0
0 0 0
0 0 0
+

0 −1 0
0 0 −3c2
0 3 0
 =

0 0 0
0 0 −3c2
0 3 0
 = 3v4
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Since v4 6∈ W2 and 3v4 ∈ W2, we find that v4 +W2 has order 3 in ∂−1W2/W2.
Thus ∂−1W2/W2 ∼= Z3 × Z3 and rank(∂−1W2/W2) = 2. Recall that ∂−1W1/W2
has rank 1. Since rank(∂−1W2/W2) > rank(∂−1W1/W2), we conclude that W2 is
nonterminal and W2 ∈ Lˆ2.
Note that y4 + W2, v4 + W2 is a basis for the vector space ∂
−1W2/W2 and
that the subspace ∂−1W1/W2 has basis y4 +W2.
We fix an arbitrary value c7 ∈ {0, 1, 2}. There are 3 ways to choose the value
c7. Let m7 = c7y4 + v4. Thus,
m7 =

0 c7 0
0 0 −c2
0 −3c7 + 1 3(c2 − c2c4 − c4c6)
 .
Let W3 = 〈W2,m7〉 ∈ L3. The number of subgroups W3 of this type is
3. Since m7 6∈ W2 and 3m7 ∈ W2, we have |W3/W2| = 3. Since |W2| = 313 and
|W3/W2| = 3, it follows that |W3| = 314.
We now apply the Generalized Terminal Lemma. Observe that the (2, 1)-
entry and (1, 2)-entry of the matrix m7 are not divisible by 3, but the corresponding
entries in every element in W2 are divisible by 3. Then, by the Generalized Termi-
nal Lemma, we conclude that ∂−1W3/W2 = ∂−1W2/W2. Thus, rank(∂−1W3/W2) =
rank(∂−1W2/W2) and W3 is terminal.
559
BIBLIOGRAPHY
[1] J. M. Riedl. Unpublished notes from The University of Akron REU. Summer,
2007.
[2] S. Wyles. Doubly-Invariant Subgroups for p = 3. Master’s thesis, The University
of Akron, May, 2015.
[3] J. Gonda. Subgroups of Finite Wreath Product Groups for p = 3. Master’s thesis,
The University of Akron, May, 2016.
560
