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Many body localization (MBL) has emerged as a powerful paradigm for understanding non-
equilibrium quantum dynamics. Folklore based on perturbative arguments holds that MBL only
arises in systems with short range interactions. Here we advance non-perturbative arguments in-
dicating that MBL can arise in systems with long range (Coulomb) interactions. In particular, we
show using bosonization that MBL can arise in one dimensional systems with ∼ r interactions, a
problem that exhibits charge confinement. We also argue that (through the Anderson-Higgs mech-
anism) MBL can arise in two dimensional systems with log r interactions, and speculate that our
arguments may even extend to three dimensional systems with 1/r interactions. Our arguments are
‘asymptotic’ (i.e. valid up to rare region corrections), yet they open the door to investigation of
MBL physics in a wide array of long range interacting systems where such physics was previously
believed not to arise.
I. INTRODUCTION
The phenomenon of many body localization (MBL)
has drawn enormous interest from both the theory [1–8]
and experimental [9–12] communities. The intensive in-
vestigation of the phenomenon has revealed a cornucopia
of exotic physics, including connections to integrability
[13–19], unusual response properties [20, 21], a rich pat-
tern of quantum entanglement [22–26], and new types
of order that cannot arise in equilibrium [27–29]. MBL
can also prevent heating in periodically driven ‘Floquet’
systems [30–34] and thus protect new phases of driven
quantum matter [35–40]. MBL has thus emerged as a
powerful new paradigm for non-equilibrium quantum dy-
namics. However, at the same time there has been a
proliferation of no go arguments [41–50] constraining the
settings in which MBL can arise. One of the most con-
straining of these is the restriction [1, 51–53] to systems
with short range interactions.
The argument against MBL in systems with long range
interactions proceeds by examining the convergence of a
perturbative ‘locator expansion’ in d dimensional systems
when the Hamiltonian contains terms that decay as a
power law function of distance, ∼ r−α. An old argument
due to Anderson [1] establishes that hopping terms with
α < d lead to breakdown of the locator expansion (see
also [51]). A refinement of this argument [52, 53] estab-
lishes that two body interactions with α < 2d also ‘break’
the perturbative expansion. Based on these results, a folk
theorem has arisen that holds that MBL cannot arise
in systems with interactions longer ranged than 1/r2d.
This excludes a great many experimentally relevant sys-
tems, including systems of charges (interacting with a
Coulomb interaction in any dimension), and systems with
dipolar (1/r3) interactions in two and three dimensions.
However, this folk theorem rests on shaky foundations,
since breakdown of perturbation theory does not estab-
lish breakdown of localization. Intriguingly, recent ex-
periments [38] with dipoles seem to indicate MBL-type
physics in a setting where this folk theorem would sug-
gest such physics cannot arise. Could MBL survive after
all in systems with long range interactions?
In this work we present non-perturbative arguments
indicating that MBL can arise with long range interac-
tions. Our conclusions apply even to interactions longer
ranged than 1/rd. The key idea is that the long range
interactions can drive the system into a non-trivial corre-
lated phase, naturally described in terms of emergent de-
grees of freedom with only short range interactions. The
problem can then be mapped onto the classic analysis of
[3] to establish many body localization. We demonstrate
the viability of this idea, using non-perturbative tech-
niques to treat the interaction, for Coulomb interacting
systems in any dimension (i.e. one dimensional systems
with ∼ r interactions, two dimensional systems with log r
interactions, and three dimensional systems with 1/r in-
teractions). The arguments are presented in ‘decreasing
order of rigor,’ with the one dimensional analysis being
on the firmest footing, and the three dimensional analy-
sis the most speculative. In one dimension our arguments
make use of a phase that exhibits charge confinement. In
higher dimensions, it makes use of superconductivity and
the Anderson-Higgs mechanism. Insofar as our analysis
relies on a mapping to [3], it shares similar limitations viz.
we can only establish localization at low (but non-zero)
temperatures [54]. Whether infinite temperature local-
ization can arise with long range interactions remains an
open problem. However, our work opens the door to
the study of MBL physics in a host of experimentally
relevant low temperature systems with long range inter-
actions. We emphasize that our work differs from the
classic analysis of Ref.[55] in that it predicts a strictly
zero conductivity at non-zero energy density, up to rare
region effects. It differs also from [56, 57] in that we do
not restrict ourselves to Anderson localization of single
spin flips, and consider instead many body localization.
2II. LOCALIZATION WITH CONFINING
INTERACTIONS IN ONE DIMENSION
We begin with a discussion of one dimensional systems,
where the long range interaction may be treated exactly
using the method of bosonization. We start with a con-
tinuum model that is inspired by the ‘Schwinger model’
[58–61] from high energy physics. The Schwinger model
is a model of quantum electrodynamics in one dimen-
sion, which exhibits charge confinement. It is formulated
as a one dimensional Dirac fermion coupled to a gauge
field. For our purposes, however, it is more convenient
to adopt a description in which the gauge field has been
integrated out. The Hamiltonian that we wish to study
thus involves Dirac fermions moving in one dimension
with a long range ‘constant force’ interaction (Coulomb
interaction in one spatial dimension). The Hamiltonian
is H0 +Hint where
H0 =
∫
dk
2pi
∑
r=±1
v(rk − kF )c†r,kcr,k; (1)
Hint = −e2
∫
dxdyρ(x)|x − y|ρ(y); (2)
and ρ(x) =
∑
r=±1 c
†
r(x)cr(x). The argument is cleanest
when the theory is formulated in the continuum, in which
case an asymptotically large UV cutoff Λ must be placed
on the dispersion. Lattice formulations of the argument
will be discussed after we have introduced the main ar-
gument. The Schwinger model itself has an additional
parameter, which is a uniform background electric field
(which can be set to have any value). We choose to set
this uniform background electric field to zero. Consid-
eration of potential phase transitions driven by uniform
background field is deferred to future work. There is a
uniform positively charged ‘jellium’ background (intro-
duced so that the energy density remains finite in the
thermodynamic limit). This background is taken to be
rigid i.e. we neglect any coupling to ‘phonons’ of the
jellium.
We now make use of standard bosonization formulae
from [62] to obtain [63]
H0 =
∫
dx
(2pi)
vF
[
pi2Π2(x) + (∇φ(x))2] (3)
Hint =
4e2
pi
∫
dx
2pi
φ2(x) (4)
where φ describes fluctuations of charge density wave or-
der, and we have introduced Π as the conjugate momen-
tum to the φ field. This corresponds to a ‘Klein Gordon’
theory of free massive scalar bosons. The density pattern
in the ground state (at a non-zero fermion density) shows
crystalline long range order [61], and the phase may be
thus thought of as a kind of ‘Wigner crystal’ where the
the usual constraints on long range order in one dimen-
sion have been evaded because of the long range interac-
tion. We can make this expression look more familiar if
we cast it into the form
H =
∫
dq
(2pi)
uq
[
Kqpi
2Π(q)Π(−q) + 1
Kq
q2φ(q)φ(−q)
]
(5)
where
uq = vF
√
1 +
2Vq
pivF
; Kq =
1√
1 +
2Vq
pivF
; Vq =
2e2
q2
(6)
Adding short range interactions will shift K(q →∞) but
will not affect the physics of interest to us here. Note
that the bosonized description of the Schwinger model
involves a non-compact boson - this is a consequence of
integrating out the gauge field [64], and will be important
to our argument. Note also that so far the transforma-
tions performed are exact at the operator level.
We now introduce disorder. We emphasize that the
‘standard prescription’ in the localization literature of
perturbing about the infinite disorder state is unsuitable
here because of the long range interaction. Not only will
the perturbation theory not converge [52, 53], but the
‘infinite disorder’ state itself is an illegal starting point
- a region of size L will have charge ∼ √L from central
limit theorem, and will thus have an ‘electrostatic’ energy
∼ L3/2, which will diverge in a super-extensive fashion
in the limit of large system size. Instead, we first treat
the interaction exactly by the method of bosonization,
and then introduce disorder. Our analysis will be con-
trolled in the regime when disorder is weak compared to
the interaction. We emphasize also that the disorder is
allowed to backscatter electrons (turn right movers into
left movers and vice versa), which is physics that does
not typically enter the high energy literature. The dis-
order adds to the Hamiltonian a piece Hdis where, in
accordance with standard formulae [62]
Hdis = −
∫
dx
[
1
pi
η(x)∇φ + (ξ
∗(x)
2piα
ei2φ(x) + h.c.)
]
(7)
here η represents forward scattering, and ξ represents
backscattering. We make the standard assumption that
η and ξ can be modeled as independent short range cor-
related Gaussian random variables. Here α ∼ 1/Λ is a
UV cutoff.
At this stage, it is tempting to apply the classic
Giamarchi-Schulz renormalization group analysis [65],
which obtains the β functions for the disorder strength
D (defined by 〈ξ∗(x)ξ(y)〉 = Dδ(x − y)), perturbatively
in weak disorder. Generalized to the present problem, an
analysis of this form gives dDdl = 3D i.e. disorder is always
a relevant perturbation. However the Giamarchi-Schulz
calculation is a zero temperature calculation, whereas we
are interested in the behavior at non-zero temperatures.
Additionally, we wish to consider an isolated quantum
system, disconnected from any external heat bath, such
that one cannot use the Matsubara formalism, nor does
it make sense to talk about free energy minimization.
Finally, we are interested not in the ‘disorder averaged’
3properties, but rather in the behavior of a single sample
in a typical disorder realization.
The analysis of a disordered, interacting Luttinger liq-
uid away from its ground state, without the crutches of
disorder averaged field theory or the Matsubara formal-
ism, may appear to be a formidable task [50, 66, 67].
It is a problem, however, that is amenable to analyt-
ical treatment. We start by introducing the notation
ξ(x) = D(x) exp(iζ(x)), and hence rewrite the Hamil-
tonian (for a particular disorder realization, after an in-
tegration by parts) as
H =
∫
dx
2pi
vFpi
2Π2(x) + vF (∇φ)2 + V (φ); (8)
V (φ) =
4e2
pi
φ(x)2 +
2D(x)
α
cos(2φ− ζ(x)) − 2η˜(x)φ(9)
where η˜(x) =
∫ x
dyη(y), and η˜, D(x) and ζ(x) are taken
to be independent zero-mean random variables with short
range correlations. We now introduce φ0(x) to be the
static background field configuration that minimizes the
Hamiltonian
vF∂
2
xφ0 =
4e2
pi
φ0(x)− 2D(x)
α
sin(2φ0 − ζ) − η˜ (10)
Note that φ0 simply represents the adjustment of the
Wigner crystal to the disorder that we have introduced
i.e. it represents the ‘classical ground state,’ where all
quantum fluctuations have been ignored. We assume
that D(x) is a bounded random variable 0 < D(x) < D0
with D0/α < e
2/pi so that V (φ) has a unique mini-
mum. We re-introduce quantum fluctuations by writ-
ing φ(x) = φ0 + δφ, and obtain the effective Hamilto-
nian as a power series in small δφ. This expansion is
well behaved since V (φ) has a unique minimum, in con-
trast to the situation that obtains for compact potentials
[62], where instantons connecting distinct minima must
be taken into account. Relabelling δφ simply as φ, we
obtain the Hamiltonian (up to an unimportant additive
constant) as
H =
∫
dx
2pi
vFpi
2Π2(x) + vF (∇φ)2
+
[
4e2
pi
− 4D(x)
α
cos(2φ0 − ζ)
]
φ2 +O(φ3) (11)
At leading order this is simply a theory of non-interacting
gapped bosons in a random potential, which is well
known to have all its (single-particle) eigenstates local-
ized (see e.g. [68] for an explicit discussion). The higher
order terms come from the expansion of the cosine, are
short ranged in real space, and may be treated within
a perturbative locator expansion. Perturbative locator
expansions of this form were shown to converge at suf-
ficiently low (but non-zero) energy densities [3] (up to
possible rare region corrections [47]), and thus localiza-
tion should persist even when non-linearities from higher
order terms in the expansion are taken into account i.e.
the Hamiltonian (8) should exhibit many body localiza-
tion at sufficiently low (but non-zero) energy densities.
There is a subtlety to be noted here. Given that we
are working in the continuum, the single particle lo-
calization length is unbounded above, whereas [3] as-
sumes a bounded localization length. Problems with
unbounded single particle localization length and short
range interactions have been studied in the MBL lit-
erature [42, 69, 70]. Ref. [42] showed that as long
as Υ = gξ3d(E)P (E)2(1 − P (E))2 is small everywhere
in the spectrum (where g = D/α is the non-linearity
strength, ξ(E) is the localization length and P (E) is the
occupation number for system prepared in a Gibbs state
parametrized by a ‘temperature’ T ), then the locator ex-
pansion converges at a typical point in space. Now, at
small energy densities (i.e. low ‘temperatures’), and at
small E, we surely have Υ ≪ 1. Meanwhile, since ξ(E)
and g(E) both grow as power law functions of energy, but
the P (E) function decays as an exponential function of
energy, we continue to have Υ≪ 1 at high energies, and
a mapping onto [3] to establish perturbative stability of
MBL at a typical point in space is possible [69].
Ref.[42] also raised the possibility that rare ‘hot’ re-
gions may break the locator expansion in the continuum.
This scenario was recently studied in detail by [70], who
concluded that rare regions would always lead to delocal-
ization, with a relaxation timescale that diverged faster
than exp(1/T ) at low temperatures. This ‘rare region’
problem is endemic to models with many body mobil-
ity edges [47], and the present model is no exception.
Whether the rare region problem can be circumvented
remains an open problem, which however has nothing to
do with the long range interacting nature of the prob-
lem - the Hamiltonian (8) is just as localized as would
be a short range interacting problem in the continuum.
Indeed, the charge confinement in the model makes the
interactions between the available degrees of freedom ef-
fectively short range (recall that interactions between
dipoles in one dimension are not long range), and thus
many body localizable in the usual manner, even though
the underlying Hamiltonian had long range interactions.
We now estimate the localization length for the low
lying excited states. This is approximately the single
particle localization length (since perturbation theory
in the interaction converges at typical points in space).
In one dimension this is proportional to the scatter-
ing length l, which can be calculated in self consistent
Born approximation (SCBA) with the Green function
G = 1E−4e2/pi−~vF k2α , cutoff on the lengthscale l. For
states just above the gap this gives l = (~vF /D0Ξ)
2/3α,
where D0Ξ is the Fourier transform of the disorder po-
tential (i.e. Ξ is a disorder correlation length), and α is
the UV cutoff lengthscale. The analysis is only controlled
when D0Ξ ≪ ~vF i.e. disorder is weak compared to the
kinetic energy scale.
This localization lengthscale should be compared to
the ‘de-Broglie length’ λ, set by the inhomogeneity of the
potential. If the disorder is weak (as we are assuming)
4then the de-Broglie wavelength will be long, and so we
should account for central limit averaging of the disorder
over one de-Broglie wavelength. We will then have to
solve
~vF
λ2
=
D0
α
√
Ξ/λ⇒ λ = (~vF /D0Ξ)2/3 (α2Ξ)1/3 (12)
Note that self consistency requires λ≫ Ξ, which is auto-
matically ensured at weak disorder. We can now observe
that lλ = (α/Ξ)
1/3 is the standard control parameter for
weak localization theory [71]. When Ξ > α (such that
the UV cutoff is the smallest lengthscale in the problem),
then l/λ≪ 1 i.e. the lowest lying excited states are deep
in the locator limit.
A. Lattice regularizations
Thus far we worked with a model in the continuum.
We now discuss lattice regularizations. The natural tight
binding lattice generalization of the continuum problem
discussed above is
H =
∑
k
(E(k)− µ)c†kck − e2
∑
xy
ρxρy|x− y|+
∑
x
µxρx
(13)
where µx is a random potential, and where E(k) is the
bandstructure of the lattice Hamiltonian. We special-
ize to fermions at incommensurate filling, leaving the
problem of commensurate fillings to future work. Stan-
dard phenomenological bosonization [62, 72, 73] then pre-
dicts that the bosonized Hamiltonian will take the form
Hl+Hnl, where Hl is (8) with integrals replaced by sums
and continuum derivatives replaced by lattice derivatives,
and Hnl contains non-linear corrections (terms of the
form (∇φ)3, (∇φ)4 etc) coming from band curvature. At
incommensurate filling, when the density can be replaced
by the smeared density, the interaction bosonizes to a
sum of local terms, and while bosonization does produce
non-linear terms, these are strictly short range [72, 73].
Thus the problem still maps (after manipulations anal-
ogous to those discussed above in the continuum), to a
problem of massive bosons in a random potential with
short range interactions. One can again appeal to [3] to
argue that this problem should be many body localized.
We note that by going to a lattice we have eliminated
the problem of an ‘unbounded above’ single particle lo-
calization length that complicated the analysis in the
continuum. However, since the bosonization formulae
are only applicable for ‘almost linear’ dispersions, our
analysis is still restricted to low (but non-zero) energy
densities, when linearization about a Fermi surface is a
sensible starting point [74]. Whether infinite temperature
MBL can arise here is an open problem that we leave to
future work.
III. LOCALIZATION WITH COULOMB
INTERACTIONS IN HIGHER DIMENSIONS
We now discuss how low temperature MBL may arise
in higher dimensional systems with long range interac-
tions. The most natural generalization of our one dimen-
sional example would involve considering Wigner crys-
tals in higher dimensions. However, the distortions of
the Wigner crystal interact via dipolar interactions [75],
which in dimensions higher than one are not purely short
range. It turns out that if the interaction is sufficiently
long range to prohibit dissociation of dipoles, then the in-
teraction between dipoles is itself sufficiently long range
to obstruct a locator expansion [52]. Conversely, if the
interaction between dipoles is sufficiently short range
to allow for a locator expansion, then the energy cost
of dissociating a dipole is finite, such that at non-zero
energy density there exists a non-zero density of free
charges, which interact via the ‘bare’ long range interac-
tion. Thus, the obvious generalization of our discussion
to higher dimensions is problematic.
A more fruitful line of attack is opened up by viewing
our one dimensional problem as an example of a confining
phase [58, 59]. Given the intimate connections between
confinement and the Anderson-Higgs mechanism [76], we
are therefore prompted to consider Higgsed phases (e.g.
superconductors) as a possible platform for higher di-
mensional MBL with long range interactions. We there-
fore focus in this section on using superconductivity to
eliminate the long range charge charge interaction, and
to obtain a description of a correlated phase in terms
of emergent excitations with purely short range interac-
tions, which may then be many body localized. We begin
with a discussion in two dimensions, before generaliz-
ing to three dimensional systems. The argument works
equally well in the continuum or on the lattice, modulo
the usual subtleties with localization in the continuum
[42, 69, 70]. A jellium background is again assumed, so
that the uniform state has finite electrostatic energy in
the thermodynamic limit.
It is imperative that we do not have phonons in the
problem, since phonons (and Goldstone modes in gen-
eral) have a diverging single particle localization length at
low energies [77] which is believed to pose an obstruction
to MBL [41, 78]. We thus need a purely electronic mech-
anism for superconductivity. We use the Kohn Luttinger
theorem to this end [79, 80], as a key building block for
our analysis. The Kohn Luttinger argument in the con-
tinuum [79, 80] shows that a long range isotropic repul-
sion generates through perturbation theory a short range
attraction in a sufficiently high angular momentum chan-
nel, which can induce superconductivity. Lattice versions
of the argument are also known (see e.g. [81, 82] for re-
cent discussions). That superconductivity arises in a high
angular momentum channel is a feature, since these su-
perconductors lack the protection against disorder that
s-wave superconductors inherit from the Anderson the-
orem [83], and are thus easier to localize. However, it
5is important that the superconductivity should be non-
chiral, since chiral states possess their own obstructions
to localization [41]. This may be accomplished either by
working on a lattice where the Kohn Luttinger attraction
arises in a one dimensional irreducible representation of
the lattice symmetry group (see e.g. [82] for a specific
example), or in the continuum, if the energetics favor a
nodal rather than a chiral state. It is also imperative that
there should not be a spin SU(2) symmetry in the prob-
lem, since SU(2) symmetry poses its own obstruction to
MBL [45, 84]. This may be evaded either by working
with spinless fermions, or by applying a Zeeman field to
break the spin symmetry down to U(1).
We now discuss how superconductivity enables MBL
in a long range interacting system. The argument is in-
dependent of the precise mechanism of superconductivity
(as long as it is not mediated by the Goldstone bosons of
some continuous symmetry e.g. acoustic phonons), and
also of the particular structure of the superconducting
ground state - as long as it is non-chiral, not protected
by the Anderson theorem, and has low enough symmetry
that there are no higher dimensional irreducible represen-
tations [45]. We emphasize that we are discussing here
not superfluidity, but rather true superconductivity i.e.
the charges are coupled to a dynamical gauge field, and
the Goldstone mode is gapped out by the Anderson-Higgs
mechanism. We emphasize also that we are discussing
a superconductor treated as a closed quantum system,
which is not in thermodynamic equilibrium. Addition-
ally, the superconductor is disordered, but the disorder is
not so strong as to destroy superconductivity.
Once the system becomes superconducting, the long
range interaction is screened out. The effective degrees
of freedom in a superconductor are the Bogolioubov de-
Gennes quasiparticles, the vortices, and bound states of
the two [85, 86], as well as the photons which mediate
the electromagnetic interaction. We emphasize that the
correctly formulated excitations carry neither charge nor
dipole moment on long lengthscales [87]. This must be
the case, since otherwise there would be electromagnetic
fields at long lengthscales, which is inconsistent with
Meissner physics. For an s-wave superconductor in two
dimensions, the effective theory for quasiparticles and
vortices is simply the toric code [85, 86], the topologically
ordered phase of which is the superconductor. The disor-
dered toric code has been shown [27] to support topolog-
ical order even in its excited states, from which it follows
that an isolated two dimensional s-wave superconductor
can exhibit superconductivity even away from its ground
state, with vortices and quasiparticles localized on disor-
der. The present problem differs somewhat in that the
quasiparticles are nodal rather than gapped. However, at
the level of the non-interacting theory, it is known that
a two dimensional disordered nodal superconductor sup-
ports an Anderson localized phase for the quasiparticles
[88–90]. Meanwhile, the interactions (between vortices,
between quasiparticles, and between quasiparticles and
vortices), have been derived in e.g. [90], and are purely
short ranged. If we can also demonstrate localization
of the photon mode, it will then follow from [3] that a
system of localized quasiparticles and vortices with weak
short range interactions will be in a many body localized
phase, notwithstanding that the ‘bare’ electronic Hamil-
tonian contained a long range interaction.
We now discuss the localization of the photon mode.
In the superconductor the photon mode is gapped out
by the Higgs mechanism, and can thus be ignored when
ground state physics is the main concern, as in [88–90].
However, since we aim to establish MBL at low but non-
zero temperatures, the photon mode must be taken into
account. We now offer two arguments that the photon
mode is also localized, and thus does not materially al-
ter the conclusions reached above. Both arguments are
adapted from the equivalent arguments for Goldstone
modes in [77]. Note that in the case of the supercon-
ductor, the Goldstone mode does not exist as a sepa-
rate excitation, but instead is ‘absorbed’ into the photon
mode via the Anderson-Higgs mechanism.
We wish to describe a superconductor with order pa-
rameter ∆(r) exp(iθ(r)) minimally coupled to a gauge
field (A0,A) which lives in two dimensions. The effec-
tive theory for this is the Abelian Higgs model, [85, 86],
the equation of motion for which takes the form [91]
[∂2t − cL,T∇2 +∆(r)2]AL,T = 0 (14)
where ∆(r) is the (spatially inhomogenous) gap function,
AL (AT ) is the longitudinal (transverse) photon mode
(the longitudinal photon mode being the remnant of the
plasma oscillation mode in the normal metal), and cL
(cT ) is the longitudinal (transverse) photon velocity. In
a physical superconductor, cT is the speed of light while
cL is of order Fermi velocity. If the speed of light is taken
to infinity (so that the interaction is instantaneous) then
the transverse mode can be neglected as ‘infinitely en-
ergetic,’ but the longitudinal polarization must still be
taken into account. Note that disorder enters through a
mass term, i.e. the disorder vertex does not vanish at low
frequency, and the dispersion relation at low frequency
takes the form ω2 ≈ ∆(r)2 + q2 ⇒ ω = ∆ + q2/2∆.
We now follow [77] and first estimate a mean free path
l from SCBA, and then substitute kl into weak local-
ization theory, where k is the clean system wavevector
corresponding to a frequency ω. This analysis reveals
that in spatial dimensions d = 1, 2, 3 , kl is free of diver-
gences at low frequency, such that all low energy photon
modes can be localized with bounded localization length,
in sharp contrast to (non-Higgsed) Goldstone modes [77]
(see Appendix for explicit calculation). Moreover, the
interactions between photon modes and order parameter
fluctuations are strictly short range, so the photon sector
does not present any obstruction to localization.
An alternative argument, also adapted from [77], pro-
ceeds as follows. The dispersion relation for the plasmon
mode takes the form
ω2 = ∆2 + q2 + 2∆m(r)⇒ 2∆ω˜ ∼ q2 +∆m(r) (15)
6where m is the (zero mean) fluctuation in the gap func-
tion and ∆ is the mean gap function, and to obtain the
second expression we have taken the scaling limit ω → ∆
and have defined ω˜ = ω − ∆. Now performing central
limit averaging on the disorder over one wavelength of
the clean system we obtain
2∆ω˜ ∼ q2 +∆m0qd/2 (16)
where m0 is the typical fluctuation in the gap function.
For d < 4 the disorder term dominates the low energy
dispersion relation (i.e. disorder is relevant). One can
estimate a localization length ξ in the scaling limit by
setting ω˜ ∼ q2 and q ≈ ξ−1 and solving to obtain ξ ∼
m
−2/(4−d)
0 which is finite for d = 1, 2, 3 and in d = 1
agrees with our earlier results, identifying m0 ↔ D0Ξ.
It thus follows that the isolated disordered two dimen-
sional superconductor is described by an effective the-
ory in which all sectors are localized with bounded sin-
gle particle localization length at low energies, and with
short range interactions. It then follows from [3] that a
many body localized phase should exist, at least at low
energy densities, notwithstanding that the bare Hamil-
tonian contained long range interactions. Of course, our
entire discussion is only valid in the low energy part of
the spectrum, at energy densities below the ‘gap’ scale.
As such, the ‘rare region’ scenario endemic to problems
with many body mobility edges arises here also. Whether
infinite temperature MBL can be obtained (or the rare
region problems circumvented in some other way) is a
problem that we leave to future work.
We now offer an alternative, intuitive way to under-
stand our results. A Hamiltonian with a ‘Gauss law’ in-
teraction (like ln r in two spatial dimensions) can always
be rewritten as a purely local Hamiltonian, with only
short range interactions, by introducing a gauge field.
Absent superconductivity, the obstruction to construc-
tion of a locator expansion enters in this representation
through the back door, because the gauge field itself pos-
sesses an obstruction to localization [77], and a system
where one of the sectors is protected against localization
does not admit of a locator expansion [41, 48, 50, 78].
However, once we Higgs the gauge field it loses its protec-
tion against localization, and a local Hamiltonian where
none of the sectors is protected against localization can
be many body localized in the usual manner.
We speculate that our arguments for MBL with long
range interactions may also extend to three dimensional
systems with 1/r interactions. The basic argument fol-
lows analogously to two dimensions (the most trivial ex-
tension involves Josephson coupled superconducting lay-
ers). The gauge field now lives in three spatial dimen-
sions, but it follows from our discussion of photon lo-
calization above that the gauge field is localized with
bounded localization length at low frequency, even in
d = 3. However, there are some differences in three spa-
tial dimensions, the full implications of which remain to
be understood. One significant difference is that vortices
in a three dimensional superconductor are line-like ob-
jects, and one cannot argue for their localization based
simply on appeals to [3], which discusses localization
of point-like excitations. This problem may be circum-
vented in one of two ways. Either one can work in the
sector with no vortex excitations (easier to accomplish
in three dimensions since vortex-antivortex pairs cost an
energy that diverges linearly with the length of the vortex
line). Alternatively, one can appeal to the body of work
establishing existence of a glassy phase of vortices that
persists up to non-zero temperature in thermodynamic
equilibrium [92, 93]. If a ‘vortex glass’ phase exists at fi-
nite temperature in thermodynamic equilibrium, then it
seems plausible that a localized phase of vortices should
also exist at finite energy density in an isolated quantum
system.
Another point to note is that in three dimensions, the
problems associated with being in the continuum (even
with short range interactions) are much more severe,
since delocalized single particle states arise above a crit-
ical energy. These delocalized single particle states are
difficult to reconcile with MBL (although see [94–97]).
The canonical way to regulate problems arising at high
energies in the continuum is to place the theory on a lat-
tice. In a lattice gauge theory, where the photons are
also placed on a lattice, one has simply a theory of Z2
topological order [85], which can be many body localized
[27] in the usual manner. However, for physical super-
conductors, the electrons live on a lattice but the gauge
field lives in the continuum. As such, delocalized pho-
ton modes unavoidably appear at high energies. How-
ever, high energy photons are also non-interacting, be-
cause Maxwell’s equations in vacuum are linear. Whether
such non-interacting but delocalized high energy photon
modes endow the system with a finite relaxation time,
and how long the relaxation time is if so, is a subtlety
that remains to be understood. A detailed investigation
of these issues is left to future work.
IV. DISCUSSION
We have established that systems with long range in-
teractions can be in a many body localized phase. The
basic idea is that the long range interaction can drive
the system into a correlated phase naturally described in
terms of emergent excitations with only short range inter-
actions, which can be many body localized in the usual
manner. We have demonstrated this for a one dimen-
sional problem of fermions with ∼ r interactions, and for
a two dimensional problem of fermions with log r repul-
sion, and speculated that similar arguments may also ap-
ply to fermions in three dimensions with ∼ 1/r repulsion
i.e. many body localization is compatible with Coulomb
repulsion in all physical dimensions. Our arguments lean
on [3] and are thus ‘asymptotic’ in the sense that they
only establish localization at low temperatures. Whether
infinite temperature MBL can be realized in long range
interacting systems is a problem that we leave to future
7work.
Our work brings into focus a host of additional con-
ceptual questions. For example, does low temperature
MBL have a description in terms of emergent local in-
tegrals of motion, similar to infinite temperature MBL?
Recent work [18] has provided the beginnings of an an-
swer, but much remains to be understood. Also open
is the question of whether MBL can arise in mixed di-
mensional problems e.g. systems of fermions moving in
two dimensions, but interacting via a 1/r potential me-
diated by a gauge field that lives in three dimensions.
Prima-facie this seems unlikely, since disorder in two di-
mensions will not localize a gauge field that lives in three
dimensions, and the three dimensional gauge field could
then act as a ‘higher dimensional bath’ to delocalize the
system [98], however, the problem deserves more careful
consideration.
A particularly interesting open question is whether
MBL can arise for interactions of range intermediate be-
tween Coulomb and short range e.g. the experimentally
relevant case of dipolar interactions [38]? On physical
grounds, one could argue that if Coulomb interactions
admit of MBL, and short range interactions admit of
MBL, then interactions of intermediate range should ad-
mit of MBL also. However, the particular methods we
employed to establish MBL with Coulomb interactions
do not readily generalize to interactions of intermediate
range. In one dimension, a density-density interaction
bosonizes to V (q)q2φ2, where V (q) is the Fourier trans-
form of the potential. The confining potential V (r) ∼ −r
is special in that it has V (q) ∼ 1/q2, which produces a
mass gap in the bosonic spectrum. A less long range
interaction would bosonize to a term of the form qαφ2,
where 0 < α < 2, and this would not open up a mass gap.
The mass gap, we remind the reader, was important to
our argument in that it produced a non-compact poten-
tial with a unique minimum, allowing us to ignore instan-
ton events. A term like qαφ2 with α > 0 would leave us
with a problem of bosons with a complicated dispersion
in a compact potential, which does not appear amenable
to analytical solution. Similarly, two dimensional prob-
lems with log r interactions, and three dimensional prob-
lems with 1/r interactions, were also special in that this
interaction can be mediated by a gauge field with a ‘nat-
ural’ kinetic energy, allowing us to map the long range
interacting problem to a local theory (the Abelian Higgs
model) in which all sectors can be localized. Alternative
power laws for the interaction will not exhibit this nice
property. In particular, if the interaction is rewritten in
terms of an interaction with a bosonic ‘gauge field,’ the
kinetic energy for the gauge field will not take a natu-
ral form - and a gauge field with a non-analytic ‘kinetic
energy’ may well possess its own obstructions to local-
ization. Thus, while physically it seems plausible that
interactions of intermediate range should also admit of
localization, the particular methods we have employed
herein do not readily generalize, and a demonstration of
MBL in such systems will require fresh ideas. One pos-
sibility may be to use the generalized ‘Gauss’ laws’ that
arise for higher rank gauge fields [99]. A detailed investi-
gation of the possibility of MBL with intermediate range
interactions is left to future work.
Finally, it is interesting to ask what other types of
correlated phase could serve as stepping stones to MBL
physics in long range interacting systems, besides the
confined and Higgsed phases discussed herein. Notwith-
standing these open questions, however, our demonstra-
tion of low (but non-zero) temperature MBL in long
range interacting systems already opens the door to in-
vestigation of MBL physics in a host of experimentally
relevant systems with long range interactions.
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Appendix A: Localization of Higgsed plasmon
In this Appendix we generalize the calculation of [77]
to a Higgsed Goldstone mode, and demonstrate that the
localization length is bounded at low energies in spatial
dimensions d = 1, 2, 3.
Lets first review the calculation of [77], which considers
phonons (Goldstone modes) in a random medium, with
the equation of motion
ω2φ(r) = c(r)2∇2φ(r) (A1)
Note that the disorder enters through a term that also
carries spatial derivatives. Meanwhile, the Green func-
tions of the phonon field take the form G(ω, k) =
1
ω−Ek−i/τ
, where the scattering time τ comes from scat-
tering off disorder and Ek = ck, with c being the mean
phonon speed. The scattering time may be estimated
from the Self Consistent Born Approximation (SCBA),
whereupon one has to solve the self consistent equation
1 = g(ω)
∫
kd−1dk
(ω − Ek)2 + 1/τ2 . (A2)
Here ω is the phonon frequency and the disorder strength
g(ω) ∼ ω2, because the disorder enters in a term that in-
volves spatial derivatives, such that the coupling to dis-
order vanishes at long wavelengths/low frequencies. For
Ek ∼ k this yields τ−1 ∼ ωd+1, and a mean free path
l ∼ τ ∼ ω−(d+1). In one dimension, the localization
length is proportional to the mean free path so ξ1D ∼ ω−2
diverges as a power law at low frequency. In two dimen-
sions weak localization theory predicts ξ2D = exp(kl).
Taking k = ω and l = ω−3 we obtain ξ2D = exp(1/ω
2)
which diverges exponentially fast at low frequencies. In
8three dimensions we have l ∼ ω−4 and kl ∼ ω−3. In
three dimensions weak localization theory predicts a de-
localized phase for large kl i.e. the low frequency phonon
states are delocalized.
The analysis can be readily generalized to a Higgsed
plasmon mode, to determine whether the localization
length diverges close to the gap edge. Once again, self
consistent Born approximation yields an expression of
the form (A2). However, since the disorder in Eq.14
enters through a term that is independent of spatial
derivatives, the disorder vertex is frequency independent
at low frequency g(ω) ∼ g. Additionally, the disper-
sion is modified to Ek ∼ ∆ + k2 (Eq.15). SCBA now
predicts τ−1 ∼ (ω − ∆)(d−1)/3 and a mean free path
l ∼ τ1/2 ∼ (ω − ∆)(1−d)/6. In one dimension, the lo-
calization length is proportional to the mean free path,
which remains finite as ω → ∆. In two and three dimen-
sion, the control parameter for weak localization theory,
kl ∼ (ω −∆)(4−d)/6 is divergence free at low frequency,
and thus all states remain localized, even arbitrarily close
to the gap edge. Indeed, kl vanishes close to the gap
edge, indicating that close to the gap edge states are
in the Ioffe-Regel ‘strong scattering’ regime where weak
localization gives way to strong localization [1]. Addi-
tionally, in the presence of disorder there will be ‘Lifshitz
tail’ states in the gap ω < ∆, but these are expected
to be localized with bounded localization length in any
dimension. One thus concludes that a Higgsed plasmon
mode can have all its low frequency states localized with
bounded localization length. This conclusion is also con-
sistent with the alternative argument adapted from [77],
presented in the main text.
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