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Abstract
The primary focus of the work presented in this thesis is experimental investigations
into microwave surface waves that are supported by various metamaterial geometries.
If the patterning of the metamaterial is either resonant or periodic, surface waves
that are somewhat analogous to surface-plasmon-polaritons at optical frequencies can
be supported at microwave frequencies. The precise form of the texturing strongly
influences the surface eigenmodes that can be supported.
Two approaches to varying the surface-mode index, the ratio of the phase velocity
of the surface wave to the speed of light in vacuum, are employed in order to design two
different graded mode index surface wave devices: (i) an omnidirectional absorber that
utilises the ‘fatal attraction’ phenomenon and (ii) a Luneburg lens. The mode index is
graded in the former by spatially varying the dielectric environment in the proximity
of a metasurface, whereas in the latter, this is achieved by varying the patterning of
the metasurface. Both devices are characterised through experiments, with the results
compared to the predictions from full wave numerical simulations.
In a further study, investigations into surface waves with opposing group and phase
velocities (analogous to bulk waves in negative refractive index media) is completed us-
ing Sievenpiper ‘mushroom’ geometries with different symmetries. Measured instanta-
neous electric field maps allow the negative-index phenomenon to be directly visualised
through phase sensitive measurements demonstrating that the wave-fronts propagate
towards a near-field point source that is exciting the surface waves. Measurements of
the surface mode iso-frequency contours also reflect the negative index character of the
surface mode.
Patterned metafilms that support coupled microwave surface waves are investigated
experimentally. Both a single-layer and a bi-layer of metallic ‘dumbbell’ arrays are
shown to be able to support variations of such surface modes. Ultra-thin metafilms
that are patterned with variations of the Pendry hole array are also shown to support
such surface modes, although the very small thickness means that only the symmetric-
in-charge surface mode disperses at microwave frequencies. This surface mode is used
to demonstrate the self-collimation of microwave surface waves, with beams of surface
waves excited from a point source, the number of which is dependent on the symme-
try associated with the metafilm. A graded mode index device is also designed and
characterised through experiments by varying the patterning of a metafilm.
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Chapter 1
Introduction
The research presented throughout this thesis details experimental investigations into
textured metasurfaces that support ‘spoof’ surface plasmons in the microwave regime,
such as those proposed by Sievenpiper in 1999 [1] and by Pendry in 2004 [2]. The
highlights of these investigations include the development of graded mode-index meta-
surfaces, highly anisotropic metasurfaces and ultra-thin metasurfaces. Most notably
however, a variation of a Sievenpiper ‘mushroom’ (simply termed ‘mushroom’) meta-
surface allows for a direct visualisation of the negative-index phenomenon, showcasing
clearly the direct counter-flow of power (group velocity) and momentum (phase veloc-
ity).
1.1 Historical Overview
Since the late 19th century, investigations into electromagnetic (EM) surface-waves that
can be confined to the interface between two dissimilar media have been the topic of
much theoretical and experimental research [3–7]. A planar interface between a con-
ductor and an insulator represents the simplest geometry, and at optical wavelengths,
this geometry supports transverse-magnetic polarised waves that are termed ‘surface-
plasmon-polaritons’ (SPPs). These surface waves are tightly confined to that interface,
having evanescent, exponentially decaying fields into the surrounding media and there
is an abundance of research investigating them [8–11]. It is the frequency response of
the permittivity of the metal, that dictates the dispersion of these SPPs, with the geo-
metrically reduced plasma-frequency (termed ‘surface-plasma-frequency’) representing
a high-frequency limit for these entities.
At microwave frequencies, metals act as near-perfect electrical conductors, effec-
tively screening the electric field from the metal [12]. Although surface waves do still
exist at this interface, they are no longer tightly confined, with the huge asymmetry
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in the decay lengths into each medium lending to the more accurate term of ‘surface
currents.’ However at the beginning of the 21st century, Pendry theorised [2], and
experiment subsequently confirmed [13], that perforating a flat metal surface with an
array of sub-wavelength holes allows the surface to support SPP-like modes, even in
this perfectly conducting limit. For these metasurfaces, it is a resonance associated
with the geometry that acts as an effective surface-plasma-frequency, allowing for the
tight confinement of surface waves. While Pendry’s geometry is possibly the most
well-known ‘spoof’ SPP supporting ‘metasurface,’ there are a number of other well
documented geometries that allow for the strong confinement of surface waves that
are similarly analogous to SPPs [14–18]. Some of these were conceived many decades
before the terms metamaterial and spoof surface-plasmon were coined, for example the
grooved structures explored by Cutler in the 1940s (republished in 1994) [19], developed
in order to control the propagation of surface waves on the metallic skin of aircraft.
More recently, these metasurfaces have found applications such as in antenna design at
microwave frequencies [20].
1.2 Outline of Thesis
The work presented in this thesis documents original experimental investigations into
microwave surface-waves that are supported by various periodically textured metama-
terial geometries. As already mentioned, it is the patterning of these geometries that
determines the effective surface-plasma-frequency, and hence the characteristics of these
surface eigenmodes.
A summary of the theory relevant to surface waves is detailed in chapter 2. Mak-
ing analogies to surface-plasmon-polaritons confined to the flat interface between two
dissimilar media, or to both interfaces that a thin metallic film provides, a background
to the microwave surface-waves studied in this thesis is presented. Specifically, the role
that periodicity plays in the dispersion of these microwave surface-waves is discussed,
in preparation for a discussion of the results from the experiments that are presented
throughout chapters 4, 5, 6, and 7.
In chapter 3, the theoretical and experimental methods that are utilised throughout
this thesis are detailed. The experimental arrangements used to probe the structures
that are investigated throughout this thesis are discussed, along with the analyses
used to characterise them. This includes a method that allows the non-radiative iso-
frequency contours of surface eigenmodes to be measured. The results of these exper-
iments are compared to the predictions from numerical simulations that use the finite
element method (FEM), which allows for a quantitative comparison between theory
and experiment.
2
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The research presented in chapter 4 summarises the design and experimental char-
acterisation of two circularly-symmetric graded-mode-index surface-wave devices. The
first device constitutes an omnidirectional absorber that uses ‘fatal attraction’ to ‘pull’
surface waves into a highly absorbing core; this is somewhat analogous to the gravita-
tional ‘pull’ that is characteristic of a black hole. The second surface-wave device is a
Luneburg lens; a device that focuses waves emitted from a point source located on its
perimeter to plane waves emanating from the diametrically opposite side of the lens.
In order to generate the necessary graded mode-index profiles that accurately represent
each device, both the dielectric environment that is in the proximity of a patch array
metasurface is tailored, and separately, the geometry of a ‘mushroom’ array is varied.
In chapter 5, a ‘mushroom’ array arranged in a square lattice is shown to be able to
support a surface mode that possesses negative-index characteristics. The dispersion
curve of the transverse-magnetic (TM) surface mode supported by this geometry can
be optimised to include a small frequency range over which negative dispersion is ob-
served, a phenomenon which permits the wavevector of a surface mode to decrease with
increasing frequency. As such, in this frequency window, two surface-wave eigenstates
exist; although one is ‘conventional,’ the eigenstate with a larger in-plane wavevector
(magnitude) is characterised by surface waves that possess group and phase velocities
with opposite signs. This represents an analogy to waves in negative index media. In
this chapter, the presence of this eigenstate is experimentally verified, with the results
compared to the predictions from numerical simulations.
The research discussed in chapter 6 builds on that presented in chapter 5, by inves-
tigating ‘mushroom’ arrays arranged in non-square lattices. For a ‘mushroom’ array
constructed using rectangular tiling, a measured surface-wave ‘field’ map showcases
the negative mode-index character, with the phase observed to propagate towards the
point source within four ‘beams.’ These ‘beams’ are excited as a consequence of the
in-plane anisotropy associated with this eigenstate, and are a direct result of Bragg
scattering. For a ‘mushroom’ array that is constructed using rhombic tiling, a further
unusual situation is observed. At the limiting frequency of this surface mode, the iso-
frequency contours collapse onto two points in k-space at the frequency corresponding
to the turning point in the dispersion. Approaching this limit (at the limit, there is no
net power flow), the surface-wave excitation-pattern allows for a radially distributed
power flow, but only a very limited range of momenta.
In chapter 7, coupled microwave surface-waves that are supported by a variety of
different metafilms are investigated, and these represent a microwave analogy to the
coupled surface plasmons supported by a thin conducting film [21]. Arrays of metal-
lic ‘dumbbells’ are shown to support a symmetric–anti-symmetric pair of transverse-
electric (TE) surface modes and by creating a ‘dumbbell’ bi-layer, a similar pair of TM
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surface modes is observed. A series of ultra-thin (a thickness of < 1% of the incident
free space wavelength) patterned metafilms that represent variations on Pendry’s orig-
inal hole array are subsequently investigated, for example, a complementary split-ring-
resonator (CSRR) array that is shown to possess the in-plane anisotropy required to
limit the surface-wave excitation-pattern of a point source to two surface-wave ‘beams.’
Other investigated structures include hole arrays with additional metallic protrusions
arranged in square and hexagonal lattices. By varying the geometry of an array of
‘snowflake’ holes, a graded-mode-index surface-wave device is designed, and subse-
quently experimentally characterised.
Finally, chapter 8 contains the conclusions of this research. Suggestions for the
expansion of this work is presented in the future work section of this chapter.
4
Chapter 2
Background Theory
2.1 Introduction
Electromagnetic modes that are localised to the interface between a conductor and an
insulator are referred to as ‘surface waves.’ The study of these confined modes can be
traced back to the late 19th and early 20th centuries [3–7], but it was not until 1941 that
the results of these investigations (at least at optical wavelengths) were fully explained
by Fano [22]. In his study, which was completed at optical frequencies, Fano showed
that there was a solution that satisfies Maxwell’s equations at the interface between a
metal and a dielectric: this has since become known as the ‘surface-plasmon-polariton’
(SPP) [8, 10, 23]. As will be shown, these SPPs are characterised by exponentially
decaying fields away from the interface into both surrounding media (but to a lesser
extent in the metal), and can only propagate in the plane of the interface.
The research discussed throughout this thesis focuses on the study of surface waves
in the microwave regime. At these low frequencies, although SPPs still exist as an elec-
tromagnetic eigenmode of the interface, the permittivity response of metals means that
they take on a very different, more ‘loosely confined’ form (i.e. the evanescent decay
of the SPP fields into the insulating layer is hundreds of free-space wavelengths long
compared to much less than one into the conductor). The addition of sub-wavelength
periodic texturing to this planar interface allows the boundary condition to replicate
(to an extent) that provided at optical frequencies by a planar interface, enabling the
tight confinement of microwave surface waves; such surface waves are termed ‘spoof’
surface-plasmon-polaritons (SSPPs). By tailoring this sub-wavelength structuring, sur-
face waves can be tightly confined at any frequency, with the only limitations being
the available materials and fabrication methods in the desired frequency regime. There
was much research into such waves in the mid 20th century, and excellent summaries
are included in [24] and [25]. In recent years, these SSPPs have undergone a resurgence
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of interest [13, 26–31], largely as a consequence of both Pendry revisiting the topic in
2004 [2] and modern fabrication methods allowing for metamaterials [32, 33] to be more
easily fabricated.
In this chapter, the physics behind the well-known SPP is discussed as a backdrop to
the more complicated metamaterial geometries that are studied in this thesis. Section
2.2 focuses on SPPs confined at a single interface between a semi-infinite conductor
and a semi-infinite insulator. In section 2.3, the semi-infinite condition is removed and
the electromagnetic modes supported by a thin conducting film are discussed. Finally,
periodicity is discussed in section 2.4, before the surface eigenmodes supported by a
‘metasurface’ are discussed in section 2.5.
2.2 Surface-Plasmon-Polaritons
A surface-plasmon-polariton (SPP) is a wave that is trapped at the interface between
a conductor and an insulator and is a hybridisation of electromagnetic radiation and
the free electrons on the surface of the conductor [8]. This is a resonant phenomenon
and occurs when there is a collective oscillation of the free electron density (a surface-
plasmon) excited by light (a polariton), and has led to phenomena such as extraordinary
optical transmission [34]. These waves consist of both longitudinal and transverse com-
ponents of electric field [10] and a schematic is presented in figure 2.1, where the dashed
line represents the interface between the two media. In this figure, the electric field
lines are represented by the black lines and the magnetic field, which only points in y,
is shown schematically by the colour scale (red is positive, blue is negative).
Insulator
Conductor
x
z
Figure 2.1: A schematic of a SPP, where the colour scale shows the magnetic field (in
y, red is positive, blue is negative), the arrows represent the direction of the electric
field and the +/– symbols indicate charges. A key point is that the SPP has both E‖
and Ez field components.
In this section, the mathematical framework that describes the dispersion of SPPs
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is presented. One way this can be achieved, is by looking for the poles in the reflection
coefficient (and hence the poles in the scattering matrix [35]) for a plane wave that is in-
cident upon an interface between a semi-infinite insulator (region 1) and a semi-infinite
Drude metal (region 2). Figure 2.2 presents this situation for a transverse-magnetic
(TM) plane wave*.
x
z
n1k0
E1
H1 n1k
(r)
0
E
(r)
1
H
(r)
1
n2k0
E2
H2
ε′1, µ′1
ε′2, µ′2
θ1 θ1
θ2
Figure 2.2: A schematic showing a ray that describes a plane transverse-magnetic
(TM) wave that is incident upon a planar interface between two media at an angle of
θ1 to the surface normal (dashed line). The directions of the wavevectors k, electric
fields E and magnetic fields H are all shown.
The simplest form of the (amplitude) reflection coefficient rc from this interface is
written in terms of the relative impedance ZN of each medium (the subscript N denotes
media 1 and 2, see figure 2.2), as shown by equation 2.1 [36],
rc =
Z2 − Z1
Z2 + Z1
(2.1)
where the impedances ZN are given by equation 2.2 for non-magnetic media, with a
relative permittivity of ε′N.
ZN =
√
1
ε′N
cos θN (2.2)
Now, by expressing cos θN in terms of the components of the wavevectors of the
plane waves in the two regions,
cos θN =
kz√
ε′Nk0
(2.3)
*In this thesis the p and s notation for polarisation is avoided to prevent confusion, since capital P
indicates TE polarised radiation whereas lower-case p indicates TM polarised radiation.
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and by inserting both equations 2.2 and 2.3 into equation 2.1, the condition for the
poles in the reflection coefficient is given by equation 2.4.
kz1
ε′1
= −kz2
ε′2
(2.4)
By expressing kz in terms of k0 and kx (the in-plane wavevector kx is often denoted
as k‖ to account for propagation in x and y) in the two regions,
kzN =
√
ε′Nk
2
0 − k2x (2.5)
and inserting this into equation 2.4, the dispersion relation for a SPP can be derived.
kx = k0
√
ε′1ε′2
ε′1 + ε′2
(2.6)
In order to complete the calculation for the dispersion curve for a SPP, an expres-
sion for the dielectric function of the substrate ε′2 in figure 2.2 is required. A Drude
description of this is given in equation 2.7 [36],
ε′2(f) ' 1−
f2p
f2
(2.7)
here, in terms of the frequency f , opposed to the more conventional angular frequency
ω. This choice is made to more closely relate this section to section 2.5 regarding sur-
face waves supported by metasurfaces, where f and not ω is more commonly used to
characterise microwave surface-modes. It should also be noted that this is an approxi-
mation of no loss, that is only valid in the regime of ωτ >> 1, where τ is the relaxation
time. Typically, this approximation is invalid at microwave frequencies, but this lossless
description does allow for more close analogies to ‘spoof’ surface-plasmon-polaritons in
the microwave regime.
The dispersion of the permittivity of the substrate (calculated using equation 2.7)
is shown in figure 2.3(a), where it is clear that the plasma-frequency fp represents the
frequency beyond which the permittivity is no longer negative, i.e. when the substrate
looses its conducting character. Using a substrate with this dielectric function, the
dispersion of the in-plane wavevector for the electromagnetic modes supported by the
arrangement shown in figure 2.2 is presented in figure 2.3(b). Two ‘branches’ of modes
can be seen; a lower ‘branch’ in the non-radiative regime that corresponds to the SPP
and an upper ‘branch’ in the radiative regime that corresponds to volume-plasmon-
polaritons. These two regions are separated by the ‘light line’ (solid black line) that
8
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0 fsp fp
-ε′1
0
f
ε′ 2
(a)
0.0 0.5 1.0 1.5 2.0
fsp
fp
Volume
Plasmon
Polariton
Surface Plasmon
Polariton
Light
Line
k‖c/ωp
f
(b)
Figure 2.3: (a) The dispersion of the permittivity ε′2 of a material that is described by
a Drude model (see equation 2.7). (b) The wavevector dispersion (normalised to ωp/c,
where ωp is the angular plasma-frequency) showing the confined modes supported at a
planar interface between such a material and an insulator with a relative permittivity
of ε′1, as calculated using equation 2.6. The dispersion of the SPP is shown by the
lower ‘branch’ has a limiting frequency given by the surface-plasma frequency fsp. The
‘upper branch’ describes volume-plasmon-polaritons, which are found at frequencies
greater than the plasma-frequency fp. The blue dots relate to figure 2.5 (note - the
lower frequency blue dot is not at f = 0 Hz).
corresponds to the largest wavevectors that freely propagating radiation can have.
The SPP has an asymptotic limit that is given by the surface-plasma-frequency fsp,
which is typically found at optical or ultra-violet frequencies [37]. An expression for
this frequency can be derived analytically by taking the limit of kx →∞ in equation
2.6, which provides the condition ε′1 = −ε′2. By inserting this condition into equation
2.7, equation 2.8 is derived.
fsp =
fp√
1 + ε′1
(2.8)
The form of this dispersion for frequencies above fsp is not relevant to the work
presented in this thesis, but a brief description is included for completeness. Above
fsp and below fp, the in-plane wavevector has a large imaginary component, before
returning to a purely real form at fp. An excellent description of its behaviour in this
region is included in [36]. For frequencies greater than fp, volume-plasmon-polaritons
are supported, which corresponds to the frequencies where ε′2 ≥ 0.
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From a dispersion curve such as that shown in figure 2.3(b), the mode index nsw can
be calculated, using equation 2.9. This mode index is analogous to the refractive index
n for a bulk material in that it represents the ratio of the phase velocity to the speed
of light, however, unlike the refractive index, this quantity does not relate to a bulk
material property. Additionally, (as will be shown in chapter 4) this mode index can be
graded in the same way that the refractive index is in order to design a graded-index
(GRIN) lens [38].
nsw =
ck‖
ω
(2.9)
fsp
kx
f
0
ky
0
0
Figure 2.4: The SPP dispersion curve shown in figure 2.3(b) can be extended to
include the full 2D dispersion surface, with the colour scale representing the frequency
f . In this diagram, a plane is drawn through the surface at ky = 0, with the dispersion
curve along this axis projected in red at the rear of the figure.
It is important to note that the SPP dispersion curve shown in figure 2.3(b) is only a
1D representation of the full 2D dispersion surface. Since SPP propagation is permitted
in the plane of the interface (the xy plane), this dispersion curve must be extended;
hence, the dispersion surface for a SPP can be calculated, as shown in figure 2.4. The
plane drawn through the surface at ky = 0, demonstrates how this surface relates to
the original dispersion curve shown in figure 2.3(b), where the intersection between the
plane and the surface represents the dispersion curve for propagation along the x-axis.
The result is projected onto a second plane that is shown at the rear of the diagram in
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red for clarity. Additionally, it is often useful to take a 2D slice of this dispersion surface
in the kxky plane to help understand the propagation dynamics of a SPP at a single
frequency. Such plots are either referred to as iso-frequency contours or equi-energy
contours [39–41] and in this case will simply take a circular form, since the permittivity
of the substrate is assumed to be isotropic in the calculation. An in-depth discussion
of such plots is reserved for section 2.5, where the periodicity present in a metasurface
can result in a highly anisotropic surface mode, allowing for a more complete analysis.
0.0 0.5 1.0
−10δ2
−5δ2
0
5δ2
10δ2
|Ez| [Arb.]
z
Optical Frequencies
(a)
0.0 0.5 1.0
−10δ2
−5δ2
0
5δ2
10δ2
|Ez| [Arb.]
z
Microwave Frequencies
(b)
Figure 2.5: The confinement of the electric field |Ez| (amplitude, not intensity) of
SPPs at (a) optical frequencies and (b) microwave frequencies is shown on scales that
are normalised to the decay length within the substrate described by the Drude model
(δ2). These plots are calculated at in-plane wavevectors that are defined by the blue
dots shown on figure 2.3 (the dot at the lower frequency does not correspond to a
solution at f = 0 Hz). In these plots, the conductor is shaded grey while the insulator
is white. It should also be noted that this same form of exponential decay will be seen
in the other present field components, Ex and Hy.
Since the context of the research discussed in this thesis is microwave surface waves,
it is important to look at the spatial extent of the SPP in this frequency regime. Firstly,
as already alluded to, SPPs are characterised by exponentially decaying fields away from
the interface into both media. This is understood most easily by noting that the mode
disperses in the non-radiative regime (with an in-plane wavevector k‖ that is larger
than the free space wavevector k0); by subsequently considering equation 2.5, it is clear
that kz must be imaginary, and hence evanescent. The decay of the time-averaged
electric-field magnitude in the z-direction (away from the interface) into both media
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is shown in the optical and microwave frequency regimes in figure 2.5. These plots
correspond to the points on the SPP dispersion curve that are marked by the blue dots
in figure 2.3. Both plots are shown on scales that are normalised to the decay length of
the electric field into the metallic substrate δ2 = 1/Im(kz2) for ease of comparison. It
is clear that at microwave frequencies, the decay of the electric field into the bounding
dielectric is much longer than at optical frequencies. This lends to the more accurate
descriptor ‘surface currents.’ As will be shown in section 2.5, by patterning this planar
interface with sub-wavelength structure that provides the interface with a geometrically
induced resonance, this decay above the interface can be greatly reduced, almost exactly
mimicking that seen at optical frequencies.
Finally, it is also useful to integrate the Poynting vector S of the SPP in a line that
is normal to the interface, as the in-plane wavevector k‖ disperses. This is calculated
using the following method: with the electric and magnetic field definitions as defined
in [36] and given in equations 2.10, 2.11, 2.12 and 2.13 for regions 1 and 2 (see figure
2.2),
E1 = Ex
[
1, 0,− kx
kz1
]
ei(kxx+kz1z−ωt) (2.10)
E2 = Ex
[
1, 0,
kx
kz2
]
ei(kxx−kz2z−ωt) (2.11)
H1 = Ex
[
0,
ωε1
kz1
, 0
]
ei(kxx+kz1z−ωt) (2.12)
H2 = Ex
[
0,−ωε2
kz2
, 0
]
ei(kxx−kz2z−ωt) (2.13)
the Poynting vector SN(z) can be calculated at any distance z from the interface.
SN(z) =
1
2
Re
[
EN(z)×HN(z)∗
]
(2.14)
Using equation 2.15, the Poynting vector along the direction of propagation (x) can
be integrated along z, with this quantity sN,x termed the ‘integrated’ power flow. Using
such a calculation, sN,x both above and below the interface can be quantified, with a
suitable choice of za and zb (e.g. −∞→ 0 or 0→∞).
sN,x =
∫ zb
za
SN,x(z) dz (2.15)
By repeating this process as k‖ is varied, as shown in the SPP branch presented in
figure 2.3(b), the dispersion of sN,x is calculated with the result of this analysis presented
12
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Figure 2.6: A comparison between the integrated power flow above the interface (red
line, region 1 in figure 2.2) and below the interface (blue line, region 2 in figure 2.2)
as the frequency is varied. This plot was calculated using a code originally written by
Dr Ian Hooper.
in figure 2.6, where the dispersion of sN,x above the surface (red line) is compared to
that below the surface (blue line). It should be noted that this plot is calculated using
the Drude permittivity dispersion given by equation 2.7; as already mentioned, this is
an approximation and so is only valid in the ‘high’ frequency regime (ωτ >> 1). This
explains the unphysical form of the dispersion of sN,x below the interface in this figure,
which takes a non-zero value at f = 0 Hz. However, the form of this curve at higher
frequencies (e.g. f ≥ fp/4, but this is strongly dependent on the form of the losses that
are included in the dielectric function of the substrate) remains valid, and it is this
regime which is of interest in the following discussion.
The important feature of this plot is that the power flow below the interface opposes
that above the interface. These opposing power flows can be used to explain the shape
of the dispersion curve shown in figure 2.3(b). At low frequencies, it is clear that there
is much more power flow above the interface than below the interface. This is reflected
in the form of the dispersion curve at low frequencies, where the SPP has a group
velocity vg ∼ c. As k‖ disperses away from the light line, the power flow above the
interface reduces drastically, becoming equal in magnitude to the power flow below the
interface in the limit of f → fp. As expected, in this limit there is no net power flow
and so vg → 0.
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2.3 ‘Coupled’ Surface-Plasmon-Polaritons
In this section, the surface modes supported by a thin conducting film bound on both
sides by vacuum are considered. When the thickness of the film becomes comparable
to the decay length of the SPPs into the conductor, the SPPs on each interface interact
with each other and so behave like coupled oscillators. Such coupled SPPs (CSPPs)
have been investigated theoretically since the late 1960s [21, 42–46], but it was not
until 1986 that the first experiments investigating this topic were completed [47]. The
dielectric function used for the conducting layer strongly influences the results of these
studies and in 2005, a study by Dionne et al. [48] that uses measured values of the
permittivity of silver [49] was completed. From this study, the importance of the loss
within the conducting layer in determining the characteristics of these CSPPs is em-
phasised. Despite this note of caution, the calculations in this section are performed
using a lossless Drude dielectric function (see equation 2.7). Since there is very little
field penetration into conductors at microwave frequencies, the large imaginary compo-
nent of the permittivity at these frequencies leads to surprisingly little loss; hence, this
approximation allows for a good comparison to the ‘spoof’ SPPs studied in this thesis.
As with the single interface SPPs, the dispersion of these modes can be calculated
by looking for the poles in the reflection coefficient of light that is incident upon the
film. For a system consisting of three layers, the (amplitude) reflection coefficient rc:1,3
takes the form [36]:
rc:1,3 =
rc:1,2 + rc:2,3e
i2kz2d
1 + rc:1,2rc:2,3ei2kz2d
(2.16)
where rc:1,2 and rc:2,3 represent the (amplitude) reflection coefficients between layers
1 and 2 (i.e. vacuum and the conductor) and layers 2 and 3 (i.e. the conductor
and vacuum) respectively. These can be calculated using the expression presented in
equation 2.1. The remaining symbols correspond to the thickness of the film d and the
component of the wavevector within the conducting film that is normal to the interfaces
kz,2. In this section, the figures that are presented are all numerically calculated, using
a multi-layer optics algorithm written by Dr Ian Hooper that is based on a Berreman
4×4-matrix formulation [50] that solves this equation.
In figure 2.7, the magnitude of the reflection coefficient for a plane TM wave that
is incident upon a conducting layer of thickness d (this thickness is normalised to the
free-space wavelength λ
(sp)
0 at f = fsp) is presented on the colour-scale as a function of
both f and k‖. In these plots, it is reflection intensity coefficient |Rc| that is plotted in
the radiative regime, whereas it is the (log10 of the) reflection amplitude coefficient |rc|
that is plotted in the non-radiative regime. This is an arbitrary choice, which allows
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Figure 2.7: The magnitude of the reflection coefficient for a plane wave that is
incident upon a conducting layer (for several different thicknesses d that are normalised
to the free-space wavelength at fsp, λ
(sp)
0 ) that is bounded by vacuum is calculated
numerically, with any poles in the non-radiative regime signifying the presence of
surface eigenmodes. For convenience, the k‖ dispersion is normalised to ωp/c, with
the (log10 of the) reflection amplitude coefficient plotted in the non-radiative regime
and the reflection intensity coefficient plotted in the radiative regime. The black dots
in (c) correspond to the plots shown in figure 2.8.
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the details in both regimes to be resolved on a single colour axis. In these plots, it is the
poles in the non-radiative regime that signify the presence of any surface eigenmodes.
When d becomes smaller than λ
(sp)
0 , the fields of the SPPs supported on each interface
overlap significantly. The peaks in the non-radiative regime in figure 2.7(a) represent
the single interface SPP dispersion to a good approximation, with the asymptotic limit
given, as expected, by fsp. In figure 2.7(b), two distinct dispersion curves are observed,
one that disperses away from the light line at lower frequencies than the SPP and
a second that disperses away from the light line at higher frequencies than the SPP.
This is the classic form expected of a symmetric–anti-symmetric pair of surface modes
[37]. In this thesis, this terminology refers to the charge distribution (unless otherwise
stated), but this is an arbitrary choice over the field distribution and this character will
be discussed in due course. These two dispersions become degenerate, returning to the
single interface SPP solution (at f = fsp) as k‖ →∞, which is not surprising, because
in this regime, the SPPs become so tightly confined to the two interfaces that they no
longer significantly interact. As the thickness of the film is further reduced, as shown
in figures, 2.7(c), 2.7(d) and 2.7(e), the size of the gap between the two CSPPs widens.
Hence, as d→ 0, the symmetric CSPP disperses from the light line at frequencies
f → 0, whilst the dispersion of the anti-symmetric CSPP, which one might naively
anticipate to disperse at frequencies f →∞, has an upper frequency limit imposed by
fp. However, in this thin film limit, the anti-symmetric CSPP remains on the light line
before sharply dispersing at f = fp, where the mode is subsequently very flat banded
(before slowly reducing to the surface-plasma-frequency in the limit of k‖ →∞). Again,
note that this calculation was performed in the limit of no loss, with some variation
expected with its inclusion into this analytic model.
With the dispersions of CSPPs as a function of the thickness of the conducting film
already presented, it is now useful to discuss the character of these modes. As already
noted on figure 2.7(c), the CSPP that disperses from the light line at lower frequencies
is the symmetric-in-charge mode and the CSPP that disperses at higher frequencies
is the anti-symmetric-in-charge mode. This is most clearly shown by looking at the
confinement of the relevant field components for the both CSPPs and this is completed
at the points in k-space marked by the black dots in figure 2.7(c); these plots are
presented in figure 2.8.
The confinement of Ex, Ez and Hy field components for the symmetric-in-charge
CSPP are shown in figures 2.8(a), 2.8(b) and 2.8(c) respectively, where the conducting
film is shown by the grey region. These plots show the instantaneous fields and so
correspond to the spatial extent of the fields at an arbitrary instant in time. They
reveal that this mode could just as legitimately be characterised as the symmetric-in-Ex,
anti-symmetric-in-Ez or anti- symmetric-in-Hy CSPP. In this case, it is the field on the
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Figure 2.8: A comparison between the confinement of the instantaneous field com-
ponents that are present in coupled TM SPPs for both the symmetric-in-charge (a-c)
and the anti-symmetric-in-charge (d-f) configurations. These field confinements cor-
respond to the CSPPs supported by a thin film (d = λ
(sp)
0 /10) with a lossless Drude
permittivity dispersion (see equation 2.7) that is bounded by semi-infinite layers of
vacuum. These plots correspond to the black dots on the dispersion curves shown
in figure 2.7(c). All plots are shown on scales that are normalised to those used for
the symmetric-in-charge SPP, where δ2 represents the decay length in the conducting
layer.
outer faces of the film that is used for the characterisation. The equivalent plots for the
anti-symmetric-in-charge CSPP are shown in figures 2.8(d), 2.8(e) and 2.8(f), and as
expected, the symmetry of each field component is reversed and so this mode could be
characterised as the anti-symmetric-in-Ex, symmetric-in-Ez or symmetric-in-Hy CSPP.
It is often the case in the literature that these CSPPs are characterised as ‘long-
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range’ and ‘short-range’ with the terminology referring to the propagation lengths as-
sociated with each mode [44–46, 51]. Since loss is associated with Joule heating in the
conductor, the mode with a greater proportion of its field profile within the conductor
will have greater loss. In this geometry of a thin conducting film, the ‘short-range’
mode is therefore the symmetric (in charge) mode and the ‘long-range’ mode is the
anti-symmetric mode; this is clear from inspecting figure 2.8. However, should the
complementary geometry be considered (a thin insulating film, positioned between two
conducting regions), it is the symmetric CSPP that is the ‘long-range’ mode and the
anti-symmetric CSPP that is the ‘short-range’ mode. Due to this potential source of
confusion, the ‘long-range’ and ‘short-range’ terminology is avoided in this thesis.
2.4 Periodicity
In this thesis, metamaterials [33] are used to provide an artificial boundary condition
that allows surface waves to be tightly confined at microwave frequencies. In this
section, the physics and definitions associated with periodic systems are discussed as a
precursor to a discussion on such structures in section 2.5.
If we consider a 2D Bravais lattice [52, 53] that is comprised of an ensemble of
positional points in the xy plane, we can write any real space vector A as a combination
of the lattice vectors an.
A = α1a1 + α2a2 (2.17)
A second ensemble of points, known as the reciprocal lattice, is defined as the
collection of unique wavevectors that possess the periodicity of the real-space lattice.
As with the real-space lattice, a vector in the reciprocal lattice B can be written as a
combination of the reciprocal lattice vectors bn,
B = β1b1 + β2b2 (2.18)
which themselves are calculated from the real-space lattice vectors, using equations
2.19 and 2.20.
b1 = 2pi
aˆ2 ∧ zˆ
|a2 ∧ a1|
(2.19)
b2 = 2pi
zˆ ∧ aˆ1
|a2 ∧ a1|
(2.20)
An infinite lattice imposes the requirement of Bloch periodicity on the system; this
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can be written mathematically,
eiB.(r+A) = eiB.r (2.21)
and from this, it can be seen that B.A must be equal to an integer multiple of 2pi,
because eiB.A = 1.
B.A = 2pi(β1α1 + β2α2) (2.22)
The real and reciprocal lattices for the systems studied in this thesis are shown in
figure 2.9, where the Wigner-Seitz cell is highlighted in grey. This area represents the
first Brillouin zone; a region of significant importance for the Bloch description of waves,
because the dynamics of any mode supported by a periodic system can be characterised
fully by understanding its behaviour in this region. Throughout this thesis, the first
Brillouin zone will be referred to simply as the Brillouin zone (unless otherwise stated).
a1
a2
(a)
a1
a2
(b)
a1
a2
(c)
b1
b2
(d)
b1
b2
(e)
b1
b2
(f)
Figure 2.9: A comparison between the lattices (a-c) and the reciprocal lattices (d-f)
of the different 2D Bravais lattices studied in this thesis; square (a, d), rectangular
(b, e) and hexagonal (c, f). The lattice vectors an are shown in red and the reciprocal
lattice vectors bn are shown in blue. The black dots represent the lattice/reciprocal
lattice points and the shaded area on the reciprocal lattice schematics represents the
area enclosed by the Wigner-Seitz cell and hence, the first Brillouin zone.
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In a crystal, the lattice simply represents an abstract concept of structure, with a
basis required to complete a real system. For now, we will assume that the symmetry
of the basis matches the symmetry of the lattice. Neumann's principle [54] states
“the symmetry of the physical phenomenon is at least as high as the crystallographic
symmetry” [55]. This is most easily demonstrated using a generalised vectorial analysis
as shown on the reciprocal lattice plots in figure 2.10 [56]. If one takes any vector
originating on the Brillouin zone boundary, reflectional, translational and rotational
symmetry provides equivalent vectors. For example, one such vector is the black arrow
in any of the schematics in figure 2.10. Through reflectional symmetry, one can deduce
the red arrows and subsequently though translational symmetry one can deduce the
blue arrows. In all three cases, there is no net magnitude normal to the Brillouin zone
boundary. Should the arrow have been placed at a corner on any of the Brillouin zones,
there would be no net magnitude at all. Such points are referred to as points of high
symmetry and are denoted with their usual crystallographic symbols [57]. In the context
of the work presented in this thesis, this vector could represent, for example, the group
velocity or the Poynting vector, with opposing vectors arising from the unscattered and
Bragg scattered segments of a surface mode. Hence, the result of this analysis tells us
that there will be standing waves associated with these quantities that form on, and
normal to the Brillouin zone boundaries. It therefore follows that for systems where
the symmetry of the basis is equal to or greater than the lattice, the standing waves
associated with Bragg scattering form on the Brillouin zone boundaries. In the context
of surface waves supported by a periodic surface, this means that the group velocity
must approach zero as the surface mode disperses towards the Brillouin zone boundary
for systems possessing such symmetry.
Now we remove the simplification we applied earlier, and allow the basis to possess
a lower symmetry than the lattice. A simple way that this can be achieved is by
considering 60◦ rhombic tiling. An example of such a case is shown in figure 2.11,
where the lattice points shown in plot 2.11(a) correspond to the same hexagonal lattice
as shown in figure 2.9(c), but rotated clockwise by 60◦. The reason that the lattice is
rotated is to ensure that when a basis of rhombuses is used, the lines of symmetry of
the system correspond to the x and y axes, making a repeat of the generalised vectorial
analysis easier to visualise. In figure 2.11(b), the black arrow can be reflected and
translated into the red and blue arrows respectively. It can clearly be seen that there
is no net magnitude normal to the boundary defined by X and M. However from figure
2.11(c), a vector originating at the face defined by M and N will always have a non-zero
net component normal to this boundary, since the symmetry of the system does not
lead to a cancellation. Once again, if the vector used in this analysis represents the
group velocity, it is clear that the standing waves associated with Bragg scattering do
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Figure 2.10: Reciprocal lattices for (a) square, (b) rectangular and (c) hexagonal
Bravais lattices, with the relevant lines of symmetry (dashed black lines) and first
Brillouin zone (shaded grey) shown. The points of high symmetry are denoted with the
usual applicable crystallographic symbols. Any vector quantity (e.g. group velocity)
located on the Brillouin zone boundary (e.g. black arrow) can be replicated through
reflectional (e.g. red arrows), translational (e.g. blue arrows) and rotational symmetry.
In all three cases shown, the vectorial quantity has no net magnitude normal to the
Brillouin zone boundary.
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Figure 2.11: In some cases, the symmetry of the lattice and basis do not match,
for example, an array of 60◦ rhombuses. In this instance, the Bravais lattice (a) is
hexagonal, giving the same shaped Brillouin zone as in fig 2.10(c). Since it is the lines
of symmetry (dashed black lines) shared by both the lattice and the basis that are
indicative of the symmetry of the overall system, only two lines of symmetry are seen.
By performing the same vectorial analysis as in fig 2.10, it is clear that although the
vectorial quantity has no net magnitude normal to the Brillouin zone from X to M
(b), it does from M to N (c).
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not necessarily have to form on the Brillouin zone boundaries and so a dispersing mode
can cross the Brillouin zone boundary with a non-zero group velocity. In this specific
case, any dispersing modes supported by the system would approach only the Brillouin
zone boundary defined by X and M with zero group velocity. However more generally,
it is the planes of symmetry common to both the lattice and basis that dictate the
symmetry of the overall system [58] and hence whether the dispersion of a mode must
approach a Brillouin zone boundary with zero group velocity.
2.5 ‘Spoof’ Surface-Plasmon-Polaritons
With a background to SPPs and periodicity presented, we are now in a position to dis-
cuss the surface modes supported by metamaterial geometries. Metamaterials [12, 33]
are artificial materials that owe their functionality not only to chemical composition,
but to their geometrical form. These composite, generally periodic structures are pat-
terned on a sub-wavelength scale so that incident radiation cannot resolve their indi-
vidual components. It should however be noted that this terminology is often extended
to include structures that possess a periodicity that is similar in size to the free-space
wavelength [27, 31].
Metamaterials can support ‘spoof’ surface-plasmon-polaritons (SSPPs); a class of
surface waves that owe their dispersive properties to geometry. In the most simple
picture (i.e. ignoring the effect of a periodicity), it is an anti-crossing that forms between
the SPP (or surface current, depending on the frequency regime) and a resonance
that gives rise to SPP-like behaviour. An example is shown in figure 2.12, where
some resonant frequency f0 acts as an effective surface-plasma-frequency, providing an
asymptotic limit for the ‘spoof’ SPP. In some cases there will be higher order resonances
that can also be excited and these will lead to further anti-crossings; these are however
beyond the scope of this research.
Before we discuss some examples of structures that can support these ‘spoof’ SPPs,
we must first clarify the terminology. In the literature, the 2D equivalents of metama-
terials are loosely referred to as either metafilms [14, 59] or metasurfaces [15, 18, 60].
In this thesis, a metamaterial that can support a surface mode on a single interface is
termed a ‘metasurface.’ In contrast, a metamaterial that can support a surface mode
on two parallel interfaces is referred to as a ‘metafilm.’ Using this terminology, the sur-
face modes supported by a metasurface can be considered analogues of SPPs, whereas
the surface modes supported by metafilms can be considered analogues of CSPPs.
Up to this point in this chapter, all plots relating to SPPs or CSPPs have been
generated using analytical expressions. However, it is almost impossible to derive a
single analytical theory that will allow for the calculation of the dispersions of the
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Figure 2.12: A schematic showing the dispersion curve for a ‘spoof’ SPP supported
by a metasurface. A resonance at a frequency f0 associated with the structuring of
the metasurface anti-crosses with the non-dispersive microwave surface mode (light
line); the lower band is the ‘spoof’ SPP and the upper band usually consists of higher
order modes (these are not studied in this thesis).
surface modes supported at the interface between any metamaterial and an insulator.
Modal matching [29, 61] provides one well-known route, but this must be tailored
to the specific geometrical arrangement that is in use. Due to the flexibility offered,
commercially available FEM numerical modelling suites [62, 63] are employed to make
more general calculations.
2.5.1 Pendry Hole Array
Perhaps the most well-known metasurface is the Pendry hole array [2]: an array of
square holes arranged in a square lattice that perforate a semi-infinite conductor (a
schematic is shown in figure 2.13). If each hole is considered to be a waveguide, these
holes will each have a cut-off frequency, determined by the width of the holes a and the
relative permittivity ε′h and permeability µ
′
h of the insulator within each hole, as shown
in equation 2.23. It is this cut-off frequency that acts as an effective surface-plasma-
frequency that allows for the tight confinement of surface waves, even on a perfect
electrical conductor (PEC).
fcutoff =
c
2a
√
ε′hµ
′
h
(2.23)
Below the cut-off frequency, only evanescent modes are supported by each ‘waveg-
uide,’ which is exactly the boundary condition that is required for a dispersive surface
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Figure 2.13: A schematic of a hole array metasurface [2]. This consists of a square
array of square holes that perforate an infinitely deep ‘perfect conductor’ (e.g. ∼ metal
at microwave frequencies). The holes are filled with an insulator (usually with a large
dielectric constant) to ensure the cavity appears electrically large.
mode. Hence, although a PEC completely screens the electric field, the holes allow
for an exponential decay into the metasurface. However, this kind of structuring pre-
vents any significant (i.e. ignoring fringing effects) amount of power from flowing in the
substrate. Hence, although the exponential decay into the substrate replicates the char-
acter of a SPP, the lack of opposing power flow within the substrate does not. Despite
this, such structuring allows for the tight confinement of surface waves in any frequency
regime, with the only restriction being the availability of conducting materials and the
capability of fabrication.
A typical dispersion curve for the fundamental surface mode supported by this
metasurface is shown in figure 2.14, where the dispersion is shown between all points of
high symmetry in k-space. A first point to note is that the surface mode has a slightly
larger limiting frequency along the Γ to M direction (i.e. surface-wave propagation in
a direction defined by an azimuthal angle φaz = 45
◦ above the x-axis) than along the
Γ to X direction (i.e. φaz = 0
◦). This is a consequence of the rather large periodicity
in the metasurface, with Bragg scattering forcing the surface mode to approach the
Brillouin zone with zero group velocity before it has reached fcutoff. Since the Brillouin
zone is
√
2 further out in k-space along the Γ to M direction than along the Γ to X
direction, the limiting frequency along the Γ to M direction is slightly larger.
Additionally, in order to fully understand the surface-wave dynamics at any given
frequency, it is useful to plot the iso-frequency contours. An iso-frequency contour
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Figure 2.14: (a) A schematic of the full dispersion diagram for the lowest frequency
surface mode supported by a hole array metasurface, where the dispersion is shown
between the points of high symmetry. (b) A zoomed-in version of (a), which shows
the frequencies f1, f2 and f3 that correspond to the iso-frequency contours shown in
figure 2.15.
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Figure 2.15: Schematics of the iso-frequency contours for a surface mode (blue
lines) that is supported by a hole array metasurface. The three different frequencies
(f1, f2, f3) show different forms that the surface mode can take, where the anisotropy
is induced by Bragg scattering. The red and black arrows represent the directions of
the phase and group velocities respectively, where the arrow length is arbitrary.
corresponds to the intersection between a plane drawn at a constant frequency and the
dispersion surface (e.g. figure 2.4) associated with this surface mode. Examples of such
iso-frequency contours that correspond to frequencies f1, f2 and f3 from figure 2.14(b)
are presented in figure 2.15. These frequencies are chosen since they represent three
different, yet highly typical forms that the iso-frequency contours (blue lines) can take
25
2. Background Theory
in a periodic system (the black circles represent the light circles at each frequency). In
these plots, the direction of the phase velocity (red arrows) at any point on the contour
is given by the direction from the origin to that point. The group velocity at any point
on the contour (black arrows) points in a direction that is normal to the contour at that
point. However, the sign of the group velocity at this point (away from, or towards the
origin) can only be determined from the gradient of the dispersion curve, which in this
case is positive (away from the origin).
At f1, the mode possesses an almost perfectly isotropic form and this is reflected
with aligned directions of group and phase velocity. As the mode disperses with in-
creased frequency, the proximity of the Brillouin zone boundaries in different directions
becomes important, for the same reason as described earlier when discussing the dis-
persion curves. Hence, the surface mode becomes anisotropic and at f2, four segments
of the iso-frequency contours are seen to be almost perfectly linear (with a small cor-
rection at the edges where the mode is required to cross the Brillouin zone boundary
with zero group velocity). In this case, the group velocity points in the same direc-
tion for a range of different phase velocities; this is the physical mechanism behind the
self-collimation phenomenon [64, 65]. Finally at f3, the mode takes the form of four
‘pockets,’ where the group velocity is now pointing inwards from each contour.
2.5.2 Sievenpiper ‘Mushroom’ Array
A Sievenpiper ‘mushroom’ array [1] is a well-known metasurface that consists of an
array of metallic patches that are separated from a closely spaced ground plane by a
thin insulating layer, with each patch electrically connected to the ground plane by
a centrally located, conducting pin. A schematic of this metasurface is presented in
figure 2.16. ‘Mushroom’ geometries are most often employed for their high impedance
properties; on resonance this structure suppresses surface-wave propagation and be-
haves as an artificial magnetic conductor [66]; such structures are therefore regularly
exploited in antenna design [67, 68]. Due to these favourable properties, much research
has been devoted to the development of analytical theories that can accurately describe
the electromagnetic response of this structure [69, 70], with transmission line theory
[71] a widely used tool that aids in the design and understanding of the response func-
tion of this geometry [14, 72–77]. Such theories have revealed that the resonance that
this geometry provides is most easily understood as an electrical resonance with capac-
itive and inductive components arranged in parallel [1]. Despite this, FEM models are
used throughout this thesis to calculate a more accurate electromagnetic solution than
transmission line theory.
An example of the dispersion of the non-radiative surface modes supported by
26
2. Background Theory
t
a
λg
2rp
x
y
z
(εr, µr)
Figure 2.16: A schematic of part of a Sievenpiper ‘mushroom’ array metasurface.
This metasurface consists of an array of copper patches that are electrically connected
to a nearby ground plane by an array of hollow metallic pins. In this section, a
‘mushroom’ geometry with the following geometrical parameters is discussed as an
example: λg = 1.6 mm, rp = 0.15 mm, t = 0.78 mm, a = 1.3 mm, εr = 2.22 + 0.002i
and µr = 1 (the thickness of the metal used in this design is ∼ 17µm).
the ‘mushroom’ geometry with parameters given in figure 2.16 is presented in figure
2.17. The blue lines represent TM surface modes, while the red line represents a
transverse-electric (TE) surface mode. The features associated with the TM surface
modes, such as a small region of ‘negative dispersion’ [78] (∂ω/∂k < 0), are detailed
in chapter 5, although for completeness, the field distributions of the lower frequency
mode as calculated from numerical simulations [63] are shown below. Also, although
not shown in this figure, it is important to note that both the high frequency TM
0
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Figure 2.17: The dispersion curves of the surface eigenmodes in the non-radiative
regime that are supported by the Sievenpiper ‘mushroom’ geometry that is shown in
figure 2.16.
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surface mode and the TE surface mode exist in the radiative regime, as detailed in
chapter 5 and shown in reference [79] respectively.
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Figure 2.18: The (a) E-field and (b) H-field distributions for the low frequency TM
surface mode, the dispersion of which is shown in figure 2.17, where the field profiles
correspond to wavevectors defined at the X point in k-space. The plane shown in (a)
is taken along the mid-point of the patch and the plane shown in (b) is a cross-section
through the mid point in the pin, where the arrows represent the direction of the
relevant field at the point of maximum field enhancement. (c) A 3D plot is included
for completeness, showing clearly the distribution of the electric field in two orthogonal
2D planes.
The low frequency TM surface eigenmode is shown in figure 2.18, for surface-wave
propagation along the x direction, with the field distributions corresponding to the
surface-mode solutions at the X point in k-space. Both plots present the time-averaged
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magnitude of the relevant field on the colour scale and the direction of the relevant field
at the point of maximum field enhancement is presented by the arrows. The electric
field distribution for a cross-section through the centre of the ‘mushroom’ element is
shown in figure 2.18(a). From this plot, it is clear that each patch has neighbouring
patches charged oppositely along the direction of propagation. This results in large
capacitive fields between neighbouring patches, as shown by the regions of high electric
field in figure 2.18(a). The currents that allow for this build-up of charge form a loop,
with current flowing down one pin and up a neighbouring pin. This is most easily
shown by looking at the magnetic field in the xy plane at the mid-point up the pin.
Looping magnetic fields are characteristic of a current flowing through a conductor and
this is exactly what is seen in figure 2.18(b). A TM surface mode has only a transverse
component of the magnetic field (in y) and it is the cancellation of the x-component
of this looping magnetic field that allows for this description. Between neighbouring
elements, the magnetic field points along only the y-direction and it is this component
of the magnetic field that is seen above the surface as a fringing field, providing the
exponentially decaying magnetic field that is characteristic of TM surface modes (see
figure 2.5).
In chapter 4, the geometrical parameters of a ‘mushroom’ metasurface are graded
in order to design a Luneburg lens [80] for TM surface waves. In figure 2.19, the effect
of varying various geometrical parameters on the mode index of the TM surface mode
is presented, where all dispersion curves are calculated from numerical simulations. In
all of these plots, the blue line represents the original geometry with dimensions as
shown in figure 2.16. By considering this geometry as a simple parallel LC circuit [1],
an increase in either the capacitive or inductive component will lead to a decrease in
the surface-mode limiting frequency. This simple understanding helps to explain the
effect that the majority of the parameter variations have on the TM surface eigenmode.
For example, figure 2.19(a) reveals that a larger patch length a will result in a lower
limiting frequency for the surface mode, a consequence of increased capacitance C
between neighbouring patches. Similar reasoning explains the effect of increasing the
permittivity ε′r of the thin layer separating the patches from the ground plane, as shown
in figure 2.19(b). However, it is an increase in the inductance L that explains the effect
of increasing the thickness t and permeability µr of the elements that is observed in
figures 2.19(c) and 2.19(d). In both of these plots, the surface mode disperses from the
light line more gradually as this inductance is increased, which also tallies with what
is expected from the parallel LC model [1]. Finally, figure 2.19(e) reveals that as the
radius of the pin rp is increased, the limiting frequency of this TM surface mode is
increased. This can also be attributed to a reduction in the inductance, due to a very
slight reduction in the geometrical size of the current loop. An astute observer will
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Figure 2.19: A comparison between the effect that tuning various geometrical pa-
rameters of the ‘mushroom’ array has on the dispersion of the TM surface mode,
where the blue lines correspond to the low frequency TM surface mode that is shown
in figure 2.17. Note that in all of these models, the metallic portions of the structure
are set to be perfectly conducting, and so the losses are ignored. In this frequency
regime, where the field penetration into the metal is much less than the 17µm metallic
thickness, this is a good approximation.
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also notice that as the pin radius is reduced to 25 µm (yellow line), there is a large
increase in the frequency range over which ‘negative dispersion’ is observed. This effect
is detailed in chapter 5.
An analytical model derived by Clavijo et al. [69] can be used to help explain the
origin of the ‘negative dispersion’ seen in the TM surface modes supported by ‘mush-
room’ metasurfaces in chapter 5. A brief overview of this model is now presented as a
precursor to this discussion. This analytical model treats the ‘mushroom’ metasurface
as a four-layer system, with each layer approximated to be an effective medium. The
bottom layer represents only the ground plane and so is set as a semi-infinite PEC
layer. A second layer includes the array of pins and the dielectric that they are embed-
ded within. A third layer comprises of only the patches and all of this is bounded by
the final layer: a semi-infinite region of vacuum. In this model, the patch layer does
not play an important role in enabling the structure to provide the necessary bound-
ary condition to support TM surface modes. Using the equations derived in [69], the
patches can simply be considered to be a very thin, non-dispersive high permittivity
layer (εpatch-layer ∼ 100), that will lower the limiting frequency of a the TM surface
mode. Although this layer is included in the calculations given below, it could easily be
removed with qualitatively similar physics still observed. The key component in this
model is the permittivity response of the pin-array layer, which is assigned a highly
anisotropic permittivity (being essentially an array of highly polarisable conducting
wires), with an in-plane component defined in equation 2.24 and a normal component
as defined in equation 2.25. In these equations α is defined as the ratio of the cross-
sectional area of the pin to the cross-sectional area of the entire unit cell as given by
equation 2.26.
ε′‖ = ε
′
r
(
1 + α
1− α
)
(2.24)
ε′z = ε
′
r −
4pi
ω2ε0µλ2g
[
ln
(
1
α
)
+ α− 1
] (2.25)
α =
pir2p
λ2g
(2.26)
From these equations, it is clear that only the normal component of the permittiv-
ity of the pin-array layer disperses with frequency. A graphical representation of the
frequency response of these equations is presented in figure 2.20, where the geometrical
parameters of this analytically modelled ‘mushroom’ array match those presented in
figure 2.16. In the plot, the red line represents ε′‖ and the blue line represents ε
′
z.
31
2. Background Theory
0 20 40 60 80 100
−2
0
2
f [GHz]
ε′ z
,
ε′ ‖
Figure 2.20: The relative permittivity response of the in-plane (red) and normal
(blue) components of the permittivity of the ‘pin’ layer of the Sievenpiper ‘mushroom’
array calculated using the model derived by Clavijo et al. [69] that uses the effective
medium approximation. All geometrical parameters of the ‘mushroom’ geometry that
is presented in figure 2.16 are used in accordance with equations 2.24 and 2.25 to
generate this plot.
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Figure 2.21: An algorithm, written by Dr Ian Hooper that utilises a Berreman
4×4-matrix formulation [50], is used to predict the magnitude of the reflection coeffi-
cient from a bespoke multilayer structure. The structure is approximated as layers of
effective media, with the properties of the 0.79 mm thick pin array layer (with geomet-
rical dimensions as used in figure 2.16) dictated by the analytical expressions derived
by Clavijo et al. [69] shown in equations 2.24 and 2.25, with the surrounding layers
defined as semi-infinite layers of air and metal (ε′r = −104 + 107i). As with figure 2.7,
the (log10 of the) reflection amplitude coefficient is plotted in the non-radiative regime,
and the reflection intensity coefficient is plotted in the radiative regime to allow for
the details of the modes to be easily resolved.
32
2. Background Theory
As shown in figure 2.20, it is clear that ε′z possesses a Drude-like dispersion (ε ∼
f2p/f
2), which increases from large, negative values before approaching that of the
transverse permittivity ε′‖ as the perturbation to ε
′
r (the insulating dielectric) assigned
by equation 2.25 becomes negligible. It is also useful to see the effect of these param-
eters on the dispersion of any TM surface modes and a dispersion plot showing this is
presented in figure 2.21. This plot was calculated using a multi-layer optics algorithm
written by Dr Ian Hooper (the same algorithm used to plot figure 2.7). A TM surface
mode is signified by poles in the magnitude of the reflection coefficient (of incident TM
radiation) and a dispersive feature that matches this description is observed, which
possesses a similar form to the TM mode shown in figure 2.17. Additionally, the pres-
ence of the very thin high permittivity layer that contains the patches increases the
confinement of surface waves to this metasurface. This in turn increases the frequency
range over which ‘negative dispersion’ is observed and this is discussed in more detail in
chapter 5. However, it must be noted that the algorithm assumes an effective medium
and so no Brillouin zone is present in this analytical description to ‘force’ the mode to
approach zero group velocity. Hence there is a discrepancy in the form of the surface
mode to that calculated using FEM models (blue lines in figure 2.19), such as a much
wider frequency window of negative dispersion than predicted by the FEM model in
figure 2.17.
2.6 Conclusions
In this chapter, an overview of the physics behind surface waves is presented. Starting
with the well-known surface-plasmon-polariton (SPP) picture, the dispersive properties
of surface waves supported at the planar interface between an insulator and a conductor
is presented in section 2.2. It is shown that the limiting frequency for the SPP is given
by the surface-plasma-frequency fsp, which is the point where the opposing integrated
power flows in the conductor and insulator become equal. Typically, these SPPs are
shown to be tightly confined to the interface at optical and ultra-violet frequencies,
but this is not so at microwave frequencies, where the loose binding to the interface is
more deserving of the term ‘surface currents.’ The analytical theory is then extended
to include the confined modes supported by thin conducting films embedded in an
insulator in section 2.3. The SPPs supported on each interface of this film interfere
with each other and so act as coupled oscillators, forming a symmetric–anti-symmetric
(in charge) pair of coupled SPPs (CSPPs). The fields associated with these different
charge configurations are subsequently discussed.
A discussion of the different forms of periodicity that are investigated throughout
this thesis is presented in section 2.4. The lattices and reciprocal lattices associated
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with square, rectangular and hexagonal symmetry are discussed along with a brief
discussion of how this symmetry is affected when the basis does not possess the same
symmetry as the lattice.
Finally, a discussion of ‘spoof’ SPPs is presented in section 2.5. It is shown that
with the introduction of a geometrically dictated resonance into the system, SPP-like
behaviour can be induced in almost any frequency regime. The well-known Pendry
hole array is discussed in section 2.5.1 before the Sievenpiper ‘mushroom’ array is
discussed in section 2.5.2. Both metasurfaces are shown to be able to support tightly
confined surface waves in the microwave regime, which to an extent, resemble the
characteristics of SPPs that are observed at optical frequencies at a planar interface
between a conductor and an insulator.
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Methods
3.1 Introduction
In this chapter, both the numerical and experimental methods that are used to charac-
terise the surface eigenmodes supported by metasurfaces that are investigated in this
thesis are presented. The spatial Fourier analysis that is presented in this chapter
allows for the characterisation of microwave surface-modes through measurements of
both the iso-frequency contours and dispersion curves.
Software that utilises the finite element method (FEM) of numerical modelling is
used to provide a theoretical comparison that is intended to complement the measure-
ments of various surface eigenmodes investigated in this research. The software allows
the prediction of electromagnetic characteristics of bespoke metasurfaces such as the
dispersion of any surface eigenmodes, and the calculations that the software performs
is discussed in section 3.2.
The lithographic method for sample fabrication of metafilms is outlined in section
3.3. This allows for samples to be fabricated in < 1 hour and is used to fabricate sam-
ples that are discussed in chapter 7. The apparatus that is used to take surface-wave
measurements such as the near-field probes and xyz translation stage is presented in
chapter 3.4. This section also includes instructions for the derivation of the instan-
taneous surface-wave fields from measurements of magnitude and phase. Finally, in
section 3.5, both the 1D and 2D spatial Fourier analysis that are used to characterise
the surface eigenmodes that are investigated throughout this thesis is presented.
3.2 Numerical Modelling
In this section, an overview of the numerical methods that are used to complement the
experimental work that is presented in this thesis is detailed. Finite element method
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(FEM) modelling is the algorithm that is used to predict the electromagnetic response
of the various structures that are investigated in this work and two commercially avail-
able packages are used: Ansys High Frequency Structure Simulator (HFSS) [62] and
COMSOL Multiphysics (COMSOL) [63].
The finite element method is a computationally intensive algorithm that requires
the discretisation of a geometry into a tetrahedral mesh [81, 82], before simultaneously
solving Maxwell’s equations at the interface between neighbouring elements. Typically,
this involves solving for the electric field E from the wave equation given in equation
3.1, where k0 represents the free-space wavevector and ε and µ represent the relative
permittivity and permeability (i.e. the permittivity and permeability can be input as
completely generalised anisotropic matrices in COMSOL, but not HFSS) respectively.
∇× 1
µ
(
∇× E
)
− k20εE = 0 (3.1)
Once completed for the full mesh, a scattering matrix is derived and by inspecting
this scattering matrix for poles, the eigenvalues λef for the system can be deduced in
the form as shown in equation 3.2, where δef represents the damping. This eigenvalue is
calculated as a solution to equation 3.3, where E˜ is the complex, time-invariant electric
field (i.e. a phase vector).
−λef = jωef + δef (3.2)
E(r, t) = Re(E˜(r)e−λeft) (3.3)
In this thesis, the vast majority of the structures that are investigated are periodic
surfaces and so only a single unit cell needs to be modelled, with periodic boundary
conditions simulating the response of an infinite array. This is advantageous since it
minimises the size of the mesh and hence the solve time. This Floquet periodicity
allows the wavevector in the plane of the surface to be fixed with the eigenfrequency
solver revealing the resonances of the model that are associated with that wavevector.
If this model is solved for a series of different in-plane wavevectors, the dispersion of
the modes supported by the modelled structure can be determined. COMSOL offers a
more stable eigenfrequency solver (with the radio frequency module) than HFSS and
so it is chosen as the software with which to perform these eigenfrequency calculations.
As an example, a model that is used to calculate the eigenfrequencies of a metasur-
face (in this case, a ‘dumbbell’ geometry, see chapter 7) is presented and the geometry
for this model is shown in figure 3.1. A second diagram that shows an example set
of results from an eigenfrequency model is presented in figure 3.2, where the black
36
3. Methods
dots correspond to the eigenfrequencies that COMSOL has calculated, as the in-plane
wavevector associated with the Floquet periodicity is varied. Many of these eigenfre-
quencies correspond to quantisations within the full geometry of the model which is
simply due to the truncated region of vacuum that surrounds the structure. Since these
frequencies change as the surrounding model dimensions (not the metasurface dimen-
sions) are altered, these are discounted as eigenmodes that do not correspond to the
‘dumbbell’ geometry that is being investigated. However, the modes that are tightly
confined to the surface do not change frequency as the size of these regions are altered
(if the boundary is far enough away). By inspecting the electric and magnetic fields as-
sociated with these eigenfrequencies, the eigenfrequencies that belong to distinct modes
can be traced, as shown by the red line that represents a transverse-magnetic-polarised
(TM) surface mode. An example of a model that calculates the eigenfrequencies of a
‘mushroom’ array is presented in appendix A, in the form of a MATLAB function.
(a) (b) (c) (d) (e) (f)
x
y
z
Figure 3.1: A schematic showing an example of the geometry used to calculate the
surface eigenmodes supported by an infinite array of metallic ‘dumbbells’ (see chapter
7) in COMSOL. (a) A metallic ‘dumbbell’ that is constructed using vacuum, but
is coated with PEC boundaries (i.e. it is hollow). (b) The insulating layer that is
assigned a relative permittivity of ε′r and a relative permeability of µ
′
r. (c) Regions of
vacuum, but note that this region is usually much longer in z (e.g. each box is at least
half a free space wavelength for the smallest k‖ that is probed), but is shortened for
the purposes of this illustration. (d, e) Pairs of periodic boundary conditions, where
Floquet periodicity is applied. (e) PEC boundaries are placed at the top and bottom
of the model to enclose the geometry. Perfectly matched layers (PMLs) can also be
placed in front of these boundaries for a more accurate result, particularly when a
surface wave is loosely confined, but these drastically increase the computation time.
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Figure 3.2: An example of the eigenfrequencies (black dots) that have been calculated
from a COMSOL model of a metallic ‘dumbbell’ array (see figure 7.2 in chapter 7
for the exact dimensions) as the in-plane wavevector is varied. By inspecting the
electric/magnetic fields of the associated eigenfrequencies, a TM surface mode has
been characterised (red line).
In addition to numerical models that allow for the eigenfrequencies of a structure
to be determined under specific conditions, driven systems that have a single frequency
excitation are also investigated in this thesis. This is completed using HFSS since the
graphical interface makes fine adjustments easier to implement, but this is a matter
of choice, since this could also be completed using COMSOL. The impedance-sheet
approximation (in HFSS) is used as a simplification that negates the need to model
the exact metamaterial geometry, and this is advantageous when investigating large
areas (< 500 metamaterial elements) due to the available computational resources.
An impedance-sheet provides a non-dispersive boundary condition that allows surface
modes to be supported with a mode index of nsw (the difference between mode index
and refractive index is explained in section 2.2), and for TM surface modes, the relation
between nsw and the surface inductance χ is given in equation 3.4 [1] (the surface
impedance is given as Zs = R+ iχ, where the resistance R simply acts as damping).
χ =
√
n2sw − 1 (3.4)
In these impedance-sheet models, surface-wave excitation is most easily achieved
using a wave-port. A wave-port takes the boundary conditions around its perimeter
and defines an excitation assuming these conditions have a semi-infinite extent. For
a point source surface-wave excitation, a wave-port can be positioned at the top of
a stripped coaxial dipole waveguide (discussed later in this chapter, see figure 3.5),
but for plane surface-wave excitation, at least one of the boundaries of the wave-port
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perimeter must be in contact with the impedance-sheet.
(a) (b) (c)
(d) (e)
E
(f)
x
y
z
Figure 3.3: The geometry that is modelled to characterise a graded-index (GRIN)
lens in HFSS is presented as an example of an impedance-sheet model. (a, b) ‘Radia-
tion boundaries’ are used as an absorbing boundary condition. (c) An impedance-sheet
that replicates the ‘background’ mode index or the metasurface that surrounds the
GRIN lens. (d) An impedance-sheet with a spatially graded absorption (resistance,
R), that increases towards the outer boundaries of the model. (e) A zoomed-in view
of the central region of the model, where each square represents a unique impedance-
sheet that allows the mode index to be graded spatially. (f) A zoomed-in view of the
excitation-mechanism; the top of the insulator in a cross-section of a coaxial cable
is assigned a ‘wave-port’ that allows the electric field (red arrow) to be defined as
pointing from the conducting inner pin towards the conducting sheath.
An example of a model that utilises an impedance-sheet is presented in figure 3.3,
where the example is taken from a model that is used to characterise a graded-index
(GRIN) lens (a Luneburg lens) in chapter 4. ‘Radiation’ boundaries (a boundary that
is designed to remove unphysical reflections associated with the truncated geometry of
a model) are used on all external boundaries that are not assigned as impedance-sheets.
The bottom of the model contains a series of impedance-sheets. Firstly, towards the
edges of the model, there is a series of thin impedance-sheets, where the resistance is
increased towards the edge of the model. This acts as an absorbing layer that minimises
specular reflections. The resistive component of the remainder of the impedance-sheet
is assigned a negligible value of resistance (10–6 Ω), which is designed to simulate a
lossless GRIN lens. Additionally, since the mode index must be graded discretely in
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HFSS, multiple impedance-sheets are employed to simulate the boundary condition
presented by a GRIN lens. Finally, surface-wave excitation is achieved in this model
using a stripped coaxial antenna with a wave-port positioned at the top of the insulator.
3.3 Sample Fabrication
In the work presented in this thesis, the samples that are studied through experimenta-
tion are fabricated in one of two ways. For samples that require holes to be drilled and
coated with metal, such as the Sievenpiper ‘mushroom’ array, the fabrication is out-
sourced to professional PCB manufacturers. However the ultra-thin metafilms that are
studied in chapter 7 are fabricated using a lithographic method that has been developed
by Ph.D. student Ben Tremain [83].
(a) (b)
(c) (d)
Figure 3.4: A schematic showing the different stages of the lithographic method of
sample fabrication that has been developed by Ben Tremain [83]. (a) A 50 µm thick
polyester sheet clad with an 18 µm thick layer of copper will act as the base for the
sample. (b) The desired design is printed using a solid ink printer or a laser ink printed
onto the copper surface, which will act as a mask. (c) The unmasked copper is then
removed via an etching process.(d) The mask is subsequently removed using solvent
assisted abrasion.
This lithographic method allows ultra-thin samples to be fabricated very quickly
(< 1 hour) and cheaply (∼ £10 per sample). A schematic highlighting the four steps
that are required for this process is presented in figure 3.4. This fabrication method
allows for 50 µm thick polyester sheets that are coated on one side by an 18 µm thick
copper layer (as shown in figure 3.4(a)) to be patterned. The first step in this process is
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shown in figure 3.4(b), which is that the required design is printed onto the copper layer
using a solid ink printer or laser printer. This design acts as a mask which protects
the covered regions of the copper from being removed during an etching process. The
result of this etching process is shown in figure 3.4(c), where the etchant that is used
for this process is ferric chloride solution. The final stage of this manufacture is to
remove the mask and this is completed either chemically or abrasively, as shown by the
fabricated sample in figure 3.4(d). Using this method, samples can be fabricated with
a feature size of ∼ 100 µm depending on the exact desired structure (curved/straight
boundaries, sharp points, etc), where it is the resolution of the printer that enforces
this limitation. This method is used to fabricate the connected spiral chains that are
investigated in [84].
3.4 Measurements of Surface Waves
Throughout this thesis, various experiments have been performed that allow for the
characterisation of microwave surface-modes. A two-port vector network analyser
(VNA) allows for measurements of the complex S-parameters in terms of both re-
flection and transmission between the ports. In all of the experiments presented, it is
transmission that is measured and this is completed in the form of a magnitude and a
phase, both of which are normalised to an internally referenced signal. In this section,
the way in which these measurements are obtained is outlined.
Surface-wave excitation and detection is achieved using two similar near-field probes
that are connected to ports 1 and 2 of a VNA and placed in the proximity of a meta-
surface (e.g. a ‘mushroom’ array). The coupling between the source/detector and the
surface mode can be detailed in terms of an overlap between the fields of the relevant
eigenmodes. As will be shown for sub-wavelength antennas, this mechanism provides
fine spatial resolution and can therefore be used to map out the surface-wave fields
over an area of a metasurface. Hence, the use of these antennas is advantageous over
other mechanisms of surface-wave excitation/detection that are used in the existing
literature, such as frustrated total internal reflection [85] or ‘blade coupling’ [86].
A schematic of the near-field antenna that is used in the vast majority of the ex-
periments presented in this thesis is shown in figure 3.5. This antenna [88] consists of
a coaxial waveguide that is terminated, with the inner pin exposed by a small length
lp. This exposed length provides a small region where oscillating external electric fields
that are aligned along its axis (zˆ) will induce an alternating-current in the central pin
and although this antenna is sensitive to other field components, it is most sensitive to
electric field components that are oriented parallel to the pin Ez. It is assumed that
this antenna will not significantly perturb the surface-wave fields that it is trying to
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Figure 3.5: A schematic showing a near-field antenna (termed a ‘pin’ antenna [87])
that is sensitive to Ez field components. This is constructed from a coaxial waveg-
uide that is terminated, with the central pin extruded a small length lp beyond this
termination.
measure (i.e. its scattering cross section is assumed to be negligible), but in reality this
is impossible since in the limit of zero perturbation, there will be zero field overlap and
so the antenna would not be sensitive to the surface waves.
Although the length of the exposed section of the pin can be altered to tune its
wavevector sensitivity, a systematic study quantifying the effect of this parameter on
the measurements is beyond the scope of this thesis. However, a qualitative dependence
of the length of lp is utilised in that by shortening this length, the antenna becomes
(relatively) more sensitive to larger wavevector components. Additionally, it is prefer-
able to measure TM surface waves through measurements of Ez as opposed to E‖ since
the direction of propagation of surface waves will not influence the sensitivity of the
antenna. Therefore, this antenna is oriented normal to the surface to which a TM sur-
face wave is confined; this allows for the electric field component of TM surface waves
that is normal to the surface, Ez, to drive currents in the antenna.
An example of this antenna being used as a source for surface waves supported
by an impedance-sheet (nsw = 1.25) is presented in figure 3.6, as calculated from
numerical simulations. The colour scale shows Ez, whereas the arrows represent the
direction of the electric field in the xz plane. By inspecting the direction of the arrows
in the close proximity of the pin, it can qualitatively be seen that Ez appears to be the
dominant field contribution (over Ex) and this is a consequence of the overlap between
the eigenmodes (fields) of a TM surface wave and the antenna.
In order to detect TE surface waves, measurements of the component of the mag-
netic field that is normal to the surface Hz are required (TE surface waves possess Ey,
Hx and Hz field components in contrast to TM surface waves that possess Ex, Ez and
Hy field components [79]). The exposed section of the pin that is present in a termi-
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Figure 3.6: A numerical model of a near-field pin antenna, that is normal to and
1 mm away from an impedance-sheet (nsw = 1.25). The colour scale represents the
instantaneous electric field normal to the interface Ez and the arrows represent the
direction of the electric field and both correspond to an arbitrary instant in phase
(time). Plot (b) is a zoomed in version of plot (a).
nated coaxial cable (see figure 3.5) can be moulded into different geometries in order
to increase the sensitivity of the antenna to other field components. By bending the
exposed section of the pin into a loop geometry (with a diameter ld) as shown in figure
3.7, an antenna that is sensitive to the magnetic field can be realised. The plane of the
loop (xy) is designed to be perpendicular to the axis of the coaxial cable (z) so that the
metallic sheath is not required to rest on the metasurface for measurements of Hz; this
minimises the perturbation that the probe has on the surface waves. Hence, as with
the pin antenna, this probe is oriented normal to an interface to which surface waves
are confined. However, it is the magnetic field of these TE surface waves that drives an
alternating current around the metallic loop, allowing for measurements to be made.
Although this antenna is both directional and sensitive to other field components, (e.g.
electric field components that are parallel to any straightened sections of the exposed
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pin) the Fourier analyses utilised in this thesis mean that such signals simply appear as
extra features such as peaks in the measurements. There will be an issue for systems
where TE and TM surface modes exist at the same frequency and also possess the same
in-plane wavevectors, since the partial cancellation of the detected signals would occur;
however, this situation does not arise in any of the systems that are investigated in
this thesis with these antennas. As is shown in chapter 7, this sensitivity to both TE
and TM surface waves is advantageous since surface modes of both polarisation can be
detected on metasurfaces such as a ‘dumbbell’ array in a single measurement.
x
y
z
Metallic
sheath
ld
Metallic
pin
yx
Dielectric
layer
Figure 3.7: A schematic showing a near-field antenna that ‘partially’ acts as a mag-
netic dipole (termed the ‘loop’ antenna). This is constructed from the same coaxial
waveguide that is used to create the pin antenna that is shown in figure 3.5. The coax-
ial waveguide is terminated, with the central pin extruded beyond this termination
and bent into a loop-like geometry with a diameter of ld. The end of this exposed pin
is soldered onto the metallic sheath of the coaxial waveguide to ensure an electrical
connection. This antenna is highly sensitive to the magnetic field components that are
oscillating in a plane perpendicular to that of the loop, but is also sensitive to electric
field components that oscillate parallel to the straightened parts of the exposed wire.
Note that when the wire crosses to complete the loop, there is a small air gap and so
there is no electrical contact between the two segments of the exposed pin.
Although it is possible to record experimental field maps without a motorised trans-
lation stage, it would be very time consuming and dependent on the positional accuracy
of the researcher. A schematic of the motorised three-axis translation stage that is used
to obtain the field maps presented throughout this thesis is shown in figure 3.8. This
xyz stage* has a full range of motion of 1200 mm × 1200 mm × 1000 mm and has a
positional accuracy of < 10 µm. The mount to which the near-field probes are held
*The majority of the hardware for the xyz stage is constructed using various commercially available
parts from HepcoMotion (e.g. part number PDU2L900DT + PDU2MCK). The motors and software
were supplied by Aerotech (e.g. part numbers LTD-NEMA23-HSX-206 and CP40-M01-10 and Ensem-
ble Motion Composer (Ensemble MP10)). An in-house LABVIEW algorithm was written to operate
the stage in synchronisation with the VNA.
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Figure 3.8: (a) A schematic of the motorised three-axis translation stage that is
used to obtain measured field maps, termed the ‘xyz stage.’ (b) A zoomed-in view
showing a detector probe held in a mount. The ‘L-shaped’ perspex mount allows this
probe to be kept away from the metallic arm of the z-axis, the proximity of which
would otherwise introduce unwanted scattering into the measurements. Examples of
the near-field probes that are used in the experiments presented in this thesis are
shown in figures 3.5 and 3.7. The electrical contacts from the probe to the VNA are
not shown.
in place has two optimisations; firstly, it is constructed using a dielectric (perspex)
and secondly, it is offset from the z-axis of the translation stage. Both optimisations
minimise the metallic presence in the proximity of the probe and hence surface-wave
fields, and so minimise any unwanted reflections. During an experiment, the near-field
probe (see figures 3.5 and 3.7) is moved around above a metasurface in a Cartesian
grid, taking measurements of magnitude and phase for a range of frequencies at every
point. It is the combination of these measurements at multiple positions that allows
for experimental field maps to be constructed.
The instantaneous electric field can be derived from the time-averaged magnitude
〈|E|〉 and phase φ measurements that the VNA provides. A plot that helps to ex-
plain this process is shown in figure 3.9. In this plot, the time-averaged electric field
magnitude 〈E〉 is represented by the red line and the instantaneous electric field that
oscillates sinusoidally between EMAX and −EMAX with a time period τp is represented
by the solid blue line. The two quantities are related as 〈E〉 = ∫ τp0 |E|τp dt, where the
peak in the instantaneous electric field is calculated to be pi2 〈|E|〉. By combining the
measured magnitude and phase measurements in the form of pi2 〈|E|〉eiφ, the instanta-
neous electric field can be derived, with the real component of this combination plotted
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Figure 3.9: Various quantities for a plane wave with a time period of τp. A compar-
ison between (a) the phase φ and (b) the instantaneous electric field E = pi2 〈|E|〉eiφ
(solid blue line) and the time-averaged magnitude of the electric field 〈|E|〉 (red line).
The magnitude of the instantaneous electric field |E| (dashed blue line in (b)) is shown
for completeness.
as the instantaneous electric field throughout this thesis. In some cases, it is useful to
animate such plots in phase and this is completed as post processing of the measured
data. Bespoke increments (e.g. 10◦) are systematically added to the measured phase
until a complete phase cycle is added, with the instantaneous field recalculated for each
phase increment. By arranging sequential plots as frames in an animation, a movie
showing surface waves seemingly propagating throughout the measured area can be
generated.
During these measurements, surface waves can undergo specular reflection from the
edges of the sample. These reflections often interfere with the signal that is desired
and so are minimised by placing surface-wave absorbing material in front of the sample
edges. This absorber consists of pyramidal-shaped carbon loaded foam and is placed
directly on the metasurface. Therefore, this absorber works very well when the surface-
mode shape has a high proportion of its electromagnetic field above the interface to
which the surface eigenmode is confined and not so well when a surface mode has a
shape that is largely confined to within the metasurface. Each pyramidal section is
∼ 10 cm long with a base ∼ 4 cm × ∼ 4 cm and so it is a size that is much larger than
the unit cells used in the metasurfaces that are investigated in this thesis.
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3.5 Iso-frequency Contour and Dispersion Characterisa-
tion Technique
In this section, the analyses that are used to characterise the surface eigenmodes sup-
ported by the metasurfaces that are investigated throughout this thesis are presented.
Various methods exist in the literature that allow for the measurement of the dispersion
of surface modes. Both the Otto [29, 79, 89, 90] and Kretschmann [91] configurations
excite non-radiative surface modes using frustrated total internal reflection, with a fea-
ture in the reflectivity spectrum such as a minimum sought as evidence for coupling into
a surface mode. However, the presence of the prism in close proximity to the interface
to which a surface mode is confined will inevitably alter the dispersion of that surface
mode, since the surface-wave fields will sample the prism. Less invasive methods for
probing surface-wave propagation have been devised, for example using near-field cou-
pling and an analysis that allows the difference in phase between two measurements
that are separated by a known distance, to allow for the in-plane wavevector of the
surface waves to be determined at a known frequency [92, 93].
By performing a Fourier analysis on a signal that is measured in time, the fre-
quency composition of that signal is revealed. In contrast, if that signal has a well
defined frequency and is instead measured in space, a Fourier analysis will reveal the
wavevector composition of that signal. Although such analyses have been widely used
to characterise photonic crystals in 1D [94–97] and 2D [98, 99], it is only since 2014 [30]
that a spatial Fourier analysis has been used to characterise a system that supports
spoof surface-plasmon-polaritons [2, 13]. As will be shown, near-field coupling is used
to measure a spatially varying surface-wave signal, upon which spatial Fourier analyses
in both 1D and 2D are used to characterise the surface modes supported by various
metasurfaces that are investigated throughout this thesis.
The experimental arrangement that is used to characterise the surface eigenmodes
is presented in figure 3.10, where the sample and measured data in positive y has been
removed, allowing for the position of the source antenna to be clearly seen. The source
probe is positioned on the opposite side of a metasurface (brown layer), which in this
example is a metallic ‘dumbbell’ array (see figure 7.2 in chapter 7 for the element di-
mensions), to the detector probe, in order to minimise direct transmission between
the two antennas. A point source is the excitation-mechanism since, by definition, it
supplies wavevectors in all directions, providing the most general excitation-mechanism
for a measurement. Using the xyz stage that is shown in figure 3.8 the instantaneous
electric/magnetic field profile of surface waves emitted from a point source can be mea-
sured in the plane of the surface (the xy plane). For the 1D analysis, the instantaneous
field is derived from measurements along a line radially away from a point source, for
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example the dashed black line in figure 3.10, whereas for a 2D analysis, the instanta-
neous field is derived throughout an area that is centred about the source.
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Figure 3.10: An example showing the experimental setup used to characterise the
surface modes supported by a metasurface. This example shows the measured instan-
taneous electric field of surface waves at 20 GHz emitted from a point source positioned
just above the surface of a metallic ‘dumbbell’ array (see figure 7.2 in chapter 7 for the
exact dimensions) using pin antennas (see figure 3.5). The source is positioned on the
opposite side of the metasurface (brown layer) to the detector in order to minimise
direct transmission between the two antennas. Multiple planes show the confinement
of surface waves to both sides of the metasurface (brown layer) and the black dashed
line represents the line used for the 1D measurements. Note that measurements in
the xz plane for negative z were only taken in a small window since the mechanical
stand used to hold the source probe prevented the detector probe from being scanning
further along in x.
3.5.1 1D Measurements
Before an example is shown, the way in which a wavevector spectrum can be calculated
is discussed. As already mentioned, a Fourier Transform on a signal that is measured
as a function of space reveals the wavevector composition of that signal. Using a Fast
Fourier Transform (FFT) algorithm, it is the sample rate and total spatial length of the
measurement that dictate the components in the wavevector distribution. The built-in
FFT algorithm in MATLAB [100] (‘fft’) that is used for the following analysis, provides
the complex Fourier amplitudes present in a signal, but the wavevectors to which they
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correspond must be determined manually. The maximum accessible wavevector kMAX
is determined by the step size ∆x as shown by equation 3.5, which corresponds to
the point at which a half wavelength can fit in this increment. The resolution in the
wavevector spectrum ∆k is determined by the total length of the sample L as shown by
equation 3.6. Depending on whether the data set consists of an even or odd number of
points np then determines the exact wavevectors that are sampled within this spectrum,
as shown in figure 3.7.
kMAX =
pi
∆x
(3.5)
∆k =
2pi
L+∆x
(3.6)
k

{− kMAX,−kMAX +∆k, ..., kMAX} even np

{− (kMAX − ∆k2 ),−(kMAX − ∆k2 )+∆k, ..., (kMAX − ∆k2 )} odd np (3.7)
An example of a spatial Fourier analysis is shown in figure 3.11. In this example,
the instantaneous electric field of a plane wave is generated using the analytical form
of E = eikx, where k = 314.2 m–1 (a wavelength of λ = 20 mm). In figure 3.11(a), this
wave is ‘sampled’ every 1 mm for a distance of 99 mm as shown by the blue dots.
This is 1 mm short of five full wavelengths; a deliberate choice since this ‘window’
can be tiled to create an infinite representation of the plane wave from which these
points correspond, i.e. L = nλλ. Now by performing a FFT on this signal, the exact
wavevector from which the plane wave is comprised is assessed, which is shown by
the presence of a delta-function-like point at unity in the corresponding wavevector
spectrum that is shown in figure 3.11(b). Should the sample length not correspond to
an integer number of wavelengths, L 6= nλλ, the sampled section of the wave cannot be
tiled to create an infinite representation of the plane wave. This case is shown in figure
3.11(c), with the corresponding wavevector spectrum shown in figure 3.11(d). Since the
wavevector spectrum does not contain a solution at k = 314.2 m–1, the plot no longer
resembles a delta-like-function. There is a broad peak that appears to be located in
the correct region, but the low resolution of the spectrum means that it is difficult to
identify the exact location of this peak.
For a signal of unknown wavelength, this low resolution, which is representative
of the numbers achievable in experiments, will limit the usefulness of this analysis as
a characterisation tool for surface modes. Since the sampled signal does not fall to
zero intensity by the end of the sampled region, ‘zero padding’ cannot be justified as
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Figure 3.11: (a) Analytically generated data where plane waves with k = 314.2 m–1
are sampled (dots) over a distance L that represents an integer number of wavelengths
(nλλ, blue dots), with a FFT revealing (b) the wavevector spectrum. (c) The same
plane waves are sampled over a distance where L 6= nλλ, giving (d) a very different
wavevector spectrum. (e) By systematically altering the data sampling length to access
different wavevector states, the resolution of this spectrum can be improved.
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a means to increase this resolution. As an alternative form of data processing to zero
padding, an algorithm has been developed that allows for the effective resolution to
be increased in order to help with the identification of peaks in measured wavevector
spectra that correspond to surface-wave signals, some of which are similar in magnitude
to the noise on the measurements. This algorithm works by systematically removing
data points at the end of the measurement in order to access the Fourier amplitude
of a chosen wavevector, knowing that the wavevector will be accessed when an integer
number of wavelengths fit within the length of the reduced data set. This process is
repeated for all desired wavevectors, with a low-wavevector limit imposed when only a
half wavelength fits into the sampled data set. The result of this algorithm is presented
in figure 3.11(e), with the plot generated using the sampled signal shown in figure
3.11(c). For this wavevector spectrum, the increased resolution allows the location of
the peak to be much more easily determined than in the spectrum shown in figure
3.11(d).
An example of 1D surface-wave measurements taken along a line radially away
(see dashed line in figure 3.10) from a point source is shown in figure 3.12, with the
measurements taken using a loop antenna (see figure 3.7) that is positioned just above
a ‘dumbbell’ array. This measurement is chosen since it contains two surface-wave
signals (these correspond to a TE and a TM surface mode) that are similar in strength.
The raw measurements for the time-averaged magnitude and phase are shown in figures
3.12(a) and 3.12(b) respectively. The time averaged magnitude decays away from the
source as 1/
√
r, with a standing wave superimposed over this; the points of (near)
zero magnitude (at x ∼ 25 mm, x ∼ 85 mm and x ∼ 145 mm) in this measurement
correspond to the jumps in the phase measurement. As described in figure 3.9, these
measurements allow for the instantaneous field to be derived and the real component
of this derivation is presented in figure 3.12(c), where the waveform displays the classic
form expected with beating. The FFT of the complex instantaneous field provides
the wavevector spectrum and this is shown in figure 3.12(d), where two signals with
uniquely defined wavevectors are clearly visible, which, as already mentioned, are of
similar magnitude. By mapping out the movement of these peaks as the frequency
is varied, the dispersion curves of the surface modes supported by the investigated
metasurfaces can be characterised.
Measured dispersion curves can be constructed by stacking up the measured wavevec-
tor spectra for a series of frequencies, and plotting the Fourier amplitude on a colour
scale, negating the need to fit curves and extract the location of the peaks. Examples
of such measured dispersion curves are presented in figure 3.13, where a comparison
between the processed (i.e. systematic truncation method utilised) and unprocessed
measurements are presented. These dispersion curves correspond to measurements
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Figure 3.12: Example measurements showing the (a) time-averaged magnitude, (b)
phase, (c) instantaneous field strength and (d) Fourier spectrum of surface waves emit-
ted from a point source, measured along a 1D radial line (the dashed line represents
the wavevector of a grazing photon). The measurements are taken at a frequency of
25.2 GHz using a loop antenna (see figure 3.7) positioned ∼ 1 mm above a ‘dumbbell’
array (see figure 7.2 in chapter 7 for the exact dimensions, although the dielectric layer
is 0.79 mm thick), and the two signals present in the FFT spectrum correspond to a
TE and a TM surface mode if compared to a numerical model.
taken using the pin antennas (see figure 3.5) and a Sievenpiper ‘mushroom’ metasur-
face with dimensions as shown in figure 2.16. Both plots clearly show the presence of
a dispersive mode, but the wavevector resolution in the processed dispersion curve is
much higher. In this measurement, the signal strength is much higher than the noise
floor and so the data processing is not strictly a necessity. However, this is not the case
for all measurements that are presented in this thesis and so this processing helps to
provide clarity.
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Figure 3.13: Example dispersion curves that are constructed by stacking measured
Fourier spectra (e.g. figure 3.12(d)) different frequencies. This allows the dispersion
curve to easily be identified by the regions of large Fourier amplitude. The two plots
correspond to measured dispersion curves for a Sievenpiper ‘mushroom’ array (with
dimensions as shown in figure 5.2 in chapter 5) for (a) a conventional FFT analysis and
(b) using the systematic sample truncation FFT analysis described in figure 3.11(e).
3.5.2 2D Measurements
A key assumption when performing the 1D FFT analysis is that the metasurface that
is being investigated supports surface modes that are isotropic. If the direction of
wave-front propagation k is not parallel to the direction of energy flux S, waves can
propagate across the measured line and only a component of the wavevector of these
waves appear in the measured wavevector spectrum. When this is the case, the 1D
analysis is not sufficient for surface-mode characterisation. The solution to this problem
is to increase the dimensionality of the measurement, scanning an area instead of a line
and performing a 2D FFT.
The process for performing a 2D Fourier analysis is very similar to that for a 1D
Fourier analysis. As with the 1D analysis, both the phase and magnitude are recorded
at every point, and combined to allow to instantaneous electric field of surface waves
emitted from a point source to be derived (see figure 3.9). This measurement is fed
into the built-in 2D FFT algorithm in MATLAB [100] (‘fft2’), which returns a 2D
matrix containing the complex Fourier amplitudes of the 2D wavevector spectrum. The
wavevectors that these amplitudes correspond to are calculated using the same method
as described above for the 1D case (see equations 3.5, 3.6 and 3.7), although now using
the scan dimensions in both x and y. The locations of the peaks in a 2D wavevector
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spectrum in the non-radiative regime for a signal with a well defined frequency will
resemble the iso-frequency contours of any confined modes. The magnitude with which
they are excited is due to the choice of source and so in this case, the 2D wavevector
spectrum will represent a convolution of the eigenmode fields of the source and the
surface modes.
Although it is possible to include it, the processing (systematic sample truncation)
used in the 1D analysis is not used in the 2D analysis. The reason for this is the
improvement in the resolution is not worth the extra computation time, which is sig-
nificantly increased with the processing (even more so for a 2D measurement). As
an alternative, by averaging the measurement using the symmetry planes associated
with the metasurface (explained in more detail shortly), the signal-to-noise ratio can
be improved to an extent that the processing used in the 1D Fourier analysis is made
somewhat redundant. As will be shown throughout this thesis, it turns out that de-
spite the relatively low resolution in k-space that a conventional FFT provides, the low
noise on the measured features still allows for the surface modes to be well resolved
and hence, characterised.
An example of a 2D measurement and hence a 2D Fourier analysis is shown in fig-
ure 3.14, where the measurements were taken using pin antennas (see figure 3.5) and a
metallic ‘dumbbell’ array metasurface (see figure 7.2 in chapter 7 for the exact dimen-
sions). The measured instantaneous electric field map is shown in figure 3.14(a), where
concentric wave-fronts and a slight weighting in the measurement are clear (possibly a
tilted sample) towards the negative xy quadrant. This is also evident in the wavevector
spectrum in figure 3.14(b), with an almost perfectly circular contour implying that the
mode is isotropic. The variation in the measured Fourier amplitude around this circle
reflects the weighting in the field map, with a lower Fourier amplitude along the same
direction as the slightly lower measured field magnitude. In figure 3.14(c), this is no
longer the case, where equivalent pixels are averaged according to the points of high
symmetry in k-space. In this case, the first Brillouin zone consists of eight identical
octants and so averaging over the equivalent points in the raw 2D wavevector spectrum
provides a processed 2D wavevector spectrum with a significantly higher signal-to-noise
ratio.
It should also be noted that 2D spatial Fourier analysis can lead to the appearance
of artefacts in the measurements, with an example showing this presented in figure 3.15.
In this figure, the 2D wavevector spectra for the same ‘dumbbell’ array that is discussed
in figure 3.14 are used but the results instead correspond to a frequency of 22 GHz.
The first measurement is shown in figure 3.15(a) and is obtained from a measured
field map with a step size ∆x (or ∆y) of 1.0 mm. In figure 3.15(b) the equivalent
measurement is shown, but with ∆x = 0.8 mm. Since the pitch of the ‘dumbbell’
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Figure 3.14: An example of a measurement taken from TM surface waves supported
by a metallic ‘dumbbell’ array (see figure 7.2 in chapter 7 for the exact dimensions)
using pin antennas (see figure 3.5). (a) The real component of the instantaneous
electric field in an area that is in the xy plane of the metasurface (see figure 3.10)
and (b) the 2D FFT of the complex instantaneous electric field measurement. (c)
By taking the average of equivalent points in this Brillouin zone that are defined by
the points of high symmetry (in this case, Γ, X and M), the signal-to-noise ratio in
k-space is improved notably. In the 2D FFTs, the peaks in the non-radiative regime
correspond to the iso-frequency contours when compared to a numerical model.
metasurface λg = 1.6 mm, the latter measurement was commensurate with the pitch.
In figure 3.15(a), not having a step size that is commensurate with the pitch leads to the
appearance of four images of the surface mode that appear to have been scattered by a
non-lattice vector in the kx and ky directions. This is unphysical and the measurements
using a step size that is commensurate with the pitch shown in figure 3.15(b) does not
possess these features. This is only a weak feature (note the scale of these plots),
but one that can lead to false interpretations of the measurement. Therefore, it is
recommended as an optimisation that when taking a measurement where the intention
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Figure 3.15: Using the same setup as described in figure 3.14 (although for
f = 22 GHz), the effect of the spatial increment ∆x (in this case ∆x = ∆y) of the mea-
surement is investigated. When ∆x is not commensurate with the pitch (λg = 1.6 mm
in this case) of the sample, an artefact of the analysis can be seen: a false periodicity is
present in the measurements. In (a), ∆x = 1.0 mm, which results in the introduction
of four images of the mode beyond the first Brillouin zone (the boundaries of which are
shown by the dashed black lines) that appears to have been scattered by a non-lattice
vector. In (b), this extra feature is no longer present since a ∆x = 0.8 mm was used,
which is commensurate with λg.
is a 2D spatial Fourier analysis, the step size in the field map should be commensurate
with the pitch of the metasurface.
It is also important to note that herein is a limitation of this analysis: artefacts
are unavoidable when the structure that is being investigated does not have Cartesian
symmetry, for example tiling with an hexagonal lattice. This is because a 2D FFT
requires a Cartesian-shaped coordinate grid, which can never be commensurate with
hexagonal tiling. In this case, the best approximation is to use the finest resolution
possible to minimise the appearance of these artefacts in the measurements.
As a final point on this methodology, it is useful to plot dispersion curves from these
2D measurements. By stacking the pixels from the wavevector spectra that correspond
to the directions between the points of high symmetry in k-space for all frequencies,
dispersion curves can be plotted. These plots have Fourier amplitude plotted on the
colour scale and so have the same form as the dispersion curve shown in figure 3.13(a).
However, these plots have the added functionality that they can contain the measured
dispersion between all points of high symmetry in a system, provided that the structure
being investigated possesses Cartesian symmetry. If this is not the case, the dispersion
curve can still be plotted, but along only a single direction at any one time.
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3.6 Global Scaling of Figures
Throughout this thesis, different metasurfaces are characterised using the aforemen-
tioned 2D spatial Fourier analysis. In order to allow for a comparison between different
structures, a global scaling system is imposed on the figures presented in this thesis. In
this section, these limits are outlined and apply to all figures unless otherwise specified.
The measured instantaneous field maps are plotted on a scale that has a limit of
2.5 × the mean magnitude of the instantaneous field on the plot. The mean is chosen
as the normalisation parameter over the maximum as an optimisation for the plots that
include a point source. The maximum value of the instantaneous field emitted from a
point source will be at the position of that point source; therefore, depending on the
value of the phase at this point, the maximum value on the plot will vary as the phase
cycles. However, the mean value will be much less sensitive to the phase and therefore
represents a more reliable normalisation parameter.
In contrast, the measured wavevector spectra (often referred to simply as the mea-
sured iso-frequency contour plots) and dispersion diagrams use the maximum value on
each plot as a normalisation parameter. These diagrams are plotted on a scale with a
limit that is set at half of the maximum value.
3.7 Conclusions
In this chapter both the numerical and experimental techniques that are used through-
out this thesis are presented. In section 3.2, the FEM software used to predict the
electromagnetic characteristics of various metasurfaces is outlined and an example of
the form of the outputted data presented. An algorithm that provides an example of a
model that utilises the COMSOL eigenfrequency solver is given in appendix A.
The lithographic technique that is used to fabricate several of the metafilms inves-
tigated in chapter 7 is discussed in section 3.3 and the experimental apparatus used to
probe the surface eigenmodes supported by these structures is outlined in section 3.4.
This includes a discussion of the different near-field antennas used to take measure-
ments in addition to instructions for the derivation of the instantaneous surface-wave
fields from measurements of magnitude and phase. Finally, the analysis used to char-
acterise surface modes that is used throughout this thesis is presented in section 3.5,
where spatial Fourier analyses performed on measured instantaneous electric field maps
allows for the dispersion and iso-contours to be quantified.
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Chapter 4
Graded-Index Surface-Wave
Structures
4.1 Introduction
Graded-index (GRIN) devices are a category of structures that are comprised of inho-
mogeneous materials that have an adiabatically graded refractive index n. By applying
such grading to the mode index nsw of waves supported by a metasurface, the design
and experimental characterisation of two radially symmetric surface-wave devices is
presented in this chapter; one demonstrates the ‘fatal attraction’ phenomenon and the
second is a Luneburg lens.
As explained in section 2.2, for waves that are confined to an interface, the ratio of
the phase velocity vp to the speed of light c is termed the ‘mode index’ (equation 2.9)
and although it does not correspond to a bulk material, this ratio can be considered
analogous to the refractive index. By tailoring this mode index in the same way that
the refractive index is varied within a conventional GRIN lens, surface-wave analogues
of GRIN devices can be constructed.
In this present work, the mode index profile required to cause the ‘fatal attraction’ of
surface waves (see equation 4.1) is achieved by placing dielectric over-layers just above
a metasurface that is bounded by air. In contrast, the mode index profile required for a
Luneburg lens (see equation 4.2) is achieved by varying the geometry of the supporting
metasurface. In this chapter, it is shown that both of these approaches to vary the
mode index are equally valid and a complete experimental characterisation of each
device is presented. Near-field measurements of surface waves impinging on the two
devices allows measured electric field maps of surface waves propagating through the
structures to be constructed. These phase-sensitive electric field maps, are directly
compared to the predictions from numerical simulations.
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4.2 Background
A plane wave propagating in a homogeneous material will travel in a straight line
with a phase velocity that is determined by the refractive index of that medium. By
introducing a second material with a different refractive index, simple refraction can be
observed at the interface between these two media, where the angles of incidence and
refraction are determined by Snell's law. If this change in refractive index is achieved
through an adiabatic grading instead of a step change, the wave will follow a curved
trajectory, where the final direction of the wave is parallel to that for a wave that has
been refracted by the original step change.
The most famous example of GRIN optics is the lens within the human eye [101],
which has a small grading of refractive index from roughly 1.39 near the edge to 1.41
towards the centre [102] that helps to minimise optical aberration and maximise resolu-
tion. Other famous examples include the Maxwell fish eye lens [103, 104], a device that
allows a point source to be perfectly imaged, an Eaton lens [105], a device that reverses
the direction of an incident plane wave and of course, the perfect cloak [106, 107].
‘Fatal attraction’ is a phenomenon that is normally associated with astronomy and
in particular a black hole. Through an equivalence between an arbitrary potential in
classical mechanics and the refractive index in optics, a radially symmetric GRIN profile
that will fatally attract waves within a defined radius R has been developed as optical
[108, 109] and acoustic [110] analogies of a black hole; the mode index adaptation of
this profile is given in equation 4.1.
nsw(r) =

N r > R
N Rr Rcr < r < R
ncr r < Rcr
(4.1)
A true black hole will have an infinite extent with a refractive index that rises
to infinity at r = 0, but to allow for the realisation of this device, the refractive
index profile is truncated in two places. Firstly, the device is truncated at the radial
distance equivalent to the Schwarzschild radius R; the point at which incident light
cannot escape the equivalent gravitational ‘pull’ of the device and so undergoes ‘fatal
attraction.’ Secondly, since an infinite refractive index is impossible to achieve, the
device is truncated towards the centre, with this ‘core’ of radius Rcr also designed to
be highly absorbing [111]. The real component of the refractive index in this region
is given by ncr = NR/Rcr, where N represents the refractive index of the background
medium. This device will therefore act as an omnidirectional absorber, where ‘fatal
attraction’ ‘pulls’ the waves towards a lossy core. Experimental realisations of this
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device are sparse, but one example uses metameterials [112], where 2D optics is used to
simplify the fabrication of this already complex metamaterial geometry. Additionally,
although this mechanism has been proposed for use as an omnidirectional absorber of
surface waves [113], there is no existing experimental study investigating this. As a
final point, it should be noted that this analogy to a black hole is not entirely accurate
since a true black hole could only be mimicked using a lossless dielectric moving at
non-uniform velocity [114].
The free-space Luneburg lens [80, 115–117] is a well-known radially symmetric GRIN
lens that focuses radiation emitted from a point source located on its perimeter to a
plane wave (or vice versa). Such devices have been experimentally realized as a series
of concentric dielectric rings [118, 119] that allow the refractive index to be varied
in discrete steps as an approximation to the theoretical profile given by equation 4.2
(where N = 1). Metamaterials also provide a route to construct a Luneburg lens, with
Cheng et al. [120] considering 2D optics and so using a 2D metamaterial that supports
bulk electromagnetic modes to investigate such a device. Such devices have typically
found applications that are in the microwave regime such as wireless communication
systems [121] and Doppler weather radar [122].
nsw(r) =
N
√
2− ( rR)2 r ≤ R
N r > R
(4.2)
The mode index profile required to design a Luneburg lens of radius R for confined
waves is given by equation 4.2, where N again represents the mode index of the confined
mode supported by the background medium. An example of a device that utilises this
profile in a waveguide geometry for near-infrared light is found in [123], where Di Falco
et al. varied the thickness of a silicon disk that is embedded within a waveguide in order
to grade the mode index of the waveguide according to that required for a Luneburg
lens.
A Luneburg lens for transverse-magnetic (TM) surface waves was first proposed
in 1960 [124], where the required mode index variation was achieved in two ways: by
tailoring the thickness of a polystyrene over-layer, and separately, by varying the height
of metallic posts that are arranged in a square lattice on a ground plane. In 2001, Park
et al. [125, 126] investigated a similar structure, where a square array of square posts
of varying height above a ground plane provides the necessary response to create a
Luneburg lens for TM surface waves. An equivalent device for transverse-electric (TE)
surface waves [79] has also been studied, where the required mode index profile was
obtained by etching three concentric rings of circular holes of different sizes into the
top plate of a dielectric filled parallel metal plate waveguide [127]. However, in all
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of the literature cited so far, only the far-field radiation pattern has been measured.
One study that does characterise the surface wave fields of a Luneburg lens considered
surface-plasmon-polaritons supported on a gold film at optical frequencies [38] (the
mode index contrast is achieved by varying the thickness of a PMMA over-layer). It
remains that the only detailed phase maps of the fields of these devices are found
in numerical studies [20, 128], with no single study providing a full comparison of
experiments with simulations.
The aim of the work in this chapter is to design and experimentally characterise
two GRIN surface-wave devices; an omnidirectional absorber of surface waves that
utilises the ‘fatal attraction’ phenomenon, and a Luneburg lens [129]. The mode index
variation for the omnidirectional absorber is achieved by placing over-layers of the
required permittivity ε′ov above a patch array metasurface, whereas the mode index
contrast for the Luneburg lens is created by grading the patch side length a of an array
of Sievenpiper ‘mushrooms’ from which the metasurface is comprised (the metasurfaces
themselves are discussed in more detail in the relevant sections of this chapter). For each
device, a detailed comparison between the predictions from numerical simulations and
the measured instantaneous electric field profile of surface waves propagating through
two surface-wave devices is presented.
4.3 ‘Fatal Attraction’ of Surface Waves
‘Fatal attraction’ of surface waves is achieved by designing a metasurface that possesses
a graded mode-index with a profile that varies as given by equation 4.1. This radially
symmetric mode index profile achieves ‘fatal attraction’ because the ‘potential’ diverges
as 1/r. This 1/r dependence actually provides the most slowly diverging ‘potential’
that allows for ‘fatal attraction;’ if the analogous gravitational ‘pull’ towards the core
is in fact stronger, ‘fatal attraction’ will still occur. This means that if one considers
a mode index profile that varies as 1/rm, the condition for ‘fatal attraction’ is m ≥ 1.
This is most easily shown in figure 4.1, where a simple ray tracing algorithm [130]
is used to simulate plane waves impinging upon GRIN lenses of radius R that are
embedded within a background of n = 1, and possess refractive index profiles that
vary as n(r) = R/rm. The incident rays are offset from the central axis of each
lens, which is simply to help aid the clarity of the diagrams. It can be seen that
when m = 0.0, there is no grading to the lens and the device has a refractive index of
unity everywhere; the rays simply propagate unimpeded. As m is increased the rays
become bent (e.g. m = 0.5), with the angle of deflection proportional to the angle of
incidence of each individual ray. However, the rays are not ‘captured’ by the device
because the analogous ‘gravitational pull’ on each ray is not strong enough to cause
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Figure 4.1: Ray tracing that shows a plane wave incident upon various radially
symmetric GRIN profiles that are defined as n(r) = (R/r)m within a radial distance
R (blue line) that are truncated at unity outside of this region. When m ≥ 1, ‘fatal
attraction’ of the rays (black lines) is observed.
‘fatal attraction.’ For m = 1.0, the condition for ‘fatal attraction’ is reached and this is
shown in figure 4.1(c), where it is clear that the rays spiral inwards towards to centre of
the device. As expected whenm = 2.0, ‘fatal attraction’ still occurs, albeit with an even
stronger analogous ‘gravitational pull;’ the rays diverge towards to centre with a shorter
path length (the rays ‘spiral’ less when approaching the centre). This is an important
feature, since this will allow ‘fatal attraction’ to be observed over a broad range of
frequencies in the experiment, because surface modes supported by metasurfaces are
inherently dispersive.
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Figure 4.2: A schematic showing the patch array metasurface investigated in this
chapter. The structure consists of metallic patches of side length a = 1.3 mm that
are separated from a closely spaced, conducting ground plane by a t = 0.79 mm thick
dielectric layer (Nelco NY-9220, εr = 2.20 + 0.002i). A 3 mm over-layer of bespoke
permittivity εov = ε
′
ov + iε
′′
ov is placed directly above the surface to alter the mode
index of the surface mode.
4.3.1 Designing a Device that Exhibits ‘Fatal Attraction’
A schematic of the square patch array metasurface that is investigated in this chapter is
shown in figure 4.2. It consists of a square array of 17 µm thick square copper patches
of side length a = 1.3 mm, separated from a 17 µm thick copper ground plane by a
0.787 mm thick Nelco NY-9220 dielectric layer, εr = 2.20 + 0.002i, where the pitch of
the structure is λg = 1.6 mm. This structure is fabricated using standard printed circuit
board (PCB) techniques: the desired pattern is etched in one metal layer on a panel of
Nelco NY-9220 clad either side with a 17 µm thick copper layer.
The dispersion curve of the fundamental TM mode supported by the bare (no
over-layer) patch array metasurface geometry that is shown in figure 4.2 is displayed
in figure 4.3, where the dispersion curve was determined using commercially available
finite element method (FEM) modelling software COMSOLMultiphysics [63]. From the
discrepancy in limiting frequencies of the dispersion curve between the Γ to X direction
(azimuthal angle, φaz = 0
◦) and Γ to M direction (φaz = 45◦), it can be seen that there
is some anisotropy present. Although this anisotropy will affect the performance of
any radially symmetric device (the momentum and energy flow will not be parallel)
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Figure 4.3: The dispersion curve of the TM surface mode supported by a bare patch
array (no over-layer) with the geometrical dimensions that are shown in figure 4.2
between the points of high symmetry, obtained from numerical simulations.
0
20
40
60
0 X
k‖
f
[G
H
z]
ε′ov = 1
ε′ov = 4
ε′ov = 6
ε′ov = 9
ε′ov = 12
(a)
0 5 10
1.0
1.5
2.0
2.5
3.0
3.5
ε′ov
n
sw
15 GHz
20 GHz
25 GHz
30 GHz
(b)
Figure 4.4: Numerical simulations of the patch array metasurface geometry shown
in figure 4.2. (a) The dependence of the dispersion curve of the supported TM surface
mode on the permittivity of the over-layer. (b) The mode index of this patch array
metasurface for various frequencies as the over-layer permittivity is increased.
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that is constructed using this metasurface, this anisotropy is assumed to be negligible.
The validity of this assumption will be discussed when the experimental data for the
finalised device is presented.
The variation of the dispersion curve of the TM surface mode as a 3 mm over-layer
is placed upon the surface of the patch array sample is shown in figure 4.4(a), where the
plots are obtained from numerical simulations. It can be seen that when the over-layer
has a permittivity of ε′ov = 12, the limiting frequency along the Γ to X direction is
reduced from ∼ 65 GHz to ∼ 28 GHz. Although this plot clearly shows that the form of
the dispersion curve of the TM surface mode supported by a patch array is significantly
altered in the presence of these over-layers, it is also useful as a design tool to quantify
this by plotting the mode index as a function of over-layer permittivity. The mode
index is calculated by taking the ratio of the in-plane wavevector of a modelled surface
mode to that of a grazing photon at the chosen frequency. For frequency points that
do not exist in the numerical model due to the finite resolution, the dispersion curves
are linearly interpolated allowing the in-plane wavevector and hence mode index at the
desired frequency to be determined. This characterisation is shown in figure 4.4(b) for
frequencies of 15 GHz, 20 GHz, 25 GHz and 30 GHz, where the largest mode index
contrast of ∼ 3 at is achieved at 25 GHz. Since it is the largest mode index contrast
that will provide the most accurate representation of the mode index profile given
by equation 4.1, 25 GHz is selected as the design frequency for the omnidirectional
absorber.
In order to fabricate materials for the over-layers with the largest possible permittiv-
ity range, barium titanate (BaTiO3) powder (particle size ∼ 3µm diameter) is dispersed
into two different dielectric media that act as host materials: polyurethane foam and
silicone elastomer (SYLGARD 184). The fabrication and characterisation (blue dots)
of these materials (at microwave frequencies) was completed by Dr Matthew Lockyear
and they were found to be non-dispersive with the relevant results shown in figure 4.5
at a frequency of 15 GHz. The black lines correspond to best fit lines that are simply a
guide for the eye. By loading different amounts of BaTiO3 into these two host media,
over-layers with a permittivity of up to ∼ 12 can be fabricated. There is a non-linear
relationship between the concentration of BaTiO3 that is loaded into the polyurethane
foam and the exhibited permittivity response of the compound and so materials with
an accurately defined permittivity above 4 are difficult to reproduce. In contrast, the
silicone elastomer exhibits an almost perfectly linear relationship between the loading
of BaTiO3 and the permittivity. However, the silicone elastomer has an unloaded per-
mittivity of ε′ov ∼ 2.5, which represents the minimum achievable permittivity with this
host material. And so in order to create materials with a bespoke permittivity in the
range ε′ov < 2.5, polyurethane foam is used as the host material and for materials with
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Figure 4.5: Various quantities of barium titanate (BaTiO3) are mixed into a host
medium of either (a) polyurethane foam or (b) silicone elastomer in order to provide
materials with a different permittivity ε′ov response (at 15 GHz) that can be used for
the fabrication of the omnidirectional absorber. The non-linear relationship between
the BaTiO3 concentration that is loaded into polyurethane foam and the permittivity
of the compound is due to the percentage loading of the high index powder affecting
the expansion rate of the foam host. Note: this data was obtained by Dr Matthew
Lockyear and is included simply for completeness.
ε′ov ≥ 2.5, silicone elastomer is used as the host material. It should be noted that the
polyurethane foam is very brittle and difficult to shape in comparison to the silicone
elastomer which is a much more ductile material and so is easier to shape. Therefore
if a material with similar mechanical properties to the silicone elastomer, but with a
low enough unloaded permittivity was readily available, it would have been a superior
choice for the host material.
As with the fabrication of the over-layers, the device itself was constructed by Dr
Matthew Lockyear. In order to realise the mode index profile given by equation 4.1,
nine 3 mm thick concentric ring dielectric over-layers with relative permittivies in the
range of 1.2 < ε′ov < 11.5 are used (see table 4.1), providing the mode index profile (at
25 GHz) that is shown by the red line in figure 4.6. The device has an outer radius of
R = 60 mm, with a new concentric ring being positioned every 5 mm inwards until a
radial distance of r = 20 mm is reached; the remainder of the device consists of a highly
absorbing core. The outer two rings of the device are fabricated using expanded two
part polyurethane foam as a host material, whereas the remaining rings are fabricated
using silicone elastomer as a host material. Although most of the device is relatively
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Ring Number Radius Host Medium Permittivity
1 55 mm < r ≤ 60 mm Polyurethane Foam 1.2 + 0.0i
2 50 mm < r ≤ 55 mm Polyurethane Foam 1.8 + 0.0i
3 45 mm < r ≤ 50 mm Silicone Elastomer 2.7 + 0.1i
4 40 mm < r ≤ 45 mm Silicone Elastomer 3.5 + 0.1i
5 35 mm < r ≤ 40 mm Silicone Elastomer 4.3 + 0.1i
6 30 mm < r ≤ 35 mm Silicone Elastomer 5.0 + 0.2i
7 25 mm < r ≤ 30 mm Silicone Elastomer 6.4 + 0.4i
8 20 mm < r ≤ 25 mm Silicone Elastomer 8.8 + 0.5i
Core 0 mm < r ≤ 20 mm Silicone Elastomer 11.1 + 1.5i
Table 4.1: The relative permittivity of the concentric ring over-layers that are used
to construct the omnidirectional absorber are presented. This characterisation was
completed by Dr Matthew Lockyear and was performed at a frequency of 15 GHz
(these materials are non-dispersive at microwave frequencies). See figure 4.6 for the
mode index contrast that these over-layers represent when placed above a patch array
metasurface.
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Figure 4.6: A comparison between the theoretical 1/r mode index profile (blue lines)
and the fabricated mode index profile (red lines) of the omnidirectional absorber at
25 GHz. The mode index of the bare patch array sample is 1.04 at 25 GHz and so the
theoretical mode index profile is calculated for N = 1.04. This sample was designed
and fabricated by Dr Matthew Lockyear.
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Figure 4.7: A schematic showing the designed omnidirectional absorber of radius
R = 60 mm, arranged above a patch array (see figure 4.2 for substrate dimensions).
The device consists of nine 3 mm thick over-layers shaped as concentric rings, that
are comprised of various loadings of BaTiO3 in different host media depending on the
required over-layer permittivity ε′ov. For the two largest (radius) rings, two part ex-
panded polyurethane foam (unloaded ε′ov ∼ 1.0) was used as the host medium, whereas
silicone elastomer (SYLGARD 184) was used as the host medium (unloaded ε′ov ∼ 2.5)
for the remaining rings.
lossless, the central core of radius r = 20 mm is loaded with an additional 2.4 g of
3 µm graphite powder per ml of elastomer, which provided a measured permittivity
of ε = 11.1 + 1.5i at 15 GHz. It is this core, that will absorb surface waves that are
‘pulled’ inwards by the ‘fatal attraction’ caused by the graded mode-index profile now
present above the patch array metasurface. A schematic of the fabricated device is
shown in figure 4.7.
4.3.2 Experimental Characterisation
In order to characterise this sample, the near-fields of surface waves propagating across
the device are measured when surface waves with planar wave fronts are incident upon
the device. This is completed by mapping out the near-fields of surface waves as de-
scribed in section 3.4. A near-field pin antenna (with an exposed length of lp = 2.5 mm)
is used for surface-wave detection (this is termed the ‘detector probe’). The detector
probe is held at a constant height of 3.1 mm above the patch array metasurface (al-
lowing the detector probe to be moved over the 3 mm thick over-layers) during the
measurements. Surface waves with planar wave-fronts are excited in the frequency
range 18 GHz < f < 33 GHz by means of a near-field line source that is provided by
an aspherical Perspex lens positioned within a waveguide geometry and fed by a coaxial
probe (termed the ‘source probe’) that acts as a point source located at the focus of
the lens [88].
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Figure 4.8: (a) The measured instantaneous electric field |Ez|eiφ profile of the omni-
directional absorber at 25 GHz for incident surface waves with planar wave fronts.
(b, c) Equivalent plots from the numerical simulations corresponding to planes that
are 3.1 mm and 0.1 mm above the surface. (d) The magnitude (colour scale) and
direction (arrows) of the Poynting vector, obtained from numerical simulations. The
white crosses signify edges of the planes (normal to the surface) between which the
absorption of this device is quantified.
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In order to determine if ‘fatal attraction’ is indeed observed, it is important to
inspect the measured instantaneous electric field plots that are shown in figure 4.8. In
figure 4.8(a), the measurement is shown for a frequency of 25 GHz, and this is directly
comparable to the prediction from a numerical model that is shown in figure 4.8(b),
where the overlaid circles correspond to the device exterior and the outline of the highly
absorbing core. The numerical model [62] utilises the impedance-sheet approximation
(see section 3.2 of this thesis), where a flat surface is assigned an impedance equivalent
to that of the bare patch array (of geometry shown in figure 4.2 and at a frequency
of 25 GHz) and 3 mm thick over-layers are placed above this surface, to simulate the
fabricated device. An incident Gaussian-like surface wave beam is excited using a
wave-port (see section 3.2). This type of model negates the need to simulate the
micro-structuring of the metasurface and so is a lot less computationally intensive
(note - the model will not replicate any surface anisotropy present in the metasurface).
As already mentioned, the experiment is performed with the probe positioned
3.1 mm above the patch array metasurface, leaving only a 100 µm gap between the
bottom of the probe and the top of the over-layer. This is the closest that the probe
can practically get to the surface without touching (and potentially damaging) the
over-layers themselves given the available equipment. However, as can be seen by both
the experiment and model in figures 4.8(a) and 4.8(b) respectively, the wave fronts
do not appear to spiral inwards towards the absorbing core as one might expect (see
figure 4.1). This is because the mode index rises significantly towards the centre of the
device and this rapidly increases the confinement of the waves. Given the increased
confinement of the surface waves towards the centre of the device, it is then perhaps
not surprising that very little signal is detected so far above the sample surface. Al-
though the experimental field measurements are restricted by the physical size of the
over-layers, the model is not and so the calculation for Ez at a plane just 100 µm above
the surface is shown in figure 4.8(c). At this height, it is clear that the surface-wave
wavelength reduces as the mode index of the profile increases, and the incident plane
surface waves ‘fold’ inwards into the absorbing core. Additionally, the long-wavelength
signal that is seen inside the core of the device in both figures 4.8(a) and 4.8(b) is no
longer present; this is because this long wavelength signal is simply airborne leakage
from the source, with this direct transmission propagating above the omnidirectional
absorber. Another point worth making is that there is some signal present behind the
device. This appears to be diffraction which is a consequence of the small device di-
mensions. However, this favourable comparison between the experiment and model
does help to validate the earlier assumption that the anisotropy associated with the
bare patch array metasurface should not significantly alter the mode index perceived
by surface waves in the relevant frequency regime.
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Figure 4.9: The measured time-averaged electric field |Ez| magnitude profiles of the
omni-directional absorber for frequencies of 15 GHz, 20 GHz, 25 GHz and 30 GHz,
where surface waves with planar wave-fronts are directed towards the device. All
plots are shown on a colour scale where the limit is defined as 5× the mean measured
|Ez| on each plot. The larger circle represents an outline of the device and the smaller
circle represents an outline of the highly absorbing core.
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The model also allows the power flow associated with the omnidirectional absorber
to be calculated and this is shown in figure 4.8(d), where the magnitude of the Poynt-
ing vector is shown by the colour scale and the direction of the real component of the
Poynting vector is represented by the arrows. The ‘fatal attraction’ of surface waves
is clearly shown by the arrows that point towards the absorbing core within the outer
radius of the device. However, a more important reason for looking into the power flow
associated with this omnidirectional absorber is in order to quantify the absorption.
This is completed in the following way: firstly an almost identical model is calculated;
one without any over-layers above the impedance-sheet. From this model, the inte-
grated power flow through the plane directly in front of the device and normal to the
surface (i.e. the impedance-sheet) is calculated (between the two crosses shown on
figure 4.8(d) that are in front of the device). This allows the power that is incident
upon the device to be determined (termed the incident power flow). Returning to the
original model, the absolute value of the integrated power flow through the four planes
normal to impedance-sheet between all of the crosses is calculated. This gives the total
power flow with the omnidirectional absorber present. Subtracting the incident power
flow from the total power flow leaves the sum of the reflected, transmitted and scat-
tered (into free-space) power flows. The difference between the sum of these power
flows and the incident power flow gives the absorbed power flow. Finally, the ratio
of the absorbed power flow to the incident power flow gives the absorption coefficient,
which is calculated to be 0.94 for this device (given the form of the incident beam).
It is also useful to inspect the time-averaged electric field magnitude |Ez| measure-
ments and these are shown in figure 4.9 for frequencies of 15 GHz, 20 GHz, 25 GHz and
30 GHz. These plots contain further evidence for ‘fatal attraction’ through the pres-
ence of a shadow behind the device that extends across its full diameter, given that the
absorption is predominantly concentrated in the absorbing core. It should however be
noted that although the outer rings of the device were intended to be lossless, the fabri-
cated dielectric over-layers loaded will inevitably contain some loss (see table 4.1). The
outer 10 mm of the profile (BaTiO3 loaded polyurethane foam) may be considered loss-
less, whilst the BaTiO3 loaded elastomer has a measured dielectric loss tangent ranging
from 0.025 to 0.06 (measured by Dr Matthew Lockyear) for r varying from ∼ 50 mm to
∼ 25 mm; some loss is therefore expected outside of the core, which represents a slight
deviation from the original design. The plots themselves show that although the device
was not expected to function ‘properly’ until at least 25 GHz, where the mode index
profile matches a 1/r variation, the device appears to work rather well from 20 GHz
through to 30 GHz. This surprisingly large bandwidth can perhaps be explained by
the rather large dimensions of the absorbing core (or absorption outside of the core);
a large portion of any waves that are being deflected, even if they are not ‘caught’ by
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the device will still be absorbed. Additionally, although the mode index profile will
get ‘steeper’ with increased frequency as a consequence of m increasing, simulations
similar to those used to produce the results in figure 4.4(a) do reveal that the surface
mode for the region within the central core of the device should not exist; 30 GHz is
above the expected limiting frequency. However a combination of small air-gaps, the
inhomogeneity within the concentric ring geometry (the models simulated an infinite
array of identical elements) and non-negligible loss outside of the core all amount to
aiding the operation of this device. Although such an assessment is only qualitative, it
does offer an explanation for the measured 10 GHz bandwidth of the omnidirectional
absorber.
4.4 A Luneburg Lens for Surface Waves
R
Figure 4.10: A ray diagram for a plane wave incident upon a Luneburg lens of
radius, R. This solution is equivalent to that produced by a point source placed on
the perimeter of the device.
In addition to using dielectric over-layers of varying permittivity to alter the mode
index of a metasurface, altering the geometrical parameters of the constituent geometry
can also have the same effect. In the following section of this chapter, patterning
the constituent metamaterial geometry of a metasurface will allow for the design of a
Luneburg lens for surface waves.
The mode index profile required to create a Luneburg lens is given by equation 4.2,
where it is clear that a contrast of
√
2 is required. As has previously been mentioned,
this device will focus an incident plane wave to a point on the opposite side of the
device. This is most clearly shown with the help of ray tracing [130] as is given in
figure 4.10. In this diagram, the outline of the Luneburg lens is shown by the blue
line whilst the black lines represent the rays. The plot shows that for a plane wave
impinging upon the device, a focus is clearly visible on the perimeter, on the opposite
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side of the lens to which the plane wave was incident.
4.4.1 Designing a Luneburg Lens for Surface Waves
As already mentioned, the graded-index metasurface that will represent the Luneburg
lens is achieved by altering the geometry of the metasurface. Two key considerations
must be made with the choice of metasurface element, the first is that the unit cell is
large enough to allow for a section of the element geometry (e.g. patch size) to be sig-
nificantly altered. The second is that the unit cells remain significantly sub-wavelength
so that the metamaterial approximation remains valid. The ‘mushroom’ metasurface
matches both of these requirements and is selected as the geometry that will be used to
design the Luneburg lens. It is particularly advantageous over the patch array meta-
surface since it offers a larger range of available mode index when varying the patch
size.
t
a
λg
2rp
εr
x
y
z
Figure 4.11: A schematic of a ‘mushroom’ array arranged in a square lattice of pitch,
λg = 2.5 mm. The metasurface consists of an array of square patches of side length,
a separated from a ground plane by a dielectric layer (εr = 2.22+ 0.002i) of thickness
t = 1.58 mm, with each patch electrically connected to the ground plane by a hollow,
conducting pin of diameter 2rp = 0.35 mm.
As will be shown, it is the patch size that is altered to grade the mode index
perceived by surface waves as they propagate across the surface, with all other geomet-
rical parameters of the metasurface held constant. The geometry is constructed using
standard PCB techniques, where a 1.58 mm thick sheet of Nelco NY-9220 (εr = 2.20
+ 0.002i) clad either side with 12 µm thick layers of copper has a square array of
350 µm diameter holes drilled completely through. The array of holes has a pitch of
λg = 2.5 mm with each hole being coated with copper to ensure that there is an elec-
trical connection between the two copper layers across every hole; this creates an array
of ‘pins.’ An array of square patches (of varying size) is then etched into one of the
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Figure 4.12: (a) Predictions from numerical simulations of the dispersion relation of
surface waves supported on an array of identical mushrooms (see figure 4.11), where
each line corresponds to a different patch length, a. (b) Surface-wave mode index nsw
as a function of patch length at 13.0 GHz (normalised to the pitch, λg), calculated
from the data shown in (a).
copper layers, with patches centrally located at the end of every pin.
Using numerical simulations, the response of infinite arrays of identical ‘mushroom’
elements such as those shown in figure 4.11 but with varying patch length a can be
determined. These modelled dispersion curves of the supported TM surface modes are
shown in figure 4.12(a), where it is evident that increasing the patch size lowers the
limiting frequency. An astute observer may notice that for large patch sizes (a→ λg),
the mode appears to possess a turning point, beyond which the group velocity changes
sign. This phenomenon is discussed in more detail in chapters 5 and 6, where the
wavevector eigenstate with a negative group velocity can be considered analogous to
the eigenstate of a wave propagating in a negative refractive index material. From
these dispersion curves, it is useful to deduce the relationship between the achievable
mode index and patch length at a specified frequency. At a frequency of 13 GHz, it is
evident that the ‘mushroom’ geometry allows for a mode index contrast large enough
to fabricate a Luneburg lens (
√
2) as shown by figure 4.12(b).
Unlike the patch array metasurface, the ‘mushroom’ metasurface supports a sur-
face mode that retains a relatively isotropic response throughout most of its dispersion
curve. As explained in chapter 2.5.2, a ‘mushroom’ array is known to possess an un-
usually low-frequency geometrical resonance as a consequence of both inductive (pins)
and capacitive (patches) components that constitute the structure. For the patch array
metasurface, a localised mode is supported largely due to the periodicity (Bragg scat-
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Figure 4.13: Iso-frequency contours for ‘mushroom’ arrays (see figure 4.11) of varying
patch length a, at a frequency of 13 GHz, obtained from numerical simulations. The
red lines represent the region of the mode with aligned group and phase velocities
whereas the blue lines represent the region of the mode with anti-aligned group and
phase velocities. The black circle represents the relevant slice of the light cone.
tering forcing the mode to disperse); this means that the limiting frequency and hence
shape of the dispersion curve of the confined mode varies significantly with the choice
of azimuthal angle (for a plane surface wave propagating across the structure). The
‘mushroom’ metasurface has a resonant frequency that anti-crosses with the grazing
photon and if this anti-crossing is lower in frequency than the onset of diffraction, the
mode will retain a higher degree of isotropy, as shown in figure 4.13. In these plots the
red lines represent the eigenstate of the surface mode that is of interest in this chapter
and a circular shape is evidently maintained as patch length a is increased. This mode
does eventually become anisotropic, as is shown by the slightly deformed red ‘circle’ in
figure 4.13(d), but this will not be significantly detrimental to the performance of the
Luneburg lens since, as will be shown, ‘mushrooms’ with such a large patch size only
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account for a tiny proportion of the device. The blue lines represent the wavevector
eigenstate that has opposing group and phase velocities (see chapters 5 and 6) which
is ignored in designing this device, since these eigenstates do not interfere with the
operation of this Luneburg lens.
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Figure 4.14: A comparison between the theoretical mode index profile of a Luneburg
lens (blue line) and the approximation to this profile (red line) achieved by the designed
sample.
In order to match the mode index profile required for a Luneburg lens (see equa-
tion 4.2 and figure 4.14) to a ‘mushroom’ metasurface of varying patch size a, several
assumptions were made. Unlike freely propagating waves, any surface wave will always
propagate slower than the speed of light or with a mode index greater than unity. This
requires that the refractive index profile is scaled by a multiplicative factor N , which
will correspond to the mode index of the background sample the lens will be situated
within. For this device, the mode index of the background metasurface is N = 1.06
(the smallest possible value; discussed shortly) at a frequency of 13 GHz, and this sets
a requirement on the largest mode index of ∼ 1.5 that is located at the centre of the
device (this corresponds to just over 6 elements per unit cell and so the metamaterial
approximation is reasonably valid). It must also be noted that only within the approx-
imation of geometrical optics can one simply multiply an index profile by a constant
and obtain the same functionality, given that the optical size of the device will differ
depending on the value of that constant. In this study, the geometrical approximation
is reasonably valid with the diameter of the lens being equivalent to approximately five
surface-wave wavelengths.
The second assumption is that it is possible to assign a macroscopic quantity for
a surface wave propagating on an array of identical elements (mode index) to a sin-
gle microscopic element (unit cell), i.e., that a single ‘mushroom’ with non-identical
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Figure 4.15: Schematics of the Luneburg lens from different viewpoints, where R
represents the radius and the circular black line represents the perimeter of the device.
The size of each patch is determined according to the Luneburg lens mode index profile,
nsw(r) and by the radial distance to the centre of each unit cell, r(x, y).
nearest neighbours induces the same boundary condition as a ‘mushroom’ in an array
of identical elements. As will be shown by the results of the fabricated device, this
approximation turns out to be a good one, with the mode index profile perhaps even
being smoothed out by the presence of neighbours of different patch size.
As was mentioned, the value of the scale factor was chosen to be N = 1.06 for the
device. This was selected as the smallest possible mode index shown on figure 4.12(b)
since it will act as the background mode index. There are two reasons for this; firstly
the patches cannot be realistically smaller than 500 µm since the hole that will be
drilled for the pin is 350 µm, leaving 75 µm either side and for fabrication of the device
and the feature size for fabrication is close to 75 µm. Secondly, the exponential-like
relationship between patch size and mode index means that for large mode indices,
a very slight change in the patch length can significantly alter the response. Hence,
the background metasurface was designed to be an array of ‘mushrooms’ with a large
enough patch to prevent a hole from appearing at the edge of a patch, but small enough
to allow for the accurate fabrication of high mode index elements.
The radial distance r from the origin of the Luneburg lens (the origin of the device
defined at a corner point between four elements) to the centre of each constituent
patch is taken as the distance used to calculate the required mode index of each unit
cell as shown by equation 4.2. This mode index requirement is then translated into a
patch length via the relation shown in figure 4.12(b). This design methodology allows
this narrow-band device to be tuned to any operating frequency, with the primary
restrictions being the thickness of the available PCB and Bragg scattering caused by
the periodicity. Schematics showing this fabricated device can be seen in figure 4.15.
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Figure 4.16: The characterisation of this Luneburg lens for surface waves [129].
(a) The measured instantaneous electric field (Ez) profile, with a near-field antenna
acting as a point source for surface waves at (x = 0 mm, y = 50 mm) at 13 GHz. (b)
Equivalent model of the instantaneous electric Ez field profile 1 mm above surface of
the lens at 13 GHz, using an impedance-sheet approximation (see section 3.2 of this
thesis). Both plots are normalised to have a maximum value that is equivalent to 2.5×
the mean measured value of the instantaneous electric field on each plot.
A key point that should also be mentioned is the thickness of the fabricated device.
As a proportion of the operating wavelength, this device is the thinnest of its kind
when compared to those presented in the available literature. Since the device is only
1.58 mm thick, this corresponds to 1/14th of the free space wavelength.
4.4.2 Experimental Characterisation
As with the omnidirectional absorber, the characterisation of this sample involves the
measurement of the near-fields of surface waves (see section 3.4) propagating though
the Luneburg lens. Measured instantaneous electric field maps allow the device to be
characterised in two ways: a point source (a near-field probe) is placed at the focus
and, separately, surface waves with planar phase fronts are directed towards the device.
The key experimental result for this Luneburg lens is shown in figure 4.16, where
the measured instantaneous electric field profile is directly compared to the results from
numerical simulations [62]. In order to generate the excitation for this plot, a near-field
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Figure 4.17: Predictions from a numerical simulation that show the instantaneous
electric field profile for a Luneburg lens of double the radius to that investigated in
this chapter (f = 13 GHz). Even for this case, interference fringes can be seen within
the plane wave-fronts that are propagating away from the device.
probe (the probe is discussed in section 3.4) is placed on the perimeter of the Luneburg
lens and oriented normal to the surface. The results show excellent agreement with the
model that utilises an impedance-sheet approximation (see section 3.2 of this thesis),
where every unit cell is given a unique impedance-sheet in order to most accurately
represent the fabricated sample (see figure 3.3 in section 3.2).
All of the main features seen in the measurement are reproduced in the model, such
as the wavelength of the surface waves reducing appropriately in the region of high mode
index (towards its center). However, the performance of the device is seen to deviate
from that suggested by the ray picture shown in figure 4.10 and this is a consequence
of the rather small device dimensions. The diameter of the device is 100 mm, which
is a little over 4.5× its operational wavelength λsw ∼ 21.8 mm (a limit imposed by the
size of the available PCB board), and so the observed interference, most notably in the
plane wave fronts leaving the device imply that the approximation of geometrical optics
[130], may not strictly apply. However, even when the radius of the device is doubled,
these fringes remain as is shown by figure 4.17; such interference will always however
remain as a consequence of the wave-nature of electromagnetic radiation. Despite this,
there is excellent agreement between the experiment and the model, which includes any
regions that show this interference.
One caveat of designing a GRIN structure by changing the geometrical parameters
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(b)
Figure 4.18: Measured instantaneous electric field profiles of surface waves supported
on the Luneburg lens for frequencies slightly off the operating frequency of 13.0 GHz:
(a) 11.0 GHz and (b) 13.5 GHz.
of the constituent metamaterial is a narrow-banded response. As has already been
shown in this chapter, a ‘mushroom’ array is very strongly dispersive (see figure 4.12)
and so the mode index profile and hence Luneburg lens performance is expected to
alter significantly with a small change in frequency. The performance of the device
for frequencies of 11.0 GHz and 13.5 GHz is shown in figure 4.18 and it is evident
that neither measured instantaneous electric field profile resembles that expected of
a Luneburg lens. For frequencies below the design frequency of 13.0 GHz (see figure
4.18(a)), the curved wave-fronts are not focussed enough to become planar in shape
and so still resemble concentric rings that have originated from a point source; the only
difference will be the amount of curvature seen on wave-fronts that have propagated
through the device, which will be less. For frequencies above 13.0 GHz, the wave-fronts
start to focus within the lens and this is clearly visible within the device outline on
figure 4.18(b). A quite striking interference pattern is also seen in this plot, where a
series of beams can be seen outside of the device. However, these beams are not well
collimated and this is therefore of little practical use.
Although the instantaneous electric field plots allow for a qualitative assessment
of the performance of the Luneburg lens as a function of frequency, it is more useful
to quantify the performance. Figure 4.19(a) shows the measured phase data on the
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Figure 4.19: (a) The method used to determine the bandwidth of the device, requires
the maximum phase difference, ∆φ across the solid black line, to be normalised to
that expected from a point source with no Luneburg lens present. This is repeated for
several different values of d, with a small gap g left to avoid any phase jumps close to
the device. The raw phase data measured at a frequency of 13 GHz is shown in the
background. (b) The same measured phase data shown in unwrapped form φu.
colour scale (faded to emphasise the overlaid markings) at 13 GHz, with the overlaid
markings showing the quantities used to quantify the bandwidth. The Luneburg lens is
quantified by measuring the phase change across the wave-fronts that leave the device,
over a width equal to the device diameter. The phase change ∆φL is measured across
the wave-fronts (straight solid black line) by taking the average of ∆φ′ = φ2 − φ1 and
∆φ′′ = φ2 − φ3 for each value of d, with each measurement normalised to the phase
change expected from a point source ∆φ0. The average of all of these normalised
phase changes ∆φL/∆φ0 are then taken as the curvature associated with the Luneburg
lens at the specified frequency. It should be noted that a small gap g is left between
the outline of the device and where the analysis begins in order to account for any
near-field effects due to the proximity of the device. For all of these phase changes, it
is the unwrapped phase that has to be used for the calculation, and an example of the
measured unwrapped phase for a frequency of 13 GHz is shown in figure 4.19(b).
The completed calculation is shown in figure 4.20, where each measurement is sep-
arated by a frequency of 0.1 GHz. At low frequencies, the grading of the patch size has
little effect on the surface mode, even towards the centre of the device and so the mea-
sured phase change remains very similar to that from a point source, ∆φL/∆φ0 ∼ 1.
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Figure 4.20: The performance of the Luneburg lens is characterised in terms of the
curvature of the wave fronts exiting the device. The phase difference along the solid
black line ∆φL in figure 4.19(a) is normalised to the equivalent value calculated from
a point source without the presence of the Luneburg lens ∆φ0. In the analysis, a
small gap of g = 25 mm is left (just over one free space wavelength) in order to avoid
near-field effects due to the proximity of the device.
As the surface mode becomes more dispersive in the graded region, the curvature of the
wave-fronts is reduced until planar wave fronts are observed and so ∆φL/∆φ0 ∼ 0 and
the closest measured frequency point to this condition is indeed at 13 GHz. As already
mentioned, beyond the operating frequency the wave-fronts begin to curve back on
themselves as the effect of the graded patches on the mode dispersion becomes stronger,
and this shows in this analysis as a sign change, ∆φL/∆φ0 ≤ 0. The sharp divergence
of this measurement from roughly unity and through zero again highlights the strongly
dispersive nature of the ‘mushroom’ array from which the device is constructed.
A Luneburg lens can also be operated in ‘reverse,’ where surface waves with pla-
nar wave-fronts that are incident upon the device will be focused to a point on the
perimeter. By removing the source probe that is positioned at the focus and instead
using the excitation-mechanism for surface waves with planar wave-fronts developed
by Berry [88] (the same source used to characterise the omnidirectional absorber), this
can be investigated experimentally. The results of this experiment are compared to the
predictions from numerical simulations in figure 4.21. Despite the obvious discrepancy
with the width of the incident waves in each case (a limitation in the modelling soft-
ware), the main features of the plot such as the form of the profile within the device,
and the interference fringes behind the device are reproduced.
In the literature it has been reported that the focus can shift to being inside a
Luneburg lens when the device dimensions are small in comparison to the wavelength
[131]. To check for this within the current configuration, the time-averaged electric field
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(b)
Figure 4.21: (a) The measured instantaneous electric field (Ez) profile of the Luneb-
urg lens, when surface waves with planar phase fronts are impinging upon the device
at 13 GHz. (b) Simulation of the instantaneous Ez field above the lens at 13 GHz, us-
ing an impedance-sheet approximation in the FEM model. Both plots are normalised
to have a maximum value that is equivalent to 0.5× the maximum measured value of
the instantaneous electric field on each plot.
magnitude 〈|Ez|〉 is used and this is shown in figure 4.22. Figure 4.22(a) shows 〈|Ez|〉
from the numerical model, with the dotted line showing the points along which the
following analysis is performed. By comparing the shape of the 〈|Ez|〉 along this line
(figure 4.22(b)) from the experiment and model (matched in scale using the magnitude
of the incident wave), the position of the focus becomes evident when defined as the
point of the largest 〈|Ez|〉. For the experiment, the focus is almost exactly on the
device perimeter, but in the model the focus is shifted to 7.5 mm within the lens. This
discrepancy between the experiment and model could be for a number of reasons such
as the different shapes of the incident waves or slight discrepancies in the mode index
profiles caused by sample fabrication inaccuracies. A second difference between the two
is in the form of this plot within the lens; this is however expected since the detector
probe used in the measurement is held at a constant height above the surface and so
will not be as sensitive to the tightly confined signals that are present towards to centre
of the device.
As a brief and final check, the source probe is placed at the position of the calcu-
lated focus from figure 4.22(b) and the instantaneous electric field profile is calculated
85
4. Graded-Index Surface-Wave Structures
−100 −50 0 50 100
−150
−100
−50
0
50
100
x [mm]
y
[m
m
]
(a)
−150−100 −50 0 50 1000.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
y [mm]
T
im
e-
A
v
er
ag
ed
M
ag
n
it
u
d
e
of
E
z
[A
rb
.]
Simulation
Experiment
(b)
Figure 4.22: When defined as the point of largest electric field magnitude, the
focus can be seen to shift slightly from the perimeter of the device. Plot (a) shows
the time-averaged electric field magnitude |Ez|, calculated from numerical simulations
and plot (b) compares this result to the measured data along the dashed line in (a).
The dotted lines in (b) represent the edges of the lens.
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Figure 4.23: A numerical model (using the impedance-sheet approximation) showing
the instantaneous electric Ez field 1 mm above the lens at 13.0 GHz. The source is
located at the position of largest field in the simulation shown in figure 4.22(b), 7.5 mm
within the perimeter.
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and shown in figure 4.23. When compared to the simulation shown in figure 4.16(b),
although the Ez profile has altered, the curvature of the wave-fronts are remarkably
similar. This shows that for this sample, fine tuning the location of the excitation probe
will only result in a small perturbation to the operation of the device.
4.5 Conclusions
In this chapter, two surface-wave devices have been designed and experimentally char-
acterised. Both an omnidirectional absorber that utilises the ‘fatal attraction’ phe-
nomenon and a Luneburg lens are designed by grading the mode index profile of a
metasurface according to the relevant ‘receipes.’
The graded mode-index profile required to achieve ‘fatal attraction’ must vary as
1/rm,m ≥ 1. By including a highly absorbing core, any radiation that crosses the equiv-
alent to the ‘event horizon’ will be absorbed. By placing 3 mm thick concentric rings
of over-layers of varying permittivity above a patch array metasurface, the mode index
profile required to achieve ‘fatal attraction’ is achieved. The measured instantaneous
electric field profile is compared with good agreement to the predictions from numer-
ical simulations, at a height of 3.1 mm above the surface. Using the model, both the
instantaneous electric field and power flow profiles at a height of just 0.1 mm above the
surface are calculated, both of which clearly show that surface waves are being ‘pulled’
towards the inner core. In particular, calculating the integrated power flow through
various planes in the model allows the absorption coefficient to be calculated, which for
this device, is calculated to be 0.94 (at 25 GHz). The measured time-averaged electric
field magnitude profiles also demonstrate a surprising bandwidth of up to 10 GHz, that
is between 20 GHz and 30 GHz. The intended operating frequency of the device was
25 GHz, with the device appearing to work reasonably well from 20 GHz due to the
rather large dimensions of the absorbing core. For this device, sample fabrication was
completed by and the design in collaboration with Dr Matthew Lockyear.
The Luneburg lens is a well-known radially symmetric GRIN device where the focus
for an incident plane wave is located on the perimeter of the device. For a surface wave
version of this device, the mode index profile is required to vary by a factor of
√
2
throughout the Luneburg lens. This is achieved by varying the patch size of a ‘mush-
room’ metasurface accordingly, with the realised device having an operating frequency
of 13 GHz. This allows the Luneburg lens to be extremely thin: only 1/14th of the
free space wavelength thick. All measurements represent phase sensitive instantaneous
electric field maps, which constitute the first such field maps that can be found in the
literature [129]. Firstly, by placing a probe that acts as a point source at the focus, the
device is shown to emanate surface waves with planar wave-fronts and this is compared
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with excellent agreement to the predictions from numerical simulations. The response
of the device is also characterised when surface waves with planar wave-fronts are in-
cident upon the Luneburg lens, with the result also agreeing well with the predictions
from numerical simulations.
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Chapter 5
Square ‘Mushroom’ Geometries
with Negative Dispersion
5.1 Introduction
Planar waves propagating in a negative index material have a direction of phase front
propagation (k) that is opposite to the direction of power flow (Poynting vector, S).
Through a combination of full wave numerical simulations and measurements of the
confined modes supported by simple square arrays of Sievenpiper ‘mushrooms,’ surface
waves that exhibit these properties at microwave frequencies are investigated.
A square array of square Sievenpiper ‘mushrooms’ can support a transverse-magnetic
(TM) surface mode at microwave frequencies (see section 2.5.2). Crucially, for a nar-
row band of frequencies, the dispersion of this surface mode can possess two wavevector
solutions: one that is defined by positive mode index (i.e. S and k are parallel), and
another that is defined by a negative mode index (i.e. S and k are anti-parallel). In
order to facilitate this, the shape of the dispersion is required to include a geometrical
turning point; in this case it is a maximum. Numerical simulations provide insight into
the origin of this effect, highlighting specifically that it is the anisotropy associated with
the ‘pin’ array layer that provides the necessary permittivity to reverse the power flow
in order to generate this maximum in the dispersion. Square symmetry is investigated
initially since it simplifies any associated scattering arguments; the presence of more
complicated symmetry in such systems is investigated in chapter 6. A pair of microwave
near-field antennas are utilised to excite and probe surface-wave propagation, allowing
for the dispersion of the surface modes to be mapped out using the technique explained
in section 3.5 of this thesis. When arranged in the form of iso-frequency contours, this
allows for an experimental observation of the evolution of the supported TM surface
mode from isotropic (λSW >> λg) to highly anisotropic (λSW ∼ λg). A direct compari-
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son between these experimentally obtained results and the predictions from numerical
simulations is presented.
5.2 Background
In a theoretical study in 1968 [132], Veselago studied what he termed a ‘left-handed’
material; a substance with simultaneously negative electric permittivity ε and magnetic
permeability µ. Such a material was predicted to possess a raft of intricacies including a
reversed Snell's Law, a reversed Doppler effect and a reversed Vavilov-Cerenkov effect,
much of which can be attributed to the fact that in ‘left-handed’ media, the phase
velocity is opposite to the energy flux; the refractive index is negative (see equation 5.1).
However, such materials have not been found in nature and so this idea lay dormant
until the year 2000 when it was revived by Pendry [133], who presented a means to
create a ‘perfect’ lens in both the microwave and optical regimes. A significant body
of research has since been devoted to develop artificial bulk media with a negative
refractive index [134–140].
n =
√
ε′r
√
µ′r (5.1)
The concept of waves possessing anti-parallel group (vg) and phase (vp) velocities
is not restricted to waves in negative index media. For example, waveguide geometries
supporting modes with such characteristics predate Veselago's original prediction [141].
Such structures can be comprised purely of right-handed materials and achieve the
required vg reversal through a complex mode shape, where two distinct regions of a
circular waveguide facilitate the potential for regions of opposing power flows. The
relative proportion of power flow in each region dictates the direction of the net power
flow while the phase front flow must be uniform throughout the waveguide. For such a
geometry, it is the mode index (see equation 2.9 in section 2.2 of this thesis) that can
be considered negative.
Electromagnetic waves with negative mode index can also be found on surfaces.
A surface-plasmon-polariton (SPP) (see section 2.2) is an eigenmode of surface charge
excitation with a mode shape comprising of fields that decay exponentially away from
the surface, the power flow inside the metal opposes the direction of power flow in
the dielectric medium above (due to the negative permittivity of the metal, see figure
2.6). This competition between the two contributions to the power flow results in
the well-known, strongly dispersive character of the SPP on a single surface [142], of
which the limiting frequency for such modes is defined as the point at which these
two contributions become equal in magnitude [36]. Careful tuning of the geometries
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Figure 5.1: A schematic of a surface mode (blue line) that exhibits ‘left-handed’
behaviour as it disperses from the light line (solid black line). For a frequency range
highlighted by the grey area, two in-plane wavevector solutions are available for every
frequency. For a specified frequency in this range f , the wavevector solution with
a smaller magnitude k+ has aligned vg and vp and the wavevector solution with a
larger magnitude k− has anti-aligned vg and vp. Surface waves with a wavevector
corresponding to k− are therefore characterised as ‘left-handed.’
supporting such modes (e.g. the coupled modes of a thin metal film) has however
allowed for demonstrations of negative mode index phenomena, with negative refraction
being observed both in theory [143] and experiment [144].
‘Spoof’ surface-plasmon-polaritons (SSPP) (see section 2.5 of this thesis) provide a
means to investigate surface waves with negative mode index at microwave frequencies.
Since SSPPs represent a branch of surface modes that owe their properties to surface ge-
ometry in addition to material properties, manipulating this geometry can significantly
alter the character of any supported modes [145]. Conventional SSPP structures such
as the ‘hole-array’ (a semi-infinite, near-perfect electrical conductor perforated with an
array of sub-wavelength holes [2, 13]) cannot support ‘left-handed’ surface modes since
power cannot flow in the metallic core of the structure (see section 2.5.1 of this thesis).
One such structure that is known to support surface modes with negative mode index
is the Sievenpiper ‘mushroom’ structure [146]. A schematic showing the form of the
dispersion of a surface mode supported by a ‘mushroom’ array is shown in figure 5.1
(for an in-depth summary of this metasurface, see section 2.5.2 of this thesis). The key
point is that for a frequency f within a specific frequency range, two unique wavevec-
tor eigenstates exist (grey shaded region) on the same dispersion curve within the first
Brillouin zone. The solution with a smaller wavevector magnitude k+ possesses vg and
vp that have the same sign, whereas the larger wavevector magnitude solution k− is
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characterised by vg and vp with opposite signs. Hence surface waves with a wavevector
specified as k− can be considered analogous to waves in negative index media, where
the region of the dispersion curve with a negative vg is often referred to as ‘negative
dispersion’ [78].
The aim of the work presented in this chapter is to utilise both numerical modelling
and experimental measurements to characterise and investigate the origin of the neg-
ative dispersion exhibited by the TM surface mode supported by square ‘mushroom’
arrays. Although several experimental investigations into the surface modes supported
by this geometry have been completed [1, 79, 90, 147, 148], none scrutinise the negative
mode index region of the TM surface mode with much detail or clarity. The exper-
imental results presented in this chapter will show the iso-frequency contours for the
TM surface mode, specifically in the frequency regime where two wavevector solutions
(k+ and k−) are present. This will allow for experimental confirmation of the presence
of k− as part of a complete experimental characterisation of the band structure of the
TM surface mode supported by a simple square array of Sievenpiper ‘mushrooms.’
5.3 Square ‘Mushroom’ Arrays
A schematic of the square ‘mushroom’ array that is investigated in this chapter is shown
in figure 5.2. It consists of a square array of 17 µm thick square copper patches of side
length a = 1.3 mm, separated from a 17 µm thick copper ground plane by a 0.787 mm
thick Nelco NY-9220 dielectric layer, εr = 2.20 + 0.002i, where the pitch of the structure
is λg = 1.6 mm. The copper patches are connected to the ground plane by a centrally
located pin. For the fabrication of this printed circuit board, an array of holes is drilled
completely through a 18'' × 24'' panel of Nelco NY-9220 clad either side with a 17 µm
thick copper layer. The holes are then coated with copper that ensures there is an
electrical connection (a ‘pin’) between the two copper layers at every hole, where the
outer radius of the ‘pin’ is 150 µm. The desired pattern of patches is subsequently
etched into one of the copper layers, leaving a fabricated ‘mushroom’ array sample.
This geometry has been shown to support both transverse-magnetic [90] and trans-
verse-electric (TE) [79] surface modes. The TE surface mode supported by this geome-
try is not studied in this chapter since it does not exhibit negative dispersion. However,
the TM surface mode does as can be seen in figure 5.3, where a numerical model [63]
has been used to obtain predictions for the dispersion curve of the surface mode.
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Figure 5.2: A schematic of a square ‘mushroom’ array (λg = 1.60 mm, t = 0.79 mm,
εr = 2.22 + 0.002i and rp = 0.15 mm), showing the experimental setup. The patches
are of side length a = 1.3 mm, but for all simulations in this chapter, a patch length
that is 15 µm smaller is used as a best fit to the experimental data, attributable to
sample fabrication inaccuracies. Both probes are connected to a VNA that allows
for measurements of both electric field magnitude and phase. A small hole is drilled
through the sample where four patches intersect allowing the exposed length of the
probe to be pushed through and exposed a small length ∼ 1 mm, while the metallic
sheath of the antenna makes electrical contact with the ground plane.
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Figure 5.3: Modelled dispersion curve (blue line) of the TM surface mode supported
by a ‘mushroom’ array with parameters that are shown in figure 5.2.
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5.4 ‘Mushroom Waveguide’ Simulations
In order to understand the origin of the ‘left-handed’ nature of the TM surface mode
supported by the ‘mushroom’ array, it is useful to remove the grazing photon as an
eigenmode of the system, which will subsequently frustrate the anti-crossing that forms
between the grazing photon and resonance (to be discussed shortly). A slightly differ-
ent geometry that does exactly this is one that involves a waveguide-like arrangement
where two identical ‘mushroom’ arrays are oriented such that they are facing each other
but separated by an air gap of size g, as shown in figure 5.4. There is perfect alignment
between the two arrays and the air gap between them is uniform; this arrangement will
be termed a ‘mushroom waveguide.’ When there is no air gap (g = 0 mm) between
the two arrays, the structure resembles the ‘closed mushroom’ that was investigated by
Sanada et al. [147]. For completeness, the modes supported by a ‘closed mushroom’
geometry constructed using two ‘mushroom’ arrays of aforementioned geometrical pa-
rameters are shown in figure 5.5. In agreement with the study of Sanada et al., the
confined TM mode (blue line) is purely ‘left-handed,’ i.e. it possesses a negative mode
index. A TE mode (red line) is also supported which exists at the same frequency as
the TM mode at normal incidence (k‖ = 0 m–1, i.e. at the Γ point), but this is to be
expected since at normal incidence, TE is indistinguishable from TM.
g
x
y
z
g
x
z
Figure 5.4: A schematic showing a waveguide created by facing two ‘mushroom’
arrays (figure 5.2) towards each other, with perfect lateral alignment and separated
by an air gap of size g. For g = 0 mm, this system is the ‘closed mushroom’ structure
studied by Sanada et al. [147].
By introducing an air gap of size g between the two arrays, the ‘mushroom waveg-
uide’ is able to support a pair of coupled, confined modes. Field plots that show that
these two modes exhibit different charge configurations, the anti-symmetric (a) and
symmetric (b) modes, are shown in figure 5.6, where the colour scale represents the
time-averaged electric field magnitude and the arrows represent the direction of the
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Figure 5.5: Modelled dispersion curves for the lowest order modes for both TM
(blue line) and TE (red line) polarisation supported within the ‘mushroom waveguide’
geometry for the case when g = 0.0 mm (‘closed mushroom’ [147]) with geometrical
parameters that are shown in figure 5.4.
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Figure 5.6: The modelled electric field profiles associated with two different charge
configurations that can form coupled TM surface modes supported by the ‘mushroom
waveguide’ for an air gap of g = 1 mm (yellow lines in figure 5.7) and with geometrical
parameters that are shown in figure 5.4. The coupled system consists of (a) an anti-
symmetric-in-charge mode and (b) a symmetric-in-charge mode. The time-averaged
electric field magnitude is shown on the colour scale and the direction of the electric
field at at the point of maximum field enhancement in the phase cycle is shown by the
arrows. The field plots correspond to surface waves with a wavevector specified by the
X point on the dispersion curve of the relevant surface mode.
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electric field at the point of maximum field enhancement. The field plots are taken at
a point on the dispersion curve that corresponds to the Brillouin zone boundary and
so one wavelength is twice the pitch in the field plot.
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Figure 5.7: Modelled dispersion curves for the ‘mushroom waveguide’ arrangement
shown in figure 5.4 as a function of air gap size, g. The mode defined as an anti-
symmetric-in-charge configuration (dotted lines) cannot exist without a gap, since the
field on the top and bottom surfaces of the waveguide are required to be equal and
opposite. As g increases, the anti-symmetric-in-charge mode rises in frequency from
f = 0 Hz whereas the symmetric-in-charge mode (solid lines) decreases in frequency
from a maximum limit defined by the choice of geometry. The modes become degen-
erate as g →∞.
The form of the dispersion of these modes as a function of g is shown in figure 5.7.
The solid lines represent the symmetric-in-charge configuration and the dotted lines
represent the anti-symmetric-in-charge mode. For the case when g = 0 mm, no anti-
symmetric charge configuration exists; this is because with no air gap, the charges of
opposite sign would be required to sit on top of each other and hence, complete cancel-
lation occurs. As g is increased, the anti-symmetric-in-charge mode rises in frequency
from f = 0 Hz, whereas the symmetric-in-charge mode reduces in frequency from its
position for the ‘closed mushroom’ array. The modes converge, becoming degenerate,
the position of which is exactly the TM surface mode supported by the ‘mushroom’
array.
One can consider the TM surface mode supported by the ‘mushroom’ array to be
formed as a consequence of an anti-crossing between the purely ‘left-handed’ mode
supported by the ‘mushroom waveguide’ when g = 0 mm and the purely ‘right-handed’
grazing photon that is introduced into the system as g →∞. This argument is illus-
trated in figure 5.8, where the solid black line represents a grazing photon and the
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Figure 5.8: A modelled dispersion plot showing the anti-crossing between a grazing
photon (black line) and the eigenmode of a ‘mushroom’ waveguide system (red line)
with geometrical parameters that are specified in figure 5.4. The lower branch is the
TM surface mode supported on a ‘mushroom’ array. The blue and red lines represent
data obtained from numerical models of the eigenmodes supported on ‘mushroom’
and ‘mushroom waveguide’ systems respectively, whereas the grey-scale shows the
reflectivity minima (for a frequency range of 40 GHz - 80 GHz) associated with a
‘mushroom’ array for a plane wave incident for a range of polar angles, also obtained
from numerical simulations.
red line represents the purely ‘left-handed’ mode supported by a ‘mushroom waveg-
uide’ when g = 0 mm. The blue lines represent the surface modes found by a numerical
model of the eigenmodes [63] of the ‘mushroom’ array with the grey-scale inside the
light line (model) illustrating the reflectivity found by varying the polar angle of an
incident plane wave [62] (the reflectivity data is only calculated in the frequency range
of 40 GHz - 80 GHz). The ‘mushroom waveguide’ (g = 0 mm) supports only a con-
fined mode with ‘left-handed’ properties; additionally, it is considered not to be very
‘photon-like’ throughout its dispersion curve. However, the anti-crossing that results
due to the hybridisation between the grazing photon and the confined TM mode sup-
ported by the ‘mushroom waveguide’ establishes a lower and an upper branch as g is
increased. The lower branch subsequently exhibits ‘right-handed’ properties at small
values of k‖, where the mode is not very confined to the surface and very ‘photon-like,’
but ‘left-handed’ properties at large k‖, where the mode is tightly confined and very
‘plasmon-like;’ this is the TM surface mode observed on the ‘mushroom’ array.
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Figure 5.9: The spatial distribution of the Poynting vector amplitude for the TM
surface mode shown in figure 5.3 at a wavevector of k‖ = 1130 m–1, the point of equal
magnitudes of power flow above and below the surface (see the dashed line in figure
5.10). The power flow within the structure can clearly be seen to oppose the power
flow above the surface.
One question remains unanswered: what is it about the ‘mushroom’ geometry that
allows it to exhibit ‘left-handed’ properties? In terms of the shape of the dispersion,
the apparent reversal of vg can be explained by examining the integrated power flow
sx variation throughout the geometry at different values of k‖ for the surface mode. A
wavevector of k‖ = 1130 m–1 is chosen to show the distribution of this integrated power
flow since this corresponds to the turning point (maximum frequency) in the dispersion
curve between Γ and X, and so there should be no net power flow (dispersion curve
gradient = 0 at that point). The spatial distribution of Sx for this wavevector is shown
in figure 5.9, where the model reveals that power flow (a ‘local’ power flow) in the air
above the structure is in the opposite direction to that within the pin array layer below.
At a wavevector of k‖ = 1130 m–1, there are equal magnitudes of this local power flow
above and below the surface and so indeed, there is no net power flow.
sx =
∫
Sx dV (5.2)
By integrating the component of the Poynting vector along the direction of propa-
gation Sx in the volumes both above and below the surface dV , it is possible to quantify
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Figure 5.10: The dispersion curve of the TM surface mode supported on a square
‘mushroom’ array is shown by the solid grey line. The wavevector dependent integrated
power flow magnitude, |sx| above (red line) and below (blue line) the surface help to
qualitatively explain the shape of the dispersion curve close to its limiting frequency.
Where the magnitude of |sx| above the surface (where it is positive) exceeds that
below the surface (where it is negative), the mode has a positive group velocity; where
these magnitudes are equal (dashed black line), the group velocity of the mode is zero
and where the magnitude of the power flow below the surface exceeds that above the
surface, the mode has a negative group velocity.
this local power flow sx (termed ‘integrated’ power flow) in these regions (see equation
5.2; this is the same process as used to calculate figure 2.6). It is then possible to
observe how these quantities evolve throughout the dispersion curve, as is shown by
figure 5.10. For convenience, the dispersion of the surface mode is shown on the same
plot (grey line), allowing for a direct comparison between the shape of the dispersion
curve and sx above (red line) and below (blue line) the surface. From figure 5.10, it can
be seen that when there is a greater magnitude of power flow above the surface, the
surface mode has a positive group velocity and when there is more power flow below
the surface, the surface mode has a negative group velocity. This agrees with what we
expect with increased confinement; at larger k‖, there is a greater presence of electric
field within the structure compared to outside the structure and so the mode takes on
more strongly the properties of the ‘mushroom waveguide’ system for g = 0 mm. From
this, it is clear that the relative proportions of the local power flow above and below
the surface govern the sign of the group velocity of the surface mode. It is also worth
mentioning that there are two points at which the group velocity falls to zero: the
point where there is equal power flow above and below the surface and the point where
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standing waves form due to scattering off the lattice, i.e. the Brillouin zone boundary.
The reversal of power flow within the ‘mushroom’ array can be attributed largely to
the presence of the metallic pin array. The analytical model presented by Clavijo et al.
[69] (an in-depth discussion of this model is presented in the background chapter, section
2.5.2) treats the ‘mushroom’ array as a multilayer system, with each layer considered
to be an effective medium. The simplest use of this model neglects the presence of the
patches since they simply act as a high index over-layer. The remainder of the structure
can be considered to be a three layer system, where the top layer is simply a vacuum and
the bottom layer is a metal at microwave frequencies (εr = −1× 104 + 1× 107i). The
central layer is that comprising of the dielectric film and pins and is assigned a highly
anisotropic permittivity. This is because the array of metallic pins is considered to be a
non-diffracting array of strongly polarisable elements, giving rise to a negative effective,
Drude-like permittivity in the z-direction. In contrast, the in-plane permittivity is
almost completely non-dispersive and is very closely matched to the permittivity of the
dielectric (ε′r = 2.20).
It is this anisotropic combination of a negative normal component of the permit-
tivity and positive in-plane components of permittivity that causes a sign change of
the Poynting vector along the direction of propagation for this TM-polarised mode.
This is most clearly demonstrated in figure 5.11, where the modelled dispersion curves
corresponding to non-radiative confined modes are indicated by poles in the reflection
coefficient. The geometrical parameters that were input into the expressions for this
analytical model are given in figure 5.2, with the exception of the layer thickness. Since
the metallic region can act as a mirror to the field distributions, a very thin ‘pin-array’
can lead to a surface mode that appears to behave as an anti-symmetric-in-charge
coupled surface mode (i.e. equivalent to coupled surface-plasmon-polaritons that are
supported by a thin metallic film at optical frequencies [21]). More detail on this can
be found in chapter 2.3. In order to prevent this, the pin-array layer is assigned a
thickness of 2 mm. In figure 5.11(a), the normal component of the permittivity is as-
sumed to be negative and dispersive (equation 2.25) while the in-plane components are
specified as positive and non-dispersive (equation 2.24), as prescribed by the model of
Clavijo et al. In contrast, figure 5.11(b) shows the same calculation but for the case
when all components of permittivity are negative and dispersive as per the functional
form of the normal component of permittivity used by Clavijo et al. (equation 2.25).
Ignoring the inevitable change in limiting frequency, the functional form of the disper-
sion is significantly altered in the presence of this anisotropy, where power flow within
the structure is able to exceed that outside of the structure. Hence, with increased
confinement to the surface, a greater magnitude of electric field is present in the region
defined by a negative normal permittivity, which in turn increases the magnitude of
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Figure 5.11: An optics algorithm written by Dr Ian Hooper, is used to predict
the magnitude of the reflection coefficient from a bespoke multilayer structure (the
same algorithm that is used in the calculations for figures 2.7 and 2.21; the same
formatting for the colour scale is used to distinguish the radiative and non-radiative
regimes). For this model, the ‘mushroom’ array is simplified by removing the patches,
since the patch array layer simply acts as a very thin, high index layer that lowers
the surface-mode limiting frequency (more detail can be found in the section 2.5.2).
The structure is approximated as layers of effective media, with the properties of the
2 mm thick pin array layer (dimensions used in figure 5.2, except thickness) dictated
by the analytical expressions derived by Clavijo et al. [69] (see equations 2.24 and
2.25), and the surrounding layers are defined as semi-infinite layers of air and metal
(εr = −1× 104 + 1× 107i). (a) An exact representation of the model derived by Clav-
ijo et al.; the pin array layer is assigned a normal component of the permittivity that is
negative and dispersive while the in-plane components are specified as positive (very
closely matched to permittivity of embedding dielectric) and non-dispersive. Plot
(b) shows the same calculation but for the case when all components of permittivity
are negative and dispersive as per the functional form of the normal component of
permittivity derived by Clavijo et al..
101
5. Square ‘Mushroom’ Geometries with Negative Dispersion
0
10
20
30
Γ X M Γ
k‖
f
[G
H
z]
rp = 25 µm
rp = 150 µm
rp = 250 µm
Figure 5.12: Predicted dispersion curves for the TM surface mode supported by the
‘mushroom’ array, obtained from numerical simlations [63]. It can be seen that as
the pin radius rp is decreased, the frequency range over which negative dispersion is
observed increases as a percentage of the highest frequency the mode reaches. The
blue dispersion curve corresponds to the mode shown in figure 5.3.
power flow in the opposite direction, eventually leading to negative dispersion.
From this, one might anticipate a strong dependence of the frequency range over
which negative dispersion is observed on the dimensions of the metallic pin. This is
exactly the case; models for different pin radii are shown in figure 5.12. It is observed
that as the pin radius is increased, the frequency range of negative dispersion decreases
as a percentage of the maximum frequency. This is easily understood as a filling fraction
effect; the larger the pin, the less room within the structure there is for power to flow,
since power only flows in the dielectric. Hence, the narrower the pin, the more room
there is for power to flow below the surface resulting in a larger frequency range of
negative dispersion.
So far, only the forms of the dispersion between the points of high symmetry have
been discussed. In order to fully understand the surface-wave propagation dynamics of
a mode, one must investigate the full dispersion surface of any supported modes. The
dispersion surface for this TM surface mode is shown by the coloured surface in figure
5.13, where the colour simply denotes the frequency. The light cone is shown by a
solid blue surface with a constant gradient in all directions. It is clear from both figure
5.13 and 5.3, that there is a wider frequency range of negative dispersion for a plane
surface wave propagating at a 45◦ azimuthal angle φaz to the lattice (Γ to M). This
is attributable to the proximity of the Brillouin zone boundary. In a square lattice,
any mode that crosses a Brillouin zone boundary, must do so with zero group velocity
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Figure 5.13: The 2D dispersion surface for the TM surface mode supported by a
square ‘mushroom’ array, obtained from numerical simulations. A plane is drawn at
a frequency of 24.8 GHz to emphasise the turning point in the geometrical shape of
the surface and the iso-frequency contours (white lines). A straight white line drawn
along the Γ to M [0, -1] direction at 24.8 GHz shows the two available surface wave
eigenstates for a plane surface wave, k+ and k− (see figure 5.1).
normal to that Brillouin zone boundary (see figure 2.10(a) and descriptions in section
2.4). Hence, if the mode approaches the Brillouin zone boundary with any gradient,
positive or negative, it must flatten out. Since the Brillouin zone is
√
2 further out
in k-space for φaz = 45
◦ compared to φaz = 0◦, the mode flattening occurs at a larger
k-values. Hence, the mode continues decreasing in frequency for a more extensive range
of k-values for φaz = 45
◦ resulting in a larger frequency range of negative dispersion.
The plane drawn at 24.8 GHz on figure 5.13 also highlights the huge anisotropy
associated with the k− wavevector solution. By definition, negative dispersion involves a
mode reducing in frequency with increasing wavevector, unlike conventional dispersion
for which a mode increases in frequency with increasing wavevector. For a periodic
system, this means that conventional dispersion sees a mode exist at low frequency as
relatively isotropic before becoming more band-split and anisotropic as it approaches
the Brillouin zone boundary. A ‘left-handed’ mode does the inverse; existing at a
very large wavevector at low frequency, this mode is already heavily band-split and
anisotropic. As the frequency is increased, the mode will move away from the Brillouin
zone boundary causing the effects due to its proximity to weaken, allowing the mode
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Figure 5.14: Iso-frequency contours for frequencies of (a) 22.0 GHz, (b) 23.0 GHz,
(c) 24.8 GHz, (d) 25.1 GHz, (e) 25.3 GHz and (f) 25.4 GHz, obtained from numerical
simulations of the ‘mushroom array’ shown in figure 5.2. The black circles represent
the light circle at the specified frequency and the arrows specify the direction of vg.
The red lines represent the k+ or right-handed wavevector solution (see figure 5.1) and
the blue lines represent the k− or ‘left-handed’ wavevector solution. The purple lines
are used to signify contours that exist above the limiting frequency of the surface mode
defined by any azimuthal angle. These contours are closed and retain both positive
and negative index regions from the k+ and k− contours that merge to form them.
to become more isotropic.
It is helpful to plot iso-frequency contours at any given frequency to help with
this understanding. A selection of iso-frequency contours obtained from numerical
simulations [63] can be seen in figure 5.14, where figure 5.14(c) corresponds to the
plane drawn through the dispersion surface shown in figure 5.13. The direction of vg is
signified by the black arrows while the red lines represent the k+ wavevector solution,
the blue lines represent the k− wavevector solution and the purple lines are a more
complicated case for when the contours for k+ and k− intersect and combine. Also
worthy of mention is that from the plots, it is clear that any closed contours associated
purely with k+ are centred around the Γ point whereas any closed contours associated
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purely with k− are centred around the M point. This is a direct consequence of negative
dispersion being observed in a periodic system with square symmetry.
5.6 Square ‘Mushroom’ Array Experiments
The experimental characterisation of this sample is completed using the technique out-
lined in section 3.5. A pair of near-field pin antennas (with an exposed length of
lp = 2.5 mm, see section 3.5) is utilised to achieve surface-wave excitation/detection
and phase sensitive measurements from a vector network analyser allow the instan-
taneous electric field profile of surface waves emitted from a centrally located point
source to be derived. Since the square ‘mushroom’ system is only a single interface
geometry, the source antenna is inverted and placed in a small hole that is drilled com-
pletely through the ground plane to achieve omnidirectional surface-wave excitation.
The source antenna subsequently protrudes a small length ∼ 1 mm above the surface
as is shown by figure 5.2. Note that the source is positioned at a highly symmetric
point between four unit cells. This is an unoptimised location (it is used simply for
convenience) and although it does not prevent the observation of surface modes in
this instance (when compared to a numerical model), it is expected to play a more
important role in systems where some form of asymmetry is required by modes at an
equivalent point.
The measured instantaneous electric field maps for a series of frequencies are shown
in figure 5.15. The measured waveforms scarcely resemble conventional point radiation
patterns, e.g. the flattened wavefronts present in figure 5.15(e), and this is a direct
consequence of the striking in-plane anisotropy present in the two available surface-wave
eigenstates, k+ and k−, that interfere as shown by the measurement. The corresponding
iso-frequency contours are shown in figure 5.16.
All of the measured field maps are shown on scales that are truncated at 2.5× the
mean value of instantaneous electric field on the plot and all of the iso-frequency con-
tours are shown on a scale that is truncated at half of the maximum measured Fourier
amplitude on the plot (in accordance with that laid out in section 3.6). Although this
does saturate the scale slightly in places, it does allow the much weaker signal of the k−
eigenstate to be observed. The reason for this much weaker signal is that the overlap
integral between the fields of the detector and the k− surface-wave eigenstate is much
less than the overlap integral between the detector and the fields of the k+ surface-wave
eigenstate (qualitatively). The reason for this is that at large k‖, the confinement of the
wave to the surface is strong and so the field strength of the k− eigenstate decays away
from the surface much more quickly than does that of the k+ eigenstate. Hence, when
the k− signal reaches the detector that is ∼ 1 mm above the surface, it is much weaker
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Figure 5.15: Measured instantaneous electric field maps of surface waves emitted
from a centrally located point source, supported by a square ‘mushroom’ array. The
area scanned is a 200 mm × 200 mm square with a step size of 0.8 mm. The corre-
sponding iso-frequency contour measurements are shown in figure 5.16.
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Figure 5.16: Measured iso-frequency contours of surface modes supported by a
square ‘mushroom’ array. Each plot is obtained by performing a 2D Fast Fourier
Transform (FFT) on the relevant plot in figure 5.15 and taking the average of all
equivalent points in the first Brillouin zone, according to the symmetry planes. The
white-black composite line represents the light circle. Note that figure 5.16(c) is shown
without the octant averaging for completeness.
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in strength than the k+ signal. Additionally, by allowing the scale to be renormalised
for each frequency, the frequency variation of the antenna efficiency is minimised to
ensure a like-for-like comparison between different frequencies. The only disadvantage
of this approach is that for signals that are very close to the noise floor, the noise is
amplified by the rescaling. However, this approach does allow for the observation of
surface waves excited with a wavevector of either k+ or k−.
It must also be mentioned that there is some data processing that is used to create
the plots shown in figure 5.16. The iso-frequency contour plots are constructed taking
the average of all equivalent points in the 2D Fourier Transform first Brillouin zone,
which in this case is split into identical octants (4 planes of mirror symmetry). The
resultant average octant is then duplicated eight times to recreate a full picture of the
first Brillouin zone. This allows the effect of any imperfections with the source/detector
to be minimised, for example, if either antenna was at a slight angle to the surface, this
could manifest itself in the magnitude of the measured waveform as a slight weighting
towards one direction on the sample. This processing can however produce highly
structured entities within the light circle, for example and of plots (b)-(e) from figure
5.16. Such ordering is not present in the unprocessed data and since this region can
be accessed by incident radiation, background signals present in the laboratory can
lead to peaks in this region which will subsequently be given 4-fold symmetry by the
processing. The is also evidence to suggest the presence of such background signals in
the data, for example, in figures 5.15(d) and 5.15(e), where a weak signal resembling a
plane wave with a large wavelength is propagating approximately in the y direction.
The evolution of the surface mode from almost perfectly isotropic to highly aniso-
tropic is clear and the presence of the k− solution is indisputable. However, it is useful
to plot this data in the form of a dispersion plot to see if any negative dispersion can
truly be observed. By taking the data for Fourier amplitude along the directions de-
fined by the points of high symmetry (Γ, X and M) from the measured iso-frequency
contours for all frequencies, one can plot the full dispersion curve as shown in figure
5.17. Negative dispersion is clearly observed, with a maximum (turning point) in the
dispersion curve clearly observable. The form of the dispersion curve also matches well
with the prediction from the simulations (crossed circle markers).
It is also interesting to note that the Fourier amplitude peaks from which the dis-
persion curve of the TM surface mode supported by the ‘mushroom’ array can be deter-
mined is not uniform in magnitude. A peak in the Fourier amplitude of the dispersion
curve (the plot is scaled to ensure that all frequencies are now shown on the same abso-
lute scale) as the mode diverges from the light line indicates a maximum in the overlap
integral between the surface eigenmode and the detector eigenmode. As k‖ increases,
so too does the confinement of the surface mode and so one might expect a drop off in
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Figure 5.17: The measured dispersion curve (colour scale) for the TM surface mode
supported by the ‘mushroom’ array shown in figure 5.2, compared to the predictions
from numerical simulations (black/white composite dots).
measured intensity of the Fourier amplitude. However, given that the response of the
antenna will be strongly frequency dependent, it seems reasonable that there is a peak
in the coupling efficiency, before the signal plummets as the mode becomes so tightly
confined that only a very weak signal can reach the detector that is ∼ 1 mm above the
surface. Hence, although the presence of surface waves with wavevectors defined by
either k+ and k− is clear, the measured signal for k− is significantly weaker than for
k+.
One point not yet addressed is the losses associated with this surface mode. The
experimental field maps shown in figures 5.15(b), 5.15(c), 5.15(d) and 5.15(e) all qual-
itatively show the limited propagation length associated with surface waves supported
by the ‘mushroom’ metasurface. Although a study investigating the losses (e.g. Joule
heating: allowing the metal to possess a finite conductivity) associated with such sys-
tems is not completed in this thesis (i.e. in all of the models, the metal is assigned an
infinite conductivity), theoretical studies of structured surfaces [149, 150] have shown
that the losses increase towards the limiting frequency of a surface mode. Such findings
are unsurprising given the increased confinement and reduction in group velocity of the
surface waves, and are in qualitative agreement with what is observed in these mea-
surements, suggesting that a quantitative analysis of the losses seen in the experiments
would be suitable for further study. However, it should be noted that given that the
lossless model for the dispersion curve in figure 5.17 shows excellent agreement with the
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measured dispersion curve (peaks in Fourier Amplitude), such losses are not expected
to significantly alter the position of the surface eigenmodes.
5.7 Conclusions
In this chapter, negative dispersion associated with the TM surface mode supported
by a simple square array of Sievenpiper ‘mushrooms’ has been investigated. For a
small frequency range, surface waves can propagate on this structure with either of
two values of in-plane wavevector, k+ and k−; for k+ the energy flux and momentum
point in the same direction whereas for k−, the energy flux and momentum point in
opposing directions. By considering the ‘mushroom waveguide’ geometry (see figure
5.4), it is shown that an anti-crossing facilitates the formation of this TM surface mode
that exhibits both ‘left-handed’ and ‘right-handed’ properties at different points in the
dispersion curve. At low values of k‖, the surface mode is very ‘photon-like’ and can
be considered ‘right-handed,’ whereas at large values of k‖ the surface mode is very
‘plasmon-like’ and can be considered ‘left-handed.’ The origin of this ‘left-handed’
behaviour is most easily understood by considering above and below the surface as two
separate regions of the ‘mushroom’ geometry that support opposing ‘local’ power flows;
the region that contains a greater magnitude of local power flow therefore dictates the
direction of net power flow. The reason the power flow within the structure opposes
that outside is best understood with the help of the analytical model of Clavijo et al.
[69]. By considering the ‘mushroom’ array as a multilayer structure, where each layer
is considered to be an effective medium, it is shown that the anisotropy (a negative,
normal component but positive, in-plane components) associated with the permittivity
for the pin array layer is what leads to the sign change in the local power flow below
the surface.
In addition to these numerical studies, an experimental study for this structure
was also completed. By measuring the surface-wave electric field profiles emitted from
a point source, surface waves with wavevectors defined by k+ and k− were detected.
These were characterised by performing a 2D FFT on the measured electric field profile
for each frequency and comparing the location of the peaks to the iso-frequency contours
that were predicted from numerical simulations. An almost exact match is observed,
where the k+ contour is observed to disperse positively and the k− contour is observed
to disperse negatively. Lastly, this measurement was plotted in the form of a dispersion
diagram, where figure 5.17 clearly shows that the peaks in Fourier amplitude on the
colour scale line up with the predicted location of the dispersion curve, as obtained from
numerical simulations (crossed circle markers), demonstrating an initial experimental
verification of the negative dispersion phenomenon.
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Chapter 6
Non-Trivial ‘Mushroom’
Geometries with Negative
Dispersion
6.1 Introduction
Negative refraction is a phenomenon that has been used to characterise the negative
index concept [136, 137, 144]. It has been observed in 2D periodic systems for a variety
of waves, ranging from electromagnetic waves in a photonic crystal [151] to acoustic
pressure waves in a sonic crystal [152]. In such cases, it is the in-plane anisotropy
associated with Bragg scattering that facilitates the negative refraction of an incident
plane wave, where for a specific angle of incidence, the mode supported within the
structured medium has opposing group and phase velocities. Hence, a shift in the
measured signal to the ‘wrong’ side of the surface normal is presented as evidence for
the presence of a negative refractive index.
In chapter 5, it is shown that surface waves can be supported on square Sieven-
piper ‘mushroom’ [1] arrays, with either of two available wavevector eigenstates, one
of which is characterised by opposing group and phase velocities. For such waves, the
direction of power flow (Poynting vector, S) is opposite to the direction of wave-front
propagation (k) and so they are analogous to waves propagating in a negative refractive
index medium. This is achieved despite the lack of a negative refractive index in any
constituent materials; a key point relating to this work since it is instead a negative
mode index that facilitates this characteristic. It is also shown that the presence of
this characteristic can be traced back to the anisotropy of the effective permittivity
associated with the pin-array layer [69] and not the periodicity (i.e. Bragg scattering
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from the lattice). In this chapter, the role that symmetry plays in shaping the form of
the TM surface mode supported on Sievenpiper ‘mushrooms’ arranged in rectangular
and 60◦ rhombic lattices is investigated through a combination of numerical modelling
and experiments.
A clear demonstration of a negative mode index is presented not with negative
refraction, but simply in the form of the measured instantaneous electric field profile
for surface waves emitted from a point source on ‘mushrooms’ arranged in a rectangular
lattice. Surface waves characterised by both the k+ and k− eigenstates (see figure 5.1
in chapter 5) are excited, although the anisotropy associated with the k− iso-frequency
contour leads to very different spatial flow profiles for the two eigenstates. The two
wavevector solutions are therefore almost completely spatially separated within the
measured waveform. The wavevector solution with a positive mode index is almost
perfectly isotropic. However, the wavevector solution with a negative mode index
demonstrates strong collimation, yielding narrow surface-wave beams. The contrast
between the positive and negative mode index beams provides a unique opportunity
to directly visualise the negative index phenomenon that is not currently found in the
existing literature.
6.2 Background
In chapter 5, a detailed investigation into the origin of the negative dispersion of the
transverse-magnetic (TM) polarised surface mode supported by specific geometries of
square Sievenpiper ‘mushrooms’ was presented. Crucially, for a narrow band of fre-
quencies, the dispersion of this surface mode allows for two wavevector eigenstates to
exist at certain frequencies: one that is defined by positive mode index k+, and another
that is defined by a negative mode index k− as shown by figure 5.1. The geometrical
maximum observed in the form of this dispersion curve is shaped by the relative pro-
portion of local power flow above compared to below the surface, since the local power
flow in each region points in opposite directions (negative dispersion is observed when
the magnitude of local power flow below the surface exceeds that above the surface).
The analytical model derived by Clavijo et al. [69] offers an explanation for this power
flow reversal below the surface. By considering the ‘mushroom’ array as a multilayer
where each layer is considered to be an effective medium, it is the pin array layer that
provides a dispersive permittivity response. Although the in-plane components of per-
mittivity are non-dispersive and almost equal to the permittivity of the dielectric that
the pins are embedded in, the normal component of permittivity is negative and highly
dispersive. By comparing the predicted surface-mode dispersion curves from this model
when only the normal component of permittivity is considered dispersive, to when all
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permittivity components are assigned the same dispersive functional form, it is clear
that the anisotropy in permittivity is key when maximising the frequency range over
which negative dispersion is observed.
The experimental results presented in chapter 5 show the presence of the k− eigen-
state in the measured instantaneous electric field maps. However, the measured signal
strength is very weak in comparison to the signal for the k+ eigenstate. For the struc-
tures investigated in this chapter the pitch is larger, which allows for the evolution
of the k− iso-frequency contour from highly anisotropic to relatively isotropic to be
observed at smaller values of k‖. This means that the overlap integral between the
fields of the source and k− eigenstate is much larger, allowing for a more efficient exci-
tation mechanism. Additionally, by maintaining the pin size from the original square
‘mushroom’ array, the ratio of the pin diameter to the pitch is much smaller and so, as
predicted by figure 5.12, the frequency range over which negative dispersion is observed
will increase.
The two lattices investigated in this chapter are rectangular and 60◦ rhombic. In
contrast to the 4-fold symmetry inherent to square symmetry, both rectangular and
rhombic systems have just 2-fold symmetry. For rectangular tiling in 2D, the symmetry
of each unit cell matches that of the lattice. However, for 60◦ rhombic tiling, the
symmetry of each unit cell is 2-fold whereas the lattice has 6-fold (hexagonal symmetry).
Since Neumann’s principle [55] states that it is only the symmetry planes common
between the basis and lattice that contribute to the symmetry of the overall system,
60◦ rhombic tiling leads to 2-fold symmetry. Despite possessing the same rotational
symmetry, these two different Wigner-Seitz cells lead to very different scattering events.
For the 60◦ rhombic lattice, the standing waves that characterise band splitting do not
form at every point along the Brillouin zone boundaries, i.e. the group velocity does not
have to fall to zero at all the Brillouin zone boundaries for systems constructed using
rhombic tiling (see section 2.4 for a more detailed explanation). This symmetry has
been investigated for plasmonic systems, [153, 154] but for none that exhibit negative
dispersion.
The aim of the work shown in this chapter is to utilise both numerical modelling
and experimental measurements to characterise and investigate the effect that Bragg
scattering has on the form of the TM surface mode supported by a ‘mushroom’ array.
The experimental results presented in this chapter will show the iso-frequency contours
for the TM surface mode, specifically in the frequency regime where two wavevector
solutions (k+ and k−) are present. These results are obtained from phase sensitive
measurements of surface waves using the method outlined in section 3.5 of this thesis.
This will allow for a complete experimental characterisation of how the dispersion
curve of the TM surface mode evolves when in the presence of lower lattice symmetry:
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rectangular and 60◦ rhombic. Collimation of both wavevector (phase velocity) and
power flow (group velocity) is observed in experiment. The collimation of power flow
for the k− eigenstate on the rectangular ‘mushroom’ array yields a spatial flow pattern
consisting of narrow surface-wave beams, which is in stark contrast to the isotropic
spatial flow pattern of the k+ eigenstate. The disparity between the two different
spatial flow profiles provides a unique opportunity to directly visualise the negative
index phenomenon.
6.3 Rectangular ‘Mushroom’ Array
t
ax
ay
λg:xλg:y
2rp
εr
y
x
z
Sample
Detector
Source
Figure 6.1: A schematic of a Sievenpiper ‘mushroom’ array (t = 0.79 mm,
rp = 0.15 mm, εr = 2.22 + 0.002i), arranged in a rectangular lattice of pitch
λg = 2.7 mm × 3.2 mm, with patches of size ax = 2.465 mm × ay = 2.965 mm. The
experimental arrangement used to excite and detect surface waves is also shown. A
small hole is drilled through the sample where four patches intersect allowing the ex-
posed length of the probe to be pushed through and exposed a small length ∼ 1 mm,
while the sheath of the antenna makes electrical contact with the ground plane. The
detector is raised a small distance above and oriented normal to the surface ∼ 1 mm
and is moved around in a 2D grid taking measurements for electric field magnitude |Ez|
and phase φ at every point in the grid.
A schematic of the rectangular ‘mushroom’ geometry investigated in this study
is shown in figure 6.1. It consists of an array of rectangular patches of side length
ax = 2.465 mm × ay = 2.965 mm arranged in a rectangular lattice of pitch 2.7 mm
× 3.2 mm (the patch side lengths were both measured to be 35 µm smaller than the
prescribed 2.5 mm and 3 mm as a consequence of fabrication inaccuracies). A pin
of radius 0.15 mm connects each patch to a conducting ground plane, through a thin
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(0.79 mm thick) dielectric layer (Nelco NY-9220, εr = 2.20 + 0.002i). As with the
square ‘mushroom’ geometry already studied in this thesis (figure 5.2), this structure
supports a TM surface mode at microwave frequencies, the dispersion curve (numerical
simulations [63]) of which is shown in figure 6.2. It can be seen that as a consequence
of negative dispersion, for a frequency window of 11.4 GHz – 14.2 GHz, surface waves
can exist at either of two in-plane wavevectors, k+ and k− as per the definitions in
figure 5.1. However, rectangular symmetry is now present in the system and this is
reflected in the shape of the dispersion curve, with an extra point of high symmetry
present (when compared to square symmetry), the Y point.
ΓYMXΓ
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f
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Figure 6.2: Dispersion curve (blue line) of the TM surface mode supported by the
rectangular ‘mushroom’ array shown in figure 6.1 between the points of high symmetry,
obtained from numerical simulations.
The full dispersion surface for this mode is shown in figure 6.3. The black lines
correspond to the dispersion curves that were used to generate this plot, which were
obtained from numerical simulations [63]. The azimuthal angle φaz (that defines the
direction of propagation of a plane wave in the model) is defined as 0◦ along the x axis
and 90◦ along the y axis. In addition to possessing rectangular symmetry, there are
a few differences to that of the square ‘mushroom’ geometry, for example a notably
larger frequency range (as a percentage of the largest frequency) over which negative
dispersion is observed. This is a consequence of the pin accounting for a smaller volume
within the dielectric layer for a single unit cell. The larger pitch also means that the
limiting frequency of the surface mode is much lower; around 14 GHz as opposed to
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Figure 6.3: The dispersion surface for the TM surface mode supported by the rect-
angular ‘mushroom’ array shown in figure 6.1, obtained from numerical simulations.
A plane is drawn at a frequency of 13.0 GHz to emphasise the turning points in the
shape of the surface. Hence, for certain values of azimuthal angle, a surface wave at a
frequency of 13.0 GHz can propagate with either of two in-plane wavevectors, k+ and
k− (see figure 5.1).
the 25 GHz for that of the square symmetry. Despite these differences, very similar
behaviour is observed to that of the square ‘mushroom’ geometry and this is best
shown with the iso-frequency contours. The plane drawn on figure 6.3 is at 13 GHz
and corresponds to the iso-frequency contour shown in figure 6.4(d).
The rectangular symmetry is clearly visible from the form of the iso-frequency con-
tours shown in figure 6.4. The short pitch (2.7 mm) of the structure corresponds to the
x direction in real space with this corresponding to the long axis in k-space, the Γ to X
direction. Additionally, the y direction in real space corresponds to the Γ to Y direction
in k-space. Both the k+ (red line) and k− (blue line) wavevector solutions show the
same qualitative behaviour as with square symmetry. The k− solution first becomes
visible at a low frequency as a very strongly band-split, and subsequently anisotropic
entity, whereas the k+ solution is almost perfectly isotropic. As frequency increases,
the k− solution moves towards zero in-plane wavevector and the k+ solution moves
towards an infinite in-plane wavevector. The k+ solution becomes more anisotropic
while the k− solution becomes more isotropic before the two solutions approach and
116
6. Non-Trivial ‘Mushroom’ Geometries with Negative Dispersion
Γ X
MY
11.5 GHz
(a)
Γ X
MY
12.0 GHz
(b)
Γ X
MY
12.5 GHz
(c)
Γ X
MY
13.0 GHz
(d)
Γ X
MY
13.5 GHz
(e)
Γ X
MY
14.0 GHz
(f)
Figure 6.4: Iso-frequency contours for frequencies of (a) 11.5 GHz, (b) 12.0 GHz,
(c) 12.5 GHz, (d) 13.0 GHz, (e) 13.5 GHz and (f) 14.0 GHz, obtained from numerical
simulations. The black circles represent the light circle at the specified frequency, the
red lines represent the k+ or ‘right-handed’ wavevector solution (see figure 5.1) and the
blue lines represent the k− or ‘left-handed’ wavevector solution. The purple lines are
used to show when the contours for k+ and k− interact for certain values of azimuthal
angle, resulting in a series of closed contours that contain both positive and negative
index characteristics. Plot (d) corresponds to the plane drawn in figure 6.3.
intersect, creating closed contours of mixed properties (purple lines). The number of
these contours mimics the rotational symmetry of the system, and for rectangular sym-
metry, two such closed contours can be seen. The different location of the Brillouin
zone boundary along x and y suggests that its effect is different along these two orthog-
onal axes. This is indeed correct and is shown nicely by the iso-frequency contours at
13.5 GHz (figure 6.4(e)); the oval shaped k+ solution (red line) disperses more strongly
along the y direction as can be seen by the long axis of the oval. The long axis of the
k− solution (blue line) is along the x direction meaning that the long axes of the two
eigenstates differ by 90◦. This means that the ‘mixed’ closed contours are always found
along the long axis of the Brillouin zone, a direct consequence of the different effect of
the proximity of the Brillouin zones in these two orthogonal directions.
In order to measure the waveform emitted from a point source and hence probe the
iso-frequency contours by experiment, the arrangement shown in figure 6.1 is employed.
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A small hole is drilled completely through the sample and between four unit cells a
near-field antenna (see section 3.4 of this thesis) that acts as a source is positioned such
that roughly 1 mm of the exposed length protrudes above the surface, with the sheath
of the antenna making electrical contact with the ground plane. This location is chosen
since the micro-structuring of the electric field of the TM surface eigenmode is such
that there is a strong electric field between the two patches (see section section 2.5.2 of
this thesis) and so a maximum in excitation efficiency is anticipated. However, varying
this location is not something that is investigated and it is therefore not necessarily
optimised. Surface-wave excitation is achieved using this geometry and the magnitude
of the measured waveform allows for the iso-frequency contours to be observed. An
identical antenna is used for the detection mechanism of the field above the surface (for
a more detailed description of the experimental setup, see section 3.5).
Measured field plots of surface waves emitted from a point source on the rectan-
gular ‘mushroom’ array are shown in figure 6.5 for a range of frequencies, with the
corresponding iso-frequency contour measurements shown in figure 6.6. To calculate
the plots shown in figure 6.6, a 2D FFT is performed on the relevant field plot before
the average of the four equivalent points from each quadrant (defined by the reflection
symmetry planes) is taken. The resultant quadrant is then projected onto the three
other quadrants in order to create the final plot for each frequency. Since the limiting
frequency for the dispersion surface of this TM surface mode is roughly 14 GHz de-
pending on the choice of azimuthal angle φaz, and taking into account the reduction in
wavelength associated with the dispersion of the mode, the antennas are clearly more
sensitive to the ‘left-handed’ segment of the surface mode than with the square ‘mush-
room’ array. This is simply because the wavelengths associated with the k− eigenstate
are larger for the surface mode supported by the rectangular ‘mushroom’ array than
for the surface mode supported by the square ‘mushroom’ array, largely a consequence
of the relatively small pitch of the square ‘mushroom’ array. Although the detector an-
tenna could have been shortened as an optimisation for the experiments on the square
‘mushroom’ array, this was not completed in order to keep the source and detector
antennas the same lengths (the exposed length of the source antenna needs to be long
enough to protrude through the metasurface).
The measured field plots show the spatial flow patterns evolving from almost com-
pletely isotropic in the form of concentric rings of phase e.g. 11.5 GHz, figure 6.5(a), to
highly anisotropic with complex interference patterns e.g. 14.0 GHz, figure 6.5(e). The
interference patterns are the result of the k+ and k− eigenstates interfering with each
other and so the resultant waveform presents a rather unusual phenomenon, a mode of
one frequency and two k-values interfering with itself.
The measured iso-frequency contour plots are shown in figure 6.6 for a series of cho-
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sen frequencies, where the reciprocal-space plots show only data in the first Brillouin
zone; the points of high symmetry are marked with their usual crystallographic nota-
tion [57]. Surface-mode solutions are observed in each plot, corresponding to a peak
or peaks in Fourier amplitude that have a larger in-plane wavevector than a grazing
photon (white-black composite circle). The distribution of these peaks agrees very well,
firstly with the symmetry of the system (rectangular) and secondly, with the predictions
from numerical simulations shown in figure 6.4. By observing the evolution of these
solutions in reciprocal space as the frequency is swept, it becomes apparent that the
two observable contours (k+ and k−) disperse in opposite directions. As the frequency
is increased, these two contours approach each other and split into two closed ‘lobe-
shaped’ contours; as expected from the calculated iso-frequency contour for 14.0 GHz
shown in figure 6.4(f). As a consequence of the antennas operating more efficiently for
these wavelengths, the width of these measured contours appear significantly narrower.
This lends to the ‘left-handed’ portion of the mode being observed with great clarity.
For example, the iso-frequency contour that resembles two ‘lobes’ (at 14.0 GHz) has
a centrally located minimum for the rectangular geometry (figure 6.6(e)), whereas the
equivalent plot for the square ‘mushroom’ geometry is a little less conclusive (figure
5.16(e)).
The measured data for 13.0 GHz is shown separately in figure 6.7, where the mea-
sured time-averaged electric field magnitude (the interference along the beams will
be examined subsequently) (a) and phase (b) maps are shown in addition to the de-
rived instantaneous electric field profile (c). This key result is a consequence of the two
eigenstates having very different spatial flow patterns; a direct consequence of their very
different iso-frequency contours, which coincidently show very good agreement with the
predictions from numerical simulations in figure 6.4(d). The influence of Bragg scat-
tering is such that the iso-frequency contour for k− has four regions over which there
are straight segments each leading to strong collimation, and so this appears in the
field map as four narrow ‘beams.’ The variation in magnitude of the four ‘beams’ is a
consequence of the imperfect azimuthal invariance of the source.
The direction of the ‘beams’ observed in the measurement presented in figure 6.7(c)
highlights where the source excites surface waves from the k− iso-frequency contour
most efficiently. The source preferentially excites the surface eigenmodes in regions of
the iso-frequency contours (figure 6.7(d)) that have aligned group and phase velocities
due to a large electric field overlap between the source and surface mode (there will also
be a dependence on the magnitude of the wavevector, where the probe dimensions will
dictate the sensitivity; this is not looked at in detail in this study although it is clear
from the measured iso-frequency contours that close to the Brillouin zone boundary,
where the wavevectors are relatively large, the signal is significantly weaker). The k+
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Figure 6.5: Measured instantaneous electric field Ez maps of surface waves emit-
ted from a centrally located point source, supported by a rectangular Sievenpiper
‘mushroom’ array. The scanned area is a ∼ 200 mm × 200 mm area with a step size
of 0.675 mm × 0.8 mm (4 steps per unit cell in each direction). The corresponding
iso-frequency contour measurements are displayed in figure 6.6.
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Figure 6.6: The 2D FFTs of the measured field maps shown in figure 6.5, where
the peaks correspond to the iso-frequency contours shown in figure 6.4. Each plot
is obtained by performing a 2D FFT on the relevant plot in figure 6.5 and taking
the average of four equivalent points from each quadrant (defined by the reflectional
symmetry planes). The white-black composite line represents the light circle.
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Figure 6.7: Measured (a) time-averaged electric field magnitude |Ez|, (b) phase φ and
(c) instantaneous electric field Ez profile for surface waves supported on a rectangular
‘mushroom’ array (see figure 6.1) at a frequency of 13.0 GHz. The scanned area is a
∼ 200 mm × 200 mm area with a step size of 0.675 mm × 0.8 mm. The k+ and k−
eigenstates are almost completely spatially separated in the measured instantaneous
electric field map, with the k+ eigenstate being almost completely isotropic while the
anisotropy of the k− eigenstate leads to strong collimation of surface waves emitted
from a point source (the black dashed lines are relevant for a later discussion). This is
most easily seen in the equivalent 2D FFT is shown in (d). The difference in magnitude
of the excited beams is attributed to experimental imperfections with the isotropy of
the source.
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Figure 6.8: The time-averaged electric field magnitude profile shown in figure 6.7(a),
is plotted in 3D. This is performed in order to emphasise the sharp cross-sectional
profile of the beams. The standing wave-like pattern seen along the beams is a conse-
quence of the interference between the k+ and k− eigenstates.
iso-frequency contour is almost perfectly isotropic and so there is no preferred direc-
tion of excitation for surface waves with a wavevector defined by the k+ iso-frequency
contour. The linear regions of the k− iso-frequency contour has four regions where
the group and phase velocities are aligned (ignoring the geometrical turning points be-
tween each flattened region that also match this criteria, since the large wavevector at
which they are found leads to an inherently weaker weak excitation efficiency); they
can be determined by the four radial lines that intersect the flattened regions of the
iso-frequency contour at 90◦. Hence, the peak in the field magnitude in the cross section
of the beams corresponds to the position of the waveform where the group velocity of
the k− eigenstate is pointing radially, with the excitation efficiency falling of quickly
as this condition is removed. This is supported by the offset peak in Fourier ampli-
tude along the flattened regions of the measured iso-frequency contour that is shown
in figure 6.7(d), a consequence of the rectangular symmetry of the sample. This argu-
ment is given further weight by plotting the time-averaged electric field magnitude in
the form of a 3D plot as shown by figure 6.8, where the sharp character of the beam
cross-section can easily be seen. This distinction is important since the truncated scale
in figure 6.7(a) can lead to the false interpretation that these beams are in fact ‘top
hat functions.’
Although both eigenstates are present for all values of azimuthal angle, the k−
eigenstate is confined almost exclusively to the beams, with the rest of the field plot
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Figure 6.9: A schematic of a surface mode (blue line) that exhibits exhibits ‘negative
dispersion’ beyond the maximum in the dispersion curve. For a 1D system, a point
source will excite both the k+ and k− eigenstates in both the positive and negative
directions. For a positive energy flux (red arrows) k+ is positive and k− is negative,
while for a negative energy flux (blue arrows), k+ is negative and k− is positive. Hence,
the k+ and k− eigenstates produce an interference pattern with a periodicity dictated
by kbeat.
almost completely corresponding to the approximately isotropic, k+ eigenstate. This
leads to another intricacy that figure 6.8 also helps to highlight; that there is a strong
interference pattern that is particularly visible along the beams. This fast, short pitch
oscillation is a consequence of beating between the k+ and k− eigenstates and is present
throughout the plot, but is much stronger within the regions of collimated beams and
has a period that is measured to be ∼ 6.3 mm. An analytical model of the electric field
that considers the contributions of the k+ and k− eigenstates to the electric field as
simple sinusoidal oscillations weighted by amplitudes A and B is shown by equation 6.1
and helps to explain why the beating period is so short; beating between two positive
k-values would result in a small k, large period oscillation. By taking the time average
of the electric field magnitude over one time period (τp) as shown in equation 6.2, it can
be seen that the beating between the two eigenstates takes the form shown in equation
6.3. The derived equation has an oscillation that has a period dictated by k+ − k−,
which since k+ and k− have opposing signs when considering a single beam, becomes
a period dictated by kbeat = |k+|+ |k−|, giving a large k, short period beating. This is
shown schematically by the dashed grey line in figure 6.9.
E = A sin(k+x− ωt) +B sin(k−x− ωt) (6.1)
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〈|E|〉 =
√∫ τp
0
E2
τp
.dt (6.2)
〈|E|〉 =
√
A2
2
+
B2
2
+AB cos
[
(k+ − k−)x
]
(6.3)
Along the direction defined by any of the beams and from the measured iso-
frequency contour plot shown in figure 6.7(d), it can be seen that k+ ∼ 310 m–1 and
k− ∼ −665 m–1. By inserting these two values into the simple analytical expression
for the time-averaged field magnitude shown in equation 6.3, the expected beating pe-
riod can be estimated. This simple analytical model predicts a beating periodicity of
6.4 mm, a figure in almost perfect agreement with that measured directly on time-
averaged electric field magnitude plot (6.3 mm). Clearly, this unusually short pitch
beating phenomenon is further proof of the ‘left handed’ nature of the k− eigenstate.
When the instantaneous electric field plot is animated in phase (by advancing the
complete phase measurement in increments and re-calculating the instantaneous field),
the phase fronts within the beams move towards to source and the phase fronts outside
of the beams moves away from the source. Since the experiment demands a positive
power flow (power must flow from the source to the detector), the measurement demon-
strates a characteristic only seen in waves supported by negative index materials, that
the S and k vectors (i.e. the group and phase velocities) point in opposite directions.
This disparity in the direction of power flow between the two eigenstates in each beam
can be seen in figure 6.10. In this plot, only the positive quadrant of the real-space
electric field emitted from a point source is measured. The beaming observed in figure
6.7 can still be seen, although the beam is noticeably lower in amplitude relative to the
rest of the plot (a likely explanation being a slightly tilted source or detector antenna
in the experiment). This can also be seen in the iso-frequency contour, an effect that is
magnified since the data processing used previously cannot be used in this case; there
is no data for other identical quadrants to average with and so the signal to noise ratio
is noticeably lower. Despite this, the measurement clearly shows that the k+ and k−
eigenstates are present in different quadrants, emphasising that there is a discrepancy
in the sign of the phase velocity. This tallies with what is anticipated, since for a pos-
itive energy flux, the sign of the wavevectors for the k+ and k− eigenstates must be
opposite as emphasised by the red arrows in figure 6.9.
Additionally, this discrepancy in the directions of S and k can be seen by unwrap-
ping the measured phase both within and outside of the ‘beams’ presented in figure
6.7. By interpolating the Cartesian grid of the measured phase map along the solid
black lines shown in figure 6.7(c), a comparison between the phase of the k+ and k−
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Figure 6.10: The plots show (a) the time-averaged magnitude of the electric field,
(b) the phase, (c) the derived instantaneous electric field and (d) the 2D FFT of the
instantaneous electric field, measured from surface waves propagating on the rect-
angular ‘mushroom’ array. Although the same dimensions are used for this exper-
iment (a ∼ 200 mm × 200 mm area with a step size of 0.675 mm × 0.8 mm) as with
figures 6.5 and 6.7, only one quadrant of the electric field emiited from the point source
is measured. Since the measurement demands a positive group velocity, it is clear from
the FFT that the peaks only resemble segments of the iso-frequency contours shown
in figure 6.4(d) that possess a positive group velocity (in both x and y directions).
eigenstates can be made, with the results presented in figure 6.11. This analysis does of
course make the assumption that only the k+ eigenstate is found outside of the ‘beams’
and that only the k eigenstate is found within the ‘beams.’ This assumption contradicts
what is presented in terms of the beating within the beams that is shown in figure 6.8,
but can be justified in that the phase measurement appears to be only sensitive to the
dominant signal which in this case is the k− signal. The unwrapped (removing the 2pi
degeneracy) phase along these lines is shown by the coloured dots, where it is evident
that the phase for the two eigenstates cycles in opposite directions. The gradient of a
least squares fit (coloured lines) to each of these data sets reveals the in-plane wavevec-
tor component k‖, which is measured to be k+ = 327 m–1 and k− = –666 m–1 along
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Figure 6.11: The measured phase is unwrapped along the dashed lines shown in figure
6.7(c) (dot). The phase along these two lines clearly cycles in opposite directions, with
the negative gradient of the blue line (a least squares fit) showing that the wave-fronts
propagate (k) towards the source within the beams, while the energy flux S is away
from the source.
the relevant directions respectively. This compares favourably to the location of the
peaks in the iso-frequency contour measurements shown in figure 6.7(d) along the rele-
vant directions k+ = 330 m
–1 and k− = –662 m–1. This is further evidence that shows
that surface waves with a wavevector defined as k− can be considered as analogous to
waves in negative index media.
The dispersion curve of this TM surface mode can be generated from the exper-
imental data using the same method as with the square ‘mushroom’ array, only this
time taking into account the Y point in k-space. By taking the data along the direc-
tions defined by the points of high symmetry, and subsequently sweeping through fre-
quency, the dispersion curve is measured and shown by the colour scale in figure 6.12.
The plot shows that in the frequency range of approximately 11.4 GHz – 14.2 GHz,
two unique eigenstates exist for a single frequency, which is in good agreement with
the model (dots). These eigenstates disperse in opposite directions with changing fre-
quency, hence, the k− eigenstate clearly possesses group and phase velocities that point
in opposite directions. The measured Fourier amplitude reduces in the directions de-
fined as X to M and Y to M because for these wavevectors, the wave becomes so tightly
confined to the metasurface that the overlap of the fields of the surface mode with the
fields of the detector reduces drastically. In contrast, the measured Fourier amplitude
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Figure 6.12: The measured dispersion curve (colour scale) for the TM surface mode
supported by the rectangular Sievenpiper ‘mushroom’ array shown in figure 6.1, com-
pared to the predictions from numerical simulations (black/white composite dots).
The scale is truncated at one quarter of the maximum measured value on the plot, in
order to see the weaker signal in the X to M and M to Y regions.
is at a maximum close to the peak frequency, specifically where the group velocity is
approaching zero. This very slow light [155] also shows a gentle decrease in Fourier am-
plitude above the surface-mode limiting frequency. This characteristic is anticipated
since as the group velocity tends towards zero, the photonic density of states tends
towards infinity (a phenomenon known as a van Hove singularity [156]) before slowly
decaying as in the form of a Lifschitz tail [157].
6.4 Rhombic ‘Mushroom’ Array
Sievenpiper ‘mushrooms’ are also arranged in a rhombic lattice, with the sample studied
in this section shown in figure 6.13(a). It consists of an array of 60◦ rhombic patches
of side length 3.0 mm, arranged in a 60◦ rhombic lattice of pitch 3.3 mm, that are
electrically connected to a ground plane by a metallic pin of radius 0.15 mm. The pin
is centrally located on each patch and is embedded in a dielectric layer (Nelco NY-9220,
εr = 2.20 + 0.002i) that is 0.79 mm thick. The x and y axes are defined as parallel to
the lines of mirror symmetry of the meta-atom, with the x axis being defined as the
long pitch axis.
As with the square and rectangular geometries of Sievenpiper ‘mushrooms’ already
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Figure 6.13: A schematic of a Sievenpiper ‘mushroom’ array (t = 0.79 mm, rp = 0.15
mm, εr = 2.22+0.002i), arranged in a 60
◦ rhombic lattice of pitch λg = 3.3 mm. The
dotted line highlights the outline of the unit cell. Note that the patch length of a =
2.92 mm is a ‘fitted’ dimension (from 3.0 mm), allowing for the dispersion curve and
iso-frequency contours to best fit the experimental data.
studied in this thesis, this structure supports a TM surface mode at microwave fre-
quencies, the dispersion of which is calculated using numerical simulations [63] and is
shown in figure 6.14. For a structure with rhombic symmetry, there are five points of
high symmetry (see figure 6.13(b)); the Γ to X direction is aligned with the x axis, the
Γ to N axis is defined along the y axis and the Γ to M, Γ to M and Γ to N directions are
defined at 30◦ increments between these axes respectively. Negative dispersion can be
seen in the frequency range of 10.5 GHz – 14.5 GHz, the origin of which is attributable
to a complex mode shape. The local power flow within the pin array layer, is opposite
to and, for certain values of in-plane wavevector, exceeds that above the surface (see
figure 5.10), allowing the mode to disperse negatively.
The full azimuthal variation in the geometrical shape of the dispersion curve is
shown by the dispersion surface in figure 6.15. This figure reveals a very complex
geometrical shape, with a limiting frequency (highest frequency that the mode reaches)
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Figure 6.14: The dispersion curve (blue line) of the TM surface mode supported by
the rhombic Sievenpiper ‘mushroom’ array shown in figure 6.1 between the points of
high symmetry, obtained from numerical simulations.
that varies rapidly with azimuthal angle. For example, the limiting frequency of the
dispersion curve along the direction of Γ to X is 11.8 GHz, which is much lower than
the limiting frequency along the Γ to N direction, which is 14.5 GHz. In order to
understand why this is the case, it is useful to plot the iso-frequency contours; these
are shown in figure 6.16. In this figure, the solid black lines outline the Brillouin zone
boundaries, with the Wigner-Seitz cell and hence first Brillouin zone shown in full for all
frequencies. The black dashed lines represent the lines of mirror symmetry and the black
circular outline represents the light circle at the specified frequency. Closed contours
that disperse conventionally or positively are shown in red and those which disperse
negatively and can therefore be deemed ‘left-handed’ are shown in blue. Purple lines
signify the complicated case when these two contours intersect, creating both open and
closed contours that contain both positive and negative group velocity solutions. The
form of the mode beyond the first Brillouin zone is shown for completeness, although
this is shown in grey.
As previously mentioned, the complex symmetry associated with rhombic tiling
alters the way in which diffraction affects the system, leading to unusual intricacies
such as a shift in the position of standing waves usually found on the Brillouin zone
boundary (see section 2.4 of this thesis). This prevents the cancellation of the trans-
verse component of vector quantities associated with wave propagation, such as group
velocity, across the boundaries between the M, T and N points (a consequence of the
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Figure 6.15: The dispersion surface for the TM surface mode supported by a rhom-
bic ‘mushroom’ array, obtained from numerical simulations. A plane is drawn at a
frequency of 13.5 GHz to emphasise the ‘ripples’ in the shape of the surface.
reduced symmetry of the rhombic meta-atom in comparison to the lattice, see figure
2.11). This behaviour can be seen when comparing the form of the iso-frequency con-
tours at 12.0 GHz and 12.5 GHz: the negatively dispersing k− eigenstate crosses the X
to M boundary with no transverse component of group velocity at 12.0 GHz (at right
angles to the boundary), but crosses through the M to T boundary possessing a non-
zero transverse component of group velocity at 12.5 GHz. Since it is the standing waves
associated with Bragg scattering that enforce the requirement of zero group velocity,
it is the location of these that will govern the geometrical shape and hence, limiting
frequency of the dispersion curve.
Since a negatively dispersing mode reduces in wavevector as frequency is increased,
for a periodic system, such a mode will evolve from anisotropic (band-split) to isotropic
as frequency is increased. The points at which these initially closed contours are centred
will be points in k-space where the standing waves associated with band splitting form.
By tracing where the modes have no component of group velocity that is transverse
to the Brillouin zone boundary, the rectangular box shown by the red dotted line in
figure 6.16(h) is revealed. This rectangular box can also be derived: by drawing out
the first, second and third Brillouin zones in the extended zone scheme, it can be seen
the combination of the boundaries that allow for the cancellation of the transverse
components of vector quantities will align and form the rectangle. Hence, this is the
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Figure 6.16: Iso-frequency contours for surface modes supported by the rhombic
‘mushroom’ array at various frequencies, obtained from numerical simulations. The
black circles represent the light circle at the specified frequency and the coloured
lines represent the surface modes. The red dotted line in figure (h) corresponds to the
position in k-space of the standing waves that form as a consequence of band splitting.
Plot (f) corresponds to the plane drawn on figure 6.15.
132
6. Non-Trivial ‘Mushroom’ Geometries with Negative Dispersion
smallest tileable cell in k-space that is constructed from Brillouin zone boundaries that
are parallel to the planes of mirror symmetry. The distance from the origin to this
rectangular outline along the Γ to X direction is smaller than the equivalent distance
along the Γ to N direction. Hence, the limiting frequency of the surface mode along
the Γ to X direction must be lower since the dispersion curve is forced to flatten out at
a lower frequency than along the Γ to N direction.
The measured instantaneous electric field profiles for surface waves emitted from
a centrally located point source arranged using a similar experimental setup to that
shown in figure 6.1, are shown in figure 6.17. The corresponding 2D FFTs of these
measured electric field profiles are shown in figure 6.18, where the peaks in the Fourier
amplitude correspond to the predicted locations of the iso-frequency contours from
numerical simulations that are shown in figure 6.16. The 2-fold symmetry of the system
is clearly evident from the field maps, where slight discrepancies in the magnitude in
the quadrants can be attributed to experimental inaccuracies (e.g. a slight tilt on the
sample, or measurement probes that are not oriented completely normal to the surface).
Unlike either of the two Cartesian based ‘mushroom’ geometries studied in this thesis,
the variation in limiting frequency along the two orthogonal axes is large enough to
enable open iso-frequency contours to form. These form in a small frequency window
just above the limiting frequency along the Γ to X direction, before interactions between
the two iso-frequency contours results in the usual ‘lobes’ forming.
One might envisage that the very flat segment of the iso-frequency contour shown
in figure 6.18(e) will lead to a beaming phenomenon similar to that shown for the
rectangular geometry in figure 6.7. However, unlike the rectangular geometry where
the k+ iso-frequency contour is almost perfectly isotropic, the equivalent iso-frequency
contour here is highly anisotropic. A very small wavelength ‘beam-like’ feature can be
seen leaving the point source along the y axis in figure 6.17(e). However, the spatial
overlap of the two eigenstates results in a complicated interference pattern that makes
the positive and negative index characteristics almost impossible to distinguish.
When the two open iso-frequency contours approach and interact, two closed iso-
frequency contours form. These ‘lobes’ then reduce in size as frequency is increased
(figures 6.18(f), 6.18(g) and 6.18(h)), until the limiting case where these collapse onto
two single points in k-space ±ks. The measurements for a frequency in this situation
(or at least very close to this limiting case) are shown in figure 6.19 for a frequency of
15.0 GHz, where the plot dimensions are equal to those shown in figure 6.17. Several
striking features are shown by these plots, the first is the collimation of phase that is
achieved. In the limit of there being only two available wavevectors, this is exactly
what would be expected, since there can be no angular spread in the phase simply be-
cause a mode that would allow this behaviour does not exist. Additionally, the phase
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Figure 6.17: Measured instantaneous electric field maps of surface waves emitted
from a centrally located point source, supported by the rhombic ‘mushroom’ array.
The area scanned is a ∼ 200 mm × ∼ 200 mm square with a step size of 0.825 mm (in
both x and y). The corresponding iso-frequency contour measurements are displayed
in figure 6.18.
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Figure 6.18: Measured iso-frequency contours of surface modes supported by the
rhombic ‘mushroom’ array. Each plot is obtained by performing a 2D FFT on the
relevant plot in figure 6.17 and taking the average of four equivalent points from each
quadrant (defined by the reflectional symmetry planes). The white-black composite
line represents the light circle and the solid black lines represent the Brillouin zone
boundaries.
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Figure 6.19: Surface waves supported on the rhombic ‘mushroom’ array at 15.0 GHz,
showing collimation of wavevector (phase velocity) but not of power (group velocity).
The raw measurements of (a) time-averaged electric field magnitude and (b) phase are
shown, along with (c) the derived instantaneous electric field map and (d) 2D FFT
of this which resembles the iso-frequency contours from numerical simulations. The
iso-freqency contour plot shows the situation close to the geometrical maximum in
the dispersion surface and so is in the unique situation of being in the limit of being
reduced to two points in k-space; hence, only two phase velocities are permitted, both
of which have the same magnitude, but are opposite in sign. In contrast, the group
velocity can point in any direction and so a radial falloff in the time-averaged electric
field magnitude can be seen, along with the anticipated interference pattern caused
by beating between the k+ and k− eigenstates.
fronts will be parallel to the x direction since the ‘lobes’ are centred on a point on the
y axis, hence for this limiting case, kx = 0. Secondly, the group velocity points in all
directions at this point. This means that the power can be emitted radially, although
the phase must remain completely flat, a phenomenon that is opposite in character to
that observed in figure 6.7. For the beaming phenomenon shown by the rectangular
‘mushroom’ array, the group velocity is collimated but the phase velocity is not. In
this present case, the phase velocity is collimated, but the group velocity is not.
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Another point which requires explanation, is the standing wave-like (in this case
there is a net energy transfer) pattern that is clearly observable in the time-averaged
electric field magnitude map. This pattern has a periodicity which is almost exactly
half of the wavelength. Given that absorber is used at the edge of the sample in the
experiment, and that the maximum peak-to-trough variation is centred on the source,
it is unlikely that a standing wave could be caused by reflections from the edge of the
sample. In the limit of exciting only two points in k-space ±ks, surface waves with both
±ks are excited in all directions. This means that there is a kind of self interference
which resembles a standing wave-like pattern. This is very similar effect to that shown in
figure 6.8, where a standing wave-like pattern is seen along the beams as a consequence
of the k+ and k− eigenstates interfering with each other. In this case, this effect is being
pushed to its limit of |k+| = |k−| and so the periodicity resembles that of a standing
wave caused by reflections. Hence, the observed periodicity of the interference pattern
is half of the surface-wave wavelength. It should however be emphasised that this plot
does not correspond exactly to this limit since there is a measured surface-wave signal
(at the limit the group velocity becomes zero).
Another point of note in this data that should be commented on is the loosely
circular minima in the instantaneous electric field plot shown in figure 6.19(c). When
animated in phase, the measured waveform appears to stand still in regions, with the
circular minimum moving in towards to source. This simply confirms the suspicion that
the measurement is not quite at this limiting case of only two available wavevectors in
k-space. By looking at the evolution of the measured instantaneous electric field maps
as frequency is increased, it is clear that the spacing between these minima is increasing.
This is clearly related to the size of the ‘lobe-shaped’ iso-frequency contours, where in
the limit of two points in k-space, all points along the x axis should be completely in
phase, with the only variation in intensity being that associated with the 1/
√
r fall-off
of electric field strength. Such an instantaneous electric field profile can therefore be
approximated to have an analytical form as shown by equation 6.4, where A is an
amplitude, r is the radial position and αp is a measure of the period of the radial
electric field minima. By changing the size of αp, the size of the lobe in k-space will
change, proving that in this case, the radially arranged instantaneous electric field
minima only form when the iso-frequency contours consist of more than a single point
in k-space.
E(x, y) =
Aeik0ysgn
(
cos(αpr)
)
√
r
(6.4)
The dispersion plots for the two Cartesian based ‘mushroom’ geometries are derived
along all points of high symmetry simply by selecting data from the iso-frequency
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Figure 6.20: The measured dispersion curve (colour scale) for the TM surface mode
supported by the rectangular ‘mushroom’ array shown in figure 6.13, compared to the
predictions from numerical simulations (dots) along the direction defined as Γ to N.
Γ X
10
11
12
13
14
k‖
f
[G
H
z]
0.0
0.2
0.4
0.6
0.8
1.0
F
o
u
ri
er
A
m
p
li
tu
d
e
[A
rb
.]
Figure 6.21: The measured dispersion curve (colour scale) for the TM surface mode
supported by the rectangular ‘mushroom’ array shown in figure 6.13, compared to the
predictions from numerical simulations (dots) along the direction defined as Γ to X.
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contours along the points of high symmetry and sweeping through frequency. This
worked because a 2D FFT requires a Cartesian matrix in order to generate k values
that depend on the length and step size of the measured data set and the points of
high symmetry were separated along lines that matched this symmetry. However for
the case of a 60◦ rhombic lattice, the Wigner-Seitz cell is a hexagon and so there are
edges that will not match the Cartesian grid of the FFT. Interpolation of data points
in order to generate this data is an option, but in this thesis, only the dispersion curves
along the Γ to N and Γ to X directions are generated. These plots can be seen in figures
6.20 and 6.21 respectively, where the colour scale shows the measurement and the dots
are the simulations. There is a small discrepancy between the experimental data and
model which is made to look a lot worse by the small frequency range used in the plots.
The model underestimates the measured dispersion along the Γ to N direction and
overestimates the measured dispersion along the Γ to X direction which implies that
the biasing between the two orthogonal axes is slightly incorrect. An important point
here is that the model itself is a best fit to this data, with the patch length prescribed
to be 3.00 mm, but fitting the measurement reasonably well when it is instead 2.92 mm.
Evidently the fit is slightly off, with geometrical parameters other than the patch length
the cause of this small discrepancy; the discrepancy itself is justified as inaccuracies
and imperfections in sample fabrication. Despite this, these dispersion plots clearly
show the observation of negative dispersion and, as with the rectangular ‘mushroom’
dispersion curve measurement (figure 6.12), a Lifschitz tail [157] is observed.
6.5 Conclusions
In this chapter, ‘left-handed’ characteristics associated with the TM surface mode sup-
ported by complex arrangements of Sievenpiper ‘mushrooms’ has been investigated. By
increasing the pitch in comparison to the square ‘mushroom’ sample studied in chapter
5, the excitation efficiency of the k− eigenstate is greatly increased. This has allowed
for very clear measurements of surface-wave propagation on rectangular and 60◦ rhom-
bic ‘mushroom’ arrays, where in both cases the evolution of the iso-frequency contours
from isotropic to highly anisotropic is observed.
Negative dispersion of the surface mode supported by the rectangular ‘mushroom’
array was measured and shown to be in very good agreement with the predictions from
a numerical model as shown in figure 6.12. At a frequency of 13.0 GHz, the k− or
‘left-handed’ iso-frequency contour shows remarkable collimation characteristics owing
to four very flat regions as a consequence of Bragg scattering. In contrast, the k+ or
‘right-handed’ iso-frequency contour is almost perfectly isotropic. When excited with a
point source, the measured field map shows that the k− eigenstate is almost completely
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confined to four narrow and highly collimated beams (see figure 6.7), while the k+
eigenstate has no preferred direction. Along the beams, the excitation efficiency of
the k− eigenstate is much greater than the k+ eigenstate and so the ‘left-handed’ and
‘right-handed’ eigenstates are almost completely spatially separated. When animated
in phase, this beautifully visualises the negative index phenomenon, since the phase
fronts within the beam propagate towards the source and the phase fronts outside of
the beams propagate away from the source. Further evidence for the ‘left-handed’
nature of these surface waves supported by this geometry is presented in the form of
an interference pattern along these beams in the time-averaged electric field magnitude
(see figure 6.8). The short pitch of this interference pattern corresponds to a beating
period of |k+|+ |k−|, which can only be achieved if there is a sign discrepancy between
the two wavevectors, despite both possessing the same direction of power flow.
The 60◦ rhombic ‘mushroom’ array was shown to support an intricate version of
the TM surface mode supported by its rectangular counterpart. The standing waves
usually associated with the Brillouin zone boundary were seen to arrange in a rectangle
constructed by specific boundaries in the first, second and third Brillouin zones that
allow for the cancellation of the normal components of vector quantities, e.g. group
velocity. This meant that the geometrical shape of the dispersion curve was significantly
altered, most notably in the form of the large range of peak frequencies achieved when
varying the azimuthal angle. This is because it is the standing waves that force the
dispersion curve to flatten out, and this rectangular outline possessed a large enough
aspect ratio to allow open iso-frequency contours to form. Additionally the formation
of ‘lobe-like’ geometrical shapes in the iso-frequency contours, was observed (this is not
restricted to rhombic geometries). These ‘lobes’ reduce in size as frequency is increased
until the limit case that consists of only two points in k-space. At this point, the group
velocity is free to point in any direction whereas the phase velocity is restricted to
pointing in only two opposite directions. However, since the group velocity is zero at
these points, we instead observe the case as we tend towards this situation where, this
geometry provides a way to have a radial power distribution with highly collimated
phase fronts.
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Chapter 7
Coupled Microwave
Surface-Waves
7.1 Introduction
Coupled surface waves can be supported on a class of metasurfaces that are thin with
respect to the wavelength of incident electromagnetic radiation. In this chapter, a
series of these ‘metafilms’ such as those consisting of ‘dumbbell,’ complementary split-
ring-resonator (CSRR) arrays and other modified hole arrays are electromagnetically
characterised through experiments. A striking beaming phenomenon is observed in
these experiments and is shown to be a direct consequence of in-plane anisotropy asso-
ciated with the surface eigenmodes.
In the present work, the ‘mushroom’ geometry that is studied extensively in this
thesis (see section 2.5.2) is modified to form a metallic ‘dumbbell’ array. As will be
shown, this geometry supports a pair of coupled transverse-electric (TE) surface modes
(a symmetric–anti-symmetric pair), but only one coupled transverse-magnetic (TM)
surface mode. By stacking these ‘dumbbell’ arrays to form a bi-layer, the geometri-
cal limitation that prevents the anticipated second TM surface mode from forming is
removed. This is verified through experiments.
Using the metafilm fabrication method outlined in section 3.3, a series of 68 µm
thick designs consisting of CSRR arrays and hole arrays are fabricated and subsequently
investigated through experiments. In all of these geometries, the TM surface eigen-
modes are shown to become highly anisotropic, with strongly distorted iso-frequency
contours in k-space. When these metafilms are excited from a point source at such
frequencies, the observed surface-wave excitation-pattern includes beams, the number
of which is determined by the symmetry of the metafilm.
Two surface-wave Luneburg lenses of different radii are designed and positioned
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such that they touch at a single point. Surface waves with planar wave-fronts that are
incident upon this device are subsequently focussed to this point. The width of the
resulting transmitted beam can be controlled by modifying the ratio of the radii of the
two lenses and so this device can be either a beam expander or contractor for surface
waves. The fabricated device is characterised through experiments.
7.2 Background
As explained in section 2.3, surface-plasmon-polaritons (SPPs) can be supported by
thin metallic films [44, 46, 158, 159] at optical frequencies. The coupling together of
SPPs confined to each interface results in two configurations of surface waves forming
with different charge symmetries (coupled surface-plasmon-polaritons, CSPPs). These
CSPPs have been discussed in the literature [21] and can be identified by inspecting
their dispersion curves (shown in figure 2.7). One way of characterising these modes is
by inspecting the charge distributions on the outer faces of the film. Hence, the mode
that is symmetric-in-charge (simply termed ‘symmetric’) disperses away from the light
line at low frequencies before slowly approaching the surface-plasma-frequency of the
metal. The anti-symmetric-in-charge mode (simply termed ‘anti-symmetric’) remains
on the light line up to a higher frequency, before dispersing away from the light line
much more sharply. Typically, the dispersion curve for the ‘anti-symmetric’ mode
has a maximum, beyond which the mode approaches the surface-plasma-frequency
[48, 160] with negative dispersion [78] (see chapters 5 and 6). For large k values, the
dispersion curves for both the ‘symmetric’ and the ‘anti-symmetric’ modes approach
the surface-plasma-frequency because the confinement to each interface becomes so
tight that even the thin metal film has a thickness that is much larger than the decay
length of the SPP into the film. In this regime, the two interfaces can be considered
isolated from each other, and so the two coupled surface-mode dispersion curves become
degenerate [36].
In recent years there has been much interest in the development of metafilms that
allow for the tight confinement of (the otherwise loosely confined) coupled surface waves
at microwave frequencies. Structures that have been investigated include a variation
on the Pendry hole array geometry [2, 92], a thin corrugated strip [161–163] and its
complementary structure [164, 165]. However, the form of their dispersion curves is
different from the CSPP dispersion curves seen at optical frequencies in that the prox-
imity of the Brillouin zone prevents the modes from approaching each other at large
k‖. This is true for the coupled surface modes described in sections 7.3 and 7.4, where
metafilms consisting of arrays of metallic ‘dumbbells’ are shown to support both cou-
pled TM and TE surface waves. In these experiments, the iso-frequency contours of
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the surface eigenmodes are measured using the technique outlined in section 3.5. Addi-
tionally, phase-sensitive measurements of the electric-field Ez of surface waves emitted
from a point source are recorded on both sides of a ‘dumbbell’ array bi-layer. The phase
difference between the measurements from either side of the array shows the different
charge configurations of the surface eigenmodes (see section 7.4).
In addition to metafilms consisting of metallic ‘dumbbell’ arrays, other geometrical
arrangements that represent variations on the Pendry hole array [2] are also investigated
in this chapter. These metafilms are fabricated using the method outlined in section
3.3 and so the structures are only t = 68 µm thick. As will be shown, the structuring
of these metafilms still allows the tight confinement of surface waves at microwave
frequencies, but since the metafilms are very thin, the anti-symmetric (in-charge) mode
seen in figure 2.7 in chapter 2 is not dispersive at microwave frequencies and has a
limiting frequency f0 →∞ since t→ 0 mm [166] (of course the plasma frequency fp,
will prevent this limit from being reached). Therefore, only a symmetric (in-charge)
coupled surface mode is observed in the experiments performed using these ultra-thin
patterned metafilms, which are presented in section 7.5.
The investigations into these ultra-thin metafilms can be separated into two cate-
gories: the first is presented in section 7.5.1 and is where the symmetric surface mode
is inherently anisotropic, i.e. anisotropic even in the absence of Bragg scattering, e.g.
for a square array of complementary split-ring-resonators (CSRRs). The second is
presented is section 7.5.2 and is where the symmetric mode can be anisotropic, but
only as a consequence of Bragg scattering (as the iso-frequency contours approach the
edge of the Brillouin zone). Patterns that fall into this category include variations of
square and hexagonal Pendry hole arrays (termed ‘modified hole arrays’) or an array
of ‘snowflake’ holes that perforate the planar metal film.
Any in-plane anisotropy associated with a surface eigenmode will result in the mod-
ification of the surface-wave excitation-pattern of a point source. Specifically, if there
are any linear regions of the iso-frequency contours, this modification will result in the
excitation of surface-wave beams [39, 65, 167], the number and direction of which are
determined by the number and position of these linear regions in k-space. As discussed
in section 7.5.1, a perfectly linear iso-frequency contour that describes any surface mode
will restrict the group velocity of that surface mode to point along a single direction.
Hence, so too will the power flow (see section 2.5.1). This results in the excitation of
surface waves that are self-collimated [64], and so cannot spread because the surface
eigenmodes that would allow for the beam to spread do not exist. This phenomenon
has recently been observed for ‘spoof’ SPPs [30, 87], but not those supported by an
ultra-thin metafilm. In section 7.5, measurements of the surface eigenmodes supported
by square CSRR arrays and both square and hexagonal modified hole arrays are pre-
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sented in addition to measured instantaneous electric field maps that showcase this
beaming phenomenon.
A key objective of the metafilms in the second category discussed above, is to design
an adjustable metafilm structure that can be used to create a graded-index (GRIN)
lens using an ultra-thin metafilm. In section 7.5.2.3 of this chapter, it is shown that the
mode index of the TM symmetric surface mode supported by an ultra-thin metafilm
consisting of a ‘snowflake’ hole array, can be altered by varying the geometry of each
unit cell. This allows for the design of a beam expander/contractor that comprises
of two Luneburg lenses of different radius. Although combining Luneburg lenses to
manipulate radiation is not a new concept [168], the novelty of this work is that the
device is designed on an ultra-thin metafilm with a thickness of 1/116th of the free-space
operating wavelength (at 38 GHz) and that the fabrication of the device is simple.
An experimental characterisation of this device is presented, with the measurement
consisting of an instantaneous electric field map of surface waves propagating through
the device when excited from a point source located at the focus between the two
Luneburg lenses.
7.3 ‘Dumbbell’ Arrays
td
x
z
tm
‘Mushroom’ ‘Dumbbell’
Figure 7.1: Schematics comparing the cross-sections of a ‘mushroom’ unit cell and
a ‘dumbbell’ unit cell, where the dielectric layer in the ‘dumbbell’ unit cell is twice as
thick as that for the ‘mushroom’ unit cell, i.e. td = 2tm.
The ‘mushroom’ array studied in chapter 5 can readily be modified to support
coupled surface waves by removing the ground plane and joining two ‘mushrooms’
together to form a metallic ‘dumbbell’ array [169, 170], as shown by figure 7.1. The
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Figure 7.2: A schematic of a ‘dumbbell’ array arranged in a square lattice of pitch
λg = 1.6 mm. This metafilm consists of an array of square metallic patches of side
length a = 1.3 mm separated from a second, identical array of square metallic patches
by a td = 1.575 mm thick dielectric layer (εr = 2.22 + 0.002i). Each patch is electri-
cally connected to the equivalent patch on the opposite side of the dielectric layer
through a hollow, conducting pin of radius rp = 0.15 mm.
ground plane in the ‘mushroom’ geometry can be considered to be a mirror, where
all structuring above this mirror is reflected, to form the ‘dumbbell’ geometry (an
inspection of the surface eigenmodes confirms this and will be completed shortly). A
3D schematic showing the exact dimensions of the ‘dumbbell’ array studied in this
chapter is given in figure 7.2, where the ‘dumbbell’ array is twice as thick as the
‘mushroom’ array, but with all other dimensions (with the negligible exception of the
metal thickness) equal to that of the ‘mushroom’ geometry studied in chapter 5 (shown
in figure 5.2).
The predicted [63] dispersion curves of the non-radiative surface eigenmodes sup-
ported by a ‘mushroom’ array are compared to those supported by a ‘dumbbell’ array,
as shown by figure 7.3. In agreement with Hibbins et al. [79], the ‘mushroom’ geometry
(dots) is found to support only a single TM (blue) and a single TE (red) mode. The
‘dumbbell’ array (lines) can support both of these modes in addition to an extra TE
mode, the latter facilitated by the removal of the boundary condition (zero transverse
electric field) that the ground plane imposes. Higher order modes are also shown, which
represent quantisations within the thickness of the structure, but these are not studied
in this research and presented simply for completeness. From the observation that the
dispersion curves for the modes common to each structure are equal, it is clear that
the two geometries can be considered somewhat equivalent. This is because the ground
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plane acts as a mirror causing the charges oscillating in the surface waves on the single
interface that the ‘mushroom’ geometry possesses to interact with their mirror image,
imitating the coupled surface-wave oscillation observed on the ‘dumbbell’ array.
The predictions of the electric (or magnetic magnetic) field distributions for these
modes are shown in figures 7.4 and 7.5, for the TM and TE modes respectively. All
of the plots show the time-averaged magnitude of the electric (or magnetic) field on
the colour scale, whilst the arrows represent the normalised direction of the electric
(or magnetic) field magnitude at the point of maximum field enhancement; the plots
correspond to the surface-mode solutions for k‖ = kg/2, i.e. at the X point.
Γ X
0
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60
75
Dots = ‘Mushroom’
Lines = ‘Dumbbell’
k‖
f
[G
H
z]
TM
TE: ‘symmetric’
TE: ‘anti-symmetric’
‘Higher-order’ modes
Figure 7.3: A comparison between the surface eigenmodes (calculated from a nu-
merical model) supported by a ‘dumbbell’ array and a ‘mushroom’ array where the
dielectric layer within the ‘dumbbell’ array is twice as thick as that in the ‘mushroom’
array. See figures 5.2 and 7.2 for the exact dimensions of the two geometries. The
extra TE mode that is supported by the ‘dumbbell’ metafilm is the symmetric (in-
charge) mode, which can also be characterised as the symmetric-in-Ey configuration.
Higher order modes (grey lines) are also present for the ‘dumbbell’ array (these are
not studied in detail, but labelled for completeness).
In both the ‘mushroom’ and ‘dumbbell’ arrays only a single TM surface mode is
supported. Both the electric and magnetic field profiles for this surface mode at the
X point are shown in figure 7.4, which also includes a schematic showing the charge
distribution for this surface mode; this mode is characterised as anti-symmetric (in
charge). From these plots, it is clear that each patch is either charged positively or
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negatively depending on the exact point in the phase cycle. Since the patches on each
individual ‘dumbbell’ have opposite charge, a current flows between them, through the
pin, creating a magnetic field that loops around the pin. The complete current (I)
loop is shown by the black lines on the charge distribution plot, where a displacement
current I ′ is also shown between neighbouring patches. In contrast, a requirement for a
symmetric-in-charge TM surface mode is that a current flows down the pin from both
patches at the same time, causing looping magnetic fields to reverse direction within
the metafilm. Since a current cannot flow in opposite directions within the pin at any
one time, a symmetric mode cannot be supported by the ‘dumbbell’ array metafilm.
As will be shown in section 7.4, by forming a bi-layer of such ‘dumbbell’ arrays this
limitation can be overcome to an extent, enabling the observation of two coupled TM
surface modes.
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Figure 7.4: The electric field and magnetic field profiles and the charge distribution
for the anti-symmetric (in charge) TM surface mode supported by the ‘dumbbell’
geometry (figure 7.2). The magnetic-field plot is taken from a plane directly between
two ‘dumbbells.’ The plots correspond to the eigenmodes of a surface wave with an
in-plane wavevector that is defined by the X point in k-space. The colour scale shows
the time-averaged electric (or magnetic) field magnitude and the arrows represent the
direction of the electric (or magnetic) field at the temporal phase of maximum field
enhancement. The current (I) loop that forms between two neighbouring ‘dumbbells’
is shown by the black arrows with the displacement currents labelled as I ′.
The electric field profiles for the TE surface eigenmodes supported by the ‘dumbbell’
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Figure 7.5: A comparison between the modelled electric field profiles for the two
different coupled TE surface modes supported by the ‘dumbbell’ geometry (figure 7.2),
where the symmetry corresponds to the charge configuration on the outer faces of the
metafilm. The plots correspond to the eigenmodes of a surface wave at the X point.
The colour scale shows the time-averaged electric field magnitude and the arrows
represent the direction of the electric field at the point of maximum field enhancement.
metafilm at the X point in k-space are shown in figure 7.5. The TE surface modes
are characterised as either symmetric and anti-symmetric with respect to their charge
distribution on the outer faces. The anti-symmetric surface mode can be supported
by both the ‘dumbbell’ and ‘mushroom’ geometries whereas the symmetric surface
mode can only be supported by the ‘dumbbell’ geometry. As can be seen in figure
7.5(a), the symmetric surface mode requires a maximum in the transverse electric
field at the centre of the dielectric layer, precisely where the ground plane dictates a
requirement of zero transverse electric field within the ‘mushroom’ geometry. Hence,
the ground plane prevents the formation of this surface mode. In comparison (see figure
7.5(b)), the anti-symmetric mode has zero electric field at this point and so the presence
of the ground plane does not prevent the mode from forming. As a consequence,
the anti-symmetric surface mode is common to both the ‘mushroom’ metasurface and
the ‘dumbbell’ metafilm, while the symmetric surface mode is only supported by the
‘dumbbell’ metafilm.
By positioning a pin antenna (see section 3.4), which acts as a near-field source,
just above the ‘dumbbell’ array and oriented normal to its surface the excitation of TM
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Figure 7.6: Measurements of the instantaneous electric field (a) of surface waves
emitted from a centrally located near-field pin antenna point source (see section 3.4)
placed above a ‘dumbbell array’ (see figure 7.2) allow the iso-frequency contours (b)
to be derived. The signal-to-noise ratio of the FFT is improved by taking the average
of the eight equivalent points for every unique point within an octant defined by the
points of high symmetry. The iso-frequency contours can be compared to those shown
in figure 5.16 for the ‘mushroom’ array, where the discrepancy in frequency is due to
the patches on the ‘mushroom’ array being fabricated as ∼ 15 µm smaller than those
of the ‘dumbbell’ array.
surface waves is achieved (a different antenna has to be used for the excitation of TE
surface modes, which is discussed in due course). An identical antenna is used to detect
the surface waves emitted from the source antenna and is positioned on the opposite
side of the metafilm. This positioning of antennas on opposite sides of the metafilm
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is advantageous experimentally since it minimises any direct transmission between the
two antennas. Using the method outlined in section 3.5, the instantaneous electric field
emitted from a point source is measured to allow for the iso-frequency contours to be
probed. The results of this experiment are shown in figure 7.6, where both the measured
instantaneous electric field maps and the corresponding FFTs are presented for two
frequencies, 22.5 GHz and 24.2 GHz (these frequencies are chosen because they offer a
nice contrast between the surface mode with isotropy and anisotropy that is induced by
Bragg scattering). The FFTs clearly show peaks in Fourier amplitude beyond the light
circle that correspond to the surface eigenmodes. These plots can be compared to the
measurements taken on the square ‘mushroom’ array that is investigated in chapter 5
(figures 5.15 and 5.16) and although there is a slight frequency shift (due to the slightly
smaller fabricated dimensions of the patches on the ‘mushroom’ array), the trends in
the evolution of the modes in k-space are in almost perfect agreement.
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Figure 7.7: The measured dispersion curve for the TM surface mode supported
by the ‘dumbbell’ array (colour scale), compared to the predictions from numerical
simulations (crosses). The two white dashed lines correspond to the frequencies of
22.5 GHz and 24.2 GHz for which the measurements are presented in figure 7.6.
As discussed in section 3.5, these measured iso-frequency contours can be replotted
in the format of a dispersion curve and this is shown in figure 7.7 for the TM surface
mode supported by the ‘dumbbell’ array. The experimental measurement is shown
by the colour scale and the model is represented by the crosses. Excellent agreement
between the two is observed. This dispersion plot can be compared to that shown in
figure 5.17 of chapter 5 for the equivalent ‘mushroom’ structure, where there is a small
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frequency shift between the two measurements that otherwise agree very well.
The near-field pin antennas used in all experiments so far are optimised to max-
imise the detection of any Ez signal. Since the TE modes that are supported by the
‘dumbbell’ array do not possess this component of the electric field, they cannot be
efficiently excited or detected by such an antenna. As explained in section 3.4 (see
figure 3.7), a loop antenna [171] with an inner diameter of ld ∼ 2 mm is used to achieve
TE surface-wave excitation, with an overlap of Hz magnetic field components. Note
however, that this loop antenna will not just detect Hz field components, but also Ez
field components (again, refer to section 3.4).
Using these loop antennas, a combination of TE and TM surface-wave excitation
and detection is achieved on a ‘dumbbell’ array and this allows for the measurement of
an instantaneous ‘field’ (a combination of Hz and Ez) map of surface waves that are
emitted from a centrally located loop antenna. These ‘field’ maps are shown in figure
7.8, with the corresponding 2D FFTs shown in figure 7.9. Despite the directional nature
of the antennas leading to the field maps appearing very noisy, taking the mean over all
equivalent octants in the measured iso-frequency contours allows for the signal-to-noise
ratio to be improved significantly. Peaks in these spectra are clearly observed in the
non-radiative regime and by comparing the dispersion of these peaks along the Γ to
X direction, to the TE dispersion curves in figure 7.3, it becomes clear that the peaks
correspond to the symmetric–anti-symmetric pair of TE surface modes. Therefore, the
distribution of these peaks corresponds to the iso-frequency contours for the TE surface
modes and the evolution of these from concentric rings to very band-split (anisotropic)
entities is clear.
In the 60 GHz 2D FFT, both detected TE modes have large sections of the iso-
frequency contours that are linear whilst the anti-symmetric mode has a much greater
measured magnitude. As observed in the measurements taken on the rectangular ‘mush-
room’ array shown in chapter 6, these flattened regions lead to the observation of
surface-wave beams, which, in this case, are largely made-up of surface waves that cor-
respond to the the anti-symmetric (in charge) mode. However, since the loop antenna
is somewhat directional, one beam is missing; fortunately, this does not affect the iso-
frequency contour measurement due to the data processing (octant averaging). This
beaming phenomenon is explained in more detail in section 7.5.
In all of these 2D FFTs, the data is shown only within the first Brillouin zone to
improve the clarity of the diagrams. For completeness, this data is presented to its full
extent in figure 7.10 for frequencies of 55 GHz and 65 GHz. In these plots, the dashed
white line represents the outline of the first Brillouin zone, which contains the data
plotted in figures 7.9(f) and 7.9(h). In these plots, Bragg scattered modes can be seen
in all directions where as expected, the magnitude of each falls with increased k‖ from
151
7. Coupled Microwave Surface-Waves
30 GHz
(a)
35 GHz
(b)
40 GHz
(c)
45 GHz
(d)
50 GHz
(e)
55 GHz
(f)
60 GHz
(g)
−100 −50 0 50 100−100
−50
0
50
100
x [mm]
y
[m
m
]
65 GHz
−1.0
−0.5
0.0
0.5
1.0
In
st
an
ta
n
eo
u
s
‘F
ie
ld
’
[A
rb
.]
(h)
Figure 7.8: The measured instantaneous ‘field’ (a combination of both electric and
magnetic fields) profile of surface waves emitted from a centrally located ‘loop’ antenna,
where the loop is oriented parallel to the surface of the ‘dumbbell’ array geometry that
is shown in figure 7.2.
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Figure 7.9: The 2D FFTs that correspond to the measured instantaneous ‘field’ (a
mixture of electric and magnetic) profiles shown in figure 7.8 are presented. The sym-
metric (in charge) and anti-symmetric (in charge) TE surface eigenmodes shown to be
supported by the ‘dumbbell’ array in the numerical model (figure 7.3) are clearly ob-
served as peaks in Fourier amplitude that disperse with frequency in the non-radiative
regime (these compare favourably to a model in the form of a dispersion curve in
figure 7.11). Note that all plots except for the 60 GHz measurement are shown on the
same relative scale; the 60 GHz measurement has a very large signal at the Γ point
(possibly a consequence of the antenna resonating) and so is shown on a scale that
has a maximum value that is 3× smaller.
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Figure 7.10: All of the 2D FFTs that are given in figure 7.9 have data that exists be-
yond the first Brillouin zone, that is not shown to improve the clarity of the diagrams.
However, for completeness, the full extent of the FFTs is presented for frequencies of
55 GHz and 65 GHz. The outline of the first Brillouin zone is shown by the dashed
white line.
the Γ point in k-space. The contours that represent the modes become centred on the
corners of the Brillouin zones as they become band-split and this is observed for both
TE modes. There is also a scattered signal close to the scattered light circles, indicating
that higher order modes (see the grey lines in figure 7.3) are also being measured. Note
that this signal is not direct transmission between the source and detector because it
possesses the periodicity of the reciprocal lattice.
As with the data measured using the near-field pin antennas, the FFTs can be
replotted in the form of a dispersion diagram. This is presented in figure 7.11, where
the measured data is shown by the colour scale and the predicted location of the TE
modes from numerical simulations (as given by the red lines in figure 7.3), is shown
by the crosses, where there is good agreement between the two. The gradual decrease
in the measured Fourier amplitude demonstrates that the probes are more sensitive at
lower frequencies. For this reason, the measurement is truncated at 30 GHz. Two weak
signals (labelled A) can be seen in the Γ to X direction that disperse between 60 GHz
and 70 GHz. These signals represent higher-order modes (see the grey lines in figure
7.3) and correspond to both a TM mode and a TE mode.
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Figure 7.11: The measured dispersion curves (colour scale) showing the TE modes
of both symmetry that are supported by the ‘dumbbell’ array geometry that is shown
in figure 7.2, compared to the predictions from numerical simulations (crosses). The
scale is saturated (a log scale does not significantly improve this) at low frequencies
(≤ 40 GHz) to allow for the very weak signals at high frequencies (≥ 55 GHz) to be
made visible.
7.4 ‘Dumbbell’ Array Bi-layer
A bi-layer that consists of two ‘dumbbell’ array metafilms (see figure 7.2) can be ar-
ranged with a small air gap of size g, as shown by figure 7.12. When creating such an
arrangement with no air gap (g = 0.0 mm), it is postulated that the magnetic field
loops around the pin are permitted to reverse direction within the entire metafilm, fa-
cilitating the existence of an extra TM surface mode. The current loops (black arrows)
and charge distributions for the anticipated modes are shown in figure 7.12. Since these
modes represent the anti-symmetric (in charge) modes on the two individual ‘dumb-
bell’ arrays coupling either in-phase or out-of-phase, they should more correctly be
termed the ‘anti-symmetric–symmetric’ and ‘anti-symmetric–anti-symmetric’ modes.
Since this terminology will lead to confusion, they will be labelled the ‘anti-symmetric’
and ‘symmetric’ modes with this terminology referring to the charge symmetry on the
outer layers.
The electric field profiles of the TM surface eigenmodes that can be supported by
this bi-layer are shown in figures 7.13 (g = 0.0 mm) and 7.14 (g = 0.5 mm), where these
plots are obtained from numerical simulations. The models confirm the postulation
presented in figure 7.12 that an extra TM surface mode can be supported. These
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Figure 7.12: A schematic showing how arrays of ‘dumbbells’ that are shown in figure
7.2 are arranged to form a bi-layer, with a small air gap of size g between the two layers.
It is postulated that two TM modes will be supported, with the charge distributions
and current I loops shown (the displacement currents between neighbouring patches
are given as I ′). The modes are labelled as ‘symmetric’ and ‘anti-symmetric’ modes
with respect to the charge symmetry on the outer faces of the bi-layer.
predicted electric field distributions are for surface waves with an in-plane wavevector
defined at the X point in k-space.
In figure 7.13, it is clear that the two modes correspond to surface modes with
different symmetries, with plot (a) representing the anti-symmetric mode and, plot
(b) representing the symmetric mode when g = 0.0 mm. The most striking difference
between these two field profiles is that for the anti-symmetric mode, there is zero electric
field where the patches touch within the structure, and for the symmetric mode there
is a large build-up of charge present. This is because these surface modes represent the
anti-symmetric surface mode supported by a single ‘dumbbell’ array oscillating either
in-phase or out-of-phase with its counter-part on the second ‘dumbbell’ metafilm. Hence
the charges on the inner patches cancel when they are of opposite sign and add when
they have the same sign. This interpretation is supported by the fact that the intensity
of the field is much greater on the inner patches than on the outer patches for the
symmetric mode.
The equivalent field plots for an a bi-layer that includes an air gap g = 0.5 mm
are shown in figure 7.14. The small air gap prevents the charges from cancelling on
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Figure 7.13: The electric field profile for the TM surface modes supported by the
‘dumbbell’ bi-layer geometry that is shown in figure 7.12, arranged with no air gap
(g = 0.0 mm). The plots correspond to the eigenmodes of surface waves with an in-
plane wavevector that is defined by the X point in k-space. The colour scale shows
the time-averaged electric field magnitude and the arrows represent the direction of
the electric field at the point of maximum field enhancement.
the inner patches for the anti-symmetric mode, with the electric field profile in this
region resembling that of a parallel plate capacitor (due to the cancellation of the x
components of the electric field). In this region, the symmetric mode sees a cancellation
of the z-components of the electric field, where the magnitude of the time-averaged
electric field appears reduced compared to when the inner patches were joined. As the
air gap g is widened, this reduction continues until the magnitudes of the electric field
are equal on all four patches within each unit cell.
The predicted dispersion curves of these TM surface eigenmodes supported by the
‘dumbbell’ bi-layer (each ‘dumbbell’ has a dielectric layer that is td = 1.58 mm thick)
geometry as calculated from numerical simulations are shown in figure 7.15 for different
sizes of air gap g. The grey line represents the dispersion curve of the (anti-symmetric)
TM surface mode supported by a single ‘dumbbell’ array metafilm and the coloured
lines represent the modes supported by the ‘dumbbell’ array bi-layer. The solid coloured
lines represent the anti-symmetric modes, and the dashed lines show the symmetric
modes. The dispersion curve for the anti-symmetric mode for g = 0.0 mm (solid red
line) is equivalent to the dispersion curve for the sole TM surface mode supported by
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Figure 7.14: The electric field profile for the TM surface modes supported by the
‘dumbbell’ bi-layer geometry that is shown in figure 7.12, arranged with an air gap
of size g = 0.5 mm. The plots correspond to the eigenmodes of surface waves with an
in-plane wavevector that is defined by the X point in k-space. The colour scale shows
the time-averaged electric field magnitude and the arrows represent the direction of
the electric field at the point of maximum field enhancement.
a single ‘dumbbell’ metafilm (with a dielectric layer thickness of 2td). This is because,
as shown by the electric field profile displayed in figure 7.13(a), there is no electric
field present in the proximity of the inner patches for this surface eigenmode, and so
the exact geometry of these patches has little bearing on this mode (the additional
thickness of the central metal patches and the small air gaps are negligible). However
as initially postulated, it is these central patches holding charge that allows currents to
flow in the pin simultaneously inwards from both outer patches to the central patch (or
outwards, vice versa). Hence, a surface-mode solution exists on a ‘dumbbell’ bi-layer
where like charges are present on both outer patches; this is the symmetric mode.
It should however be noted that although the two TM surface modes supported by
the bi-layer have opposite symmetry in terms of charges on the outer interfaces of the bi-
layer, these surface modes are not entirely analogous to a conventional symmetric–anti-
symmetric pair of CSPPs. This is because the symmetric CSPP disperses at low fre-
quencies whereas the anti-symmetric CSPP disperses at higher frequencies, which is
opposite to what is observed here. This is a consequence of the large electric field
between the layers for the symmetric mode supported by this bi-layer, which is a con-
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Figure 7.15: The dispersion curves for the TM surface eigenmodes supported by
the ‘dumbbell’ bi-layer that is shown in figure 7.12 for various different sizes of air
gap g. The anti-symmetric (in charge) mode is shown by the solid coloured lines and
the symmetric mode is shown by the dashed coloured lines. The TM surface mode
supported by a single ‘dumbbell’ metafilm is shown by the grey line.
sequence of the origin of the mode: the anti-symmetric modes supported by two closely
spaced ‘dumbbell’ arrays oscillating in phase. Hence, although the symmetry of this
mode matches the description of a symmetric CSPP, pair of modes supported by the
bi-layer are not analogues of CSPPs.
In order to verify the existence of these symmetric and anti-symmetric surface
modes, two ‘dumbbell’ arrays with geometrical dimensions as given in figure 7.2 are
arranged into a bi-layer as shown in figure 7.12, where g is intended to be as small as
possible (g ∼ 150 µm). A near-field pin antenna is used to excite surface waves from a
point on one side of the arrangement (positive z), with the detection of surface waves
made with an identical antenna on the opposite side. Measurements of both electric
field magnitude and phase allow the instantaneous electric field profile of the detected
surface waves to be derived, with the measurements taken in the xz plane. In order
to allow for the measurements to be made on both sides of the sample, the detector
antenna is attached to a bespoke holder that can be rotated by 180◦ around the y−axis;
this ensures that the scans on both sides of the metafilm are aligned. An important
experimental detail is that since the probe is rotated by 180◦, an extra phase change
of pi is introduced between the two scans; this is corrected for in figure 7.16.
The measurements shown in figure 7.16 reveal the phase difference between the
surface waves that are propagating on both sides of a ‘dumbbell’ bi-layer. In the
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Figure 7.16: The instantaneous Ez-field of surface waves emitted from a point source
(located on the positive z side of the metafilm) is measured on both sides of the
‘dumbbell’ metafilm (solid black region). The phase difference between the surface
waves on each side of the metafilm for both the anti-symmetric (a, b) and symmetric
(c, d) surface modes supported by a ‘dumbbell’ array bi-layer is clear (see figure 7.12)
where, g ∼ 0.15 mm.
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Figure 7.17: The dispersion curve for the ‘dumbbell’ array bi-layer (the air gap is
intended to be as small as possible, g ∼ 0.15 mm) is measured (grey scale) along the
x direction (the Γ to X direction in k-space) using the 1D FFT method outlined in
section 3.5.1. In order to see all signals present in this measurement, the measured
Fourier spectra for each frequency are individually normalised; this is responsible for
the artefacts (i.e. the sharp background change in Fourier amplitude) at ∼ 20 GHz and
∼ 27 GHz). The red line represents the light line and the dots show the predictions
from a numerical model for the dispersion curves of the TE modes (red) and the TM
modes (blue).
experiment it is assumed that only the z-component of the electric field that is measured
by the antennas and so it is useful to first inspect the modelled field profiles shown in
figures 7.13 and 7.14 to predict these phase differences.
For the anti-symmetric mode Ez points in the same absolute direction either side
of the metafilm, whereas for the symmetric mode, Ez points in the opposite absolute
directions on either side of the metafilm. This is exactly what is observed in the ex-
periment, where at low frequencies, the measured signal for the anti-symmetric mode
is dominant (plots (a) and (b)) and so the measurements either side of the metafilm
are in-phase. In contrast, at higher frequencies, above the limiting frequency of the
anti-symmetric surface mode, the symmetric surface mode becomes the dominant mea-
sured signal (plots (c) and (d)) and this is signified with a measured phase difference
of pi between each side of the metafilm. In both cases, as each surface mode disperses
with increased frequency, the wavelength of the measured surface-wave signal is seen
to reduce and the confinement increases, which agrees with what is expected.
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As with the measurements shown in figure 7.16 the instantaneous electric field of
surface waves emitted from a near-field pin antenna point source (with an exposed
length of lp ∼ 200 µm, differing to the 2.5 mm used in all previously presented results;
unless otherwise stated) is recorded along a line radially away from the source that
is placed on the opposite side of the ‘dumbbell’ bi-layer metafilm. These shortened
antennas provide a greater excitation efficiency (qualitatively) for surface waves that
possess larger k-values. A 1D FFT is performed upon the measurement to determine
the wavevectors present in the measured signal, and the analysis is repeated for all
frequencies. The resolution of each wavevector spectrum is increased by systematically
truncating the sample length which allows the FFT to access different wavevectors
(see section 3.5.1), with the wavevector spectrum for each frequency also normalised
(each wavevector spectrum is scaled to ensure a maximum Fourier amplitude of unity).
The measured dispersion plot is shown in figure 7.17 (grey scale) and is compared
directly to the predictions from numerical simulations. It is clear that two TM surface
modes are detected in the measurement, as shown by the agreement to the modelled
dispersion curves (blue dots). It is however important to note that these modelled
dispersion curves are fitted to the data following a systematic investigation into air
gaps of different sizes, because the size of the air gap could not be directly measured.
In this measurement the region of the dispersion curve for the symmetric TM surface
mode with negative dispersion is not revealed. This is because as the mode becomes
anisotropic, this 1D analysis is no longer sufficient since k‖ may not be directed along
the propagation direction. Despite this, there is good agreement with the model for
all detected modes when g = 0.15 mm, including the TE modes (red dots) that are
only detected because the shortened antennas are sensitive to the electric field that is
parallel to the surface.
7.5 Printed Metafilms
So far in this chapter, only metafilms that have a thickness that is a similar size to
the wavelength have been investigated. An alternative to the often expensive and time
consuming manufacture of printed circuit board (PCB) samples is the lithographic
method of sample fabrication that is outlined in section 3.3. This method has been
developed by Ph.D. student Ben Tremain and allows ultra-thin samples to be fabricated
very quickly and cheaply. The metafilms discussed in the remainder of this chapter are
all fabricated using this method. As a consequence, although coupled surface modes
are supported by all of these ultra-thin metafilms, only one of the two modes (see figure
2.7 in chapter 2) is seen to disperse in the frequency regime of interest; in the limit of
t→ 0, the anti-symmetric (in charge) TM surface mode is only seen to disperse from
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the light-line as f →∞. Hence, the only coupled TM surface mode that is observed in
the experiments with these metafilms is the symmetric (in-charge) surface mode. In
this section, the experiments were performed by Ben Woods, an undergraduate student
working on a summer internship under my supervision.
As mentioned in the introduction to this chapter, the research presented in this
section is split into two categories: the first is presented in section 7.5.1 and investi-
gates a complementary split-ring-resonator (CSRR) array that possesses an inherent
anisotropy not associated with the onset of Bragg scattering. The second is presented
in section 7.5.2, where the objective is to create an isotropic, tunable metafilm that
allows for the construction of a GRIN lens. In this section, the metafilms only support
surface modes with anisotropy as a consequence of Bragg scattering; the aim is there-
fore to work in the regime where this anisotropy is negligible, while still allowing for a
mode index contrast that is large enough to design a Luneburg lens (
√
2) by altering
the geometry of the metafilm.
7.5.1 Complementary Split-Ring-Resonator Arrays
dg
dw
λg
dm
g2
g1
x
y
z
Figure 7.18: A schematic of the CSRR geometry that is investigated in this chapter,
where the unit cell consists of two split ring holes that are etched into the 18 µm thick
copper layer that is clad to the 50 µm thick polyester layer, with this pattern arranged
in a square lattice of pitch λg = 2 mm. All other labelled geometrical parameters
(dg, dm, dw, g1, g2) are set to be 0.2 mm in size.
The first metafilm investigated in this section consists of a square array of comple-
mentary split-ring-resonators (CSRRs) [14]. A schematic of this metafilm is shown in
figure 7.18, which shows of two split ring holes that are rotated by 180◦ with respect
to each other within the square unit cell. A pitch of 2 mm is large enough to allow
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Figure 7.19: The modelled surface-mode dispersion curves supported by the CSRR
array shown in figure 7.18, where n and m represent the order of the mode for the two
families of quantisations (see figure 7.20).
for detailed features to be accurately constructed using the lithographic fabrication
method, where the tolerance is ∼ 100 µm. Hence, as shown in the schematic, all of the
key dimensions are set to the relatively large size of 0.2 mm.
The dispersion curves for the surface eigenmodes supported by this geometry (as
calculated from numerical simulations) are shown in figure 7.19. Five surface modes
are seen before the onset of diffraction and these surface modes correspond to different
quantisations within the cavity that each split ring presents. This is most clearly
visualised by observing the form of the electric field associated with the surface modes
(obtained from the same numerical simulations) and is shown in figure 7.20, where the
plots correspond to surface-wave in-plane wavevectors that are defined at the X point
in k-space. From these plots, it is clear that there are two distinct families of surface
mode supported by this metafilm.
The first family corresponds to quantisations within the large split-ring cavity (a
- c), where the small split-ring cavity slightly perturbs these quantisations. The low-
est order quantisation in the large split ring hole (n = 1) is shown in (a), where the
time-averaged electric field magnitude within this cavity resembles a ‘folded’ half wave-
length resonance. This becomes a full wavelength resonance (n = 2) in (b), and in plot
(c) this becomes a three half-wavelength resonance (n = 3). These field distributions
correspond to the blue, red and green dispersion curves shown in figure 7.19.
The second family of modes shown in figure 7.20 corresponds to quantisations within
164
7. Coupled Microwave Surface-Waves
(a) (b) (c)
(d) (e)
1.0
0.0
0.5
T
im
e-
A
v
er
ag
ed
M
ag
n
it
u
d
e
of
E
[A
rb
.]
x
y
Figure 7.20: The electric field distributions within the split ring holes are calculated
using numerical simulations for the supported surface eigenmodes at the X position
in k-space. The colour scale shows the time-averaged electric field magnitude and
the arrows represent the direction of the electric field at the phase of maximum field
enhancement. It is clear that a family of quantisations can be associated with the
large split ring hole (a - c) and a second family with the small split ring hole (d - e).
the small split ring cavity (d - e), where the large split ring cavity that slightly perturbs
these quantisations. The quantisations in the smaller split ring hole follow the same
pattern as those in the larger split ring hole. The time-averaged electric field magni-
tude resembles a ‘folded’ half wavelength resonance (m = 1) in (d) and a ‘folded’ full
wavelength resonance (m = 2) in (e), where the two modes correspond to the orange
and grey dispersion curves in figure 7.19.
The n = 1 mode supported by this metafilm is chosen for further investigation,
because it has the lowest limiting frequency of the supported modes. The dispersion
surface for this mode is shown in figure 7.21, where it is evident that the limiting
frequencies for this surface mode are noticeably different for surface-wave propagation
along the two orthogonal axes, x and y. Although the square lattice has four symmetry
planes, the meta-atom only has one. Due to time reversal symmetry (surface-wave
propagation in positive x and y cannot be resolved from wave propagation in negative
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Figure 7.21: The dispersion surface for lowest frequency surface mode supported by
the CSRR array shown in figure 7.18 (blue line), obtained from numerical simulations.
x and y, because all ‘frozen’ periodic structures must possess equivalent wavevectors
in opposite directions that form the standing waves associated with Bragg scattering),
the modes supported by this metafilm will possess rectangular symmetry.
The modelled iso-frequency contours are shown in figure 7.22 (red lines) and reveal
the highly anisotropic nature of this surface mode. When the mode is non-dispersive
(a), it sits on the light circle and remains relatively isotropic. However as the mode
starts to disperse away from the light circle, it becomes highly elliptical (b - c), which is
expected because the CSRR unit cell is not equivalent in the x and y directions. Since
this is a periodic array, the ellipticity of this mode causes band splitting to occur along
the Γ to Y direction before the Γ to X direction, creating two open contours within the
first Brillouin zone (d). These contours continue to disperse and, due to the proximity
of the Brillouin zone boundary along the Γ to X direction, begin to bend towards this
boundary to meet the requirement of zero group velocity along the x direction (e -
f). When the contour eventually does cross the Brillouin zone boundary in the Γ to
X direction, the mode resembles two semi-circular shapes that correspond to closed
contours, when the scattered modes are plotted (g). The area enclosed by this contour
gets smaller as frequency is increased (h), with further increases in frequency exceeding
the limiting frequency of this surface mode.
The iso-frequency contours are measured through experiments, using the method
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Figure 7.22: The iso-frequency contours for the lowest frequency surface mode sup-
ported by the CSRR array shown in figure 7.18, obtained from numerical simulations.
that is outlined in section 3.5, where the experimental arrangement is the same as used
in section 7.3 (i.e. source and detector on opposite sides). There is a weighting in the
measurement towards the lower half of the scan (negative y), because of a slight tilt
of the metafilm during the measurements. However, this will not affect the position of
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Figure 7.23: Measurements of the instantaneous electric field profile of surface waves
emitted from a centrally located point source placed above the CSRR array shown in
figure 7.18.
the measured iso-frequency contours, although there will be a slight variation in the
derived Fourier amplitudes.
The 2D FFTs allow the wavevector composition of the instantaneous electric field
maps to be revealed and these are shown in figure 7.24. Firstly, it is noted that there is
a frequency shift from the model (shown in figure 7.22) that is attributed to deviations
in the design due to fabrication tolerances. For example, the elliptical shape of the
measured iso-frequency contour for this surface mode at 17.5 GHz in figure 7.24(b), is
well replicated by the shape seen in the modelled iso-frequency contour at 18.5 GHz
(figure 7.22(c)).
The key result in this section is presented in figure 7.25. Recorded at a frequency of
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Figure 7.24: The corresponding 2D FFTs of the instantaneous electric field maps
shown in figure 7.23, where the peaks in the non-radiative regime correspond to the
iso-frequency contours of the surface eigenmodes (see figure 7.22) of the CSRR array
with dimensions as shown in figure 7.18. The signal-to-noise ratio of the FFT is
improved by taking the average of the four equivalent points for every unique point
within a quadrant defined by the symmetry planes.
19 GHz, the measurements indicate that two beams of surface waves are excited from
the point source as a consequence of the limitations imposed by surface-wave eigen-
modes. The 2D FFT plot demonstrates this, showing that the iso-frequency contours
are almost perfectly linear for this frequency, although the intensity in the Fourier
amplitude does fall significantly towards the Brillouin zone boundary. This could be
masking some curvature in the iso-frequency contours, as the model (figure 7.22) sug-
gests that there is some curvature in the contours close to the Brillouin zone boundary.
It is these flattened iso-frequency contours that provide the requirement for the
beaming phenomenon (a similar result was also presented in chapter 6 for the rect-
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Figure 7.25: A beaming phenomenon is observed in the measurements taken on the
CSRR metafilm at a frequency of 19 GHz. For completeness the time-averaged electric
field magnitude (a) and the phase (b) that are used to derive the instantaneous electric
field (c) map are shown. Two linear regions of the iso-frequency contours (d) lead to
the group velocity becoming collimated for a range of wavevectors (∼ phase velocity),
with the surface-wave excitation pattern of the point source significantly altered from
concentric circles and instead includes two surface-wave beams.
angular ‘mushroom’ array), which results in the self-collimation [64] of surface waves.
This is simply because the group velocity is restricted to point in (almost) a single
direction for a range of different wavevectors (phase velocities). The remainder of the
measured signal, i.e. that outside of the beams in the instantaneous electric field map,
corresponds to the anti-symmetric coupled surface mode that is non-dispersive (and
hence otherwise ignored) at these frequencies; this is also shown by the wavevector
spectrum (figure 7.25(d)), where peaks are observed around the circumference of the
light circle. There is also a small contribution from the dispersive surface mode, since
the beams are not perfectly collimated.
One can envisage a perfect point source (infinitely small, unlike the probes that
are used in the experiments) exciting an isotropic system that has two perfectly flat
iso-frequency contours. For this system, two infinitely thin surface-wave beams will
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be excited. Since it is a near-field pin antenna that provides an excitation of surface
waves in the measurement, it is the overlap of the electric fields of this antenna and the
available surface wave eigenstates that dictate the measured spatial flow pattern. This
overlap results in the source most efficiently exciting the regions of these iso-frequency
contours that possess aligned group and phase velocities. Super-imposed on top of this
is a strong wavevector sensitivity inherent to the antenna, whose wavevector compo-
nents diminish strongly with increasing frequency. Hence, in the measurement, there
is a peak at the centre of the linear region of the iso-frequency contours and it is this
efficient excitation of surface waves that leads to the beaming effect. It is therefore a
combination of the ‘footprint’ of the source probe on the sample surface and the slight
curvature of the iso-frequency contours that define the electric field overlap, and hence
the spatial flow pattern that gives these beams some width.
7.5.2 Other ‘Modified’ Hole Arrays
In this next section, three different patterned ultra-thin metafilms are investigated: a
square modified hole array (section 7.5.2.1), a hexagonal modified hole array (section
7.5.2.2) and a ‘snowflake’ hole array (section 7.5.2.3). The objective is to design a
structure that can support TM surface waves at microwave frequencies, where the
mode index at a single, arbitrary frequency can be tuned by a factor of
√
2 by altering
the geometry of the metafilm elements. The chosen structure will be used in the design
of a beam expander/contractor for surface waves, which itself consists of two Luneburg
lenses [80, 115–117] of different radii (a schematic is reserved for section 7.5.2.3, where
the device is designed and characterised). Since these graded-index (GRIN) lenses are
circularly symmetric, the surface mode supported by these geometries is required to be
isotropic.
Unlike the CSRR array discussed in the previous section, the Pendry hole array [2]
is a much simpler geometry that can be used to pattern a metafilm, which can easily be
modified to include metallic protrusions. As will be shown, the length of these metallic
protrusions can be altered to tune the limiting frequency of the symmetric-in-charge
TM surface mode and hence the mode index at a chosen frequency, while maintaining
much more isotropy than that offered by the surface mode supported by a CSRR array.
In this section, ‘modified’ hole arrays with both square and hexagonal symmetry are
investigated, with a ‘snowflake’ hole array geometry shown to provide the necessary
mode index contrast to form the surface-wave beam expander/contractor.
Although the modified hole arrays arranged in square and hexagonal lattices are
ultimately not used for the design of the GRIN device, the excitation of surface-wave
beams from a point source is observed on these metafilms. As with the CSRR array
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studied in section 7.5.1, it is linear regions of the iso-frequency contours of the TM
surface mode that facilitate this beaming. However, the anisotropy that these linear
regions represent is not due to any inherent anisotropy of the structure, but instead
simply a consequence of Bragg scattering.
7.5.2.1 Square ‘Modified’ Hole Array
wh
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z
Figure 7.26: A schematic of the modified hole array geometry that is arranged in a
square lattice, where the length of each metallic protrusion l is 0.6 mm. The geometry
investigated in this section has the following parameters: λg = 2.0 mm, wh = 0.3 mm,
wl = 0.3 mm.
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Figure 7.27: The TM surface mode supported by the square modified hole array
metafilm has a dispersion curve that possesses a lower limiting frequency when four
metallic protrusions of length l are present within the unit cell. These dispersion
curves are calculated using numerical simulations, and the dimensions of the metafilm
are shown in figure 7.26.
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A schematic of a modified hole array metafilm arranged in a square lattice is shown
in figure 7.26. This geometry can be considered to be a slightly altered version of the
well-known Pendry hole array that supports TM surface waves [2]. Such structures have
been modified to allow for microwave coupled surface waves to be investigated [92], al-
though not using ultra-thin films. There are two differences between Pendry’s geometry
and those investigated in this section: firstly, the structure is very thin (68 µm, which
is 1/110th of the free-space wavelength at the limiting frequency of ∼ 40 GHz, whereas
Pendry considered a semi-infinite structure) compared to a periodicity of 2 mm and
secondly, that it possesses metallic protrusions of length l.
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Figure 7.28: The measured instantaneous electric field maps for surface waves emit-
ted from a centrally located point source positioned above the square modified hole
array shown in figure 7.26, where l = 0.6 mm.
Dispersion curves for the TM surface mode supported by a metafilm consisting
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of the elements shown in figure 7.26 for l = 0.0 mm (red line) and l = 0.6 mm (blue
line) are shown in figure 7.27. It is evident that the metallic protrusions act to lower
the limiting frequency of the dispersion curve and they achieve this by introducing a
large ‘capacitance’ in the gap between opposite protrusions. This is useful since it is
favourable to work at lower frequencies (ideally close to 20 GHz), when performing
experiments (see section 3.4).
Γ X
M
30 GHz
(a)
Γ X
M
35 GHz
(b)
Γ X
M
40 GHz
0.0
0.2
0.4
0.6
0.8
1.0
F
ou
ri
er
A
m
p
li
tu
d
e
[A
rb
.]
(c)
Figure 7.29: The corresponding 2D FFTs of the instantaneous electric field maps
shown in figure 7.28, where the peaks in the non-radiative regime correspond to the
iso-frequency contours for the surface eigenmodes supported by the square modified
hole array shown in figure 7.26. In these plots, the signal-to-noise ratio is improved
by taking the average of the equivalent pixels in the eight octants that are defined by
the symmetry planes.
The characterisation of the square modified hole array metafilm for l = 0.6 mm is
completed using the iso-frequency contour measurement technique outlined in section
3.5. The measured instantaneous electric field of surface waves emitted from a centrally
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located near-field pin (antenna) point source is shown in figure 7.28. Although the
wave-fronts form concentric rings at 30 GHz, in-plane anisotropy is evident at both
35 GHz and 40 GHz (e.g. the white interference fringes).
The corresponding 2D FFTs shown in figure 7.29 demonstrate exactly this, where
peaks in Fourier amplitude within the non-radiative regime form a circle at 30 GHz,
before becoming slightly deformed at 35 GHz and then highly anisotropic at 40 GHz;
this is exactly the form expected with Bragg scattering (see figure 2.15 in section
2.5.1). There is also a strong signal close to the light circles in the plots at 35 GHz
and 40 GHz, which corresponds to a combination of direct transmission between the
source and detector and the anti-symmetric (in charge) coupled surface mode, which
is non-dispersive at these frequencies. This is also evident from the interference fringes
in the instantaneous electric field maps given in figure 7.28.
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Figure 7.30: A beaming phenomenon is observed in the instantaneous electric field
measurements (a) taken on the square modified hole array metafilm (see figure 7.26,
l = 0.6 mm) at a frequency of 37 GHz. Four linear regions of the iso-frequency contours
(b) lead to the group velocity becoming collimated for a range of wavevectors (∼ phase
velocity), with the excitation-pattern of the point source significantly altered to include
four surface-wave beams.
The key result for this section is shown in figure 7.30: as with the CSRR array (see
figure 7.25), the surface-wave excitation-pattern of the point source is modified to allow
for the excitation of surface-wave beams. However, unlike the CSRR array where two
beams are seen, in this case there are four beams. This is because the symmetry of
the square modified hole array meta-atom is equivalent to the symmetry of its square
lattice. This means that any anisotropy in the iso-frequency contour of the TM surface
mode that is induced by Bragg scattering leads to four linear regions as shown in figure
7.30(b). Through self-collimation [64], the excitation-pattern of the point source is
therefore almost limited to four surface-wave beams; ‘almost’ in that the contours are
not completely flat. The distribution of Fourier amplitude within these linear regions
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is similar to that seen on the CSRR array; there is a peak towards the centre. This
is exactly where the group and phase velocities of the surface mode are aligned, best
matching the excitation-pattern of the source. Additionally, there are four other points
where this condition is fulfilled, along the kx and ky axes (beams are not seen due to
these segments of the contours since the larger wavevectors are (qualitatively) excited
less efficiently). Peaks in Fourier amplitude in the iso-frequency contour reflect this,
supporting this explanation given for the excitation of these beams.
7.5.2.2 Hexagonal ‘Modified’ Hole Array
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Figure 7.31: A schematic of the modified hole array geometry arranged in a hexag-
onal lattice, that is investigated in this chapter. The geometry investigated in this
section has the following parameters: λg = 2.00 mm, wh = 0.15 mm, wl = 0.15 mm
and l = 0.60 mm.
Although the square modified hole array geometry presented in section 7.5.2.1
showed that the presence of metallic protrusions allows the mode index to be tuned, an
hexagonal equivalent is investigated as an alternative that will remain more isotropic
for a larger range of mode index. A schematic of such a structure that is arranged in a
hexagonal lattice is shown in figure 7.31. The dimensions are similar to those used for
the square modified hole array shown in figure 7.26, except the width of the metallic
features is thinner. This is for two reasons. Firstly it allows the hole to be slightly
larger, and secondly it allows the maximum length of the metallic protrusions to be
longer before they touch. Both of these optimisations lower the limiting frequency of
the dispersion curve for the surface mode, which is desirable for ease of experimentation.
As with the square modified hole array metafilm, the characterisation of the hexag-
onal modified hole array (dimensions shown in figure 7.31) is completed through ex-
periments using the iso-frequency contour measurement technique outlined in section
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Figure 7.32: Measurements of the instantaneous electric field profile of surface waves
emitted from a centrally located point source placed above the hexagonal modified hole
array geometry that is shown in figure 7.31.
3.5. The measured instantaneous electric field of surface waves emitted from a centrally
located near-field pin (antenna) point source is presented in figure 7.32. The plots for
30 GHz and 35 GHz show an almost perfectly isotropic response with slight undulations
in the measurement which are a consequence of several factors such as ripples in the
surface of the metafilm and an imperfect azimuthal invariance of the probes. However,
in the remaining field plots, there is a noticeable departure from this isotropy.
The corresponding 2D FFTs are shown in figure 7.33. In the plots for 30 GHz and
35 GHz, the peaks in Fourier amplitude beyond the light circle form almost perfect
circles. For the 40 GHz measurement, a slight deformation of this circle is evident,
although because of the hexagonal symmetry, this still remains a good approximation
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Figure 7.33: The corresponding 2D FFTs of the instantaneous electric field maps
shown in figure 7.32, where the peaks in the non-radiative regime correspond to the
iso-frequency contours for the surface eigenmodes supported by the hexagonal modified
hole array geometry shown in figure 7.31. The solid black lines represent the outlines
of the Brillouin zones.
to a circle. However, when the band splitting becomes so strong that the iso-frequency
contour becomes open (in the first Brillouin zone), even hexagonal symmetry cannot
ensure a good approximation to an isotropic system. This is evident in both the FFT
and the instantaneous electric field map for 45 GHz. However, since hexagonal sym-
metry provides the highest symmetry with a tileable structure in 2D, this isotropy is
the best that can be achieved, with the modified hole array geometry.
It should also be noted that the signal-to-noise ratio for this measurement is im-
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proved by taking the appropriate average of identical quadrants. While the first Bril-
louin zone does in fact have six identical segments, since a Cartesian grid is used in
the measurement, the only identical regions that are commensurate with this grid are
quadrants. This explains the apparent lack of perfect six-fold symmetry in the mea-
surements. Also, an artefact of the Fourier analysis can be seen in the plots shown in
figure 7.33. ‘Ghost’ images of the surface mode that appear to have been scattered by
a non-reciprocal-lattice vector appear in the measurements. The origin of this artefact
is explained in figure 3.15 in section 3.5 and arises because the scanned Cartesian coor-
dinate grid is not commensurate with the hexagonal lattice. This is unavoidable when
taking measurements on systems with non-Cartesian symmetry since a 2D FFT uses a
Cartesian grid, which can never be perfectly commensurate with the hexagonal lattice.
−1.0
−0.5
0.0
0.5
1.0
In
st
an
ta
n
eo
u
s
E
z
[A
rb
.]
(a)
Γ
M
K
0.0
0.2
0.4
0.6
0.8
1.0
F
ou
ri
er
A
m
p
li
tu
d
e
[A
rb
.]
(b)
Figure 7.34: A beaming phenomenon is observed in the instantaneous electric field
measurements (a) taken on the hexagonal modified hole array metafilm shown in figure
7.31 at a frequency of 41.5 GHz. Six linear regions of the iso-frequency contours (b)
lead to the group velocity becoming collimated for a range of wavevectors (∼ phase
velocity), with the excitation-pattern of the point source significantly altered to include
six surface-wave beams.
As with the square modified hole array metafilm, the hexagonal modified hole array
metafilm also possesses a frequency where the iso-frequency contour for the dispersive
TM surface eigenmode has linear regions. This is shown in figure 7.34, where six beams
can be seen in the instantaneous electric field map and these can be excited from a point
source since there are six linear regions that are observed in the iso-frequency contours.
The meta-atom has the same symmetry as the lattice, which is hexagonal, and so when
Bragg scattering causes band splitting to occur, these six linear regions appear as the
mode becomes deformed from perfectly isotropic. The remainder of the instantaneous
electric field map (i.e. outside of the six beams) can be attributed to a combination of
the following: the segments of the iso-frequency contour that join these linear regions
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together, the slight curvature of these linear regions, the anti-symmetric (in charge),
non-dispersive coupled surface mode and direct transmission between the source and
detector. However, the combined strength of all of these signals is still much less than
the strength of the beaming surface-wave signal.
7.5.2.3 ‘Snowflake’ Hole Arrays
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Figure 7.35: A schematic of the ‘snowflake’ hole array geometry. The introduction of
additional metallic protrusions defined by the angle φp, represent a small modification
from the hexagonal modified hole array geometry (dimensions shown in figure 7.31).
They allow for a greater range of tunable mode index than can be achieved by tuning
the length of the original metallic protrusion (defined as l in figure 7.26).
The unit cell that will constitute the metafilm from which the surface-wave beam
expander/contractor is designed is chosen to be an array of ‘snowflake’ holes, as shown
in the schematic in figure 7.35. This geometry is very similar to the modified hexagonal
hole array presented in section 7.5.2.2 of this chapter; it simply has an additional
metallic inclusion that is most easily defined by the angle φp (see figure 7.35). This
element is chosen for several reasons: firstly, because it has hexagonal symmetry and so
the iso-frequency contours of the dispersive TM surface eigenmode remain isotropic for
a larger range of mode indices than for a square lattice. Secondly, by varying φp, a mode
index range of
√
2 can be achieved (while maintaining isotropy), allowing the design
of the surface-wave beam expander/contractor. This could not be achieved simply by
altering the length of the original metallic protrusion (defined as l in figure 7.26) in the
hexagonal hole array that was studied in section 7.5.2.2.
In order to characterise the mode index for a range of frequencies when varying φp,
the dispersion curve of the TM surface mode supported by this metafilm is measured
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for a series of fabricated metafilms with different values of φp. This is completed by
measuring the instantaneous electric field emitted from a near-field pin (antenna) point
source in a Cartesian grid that consists of three parallel lines (along the x-axis) as a
quick characterisation method. Since the coordinate grid is a 2D matrix, a 2D FFT can
be performed to characterise the samples, removing an implicit assumption with 1D
FFTs: the alignment of the group and phase velocity. This represents a characterisation
method that is quick (since only three lines of a coordinate grid are scanned), yet still
uses a 2D FFT. It should also be noted that while this way of characterising the surface
modes supported by a sample is technically correct, in retrospect a simple 1D analysis
using the method outlined in section 3.5.1 would have sufficed.
Γ Γ′aKa K
k‖
10
40
20
30
φp = 0
◦
f
[G
H
z]
(a)
Γ Ka K
k‖
0.0
0.2
0.4
0.6
0.8
1.0
10
40
20
30
f
[G
H
z]
φp = 25
◦
F
ou
ri
er
A
m
p
li
tu
d
e
[A
rb
.]
(b)
Figure 7.36: A comparison between the measured dispersion curves (the measure-
ment was limited by the experimental facilities) for the surface eigenmodes supported
by ‘snowflake’ metafilms (see figure figure 7.35), where the size of the extra metallic
protrusions defined by the angle φp are altered. The remaining geometrical parameters
of the elements are equal to those used in the modified hexagonal hole array shown in
figure 7.31. An artefact of the measurement can be seen: the introduction of a false
periodicity, labelled by the points of high symmetry with a subscript of ‘a’ (see section
3.5). The red dotted lines that overlay the peaks in the grey scale represent the fits
(spline fits) to the measurement.
The measured dispersion curves for ‘snowflake’ metafilms defined with φp = 0
◦ and
φp = 25
◦ are shown by the grey scale in figure 7.36. The TM surface mode disperses
much more when φp = 0
◦ (hence it will have a lower limiting frequency) and this can
be understood by considering an increase of φp as reducing the size of the hole. Since
this geometry is derived from the Pendry hole array [2], reverting to it allows some
qualitative understanding for this effect to be gained. Since the Pendry hole array can
be interpreted as an array of waveguides with a cut-off frequency, reducing the size
of the holes will raise the cut-off frequency. This cut-off frequency corresponds to the
limiting frequency of the confined surface mode and so raising the cut-off frequency
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raises the limiting frequency of a confined surface mode. As the angle φp is increased,
the size of the ‘snowflake’ hole is reduced, which one might therefore envisage raises
the surface-mode limiting frequency.
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Figure 7.37: The mode index of the surface mode supported by the ‘snowflake’
metafilm shown in figure 7.35 is characterised through experiments as φp is varied.
From the fitted curves (red lines, overlaying the peaks in the grey scale) to the
dispersion measurements, such as those presented in figure 7.36, the mode index can
be derived for various frequencies. Results are shown in figure 7.37 for frequencies of
30 GHz (red dots), 34 GHz (green dots) and 38 GHz (blue dots). The noise on the
measurements is a consequence of the relatively low resolution provided by the 2D
FFT and is a limitation imposed by the small scan length of 250 mm. However, it is
clear that as φp is increased, the mode index of the surface mode is reduced. From this
plot, the Luneburg lenses that make-up the surface-wave beam expander/contractor are
designed according to the required mode index profile given by equation 4.2 in chapter
4 for a frequency of 38 GHz. The fabricated device consists of two Luneburg lenses that
touch at the focal position for surface waves with plane wave-fronts that are incident
upon either Luneburg lens, where R1 = 50 mm and R2 = 25 mm.
If surface waves with plane wave-fronts are incident upon the larger Luneburg lens,
the device will act as a beam contractor and if surface waves with plane wave-fronts
are incident upon the smaller Luneburg lens, the device will act as a beam expander.
The ray tracing [130] associated with this device is shown in figure 7.38 for a plane
wave that is incident upon the Luneburg lens with a radius of R1. However, it should
be noted that if this device was to be used for imaging, the image would be inverted.
This is because the rays that enter towards the top of the large Luneburg lens will
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R1
R2
Figure 7.38: By positioning two Luneburg lenses of radii R1 and R2 such that they
touch at the focus, then for an incident plane wave, a beam expander (or contractor,
depending on the direction of the incident plane wave) can be created. A ray diagram
for this device for an incident plane wave is presented.
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Figure 7.39: A surface-wave beam expander/contractor (38 GHz) is fabricated using
a ‘snowflake’ metafilm that achieves the required mode index contrast by varying the
angle φp within the geometry shown in figure 7.35. The measurement is driven by a
point source placed at the focus, and surface waves with planar wave-fronts can clearly
be seen to leave both Luneburg lenses (circular outlines) in the instantaneous electric
field map.
exit the device towards the bottom of the small Luneburg lens; a consequence of the
conservation of momentum.
The device is characterised using a point source excitation that is placed where the
two Luneburg lenses touch. This is because the existing laboratory equipment does not
allow for the efficient excitation of surface waves with planar wave-fronts at a frequency
of 38 GHz. However, the device can still be characterised using a point source although
now two surface-wave beams of different width (∼ 2R1 and ∼ 2R2) will be seen leaving
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the device from both sides.
The measured instantaneous electric field profile of the surface waves emitted from
this point source is shown in figure 7.39. It is clear that surface waves with planar
wave-fronts can be seen to leave both sides of the device, where the width of the two
surface wave-beams match the diameter of the relevant Luneburg lens. The wave-nature
of the surface waves is also evident given that cylindrical wave-fronts are seen to be
propagating laterally away from the point source in both the positive and negative
y direction. This implies that the device is too small and must be larger in order
for the approximation of geometrical optics to be valid. However, the device works as
anticipated, demonstrating that the ‘snowflake’ geometry can be used to create a GRIN
lens that is fabricated on an ultra-thin metafilm, with an overall thickness of 1/116th
of the free-space operating wavelength at 38 GHz.
7.6 Conclusions
In this chapter, coupled microwave surface-waves are investigated through experiments
on a variety of different metafilm geometries; these represent a microwave analogy to the
coupled surface-plasmon-polaritons supported by a thin metallic film [21]. In section
7.3, an array of metallic ‘dumbbell’ elements is shown to support an anti-symmetric
(in charge) coupled TM surface mode and both a symmetric and an anti-symmetric (in
charge) coupled TE surface mode. As shown in section 7.4, by forming a bi-layer with
two parallel ‘dumbbell’ arrays separated by a small air gap, the boundary condition
necessary to support a symmetric TM coupled surface mode is provided. This mode
is however simply the anti-symmetric TM coupled surface modes supported by each
‘dumbbell’ array, interacting as coupled oscillators to create a pair of coupled modes.
They are characterised with respect to the charge distributions on the outer faces of
the bi-layer and are referred to as the anti-symmetric and symmetric coupled TM
modes. Experiments verify the existence of these modes, with measurements of the
instantaneous electric field of surface waves emitted from a near-field point source
allowing for the modes to be characterised.
In section 7.5, ultra-thin metafilms consisting of a patterned 18 µm copper layer
clad to a 50 µm polyester sheet are investigated. Although all of these metafilms do
support coupled TM surface waves of both symmetry, because the samples are so thin,
the anti-symmetric TM coupled surface mode only disperses away from the light line
at frequencies approaching infinity, which cannot be observed experimentally. Hence,
on these ultra-thin patterned metafilms, only the symmetric (in charge) mode is seen
to disperse in the experiments. The investigations into these ultra-thin metafilms can
be split into two categories: metafilms that support modes that possess an inherent
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anisotropy (i.e. the iso-frequency contour for the mode would be elliptical in the absence
of Bragg scatting) and those that do not.
In section 7.5.1, arrays of complementary split-ring-resonators (CSRRs) are inves-
tigated. This metafilm supports a family of TM surface modes with huge anisotropy
that leads to the iso-frequency contours having an almost perfectly linear form at
a frequency of 19 GHz. At this frequency, experiments show the excitation of two
surface-wave beams that propagate in opposite directions. This ‘light-house’ beaming
effect is a consequence of the linear regions of the iso-frequency contours, which limit
the possible directions of energy flow away from the source, resulting in the excitation
of self-collimated surface waves in these two directions. In addition, the TM surface
modes supported by other modified hole array metafilms (sections 7.5.2.1 and 7.5.2.2)
with both square and hexagonal symmetry are also shown to possess linear regions in
their iso-frequency contours, and hence the excitation of surface-wave beams emitted
from a point source is observed through experiments. These linear regions are simply a
consequence of Bragg scattering, opposed to an inherent anisotropy with the metafilm
(like the CSRR arrays) and so the number of beams reflects the symmetry of the lattice
in each case.
Finally, in section 7.5.2, a series of metafilms that incorporate metallic protrusions
(as a means to tune the mode index of the metafilm) into ultra-thin versions of the
Pendry hole array are investigated for the design of a graded mode-index surface-wave
lens. Hexagonal symmetry is shown to offer more isotropy than square symmetry, with
an array of ‘snowflake’ holes (section 7.5.2.3) able to achieve the
√
2 variation in mode
index that is required to construct a Luneburg lens. The final device consists of two
Luneburg lenses of radii R1 and R2 that touch at one point. This device allows a
surface-wave beam of width 2R1 that is incident upon the first Luneburg lens to be ex-
panded (or contracted) to a width of 2R2. This device is characterised experimentally
where a point source is placed at the focus for surface-wave excitation, and the instan-
taneous electric field map of surface waves emitted from this point source is measured.
Surface waves with planar wave-fronts but of different lateral width are observed to
propagate away from the device on both sides.
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Chapter 8
Conclusions and Future Work
8.1 Summary of Thesis
The work presented in this thesis documents a series of investigations into various
metamaterial geometries that support microwave surface-modes. For metamaterial
structures that support such waves, it is a resonance associated with the geometry
that acts as an effective surface-plasma-frequency, which subsequently allows for a dis-
persion of the surface-plasmon-polariton (SPP) form. Firstly, it is demonstrated that
the mode index of surface waves supported by these metasurfaces, a quantity that can
be considered analogous to refractive index for bulk waves, can be tuned either by
varying the dielectric environment in the proximity of a metasurface, or separately, by
altering the patterning of that metasurface. Using these two different approaches, two
graded mode-index lenses are designed and experimentally characterised. In addition,
an investigation is undertaken using a series of Sievenpiper ‘mushroom’ geometries,
each with different symmetry, that support a microwave surface-mode with a negative
mode index, in analogy with a plane wave propagating in a bulk medium with neg-
ative refractive index. Being the study of a surface, it is straight forward to directly
probe the surface-wave near-fields and we exploit this opportunity to directly visualise
the negative index phenomenon, with phase sensitive measurements revealing that the
wave-fronts propagate towards a near-field point source. Finally, a series of metafilms
that allow coupled microwave surface-waves to be supported are investigated, with the
presence of these modes confirmed through experiments. For the ultra-thin metafilms
that are investigated, the anti-symmetric (in-charge) surface mode is non-dispersive
at microwave frequencies (away from the Brillouin zone boundaries). However, as a
consequence of almost perfectly linear regions of the iso-frequency contours for the
symmetric (in-charge) surface mode, the point source surface-wave excitation-pattern
is shown to include ‘beams’ of surface waves that are self-collimated.
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In chapter 4, two transverse-magnetic (TM) surface-wave devices have been de-
signed and experimentally characterised. The first surface-wave device is an omni-
directional absorber that utilises the ‘fatal attraction’ phenomenon to ‘pull’ surface
waves into a highly absorbing core. By creating a mode index profile that varies as
1/(r/R)m,m ≥ 1 within a radial distance R with respect to a known origin, any surface
waves that enter the device will undergo ‘fatal attraction.’ This graded mode-index pro-
file is achieved by placing concentric rings of over-layers of varying permittivity directly
above a patch array metasurface. This device is characterised through experiments,
where the response of the device to incident surface waves (with planar wave-fronts) is
measured, and this instantaneous electric field profile is compared directly to the predic-
tions from numerical simulations (at 25 GHz). The absorption coefficient is calculated
to be 0.94.
The second surface-wave device that is constructed is a Luneburg lens. In con-
trast to altering the dielectric environment in the proximity of the metasurface, it is
demonstrated that altering the patterning of the metasurface allows for the required
mode-index contrast of
√
2 to be achieved. This is completed by varying the patch
length of a Sievenpiper ‘mushroom’ array in accordance with the mode index required
for a Luneburg lens. A near-field probe is used as a point source for surface waves,
which is placed on the perimeter of the Luneburg lens for surface-wave excitation, with
the instantaneous electric field profile of surface waves emitted from this point source
measured throughout the device. Results were found to be in very good agreement
with the predictions from numerical simulations.
The geometry of a Sievenpiper ‘mushroom’ array can be optimised to ensure that
the confined TM surface mode includes a small frequency window over which two
wavevector eigenstates exist. This is the topic of investigations in chapters 5 and
6, where the former incorporates a simple square lattice and the latter utilises both
rectangular and 60◦ rhombic symmetry. Although surface waves associated with one
eigenstate behave conventionally, the surface waves associated with the other do not,
with the surface-wave energy flux and momentum pointing in opposing directions. Such
surface waves therefore present an excellent analogy to waves in negative index media.
The origin of this phenomenon can most easily be understood by comparing the
‘local’ power flow of the mode above the surface to that below the surface. Unlike
SPPs, the magnitude of the integrated power flow below the interface to which the
surface mode is supported can exceed that above the interface. From the analytical
model derived by Clavijo et al. [69], the array of metallic pins within the ‘mushroom’
geometry is considered to be an array of strongly polarisable elements. This is consid-
ered a highly anisotropic region, where the permittivity in the direction of the surface
normal is negative and dispersive, while the remaining components are positive and
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non-dispersive. This anisotropy enables the local power flow within the metasurface
(which is negative) to exceed that outside of the metasurface (which is positive), lead-
ing to a region of the dispersion curve where there is a negative net power flow. This
gives rise to the observed negative-index characteristics.
The experiments that are performed in this research all utilise continuous-wave
signals and so have a well-defined frequency. By creating a map of the measured
electric field of surface waves emitted from a point source and performing a 2D FFT
in space on this measurement, the wavevectors of any detected signals are revealed as
peaks in a 2D wavevector spectrum (see section 3.5). By probing frequencies in the
small frequency window where two wavevector eigenstates exist for the TM surface
mode supported by a ‘mushroom’ array, two distinct contours in the non-radiative
regime are observed. For a given frequency and direction, there are two peaks in the
signal with different wavevectors. As the frequency is increased, these peaks disperse
in opposite directions and so must correspond to surface eigenstates that have opposite
signs of phase velocity. These features are observed on the ‘mushroom’ geometries for
all investigated symmetries, with excellent agreement to numerical models in each case.
The iso-frequency contour for the surface-wave eigenstate supported by the rectan-
gular ‘mushroom’ array at 13 GHz with a negative mode index possesses four linear
regions as a consequence of Bragg scattering. In contrast the iso-frequency contour for
the positive mode index eigenstate is almost perfectly isotropic. The measured instan-
taneous electric field emitted from a point source therefore contains two very different
spatial flow patterns, with the linear regions of the iso-frequency contour for the nega-
tive mode index eigenstate restricting the available directions of power flow, leading to
the excitation of four ‘beams’ of surface waves. This is superimposed onto a signal that
includes the concentric wave-fronts that are associated with the positive mode index
eigenstate.
In addition, at the limiting frequency for TM surface mode supported by a ‘mush-
room’ array that is constructed using rhombic tiling, an unusual situation is observed;
the iso-frequency have collapsed to comprise of only two points in k-space. Since the
group velocity is zero at these points, the experimental measurements observe the re-
sponse of this structure in the limit tending towards this situation. These measurements
reveal that a point source excites surface waves with a radially distributed power flow,
but only a very small wavevector spread.
The focus of chapter 7 was to investigate patterned metafilms that support surface
modes on multiple interfaces, and are thin with respect to the wavelength of these sur-
face waves. A metallic ‘dumbbell’ geometry is shown to support an anti-symmetric (in-
charge) TM surface mode and a symmetric–anti-symmetric pair of transverse-electric
(TE) surface modes. The symmetric TM surface mode is not supported by the struc-
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ture because current loops that facilitate the reversal of the magnetic field within the
structure cannot form. However, by creating a bi-layer from two ‘dumbbell’ metafilms,
these current loops can form, allowing an additional coupled TM surface-mode to be
supported. Although these ‘dumbbell’ bi-layers provide an additional interface to which
surface waves can be confined (the inner interfaces of the two ‘dumbbell’ arrays), and so
the supported modes cannot be considered to be analogous to a symmetric–anti-symm-
etric pair of coupled surface-plasmon-polaritons, they do provide a contrast in charge
symmetry with respect to the outer faces of the bi-layer. The iso-frequency contours and
dispersion curves for all of these surface modes are measured, verifying their presence
through experiments which are compared to the predictions from numerical simulations.
A series of ultra-thin patterned metafilms were also investigated in chapter 7. Al-
though these metafilms support coupled microwave TM surface modes, the small thick-
ness associated with these geometries means that the anti-symmetric (in-charge) mode
was not observed to disperse at the frequencies probed through experiments. Hence in
this section, only the symmetric surface mode was seen to disperse on these patterned
metafilms. The patterning of these metafilms can be split into two categories; those
that possess an inherent anisotropy (i.e. those that do not rely on Bragg scattering
for anisotropy) and those that do not. In the first category, complementary split-ring-
resonator (CSRR) arrays are investigated. The TM surface mode supported by this
geometry is highly anisotropic and so takes on a highly elliptical form. When this
mode Bragg scatters along one axis, the iso-frequency contours form two almost per-
fectly linear regions. As observed on the rectangular ‘mushroom’ metasurface, these
linear regions allow for the excitation of surface-wave ‘beams,’ but in this case, only
two ‘beams’ are excited.
The surface modes supported by the structures that fall into the second category
(see above) tended to remain isotropic over a larger range of mode index. Hence,
a series of different patterned metafilms were investigated with the aim of creating
an ultra-thin graded mode-index surface-wave device: a beam expander/contractor.
The chosen device consists of two Luneburg lenses of different radii R1 and R2 that
touch at a single point. For a plane wave of width 2R1 that is incident upon the
Luneburg lens of radius R1 such that it focuses at this point, the width of the beam
will be altered from 2R1 to 2R2. This device is designed using an array of ‘snowflake’
holes of varying geometrical parameters and is characterised through experiments. As
with the Luneburg lens investigated in chapter 4, the device is driven from a point
source, although for this device, surface-wave ‘beams’ of different width are observed
to propagate away from both sides of the device.
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8.2 Extensions of the Current Work
In this section, various ideas for potential future study are presented. The first is a
possible new method for the electromagnetic characterisation of thin sheets of mate-
rials over a broad frequency range. This requires the measurement of surface-mode
dispersion curves where the material in question is placed on a known metasurface to
act as an over-layer. A second extension of the topics presented in this thesis relates
to the coupled surface wave work presented in Chapter 7. By placing an over-layer
on only one of the two interfaces where air bounds a metafilm, the dispersion curve of
the supported TM surface mode can be altered by a different amount to when over-
layers are present on both interfaces. A third extension to this work is a study utilising
the ‘beaming’ phenomenon that is also presented in chapter 7; what happens when
the specular reflection is forbidden? Finally a series of ideas for more extensions are
suggested, such as a potential improvement to the surface eigenmode characterisation
technique developed in chapter 3.
8.2.1 Material Characterisation from Surface Mode Dispersion Mea-
surements
Although not a topic of study in this thesis, the electromagnetic characterisation of
thin materials is known to be challenging, with most known techniques involving mea-
surements of the complex s-parameters [172–174]. In this section, an idea that will
potentially facilitate the development of an alternative technique is outlined.
Throughout this thesis, there is an implicit assumption that it is the refractive index
of an over-layer that will define the dispersion of a surface mode, where the refractive
index n is related to the real components of the permittivity ε′ov and permeability µ′ov
as n =
√
ε′ovµ′ov. Figure 8.1 shows the dispersion curve of a TM surface mode supported
by a ‘mushroom’ array for three cases: the blue line is for a bare ‘mushroom’ array
and the red and green lines are for when a 1.5 mm thick over-layer with a refractive
index of
√
2.6 is placed on the metasurface, where the refractive index is achieved with
µ′ov = 2.6 (red line) and separately with ε′ov = 2.6 (green line). There is a clear difference
between the forms of the dispersion curves shown by the red and green lines, which
indicates that ε′ov and µ′ov affect surface-wave propagation differently. At every point
on these dispersion curves, the measurement will reveal the group and phase velocities;
by assuming that the over-layer is comprised of a lossless material, this potentially
allows for the two unknowns, ε′ov and µ′ov, to be solved for. For example, this could be
completed by employing the modal matching [61] approach with a simpler metasurface
such as the hole array [2, 13].
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Figure 8.1: Predictions from numerical modelling showing the dispersion curve of
the TM surface mode supported by a square ‘mushroom’ array with dimensions as
shown in figure 4.11, but with a patch length of a = 0.5 mm is shown (blue line). The
variation of this mode when lossless 1.5 mm thick over-layers of bespoke permittivity
ε′ov and permeability µ
′
ov are placed above this metasurface is shown.
There is also the possibility of extending even this approach by utilising metasur-
faces that support both TM and TE surface modes or metafilms that support coupled
surface waves. Additionally, although this approach has so far assumed a lossless ma-
terial, the propagation length could be measurable by fitting an exponential decay to a
measured waveform (time-averaged magnitude); this should contain information about
the loss of the over-layer, potentially allowing the material from which the over-layer
is comprised to be fully electromagnetically characterised.
8.2.2 ‘Decoupled’ Surface Waves
A second extension to the work presented in this thesis builds upon the investigations
into coupled surface waves that are presented in chapter 7 and is inspired from the
experimental difficulties encountered in chapter 4. For the design of the graded-index
metasurface that showcased the ‘fatal attraction’ phenomenon in chapter 4, 3 mm thick
over-layers of varying permittivity were used in order to achieve a mode index contrast
of ∼ 3 for surface waves propagating on a patch array metasurface. A key advantage
of using over-layers of varying permittivity rather than grading a geometrical param-
eter of the metasurface is that over-layers tend to provide a less resonant response or
more specifically, a more weakly dispersing mode. However for large mode indices, the
decay away from the surface of the relevant field components from any surface waves
is very fast, with the decay length often being smaller than the over-layer thickness;
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Figure 8.2: The dispersion curve (black dashed line) of the TM surface mode sup-
ported by the ‘dumbbell’ geometry shown in figure 7.2 from section 7.3 can be ma-
nipulated by placing over-layers of thickness t on either one or both of the interfaces
between the metafilm and the bounding air.
this makes the detection of surface waves propagating in such regions very challeng-
ing in experiments. This was the case in chapter 4, where the spiralling wave-fronts
indicative of ‘fatal attraction’ could only be seen in the numerical model at a height
of of 100 µm above the patch array surface; the physical presence of the 3 mm thick
over-layers prevented this from being detected in experiment.
One possible solution to this involves the placement of over-layers on one side of a
metafilm, with detection made on the opposite side of the metafilm. This allows over-
layers to be used in order to grade the mode index, but still allows a detector probe
to be positioned close to the surface allowing the detection of surface waves with large
mode indices. For example, the effect on the dispersion curve of the TM surface mode
supported by a ‘dumbbell’ array such as those investigated in chapter 7 (see figure 7.2)
of placing both 1.5 mm and 15.0 mm thick over-layers in both aforementioned config-
urations, is shown in figure 8.2. As explained in chapter 7, only the anti-symmetric
(in charge) TM surface mode is supported by the ‘dumbbell’ geometry so it is the
variations of this mode that are shown in figure 8.2. As expected, the effect on the
dispersion curve of placing an over-layer on only one side of the metafilm is less than
when placing over-layers on both sides; the elicited change in the limiting frequency
when using one over-layer is in fact half of that when using two over-layers. Although
this could be interpreted as a weakness of this idea as a tool for the design of a graded
mode-index device, this can easily be overcome simply by increasing the permittivity
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of the over-layer.
Although the idea of ‘decoupled’ surface waves has been presented here as a design
tool for graded mode-index devices, this idea has much wider potential use. For ex-
ample, an over-layer could be placed on one side of a metafilm to guide surface waves,
possibly in a surface-wave fibre-optic-like geometry. Equally, grading the thickness of
that over-layer will allow for a slow-light device to be created. Tunnelling could even
be observed by having an over-layer of width w on one side of a metafilm and driving
the system with an incident surface wave with planar wave-fronts at a frequency that is
above the surface-mode limiting frequency in the region with the over-layer. Although
all of these suggestions can be created on a single interface geometry, being able to
place a detector probe as close to the surface as required (in addition to placing the
source probe on the other side of the metafilm) will allow for any measured field maps
to be seen with as much clarity as possible.
8.2.3 Surface Wave Beams: Forbidding the Specular Reflection
Γ X
MY
(a)
x
y
θ
θ
(b)
Figure 8.3: (a) The iso-frequency contours for the modelled CSRR array studied in
chapter 7 (red contours, these are taken from figure 7.22(e)) and an ‘idealised’ case
(blue dashed line), both of which should allow for the excitation of surface wave beams
from a point source. (b) A schematic of a setup where the specular reflection (red
arrow) of the incident beam (the shaded blue region with a black arrow) is forbidden.
This schematic is not drawn to scale.
Two beams were shown to be excited from a point source positioned above the
CSRR array studied in section 7.5.1 from chapter 7. This was shown to be a conse-
quence of highly anisotropic iso-frequency contours (the red contours in figure 8.3(a))
that restricted the possible directions of energy flux, allowing for the excitation of self-
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collimated surface-waves beams. An interesting experiment would be see what happens
when one of the beams is incident upon an angled mirror, as shown in figure 8.3(b).
Due to the requirement of the conservation of momentum parallel to the mirror, power
cannot go straight back towards the incident beam (provided of course that θ 6= 0◦).
If the angle of the mirror is such that specular reflection of the beam is forbidden (e.g.
if θ = 45◦, the eigenmode for a surface-wave beam in the y-direction does not exist),
would all of the power be scattered into free space? And if so, what form would this
scatter into free-space take, for example, will this scatter have a preferred direction? If
there is a preferred direction, such an arrangement might represent an efficient way of
converting the energy that is in the surface-wave beams into freely propagating waves.
For such a study, it would be interesting to quantify how to the reflection coefficient
of the surface wave changes as θ is increased. When θ = 0◦, even in the idealised case
of perfectly linear iso-frequency contours (dashed blue lines in figure 8.3(a)) the surface
eigenmode for reflection is permitted, and a standing wave should be observed. In the
‘idealised’ system, as soon as θ 6= 0◦, there should be no specular reflection. However,
due to the curvature of the iso-frequency contour for the CSRR array, one suspects
that this sharp feature in the reflection coefficient will be smoothed out. Despite this,
the above study still merits future experimentation.
8.2.4 Other Ideas
A number of other ideas for future study should also be mentioned. As a precursor to the
study suggested in section 8.2.3, a full investigation into the width of the beams should
be completed, to determine how narrow a beam can be excited. For example, combining
completely flat iso-frequency contours (e.g. dashed blue lines in figure 8.3(a)), a true
point source and infinitely small meta-structures, would an infinitely thin beam be
excited? Additionally, in terms of applications, a beam that can be excited from a
point source but propagates in only a single direction will be hugely advantageous,
negating the need for a lens.
There is also a potential improvement to the surface eigenmode characterisation
technique developed in chapter 3 that could be implemented. All of the metasurfaces
and metafilms that have been investigated in this thesis have been perfect designs in
the respect that there have been no intended defects. Scattering off defects has been
used as a mechanism to image the iso-frequency contours in the existing literature [41],
although not in combination with spatial FFTs. If the objective of a study is simply
to image the iso-frequency contours, then the inclusion of defects in a sample will help,
because each defect will act as a point scatterer. Each additional scattering point
will increase the amount of large wavevector components within a measured waveform,
195
8. Conclusions and Further Work
potentially aiding in the signal-to-noise ratio of a measured iso-frequency contour plot
in the large wavevector limit.
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Appendix A
Example COMSOL
Eigenfrequency Model
This appendix contains the syntax for a MATLAB function which can be used to run
an example COMSOL (v5) [63] model that calculates the dispersion curve of a TM
surface mode. The model uses the eigenfrequency solver from the COMSOL Radio
Frequency module and requires the LiveLink for MATLAB in order to run.
mushroom eigenfrequency(0);
In order to run this function, it must be passed a numerical variable that represents the
azimuthal angle φ, which is used to fix the direction of propagation for surface waves
with planar wave-fronts as the in-plane wavevector is varied. An example of the syntax
required to run this function for φ = 0◦ is provided above.
function out = mushroom eigenfrequency(azimuthal angle)
import com.comsol.model.*
import com.comsol.model.util.*
model = ModelUtil.create('Model');
ModelUtil.showProgress(true);
directory.pwd = pwd;
directory.export = [pwd '/Export/'];
if exist(directory.export)˜=7,
mkdir(directory.export);
end;
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model.modelPath(directory.pwd);
model.label([num2str(azimuthal angle) ' Deg.mph']);
model.comments(['0 Deg\n\n']);
cd(directory.export);
model.param.set('pitch x', '1.6e−3[m]');
model.param.set('pitch y', '1.6e−3[m]');
model.param.set('patch length x', '1.3e−3[m]');
model.param.set('patch length y', '1.3e−3[m]');
model.param.set('via radius', '0.15e−3[m]');
model.param.set('dielectric thickness', '0.787e−3[m]');
model.param.set('metal thickness', '17e−6[m]');
model.param.set('model height', '20e−3[m]');
model.param.set('kxa', '0');
model.param.set('phase deg', '0[deg]');
model.param.set('angle phi', [num2str(azimuthal angle) '[deg]']);
model.param.set('mesh size', '100e−6[m]');
model.param.set('mesh size big', '4*mesh size');
model.modelNode.create('mod1');
model.modelNode('mod1').label('Model 1');
model.modelNode('mod1').defineLocalCoord(false);
model.geom.create('geom1', 3);
model.mesh.create('mesh1', 'geom1');
model.geom('geom1').create('blk1', 'Block');
model.geom('geom1').feature('blk1').label('airbox');
model.geom('geom1').feature('blk1').set('size', {'pitch x' 'pitch y'...
'model height'});
model.geom('geom1').feature('blk1').set('pos', {'−pitch x/2'...
'−pitch y/2' '0'});
model.geom('geom1').create('blk2', 'Block');
model.geom('geom1').feature('blk2').label('top patch');
model.geom('geom1').feature('blk2').set('size', {'patch length x'...
'patch length y' 'metal thickness'});
model.geom('geom1').feature('blk2').set('pos', {'−pitch x/2+...
(pitch x−patch length x)/2' '−pitch y/2+...
(pitch y−patch length y)/2' 'dielectric thickness+metal thickness'});
model.geom('geom1').create('blk5', 'Block');
model.geom('geom1').feature('blk5').label('ground plane');
model.geom('geom1').feature('blk5').set('size', {'pitch x'...
'pitch y' 'metal thickness'});
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model.geom('geom1').feature('blk5').set('pos', {'−pitch x/2'...
'−pitch y/2' '0'});
model.geom('geom1').create('cyl1', 'Cylinder');
model.geom('geom1').feature('cyl1').label('via');
model.geom('geom1').feature('cyl1').set('r', 'via radius');
model.geom('geom1').feature('cyl1').set('pos', {'0' '0' 'metal thickness'});
model.geom('geom1').feature('cyl1').set('h', 'dielectric thickness');
model.geom('geom1').create('blk3', 'Block');
model.geom('geom1').feature('blk3').label('dielectric layer');
model.geom('geom1').feature('blk3').set('size', {'pitch x'...
'pitch y' 'dielectric thickness'});
model.geom('geom1').feature('blk3').set('pos', {'−pitch x/2'...
'−pitch y/2' 'metal thickness'});
model.geom('geom1').create('blk4', 'Block');
model.geom('geom1').feature('blk4').label('meshbox');
model.geom('geom1').feature('blk4').set('size', {'pitch x'...
'pitch y' 'dielectric thickness*1.5'});
model.geom('geom1').feature('blk4').set('pos', {'−pitch x/2'...
'−pitch y/2' 'metal thickness'});
model.geom('geom1').run;
model.selection.create('emw dst pc2', 'Explicit');
model.selection.create('emw dst pc3', 'Explicit');
model.view.create('view2', 2);
model.view.create('view3', 2);
model.view.create('view4', 2);
model.view.create('view5', 2);
model.physics.create('emw', 'ElectromagneticWaves', 'geom1');
model.physics('emw').create('pec2', 'PerfectElectricConductor', 2);
model.physics('emw').feature('pec2').selection.set([1 2 3 6 14 18 19 20...
21 22 23 24 27 28 29 30]);
model.physics('emw').create('wee2', 'WaveEquationElectric', 3);
model.physics('emw').feature('wee2').selection.set([2]);
model.physics('emw').create('pc2', 'PeriodicCondition', 2);
model.physics('emw').feature('pc2').selection.set([1 4 7 10 30 31 32 33]);
model.physics('emw').create('pc3', 'PeriodicCondition', 2);
model.physics('emw').feature('pc3').selection.set([2 5 8 11 14 15 16 17]);
model.mesh('mesh1').create('ftri1', 'FreeTri');
model.mesh('mesh1').create('cpf1', 'CopyFace');
model.mesh('mesh1').create('ftri4', 'FreeTri');
model.mesh('mesh1').create('cpf4', 'CopyFace');
model.mesh('mesh1').create('ftet2', 'FreeTet');
model.mesh('mesh1').create('ftri3', 'FreeTri');
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model.mesh('mesh1').create('cpf3', 'CopyFace');
model.mesh('mesh1').create('ftri2', 'FreeTri');
model.mesh('mesh1').create('cpf2', 'CopyFace');
model.mesh('mesh1').create('ftet3', 'FreeTet');
model.mesh('mesh1').feature('ftri1').selection.set([1 4 7]);
model.mesh('mesh1').feature('ftri1').create('size1', 'Size');
model.mesh('mesh1').feature('ftri4').selection.set([2 5 8]);
model.mesh('mesh1').feature('ftri4').create('size1', 'Size');
model.mesh('mesh1').feature('ftet2').selection.geom('geom1', 3);
model.mesh('mesh1').feature('ftet2').selection.set([2 3]);
model.mesh('mesh1').feature('ftet2').create('size1', 'Size');
model.mesh('mesh1').feature('ftri3').selection.set([10]);
model.mesh('mesh1').feature('ftri3').create('size1', 'Size');
model.mesh('mesh1').feature('ftri2').selection.set([11]);
model.mesh('mesh1').feature('ftri2').create('size1', 'Size');
model.mesh('mesh1').feature('ftet3').create('size1', 'Size');
model.view('view1').set('renderwireframe', true);
model.view('view1').set('scenelight', 'off');
model.view('view2').axis.set('abstractviewxscale', '6.761208624084247E−6');
model.view('view2').axis.set('ymin', '−9.399786358699203E−5');
model.view('view2').axis.set('xmax', '0.0030350531451404095');
model.view('view2').axis.set('abstractviewyscale', '6.761209078831598E−6');
model.view('view2').axis.set('abstractviewbratio', '−0.004699893295764923');
model.view('view2').axis.set('abstractviewtratio', '−0.8508824110031128');
model.view('view2').axis.set('abstractviewrratio', '1.7046160697937012');
model.view('view2').axis.set('xmin', '−0.0034759906120598316');
model.view('view2').axis.set('abstractviewlratio', '−2.040907382965088');
model.view('view2').axis.set('ymax', '0.002982351928949356');
model.view('view3').axis.set('abstractviewxscale', '4.224793428875273E−6');
model.view('view3').axis.set('ymin', '−0.0013255707453936338');
model.view('view3').axis.set('xmax', '0.003800664097070694');
model.view('view3').axis.set('abstractviewyscale', '4.224793428875273E−6');
model.view('view3').axis.set('abstractviewbratio', '−0.3284817337989807');
model.view('view3').axis.set('abstractviewtratio', '0.2822207510471344');
model.view('view3').axis.set('abstractviewrratio', '−0.8099668025970459');
model.view('view3').axis.set('xmin', '−0.0010831969557330012');
model.view('view3').axis.set('abstractviewlratio', '−0.03409208357334137');
model.view('view3').axis.set('ymax', '0.0012515531852841377');
model.view('view4').axis.set('abstractviewxscale', '3.1500048862653784E−6');
model.view('view4').axis.set('ymin', '−7.780950982123613E−4');
model.view('view4').axis.set('xmax', '0.002460145391523838');
model.view('view4').axis.set('abstractviewyscale', '3.1500048862653784E−6');
model.view('view4').axis.set('abstractviewbratio', '0.0135287344455719');
model.view('view4').axis.set('abstractviewtratio', '0.13768677413463593');
model.view('view4').axis.set('abstractviewrratio', '0.683437705039978');
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model.view('view4').axis.set('xmin', '−0.0011812601005658507');
model.view('view4').axis.set('abstractviewlratio', '−0.10025258362293243');
model.view('view4').axis.set('ymax', '0.0011434077750891447');
model.view('view5').axis.set('abstractviewxscale', '3.1500039767706767E−6');
model.view('view5').axis.set('ymin', '−8.500437252223492E−4');
model.view('view5').axis.set('xmax', '0.001745100598782301');
model.view('view5').axis.set('abstractviewyscale', '3.1500039767706767E−6');
model.view('view5').axis.set('abstractviewbratio', '−0.12569686770439148');
model.view('view5').axis.set('abstractviewtratio', '0.07524213194847107');
model.view('view5').axis.set('abstractviewrratio', '0.4956211447715759');
model.view('view5').axis.set('xmin', '−0.001810591435059905');
model.view('view5').axis.set('abstractviewlratio', '−0.5299652814865112');
model.view('view5').axis.set('ymax', '8.299562614411116E−4');
model.physics('emw').prop('BackgroundField').set('Ebg', {'0'; '0'; '0'});
model.physics('emw').prop('BackgroundField').set('w0', '0');
model.physics('emw').feature('wee1').set('epsilonr mat', 'userdef');
model.physics('emw').feature('wee1').set('mur mat', 'userdef');
model.physics('emw').feature('wee1').set('sigma mat', 'userdef');
model.physics('emw').feature('wee1').set...
('minput strainreferencetemperature', '0');
model.physics('emw').feature('wee1').label('Wave Equation, airbox');
model.physics('emw').feature('pec1').label('PEC top and bottom');
model.physics('emw').feature('init1').label('Initial Values');
model.physics('emw').feature('pec2').label('Mushroom PEC');
model.physics('emw').feature('wee2').set('epsilonr mat', 'userdef');
model.physics('emw').feature('wee2').set('epsilonr', ...
{'2.2'; '0'; '0'; '0'; '2.2'; '0'; '0'; '0'; '2.2'});
model.physics('emw').feature('wee2').set('mur mat', 'userdef');
model.physics('emw').feature('wee2').set('sigma mat', 'userdef');
model.physics('emw').feature('wee2').set(...
'minput strainreferencetemperature', '0');
model.physics('emw').feature('pc2').set('PeriodicType', 'Floquet');
model.physics('emw').feature('pc2').set('kFloquet', ...
{'kxa*cos(angle phi)'; 'kxa*sin(angle phi)'; '0'});
model.physics('emw').feature('pc2').set('constraintMethod', 'elemental');
model.physics('emw').feature('pc3').set('PeriodicType', 'Floquet');
model.physics('emw').feature('pc3').set('kFloquet', ...
{'kxa*cos(angle phi)'; 'kxa*sin(angle phi)'; '0'});
model.physics('emw').feature('pc3').set('constraintMethod', 'elemental');
model.mesh('mesh1').feature('ftri1').feature('size1').set('hauto', 1);
model.mesh('mesh1').feature('ftri1').feature('size1').set('custom', 'on');
model.mesh('mesh1').feature('ftri1').feature('size1').set('hmaxactive', true);
model.mesh('mesh1').feature('ftri1').feature('size1').set('hmin', '5.0E−6');
model.mesh('mesh1').feature('ftri1').feature('size1').set('hmax', 'mesh size');
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model.mesh('mesh1').feature('ftri1').feature('size1').set('hminactive', false);
model.mesh('mesh1').feature('cpf1').selection('source').set([1 4 7]);
model.mesh('mesh1').feature('cpf1').selection('destination').set([30 31 32]);
model.mesh('mesh1').feature('ftri4').feature('size1').set('hauto', 1);
model.mesh('mesh1').feature('ftri4').feature('size1').set('custom', 'on');
model.mesh('mesh1').feature('ftri4').feature('size1').set('hmaxactive', true);
model.mesh('mesh1').feature('ftri4').feature('size1').set('hmin', '5.0E−6');
model.mesh('mesh1').feature('ftri4').feature('size1').set('hmax', 'mesh size');
model.mesh('mesh1').feature('ftri4').feature('size1').set('hminactive', false);
model.mesh('mesh1').feature('cpf4').selection('source').set([2 5 8]);
model.mesh('mesh1').feature('cpf4').selection('destination').set([14 15 16]);
model.mesh('mesh1').feature('ftet2').feature('size1').set('custom', 'on');
model.mesh('mesh1').feature('ftet2').feature('size1').set('hmaxactive', true);
model.mesh('mesh1').feature('ftet2').feature('size1').set('hmin', '80e−6');
model.mesh('mesh1').feature('ftet2').feature('size1').set('hmax', 'mesh size');
model.mesh('mesh1').feature('ftet2').feature('size1').set('hminactive', false);
model.mesh('mesh1').feature('ftri3').feature('size1').set('hauto', 1);
model.mesh('mesh1').feature('ftri3').feature('size1').set('custom', 'on');
model.mesh('mesh1').feature('ftri3').feature('size1').set('hmaxactive', true);
model.mesh('mesh1').feature('ftri3').feature('size1').set('hmin', '5.0E−6');
model.mesh('mesh1').feature('ftri3').feature('size1').set('hmax', 'mesh size big');
model.mesh('mesh1').feature('ftri3').feature('size1').set('hminactive', false);
model.mesh('mesh1').feature('cpf3').selection('source').set([10]);
model.mesh('mesh1').feature('cpf3').selection('destination').set([33]);
model.mesh('mesh1').feature('ftri2').feature('size1').set('hauto', 1);
model.mesh('mesh1').feature('ftri2').feature('size1').set('custom', 'on');
model.mesh('mesh1').feature('ftri2').feature('size1').set('hmaxactive', true);
model.mesh('mesh1').feature('ftri2').feature('size1').set('hmin', '5.0E−6');
model.mesh('mesh1').feature('ftri2').feature('size1').set('hmax', 'mesh size big');
model.mesh('mesh1').feature('ftri2').feature('size1').set('hminactive', false);
model.mesh('mesh1').feature('cpf2').selection('source').set([11]);
model.mesh('mesh1').feature('cpf2').selection('destination').set([17]);
model.mesh('mesh1').feature('ftet3').feature('size1').set('custom', 'on');
model.mesh('mesh1').feature('ftet3').feature('size1').set('hmaxactive', true);
model.mesh('mesh1').feature('ftet3').feature('size1').set('hmin', '400e−6');
model.mesh('mesh1').feature('ftet3').feature('size1').set('hmax', 'mesh size big');
model.mesh('mesh1').feature('ftet3').feature('size1').set('hminactive', false);
model.mesh('mesh1').run;
model.study.create('std1');
model.study('std1').create('param1', 'Parametric');
model.study('std1').create('eig', 'Eigenfrequency');
model.sol.create('sol1');
model.sol('sol1').study('std1');
model.sol('sol1').attach('std1');
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model.sol('sol1').create('st1', 'StudyStep');
model.sol('sol1').create('v1', 'Variables');
model.sol('sol1').create('e1', 'Eigenvalue');
model.study('std1').feature('eig').set('initstudyhide', 'on');
model.study('std1').feature('eig').set('initsolhide', 'on');
model.study('std1').feature('eig').set('solnumhide', 'on');
model.study('std1').feature('eig').set('notstudyhide', 'on');
model.study('std1').feature('eig').set('notsolhide', 'on');
model.study('std1').feature('eig').set('notsolnumhide', 'on');
model.sol.create('sol2');
model.sol('sol2').study('std1');
model.batch.create('p1', 'Parametric');
model.batch('p1').create('so1', 'Solutionseq');
model.batch('p1').study('std1');
model.result.create('pg1', 'PlotGroup3D');
model.result.create('dispersion', 'PlotGroup1D');
model.result('pg1').set('data', 'dset2');
model.result('pg1').create('mslc1', 'Multislice');
model.result('dispersion').set('data', 'dset2');
model.result('dispersion').create('glob1', 'Global');
model.study('std1').feature('param1').label('Dispersion');
model.study('std1').feature('param1').set('pname', {'kxa' 'angle phi'});
model.study('std1').feature('param1').set('plistarr', ...
{'range(0,(pi/pitch x)/(20*cos(angle phi)),...
(pi/pitch x)/cos(angle phi))' '0[deg]'});
model.study('std1').feature('param1').set('sweeptype', 'filled');
model.study('std1').feature('eig').set('shift', '20e9');
model.study('std1').feature('eig').set('neigs', '5');
model.sol('sol1').attach('std1');
model.sol('sol1').feature('e1').set('neigs', '5');
model.sol('sol1').feature('e1').set('transform', 'eigenfrequency');
model.sol('sol1').feature('e1').set('shift', '20e9');
model.sol('sol1').feature('e1').feature('aDef').set('complexfun', true);
model.sol('sol1').runAll;
model.batch('p1').set('plistarr', {'range(0,(pi/pitch x)/...
(20*cos(angle phi)),(pi/pitch x)/cos(angle phi))' '0[deg]'});
model.batch('p1').set('sweeptype', 'filled');
model.batch('p1').set('err', true);
model.batch('p1').set('pname', {'kxa' 'angle phi'});
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model.batch('p1').set('control', 'param1');
model.batch('p1').feature('so1').label('Solution 1, Parametric Solutions 1');
model.batch('p1').feature('so1').set('psol', 'sol2');
model.batch('p1').feature('so1').set('seq', 'sol1');
model.batch('p1').attach('std1');
model.batch('p1').run;
model.result('pg1').label('Electric Field (emw)');
model.result('pg1').set('frametype', 'spatial');
model.result('dispersion').set('ylabel', 'Frequency (GHz)');
model.result('dispersion').set('ylabelactive', false);
model.result('dispersion').feature('glob1').set('linestyle', 'none');
model.result('dispersion').feature('glob1').set('xdatasolnumtype', 'outer');
model.result('dispersion').feature('glob1').set('xdataexpr', 'kxa');
model.result('dispersion').feature('glob1').set('descr', {'Frequency'});
model.result('dispersion').feature('glob1').set('xdatadescr', '');
model.result('dispersion').feature('glob1').set('unit', {'GHz'});
model.result('dispersion').feature('glob1').set('linemarker', 'square');
model.result('dispersion').feature('glob1').set('markerpos', 'datapoints');
model.result('dispersion').feature('glob1').set('legend', false);
model.result('dispersion').feature('glob1').set('xdataunit', '1/m');
model.result('dispersion').feature('glob1').set('xdata', 'expr');
model.result('dispersion').feature('glob1').set('expr', {'emw.freq'});
model.result('dispersion').label('Dispersion curves');
mphsave(model);
cd(directory.pwd);
out = model;
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