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ABSTRACT
In this paper, we focus on a general class of Schro¨dinger equations
that are time-dependent and quadratic in X and P . We transform it,
via a class of time-dependent mass equations, to a class of solvable time-
dependent oscillator equations. This transformation consists of a unitary
transformation and a change in the \time" variable. We derive mathe-
matical constraints for the transformation and introduce two examples.




Finding analytical solutions to time-dependent Schro¨dinger equations has been a
mathematical problem of considerable interest. Such equations are relevant to the
study of dissipative systems in quantum theory. Solutions to the time-dependent
Schro¨dinger equation (setting h = m = 1)
fH − i∂tgΨ(x, t) = 0, (1)
where the Hamiltonian H is time-dependent, describe the evolution of such systems.
Several calculations for a general class of Hamiltonians that are quadratic in x
and p have been studied [1]-[10]. We write the following general form for these
Hamiltonians





h(t) (xp + px) + g(t)p + h(2)(t)x2 + h(1)(t)x + h(0)(t), (2)
where k, h, g, and h(j), j = 0, 1, 2, are suitably well-behaved real functions of time.
We designate such time-dependent Hamiltonians by TQ.





+ f (2)(t)x2, (3)
where f and f (2) are suitably well-behaved real functions of time. Using the method of
Lewis invariants [25, 26], analytical solutions have been obtained for some Schro¨dinger
equations with this type of Hamiltonian [20, 22]. In many treatments, the function
f(t) has the form exp (t), where  is a real constant.
Another subclass of time-dependent Hamiltonians, TO, is the 1-dimensional, time-
dependent harmonic oscillator. This system has been studied extensively [25]-[37]. Its




+ g(2)(t)x2 + g(1)(t)x + g(0)(t), (4)
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where the coecients g(j)(t), j = 1, 2, 3, are suitably well-behaved real functions
of time. One of the earliest symmetry techniques used to solve this equation was
the method of Lewis invariants [25, 26]. Its Lie space-time symmetry algebra has
been identied as sl(2,R)2w1 by one of the authors [30] and its complexication,
su(1, 1)2wc1, has been used to construct solutions spaces for Eq (1) [31], [35]-[37].
The subalgebra w1 is a Heisenberg-Weyl algebra in one dimension and w
c
1 is its com-
plexication.
This paper is the rst in a series of four articles. In this publication we shall show
that the three classes of Schro¨dinger equations mentioned above can be interrelated
by transformations. Generally speaking, these transformations can be given by two
actions: a unitary transformation (TQ ! TM) and a change in \time" variable
(TM ! TO). After further discussion of the three classes of Schro¨dinger equations
in Section 2, we describe the unitary transformation and the change in \time" variable
in Section 3. Then, in Section 4, we give two examples found in the literature. We
close with a short discussion and summary.
In paper II we shall show that, because of the transformations connecting these
three classes of equations, they have isomorphic Lie space-time symmetry algebras.
We shall compute the generators of their kinematical algebras. Utilizing this sym-
metry, we will then compute solutions algebraically. This is one of the main motiva-
tions for identifying the transformations interrelating the three classes of Schro¨dinger
equations. In addition, we shall construct displacement-operator coherent states and
displacement-operator squeezed states. In papers III and IV, we will apply the anal-
ysis of the rst two articles to study the two specic examples in great detail.
2 Notation
For computational purposes, it is more convenient to rearrange the Schro¨dinger equa-
tion (1), with quadratic Hamiltonian (2), into the form
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S1(x, t) = f[1 + k(t)]∂xx + 2i∂t + h(t) (−ix∂x − i/2) + g(t)(−i∂x)
−2h(2)(t)x2 − 2h(1)(t)x− 2h(0)(t)
}
(x, t) = 0, (5)
where k, h, g, and h(j), j = 0, 1, 2 are suitably well-behaved, real functions of t.
Next, we introduce the following operator algebra
T = i∂t, P = −i∂x, X = x, I = 1, (6)
P 2 = −∂xx, X2 = x2, D = 12 (XP + PX) = −ix∂x − i/2. (7)
These operators have the following nonzero commutation relations
[X, P ] = iI, (8)
[X2, P 2] = 4iD, [D, X2] = −2iX2, [D, P 2] = 2iP 2, (9)
[P 2, X] = −2iP, [X2, P ] = 2iX,
[D, X] = −iX, [D, P ] = iP. (10)
This Lie algebra of operators has a structure isomorphic to sl(2,R)2w1, a Schro¨dinger
algebra. The set of operators fX, P, Ig form a basis for a Heisenberg-Weyl algebra,
w1 (see Eq. (8)), and the set of operators fX2, P 2, Dg form a basis for the special
linear algebra sl(2,R) (see Eq. (9)).




−[1 + k(t)]P 2 + 2T + h(t)D + g(t)P
−2h(2)(t)X2 − 2h(1)(t)X − 2h(0)(t)I
}
(x, t) = 0. (11)
We refer to equations of the type (11) as time-dependent quadratic Schro¨dinger equa-
tions, the class TQ.
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Next, we turn to those Schro¨dinger equations (1) which have Hamiltonians (3).
With the operator notation, (6) and (7), we write the Schro¨dinger equation as
S2(x, t) =
{




Eq. (12) is representative of the so-called \time-dependent mass" equations. We have
denoted this class of by TM . [The term \time-dependent mass" comes from the fact
that f(t) multiplies P 2, just as 1/m would if we did not have units m = 1.]
The third class of Schro¨dinger equations, the time-dependent oscillator equations,




−P 2 + 2T 0 − 2g(2)(t0)X2 − 2g(1)(t0)X − 2g(0)(t0)I
}
Ψ(x, t0) = 0. (13)
Notice that the \time" variable is indicated with a prime. In the next section, we
derive a connection between t and t0.
We emphasize again that the two classes of equations, TM and TO, are subclasses
of the class TQ. In the next section, we address the specic issue: given one particular
Schro¨dinger equation (11), of the class TQ, can we nd a transformation that will
relate it to a Schro¨dinger equation (12) in the class TM and which in turn can be
mapped into a solvable Schro¨dinger equation (13) in the class TO? The fact that
such transformations exist is a reflection of the fact that all of these equations belong
to the class TQ. That is, the classes TM and TO are subclasses of TQ.
3 The Transformation
3.1 The Form of the Unitary Transformation
Let us consider the following unitary transformation
R(µ, ν, κ) = exp fiµPg exp fiνDg exp fiκP 2g, (14)
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where κ, µ, and ν depend upon t. (For ease of notation, we shall not normally
indicate that dependence.) When we apply this transformation to the TQ Schro¨dinger
equation (11), we have
R(µ, ν, κ)S1R
−1(µ, ν, κ)R(µ, ν, κ)(x, t) = 0, (15)
or
~S1 ~(x, t) = 0, (16)
where
~S1 = exp fiµPg exp fiνDg exp fiκP 2gS1 exp f−iκP 2g exp f−iνDg exp f−iµPg
(17)
and
~(x, t) = exp fiµPg exp fiνDg exp fiκP 2g(x, t). (18)
By using the theorem [40]
exp fBgA exp f−Bg = A + [B, A] + 1
2!
[B, [B, A]] +    (19)
and the commutation relations in Eqs. (8) through (10), the transformation of the
operators can be carried out analytically. (See Refs. [38, 39].) Specically,
RXR−1 = eνX + 2κe−νP + eνµI, (20)
RX2R−1 = e2νX2 + 4κD + 4κ2e−2νP 2 + 2e2νµX + 4κµP + e2νµ2I, (21)
RPR−1 = e−νP, (22)
RP 2R−1 = e−2νP 2, (23)
RDR−1 = D + µP + 2κe−2νP 2, (24)















When applied go the Schro¨dinger operator, ~S1, one then has
~S1 = −[1 + ~k(t)]P 2 + 2T + ~h(t)D + ~g(t)P
− 2~h(2)(t)X2 − 2~h(1)(t)X − 2~h(0)(t)I. (26)
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+ h(t)− 8h(2)(t)κ, (28)




− 2h(t)κ + 8h(2)(t)κ2 + k(t) + 1
]
e−2ν . (29)
The coecients of X2, X, and I are, respectively,
~h(2)(t) = h(2)(t)e2ν , ~h(1)(t) = h(1)(t)eν + 2h(2)(t)e2νµ,
~h(0)(t) = h(0)(t) + h(1)(t)eνµ + h(2)(t)e2νµ2. (30)
Since the mapping R(µ, ν, κ) is unitary, Eq. (16), with ~S1 given by Eq. (26), has the
same form as Eq. (11). Eqs. (27) to (30) give the conditions connecting the two TQ
equations, S1 and ~S1.
3.2 The Transformation TQ ! TM
To transform Eq. (11), S1 = 0, into a TM-type equation (12), S2 = 0, we require
that the coecients ~h, ~g, and ~k in Eqs. (27) through (29) satisfy the conditions:
~g(t) = ~h(t) = 0, 1 + ~k(t) = f(t). (31)
Under these circumstances, the operator ~S1 in Eq. (26) reduces to an S2 operator
such as in Eq. (12). Then Eqs. (27), (28), and the rst equality in (31) imply that













Also, Eqs. (29) and the second equality in (31) yield the equation
dκ
dt
+ h(t)κ− 4h(2)(t)κ2 = 1
2




Eqs. (32) to (34) are a set of coupled, rst-order, nonlinear, ordinary dierential
equations for the functions κ, µ, and ν. When these solutions are obtained, one can
obtain the functions f (j), j = 0, 1, 2 in Eq. (12) from
f (j) = ~h(j), j = 0, 1, 2. (35)
Under these conditions,
(x, t) = ~(x, t), (36)
where ~(x, t) is given in Eq. (18).
We refer to Eqs. (30) through (36) as the (TQ ! TM)-connecting equations.
3.3 The Transformation TM ! TO
As an aside, we note that, with the conditions
~g = ~h = ~k = 0, (37)
a (TQ)-Schro¨dinger equation (11) could be directly transformed into a Schro¨dinger
equation (13) of class TO, if the set of coupled nonlinear equations (32), (33), and
dκ
dt
+ h(t)κ− 4h(2)(t)κ2 = 1
2




Instead of pursuing the above path, we shall employ an alternative method. It in-
volves a change in \time" variable to go from the TM system to the TO system. Since
we already have TQ ! TM , the transformation of the time variable will complete
the TQ ! TM ! TO path.
We start by multiplying both sides of Eq. (12) by 1/f(t), where we assume that




−P 2 + 2
f(t)













(Remember that κ, ν, and µ depend upon t.) Now change to a new \time" variable
t0 = t0(t). Focusing on the operator (1/f(t))T in Eq. (39), we have
1
f(t)

















and solving for t0(t), we nd that




(Some time transformations may not be dened for all t or t0, as we shall see in the
examples below.)
Suppose that t0(t) has an inverse, so that we can write t = t(t0). Then we can
dene the functions
f(t0) = (f  t)(t0),
q(j)(t0) = ( ~f (j)  t)(t0), h(j)(t0) = (h(j)  t)(t0), j = 0, 1, 2, (45)
κ(t0) = (κ  t)(t0), ν(t0) = (ν  t)(t0), µ(t0) = (µ  t)(t0). (46)
With the aid of the identities in Eq. (30) and Eq. (35), we can express the functions































Using Eqs. (43) and (47) through (49), we have mapped Eq. (39) [that is, Eq.
(12)] into a new Schro¨dinger equation having the form of a TO-equation (13). We refer
to Eqs. (32) to (34), (44) and its inverse, and (47) through (49) as the (TM ! TO)-
connecting equations. Also, we write the wave function, Ψ(x, t0), as the composition
Ψ(x, t0) = (  t)(x, t0). (50)
This completes the transformation of Eq. (12) into Eq. (13). Now, let us look at
the reverse transformations, TO ! TM and TM ! TQ.
3.4 The Transformation TO ! TM
In the (TO)-Schro¨dinger equation (13), suppose that the t0-dependent functions, g(j),
j = 0, 1, 2, are suitably well-behaved, real functions but otherwise unspecied. Now
assume that t0 = t0(t) is any suitable, invertible function of t, and denote its inverse





Then, changing the \time" variable in Eq. (13), we obtain
S2(x, t) =
{
−P 2 + 2
f(t)





~g(j)(t) = (g(j)  t0)(t), (53)
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for j = 0, 1, 2 and
(x, t) = (Ψ  t0)(x, t). (54)
Multiplying Eq. (52) by f(t), we obtain
S2(x, t) = f(t)S2(x, t)
=
{




where we have set
f (j)(t) = f(t)~g(j)(t), (56)
for j = 0, 1, 2. Eq. (55) is of the same form as the (TM)-Schro¨dinger equation (12).
We refer to Eqs. (51), (53), (54), and (56) as the (TO ! TM)-connecting equa-
tions.
3.5 The Transformation TM ! TQ
In the (TM)-Schro¨dinger equation (12), assume that f and f (j), j = 0, 1, 2, are
suitably well-behaved, real functions of t. We shall now determine a transformation
R(µ, ν, κ) of the type (14) that will transform Eq. (12) of the (TM)-class into a
(TQ)-Schro¨dinger equation (11).
We choose R(µ, ν, κ) such that
R−1(µ, ν, κ)S2R(µ, ν, κ)R−1(µ, ν, κ)(x, t) = 0. (57)
Substitute Eq. (14) and the Schro¨dinger operator of Eq. (12) into Eq. (57). Then,
using Eq. (19) and the commutation relations (8) through (10), we obtain the (TQ)-
11
equation (11), where we have the identities







+ 8f (2)(t)κe−2ν + f(t)e2ν , (58)
h(t) = −2dν
dt
+ 8f (2)(t)κe−2ν , (59)
g(t) = −2dµ
dt
eν − 8f (2)(t)κµe−ν + f (1)(t)κe−ν , (60)
h(2)(t) = f (2)(t)e−2ν , (61)
h(1)(t) = f (1)(t)e−ν − 2f (2)(t)µe−ν , (62)
h(0)(t) = f (0)(t)− f (1)(t)µ + f (2)(t)µ2. (63)
We refer to Eqs. (58) to (63) as the (TM ! TQ)-connecting equations. Note
that, as we might expect, Eqs. (58) through (60) are equivalent to Eqs. (32) through
(34). [To see this, rst solve for the derivatives dν/dt and dµ/dt. Then put dν/dt
into Eq. (58). Finally, for f (j), j = 0, 1, 2,, use the expressions obtained by inverting
Eqs. (61) to (63).]
4 Examples with f(t) = e−2ν(t)
4.1 Form of Examples
Now that we have completed the analysis of the transformations connecting the three
Schro¨dinger equations (11), (12), and (13), we illustrate how the mapping works with
two examples of the TQ ! TM ! TO transformations.
But here, and in papers II, III, and IV, we shall restrict ourselves to one particular
form of f(t) in Eq. (12), namely,
f(t) = e−2ν . (64)
In this case, the Schro¨dinger operator in Eq. (12) becomes
S^2 = −e−2νP 2 + 2T − 2f (2)(t)X2 − 2f (1)(t)X − 2f (0)(t)I. (65)
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The ‘hat’ indicates the restriction (64). The corresponding Schro¨dinger equation is
S^2^(x, t) =
{





^(x, t) = (x, t). (67)
This equation is a special case of the class TM equations (12), where f(t) is identied
with exp (−2ν). The two examples are actually of this form.
With condition (64), Eqs. (32) and (33) remain the same. But, the right hand





+ h(t)κ− 4h(2)(t)κ2 = 1
2
k(t), (68)
which is a Riccati equation for κ. The f (j), j = 0, 1, 2, in Eqs. (65) and (66) are still
given by Eqs. (30) and (35), but κ is now a solution of the Riccati equation (68).
Since Eq. (68) is a Riccati equation, we can proceed analytically in the examples
below. Furthermore, previously studied systems [11]-[24] are encompassed within the
restriction (64).
Before continuing with the examples, we need to specically incorporate (64) into
Eq. (44) for the TM ! TO transformation. This becomes




















The rst example is actually a (TM)-equation of the form (see Eq. (79) below)
S^2^(x, t) =
{
−eΥ(t−to)P 2 + 2T − ω2e−Υ(t−to)X2
}
^(x, t) = 0,
with associated (TM)-Hamiltonian (see Eq(80) below)
H^2 = −12eΥ(t−to)∂xx + 12ω2e−Υ(t−to)x2.
These two equations have been studied by many authors [11]-[23].
However, with hindsight, we choose to start at the (TQ) end of the equation chain.
Consider Eq. (11) and set
k(t) = g(t) = h(1)(t) = h(0)(t) = 0,
h(t) = , h(2) = 1
2
ω2, (73)
where  and ω2 are real constants. Then, the natural solution for the unitary trans-
formation, R(µ, ν, κ), is of the form
R(0, ν, 0) = exp (iνD). (74)
(It is important to recognize that there are also solutions for R with µ 6= 0 and κ 6= 0.
However, if we stipulate the requirement that R(t = to) = I, then both κ and µ
vanish.)
Under these conditions, the TQ-equation (11) becomes
S1(x, t) =
{
−P 2 + 2T + D − ω2X2
}
(x, t) = 0. (75)
If we rearrange this equation into the form (1) by using Eqs. (6) and (7), we see that
the (TQ)-Hamiltonian is
H1 = −12∂xx − 14 (−2ix∂x − i) + 12ω2x2. (76)
Note that this Hamiltonian is actually time-independent.
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Our unitary transformation, R(0, ν, 0), which takes the (TQ)-equation (75) into
one which has the form of a (TM)-equation (66), is specied by the real function ν,




+  = 0, (77)
which has the solution
ν(t) = −1
2
 (t− to) . (78)
The integration constants are chosen such that ν vanishes whenever  = 0 or t = to.
Performing the transformation, we obtain the (TM)-equation (66) in the form
this example started with
S^2^(x, t) =
{
−eΥ(t−to)P 2 + 2T − ω2e−Υ(t−to)X2
}
^(x, t) = 0. (79)
It follows that the (TM)-Hamiltonian also has the form we started with
H^2 = −12eΥ(t−to)∂xx + 12ω2e−Υ(t−to)x2. (80)
To nd the equivalent (TO)-equation, we change the \time" variable. From Eq.
(69) we see that
t0 − t0o =
1

fexp [(t− to)]− 1g . (81)
The inverse mapping is
t− to = 1

ln [1 + (t0 − t0o)], (82)
where certain restrictions on t0 apply. That is, if (t− to) 2 [0,1), then when  > 0,
(t0 − t0o) lies in the interval [0, +1) and when  < 0, (t0 − t0o) lies in the interval
[0, 1/jj).




[1 + (t0 − t0o)]2
, g(1)(t) = g(0)(t) = 0, (83)
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−P 2 + 2T 0 − ω
2
[1 + (t0 − t0o)]2
X2
}
Ψ(x, t0) = 0. (84)
The (TO)-Hamiltonian is
H3 = −12∂xx +
ω2/2
[1 + (t0 − t0o)]2
x2. (85)
We will discuss this example in detail, in paper III.
4.3 Example 2
















^(x, t) = 0,
















For integer values of a and b, this is the Hamiltonian system that Kim studied in Ref.
[24].
Once again we begin with hindsight and start the study at the (TQ) end of the
equations. In Eq. (11), set
k(t) = g(t) = h(1)(t) = h(0)(t) = 0, (86)
h(t) = −a/t, (87)
where a is any real number. For the moment, we leave the function h(2)(t) unassigned.
The (TQ)-Schro¨dinger equation (11) then has the form
S1(x, t) =
{




(x, t) = 0. (88)
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The corresponding time-dependent Hamiltonian is
H1 = −12∂xx +
a/2
t
(−2ix∂x − i) + h(2)(t)x2. (89)
The unitary transformation (TQ ! TM) is again of the type in Eq. (74), where

















where the integration constant has been chosen such that ν vanishes whenever a = 0
and t = to. We defer discussion of the case a = 0 to paper IV. (Note that we must
















^(x, t) = 0. (92)

























^(x, t) = 0. (94)















In the (TM ! TO) transformation, we compute a new \time" variable by substi-
tuting Eqs. (91) into (69) and performing the integration. We recognize two separate
cases: a = 1 and a 6= 0, 1. Furthermore, we assume that (t− to) 2 [0,1).
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When a = 1, we nd that






where (t0 − t0o) 2 [0,1).
For a 6= 0, 1, we have










where (t0 − t0o) 2 [0, toa−1) if a 2 (1,1) and (t0 − t0o) 2 [0,1) if a 2 (−1, 0) [ (0, 1).
From Eqs. (48) and (49), the functions g(1)(t0) = g(0)(t0) = 0 in Eq. (5). The




−P 2 + 2T 0 − 2g(2)(t0)X2
}
Ψ(x, t0) = 0, (98)



















1−a , for a 6= 0, 1.
(99)
If h(2)(t) is given by Eq. (93), then transforming it to h(2)(t0) and substituting the
























1−a , for a 6= 0, 1.
(100)
The Hamiltonian then has the form
H3 = −12∂xx + g(2)(t0)x2. (101)
We shall discuss this example in detail in paper IV.
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5 Discussion
In understanding the nature of the solutions, it is important to realize that in general
it is possible to transform many (TQ)-Schro¨dinger equations into a single (TM)-
equation and to map many (TM)-Schro¨dinger equations into a single (TO)-equation.
We wish to emphasize this here.
The transformation of many (TQ)-Schro¨dinger equations into a single (TM)-
equation is possible because of the nature of Eqs. (32) through (34) and the uni-
tary transformation itself. To see this, return to Example 1 but now assume the
constraints
g(t) = h(1)(t) = h(0)(t) = 0, h(t) 6= 0,
h(2) = 1
2
ω2, k(t) = k, (102)
where k is a real constant. Eq. (11) then takes the form
S1(x, t) =
{
−(1 + k)P 2 + 2T + h(t)D − ω2X2
}
(x, t) = 0. (103)
We want to transform this equation into Eq. (79),
S^2^(x, t) =
{
−eΥ(t−to)P 2 + 2T − ω2e−Υ(t−to)X2
}
^(x, t) = 0, (104)
where ν is given by Eq. (78). The connecting equation (33), Eq. (102), and the initial
condition µ(to) = 0 together imply that µ = 0. From Eqs. (32), (78), and (102) we
get the following condition on h(t):
h(t) = 4ω2κ−. (105)
Substituting this into Eq. (68) yields the Riccati equation
dκ
dt0
−κ + 2ω2κ2 = 1
2
k, (106)
which can be solved by standard methods [41].
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If we dene
Γ2 = j2 + 4ω2kj,  =
√
sign(2 + 4ω2k), (107)




(2 − σ2Γ2) sinh [σΓ(t− to)/2]
 sinh [σΓ(t− to)/2]− σΓ cosh [σΓ(t− to)/2] , (108)
subject to the initial condition κ(to) = 0. The function h has the form
h(t) = −σΓσΓ sinh [σΓ(t− to)/2]− cosh [σΓ(t− to)/2]
 sinh [σΓ(t− to)/2]− σΓ cosh [σΓ(t− to)/2] . (109)









 (t− to)− 2 . (111)
Therefore, for any nonzero values of k and h(t) (given by either Eq. (109) or (111)),
Eq. (103) can be mapped into Eq. (104), which is independent of k. (Eq. (104) is
also obtained when k = 0 and h(t) is a constant, , as in Eq. (75)).
In the same vein, it is also possible to map many (TM)-Schro¨dinger equations into
a single (TO)-equation. We refer to Example 2 for an illustration of this. Look at the
second equality in Eq. (100) (a 6= 0, 1). For all b = −a, we have g(2)(t0) = 1
2
ω2. Thus,
we have a nondenumerable number of distinct (TM)-equations, determined by each
a and b = −a, that are mapped into a single (TO)-equation. This (TO)-equation is
independent of a and b. In fact, this is a common phenomenon in Example 2. We
shall discuss this again in paper IV.
6 Summary
We have developed a general method for transforming Schro¨dinger equations of class
TQ into the subclasses of TM and TO equations. The transformation involves (i)
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a unitary mapping or (ii) a unitary mapping and a change in ‘time’ variable. This
permits us to map (i) a (TQ)-Schro¨dinger equation into a (TM)-Schro¨dinger equation
or (ii) into a (TO)-Schro¨dinger equation. In paper II, we shall use these transforma-
tions to show that all these equations have isomorphic space-time symmetry algebras.
We shall exploit this isomorphism and the known generators for (TO)-equations to
obtain solutions for each of the Schro¨dinger equations in the class (TQ) and the sub-
classes (TM) and (TO). Then, we will compute displacement-operator coherent and
squeezed states for each class and subclass.
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