ABSTRACT Energy time series forecasting is challenging due to its uncertainty of natural factor. Energy time series has nonlinear and non-stationary characteristics and not normally distributed, which makes it difficult to be forecast by statistical or computational intelligent methods. A set of locally linear fuzzy radial basis function (FRBF) to approximate the functional coefficients of the state-dependent autoregressive (SD-AR) model and the proposed model is called FRBF-AR model, which combines the advantage of FRBF in function approximation and the merit of SD-AR model in nonlinear dynamics description. Empirical mode decomposition (EMD) is a powerful tool to decompose a complex time series into a number of intrinsic mode functions (IMFs) and one residual series. Then, these sub-series are predicted by the FRBF-AR model. Finally, the prediction results of the IMFs and residual series are added to formulate an ensemble forecast for the original energy time series. Furthermore, energy time series data sets from the generated electricity and load demand time series are used to test the effectiveness of the proposed hybrid modeling method. The simulation results demonstrate the effectiveness of the proposed hybrid modeling method compared with other forecasting methods.
I. INTRODUCTION
Because of the decline in fossil fuel storage capacity, the energy crisis has become more significant than ever before [1] . Therefore, in order to alleviate the energy crisis, we should actively encourage the use of renewable energy sources [2] . Thus, the research on the prediction of energy time series has certain research value. Energy time series forecasting has fascinated the human being since its early existence [3] . Consequently, energy companies need to develop methods for optimal bidding. Therefore, many scholars have carried out extensive and in-depth research, and have made some achievements. Aimed at this task, two typical methods for energy time series forecasting have been proposed in the literature, including single modeling method and hybrid modeling method [4] - [6] .
Many single modeling methods have been developed for energy time series forecasting in recent decades. Generally, The associate editor coordinating the review of this manuscript and approving it for publication was Datong Liu. Single modeling methods try to establish an accurate model for energy time series forecasting using individual method. For example, in [7] , artificial neural network (ANN) was used for one-hour ahead electric load and wind solar power generation forecasting. In their study, results from real world case study illustrated that the effectiveness of the proposed method is clearly implied. In [8] , direct quantile regression for wind power generation forecasting, the superiority of the model is verified by comparing with other benchmarks. Sometimes a single model can't solve the problem well, in recent years, many scholars have proposed some hybrid models to solve the problem which encountered in a single model. For instance, Qiu et al. [15] proposed an empirical mode decomposition (EMD) based ensemble deep learning for load demand forecasting, simulation results compared with nine forecasting methods: Persistence, support vector regression (SVR) [9] , artificial neural network (ANN) [10] , deep belief network (DBN) [11] , random forest (RF) [12] , EMD based SVR [13] , EMD based ANN [14] , EMD based RF [15] and the ensemble DBN (EDBN) [16] , and EMD-FRBF-AR model have achieved better accuracy. Wang et al. [2] proposed deep learning based ensemble approach for wind power forecasting, the results demonstrate that the proposed approach have a competitive performance. Kong et al. [17] proposed a novel deep learning framework which a hybrid of wavelet transformation, multi-resolution singular spectrum entropy, and deep learning architecture, simulation results indicate that the method can achieve highly accurate. Hui et al. [18] and Peng et al. [19] , [20] proposed a Structured Nonlinear Parameter Optimization Method (SNPOM), which combined Least Squares Method (LSM) and Levenberg Marquardt Method (LMM) to estimate nonlinear RBF-AR model parameters, and the simulation results indicate that the forecast accuracy of the RBF-AR model is obviously better than the other models.
From the studies mentioned above, it can be found that the hybrid models combined single model can improve the forecasting accuracy to some extent, while because the single model often cannot thoroughly deal with non-stationarity of random and irregular data series, there still exist some probabilities for improving the model's forecasting ability [21] . Therefore, this paper proposes a novel hybrid modeling method based on decomposition technique and FRBF-AR model for one-step ahead energy time series forecasting. Firstly, EMD [22] is used to decompose the energy time series into a number of intrinsic mode functions (IMFs) with different frequencies and a residual. Next, FRBF-AR model is employed to forecast each IMF and a residual. Finally, the forecast series of energy time series is getted by adding up the forecast values of all IMFs and residual. The proposed modeling method is tested using load demanding data series collected from Australian Energy Market Operator (AEMO) (South Australia (SA)) [23] and daily power generation data of the right bank of the Three Gorges Project.
Based on aforementioned researches, the main contributions and novelties of this paper can be denoted in the following respects: (1) The FRBF-AR model is constructed by a set of fuzzy radial basis function networks (FRBFNs) to approximate the functional coefficients of the statedependent autoregressive (SD-AR) model, and the proposed model is called FRBF-AR model, which combines the advantage of FRBF in function approximation and the merit of SD-AR model in nonlinear dynamics description. (2) The motivation to study FRBF-AR model in this paper is to improve the RBF-AR modeling method for nonlinear system modeling. The RBF-AR model is a state-dependent AR model that can characterize nonlinear time series [18] - [20] . However, The RBF-AR model's coefficients are composed of the RBF nets with one hidden layer. Because the representing capability of the RBF net with one hidden layer to nonlinear behavior, we study the FRBF-AR modeling problem in this paper by using FRBF which combined RBF and fuzzy system to replace the RBF net with one hidden layer in the RBF-AR for getting better nonlinear time series modeling performance. (3) The FRBF-AR model is an off-line nonlinear model parameter optimization method, the Levenberg-Marquardt method (LMM) for nonlinear parameter optimization and the Least-squares method (LSM) using singular value decomposition (SVD) for linear parameter estimation, respectively. (4) The energy time series are employed for evaluating the proposed modeling method, and the analysis and comparisons in the experiment show that the proposed hybrid model obtains better modeling results compared with other prediction models.
The remainder of the paper is organized as follows. Section 2 describes the process of EMD technique, the structure of the FRBF-AR model is described in Section 3. In Section 4, the estimation method for the FRBF-AR model is presented. Section 5 presents the proposed hybrid modeling method for daily electricity generation forecasting and load demanding data collected from SA. The evaluation criteria and the experimental results are introduced in Section 6. Finally, Section 7 makes the conclusion.
II. EMPIRICAL MODE DECOMPOSITION
In 1998, Huang et al. [22] proposed empirical mode decomposition (EMD) method to decompose a signal into several intrinsic mode functions (IMFs) and a residue. EMD method obtains instantaneous frequency data from non-stationary and nonlinear data. The energy time series data is a random nonstationary process composed of many individual components, and the data is affected by many factors. Therefore, the EMD algorithm can be effective for energy time series forecasting.
An IMF component must satisfy two criteria, one is that has only one extreme between zero crossings, along with a mean value of zero. The other is that the number of extreme points and the number of zero crossing points must be equal or the maximum difference is one [24] . For a given signal x (t), the steps of EMD are as follows:
(1) For a given time series signal x (t), its lower and upper envelopes created by a cubic-spline interpolation of local minima and maxima.
(2) The mean of the upper and lower envelopes is m 1 (t) (3) After subtracting the mean from the original data, a remove low frequency time series is obtained h 1 
is the first component of x (t), or repeat steps (1) to (3) until the stopping criteria is satisfied. So the first IMF component c 1 (t) is obtained c 1 (t) = h 1 (t).
(5) The original time series x (t) subtract the first component c 1 (t), and compute residue signal r 1 (t) = x (t) − c 1 (t).
(6) The residual signal r 1 (t) as new original time series x (t) to find next IMF. Repeat steps (1) to (5) until the last residual time series becomes a monotonic function.
Finally, the original time series signal x (t) is decomposed as follows
where n is the quantity of IMFs, c i (t) is the IMFs and r n (t) symbolized residue.
III. LOCALLY LINEAR FRBF NETWORK BASED ON STATE-DEPENDENT AR MODEL A. STATE-DEPENDENT AR MODEL
In general, one-step-ahead prediction of nonlinear time series is considered. Given a time series {x(t) ∈ , t = 1, · · · , N }, the main problem of nonlinear time series modeling is to construct a function to achieve satisfactory prediction accuracy. f : m → n , with the following structural forms:
where f (•) is a nonlinear map. p is the order of the model. ξ (t) is Gaussian white noise. Different types of functions are used to approximate the unknown nonlinear map f (•) in model (2) . In this paper, the state dependent AR model is defined as follows [25] - [27] :
where
is a vector of previous moments and is considered as the state vector of the system. φ j (X (t − 1)) , j = 0, 1, 2, · · · , p are state dependent functional coefficients. Model (3) is the local linearization of model (2), the key to determine the model (3) is to select the type of the functional coefficient
B. FRBF-AR MODEL
The determination of the state dependent coefficients of model (3) is actually an approximation problem from a multidimensional function input space to a one-dimensional scalar space [27] . In previous references [18] - [20] and [27] - [29] , RBF has been used to solve this problem. However, in this paper, a fuzzy radial basis function (FRBF) neural network is proposed to approximate the state dependent coefficients of model (3) . The structure of the FRBF is shown in Fig.1 . The relationship between input and output of the FRBF can be described by the following equation.
where g 1 (i), g 2 (i, j) and g 3 (j) are output values of input layer, fuzzification layer and fuzzy inference layer, respectively; w 0 is a constant bias for the output layer; w r (r = 1, 2, · · · , N F ) are the connection weights between the output layer node and the fuzzy inference layer node j; M is the number of nodes in fuzzification layer. N F is the number of nodes in fuzzy inference layer. X (t − 1) is the input vector; Z is the center vector; λ is the scaling parameter and • denotes the Euclidean norm.
If the state dependent coefficients of model (3) are approximated by a set of Gaussian FRBF (4), the model derived is called the FRBF-AR model, which is given by
where p is the order of the model;
are the scaling parameters; d is the dimension of the state vector X(t − 1). It can be seen that the FRBF network (4) is an integral part of the FRBF-AR model (5) . Therefore, the FRBF-AR model can be regarded as a more general nonlinear model than the FRBF network.
IV. ESTIMATION OF THE FRBF-AR MODEL
Estimation of the FRBF-AR model includes the selection of input order, the center value of FRBF network, the connect weights and the choice of scaling factor. If all the parameters are not treated differently, the traditional least square method (LSM) and Levenberg Marquardt method (LMM) are used to identify all the parameters, it will certainly increase the amount of calculation, and it is difficult to get a good solution. Peng et al. [20] proposed a structured nonlinear parameter optimization method (SNPOM). The SNPOM divides the search space into linear parameter space and nonlinear parameter space. Using LSM to identify linear parameters, LMM used to identify nonlinear parameters. The linear parameters have been updated many times when each nonlinear parameter is calculated. This method greatly improves the convergence speed and prediction accuracy. Therefore, SNPOM is also used to identify the parameters of FRBF-AR model in this paper. The optimization method for the FRBF-AR model (4) is demonstrated by the following steps.
Step 1: Parameter classification: The linear parameters of FRBF-AR model is the following
and the nonlinear parameters of FRBF-AR model is as follows
To make the SNPOM more suitable for estimation of FRBF-AR model, the model is redesigned into two forms as follows:
or
where θ L is all of the linear parameters to be estimated; θ N is all of the nonlinear parameters to be estimated. Eq. (9) is the regression form of Eq. (8)
Step 2: Initialization: A subspace is chosen randomly as the initial value of Z (0) k (k = 1, 2, · · · , m) from the vector space X (t − 1), and calculate the initial value of the scaling factor according to formula (10)
After selecting the initial value of the scaling factor, the initial value of the nonlinear parameter θ 
where x (i) , X (i − 1) |i = τ + 1, τ + 2, · · · , N t is the measured data set, τ is the largest time lag in model (8) or model (9) , and N t is the number of data points.
Step 3: Parameter optimization: The sum of squares of residuals is used as objective function to optimize all the parameters. The optimization of the objective function is the following.
The parameter optimization problem defined as the following
The cross iteration process is used to optimize the parameters, and the updating formula for the nonlinear parameter is the following.
where d k represents the search direction, β k denotes a scalar step length parameter representing the distance to the minimum, and the value of d k can be calculated as follows.
where γ k is used to control the magnitude and direction d k . When γ k tends to zero, d k will tends to the Gauss-Newton direction. However, when γ k tends to infinity, d k will tends to the steepest descent direction. When d k was calculated. β k is the same as the mixed quadratic and cubic polynomial interpolation and extrapolation method [27] . For the linear parameters, LSM can be used to calculate as follows.
The step length β k was determined by the line search process in Eq. (15) 
V. ENERGY TIME SERIES FORECASTING MODEL BASED ON EMD AND FRBF-AR MODEL
In this paper, an EMD-based FRBF-AR model is proposed for energy time series prediction. For a deep insight into the data structure, the original energy time series with characteristics of nonlinearity and non-stationarity, and the series are first decomposed by EMD into a finite number of intrinsic mode functions (IMFs) and one residual series. Then these simple subseries are modeled by the proposed FRBF-AR models respectively, so that the tendencies of these sub-series can be predicted. Finally, aggregate the prediction results of all sub-series to produce an ensemble fitness and forecasting result for the original energy time series (this model can be denoted by EMD-FRBF-AR). In short, the proposed EMD-FRBF-AR is in essence an EMD (multiscale decomposition)-FRBF-AR (component forecast) model, which is a utilization of ''decomposition and ensemble'' tactics [30] , [31] . The constituents have been addressed separately, the address method for the energy time series forecasting can be illustrated by Fig. 2 and the building procedure is described as follows. Step 1: Collect energy time series data X = (x (1) , x (2) , · · · , x (N )).
Step 2: Decompose X into n IMFs and one residue with high stability and high regularity by the EMD.
Step 3: The FRBF-AR model is employed in forecasting the IMFs and residue, respectively. The predicted values of each sub-series are obtained.
Step 4: The predicted values of all the IMFs and residue are aggregated into the final forecasted values of the original energy time series data.
VI. SIMULATION A. DATA COLLECTION
In this paper, two energy time series were used for the comparison. The first energy time series is the daily electricity generation data of the Three Gorges Right Bank Hydropower Station. We take the data from 1/1/2008 to 31/7/2010, a total of 943 daily electricity generation data are taken as samples. To evaluate the performance of the EMD-FRBF-AR model, the dataset is partitioned into two parts: the first 851 data points were used to train the model, and the last 92 data points were used to test the model. The second energy time series is the electricity load demand data sets, and the data from Australian Energy Market Operator (AEMO). Especially, the data sets of year 2013 from South Australia (SA), the data of January was chosen to validate the proposed model. There are totally 1008 examples for training and 336 examples for testing, the same as in [15] .
B. EVALUATION CRITERIA
Because the amplitude of the energy time series have a great disparity, if we use these data as input of the EMD-FRBF-AR model for training or testing directly, the large fluctuations of the values will forestall the model learning process so that it cannot reflect the small changes in measured values. Therefore, for the energy time series, all the training and testing values are normalized to [0, 1] . Therefore, all the graphics and values obtained in this paper are based on normalization of the original data. The scaling formular is:
wherex (t) is the normalized value at time t. x (t) is the observed value at time t. max (x (t)) and min (x (t)) are the maximum and minimum values of the energy time series data
In order to obtain the true value after the forecasting, we can revert the output variables as x(t) = min(x(t)) +x(t) * (max(x(t)) − min(x(t))) (20) To evaluate the forecasting capacity of the EMD-FRBF-AR model, five measures are applied in this paper: mean square error (MSE), normalized mean squared error (NMSE), square sum of the error (SSE), mean absolute percentage error (MAPE) and determination coefficient (R 2 ). They are defined as follows.
wherex (t) is the predicted value of correspondingx (t), x refers to the mean values of the records, and N is the number of data points in the testing datas. In general, smaller values of MSE, SSE, MAPE and NMSE indicate a better prediction performance, and bigger values of R 2 represent a better prediction performance. 
C. THE DAILY ELECTRICITY GENERTATION DATA FORECAST
In this subsection, for the daily electricity generation data of the Three Gorges Right Bank Hydropower Station forecasting, the normalized original series are shown in Fig. 3 . Using EMD technique, the original series are first decomposed into seven independent IMF components and the residue. Then, we get the graphical representations of these decomposed sub-series, as illustrated in Fig. 4 . All the IMF components are illustrated in the order that they are extracted from the highest frequency to the lowest frequency, different IMFs present distinct features. It can be seen from Fig.4 that the decomposed components have stronger regularity. After the daily electricity generation signal is decomposed by EMD, the daily electricity generation forecasting is converted into the forecasting of each IMF and the residue. For each sub-series, the proposed FRBF-AR model is used to forecast each sub-series. Before training the EMD-FRBF-AR model, the Akaike Information Criterion (AIC) is used to select the best order, by comparing the AIC of the model (4) with different orders, we obtain p = 5; N F = 10; m = 10; d = 2. That is, there are 87 test samples. Therefore, after determining the model order, we use an FRBF-AR model, represented by Eq. (26) to predict each sub-series, as follows:
As previously mentioned, the FRBF-AR model is used to model each IMF and residue decomposed by EMD. All the FRBF-AR models are built by Eq. (26) . The input order of each FRBF-AR model is determined by AIC method. The optimal parameters are selected by Eq. (6) In order to evaluate the predictive performance of proposed EMD-RBF-AR model with other popular forecasting models, the study compares its outputs with the outputs of the single AR, FRBF-AR models, and the EMD-AR model. The proposed EMD-FRBF-AR model is built as discussed above and two single models (AR and FRBF-AR) are applied to forecast daily electricity generation data. The results of MSE, NMSE, SSE and R 2 for the different models are shown in Table 1 . Furthermore, the comparison of the daily electricity generation performance is also concluded in Table 1 . From Table 1 , we can see the forecasting precision of EMD-FRBF-AR has a great improvement to single AR model, single FRBF-AR model and other models. Thus, the proposed EMD-FRBF-AR model can produce lower prediction errors and higher prediction accuracy, and outperforms single AR, FRBF-AR and EMD-AR models. In comparison, the proposed hybrid EMD and FRBF-AR model is much better, and the forecasting results are more accuracy. With the purpose of illustrating the prediction from the FRBF-AR forecasting model of each subseries, Fig. 5 shows the comparison between each subseries actual value and the predicted data. It is clear that IMF1 is of higher frequency than other IMFs' and residual. The forecasting result of IMF1 is the worst because the signal has strong random information. It can be seen from The final prediction of the original daily electricity generation data is obtained by aggregating the prediction results of each subseries. The one-step-ahead forecast is adopted in this paper. The forecasting result of the hybrid EMD and To analyze the forecasting performance of the different forecasting models deeply, The MSE, NMSE and SSE are error-type measures of the deviation between actual and predicted values. The smaller MSE, NMSE and SSE value show the less deviation of the forecasting results from the actual values. From the perspective of level forecasting measured by MSE, NMSE and SSE, it can be found that the prediction accuracy of FRBF-AR model is superior to that of AR model for it is strong nonlinear approximation ability. The hybrid process of EMD and FRBF-AR models show the strong predictive power. Comparing all models in Table 1 , the highest level of accuracy achieved by the proposed EMD-FRBF-AR model implies the advantage of ''decomposition and ensemble'' principle. Fig. 7 shows the predictive errors and histogram for the EMD-FRBF-AR model for the testing data. It can be seen from Fig. 7 , the error of the testing data is evenly distributed near the zero values. There is no particularly large modeling error, and the error histogram has an obvious Gauss distribution.
In terms of forecasting performance, the proposed EMD-FRBF-AR model produces the best forecasting performances in all the prediction model. This implies that our proposed EMD-FRBF-AR model is capable of achieving good forecasting performance, and also suggests the advantages of multiscale models with EMD over single-scale ones without EMD.
D. CASE 2: ELECTRICITY LOAD DEMAND DATA FORECAST
In this subsection, using the electricity load time series from Australian Energy Market Operator (AEMO) [23] the performance of the proposed EMD-FRBF-AR model is evaluated by comparing with the other benchmark modeling methods, i.e. Persistence, support vector regression (SVR) [9] , artificial neural network (ANN) [10] , deep belief network (DBN) [11] , random forest (RF) [12] , EMD based SVR [13] , EMD based ANN [14] , EMD based RF [15] and the ensemble DBN (EDBN) [16] , For fair comparison, the data sets of year 2013 from South Australia (SA) are chosen to train and test the proposed EMD-FRBF-AR model. For SA, the January data is used to predict. In the experiment, the first three weeks data are used to train the model, and the remaining one week data are used to test the model. The electricity load demand data from AEMO is sampled every half an hour, it means that there are 48 data points for one day [15] , [16] . Therefore, there are 1008 data points for training and 336 data points for testing [15] , [16] . In this paper, for half an hour ahead load demand forecasting, i.e. x (t), the input data are composed of the data points before x (t − 1), x (t) is the output of the EMD-FRBF-AR model, and it is the same as that in [15] and [16] . The prediction results of half an hour ahead load forecasting are given in Table 2 using the estimated EMD-FRBF-AR model and the other benchmark methods for the testing data. Table 2 shows that the proposed EMD-FRBF-AR model gives better prediction results than the other methods in the most cases. Thus, it verifies the advantage of the EMD-FRBF-AR model for the load demand time series prediction.
VII. CONCLUSION
This paper develops a novel energy time series forecasting method based EMD and FRBF-AR model. Through EMD, energy time series data are decomposed into different IMFs VOLUME 7, 2019 and a residue. FRBF-AR model is used to forecast individual IMFs and the residue. Final result can be obtained by adding the forecasting results of individual IMFs and the residue. In terms of empirical results, we find that across different forecasting models, in terms of different criteria (MSE, NMSE, SSE, MAPE and R 2 ), the EMD-FRBF-AR model performs the best in the most cases. In testing cases, the MSE, NMSE, MAPE and SSE are the lowest in the most cases, indicating that the EMD-FRBF-AR model forecasting paradigm can be used as a very promising methodology for energy time series forecasting. With the significant improvement and the good stability of energy time series forecasting precision, the developed EMD-FRBF-AR model is an efficient tool for operation, planning and dispatching of energy time series forecast.
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