In linkage studies, independent replication of positive findings is crucial in order to distinguish between true positives and false positives. Recently, the following question has arisen in linkage studies of complex traits: at what distance do we reject the hypothesis that two location estimates in a genomic region represent the same gene? Here we attempt to address this question. Sampling distributions for location estimates were constructed by computer simulation. The conditions for simulation were chosen to reflect features of "typical" complex traits, including incomplete penetrance, phenocopies, and genetic heterogeneity. Our findings, which bear on what is considered a replication in linkage studies of complex traits, suggest that, even with relatively large numbers of multiplex families, chance variation in the location estimate is substantial. In addition, we report evidence that, for the conditions studied here, the standard error of a location estimate is a function of the magnitude of the expected LOD score.
Introduction
The identification of genetic loci that contribute to risk for complex medical and psychiatric disorders is a major goal of human geneticists (Collins 1995) . To date, this goal has met with limited success. Efforts to identify such loci are likely hampered by factors such as incomplete penetrance, genetic heterogeneity, and the presence of phenocopies (Ott 1990) . When positive results are found, they are often only weakly positive. Independent replication of these findings is crucial .
Recently, it has become clear that, in linkage studies of complex disorders, determining whether a given study has replicated an initial study's findings is not a trivial task. For instance, when two or more studies of a disease find suggestive evidence in a particular region of the genome, there may exist a large degree of variation in the specific position that gives maximum evidence for linkage (the location estimate). A priori, this variation might represent chance variation around a single genetic signal, the presence of multiple genetic signals, or one or more false-positive signals.
This issue may be illustrated by recent findings from linkage studies of schizophrenia. Figure 1 shows the location estimates from seven different investigations (Moises et al. 1995; Schwab et al. 1995; Straub et al. 1995; Arolt et al. 1996; Brzustowicz et al. 1997; Maziade et al. 1997; Riley and Williamson 1997) . Distances shown are approximate. Two of these studies found evidence for linkage to schizophrenia-related phenotypes rather than to schizophrenia per se. One study (Arolt et al. 1996) found linkage for eye-tracking dysfunction, a putative schizophrenia endophenotype that has been shown to be associated with genetic liability to schizophrenia (Levy et al. 1993) . Another study found linkage for severity of positive psychotic symptoms (Brzustowicz et al. 1997) . The locations of the positive findings from the seven studies are widely scattered along chromosome 6p, covering a region of ∼50-60 cM. Given the large degree of variation in position, could these findings have resulted from the same susceptibility locus? Can we consider the 6p linkage to schizophrenia a finding that has been "replicated" multiple times?
Similar findings have arisen in linkage studies of other complex traits. For example, two studies of type I diabetes (Field et al. 1996; Mein et al. 1998 ) report evidence for a susceptibility locus on chromosome 14q, but the location estimates are ∼33 cM apart. Independent evidence for linkage of multiple sclerosis to chromosome 19 has been obtained by two groups (Sawcer et al. 1996; Kuokkanen et al. 1997) , but the location estimates are
Figure 1
Positions that give maximum evidence for linkage along chromosome 6, in recent linkage studies of schizophrenia. The markers were placed relative to one another, on the basis of the Gé-néthon map and the map of the Weber V6 screening set (Research Genetics) for marker D6S1960.
Figure 2
Structure of the simulated chromosome. All intermarker distances are ∼10.1 cM, giving a total length of ∼121.2 cM. The disease-susceptibility locus is 1 cM from marker 5, at ∼41.4 cM. Note that marker 1 is at 0 cM, marker 2 is at 10.1 cM, etc. separated by ∼7 cM. Linkage studies of psoriasis have yielded evidence for linkage to chromosome 4 (Matthews et al. 1996; Nair et al. 1997) , with location estimates separated by 40 cM. Other examples of such variation in findings from linkage studies could be adduced.
In this report, we address the issue of variation in the position that gives maximum evidence for linkage-that is, the location estimate-in studies of complex traits. Using computer simulations, we have studied the distribution of the location estimate arising from repeated linkage studies of a single "disease." The linkage studies focus on a simulated chromosome that contains a susceptibility locus. The disease embodies characteristics such as incomplete penetrance of susceptible genotypes, heterogeneity, and phenocopies.
Methods
Three steps were repeatedly performed by computer: (1) simulation of a set of genotypes and derivation of phenotypes consistent with a "typical" complex trait, (2) analysis of the simulated data, and (3) recording of the location estimate (i.e., determination of the position of the peak multipoint LOD score). In this way, sampling distributions were constructed for location estimates.
The genotypes simulated were marker and disease genotypes, linked to each other in specific ways. Thus, the simulated data represented a "scan" of a small chromosome, containing a disease-susceptibility locus. Figure  2 contains a picture of the simulated chromosome, showing the relative positions of the markers and of the disease-susceptibility locus. The 13 markers, equally spaced at ∼10.1-cM intervals, cover the length of the chromosome. The disease-susceptibility locus was placed between markers 5 and 6, closer to marker 5, ∼41.4 cM from the left end of the chromosome. Table 1 lists parameter values and other conditions used in our study. All markers had four alleles of equal frequency, corresponding to a PIC score of ∼.7. Genotypes at two disease-susceptibility loci were simulated. One (locus A) corresponded to the (linked) locus shown on the framework of markers. The second disease-susceptibility locus (locus B) was unlinked to any other loci; this was introduced to mimic the effects of genetic heterogeneity. This concept of heterogeneity is based on the admixture model (Smith 1963) . All pedigree structures were the same. Each family consisted of two parents and two offspring (both affected; see below), with genotype and phenotype information available for all four family members.
The only reason for our simulation of two diseasesusceptibility loci was to create a system with genetic heterogeneity. We are interested in the precision of the location estimate for locus A, the locus on the simulated chromosome. We analyzed the data by using a one-locus representation of the two-locus system, with a parameter, a, standing for the proportion of families linked to locus A. Evidence suggests that the power to detect linkage in a two-locus system analyzed as though it were a one-locus system is very close to the power when the true model is assumed, if the correct mode of inheritance is specified at the linked locus (Greenberg and Hodge 1989; Vieland et al. 1992; Durner et al. 1999) . Moreover, the one-locus approach reflects the method by which most linkage analyses of complex traits are currently conducted. We set the penetrance vector for this one-locus treatment of our system at .8, .4, and .02. We also decided that 25% of the families ( ) containa = .25 ing a "genetic" form of the disease would be affected because of locus A-that is, the locus linked to the simulated chromosome. We then chose disease-allele frequencies for loci A and B and a penetrance matrix for the true two-locus system that were approximately consistent with both the aforementioned requirements for a and the penetrance vector for the one-locus treatment. The disease-allele frequencies chosen for locus A and locus B are shown in table 1. The penetrance matrix that we constructed is shown in table 2.
Genotypes were simulated for large numbers of individuals by the Genometric Analysis Simulation Program (GASP) (Wilson et al. 1996) , which provides an environment for simulation of marker and disease-susceptibility genotypes under a variety of specified conditions. The output of GASP was modified by an SAS program (SAS Institute 1990). This SAS program used both the penetrance matrix of table 2 and the simulated genotypes at the disease-susceptibility loci to derive diagnoses for each individual. Only families with both children affected were kept for subsequent analysis. The final set of families, with phenotypes and genotypes at the marker loci, for all individuals, was saved to a file. The genetic-analysis program GENEHUNTER (Kruglyak et al. 1996) was then used to analyze the data.
Each set of families was analyzed by GENEHUNTER, with the penetrance vector for the one-locus treatment of our system, a disease-allele frequency of .0132 (the sum of the disease-allele frequencies at loci A and B), and the correct value of a (i.e., 25%). These parameters give the correct population prevalence, ∼3%. Multipoint LOD scores were calculated every 2 cM along the simulated chromosome. The position that gave the highest, or peak, LOD score for each analysis step was recorded; this was the location estimate. The entire multipoint-LOD curve was also saved.
A single run thus comprised one round of simulation, appropriate modification of the simulated data, and analysis. We studied the distribution and variation of the location estimate across four different groups, each group consisting of 500 runs. The only difference across groups was the number of families retained for analysis per run. Groups 1, 2, 3, and 4 consisted of 200, 400, 800, and 1,600 nuclear families/run, respectively. Figure 3 shows the frequency distributions of the location of the peak LOD score obtained for each of the four groups. Visual inspection reveals a trend as the number of families per run increases. The frequency of observations in the tails of the distribution decreases (i.e., the height of the "flat" portion of the distribution decreases) while the frequency of observations in the central part of the distribution increases (i.e., the central part of the distribution becomes taller and somewhat more narrow).
Results
We examined three ways of quantifying the amount of variation in the location estimate for these groups of simulations. Method 1 simply reports the observed standard errors (SEs) of the frequency distributions shown in figure 3. Table 3 contains these results. However, when this method is used, the results are strongly influenced by the tails of each distribution. As outlined in Appendix A, the SEs become partly a function of the length of the simulated chromosome. In brief, a longer simulated chromosome is equivalent to providing more chances for the multipoint LOD score to randomly reach a height that is greater than that achieved because of the signal from the disease locus. Location estimates from these random peaks in the multipoint-LOD curve may occur very far from the true disease locus and thus grossly inflate the calculated SE. The second method (method 2) for quantifying the amount of variation in each group is to model each distribution in figure 3 as a mixture of two distributions: (1) a normal distribution centered on the true disease locus and (2) a rectangular, or flat, distribution over the entire chromosome. Then the SE of the normal component can be calculated. Appendix B explains this procedure. The results are shown in table 3.
A third method (method 3) for quantifying the variation in location estimates involves the use of the entire multipoint-LOD curve for each simulation run, not just the location of the maximum LOD score. We generated an "average," or expected, multipoint curve for each of the four simulation groups by plotting the mean multipoint LOD at each location along the chromosome. Quadratic functions were fitted to several points of expected LOD score around the maximum, one for each simulation group. As outlined Appendix C, the curvature (second derivative) of these functions at their maxima is related to the SE of the location estimate. The SEs for location that are derived in this way are given in table 3.
Inspection of table 3 reveals that, with 200, 400, or 800 families, method 1 produces much larger SEs than do methods 2 or 3. With 1,600 families, method 1 and method 2 produce similar SEs, with method 3 producing a smaller SE. With 200 families, estimates from methods 2 and 3 are similar, but thereafter method 3 produces smaller SEs.
Discussion
We have studied the variation of location estimates in simulated linkage studies of a complex disorder. Our findings suggest that the variability in position is substantial for complex disorders, with 95% confidence in-tervals (95% CIs) covering 10s of cM in samples consisting of relatively large numbers of families. Most existing linkage studies use sample sizes less than that of our smallest group, 200 families. For instance, in the linkage studies of schizophrenia that were cited above, the largest sample size is 265 families-although many of these studies contain families that are larger than those simulated in our study. Our study suggests that, if the linkage "signal" from a complex-trait susceptibility locus is weak (because of incomplete penetrance, heterogeneity, etc.), the location estimate may be many centimorgans from the true disease locus. This emphasizes the need for other, complementary approaches-such as studies of linkage disequilibrium-to narrow the chromosomal regions of interest that have been identified in linkage analysis. On the other hand, it seems at least plausible that some of the findings that implicate chromosome 6p in linkage studies of schizophrenia may in fact be detecting the same susceptibility locus, despite the large variation in the location estimates observed. The degree of variation in location estimates is consistent with what one might expect for linkage studies of a weak susceptibility locus.
We have reported three different methods for quantifying the variation derived from our simulations. Comparison of the SEs shown in table 3 reveals that the methods give quite different results. Which is the best quantitative summary of the results? Method 1 (in which the SEs are from the "raw" distributions) includes the effect of random local maxima in the multipoint-LOD curve, which corresponds to the effect of false positives in actual linkage studies. This is always a reality faced by investigators in linkage analysis. On the other hand, the more interesting and relevant results are probably those which eliminate the effect of the length of the simulated chromosome. Investigators who wish to know the precision of a location estimate are implicitly assuming that the location estimate is for an actual disease-susceptibility locus, not for a local, random maximum (a false positive) in the multipoint-LOD curve. Because method 2 (mixture model) and model 3 (Fisher's expected information) reduce the influence of local maxima, they are probably better for quantifying the variation than is method 1. Methods 2 and 3 produce SEs that are closer to each other but that are still appreciably different for larger sample sizes. Estimates of SEs produced by method 2 are partially dependent on how the data are binned (i.e., 12 equal intervals were used to calculate the SEs in table 3; use of 24 or 6 intervals would give markedly different estimates for the SE [data not shown]). Moreover, the method of calculating the curvature of the average LOD curves has the advantage of incorporating the entire multipoint curve from each simulation. Thus, we believe that method 3 is probably the best method for quantifying the results of our simulations. It is important to note that SEs produced by this method represent the precision of location estimates after elimination of the effects of random, local maxima in the multipoint-LOD curve. These SEs may be quite different from those derived empirically from the simulated sampling distributions.
Our work confirms previous findings of large variation in location estimates from linkage studies of complex traits (Darvasi et al. 1993; Kruglyak and Lander 1995; Hauser and Boehnke 1997; Hovatta et al. 1998 ). In one simulation experiment (Hovatta et al. 1998) , the mean deviation of location estimates from a true disease locus was anywhere from 6.8 to 9.5 cM, with 200 sib pairs and a relatively weak genetic signal. This would correspond to 95% CIs covering 10s of cM. In another study, investigators examined the variation in location estimates for genes mapped by use of experimental backcross populations (Darvasi et al. 1993) . Even with 500 animals, CIs covered many 10s of cM for genes of moderate to small effect. In a third set of simulations, location estimates occurred as far as 20 cM from the true locus (Hauser and Boehnke 1997) .
The fact that increasing the number of families leads to a more precise estimate of location and produces higher LOD scores is not surprising, since more families provide more genetic information about the disease locus in question. Changing other parameters that influence the amount of genetic information should have similar effects on variation in location estimates. We have conducted a series of auxiliary simulations to demonstrate this.
First, we simulated a set of groups in which the trait was increasingly penetrant. As expected, the more penetrant the trait, the smaller the SE of the location estimate. One completely recessive case was also simulated. The SE of the location estimate was smaller than that from the completely dominant case. Next, we simulated a set of groups in which we varied a from its initial value of .25 up to 1.0. The SEs for groups with higher values of a decline dramatically, to a much greater extent than did the SEs for increasingly penetrant disease loci. We also ran a simulation group with parameters set exactly as those for the group with , except that marker a = 50% spacing was every 5 cM. This was to examine the effects that a denser set of markers would have on the precision of the location estimate. The SE of the location estimate for this group was 3.30 cM (by method 3), comparable to the SE of 3.72 cM for the analogous group with markers every 10 cM. This is consistent with previous findings that suggest that decreasing intermarker spacing below the "resolving power" (i.e., 95% CI) does not greatly increase the precision of the location estimate (Darvasi et al. 1993) . Finally, four groups of simulations using the nonparametric LOD score (Risch 1990; Kruglyak and Lander 1995) in the analysis step, instead of
Figure 4
Relationship between the average or expected LOD score at the disease locus and the standard error of the location estimate. The blackened circles represent the four groups discussed in the text, each differing in the number of families per run. In another set of simulations, penetrance was varied; these groups are represented by unblackened circles. Here, each run had 200 families, , and a = .25 increasingly penetrant disease-susceptibility loci (up through complete penetrance). Standard error falls as the average LOD score increases, reflecting the increasing penetrance across groups. One completely recessive case, with no phenocopies and gene frequencies of .087 (locus A) and .15 (locus B), was run; this group is represented by a blackened triangle. A total of 200 runs were performed for these and all subsequent auxiliary simulation groups. The unblackened triangles represent a series of groups in which we varied a. These groups each had 200 families/run, the same penetrances used in the original simulations, and a values of .5, .75, and 1.0. As before, the standard error of the location estimate falls as the expected LOD score increases (reflecting the increasing values of a). The group represented by a blackened square was run with use of the same parameters as were used for the group with , except that marker spacing was every 5 cM (instead a = .5 of every 10 cM, as with all other groups). Four groups were run with use of the nonparametric LOD score to detect linkage, instead of the parametric LOD score (represented by unblackened squares). These groups had , .50, .75, and 1.0; otherwise, parameters were the a = .25 same as those for the group with 200 families/run. Finally, the curve given by is shown, where SEL Ϫ0.5881 SEL = 7.0181 # (expected LOD) is the standard error of the location estimate and expected LOD is the expected LOD score at the disease locus. This curve was derived empirically and seems to fit the set of points well (97% of the variance in the data points is accounted for by this curve).
the parametric LOD score, were run. When compared with the analogous groups analyzed by parametric LOD score, the nonparametric LOD-analyzed groups revealed both less evidence for linkage overall and larger SEs in the location estimates.
To summarize the results of the auxiliary simulations, we constructed a graph (fig. 4) of the expected LOD score of each group at the disease locus (as an indication of the amount of genetic information) versus the SE of the location estimate, derived by method 3 in Appendix C. As discussed above, changing the parameters so that genetic information is increased (i.e., so that there is a higher expected LOD score) results in a corresponding decrease in the SE of the location estimate.
Interestingly, each group of simulations seems to fall on the same curve. We found empirically that the curve given by
where SEL is the SE of the location estimate by method 3 and expected LOD is the expected LOD score at the disease locus for all runs in a group, fits the set of points well ( fig. 4) . The curve suggests that, given the presence of a disease-susceptibility locus, the expected LOD score of a study implies the associated SE of the location estimate. In other words, the genetic information implied by any combination of conditions (a, penetrances, number of families, etc.) and summarized by the expected LOD score at the disease locus across repeated studies is all that is needed to determine the variation in the location estimate. Darvasi and Soller (1997) also have derived a mathematical relationship between genetic information and variation in location estimates; however, their relationship uses the effect size of a quantitativetrait locus and sample size to derive the size of the 95% CI for a location estimate. It might seem that relation (1) would provide a simple method for determining the CIs for published linkage studies; one could take the reported LOD score at a location estimate and simply read off the corresponding SE, using equation (1). However, this not the case; the reason is that the proposed method makes a critical, unwarranted assumption-namely, that the reported LOD score has the same value as the expected LOD score at the disease locus. In reality, the reported LOD score is only an imperfect estimate of the expected LOD score. We used our simulations to confirm this idea. First, we stratified each run on the basis of the magnitude of its maximum LOD score. For each of the strata, we calculated the SE of the location estimate. Although there definitely was a correlation between the magnitude of the observed LOD score and the SE of location estimate, the correlation was far from perfect. In fact, it was sufficiently imperfect that CI estimates based on this principle would be unreliable.
Although not useful for evaluating the results of published linkage studies, equation (1) still could be useful to investigators who wish to know the precision of location estimates for genes of a certain hypothesized effect. One could use the known gene effect to calculate an expected LOD score for a given sample; the approximate SE of the location estimate could then be derived by means of equation (1).
Figure A1
Plot showing the average or expected LOD score at several locations around the maximum for all 500 runs of the simulation group with 800 families/run. Also shown is the best-fitting quadratic function. The second derivative of this curve (the curvature) at its maximum is related to the standard error of the location estimate (for details, see the text). In this case, the best-fitting function was , where LOD is Inspection of figure 3 reveals that, for the groups with fewer numbers of families per run, a significant portion of the observations occur in the tails of the distributions, often very distant from the true locus. Many of these observations represent local maxima in the multipoint curve that happen to be higher than the peak due to signal from the disease locus. This kind of occurrence is especially common when there is little information for linkage analysis (because, say, relatively few families are available), resulting in a low signal-to-noise ratio. These local maxima occur randomly-that is, they are not related to the location of the disease-susceptibility locus.
Extending the length of the chromosome would be equivalent to providing more chances for the multipoint curve to randomly achieve a local maximum that is greater than the peak due to the signal from the disease locus. For longer chromosomes, more runs that would have given location estimates related to the disease locus will give location estimates unrelated to the disease locus. Thus, the SE of the location estimate by this method is partly a function of the length of the chromosome.
Appendix B Method 2 for Quantifying the Variation in Location Estimates
First, we divided the distributions of location estimates into 12 equal intervals (∼10.1 cM each), covering the entire chromosome. This was done to eliminate the effects of information content due to marker position. Next, we fitted the following parametric form to the data points:
, where y 0 is
the height of the rectangular distribution, k is a nuisance parameter, and x 0 and b are, respectively, the mean and SE of the normal distribution. Parameter estimates were obtained by use of the Marquardt-Levenberg algorithm (Press et al. 1986 ). The resulting function explained 97% of the variance in the data points.
Appendix C Method 3 for Quantifying the Variation in Location Estimates
We first calculated the average LOD score at each position along the chromosome, for all 500 runs in a simulation group. Eight of the resulting data points around the location of the disease locus are shown in figure A1 , for the simulation group with 800 families/ run. As one moves down the chromosome, the average LOD score rises to a maximum over the true disease locus and then declines on the other side. Next we fitted the following quadratic form to a set of points around the disease locus, for each simulation group in turn, by nonlinear regression: LOD = y ϩ (a # position) ϩ 0 , where LOD is the LOD score, position 2 (b # position ) is position along the simulated chromosome, and y 0 , a, and b are parameters to be estimated. Because location estimates are maximum-likelihood estimates, the LOD score around the maximum is expected to have a quadratic form. Parameters for the curves were obtained by use of the Marquardt-Levenberg algorithm (Press et al. 1986 ). The data points and the resultant curve for the group with 800 families/run are shown in figure A1 . The curves fitted each set of points well (∼99% of variance is explained) and seemed to faithfully capture the behavior of the points around the maximum LOD score. Then we took the second derivative of the resultant curve, with respect to position. Inserting the position of the maximum LOD score into the second derivative and multiplying by Ϫ1 one gives Fisher's expected information at the true disease-locus position (Kendall and Stuart 1979) . Taking the square root of the reciprocal of Fisher's expected information gives the SE of the location estimate. Smith CA (1963) AJM (1996) The genometric analysis simulation program (GASP): a software tool for testing and investigating methods in statistical genetics. Am J Hum Genet Suppl 59:A193
