Abstract. The inverse source problem where an unknown source is to be identified from the knowledge of its radiated wave is studied. The focus is placed on the effect that multifrequency data has on establishing uniqueness. In particular, it is shown that data obtained from finitely many frequencies is not sufficient. On the other hand, if the frequency varies within a set with an accumulation point, then the source is determined uniquely, even in the presence of highly heterogeneous media. In addition, an algorithm for the reconstruction of the source using multi-frequency data is proposed. The algorithm, based on a subspace projection method, approximates the minimum-norm solution given the available multifrequency measurements. A few numerical examples are presented.
Introduction
We study the inverse source problem for the Helmholtz equation where an unknown source is to be identified from the knowledge of its radiated wave. This problem has particular applications in the antenna synthesis problem [1, 2] as well as in medical imaging techniques such as electroencephalography (EEG) [3, 4] , magnetoencephalography (MEG) [5, 6, 7] , photo-and thermo-acoustic tomography [8, 9, 10] , and optical tomography [11] . For instance, the recording of the brain's electrical activity (such as the origin, path and destination of electrical currents) may be used to relate external stimuli (visual, tactile, auditory) to neuronal connectivity and brain functionality [12, 13] . Hence, the reconstruction of current sources with spatial resolution is particularly crucial in this branch of scientific investigation. An excellent review of some of the latest mathematical developments for medical imaging is found in [14, 15] . Particular attention is given therein to imaging techniques that can provide insight or monitoring of physiological events and be employed as a research tool in cognitive science.
The direct source problem has been thoroughly investigated over the past centuries and a huge amount of information is available in the literature. In contrast, the inverse source problem has received much less attention. The reason for this is that the inverse source problem is inherently ill-posed in terms of uniqueness and stability. Due to the existence of non-radiating sources, infinitely many solutions can be obtained. Hence, it is impossible for the true source to be uniquely reconstructed from a set of measurements at a single frequency. This phenomenon holds true for problems governed by the Helmholtz (acoustics), Maxwell (electrodynamics) and Laplace (gravimetry and electrostatics) equations [7, 16, 17, 18, 19, 20, 21] .
In most mathematical works, one or more of the following assumptions are made in order to simplify the inverse source problem:
1. Static or quasi-static fields [3, 6, 18, 19] 2. Homogeneous media [20, 22, 18, 8, 4, 23, 24, 25, 19, 21, 26] 3. Point-like sources [3, 4, 5] The above assumptions make the problem at hand much more tractable. However, in some situations, they may introduce unrealistic approximations leading to poor imaging of the source. Independence from all three assumptions is rarely found in the literature.
It is usually the case that the source to be identified is embedded in heterogeneous media [6, 7, 9, 10, 27] . For instance, in the photoacoustic imaging of the brain, it is important to incorporate the sudden change of sound speed across the skull [9, 10, 28] . Hence, we consider the Helmholtz equation with variable coefficients to model the characteristics of the medium.
We assume the presence of a source function F with its support in a bounded open set Ω ⊂ R 3 with boundary Γ. The radiated field u satisfies the following problem where r = |x|. We will refer to k > 0 as the frequency and the limit in (1.2) is known as the Sommerfeld radiation condition. Technical conditions on the coefficients a(x) and b(x) are given in Section 2 following the weak formulation of this problem. In the present work, we only consider separable sources of the form
where h(k) = 0 is a known function. This model appears, for instance, in the formulation of the photoacoustic tomography problem [8] where h(k) = ik. The multi-frequency inverse source problem is to identify f from measurements of the radiated field u on Γ for all frequencies k ∈ K where K ⊂ R + is the set of admissible frequencies. This research topic is motivated by applications in acoustic, elastic and electromagnetic remote sensing where the spatial profile of the source function is frequencyindependent [8, 9, 10, 23, 24, 29, 30] . The main two goals of the present work are the following:
consider multi-frequency wave fields (possibly associated with temporal evolution via the Fourier transform), heterogeneous media, and distributed sources.
2. Formulate a reconstruction algorithm based on a variational characterization of the unknown source and a subspace projection method using measurable data with multifrequency content.
As shown in Section 5, the unknown source can be identified from the knowledge of multi-frequency measurements even in the presence of heterogeneous media. Recently, Eller and Valdivia [23] , and Bao et al. [24] and Alves et al. [25] have investigated the same problem for homogeneous media. In [23] it was proved that the knowledge of u(x, k) for all x ∈ Γ and all k ∈ K is sufficient to recover f uniquely if K = R + . In fact, their proof only requires data obtained at frequencies coinciding with the eigenvalues of the negative Laplacian in the region Ω. Other uniqueness results were obtained in [25] and [24] by requiring K to only contain an interval or a sequence with a limit point. They used the fact that plane waves satisfy the Helmholtz equation (homogeneous media) which leads to the Fourier transform of the unknown source f in terms of multi-frequency boundary measurements. Since f has compact support then its Fourier transform is analytic and completely determined by such multi-frequency data.
In our present study for the Helmholtz equation in heterogeneous media, plane waves no longer satisfy the governing equation. Instead of using the analyticity of the Fourier transform of f , we managed to directly prove that the radiating wave field u k is analytic with respect to the frequency k > 0 (see Theorem 2.4 below). This leads to the uniqueness result for the inverse source problem for multi-frequency data with an accumulation point. In light of [31] and the use of the Fourier transform in time, one may conjecture that the uniqueness result for the inverse source problem is valid if h = h(x, k) is a non-vanishing known function and analytic with respect to the frequency k. Unfortunately, the approach pursued in this paper does not cover such a case.
In order to obtain the multi-frequency uniqueness property and the development of a practical reconstruction method, we review the decomposition of any source f ∈ L 2 (Ω) as the superposition of a non-radiating component f N and a purely-radiating part f P which happens to be the minimum-L 2 -norm solution of the inverse problem. This is done in Sections 3 and 4 using the variational framework. Early results in this direction were obtained by Bleistein and Cohen [20] , Marengo, Devaney and Ziolkowski [21, 32, 33] , among others, and rigorously established in the variational setting by Albanese and Monk for Maxwell's equations [7] . In particular, we take great advantage of the concept of purely-radiating sources and their characterization as solutions of the so-called adjoint problem [33] .
Finally, an algorithm for the reconstruction of the source using multi-frequency data is proposed in Section 6. We assume that the measured data is available for a finite set of increasing frequencies K = {k 1 , k 2 , ..., k J }. In this case, the reconstructed source can be characterized as the minimum-norm function in the intersection of J affine subspaces of L 2 (Ω). The variational characterization of the source in terms of the adjoint problem (Section 4) is employed as a projection method to obtain an approximation to the unknown source. A few numerical examples are presented as well.
The direct source problem
In this section we briefly summarize the main properties of the direct source problem for the Helmholtz equation using its weak formulation. The basic tools necessary to prove existence, uniqueness and stability of the solutions are based on the Riesz-Fredholm theory for compact perturbations of a boundedly invertible operator. Such approach is comprehensibly described by Gilbarg and Trudinger [34] and McLean [35] among others. We also establish the analyticity with respect to the frequency k of a solution to the variable-coefficient BVP (1.1)-(1.2). This is accomplished using the analytic Fredholm theory [36, 37] . We assume the source f to have its support within a bounded open domain Ω ⊂ R
3
whose Lipschitz boundary is denoted by Γ. Hence, it is possible to reformulate the BVP (1.1)-(1.2) in the domain Ω by replacing the Sommerfeld radiation condition at infinity by the exterior Dirichlet-to-Neumann (DtN) condition on the enclosing surface Γ. This renders a BVP in Ω whose solution coincides exactly with the restriction to Ω of the solution for the original problem (1.1)-(1.2). For excellent references concerning the DtN map (also known as the Steklov-Poincaré operator) see [35, 36, 38, 39, 40] . The weak formulation of the BVP is well-suited to model highly heterogeneous media, and the DtN formulation allows us to naturally incorporate the boundary Γ where the measurements take place.
The following is the weak or variational problem with the Sobolev space H 1 (Ω) as the natural choice for the trial and test spaces.
where the sesquilinear form B :
Here γ :
is the trace operator, and Λ :
denotes the (exterior) Dirichlet-to-Neumann map which transfers the boundary values of a radiating solution of the Helmholtz equation in R 3 \ Ω into its normal derivative on Γ. When needed, we will make explicit reference to the dependence of u, h and Λ on the frequency k by writing u = u k , h = h k and Λ = Λ k .
We assume that the coefficients a(x) and b(x) are real and that a, b ∈ L ∞ (Ω). This ensures the boundedness of the sesquilinear form B. In order to work with a uniformly elliptic problem, we also require the existence of a constant a 0 such that 0 < a 0 ≤ a(x). We also assume that 0 < b, b −1 ∈ L ∞ (Ω), and that the supports of 1 − a(x) and 1 − b(x) lie winthin Ω. The above problem is simply the weak formulation of the following BVP,
3)
where ν denotes the outward unit normal vector on Γ.
The well-posedness of the Direct Problem 2.1 follows from the Riesz-Fredholm theory or the Babuška-Lax-Milgram theorem. For details see [41, 34, 35, 42, 38] . Hence, we obtain the well-posedness of the Direct Problem 2.1.
Theorem 2.2 (Well-Posedness).
For each k > 0, the Direct Problem 2.1 has a unique stable solution u ∈ H 1 (Ω).
Furthermore, to be used in the analysis of the inverse source problem discussed in Section 5, we shall also establish the analyticity with respect to the frequency k of a solution to the variable-coefficient problem (1.1)-(1.2). In order to do so, we modify the use of the Dirichletto-Neumann operator Λ : 
where the modified sesquilinear formB :
denotes a modified Dirichlet-to-Neumann operator which transfers the boundary values on Γ of a radiating solution of the Helmholtz equation in R 3 \ Ω into its normal derivative on the larger surfaceΓ. Again, we will make explicit reference to the dependence of u, h andΛ on the frequency k by writing u = u k , h = h k andΛ =Λ k . The regularity and analyticity ofΛ k is established below. Now, from the Riesz representation theorem, there exist bounded linear operators P, Q k :
Then we can re-express the variational problem 2.5 as the following equation,
Since the coefficients a, b ∈ L ∞ (Ω) and 0 < a 0 ≤ a(x), then P is bounded and coercive, and from the Lax-Milgram theorem we conclude that P has a bounded inverse. In addition, since the embeddings of
are compact, then we also get that Q k is a compact operator. That was the reason why we introduced the larger surfaceΓ and the modified DtN mapΛ which enjoys enough regularity.
The derivation of (2.10) yields the possibility to show that the unique solution of (2.5), or equivalently the weak solution of (1.1)-(1.2), is in fact analytic with respect to the frequency k. First, it is convenient to establish the following lemma. Lemma 2.3. Both, the Dirichlet-to-Neumann map
, can be analytically extended as a bounded operators for complex frequencies ξ ∈ C in a neighborhood of the positive real line R + .
Our proof is provided below at the end of this section. With the aid of this lemma then it follows that the mapping ξ → Q ξ is analytic in a neighborhood of R + in the complex plane C. The well-posedness Theorem 2.2 implies that the operator (P − Q ξ ) −1 exists and is bounded for each ξ ∈ R + . Then we obtain from the analytic Fredholm theorem [37] that (P − Q ξ ) −1 is also analytic with respect to ξ ∈ R + . It follows that the solution of the Direct Problem 2.1 is analytic with respect to the frequency k > 0 because it can be expressed as
To be used in the analysis of the inverse problem, we state this result in the form of a theorem.
Theorem 2.4 (Analyticity).
If h = h(k) is analytic, then the solution u = u(x, k) of the Direct Problem 2.1 is analytic with respect to the frequency k > 0. Now we proceed to introduce the mathematical tools and notation to prove Lemma 2.3. The proof is based on boundary integral operators and the analyticity of the fundamental solution for the Helmholtz equation. The main challenge lies in providing a meaningful extension for the definition of the DtN map Λ ξ for complex frequencies ξ ∈ C. In order to explain and resolve this difficulty, we make the following definitions concerning regions of interest and associated trace operators.
Here ν andν are the unit normal vector on Γ andΓ pointing into Ω + andΩ + , respectively. The normal derivative operators are well-defined to operate on weak solutions of an elliptic equation [35] .
We consider complex frequencies ξ ∈ C with Re ξ > 0. Recall that for a frequency ξ ∈ R + , the DtN operator Λ ξ :
is defined to map boundary values (Dirichlet data) on Γ of a radiating field in Ω + to its normal derivative (Neumann data) on Γ. If ξ ∈ C with Im ξ ≥ 0 then the DtN map is well-defined since the unique solvability of the exterior Dirichlet problem in the region Ω + is guaranteed [35, 36, 39, 42] . However, if Im ξ < 0, then the solvability of such an exterior problem is no longer certain. In fact, the outgoing fundamental solution for the Helmholtz equation grows exponentially with r = |x| and it does not satisfy the Sommerfeld radiation condition (1.2). So we cannot expect such a BVP to be well-posed for Im ξ < 0. Hence, it is needed to modify the radiation condition to account for such growth. We review the following exterior problem leading to the definition of the DtN map. Given Dirichlet data g ∈ H 1/2 (Γ), let v ∈ H 1 loc (Ω + ) be the weak solution of the following boundary value problem,
11)
for some function v ∞ : S 2 → C known as the far-field pattern. Herex = x/|x| and ξ ∈ C. The limit (2.13) plays the role of the radiation condition which is satisfied by the fundamental solution for any complex frequency, and it is easily shown to be equivalent to the standard Sommerfeld condition (1.2) whenever Im ξ ≥ 0. For the DtN operators to be well-defined, it is necessary to establish the well-posedness of the BVP (2.11)-(2.13) for complex frequencies, at least in a neighborhood of the positive real line. Uniqueness follows from the work of Lax and Phillips [43, 44] . They showed that, aside from a discrete set (no point of accumulation) of complex frequencies with Im ξ < 0, there are no nontrivial outgoing solutions for the Helmholtz equation with homogeneous Dirichlet boundary condition on Γ. To prove existence and stability, we make use of surface potential theory [35, 36, 39, 42] .
Consider the single-and double-layer potentials 14) and the single-and double-layer boundary integral operators
where Φ(x, y, ξ) = e iξ|x−y| /(4π|x−y|) is the outgoing fundamental solution for the Helmholtz equation. Inherited from Φ(x, y, ξ), notice that these potentials and integral operators are analytic with respect to ξ. From the smoothness of Φ(x, y, ξ), we also have that (S ξ ψ) and (D ξ ψ) belong to H 2 loc (Ω + ) since dist(Γ,Ω + ) > 0. Therefore, the potentials (2.14) and integral operators (2.15) define bounded linear operators satisfying the following regularity properties [35, 36, 42] , 16) as well as the following jump relations [35, 36, 42] ,
With these mathematical tools in place, we are ready to obtain the desired proof.
Proof of Lemma 2.3. The goal is to extend the definition of the DtN map Λ ξ for complex frequencies in a neighborhood of the positive real line R + , and make the extension analytic. We accomplish this by mimicking the procedure found in [36, Section 3.2] to find solutions for exterior problems in the form of a combined single-and double-layer potential,
From the jump relations (2.17) we see that the ansatz (2.18) solves the BVP (2.11)-(2.13) provided that the density ψ ∈ H 1/2 (Γ) solves the following boundary integral equation
Thus, the Riesz-Fredholm theory applies. Since the operator (I + D ξ − iS ξ ) has been shown to be invertible for each frequency ξ ∈ C with Im ξ ≥ 0 [36] , then the analytic Fredholm theorem [37, 36] 
is bounded and analytic with respect to ξ ∈ C, aside from a discrete set lying in the open lower half-plane. It follows that the ansatz (2.18) solves the BVP (2.11)-(2.13) and is analytic in a complex neighborhood of each positive frequency.
Finally, from the regularity properties (2.16), we obtain well-defined and bounded DtN operator Λ ξ : 
The inverse source problem
In this section we state the inverse source problem and review some of its mathematical characteristics such as the lack of uniqueness and the concept of minimum-norm solution.
Recall that given a source f ∈ L 2 (Ω) and a frequency k > 0 there exists a unique solution u ∈ H 1 (Ω) for the Direct Problem 2.1. When needed, we will make explicit reference to the dependence of u on the frequency k by writing u = u k or u = u(x, k). We consider an admissible set of frequencies denoted by K ⊂ R + . With this notation we are ready to define the inverse problem.
Problem 3.1 (Inverse Source Problem). Let u k ∈ H 1 (Ω) be the solution to the Direct Problem 2.1 for given frequency k ∈ K and some unknown source f ∈ L 2 (Ω). The inverse source problem is, given the traces γu k on Γ, find the source f .
In light of previous results concerning multi-frequency uniqueness [23, 24, 25] , one may ask whether data obtained at finitely many frequencies is sufficient to recover the source f uniquely. By showing the existence of sources that do not radiate at a finite number of distinct frequencies, we answer the above question in the negative.
The precise definition of non-radiating sources for the Helmholtz equation is given as follows.
Definition 3.2 (Non-Radiating Source). A source f ∈ L
2 (Ω) is said to be non-radiating at a frequency k if the solution u k ∈ H 1 (Ω) of the Direct Problem 2.1 corresponding to this source f is such that γu k = 0 on Γ. Let N(Ω, k) denote the set of all non-radiating sources for the Helmholtz equation at the frequency k.
We now consider the following orthogonal decomposition of L 2 (Ω),
This direct sum is valid if N(Ω, k) is a closed subspace of L 2 (Ω). This is the case because N(Ω, k) is the nullspace of the operator γ • S :
where γ is the trace operator and S : L 2 (Ω) → H 1 (Ω) represents the solution operator for the Direct Problem 2.1. From the well-posedness Theorem 2.2 it follows that S is a bounded operator. Since both operators γ and S are bounded, then N(Ω, k) = null(γ • S) is a closed subspace of L 2 (Ω) and the orthogonal decomposition (3.1) is well-defined. As a consequence, we have the following definition for purely-radiating sources. It is well-known that set N(Ω, k) is a non-trivial vector space. This is seen from the definition the following set The fact that N (Ω, k) ⊂ N(Ω, k) is a non-trivial space implies that the inverse source problem cannot be solved uniquely given boundary data at a single frequency. Moreover, we may show that data obtained from finitely many frequencies is not sufficient to recover f uniquely. For simplicity, we assume constant coeffcients a ≡ b ≡ h ≡ 1. We want to show the existence of non-trivial sources that do not radiate at a finite number of distinct frequencies. This is done in a manner similar to that of the definition of the non-radiating sources found in the set N (Ω, k) as given by (3.2).
Let L 1 = ∆ + k 2 1 be the Helmholtz operator at a frequency k 1 . Similarly define L 2 for a frequency
Hence, the source g is simultaneously non-radiating at the two distinct frequencies k 1 and k 2 because it gives rise to the wave fields w 1 at frequency k 1 and w 2 at frequency k 2 such that γw 1 = γw 2 = 0. This argument can be extended easily to an arbitrary finite number of frequencies. Hence, concerning the multi-frequency Inverse Source Problem 3.1, boundary data obtained from finitely many frequencies is not sufficient to recover the unknown source f .
To conclude this section, we briefly address the concept of minimum-norm solutions for the inverse problem. Notice that if f solves the inverse source problem at a frequency k, then f + g for any g ∈ N(Ω, k) will solve it as well. Out of the infinitely many solutions to the inverse problem we can select the one that has minimum L 2 -norm. This is a consequence of the well-known best approximation theorems for Hilbert spaces [45] . Therefore, given an arbitrary source f ∈ L 2 (Ω) there exists a unique decomposition f = f N,k + f P,k with f N,k ∈ N(Ω, k) and f P,k ∈ N(Ω, k) ⊥ , such that f P,k is the minimum-norm solution for the inverse source problem associated with f at a frequency k.
A variational characterization of the unknown source
We now turn to the characterization of the set N(Ω, k)
⊥ . The approach follows Marengo and Devaney [33] , and Albanese and Monk [7] . For that reason, we define a variational problem whose solutions will be shown to be dense in N(Ω, k)
⊥ . This new problem will be called adjoint to the original Direct Problem 2.1.
where the sesquilinear form A :
is the trace operator, and Λ * : H 1/2 (Γ) → H −1/2 (Γ) denotes the adjoint of the Dirichlet-to-Neumann operator. Notice also that ψ depends on the frequency k, so we may write ψ = ψ k .
Let us denote the set of solutions of the Adjoint Problem 4.1 by
and fixed frequency k}, (4.3)
In order for P(Ω, k) to be well-defined it is necessary to show that the Adjoint Problem 4.1 is well-posed. This we do in the form of a lemma. For details see [35] .
As done in [7] for Maxwell equations, the Adjoint Problem 4.1 can be used to obtain a variational characterization of the unknown source f . This is done by developing a link between f and the boundary measurements γu on the surface Γ. Let ψ ∈ H 1 (Ω) be a solution to the Adjoint Problem 4.1 for some η ∈ L 2 (Γ). Then
Denote by u ∈ H 1 (Ω), the solution to the original Direct Problem 2.1 for the unknown source f . Then we also have,
Now, we let φ = u and v = ψ, and the combination of (4.5) and (4.6) renders,
The above variational characterization of the unknown source f can be employed to obtain the projection of f on the space P (Ω, k). This is important as we shall prove in Theorem 4.3 below that P (Ω, k) is in fact the set of all purely-radiating sources N(Ω, k) ⊥ . In other words, expression (4.7) may be used to compute the minimum-norm solution of the inverse source problem.
The definition of the set P (Ω, k) as a closed subspace of L 2 (Ω) allows us to establish another orthogonal decomposition
Now we proceed to characterize the space N(Ω, k) ⊥ by proving that N(Ω, k)
and only if it belongs to N(Ω, k).
Proof. Let f ∈ L 2 (Ω) be arbitrary. The proof relies on the variational characterization (4.7) where u ∈ H 1 (Ω) is the unique solution to the Direct Problem 2.1.
and ψ ∈ P(Ω, k) be the associated solution of the Adjoint Problem 4.1. Then it follows that γu = 0 which means that f ∈ N(Ω, k).
Conversely, if f ∈ N(Ω, k) then γu = 0 by Definition 3.2. It follows from (4.
In summary, we conclude from Theorem 4.3 that the orthogonal decompositions (3.1) and (4.8) are the same because N(Ω, k) = P (Ω, k)
⊥ and P (Ω, k) = N(Ω, k) ⊥ . In addition, the variational characterization (4.7) can be employed to obtain the projection of the unknown source f on the space P (Ω, k) and this projection coincides with the minimum-norm solution of the inverse source problem. Finally, we wish to mention that the Adjoint Problem 4.1 is just the variational formulation of the following boundary value problem,
This means that purely-radiating sources for the Helmholtz equation are themselves (approximate) weak solutions to the Helmholtz equation. This is the subject of several papers [7, 21, 32, 33] .
Multi-frequency uniqueness
The variational characterization (4.7) has great practical as well as theoretical value. It will be used in Section 6 to derive a reconstruction algorithm. However, we will employ it here to establish the uniqueness property for the Inverse Source Problem 3.1 for measurements of the wave field u k on the surface Γ at many frequencies k ∈ K. The goal is to prove that the unknown source f can be identified uniquely if K contains a sequence with a limit point. This was done by Bao et al. [24] for the Helmholtz equation in homogeneous media. From the fact that plane waves satisfy the Helmholtz equation, they were able to use Green's second identity to obtain the Fourier transform of the unknown source f in terms of multi-frequency boundary measurements. Since f has compact support then its Fourier transform is analytic and completely determined by data with an accumulation point. In our present study for the Helmholtz equation in heterogeneous media, plane waves no longer satisfy the governing equation. Instead of using the analyticity of the Fourier transform of f , we already managed to directly prove that the radiating wave field u k is analytic with respect to the frequency k > 0 (see Theorem 2.4). As seen below, this will have the same effect on establishing uniqueness for the inverse source problem for multifrequency data with an accumulation point, even in the case of heterogeneous media.
Recall the variational characterization (4.7) for the source f ∈ L 2 (Ω),
Here ψ k ∈ H 1 (Ω) represents any arbitrary solution of the Adjoint Problem 4.1 for some boundary data η k ∈ L 2 (Γ) and k > 0. In fact, we may carefully choose a frequency k and the field ψ k so that they weakly solve the following eigenvalue problem,
This is a particular case of the well-known regular Sturm-Liouville problem [37] from which we learn that there is a countable set of eigenpairs (ψ j , λ j ) ∞ j=1 such that λ j > 0 and the eigenfunctions form an orthonormal basis of the Hilbert space
The above convenient choice of Dirichlet eigenfunctions combined with expression (4.7) yields the unique determination of the unknown source f just as in the reconstruction algorithm devised in [23] for homogeneous media.
. Then we have a generalized Fourier expansion,
where
. Here η j = ∂ ν ψ j , u j is the solution of the Direct Problem 2.1 for a frequency k j = λ 1/2 j and h j = h(k j ). At this point, we are ready to state and prove the uniqueness result for the multi-frequency inverse source problem with heterogeneous media. 
(Ω) are two sources such that their radiated waves (solutions of the Direct Problem 2.1) coincide on the surface Γ for all frequencies in K. Then
Proof. Let u (1) j and u (2) j be the wave fields radiated at frequencies
j , and notice that by the linearity of the Helmholtz equation, then u j is the solution of the Direct Problem 2.1 for the source f . The goal is to show that f = 0. Since the wave fields u 
(Ω) are two sources such that their radiated waves (solutions of the Direct Problem 2.1) coincide on the surface Γ for all frequencies k ∈ K. Then f (1) = f (2) .
Proof. The result follows from the fact that the solution u k of the Direct Problem 2.1 is analytic with respect to k ∈ R + as stated in Theorem 2.4. Therefore, the knowledge of the traces γu k for k ∈ K determines γu k in a neighborhood of the accumulation point of K [46] . By the standard analytic continuation principle, then γu k is uniquely determined for all k > 0 and the result follows from Lemma 5.1.
Reconstruction method
Now we propose a reconstruction algorithm based on a simple projection method in the Hilbert space setting [45] . This method fits perfectly with the variational characterization (4.7) of the unknown source. We assume that the measured data is available for a finite set of frequencies K = {k 1 < k 2 < ... < k J }. In this case, the reconstructed source can be characterized as the minimum-norm function from the intersection of J affine subspaces of L 2 (Ω). The variational characterization of the source is employed in connection with projection methods to obtain an approximation to the unknown source.
Here ψ k ∈ H 1 (Ω) represents any arbitrary solution of the Adjoint Problem 4.1 for some boundary data η k ∈ L 2 (Γ) and k > 0. For each fixed k > 0, one may be tempted to sample the space L 2 (Γ) with many choices of η k in order to obtain a good number of associated test functions ψ k . Instead, we consider the follow decomposition
which reveals the fact that data from span{γu k } ⊥ will not contribute with new information to recover f from the use of the variational characterization (4.7). Hence, we simply choose η k = γu k which is the measured data. The goal is to find f ∈ L 2 (Ω) that satisfies
where γu j are the measurements on the surface Γ and ψ j is the (computed) solution of the Adjoint Problem 4.1 for frequencies k j , and h j = h(k j ) for j = 1, 2, ..., J. Setting,
we want to find a function in H that solves the system (6.2). Out of the infinitely many solutions, we seek the one with minimum L 2 (Ω)-norm which we denote by f min . It follows from the best approximation theory [45] that
where the scalars α i satisfy the normal equations 4) provided that the functions ψ j are linearly independent. The latter can be shown as follows. Consider,
Apply the gradient operator, multiply by the variable coefficient a(x) and perform the L 2 (Ω) inner-product against ∇φ where φ ∈ H 1 0 (Ω) to obtain
The above steps can be applied as many times as desired to obtain J j=1 β j k 2m j ψ j = 0, for all m ∈ N. Since 0 < k 1 < k 2 < ... < k J , we may divide by k 2m J and the limit as m → ∞ yields that β J = 0. Similarly, we obtain that β j = 0 for all j = 1, 2, ..., J. This establishes the linear independence of the adjoint fields ψ j .
Numerical examples
Let Ω = B(0, 2) the open ball with center at the origin and radius equal to 2, and h(k) ≡ 1. We will only illustrate spherically symmetric examples, so we work with the radial variable r = |x|. We consider two sources In order to illustrate the performance of the reconstruction method, a sequence of numerical tests was made for increasingly larger sets of frequencies K = {k j = j : j = 1, ..., J}. Using the proposed algorithm (6.3)-(6.4) and numerically generated measurements, the reconstructed sources f J were obtained as a function of the parameter J. The relative error between the true and recovered sources is computed as follows, 5) and the results are displayed in Table 1 . We also display the true and reconstructed sources for J = 40 in Figure 1 . From these numerical experiments, it is clear that the proposed reconstruction method performs better when the source is smooth. This is typically the case in the general framework of harmonic approximation theory where convergence rates are directly related to the smoothness of the function being approximated. It is seen from Table 1 that the convergence rate for the sources f (1) and f (2) is about ∼ 0.5 and ∼ 2.5, respectively. This coincides roughly with smoothness degree (in the Sobolev sense) of these two sources. We also see in Figure 1 , that the reconstruction of a discontinuous sources, such as f (1) , is polluted by the well-known Gibbs phenomenon. 
Future work
We have presented a few numerical examples to illustrate the results from the proposed reconstruction algorithm (6.3)-(6.4).
These two examples only consider spherically symmetric sources and corresponding radiating fields. The three-dimensional numerical implementation and a stability analysis for the proposed algorithm are the subject of our current work. Our efforts are directed towards the approximation of the adjoint fields ψ j using the finite element method [38] . The goal is to numerically solve the Adjoint Problem 4.1 using accurate approximations for the adjoint DtN operator Λ * . Fortunately, the DtN map Λ has become a powerful tool to numerically handle BVPs in unbounded domains [38] . Approximations to this operator are commonly known as absorbing or nonreflecting boundary conditions designed to ensure the outgoing behavior of the radiating fields. Analogous approximations can be derived for the adjoint DtN map Λ * associated with incoming wave fields.
We are also interested in the stability and convergence analysis for the system (6.4). From physical considerations, one would naturally expect the propose algorithm to resolve finer features of the true source as k J → ∞ while keeping the difference between consecutive frequencies reasonably small. It is also important to consider strategies such as [47] for the resolution of the Gibbs phenomenon seen in the reconstruction of discontinuous sources. As soon as meaningful results are obtained, they will be reported in a forthcoming paper.
