We establish local balance equations for smooth functions of the vorticity in the DiPerna- , and that these give a weak solution of the 2D incompressible Euler equations. We conjecture that for this class of weak solutions enstrophy dissipation may indeed occur, in a sense which is made precise.
1
Before stating precisely our theorems, it will help to motivate the statements (and the proofs) to give a brief, heuristic argument for the existence of the enstrophy cascade. In [7] we considered a "filtered" form of the 2-D Euler equations (see also [8] ):
where ω ε = ϕ ε * ω for a smooth mollifier ϕ, ϕ ε (x) = ε −2 ϕ(ε −1 x), and σ ε = (uω) ε − u ε ω ε .
The new term σ ε represents a turbulent spatial transport of vorticity due to the eliminated small-scales. It is straightforward to show that the balance holds that
2)
The term Z h,ε (ω) := −h ′′ (ω ε )∇ω ε ·σ ε represents a transfer of h-stuff from length-scales > ε to smaller scales. Based upon the notion of "UV-locality of interactions", a natural approximation is to take σ ε ≈ (const.)[(u ε ω ε ) ε − u ε ω ε ] and then to Taylor expand to leading non-vanishing order to obtain
Here D ε is the filtered velocity-gradient tensor D ij = ∂u i /∂x j ; also, a spherically symmetric mollifier has been assumed. The first of our approximations is analogous to the "similarity model" employed by engineers in large-eddy simulation of three-dimensional turbulence and the second to its further simplification, the "nonlinear model" [9] . The matrix D ε is traceless and has, in vortical regions of the flow, a pair of imaginary eigenvalues and, in strain-dominated regions, two real eigenvalues of equal magnitude S ε but opposite signs. It stands to reason that, in the latter straining regions, the compression of vorticity level sets will tend to align the direction of the vorticity gradient ∇ω ε with the eigendirection of D ε corresponding to the negative eigenvalue. Indeed, such alignment has been observed in simulations to hold (for the unfiltered quantities) with a high probability [10] . Assuming it to hold exactly, we find that This is precisely an eddy-viscosity model, with effective viscosity ν ε = Cε 2 S ε at scale ε. It leads to an effective dissipation Z ε (ω) ≈ −ν ε |∇ω ε | 2 . If the vorticity field is Hölder continuous with exponent s, ω ∈ C s , then ∇ω ε ∼ ε s−1 for small ε and S ε ∼ S independent of ε. In that case, Z ε (ω) ∼ ε 2s for ε → 0, so that we expect an asymptotic enstrophy cascade only when s = 0.
This is precisely the "mean-field" scaling exponent in the Batchelor-Kraichnan theory [1] - [3] .
We now state our main theorems:
Our first theorem establishes the local vorticity balance equations for the weak Euler solutions constructed by DiPerna and Majda for initial data ω 0 ∈ L p , p > 1 [11] . Although they considered solutions in the whole plane R 2 , we shall restrict attention for simplicity to solutions on the 2-D torus T 2 . DiPerna and Majda also established existence of weak solutions in the velocity-pressure formulation, but it is not hard to show that, for p > 4/3, the associated vorticity field in their solution also satisfies the weak vorticity-velocity equations (see below).
In fact, the only property of the DiPerna-Majda solution that we will employ in our proof is
) and our theorem would apply to any other such solutions as well.
To state our theorem, we must introduce an appropriate class of differentiable functions
which have at most L p -growth. We then have the following:
) and the associated u = K * ω for p > 4/3 are a weak solution of 2-D incompressible Euler in the vorticity-velocity formulation, then for h ∈ H r C 2 , with r = 3 2 p − 1 for 4 3 < p < 2, r < p for p = 2, and r = p for p > 2, the balance (1.2) holds
in the sense of distributions. The righthand side is given by the distributional limit 
where ∆ ℓ ω(x, t) = ω(x + ℓ, t) − ω(x, t), likewise for ∆ ℓ u, and ϕ is further restricted to be an even function of its argument.
Note that, formally, Z h (ω) = h ′′ (ω)Z(ω), so the fluxes of general convex functions are, in some sense, proportional to the enstrophy flux with a nonnegative factor. The last expression (2.7)
for the enstrophy flux has a nice interpretation as a local, non-ensemble-averaged form of the "-2 law" for the direct cascade, in its form applicable without isotropy (see [7] , Appendix B).
Thus, the defect distribution in the vorticity balance equations has an exact connection with the enstrophy cascade in 2D turbulence theory.
However, we next show that this distribution is, in fact, zero for the DiPerna-Majda weak solutions, which therefore conserve the integral
for all h of suitable growth:
in distribution sense for all h ∈ H r with r = p when p > 2 and for any r < p when p = 2.
In [7] it was proved that such a conservation statement holds for ω ∈ L p (0, T ; B s,∞ p (T 2 )) for
is the standard Besov space of functions in L p (T 2 ) which are Hölder of index s in the L p -mean sense [12] . That theorem was thus analogous to the Besov-space improvement of Onsager's original conservation result for 3D, which was proved by Constantin, E, and Titi [13] . We now see that the smoothness assumed in [7] was unnecessary and that simple L p bounds alone are sufficient for conservation. Essentially the same result was already obtained by P.-L. Lions in [14] , Section 4.1, based upon his earlier work with R. J. DiPerna [15] .
He showed there that the DiPerna-Majda solutions with p > 2 are "renormalized solutions" in the sense of DiPerna-Lions [15] , which amounts to the requirement that (2.9) hold. In fact, global conservation
is shown in [14] to hold for all h ∈ H p even when p = 2, just as in the proof of Theorem II.2 and equation (26) in DiPerna-Lions [15] . 2 In particular, taking h(ω) = The conservation properties of the DiPerna-Majda solutions for p > 2 have an intuitive explanation. It has been noted recently that breakdown of uniqueness of Lagrangian particle trajectories in Hölder but non-Lipschitz flows can be a mechanism for the anomalous dissipation of the analogous integrals as (2.8) for passive scalars [17] - [19] . For the 3D problem, Shnirelman has found a weak solution which dissipates energy globally, by constructing a generalized flow with random Lagrangian trajectories [20] . In the case of the Yudovich solutions of 2D Euler with ω ∈ L ∞ (T 2 ) [21] , it has long been known that they are conservative precisely because the corresponding velocity field is log-Lipschitz and the Lagrangian flow maps X t are unique, volume-preserving homeomorphisms. Therefore, the Yudovich solution is given simply by ω(x, t) = ω 0 (X −t (x)) in terms of the inverse-Lagrangian map. All of the integrals I h (t) in (2.8) are then trivially time-invariant. DiPerna and Lions in their paper [15] show that there are likewise unique Lagrangian flow maps X t (x) with X ∈ C(0, T ; L p (T 2 )) whenever u ∈ L 1 (0, T ; W 1,p (T 2 )) for p ≥ 1 and that these maps preserve Lebesgue measure when ∇·u = 0.
The "renormalized" solutions of the linear advection equation constructed by DiPerna-Lions are shown to have precisely the form ω(x, t) = ω 0 (X −t (x)). While it is not true in general that the distributional solutions of 2D Euler in the sense considered here are renormalized solutions, Theorem 2, as we have observed above, shows that this is so for the DiPerna-Majda solutions when p > 2. Hence, the conservation properties of these solutions are again connected with the uniqueness of Lagrangian particle trajectories.
The above results are negative-in the sense that they imply a lack of enstrophy dissipationbut we wish to emphasize that they are fully consistent with the expectations of 2D turbulence theory. In fact, the Navier-Stokes solutions exhibiting an enstrophy cascade are expected to have the Batchelor-Kraichnan energy spectrum
where η(t) is the enstrophy dissipation rate per volume [1, 3] . This spectrum should hold at high wavenumbers k ≫ k 0 (t), the wavenumber of peak enstrophy, up to a wavenumber
, at which the dissipation by viscosity ν becomes relevant. Equivalently, the enstrophy spectrum predicted by Batchelor-Kraichnan theory is
In the limit as ν → 0 this spectrum extends all the way to +∞ and its integral diverges, implying an infinite total enstrophy. As we have seen, this is rigorously required to have limiting Euler solutions which can dissipate enstrophy.
In fact, velocity fields u(t) with the Batchelor-Kraichnan spectrum (2.11) for all k ≫ k 0 (t), when that spectrum is interpreted in a suitable sense, must consist of
, the Besov space of zero index. The definition of spectrum which is relevant is a "Littlewood-Paley spectrum"which was earlier used by P. Constantin in [22] to prove a rigorous upper bound. This spectrum is defined in terms of the Littlewood-
, for a smooth partition of unity in wavenumber space
The Littlewood-Paley spectrum is then defined by
With this definition it is not hard to see that u(t) ∈ B 1,∞ 2 (T 2 ) precisely when the spectrum satisfies a bound of the form
be finite, and for p ≥ 1 this is a norm making B 
, where k 0 is the lower end of the enstrophy cascade range [23] . In any case, it is still generally believed that the true energy spectrum must be bounded above by the form (2.11) at high Reynolds number. In that case, we see that the vorticity field ω(t) has the Besov index s = 0 but not necessarily any larger index. As we have already remarked, ω(t) ∈ B s,∞ p (T 2 ) with p > 2 and s > 0 could not be consistent with a non-vanishing enstrophy dissipation.
It is still an open question whether solutions of 2D Euler equations exist with velocities and
vorticities in such Besov spaces and, if so, whether they dissipate enstrophy in a suitable sense.
We shall prove here a few simple results in this direction and, in particular, advance our main conjecture.
We show first that an upper bound on the energy spectrum of the solutions of the 2D Navier-Stokes solutions u ν (t) by the Batchelor-Kraichnan spectrum, when that bound is uniform in the viscosity, implies the existence of 2D Euler solutions u(t) in the appropriate Besov spaces. In [22] Constantin proved that the long-time average energy spectrum,
of the 2D Navier-Stokes solutions satisfies a bound of the form 16) where γ = ∇u ν L ∞ . This upper bound is much larger than the Kraichnan-Batchelor spectrum (2.11) over most of the range k 0 < k < k d , but becomes comparable at the upper limit. We are going to assume here that something stronger is true of the 2D Navier-Stokes solutions, namely, for some T > 0: 
Using estimates for singular integral operators, this may also be expressed equivalently in terms of the vorticity ω ν = ∇×u ν , as
This latter estimate could be stated in terms of the Littlewood-Paley enstrophy spectrum 20) which is entirely equivalent to the initial hypothesis (2.17).
We now state our third main result: 
is defined as the evaluation of a continuous linear functional on the element ω of the Banach space
This theorem essentially just states that the estimate (2.18) provides enough compactness to take limits along subsequences. Obviously, the hard problem is to prove that a bound such as (2.18), as expected from 2D turbulence theory, really does hold. The theorem could be stated in a somewhat more general form, with the results on weak solutions in the velocity-pressure formulation remaining true for any p > 1 replacing p = 2, if a corresponding replacement is made in the estimate (2.18). Likewise, the results on weak solutions in the vorticity-velocity formulation will remain true for any p > 4/3 replacing p = 2.
Our interest in this class of solutions is that they seem compatible with a finite rate of enstrophy dissipation in the inviscid limit. However, the very notion of "dissipative solution" must be reformulated. Local functions of the vorticity, of the form h(ω(x, t)), do not need even to exist, since now the vorticity ω is only a distribution and not necessarily a measurable function. Thus, a balance equation such as (1.2) that we proved in Theorem 1 for DiPernaMajda solutions is not even well-defined for the class of solutions considered here. However, the balance equations for the mollified vorticity in (2.2), namely,
with Z h,ε (ω) = −h ′′ (ω ε )∇ω ε ·σ ε , are still perfectly well-defined. The term Z h,ε (ω) which appears as sink on the righthand side of (2.24) represents a flux of h to length-scales < ε and it is expected to be asymptotically non-negative for small ε. In fact, more should be true. A corresponding balance equation holds for the solutions of the 2D Navier-Stokes solutions ω ν , in the form 
with a strict inequality, for a convex h ∈ H 2 .
The first limit statement in the conjecture may be put another way, which is perhaps more illuminating. Although the integral I h (t) may itself be infinite for the Euler solutions in Theorem 3, it still makes sense to talk about a finite dissipation rate for it, defined as D h (t) := lim inf ε→0 − dI ε h dt (t), where I ε h (t) is the value of the integral for ω ε . The conjecture then states
Note that for DiPerna-Majda solutions the first limit (2.26) has been demonstrated in Theorem 1 and it is easy to show for these solutions that the second limit (2.27) also holds, using the same kind of argument as in Proposition 4 of Duchon-Robert [5] . Of course, for DiPerna-Majda solutions with ω ∈ L p and p > 2 the distribution Z h (ω) ≡ 0 and thus the third statement is false.
We believe that it is necessary to understand solutions of the type considered in Theorem 3 in order to develop a rigorous mathematical theory of invariant measures for forced steadystates of 2D Navier-Stokes in the zero-viscosity limit. As proved in [7] , Section 3.3.4, the mean enstrophy flux Z ε is a positive constant η, independent of ε, for length-scales ε ≪ ℓ f , the forcing scale, and ε ≫ ν 1/4 E 1/4 /η 1/4 , under the single assumption that the total mean energy E remains finite in the limit as ν → 0. (This requires adding an additional dissipation at low-wavenumbers to dispose of the "condensate" from the inverse energy cascade: see [7] ). Thus, there will be no dissipation at any finite time. On the other hand, the deterioration is consistent with the expectation from 2D turbulence theory that there will be an exponentially growing range of scales ε with Z ε (t) ≈ η(t), independent of ε [26, 27] . To see dissipation at finite (or zero) time, one must begin with initial data no more regular than ω 0 ∈ B 0,∞ p (T 2 ) a.s.
for p ≥ 2. Such initial data could be prepared, for example, by taking an invariant measure for the driven problem and then turning off the force. The results of DiPerna and Lions [15] do not rule out dissipation in this instance, because they require u ∈ L 1 (0, T ; W 1,p (T 2 ) for some
1,∞ p (T 2 ) only, then examples like that in section IV.2 of [15] show that uniqueness of the Lagrangian trajectories breaks down and dissipation (in the sense of non-vanishing enstrophy flux) is possible.
It is natural to expect that 2D Euler solutions which are dissipative in the proposed sense,
i.e. Z h (ω) ≥ 0 for convex h, must be unique. Our Conjecture 1 states that "viscosity solutions"
of 2D Euler equations are dissipative, so that these must then also be unique. Duchon and Robert [5] have advanced the same idea for the 3D case. There is perhaps even more reason to believe so in 2D, because there is then an infinity of convex "entropies" h. For the problem of scalar conservation laws, such entropies play a crucial role in establishing uniqueness (e.g.
see [28] ). However, unlike the scalar case, it is not necessarily true even for smooth classical solutions of 2D Euler that the dynamics is L 1 -contractive. In fact, for two such solutions ω 1 , ω 2 , 
Proofs

Proof of Theorem 1
We comment first on the validity of the weak vorticity-velocity equation for the DiPerna-Majda solutions. The condition p > 4/3 arises from the requirement that the nonlinear advection term
by Sobolev imbedding, one finds that p ′ > q, with q defined by
follows by Hölder inequality. The weak velocity-pressure form of the Euler equation is that
for any smooth, divergence-free test function φ(x, t). In particular, φ = ∇ ⊥ ψ satisfies these conditions for any smooth ψ, where ∇ ⊥ is the skew-gradient, ∂ ⊥ i = ε ij ∂ j with ε ij the LeviCivita tensor in 2D. (In fact, by Hodge theory, any divergence-free vector field φ in 2D can be written in this way.) Substituting φ = ∇ ⊥ ψ into (3.1) it is easy, using the L 1 property of uω and ω = −∇ ⊥ ·u, to derive the vorticity-velocity equation by an approximation argument.
The main condition of Theorem 1 on the index r can be similarly understood from the following lemma: Remark: For convenience in the proof below, and in all later proofs, we employ an equivalent definition of the class of functions
We will make the argument then assuming that R = 0 so that the bound in (3.2) above holds globally. In fact, when R > 0 it is easy to bound the contributions from the small-ω regions of integration over space and time by terms proportional to
that the latter are finite. So we lose no generality and simplify the arguments by taking R = 0.
Proof of Lemma:
We first note the definition K := ∇ ⊥ G where G is the Greens function 
On the other hand, when p > 2, then q ′ = 1, and rq ′ = p for r = p. Lastly, in the critical case p = 2, the only requirement is that q ′ > 1. Then rq ′ ≤ p can be satisfied for any r < p by an appropriate choice of q ′ > 1. Thus, for the given definitions of r,
Proof of Theorem 1:
We consider the filtered balance equation (2.2):
and, just as in [5] , we show that every term on the lefthand side has a limit in the sense of distributions for ε → 0. We show first that h(ω ε ) → h(ω). In fact, by the mean-value theorem,
Then, in the notations of Lemma 1, we have
and thus by Hölder inequality
By the properties of the mollifier, lim ε→0 ω ε (t) − ω(t) p = 0 for a.e. t ∈ [0, T ], and thus lim ε→0 h(ω ε (t)) − h(ω(t)) q ′ = 0. To complete the argument, we use the uniform bound
to conclude by dominated convergence that lim ε→0 h(
We show next for the middle term that u ε h(ω ε ) → uh(ω). In fact, with notations again as in Lemma 1,
Thus, we see that lim ε→0 u ε h(ω ε (t)) − uh(ω(t)) 1 = 0 for a.e. t ∈ [0, T ]. In this case we have the uniform bound
so that we can use Lebesgue's theorem again to infer lim ε→0 u ε h(
which gives the result.
Finally, for the third term we show that h ′ (ω ε )σ ε → 0 as a distribution. We use the definition σ ε = (uω) ε − u ε ω ε and the Hölder inequality
and the triangle inequality 3.10) to infer that lim ε→0 (u(t)ω(t)) ε − u ε (t)ω ε (t) p/(p−r+1) = 0 for a.e. t ∈ [0, T ]. Note that we have used u(t)ω(t) p/(p−r+1) ≤ u(t) p/(p−r) ω(t) p and (p − r)/p < p ′ . Again a uniform bound on h ′ (ω ε (t))σ ε (t) 1 like that in (3.8) completes the argument. Gathering these results, we see that the entire lefthand side of (2.2) approaches ∂ t h(ω) + ∇·[uh(ω)] in the sense of distributions as ε → 0. Obviously this limit is independent of the mollifier ϕ and the righthand side −Z h,ε (ω) = h ′′ (ω ε )∇ω ε ·σ ε has the same limit. This gives the first half of Theorem 1.
The second half of the theorem for the particular choice h(ω) = 1 2 |ω| 2 follows by the same argument as in [5] . In this proof, the balance (2.2) is replaced by
where an easy calculation gives
An argument exactly like the previous one shows that, when p > 2, the distributional limit lim ε→0 Z ε (ω) exists and equals −∂ t (
In addition, a simple calculation using the incompressibility of the velocity field shows that the expression appearing in (2.7) in Theorem 1 can be written
As before, it is easy to show for p > 2 that u(ω 2 ) ε − (uω 2 ) ε → 0 as a distribution when ε → 0.
Hence, it follows that the limits of 1 4 d 2 ℓ ∇ϕ ε (ℓ)·∆ ℓ u|∆ ℓ ω| 2 and Z ε (ω) are also the same.
That proves the second half of Theorem 1. 2
Proof of Theorem 2
A result on global conservation corresponding to the local result in Theorem 2 was already proved in [7] but with an additional smoothness assumption that ω ∈ L p (0, T ; B s,∞ p (T 2 )). Here we show that conservation holds without any such a smoothness assumption. Let τ ε (f, g) := (f g) ε − f ε g ε where f ε = ϕ ε * f . Then, we make use of the following key estimate:
Lemma 2 Let ω ∈ L p (T 2 ) and u ∈ W 1,p (T 2 ) for p ≥ 2, and let ∇·u = 0. Then
with a constant C independent of ε.
Proof: Note that
The first term is handled in exactly the same manner as in Lemma II.1 of [15] . However, it is easy to see that
and
These control the second term. 2
Corollary 1 Under the same hypotheses, let r ε := −∇·τ ε (u, ω). Then lim ε→0 r ε = 0 strong in
Proof: Since lim ε→0 r ε = 0 for smooth u, ω, one can obtain the result for all ω ∈ L p (T 2 ), u ∈ W 1,p (T 2 ) by an approximation argument using the estimate in Proposition 1. 2
If u is related to ω by the Biot-Savart formula, u = K * ω, then τ ε (u, ω) = σ ε in the earlier notation. In particular, we see that
for a weak Euler solution.
Proof of Theorem 2: Using (3.18) we get
It was proved in Theorem 1 that (3.20) in the sense of distributions for all such h. Furthermore, for any
Having proved that (2.9) holds for h with h ′ ∈ L ∞ we then extend it to the general h in the theorem statement by an approximation argument, as in Corollaries II.1-2 in [15] . 2
Remark:
The smoothness assumed in the earlier proof of [7] is not necessary to obtain conservation, but only to provide an estimate of the rate of the vanishing of the flux. With the assumption that ω ∈ L p (0, T ; B . See [12] , or Appendix C of [7] . Just as in [7] this gives
Thus, lim ε→0 Z h,ε (ω) = 0 as before, but with an estimate of the rate. The bound O(ε 2s ) is in agreement with the estimate given by the heuristic argument in the Introduction.
Proof of Theorem 3
Theorem 3 is a consequence of the following technical lemma:
Proposition 1 Consider a sequence {ω ε |ε > 0} and u ε = K * ω ε given by the Biot-Savart formula, with the following properties:
for r, p ∈ [2, ∞], and
for some L > 3. Then, there exist ω and u = K * ω with 27) and, furthermore, there exists a subsequence of ω ε , u ε along which 29) for some q > p and s > 2 1 p − 1 q and for t = min{r, q} ≥ 2,
Proof: The first statement (3.28) on weak-* convergence of ω ε to ω ∈ L r (0,
simple consequence of the Banach-Alaoglu theorem.
We derive the second statement from the Aubin-Lions compactness criterion (see [30] , 
On the other hand, from (3.25),
Furthermore, for s > s ′ and L + 1 > s there are continuous embeddings 33) and the first embedding is compact by the Rellich-Kondrachov theorem (see [32] , Chapter 12).
Hence, we conclude that {ω ε |ε > 0} is compact in L r (0, T ; W −s,q (T 2 )) and contains a strongly convergent subsequence.
To obtain the third result we remark that one may choose 0 < s < 1 and that the mapping ω → u = K * ω is continuous from W −s,q (T 2 ) into W 1−s,q (T 2 ), because of the continuity of the singular integral operator T(ω) = (∇K) * ω from W −s,q (T 2 ) into itself (for example, see [33] , Theorem 3.2.1) and the bound u W 1−s,q (T 2 ) ≤ (const.) u W −s,q (T 2 ) + ∇u W −s,q (T 2 ) (see [12] , Theorem 2.3.8). Of course, convergence of u ε → u strong in L r (0, T ; W 1−s,q (T 2 )) implies at once convergence strong in L t ([0, T ] × T 2 ). 2
Proof of Theorem 3:
The proof is very straightforward and quite similar to that of DiPerna and Majda in [11] for ω 0 ∈ L p with p ≥ 2 (the easier case than 1 < p < 2). In fact, the Lipschitz then also (∂ t + u·∇)ψ ∈ L t (0, T ; B 0,1 q (T 2 )) (see [12] , Lemma 3.3.1). 2
