In this paper we provide a formal justification of the use of time-frequency reassignment techniques on time-frequency transforms of discrete time signals.
This opens the door to the implementation of exact solutions and, should the implementation require an approximate solution, we are able to characterise the introduced error. To some extent, this work also gives a formal justification of the common approximation made when applying continuous time formulae to discrete time signals.
The paper is organised as follows. The mathematical model and the deriva- 
Mathematical model

Traditional time-frequency representations
As stated in the introduction, our aim is to derive the mathematical formulation of the reassigned time-frequency representation of a discrete numerical signal. We thus consider a discrete time signal x. Such a signal maps any 55 discrete index n P Z to a complex value x n P C. Its frequency content Xpξq is defined for any normalised frequency ξ P R{Z by the Discrete Time Fourier Tranform (we use the standard notation R{Z to indicate that the normalised frequency is defined modulo 1).
The information that one reads in a time-frequency representation of x is 60 the amount of energy in x at time t P R and normalised frequency ν P r0; 1s.
In order to evaluate this energy, the scalar product between x and a kernel is computed. The kernel consists of a windowing sequence h t,ν , centred on t, multiplied by the harmonic function of frequency ν. Let us note that the pt, νq exponent makes it explicit that the windowing sequence depends on the time of 
The time-frequency representation at time t and frequency ν is finally obtained by considering the squared magnitude of the transform:
It is interesting here to recall the Heisenberg-Gabor limit [21] that constrains the design of the windowing sequence h t,ν . More precisely, the Gabor limit states that there is a trade-off between the temporal and spectral resolutions when representing a signal in the time-frequency plane. In practice, adjusting the support of the windowing sequence is a direct way to tune this trade-off. A
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wide support will result in a precise frequency resolution with a poor temporal resolution. Conversely, a narrow support will provide a good temporal resolution at the cost of the frequency resolution. In order to ensure consistency, we consider that the windowing sequences are of finite support and that they are normalised by the size of their supports. For instance, h being a continuous 80 window function of finite temporal support, the windowing sequence is defined by h t,ν n " h pn´tq in the case of a short-term Fourier Transform (STFT) or by h t,ν n " νh pνpn´tqq in the case of a constant-Q Transform (CQT) for a set of frequencies ν within " 0; 1 2 ‰ (see Section 4 for more details).
In addition to constraining the design of the window, the choice of a given 85 time-frequency transform also determines the set of time-frequency points pt, νq at which the representation is evaluated. Typically, a Short-Time Fourier Transform with a temporal hop size ∆ t and a spectral hop size ∆ ν is obtained with the following set of points:
In contrast, the Constant-Q Transform, whose spectral geometric progression is often 90 denoted by 2 1 r (r being the number of bins per octave), is obtained with the set
In these expressions, t 0 naturally denotes the lowest time index of the representation and ν 0 the lowest frequency bin.
Let us make explicit here that in the following derivations we will be using the notation z for the complex conjugate of z and the symbol˙for the discrete convolution operator.
Time-frequency representations as mass functions
Reassignment techniques rely on the idea that time-frequency representations, at a given point pt, νq, can be written as the sum of a mass function defined on the time-frequency plane pn, ξq. Given our context, which involves 100 a discrete time axis and a periodic frequency axis, we have pn, ξq P ZˆpR{Zq.
We thus look for an expression of the form:
where the function Φ t,ν is real-valued.
Let us define W , a discrete version of Rihaczek's ambiguity function [22] , for any sequence ϕ P 1 pZq, time index n P Z and frequency ξ P R{Z by:
Proposition 1. The time-frequency representation spt, νq of a discrete time signal x P 1 pZq, as defined in equation (2) , can be written as the sum of a mass function, as in equation (3), with:
Putting things together, this means that the time-frequency representation of x at point pt, νq can be written in the following form:
Proof. Let us evaluate the following expression:
We have:
Knowing that h t,ν is of finite support and that x is in 1 pZq, Fubini's theorem ensures that the summations can be permuted:
Knowing that, for any integer k, we have:
the above expression can be rewritten with respect to a single shift variable τ :
By the substitution τ Þ Ñ m´n we get:
Altogether, we have proved that:
By applying the real part operator on both sides of the above equality, using its linearity and knowing that | T
pt, νq| is real, we get:
We have thus proved that the time-frequency representation of x at a given time t and frequency ν, which we have defined as the squared magnitude of 
Reassigned time index
Given the formulation (3) of the time-frequency representation at point pt, νq as the two-dimensional sum of a mass function, it is possible to evaluate the centre of mass of this distribution in the time-frequency plane. By definition, the first coordinate of the centre of mass is given by the following formula:
Proposition 2. The temporal coordinate of the centre of mass in the timefrequency plane of the time-frequency representation evaluated at point pt, νq, defined in equation (7), can also be expressed as:
where r t is the unit ramp centred on t: r Proof. Let us evaluate the following quantity:
By using the same grouping and the same substitution as in the proof of Proposition 1, the expression becomes:
Expanding n as t`n´t, we have:
This can be more concisely written as:
Given the definitions (7) and (9), we know that dividing E 1 pt, νq by
Besides, we know from equations (2) and (3) that:
Thus, dividing equation (10) by ř nPZ ş ν`1 2 ξ"ν´1 2 Φ t,ν pn, ξqdξ, we finally get:
Let us recall that we are currently looking for the centre of mass of the mass function Φ t,ν from which the time-frequency representation spt, νq stems. What we have done here is establishing a simple expression of the time coordinatet t,ν of the centre of mass. The original definition of the centre of mass, shown in equation (7), indeed leads to quite complex computations while our calculations 150 have showed that the time coordinate of the centre of mass can be expressed mostly as the division of two transforms. The benefits of this expression will be further discussed in section 3 but it is already remarkable that we could express this coordinate in a nice and simple way.
Reassigned frequency
155
Similarly to what has been done for the time coordinate, the expression of the time-frequency representation at point pt, νq as the sum of a mass function Φ t,ν , proved in Proposition 1, allows to determine the frequency coordinate of the centre of mass of Φ t,ν . The latter is defined by:
Proposition 3. The frequency coordinate of the centre of mass in the time-
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frequency plane of the time-frequency representation evaluated at point pt, νq, defined in equation (12), can also be expressed as:
where g is the differentiator filter, i.e. g n " p´1q n n for n ‰ 0 and g 0 " 0.
By the substitution ξ Þ Ñ ξ 1`ν we get:
In the above expression, let us call the second operand E 2 2 pt, νq. We now have:
Adequately reordering the summations in E 2 2 pt, νq, the latter can be written as:
Let us define the sequence g in the following way:
The expression of E 2 2 pt, νq consequently becomes:
We can then use the substitution:
to get the following equation.
As far as the terms in m are concerned, we observe that:
The whole expression can thus be rewritten:
By identifying the transforms in the above expression of E 2 2 pt, νq and reinjecting in equation (15), we get:
Taking into account equation (11) and given the definition (14) of E 2 pt, νq, it is 175 only needed to divide the latter by | T
x,h t,ν pt, νq| 2 to obtainν t,ν , as defined in equation (12) . This finally leads to:
pt, νq T 
Practical interest of the expressions
The major advantage of the presented formulae fort t,ν andν t,ν is that they provide a way of computing the reassigned index with the computation of only three transforms, one of which is the 'original' one (T (13), one has to compute the transform of x with a window sequence which is the original window convolved with some discrete 210 filter g. Let us note that this modified window can be pre-computed once so that calculating the transform of x with this window has the same complexity as with the original window. The frequency shift is proportional to the imaginary part of the transform with the convolved window divided by the original transform. 
Comparison with previously established expressions
From reassignment to synchrosqueezing
As stated in the introduction the pioneering approach of Kodera [8] suggests to compute the reassigned time and frequency indexes by using the partial derivatives of the phase of the time-frequency representation. In a similar 265 spirit, the synchrosqueezing method [15] makes use of the partial derivatives of the phase to compute the reassigned frequency index. A notable difference of synchrosqueezing, however, is that only the frequency index is reassigned.
Our method, on the other hand, looks for the centre of mass of the distribution Φ t,ν related to the time-frequency representation spt, νq. The equivalence 270 between the computation of the reassigned indexes thanks to the partial derivatives of the phase and the computation of the same indexes through the centre of mass has however been proved in [1] .
As a result, as explained in [19] , the synchrosqueezing method can be computed within our framework in a straightforward way. First, the reassigned 275 frequencyν t,ν is determined according to equation (13) . Finally, the complex value T
x,h t,ν pt, νq is additively reassigned to the point pt,ν t,ν q. The differences with the reassignment method that we detailed in the first place are thus clear and limited: only the frequency index is reassigned and the reassignment is operated on the complex value of the transform instead of its squared magnitude. 
Presentation of the transform
The Constant-Q Transform is a common tool in the field of audio processing.
Its numerous fields of application include main melody extraction [26] , audiofingerprinting [27], chords detection [28, 29] . It was first proposed in [30] by 290 Brown, who aimed at designing a time-frequency representation that mimics our perception of sound. To this end, the Constant-Q Transform has frequency bins with geometrically spaced centre frequencies. Moreover, their frequency resolution is inversely proportional to the centre frequency. Its direct calculation, however, is computationally heavy compared to the Short Time Fourier
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Transform which can rely on the Fast Fourier Transform. Hence the proposition by Brown and Puckette of a faster implementation in [31] and a follow-up in [32] by Klapuri. Another pitfall of the initial transform is its non-invertibility. As a consequence, several authors have focused on designing an invertible version of the Constant-Q Transform [33, 34, 35, 36] . Very recently, the concept of reas-300 signed Constant-Q Transform has appeared in [37] and [12] . The point of view is however slightly different from the one adopted here since both works present the Constant-Q Transform as an application example of the theory derived in [12] . In the latter, reassignment formulae are specifically derived for filter banks.
Since they rely on the work by Auger and Flandrin [1] , the derivations are only carried out for continuous-time signals.
More precisely, in the context of the Constant-Q spectrogram, one evaluates the amount of energy in x at any time t for a set of frequencies tν k u. The ν k 's are distributed according to the following law:
The parameter r specifies the resolution of the transform (the bigger r is, the more numerous the frequency bins are) and ν 0 is the centre of the lowest frequency bin of the transform. A meaningful interest of the Constant-Q Transform is that the ν k 's can be aligned on the note frequencies of the Western scale. The Figure 1 shows the spectrogram of a piano sound obtained by means of the traditional Constant-Q Transform. We can see that the frequency resolution of the transform is well adapted to the musical sound since every frequency of the sound is well resolved. As mentioned, this transform has a better frequency 330 resolution in low frequencies, where the musical frequencies are closer to each other. Of course, the counterpart of this better frequency resolution is a loss in temporal resolution. As a result, in spite of the fact that all frequencies of the piano sound have been played simultaneously, one can observe in the spectrogram that the energy in low frequencies starts earlier than in the higher frequencies.
Considerations on the resolution
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Similarly, the energy in low frequencies vanishes later. This is a typical artifact of the Constant-Q Transform due to these resolution considerations. 
Application of the reassignment tool
It is quite straightforward to apply the reassignment formulae to the Constant-Q Transform. When evaluating the energy in x at time t and frequency ν k , the 340 process is the following. We first compute the magnitude of the Constant-Q Transform at pt, ν k q. We then compute the Constant-Q Transform with the ramp-multiplied windows. We finally compute the Constant-Q Transform with the g-convolved windows. Thanks to equations (8) and (13), we obtain the indexest t,ν k andν t,ν k . In the end, the energy computed at point pt, ν k q is 345 additively reassigned to the point pt t,ν k ,ν t,ν k q in the time-frequency plane. Figure 2 shows the reassigned Constant-Q Transform of the same piano sound as in Figure 1 . One can see that the temporal resolution has much improved in the second figure. The typical artifacts of the widening energy bursts in low frequencies seem to be accurately handled in the reassigned spectrogram.
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Besides, one can see that the frequency resolution has also improved. Even if the original tool's design ensures a suitable frequency resolution for sound applications, we can observe that the reassigned transform has much more localised (in terms of frequency) energy bursts. 
Conclusion
