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Abstract
In this article we consider the following fourth order mean field equation on smooth domain Ω R4:
2u =  Ke
u∫
Ω Ke
u
in Ω,
u = u = 0 on ∂Ω,
where  ∈ R and 0 < K ∈ C2(Ω). Through a refined blow up analysis, we characterize the critical points
at infinity of the associated variational problem and compute their contribution of the difference of topology
between the level sets of the associated Euler–Lagrange functional. We then use topological and dynamical
methods to prove some existence and multiplicity results.
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In this paper we consider the following fourth order mean field equation:
{
2u =  Keu∫
Ω Ke
u in Ω,
u = u = 0 on ∂Ω,
(1.1)
where  ∈R, 0 <K ∈ C2(Ω) and Ω is a bounded and smooth domain of R4.
In dimension 2 the analogue problem
{
−u =  Keu∫
Ω Ke
u in Ω,
u = 0 on ∂Ω,
(1.2)
where Ω is a bounded smooth domain in R2 and K ∈ C2(Ω) has been extensively studied,
see [9,14,13,19,20] and the references therein.
Our interest in (1.1) grew up, in particular from its resemblance to the prescribed Q-curvature
problem on 4-dimensional riemannian manifold (M4, g). Indeed on such a manifold the Paneitz
operator is defined as:
P 4g ϕ = 2gϕ − divg
(
2
3
Rgg − 2 Ricg
)
dϕ,
where Rg and Ricg denote respectively the scalar and Ricci curvature.
The Paneitz operator gives rise to a fourth order curvature: the Q-curvature defined as:
Q := 1
12
(−R +R2 − 3|Ric|2).
Now since under conformal change of metrics g′ = e2wg, there holds
P 4g w + 2Qg = 2Qg′e4w, (1.3)
the following natural question arises: Does there exist a metric g˜ conformally equivalent to g
such that Qg˜ = K? In view of the above transformation law, this amounts to solve the following
nonlinear fourth order equation:
P 4g w + 2Qg = 2Ke4w in M4. (1.4)
The above equation has been during the last decades extensively studied. See the works
[2,7,10,12,11,15–17,25,26] and references therein.
Coming back to our fourth order mean field Eq. (1.1), we point out that it has a variational
structure, indeed its solutions are in one-to-one correspondence with the critical points of the
following functional defined on H := H 2(Ω)∩H 10 (Ω) by
J (u) := 1/2
∫
|u|2 dx − Log
( ∫
Keu dx
)
.Ω Ω
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strongly on some critical values of the parameter . Indeed depending on wether  is a mul-
tiple of 64π2 or not, the noncompactness of the variational problem and therefore the way of
finding critical points of the functional J on H change drastically. Therefore we will first focus
on the case  = 64mπ2, m ∈N.
Theorem 1.1. Assume that  ∈ (64mπ2,64(m + 1)π2); m ∈ N∗ and that Ω is not contractible,
then the problem (1.1) has at least one solution.
Furthermore, for generic K’s, there holds
#
{
solutions of (1.1)} ∣∣∣∣ 1m!
(
1 − χ(Ω)) · · · (m− χ(Ω))∣∣∣∣.
Remark 1.2. Under the stronger condition that χ(Ω) 0, where χ(Ω) denotes the Euler char-
acteristic of Ω , the above theorem has been proved in [22]. Their proof which is drastically
different from ours, uses a topological degree argument. We observe that, the embedding of S2
in R4 has a positive Euler characteristic but nontrivial topology.
We point out that a main ingredient in the proof of Theorem 1.1 is the fact that for
 = 64mπ2, m ∈ N∗, although the functional does not satisfy the Palais Smale Condi-
tion, the change of topology between any finite level sets is due only to the existence of
critical points of the functional J and from another part the topology of the sublevel set
J−L := {u ∈ H; J (u) < −L} for very large L is homotopically equivalent to the set of for-
mal barycenter Bm(K) := Km ×σm m−1, where K Ω is a compact subset of Ω and m−1
denotes the standard simplex.
We recall that the role of topology of formal barycenters in noncompact variational problems
involving exponential nonlinearities was first discovered by Djadli and Malchiodi (see [16]).
Now we address the case  = 64π2. To state our results in this case, we need to introduce the
following notation. Let G4(a, .) be the Green’s function of 2 under Navier boundary conditions
and H4(a, .) its regular part and set fK : Ω →R defined by
fK(y) := LogK(y) − 32π2H4(y, y). (1.5)
We say that the function K satisfies the condition (C0) if fK has only nondegenerate critical
points and at each critical point of fK there holds that
(LogK)(y)− 64π21H(y,y) = 0,
where 1H(y,y) denotes the Laplacian of the function H(y, .).
We set
K− := {y ∈ Ω; ∇fK(y) = 0 and (LogK)(y) − 64π21H(y,y) < 0}.
Now we are ready to state our next result:
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∑
q∈K−
(−1)morse(fK,q) = 1,
then the problem (1.1) has at least one solution.
Here morse(fK,q) denotes the Morse index of fK at the critical point q .
Furthermore for generic K’s the number of solutions of (1.1) is lower bounded by
∣∣∣∣1 − ∑
q∈K−
(−1)morse(fK,q)
∣∣∣∣.
In view of the above results, one may think about the situation where the total sum equals 1
but a partial one is not equal 1. A natural question arises: Is it possible in this case to use such
an information to derive an existence result? In the following theorem we give a partial result to
this question.
Theorem 1.4. Let  = 64π2 and K be a function satisfying (C0). Assume that there exists k ∈N∗
such that:
(1) ∀q ∈ K−; ι(q) = k,
where ι(q) := 4 − morse(fK,q) is the coindex of q .
(2)
∑
q∈K−; ι(q)<k
(−1)morse(fK,q) = 1.
Then the problem (1.1) has at least one solution w, whose generalized Morse index is less than
or equals k.
Recall that the generalized Morse index of a solution w is the dimension of the space of
nonpositivity of the associated linearized operator
L(ϕ) = 2ϕ −  Ke
wϕ∫
Ω
Kew
.
Moreover for generic K’s, the number of solutions having their Morse indices less than or equals
k is lower bounded by
∣∣∣∣1 − ∑
q∈K−; ι(q)<k
(−1)morse(fK,q)
∣∣∣∣.
The proofs of Theorems 1.1 and 1.3 rely on a careful analysis of the loss of compactness of
the associated variational problem when  = 64π2. As a byproduct of such analysis, we have the
following existence result:
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such that if
max
x∈Ω
∣∣∣∣K(y)K(y) − |∇K(y)|
2
K(y)
∣∣∣∣< c0,
then the problem (1.1) admits a minimal solution.
Now we consider the case  = 64mπ2, m  2. In this case the functional is neither upper
bounded or lower bounded and the analysis of the lack of compactness is more delicate. To state
our results in this case, we introduce the following notation.
We set
FK : Ωm \ Fm(Ω) →R,
where Fm(Ω) := {(x1, . . . , xm): there exist i, j such that xi = xj } denotes the thick diagonal.
The function FK is defined as:
FK(y1, . . . , ym) :=
m∑
i=1
(
LogK(yi)− 32π2H4(yi, yi)+ 64π2
∑
j =i
G4(yi, yj )
)
. (1.6)
For q := (q1, . . . , qm), let
Fqi (x) := eLogK(x)−64π
2(H4(qi ,x)−∑j =i G4(qj ,x)).
We say that K satisfies the condition (C1) if the critical points of FK are nondegenerate and at
every critical point q := (q1, . . . , qm) there holds
l(q) :=
m∑
i=1
Fqi (qi)√
Fqi (qi)
= 0.
We set
F∞ :=
{
q = (q1, . . . , qm) a critical point of FK such that l(q) < 0
}
.
To each point q ∈ F∞ we associate an index: i : F∞ →N defined by
i(q) := 5m− 1 − morse(FK,q),
where morse(FK,q) denotes the Morse index of FK at its critical point q.
Now we state our main results in the case  = 64mπ2; m 2.
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tion (C1). If
∑
q∈F∞
(−1)i(q) = 1
(m − 1)!
(−χ(Ω)+ 1)(−χ(Ω)+ 2) · · · (−χ(Ω)+m− 1).
Then the problem (1.1) has at least one solution.
Furthermore, for generic K’s, there holds
#
{
solutions of (1.1)} ∣∣∣∣ 1(m − 1)!
(
1 − χ(Ω)) · · · (m− 1 − χ(Ω))− ∑
q∈F∞
(−1)i(q)
∣∣∣∣.
The remainder of this paper is organized as follows: We set up our notation in Section 2 and
expand the associated Euler–Lagrange functional J near potential neighborhood of critical points
at infinity then prove a deformation lemma in Section 4. In Section 5 we expand the gradient of
J near its potential end points and in Section 6 we perform a Morse type reduction near potential
neighborhood at infinity while Section 7 is devoted to the proof of our existence results. Finally
we collect in Appendix 8 some useful computations.
2. Notation
In this article we will use the following notation:
On H := H 2(Ω)∩H 10 (Ω), we define the following norm
‖u‖2 :=
∫
Ω
|u|2
to which we associate the inner product
〈u,v〉 =
∫
Ω
uv for u,v ∈ H.
Furthermore, for a ∈ Ω and λ > 0, we define on R4 the following function:
δa,λ(x) := Log
(
λ4
(1 + λ2|x − a|2)4
)
− Log
(
K(a)
c0
)
, where c0 := 6 × 64.
Observe that this function satisfies
2δa,λ = K(a)eδa,λ in R4.
Let Pδa,λ be the unique function satisfying the following equation{
2Pδa,λ = K(a)eδa,λ in Ω,
Pδ = Pδ = 0 on ∂Ω. (2.1)a,λ a,λ
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H4(x, .) its regular part. That is
G4(x, y) = 18π2 Log
(
1
|x − y|
)
−H4(x, y).
For x ∈ Ω , let G2(x, .) be the Green’s function of  under Dirichlet boundary condition and
H2(x, .) its regular part. That is
G2(x, y) = 14π2
1
|x − y|2 −H2(x, y).
Remark 2.1. In the sequel, the function FK will be defined by (1.6) for m 2 and by (1.5) for
m = 1.
3. Expansion of the functional in potential neighborhoods of infinity
Let p ∈ N∗, ε > 0 and let V (p, ε) be a neighborhood of potential critical points at infinity
defined as
V (p, ε) :=
{
p∑
i=1
αiP δai ,λi +w: for each i, |αi − 1|
C1
λ2i
, λi  ε−1,
dist(ai, ∂Ω) η, and
λi
λj
< C1, |ai − aj | 2η for i = j
}
,
where C1 is a large positive constant and η is a fixed positive constant.
Following the ideas of Bahri and Coron [5], for u ∈ V (p, ε) and ε small, the following mini-
mization problem has, up to permutation, only one solution.
min
αi>0;ai∈Ω;λi>0
∥∥∥∥∥u−
p∑
i=1
αiP δai ,λi
∥∥∥∥∥. (3.1)
Hence every u ∈ V (p, ε) can be written as
u =
p∑
i=1
αiP δai ,λi +w, (3.2)
where w satisfies
〈w,Pδai ,λi 〉 =
〈
w,
∂P δai ,λi
∂λi
〉
= 0,
〈
w,
∂P δai ,λi
∂ai
〉
= 0 and ‖w‖ < ε. (3.3)
Remark that, from the definition of V (p, ε), we have
Bη(ai) := B(ai, η) ⊂ Ω for each i and Bη(ai)∩Bη(aj ) = ∅ for i = j.
3172 M. Ben Ayed, M. Ould Ahmedou / Journal of Functional Analysis 258 (2010) 3165–3194In this section, we give an asymptotic expansion of the functional J in V (p, ε) and we start with
the following lemma:
Lemma 3.1. Let u :=∑pi=1 αiP δai ,λi ∈ V (p, ε). On Bi := Bη(ai) there holds
Keu = λ
8
i
(1 + λ2i |x − ai |2)4
FAi (x)
×
{
1 + BAi (x)+ (αi − 1)
(
8 Logλi − 4 Log
(
1 + λ2i |x − ai |2
))+O(Log2 λ
λ4
)}
= λ
8
i
(1 + λ2i |x − ai |2)4
FAi (x)
(
1 +O
(
Logλ
λ2
))
,
where, if p  2, A = (a1, . . . , ap),
FAi (x) := eLog(K(x))−64π
2(H4(ai ,x)−∑j =i G4(aj ,x)),
BAi (x) := −64π2
(
(αi − 1)H4(ai, x)−
∑
j =i
(αj − 1)G4(aj , x)
)
+ 16π2
(
H2(ai, x)
λ2i
−
∑
i =j
G2(aj , x)
λ2i
)
,
and if p = 1, then A = a1,
FA1 (x) := eLog(K(x))−64π
2H4(ai ,x),
BA1 (x) := −64π2(α1 − 1)H4(a1, x)+ 16π2
H2(a1, x)
λ21
.
Proof. The lemma follows easily from Lemma 8.1 and the fact that for each j , we have
|αj − 1| C1/λ2j (see the definition of V (p, ε)). 
Using the above lemma, we can expand the integral part of the functional J . In fact, we have
Lemma 3.2. Let u :=∑pi=1 αiP δai ,λi ∈ V (p, ε), then we have
∫
Ω
Keu dx =
p∑
i=1
{
π2
6
λ4i FAi (ai)+
π2
6
λ4i FAi (ai)BAi (ai)+
π2
24
λ2i FAi (ai)
+ 4π
2
3
(αi − 1)λ4i FAi (ai)
(
Logλi − 512
)
+O(Log2 λ)}.
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tively.
We notice first that, since the function u in Ω \ (⋃Bi) is bounded, we get∫
Ω\(⋃Bi)
Keu dx = O(1).
Now using Lemma 3.1, we derive:
∫
Bi
Keu dx =
∫
Bi
λ8i Fi (x)
(1 + λ2i |x − ai |2)4
(
1 + Bi (x)
)+O(Log2 λ)
+ (αi − 1)
∫
Bi
λ8i Fi (x)
(1 + λ2i |x − ai |2)4
(
8 Logλi − 4 Log
(
1 + λ2i |x − ai |2
))
.
Now we remark that, on Bi , Fi is a C∞ function and we have ‖Fi‖C∞(Bi) is bounded. Thus,
expanding around ai , we obtain
∫
Bi
Keu dx = λ4i Fi (ai)
(
1 + Bi (ai)
)( ∫
R4
dy
(1 + |y|2)4 +O
(
1
λ4
))
+ 1
8
(Fi + FiBi )(ai)λ2i
( ∫
R4
|y|2 dy
(1 + |y|2)4 +O
(
1
λ2
))
+O(Log2 λ)
+ (αi − 1)
{
8λ4i LogλiFi (ai)
( ∫
R4
dy
(1 + |y|2)4 +O
(
1
λ4
))
− 4λ4i Fi (ai)
( ∫
R4
Log(1 + |y|2) dy
(1 + |y|2)4 +O
(
Logλ
λ4
))
+O(λ2i Logλi)
}
.
Finally using easy computations (to obtain the values of the integrals) and the fact that for each j ,
we have |αj − 1| C1/λ2j , the lemma follows. 
In the following, we will show that the w-part in the parametrization of functions in V (p, ε)
does not play in the lack of compactness. More precisely we perform a finite dimensional reduc-
tion of the functional in such potential neighborhoods of infinity. Indeed we have
Proposition 3.3. Let u =∑pi=1 αiP δai ,λi +w ∈ V (p, ε). Then we have that
J (u) = J
(
p∑
i=1
αiP δai ,λi
)
− f (w)+ 1
2
Q(w)+ o(‖w‖2),
where
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∫
Ω
Ke
∑
αjP δaj ,λj w∫
Ω
Ke
∑
αjP δaj ,λj
and
Q(w) := ‖w‖2 − 
∫
Ω
Ke
∑
αjP δaj ,λj w2∫
Ω
Ke
∑
αjP δaj ,λj
.
Moreover Q is a positive definite quadratic form and f satisfies: for every γ ∈ (0,1) there exists
a constant C(γ ) such that
∣∣f (w)∣∣ C(γ )‖w‖(∑ |∇FAi (ai)|
λ1−γ
+ Logλ
λ2−γ
)
.
Before giving the proof of Proposition 3.3, we need the following lemma:
Lemma 3.4. Let u =∑pi=1 αiP δai ,λi +w ∈ V (p, ε).
(i) Let β  1. For every γ ∈ (0,1), there exists a constant C(γ ) such that
∫
Ω
Keu−w
∣∣wβ ∣∣ C(γ )λγ+4‖w‖β,
(ii)
∫
Ω
Keu−w
(
ew − 1 −w −w2/2)= o(λ4‖w‖2).
Proof. Observe that as u−w is bounded in Ω \ (⋃Bi), it follows:
∫
Ω\(⋃Bi)
Keu−w|w|β  C
∫
Ω
|w|β  C‖w‖β.
It remains the integral on
⋃
Bi . From Lemma 8.1, it follows that
∫
Bi
Keu−w|w|β  C
∫
Bi
λ8i
(1 + λ2i |x − ai |2)4
|w|β
 Cλ8i
[ ∫
Bi
(
1
(1 + λ2i |x − ai |2)4
) 4
4−γ ] 4−γ4 ‖w‖β
L
4
γ
 Cλ8i λ
γ−4
i C(γ )‖w‖β, (3.4)
where we have used the continuity of the embedding H → L 4γ (Ω).
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Let t0 be a small positive constant. Using (i) of Lemma 3.4, for every γ ∈ (0,1), there exists
C(γ ) such that
∫
Ω∩{|w|<t0}
Keu−w
(
ew − 1 −w − w
2
2
)
dx  C
∫
Ω
Keu−w|w|3 dx  C(γ )λ4+γ ‖w‖3.
Furthermore, if |w| t0, there exists a constant C > 0 such that
∣∣ew − 1 −w −w2/2∣∣ Ce|w|  Ce|w|(1−32π2 |w|‖w‖2 )e32π2 |w|2‖w‖2
 Cet0(1−32π
2 t0
‖w‖2 )e
32π2 |w|
2
‖w‖2 .
Now using Moser–Trudinger Inequality [1] we derive that
∫
Ω∩{|w|t0}
Keu−w
(
ew − 1 −w − w
2
2
)
dx  Cλ8
∫
Ω∩{|w|t0}
∣∣∣∣ew − 1 −w − w22
∣∣∣∣dx
 Cλ8et0(1−32π
2 t0
‖w‖2 ).
Since ‖w‖ is very small, we get
e
t0(1−32π2 t0‖w‖2 )  ce−32π
2 t
2
0
‖w‖2  c‖w‖10.
Finally, using the fact that ‖w‖ Cλ−2 (see the definition of V (p, ε)), the lemma follows. 
Proof of Proposition 3.3. First, using the orthogonality of w to Pδai ,λi , we derive that
J (u) = 1
2
‖u−w‖2 + 1
2
‖w‖2
− Log
(∫
Keu−w
(
1 +w +w2/2)+ ∫ Keu−w(ew − 1 −w −w2/2)).
Using Lemmas 3.2 and 3.4, we derive that
Log
(∫
Keu−w
(
1 +w +w2/2)+ ∫ Keu−w(ew − 1 −w −w2/2))
= Log
(∫
Keu−w
)
+
∫
Keu−ww∫
Keu−w
+
∫
Keu−ww2
2
∫
Keu−w
− 1
2
(∫
Keu−ww∫
Keu−w
)2
+ o(‖w‖2).
Hence
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∫
Keu−ww∫
Keu−w
+ 1
2
‖w‖2 − 1
2

∫
Keu−ww2∫
Keu−w
− 1
2
(∫
Keu−ww∫
Keu−w
)2
+ o(‖w‖2).
To complete the proof, it remains to estimate |f (w)|. Observe that
∫
Ω
Keu−ww =
p∑
i=1
∫
Bi
λ8i
(1 + λ2i |x − ai |2)4
Fi (x)
(
1 +O
(
Logλ
λ2
))
w +O
( ∫
Ω\(⋃Bi)
|w|
)
=
p∑
i=1
λ4i Fi (ai)
∫
Bi
λ4i w
(1 + λ2i |x − ai |2)4
+ ∇Fi (ai)
∫
Bi
λ8i (x − ai)w
(1 + λ2i |x − ai |2)4
+O
( ∫
Bi
λ8i |x − ai |2|w|
(1 + λ2i |x − ai |2)4
+ Logλ
λ2
∫
Bi
λ8i |w|
(1 + λ2i |x − ai |2)4
+ ‖w‖
)
.
Since w is orthogonal to Pδi , it holds
∫
Ω
2Pδai ,λiw = c0
∫
Ω
λ4i
(1 + λ2i |x − ai |2)4
w = 0,
∣∣∣∣
∫
Bi
λ4i w
(1 + λ2i |x − ai |2)4
∣∣∣∣ c‖w‖
( ∫
Ω\Bi
(
λi
1 + λ2i |x − ai |2
) 16
3
) 3
4
 c
λ4
‖w‖.
As in the proof of (3.4), for every γ ∈ (0,1), there holds
∫
Ω
Keu−ww = O
(∑∣∣∇Fi (ai)∣∣λ3+γ + λ2+γ Logλ)‖w‖.
Now using Lemma 3.2, the expansion claimed in Proposition 3.3 follows.
Now we can proceed as in [3, pp. 65–68] to prove that the quadratic form Q is positive definite.
Proposition 3.3 is thereby proved. 
Now it follows from the above estimate on |f (w)| and the fact that the quadratic form Q is
positive definite that:
Corollary 3.5. Let u :=∑pi=1 αiP δai ,λi ∈ V (p, ε). Then there exists a unique w such that
J (u+w) = min{J (u+w); u+w ∈ V (p, ε)}.
Furthermore, for every γ > 0 there exists a constant C(γ ) such that
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( |∇FAi (ai)|
λ
1−γ
i
+ 1
λ
2−γ
i
)
,
where A = (a1, . . . , ap) and FAi is defined in Lemma 3.1.
Corollary 3.6. Let u := ∑pi=1 αiP δai ,λi ∈ V (p, ε). Then there exists a change of variable
w −w → v such that
J (u+w) = J (u+w)+ 1
2
∂2J (u +w)(v, v).
Using the above estimate (Corollary 3.5), we derive the following expansion.
Proposition 3.7. Let u :=∑pi=1 αiP δai ,λi ∈ V (p, ε). Then we have
J (u+w) = 4 × 64π2
p∑
i=1
α2i Logλi
− 64π2
p∑
i=1
{
5
3
α2i + 32π2
(
α2i H4(ai, ai)−
∑
j =i
αiαjG4(ai, aj )
)}
+ 16 × 64π2
p∑
i=1
[
1
λ2i
H2(ai, ai)− 12
∑
j =i
G2(ai, aj )
(
1
λ2i
+ 1
λ2j
)]
− Log
(
π2
6
p∑
i=1
λ4i FAi (ai)
)
− ∑p
i=1 λ4i FAi (ai)
p∑
i=1
{
λ4i FAi (ai)BAi (ai)+
1
4
λ2i FAi (ai)
+ 8(αi − 1)λ4i FAi (ai)
[
Logλi − 512
]}
+O
(
Logλ
λ4
+ ∣∣f (w)∣∣+ ‖w‖2).
Proof. The proof follows immediately from Lemmas 3.2, 8.3, Proposition 3.3 and Re-
mark 8.4. 
Corollary 3.8. Let u :=∑pi=1 αiP δai ,λi ∈ V (p, ε). There holds
J (u) = 4(64pπ2 − )Logλ1 +O(1).
Proof. Since u ∈ V (p, ε) then there exists a constant C1 such that
C−11 
λi
λj
 C1 ∀i, j, and |αi − 1| C1
λ2
∀i.
3178 M. Ben Ayed, M. Ould Ahmedou / Journal of Functional Analysis 258 (2010) 3165–3194Therefore
Logλi = Logλ1 +O(1) and
∑
α2i = p +O
(
1
λ
)
.
It follows then from Proposition 3.7 that
J (u) = 4 × 64π2p Logλ1 − 4Logλ1 +O(1).
Thus the corollary follows. 
As an immediate result we have
Corollary 3.9. Assume that  = 64π2m with m 1.
(1) There exists L> 0 such that
∀u ∈ V (m,ε), −L J (u) L.
(2) For each b > L, we can choose ε > 0 small enough such that
∀p >m, ∀u ∈ V (p, ε), J (u) > b.
(3) Assume that m 2. For each a < −L, we can choose ε > 0 small enough such that
∀p <m, ∀u ∈ V (p, ε), J (u) < a.
4. Deformation lemma
Lemma 4.1. Let a, b ∈R such that a < b and there is no critical value of J in [a, b].
(1) If  = 64mπ2,m ∈N∗, then J a is a retract by deformation of J b.
(2) If  = 64mπ2,m ∈N∗ then there are two possibilities
J a is a retract by deformation of J b,
or
J b retracts by deformation onto J a ∪ σ,
where σ ⊂ V (m,ε) and for c ∈R, J c := {u ∈ H: J (u) < c}.
Proof. We first point out that it follows from an abstract result of [18,23] that given a < b ∈ R,
regarding the difference of topology between the sublevel sets J a and J b there are only two
possibilities: or J a is a retract by deformation of J b or there exists a sequence k   and a
sequence of solutions uk of
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⎧⎨
⎩
2uk = k Ke
uk∫
Ω
Keuk dx
in Ω,
uk = uk = 0 on ∂Ω,
(4.1)
such that
k →  and a  J (uk) b.
Now observe that if uk were bounded, it would converge to a solution of the problem (1.1) which
contradicts our assumption that in [a, b], there is no critical value of J . Therefore the sequence
uk should blow up and it follows from the blow up analysis of Lin and Wei [21] that
k → 64mπ2 and uk ∈ V (p, ε) for some p ∈N∗.
It follows then from Corollary 3.9 that p = m and  = 64mπ2. As a consequence, in case where
 = 64mπ2, we have for every a < b ∈R, J a is a retract by deformation of J b and if  = 64mπ2
and J a is not homotopically equivalent to J b then
J b  J a ∪ σ,
where σ ⊂ V (m,ε) and  means “retracts by deformation”. 
Corollary 4.2. Let  = 64mπ2,m ∈ N∗ and assume that (1.1) has a finite number l ∈ N of
solutions. Thus there exists a large positive constant L1 such that: H retracts by deformation
onto JL1 .
Proof. Let w1, . . . ,wl be all the solutions of (1.1) with l ∈ N (if there exist). Thus there exists
L˜ such that J (wi) L˜ for each i  l. Now let b > a > L1 := max(L, L˜) where L is defined in
Corollary 3.9. By Lemma 4.1, we get that J b  J a . Hence our corollary follows. 
5. Expansion of the gradient near its potential end points
Proposition 5.1. Let  = 64mπ2, m 1 and u =∑mi=1 αiP δai ,λi ∈ V (m,ε). Setting
Pδi := Pδai ,λi and γi := 1 −
mλ4i FAi (ai)∫
Ω
Keu
π2
6
.
There holds
〈
∇J (u), 1
λi
∂P δi
∂ai
〉
= −2π
2
3
λ4i∫
Ω
Keu
∇FAi (ai)
λi
− 64π
2
λi
∂H4(ai, ai)
∂a
γi
+ 64π
2
λi
∑
j =i
∂G4(ai, aj )
∂a
γj (if m 2)+O
(
1
λ2
)
.
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∫
Bi
Keu
1
λi
∂P δi
∂ai
=
∫
Bi
λ8i Fi (x)
(1 + λ2i |x − ai |2)4
(
1 + (αi − 1)Log λ
8
i
(1 + λ2i |x − ai |2)4
+O
(
1
λ2
))
×
(
8
λi(x − ai)
1 + λ2i |x − ai |2
− 64π
2
λi
∂H4(ai, x)
∂ai
+O
(
1
λ3i
))
= 8λ3i
π2
12
∇Fi (ai)− 64π2λ3i Fi (ai)
π2
6
∂H4(ai, ai)
∂a
+O(λ2).
Now for i = j (if m 2) there holds
∫
Bj
Keu
1
λi
∂P δi
∂ai
=
∫
Bj
λ8jFj (x)
(1 + λ2j |x − aj |2)4
(
1 +O
(
Logλ
λ2
))
×
(
64π2
λi
∂G4(ai, x)
∂a
+O
(
1
λ3
))
= 64π
2
λi
λ4jFj (aj )
π2
6
∂G4(ai, aj )
∂a
+O(λLogλ).
Finally using Lemma 8.2, the proposition follows. 
Proposition 5.2. Let  = 64mπ2, m 1 and u =∑pi=1 αiP δi ∈ V (m,ε). There holds〈
∇J (u),λi ∂P δi
∂λi
〉
= 4 × 64π2γi
{
1 − 8π
2
λ2i
H2(ai, ai)+ Bi (ai)+ 8(αi − 1)
(
Logλi − 724
)
+ Fi (ai)
λ2i Fi (ai)
}
− 4 × 64π2Bi (ai)+ 403 × 64π
2(αi − 1)− 32 × 64π2(αi − 1)Logλi
− 32π2 Fi (ai)
λ2i Fi (ai)
+ 32 × 64π
4
λ2i
∑
j =i
γjG2(ai, aj ) (if m 2)+O
(
Logλ
λ4
)
.
Proof. From one part we have
∫
Bi
Keuλi
∂P δi
∂λi
=
∫
Bi
λ8i
(1 + λ2i |x − ai |2)4
Fi (x)
(
1 + Bi (x)+ (αi − 1)
× [8 Logλi − 4 Log(1 + λ2i |x − ai |2)])
×
(
8
1 + λ2|x − a |2 −
32π2
λ2
H2(ai, x)+O
(
Logλ
λ4
))
i i i
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2
12
+ 8λ4i Fi (ai)Bi (ai)
π2
12
− 32π2λ2i Fi (ai)H2(ai, ai)
π2
6
− 32(αi − 1)λ4i Fi (ai)
7π2
144
+O(Logλ).
On the other hand for j = i
∫
Bj
Keuλi
∂P δi
∂λi
=
∫
Bj
λ8jFj (x)
(1 + λ2j |x − aj |2)4
(
32π2
λ2i
G2(ai, x)+O
(
Logλ
λ4
))
= 32π
2
λ2i
G2(ai, aj )λ
4
jFj (aj )
π2
6
+O(Logλ).
The proof follows from Lemma 8.2, the definition of γi and the above estimates. 
Observe that the above proposition can be written as:
Corollary 5.3. Let  = 64mπ2, m 1 and u =∑pi=1 αiP δi ∈ V (m,ε). There holds
〈
∇J (u),λi ∂P δi
∂λi
〉
= 4 × 64π2
[
γi − BAi (ai)− 8(αi − 1)
(
Logλi − 512
)
− F
A
i (ai)
8λ2i FAi (ai)
]
+O
(
Logλ
λ4
+ Logλ
λ2
m∑
j=1
|γj |
)
.
From Lemma 3.2, for m = 1, it is easy to get that
γ1 = B1(a1)+ 14
F1(a1)
λ21F1(a1)
+ 8(α1 − 1)
(
Log(λ1)− 512
)
+O
(
Log(λ1)
λ41
)
, (5.1)
and therefore Corollary 5.3 can be written as follows:
Corollary 5.4. Let  = 64π2 and u = α1Pδa1,λ1 ∈ V (1, ε). Then we have
〈
∇J (u),λ1 ∂P δ1
∂λ1
〉
= 32π2 F
A
1 (a1)
λ21FA1 (a1)
+O
(
Log2(λ)
λ4
)
.
For m 2, we can obtain a similar result. Indeed:
Corollary 5.5. Let u =∑mi=1 αiP δai ,λi ∈ V (m,ε) with m 2 and assume that
|γj | C Logλ
λ2
for each j.
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mλ4jFAj (aj )∑
λ4i FAi (ai)
= 1 +O
(
Logλ
λ2
)
.
(ii)
〈
∇J (u),
∑
λi
∂P δi
∂λi
〉
= 32π2
∑ FAi (ai)
λ2i FAi (ai)
+O
(
Log2 λ
λ4
)
.
Proof. Claim (i) follows immediately from the assumption on γj and Lemma 3.2.
Now using claim (i), we can improve Lemma 3.2 and it becomes
∫
Ω
Keu =
(
π2
6
∑
λ4i Fi (ai)
)(
1 + 1
m
∑
Bi (ai)+ 14m
∑ Fi (ai)
λ2i Fi (ai)
+ 8
m
∑
(αi − 1)
(
Logλi − 512
)
+O
(
Log2(λ)
λ4
))
.
Hence, using the definition of
∑
γj , claim (ii) follows immediately from Corollary 5.3. 
Proposition 5.6. Let u =∑pi=1 αiP δi ∈ V (m,ε) and  = 64mπ2
〈∇J (u),P δi 〉=
(
2 Logλi − 56 − 16π
2H4(ai, ai)
)〈
∇J (u),λi ∂P δi
∂λi
〉
+ (64π2)2∑
j =i
G4(ai, aj )
〈
∇J (u),λj ∂P δj
∂λj
〉
− 64π2 Logλi F
A
i (ai)
λ2i FAi (ai)
+ 8 × 64π2(αi − 1)Logλi +O
(
1
λ2
+ Logλ
λ2
∑
|γj |
)
.
Proof.
∫
Bi
KeuP δi =
∫
Bi
λ8i Fi (x)
(1 + λ2i |x − ai |2)4
(
1 + Bi (x)+ (αi − 1)
× [8 Logλi − 4 Log(1 + λ2i |x − ai |2)])
×
(
8 Logλi − 4 Log
(
1 + λ2i |x − ai |2
)− 64π2H4(ai, x)+O
(
1
λ2
))
= 8 Logλi
(
1 + 8(αi − 1)Logλi
)
λ4i Fi (ai)
π2
6
+ λ2i LogλiFi (ai)
π2
3
− 4(1 + 8(αi − 1)Logλi)λ4i Fi (ai)5π236
− 64π2(1 + 8(αi − 1)Logλi)λ4i Fi (ai)H4(ai, ai)π26
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5π2
36
+ 8 Logλiλ4i Fi (ai)Bi (ai)
π2
6
+O(λ2)
= π
2
6
λ4i Fi (ai)
{
1 + 8(αi − 1)Logλi
}{
2 Logλi − 56 − 16π
2H4(ai, ai)
}
+Fi (ai)λ2i Log(λi)
π2
3
− 32(αi − 1)Logλiλ4i Fi (ai)
5π2
36
+ 8 Logλiλ4i Fi (ai)Bi (ai)
π2
6
+O(λ2).
Furthermore for j = i
∫
Bj
KeuP δi =
∫
Bj
(1 + 8(αj − 1)Logλj )
(1 + λ2j |x − aj |2)4
λ8jFj (x)
(
64π2G4(ai, x)
)+O(λ2)
= (1 + 8(αj − 1)Logλj )(64π2G4(ai, x))λ4i Fi (ai)π26 +O
(
λ2
)
.
It follows then from the above estimates and Lemma 8.3 that
〈∇J (u),P δi 〉= 4 × 64π2
[
2 Logλi − 56 − 16π
2H4(ai, ai)
]
×
[
1 − mλ
4
i Fi (ai)π
2
6∫
Ω
Keu
(
1 + 8(αi − 1)Logλi
)]+ (αi − 1)8 × 64π2 Logλi
+ (64π2)2∑
j =i
G4(ai, aj )
[
1 − mλ
4
jFj (aj )π
2
6∫
Ω
Keu
(
1 + 8(αj − 1)Logλj
)]
− ∫
Ω
Keu
{
λ2i LogλiFi (ai)
π2
3
− 32(αi − 1)λ4i LogλiFi (ai)
5π2
36
+ 8 LogλiBi (ai)λ4i Fi (ai)
π2
6
}
+O
(
1
λ2
)
.
Recall that
mλ4i Fi (ai)π2/6∫
Ω
Keu
= 1 − γi,
it follows
〈∇J (u),P δi 〉= 4 × 64π2
[
2 Logλi − 56 − 16π
2H4(ai, ai)
]
× [γi(1 + 8(αi − 1)Logλi)− 8(αi − 1)Logλi]
+ (64π2)2∑G4(ai, aj )(γj (1 + 8(αj − 1)Logλj )− 8(αj − 1)Logλj )j =i
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λ2i Fi (ai)
+ 8 × 64π2(αi − 1)Logλi + 803 64π
2(1 − γi)(αi − 1)Log(λi)+O
(
1
λ2
)
.
Finally, using Proposition 5.2 our proposition follows. 
6. Morse lemma at infinity
Using the above estimate, we are now able to construct a pseudogradient near neighborhood
of potential critical points at infinity. The analysis of the end points of such a pseudogradient
is easier than the genuine gradient flow. In order to construct such a pseudogradient we have to
divide V (m,ε) in different regions, to construct an appropriate pseudogradient in each region
and then glue up through convex combinations.
Proposition 6.1. Let  = 64mπ2 with m  2 (resp. m = 1) and assume that the function K
satisfies the condition (C1) (resp. (C0)). Then there exists a pseudogradient W defined in V (m,ε)
and satisfying the following properties:
There exists a constant C independent of u =∑mi=1 αiP δi such that
(1) 〈−∇J (u),W 〉 C m∑
i=1
(
1
λ2i
+ |∇Fi (ai)|
λi
+ |αi − 1|
)
.
(2)
〈
−∇J (u+w),W + ∂w(W)
∂(α,λ, a)
〉
 C
m∑
i=1
(
1
λ2i
+ |∇Fi (ai)|
λi
+ |αi − 1|
)
.
(3) |W | is bounded and the only region where the maximum of the λi ’s increases along the flow
lines of W is: (a1, . . . , am) is near a critical point q := (q1, . . . , qm) of FK (resp. fK ) with
l(q) :=
m∑
i=1
Fqi (qi)√
Fqi (qi)
< 0
(
resp. q1 ∈ K−
)
.
Proof. We divide the set V (m,ε) onto four subsets and in each one we will define a vector field.
The required pseudogradient will be a convex combination of all them.
First, we will focus on the case m 2. Let C and c be two large positive constants. We set
V1 :=
{
u ∈ V (m,ε): ∃i such that γi > C Logλi/λ2i
}
,
V2 :=
{
u ∈ V (m,ε): ∀i, |γi | < 2C Logλi/λ2i and ∃j s.t.
∣∣∇Fj (aj )∣∣> c/λj},
V3 :=
{
u ∈ V (m,ε): ∀i, |γi | < 2C Logλi/λ2i ;
∣∣∇Fi (ai)∣∣< 2c/λi and l(q) > 0},
V4 :=
{
u ∈ V (m,ε): ∀i, |γi | < 2C Logλi/λ2i ;
∣∣∇Fi (ai)∣∣< 2c/λi and l(q) < 0},
where γi is defined in Proposition 5.1.
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m∑
i=1
γi = O
(
Logλ
λ2
)
. (6.1)
Therefore, if u /∈ V1, we derive that γi > −(3/2)C Logλi/λ2i for each i and thus u ∈ V2 ∪V3 ∪V4.
For u =∑αiP δi ∈ V1, we define
Y1 := −
∑
i∈F1
λi
∂P δi
∂λi
, where F1 :=
{
i: γi > C Logλi/λ2i
}
.
From Corollary 5.3, we get
〈−∇J (u),Y1〉 c∑
i∈F1
γi  c
m∑
i=1
Logλi
λ2i
+ c
m∑
i=1
|αi − 1|. (6.2)
In V1, we define
W1 := Y1 +Wa, with Wa :=
m∑
i=1
∇F(ai)
|∇F(ai)|
1
λi
∂P δi
∂ai
ξ
(
λi
∣∣∇F(ai)∣∣), (6.3)
where ξ is a C∞ positive function satisfying ξ(t) = 0 if t  μ and ξ(t) = 1 if t  2μ where μ is
a small positive constant. From Proposition 5.1 and (6.2), we derive that
〈− ∇J (u),W1〉 c m∑
i=1
Logλi
λ2i
+ c
m∑
i=1
|αi − 1| + c
m∑
i=1
|∇F(ai)|
λi
. (6.4)
For u =∑αiP δi ∈ V2, we use the vector field Wa defined in (6.3). Note that, since u ∈ V2,
there exists at least one index i such that ξ(ai)  1 (since μ is small with respect to c). Now,
using Proposition 5.1, we derive
〈−∇J (u),Wa 〉 c ∑
i: ξ(ai )1
|∇F(ai)|
λi
+O
(
1
λ2
)
(6.5)
 c
m∑
i=1
1
λ2i
+ c
m∑
i=1
|αi − 1| + c
m∑
i=1
|∇F(ai)|
λi
.
For u =∑αiP δi ∈ V3, it is easy to get that the m-tuple (a1, . . . , am) is close to a critical point
q := (q1, . . . , qm) of FK with l(q) > 0. In this case we define
W3 := −
m∑
λi
∂P δi
∂λi
,i=1
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〈−∇J (u),W3〉= 32π2 m∑
i=1
F(ai)
λ2i F(ai)
+O
(
Log(λ)
λ4
)
. (6.6)
Now using claim (i) of Corollary 5.5, we get
λ4i F(ai) = λ4jF(aj )+O
(
λ2 Log(λ)
)
for each i, j,
which implies that
m∑
i=1
F(ai)
λ2i F(ai)
= 1
λ21
√F(a1)
m∑
i=1
F(ai)√F(ai) +O
(
Log(λ)
λ4
)
.
Thus, (6.6) becomes
〈−∇J (u),W3〉 c l(A)
λ21
√F(a1)
 c
m∑
i=1
1
λ2i
+ c
m∑
i=1
|αi − 1| + c
m∑
i=1
|∇F(ai)|
λi
.
Finally, for u =∑αiP δi ∈ V4, the m-tuple (a1, . . . , am) is close to a critical point q :=
(q1, . . . , qm) of FK with l(q) < 0, in this case we will increase the variables λi ’s and we move
the concentration points ai ’s and the variables αi ’s by defining
W4 := μWa − 4W3 −
∑
(αi − 1)
|∑(αi − 1)|ξ
(
λ21
∣∣∣∑(αi − 1)∣∣∣)∑Wαi ,
where μ is a small positive constant, Wa and ξ are defined in (6.3) and
Wαi :=
1
Log(λi)
P δi − 64π
2
Log(λi)
∑
j =i
G4(ai, aj )λj
∂P δj
∂λj
−
(
2 − 5
6 Log(λi)
− 16π
2
Log(λi)
H4(ai, ai)
)
λi
∂P δi
∂λi
.
Using (6.6) and Propositions 5.1, 5.6, we derive that
〈−∇J (u),W4〉 c m∑
i=1
1
λ2i
+ c
m∑
i=1
|αi − 1| + c
m∑
i=1
|∇F(ai)|
λi
.
Now, we define the pseudogradient W by a convex combination of W1, . . . ,W4 and therefore
claim (1) follows. Concerning claim (2), it follows as in [8] since the norm of ‖w‖2 is small with
respect to the lower bound of claim (1). Finally, claim (3) follows from the definitions of Wi ’s
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our proposition in the case where m 2.
Now, for m = 1, the proof is similar to the one done for m 2 and it is more easy since for
example V1 = ∅ (from (5.1)). 
As a consequence of Proposition 6.1 we are able to identify the critical points at infinity of J .
Indeed we have
Corollary 6.2. Let  = 64mπ2, m 2 (resp. m = 1). The critical points at infinity of J are
m∑
i=1
Pδqi ,∞,
such that: q := (q1, . . . , qm) is a critical point of FK (resp. fK ) with qi = qj if i = j and
l(q) :=
m∑
i=1
Fqi (qi)√
Fqi (qi)
< 0
(
resp. q1 ∈ K−
)
.
Furthermore the energy level of such a critical point at infinity (q1, . . . , qm)∞ denoted
C∞(q1, . . . , qm)∞ is given by
C∞(q1, . . . , qm)∞ = −640mπ
2
6
− 64mπ2 Log
(
m
π2
6
)
− 64π2
m∑
i=1
Log
(
K(qi)
)
+ 1
2
(
64π2
)2 m∑
i=1
(
H4(qi, qi)−
∑
j =i
G4(qi, qj ) (if m 2)
)
.
Moreover the Morse index of such a critical point at infinity (q1, . . . , qm)∞ is given by
5m− 1 − morse(FK, (q1, . . . , qm)) (resp. 4 − morse(fK,q1)).
7. Proof of the main results
First of all we point out that, just like for usual critical points, it is associated to each critical
point at infinity x∞ of J stable and unstable manifolds W∞s (x∞) and W∞u (x∞), see [4]. These
manifolds can be easily described once a finite dimensional reduction like the one we performed
in Section 3 is established. The stable manifold is, indeed defined to be the set of points attracted
by the asymptote while the unstable one is a shadow object, which is the limit of Wu(xλ), xλ being
critical point of the reduced problem and Wu(xλ) its associated unstable manifold.
Proof of Theorem 1.1. We prove the theorem by contradiction, therefore, we assume that
Eq. (1.1) does not have solution. Let K  Ω be a compact subset of Ω such that Ω retracts
by deformation on K and denote by
Bm(K) := Km ×σm m−1,
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m−1 :=
{
(α1, . . . , αm); αi  0,
m∑
i=1
αi = m
}
.
It follows from [16,24] that J−L is homotopically equivalent to Bm(K) for some compact subset
K Ω which is a retract by deformation of Ω itself. Therefore, it follows from the fact that Ω
is not contractible that J−L is not contractible.
From another part, according to Lemma 4.1, for L large enough we have that the whole
space H retracts by deformation onto JL. Moreover, if (1.1) has no solution, then JL retracts
by deformation on J−L and therefore H, which is contractible, retracts by deformation on J−L
which is not contractible. A contradiction!
To prove the multiplicity part of the statement, we observe that, it follows from Sard–Smale
Theorem that for generic K’s, the solutions of (1.1) are all nondegenerate, in the sense that, the
associated linearized operator does not admit zero as eigenvalue.
Now in case Eq. (1.1) has infinitely many solutions, we are done, otherwise, there exists L1
such that all solutions are in the sublevel JL1 . We choose it to be larger than L in Lemma 4.2. It
follows then that JL1 is contractible. Therefore it follows from the Euler–Poincaré Theorem that
1 = χ(J−L)+ ∑
w;∇J (w)=0
(−1)m(w), (7.1)
where m(w) denotes the Morse index of the solution w.
It follows from [16,24] that J−L is homotopically equivalent to Bm(K) for some compact
subset K Ω which is a retract by deformation of Ω itself. Therefore
χ
(
J−L
)= χ(Bm(K))= 1 − 1
m!
(−χ(Ω)+ 1)(· · ·)(−χ(Ω)+m). (7.2)
Hence the lower bound on the number of solutions follows from (7.1) and (7.2). 
Proof of Theorem 1.3. First, we remark that, for  = 64π2, the functional J is lower bounded.
We prove the existence result by contradiction. Therefore, we assume that Eq. (1.1) does not
have solution. We recall, from Lemma 4.2, that there exists a large L> 0 such that
H  JL.
Therefore JL is contractible.
Now thanks to Lemma 4.1, we can compute the Euler–Poincaré characteristic of JL using the
pseudogradient constructed in Proposition 6.1, whose “zeros”, under the assumption that (1.1)
has no solution, are the critical points at infinity of J . It follows then from a theorem of Bahri
and Rabinowitz [6] that
JL 
⋃
Wu(w∞). (7.3)
{w∞: critical point at infinity}
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the elements of the set K−. It follows then from the Euler–Poincaré Theorem and the assumption
of the theorem that
χ
(
JL
)= ∑
q∈K−
(−1)morse(fK,q) = 1
which contradicts the fact that JL is contractible.
Moreover we observe that for generic K’s, Eq. (1.1) admits only nondegenerate solutions.
Now using Lemmas 4.1, 4.2 and a theorem of Bahri and Rabinowitz [6], we derive that
JL 
⋃
{w∞: critical point at infinity}
Wu(w∞)∪
⋃
{w: critical point}
Wu(w).
Now using the Euler–Poincaré Theorem, we derive that
1 =
∑
q∈K−
(−1)morse(fK,q) +
∑
w: critical point of J
(−1)morse(J,w).
Our result follows. 
Proof of Theorem 1.4. We set
X∞ :=
⋃
{q∈K−; ι(q)<k}
W∞u (q∞),
where q∞ denotes the critical point at infinity associated to q ∈ K− and W∞u (q∞) its associated
unstable manifold.
Observe that X∞ is a stratified set of top dimension k − 1, which is contractible in H. Let U
denote the image of such a contraction.
To prove the first part, arguing by contradiction, we assume that (1.1) has no solution. Using
the pseudogradient constructed in Proposition 6.1, we can deform U . By tranversality arguments,
we can assume that such a deformation avoids all critical points at infinity of Morse index greater
than or equals k + 1. Note that, from the assumption (1) of the theorem, there is no critical point
at infinity with Morse index k. It follows then from a theorem of Bahri and Rabinowitz [6] that
U 
⋃
{q∈K−; ι(q)<k}
W∞u (q∞) = X∞.
Hence from the Euler–Poincaré Theorem and the assumption of Theorem 1.4 we get
1 = χ(U) =
∑
q∈K−; ι(q)<k
(−1)morse(fK,q) = 1,
which is a contradiction. Hence the existence part.
Regarding the multiplicity result, we observe that for generic K’s the functional J admits
only nondegenerate critical points. Hence the set U will be deformed onto
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⋃
{q∈K−; ι(q)<k}
W∞u (q∞)∪
⋃
{w∈Ck}
Wu(w),
where Ck denotes the set of the critical points of Morse index less than or equals k, which are
dominated by U .
Finally, if the cardinal of Ck is finite (if not, we are done), using the Euler–Poincaré Theorem,
the proof follows. 
Proof of Theorem 1.5. Recall that it follows from Corollary 6.2 that the critical points at infinity
of J64π2 are in one-to-one correspondence with the elements of the set
K− := {y ∈ Ω; ∇fK(y) = 0 and (LogK)(y)− 64π21H4(y, y) < 0}.
Now observe that
(LogK) = K
K
− |∇K|
2
K2
and since
⎧⎨
⎩

(
1H4(., y)
)= 0 in Ω,
1H4(., y) = − 14π2
1
|x − a|2 on ∂Ω,
(7.4)
it follows from the maximum principle that
1H4(., y) < 0 in Ω.
Hence if we choose
c0 := min
y∈Ω −64π
21H4(., y)
then K− = ∅. In particular every minimizing sequence has a converging subsequence and there-
fore the global minimum of J64π2 is achieved. 
Proof of Theorem 1.6. For the existence result, arguing by contradiction, we assume that
Eq. (1.1) has no solution. Therefore using Lemmas 4.1 and 4.2, there exists L> 0 large enough,
such that
H  JL  J−L ∪ σ,
where σ ⊂ V (m,ε) for some small ε > 0.
Recall that, according to Corollary 6.2, the critical points at infinity of J64mπ2 ; m 2 are in
one-to-one correspondence with the elements of the set F∞, defined as
F∞ :=
{
q = (q1, . . . , qm) a critical point of FK ; such that l(q) < 0
}
.
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1 = χ(JL)= ∑
q∈F∞
(−1)ι(q) + χ(J−L). (7.5)
Moreover, it follows from [16,24] that J−L is homotopically equivalent to Bm−1(K) for some
K Ω a compact subset of Ω , which is a retract by deformation of Ω . Now it is well known,
see [14,24,21] that
χ
(
Bm−1(K)
)= 1 − 1
(m − 1)!
(−χ(Ω)+ 1)(· · ·)(−χ(Ω)+m− 1).
It follows then, under the assumption that Eq. (1.1) has no solution for  = 64mπ2, m 2:
1 =
∑
q∈F∞
(−1)ι(q) + 1 − 1
(m − 1)!
(−χ(Ω)+ 1)(· · ·)(−χ(Ω)+m− 1).
A contradiction with the assumption of Theorem 1.6.
Concerning the multiplicity result, assume that (1.1) has a finite number of solutions (if not,
we are done) and for generic K’s, these solutions are nondegenerate. Arguing as in the proof of
Theorem 1.3, (7.5) becomes
1 = χ(JL2)= ∑
q∈F∞
(−1)ι(q) +
∑
{w: criticalpoint}
(−1)morse(J,w) + χ(J−L2),
where L2 satisfies: L2  L and |J (w)| < L2 for each critical point w. (L is defined in Corol-
lary 3.9.)
Finally, using the Euler–Poincaré Theorem, the proof follows. 
8. Appendix
In this appendix, the concentration points are assumed to be in a compact set of Ω and the
concentration speeds are of the same order and large enough. Furthermore, for sake of simplicity,
O(1/λα) designs some quantities like O(
∑
1/λαi ).
Lemma 8.1. Let η > 0 such that Bη(a) := B(a,η) ⊂ Ω .
(1) On Bη(a) there holds
Pδa,λ = Log
(
λ8
(1 + λ2|x − a|2)4
)
− 64π2H4(x, a)+ 16π
2
λ2
H2(x, a)+O
(
Log(λ)
λ4
)
,
λ
∂P δa,λ
∂λ
= 8
1 + λ2|x − a|2 −
32π2
λ2
H2(x, a)+O
(
Log(λ)
λ4
)
,
1
λ
∂Pδa,λ
∂a
= 8λ(x − a)
1 + λ2|x − a|2 −
64π2
λ
∂H4(a, x)
∂a
+ 16π
2
λ3
∂H2(a, x)
∂a
+O
(
Log(λ)
λ4
)
.
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Pδa,λ = 64π2G4(a, x)− 16π
2
λ2
G2(x, a)+O
(
Log(λ)
λ4
)
,
λ
∂P δa,λ
λ
= 32π
2
λ2
G2(x, a)+O
(
Log(λ)
λ4
)
,
1
λ
∂Pδa,λ
∂a
= 64π
2
λ
∂G4(a, x)
∂a
− 16π
2
λ3
∂G2(a, x)
∂a
+O
(
Log(λ)
λ4
)
.
Lemma 8.2.
〈
Pδa,λ, λ
∂P δa,λ
∂λ
〉
= 4 × 64π2 − 32 × 64π
4
λ2
H2(a, a)+O
(
Log(λ)
λ4
)
,
〈
Pδai ,λi ,
1
λi
∂P δai ,λi
∂ai
〉
= −(64π2)2 1
λi
∂H4
∂a
(ai, ai)+O
(
1
λ3
)
,
where ∂H4/∂a denotes the derivative with respect to the first variable.
For i = j and λi |ai − aj | large enough, there holds
〈
Pδaj ,λj , λi
∂P δai ,λi
∂λi
〉
= 32 × 64π
4
λ2i
G2(ai, aj )+O
(
Log(λ)
λ4i
)
,
〈
Pδaj ,λj ,
1
λi
∂P δai ,λi
∂ai
〉
= (64π2)2 1
λi
∂G4(ai, aj )
∂ai
+O
(
1
λ3
)
.
Lemma 8.3.
∫
Ω
|Pδa,λ|2 dx = 8 × 64π2 Logλ− 640π
2
3
− (64π2)2H4(a, a)
− 16 × 64π4 1H4(a, a)
λ2
+ 1664π
4
λ2
H2(a, a)+O
(
Logλ
λ4
)
,
where 1H4 denotes the Laplacian of H4 with respect to the first variable.
For i = j and λi |ai − aj | large enough, there holds
〈Pδai ,λi ,P δaj ,λj 〉 =
(
64π2
)2
G4(ai, aj )+ 16 × 64π
4
λ2i
1G4(ai, aj )
− 16 × 64π
4
λ2j
G2(ai, aj )+O
(
Logλ
λ4
)
,
where 1G4 denotes the Laplacian of G4 with respect to the first variable.
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−1H4(x, a) = H2(x, a) and −1G4(x, a) = G2(x, a).
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