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Introduccio´n
El profesional del seguro de vida ha de ser capaz de asignar primas suficientes para
cubrir las cantidades que habra´ de pagar la compan˜´ıa en el caso de muerte del asegurado.
En consecuencia, la prediccio´n adecuada de las probabilidades de muerte constituye uno
de los ejes centrales de la reduccio´n del riesgo que se asume.
Por ello el objetivo de esta tesis es una presentacio´n exhaustiva de los me´todos disponi-
bles para ajustar tablas de mortalidad. Adema´s pretendemos desarrollar una metodolog´ıa
que permita la elaboracio´n de tablas especificas para cada uno de los colectivos asegurados
a partir de datos observados provenientes de los mismos. En nuestra pretensio´n de aportar
mejoras a la herramienta actuarial utilizada en la pra´ctica real, nos parece imprescindible
ocuparnos de todo lo relativo a las tablas de mortalidad dina´micas, puesto que la estacio-
nariedad que el ajuste cla´sico exige como requisito previo es dif´ıcil de admitir cuando se
estudia la mortalidad en un largo periodo de tiempo.
Un trabajo de estas caracter´ısticas quedar´ıa incompleto si cuanto se ha desarrollado
a nivel teo´rico no se aplicara a datos reales que permitan valorar y comparar la bondad
de los distintos me´todos, por ello la u´ltima parte de la tesis esta dedicada a analizar los
datos de mortalidad de la Comunidad Valenciana construyendo modelos que abarcan todo
el rango de edades del colectivo y no solamente un rango parcial de las mismas. Con la
tablas de mortalidad estimadas hemos elaborado un plan de pensiones para el profesorado
funcionario de la Universitat de Vale`ncia con el que concluimos nuestro trabajo.
Con esta serie de objetivos, hemos organizado nuestro trabajo de la siguiente forma:
Cap´ıtulo 1.- Ofrecemos en e´l una visio´n global de los conceptos fundamentales en la de-
finicio´n de tablas de mortalidad, as´ı como la clasificacio´n de las mismas en esta´ticas,
o de momento, y dina´micas.
Cap´ıtulo 2.- Esta´ dedicado a la graduacio´n de datos de mortalidad mediante me´todos
parame´tricos, lo que supone ajustar una funcio´n parame´trica a las estimaciones de las
probabilidades proporcionadas directamente por los datos. Se analizan en el cap´ıtulo
las diferentes propuestas y los diversos contrastes para su comparacio´n.
Cap´ıtulo 3.- Se ocupa de la graduacio´n de datos de mortalidad mediante me´todos no
parame´tricos, que suponen suavizar las estimaciones brutas de las probabilidades




Cap´ıtulo 4.- Analizamos la dinamicidad del feno´meno de mortalidad a lo largo del tiem-
po del calendario introduciendo los modelos para la obtencio´n de tablas dina´micas
de mortalidad.
Cap´ıtulo 5.- La aplicacio´n pra´ctica de los modelos aportados en los anteriores cap´ıtulos
comienza en este cap´ıtulo con la aplicacio´n de las te´cnicas parame´tricas del Cap´ıtulo
2 a datos de mortalidad de la Comunidad Valenciana correspondientes a los an˜os
1999, 2000 y 2001, comparando los resultados obtenidos con cada una de ellas con
el fin de elegir la que mejor ajuste proporciona.
Cap´ıtulo 6.- Con la la misma estructura que el cap´ıtulo anterior, en este cap´ıtulo apli-
camos las te´cnicas no parame´tricas del Cap´ıtulo 3 a los datos de mortalidad de la
Comunidad Valenciana.
Cap´ıtulo 7.- Para periodos de tiempo mayor, las tablas de mortalidad esta´ticas no ofre-
cen soluciones lo suficientemente buenas, lo que ha llevado al desarrollo de te´cnicas
dina´micas que contemplen la evolucio´n de la mortalidad en funcio´n del tiempo del
calendario. Este cap´ıtulo se ocupa de la obtencio´n de tablas de mortalidad dina´micas
para datos de la Comunidad Valenciana correspondientes al periodo 1980-2000 y de
la comparacio´n de los resultados.
Cap´ıtulo 8.- Las tablas esta´ticas y dina´micas ajustadas a los datos de la Comunidad
Valenciana son utilizadas en este cap´ıtulo para la obtencio´n de rentas y seguros.
En la segunda parte la mejores tablas se han utilizado para elaborar un plan de
pensiones hipote´tico para el profesorado funcionario de la Universitat de Valencia.
Se pretende analizar co´mo influye el tipo de tabla, esta´tica o dina´mica, en valores
actuariales de vida.
Cap´ıtulo 1
Ana´lisis de supervivencia y tablas
de mortalidad
1.1. Introduccio´n
Como dice Betzuen (1989), antes de establecer un plan de prestaciones de un colectivo
y la forma de garantizarlas es necesario realizar un estudio adecuado del colectivo desde
el punto de vista demogra´fico. Se pretende pues investigar sobre conceptos y funciones
estad´ısticas y actuariales que nos permitan representar de forma adecuada la evolucio´n
del nu´mero de miembros del colectivo y plasmar estos resultados en forma de herramienta
capaz de pronosticar la proyeccio´n futura del colectivo.
Nuestro objetivo en el presente cap´ıtulo va a ser estudiar los modelos de probabilidad
que intentan analizar el tiempo transcurrido hasta la valoracio´n de un determinado evento.
Ma´s concretamente, vamos a analizar tiempos de supervivencia, es decir, la duracio´n hasta
que se produce la muerte. El ana´lisis de este tipo de series de tiempo se conoce con el
nombre gene´rico de Ana´lisis de Supervivencia.
Para el estudio de la duracio´n de un individuo dentro de una empresa, habr´ıamos de
observar un individuo hasta que fallezca o se jubile. Aunque sabemos que hay individuos
que abandonan la empresa y dejamos de observarlos y por tanto representan un problema
para el estudio, pues son observaciones incompletas. En este cap´ıtulo se desarrollan una
serie de conceptos para describir y utilizar la distribuciones de las variables aleatorias
tiempo de supervivencia T y edad de fallecimiento ξ asociada. Asimismo veremos como
la distribucio´n de la variable aleatoria ξ, se puede representar por medio de una Tabla de
supervivencia (mortalidad).
1.2. Principales funciones de la distribucio´n del tiempo de
supervivencia
Denotamos por x la edad de un individuo, que puede tomar cualquier valor entre cero
y el l´ımite superior de supervivencia.
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Vamos a considerar una persona de edad x an˜os y la denotaremos (x). Denotaremos
por T su tiempo futuro de supervivencia, o ma´s expl´ıcitamente T (x), y asociaremos la
variable aleatoria ξ a la edad de fallecimiento, es decir, T = ξ − x. El tiempo futuro de
supervivencia es una variable aleatoria con funcio´n de distribucio´n de probabilidad
G(t) = P (T ≤ t), t ≥ 0.
La funcio´n G(t) representa la probabilidad que tiene una persona de morir dentro de t
an˜os. Supongamos que G es conocida y continua con densidad, g(t) = G′(t). A partir de
ella podemos definir la funcio´n de supervivencia
s(t) = 1−G(t),
donde G(0) = 0, lo cual implica que s(0) = 1.
La funcio´n s(t) se denomina funcio´n de supervivencia, ya que para cualquier valor
positivo de t, s(t) es la probabilidad que tiene una persona de sobrevivir t an˜os.
De su definicio´n se derivan las dos propiedades siguientes:
Es una funcio´n no creciente.
s(0) = 1 y en el extremo superior ω de x, s(ω) = 0.
Adema´s es conveniente y razonable suponer (Villalo´n, 1997) que s(t) es una funcio´n con-
tinua de t.
La funcio´n de riesgo o tasa de hazard h(t) se define como la probabilidad de que un
individuo, que se supone vivo en el instante t, no sobreviva al siguiente intervalo de tiempo
lo suficientemente pequen˜o
h(t) = l´ım4t−→0
P (t < T < t+4t|T ≥ t)
4t
=
P (t < T < t+ dt)










Probabilidades y valores esperados de intere´s pueden ser expresados en te´rminos de las
funciones g y G. Sin embargo, la comunidad internacional de actuarios usa una notacio´n
propia que mostramos a continuacio´n, relaciona´ndola con ambas funciones tal y como lo
hace Gerber (1997). As´ı,
tqx = G(t) = 1− s(t)
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es la probabilidad de que un individuo de edad x muera en t an˜os. De igual forma
tpx = 1−G(t) = s(t), (1.1)
denota la probabilidad de que un individuo de edad x sobreviva al menos t an˜os. Otra
notacio´n utilizada habitualmente es
s|tqx = P (s < T < s+ t) = G(s+ t)−G(s) =s+t qx −s qx,
que denota la probabilidad de que un individuo de edad x sobreviva s an˜os y despue´s
muera dentro de los t an˜os siguientes. De igual forma se usan frecuentemente
s+tpx = 1−G(s+ t) = (1−G(s)) 1−G(s+ t)1−G(s) = spx ·t px+s
y
s|tqx = G(s+ t)−G(s) = (1−G(s))
G(s+ t)−G(s)
1−G(s) = spx ·t qx+s.
Si t = 1, el ı´ndice t se omite en los s´ımbolos, por ejemplo qx es la probabilidad de morir




















1.3. Estimacio´n de las curvas de supervivencia
Para la estimacio´n de las curvas de supervivencia tenemos fundamentalmente dos en-
foques, que como veremos dan lugar a su vez a modelos espec´ıficos. El primer enfoque
es postular una distribucio´n de probabilidad sobre la variable tiempo futuro de supervi-
vencia T . El segundo, que tiene mucha ma´s relacio´n con el mundo actuarial, supone la
construccio´n de una tabla de mortalidad.
1.3.1. Distribuciones anal´ıticas del tiempo de supervivencia
La modelizacio´n de T , mediante la explicitacio´n de su funcio´n de distribucio´n G, tiene
la ventaja de permitir su estimacio´n mediante un reducido nu´mero de para´metros. Ventaja
nada desden˜able cuando se dispone de pocos datos. A lo largo del tiempo diversos autores
han propuesto modelos para el comportamiento probabil´ıstico de T . Algunos de ellos los
exponemos a continuacio´n (Gerber, 1997).
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De Moivre (1724) postula la existencia de una edad ω ma´xima y supone que T esta
distribuida uniformente entre las edades 0 y ω − x, de forma que
g(t) =
1
ω − x, 0 < t < ω − x,
µx+t =
1
ω − x− t , 0 < t < ω − x.
Gompertz (1825) supone que la fuerza de mortalidad crece exponencialmente
µx+t = Bcx+t, t > 0,
lo que expresa mejor el comportamiento de T y adema´s no necesita la hipo´tesis de
la edad ma´xima ω.
Makeham (1860) an˜ade una componente constante A > 0 al crecimiento exponencial,
con lo que postula la ley siguiente
µx+t = A+Bcx+t, t > 0.








Weibull (1939) sugiere que la fuerza de mortalidad crece como una potencia de t en
lugar de hacerlo exponencialmente
µx+t = k(x+ t)n,







(x+ t)n+1 − xn+1)) .
Otros autores, (Benjamin y Pollard, 1992), que teniendo en cuenta que una sola ley no
pueden representar toda la experiencia de mortalidad, proponen modelos matema´ticos que
relacionan la fuerza de mortalidad y la edad en cada rango de edad.
Thiele (1972) propone,
µx = a1 exp(−b1x) + a2 exp(−12b2(x− c)
2) + a3 exp(b3x),
donde el primer te´rmino representa la mortalidad infantil, el u´ltimo, que es una curva
Gompertz, corresponde a la mortalidad para edades avanzadas y el central es una
curva normal.
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Perks (1825) introduce una nueva familia de curvas cuya expresio´n general es,
µx =
A+Bcx
Kc−x + 1 +Dcx
.
Estas leyes son so´lo aplicables a las edades adultas, y muchas fallan al representar la
joroba de los accidentes en las edades adultas. Heligman y Pollard (1980) obtuvieron




(−E(log x− logF )2)+GHx.
El nu´mero de para´metros puede parecer excesivo, sin embargo tienen una interpre-
tacio´n real. A, por ejemplo, es q1. C mide el ratio con el que los nin˜os se adaptan
al entorno. G indica el nivel de mortalidad de las edades elevadas, mientras H mi-
de el incremento de esa mortalidad. D representa la intensidad de la joroba de los
accidentes, mientras F indica la situacio´n de la joroba y E su velocidad.
1.3.2. Tablas de mortalidad
Sea K = K(x) una variable aleatoria discreta asociada al tiempo de vida futuro, que
representa el nu´mero entero de an˜os futuros vividos. Es decir, K = bT c.
Su distribucio´n de probabilidad viene dada por
P (K = k) = P (k ≤ T < k + 1) =k pxqx+k, k = 0, 1, 2 . . .
















Sea S la fraccio´n del an˜o de su muerte durante la cual (x) vive, por tanto T = K + S.
S es una variable aleatoria que tiene distribucio´n continua entre 0 y 1. Aproximando su
valor esperado por 1/2, tenemos que
e˙x = E[T ] ≈ ex + 12 .
La distribucio´n de probabilidad del tiempo de vida futuro puede ser construida a partir
de lo que denominamos una tabla de mortalidad. Una tabla de mortalidad es esencialmente
una tabla que muestra la probabilidades de morir en un an˜o, qx, que definen completamente
la distribucio´n de K.
La distribucio´n de T puede obtenerse a partir de una tabla de mortalidad mediante
interpolacio´n para lo cual son necesarias hipo´tesis sobre los patrones que siguen las pro-
babilidades uqx, o la fuerza de mortalidad, µx+u, para edades intermedias x + u (con x
entero y 0 < u < 1). Veamos alguna de ellas (Gerber, 1997).
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a. Linealidad de uqx















= − ln px,




Se deduce de aqu´ı que la distribucio´n de S, dado K = k, es una distribucio´n expo-
nencial truncada que depende de k,




Las variables S y K no son independientes en este caso.
c. Linealidad de 1−uqx+u
Esta hipo´tesis se conoce como la hipo´tesis de Balducci. A semejanza de lo que
ocurrio´ en a)











1− (1− u)qx .
Finalmente,
P (S ≤ u|K = k) = u
1− (1− u)qx+k ,
muestra que tampoco ahora las variables aleatorias S y K son independientes.
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Observemos que en los tres supuestos la fuerza de mortalidad es discontinua en los valores
enteros, pero lo ma´s llamativo y poco cre´ıble es que bajo la hipo´tesis de Balducci la fuerza
de mortalidad decrece entre dos enteros consecutivos.
Para qx+k → 0, es decir para probabilidades pequen˜as de muerte, en las hipo´tesis b) o
c) S se distribuye aproximadamente uniforme e independiente de K.
Siguiendo a Betzuen (1995), que trata la problema´tica de los tantos interanuales, po-
demos resumir las hipo´tesis anteriores en el siguiente cuadro, en el que t ∈ [0, 1] y lx es el
nu´mero de supervivientes con edad x.
hipo´tesis a) hipo´tesis b) hipo´tesis c)
tqx = a+ bt µx+t = µ 1−tqx = a+ bt
tqx = tqx tqx = 1− exp(−µt) 1−tqx+t = (1− t)qx




1− tqx 1−hqx+t =
(1− h)qx
1− (h− t)qx
Como consecuencia de los modelos planteados, en la hipo´tesis a) la funcio´n de super-
vivencia decrece linealmente dentro del intervalo anual, en la b) el tanto instanta´neo de
fallecimiento es constante y en la c) dicho tanto es decreciente. Adema´s siguiendo con el
mismo art´ıculo de Betzuen y con el fin de poder clasificar a los individuos segu´n su edad,
es importante resaltar que la asignacio´n de la edad de un individuo incide en los resultados
del estudio. En general, existen diferentes criterios para ello, que son:
Edad actuarial Se trata de un me´todo muy popular entre los actuarios y consiste en
atribuir como edad de fallecimiento la edad entera ma´s pro´xima al cumplean˜os. Se
asignar´ıa edad x a todos los que tuvieran una edad comprendida en el intervalo
[x− 1/2, x+ 1/2].
Edad entera alcanzada Consiste en atribuir la edad como nu´mero de an˜os enteros vivi-
dos, es decir, como normalmente consideramos la edad. Se asignar´ıa edad x a todos
los que tuvieran una edad comprendida en el intervalo [x, x+ 1[.
Existen tambie´n otras reglas pero que se utilizan poco en la pra´ctica.
1.4. Contenido y clasificacio´n de las tablas de mortalidad
En un principio, los contratos en los seguros sol´ıan ser a corto plazo. El problema de
los contratos de larga duracio´n y el establecimiento de las reservas apropiadas, exigieron
establecer una teor´ıa de la probabilidad, una estad´ıstica de la mortalidad y un instrumento
matema´tico adecuado.
10 Cap´ıtulo 1. Ana´lisis de supervivencia y tablas de mortalidad
Los or´ıgenes de estas tablas los podemos encontrar referenciados en Nieto y Vegas
(1993). En su libro podemos leer que Halley (1693), elabora el primer trabajo conocido de
tablas de mortalidad completas a partir de la hipo´tesis de estacionariedad de la poblacio´n,
que en la siguiente seccio´n se explica con detalle. Posteriormente, Nicola´s Titens, Jorge
Barret y F. Bayly idearon los s´ımbolos de conmutacio´n que permitieron una agilizacio´n
definitiva en el ca´lculo de las operaciones de seguro.
1.4.1. Presentacio´n de una tabla de mortalidad
Segu´n Palacios (1996) una tabla de mortalidad es una serie temporal que indica la
reduccio´n paulatina de un grupo inicial de individuos debido a los fallecimientos. As´ı pues,
lo que realmente contiene son los que sobreviven.
La tabla de mortalidad es una abstraccio´n matema´tica que representa un modelo de
comportamiento de la evolucio´n y constante decrecimiento de un colectivo, construida a
partir de las observaciones de un colectivo real.
Su estructura ba´sica, como nos describe Villalo´n (1994), esta constituida por las si-
guientes columnas,
x lx dx qx px
x: La edad del individuo, 0 ≤ x ≤ ω, donde ω es la edad l´ımite.
lx: Nu´mero de los que sobreviven a la edad x
dx: Nu´mero de los que fallecen entre x y x+ 1,
dx = lx − lx+1.










Las tablas tambie´n contienen los s´ımbolos de conmutacio´n Dx, Nx, Sx, Cx, Mx y
Rx. Dichos s´ımbolos son relaciones que facilitan enormemente los ca´lculos de primas,
reservas y dema´s elementos correspondientes a las operaciones de seguros. Esta´n calculados
a un determinado tipo de intere´s, denominado tipo de intere´s te´cnico i, a partir del cual
obtenemos vx llamado factor de actualizacio´n o factor de descuento compuesto. E´ste tiene





Las expresiones para el ca´lculo de estos s´ımbolos son las siguientes:
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Dx = lxvx
Nx = Dx +Dx+1 + . . .+Dω
Sx = Nx +Nx+1 + . . .+Nω
Cx = dxvx+1
Mx = Cx + Cx+1 + . . .+ Cω
Rx =Mx +Mx+1 + . . .+Mω
As´ı pues de las tablas de mortalidad para determinados colectivos, pueden obtenerse
las probabilidades de eliminacio´n de diversas situaciones entre dos edades consecutivas,
expresadas en an˜os enteros. Estas probabilidades pueden tambie´n discriminarse por sexos.
1.4.2. Tablas Esta´ticas y Dina´micas
El feno´meno de la supervivencia viene caracterizado porque sus sucesos hacen referen-
cia al hecho de que un individuo cualquiera perteneciente a un grupo espec´ıfico, alcance y
supere una edad concreta.
Al intentar modelizar el feno´meno de la supervivencia, aparece irremediablemente como
para´metro fundamental la edad, a la que denominaremos tiempo biolo´gico para diferen-
ciarla del tiempo cronolo´gico que es el tiempo f´ısico o del calendario (el cara´cter relativo
de la dimensio´n temporal se ve con claridad al comparar un individuo de 40 an˜os en 1900
y otro con la misma edad en 1995).
Los postulados recogidos en Vegas (1982), que constituyen la base fundamental de las
deducciones que han de conducirnos a la construccio´n de una tabla de mortalidad, son:
Principio de Homogeneidad. Todos los individuos del grupo son equivalentes en lo que
se refiere a mortalidad, en el sentido de que tienen la misma funcio´n de distribucio´n
de probabilidad para la variable edad de muerte ξ. El grupo es homoge´neo.
Principio de Independencia. Los individuos que integran el grupo en cuestio´n se de-
finen con variables estoca´sticamente independientes. Esto equivale a decir que el
suceso de que un cierto individuo sobreviva o no a una determinada edad, tiene una
probabilidad que no depende de la supervivencia de cualquier otro individuo del
grupo.
Principio de Estacionariedad. La probabilidad de un individuo de no sobrevivir a una
edad concreta es independiente del an˜o de su ca´lculo.
Con todas estas hipo´tesis la probabilidad de que n individuos no sobrevivan a las
edades x1, x2,. . . , xn respectivamente viene dada por
P (ξ1 < x1, ξ2 < x2, . . . , ξn < xn) = Gx1(x1 − ξ1) ·Gx2(x2 − ξ1) . . . ·Gxn(xn − ξn)
= x1−ξ1qx1 · x2−ξ2qx2 . . . · xn−ξnqxn
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Es evidente que si el estudio del feno´meno de la supervivencia se refiere solo al tiempo
biolo´gico es porque se admite, impl´ıcitamente, la hipo´tesis de estacionariedad del feno´me-
no. En consecuencia, si todas las consideraciones y formulaciones que se hacen vienen
referidas al tiempo biolo´gico o edad, con exclusio´n de toda referencia al tiempo cronolo´gi-
co, construimos una tabla de mortalidad esta´tica o de momento.
Pero un estudio completo deber´ıa abarcar ambos conceptos temporales, puesto que,
en su formulacio´n ma´s general la expresio´n matema´tica del feno´meno de la supervivencia
depende de dos para´metros que son el tiempo f´ısico (cronolo´gico) y el tiempo biolo´gico
(edad). Con semejante planteamiento se obtienen las tablas de mortalidad dina´micas.
Como reflexio´n a la comparacio´n teo´rica de las tablas esta´ticas y dina´micas, hemos
de an˜adir que las primeras nacen con una fecha de caducidad impl´ıcita, puesto que la
mortalidad desciende y la esperanza de vida aumenta con el paso de los an˜os, de forma
que necesitar´ıamos pedirle al asegurado una dotacio´n adicional cuando pasaran un nu´mero
determinado de an˜os, mientras que con las segundas las posibles modificaciones ser´ıan
menores.
En la tablas PERM/F 2000 recientemente elaboradas en Espan˜a, se construye una
tabla para cada generacio´n, entendiendo por generacio´n individuos nacidos todos en el
mismo an˜o. La tabla base que se toma para la formacio´n de todas e´stas es la llamada
tabla dina´mica, con los dos para´metros fundamentales: la edad y el tiempo cronolo´gico.
Cap´ıtulo 2
Graduacio´n de datos de
mortalidad: me´todos parame´tricos
2.1. Introduccio´n
Histo´ricamente la Ciencia Actuarial ha trabajado con los datos de mortalidad de una
poblacio´n. El primer paso y quiza´ una de las partes fundamentales en las que interviene
la estad´ıstica es la graduacio´n de los mismos.
Definimos la graduacio´n (Haberman y Renshaw, 1996) como los principios y me´todos
por los que un conjunto de probabilidades observadas (o brutas) se ajustan para propor-
cionar una base suavizada que nos permitira´ hacer inferencias y adema´s ca´lculos pra´cticos
de primas, reservas, etc.... El objetivo de este cap´ıtulo es una de las principales aplica-
ciones de la graduacio´n, la construccio´n de modelos de supervivencia que presentaremos
finalmente en forma de tabla de mortalidad.
La graduacio´n es necesaria y tiene una naturaleza eminentemente estad´ıstica de esti-
macio´n. London (1985) explica la razo´n de por que´, obtenida nuestra secuencia de esti-
maciones iniciales, hemos de cambiarla y por tanto graduarla. Esto es debido a que para
cada per´ıodo concreto, dados los correspondientes datos, podemos obtener la secuencia de
estimaciones iniciales correspondientes a las edades, estimacio´n inicial que posee cambios
a veces incluso bruscos, pero es una particular concrecio´n de la evolucio´n de la mortalidad
en la que deber´ıa cumplirse que la diferencia entre las probabilidades de muerte de dos
edades consecutivas no fuera excesivamente alta, lo que exige el ajuste de una funcio´n que
cumpla con dicha condicio´n.
Llegados a este punto, graduacio´n y smoothing pueden considerarse sino´nimos, pero el
objetivo de aquella no es exactamente obtener una curva suave, sino estimar ma´s adecua-
damente las verdaderas probabilidades de muerte. Los me´todos de graduacio´n sugeridos
en la literatura y usados en la pra´ctica se pueden clasificar en dos tipos fundamentales,
parame´tricos y no parame´tricos, segu´n ajusten los datos a una funcio´n matema´tica o por
el contrario so´lo se realice un suavizado.
El desarrollo del presente cap´ıtulo se expone a continuacio´n. En primer lugar descri-
biremos las distribuciones de las principales medidas de mortalidad, qx y µx, ya definidas
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en el cap´ıtulo anterior.
En la seccio´n 3 definimos graduacio´n parame´trica, los pasos a seguir para su obtencio´n
y las opciones revisadas en cuanto a criterios de optimizacio´n se refiere.
Posteriormente en la seccio´n 4 mostramos la metodolog´ıa desarrollada por el Conti-
nuous Mortality Investigation (CMI) Bureau, cuya descripcio´n se encuentra pormenorizada
en el art´ıculo de Forfar, McCutcheon y Wilkie (1988).
La extensio´n de estos conceptos a modelos lineales generalizados usando el esquema
de Haberman y Renshaw (1996) y Verrall (1996) se expone en la seccio´n 5.
En la seccio´n 6 describimos los pasos a seguir en el proceso de graduacio´n parame´trica
con el modelo de Heligman y Pollard.
Con todo ello podemos obtener modelos del comportamiento de las medidas de la
mortalidad frente a la edad, con diferentes metodolog´ıas que podemos discutir y comparar.
Finalmente en la seccio´n 7 recogemos los principales estad´ısticos y tests para evaluar los
diferentes procedimientos.
2.2. Descripcio´n del problema
Una vez fijado el periodo o duracio´n del estudio considerado, para estimar los qx
debemos observar los individuos desde la edad x hasta la x+ 1. Si todas la observaciones
fueran completas, entendiendo por tal que han sido observadas desde la edad x hasta la
edad x+1, nuestro ana´lisis ser´ıa sencillo, pero desgraciadamente no ocurre as´ı. El diagrama
de Lexis, que mostramos a continuacio´n, nos ayudara´ a ilustrar las diferentes situaciones
que pueden presentarse.
Figura 2.1: Diagrama de Lexis
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El eje horizontal representa el tiempo de observacio´n y el vertical las edades. Cada
individuo queda representado por una linea diagonal que comienza cuando el individuo
entra en observacio´n y finaliza cuando muere o deja de ser observado. Sea x + ti la edad
en la que entra en el estudio y x+ si edad a la que sale con 0 ≤ ti ≤ si ≤ 1. Por tanto, la
duracio´n de cada uno es si − ti y la suma Ex = (s1 − t1) + (s2 − t2) + . . .+ (sn − tn) es la
duracio´n total de los n individuos.
Sea Dx el nu´mero observado de muertes, y sea I el conjunto de sub´ındices correspon-
dientes a los individuos que acaban falleciendo. Para estimar las probabilidades de muerte
para cada una de las edades a partir de los datos tenemos varias opciones.
1. Un primer me´todo consiste en igualar las muertes esperadas a las observadas. El







pues sumando todas las 1−tiqx+ti , probabilidad de que un individuo de edad x+ti no
alcance la edad x+ 1, tendr´ıamos la duracio´n si observa´ramos todas las muertes. A
este total se le resta el tiempo que hemos contado de ma´s para los que no observamos
su muerte, es decir la suma de las probabilidades de que no alcancen x+ 1 para los
que cumplen x+ si (1−siqx+si).
Utilizando la hipo´tesis de Balducci (capitulo 1, seccio´n 3.2) 1−uqx+u = (1 − u)qx, y
teniendo en cuenta que Ex puede expresarse de la forma
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Procedemos entonces a igualar












Al denominador de esta expresio´n es al que habitualmente se denomina expuestos
inicialmente al riesgo, que suponiendo la hipo´tesis de que las muertes ocurren a edad





Al valor Ex se le denomina expuestos centrales al riesgo.
El estimador (2.3) funciona bien con un nu´mero elevado de datos pero no con pocos
datos. Uno de los problemas es que el denominador puede exceder al numerador,
proporcionando una estimacio´n absurda e inservible.
2. Un me´todo alternativo consiste en partir de la hipo´tesis de que la fuerza de la
mortalidad es constante µx+u = µx+ 1
2
para 0 < u < 1.
El nu´mero de muertes esperadas ser´ıa Exµx+ 1
2
, igualando de nuevo a las observadas







a partir del cual podemos obtener una estimacio´n para la probabilidad qx
qˆx = 1− exp(µx+ 1
2






En realidad tanto Dx como Ex son variables aleatorias. Sin embargo suele ser conveniente
tratar a Ex como una cantidad no aleatoria, aproximando su valor a partir de los datos
observados de poblacio´n y muertes por edades, y a partir del valor fijado para Ex obtener
la distribucio´n de Dx.
2.2.1. Distribucio´n de Dx segu´n qx
Supongamos que Ex personas entran en observacio´n a edad exacta x y continu´an
en observacio´n hasta que sobreviven a una edad exacta x + 1 o mueren antes. En este
caso denotamos por Ex los expuestos iniciales al riesgo, que es una estimacio´n de las
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observaciones que inician el estudio y determina por tanto el nu´mero de individuos en
estudio. Supongamos tambie´n que la probabilidad de muerte dentro del an˜o para cada
uno de ellos es qx, y que la muerte o supervivencia de uno es independiente de la muerte o
supervivencia de los otros. Si llamamos Dx a la variable aleatoria que representa el nu´mero
de muertes que ocurren en el an˜o, Dx se distribuye como una binomial de para´metros Ex
y qx.
Si el valor de qx es desconocido, pero hemos observado Dx muertes de Ex personas,









estimaciones a las que denominaremos probabilidades brutas.
Cuando el nu´mero de muertes observadas, es suficientemente elevado respecto del valor
estimado de Ex, la aproximacio´n Normal es generalmente satisfactoria. En estas condicio-












Cuando dx es muy pequen˜o o muy grande respecto de Ex esta aproximacio´n no es





d!(Ex − d)! (q
inf
x )





d!(Ex − d)! (q
sup
x )
d(1− qsupx )Ex−d = α.
2.2.2. Distribucio´n de Dx segu´n µx
Supongamos que Ex personas entran en observacio´n bajo la hipo´tesis de que la fuerza
de mortalidad es constante µx+ 1
2
durante el periodo de observacio´n y que la muerte o
supervivencia de cada uno es independiente. En este caso Ex representa los expuestos
centrales al riesgo, que pueden modificarse a lo largo de la duracio´n del estudio, con lo
que el nu´mero de individuos en estudio no esta´ determinado y por tanto Dx, nu´mero de
muertes que ocurren en el per´ıodo de observacio´n, tendra´ una distribucio´n Poisson con
media y varianza igual a Exµx+ 1
2










cuyas propiedades de insesgadez y consistencia son ampliamente conocidas.
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Si el nu´mero de muertes es razonablemente grande, mayor de 5, entonces Dx tiene una
distribucio´n aproximadamente Normal de media y varianza µx+ 1
2
Ex y podemos obtener
un intervalo de confianza 100(1− 2α) para µx+ 1
2
















De forma ana´loga al caso anterior, cuando la aproximacio´n no es buena se puede obtener
el intervalo exacto µinf
x+ 1
2


































2.2.3. Distribucio´n de Ex
Sin embargo es tambie´n posible tratar a Dx como una cantidad no aleatoria fijando su
valor a partir del nu´mero de muertes observadas dx, y entonces asumir que Ex sigue una
distribucio´n gamma con para´metros α = Dx y β = µx+ 1
2
. Esta aproximacio´n es compatible











que habitualmente se identifica con la distribucio´n de lasDx como variables Poisson cuando
Ex se trata como una cantidad no aleatoria. Esta interpretacio´n la plantea Gerber (1997)
y es utilizada por Renshaw, Haberman y Hatzopoulos (1997) para introducir un modelo
lineal generalizado que explicamos ma´s adelante.
2.3. Me´todos parame´tricos
La representacio´n de los datos de mortalidad via modelos parame´tricos ha atra´ıdo la
atencio´n de actuarios, demo´grafos y estad´ısticos a lo largo de todo el siglo pasado.
Los me´todos parame´tricos se caracterizan porque se basan en la hipo´tesis de que la me-
dida de mortalidad elegida, qx o µx, es funcio´n de x la edad, fα(x), con α = (α1, α2, . . . , αk)
para´metros a determinar.
Estos me´todos permiten obtener la graduacio´n, determinando la funcio´n matema´tica
supuesta, una vez calculadas las estimaciones brutas a partir de los datos de poblacio´n y
mortalidad.
As´ı pues, la te´cnica descrita aqu´ı no es so´lo una graduacio´n con aplicaciones actuariales,
sino te´cnicas de regresio´n ampliamente descritas y utilizadas en la literatura estad´ıstica
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que ahora aplicamos con fines concretos de tratamiento de datos de mortalidad. Este
me´todo tiene muchas ventajas sobre otras formas de describir los datos, particularmente
porque facilita las comparaciones a lo largo del tiempo y del espacio, por ejemplo, entre
cohortes, periodos y regiones. En cuanto a una revisio´n de modelos demogra´ficos, Congdon
(1993) describe en detalle las ventajas de los me´todos parame´tricos: suavidad, parsimonia,
interpolacio´n, comparaciones, tendencias, predicciones y manipulacio´n anal´ıtica.
Al aplicar estos procedimientos el objetivo es conseguir el mejor ajuste posible con
el mı´nimo nu´mero de para´metros. Es por tanto necesario alcanzar un equilibrio entre el
nu´mero de para´metros y la bondad del ajuste. Muchos estudios de graduacio´n demogra´fi-
ca han enfatizado la bondad del ajuste sin considerar la estabilidad estad´ıstica de los
para´metros en te´rminos de la regresio´n no lineal asociada (es decir, en te´rminos de los
errores esta´ndar y correlaciones entre los para´metros, especificacio´n de los errores y una
apropiada forma de la funcio´n de pe´rdida, validacio´n del modelo, etc.). Asociado a este
enfoque suele estar la sobreparametrizacio´n del modelo, que puede ponerse de manifiesto
cuando se observan errores esta´ndar demasiado grandes para dar la significacio´n estad´ısti-
ca del para´metro, altas correlaciones entre los para´metros y fallos de la convergencia en las
rutinas iterativas de ajuste no lineal. Adema´s la sobreparametrizacio´n tiene implicaciones
pra´cticas sobre el uso de la graduacio´n, por ejemplo en la comparacio´n de series temporales
de los para´metros a lo largo del tiempo y en la prediccio´n para futuros an˜os, en que los
para´metros que se obtienen para diferentes an˜os pueden mostrar fluctuaciones erra´ticas
irregulares que dificulten la prediccio´n. Hay una fuerte relacio´n entre la sobreparametriza-
cio´n y la inestabilidad de los para´metros a lo largo del tiempo, por lo que existen razones
estad´ısticas para preferir funciones parsimoniosas (con pocos para´metros) aun a costa de
ligeras pe´rdidas de bondad de ajuste.
La forma de las funciones matema´ticas que se ajustan a los datos son diversas y vienen
sugeridas fundamentalmente por el perfil que presentan las estimaciones en los estudios
realizados por diferentes autores cla´sicos como Gompertz, Makeham y otros que citamos
en el primer cap´ıtulo. Las propuestas de estos autores dieron buenos resultados para datos
de finales del siglo XIX y principios del XX. Ma´s tarde cambio´ el patro´n ba´sico, aumento´ la
mortalidad en edades jo´venes y una relativa joroba de mortalidad en edades medias, de
forma que era dif´ıcil obtener una buena graduacio´n con la fo´rmula de Makeham y esto
dio´ lugar a nuevos modelos como Heligman y Pollard.
Para estimar el valor de los para´metros incluidos en fα(x) podemos considerar varios
criterios de optimizacio´n, que con el signo correspondiente minimizan lo que se denomina
funcio´n de pe´rdida. A continuacio´n nos ocupamos de los ma´s utilizados.
2.3.1. El me´todo de ma´xima verosimilitud
Este criterio pretende encontrar los valores de los para´metros que maximizan la funcio´n
de verosimilitud de los valores observados de defunciones dx, para edades n1 ≤ x ≤ n2, sera
pues diferente si planteamos la graduacio´n de qx o de µx. Consideremos la distribucio´n de
la variable aleatoria nu´mero de muertos Dx, que en el caso de la graduacio´n de qx segu´n la
seccio´n 2.2.1 es Dx ∼ Bi(Ex, qx) donde Ex estima los expuestos iniciales al riesgo, mientras
que en el caso de µx consideramos Dx ∼ Po(µx+ 1
2
Ex) siendo ahora Ex estimacio´n de los
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expuestos centrales al riesgo (seccio´n 2.2.2).
Graduacio´n de qx









(dx log(qx(α)) + (Ex − dx) log(1− qx(α))) .
Graduacio´n de µx


















(α) + dx logExµx+ 1
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(α)− log(dx!)).






(α) + dx log(µx+ 1
2
(α))).
2.3.2. El me´todo de mı´nima chi-cuadrado
El estad´ıstico χ2 que definimos a continuacio´n mide la discrepancia entre las muertes
observadas y las esperadas bajo la hipo´tesis de que el modelo planteado en la seccio´n
anterior, para cada una de las medidas de mortalidad, es correcto.
As´ı definido, es una medida de la diferencia global entre los datos observados y el
modelo propuesto por fα(x) y por tanto debemos encontrar los valores de los para´metros
que minimicen esta diferencia.
Graduacio´n de qx
El nu´mero de muertos a edad x tiene media Exqx(α) y varianza Exqx(α)(1− qx(α)),





















y de acuerdo con esto definir la siguiente medida de discrepancia entre las muertes










Definidas as´ı, las zx siguen una distribucio´n N(0, 1) y son independientes por la hipo´tesis
asumida, de forma que χ2 sigue una distribucio´n ji-cuadrado cuyos grados de libertad
vienen determinados por el nu´mero de edades que graduemos, n2 − n1, menos el nu´mero
de para´metros de la funcio´n fα(x) y menos el nu´mero de restricciones para los para´metros
si hubiera condiciones que e´stos debieran de cumplir.
2.3.3. El me´todo de mı´nimos cuadrados
Otro criterio muy utilizado para obtener los valores de los para´metros es el conocido
me´todo de los mı´nimos cuadrados, que se basa, como indica su nombre, en minimizar las










En la mayor´ıa de ocasiones la varianza var´ıa con la edad y por tanto es deseable que la











donde las ponderaciones ωx suelen venir dadas por un valor inversamente proporcional a
la varianza.




suele ser relativamente pequen˜o se aproxima por
qx
Ex
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2.4. Metodolog´ıa del CMI Bureau
El Continuous Mortality Investigation (CMI) Bureau del Instituto y Facultad de Ac-
tuarios de Londres, tiene su origen en 1924 cuando la recoleccio´n continua de datos de
mortalidad comienza. Tiene la responsabilidad de la construccio´n de tablas de mortalidad
esta´ndar para su uso en la industria de seguros de Gran Bretan˜a. Forfar, McCutcheon y
Wilkie (1988) han dado una descripcio´n comprensible de la metodolog´ıa usada normal-
mente por el CMI para producir tales tablas y nosotros la resumimos a continuacio´n, pues
generaliza modelos cla´sicos como los de Gompertz y Makeham, adema´s de haber sido am-
pliamente desarrollada por diversos autores de nuestro intere´s, que como expondremos en
un cap´ıtulo posterior, han adaptado esta metodolog´ıa a modelos lineales generalizados y
la han hecho servir de base para desarrollo de modelos dina´micos.
Dado un conjunto de edades consecutivas consideramos, dx, secuencia del nu´mero de
muertes y, Ex, secuencia de expuestos al riesgo, ambos a edad x, aunque en la pra´ctica las
muertes no se producen en una edad exacta x sino que se producen a una edad x+ b. La
determinacio´n de la edad de muerte puede hacerse siguiendo distintos criterios, lo que da
lugar a otras tantas formas de clasificar muertes. El criterio seguido por el CMI Bureau es
el de asignar la muerte a la edad ma´s cercana al cumplean˜os en el momento en el que se
produjo. Este criterio de clasificacio´n equivale a tomar b =
−1
2




Los expuestos inicialmente al riesgo se calculan an˜adiendo un periodo extra a los cen-
trales, un medio de las muertes, a trave´s de la aproximacio´n usual explicada segu´n la
expresio´n (2.4).
Suponemos que no hay duplicidades, es decir, que la investigacio´n recoge individuos
o po´lizas independientes de forma que a un solo individuo le corresponde una po´liza y
por tanto todas las muertes son independientes. Si las hubiera las distribuciones Poisson
y binomial normalmente utilizadas tendr´ıan un para´metro de sobredispersio´n que afecta
a su varianza.
Para obtener la graduacio´n el CMI Bureau utiliza las funciones llamadas Gompertz-
Makeham de tipo (r,s). Son funciones con r + s para´metros de la forma










con la convencio´n de que si r = 0 so´lo tendr´ıamos parte exponencial y si s = 0 tendr´ıamos
so´lo el te´rmino polino´mico.
Derivadas de las anteriores podemos considerar los Logit Gompertz-Makeham de tipo
(r,s) cuya la expresio´n es
LGM r,sα (x) =
GM r,sα (x)
1 +GM r,sα (x)
.
De acuerdo con las circunstancias, el rango de valores puede tener mucha relevancia en la
eleccio´n de la funcio´n adecuada. En el caso de µx el rango de valores posibles es de 0 a∞,
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mientras que qx toma valores entre 0 y 1, de forma que para la primera en principio podr´ıa
ser ma´s adecuada la funcio´n GM y para la segunda LGM , aunque esto es orientativo y
no una regla absoluta.
Adema´s utilizan para la expresio´n de las funciones GM(r, s) una base de polinomios
ortogonales, como por ejemplo los polinomios de Chebycheff Ci(x) definidos las ecuaciones
C0(x) = 1,
C1(x) = x,
y la relacio´n recurrente
Cn+1(x) = 2xCn(x)− Cn−1(x), n ≥ 1,
que son ortogonales en el intervalo de [−1, 1] con la funcio´n peso W (x) = (1 − x2)− 12 .
En relacio´n al mismo intervalo pero cuando la funcio´n peso es W (x) = 1, obtenemos los
polinomios de Legendre {Li(x)}, definidos con los valores iniciales
L0(x) = 1,
L1(x) = x,
y la relacio´n recurrente
(n+ 1)Ln+1(x) = (2n+ 1)xLn(x)− nLn−1(x) , n ≥ 1,
La idea de utilizar una base ortogonal es porque a la hora de encontrar el polinomio




i, que mejor ajusta a los datos segu´n el criterio de mı´nimos
cuadrados los coeficientes en la base natural {1, x, x2, . . .}, son diferentes si consideramos




solo hemos de an˜adir un nuevo coeficiente αn+1. La utilizacio´n de polinomios ortogonales










Para estimar el valor de los para´metros incluidos en fα(x) consideran los dos criterios
de optimizacio´n
1. Maximizar la funcio´n de verosimilitud.
2. Minimizar χ2.
Es interesante hacer notar que en la pra´ctica la alternativa de maximizar la verosimi-
litud y minimizar la χ2 generalmente produce graduaciones muy similares. De hecho se
demuestra que maximizar L1(α) es equivalente a maximizar −12χ
2(α), lo cual es igual a
minimizar χ2.
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2.5. Modelos lineales generalizados
Es posible reformular la metodolog´ıa del CMI y extenderla usando los esquemas de
modelos lineales y no lineales generalizados. Si hemos de estimar los para´metros de las
funciones GM que mejor ajustan los valores brutos, conocidas las correspondientes dis-
tribuciones, no podemos recurrir a modelos lineales cla´sicos por motivos obvios de no
linealidad de las funciones presentadas.
Vamos a introducir los principales conceptos de los Modelos lineales generalizados
(McCullagh y Nelder, 1989), para despue´s relacionarlos con la graduacio´n actuarial como
han hecho Haberman y Renshaw (1996) y Verrall (1996).
2.5.1. Introduccio´n a los modelos lineales generalizados
Los modelos lineales generalizados (GLM) son una extension de los modelos lineales
para distribuciones de la variable respuesta no normales y transformaciones no lineales.
En general, consideremos un vector de observaciones y con n componentes, que son
realizaciones de una variable aleatoria Y , independientes e ide´nticamente distribuidas y
con media m.
Un modelo de regresio´n cualquiera constituye una especificacio´n para la media m de
la variable en te´rminos de un nu´mero pequen˜o de para´metros desconocidos β0, β1, . . . , βp.
En el caso particular de modelos lineales se desea encontrar una funcio´n lineal tal que
E(Y |X) = m = β0+
p∑
i=1
βixi, y para ello se supone la varianza de Y constante, var(Y ) =
σ2.
A diferencia de e´stos, un modelo lineal generalizado (GLM) proporciona un me´todo
de estimacio´n de una funcio´n de la media de la variable respuesta como una combinacio´n
lineal de un conjunto de variables predictoras, es decir




La funcio´n de la media de la respuesta, l(m), se llama funcio´n link, y se supone igual a
una funcio´n lineal de los predictores, η(x), que se llama predictor lineal.
Un modelo lineal generalizado puede ser descrito por las siguientes hipo´tesis:
Hay una variable respuesta, Y , observada independientemente a valores fijos de va-
riables explicativas X1, . . . , Xp.
Las variables explicativas so´lo pueden influir en la distribucio´n de Y a trave´s de una
funcio´n lineal llamada predictor lineal η = β1X1 + β2X2 + . . .+ βpXp.
La distribucio´n de cada componente yi de Y tiene densidad de la forma
f(yi; θi, ϕ) = exp [Ai{yiθi − γ(θi)}/ϕ+ τ(yi, ϕ/Ai)]
donde ϕ es un para´metro de escala (posiblemente conocido), Ai es conocido, y el
para´metro θi depende del predictor lineal.
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La media, m, es una funcio´n invertible del predictor lineal,
m = g(η), η = g−1(m) = l(m).
La funcio´n inversa, l(.), es la que denominada link.
Sen˜alemos que θi es tambie´n una funcio´n invertible de mi, de hecho θi = (γ′)−1(mi) como
se muestra despue´s.
Los GLM proporcionan un tratamiento estad´ıstico unificado para muchas importantes
clases de modelos. Consideremos algunos ejemplos que luego utilizaremos.
Binomial. Para una distribucio´n Binomial con un nu´mero fijo de pruebas ai y para´metro
pi podemos tomar las respuestas y = si/ai donde si es el nu´mero de e´xitos. La
densidad puede expresarse de la forma















con lo que Ai = ai, ϕ = 1, θi sera´ la transformacio´n logit de pi log(pi/(1 − pi)) y
γ(θi) = − log(1− pi) = log(1 + eθi).
Poisson. Para una distribucio´n Poisson con media m tenemos
log f(yi) = yi logmi −mi − log(yi!),
por tanto θ = logmi y γ(θi) = mi = eθi .




+ νi log yi + νi log νi − log Γ(νi),
por tanto θi = −1/mi y γ(θi) = − log(−θi).
La estimacio´n en el caso de los modelos lineales generalizados, se realiza maximizando
la cuasi-log-verosimilitud, que para los miembros de la familia exponencial es sino´nimo de
log-verosimilitud.
Si f(y; θ) es la funcio´n de densidad de probabilidad para la observacio´n y dado el
para´metro θ, entonces la log-verosimilitud basada en el conjunto de observaciones, y ex-
presada como una funcio´n del para´metro valor medio, m = E(Y ), es la suma de la contri-





Una medida de bondad de ajuste entre los datos observados y los valores ajustados
generados por el modelo es la Deviance, cuyo valor se obtiene a partir de la expresio´n
D(y; mˆ) = 2l(y; y)− 2l(mˆ; y),
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donde l(y; y) es la log-verosimilitud cuando los valores estimados coinciden con los obser-
vados y l(mˆ; y) la de los valores estimados mˆ.
La Deviance mide la discrepancia entre la log-verosimilitud de los datos y la del modelo
utilizado, en consecuencia y puesto que l(y; y) no depende del modelo utilizado, maximizar
la verosimilitud equivale a minimizar D(y; mˆ). La distribucio´n asinto´tica de D(y; mˆ) es
una χ2n−p, donde p es el nu´mero de para´metros ajustados bajo H0, que es la hipo´tesis del
modelo.
La Deviance ma´s que como medida absoluta de bondad de ajuste puede utilizarse para
comparar dos modelos. Por ejemplo, si queremos contrastar si an˜adir una nueva covariable
mejora el modelo, si H0 es el modelo a validar y HA la extensio´n del modelo conteniendo
una covariable adicional y m0 y mA los correspondientes valores ajustados, la diferencia
de Deviance,
D(y; mˆ0)−D(y; mˆA) = 2l(y; y)− 2l(mˆ0; y)− (2l(y; y)− 2l(mˆA; y))
= 2l(mˆA; y))− 2l(mˆ0; y),
corresponde al estad´ıstico ratio de verosimilitud para contrastar H0 versus HA y se distri-
buye aproximadamente χ21.
Pero el problema de la modelizacio´n requiere un equilibrio entre la mejora del modelo y
el no deseable incremento de la complejidad de e´ste al ir an˜adiendo cada nuevo para´metro.
Para esto utilizaremos el valor del estad´ıstico Cp de Mallows descrito en Venables y Ripley
(1994), pag.219. Dicho estad´ıstico esta´ definido como
Cp = RSS + 2σ2p,
donde RSS es la suma de cuadrados residuales y p el nu´mero de para´metros del modelo.
As´ı definido, puede ser interpretado como una suma de cuadrados residuales penalizada
por la complejidad del modelo. Una disminucio´n del valor de Cp implica una mejora del
modelo.
2.5.2. Modelos lineales generalizados y graduacio´n
En esta seccio´n vamos a desarrollar la teor´ıa de los modelos lineales generalizados
en el contexto de la graduacio´n, primero de los qx y despue´s de los µx. La experiencia
en graduacio´n usando modelos lineales generalizados ha sido recopilada en la literatura
actuarial por Renshaw (1991), Renshaw y Hatzopoulos (1996), Haberman y Renshaw
(1996). Haberman y Renshaw (1996) ofrecen una descripcio´n de todas las aplicaciones de
los modelos lineales generalizados en la Ciencia Actuarial. Renshaw (1991) se refiere en
concreto a la graduacio´n y Verrall (1996) se ocupa de su implementacio´n en S-plus.
Vamos a explicar detenidamente la aplicacio´n de la metodolog´ıa de GLM a la gradua-
cio´n de qx cuando las funciones LGM(r, s) carecen de la parte polino´mica y consideran-
do la transformacio´n logit(qx), y tambie´n a la graduacio´n de µx con la transformacio´n
log(µx+ 1
2
) y las funciones GM(r, s) con r = 0. Nos ocuparemos tambie´n de algunos casos
ma´s generales.
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Modelos para qx
Consideramos la graduacio´n de la probabilidad de muerte a edad x, qx, basada en la
variable aleatoria muertes a edad x, Dx, sus valores observados, dx, y la estimacio´n de
los expuestos iniciales al riesgo, Ex. Respecto al modelo de distribucio´n del nu´mero de
muertes, supondremos que Dx ∼ Bi(Ex, qx), y que las muertes son independientes unas
de otras.
Ya hemos comentado en la seccio´n 2.5.1 que la distribucio´n binomial es un miembro
de la familia exponencial, como se requiere en McCullagh y Nelder (1989). La expresio´n





































= logit(qx) es el link cano´nico en la familia binomial
y es el que vamos a describir en profundidad. No obstante, Renshaw (1991) extiende esta
metodolog´ıa a otras funciones link e incluso a modelos lineales no generalizados que despue´s
detallaremos.
Comenzando pues con el link logit, las funciones que vamos a ajustar son




de donde fa´cilmente se obtiene
qx
1− qx = GM(r, s),
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(dx log(GM(r, s))−Ex log(1 +GM(r, s))).
Los coeficientes de los que dependen las funciones GM se obtienen por ma´xima vero-
similitud o, lo que es equivalente, minimizando
n2∑
x=n1
Ex log(1 +GM(r, s))− dx log(GM(r, s)).
Dentro del modelo binomial, para la graduacio´n de los qx podemos considerar otros link
como son,
Complementario log-log.
Cuyo predictor lineal es ηx = log(− log(1− qx)) con inversa qx = 1− exp(− exp(ηx))
Probit.
Cuyo predictor lineal es ηx = Φ−1(qx), donde Φ es la funcio´n de distribucio´n de
probabilidad de una normal esta´ndar, con inversa qx = Φ(ηx).
Renshaw (1991), partiendo de la fo´rmula ya muy familiar de Gompertz µx = Bcx, no
lineal pero que puede linealizarse, por ejemplo en te´rminos de qx con
ηx = log(− log(1− qx)) = β0 + β1x,
donde β0 y β1 son una reparametrizacio´n de B y C, introduce esta graduacio´n como un
GLM de un modelo de distribucio´n Binomial, con link complementario log-log y un pre-
dictor lineal correspondiente a una recta. Lo que propone el autor es extender este modelo
aumentando el grado del predictor lineal obteniendo as´ı graduaciones con la siguiente
expresio´n
qx = 1− exp(− exp(ηˆx)),





El modelo binomial junto con el link probit no se ha utilizado en el contexto actuarial
antes del citado art´ıculo de Renshaw. En su trabajo el autor si lo utiliza y compara
con los otros aunque en principio no represente ningu´n modelo parame´trico reconocible a
diferencia de los otros dos link.
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Modelos para µx
Consideramos ahora la graduacio´n de µx, fuerza de mortalidad, en la que se utiliza
Ex como expuestos centrales al riesgo y dx valores observados de las muertes. El modelo
usual en este caso es Dx ∼ Po(Exµx+ 1
2
), con muertes independientes.
De nuevo tenemos un miembro de la familia exponencial como estudiamos en la seccio´n

































que es el cano´nico de la familia Poisson. Si
adema´s la fo´rmula que se utiliza es µx+ 1
2
= GM(r, s), cuando r = 0, tenemos un predictor
lineal. Sustituyendo en el logaritmo de la funcio´n de verosimilitud cambiada de signo y sin
considerar los te´rminos constantes, que so´lo dependen de dx y Ex, obtenemos
n2∑
x=n1
(ExGM(r, s)− dx logGM(r, s)),
de la que se obtienen los para´metros minimizando.
Tambie´n es posible como comenta´bamos en la introduccio´n, considerar Ex como va-
riable aleatoria (Renshaw, Haberman y Hatzopoulos, 1997) fijados los valores observados
para las muertes dx. Consideramos ahora la graduacio´n de 1/µx, fuerza de vitalidad segu´n











, V ar(λx) = λ2x y pesos ωx = dx.
Si tomamos el link log, tenemos
log λx = log ax − logµx+ 1
2
= log dx + ηx,
donde ηx es el predictor lineal.
En su art´ıculo, Renshaw (1991) llega a la conclusio´n de que la graduacio´n conven-
cional de µx, basada en el ajuste de la fo´rmula matema´tica maximizando la funcio´n de
verosimilitud del nu´mero de muertes como una variable aleatoria Poisson condicionada a
los expuestos centrales a el riesgo, es efectivamente equivalente a la aproximacio´n plan-
teada por los expuestos centrales al riesgo modelados como variables aleatorias Gamma
condicionadas al nu´mero de muertes. Las ventajas que presenta esta segunda alternativa,
esta´n discutidas en el art´ıculo de Renshaw y Haberman (1997), cuando e´sta se aplica a la
construccio´n de tablas de mortalidad para individuos seleccionados.
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2.5.3. Modelos no lineales generalizados y graduacio´n
Siguiendo con el art´ıculo de Renshaw (1991) vemos como es posible, mediante un
me´todo iterativo, aplicar una metodolog´ıa similar cuando el predictor no es lineal. De
nuevo recurrimos a una fo´rmula histo´rica que es la de Makeham ηx = A+Bcx.
Dado que no es posible transformar esta forma no lineal en una lineal a menos que
A = 0, podemos introducir una reparametrizacio´n trivial a la forma exponencial y escribir
ηx = α+ βexp(φx),
que puede considerarse lineal si se supone el para´metro φ conocido.
Sea
g(x;φ) = exp(φx), (2.6)
denotando el te´rmino no lineal, podemos aproximar g(x;φ) mediante







con lo que βg(x;φ) puede ser reemplazado por βu+ γv con






y donde γ = β(φ−φ0). De esta forma el te´rmino no lineal (2.6) lo hemos convertido en una
expresio´n lineal que puede ser insertada en el predictor de un modelo lineal generalizado.
Partiendo pues de un valor inicial φ0, calculamos las covariables
u = exp(φ0x) y v = x exp(φ0x),
y los para´metros β y γ estimados a partir del ajuste del modelo como en cualquier esti-
mador lineal. Entonces actualizamos
φ1 = φ0 +
γˆ
βˆ
y este proceso se repite hasta la convergencia. La convergencia no esta garantizada para
valores iniciales muy distantes. El autor ha encontrado que un valor inicial de φ0 = 0.0005
induce a convergencia para muchos de los conjuntos de datos t´ıpicos que ha graduado
de esta forma. Considerando la graduacio´n de µx, el modelo de distribucio´n Poisson y
seleccionando link identidad, este procedimiento permite ajustar las fo´rmulas GMx(r, 2)
con r 6= 0.
2.6. Modelo Heligman y Pollard
Una alternativa a las anteriores funciones son las leyes de Heligman y Pollard (1980)
que han sido ampliamente utilizadas por diferentes pa´ıses de nuestro entorno europeo
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(Inglaterra, Suecia, Alemania y Espan˜a) y de otros pa´ıses desarrollados (Estados Unidos
de Ame´rica y Australia) desde que la ONU promovio´ el ajuste de la mortalidad a trave´s de
la primera ley de Heligman y Pollard (Felipe y Guille´n, 1999). Los autores, inspira´ndose
en Thiele (1972), ajustan una nueva ley de mortalidad en la Australia de la posguerra,







y los para´metros a estimar son Ai, Bi, Ci, Di con i = 1, 2, . . . , n. Normalmente con n = 3
se obtienen buenos ajustes. Respecto a fi(x) suele utilizarse x o ln(x).
Las tres expresiones que realmente se ajustaron a la mortalidad australiana fueron
Primera ley (versio´n 1) de Heligman y Pollard.
qx
1− qx = A
(x+B)C +D exp(−E(lnx− lnF )2) +GH(x−x0)
expresio´n que consideran no puede distinguirse de,
Primera ley (versio´n 2) de Heligman y Pollard.
qx = A(x+B)
C
+D exp(−E(lnx− lnF )2) + GH
x
1 +GHx
Segunda ley de Heligman y Pollard.
qx = A(x+B)
C
+D exp(−E(lnx− lnF )2) + GH
x
1 +KGHx
Tercera ley de Heligman y Pollard.
qx = A(x+B)
C
+D exp(−E(lnx− lnF )2) + GH
xk
1 +GHxk
Segu´n Felipe y Guille´n la curva ba´sica, primera ley, presenta la siguientes ventajas:
1) Es una funcio´n continua.
2) Es aplicable a todo el rango de edades 0 < x < ω.
3) La probabilidad ajustada esta´ entre los l´ımites apropiados 0 ≤ qx ≤ 1.
4) Tiene pocos para´metros si consideramos que es para todo el rango de edades.
5) Los para´metros tienen una interpretacio´n demogra´fica o biolo´gica.
6) Es suficientemente flexible para ajustar una gran variedad de modelos de mortalidad.

























Figura 2.2: Descomposicio´n de la Ley de Heligman y Pollard
Cada uno de los tres te´rminos de la ecuacio´n ba´sica representa una componente distinta de
la mortalidad, cuya representacio´n gra´fica puede verse en la Figura (2.2). La interpretacio´n
de cada uno de los tres sumandos que aparecen en la primera ley es la siguiente:
El primer sumando, una exponencial de decrecimiento ra´pido, representa la curva de
mortalidad infantil. Refleja la ca´ıda de la mortalidad durante los primeros an˜os de
vida, conforme el nin˜o se adapta a su nuevo ambiente.
El para´metro A tiene un valor similar a la probabilidad q1 y mide el nivel de
mortalidad infantil.
El para´metro B representa la mortalidad para los nin˜os con un an˜o de edad.
Toma valores entre 0 y 1. En la pra´ctica B esta´ pro´ximo a cero (entre 0.01 y
0.03) y su efecto sobre las probabilidades de fallecimiento en edades distintas
de 0 es pra´cticamente nulo.
El para´metro C toma valores entre 0 y 1 y esta ı´ntimamente asociado al decre-
cimiento del ratio de mortalidad. Cuanto mayor es C ma´s ra´pidamente decrece
la mortalidad conforme aumenta la edad.
El segundo sumando, una funcio´n similar a la lognormal, representa la mortalidad pa-
ra edades ma´s adultas. Esta referenciado en la literatura demogra´fica y actuarial
como joroba de los accidentes y recoge las muertes por accidentes ma´s la mortalidad
maternal para la poblacio´n se femenina. Se trata de una mortalidad adicional, so-
brepuesta a la curva natural de la mortalidad que le corresponder´ıa segu´n la edad.
Generalmente la ’joroba’ se da entre los 10 y los 40 an˜os.
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El para´metro D establece la severidad de la joroba, toma valores entre 0 y 1, y
a mayor D mayor sera´ el efecto de los accidentes sobre la mortalidad total.
El para´metro E esta relacionado con la dispersion, toma valores entre 0 e ∞,
y a mayor E menor dispersion indicando una joroba concentrada.
El para´metro F indica la localizacio´n de la joroba de los accidentes, toma valores
entre 15 y 110, y es el ma´ximo de la misma.
El tercer sumando es la ley de Gompertz. Refleja crecimiento de la mortalidad en eda-
des altas y representa el deterioro del cuerpo con los an˜os, es decir, la mortalidad
senil.
El para´metro G indica el nivel base de la mortalidad senil y toma valores entre
0 e ∞.
El para´metro H es la tasa de crecimiento de dicha mortalidad senil.
La edad x0 que aparece en la versio´n 1 de la primera ley es una edad cercana
a ω (edad l´ımite). Es aquella edad para la cual qx =0.5.
Hartmann (1983) indica que todos los para´metros son positivos y las expresiones solo esta´n
definidas para edades mayores de 0.
La segunda y tercera ley, especialmente para edades altas, mejoran el ajuste respecto
a la primera. En la segunda ley, K es el u´nico para´metro que puede llegar a tomar valores
negativos. Heligman y Pollard (1980) consideran que la interpretacio´n de los para´metros
sigue siendo va´lida. No obstante, los valores de G y H para la tercera ley esta´n muy
afectados por la direccio´n y extensio´n de la curvatura; y no queda claro que tengan todav´ıa
una interpretacio´n demogra´fica, aunque xk puede entenderse como una transformacio´n en
la escala de las edades. En el trabajo de Felipe y Guille´n (1999) se sigue la l´ınea iniciada por
Rue (1992) quien tras ajustar las tres leyes a la poblacio´n espan˜ola para datos agrupados
de 1979-1982, obtuvo el mejor ajuste para la segunda ley. Estas autoras utilizan tambie´n
estos modelos para la construccio´n de tablas dina´micas, en cuyo caso incorporan el ana´lisis
temporal de los para´metros a la segunda ley de Heligman y Pollard, siguiendo a McNown
y Rogers (1992) que, a diferencia de ellas, utilizan la primera ley.
Los para´metros se obtienen por mı´nimos cuadrados ponderados no lineales para todo
el rango de edades, ∑
x
ωx(qx − f(x))2,
donde la varianza de la observacio´n a edad x es proporcional a ω−1x y f(x) es la funcio´n a
ajustar a los valores qx observados.
La necesidad de estos pesos es debida a la desigualdad de varianzas en el modelo
qx = F (x), las cuales siguiendo el modelo binomial son var(qx) =
qx(1− qx)
Ex
, de ah´ı que
los pesos propuestos sean 1/qx o alguna potencia inversa de qx.
Congdon (1993), plantea el problema de la sobreparametrizacio´n y co´mo puede afectar
e´sta en la estabilidad de los para´metros a lo largo del tiempo, por esta razo´n decide fijar los
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valores de alguno de los para´metros (por ejemplo, A y B los fija a q0 y q1, respectivamente)
al utilizar la segunda ley de Heligman-Pollard para ajustar sus datos.
Finalmente compara este ajuste para las edades adultas, con funciones Gompertz-
Makeham concluyendo que estas u´ltimas funcionan peor, tienen menor bondad del ajuste
(un R2 ma´s pequen˜o) y las correlaciones entre sus para´metros son ma´s altas. Tambie´n
realiza una breve comparacio´n con algunas te´cnicas no parame´tricas.
Es novedosa la aportacio´n de Dellaportas, Smith y Stavropoulos (2001) que adoptan
el ana´lisis bayesiano y usan te´cnicas MCMC de simulacio´n en la fo´rmula de Heligman y
Pollard.
2.7. Contrastes para la bondad del ajuste
En este apartado se describen los test cla´sicos utilizados, que nos servira´n para ver si
una determinada graduacio´n representa un ajuste razonable de los datos, permitie´ndonos
comparar los diferentes ajustes para poder elegir el ma´s adecuado. El objetivo final de
cada uno de los ajustes es que los valores obtenidos sean muy parecidos a la experien-
cia observada, y para ello hemos de utilizar medidas estad´ısticas de bondad de ajuste,
que nos ayuden a decidir si es aceptable o no la graduacio´n, y finalmente que nos per-
mita elegir entre todas ellas. Deseamos pues contrastar si los resultados de la graduacio´n
constituyen una razonable representacio´n de los datos de mortalidad correspondientes a
la experiencia investigada. Los contrastes propuestos por Forfar, McCutcheon y Wilkie
(1988), y que posteriormente han sido aplicados por muchos autores a sus graduaciones,
son los siguientes:
Desviaciones y desviaciones relativas
A partir de la graduacio´n obtenemos los correspondientes valores ajustados de las
medidas de mortalidad, que dan lugar al ca´lculo de las muertes esperadas, ox, sin
ma´s que multiplicarlas por los respectivos expuestos al riesgo. Se definen entonces
las desviaciones en cada edad como
Devx = dx − ox,
y las desviaciones relativas como
zx = Devx/V arx,
donde V arx es la varianza correspondiente a la variable aleatoria nu´mero de muertes,
tratada en seccio´n 2 del cap´ıtulo de graduaciones parame´tricas, que se estima a partir
del ajuste obtenido. Despue´s de su ca´lculo hay que comprobar si esta´n aleatoriamente
distribuidas y si su distribucio´n esta de acuerdo con las hipo´tesis inherentes al modelo
utilizado, Binomial o Poisson. La mayor´ıa de los test que vamos a describir se basan
en la hipo´tesis de que el nu´mero de fallecidos se puede aproximar a una Normal, lo
cual puede no ocurrir en edades extremas donde el nu´mero de expuestos al riesgo
suele ser pequen˜o. La hipo´tesis de normalidad so´lo es razonable si el nu´mero esperado
de muertes es suficientemente grande, suele fijarse como mayor o igual a 5, si no es
as´ı se agrupan las edades hasta conseguirlo antes de aplicar los test.
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Test de signos
El primer test descrito es el test de signos. El nu´mero de signos positivos (o negativos)
denotado por N1 esta distribuido como binomial de media 1/2 y nu´mero de pruebas
igual a nu´mero de edades consideradas N , N1 ∼ B(N, 1/2). Denotamos p(pos) la
probabilidad de que el nu´mero de signos positivos no exceda el nu´mero observado.
Si el valor de p(pos) es demasiado pequen˜o, menor de 0.025, entonces el nu´mero
de desviaciones positivas es inesperadamente bajo, y si es demasiado grande, mayor
de 0.975, entonces el nu´mero de desviaciones positivas es inesperadamente alto. En
cualquier caso las probabilidades graduadas esta´n demasiado desviadas hacia un
lado u otro de las probabilidades observadas, y no representan adecuadamente la
experiencia.
Test de Rachas
El segundo contraste no parame´trico es el test de rachas o test de cambios de signo.
Si los signos de las desviaciones esta´n aleatoriamente distribuidos, no deber´ıa haber
ni pocos ni demasiados cambios de signo.
Si el nu´mero de signos positivos es N1 y N2 el nu´mero observado de signos negativos
(con N = N1+N2), si los signos esta´n dispuestos aleatoriamente y N1 y N2 son ma-










Llamando p(run) a la probabilidad de que NR sea menor o igual que el nu´mero de
rachas observadas, debe ser un valor no demasiado grande ni pequen˜o de forma que
indique la adecuada aleatoriedad en los signos.
Test de Kolmogorov-Smirnov
Otro test no parame´trico es el de Kolmogorov -Smirnov, considera la distribucio´n
del estad´ıstico KS una transformacio´n de la ma´xima desviacio´n absoluta entre dos
funciones de distribucio´n, cuya distribucio´n es conocida. En las graduaciones lo uti-
lizaremos para comparar la distribucio´n de las muertes observadas y esperadas para
cada edad, calculando p(KS) probabilidad de que la variable tome un valor mayor
al observado. Valores muy altos de la desviacio´n, KS, o equivalentemente, p(KS)
probabilidades pequen˜as corresponden a graduaciones no satisfactorias. Es un test
que aunque no prueba la bondad de una determinada graduacio´n pues no se cumple
la hipo´tesis de independencia de las dos series de datos que se comparan, si sirve pa-
ra descartar malos ajustes, pues emp´ıricamente se ha comprobado que graduaciones
satisfactorias proporcionan valores de p(KS) mayores de 0.9, incluso algunas veces
excediendo el 0.99.
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Test de autocorrelaciones
El siguiente test se trata de medir las autocorrelaciones correlaciones entre la desvia-







si las zx se consideran N(0, 1), esta distribuido como una χ2(N −m) los grados de
libertad son N −m donde N es el nu´mero de edades consideradas y m el nu´mero
de para´metros de la funcio´n utilizada en la graduacio´n. Sin embargo, en la pra´ctica
muchas graduaciones satisfactorias muestran altos valores de χ2, una inspeccio´n
detallada de los valores individuales de los zx podr´ıan indicar errores en los datos
que deber´ıan ser investigados.
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Sin duda los modelos parame´tricos constituyen un me´todo eficiente cuando se tiene
informacio´n del modelo subyacente a las variables y so´lo resta por determinar un nu´mero
finito de para´metros, sin embargo una fuente de error puede ser elegir una familia pa-
rame´trica no adecuada. En estos casos podemos utilizar los me´todos no parame´tricos que
adema´s de permitir graduar probabilidades brutas que no siguen una fo´rmula parame´tri-
ca clara, pueden utilizarse para proporcionar una prueba de diagno´stico de los modelos
parame´tricos o simplemente para explorar los datos.
Los me´todos no parame´tricos pretenden obtener unos nuevos valores a partir de los
observados, en los que se haya eliminado cualquier influencia no procedente de la variable
predictora y a diferencia de los parame´tricos no proporcionan una funcio´n que exprese
la relacio´n entre las probabilidades de muerte y la edad. Los me´todos parame´tricos y no
parame´tricos pueden complementarse en algunos casos, en el sentido que el resultado de
una regresio´n no parame´trica puede describir de forma ma´s adecuada la forma funcional
a ajustar.
En este cap´ıtulo se pretende revisar las alternativas que se ofrecen para realizar un
suavizamiento de los datos observados sin necesidad de obtener una fo´rmula matema´tica,
sino a trave´s de unos valores que describen de forma menos confusa la tendencia de la
mortalidad. El primero de estos me´todos que se utilizo´ es medias mo´viles ((Hoem y Linne-
mann, 1988), (Benjamin y Pollard, 1992)) en el que no profundizamos demasiado porque
ha sido claramente mejorado por otras alternativas.
En primer lugar (seccio´n 2) haremos una descripcio´n de las te´cnicas de smoothing, para
despue´s ocuparnos ma´s detalladamente del me´todo kernel y de como elegir el para´metro
de smoothing. En la siguiente seccio´n introducimos el criterio de Whittaker-Henderson,
considerando como caso particular los splines. Finalmente nos ocupamos de la regresio´n
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dina´mica relacionada con la regresio´n local ponderada.
Todas estas te´cnicas pueden utilizarse tambie´n considerando la distribuciones binomial
y Poisson ya utilizadas en la graduacio´n parame´trica y pueden implementarse en S-plus
mediante Modelos Aditivos Generalizados (GAM) tal y como sugiere Verrall (1996). De-
dicaremos la seccio´n 5 a la descripcio´n de estos.
3.2. Te´cnicas de smoothing
En esta seccio´n pretendemos definir y revisar las diferentes te´cnicas de smoothing para
desarrollar algunas de ellas con ma´s detalle, relacionarlas y analizar como se han aplicado
en la graduacio´n de los datos de mortalidad.
El objetivo de las te´cnicas de smoothing es disminuir la variabilidad y facilitar el
ana´lisis. Para ello se han de modificar los datos observados mediante procedimientos que
permiten obtener una nueva serie de la que se han eliminado las excesivas y no deseadas
fluctuaciones.
El procedimiento utilizado se llama smoother que en te´rminos generales se basa en
obtener un promedio local. Se diferencian unos de otros por el me´todo utilizado para pro-
mediar y por tanto de asignar ponderaciones, pero adema´s dentro de un tipo determinado
podemos obtener diferentes resultados segu´n sea el taman˜o de la vecindad utilizada, es
decir, el nu´mero de observaciones que intervienen en el promedio. Cuanto mayor es el
taman˜o de la vecindad menor es la varianza pero mayor sera el sesgo y viceversa. Hay
diversos me´todos para determinar el taman˜o de la vecindad o bandwidth que tambie´n
puede representarse por lo que llamamos span (proporcio´n del nu´mero de elementos de
cada vecindad entre el nu´mero de elementos total), e´ste es un tema ampliamente tratado
y de gran importancia en este tipo de te´cnicas. Suele utilizarse como procedimiento la
validacio´n cruzada, que explicaremos ma´s adelante despue´s de definir brevemente todos
los tipos de smoother.
Smoother tipo ”bin”. Divide el intervalo de valores de la variable predictora escogiendo
puntos de corte c0, c1, . . . , cn y define las regiones
Rk = {ck ≤ xi ≤ ck+1} k = 1, 2, . . . n− 1
para despue´s promediar los valores respuesta de cada regio´n. El smoother vendr´ıa




Las estimaciones no son buenas y describe los datos con poca suavidad. No es ade-
cuado para la graduacio´n.
Media mo´vil. Es un smoother muy utilizado por su facilidad de ca´lculo y no presenta el
problema de los smoother tipo bin. Para cada valor xi definimos la vecindad sime´trica
de taman˜o k
NSk (xi) = {xmax{1,i−k}, . . . , xi, . . . , xmin{n,i+k}} (3.2)
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El me´todo de medias mo´viles supone sustituir la observacio´n yi por la media de las




con ind(NS(xi)) conjunto de ı´ndices de la vecindad. Para los puntos iniciales y
finales de la serie que disten menos de k unidades de los extremos, la vecindad
contiene menos puntos que en el resto de forma que la estimacio´n aparece sesgada.
La ventaja que su facilidad de obtencio´n supon´ıa ha desaparecido con el auge de la
informa´tica y los inconvenientes que suponen su movilidad y el sesgo en los extremos
han ido disminuyendo su uso.
Smoother de vecindad ma´s cercana. Para definir la vecindad de un valor xi se suele
tomar la expresio´n (3.2), pero es posible, ignorando la simetr´ıa, tomar los 2k puntos
ma´s cercanos a xi independientemente de a que lado se encuentren y despue´s prome-
diarlos. En este caso estamos utilizando la vecindad ma´s cercana y en consecuencia
un smoother de vecindad ma´s cercana. Se aprecia la diferencia cuando los valores de
la variable predictora no esta´n equiespaciados, que no suele ser el caso de las edades
en la graduacio´n.
Regresio´n Local. Un me´todo que resuelve la fluctuacio´n de las medias mo´viles es el
smoother de recta mo´vil. Se trata de ajustar un recta de mı´nimos cuadrados a
cada vecindad de taman˜o fijo. Una mejora de e´ste me´todo es el uso de rectas de
regresio´n utilizando ponderaciones que disminuyan en relacio´n con la lejan´ıa del
punto. Cleveland propuso un smoother que se encuentra implementado en el S-plus
con el comando loess, que utiliza la funcio´n tricu´bica para asignar los pesos a los
puntos de la vecindad.
Hemos visto dos tipos de vecindad una que considera los 2k puntos ma´s cercanos ignorando
la simetr´ıa y en la que se fija a priori el nu´mero de elementos con los que se realiza el
ajuste y que da lugar a los smoother de vecindad ma´s cercana. Otra que escoge la vecindad
como un intervalo centrado en cada punto donde se aplica el smoother y que corresponde
a los smoother de vecindad tipo bandwidth, en los que, a diferencia de los anteriores, lo
que se fija a priori es el nu´mero de puntos de la vecindad, que en los puntos extremos no
coincidira´ con los puntos que intervienen en el ajuste. Los siguientes smoother son de este
segundo tipo.
Kernel smoother. Se trata de tomar una media ponderada de los puntos de la vecindad
de uno dado, donde los pesos vienen dados por una funcio´n kernel. El peso j-e´simo
que produce la estimacio´n en x0 viene dado por la expresio´n
S0j = c0d




La constante c0 es la nos permite ajustar que los pesos sumen 1 si de inicio no es
as´ı, el para´metro b es el bandwidth o ancho de banda y se refiere al taman˜o de la
vecindad. La funcio´n d(t) par y decreciente en |t|, es el kernel, que tambie´n suele
denotarse K(t), y es deseable que cumpla adema´s las condiciones siguientes:
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1. ∫
I




Segu´n las diferentes elecciones de la funcio´n kernel tenemos los diferentes tipos:
Normal, Gaussiano, Tria´ngulo, Parzen, y entre los ma´s populares y que mejores
resultados dan son los Epanechnikov.
Splines cu´bicos. Un spline es una funcio´n polinomial definida a trozos para la cual el
nu´mero ma´ximo de derivadas existe. Consideremos una particio´n del intervalo [a, b]
dada por los puntos a = x1 < x2 < . . . < xn = b, s es una funcio´n spline de grado
k con nodos x1, x2, . . . , xn si es un polinomio de grado k o menor en cada intervalo
[xi, xi+1] y s es (k − 1) veces diferenciable.
Podemos definir la interpolacio´n de una funcio´n g(x), definida en [a, b], con splines
cu´bicos de nodos x1, x2, . . . , xn, como una funcio´n s(x) que verifica:
1.
s(x) ∈ C2(a, b)
2. En cada intervalo [xi, xi+1], es un polinomio cu´bico de la forma:





l (xi − x)l, i = 1, . . . n
3. En los nodos xi (i = 1, . . . , n)
s(xi) = g(xi)
4. Las condiciones de borde
s′′(a) = s′′(b) = 0
La funcio´n de interpolacio´n cu´bica esta definida de forma un´ıvoca con estas condi-
ciones.
De entre todas las funciones f(x) con dos derivadas continuas, los splines cu´bicos
tienen una propiedad conocida e interesante, son los que minimizan la suma de
cuadrados penalizados
∑




donde λ es una constante fija. El primer te´rmino de la expresio´n mide la cercan´ıa
a los datos mediante los cuadrados de la diferencia entre observados y ajustados,
como habitualmente, pero esta´ penalizado por el te´rmino segundo que aumenta con
3.2 Te´cnicas de smoothing 41
los cambios de curvatura de la funcio´n f(x), de forma que los splines cu´bicos intentan
maximizar la bondad del ajuste pero adema´s con suavidad, con pocas oscilaciones.
El para´metro λ es el que determina la importancia de uno u otro te´rmino y tiene el
mismo papel que el span del smoother de recta mo´vil o el bandwidth del kernel. Este
me´todo es conocido en te´rminos ma´s generales con fo´rmula de Whittaker-Henderson,
que ma´s tarde desarrollaremos.
3.2.1. Seleccio´n del para´metro de smoothing bandwidth o span
La eleccio´n o´ptima del para´metro bandwidth (o, equivalentemente, del span) es un tema
ampliamente discutido en la literatura del smoothing de datos. Una te´cnica estad´ıstica
habitual en la ciencia actuarial es primero elegir el modelo que mejor ajusta a los datos
y despue´s contrastar su suavidad. En la estad´ıstica moderna se combinan ambos pasos
utilizando un me´todo para elegir el bandwidth que intenta equilibrar varianza y sesgo.
Gavin, Haberman y Verrall (1994) utilizan para ello la validacio´n cruzada, que comparan
despue´s con el debido a Bloomfield y Haberman (1987), que ajustan una curva a los
datos y despue´s de forma separada contrastan la suavidad de los datos con tests de ajuste
actuariales esta´ndar.
Verrall (1996) nos describe brevemente el me´todo de validacio´n cruzada en el contexto






Dado un estimador cualquiera qˆx de la verdadera probabilidad de muerte qx, elegiremos






(q˙i − qˆ(−i)i )2
donde qˆ(−i)i es la estimacio´n utilizando todos los valores brutos salvo el i-e´simo.
La validacio´n cruzada consiste pues en estimar sucesivamente, de uno en uno, el sua-
vizado en xi a partir de los n − 1 puntos restantes, todos salvo (xi, qi) (por simplificar,
escribimos qi en lugar de qxi).
Teo´ricamente, minimizar CV (b) es aproximadamente equivalente a minimizar el error









= Integral del cuadrado del sesgo + Integral de la varianza.
con lo que conseguimos un compromiso entre varianza y sesgo. Autores como Bloomfield
y Haberman (1987) para elegir el bandwidth utilizan tres tests: test chi-cuadrado, el test
de rachas y el test de correlaciones retardadas. El trabajo de Gavin, Haberman y Verrall
(1994) compara los dos me´todos para las tablas de asegurados 1987-70, datos del CMI, y
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ambos producen similares elecciones, pero la validacio´n cruzada es ma´s intuitivo y teo´ri-
camente ma´s so´lido. En nuestro caso elegiremos el bandwidth por validacio´n cruzada,
comprobando despue´s las buenas propiedades mediante los test.
Validacio´n cruzada para smoothers lineales
Un smoother S es lineal si puede ser escrito como
qˆ = Sq˙
donde S = sij es una matriz n × n llamada matriz smoother y q˙ son la probabilidades
brutas. Los smoother media mo´vil, recta mo´vil, smoothing spline, kernel, loess, son todos
ejemplos de smoothers lineales.
Denotamos por qˆ(−i)i el ajuste obtenido asignando cero a la i-e´sima observacio´n e









de lo cual resulta
qˆ
(−i)








Sij(λ)q˙j + Sii(λ)q˙i, (3.4)
sustituyendo la ecuacio´n (3.3) en (3.4) tenemos
qˆi = qˆ
(−i)
i − Sii(λ)qˆ(−i)i + Sii(λ)q˙i
= (1− Sii(λ))qˆ(−i)i + Sii(λ))q˙i − q˙i + q˙i
= (1− Sii(λ))(qˆ(−i)i − q˙i) + q˙i
de donde obtenemos
q˙i − qˆ(−i)i =
q˙i − qˆi
1− Sii(λ) (3.5)
Por lo tanto el ajuste qˆ(−i)i puede calculado sin necesidad de eliminar el punto i-e´simo y
recalcular el suavizamiento.
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Grados de libertad de un smoother
Conocer los grados de libertad nos servira´ para poder comparar los distintos smoother
y saber la cantidad de suavizado que realizan, as´ı como la calidad de su ajuste medida en
te´rminos de algunos test. Los grados de libertad se obtienen sumando los valores propios
de Sλ. Otras definiciones para los grados de libertad de un smoother lineal, propuestas
por analog´ıa con modelos de regresio´n lineal, son n− tr(2Sλ − SλSTλ ), tr(SλSTλ ) o tr(Sλ).
Si suponemos el modelo qi = qˆi + ri, donde qˆi son las estimaciones por la funcio´n y ri
son los errores independientes e ide´nticamente distribuidos de media 0 y varianza σ2, los
grados de libertad, df = tr(Sλ), se pueden ver como una correccio´n para el promedio de
los cuadrados residuales (ASR = 1n
∑n
i=1(qi − qˆi)2). En particular el estad´ıstico Cp es un
corrector de ASR para hacerlo insesgado mediante la suma de la cantidad 2tr(Sλ)σˆ2/n,
donde σˆ2 es una estimacio´n de σ2.
3.2.2. Kernel smoother
El poder de las modernas computadoras ha hecho que las te´cnicas smoothing sean
mucho ma´s accesibles y de fa´cil implementacio´n (ve´ase como ejemplo el software S-plus).
En la seccio´n anterior hicimos una breve descripcio´n del smoother tipo kernel, en esta
seccio´n vamos a revisar su aplicacio´n al campo de la graduacio´n de datos de mortalidad
segu´n Gavin, Haberman y Verrall (1993, 1994 y 1995).
En sus trabajos los autores estudian la relacio´n entre las medias mo´viles y la gra-
duacio´n por kernel smoothing, muestran adema´s que el me´todo kernel proporciona una
aproximacio´n satisfactoria, y que muchos desarrollos estad´ısticos pueden ser incorporados
dentro del a´rea de la graduacio´n.
Gavin, Haberman y Verrall (1993) exploran la flexibilidad de la estimacio´n kernel
como medio de graduacio´n no parame´trica y lo relacionan con las medias mo´viles. Gavin,
Haberman y Verrall (1995) busca en primer lugar un modelo que haga expl´ıcita la variacio´n
en los expuestos con la edad, considera adema´s varias transformaciones de los datos,
evalu´an la validacio´n cruzada como me´todo de eleccio´n del para´metro de smoothing y
tambie´n utilizan me´todos de diagno´stico para validar las hipo´tesis. Finalmente Gavin,
Haberman y Verrall (1995) discuten una funcio´n kernel para mejorar las estimaciones en
los extremos, aplicando esta funcio´n a dos tablas de mortalidad.
Para un conjunto espec´ıfico de probabilidades de mortalidad observadas q˙i, para un
conjunto de edades {xi}ni=1, se desea revisar estas estimaciones iniciales y producir una
nuevas ya suavizadas qˆi de las que se han eliminado las fluctuaciones aleatorias. Se consi-
dera un modelo general
q˙ti = qˆi
t + ri, (3.6)
donde t denota alguna transformacio´n de las probabilidades, pues los datos pueden no tener
varianza constante y los ri se suponen variables aleatorias independientes e ide´nticamente
distribuidas, con media cero y varianza constante y finita. Hipo´tesis que deberemos verificar
con el diagno´stico del modelo, mediante gra´ficos y los tests no parame´tricos habituales. En
sus trabajos los autores se refieren solo a las probabilidades de muerte, pero los resultados
podr´ıan extenderse a tablas de mu´ltiples decrementos o a la fuerza de mortalidad µx.
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Gavin, Haberman y Verrall (1993) describen y comparan en su art´ıculo dos estimadores
de las qx debidos a Copas y Haberman (1983) y Nayadara-Watson ((Nayadara, 1964),
(Watson, 1964)), en los que no consideran transformacio´n alguna. Ambos me´todos kernel
son discutidos en ma´s profundidad, junto con los criterios para la eleccio´n de “bandwidth”,
en Gavin, Haberman y Verrall (1994).
Estimador Copas-Haberman.
Utilizado para graduar datos de mortalidad por Copas y Haberman (1983), Bloom-
field y Haberman (1983) y por Ramlau-Hansen (1983), que tambie´n resalta la co-
nexio´n con medias mo´viles ponderadas y estudia algunas de sus propiedades de
optimalidad, la expresio´n de este estimador, obtenida a partir de la expresio´n de qx









donde {ei}ni=1 y {di}ni=1 son las sucesiones de expuestos inicialmente al riesgo y de
muertes correspondientes a cada una de las edades estudiadas. Hay que resaltar el
hecho de que en el numerador y en el denominador se usa la misma funcio´n kernel y
el mismo bandwidth. Si el kernel es no negativo la estimacio´n tomara´ valores en el
intervalo de 0 a 1. Este estimador minimiza la log verosimilitud local binomial
n∑
i=1
Kb(x− xi){di log(qˆi) + (ei − di) log(1− qˆi)},
donde Kb(x) = K(x/b).
Estimador Nadaraya-Watson.

















Kb(x− xi)(q˙ − qˆ)2.
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Esta´ claro que hay pe´rdida de informacio´n del primer estimador al segundo, puesto que
e´ste u´ltimo solo tiene en cuenta el ratio de muertes e ignora la cantidad de expuestos al
riesgo en cada edad. Se podr´ıa esperar por ello que fuera mejor estimador el primero, sin
embargo en cualquiera de las probabilidades brutas o iniciales hay una hipo´tesis impl´ıcita
de que contiene la suficiente informacio´n respecto al nu´mero de muertes y expuestos al
riesgo, puesto que son estad´ısticos suficientes.
En el ejemplo que analizan Gavin, Haberman y Verrall (1993) observan que el esti-
mador de Nayadara-Watson tiende a infraestimar la verdadera curva de la mortalidad
en las edades altas, donde la verdadera curva es co´ncava, y a sobreestimar en las edades
tempranas, donde la curva es convexa. Copas y Haberman (1983) llegan a la misma con-
clusio´n con el segundo estimador. En general el problema de la estimacio´n kernel es que
el sesgo se incrementa en los extremos de la tabla de mortalidad. Para evitar esto podr´ıan
transformarse los valores como consideramos en la expresio´n general, pero esto supone un
problema para las edades que no tienen muertes en el cero (transformaciones logar´ıtmicas,
que suelen ser bastante frecuentes).
Verrall (1996) trata de soslayar el problema mediante una transformacio´n de los datos
a la que se pueda ajustar un recta, de forma que el sesgo inherente en cualquier graduacio´n
se reduce mucho a lo largo del rango ya que no hay curvatura y desaparecen los te´rmi-
nos del sesgo a partir de la derivada segunda segu´n su desarrollo de Taylor. En Gavin,
Haberman y Verrall (1995) se analiza la conveniencia de estas transformaciones y otras so-
luciones. Despue´s de exponer las ideas ba´sicas de la graduacio´n kernel, describen me´todos
para mejorar el estimador Nayadara-Watson cerca de los extremos, finalmente definen y
discuten un kernel adaptativo general con bandwidth que varia con la edad. Nielsen (1992)
ofrece una aproximacio´n a la decisio´n teo´rica de reduccio´n el sesgo via transformaciones.
Como transformaciones de los datos brutos podemos considerar las siguientes:







Gompertz ln(− ln(1− q˙x)) xi
Weibull ln(− ln(1− q˙x)) ln(xi)
Muchas otras transformaciones son posibles sus referencias pueden encontarse en Ga-
vin, Haberman y Verrall (1995), pero su eleccio´n es subjetiva y depende de los relativos
e´xitos conseguidos con un determinado conjunto de datos. Ellos finalmente trabajan con
la transformacio´n logit, cuya inversa se encuentra dentro del intervalo [0, 1] y refleja el
hecho de que pequen˜os cambios cuando los ratios son pequen˜os son tan importantes como
grandes cambios cuando los ratios son altos. La solucio´n que se propone al problema de
tener que aplicar transformaciones a los datos cuando existen edades con 0 muertes, es
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agrupar las edades con bajo nu´mero de muertes que suelen ser las edades del final de la
tabla y atribuirles la edad media del grupo.
Un ana´lisis de la literatura relativa a la utilizacio´n de la te´cnica que nos ocupa para
la graduacio´n nos lleva a concluir que la eleccio´n de la funcio´n kernel K no tiene tan-
ta influencia como el valor del para´metro de smoothing b. Gavin, Haberman y Verrall
(1995) utiliza kernel estandarizado normal, aunque en Gavin, Haberman y Verrall (1993)
se explora otro kernel que minimiza la varianza estimada por la curva.
Para el diagno´stico del modelo hemos de confirmar que las hipo´tesis respecto a los
residuos, ri, sean va´lidas. Debemos dibujar los residuos de la ecuacio´n (3.6) frente a los
estimadores de las probabilidades de muerte en la escala transformada para observar que
no siguen ningu´n patro´n claro, y por tanto se disponen de forma aleatoria.
Se obtienen adema´s, mediante la media y varianza de una binomial, los residuos que
el S-plus llama “Pearson residuals”, las desviaciones estandarizadas entre las muertes
observadas y las esperadas,
di − eiqˆi√
eiqˆi(1− qˆi)
para i = 1, 2, . . . , n.
Esperamos que estos residuos tengan media cero y este´n comprendidos entre [−2, 2], la
distribucio´n puede no ser Normal pero deben cumplir la hipo´tesis de independencia, que
puede comprobarse mediante el ana´lisis de sus autocorrelaciones. Estos residuos ya son
utilizados en los tests cla´sicos propuestos por Forfar, McCutcheon y Wilkie (1988).
Muchos otros gra´ficos y test no parame´tricos pueden ser considerados como los sugeri-
dos por Azzalati y Bowman (1993), Cleveland, Devlin y Groose (1988), Eubank y Thomas
(1993).
Kernel con correccio´n en los extremos
Como hemos comentado anteriormente uno de los problemas del kernel smoothing es
que el sesgo aumenta en los extremos. Una comparacio´n del sesgo del estimador Nayadara-
Watson en relacio´n con el de Copas-Haberman podemos encontrarla en Gavin, Haberman
y Verrall (1994). En general, el sesgo del estimador puede obtenerse de la siguiente forma













′ (primera derivada) denota la pendiente de la transformada de la verdadera
curva en xi y R es el resto, consistente en un te´rmino que agrupa las derivadas de orden
superior. Para las edades centrales de la tabla el coeficiente de (qti)
′ resulta ser cero pues
se compensan las diferencias, si esta´n igualmente espaciadas, a derecha e izquierda del
valor. Sin embargo en los extremos hay ma´s valores en uno de los lados, de forma que el
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coeficiente no es cero, y se incrementa el sesgo. Para mejorar la estimacio´n en los extremos
existen varias propuestas. Por ejemplo:
Hall y Wehrly (1991) sugieren reflejar los datos de forma que los datos originales
este´n en el interior de una serie ma´s amplia, cuyo taman˜o hemos aumentado como
si coloca´ramos un espejo en el extremo.
Otra solucio´n que es la desarrollada por Gavin, Haberman y Verrall (1995), esta´ ba-
sada en la combinacio´n lineal de dos estimadores. Consideremos dos estimadores q1i
y q2i
E(qˆ1i ) = qi + C1q
′
i +R1
E(qˆ2i ) = qi + C2q
′
i +R2,
expresados segu´n la ecuacio´n (3.7), donde C1 y C2 son los coeficientes de primer orden
y R1 y R2 son los restos. Los coeficientes C1 y C2 dependen solo de la edad y no de la
verdadera curva de mortalidad, por tanto podemos construir una combinacio´n lineal
de los estimadores en la que eliminemos el te´rmino de q′i. Esto significa que el sesgo
de nuestro estimador en los extremos no depende de la pendiente de la mortalidad
sino de los te´rminos de orden superior tales como la curvatura. A partir de esta idea,
pero en el contexto de la estimacio´n de la densidad, Jones (1993) sugiere redefinir la
funcio´n kernel como una combinacio´n lineal de K(x) y xK(x). Todo ello conduce al








lKb(u) y p = x/b, que puede ser usada para reducir el sesgo
cerca de la cota ma´s alta. La variable p mide la distancia desde el punto en el
que se calcula la estimacio´n a la cota de la parte derecha, expresada en unidades
de bandwidth. La variable x mide la distancia desde el punto a cada uno de las
n probabilidades brutas, de nuevo en unidades de bandwidth. Si sustituimos en el
kernel normal tenemos
KRb (x) =
[Φ(p) + (x− p)φ(p)]φ(x)
Φ(p)[Φ(p)− pφ(p)]− φ2(p) ,
donde Φ(x) =
∫
φ(y)dy y φ(y) son respectivamente las funciones de densidad y de
distribucio´n de una Normal tipificada. Para edades que esta´n muy cerca del extremo
izquierdo, es decir, para edades jo´venes, un ajuste de la fo´rmula nos conduce a
KLb (x) =
{[1− Φ(p)] + (p− x)φ(p)}φ(x)
[1− Φ(p)]{[1− Φ(p)] + pφ(p)} − φ2(p) .
La funciones transformadas, KLb y K
R
b , se comportan como kernel Normal para
edades de mitad del rango. Si p > 2, entonces a0(p) → 1 y ai(p) → 0, por tanto
KLb ≈ KNb y KRb ≈ KNb . Pero cuando las estimaciones se acercan a los extremos,
los pesos cambian el perfil, convirtie´ndose en asime´tricos y negativos sobre algunas
regiones.
48 Cap´ıtulo 3. Graduacio´n de datos de mortalidad: me´todos no parame´tricos
Kernel con bandwidth variable
En todos los desarrollos anteriores hemos considerado el bandwidth constante a lo
largo de todo el rango de edades, un valor fijo denotado b. Sin embargo resultar´ıa una
aproximacio´n mucho ma´s flexible si lo considera´ramos variable, de forma que pudiera
adaptarse al nu´mero de expuestos (taman˜o de la muestra). En regiones donde el nu´mero
de expuestos es muy pequen˜o, tales como las edades altas, un valor ma´s alto del bandwidth
conseguir´ıa estimar las probabilidades de manera que aumentaran progresivamente de
forma ma´s suave. As´ı, en estas regiones calcular´ıamos una media local sobre un nu´mero
ma´s grande de observaciones lo cual reducir´ıa la varianza. Esta te´cnica es la que se llama
estimador kernel adaptativo o variable.
Algunos modelos adaptativos son:
Considerar un bandwidth bi diferente para cada edad xi en la que la curva va a
ser estimada. Podemos entonces medir la distancia de esa edad a cualquier edad











, i = 1, . . . , n. (3.8)
Si la edad en que se realiza la estimacio´n no es una edad observada, podemos suavizar






para i = 1, . . . , n. (3.9)
Otra alternativa es considerar un bandwidth bj para cada edad observada xj j =
1, . . . , n, y entonces medir la distancia a la edad xi en la que hacemos la estimacio´n.






j , donde sij =
Kbj (xi − xj)
n∑
j=1
Kbj (xi − xj)
. (3.10)
El bandwidth local es simplemente el bandwidth global multiplicado por un factor local,
bi = blsi para i = 1, . . . , n. Como la variacio´n de los expuestos entre las edades jo´venes y
las mayores puede puede ser enorme, vamos a elegir el factor local de la manera siguiente
lsi ∝ fˆ−si para i = 1, . . . , n; 0 ≤ s ≤ 1, (3.11)
donde s es el para´metro de sensibilidad. Tomando s = 0 reducimos ambos casos al de
bandwidth fijo, mientras que si tomamos s = 1 puede resultar un bandwidth con mucha
variacio´n. Por convenio, vamos a tomar la inversa de max{f−si : i = 1, . . . , n} como
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constante de proporcionalidad en (3.11), de forma que 0 < lsi ≤ 1 y adema´s a una edad
xi, con un reducido nu´mero de expuestos, le corresponde un factor local lsi cuyo valor es
grande. Gavin, Haberman y Verrall (1995) exploran dos ejemplos, en primero aplica (3.8)
y en el segundo (3.10).
Otras alternativas, propuestas por el autor, que podr´ıamos considerar son:
Elegir lsij = (ei/ej)
s, para i, j = 1, . . . , n. En este caso el bandwidth global se ajusta
mediante el cociente de expuestos de forma que el peso correspondiente a la j-e´sima






j , donde sij =
Kbij (xi − xj)
n∑
j=1
Kbij (xi − xj)
(3.12)
y bij = blsij y i, j = 1, . . . , n.
Tambie´n podr´ıamos tener en cuenta el perfil de la curva utilizando lsi = (|(qti)′′|fi)−s.
Los verdaderos valores de los qi no son conocidos, de forma que deber´ıamos utilizar
la estimacio´n inicial, es decir, sus segundas diferencias, para aproximar la curvatura
sin distinguir entre positiva y negativa. Podemos usar los fˆi definidos en (3.9) como
estimacio´n de fi.










donde los wj son pesos que dependen de la cantidad de expuestos.
Para la presentacio´n de todos los modelos expuestos hemos requerido de dos para´metros
s y b que hemos supuesto determinados. Pero en la pra´ctica el criterio de eleccio´n de
los para´metros propuestos, sensibilidad, s, y bandwidth global, b, debe ser anterior a la
aplicacio´n de dichos modelos. El para´metro de sensibilidad puede ser elegido por validacio´n
cruzada, no obstante cuando la variacio´n de la cantidad de expuestos es grande el kernel
adaptativo se vuelve muy sensible a ella con lo que resultan valores de s no razonables por
ser demasiado elevados. As´ı pues, se suele elegir subjetivamente el valor de s y despue´s
utilizar el validacio´n cruzada para obtener el valor de b.
3.3. La Fo´rmula de Whittaker-Henderson
Me´todo iniciado por Whittaker (1923) y Henderson (1924) tiene como objetivo mini-
mizar una funcio´n que auna los criterios de ajuste y suavidad.
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Sea x la edad, dx el nu´mero observado de muertes y ex la estimacio´n de los expuestos
al riesgo iniciales o centrales, segu´n que las cantidades a estimar sean qx o µx, respectiva-
mente, y cuyas estimaciones brutas son los cocientes dx/ex. Denotamos en general θx a la
cantidad a estimar y θ˙x a su estimacio´n bruta. Entonces, el me´todo de Whittaker consiste








donde wx son las ponderaciones, α es el para´metro de smoothing, ∆ es el operador dife-
rencia definido por
∆θx = θx − θx−1
y ∆z es el operador diferencia aplicado z veces. Minimizar esta funcio´n es encontrar va-
lores que equilibren la bondad del ajuste, primer te´rmino de la funcio´n, y la suavidad o
smoothing, segundo te´rmino.
Para el caso particular de z = 2 el criterio de Whittaker intenta encontrar unas es-
timaciones f(x) que alcancen un equilibrio entre bondad de ajuste y suavidad. Puede
explicitarse entonces de la siguiente forma
∑
(y − f(x))2 + λ
∑
(∆2f(x))2.
Donde ∆2f(x) indica la segunda diferencia en las estimaciones, es decir, aplicar dife-
rencias dos veces [f(x)− f(x− 1)]− [f(x− 1)− f(x− 2)] = f(x)− 2f(x− 1)− f(x). El
para´metro λ es el que da la importancia relativa entre sesgo y varianza, puede ser elegido
subjetivamente o por me´todos automa´ticos como validacio´n cruzada. Se puede demostrar
(Reinch, 1967) que la estimacio´n fˆ(x) es un spline cu´bico, con nodos en cada valor de x.
En el art´ıculo de Forfar, McCutcheon y Wilkie (1988) tenemos una breve introduc-
cio´n de la graduacio´n por splines, que fue utilizada en las ElT14 (English life tables no
14). Adema´s Betzuen (1997) ha utilizado este me´todo para la graduacio´n de los datos de
un colectivo de activos. Chan et al. (1986) muestran como esta graduacio´n puede formu-
larse como un problema de programacio´n lineal en unos casos y como un problema de
programacio´n cuadra´tica en otros.
Posteriormente ha sido tratada en diversos trabajos, de los que destacamos dos de
Verrall. El primero Verrall (1993b), describe brevemente el me´todo y se relaciona clara-
mente con la metodolog´ıa Bayesiana, el segundo Verrall (1996), tiene una descripcio´n muy
interesante del me´todo en relacio´n con los Modelos Aditivos Generalizados y su imple-
mentacio´n en S-plus. Verrall (1993a) muestra como la graduacio´n de Whittaker puede ser
expresada como un modelo lineal generalizado dina´mico, estimacio´n que puede ser hecha
recursivamente mediante el filtro de Kalman. Demuestra que es equivalente a un ana´lisis
de regresio´n dina´mica, ajuste de una recta con varianza estoca´stica. Por lo que es de hecho
una combinacio´n de me´todo parame´trico y me´todo de smoothing.
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3.4. Graduacio´n polinomial local
El smoother de regresio´n local ponderada es un me´todo que ajusta localmente polino-
mios con bajo grado y parece ser prometedor segu´n Verrall (1996). Este me´todo, que se
debe a Cleveland (1979) y esta´ discutido en detalle en Fan y Gijbels (1996), se encuentra
implementado en S-plus con el comando loess.
Consideremos una variable respuesta Y con distribucio´n Normal y un predictor simple
X, de los que tenemos la datos {(x1, y1), (x2, y2), . . . , (xn, yn)}. Dado un valor x0 llamamos
fˆ(x0) al estimador que se obtiene de la siguiente forma:
1 Para cada valor x0, sea N(x0) el conjunto de los k vecinos ma´s pro´ximos a x0.
2 Se define ∆(x0) = max|x0 − xi|
xi∈N(x0)
, la distancia ma´s grande en la vecindad de x0.
3 Se asignan pesos ωi a cada punto de N(x0), usando la funcio´n de pesos tricu´bica
ωi = T






(1− u3)3 para 0 ≤ u ≤ 1
0 en otro caso.
4 El valor, fˆ(x0) obtenido por el ajuste de Y sobre X por mı´nimos cuadrados ponderados
(con pesos ωi) en la vecindad N(x0).
La cantidad de suavizamiento viene dada por el para´metro span λ y denota la proporcio´n




Hay dos casos extremos interesantes, cuando λ =
1
n
cada vecindad contiene un solo dato,
el smoother corresponde a la interpolacio´n, y cuando λ = 2, que da lugar a la recta de
regresio´n por mı´nimos cuadrados ponderados. Por defecto tenemos la regresio´n local lineal
pero en la pra´ctica suele resultar mejor ajustar mediante regresio´n local cuadra´tica uti-
lizando un polinomio de grado 2. Por su caracter´ıstica de ser ponderado, la importancia
relativa de cada punto en la estimacio´n viene dada por la distancia al punto x0 correspon-
diente. As´ı pues se ajusta mejor a los valles y a los picos y por tanto, de los smoothers de
vecindad ma´s cercana es el de mejor rendimiento.
Este me´todo de graduacio´n posee varias similitudes con los modelos lineales generali-
zados lineales sugeridos por Verrall (1993b), y con la graduacio´n de Whittaker, modelos
todos ellos basados en una recta cuyo gradiente varia suavemente con la edad (Verrall,
1993a)
En su art´ıculo Verrall propone la graduacio´n por modelos lineales generalizados dina´mi-
cos, que consiste en extender la teor´ıa de modelos lineales generalizados (Renshaw, 1991)
a modelos cuyos coeficientes no sean constantes a lo largo del rango de edades sino que
var´ıen con ella. Este me´todo consigue una regresio´n que es localmente lineal pero no glo-
balmente. Puede ser considerado como una combinacio´n de me´todos parame´tricos, pues
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se considera una funcio´n dependiente de para´metros, y no parame´tricos, pues a su vez
considera un procedimiento de smoothing que es el filtro de Kalman.
3.5. Modelos aditivos generalizados (GAM)
Muchos me´todos de graduacio´n no parame´tricos descritos hasta el momento, pueden ser
reformulados como Modelos Aditivos Generalizados. Los GAM se estudian en profundidad
en el texto de Hastie y Tibshirani (1990). Estos modelos mejoran la formulacio´n que ya
ten´ıan en la teor´ıa actuarial los me´todos no parame´tricos. Utilizan la misma estructura
que los GLM, pero los predictores lineales son funciones en las que se aplican diferentes
te´cnicas de smoothing.
Los trabajos con planteamientos similares son Verrall (1993b) y Verrall (1996) que
muestran la graduacio´n de Whittaker, descrita en la seccio´n 3, expresada como un modelo
lineal generalizado dina´mico y puede ser mejorada recursivamente por el filtro de Kalman.
Adema´s, en sus art´ıculos relaciona la graduacio´n de Whittaker con los me´todos parame´tri-
cos, y describe como puede obtenerse como extensio´n de un modelo lineal particular. Otro
trabajo en este sentido es Verrall (1996) que describe varios me´todos parame´tricos y no
parame´tricos dentro del esquema de implementacio´n en S-plus, utilizando esquemas GLM
ya descritos.
Los GAM aportan una mejora respecto a la pra´ctica habitual, pues la forma usual
de trabajar con la graduacio´n de Whittaker es por aproximacio´n de una Normal, sin
embargo con el enfoque de los modelos aditivos generalizados esto no es necesario, puesto
que permiten utilizar la distribucio´n exacta. En el caso de graduar los qx se considera la
distribucio´n binomial y el link logit, y si graduamos µx tendr´ıamos la distribucio´n Poison
y el link log, como ya ocurr´ıa con los GLM, pero sin embargo como hemos dicho, varia
el predictor. En efecto, el predictor η ya no tiene porque ser una funcio´n lineal de las





donde fj es una funcio´n smooth (splines, regresio´n local, . . .). El predictor aditivo η puede





Despue´s de haber estudiado en anteriores cap´ıtulos la graduacio´n de datos de mortali-
dad por diferentes me´todos parame´tricos y no parame´tricos, centra´ndonos en la influencia
que la edad tiene sobre e´sta, tenemos ahora que analizar el efecto del tiempo del calenda-
rio, dado que para experiencias de mortalidad correspondientes a periodos diferentes las
probabilidades de muerte a una determinada edad son diferentes y entonces la hipo´tesis
de estacionariedad no se cumple.
Este hecho se ve corroborado al observar que la mortalidad muestra un gradual declive
a lo largo del tiempo, con los tantos de descenso no necesariamente uniformes a trave´s de
los rangos de edad. As´ı pues, es importante ser capaces de medir con exactitud cambios
en la mortalidad a trave´s del tiempo, ya que los beneficios de las po´lizas, por ejemplo
para pensionistas y anualidades, dependen de la supervivencia. Por este motivo, si la tabla
esta´ndar utilizada para calcular tantos anuales y reservas predice unas probabilidades de
mortalidad ma´s altas que las realmente experimentadas por los asegurados, se habra´ co-
brado de menos a e´stos, y la compan˜´ıa incurrira´ en pe´rdidas. Y no so´lo eso, sino adema´s
las reservas para tal fin sera´n insuficientes.
Es un hecho reconocido por la literatura actuarial ma´s reciente que la mortalidad
evoluciona con el transcurrir de los an˜os. Esto es equivalente en nuestro estudio a que la
probabilidad de fallecimiento para una edad x es diferente para cada an˜o de calendario t,
es por ello que necesitamos desarrollar modelos que nos permitan estimar esta dinamicidad
y realizar predicciones.
Por todas esta razones el objetivo de este cap´ıtulo sera´ describir los me´todos de gradua-
cio´n de la mortalidad incorporando el tiempo del calendario o cronolo´gico. Dichos me´todos
son en su mayor´ıa me´todos parame´tricos porque, como ya sen˜ala´bamos en el Cap´ıtulo 2,
la graduacio´n parame´trica favorece la comparacio´n a lo largo del tiempo y del espacio,
estudiando la evolucio´n de los para´metros a estimar o incorporando una nueva variable
explicativa que represente su influencia en la funcio´n.
Estad´ısticamente se trata pues de modelizar las medidas de la mortalidad con una
funcio´n f(x, α, t) + ²x, expresio´n en la cua´l las propuestas sobre la forma funcional f han
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sido mu´ltiples. Para cubrir nuestro objetivo vamos a recopilarlas y clasificarlas.
Una recopilacio´n de algunas de estas te´cnicas podemos encontrarla en Benjamin y
Soliman (1995). Posteriormente Felipe y Guille´n (1999) han seguido dicha clasificacio´n de
me´todos parame´tricos aunque la generalizan para incluir los modelos desarrollados desde
entonces. Para introducir tanto los modelos como su clasificacio´n hemos de considerar las
medidas habituales de la mortalidad pero dependientes adema´s del tiempo cronolo´gico.
As´ı,
qxt, es la probabilidad de que un individuo de x an˜os de edad muera antes de cumplir
x+ 1 en el an˜o cronolo´gico t.
µxt, es la fuerza de mortalidad de que un individuo de x an˜os en el an˜o cronolo´gico t.
mxt, tanto central de mortalidad, es el ratio central de muerte o el ratio de mortalidad
medio sobre el intervalo de edad x a x + 1 en el an˜o cronolo´gico t. Relaciona las
muertes con la poblacio´n en el centro del an˜o. Adema´s puede relacionarse con las




Pasamos a describir la clasificacio´n seguida en nuestro trabajo que amplia la de Felipe y
Guille´n (1999).
Me´todos parame´tricos.
Son modelos que, como ya los estudiamos en el Cap´ıtulo 2, ajustan una funcio´n de-
pendiente de unos para´metros a las medidas de la mortalidad, pero ahora incorporan
la influencia del tiempo cronolo´gico. Para ello son dos, ba´sicamente, los tratamientos:
1. Modelizar las medidas de la mortalidad qxt, µxt o mxt mediante una misma
ley de mortalidad a lo largo de los an˜os y considerar que la influencia del
tiempo del calendario so´lo afecta a los para´metros, de forma que el modelo se
expresa mediante una funcio´n f(x, α1(t), α2(t), . . . , αn(t)). A estos me´todos los
denominaremos me´todos estructurales.
2. Incorporar el tiempo cronolo´gico como variable t en la funcio´n f(x, α1, α2, . . . , αn, t)
que modeliza la medida de mortalidad qxt, µxt o mxt. A estos me´todos los de-
nominaremos no estructurales.
Me´todos no parame´tricos
Modelos que ya introdujimos en el Cap´ıtulo 3, fundamentalmente describimos un
me´todo kernel que adema´s ahora va a depender del tiempo.
Me´todos basados en factores de reduccio´n
Son modelos que despue´s de modelizar las medidas de mortalidad incorporan la
evolucio´n de e´stas a lo largo del tiempo a trave´s de los factores de reduccio´n. Factores
que a su vez vamos modelizar.
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El contenido del cap´ıtulo esta estructurado de la siguiente forma. La seccio´n 2 se
dedica a los me´todos estructurales, dentro de la cua´l se describe en primer lugar la ley
de mortalidad de Heligman y Pollard, pero incorporando dinamicidad a sus para´metros
mediante el tiempo, siguiendo el trabajo de Felipe y Guille´n (1999). Despue´s el me´todo
logit debido a Brass (1969) que se encuentra descrito en el texto de Benjamin y Soliman
(1995), para terminar con el ma´s reciente, el me´todo de Lee-Carter, que comienza con el
trabajo de Lee y Carter (1992).
En la seccio´n 3 estudiamos la influencia del tiempo del calendario como variable segu´n
los me´todos no estructurales, el primero de lo cuales es el me´todo logit que describimos
segu´n Benjamin y Soliman (1995), despue´s los me´todos lineales generalizados que incorpo-
ran dinamicidad a los ajustes del CMI Bureau, te´cnica recogida en los Informes 10 (1990)
y 17 (1999) y finalmente el esquema de GLM (Renshaw, Haberman y Hatzopoulos, 1996)
que se utiliza para conseguir no so´lo un buen ajuste a los datos sino tambie´n una prediccio´n
adecuada en un futuro (Sithole, Haberman y Verrall, 2000).
La seccio´n 4 recoge me´todos no parame´tricos dina´micos correspondientes a un suavi-
zado de tipo kernel que depende de la edad x y el tiempo t.
Por u´ltimo la seccio´n 5 esta´ dedicada a los factores de reduccio´n de la mortalidad para
obtener tablas de mortalidad proyectadas, incluyendo diferentes metodolog´ıas.
4.2. Me´todos estructurales
La representacio´n de la evolucio´n de la mortalidad via me´todos estructurales es un
tema de actualidad tanto para actuarios como para demo´grafos y estad´ısticos.
Los me´todos estructurales se basan en la hipo´tesis de que la medida de mortalidad elegi-
da, qxt, µxt o mxt, es funcio´n de la edad x, de forma que dicha funcio´n, o ley de mortalidad,
es la misma a lo largo de los an˜os y depende del tiempo a trave´s del valor de sus para´metros,
f(α1(t), α2(t), . . . , αn(t), x). Los valores de los para´metros, α1(t), α2(t), . . . , αn(t), corres-
pondientes a los an˜os observados, se determinan ajustando la ley mediante los me´todos
habituales descritos en el cap´ıtulo de me´todos parame´tricos y, posteriormente, pueden ser
modelados con la metodolog´ıa Box-Jenkins puesto que cada para´metro esta´ representado
por una serie temporal.
Estos modelos de series temporales se utilizan para obtener las estimaciones de los
para´metros de an˜os futuros, que sustituidos en la funcio´n matema´tica supuesta, o ley de
mortalidad, nos permite realizar la predicciones correspondientes a la mortalidad de cada
an˜o y edad. Pasemos a describir cada una de las propuestas.
4.2.1. Modelo de Heligman y Pollard
En el cap´ıtulo de modelos parame´tricos comentamos la utilizacio´n del modelo de
Heligman-Pollard para la obtencio´n de tablas de mortalidad. La utilizacio´n que de este
modelo hacen McNown y Rogers (1988), adaptado al modelo espan˜ol, aparece ampliamen-
te descrito en Felipe y Guille´n (1999) y es en este trabajo en el que basaremos nuestra
descripcio´n. Es un me´todo estructural en el sentido de que los cambios, segu´n la variable
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tiempo t, en las medidas de la mortalidad, qxt, afectan a cambios en los para´metros de la
ley de mortalidad ajustada a los diferentes an˜os.
Me´todo de ajuste
La ley de mortalidad empleada para cada uno de los an˜os del periodo estudiado es la
segunda ley de Heligman y Pollard,
qxt = A
(x+Bt)Ct






La descripcio´n de las leyes de Heligman y Pollard, as´ı como la interpretacio´n de sus
para´metros esta´ ampliamente descrita en la seccio´n 2.6.
Los para´metros se estiman para cada uno de los an˜os mediante mı´nimos cuadrados
ponderados no lineales para todo el rango de edades,∑
x
ωx(qx − F (x))2,
donde la varianza de la observacio´n a edad x es proporcional a ω−1x y F (x) es la funcio´n
a ajustar a los valores qx observados.
La necesidad de estos pesos es debida a la desigualdad de varianzas en el modelo




los pesos propuestos sean 1/qx o alguna potencia inversa de qx.
La ponderacio´n que utilizan Felipe y Guille´n (1999) es la inversa de la probabilidad de
fallecimiento observada, criterio ya utilizado por Heligman y Pollard (1980). Los valores
de la estimaciones de los para´metros dependen de varios condicionantes que afectan al
algoritmo de programacio´n no lineal utilizado, en su caso Gauss-Newton, como por ejemplo
los valores iniciales de las estimaciones,
el rango de edades a ajustar.
el me´todo de ca´lculo de la longitud de cada salto del logaritmo iterativo.
Las autoras var´ıan los condicionantes hasta dar con una estimacio´n adecuada, para despue´s
seleccionar las combinaciones que proporcionaban los valores de los para´metros con menor
suma de cuadrados de los residuos y con mayor porcentaje de variabilidad explicada por la
regresio´n sobre la variabilidad total (R2). El objetivo del ajuste es encontrar unos valores
de los para´metros de forma que el rango de edad sea el mayor posible, sin embargo se
observa que cuando el rango aumenta la variabilidad de la curva tambie´n, siendo ma´s
dif´ıcil la estimacio´n y pudiendo ocurrir que en algunos casos se vuelva singular la matriz
hessiana. Las autoras eligen edades ma´ximas de 88, 89, 90 pues para sus datos la edad
ma´xima de 95 produce una matriz hessiana singular.
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Prediccio´n
Dado que el modelo estudiado es estructural, una vez estimados los valores de los
para´metros de la segunda ley de Heligman y Pollard en cada uno de los an˜os segu´n el
apartado anterior, el siguiente paso es determinar el modelo que sigue cada uno de los
para´metros.
Para ello, se aplica el ana´lisis univariante de series temporales a cada uno de los para´me-
tros de la ley para poder obtener las predicciones de cada uno de ellos y, ma´s tarde, obtener
la prediccio´n deseada de la probabilidad de fallecimiento. Se sigue la metodolog´ıa habitual,
1. Primero se trata de identificar el modelo, para lo cual se representa la serie gra´fica-
mente, se obtienen los valores de la funcio´n de autocorrelacio´n simple y autocorre-
lacio´n parcial y sus correspondientes autocorrelogramas que muestran la significati-
vidad de algunos de ellos.
2. Despue´s se proponen varios modelos ARIMA. Para validar el modelo ARIMA se
estiman sus para´metros con todas las componentes de la serie temporal salvo las dos
u´ltimas. Con el modelo as´ı obtenido, se calculan predicciones para las dos u´ltimas
componentes y se comparan con sus valores iniciales, lo que nos sirve para evaluar la
capacidad predictiva del modelo propuesto. La bondad del ajuste se mide mediante
los siguientes estad´ısticos;
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siendo Xt la serie temporal del para´metro estudiado.
Tambie´n se realizan contrastes sobre los residuos para ver su comportamiento alea-
torio,
RUNS, contraste para un valor excesivo de rangos positivos y negativos.
RUNM, contraste para valores excesivos por encima o por debajo de la media.
AUTO, contraste de Box-Pierce para una autocorrelacio´n excesiva, basada en
las suma de cuadrados de los 24 coeficientes de autocorrelacio´n.
MEAN, contraste para la diferencia en media entre la primera mitad y la se-
gunda.
VAR, contraste para la diferencia en varianza entre la primera mitad y la se-
gunda.
3. El modelo que mayor bondad de ajuste y capacidad predictiva tenga sera´ el elegido,
pero la estimacio´n final se llevara´ a cabo utilizando todas las observaciones.
Este tipo de ana´lisis, con la metodolog´ıa propuesta, podr´ıa hacerse teniendo en cuenta
intervalos de confianza y errores en la prediccio´n y de esta forma las posibilidades se
ampl´ıan enormemente.
4.2.2. El me´todo logit
Otra metodolog´ıa a considerar es la propuesta por Brass (1969) descrita en Benjamin
y Soliman (1995), que observa que el comportamiento del logit(1 − lxt) con la edad es
similar para los diferentes periodos de observacio´n. Considera la transformacio´n logit para
cada edad x y periodo t,






donde lxt es la funcio´n de supervivencia de una tabla de mortalidad, y la relaciona con la
de un periodo esta´ndar s,
logit(1− lxt) = αt + βtlogit(1− lxs).
Sin embargo, como la linealidad entre las curvas logit no siempre se cumple, Brass(1971)
sugiere que la linealidad puede ser obtenida empleando la diferencia entre el logit para un
periodo t y el logit del periodo esta´ndar
logit(lxt)− logit(lxs) = αt + βtlogit(lxs).
El autor utiliza este sistema para obtener resultados tanto para Suiza como para Inglaterra
y Gales con datos generacionales.
Benjamin y Soliman (1995) aplican este me´todo a valores de lxt para grupos de edad de
5 an˜os estimando los para´metros mediante mı´nimos cuadrados. El periodo esta´ndar se fija
en el an˜o inicial (me´todo prospectivo) o final (me´todo retrospectivo) del periodo de an˜os
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correspondiente a los datos observados considerados. Una vez estimados los para´metros





Benjamin y Soliman (1995) observan que el me´todo logit sobreestima la mejora de la
mortalidad para el rango total de edades para el grupo de 15-19 an˜os proporciona una
prediccio´n distante de la realmente observada, mientras que es mucho ma´s cercana para
edades extremas. Felipe y Guille´n (1999) an˜aden tambie´n el inconveniente de que es un
me´todo meramente emp´ırico.
4.2.3. Me´todo de Lee-Carter
Continuando con la idea de desarrollar me´todos con funciones parame´tricas que de-
penden del tiempo a trave´s de los para´metros, tenemos el desarrollado por Lee y Carter
(1992), que trata de ajustar una funcio´n lineal a los logaritmos de los tantos centrales de
mortalidad observados para cada edad espec´ıfica. Los para´metros de dicha funcio´n depen-
den de la edad x y la variable independiente es un ı´ndice de intensidad kt (no observado)
dependiente de cada periodo espec´ıfico t.
Se ajusta a la matriz formada por los logaritmos de los tantos centrales de muerte
dispuestos por filas segu´n la edad, x, y columnas segu´n el an˜o, t, dicho modelo, utilizando
el me´todo de descomposicio´n de valor singular (SVD) que permite obtener la estimacio´n
por mı´nimos cuadrados de los para´metros. Dada una matriz A, se denomina SVD al
problema de encontrar la descomposicio´n siguiente
A = UDV t,
donde U y V son ortogonales y D diagonal. A los elementos de la matriz D se les llama
valores singulares, a las columnas de U , vectores singulares por la izquierda, y a las co-
lumnas V , vectores singulares por la derecha. La descripcio´n extensa del me´todo puede
encontrarse en muchos textos de algebra, sirva por ejemplo Lay (2001).
Posteriormente se utilizan series temporales para obtener predicciones e intervalos de
confianza para las medidas de la mortalidad a edades espec´ıficas
Lee y Carter (1992) muestran la aplicacio´n de este me´todo con datos de los EEUU
de 1933 a 1987 y obtienen predicciones desde 1990 a 2065. En su trabajo destacan como
ventaja de su modelo demogra´fico de mortalidad que representa el nivel de mortalidad
mediante un u´nico ı´ndice, kt, adema´s de diferenciarlo claramente del me´todo propuesto
por McNown y Rogers (1988) y McNown y Rogers (1992), descrito con anterioridad en la
seccio´n 4.2.1, que necesita de muchos ma´s para´metros.
El modelo y su ajuste
Sea mxt el ratio central para la edad x en el an˜o t. Lee y Carter proponen ajustar a la
matriz de ratios de mortalidad la funcio´n
mxt = exp(ax + bxkt) + ²xt
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o, equivalentemente, la siguiente funcio´n a la matriz de los logaritmos,
ln(mxt) = ax + bxkt + ²′xt. (4.1)
En ambos casos siguie´ndose una apropiada eleccio´n del conjunto de constantes espec´ıficas
para la edad, {ax} y {bx}, y para el ı´ndice de variacio´n de an˜o kt. Hay que sen˜alar que por
tratarse de una funcio´n exponencial las predicciones de tantos centrales de mortalidad no
pueden tomar valores negativos, lo que por otra parte ser´ıa totalmente absurdo.
La interpretacio´n de los para´metros es la que sigue,
1. La sucesio´n de valores eax describen el perfil general a lo largo de la edad del esquema
de mortalidad.










3. Los valores kt representan la tendencia de la mortalidad a lo largo del periodo t
Los errores ²xt, con media cero y varianza σ2² , reflejan influencias histo´ricas particulares
de cada edad espec´ıfica que no son explicadas por el modelo.
Para estimar el modelo para una matriz dada de ratios mxt, hemos de recurrir a la
solucio´n por mı´nimos cuadrados de la ecuacio´n (4.1). Pero este modelo es indeterminado
puesto que dada una solucio´n (a,b,k) son soluciones tambie´n (a− bc,b,k + c) y (a,bc,k/c),
donde c es un escalar cualquiera. As´ı pues, para que la solucio´n sea u´nica, es necesario nor-
malizar bx para que sumen 1 y kt para sumar 0, lo cual implica que los ax son simplemente









































bx 6= 0 (4.3)









































Alternativamente el segundo sumando de (4.2) podr´ıa ser cero tomando
∑
x
bx = 0, no
obstante se utiliza (4.3) por causas emp´ıricas. Segu´n Lee y Carter (1992) los {bx} podr´ıan
ser negativos indicando que la mortalidad a esas edades tiende a subir mientras cae para
otras edades, pero esto en la pra´ctica no les ocurre a lo largo de un periodo largo de an˜os.
Por otra parte Wilmoth (1993) expone que es preferible hacer la suma de los {kt} cero
pues esto facilita la comparacio´n entre poblaciones.
El modelo (4.1) no puede ser ajustado por me´todos de regresio´n habituales, pues a
su izquierda tiene la variable dependiente ln(mxt) pero a su derecha tiene una funcio´n
cuyos para´metros acompan˜an a un ı´ndice kt y no a una variable independiente con valores
observables.
Recurrimos al me´todo de descomposicio´n de valor singular (SVD) aplicado a la matriz
de los logaritmos de los tantos centrales de mortalidad menos los valores de la ax, que es el
que emplean los autores para encontrar la solucio´n de mı´nimos cuadrados. Tenemos pues












, entonces podemos estimar, res-
pectivamente, kt y bx como los primeros vectores derecho e izquierdo correspondientes al




despue´s determinar bx a partir de la regresio´n (4.4), una vez sustituidos los valores kˆt.
Los tantos centrales de mortalidad estimados de esta forma generalmente no condu-
cen al nu´mero real de muertes para el total de edades, puesto que kt ha sido estimada





(Nxt exp(ax + ktbx)) , (4.5)
donde Dt es el nu´mero total de muertes y Nxt es la poblacio´n de edad x en el an˜o t,
reestimamos kt en un segundo paso, sustituyendo los ax y bx por las estimaciones obtenidas
en el primer paso. Estos valores de kt se encuentran mediante bu´squeda iterativa y difieren
de la estimaciones directas mediante SVD.
La expresio´n (4.5) que puede tambie´n ser empleada con el propo´sito inverso, es decir,
para resolver anal´ıticamente tablas de mortalidad particulares que produzcan un nu´mero
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de muertes observado Dt, para una distribucio´n de la poblacio´n por edades, Nxt. De esta
forma, resulta u´til para periodos en los cuales las distribuciones de poblacio´n por edades
y el total de muertes son conocidas pero los tantos de mortalidad centrales no esta´n
disponibles puesto que no se conocen las muertes por edad en cada an˜o.
Despue´s de haber desarrollado y ajustado el modelo demogra´fico, vamos a centrarnos
en el problema de la prediccio´n. El u´ltimo paso del me´todo de Lee-Carter ser´ıa encontrar
un modelo para los valores de los ı´ndices de mortalidad, {kt}, utilizando metodolog´ıa Box-
Jenkins. En muchas de las aplicaciones, se obtiene un buen modelo para kt mediante la
expresio´n
kt = c+ kt−1 + ut.
donde c es una constante y ut un ruido blanco. Con este modelo, la prediccio´n de kt var´ıa
linealmente y cada ratio de muerte predicho var´ıa con ratio exponencial constante.
Extensiones del me´todo de Lee-Carter
Las modificaciones del me´todo para predecir otras medidas de mortalidad, mejorar
las predicciones o modelizar subpoblaciones han sido varias. A continuacio´n enumeramos
algunas de ellas.
Una primera modificacio´n tiene por objetivo analizar y predecir variaciones en las
expectativas de muerte por sexo y ha sido desarrollada por Carter y Lee (1992). Se basa
en examinar diferencias en las observaciones y en las predicciones de las esperanzas de
vida y longevidad de cada sexo.
Otra modificacio´n del me´todo es debida a Wilmoth (1993) que a pesar de que la
ejecucio´n del me´todo en dos etapas funciona bien, desarrolla un me´todo de una sola etapa.
Las dos fases se unen en una sola mediante la utilizacio´n del SVD ponderado para ajustar
el modelo, utilizando el nu´mero de muertes como ponderacio´n. Minimiza pues la ecuacio´n
∑
x,t
dxt(ln(mxt)− ax − bxkt)2, (4.6)
para lo que es necesario calcular las primeras derivadas con respecto a los para´metros ax, bx
y kt e igualarlas a cero. Las ecuaciones resultantes pueden ser resueltas nume´ricamente con
un procedimiento iterativo que tome como punto inicial, por ejemplo, la solucio´n de mı´ni-
mos cuadrados ordinarios o sin ponderar. Tambie´n puede utilizarse me´todos quasi-Newton
y simplex para minimizar directamente (4.6). El me´todo permite tambie´n la obtencio´n de
errores esta´ndar para ax y bx, que en el me´todo de dos etapas se llevaba a cabo mediante
te´cnicas bootstrap.
Wilmoth (1993) ha desarrollado tambie´n un me´todo de ma´xima verosimilitud. Con-
siderando en la notacio´n habitual el nu´mero de muertes Dxt una variable aleatoria con
distribucio´n de Poisson, Dxt ∼ Po(mxtExt), con Ext, los expuestos al riesgo en edad x y
tiempo t y sustituyendo el modelo de Lee-Carter en el logaritmo de la funcio´n de verosi-
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militud, tenemos∑
x,t




(dxt((ax + bxkt) + ln(Ext))− exp(ax + bxkt)Ext)
que hay que maximizar respecto a los para´metros para obtener la solucio´n, para lo cual
utiliza de nuevo me´todos quasi-Newton y simplex. La etapa siguiente es ajustar series
temporales a kt para poder predecir del periodo deseado.
En el congreso IME (2002), Renshaw y Haberman (2002) presentaron un me´todo que,
basado en Lee-Carter, considera los dos primeros vectores singulares izquierdos y derechos.
El me´todo, que denominan LC2, es como sigue










btj = 1, j = 1, 2
y cuyos grados de libertad son ν = (N −2)(T −2)−N . Para asegurar que el nu´mero total
de muertes observado coincide con el esperado para cada t se reproduce la estrategia del
me´todo Lee-Carter inicial. Finalmente los autores modelan {kˆtj : j = 1, 2} como procesos
ARIMA separados.
El propio Lee (2000), haciendo una referencia a un trabajo anterior de Carter y Lee
(1992), presenta una modificacio´n del me´todo original que permite analizar las subpobla-
ciones masculina y femenina o cualesquiera dos poblaciones. Propone,
1. Modelizar separadamente cada una de las subpoblaciones. La relacio´n entre ambas
puede analizarse a partir de las dos series de kt.
2. Aproximar un so´lo kt, el cual dirige los cambios en todos los tantos centrales de
mortalidad de cada edad para ambas subpoblaciones. Este procedimiento conduce
a una sola kt y dos series de ax y bx, una para hombres y otra para mujeres. La
reestimacio´n de kt conduce a un para´metro, variando en el tiempo, consistente con
el total de muertes.
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En este trabajo el autor describe el me´todo ba´sico de Lee-Carter y discute sus predicciones,
revisa sus extensiones, aplicaciones, y las mejoras metodolo´gicas que han sido hechas en
los recientes an˜os. Tambie´n describe brevemente como ha sido utilizada como componente
de proyecciones de una poblacio´n estoca´stica ma´s general de la finanzas del sistema de la
Seguridad Social de los Estados Unidos.
Ventajas y desventajas del me´todo de Lee-Carter
Nos ocuparemos ahora de revisar las ventajas e inconvenientes que los autores han
encontrado a su me´todo compara´ndolo con otras alternativas.
En primer lugar resaltan que este procedimiento puede ser utilizado au´n cuando haya
pocos datos disponibles, como por ejemplo en el tercer mundo. Es posible generar una
familia entera de tablas de mortalidad a partir de dos tablas de mortalidad observadas en
los periodos que denotamos 0 y 1, para ello
1. Tomamos k0 = 0 para una de las tablas y k1 = 1 para la otra.
2. Sean los ax = ln(mx,0) y los bx = ln(mx,0)− ln(mx,1).
3. Para obtener predicciones dar´ıamos valores a kt. Para kt entre 0 y 1, el modelo
interpolar´ıa geome´tricamente entre las dos tablas; para kt menor de cero y kt mayor
de 1, el modelo extrapola a partir de las dos tablas.
Aunque en la mayor´ıa de casos este procedimiento tan sencillo es ineficiente y es mucho
mejor estimar ax y bx con kt minimizando las desviaciones al cuadrado a partir de una
matriz de ratios espec´ıficos para cada edad.
Seguidamente enumeramos las ventajas del me´todo frente a la estimacio´n independien-
te de cada tanto central de mortalidad,
1. Si cada tanto central de mortalidad fuera predicho independientemente, entonces
necesitar´ıamos calcular N(N − 1)/2 covarianzas de error diferentes, donde N es el
nu´mero de grupos de edad. Estas covarianzas son necesarias para encontrar cotas de
confianza para la esperanza de vida. Sin embargo, el modelo de Lee-Carter explota
el alto grado de correlacio´n entre an˜os a lo largo de las edades de forma que todas
las edades dependen de un mismo para´metro que varia con el an˜o. Sus varianzas y
covarianzas se obtienen del modelo de media mo´vil autoregresiva (ARIMA) ajustado
para kt.
2. Si cada tanto central de mortalidad se modela individualmente por un proceso ARI-
MA de diferente orden, se requieren de muchos ma´s para´metros.
3. Con predicciones individuales, los tantos centrales de mortalidad en el futuro lejano
pueden combinarse para formar perfiles de edad muy poco plausibles. En cambio,
utilizando el me´todo de Lee-Carter los tantos centrales de mortalidad individuales
esta´n siempre sujetos a pertenecer a un sistema de tablas de mortalidad que se ajusta
a los datos histo´ricos.
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4. Esta cohesio´n se obtiene al predecir un so´lo para´metro kt, el cual por si mismo
es una especie de compromiso entre las tendencias de todos los tantos individuales
correspondientes a cada edad.
Comparado con otros me´todos como el propuesto por McNown y Rogers (1989, 1992)
descrito en la seccio´n 2.1, el me´todo de Lee-Carter mejora algunos de sus aspectos desfa-
vorables que son:
1. Mientras que el nu´mero para´metros necesarios para expresar una sola distribucio´n
de la edad es relativamente pequen˜o, el nu´mero que es necesario para predecir es
ma´s bien grande, 3 en McNown y Rogers (1992) y 8 en McNown y Rogers (1989),
al contrario que en Lee-Carter.
2. El elevado nu´mero de para´metros dificulta la obtencio´n de intervalos de confian-
za para predecir, por esta razo´n en ningu´n art´ıculo se obtienen dichos intervalos.
Intervalos que s´ı se obtienen en Lee-Carter.
3. Hay bastante evidencia de que las series temporales de los para´metros se comportan
de forma irregular, complicando la prediccio´n. Adema´s, en muchos de los art´ıculos
los para´metros que se utilizan en las series temporales son no significativos en la ley
de mortalidad estimada.
4. Por esta razo´n en McNown y Rogers (1989) las predicciones son so´lo a 15 an˜os
vista. Desconocemos como se comportara´n a largo te´rmino. En Lee-Carter se hacen
predicciones desde 1990 a 2065.
En su revisio´n del me´todo, Lee (2000) resalta el gran logro que supone que un so´lo para´me-
tro recoja la variacio´n del tiempo y proporcione el esquema general de la familia de tablas
de mortalidad. A pesar de esto tambie´n Lee (2000) discute algunos de los problemas y
limitaciones del me´todo.
1. La expresio´n de una tabla requiere un nu´mero de coeficientes (ax, bx) igual a dos
veces el nu´mero de grupos de edad considerados.
2. El me´todo se utiliza para extrapolar tendencias histo´ricas en cada nivel y edad de
la mortalidad, sin embargo esta extrapolacio´n puede no estar bien reflejada por el
procedimiento utilizado. As´ı pues, la mortalidad no tiene siempre que decrecer a lo
largo de la gra´fica que produce la representacio´n de los valores de kt. Si hacemos una
retrospectiva podr´ıamos llegar a niveles imposibles de mortalidad, por demasiado
altos, a principios del siglo XIX. El comportamiento de las series temporales de
kt durante el periodo de observacio´n desde 1900 a 1996 no es t´ıpico del total de
la experiencia histo´rica y no puede posiblemente reflejar la propiedad fundamental
del cambio de mortalidad sobre el tiempo. Sin embargo, la investigacio´n me´dica
proporciona algunas razones para creer que la tendencia del siglo XX continuara´ en
el futuro.
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3. El me´todo asume que el cambio en la distribucio´n de la mortalidad segu´n la edad,
dado por los ratios de decrecimiento a diferentes edades, bx(dkt/dt), son constantes
a lo largo del tiempo. Pero en la pra´ctica, la velocidad relativa de decrecimiento a
diferentes edades puede variar. El problema estar´ıa en la prediccio´n cuando estos
cambios comiencen.
4. El me´todo no esta preparado para acomodarse a informacio´n inesperada sobre futu-
ras tendencias, basa sus predicciones en que las tendencias presentes continuara´n en
un futuro.
5. El me´todo incorpora incertidumbre a la prediccio´n a trave´s del modelo de kt, sin em-
bargo la incertidumbre puede provocar errores en la estimacio´n de los coeficientes bx.
Estos errores pueden violar la hipo´tesis de que los errores estimados son incorrelados
a trave´s de la edad.
6. Los intervalos de confianza no reflejan incertidumbre sobre si la especificacio´n del
modelo es correcta, ni tampoco acerca de si el futuro se parece al pasado. Mientras
unos piensan que mayores avances en la tecnolog´ıa me´dica acelerara´n el descenso de
la mortalidad, otros esperan enfermedades extran˜as que proliferara´n y causara´n un
retardo del descenso.
7. El me´todo puede dar lugar a diferencias no plausibles entre los sexos.
Finalizado el ana´lisis de los me´todos estructurales veamos el siguiente enfoque para tra-
bajar con la dinamicidad de la mortalidad.
4.3. Me´todos no estructurales
Una representacio´n de la evolucio´n de la mortalidad, diferente de la anterior, es la que
plantean los me´todos no estructurales, que suponen que la medida de mortalidad elegida,
qxt, µxt o mxt, es funcio´n de la edad x y del tiempo t, f(x, t), de forma que la funcio´n f
o ley de mortalidad a lo largo de los an˜os depende expl´ıcitamente del tiempo. Pasemos a
describir cada una de las propuestas.
4.3.1. El me´todo logar´ıtmico
Para su introduccio´n haremos uso del texto de Benjamin y Soliman (1995) donde
tenemos la descripcio´n, obtencio´n de la estimacio´n de sus para´metros para unos datos y
evaluacio´n de sus proyecciones. Nos ayudaremos tambie´n del trabajo de Felipe y Guille´n
(1999) cuyo cap´ıtulo 6 hace una recopilacio´n de varios me´todos con una breve descripcio´n
de los mismos mostrando ventajas e inconvenientes de cada uno.
El me´todo logar´ıtmico es un modelo parame´trico que representa la mortalidad qxt en
funcio´n del tiempo t y de la edad x mediante la expresio´n,
qxt = αx + (βx)t,
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de forma que al tomar logaritmos se obtiene
ln(qxt) = ln(αx) + ln(βx)t.
En la pra´ctica, el periodo de an˜os para el que el decremento de ln(qxt) parece ser relativa-
mente constante no es indefinido y debe ser determinado, por ejemplo, gra´ficamente. Los
para´metros que dependen de la edad se han de estimar por algu´n criterio de optimiza-
cio´n, como mı´nimos cuadrados. Posteriormente se pueden determinar las proyecciones de
qxt en el futuro utilizando la ecuacio´n con los para´metros estimados y sustituyendo t por
un valor posterior al periodo de estimacio´n. En algunos casos las probabilidades brutas
son previamente suavizadas, normalmente mediante aplicacio´n de splines. Este el me´to-
do utilizado para las tablas alemanas DAV1994R (Shu¨tz, 1997, y Pannenberg y Shu¨tz,
1997), segu´n Felipe y Guille´n (1999), donde adema´s pueden encontrarse los comentarios
detallados sobre el me´todo y sus inconvenientes.
En el libro de Benjamin y Soliman (1995) hay una aplicacio´n a los datos para grupos
de edad de 5 an˜os y periodos de tiempo del calendario de 5 en 5 an˜os, desde 1901 hasta
1960.
Un me´todo de planteamiento diferente al anterior pero de igual naturaleza (Felipe y
Guille´n, 1999) es el propuesto por Nolfi (1960). Este me´todo se ha utilizado en el ca´lculo
de las tablas de mortalidad suizas GRM/GRF 1995 y en el ca´lculo de las tablas espan˜olas
PERM/F 2000. El me´todo considera, para cada edad x, que la mortalidad decrece de
forma exponencial, de forma que para cierto tiempo t > t0,
qxt = qxt0 exp(−λx(t− t0)),
donde qxt0 es la mortalidad base, e
λx(t−t0), el factor de proyeccio´n, y λx tasa media anual











ln(qxt) = ln(qxt0)− λx(t− t0)
= (ln(qxt0) + λxt0)− λxt
= ln(αx) + ln(βx)t.
Felipe y Guille´n describen el para´metro λx, distinto para cada edad, como la intensidad





donde Tx es el tiempo necesario para que la tasa de mortalidad a la edad x disminuya a
la mitad del valor considerado en el tiempo inicial, t0.
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4.3.2. Me´todo del CMI BUREAU y modelos lineales generalizados
Esta seccio´n esta´ dedicada a modelos parame´tricos para la proyeccio´n de tantos de
mortalidad cuyo esquema ba´sico son los modelos lineales generalizados a partir de las
funciones Gompertz-Makeham, ya descritos en un cap´ıtulo anterior, y que se ampl´ıan
ahora mediante la inclusio´n del tiempo cronolo´gico como variable. Su descripcio´n completa
y aplicacio´n podemos encontrarla en el art´ıculo de Sithole, Haberman y Verrall (2000)
donde se hace referencia al origen de esta metodolog´ıa, el trabajo de Renshaw, Haberman
y Hatzopoulos (1996).
Describiremos primero la pra´ctica habitual del CMI Bureau, expondremos luego los
GLM, siguiendo a Renshaw, Haberman y Hatzopoulos (1996), y a continuacio´n las con-
clusiones que se extraen de la comparacio´n de ambos.
Me´todo CMI BUREAU
En UK las continuas investigaciones sobre mortalidad del CMI efectu´an proyecciones
de las futuras mejoras en la mortalidad de los pensionistas y anualidades. El procedimiento
se lleva a cabo en dos pasos,
1. En primer lugar, para un periodo de investigacio´n dado, los datos son graduados y
producidas las tablas de mortalidad.
2. En segundo lugar, se construyen las tablas de mortalidad proyectadas por aplicacio´n
de factores de reduccio´n derivados de la consideracio´n de mejoras pasadas y probables
mejoras futuras en los tantos de mortalidad. Los factores de reduccio´n se estudian
ma´s detenidamente en la u´ltima seccio´n del presente cap´ıtulo.
Para obtener las tablas base la pra´ctica habitual del CMI es graduar la fuerza de
mortalidad a edad x, µx, ajustando la fo´rmula cla´sica de Gompertz-Makeham (Forfar,
McCutcheon y Wilkie, 1988),












Posteriormente estas tablas son proyectadas aplicando los factores de mejora de la mor-
talidad RF (x, t), para un individuo que ha alcanzado la edad x en el tiempo t, donde t
esta´ medido en an˜os a partir de un origen apropiado. Del concepto de factor de mejora
nos ocuparemos con detalle en un pa´rrafo posterior.
La fuerza de mortalidad proyectada al tiempo t viene dada por
µxt = µx0RF (x, t),
o, equivalentemente, la probabilidad de mortalidad proyectada al tiempo t viene dada por
qxt = qx0RF (x, t),
donde qx0 es el tanto de mortalidad de la tabla base. La seccio´n 4 del Informe 10 del CMI
Bureau (1990) contiene una descripcio´n completa de este me´todo de tantos de mortalidad
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proyectados. Posteriormente el CMI Bureau ha propuesto un nuevo modelo para la pro-
yeccio´n de la mortalidad para pensionistas y anualidades (Informe 17, 1999) con tablas de
mortalidad basadas en experiencias del periodo 1991-1994. La forma del modelo supone
que, a cada edad, el tanto de mortalidad l´ımite es no nulo y que el ratio de mortalidad
decrece exponencialmente hasta su valor l´ımite. Se supone adema´s que un porcentaje dado
del decrecimiento total futuro en mortalidad ocurrira´ en los primeros 20 an˜os, con dicho
porcentaje variando con la edad.
El modelo de mejora de la mortalidad adoptado por el CMI es








, 60 ≤ x ≤ 110,
1, x > 110,
f(x) =

p, x < 60,
(110− x)p+ (x− 60)q
50
, 60 ≤ x ≤ 110,
q, x > 110,
con c = 0,13, p = 0,55 y q = 0,29.
El nuevo modelo es tal que asume que el factor de mejora de la mortalidad se supone
dependiente de ambos, edad y tiempo del calendario, para individuos con edad entre 60 y
110 an˜os solamente. A edades por debajo de 60 an˜os, el tanto de mejora es que depende
solo del an˜o, mientras que no hay mejora para vidas de 110 an˜os o superior. Los mismos
factores son aplicados para todas las experiencias, hombres y mujeres, y para datos basados
sobre individuos o importes.
Modelos lineales generalizados con respecto a la edad y el tiempo
















sujeto a la convencio´n que algunos de los te´rminos γij pueden ser cero. En (4.7) x′ y t′ son
transformaciones de las edad y el an˜o de calendario, respectivamente, de forma que los
valores esta´n dentro de intervalo [−1, 1]. Lj(x′) son los polinomios de Legendre generados
por
L0(x) = 1, L1(x) = x, Ln+1(x) = xLn(x)− nLn−1(x),
donde n es un entero mayor o igual a que 1.
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el primer te´rmino puede interpretarse como una funcio´n Gompertz-Makeham GM(0, s+1)
correspondiente a la graduacio´n. El segundo te´rmino puede ser interpretado como te´rmino
de ajuste del efecto del an˜o del calendario, de forma que cuando al menos uno de los γij
es no nulo depende tambie´n de la edad. Un ejemplo de esto ser´ıa el incremento de muertes
de hombres adultos y jo´venes debido al SIDA.
Para estimar los para´metros desconocidos αi, βj y γij , se supone que las muertes obser-
vadas, dxt, son valores correspondientes a variables aleatorias Dxt, Poisson independientes
de media y varianza dadas por
E(Dxt) = λxt = Extµxt, V ar(Dxt) = φλxt.
Siguiendo la notacio´n ya introducida en el Cap´ıtulo 1, Ext, son los expuestos centrales
al riesgo, y φ un para´metro de escala que hay que tener en cuenta cuando los datos
esta´n basados en po´lizas ma´s que en individuos (pues a un mismo individuo le pueden
corresponder varias po´lizas), de forma que puedan aparecer duplicidades. Si esto ocurriera
trabajar´ıamos con una Poisson con sobredispersio´n.
Dichas variables Poisson se suponen variables respuesta de un modelo lineal generali-
zado cuyo link es
log λxt = logExt + logµxt = ηxt,
por tanto














La estimacio´n de los para´metros se realiza entonces usando la cuasi-log-verosimilitud





(−λxt + dxt + log λxt),
y es el nu´cleo de la funcio´n correspondiente a la log-verosimilitud de variables Poisson
independientes Dxt con media E(Dxt) = λxt.
La bondad del ajuste se evalu´a mediante la Unscaled Deviance correspondiente a los
valores ajustados µˆxt. Su expresio´n es









− (dxt − λˆxt)
]
donde λˆxt = Extµˆxt, es el nu´mero de muertes que predice el modelo.
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con φ estimado por el cociente de la deviance del modelo o´ptimo y el nu´mero de grados
de libertad.
La forma de proceder para determinar los para´metros es la siguiente:
1. Los valores o´ptimos de r y s se obtienen calculando la mejora de la Deviance para
sucesivos incrementos de r y s y compara´ndola con el valor de una variable χ2 con
un grado de libertad. Los valores elegidos de r y s son aquellos ma´ximos a partir de
los cuales los incrementos de la deviance no resultan estad´ısticamente significativos.
2. El paso siguiente es completar el modelo mediante la eleccio´n de los coeficientes γij
que determinan si el factor de actualizacio´n temporal depende de la edad. Para ello,
partiendo de los valores predeterminados de r y s, se analiza si el incremento de la
Deviance al introducir cada para´metro resulta significativo.
3. Paralelamente a los puntos anteriores se determinan los errores esta´ndar de la esti-
maciones de los para´metros y su significacio´n mediante la prueba usual t-Student.
4. La validacio´n final del modelo se realiza analizando dos tipos de residuos, los Devian-
ce y los de Pearson. Se aplicaran tambie´n los test de Forfar, McCutcheon y Wilkie
(1988) a los diferentes an˜os.
Sithole, Haberman y Verrall (2000) aplican este modelo, pero el objetivo principal de su
trabajo no so´lo es encontrar un modelo que proporcione un buen ajuste de los datos, sino
que tambie´n proporcione un buen esquema para realizar proyecciones. Para ello proceden
de la siguiente forma,
1. Determinan un modelo que proporcione el mejor ajuste a los datos.
2. Consideran las proyecciones basadas en dicho modelo para un periodo de 20 an˜os.
3. Finalmente, utilizando la informacio´n obtenida por ajuste del modelo y las fuerzas
de mortalidad proyectadas, revisan el modelo.
Consideran adecuado el modelo para realizar proyecciones si todas las fuerzas de morta-
lidad predichas progresan suavemente con respecto a la edad y el tiempo, y predice una
reduccio´n en los tantos de mejora en la mortalidad a edades muy avanzadas. En definitiva,
se trata de alcanzar un equilibrio entre el buen ajuste y el esquema predictivo.
Por u´ltimo, utilizando la expresio´n




en la que µˆxt son los valores estimados con el modelo, obtienen los distintos factores de
mejora, RFGLM (x, t), que comparan con los RFCMI(x, t) obtenidos mediante el me´todo
del CMI Bureau, para analizar la consistencia de unos con otros.
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4.4. Me´todos no parame´tricos
La metodolog´ıa aqu´ı descrita corresponde al articulo de Felipe, Guillen y Nielsen
(2001). Son los propios autores los que la clasifican como una te´cnica de ana´lisis ex-
ploratorio de los datos, especialmente disen˜ada para diagnosticar el comportamiento de
la mortalidad segu´n dos dimensiones (edad, tiempo) y previa a la graduacio´n mediante
cualquier ley de mortalidad. En el modelo se combinan las ideas ba´sicas de procesos es-
toca´sticos donde el tiempo cronolo´gico es la escala de tiempo, mientras que la edad se
trata como una covariable del proceso. Para un tratamiento extenso de la importancia
que los actuarios esta´n dando a la aplicacio´n de los procesos estoca´sticos para modelos
de supervivencia en ana´lisis estad´ıstico de la mortalidad puede consultarse los trabajos de
(MacDonald, 1996a, 1996b y 1996c).
El me´todo utilizado es no parame´trico, concretamente utilizan el smoother kernel ya
descrito para el caso univariante en la seccio´n 3.2.2. Es e´ste un aspecto interesante puesto
que los resultados no dependen de hipo´tesis sobre la distribucio´n de los datos, a diferencia
de otros me´todos que basan sus conclusiones en distribuciones como la binomial o la
poisson.
En el art´ıculo mencionado se analiza el desarrollo de la mortalidad en dos poblaciones
(espan˜ola y danesa) y se sen˜alan las diferencias existentes, a continuacio´n se determina
do´nde estas diferencias son ma´s prominentes y, finalmente, se identifica la forma en que
esas diferencias se han desarrollado a lo largo del tiempo. Todo ello con el mı´nimo numero
de hipo´tesis posibles, para lo cua´l hay que desarrollar el estimador bidimensional de la
fuerza de mortalidad y despue´s estimadores constantes locales para cada componente,
edad y tiempo cronolo´gico.
4.4.1. El modelo
En esta seccio´n vamos a describir el modelo de mortalidad dentro del esquema de
procesos estoca´sticos como una funcio´n bidimensional. Sea t el tiempo cronolo´gico y sea
X(t) el proceso de edad. Observamos n individuos, i = 1, . . . , n. Ahora, sea Ni el nu´mero
de fallos observados para el i-e´simo individuo en el intervalo de tiempo [t1, t2]. Supongamos
que N = (N1, . . . , Nn) es un proceso estoca´stico que obedece a las condiciones habituales,
ver Andersen et al. (1994). Modelamos la intensidad aleatoria del proceso λ = (λ1, . . . λn)
de N dependiente de los valores,
λi(t) = α(Xi(t), t)Yi(t),
sin restringir la forma funcional de α(). Adema´s, en la expresio´n anterior, Xi(t) es el
proceso predecible unidimensional de edad, mientras que Yi es un proceso predecible que
toma el valor 1 cuando el i-e´simo individuo esta´ bajo riesgo y 0 en caso contrario.
4.4.2. Estimacio´n constante local de α
La metodolog´ıa de estimacio´n constante local consiste, dados el kernel unidimensional
K, y b = (b1, b2), un vector de bandwidth bidimensional, en definir el estimador sugerido
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son, respectivamente, las ocurrencias y expuestos suavizados, por lo que el estimador kernel
constante local corresponde, en este caso, al bien conocido ratio muertos-expuestos para
el intervalo de tiempo [t1, t2] y las edades de [n1, n2].
4.4.3. El submodelo multiplicativo y el me´todo de estimacio´n de inte-
gracio´n marginal
Para poder separar el efecto de las dos componentes, edad y tiempo cronolo´gico, res-
tringiremos nuestra atencio´n a los submodelos multiplicativos bidimensionales,
α(x, t) = α1(x)α2(t).
El modelo puede ser interpretado como un ratio de mortalidad continuo y cuya u´nica
hipo´tesis funcional es la interaccio´n multiplicativa entre las dos componentes. Pasemos a
la identificacio´n de α˜1(x) y α˜2(t) que son las componentes univariantes de intere´s en la
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α(x, t)dxdt = c1c2.
















En el estudio de los datos del art´ıculo de Felipe, Guillen y Nielsen (2001) el proceso de
edad Xi(t) toma valores en [0, 90] y el tiempo cronolo´gico pertenece al intervalo I2 =
[1975, 1993].
Algunas ventajas interesantes de este me´todo son, que puede aplicarse cuando hay
pocos datos y que adema´s permite una ra´pida primera impresio´n del desarrollo de la
mortalidad, todo ello sin hipo´tesis de partida de distribucio´n de los datos.
Por otra parte se ha tenido que renunciar a ventajas de los me´todos parame´tricos como
son la proyeccio´n, la revisio´n de los para´metros y su interpretacio´n. Adema´s la hipo´tesis
multiplicativa implica que en los an˜os siguientes se modelan los ratios de edad a todas las
edades en igual proporcio´n, una hipo´tesis demasiado fuerte en este contexto. Por ello se
estudia incorporar interacciones entre la edad y el tiempo. Otro problema detectado es la
mala estimacio´n en los extremos, este hecho es propio de la estimacio´n kernel y algunas
soluciones se apuntan en el Cap´ıtulo 3.
4.5. Me´todos basados en factores de reduccio´n de la morta-
lidad
En base a lo ocurrido en las experiencias pasadas de mejora de la mortalidad, el CMI
considera imprudente no incorporar en las tablas con las que trabaja habitualmente, una
medida que nos permita proyectarlas de forma que se tengan en cuenta las mejoras en la
mortalidad a lo largo del tiempo. Estas medidas son los factores de mejora de la mortalidad
RF (x, t). Hasta donde sea posible, los factores de mejora de la mortalidad deben reflejar
tendencias recientes, pero el modelo adoptado debe ser relativamente simple de forma
que se eviten anomal´ıas obvias (por ejemplo, se debe plantear si estar´ıa justificado un
modelo de mejora de la mortalidad que conduzca en tiempo futuro a probabilidades de
mortalidad ma´s bajas para mujeres que para hombres). En esta seccio´n describiremos los
diferentes modelos propuestos para obtener valores para las mejoras futuras en mortalidad.
Los modelos adoptados por el CMI de mejora de la mortalidad se hallan descritos en la
seccio´n 4.3 del Informe 10 del CMI Bureau (1990). Posteriormente en el Informe 17 del
CMI Bureau (1999) se considera un modelo esencialmente igual, pues para cada edad el
ratio de mortalidad se supone que disminuye exponencialmente hasta un valor l´ımite, pero
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en el que la velocidad de convergencia al l´ımite de los nuevos factores depende de la edad.
El procedimiento que se sigue es comparar ratios de mortalidad, con un mismo rango de
edad, a lo largo de un periodo del calendario con el objetivo de analizar y construir los
factores de reduccio´n de la mortalidad con los que identificar una tendencia que permita
predecir su evolucio´n futura. En primer lugar veremos de forma esencial como caracterizar
los factores de mejora de la mortalidad y, despue´s, analizaremos los modelos descritos por
Renshaw y Haberman (2000) y Renshaw y Haberman (2001).
4.5.1. Caracterizacio´n del factor de reduccio´n para qx
Los factores de reduccio´n de la mortalidad en la pra´ctica habitual colectiva de UK se
aplican a los ratios de mortalidad esta´ndar, validados en el centro de un periodo base,
para ajustarlos a futuros an˜os. Sea t el tiempo, con origen en t = 0 situado en el centro del
periodo base, y qxt la probabilidad de muerte entre la edad x y x+ 1 en el tiempo t ≥ 0.
El factor de reduccio´n esta´ caracterizado por la ecuacio´n
qxt = qx0RF (x, t), t ≥ 0, (4.10)
sujeto a las restricciones
RF (x, 0) = 1 ∀x ≥ 0
0 < RF (x, t) ≤ 1 ∀x ≥ 0 ∀t ≥ 0. (4.11)
Los qx0 se determinan por graduacio´n de los tantos de mortalidad del periodo base de
forma objetiva. Posteriormente se establece una opinion acerca de los RF (x, t) dado que
su naturaleza es eminentemente subjetiva y, finalmente, pueden obtenerse los valores qxt
a partir de la ecuacio´n (4.10). En USA, el Group Annuity Valuation Table (GAVT) Task
Force (1995) plantea una aproximacio´n similar, definiendo el factor de mejora mediante la
expresio´n
RF (x, t) = (1−AAx)t,
donde AAx se denomina, para cada edad espec´ıfica, factor de mejora anual.
4.5.2. Caracterizacio´n del factor de reduccio´n para µx
Ana´logamente esta metodolog´ıa puede extenderse a factores de reduccio´n de la fuerza
de mortalidad en lugar de probabilidades de muerte. Si µxt es la fuerza de mortalidad a
edad x , en el tiempo t ≥ 0, entonces podemos definir el factor de reduccio´n a partir de la
ecuacio´n
µxt = µx0RF (x, t) t ≥ 0, (4.12)
sujeto a las restricciones
RF (x, 0) = 1 ∀x ≥ 0
0 < RF (x, t) ≤ 1 ∀x ≥ 0 ∀t ≥ 0. (4.13)
Los µx0 se determinan por graduacio´n Forfar, McCutcheon y Wilkie (1988) y Renshaw
(1991)) de las fuerzas de mortalidad del periodo base de forma objetiva. Posteriormente se
establece una opinion acerca de los RF (x, t) dada su naturaleza eminentemente subjetiva
y, finalmente, se obtienen los valores µxt a partir de la ecuacio´n (4.12).
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4.5.3. Modelizacio´n de los factores de reduccio´n
Los modelos utilizados para representar el comportamiento de los factores de reduccio´n
que nos permitan estimar y predecir para futuros an˜os, han sido recopilados en varios
trabajos (Renshaw y Haberman, 2000, 2001 y 2003). Mientras que el primero se centra en
desarrollar una metodolog´ıa que nos permita trabajar dentro de los GLM para describir
el me´todo de modelizacio´n de los RF (x, t), en el segundo se adapta la metodolog´ıa de
Lee-Carter para poder predecir el futuro comportamiento de los factores de reduccio´n.
La comparacio´n y aplicacio´n de estos me´todos para datos de Inglaterra y Gales podemos
encontrarla en el u´ltimo de los trabajos.
Modelos lineales generalizados
Nos ocupamos ahora de describir el esquema utilizado por Renshaw y Haberman (2000)
para modelizar y predecir factores de reduccio´n de mortalidad basado en GLM. Sean Dxt
las variables aleatorias que representan el nu´mero real de muertes a edades individuales y
Ext los correspondientes expuestos iniciales en los tiempos t = t1, t1 + 1, . . . , tmax.
Comenzaremos considerando el modelo propuesto para qxt. Las variables Dxt son inde-
pendientes con distribucio´nDxt ∼ Bi(Ext, qxt) y para´metro de sobredispersio´n φ. Podemos










con un predictor lineal ηxt y una funcio´n mono´tona y diferenciable g, tal que
ηxt = g(qxt)⇐⇒ qxt = g−1(ηxt).
Considerando la ecuacio´n (4.10) se obtiene




Descomponiendo el predictor lineal
ηxt = ηx0 + η′xt con η
′
x0 = 0,
se sigue entonces que




Como la primera condicio´n de (4.11) implica que g−1(ηx0) = qx0, entonces
ηx0 = g(qx0).
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El sumando g(qx0) es un te´rmino “offset” del predictor lineal ηxt y se considera conocido.
Hay que proporcionar una estructura parame´trica para η′xt de forma que η′x0 = 0, de la
que obtener




que cumpla las condiciones (4.11).
Las estructuras parame´tricas consideradas pueden ser:
Una recta que parte del origen y con pendiente dependiendo de la edad,
η′xt = βxt.





βij(x− xj)i + t, ∀(x, t).
Como caso particular los splines cu´bicos (r = 3 y βij = 0, ∀i = 1, 2) son particular-
mente satisfactorios.
Consideran todos los link habituales ya descritos en anteriores cap´ıtulos, log-log, comple-
mentario log-log, logit y probit. Con todo ello describimos a continuacio´n como obtener
los distintos modelos.
Estimacio´n
Para ajustar la recta de la opcio´n primera el predictor es
ηxt = g(qx0) + βxt,
donde g(qx0) se calcula aplicando el link a los valores graduados del periodo base. Si
llamamos βˆx a las estimaciones de los para´metros, los valores ajustados del predictor
lineal son
ηˆxt = g(qx0) + βˆxt
con error esta´ndar
se(ηˆxt) = se(βˆx)t.
Aplicando a la funcio´n la funcio´n inversa del link obtenemos
qˆxt = g−1(ηˆxt) = g−1(g(qx0) + βˆxt),
que podemos sustituir en la expresio´n de los factores de reduccio´n para calcular sus
valores ajustados,








log(RˆF (x, t)) = log(g−1(g(qx0) + βˆxt))− log(qx0).
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Intervalos de confianza
Por analog´ıa con la seccio´n 4.4.6 pp 122-24 de McCullagh y Nelder (1989), bajo la




podemos obtener el intervalo de confianza para g(qxt),
ηˆxt ± zα/2 se(ηˆxt) = g(qx0) + {βˆx ± zα/2 se(βˆx)}t,
donde zα/2 es el percentil α/2 de la distribucio´n normal tipificada. Podemos obtener
para el factor de reduccio´n de la mortalidad el intervalo
g−1(g(qx0) + {βˆx ± zα/2se(βˆx)}t)/qx0, (4.16)
y para su logaritmo
log(g−1(g(qx0) + {βˆx ± zα/2se(βˆx)}t))− log(qx0),
Es posible extrapolar a valores no observados de t sin ma´s que sustituirlos en las
expresiones (4.15) y (4.16). Los peligros asociados a estas extrapolaciones esta´n dis-
cutidas en la referencia citada de McCullagh y Nelder (1989). De forma similar
podemos encontrar las estimaciones si utilizamos la fo´rmula de splines.
Representacio´n de los resultados
Es conveniente representar nuestros resultados en escala logar´ıtmica. Espec´ıficamen-




= RF (x, t)
log(qxt)− log(qx0) = log(RF (x, t)) (4.17)
Supongamos adema´s que conocemos dxt, nu´mero observado de muertes para edades
x a tiempos t = t1, t1 + 1, . . . , tmax, y sus correspondientes expuestos iniciales, Ext.
Podemos realizar estudios retrospectivos para an˜os posteriores al periodo base. Para




que al sustituir en la ecuacio´n (4.17), nos proporcionan los valores
zxt = log(q˙xt)− log(qx0)
que podemos representar gra´ficamente respecto de t, separadamente para cada edad.
Adema´s, la ecuacio´n (4.14) implica que
log(RF (x, t)) = log(g−1(ηx0 + η′xt))− log(g−1(ηx0)),
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uno de cuyos posibles ajustes es, por ejemplo, (4.15). Podemos comparar gra´fica-
mente los valores de zxt observados y ajustados. Es posible, utilizar tambie´n estudios
prospectivos mediante me´todos gra´ficos que representan el perfil de log(RF (x, t)) pa-
ra futuros valores de t, determinados por la ecuacio´n (4.15) junto con sus intervalos
de confianza determinados por la ecuacio´n (4.16).
Factores de reduccio´n para la fuerza de mortalidad
Es posible adaptar el modelo a los factores de reduccio´n de µxt, fuerza de mortalidad
a edad x y tiempo t ≥ 0.
A partir de la distribucio´n asociada a lasDxt ∼ Po(Extµxt), variables independientes
con para´metro de sobredispersio´n φ, donde Ext son los expuestos centrales al riesgo,









con un predictor lineal ηxt y una funcio´n mono´tona y diferenciable g, tal que
ηxt = g(µxt)⇐⇒ µxt = g−1(ηxt).
Considerando la ecuacio´n (4.12) se obtiene




Descomponiendo el predictor lineal,
ηxt = ηx0 + η′xt con η
′
x0 = 0,
se sigue entonces que




y teniendo en cuenta la primera condicio´n de (4.13),
µx0 = g−1(ηx0)⇐⇒ ηx0 = g(µx0).
Podr´ıamos continuar como antes reemplazando los qxt por µxt y ajustando un modelo
para RF (x, t) referido a la fuerza de mortalidad.
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Modelo de Lee-Carter modificado
En el pa´rrafo anterior hemos descrito un me´todo para modelizar factores de reduccio´n
de la mortalidad dentro del esquema de los GLM, cuyos resultados son, en ciertas circuns-
tancias, similares a los obtenidos con el me´todo de Lee-Carter. En su art´ıculo, Renshaw y
Haberman (2001), sugieren formas para las cuales la metodolog´ıa de Lee-Carter de ajustes
y prediccio´n de tendencias de mortalidad puede ser adaptada a la construccio´n de factores
de reduccio´n de mortalidad. En primer lugar formulan dicha metodolog´ıa en funcio´n de la
fuerza de mortalidad, pues aunque el me´todo de Lee-Carter se basa en los tantos centra-
les de mortalidad, los modelos probabil´ısticos en los que se basan ambos son de ide´ntica
forma. Sin embargo, como la pra´ctica habitual del CMI utiliza los factores de reduccio´n
basados en las probabilidades de muerte, nos ocuparemos tambie´n de ellos. El modelo de
Lee-Carter modificado para predecir factores de reduccio´n de la mortalidad se introduce
de la siguiente forma. Partimos de la caracterizacio´n de los factores de reduccio´n de las
fuerzas de mortalidad dada por la ecuacio´n,
log(µxt) = log(µx0) + log(RF (x, t))
sujeto a las restricciones (4.13), y la adaptamos al esquema ba´sico de Lee-Carter, obte-
niendo
log(µxt) = αx + βxkt,
sujeto a las restricciones k0 = 0, donde
αx0 = log(µx0) =⇒ µx0 = exp(αx0)
βx = log(RF (x, t)) =⇒ RF (x, t) = exp(βxkt). (4.18)




βx = 1, αx0 = log(µx0) .
Considerando los datos para tiempos t = t1, t1 + 1, . . . , tm, . . . , tn, denotamos por h el
rango de an˜os de calendario de los datos, h = tn − t1 + 1, y g el rango de un subintervalo,
g = tn − tm + 1, que especifica el periodo de datos que han sido graduados y en cuyo












Obviamente se cumple que tm ≤ t0 ≤ tn, y con igualdad si g = 1.
El modelo puede ajustarse siguiendo los siguientes pasos,
1. Estimar αx0 de cualquiera de la siguientes formas:
i) a partir de la tabla de mortalidad esta´ndar basada en un grupo de g an˜os, se
calcula
αˆ= log(µx0),
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iii) A partir de la media geome´trica de los datos de mortalidad brutos rxt =
dxt
Ext








2. Suavizar, si fuera necesario, el αˆx0 obtenido en los apartados ii) o iii) del primer
paso.
3. Estimar (βx, kt) aplicando SVD, o su aproximacio´n, a la matriz formada por los
estad´ısticos zxt = log(rxt)− αˆx0, como se describe en el me´todo de Lee-Carter
4. Ajustar kˆt de forma que el total de muertes observadas
∑
x




dˆxt, ∀t, con dˆxt = Ext exp(αˆx0 + βˆxkˆt).
5. Transformar kt en kˆt − kˆt0 .
6. Suavizar βˆx si fuera necesario.




Varios comentarios hacen los autores respecto al me´todo.
En el caso g = 1, los pasos 1(ii) y 1(iii) son ide´nticos, y la prediccio´n coincide con
los ratios observados ma´s recientes, como se sen˜ala en la pag. 88 de Lee (2000).
El paso 1(iii) se sugiere, como una alternativa viable a 1(ii), dentro del esquema del
me´todo de Lee-Carter.
El paso 1(ii), emparejado con el paso 2, es potencialmente equivalente a el paso 1(i).
Esta´ previsto que los datos este´n clasificados por an˜os individuales de edad (as´ı como
por an˜o de calendario), por tanto la introduccio´n de la opcio´n de smoothing del paso
6 es esencial para que las predicciones resultantes esta´n bien ordenadas con respecto
a an˜os individuales de edad y no haya irregularidades.
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Como se comenta ma´s tarde, el paso 4 es opcional, y se lleva a cabo so´lo cuando el
valor obtenido a partir del 3 no es satisfactorio.
Estos me´todos tambie´n pueden aplicarse a qx0.
Predecir siguiendo el modelo de series temporales de los kt, segu´n el paso 5, con el proceso
ARIMA(0,1,0) juega un papel central. Para este particular proceso
kt = kt−1 + λ+ ²t,
donde ²t denota el error. Por tanto kt se predice linealmente por incrementos de λ. Deno-
tando la prediccio´n como {k˙tn+s : s > 0}, el factor de reduccio´n se predice mediante
log(RF (x, tn + s)) = βˆxk˙tn+s.
Para el proceso ARIMA(0,1,0)
k˙tn+s = kˆtn + sλˆ
y de aqu´ı,




Para estimar la prediccio´n se utiliza metodolog´ıa esta´ndar y la prediccio´n asociada de
errores por ejemplo, (Hamilton, 1994).
Posteriormente los autores establecen el paralelismo existente entre la metodolog´ıa
descrita en Renshaw y Haberman (2000) mediante GLM, expuesta en la seccio´n anterior,
y la metodolog´ıa de Lee-Carter puesto que aquella puede ser escrita en te´rminos de esta
como sigue
RF (x, t) =
g−1(g(expαx0) + βxkt)
expαx0
, kt0 = 0,
donde g es la funcio´n link especificada con modelos binomial o Poisson sobredispersos des-
critos en la seccio´n anterior. En particular para los factores de reduccio´n de µxt seleccionan
la estructura
RF (x, t) = exp(βxkt),
que es ide´ntica a la estructura de Lee-Carter de la que partimos en (4.18).
Para concluir, los autores apuntan varias reflexiones respecto a la necesidad de estos
me´todos y sus ventajas comparativas:
1. Predecir los ratios de mortalidad (particularmente para edades avanzadas) tiene
importantes implicaciones para la financiacio´n de programas pu´blicos de pensiones
de jubilacio´n y soporte a los ancianos, y para la financiacio´n de sistemas de seguridad
privados cuyo propo´sito es proporcionar pensiones, anualidades y, a largo plazo,
seguros me´dicos. Es pues importante disponer de me´todos y modelos dina´micos que
nos permitan la prediccio´n.
2. El me´todo de Lee-Carter de prediccio´n de la mortalidad es flexible. Puede ser mo-
dificado, como se ha descrito, para proporcionar una alternativa al me´todo GLM.
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3. Ambos me´todos, el de Lee-Carter y la aproximacio´n GLM, proporcionan un modelo
formal estad´ıstico para los cambios de la mortalidad y por tanto pueden ser determi-
nados intervalos de prediccio´n. El ca´lculo de los errores de prediccio´n bajo el me´todo
de Lee-Carter aparece ma´s complejo que bajo su equivalente GLM.
4. Mientras que en el me´todo original de Lee-Carter los grupos de edad eran de 5 an˜os,
en los trabajos de Renshaw y Haberman son de un so´lo an˜o, por lo que se hace
necesario el smoothing de los valores {αx} y {βx} para que las predicciones este´n
bien ordenadas respecto a la edad.
5. El ajuste de kt, involucrando el total de muertes observadas y esperadas en cada
an˜o del calendario (paso 4 del me´todo), es necesaria para establecer la tendencia de
las series temporales {kt} y consistencia entre los diferentes me´todos de determinar
{kt}. Esto no es necesario en la aproximacio´n GLM (Benjamin y Pollard, 1992).

Cap´ıtulo 5
Ajustes parame´tricos de tablas de
mortalidad de la Comunidad
Valenciana
5.1. Introduccio´n
El objetivo del presente cap´ıtulo es mostrar la aplicacio´n a datos de mortalidad reales
de los diferentes me´todos de graduacio´n parame´tricos. Objetivo que formalizamos propor-
cionando soporte estad´ıstico a los me´todos y al ana´lisis de su bondad de ajuste. Realiza-
remos tambie´n la comparacio´n de las diferentes graduaciones mediante los contrastes no
parame´tricos y gra´ficos descritos en la u´ltima seccio´n del Cap´ıtulo 2.
Los datos que hemos utilizado son las cifras de poblacio´n y muertes de la Comunidad
Valenciana, e´stas han sido publicadas por el Instituto Nacional de Estad´ıstica (INE) y
tanto la poblacio´n total como las defunciones esta´n clasificadas por edad y sexo. Ambas
cifras se refieren a la Comunidad Valenciana como lugar de residencia, lo que proporciona
coherencia a la correspondencia entre dichas cantidades.
Respecto a las cifras de poblacio´n hay que decir que se realiza un censo cada 10
an˜os de forma que son verdaderos recuentos de poblacio´n los an˜os 1981, 1991 y 2001. El
resto de cifras son estimaciones intercensales, obtenidas de sendas publicaciones del INE:
“Evolucio´n de la poblacio´n de Espan˜a entre los Censos de 1981 y 1991”(INE, 1997), y
“Estimaciones intercensales entre los Censos de 1991 y 2001 (cifras provisionales)”. Las
edades contempladas tienen un rango que va de 0 a 100 an˜os o ma´s, para hombres y
mujeres.
Para cubrir el objetivo del presente cap´ıtulo, lo hemos estructurado en 6 secciones. La
primera la dedicamos a la obtencio´n de la estimaciones brutas de las probabilidades corres-
pondientes a los tres u´ltimos an˜os. Las tres siguientes secciones se refieren a la aplicacio´n
de los diferentes me´todos para la construccio´n de una tabla de momento, comentado sus
ventajas e inconvenientes as´ı como su adecuacio´n a la experiencia de mortalidad anali-
zada. Finalmente se comparan los diferentes ajustes mediante los test no parame´tricos
habituales descritos en la seccio´n 2.7.
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5.2. Estimacio´n de las qx
El primer paso lo constituye el ca´lculo de las estimaciones brutas de la medida de
mortalidad elegida para posteriormente proceder a su graduacio´n. Dicha graduacio´n nos
conduce a la expresio´n de la tabla de mortalidad correspondiente, en la que fundamen-
talmente nos interesa el valor de las probabilidades qx que aplicaremos a los ca´lculos
actuariales del u´ltimo cap´ıtulo.
Dado el intere´s que tienen las qx procedemos a explicar detalladamente los diferentes
me´todos para la obtencio´n de sus estimaciones brutas a partir la expresio´n (2.3), cociente
entre las defunciones y la poblacio´n inicialmente expuesta al riesgo a una determinada
edad x. Ambos, numerador y denominador se calculan a partir de la cifras de poblacio´n y
defunciones, clasificadas segu´n edad y sexo, de la Comunidad Valenciana para varios an˜os
a fin de favorecer la estabilidad de los cocientes.
Existen varias propuestas,
La Unio´n Espan˜ola de Entidades Aseguradoras y Reaseguradoras (UNESPA) tradi-
cionalmente utiliza las tablas de mortalidad elaboradas por el INE como datos base
para ajustar la ley de Makeham, procedimiento que han seguido utilizando Prieto
y Ferna´ndez (1994). Los individuos expuestos al riesgo a la edad x, Ex, el INE lo
determina considerando la suma de los habitantes que a finales de an˜o tiene esa edad
y la mitad de los fallecidos con edad x durante el an˜o considerado, ya que se supone
que las muertes se distribuyen uniformemente a trave´s del mismo. Por otro lado,
los fallecidos en un an˜o con edad x proceden de individuos que contaban a princi-
pio de an˜o con edad x − 1 o x y, admitiendo la hipo´tesis de uniformidad, la mitad
corresponder´ıa a una edad y la otra mitad a la siguiente. Segu´n esto, la estimacio´n





donde Dxt son los fallecidos en el an˜o t a la edad x, Dx(t+1) son los fallecidos en el
an˜o t+1 a la edad x, y Pxt poblacio´n que a 31 de diciembre del an˜o t tienen edad x.
La fo´rmula puede ser aplicada para todas las edades salvo para la edad cero y para
la edad uno por la concentracio´n de defunciones en los primeros meses de vida. Para
la primera edad el INE aplica,
qˆ0 =
α0Dxt + β0Dx(t+1)
P tx + α0Dxt
,
donde α0 corresponde a la proporcio´n de fallecidos en el an˜o t con menos de un an˜o
de edad, entre los nacidos ese mismo an˜o, y β0 la proporcio´n de fallecidos en el an˜o




P tx + α1Dxt
,
donde α1 corresponde a la proporcio´n de fallecidos en el an˜o t con un an˜o cumplido
entre los nacidos en el an˜o t−1, y β1 la proporcio´n de fallecidos en el an˜o t+1 con un
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an˜o cumplido entre los nacidos en el an˜o t− 1. Prieto y Ferna´ndez plantean tambie´n
que no es posible utilizar la fo´rmula para edades superiores a 95 por dos razones:
la primera, que los fallecidos y los expuestos al riesgo son reducidos, y no permiten
hacer inferencias va´lidas, y la segunda, el nu´mero de errores en las declaraciones de
edad que provocan distorsiones en las series de probabilidades.
Otra posibilidad para la estimacio´n de los cocientes es la que utiliza Rue (1992) a
partir de cuatro an˜os consecutivos. Siguiendo el esquema de Lexis, plantea la fo´rmula
siguiente
qˆx =







donde, t es un an˜o censal y
Ex(t−1) = Pxt +Dx(t−1),
Ex(t+1) = P(x−1)t −D′(x−1)t,
Ex(t+1) = P(x+1)t +D(x+1)(t−1) +D′x(t−1) +Dx(t−2),
excepto para el primer grupo de edad, donde E0(t+1) son los nacimientos entre t y
t + 1. En las anteriores expresiones, Pxt, es la poblacio´n de edad x censada en el
an˜o t, Dxt es el nu´mero de muertes de edad x durante el an˜o t a t + 1, tales que
si hubiesen llegado vivos a t + 1 todav´ıa tendr´ıan x an˜os y D′xt es el nu´mero de
muertes de edad x durante el an˜o t a t + 1, tales que si hubiesen llegado vivos a
t+ 1 tendr´ıan x+ 1. De forma que los Ext, los expuestos al riesgo entre t− 1 y t, se
pueden considerar los supervivientes de una generacio´n de nacidos en el an˜o t − x
que ha llegado a cumplir los x an˜os de edad. Cada sumando D′xt +Dxt corresponde
a los muertos de una misma generacio´n que han muerto a una misma edad pero en
dos an˜os de calendario diferentes. Esta metodolog´ıa la aplica para obtener tablas de
mortalidad de Catalun˜a y Espan˜a.
Por u´ltimo Navarro (1991) publica unas tablas de mortalidad de la poblacio´n es-
pan˜ola correspondientes a los an˜os 1981-1982. Los tantos brutos de mortalidad sin
ajustar, como e´l llama a las probabilidades brutas, los obtiene como sigue
qˆx =
Dxt +Dx(t+1)
Pxt + Px(t+1) + 1/2(Dxt +Dx(t+1))
,
donde Pxt es la poblacio´n con edades entre x y x+1 an˜os a 1 de julio del an˜o t, y Dxt
es el nu´mero de defunciones de individuos con edades entre x y x+ 1 an˜os durante
el an˜o t. En un trabajo posterior, Navarro et al. (1995), con datos de la Comunidad
Valenciana, obtiene los tantos de mortalidad a partir del cociente siguiente
qˆx =
Dx(t−1) +Dxt
1/2Px(t−1) + Pxt + 1/2Px(t+1) + 1/2(Dx(t−1) +Dxt)
, (5.2)
la nomenclatura seguida es la misma, pero utiliza poblacio´n a 1 de enero y referida
a 3 an˜os. Interpreta el denominador, que son los expuestos iniciales al riesgo, como
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el periodo de tiempo potencialmente vivido por el colectivo objeto del estudio con
edades comprendidas entre los x y x+ 1 an˜os durante el periodo de observacio´n, es
decir, los an˜os de t− 1 a t.
Nosotros hemos utilizado la propuesta de Navarro et al. (1995) expresada mediante (5.2).
Dado que no pose´ıamos las defunciones clasificadas segu´n el an˜o de nacimiento, sino so´lo
la edad y el sexo, necesita´bamos hacer uso de la hipo´tesis de uniformidad y la sencillez
de esta te´cnica nos ha parecido adecuada. Como sen˜alaba Rue (1992) al comparar su
ajuste con el de Navarro (1991), los resultados son similares si la estimaciones son buenas,
cosa que ocurre en nuestro caso por tener un nu´mero elevado de expuestos al riesgo. La
representacio´n gra´fica de los logaritmos de las estimaciones brutas, Figura 5.1, conduce a
tomar un rango de edades de 0 a 96 an˜os, que nos parece compatible con la utilizacio´n del
ma´ximo posible y de un comportamiento relativamente estable.
A continuacio´n aplicaremos los distintos me´todos expuestos en el Cap´ıtulo 2 a la gra-
duacio´n de las probabilidades brutas estimadas a partir de los datos de la Comunidad
Valenciana correspondientes a los an˜os 1999, 2000 y 2001 y utilizando el rango de edades













































Figura 5.1: Estimaciones brutas de las probabilidades qx
5.3. Modelos lineales generalizados para qx
Hemos utilizado modelos lineales generalizados realizando ajustes para polinomios has-
ta grado 11, lo que significa que hemos ajustado las funciones LGM(0, 2), LGM(0, 3),
LGM(0, 4), LGM(0, 5), LGM(0, 6), LGM(0, 7), LGM(0, 8), LGM(0, 9), LGM(0, 10),
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LGM(0, 11), LGM(0, 12). La Tabla 5.1 recoge los estad´ısticos asociados a cada uno de
estos modelos para hombres y mujeres y para el rango de edades de 0 a 96 an˜os. El mo-
delo Null consiste en ajustar una constante a los logit(qx) y su log-verosimilitud es la
correspondiente a las probabilidades brutas o modelo saturado. Como era de esperar se
observa una mejora paulatina de la bondad del ajuste a medida que aumenta el nu´mero de
para´metros. Pero necesitamos contrastar si la disminucio´n de la Deviance es significativa
y si el estad´ıstico Cp indica una mejora significativa del ajuste en relacio´n al incremento
de complejidad del modelo. El resultado de ambos contrastes se recoge en la Tabla 5.2, en
la que la Deviance representa ahora la disminucio´n de la Deviance de un modelo respecto
del inmediato anterior, puesto que se trata de comparar modelos.
Se deduce de la tabla que un modelo adecuado para ambos sexos, teniendo en cuenta el
compromiso entre la bondad del ajuste y la complejidad del modelo, es el correspondiente
al polinomio de grado 10, LGM(0, 11). Los coeficientes de los modelos para cada sexo se
muestran en la Tabla 5.3. Todos ellos resultan ser significativos puesto que t86(0,025) =
2, 2813. Las Figuras 5.2 y 5.3 recogen la comparacio´n gra´fica de los modelos para cada
sexo. Se presentan ambas en escala logit puesto que el ajuste se ha realizado para esta
transformacio´n de las probabilidades brutas de muerte. Para las edades extremas inferiores
puede observarse una mayor distancia entre el modelo y los datos observados.
El diagno´stico del modelo lo hemos evaluado a partir de los gra´ficos de residuos, Figuras
5.4 y 5.5. Cada conjunto de gra´ficos muestra el comportamiento de los valores observados
y de los residuos frente a los valores ajustados. En los correspondientes gra´ficos Q-Q
puede observarse que para ambos sexos, aunque es ma´s acentuado en los hombres, hay
estimaciones con desviaciones relativas elevadas, lo que puede suponer un alejamiento de
la normal.
5.4. Modelos para µx
En esta seccio´n analizamos los ajustes sobre la fuerza de mortalidad, µx. Elegiremos un
modelo adecuado, como lo hicimos en el anterior apartado, mediante criterios de bondad
de ajuste y de no excesiva complejidad del modelo. Primero comenzamos con los modelos
lineales generalizados Poisson y Gamma, descritos en la seccio´n 2.5.2. y a continuacio´n los
modelos no lineales generalizados descritos en la seccio´n 2.5.3.
5.4.1. Modelos lineales generalizados
Comenzamos por analizar el ajuste de las funciones GM(0, s) con modelos lineales
generalizados de la familia Poisson, realizando ajustes para polinomios de hasta grado 11,
lo que significa que hemos ajustado las funcionesGM(0, 2),GM(0, 3),GM(0, 4),GM(0, 5),
GM(0, 6), GM(0, 7), GM(0, 8), GM(0, 9), GM(0, 10),GM(0, 11), GM(0, 12). La Tabla 5.4
recoge los resultados de estos ajustes para hombres y mujeres y la Tabla 5.5 la comparacio´n
entre los distintos modelos. Se deduce de ambas tablas que al igual que en el apartado
anterior, un modelo adecuado para ambos sexos, teniendo en cuenta el compromiso entre
la bondad del ajuste y la complejidad del modelo, es el correspondiente al polinomio de
grado 10, GM(0, 11). Los ajustes siguiendo un modelo Gamma, en el que se considera
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HOMBRES
Null LGM(0,2) LGM(0,3) LGM(0,4)
Deviance 102248 2332.71 890.299 794.336
g.l. 96 95 94 93
log-verosim. -169352.1 -170518.5 -16797.3 -16749.3
χ2 14214.66 2042.378 1226.102
LGM(0,5) LGM(0,6) LGM(0,7) LGM(0,8)
Deviance 769.871 635.951 517.095 375.222
g.l. 92 91 90 89
log-verosim. -169737.1 -169670.1 -169610.7 -169539.7
χ2 1000.902 683.4484 527.719 371.5069
LGM(0,9) LGM(0,10) LGM(0,11) LGM(0,12)
Deviance 225.161 173.946 166.139 165.587
g.l. 88 87 86 85
log-verosim. -169464.7 -169439.1 -169435.2 -169434.9
χ2 221.3204 175.5385 169.2215 168.3063
MUJERES
Null LGM(0,2) LGM(0,3) LGM(0,4)
Deviance 172974.9 5080.834 886.030 806.223
g.l. 96 95 94 93
log-verosim. -190038.2 -192578.6 -190481.2 -190441.3
χ2 121027.5 1839.7 1195.728
LGM(0,5) LGM(0,6) LGM(0,7) LGM(0,8)
Deviance 792.986 408.348 323.936 279.361
g.l. 92 91 90 89
log-verosim. -190434.7 -190242.3 -190200.1 -190177.8
χ2 1047.876 411.9397 317.108 268.026
LGM(0,9) LGM(0,10) LGM(0,11) LGM(0,12)
Deviance 186.841 155.369 114.160 114.097
g.l. 88 87 86 85
log-verosim. -190131.6 -190115.8 -190095.2 -190095.2
χ2 179.1533 151.6369 111.7697 111.825
Tabla 5.1: Medidas de bondad de ajuste para LGM(0, s) con diferentes grados




LGM(0,3) 1442.411 0 902.179
LGM(0,4) 95.962 0 810.177
LGM(0,5) 24.466 0 789.671
LGM(0,6) 133.919 0 659.712
LGM(0,7) 118.856 0 544.816
LGM(0,8) 141.873 0 406.904
LGM(0,9) 150.061 0 260.803
LGM(0,10) 51.215 0 213.548
LGM(0,11) 7.807 0.0052042 209.701




LGM(0,3) 4194.804 0 893.923
LGM(0,4) 79.8060 0 816.748
LGM(0,5) 13.238 0.0002744 806.141
LGM(0,6) 384.638 0 424.135
LGM(0,7) 84.412 0 342.354
LGM(0,8) 44.575 0 300.410
LGM(0,9) 92.520 0 210.522
LGM(0,10) 31.473 0 181.680
LGM(0,11) 41.208 0 143.103
LGM(0,12) 0.063 0.8019238 145.671
Tabla 5.2: Comparacio´n de los modelos LGM(0, s) con diferentes grados
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HOMBRES
coef std error t-value
const. -5.4383e00 7.4566e-02 -72.9324
edad -1.8744e00 1.1450e-01 -16.3694
edad2 3.1671e-01 2.6933e-02 11.7589
edad3 -2.4301e-02 2.7160e-03 -8.9473
edad4 1.0625e-03 1.4991e-04 7.0871
edad5 -2.8896e-05 5.0007e-06 -5.7784
edad6 5.0772e-07 1.0525e-07 4.8239
edad7 -5.7823e-09 1.4075e-09 -4.1081
edad8 4.1300e-11 1.1603e-11 3.5594
edad9 -1.6839e-13 5.3782e-14 -3.1310
edad10 2.9938e-16 1.0725e-16 2.7913
MUJERES
coef std error t-value
const. -5.3669e00 7.4199e-02 -72.3313
edad -1.9129e00 1.1578e-01 -16.5227
edad2 3.4664e-01 2.7820e-02 12.4598
edad3 -2.9620e-02 2.8311e-03 -10.4624
edad4 1.4456e-03 1.5621e-04 9.2544
edad5 -4.3602e-05 5.1783e-06 -8.4201
edad6 8.4205e-07 1.0792e-07 7.8023
edad7 -1.0445e-08 1.4260e-09 -7.3251
edad8 8.0587e-11 1.1601e-11 6.9468
edad9 -3.5214e-13 5.3023e-14 -6.6413
edad10 6.6616e-16 1.0423e-16 6.3910
Tabla 5.3: Coeficientes del modelo LGM(0, 11)




















































Figura 5.3: Comparacio´n Modelos LGM(0, s) para las mujeres
































































































































































































Figura 5.5: LGM(0, 11) para las mujeres
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HOMBRES
Null GM(0,2) GM(0,3) GM(0,4)
Deviance 102212 2144.978 960.442 793.612
g.l. 96 95 94 93
log-verosim. 218846.9 217774.4 218366.7 218450.1
χ2 13552.89 2348.766 1202.753
GM(0,5) GM(0,6) GM(0,7) GM(0,8)
Deviance 782.453 636.609 519.506 379.364
g.l. 92 91 90 89
log-verosim. 218455.7 218528.6 218587.1 218657.2
χ2 1058.717 685.1312 530.3593 380.6582
GM(0,9) GM(0,10) GM(0,11) GM(0,12)
Deviance 227.253 174.139 165.855 165.349
g.l. 88 87 86 85
log-verosim. 218733.3 218759.8 218764 218764.2
χ2 224.1449 176.5361 170.0661 169.2193
MUJERES
Null GM(0,2) GM(0,3) GM(0,4)
Deviance 172821.4 4481.879 1133.217 863.537
g.l. 96 95 94 93
log-verosim. 312737.5 310496.6 312170.9 312305.8
χ2 100664.9 2573.698 1151.411
GM(0,5) GM(0,6) GM(0,7) GM(0,8)
Deviance 862.634 409.179 324.468 283.970
g.l. 92 91 90 89
log-verosim. 312306.2 312532.9 312575.3 312595.6
χ2 1198.487 414.03 317.7293 276.3795
GM(0,9) GM(0,10) GM(0,11) GM(0,12)
Deviance 185.990 155.383 113.458 113.458
g.l. 88 87 86 85
log-verosim. 312644.5 312659.8 312680.8 312680.8
χ2 178.9773 152.1323 111.5396 111.5346
Tabla 5.4: Medidas de bondad de ajuste para GM(0, s) con diferentes grados. Distribucio´n
Poisson





GM(0,3) 1184.537 0 972.387
GM(0,4) 166.829 0 809.539
GM(0,5) 11.159 0.0008362 802.361
GM(0,6) 145.844 0 660.499
GM(0,7) 117.103 0 547.378
GM(0,8) 140.143 0 411.217
GM(0,9) 152.111 0 263.087
GM(0,10) 53.114 0 213.955
GM(0,11) 8.284 0.0039990 209.653




GM(0,3) 3348.662 0 1141.090
GM(0,4) 269.680 0 874.034
GM(0,5) 0.903 0.3420526 875.756
GM(0,6) 453.456 0 424.925
GM(0,7) 84.710 0 342.839
GM(0,8) 40.498 0 304.965
GM(0,9) 97.981 0 209.609
GM(0,10) 30.607 0 181.627
GM(0,11) 41.925 0 142.326
GM(0,12) 0.000 0.9920078 144.950
Tabla 5.5: Comparacio´n de los modelos GM(0, s) con diferentes grados. Distribucio´n Pois-
son
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como variable los expuestos al riesgo (Renshaw, Haberman y Hatzopoulos, 1997) y se
predice la fuerza de vitalidad, inversa de la fuerza de mortalidad, constituyen la segunda
parte de este apartado. Los resultados de los modelos Gamma esta´n medidos en te´rminos
de las predicciones de los expuestos al riesgo, mientras que los modelos Poisson lo esta´n
en funcio´n de las defunciones que es lo que realmente nos interesa. Por este motivo en la
Tabla 5.6 presentamos la funcio´n de verosimilitud Poisson y la Deviance evaluada en las
inversas de las predicciones del modelo Gamma, y la χ2 calculada para las defunciones,
a fin de poder comparar con los resultados anteriores. Estos modelos con los anteriores
Poisson, proporcionan peores resultados que los obtenidos con la familia Poisson en todas
las medidas de bondad de ajuste y para cada una de las funciones GM(0, s) consideradas.
5.4.2. Modelos no lineales generalizados
Consideramos ahora los modelos correspondientes a las funciones GM(r, 2) con r 6= 0
que poseen tanto parte polino´mica como parte exponencial, de forma que no es posible
transformarlas en una funcio´n lineal aplicando logaritmos como en los modelos anteriores.
El procedimiento para linealizar la parte exponencial con un ma´ximo de dos para´metros
(s = 2) y an˜adirle la parte polino´mica segu´n el me´todo iterativo se encuentra descrito en
la seccio´n 2.5.3, los resultados que se obtienen despue´s de su ajuste esta´n en la Tabla 5.7.
Observamos tambie´n en este caso segu´n la Tabla 5.7, donde hemos considerado funciones
del tipo GM(r, 2) hasta un ma´ximo de 12 para´metros, que todos los modelos dan peores
resultados que en el modelo Poisson.
5.4.3. Resultados
El mejor modelo de cuantos hemos ajustado en esta seccio´n es el GM(0, 11) obtenido
mediante modelos lineales generalizados utilizando la familia Poisson. Sus coeficientes para
ambos sexos, se muestran en la Tabla 5.8, siendo todos ellos significativos (t86(0,025) =
2, 2813). Las gra´ficas de las Figuras 5.6 a 5.9 recogen los resultados para ambos sexos de
todos los modelos obtenidos mediante Poisson. Las dos primeras se refieren al ajuste de
la fuerza de mortalidad, µx, y las dos u´ltimas corresponden al ajuste de qx obtenidas a
partir de aquella mediante la transformacio´n qx = 1 − exp(−µx+ 1
2
). En todas la gra´ficas
se ha utilizado escala logar´ıtmica. Tambie´n se observa para las edades extremas inferiores
una mayor distancia entre el modelo y las observaciones. El diagno´stico del modelo lo
hemos realizado tambie´n en este caso a partir de los gra´ficos de residuos, Figuras 5.10 y
5.11. Cada conjunto de gra´ficos muestra el comportamiento de los valores observados y de
los residuos frente a los valores ajustados. Tambie´n para este modelo podemos observar
en las gra´ficas Q-Q , sobre todo para el sexo masculino, que hay estimaciones en las que
se producen desviaciones relativas elevadas, con el consecuente alejamiento de la normal.
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HOMBRES
Null GM(0,2) GM(0,3) GM(0,4)
Deviance 102212 2311.178 1426.804 1423.071
g.l. 96 95 94 93
log-verosim. 218846.9 217691.3 218133.5 218135.4
χ2 10391.08 7198.958 7846.742
GM(0,5) GM(0,6) GM(0,7) GM(0,8)
Deviance 1547.641 1392.247 1156.787 731.034
g.l. 92 91 90 89
log-verosim. 218073.1 218150.8 218268.5 218481.4
χ2 6854.49 3499.793 1885.866 933.8152
GM(0,9) GM(0,10) GM(0,11) GM(0,12)
Deviance 323.0882 271.3671 279.2248 278.1222
g.l. 88 87 86 85
log-verosim. 218685.4 218711.2 218707.3 218707.8
χ2 381.4288 318.1182 331.7748 331.5815
MUJERES
Null GM(0,2) GM(0,3) GM(0,4)
Deviance 172821.4 11628.81 1694.593 1691.821
g.l. 96 95 94 93
log-verosim. 312737.5 306923.1 311890.2 311891.6
χ2 29977.59 7965.665 9101.772
GM(0,5) GM(0,6) GM(0,7) GM(0,8)
Deviance 2014.139 1080.164 1018.142 897.1084
g.l. 92 91 90 89
log-verosim. 311730.5 312197.5 312228.5 312289
χ2 8058.538 2837.938 1600.561 1048.8
GM(0,9) GM(0,10) GM(0,11) GM(0,12)
Deviance 408.2796 203.1785 173.3137 159.9273
g.l. 88 87 86 85
log-verosim. 312533.4 312635.9 312650.9 312657.6
χ2 438.6796 220.3409 188.9953 180.2086
Tabla 5.6: Medidas de bondad de ajuste para GM(0, s) con diferentes grados. Distribucio´n
Gamma
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HOMBRES
Null GM(1,2) GM(3,2) GM(4,2) GM(5,2)
Deviance 102212 862.7652 736.7106 605.2137 342.1944
g.l. 96 95 94 93 92
log-verosim. 218846.9 218415.5 21478.5 218544.3 218675.8
χ2 1378.717 1066.584 803.3898 347.6592
GM(6,2) GM(7,2) GM(8,2) GM(9,2) GM(10,2)
Deviance 311.1831 339.0331 330.6377 318.0727 274.3146
g.l. 91 90 89 88 87
log-verosim. 218691.3 218677.4 218681.6 218687.9 218709.7
χ2 280.7295 338.2825 324.1219 309.911 268.9084
MUJERES
Null GM(1,2) GM(3,2) GM(4,2) GM(5,2)
Deviance 172821.4 1129.709 736.711 611.269 603.067
g.l. 96 95 94 93 92
log-verosim. 312737.5 312172.7 310226.6 312431.9 312436
χ2 1782.388 1066.584 787.8738 771.4147
GM(6,2) GM(7,2) GM(8,2) GM(9,2) GM(10,2)
Deviance 352.417 337.966 270.229 262.898 215.508
g.l. 91 90 89 88 87
log-verosim. 312561.3 312568.6 312602.4 312606.1 312629.8
χ2 390.4903 362.174 274.3989 261.4965 206.5404
Tabla 5.7: Medidas de bondad de ajuste para GM(r, 2) con diferentes grados
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HOMBRES
coef std error t-value
const. -5.4388e00 7.43e-02 -73.105
edad -1.8739e00 1.1472e-01 -16.3344
edad2 3.1652e-01 2.6846e-02 11.7901
edad3 -2.4276e-02 2.6933e-03 -9.0133
edad4 1.0607e-03 1.4795e-04 7.1691
edad5 -2.8825e-05 4.9134e-06 -5.8666
edad6 5.0599e-07 1.0298e-07 4.9134
edad7 -5.7562e-09 1.3717e-09 -4.1964
edad8 4.1062e-11 1.1264e-11 3.6452
edad9 -1.6718 5.2021e-14 -3.2137
edad10 2.9677e-16 1.0337e-16 2.8709
MUJERES
coef std error t-value
const. -5.4388e00 7.43e-02 -73.105
edad -1.8739e00 1.1472e-01 -16.3344
edad2 3.1652e-01 2.6846e-02 11.7901
edad3 -2.4276e-02 2.6933e-03 -9.0133
edad4 1.0607e-03 1.4795e-04 7.1691
edad5 -2.8825e-05 4.9134e-06 -5.8666
edad6 5.0599e-07 1.0298e-07 4.9134
edad7 -5.7562e-09 1.3717e-09 -4.1964
edad8 4.1062e-11 1.1264e-11 3.6452
edad9 -1.6718 5.2021e-14 -3.2137
edad10 2.9677e-16 1.0337e-16 2.8709
Tabla 5.8: Coeficientes del modelo GM(0, 11). Distribucio´n Poisson


















































Figura 5.7: Comparacio´n Modelos GM(0, s) para las mujeres



















































Figura 5.9: Comparacio´n de los qx correspondientes a los Modelos GM(0, s) para mujeres







































































































































































































Figura 5.11: GM(0, 11) para las mujeres
104 Cap´ıtulo 5. Ajustes parame´tricos de tablas de mortalidad de la Comunidad
Valenciana
5.5. Modelo de Heligman y Pollard
Otra alternativa para la graduacio´n parame´trica de la mortalidad es la que presentan
las leyes de Heligman y Pollard, su descripcio´n la encontramos en la seccio´n 2.6. Entre los
distintos trabajos que aplican estas leyes podemos encontrar la tesis Rue (1992), trabajo
riguroso donde se ajustan las diferentes leyes a datos de Espan˜a y Catalun˜a, concluyendo
que la segunda es la que mejores resultados proporciona. Para estimar los coeficientes, dada
la heterocedasticidad de los datos, se recurre al criterio de mı´nimos cuadrados ponderados
96∑
x=0
ωx(q˙x − fα(x))2, donde fα(x)) denota la funcio´n correspondiente a las segunda leyes de
Heligman y Pollard. Para ponderar se toman valores que resultan inversamente proporcio-






que al ser estimadas por var(q˙x) =
q˙x(1− q˙x)
Ex
y puesto que (1−qx) es aproximadamente 1, dan lugar a los mı´nimos cuadrados siguientes,























La comparacio´n gra´fica de los ajustes obtenidos con los diferentes criterios de ponderacio´n
(Figuras 5.12 y 5.13) y los resultados de la Tabla 5.9 en la que se muestran el nu´mero de
desviaciones relativas mayores que 2 y 3 y el valor de la χ2 para la bondad del ajuste,
nos llevan a elegir el primer criterio como el que mejor resultados presenta para nuestros
datos.
Elegimos los coeficientes del primer criterio, pero dado que la matriz de correlaciones
correspondiente a estos ajustes resultaba ser singular no pod´ıamos analizar la signifi-
catividad de los coeficientes. Por ello, hemos recurrido a mı´nimos cuadrados no lineales
generalizados (generalized non-linear least squares, gnls). Los coeficientes correspondientes
al modelo Heligman-Pollard en el caso de los hombres no ha presentado mayor dificultad,
hemos partido del punto inicial proporcionado por el ajuste anterior y como estructura de
varianzas hemos utilizado una potencia de la variable de la ponderacio´n. Para las mujeres














































Figura 5.13: Comparacio´n Modelos Heligman y Pollard para las mujeres
106 Cap´ıtulo 5. Ajustes parame´tricos de tablas de mortalidad de la Comunidad
Valenciana
HOMBRES MUJERES
criterio 2 ≤ zx ≤ 3 zx > 3 χ2 2 ≤ zx ≤ 3 zx > 3 χ2
1 8 6 229.9192 9 8 218.7686
3 14 25 703.145 15 24 1267.317
4 17 8 336.4597 11 21 497.1236
Tabla 5.9: Comparacio´n de los resultados segu´n los diferentes criterios
s´ı se han presentado problemas porque la poblacio´n femenina espan˜ola, como ya sen˜alan
Felipe y Guille´n (1999), no presenta la sobremortalidad que la ley presupone. La sobre-
mortalidad que presentan las mujeres espan˜olas es mucho menor que la de los hombres
y se extiende a lo largo de muchos mas an˜os, debido a lo cual hemos decidido centrar la
joroba de los accidentes para que no tubiera efecto en 96 an˜os, es decir fijar el para´metro
F = 96, y estimar el resto de para´metros, adema´s de utilizar como estructura de varianza
la proporcionada por los propios valores ajustados (fitted(.)). Esta te´cnica de fijar valores
de unos para´metros y ajustar el resto viene sugerida por el trabajo de Congdon (1993).
Los valores resultantes para los para´metros de ambos sexos se recogen en la Tabla 5.10.
5.6. Comparacio´n de los diferentes me´todos
Para contrastar si los ajustes obtenidos son una razonable representacio´n del compor-
tamiento de la mortalidad que estamos estudiando, hemos aplicado los tests descritos en
Forfar, McCutcheon y Wilkie (1988), que tambie´n aplican en su trabajo Navarro (1991) y
Navarro et al. (1995) y que hemos descrito en la seccio´n 2.7. Los test no parame´tricos para
los modelos de µx han sido aplicados sobre los correspondientes valores, qx, calculados a
partir del mejor modelo para las µx a trave´s de la relacio´n
qx = 1− exp(−µx+ 1
2
).
En algunos casos hemos necesitado agrupar las edades hasta tener un nu´mero de muertes
esperadas superior a 5 con la consecuente disminucio´n del nu´mero de grados de libertad.
La agrupacio´n ha sido necesaria en el ajuste de las funciones LGM(0, 11) y GM(0, 11) en
los valores ajustados correspondientes a las edades de 4 a 9 an˜os para los hombres y a las
edades de 4 a 7 an˜os para las mujeres, mientras que en los ajustes de la ley de Heligman
y Pollard solo ha sido necesaria en los hombres para las mismas edades.
Hemos obtenido tambie´n los valores del error porcentual absoluto medio (EPAM) y R2
que utilizan Felipe y Guille´n (1999) en su trabajo. El valor de R2 se ha obtenido como 1
menos la proporcio´n de varianza que queda sin explicar, pues si lo calculamos directamente
como porcentaje de varianza explicada en algunos casos superaba la unidad, esto puede
ocurrir cuando los modelos no son lineales.
De los tests, cuyos resultados se presentan en la Tabla 5.11, podemos deducir que
los modelos Heligman y Pollard ajustan mal, proporcionando bastantes desviaciones su-
periores a 2. En el caso de los modelos lineales generalizados el numero de desviaciones
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HOMBRES
coef std error t-value p-value
A 0.00054 0.00035 1.5670 0.1207
B 0.12921 0.21037 0.6142 0.5407
C 0.16301 0.09059 1.7993 0.0754
D 0.00138 0.00065 2.1289 0.0361
E 0.74764 0.44753 1.6706 0.0984
F 63.03293 37.14621 1.6969 0.0933
G 0.00002 0 3.4307 0.0009
H 1.11313 0.00425 262.0285 < ,0001
K 0.91755 0.26233 3.4977 0.0007
MUJERES
coef std error t-value p-value
A 0.000335 0.0000746 4.4886 <0.0001
B 0 0.0000030 0.1073 0.9148
C 0.027444 0.0153661 1.7860 0.0775
D 0.002757 0.0003135 8.7939 <0.0001
E 1.140099 0.1308293 8.7144 <0.0001
F 96 — — —
G 0.000001 0.0000001 4.5996 <.0001
H 1.159430 0.0031811 364.4753 <.0001
K 1.108379 0.0822712 13.4723 <.0001
Tabla 5.10: Coeficientes de los modelos Heligman y Pollard
LGM(0,11) para qx GM(0,11) para µx H-P
Hombres Mujeres Hombres Mujeres Hombres Mujeres
Desv. > 2 8 4 8 3 6 10
relativas > 3 3 0 3 0 6 2
Test pos.(neg.) 46 (48) 53 (42) 46 (48) 53 (42) 50 (44) 47 (50)
de signos p-value 0.4589 0.8909 0.4589 0.8909 0.7647 0.4196
Test rachas 44 50 44 50 41 35
de rachas p-value 0.4319 0.5372 0.4319 0.5372 0.3839 0.2731
Test K-S 0.0426 0.0316 0.0433 0.0316 0.0532 0.0825
de K-S p-value 1 1 1 1 0.9994 0.8987
Test χ2 164.18 101.07 164.32 102.44 224.31 165.56
χ2 g.l. 83 84 83 84 85 88
p-value 2.80e-07 0.0989 2.69e-07 0.0836 1.66e-04 1.11e-06
R2 0.9972 0.9991 0.9972 0.9991 0.9967 0.9981
EPAM 16.35 16.44 16.34 16.44 15.13 21.17
Tabla 5.11: Resultados de los contrastes no parame´tricos sobre los modelos parame´tricos
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superiores a 2 es bastante menor, aunque la χ2 continua resultando significativa para los
hombres. Para las mujeres el valor de χ2 es aceptable y nos conduce a aceptar las funciones
LGM(0, 11) y GM(0, 11). El resto de contrastes son positivos en ambos casos aunque me-
jores para LGM(0, 11), por lo que pensamos que podemos aceptar los modelos LGM(0, 11)
como buenos. Los tests correspondientes a las autocorrelaciones de las desviaciones relati-
vas pueden observarse en las Figuras 5.14 a 5.19. Muestran pequen˜as correlaciones aisladas
en todos los casos. Aunque para el modelo H-P de las mujeres muestran adema´s un pa-
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Figura 5.15: Autocorrelaciones del modelo LGM(0, 11) para las mujeres
En resumen, de nuestros resultados deducimos que el modelo LGM(0, 11) proporciona
ajustes razonablemente buenos para ambos sexos sin necesidad de recurrir a una divisio´n
en tramos de edad. Navarro et al. (1995) consiguen mejores ajustes, pero fraccionando
el rango de edades, lo que conlleva una disminucio´n de los grados de libertad de las
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Figura 5.17: Autocorrelaciones de las qx correspondientes al modelo GM(0, 11) para las
mujeres
110 Cap´ıtulo 5. Ajustes parame´tricos de tablas de mortalidad de la Comunidad
Valenciana
correspondientes χ2. Adema´s, debido a las restricciones impuestas a las funciones en los
puntos de empalme, se producen irregularidades (picos) en dichos puntos. Respecto a los
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Figura 5.19: Autocorrelaciones del modelo H-P para las mujeres
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6.1. Introduccio´n
Los me´todos no parame´tricos para la graduacio´n de los datos de mortalidad constituyen
una buena alternativa a los me´todos parame´tricos cuando no se tiene informacio´n sobre
la funcio´n adecuada. Adema´s, son un necesario complemento para e´stos, cuando los datos
presentan formas muy irregulares, susceptibles de ser suavizadas previamente al ajuste de
la funcio´n.
En la seccio´n 2 analizamos los me´todos kernel, en la tercera seccio´n aplicamos la
graduacio´n mediante splines, la cuarta se ocupa de la graduacio´n local polinomial y la
quinta de los modelos aditivos generalizados (GAM) todos ellos aplicados a los mismos
datos que en el anterior cap´ıtulo. Posteriormente comparamos los resultados de todos estos
me´todos.
6.2. Gaduacio´n mediante kernel
Consideramos los estimadores kernel descritos en la seccio´n 3.2, que aplicaremos pri-
mero sobre las probabilidades brutas y despue´s sobre sus transformaciones logaritmo, logit
y complementario log-log. Una primera comparacio´n de los resultados la llevamos a cabo
gra´ficamente, analizando despue´s para cada una de estas transformaciones el comporta-
miento de sus residuos, ri, de la ecuacio´n (3.6) correspondientes a diferentes bandwidth.
Posteriormente los comparamos mediante los tests no parame´tricos descritos al final de
Cap´ıtulo 2 con el fin de estudiar la incidencia de la eleccio´n del bandwidth sobre el com-
portamiento de los valores ajustados. Por u´ltimo, planteamos tambie´n la posibilidad de
calcular el valor de bandwidth mediante validacio´n cruzada.
Comenzamos nuestro trabajo en esta seccio´n graduando las probabilidades de muerte,
qx, segu´n los estimadores descritos en la seccio´n 3.2.2, el estimador Nayadara-Watson y el
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Copas-Haberman, con diferentes elecciones del bandwidth. Las Figuras 6.1 y 6.2 muestran






















































































Figura 6.2: Comparacio´n estimacio´n kernel para las mujeres
Los resultados para ambos sexos se recogen en la Tabla 6.1 donde se presentan las
principales medidas de bondad de ajuste. Para la validacio´n de las hipo´tesis de los residuos
mostramos las gra´ficas de los residuos de los ajustes frente a los valores estimados, Figuras
6.3 a 6.6, gra´ficas de las que se deduce existencia de heterocedasticidad, lo que nos lleva a
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HOMBRES
Nayadara-Watson b=2 b=3 b=4 b=5
Deviance 77.90238 160.0798 228.3591 287.7463
log-verosim. -169391.1 -169432.2 -169466.3 -169496
χ2 73.05089 156.7288 235.9519 313.3537
Copas-Haberman b=2 b=3 b=4 b=5
Deviance 79.18682 164.5619 240.7729 315.5821
log-verosim. -169391.7 -169434.4 -169472.5 -169509.9
χ2 74.05068 160.5707 247.4864 340.3919
MUJERES
Nayadara-Watson b=2 b=3 b=4 b=5
Deviance 84.23872 158.8281 222.7136 290.6831
log-verosim. -190080.3 -190117.6 -190149.5 -190183.5
χ2 76.52356 154.7207 231.8736 318.9326
Copas-Haberman b=2 b=3 b=4 b=5
Deviance 87.24015 170.5856 254.5687 359.5939
log-verosim. -1900081.8 -190123.5 -190165.4 -190218
χ2 79.18068 165.746 262.8249 387.6561
Tabla 6.1: Medidas de bondad de ajuste para suavizacio´n kernel sobre las probabilidades
brutas
proponer las transformaciones ya citadas sobre las probabilidades brutas.
De acuerdo a los resultados de la Tabla 6.1 ajusta mejor el estimador Nayadara-Watson
que Copas-Haberman para ambos sexos. Estimador que hemos analizado con diferentes
valores del bandwidth, a los que hemos aplicado los test no parame´tricos para que nos
ayuden en la dif´ıcil tarea de eleccio´n del valor de b. En la Tabla 6.2 puede apreciarse que
el nu´mero de desviaciones relativas mayores de 2 y 3 aumentan conforme aumentamos el
suavizado y tambie´n lo hace la χ2. Por otra parte, el test de signos no se supera para
los bandwidth altos. El valor b = 3 parece una buena eleccio´n para ambos sexos, siendo
tambie´n recomendable b = 4 para el caso de las mujeres. Hay que resaltar tambie´n que este
suavizado deja una ondulacio´n en la edades muy pro´ximas a cero dif´ıcil de explicar. Hemos
analizado tambie´n el comportamiento de las desviaciones y las desviaciones relativas para
cada uno de los bandwidth. Lo mostramos en las Figuras 6.7 y 6.8 para el bandwidth
elegido b = 3. Posteriormente realizaremos la eleccio´n del bandwidth mediante validacio´n
cruzada con el fin de compararla con la anterior y discutirla.
Puesto que la hipo´tesis de homocedasticidad no se cumple, aplicaremos ahora la suavi-
zacio´n mediante el me´todo de Nayadara-Watson a las probabilidades brutas transformadas.
Las correspondientes medidas de bondad de ajuste se muestran en la Tabla 6.3 y son en
general peores que los obtenidos con los valores brutos de los qx sin transformar, resultando
un poco mejores para la transformacio´n logit. Pero estas transformaciones se han realizado
con el fin de eliminar la heterocedasticidad, veamos si esto es as´ı representando los residuos
frente a las estimaciones de los valores transformados en las Figuras 6.9 y 6.10. Como los



























































































































































































Figura 6.4: Residuos frente a estimacio´n Copas-Haberman para los hombres



























































































































































































Figura 6.6: Residuos frente a estimacio´n Copas-Haberman para las mujeres
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HOMBRES
b=2 b=3 b=4 b=5
Desv. ≥ 2 0 0 2 6
relativas > 3 2 3 3 3
Test pos. (neg.) 49 (48) 45 (52) 40 (57) 39 (58)
de signos p-value 0.58 0.27 0.052 0.033
Test rachas 66 56 48 46
de rachas p-value 0.75 0.61 0.5 0.47
Test K-S 0.031 0.041 0.041 0.051
de K-S p-value 1 1 1 0.999
χ2 73.05 156.73 235.95 313.35
R2 0.99 0.98 0.96 0.95
EPAM 8.57 13.34 16.86 19.66
MUJERES
b=2 b=3 b=4 b=5
Desv. mayores de 2 0 3 3 7
relativas mayores de 3 2 2 4 4
Test pos. (neg.) 48 (49) 44 (53) 42 (55) 36 (61)
de signos p-value 0.50 0.208 0.111 0.007
Test rachas 70 66 60 40
de rachas p-value 0.80 0.76 0.68 0.38
Test K-S 0.031 0.041 0.041 0.041
de K-S p-value 1 1 1 1
χ2 76.52 154.72 231.87 318.93
R2 0.99 0.97 0.96 0.95
EPAM 11.80 16.16 18.69 21.06
Tabla 6.2: Contrastes no parame´tricos para el estimador Nayadara-Watson sobre las pro-
babilidades brutas















































































































Figura 6.8: Nayadara-Watson con b = 3 para las mujeres
118 Cap´ıtulo 6. Ajustes no parame´tricos de tablas de mortalidad de la Comunidad
Valenciana
HOMBRES
log(qx) b=2 b=3 b=4 b=5
Deviance 100.4441 240.6098 362.3080 457.6372
log-verosim. -169402.3 -169472.4 -169533.3 -169580.9
χ2 118.4661 343.0014 610.4596 879.7216
logit(qx) b=2 b=3 b=4 b=5
Deviance 100.2475 240.2169 361.7316 456.8064
log-verosim. -169402.2 -169472.2 -169472.2 -169533
χ2 118.1821 342.256 609.2218 877.9678
clog(qx) b=2 b=3 b=4 b=5
Deviance 100.3425 240.4077 361.9959 457.1701
log-verosim. -169402.3 -169472.3 -169472.3 -169533.1
χ2 118.3204 342.6216 609.8023 878.7643
MUJERES
log(qx) b=2 b=3 b=4 b=5
Deviance 113.4832 238.3679 334.6651 417.6035
log-verosim. -190094.9 -190157.3 -190205.5 -190247
χ2 136.5452 340.5108 548.2968 762.4333
logit(qx) b=2 b=3 b=4 b=5
Deviance 113.1109 237.378 332.5785 413.4449
log-verosim. -190094.7 -190156.9 -190156.9 -190204.5
χ2 136.0494 339.1464 545.5995 757.4457
clog(qx) b=2 b=3 b=4 b=5
Deviance 113.2812 237.8081 333.4597 415.1706
log-verosim. -190094.8 -190157.1 -190157.1 -190204.9
χ2 136.2812 339.7663 546.79 759.569
Tabla 6.3: Medidas de bondad de ajuste para kernel sobre las transformadas de las pro-
babilidades brutas
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gra´ficos son similares para las diferentes transformaciones, so´lo mostramos la logar´ıtmica
























































































































































































































Figura 6.10: Residuos frente a estimacio´n del logit(qx) para las mujeres
que parece que se invierte la relacio´n de la varianza con las estimaciones, se observa que
los residuos se estabilizan a medida que aumenta la estimacio´n, obtenie´ndose desviaciones
bastante elevadas en las estimaciones para edades tempranas. Tomaremos pues en la com-
paracio´n final con los diferentes ajustes no parame´tricos, el kernel sobre la transformacio´n








Tabla 6.4: Medidas de bondad de ajuste para kernel sobre las transformadas logit de las
probabilidades brutas para el bandwidth obtenido mediante validacio´n cruzada
logit. Hemos realizado el suavizado con los diferentes valores del bandwidth, resultando
recomendable el suavizado con b = 5 que supera todos los test no parame´tricos para ambos
sexos. En la Tabla 6.3 hay que tener en cuenta que el elevado valor de χ2 para los hombres
y las mujeres se debe a la desviaciones relativas en cero, 27.82 y 25.82, respectivamente,
ambas incluidas en el valor de la tabla. De no considerar estas desviaciones, resultar´ıan
valores de χ2 = 103,8895 y χ2 = 90,81021, respectivamente, ambos muy razonables pa-
ra el ajuste. Adema´s esta eleccio´n nos proporciona valores de edades cercanas a cero sin
oscilaciones.
Finalmente hemos calculado el valor del bandwidth por validacio´n cruzada para las
transformaciones logit, sin tener en cuenta la edad cero pues si la considera´bamos nos
proporcionaba un valor muy bajo de b que apenas produc´ıa suavizado. En la Tabla (6.4)
se recogen los resultados. De acuerdo con ellos la validacio´n cruzada proporciona un valor
cercano al que hab´ıamos seleccionado con los test no parame´tricos, lo que reafirma aquella
eleccio´n.
Finalmente seleccionamos el modelo kernel con bandwidth elegido segu´n validacio´n
cruzada para comparar con el resto de ajustes no parame´tricos en la u´ltima seccio´n.
6.3. Graduacio´n mediante splines
En la seccio´n 3.3 introdujimos el criterio de Whittaker-Henderson que conduc´ıa a los
splines cu´bicos como mejor solucio´n de equilibrio entre la bondad de ajuste y la suavi-
dad. Para el ajuste utilizamos la funcio´n smooth.spline del S-plus, en la que podemos ir
variando el nu´mero de grados de libertad, que se interpretan como el nu´mero aproximado
de para´metros que corresponder´ıan al modelo. Hemos utilizado validacio´n cruzada para
la eleccio´n de la cantidad de suavizado aplicada a diferentes transformaciones de las pro-
babilidades brutas. Se observa que en la edad cero el sesgo aumenta mucho a medida que
aumentamos el suavizado, de forma que el valor o´ptimo se alcanza para un valor que pro-
porciona un ajuste con muchas fluctuaciones. Por esta razo´n que hemos aplicado tambie´n
el ca´lculo del smoothing dejando fuera la observacio´n en cero, la comparacio´n podemos
observarla en la Figuras 6.11 y 6.12, en las que observamos que el suavizado resultante sin
tener en cuenta el cero proporciona una gra´fica razonablemente suave. Los residuos resul-
tantes de los ajustes frente a las estimaciones se presentan a continuacio´n en las Figuras
6.3 Graduacio´n mediante splines 121










































Figura 6.11: Smoothing mediante splines para los hombres










































Figura 6.12: Smoothing mediante splines para las mujeres
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Figura 6.14: Residuos frente a estimacio´n de las transformaciones de qx para las mujeres
puede observarse en las gra´ficas, es muy parecido para las diferentes transformaciones,
entre las cuales elegiremos de acuerdo con las medidas de bondad del ajuste que tenemos
en la Tabla 6.5. Aunque las diferencias son mı´nimas, la transformacio´n logar´ıtmica es la
que mejores resultados de bondad de ajuste presenta. Hemos analizado las desviaciones
y las desviaciones relativas, Figuras 6.15 y 6.16. Tambie´n hemos realizado los test no
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HOMBRES
con el cero qx log(qx) logit(qx) clog(qx)
Deviance NA 41.1925 41.125 41.16039
log-verosim. NA -169372.7 -169372.7 -169372.7
χ2 NA 41.65626 41.58871 41.6241
Df 57.67209 52.53577 52.59802 52.56444
sin el cero qx log(qx) logit(qx) clog(qx)
Deviance 40.07903 116.9773 117.1566 117.0651
log-verosim. -169372.2 -169410.6 -169410.7 -169410.7
χ2 39.53347 119.8757 120.0578 119.9645
Df 56.7864 17.78958 17.76874 17.77948
MUJERES
con el cero qx log(qx) logit(qx) clog(qx)
Deviance 235.7353 160.4945 160.7995 160.6622
log-verosim. -190156 -190118 -190118.6 -190118.5
χ2 391.5805 186 186.2121 186.1318
Df 22.80457 24.98834 24.98567 24.98643
sin el cero qx log(qx) logit(qx) clog(qx)
Deviance 69.75433 88.70336 89.68427 89.15601
log-verosim. -190074.5 -190082.6 -190083.1 -190082.8
χ2 69.75433 88.70336 89.68427 89.15601
Df 22.53969 15.92764 15.91088 15.916
Tabla 6.5: Medidas de bondad de ajuste para el ajuste mediante splines sobre las trans-
formadas de las probabilidades brutas




































































































Figura 6.16: Transformacio´n log para las mujeres
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parame´tricos cuyos resultados se presentaran ma´s adelante con el fin de comparar todos
los ajustes no parame´tricos. Este me´todo tiene una ventaja frente al kernel porque nos
permite obtener predicciones para valores elevados de la edad, prolongando la funcio´n
spline en el u´ltimo tramo. Esto se consigue en el S-plus a partir del comando predict.
6.4. Graduacio´n polinomial local
Una alternativa prometedora segu´n Verrall (1996) es la regresio´n local ponderada. He-
mos descrito este me´todo en la seccio´n 3.4 y como all´ı dec´ıamos se encuentra implementado
en S-plus con el comando loess. Las posibilidades de este suavizado son varias al permitir
actuar sobre su para´metro span, que representa la proporcio´n del nu´mero de elementos
de la vecindad frente al nu´mero total de puntos, y sobre el grado del polinomio local uti-
lizado, que puede ser lineal o cuadra´tico. En primer lugar vamos a probar las distintas
posibilidades y despue´s utilizaremos validacio´n cruzada para elegir los para´metros.
Comenzamos nuestro trabajo en esta seccio´n graduando las probabilidades de muerte,
qx, segu´n diferentes elecciones del span, cuya comparacio´n gra´fica muestran las Figuras
6.17 y 6.18.
Los resultados para ambos sexos se recogen en la Tabla 6.6 donde presentamos sus prin-
cipales medidas de bondad de ajuste. Se observa que es dif´ıcil la eleccio´n de los para´metros
puesto que a medida que aumenta el suavizado mejora el ajuste, pero sin embargo se obser-
va gra´ficamente que los valores pequen˜os del span proporcionan funciones con oscilaciones
en edades bajas.
Adema´s, como en el ajuste anterior, las gra´ficas de los residuos de los ajustes frente
a los valores estimados muestran existencia de heterocedasticidad, por lo que se hacen
necesarias las transformaciones sobre las probabilidades brutas. En las Tablas 6.7 y 6.8
mostramos la comparacio´n de los estimadores loess realizados sobre las probabilidades bru-
tas transformadas de hombres y mujeres, respectivamente. Segu´n las Tablas 6.7 y 6.8 los
resultados en cuanto a las medidas de bondad de ajuste empeoran respecto a los obtenidos
con los valores de qx sin transformar, resultando un poco mejor la transformacio´n logit. No
obstante, estas transformaciones se han realizado con el fin de eliminar la heterocedastici-
dad, hecho que puede observarse representando los residuos frente a las estimaciones de los
valores transformados segu´n el logit (Figuras 6.19 y 6.20). Los resultados muestran que
la situacio´n ha mejorado, se aprecia que los residuos se estabilizan a medida que aumenta
la estimacio´n, aunque se observan desviaciones bastante elevadas en las estimaciones para
edades tempranas.
Tambie´n se observa gra´ficamente en las Figuras 6.21 y 6.22 una notable mejor´ıa res-
pecto a la suavidad del ajuste resultante que ahora no muestra los picos que se observaban
al ajustar las probabilidades brutas. Para la comparacio´n final con los diferentes ajustes
no parame´tricos la regresio´n polinomial local la realizaremos sobre la transformacio´n logit.
Elegimos el valor de sus para´metros, grado y span, por validacio´n cruzada sin tener en
cuenta el cero por las razones anteriormente expuestas. En las Figuras 6.23 y 6.24 puede
observarse la comparacio´n entre los resultados de la regresio´n polinomial local lineal y
cuadra´tica. La solucio´n cuadra´tica en los hombres forma una curva en las edades cercanas























































































Figura 6.18: Comparacio´n de la regresio´n local polinomial para las mujeres
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HOMBRES
Lineal span=0.05 span=0.1 span=0.15 span=0.2
Deviance 93.14998 283.3013 432.7743 575.9492
log-verosim. -169398.7 -169493.8 -169568.5 -169640.1
χ2 83.02004 248.4826 416.9678 604.1553
Df 36.8 18.2 11 8.7
Cuadra´tico span=0.08 span=0.1 span=0.15 span=0.2
Deviance 77.62113 NA NA 425.5066
log-verosim. -169390.9 NA NA -169564.9
χ2 69.51507 NA NA 3299.606
Df 47.9 35.2 20.2 15.5
MUJERES
Lineal span=0.05 span=0.1 span=0.15 span=0.2
Deviance 100.8607 254.9217 480.9268 785.1758
log-verosim. -190088.6 -190165.6 -190278.6 -190430.8
χ2 85.64981 225.2538 469.2766 802.7191
Df 36.8 18.2 11 8.7
Cuadra´tico span=0.08 span=0.1 span=0.15 span=0.2
Deviance 95.40759 NA NA 343.3059
log-verosim. -190085.9 NA NA -190209.8
χ2 82.13673 NA NA 969.7938
Df 47.9 35.2 20.2 15.5
Tabla 6.6: Medidas de bondad de ajuste para loess sobre las probabilidades brutas




log(qx) span=0.05 span=0.1 span=0.15 span=0.2
Deviance 56.62978 301.8783 473.7375 595.4351
log-verosim. -169380.4 -169503.1 -169589 -169649.8
χ2 56.65942 418.8795 840.0031 1273.735
Df 36.8 18.2 11 8.7
logit(qx) span=0.05 span=0.1 span=0.15 span=0.2
Deviance 56.64018 301.7796 472.7916 593.6001
log-verosim. -169380.4 -169503 -169588.5 -169648.9
χ2 56.67367 418.3344 838.1498 1270.643
Df 36.8 18.2 11 8.7
clog(qx) span=0.05 span=0.1 span=0.15 span=0.2
Deviance 56.62826 301.8193 473.1494 594.1681
log-verosim. -169425.5 -169503 -169588.7 -169649.2
χ2 56.66477 418.5967 838.9591 1271.836
Df 36.8 18.2 11 8.7
Cuadra´tico
log(qx) span=0.08 span=0.1 span=0.15 span=0.2
Deviance 46.1665 80.20533 243.12 319.2327
log-verosim. -169375.2 -169392.2 -169473.7 -169511.7
χ2 46.57409 81.73283 301.0464 441.6318
Df 47.9 35.2 20.2 15.5
logit(qx) span=0.08 span=0.1 span=0.15 span=0.2
Deviance 46.17714 80.20717 243.0492 318.9744
log-verosim. -169375.2 -169392.2 -169473.6 -169511.6
χ2 46.58416 81.72405 300.7145 440.993
Df 47.9 35.2 20.2 15.5
clog(qx) span=0.08 span=0.1 span=0.15 span=0.2
Deviance 46.17089 80.20361 243.0852 319.1001
log-verosim. -169419.5 -169392.2 -169473.7 -169511.7
χ2 46.57819 81.72579 300.8809 441.3089
Df 47.9 35.2 20.2 15.5
Tabla 6.7: Medidas de bondad de ajuste para loess sobre las transformadas de las proba-
bilidades brutas correspondientes a los hombres
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MUJERES
Lineal
log(qx) span=0.05 span=0.1 span=0.15 span=0.2
Deviance 69.22913 214.0445 408.0304 560.6064
log-verosim. -190072.8 -190145.2 -190242.2 -190318.5
χ2 70.92847 266.328 701.9709 1200.237
Df 36.8 18.2 11 8.7
logit(qx) span=0.05 span=0.1 span=0.15 span=0.2
Deviance 69.41955 214.5479 404.4701 546.0535
log-verosim. -190072.9 -190145.4 -190240.4 -190311.2
χ2 71.0986 266.6114 697.5935 1184.238
Df 36.8 18.2 11 8.7
clog(qx) span=0.05 span=0.1 span=0.15 span=0.2
Deviance 69.32244 214.2047 405.2559 550.0049
log-verosim. -190244.7 -190145.3 -190240.8 -190313.2
χ2 71.01146 266.3776 698.7801 1188.879
Df 36.8 18.2 11 8.7
Cuadra´tico
log(qx) span=0.08 span=0.1 span=0.15 span=0.2
Deviance 66.41704 106.2099 152.4717 249.9436
log-verosim. -190071.4 -190091.3 -190114.4 -190163.1
χ2 69.04315 112.8767 169.6698 328.7343
Df 47.9 35.2 20.2 15.5
logit(qx) span=0.08 span=0.1 span=0.15 span=0.2
Deviance 66.6862 106.2823 152.7888 250.0574
log-verosim. -190071.5 -190091.3 -190114.6 -190163.2
χ2 69.29907 112.8974 169.9057 328.6001
Df 47.9 35.2 20.2 15.5
clog(qx) span=0.08 span=0.1 span=0.15 span=0.2
Deviance 66.55736 106.2476 152.6213 249.9395
log-verosim. -190242.3 -190091.3 -190114.5 -190163.1
χ2 69.1768 112.8885 169.7786 328.606
Df 47.9 35.2 20.2 15.5
Tabla 6.8: Medidas de bondad de ajuste para loess sobre las transformadas de las proba-
bilidades brutas correspondientes a las mujeres













































































































































































Figura 6.20: Residuos frente a estimacio´n del logit(qx) para las mujeres























































































Figura 6.22: Comparacio´n regresio´n polinomica local sobre la transformacio´n logit para
las mujeres
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a cero dif´ıcil de explicar, por ello decidimos elegir la lineal. Sin embargo en las mujeres
aparece como mucho mejor la cuadra´tica por su suavidad y menor nu´mero de para´metros.





















































































Figura 6.24: Comparacio´n loess lineal y cuadra´tica con span elegido por validacio´n cruzada
para las mujeres
Para comparar con el resto de ajustes hemos realizado tambie´n los correspondientes
tests no parame´tricos.
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HOMBRES MUJERES
Lineal Cuadra´tico Lineal Cuadra´tico
span 0.10 0.12 0.10 0.26
Deviance 108.4945 87.83237 73.38883 100.3294
log-verosim. -169406.4 -169396 -190074.9 -190088.3
χ2 110.7888 88.36024 72.86834 99.40046
Df 18 27.2 18 11.9
Tabla 6.9: Bandwidth y medidas de bondad de ajuste para loess sobre las transformadas
logit de las probabilidades brutas
6.5. Modelos aditivos generalizados
Vamos a reformular dos de los me´todos de graduacio´n no parame´tricos, splines y re-
gresio´n local polinomial como modelos aditivos generalizados (GAM). Los GAM mejoran
la formulacio´n que ya ten´ıan en la teor´ıa actuarial estos dos me´todos no parame´tricos
utilizando la misma estructura que los GLM y ajustando a la transformacio´n de las pro-
babilidades brutas (link) un predictor cuyas variables son los splines o loess de las variables
explicativas, en nuestro caso la edad. Estos modelos aportan una mejora respecto a las
otras te´cnicas no parame´tricas porque permiten utilizar la distribucio´n exacta binomial.
6.5.1. GAM con splines
En nuestro trabajo hemos comenzado utilizado modelos aditivos generalizados reali-
zando ajustes para funciones splines con grados de libertad desde 10 hasta 24. Las Tablas
6.10 y 6.11 recogen los resultados de estos ajustes para hombres y mujeres y para un
rango de edades de 1 a 96 an˜os, pues como en los otros contrastes no parame´tricos el cero
influ´ıa excesivamente. En las Tablas 6.10 y 6.11 el modelo NULL consiste en ajustar una
constante a los logit(qx) y la log-verosimilitud que aparece en su misma columna es la
correspondiente a las probabilidades brutas o modelo saturado. Como era de esperar, se
observa una mejora paulatina de la bondad del ajuste a medida que aumenta el nu´mero de
para´metros, es decir con menos suavizado. Pero necesitamos contrastar si la disminucio´n
de la Deviance es significativa y si el estad´ıstico Cp indica una mejora del ajuste en rela-
cio´n al incremento de complejidad del modelo como en el cap´ıtulo anterior hac´ıamos con
los modelos lineales generalizados. El resultado de ambos contrastes se recoge en la Tabla
6.12, en la que la Deviance representa ahora la disminucio´n de la Deviance de un modelo
respecto del inmediato anterior, puesto que se trata de comparar modelos. No se deduce
de la Tabla un modelo adecuado que sirva simulta´neamente para ambos sexos teniendo
en cuenta el incremento significativo de la χ2 y el valor de Cp. Por lo que hemos realizado
contrastes no parame´tricos para grados de 16 a 21, en el caso de las mujeres tomar´ıamos
el modelo con df = 19 pues no mejoraban los resultados despue´s de este valor segu´n se
muestra en la Tabla 6.14. En el caso de los hombres ten´ıamos una situacio´n similar a
partir de df = 21 lo que puede observarse en la Tabla 6.13. No ha sido necesario agrupar
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HOMBRES Null df=10 df=11 df=12
Deviance 102104.3 190.8475 184.2989 177.2764
g.l. 95 85.05043 84.04519 83.03993
log-verosim. -169352.1 -169447.5 -169444.3 -169440.8
χ2 198.7128 191.8373 184.0873
df=13 df=14 df=15 df=16
Deviance 169.9128 162.1247 154.4828 146.8157
g.l. 82.04274 81.02351 80.03405 79.02981
log-verosim. -169437.1 -169433.2 -169429.4 -169425.5
χ2 175.7408 166.8283 158.0983 149.4128
df=17 df=18 df=19 df=20
Deviance 139.2888 132.2492 125.7667 119.5375
g.l. 78.01231 77.01376 76.00902 75.00502
log-verosim. -169421.8 -169418.2 -169415 -169411.9
χ2 140.9874 133.2119 125.6355 118.9816
df=21 df=22 df=23 df=24
Deviance 113.8336 108.5536 103.6553 99.1255
g.l. 74.01156 73.01474 72.01108 71.00440
log-verosim. -169409 -169406.4 -169403.9 -169401.7
χ2 112.9597 107.4447 102.378 97.73242
Tabla 6.10: Medidas de bondad de ajuste para los modelos GAM con splines para hombres
MUJERES Null df=10 df=11 df=12
Deviance 172750.6 116.3650 111.9010 107.5807
g.l. 95 85.05043 84.04519 83.03993
log-verosim. -190038.2 -190096.3 -190094.1 -190092
χ2 113.3006 108.3498 103.6425
df=13 df=14 df=15 df=16
Deviance 103.3710 99.3890 95.5273 91.8164
g.l. 82.04274 81.02351 80.03405 79.02981
log-verosim. -190089.8 -190087.9 -190085.9 -190084.1
χ2 99.11696 94.88754 90.83509 86.99044
df=17 df=18 df=19 df=20
Deviance 88.3967 85.2008 82.2687 79.6000
g.l. 78.01231 77.01376 76.00902 75.00502
log-verosim. -190082.4 -190080.8 -190079.3 -190078
χ2 83.4943 80.27152 77.35625 74.74101
df=21 df=22 df=23 df=24
Deviance 77.2114 74.9974 73.0595 71.3439
g.l. 74.01156 73.01474 72.01108 71.00440
log-verosim. -190076.8 -190075.7 -190074.7 -190073.8
χ2 72.43442 70.32838 68.5125 66.92777
Tabla 6.11: Medidas de bondad de ajuste para los modelos GAM con splines para mujeres
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HOMBRES Deviance p-value Cp
df=10 220.9901
df=11 6.548663 0.01058940 217.2087
df=12 7.022484 0.00812207 212.9536
df=13 7.363618 0.00662331 208.3351
df=14 7.788055 0.00543903 203.3528
df=15 7.641898 0.00559812 198.4348
df=16 7.667124 0.00566549 193.5322
df=17 7.526931 0.00626556 188.8062
df=18 7.039553 0.00795313 184.5156
df=19 6.482518 0.01098105 180.7989
df=20 6.229185 0.01265020 177.3336
df=21 5.703929 0.01674692 174.3645
df=22 5.280008 0.02146202 171.8286
df=23 4.898225 0.02703913 169.6934
df=24 4.529877 0.03365094 167.9347
MUJERES Deviance p-value Cp
df=10 136.9567
df=11 4.464024 0.0351068 134.3942
df=12 4.320270 0.0377528 131.9611
df=13 4.209749 0.0406561 129.6499
df=14 3.981954 0.0453137 127.5334
df=15 3.861722 0.0496853 125.5632
df=16 3.710849 0.0554345 123.7691
df=17 3.419737 0.0642346 122.2298
df=18 3.195889 0.0741188 120.9234
df=19 2.932118 0.0868248 119.8753
df=20 2.668716 0.1021578 119.0883
df=21 2.388593 0.1203971 118.5621
df=22 2.213953 0.1404014 118.2715
df=23 1.937877 0.1639100 118.2179
df=24 1.715655 0.1880832 118.3683
Tabla 6.12: Comparacio´n de los modelos GAM con diferentes grados de libertad
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HOMBRES
df χ2 z > 2 z > 3 pos p(pos) rachas p(rachas) K-S p(K-S)
16 149.01 6 2 46 0.3424 45 0.4407 0.0619 0.993
17 140.68 5 2 46 0.3424 45 0.4407 0.0619 0.993
18 132.98 5 2 45 0.2713 47 0.4770 0.0619 0.993
19 125.57 5 2 43 0.1550 45 0.4472 0.0619 0.993
20 118.98 5 2 44 0.2084 45 0.4444 0.0619 0.993
21 112.99 3 2 45 0.2713 49 0.5119 0.0619 0.993
22 107.50 3 1 45 0.2713 49 0.5119 0.0619 0.993
Tabla 6.13: Contrastes no parame´tricos del modelo GAM con splines para los hombres
MUJERES
df χ2 z > 2 z > 3 pos p(pos) rachas p(rachas) K-S p(K-S)
16 85.56 5 0 46 0.3424 55 0.6128 0.0825 0.899
17 82.25 4 0 47 0.4196 57 0.6444 0.0825 0.899
18 79.19 4 0 48 0.5000 57 0.6439 0.0825 0.899
19 76.42 2 0 48 0.5000 57 0.6439 0.0619 0.993
20 73.92 2 0 49 0.5804 57 0.6444 0.0619 0.993
21 71.71 2 0 49 0.5804 57 0.6444 0.0619 0.993
22 69.69 2 0 49 0.5804 57 0.6444 0.0619 0.993
Tabla 6.14: Contrastes no parame´tricos del modelo GAM con splines para las mujeres
edades en ninguno de los dos casos luego el total de observaciones es 96 y solo mostramos
el nu´mero de positivas.
Las Figuras 6.25 y 6.26 recogen la comparacio´n gra´fica de los modelos para cada sexo.
Para poder compararlas con el resto de gra´ficas, se presentan ambas en escala log aun
cuando el ajuste se ha realizado para la transformacio´n logit. Para las edades extremas
inferiores puede observarse una mayor distancia entre el modelo y los datos observados.
6.5.2. GAM con loess
A continuacio´n consideramos modelos aditivos generalizados con regresio´n local po-
linomial con para´metro span inicial de 0.05 para la lineal y 0.08 para la cuadra´tica. La
Tabla 6.15 recoge los resultados de estos ajustes para hombres y mujeres y para un rango
de edades de 1 a 96 an˜os, pues como en los anteriores, el cero influ´ıa excesivamente. En
las Tablas 6.15 no aparece el modelo NULL y la log-verosimilitud del modelo saturado
pues es el mismo que en las Tablas 6.10 y 6.11. Como en todos los casos hay una em-
peoramiento de la bondad del ajuste a medida que aumenta el para´metro de suavizado
y consecuentemente aumentan el nu´mero grados de libertad residuales. Pero necesitamos
contrastar si la disminucio´n de la Deviance es significativa y si el estad´ıstico Cp indica






















































Figura 6.26: Comparacio´n de los GAM con splines para las mujeres
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una mejora del ajuste en relacio´n al incremento de complejidad del modelo, como en el
cap´ıtulo anterior hac´ıamos con los modelos lineales generalizados. El resultado de ambos
contrastes se recoge en la Tabla 6.16.
En el caso lineal no se deduce de la Tabla 6.16 un modelo adecuado para los hombres
pues mejora a medida que el suavizado disminuye, no obstante observando el gra´fico vemos
que el menor span produce ondulaciones en las edades inferiores por lo que no es adecua-
do, siendo el span 0.1 el menor de los que no produce estas oscilaciones. En el caso de las
mujeres elegir´ıamos los modelos de span 0.1 o 0.09 de acuerdo con el valor del estad´ıstico
Cp. Para los modelos cuadra´ticos tomamos para ambos sexos el span 0.15 pues aunque en
los hombres parece adecuado 0.1, gra´ficamente parece mejor el anterior. Las Figuras 6.27 y
6.28 recogen la comparacio´n gra´fica de los modelos para cada sexo. Se presentan ambas en
escala log por la razo´n antes expuesta. Para las edades extremas inferiores puede observar-
se una mayor distancia entre el modelo y los datos observados. Realizamos los contrastes
no parame´tricos sobre los modelos elegidos, obteniendo resultados muy similares para el
lineal con span=0.1 y cuadra´tico con span=0.15. No obstante, presentan autocorrelacio-
nes ligeramente significativas. A este respecto los GAM con splines aunque empeoran un
poco la bondad de ajuste puesto que tienen ma´s grados de libertad residuales, superan el
test de autocorrelaciones para la mujeres y las autocorrelaciones en los hombres son casi
inapreciables. A consecuencia de estos motivos se utilizaran los modelos GAM con splines
en la comparacio´n con el resto de ajustes no parame´tricos en la siguiente seccio´n.
6.6. Comparacio´n de los diferentes me´todos
Al igual que en el caso de los modelos parame´tricos hemos aplicado los tests descritos
en Forfar, McCutcheon y Wilkie (1988). En los me´todos no parame´tricos, a diferencia de
los parame´tricos, no hemos necesitado en ningu´n caso agrupar las edades hasta tener un
nu´mero de muertes esperadas superior a 5. Hemos obtenido los valores del error porcentual
absoluto medio (EPAM) y R2 que utilizan Felipe y Guille´n en su trabajo, y que nos pueden
servir para comparar con sus ajustes.
De los tests cuyos resultados se presentan en la Tabla 6.17 podemos deducir que los
modelos kernel y splines proporcionan un nu´mero razonable y similar de desviaciones
superiores a 2 y a 3. Para las mujeres el estad´ıstico χ2 para el modelo de splines resulta
no significativo lo que indica mejor ajuste que para los hombres. En el caso de los modelos
kernel el numero de desviaciones superiores a 3 es 1 frente a 0 en los splines para las
mujeres y resulta un valor del estad´ıstico χ2 menor. En el caso del contraste para los
signos los splines para el caso de las mujeres esta´n en el l´ımite de proporcionar demasiadas
predicciones positivas, el kernel da una probabilidad ligeramente menor proporcionando
pues mejores resultados en este sentido. La R2 sin embargo indica mejores resultados
para los splines y el EPAM es mejor para el kernel. Los tests correspondientes a las
autocorrelaciones de las desviaciones relativas pueden observarse en las Figuras 6.29, 6.30,
6.31 y 6.32 que muestran la no existencia de autocorrelaciones para ambos modelos en los
dos sexos.
La Tabla 6.17 muestra los resultados para la regresio´n local polinomial, la lineal en el
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HOMBRES
Lineal Deviance g.l. p-value Cp
0.2 166.5577
0.15 19.22576 2.71040 0.000173560 152.7489
0.1 23.30245 8.51454 0.00414878 146.4636
0.09 1.36401 0.22870 0.04772252 145.5567
0.08 17.96677 6.56933 0.00925169 140.7193
0.05 29.28059 13.790000 0.00869744 138.9994
Cuadra´tico Deviance g.l. p-value Cp
0.2 149.4937
0.15 11.65302 5.21843 0.0455145 148.3125
0.14 6.71976 3.25615 0.0971300 148.1268
0.13 1.15762 0.25424 0.0645897 147.4793
0.1 32.09180 12.66913 0.0019479 140.8106
0.05 19.19680 13.29509 0.1283133 148.2930
MUJERES
Lineal Deviance g.l. p-value Cp
0.2 130.2318
0.15 14.85992 2.66092 0.0013413 120.3797
0.1 22.89332 8.47831 0.0047259 113.4424
0.09 0.99774 0.22988 0.0678963 112.8773
0.08 6.82684 6.59411 0.4022416 118.4604
0.05 12.58668 13.80488 0.5441139 131.8542
Cuadra´tico Deviance g.l. p-value Cp
0.2 119.2488
0.15 13.88188 5.18788 0.0186139 115.9776
0.14 4.38888 3.25499 0.2549880 118.2461
0.13 0.61014 0.25117 0.1138081 118.1497
0.1 9.39783 12.69337 0.7208414 134.7134
0.05 9.49391 13.29026 0.7542906 152.4018
Tabla 6.16: Comparacio´n de los modelos GAM con diferentes span






















































































Figura 6.28: Comparacio´n de los GAM con loess para las mujeres
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Figura 6.30: Autocorrelaciones del modelo kernel para las mujeres
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Figura 6.32: Autocorrelaciones del modelo splines para las mujeres
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caso de los hombres y cuadra´tica para las mujeres, y los resultados para los modelos aditivos
generalizados sobre splines que segu´n argumentamos resultaban los ma´s adecuados. De la
Tabla 6.17 se deduce que los me´todos no parame´tricos loess y GAM conducen a valores
ajustados que superan todos los test. De la comparacio´n de ambos hay que resaltar que el
GAM tiene mejor bondad de ajuste aunque lo consigue con un menor nu´mero de grados
de libertad. Respecto a los contrastes para las autocorrelaciones, las Figuras 6.33 y 6.34
muestran la posible existencia de algunas significativas para la regresio´n local polinomial,
mientras que la 6.35 y la 6.36 muestran autocorrelaciones menores en significatividad y
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Figura 6.34: Autocorrelaciones del modelo loess cuadra´tico para las mujeres
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Figura 6.36: Autocorrelaciones del modelo GAM para las mujeres
de todos los me´todos no parame´tricos, hay que resaltar que todos los modelos presentan
muy buenos resultados. La eleccio´n de uno de ellos resulta dif´ıcil. No obstante conviene
recordar que los modelos aditivos generalizados resultan muy satisfactorios para ambos
sexos utilizando la verdadera distribucio´n de los datos, la binomial.
Cap´ıtulo 7
Tablas de mortalidad dina´micas
para la Comunidad Valenciana
7.1. Introduccio´n
En los anteriores cap´ıtulos mostramos como aplicar la metodolog´ıa de obtencio´n de
tablas de mortalidad a partir de modelos parame´tricos y no parame´tricos. No obstante, el
uso de dichos modelos basados en la hipo´tesis de estacionariedad y por tanto la perpetua-
cio´n del comportamiento de la mortalidad en un periodo largo de tiempo, suele ser fra´gil,
por este motivo presentamos los modelos dina´micos en el Cap´ıtulo 4 cuya aplicacio´n a los
datos de mortalidad de la Comunidad Valenciana constituye el eje central del presente
cap´ıtulo. Aunque originalmente los me´todos dina´micos se han aplicado a diferentes medi-
das de mortalidad, en este cap´ıtulo hemos decidido aplicarlos a las probabilidades brutas
qx, a fin de facilitar las comparaciones con otros me´todos sin necesidad de posteriores
transformaciones.
En la seccio´n 2 comenzamos analizando las diferencias existentes entre los distintos
an˜os, para ver si resultan significativas y despue´s estudiar su perfil. En la seccio´n 3 apli-
camos los me´todos estructurales y en la cuarta los no estructurales.
7.2. Evolucio´n de la mortalidad a lo largo del tiempo
Antes de comenzar la obtencio´n de los diferentes ajustes dina´micos, consideramos muy
importante poner de relieve las diferencias existentes entre las experiencias de mortalidad
correspondientes a diferentes periodos. Los datos que hemos utilizado son las cifras de
poblacio´n y muertes de la Comunidad Valenciana de periodo comprendido entre 1980 y
2000, ambos an˜os incluidos. En el ca´lculo de las estimaciones brutas de cada uno de los
an˜os recurrimos a la expresio´n del INE (5.1).
En primer lugar hemos utilizado los test cla´sicos para la comparacio´n de mortalida-
des propuestos por Forfar, McCutcheon y Wilkie (1988), aplicados a las correspondientes
estimaciones brutas de las probabilidades de muerte. Aunque originalmente dichos test
se describen para aplicarse sobre las fuerzas de mortalidad, ya han sido utilizados en el
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trabajo de Felipe y Guille´n (1999) para datos de la poblacio´n espan˜ola adapta´ndolos a
las estimaciones brutas de sus probabilidades qx. Concluyendo, para la poblacio´n espan˜ola
entre 1975 y 1993, que la evolucio´n que sufre la probabilidad de fallecimiento a lo largo
de los an˜os del calendario es de tal intensidad que de un an˜o a otro es significativa, salvo
para los an˜os 1988,1989 y 1990.
Comentaremos brevemente los contrastes aplicados para la comparacio´n, y la notacio´n
seguida. Supongamos que tenemos dos experiencias de mortalidad I y II, que en nuestro

















Si los dos experiencias son similares se parecera´n a la resultante de su agrupacio´n y podra´n
por tanto representarse segu´n esta. La hipo´tesis nula correspondiente es que las medidas
de mortalidad son iguales para las dos experiencias. Los contrastes propuestos por Forfar,
McCutcheon y Wilkie (1988) suponen, inicialmente, que los fallecidos en cada edad siguen
una distribucio´n normal y requieren que el nu´mero esperado de muertes sea mayor que
5 (DIx + D
II
x > 5), si no fuera as´ı se agrupar´ıan las edades necesarias para conseguirlo.
Estos test ya fueron brevemente descritos en la seccio´n 2.7 pero ahora los aplicamos a las
diferencias.
Test de signos
Consiste en aplicar el test de signos a las diferencias qIx − qIIx , puesto que bajo
la hipo´tesis nula de igualdad entre ambas, el nu´mero de diferencias positivas se
distribuye Bi(N,0.5), con N nu´mero de edades consideradas. Una alternativa es el
test de rango de signos de Wilcoxon, que da ma´s peso a los pares que tienen una
diferencia de magnitud ma´s elevada.
Test de rachas
Consiste en aplicar el test de rachas a las diferencias anteriores, puesto que si am-
bas mortalidades son semejantes los signos positivos y negativos deben aparecer de
manera aleatoria.
Test χ2
Con las desviaciones relativas de cada mortalidad, calculadas a partir de la estima-
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que se distribuye como una χ2 con N grados de libertad. Valores pequen˜os de χ2
indicar´ıan que ambas mortalidades tienen un comportamiento similar. Para valores
altos de χ2 no necesariamente llegamos a la conclusio´n contraria, deber´ıamos ins-
peccionar detenidamente las zIx y z
II
x , para determinar si las diferencias no se deben
a unas pocas edades.
En nuestro caso, sin embargo, hemos obtenido que las diferencias an˜o a an˜o no eran
significativas, de forma que este ana´lisis para cada par de an˜os no era lo suficientemente
concluyente para incorporar la influencia del tiempo del calendario en nuestro estudio.
Esto puede ser debido a que la estimacio´n de las probabilidades brutas la realizamos
aplicando la hipo´tesis de uniformidad lo que supone calcular la media entre dos an˜os
consecutivos y por tanto suavizar de alguna forma las diferencias. Este problema podr´ıa
resolverse si pudie´ramos utilizar la doble clasificacio´n de las muertes segu´n edad y an˜os
de nacimiento como Felipe y Guille´n (1999) hacen en su trabajo. Para tratar de detectar
las diferencias, si realmente existen, hemos recurrido a una nuevo ana´lisis que consiste en
comparar tres periodos de tiempo a distancia tal que la suavizacio´n mencionada no tenga
efecto. Los resultados de la comparacio´n gra´fica se muestran en la Figura 7.1, mientras
que en las Tablas 7.1 y 7.2 se recogen los resultados de los tests para hombres y mujeres,
respectivamente. No ha sido necesario llevar a cabo ninguna agrupacio´n de edades porque
el nu´mero esperado de defunciones era superior a 5 en todas ellas.
De las Tablas 7.1 y 7.2 se deduce el distinto comportamiento de los pares de an˜os
estudiados. Las diferencias se han calculado restando las probabilidades de muerte del an˜o
mayor a las del menor. En la mayor´ıa de los casos son positivas, lo que pone de manifiesto la
disminucio´n de la mortalidad a medida que avanza el calendario. Todos los tests conducen
al rechazo de la hipo´tesis de igualdad, excepto el test de rachas que la acepta para las dos
primeras diferencias en el caso de las mujeres y para las dos u´ltimas diferencias en el caso
de los hombres. A sen˜alar que en el caso del test de la χ2 las diferencias relativas para
cada an˜o son elevadas para la mayor´ıa de las edades.
Para analizar si las diferencias se comportan igual a lo largo de todas las edades, Fe-
lipe y Guille´n (1999) utilizan un ratio que denominan E75 y que compara las diferentes
mortalidades con la del an˜o 1975. En el trabajo citado Felipe y Guille´n recogen claramente
las diferentes alternativas para la comparacio´n de las experiencias de mortalidad a trave´s
de los valores brutos de las probabilidades y de sus logaritmos graduados o sin graduar.
El me´todo que hemos utilizado se basa en el ana´lisis gra´fico mediante el suavizado, con




































































Figura 7.1: Comparacio´n de las probabilidades de muerte brutas
HOMBRES
1980-1991 1991-1999 1980-1999
Test de signos 60 85 69
significacio´n 0.9928 1 0.9999
Test Wilcoxon 2.9649 6.7539 4.6669
significacio´n 3.0273e-03 1.4394e-11 3.0576e-06
Test de rachas 7 19 17
significacio´n 0.03122 0.2449 0.0695
Test χ2 453.35 268.99 789.29
significacio´n 0 0 0
Tabla 7.1: Contrastes cla´sicos para la comparacio´n de experiencias de mortalidad para los
hombres
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MUJERES
1980-1991 1991-1999 1980-1999
Test de signos 75 76 84
significacio´n 1 1 1
Test de Wilcoxon 5.6096 5.8723 6.5164
significacio´n 2.0274e-08 4.2974e-09 7.2014e-11
Test de rachas 19 27 13
significacio´n 0.0855 0.2638 0.0186
Test χ2 603.54 259.60 1385.58
significacio´n 0 1.1102e-16 0
Tabla 7.2: Contrastes cla´sicos para la comparacio´n de experiencias de mortalidad para las
mujeres
splines de las diferencias de las estimaciones brutas de las transformaciones de las proba-
bilidades de muerte. Haberman y Renshaw (1999) proponen graduar las diferencias entre




















Como nosotros utilizamos las qx, plantemos graduar la transformacio´n log(−log(1 − qx))
y elegimos los grados de libertad mediante validacio´n cruzada. La eleccio´n de dicha trans-
formacio´n viene justificada por la relacio´n entre ambas medidas de mortalidad,
qx ' 1− exp(−µx+ 1
2
),
de forma que despejando
µx+ 1
2







' log(− log(1− qx)).
Las gra´ficas de las diferencias y su correspondiente graduacio´n mediante splines se
muestran en la Figura 7.2 para los hombres y en la Figura 7.3 para las mujeres. Alter-
nativamente pueden graduarse las probabilidades y despue´s calcular las diferencias. Esta
segunda forma tiene la ventaja de no presentar problemas cuando el nu´mero de muer-
tes observadas es 0. En nuestro caso hemos graduado las probabilidades brutas mediante
modelos lineales generalizados, con distribucio´n Binomial y link complementario log-log,
utilizando un polinomio de grado 10. Despue´s hemos calculado las diferencias entre las pre-
dicciones de las transformaciones de las probabilidades de muerte, obteniendo las gra´ficas
de las Figuras 7.4 y 7.5 muy similares a las anteriores.




















































































Figura 7.3: Comparacio´n de estimaciones brutas de qx para las mujeres


































































































Figura 7.5: Comparacio´n de estimaciones graduadas de qx para las mujeres
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En las gra´ficas de los hombres, Figuras 7.2 y 7.4, puede verse que la mortalidad de
1991 respecto a 1980 ha disminuido salvo para las edades entre 20 y 40 an˜os. Mientras
que la de 1999 respecto a 1991 ha disminuido para el conjunto de edades pero sobre todo
para el intervalo de 20 a 40. En te´rminos globales las probabilidades de muerte de 1991
han disminuido respecto a las de 1980, aunque hay un pequen˜o aumento para el mismo
intervalo de edades.
En el caso de las mujeres, Figuras 7.3 y 7.5, la mortalidad ha disminuido en 1991 res-
pecto a 1980, salvo para el rango de edades de entre 20 y 35 an˜os donde parece aumentar
aunque en menor grado que para el sexo masculino. En el siguiente periodo, 1991-1999,
parecen existir disminuciones apreciables para edades inferiores a 35, mantenie´ndose pare-
cida para el resto de edades. En el periodo global, 1980-1999, la mortalidad ha disminuido
para el total de edades mantenie´ndose la igualdad so´lo entre 30 y 40.
Como conclusio´n, hemos obtenido medidas para verificar las diferencias entre las ex-
periencias de mortalidad correspondientes a periodos de calendario distintos para cada
uno de los sexos. Adema´s hemos comprobado la existencia de diferencias entre dichas ex-
periencias tanto para los hombres como para las mujeres. La comparacio´n gra´fica de las
diferencias suavizadas muestra un comportamiento distinto a lo largo del rango de edades
consideradas, lo que justifica introducir dinamicidad en nuestro estudio.
7.3. Me´todos estructurales
Comenzaremos aplicando los me´todos estructurales que se basan en la hipo´tesis de que
la medida de mortalidad elegida, qxt, esta representada por una misma funcio´n de la edad a
lo largo de todos los an˜os cuyos para´metros dependen del tiempo. Estos me´todos requieren
una primera fase de estimacio´n de los para´metros para cada an˜o y una segunda fase donde
los para´metros son modelados ajusta´ndoles una serie temporal que nos permitira´ predecir
sus valores en futuros an˜os. Pasemos a obtener y evaluar cada una de las propuestas.
7.3.1. Modelo de Heligman y Pollard
Estimacio´n del Modelo
En esta seccio´n estimamos la ley de Heligman y Pollard para los diferentes an˜os de 1980
a 1999, y estudiamos la evolucio´n de los para´metros para poder llevar a cabo predicciones.
La estimacio´n de los coeficientes correspondientes a cada an˜o, segu´n el criterio de mı´nimos
cuadrados ponderados, no ha presentado mayor dificultad en el caso de los hombres. Para
las mujeres s´ı se han vuelto a presentar problemas y hemos decidido centrar la joroba de
los accidentes en 96 an˜os, es decir, fijar el para´metro F = 96, adema´s, la estimacio´n del
para´metro K era repetidamente no significativa y no permit´ıa realizar el ajuste, por lo
que finalmente hemos ajustado a los datos de las mujeres la primera ley y no la segunda.
Los valores resultantes para los para´metros de cada sexo se recogen en la Tabla 7.3 y 7.4
respectivamente. Los valores de los para´metros A y D aparecen en las tablas multiplicados
por 104, los de B y C por 103 y el de G por 105 en los hombres y por 106 en las mujeres.
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HOMBRES
An˜o A B C D E F G H K
1980 8.822 1.977 77.028 6.657 13.624 19.713 3.025 1.109 1.713
1981 8.314 5.334 91.504 7.175 11.074 20.304 3.003 1.109 1.601
1982 8.141. 4.515 81.856 6.742 8.150 20.961 2.817 1.110 1.449
1983 8.219 3.211 78.365 6.814 8.253 20.372 2.803 1.109 1.446
1984 7.816 6.937 84.765 7.284 8.738 20.4217 3.513 1.105 0.894
1985 8.939 18.625 101.681 8.195 8.288 21.161 3.410 1.105 0.911
1986 8.880 33.903 113.035 10.556 7.551 21.425 3.409 1.105 0.932
1987 7.080 15.404 98.755 12.471 8.032 21.943 3.850 1.103 0.587
1988 7.617 27.996 108.520 13.361 7.264 22.824 3.879 1.103 0.575
1989 9.441 58.107 125.426 14.142 5.195 23.849 3.467 1.104 0.727
1990 7.647 33.053 106.831 14.908 4.844 25.412 3.249 1.105 0.770
1991 7.541 54.179 131.646 15.138 5.076 26.156 3.319 1.104 0.802
1992 8.032 51.364 129.734 13.150 4.721 27.370 3.156 1.105 0.952
1993 5.931 17.578 99.356 12.261 3.555 30.398 2.604 1.108 1.271
1994 4.181 12.163 89.632 12.859 3.245 31.422 2.528 1.108 1.204
1995 4.041 3.237 74.451 13.432 3.113 33.180 2.342 1.109 1.014
1996 6.211 44.790 112.666 13.740 2.049 37.709 1.773 1.113 1.159
1997 4.643 13.190 90.973 11.863 1.547 40.205 1.483 1.115 1.139
1998 4.149 19.673 100.192 11.662 1.153 45.768 1.523 1.114 0.858
1999 5.451 130.390 163.234 13.164 0.790 59.569 1.648 1.113 0.888
Tabla 7.3: Coeficientes de la ley de Heligman y Pollard para los hombres
156 Cap´ıtulo 7. Tablas de mortalidad dina´micas para la Comunidad Valenciana
MUJERES
An˜o A B C D E G H
1980 8.499 16.707 92.239 5.660 0.460 4.530 1.130
1981 7.096 8.948 96.083 3.089 0.994 5.369 1.130
1982 6.225 4.436 87.564 2.955 1.0328 4.529 1.130
1983 8.647 34.238 124.120 2.850 0.659 4.692 1.130
1984 9.097 53.553 128.266 3.638 0.899 3.672 1.131
1985 8.640 79.269 134.814 4.013 0.831 3.181 1.133
1986 10.186 14.905 182.492 4.503 0.676 3.203 1.133
1987 8.829 12.718 148.237 5.223 0.884 2.8154 1.134
1988 4.876 6.506 80.126 5.215 1.153 2.389 1.137
1989 5.975 17.905 90.162 5.113 1.237 2.252 1.137
1990 7.434 63.416 117.895 5.306 0.998 2.011 1.138
1991 8.487 111.981 148.364 6.140 1.100 1.717 1.140
1992 8.539 74.338 130.237 6.524 1.645 1.681 1.140
1993 5.981 20.431 92.537 7.069 2.278 1.695 1.140
1994 5.981 20.431 92.537 7.069 2.278 1.695 1.140
1995 3.291 0.896 45.982 6.989 3.2156 1.434 1.141
1996 5.770 57.756 102.212 6.831 2.157 1.191 1.144
1997 5.086 84.698 119.564 6.029 1.723 1.019 1.146
1998 2.687 5.191 73.650 5.969 2.422 9.758 1.147
1999 2.834 5.921 70.223 6.442 2.852 9.750 1.146
Tabla 7.4: Coeficientes de la ley de Heligman y Pollard para las mujeres
7.3 Me´todos estructurales 157
HOMBRES
χ2 z > 2 z > 3 pos neg p(pos) rachas p(rachas) EPAM
1980 81.14 3 0 50 47 0.6576 42 0.3778 10.71
1981 72.75 2 0 49 48 0.5804 34 0.2592 9.26
1982 82.45 2 0 51 46 0.7287 42 0.3787 9.53
1983 84.67 2 0 49 48 0.5804 43 0.3933 10.05
1984 57.61 1 0 50 47 0.6576 35 0.2731 7.96
1985 63.04 1 0 46 51 0.3424 51 0.5272 8.24
1986 65.58 3 0 47 50 0.4196 41 0.3621 8.05
1987 59.70 1 0 50 47 0.6576 27 0.1742 8.50
1988 82.92 1 0 51 46 0.7287 39 0.3319 8.59
1989 85.26 5 0 53 44 0.8450 38 0.3192 9.40
1990 65.70 2 0 51 46 0.7287 43 0.3948 8.71
1991 77.34 2 0 47 46 0.5821 45 0.4568 10.61
1992 62.67 3 0 54 40 0.9393 37 0.3270 9.30
1993 98.16 3 2 53 40 0.9269 29 0.2130 11.56
1994 114.47 5 1 49 43 0.7671 45 0.4681 14.75
1995 75.86 2 1 45 47 0.4585 41 0.3962 10.47
1996 102.27 3 2 48 45 0.6607 43 0.4231 12.26
1997 104.96 7 2 48 44 0.6988 49 0.5367 11.18
1998 100.17 4 1 48 44 0.6988 32 0.2552 11.90
1999 109.86 5 2 46 46 0.5415 39 0.3625 16.00
Tabla 7.5: Contrastes no parame´tricos del modelo de Heligman y Pollard para los hombres
Para el diagno´stico del modelo hemos realizado un gra´fico de tallo y hojas de las
desviaciones relativas del modelo, en el que hemos apreciado su comportamiento aproxi-
madamente normal. La bondad de ajuste del modelo para cada uno de los an˜os lo hemos
analizado a trave´s de los test habituales de Forfar, McCutcheon y Wilkie (1988), los re-
sultados esta´n recogidos en las Tablas 7.5 y 7.6 para hombres y mujeres, respectivamente.
Hay pocas observaciones superiores a 2 para el ajuste de los hombres y un nu´mero mayor
en el caso de las mujeres. En general, el ajuste para los hombres presenta mejores resulta-
dos. Los test de autocorrelaciones que hemos llevado a cabo resultan significativos para el
ajuste de las mujeres en pra´cticamente todos los an˜os, mientras que para los hombres no
es as´ı, lo que viene a corroborar que el modelo es mejor en el caso masculino.
El perfil de la evolucio´n de las probabilidades de muerte a lo largo de los an˜os as´ı como
su ajuste al modelo lo mostramos gra´ficamente en las Figuras 7.6 a 7.8 para los hombres
y en las Figuras 7.9 a 7.11 para las mujeres.
Prediccio´n
Una vez estimados los valores de los para´metros de la segunda ley de Heligman y
Pollard para los hombres, y la primera, para las mujeres, en cada uno de los an˜os. El
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MUJERES
χ2 z > 2 z > 3 pos neg p(pos) rachas p(rachas) EPAM
1980 194.82 7 6 57 40 0.9665 34 0.2670 15.46
1981 178.98 10 6 56 41 0.9481 23 0.1337 13.60
1982 147.11 7 4 53 44 0.8450 27 0.1745 13.05
1983 166.80 8 4 52 45 0.7916 35 0.2742 13.30
1984 147.37 9 2 55 40 0.9499 27 0.1814 14.57
1985 127.03 10 0 53 41 0.9102 26 0.1725 13.45
1986 123.68 8 1 49 44 0.7330 32 0.2508 13.31
1987 125.39 7 0 53 40 0.9269 33 0.2693 13.55
1988 152.65 8 1 55 39 0.9605 25 0.1616 15.37
1989 148.20 9 1 52 41 0.8934 25 0.1641 14.86
1990 139.69 6 3 52 41 0.8934 27 0.1872 12.57
1991 148.33 13 0 53 39 0.9413 32 0.2603 14.18
1992 145.13 9 2 49 43 0.7671 41 0.3984 13.85
1993 137.13 7 2 51 40 0.8959 35 0.3099 12.01
1994 128.64 4 2 43 48 0.3376 22 0.1379 12.54
1995 115.97 5 2 54 36 0.9778 22 0.1392 13.74
1996 112.70 4 2 51 39 0.9149 32 0.2692 15.70
1997 122.06 4 1 51 38 0.9313 23 0.1531 18.99
1998 156.35 12 1 50 38 0.9173 23 0.1558 22.88
1999 160.78 10 3 50 38 0.9173 25 0.1798 22.68
Tabla 7.6: Contrastes no parame´tricos del modelo de Heligman y Pollard para las mujeres








































































































Figura 7.8: Evolucio´n de log(qx) para edades de 70 a 95 del modelo de Heligman y Pollard
para los hombres




































































































Figura 7.11: Evolucio´n de log(qx) para edades de 70 a 95 del modelo de Heligman y Pollard
para las mujeres
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Tabla 7.7: Modelos obtenidos para los para´metros del modelo de Heligman y Pollard
siguiente paso es determinar el modelo que sigue cada uno de los para´metros para poder
obtener predicciones.
Aplicamos un ana´lisis univariante de series temporales a cada uno de los para´metros
de la ley segu´n la metodolog´ıa habitual. Los modelos obtenidos se presentan en la Ta-
bla 7.7 y nos proporcionan predicciones e intervalos de confianza para los valores de los
para´metros en an˜os posteriores, que no reproducimos aqu´ı, pero es importante resen˜ar que
dichos intervalos de confianza muestran amplitud creciente a medida que nos alejamos en
las predicciones por lo que no parece recomendable efectuar predicciones para an˜os muy
distantes.
7.3.2. Me´todo de Lee-Carter
Estimacio´n del Modelo
La propuesta de Lee y Carter es un nuevo modelo proporcionado por la ecuacio´n (4.1)
descrita en la seccio´n 4.2.3, que ahora nosotros adaptamos a la estimacio´n de los qxt,
ln(qxt) = ax + bxkt + ²′xt. (7.1)
Segu´n este modelo hay que encontrar un u´nico para´metro que dependa del tiempo del
calendario, kt, y dos para´metros ax y bx que dependen de la edad.
Para estimar los para´metros del modelo recurrimos al me´todo de descomposicio´n de
valor singular (SVD) aplicado a la matriz de los logaritmos de las probabilidades de muerte












Los valores estimados de los para´metros ax y bx los mostramos en la Tabla 7.8 y su
comportamiento gra´fico en las Figuras de 7.12 a 7.14.
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HOMBRES MUJERES
edad ax bx ax bx
0 -4.877916 0.067319945 -5.113717 0.0295074751
1 -7.316237 0.067703543 -7.425365 0.0217740050
2 -7.695727 0.070174811 -7.873099 0.0189233826
3 -8.017089 0.036325678 -8.193740 0.0208081643
4 -8.113204 0.077498988 -8.523536 0.0192975403
5 -8.237719 0.050918724 -8.522656 0.0157277729
6 -8.286935 0.067523772 -8.990516 0.0648382892
7 -8.422949 0.050670598 -8.725170 -0.0043617434
8 -8.388135 0.068384031 -8.767054 0.0261753652
9 -8.410996 0.075654373 -8.810377 0.0006582203
10 -8.505554 0.086276959 -8.913930 0.0077428269
11 -8.531218 0.025736949 -9.319181 0.1080305709
12 -8.482226 0.063310969 -8.679441 0.0381543521
13 -8.263542 0.082110461 -8.630212 0.0054176150
14 -7.961448 0.018441748 -8.662408 0.0281033813
15 -7.610589 0.040341100 -8.195489 0.0052678286
16 -7.166518 0.005141068 -8.092523 0.0079590841
17 -6.905882 0.013891890 -8.025976 0.0001795500
18 -6.935136 0.025343773 -7.980057 0.0056098471
19 -6.846572 0.026483107 -7.929224 0.0007858730
20 -6.821792 -0.001624714 -7.995515 0.0050388168
21 -6.805630 0.025124671 -7.996760 0.0140711738
22 -6.799032 0.008369161 -7.897715 0.0013403127
23 -6.799963 0.011246161 -7.844392 0.0070050437
24 -6.720291 -0.001061435 -7.766820 -0.0013898925
25 -6.690216 -0.015257020 -7.820182 0.0092628995
26 -6.744981 -0.057227888 -7.679594 -0.0012575741
27 -6.617500 -0.037297763 -7.782821 -0.0074724923
28 -6.589744 -0.063965483 -7.622748 -0.0008084706
29 -6.560573 -0.062435569 -7.645935 -0.0131330952
30 -6.514739 -0.059289019 -7.472025 0.0116972303
31 -6.484176 -0.060845826 -7.458411 -0.0011000982
32 -6.472586 -0.062730086 -7.481730 -0.0132005141
33 -6.490741 -0.064808401 -7.420157 -0.0073291450
34 -6.416663 -0.058252967 -7.416797 -0.0001969037
35 -6.406274 -0.054889997 -7.308928 0.0031169523
36 -6.378795 -0.046225094 -7.122605 0.0005342592
37 -6.309521 -0.034470314 -7.187105 0.0005454137
38 -6.244897 -0.036551099 -7.158209 0.0017463850
39 -6.162874 -0.025726589 -6.977758 -0.0019444046
40 -6.131987 -0.027941799 -6.875661 0.0031603535
Tabla 7.8: Estimaciones de los para´metros del modelo de
Lee-Carter
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HOMBRES MUJERES
edad ax bx ax bx
41 -6.041891 -0.021217332 -6.816800 0.0134368655
42 -5.983089 -0.003894709 -6.758100 0.0047950100
43 -5.880453 -0.013533172 -6.637603 0.0006129553
44 -5.794776 -0.004328977 -6.621683 0.0040793296
45 -5.748922 -0.012496318 -6.470545 0.0034526440
46 -5.645067 -0.007772606 -6.465754 0.006918980
47 -5.532937 0.006302121 -6.351409 0.006862816
48 -5.480689 0.009668463 -6.264362 0.010757132
49 -5.325193 0.012019076 -6.129266 0.008899943
50 -5.275238 0.022386512 -6.075124 0.015142630
51 -5.189940 0.007414079 -5.978993 0.015540260
52 -5.139671 0.015675106 -5.871424 0.015933524
53 -5.005730 0.012680779 -5.801530 0.013748492
54 -4.915276 0.014112411 -5.733941 0.011750620
55 -4.842140 0.014459986 -5.654921 0.016224475
56 -4.723685 0.008745404 -5.595931 0.014980891
57 -4.628812 0.024990722 -5.481055 0.014110966
58 -4.539263 0.019379743 -5.357000 0.012394800
59 -4.423143 0.013605249 -5.268710 0.011401553
60 -4.332122 0.024183112 -5.187177 0.019489306
61 -4.240918 0.020757049 -5.062206 0.013739087
62 -4.168840 0.029366245 -4.988076 0.014929788
63 -4.064417 0.027980160 -4.881255 0.016963304
64 -3.956063 0.022214617 -4.798840 0.013847493
65 -3.860443 0.019142262 -4.700925 0.014455162
66 -3.775745 0.017127228 -4.584750 0.015184751
67 -3.676891 0.023904516 -4.453636 0.015991595
68 -3.588265 0.016518302 -4.343544 0.012724352
69 -3.509034 0.022648121 -4.242541 0.0140617902
70 -3.387954 0.021923452 -4.111827 0.0135562261
71 -3.305879 0.023021375 -3.997452 0.0129402872
72 -3.190125 0.022778656 -3.843867 0.0148981513
73 -3.094410 0.019106953 -3.727952 0.0136925111
74 -2.982000 0.020828341 -3.613166 0.0134979065
75 -2.904351 0.020641614 -3.456580 0.0132181946
76 -2.816413 0.024683913 -3.320094 0.0132425093
77 -2.702451 0.020898457 -3.195419 0.0128004068
78 -2.609540 0.022979320 -3.043310 0.0121993341
79 -2.498277 0.024405867 -2.920846 0.0155434876
80 -2.402067 0.026399736 -2.784207 0.0137289301
81 -2.292508 0.023568122 -2.651932 0.0126040366
Tabla 7.8: Estimaciones de los para´metros del modelo de
Lee-Carter
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HOMBRES MUJERES
edad ax bx ax bx
82 -2.187305 0.020501870 -2.515768 0.0101143732
83 -2.126693 0.024098994 -2.400776 0.0095988901
84 -2.011189 0.019108764 -2.270876 0.0096625223
85 -1.942092 0.017622295 -2.157824 0.0090260670
86 -1.846707 0.013587471 -2.033795 0.0078905550
87 -1.764192 0.009620014 -1.941734 0.0068926120
88 -1.685931 0.013600119 -1.834037 0.0075666382
89 -1.605512 0.009314188 -1.725804 0.0054491653
90 -1.547438 0.004348319 -1.618989 0.0070745466
91 -1.509171 -0.000336958 -1.557883 0.0006026095
92 -1.414125 -0.0030052996 -1.492463 0.002334726
93 -1.388621 -0.0007342304 -1.417618 -0.003288043
94 -1.321780 -0.0175693589 -1.373921 -0.006058445
95 -1.298290 -0.0135417474 -1.348778 -0.005513596
96 -1.392868 -0.0032798089 -1.294306 -0.005990769


















Figura 7.12: Comparacio´n de las estimaciones del para´metro ax
En la Figura 7.12, correspondiente al para´metro ax, mostramos el perfil general de
la mortalidad, mientras que las Figuras 7.13 y 7.14, correspondientes al para´metro bx,
muestran la velocidad de decrecimiento de los ratios en respuesta a cambios en kt. En
general, la mortalidad de las mujeres es inferior a la de los hombres como muestran los
valores de ax. El para´metro bx muestra valores negativos para algunas edades intermedias
de los hombres y para ambos sexos en las edades finales. Estos valores negativos indican
que la mortalidad no decrece al variar el tiempo.

































Figura 7.14: Estimacio´n del para´metro bx del modelo de Lee-carter para las mujeres
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an˜o HOMBRES MUJERES an˜o HOMBRES MUJERES
1980 7.1330 18.0329 1990 0.6368 -0.10106
1981 5.7658 15.6983 1991 -0.0897 -3.59475
1982 4.8774 14.0319 1992 -1.7636 -5.37425
1983 3.8773 10.6471 1993 -2.6937 -6.26828
1984 3.7885 8.3928 1994 -3.9066 -9.36136
1985 3.3714 8.7193 1995 -4.0542 -11.8346
1986 1.9477 6.9166 1996 -3.9271 -12.7326
1987 2.4925 5.6423 1997 -5.6419 -13.9263
1988 2.6038 5.4154 1998 -5.7794 -13.7145
1989 1.4447 2.9437 1999 -7.6607 -17.0152
Tabla 7.9: Estimaciones del para´metro kt del modelo de Lee-carter
Hemos de recurrir a reestimar kt utilizando la ecuacio´n (4.5) puesto que ha sido es-
timado minimizando los errores en los logaritmos y no en los mismos qx y por tanto no
conducen al nu´mero real de muertes para el total de edades. Las soluciones finales las mos-
tramos en la Tabla 7.9 y su comparacio´n gra´fica para hombres y mujeres en la Figura 7.15,
















Figura 7.15: Comparacio´n de las estimaciones del para´metro kt
Para el diagno´stico del modelo hemos realizado un gra´fico de tallo y hojas para las
desviaciones relativas del modelo observando un comportamiento aproximadamente nor-
mal. La bondad de ajuste del modelo para cada uno de los an˜os lo hemos analizado a
trave´s de los test habituales de Forfar, McCutcheon y Wilkie (1988), los resultados esta´n
recogidos en las Tablas 7.10 y 7.11 para hombres y mujeres, respectivamente. El nu´mero
de desviaciones relativas es menor en el caso femenino y en general los resultados de los
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HOMBRES
χ2 z > 2 z > 3 pos neg p(pos) rachas p(rachas) EPAM
1980 64.20 1 0 49 48 0.5804 43 0.3933 10.22
1981 54.28 0 0 45 52 0.2713 40 0.3485 9.90
1982 44.19 1 0 48 49 0.5000 44 0.4094 8.44
1983 64.32 1 0 42 55 0.1114 39 0.3386 10.91
1984 40.58 0 0 45 52 0.2713 36 0.2885 7.99
1985 44.67 0 0 45 52 0.2713 41 0.3642 8.50
1986 54.29 1 0 49 48 0.5804 47 0.4586 8.50
1987 81.15 5 0 54 43 0.8886 33 0.2485 9.81
1988 135.64 10 0 55 42 0.9226 33 0.2496 12.13
1989 181.88 12 5 62 35 0.9979 35 0.2991 12.16
1990 197.43 7 6 55 42 0.9226 33 0.2497 11.80
1991 175.50 6 5 49 48 0.5804 33 0.2459 13.03
1992 72.25 1 0 50 44 0.7648 23 0.1410 9.63
1993 74.26 3 0 43 49 0.3012 39 0.3646 9.36
1994 67.98 3 0 47 45 0.6227 38 0.3464 12.13
1995 57.48 0 0 48 44 0.6988 39 0.3635 10.19
1996 77.89 3 1 46 46 0.5415 40 0.3791 12.54
1997 128.843 7 2 35 57 0.0140 25 0.1687 13.72
1998 191.38 6 7 36 56 0.0235 32 0.2670 15.88
1999 267.79 7 11 44 47 0.4170 32 0.2599 22.64
Tabla 7.10: Contrastes no parame´tricos del modelo de Lee-Carter para los hombres
test son mejores. Respecto a las autocorrelaciones resultan significativas para el ajuste de
los hombres en pra´cticamente todos los an˜os, mientras que para las mujeres no es as´ı, lo
que viene a corroborar que el modelo es mejor en el caso femenino.
El perfil de la evolucio´n de las probabilidades de muerte a lo largo de los an˜os as´ı como
su ajuste al modelo lo mostramos gra´ficamente en las Figuras 7.16 a 7.18 para los hombres
y en las Figuras 7.19 a 7.21 para las mujeres.
Prediccio´n
El u´ltimo paso del me´todo de Lee-Carter consiste en encontrar un modelo para los
valores de los ı´ndices de mortalidad, {kt}, utilizando metodolog´ıa Box-Jenkins que permita
obtener predicciones. Comenzamos observando el perfil de su evolucio´n en la Figura 7.15
que muestra una clara tendencia. Para conseguir la serie estacionaria en el caso de los
hombres tomamos una diferencia, observando en el correspondiente correlograma que es
un ruido banco. Un buen modelo para kt es
kt = −0,778623 + kt−1 + ut,
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MUJERES
χ2 z > 2 z > 3 pos neg p(pos) rachas p(rachas) EPAM
1980 71.63 1 1 52 43 0.8476 45 0.4470 12.44
1981 40.87 1 0 45 50 0.3409 39 0.3442 11.49
1982 53.55 1 0 45 50 0.3409 46 0.4596 13.78
1983 54.00 2 0 42 53 0.1524 41 0.3820 11.52
1984 50.66 0 0 45 50 0.3409 43 0.4091 11.96
1985 53.71 2 0 47 48 0.5000 39 0.3430 12.66
1986 57.16 1 0 54 41 0.9247 42 0.4020 13.14
1987 70.67 3 0 53 42 0.8910 43 0.4158 12.56
1988 68.78 2 0 50 44 0.7647 43 0.4174 12.04
1989 63.65 2 1 46 47 0.5000 42 0.4056 11.60
1990 65.49 2 0 51 42 0.8501 44 0.4460 284.49
1991 70.18 2 0 51 41 0.8743 46 0.4918 12.86
1992 70.95 1 0 50 41 0.8528 43 0.4450 13.74
1993 75.33 4 0 57 34 0.9943 37 0.3688 10.99
1994 79.84 3 1 52 39 0.9291 37 0.3456 12.61
1995 70.18 4 0 55 36 0.9823 31 0.2554 11.66
1996 43.56 1 0 45 46 0.5000 36 0.3204 10.35
1997 37.53 0 0 39 52 0.1041 44 0.4710 13.05
1998 49.86 0 1 34 57 0.0103 43 0.4880 16.12
1999 71.22 1 1 44 46 0.4581 43 0.4467 15.81
Tabla 7.11: Contrastes no parame´tricos del modelo de Lee-Carter para las mujeres










































































































Figura 7.18: Evolucio´n de log(qx) para edades de 70 a 95 del modelo de Lee-Carter para
los hombres










































































































Figura 7.21: Evolucio´n de log(qx) para edades de 70 a 95 del modelo de Lee-Carter para
las mujeres
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HOMBRES
Serie Temporal Recta de Regresio´n
Prediccio´n Intervalo al 95% Prediccio´n Intervalo al 95%
2000 -8.43939 -9.9131 -6.96567 -7.38707 -9.02927 -5.74488
2001 -9.21801 -11.3022 -7.13386 -8.10214 -9.76652 -6.43775
2002 -9.99663 -12.5492 -7.44408 -8.8172 -10.5055 -7.12893
2003 -10.7753 -13.7227 -7.82783 -9.53226 -11.246 -7.8185
2004 -11.5539 -14.8492 -8.25855 -10.2473 -11.9881 -8.50653
2005 -12.3325 -15.9424 -8.72265 -10.9624 -12.7317 -9.19309
2006 -13.1111 -17.0102 -9.21204 -11.6775 -13.4767 -9.87824
2007 -13.8897 -18.058 -9.72145 -12.3925 -14.223 -10.5621
2008 -14.6684 -19.0895 -10.2472 -13.1076 -14.9706 -11.2446
2009 -15.447 -20.1073 -10.7867 -13.8226 -15.7193 -11.926
Tabla 7.12: Predicciones del ı´ndice de mortalidad kt del modelo de Lee-Carter para los
hombres
donde la constante del modelo, con error esta´ndar 0.160926, es significativa y ut es un ruido
blanco. La prediccio´n de kt se muestra en la Figura 7.22 y en la Tabla 7.12 mostramos las

























Figura 7.22: Evolucio´n de kt para los hombres
Como alternativa sencilla a la metodolog´ıa habitual, dado que la evolucio´n del ı´ndice
de mortalidad era bastante lineal, hemos pensado en ajustarle una recta de regresio´n y
comparar ambos resultados. El modelo en este caso resulta ser,
kt = 6, 38051(se = 0, 479807)− 0, 529584(se = 0, 0400535)t
donde ambos coeficientes significativos. El error esta´ndar figura entre pare´ntesis.
Una primera comparacio´n entre ambos modelos puede hacerse a trave´s del valor de
R2 que es 0.9967 para la serie temporal y 0.972647 para la recta de regresio´n. Tambie´n
para las predicciones los intervalos de confianza obtenidos mediante la serie temporal son
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MUJERES
Serie Temporal Recta de Regresio´n
Prediccio´n Intervalo al 95% Prediccio´n Intervalo al 95%
2000 -18.8599 -21.3631 -16.3567 -19.2315 -22.1227 -16.3402
2001 -20.7045 -24.2446 -17.1645 -21.075 -24.0054 -18.1447
2002 -22.5492 -26.8848 -18.2135 -22.9186 -25.891 -19.9462
2003 -24.3938 -29.4002 -19.3874 -24.7621 -27.7794 -21.7448
2004 -26.2384 -31.8357 -20.6412 -26.6057 -29.6706 -23.5408
2005 -28.0831 -34.2146 -21.9516 -28.4492 -31.5643 -25.3342
2006 -29.9277 -36.5505 -23.3049 -30.2928 -33.4605 -27.1251
2007 -31.7724 -38.8524 -24.6923 -32.1363 -35.3591 -28.9136
2008 -33.617 -41.1265 -26.1075 -33.9799 -37.2599 -30.6999
2009 -35.4616 -43.3774 -27.5459 -35.8235 -39.1628 -32.4841
Tabla 7.13: Predicciones del ı´ndice de mortalidad kt del modelo de Lee-Carter para las
mujeres


























Figura 7.23: Evolucio´n de kt para las mujeres
En el caso de las mujeres tambie´n hemos tomado una diferencia, observando que se
obtiene un buen modelo ana´logo al anterior mediante la expresio´n
kt = −1, 84464 + kt−1 + ut,
donde la constante del modelo, con error esta´ndar 0.273341, es significativa y ut un ruido
blanco. La prediccio´n de kt gra´ficamente se muestra en la Figura 7.23 y en la Tabla 7.13
mostramos las predicciones de 2000 a 2009.
Tambie´n ahora hemos ajustado una recta de regresio´n cuya expresio´n es,
kt = 19,4832(se = 0,579782)− 1,84356(se = 0,0483993) t = 0, . . . 20
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resultando ambos coeficientes significativos, y cuyo error esta´ndar figura entre pare´ntesis.
Una primera comparacio´n puede hacerse a trave´s del valor de R2 que es pra´cticamente
1 para la serie temporal mientras que es 0.9871 para la recta de regresio´n. En cuanto a
las predicciones tambie´n obtenemos intervalos de confianza de menor amplitud al menos
para los primeros an˜os. Adema´s las rectas de regresio´n muestran una tendencia decreciente
ma´s elevada y poco prudente en ambos casos, por ello las series temporales nos parecen
un modelo ma´s adecuado.
7.4. Me´todos no estructurales
Los me´todos no estructurales a diferencia de los anteriores suponen que la medida de
mortalidad elegida, qxt, es funcio´n de la edad x y del tiempo t, simulta´neamente. Pasemos
a obtener y evaluar los modelos lineales generalizados propuestos segu´n este esquema.
7.4.1. Modelos lineales generalizados con respecto a la edad y el tiempo
La descripcio´n de este modelo as´ı como la obtencio´n de los coeficientes del ajuste se
encuentran descritos en la seccio´n 4.3.2. Como hemos decidido obtener todos los ajustes





















Para obtener un modelo adecuado a los criterios de bondad de ajuste y de no excesiva
complejidad del modelo, seleccionamos inicialmente los valores o´ptimos de r y s calculando
la mejora de la Deviance para sucesivos incrementos de r y s y compara´ndola con el valor
de una variable χ2 con un grado de libertad. Eligiendo aquellos valores a partir de los
cuales el incremento ya no es significativo. Mostramos en la Tabla 7.14 los valores de
deviance para el ajuste de las funciones GM(r, s), para r = 0, 1, 2, 3, s = 1, 2, 3, . . . , 20
y donde los coeficientes γij se suponen cero. A continuacio´n, partiendo de los valores
predeterminados de r = 1 y s = 17, procedemos a completar el modelo mediante la
eleccio´n de los coeficientes γij . En la Tabla 7.15 se analiza si el incremento de la Deviance
al introducir cada uno de estos para´metro resulta ser significativo. Finalmente el modelo
elegido para ambos sexos es el mismo
logit(qxt) = β0 +
17∑
j=1




con 1918 grados de libertad.
Se concluye al completar el modelo que la eleccio´n de los coeficientes γij indican que
el factor de actualizacio´n temporal depende de la edad. Factor que puede apreciarse en
la formula (7.3) y que corresponde a la segunda parte del exponente, la primera ser´ıa el
resultado de graduar
qx
1− qx mediante una funcio´n GM(0, 17). Sus coeficientes para ambos
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HOMBRES
r=0 r=1 r=2 r=3
s=0 934242.9
s=1 43411.384 41886.324 41884.818 41883.938
s=2 22099.817 20333.486 20330.920 20330.642
s=3 17626.226 15997.455 15994.656 15994.065
s=4 17080.456 15464.402 15461.171 15460.734
s=5 14452.050 12841.227 12837.261 12836.591
s=6 11644.771 9951.687 9945.409 9945.097
s=7 7426.265 5666.843 5664.226 5664.126
s=8 5896.119 4203.746 4201.567 4201.246
s=9 5619.034 3914.284 3911.199 3910.924
s=10 5577.255 3866.231 3863.552 3863.327
s=11 5507.789 3807.843 3805.213 3804.893
s=12 5475.779 3774.286 3771.402 3771.104
s=13 5350.175 3642.865 3640.314 3640.070
s=14 5229.336 3526.014 3523.537 3523.196
s=15 5045.511 3343.088 3340.273 3339.948
s=16 4947.208 3243.416 3240.651 3240.384
s=17 4889.701 3185.348 3182.611 3182.320
s=18 4888.448 3183.998 3181.258 3180.964
s=19 4875.242 3170.165 3167.410 3167.118
MUJERES
r=0 r=1 r=2 r=3
s=0 1044087
s=1 53538.598 50015.330 50007.630 50005.242
s=2 19978.974 15689.621 15684.989 15680.318
s=3 15378.198 11353.818 11348.592 11344.884
s=4 14825.962 10807.093 10802.841 10798.767
s=5 10034.615 5967.920 5963.250 5959.137
s=6 9196.543 5116.303 5112.352 5108.199
s=7 8072.618 3918.108 3913.498 3908.619
s=8 7003.322 2917.358 2911.481 2907.187
s=9 6672.966 2580.459 2575.745 2571.446
s=10 6619.890 2516.035 2510.970 2506.485
s=11 6519.143 2428.779 2423.512 2419.279
s=12 6468.553 2378.581 2373.578 2369.373
s=13 6433.036 2339.920 2334.880 2330.587
s=14 6365.525 2273.299 2268.118 2263.888
s=15 6327.659 2236.830 2231.748 2227.596
s=16 6288.451 2197.120 2192.089 2187.812
s=17 6272.154 2180.314 2175.254 2170.987
s=18 6266.363 2174.517 2169.448 2165.178
s=19 6266.337 2174.438 2169.371 2165.100
Tabla 7.14: Deviance para los modelos lineales generalizados dina´micos
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HOMBRES
Deviance D.f. Deviance (dif) p-value
3185.348 1921
γ11 3161.857 1920 23.4910 0.0000013
γ12 3136.431 1919 25.4253 0.0000005
γ13 2327.507 1918 808.9241 0.0000000
γ14 2327.131 1917 0.3763 0.5396142
MUJERES
Deviance D.f. Deviance (dif) p-value
2180.314 2 1921
γ11 2104.487 1920 75.8271 0.0000000
γ12 2006.316 1919 98.1711 0.0000000
γ13 1434.066 1918 572.2504 0.0000000
γ14 1433.980 1917 0.0855 0.7699675
Tabla 7.15: Diferencia de Deviance cuando introducimos interacciones en los modelos
generalizados dina´micos
sexos se muestran en las Tablas 7.16 y 7.17, siendo todos ellos significativos (t1918(0,025) =
1,96), salvo el para´metro β9 para los hombres. Para el diagno´stico del modelo hemos
realizado un gra´fico de tallo y hojas para las desviaciones relativas como en los anteriores
modelos, en e´l hemos podido apreciar un comportamiento aproximadamente normal. La
bondad de ajuste del modelo para cada uno de los an˜os lo hemos analizado a trave´s de los
test habituales de Forfar, McCutcheon y Wilkie (1988), los resultados esta´n recogidos en
las Tablas 7.18 y 7.19 para hombres y mujeres, respectivamente. Tambie´n en este modelo
resultan mejores los resultados en el caso femenino. Los test de autocorrelaciones resultan
significativos para el ajuste de los hombres pra´cticamente en todos los an˜os, mientras que
para las mujeres no es as´ı, lo que viene a corroborar que el modelo es mejor en el caso
femenino.
El perfil de la evolucio´n de las probabilidades de muerte a lo largo de los an˜os as´ı como
su ajuste al modelo lo mostramos gra´ficamente en las Figuras 7.24 a 7.26 para los hombres
y en las Figuras 7.27 a 7.29 para las mujeres.
Las edades entre 20 y 40 para los hombres presentan oscilaciones a lo largo de los an˜os
dif´ıciles de recoger por el modelo. Para los an˜os 1991 en adelante la sobremortalidad de
la joroba de los accidentes no se ajusta segu´n este modelo, motivo por el cual el ajuste de
los hombres resulta peor que el de las mujeres donde aquella no aparece.
Respecto a la prediccio´n para futuros an˜os como es un me´todo no estructural a dife-
rencia de los me´todos del apartado anterior, cuyo procedimiento se divid´ıa en dos partes
estimacio´n y prediccio´n, en e´ste obtenemos una funcio´n del tiempo, en la que basta con
sustituir los valores correspondientes a t para calcular el valor de los futuros qxt.
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HOMBRES
coef std error t-value
β0 -4.94521369 0.004619532 -1070.501007
β1 3.71990286 0.009390396 396.139066
β2 0.61510683 0.009794262 62.802772
β3 -0.18388860 0.009696302 -18.964818
β4 0.09273791 0.010851371 8.546193
β5 -0.48680832 0.012588050 -38.672257
β6 0.55705379 0.013352790 41.718157
β7 -0.51392563 0.013442666 -38.230931
β8 0.18137914 0.013863505 13.083210
β9 0.01881685 0.014995850 1.254804
β10 -0.06791302 0.015418257 -4.404714
β11 -0.03481558 0.015286954 -2.277470
β12 0.11803521 0.014730069 8.013215
β13 -0.25407786 0.014500125 -17.522460
β14 0.27528373 0.015105096 18.224559
β15 -0.28840660 0.015831600 -18.217148
β16 0.17875211 0.014335972 12.468782
β17 -0.09115035 0.012108648 -7.527707
α1 -0.08384075 0.005368708 -15.616559
γ11 0.06235338 0.009306104 6.700267
γ12 -0.11834738 0.008784937 -13.471625
γ13 0.25300014 0.008947747 28.275289
Tabla 7.16: Coeficientes del modelo lineal generalizado para los hombres
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MUJERES
coef std error t-value
β0 -5.54571929 0.005878505 -943.389437
β1 3.89646720 0.011294122 344.999575
β2 1.15083526 0.011444426 100.558585
β3 -0.31377174 0.011721128 -26.769757
β4 0.23109134 0.013155943 17.565548
β5 -0.51340117 0.015162574 -33.859764
β6 0.33767181 0.016278685 20.743188
β7 -0.40078907 0.016803606 -23.851373
β8 0.27577582 0.017674168 15.603327
β9 -0.10465703 0.018983633 -5.513014
β10 0.04681200 0.019604939 2.387766
β11 -0.08281728 0.019754146 -4.192400
β12 0.11982939 0.019319198 6.202607
β13 -0.16925571 0.018960900 -8.926565
β14 0.20776250 0.019099950 10.877646
β15 -0.19166078 0.019907711 -9.627464
β16 0.13985630 0.019008885 7.357418
β17 -0.05655189 0.013781578 -4.103441
α1 -0.15694347 0.007226550 -21.717620
γ11 0.03837568 0.011304907 3.394603
γ12 -0.03299597 0.010414035 -3.168413
γ13 0.24141211 0.010126704 23.839160
Tabla 7.17: Coeficientes del modelo lineal generalizado para las mujeres
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HOMBRES
χ2 z > 2 z > 3 pos neg p(pos) rachas p(rachas) EPAM
1980 105.74 7 0 46 51 0.3424 35 0.2735 14.33
1981 96.50 4 0 37 60 0.0125 34 0.2748 14.20
1882 93.13 2 0 37 60 0.0125 24 0.1430 13.28
1983 113.67 7 0 36 61 0.0072 37 0.3284 14.72
1984 89.07 3 0 45 52 0.2713 36 0.2884 12.68
1985 81.83 2 0 45 52 0.2713 39 0.3330 12.57
1986 81.80 3 1 39 58 0.0335 37 0.3157 10.41
1987 85.16 4 1 57 40 0.9665 37 0.3125 10.87
1988 117.88 7 1 61 36 0.9960 35 0.2946 12.05
1989 148.39 7 5 60 37 0.9928 41 0.3934 11.98
1990 146.99 9 3 57 40 0.9665 37 0.3125 11.76
1991 150.63 5 4 54 42 0.9079 40 0.3599 14.82
1992 93.62 6 0 49 46 0.6591 31 0.2284 12.83
1993 116.30 8 1 39 56 0.0501 29 0.2069 13.58
1994 136.22 6 3 43 51 0.2352 36 0.3054 16.63
1995 122.80 8 1 42 52 0.1767 29 0.2081 14.33
1996 142.21 7 2 48 46 0.6214 35 0.2881 16.36
1997 128.45 9 1 32 60 0.0023 45 0.5482 14.57
1998 144.22 8 2 36 56 0.0235 28 0.2073 17.13
1999 126.99 8 1 26 66 0.00002 28 0.2443 19.51
Tabla 7.18: Contrastes no parame´tricos del modelo lineal generalizado para los hombres
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MUJERES
χ2 z > 2 z > 3 pos neg p(pos) rachas p(rachas) EPAM
1980 90.80 0 1 55 42 0.9226 44 0.4207 14.07
1981 59.73 1 0 48 49 0.5000 35 0.2729 11.44
1982 57.57 2 0 42 55 0.1114 42 0.3872 13.40
1983 69.34 3 0 36 61 0.0072 43 0.4376 13.65
1984 69.68 1 0 33 64 0.0011 39 0.3869 13.08
1985 62.45 3 0 44 52 0.2376 43 0.4044 12.79
1986 54.36 1 0 48 47 0.5812 48 0.4916 12.54
1987 67.47 2 0 52 43 0.8476 41 0.3796 12.44
1988 78.68 3 0 64 30 0.9999 41 0.4806 13.41
1989 67.89 2 0 58 35 0.9938 42 0.4478 12.32
1990 68.25 3 0 53 39 0.9413 40 0.3922 INF
1991 68.40 0 0 47 45 0.6227 44 0.4479 13.88
1992 68.61 2 0 43 49 0.3012 43 0.4330 14.60
1993 75.67 5 0 48 44 0.6988 35 0.2995 11.74
1994 74.42 2 1 43 48 0.3377 33 0.2750 12.43
1995 71.28 2 0 41 50 0.2009 39 0.3745 13.08
1996 55.15 0 0 44 47 0.4170 39 0.3700 14.20
1997 60.30 3 0 35 56 0.0177 31 0.2581 19.55
1998 82.34 2 1 43 47 0.3760 33 0.2800 25.93
1999 71.54 1 1 44 46 0.4581 37 0.3431 23.60
Tabla 7.19: Contrastes no parame´tricos del modelo lineal generalizado para las mujeres








































































































Figura 7.26: Evolucio´n de log(qx) para edades de 60 a 95 del modelo lineal generalizado
para los hombres









































































































Figura 7.29: Evolucio´n de log(qx) para edades de 70 a 95 del modelo lineal generalizado
para las mujeres
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7.5. Comparacio´n de los modelos
Para la comparacio´n de los modelos utilizaremos los resultados de los contrastes no
parame´tricos de cada uno de ellos en cada uno de los an˜os. En el caso de los hombres dichos
resultados se hallan recogidos en las Tablas 7.5, 7.10 y 7.18 para los modelos Heligman
y Pollard, Lee-Carter y lineal generalizado, respectivamente. El valor del estad´ıstico χ2
muestra, de 1980 a 1986, para el modelo Lee-Carter un mejor ajuste que para los otros dos
modelos, despue´s de 1987 a 1992 es mejor Heligman y Pollard, de nuevo de 1993 a 1996
vuelve a ser mejor Lee-Carter pero despue´s para 1997 y 1999 alcanza valores muy superiores
a Heligman y Pollard e incluso al modelo lineal generalizado. El modelo lineal generalizado
tiene la ventaja de proporcionar los valores de χ2 equilibrados pero son los ma´s altos salvo
para los an˜os 1998 y 1999. El nu´mero de desviaciones relativas tambie´n se comporta de
forma similar para los tres modelos. En cuanto al nu´mero de diferencias positivas presenta
problemas el modelo lineal generalizado no superando el test para algunos an˜os, en los
que se muestra clara tendencia a valores positivos lo que supone que el modelo subestima
las defunciones para esos an˜os en una gran parte de edades. Dado lo cual concluimos que
el modelo de Heligman y Pollard es preferible en cuanto que proporcionan valores de χ2
ma´s equilibrados para los diferentes an˜os, manteniendo mayor regularidad en la bondad
del ajuste.
En el caso de las mujeres los resultados de los tres modelos se hallan recogidos en las
Tablas 7.6, 7.11 y 7.19. Para modelo Heligman y Pollard los resultados de χ2 y el nu´mero
de desviaciones relativas es ma´s elevado que para los otros dos. Segu´n estos estad´ısticos el
modelo Lee-Carter resulta mejor que el lineal generalizado para todos los an˜os. Respecto
al signo de las diferencias, en el caso del modelo lineal generalizado se muestra tendencia a
valores negativos lo que significa que el modelo sobreestima las defunciones en algunos an˜os
para un nu´mero considerable de edades. El test de rachas no plantea ningu´n inconveniente
para ningu´n modelo en cada uno de los diferentes an˜os.
Aunque el modelo Heligman y Pollard obtiene buenos resultados para los hombres
no los consigue para la mujeres, de lo que se deduce que el modelo Lee-Carter muestra
buenos resultados para ambos sexos y es por tanto ma´s recomendable para la construccio´n
de tablas de mortalidad dina´micas.
Sin embargo en el cap´ıtulo siguiente utilizaremos el modelo lineal generalizado dina´mi-
co con el que hemos obtenido las predicciones para el an˜o 2000 con el fin de obtener
valores actuariales que compararemos con la tabla obtenida a partir del modelo lineal
generalizado seleccionada en el Cap´ıtulo 5. La razo´n es comparar modelos obtenidos con
una metodolog´ıa similar.
7.6. Me´todos basados en factores de reduccio´n de la morta-
lidad
En esta seccio´n aplicamos el ca´lculo y modelizacio´n de los factores de reduccio´n de
la mortalidad que explicamos en la seccio´n 5 del Cap´ıtulo 3. Tomamos 1991 como origen
(t = 0) por estar situado en el centro del periodo base (1990-1992) que vamos a graduar
7.6 Me´todos basados en factores de reduccio´n de la mortalidad 183
segu´n la metodolog´ıa de modelos lineales generalizados, ajustando una funcio´n LGM(0, s)
como hicimos en el Cap´ıtulo 4. Para ambos sexos tomamos la funcio´n LGM(0, 10) segu´n
las medidas que muestra la Tabla 7.20 donde a partir del polinomio de grado 9 no se










































































































































































Figura 7.31: Bondad del ajuste LGM(0, 10) para las mujeres
El diagno´stico del modelo segu´n sus gra´ficos, Figura 7.30 y 7.31, es muy aceptable para
ambos sexos. El aspecto de ambos ajustes, as´ı como su comparacio´n gra´fica se muestra en
la Figura 7.32.
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HOMBRES
Deviance Deviance (dif) p-value Cp
LGM(0,2) 3992.332 3999.772
LGM(0,3) 1577.065 2415.267 0.000000 1588.226
LGM(0,4) 1404.059 173.006 0.00000 1418.940
LGM(0,5) 1403.952 0.107 0.7437651 1422.553
LGM(0,6) 1238.946 165.006 0.00000 1261.268
LGM(0,7) 863.6133 375.333 0.00000 889.655
LGM(0,8) 288.698 574.915 0.00000 318.460
LGM(0,9) 174.8433 113.855 0.00000 208.326
LGM(0,10) 158.1266 16.717 0.0000434 195.329
LGM(0,11) 158.126 0.001 0.9800434 199.049
LGM(0,12) 157.002 1.124 0.2890478 201.645
MUJERES
Deviance Deviance (dif) p-value Cp
LGM(0,2) 4562.565 4569.191
LGM(0,3) 1328.106 3234.459 0.0000 1338.046
LGM(0,4) 908.522 419.584 0.0000 921.775
LGM(0,5) 899.7313 8.791 0.0030276 916.297
LGM(0,6) 502.6986 397.033 0.0000 522.578
LGM(0,7) 442.2805 60.418 0.0000 465.473
LGM(0,8) 292.1144 150.166 0.0000 318.620
LGM(0,9) 174.1442 117.970 0.0000 203.963
LGM(0,10) 156.5909 17.553 0.0000279 189.723
LGM(0,11) 156.5891 0.002 0.9660576 193.034
LGM(0,12) 149.7283 6.861 0.0088108 189.487
Tabla 7.20: Comparacio´n de los modelos LGM(0, s) con diferentes grados para el periodo
base 1990-1992









































Figura 7.32: Modelos LGM(0, 10) para ambos sexos
Consideramos ahora, la probabilidad de muerte qxt para los an˜os de 1980 a 1999 y sea
el tiempo t = an˜o − 1991. En general, los factores de reduccio´n esta´ caracterizado por la
ecuacio´n
qxt = qx0RF (x, t),
para los que vamos a encontrar un modelo en la siguiente seccio´n.
7.6.1. Modelos lineales generalizados
Para modelizar los factores de reduccio´n de la mortalidad hemos de considerar el
modelo binomial con link “logit” propuesto para qxt que son las variables respuesta, a las
que vamos a ajustar una recta segu´n el predictor,
ηxt = g(qx0) + βxt,





pues se calcula aplicando el link a los valores graduados del
periodo base. Mostramos los valores de qx0 para cada edad, as´ı como los coeficientes βx
en la Tabla 7.21 para cada sexo.
HOMBRES MUJERES
edad qx0 βx qx0 βx
1 0.0065322035 -0.05636 0.0052510030 -0.05616
2 0.0016625016 0.02013 0.0013528153 0.01685
3 0.0006142660 -0.02057 0.0005023138 -0.00302
4 0.0003082688 -0.02962 0.0002509619 -0.03666
Tabla 7.21: Estimaciones de los qx0 y factores de reduccio´n
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HOMBRES MUJERES
edad qx0 βx qx0 βx
5 0.0001980050 -0.08238 0.0001588394 -0.05042
6 0.0001546581 -0.08320 0.0001209864 -0.06952
7 0.0001406393 -0.09232 0.0001062151 -0.08757
8 0.0001435236 -0.06632 0.0001036766 -0.04524
9 0.0001593995 -0.07503 0.0001092298 -0.07277
10 0.0001878301 -0.06235 0.0001212507 -0.01492
11 0.0002300072 -0.03691 0.0001390921 -0.01857
12 0.0002878417 0.00803 0.0001623962 -0.03503
13 0.0003632932 -0.00066 0.0001907265 -0.04027
14 0.0004577326 -0.00439 0.0002233621 0.00411
15 0.0005713331 0.01285 0.0002592133 -0.00925
16 0.0007025905 -0.00242 0.0002968532 -0.00624
17 0.0008481057 0.00016 0.0003346463 -0.00878
18 0.0010027274 -0.00996 0.0003709425 0.00328
19 0.0011600625 -0.00312 0.0004042834 -0.00556
20 0.0013132578 -0.00993 0.0004335744 0.00290
21 0.0014558763 0.00460 0.0004581867 -0.00147
22 0.0015826738 -0.00357 0.0004779778 -0.01024
23 0.0016901255 0.00336 0.0004932420 0.00606
24 0.001776634 0.00403 0.0005046129 -0.00354
25 0.001842436 0.00742 0.0005129493 0.00294
26 0.001889287 0.01070 0.0005192248 -0.00772
27 0.001920034 0.02277 0.0005244392 0.00633
28 0.001938162 0.01788 0.0005295563 0.01126
29 0.001947408 0.02713 0.0005354690 0.00389
30 0.001951453 0.02705 0.0005429864 0.01909
31 0.001953731 0.02441 0.0005528367 -0.01579
32 0.001957325 0.02923 0.0005656811 0.00152
33 0.001964938 0.02891 0.0005821317 0.02794
34 0.001978918 0.02985 0.0006027713 0.02096
35 0.002001310 0.03198 0.0006281720 0.00624
36 0.002033933 0.02896 0.0006589111 -0.00136
37 0.002078452 0.02463 0.0006955832 0.00094
38 0.002136449 0.01967 0.0007388090 0.00386
39 0.002209490 0.01962 0.0007892398 0.00954
40 0.002299184 0.01653 0.0008475585 0.00192
41 0.002407229 0.01602 0.0009144776 -0.00376
42 0.002535451 0.01076 0.0009907344 -0.01869
43 0.002685839 0.00382 0.0010770843 -0.00926
44 0.002860570 0.00867 0.0011742942 -0.00715
45 0.003062027 0.00075 0.0012831370 -0.00415
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HOMBRES MUJERES
edad qx0 βx qx0 βx
46 0.003292820 0.00806 0.0014043883 -0.01307
47 0.003555794 0.00244 0.001538829 -0.01291
48 0.003854040 -0.00465 0.001687253 -0.01728
49 0.004190907 -0.00638 0.001850486 -0.01805
50 0.004570008 -0.01039 0.002029415 -0.02078
51 0.004995236 0.01535 0.002225025 -0.02485
52 0.005470772 -0.00611 0.002438455 -0.02750
53 0.006001115 -0.00835 0.002671060 -0.02593
54 0.006591102 -0.00995 0.002924496 -0.02588
55 0.007245946 -0.01079 0.003200805 -0.02224
56 0.007971288 -0.00800 0.003502523 -0.02414
57 0.008773250 -0.00756 0.003832800 -0.02085
58 0.009658512 -0.01661 0.004195529 -0.02343
59 0.010634396 -0.01275 0.004595498 -0.02260
60 0.011708967 -0.00986 0.005038556 -0.02056
61 0.012891148 -0.01588 0.005531807 -0.03019
62 0.014190854 -0.01487 0.006083826 -0.02983
63 0.015619135 -0.01968 0.006704915 -0.02744
64 0.017188338 -0.01839 0.007407391 -0.02994
65 0.018912286 -0.01611 0.008205923 -0.02444
66 0.020806477 -0.01494 0.009117917 -0.02414
67 0.022888293 -0.01282 0.010163952 -0.02624
68 0.025177243 -0.01645 0.011368267 -0.02865
69 0.027695213 -0.01231 0.012759285 -0.02280
70 0.03046676 -0.01603 0.01437018 -0.02481
71 0.03351941 -0.01635 0.01623943 -0.02560
72 0.03688402 -0.01643 0.01841136 -0.02285
73 0.04059508 -0.01639 0.02093659 -0.02583
74 0.04469115 -0.01355 0.02387234 -0.02555
75 0.04921517 -0.01538 0.02728246 -0.02373
76 0.05421479 -0.01424 0.03123711 -0.02290
77 0.05974262 -0.01575 0.03581202 -0.02506
78 0.06585620 -0.01351 0.04108703 -0.02339
79 0.07261779 -0.01523 0.04714396 -0.02352
80 0.08009359 -0.01801 0.05406363 -0.02830
81 0.08835218 -0.01991 0.06192194 -0.02444
82 0.09746197 -0.01714 0.07078508 -0.02320
83 0.10748704 -0.01564 0.08070394 -0.020345
84 0.11848093 -0.01807 0.09170786 -0.02030
85 0.13047772 -0.01484 0.10379797 -0.01977
86 0.14347985 -0.01338 0.11694041 -0.01843
Tabla 7.21: Estimaciones de los qx0 y factores de reduccio´n
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HOMBRES MUJERES
edad qx0 βx qx0 βx
87 0.15744198 -0.00994 0.13105963 -0.01563
88 0.17225068 -0.00841 0.14603187 -0.01441
89 0.18770016 -0.01084 0.16167895 -0.01470
90 0.20346489 -0.00787 0.17776209 -0.01250
91 0.21907086 -0.00404 0.19397549 -0.01613
92 0.23386848 -0.00045 0.20993919 -0.00380
93 0.2470107 0.00152 0.2251910 -0.00236
94 0.2574414 0.00188 0.2391771 0.00463
95 0.2639002 0.01488 0.2512420 0.01293
96 0.2649574 0.02123 0.2606188 0.01131
97 0.2590998 0.01101 0.2664234 0.01521
Tabla 7.21: Estimaciones de los qx0 y factores de reduccio´n
A continuacio´n representamos gra´ficamente en las Figuras 7.33, 7.34, 7.35 y 7.36 el
logaritmo del factor de mejora para algunas de la edades. En e´stos podemos apreciar los
dos principales problemas de este me´todo,
Primero, como sucede en la edad 15 si los valores de la graduacio´n del periodo
base difieren de los valores brutos porque la funcio´n no se ajusta bien para esas
edades, los factores de mejora que necesariamente han de pasar por los graduados,
no representan bien la tendencia, aleja´ndose claramente de los valores brutos.
Segundo si la tendencia varia de un an˜o a otro de forma que no es lineal, por ejem-
plo primero crece y luego decrece, como en las edades 20 a 40, el factor de mejora
tampoco sera adecuado pues se ajustara a la tendencia predominante o mostrara´ es-
tabilidad.



















































































































































































































































































































































































































Figura 7.34: Factores de mejora de la mortalidad de edades de 45 a 85 para los hombres



























































































































































































































































































































































































































Figura 7.36: Factores de mejora de la mortalidad de edades de 45 a 85 para las mujeres
Cap´ıtulo 8
Uso de las tablas de mortalidad en
aplicaciones actuariales
8.1. Introduccio´n
El objetivo fundamental de este cap´ıtulo es estudiar algunas de las aplicaciones de
las tablas de mortalidad construidas en los cap´ıtulos precedentes en el campo actuarial,
tanto en lo referente al caso individual como al colectivo. En primer lugar se analiza su
incidencia sobre las rentas y los seguros individuales y, en segundo lugar su aplicabilidad
al caso colectivo. Para ello se ha considerado como ser´ıa el comportamiento del ca´lculo
de un hipote´tico plan de pensiones para el personal de la Universitat de Vale`ncia. Se ha
elegido este colectivo por dos razones. La primera de ellas es la posibilidad de disponer
de datos de un colectivo real, ya que la simulacio´n de un colectivo ficticio podr´ıa resultar
dif´ıcil puesto que depende de la propia estructura del mismo. En segundo lugar, y aunque
se trata de una simplificacio´n de las hipo´tesis habituales, es importante deducir algunas
caracter´ısticas en el comportamiento de un colectivo heteroge´neo, como es del personal de
la Universitat de Vale`ncia.
En la seccio´n 2 se resumen algunos de los principales conceptos sobre rentas y seguros
individuales, para despue´s estudiar la variabilidad de su valor en funcio´n factores que
inciden sobre ellos. En particular el del tipo de intere´s y los cambios en las probabilidades
de supervivencia.
En la seccio´n 3 se realiza una breve presentacio´n de los conceptos fundamentales que
intervienen en el ca´lculo de un plan de pensiones, centra´ndose su estudio en caso de la ca-
pitalizacio´n colectiva para realizar una aplicacio´n simulada sobre su afectacio´n al personal
de la Universitat de Vale`ncia, as´ı como un ana´lisis de las desviaciones que provocar´ıan los
cambios en el uso de unas tablas de mortalidad esta´ticas por otras dina´micas.
Finalmente, en la seccio´n 4 se exponen las conclusiones ma´s relevantes del estudio.
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8.2. Rentas y seguros individuales
En esta seccio´n se resumira´ brevemente una parte de la extensa bibliograf´ıa que re-
coge los conceptos ba´sicos para analizar las operaciones demogra´fico-financieras, que son
necesarios a lo largo de todo este cap´ıtulo. Para estos conceptos ba´sicos se usara´ el texto
de Villalo´n (1997).
Las rentas actuariales, a diferencia de las rentas financieras, incorporan el elemento
de supervivencia como clave en su operativa. Las rentas se pueden considerar como una
sucesio´n de pagos o cobros perio´dicos de importe constante o variable. Si los cobros son
anuales se les denomina anualidades. Adema´s los pagos pueden hacerse a principio de
cada periodo, y se llaman prepagables, o al final de cada periodo, y en este caso reciben
el nombre de pospagables.
Las rentas vitalicias, nombre que reciben las rentas actuariales, se aplican sobre el caso
de vida, mientras que los seguros son capitales pagaderos por el acaecimiento de un suceso,
ba´sicamente el fallecimiento, y por tanto calculan las primas a pagar para una persona en
caso de muerte. Una clasificacio´n muy general para ambos conceptos es,
Vitalicia Temporal, cuando se paga o cobra durante un determinado nu´mero de pe-
riodos, pero mientras que se esta vivo.
Vitalicia de Vida Entera, cuando se paga o cobra hasta el fallecimiento, es decir, hasta
la edad ω.
Cada una de las cuales se clasifica a su vez en,
Inmediata, cuando se empieza a pagar o cobrar al iniciarse el pago o cobro al principio
de la contratacio´n.
Diferida, cuando ha de pasar un determinado tiempo hasta que se empieza a pagar o
cobrar. Existen dos etapas, una primera m, llamada plazo del diferimiento, y las
subsiguientes n, denominadas etapa de pagos.
Toda operacio´n de rentas supone la consideracio´n del tiempo, y por tanto de un tipo de
intere´s i para la operacio´n. En caso de que el intere´s sea pagado por el deudor, dicho
intereses esta´ incluido en las cuotas de amortizacio´n (constantes o variables) A; mientras
que si el intereses es a favor de quien deposita cuotas constantes A de ahorro, son e´stas
las que lo perciben.
8.2.1. Determinacio´n del valor de las rentas vitalicias
Se iniciara´ este repaso con el caso ma´s sencillo, que consiste en obtener lo que se
denomina capital diferido. Se trata de una capital K, cuyo pago es un suceso aleatorio,
condicionado a que una persona de edad x este viva al cabo de n an˜os para recibirlo. Por
tanto, el precio (segu´n el principio de equivalencia de la operacio´n) para esta eventualidad
vendra´ dado por la esperanza matema´tica, es decir,
U = K(1 + i)−n npx.
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Donde npx es la probabilidad de supervivencia introducida en el Cap´ıtulo 1 segu´n la
expresio´n (1.1), aplicada para t = n. El factor(1 + i)−n actualiza el capital depositado en
un momento futuro (n) hasta un momento presente (0 ) y no se consideran los intereses
acumulados de los n periodos recorridos. Se le suele denotar v = (1 + i)−1, de forma que
nos queda,
U = Kvn npx.
Supuesto que K = 1 y adema´s constante, entonces aparece el denominado factor de
actualizacio´n demogra´fico financiero




Es muy importante sen˜alar que esta operacio´n, y en general todas las operaciones actua-
riales, solamente tienen sentido desde el punto de vista te´cnico si se realizan para una
colectividad grande de personas, que en aplicacio´n de la teor´ıa de los grandes nu´meros
producen la compensacio´n de las desviaciones (positivas y negativas) sobre estos sucesos.
Este factor de actualizacio´n permite deducir su inverso, el factor de capitalizacio´n
demogra´fico financiero, es decir, cuando queremos calcular un capital futuro despue´s de n
periodos




Para facilitar los ca´lculos, como ya avanza´bamos en el Cap´ıtulo 1, se utilizan los s´ımbolos
de conmutacio´n, que incluyen los dos factores de forma simultanea, el demogra´fico y el
financiero. Por ello en las tablas aparecen valores calculados segu´n un intere´s te´cnico
(cuanto mayor sea el intere´s menor sera´ el valor).
Los s´ımbolos de conmutacio´n aparecieron a finales del siglo XIX (obra de Tiens, Barret
Bayly), vease Nieto y Vegas (1993), a fin de facilitar la labor del calculo de los valores
actuariales.
El primer factor a considerar sera´ el s´ımbolo, Dx cuya expresio´n es
Dx = lxvx = lx(1 + i)−x,
de cuya expresio´n se deduce que representara´ el numero de supervivientes lx descontados
al tipo de intere´s por un tiempo equivalente a su edad (vx). Con este s´ımbolo podremos
expresar el factor de actualizacio´n como













En el ep´ıgrafe anterior ya se realizo´ una somera clasificacio´n de las rentas y por ello
solamente nos referiremos aqu´ı a las expresiones para las rentas constantes y unitarias
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en te´rminos de los s´ımbolos de conmutacio´n. El ca´lculo del valor actual de una renta
es similar al ca´lculo del valor actual de un renta financiera, es decir, trasladar hasta el
momento actual el valor de cada una de las cuotas anuales utilizando para ello el factor
de actualizacio´n demogra´fico financiero en lugar del factor financiero (rentas financieras).
Sea una renta vida entera, inmediata y prepagable a¨x, su valor actual se obtiene,
a¨x = 0Ex + 1Ex + . . .+ ω−xEx
=
Dx +Dx+1 + . . .+Dω
Dx
.
Para simplificar estos ca´lculos se introduce el s´ımbolo,
Nx = Dx +Dx+1 + . . .+Dω, (8.1)





Ana´logamente se pueden obtener las expresiones, en funcio´n de los s´ımbolos de conmuta-
































Si se considera el caso con capitales variables, tambie´n es sencillo obtener las expresiones
de las rentas. Concretamente dos casos comunes, rentas cuyos te´rminos var´ıan periodo a
periodo en progresio´n aritme´tica y aquellas que lo hacen en progresio´n geome´trica.
1A veces se utiliza la notacio´n a¨ no obstante e´sta suele estar reservada para rentas financieras y a¨ para
actuariales
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Si los capitales a pagar (cobrar) a partir de la edad x var´ıan en progresio´n aritme´tica
definida por,
α+ tr, donde t = 0, 1, . . . , ω − x,
introducimos un nuevo s´ımbolo, Sx, para la simplificacio´n de las expresiones de las rentas,
Sx = Nx +Nx+1 + . . .+Nω.





















































































En el caso en que los capitales a pagar (cobrar) a partir de la edad x var´ıan en progresio´n
geome´trica definida por,
αrt, donde t = 0, 1, . . . , ω − x,
considerando α = 1 y r = 1 + β, se pueden sustituir los s´ımbolos Nx y Dx por N∗x y D∗x,





y con estos s´ımbolos se obtienen los valores actuales de las rentas variables con pagos en
progresio´n geome´trica equivalentes a los de las rentas constantes.
8.2.2. Seguros o capitales pagaderos por fallecimiento
Al igual que para las rentas se iniciara´ este repaso con un caso sencillo de ca´lculo
de prima u´nica, pagadera al comienzo del an˜o a la edad x, que garantiza el pago a un
beneficiario de un capital si el deceso de una persona se produce dentro del an˜o, es decir,
antes de alcanzar la edad x + 1. Cuando el capital unitario sea pagadero so´lo al final del
an˜o, cualquiera que sea el momento del fallecimiento del asegurado, se calcula mediante




Introducimos un nuevo s´ımbolo para simplificar su expresio´n
Cx = dxvx+1,











Si se generaliza este caso para ma´s an˜os, el ca´lculo de la prima u´nica o valor actual que
debe pagar una persona de edad actual x para el caso en que su muerte se produzca en
cualquier momento a partir de la edad x, a la edad x o a la x+1 o a la x+2 . . ., se lleva a
cabo teniendo en cuenta que los sucesos son disjuntos y por tanto dicha prima es la suma











Para simplificar esta expresio´n se recurre a unos nuevos s´ımbolos de conmutacio´n. El
primero de ellos es,
Mx = Cx + Cx+1 + . . .+ Cω
De forma ana´loga se pueden obtener las expresiones de lo seguros en funcio´n de los s´ımbolos
de conmutacio´n del resto de seguros valorados a final del periodo an˜o en el que se produce
la muerte,
















Si se consideran ahora seguros para el caso de fallecimiento a capitales variables en progre-
sio´n aritme´tica o geome´trica, al igual que en el caso anterior se hace necesario introducir
un nuevo s´ımbolo
Rx =Mx +Mx+1 + . . .+Mω,
y con ello se tienen las expresiones para los seguros, como por ejemplo de vida entera
De vida
entera























De las expresiones anteriores solamente se ha analizado el caso de la prima u´nica que de-
ber´ıa pagar un asegurado de edad x al principio de la operacio´n. Para la generalizacio´n de
este pago mediante primas perio´dicas P a pagar mientras sobreviva el asegurado, sera´ su-
ficiente con combinar los conceptos de rentas y de seguros, igualando las expresiones de la
prestacio´n y la contraprestacio´n segu´n el llamado principio de equivalencia.
As´ı, por ejemplo, la prima perio´dica vitalicia a pagar por un asegurado de edad x
se obtendr´ıa al igualar la prima a satisfacer, P , por la renta vitalicia prepagable y la
contraprestacio´n Ax,
P a¨x = Ax.








Hasta este momento solamente se han considerado las rentas con periodo anual, pero
en el mercado del seguro se utiliza el te´rmino fraccionado. Si las bases de calculo (anual,
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trimestral, mensual, etc.) coinciden con los periodos de la operacio´n, no habra´ problema,
pero cuando no coinciden se presenta el problema de su adaptacio´n puesto que las tablas
actuariales vienen en bases anuales. La solucio´n ma´s te´cnica, sin necesidad de volver a
calcular la tabla, es la de reducir la operacio´n o el valor fraccionario a operaciones o valores
equivalentes. No obstante, la aparicio´n de los ordenadores ha facilitado enormemente los
ca´lculos cayendo en desuso las expresiones de aproximacio´n que se utilizaban.
Por ejemplo, si se consideran h periodos en el an˜o para aproximar la renta fraccionaria
pospagable de vida entera a partir de la anual, tenemos la expresio´n2




8.2.4. Ana´lisis de sensibilidad y estabilidad
Las expresiones que se han obtenido para las rentas y seguros individuales esta´n fuerte-
mente influenciadas por el tipo de intere´s y las probabilidades de supervivencia. Y aunque
han sido ampliamente estudiadas estas expresiones, no lo ha sido tanto su variacio´n segu´n
el tipo de intere´s y su variacio´n segu´n las probabilidades de muerte e incluso el tiem-
po del calendario. En este sentido se pueden citar los trabajos de Betzuen (1989) y ma´s
recientemente el trabajo de Olivieri (2001).
En esta seccio´n se estudiara precisamente la influencia del tipo de intere´s y de las
probabilidades de muerte sobre las rentas y seguros. Desde el punto de vista matema´tico
la forma de analizar la influencia que tienen las variaciones infinitesimales de una variable
sobre una funcio´n de la misma, es calcular la expresio´n de su derivada. En cada uno de
los ep´ıgrafes siguientes, vamos a calcular las derivadas justificando posteriormente el uso
de me´todos aproximados de diferencias finitas.
Respecto a la variacio´n del intere´s te´cnico i
Para obtener las derivadas de las rentas respecto al tipo de intere´s i, comenzaremos
por calcular la del s´ımbolo Dx. La expresio´n de Dx en funcio´n del tipo de intere´s es,
Dx = lxvx = lx(1 + i)−x
de forma que su derivada es,
∂Dx
∂i




∆Dx = −xlx(1 + i)−x−1∆i
= −xDx(1 + i)−1∆i
2La fo´rmula es la de Woolhouse cuya expresio´n es a¨
(h)





(µx + δ) aunque por
aproximacio´n se utiliza la simplicada que ponemos en el texto
























Figura 8.1: Variacio´n de Dx por cambio de intere´s del 3 al 3.2%
En la Figura 8.1 aparece la variacio´n de Dx con relacio´n a un cambio en el tipo de
intere´s. En particular al variar desde el 3% al 3.2%. Como se desprende de la expresio´n
anterior la variacio´n de Dx solamente depende de la edad x y de la relacio´n entre
i− i′
1 + i
y no de px, por tanto es indiferente que estas variaciones afecten a las tablas de hombre
como de mujeres.
Como se desprende de forma inmediata del gra´fico de la Figura 8.1 y de la inspeccio´n
de la expresio´n de la variacio´n de Dx, hay decrecimiento lineal de su valor debido a esa
dependencia de la diferencia de los tipos de intere´s, pero amplificada por la edad, por
tanto a mayor edad mayor variacio´n del valor de Dx.
De la expresio´n anterior se puede obtener la derivada del s´ımbolo Nx dado por la













Dx − x+ 1(1 + i)Dx+1 −
x+ 2
(1 + i)
Dx+2 − · · · − ω(1 + i)Dω
= − 1
(1 + i)
(xDx + xDx+1 +Dx+1 + xDx+2 +Dx+2 +Dx+2 + . . .)
= − 1
(1 + i)
[x(Dx +Dx+1 + xDx+2 + · · ·+Dω) + (Dx+1 + . . .+Dω)
(Dx+2 + . . .+Dω) + . . .]
= − 1
(1 + i)
(xNx +Nx+1 +Nx+2 + ...+Nω) , (8.3)
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(xNx −Nx +Nx +Nx+1 +Nx+2 + ...+Nω)
= − 1
(1 + i)
(Nx(x− 1) + Sx). (8.4)
Si se consideran dos tipos de intere´s i e i′, y sus correspondientes s´ımbolos de conmutacio´n
Nx y N ′x el incremento vendr´ıa dado por N ′x−Nx '
∂Nx
∂i
(i′− i), expresio´n de la cual que
al despejar N ′x y sustituir (8.3) se obtiene,
N ′x ' Nx +
i− i′
(1 + i)





















y sustituyendo (8.4) ,
N ′x ' Nx +
(i− i′)
(1 + i)












Las derivadas de las rentas se calculan a partir de la derivada de un cociente. Tomando








































A partir de e´sta se obtiene, considerando los incrementos como en el caso anterior,
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La complicada expresio´n obtenida para esta derivada, justifica el hecho de calcular la renta
para varios valores del intere´s i y analizar el incremento sufrido. Es decir,sustituimos su
expresio´n por una aproximacio´n discreta.
Respecto a la variacio´n de las probabilidades de supervivencia px
Para obtener las derivadas de las rentas respecto a las probabilidades de supervivencia
px se actuara´ de forma ana´loga. La expresio´n de Dx en funcio´n de dichas probabilidades
es,
Dx = lx(1 + i)−x
= lx−1px−1(1 + i)−x (8.5)
...
= l0p0p1 . . . px−2px−1(1 + i)−x. (8.6)
A partir de (8.6) se deduce que el s´ımbolo Dx depende de todas las probabilidades,
px−1, px−2, . . . , p1, p0, de forma que la variacio´n de cualquiera de ellas le afectar´ıa. De-
ber´ıamos pues calcular su derivada respecto de todas y cada una de ellas, teniendo en
cuenta que las probabilidades dependen unas de otras,
∂Dx
∂px−1
= lx−1(1 + i)−x
∂Dx
∂px−2




La conclusio´n es que obtener las derivadas de esta forma se convierte en una tarea que
adema´s de no ser fa´cil, conduce a una expresio´n dif´ıcil de interpretar y manejar. Con
mayor motivo en este caso, calcularemos las rentas y seguros para valores diferentes de
los px y analizaremos sus diferencias. Para obtener la derivada de Dx se consideran las




= lx−1(1 + i)−x,
y aproximando por incrementos,




x ' Dx + lx−1(1 + i)−(x−1)(1 + i)−1∆p
= Dx +Dx−1(1 + i)−1∆p.
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= lx−1(1 + i)−x + lx(1 + i)−(x+1) + lx+1(1 + i)−(x+2) + . . .
= (1 + i)−1(Dx − 1 +Dx +Dx + 1 + . . .) = (1 + i)−1Nx−1.
As´ı, transformando la derivada en incrementos queda,
∆Nx ' (1 + i)−1Nx−1∆p.
Con ello, para determinar el nuevo valor del s´ımbolo Nx frente a una variacio´n de la
probabilidad de supervivencia, se tiene que
N ′x ' Nx + (1 + i)−1Nx−1∆p.
En las aplicaciones siguientes las variaciones sobre las probabilidades han sido aditivas
y multiplicativas, considerando, respectivamente, un cambio constante en cada una de las
probabilidades de +0.01% o corrigiendo todas las probabilidades por un factor 1.0001 que
supone un incremento relativo de 0.01% .
Finalmente, la derivada de la renta inmediata a¨x respecto a una variacio´n en la pro-











Dx(1 + i)−1Nx−1 −NxDx−1
D2x




Y transformando la derivada en incrementos queda,
∆a¨x ' (1 + i)−1 (DxNx−1 −NxDx−1)
D2x
∆p.
Con ello, para determinar el nuevo valor del s´ımbolo a¨x frente a una variacio´n de la
probabilidad de supervivencia, se tiene que
a¨′x ' a¨x+ ' (1 + i)−1 (DxNx−1 −NxDx−1)
D2x
∆p.
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8.2.5. Aplicacio´n
En este apartado se presentara´n una serie de gra´ficas que tratan de explicar el com-
portamiento de las rentas y de las primas u´nicas de los seguros ante las variaciones de
los tipos de intere´s y el uso de los cambios en las probabilidades de supervivencia, y una
comparacio´n de los valores mediante el uso de las tablas esta´ticas y dina´micas calculadas
mediante modelos lineales generalizados en los cap´ıtulos anteriores. Las figuras que se pre-
sentan tienen en comu´n que todas esta´n realizadas sobre la base de un tipo de intere´s del
3% y una variacio´n de 0.2%, es decir para valores del 2.8 y 3.2%.
Las tablas utilizadas han sido tanto las esta´ticas como las dina´micas construidas en los
cap´ıtulos anteriores. En cada una de las figuras se especifica el tipo de tabla. Adema´s estas
figuras esta´n referidas tanto a hombres como a mujeres, para ver la incidencia de estas





















Figura 8.2: Variacio´n del valor de la renta actual ante cambios en el tipo de intere´s con
tabla esta´tica para los hombres
una renta vitalicia ante los cambios en los tipos de intere´s con tabla esta´tica. Como puede
observarse estos cambios afecta en la misma medida a hombres y mujeres. Las Figuras
8.4 y 8.5 analizan la variacio´n del valor de una renta vitalicia ante los cambios en los tipos
de intere´s con tabla dina´mica. Como puede observarse el valor inicial (para la edad 0) es
mucho mayor para las mujeres que para los hombres, con lo que la tendencia decreciente y
co´ncava es ma´s pronunciada en el caso de los hombres que para las mujeres. Las Figuras
8.6 y 8.7, recogen la variacio´n de la prima u´nica de un seguro vida entera para diferentes
edades ante variaciones de los tipos de intere´s cuando se han utilizado tablas esta´ticas. La
primera idea relevante es que el valor de la prima es ligeramente mayor en el caso de los
hombres que en el de las mujeres, como era de esperar, pero a partir de ah´ı la incidencia de
los cambios es ligeramente mayor en el caso de las mujeres hasta alcanzar un valor ma´ximo
proximo a la unidad. Las Figuras 8.8 y 8.9 muestran las variaciones en el valor de una
prima u´nica del seguro vida entera cuando se usan tablas dina´micas. Los resultados que
se pueden comentar en este caso son similares a los realizados anteriormente, destacando





















Figura 8.3: Variacio´n del valor de la renta actual ante cambios en el tipo de intere´s con





















Figura 8.4: Variacio´n del valor de la renta actual ante cambios en el tipo de intere´s con
tabla dina´mica para los hombres





















Figura 8.5: Variacio´n del valor de la renta actual ante cambios en el tipo de intere´s con


































Figura 8.6: Variacio´n del valor de la prima de seguro ante cambios en el tipo de intere´s
con tabla esta´tica para los hombres


































Figura 8.7: Variacio´n del valor de la prima de seguro ante cambios en el tipo de intere´s


































Figura 8.8: Variacio´n del valor de la prima de seguro ante cambios en el tipo de intere´s
con tabla dina´mica para los hombres


































Figura 8.9: Variacio´n del valor de la prima de seguro ante cambios en el tipo de intere´s
con tabla dina´mica para las mujeres
nuevamente la suavidad y constancia del ma´ximo en el caso de los hombres frente a las
mujeres, donde se aprecia una mayor concavidad y un crecimiento ma´s acentuado en las
edades superiores.
En los gra´ficos siguientes se analiza la incidencia de variaciones constantes sobre las














































Figura 8.10: Variacio´n de la renta cuando var´ıan la probabilidades de forma constante
para los hombres
8.11 muestran la convergencia de las variaciones del valor actual de una renta inmediata
vida entera cuando las probabilidades de supervivencia esta´n afectadas por el producto de
un factor constante (0.0001), tanto positiva como negativamente, y de ah´ı el proceso de
convergencia. Esta convergencia es pra´cticamente ide´ntica en el caso de hombres y mujeres.














































Figura 8.11: Variacio´n de la renta cuando var´ıan la probabilidades de forma constante
para las mujeres









































Figura 8.12: Variacio´n de la prima de seguro cuando var´ıan la probabilidades de forma
constante para los hombres
supervivencia, pero aplicado al caso de la prima u´nica de un seguro vida entera. Lo ma´s
resen˜able en este caso es que los valores iniciales de las tablas de mujeres son superiores
a los de las tablas de hombres, pero a media que avanza la edad tienden a converger al
mismo valor. Para las rentas y los seguros cuando las variaciones son aditivas, es decir,
cuando a las probabilidades de la tabla se le an˜ade una cantidad constante (0.0001), tanto
en positivo como en negativo, se han obtenido las Figuras 8.14 y 8.15 (para las rentas) y
las 8.16 y 8.17 (para los seguros). Si se comparar estas figuras con las anteriores, se puede
comprobar una gran similitud entre ellas.









































Figura 8.13: Variacio´n de la prima de seguro cuando var´ıan la probabilidades de forma











































Figura 8.14: Variacio´n de la renta cuando var´ıan la probabilidades suma´ndoles una cons-
tante para los hombres











































Figura 8.15: Variacio´n de la renta cuando var´ıan la probabilidades suma´ndoles una cons-






































Figura 8.16: Variacio´n de la prima del seguro cuando var´ıan la probabilidades suma´ndoles
una constante para los hombres






































Figura 8.17: Variacio´n de la prima del seguro cuando var´ıan la probabilidades suma´ndoles
una constante para las mujeres
Una vez analizadas las variaciones aditivas y multiplicativas sobre las tablas esta´ticas,
nos queda por analizar las variaciones que se producen en los valores de las rentas y los






































Figura 8.18: Variacio´n de la renta calculada con tabla dina´mica respecto a esta´tica para
los hombres
diferencias en el cociente del valor actual de una renta inmediata y vida entera cuando
esta se calcula con una tabla dina´mica frente al mismo valor cuando se utiliza esta´tica.
La Figura 8.19 presenta una ligera tendencia creciente del cociente hasta los u´ltimos an˜os
donde comienza a decrecer. Ma´s dificultades presenta la Figura 8.18, donde el cociente es
menor que la unidad para edades inferiores a los 40 an˜os, alcanzando un mı´nimo alrededor
de los 20 an˜os. A partir de esa edad comienza a crecer el cociente de forma que pasa a






























Figura 8.19: Variacio´n de la renta calculada con tabla dina´mica respecto a esta´tica para
las mujeres
ser mayor que uno hasta alcanzar un ma´ximo en la edad de 75 an˜os. De los 75 a los 90
es decreciente hasta alcanzar otro mı´nimo local en los 90 an˜os, y despue´s se convierte en




































Figura 8.20: Variacio´n de la prima de seguro calculada con tabla dina´mica respecto a
esta´tica para los hombres
seguro vida entera con tanto con tablas dina´micas como esta´ticas. La figura 8.20 referida
a los hombres, muestra que que la prima dina´mica es superior a la esta´tica para todas las
edades entre 0 y 36 an˜os, mientras que a partir de esa edad ocurre lo contrario hasta los
57 an˜os, a partir de esta edad se vuelve a invertir la tendencia. Sin embargo en el caso
de las mujeres (figura 8.21) el valor de la prima dina´mica es notablemente inferior a la
esta´tica hasta una edad avanzada (83 an˜os) a partir de la cual la dina´mica se hace mayor


































Figura 8.21: Variacio´n de la prima de seguro calculada con tabla dina´mica respecto a
esta´tica para las mujeres
que la prima esta´tica.
8.3. Planes de pensiones
En esta seccio´n se repasaran brevemente los conceptos ba´sicos de un plan de pensiones,
tanto en lo referido al tipo de aportacio´n como a los me´todos de calculo.
Una vez definidos estos conceptos, se pasara´ a la construccio´n de una aplicacio´n prac-
tica, la constitucio´n de un hipote´tico plan de pensiones complementario para el personal
de la Universitat de Vale`ncia, distinguiendo los diferentes colectivos que la integran, y
se analizara´ la evolucio´n de las aportaciones colectivas en el caso de tablas esta´ticas y
dina´micas.
8.3.1. Definicio´n y conceptos ba´sicos
Un plan de pensiones no es ma´s que una operacio´n actuarial sobre la vida en el que
una serie de individuos pertenecientes a un colectivo aportan una prima durante una parte
de su vida activa, aportacio´n, con el fin de cobrar una cantidad, prestacio´n, a partir de su
jubilacio´n. Respecto a los colectivos estudiados pueden considerarse abiertos y cerrados
Lecina (1989). Un colectivo es cerrado cuando se consideran u´nicamente los miembros
existentes en la fecha de valoracio´n, teniendo en cuenta las posibles salidas por diferentes
causas pero asumiendo que no se producira´ ninguna entrada. Un colectivo se considera
abierto si contempla como comunidad de riesgo no solo el conjunto de miembros existentes
en la fecha de valoracio´n del plan sino tambie´n los de las generaciones futuras.
El texto de Betzuen (1989) aporta una idea clara de los elementos actuariales que han
de fijarse a la hora de disen˜ar un plan de pensiones. Debemos explicitar las siguientes
cuestiones,
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La funcio´n de supervivencia o la funcio´n que represente el tanto de mortalidad. Utili-
zaremos las diferentes tablas de mortalidad que hemos construido para la Comunidad
Valenciana en los cap´ıtulos anteriores.
El tipo de intere´s te´cnico, que primero fijaremos en un 3%.
El porcentaje de crecimiento anual acumulativo del salario, puesto que influye en las
cuant´ıas de las prestaciones.
Tenemos que definir si se trata de un plan de aportaciones definidas o de prestaciones
definidas.
Si hay aportacio´n o no por parte de la empresa, es decir, si se trata de un Plan de
Empresa o no. En nuestro caso no sera´ de empresa, pero si que se dara´n algunas
ideas en caso de que se desee incorporar una aportacio´n por parte de Universitat de
Vale`ncia.
La edad de jubilacio´n, que en la mayor´ıa de los casos es a los 65 an˜os, en nuestro
colectivo es a los 70 para el personal docente e investigador (PDI) y a los 65 para el
personal de administracio´n y servicios (PAS).
Indicar si la pensio´n se basa en el salario (salario final) o no. Sen˜alando el coeficiente
a aplicar sobre el salario final.
Indicar si la prestacio´n es revalorizable o no.
Si se incluyen algunas garant´ıas como las prestaciones por invalidez, el reconocimien-
to de algu´n derecho adquirido si el part´ıcipe cambia de empresa,. . . En nuestro caso
solo consideramos el evento fallecimiento, por lo que las tablas fijadas al principio
van a ser fundamentales.
El sistema financiero, que normalmente es de capitalizacio´n individual pero que
tambie´n puede ser colectiva. En nuestro caso sera´ as´ı.
Es frecuente considerar un grupo cerrado aunque ser´ıa ma´s realista suponer un grupo
abierto.
La forma habitual de clasificar los planes de pensiones es segu´n sean de aportacio´n definida
o de prestacio´n definida. A continuacio´n presentaremos las ideas ba´sicas de los me´todos
que se utilizan para el ca´lculo de las aportaciones.
Para calcular el coste normal, que es el coste asignado a cada an˜o desde el comienzo de
funcionamiento del plan en base a la edad de entrada, en algunas ocasiones se reconocen
obligaciones con los trabajadores que cuando el plan entra en vigor llevan an˜os de servicio
en la empresa. El plan reconoce obligaciones contra´ıdas pasadas que tienen un cara´cter
suplementario, en este caso la cuant´ıa asignada a cada an˜o se llama coste suplementario.
8.3 Planes de pensiones 215
8.3.2. Plan de pensiones de prestacio´n definida
En este caso lo que se define es la prestacio´n que percibira´ el participe del plan a partir
de la edad de jubilacio´n y la aportacio´n se obtiene como consecuencia de la igualdad
actuarial que garantiza los pagos futuros. La prestacio´n depende de los an˜os de servicio y
se calcula como un porcentaje que se acumula por cada an˜o de servicio.
Designaremos por bx la prestacio´n de un trabajador de edad x, cantidad que puede
considerarse constante o variable a lo largo de los an˜os y que puede no depender de la
edad. Para su valoracio´n hemos de calcular el coste normal del plan para un empleado
de edad x. El coste normal total es la suma de todos los costes individuales de todos los
empleados.
El me´todo de las prestaciones devengadas forma parte de la familia de me´todos de
prestaciones definidas y tiene fa´cil aplicabilidad a los planes en cuyo disen˜o se tenga en
cuenta el nu´mero de an˜os de servicio prestados.
Me´todo de las prestaciones devengadas
Para calcular las aportaciones segu´n este me´todo se procede de la siguiente forma.
En primer lugar necesitamos conocer el coste total que representa garantizar el pago de
las prestaciones futuras de jubilacio´n. Una vez fijado el valor de la prestacio´n bx que se





donde xe es la edad de entrada. Pasamos a calcular el coste en base a la edad de entrada.
El coste gene´rico representa el precio que debemos pagar para garantizar la prestacio´n bx
a devengar en el an˜o x,
Costex = bx xj−xeExe a¨xj (8.8)
El caso ma´s habitual consider la prestacio´n bx fija, pero tambie´n puede considerarse
como un porcentaje del salario final. Es pues importante, cuando se considera este me´todo,
estimar el posible nivel del salario final. En ambos casos, sustituyendo el valor en la
ecuacio´n (8.8) tendr´ıamos el coste que puede valorarse en cada edad x.
El coste normal particularizado supone calcular a partir de la prestacio´n anual acumu-
lada total Bxj la acumulativa anual bx. De forma que si es constante se obtiene
bx =
Bxj
xj − xe ,





donde Sxj es el salario acumulado hasta la edad xj .
Para el ca´lculo del coste normal gene´rico hay que tener en cuenta que el part´ıcipe
debe acumular la pensio´n Bxj durante el periodo de servicio futuro. Dado que el periodo
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de servicio futuro es distinto, las cuant´ıas de las prestaciones acumulativas anuales y las
acumuladas hasta xa, edad alcanzada, en este me´todo difieren del anterior. Si se toma como
referencia las prestaciones acumulativas anuales del caso anterior bx, debemos considerar
un incremento adicional, ∆bx, que permita recuperar la cuant´ıa no aportada hasta la edad
alcanzada. De forma que la nueva cuant´ıa considerada b′x, se obtiene
b′x = bx +∆bx










































8.3.3. Plan de pensiones de aportacio´n definida
En este caso, a diferencia del anterior, se conoce la aportacio´n anual y lo que queda
pendiente de averiguar es la cuant´ıa de la prestacio´n anual correspondiente a dicha apor-
tacio´n anual. Ahora se parte del importe total de prestacio´n a la jubilacio´n mientras que
antes se defin´ıa la prestacio´n que se devengaba cada an˜o. Las diferencias entre los dos
me´todos segu´n Betzuen (1989) son
1. En las prestaciones acumuladas el coste normal se calculaba a partir de la prestacio´n
anual bx definida para un trabajador de edad x. En el caso de las prestaciones pro-
yectadas el coste se obtiene a partir de la prestacio´n total considerada a la jubilacio´n,
por lo tanto el coste normal sera´ la cuant´ıa que permita constituir Bxj .
2. Al tener establecida la prestacio´n total futura que se quiere garantizar, podemos
fijar un coste anual normal para el plan. Este coste normal, para una persona de
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edad x, puede ser constante en te´rminos monetarios o dependiente del salario. En
este caso se puede definir el coste normal como un % constante del salario a la edad
alcanzada. La prestacio´n que se acumula anualmente hace de variable dependiente
y se puede calcular a partir del coste normal anteriormente definido.
3. En las prestaciones devengadas, por cada an˜o de servicio activo se acredita una
fraccio´n de la prestacio´n. En el caso de prestaciones proyectadas se parte de una
prestacio´n final prevista que obtendra´ el part´ıcipe en activo en la empresa. La pres-
tacio´n proyectada hace realmente de meta.
Me´todo de las prestaciones proyectadas
Se trata de un me´todo de aportaciones definidas que como el anterior utiliza un me´todo
de capitalizacio´n individual.
Sea Bxj la prestacio´n a la jubilacio´n, el valor total de todas las prestaciones a la edad
de jubilacio´n xj es
(V a)xj = Bxj a¨xj ,
que representa el coste inicial. De igual forma se tiene (V a)xe que representa el coste total
del plan para garantizar las prestaciones futuras valorado a la edad de entrada en el plan,
xe, y que se obtiene segu´n
(V a)xe = Bxj xj−xeExe a¨xj .
Supuesto que la aportacio´n anual sea constante, Px, la valoracio´n total a la edad del
plan es
Pxa¨xe:xj−xe|.
Para que se garantice la cobertura del plan, las aportaciones y las prestaciones valoradas
en el mismo momento deben coincidir segu´n el principio de equivalencia
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Adema´s se realizaran las operaciones considerando unitaria la prestacio´n,Bxj = 1, pues
en cualquier otro caso de prestacio´n constante, bastar´ıa con multiplicar por la cantidad el
resultado. Utilizando la expresio´n del s´ımbolo de conmutacio´n Nx =
ω∑
h=x









Si la aportacio´n en lugar de ser contante es un porcentaje del salario,
Px = Ksh.
El valor actual de las aportaciones futuras es
xj−1∑
h=xe
Ph h − xeExe = Ksxe(Sa¨)xe:xj−xe|.
Como ha de cumplirse la igualdad entre las aportaciones y las prestaciones futuras podemos
escribir
Ksxe(Sa¨)xe:xj−xe| = (V a)xe ,





de forma que la aportacio´n es
Px = Ksx.
8.3.4. Evaluacio´n del coste de las pensiones mediante el sistema de ca-
pitalizacio´n colectiva
El ca´lculo del valor actual de las prestaciones no difiere demasiado del sistema de
capitalizacio´n individual, pero se realiza para todo el colectivo y no a nivel individual.









Pero este resultado corresponde a un part´ıcipe y es el mismo para cada uno de los que
forman parte del subgrupo de igual edad y categor´ıa. Para otro subgrupo el valor Bxj
es diferente. Puesto que Bxj es diferente y la edad actual x tambie´n (la diferencia se da
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entre los subgrupos), el valor actual total de las prestaciones para todos los part´ıcipes con
edades comprendidas entre e1 y e2 (e2 < xj) lo podemos indicar como,








xj + . . .





Para el ca´lculo del valor actual de las aportaciones cuando se utiliza el sistema de capi-
talizacio´n colectiva, la aportacio´n es comu´n para todos los part´ıcipes. Lo que se trata, en
realidad, es de calcular el valor actual de todas las rentas temporales a que hubiera lugar
en funcio´n de la edad actual de los part´ıcipes. Posteriormente este resultado se multipli-
cara´ por la cuota de aportacio´n colectiva y el nuevo resultado corresponde al valor actual
de las aportaciones de todo el colectivo.
Cuantitativamente el valor actual de todas las aportaciones futuras lo podremos ex-
presar como,
C(ne1 a¨xj + ne1+1a¨xj + . . .+ ne2 a¨xj ). (8.15)
Igualando los resultados (8.14) y (8.15) se puede despejar el valor de C y con ello se
obtiene la cuota de aportacio´n, la misma para cada part´ıcipe y para ese an˜o. El coste total
para ese an˜o se obtiene multiplicando la cuota anterior C por el numero de part´ıcipes del
colectivo.
8.3.5. Aplicacio´n a la Universitat de Vale`ncia
Para la aplicacio´n practica realizada se ha procedido en primer lugar a analizar el
colectivo de personal, tanto en volumen como en edad y por sexos.
Se han analizado las retribuciones de este personal. En particular las retribuciones ba´si-
cas, entendiendo por ello en el caso del PDI, el sueldo base y los complementos de destinos
y especifico. Se han obviado los complementos de productividad docente e investigadora,
as´ı como los otros complemento por cargos, autono´mico, etc.
Para el caso del PAS, se ha considerado como retribucio´n de cada grupo la del subgrupo
de nivel y complemento con mayor nu´mero de efectivos. As´ı, por ejemplo en el grupo A
se ha considerado las retribuciones de un A24B. En la Tabla 8.2 aparecen recogidas las
retribuciones de estos cuerpos.
Ana´lisis descriptivo del personal
Para realizar esta aplicacio´n “simulada” de un plan, el primer paso es analizar la es-
tructura del colectivo por edad y sexo, que son las variables determinantes para utilizar
las probabilidades de muerte de las tablas que hemos construido. Estudiemos el compor-
tamiento de la variable edad para cada sexo en cada categor´ıa puesto que va a influir muy
claramente en el coste del plan. Para ello en la Tabla 8.1 tenemos algunos valores resumen
de la variable. Adema´s en las la Figuras 8.22 y 8.23 mostramos el envejecimiento corres-
pondiente a cada una de las categor´ıas. Para mostrar gra´ficamente el comportamiento del
colectivo, hemos considerado conveniente agrupar la edades en intervalos de 5 an˜os, lo
220 Cap´ıtulo 8. Uso de las tablas de mortalidad en aplicaciones actuariales
HOMBRES
PAS Mı´nimo 1er Cuartil Mediana Media 3er Cuartil Ma´ximo
A 24 31.25 35 36.82 40.75 67
B 24 35 40 41.01 46.5 63
C 23 34 39.5 40.47 45 63
D 23 34 38 39.31 43 63
E 32 38.5 45.5 45.68 53.25 60
Total 23 34 38 39.77 45 67
MUJERES
PAS Mı´nimo 1er Cuartil Mediana Media 3er Cuartil Ma´ximo
A 24 32 37 38.24 42.75 59
B 24 35 40 40.71 45 60
C 24 36 40 41.28 47 65
D 23 35 39 40.41 45 64
E 28 41.5 52 49.49 59 64
Total 23 35 40 41.23 47 65
HOMBRES
PDI Mı´nimo 1er Cuartil Mediana Media 3er Cuartil Ma´ximo
CU 36 50 54 54.45 59 70
CEU 31 44 52 51.42 58.75 68
TU 30 39 45 45.07 50.5 70
TEU 29 39 46.5 45.87 53 69
Total 29 40 47 47.25 53 70
MUJERES
PDI Mı´nimo 1er Cuartil Mediana Media 3er Cuartil Ma´ximo
CU 42 49 53 53.22 56.5 69
CEU 32 45.75 51.5 52.29 60.75 68
TU 30 38 43 43.84 49 69
TEU 30 37 44.5 45.35 53 69
Total 30 38 44.5 45.27 51 69
Tabla 8.1: Medidas descriptivas de la edad segu´n categor´ıas
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Figura 8.22: Distribucio´n por edad del PAS
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Figura 8.23: Distribucio´n por edad del PDI
que 5 an˜os reduce a un nu´mero razonable de intervalos el conjunto de edades y adema´s
proporciona el u´ltimo intervalo de 65 a 70 que contiene las edades de jubilacio´n.
Una conclusio´n inmediata de la estructura de los dos tipos de colectivos es la presencia
mayoritaria de mujeres en el grupo PAS, mientras que en el PDI todav´ıa prevalecen los
hombres, aunque en los cuerpos de CEU y TEU y en la edades inferiores a 40, el numero
de mujeres es muy similar al de hombres.
Adema´s, y puesto que muchos planes se apoyan en el salario, hemos de conocer el
sueldo medio anual ba´sico (sin los complementos espec´ıficos) de cada uno de ellos. Como
ya hemos dicho tenemos dos grupos, que son el personal de administracio´n y servicios
(PAS) y el personal docente e investigador (PDI). Cada uno de estos estos grupos se
subdivide en categor´ıas que tienen un salario medio anual que mostramos en la Tabla 8.2.
Simulacio´n de un plan
Para el ca´lculo del importe de las aportaciones colectivas se ha usado el me´todo de las
prestaciones proyectadas. Como se ha comentado se trata de un me´todo de aportaciones
definidas, que consiste en “proyectar” una prestacio´n a la jubilacio´n (70 an˜os en el caso
del PDI y 65 en el PAS) con el fin de determinar un coste total de la pensio´n de jubilacio´n
evaluada a esa edad, que coincida con el me´todo de las prestaciones acumuladas.
Dado que se usara´ el sistema de capitalizacio´n colectiva, la aportacio´n es comu´n para
todos los part´ıcipes de cada grupo, es decir, lo que se trata en realidad es de calcular el
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PAS PDI
Categor´ıa Sueldo total Categor´ıa Sueldo total
A 33237.01 CU 35065.05
B 25091.16 CEU 28402.82
C 20009.29 TU 28402.82
D 14042.48 TEU 25355.43
E 12795.12
Tabla 8.2: Tabla de salarios por categor´ıa profesional
valor comu´n de todas las rentas temporales a que hubiera lugar en funcio´n de la edad de
los part´ıcipes. Por ello, lo importante no es determinar el importe exacto de cada una de
las aportaciones, sino su afectacio´n por el uso de unas tablas de mortalidad u otras, razo´n
por la cual se han realizado multiples hipo´tesis simplificadoras que en ningu´n caso afectan
al estudio que se pretende realizar.
Se ha supuesto que el salario de cada uno de los grupos es constante durante todo
el ana´lisis. Esta hipo´tesis significa utilizar el valor de una renta vitalicia temporal
constante en lugar de una renta vitalicia creciente en progresio´n geome´trica (esta-
blecimiento de las tasas de crecimiento de los salarios en funcio´n de la inflacio´n).
Tampoco se considera una revalorizacio´n de las pensiones.
Se considera que la prestacio´n a recibir sera´ un 20% del salario, dado que lo que se
trata es de establecer un complemento a las pensiones aportadas por la Seguridad
Social o las Clases Pasivas del Estado, y de las posibles cuentas individuales de cada
uno de los posibles part´ıcipes. No se consideran otras prestaciones diferentes de la
jubilacio´n, como la invalidez, orfandad, etc.
El tipo de intere´s te´cnico es el 3%. Las tablas que se usaran sera´n las esta´ticas y
dina´micas construidas en las secciones precedentes
No se produce aportacio´n por parte de la empresa. Es decir, no se trata de un plan de
empresa, aunque se dara´n algunas sugerencias por si se considera oportuno establecer
estas aportaciones.
Las aportaciones se realizara´ anualmente (no habr´ıa problema en suponer las men-
sualidades) al igualar el valor de la renta temporal del importe de las aportaciones al
valor actual de las prestaciones para todos los part´ıcipes por cada uno de los grupos
y categor´ıas.
Se ha considerado oportuno dividir el colectivo de PDI en cuatro grupos, uno por
cada una de las categor´ıas acade´micas (Catedra´ticos de Universidad, Catedra´ticos de
Escuela Universitaria, Titulares de Universidad y Titulares de Escuela Universitaria).
No habr´ıa problema de incorporar nuevas figuras: Contratados Doctores, Ayudantes,
etc. De la misma forma se han considerado cinco grupos de PAS, por cada una de
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las escalas o grupos de Administracio´n General, aunque en ellas se han integrado los
contratados laborales, fijos, etc.
Como se ha sen˜alado, y aunque parezcan simplificadoras, estas hipo´tesis recogen las ideas
fundamentales de un plan de pensiones y para el objetivo de este trabajo consideramos
que es suficiente. Otra cuestio´n ser´ıa la puesta en marcha de forma pra´ctica y efectiva del
plan, pero para ello se requerir´ıan unos acuerdos entre trabajadores, sindicatos, equipo
rectoral, etc, que no es posible considerar en este caso. Aunque la puesta en pra´ctica de
ello no resultar´ıa excesivamente complejo.
8.3.6. Ana´lisis de estabilidad y sensibilidad de los fondos de pensiones
En esta seccio´n vamos a estudiar la influencia del tipo de tablas de supervivencia
sobre el importe de las aportaciones. El ana´lisis podr´ıa extenderse tambie´n al caso de las
variaciones de los tipos de intere´s.
Tomando como base el me´todo de las prestaciones proyectadas, podr´ıamos analizar la
influencia de las variaciones en las probabilidades de supervivencia para lo obtenemos la
expresio´n de la prima en funcio´n de las probabilidades y del intere´s.
Sustituyendo en (8.13) la igualdad Dx = lx(1 + i)−x y lx+1 = lxpx, obtenemos la
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Respecto a la variacio´n del intere´s te´cnico i





















Respecto a la variacio´n de las probabilidades de supervivencia px
A partir de (8.17) se deduce que las primas van a depender de todas las probabilidades
px, para x = 0, 1, . . . , ω de forma que la variacio´n de cualquiera de ellas le afectar´ıa.
Adema´s hay que tener en cuenta que cada probabilidad depende de todas las anteriores.
Como lo que nos interesa es la comparacio´n de los dos tipos de tablas esta´ticas y dina´micas,
no derivaremos esta expresio´n evitando as´ı su complejidad.
8.3.7. Aplicacio´n
Las aportaciones de cada una de los grupos y categor´ıas se han evaluado tanto para
tablas esta´ticas como dina´micas. As´ı, por ejemplo, en el caso de los Catedra´ticos de Uni-
versidad la aportacio´n colectiva de hombres (con tablas esta´ticas) supondr´ıa para cada uno
de ellos un 8.48% del salario. En el caso de las mujeres la aportacio´n supondr´ıa el 7.54%
del salario y para todo el colectivo la aportacio´n media ser´ıa del 8.32%. Evidentemente
las aportaciones de cada uno de los part´ıcipes se situ´a en el entorno de las aportaciones
medias individuales de todos los part´ıcipes, as´ı mismo la suma total de las aportaciones
es ligeramente inferior a la que hubie´ramos obtenido si se hubiera usado el me´todo de
capitalizacio´n individual.
De ide´ntica forma se calcula para el resto de grupos y colectivos. Pero lo que nos
interesa resaltar es el comportamiento de estas aportaciones ante los cambios de las tablas
de mortalidad. Para ello se presentan una serie de gra´ficos que comparan las aportaciones
de cada uno de los diferentes grupos y colectivos tanto en el caso esta´tico como dina´mico.
Lo relevante del ana´lisis es que la estructura de los colectivos (hombres y mujeres)
determina en mayor medida los cambios y resultan mucho ma´s ilustrativos a los efectos
de este trabajo.
Las gra´ficas que siguen recogen el importe de las aportaciones de las diferentes cate-
gor´ıas tanto para hombre como para mujeres segu´n el tipo de tabla usada para el ca´lculo.
Se ha tomado como base de referencia la aportacio´n de un TEU mujer.
La Figura 8.24 recoge las aportaciones de los Catedra´ticos de Universidad. En e´l puede
observarse que los cambios debidos al tipo de tabla son poco apreciables en el caso de los
hombres (apenas un 2.09% de variacio´n en las aportaciones), por el contrario, para las
mujeres la variacio´n es mucho mayor (un 11.57%) debido fundamentalmente a la incidencia
mayor que en ellas tiene el efecto “calendario”. Otra cuestio´n que merece detallarse es














Figura 8.24: Aportaciones para Catedra´ticos de Universidad
que la aportacio´n de los hombres frente a las mujeres con tablas esta´ticas es un 11.09%
superior, mientras que con tablas dina´micas esta diferencia queda reducida al 2.83%. La
explicacio´n se debe al mayor nu´mero de hombres en esta categor´ıa. Como se vera´ ma´s
adelante, una situacio´n opuesta ocurrira´ con el PAS, especialmente en el grupo E donde el














Figura 8.25: Aportaciones para Catedra´ticos de Escuela
las aportaciones de la categor´ıa de Catedra´ticos de Escuela Universitaria. El crecimiento
de las aportaciones por el efecto de las tablas es mucho mayor en el caso de las mujeres
(10.26%) que en el de los hombres (1.69%). Mientras que si analizamos en la diferencia
para una misma tabla entre hombres y mujeres es pra´cticamente inapreciable para tablas
esta´ticas (0.92%), pero s´ı vemos que es relevante en el caso de las tablas dina´micas (9.43%).
La Figura 8.26 presenta los resultados para la categor´ıa de los Titulares de Universidad. La














Figura 8.26: Aportaciones para Titulares de Universidad
situacio´n en este colectivo es similar a los anteriores, pero con unas diferencias menores en
el caso de los hombres (1.97%) y mayores para las mujeres (12.77%). La comparacio´n entre
hombres y mujeres para las tablas homoge´neas presenta diferencias ya que las aportaciones
de las mujeres son inferiores a las de los hombres con las tablas esta´ticas, pero mayores
para las tablas dina´micas como consecuencia de que hay un 75% ma´s de hombres que de














Figura 8.27: Aportaciones para Titulares de Escuela Universitaria
Universitaria aparece en la Figura 8.27. El comportamiento de este colectivo tiene muchas
similitudes con los Titulares de Universidad. Las diferencias para los hombres segu´n el
tipo de tablas es baja (2.0%) mientras que para las mujeres es alta (12.35%). Si se analiza
las diferencias entre hombres y mujeres para el mismo tipo de tabla, las aportaciones
de hombres son ligeramente mayores a las de mujeres (0.95%) para las tablas esta´ticas,
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mientras que la aportacio´n de las mujeres es un 9.10% mayor que la de los hombres para
las tablas dina´micas. La razo´n estriba en que el numero de hombres es ligeramente superior
(4%) al de mujeres dentro de los TEU’s.
Como se ha sen˜alado anteriormente el colectivo del Personal de Administracio´n y
Servicios (PAS) presenta una estructura (por sexos) muy diferente al del PDI.
Las figuras siguientes presentan la evolucio´n de las aportaciones de cada uno de los
grupos dentro del PAS, segu´n el tipo de tablas utilizadas y el sexo del part´ıcipe. Un rasgo
a destacar a todas ellas es que las aportaciones realizadas con tablas dina´micas en el



























Figura 8.29: Aportaciones para el grupo B













Figura 8.30: Aportaciones para el grupo C
En el caso de las mujeres el uso de unas tablas u otras s´ı que tiene importancia, ya que
los cambios van desde el 9.18% del grupo E hasta el 10.35% del grupo D.
Las comparaciones entre las aportaciones entre hombres y mujeres con tablas esta´ticas
son ma´s divergences pasando del 0.92 por ciento (grupo B) superior de las aportaciones













Figura 8.31: Aportaciones para el grupo D
Una situacio´n similar, ocurre con las aportaciones para tablas dina´micas, siendo la
mayor discrepancia, al igual que en el caso anterior, la del grupo E. La explicacio´n reside
en la estructura del colectivo E, formado casi exclusivamente por mujeres de edad proxima
a la jubilacio´n. Esto es as´ı porque el grupo se formo´ a partir de mujeres que fueron
contratadas por la Universidad, para las tareas de limpieza de locales (an˜os 70 y 80) que
fueron asimiladas a PAS cuando posteriormente se contrato´ este servicio con empresas













Figura 8.32: Aportaciones para el grupo E
externas. Se trata de un grupo “a extinguir” que por sus especiales caracter´ısticas tiene
aportaciones ma´s elevadas de lo que realmente corresponder´ıa.
Si se hubiera planteado la construccio´n de un plan de pensiones con aportacio´n “pa-
tronal” o de la empresa, este ser´ıa un caso en donde la aportacio´n del promotor deber´ıa
aplicarse para poder “nivelar” las aportaciones de los diferentes grupos de forma que fuera
lo ma´s homoge´nea y ajustada posible a sus niveles salariales.
8.4. Conclusiones
En este ep´ıgrafe resumiremos brevemente las principales conclusiones que se han sen˜ala-
do en la pa´ginas anteriores, tanto en lo referente a las operaciones individuales (seguros
y rentas) como a las colectivas (aportaciones a un hipote´tico plan de pensiones) como a
la influencia que sobre ellas tienen los cambios en los elementos ba´sicos de las tablas de
mortalidad: tipo de intere´s y probabilidades de supervivencia.
Los cambios en el tipo de intere´s te´cnico supone unos cambios “previsibles” en los
valores actuales de las rentas y de las primas u´nicas de los seguros.
Sin embargo, las variaciones debidas a los cambios en el uso de los diferentes tipos de
tablas de mortalidad suponen unas modificaciones significativas en el caso de las rentas y
los seguros, proporcionando variaciones importantes.
Un caso ma´s especial es el referido a las aportaciones con capitalizacio´n colectiva, donde
el efecto de la composicio´n del colectivo al que se va a aplicar hace que las diferencias se
vean amortiguadas o amplificadas. Esto se ha puesto de manifiesto especialmente en el
caso del colectivo de PAS entre los grupos B y E. En el grupo B el porcentaje de mujeres
excede al de hombres en un 48%, mientras que en el grupo E hay un 145% ma´s de
mujeres que hombres, es decir, un factor de amplificacio´n de 3.02 lo que se ha traducido
en el incremento de las aportaciones usando tablas dina´micas entre hombre y mujeres (las
diferencias van del 9.43% al 43.18%). El ana´lisis de la capitalizacio´n colectiva, como se ha
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sen˜alado queda condicionado de forma importante por la estructura de edad y el nu´mero
de hombres y mujeres del colectivo, pero en aras de asegurar una mejor y mayor cobertura
de las prestaciones es de desear el uso de las tablas dina´micas frente a las esta´ticas, ya que
se adaptan mejor a la evolucio´n de la mortalidad.
Pero una vez establecido el plan conviene ir adecuando las reservas generadas de acuer-
do con las variaciones de la mortalidad y con unas tablas ajustadas a cada uno de los
colectivos, ya que la no correccio´n de estos desajuste supondr´ıa un problema importante
a la hora de materializar las prestaciones que se han generado de forma colectiva.
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