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STABILITY FOR A SECOND TYPE PARTITIONING PROBLEM
JINYU GUO AND CHAO XIA
Abstract. In this paper, we study stability and instability problem for type-II partitioning
problem. First, we make a complete classification of stable type-II stationary hypersurfaces in a
ball in a space form as totally geodesic n-balls. Second, for general ambient spaces and convex
domains, we give some topological restriction for type-II stable stationary immersed surfaces
in two dimension. Third, we give a lower bound for the Morse index for type-II stationary
hypersurfaces in terms of their topology.
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1. Introduction
Let B ⊂ Rn+1 be a convex body (compact convex set with non-empty interior). We look at
hypersurfaces in B which divides B into to two disjoint domains B1 and B2 in different manners.
In the literature the following two types of partitioning problems have been considered.
Type-I partitioning problem. Find the area-minimizing hypersurfaces among all hyper-
surfaces in B which divides B into two disjoint domains B1 and B2 with prescribed volume,
namely,
|B1| = s|B| and |B2| = (1− s)|B|, for some s ∈ (0, 1).
This work is supported by NSFC (Grant No. 11871406), the Natural Science Foundation of Fujian Province
of China (Grant No. 2017J06003) and the Fundamental Research Funds for the Central Universities (Grant No.
20720180009).
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2 JINYU GUO AND CHAO XIA
Type-II partitioning problem. Find the area-minimizing hypersurfaces among all such hy-
persurfaces in B which divides B into two disjoint domains B1 and B2 with prescribed wetting
boundary area1, namely,
|B1 ∩ ∂B| = s|∂B| and |B2 ∩ ∂B| = (1− s)|∂B|, for some s ∈ (0, 1).
These two problems haven been intensively studied by Burago-Maz’ya in late 60s [9] in the
case B = B¯n+1, the unit ball. By using spherical symmetrization, they showed that the solution
for Type-I partitioning problem is totally geodesic n-ball and all spherical caps intersecting
Sn(= ∂Bn+1) orthogonally (see [16], Section 5.2.1, Lemma 1), while the solution for Type-II
partitioning problem is all totally geodesic n-balls (see [16], Section 9.4.4, Lemma). Benkowski-
Sperner [8] also studied these two partitioning problems and gave the same classification result
as Burago-Maz’ya when B is a ball. They also gave several estimates for the corresponding
isoperimetric ratio when B is a general convex body.
Besides the area-minimizing hypersurfaces, one is also interested in studying stationary hy-
persurfaces for these partitioning problems. It follows from the first variational formulas (see
e.g. Section 2) that stationary hypersurfaces for Type-I partitioning problem are free bound-
ary constant mean curvature (CMC) hypersurfaces, while stationary hypersurfaces for Type-II
partitioning problem are minimal hypersurfaces intersecting ∂B at a constant angle. Here free
boundary means the hypersurfaces intersects ∂B orthogonally. There have been plenty of works
about existence, regularity and construction of free boundary CMC hypersurfaces, especially
free boundary minimal hypersurfaces in the last four decades.
When B is a ball, there are several rigidity results, for example, Hopf type theorem by
Nitsche [17] and Ros-Souam [21], Alexandrov type theorem by Ros-Souam [21] for these two
types stationary hypersurfaces. In particular, it has been found by Fraser-Schoen’s series of
works [13, 14, 15] that free boundary minimal hypersurfaces in a ball turns out to have close
relationship with the Steklov eigenvalue problem.
Stability problem for Type-I partitioning problem has been initiated and studied by Ros-
Vergasta [22]. A free boundary CMC hypersurface is called type-I stable if the second variation
of the area functional at this hypersurface is non-negative among any volume-preserving varia-
tions. Type-I stable free boundary CMC hypersurfaces are smooth local minimizers for Type-I
partitioning problem. In the framework of sets of finite perimeter, the local minimizers for
Type-I partitioning problem have been considered by Sternberg-Zumbrun [26] in 1998. It has
been conjectured that the free boundary totally geodesic n-ball and free boundary spherical
caps are all type-I stable free boundary CMC hypersurfaces in B¯n+1. This conjecture has been
recently solved by Nunes [18] in two dimension (see also Barbosa [4]) and Wang-Xia [27] in any
dimensions. Moreover, Wang-Xia [27] also gave complete classification for type-I stable capillary
hypersurfaces in B¯n+1, namely, CMC hypersurfaces intersecting Sn at a constant contact angle.
The first aim of this paper is to study stability problem for type-II partitioning problem. Recall
that stationary hypersurfaces for type-II partitioning problem in B are minimal hypersurfaces
intersecting ∂B at a constant angle. We call a minimal hypersurfaces intersecting ∂B at a
constant angle is type-II stable if the second variation of the area functional at this hypersurface
is non-negative among any wetting-area-preserving variations. We show the following complete
classification for type-II stable minimal hypersurfaces in B¯n+1 intersecting Sn at a constant
angle.
1wetting boundary means for the boundary part on ∂B. The word “wetting” comes from the physical model
of capillary surfaces.
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Theorem 1.1. A type-II stable stationary immersed hypersurface in an Euclidean ball B¯n+1 is
a totally geodesic n-ball.
In case that the ball lies in a space form, we have the similar result.
Theorem 1.2. A type-II stable stationary immersed hypersurface in a (n+1)-ball in a space
form is a totally geodesic n-ball.
For general convex bodies in general ambient 3-manifolds, we obtain some topological restric-
tion for type-II stable stationary immersed surfaces.
Theorem 1.3. Let x : M → B ⊂ M¯3 be a type-II stable stationary compact immersed surface
with free boundary. Assume Ric ≥ 0 and h∂B ≥ 0. Then the only possible values for the genus g
and the number of boundary component r of x(M) are g = 0 or 1 and r = 1, 2 or 3 or g = 2 and
r = 1. Moreover, g = 2 and r = 1 happens only when h∂B ≡ 0 along ∂M and R−Ric(ν, ν) ≡ 0
along M .
Theorem 1.4. Let x : M → B ⊂ M¯3 be a type-II stable stationary compact immersed surface.
Assume Sect ≥ 0 and h∂B ≥ 0. Assume x(∂M) is embedded in ∂B. Then the only possible
values for the genus g and the number of boundary component r of x(M) are g + r2 < 4 if g is
even and g + r2 < 5 if g is odd.
In Theorems 1.3 and 1.4, Sect, Ric and R denote the sectional curvature, the Ricci curvature
and the scalar curvature of M¯ respectively, and h∂B denotes the second fundamental form of
∂B ⊂ M¯ .
The instability for a variational problem is quantitatively measured by the Morse index. For
the type-II partitioning problem, the Morse index for a stationary hypersurface is the non-
negative integer which indicates the dimension of sets of wetting-area-preserved deformations
which decreases the area of the type-II stationary hypersurface. A stationary hypersurface is
stable is equivalent that it has vanishing Morse index. It turns out that the Morse index controls
the topology and geometry for stationary hypersurfaces.
There are plenty of works on the index estimate for closed minimal hypersurfaces or minimal
hypersurfaces with free boundary, see for example, Ros [20], Savo [25] and Ambrozio-Carlotto-
Sharp [2, 3]. See also [19, 11, 12] for index estimate for CMC surfaces with free boundary, which
is related to type-I partitioning problem. The technique in [19, 11, 12] for non-minimal CMC
case only applies for two dimension.
The next aim of this paper is to study the index estimate for minimal hypersurfaces with
constant contact angle, i.e., stationary hypersurfaces for type-II partitioning problem. We use
Ind(M) to denote the Morse index for a type-II stationary hypersurface M . Following the
argument of Savo [25] and Ambrozio-Carlotto-Sharp [2, 3], by using the coordinates of harmonic
one-forms, we are able to prove the following lower bound for the index.
Theorem 1.5. Let x : Mn → B ⊂ M¯n+1 be a type-II stationary compact immersed hypersur-
face. Let M¯ be isometrically embedded in Rd. Assume for any non-zero vector field ξ on M
satisfies ∫
M
trM (Rm(·, ξ, ·, ξ)) + Ric(ν, ν)|ξ|2dA+
∫
∂M
1
sin θ
H∂B|ξ|2ds(1.1)
>
∫
M
[|(II(·, ξ)|2 − |II(ν, ξ)|2) + (|II(·, ν)|2 − |II(ν, ν)|2)|ξ|2] dA.
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where Rm and Ric denote the Riemannian curvature tensor and Ricci curvature tensor of M¯
respectively, H∂B denotes the mean curvature of ∂B ⊂ M¯ , and II denotes the second fundamental
form for the embedding M¯ ⊂ Rd. Then
Ind(M) ≥ 2
d(d− 1) dimH1(M,∂M ;R)− 1
where dimH1(M,∂M ;R) denotes the first relative homology group with real coefficients.
As a corollary, we have the following
Corollary 1.1. Let B be a strictly mean convex domain in Rn+1 and x : Mn → B ⊂ Rn+1 be
a type-II stationary compact immersed hypersurface. Then
Ind(M) ≥ 2
n(n+ 1)
dimH1(M,∂M ;R)− 1.
Using another argument of Ros [19] and Ambrozio-Carlotto-Sharp [2], again using the coordi-
nates of harmonic one-forms, we can get the following Morse index estimate for two dimension.
Theorem 1.6. Let x : M2 → B ⊂ M¯3 be a type-II stationary compact immersed surface. Let
M¯ be isometrically embedded in Rd. Assume for any non-zero vector field ξ on M satisfies∫
M
|II(·, ξ)|2 − |II(ν, ξ)|2 − 1
2
R|ξ|2dA−
∫
∂M
1
sinθ
H∂B|ξ|2ds < 0(1.2)
Then
Ind(M) ≥ 1
d
(2g + r − 1)− 1.
In the case of M¯3 = R3 or S3 and B is strictly mean convex domain, the inequality (1.2) is
satisfied obviously.Therefore we have the following corollaries.
Corollary 1.2. Let B be a strictly mean convex domain in R3 and x : M2 → B be a type-II
stationary compact immersed surface. Then
Ind(M) ≥ 1
3
(2g + r − 4).
Corollary 1.3. Let B be a strictly mean convex domain in S3 and x : M2 → B be a type-II
stationary compact immersed surface. Then
Ind(M) ≥ 1
4
(2g + r − 5).
The remaining part of this paper is organized as follows. In Section 2 we review the definition
and basic properties of type-II stationary hypersurfaces. In Section 3 we give a proof of Theorem
1.1 for type-II stationary hypersurfaces in a ball in Rn+1 after finding admissible test function
(3.2). and we will provide a detailed proof of Theorem 1.2 for type-II stationary hypersurfaces
in a ball in Hn+1 and sketch a proof for type-II hypersurfaces in a ball in Sn+1. In Section 4,
we use balancing argument to study stability problem for type-II stationary hypersurfaces in
general convex bodies in general ambient manifolds, and prove Theorem 1.3 and 1.4. In Section
5, we give Morse index estimate lower bounds for type-II stationary hypersurfaces, and prove
Theorems 1.5 and 1.6,
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2. Preliminaries
Let (M¯n+1, g¯) be an oriented (n + 1)-dimensional Riemannian manifold and B be a smooth
compact domain in M¯ that is diffeomorphic to an Euclidean ball. Let x : (Mn, g) → B be an
isometric immersion of an orientable n-dimensional compact manifold M with boundary ∂M
into B satisfying
x(intM) ⊂ intB and x(∂M) ⊂ ∂B.
Such an immersion is called proper.
We denote by ∇¯, ∆¯ and ∇¯2 the gradient, the Laplacian and the Hessian on M¯ respectively,
while by ∇, ∆ and ∇2 the gradient, the Laplacian and the Hessian on M respectively. We will
use the following terminology for four normal vector fields. We choose one of the unit normal
vector field along x and denote it by ν. We denote by N¯ the unit outward normal to ∂B in B
and µ be the unit outward normal to ∂M in M . Let ν¯ be the unit normal to ∂M in ∂B such
that the bases {ν, µ} and {ν¯, N¯} have the same orientation in the normal bundle of ∂M ⊂ M¯ .
Denote by h and H the second fundamental form and the mean curvature of the immersion x
respectively. Precisely, h(X,Y ) = g¯(∇¯Xν, Y ) and H = trg(h).
By an admissible variation of x, we mean a differentiable map x : (−, )×M → B ⊂ M¯ such
that x(t, ·) : M → B is an immersion satisfying x(t, intM) ⊂ intB and x(t, ∂M) ⊂ ∂B for every
t ∈ (−, ) and x(0, ·) = x. We denote the area functional A : (−, ) → R of the immersion
x(·, t) by
A(t) =
∫
M
dAt
where dAt is the volume element of M in the metric induced by x(t, ·). We denote the wetting
area functional AW (t) : (−, )→ R are defined by
AW (t) =
∫
[0,t]×∂M
x∗dA∂B.
where dA∂B is the area element of ∂B. A variation is said to be wetting-area-preserving if
AW (t) = AW (0) = 0 for each t ∈ (−, ).
It is easy to see that the first variation formulae of A(t) and AW (t) for an admissible variation
with a variation vector field Y = ∂∂tx(t, ·)|t=0 are given by
A′(0) =
∫
M
Hg¯(Y, ν) dA+
∫
∂M
g¯(Y, µ) ds,(2.1)
A′W (0) =
∫
∂M
g¯(Y, ν¯) ds,(2.2)
where dA and ds are the area element of M and ∂M respectively.
Definition 2.1. A proper immersion x : M → B ⊂ M¯ is said to be type-II stationary if
A′(0) = 0 for any wetting-area-preserving variation of x.
From the above first variation formulae, we know that x is type-II stationary if and only if x
is a minimal immersion, namely H = 0, and
g¯(Y, µ− cν¯) = 0 for some constant c ∈ R and any Y ∈ T (∂B).(2.3)
Equation (2.3) implies ∂M intersects ∂B at some constant angle θ ∈ (0, pi) such that cos θ = c.
We make a choice of the normal ν so that, along x(∂M), the angle between −ν and N¯ or
equivalently between µ and ν¯ is everywhere equal to θ (see Figure 1). To be more precise, in
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Figure 1. Σ = x(M) and ∂Σ = x(∂M)
the normal bundle of x(∂M), we have the following relations:
µ = sin θ N¯ + cos θ ν¯,(2.4)
ν = − cos θ N¯ + sin θ ν¯.(2.5)
For Y ∈ T (∂B), from (2.5) and the fact g¯(Y, N¯) = 0, we see that a wetting-area-preserving
variation with Y = Y0 + ϕν, where Y0 is the tangential part of Y , satisfies
(2.6)
∫
∂M
ϕds = 0.
Conversely, we shall show
Proposition 2.1. Let x : M → B ⊆ M¯ be a proper type-II stationary immersion with a contact
angle θ. Then for a given ϕ ∈ C∞(M) satisfying ∫∂M ϕds = 0, there exists an admissible
wetting-area-preserving variation of x with variational vector field having ϕν as its normal part.
Proof. We argue as in [6] and [1]. For each point p ∈ ∂M , let ν0 = ν+ cos θ N¯ be the projection
of ν on Tx(p)(∂B). Denote W =
1
g¯(ν,ν0)
ν0 − ν which is tangential to x(M) along ∂M . Extend
W smoothly to a vector field on x(M), still denote by W . Denote Z = W + ν and extend Z
smoothly to a vector field on U ⊂ B, which is a δ-neighborhood of x(M) in B, such that Z is
tangential to T (∂B) along ∂B ∩ U¯ . By construction, g¯(Z, ν) = 1. Consider the local flow ψt of
Z in U¯ , that is, ∂∂tψt = Z. Let Ψ : (−1, 1)×M → B be given by Ψ(t, ·) = ψt. We shall find a
function u : (−, )×M → R such that
Ψ˜(t, ·) = Ψ(u(t, ·), ·)
is the desired deformation. First, since ψt is the local flow of Z and Z is tangential to T (∂B)
along ∂B ∩ U¯ , we know Ψ˜(t, ∂M) ⊂ ∂B. Second, since
Ψ˜∗dA∂B =
∂u
∂t
Ψ∗dA∂B =
∂u
∂t
E(u(t, ·), ·)dtdA∂M ,
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where E(u(t, ·), ·) = det(dΨ|(u(t,·),·)), we have
AW (Ψ˜(t, ·)) =
∫
[0,t]×∂M
Ψ˜∗dA∂B =
∫
∂M
∫ t
0
∂u
∂t
E(u(t, ·), ·)dtdA∂M .
Let u(t, ·) : (−, )×M → R be the local solution of the following initial value problem:
∂u
∂t
=
ϕ
E(u(t, ·), ·) , u(0, ·) = 0, in M.
It follows from the condition
∫
∂M ϕds = 0 that AW (Ψ˜(t, ·)) = 0, that is, Ψ˜(t, ·) is a wetting area
preserving admissible deformation. Finally, it is easy to see that
∂
∂t
∣∣∣
t=0
Ψ˜(t, ·) = ∂u
∂t
∣∣∣
t=0
· Z(0, ·) = ϕ(W + ν),
which means the variational vector field of Ψ˜(t, ·) has ϕν as its normal part. The proof is
completed. 
The second variational formula of the area functional A under admissible wetting-area-
preserving variations is given as follows.
Proposition 2.2. Let x : M → B ⊂ M¯ be a proper type-II stationary immersion. Let x(·, t) be
an admissible wetting-area-preserving variation with variational vector field Y having ϕν as its
normal part. Then
A′′(0) =
∫
M
−ϕ(∆ϕ+ (|h|2 + Ric(ν, ν))ϕ) dA+
∫
∂M
ϕ(∇µϕ− qϕ) ds.(2.7)
Here
q =
1
sin θ
h∂B(ν¯, ν¯) + cot θ h(µ, µ),(2.8)
Ric is the Ricci curvature tensor of M¯ , and h∂B is that of ∂B in M¯ given by h∂B(X,Y ) =
g¯(∇¯XN¯ , Y ).
We postpone the proof of Proposition 2.2 to Appendix A.
Definition 2.2. A proper type-II stationary immersion x : M → B ⊂ M¯ is called stable if
A′′(0) ≥ 0 for all wetting-area-preserving variations, that is,∫
M
−ϕ(∆ϕ+ (|h|2 + Ric(ν, ν))ϕ)dA+
∫
∂M
ϕ(∇µϕ− qϕ) ds ≥ 0,(2.9)
for any ϕ satisfying
∫
∂M ϕds = 0.
3. Uniqueness for type-II stable stationary hypersurfaces in a ball
3.1. The Euclidean case.
In this subsection, we consider the case (M¯, g¯) = (Rn+1, δ) and B = B¯n+1 is the Euclidean
unit ball (in our notation, Bn+1 is the Euclidean unit open ball). In this case, Ric ≡ 0, h∂B = g∂B
and N¯(x) = x. Abuse of notation, we use x to denote the position vector in Rn+1. We use 〈·, ·〉
to denote the Euclidean inner product.
The stability condition becomes
A′′(0) =
∫
M
−ϕ(∆ϕ+ |h|2ϕ) dA+
∫
∂M
ϕ(∇µϕ− qϕ) ds ≥ 0(3.1)
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with
q =
1
sin θ
+ cot θ h(µ, µ).
for all ϕ such that
∫
∂M ϕds = 0.
Theorem 3.1. A type-II stable minimal hypersurfaces in B¯n+1 intersecting Sn at a constant
angle is a totally geodesic n-ball.
Proof. For convenience, we omit writing the volume form and the area form in an integral.
We know that M is minimal and ∂M intersects Sn at a constant angle, say θ ∈ (0, pi). For each
constant vector field a ∈ Rn+1, Define on M ,
(3.2) ϕa =
1
sin θ
〈x, a〉+ cot θ 〈ν, a〉.
By direct computation, by using (2.4) and (2.5), one sees
ϕa|∂M = 1
sin θ
〈N¯ , a〉+ cot θ(− cos θ 〈N¯ , a〉+ sin θ 〈ν¯, a〉)
= sin θ 〈N¯ , a〉+ cos θ 〈ν¯, a〉 = 〈µ, a〉.
On the other hand, since M is minimal, we have
∆〈x, a〉 = 0.
Thus, by integration by parts, we see∫
∂M
ϕa =
∫
∂M
〈µ, a〉 =
∫
∂M
∇µ〈x, a〉 =
∫
M
∆〈x, a〉 = 0.
Therefore, ϕa is an admissible test function in (3.1). It follows that∫
M
−ϕa(∆ϕa + |h|2ϕa)dA+
∫
∂M
ϕa(∇µϕa − qϕa)ds ≥ 0.(3.3)
We can compute that on ∂M by [27] Proposition 2.1,
∇µϕa = 1
sin θ
∇µ〈x, a〉+ cot θ∇µ〈ν, a〉 = 1
sin θ
〈µ, a〉+ cot θ h(µ, µ)〈µ, a〉 = q〈µ, a〉 = qϕa.(3.4)
Also, on M ,
∆ϕa =
1
sin θ
∆〈x, a〉+ cot θ∆〈ν, a〉 = − cot θ |h|2〈ν, a〉.
Thus
∆ϕa + |h|2ϕa = − cot θ |h|2〈ν, a〉+ |h|2
(
1
sin θ
〈x, a〉+ cot θ 〈ν, a〉
)
=
1
sin θ
|h|2〈x, a〉.(3.5)
Using (3.4) and (3.5) in (3.3), we get that for each a ∈ Rn+1,∫
M
(
1
sin θ
〈x, a〉+ cot θ 〈ν, a〉
)
1
sin θ
|h|2〈x, a〉 ≤ 0.(3.6)
We take a to be the n+ 1 coordinate vectors {Ei}n+1i=1 in Rn+1, and add (3.6) for all a to get∫
M
|h|2 (|x|2 + cos θ 〈x, ν〉) ≤ 0.(3.7)
Let Φ = 〈x, ν〉+ cos θ, we know that Φ|∂M = 0 from (2.5). Thus∫
M
∆
1
2
Φ2 =
∫
∂M
Φ∇µΦ = 0,
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and combining with (3.7), we have∫
M
|h|2 (|x|2 + cos θ 〈x, ν〉)+ ∆1
2
Φ2 ≤ 0.(3.8)
On the other hand, we have
∆Φ = ∆〈x, ν〉 = −|h|2〈x, ν〉.
It follows that
∆
1
2
Φ2 = Φ∆Φ + |∇Φ|2 = −|h|2〈x, ν〉2 − |h|2 cos θ 〈x, ν〉+ |∇Φ|2.
Thus, inequality (3.8) reduces to∫
M
|h|2|xT |2 + |∇Φ|2 ≤ 0.
We conclude that h ≡ 0 which implies that M is a totally geodesic n-ball in B¯n+1. 
3.2. The hyperbolic case.
Let Hn+1 be the simply connected hyperbolic space with curvature −1. We use here the Poincare´
ball model, which is given by
Hn+1 =
(
Bn+1, g¯ = e2uδ
)
, e2u =
4
(1− |x|2)2 .(3.9)
In this subsection we use δ or 〈·, ·〉 to denote the Euclidean metric and the Cartesian coordinate
in Bn+1 ⊂ Rn+1. Sometimes we also represent the hyperbolic metric, in terms of the polar
coordinate with respect to the origin, as
g¯ = dr2 + sinh2 rgSn .
We use r = r(x) to denote the hyperbolic distance from the origin and denote V0 = cosh r. It is
easy to verify that
V0 = cosh r =
1 + |x|2
1− |x|2 , sinh r =
2|x|
1− |x|2 .(3.10)
The position function x, in terms of polar coordinate, can be represented by
x = sinh r∂r.(3.11)
It is well-known that x is a conformal Killing vector field with
∇¯x = V0g¯.(3.12)
Let BHR be a ball in Hn+1 with hyperbolic radius R ∈ (0,∞). By an isometry of Hn+1, we
may assume BHR is centered at the origin. B
H
R, when viewed as a set in Bn+1 ⊂ Rn+1, is the
Euclidean ball with radius RR :=
√
1−arccoshR
1+arccoshR ∈ (0, 1). The principal curvatures of ∂BHR are
cothR. The unit normal N¯ to ∂BHR with respect to g¯ is given by
N¯ =
1
sinhR
x.(3.13)
Moreover, for each constant vector field a ∈ Rn+1, we can define a smooth vector field Ya in
Hn+1 by
Ya =
1
2
(|x|2 + 1)a− 〈x, a〉x.(3.14)
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From [27] Proposition 4.1, we know that Ya is a Killing vector field in Hn+1, i.e.,
1
2
(∇¯i(Ya)j + ∇¯j(Ya)i) = 0.(3.15)
Denote function Va as follow
Va =
2〈x, a〉
1− |x|2 .
Proposition 3.1. [27] For any tangential vector field Z on Hn+1, we have
∇¯ZVa = g¯(Z, e−ua) + e−ug¯(x, e−ua)g¯(Z, x),(3.16)
∇¯ZYa = e−ug¯(x, Z)a− e−ug¯(Z, a)x.(3.17)
∆g¯(x, ν) = HV0 + g¯(x,∇H)− |h|2g¯(x, ν),(3.18)
∆Va = nVa −H∇¯νVa,(3.19)
∆g¯(Ya, ν) = −|h|2g¯(Ya, ν) + g¯(Ya,∇H) + ng¯(Ya, ν).(3.20)
Proposition 3.2. Let x : M → B¯HR be an isometric immersion into the hyperbolic ball BHR with
zero mean curvature H = 0, whose boundary ∂M intersects ∂BHR at a constant angle θ ∈ (0, pi).
For each constant vector field a ∈ Rn+1 define
ϕa =
1
sin θ sinhR
g¯(Ya, x) + cot θ g¯(Ya, ν) alongM.(3.21)
Then ϕa satisfies
(3.22)
∫
∂M
ϕads = 0
Along ∂M , we have
(3.23) ∇µϕa = qϕa
where
q =
1
sin θ
cothR+ cot θ h(µ, µ).(3.24)
Proof. In this proof we always take value along ∂M and use (2.4) and (2.5). Firstly, from (3.15)
we get ∫
M
divM (Y
T
a ) =
∫
M
divM (Ya − g¯(Ya, ν)ν) =
∫
M
divMYa −Hg¯(Ya, ν)dA = 0(3.25)
On the other hand, using integration by parts, we see∫
M
divM (Y
T
a ) =
∫
∂M
g¯(Y Ta , µ)ds =
∫
∂M
g¯(Ya, µ)ds(3.26)
Combining (3.25) with (3.26), we get∫
∂M
g¯(Ya, µ)ds = 0(3.27)
Applying (2.4), (2.5) and (3.13), we have
(3.28) ϕa = g¯(Ya, µ) on ∂M
Using (3.27) and (3.28), we get the first equation (3.22).
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Next, note that
g¯(Ya, x) = e
2u〈Ya, x〉 = e2u 1
2
(1− |x|2)〈x, a〉 = e−ug¯(x, a) = Va.(3.29)
Therefore,
ϕa =
1
sin θ sinhR
g¯(Ya, x) + cot θ g¯(Ya, ν) =
1
sin θ sinhR
Va + cot θ g¯(Ya, ν).(3.30)
By (3.16), (3.17) and [27] Proposition 2.1, we can compute that
∇¯µϕa = 1
sin θ sinhR
∇¯µVa + cot θ (g¯(∇¯µYa, ν) + g¯(Ya, ∇¯µν))
=
1
sin θ sinhR
(e−ug¯(µ, a) + e−2ug¯(x, a)g¯(x, µ))
+ cot θ · e−u[g¯(x, µ)g¯(ν, a)− g¯(µ, a)g¯(x, ν)] + cot θ h(µ, µ)g¯(Ya, µ).
Using ν = − 1cos θ N¯ + tan θ µ and x = sinhR N¯ , we obtain
cot θ · e−u[g¯(x, µ)g¯(ν, a)− g¯(µ, a)g¯(x, ν)] = e−u[ 1
sin θ
sinhR · g¯(µ, a)− 1
sin θ sinhR
g¯(x, a)g¯(x, µ)]
=
1
sin θ sinhR
(e−usinh2R · g¯(µ, a)− e−ug¯(x, a)g¯(x, µ))
Therefore, applying relationship sinh2R+ 1 = cosh2R, we have
∇¯µϕa = 1
sin θ sinhR
cosh2R · e−ug¯(µ, a) + 1
sin θ sinhR
(e−2u − e−u)g¯(x, a)g¯(x, µ) + cot θ h(µ, µ)g¯(Ya, µ)
=
1
sin θ sinhR
coshR g¯(
1
2
(|x|2 + 1)a− 〈x, a〉x, µ) + cot θ h(µ, µ)g¯(Ya, µ)
=
1
sin θ
cothR g¯(Ya, µ) + cot θ h(µ, µ)g¯(Ya, µ)
= (
1
sin θ
cothR+ cot θ h(µ, µ))g¯(Ya, µ)
By (3.28), we complete this proposition. 
Theorem 3.2. Assume x : M → BHR ⊂ (Bn+1, g¯) is an immersed type-II stable hypersurface in
the ball BHR with zero mean curvature H = 0 and constant contact angle θ ∈ (0, pi). Then x is
totally geodesic.
Proof. The stability inequality (2.7) reduces to
−
∫
M
ϕ(∆ϕ+ |h|2ϕ− nϕ) +
∫
∂M
(∇µϕ− q ϕ)ϕ ≥ 0(3.31)
for all function
∫
∂M ϕds = 0, where q is given by (3.24) since ∂B
H
R has constant principal
curvature cothR.
For each constant vector field a ∈ Rn+1, we consider
ϕa =
1
sin θ sinhR
g¯(Ya, x) + cot θ g¯(Ya, ν)
along M .
Equation (3.22) tells us that
∫
∂M ϕa ds = 0. Therefore, ϕa is an admissible function for testing
stability.
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Using (3.19) and (3.20), noting that H = 0 and (3.29), we compute that
∆ϕa =
1
sin θ sinhR
∆Va + cot θ∆g¯(Ya, ν)
=
1
sin θ sinhR
(nVa −H∇¯νVa) + cot θ (−|h|2g¯(Ya, ν) + g¯(Ya,∇H) + ng¯(Ya, ν))
=
1
sin θ sinhR
nVa − cot θ |h|2g¯(Ya, ν) + n cot θ g¯(Ya, ν).
Therefore, we have
∆ϕa − nϕa + |h|2ϕa = − cot θ |h|2g¯(Ya, ν) + |h|2( 1
sin θ sinhR
Va + cot θ g¯(Ya, ν))
=
1
sin θ · sinhRVa|h|
2
and in turn
(3.32) ϕa(∆ϕa − nϕa + |h|2ϕa) = 1
sin2 θ · sinh2RV
2
a |h|2 +
cos θ
sin2 θ · sinhRVa g¯(Ya, ν)|h|
2.
From (3.23), we know
∇µϕa − qϕa = 0 along ∂M.(3.33)
Inserting (3.32) and (3.33) into the stability condition (3.31), we get for any a ∈ Rn+1,
(3.34)
1
sin2 θ · sinh2R
∫
M
(cos θ · sinhR g¯(VaYa, ν) + V 2a )|h|2dA ≤ 0
We take a to be the n + 1 coordinate vectors {Ei}n+1i=1 in Rn+1. Noticing that Va = 2〈x,a〉1−|x|2 ,
Ya =
1
2(|x|2 + 1)a− 〈x, a〉x, we have
n+1∑
a=1
VaYa = x,
n+1∑
a=1
V 2a =
4|x|2
(1− |x|2)2 = g¯(x, x).
Therefore, by summing (3.34) for all a, we get
(3.35)
∫
M
(cos θ · sinhR g¯(x, ν) + g¯(x, x))|h|2dA ≤ 0
As in the Euclidean case, we introduce an auxiliary function
Φ = −(g¯(x, ν) + cos θ sinhR).
From (3.18) and H = 0, we get
(3.36) ∆Φ = g¯(x, ν)|h|2
Note that Φ|∂M = 0. Thus we have∫
M
∆
1
2
Φ2 =
∫
∂M
Φ∇µΦ = 0.
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Adding this to (3.35), using (3.36), we have
0 ≥
∫
M
(cos θ · sinhR g¯(x, ν) + g¯(x, x))|h|2 + ∆1
2
Φ2
=
∫
M
g¯(xT , xT )|h|2 + |∇Φ|2
≥ 0.
This implies x : M → BHR is totally geodesic. The proof is completed. 
3.3. The spherical case.
In this subsection, we sketch the necessary modifications in the case that the ambient space
is the spherical space form Sn+1. We use the model
(Rn+1, g¯S = e2uδ) with u(x) =
4
(1 + |x|2)2 ,
to represent Sn+1 \ {S}, the unit sphere without the south pole. Let BSR be a ball in Sn+1 with
radius R ∈ (0, pi) centered at the north pole. The corresponding RR =
√
1−cosR
1+cosR ∈ (0,∞). the
Killing vector field Ya in this case are
Ya =
1
2
(1− |x|2)a+ 〈x, a〉x.(3.37)
The crucial functions V0 and Va in this case are
V0 = cos r =
1− |x|2
1 + |x|2 , Va =
2〈x, a〉
1 + |x|2 .
Similarly as the hyperbolic case, these (n+ 2) functions span the vector space
{V ∈ C2(Sn+1 \ {S}) : ∇¯2V = −V g¯}.
Using Ya, V0 and Va, the proof goes through parallel to the hyperbolic case. The method works
for balls with any radius R ∈ (0, pi). Compare to the hyperbolic case, in this case V0 = cos r can
be negative when R ∈ (pi2 , pi). Nevertheless, by going through the proof, we see this does not
affect the issue on stability. 
4. Topological restriction on type-II stable stationary surface
In this section, we use two kinds of balancing arguments, similar to Ros-Vergasta [22] and
Nunes [18], to get topological restriction on type-II stable stationary surfaces.
Step 1. Let Mˆ be a compact Riemann surface obtained from M by attaching a conformal disk
at any connected component of ∂M . Then there exists a non-trivial conformal map ψˆ : Mˆ → S2
such that
deg(ψˆ) ≤ 1 +
[
g + 1
2
]
.
Let ψ : M → S2 ⊂ R3 be the restriction of ψˆ to M . Then ψ|∂M : ∂M → S2 be a conformal
immersion. By Hersch and Li-Yau’s result, by combining ψ|∂M with a conformal diffeomorphism
of S2, we can assume ∫
∂M
ψids = 0, i = 1, 2, 3,
where ψi denotes the coordinate function of ψ in R3.
14 JINYU GUO AND CHAO XIA
Using ψi, i = 1, 2, 3 as admissible test functions in (2.9), we get∫
M
|∇ψi|2 − (|h|2 + Ric(ν, ν))(ψi)2dA−
∫
∂M
[
1
sin θ
h∂B(ν¯, ν¯) + cot θ h(µ, µ)
]
(ψi)2ds ≥ 0.
Summing up the above inequalities for i = 1, 2, 3, using ψ ∈ S2 we get∫
M
|∇ψ|2 − (|h|2 + Ric(ν, ν))dA−
∫
∂M
[
1
sin θ
h∂B(ν¯, ν¯) + cot θ h(µ, µ)
]
ds ≥ 0.(4.1)
By conformality of ψ, we have∫
M
|∇ψ|2dA <
∫
Mˆ
|∇ψˆ|2dA = 2Area(ψˆ(Mˆ)) ≤ 8pi
(
1 +
[
g + 1
2
])
.(4.2)
Using the Gauss equation and the Gauss-Bonnet formula, taking into account that H = 0,
we have ∫
M
−|h|2 + R− 2Ric(ν, ν)dA+ 2
∫
∂M
κgds
= 2
∫
M
KdA+ 2
∫
∂M
κgds = 4piχ(M) = 4pi(2− 2g − r).
Here κg is the geodesic curvature of ∂M in M and K is the Gauss curvature of M . It follows
that ∫
M
−(|h|2 + Ric(ν, ν))dA = 4pi(2− 2g − r)− 2
∫
∂M
κgds−
∫
M
(R− Ric(ν, ν))dA.(4.3)
On the other hand, from (2.4) and (2.5), we have
ν = tan θ µ− 1
cos θ
N¯ .
Thus
h(µ, µ) = H − h(e, e) = −〈∇¯eν, e〉
= − tan θ 〈∇¯eµ, e〉+ 1
cos θ
〈∇¯eN¯ , e〉
= − tan θ κg + 1
cos θ
h∂B(e, e),
where e ∈ T (∂M). In turn,
−
∫
∂M
[
1
sin θ
h∂B(ν¯, ν¯) + cot θ h(µ, µ)
]
ds =
∫
∂M
(
− 1
sin θ
H∂B + κg
)
ds.(4.4)
Taking into account of (4.2), (4.3), (4.4) in (4.1), we have∫
M
(R− Ric(ν, ν))dA+
∫
∂M
(
κg +
1
sin θ
H∂B
)
ds < 4pi
(
4− 2g − r + 2
[
g + 1
2
])
.(4.5)
Step 2. There exists a conformal branched cover η : M → S2+ such that
deg(η) ≤ g + r.
η3 = 0 on ∂M . Also, by combining η|∂M with a conformal diffeomorphism of S1 = ∂S2+, we can
assume ∫
∂M
ηids = 0, i = 1, 2.
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Thus ηi, i = 1, 2, 3 are admissible test functions in (2.9). We obtain∫
M
|∇η|2 − (|h|2 + Ric(ν, ν))dA−
∫
∂M
[
1
sin θ
h∂B(ν¯, ν¯) + cot θ h(µ, µ)
]
ds ≥ 0.(4.6)
By conformality of η, we have∫
M
|∇η|2dA = 2Area(η(M)) ≤ 4pi (g + r) .(4.7)
Using the same argument as Step 1, we get∫
M
(R− Ric(ν, ν))dA+
∫
∂M
(
κg +
1
sin θ
H∂B
)
ds ≤ 4pi (2− g) .(4.8)
Step 3. Consider the free boundary case, i.e. θ = pi2 . In this case one has
κg = h
∂B(e, e).
Hence, from (4.5) and (4.8), by our assumption that Ric ≥ 0 and h∂B ≥ 0, we deduce that
g = 0 or 1 and r = 1, 2 or 3, or g = 2 and r = 1. Moreover, g = 2 and r = 1 happens only when
h∂B ≡ 0 along ∂M and R− Ric(ν, ν) ≡ 0 along M .
Step 4. Let us consider the general case, θ ∈ (0, pi2 )∪ (pi2 , pi). Assume ∂M is embedded. Then
∂M divide ∂B by several components.We choose one of these components, denoted by T , so
that M intersects T with θ ∈ (pi2 , pi). We know
κg = 〈∇¯eµ, e〉 = 〈∇¯e(cos θ ν¯ + sin θ N¯), e〉 = cos θ κ¯g + sin θ h∂B(e, e).
Then ∫
∂M
κgds = cos θ
∫
∂M
κ¯gds+ sin θ
∫
∂M
h∂B(e, e)ds.
By the Gauss-Bonnet formula for T , we have∫
T
KdA+
∫
∂T=∂M
κ¯gds = 2piχ(T ).
Hence ∫
∂M
κgds = 2pi cos θ χ(T )− cos θ
∫
T
KdA+ sin θ
∫
∂M
h∂B(e, e)ds.
Note that χ(T ) = r or 2− r depending on the choice of T . By the Gauss equation, if Sect ≥ 0
and h∂B ≥ 0, we know the Gauss curvature K of T is nonnegative and in turn,∫
∂M
κgds ≥ −2pir.
Using (4.5), we conclude that g + r2 < 4, if g even and g +
r
2 < 5, if g odd.
5. Morse index estimate
In this section, we will discuss lower bound estimates for Morse Index of stationary type-II
hypersurface in a connected domain B in M¯n+1.
For any ϕ ∈ C∞(M), we set
Q(ϕ,ϕ) =
∫
M
−ϕ(∆ϕ+ (|h|2 + Ric(ν, ν))ϕ)dA+
∫
∂M
ϕ(∇µϕ− qϕ) ds.
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Definition 5.1. Let x : Mn → B ⊂ M¯n+1 be a type-II stationary immersed hypersurface. The
Morse index Ind(M) of M is defined to be the maximal dimension of a subspace S of C∞(M)
such that ∫
∂M
ϕdA = 0, and Q(ϕ,ϕ) < 0, for ϕ ∈ S.
For the Jacobi operator J = ∆ + |h|2 + Ric(ν, ν), with the boundary condition
∇µϕ− qϕ = 0,
there exists a non-decreasing and diverging sequence λ1 ≤ λ2 ≤ · · · ≤ λk ↑ ∞ of eigenvalues
associated to a L2(M)-orthonormal basis {ϕk}∞k=1 of solutions to the eigenvalue problem
(5.1)
{
Jϕ = −λϕ, in M
∇µϕ− qϕ = 0, on ∂M.
By Rayleigh’s theorem, the eigenvalues λk has the following variational characterization
λk = inf
ϕ∈V ⊥k−1\{0}
Q(ϕ,ϕ)∫
M ϕ
2 dA
,
where Vk−1 = {ϕ1, · · · , ϕk−1} and V ⊥k−1 is the orthogonal complement of Vk−1 with respect to
the inner product of L2(M).
The Morse index of a type-II stationary hypersurface is closely related to the number of
negative eigenvalues of (5.1). For type-I case, a similar statement can be found in the literature,
see e.g. [7, 24].
Proposition 5.1. Let k be the number of negative eigenvalues of (5.1). Then
k − 1 ≤ Ind(M) ≤ k.
Proof. Let Vk = {ϕi}ki=1 be the subspace consisting of the first k eigenfunctions for (5.1). Since
Q(ϕi, ϕi) = λi
∫
M
ϕ2i dA < 0, for i = 1, · · · , k,
we have S ⊂ Vk and Ind(M) ≤ k.
On the other hand, consider the linear operator L : Vk → R defined by
Lϕ =
∫
∂M
ϕdA.
It follows that
Ind(M) = dim Ker(L) = dim(Vk)− dim Im(L) ≥ k − 1.

Thanks to above proposition, to estimate the Morse index of M , one only needs to estimate
the number of negative eigenvalues of (5.1). Next we use the method of Savo [25], Ambrozio-
Carlotto-Sharp [2, 3] to find an estimate of number of negative eigenvalues of (5.1) in terms of
topological invariant.
First, let M¯ be isometrically embedded in Rd. Let {Ei}di=1 be a canonical basis of Rd. We
use 〈·, ·〉 to denote the inner product of Rd and D to denote the covariant derivative of Rd. We
use II to denote the second fundamental form for the embedding M¯ ⊂ Rd. Given a vector field
ξ on M , we denote ξb by its dual 1-form.
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5.1. First method: coordinates of ν ∧ ξ.
Define
uij = 〈ξ, Ei〉〈ν,Ej〉 − 〈ξ, Ej〉〈ν,Ei〉, 1 ≤ i < j ≤ d(5.2)
where ν is the outward unit normal vector field of x : Mn → B ⊆ M¯n+1. Then we have the
following key formula.
Proposition 5.2. Let
ξb ∈ H1N (M,∂M) := {ξb ∈ Ω1(M); dξb = δξb = 0 inM and µ ∧ ξb = 0 on ∂M}.
Then ∑
1≤i<j≤d
Q(uij , uij)(5.3)
=
∫
M
−
n∑
k=1
R(ek, ξ, ek, ξ)− Ric(ν, ν)|ξ|2 +
n∑
k=1
|II(ek, ξ)|2 +
n∑
k=1
|II(ek, ν)|2|ξ|2 dA
−
∫
∂M
1
sin θ
H∂B|ξ|2ds,
where {ek}nk=1 is an orthonormal basis of M .
Proof. The proof is close to Savo [25], Ambrozio-Carlotto-Sharp [3], small difference arises from
the boundary computation. We prove it here for reader’s convenience. A direct computation
gives ∑
1≤i<j≤d
|∇ekuij |2 = |Dekξ|2 + |ξ|2|Dekν|2 − 2〈Dekν, ξ〉2.
Note that
Dekξ = ∇ekξ − h(ek, ξ)ν + II(ek, ξ),
Dekν =
n∑
l=1
h(ek, el)el + II(ek, ν).
It follows that∑
1≤i<j≤d
|∇ekuij |2 = |∇ekξ|2 + |h(ek, ξ)|2 + |II(ek, ξ)|2
+
n∑
l=1
|h(ek, el)|2|ξ|2 + |II(ek, ν)|2|ξ|2 − 2|h(ek, ξ)|2,
and in turn ∑
1≤i<j≤d
|∇uij |2 =
n∑
k=1
∑
1≤i<j≤d
|∇ekuij |2
= |∇ξ|2 −
n∑
k=1
|h(ek, ξ)|2 + |h|2|ξ|2 +
n∑
k=1
|II(ek, ξ)|2 +
n∑
k=1
|II(ek, ν)|2|ξ|2.
Using the Gauss equation for the immersion x : M → M¯ , taking account H = 0, we have
−
n∑
k=1
|h(ek, ξ)|2 = Ric(ξ, ξ)−
n∑
k=1
R(ek, ξ, ek, ξ).
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Note that
∑
1≤i<j≤d |uij |2 = |ξ|2. It follows that∑
1≤i<j≤d
∫
M
|∇uij |2 − (|h|2 + Ric(ν, ν))|uij |2dA
=
∫
M
|∇ξ|2 + Ric(ξ, ξ)−
n∑
k=1
R(ek, ξ, ek, ξ)− Ric(ν, ν)|ξ|2
+
n∑
k=1
|II(ek, ξ)|2 +
n∑
k=1
|II(ek, ν)|2|ξ|2 dA.
By the Weintzenbo¨ck formula, using that dξb = δξb = 0, we have∫
M
|∇ξ|2 + Ric(ξ, ξ) dA =
∫
∂M
g(∇µξ, ξ) +
∫
M
−g(∇∗∇ξ, ξ) + Ric(ξ, ξ) dA
=
∫
∂M
g(∇µξ, ξ) ds+
∫
M
(dδ + δd)ξb dA
=
∫
∂M
g(∇µξ, ξ) ds.
On the other hand, by choosing {Tα}n−1α=1 is orthonormal basis of ∂M , we get
0 = divMξ =
n−1∑
α=1
g(∇Tαξ, Tα) + g(∇µξ, µ).
Since ξ ∧ µ = 0 along ∂M , then ξ = λµ along ∂M for some smooth function λ on M . Thus∫
∂M
g(∇µξ, ξ) ds = −
n−1∑
α=1
∫
∂M
λg(∇Tαξ, Tα) ds = −
n−1∑
α=1
∫
∂M
λ2g(∇Tαµ, Tα) ds = −
∫
∂M
H∂M |ξ|2 ds.
Combining the above computation, we get∑
1≤i<j≤d
Q(uij , uij) =
∑
1≤i<j≤d
∫
M
|∇uij |2 − (|h|2 + Ric(ν, ν))|uij |2)dA
−
∑
1≤i<j≤d
∫
∂M
(
1
sin θ
h∂B(ν¯, ν¯) + cot θ h(µ, µ)
)
|uij |2ds
=
∫
M
−
n∑
k=1
R(ek, ξ, ek, ξ)− Ric(ν, ν)|ξ|2 +
n∑
k=1
|II(ek, ξ)|2 +
n∑
k=1
|II(ek, ν)|2|ξ|2 dA
−
∫
∂M
(
H∂M +
1
sin θ
h∂B(ν¯, ν¯) + cot θ h(µ, µ)
)
|ξ|2 ds.
Recall that
µ =
1
sin θ
N¯ + cot θ ν along ∂M
Thus
H∂M =
n−1∑
α=1
g(∇Tαµ, Tα) =
n−1∑
α=1
g¯
(
∇¯Tα
(
1
sin θ
N¯ + cot θ ν
)
, Tα
)
=
1
sin θ
n−1∑
α=1
h∂B(Tα, Tα) + cot θ
n−1∑
α=1
h(Tα, Tα).
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It follows that
−
∫
∂M
(
H∂M +
1
sin θ
h∂B(ν¯, ν¯) + cot θ h(µ, µ)
)
|ξ|2 ds
= −
∫
∂M
(
1
sin θ
H∂B + cot θH
)
|ξ|2ds
= −
∫
∂M
1
sin θ
H∂B|ξ|2ds
where in the last equality we used H = 0. We get the assertion (5.3). 
Proof of Theorem 1.5. Assume the number of negative eigenvalues of (5.1) is k. Define
Ψ : H1N (M,∂M) → R
d(d−1)
2
k
ξb 7→
∫
M
uijϕq dA
where uij are functions defined via ξ by (5.2) and q ranges from 1 to k and i < j ranges from 1
to d.
First, we claim that Ker(Ψ) = {0}.
For any non-zero 1-form ξb ∈ KerΨ, this means that uij ∈ V ⊥k , thus
Q(uij , uij) ≥ λk+1
∫
M
u2ijdA ≥ 0 for all 1 ≤ i < j ≤ d.
by the variational characterization of the eigenvalue problem (5.1). In particular, by (5.3) and
hypothesis (1.1), we have
0 ≤
∑
1≤i<j≤d
Q(uij , uij) < 0.
Hence Ψ has trivial kernel.
Next, we observe that Ψ is a linear operator and
H1N (M,∂M)/Ker(Ψ) ∼= Im(Ψ) ⊂ R
d(d−1)
2
k.
Thus
dim(H1N (M,∂M)) ≤ dim(Ker(Ψ)) +
d(d− 1)
2
k =
d(d− 1)
2
k.
By [3] Theorem 3, we have the following isomorphisms
H1N (M,∂M) ' H1(M,∂M ;R).
Recall from Proposition 5.1 that Ind(M) ≥ k − 1. The assertion follows. 
Remark 5.1. The dimension of this homology group can be explicitly computed in terms of the
homology groups of Mn and ∂M(see [3], Lemma 4).
5.2. Second method: coordinates of ξ.
Now we consider dimM = 2 case. Assume M2 is type-II stationary surface in B ⊆ M¯3. Given
a vector field ξ on M2, we denote ξb by its dual 1-form.
Define
ui = 〈ξ, Ei〉, 1 ≤ i ≤ d(5.4)
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Proposition 5.3. Let
(5.5) ξb ∈ H1T (M,∂M) := {ξb ∈ Ω1(M) : ∆ξb = 0, iµξ = 0 and iµdξb = 0}.
Then
(5.6)
d∑
i=1
Q(ui, ui) =
∫
M
−1
2
R|ξ|2 +
2∑
k=1
|II(ek, ξ)|2dA−
∫
∂M
1
sin θ
H∂B|ξ|2ds
where {e1, e2} is an orthonormal basis of M2.
Proof. We can directly compute that
d∑
i=1
|∇ui|2 = |Dξ|2 = |∇ξ|2 +
2∑
k=1
h2(ek, ξ) +
2∑
k=1
|II(ek, ξ)|2
Note that
Dekξ = ∇ekξ − h(ek, ξ)ν + II(ek, ξ)
Hence,
(5.7)
∫
M
d∑
i=1
|∇ui|2 dA =
∫
M
|∇ξ|2 +
2∑
k=1
h2(ek, ξ) +
2∑
k=1
|II(ek, ξ)|2 dA
Next choosing {e1, e2} such that the second fundamental form h(ei, ej) = λiδijν for i, j = 1, 2,
we can check that
(5.8)
2∑
k=1
h2(ek, ξ) = λ
2
1〈ξ, e1〉2 + λ22〈ξ, e2〉2 =
1
2
|h|2|ξ|2
Since M2 is minimal surface in B.
On the other hand, applying (5.5) and the Weintzenbo¨ck formula
0 = −
∫
M
g(∆ξ, ξ)dA =
∫
M
g(∇∗∇ξ, ξ)−RicM (ξ, ξ) dA
By integrating by parts and dimM = 2, we have
(5.9)
∫
M
|∇ξ|2 +K|ξ|2dA =
∫
∂M
g(∇µξ, ξ)ds
Since iµdξ
b = 0, we know
(5.10) 0 = dξb(µ, ξ) = g(∇µξ, ξ)− g(∇ξξ, µ).
Therefore, by (5.9) and (5.10)∫
M
|∇ξ|2 +K|ξ|2dA =
∫
∂M
g(∇µξ, ξ)ds = −
∫
∂M
g(ξ,∇ξµ)ds(5.11)
= −
∫
∂M
g¯(ξ, ∇¯ξ( 1
sin θ
N¯ + cot θ ν))ds
= −
∫
∂M
1
sin θ
h∂B(ξ, ξ) + cot θ h(ξ, ξ)ds
By Gauss equation and H = 0, we have
(5.12) K =
1
2
R− Ric(ν, ν)− 1
2
|h|2.
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Putting (5.8),(5.11) and (5.12) into (5.7), we get∫
M
d∑
i=1
|∇ui|2 =
∫
M
(−1
2
R + Ric(ν, ν) + |h|2)|ξ|2 +
2∑
k=1
|II(ek, ξ)|2 dA(5.13)
−
∫
∂M
1
sin θ
h∂B(ξ, ξ) + cot θ h(ξ, ξ) ds
Therefore, combining the above computation, we have
d∑
i=1
Q(ui, ui) =
d∑
i=1
∫
M
|∇ui|2 − (|h|2 + Ric(ν, ν))|ui|2dA
−
d∑
i=1
∫
∂M
(
1
sin θ
h∂B(ν¯, ν¯) + cot θ h(µ, µ)
)
|ui|2ds
=
∫
M
−1
2
R|ξ|2 +
2∑
k=1
|II(ek, ξ)|2dA
−
∫
∂M
1
sin θ
(h∂B(ξ, ξ) + h∂B(ν¯, ν¯)|ξ|2) + cot θ (h(ξ, ξ) + h(µ, µ)|ξ|2)ds
=
∫
M
−1
2
R|ξ|2 +
2∑
k=1
|II(ek, ξ)|2dA−
∫
∂M
(
1
sin θ
H∂B + cot θH)|ξ|2ds
Since M2 is a minimal surface in M¯3, we complete the proof. 
Proof of Theorem 1.6. Assume the number of negative eigenvalues of (5.1) is k. Define
Ψ : H1T (M,∂M) → Rdk
ξb 7→
∫
M
uiϕq dA
where ui are functions defined via ξ by (5.4) and q ranges from 1 to k and i ranges from 1 to d.
First, we claim that Ker(Ψ) = {0}.
For any non-zero 1-form ξb ∈ KerΨ, this means that ui ∈ V ⊥k , thus
Q(ui, ui) ≥ λk+1
∫
M
u2i dA ≥ 0 for all 1 ≤ i ≤ d.
by the variational characterization of the eigenvalue problem (5.1). In particular, by (5.6) and
hypothesis (1.2), we have
0 ≤
d∑
i=1
Q(ui, ui) < 0.
Hence Ψ has trivial kernel.
Next, we observe that Ψ is a linear operator and
H1T (M,∂M)/Ker(Ψ) ∼= Im(Ψ) ⊂ Rdk.
Thus
dim(H1T (M,∂M)) ≤ dim(Ker(Ψ)) + dk = dk.
By [3] Theorem 3 and dimM = 2, we have
H1T (M,∂M) ' H1(M,∂M ;R).
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Recall from Proposition 5.1 that Ind(M) ≥ k − 1. We finish the proof. 
Appendix A. Second variational formula
In this appendix, we prove Proposition 2.2, namely, the second variation formula of area
functional (2.7) under admissible wetting-area-preserving variations. For simplicity, we use 〈·, ·〉
to denote all the inner products in the following computation. The computation is very close to
the one by Ros-Souam [21].
Firstly, applying the admissible condition, (2.4) and (2.5), we get
0 = 〈Y, N¯〉 = 〈Y, sin θ µ− cos θ ν〉 = sin θ 〈Y, µ〉 − ϕ cos θ on ∂M,
Therefore,
(A.1) 〈Y, µ〉 = ϕ cot θ on ∂M.
So we can define
(A.2) Y = Y0 + ϕν , Y1 + cot θ ϕµ+ ϕν
where Y1 denotes the tangent part of Y to ∂M .
On the other hand, from
ν¯ = cos θ µ+ sin θ ν,
we see Y can be also expressed as follows
(A.3) Y = Y1 +
ϕ
sin θ
(cos θ µ+ sin θν) = Y1 +
ϕ
sin θ
ν¯.
We use a prime to denote the time derivative at t = 0 in the following.
Proposition A.1. [21] Let ∇˜ denote the gradient on ∂M for the metric induced by x and Y0
(resp. Y1) the tangent part of Y to M (resp. to ∂M).Let also S0, S1 and S2 denote respectively
the shape operator of M in M with respect to ν,of ∂M in M with respect to µ and of ∂M in ∂B
with respect to ν¯. Then
(1) ν ′ = S0(Y0)−∇ϕ.
(2) µ′ = −(h(Y0, µ) +∇µϕ)ν − ϕS0(µ) + ϕh(µ, µ)µ+ S1(Y1)− cot θ ∇˜ϕ.
(3) ν¯ ′ = −h∂B(Y, ν¯)N¯ + S2(Y1)− 1sin θ ∇˜ϕ.
Proof. to prove (1), let {ei}ni=1 be an orthonormal basis of TpM for some p ∈ M . Put ei(t) =
(x(t, ·))∗(ei), then using the fact 〈ei(t), ν(t)〉 = 0 and [ei(t), Y (t)] = 0, we have
ν ′ =
n∑
i=1
〈ν ′, ei〉ei = −
n∑
i=1
〈ν, e′i〉ei
= −
n∑
i=1
〈ν, ∇¯eiY 〉ei = −
n∑
i=1
〈ν, ∇¯ei(Y0 + ϕν)〉ei
=
n∑
i=1
〈S0(Y0), ei〉ei −
n∑
i=1
dϕ(ei)ei
= S0(Y0)−∇ϕ
As a consequence of (1) we get
(A.4) 〈µ′, ν〉 = −〈µ, ν ′〉 = −h(Y0, µ) +∇µϕ.
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Let now {Tα}n−1α=1 be an orthonormal basis of Tp(∂M) for some p ∈ ∂M . As before, put Tα(t) =
(x(t, ·))∗(Tα), then we can use (A.2) and [Tα(t), Y (t)] = 0
〈µ′, Tα〉 = −〈µ, T ′α〉 = −〈µ, ∇¯TαY 〉 = −〈µ, ∇¯Tα(Y1 + cot θ ϕµ+ ϕν)〉(A.5)
= −〈µ, ∇¯TαY1〉 − cot θ dϕ(Tα)− ϕ〈µ, ∇¯Tαν〉
Thanks to (A.4) and (A.5), we have
µ′ = 〈µ′, µ〉µ+ 〈µ′, ν〉ν +
n−1∑
α=1
〈µ′, Tα〉Tα
(A.6)
= (−h(Y0, µ) +∇µϕ)ν −
n−1∑
α=1
〈µ, ∇¯TαY1〉Tα − cot θ
n−1∑
α=1
dϕ(Tα)Tα − ϕ
n−1∑
α=1
〈S0(µ), Tα〉Tα
= (−h(Y0, µ) +∇µϕ)ν + S1(Y1)− cot θ ∇˜ϕ− ϕ(S0(µ)− h(µ, µ)µ)
The formula (2) follows from (A.6).
To prove (3), we use [Tα(t), Y (t)] = 0 again and (A.3)
〈ν¯ ′, Tα〉 = −〈ν¯, T ′α〉 = −〈ν¯, ∇¯TαY 〉(A.7)
= −〈ν¯, ∇¯TαY1〉 −
1
sin θ
dϕ(Tα)
= 〈S2(Y1), Tα〉 − 1
sin θ
dϕ(Tα)
Therefore, the formula (3) now follows from (A.7) and the fact 〈ν¯ ′, N¯〉 = −h∂B(Y, ν¯). 
Proposition A.2.
〈S1(Y1), Y1〉 − cot θ 〈∇˜ϕ, Y1〉 = cos θ 〈Y, ν¯ ′〉+ sin θ h∂B(Y1, Y1) along ∂M.
Proof. By Proposition A.1 (3) and the fact 〈Y, N¯〉 = 0, we have
cos θ 〈Y, ν¯ ′〉 = cos θ 〈Y,−h∂B(Y, ν¯)N¯ + S2(Y1)− 1
sin θ
∇˜ϕ〉(A.8)
= 〈DY1(cos θ ν¯), Y1〉 − cot θ 〈∇˜ϕ, Y1〉
= 〈DY1(µ− sin θN¯), Y1〉 − cot θ 〈∇˜ϕ, Y1〉
= 〈S1(Y1), Y1〉 − sin θ h∂B(Y1, Y1)− cot θ 〈∇˜ϕ, Y1〉.

Now we are ready to prove Proposition 2.2.
Proof of Proposition 2.2. Firstly, from (2.1), we have
A′′(0) =
∫
M
H ′ϕ+Hϕ′ dA+
∫
∂M
〈Y ′, µ〉+ 〈Y, µ′〉ds+
∫
∂M
〈Y, µ〉 d
dt
∣∣∣
t=0
dst.
Notice that A′(0) = 0 for any wetting-area-preserving variations if and only if H = 0 in M
and θ is constant. Moreover, we have the well known formula (see [23])
H ′ = −(∆ϕ+ |h|2ϕ+ Ric(ν, ν)ϕ).
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It follows that
A′′(0) = −
∫
M
ϕ(∆ϕ+ |h|2ϕ+ Ric(ν, ν)ϕ) dA+
∫
∂M
〈Y ′, µ〉+ 〈Y, µ′〉ds+
∫
∂M
〈Y, µ〉 d
dt
∣∣∣
t=0
dst.
(A.9)
So to prove the formula for A′′(0) we need to compute
(A.10)
∫
∂M
〈Y ′, µ〉+ 〈Y, µ′〉ds+
∫
∂M
〈Y, µ〉 d
dt
∣∣∣
t=0
dst.
Firstly, we compute the first term of (A.10). By using (2.4), we have
〈Y ′, µ〉 = 〈Y ′, sin θ N¯ + cos θ ν¯〉(A.11)
= sin θ 〈DY Y, N¯〉+ cos θ 〈Y ′, ν¯〉
= − sin θ h∂B(Y, Y ) + cos θ 〈Y ′, ν¯〉.
By (A.3), we obtain that
(A.12) h∂B(Y, Y ) = h∂B(Y1, Y1) +
2ϕ
sin θ
h∂B(Y1, ν¯) +
ϕ2
sin2 θ
h∂B(ν¯, ν¯).
Applying (A.11) and (A.12), we have
∫
∂M
〈Y ′, µ〉ds = − sin θ
∫
∂M
h∂B(Y, Y )ds+ cos θ
∫
∂M
〈Y ′, ν¯〉ds
(A.13)
= − sin θ
∫
∂M
h∂B(Y1, Y1) +
2ϕ
sin θ
h∂B(Y1, ν¯) +
ϕ2
sin2 θ
h∂B(ν¯, ν¯)ds+ cos θ
∫
∂M
〈Y ′, ν¯〉ds.
On the other hand, using (2.4) and (2.5), we get
h(Y1, µ) = 〈µ, ∇¯Y1ν〉 = 〈sin θN¯ + cos θ ν¯, ∇¯Y1(− cos θ N¯ + sin θν¯)〉(A.14)
= −〈ν¯, ∇¯Y1N¯〉 = −h∂B(Y1, ν¯)
Therefore, inserting (A.14) into (A.13), we get the first term of (A.10)
∫
∂M
〈Y ′, µ〉ds = − sin θ
∫
∂M
h∂B(Y, Y ) ds+ cos θ
∫
∂M
〈Y ′, ν¯〉 ds
(A.15)
= − sin θ
∫
∂M
h∂B(Y1, Y1)− 2ϕ
sin θ
h(Y1, µ) +
ϕ2
sin2 θ
h∂B(ν¯, ν¯)ds+ cos θ
∫
∂M
〈Y ′, ν¯〉 ds
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By Proposition A.1 (2), Proposition A.2 and (A.2), we can compute the second term of (A.10)
as follow
∫
∂M
〈Y, µ′〉 ds
(A.16)
=
∫
∂M
(−h(Y0, µ) +∇µϕ)〈Y, ν〉 − ϕ〈S0(µ), Y 〉+ ϕh(µ, µ)〈Y, µ〉+ 〈S1(Y1), Y 〉 − cot θ 〈∇˜ϕ, Y 〉 ds
=
∫
∂M
ϕ∇µϕ− 2h(Y0, µ)ϕ+ ϕh(µ, µ)〈Y1 + cot θ ϕµ+ ϕν, µ〉+ 〈S1(Y1), Y 〉 − cot θ 〈∇˜ϕ, Y 〉 ds
=
∫
∂M
ϕ∇µϕ− 2h(Y0, µ)ϕ+ cot θ ϕ2h(µ, µ) + 〈S1(Y1), Y 〉 − cot θ 〈∇˜ϕ, Y 〉 ds
=
∫
∂M
ϕ∇µϕ− 2h(Y1 + cot θ ϕµ, µ)ϕ+ cot θ ϕ2h(µ, µ) + cos θ 〈Y, ν¯ ′〉+ sin θ h∂B(Y1, Y1) ds
=
∫
∂M
ϕ∇µϕ− 2h(Y1, µ)ϕ− cot θ ϕ2h(µ, µ) + cos θ 〈Y, ν¯ ′〉+ sin θ h∂B(Y1, Y1) ds.
Next, we compute the third boundary term of (A.10) by using (2.4)
(A.17)
∫
∂M
〈Y, µ〉 d
dt
∣∣∣
t=0
dst =
∫
∂M
〈Y, sin θN¯ + cos θ ν¯〉 d
dt
∣∣∣
t=0
dst = cos θ
∫
∂M
〈Y, ν¯〉 d
dt
∣∣∣
t=0
dst.
Therefore, putting (A.15), (A.16), (A.17) into (A.9), we get
A′′(0) = −
∫
M
ϕ(∆ϕ+ (|h|2 + Ric(ν, ν))ϕ)dA+
∫
∂M
ϕ(∇µϕ− qϕ)ds+ cos θ d
dt
∣∣∣
t=0
(∫
∂M
〈Y, ν¯〉dst
)
= −
∫
M
ϕ(∆ϕ+ (|h|2 + Ric(ν, ν))ϕ)dA+
∫
∂M
ϕ(∇µϕ− qϕ)ds
where in the last equality we have used the wetting-area-preserving condition
A′W (0) =
d
dt
∣∣∣
t=0
(∫
∂M
〈Y, ν¯〉dst
)
= 0
and the expression (2.8) for q. The proof is completed. 
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