be written es f(X1,Xp) = hl(X1)h2 (X2). In this cnse, a sum-ofproducts expression (SOP) for f is obtained from minimum SOPs (MSOP) for hl and h2 by applying the law of distributivity. If the result is an MSOP, then the complexity of minimization is R duced. However, the application of the law of distributivity to MSOPs for hl and h2 does not always produce an M O P for f.
We prove Part 1 of this lemma; Part 2 is done in a similar manner. The "V' part is true because if p is a P1 of either hl or hz, it is trivially an implicant of hl Vh;?. Because the variable sets XI and XZ do not overlap, p is also a P1 of hi V hz. The "only if" part is true as follows. Let p be a P1 of hl V hZ, and let it be expressed as p = p l p z , where p1 consists of literals from Xi only and p z consists of literals from Xz only. Since p is a P1 of hl V h2, then an assignment of values to the variables associated with p l p z causes either hl or hz or both to be 1. Suppose hl is 1; the case where h~ is 1 is similar. Since hl is 1, p1 is an implicant of h i . But, p1p2 cannot be a P1 unless p2 = 1. Further, p1 must be a P1 of h l . On the contrary, if not, it implies a P1, p i of h1. Thus, pip2 must be an product that implies hi V hz, that is implied by p1pz. But, this results in a contradiction, since p l p z is a PI. It must be that p1 is a P1 of h l .
The OR of MSOPs for hl(X1) and hz(X2) is an SOP that represents hl(X1) V hz(X2). Similarly, the AND of MSOPs for hl ( X I ) and hz (Xz) is an SOP that represents hl (Xl)hZ(Xz). Thus, it follows that Lemma 3.2 Let hl ( X I ) and hz(X2) befunctions each not identicalZy 1, such thar X I nX2 = 0. Then,
T(MSOP : hi V ~; ? )~T ( M S O P
: h i ) + z(MSOP : h2) and
T(MSOP : h l h 2 ) l~( M S O P : hl)T(MSOP : h2).
It is tempting to believe that Lemma 3.2 is true when the two 5 relations are replaced by =. Consider these two statements separately. the observation that no P1 of hl is a P1 of h2; i.e. they &pend on different variables. That is, since the two variable sets, X1 and X2, are disjoint, it seems reasonable that finding an MSOP for hi(X1) and hz(X2) separately and forming an SOP by applying the law of distributivity to hl(Xl)hz(Xz) yields an MSOP.
B. A Counterexample
However, this is not true. Voight-Wegener [7] show a 5-variable function for which Proposition 3.2 does not hold. This is related to a result by Odlyzko [3] who shows that the covering number of the product of two graphs is less than the product of the covering numbers of the component graphs. In thh paper, we show a 4-variable counterexample, f(x1 , x z , x~, x~) that is simpler than that of Voight-Wegener [7] . As will be discussed, there is no simpler function with this property. Fig. 3.1 shows its Karnaugh Map. 
where This SOP is the same as the one above, except that C2(X,U) replaces Ct (X, Y) achieving a reduction of one PI. This is a counterexample to Proposition 3.2. We have shown, by a computer program, that (2) is an MSOP for f 2 , and so z(MS0P : f 2 ) = 24. This example shows that decomposing a function into subfunctions on disjoint sets of variables, minimizing the two SOPS separately, followed by applying the law of distributivity does not always yield an MSOP.
In this example, only a small penalty is paid for using func- Theorem 3.2 shows that the reduction in PIS for the corresponding completely specified function is not as significant as in the case of the underlying incompletely specified function.
1v. ORTHODOX FUNCTIONS
As discussed in the previous section, minimization is e aier when a function f has an A N D bi-decomposition, and an MSOP is formed by applying the law of distributivity to the component functions. We characterize a subclass of functions with this property, orthodox functions.
A. lndependent Sets of Minm-ins

Definition 4.1 Given afunctioa f (X), let M ( f ) be the set of true m i n t e m for f . Then, M Z ( f ) E M ( f ) is an independent set of minterms o f f iff no PZ o f f covers more than one mintem in M l ( f ) .
Definition 4.2 Given a function f ( X ) , q ( f ) is the number of elements in a maximum independent set of m i n t e m o f f .
The concept of a maximal independent set of minterms was proposed 30 years ago by Michalski and Kulpa [2] . It is used in ESPRESSO [ 11 [5] to obtain a lower bound on the number of products in an MSOP, which is useful in reducing computation time. Note that a function covered only by essential Pls has a maximal independent set that corresponds to set of distinguished m i n t e r m S .
Example 4.1 Symmetric function Siltl(x1,x~,x3) has two maximal independentsetsofmintem {001,010,100)and{110,101,011).
Thus, ~(~1,2}(xl,XZ,x3)) = 3. (End of Example)
Definition 4 3 Given a function f ( X ) , let M ( f ) be the set of true m i n t e m for f . Then, MD( f )
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B. Relationship Between MSOPs and lndependent Sets of Minterms
Lemma 4.1
@SOP: f ) I q ( f ) .
Lemma 4.2 Ler MZ(g) be an independent set of m i n t e m of g(X) and MZ(h) be an independent set of m i n t e m of h(Y).
Then, MZ(g) x MZ(h) is an independent set of minterms for g(X)h(Y), where MZ(g) x MZ(h) is the AND of all minterms in M I ( g ) with all m i n t e m in MZ(h).
Definition 4.4 Afunction f ( X ) is orthodox ifs T(MSOP : f(X)) = q( f ) .
Otherwise, f ( X ) is non-orthodox.
(End of Example) This follows from the observation that an MSOP of f ( X )
can be formed from g ( X ) , which is NP-equivalent to f ( X ) by a suitable complementation and permutation of variables in X .
Therefore, if the MSOP for g ( X ) has 01 independent minterms, so also does f ( X ) .
Defhition 4.6 Function f ( X ) is NPN-equivalent to g ( X ) iJ given g ( X ) , a complementation a d o r permutation of variables in X and/or complementation of thcfunction yields f ( X ) .
Theorem 4.3 cannot be extended to NPN-equivalent functions. For example, the function shown in Fig. 3 .1, which is non-orthodox, is NPN-equivalent to its complement function, which is orthodox.
Lemma 4.3 Zf an MSOPof f ( X ) consists of essential PIS only, then f is orthodox.
This follows from the observation that an essential P1 covers a distinguished minterm that is covered by only that PI. All such minterms form an independent set. It is interesting that the converse does not hold. That is, a set of independent minterms is not necessarily a set of distinguished minterms. This is discussed in the next section. These two lemmas follow from the observation that the MSOPs for a unate function and a parity function consist of essential PIS only.
C. Classes of Functions That Are Orthodox
Consider symmetric functions. In general, such functions may or may not have essential PIS. The parity function is symmetric, has essential PIS only, and is thus orthodox. However, the 3-variable symmetric function Sil,21 has no essential PIS, but it is orthodox. Thus, it has a non-empty set of independent minterms, and an empty set of distinguished minterms. 
B. Functions With Five or More Variables
Extending this observation to functions on more variables is difficult because of the large number of functions. For example, the number of NP-equivalence classes of 5 variable is more than 1,2OO,OOO, so it is impractical to do exhaustive analysis.
For the functions with more than 4 variables, we generated functions by using a pseudo-random number generator, and did a computer simulation. For each n, we generated 100 functions with 2"-' true minterms and determined which were nonorthodox. Table 5 .1 show the results. lt can be seen that when the number of variables is 10, the percentage of functions that are non-orthodox is 100%. Thus, it is interesting to compare this with functions on three or fewer variables, 0% of which are non-orthodox. 
C. Benchinark Functions
Most logic functions used in practical logic design are not random, but have special properties. Benchmark functions, used to compare SOP minimization algorithms, are thus appropriate subjects for experiments to determine the orthodox property. We have analyzed the MCNC91 benchmark functions with respect to this property. 
