Introduction
Universality of couplings between dierent quark-lepton families is a basic assumption of the Standard Model. In the lepton sector, this hypothesis can be investigated in both the neutral and charged weak currents. Whereas universality is observed to hold within 0.003 for the neutral couplings [1] , the situation is less advanced for the charged couplings because W decays so far have not been studied at the same level of precision already achieved in Z decays. A more practical way to explore the charged couplings is the comparison of lepton decay rates, i.e., the measurement of the purely leptonic decays e e , e e and . The leptonic widths can be computed in the Standard Model including radiative corrections with essentially no uncertainties [2] . On the experimental side, the determination of the leptonic widths involves the measurements of the lifetime and of the electron (B e ) and muon (B ) branching fractions. The universality test also requires the knowledge of the mass and the mass and lifetime of the muon which are known with high precision [3] . The experimental situation in this eld has been somewhat unclear in the past with some discrepancy observed with respect to universality [4] .
Further motivation to measure B e and B with high precision is provided by the fact that the hadronic branching fraction, i.e., (1 B e B ), is sensitive to QCD corrections, hence allowing a precise measurement of the strong coupling constant at the mass scale [5, 6, 7] .
In this paper, new precise results on B e and B are reported from samples of 20571 electronic and 20745 muonic decays obtained in pairs produced in e + e collisions at LEP near the Z peak energy in 1991, 1992 and 1993. The fraction of the data taken at the peak energy is 84.5%. Particular care is given to the study and the reduction of systematic eects which could aect the processes of selection, particle identication and decay c hannel classication.
The analysis starts with a selection of events (N 62000) with a large overall eciency (" sel 78%) and a small contamination from background processes (f non-0 : 9%). The selection has a large eciency for the leptonic decays (" sel l 77% for electrons, 79%
for muons) and results in a small non-background contamination in the lepton samples (f nonl 1:2% for electrons, 0:9% for muons). Most of the ineciency in the selection comes from the geometical acceptance of 85%. Leptons are identied eciently (N l decays with an identication eciency " ID l 93% for electrons, 94% for muons) with a small contamination from hadronic decays (f hl 1:3% for electrons, 1:1% for muons). The branching ratios are obtained through the expression B l = N l (1 f nonl f hl ) 2N (1 f non-) " sel " sel l 1 " ID l ; (1) where l stands for either electron or muon.
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In order to achieve a systematic uncertainty o f 1 0 3 , the preevaluations for backgrounds and eciencies from the simulation are corrected systematically with detailed comparisons to the data. Throughout the analysis the standard V A matrix element is assumed as supported by Ref. [8] . 2 The ALEPH detector A detailed description of the ALEPH detector is given elsewhere [9] . Charged particles are detected successively by a silicon-strip vertex detector (VDET), a drift-cell inner tracking chamber (ITC) and a large-volume time projection chamber (TPC). Beyond the TPC, the electromagnetic calorimeter (ECAL) identies photons and electrons while the hadronic calorimeter (HCAL) detects the showers produced by hadrons and separates out the muons which are further measured by t w o l a y ers of streamer-tube chambers placed around HCAL. The inner volume including ECAL is immersed in a 1.5-T axial magnetic eld produced by a superconducting solenoidal coil. The return yoke of the magnet provides the sampling absorber material for HCAL.
The ITC cells have a maximum drift time of 130 ns, and its precise timing helps to reduce the cosmic background. The TPC is optimized to accurately measure the particle threemomenta through a maximum of 21 space points with r (transverse to the beams) and z (along the beams) precisions of 170 m and 740 m, respectively. The transverse momentum resolution using VDET, ITC and TPC is In addition to its principal role as a tracking device, the TPC also measures the ionization loss (dE=dx) providing an independent identication tool. For one-prong decays a very precise dE=dx calibration can be performed [10] since the charged particle is isolated. The separation between electrons and pions is larger than 4 up to 8 GeV/c.
Since the photon multiplicity is relatively large in decays it is important to understand their conversion in the detector. The amount of material expressed in radiation lengths seen by a particle emerging perpendicularly to the beams is 0.3% for the beam pipe, 4.1% for VDET, 0.3% (1.0%) for the ITC inner (outer) wall and 2.3% for the TPC inner wall. Detailed checks of the Monte Carlo simulation of conversions are made with the data and show good agreement for the description of the detector material.
The ne granularity of ECAL is a key feature of the ALEPH detector for physics. The barrel and end cap parts of ECAL are divided into 12 modules, each c o v ering 30 azimuthally. The modules are built with 45 layers of lead and proportional wire chambers, and the cathode 2 pads are read out along projective t o w ers. Fine granularity i s a c hieved transversally and longitudinally: each t o w er covers a solid angle of 0.9 0.9 and the 45 layers are regrouped into three stacks of 4, 9, and 9 radiation lengths, respectively. The energy of photons and electrons is measured with a resolution of (E) E = 0:18 q E(GeV) + 0 : 009:
Like ECAL the hadron calorimeter is composed of a barrel closed by t w o end caps. Its depth of 7.2 interaction lengths is adequate for absorbing hadrons. The digital pattern provided by the read out of the 23 planes of streamer tubes give s a t w o-dimensional picture of hadronic showers and allows an easy separation of charged hadrons from penetrating minimum-ionizing muons. Cathode pads are organized with a structure analogous to that of ECAL, however with a larger tower size of 3.7 3.7 . The muon chambers provide threedimensional hits which can be associated to penetrating tracks.
Finally the three-level trigger system is based on redundant requirements derived from ITC charged-track elements and energy deposits in ECAL and HCAL, used individually or correlated in space. The trigger eciency within the detector acceptance and the selection cuts is better than 99.99% for events.
Particle identication
Charged particle identication plays a role in the measurement of leptonic branching ratios. In this analysis, a likelihood method is used to incorporate the information from the relevant detectors. In this way, each c harged particle is assigned a set of probabilities with which a particle ty p e i s c hosen.
Likelihood identication method
A set of discriminating variables x i is selected and the corresponding probability densities f j i (x i ) for given particle types j are set up using the ALEPH Monte Carlo simulation. Each charged particle is assigned to the type with the largest global estimator P j dened as
where j = e; ; h. No attempt is made at this point to separate pions from kaons in the hadron sample.
A rst version of this likelihood method was used in a previous analysis [11] . In the present w ork the following improvements are made: (i) cracks between ECAL modules are dened geometrically on the basis of the track extrapolation, (ii) muon chamber information is now used, (iii) an additional variable from HCAL is introduced for separation, (iv) reference distributions for each v ariable are set up separately in several angular regions of the detector both in polar angle (end caps, transition region, barrel) and in azimuthal angle (to take i n to account non-instrumented zones in HCAL cracks), and (v) the very small number of dead ECAL channels (registered on-line) are taken into account and a correction is derived. Finally, complete systematic checks are made using low-energy lepton samples from processes in addition to Bhabha and dimuon events. The misidentication of hadrons as leptons is investigated using pions tagged in decays by a reconstructed 0 . In the special case of hadrons misidentied as electrons, a new method using dE=dx tagging is used to check the calorimeter-dependent part of the identication procedure.
Selection of tracks and discriminating variables
Some minimal cuts are necessary before a given particle track can be identied. Because of their range in HCAL, isolated muons can only be identied reliably above 1.8 GeV/c. Hence a minimum momentum value of 2 GeV/c is required for muon and hadron candidates. The corresponding ineciency is 5.0% for muons and 5.7% for hadrons. Since electrons can be well separated from heavier particles below 2 GeV/c by dE=dx, no minimum momentum is imposed on them beyond the requirement of track reconstruction in the TPC (p T > 150 MeV/c). Finally a cut is applied around ECAL cracks for electrons and hadrons leading to an ineciency of 4.7%. These ineciencies are known very precisely as they rely either on geometry or momentum calibration. The uncertainty from the momentum scale is estimated to be 10 4 . The uncertainty in the muon momentum distribution due to polarisation is discussed in Section 6.2.
Eight v ariables are used in the identication procedure: dE=dx in the TPC, two estimators of the shower prole in ECAL [12] (R T for transverse shape and energy deposition, R L for longitudinal shape), the average shower width W measured with the HCAL tubes in the red planes, the number of red planes among the last ten (N 10 ), the energy E H measured with HCAL pads, the number of hits (N ) in the muon chambers (within a road 4-wide around the track extrapolation, where is the standard deviation expected from multiple scattering) and nally, the average distance D (in units of the multiple-scattering standard deviation) of the hits from their expected position in the muon chambers.
The correlation between discriminating variables is small except between E H and W. I n fact, E H was introduced to slightly improve -h separation when a penetrating particle in a hadron shower causes an abnormally small width W and contributes signicantly to the N 10 distribution. The E H variable is mainly used as a correction for this eect. No crack cuts are imposed for HCAL as the iron absorber conguration is azimuthally continuous.
However special probability densities are used for tracks which extrapolate to the small noninstrumented areas between modules.
Procedure and results
The global e//h separation is applied to one-prong hemispheres and uses all the available variables. The reference distributions are checked against data using samples of known particles. Small discrepancies are observed in some distributions, in particular R T and R L for electrons. In the latter cases the distributions obtained from the electron data (see Section 3.4) are used when the identication is performed on data.
The identication eciency matrix is rst derived with the Monte Carlo simulation based on the KORALZ generator [13] for -pair production. A signicant improvement i n performance is obtained compared to the earlier version used for the analysis of 1989-90 data [11] : the hadron misidentication to electron or muon is reduced by 40%.
The momentum dependence of the electron and muon eciencies is very weak. The hadron eciency increases by 1 % o v er the full momentum range due to the combined increase of hadron-to-electron and decrease of hadron-to-muon misidentications.
A strong test of the validity of the method is obtained by looking at the distributions of the P j estimators for samples of identied particles in data and Monte Carlo. By construction one has P P j = 1 and in practice, due to e-\orthogonality" in the detector, one of the following relations holds: P e + P h = 1 o r P + P h = 1. Therefore the chosen particle has always P j larger than 0.5. The agreement is good (Fig. 1 ) over three orders of magnitude for all particle types. Indications of a slight o v erestimate of Monte Carlo eciency are observed for muons and hadrons at the 10 3 level. Therefore the identication eciencies are measured with data.
Measurement of identication eciencies
The performance of the particle identication method is measured using samples of tagged particle types over the full momentum and angular ranges [14] . Bhabha events provide a high-energy electron sample (> 8 GeV/c) and the e + e process completes the range in the lower energy part. Similarly, a broad-band muon sample is obtained from Z + and + processes. In practice, lepton samples are obtained by tagging the opposite particle in each e v ent with strict identication and momentum cuts. In all cases a small contribution from events is subtracted in order to obtain the correct misidentication rates of leptons into hadrons. There are no suitable independent samples for hadrons, however decays into where the The distributions of the global estimators (P e , P , and P h ) for identied particles from decays. The plots show the data (triangles), the Monte Carlo (shaded histogram), and backgrounds (hatched histogram). The latter correspond to misidentied hadrons in the rst two plots and misidentied leptons for the last plot. The hadronic veto dened in Section 5.2 is applied for electrons and muons in addition to the particle identication.
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The results of the comparison between data and Monte Carlo eciencies is quite satisfactory for electrons and muons as shown in Fig. 2 as a function of momentum. The indication of a slightly smaller muon eciency in data compared to Monte Carlo is conrmed here at the level anticipated from Fig. 1 . The ratio of identication eciencies in the independent lepton samples between data and Monte Carlo (Fig. 2 ) is used to renormalize the eciency from the Monte Carlo. In this procedure, the values for the ratio in the case of electrons are taken in each momentum bin, whereas for muons a linear t is performed. This linear t, in agreement with the measurements, is justied by the fact that the muons from events are identied mostly in HCAL and the muon chambers, and do not interfere with the photon shower in ECAL. Furthermore, no fast variation of eciency is expected for muons above 5 GeV/c. The situation is quite dierent for electrons in ee events, because of the interplay b e t w een dE=dx and ECAL estimators, and the presence of additional electromagnetic activity in ECAL. The experimental and Monte Carlo errors are then propagated and used as systematic uncertainties for the nal identication eciencies.
Angular dependence of the eciencies is checked in a similar way. A small eciency loss is observed in the barrel-end cap transition region for electrons (about 1%) and is well reproduced by the simulation. A similar eect is seen in the azimuthal distribution of muons corresponding to the HCAL cracks, again well described by the Monte Carlo.
Hadron misidentication requires special attention because there are more hadrons than leptons and the simulation of their interactions in the calorimeters could be imperfect. The . The hadron sample selected in this way is therefore representative of the hadron contribution from decays. Fig. 3 shows good agreement for hadrons selected as muons or electrons, at least in the lower momentum range for the latter. Above 10 GeV/c the Monte Carlo does not properly simulate hadron interactions in ECAL, particularly those interactions producing a large 0 multiplicity inducing an electron-like shower. In order to check the interpretation of the eect, a complementary investigation is carried out using an independent hadron tagging using a tight dE=dx cut in the TPC. This procedure allows a nalstate-independent study of the misidentication, regardless of the number of 0 's produced. The results obtained with this method are in excellent agreement with the previous ones: the excess of misidentication probability in data over Monte Carlo is (1.80.5) = with 0 -tagging and (2.30.6) = with the dE=dx method. This conrms the discrepancy and supports its interpretation in terms of hadron interactions. The measured identication eciency matrix is given in Table 1 .
In summary, an accurate picture of particle identication is achieved in one-prong decays with data. Lepton eciencies are measured with a systematic uncertainty o f 1 : 0 10 3 and hadron contamination is obtained with an uncertainty o f 1 : 7 10 3 . I t i s h o w ever possible to further reduce the contaminations (2.5% in each lepton sample) using the information on additional photons in the lepton hemisphere as described in Section 5. Table 1 : Identication eciency matrix (for charged particles above 2 GeV/c and not in ECAL cracks) on tagged samples (in %).
systematic uncertainties will be further decreased. 4 The selection of events
Preselection procedure
The principal characteristics of events in e + e annihilation are low m ultiplicity, backto-back topology and missing energy. Each e v ent is divided into two hemispheres by a plane perpendicular to the thrust axis reconstructed by an energy ow algorithm [12] which calculates all the visible energy avoiding double-counting between the TPC and calorimeter information. The jet in a given hemisphere is dened by summing all the four-momenta of all energy ow objects (charged and neutral). The energies in the two hemispheres including the energies of photons from nal state radiation, E 1 and E 2 , are useful variables for separating Bhabha, and -induced events from the sample, while the relatively larger jet masses, wider opening angles, and higher multiplicities indicate Zevents. Each hemisphere is required to have at least one charged track. A charged track is dened to have at least four reconstructed space points in the TPC, to extrapolate well to the interaction point (within 2 cm transversally and 10 cm along the beams) and to satisfy j cos j < 0:95.
All these features are incorporated in the standard preselection used in ALEPH [15] and are briey recalled in the following. Since the events cannot be kinematically identied because of missing neutrinos, the philosophy of the method consists in reducing non-backgrounds to small levels without signicantly biasing the events.
Two-photon interactions are rejected by requiring an acollinearity angle between the two jets larger than 160 while the sum of the jet energies is demanded to be larger than 0.35E beam or the dierence between the transverse momenta of the two jets larger than 0.066E beam . This reduces the background to 0.3% at the Z peak energy.
To remove Zevents, the total charged-particle multiplicity is limited to 8. If both hemispheres have more than one track or a jet mass larger than 1 GeV/c 2 , then the following conditions are imposed: (i) the product of the number of energy-ow objects in each hemisphere must be smaller than 75 and (ii) the sum of the maximum opening angles between two tracks in each hemisphere is smaller than 0.25 rad. The background from hadronic Z decays is thus reduced to 0.26%, as calculated by the JETSET Monte Carlo [16] . As the remaining event congurations are quite atypical, checks are made comparing data and Monte Carlo distributions for enlarged cut values. Good agreement is found and a systematic uncertainty of 30% is estimated for this background.
Bhabha events must be treated with care because of their steep angular distribution and large cross section. The scattering angle in the rest frame is calculated using the measured polar angle + ( ) of the positively (negatively) charged jet through the relation
:
A cut j cos j < 0:90 denes the angular acceptance for the sample while rejecting smallangle Bhabha events. For Bhabha-like e v ents (where all charged particles are identied as electrons with loose criteria) the normalized total energy, x tot = E tot =E beam , is required to be smaller than 1.6 (or 1.4 if the tangent to the leading electron points to within 6 c m o f a n ECAL crack). Here E tot includes the energy carried away b y a radiative photon assumed to be emitted along the beam line; its energy is calculated using three-body kinematics. All this reduces the Bhabha contamination to 0.66% at peak energy, b y far the largest background.
Finally, Z events are rejected by the requirement that the sum of the momenta of the two leading tracks is less than 1.6E beam . Also, for loosely dened dimuon events, x tot must be smaller than 1.8. The resulting background is 0.25%.
Further selection using the likelihood particle identication
The total contamination after preselection is 1.78% at peak energy, including 0.14% from four-fermion processes 1 and 0.17% from cosmics (reduced in the preselection by tightening the pointing cuts to the interaction region for at least one track). These results are improved [14] using the particle identication described in Section 3.
Particular attention is paid to the complete event topology to reduce the Bhabha background. For example, the track opposite to an identied electron could go through an ECAL crack and hence would not be identiable as an electron. Also e-h topologies are considered taking into account e h misidentication. Additional cuts are applied in the E 1 ,E 2 plane depending on the event topology and according to the cos range. In particular, events where both sides are identied as electrons are rejected for cos > 0.7 if E 1 > 40 GeV and E 2 > 10 GeV or vice versa (Fig. 4) . Other topologies (e-e with cos < 0.7, e-crack, e-h) are treated in a similar way. Finally a last cut is applied on x tot and the acoplanarity between the two jets: events are rejected if < 1 and x tot > 1.2 for j cos j > 0:7 (Fig. 5) , and, < 0 : 4 and x tot > 1.5 for j cos j < 0:7.
These additional cuts decrease the eciency by only 0.13% while reducing the Bhabha contamination by a factor of 5. The estimate of the nal contamination is given below. 
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Similarly the Z events can be further reduced: if both tracks are identied as muons and their momenta are larger than 10 GeV/c and 43 GeV/c, then the event is rejected (Fig. 6 ). Slightly tighter cuts are used for -h topologies. Additional cuts are also applied against -induced processes, restricting further the acollinearity condition (> 170 ) for e-e and -nal states with small energies and small momentum asymmetries between the two hemispheres.
Cosmic ray background can be reduced to a negligible level by using the very tight matching between the \two" tracks in space and in momentum. Most of the contamination can be found in the -X topology with a small number of ITC hits since cosmics are not in time with the beam crossing ( Fig. 7 (a), (b) ). The complementary sample, -X events with a larger number of ITC hits and h-h events with any n umber of ITC hits, is composed of mostly events, almost in-time cosmics (-X) and grossly out-of-time cosmics (h-h) where the misidentication results from the small eciency of the HCAL streamer tubes in these conditions ( Fig. 7 (c) ). The cosmic background can thus be overdetermined for the most part and the nal contamination is estimated to be (0.0240.003%) with no loss of eciency.
Estimate of remaining backgrounds
Apart from cosmic ray background which is almost completely removed, and contamination from Z(discussed in Section 4.1) and four-fermion processes which is estimated from Monte Carlo generators, respectively from Ref. [16] and Ref. [20] , all other backgrounds should be treated with caution because they are possibly not well described either at the generator level or at the level of the ALEPH detector simulation. In order to study these problems, extensive comparisons of data and dierent Monte Carlo programs with detector simulation are performed.
Two generators are used for studies of Bhabha background: BABAMC [18] with initial and nal state radiation to rst order, and UNIBAB [19] with rst-order nal state radiation and incorporating higher order corrections in the initial state radiation through exponentiation. Better agreement is generally found with UNIBAB especially for the acollinearity distribution. In order to estimate the background remaining after all cuts, the rejection rates in data and Monte Carlo are monitored at the level of every cut, the last applied being the more closely related to the nal contamination. The nal estimate of the remaining background for each generator is given by refers to the number of events rejected by the cuts applied after the preselection in the data, the Monte Carlo and the B background Monte Carlo. In other words, the nal estimate relies on the shape of the Monte Carlo distributions of the variables used in the last cuts while the absolute rate is normalized by the actual rejection rate of these cuts. The shapes of the E 1;2 , , and E tot distributions are in good agreement b e t w een the two generators, leading to consistent estimates for the remaining background. The consistency between the two estimates is a test of the robustness of the method for estimating the background. This comparison provides an estimate of the systematic eects related to the Bhabha Monte Carlo generators, included in the nal uncertainty on the non-backgrounds. A similar approach i s t a k en for the other sources of background. In all cases the procedure leads to an estimate of the background which does not depend on the absolute Monte Carlo prediction. For Bhabha and Z events, the estimates are signicantly dierent from the Monte Carlo predictions, a fact which is not surprizing considering the large rejection rate achieved and the diculty to properly simulate the detector performance at this level. For -induced processes however, the agreement b e t w een the estimate from data and the Monte Carlo prediction is good (data/Monte Carlo =1.030.26 for eeand 0.860.20 for ) which is expected since the rejection is achieved essentially through kinematics and does not depend crucially on detector resolution. The systematic uncertainties introduced by the cuts which depend on energy calibration and resolution are discussed in Section 6.
The nal contaminations with their systematic uncertainties are given in Table 2 for the selected events and for the identied lepton samples dened more precisely in Section 5. The contamination in the sample is (0.880.09)% for the full data set. The background is reduced by a factor of 2.2 compared to the preselection step at the expense of a total loss of 0.19% in eciency. Table 2 : Summary of non-backgrounds in the nal samples (in %).
Measurement of selection eciencies
Apart from simple cuts dening the geometrical acceptance which are not aected by signicant systematics, the selection depends on energy cuts which are sensitive to the simulation of the detector and must therefore be carefully evaluated. Ineciencies induced by the major cuts are given in Table 3 Table 3 : Monte Carlo values for the ineciencies at peak energy (in %). h-h is the event topology with both non-leptonic hemispheres. X corresponds to any decay nal state.
Every cut has been examined in turn. The corresponding distributions from data and Monte Carlo are compared before the cut is applied and the amount of data rejected by the cut is tted, using the simulated distribution for the backgrounds. The latter is normalized at an appropriate place in order to minimize the dependence on the simulation of the resolution. As an example, Fig. 8 illustrates this procedure for the x tot cut used to reject Bhabha events. The eciency of the cut on data is determined with a statistical error from the data and Monte Carlo samples, and a systematic error reecting the uncertainty on the background subtraction, obtained by c hanging the normalization point. This procedure applied to the x tot cut (Fig. 8) Taking into account all cuts applied to remove leptonic backgrounds, the measured corrections to the Monte Carlo eciencies are found to be " e-X " e-X = ( 0 : 7 0 : 9) 10 3 " -X " -X = ( 0 : 1 0 : 7) 10 3 for the leptonic samples e-X and -X where X is any nal state. Although the leptonic cuts are well reproduced by simulation, the situation is less satisfactory concerning the hadronic cuts. Low energy calorimeter clusters are not simulated accurately, leading to discrepancies in energy-ow v ariables, particularly the jet mass and the number of calorimeter objects. Assuming only that the two hemispheres are not correlated for these two v ariables, it is possible to determine the eciency of the corresponding cuts by constructing unbiased jet samples both in data and Monte Carlo. The Monte Carlo sample is used to evaluate the small correlations and to correct the result. The eect of all cuts aecting hadronic nal states (both leptonic and hadronic cuts as shown in Table 3 ) is evaluated, revealing a small but signicant discrepancy between data and Monte Carlo: Taking all nal states into consideration, the selection eciency at the Z peak is found to be " = (78.270.12)%, where the uncertainty is dominated by the statistical error of the data-Monte Carlo comparison. Other uncertainties can also aect " : in particular, triggering and tracking could produce systematic eects not well simulated by Monte Carlo. Studies have shown that the corresponding uncertainty is 0.12%. However it does not contribute appreciably to this analysis as l-X and all nal states are aected in a similar way because of the dominance of one-prong decays.
It should be emphasized that although the Monte Carlo has been used as a reference in this determination, the eciency values are corrected with measurements from the data, including detector eects not necessarily included in the simulation and possible deciencies at the generator level such as radiative eects, for example. The \geometrical" part of the acceptance is calculated with the Monte Carlo which incorporates initial and nal state radiation; the corresponding statistical error (0.092%) is included in the nal uncertainty on " .
The statistics for the selected sample is summarized in Table 4 : Summary of the data sample for 1991 93. " is the selection eciency determined from data as explained in Section 4 taking into account peak and o-peak samples, and f nonis the estimated contamination from non-backgrounds. 5 Final denition of the leptonic decays The likelihood particle identication described in Section 3 relies only on measurements of the charged particle. Considering now the complete hemisphere with a lepton candidate, some nal improvements in the classication are introduced in order to reduce systematic eects at the level of 10 3 . In addition, it should be pointed out that no requirement is imposed on the number of photons in the lepton hemisphere.
Requirement of a single track
About 2% (0.4%) of decays to electrons (muons) have more than one track because of photons from radiation or bremsstrahlung converting into e + e pairs. An analysis with no restriction on the number of tracks would have to reconstruct the converted photons and hence the original topology. This procedure is dicult to test at the 10 3 level and furthermore background introduced from hadronic channels (for a given h e misidentication) would be signicantly increased. To a v oid these problems only hemispheres with a single track are selected in this analysis.
The problem still remains to experimentally determine the probability for a leptonic decay to appear with a single lepton track. This is achieved by using the Monte Carlo eciency, corrected appropriately from detailed comparisons with data. A rst method uses the distribution of the number of reconstructed tracks without a strict requirement that the extrapolated tracks pass near the interaction region (most of the e + e pairs produced outside the beam pipe with small momenta do not yield good tracks in the restricted denition). A second method checks in a rst step the photon multiplicity detected in ECAL for lepton hemispheres; in a second step the conversion rate leading to at least one good reconstructed track is normalized using a detailed comparison between data and Monte Carlo for the 0 sample of decays where one of the photons converts into a pair. The two independent methods give consistent estimates [14] for the rate of lepton hemispheres with more than one track. They are averaged to yield (1.830.07)% for electrons and (0.350.03)% for muons whilst the simulation predicts (1.690.05)% and (0.360.02)%, respectively.
Hadronic veto
So far particle identication only uses information related to the candidate particle, leading to hadronic contamination of about 2.5%, which is known with an uncertainty of 0.17%. Fortunately at least 75% of one-prong hadronic decays are expected to include 0 's which can be detected in ECAL. More precisely, cuts can be applied on the hadronic invariant mass (assigning the pion mass to the lepton candidate, M :: ) and the \photonic" mass (M :: ) using all photon candidates in the lepton hemisphere. These cuts dene a hadronic veto which overrides the lepton identication from the likelihood method.
For muons, the hadronic veto is straightforward as photons are clearly detected without interference from the minimum-ionizing particle: hemispheres with M :: > 0:1 GeV/c (Fig. 9) . A similar procedure is applied to electrons. However the presence of photons in a hadronic decay i n terferes with the charged track identication and the values for the cuts are adjusted depending on the likelihood probability of the lepton candidate. Fig. 10 shows the hadronic mass distribution with a clear hadronic contamination. Here the simulation underestimates the overall misidentication as already discussed in Section 3. In most cases of hadrons misidentied as electrons, one energetic photon from a 0 is merged into the ECAL shower associated to the pion and the shower appears more \electromagnetic". For this reason the M :: mass distribution is less useful than for muons and it is simpler to rely on M :: alone (M :: > 0:5 GeV/c 2 ). After these cuts, the hadron contamination is reduced by a factor of 1.9 for electrons and 2.4 for muons with corresponding eciency losses of 0.07% and 0.04%, respectively. The systematic uncertainty on the lepton eciency is smaller than 10 3 , including an estimate for the eect of neglected QED higher orders in the radiative corrections for the nal states and decays. The momentum dependence of the nal contaminations is given in Fig. 11 . Averaging over the hadron spectrum, this gives (1.260.07)% for electrons and (1.110.08)% for muons. The discrepancy between data and Monte Carlo for the rate of hadron-to-electron misidentication is discussed in Section 3. 
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estimates are given for less crucial, however important eects.
Energy calibration and resolution
Bhabha and backgrounds are evaluated with the help of simulation for the shape of the distributions, but they are normalized using data through the procedure discussed in Section 4. The energy distributions are sensitive to the detector resolution which could aect the background calculation if improperly understood. These eects are studied on samples of Bhabha and events and compared to the respective Monte Carlo samples.
In the Monte Carlo Bhabha samples, the distribution of the jet energies is shifted by 1 GeV as compared to the data with some dierences in the radiative tail. A detailed study of ECAL energy calibration and resolution performed for the dierent detector elements (endcaps and barrel) shows a consistent eect. Finally, a conservative range of 2 GeV in the energy cut value yields a systematic uncertainty o f 13% for the Bhabha contamination in the sample and 7% in the electron sample.
A similar study is carried out for muons. Momentum calibration is quite good here as it is based only on tracking, but the resolution is underestimated in the simulation by 10%.
Changing the cut accordingly gives a systematic uncertainty o f 14% and 16% for the contamination in the and muon samples, respectively.
The eect of calibration and resolution on eciency is quite small: 0.2 = for and 0.3 = for the leptonic samples. In any case, it is already taken into account with the procedure described in Section 4.4.
Other uncertainties
Hadron contamination in the lepton sample is proportional to the one-prong hadronic branching ratio (50%) which i s k n o wn to 1% absolute [21] . The eect on the leptonic branching ratios is limited to 0.4 = .
The eciency of the energy cuts depends on the polarisation: leptons from left-handed 's are aected more by the Bhabha and cuts than right-handed 's, while the opposite is true for the cuts and the P > 2 GeV/c condition for identication. The relative eciency dierence between the two helicities is estimated by Monte Carlo to be 2.4% for electrons and 5.8% for muons, because of the 2 GeV/c cut applied to muons. An uncertainty of 0.02 on the polarisation [22] translates into a 0.2 = (0.4 = ) uncertainty on the electron (muon) eciency.
Finally, T able 5 summarizes the main uncertainties for the leptonic branching ratios. Table 5 : Summary of relative uncertainties for leptonic branching ratios (in = ).
Results
The statistics of the lepton samples is given in Table 6 with a summary of the relevant eciencies, background fractions and their respective systematic uncertainties. The branching ratios are derived by means of Eq. 1 and the results for the dierent periods of data-taking are compared in Table 6 : Summary of the lepton samples.
The results for the dierent y ears are in fair agreement: the probabilities for all the measurements to have uctuated around the central values more than expected from the quoted uncertainties is 10% for electrons and 25% for muons. Since both B e and B show some similar behaviour between the most precise data sets of 1992 and 1993, much eort was devoted to nd a possible common systematic eect. All the components entering in Eq. 1 were carefully and systematically examined. No signicant dierence is observed for " sel ( <1 : 2 = ), " sel l (< 1:8 = ), f nonl (< 1:7 = ), f hl (< 1:2 = ), and " ID l (<1:0 = ). More global checks were performed on the lepton momentum spectrum showing that the 1993/1992 \excess" is independent of momentum. Also the identication of the decay opposite to the Figure 12 : Measurements of the leptonic branching ratios for the dierent data sets. Results from 1989-90 data are already published [11] .
lepton hemisphere revealed no signicant correlation for purely leptonic nal states. Finally, it was checked that o-peak data (taken in the 1993 energy scan where non-backgrounds are higher) were not responsible for larger branching ratios. In summary, no systematic eect is found beyond the quoted systematic uncertainties and the only remaining explanation is a statistical uctuation in the number of electrons (mostly) and muons. This conclusion is strengthened by the results of the global analysis [21] where it is observed that the \excess" of leptons in the 1993 data compared to 1991-92 is not correlated to the drop of a specic hadron channel (say or ) as could be expected from a misidentication problem, but is rather uniformly balanced by all hadronic modes. The only relevant observable in the leptonic channels is the lepton momentum. Fig. 13 and Fig. 14 show the respective track momentum distributions for electrons and muons. They are in good agreement with the simulation including backgrounds and with the Standard Model spectrum. The electron data distribution shows some excess near the end point of the spectrum above the Monte Carlo prediction. This cannot be explained by an underestimate of the Bhabha background since the calorimetric energy distributions for data and Monte Carlo are in excellent agreement in this region. Also, the particle content of the opposite hemispheres is completely consistent with the expectation from events. 
with a correlation coecient o f 0.11 for the total errors. The overall precision achieved is 7 = for both B e and B . These new measurements agree well with the published ALEPH values from 1989-90 data [11] , but they are more precise by a factor of 4.3. Consequently, no signicant improvement in the errors and no practical change in the nal values are obtained if the published values are added to the new results. The above results are consistent within the uncertainties with those obtained in a global analysis of all branching fractions [21] .
In Fig. 15 , the ALEPH results are compared with those from other experiments. They agree well with the average values of other results, but they are signicantly more precise: the [24] and DELPHI [25] , respectively.
Tests of lepton universality in W couplings
In the standard V A theory with leptonic coupling g l at the Wl l vertex, the leptonic partial width can be computed, including radiative corrections [2] and neglecting neutrino masses 8. ) is computed to be 0.9726, the above result is in excellent agreement with -e universality. Quantitatively, the result g g e = 1 : 0002 0:0051 (11) is in agreement with the less precise values of 1.00090.0081 obtained from the world-average leptonic branching ratios [3] , and 0.9940.012 and 1.0000.013 from the recent O P AL [24] and DELPHI [25] analyses, respectively. The result (11) is in agreement with the best test of -e universality of the W couplings achieved in the comparison of the rates for and e e where the two most precise experiments [37] [38] can be combined [39] to yield g =g e = 1 : 00120:0016. Although the result from decay is less precise, it is nevertheless interesting as it checks the coupling to a transverse W (helicity=1) while the decays measure the coupling to a longitudinal W (helicity=0). It is conceivable that either approach could be sensitive to dierent non-standard corrections to universality and the two tests are therefore complementary.
Since B e and B are consistent with -e universality their values can be combined, taking common errors into account, into a consistent leptonic branching ratio for a massless lepton Thus universality for -and -e is veried with an accuracy of 6.5 = .
Alternatively, if universality is assumed for the light leptons (e; ), it is possible to investigate the behaviour of the heavy lepton with a more stringent test using the combined leptonic branching ratio (12) Lepton universality in the charged weak current is observed to hold with a precision better than 1%. From B e and B , -e universality is tested with g g e = 1 : 0002 0:0051:
Combining the result on B e with the most recent determination of the lifetime by ALEPH yields a precise test of -universality g g = 0 : 9943 0:0065:
These two universality tests involving transverse W couplings are the most precise to date obtained in a single experiment.
