We describe a robust A/D converter system which requires much less hardware overhead than traditional modular redundancy approaches. A modest amount of oversampling is used to generate information which can be exploited to achieve fault tolerance. A generalized likelihood ratio test is used to detect the most likely failure and also to estimate the optimum signal reconstruction. The error detection and correction algorithm reduces to a simple form and requires only a slight amount of hardware overhead. We present a derivation of the algorithm followed by simulation results.
INTRODUCTION
In this paper we describe a round robin A/D converter system which provides a high sampling rate and that can tolerate converter failures. Such a system would be used in high stress environments where continuous operation is needed or in remote sensing applications where servicing faulty units is impractical or even impossible.
Traditional approaches to fault tolerance have focused upon using modular redundancy [l]. Several identical copies of the hardware operate in parallel using the same input. Their outputs are compared with one another and agree if no errors have occurred. Using one extra copy (100% overhead), a single fault can be detected and with two complete extra copies (200% overhead), the faulty system can be identified and disabled. This amount of overhead is much greater than that required for reliable data transmission.
Musicus and Song (21 have applied a technique similar to error coding to multiprocessor architectures computing linear functions. In this paper, we apply their basic idea to A/D conversion. We start with a number of slower A/D converters operated in round robin fashion and introduce linear redundancy through oversampling. A generalized likelihood ratio test is used to detect and correct errors. The algorithm reduces to a simple form with a complexity comparable to an FIR filter. A high pass filter is used to detect converter failure, and the output of working converters is used to interpolate samples from the faulty converter. If N converters are needed to achieve the Nyquist sampling rate, then adding one extra converter will allow single faults to be detected. Adding two converters allows single fault correction. 
ROUND ROBIN A / D CONVERTER
A round robin A/D converter system is shown in Figure 1 . It contains N slow A/D converters each with fast sample and hold circuitry. The first converter samples and holds the analog input signal and then begins a conversion. After a fixed delay, the second converter samples the signal and begins a conversion. This repeats for all N converters and by the time the N* converter starts, the first converter has finished and is ready to accept another sample. Operation continues in this circular fashion.
If a conversion requires T seconds for a single converter then the overall sampling rate for the round robin system would be N I T samples/sec., and the input can contain frequencies up to fmaz = N / 2 T Hz.
To decorrelate the quantization noise from the signal, we use a small amount of dither. Dither circuitry adds a random analog voltage uniformly distributed between f 1 / 2 lsb (least significant bit) to the sample. After conversion, it subtracts this same quantity from the digital signal. As a result of dither, each output sample contains white quantization noise uniformly distributed between +1/21sb and which is uncorrelated with the signal.
We assume that the converters must operate in a stressed environment and that they are the only components subject t o failure. We model converter failures as being independent and assume that only one converter fails a t a time. Multiple failures could also be handled properly but with much more difficulty. We assume that the dither circuitry, digital processing and output busses always function properly. If necessary, these components could be protected against failure by triple modular redundancy or the digital processing may be performed remotely in a less stressful environment. Also, failures in the dither circuitry can be restricted t o cause no more than a 5tf lsb error in the samples. This system is made robust by introducing redundant information. Keep the analog input signal bandlimited to Ifrfmaz Hz, but add C extra converters to increase the sampling rate to samples/sec. The input signal is now somewhat oversampled.
When a fault occurs in the k& converter, the output signal will contain a noise spike every N + C samples. In the frequency domain, this fault noise has a periodic spectrum with N + C complete copies of the fault spectrum contained in an interval of width 2n. The phase difference between adjacent copies of the fault spectrum depends upon which converter failed. C of these copies are contained in the high frequency region where there is no energy from the low pass input signal. See Figure 2 .
Our optimal fault detection/correction algorithm essentially measures high frequency energy to determine if a fault has occurred. It identifies the broken converter from the phase difference between high frequency copies of the fault spectrum. Finally the fault is reconstructed and then subtracted out, leaving the desired low pass signal.
ALGORITHM DEVELOPMENT
This section describes a model of the A/D converter system and then develops the fault detection/correction algorithm using a generalized likelihood ratio test. The output of the round robin system shown in Figure 1 can be written as 2 1 . 1
where sin] is the original low pass input signal, ~ [ n ] is white quantization noise which is uncorrelated with sin], and +k[n] is noise due to a failure of the k& converter. &[n] is zero except for samples which came from the ke converter. Let 3 be a vector of all samples s[n] and define 4, Qlk,and g similarly.
Generalized Likelihood Ratio Test
We use a generalized likelihood ratio test to determine the most likely fault hypothesis and to correct the fault if necessary. Let H* represent the hypothesis that no converter has failed, and let H k represent a failure in the ka converter where 0 5 k 5 N + C -1. Define P( H * ) and P ( H k ) as the a priori probabilities of these events. We. must compute the likelihood Lk of each hypothesis Hk given the observed data 4. For hypothesis H*, the likelihood unfortunately depends on the unknown signal S.
(3)
The most likely failure hypothesis is chosen by finding the largest likelihood. The failure estimate 4, (if any) and a clean signal estimate 4 are the values a t which the likelihood is maximized.
The bulk of our derivation is performed in the frequency do- is sorted into N + C interleaved s t r e a m , with the k@ stream receiving every ( N + C)'h sample starting with sample k. Each of these streams is simply 4 k [ f l ] , the best least squares estimate of the fault in the k'h converter, assuming that converter k is faulty. We measure the energy in each of these fault estimates and if any energy is greater than the threshold 7 , we declare that a copverter has failed. The largest energy indicates the best guess k of which converter has failed.
Required Number of Extra Converters
Insight into choosing an appropriate number of extra converters C can be gained by writing (11) in the frequency domain,
The magnitude of this function is periodic in w, with period &.
Since ZH(W,) is high pass, for a given w, only C terms in this sum are nonzero. Each #& point "period" of &k (u,) is thus formed by averaging C sections of ZH(W,) with appropriate phase shifts.
If C = 1 then no averaging is taking place. The fault estimates, &b(w,) for k = 0,. . . , N + C -1 will then differ only by a phase shift and the energy in each will be the same. The system will then only be able to decide if a fault has occurred, but will not be able to determine the specific faulty converter. If C 2 2, then the phase difference between high frequency copies of the fault spectrum is used to identify the faulty converter. Thus we require C 2 2 for fault correction.
SIMULATION OF IDEAL SYSTEM
In this section we discuss in more detail the ideal fault detection and correction system shown in Figure 3 . During our hypothesis testing procedure several events can occur. A "false alarm" occurs when H* is true but the algorithm selects some H k , k = 0,. . . , N + C -1 as most likely. "Detection" occurs if a converter is faulty and any hypothesis except H* is chosen. "Misdiagnosis" occurs when converter k has failed but some other converter j # k is chosen as being faulty. Let PF, PD and P,U represent the probabilites of these events.
When H* is true, we can model the N + C likelihoods as depending on only C independent chi-square random variables. We can then use a Neyman-Pearson test based on a fixed probability of false alarm t o specify the threshold 7 . In order t o measure I' D we performed simulations with varying size faults.
The system studied had N = 5, C = 3 and M = 1024. In all tests, we performed 10,000 trials with and without faults. For 1 bit faults, the threshold 7 could be set such that PF < and yet all faults were detected, PD = 1. Some faults were misdiagnosed with P,U = 5 x Despite these occasional errors, the system is still very sensitive. All faults greater than 1 bit were always detected and properly diagnosed. We found the variance of i[n] to be 0.715~:. This is below the level of quantization noise and our estimate is quite accurate.
REALIZABLE SYSTEMS
There are several problems with the ideal fault tolerance scheme derived above which make it impractical. In this section we modify the design to make it realizable. We replace Hhigh(Wr) with an FIR high pass filter and use finite length integrators. We also remove the output low pass filter since it has a minimal effect on performance. Let H F I R (~, )
be the frequency response of this FIR filter and h F I R [ n ] be its impulse response.
In order for a high pass filter to work properly it must meet the following two conditions. First, the stopband attentuation must be high enough to reduce low frequency leakage below the level of quantization noise. This requires IHFIR(w,)I < 2-R in the low frequency region. The estimate of the fault &In] must be unbiased and this yields the second condition, The specific shape of the filter's passband will affect PD and PM, but otherwise is not critical. It is only important that these conditions are met.
Filters which satisfy these conditions are most easily made by truncating the impulse response of an ideal high pass filter with a finite length window. High stopband attenuation is needed to reduce leakage and thus Blackman and Hamming windows are appropriate. The filters must have a cutoff frequency which is a multiple of & in order t o have zeros a t the appropriate locations. If we place the cutoff a t exactly e, signal leakage from 2.88 x lo 1 2.22 x io-' 1.40 x io-' 6.44 x 10-2 1.37 x 10-2 9.5 x 10-4 < 10-4 .
1.12 x lo-' 4.93 x lo-' 9.7 x I 8 X < < < 1 the filter's transition band will be too severe. The cutoff should therefore be placed a t As mentioned earlier, a t least two extra converters are needed for fault correction. A good idea is to use C = 3 extra converters and place the cutoff a t w, ensuring that the transition band is completely contained In the high frequency region. This will allow shorter filters to be used which generally have wider transition bands. The disadvantage of a high cutoff frequency is that fewer copies of the fault spectrum are used in forming the fault estimate, and thus quantization noise is not reduced as much through averaging. In practice, however, this is a minimal effect since quantization noise is very low and signal leakage is a more significant problem. Placing the cutoff a t leaves only 1 copy of the fault spectrum in the passband and fault correction should theoretically not be possible. However, the phase information required for fault correction is provided by the wide transition band.
We tested the same system arrangement described earlier with N = 5 and C = 3. The high pass filter we used was formed by truncating an ideal high pass filter with cutoff frequency with a 23 point Blackman window and had a minimum stopband attenuation of 74 dB. We simulated the system and measured its performance under various fault sizes and integration lengths, where the integration length is defined as the number of nonzero samples of @[n] stored in each integrator. For each set of parameters, 10,000 trials were performed, and we chose the threshold 7 to minimize the fault detection error probability defined as, or higher for correct operation.
4 5
This is the probability of making an error in the first step of fault detection.
Results are shown in Figure 1 and they demonstrate that reliable fault detection is possible with a 23 point filter and finite length integrators. The integration length can be chosen depending on desired system performance; longer integration lengths reduce random noise in the likelihoods and improve performance but add to system complexity. We also found that the original low pass signal was accurately estimated and O[n] had a variance of 1.336~:. 
CONCLUSION
In this paper we described a robust oversampling round robin A/D converter system which uses the redundancy inherent t o low pass signals to provide fault tolerance. The system was able t o identify converter failures reliably and t o correct the output accurately. The hardware needed t o add robustness is minimal: a few extra converters and a slight amount of computation, comparable to an FIR filter. This is much less than traditional approaches to fault tolerance such as modular redundancy and makes our method an attractive alternative. 
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