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ABSTRACT
In this thesis non-equilibrium molecular dynamics is used to investigate
eects relating to thermal transport in uids and interfacial systems.
Non-equilibrium molecular dynamics (NEMD) simulations of liquid wa-
ter were undertaken using the Modied Central Force model (MCFM) of
water. Non-equilibrium thermodynamics predicts dipolar alignment as a
response to an applied temperature gradient. This eect was systematically
investigated by applying thermal gradients of up to 4 K/A to a system of
MCFM water. This yielded induced electric elds of up to  109 Vm 1.
The predictions of non-equilibrium thermodynamics were supported by the
simulations. The mechanism of thermal transport was investigated.
The eect of electrostatic interactions on the thermal transport properties
was also investigated in this model comparing the Ewald summation and
Wolf methods. It was found that whilst the change in equation of state
using each method is small, the truncation of the electrostatic interactions
leads to a lower heat ux density and values for the thermal conductivity
that are  5   10% lower. The relaxation of the system to a steady-state
temperature gradient was also investigated and the timescales involved were
found to agree with the results using the macroscopic heat equation.
The hydrogen bonding contribution to the heat ux vector was investi-
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gated. This was found to contribute to around 30 40% of the total heat ux
for MCFM water. The potential energy contribution was found to become
negative towards lower temperatures. Also investigated was the thermal
conductivity of glassy water with the aim of identifying a dierence in the
thermal conductivity from liquid to the glass state. The SPC/E model was
employed for this purpose but no signicant change was identied.
NEMD simulations were employed to investigate the interfacial thermal
resistance of liquid/vapour and solid/vapour interfaces in a Lennard-Jones
system. For energy uxes of  107 Wm 2 a signicant interfacial thermal
resistance was observed, particularly at low temperatures. To investigate
the microscopic origin of the interfacial thermal resistance, the intrinsic
sampling method was employed in the liquid/vapour interface. The tem-
perature drop was found to occur in front of the interface in a region where
adsorbed atoms at the surface correspond to a density peak in the vapour
phase.
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CHAPTER
ONE
NON-EQUILIBRIUM THERMODYNAMICS AND
STATISTICAL MECHANICS OF TRANSPORT
PROCESSES
1.1 Microscopic Representation of Hydrodynamic
Equations
The equations of hydrodynamics are derived by considering the equations
of continuity for mass, momentum and energy as well as the relations of
thermodynamics. These expressions are inherently macroscopic, and do not
consider the granular nature of matter at the microscopic level. In their
seminal 1959 paper Irving and Kirkwood derived microscopic expressions
for the hydrodynamic uxes based on statistical mechanics thus providing
a link between macroscopic transport phenomena and the ensemble-based
equations of statistical mechanics[1]. Microscopic expressions for the pres-
sure tensor and the energy uxes were derived, for which modied versions
of these expressions are used in simulations. In this section the Irving-
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Kirkwood expressions and the subsequent modications made by Evans et
al. for use in simulational work will be examined [2], and the limits of
applicability of these expressions will be discussed.
1.1.1 Continuity Equations for Fluids
The fundamental equations of uid dynamics include the conservation laws
for mass, momentum and energy[3]. In uid dynamics a uid is considered
to be a continuous medium, and so an innitesimal volume of uid dV may
be small compared to the volume of the system, but is still large compared
to intermolecular distances. From this denition the velocity of a uid
`particle' can be dened at any point in the uid, and may be a function of
the thermodynamic properties of the uid such as the density, (r; t) and
pressure p(r; t).
The rate of change of mass in a volume of uid V is given by
Z
@(r; t)
@t
dV (1.1)
This can be equated to the inux/outux of uid through the bounding
surface of the volume element
Z
V
@(r; t)
@t
dV =
Z
S
(r; t)v(r; t)  dS (1.2)
where dS is the surface element outwardly normal to the bounding surface.
Using Gauss' theorem and equating the integrand with zero, the equation
of continuity for mass transport is given by,
@(r; t)
@t
=  r  J(r; t) (1.3)
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where J(r; t) = (r; t)v(r; t) is the mass ux.
The equation of continuity for the momentum ux can be derived in a
similar manner [1] or by using the continuity equation for mass and Euler's
equation which is the equation of motion of a uid element[3]. Using the
former method, the rate of change of momentum in volume V ,
Z
V
@
@t
[(r; t)v(r; t)]dV (1.4)
is equated to the ow of momentum out of the surface,
Z
S
(r; t)v(r; t)v(r; t)  dS (1.5)
and the force acting on the surface of the volume,
Z
S
(r; t)dS (1.6)
Where (r; t) is the stress tensor. Again converting the surface integrals to
volume integrals using Gauss' law, the equation of continuity for momentum
is
@
@t
[v] +r  [vv] = r   (1.7)
Finally the equation for transport of energy is considered. The internal
energy density of a uid element can be split into three components,
E = EV + EK + E (1.8)
where EV is the contribution due to interactions between uid elements, EK
is the kinetic energy density, and E is the energy density due to external
sources, for example an electric or gravitational eld. In order to determine
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the continuity equation for energy transport the rate of change of energy in
a volume V Z
V
@E(r; t)
@t
dV (1.9)
is equated to the ux of energy through the bounding surface,
Z
S

E(r; t)v(r; t) + q(r; t)

 dS (1.10)
where Ev is the \convective" ux and q is the \conductive" heat ux, and
the work done by the uid in V on the rest of the system,
 
Z
V
v(r; t)  (r; t)  dS (1.11)
where again  is the stress tensor.
Again using Gauss' law, the nal expression for the continuity of energy
is then,
@E
@t
=  r  [Ev + q  u  ] (1.12)
An equivalent expression can be derived using the thermodynamic relation
for the internal energy and Euler's equation[3].
These equations are subsequently used to obtain microscopic expressions
for the various uxes that they represent.
1.1.2 Statistical Mechanical Expressions for Densities
Irving and Kirkwood derived ensemble based expressions for the uxes
present in the hydrodynamic equations. In order to write the macroscopic
quantities in a microscopic form, extensive use is made of delta function
representations of the densities. The mass density appearing in the above
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equations is written as,
(r; t) =
Z Z NX
i=1
mi(ri   r)f(r1; : : : ; rN ;p1; : : : ;pN ; t)drdp (1.13)
where mi is the mass of particle i, f(r1; : : : ; rN ;p1; : : : ;pN ; t) is the time
dependent probability distribution function for the ensemble of N particles
and (ri   r) is the Dirac delta function, and the integration is taken over
the 6N phase space coordinates. This expression can be abbreviated thus,
(r; t) =
NX
i=1
mih(ri   r); fi (1.14)
where the angled brackets indicate the ensemble average of the quantity on
the left inside the brackets with respect to the distribution f .
An analogous expression can be written for the momentum density,
(r; t)v(r; t) =
NX
i=1
hpi(ri   r); fi (1.15)
Statistical mechanical expressions for the energy density are again con-
sidered to be the sum of three components, as expressed in equation (1.8).
The kinetic energy density can be written in the same form as the previous
equations, since it can be considered to be localised at the particle itself.
EK(r; t) =
NX
i=1
D p2i
2mi
(ri   r); f
E
(1.16)
In considering the potential energy of the system it will be assumed that
the interaction of the particles is pairwise only, such that higher order in-
teractions are considered to be negligible. The total potential energy of the
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system is then written,
U =
NX
i=1
 i(ri) +
1
2
X
i6=j
Vij(rij) (1.17)
where  i(ri) is the potential contribution due to external elds, and Vij(rij)
is the pairwise interaction potential between particles i and j.
P
i6=j indi-
cates the double sum over indices i and j except when i = j, the factor of
1
2 takes this into account.
Using this denition the energy density due to external elds can imme-
diately be written as
E (r; t) =
NX
i=1
 i(r)h(ri   r); fi (1.18)
and the external force at r is
X(r; t) =  
NX
i=1
[rr i(r)]h(Ri   r); fi (1.19)
The pairwise interaction potential cannot be strictly dened to be lo-
calised at a point in 3D space, since the potential depends on the positions
of both particles. Irving and Kirkwood specify the localisation by assuming,
arbitrarily, that half of the pairwise potential energy resides in each particle.
The total interaction potential energy density is then,
EV (r; t) =
1
2
X
i6=j
hVij(ri   r); fi (1.20)
It is the rate of change of these quantities that appear as the uxes given
by hydrodynamics. The key quantity of interest for the work presented
in subsequent chapters is the statistical expression for the heat ux, later
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modied by Evans et al. for use in simulational work[2]. However, for
completeness the statistical expressions for all continuity equations will be
presented.
1.1.3 Statistical Mechanical Expressions for Fluxes
It was shown by Irving and Kirkwood using the Liouville equation for the
conservation of phase that the rate of change of the expectation value of a
dynamical variable (r1; : : : ; rN ;p1; : : : ;pN ), with respect to the probability
distribution function f(r1; : : : ; rN ;p1; : : : ;pN ; t) is, using the angled bracket
notation used above,
@
@t
h; fi =
NX
i=1
D pi
mi
 rri rriU  rpi; f
E
(1.21)
where rri = ( @@xi ; @@yi ; @@zi ), rpi = ( @@px;i ; @@py;i ; @@pz;i ) and U is again the
potential energy of the system. This is an important result and enables
statistical expressions for the continuity equations to be derived.
Mass ux
For the equation of continuity of mass, the function  is set to,
 =
NX
i=1
mi(ri   r) (1.22)
Using equations (1.21), (1.14) and (1.16) the statistical expression for the
equation for the continuity of mass can be shown to be,
@(r; t)
@t
=
@
@t
h; fi =
NX
i=1
h rr  [pi(ri   r)]; fi =  rr  [(r; t)v(r; t)]
(1.23)
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which corresponds to the macroscopic denition.
The reader is referred to reference [1] for full derivations for all expressions
given in this section.
Momentum ux/stress tensor
Similarly, by identifying  as the vector
 =
NX
i=1
pi(ri   r) (1.24)
the equation of continuity of momentum can be derived. Again using (1.21)
and noting that
h; fi = (r; t)v(r; t) (1.25)
it can be shown that
@
@t
[v]+rr  [vv] =
X+rr 
h
 
NX
i=1
mi
D pi
mi
  v
 pi
mi
  v

(ri   r); f
E
  1
2
X
i6=j
D
(rriVij)[(rj   r)  (ri   r)]; f
E (1.26)
where the last term on the right arises by symmetrising with respect to i and
j and by using Newton's third law. This term features the dierence of two
delta functions, which can be expanded as a Taylor series in rij = rj   ri.
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The last term in (1.26) then becomes
  1
2
X
i6=j
D
(rriVij)[(rj   r)  (ri   r)]; f
E
= rr 
h1
2
X
i 6=j
D
(rrjVij)rij
n
1  1
2
rij  rr + : : :
+
1
n!
( rij  rr)n 1 + : : :
o
(ri   r); f
Ei
(1.27)
Comparing equation (1.26) with the macroscopic equation for continuity
of momentum, (1.7), a microscopic expression for the stress tensor can be
dened. Here only central pairwise forces are considered, such that
rrjVij =
rij
rij
V 0(rij) (1.28)
so that the force acts along the direction of the vector separation.
The microscopic stress tensor can be split into two contributions
(r; t) = K(r; t) + V (r; t) (1.29)
where
K(r; t) =  
NX
i=1
mi
D pi
mi
  v
 pi
mi
  v

(ri   r); f
E
(1.30)
and
V (r; t) =
1
2
X
i6=j
Drijrij
rij
V 0(rij)
n
1  1
2
rij  rr + : : :
+
1
n!
( rij  rr)n 1 + : : :
o
(ri   r); f
E (1.31)
K can be interpreted as the contribution to the stress tensor due to the
transfer of momentum per unit time across an area dS due to the thermal
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motion of the atoms of the uid about the mean value of the uid velocity.
V is contribution to the stress tensor due entirely to intermolecular inter-
actions. Here V  dS is the force across dS due to particles on each side of
dS.
Irving and Kirkwood make the assertion that V will be the dominant
contribution to the stress tensor in liquids. This also has implications to
the microscopic expression for the heat ux, which contains similar terms.
In the work presented in subsequent chapters this notion is examined in
relation to simulation results for the microscopic heat ux.
The limits of applicability of the expressions in relation to the Taylor
expansion given in (1.27) are then examined by Irving and Kirkwood by
transforming the expression for the intermolecular contribution to the stress
tensor V in a form that depends on the pair distribution function of a
liquid, (2)(r; r+rij). Following this procedure Irving and Kirkwood suggest
that in a liquid, where the pair distribution is not a strong function of the
position r, all terms beyond the rst in the braces in (1.31) may be neglected.
This corresponds to the usual form of the stress tensor subsequently used for
simulational work. However, it is also stated that higher order terms may
become important for cases where the pair distribution changes rapidly with
position, i.e. at interfaces.
Energy transport/heat current density
Statistical expressions for the rate of change of energy are derived in ac-
cordance with the statistical denitions of the various components of the
internal energy density given in section (1.1.2). The procedure follows that
used above in deriving expressions for the momentum ux.
19
The rate of change of kinetic energy density is given by using
 =
NX
i=1
p2i
2mi
(ri   r) (1.32)
and again applying (1.21), yielding
@
@t
EK(r; t) = rr 
NX
i=1
D p2i
2mi
pi
mi
(ri   r); f
E
 
NX
i=1
[rr i(r)] 
D pi
mi
(ri   r); f
E
 
X
i 6=j
D
(rriVij) 
pi
mi
(ri   r); f
E
(1.33)
For the rate of change of internal energy density due to external elds 
is set to
 =
NX
i=1
 i(r)(ri   r) (1.34)
Again using equation (1.21), the rate of change of internal energy due to
external elds is
@
@t
E (r; t) =  
NX
i=1
 i(r)rr 
D pi
mi
(ri   r); f
E
(1.35)
The microscopic expression for the rate of change of potential energy
density is given using (1.21) and setting  as,
 =
1
2
X
i 6=j
Vij(ri   r) (1.36)
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yielding,
@
@t
EV (r; t) =
1
2
X
i 6=j
D
(rri) 
pi
mi
[(ri   r)  (rj   r); f
E
  1
2
rr 
hX
i6=j
D
Vij
pi
mi
(ri   r); f
Ei (1.37)
Combining these three expressions, the total rate of change of the internal
energy density is then,
@
@t
E(r; t) = rr 
"
NX
i=1
D p2i
2mi
pi
mi
(ri   r); f
E
+
NX
i=1
 i(r)
D pi
mi
(ri   r); f
E
+
1
2
X
i6=j
D
Vij
pi
mi
(ri   r); f
E#
+
1
2
X
i6=j
D
(rriVij) 
pi
mi
[(ri   r)  (rj   r)]; f
E
(1.38)
An expression for the heat ux is then derived by considering the hydro-
dynamic equation for the continuity of energy (1.12), and substituting in the
statistical expression above for the rate of change of energy, the expressions
for the microscopic stress tensor (1.30) and (1.31), and using the following
expression for the divergence of the energy density appearing in (1.12),
rr  (Ev) =rr 
"
NX
i=1
D p2i
2mi
v(ri   r); f
E
+
NX
i=1
 i(r)
D
v(ri   r); f
E
+
1
2
X
i6=j
D
Vijv(ri   r); f
E# (1.39)
In the nal expression for the heat ux, the terms involving external forces
 i(r) cancel by imposing the restriction of a single component uid. After
substituting in the relevant expressions and using the Taylor expansion of
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the dierence of two delta functions the heat ux can then given by the sum
of two contributions, a kinetic component and a contribution arising from
intermolecular interactions,
q(r; t) = qK(r; t) + qV (r; t) (1.40)
where
qK(r; t) =
NX
i=1
Dm
2
pi
m
  v
2pi
m
  v

(ri   r); f
E
(1.41)
and
qV (r; t) =v 
h
V   1
2
X
i6=j
D
V (rij)1(ri   r); f
Ei
+
1
2
X
i6=j
Dh
V (rij)1  V
0(rij
rij
rijrij
n
1 +   
+
1
n!
( rij  rr)n 1 +   
oi
pi
m
(ri   r); f
E
(1.42)
where 1 is the identity tensor. After substituting in the expression for the
intermolecular part of the stress tensor, qV (r; t) becomes
qV (r; t) =
1
2
X
i6=j
D
V (rij)
pi
m
  v

(ri   r); f
E
  1
2
X
i6=j
DV 0(rij)
rij
rijrij
n
1 +   
+
1
n!
( rij  rr)n 1 +   
o

pi
m
  v

; f
E
(1.43)
The following physical interpretation of these expressions is oered by
Irving and Kirkwood. The kinetic term qK corresponds to the ux of kinetic
energy due to molecular motion while the rst term in qV is the ux of
potential energy also due to molecular motion. When the scalar product is
taken with the term in qV involving the derivative of the potential V
0(rij)
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and an area element dS, the result is the work done by molecules on one
side of the area element by those on the other. This is due to the motion of
the molecules on one side as they move through the force elds of molecules
on the other.
A similar analysis is performed on the microscopic heat ux as that on
the stress tensor to determine the applicability of the expression. Again
assuming that the pair distribution function is a slow function of the co-
ordinate r then the terms beyond the rst in the braces in (1.43) may be
neglected. Again this is not expected to be applicable at interfaces.
1.1.4 Use in Molecular Dynamics Simulations
The expression for the heat ux vector derived by Irving and Kirkwood is
usually used in simulations in the following form[4, 5, 6],
Jq =
1
V
NX
i=1
1
2
mi(vi   v)2(vi   v)
+
1
2V
X
i6=j
Vij(rij)(vi   v)
+
1
2V
X
i6=j
Fijrij  (vi   v)
(1.44)
where vi is the velocity of particle i and the pairwise force is dened as
Fij =  V 0(rij)rijrij . v is the barycentric or centre-of-mass velocity, and
is usually set to zero in simulations where momentum is conserved. The
rst term corresponds to the expression given above for qK , while the last
two terms form qV . The Irving and Kirkwood expressions are based on
taking ensemble averages with respect to a time dependent distribution
function. In molecular dynamics simulations time averages are taken rather
than ensemble averages, such that the form above is used instead. It should
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be noted that the above expression only uses the rst term in the Taylor
expansion used in equation (1.27), and so may be only applicable to systems
where the density is slowly varying.
Todd et al. derived an alternative expression for the heat ux vector that
is applicable to inhomogeneous systems[7]. In this expression the Taylor
expansion is avoided and the derivation proceeds in reciprocal space. This
method yields the component of the heat ux vector across a plane parallel
to which the properties of the system are assumed to be homogeneous. This
is the so-called `method of planes'. This expression is then compared to an
exact result for Poiseuille ow. In a subsequent article this approach is used
to derive an expression for the pressure tensor[8].
In this work the expression for the heat ux given in equation (1.44) is
used in non-equilibrium simulations where the density does not vary signif-
icantly across the system cell.
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1.2 Non-Equilibrium Thermodynamics
1.2.1 Introduction
Non-equilibrium thermodynamics (NET) is the most commonly accepted
theory underpinning irreversible processes in macroscopic systems. One of
the results of this theorem is that the irreversible processes occurring in a
non-equilibrium system can be written as the linear sum of thermodynamic
forces and corresponding uxes [9]. A useful property of this is that the
Onsager reciprocal relations can be used to determine the cross coupling
between one or more irreversible processes occurring simultaneously [10],
such as the Soret eect (temperature gradient and mass diusion) or the
thermoelectric eect (electric eld and temperature gradient). In this sec-
tion the theory will be briey outlined, and resulting expressions used in
subsequent sections will be shown.
1.2.2 Local Equilibrium and the Local Entropy Production
One of the principles underlying the theory of NET is that of local equi-
librium, where each microscopically large (in relation to the scale of inter-
molecular interactions), but macroscopically small subvolume of a system is
presumed to be in equilibrium. This leads to important considerations for
the applicability of NET for use in molecular dynamics simulations, where
typical system sizes are on the nanometer scale, and achievable simulation
times are of the order of tens to hundreds of nanoseconds.
The assumption of the local equilibrium hypothesis enables the denition
of a local entropy, and hence the Gibbs relation, being the total derivative
of the entropy, is assumed to hold locally everywhere in the system. In NET
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the specic entropy s(r) is dened locally such that
S =
Z
V
(r)s(r)dV (1.45)
where S is the total entropy of the system, (r) is the local density and the
integration is taken over the whole volume of the system.
By considering the entropy ux into the system from external sources,
and considering the local entropy production within the system, the rate of
change of the local specic entropy can be shown to be
(r)
ds(r)
dt
=  r  JS(r) + (r) (1.46)
where JS is the entropy ux due to external sources and (r) is the local
entropy production per unit time per unit volume. Using the local equilib-
rium hypothesis the Gibbs relation can then be applied locally to obtain an
expression for the entropy production.
In its most fundamental form the Gibbs relation can be written as[11]
dS =
NX
i
@S
@Xi
dXi (1.47)
where Xi are a set of extensive thermodynamic variables characterising the
system. For a multi-component equilibrium uid this becomes the familiar
expression,
dS =
1
T
dE +
P
T
dV  
X
i
i
T
dNi (1.48)
where T is the temperature, E is the internal energy, P is the equilibrium
pressure, i is the chemical potential of component i and Ni is the number
of particles of component i. Using the above relation the rate of change of
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specic entropy s can be written in a local form in terms of specic variables,
ds(r)
dt
=
1
T
de(r)
dt
+ P
dv(r)
dt
 
X
i
i
dci(r)
dt
(1.49)
where e(r) is the specic energy density, v(r) = 1=(r) is the specic volume
and ci(r) is the mass fraction of component i. Using equation (1.46) and
invoking the hydrodynamic equation for the conservation of internal energy
as dened in equation (1.12) in the previous section and assuming no viscous
ows (i.e. that the stress tensor has o-diagonal components equal to zero),
the entropy production can be dened as[9],
 =   1
T 2
Jq  rT   1
T
X
i
Ji  ri  0 (1.50)
Where Jq is the heat ux, and Ji is the mass ux and the dependence on
r has been made implicit for brevity.
This demonstrates the important postulate in NET that the entropy pro-
duction can always be written as the sum of the products of thermodynamic
uxes and their corresponding thermodynamic driving forces such that,
 =
X
i
JiXi (1.51)
where Ji represents a generic ux and Xi is the corresponding driving force.
For example, in equation (1.50), the heat ux Jq appears conjugate to the
temperature gradient rT and the mass uxes Ji are conjugate to the gra-
dient of chemical potential ri. This can be generalised to include any
irreversible process occurring in the system.
It can be shown that under certain constraints, a systems in the stationary
state, for example when @T=@t = 0 correspond to systems where the entropy
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production is minimised[9].
The validity of the local equilibrium hypothesis
In his article criticising the principle of minimum entropy production E.T.
Jaynes points out that the reliance of NET on the hypothesis of local equi-
librium gives no indication of the range of validity of the theorem[12]. How-
ever, Pottier derives a criterion which suggests a length scale over which
local equilibrium may be valid[11].
Pottier postulates that a cell of volume 3 may be a candidate for local
equilibrium if the uctuations of the number of particles in the cell are small
(N=N  1). Such a length scale may be the mean free path in a gas.
Pottier then goes on to state that in order for the cell to be considered to
be in local equilibrium in the presence of applied gradients the changes of
thermodynamic state induced inside of each cell must not be greater than
the corresponding equilibrium uctuations. If a thermodynamic variable 
undergoes equilibrium uctuations , and the change in  across the cell is
 = , then combining this with the previous criterion local equilibrium
may be considered to hold if


<


 1 (1.52)
The suggestion of this criterion has important implications for the validity
of local equilibrium in computer simulations. It gives a means of identifying
whether a subvolume of a system cell is large enough (or small enough) that
local equilibrium may be considered to be valid. However, this does not
necessarily tell us a priori what magnitude of applied ux will drive the
system away from local equilibrium, unless linear response is assumed to
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hold, and the coecients relating the uxes to the corresponding changes
in thermodynamic variables are known.
1.2.3 Linear Laws
Another key postulate of NET is the assumption that each ux is a linear
combination of all the forces,
Ji =
X
j
LijXj (1.53)
The coecients Lij are known as the phenomenological coecients. This a
generalisation of other linear phenomenological laws such as Fourier's law
of heat conduction or Fick's law of diusion. This equation states that
cross-eects would occur between multiple irreversible processes occurring
simultaneously in the same system such that a force X2 may give rise to a
ux J1 via the coecient L12.
The Onsager reciprocity relations state that symmetric relations exist
between coecients relating the cross-eects between multiple irreversible
processes, such that
Lij = Lji (1.54)
This theorem is derived by considering the invariance of the microscopic
equations of motion under time-reversal[10]. This theorem is of great impor-
tance in NET since it reduces the number of independent phenomenological
coecients to be determined in order to completely describe the relations
between the various uxes and forces.
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1.2.4 Applications of Non-Equilibrium Thermodynamics in
Computer Simulations
Whilst NET does not provide any insight into the microscopic behaviour
of system undergoing an irreversible process, it does provide a framework
for which multiple eects can be related via their cross-coecients in the
linear regime. Computer simulations via molecular dynamics allow the
detailed investigation of microscopic phenomena whilst also determining
the values of the phenomenological coecients. Cross eects between irre-
versible processes have been observed in a number of molecular dynamics
studies[5, 13, 14, 15]. Examples include the Soret eect (also called ther-
modiusion) where a mass ux is induced in a binary uid in presence of
a temperature gradient. A study of the Soret eect was carried out for
a molten salt by Bresme et al., where transport coecients such as the
thermal diusion factor and the thermal conductivity were computed.
In chapter 3 non-equilibrium molecular dynamics simulations are used
to investigate the result from NET that in an isotropic polarizable uid a
temperature gradient will give rise to an induced electric eld.
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CHAPTER
TWO
COMPUTATIONAL METHODOLOGY
This chapter describes the computational methodology used in the subse-
quent simulations presented in this work. Included is a brief description of
equilibrium and non-equilibrium molecular dynamics methods as well as de-
tails regarding the calculation of thermodynamic and dynamical quantities
of interest. Particular emphasis is placed on the methods associated with
non-equilibrium molecular dynamics.
2.1 Molecular Dynamics
2.1.1 Introduction
Computer simulations of atomistic systems have been in use since the 1950s
in order to obtain ensemble averages in systems where the number of inter-
particle interactions eectively renders the evaluation of the congurational
part of the partition function numerically or analytically impossible, such as
dense uids. The rst atomistic simulations were performed by Metropolis
et al. using the Monte Carlo technique of stochastically sampling phase
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space in an equilibrium system[16]. Whilst the Monte Carlo method can
be used to obtain ensemble averages it does not give any information about
the dynamical properties of a system such as those calculated through time
correlation functions.
The rst molecular dynamics (MD) simulations of atomistic systems were
performed for a system of hard spheres by Alder and Wainwright[17, 18]. In
such a system the equations of motion are exactly soluble since the pairwise
potential is given by,
U(rij) =
8>><>>:
0; rij > =2
1; rij  =2
(2.1)
where  is the eective particle diameter (assuming  is the same for all
particles) and rij is the radial separation between pairs of particles i and j.
These equations can be solved to yield an expression for the time between
subsequent collisions between a pair of particles,
tij =
 rij  uij 
h
(rij  uij)2   u2ij(r2ij   2)
i1=2
u2ij
(2.2)
where uij = ui   uj is the relative velocity between two pairs of particles.
The system is therefore propagated in discrete intervals of time by the short-
est value of tij at any given instant. The interaction between particles can
be modelled as a simple elastic collision when jrij j = . Such simulations
are said to be event-based.
In Alder and Wainwright's initial investigations phase transitions, equili-
bration times, and thermodynamic properties of the system were analyzed.
The same techniques where later used to set up chains of atoms in order
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to model diusion in polymers[19], rotational dynamics of hard lines and
ellipsoids[20], and even polyatomic molecules with \realistic" potentials by
using potential forms with many discrete steps[21]. Due to the exact solu-
bility of the motion of the particles hard sphere systems have also been used
to investigate several fundamental aspects of statistical physics such as er-
godicity and the validity of the Boltzmann H -theorem, as well as properties
of dynamical systems such as Lyapunov exponents[22].
The rst MD simulations to use continuous pairwise potentials were per-
formed by Rahman in 1964[23]. These simulations used a predictor-corrector
formula to integrate the equations of motion of a system of particles interact-
ing via a Lennard-Jones pairwise potential using a discrete timestep. Struc-
tural properties such as the radial distribution function and dynamic prop-
erties such as the velocity autocorrelation function were computed, yielding
results comparable to experiments on liquid argon.
Later, Verlet developed a simpler version of the integration algorithm[24],
commonly known as the \Verlet algorithm", initially also used for Lennard-
Jones particles but has been used in a huge number of molecular dynamics
studies of many systems since and is implemented in various molecular dy-
namics packages such as LAMMPS and GROMACS[25, 26].
Molecular dynamics has since been used to study an enormous range of
systems, including such complex systems as macromolecular self-assembly
[27], biological molecules [28] and interfacial systems [29].
2.1.2 Ergodicity and Averaging in MD Simulations
From classical statistical mechanics the expectation value of a dynamical
variable A of an equilibrium system with 6N degrees of freedom described
by 3N coordinates q1; : : : ;qN with 3N conjugate momenta p1; : : : ;pN is,
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in the canonical ensemble,
hAi =
R R
A(q;p)e H(q;p)dqdpR R
e H(q;p)dqdp
(2.3)
where q and p represent the 3N coordinates and 3N momenta respectively,
the integration
R R
dqdp is taken over all of phase space, and H(q;p) is the
Hamiltonian of the system. This is the ensemble average of A. However
in MD, as opposed to Monte Carlo simulations, we actually observe the
time average of a dynamical variable obtained from taking instances of the
variable along a trajectory, given by
A = lim
!1
1

Z 
0
A(t)dt (2.4)
The ergodic hypothesis states that the ensemble average is equal to the time
average, i.e. hAi = A. This can be rationalised by assuming that the time
average of A does not depend on the starting conguration and that during
the course of a trajectory the system will visit all available points in phase
space[30]. This cannot be proven a priori for complex systems however,
and for complex disordered systems such as glasses this can be shown not
to be true[31].
2.1.3 Interaction Potentials
In MD simulations, as for Monte Carlo, the usual approach is to use pair-
wise interaction potentials depending on the radial distance between a pair
of particles, such that for an atomic system of N interacting particles with
masses mi and positions and momenta ri and pi respectively, the Hamilto-
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nian can be written
H =
NX
i=1
p2i
mi
+ V (r1; r2; : : : ; rN )
=
NX
i=1
p2i
mi
+
1
2
X
i6=j
Vij(rij)
(2.5)
where the total potential energy of the system V has been replaced by
the sum over interatomic pairwise potentials Vij(rij), where rij = jri  
rj j. Here terms arising from three-body and higher order interactions are
neglected[30].
Most potentials used in molecular simulation are constructed such that
they tend to zero as the interparticle distance tends to innity. Therefore
a reasonable cuto rC is generally used in most MD simulations, such that
negligible long range interactions are not computed[31]. In MD simulations,
the pairwise forces are used to integrate the equations of motion (see below).
This means that the discontinuity at rC for a truncated potential would
imply an impulsive force acting on a particle crossing rC . Therefore many
MD simulations use a truncated and shifted potential such that potential is
shifted to zero at rC . For a potential U , the truncated and shifted potential
is
UTS(rij) =
8>><>>:
U(rij)  U(rC); rij < rC
0; rij  rC
(2.6)
The distinction between truncated and shifted and truncated potentials
becomes important when MD and Monte Carlo results are compared. This
is particularly important for quantities depending on the pressure, such as
the surface tension and coexistence properties[32].
A commonly used potential, which we employ in this work, is the Lennard-
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Jones or 12-6 potential,
U(rij) = 4
h 
rij
12    
rij
6i
(2.7)
where  is the depth of the potential and at rij =  the potential is zero.
The potential was originally proposed by John Lennard-Jones in 1924 as
an empirical approximation to explain the viscosity of noble gases such as
Argon [33]. This interaction has been used a wide range of systems and has
been extensively studied. Other potentials that give rise to central forces
are also used. The central force model of water is used in this work, see
chapter 3.
2.1.4 Integrating the Equations of Motion
One of the most extensively used MD algorithms to integrate the equations
of motion is the aforementioned Verlet algorithm [24, 31]. This uses a Taylor
expansion in the position of the particle at t + t and t   t truncated to
second order to obtain the new position based on the old position and the
current forces,
ri(t+t)  2ri(t)  ri(t  t) + Fi(t)
m
t2 (2.8)
An important aspect of the Verlet algorithm is that, like Newton's equations
of motion, it is time reversible. This is due to the fact that the equation is
properly centred, i.e. it contains information regarding the previous as well
as current position of the particle in predicting the future position[30].
It is noted that while the velocities are not needed to integrate the equa-
tions of motion they are required to obtain the kinetic energy, from which
the temperature and other properties can be obtained. In this scheme the
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velocities can be calculated retrospectively,
vi(t) =
ri(t+ t)  ri(t  t)
2t
+O(t2) (2.9)
A common alternative to the Verlet algorithm is the velocities-Verlet algo-
rithm, which includes the velocity term in the positions,
ri(t+ t)  ri(t) + vi(t)t+ Fi(t)
2m
t2 (2.10)
with corresponding velocities,
vi(t+ t)  vi(t) + Fi(t) + Fi(t+ t)
2m
t (2.11)
Molecular dynamics simulations using this formulation are performed in
the microcanonical or NVE ensemble. As such the total energy E of the
system should in principle remain constant as a function of time. However,
due to the second-order approximation made in the integration of the equa-
tions of motion this is not possible in practice. It is therefore imperative to
use a suciently short timestep such that during the course of the MD run
the overall drift in energy is minimised, whilst still allowing suciently long
sampling times for minimal computational cost. A typical timestep used
for a Lennard-Jones system is t = 0:005 in reduced units, corresponding
to  2 fs for a system of Argon atoms. In molecular systems where high
frequency intra-molecular potentials are considered, the timestep may have
to be signicantly increased, in the work presented in this thesis a timestep
of 0:3 fs is used for the modied central force model of water.
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2.1.5 Periodic Boundary Conditions
In order for a nite simulation cell to approximate a bulk system, periodic
boundary conditions are used. This means that for a particle moving a
distance x and in doing so crossing the boundary of the simulation cell
in the x-direction, it will reappear at position x + x   Lx, where x is the
previous position of the particle and Lx is the cell length in the x-direction.
This has the eect of reproducing the system periodically in the x, y and z
directions (for an orthogonal cell). Furthermore, the minimum image con-
vention is applied when evaluating the interactions felt by a particle i such
that only the interaction from the closest periodic image of particle j will
contribute to the pairwise interaction[30]. Figure 2.1 illustrates orthogonal
periodic boundary conditions and the minimum image convention. Periodic
boundary conditions are used throughout this work but a specic thermo-
stat geometry must be used for non-equilibrium simulations (see section
2.2.2).
2.1.6 Calculated Quantities
Temperature and pressure
From the theorem of equipartition of energy[34], specically that each har-
monic term in the Hamiltonian of a system contributes to 12kBT to the
average energy of the system, the instantaneous temperature of a system
can be written as
T =
NX
i=1
p2i =mi
kBNf
(2.12)
whereNf is the number of degrees of freedom in the system. For a monatomic
system with xed momentumNf = 3N 3. Generally the number of degrees
of freedom is written as 3N   NC , where NC is the total number of con-
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Figure 2.1: Schematic diagram illustrating periodic boundary conditions
and the minimum image convention when rC = L=2. The ar-
rowed lines represent interactions felt by the subject particle.
straints in the system. This expression is used for molecular systems with
rigid bonds. The average temperature of the system is obtained from the
simulation run by averaging over the instantaneous temperature obtained
at discrete intervals during the run.
It should be noted that the temperature can be dened locally in a sys-
tem by calculating the temperature for particles in a small subvolume of
the system cell. Provided equipartition of energy is fullled, and that the
velocity distribution in the subvolume is Gaussian, it is meaningful to as-
sign a temperature with spatial dependence. This is discussed further in
the context of local equilibrium in section 2.2.2.
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The virial theorem is also obtained by considering the equipartition theorem[34],
that is
1
3
D NX
i=1
ri  Ftoti
E
=  NkBT (2.13)
where Ftoti is the sum of intermolecular and external forces felt by particle
i. By considering the intermolecular contribution to this sum, the instanta-
neous pressure can be dened as
P = kBT +W=V (2.14)
where  is the density andW is the virial function, dened for simulations[30]
as
W =
1
2
1
3
X
i 6=j
rij  fij (2.15)
where the factor of 1=2 has been introduced to avoid overcounting. In simu-
lations, the instantaneous pressure can be obtained using the instantaneous
temperature and the virial calculated at the same time. The pressure can
also be calculated after a run using the time averaged temperature and
virial.
The radial distribution function
In order to extract information regarding the structural properties of the
system, the radial distribution function, g(r), can be used. This function
gives the relative probability of nding a particle at a distance r from a
given particle. g(r) is dened by considering the two particle distribution
function, i.e. the reduced distribution over two pairs of particles obtained
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by integrating over all other particles[30],
g(r1; r2) =
N(N   1)
2Z
Z
dr3dr4 : : :drN exp ( V (r1; r2; : : : ; rN )) (2.16)
which can be used in simulations in the following form,
g(r) =
V
N
DX
i6=j
(r  rij)
E
(2.17)
The radial distribution function yields information regarding the deviations
from totally random structure in the vicinity of a particle in a liquid. It can
also be used to obtain values for the pressure [30], the stress tensor [35] and
the work needed to create a cavity in a liquid[36].
In a liquid the radial distribution function has its maximum value at the
rst peak with decaying subsidiary peaks, with g(r) ! 1 as r ! 1. This
corresponds to an ordered system in the vicinity of the particle, due to the
rst \shell" of nearest neighbour particles. The next nearest neighbours ex-
hibit more disorder until they then become indistinguishable from the bulk,
i.e. as g(r) approaches unity. Figure 2.2 shows the radial distribution func-
tion for a system of particles interacting via a Lennard-Jones potential. The
ordered structure of the liquid is clearly illustrated by the sharp rst peak
and subsequent oscillations of decreasing amplitude, with g(r) approaching
unity at longer distances.
The radial distribution function can be determined experimentally from
x-ray diraction patterns and neutron scattering[37, 38]. In this way the
radial distribution function provides a structural comparison between com-
puter simulation and experiment. Previously, the calculation of quantities
dependent on the radial distribution function relied upon empirical approx-
imations to the radial distribution function of real liquids[35].
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Figure 2.2: Radial distribution function for a Lennard-Jones uid system at
T  = 0:8,  = 0:8. Asterisks denote reduced values.
2.1.7 Long Range Interactions and Electrostatics - Ewald
and Wolf Methods
Many systems of interest contain charged particles, involving the evaluation
of Coulombic interactions. The Coulomb energy for a charged particle i is
given (in units of 40) by,
V Couli (rij) =
NX
i6=j
qiqj
rij
(2.18)
Due to the r 1 nature of the potential, the interactions are very long ranged,
and a simple spherical cuto would neglect a signicant proportion of the
total energy. It can also be shown that it is not possible to implement
a simple cuto correction, since the correction integral diverges unless the
potential decays faster than r 3 [31]. A number of ways of treating Coulom-
bic interactions have been devised, many of which emphasise dividing the
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potential into short and long ranged parts.
The most common method of treating Coulombic interactions is using the
Ewald summation [31]. This method was originally formulated as a means
of determining the electrostatic energy of a perfect ionic crystal [39]. In a
periodic system, the electrostatic potential of a particle i can be written as
(ri) =
X0
j;n
qj
jrij + nj (2.19)
where the sum is taken over all lattice vectors n = (nxLx; nyLy; nzLz),
with nx; ny; nz = 0;1;2 : : : such that the contribution comes from the
periodic images of all particles, and the prime on the summation indicates
exclusion of particle j = i for n = 0[40].
In the Ewald summation the electrostatic potential energy is split into a
short-range component evaluated in real-space and a long range component
evaluated in reciprocal space. This procedure can be interpreted as each
point charge being surrounded by a Gaussian charge distribution which is
cancelled by another distribution of exactly opposite charge. This in fact
leads to three separate contributions; the Fourier space term, the real space
term and a correction term for the interaction of a point charge with its
corresponding Gaussian charge cloud.
The solution is evaluated by solving Poisson's equation,
 r2(r) = 4(r) (2.20)
where (r) is the charge density at the point r, for (r) in reciprocal space
by considering Gaussian charge distributions around each point charge.
The oppositely charged Gaussian charge distribution around a charge qj
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is given by,
(r) =  qj


3=2
exp( jr  (rj + n)j2) (2.21)
with  determining the width of the distribution. Substituting this equation
into 2.20 and taking the Fourier transform yields the following solution for
the electrostatic potential of a particle due to the distribution of Gaussian
charges
(r) =
X
k
X
j
qj
4
k2
exp( k2=42) cos(k  rij) (2.22)
Where the wave-vector k = (h2=Lx; h2=Ly; h2=Lz) with h = 1;2; : : : .
The contribution of this to the potential energy of the whole system is then,
1
2
NX
i=1
NX
j=1
qiqj
1
2V
X
k 6=0
4
k2
exp ( k2=42) cos(k  rij) (2.23)
Note that it is in this sum that a term corresponding to the interaction of
a point charge and its Gaussian charge distribution is found. This must be
corrected for by computing the potential at the centre of the Gaussian charge
cloud and subtracting it. This is achieved by solving Poisson's equation for
the Gaussian distribution in spherical polar coordinates (with no angular
dependence due to the spherical symmetry of the distribution) in real space
and computing the value at r = 0. The solution yields


1=2 NX
i
q2i (2.24)
The fact that this term is constant in a system consisting of a xed number
of particles will be important when considering the contributions to the
energy ux in non-equilibrium systems.
Finally the contribution from a point charge screened by oppositely charged
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Gaussians must be computed. In a procedure analogous to computing the
self interaction term, the total contribution to the Coulombic energy is,
1
2
NX
i=1
NX
j=1
qiqj
X0
n=0
erfc(jrij + nj)
jrij + nj (2.25)
where the 0 over indicated the sum over all particles in the periodic images
except for i = j when n = 0. This real space term converges quickly,
enabling a spherical cuto rC to be used.
Combining all these terms the total energy is
UCoulEwald =
1
2
NX
i=1
NX
j=1
qiqj
 X0
n=0
erfc(jrij + nj)
jrij + nj
+
1
2V
X
k 6=0
4
k2
exp ( k2=42) cos(k  rij)
!
  p

NX
i=1
q2i +
2
3V

NX
i=1
qiri

2
(2.26)
where the last term is a correction that must be included for systems with
dipolar molecules [30].
It has been shown that the Ewald summation converges well to the ac-
tual Coulombic energy with a sucient number of k-space vectors and an
appropriate choice of  and real-space cuto rC [41].
For MD the forces due to the Coulombic potential must be computed.
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The force on a particle i is given by,
FEwaldi (rij) =  qi
(
NX
j=1
qj
 X0
n=0
erfc(jrij + nj)
+
2rijp

exp ( 2r2ij)
!
rij
r3ij
+
1
V
X
k6=0
4k
k2
exp ( k2=4)
NX
j=1
qj sin(k  rij)
) (2.27)
Due to the computational cost of the Ewald summation being relatively
high, alternative methods that exclude the summation in k-space have been
proposed[42]. One such method is that proposed by Wolf et al.[43]. Wolf
showed that in a charge neutral ionic lattice the electrostatic potential en-
ergy decays as r 5 [44]. This fast convergence in a perfect crystal prompted
a method of truncated direct summation of the Coulomb potential, as op-
posed to separate real-space and Fourier space summations.
In this method, a correction to the direct sum is added to ensure that
the truncation sphere over which the summation takes place is eectively
charge neutral (corresponding to a shifting of the potential). The whole
summation is multiplied by a damping function to enhance convergence.
The complimentary error function is usually chosen so as to more closely
resemble the Ewald method, since the error function is commonly computed,
although the choice is arbitrary. Again a self-term contribution must be
subtracted. The potential energy between two charged particles is then,
Uij;Wolf(rij) =
qiqj erfc(rij)
rij
  lim
rij!Rc
(
qiqj erfc(rij)
rij
)
(2.28)
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With the approximation to the total electrostatic energy,
UCoulWolf 
1
2
X
i;j 6=i
 
qiqj erfc(rij)
rij
  qiqj erfc(RC)
RC
!
 
NX
i
q2i
 
erfc(RC)
2RC
+
p

! (2.29)
The forces proposed by Wolf are (acting in the direction rij),
Fij;Wolf(rij) = qiqj
( 
erfc(rij)
r2ij
+
2p

exp( 2r2ij
rij)
!
 
 
erfc(RC)
R2C
+
2
1=2
exp( 2R2C)
RC
!)
rij
jrij j
(2.30)
However it can be seen that these forces do not correspond to the originally
proposed potentials due to taking the limit at the cuto RC. Several other
schemes for the potentials have been proposed, culminating in the potential
suggested by Fennel and Gezelter [45][42],
Uij;FG(rij) = qiqj
(
erfc(rij)
rij
  erfc(RC)
RC
+
 
erfc(RC)
R2C
+
2p

exp( 2R2C)
RC
!
 (rij  RC)
) (2.31)
It has been shown that these interparticle potentials do indeed correspond
to the forces derived by Wolf.
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2.2 Non-Equilibrium Molecular Dynamics
2.2.1 Transport Coecients from Equilibrium MD
As stated previously, MD can be used to observe the dynamical properties of
a system. Such properties include relaxation times, such as the Debye relax-
ation time for dipolar systems, in which the decay time of a spontaneously
induced dipole is calculated[46], diusion coecients, and other transport
coecients appearing in the ux-force relations for a non-equilibrium sys-
tem.
Many of these quantities are derived from time-correlation functions. The
general form of a time correlation function is
CAB(t) = hA(0)B(t)i (2.32)
where A and B are any dynamical properties of the system, and the angled
brackets denote the ensemble average. As their name suggest, time cor-
relation functions describe how two quantities are correlated in time. For
example if CAB(t) = 0 8 t, then A and B are always uncorrelated and are
statistically independent. It can be shown that for a particle i undergoing
Brownian motion (or generally undergoing a Markov process), the velocity
autocorrelation function for a particle i
Cvv(t) = hvi(t)  vi(0)i (2.33)
decays exponentially with t[47].
However, for a liquid, the velocity autocorrelation function does not decay
exponentially at short times, but instead dips below zero before decaying.
At short times this can be rationalised by considering the particle colliding
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again soon after the initial change in velocity with another particle in the
rst \shell" (see above regarding the radial distribution function).
The velocity autocorrelation function can be integrated over time yielding
the diusion coecient.
D =
1
3
Z 1
0
dthvi(0)  vi(t)i (2.34)
This is an example of a Green-Kubo relation whereby transport coef-
cients can be obtained from the time integral of a correlation function.
Using Onsager's law of reciprocity Kubo showed that transport coecients
may be calculated from the integral of the correlation of the thermodynamic
uxes corresponding to the transport coecient in the ux-force relations
of non-equilibrium thermodynamics[48]. Thus expressions may be derived
that enable the computation of transport coecients from uctuations in
equilibrium systems.
The Green-Kubo relation for the thermal conductivity is
 =
V
kBT 2
Z 1
0
dt
1
3
hJ(0)  J(t)i (2.35)
where V is the volume of the system cell, and J is the heat ux density
vector[36].
The analogous microscopic expression for the energy uxes appearing in
hydrodynamics is expressed as the sum of three contributions, represented
as \Kinetic", \Potential" and \Collisional" parts [4][2][1],
JU = JKIN + JPOT + JCOL (2.36)
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with,
JKIN =
1
V
NX
i
1
2
mi(vi   v)2(vi   v) (2.37)
JPOT =
1
V
NX
i
i(vi   v) (2.38)
JCOL =
1
2V
NX
i
NX
j
((vi   v)  Fij)rij (2.39)
where i is the total potential energy of particle i and v is the barycentric
velocity of the system. The force Fij is the force on particle i due to j
acting in the direction rij = ri   rj . This expression represents the heat
ux in the whole cell but can be used to calculate the instantaneous ux in
any subvolume of the system cell by summing over particles located within
the given subvolume. For more details regarding this expression see section
1.1. An example autocorrelation function of this type for a Lennard-Jones
uid is shown in gure 2.3.
2.2.2 Non-Equilibrium Simulations
The Green-Kubo relations are useful for calculating transport coecients
from equilibrium ensembles. However, it is often the case that the behaviour
that one wishes to investigate is inherently non-equilibrium, for example
when a steady-state heat or mass ux is applied to the system, resulting in
a time-independent temperature or concentration gradient. In this way one
can study non-equilibrium cross eects such as thermodiusion[14]. Non-
equilibrium simulation methods must therefore be used in order to simulate
irreversible processes such as these.
The general methodology used in non-equilibrium molecular dynamics
simulations is to set up a heat or mass ux in the system, so that trans-
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Figure 2.3: Energy ux density autocorrelation function in reduced units
for a Lennard-Jones uid at T  = 1:0 and  = 0:8. As the
function approaches zero the uctuations in the energy density
become uncorrelated. This function takes the typical form of an
exponential decay.
port coecients such as shear viscosity, thermal conductivity or thermal
diusion can be obtained from gradients in velocity, temperature or con-
centration respectively, in accordance with the empirical laws as described
by non-equilibrium thermodynamics. In this way, non-equilibrium molecu-
lar dynamics (NEMD) more closely resembles experimental procedure than
other methods of determining transport coecients.
One of the rst NEMD simulations was performed by Ashurst and Hoover
on a small system of 32 and 108 particles interacting via a Lennard-Jones
or soft sphere potential [49]. In these simulations the shear viscosity  was
calculated. The shear viscosity is dened by the coecient relating the
spatial rate of change of velocity to the relevant components of the pressure
tensor[50]. For ow in the x-direction this relationship can be written as
Pzz =  @uz
@z
(2.40)
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In Hoover and Ashurst's simulations a net ow was achieved by setting
up uid walls in the zx plane, such that an impulsive force acting in the x-
direction was felt by a particle crossing the boundary. The particle's velocity
perpendicular to the plane was reversed, such that it was reected from the
wall. Fluid walls were used so that heating would not occur in the bulk
system. This is an early example of boundary-driven NEMD. This method
successfully reproduced experimental results for the shear viscosity of argon.
Subsequent simulations used both this method and a method modifying the
Hamiltonian of the wall particles in order to induce a velocity gradient[51][2].
Generally in NEMD simulations quantities are calculated locally along
the direction of the applied gradient. It should be noted that the postu-
late of local equilibrium is expected to hold in the region where a quantity
is being evaluated, such that thermodynamic averages have meaning. In
many NEMD simulations, unphysical behaviour is encountered at or close
to the boundary regions due to the perturbation of the dynamics by, for ex-
ample, velocity rescaling. Therefore thermodynamic quantities are usually
calculated suciently far from the boundary.
Systems under a thermal gradient
The results presented in this work are concerned with heat transfer in non-
equilibrium systems, specically those where a steady-state temperature
gradient is present. Such a simulation enables the calculation of the thermal
conductivity  directly from Fourier's Law,
J =  rT (2.41)
where J is the heat ux density vector.
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In order to set up a steady-state temperature gradient in a molecular
system, a constant heat ux must be applied. In the method of Kincaid, Xi
and Hafskjold[15][14] a transverse temperature gradient was applied along
an orthogonal simulation cell in the x-direction. This was acheived using
so-called \fuzzy-wall" boundary conditions. In this scheme, if a particle
i crosses the boundary at say x = L at time t + t, then the particle is
elastically reected from the boundary at position xi+ tvx, where xi is the
x-position at time t. The z and y velocity of the particle is randomly selected
from a Maxwell-Boltzmann distribution corresponding to a xed tempera-
ture Tx=L, while the x-component of the velocity is randomly selected from
a Maxwell-Boltzmann ux distribution[15]. By setting two boundaries at a
distance L apart, and with Tx=0 < Tx=L a temperature gradient is set up in
the positive x-direction. This method was used to investigate thermal dif-
fusion in a binary mixture and the boundary conditions prevent a net mass
ux in the system, so that steady-state mole fractions of the components
could be calculated. A similar method can also be used with discontinuous
potentials, such that a hard particle may interact with a hard hot or cold
wall[52].
The disadvantage of this method is that true periodic boundary condi-
tions cannot be implemented since the particles cannot cross the boundary,
therefore particles are always conned to one periodic cell. The method
of Ikeshoji and Hafskjold[53] (the so-called heat exchange or \HEX" algo-
rithm) overcomes this problem by simultaneously rescaling the velocities of
all N  N particles in a given region  of the simulation cell by a constant
amount of kinetic energy Ek every n timesteps. The scaling factor R is
given by
R = 1 + ( B + (B2 + 4CEk)1=2)=2C (2.42)
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where
C = Ek +
1
2
 P
N
2 NX
i=1
1
mi
 
 P
N
NX
i=1
vi (2.43)
B = 2Ek  
 P
N
NX
i=1
(2.44)
where Ek is the total kinetic energy of all particles in region  before the ve-
locity is rescaled, and P is the total momentum in region  before rescaling.
In order to keep the momentum constant, a velocity
vsub =
(R  1)P
Nmi
(2.45)
is subtracted from all each particle in region .
By dening two regions some distance apart and adding an energy Ek
from one region and subtracting the same amount from another at the same
rate, a constant heat ux is applied to the system. For an orthogonal cell
with cross sectional area A where the regions are slabs and the velocities
are rescaled at every timestep, the heat ux in the direction transverse to
the slab is given by
JHEX =
Ek
2At
(2.46)
enabling the calculation of the thermal conductivity directly from Fourier's
law. The factor of 2 in the denomator corresponds to the fact that heat will
ow in both directions through two surfaces of area A.
In this scheme the geometry of the thermostatted regions must be ar-
ranged such that the system cell is symmetric about the thermostats. This
is in order to avoid having a hot or cold thermostatted region adjacent to
one another when periodic boundary conditions are implemented. For ther-
mostatted regions that are equidistant in the simulation cell, the symmetry
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can be exploited by averaging over the two halves of the cell about point L=2
or equivalent. Figure 2.4 illustrates a typical arrangement of thermostatted
regions.
C CH
Figure 2.4: Schematic diagram illustrating the symmetry of the thermostat-
ted regions in an orthogonal system cell and periodic boundary
conditions. The blue regions correspond to regions in which en-
ergy is extracted (cold), and the red regions are those where en-
ergy is added (hot). This arrangement ensures that thermostat-
ted regions of dierent types are not adjacent. In this particular
arrangement the system cell exhibits symmetry about L=2, so
averaging can be taken from both sides.
This algorithm may also be modied such that instead of adding and sub-
tracting a constant amount of kinetic energy from each region, the velocities
are rescaled according to a desired temperature in each region, whilst still
maintaining constant momentum[5]. In this method the kinetic energy in-
put will be dierent at each timestep, so that the ux will uctuate about
an average value during the simulation run. The advantage of this method
is that the temperature range can be accurately specied, so that a specic
temperature dierence may be applied across the simulation cell. In this
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work both methods will be used.
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THREE
WATER UNDER TEMPERATURE GRADIENTS:
POLARIZATION EFFECTS AND MICROSCOPIC
MECHANISMS OF HEAT TRANSFER
Published as \Water under temperature gradients: polarization eects and
microscopic mechanisms of heat transfer", Jordan Muscatello, Frank Romer,
Jonas Sala and Fernando Bresme, Phys. Chem. Chem. Phys., 2011, 13,
19970-19978
3.1 Summary
Non-equilibrium molecular dynamics simulations (NEMD) of water under
temperature gradients using a modied version of the central force model
(MCFM) were performed. This model is very accurate in predicting the
equation of state of water in a wide range of pressures and temperatures.
The polarization response of water to thermal gradients, an eect that has
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been recently predicted using Non-Equilibrium Thermodynamics (NET)
theory and computer simulations, is investigated as a function of the ther-
mal gradient strength. It is found that the polarization of the liquid varies
linearly with the gradient strength, indicating that the ratio of phenomeno-
logical coecients regulating the coupling between the polarization response
and the heat ux is independent of the gradient strength investigated. This
notion supports the NET theoretical predictions. The coupling eect lead-
ing to the liquid polarization is fairly strong, leading to polarization elds
of  103 6 V/m for gradients of  105 8 K/ m. Finally NEMD is used
to investigate the microscopic mechanism of heat transfer in water. The
image emerging from the computation and analysis of the microscopic heat
ux vector is that the transfer of energy is dominated by intermolecular
interactions. For the MCFM model, it is found that the contribution from
hydrogen and oxygen is dierent, with the hydrogen contribution being
larger than that of oxygen.
3.2 Introduction
Multiple irreversible processes can result in strong coupling eects, as de-
scribed by the theory of non-equilibrium thermodynamics [9, 54]. Of par-
ticular importance in this regard is the eect of temperature gradients. It
is well known that particles in solutions move as a response to an imposed
temperature gradient [55, 56]. This is the so called Soret eect, also known
as thermophoresis [9]. This eect is also observed in binary mixtures [57]
and it has been used to separate isotopic mixtures. The thermoelectric re-
sponse, namely charge transport induced by a temperature gradient, also
known as the Seebeck eect, is the basis of a wide range of thermoelectric
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devices which can convert waste heat into electricity. Of particular interest
is nanostructured thermoelectric materials[58]. An analog of this thermo-
electric phenomenon is also observed in aqueous solutions. Here the charge
carriers are ions. The temperature gradients lead to salinity gradients, which
can in turn modify the thermophoretic response of large colloidal particles
[59]. It has been recently discussed that similar thermoelectric phenomena
are exploited by sharks to sense temperature gradients without the use of
ion channels[60]. The response of such substances to temperature gradi-
ents is measured in terms of the Seebeck coecient, also referred to as the
thermopower.
Water is an ideal candidate for investigation of the non-equilibrium phe-
nomena discussed above. However, the non-equilibrium response of a com-
plex uid such as water to strong temperature gradients is not obvious. The
mechanism of heat conduction in water and its relation to the many anoma-
lous properties of water is also unclear. Therefore there is strong motivation
to improve our understanding of the non-equilibrium response of water.
Most works to date have been devoted to equilibrium studies. A signi-
cant number of these equilibrium investigations have been performed using
computer simulations. These studies show that relatively simple models
can explain the enormous complexity of the phase diagram of water and ice
from a truly microscopic perspective [61]. These models have also helped
to uncover new physical phenomena at low temperatures [62, 63], and to
understand the complex interfacial behavior of water [64, 65, 66, 67, 68, 69],
which is relevant to explain the role that water plays in tuning the interac-
tions between hydrophobic and hydrophilic surfaces.
The behavior of water under thermal gradients has recently been investigated[13].
Using non-equilibrium molecular dynamics simulations of the Central Force
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Model of water [70, 46], it was found that the water molecules tend to
adopt a preferred orientation, with the dipole aligning with the gradient
and the hydrogen atoms pointing preferentially towards the cold region,
i.e, the temperature gradient polarizes the liquid. This is the rst example
of temperature induced orientation in an isotropic medium. It should be
noted that shortly after the discovery of liquid crystals it was found that
temperature gradients can induce uniform rotation, i.e., in an anisotropic
material [71]. Temperature induced polarization eects in liquid crystals
have also been discussed more recently [72].
Initial investigations of water polarization under thermal gradients indi-
cated that large gradients can induce a signicant polarization, equivalent
to an electrostatic eld of  105 V/m for a gradient of  107 K/m. Such
temperature gradients are large on the macroscopic scale. However, gradi-
ents of this magnitude are achievable at micron and nanoscales. Gradients
of the order of 106 K/m (1 K/m) can be routinely obtained in experi-
ments where colloidal particles are heated with lasers [56]. Despite these
large gradients, recent experiments on colloidal suspensions suggest[55], and
theoretical analysis argues [73] that the behavior of these suspensions under
thermal gradients can be described using local thermodynamic equilibrium,
and hence non-equilibrium thermodynamics is applicable for such systems.
This idea has been tested before using computer simulations, where much
larger gradients are achievable. Analysis of the equation of state of uids
and liquids from these simulations did not reveal signicant deviations from
the equation of state obtained at equilibrium [74, 5]. This is also investi-
gated in this work.
In this work the eect of the temperature gradient strength on the in-
duced polarization is systematically investigated, including whether or not
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this is consistent with the behaviour predicted by non-equilibrium thermo-
dynamics. The heat transport mechanism in liquid water is also investigated
by analysing the contributions to the microscopic heat ux vector and com-
puting the thermal conductivity.
3.3 Non-Equilibrium Thermodynamics
Of interest in this work is the investigation of the non-equilibrium response
of an isotropic polar uid to a temperature gradient, in this case water. The
phenomenological equations dening coupling eects between polarization
and temperature gradients are derived using Non-Equilibrium Thermody-
namics [9, 75, 13]. The polarization induced by the temperature gradient is
described in terms of two linear ux-force relations,
@P
@t
=  Lpp
T
(Eeq  E)  Lpq
T 2
rT (3.1)
Jq =  Lqp
T
(Eeq  E)  Lqq
T 2
rT (3.2)
where P is the polarization, Eeq is the equilibrium electrostatic eld, E
the electrostatic eld in the sample, Jq the heat ux and L are the phe-
nomenological coecients. One equation that denes the dependence of the
electrostatic eld E with the temperature gradient rT has been derived in
reference [13],
E =

1  1
"r

Lpq
Lpp
rT
T
; (3.3)
which denes the electrostatic eld in terms of the dielectric constant of
the liquid "r. Equation (3.3) shows that the polarization of the sample
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(P =  "0E) will reach a maximum value when "r ! 1. However, the
functional form of equation (3.3) shows that the polarization varies rapidly
with "r, and for high polar liquids such as water ("r = 78 at 298 K) it should
be close to the maximum value for given rT , T and the Lpq=Lpp ratio.
As systematic test of equation (3.3) is performed by simulating water at
dierent temperature gradients.
3.4 Methodology
3.4.1 Modied Central Force Model
In all the simulations the Modied Central Force Model (MCFM) of water
was used [76, 46]. This is a exible three site model with partial charges
on the hydrogens and oxygens calculated to reproduce the correct dipole
moment of water in the gas phase. The intermolecular interactions in the
MCFM follow the functional form introduced by Lemberg and Stillinger[70],
and the intramolecular interactions are modelled using harmonic potentials
as introduced in references[76, 46]. Other implementations of this model
have been proposed. Guillot and Guissani used a closely related model as a
reference to include quantum eects through the Feynman-Hibbs formalism
[77].
The MCFM potential is characterised by the sum of intramolcular and
intermolecular contributions Uintra;;(r) and Uinter;;(r) mediated by a
switching function t(r), such that,
U(r) = Uintra;(r)[1  t(r)] + Uinter;(r)t(r) (3.4)
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where t is given by
t =
1
2

1 + tanh

r  R
w

(3.5)
where R and w dene the location and the transition from the intra to
the intermolecular potential. Following reference [46] the following param-
eters are used, ROH = 1:45 A, RHH = 1:88 A, wOH = 0:02 Aand wHH =
0:02 A. The oxygen-oxygen, oxygen-hydrogen and hydrogen-hydrogen in-
termolecular contributions are given by:
Uinter;OO(r) =
23700
r8:8591
  0:25 exp  4(r   3:4)2
 0:20 exp  1:5(r   4:5)2+ Z2O
4"0r
(3.6)
Uinter;OH(r) =
 4
1 + exp [5:49305(r   2:2)] +
ZOZH
4"0r
(3.7)
Uinter;HH(r) =
Z2H
4"0r
(3.8)
with ZH = 0:32983e and ZO =  2ZH . The energies for all the potential
functions are given in Kcal/mol and distances in A.
The intramolecular contributions are given by,
Uintra; =
1
2
ke;(r   re;)2 + ZZ
4"0r
(3.9)
where the equilibrium distance, re and the force constant ke are dened by,
re; = rb;   ZZ
4"0kb;r
2
b;
(3.10)
ke; = kb;   2ZZ
4"0r3b;
(3.11)
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with rb;OH = 0:9584A, rb;HH = 1:5151A, kb;OH = 1147:6 kcal/(mol A
2) and
kb;OH = 257:3 kcal/(mol A
2). The bond lengths, re and the force constants,
ke are adjusted in this way to reproduce the geometry of the water molecule
in the vapour phase [76, 46].
3.4.2 Computational Details
Non-equilibrium molecular dynamics simulations were performed using a
rectangular box with dimensions fLx; Ly; Lzg = f5; 1; 1g  Lz, where Lz =
19:725A, containing 1280 water molecules. The cell was divided into 120
layers along the x-axis to enable the evaluation of local system properties.
The Wolf method was employed to compute the electrostatic interactions
[43, 42]. As we will see below this method oers a good trade o between
computational eciency and accuracy in the computation of bulk prop-
erties. The computations were performed with a cut-o of 9.8 A and a
convergence parameter of Lx = 5:6.
In order to set up a thermal gradient in the system, the heat exchange
algorithm (HEX) was used [53]. In this method, the ends and middle layers
of the system cell act as heat sources/sinks, by periodically thermostatting
the particles contained in the layers and thus setting up a heat ux JU
in the system. By symmetry the uxes in the two halves of the system cell
have opposite direction, rendering a simulation box that is fully periodic.
Kinetic energy is added to the molecules in the hot layers, and removed
from the cold layers, such that the temperature at the hot and cold layers
corresponds to TH and TC respectively. The momentum in the simulation
box is conserved, retaining no net mass ow in the system. This arrange-
ment is shown schematically in gure 3.1. For more information regarding
this method, the reader is referred to section 2.2.2.
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In the stationary state a heat ux is set up in the system. The heat ux
is quantied through the microscopic expression rst derived by Irving and
Kirkwood (for an extended discussion of this expression see section 1.1). [1],
and extended to ionic systems in reference [5],
JU;TOT (l) = JU;KIN:(l) + JU;POT:(l) + JU;COL:(l) =
1
2V
N2lX
i=1
mi(vi   v)2(vi   v) + 1
V
N2lX
i=1
i((vi   v)
  1
2V
N2lX
i=1
NX
j 6=i
[(vi   v)  Fij ] rij
(3.12)
which gives the ux in a test volume of volume V located at layer l. mi and
vi are the mass and velocity of particle i respectively, i is the potential
energy of particle i, Fij the force between particles i and j at distance rij
and v is the barocentric velocity, which in the simulations is zero as the net
momentum of the simulation box is also zero. It is noted that JU;TOT (l)
should be constant in the present simulations. This is true outside the
thermostat layers. In that region JU;TOT (l) features a plateau (see below).
This plateau is used to estimate the energy ux in the gradient direction,
JU;f .
In addition, the heat ux can be estimated by using the following conti-
nuity equation,
JU;c =
(
 U
2tA
; 0; 0
)
(3.13)
where A is the cross-sectional area of the simulation cell, U is the energy
removed(-)/added(+) to the cold/hot layers, and t is the time step, which
was set to 0.3 fs in order to ensure good numerical stability in the integration
of the fast intramolecular degrees of freedom.
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Figure 3.1: Snapshot of a representative simulation showing the heat ux
along the simulation box. The color scale indicates the local
temperature of the water molecules. Simulation box dimensions
fx; y; zg = f98:625; 19:725; 19:725g A. The location of the hot
(425 K) and cold (225 K, middle of the box) thermostats is also
shown.
The simulations involved an initial equilibration period of 45 ps to reach
a temperature of 325 K across the whole system cell, and a further 45 ps of
nonequilibrium simulation in order for the system to reach the stationary
state. The results presented below were obtained from 4-10 simulation runs
consisting of 106 molecular dynamics steps, spanning a total of 1.5-3.0 ns.
These simulations were used to estimate averages and statistical errors. A
summary of all the simulations performed in this work is given in table 3.1
at the end of this chapter.
3.5 Results
3.5.1 Equation of State and Thermal Conductivity
Before the discussion of results for water polarization, the accuracy of the
MCFM model in predicting the equation of state and thermal conductivity
of water for dierent pressure and temperature conditions is analyzed(see
table 3.1). The NEMD method preserves mechanical equilibrium, i.e., the
pressure along the box is constant (see Figure 3.2), since the thermostats
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conserve momentum. For each of these average pressures, the system de-
velops temperature and density gradients. The analysis of these pairs of
quantities at specic regions in the cell, along with the hypothesis of local
equilibrium (for more information regarding the general validity of the local
equilibrium hypothesis, see section 1.2.2), provides a route to construct the
equation of state at specic isobars using a single simulation.
The non-equilibrium simulated equation of state is compared with the
corresponding experimental data in Figure 3.3. A running average is per-
formed over 2-4 consecutive layers to represent these data and in order to
reduce the noise associated to the volume used to sample the densities along
the simulation box. The dierent isobars were obtained from individual
non-equilibrium simulations, at dierent pressure and dierent gradients,
i.e., covering several temperature intervals (see Table 3.1). The agreement
with experimental results is excellent at the lower pressures investigated
here < 500 bars. The accuracy is comparable to that of two of the most
popular force-elds of water TIP4P-2005 [78] and SPC/E [79], which model
the water molecule as a rigid triangle. The MCFM model correctly pre-
dicts the large change in density associated to the increase in temperature
and pressure. At very high pressures,  1:3 kbar it shows good agreement
with the experiment at high temperatures (450 K) and deviates from the
experiment, about 1 %, at lower temperatures (350 K). This region of the
phase diagram has been traditionally less investigated via computer simula-
tions, although data using the TIP4P-2005 have been reported very recently
[80]. At high pressures, the TIP4P-2005 model shows excellent agreement
with the experimental equation of state, whereas the SPC/E model slightly
underestimates the pressure at higher temperatures. Overall the level of
accuracy of the MCFM and the SPC/E is comparable at this pressure, with
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the SPC/E performing better at low temperatures and the MCFM better
at higher temperatures.
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Figure 3.2: Pressure prole along the simulation box for three dierent non-
equilibrium simulations. The circles correspond to the system
with average pressure 1354 bar, diamonds 352 bar, and triangles
120 bar. Dashed lines represent the average pressure for the
whole simulation box. The pressure prole was obtained from
the virial equation.
In the following the results for the thermal conductivity (TC) of the
MCFM model are discussed. The TC can be obtained from Fourier's law,
Jq  JU;c =  rT , where Jq is the macroscopic heat ux, which is strictly
equal to the computed internal energy ux, JU;c, in the absence of mass
ux, i.e., in the simulation conditions. In order to obtain better statistics
the symmetry of the simulation cell was exploited by taking the average
of each side about the point Lx=2, eectively \folding" the simulation cell
in half. The thermal conductivity was then calculated for each layer in
the \folded" cell, using the numerical derivative of the temperature prole
(rT ) and the imposed heat ux, according to Fourier's Law stated above.
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Figure 3.3: Equation of state predicted by the MCFM of water at dierent
pressures, obtained directly from the non-equilibrium molecu-
lar dynamics simulations. The symbols represent our simula-
tions results and the lines experimental data [81]. Results from
NPT simulations performed in this work for the TIP4P-2005
[78] (crosses) and the SPC/E [79] (stars) models are also shown.
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It is noted that the local temperature gradient must be compatible with the
local thermodynamic state dened by the pairs temperature/density at the
constant pressure of the simulation. Hence, assuming a linear gradient for
the whole temperature prole would provide only an average estimate of the
thermal conductivity of the liquid. Thus the thermal conductivity can be
obtained locally in the simulation cell. In all cases the thermal conductivity
was obtained using the temperature gradient calculated from the temper-
ature prole in the x-direction and the imposed heat ux calculated using
the continuity equation. For each layer the local thermal conductivity was
calculated using Fourier's Law. The uctuations in the thermal conductiv-
ity are proportional to the size of the layer, being larger for a small layer.
Hence a running average of these thermal conductivities was performed over
several layers to reduce the uctuations. The running averages were com-
puted over 15 points. The error bars on each point represent the error in
the temperature and thermal conductivity obtained from the analysis of
the running average, and hence for a subvolume of the non-equilibrium cell.
Eight running averages for simulations performed with 107 time steps, and
four for simulations with 4 106 time steps are reported (see Figure 3.4).
The thermal conductivity was then plot as a function of the temperature
in each layer. The error in T for each value is the standard error due to
taking the average over a range of T values corresponding to an interval of
15 points in the data set. The error in  is again the standard error of the
mean plus the combined error on each data point in the averaging range.
The thermal conductivity of water, as many other properties for this liquid,
is anomalous [82]. It increases with temperature at low temperatures, unlike
common liquids where the thermal conductivity decreases. This behavior
has been traditionally explained as a signature of hydrogen bonding. At low
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temperature the hydrogen bonds can store energy resulting in an increase
of thermal conductivity, whereas at high temperatures the hydrogen bond
network is disrupted and water recovers the normal behavior observed in
simple uids.
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Figure 3.4: Thermal conductivity of water as a function of temperature and
pressure. Four dierent experimental isobars are represented:
1, 416, 495 and 1354 bars. Lines represent experimental data
from reference [81]. Circles represent results from this work at
416 bar (shaded circles) 495 bar (open circles) and 1354 bar
(lled circles). Open and lled diamonds represent simulation
data for the thermal conductivity of the SPC/E and TIP4P
models respectively (ref. [83]. Note that the results for these
two models are very close to each other and they overlap almost
completely in the gure). The square represents simulations
of the exible SPC/E model used in reference [84]. Open up-
triangles represent non-equilibrium simulations of the SPC/E
model (ref. [85]), and the open left-triangle, non-equilibrium
simulations of a fully exible SPC/E model (see ref. [85] for
details).
Figure 3.4 shows the results for the thermal conductivity. These are com-
pared with the experimental data taken from reference [81] and with previ-
ous simulation data obtained with forceelds that model water either as a
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rigid or exible triangle [83, 85, 84]. The MCFM slightly overestimates the
thermal conductivity of water at  300K, by about 16%. This is within the
same level of accuracy of water rigid models such as TIP4P and SPC/E.
The fact that all these models, irrespective of their rather dierent func-
tional form, predict similar deviations might indicate that classical models
are missing some degrees of freedom. Recent work by Vega et. al.[86] has
highlighted the importance of quantum nuclear eects in predicting the heat
capacity of water. The heat capacity and the thermal conductivity are in-
terlinked through the thermal diusion factor, hence one can speculate such
eects could also be relevant in the computation of thermal conductivities.
In any case, current simulation methods do not allow a very precise deter-
mination of the thermal conductivity. This is well illustrated in our Figure
3.4, which shows how the predictions from dierent authors/methods can
dier between them by about 10-20%. Flexibility eects, namely molecular
vibrations, may also play a role. This issue has been addressed by dier-
ent authors [85], by considering a exible version of the SPC/E model that
incorporates O-H vibrations. This model overestimates the thermal con-
ductivity by 50%. This large value of thermal conductivity is in contrast
with our results for the MCFM, which is also a exible model, but predicts
a thermal conductivity in much better agreement with experiment.
As discussed above the experimental thermal conductivity of water in-
creases with temperature at low temperatures. This anomalous behaviour
is reproduced by the MCFM (see Figure 3.4 and also [46]), as shown in
two independent isobars (see Figure 3.4). This result shows that a classical
treatment of the degrees of freedom is able to reproduce this anomalous
property of water.
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3.5.2 Water Polarization
It has been recently shown that temperature gradients can induce molecular
orientation in liquid water [13]. Because water is a polar molecule the align-
ment of the molecular dipole with the temperature gradient results in the
polarization of the liquid. The Non-Equilibrium Thermodynamics realiza-
tion of this notion is given in equation (3.3). This equation shows that the
resulting electrostatic eld changes linearly with the temperature gradient,
provided the dielectric permittivity, the phenomenological coecients and
the temperature of the system are constants. This equation has been used
to estimate the ratio of the two coecients Lpq=Lpp. This estimate provides
a route to predict the polarization induced by experimentally achievable
temperature gradients. In the following, equation (3.3) is tested against
the simulation data, using the wide range of simulations reported above.
Simulations corresponding to four dierent isobars have been chosen, where
the largest dierence in pressure between two isobars is 188 bars. For a
xed temperature, 325 K in this analysis, this change in pressure results in
a very small change in liquid density, about 0.6 %. This small change in
density will have a small impact on the value of the dielectric permittivity
appearing in equation (3.3). Hence, the electrostatic eld should depend
linearly on the strength of the temperature gradient.
Figure 3.5 shows the variation of the electric eld between the hot and cold
thermostats as a function of the temperature gradient strength at T = 325
K. The sign and strength of the electrostatic elds reported in Figure 3.5
agree with previous work [13] and show, rstly that the polarization of the
MCFM water model is signicant, and secondly that the hydrogen atoms
are pointing towards the cold layer. The origin of the parabolic shape
observed in the electrostatic eld has been discussed before. It is connected
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Figure 3.5: The electric eld prole along the x-direction as a function of
the temperature gradient. From top to bottom, rT (K/A) = 1
(309 bar), 2 (351 bar), 3 (416 bar) and 4 (496 bar). The hot
and cold layers are located at x  0 (hot) and x  49 (cold) A.
to the NEMD simulation set up, with the cold thermostat in the center
and two hot thermostats at the edges of the simulation box1. By symmetry
the electrostatic elds on the left and on the right of the cold layer must
have opposite sign. Hence the eld must become zero at the cold and hot
thermostats. The proximity between the cold and the hot layers imposes
the parabolic shape. It was shown in reference [13] that this eect can be
reduced by elongating the box in the direction of the temperature gradient.
The value of the electrostatic eld at the minimum depends very little on
the box length. Hence for the following analysis a temperature of 325 K
was chosen, corresponding to a layer lying approximately in that minimum.
To test equation (3.3) the electrostatic eld versus the temperature gradi-
1Note that in Figure 3.5 the electrostatic eld is represented for one half of the box only.
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ent strength are presented. Our results for the electrostatic eld are consis-
tent with a linear dependence with the gradient strength (see Figure 3.6 and
table 3.1 for numerical data) as predicted by equation (3.3). A tting of the
data to this equation, using the fact that the eld is zero at rT = 0, gives
3.110 2 V/K. The dielectric constant of the MCFM at 300 K and 70 bar
is 82. It is expected that the dielectric constant at 325 K and the pressures
considered in the non-equilibrium simulations will not be too dierent from
this value. In fact, it is known from experiments that the dielectric constant
of water shows a small dependence with pressure. At our temperature of
interest, 325 K, the experimental dielectric constant varies from 70 (1 bar)
to 75 (1500 bars) [87]. Hence, considering this small dependence with pres-
sure and the value for the dielectric constant it is clear that the dielectric
constant contribution to the electrostatic eld in equation (3.3) will be very
close to its maximum value,
 
1  " 1r
  1. The ratio of the coecients
Lpq=Lqq can therefore be estimated directly from the slope 3.110 2 V/K,
the temperature 325 K and equation (3.3), ignoring the eect of the dielec-
tric permittivity. The resulting value, Lpq=Lqq  10 V agrees well with the
rst estimate of this quotient, 5-8 V, reported in reference [13]. As discussed
in that paper the magnitude of this ratio indicates that strong temperature
gradients 105 8 K/m, which are achievable in micron and submicron scales,
could generate polarization elds between 103 6 V/m.
3.5.3 Energy Fluxes
In this section the contributions to the internal energy ux are investi-
gated. This discussion is important to understand the microscopic mecha-
nism determining heat transfer in water. There has been a previous attempt
to analyze this question by splitting the energy transfer in rotational and
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Figure 3.6: Variation of the electrostatic eld of water with the strength
of the temperature gradient at T=325 K. (Circles) NEMD sim-
ulations at 308:5 < P=bar < 495:6 (see table 3.1). The line
represents a linear t to the NEMD simulation data imposing
Ex = 0 at rTT=325K = 0.
translational contributions [88]. The approach used in this work uses the
Irving-Kirkwood denition of the heat ux vector given in equation (3.12).
It should be noted that the energy uxes computed using this equation are
in good agreement (within the numerical uncertainties of the computations)
with the continuity equation (see equation (3.13)), showing that the equa-
tion for the heat ux is valid for use in this system (see section 1.1 for a
discussion of the validity of the truncated form of the Irving-Kirkwood heat
ux vector).
Equation (3.12) splits up the heat ux vector into two main contribu-
tions, one (collisional and potential energy terms) is dened by intermolec-
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Figure 3.7: Energy ux proles for (clockwise from top left) (TH ; TC) =
(300,350)K, P = 309 bar, (275,375)K, P = 351.3 bar,
(225,425)K, P=495.6 bar, and (325,475)K, P = 1354 bar. The
symbols represent the dierent contributions to the total ux:
kinetic (circles), potential (squares), collisional (diamonds), to-
tal (triangle up), oxygen (triangle left) and hydrogen (triangle
down). All the data were obtained using averages over 107 time
steps, except for the (325-475) K system, where 4  106 steps
were used.
ular interactions, whereas the other one (kinetic) is determined by transfer
of kinetic energy. These ux contributions have been investigated before in
non-equilibrium simulations of Lennard-Jones liquids and gases [89, 53] as
well as in molten salts [5]. These studies clearly showed the dependence of
these dierent contributions on the nature of the phase considered. Natu-
rally in gases, which involve large mean free paths, the kinetic contribution
is dominant, whereas at densities characteristics of liquids, collisions be-
tween particles become relevant, and the collisional part is the dominant
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contribution to the energy ux, as hypothesised by Irving and Kirkwood[1].
This analysis of the uxes provides a simple interpretation of the heat trans-
fer mechanism in terms of two main factors, kinetic and those mediated by
intermolecular interactions.
Figure 3.7 shows the results for the uxes at dierent temperature gradi-
ents and dierent pressures. All the uxes have been represented relative to
the average value of the total energy ux (see JU;f in Table 3.1 for numeri-
cal data). The noise in the data depends on the temperature gradient and
the number of averages used in the computation. It has been found that
obtaining good averages for the energy uxes requires a considerable com-
putational eort. The most statistically converged set of data, (225,425)K
and P=495.6 bars, where obtained over 3 ns (107 time steps). In the fol-
lowing discussion these results are focused on as they provide a better view
of the relative contributions and variation of the uxes along the simulation
box. For MCFM water it is found that the main contribution to the energy
ux is the collisional part, > 75%. The potential contribution follows the
trends reported in other systems. It is small and accounts for  10% of the
total energy ux only. The kinetic contribution is small and of the same
order. The comparison of these three uxes clearly shows that the main
mechanism for heat transfer in the liquid is collisional, i.e. meditated by
intermolecular forces. It is found that the latter contribution increases from
x = 0 to 50 A, i.e., from high to low temperatures / low to high densities,
with a concomitant decrease from x = 0 to 50 A in the kinetic contribution,
i.e., again from high to low temperatures. The other systems investigated
follow similar trends regarding the relative dependence of the dierence con-
tributions to the total energy ux. The individual atomic contributions to
the energy ux are also computed, i.e. how much of the energy is trans-
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ported by oxygen and hydrogen atoms. Again the system (225,425) and
P=495.6 bars provides the best reference to analyze this question. Interest-
ingly, for the MCFM model the hydrogen atom contribution to the energy
ux is  2 times larger than that of oxygen. This atomic contribution to
heat transport depends on the thermodynamic conditions, and is found to
decrease / increase for hydrogen / oxygen as the temperature is reduced.
3.6 Conclusions and Final Remarks
Non-equilibrium molecular dynamics simulations of water under thermal
gradients have been performed. Water molecules were modelled through a
modied version of the central force model (MCFM). This force-eld models
water as a fully exible triangle, where the intramolecular vibrations and
partial charges on the atoms are tted to reproduce the properties of the
water molecule in the vapor phase. Analysis of the non-equilibrium data
provides a route to compute the equation of state of the liquid in a wide
range of temperatures from a single simulation. The MCFM is found to be
accurate in predicting the equation of state of water for a wide range of pres-
sures and temperatures. This supports the assumption of local equilibrium
in this system, even in the presence of large temperature gradients.
The thermal conductivity was also computed at dierent thermodynamic
conditions within the same simulation cell. The thermal conductivities at
 300 K are overestimated by about 16%. This is in line with previous
simulation results obtained with the TIP4P and SPC/E models, which rep-
resent water as a rigid triangle. The reason behind this overestimation of
the thermal conductivity is unclear at the moment. Because the MCFM
model is exible, it may be expected that the classical treatment of the vi-
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brational degrees of freedom might have an impact on the computed thermal
conductivities. Simulations of a rigid version of this model should provide
a clue as to whether the thermal conductivity of water can be accurately
predicted using a classical approach or whether other degrees of freedom,
e.g. nuclear eects, must be taken into account. Reduction of the number
of degrees of freedom of the model is expected to have an eect on the heat
capacity and hence thermal conductivity.
The MCFM reproduces the anomalous increase of the thermal conductiv-
ity with temperature. This eect has been traditionally interpreted in terms
of the temperature dependence of the energy stored in the hydrogen bond
network. It has been shown here that such an eect can be reproduced with
a classical model. This classical model predicts an increase of the thermal
conductivity with pressure in going from  400 bar to  1300 bar. It should
be noted that the current simulation approach and the current force-elds
are not precise enough to observe clear trends for smaller pressure ranges,
100 bar.
The response of liquid water to temperature gradients was investigated.
Non-Equilibrium Thermodynamics (NET) predicts that a polar uid should
develop a polarization eld as a response to an imposed thermal gradient
[13]. Furthermore, at constant density and temperature the eld should vary
linearly with temperature. This idea was tested by performing simulations
of the liquid at dierent temperature gradients. In agreement with previ-
ous work [13], the MCFM water molecules orient with the dipoles pointing
towards the cold region. The degree of orientation and the resulting elec-
trostatic eld is found to depend linearly on the gradient, as predicted by
NET. This analysis provides an independent estimate of the ratio of the phe-
nomenological coecients, Lpq=Lpp  10 V for the MCFM model, which is
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in good agreement with our previous results [13]. This ratio determines
the strength of the polarization eld. Strong gradients, 105 8 K/m, should
produce signicant polarization eects 103 6 V/m.
Finally, the microscopic mechanism of heat transfer in water was inves-
tigated by analyzing the contributions to the total energy ux. The total
energy ux can be split up into two main contributions. The kinetic con-
tribution and the energy transfer through intermolecular interactions. It
is found that intermolecular interactions are the dominant, > 75%, mech-
anism for heat transfer in this model of water in the liquid state. This is
in accordance with the predictions of Irving and Kirkwood for uid phases.
Since the dominant component includes intermolecular forces, the energy
can be considered to be transferred through collisions between the atomic
sites. This collisional contribution includes all types of interactions, also
hydrogen bonding.
It is also found that the hydrogen atoms are more ecient at transporting
heat, as evidenced by the fact that the hydrogen contribution to the total
heat ux vector is approximately twice as large as that of oxygen along
the direction of the thermal gradient. This asymmetry in the heat transfer
ability of hydrogen versus oxygen is possibly connected to the molecular
geometry of the MCFM water molecule. Since the dominant contribution
to the heat ux is due to interatomic forces, it can be speculated that the
molecular geometry of the MCFM model is such that the eective \area"
of the hydrogen sites is larger than that of the corresponding oxygen. Fur-
ther work is therefore needed to advance our knowledge on the relationship
between heat transfer and molecular geometry to provide an unequivocal
model to explain the microscopic mechanism of heat transport in water and
other complex uids. An unambiguous approach may be that of using dis-
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continuous potentials, such that only impulsive forces and the kinetic term
contribute to the heat ux. In this way the eective area and geometry of
a molecule may be precisely specied.
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CHAPTER
FOUR
A COMPARISON OF COULOMBIC INTERACTION
METHODS IN NON-EQUILIBRIUM STUDIES OF
HEAT TRANSFER IN WATER
Published as \A Comparison of Coulombic Interaction Methods in Non-
Equilibrium Studies of Heat Transfer in Water", Jordan Muscatello and
Fernando Bresme, J. Chem. Phys. 135, 234111 (2011)
4.1 Summary
In this work the impact that the treatment of electrostatic interactions
has on the heat conduction of liquid water is investigated. With this pur-
pose a series of non-equilibrium molecular dynamics computer simulations
of the Modied Central Force Model of water were undertaken. The Ewald
summation approach, which includes the full range of the electrostatic in-
teractions, and the Wolf method, which uses a cuto to truncate the long
range contributions are considered. It is shown that the relaxation of the
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temperature proles towards the stationary state solution and the equation
of state of the liquid are not aected by the treatment of the electrostatic
interactions. The relaxation towards the stationary state in the simulations
is also compared to the theoretical predictions of the one dimensional heat
equation, and good agreement is obtained. The truncation of the interac-
tions results in lower heat uxes as well as lower thermal conductivities. It is
also found that the anomalous increase of the thermal conductivity of water
with temperature is reproduced by the dierent methods considered in this
work, showing that this physical behavior is independent of the treatment
of the long range electrostatic interactions.
4.2 Introduction
In this work non-equilibrium molecular dynamics (NEMD) is used to fo-
cus on the investigation of a molecular uid under a temperature gradient
at stationary conditions. For a discussion on NEMD methods the reader
is referred to section 2.2.2. In this work the same method is used as in
chapter 3. In this method a temperature gradient is explicitly set up in
the simulation cell by using two thermostats located in dierent regions
of the cell. Setting the thermostats at dierent temperatures results in a
heat ux and a concomitant temperature gradient. This approach has been
employed to investigate simple liquids [90, 91], polar and non-polar molecu-
lar uids [46, 92], liquid-vapor interfaces [93], chemical reactions [94] under
temperature gradients and molten salts under non-equilibrium conditions
[5].
Most NEMD simulations using explicit temperature gradients have fo-
cused on non-polar uids. Simulating charged or polar uids requires the
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implementation of appropriate algorithms to handle the long range Coulom-
bic interactions. The Ewald summation method [39] is widely used in the
simulation of charged systems under equilibrium conditions. For more de-
tails regarding the Ewald method, the reader is referred to section 2.1.7.
This method has been extended to simulate non-equilibrium uids un-
der thermal gradients [5]. These non-equilibrium simulations often require
anisotropic simulation boxes (parallelepipeds). The need to properly ac-
count for this anisotropy in the Ewald method has been recognized before
in non-equilibrium simulations (see ref. [5]). Similarly the impact of the box
anisotropy in Ewald computations of polar interfaces has been highlighted
by Alejandre et. al. [95]. More recently, alternative approaches have been
proposed, such as that suggested by Wolf[43]. This method provides an ef-
cient route to compute the structural, thermodynamic and dynamic prop-
erties of polar uids at a fraction of the cost of the Ewald method[45, 42].
The accuracy of this approach to investigate the interfacial properties of
water has also been recently investigated[96]. For more details regarding
the Wolf method, the reader is referred to section 2.1.7. The Reaction Field
approach [97] share some commonalities with the Wolf method, as it is the
use of a cuto to compute the electrostatic interactions with a correction
that accounts for the reaction eld generated by the molecules beyond the
cuto distance. This technique has been recently used to investigate the
coexistence properties of water [98]. Overall, these studies show that the
`cut-o' approaches provide a good balance between computational eort
and the accuracy required to simulate charged uids.
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4.3 Methodology
4.3.1 Non-Equilibrium Thermodynamics
Here a brief overview of non-equilibrium thermodynamics is provided as it
relates to the work performed in this chapter. For a more general overview
of non-equilibrium thermodynamics the reader is referred to section 1.2.
The theoretical underpinning for NEMD is Non-equilibrium Thermody-
namics (NET). One of the key assumptions of the theory of NET is that any
small element of a system can be considered to be in a state of local equi-
librium, i.e. that the fundamental thermodynamic relations are assumed
to be valid at any point in the system and can be expressed in terms of
intensive (specic) quantities dened locally[9]. Another assumption is that
the entropy production in a non-equilibrium system can be expressed as a
sum of the products of thermodynamic uxes and forces,
 =
X
i
JiXi (4.1)
such that, restricted to the linear regime,
Ji =
X
k
LikXk (4.2)
where Lik are the phenomenological coecients, obeying the Onsager recip-
rocal relations, and Xk the associated thermodynamic forces. In this work
a uid under a temperature gradient is considered. Hence,
Jq =  Lqq
T 2
rT (4.3)
which can be written in the more familiar form corresponding to Fourier's
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Law,
Jq =  rT (4.4)
where Lqq=T
2 = ,  being the thermal conductivity. In order for the
minimum entropy production criterion to be fullled, and hence for the
system to be in the stationary state, it follows from a variational argument
that,
@T
@t
= 0 (4.5)
where the system is stable to small perturbations in temperature [9]. The
state of minimum entropy production is obtained for the fully linearised
case, i.e., when the transport coecients are constant. Below the evolution
of the system towards this stationary state is examined.
As in chapter 3, there is no mass ux in the system and the macroscopic
heat ux can be identied with the internal energy ux, Jq = JU . Assuming
additive pairwise interactions between particles it can be shown that the
heat ux of a system can be decomposed into three contributions [1, 2].
In the context of molecular dynamics these equations are expressed in the
following instantaneous microscopic form,
JU = JKIN + JPOT + JCOL (4.6)
where,
JKIN(V ) =
1
V
N2VX
i=1
1
2
mi(vi   v)2(vi   v) (4.7)
JPOT(V ) =
1
V
N2VX
i=1
i(vi   v) (4.8)
JCOL(V ) =
1
2V
N2VX
i=1
NX
j
((vi   v)  Fij)rij (4.9)
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represent the ux in a subvolume V containingN particles. v is the barycen-
tric velocity of the system, i is the potential energy of particle i, rij = ri rj
is the vector separation between particles i and j, Fij is the force between
these two particles acting in the direction rij . It should be noted that (4.9)
is a rst order approximation in an expansion of the pair separation rij [1].
For more details regarding the expression for the microscopic heat ux, the
reader is referred to chapter 1.1. At the stationary state the internal energy
ux, JU , must be constant along the simulation box. This equation will be
used to test the consistency of the simulations.
4.3.2 Coulombic Interactions
As in chapter 3, in this work water is investigated. The molecule is modelled
as a three site charge model. Hence, the calculation of electrostatic interac-
tions requires the evaluation of the Coulombic energy for a particle i, given
by (in e2=(40) units), V
Coul = 12
PN
i 6=j
qiqj
rij
. This interaction is computed
through both the Ewald summation [39] and Wolf method approaches [43].
Provided below are details of the necessary equations to compute the uxes
(eqns. (4.7){(4.9)) using these two methods.
Ewald Summation
The Ewald summation approach is the most widely used of these methods.
In this method the addition and subtraction of a ctional Gaussian charge
distribution around the ions enables the summation of the Coulomb energy
to be split into real-space (short-range) and Fourier space (long-range) parts.
A self interaction term must be subtracted due to the interaction of the point
charges and the applied Gaussian charge distribution. The total Coulombic
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contribution to the energy of the system is as follows,
V CoulEwald =
1
2
NX
i=1
NX
j=1
qiqj
 
erfc(rij)
rij
+
1
V
kmaxX
k 6=0
4
k2
exp ( k2=42) cos(k  rij)
!
  p

NX
i=1
q2i
(4.10)
where,  is a parameter characterizing the width of the Gaussian charge
distributions, V = LxLyLz is the volume of the simulation box, and k is
the wavevector, k = 2=L ( = fx; y; zg) in Fourier space.
It has been shown that the Ewald summation method rapidly converges
with an appropriate choice of  and real-space cut-o rc [41]. Equation
(4.10) reects this as the sum over the error function only runs over particles
in the primary simulation box.
The corresponding force on a single particle can also be split into real and
reciprocal space parts,
FEwaldi (rij) = qi
(
NX
j=1
qj
 
erfc(rij)
+
2rijp

exp ( 2r2ij)
!
rij
r3ij
  4
V
kmaxX
k6=0
k
k2
exp ( k2=4)
NX
j=1
qj sin(k  rij)
) (4.11)
For information regarding the derivation of the Ewald method, the reader
is referred to section 2.1.7.
Using the above denition of the Ewald summation, the electrostatic con-
tributions to the internal energy ux then become [5], for the potential
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contribution,
JEwaldPOT =
1
2V
NX
i=1
(
NX
j=1
qiqj
 
erfc(rij)
rij
+
4
V
kmaxX
k6=0
1
k2
exp ( k2=42) cos(k  rij)
!
  p

NX
k=1
q2k
)
(vi   v)
(4.12)
and the collisional part,
JEwaldCOL =  
1
2V
NX
i=1
(vi   v)  1
2
qi
NX
j=1

(
qj
 
2rijp

exp ( 2=r2ij) + erfc(rij)
!
rijrij
r3ij
+
2
V
kmaxX
k 6=0
B(k)
1
k2
exp ( k2=42)[qi cos(k  rij)]2
) (4.13)
where V = LxLyLz, and the elements of the tensor B are given by,
B! = !   2k!k=k2   k!k=2 (4.14)
The collisional contribution to the internal energy ux must be given in
this form, since the Fourier part of the Ewald sum for each charge depends
on the distribution of all other charges in reciprocal space. Therefore the
o-diagonal elements in
P
i
P
j F
Ewald
ij rij give a dierent expression to the
diagonal elements. This can be derived by considering the pressure tensor of
a Coulombic system [99], or by directly considering the elements of FEwaldij rij
using the expression for the forces shown above [5].
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Wolf Method and Enhanced Wolf Method
Wolf showed that the Madelung energy of a charge neutral ionic crystal
converges as r 5, i.e. more rapidly than the r 1 pairwise potential between
individual ions, prompting the proposal of a new method of truncated direct
summation of the Coulomb potential [44, 43]. Applied to ionic liquids and
ionic crystals, the method proposes that a correction term enforcing charge
neutrality (essentially a shifting of the Coulomb potential) is added to the
spherically truncated, directly summed, pairwise Coulombic potential, along
with multiplication by a damping function to enhance convergence. In this
case the damping function was chosen to be the complementary error func-
tion, in order to more closely resemble the Ewald summation discussed
above. In applying a damping function, the total Coulomb Energy can be
split into a truncated summation and a self-term contribution. The pairwise
truncated potential becomes,
Vij;Wolf(rij) =
qiqj erfc(rij)
rij
  lim
rij!Rc
(
qiqj erfc(rij)
rij
)
(4.15)
where Rc is the potential cut-o, and the total Coulomb energy is given by,
V Coul  V CoulWolf =
1
2
NX
i;j 6=i
 
qiqj erfc(rij)
rij
  qiqj erfc(RC)
RC
!
 
NX
i
q2i
 
erfc(RC)
2RC
+
p

! (4.16)
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with the corresponding pairwise forces for rij < Rc,
Fij;Wolf(rij) = qiqj
( 
erfc(rij)
r2ij
+
2p

exp( 2r2ij)
rij
!
 
 
erfc(RC)
R2C
+
2p

exp( 2R2C)
RC
!) (4.17)
In this work the pair-wise potential introduced by Fennell and Gezelter (FG)
is employed, which smoothly reaches zero at RC [42],
Vij;FG(rij) = qiqj
(
erfc(rij)
rij
  erfc(RC)
RC
+
 
erfc(RC)
R2C
+
2p

exp( 2R2C)
RC
!
 (rij  RC)
) (4.18)
This equation yields the same forces as those derived by Wolf.
The corresponding expressions for the contributions to the heat ux are,
for the potential part,
JFGPOT =
NX
i=0
qi
NX
j 6=i
qj(vi   v)
(
erfc(rij)
rij
  erfc(RC)
RC
+
 
erfc(RC)
R2C
+
2p

exp( 2R2C)
RC
!
(rij  RC)
) (4.19)
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and for the collisional part,
JFGCOL =  
1
2V
NX
i=0
NX
j 6=i
qiqj
 (vi   v) 
( 
erfc(rij)
r2ij
+
2p

exp( 2r2ij)
rij
!
 
 
erfc(RC)
R2C
+
2p

exp( 2R2C)
RC
!
rij
rij
)
rij
(4.20)
In this chapter the Ewald and the FG version of the Wolf method of evalu-
ating Coulombic interactions are compared in the context of non-equilibrium
simulations of water under a thermal gradient, with particular emphasis on
the internal energy uxes yielded by each summation method.
4.3.3 Computational Details
Simulations were performed in a prismatic cell with dimensions (5; 1; 1) in
the (x; y; z) directions respectively, with the y-axis being 19:6 A in length.
The system was divided into 120 layers along the x-axis for the local evalua-
tion of system properties. A modied version of the heat exchange algorithm
(HEX) was used in order to set up a heat ux through the system [4, 46].
For more information on this method see section 2.2.2.
This method enables the generation of a temperature gradient rT along
the direction of the energy ux. The energy ux fullls the continuity
equation,
JU =
(
 U
2tA
; 0; 0
)
(4.21)
where A is the cross-sectional area of the simulation cell, U is the energy
removed/added to the system in time t, and the \+" and \-" apply to the
hot and cold thermostats respectively [5].
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All the simulations were performed using a cuto for the forces of 9.8
A. The parameter  appearing in both the Ewald and FG-Wolf methods
was set to Ly = 5:6. For the Ewald summation method simulations were
performed with dierent numbers of reciprocal space vectors, kx  ky = kz
to assess the impact on the heat ux and thermal conductivity computa-
tions. Two dierent kmax values were considered, kmax = f25; 5; 5g and
f15; 3; 3g, in order to investigate the eect of the maximum number of re-
ciprocal space vectors on the transport properties. Note that f25; 5; 5g is
the optimum choice for our value of Ly, and it ensures the computation of
the Ewald sum is performed with the same accuracy in the three directions,
fx; y; zg.
Water was simulated using the Modied Central Force Model (MCFM)
[76, 46, 100]. The water molecule is modelled as a three site model with par-
tial charges on the hydrogens and oxygens. The charges and the geometry
of this model reproduce the dipole moment and geometry of water in the
gas phase. For a complete description of this model, the reader is referred
to chapter 3.
The equations of motion were integrated with the velocities Verlet algo-
rithm using a time step of 310 16 seconds, to take into account the high
frequency intramolecular vibrations.
4.4 Results
4.4.1 Progression to Stationary State
In this section the time scale needed to reach the stationary state is inves-
tigated. This question has not been addressed before in non-equilibrium
simulation investigations using this algorithm. In the following this ques-
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tion is analysed for water modelled using the MCFM. A representative sys-
tem was chosen, consisting of 1280 water molecules and cell dimensions
(Lx; Ly; Lz) = (98:5; 19:7; 19:7) A.
Figure 4.1 shows the temperature prole in the x-direction across one half
of the simulation cell at various points during the evolution of the system
towards the stationary state after the thermostats had been engaged. The
results correspond to averages over 20 independent trajectories. In all cases,
the initial temperature distribution was 325 K across the whole cell. It is
found that the non-equilibrium method approaches the stationary solution
in a very short time. It can be seen that the transient period lasts for
approximately 10-15 ps, after which a steady state temperature gradient is
maintained in the system. The timescale for reaching the stationary state
was observed to be the same using both Wolf and Ewald methods.
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Figure 4.1: Progression of the temperature prole towards the stationary
state at various times after the thermostats had been turned on.
The lines represent the solution of the heat equation assuming
the thermal diusivity to be constant.
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The simulated proles can be compared with theoretical predictions based
on the solution of the heat equation with boundary conditions corresponding
to the temperature of the thermostats.
The one-dimensional heat equation is given by,
1

@T (x; t)
@t
=
@2T (x; t)
@x2
(4.22)
where  = cP is the thermal diusivity,  is the thermal conductivity, 
is the uid density and cP is the constant pressure heat capacity. Solving
this equation for the boundary conditions T (0; t) = T0 and T (l; t) = Tl
with an initial temperature distribution T (x; 0) = Tinit and assuming that
@T
@t

t=1 = 0, yields,
T (x; t) =

Tl   T0
l

x+ T0 +
1X
n
Bn sin
n
l
x

exp

 
n
l
2
t

(4.23)
Where the coecients Bn are,
Bn =
2
l
Z l
0
[Tinit  

Tl   T0
l

x  T0] sin
n
l
x

dx
=
 2
n
(Tinit   T0)(( 1)n   1) + 2
n
(Tl   T0)( 1)n
(4.24)
In order to represent the heat diusion equation solution a value for the
thermal diusivity of  = 1:439 10 7 m2s 1 was used, which corresponds
to  = 0:98 g cm 3,  = 0:77 WK 1m 1, cP = 21:36 cal K 1mol 1, i.e.
the average density of the system cell, the average thermal conductivity
in this temperature range, and the constant pressure heat capacity of the
MCFM calculated from the derivative of the enthalpy with temperature at
constant pressure. It is noted that the stationary solution of the heat diu-
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sion equation assuming a constant  corresponds to a constant temperature
gradient, whereas in the simulations the gradient might change depending
on the local thermal conductivity of the uid.
In the calculation above it is assumed that the thermal diusivity is ap-
proximately constant for the time interval considered. This assumption
results in a solution that is anti-symmetric about the center of the box.
Our simulation results follow the heat diusion equation behavior closely,
supporting our estimate of the characteristic time scale required to reach the
stationary state in this system, 10   15 ps. It is noted that the simulation
and heat diusion equation results show some dierences at short times.
The heat diusion solution converges faster to the stationary result. There
are two factors that could be contributing to the dierences observed. The
rst is the approximation used above, i.e. assuming a constant thermal con-
ductivity across the box. Our simulations (see below Fig. 4.4) show that
the thermal conductivity increases from low to high temperatures, hence
the thermal conductivity, and the thermal diusivity in the heat diusion
equation would feature a spatio-temporal dependence, i.e., (x; t). These
dierences are present at longer times (see 10 ps in Figure 4.1) where the
solution is very close to the stationary one. It is found in that case the
simulation results for the temperature lie above the theoretical solution, al-
though the dierences are signicantly smaller than at short times, 1 ps.
The heat diusion equation is expected to become inaccurate at very short
times, particularly at sub-picosecond time scales, when the ballistic behavior
starts to inuence the dynamics of the liquid.
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4.4.2 Energy Fluxes
The simulations involved two systems of equal cell dimensions, (Lx; Ly; Lz) =
(98:5; 19:7; 19:7), consisting of 1280 and 1255 water molecules. In all simula-
tions presented in this work the thermostatted hot and cold layers were set
to temperatures TH = 400 K and TC = 250 K respectively. The resulting
heat uxes and pressures are shown in table 4.1, found at the end of this
chapter. The average pressure was obtained from the virial theorem consid-
ering the whole system. Here the fact that the pressure along the simulation
cell is constant is exploited. The simulations reported below were obtained
using stationary simulations over 3.0-5.7 ns.
Before discussing the uxes the equations of state predicted by the Ewald
and Wolf methods are tested to check for any systematic dierences between
both approaches. Figure 3.3 shows the equations of state obtained from sin-
gle non-equilibrium simulations for the two systems considered, the upper
plot shows the high pressure case, ( 430 bar) and the lower plot corre-
sponds to slightly negative pressures (  20 bar). It is noted that since an
NPT ensemble is not used the pressure cannot be xed a priori, hence one
state whose pressure is close to 1 bar is selected. The simulations at this
slightly negative pressure give an isotherm very similar to the experimental
results at 1 bar pressure (see Figure 3.3). The truncation of the long range
interactions has a small impact on the density and pressure (see Table 4.1).
This conclusion is applicable to a wide range of thermodynamic conditions.
Indeed, it is found that the equation of state is largely insensitive to the
method of evaluating electrostatic interactions, for the set of parameters
employed with the Wolf method. In all cases, the simulated equation of
state agrees quantitatively with the experimental data [81], showing the
MCFM is accurate in a wide range of temperature and pressure conditions.
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The equation of state of the system at negative pressure has been compared
with the experiment at 1 bar. It is noted that the change in the simula-
tion pressure of about 20 bar does not result in a signicant change in the
equation of state of the system.
For the Ewald and Wolf methods the total energy ux and the ux con-
tributions were calculated, with all systems under a thermal gradient of
5.0 K/A. Good agreement is found between the continuity equation calcu-
lations (3.13) and the microscopic version of the heat ux equation (4.6).
This further supports the use of the rst-order truncation of the Kirkwood
expression for the heat ux in this system. The average microscopic heat
ux was obtained from an average of the heat ux prole, taking values
away from the hot and cold regions (see Figure 4.3). The dierences be-
tween these two values are in most cases within 5%. The convergence of
the continuity equation calculations is found to be slow, often requiring
simulation time scales of the order of several nanoseconds.
Figure 4.3 shows the energy uxes evaluated along the direction of the
thermal gradient for simulations using the Ewald summation and the Wolf
method. In all cases there is a trend of decreasing contribution from the
potential energy component and an increasing contribution from the colli-
sional part as the uid approaches the cold layers, i.e., at the temperature
decreases. For clarity of comparison between Ewald and Wolf methods, the
Ewald kmax = (15; 3; 3) results are not shown here since the ux contribu-
tions agreed with the kmax = (25; 5; 5) case within the statistical uncertainty
of our simulations.
In all simulations the dominant contribution is from the collisional part,
and the kinetic contribution is minimal. This is to be expected in the case
of a liquid, as rst noted by Irving and Kirkwood [1]. It is found that the
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Figure 4.2: MCFM water equation of state obtained from non-equilibrium
simulations with an average temperature gradient of (TH  
TC)=(Lx=2) = 5.0K/A for both Ewald and Wolf methods. The
upper plot shows the the equation of state for higher pressure
systems compared with the experimental data [81] (EXP.) for
a pressure of 430 bar. The lower plot shows negative pressure
systems compared with the experimental data at 1 bar.
total energy ux is approximately 4-10% lower when using the Wolf method
than using the Ewald summation. This discrepancy is manifested in the
individual components of the heat ux, particularly in the potential energy
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Figure 4.3: Internal energy ux contributions for high pressure (upper plot)
and low pressure (lower plot) systems under an average im-
posed thermal gradient of (TH   TC)=(Lx=2) = 5:0 K/A. The
kinetic, potential and collisional contributions to the energy
ux are shown for simulations using the Ewald summation with
kmax = (25; 5; 5) (closed triangles) and for the Wolf method
(closed circles).
contribution. The reduction in the heat ux also depends on the number of
reciprocal vectors employed in the Ewald sum, with lower values for smaller
number of vectors. This observation follows the trend mentioned above, as
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the Wolf method completely neglects the long range part of the electrostatic
potential, i.e., the number of reciprocal vectors is set to zero. We conclude
that there is a systematic dependence of the energy ux with the treatment
of the long range electrostatic interactions. This dependence as discussed
below is reected in the computation of the thermal conductivities.
4.4.3 Thermal Conductivities
Using Fourier's law (eqn. (4.4)), the thermal conductivity can be calculated
directly from the temperature gradient and the imposed energy ux.
In our computation the heat ux is constant along the simulation box,
whereas the temperature gradient may change locally to reect the varia-
tion in thermal conductivity of the liquid at dierent temperatures. Hence
an analysis was performed to extract the thermal conductivities. Firstly,
the ux value used to calculate the thermal conductivity was the average
value along the whole cell (discounting the layers near the cold and hot
thermostats) obtained using equation (4.6). The value obtained using this
expression was used over that given by the continuity equation (eq. (3.13)),
because it can be computed with higher accuracy. This is because in the
microscopic heat ux approach a much larger volume is sampled in the
simulation box, whereas with the continuity equation a volume restricted
to the thermostatted layers is sampled, and therefore these values have a
larger statistical uncertainty.
For completeness the thermal conductivities at T = 325 K obtained using
both ux values are shown in table 4.1. The thermal conductivities obtained
from these two methods follow the trends discussed above for the heat uxes.
They agree with each other within  5% for most systems investigated in
this work.
103
250 300 350 400
T / K
0.5
0.6
0.7
0.8
0.9
1
λ 
/ W
m
-
1 K
-
1
Ewald (25,5,5)
Ewald (15,3,3)
Wolf
NIST 
250 300 350 400
T / K
0.5
0.6
0.7
0.8
0.9
1
λ 
/ W
m
-
1 K
-
1
Figure 4.4: Thermal conductivity plotted against temperature using Ewald
(triangles) and Wolf (circle) methods calculated using Fourier's
law along with the experimental data [81]. The upper and lower
plot shows the high and low pressure systems respectively.
Figure 4.4 shows the thermal conductivity calculated along the direction
of the thermal gradient using the Ewald summation with both sets of kmax
vectors and using the Wolf method. The thermal conductivities were calcu-
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lated from Fourier's law using the numerical derivative of the temperature
prole along the simulation cell and the imposed heat ux. The symme-
try of the simulation cell was exploited by averaging about Lx=2. In order
to reduce the noise in the derivative a running average was performed to
estimate the thermal conductivity. Each point in the gure represents the
running average obtained over ten layers. The horizontal error bar repre-
sents the standard error in taking the running average, the vertical error bar
is the combined error on the thermal conductivity from each layer involved
in the average[100].
Compared with the experimental data [81], both electrostatic interaction
methods show an over-estimation of the thermal conductivity,  15%. How-
ever, the increase in thermal conductivity with temperature is reproduced
in both cases. This is an anomalous property of liquid water, since in most
liquids the thermal conductivity decreases with temperature. For both pres-
sures there is a discrepancy between the Ewald and Wolf methods, with the
Wolf method generally yielding lower values.
This can be explained by considering the energy uxes shown in gure
4.3. In all cases the energy ux for the given temperature dierence is
higher when using the Ewald summation. This discrepancy is most evident
in the potential energy contribution, JPOT, where for both pressures this
contribution is higher for the Ewald summation, since the Wolf method is
truncated and the long range Fourier space component is omitted.
Previous studies of the treatment of electrostatic interactions with the
Ewald and Wolf methods focused on how these treatments aected the
surface tension [96]. These authors found that the Ewald method, which
considers in full the long range component of the Coulombic interaction,
predicts higher surface tensions. It stems from the present investigation
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that this long range component would also result in higher thermal con-
ductivities. These dierences in thermal conductivity cannot be attributed
to the the dierent density of the Ewald and Wolf liquids. As shown in
Figure 4.2 the equation of state predicted by these two methods is within
the statistical accuracy of our computations.
4.5 Conclusions
In this work the role that the treatment of the electrostatic interactions has
on the evaluation of the heat ux density of a polar liquid was investigated.
For this purpose water was simulated using the modied Central Force
Model, which provides accurate predictions of the equation of state in a
wide range of thermodynamic conditions.
Two approaches to treat the electrostatic interactions, the Ewald and
Wolf methods have been considered, and the corresponding equations to
compute the internal energy ux using these two approaches have been
discussed.
This investigation was performed using stationary boundary driven non-
equilibrium molecular dynamics simulations. It is found that the treatment
of the long range interactions does not have a signicant eect in the time
scale needed to reach the stationary solution of the temperature prole. By
analyzing transient non-equilibrium simulations it was found that this time
scale is of the order of  10  15 ps a characteristic length scale of  5 nm.
It was also found that the simulated transient temperature proles can be
modelled using the heat diusion equation, which assumes a continuum
medium with constant heat capacity, density and thermal conductivity.
The treatment of the electrostatic interaction does not have a major im-
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pact on the equations of state investigated here corresponding to a tem-
perature interval between 250-400 K and pressures between -20 and 440
bars. However the electrostatic interactions are found to have an impact on
the ux contributions to the internal energy ux as well as on the thermal
conductivity. It can be concluded that for a given temperature gradient,
the Ewald summation method results in higher internal energy uxes than
the Wolf method. The dierence is mostly connected to a larger contri-
bution of the potential energy in the Ewald method. This increase in the
internal energy ux is also reected in the thermal conductivity. It was
also found that the truncation of the long range electrostatic contributions
in the Wolf method renders lower thermal conductivities, about 5% lower
than the Ewald method. Otherwise both methods overestimate the exper-
imental results. This is a general trend in most semi-empirical models of
water. Interestingly, the anomalous increase in the thermal conductivity
with temperature is reproduced by both methods, showing that this physi-
cal behavior is independent on the truncation of the long range electrostatic
interactions.
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CHAPTER
FIVE
HYDROGEN BONDING CONTRIBUTION TO THE
HEAT FLUX VECTOR IN MCFM WATER AND
THERMAL TRANSPORT IN GLASSY WATER
5.1 Summary
In this chapter the contribution to the heat ux vector due to hydrogen
bonding between water molecules is analysed in the Modied Central Force
model (MCFM) of water. In order to calculate the hydrogen bonding com-
ponent of the heat ux a simple radial cuto from the second shell of the
OH radial distribution function is used. It is found that the sum of the po-
tential and collisional contributions from hydrogen bonding typically make
up around 30-40% of the total microscopic ux vector, with the contribu-
tion decreasing with temperature. The potential contribution for hydrogen
bonding is found to negatively contribute to the heat ux vector for low
temperatures.
Also investigated in this chapter are NEMD simulations where what can
be construed as glassy water is present near the cold thermostat. An at-
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tempt is made to identify a change in the thermal conductivity at the in-
terface between liquid and glassy water. Further simulations are performed
using SPC/E water for this purpose.
5.2 Introduction
The abundance of water and its well documented anomalous properties in
comparison to other liquids make it an important subject for study using
molecular simulation. Liquid water exhibits many anomalous properties
that are not observed in simple liquids. Unusual thermodynamic properties
of water include high heat capacity, negative thermal expansion close to the
freezing point, high dielectric constant, a density maximum at 4C and a
maximum in the thermal conductivity at about 130C [101][82].
These bulk properties have been attributed to the unusual microscopic
properties of liquid water due to the strong interaction forces between the
oxygen and hydrogen atoms of dierent molecules (hydrogen bonding).
Bernal and Fowler proposed the rst model of the structure of water
in order to account for spectroscopic results [102]. They were the rst to
suggest that water forms a tetrahedral coordination.
Pople suggested that liquid water forms a tetrahedral network of \dis-
torted hydrogen bonds" in order to explain the radial distribution function
of water [103]. Based on this model he inferred a value of the dielectric
constant of water using Kirkwood's statistical mechanical formula for the
calculation of dielectric constants in polarisable media [104]. The absolute
values obtained were somewhat lower than experimental values, but the
correct temperature dependence was observed.
Bernal suggested that water may instead form distorted networks consist-
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ing of rings of 5, 6, or 7 molecules [105]. This idea was later revisited when
ring statistics of simulations of water were calculated in order to identify
amorphous phases [106].
Many of the anomalous properties of water have been attributed to the
formation of a tetrahedral network arising from hydrogen bonding. In this
work the thermal transport properties in liquid and glassy water are investi-
gated via non-equilibrium molecular dynamics simulations. An attempt has
been made to link these properties with the hydrogen bonding network by
evaluating the energy ux due to hydrogen bonding and structural ordering
using the modied central force model of water[46].
There have been extensive molecular dynamics studies on the dynamical
properties of liquid water in relation to hydrogen bonding, investigating
properties such as orientational relaxation, vibrational spectra and analysis
of collective normal modes[107, 108, 109], but there is a lack of work relating
hydrogen bonding to transport properties such as the thermal conductivity.
In this work the transition from liquid water to glassy water is identied
via analysis of the tetrahedral ordering and density proles of water under
a large temperature gradient. The thermal conductivity is calculated along
the direction of the gradient across a single simulation cell.
The thermal conductivity of glassy water in the context of experimen-
tal studies has been investigated, where the temperature dependence of the
thermal conductivity of glassy water is dierent from the well documented
amorphous phases of ice (high density amorphous (HDA) and low density
amorphous (LDA))[110]. These phases have been well studied and are con-
sidered to be distinct phases due to their dierences in structure and the way
in which they are prepared. The HDA phase is formed by pressure induced
amorphisation of hexagonal ice at 77 K[111]. The LDA phase can then
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be generated by annealing the HDA phase at 120K[112]. The polyamor-
phous nature of glassy water has been investigated using molecular dynam-
ics simulations using various models, and the HDA and LDA phases have
been identied along with a recently proposed very high density amorphous
(VHDA) phase[113, 114].
In the investigation presented here the glassy state is generated in NEMD
simulations by supercooling liquid water, thus for appropriate temperature
ranges the glassy water is found in the same simulation cell as liquid water.
It should be noted that this state does not correspond with the observed
LDA or HDA states due to the specic nature of their respective prepa-
rations. The thermal conductivity as a function of temperature for each
simulation is investigated, in order to identify whether a signicant change
in the thermal conductivity occurs in the transition from liquid to glassy
water.
Non-equilibrium molecular dynamics simulations have been undertaken
on polymeric glasses in order to calculate the thermal in comparison with
theoretical predictions[115], but there are no known non-equilibrium studies
of glassy water under a steady state thermal gradient. Previous simulations
investigating the thermal conductivity of glassy and liquid water have used
normal mode analysis in order to obtain thermal conductivity in the form
 
Z
d!n(!)C(!)D(!) (5.1)
where n(!) is the density of states, C(!) is the heat capacity per unit
volume and D(!) is the energy diusion coecient[116]. Previous studies
have assumed that the thermal conductivity of liquids is almost identical
to that of their glasses, due to the dominant contribution in the thermal
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conduction of a liquid being energy transferred via vibrations rather than
by molecular motion from one region to another[117, 118]. This view is
supported by energy ux vector analysis where the dominant contribution in
liquids is due to intermolecular forces rather than the transport of kinetic or
potential energy due to the motion of the constituent molecules[1, 100, 119].
Previous NEMD studies have observed the anomalous increase in thermal
conductivity of water[100, 119]. However, the increase is itself small, so to
observe a signicant change across the liquid/supercooled-liquid interface
requires a high level of statistical sampling if a discrete change is to be
observed.
5.3 Methodology
5.3.1 Computational Details
As in previous work[100, 119], the Modied Central Force Model was used,
which is a exible three site model yielding a phase diagram similar to
the SPC/E model. The details of this model are given in previous chap-
ters and reference [100]. Non-equilibrium molecular dynamics simulations
were performed in an orthogonal cell containing 1280 water molecules with
dimensions (Lx; Ly; Lz) = (5; 1; 1), where Lz = Ly = 19:725A. The temper-
ature ranges considered in this work are 100-250 K, 100-350 K, 225-425 K,
and 275-375 K. An energy ux was applied to the system using the modied
HEX algorithm (described in chapter 2.2.2) where the velocities of particles
in hot and cold thermostatted regions are rescaled to a given temperature.
The system was allowed to reach the steady-state before production runs
took place. The thermodynamic properties of the system were evaluated
along the temperature gradient by dividing the simulation cell into 120 lay-
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ers. The system cell is symmetric such that the cold thermostatted region
is in the centre of the cell, and the cold thermostats are at the ends of the
box. This is to avoid problems with periodic boundary conditions.
A summary of the systems simulated is provided in table 5.1.
Model T / K P / bar JU;f /(W m
 2) JU;c /(W m 2)
MCFM 100-250 4:4 4:6 19:2 0:09 109 18:9 0:04 109
MCFM 100-350 67:0 5:4 33:9 0:11 109 33:8 0:06 109
MCFM 225-425 495:6 7:6 29:7 0:02 109 28:4 0:06 109
MCFM 275-375 351:4 7:5 15:7 0:12 109 14:9 0:62 109
SPC/E 75-325  73:6 1:1 { 15 109
Table 5.1: Summary of the systems simulated in this work. JU;f and JU;c
correspond the average ux obtained from equations (3.12) and
(3.13) respectively. The averages and uncertainties reported for
the pressure were obtained from an ensemble average over the
whole simulation box, and the uncertainty for JU;f was estimated
from the analysis of the ux proles reported in Figure 5.2.
5.3.2 Energy Flux Contributions
The hydrogen bonding contribution to the energy ux vector was computed.
The total energy ux vector includes three contributions,
JU = JKIN + JPOT + JCOL
corresponding to the transport of kinetic energy, potential energy, and a
`collisional' contribution respectively (see previous chapters for a more thor-
ough explanation). Here only the components of the energy ux vector that
are dependent on interactions between particles, i.e. the potential compo-
nent JPOT and the collisional component JCOL, were used to determine the
hydrogen bonding contribution. For the computation performed here only
intermolecular O-H interactions for a particular distance corresponding to
the rst O-H shell in the radial distribution function were included in the
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hydrogen bonding component of the energy ux. This was achieved by us-
ing a simple radial cuto for the binning of the contributions. No angular
criteria was considered, as has been used in previous studies[120]. The total
expression for the energy ux due to hydrogen bonding is therefore,
JU;HB =
1
V
NLX
i=1
(vi   v)
NX
j=1
ij(rij)
+
1
2V
NLX
i=1
NX
j=1
((vi   v)  Fij(rij))rij
for 1:15A < rij  2:45A and if i and j are dierent species
(5.2)
where NL is the number of particles in layer L, rij = jri   rj j is the radial
separation between atoms i and j, ij(rij) is the potential on atom i due to
j and Fij(rij) is the force on i due to j acting in the direction of ri   rj .
Figure 5.1 shows the region where interactions were considered with re-
spect to the O-H radial distribution function.
Whilst this is not a rigorous denition of a hydrogen bond, it is felt
that this denition should adequately represent the energy ux transferred
through the short range intermolecular O-H interactions, which will be dom-
inated by hydrogen bonding. This radial distribution function based ap-
proach is supported by previous studies, where the topology of the hydrogen
bonded network was found to be well reproduced simply by considering the
O-H distance[121].
5.3.3 Tetrahedral Order Parameter
In order to gain insight into the microscopic structure of the MCFM model
under non-equilibrium conditions, the tetrahedral order parameter was cal-
culated in each layer. In this work the denition of the tetrahedral order
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1 2 3 4
r/Å 
0
5
10
g(r
)
Hydrogen Bonding region
OH
Figure 5.1: The Oxygen-Hydrogen radial distribution function for 100-250
K system. The red lines indicate the region for which the hy-
drogen bonding ux contribution was considered.
parameter is given by Chau and Hardwick[122],
Q = 1  3
32
3X
j=1
4X
k=j+1
h(cosjk + 1
3
)2i (5.3)
where jk is the angle between a particle and its four nearest neighbours.
This parameter yields a value of 1 for a perfectly tetrahedrally ordered
system, and zero for no tetrahedral order. In this work the order parameter
was applied to the oxygen atoms in the system. This denition is consistent
with the description of water as a perturbed tetrahedrally ordered network,
as postulated in early studies[82]. This technique has been used in previous
studies relating structural ordering to the anomalous properties of water,
albeit with a slightly dierent normalisation[123, 124].
As well as the average value of the order parameter in each layer, the
distribution of values for Q was also calculated for each layer, such that the
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variance in tetrahedral ordering can be calculated for dierent state points
within a single simulation.
5.4 Results
5.4.1 Hydrogen Bonding Flux Contributions
Figure 5.2 shows the ux proles for the systems considered. Since the sim-
ulation cell is symmetric about the centre, the plots show the average from
the two halves of the system cell from the hot to cold side with increasing
Lx.
It can be seen that the dominant contribution in the energy ux for all
temperature ranges considered is the transport of energy via intermolecular
interactions (the blue dashed line in gure 5.2). Also represented is the
energy ux due to hydrogen bonding, which is included in the intermolecular
contribution. This contribution is large in all simulations, accounting for
signicant proportion of the total ux. Around 30 40% of the energy ux
is accounted for in this interaction. The relative contribution from hydrogen
bonding appears to increase as the average temperature is lowered.
Within the hydrogen bonding contribution, as has been reported for the
total ux, the dominant component is from the collisional part of the heat
ux vector. It can be seen that the potential energy component actually
yields a negative contribution to the hydrogen bonding ux as the temper-
ature is decreased. However, the total hydrogen bonding ux is overwhelm-
ingly positive due to the dominant collisional component. This implies that
the potential energy component actually ows in the opposite direction to
the net energy ux. That this eect increases as the temperature decreases,
whilst the collisional component remains roughly constant along the prole
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indicates that the negative contribution appears to limit the total positive
energy ux that is transferred through the short range O-H contribution.
It is presently unclear as to the microscopic mechanism that leads to this
negative potential ux for this contribution, but the potential contribution
can be considered as follows. Since there is no net mass ux in the system,
the average velocity in any direction in each layer must be zero, i.e.
<
NLX
i
vi >= 0
Therefore, since the potential energy component in the heat ux is the av-
erage over the sum of the product of the potential energy on the particles
and the velocity of the particles, there must be a correlation between the
potential energy and a given direction of the velocity. In the case of a neg-
ative potential energy ux the particles must have more negative potential
energy when the velocity of the particle is in the same direction as the net
energy ux. It is unclear as to why this is the case, but could be related to
the increase in density with decreasing temperature.
5.4.2 Tetrahedral Ordering in Low Temperature Simulations
The average value of the tetrahedral order parameter (see equation 5.3) was
calculated in each layer. Figure 5.3 shows the tetrahedral order parameter
as a function of the temperature for a number of temperature ranges. It
should be noted that the average density in all the simulations is the same,
so the pressure in each simulation is expected to be dierent due to the
dierent ranges of temperature considered (see table 5.1). The squares in
gure 5.3 show a system of hexagonal ice simulated under a temperature
gradient ranging from 100-200 K. This can be considered as a reference case
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100 200 300 400
T/K
0.88
0.9
0.92
0.94
0.96
0.98
Q
Hexagonal Ice
100-250K
100-350K
225-425K
275-375K
Figure 5.3: Tetrahedral ordering as a function of temperature for liquid
water (circles), liquid/glassy water (diamonds) and ice (squares)
for a number of temperture ranges.
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3
Figure 5.4: Density prole along the direction of the thermal gradient for
a system with TC = 100 K and TH = 350 K. Large uctua-
tions are present as the temperature decreases towards the cold
thermostat in the centre of the cell.
for tetrahedral ordering, with the value of the tetrahedral order parameter
ranging from 0.96-0.99, indicating near perfect tetrahedral structure. For
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the liquid simulations at 225-425 K and 275-375 K the tetrahedral ordering
decreases smoothly with temperature. This is expected since the thermal
uctuations will disrupt the tetrahedral structure of the liquid.
The 100-350 K and 100-250 K simulations show a marked dierence com-
pared to the high T case. Here the order parameter appears to plateau at
around 150-200 K at a value of 0:94. The value of the order parameter
is less than that for the ice structure, despite the overlap in temperature.
Here then it is expected that the water is in a glass-like phase, and that
in order for the system to attain the same level of ordering as in the ice
structure a rst order phase transition from the liquid to solid state must
occur. This assumption that in this region the water is in a glass-like phase
is supported by the density proles, which exhibit large uctuations in this
region. Figure 5.4 shows the density prole in the direction of the tem-
perature gradient across the system cell for the system with temperature
range 100-350 K. It can be seen that large uctuations occur towards the
cold region. The corresponding temperature at which these appear is  240
K. The error bars associated with these uctuations are small compared to
the magnitude of the uctuation, indicating that these uctuations are in
fact long lived and correspond to a slowing of the dynamics of the system,
characteristic of a glass.
At the size and timescale of these simulations ( 2:5 ns) it is unlikely that
ice nucleation will occur. Previous simulations for SPC/E water observed
ice nucleation occurring after 200 ns [125].
The distribution of Q values was also computed for each layer in the
simulations. Figure 5.5 shows the change in distribution of Q values with
temperature for each simulation. The histogram on the right shows the
distribution for 225-425 K. At high temperatures the distribution is sym-
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metric about the peak value and shifts smoothly with temperature. As the
temperature decreases and the liquid becomes supercooled the peak shifts
towards higher values of Q and a `shoulder' develops.
The plateau that appears in the average Q value at lower temperatures
can be clearly seen from the distributions in the lower temperature dis-
tributions. The emergence of this plateau and a change in the shape of
the distribution is seen in the 100-350 K simulation. For 100-250 K the
peaks in the distribution do not shift towards higher values with decreasing
temperature. It is unclear as to the precise physical origin of the change in
distribution as the liquid is supercooled. The uctuations in the distribution
peaks for 100-250 K in particular indicate a slowing down of the dynamics
of the system at low temperatures.
5.4.3 Thermal Conductivities
The thermal conductivity in each simulation was calculated along the di-
rection of the thermal gradient using Fourier's law,
JQ =  rT (5.4)
Since there is a change in density across the simulation cell due to the applied
gradient, for large gradients it is expected that the temperature prole will
be non-linear and hence there will be change in the thermal conductivity
across the simulation cell. Changes in the thermal conductivity in a single
simulation have been previously reported[100, 119, 126]. However, it is
unclear as to whether or not there will be a signicant change in thermal
conductivity as the liquid enters the supercooled regime.
Figure 5.6 shows the thermal conductivity as a function of temperature
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Figure 5.6: Thermal conductivity against temperature from single simula-
tions cal. 100-250 K (red line), 100-350 K (green line) and 225-
425 K (orange line).
calculated along the direction of the gradient for each simulation. The local
temperature gradient was calculated using a regression analysis over four
layers. From this the thermal conductivity was calculated using the value
of the heat from the continuity equation, as expressed in equation (3.13) in
chapter 4. The running average was taken to further reduce noise. The error
bars at each point reect the propagation of error from the aforementioned
procedure. The anomalous increase in thermal conductivity with tempera-
ture can be seen to occur in the MCFM model even at low temperatures.
The overall change in thermal conductivity is small across the range of
temperatures (0:6   0:75WK 1m 1). In the 100-350 K data set in gure
5.6 there appears to be a jump in the thermal conductivity at around 250
K, where the thermal conductivity rapidly increases then attens. This
appears to be statistically signicant since it is outside of the range of the
error bars. This value coincides with the change in Q value distribution
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as seen from the second plot in gure 5.5 and also the same temperature
at which the density uctuations appear. However, the change in thermal
conductivity over this range is itself small  0:03Wm 1K 1.
5.4.4 NEMD SPC/E Simulations
It was therefore decided to perform an additional simulation with a much
larger system in order to gain better statistics. An NEMD simulation
was performed on the widely used SPC/E model water[79] in the paral-
lelised simulation package LAMMPS. Using a parallelised package such as
LAMMPS enables the simulation of much larger systems and for longer
times. SPC/E was chosen as a comparable model since the equation of
state of the MCFM model closely resembles SPC/E for the region of the
phase diagram considered in these simulations[46].
In this set of simulations Nm = 24000 water molecules were used in a
system with dimensions Lx = Ly = 49:28A, Lz = 295:67A. The aver-
age density was  = 1:00 g cm 3. A timestep of t = 2 fs was employed.
Electrostatic interactions were handled using the particle-particle particle
mesh Ewald method[25]. To prepare the system for non-equilibrium molec-
ular dynamics the system was allowed to equilibrate at 200K in the NVT
ensemble using a Nose-Hoover thermostat. Further equilibration was per-
formed in the NVE ensemble. The NEMD method employed was the same
velocity rescaling algorithm as that used above. However, in the thermostat-
ted regions a set quantity of energy was added/removed at each timestep,
such that the ux calculated from the continuity equation (3.13) does not
uctuate. Therefore it is the energy ux that is specied rather than the
temperature at the thermostatted regions. Each thermostatted region was
5 A in width. An energy ux density of JU;c = 15  109 Wm 2 was used.
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This is comparable to the energy ux used in the MCFM simulations. The
system was allowed to reach the stationary state and the NEMD production
run was taken over 5 105 steps.
Figure 5.7 shows the temperature prole across the simulation cell for this
system. The temperature ranges from 75-325 K. The average temperature
in the simulation cell was 200 K. The average pressure was -74 bar. System
details are found in table 5.1. The density prole in this system is shown in
gure 5.8. Again large uctuations are seen as the temperature decreases.
The temperature at which this occurs is approximately 240 K. As in the
previous MCFM simulations, these long lived uctuations indicate a slowing
of the dynamics of the system in this region.
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Figure 5.7: Temperature prole for system of SPC/E water. The ther-
mostatted regions are at 0-5 A (hot) and 148-153 A.
An analysis of the tetrahedral order parameter was also performed on
this system. Figure 5.9 shows the value of the tetrahedral order parameter
as a function of temperature evaluated along the direction of the thermal
gradient. The behaviour here follows that of the MCFM model, in that the
average value increases until a plateau is reached. The maximum level of
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Figure 5.8: Density prole for system of SPC/E water. Large uctuations
in the density prole are seen to occur from around 50 A con-
tinuing to 240 A. This corresponds to a temperature range of
75-240 K.
tetrahedral ordering reached in SPC/E is slightly higher than that found
in the MCFM model, and the plateau is reached at a higher temperature
of approximately 200K. It should be noted that the melting point of the
SPC/E model at 1 bar was found to be 225 5K[127].
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Figure 5.9: Tetrahedral order parameter as a function of temperature for
system of SPC/E water.
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The distribution of tetrahedral order parameter values along the direc-
tion of the temperature gradient is plot in gure 5.10. The distribution
of values in the SPC/E model exhibit the same behaviour as the MCFM.
Due to the wider temperature range in this simulation, the overall trend
is more obvious. The distribution of Q values remains static in the region
corresponding to 75-200 K, where the peak value is higher and the distri-
bution is narrow. From 200-325 K the distribution broadens out and the
peak value decreases. This broadening appears to occur more rapidly than
in the MCFM simulations.
It may be speculated that the broadening of the distribution of order
parameter values corresponds to the rapidity of the rearrangement of the
hydrogen bond network in water. It may be of future interest to explicitly
observe the hydrogen bond rearrangement dynamics of the two models in
relation to the variance of the tetrahedral ordering.
The thermal conductivity was calculated as a function of temperature
using the same method as for the MCFM simulations and is presented as a
function of temperature in gure 5.11. A regression analysis was performed
over 5 points along the temperature prole in order to obtain the gradient
at each point in the cell and then a running average was taken to further
reduce the noise. It should be noted that while the standard error reects
the procedure just outlined, unlike the MCFM simulations there is no error
associated with the continuity expression for the heat ux (3.13), since
the energy input/output U is identical at each timestep. However it is
expected that there should be an error associated with the microscopic
heat ux locally in the system. However, for this system the microscopic
expression for the heat ux was not computed. Therefore an estimate of
the error on the total microscopic heat ux was obtained from the MCFM
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Figure 5.10: Distribution of tetrahedral order parameter values for SPC/E
water along the direction of the temperature gradient.
simulations at 275-375 K, which used a similar value for the total ux. This
is reected in the error bars in gure 5.11.
It can be seen that the thermal conductivity calculated in this way varies
over a small range of values (  0:85 0:9 Wm 1K 1) and is systematically
higher than that calculated for the MCFM. It is unclear as to whether or not
the anomalous increase of thermal conductivity is present at temperatures
greater than the melting point for SPC/E at this pressure. There appears
to be a minimum in the thermal conductivity at  230 K. There does not
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Figure 5.11: Thermal conductivity as a function of temperature obtained
for NEMD simulations of SPC/E water
appear to be a signicant or sudden change in the thermal conductivity as
the glassy region is approached.
5.5 Conclusions
The hydrogen bonding contribution to the microscopic heat ux vector was
computed in non-equilibrium molecular dynamics simulations for various
temperature ranges for water modelled using the Modied Central Force
Model using a radial distribution based criteria for the identication of the
hydrogen bond interaction. It was found that the energy transferred through
this interaction contributes signicantly to the total heat ux,  30  40%.
It was also observed that at lower temperatures the potential contribution
to the heat ux vector (see equation (1.44)) through this interaction ac-
tually yields a negative contribution, i.e. energy transferred through this
interaction propagates in the opposite direction to the total heat ux.
It was noted that long lived uctuations in the density prole were present
at very low temperatures. This was interpreted as the water being in a
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supercooled glassy state. The tetrahedral order parameter was calculated
along the direction of the temperature gradient and was found to increase
as the temperature is lowered until a maximum value is reached. This
value was found to be less than that of hexagonal ice. The distribution of
tetrahedral order parameter values was also calculated and a broadening of
the distribution was observed as the average value decreases.
The thermal conductivity was also calculated along the direction of the
temperature gradient. An increase in the thermal conductivity with temper-
ature was observed, in agreement with previous studies of this model [100].
For the 100-350 K temperature range a rapid increase was observed across
the region at the interface between liquid and `glassy' water. However, the
increase itself was small.
A system of SPC/E water under a temperature gradient was also studied.
The tetrahedral ordering was computed for this model and the ordering was
qualitatively similar to the MCFM simulations. Long lived uctuations were
also present in the density prole below 200 K. The thermal conductivity
was computed but a signicant dierence across the region at which the
uctuations occur was not observed. The thermal conductivity predicted by
SPC/E was larger than that obtained for the MFCM. It should be noted that
in order to obtain better statistics for the thermal conductivity an ensemble
average taken over many initial congurations would remove the eect of the
density uctuations from the calculation of the local temperature gradient.
Subsequent investigations should further characterise the glassy state by
analysis of the diusion coecient. It would also be of interest to investigate
the hydrogen bond rearrangement dynamics with respect to the variance of
the tetrahedral order parameter values.
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CHAPTER
SIX
NEMD SIMULATIONS OF LIQUID/VAPOUR AND
SOLID/VAPOUR INTERFACES: INTERFACIAL
THERMAL RESISTANCE
6.1 Summary
A series of steady-state non-equilibrium molecular dynamics simulations of
a monatomic Lennard-Jones system were undertaken in which a tempera-
ture gradient was applied across a liquid/vapour and solid/vapour interface
in order to investigate the interfacial thermal resistance exhibited by these
systems. To remove the eect of capillary waves from the liquid/vapour
interface the intrinsic sampling method was employed[66]. Temperature
proles calculated with respect to the intrinsic surface reveal that the tem-
perature drop associated with the interfacial thermal resistance occurs in
the region immediately in front of the surface in the vapour phase, where
a peak in the density corresponds to atoms adsorbed on the liquid surface.
Similar behaviour is observed in the solid/vapour case. The interfacial ther-
mal resistance was calculated for a number of dierent temperatures.
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6.2 Introduction
Energy transport across nanoscale interfaces is a problem of signicant in-
terest both practically and theoretically. For many current technologies the
management of energy transport in the form of heat is of utmost impor-
tance; for example in microelectronics as well as chemical processes such
as catalysis. Recently with the advent of ever more advanced experimental
techniques in the characterisation of thermal transport across interfaces, for
example spatial and temporally resolved calculation of thermal conductivi-
ties at semiconductor interfaces using pump-probe lasers[128] and the calcu-
lation of the interfacial thermal resistance of colloidal metal particles[129],
it becomes increasingly important to obtain a microscopic picture of the
mechanism mediating thermal transport at interfaces.
This work investigates the origin of interfacial thermal resistance at liq-
uid/vapour and solid/vapour interfaces. When an energy ux is applied
across the interface between two phases, there is a resulting discontinuity
in the temperature prole at the interface. The interfacial thermal resis-
tance is dened as the ratio between the temperature dierence across the
interface and the energy ux density in the system. It is also known as the
Kapitza resistance.
RK = T=Jq (6.1)
Where T is the temperature dierence across the interface and Jq is the
heat ux normal to the surface. The inverse of the Kapitza resistance, or
thermal conductance, G, is often considered, and can be expressed in a form
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analogous to Fourier's law of heat conduction.
Jq = GT (6.2)
Such a thermal resistance was originally postulated for liquid helium/solid
systems and was rst measured by P. Kapitza in 1941 for liquid helium/Cu
interfaces [130][131].
The case of thermal resistance in liquid helium/solid interfaces is of partic-
ular importance for experimentation at low temperatures, and has been the
subject of extensive studies[132]. Later studies focused on the resistance at
the interface between non-quantum solids at low temperatures, for example
sapphire and indium[133]. In the following section theoretical descriptions
valid for solid/solid and liquid helium/solid interfaces are discussed.
6.2.1 Theoretical Models of Thermal Boundary Resistance
There are two theoretical models describing the thermal boundary resistance
in materials, the acoustic mismatch model and the diuse mismatch model.
These theories assume that thermal transport at the interface is entirely
due to phonon transport and as such are suitable for describing the thermal
resistance at solid/solid interfaces.
The acoustic mismatch model assumes the interface to be planar, and
that the two materials are isotropic and can be described by continuum
acoustics. In this theory phonons incident on the interface are assumed
to be either transmitted or reected. The expression for the number of
phonons with energy between ~! and ~(!+d!) incident on a small area dA
with an angle of incidence between 1 and 1 + d1 per unit time is given
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by[134, 131]
1
2
X
j
c1:jN1;j(!; T ) cos 1 sin 1d1dAd! (6.3)
where c1;j cos 1 is the normal component of the velocity of phonon mode
j, N1;j(!; T )d! is the number density of phonons of mode j with energy
between 1 and 1+d1 and the sum is taken over all phonon modes, where
mode refers to a specc point on the dispersion relation of the material
considered.
N1;j(!; T )d! is given by the phonon density of states and the Bose-
Einstein distribution,
N1;j(!; T )d! =
1
22c31;j
!2d!
(e~!=kBT   1) (6.4)
The rate of energy transfer across the interface due to phonons incident
from side 1 at a given temperature is then the integral over the above
expression multiplied by the phonon energy and the transmission coecient
1;2(; T; j; !),
_Q1;2(T )
A
=
1
2
X
j
Z =2
0
Z !max
0
N1;j(!; T )~!c1;j
 1;2 cos  sin dd!
(6.5)
Therefore the net energy ux across the interface is the dierence between
the two rates on either side of the interface. The thermal boundary conduc-
tance can then be written as,
G =
_Q1;2(T2)  _Q2;1(T1)
A(T2   T1) (6.6)
The transmission coecient 1;2 determines the probability that a given
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phonon mode will be transmitted. It is in principle a function of the angle
of incidence , the phonon frequency ! and the phonon mode j. Evaluation
of the transmission coecient is the main diculty in determining the rate
of energy transfer. The integration of (6.5) is performed by considering
the transmission coecient for longitudinal phonons as analogous to that
of acoustic waves[134].
The solution of equation (6.6) shows that the interfacial boundary re-
sistance is proportional to T 3[134]. However, experimental studies have
shown deviations from this behaviour [131]. For Helium/solid interfaces the
acoustic mismatch theory tends to overpredict the obtained experimental
values for the thermal boundary resistance. This has been attributed to
defects and impurities at the interface that increase the phonon coupling
between phases[135].
The acoustic mismatch model does not consider phonon scattering at the
interface and so is only expected to hold for low temperatures. At higher
temperatures and for imperfect interfaces phonon scattering is likely to oc-
cur and so the acoustic mismatch model is expected to break down. In
order to account for this, Pohl and Swartz developed the diuse mismatch
model where it is assumed that all phonons are elastically scattered at the
interface[131]. This means that a phonon incident at the interface is trans-
mitted as a phonon with equal frequency independently of the angle of
incidence. This greatly simplies the calculation of the transmission coe-
cient. The T 3 dependence is retained in the diuse mismatch model but
predicts lower values for Helium/solid interfaces than the acoustic mismatch
model. Resistances do not dier greatly for the solid/solid case[135].
Studies have shown that the diuse mismatch model does not correctly
describe heat transfer at room temperature interfaces[136]. All of the theo-
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retical approaches discussed do not explicitly consider the structure of the
interface itself. Also both of the models only consider the transport of heat
via the transmittance of phonons. This approach is not necessarily expected
to hold for other types of interface such as liquid/vapour or solid/vapour,
where the energy transport cannot be described by phonon coupling. There-
fore alternative approaches are required to tackle this problem. Below a
computational approach is outlined.
6.2.2 Computational Studies of Thermal Boundary
Resistance
For acoustic mismatch theory the conductance at the solid/solid interface
can be written in the form,
G =
1
2
X
j
Z =2
0
Z !max
0
c1;j1;2(; T; j; !)~!
dN1;j(!; T )
dT
cos  sin dd!
(6.7)
For temperatures above the Debye temperature, the change in density of
states with temperature becomes linear, dN(!; T )=dT  1. This justies a
classical treatment such as the use of molecular dynamics simulations. From
this comparisons can be made to the results from the acoustic mismatch and
diuse mismatch models at high temperature[135].
Non-equilibrium molecular dynamics studies have taken place investigat-
ing interfacial boundary resistance for solids at high temperatures[135, 137].
In these studies coupling between the two phases was investigated by vary-
ing the mass in one of the phases such that the vibrational density of states
changes with respect to one phase, or by introducing grain boundaries or a
lattice mismatch between the two phases. These simulations oer a more
detailed picture of the eect of the interface itself on the interfacial resis-
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tance than that obtained by only using the acoustic or diuse mismatch
model, in which the structure of the interface does not feature, but instead
only deal with the way in which phonons are transmitted from one phase
to the other. The methodology behind these simulations involves imposing
a heat ux across the interface by adding/extracting kinetic energy from
thermostatted regions in the simulations cell (see section 2.2.2 for more
details). Schelling et al. have also studied the eect of individual wavepack-
ets incident on the interface in order to directly observe phonon scattering
events[137].
Molecular dynamics simulations have also been used to study the thermal
boundary resistance of liquid/solid interfaces[138, 139]. These studies focus
on the interactions between the solid and liquid, and hence the wetting of
the solid, on the thermal boundary resistance. As well as non-equilibrium
simulations, where a constant heat ux is imposed on the system perpendic-
ular to the interface, Barrat and Chiaruttini also use a Green-Kubo formula
for the determination of the resistance under equilibrium conditions[139].
1
RK
=
1
SkBT 2
Z 1
0
dthq(t)q(0)i (6.8)
where S is the area of the interface and q(t) is the energy ux across the
interface. In the same paper, the `Kapitza length' is dened as
lK = RK (6.9)
where  is the thermal conductivity of one of the phases. This determines
the length scale over which eects due to the thermal resistance are mea-
surable. This is analogous to the slip length in systems where shear ow
is present. These studies show that the wetting of the liquid on the solid
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surface has a signicant eect on the thermal boundary resistance. The
available theoretical models do not include properties of the interface de-
pendent on the interactions between the two phases.
In the work presented here, the thermal boundary resistance of liquid/vapour
and solid/vapour interfaces is investigated using non-equilibrium molecular
dynamics simulations. In these systems, the manner in which energy is
transferred is dierent between the two phases. For the vapour phase the
principle method of energy transfer is the transport of kinetic energy, i.e.
the kinetic energy term in the microscopic heat ux vector. For liquids and
solids, the energy transport is primarily due to collisions between particles,
i.e. the collisional term in the microscopic heat ux vector (although in the
solid case these interactions result in collective vibrational modes). There-
fore the coupling between the two phases is expected to be poor, resulting
in large values for the interfacial thermal resistance.
In this work the eect of the structure of the interface itself on the ther-
mal boundary resistance is investigated. In order to gain further insight
regarding the atomic structure of the interface in the liquid/vapour case,
the recently developed intrinsic sampling method is employed in order to
remove the eects of capillary waves due to thermal uctuations from the
density and temperature proles[66]. The next section will outline capillary
wave theory and provide details of the intrinsic sampling method.
6.3 Methodology
For uid-uid interfaces capillary waves will be present. Capillary waves are
thermal uctuations that result in a loss of structural detail in interfacial
systems as well as imposing a dependence on the cross-sectional area on the
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width of the interface. The intrinsic density prole is the unambiguous sur-
face prole and is sampled using the intrinsic sampling method, as discussed
in [66].
6.3.1 Capillary Wave Theory
For interfacial area A0, Capillary wave theory (CWT) postulates that the
liquid surface can be mathematically represented by the intrinsic surface,
z = (R; qu) ; R = (x; y) (6.10)
with NS molecules lying on sites at R. The wavevector cuto qu determines
the resolution of the surface.
The intrinsic density prole is dened as the density prole calculated
with respect to the instrinsic surface,
(z; qu) =

 1
A0
NX
i=1
(z   zi + (Ri; qu))

(6.11)
where (Ri; zi) is the set of coordinates of a given conguration. The average
density prole is approximated by a Gaussian convolution with the intrinsic
prole,
(z) =

 1
A0
NX
i=1
(z   zi)


Z
dz0(z   z0; qu)P (z0)
(6.12)
where P (z) is a Gaussian probability distribution,
P (z) =
1p
2(A0; qu)
exp
   z2
2(A0; qu)

(6.13)
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the width of which is given by the uctuating position of the intrinsic sur-
face.
(A0; qu) =< (  <  >)2 > (6.14)
It is this average density prole which is observed in simulations when the
intrinsic prole is not considered, such that the structure at the interface is
`blurred' out by the Gaussian thermal uctuations.
The intrinsic surface can be written as a Fourier expansion where the
explicit dependence on the wavevector cuto qu becomes clear[66],
(R; qu) = ^0 +
X
0<jqj<qu
^qe
iqR (6.15)
It should be noted that it is physically meaningless to dene qu = 2=u
for capillary wavelengths smaller than the molecular diameter , since the
intrinsic surface would then be constructed with a resolution higher than
the molecules comprising the interface.
For simulations with periodic boundary conditions, the allowed wavevec-
tor values are q = 2(; )=Lx where Lx is the width of the simulation cell
(assuming that the cross-sectional area of the cell is A0 = L
2
x) and  and 
can take integer values 0;1;2; : : : .
6.3.2 Constructing the Intrinsic Surface
In this method the intrinsic surface is constructed by rst identifying the
set of NS atomic sites comprising the surface layer of atoms then using
the positions of the sites to construct the Fourier series representing the
continuous intrinsic surface[66].
The set of NS atomic sites Ri comprising the surface layer is identied
by performing a percolation analysis in the bulk liquid. A graph traversal
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algorithm is used to exclude the vapour particles and overhangs into the
vapour phase from the surface if the number of neighbours P is less than
3 within a radial distance RP = 1:6. This identies a percolating cluster
from which the NS surface sites will be selected.
A rst estimate of the intrinsic surface is initially constructed by iden-
tifying a small number of N
(0)
S sites by dividing the transverse area of the
system cell into a square grid of N
(0)
S regions, and selecting the atom in each
region which most protrudes into the vapour phase.
An iterative process is then performed to construct the intrinsic surface
and select the remaining surface sites. The intrinsic surface passes through
all NS surface sites while minimising the surface area. It can be constructed
by minimising the function,
W  1
2
NSX
1
(zi   (Ri))2 + A0
2
X
jqj<qmax
q2j^qj2 (6.16)
where the wavelength cuto qmax, is chosen to be close to 2=. When the
number of surface sites is less than the number of free variables required to
determine the set of Fourier coecients ^q, there are multiple solutions for
the minimisation ofW when the parameter  is set to zero. Giving  a small
value corresponds to minimising W for a surface with a small (negligible)
detachment from the surface sites but yields a unique solution.
In this formulation the intrinsic surface (R) is represented as the sum of
the product of sine and cosine functions such that,
(R)  (x; y) =
X
2+2n2max
af(x)f(x) (6.17)
where f0(x) = 1, f(x) = cos(2x=Lx) and f (x) = sin(2x=Lx)
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for  > 0 where the indices run from  nmax to nmax such that qmax =
2nmax=Lx. The minimisation of W with respect to the coecients yields
the following set of linear equations,
X
0;0
NSX
i
f0(xi)f0(yi)f(xi)f(yi)

a00
+ (2)2(2 + 2)a
=
NSX
i=1
f(xi)f(yi)
(6.18)
which are solved numerically to obtain values for coecients a . Once the
coecients are known the position of the intrinsic surface in the z-axis for
any R = (x; y) can be found from equation 6.17. At the highest resolution
q = qmax, the surface sites are represented in the density prole as a delta
function at z = 0.
The iterative process used to calculate the nal surface is performed by
calculating the initial estimate of the surface for the N
(0)
S initial sites. Next
a search is performed among the percolating cluster that identies the site
closest to the intrinsic surface that is not part of the set of surface sites used
in construction of the intrinsic surface. This site is incorporated into the set
of NS surface sites and the intrinsic surface is recalculated. This process is
iterated until an optimum value of the surface layer density nS = NS=A0,
or occupancy number, is reached.
In this analysis a number of values for the occupancy are used for each
set of simulations in order to observe the eect of increasing surface density
on the intrinsic proles.
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6.3.3 Simulational Details
Non-equilibrium molecular dynamics simulations were performed on a sys-
tem of Lennard-Jones particles in an orthogonal simulation cell. The formu-
lation of Ikeshohji and Hafskjold[90] was used to generate a heat ux across
the system cell (HEX algorithm). Here kinetic energy is added/extracted to
all atoms in predened regions at a constant rate by rescaling the velocities
in dened hot and cold regions, keeping the momentum constant in each
region. By setting the input/output rates the same a constant heat ux
can be set up in the system, leading to a steady-state temperature gradient.
For more details regarding this algorithm the reader is referred to section
2.2.2. All simulations were performed using a shifted Lennard-Jones poten-
tial with a cut-o of 2:5 (see section 2.1.3), using a timestep of 0:0025t in
reduced units[25]. Reduced units will be used for all quantities throughout
this chapter, i.e the units of length will be measured in units of , energy
in units of  and mass in units of m. All other quantities are derived from
these basic units. For example the reduced density  = 3. For a glossary
of conversions from real to reduced units see table 6.1. It is noted that in
the rest of this chapter the asterisk has been dropped from all quantities ex-
cept the temperature and density. However, reduced units are still assumed
unless indicated.
Two sets of computations were performed. The rst was a set of four
simulations with average temperatures of T  = 0:6; 0:7; 0:8; 0:9. For the
rst set of simulations a bulk system of N = 34560 Lennard-Jones particles
at reduced density  = 0:8 was simulated at the given temperature and
was allowed to equilibrate. The interface was generated by expanding the
simulation cell in the z direction such that the nal dimensions of the system
cell (in units of ) were Lx = Ly = 20:5197, Lz = 256:495. This system
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Glossary of Reduced Units
t = t
 

m2
1=2
r = r=
 = 3
T  = TkB=
_Q = _Q
( 
m2
) 1=2

Jq = Jq
( 
m2
) 1=22

 =  
( 
m2
) 1=2kB
Table 6.1: Table of conversions from real to reduced units in terms of
Lennard-Jones parameters (see section 2.1.3) where _Q is the rate
of input of energy in thermostatted regions, Jq is the heat ux
density and  is the thermal conductivity and the other symbols
have their usual meaning.
was then allowed to equilibrate in the NVT ensemble for a further 5 105
timesteps in order to obtain liquid-vapour equilibrium.
The thermostatted regions were then set up by creating a region of energy
extraction (cold region) in the centre of the liquid slab and adding energy
in the centre of the vapour phase (hot region). The ux in the system is
given by
Jq;z =
_Q
2L2x
(6.19)
Where _Q is the rate of input of kinetic energy. For the rst set of simulations
_Q = 10. For argon, the corresponding energy ux density in this system
in SI units is 7:6 107 Wm 2.
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Figure 6.1: Density proles for systems T  = 0:6; 0:7; 0:8; 0:9.
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Figure 6.2: Temperature proles for systems T  = 0:6; 0:7; 0:8; 0:9. The
solid line represents the overall temperature at each point in the
system. The dashed line is the component of the temperature
calculated using the z-component of the velocity. See discussion
below.
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6.4 Results
6.4.1 Averaged Proles
Figures 6.1 and 6.2 show the density and temperature proles respectively.
It is noted that the average temperature in the gas phase increases with
decreasing average temperature across the whole cell. This is due to the
decrease in density in the gas phase with decreasing temperature at the
interface, as given by the equilibrium liquid-vapour coexistence curve of a
Lennard-Jones system. In the NEMD method used here, the rate of energy
input is constant, therefore more kinetic energy is gained per particle as
the vapour density decreases, leading to a higher temperature in the vapour
phase at the hot thermostat.
In gure 6.2 the temperature prole calculated using only the z-component
of the velocities is also shown. It can be seen from the proles along the
z-axis that equipartition is not fullled for particles in the vapour phase of
the lower temperature systems. It is believed that this is due to the mean
free path of atoms in the less dense vapour phases being greater than the
distance between the interface and the hot thermostatted region, where the
mean free path is dened as the average distanced traveled by a particle
before a collision is occurred. Therefore the particle does not have time to
thermalise along the direction of the gradient before it reaches the inter-
face, or vice versa, due to there being an insucient number of collisions.
This eect does not occur in the other directions due to the periodicity
of the cell acting to increase the distance between the two thermostats.
Table 6.2 shows the average densities in the vapour phase and the corre-
sponding mean free path length estimate calculated from kinetic theory as
l = (2
p
2) 1[140]. As the mean free path becomes comparable with the
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distance from the thermostat to the liquid slab, the dierence in tempera-
ture increases.
T  v lv/
0.9 0.033 6.8
0.8 0.016 14.1
0.7 0.0054 41.7
0.6 0.0013 173.1
Table 6.2: The average density in the vapour phase, v and the correspond-
ing mean free path estimate lv for systems with varying T
. The
rate of energy input/output for these systems was _Q = 10 and
the length of the simulation cell was Lz = 256:5.
In order to overcome this eect for lower temperatures, additional systems
were prepared with a much greater cell length in the z-direction. This
enabled a greater volume in the vapour phase than the previous runs, such
that the distance from the `hot' thermostatted region in the vapour phase
to the interface was suciently larger than the mean free path for this
vapour density. In these simulations Lx = Ly = 22:23, Lz = 1367:98 with
N = 27040. A lower value of _Q = 5 was chosen. Two simulations were
performed with temperatures at the interface of T  = 0:6 and T  = 0:7.
Figure 6.3 shows the temperature proles for both systems. The discrep-
ancy between the overall temperature calculated using the velocity com-
ponents in each direction and the temperature calculated using just the z
component of the velocity is still present far from the interface, but is re-
duced in magnitude. The intrinsic proles are calculated distances within
10 of the interface. For these distances the discrepancy in temperature
is not discernible within the uctuations. The intrinsic proles for these
simulations were then calculated.
For each production run of 15  106 steps in the stationary state, the
temperature of the system as a function of time was monitored for possible
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Figure 6.3: Temperature prole along direction of thermal gradient for
larger T  = 0:6 and T  = 0:7 systems. The solid line repre-
sents the overall temperature at each point in the system. The
dashed line is the temperature calculated using the z-component
of the velocity. Equipartition appears to hold in the region close
to the interface, but fails at longer distances. Consistent with
previous simulations, this eect is less prominent in the higher
temperature simulation. The length of the simulation cell was
Lz = 1367:98
temperature drift. There were expected uctuations in the temperature but
no net temperature drift was observed in any of the runs over the period of
15 106 steps.
6.4.2 Intrinsic Proles
The intrinsic density and temperature proles were computed with respect
to the intrinsic surface (R) calculated for each conguration using the
intrinsic sampling method as outlined in section 6.3.2. The intrinsic proles
were calculated with respect to intrinsic surfaces with varying occupancy
149
-6 -4 -2 0 2 4
z
0
0.5
1
1.5
T
Occup. 0.40
Occup. 0.50
Occup. 0.60
Occup. 0.70
Occup. 0.80
Occup. 0.90
Occup. 1.00
0
0.5
1
1.5
ρ
-6 -4 -2 0 2 4
z
0.5
1
1.5
T
Occup. 0.40
Occup. 0.50
Occup. 0.60
Occup. 0.70
Occup. 0.80
Occup. 0.90
Occup. 1.00
0
0.5
1
1.5
ρ
Figure 6.4: Intrinsic density and temperature proles for systems with _Q =
5, with interfacial temperatures of T   0:6 (top) and T   0:7
(bottom). The intrinsic proles for each occupation number are
shown.
numbers, where the occupancy is given by nS = NS=A0. For the higher
temperature systems reported here (T  = 0:8; 0:9), the occupancy ranges
from 0.40 to 0.70. For the lower temperature systems, (T  = 0:6; 0:7) the
occupancy ranges from 0.40 to 1.00.
The intrinsic proles for the T  = 0:6; 0:7 systems are shown in gure 6.4.
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Figure 6.5: Intrinsic density and temperature proles for systems with _Q =
10, with interfacial temperatures of T   0:8 (top) and T  
0:9 (bottom). The intrinsic proles for each occupation number
are shown.
The intrinsic proles for the T  = 0:8; 0:9 are shown in gure 6.5. The delta
function peaks in the density proles at z = 0:0 are due to the NS surface
sites. The oscillations in the liquid phase represent the ordered layers of
atoms in the liquid with respect to the intrinsic surface. It can be seen in
the intrinsic density proles that the molecular peaks in the liquid become
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more dened as the occupancy is increased, indicating that the optimum
value is being approached. This is in accordance with the results reported
in [66]. The temperature proles remain largely unchanged by the increase
in occupancy.
6.4.3 Interfacial Thermal Resistance
It can be seen from the intrinsic proles shown in gures 6.4 and 6.5 that
the reduction in temperature associated with the thermal boundary resis-
tance at the interface actually occurs in the vapour phase in front of the
surface layer. The reduction in temperature is especially prominent for the
low temperature simulations. For higher temperatures the dierence in tem-
perature between the two bulk phases becomes less distinct, as exemplied
by the T  = 0:9 case. This is in accordance with the average temperature
proles shown in gure 6.2.
In all simulations the resistance manifests itself not as a discontinuity
in the temperature gradient at the surface but instead as a increase in
the temperature gradient over a small length scale of a few atomic radii
immediately in front of the surface.
Comparing the region over which the temperature gradient decreases with
the density prole, it can be seen that this region coincides with a peak in
the density prole in the vapour phase, i.e. for z < 0. While small compared
to the bulk liquid, the peak is large in comparison to the bulk density of
the vapour. This peak may be considered to be caused by single particles
adsorbed at the interface that are not part of the NS surface sites belonging
to the percolating cluster.
Since the thermal resistance manifests itself as a rapid but smoothly vary-
ing change in the temperature gradient over a distance of a few atomic
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radii, it may be considered that instead of assigning a thermal conductance
or resistance to the interface itself, a distinct thermal conductivity can be
assigned to the region over which the increase in thermal gradient occurs.
The thermal conductivity in this region will be small compared to both bulk
phases.
The thermal gradient in this region is decreased when the peak in the
density prole immediately in the front of the interface is larger, as in the
T  = 0:8 and T  = 0:9 cases compared to the T  = 0:6 and T  = 0:7 cases,
where the density peak is lower.
Figure 6.6: Representative surface conguration for T  = 0:8. Cyan atoms
are atoms at the surface, blue atoms are the rst layer into the
vapour phase, and yellow atoms are the rst liquid layer.
A visual representation of the conguration of particles corresponding to
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peaks either side of z = 0:0 in the intrinsic density proles is shown in gure
6.6. In this gure, cyan particles are those belonging to the NS surface sites,
i.e. at zi = 0:0, where zi is the position with respect to the intrinsic surface.
The yellow particles are those corresponding to 0:7  zi < 1:7, the rst
liquid layer, and the blue particles 0:7  zi < 1:7  2:7  zi < 0:0. These
values were obtained using the intrinsic density prole for the maximum
occupancy of 0.7. The blue particles correspond to those adsorbed on the
interface on the side of the vapour phase but are not considered to be part
of the percolating cluster to which the NS surface sites belong.
Due to the reduction in density in the immediate vicinity of the delta
function representing the NS surface sites at z = 0:0, the statistics for the
temperature prole become worse in this region. Therefore it was decided
to calculate the proles with respect to a surface constructed using less than
the maximum number of wavevectors in order to accurately obtain the value
of the temperature in the immediate vicinity of the surface.
For the results illustrated previously, the maximum number of wavevec-
tors used in the Fourier series representing the surface was qmax = 20. This
value was chosen in relation to the width of the simulation cell and the den-
sity in the liquid phase, such that the maximum resolution of the intrinsic
surface is dened by the spacing between atoms.
The resolution of the intrinsic surface is lowered by truncating the Fourier
series representing the surface at less than the maximum number of wavevec-
tors. In doing so the delta function peak at z = 0:0 in the density prole
becomes an increasingly broader distribution[66]. Therefore the particle
density in the immediate vicinity of z = 0:0, i.e. at z  1:0 is non zero.
For T  = 0:6 and T  = 0:8 the surface was constructed by truncating the
Fourier series at qmax=2 = 10. The delta function representing the surface
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Figure 6.7: Intrinsic density and temperature proles constructed using
Fourier series truncated at qmax=2. The statistics for the tem-
perature prole in the region of the surface are increased.
atoms has broadened out, and there is now less noise in the temperature
prole about z = 0:0. This is shown in gure 6.7. In particular the noise is
reduced in the T  = 0:6 prole. It can be seen that the temperature at the
interface varies smoothly as in the bulk liquid. This further illustrates that
the reduction in temperature occurs before the surface.
The value of the interfacial thermal resistance for each system simulated
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Interface T  Lx/ Lz _Q V L=S RK
Liquid/Vapour 0.6 20.5 256.5 10 0.23 6.67 148.3
Liquid/Vapour 0.7 20.5 256.5 10 0.39 5.71 47.5
Liquid/Vapour 0.8 20.5 256.5 10 0.55 5.00 29.2
Liquid/Vapour 0.9 20.5 256.5 10 0.63 4.29 14.2
Liquid/Vapour 0.6 22.2 1368.0 5 0.65 6.53 94.1
Liquid/Vapour 0.7 22.2 1368.0 5 0.72 6.00 62.7
Solid/Vapour 0.5 19.0 1900.0 1 0.18 9.33 821.4
Table 6.3: Summary of thermal conduction properties calculated for all sys-
tems simulated in this work, including the thermal conductivities
in the vapour phase (V ) and liquid/solid phase (L=S) and the
interfacial thermal resistance (RK = T=Jq). The rate of energy
input ( _Q) is also listed along with the system dimensions and
temperature at the interface. All quantities are in reduced units.
in this section is shown in table 6.3 along with the thermal conductivities
of the respective bulk phases. For the liquid/vapour case the interfacial
thermal resistance decreases with increasing temperature, changing by an
order of magnitude as T  increases from 0.6 to 0.9. This is accompanied
by an increase in the thermal conductivity in the gas phase due to the in-
crease in density. The thermal conductivities in the liquid phase are in
good agreement with the experimental values for argon obtained from the
NIST data for the coexistance state at the given temperature[81]. For ex-
ample, the thermal conductivity calculated for argon from this simulation
for T  = 0:7 ! T = 84 K is L = 0:11 Wm 1K 1 while the experimental
value is L = 0:13 Wm
 1K 1. Due to the presence of the temperature jump
the values for the vapour at the same coexistence temperature as the liquid
cannot be used, since the vapour is at a higher temperature.
Previous studies have found that the interfacial thermal resistance asso-
ciated with Lennard-Jones liquid/solid interfaces around T  = 1:0 to be
 6:8[139]. At low temperatures in the liquid/vapour case the thermal re-
sistance can be an order of magnitude above this value and in solid/vapour
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case (see section 6.4.4 below) up to two orders of magnitude larger.
6.4.4 Solid/Vapour Interface
In order to further investigate the eect of the interfacial structure on the
thermal resistance it was decided to perform simulations for the solid/vapour
case. In this case the interface itself is non-uctuating since it does not ex-
perience capillary waves. However, there is an inherent roughness associated
with the surface due to adsorbed particles. In this case it is also instructive
to observe the microscopic location of the associated drop in temperature.
In this simulation the solid phase was prepared as an FCC lattice with
s = 1:0 and lattice spacing a0 = 1:587. The vapour phase was initially
prepared with a density of v = 0:0015 and the system was then allowed
to equilibrate at T  = 0:5. The total number of particles in this system
was N = 34848. Due to the anticipated low density and hence higher
mean free path in the vapour phase, the dimensions of the system cell were
Lz = 100Lx = 100Ly with Lx = 19. This was required in order to minimise
the eects discussed above related to the equipartition of energy in the
direction of the thermal gradient.
In the non-equilibrium simulations, the rate of energy input/output was
_Q = 1:0, hence the ux in this system was signicantly lower than that of
the liquid/vapour interfaces. This was in order to impose a temperature
gradient such that the temperature in the condensed phase at the interface
was below the triple point, and the solid/vapour interface would remain
intact. The triple point of the shifted Lennard-Jones model has been found
to occur at T  = 0:617[141].
Figure 6.8 shows the temperature and density proles for the solid/vapour
simulations. In this case the structure of the interface is markedly dierent
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Figure 6.8: Density (dashed line)and temperature (solid line) proles for
the solid/vapour case.
from that of the liquid. The lattice structure in the solid phase can be
clearly seen as oscillations in the density prole. The oscillations reduce in
magnitude as the interface is approached and steadily decrease for 7 atom
planes, but the lattice structure is clearly still visible, even at low density.
This may be considered to be due to particles adsorbed on the surface that
still remain in lattice positions. Figure 6.9 shows a sample conguration of
the interface. The nal vapour density at the interface is v = 0:0004.
It can be seen that the drop in temperature at the interface is more
rapid than that seen in the intrinsic analysis of the liquid/vapour case and
occurs over distances of one sigma. In the liquid/vapour case the drop in
temperature is seen to occur over distances longer than one atomic radius,
corresponding to the width of the peak of adsorbed atoms at the interface.
In this case the temperature change occurs in front of the bulk solid, at
the rst peak in density out of the vapour phase. This is analogous to the
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Figure 6.9: Sample conguration showing the solid/vapour interface viewed
from the side. The inherent roughness of the interface is clearly
visible, but the atoms remain in atomic planes.
liquid/vapour case.
The interfacial thermal resistance for this system was calculated as RK 
821 (see table 6.3). This is found to be two orders of magnitude greater than
previous results obtained for the liquid/solid interface[139]. This may be in-
terpreted as due to the dierence in the mechanism of thermal transport
between each phase. In the vapour phase energy is transferred via kinetic
energy (ballistic transport). However, in the solid phase energy is propa-
gated due to collective motion of the constituent atoms (e.g. phonons). The
thermal conductivities for both phases were also calculated, with the ther-
mal conductivity in the solid phase approximately two orders of magnitude
higher than the vapour phase. This is further indicative of the dierence in
mechanism of heat transfer between the two phases.
6.5 Conclusions
Non-equilibrium molecular dynamics simulations were performed in order to
investigate the interfacial thermal resistance associated with liquid/vapour
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and solid/vapour interfaces. In both cases signicant interfacial thermal re-
sistance was observed (see table 6.3), with the value of interfacial thermal re-
sistance increasing with decreasing temperature. This also corresponded to
a decrease in density of the vapour phase. The calculated quantities for the
interfacial thermal resistance are in all cases higher than values previously
obtained for the liquid/solid interface for the Lennard-Jones system[139],
and at lower temperatures may be up to an order of magnitude greater in
the liquid/vapour case.
In order to investigate the ne structure of the interface in the liquid/vapour
case, the intrinsic sampling method was employed to construct the intrinsic
surface and hence obtain the intrinsic density and temperature proles. It
was found that in the liquid/vapour case the drop in temperature occurs
before the interface itself and is associated with a density peak of atoms
adsorbed at the interface but are not part of the bulk liquid. Rather than
exhibiting discontinuity in the temperature prole the temperature drop is
smooth and occurs over the distance of a few atomic radii. Therefore in-
stead of a thermal resistance or conductance associated with the interface,
a thermal resistivity or conductivity may be assigned to this region instead.
It is presently unclear as to the physical origin of the temperature drop in
this region, but the rate at which particles evapourate/condense from this
region may be related to the thermal transport properties and hence to the
change in thermal conductivity.
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CHAPTER
SEVEN
CONCLUSIONS & FUTURE WORK
7.1 Conclusions
Presented in this thesis is a study of the thermal transport properties of
a number of systems using the methodology of non-equilibrium molecular
dynamics. It is considered that this work presents several new contributions
to our understanding of thermal transport in nanoscale systems.
Studies of the non-equilibrium coupling eects in liquid water have been
extended and the non-equilibrium response of water to a temperature gra-
dient in the form of induced polarization has been quantied and the be-
haviour predicted by non-equilibrium thermodynamics has been veried[13,
100]. In addition to this analysis, it has been shown that it is possible to ob-
tain a range of thermal conductivity values corresponding to dierent state
points along the thermal gradient from a single simulation. The anomalous
increase in thermal conductivity has been reproduced by the Central Force
Model of water [100, 119].
The rst-order truncation of the Irving-Kirkwood expression for the heat
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energy ux density was evaluated for the central force model of water and
the corresponding components were analysed. It was found that the colli-
sional contribution mediated by interatomic forces was dominant in liquid
water, as hypothesised by Irving and Kirkwood[1]. This gives some insight
into the mechanism by heat is transferred in a liquid. The components of
the heat ux associated with each species in the molecule, namely hydrogen
and oxygen, were examined and it was found that the energy transferred via
hydrogen atoms is generally twice that of the oxygen. Given that the energy
is predominantly transferred via interatomic forces, this may be interpreted
as relating to the eective surface area of each atomic species.
The eect of truncating the Coulombic interactions on the energy uxes
and the thermal conductivity in the central force model was investigated in
chapter 4. Here the Wolf method (which does not include a long-range re-
ciprocal space contribution) was compared to the Ewald summation method
for the evaluation of electrostatic interactions. It was found that the Wolf
method yields lower values for the energy ux and the thermal conductivity
(up to  10% lower). This is in an important result for the future study of
thermal transport in systems where electrostatic interactions are present,
as whilst the dierence in the equation of state was minimal for the systems
observed, the dierence in energy uxes and hence thermal conductivities
was non-negligible.
Also investigated in chapter 4 was the advancement of the system towards
the stationary state and a comparison with the analytical result from the
macroscopic 1-D heat equation. The time scales involved (as determined by
the thermal diusivity in the heat equation) were in good agreement, and the
time-dependent temperature proles were similar, although the simulations
exhibited a non-linear temperature prole in the stationary state. This
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shows that even on such short time scales ( 15 ps) it is still useful to model
systems using a macroscopic approach, neglecting the molecular structure
of the uid.
In chapter 5 the contribution of hydrogen bonding to the heat ux vector
was investigated. It was found that in the modied central force model that
this interaction contributes  30   40% of the total heat ux. This quan-
ties the extent to which thermal transport is mediated by the hydrogen
bond network in liquid water. The tetrahedral order parameter was also
calculated as a function of temperature. It was observed that the level of
tetrahedral ordering increases with decreasing temperature and plateaus as
the water approaches the supercooled glassy state. The thermal conduc-
tivity as a function of temperature was calculated and a sudden decrease
in the thermal conductivity was observed for one simulation as the glassy
state was approached, although the change was small. In order to further
investigate the existence of this eect NEMD simulations were performed
on SPC/E water. Despite the characteristic density uctuations present in
the glassy state, no signicant change in the thermal conductivity was ob-
served. This is in alignment with previous studies in which is it speculated
that heat is transported via similar mechanisms (intermolecular forces) in
both glasses and liquids[118].
The nal part of this thesis deals with the thermal resistance of inter-
faces, specically the liquid/vapour and solid/vapour cases. Previous sim-
ulation studies of interfacial thermal resistance have concentrated on the
liquid/solid or solid/solid case[139, 135]. NEMD simulations were used in
order to apply a heat ux perpendicular to the interface. Large thermal re-
sistances were found to occur at the liquid/vapour interface, particularly at
lower temperatures. In order to investigate the ne structure of the interface
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in relation to the observed temperature drop, the novel intrinsic sampling
method was used to eliminate the eect of capillary waves on the density
and temperature proles[66]. From this analysis it was revealed that the
temperature drop associated with the interfacial thermal resistance actu-
ally occurs in front of the surface, and corresponds to a density peak due to
particles adsorbed at the surface. As the density of this peak increases, T
is shown to decrease, thus the presence of particle adsorbed on the surface
acts as a mediating layer. This may have important consequences for the
design of nanoscale devices where heat dissipation is a signicant problem,
since ths gives a means of identiying microscopically where thermal boun-
day resistance occurs, and may provide a possible solution to minimising
such an eect.
7.2 Future Work
The work presented in this thesis oers a number of directions for further
development. In the case of the dipolar alignment in response to applied
temperature gradients, further investigations have already taken place, ob-
serving orientation in non-polar (but asymmetric) diatomic molecules[142].
This eect is analogous to the Soret eect in a mixture of miscible uids.
It would be of interest to investigate whether or not alignment occurs in
the modied central force model if the electrostatic interactions are entirely
removed. The Soret eect has been observed in colloidal suspensions[143],
so it would be of interest to see if orientation due to temperature gradi-
ents could be induced in asymmetric nanoparticles. An investigation of
this problem may proceed by considering hard particles, such that the sur-
face area of the particles is unambiguous. In this way a direct link may
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be obtained between the orientation under a temperature gradient and the
geometry of the constituent particles.
Future work in the context of interfacial thermal resistance may include
observing the eect of adsorbed particles at the interface. Experiments
have already temporally and spatially observed the thermal relaxation of
heated nanoparticles[129], therefore it is of interest to observe this eect in
functionalised nanoparticles to see if the introduction of adsorbed particles
eects the thermal resistance. By explicitly simulating particles adsorbed at
the interface the structure of the interface and dependence of the interfacial
thermal resistance may be observed. The intrinsic sampling method may be
employed to study the structure of mono and bilayered systems[144]. Using
this method in a non-equilibrium simulation may be a route to observing
the mechanism of energy transport across cell membranes for example. It
would also be of immediate interest to compute the heat ux vector contri-
butions in the case of the liquid/vapour and solid/vapour interfaces, since
the mechanism of thermal transport across the interface could immediately
be observed.
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