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GLOBAL WELL-POSEDNESS OF THE TWO-DIMENSIONAL
STOCHASTIC NONLINEAR WAVE EQUATION ON AN UNBOUNDED
DOMAIN
LEONARDO TOLOMEO
Abstract. We study the two-dimensional wave equation with cubic nonlinearity posed
on R2, with space-time white noise forcing. After a suitable renormalisation of the non-
linearity, we prove global well-posedness for this equation for initial data in Hs, s > 4
5
.
1. Introduction
We consider the following stochastic nonlinear wave equation (SNLW) with additive
space-time white noise forcing
utt = ∆u− u3 + 3∞ · u+ dW,
u(0, ·) = u0 ∈ Hsloc,
ut(0, ·) = u1 ∈ Hs−1loc ,
(1.1)
where dW denotes a space-time white noise on R2. The term “−3∞ · u” in the equation
denotes a time-dependent renormalisation, which has been first introduced by Gubinelli,
Koch and Oh in [4] for a family of stochastic wave equations with power nonlinearities. In
this work, the authors prove local well-posedness for renormalised stochastic wave equations
posed on T2 with certain polynomial nonlinearities.
The necessity to apply such a renormalisation in oder to get nontrivial solutions was
highlighted in a series of works by Albeverio, Haba, Oberguggenberger, and Russo [1, 8,
9, 14], and more recently by Oh, Okamoto and Robert [10], who showed that without the
renormalisation term, solutions to (1.1) must satisfy a linear wave equation.
The renormalisation that we apply in (1.1) is better described as follows. Recall that
dW is defined to be a distribution-valued random variable such that for every test function
φ, 〈φ,dW 〉 is a gaussian random variable with mean 0 and variance
E[| 〈φ,dW 〉 |2] = ‖φ‖2L2 . (1.2)
Ignoring the term with ∞ in (1.1), we consider a perturbative expansion u = v+ ψ, where
ψ :=
ˆ t
0
sin((t− t′)|∇|)
|∇| dW (t
′) (1.3)
solves the linear wave equation
ψtt = ∆ψ + dW.
Formally, the term v would then solve the equation
vtt −∆v = −(ψ + v)3 = −ψ3 − 3ψ2v − 3ψv2 − v3.
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However, because of the roughness of dW , it can be shown that the terms ψ3, ψ2 do not
make sense as space-time distributions. Therefore, we introduce the Wick renormalisation
:ψ2 : = ψ2 − E[|ψ|2],
:ψ3 : = ψ3 − 3E[|ψ|2]ψ, (1.4)
and define v = u− ψ to solve the equation
vtt −∆v = − :ψ3 : −3 :ψ2 : v2 − 3ψv − v3
v(0, ·) = u0 ∈ Hsloc(R2),
vt(0, ·) = u1 ∈ Hs−1loc (R2).
(1.5)
While both terms on the right hand side of (1.4) diverge (for both definitions), it is actually
possible to give a meaning to the renormalised terms :ψ2 :, :ψ3 : by first taking a smooth
approximation of the noise dW and then taking a limit in the space W−ε,∞loc . This will be
carried out explicitly in Section 2. Denoting (formally) :u3 : = u3 − 3E[|ψ|2]u, solving the
equation (1.5) for v corresponds to solving the equation
utt = ∆u− :u :3 +dW,
u(0, ·) = u0 ∈ Hsloc,
ut(0, ·) = u1 ∈ Hs−1loc
(SNLW)
for u. Since E[|ψ|2] = +∞ for every t > 0, by inserting this into (SNLW) we obtain the
formula (1.1). This kind of renormalisation is exactly the same that appears in [4] for the
cubic wave equation on the torus.
Before stating our main result, we need to define what we mean by solutions of (1.1). As
we already discussed, we write u = ψ + v, and we require v to solve the mild formulation
of (1.5),
v = cos(t|∇|)u0 + sin(t|∇|)|∇| u1
+
ˆ t
0
sin((t− t′)|∇|)
|∇|
(
− :ψ3 : (t′)− 3 :ψ2 : (t′)v(t′)− 3ψv2(t′)− v3(t′)
)
dt′. (1.6)
Theorem 1.1. Consider the equation (SNLW) on R2, and let 1 > s > 45 . Then (SNLW)
is almost surely globally well-posed. More precisely, for every (u0, u1) ∈ Hsloc, there exists a
unique ψ + C(R;Hsloc(R
2))-valued random variable u such that almost surely
• for every stopping time T > 0, u|[−T,T ] is the unique solution to (SNLW) in the
space ψ + C([−T, T ];Hsloc),
• for every time 0 < T <∞, u is continuous in the initial data (u0, u1).
In the recent years, there have been many developments in the study of global solutions
for parabolic stochastic SPDEs, both on a compact domain (see for instance [6, 11, 12] for
a study of Φ4d models), and more recently, on the euclidian space ([2, 3]). However, the
dispersive nature of the wave equation does not allow to extend the techniques developed
for the study of stochastic quantisation equation to the study of equation 1.1.
On the other hand, there are not many global well-posedness results available for sto-
chastic dispersive equations, and this result is the first one the author is aware of that
deals with a non compact domain. In [7], the author and his collaborators showed global
well-posedness for the nonlinear stochastic beam equation posed on T3. In [5], the author
together with the authors of [4], showed a similar result to Theorem 1.1, by extending the
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solutions of the stochastic wave equation with cubic nonlinearity posed on T2 built in [4]
for infinite time. The main difference between this result and Theorem 1.1 is that we do
not have a local well-posedness result available for (SNLW). Indeed, due to the unbound-
edness of the domain, one can show that for every t > 0, the stochastic convolution ψ(t)
satisfies ‖ψ(t)‖X = +∞ for every translation invariant norm ‖·‖X defined on a subspace
X of distributions. This in turn implies that given σ ∈ R, t, R > 0, a typical solution of
(1.6) could satisfy a priori ‖u(t)‖Hσ(B) ≥ R on some ball B. Therefore, any perturbative
argument for local well-posedness (such as a Banach fixed point argument) is bound to fail.
We therefore follow a different strategy. We take a cutoff function ρ with compact support
with ρ ≡ 1 on a big ball B = B(0, R), and consider a localised version of the equation for
v given by
v˜tt −∆v˜ + v˜3 + 3v˜2ρψ + 3v˜ρ :ψ2 : +ρ :ψ3 : = 0. (1.7)
Notice that in the ball B, this equation is exactly the same as (1.5). Because of finite speed
of propagation, we expect v˜(t) = v(t) in the ball B(0, R − t)1. Therefore, we reduce the
problem of showing global well-posedness for (SNLW), to showing global well-posedness for
(1.7), independently of the cutoff ρ.
In order to do so, we show an energy estimate. We would like to estimate the functional
E(v˜(t), ∂tv˜(t)) :=
1
2
ˆ
|∂tv˜|2 + 1
2
ˆ
|∇v˜|2 + 1
4
ˆ
(v˜)4,
since it is conserved by the flow of cubic wave equation with no forcing. However, as we
will see in Section 2, ψ /∈ L2loc(R2), so we expect v˜ /∈ H1, hence E(v˜, ∂tv˜) = +∞.
In order to deal with the lack of regularity of v˜, we make use of the
I-method developed by Colliander, Keel, Staffilani, Takaoka and Tao in 2002 to show global
well-posedness for dispersive equations with initial data of regularity below the energy space.
We consider an operator I = IN given by the Fourier multiplier mN with
mN (ξ) =
1 for |ξ| ≤ N,(N
ξ
)1−s
for |ξ| ≥ 3N.
For every N , one has that Iv˜ ∈ H1 if and only if v˜ ∈ Hs, and I is the identity at low
frequencies. Therefore, we can bound ‖v˜‖Hs by making use of the functional
F = E(Iv˜(t), I∂tv˜(t)).
Of course, the functional F will not be time independent, but we can bound it by making
use of a Gronwall argument. We have that
d
dt
F = commutator terms + forcing terms
The commutator terms are typical of the I-method, and we can estimate them by making
use of simple harmonic analytic techniques.
The terms coming from the forcing are more subtle to estimate, and in particular the
term
−3
ˆ
Ivt(Iv)
2I(ρψ)
requires a very sharp large deviation estimate for the Lp norm of the term I(ρψ).
1This will be made more rigorous in Section 5.
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Putting the estimates together, for fixed N , allows us to show existence of v˜ for a random
time O(1). Iterating this procedure on a sequence N0 ≪ N1 ≪ N2 ≪ · · · , we get global
existence for v˜.
We would like to point out that, as far as the author is aware, this is the first instance
of an application of the I - method that requires to change the cutoff parameter N in a
time-dependent way.
In section 5, we then conclude the proof of Theorem 1.1 by showing that when ρ → 1,
the solutions v˜ converge to a limit which is continuous in the initial data (u0, u1), and that
every solution v of (1.5) must be equal to this limit.
Acknowledgements. The author would like to thank is PhD supervisor Tadahiro Oh
for suggesting the problem and his constant help and support. The author was supported
by the European Research Council (grant no. 637995 “ProbDynDispEq”) and by The
Maxwell Institute Graduate School in Analysis and its Applications, a Centre for Doctoral
Training funded by the UK Engineering and Physical Sciences Research Council (grant
EP/L016508/01), the Scottish Funding Council, Heriot-Watt University and the University
of Edinburgh.
2. Stochastic Convolution
In this section, we establish relevant estimates on the stochastic convolution
ψ(t, ·):=
ˆ t
0
sin((t− t′)|∇|)
|∇| dWt.
Let ψN (t, ·) :=
´ t
0
sin((t−t′)|∇|)
|∇| χN (∇)dWt, where χN is the indicator function of the ball of
radius N in R2. Following the construction in [4], we define : ψlN : for 0 ≤ l ≤ 3 in the
following way
:ψ0N : (x, t) := 1,
:ψ1N : (x, t) := ψN (x, t),
:ψ2N : (x, t) := ψ
2
N (x, t)− E[ψ2N (x, t)],
:ψ3N : (x, t) := ψ
3
N (x, t)− 3E[ψ2N (x, t)]ψN (x, t)
This corresponds with the Wick renormalisation obtained through the Hermite polynomial
described in [4]. We will prove the following:
Proposition 2.1. Let 0 ≤ l ≤ 3, let ρ : R2 → R a C∞ function with compact support, let
ε > 0, and let T > 0. Let 1 ≤ p, q, r <∞.
(i) For every N , ψN ∈ C∞t,x(R× R2) a.s..
(ii) The sequence ρ :ψlN : is almost surely (uniformly) in L
q
TW
−ε,r
x . More precisely,∥∥∥∥∥∥∥ρ :ψlN :∥∥∥LqTW−ε,rx
∥∥∥∥
Lp(Ω)
≤ CT,p,q,ε,r.
(iii) The sequence ρ :ψlN : is Cauchy in L
p
ωL
q
TW
−ε,r
x .
Because of the arbitrariness of ρ, (iii) implies that : ψlN : has a limit in L
p(Ω, LqTW
−ε,r
loc ).
We call the limit of this sequence :ψl :. We have that
(iv)
∥∥ρ :ψl :∥∥
L∞T W
−ε,r
x
<∞ a.s., and ρ :ψl : (t) is a.s. continuous in t with values in W−ε,rx .
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(v) Let m : R+ ∪ {0} → [0, 1] be a smooth function such that m(r) = 1 for every r ≤
1, and ∂nrm(r) .n r
−ε−n for r ≥ 1, n ≥ 0. Let IN be the operator associated to
the Fourier multiplier mN (|ξ|) := m(|ξ|/N), i.e. ÎNφ(ξ) := m(|ξ|/N)φˆ(ξ). Then
P
(
‖IN (ρψ)‖Lpt,x([0,T ];R2) > λp
1
2 log
1
2 N
)
≤ CpT,ρ,mλ−p.
In order to prove this proposition, we need some tools. Recall the Hermite polynomials
generating function
F (t, x;σ) := etx−
1
2
σt2 =
∞∑
k=0
tk
k!
Hk(x;σ). (2.1)
For simplicity, let F (t, x) := F (t, x; 1), and let Hk(x) := Hk(x;σ). Fix d ∈ N. Consider
the Hilbert space L2(Rd, µ), where dµd := (2pi)
− d
2 exp(−|x|2/2). Then Hermite polynomials
satisfy ˆ
R
Hk(x)Hm(x)dµ1(x) = k!δkm
for all k,m ∈ N. Define the homogeneous Wiener chaos of order k to be an element of
the form
∏d
j=1Hkj(xj), where k = k1 + · · · + kd. Denote by Hk the closure of homoge-
neous Wiener chaoses of order k in L2(Rd, µd). Then, from the property L
2(Rd, µd) =⊗d
j=1 L
2(R, µ1), we have the Ito-Wiener decomposition
L2(Rd, µd) =
∞⊕
k=0
Hk.
Consider the operator L := −(∆ − x · ∇) (the Ornstein-Uhlenbeck operator). Then any
element in Hk is an eigenvector of L with eigenvalue k, so
⊕∞
k=0Hk is the spectral decom-
position of L2 associated to L.
Moreover, we have the following hypercontractivity of the Ornstein-Uhlenbeck semigroup
U(t) := e−tL due to Nelson [13].
Lemma 2.2. Let q > 1 and p ≥ q. Then, for every u ∈ Lq(Rd, µd) and t ≥ 12 log(p−1q−1 ), we
have
‖U(t)u‖Lp(Rd,µd) ≤ ‖u‖Lq(Rd,µd) . (2.2)
Notice that the constant of the inequality in (2.2) (i.e. 1) and the range of p, q, t do not
depend on the dimension d. As a consequence, the following holds.
Lemma 2.3. Let F ∈ Hk. Then, for p ≥ 2, we have
‖F‖Lp(Rd,µd) ≤ (p− 1)
k
2 ‖F‖L2(Rd,µd) . (2.3)
This estimate follows simply by applying (2.2) to F , setting q = 2, t = 12 log(p− 1), and
recalling that F is an eigenvector of U(t) with eigenvalue e−kt. As a further consequence,
we obtain the following lemma.
Lemma 2.4. Fix k ∈ N and c(n1, . . . , nk) ∈ C. Given d ∈ N, let {gn}dn=1 be a sequence of
independent standard complex-valued Gaussian random variables. Define Sk(ω) by
Sk(ω) =
∑
Γ(k,d)
c(n1, . . . , nk)gn1(ω) · · · gnk(ω),
where Γ(k, d) is defined by
Γ(k, d) =
{
(n1, . . . , nk) ∈ {1, . . . , d}k
}
.
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Then, for p ≥ 2, we have
‖Sk‖Lp(Ω) ≤
√
k + 1(p − 1)k2 ‖Sk‖L2(Ω). (2.4)
Proof of Proposition 2.1.
(i) Consider the operator AN (t) :=
sin(t|∇|)
|∇| χN (∇). We have that AN (t)φ = φ ∗ aN (t, ·),
where aN (t, x) =
´
BN
sin(t|ξ|)
|ξ| e
2piiξ·xdξ. Moreover,
aN ∈ H2m([−T, T ]× R2) for every m ∈ N,
since
‖aN‖2H˙2m ∼
∥∥∂2mt aN∥∥2L2 + ‖∆maN‖2L2
= 2
ˆ T
−T
ˆ
BN
sin(t|ξ|)2|ξ|4m−2dξ
< +∞.
Therefore, for any ball B ⊆ R2,
E ‖ψN‖2H˙2m([−T,T ]×B) ∼ E
∥∥∂2mt ψN∥∥2L2([−T,T ]×B) + E ‖∆mψN‖2L2([−T,T ]×B) ,
and
E
∥∥∂2mt ψN∥∥2L2([−T,T ]×B)
=
ˆ
[−T,T ]×B
E
∣∣∣∣ˆ t
0
ˆ
R2
∂2mt aN (t− t′, x− x′)dW (t′, x′)
∣∣∣∣2 dtdx
≤
ˆ
[−T,T ]×B
‖aN‖2H˙2m([−T,T ]×R2) dtdx
= 2T |B| ‖aN‖2H˙2m([−T,T ]×R2)
< +∞,
and similiarly,
E ‖∆mψN‖2L2([−T,T ]×B)
=
ˆ
[−T,T ]×B
E
∣∣∣∣ˆ t
0
ˆ
R2
∆maN (t− t′, x− x′)dW (t′, x′)
∣∣∣∣2 dtdx
≤
ˆ
[−T,T ]×B
‖aN‖2H˙2m([−T,T ]×R2) dtdx
= 2T |B| ‖aN‖2H˙2m([−T,T ]×R2)
< +∞,
so E ‖ψN‖2H˙2m([−T,T ]×B) < +∞ for every m a.s., therefore ψN ∈ C∞t,x a.s..
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(ii) We have that, for s < t, by Plancherel,
E[ψN (s, x)ψN (t, y)]
= E
[ˆ s
0
ˆ
R2
aN (s − t′, x− x′)dW (t′, x′)
ˆ t
0
ˆ
R2
aN (t− t′, y − x′)dW (t′, x′)
]
=
ˆ s
0
ˆ
R2
aN (s− t′, x− x′)aN (t− t′, y − x′)dt′dx′
=
ˆ s
0
ˆ
BN
sin((s − t′)|ξ|) sin((t− t′)|ξ|)
|ξ|2 e
−2piiξ·(x−y)dξdt′.
(2.5)
Define γ(t, ξ) by
γ(t, ξ) :=
ˆ t
0
sin((t− t′)|ξ|)2
|ξ|2 dt
′. (2.6)
By applying the Bessel potentials 〈∇x〉−ε and 〈∇y〉−ε of order ε and setting t = s,
x = y, we get
E
[∣∣〈∇〉−εψN (t, x)∣∣2] = ˆ
|ξ|<N
〈ξ〉−2εγ(t, ξ)dξ
. t3 + t
ˆ
|ξ|>1
1
〈ξ〉2+2ε
. t3 + t.
for any ε > 0, x ∈ R2, and uniformly in N . In particular, by hypercontractivity
(Lemma 2.4), we have that
E
[∣∣〈∇〉−εψN (t, x)∣∣p] .p,ε,t 1,
and thus, since ρ ∈ C∞c ,
E
[‖ρ(·)ψN (t, ·)‖pW−ε,p] = E [∥∥〈∇〉−ερ(·)ψN (t, ·)∥∥pLp] < +∞
for any ε > 0, t > 0, and p ≥ 1, uniformly in N ∈ N.
By the properties of Wick products [15, Theorem I.22], we have that
E
[
:ψlN (t, x)::ψ
l
N (t, y):
]
∼ {E [ψN (t, x)ψN (t, y)]}l
=
ˆ
|ξ1|,...,|ξl|≤N
l∏
j=1
γ(t, ξj)e
−2piiξj ·(x−y)dξj
=
ˆ
|ξ1|,...,|ξl|≤N
e−2pii(
∑l
1 ξj)·(x−y)
l∏
j=1
γ(t, ξj)dξj.
Therefore, proceeding as before,
E
[∣∣∣〈∇〉−ε :ψlN (t, ·): (x)∣∣∣2] = ˆ
|ξ1|,...,|ξl|≤N
〈ξ1 + · · ·+ ξl〉−2ε
l∏
j=1
γ(t, ξj)dξj
.t
ˆ
ξ1,...,ξl
〈ξ1 + · · · + ξl〉−2ε
l∏
j=1
〈ξj〉−2 dξj <∞.
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for any ε > 0, t > 0, uniformly in x ∈ R2 and N . Hence we have[∥∥∥ρ(·) :ψN (t, ·)l :∥∥∥2
H−ε
]
.ρ,t 1,
and by hypercontractivity
E
[∥∥∥ρ(·) :ψN (t, ·)l :∥∥∥p
W−ε,p
]
.p,ρ,t 1.
Integrating in time, we have that
E
[∥∥∥ρ(x) :ψN (t, x)l :∥∥∥2
L2tH
−ε
x ([−T,T ]×R2)
]
.ρ,T 1,
and by hypercontractivity,
E
[∥∥∥ρ(x) :ψN (t, x)l :∥∥∥p
LptW
−ε,p
x ([−T,T ]×R2)
]
.p,ρ,T 1. (2.7)
Moreover, since ρ(·) :ψlN : has compact support, T < +∞, if q, r, s ≤ p, it follows that∥∥∥∥∥∥∥ρ(x) :ψN (t, x)l :∥∥∥LrtW−ε,sx ([−T,T ]×R2)
∥∥∥∥
Lq(Ω)
.p,ρ,T 1.
(iii) Following (ii), we have that for N ≤M :
E[ψN (s, x)ψM (t, y)]
=
ˆ s
0
ˆ
BN
sin((s− t′)|ξ|) sin((t− t′)|ξ|)
|ξ|2 e
−2piiξ·(x−y)dξdt′
= E[ψN (s, x)ψN (t, y)].
Therefore, using the properties of Wick products [15, Theorem I.22] again,
E
∣∣∣:ψlM (t, x) : − :ψlN (t, x) :∣∣∣2
= E
∣∣∣:ψlM (t, x) :∣∣∣2 − 2E [:ψlM (t, x) ::ψlN (t, x) :]+ E ∣∣∣:ψlN (t, x):∣∣∣2
∼ {E [ψM (t, x)2]}l − 2 {E [ψM (t, x)ψN (t, x)]}l + {E [ψN (t, x)2]}l
=
{
E
[
ψM (t, x)
2
]}l − {E [ψN (t, x)2]}l
=
ˆ
N≤|ξ1|,...,|ξl|≤M
e−2pii(
∑l
1 ξj)·(x−y)
l∏
j=1
γ(t, ξj)dξj.
Similarly, we have
E
∣∣∣〈∇〉−ε (:ψlM : − :ψlN :) (t, x)∣∣∣2
=
ˆ
N≤|ξ1|,...,|ξl|≤M
〈ξ1 + · · ·+ ξl〉−2ε
l∏
j=1
γ(t, ξj)dξj
.t
ˆ
|ξ1|,...,|ξl|≥N
〈ξ1 + · · ·+ ξl〉−2ε
l∏
j=1
〈ξj〉−2 dξj . N−2θ.
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for every 0 < θ < ε. Integrating in space and time, we obtain
E
[∥∥∥ρ(x) :ψM (t, x)l : −ρ(x) :ψN (t, x)l :∥∥∥2
L2tH
−ε
x
]
.p,ρ,t N
−2θ,
from which, by hypercontractivity
E
[∥∥∥ρ(x) :ψM (t, x)l : −ρ(x) :ψN (t, x)l :∥∥∥p
W−ε,p
]
.p,ρ,t N
−pθ,
and, arguing as in (ii),∥∥∥∥∥∥∥ρ(x) :ψM (t, x)l : −ρ(x) :ψN (t, x)l :∥∥∥LptW−ε,qx ([−T,T ]×R2)
∥∥∥∥
Lq(Ω)
.max(p,q,r),ρ,T N
−θ.
(iv) Using the formula (2.5), we have that
E
[
:ψN (s, x)
l ::ψN (t, y)
l :
]
∼ E[ψN (s, x)ψN (t, y)]l
=
(ˆ s∧t
0
ˆ
BN
sin((s− t′)|ξ|) sin((t− t′)|ξ|)
|ξ|2 e
−2piiξ·(x−y)dξdt′
)l
.
Therefore, calling
γN (s, t; ξ) :=
ˆ s∧t
0
sin((s− t′)|ξ|) sin((t− t′)|ξ|)
|ξ|2 dt
′ .s,t 〈ξ〉−2
and proceeding as in (iii), we have that
E
[(
〈∇〉−ε :ψN (s, ·)l : (x)
)(
〈∇〉−ε :ψN (t, ·)l : (x)
)]
∼
ˆ
|ξ1|,...,|ξl|≤N
〈ξ1 + · · · + ξl〉−2ε
l∏
j=1
γ(s, t; ξj)dξj .
Therefore,
E
∣∣∣(〈∇〉−ε :ψN (t+ h, ·)l : (x))− (〈∇〉−ε :ψN (t, ·)l : (x))∣∣∣2
∼
ˆ
|ξ1|,...,|ξl|≤N
〈ξ1 + · · ·+ ξl〉−2ε
×
 l∏
j=1
γ(t+ h, t+ h; ξj)− 2
l∏
j=1
γ(t, t+ h; ξj) +
l∏
j=1
γ(t, t; ξj)
 dξj..
Interpolating between
γ(t+ h, t+ h; ξ) − γ(t, t+ h; ξ), γ(t, t + h; ξ) − γ(t, t; ξ) .t |h| 〈ξ〉−1
and
γ(t+ h, t+ h; ξ) − γ(t, t+ h; ξ), γ(t, t + h; ξ) − γ(t, t; ξ) .t 〈ξ〉−2 ,
we get
γ(t+ h, t+ h; ξ)− γ(t, t+ h; ξ), γ(t, t + h; ξ)− γ(t, t; ξ) .t |h|θ 〈ξ〉−2+θ
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for every 0 ≤ θ ≤ 1, so choosing θ < 2ε, by the discrete Liebnitz formula,
E
∣∣∣(〈∇〉−ε :ψN (t+ h, ·)l :)(x)− (〈∇〉−ε :ψN (t, ·)l : (x))∣∣∣2
.t,l
ˆ
ξ1,...,ξl
〈ξ1 + · · ·+ ξl〉−2ε |h|θ 〈ξ1〉−2+θ
l∏
j=2
〈ξj〉−2 dξj .t,l |h|θ.
Since this inequality passes to the limit, we have that
E
∣∣∣(〈∇〉−ε :ψ(t+ h, ·)l : (x))− (〈∇〉−ε :ψ(t, ·)l : (x))∣∣∣2 .t |h|θ
for a.e. t. Integrating and using hypercontractivity, we get
E
[∥∥∥ρ(·)(:ψ(t+ h, ·)l : − :ψ(t, ·)l :)∥∥∥p
W−ε,p
]
.t,p |h|
pθ
2 .
Moreover, if |t| ≤ T , the implicit constant C can be chosen as C = C(T, p). Therefore,
by Kolmogorov Continuity Theorem, for |t| < T , we have that ρ :ψl :∈ CαW−ε,p, for
every α < pθ2(p−1) , so ρ :ψ
l :∈ CtW−ε,p a.s..
(v) In order to prove this, we just need to prove
E
[‖IN (ρψ)‖pLp] ≤ C(T, ρ,m)pp p2 log p2 N,
then (v) will follow from a straightforward application of Chebishev inequality.
Proceeding as in (2.5), we have that
E[|IN (ρψ)|2(t, x)]
= E
[∣∣∣¨ mN (ξ + η)ψˆ(ξ)ρˆ(η)ei2pi(ξ+η)·xdξdη∣∣∣2]
=
˚
mN (ξ + η1)mN (ξ + η2)γ(t, ξ)ρˆ(η1)ρˆ(η2)e
i2pi(η1−η2)·xdξdη1dη2,
which is the inverse Fourier transform of the function F : R2 × R2 → C,
F (η1, η2) = ρˆ(η1)ρˆ(η2)
ˆ
mN (ξ + η1)mN (ξ + η2)γ(t, ξ)dξ,
restricted to the plane {(x,−x)}. We have that γ(t, ξ) .t 〈ξ〉−2, and that for n ≥ 1,
∂nηmN (ξ + η) .m,n 〈ξ + η〉−n, therefore calling
φ(η1, η2) :=
ˆ
mN (ξ + η1)mN (ξ + η2)γ(t, ξ)dξ,
we have that ∥∥∇nη1,η2φ∥∥L∞ .n,m { logN if n = 01 if n ≥ 1 ,
hence ‖φ‖Ck .t,k logN . Since ρˆ(η1)ρˆ(η2) is a Schwartz function of η1, η2, this implies
that
E[|IN (ρψ)|2(t, x)] .T,ρ,m logN〈x〉4 . (2.8)
By hypercontractivity, since IN (ρψ) is gaussian, one gets that
E[|IN (ρψ)|p(t, x)] ≤ C(T, ρ,m)pp
p
2
log
p
2 N
〈x〉4p , (2.9)
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hence, integrating,
E
[
‖IN (ρψ)‖pLpt,x
]
≤ C(T, ρ,m)pp p2 log p2 N.

3. Local well-posedness for the localized equation
Take a compactly supported ρ ∈ C∞c (R2), and consider the equation
vtt −∆v + v3 + 3v2ρψ + 3vρ :ψ2 : +ρ :ψ3 := 0,
v(t0, x) = u0(x) ∂tv(t0, x) = u1(x).
(3.1)
Notice that (at least formally)
v3 + 3v2ρψ + 3vρ :ψ2 : +ρ :ψ3 :=:(v + ψ)3 :
whenever ρ = 1.
Consider as well the mild formulation of (3.1)
v(t) = cos((t− t0)|∇|)u0 + sin((t− t0)|∇|)|∇| u1 +
ˆ t
t0
sin((t− t′)|∇|)
|∇|
×
v3 + 2∑
j=0
(
3
j
)
vjρ :ψ3−j :
 . (LSNLW)
The following local well-posedness result holds:
Proposition 3.1 (Local Well-Posedness). Let 1 > s ≥ 23 , and let (u0, u1) ∈ Hs. Than there
exists a time τ = τ(t0, ω, ‖(u0, u1)‖Hs) > 0 a.s., nonincreasing in ‖(u0, u1)‖Hs, such that
the equation (LSNLW) has a unique solution in the space C([t0− τ, t0+ τ ];Hs). Moreover,
a.s. in ω, we have that inf |t0|<T τ(t0, ω, ‖(u0, u1)‖Hs) > 0 for every T <∞.
Remark 3.2. For the sake of simplicity, in this work we will use just Sobolev embeddings
to get the required estimates, obtaing the local well-posedness result in the space Hs for
s ≥ 23 . Since the constraint coming from Section 5 is stronger than this one, it is enough for
our purposes. However, improving the proof by making use of the Strichartz estimates for
the wave equation, it is possible to relax the condition to s > 14 . See [4] for this analysis,
which can be applied with very little modifications to this problem.
Proof. This proposition will follow by a standard fixed point argument. Consider the map
Γ(u0,u1)v := cos((t− t0)|∇|)u0 +
sin((t− t0)|∇|)
|∇| u1
+
ˆ t
t0
sin((t− t′)|∇|)
|∇|
v3 + 2∑
j=0
(
3
j
)
vjρ :ψ3−j :
 . (3.2)
defined on functions v ∈ Ct([t0 − τ, t0 + τ ];Hs). By the Sobolev embedding Hs → H 23 →
W 0+,6− → L6, and using that s− 1 < 0 and the fact that ρ :ψk : is compactly supported,
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we have that∥∥Γ(u0,u1)v∥∥Hs ≤ ‖(u0, u1)‖Hs + 2τ ∥∥v3∥∥L∞t Hs−1x + 2∑
j=0
(
3
j
)∥∥vjρ :ψ3−j :∥∥
L∞t H
s−1
x
. ‖(u0, u1)‖Hs + 2τ ‖v‖3L∞t L6 +
2∑
j=0
(
3
j
)
‖v‖j
L∞t W
0+,6−
∥∥ρ :ψ3−j :∥∥
L1tW
0−,6+
x
. ‖(u0, u1)‖Hs + 2τ ‖v‖3L∞t Hsx +
2∑
j=0
(
3
j
)
‖v‖jL∞t Hsx
∥∥ρ :ψ3−j :∥∥
L1tW
0−,6+
x
. ‖(u0, u1)‖Hs + τ ‖v‖3CtHs + (1 + ‖v‖2CtHs) max1≤j≤3
∥∥ρ :ψj :∥∥
L1tW
0−,6+
x
.
By Proposition 2.1,
∥∥ρ :ψj :∥∥
L1tW
0−,6+
x
is finite a.s. (locally in time), so it is possibile to find
τ ≪ 1 such that max1≤j≤3
∥∥ρ :ψj :∥∥
L1tW
0−,6+
x
≪ 1. Therefore, for τ small enough, we have
that if ‖v‖CtHs ≤ 2 ‖(u0, u1)‖Hs , then ‖Γu0,u1v‖CtHs ≤ 2 ‖(u0, u1)‖Hs .
Proceeding similarly, we have that
‖Γu0,u1v − Γu0,u1w‖ . τ ‖v − w‖CtHs (‖v‖2CtHs + ‖w‖2CtHs)
+ ‖v − w‖CtHs (1 + ‖v‖CtHs + ‖w‖CtHs) maxj=1,2
∥∥ρ :ψj :∥∥
L1tW
0−,6+
x
.
for the same reason, choosing τ ≪ 1 we have that Γ(u0,u1) is a contraption on B2‖(u0,u1)‖Hs ⊆
CtHs.
In order to finish the proof of this proposition, we just need to show that
inf
|t0|<T
τ(t0, ω, ‖(u0, u1)‖Hs) > 0
for every T > 0. Notice that, by the previous argument, in order to have that Γu0,u1 is a
contraption, we just need that τ,
∥∥ρ :ψj :∥∥
L1tH
s−1
x
< δ for a certain fixed δ. By Proposition
2.1, we have that
∥∥ρ :ψj :∥∥
L2tW
0−,6+
x ([−T−1,T+1]×R2)
< +∞ a.s.. Therefore, we have that
(when τ < 1),∥∥ρ :ψj :∥∥
L1tW
0−,6−
x ([t0−τ,t0+τ ]×R2)
. τ
1
2
∥∥ρ :ψj :∥∥
L2tW
0−,6+
x ([−T−1,T+1]×R2)
,
therefore for fixed T , τ can be chosen independently from t0, and we have
inf |t0|<T τ(t0, ω, ‖(u0, u1)‖Hs) > 0. 
Proposition 3.3 (Blow up condition). Let T ∗ be the maximal time for which the solution
to (LSNLW) exists in the interval [0, T ∗), in the sense that (v, vt) ∈ C([0, T ∗);Hs) and for
every δ > 0, there is no function (v˜, v˜t) such that (v, vt) ∈ C([0, T ∗ + δ);Hs) which solves
(LSNLW). Suppose that T ∗ < +∞. Then we have
lim
s→T ∗
‖(v(s), vt(s))‖Hs = +∞. (3.3)
Proof. Suppose by contradiction that lims→T ∗ ‖v(s), vt(s)‖Hs < +∞. Then by continuity
in time,
sup
s<T ∗
‖v(s), vt(s)‖Hs =M < +∞.
Let τ ′ = inf |t0|<T ∗ τ(t0, ω,M), which is positive by Proposition 3.1. Consider the equation
(LSNLW) starting from time t0 = T
∗ − τ ′2 , with initial data (v(t0), vt(t0)). By Proposition
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3.1 again, this will have a unique solution
(v¯, v¯t) ∈ C([t0 − τ ′, t0 + τ ′];Hs) = C
([
T ∗ − 3
2
τ ′, T ∗ +
1
2
τ ′
]
;Hs
)
,
which by uniqueness will coincide with v in the interval [T ∗ − 32τ ′, T ∗). Therefore, defining
(v˜, v˜t)(s) =
{
(v, vt)(s) for 0 ≤ s < T ∗,
(v¯, v¯t)(s) for T
∗ ≤ s ≤ T ∗ + τ ′,
(v˜, v˜t) will satisfy (LSNLW) in the interval [0, T
∗ + τ ′], contradiction. 
4. Global well-posedness for the localized equation
In this section, we establish global well-posedness for the equation (LSNLW). In partic-
ular, we will prove the following
Proposition 4.1. Let s > 45 . Then the solution to (SNLW) with (u0, u1) ∈ Hs can be
extended a.s. to a global solution u : R× T2 → R.
More precisely, for every T > 0, δ > 0, there exists a set ΩT,δ such that
• P((ΩT,ε)c) ≤ δ,
• For every ω ∈ ΩT,δ, there exists a unique solution u : [−T, T ]×R2 → R to (SNLW)
such that v(0, x) = u0(x), vt(0, x) = u1(x). Moreover, this solution satisfies the
estimate ‖v‖L∞t ([−T,T ];Hsx) ≤ C(T, s, δ).
Let m : R2 → R be a smooth radial function, 0 ≤ m ≤ 1, such that
m(ξ) =

1 for |ξ| ≤ 1,
1
|ξ|ε for |ξ| ≥ 3.
(4.1)
Let mN (ξ) := m(
ξ
N ). This way, mN will satisfy
mN (ξ) =

1 for |ξ| ≤ N,(N
|ξ|
)ε
for |ξ| ≥ 3N. (4.2)
Let IN the operator corresponding to the Fourier multiplier mN , i.e. ÎNf(ξ) = mN (ξ)f̂(ξ).
By the definition of the multiplier, for every σ ∈ R, 1 < p < +∞, 0 ≤ δ ≤ ε, IN will satisfy
‖INf‖Wσ+δ,p . N δ ‖f‖Wσ,p , (4.3)
‖f‖Wσ,p . ‖INf‖Wσ+ε,p . (4.4)
One can establish these estimates by showing the analogous ones for I1, and then the N -
dependence will follow from a simple scaling argument.
From (4.3),(4.4), one has that, for fixed N , ‖·‖Hs is equivalent to ‖IN ·‖Hs+ε . Therefore,
by the blowup condition (3.3), in order to show existence of solutions up to time T , it is
enough to show that
sup
|s|<T
‖(INv, INvt)‖Hs+ε < +∞. (4.5)
By taking ε = 1− s,
E(v, vt) :=
1
2
ˆ
v2t +
1
2
ˆ
v2 +
1
2
ˆ
|∇v|2 + 1
4
ˆ
v4, (4.6)
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we clearly have that
E(INv, INvt) & ‖(INv, INvt)‖2H1 & ‖v, vt‖2Hs .
The goal of this section will henceforth beshowing finiteness of E(INv, INvt). In the fol-
lowing, we will abuse of notation and omit the subscript N whenever it is not important
in the analysis, writing I instead of IN . Similarly, we will write E instead of E(INv, INvt),
and E(s) instead of E(INv(s), INvt(s)).
Lemma 4.2.
d
dt
E(t)
= − 3
ˆ
Ivt(Iv)
2I(ρψ) (4.7)
− 3
ˆ
IvtIvI(ρ :ψ
2 :)−
ˆ
IvtI(ρ :ψ
3 :) (4.8)
+
ˆ
Ivt
[(
(Iv)3 − I(v3))+ 3((Iv)2I(ρψ)− I(v2ρψ))
+ 3
(
(Iv)I(ρ :ψ2 :)− I(vρ :ψ2 :))] (4.9)
+
ˆ
IvtIv. (4.10)
Proof. We will show this proposition by a formal computation using (3.1). This computa-
tion can be made rigorous a posteriori by using the estimates of this section. We omit this
part of the argument.
By (3.1),
d
dt
E(t)
=
ˆ
Ivt
(
Ivtt − I∆v + (Iv)3 + Iv
)
=
ˆ
Ivt
(
− I(v3 + 3v2ρψ + 3vρ :ψ2 : +ρ :ψ3 : )+ (Iv)3 + Iv).
The lemma follows by adding and subtracting the terms 3(Iv)2I(ρψ) and 3(Iv)I(ρ :ψ2 : ).

We will now proceed to estimate the various terms of the time derivative of E(Iv, Ivt),
with the goal of applying a Gronwall argument. The terms (4.10),(4.8) are relatively harm-
less. Estimating the commutator terms in (4.9) is the core of the I-method, and will take
most of this section. However, from a technical point of view, the hardest term to estimate
will be (4.7), which will also give the main contribution to the estimate on the growth of
E. This term is also what makes the iteration of the I-method with varying N necessary.
Lemma 4.3.
(4.10) . E(Iv, Ivt). (4.11)
Proof. By Ho¨lder,
(4.10) ≤ ‖Ivt‖L2 ‖Iv‖L2 ≤ E(Iv, Ivt).

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Lemma 4.4. For every γ > 0,
(4.8) . Nγ
(
E(Iv, Ivt)
3
4
∥∥ρ :ψ2 :∥∥
W−γ,4
+ E(Iv, Ivt)
1
2
∥∥ρ :ψ3 :∥∥
H−γ
)
. (4.12)
Proof. By Ho¨lder and (4.3),
− 3
ˆ
IvtIvI(ρ :ψ
2 :)−
ˆ
IvtI(ρ :ψ
3 :)
. ‖Ivt‖L2 ‖Iv‖L4
∥∥I(ρ :ψ2 :)∥∥
L4
+ ‖vt‖L2
∥∥I(ρ :ψ3 :)∥∥
L2
. Nγ
(
E(Iv, Ivt)
1
2
+ 1
4
∥∥ρ :ψ2 :∥∥
W−γ,4
+E(Iv, Ivt)
1
2
∥∥ρ :ψ3 :∥∥
H−γ
)
.

Lemma 4.5. Let k ≤ 3. Then∥∥∥(Iv)k − I(vk)∥∥∥
L2
.s N
−(1−k(1−s)) ‖Iv‖kH1 . (4.13)
Proof. Let v.N =
´
|ξ|<N/3 vˆ(ξ)e
iξ·x, and let v&N := v − v.N .
Since v̂.N (ξ) 6= 0 only if |ξ| < N/3, by definition of I we have that Iv.N = v.N . Similarly,
v̂k.N (ξ) 6= 0 only if |ξ| < kN/3, so I
(
vk.N
)
= vk.N . Therefore,
(Iv)k − I(vk)
=
(
I(v.N + v&N )
)k − I((v.N + v&N )k)
=
(
v.N + I(v&N )
)k − I((v.N + v&N )k)
=vk.N − I
(
vk.N
)
+
k−1∑
l=0
(
k
l
)(
(Iv&N )v
l
.N (Iv&N )
k−l−1 − I(v&Nvl.Nvk−l−1&N ))
=
k−1∑
l=0
(
k
l
)(
(Iv&N )v
l
.N (Iv&N )
k−l−1 − I(v&Nvl.Nvk−l−1&N ))
Therefore, (4.13) follows if we prove that for every l ≤ k − 1,∥∥∥(Iv&N )vl.N (Iv&N )k−l−1∥∥∥
L2
. N1−k(1−s) ‖Iv‖kH1 (4.14)
and ∥∥∥I(v&Nvl.Nvk−l−1&N )∥∥∥L2 . N1−k(1−s) ‖Iv‖kH1 . (4.15)
Let ε := 1 − s. By Sobolev embeddings, we have that ‖f‖
L
2
ε
. ‖f‖H1−ε . By Ho¨lder, we
have
‖f‖
L
(
1
2−
(k−1)ε
2
)−1 . ‖f‖
1−kε
1−ε
L2
‖f‖
(k−1)ε
1−ε
L
2
ε
. ‖f‖
1−kε
1−ε
L2
‖f‖
(k−1)ε
1−ε
H1−ε
.
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Therefore, again by Ho¨lder, we have:∥∥∥(Iv&N )vl.N (Iv&N )k−l−1∥∥∥
L2
.
∥∥(Iv&N )∥∥
L
(
1
2−
(k−1)ε
2
)−1
∥∥Iv&N∥∥lL 2ε ∥∥Iv&N∥∥k−l−1L 2ε
.
∥∥Iv&N∥∥ 1−kε1−εL2 ∥∥Iv&N∥∥ (k−1)ε1−εH1−ε ‖Iv‖k−1H1−ε
. N−(1−ε)
1−kε
1−ε ‖Iv‖
1−kε
1−ε
H1−ε
∥∥Iv&N∥∥ (k−1)ε1−εH1−ε ‖Iv‖k−1H1−ε
. N−(1−kε) ‖Iv‖kH1−ε .
Proceeding similarly and using (4.4), we have∥∥∥I(v&Nvl.Nvk−l−1&N )∥∥∥L2 . ∥∥∥(v&Nvl.Nvk−l−1&N )∥∥∥L2
. N−(1−kε) ‖v‖kH1−ε
. N−(1−kε) ‖Iv‖kH1 .

Lemma 4.6. For every γ > 0, 0 < s˜ < 1, there exist p(γ) > 1, η(γ) > 0 such that
‖(If)(Ig)− I(fg)‖L2 .γ,s˜ Nγ−
1−s˜
2 ‖f‖H1−s˜ ‖g‖W−η(γ),1∩W−η(γ),p(γ) (4.16)
Proof. As in the proof of Lemma 4.5, let us define
u.M :=
ˆ
|ξ|<M/3
û(ξ)eiξ·x
and u&M := u− u.M . Writing f = f
.N
1
2
+ f
&N
1
2
and g = g.N + g&N , we have that
(If)(Ig) − I(fg)
=
(
If
.N
1
2
)(
Ig.N
)
− I
(
f
.N
1
2
g.N
)
(I)
+
(
If
.N
1
2
)(
Ig&N
)
− I
(
f
.N
1
2
g&N
)
(II)
+
(
If
&N
1
2
)(
Ig
)
(III)
− I
(
f
&N
1
2
g
)
(IV)
We have that
• I = 0, since If
.N
1
2
= f
.N
1
2
, Ig.N = g.N by definition of I, and (f
.N
1
2
g.N )̂ (ξ) 6= 0
only for |ξ| ≤ (N +N 12 )/3 < N , so I
(
f
.N
1
2
g.N
)
= f
.N
1
2
g.N as well.
• ‖II‖L2 can be written as sup‖h‖L2=1
´
R2
h · (II). Calling f̂
.N
1
2
= a, ĝ&N = b, ex-
panding II in Fourier series and using Plancherel, we have to estimate¨
ξ1<N
1
2 /3,ξ2>N/3
a(ξ1)b(ξ2)
(
mN (ξ1)mN (ξ2)−mN (ξ1 + ξ2)
)
hˆ(ξ1 + ξ2)dξ1dξ2.
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Using the fact that on the considered interval m(ξ1) ≡ 1 and that, by the mean
value theorem, |m(ξ1 + ξ2)−m(ξ1)| .s N1−s|ξ1||ξ2|−2+s, we have thatˆ
R2
h · (II)
=
¨
ξ1<N
1
2 /3,ξ2>N/3
a(ξ1)b(ξ2)
(
mN (ξ1)mN (ξ2)−mN (ξ1 + ξ2)
)
hˆ(ξ1 + ξ2)dξ1dξ2
. N (1−s)
¨
ξ1<N
1
2 /2,ξ2≥N/2
∣∣∣∣ a(ξ1)|ξ1|s˜+δ
∣∣∣∣ ∣∣∣∣b(ξ2)||ξ2|δ
∣∣∣∣ |ξ1|1+s˜+δ|ξ2|2−s−δ
∣∣∣hˆ(ξ1 + ξ2)∣∣∣ dξ1dξ2
. N−(
1−s˜
2
− 3
2
δ)
¨
ξ1<N
1
2 /2,ξ2≥N/2
∣∣∣∣ a(ξ1)|ξ1|s˜+δ
∣∣∣∣ ∣∣∣∣b(ξ2)||ξ2|δ
∣∣∣∣ ∣∣∣hˆ(ξ1 + ξ2)∣∣∣ dξ1dξ2
. N−(
1−s˜
2
− 3
2
δ)
∥∥∥∥ a(ξ1)|ξ1|s˜+δ
∥∥∥∥
L1
∥∥∥∥b(ξ2)||ξ2|δ
∥∥∥∥
L2
∥∥∥hˆ∥∥∥
L2
. N−(
1−s˜
2
− 3
2
δ) ‖f‖H1−s˜ ‖g‖H−δ ‖h‖L2 ,
therefore ‖II‖L2 . N−(
1−s˜
2
− 3
2
δ) ‖f‖H1−s˜ ‖g‖H−δ .
• By Ho¨lder, Sobolev embeddings and (4.3),
‖III‖L2 .
∥∥∥If
&N
1
2
∥∥∥
L2
‖Ig‖L∞
.δ N
− 1−s˜
2 ‖f‖H1−s˜ ‖Ig‖W 3δ,δ−1
.δ N
− 1−s˜
2
+4δ ‖f‖H1−s˜ ‖g‖W−δ,δ−1
• By duality (like for II), self-adjointness of I, fractional Liebnitz inequality, Sobolev
embeddings and (4.3), we haveˆ
h · (IV)
= −
ˆ
hI(f
&N
1
2
g)
= −
ˆ
I(h)f
&N
1
2
g
.
∥∥∥I(h)f
&N
1
2
∥∥∥
W 2δ,(1−δ)−1
‖g‖
W−2δ,δ−1
. ‖g‖
W−2δ,δ−1
(
‖I(h)‖H2δ
∥∥∥f
&N
1
2
∥∥∥
L(
1
2−δ)
−1
+ ‖I(h)‖
L(
1
2−δ)
−1
∥∥∥f
&N
1
2
∥∥∥
H2δ
)
. ‖g‖
W−2δ,δ−1
‖I(h)‖H2δ
∥∥∥f
&N
1
2
∥∥∥
H2δ
. N2δN−
1
2
(1−s˜−2δ) ‖g‖
W−2δ,δ−1
‖h‖L2
∥∥∥f
&N
1
2
∥∥∥
H1−s˜
. N−(
1−s˜
2
−3δ) ‖g‖
W−2δ,δ−1
‖h‖L2
∥∥∥f
&N
1
2
∥∥∥
H1−s˜
,
so ‖IV‖L2 . N−(
1−s˜
2
−3δ) ‖g‖
W−2δ,δ−1
‖f‖H1−s˜ .
Therefore, by choosing δ such that γ ≥ 4δ, η = δ and p = δ−1, we obtain (4.16). 
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Lemma 4.7. Let 0 < k ≤ 2. For every γ > 0, there exist p(γ) > 1, η(γ) > 0 such that∥∥∥I(vkρ :ψ3−k : )− (Iv)kI(ρ :ψ3−k : )∥∥∥
L2
.s,γ N
− 1−k(1−s)
2
+γ ‖Iv‖kH1
∥∥∥ρ :ψ3−k :∥∥∥
W−η(γ),1∩W−η(γ),p(γ)
. (4.17)
Proof. We have that ∥∥∥I(vkρ :ψ3−k : )− (Iv)kI(ρ :ψ3−k : )∥∥∥
L2
.
∥∥∥I(vkρ :ψ3−k : )− I(vk)I(ρ :ψ3−k : )∥∥∥
L2
(I)
+
∥∥∥(I(vk)− (Iv)k) I(ρ :ψ3−k : )∥∥∥
L2
. (II)
• By Sobolev embeddings and fractional Liebnitz, we have that∥∥∥vk∥∥∥
H1−k(1−s)
.
∥∥∥vk∥∥∥
W
s, 2
1+(k−1)(1−s)
. ‖v‖Hs ‖v‖k−1
L
2
(1−s)
. ‖v‖kHs .
Therefore, by (4.16),
‖I‖L2 . N−
1−k(1−s)
2
+γ ‖v‖kHs
∥∥∥ρ :ψ3−k :∥∥∥
W−η(γ),p(γ)
.
From (4.4), we have that ‖v‖Hs . ‖Iv‖H1 , so
‖I‖L2 .(1−s),γ N−
1−k(1−s)
2
+γ ‖Iv‖kH1
∥∥∥ρ :ψ3−k :∥∥∥
W−η(γ),p(γ)
.
• From Ho¨lder, (4.13) and Sobolev embeddings, we have
‖II‖L2 .
∥∥∥I(vk)− (Iv)k∥∥∥
L2
∥∥∥I(ρ :ψ3−k : )∥∥∥
L∞
.s,δ N
−(1−k(1−s)) ‖Iv‖kH1
∥∥∥I(ρ :ψ3−k : )∥∥∥
W 3δ,δ−1
.s,δ N
−(1−k(1−s))N4δ ‖Iv‖kH1
∥∥∥ρ :ψ3−k :∥∥∥
W−δ,δ−1
.
Choosing δ small enough, we have that 1 − k(1 − s) − 4δ > 1−k(1−s)2 − γ, so the
main contribution comes from I. We get (4.17) by taking γ′ =≥ 4δ, p(γ′) =
max(p(γ), δ−1), η(γ′) = max(η(γ), δ), and then renaming γ = γ′.

Lemma 4.8. There exists c > 0 such that for every 0 < η < 18 ,ˆ T
t0
(4.7)(s)ds .
(
1 +
ˆ T
t0
E1+cη
)
‖Iψ‖
Lη
−1
t,x
(4.18)
Proof. Let 0 < θ < 1. Since we have
‖Iv‖H1 . E
1
2
‖Iv‖L4 . E
1
4 ,
by Gagliardo-Niremberg we have ‖Iv‖
W
θ, 4
1+θ
. E
1+θ
4 . Therefore, by Sobolev inequality,
we have that ‖Iv‖
L
4
1−θ
. E
1+θ
4 , and the implicit constant is uniform in θ as long as
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0 ≤ θ ≤ θmax < 1. Take θ = 4η. Therefore, by Ho¨lder,∣∣∣∣ˆ T
t0
ˆ
T2
Ivt(Iv)
2Iψ
∣∣∣∣ ≤ ˆ T
t0
‖Ivt‖L2 ‖Iv‖L4 ‖Iv‖
L
4
1−4η
‖Iψ‖
Lη
−1
x
.
ˆ T
t0
E
1
2E
1
4 (E
1+4η
4 ) ‖Iψ‖
Lη
−1
x
.
ˆ T
t0
(
E1+η
) ‖Iψ‖
Lη
−1
x
.
(ˆ T
t0
(
E1+η
) 1
1−η
)1−η
‖Iψ‖
Lη
−1
x,t
.
(
1 +
ˆ T
t0
E
1+η
1−η
)
‖Iψ‖
Lη
−1
x,t
.
Therefore, choosing c = maxη∈[0, 1
8
] η
−1
(
1+η
1−η − 1
)
, we have∣∣∣∣ˆ T
t0
ˆ
T2
Ivt(Iv)
2Iψ
∣∣∣∣ . (1 + ˆ T
t0
E1+cη
)
‖Iψ‖
Lη
−1
x,t
,
which gives (4.18). 
Lemma 4.9. Let T > 0. For every |t − t0| ≤ T , for every 0 < η ≤ 18 , we have that for
every γ > 0,
E(t) −E(t0)
.s,γ,T
(
1 +
ˆ t
t0
E1+cη
)
‖Iψ‖
Lη
−1
t,x
(4.19)
+
ˆ t
t0
N−(1−3(1−s))E2 (4.20)
+
2∑
k=0
ˆ t
t0
N−
1−k(1−s)
2
+γE
k+1
2
∥∥∥:ψ3−k :∥∥∥
L∞t W
−η(γ),1∩W−ηk(γ),p(γ)
(4.21)
+
ˆ t
t0
Nγ
(
E
3
4
∥∥ρ :ψ2 :∥∥
W−γ,4
+ E
1
2
∥∥ρ :ψ3 :∥∥
H−γ
)
(4.22)
+
ˆ t
t0
E(s)ds, (4.23)
where c is the one given by Lemma 4.8 and η(γ), p(γ) are the ones given by Lemma 4.7.
Proof. By Lemma 4.2,
E(t) −E(t0) =
ˆ t
t0
(4.7)(s) + (4.8)(s) + (4.9)(s) + (4.10)(s)ds.
We have that
• From (4.18), ´ tt0 (4.7)(s)ds . (4.19),
• From (4.12), ´ tt0 (4.8)(s)ds . (4.22),• From (4.13) for the fist term and (4.17) for the second and third term respectively,
and Ho¨lder inequality,
´ t
t0
(4.9)(s)ds . (4.20) + (4.21)
20 LEONARDO TOLOMEO
• From (4.11), ´ tt0 (4.10)(s)ds . (4.23).

Lemma 4.10. Let T > 0, and let
A(N) =
‖INρψ‖LlogN ([−T,T ]×R2)
logN
. (4.24)
For γ > 0, M ≥ 1,Λ ≥ 1, define
ΩγM :=
{
max
k
∥∥∥:ρψ3−k :∥∥∥
L∞t ([−T,T ];W
−(max(ηk(γ),γ)),max(pk(γ),2))
≤M
}
, (4.25)
ΩΛ(N) := {A(N) ≤ Λ} . (4.26)
Then for γ = γ(s) small enough, α < 1 − 3(1 − s), δ < β < α, ω ∈ ΩγM , there exists
τ = τ(s,M,Λ, α − β) such that if ω ∈ ΩγM ∩ ΩΛ(N), E(t0) ≤ Nβ/2, |t0| ≤ T , N ≥ N0 =
N0(s, T,M,Λ), then E(t) ≤ Nα for every t such that |t| ≤ T and |t− t0| ≤ τ .
Proof. By Lemma 4.9, as long as E ≤ Nα, since α < 1 − 3(1 − s), for N big enough we
have that (4.20)+(4.21) ≤ 1+´ Tt0 E. Similarly, from Young’s inequality, for some universal
constant C, we have
(4.22) ≤
ˆ T
t0
E(s)ds+ CN4γM4.
Choosing η = (logN)−1 in (4.19), as long as E ≤ Nα, we get
(4.19) ≤ A(N) logN
(
1 +
ˆ T
t0
E1+c(logN)
−1
(s)ds
)
≤ Λ logN
(
1 + ecα
ˆ T
t0
E(s)ds
)
.
Therefore, as long as E(t) ≤ Nα, for N big enough (depending on s, T,M,Λ),
E(t)
≤ E(t0) + C(s, γ, T )Λ logN
(
1 +
ˆ T
t0
E(s)ds
)
+ 1 +
ˆ T
t0
E(s)ds+ CN4γM4 +
ˆ T
t0
E(s)ds
≤ 1
2
Nβ +C(s, γ, T )Λ logN + C ′N4γM4
+
(
2 + C(s, γ, T )Λ logN
) ˆ T
t0
E(s)ds.
≤ Nβ + C ′(s, γ, T,Λ) logN
ˆ T
t0
E(s)ds. (4.27)
Let t¯ = max{s : t0 ≤ s ≤ T,E(s) ≤ Nα}, t˜ = min{s : t0 ≥ s ≥ −T,E(s) ≤ Nα}. Then
the lemma is proven if we show that if t¯ 6= T , then |t¯ − t0| ≥ τ(s, γ, T,Λ) and similarly
if t˜ 6= −T , then |t˜ − t0| ≥ τ(s, γ, T,Λ). For t˜ ≤ t ≤ t¯, by definition, (4.27) holds, so by
Gronwall
E(t) ≤ Nβ exp (|t− t0|C ′(s, γ, T,Λ) logN). (4.28)
Suppose that t¯ 6= T . Then one must have E(t¯) = Nα. Therefore, by (4.28), |t¯− t0| ≥ τ :=
(α−β)
C′(s,γ,T,Λ) . The same holds for t˜, and the lemma is proven. 
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Proof of Proposition 4.1. Let ε > 0, T > 0, let 2(1 − s) < β < α < 1 − 3(1 − s), and let γ
as in Lemma 4.10.
By Proposition 2.1,(iv),
∥∥:ρψ3−k :∥∥
L∞t ([−T,T ];W
−(max(ηk(γ),γ)),max(pk(γ),2))
< +∞ a.s., so there
exists M = M(T, ε) such that P(ΩγM ) ≥ 1 − ε2 , where ΩγM is defined in (4.25). Moreover,
by Proposition 2.1,(v),
P (ΩΛ(N)
c) ≤ C logNT,ρ,mΛ− logN = N logCT,ρ,m−log Λ.
If Λ = CT,ρ,me
2, this expression is summable in N , so for N big enough, N ≥ N˜ = N˜(ε),
P (
⋂
N≥N˜ ΩΛ(N)) ≥ 1 − ε2 . Let ΩT,ε := ΩγM ∩
⋂
N≥N˜ ΩΛ(N). By inclusion-exclusion, we
have that P(ΩT,ε) ≥ 1− ε.
For this choice of M , Λ, γ, α, β, let N0 and τ be the ones given by Proposition 4.10,
and take (u0, u1) ∈ Hs. Define a sequence Nk of integers recursively. Take N1 such that
N1 ≥ max(N0, N˜) and
N
2(1−s)
1 ‖(u0, u1)‖2Hs + ‖u0‖4Hs ≪ Nβ1 .
By Sobolev embeddings, (4.3) and (4.4),
E(IN1v(0), IN1vt(0)) = E(IN1u0, IN1u1)
. ‖(IN1u0, IN1u1)‖2H1 + ‖IN1u0‖4L4
. N
2(1−s)
1 ‖(u0, u1)‖2Hs + ‖IN1u0‖4Hs
. N
2(1−s)
1 ‖(u0, u1)‖2Hs + ‖u0‖4Hs ,
(4.29)
so we will have E(IN1v(t0), IN1vt(t0)) ≤ 12Nβ1 , therefore by Lemma 4.10 one has that
‖(v(t), vt(t))‖2Hs . E(IN1v(t), IN1vt(t)) ≤ Nα for t ≤ T , t0 ≤ t ≤ t0 + τ , and similarly
backwards in time.
Then take Nk+1 ≫ Nk such that
N
2(1−s)
k+1 N
α
k +N
2α
k ≪ Nβk+1. (4.30)
If one has
E(INkv(t0 + (k − 1)τ), INkvt(t0 + (k − 1)τ)) ≤
1
2
Nβk if t0 + (k − 1)τ ≤ T, (4.31)
by Lemma 4.10,
‖(v, vt)‖2L∞([t0+(k−1)τ,min(t0+kτ,T )];Hs)
. sup
t0+(k−1)τ≤s≤min(t0+kτ,T )
E(INkv(s), INkvt(s)) ≤ Nαk (4.32)
and similarly backwards in time. Therefore, because of the blowup condition (3.3), Pro-
postion 4.1 is shown if we show (4.31). Proceeding inductively, we know (4.31) for N1, and
proceeding as in (4.29),
E(INk+1v(t0 + kτ), INkvt(t0 + kτ))
. N
2(1−s)
k+1 ‖(v(t0 + kτ), vt(t0 + kτ))‖2Hs + ‖v(t0 + kτ)‖4Hs
. N
2(1−s)
k+1 E(INkv(t0 + kτ), INkvt(t0 + kτ)) + E(INkv(t0 + kτ), INkvt(t0 + kτ))
2
. N
2(1−s)
k+1 N
α
k +N
2α
k ≪ Nβk+1,
so E(INk+1v(t0 + kτ), INkvt(t0 + kτ)) ≤ 12Nβk+1 and we have (4.31). 
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5. Independence from the cutoff and global well-posedeness for the
global equation
In this section, we prove that on appropriate space-time regions, the solution to (LSNLW)
does not depend on the particular choice of the cutoff ρ, and proceed to the proof of Theorem
1.1.
Proposition 5.1 (Finite speed of propagation for SNLW). Let R,T > 0, x0 ∈ R2,
t0 ∈ R. Let u1, u2 be solutions to (SNLW) on B(x0, R) for a time T , in the sense that
uj|B(x0,R) = ψ|B(x0,R) + vj|B(x0,R), vj ∈ C([t0 − T, t0 + T ];Hsloc), s > 23 , and
vj(t)|B(x0,R) =
(
cos((t− t0)|∇|)vj(t0) + sin((t− t0)|∇|)|∇| ∂tvj(t0)
+
ˆ t
t0
sin ((t− t′)|∇|)
|∇| :(ψ + vj)
3 : (t′)dt′
)∣∣∣∣
B(x0,R)
(5.1)
for every |t− t0| ≤ T . Suppose moreover that v1(0) = v2(0), ∂tv1(0) = ∂tv2(0) on B(x0, R)
and vj ∈ C([t0 − T, t0 + T ];Hs(R2)), s > 12 . Then v1(t)|B(x0,R−|t−t0|) = v2(t)|B(x0,R−|t−t0|)
for every |t− t0| ≤ T .
Proof. Without loss of generality, assume that t0 = 0, x0 = 0. Let Dt = BR−|t|. Recalling
that the kernels of cos(s|∇|), sin(s|∇|)|∇| are distributions supported in Bs, from (SNLW) we
have that
v1 − v2|Dt =
ˆ t
0
sin ((t− t′)|∇|)
|∇|
[
(v1 − v2)(3 :ψ2 : +3ψ(v1 + v2) + v21 + v22 + v1v2)
]∣∣
Dt′
dt′.
Proceeding as in Proposition 3.1, we obtain that
‖v1(t)− v2(t)‖Hs(Dt)
.R
ˆ t
0
‖v1 − v2‖Hs(D′t) (1 + ‖v1‖
2
C([−R,R];Hs(BR))
+ ‖v2‖2C([−R,R];Hs(BR)))
× max
1≤j≤3
∥∥ρ :ψj :∥∥
L1tW
0−,6+
x
for any ρ ∈ C∞c with ρ ≡ 1 on BR. Therefore by Gronwall,
‖v1(t)− v2(t)‖Hs(Dt) ≤ C(R, v1, v2, ω) ‖v1(0)− v2(0)‖Hs(BR) = 0.

From this proposition, we obtain immediately the following:
Corollary 5.2. Let T > 0, let t0 = 0, and let ρ1, ρ2 be two cutoff functions such that
ρ1(x) = ρ2(x) = 1 for every x ∈ B2T . Let s > 45 . Let (u0, u1) ∈ Hsloc, and let v1, v2
be respectively the solutions to (LSNLW) with cutoff function ρ1 and ρ2 and initial data
respectively (ρ1u0, ρ1u1) and (ρ2u0, ρ2u1). Then v1(t, x) = v2(t, x) for every |x|, |t| < T .
Proof of Theorem 1.1. Let ρn be a cutoff function such that ρN (x) = 1 for every |x| ≤ n.
Let (u0, u1) ∈ Hsloc, and let vn be the solution of (LSNLW) with cutoff function ρn and
initial data (ρnu0, ρnu1). By Proposition 4.1, we will have vn ∈ C(R;Hs). By Corollary
5.2,
v := lim
n→+∞
vn
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is well defined, and we have that v|[−T,T ]×BR = v⌈T∨R⌉|[−T,T ]×BR. By Proposition 4.1 again,
v will also be a continuous function of (u0, u1) with values in C([−T, T ];Hsloc). Therefore
the theorem is proven if we show that every solution u˜ = ψ + v˜ of (SNLW) with v ∈
C([−T, T ];Hsloc) satisfies v˜(t) = v(t) for every t ≤ T . Let φ ∈ C∞c ((−T, T )× R2) be a test
function. Let n ∈ N be such that supp(φ) ⊆ [−n, n]×Bn. By Proposition 5.1, we have that
v˜|[−n,n]×Bn = vn|[−n,n]×Bn = v|[−n,n]×Bn.
Therefore, 〈v˜, φ〉 = 〈v, φ〉, so v˜ = v as space-time distributions. Since they both belong
to the space C([−T, T ];Hsloc), the equality must hold in the space C([−T, T ];Hsloc) as well,
hence v˜(t) = v(t) for every t ≤ T . 
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