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HISTORICAL PRECIPITATION TRENDS AND FUTURE PRECIPITATION PROJECTIONS USING 
A STOCHASTIC WEATHER GENERATOR IN THE NORTHEASTERN UNITED STATES 
Andrew Goldman 
University of New Hampshire, December, 2017 
 
According to the 2014 National Climate Assessment, annual rainfall has increased by approximately 10% 
from 1895 to 2011, and extreme precipitation events (the top 1% of all storms) have increased 70% since 
1958 in the Northeast United States [Melillo et al., 2014].  These precipitation changes could have 
substantial impacts on the performance of bridges, stormwater drainage, pavement, water supply systems, 
and numerous other infrastructure projects.  This study examines historical changes in Northeast rainfall 
and develops a computer model to simulate future precipitation.  Historical precipitation trends were 
calculated for rainfall duration, depth, intensity and time between storms for 20 weather stations across 
the Northeast.  In general, annual rainfall depth and intensity have increased over the past 50 years, while 
the annual time between storms has decreased over the same period.  These changes differed among 
seasons.  Winter storms have become shorter and more frequent. Summer storms have become longer and 
less frequent.  Future precipitation at LaGuardia Airport was simulated using a three-step weather 
generation model.  A generalized linear model was used to capture the seasonal pattern of precipitation 
occurrence. Events were identified as one of four storms types and simulated using a Markov Chain 
switching model. Precipitation intensity was simulated using a hybrid distribution, consisting of the 
Gamma and Generalized Pareto distributions, capable of capturing both mean and extreme rainfall events.  
The model projected annual rainfall increases, with especially large increases in winter precipitation. The 
frequency of extreme storms, exceeding the 97.5th percentile, was projected to increase substantially. 
Design storms, the two, 50 and 100 year storm depths, had limited change.  This study shows that 
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precipitation timing and intensity has changed in the past, and will likely continue to change in the future.  
Weather generators provide a means to understand the impacts from changing precipitation patterns 
beyond single extreme events.  Their application can be used to determine the effectiveness and resiliency 
of existing infrastructure and to identify appropriate adaptation measures. 
 
     





The mean and extreme rainfall (or appropriate analogues such as streamflow and flooding) has been 
increasing in the Northeast over the period of record [Collins, 2009; Douglas and Fairbank, 2011; 
Douglas et al., 2000; Hayhoe et al., 2007; Vogel et al., 2011].  This is a potentially important factor to 
take into account in hydraulic infrastructure design.  Today’s infrastructure is sized using the principle of 
stationarity, which assumes that rainfall statistics will remain constant over time.  However, these 
regional studies suggest otherwise.  Current design standards may need to be altered to account for the 
non-stationary nature of hydrological statistics.  Furthermore, methods to reliably simulate these projected 
precipitation changes are needed to address these engineering needs. 
I: Precipitation Trends 
The 2014 National Climate Assessment, a recent compilation of United States climate information, found 
that from 1895 to 2011 annual precipitation increased in the Northeastern United States by approximately 
13 cm or roughly 10% [Melillo et al., 2014].   Additionally, the study found that the Northeast region has 
experienced a 70% increase in the depth of extreme precipitation events (defined as the top 1% of all 
daily events) since 1958 [Melillo et al., 2014].  Hayhoe et al. [2007] conducted a similar study which 
looked at historic rainfall data from 93 United States Historical Climatology Network (USHCN) stations.  
Their study separated the trends into two seasons, winter (December, January and February) and summer 
(June, July and August).  They found that winter precipitation decreased by 0.5 mm/decade while summer 
precipitation increased by 1.0 mm/decade from 1900 to 1999.  However, since 1970, winter precipitation 
has increased by 3.0 mm/decade while summer precipitation has decreased by 0.2 mm/decade.    
An analysis of maximum annual rainfall events, found that the overwhelming majority of significant 
rainfall trends were increasing [Burn and Taleghani, 2013].  Burn and Taleghani [2013] found more 
significant trends, both positive and negative, for short duration storms as compared to storms lasting 
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longer than two hours.  Their findings suggest that the shorter, more intense storms are changing at a 
faster pace than longer lasting, less intense events. 
Several past studies have identified a sudden or shift-step in the Northeast hydrologic regime occurred 
sometime around 1970 [Collins, 2009; Douglas and Fairbank, 2011].   Douglas and Fairbank [2011] 
analyzed annual maximum daily precipitation depth from 48 National Oceanic and Atmospheric 
Administration (NOAA) National Climatic Data Center (NCDC) stations using the non-parametric Mann-
Kendall trend test.  Their study found significantly more trends when only post-1970 rainfall data were 
considered as compared the entire period of record.  Collins [2009] investigated trends in flooding events 
for 28 Hydro-Climatic Data Network (HCDN) stream gages.  His results also provide evidence for a 1970 
shift in the hydrologic regime.   
While most rainfall trend studies have focused on larger, extreme events, Douglas et al. [2000] examined 
low flow trends, defined as the lowest seven day average flow during every drought year, using data from 
1,474 HCDN stations across the continuous United States.  They found positive low flow trends for both 
the large Midwest region, and the intermediate Ohio, Upper Mississippi, and North Central regions.  Few 
studies on regional precipitation trends take into account the entire storm record, instead focusing on 
either the high or low rainfall quantiles. 
Significant uncertainty exists in the statistical analyses of precipitation including the failure to take into 
account long-term persistence (LTP) and spatial correlation when conducting regional trend analyses 
[Cohn and Lins, 2005; Douglas et al., 2000].  Long term persistence (LTP) can be understood as the 
internal memory of a natural climate system or more technically as, “auto-correlation functions which 
decay by a power law and are characterized by an infinite correlation time” [Rybski et al., 2006].  
Anthropogenically induced climate change critics claim LTP may be the cause of the recent increase in 
mean global temperature, and may result in false positives if not taken into account in trend analyses. 
Rybski et al. [2006] compared six proxy based reconstructed records of Northern Hemisphere near surface 
temperatures to temperature station data.  They calculated the ratio of the standard deviation of the 
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reconstructed records to the change in annual mean global surface temperature as measured by weather 
stations, and concluded that changes in global temperatures from between 1971-1983 to present is 
unlikely the result of purely natural climate variations.  Cohn and Lins [2005] developed a trend test 
which takes into account LTP. When compared to more common methods which ignore LTP, their tests 
resulted in far fewer significant trends.  This suggests that the traditional tests may be influenced by the 
presence of LTP, and natural climate variability does contribute to the recent increase in mean global 
temperatures.  Similarly, spatial correlation can create false positive trend tests when ignored in regional 
studies.  Douglas et al. [2000] derived a regional Mann-Kendall test that takes into account spatial 
correlation, which produced far fewer significant trends in low flow events compared to a more traditional 
Mann-Kendall tests which ignore spatial correlation. 
To better understand the historic precipitation trends in the Northeast United States, a clear understanding 
of the large-scale circulation patterns which produce rainfall events can prove beneficial.  Keim et al. 
[2005] present a manual synoptic climate classification for New England’s east coast.  Of the nine defined 
weather types, they found that the Canadian High weather system, characterized by the region located on 
the eastern edge of an anti-cyclone formation, was the most common, accounting for 25% of all days. 
Tropical disturbances, which account for the formation of hurricanes, were the least common weather 
type representing under 1% of all days.  Collins et al. [2014] used the weather classification approach to 
assign synoptic weather types to each annual maximum flood, using data from ten HCDN US stations and 
12 Reference Hydrometric Basin Network (RHBN) Canadian stations.  They found that low pressure 
zones originating in the Great Lakes region and along the coast represent the two dominant flood 
producing weather types. Again, tropical cyclones accounted for the least number of annual maximum 
stream flows (<5%).    Kunkel et al. [2012] examined the meteorological causes of extreme precipitation 
events, which they define as storms with less than a one in five chance of occurring on any given year.  
Using daily precipitation data obtained from 935 National Weather Service Cooperative Observer 
(COOP) stations, they found frontal systems, defined by temperature gradients, and localized minima in 
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pressure fields were the most common cause of extreme precipitation in the Northeast.  Tropical cyclones, 
defined by the proximity of observed weather systems to hurricane tracks catalogued by the National 
Hurricane Center’s database, and extratropical cyclones, defined by a system’s proximity to mesoscale 
low pressure systems, caused the second and third most extreme precipitation events, respectively.  
Seasonally, frontal systems caused the greatest number of extreme precipitation events in the Northeast in 
every season except for fall, in which tropical cyclones caused the greatest number of extreme events.  
Studies have evaluated the impact of natural climate variations on observed precipitation patterns.   
Durkee et al. [2008] examined the impact of North Atlantic Oscillation (NAO), a natural decadal climate 
variation, on precipitation in the Northeast.  They found that when the NAO is in a positive phase, which 
typically favors moisture convergence along the east coast, more precipitation occurs, particularly in the 
Northern United States.  An approximate 24% increase in rainfall occurs during positive NAO phases.  
The NAO has been in a positive phase since roughly 1970, a fact which could account for the step shift in 
the hydroclimatic regime experienced in the Northeast over that time period. Liang Ning and Raymond S. 
Bradley [2015] first examined the relationship between several atmospheric teleconnections, including the 
North Atlantic Oscillation (NAO), the Pacific North American (PNA) and the El-Nino Southern 
Oscillation (ENSO) and winter climate extremes in the Northeast.  They also studied how well these 
teleconnections are captured by the Coupled Model Intercomparison Project Phase 5 (CMIP5) output 
[Liang Ning and Raymond S. Bradley, 2015; L. Ning and R. S. Bradley, 2015].  Liang Ning and Raymond 
S. Bradley [2015] connected the NAO, PNA and ENSO indexes, as measured by the NOAA Climate 
Prediction Center, to various extreme precipitation indexes, such as the number of days with precipitation 
exceeding the 95th percentile in Northeast US and Southeast Canada.  They found the NAO had negative 
correlations to extreme precipitation in the northern portion of the study region, and positive correlations 
in the south.  The PNA had positive correlations in the western and coastal regions and negative 
correlations in the Ohio River valley.  ENSO shared similar spatial correlations to the PNA with fewer 
negative correlations in the Ohio River valley.  In a companion study, L. Ning and R. S. Bradley [2015] 
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found that CMIP5 projections did a good job capturing the NAO and PNA systems with Pearson spatial 
correlations of 0.94 and 0.85, respectively.  The majority of the 17 GCMs included in the study projected 
increases in the NAO index by mid-century (2050-2099) at the low RCP 2.6 (10/17), and medium, RCP 
4.5 (12/17), emissions scenarios, while only seven out of 17 projected NAO increases at the high, RCP 
8.5, scenario.  Eight, seven and 11 out of the 17 GCMs predicted increases in the future PNA index for 
the RCP 2.6, RCP 4.5 and the RCP 8.5 scenarios, respectively.  Kendon et al. [2008] evaluated how 
natural climate variations influence Global Climate Model (GCM) projections.  They looked at an 
ensemble of climate projections which sampled different phases of multi-decadal climate variations.  
They found that climate noise, defined as the difference in the projections based on different phases, was 
statistically significant. One single 30 year projection was insufficient to eliminate this noise.  One 
solution to this problem would be to use the average of a suite of GCMs, thus increasing the robustness of 
the projections.  
More research is needed to address the entire rainfall process including rainfall intensity, duration and 
frequency.  Also, few studies connect rainfall trends to atmospheric conditions, thus limiting the 
understanding of the physical circumstances causing precipitation changes. 
 
II: Future Precipitation Change 
Future projections of precipitation are an essential tool to assess hydrological climate change impacts.  
Several studies have examined climate change projections with a specific emphasis on the Northeastern 
United States.  Hayhoe et al. [2007] examined changes in precipitation across two time periods (2035-
2064 and 2070-2099) and three emission scenarios (B1, A2, and A1F1).  They found that the annual 
precipitation is expected to increase between 5 and 8% by mid-century and between 7 and 14% by late 
century. However, these projections have significant seasonal variation, with an increase between 6 and 
16% for mid-century winter (DJF) precipitation and a much smaller change between -1 and 3% for mid-
century summer (JJA) rainfall.  These seasonal differences are projected to increase into the late 21st 
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century.  The 2014 National Climate Assessment [Melillo et al., 2014] cites similar changes for the 
Northeast and projects a regional late-century winter precipitation increase of between 5 and 20%, and 
relatively small changes for the summer and fall seasons. 
Thibeault and Seth [2014] compared a multi-model CMIP5 time series (1950-2099) driven by the RCP 
8.5 scenario to historical station data for the Northeast.  The Interquartile Range (IQR) for most important 
precipitation indices closely matched those created using data from the European Centre for Medium-
Range Weather Forecasts ERA-Interim (1979-2008), thus providing demonstrability in the newest suite 
of GCMs.  These models show a large increase in heavy precipitation and total annual precipitation 
(especially in Northern or mountainous regions). Modest changes were projected for consecutive wet days 
and simple daily intensity index (the ratio of annual total precipitation to the number of wet days (≥ 1 
mm)), both of which are spatially uniform across the Northeast. A comparison of January and July output 
suggests that the increase in total annual precipitation is primarily due to increases in winter precipitation. 
Much like in the study of historical rainfall trends, future rainfall change can be better understood with 
further examination of the changes to the total rainfall record, alternative precipitation variables such as 
rainfall duration and frequency, and the connection between storms and concurrent atmospheric events.  
By necessity, Self-organizing maps (SOM) output has been used to determine changes in metrics. 
However, the ability to apply these forecasted changes to hydraulic engineering is limited. 
III: Statistical Downscaling 
A major hurdle in projecting future precipitation for engineering applications is the relatively coarse 
spatial resolution of GCM output.  Downscaling, or the transformation of gridded output to point 
precipitation values, provides a solution to this problem.  The range of downscaling methods broadly fit 
into two categories: dynamic and statistical downscaling.  
Dynamic downscaling methods use spatially fine scaled Regional Climate Models (RCMs). RCMs focus 
on specific regions (i.e. North America), and are driven by GCMs which provide boundary conditions.  
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RCMs include more detailed information on local topography and land-use, and are capable of producing 
more accurate local precipitation projections [Gao et al., 2012]. Gao et al. [2012] examined the accuracy 
of one such model, the Weather Research and Forecasting model (WRF), which dynamically downscales 
coarse GCM output into fine scale 4 by 4 km output. The WRF, which is an updated version of the 
National Center for Atmospheric Research’s (NCAR) Parallel Climate Model, is driven by the 
Community Earth System Model (CESM).  WRF output was split into sub-regions including the 
Northeast US.  Due to the computational complexity of the fine scaled model, data was produced for two 
relatively short time periods, including a baseline (2001-2004) and a future (2057-2059) period. In terms 
of projecting extreme precipitation events, defined as storms exceeding the 95th percentile, the WRF 
model more closely matched NCDC station data than the CESM model. Six northeast states, 
Massachusetts, New York, Pennsylvania, New Jersey, Maryland and West Virginia, showed over 70% 
improvement, despite the short time-periods, in both total extreme precipitation and the total number of 
days of extreme precipitation [Gao et al., 2012]. 
Statistical downscaling methods use statistical models, and empirical transfer functions to correlate coarse 
scale GCM output to local scale precipitation values [Willems et al., 2012]. Gutmann et al. [2014] 
examined the efficacy of four commonly used statistical downscaling techniques, the daily and monthly 
disaggregated-to-daily Bias Corrected Spatial Disaggregation methods (BCSDd, BCSDm), the Bias 
Corrected Constructed Analog method (BCCA), and asynchronous regression (AR).  BCSDd and 
BCSDm correct biases using a quantile mapping technique and spatially disaggregate data to a more fine 
resolution using bilinear interpolations for daily and monthly precipitation data, respectively.  BCCA uses 
30 analogue days from coarse historical data, calculates the linear combination of the 30 days that best 
matches the coarse model, then applies the same linear combination to fine scale historical data to 
construct downscaled output. AR spatially disaggregates coarse output using bilinear interpolation, sorts 
the gridded data in ascending order which is then used as input for linear regression.  Maps of mean 
annual precipitation for each downscaling method show local biases, which are generally in agreement 
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across all downscaling methods except for the BCCA technique.  In terms of extreme precipitation, the 
BCCA method significantly underestimates extreme events, the AR method slightly overestimates the 
extreme events, the BCSDd slightly underestimates extreme events, and the BCSDm shows little bias 
[Gutmann et al., 2014]. 
Tryhorn and DeGaetano [2011] compared three downscaling techniques including two statistical 
methods, the BSCD technique described above and the Statistical Downscaling Model (SDSM), and one 
dynamic method, the HadRM3 RCM provided by the North American Regional Climate Change 
Assessment Program (NARCCAP) [Mearns et al., 2007].  The SDSM method is a hybrid between a 
stochastic simulation and a regression model, which links atmospheric variables to precipitation output, 
removing one variable at a time until only statistically significant variables remain.  For the baseline 
period (1981-2000), the two statistical models had less than 10% error simulating mean precipitation, 
while the RCM overestimated mean precipitation by over 20%.  In terms of extreme precipitation, as 
defined by the two, 50 and 100 year design events, the SDSM and HadRM3 downscaling methods 
provided accurate results with ~10% error, while the BCSD method had an average error of 56%.   
Other downscaling methods use empirical transfer functions which relate precipitation to larger scale 
atmospheric conditions. In one such study, Olsson et al. [2012] used a downscaling technique which 
assumed the fractional precipitation area was proportional to the cloud cover percentage which was 
observed in a particular GCM cell.  This method, which utilized a multiplicative parameter designed to 
optimize the models fit to the observed data from two meteorological stations in Sweden, resulted in the 
production of IDF curves which closely matched those resulting from observed data. Willems and Vrac 
[2011] investigated downscaling using 10 minute precipitation data from a meteorological station in 
Uccle, Brussels, which related small-scale precipitation to larger scale atmospheric pressures and 
temperature. Using 17 ECHAM5 circulation model runs, they found that the GCMs systematically 
underestimated the extreme precipitation when compared to historic data.  The down-scaling technique 
significantly reduced the bias inherent in the ECHAM5 runs. 
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Another major drawback of using direct GCM output is their relative poor accuracy in projecting 
extremes in temperature and precipitation.   Observational data provides evidence that changes to the tails 
of rainfall and temperature statistical distributions are not proportional to changes to the means [Tebaldi 
et al., 2006].  Despite their importance as input for engineering design, extreme values of temperature and 
precipitation were rarely studied before release of the third IPCC assessment in 2001 [Tebaldi et al., 
2006].    Tebaldi et al. [2006] investigated nine GCMs in an effort to analyze their ability to reproduce 
five extreme precipitation indexes including the number of days with precipitation above 10 mm, 
maximum number of dry days, maximum 5-day precipitation total, simple daily intensity index (annual 
total precipitation over the number of wet days), and lastly, the fraction of the total precipitation 
exceeding the 95th percentile as calculated by the model’s historical run.  The results of this study 
indicate that the GCMs were capable of accurately projecting the direction of the trends in these extreme 
indices, however, they were unable to precisely capture the magnitude of the trends. 
The multitude of downscaling methods studies clearly indicate limitations when applied to extremes. 
Thus, other approaches besides downscaling are needed for engineering studies requiring future rainfall. 
IV: Engineering Applications 
From a stormwater engineering perspective, urban drainage systems rely on relatively small catchment 
scales (< 500 km2) and shorter time scales (less than one day) [Willems et al., 2012].  It is important for 
climate models to accurately capture local intensity-duration-frequency (IDF) relationships so future 
model output can be confidently used to design hydraulic infrastructure capable of withstanding future, 
local precipitation patterns.  Climate models are often not able to capture precipitation features at such a 
fine spatial scale, and offer a poor description of the non-stationary temporal structure of extreme 
precipitation events [Willems et al., 2012].  Therefore, many studies have focused on downscaled model 
output’s ability to recreate empirically established IDF curves, as well as, the extent to which models 
project IDF relationships to change in the future.  Downscaling and bias-correction methods can help 
connect coarse GCM output to data which is more readily applicable to engineering applications. 
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Arnbjerg-Nielsen et al. [2013] present the findings from an International Water Association (IWA) and 
International Association on Hydraulic Engineering and Research (IAHR) joint committee on urban 
drainage which focused on how to adapt urban drainage systems to climate change.  They conclude 
further research is needed to overcome the many restrictions preventing us from fully understanding how 
to best describe changing precipitation with respect to the design of urban stormwater infrastructure.   
Design precipitation events used to size infrastructure consist of several key components including storm 
return period, storm duration, IDF relationships, temporal distribution (hyetographs), areal reduction 
factors, and antecedent moisture conditions [Watt and Marsalek, 2013].  IDF relationships are presented 
on IDF curves which relate intensity to duration for storms of a given return period.  IDF curves, which 
are calculated using extreme probability distributions such as the Gumbel or the Log-Pearson 3 
distributions, often rely on inadequate sample sizes and the assumption that all storms result from similar 
physical processes [Watt and Marsalek, 2013].  Despite these drawbacks, IDF curves are often used as 
design guidelines which provide fine scale temporal information for extreme precipitation events.   
Willems [2013] used a perturbation factor, calculated as the ratio of rank-ordered historical to future storm 
intensities.  This downscaling technique includes quantiles calculated from extreme rainfall distributions, 
as opposed to empirical quantiles to produce IDF curves, from which future hydrologic conditions can be 
determined.  Using 15 RCM ensembles, and 69 individual GCM runs applied to the Uccle region in 
Belgium, he found that for a high, or “worst case” climate scenario, rainfall intensities increase between 
15-50% by the end of the century depending on the return period, while the return period of a present day 
storms are reduced by a factor of roughly 2 (i.e. the present day 2 year storm will become the 1 year storm 
in the future).  
Zhu et al. [2013] compare IDF curves calculated using both a single model grid (SGA), and a regional 
frequency analysis (RFA), in which “pooled” data sets from the grid of interest along with 8 additional 
nearby grids are used.  Although, the results of the intensities calculated using both methods were close 
(within 10% of each other), the RFA method proved more effective by reducing the in-model standard 
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deviation by effectively increasing the annual storm record.  As expected, both methods projected 
increases in rainfall intensity for all eight US locations included in the study. 
Engineering applications that require future extreme rainfall at a range of scales are not yet able to 
reliably use extreme rainfall from GCM output.   
V: Rainfall Generators 
Rainfall generators, which stochastically produce synthetic rainfall series as a function of historic rainfall 
statistics provide an alternative method to correct bias in coarse GCM output. A major advantage of using 
rainfall generators is that they use all rainfall data, as opposed to the aforementioned techniques which 
relied on extreme rainfall output.  Modeling rainfall is often a two-step process because rainfall can be 
treated as both a discrete and continuous variable; days on which precipitation does not occur are 
described numerically as 0 creating a discontinuity in the otherwise continuous distribution of 
precipitation intensities [Wilks and Wilby, 1999].  For this reason, many weather generators simulate 
precipitation occurrence and intensity in two separate steps. The earliest known weather generator was 
developed by the Belgium scientist Adolphe Quetelet in 1852 who showed that consecutive runs of dry 
and wet days exhibited persistence [Wilks and Wilby, 1999].  Today, weather generators have numerous 
applications including the study of climate sensitive systems for ecological or agricultural studies, the 
simulation of missing climate data, and the simulation or downscaling of regional climate change 
scenarios [Wilks and Wilby, 1999]. 
There are two main types of weather generators, Markov chain models and rectangular pulse models.  
Markov chain models rely on point process theory, and use statistical models to project wet/dry days, as 
well as, the amount of precipitation on each wet day [Arnbjerg-Nielsen et al., 2013].  Rectangular pulse 
models, originally developed to model the spatial distribution of galaxies, organize precipitation events as 
rain cells described by rectangular pulses, and can be used as spatial generators [Arnbjerg-Nielsen et al., 
2013]. 
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Fowler et al. [2000] employ a rectangular pulse weather generator. Their approach uses the Neyman Scott 
rectangular Pulses Model (NSRP) conditioned by synoptic weather types, modelled using Markov chains, 
to produce a synthetic rainfall series representative of future conditions by simulating variations in both 
weather types and basic rainfall statistics such as intensity and the proportion of dry days.  Fowler et al. 
[2005] expand on this model to produce multiple synthetic rainfall series spanning numerous sites located 
across multiple sub-regions within a larger area.   
An example of a Markov chain weather generator is the generalized linear model (GLM) developed by 
Furrer and Katz [2008] to create a synthetic rainfall series using daily climatic data from a Pergamino, 
Argentina weather station.  The GLM is a simplified stochastic method capable of modeling non-
normally distributed data, as well as, incorporating seasonal variations such as the El Nino Southern 
Oscillation (ENSO) and precipitation trends as covariates.  The model used in this study simulated 
precipitation occurrence (i.e. whether or not rain occurs on a particular day) via a 2-state Markov chain 
model, while daily rainfall intensity was determined by fitting the observed rainfall data to a gamma 
distribution.  This technique worked reasonable well when the modeled statistics for 500 simulations were 
compared to observed data. However, it underestimated the inter-annual variance (a common problem for 
stochastic models) and extreme rainfall events.   
In a later study, Furrer and Katz [2008] utilized a hybrid approach in which daily rainfall intensities 
above a certain threshold were modeled using the Generalized Pareto distribution, while the remaining 
storms were modeled using the Gamma distribution.  This model alteration, helped it more accurately 
capture the extreme rainfall events when compared to observational data from both Pergamino, Argentina 
and Fort Collins, Texas [Furrer and Katz, 2008]. 
Tung et al. [2013] developed the Continuous Weather Generator (CWG), a Markov chain weather 
generator which produces output at a sub-daily range.  Sub-daily precipitation data are important because 
they capture the temporal heterogeneity in extreme precipitation events which may alter relevant 
infrastructure design parameters.  The CWG splits every wet day into two main categories, severe 
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precipitation (precipitation over 130 mm/day) and ordinary precipitation (precipitation under 130 
mm/day).  Ordinary precipitation intensity is simulated using the Exponential and Weibull distributions.  
Severe precipitation events are split into different storm categories, each with unique temporal patterns, 
and are produced using the Pearson type 3 and log Pearson type 3 distributions.  Furthermore, hourly 
hyetographs are produced for every severe precipitation event based on its storm category. Output from 
the CWG was compared to station data collected at weather stations in the Shihmen and Tsengwen 
regions of Taiwan.  The CWG output was found to have Root Mean Square Errors (RMSE) of 12.8 mm 
(0.6%) and 26.8 mm (1.3%) when compared to the Shihmen and Tsengwen station data, respectively 
[Tung et al., 2013]. 
Synoptic climatology is a field of study which seeks to link local environmental responses, such as 
precipitation, to large-scale atmospheric conditions.  Incorporating synoptic storm types into a model 
takes advantage of GCMs’ strength in modeling large scale, upper atmospheric variables conditions and 
creates the ability to characterize changes to those patterns that would impact rainfall. 
Synoptic classification methods use atmospheric conditions to classify storm types and link precipitation 
events to a particular storm type.  Traditionally, this has been done either subjectively, using an expert’s 
knowledge to examine past weather maps, or objectively, using a statistical approach to group storm types 
with increased internal similarity [Philippopoulos and Deligiorgi, 2012]. For larger datasets, the latter 
approach may prove to be the more feasible. Artificial Neural Network (ANN)s are useful tools in many 
water resource applications, such as rainfall-runoff modeling, precipitation modeling, and climate and 
ecological studies, because they have the “ability to relate input and output variables in complex systems 
without any requirement of a detailed understanding of the physics of the process involved” [Kalteh et al., 
2008].    Self-Organizing Maps (SOMs), an ANN which assigns data points to specific nodes on a two-
dimensional matrix, is an example of an objective storm type classification method [Philippopoulos and 
Deligiorgi, 2012].  SOMs train the data set in an iterative process by assigning each data input to a Best 
Matching Unit (BMU), calculated as the space at which the Euclidean distance between the data’s input 
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vector and the node’s training vector is minimized.  As more data are input,  surrounding nodes are 
updated, such that similar data are mapped closer together while dissimilar data are mapped further apart 
[Philippopoulos and Deligiorgi, 2012].  One major advantage of SOMs have over other clustering 
algorithms is the ease with which the output is visualized and interpreted.  
Philippopoulos and Deligiorgi [2012] used SOMs to cluster synoptic atmospheric patterns in the 
Southeast Mediterranean region.  Their input variables included mean sea level pressure and 500 hPa 
geopotential height (both at a larger continental scale), as well as, zonal and meridional winds, specific 
humidity and air temperature (all at a smaller, regional scale). Their results matched previous synoptic 
classifications for the region and defined six summer, 17 winter and nine transitional weather patterns. 
Hewitson and Crane [2002] conducted a similar study in which they examined a single variable, mean sea 
level pressure, over the Northeast US.  Ultimately, they defined 35 distinct synoptic configurations within 
a 5 by 7 matrix, from which they were able to calculate the statistical error (sum of squares), frequency 
and the trend across time for each separate weather pattern.  Furthermore, they were able to connect each 
storm type to local rainfall data, as well as, non-local atmospheric processes such as the North-Atlantic 
Oscillation. 
Hewitson and Crane [2006] utilized SOMs as an empirical downscaling tool.  They trained a nine by nine 
SOM grid using nine National Centers for Environmental Prediction (NCEP) reanalysis atmospheric 
variables from 1979 to 2002.  Output from each of the 81 SOM nodes were rank ordered, and fit to a 
spline to construct probability density functions.  These probability density functions were used to 
stochastically simulate rainfall time series, which were then compared to both spatially interpolated South 
African station data and the output from three GCMs mapped to the NCEP trained SOM grid.  The 
downscaled NCEP data closely matched the precipitation data, from the over 3000 South African weather 
stations used in this study, for both precipitation intensity and spatial distribution.  The downscaled NCEP 
data showed similarities to the GCM output, however, the GCM output had higher storm frequencies in 
fewer nodes suggesting less overall variability in their output [Hewitson and Crane, 2006]. 
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Objective storm typing methods are emerging that are applicable to large data sets not capable of being 
subjectively storm typed.  In the aforementioned examples, the focus was either on connecting rainfall to 
synoptic weather or capturing extreme rainfall, but not both at the same time. These additional studies are 
needed to capture both the concurrent atmospheric conditions and extreme rainfall in a single weather 
generator.   
VI: Conclusions 
The goal of this study is to characterize the total rainfall record for all precipitation variables needed to 
more completely understand past and future rainfall change.  Until downscaling methods can be improved 
so they can better capture both rainfall-to-atmosphere connections and extreme precipitation, weather 
generators offer an alternative to better serve related engineering applications.  Future conditions will be 
characterized using a weather generator with storm types classified from atmospheric conditions. A 
rainfall generator will use local rainfall statistics in addition to regional atmospheric conditions to project 
future changes in precipitation at a local scale. The study will use the generalized linear model approach 
employed by Furrer and Katz [2007] to capture rainfall occurrence.  Atmospheric data from NARCCAP 
will define baseline and future storm types and their respective precipitation distributions in a similar 
fashion to Fowler et al. [2000].  By using the hybrid approach described in Furrer and Katz [2008], mean 
and extreme precipitation data will be generated at the local scale.   The goal of this study is to understand 
how the entire storm record has changed historically in the Northeast and to develop a method to simulate 
historical and projected future rainfall time series.  A weather generator provides a straight-forward and 
effective approach to adapt current engineering design methods to future climate change.   
  
     




I: Statistical Analysis 
Previous studies have shown that mean and extreme precipitation events have been increasing in the 
Northeast in the recent past [Hayhoe et al., 2007; Melillo et al., 2014; Parr and Wang, 2014].  Many of 
these studies focus exclusively on extreme events, such as the annual maximum precipitation series or 
periods of prolonged drought.  This study analyzes trends for all precipitation events in the Northeast US 
over the past 60+ years.  It includes statistical summaries of relevant precipitation parameters across 20 
Northeast weather stations, as well as, trend analyses which measure how these parameters are changing 
across time.  The precipitation parameters included in this study are storm depth, intensity, duration and 
time between storms. 
The study region for this analysis is the Northeastern United States, which includes the six New England 
states, New York, and Maryland.  The region is represented by 20 National Oceanic and Atmospheric 
Association’s (NOAA) National Climate Data Center (NCDC) weather stations, which range as far north 
as Caribou, Maine, and as far south as Wilmington, Delaware.  These 20 weather stations were chosen 
because they all have long-term (> 50 years) records of hourly precipitation data.  The statistical analyses 
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Figure 1: Map of the 20 NCDC weather stations used in this study. 
Table 1: List of the 20 NCDC weather stations used in this study along with their respective periods of record. 
Station Start Year End Year 
Albany NY  1948 2013 
Birch Hill MA  1948 2004 
Boston MA 1948 2013 
Bridgeport CT 1948 2013 
Buffalo NY  1948 2013 
Burlington VT 1948 2013 
Caribou ME  1948 2013 
Central Park  NY  1948 2013 
Concord NH  1948 2013 
East Milton MA 1948 2012 
Hartford CT  1954 2013 
Hyannis MA  1948 2001 
LaGuardia NY  1948 2013 
Mt Washington NH  1948 2009 
New Bedford MA  1948 2000 
Norfolk CT  1948 2001 
Portland ME  1948 2013 
Providence RI 1948 2013 
Rochester NY  1948 2013 
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The NCDC hourly precipitation data, originally in units of 0.01 inches/hr, were first converted to mm/hr.  
The precipitation data were then split into individual storm events, defined as periods of precipitation 
separated by a minimum of seven hours during which no precipitation was recorded.  The four parameters 
were calculated for every storm event were storm duration (hours), storm depth (mm), storm intensity 
(mm/hr), and time between storms (hours).  All four parameters were analyzed on an annual and seasonal 
basis. The seasonal averages split a year into four, three month periods with December, January and 
February representing winter, March, April and May representing spring, June, July and August 
representing summer and September, October, and November representing fall. 
The statistical summary analysis calculated the mean, median, standard deviation, the inter-quartile range 
(IGR), the minimum, the 1st quartile, the 3rd quartile, and the maximum.  The mean and median values 
capture the central tendency of the data, the standard deviation and IQR values capture the spread or 
variation of the data, the minimum and maximum capture the range of the data, and the 1st and 3rd 
quartiles capture the range of the middle 50 percent of the data.   
Summary statistics were calculated for each of the 20 weather stations by precipitation parameters on 
both annual and seasonal time scales. Additionally, box plots were made for the annual and seasonal 
precipitation values by station.  These plots include the magnitudes of the minimum, 1st quartile, median, 
3rd quartile and maximum average annual precipitation values and are a useful tool to visualize the data 
distribution and compare across sites. 
It is important to note that the trends and correlations calculated in this section are for annual and seasonal 
averages only. Using these to infer properties of individual storms would be a case of ‘ecological fallacy’.  
Ecological fallacy is a well-known problem in statistical analysis that occurs when relationships for 
groups of data are deemed to hold true for individual data points [Freedman, 1999].  Therefore, trends in 
annual and seasonal precipitation averages do not necessarily indicate that trends exist in individual storm 
events.  Furthermore, averaging data points tends to increase correlation and results in additional 
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statistically significant trends.    In short, all trends calculated in this section should be considered trends 
in annual and seasonal precipitation averages and not in individual storm events. 
The statistical trend tests were used to identify significant trends in the precipitation parameters over time.  
The three trend tests used in this study are the Pearson, Kendall and Spearman trend tests.  The Pearson 
trend test assumes a linear changes across time [Helsel and Hirsch, 2002].  Pearson’s r can be calculated 
using the following equation: 
𝑟 =  
1
𝑛







)                                                                                                                  (1) 
where n is the sample size, xi and yi are sample precipitation and time data points, respectively, ?̅? and ?̅? 
are the sample averages for the precipitation and time data, respectively, and Sx  and Sy are the standard 
deviations for the precipitation and time data, respectively.   
The Kendall trend test is non parametric which means it does not assume the data are from a specific 
distribution.  It assesses the monotonic, or unidirectional, change of the data across time [Helsel and 
Hirsch, 2002].  Kendall’s tau is calculated using the following equation: 
𝜏 =  
𝑆
𝑛(𝑛−1)/2
                                                                                                         (2) 
where n is the sample size and s is a statistic which measures the difference between the number of times 
yi increases across consecutive time steps and the number of times it decreases across consecutive time 
steps.   
The Spearman trend test, like the Kendall test, is also non parametric test.  It is a rank based technique, 
which unlike the Kendall test, takes into account the difference between the ranks of corresponding data 
points.  The larger this difference, the greater weight the data points are given [Helsel and Hirsch, 2002].  
Spearman’s Rho is calculated using the following equation: 








                                                                                       (3) 
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where n is the sample size, Rxi is the rank of a time data point, and Ryi is the rank of a precipitation data 
point. 
The rate of precipitation change over time was also reported to show the trend magnitudes.  The rate of 
change was calculated using the linear regression slope and the Kendall-Theil Robust line, otherwise 
known as a Sen’s slope.  The linear regression slope is calculated as a coefficient in a simple linear 
equation which is described with the following equation: 
𝑦
𝑖
=  𝛼 + 𝛽𝑥𝑖 + 𝜀𝑖                                                                                                                                                           (4) 
where yi is a sample response variable data point, xi is a sample covariate data point, α is the y-intercept, β 
is the slope and εi is a sample error.  The slope and y-intercept are fit using the sum of least squares 
approach which minimizes the sum of the error (calculated as the distance between the given data point 
and the regression line) squared.   
Sen’s slope, which does not assume linearity, is calculated as the median of the slopes between every 
combination of data points.  It can be described with the following equation: 
𝑚𝑒𝑑𝑖𝑎𝑛 (
𝑦𝑗 − 𝑦𝑖
𝑥𝑗 −  𝑥𝑖
) 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 < 𝑗 & 𝑖 = 1,2, … (𝑛 − 1) & 𝑗 = 1,2, … (𝑛)                                               (5) 
where yj and yi are sample response variable data points, and xj and xi are sample covariate data points. 
Trend tests were conducted for all four precipitation parameters on both an annual and seasonal time 
scale.  P-values were calculated for each of the three trend tests. They were evaluated at a 95% confidence 
level.  Only trend tests with P-values less than 0.05 were considered statistically significant.  
Additionally, simple linear and Sen’s slopes were calculated for all four precipitation parameters on both 
an annual and seasonal basis. The minimum and maximum values for the three P-values and two slopes 
were calculated across the 20 weather stations.  Lastly, average simple linear and Sen’s slope values were 
determined separately for stations having positive and negative slopes. 
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II: Precipitation Model 
Model Selection 
All climate model precipitation and atmospheric data used in this study were obtained from the North 
American Regional Climate Change Assessment Program (NARCCAP) [Mearns et al., 2007].  
NARCCAP provides high-resolution climate model output for the conterminous United States, in addition 
to parts of Canada and Mexico.   NARCCAP produced 50 km resolution model output from a suite of 
Regional Climate Models (RCMs) driven by an ensemble of atmosphere-ocean general circulation models 
(AOGCMs) from CMIP3.  These models are forced with the relatively high SRES A2 emissions scenario 
which predicts atmospheric CO2 levels will reach 870 ppm by the end of the 21st century.  Output from 
NARCCAP models provide data for a baseline (1968-1997) and future (2038-2067) period.   
Three NARCCAP variables were used in this study, precipitation, mean sea level pressure and 500 hPa 
geopotential height.  Daily precipitation data were selected for the model grid in which the LaGuardia 
International Airport in New York City (40.7769° N, -73.8740° W) is located.  The precipitation data 
were bias-corrected using the Kernel Density Distribution Method (KDDM) [McGinnis et al., 2015]. 
KDDM uses kernel density estimation to create non-parametric probability density functions (PDFs) for 
both modeled baseline and observed data sets.  Cumulative density functions (?̃?(𝑥)) are then produced by 
numerically integrating the PDFs.  Finally, precipitation data are bias-corrected using the following 
transfer function: 
       𝑥𝑏𝑐 =  ?̃?𝑜𝑏𝑠
−1 (?̃?𝑐𝑢𝑟(𝑥𝑓𝑢𝑡))                                                                                         (6) 
where xbc is a bias-corrected data point, P̃obs
−1  is the inverse of the observed cumulative density function, 
P̃cur is the modeled baseline cumulative density function, and xfut is a modeled future data point.
 
A statistical analysis was conducted on the bias-corrected precipitation data for the 11 NARCCAP RCM-
GCM combinations.  The mean, 3rd quartile, 2nd largest precipitation event, and maximum precipitation 
event were included for each model, using a minimum threshold of 1 mm to define a wet day.  These 
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calculations were conducted for both the baseline and future periods.  The difference between the baseline 
and future statistics was also calculated for every model combination. 
Three out of the 11 RCM-GCM combinations were chosen for this study based of the magnitude of 
baseline and future precipitation values, and the relative difference between the baseline and future 
output.  The goal was to identify three model combinations to represent the wide range of outputs in terms 
of both the magnitude of and projected future change to precipitation.  This range should support the 
analysis of the potential impacts resulting from changes in future precipitation. 
For the 11 models, the mean daily precipitation ranged from 7.90 mm to 10.15 mm for the baseline 
period, and from 8.48 mm to 11.18 mm for the future period.  The maximum event ranged from 92.55 
mm to 176.36 mm for the baseline period, and from 103.86 mm to 351.25 mm for the future period.  The 
CRCM.cgcm3 model represents large precipitation magnitudes and change, the WRFG.cgcm3 model 
represents average precipitation magnitudes and change, and the RCM3.gfdl captures relatively low 





















     







Table 2: The Baseline and Future Precipitation Statistics for the 11 NARCCAP Model Combinations. Shaded rows indicate selected model. All 


















CRCM.ccsm 9.791 10.479 11.734 12.205 126.594 210.214 127.617 254.389 
CRCM.cgcm3 9.678 11.136 11.867 13.261 134.626 255.694 176.356 351.247 
ECP2.gfdl 9.925 11.173 12.862 14.426 94.956 225.460 117.908 229.119 
HRM3.gfdl 10.154 11.176 13.122 14.331 109.441 135.778 116.779 173.137 
HRM3.hadcm3 10.133 11.048 13.267 14.132 101.417 130.228 115.110 131.678 
MM5I.ccsm 7.903 8.479 10.852 11.841 56.214 102.173 92.550 103.860 
MM5I.hadcm3 8.378 9.395 11.520 12.941 62.875 72.326 70.624 74.170 
RCM3.cgcm3 9.665 10.529 12.926 13.826 96.990 119.919 98.063 180.186 
RCM3.gfdl 9.497 10.182 12.017 13.122 112.324 125.719 113.666 131.452 
WRFG.ccsm 9.794 10.228 12.482 12.522 99.564 144.589 109.206 145.470 
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Table 3: The differences between the future and baseline output for the 11 NARCCAP models. Shaded rows indicate 










CRCM.ccsm 0.688 0.471 83.620 126.772 
CRCM.cgcm3 1.457 1.394 121.068 174.891 
ECP2.gfdl 1.248 1.564 130.503 111.211 
HRM3.gfdl 1.022 1.209 26.337 56.358 
HRM3.hadcm3 0.915 0.865 28.811 16.569 
MM5I.ccsm 0.576 0.989 45.959 11.310 
MM5I.hadcm3 1.017 1.421 9.451 3.546 
RCM3.cgcm3 0.864 0.900 22.929 82.123 
RCM3.gfdl 0.685 1.104 13.395 17.786 
WRFG.ccsm 0.434 0.040 45.024 36.265 
WRFG.cgcm3 0.944 0.967 38.659 41.653 
 
The CRCM.cgcm3 model was chosen to represent the high end.  It produced the 6th highest historical 
mean (9.68 mm) and the 3rd largest future mean (11.13 mm). The change between the current and baseline 
means (1.46 mm) is the largest among the 11 models.  Additionally, the CRCM.cgcm3 produced the 
highest extreme values for the baseline (176.36 mm) and future (351.25 mm) maximum events.  The 
difference between the baseline and future maximum events (174.89 mm) is also the largest among the 11 
models.   
The WRFG.cgcm3 model was selected because its output was roughly average among the 11 RCM-GCM 
combinations.  It had a mean precipitation of 9.53 mm and 10.47 mm for the baseline and future time-
periods, respectively.  The difference between these mean precipitation values (0.95 mm) ranks fifth out 
of the 11 model ensemble.  In terms of the maximum event, the WRFG.cgcm3 model produced 93.88 mm 
and 135.54 mm for the baseline and future periods, respectively.  These extreme values are relatively low; 
the baseline and future maximum events were ranked 9th and7th out of 11, respectively. However, the 
difference between the two (41.65 mm) was roughly average, ranking 6th out of 11.  
Lastly, the RCM3.gfdl RCM-GCM combination was chosen to represent low precipitation magnitude and 
change.  It produced a mean baseline precipitation value of 9.50 mm and a mean future precipitation 
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Figure 2: The data region for the WFRG.crcm3 RCM-GCM model combination.   
value of 10.18 mm, both of which rank 9th out of the 11 RCM-GCM combinations.  The difference 
between these mean values (0.69 mm) also ranks 9th out if the 11 models.  For the maximum precipitation 
event, the RCM3.gfdl model produced 113.67 mm and 131.5 mm events for the baseline and future time 
periods, respectively. The difference between the baseline and future extreme events is 17.79 mm, which 
is the 8th largest change.   
In addition to precipitation, mean sea level pressure (Pa) and 500 hPa geopotential height (m) were 
utilized in this study. Both variables were downloaded for a region roughly covering the eastern half of 
the conterminous United States and South Eastern Canada (see Figure 2, Figure 3 and Figure 4 below).  
These variables were downloaded from NARCCAP at a 3-hour timescale and then were averaged to a 
daily time scale using the statistical software package RStudio.  A separate raster file containing the data 
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Figure 4: The data region for the CRCM.cgcm3 RCM-GCM model combination.   
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Stochastic Precipitation Model 
The daily stochastic weather generator used in this study consists of three main components; precipitation 
occurrence, storm type and storm intensity simulators.  The precipitation occurrence simulator determines 
whether or not precipitation occurs on a given day.  The storm type time simulator assigns a storm type to 
each day on which precipitation occurs.  The storm types were defined using atmospheric conditions, 
mean sea level pressures and 500 hPa geopotential heights, during and preceding each precipitation event.  
The precipitation intensity simulator determines the precipitation depth on every day during which 
precipitation occurs.  
For this the weather generator will be used to simulate 500 thirty year daily time series of precipitation for 
each of the three RCM-GCM models, under baseline and future conditions. The model captures the entire 
range of precipitation events, as well as, extreme precipitation events. By capturing the range of 
precipitation events, the output from the model could be used to drive a hydrologic model. For instance, a 
daily soil moisture model requires daily precipitation values.  By also capturing the extreme events, 
output from the precipitation model can be used to calculate large, design events, such as the 100 year 
storm, to support hydraulic design of infrastructure including stream crossings and storm water drainage 
systems.   
Precipitation Occurrence 
Daily precipitation data from LaGuardia Airport for the years 1948 to 2013 were used to characterize 
precipitation occurrence for each day of the year (DOY). The DOY probability of precipitation ranges 
from approximately 21 to 29%.  Additionally, a seasonal cycle is evident (Figure 5). This cycle consists 
of two sinusoidal patterns. A Generalized Linear model (GLM) was used to capture the non-linear pattern 
of precipitation occurrence probability. 
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Figure 5: The probability of precipitation by day of the year at LaGuardia International 









A GLM is similar to a simple linear model (LM).  Both use equations which express the value of a 
response variable, in this case the simple binary system of ‘precipitation’ or ‘no precipitation’, as function 
of covariates.  However, unlike a LM, GLMs can model non-linear relationships, non-normal data, and 
incorporate a link function to limit the range of the response variable. The GLM was fit using iteratively 
weighted least squares which is roughly equivalent to maximum likelihood estimation for a specific 
family of statistical distributions [Furrer and Katz, 2007].   
Because precipitation occurrence is binary, where pt = 0 means no rain and pt = 1 means rain, a binomial 
GLM is used to model precipitation, with a logistic link function as described by the equation: 
𝑙𝑛[𝑥(1 − 𝑥)−1]  =    𝑔(𝑥)                                                                                      (7) 
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The logistic link function limits the response variable’s range from 0 to 1.  This makes it an ideal choice 
for the binary system, for which probabilities are being calculated.  The inverted logistic link function is 
given as: 
𝑥 =  
𝑒𝑔(𝑥)
1+𝑒𝑔(𝑥)
                                                                                                            (8)                                                                                         
Three covariates, an auto-regressive term, a cosine function, and a sine function, capture the precipitation 
occurrence in the GLM.  The first order autoregressive term takes into account whether precipitation 
occurred on the previous day, which is defined by days where over one mm of precipitation occurs.  This 
covariate can be described as ‘rain lag’.  It has been used in previous studies when the probability of 
precipitation occurrence increases following days during which rain occurred [Furrer and Katz, 2007; 
Katz and Parlange, 1995].   
The sine and cosine functions capture the seasonal precipitation occurrence signal. Precipitation 
probability at LaGuardia Airport has two distinct sinusoidal patterns over a year (Figure 5).  The location, 
or end points, of these cycles was determined by selecting two points roughly midway between a cycles’ 
maximum and minimum value. Using the LaGuardia observational data, one cycle spans from day 72 to 
day 318. The second cycle spans from day 319 until day 71 of the following year. The sine and cosine 
covariates are given as the following equations: 
𝑠𝑖𝑛 (2 ∗  𝜋 ∗  
𝐷𝑂𝐶
𝐿𝑂𝐶
)                                                                                               (9) 
 
𝑐𝑜𝑠 (2 ∗  𝜋 ∗  
𝐷𝑂𝐶
𝐿𝑂𝐶
)                                                                                              (10) 
where DOC is the day of the cycle and LOC is the length of the cycle in days. 
Each sinusoidal cycle possesses a distinct wave length, phase and amplitude. To capture these differences, 
two separate sets of coefficients were used to capture the seasonal precipitation probability signal.  The 
separate GLMs correspond to the separate sinusoidal cycles observed in the data set.  This allows the 
differences in the phase and amplitude of each cycle to be modeled.  Two GLMs were used in every 
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model except for the baseline WFRG.cgcm3 model, because a single sinusoidal cycle was evident, and 
the future RCM3.gfdl model which had three annual sinusoidal cycles.  




) =  𝛽1 + 𝛽2𝐽𝑡−1 + 𝛽3𝑆𝑡 + 𝛽4𝐶𝑡 + 𝛽5𝑆𝑡𝐽𝑡−1 + 𝛽6𝐶𝑡𝐽𝑡−1                                      (11) 
where pt is the probability of precipitation, β1-6 are the GLM coefficients, Jt-1 is the auto-regressive 
covariate, St is the sine function covariate, and Ct is the cosine covariate.  Interaction terms for rain lag and 
the sine and cosine covariates were included to capture seasonal changes in precipitation auto regression. 
The output for each precipitation occurrence simulation provided Z-scores, and corresponding P-values 
for each coefficient included in the final model. 
Tables four through 6 below provide the coefficients, test statistics and p-values for GLMs fit to all three 
NARCCAP model output.  All covariates were used regardless of P-value. 
 
Table 4: WFRG.cgcm3 GLM Coefficients, Z-Scores and P-Values 
 
Cycle One Cycle Two 
Baseline Coefficient Z-Score P-Value Coefficient Z-Score P-Value 
Intercept (β1) -1.116 -41.822 <0.001       
Rain.Lag (β2) 0.842 19.025 <0.001       
Sin (β3) 0.114 3.026 0.002       
Cos (β4) -0.254 -6.701 <0.001       
Rain.Lag:Sin (β5) -0.097 -1.555 0.120       
Rain.Lag:Cos (β6) 0.208 3.331 0.001       
Future Cycle One Cycle Two 
Intercept (β1) -1.365 -30.459 <0.001 -1.138 -33.229 <0.001 
Rain.Lag (β2) 1.031 13.444 <0.001 0.902 15.984 <0.001 
Sin (β3) -0.415 -6.581 <0.001 0.166 3.431 0.001 
Cos (β4) 0.134 2.123 0.034 -0.110 -2.268 0.023 
Rain.Lag:Sin (β5) 0.299 2.721 0.007 -0.204 -2.564 0.010 







     






                            Table 5: RCM3.gfdl GLM Coefficients, Z-Scores and P-Values 
 
Cycle One Cycle Two Cycle Three 
Baseline Coeff Z-Score P-Value Coeff Z-Score P-Value Coeff Z-Score P-Value 
Intercept (β1) -1.034 -22.641 <0.001 -0.882 -27.902 <0.001       
Rain.Lag (β2) 0.710 9.338 <0.001 0.592 11.492 <0.001       
Sin (β3) -0.218 -3.369 0.001 -0.009 -0.202 0.840       
Cos (β4) 0.089 1.384 0.166 -0.119 -2.659 0.008       
Rain.Lag:Sin (β5) 0.254 2.369 0.018 -0.108 -1.490 0.136       
Rain.Lag:Cos (β6) 0.124 1.157 0.247 0.077 1.054 0.292       
Future Cycle One Cycle Two Cycle Three 
Intercept (β1) -1.117 -25.706 <0.0010 -0.946 -20.981 <0.001 -1.069 -21.179 <0.001 
Rain.Lag (β2) 0.802 11.039 <0.001 0.712 9.724 <0.001 1.007 12.503 <0.001 
Sin (β3) -0.333 -5.374 <0.001 -0.161 -2.529 0.011 -0.284 -3.943 <0.001 
Cos (β4) 0.150 2.470 0.014 -0.083 -1.307 0.191 -0.006 -0.088 0.930 
Rain.Lag:Sin (β5) 0.299 2.947 0.003 -0.007 -0.063 0.950 0.175 1.537 0.124 
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Table 6: CRCM.cgcm3 GLM Coefficients, Z-Scores and P-Values 
 
Cycle One Cycle Two 
Baseline Coefficient Z-Score P-Value Coefficient Z-Score P-Value 
Intercept (β1) -0.805 -17.464 <0.001 -0.785 -24.874 <0.001 
Rain.Lag (β2) 0.638 8.703 <0.001 0.654 13.205 <0.001 
Sin (β3) 0.065 1.001 0.317 0.245 5.472 <0.001 
Cos (β4) -0.002 -0.033 0.974 -0.188 -4.208 <0.001 
Rain.Lag:Sin (β5) -0.018 -0.172 0.864 -0.260 -3.716 <0.001 
Rain.Lag:Cos (β6) 0.090 0.873 0.383 0.181 2.582 0.010 
Future Cycle One Cycle Two 
Intercept (β1) -0.979 -25.047 <0.001 -0.773 -21.914 <0.001 
Rain.Lag (β2) 0.786 12.436 <0.001 0.635 11.456 <0.001 
Sin (β3) -0.248 -4.439 <0.001 0.019 0.381 0.703 
Cos (β4) 0.210 3.837 <0.001 -0.117 -2.332 0.020 
Rain.Lag:Sin (β5) 0.093 1.055 0.291 0.020 0.256 0.798 
Rain.Lag:Cos (β6) -0.318 -3.539 <0.001 0.047 0.606 0.544 
 
The likelihood ratio test (LRT) was used to assess whether using two separate sets of coefficients 
improved the model’s ability to capture precipitation occurrence. The LRT measures the ratio of the 
likelihood functions for a simpler model, and a full, or ‘nested’, model. The full model incorporated an 
additional factor variable covariate, which split the remaining covariates into two groups according to 
which set of coefficients they were fit.  It is considered a ‘nested’ model because it includes all of the 
variables of the simpler model in addition to the factor variable covariates. The simpler model assumed a 
single annual sinusoidal cycle captured the seasonal precipitation probability signal and is described by 




) =  𝛽1 + 𝛽2𝐽𝑡−1 + 𝛽3𝑆𝑡 + 𝛽4𝐶𝑡 + 𝛽5𝑆𝑡𝐽𝑡−1 + 𝛽6𝐶𝑡𝐽𝑡−1 + 𝛽7𝐹𝑡𝑆𝑡 + 𝛽8𝐹𝑡𝐶𝑡 + 𝛽9𝐹𝑡𝑆𝑡𝐽𝑡−1
+   𝛽10𝐹𝑡𝐶𝑡𝐽𝑡−1                                                                                                                                              (12)  
where pt is the probability of precipitation, β1-10 are the GLM coefficients, Jt-1 is the auto-regressive 
covariate, St is the sine covariate, Ct is the cosine covariate and Ft is the factor variable. The equation used 
to calculate the LRT ratio is: 
𝐿𝑅𝑇 =  −2𝑙𝑜𝑔𝑒 (
𝐿𝑠(𝜃)
𝐿𝑔(𝜃)
)                                                                                            (13) 
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where Ls (θ) is the likelihood function of the simpler model, and Lg (θ) is the likelihood function of the 
nested model. The LRT test statistic is distributed as a chi-squared random variable with degrees of 
freedom equivalent to the number of additional variables included in the nested model [White, 2007].  A 
95% confidence level was used for the LRT. Therefore, full models were utilized for p-values less than 
0.05.  
Table 7: LRT P-Values for all RCM-GCM models and both time periods  
Model Time Period P-Value 
WFRG_cgcm3 Baseline 0.134 
WFRG_cgcm3 Future <0.001 
RCM3_gfdl Baseline 0.019 
RCM3_gfdl Future <0.001 
CRCM_cgcm3 Baseline 0.004 
CRCM_cgcm3 Future 0.004 
 
To stochastically simulate precipitation occurrence, a random number generator produced a sequence of 
numbers between 0 and 1. If the probability of precipitation for a given day, as calculated by equation 5, 
exceeded the random number, then precipitation occurred. If the probability of precipitation was less than 
the random number, then no precipitation occurred. 
Storm Type Simulation 
The second major element in the precipitation model is the simulation of a storm type time series. The 
storm types represent broad classifications of the atmospheric conditions during and preceding a storm 
event.  As discussed in the introduction, a major drawback of RCM-GCM output is their relative lack of 
accuracy at capturing extreme precipitation.  These models are better suited to project atmospheric 
conditions such as sea level pressure and geopotential heights, which can be used to define individual 
storm types.  Collins et al. [2014] identified different storm types to study their relative impacts on the 
New England annual flood series consisting of maximum annual flood events. They isolated five major 
storm types influencing extreme New England floods, the Canada low, the Great Lakes low, the Ohio 
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Valley low, the Coastal low, and the tropical cyclone.  Of these five, the Great Lakes, Coastal and Ohio 
Valley low pressure systems were most active in Southwest Connecticut, the region of New England 
closest to New York City.  Collins et al. [2014] demonstrated that different storm types are correlated to 
different patterns of precipitation.  By focusing on storm types rather than precipitation, our model will be 
able to determine if storm type occurrence will change in the future, and will provide support future 
precipitation estimates. 
There are two broad techniques used to define storm types; subjective and objective storm typing.  
Subjective storm typing involves a manual analysis of observational weather maps by a field expert.  This 
method has been implemented in past studies such as [Collins et al., 2014; Lamb, 1950].  A major 
problem with subjective storm typing is that it is very time consuming.  My study covers 30 year periods 
during which approximately 4000 storms occurred.  Due to the large number of storms analyzed in this 
study, subjective storm typing was not a realistic option.  Instead an objective method was utilized.  
Objective storm typing techniques involve the use of clustering algorithms, which automatically cluster 
storms into discrete groups such that internal variability is minimized and external variability is 
maximized.  These algorithms differ in how they measure this variability.  For instance, some clustering 
algorithms measure the difference between cluster centroids, while others take into account the entire data 
set.  Some examples of clustering algorithms include K-means clustering, Ward’s minimum variance, and 
average linkage and centroid [Hewitson and Crane, 2002]. Although effective at clustering a large 
number of storms, these algorithms have been criticized because they divide the continuum of storm types 
into discrete units and may lose information through an overgeneralization of atmospheric states 
[Hewitson and Crane, 2002].  Self-organizing maps (SOMs), which are a type of artificial neural network 
(ANN), offer a new objective storm typing method, which can be used as a clustering method while still 
treating the data as a continuum.  Several previous studies have demonstrated SOM’s ability to define 
storm types as a function of atmospheric data [Hewitson and Crane, 2002; Philippopoulos and 
Deligiorgi, 2012]. 
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SOMs differ from traditional clustering algorithm. First, SOMs are not primarily designed to group or 
cluster data; instead they locate nodes, or grids, within a two dimensional matrix that are representative of 
all nearby data, which defines a multi-dimensional, continuous data space.  In this study, each node 
corresponds to a storm type.  Additionally, the nodes in the two dimensional SOM data space are 
arranged such that those with similar training vectors are mapped closer together, and conversely, those 
with dissimilar training vectors are mapped further apart. This provides the user with easily visualized 
data output. For example, when looking at mean sea level pressures, similar pressure states are located 
near one another, while transitional pressure systems can be found in-between dissimilar pressure states. 
SOMs undergo a training process during which input data is used to produce the output, which in this 
case are the atmospheric states associated with a pre-determined number of storm types.  Each SOM node 
has an associated training vector that has the same length as the input vectors.  These lengths are 
determined by the number of variables used to train the SOM.  In this study the number of variables is 
proportional to the spatial extent of the atmospheric data set.  For example, if the input is a series of 20 by 
20 spatially gridded mean sea level pressures, each input vector has 400 variables.  The nth variable of the 
input vector would correspond to the nth variable of the training vector.  When each data vector is input 
into the SOM it is assigned to a ‘winning’ node calculated by measuring, and minimizing Euclidean 
distance between itself and each training vector. After the winning node is selected, its training vector is 
modified to reduce the difference between itself and the input vector.  Additionally nearby node’s training 
vectors are altered in proportion to their distance to the winning node.  This allows for the SOM data 
space to recognize the continuous, overlapping nature of the entire atmospheric data sets, thus reducing 
some of the overgeneralization often associated with traditional clustering algorithms.  The SOM training 
process is iterative. The user defines the number of times that the data are input into the 2 dimensional 
SOM grid.  At the start of each iteration, the SOM data space is set equal to the data space defined at the 
end of the previous iteration.  The number of iterations should be chosen such that there is little change in 
node locations after the final iteration.   
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For this study, all SOMs were trained using the ‘Kohonen’ R software package.  A 2 by 2 SOM grid 
having four nodes was selected to group atmospheric conditions into four storm types.  The input data 
used to train the SOMs in this study included mean sea level pressures (Pa) and 500 hPa geopotential 
heights (m).  Both of these variables were collected across four days; the three days preceding a storm and 
the day on which the storm occurred.  A time series of wet and dry days was developed where wet days, 
or days on which storms occurred, were defined as days on which the RCM-GCM had more than 1 mm of 
precipitation. The learning rate, which measures how fast the training vectors are adjusted to minimize the 
difference with the input vector, was kept at the default setting.  The default learning rate is a linear 
decline from 0.05 to 0.01 over the entire training process.  Also kept default, the learning radius 
determines to what extent neighboring grid nodes are impacted by the input vectors. The default learning 
radius starts at a value that covers two thirds of all unit to unit distances, and decreases until it is less than 
one, at which point only the winning node is adjusted.   Because the SOM grid used in this study only 
consisted of four nodes, every node was in contact with every other node.  Therefore, the learning radius 
did not have a major impact on the SOM training results.  To determine the appropriate iteration level, the 
WFRG.cgcm3 model was trained using 10,000, 30,000 and 50,000 iterations.  The results showed sizable 
differences between the 10,000 and 30,000 iteration results, but only minor differences between the 
30,000 and 50,000 iteration results. Because the SOM output had reached a steady state by 30,000 
iterations, 30,000 iterations were used to train all three RCM-GCM combinations. 
The SOM output included the final training vector for the four SOM nodes (i.e. storm types). These 
vectors are representative of the surrounding data space, or input vectors assigned to both the node itself, 
as well as, to a lesser extent, the surrounding nodes. In other words, they represent the spatially gridded 
atmospheric data associated with each SOM storm type.  This data can be used to visualize the four day 
sequences of mean sea level pressures and 500 hPa geopotential heights for all four storm types.  Figure 6 
below provides an example of mean sea level pressures for storm type one of the WFRG.cgcm3 trained 
SOM.  
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The output for each trained SOM also contained a list of the winning nodes (i.e. storm types) associated 
with every input storm vector used to train the SOM.  Because every storm event was input 
chronologically, according to the storm date, it was possible to calculate the relative frequency of each 
storm event, as well as, the transition probabilities from one storm type to another.  The transition 
probabilities were arranged in a 4 by 4 transition matrix, in which the rows are associated with the current 
(n) state, and the columns are associated with the succeeding (n+1) state.  For example, the transition 
probability from storm type 1 to storm type 2 is located in the first row and the second column of the 
transition matrix.   
For the stochastic precipitation simulation, a time series of storm type was simulated using the Markov 
chain method.  A Markov chain is a statistical modelling tool which utilizes the transition probabilities 
between a series of discrete states. The ‘DTMCPack’ R software package, with the storm type transition 
matrix, was used to implement the Markov chain simulation.  The length of the storm type simulation was 
set equal to the number of precipitation occurrences during the 500, 30 year simulations.  
Precipitation Intensity  
The last major component of the stochastic precipitation generator is the rainfall intensity simulator, 
which provides daily precipitation values.  Intensities were simulated each day that precipitation was 
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projected to occur, based on storm type.  Therefore, the intensity simulation is a function of both the 
precipitation occurrence and storm type.  The intensity of the simulated rainfall seeks to match both the 
entire range of precipitation values, as well the extreme events.  Therefore, a hybrid distribution 
consisting of the Gamma and Generalized Pareto (GP) distributions was used. 
The hybrid distribution was chosen to simulate rainfall intensities because past studies have revealed that 
the gamma distribution accurately captures most precipitation events, but underestimates extreme 
precipitation events [Furrer and Katz, 2008; C Li et al., 2012].  By comparing model output to daily 
precipitation data from Fort Collins, Colorado and Pergamino, Argentina, Furrer and Katz [2008] 
provided evidence that a hybrid gamma/GP model improves the stochastic simulation of extreme 
precipitation events relative to a gamma only model.   
The cumulative distribution functions of the gamma and GP distributions are given as: 






)                                                                                       (14) 





𝜀                                                                           (15) 
where x is a  sample data point, k is the gamma shape parameter, θ is the gamma scale parameter, γ is the 
incomplete lower gamma function, ε is the GP shape parameter, σ is the GP scale parameter, and μ is the 
GP location parameter. 
 
For this study, the Gamma distribution was fit to the full range of model precipitation.  The GP 
distribution was fit to the modeled precipitation above a threshold.  The GP threshold was manually 
selected from a range of quantiles above which the GP distribution was fit.  For each threshold, the 
performance was analyzed using the sample Pearson correlation coefficient, or Pearson’s r, for the gamma 
distribution, the GP distribution, and the hybrid distribution against the RCM-GCM data set. Pearson’s r 
is a measurement of linear correlation between two data sets [Helsel and Hirsch, 2002], which is given by 
equation 1. 
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In addition to Pearson’s r, the maximum quantile for both the gamma and hybrid distributions as 
compared to the maximum RCM-GCM quantile was considered.  Lastly, QQ-Plots were constructed as a 
means to visualize the gamma and hybrid distributions’ fit. QQ-plots graph the corresponding quantiles of 
two data sets against one another.  Therefore, a perfect fit would follow a 1:1, or identity line.  For this 
model, the RCM-GCM quantiles, calculated using the Weibull plotting position method, were plotted 
against the corresponding quantiles calculated for both the gamma and hybrid distributions.  The Weibull 
plotting positions are measured using the equation: 
𝑞 =  
𝑚
𝑛+1 
                                                                                                                           (16)  
where q is the quantile, m is the rank of the data point (in ascending order), and n is the sample size. 
Separate hybrid distributions were fit for each storm type, across all RCM-GCM models, and both the 
baseline and future time periods for a total of 24 distributions.  The gamma and GP parameters were fit 
using l-moments, through the use of the ‘lmoments’ and ‘lmom’ R software packages.  L-moments are 
calculated as linear combinations of order statistics, which can be used to describe the mean, variance, 
skew and kurtosis of a sample data set [Hosking and Wallis, 1997].  They are ideal for environmental 
statistics because they are better able to estimate distribution parameters, relative to traditional product 
moments, for small or skewed data sets.   
A trend analysis conducted for daily precipitation station data recorded at LaGuardia Airport from 1949 
to 2012 provided evidence of a significant positive trend at a 95% confidence level.  P-values of 0.045, 
0.019, and 0.055 were calculated for the Kendall’s, Pearson’s and Spearman’s trend tests, respectively.  
The magnitude of this trend was 0.028 mm/year based on the slope of the linear regression model. This 
indicates that from the baseline period (1968-1997) to the future period (2038-2067) average precipitation 
will increase by roughly 1.93 mm.  Therefore, 1.93 mm was added to every precipitation event on record 
for the future period.  This adjustment will increase the mean of the future rainfall by 1.93 mm, in 
accordance with the magnitude calculated in the trend analysis, while maintaining a constant variance and 
skew.   
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Having established 24 hybrid and 24 gamma-only distributions, a series of random numbers consisting of 
values between 0 and 1 were generated for each.  These numbers represented the quantiles associated 
with each distribution, and were used to stochastically simulate precipitation intensity.  Rainfall 
intensities were produced for both a gamma-only and a hybrid model.  In total, 500 thirty year simulations 
of precipitation intensity were created for both the baseline and future time periods, across all models. 
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III: Historical Precipitation Trend Results 
I: Annual Precipitation Statistics  
Average Annual Time Between Storms (Hours) 





Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY  1948 2013 65 64 5.9 8.6 55 61 70 79 
Birch Hill MA  1948 2004 81 81 10.8 12.5 58 74 87 123 
Boston MA 1948 2013 73 73 5.9 7.2 59 69 76 85 
Bridgeport CT 1948 2013 78 79 8.1 10.8 58 72 83 96 
Buffalo NY  1948 2013 50 49 5.8 7.3 39 46 54 71 
Burlington VT 1948 2013 55 55 5.9 7.1 42 51 58 75 
Caribou ME  1948 2013 55 54 4.4 5.4 44 52 57 67 
Central Park  NY  1948 2013 77 77 8.0 11.3 57 70 82 94 
Concord NH  1948 2013 72 73 6.7 9.6 56 67 77 86 
East Milton MA 1948 2012 69 68 7.9 10.1 52 64 74 91 
Hartford CT  1954 2013 72 72 6.9 11.4 58 67 79 88 
Hyannis MA  1948 2001 90 87 17.6 12.9 68 81 94 197 
LaGuardia NY  1948 2013 77 76 9.1 12.6 59 70 83 106 
Mt Washington NH  1948 2009 41 40 8.5 6.2 30 37 43 98 
New Bedford MA  1948 2000 76 74 11.5 11.1 58 69 80 113 
Norfolk CT  1948 2001 71 70 9.4 10.0 54 66 76 115 
Portland ME  1948 2013 75 73 27.8 11.4 58 66 78 289 
Providence RI 1948 2013 75 75 7.1 9.3 60 70 79 93 
Rochester NY  1948 2013 52 51 5.7 8.3 41 48 56 65 
Wilmington DE  1957 2013 79 80 9.3 12.8 58 71 84 102 
Mean 
  
69 69 9.1 9.8 53 64 73 107 
SD 
  
12 12 5.3 2.3 9 11 13 51 
Min 
  
41 40 4.4 5.4 30 37 43 65 
Max    90 87 27.8 12.9 68 81 94 289 
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Table 9: Statistical Trends in Average Annual Time Between Storms. P-values are calculated as functions of 
Pearson’s R, Kendall’s Tau and Spearman’s Rho respectively. 





Station Year Year (hours/yr) (hours/yr) Pearson Kendall Spearman 
Albany NY  1948 2013 -0.050 -0.045 0.197 0.221 0.176 
Birch Hill MA  1948 2004 0.171 0.231 0.049 0.007 0.016 
Boston MA 1948 2013 0.015 -0.006 0.702 0.890 0.968 
Bridgeport CT 1948 2013 -0.159 -0.180 0.002 0.001 0.001 
Buffalo NY  1948 2013 0.075 0.070 0.044 0.125 0.080 
Burlington VT 1948 2013 -0.034 -0.045 0.382 0.197 0.203 
Caribou ME  1948 2013 -0.017 -0.013 0.561 0.654 0.691 
Central Park  NY  1948 2013 -0.039 -0.017 0.457 0.778 0.715 
Concord NH  1948 2013 -0.080 -0.092 0.062 0.053 0.061 
East Milton MA 1948 2012 -0.094 -0.124 0.070 0.031 0.033 
Hartford CT  1954 2013 -0.098 -0.128 0.058 0.030 0.041 
Hyannis MA  1948 2001 0.394 0.219 0.009 0.007 0.007 
LaGuardia NY  1948 2013 0.053 0.095 0.367 0.120 0.175 
Mt Washington NH  1948 2009 0.060 -0.017 0.327 0.606 0.553 
New Bedford MA  1948 2000 -0.265 -0.201 0.009 0.011 0.008 
Norfolk CT  1948 2001 0.122 0.053 0.138 0.451 0.450 
Portland ME  1948 2013 0.139 0.008 0.445 0.894 0.805 
Providence RI 1948 2013 -0.065 -0.094 0.161 0.076 0.086 
Rochester NY  1948 2013 -0.129 -0.149 <0.001 <0.001 0.001 
Wilmington DE  1957 2013 -0.211 -0.210 0.004 0.003 0.005 
Mean (-) 
  
-0.103 -0.094       
Mean (+) 
  
0.128 0.113       
Min  
  
-0.265 -0.210 <0.001 <0.001 0.001 
Max    0.394 0.231 0.702 0.894 0.968 







         




Table 8 and Figure 7 summarize statistics for the annual average time between storms across all 20 
Northeast weather stations.  The station values range from 41 hours at Mt. Washington to 90 hours at 
Hyannis, with a typical value of 69 hours.  Mt. Washington has the shortest time between storm statistical 
metrics except for the maximum annual value.  Conversely, the Hyannis station consistently had the 
longest time between storms values for all statistics except for the maximum annual value and standard 
deviation.  The inter-quartile range (IQR) is a non-parametric measure of inter-annual variability that is 
utilized in this study because it is not impacted by large outlying data points which may be the result of 
errors in the data collection process.  The IQR has a typical value of 9.8 hours, and ranges from 5.4 hours 
at the Caribou station to 12.9 hours at the Hyannis station.   
Figure 7 contains box-plots of annual average time between storms across all 20 stations.  The box-plots 
provide, for each station, the minimum (non-outlier), 1st quartile, median, 3rd quartile, and maximum 
(non-outlier) values, from bottom to top. All outlier values, defined as data points located at distances 
greater than 1.5 times the IQR from either the 1st or 3rd quartiles, were excluded from the box-plots in this 
study. Approximately half of the stations have fairly similar time between storm characteristics. Two 
distinct groups have shorter and longer than average times (Figure 1). The Buffalo, Burlington, Rochester, 
Mt. Washington, and Caribou stations have time between storm values that are, in general, shorter than 
rest of the study weather stations included in this study. The Burlington, Caribou and Mt. Washington 
stations are the three northern most stations, while the Rochester and Buffalo stations are the two western 
most stations.  These differences in geographical location could impact the storm tracks or physical 
mechanisms which generate precipitation.  Additionally, the Mt. Washington station, as its name 
suggests, is located on top of Mt. Washington at a relatively high elevation.  Therefore, it is likely 
influenced by orographic weather patterns not observed at the other stations. The second group of 
stations, the Wilmington, Hyannis, Birch Hill, and Bridgeport stations, have moderately longer time 
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between storm values.  With the exception of the Birch Hill station, these stations are located in coastal 
areas. 
 
Trend tests were conducted, using the Pearson, Kendall and Spearman methods, for the average annual 
time between storms across all 20 NOAA weather stations over the period of record (Table 9).  Twelve 
out of the 20 stations had negative linear regression slopes, while 14 out of the 20 stations had negative 
non-parametric Sen’s slopes. This lack of consistency among the 20 weather stations seems to indicate 
that there is no clear increase or decrease in the time between storms in the Northeast over the past 50-60 
years.  When considering only statistically significant trends, four out of the seven stations using 
Pearson’s test, and six out of the eight stations using the non-parametric Kendall and Spearman methods 
had negative trends, respectively.  The largest decrease was found at the New Bedford site, for which a 
significant negative trend of -0.265 hours/year (linear slopes will be used to define typical trends in this 
study) was calculated.  This trend would result in a roughly 16 hour, or 20.9% decrease in time between 
storms at the New Bedford site over 60 years.  Overall, these results seem to indicate that the time 
between storms is modestly decreasing across time in the NE.   
  
         
    
46 
  
Average Annual Average Storm Duration (hours) 





Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY  1948 2013 7.2 7.3 0.77 1.02 5.6 6.7 7.7 8.9 
Birch Hill MA  1948 2004 8.4 8.2 1.03 1.44 6.1 7.6 9.1 10.8 
Boston MA 1948 2013 8.1 8.2 0.78 1.07 5.8 7.6 8.6 10.2 
Bridgeport CT 1948 2013 7.6 7.5 0.76 1.14 5.9 7.1 8.2 9.5 
Buffalo NY  1948 2013 7.3 7.2 0.69 0.82 5.9 6.9 7.7 9.5 
Burlington VT 1948 2013 7.1 7.0 0.78 0.94 5.4 6.6 7.6 9.5 
Caribou ME  1948 2013 8.3 8.3 0.72 0.71 6.7 7.9 8.6 10.2 
Central Park  NY  1948 2013 7.9 7.8 0.74 1.00 6.3 7.4 8.4 9.4 
Concord NH  1948 2013 8.1 8.0 0.83 0.95 6.4 7.5 8.4 10.3 
East Milton MA 1948 2012 8.6 8.6 1.03 1.30 6.8 7.9 9.2 11.5 
Hartford CT  1954 2013 8.1 8.1 0.92 1.02 5.5 7.5 8.5 10.3 
Hyannis MA  1948 2001 8.0 8.1 1.12 1.46 5.5 7.1 8.6 10.6 
LaGuardia NY  1948 2013 7.6 7.6 0.86 0.90 5.5 7.2 8.1 9.9 
Mt Washington NH  1948 2009 11.6 11.7 1.18 1.76 9.5 10.6 12.4 14.1 
New Bedford MA  1948 2000 9.1 9.1 1.46 2.10 6.9 8.1 10.2 13.5 
Norfolk CT  1948 2001 8.7 8.6 1.24 1.74 6.4 7.8 9.6 12.3 
Portland ME  1948 2013 8.5 8.3 0.99 1.59 6.4 7.7 9.3 10.3 
Providence RI 1948 2013 8.0 8.0 0.83 1.21 6.2 7.4 8.6 10.2 
Rochester NY  1948 2013 6.7 6.6 0.58 0.58 5.1 6.3 6.9 8.8 
Wilmington DE  1957 2013 7.5 7.4 0.80 1.11 6.1 6.9 8.0 9.2 
Mean 
  
8.1 8.1 0.91 1.19 6.2 7.5 8.7 10.5 
SD 
  
1.0 1.0 0.22 0.38 0.9 0.9 1.2 1.4 
Min  
  
6.7 6.6 0.58 0.58 5.1 6.3 6.9 8.8 
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Table 11: Statistical Trends in Average Annual Storm Duration. P-values are calculated as functions of Pearson’s 
R, Kendall’s Tau and Spearman’s Rho respectively. 





Station Year Year (hours/yr) (hours/yr) Pearson Kendall Spearman 
Albany NY  1948 2013 -0.003 -0.004 0.616 0.482 0.445 
Birch Hill MA  1948 2004 0.000 -0.003 0.990 0.741 0.679 
Boston MA 1948 2013 -0.008 -0.007 0.095 0.128 0.143 
Bridgeport CT 1948 2013 0.002 0.002 0.715 0.711 0.712 
Buffalo NY  1948 2013 -0.001 0.001 0.918 0.821 0.874 
Burlington VT 1948 2013 -0.010 -0.010 0.042 0.028 0.023 
Caribou ME  1948 2013 0.001 -0.001 0.776 0.838 0.858 
Central Park  NY  1948 2013 0.003 0.004 0.486 0.532 0.536 
Concord NH  1948 2013 0.007 0.008 0.192 0.078 0.070 
East Milton MA 1948 2012 0.006 0.005 0.349 0.486 0.486 
Hartford CT  1954 2013 -0.011 -0.008 0.125 0.251 0.207 
Hyannis MA  1948 2001 -0.022 -0.023 0.023 0.027 0.024 
LaGuardia NY  1948 2013 -0.010 -0.008 0.083 0.112 0.102 
Mt Washington NH  1948 2009 0.001 0.001 0.912 0.889 0.778 
New Bedford MA  1948 2000 0.018 0.018 0.173 0.133 0.100 
Norfolk CT  1948 2001 -0.008 -0.019 0.454 0.207 0.328 
Portland ME  1948 2013 0.003 0.003 0.625 0.591 0.606 
Providence RI 1948 2013 0.002 0.001 0.771 0.778 0.787 
Rochester NY  1948 2013 -0.009 -0.006 0.015 0.033 0.042 
Wilmington DE  1957 2013 -0.005 -0.004 0.434 0.572 0.563 
Mean (-) 
  
-0.009 -0.008       
Mean (+) 
  
0.004 0.005       
Min  
  
-0.022 -0.023 0.015 0.027 0.023 
Max    0.018 0.018 0.990 0.889 0.874 
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The typical storm duration in the Northeast is about 8.1 hours (Table 10), and ranges from 11.7 hours w at 
Mt. Washington to 6.6 hours at the Rochester.  The IQR values for the average annual storm durations 
ranged from 0.58 hours at Rochester to 2.10 hours at New Bedford, with a typical IQR of 0.91 hours.  Mt. 
Washington had considerably longer mean annual storm duration than the second longest annual storm 
duration (9.1 hours) measured at New Bedford (Figure 8).  In fact, Mt. Washington had the largest 
duration values across all measured statistics with the exception of standard deviation.  The Rochester, 
Burlington, Buffalo and Albany stations represent a cluster of stations that all possessed shorter than 
average annual storm durations (Figure 2).   
 
Most of the stations with shorter average annual storm durations also had shorter than average time 
between storms.  In contrast, the Mt. Washington station has a shorter than average time between storms 
and longer than average storm durations.  Again, the unique elevation of this station, and the resulting 
orographic weather patterns could help explain the results measured there.  The New Bedford weather 
station, which had the 3rd longest mean annual storm duration of 9.1 hours also had longer than average 
time between storm values.  Other than New Bedford, there does not seem to be a relationship between 
longer storm durations and extended time between storms.  Also of interest is the relationship between the 
inter-annual variability of storm durations and the magnitudes of the average annual time between storms.  
Stations with greater variability in storm durations, such as the New Bedford, Hyannis and Birch Hill 
stations, also had longer than average annual time between storms.  This relationship suggests that areas 
with greater variability in storm duration, also experience a lower frequency of storm events. 
 
The trend tests on annual storm durations show that exactly half of the linear regression slopes were 
negative, and 11 out of the 20 Sen’s slopes were negative (Table 11).  There were only three significant 
trends at Burlington, Hyannis and Rochester.  All three of the significant trends were negative, which 
suggests that storm durations might be somewhat declining in the Northeastern United States.   
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Average Annual Storm Depth (mm) 





Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY  1948 2013 7.75 7.63 1.29 2.05 5.21 6.65 8.70 10.70 
Birch Hill MA  1948 2004 11.17 10.75 2.46 2.46 5.70 9.72 12.18 19.28 
Boston MA 1948 2013 9.97 10.06 1.71 1.96 5.79 8.89 10.85 14.35 
Bridgeport CT 1948 2013 10.29 10.21 1.93 2.44 6.29 8.86 11.29 16.06 
Buffalo NY  1948 2013 6.26 6.19 0.85 1.23 4.62 5.62 6.85 8.39 
Burlington VT 1948 2013 6.22 6.08 1.01 1.16 3.07 5.57 6.73 9.04 
Caribou ME  1948 2013 6.78 6.78 1.07 1.34 4.91 6.04 7.38 9.67 
Central Park  NY  1948 2013 11.38 11.27 2.31 2.99 6.63 9.75 12.74 19.86 
Concord NH  1948 2013 8.78 8.38 1.55 2.01 5.68 7.68 9.69 13.54 
East Milton MA 1948 2012 11.30 11.24 2.22 2.62 6.17 9.89 12.51 18.64 
Hartford CT  1954 2013 10.43 10.41 1.68 2.38 7.19 9.15 11.53 14.49 
Hyannis MA  1948 2001 12.67 12.30 2.41 3.36 6.35 11.06 14.42 17.79 
LaGuardia NY  1948 2013 10.59 10.82 1.98 2.27 5.36 9.41 11.67 16.27 
Mt Washington NH  1948 2009 13.76 13.55 2.74 3.60 7.78 11.79 15.39 19.80 
New Bedford MA  1948 2000 11.80 11.88 2.20 2.81 6.28 10.52 13.33 15.63 
Norfolk CT  1948 2001 12.01 11.85 1.97 3.13 7.23 10.49 13.62 16.92 
Portland ME  1948 2013 10.28 10.26 1.95 2.50 6.62 8.69 11.19 15.46 
Providence RI 1948 2013 10.89 10.67 1.87 2.37 6.53 9.55 11.91 16.65 
Rochester NY  1948 2013 5.41 5.40 0.68 0.94 3.96 4.86 5.80 7.15 
Wilmington DE  1957 2013 10.41 10.32 1.65 2.15 6.92 9.39 11.54 14.45 
Mean 
  
9.91 9.80 1.78 2.29 5.92 8.68 10.97 14.71 
SD 
  
2.31 2.28 0.57 0.72 1.15 1.97 2.66 3.87 
Min 
  
5.41 5.40 0.68 0.94 3.07 4.86 5.80 7.15 
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Table 13: Statistical Trends in Average Annual Storm Depth.  P-values are calculated as functions of Pearson’s R, 
Kendall’s Tau and Spearman’s Rho respectively. 





Station Year Year (mm/yr) (mm/yr) Pearson Kendall Spearman 
Albany NY  1948 2013 0.015 0.016 0.065 0.094 0.107 
Birch Hill MA  1948 2004 0.072 0.065 0.000 0.000 0.000 
Boston MA 1948 2013 -0.009 -0.005 0.406 0.678 0.693 
Bridgeport CT 1948 2013 0.001 -0.003 0.963 0.812 0.931 
Buffalo NY  1948 2013 0.008 0.010 0.130 0.076 0.096 
Burlington VT 1948 2013 0.006 0.009 0.372 0.182 0.196 
Caribou ME  1948 2013 0.005 0.005 0.468 0.442 0.441 
Central Park  NY  1948 2013 0.042 0.039 0.004 0.005 0.002 
Concord NH  1948 2013 0.014 0.010 0.178 0.221 0.259 
East Milton MA 1948 2012 0.012 0.006 0.427 0.603 0.614 
Hartford CT  1954 2013 0.002 0.001 0.874 0.909 0.962 
Hyannis MA  1948 2001 0.028 0.036 0.181 0.109 0.076 
LaGuardia NY  1948 2013 0.017 0.009 0.190 0.469 0.467 
Mt Washington NH  1948 2009 0.054 0.054 0.005 0.008 0.003 
New Bedford MA  1948 2000 0.045 0.041 0.020 0.048 0.034 
Norfolk CT  1948 2001 0.011 0.014 0.545 0.425 0.438 
Portland ME  1948 2013 0.026 0.021 0.041 0.046 0.033 
Providence RI 1948 2013 0.007 0.007 0.574 0.554 0.548 
Rochester NY  1948 2013 -0.001 -0.004 0.744 0.503 0.651 
Wilmington DE  1957 2013 -0.014 -0.011 0.306 0.483 0.444 
Mean (-) 
  
-0.008 -0.005       
Mean (+) 
  
0.021 0.021       
Min 
  
-0.014 -0.011 0.000 0.000 0.000 
Max    0.072 0.065 0.963 0.909 0.962 
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Mean station storm depths had considerable variability within the region.  Depths range from 5.41 mm 
Rochester to 13.76 mm at Mt. Washington (Table 12).  The typical annual storm depth across all 20 sites 
is 9.91 mm, which is roughly halfway between the two aforementioned extreme values.  The IQR values 
for average annual storm depth ranged from 0.94 mm at the Rochester, NY station to 3.60 mm at the Mt. 
Washington station.  The typical Northeast IQR for annual storm depths is 2.29 hours.  Several stations 
experienced annual mean storm depths close to the Mt. Washington value, including the Hyannis station 
(12.67 mm).  On the other hand, there is a considerable gap separating Rochester from the other low 
stations, with the second lowest value (6.22 mm) measured at the Burlington, VT station.  Figure 3 shows 
a group of four stations, Rochester, Buffalo, Burlington and Caribou, with annual storm depths less than 7 
mm per event, and a group of two stations, Mt. Washington and Hyannis, with higher than average annual 
storm depths.  The four stations with the lowest annual storm depths also had the smallest year to year 
variability in storm depths.   
 
Five of the 20 stations, Mt. Washington, New Bedford, Central Park, Birch Hill and Portland, had 
statistically significant trends in storm depth (Table 13).  All of the significant trends were positive 
indicating storm depths have been increasing in the Northeast.   Furthermore, 17 out of 20 linear trends 
and 16 out of 20 Sen’s slopes were calculated to be positive, although most of these trends were not 
significant.  The average positive trend for annual storm depth was 0.021 mm/year which equates to an 
increase of roughly 1.26 mm over a 60 year time period.  This is roughly a 13% increase in the typical 
annual storm depth of 9.91 mm.  While, none of the five stations with a significant storm depth trend had 
a significant trend in storm duration, four of the five stations had positive trends.  This indicates there may 
be a relationship between increasing annual storm depths, and increasing storm durations, although, due 
to the lack of significant trends in both, changes in annual storm intensities may play a role as well. 
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Average Annual Storm Intensities (mm/hour) 





Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY  1948 2013 1.118 1.098 0.163 0.193 0.795 1.020 1.213 1.809 
Birch Hill MA  1948 2004 1.871 1.734 0.548 0.572 1.112 1.571 2.143 4.063 
Boston MA 1948 2013 1.161 1.162 0.170 0.153 0.610 1.087 1.240 1.705 
Bridgeport CT 1948 2013 1.340 1.309 0.204 0.241 0.802 1.219 1.460 2.053 
Buffalo NY  1948 2013 0.942 0.921 0.132 0.172 0.631 0.859 1.031 1.411 
Burlington VT 1948 2013 0.944 0.932 0.168 0.217 0.496 0.826 1.043 1.436 
Caribou ME  1948 2013 0.814 0.804 0.120 0.138 0.466 0.737 0.875 1.200 
Central Park  NY  1948 2013 1.453 1.420 0.243 0.337 1.021 1.278 1.615 2.412 
Concord NH  1948 2013 1.088 1.086 0.154 0.203 0.613 0.989 1.192 1.423 
East Milton MA 1948 2012 1.217 1.188 0.178 0.216 0.830 1.098 1.314 1.842 
Hartford CT  1954 2013 1.303 1.276 0.189 0.212 0.959 1.183 1.395 2.114 
Hyannis MA  1948 2001 2.452 2.137 1.268 0.923 1.177 1.673 2.596 7.087 
LaGuardia NY  1948 2013 1.427 1.434 0.226 0.300 0.835 1.274 1.574 1.885 
Mt Washington NH  1948 2009 1.170 1.166 0.225 0.221 0.647 1.057 1.278 1.630 
New Bedford MA  1948 2000 1.700 1.595 0.761 0.561 0.891 1.288 1.849 6.333 
Norfolk CT  1948 2001 2.333 2.036 1.193 1.198 1.097 1.478 2.676 6.196 
Portland ME  1948 2013 1.129 1.119 0.161 0.253 0.870 1.002 1.255 1.556 
Providence RI 1948 2013 1.260 1.245 0.148 0.186 0.889 1.172 1.358 1.655 
Rochester NY  1948 2013 0.882 0.887 0.125 0.168 0.585 0.788 0.956 1.348 
Wilmington DE  1957 2013 1.465 1.426 0.227 0.330 0.931 1.317 1.647 1.893 
Mean 
  
1.353 1.299 0.330 0.340 0.813 1.146 1.486 2.553 
SD 
  
0.442 0.358 0.345 0.277 0.207 0.253 0.497 1.825 
Min 
  
0.814 0.804 0.120 0.138 0.466 0.737 0.875 1.200 
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Table 15: Statistical Trends in Average Annual Storm Intensity. P-values are calculated as functions of Pearson’s R, 
Kendall’s Tau and Spearman’s Rho respectively. 





Station Year Year (mm/hr/yr) (mm/hr/yr) Pearson Kendall Spearman 
Albany NY  1948 2013 0.002 0.003 0.027 0.011 0.025 
Birch Hill MA  1948 2004 0.012 0.010 0.006 0.003 0.002 
Boston MA 1948 2013 0.001 0.001 0.267 0.296 0.293 
Bridgeport CT 1948 2013 -0.001 -0.001 0.455 0.350 0.364 
Buffalo NY  1948 2013 0.000 0.002 0.603 0.081 0.189 
Burlington VT 1948 2013 0.001 0.001 0.579 0.448 0.419 
Caribou ME  1948 2013 0.001 0.001 0.321 0.146 0.160 
Central Park  NY  1948 2013 0.002 0.002 0.173 0.134 0.128 
Concord NH  1948 2013 0.000 0.000 0.789 0.694 0.541 
East Milton MA 1948 2012 0.001 0.000 0.614 0.751 0.776 
Hartford CT  1954 2013 0.004 0.002 0.013 0.066 0.070 
Hyannis MA  1948 2001 0.012 0.008 0.283 0.146 0.129 
LaGuardia NY  1948 2013 0.004 0.004 0.005 0.009 0.006 
Mt Washington NH  1948 2009 0.004 0.004 0.017 0.020 0.021 
New Bedford MA  1948 2000 0.005 0.008 0.454 0.031 0.034 
Norfolk CT  1948 2001 0.011 0.010 0.283 0.109 0.180 
Portland ME  1948 2013 0.001 0.001 0.318 0.344 0.314 
Providence RI 1948 2013 0.000 0.000 0.711 0.769 0.815 
Rochester NY  1948 2013 0.000 -0.001 0.669 0.367 0.436 
Wilmington DE  1957 2013 -0.002 -0.003 0.348 0.226 0.287 
Mean (-) 
  
-0.001 -0.002       
Mean (+) 
  
0.004 0.003       
Min  
  
-0.002 -0.003 0.005 0.003 0.002 
Max    0.012 0.010 0.789 0.769 0.815 
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The typical annual storm intensity across all 20 weather stations was 1.353 mm/hr (Table 14).  It ranges 
from 0.814 mm/hr at Caribou to 2.452 mm/hr at Hyannis. The IQR values for annual storm intensities 
range from 0.138 mm/hr at Caribou to 1.198 mm/hr at Norfolk, with a typical value of 0.340 mm/hr. 
While the Burlington, Buffalo, Caribou and Rochester stations have the lowest mean annual storm 
intensities, the box-plots show that they are only moderately less intense than the region’s typical site 
(Figure 10). The maximum storm intensity at Hyannis was slightly higher than that measured at Norfolk 
(2.333 mm/hr). Three stations, Birch Hill, Hyannis and Norfolk, have considerably higher than average 
annual storm intensities, as well as, considerably larger inter-annual variability, indicating there is a 
strong relationship between the magnitude and inter-annual variability of storm intensities (Figure 10).  
Although most stations have normally distributed annual storm intensities, the same three stations 
mentioned above, Birch Hill, Hyannis and Norfolk, have positively skewed annual storm intensities 
(Figure 10). 
 
Five out of the 20 stations had statistically significant trends in storm intensity over the period of record 
(Table 15).  The Albany, Birch Hill, Mt. Washington, and LaGuardia Airport weather stations had 
significant trends as calculated by all three trend tests.  All five significant trends were positive indicating 
that annual storm intensities have been increasing in the Northeast.  Furthermore, 17 out of the 20 stations 
had positive trends, significant or otherwise, as calculated by both linear and Sen’s slopes.  Of the five 
stations with significant trends in storm intensity, three out of five also had significant trends in storm 
depth while none had significant trends in storm duration.  This indicates that the increasing storm 
intensities are a function of increasing storm depth, rather than decreasing storm duration.  Further 
analysis shows that only three out of the five stations with significant trends in intensity had decreasing 
durations, while all five showed increases in storm depth.  This also supports the finding that changes in 
storm intensities are driven by changing storm depth rather than storm duration.  The average positive 
storm intensity trend is 0.004 mm/hr/yr, which is an increase of 0.24 mm/hr over the 60 year record.  This 
increase is nearly 18% of the typical Northeast storm intensity (1.353 mm/hr). 
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II: Seasonal Time Between-Storms 
Winter 





Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY 1949 2013 68 66 13.1 13.4 46 60 73 135 
Birch Hill MA 1949 2004 82 77 27.2 23.0 50 65 88 224 
Boston MA 1949 2013 74 73 14.5 16.2 53 64 80 146 
Bridgeport CT 1949 2013 78 77 13.5 15.1 52 70 85 128 
Buffalo NY 1949 2013 39 35 16.2 6.5 20 33 39 148 
Burlington VT 1949 2013 54 49 11.2 14.3 37 46 60 90 
Caribou ME 1949 2013 56 53 11.8 17.0 39 47 64 102 
Central Park NY 1949 2013 81 78 15.6 19.1 52 71 90 133 
Concord NH 1949 2013 80 78 17.7 19.9 52 70 90 158 
East Milton MA 1949 2012 69 67 12.1 15.6 50 61 76 119 
Hartford CT 1955 2013 80 76 20.1 16.2 55 69 85 192 
Hyannis MA 1949 2001 79 73 25.2 20.2 32 67 87 209 
LaGuardia NY 1949 2013 79 78 16.5 19.3 50 69 89 142 
Mt Washington NH 1949 2009 36 36 7.7 7.6 25 31 39 59 
New Bedford MA 1949 2000 66 62 19.4 24.9 30 53 78 143 
Norfolk CT 1949 2001 67 64 17.1 14.8 37 57 72 140 
Portland ME 1949 2013 81 74 24.6 20.9 56 67 88 213 
Providence RI 1949 2013 74 71 13.9 15.2 56 65 80 142 
Rochester NY 1949 2013 39 37 7.1 9.3 26 33 42 58 
Wilmington DE 1958 2013 82 81 14.8 21.9 55 70 92 120 
Mean 
  
68 65 16.0 16.5 44 58 75 140 
SD 
  
15 15 5.4 4.9 12 13 17 45 
Min  
  
36 35 7.1 6.5 20 31 39 58 
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Table 17: Trends in Average Winter Time between Storms. P-values are calculated as functions of Pearson’s R, 








Station Year Year (hours/yr) (hours/yr) Pearson Kendall Spearman 
Albany NY 1949 2013 0.124 0.117 0.152 0.076 0.063 
Birch Hill MA 1949 2004 0.441 0.452 0.048 0.003 0.003 
Boston MA 1949 2013 0.114 0.120 0.237 0.128 0.123 
Bridgeport CT 1949 2013 0.020 0.028 0.822 0.684 0.661 
Buffalo NY 1949 2013 0.283 0.152 0.007 <0.001 <0.001 
Burlington VT 1949 2013 0.023 -0.008 0.757 0.887 0.868 
Caribou ME 1949 2013 0.148 0.114 0.058 0.074 0.088 
Central Park NY 1949 2013 0.098 0.123 0.345 0.248 0.290 
Concord NH 1949 2013 0.034 0.074 0.773 0.493 0.654 
East Milton MA 1949 2012 -0.059 -0.064 0.474 0.363 0.459 
Hartford CT 1955 2013 -0.018 0.044 0.911 0.739 0.683 
Hyannis MA 1949 2001 0.106 0.134 0.652 0.449 0.510 
LaGuardia NY 1949 2013 0.186 0.188 0.095 0.057 0.063 
Mt Washington NH 1949 2009 0.005 -0.013 0.931 0.818 0.822 
New Bedford MA 1949 2000 -0.339 -0.320 0.058 0.040 0.024 
Norfolk CT 1949 2001 0.331 0.251 0.029 0.010 0.010 
Portland ME 1949 2013 0.246 0.141 0.133 0.197 0.205 
Providence RI 1949 2013 0.103 0.093 0.266 0.207 0.210 
Rochester NY 1949 2013 -0.031 -0.041 0.512 0.368 0.408 
Wilmington DE 1958 2013 -0.144 -0.126 0.240 0.299 0.294 
Mean (-) 
  
-0.118 -0.095       
Mean (+) 
  
0.151 0.145       
Min  
  
-0.339 -0.320 0.007 <0.001 <0.001 
Max    0.441 0.452 0.931 0.887 0.868 
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The mean winter time between storms ranged from 36 hours measured at the Mt. Washington station to 
82 hours measured at the Wilmington station (Table 16).  The typical winter time between storms across 
all 20 weather stations is 68 hours, which is closer to the higher end of the spectrum measured at the Mt. 
Washington station.  The inter-quartile range (IQR) for average winter time between storms varies from 
6.5 hours at the Burlington, VT station to 24.9 hours at the New Bedford, MA station, with a typical IQR 
of 16.5 hours. The box-plots reveal a group of three sites, the Rochester, Mt. Washington, and Buffalo 
stations, which had shorter magnitudes and smaller inter-annual variability than the typical Northeast 
station (Figure 11).  The Caribou, ME and Burlington, VT stations also display somewhat shorter than 
average winter time between storm values.  The remaining stations display similar winter time between 
storm values, with no station showing noticeably longer than average values.  Most of the sites have 
normally distributed winter time between storms, however, the Burlington, Caribou and Portland sites are 
positively skewed (Figure 11). 
 
Four out of the 20 stations, the Birch Hill, Buffalo, Norfolk and the Mt. Washington stations, had 
statistically significant trends in winter time between storms.  All but the Mt. Washington station had 
positive trends.  Fifteen out of the 20 stations have positive linear slopes, while 14 out of the 20 stations 
have positive Sen’s slopes.  These trend results indicate that the average winter time between storms has 
increased in the Northeast over the period of record.  The average magnitude of the trends across all 20 
stations is 0.151 hours/yr, which equates to an increase of approximately 9.06 hours over 60 years, which 
is roughly 13% of the typical winter time between storms. 
  
         









Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY 1948 2013 62 60 11.4 14.6 34 54 69 91 
Birch Hill MA 1948 2004 76 75 16.7 16.5 44 65 81 130 
Boston MA 1948 2013 67 67 10.3 14.3 46 59 73 92 
Bridgeport CT 1949 2013 70 68 14.3 15.0 47 61 76 116 
Buffalo NY 1948 2013 50 48 9.4 12.4 30 44 56 77 
Burlington VT 1948 2013 57 53 12.3 13.3 36 49 63 93 
Caribou ME 1948 2013 58 55 11.3 12.9 38 51 64 88 
Central Park NY 1948 2013 70 69 12.7 18.2 50 60 78 104 
Concord NH 1948 2013 69 65 14.8 16.6 36 59 76 108 
East Milton MA 1948 2012 64 64 11.9 15.8 43 55 71 99 
Hartford CT 1955 2013 68 66 13.2 14.8 45 59 74 102 
Hyannis MA 1948 2000 79 78 18.8 23.8 53 65 88 155 
LaGuardia NY 1948 2013 73 70 28.8 16.9 39 60 77 269 
Mt Washington NH 1948 2008 40 39 7.5 9.5 27 35 44 63 
New Bedford MA 1948 2000 70 68 16.8 20.5 51 56 77 148 
Norfolk CT 1948 2001 64 64 13.3 17.0 42 56 73 104 
Portland ME 1948 2013 68 67 14.9 19.2 32 57 77 115 
Providence RI 1948 2013 68 68 11.0 18.3 49 58 76 108 
Rochester NY 1948 2013 54 50 13.8 11.0 35 47 58 123 
Wilmington DE 1958 2013 72 72 13.3 20.2 51 60 80 99 
Mean 
  
65 63 13.8 16.0 41 56 72 114 
SD 
  
9 10 4.4 3.4 8 7 10 42 
Min 
  
40 39 7.5 9.5 27 35 44 63 
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Table 19: Trends for Average Spring Time between Storms. P-values are calculated as functions of Pearson’s R, 








Station Year Year (hours/yr) (hours/yr) Pearson Kendall Spearman 
Albany NY 1948 2013 0.107 0.091 0.146 0.261 0.285 
Birch Hill MA 1948 2004 0.277 0.268 0.038 0.030 0.043 
Boston MA 1948 2013 0.051 0.071 0.450 0.370 0.387 
Bridgeport CT 1949 2013 -0.107 -0.052 0.263 0.548 0.553 
Buffalo NY 1948 2013 0.220 0.209 <0.001 0.001 0.001 
Burlington VT 1948 2013 -0.010 -0.043 0.903 0.546 0.637 
Caribou ME 1948 2013 -0.057 -0.046 0.442 0.445 0.425 
Central Park NY 1948 2013 0.037 0.047 0.657 0.517 0.584 
Concord NH 1948 2013 0.053 0.037 0.585 0.694 0.728 
East Milton MA 1948 2012 -0.023 0.004 0.771 0.982 0.959 
Hartford CT 1955 2013 -0.132 -0.094 0.194 0.392 0.405 
Hyannis MA 1948 2000 0.223 0.215 0.193 0.208 0.178 
LaGuardia NY 1948 2013 -0.081 0.158 0.673 0.164 0.162 
Mt Washington NH 1948 2008 0.035 0.025 0.527 0.668 0.626 
New Bedford MA 1948 2000 -0.185 -0.110 0.229 0.328 0.259 
Norfolk CT 1948 2001 0.197 0.193 0.091 0.142 0.150 
Portland ME 1948 2013 0.152 0.170 0.117 0.105 0.176 
Providence RI 1948 2013 -0.022 -0.013 0.763 0.890 0.823 
Rochester NY 1948 2013 -0.017 0.033 0.855 0.595 0.532 
Wilmington DE 1958 2013 -0.206 -0.219 0.060 0.049 0.058 
Mean (-) 
  
-0.084 -0.082       
Mean (+) 
  
0.135 0.117       
Min 
  
-0.206 -0.219 <0.001 0.001 0.001 
Max    0.277 0.268 0.903 0.982 0.959 
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The mean spring time between storms range from 40 hours at the Mt. Washington station to 79 hours at 
the Hyannis, MA weather station (Table 18).  The next shortest mean spring time between storms was 50 
hours at Buffalo, which is significantly longer than the typical Mt. Washington time between storms.  The 
typical spring time between storms, for all 20 stations, was 65 hours, which is roughly half way between 
the two extreme values.  The IQR for spring time between storms ranges from 9.5 hours at the Mt. 
Washington station to 23.8 hours at the Hyannis station, with a typical value of 16.0 hours.  The box-plots 
show that Mt. Washington has experienced the shortest average spring time between storms, while 
Buffalo and Rochester have moderately longer values (Figure 12).  Oppositely, the Hyannis, MA station 
has a marginally larger than average spring time between storms as compared to the typical station  The 
box-plots in Figure 12, show that most of the stations have normally distributed spring time between 
storms, although the New Bedford and Central Park stations are positively skewed. 
 
Only three out of the 20 stations (Birch Hill, Buffalo and Wilmington) experienced statistically significant 
trends in spring time between storms (Table 19).  The Birch Hill and Burlington stations had significant 
positive trends, whereas the Wilmington station had a significant negative trend.  In all, 10 out of the 20 
stations had positive linear slopes, while 7 out of 20 had calculated Sen’s slopes which were positive.  
These results do not suggest that spring time between storms has changed systematically in the 
Northeastern United States. 
 
  
         









Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY 1948 2012 64 62 12.0 15.8 45 55 71 95 
Birch Hill MA 1948 2004 81 74 19.0 26.2 56 69 95 138 
Boston MA 1948 2012 74 71 14.7 16.8 44 64 81 121 
Bridgeport CT 1948 2012 79 78 16.5 16.7 49 68 85 138 
Buffalo NY 1948 2012 68 64 15.1 17.2 39 59 76 111 
Burlington VT 1948 2012 55 53 10.5 13.6 37 49 62 81 
Caribou ME 1948 2012 51 49 9.8 9.9 37 44 54 80 
Central Park NY 1948 2012 73 70 16.8 21.7 44 63 84 129 
Concord NH 1948 2012 68 66 13.9 17.2 39 58 75 102 
East Milton MA 1948 2012 71 70 14.0 17.7 45 61 79 110 
Hartford CT 1954 2012 68 68 13.2 14.4 42 60 74 103 
Hyannis MA 1948 2000 111 102 29.9 34.0 69 90 124 217 
LaGuardia NY 1948 2012 76 73 18.7 18.4 41 65 83 157 
Mt Washington NH 1948 2008 43 42 7.6 9.7 31 37 47 66 
New Bedford MA 1948 2000 88 86 24.7 23.8 51 72 96 202 
Norfolk CT 1948 2001 74 72 16.3 19.2 51 64 83 146 
Portland ME 1948 2012 70 67 14.4 17.7 44 59 77 118 
Providence RI 1948 2012 77 76 15.5 18.9 51 67 86 118 
Rochester NY 1948 2012 69 69 15.5 20.1 40 58 78 116 
Wilmington DE 1958 2012 78 77 18.7 23.1 44 65 88 138 
Mean 
  
72 69 15.8 18.6 45 61 80 124 
SD 
  
14 13 5.0 5.5 8 11 16 37 
Min 
  
43 42 7.6 9.7 31 37 47 66 
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Table 21: Trends for Average Summer Time Between Storms. P-values are calculated as functions of Pearson’s R, 








Station Year Year (hours/yr) (hours/yr) Pearson Kendall Spearman 
Albany NY 1948 2012 -0.191 -0.206 0.015 0.007 0.005 
Birch Hill MA 1948 2004 -0.091 -0.060 0.556 0.650 0.635 
Boston MA 1948 2012 -0.092 -0.080 0.346 0.415 0.363 
Bridgeport CT 1948 2012 -0.285 -0.219 0.008 0.017 0.015 
Buffalo NY 1948 2012 -0.280 -0.263 0.004 0.006 0.008 
Burlington VT 1948 2012 -0.058 -0.070 0.409 0.255 0.268 
Caribou ME 1948 2012 -0.066 -0.064 0.313 0.211 0.201 
Central Park NY 1948 2012 -0.142 -0.169 0.205 0.110 0.100 
Concord NH 1948 2012 -0.244 -0.211 0.007 0.021 0.013 
East Milton MA 1948 2012 -0.210 -0.199 0.023 0.018 0.018 
Hartford CT 1954 2012 -0.160 -0.166 0.115 0.112 0.097 
Hyannis MA 1948 2000 0.725 0.620 0.006 0.006 0.007 
LaGuardia NY 1948 2012 0.003 -0.005 0.979 0.963 0.871 
Mt Washington NH 1948 2008 -0.049 -0.047 0.380 0.313 0.341 
New Bedford MA 1948 2000 -0.397 -0.290 0.077 0.101 0.090 
Norfolk CT 1948 2001 0.143 0.040 0.318 0.737 0.736 
Portland ME 1948 2012 -0.226 -0.184 0.017 0.046 0.066 
Providence RI 1948 2012 -0.145 -0.146 0.159 0.239 0.317 
Rochester NY 1948 2012 -0.370 -0.350 <0.001 0.001 0.001 
Wilmington DE 1958 2012 -0.097 -0.090 0.545 0.566 0.542 
Mean (-) 
  
-0.182 -0.156       
Mean (+) 
  
0.291 0.330       
Min 
  
-0.397 -0.350 <0.001 0.001 0.001 
Max    0.725 0.620 0.979 0.963 0.871 
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The mean Northeast spring time between storms is 72 hours and ranges from 43 hours at Mt. Washington 
to 111 hours measured at the Hyannis stations (Table 20).  The second longest mean summer time 
between storms (88 hours) at the New Bedford station is considerable shorter than the maximum value. 
This gap indicates the Hyannis station may be represent a regional outlier.  The typical station IQR is 19 
hours.  The IQRs for summer time between storms range from 10 hours at Mt. Washington to 34 hours at 
Hyannis.  The box-plots show the Hyannis station has experienced, by far, the longest average summer 
time between storms, while the New Bedford, Wilmington, and Birch Hill also have relatively long 
summer time between storms (Figure 13).  Of the stations with shorter than average summer time 
between storms, Mt. Washington and Caribou are the shortest (both in terms of magnitude and year to 
year variability), while the Burlington and Albany stations have also have relatively short average 
summer time between storms.  Although the typical station has normally distributed summer time 
between storms, several stations including the Birch Hill, Hyannis and Central Park stations are positively 
skewed (Figure 13). 
 
Seven out of the 20 stations experienced significant summer trends in summer time between storms 
including the Albany, Bridgeport, Buffalo, Concord, East Milton, Hyannis, Portland, and Rochester 
stations (Table 21).  Six out of these seven significant trends (all except for the Hyannis station) were 
negative suggesting that summer time between storms has been decreasing in the Northeast.  In addition, 
17 out of the 20 stations have negative linear slopes, while 18 out of the 20 have negative Sen’s slopes. 
The typical magnitude of the negative summer time between storm trends is -0.182 hours/yr.  This means 
that over a 60 year span the typical summer time between storms will decrease 10.92 hours, which is 
approximately 15% of typical Northeast summer time between storms. 
 
  
         










Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY 1948 2012 75 74 18.5 19.9 52 63 83 155 
Birch Hill MA 1948 2004 98 93 31.9 32.5 63 77 109 277 
Boston MA 1948 2012 84 81 15.4 18.0 48 76 94 125 
Bridgeport CT 1948 2012 93 89 18.5 20.4 55 81 101 162 
Buffalo NY 1948 2012 57 55 11.6 14.5 41 48 62 98 
Burlington VT 1948 2012 59 58 10.2 15.1 42 51 66 87 
Caribou ME 1948 2012 58 58 9.8 9.2 43 52 61 94 
Central Park NY 1948 2012 93 88 18.7 22.9 61 81 104 150 
Concord NH 1948 2012 80 77 12.9 17.7 55 72 89 116 
East Milton MA 1948 2011 81 77 26.2 18.7 45 68 87 245 
Hartford CT 1954 2012 85 81 19.0 25.4 56 71 97 138 
Hyannis MA 1948 2000 99 94 28.3 22.4 62 83 106 232 
LaGuardia NY 1948 2012 94 90 23.3 20.6 10 81 101 166 
Mt Washington NH 1948 2008 45 42 10.1 8.2 26 40 48 81 
New Bedford MA 1948 2000 89 84 23.9 20.1 50 75 95 181 
Norfolk CT 1948 2001 86 81 22.4 28.1 52 70 99 164 
Portland ME 1948 2012 87 77 52.4 25.1 54 68 93 470 
Providence RI 1948 2012 92 87 25.5 23.6 56 77 100 193 
Rochester NY 1948 2012 57 54 12.5 13.9 38 48 62 103 
Wilmington DE 1957 2012 96 97 22.7 30.7 57 80 111 172 
Mean 
  
80 77 20.7 20.3 48 68 88 170 
SD 
  
16 15 9.9 6.4 13 13 18 88 
Min  
  
45 42 9.8 8.2 10 40 48 81 
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Table 23: Trends for Average Fall Time between Storms. P-values are calculated as functions of Pearson’s R, 








Station Year Year (hours/yr) (hours/yr) Pearson Kendall Spearman 
Albany NY 1948 2012 -0.291 -0.169 0.016 0.085 0.088 
Birch Hill MA 1948 2004 0.416 0.110 0.105 0.577 0.499 
Boston MA 1948 2012 0.025 0.009 0.811 0.892 0.897 
Bridgeport CT 1948 2012 -0.336 -0.284 0.005 0.011 0.010 
Buffalo NY 1948 2012 -0.036 -0.037 0.648 0.606 0.635 
Burlington VT 1948 2012 -0.019 -0.025 0.783 0.760 0.800 
Caribou ME 1948 2012 -0.007 -0.067 0.918 0.221 0.238 
Central Park NY 1948 2012 -0.219 -0.153 0.077 0.182 0.241 
Concord NH 1948 2012 -0.140 -0.150 0.099 0.080 0.099 
East Milton MA 1948 2011 -0.044 -0.185 0.808 0.091 0.079 
Hartford CT 1954 2012 -0.169 -0.127 0.248 0.305 0.403 
Hyannis MA 1948 2000 -0.054 0.117 0.838 0.505 0.609 
LaGuardia NY 1948 2012 0.042 0.023 0.788 0.856 0.812 
Mt Washington NH 1948 2008 -0.046 -0.001 0.535 0.990 0.991 
New Bedford MA 1948 2000 -0.138 -0.235 0.525 0.187 0.182 
Norfolk CT 1948 2001 -0.302 -0.103 0.123 0.628 0.593 
Portland ME 1948 2012 0.286 -0.034 0.413 0.760 0.792 
Providence RI 1948 2012 -0.217 -0.195 0.200 0.209 0.203 
Rochester NY 1948 2012 -0.221 -0.162 0.006 0.044 0.038 
Wilmington DE 1957 2012 -0.411 -0.407 0.027 0.026 0.027 
Mean (-) 
  
-0.166 -0.146       
Mean (+) 
  
0.192 0.065       
Min  
  
-0.411 -0.407 0.005 0.011 0.010 
Max    0.416 0.117 0.918 0.990 0.991 
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The mean station values for fall time between storms range from 45 hours at the Mt. Washington station 
to 99 hours at the Hyannis, MA station (Table 22). The typical value for the 20 sites included in this study 
is 80 hours, which is fairly close to longest value measured at Hyannis.  The next shortest fall time 
between storms, 57 hours, measured at the Buffalo, NY station, is considerably longer than Mt. 
Washington’s value. The IQR for fall time between storms ranges from 8 hours at Mt. Washington to 33 
hours measured at the Birch Hill, MA station.  The typical station IQR is 20 hours, and falls roughly 
equidistant from the two extreme IQR values.  As can be seen in the box-plots, three stations, Birch Hill, 
Hyannis and Wilmington, have longer magnitudes and greater inter-annual variability of fall time 
between storms than the typical station (Figure 14).  Conversely, a group of five stations, Buffalo, 
Caribou, Mt. Washington, and Rochester, have considerably shorter than average fall time between 
storms.  The Mt. Washington and Caribou stations have low inter-annual variability in average fall time 
between storms when compared to the typical station (Figure 14).   
 
Four out of the 20 stations, the Albany, Bridgeport, Rochester and Wilmington stations, have experienced 
statistically significant trends (Table 23).  All four have decreasing trends suggesting that the average fall 
time between storms is decreasing in the Northeast.  Furthermore, 16 out of the 20 stations had negative 
trends calculated for both linear and Sen’s slopes.  The typical magnitude of the negative trends in fall 
time between storms is -0.166 hours/yr.  This trend results in an approximate 10 hour decrease in fall time 






         
    
74 
  
Comparison of Inter-Seasonal and Seasonal to Annual Time Between Storm Results 
The summer and fall seasons typically had longer time between storms of 72 and 80 hours respectively, 
relative to the winter and spring season time between storms of 68 and 65 hours respectively.  The annual 
value of 69 hours most closely matches the typical winter value of 68 hours.  This annual value is slightly 
shorter than the summer mean value, considerably smaller than fall value, and considerably larger than 
the spring mean value.  The typical IQR values for the fall (20.3 hours) and summer (18.6 hours), were 
longer than typical spring (16 hours) and winter (16.5 hours) IQRs, indicating that the year to year 
variability is greater in the fall and summer.  The typical annual IQR, 9.8 hours, is drastically smaller than 
the all four seasonal IQRs, suggesting that the inter-annual variability of time between storms is smaller 
when averaged over longer periods of time. 
 
In terms of the trend tests, results showed considerable inter-seasonal variability.  The Northeast has had 
increases in the time between storms in the winter with three out of four significant trend in the positive 
direction, but decreases during the summer and fall seasons with six and four negative significant trends 
respectively.  No trend is evident for the spring season.  The annual trend results, while inconclusive, 
seemed to indicate a moderate decrease in annual average time between storms.   
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III: Seasonal Duration  
Winter 





Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY 1949 2013 8.7 8.7 1.69 2.25 5.1 7.7 10.0 13.4 
Birch Hill MA 1949 2004 10.6 10.2 2.43 2.53 5.8 9.1 11.6 17.6 
Boston MA 1949 2013 10.0 9.9 1.90 1.89 5.9 9.0 10.9 16.4 
Bridgeport CT 1949 2013 9.3 9.1 1.66 2.14 6.3 8.3 10.4 13.4 
Buffalo NY 1949 2013 8.3 8.1 1.67 1.53 4.3 7.4 8.9 13.1 
Burlington VT 1949 2013 7.7 7.7 1.56 2.06 4.7 6.5 8.5 14.8 
Caribou ME 1949 2013 9.8 9.7 1.90 1.90 6.3 8.6 10.5 17.1 
Central Park NY 1949 2013 9.6 9.4 1.80 3.00 6.1 8.0 11.0 14.0 
Concord NH 1949 2013 10.1 9.7 1.81 2.12 7.1 8.8 10.9 15.4 
East Milton MA 1949 2012 10.2 9.7 2.01 2.93 7.0 8.7 11.6 14.1 
Hartford CT 1955 2013 10.1 10.0 1.99 2.26 6.2 8.8 11.1 17.3 
Hyannis MA 1949 2001 9.2 9.3 2.17 2.72 4.6 7.7 10.4 15.4 
LaGuardia NY 1949 2013 9.3 9.4 2.00 2.40 5.7 7.9 10.3 17.3 
Mt Washington NH 1949 2009 13.3 12.5 2.87 3.22 9.0 11.4 14.6 23.0 
New Bedford MA 1949 2000 10.3 9.8 2.62 3.62 5.8 8.4 12.1 17.3 
Norfolk CT 1949 2001 9.9 10.2 2.78 3.13 3.7 8.2 11.3 16.6 
Portland ME 1949 2013 10.6 10.0 2.34 1.96 7.3 9.1 11.0 18.4 
Providence RI 1949 2013 9.6 9.5 1.57 2.06 6.5 8.6 10.7 13.2 
Rochester NY 1949 2013 7.6 7.4 1.52 1.93 4.9 6.3 8.2 12.5 
Wilmington DE 1958 2013 9.5 9.0 1.93 2.17 6.2 8.2 10.4 15.1 
Mean  
  
9.7 9.5 2.01 2.39 5.9 8.3 10.7 15.8 
SD 
  
1.2 1.1 0.40 0.54 1.2 1.1 1.3 2.5 
Min 
  
7.6 7.4 1.52 1.53 3.7 6.3 8.2 12.5 
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Table 25:  Trends for Average Winter Storm Duration. P-values are calculated as functions of Pearson’s R, 





Slope Sen's Slope P-Values 
Station Year Year (hours/yr) (hours/yr) Pearson Kendall Spearman 
Albany NY 1949 2013 -0.017 -0.017 0.129 0.096 0.074 
Birch Hill MA 1949 2004 0.017 0.013 0.393 0.450 0.515 
Boston MA 1949 2013 -0.027 -0.023 0.031 0.044 0.038 
Bridgeport CT 1949 2013 -0.001 0.002 0.896 0.825 0.934 
Buffalo NY 1949 2013 -0.013 -0.012 0.260 0.241 0.179 
Burlington VT 1949 2013 -0.025 -0.021 0.016 0.034 0.023 
Caribou ME 1949 2013 -0.008 -0.007 0.547 0.476 0.407 
Central Park NY 1949 2013 -0.007 -0.003 0.551 0.717 0.683 
Concord NH 1949 2013 -0.011 -0.006 0.378 0.667 0.609 
East Milton MA 1949 2012 -0.017 -0.019 0.228 0.158 0.153 
Hartford CT 1955 2013 -0.035 -0.029 0.020 0.052 0.047 
Hyannis MA 1949 2001 -0.033 -0.028 0.102 0.130 0.105 
LaGuardia NY 1949 2013 -0.034 -0.032 0.010 0.018 0.029 
Mt Washington NH 1949 2009 -0.028 -0.018 0.180 0.307 0.412 
New Bedford MA 1949 2000 -0.007 -0.012 0.762 0.570 0.531 
Norfolk CT 1949 2001 -0.015 -0.020 0.552 0.382 0.439 
Portland ME 1949 2013 -0.035 -0.035 0.025 0.002 0.001 
Providence RI 1949 2013 -0.014 -0.015 0.183 0.149 0.163 
Rochester NY 1949 2013 -0.034 -0.031 0.001 0.001 0.001 
Wilmington DE 1958 2013 -0.023 -0.015 0.151 0.309 0.304 
Mean (-) 
  
-0.020 -0.019       
Mean (+) 
  
0.017 0.008       
Min 
  
-0.035 -0.035 0.001 0.001 0.001 
Max    0.017 0.013 0.896 0.825 0.934 
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The typical winter storm duration over the entire study region is 9.7 hours, and ranges from 7.6 hours at 
the Rochester station to 13.3 hours at the Mt. Washington station (Table 24).  The Birch Hill, MA station 
experienced the next longest mean winter storm duration of 10.6 hours which is substantially shorter than 
the maximum value measured at Mt. Washington. The typical IQR for winter storm durations range from 
1.53 hours at Buffalo, NY to 3.62 hours at New Bedford, MA, with a typical station IQR of 2.39 hours. 
The box-plots provide visual evidence that the Mt. Washington station has experienced, by far, the 
longest winter storm durations (Figure 15).  In addition, the Mt. Washington station, along with the 
Norfolk, New Bedford, Hyannis and Birch Hill stations, have all experienced greater than average year to 
year variability in winter storm durations.  The Buffalo, Burlington and Rochester stations all had 
moderately shorter than average winter storm duration.   
 
Six out of the twenty stations, the Boston, Burlington, Hartford, LaGuardia, Portland and Rochester 
stations have negative significant trends in fall storm durations (Table 25). This is strong evidence that the 
average winter storm duration has been decreasing in the Northeast.  Moreover, 19 out of the 20 stations 
had negative linear slopes, while 18 out of the 20 stations had negative Sen’s slopes.  The typical negative 
winter storm duration trend is -0.020 hours/yr, which means that over 60 years the winter storm duration 
has decreased by 1.2 hours or roughly 12% of the typical Northeast value. 
 
  
         









Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY 1948 2013 7.7 7.4 1.69 2.05 4.7 6.5 8.5 12.1 
Birch Hill MA 1948 2004 9.2 8.9 1.89 2.66 5.8 7.7 10.4 13.2 
Boston MA 1948 2013 8.8 8.4 1.91 2.61 5.5 7.5 10.1 13.2 
Bridgeport CT 1949 2013 8.1 7.9 1.66 2.19 4.6 6.9 9.0 12.2 
Buffalo NY 1948 2013 7.6 7.6 1.20 1.49 4.6 6.9 8.4 10.6 
Burlington VT 1948 2013 7.9 7.7 1.69 2.05 4.9 6.7 8.8 13.6 
Caribou ME 1948 2013 9.2 9.1 1.61 2.06 6.1 8.2 10.3 14.9 
Central Park NY 1948 2013 8.4 8.2 1.52 1.96 5.5 7.3 9.3 11.6 
Concord NH 1948 2013 8.7 8.5 1.88 2.49 5.0 7.5 10.0 14.5 
East Milton MA 1948 2012 9.4 9.2 2.12 2.88 6.0 7.9 10.7 15.0 
Hartford CT 1955 2013 8.5 8.3 1.82 1.86 5.3 7.4 9.3 14.0 
Hyannis MA 1948 2000 8.4 8.3 1.76 1.72 4.5 7.5 9.2 13.7 
LaGuardia NY 1948 2013 8.2 8.0 1.55 1.71 4.6 7.3 9.0 12.7 
Mt Washington NH 1948 2008 12.9 12.2 2.48 3.36 8.1 11.5 14.8 19.4 
New Bedford MA 1948 2000 9.6 9.4 2.23 2.38 5.5 8.4 10.7 16.4 
Norfolk CT 1948 2001 9.3 9.2 2.36 2.63 5.3 7.8 10.4 16.6 
Portland ME 1948 2013 9.2 9.1 2.39 2.43 1.7 8.0 10.4 15.9 
Providence RI 1948 2013 8.7 8.0 2.16 2.27 5.4 7.2 9.4 16.1 
Rochester NY 1948 2013 7.2 7.3 1.27 1.62 4.3 6.5 8.1 10.3 
Wilmington DE 1958 2013 7.9 7.7 1.55 2.30 4.7 6.7 9.0 11.5 
Mean 
  
8.8 8.5 1.84 2.24 5.1 7.6 9.8 13.9 
SD 
  
1.2 1.1 0.36 0.46 1.2 1.1 1.4 2.3 
Min 
  
7.2 7.3 1.20 1.49 1.7 6.5 8.1 10.3 
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Table 27: Trends for Average Spring Storm Duration. P-values are calculated as functions of Pearson’s R, 








Station Year Year (hours/yr) (hours/yr) Pearson Kendall Spearman 
Albany NY 1948 2013 0.003 0.001 0.809 0.943 0.982 
Birch Hill MA 1948 2004 0.016 0.019 0.290 0.253 0.281 
Boston MA 1948 2013 -0.016 -0.015 0.192 0.303 0.265 
Bridgeport CT 1949 2013 0.004 0.006 0.740 0.663 0.617 
Buffalo NY 1948 2013 0.007 0.008 0.372 0.341 0.318 
Burlington VT 1948 2013 -0.011 -0.008 0.319 0.479 0.453 
Caribou ME 1948 2013 -0.006 -0.001 0.569 0.947 0.962 
Central Park NY 1948 2013 0.000 0.001 0.970 0.873 0.834 
Concord NH 1948 2013 0.019 0.017 0.126 0.083 0.092 
East Milton MA 1948 2012 0.012 0.013 0.408 0.418 0.445 
Hartford CT 1955 2013 -0.013 -0.005 0.362 0.652 0.644 
Hyannis MA 1948 2000 -0.012 -0.006 0.448 0.703 0.685 
LaGuardia NY 1948 2013 -0.007 -0.007 0.520 0.497 0.482 
Mt Washington NH 1948 2008 0.039 0.030 0.029 0.066 0.067 
New Bedford MA 1948 2000 0.024 0.030 0.234 0.072 0.049 
Norfolk CT 1948 2001 0.013 0.003 0.537 0.970 0.922 
Portland ME 1948 2013 0.012 0.008 0.458 0.591 0.592 
Providence RI 1948 2013 -0.008 0.003 0.562 0.821 0.882 
Rochester NY 1948 2013 0.000 0.004 0.957 0.765 0.771 
Wilmington DE 1958 2013 -0.012 -0.013 0.371 0.412 0.431 
Mean (-) 
  
-0.011 -0.008       
Mean (+) 
  
0.012 0.011       
Min 
  
-0.016 -0.015 0.029 0.066 0.049 
Max    0.039 0.030 0.970 0.970 0.982 
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The typical spring storm duration in the Northeast is 8.8 hours, and ranges from 7.2 hours at Rochester to 
12.9 hours at Mt. Washington (Table 26).  The IQR for spring storm duration ranges from 1.49 hours at 
Buffalo to 3.36 hours at Mt. Washington, with a typical value of 2.24 hours. The mean Mt. Washington 
storm duration is considerably longer than the next longest value (9.7 hours) measured at the New 
Bedford, MA station.  The typical spring storm duration (8.8 hours), is, excluding the unusually long Mt. 
Washington value, fairly equidistant from the longest and shortest spring durations.  Mt. Washington 
clearly stands out as having the largest average spring storm duration (Figure 16).  The remaining stations 
are more or less equal in terms of the magnitude of spring duration.  However, the Portland, East Milton 
and Mt. Washington stations have slightly larger year to year variability.  Intra-station spring storm 
durations are, for the most part, normally distributed, yet, the Boston, Mt. Washington and Portland 
stations have positively skewed spring storm durations. 
 
Only two out of the 20 stations the Mt. Washington and New Bedford stations, had significant trends in 
spring storm duration, both of which are positive (Table 27).  Across the entire area of interest, 12 out of 
the 20 stations had positive linear slopes, while 13 out of the 20 stations had positive Sen’s slopes.  This 
data indicates no systematic change in spring storm durations has occurred in the Northeast over the 
period of record.  Although not representative of the entire study region, the Mt Washington station had 
positive statistically significant trends of 0.039 hours/yr.  This rate of change equates to an increase of 2.3 
hours in spring storm durations over a 60 year period, which is roughly 18% of the typical Mt. 
Washington spring storm duration.   
  
         









Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY 1948 2012 5.2 5.2 0.95 0.93 3.4 4.7 5.6 8.0 
Birch Hill MA 1948 2004 6.0 6.0 1.40 1.95 3.5 5.0 6.9 9.3 
Boston MA 1948 2012 5.6 5.5 1.31 1.63 3.3 4.8 6.5 9.7 
Bridgeport CT 1948 2012 5.4 5.2 1.17 1.50 3.2 4.6 6.1 8.5 
Buffalo NY 1948 2012 4.8 4.7 0.81 0.98 3.4 4.3 5.3 7.3 
Burlington VT 1948 2012 5.6 5.4 1.01 1.53 3.6 4.8 6.3 8.5 
Caribou ME 1948 2012 6.1 6.0 1.02 1.11 4.1 5.5 6.6 9.3 
Central Park NY 1948 2012 5.5 5.4 1.18 1.26 3.1 4.9 6.2 9.7 
Concord NH 1948 2012 5.7 5.6 1.25 1.53 3.4 4.8 6.3 9.5 
East Milton MA 1948 2012 6.1 5.8 1.52 2.06 3.1 5.0 7.1 10.1 
Hartford CT 1954 2012 5.6 5.6 1.34 1.47 2.8 4.8 6.2 8.8 
Hyannis MA 1948 2000 6.1 6.1 1.49 1.85 2.0 5.0 6.9 11.1 
LaGuardia NY 1948 2012 5.4 5.4 0.95 1.36 3.1 4.7 6.1 7.8 
Mt Washington NH 1948 2008 8.8 8.6 1.76 2.34 6.0 7.5 9.9 14.1 
New Bedford MA 1948 2000 7.1 6.7 2.42 2.69 3.1 5.5 8.2 13.8 
Norfolk CT 1948 2001 6.6 6.4 1.61 2.41 3.8 5.4 7.9 10.1 
Portland ME 1948 2012 5.7 5.6 1.23 1.45 3.4 4.8 6.2 9.2 
Providence RI 1948 2012 5.7 5.4 1.26 1.83 3.8 4.7 6.5 8.4 
Rochester NY 1948 2012 4.8 4.8 0.84 1.37 3.2 4.0 5.4 6.9 
Wilmington DE 1958 2012 5.0 4.9 1.16 1.42 2.5 4.3 5.7 8.8 
Mean 
  
5.8 5.7 1.28 1.63 3.4 5.0 6.6 9.4 
SD 
  
0.9 0.8 0.37 0.47 0.8 0.7 1.1 1.8 
Min  
  
4.8 4.7 0.81 0.93 2.0 4.0 5.3 6.9 
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Table 29: Trends for Average Summer Storm Duration. P-values are calculated as functions of Pearson’s R, 








Station Year Year (hours/yr) (hours/yr) Pearson Kendall Spearman 
Albany NY 1948 2012 0.010 0.009 0.120 0.118 0.110 
Birch Hill MA 1948 2004 -0.003 -0.004 0.786 0.778 0.699 
Boston MA 1948 2012 0.006 0.006 0.474 0.479 0.478 
Bridgeport CT 1948 2012 -0.003 -0.002 0.744 0.795 0.828 
Buffalo NY 1948 2012 0.000 -0.003 0.940 0.587 0.603 
Burlington VT 1948 2012 0.008 0.008 0.230 0.262 0.301 
Caribou ME 1948 2012 0.009 0.008 0.189 0.298 0.287 
Central Park NY 1948 2012 0.003 0.003 0.741 0.643 0.617 
Concord NH 1948 2012 0.008 0.008 0.356 0.396 0.423 
East Milton MA 1948 2012 0.021 0.024 0.032 0.013 0.014 
Hartford CT 1954 2012 0.002 -0.002 0.881 0.875 0.912 
Hyannis MA 1948 2000 -0.005 -0.006 0.709 0.723 0.738 
LaGuardia NY 1948 2012 -0.006 -0.007 0.348 0.322 0.343 
Mt Washington NH 1948 2008 -0.010 0.005 0.421 0.641 0.846 
New Bedford MA 1948 2000 0.028 0.033 0.207 0.107 0.122 
Norfolk CT 1948 2001 0.000 -0.006 0.997 0.800 0.895 
Portland ME 1948 2012 0.020 0.019 0.014 0.020 0.023 
Providence RI 1948 2012 0.014 0.011 0.101 0.164 0.131 
Rochester NY 1948 2012 0.003 0.004 0.577 0.455 0.433 
Wilmington DE 1958 2012 0.000 -0.001 0.992 0.890 0.921 
Mean (-) 
  
-0.003 -0.004       
Mean (+) 
  
0.011 0.011       
Min  
  
-0.010 -0.007 0.014 0.013 0.014 
Max    0.028 0.033 0.997 0.890 0.921 
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The typical summer storm duration in the Northeast is only 5.8 hours, and ranges from 4.8 hours at the 
Rochester station to 8.8 hours at the Mt. Washington station. The summer storm duration IQR values 
range from 0.93 hours at Albany to 2.69 hours at the New Bedford station, with a typical value of 1.63 
hours.  As shown in the box-plots, the Mt. Washington has considerably longer than average summer 
storm durations (Figure 17) followed by the New Bedford and Norfolk stations which also have longer 
than average summer storm durations.  Conversely, the Albany, Buffalo, Rochester and Wilmington 
stations all have slightly shorter than average summer storm durations.  Two stations in particular, the 
Norfolk and New Bedford sites, have substantially larger inter-annual variability in summer storm 
duration relative to the typical station (Figure 17).    
 
Only two out of the 20 stations, the East Milton and Portland stations, have statistically significant trends, 
both of which are positive (Table 29). Additionally, 13 out of the 20 stations had positive linear slopes, 
while 12 out of the 20 stations had positive Sen’s slopes.  These data do not suggest that summer storm 
durations have been changing in the Northeast.  However, the two stations (East Milton and Portland) 
with positive significant trends had magnitudes of ~0.021 hours/yr.  At this rate of change, over a 60 year 
time span, summer storm durations will increase about 1.26 hours, or roughly 21% of the typical summer 
storm duration at these two sites.  
  
         









Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY 1948 2012 7.72 7.82 1.55 2.05 4.78 6.61 8.67 11.33 
Birch Hill MA 1948 2004 8.62 8.14 3.04 2.47 4.17 6.95 9.42 26.3 
Boston MA 1948 2012 8.46 8.41 1.69 2.31 5.27 7.17 9.48 12.95 
Bridgeport CT 1948 2012 7.72 7.44 1.60 2.24 4.95 6.44 8.68 12.32 
Buffalo NY 1948 2012 7.66 7.53 1.30 1.87 5.47 6.68 8.55 10.97 
Burlington VT 1948 2012 7.49 7.23 1.45 1.46 4.52 6.68 8.14 11.61 
Caribou ME 1948 2012 8.5 8.3 1.53 2.01 5.3 7.3 9.3 14.2 
Central Park NY 1948 2012 8.4 8.0 1.95 2.73 5.5 7.0 9.7 13.9 
Concord NH 1948 2012 8.4 8.3 1.55 2.07 5.2 7.3 9.4 11.8 
East Milton MA 1948 2011 9.2 9.0 2.23 2.94 5.3 7.5 10.4 15.2 
Hartford CT 1954 2012 8.8 8.4 2.09 2.64 5.4 7.2 9.8 15.9 
Hyannis MA 1948 2000 8.0 7.8 1.85 2.50 4.5 6.8 9.3 12.0 
LaGuardia NY 1948 2012 8.0 7.9 1.95 2.33 3.8 6.9 9.2 13.3 
Mt Washington NH 1948 2008 12.0 11.9 1.60 1.78 9.0 11.1 12.9 15.9 
New Bedford MA 1948 2000 9.7 9.0 2.51 2.70 4.8 8.3 11.0 15.2 
Norfolk CT 1948 2001 9.2 9.5 2.40 2.76 1.0 7.8 10.6 15.3 
Portland ME 1948 2012 8.8 8.4 1.90 2.91 4.2 7.4 10.3 13.3 
Providence RI 1948 2012 8.5 8.3 1.85 2.28 5.4 7.3 9.5 15.3 
Rochester NY 1948 2012 6.7 6.5 1.37 1.71 4.2 5.6 7.3 10.3 
Wilmington DE 1957 2012 7.9 7.8 1.59 2.13 4.6 6.7 8.9 13.2 
Mean 
  
8.5 8.3 1.85 2.29 4.9 7.2 9.5 14.0 
SD 
  
1.1 1.1 0.43 0.41 1.4 1.1 1.2 3.4 
Min 
  
6.7 6.5 1.30 1.46 1.0 5.6 7.3 10.3 
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Table 31: Trends for Average Fall Storm Duration. P-values are calculated as functions of Pearson’s R, Kendall’s 








Station Year Year (hours/yr) (hours/yr) Pearson Kendall Spearman 
Albany NY 1948 2012 -0.005 -0.003 0.634 0.795 0.871 
Birch Hill MA 1948 2004 0.015 -0.016 0.542 0.409 0.450 
Boston MA 1948 2012 0.004 0.000 0.744 0.991 0.985 
Bridgeport CT 1948 2012 0.015 0.015 0.168 0.199 0.186 
Buffalo NY 1948 2012 0.011 0.014 0.205 0.116 0.111 
Burlington VT 1948 2012 -0.010 -0.012 0.295 0.132 0.175 
Caribou ME 1948 2012 -0.003 0.000 0.761 0.968 0.933 
Central Park NY 1948 2012 0.015 0.015 0.239 0.197 0.200 
Concord NH 1948 2012 0.018 0.016 0.086 0.121 0.090 
East Milton MA 1948 2011 0.007 0.013 0.643 0.404 0.412 
Hartford CT 1954 2012 -0.011 -0.012 0.492 0.414 0.429 
Hyannis MA 1948 2000 -0.018 -0.022 0.302 0.326 0.328 
LaGuardia NY 1948 2012 0.009 0.009 0.484 0.552 0.550 
Mt Washington NH 1948 2008 0.009 0.007 0.443 0.601 0.633 
New Bedford MA 1948 2000 0.024 0.014 0.300 0.462 0.413 
Norfolk CT 1948 2001 -0.032 -0.014 0.131 0.546 0.529 
Portland ME 1948 2012 0.004 0.008 0.741 0.441 0.448 
Providence RI 1948 2012 0.007 0.005 0.586 0.622 0.614 
Rochester NY 1948 2012 0.001 0.007 0.931 0.476 0.522 
Wilmington DE 1957 2012 0.014 0.017 0.285 0.219 0.221 
Mean (-) 
  
-0.013 -0.010       
Mean (+) 
  
0.011 0.012       
Min 
  
-0.032 -0.022 0.086 0.116 0.090 
Max    0.024 0.017 0.931 0.991 0.985 
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The typical Northeast fall storm duration is 8.5 hours, and ranges from 6.7 hours at the Rochester station 
to 12.0 hours at the Mt. Washington station.  The next longest average fall storm duration (9.7 hours) 
measured at the New Bedford station, is substantially shorter than the maximum Mt. Washington value.  
The IQR values measured for fall storm durations range from 1.46 hours at the Burlington station to 2.94 
hours measured at the East Milton station with a typical regional value of 2.29 hours.  The box-plots in 
Figure 18 show that Mt. Washington has substantially longer fall storm duration than the typical station.  
The Rochester and Burlington stations have moderately shorter than average fall storms.   
 
There were no significant trends found for the average fall storm durations (Table 31).  Twelve positive 
linear slopes and 14 positive Sen’s slopes were calculated across the 20 stations respectively.  It is clear 
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Comparison of Inter-Seasonal and Seasonal to Annual Storm Duration Results 
The winter season had the longest average storm durations for all four seasons (9.7 hours), while the 
spring (8.8 hours) and fall (8.5 hours) seasons had intermediate length storm durations.  The summer (5.8 
hours) season had the shortest typical storm duration.  The typical annual storm duration of 8.1 hours 
most closely matches the typical spring and fall season storm durations.  It is substantially larger than the 
summer value, and considerably smaller than the winter value.  The typical summer IQR (1.69 hours), 
was sizably shorter than the winter (2.39 hour), spring (2.24 hour), and fall (2.29 hour) IQR values.  This 
suggests that the inter-annual variability of the summer storm durations is smaller than the other three 
seasons.  The typical annual storm duration IQR is 1.19 hours, which is smaller than all four seasonal IQR 
values, suggesting that inter-annual variability occurs at a seasonal scale. 
 
The trend test results show clear differences among the four seasons.  The winter months had six 
significant trends in the negative direction, indicating a decrease in Northeast winter storm durations.  
Additionally, across all 20 stations, nearly every winter trend was negative.  Conversely, the spring and 
summer months provide modest evidence supporting an increase in storm durations.  In both seasons, 
only two significant trends were found; both were positive.  The fall season did not have any significant 
trends, therefore there is not enough evidence to show a change in fall storm durations.  The annual trend 
results provide slight evidence that annually averaged storm durations are decreasing in the Northeast.  
There are only three significant trends in annual storm duration, all of which are negative.  This coincides 
with the winter trend results, which clearly shows decreases in storm duration, and contradicts the spring 
and summer trend results for which the data suggests a weak increase in storm durations.  As discussed 
above no significant trends were calculated for fall storm durations.  The relative paucity of significant 
trends calculated for annual average storm durations may be the result of the weak positive spring and 
summer storm duration trends cancelling out the strong negative winter storm duration trends. 
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IV: Seasonal Storm Depth  
Winter 





Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY 1949 2013 6.70 6.53 1.75 2.10 2.52 5.56 7.66 11.16 
Birch Hill MA 1949 2004 11.02 10.45 3.31 4.32 6.20 8.52 12.84 20.1 
Boston MA 1949 2013 10.69 10.19 3.53 4.10 4.04 8.04 12.14 22.3 
Bridgeport CT 1949 2013 9.77 9.50 3.08 3.64 4.20 7.56 11.20 20.8 
Buffalo NY 1949 2013 4.48 4.27 1.27 1.88 2.07 3.56 5.44 7.60 
Burlington VT 1949 2013 4.22 4.14 1.14 1.57 1.49 3.36 4.93 7.17 
Caribou ME 1949 2013 6.00 5.86 1.76 2.16 2.80 4.73 6.89 11.37 
Central Park NY 1949 2013 10.94 10.30 3.43 4.48 5.50 8.25 12.73 20.3 
Concord NH 1949 2013 8.85 8.28 2.53 3.12 4.06 7.00 10.12 15.55 
East Milton MA 1949 2012 12.27 11.95 4.04 5.33 5.42 9.28 14.61 22.2 
Hartford CT 1955 2013 10.41 10.15 3.05 3.86 4.62 8.34 12.20 19.09 
Hyannis MA 1949 2001 13.26 12.33 4.72 4.69 5.86 10.43 15.12 28.6 
LaGuardia NY 1949 2013 9.82 9.33 3.12 3.67 4.72 7.74 11.41 19.27 
Mt Washington NH 1949 2009 12.77 11.23 5.70 6.20 4.20 9.02 15.21 36.5 
New Bedford MA 1949 2000 13.86 13.02 4.54 5.91 6.57 10.47 16.38 28.3 
Norfolk CT 1949 2001 11.74 11.40 3.57 4.34 5.97 9.27 13.61 22.9 
Portland ME 1949 2013 11.25 10.49 3.69 4.77 4.62 8.65 13.41 22.4 
Providence RI 1949 2013 11.28 11.58 3.30 4.46 5.49 8.80 13.25 21.3 
Rochester NY 1949 2013 3.68 3.51 1.07 1.06 1.73 3.01 4.06 7.07 
Wilmington DE 1958 2013 9.88 9.60 3.28 4.02 4.65 7.71 11.73 21.0 
Mean 
  
9.64 9.21 3.09 3.78 4.34 7.46 11.25 19.24 
SD 
  
3.05 2.85 1.23 1.42 1.52 2.25 3.61 7.57 
Min 
  
3.68 3.51 1.07 1.06 1.49 3.01 4.06 7.07 




















         
    
93 
  





























         
    
94 
  
Table 33: Trends for Average Winter Storm Depth. P-values are calculated as functions of Pearson’s R, Kendall’s 








Station Year Year (mm/yr) (mm/yr) Pearson Kendall Spearman 
Albany NY 1949 2013 -0.003 -0.004 0.797 0.786 0.757 
Birch Hill MA 1949 2004 0.053 0.046 0.053 0.039 0.034 
Boston MA 1949 2013 -0.043 -0.030 0.068 0.077 0.048 
Bridgeport CT 1949 2013 0.003 0.008 0.880 0.618 0.737 
Buffalo NY 1949 2013 0.004 0.005 0.645 0.545 0.640 
Burlington VT 1949 2013 -0.003 0.001 0.731 0.910 0.944 
Caribou ME 1949 2013 0.021 0.019 0.076 0.144 0.127 
Central Park NY 1949 2013 0.034 0.031 0.136 0.219 0.221 
Concord NH 1949 2013 -0.006 -0.001 0.721 0.923 0.908 
East Milton MA 1949 2012 -0.019 -0.007 0.497 0.817 0.640 
Hartford CT 1955 2013 -0.019 -0.020 0.412 0.370 0.406 
Hyannis MA 1949 2001 0.038 0.029 0.391 0.478 0.541 
LaGuardia NY 1949 2013 -0.005 -0.002 0.824 0.922 0.960 
Mt Washington NH 1949 2009 -0.019 -0.002 0.651 0.950 0.896 
New Bedford MA 1949 2000 0.047 0.045 0.266 0.263 0.256 
Norfolk CT 1949 2001 -0.021 -0.010 0.515 0.782 0.761 
Portland ME 1949 2013 -0.023 -0.033 0.352 0.171 0.153 
Providence RI 1949 2013 -0.002 -0.004 0.914 0.874 0.922 
Rochester NY 1949 2013 -0.016 -0.013 0.024 0.040 0.029 
Wilmington DE 1958 2013 -0.031 -0.030 0.251 0.246 0.215 
Mean (-) 
  
-0.016 -0.013       
Mean (+) 
  
0.028 0.023       
Min 
  
-0.043 -0.033 0.024 0.039 0.029 
Max    0.053 0.046 0.914 0.950 0.960 
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The mean station winter storm depth across all 20 weather stations was 9.64 mm, and ranged from 3.68 
mm at Rochester to 13.86 mm at New Bedford (Table 32).  The typical station IQR for region of study is 
3.78 mm, and ranges from 1.06 mm at Rochester to 6.20 mm at Mt. Washington. In Figure 19, the box-
plots show that the Buffalo, Burlington and Rochester stations have considerably smaller than average 
winter storm depths, while the Albany and Caribou stations have only slightly smaller than average 
winter storm depths.    The stations with the smaller than average winter storm depths tend to have the 
smallest inter-annual variabilities, particularly the Rochester station (Figure 19).  Lastly, the box-plots 
indicate that most of the stations storm depths have been normally distributed over the period of record, 
however, the Birch Hill station, which has a larger than average mean depth of 11.02 mm, is slightly 
positively skewed. 
 
Three out of the 20 stations (Birch Hill, Boston, and Rochester) had statistically significant trends, with 
all but the Birch Hill station being in the positive direction.  Overall 13 out of the 20 stations had negative 
linear slopes, and 12 out of the 20 stations had negative Sen’s slopes.  This evidence suggests winter 
storm depths have not been changing in the Northeast.  However, in Boston, a significant negative trend 
was calculated with a magnitude of roughly -0.043 mm/yr, which over 60 years will result in a decrease 
of 2.58 mm, or roughly 26.7% of the typical storm winter storm depth recorded at the Boston station.  The 
two stations, Boston and Rochester, which had negative significant trends in storm depth, also had 
negative significant storm duration trends.  This indicates that the change in winter storm depths may be 
impacted by faster moving storms. 
 
  
         









Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY 1948 2013 7.38 6.80 2.06 2.52 3.72 5.92 8.44 13.87 
Birch Hill MA 1948 2004 10.55 10.28 2.87 4.54 4.88 8.17 12.71 17.02 
Boston MA 1948 2013 9.60 8.67 3.50 4.79 4.04 7.10 11.89 18.78 
Bridgeport CT 1949 2013 10.03 9.38 3.31 5.65 3.96 7.28 12.93 19.61 
Buffalo NY 1948 2013 5.93 5.77 1.51 1.59 2.90 5.02 6.61 10.87 
Burlington VT 1948 2013 5.89 5.60 1.66 1.88 3.14 4.83 6.70 13.69 
Caribou ME 1948 2013 6.22 5.91 1.83 2.25 3.79 4.86 7.10 14.99 
Central Park NY 1948 2013 11.01 10.05 3.80 5.29 4.84 8.17 13.46 21.38 
Concord NH 1948 2013 8.31 7.94 2.71 3.38 4.08 6.39 9.78 18.19 
East Milton MA 1948 2012 10.92 10.35 3.68 4.80 4.76 8.29 13.09 24.80 
Hartford CT 1955 2013 9.78 9.14 3.01 3.11 5.00 7.73 10.84 19.00 
Hyannis MA 1948 2000 12.18 11.68 3.50 4.27 6.17 9.98 14.25 21.34 
LaGuardia NY 1948 2013 10.13 9.10 3.33 4.99 4.28 7.98 12.97 19.38 
Mt Washington NH 1948 2008 13.55 12.91 4.64 5.13 5.61 10.50 15.63 26.22 
New Bedford MA 1948 2000 11.06 10.43 3.50 4.31 5.30 8.59 12.90 22.65 
Norfolk CT 1948 2001 11.36 10.71 3.50 4.48 5.87 8.81 13.28 22.15 
Portland ME 1948 2013 10.09 9.86 3.48 3.86 1.02 7.82 11.68 20.25 
Providence RI 1948 2013 10.84 9.71 4.06 4.39 4.58 8.10 12.49 28.53 
Rochester NY 1948 2013 5.43 5.32 1.14 1.21 2.73 4.80 6.00 8.15 
Wilmington DE 1958 2013 9.65 9.20 2.81 3.01 4.56 7.83 10.84 20.00 
Mean 
  
9.49 8.94 2.99 3.77 4.26 7.41 11.18 19.04 
SD 
  
2.26 2.11 0.92 1.32 1.20 1.65 2.81 4.99 
Min 
  
5.43 5.32 1.14 1.21 1.02 4.80 6.00 8.15 
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Table 35: Trends for Average Spring Storm Depth. P-values are calculated as functions of Pearson’s R, Kendall’s 








Station Year Year (mm/yr) (mm/yr) Pearson Kendall Spearman 
Albany NY 1948 2013 0.016 0.019 0.232 0.098 0.135 
Birch Hill MA 1948 2004 0.080 0.082 <0.001 0.001 <0.001 
Boston MA 1948 2013 -0.007 -0.006 0.746 0.803 0.836 
Bridgeport CT 1949 2013 0.012 0.011 0.581 0.511 0.517 
Buffalo NY 1948 2013 0.015 0.011 0.140 0.261 0.238 
Burlington VT 1948 2013 0.011 0.006 0.316 0.576 0.599 
Caribou ME 1948 2013 -0.003 0.007 0.810 0.510 0.526 
Central Park NY 1948 2013 0.034 0.027 0.167 0.243 0.231 
Concord NH 1948 2013 0.033 0.031 0.057 0.034 0.036 
East Milton MA 1948 2012 0.031 0.012 0.207 0.399 0.354 
Hartford CT 1955 2013 0.002 0.007 0.925 0.695 0.670 
Hyannis MA 1948 2000 0.048 0.050 0.130 0.099 0.080 
LaGuardia NY 1948 2013 0.021 0.013 0.336 0.511 0.388 
Mt Washington NH 1948 2008 0.084 0.090 0.011 0.003 0.002 
New Bedford MA 1948 2000 0.012 0.031 0.712 0.336 0.296 
Norfolk CT 1948 2001 0.060 0.053 0.049 0.075 0.062 
Portland ME 1948 2013 0.038 0.034 0.094 0.103 0.113 
Providence RI 1948 2013 -0.009 0.004 0.738 0.890 0.824 
Rochester NY 1948 2013 0.003 0.001 0.686 0.799 0.724 
Wilmington DE 1958 2013 -0.006 -0.014 0.798 0.516 0.509 
Mean (-) 
  
-0.006 -0.010       
Mean (+) 
  
0.031 0.027       
Min 
  
-0.009 -0.014 <0.001 0.001 <0.001 
Max    0.084 0.090 0.925 0.890 0.836 
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The typical spring storm depth in the Northeast is 9.49 mm, and ranges from 5.43 mm at Rochester to 
13.55 at Mt. Washington (Table 34).  The typical IQR for spring storm depth is 3.77 mm, and ranges 
from 1.21 mm at Rochester to 5.89 mm at Burlington.  The box-plots in figure 20 illustrates a group of 
stations, the Buffalo, Burlington, Caribou and Rochester stations, which have considerably smaller than 
average spring storm depths. This group of four stations also have year to year variability which is smaller 
than the typical Northeast station.   Mt. Washington has average spring storm depths that are noticeably 
larger than the typical Northeast storm depth (Figure 20).  The Birch Hill, East Milton, Hyannis and 
Norfolk stations also have moderately higher than average spring storm depths.  Most stations have 
normally distributed storm spring storm depths, however, the Boston, Bridgeport, Central Park and 
LaGuardia stations are all positively skewed.  These four of these stations are located on or near the 
Atlantic coast. 
Only four out of the 20 stations (Concord, Norfolk, Birch Hill and Mt. Washington) have statistically 
significant trends in average spring storm depth, all of which are positive (Table 35).  Sixteen out of the 
20 stations have positive linear slopes, and 18 out of the 20 stations have positive Sen’s slopes (Table 35).  
This evidence suggests that spring storm depths have increased in the Northeast over the past 60 years.  
The typical positive average spring storm depth trend is roughly 0.031 mm/year.  This trend results in an 
increase of 1.86 mm, or roughly 19.6%, over the past 60 years.  Out of the four stations with positive 
spring storm depth trends, only the Mt. Washington station has a significant positive trend in spring storm 
duration. The three remaining stations have positive nonsignificant trends.  This suggests there may be a 




         









Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY 1948 2012 8.16 7.70 2.16 3.13 4.12 6.65 9.78 14.38 
Birch Hill MA 1948 2004 11.01 10.70 3.95 4.47 3.63 8.42 12.88 26.04 
Boston MA 1948 2012 8.67 8.37 3.25 3.55 4.50 6.67 10.21 21.80 
Bridgeport CT 1948 2012 10.21 9.55 3.53 3.95 4.50 7.95 11.90 20.77 
Buffalo NY 1948 2012 7.98 7.89 2.08 2.41 3.33 6.74 9.15 16.65 
Burlington VT 1948 2012 7.79 7.49 2.01 2.52 4.30 6.38 8.90 14.06 
Caribou ME 1948 2012 7.39 7.23 1.80 2.23 3.94 6.14 8.37 12.92 
Central Park NY 1948 2012 10.79 10.34 3.39 3.69 4.51 8.94 12.63 20.85 
Concord NH 1948 2012 8.21 7.76 2.02 2.44 4.93 6.92 9.36 13.98 
East Milton MA 1948 2012 9.59 9.08 3.61 3.79 4.18 7.25 11.04 22.89 
Hartford CT 1954 2012 9.78 9.63 3.64 4.03 4.01 7.28 11.31 24.93 
Hyannis MA 1948 2000 11.97 11.97 4.84 4.71 1.61 9.25 13.96 30.87 
LaGuardia NY 1948 2012 10.87 10.60 3.23 3.88 3.69 8.77 12.65 19.75 
Mt Washington NH 1948 2008 13.75 12.97 3.47 3.82 8.30 11.62 15.44 24.26 
New Bedford MA 1948 2000 10.60 10.11 4.20 4.88 3.62 8.19 13.07 23.86 
Norfolk CT 1948 2001 11.62 10.70 3.24 3.76 5.73 9.71 13.47 23.43 
Portland ME 1948 2012 8.22 7.83 3.06 3.33 3.72 6.15 9.49 20.15 
Providence RI 1948 2012 9.38 9.05 2.77 3.91 5.15 7.15 11.06 16.56 
Rochester NY 1948 2012 7.53 7.29 1.84 2.54 4.38 6.23 8.77 12.97 
Wilmington DE 1958 2012 10.68 10.32 2.88 3.57 6.43 8.72 12.29 18.32 
Mean 
  
9.71 9.33 3.05 3.53 4.43 7.76 11.29 19.97 
SD 
  
1.72 1.63 0.85 0.77 1.33 1.44 1.99 4.95 
Min 
  
7.39 7.23 1.80 2.23 1.61 6.14 8.37 12.92 
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Table 37: Trends for Average Summer Storm Depth. P-values are calculated as functions of Pearson’s R, Kendall’s 








Station Year Year (mm/yr) (mm/yr) Pearson Kendall Spearman 
Albany NY 1948 2012 0.033 0.028 0.021 0.033 0.028 
Birch Hill MA 1948 2004 0.045 0.044 0.162 0.110 0.133 
Boston MA 1948 2012 0.020 0.034 0.355 0.051 0.034 
Bridgeport CT 1948 2012 -0.007 -0.001 0.753 0.982 0.895 
Buffalo NY 1948 2012 -0.016 -0.009 0.263 0.390 0.402 
Burlington VT 1948 2012 0.007 0.013 0.586 0.330 0.329 
Caribou ME 1948 2012 0.003 -0.004 0.801 0.856 0.843 
Central Park NY 1948 2012 0.042 0.036 0.061 0.057 0.047 
Concord NH 1948 2012 0.009 0.007 0.490 0.462 0.454 
East Milton MA 1948 2012 0.034 0.033 0.162 0.077 0.073 
Hartford CT 1954 2012 0.020 0.039 0.477 0.090 0.082 
Hyannis MA 1948 2000 0.069 0.053 0.116 0.116 0.119 
LaGuardia NY 1948 2012 0.034 0.025 0.115 0.207 0.215 
Mt Washington NH 1948 2008 0.056 0.046 0.024 0.052 0.043 
New Bedford MA 1948 2000 0.086 0.076 0.023 0.033 0.030 
Norfolk CT 1948 2001 0.028 0.036 0.325 0.154 0.134 
Portland ME 1948 2012 0.051 0.041 0.012 0.035 0.039 
Providence RI 1948 2012 0.013 0.016 0.481 0.327 0.321 
Rochester NY 1948 2012 0.003 -0.002 0.830 0.946 0.954 
Wilmington DE 1958 2012 0.002 -0.003 0.930 0.931 0.870 
Mean (-) 
  
-0.011 -0.004       
Mean (+) 
  
0.031 0.035       
Min 
  
-0.016 -0.009 0.012 0.033 0.028 
Max    0.086 0.076 0.930 0.982 0.954 
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The typical summer storm depth in the Northeast is 9.71 mm, and ranges from 7.39 mm at Caribou to 
13.75 mm at Hyannis (Table 36).  There is a considerable gap between the maximum mean summer storm 
depth at Mt. Washington and the second largest storm depth (11.97 mm) measured at Hyannis.  The 
typical IQR for summer storm depth is 3.53 mm, and ranges from 2.23 mm at Caribou to 4.88 mm at New 
Bedford.  The box-plots show that the Mt. Washington station has considerably larger than average 
summer storm depths, which are positively skewed (Figure 21).  Most of the stations have normally 
distributed summer storm depths, although, in addition to Mt. Washington, the Albany and Concord 
stations are both positively skewed.  The Birch Hill and Hyannis stations, both of which have higher than 
average summer storm depths, have very large inter-annual variability.  The Caribou and Rochester 
stations have smaller than average summer storm depths and year to year variabilities (Figure 21).   
 
Six stations (Boston, Central Park, Mt. Washington, Albany, New Bedford and Portland) have 
statistically significant trends, all of which are positive (Table 37).  Additionally, 18 out of the 20 stations 
have positive linear slopes, and 16 out of the 20 stations have positive Sen’s slopes.  This provides strong 
evidence that summer storm depths have been increasing in the Northeast.  The average positive trend in 
summer storm depths is 0.031 mm/yr.  This trend produced a 1.86 mm, or 19.2% increase in summer 
storm depths over a 60 year period.  Only the Portland station had significant positive trends in both 
average summer storm durations and average summer storm depths, however, all six of the stations with 
significant positive trends in storm depths also had positive trends in storm duration.  This suggests that 





         









Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY 1948 2012 8.98 8.32 2.88 3.74 3.37 7.06 10.80 16.22 
Birch Hill MA 1948 2004 13.73 12.09 9.57 4.56 4.83 9.89 14.45 76.28 
Boston MA 1948 2012 11.66 11.78 3.40 4.92 4.42 8.80 13.72 20.33 
Bridgeport CT 1948 2012 11.58 10.94 3.64 5.00 4.87 8.87 13.87 23.62 
Buffalo NY 1948 2012 7.67 7.48 1.86 2.18 4.14 6.47 8.65 12.53 
Burlington VT 1948 2012 7.23 6.92 2.02 2.10 3.49 6.13 8.23 13.61 
Caribou ME 1948 2012 7.71 7.73 2.25 2.79 4.03 6.18 8.98 13.61 
Central Park NY 1948 2012 13.35 11.85 4.41 5.45 6.44 10.32 15.77 27.53 
Concord NH 1948 2012 10.46 10.02 3.03 3.77 5.40 8.27 12.03 20.77 
East Milton MA 1948 2011 13.34 13.10 4.65 5.77 3.59 9.87 15.64 27.32 
Hartford CT 1954 2012 12.78 12.71 4.17 5.20 5.70 9.58 14.78 23.10 
Hyannis MA 1948 2000 13.98 13.03 4.19 4.08 5.27 11.29 15.37 27.87 
LaGuardia NY 1948 2012 12.00 11.45 3.66 5.06 4.22 9.07 14.13 21.36 
Mt Washington NH 1948 2008 15.92 15.47 4.11 4.16 8.55 14.19 18.35 31.55 
New Bedford MA 1948 2000 12.71 11.73 4.45 4.81 6.12 9.51 14.32 24.58 
Norfolk CT 1948 2001 13.91 12.93 4.53 5.77 7.37 10.67 16.44 29.02 
Portland ME 1948 2012 12.47 12.21 3.86 5.61 6.27 9.42 15.03 22.05 
Providence RI 1948 2012 12.99 12.48 3.98 4.95 6.32 10.59 15.54 22.14 
Rochester NY 1948 2012 6.02 6.05 1.61 1.97 2.77 4.90 6.87 10.72 
Wilmington DE 1957 2012 11.99 11.49 3.54 3.58 6.27 9.72 13.30 22.39 
Mean 
  
11.52 10.99 3.79 4.27 5.17 9.04 13.31 24.33 
SD 
  
2.66 2.46 1.65 1.23 1.47 2.12 3.08 13.53 
Min 
  
6.02 6.05 1.61 1.97 2.77 4.90 6.87 10.72 
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Table 39: Trends for Average Fall Storm Depth. P-values are calculated as functions of Pearson’s R, Kendall’s Tau 








Station Year Year (mm/yr) (mm/yr) Pearson Kendall Spearman 
Albany NY 1948 2012 0.013 0.022 0.495 0.272 0.318 
Birch Hill MA 1948 2004 0.190 0.063 0.013 0.057 0.068 
Boston MA 1948 2012 0.000 -0.001 0.998 0.973 0.942 
Bridgeport CT 1948 2012 0.003 0.010 0.905 0.692 0.696 
Buffalo NY 1948 2012 0.022 0.025 0.073 0.038 0.043 
Burlington VT 1948 2012 0.026 0.030 0.050 0.016 0.022 
Caribou ME 1948 2012 0.006 -0.002 0.672 0.941 0.983 
Central Park NY 1948 2012 0.063 0.052 0.030 0.020 0.021 
Concord NH 1948 2012 0.030 0.016 0.132 0.541 0.481 
East Milton MA 1948 2011 0.009 0.000 0.778 1.000 0.933 
Hartford CT 1954 2012 -0.013 -0.006 0.698 0.809 0.790 
Hyannis MA 1948 2000 0.027 0.018 0.483 0.500 0.525 
LaGuardia NY 1948 2012 0.045 0.033 0.064 0.076 0.080 
Mt Washington NH 1948 2008 0.119 0.098 <0.001 <0.001 <0.001 
New Bedford MA 1948 2000 0.043 0.049 0.285 0.203 0.185 
Norfolk CT 1948 2001 -0.038 -0.038 0.340 0.416 0.455 
Portland ME 1948 2012 0.038 0.031 0.143 0.189 0.171 
Providence RI 1948 2012 0.008 0.015 0.760 0.548 0.605 
Rochester NY 1948 2012 0.002 0.009 0.833 0.462 0.612 
Wilmington DE 1957 2012 0.010 0.022 0.745 0.420 0.558 
Mean (-) 
  
-0.025 -0.010       
Mean (+) 
  
0.036 0.033       
Min 
  
-0.038 -0.038 <0.001 <0.001 <0.001 
Max    0.190 0.098 0.998 1.000 0.983 
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The typical fall storm depth in the Northeast is 11.52 mm, and ranges from 6.02 mm at Rochester to 15.92 
mm at Mt. Washington (Table 31).  The typical depth is closer in value to the maximum fall storm depth, 
which suggests Northeast fall storm depths may be negatively skewed.  The typical IQR for fall storm 
depths is 4.27 mm, and ranges from 1.97 mm at Rochester to 5.77 mm at East Milton (Table 38).   The 
box-plots in figure 22 show that Mt. Washington has the highest fall storm depths by a substantial margin.  
Conversely, the Albany, Buffalo, Burlington, Caribou and Rochester stations all have lower than average 
fall storm depths, and all but Albany also have smaller than inter-annual variabilities (Figure 22).  Most of 
the stations have normally distributed fall storm depths, however the Bridgeport and Central Park 
stations, both located on or very near the coast, have positively skewed data (Figure 22). 
 
Five stations, Birch Hill, Buffalo, Burlington, Central Park and Mt. Washington, have statistically 
significant trends, all of which are in the positive direction (Table 39).  Across all 20 stations included in 
this study, 18 positive linear slopes and 15 positive Sen’s slopes were measured (Table 39).  This 
provides solid evidence that fall storm depths have been increasing over the period of record in the 
Northeast.  The typical magnitude of the positive trends in fall storm depth is 0.036 mm/yr.  This trend 
will result in a 2.16 mm, or 18.8% increase in fall storm depth over a 60 year period.  No station included 
in this study had significant positive trends in both fall storm depth and fall storm duration.  Only three of 
the five stations with significant positive trends in fall storm depth, Buffalo, Central Park and Mt. 
Washington, had positive trends, significant or otherwise, in fall storm durations.  This suggests that there 
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Inter-Seasonal and Seasonal to Annual Storm Depth Results 
The typical seasonal storm depths for the winter, spring and summer seasons were pretty consistent at 
9.64, 9.49 and 9.71 mm respectively.  The typical fall storm depth of 11.52 mm was noticeably larger 
than the other three seasons.  The average annual storm depth, 9.91 mm, matches the three typical 
seasons, winter, spring and summer, more closely than the larger than average fall storm depth.  The 
typical inter-annual variability in seasonal storm depth was similar in the winter, spring and summer 
months with IQR values of 3.78, 3.77 and 3.53 mm respectively.  The fall season had greater year to year 
variability with a storm depth IQR of 4.27 mm.  The typical annual IQR for storm depths was lower than 
all four seasonal values at 2.29 mm, indicating there is less inter-annual variability in storm depths when 
averaged over longer periods of time. 
 
The seasonal data suggest that there has been an increase in average storm depth in the spring, summer 
and fall months, with four, six and five positive significant trends, respectively.  No negative significant 
trends were found for these three seasons.  Only three significant trends in winter storm depths were 
calculated, two of which were negative, indicating there may be a modest decrease in Northeast winter 
storm depths.  Overall, trends in annual average storm depths are in accordance with the seasonal trend 
data.   Five significant annual trends were calculated all of which were positive.  It seems clear that storm 
depth is increasing throughout most of the year with the exception of the winter months. Interestingly, the 
decreasing winter storm depths seem to correlate strongly with decreasing winter storm durations. Both 
stations with significant negative trends in winter duration also have significant negative trends in winter 
storm durations.  The increasing trends in spring, summer and fall storm depths, do not have as strong as 
a relationship with changing storm durations as the winter season. However, most stations with positive 
significant trends in depth during these seasons, do have positive, albeit insignificant, trends in storm 
durations suggesting a relationship between seasonal storm depth and duration may exist.  The annual 
trends in storm depth have a similar relationship with storm durations as the spring, summer and fall 
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seasons. Stations with positive trends in annual storm depth also have positive, insignificant trends in 
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V: Seasonal Storm Intensities  
Winter 





Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY 1949 2013 0.629 0.618 0.120 0.135 0.369 0.556 0.691 1.006 
Birch Hill MA 1949 2004 1.756 1.174 1.476 1.046 0.662 0.952 1.998 9.823 
Boston MA 1949 2013 0.873 0.845 0.184 0.238 0.474 0.748 0.986 1.449 
Bridgeport CT 1949 2013 0.883 0.862 0.155 0.217 0.605 0.755 0.971 1.358 
Buffalo NY 1949 2013 0.475 0.470 0.089 0.143 0.292 0.399 0.542 0.662 
Burlington VT 1949 2013 0.451 0.431 0.076 0.107 0.306 0.399 0.506 0.684 
Caribou ME 1949 2013 0.489 0.483 0.092 0.108 0.323 0.427 0.535 0.828 
Central Park NY 1949 2013 0.953 0.937 0.185 0.225 0.597 0.836 1.061 1.526 
Concord NH 1949 2013 0.739 0.719 0.148 0.215 0.455 0.621 0.836 1.054 
East Milton MA 1949 2012 0.950 0.963 0.193 0.269 0.576 0.810 1.079 1.420 
Hartford CT 1955 2013 0.849 0.825 0.157 0.214 0.573 0.745 0.959 1.267 
Hyannis MA 1949 2001 3.260 1.881 3.424 1.958 0.721 1.244 3.202 16.030 
LaGuardia NY 1949 2013 0.873 0.845 0.172 0.217 0.507 0.759 0.976 1.243 
Mt Washington NH 1949 2009 0.798 0.808 0.202 0.270 0.433 0.649 0.919 1.295 
New Bedford MA 1949 2000 2.189 1.952 1.091 1.513 0.846 1.273 2.786 5.306 
Norfolk CT 1949 2001 3.011 1.833 3.529 1.782 0.524 0.945 2.727 14.870 
Portland ME 1949 2013 0.889 0.869 0.171 0.202 0.561 0.795 0.997 1.374 
Providence RI 1949 2013 0.967 0.978 0.178 0.269 0.607 0.841 1.110 1.313 
Rochester NY 1949 2013 0.433 0.432 0.066 0.107 0.292 0.377 0.484 0.591 
Wilmington DE 1958 2013 0.866 0.867 0.164 0.227 0.565 0.742 0.968 1.211 
Mean 
  
1.117 0.940 0.594 0.473 0.514 0.744 1.217 3.216 
SD 
  
0.807 0.455 1.048 0.589 0.149 0.248 0.800 4.691 
Min 
  
0.433 0.431 0.066 0.107 0.292 0.377 0.484 0.591 
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Table 41: Trends for Average Winter Storm Intensity. P-values are calculated as functions of Pearson’s R, 








Station Year Year (mm/hr/yr) (mm/hr/yr) Pearson Kendall Spearman 
Albany NY 1949 2013 0.001 0.001 0.108 0.189 0.135 
Birch Hill MA 1949 2004 -0.011 -0.007 0.368 0.208 0.211 
Boston MA 1949 2013 -0.002 -0.002 0.169 0.189 0.142 
Bridgeport CT 1949 2013 0.000 0.000 0.885 0.991 0.875 
Buffalo NY 1949 2013 0.002 0.002 0.003 0.002 0.003 
Burlington VT 1949 2013 0.001 0.001 0.017 0.025 0.020 
Caribou ME 1949 2013 0.001 0.001 0.018 0.015 0.013 
Central Park NY 1949 2013 0.003 0.003 0.016 0.013 0.013 
Concord NH 1949 2013 0.001 0.000 0.543 0.743 0.703 
East Milton MA 1949 2012 -0.001 -0.001 0.547 0.651 0.513 
Hartford CT 1955 2013 0.001 0.000 0.580 0.729 0.781 
Hyannis MA 1949 2001 0.023 -0.001 0.481 0.937 0.846 
LaGuardia NY 1949 2013 0.003 0.003 0.027 0.018 0.023 
Mt Washington NH 1949 2009 0.003 0.003 0.089 0.088 0.070 
New Bedford MA 1949 2000 0.017 0.016 0.096 0.072 0.059 
Norfolk CT 1949 2001 0.006 0.005 0.844 0.550 0.911 
Portland ME 1949 2013 0.000 0.000 0.850 1.000 0.974 
Providence RI 1949 2013 0.001 0.001 0.420 0.595 0.630 
Rochester NY 1949 2013 0.000 0.000 0.942 0.734 0.769 
Wilmington DE 1958 2013 -0.002 -0.002 0.092 0.127 0.084 
Mean (-) 
  
-0.003 -0.002       
Mean (+) 
  
0.004 0.003       
Min 
  
-0.011 -0.007 0.003 0.002 0.003 
Max    0.023 0.016 0.942 1.000 0.974 
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The typical winter storm intensity across the 20 stations is 1.117 mm/hr (Table 40).  The station averages 
range from 0.433 mm/hr at Rochester to 3.260 mm/hr at the Hyannis, MA station. The typical IQR for 
winter storm intensities is 0.473 mm/hr, and ranges from 0.107 mm/hr at Rochester to 1.958 mm/hr at 
Hyannis.  The box-plots show a group of four stations, Birch Hill, Hyannis, New Bedford and Norfolk, 
which have considerably higher than average winter intensities (Figure 23). These four stations also have 
positively skewed winter storm intensities and much larger year to year variabilities.  A group of five 
stations, Albany, Buffalo, Burlington, Caribou and Rochester, all have smaller than average winter storm 
intensities, as well as smaller than average inter-annual variability in winter intensities.  Most stations 
have normally distributed winter storm intensities, however, as mentioned above, the four sites with 
larger than average winter intensities, Birch Hill, Hyannis, New Bedford and Norfolk, have positively 
skewed data. 
 
Five out of the twenty stations, Buffalo, Burlington, Caribou, Central Park, and LaGuardia, have 
statistically significant positive trends (Table 41).   Fifteen out of the 20 stations have positive linear 
slopes, and 14 out of the 20 have positive Sen’s slopes (Table 41).  These data provide solid evidence that 
winter storm intensities have been increasing in the Northeast over the period of record.  The typical 
positive trend for winter intensities is 0.004 mm/hr/yr. Over a 60 year span winter storm intensities have 
increased by 0.24 mm/hr, or 21.5%.  Out of the five stations with significant positive trends in winter 
storm intensity, none have significant trends in winter storm depth, and only three out of five have 
positive winter storm depth trends, significant or not.  Two stations, Burlington and LaGuardia, have 
significant positive trends in winter storm intensity and significant negative trends in winter storm 
duration.  Moreover, all five stations with significant positive winter storm intensity trends have negative 
trends in winter storm durations.  Clearly, the increases in winter storm intensities are more strongly 
influenced by decreasing storm durations than increasing winter storm depths. 
  
         









Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY 1948 2013 0.904 0.872 0.204 0.225 0.554 0.770 0.995 1.522 
Birch Hill MA 1948 2004 1.365 1.224 0.649 0.401 0.603 1.022 1.423 4.765 
Boston MA 1948 2013 0.938 0.928 0.183 0.246 0.577 0.811 1.056 1.412 
Bridgeport CT 1949 2013 1.125 1.109 0.253 0.362 0.608 0.938 1.300 1.725 
Buffalo NY 1948 2013 0.788 0.773 0.189 0.229 0.409 0.667 0.896 1.438 
Burlington VT 1948 2013 0.768 0.747 0.172 0.219 0.492 0.630 0.849 1.327 
Caribou ME 1948 2013 0.614 0.594 0.121 0.145 0.419 0.534 0.679 1.013 
Central Park NY 1948 2013 1.215 1.140 0.264 0.352 0.776 1.038 1.390 1.924 
Concord NH 1948 2013 0.857 0.862 0.175 0.221 0.507 0.737 0.958 1.576 
East Milton MA 1948 2012 0.990 0.996 0.195 0.223 0.625 0.873 1.096 1.608 
Hartford CT 1955 2013 1.039 1.012 0.217 0.266 0.737 0.875 1.141 1.813 
Hyannis MA 1948 2000 1.975 1.573 1.276 0.985 0.905 1.207 2.192 7.562 
LaGuardia NY 1948 2013 1.171 1.154 0.261 0.350 0.658 1.007 1.357 2.083 
Mt Washington NH 1948 2008 0.970 0.948 0.261 0.400 0.555 0.743 1.143 1.543 
New Bedford MA 1948 2000 1.315 1.071 0.696 0.512 0.656 0.909 1.421 4.812 
Norfolk CT 1948 2001 2.265 1.701 1.995 1.236 0.730 1.088 2.324 11.63 
Portland ME 1948 2013 0.903 0.909 0.167 0.216 0.551 0.779 0.995 1.406 
Providence RI 1948 2013 1.041 1.018 0.184 0.176 0.676 0.937 1.113 1.715 
Rochester NY 1948 2013 0.767 0.739 0.169 0.234 0.482 0.631 0.865 1.158 
Wilmington DE 1958 2013 1.124 1.072 0.253 0.275 0.636 0.940 1.215 1.745 
Mean 
  
1.107 1.022 0.394 0.364 0.608 0.857 1.220 2.689 
SD 
  
0.398 0.264 0.465 0.274 0.122 0.173 0.410 2.655 
Min 
  
0.614 0.594 0.121 0.145 0.409 0.534 0.679 1.013 
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Table 43: Trends for Average Spring Storm Intensity. P-values are calculated as functions of Pearson’s R, Kendall’s 








Station Year Year (mm/hr/yr) (mm/hr/yr) Pearson Kendall Spearman 
Albany NY 1948 2013 0.001 0.001 0.448 0.410 0.437 
Birch Hill MA 1948 2004 0.003 0.005 0.568 0.127 0.143 
Boston MA 1948 2013 0.000 0.000 0.877 0.969 0.989 
Bridgeport CT 1949 2013 -0.001 -0.001 0.524 0.571 0.622 
Buffalo NY 1948 2013 0.001 0.001 0.652 0.403 0.456 
Burlington VT 1948 2013 0.002 0.002 0.191 0.140 0.171 
Caribou ME 1948 2013 0.001 0.001 0.070 0.296 0.252 
Central Park NY 1948 2013 0.000 0.001 0.971 0.678 0.682 
Concord NH 1948 2013 0.000 -0.001 0.855 0.646 0.699 
East Milton MA 1948 2012 0.000 0.000 0.876 0.821 0.780 
Hartford CT 1955 2013 0.004 0.003 0.024 0.115 0.115 
Hyannis MA 1948 2000 0.006 0.006 0.587 0.197 0.123 
LaGuardia NY 1948 2013 0.003 0.003 0.081 0.077 0.092 
Mt Washington NH 1948 2008 0.004 0.004 0.021 0.016 0.011 
New Bedford MA 1948 2000 0.010 0.002 0.103 0.636 0.634 
Norfolk CT 1948 2001 0.002 0.001 0.927 0.887 0.920 
Portland ME 1948 2013 0.001 0.002 0.202 0.123 0.125 
Providence RI 1948 2013 0.000 0.000 0.735 0.969 0.972 
Rochester NY 1948 2013 -0.001 -0.001 0.480 0.561 0.517 
Wilmington DE 1958 2013 0.000 0.000 0.925 0.854 0.835 
Mean (-) 
  
0.000 -0.001       
Mean (+) 
  
0.003 0.002       
Min 
  
-0.001 -0.001 0.021 0.016 0.011 
Max    0.010 0.006 0.971 0.969 0.989 
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The typical spring storm intensity in the Northeast is 1.107 mm/hr (Table 42).  The average station values 
range from 0.614 mm/hr at Caribou to 2.265 mm/hr at Norfolk (Table 42). The typical spring storm 
intensity IQR is 0.364 mm/hr, and ranges from 0.145 mm/hr at Caribou to 1.236 mm/hr at Norfolk.    The 
box-plots show two stations, Hyannis and Norfolk, have, by a considerable margin, the largest spring 
storm intensities (Figure 24).  These two stations along with New Bedford and Central Park stations have 
positively skewed spring intensities.  The majority of the 20 stations have normally distributed spring 
storm intensities.  The Caribou station has noticeably lower than average spring storm intensities (Figure 
24).   
 
Just two out of the 20 stations (Hartford and Mt. Washington) had statistically significant trends, both of 
which were positive (Table 43).  Across all twenty stations 13 positive linear slopes, and 15 positive 
Sen’s slopes were calculated (Table 43).  These data do not indicate a systematic increase in spring storm 
intensities across the Northeast region.  Mt. Washington, although not representative of the entire region 
of study, has a significant positive spring storm intensity trend of 0.004 mm/hr/yr.  This equates to an 
increase of 0.24 mm/hr, or 24.7% in spring storm intensity over a 60 year period at Mt. Washington. 
 
  
         









Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY 1948 2012 1.809 1.778 0.491 0.587 0.938 1.448 2.035 3.386 
Birch Hill MA 1948 2004 2.261 2.124 0.699 0.913 0.981 1.758 2.671 4.000 
Boston MA 1948 2012 1.640 1.617 0.466 0.619 0.855 1.251 1.870 2.954 
Bridgeport CT 1948 2012 2.005 1.919 0.483 0.714 0.930 1.684 2.398 3.176 
Buffalo NY 1948 2012 1.834 1.822 0.413 0.482 0.951 1.558 2.040 3.293 
Burlington VT 1948 2012 1.608 1.491 0.436 0.553 0.956 1.330 1.883 2.989 
Caribou ME 1948 2012 1.302 1.280 0.296 0.354 0.832 1.106 1.460 2.181 
Central Park NY 1948 2012 2.135 2.031 0.623 0.846 1.099 1.680 2.526 3.852 
Concord NH 1948 2012 1.605 1.603 0.403 0.486 0.954 1.320 1.806 3.121 
East Milton MA 1948 2012 1.707 1.696 0.439 0.466 1.023 1.427 1.893 3.546 
Hartford CT 1954 2012 1.968 1.908 0.532 0.626 1.098 1.644 2.270 3.582 
Hyannis MA 1948 2000 2.421 2.026 1.766 1.020 0.667 1.619 2.639 13.150 
LaGuardia NY 1948 2012 2.251 2.137 0.649 0.787 0.857 1.851 2.638 3.951 
Mt Washington NH 1948 2008 1.734 1.704 0.451 0.471 0.807 1.462 1.933 2.951 
New Bedford MA 1948 2000 1.779 1.754 0.651 0.969 0.596 1.251 2.220 3.601 
Norfolk CT 1948 2001 2.173 1.997 0.884 0.739 1.278 1.674 2.413 7.032 
Portland ME 1948 2012 1.550 1.483 0.461 0.563 0.819 1.234 1.797 2.862 
Providence RI 1948 2012 1.716 1.676 0.398 0.407 0.889 1.506 1.913 2.649 
Rochester NY 1948 2012 1.768 1.721 0.474 0.666 1.043 1.378 2.044 3.395 
Wilmington DE 1958 2012 2.406 2.263 0.665 0.963 0.955 1.924 2.887 4.010 
Mean 
  
1.884 1.802 0.584 0.662 0.926 1.505 2.167 3.984 
SD 
  
0.306 0.250 0.310 0.200 0.151 0.222 0.374 2.360 
Min 
  
1.302 1.280 0.296 0.354 0.596 1.106 1.460 2.181 
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Table 45: Trends for Average Summer Storm Intensity. P-values are calculated as functions of Pearson’s R, 








Station Year Year (mm/hr/yr) (mm/hr/yr) Pearson Kendall Spearman 
Albany NY 1948 2012 0.006 0.007 0.070 0.034 0.046 
Birch Hill MA 1948 2004 0.014 0.014 0.015 0.017 0.015 
Boston MA 1948 2012 0.006 0.006 0.039 0.056 0.062 
Bridgeport CT 1948 2012 0.000 -0.001 0.908 0.821 0.892 
Buffalo NY 1948 2012 -0.005 -0.004 0.062 0.193 0.183 
Burlington VT 1948 2012 0.000 -0.001 0.921 0.743 0.936 
Caribou ME 1948 2012 0.002 0.001 0.424 0.734 0.712 
Central Park NY 1948 2012 0.003 0.005 0.447 0.221 0.192 
Concord NH 1948 2012 0.001 0.001 0.605 0.618 0.582 
East Milton MA 1948 2012 0.006 0.003 0.053 0.201 0.146 
Hartford CT 1954 2012 0.011 0.009 0.009 0.045 0.037 
Hyannis MA 1948 2000 0.019 0.012 0.244 0.101 0.076 
LaGuardia NY 1948 2012 0.010 0.009 0.026 0.046 0.042 
Mt Washington NH 1948 2008 0.006 0.006 0.092 0.120 0.106 
New Bedford MA 1948 2000 0.010 0.012 0.093 0.050 0.044 
Norfolk CT 1948 2001 0.019 0.010 0.012 0.052 0.063 
Portland ME 1948 2012 -0.001 0.001 0.794 0.677 0.714 
Providence RI 1948 2012 0.001 0.002 0.643 0.548 0.531 
Rochester NY 1948 2012 -0.001 -0.001 0.704 0.603 0.636 
Wilmington DE 1958 2012 0.004 0.002 0.463 0.722 0.656 
Mean (-) 
  
-0.002 -0.002       
Mean (+) 
  
0.007 0.006       
Min 
  
-0.005 -0.004 0.009 0.017 0.015 
Max    0.019 0.014 0.921 0.821 0.936 
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The typical summer storm intensity in the Northeast is 1.885 mm/hr (Table 44).  The station averages 
range from 1.302 mm/hr at Caribou to 2.421 mm/hr at Hyannis.  The typical IQR for summer storm 
intensities is 0.662 mm/hr, and ranges from 0.354 mm/hr at Caribou to 1.020 mm/hr at Hyannis.  The 
box-plots show a large group of stations, Birch Hill, Hartford, Hyannis, Central Park, LaGuardia, Norfolk 
and Wilmington, that have similar, larger than average mean summer intensities (Figure 25).  Three of 
these stations, Birch Hill, Hyannis and Wilmington, have much larger inter-annual variability and 
maximum summer intensity values than the typical Northeast station.  Burlington, Caribou, and Portland 
represent a cluster of three stations with lower than average summer storm intensities.   
 
Seven statistically significant summer storm intensity trends were detected at the Birch Hill, Hartford, 
Caribou, LaGuardia, Albany, New Bedford and Norfolk stations, all of which were positive (Table 45).  
Additionally, 16 out of the 20 stations had positive linear and Sen’s slopes (Table 45).  These data 
provide strong evidence that summer storm intensities have been increasing in the Northeast.  The typical 
positive trend in summer storm intensity has a magnitude of 0.007 mm/hr/yr.  This trend results in an 
increase in summer storm intensity of 0.42 mm/hr, 22.3%, in the Northeast over 60 years.  For the seven 
stations with positive significant trends in summer intensity, two stations had significant positive trends in 
summer depth, while none had significant trends in storm duration.  Furthermore, six out of the seven 
stations had positive trends, significant or otherwise, in summer storm depths, while only three out of the 
seven had negative summer storm duration trends.  From the relationships described above, it appear that 
the increases in summer storm intensities are caused by increasing storm depths rather than decreasing 
storm durations. 
  
         









Year Mean Median SD IQR Min 1st Q 3rd Q Max 
Albany NY 1948 2012 1.076 1.052 0.292 0.345 0.620 0.866 1.211 2.301 
Birch Hill MA 1948 2004 2.105 1.746 1.335 1.012 0.892 1.303 2.315 7.508 
Boston MA 1948 2012 1.183 1.158 0.222 0.360 0.790 1.019 1.379 1.600 
Bridgeport CT 1948 2012 1.386 1.293 0.389 0.451 0.649 1.122 1.573 2.540 
Buffalo NY 1948 2012 0.982 0.973 0.204 0.248 0.560 0.830 1.078 1.600 
Burlington VT 1948 2012 0.937 0.922 0.245 0.287 0.550 0.784 1.070 1.902 
Caribou ME 1948 2012 0.785 0.772 0.131 0.190 0.460 0.686 0.876 1.129 
Central Park NY 1948 2012 1.453 1.419 0.362 0.353 0.786 1.251 1.604 2.765 
Concord NH 1948 2012 1.108 1.111 0.219 0.302 0.752 0.937 1.238 1.593 
East Milton MA 1948 2011 1.254 1.246 0.313 0.400 0.670 1.014 1.414 2.294 
Hartford CT 1954 2012 1.300 1.292 0.295 0.381 0.708 1.084 1.465 1.986 
Hyannis MA 1948 2000 2.387 1.820 1.604 1.000 0.976 1.517 2.517 8.928 
LaGuardia NY 1948 2012 1.412 1.335 0.388 0.481 0.626 1.120 1.601 2.480 
Mt Washington NH 1948 2008 1.217 1.172 0.285 0.318 0.662 1.034 1.352 2.029 
New Bedford MA 1948 2000 1.724 1.137 2.678 0.646 0.639 0.990 1.636 20.270 
Norfolk CT 1948 2001 2.229 1.593 1.626 0.938 0.983 1.332 2.270 9.317 
Portland ME 1948 2012 1.196 1.174 0.307 0.354 0.637 0.994 1.348 2.298 
Providence RI 1948 2012 1.369 1.294 0.283 0.347 0.897 1.160 1.507 2.115 
Rochester NY 1948 2012 0.847 0.834 0.154 0.160 0.529 0.764 0.925 1.561 
Wilmington DE 1957 2012 1.448 1.431 0.384 0.378 0.674 1.209 1.587 2.496 
Mean 
  
1.370 1.239 0.586 0.448 0.703 1.051 1.498 3.936 
SD 
  
0.439 0.275 0.675 0.253 0.146 0.210 0.438 4.553 
Min 
  
0.785 0.772 0.131 0.160 0.460 0.686 0.876 1.129 
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Table 47: Trends for Average Fall Storm Intensity. P-values are calculated as functions of Pearson’s R, Kendall’s 
Tau and Spearman’s Rho respectively. 
  





Station Year Year (mm/hr/yr) (mm/hr/yr) Pearson Kendall Spearman 
Albany NY 1948 2012 -0.001 0.000 0.598 0.928 0.949 
Birch Hill MA 1948 2004 0.035 0.021 0.001 <0.001 <0.001 
Boston MA 1948 2012 0.002 0.002 0.284 0.282 0.251 
Bridgeport CT 1948 2012 -0.003 -0.002 0.187 0.548 0.492 
Buffalo NY 1948 2012 0.000 0.001 0.909 0.556 0.595 
Burlington VT 1948 2012 0.003 0.003 0.085 0.053 0.042 
Caribou ME 1948 2012 0.001 0.000 0.438 0.726 0.634 
Central Park NY 1948 2012 0.002 0.002 0.332 0.415 0.445 
Concord NH 1948 2012 0.000 -0.001 0.909 0.603 0.657 
East Milton MA 1948 2011 -0.001 0.000 0.611 0.963 0.894 
Hartford CT 1954 2012 -0.002 -0.002 0.425 0.406 0.368 
Hyannis MA 1948 2000 0.021 0.014 0.155 0.038 0.041 
LaGuardia NY 1948 2012 0.003 0.004 0.233 0.144 0.171 
Mt Washington NH 1948 2008 0.007 0.007 0.001 <0.001 <0.001 
New Bedford MA 1948 2000 -0.021 0.002 0.396 0.550 0.664 
Norfolk CT 1948 2001 0.017 0.006 0.231 0.230 0.260 
Portland ME 1948 2012 0.003 0.002 0.131 0.253 0.191 
Providence RI 1948 2012 -0.001 -0.001 0.594 0.675 0.701 
Rochester NY 1948 2012 -0.001 0.001 0.608 0.490 0.576 
Wilmington DE 1957 2012 -0.002 -0.001 0.491 0.876 0.791 
Mean (-) 
  
-0.004 -0.001       
Mean (+) 
  
0.008 0.005       
Min 
  
-0.021 -0.002 0.001 <0.001 <0.001 
Max    0.035 0.021 0.909 0.963 0.949 
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The typical fall storm intensity across the 20 weather stations included in this study is 1.370 mm/hr 
(Table 46).  The station averages range from 0.785 mm/hr at Caribou to 2.387 mm/hr at Hyannis.  The 
typical IQR is 0.448 mm/hr and ranges from 0.160 mm/hr at Rochester to 1.012 mm/hr at Hyannis.  The 
box-plots show three stations, Birch Hill, Hyannis and Norfolk, have larger than average fall storm 
intensities, as well as, considerably larger year to year variabilities (Figure 26).  All three of these 
stations, along with the New Bedford station, are positively skewed. The remaining stations have roughly 
normally distributed fall storm intensities.  Caribou and Rochester have prominently smaller than average 
fall storm intensities, while Albany, Buffalo and Burlington have somewhat lower than average fall storm 
intensities (Figure 26).   
 
Four stations, Birch Hill, Burlington, Hyannis and Mt. Washington, have statistically significant trends in 
fall intensity, all of which are positive (Table 47).  Overall, roughly half or 11 out of the 20 stations have 
positive linear slopes, and 13 out of the 20 stations have positive Sen’s slopes.  These data show high 
variability in fall intensities across the Northeast.  However, for those stations with positive trends the 
typical trend is 0.008 mm/hr/yr.  This trend will result in a very large 0.48 mm/hr, or 35% increase in fall 
storm intensity over the 60 year time period.  Three out of the four sites with positive trends in fall storm 
intensity also have positive significant trends in fall storm depth, and the one station without a significant 
trend (Hyannis) does have a positive insignificant trend in winter storm depth.  On the other hand, no 
stations have significant trends in both fall storm intensity and fall storm duration.  It is clear that the 





         
    
126 
  
Inter-Seasonal and Seasonal to Annual Storm Intensity Results 
The spring and winter seasons have the two lowest typical storm intensities at 1.107 and 1.117 mm/hr 
respectively, while the typical fall storm intensity (1.370 mm/hr) falls in the middle, and the typical 
summer intensity (1.884 mm/hr) is the largest.  The typical annual storm intensity of 1.353 mm/hr is 
closest to the intermediate fall storm intensity.  The typical spring intensity IQR (0.364 mm/hr) is the 
lowest of the four seasons, whereas, the typical summer intensity IQR (0.662 mm/hr) represents the 
largest value. The typical winter (0.473 mm/hr) and fall (0.448 mm/hr) storm intensity IQRs are both 
intermediate in value. The annually averaged storm intensity IQR (0.340 mm/hr) is lower than the typical 
IQR value for all four seasons, suggesting the year to year variability of storm intensities decreases if 
averaged over a longer period of time. 
 
The winter and summer trend results both suggest increases in storm intensities with seven and five 
positive significant storm intensity trends, respectively.  The fall trends suggest modest increases in storm 
intensity, while no definitive regional trends were found for spring storm intensities.  The five significant 
positive trends for the annually averaged storm intensities are driven by increases in the winter and 
summer seasons.  The increases in the summer and fall seem to be strongly influenced by increases in 
storm depth, with two sites in the summer and three sites in fall possessing significant positive trends in 
both intensity and depth.  The annual result mirrors this seasonal relationship; three out of the five sites 
with significant positive intensity trends have significant positive storm depth trends as well.  The 
increases in winter storm intensity, on the other hand, seem to be impacted more by decreasing storm 
durations.  Two out of the five stations with significant positive winter storm intensity trends also have 
significant negative trends in storm duration.  As discussed in the previous section, winter is the only 
season which has decreasing storm depths.  Despite this fact, winter storm intensities have increased as a 
result of shorter storm duration. 
         




Based on the four storm characteristics, four stations, Caribou, Buffalo, Burlington and Rochester, have 
consistently clustered together while remaining separate from the other stations.  They all have relatively 
low annual storm depths, time between storms, storm durations (with the exception of Caribou, ME) and 
storm intensities.  These stations represent geographical extremes within the region of study, and may be 
impacted by separate storm tracks, and atmospheric conditions ultimately resulting in distinct 
precipitation patterns.   
Time between storms has been decreasing on an average annual basis with six negative statistically 
significant trends calculated across the 20 weather Northeast weather stations.  This average annual trend 
is reflected in the summer and fall seasons both of which had decreasing time between storm trends, with 
six and four significant negative trends, respectively.  Conversely, the winter season had increases in 
avergae time between storms with three significant positive trends and 15 out of 20 positive slopes.  No 
clear pattern in average spring time between storms was seen. 
There was no clear pattern of change in average annual storm durations, with exactly half of the stations 
having positive slopes and half of the station having negative slopes.  On a seasonal basis, the winter had 
decreasing storm durations with six negative significant trends.  The average spring and summer seasons 
had modest increases in average storm durations, each with two significant positive storm duration trends. 
There was no evidence for changing storm durations in the fall. 
Average annual storm depths have increased in the Northeast over the past half century. Seventeen of the 
twenty stations had positive slopes in average annual storm depths.  Similarly, the spring, summer and fall 
months all had increasing average storm depths.  All three seasons had at least four significant positive 
storm depth trends, and no significant negative trends.  There is minor evidence for decreasing average 
storm depths in the winter, which had two significant negative trends in storm depth. 
Average annual storm intensity has increased in the Northeast over the recent past. Seventeen out of the 
20 stations had positive trends in annual storm intensity, five of which were statistically significant.  The 
winter and summer seasons also had increases in storm intensity.  Seven significant storm intensity trends 
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were calculated during the winter, and five significant storm intensity trends were calculated during the 
summer.  Interestingly, the increase in average summer and winter storm intensities seem to have separate 
causes. Increases in summer storm intensities seem to be connected to increase in storm depth, with two 
station sharing positive significant trends in both storm intensity and storm depth.  On the other hand, the 
increase in winter storm intensities seem to result from decreases in storm duration with two stations 
having both a significant positive storm intensity trend and a significant negative storm duration trend.  
The fall season had four significant positive storm intensity trends. However, only 11 out of the 20 
stations had positive slopes in the fall which does not definitively support regional change in fall storm 
intensities.  Spring storm intensities showed no clear pattern of change. 
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IV: Historical Precipitation Trend Discussion 
 
There are numerous previous studies which have looked at historical precipitation trends in the Northeast 
United States.  Most of the studies focused on design or extreme rainfall events in contrast to this study’s 
evaluation of the entire storm record.  The following is a brief review of previous studies, as well as, an 
analysis comparing the results from our study to the results from these previous studies. 
I: Historical Extreme Precipitation Trends 
Douglas and Fairbank [2011] examined two ‘extreme’ rainfall parameters in Northern New England, the 
annual maximum daily precipitation depth (MAXP), and the number of daily precipitation depths which 
exceed 2 inches (GT2in) across 48 NCDC weather stations.  Trends in these two extreme measurements 
are calculated across four separate time spans, 1954-2005 (T1), 1970-2005 (T2), 1954-2008 (T3) and 
1970-2008 (T4), using both linear regression and the Mann-Kendall trend test.   For MAXP, two, nine, 
seven and 16 significant positive trends (p<0.05) were found using linear regression for time periods T1, 
T2, T3 and T4, respectively.  Using the Mann-Kendall test, 17, 20, 27 and 29 significant positive trends 
were found for time periods T1, T2, T3 and T4, respectively.  Using either method, there are more trends 
found for time periods T2 and T4, compared to time periods T1 and T3 which suggest that increases in 
MAXP have largely occurred since 1970.  Furthermore, the relatively recent past, 2006-2008, had a 
sizable impact on these trends, due to the fact that some of the wettest years on record occurred during 
this time period. There is also a considerable difference in the number of significant trends measured 
using the linear and Mann-Kendall trend tests, which suggests that these trends in MAXP are non-linear.   
For GT2in, one, one, 10 and nine significant positive trends were calculated using linear regression for 
time periods T1, T2, T3 and T4, respectively.  Using the Mann-Kendall test, five, four, 16 and seven 
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significant positive trends were found for time periods T1, T2, T3 and T4, respectively.  The trends in 
GT2in across the four different time periods, for the most part, follow the same general pattern as they did 
for MAXP.  However, there are fewer significant trends in total which indicates that the less extreme 
events are not increasing with the same consistency as the annual maximum storms.  There are fewer 
GT2in trends when only considering time periods beginning in 1970.  This result is the opposite of what 
was seen in the MAXP trends, and suggests that the less extreme GT2in parameter has not been 
increasing with as much consistency since 1970. Douglas and Fairbank [2011] focused exclusively on 
extreme events and does not consider the entire storm record. Our study, which included data through 
2013, found depths for all storms had positive trends at 17 out of the 20 sites, five of which were 
significant.  Differences between our results and the results of Douglas and Fairbank [2011] may be due 
to their examination of only large events as compared to our study of the entire storm record.  Also, their 
study showed the importance of the most recent years – thus our inclusion of an additional five years of 
data may have produced differing results. 
Parr and Wang [2014] investigated historical hydrological changes to the Connecticut River Basin 
(CRB).  The CRB covers approximately 1/6th of New England’s total land area with a catchment area of 
28,489 km2.  Parr and Wang [2014] used two daily precipitation products; gridded data from the Maurer 
[2011] dataset, and NASA’s Land Data Assimilation Systems (NLDAS-2), which combine to span the 
time period from 1950 to 2011.  They examined changes to several extreme precipitation indices 
including the annual maximum consecutive days with less than 1 mm of precipitation (CDD), and the 
simple intensity index (SD11), which is calculated as the total annual amount of precipitation divided by 
the number of days with greater than 1 mm of rainfall.   From the time period 1950-1969 to the time 
period 1970-1989  found that the CDD decreased by 2.4 days, while from the time period 1950-1969 to 
the time period 1990-2009 it decreased 1.7 days.  The CDD parameter is rough analogue to the average 
time between storms calculated in our study; both measure the length of dry spells.  In our study, the 
average annual time between storm trend tests found four negative and three positive significant trends 
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using the parametric Pearson test, and six negative and two positive significant trends using the non-
parametric Spearman and Kendall tests.  Although no clear pattern of change was found in annual time 
between storms, the non-parametric tests in particular seem to agree with the Parr and Wang [2014] 
study, and suggest that dry spells have been decreasing in the Northeast over the past 60 years. It should 
be noted the magnitudes of the trends for CDD and time between storms are not commensurate, because 
the CDD is an annual maximum measurement, whereas the time between storms takes into account the 
entire storm record. The SD11 parameter, which provides insight into changes in storm intensities across 
the entire storm record, increased by 20.4% from the time period 1950-1969 to the time period 1990-
2009.  The results from our study show a more moderate 13% increase in average annual storm intensity 
over past 60 years.   
II: Historical Mean and Seasonal Precipitation Trends 
Parr and Wang [2014] also evaluated trends in cumulative seasonal storm depths from 1950 to 2011. 
They calculated trends of -0.00977 mm/day/year, 0.00539 mm/day/year, 0.01621 mm/day/year, and 
0.01297 mm/day/year for winter, spring, summer, and fall storm depths, respectively.  Our study found 
trends of -0.002 mm/day/year, 0.0074 mm/day/year, 0.0083 mm/day/year and 0.0094 mm/day/year for the 
winter, spring, summer, and fall seasons, respectively.  In terms of direction, the trends from our study 
match those from the Parr and Wang [2014] study, showing positive trends in all seasons except for the 
winter months.  The relative magnitudes of the seasonal storm depth trends calculated in each study also 
agree.  Both had relatively small spring trends which increased in the summer, and increased further in 
the fall.  However, the magnitudes of the seasonal storm depth trends for each study showed some 
differences.  Our study had larger winter and spring storm depth trends, and smaller summer and fall 
storm depth trends than Parr and Wang [2014].  Considering both studies used approximately equivalent 
time periods, this discrepancy is most likely caused by differences in the data sets utilized by each.  
Overall, the findings of Parr and Wang [2014] match the results of our study for changes to mean 
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intensity and seasonal storm depth trends (in terms of both magnitude and direction), as well as changes 
to the length of dry spells (in terms of direction only). 
 
Lynch et al. [2016] studied the performance of a suite of 16 GCMs from the Phase 5 Coupled Model 
Intercomparison Project (CMIP5) for the Northeast US.  They determined trends in monthly mean 
precipitation from 1951 to 2000 using gridded data from the East Anglia Climatic Research Unit (CRU).  
They found regional trends, in cm/month/decade, of -0.001 for the winter, 0.071 for the spring, 0.031 for 
the summer, 0.181 for the fall (significant at a 99% confidence level), and 0.116 for the entire year 
(significant at the 95% confidence level).  These results, in agreement with the findings of our study, 
indicate that winter is the only season experiencing a decrease in seasonal storm depth.  Note that the   
study was looking for trends in cumulative seasonal storm depths, whereas, our study was analyzing 
changes to average storm depths per event.  Thus, the magnitudes of the seasonal trends in the Lynch et 
al. [2016] study do not entirely coincide with those calculated for this study.  However, by summing the 
average storm duration and average time between storms together, it was possible to determine the 
number of annual events, which in turn made it possible to convert our average trends (depth/event/time) 
into cumulative trends (depth/time).  Our study found seasonal storm depth trends, in cm/month/decade, 
of -0.005, 0.227, 0.253, and 0.285 for the winter, spring, summer and fall, respectively.  There are 
differences in the absolute and relative magnitudes of the seasonal storm depth trends calculated in both 
studies.  Both studies had positive monthly storm depth trends for the spring, summer and fall seasons. 
However, the magnitudes of these three trends were larger in our study. Additionally, our study’s summer 
trend was larger than the spring trend, while the opposite was true in the Lynch study. Both studies had 
negative trends for winter storm depths, however the winter trend calculated for our study was larger in 
magnitude than the winter trend in Lynch et al. [2016].  These discrepancies could be the result of 
different time periods of interest, as well as, differences in spatial scale. 
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Hayhoe et al. [2007] explored trends in historic precipitation using monthly, spatially averaged data from 
93 United States Historical Climatology Network (USHCN) weather stations across the Northeast US.  
They found that for the entire period of record (1900-1999) precipitation has been increasing 10 
mm/decade annually, decreasing 0.5 mm/decade in the winter, and increasing one mm/decade in the 
summer.  From 1970-2000, they found that rainfall has been decreasing by 8 mm/decade annually, 
increasing 3 mm/decade in the winter, and decreasing 1.2 mm/decade in the summer.  Their data indicate 
that trends in Northeast rainfall have reversed since 1970 relative to the entire period of record. Our study, 
in which trends were calculated from roughly 1948-2013, determined rainfall depth has been increasing 
19.34 mm/decade annually, decreasing -0.143 mm/decade in the winter, and increasing 7.60 mm/decade 
in the summer.  The direction of the trends in our study match the direction of the trends from the Hayhoe 
et al. [2007] study which used the entire period of record, and are opposite those calculated since 1970.  
This indicates that a sizable shift in changes to rainfall depth has occurred since 1970.  There are 
differences between the magnitudes of the trends found in our study and the  study as well.  Regardless of 
direction, our annual and summer trends are relatively larger, whereas, the winter trends found in our 
study were relatively smaller than those calculated in the Hayhoe et al. [2007] study.  These differences 
may be attributed to different time periods of interest, as well as, different spatial scales utilized by the 
respective data sources. 
 
Agel et al. [2015] analyzed patterns in overall and extreme precipitation in the Northeast.  They used daily 
precipitation data from 35 Northeast USHCN weather stations from 1979 to 2008.  The study analyzed 
annual patterns of various precipitation indices, notably the daily wet day intensity (PI), measured in 
mm/day.  They found that two distinct precipitation regimes exist within the Northeast region, the coastal 
and inland sub regions.  The Agel et al. [2015] plot of the annual cycles of PI shows that the coastal 
region had generally higher PI values than the inland areas. The coastal region had two peaks months, 
March and September.  The inland region, on the other hand, had only a single peak which occurred in 
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September.  To compare the results from this study to the results from the Agel et al. [2015] study, our 20 
weather stations were categorized as coastal and inland sub regions.  The coastal region included the 
Boston, Bridgeport, Central Park, East Milton, Hyannis, LaGuardia, New Bedford, Portland, Providence 
and Wilmington stations.  The inland region included the Albany, Birch Hill, Buffalo, Burlington, 
Caribou, Concord, Hartford, Mt. Washington, Norfolk and Rochester stations.  Seasonal averages for 
storm intensity were calculated for each group.  The inland stations had storm intensities of 0.963 
mm/hour, 1.03 mm/hour, 1.81 mm/hour and 1.26 mm/hour for the winter, spring, summer and fall 
seasons, respectively.  This matches the Agel et al. [2015] results fairly well, with increasing intensities 
until a dip in the fall.  Although, the Agel et al. [2015] study calculated a spike in the September storm 
intensities, their summer storm intensities, were on average higher than the intensities in the fall, which 
dropped considerably during the months of October and November. The same relationship between the 
summer and fall months exists for the coastal sub region.  The coastal stations included in our study had 
seasonal storm intensities of 1.27 mm/hour, 1.18 mm/hour, 1.96 mm/hour, and 1.48 mm/hour for the 
winter, spring, summer and fall seasons, respectively.  These results match the relative magnitudes of our 
coastal intensities with one substantial difference; the average winter intensity is greater than the average 
spring intensity.  This discrepancy could be the result of a May dip in average monthly storm intensities.  
The Agel et al. [2015] study found this May dip in the storm intensities for the inland region only.  In both 
studies, the coastal storm intensities exceeded the inland storm intensities.   Overall, the results from the 
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Figure 28: WRFG.cgcm3 Historic vs. GLM output precipitation probability. Data 
smoothed using a 50 Day Moving Average. 
Figure 27: WRFG.cgcm3 Future vs. GLM output precipitation probability. Data 
smoothed using a 50 Day Moving Average. 
V: Weather Generator Results 
 
I: Model Verification 
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Figure 29: RCM3_gfdl Historic vs. GLM output precipitation probability. Data smoothed 
using a 50 Day Moving Average. 
Figure 30: RCM3_gfdl Future vs. GLM output precipitation probability. Data smoothed 
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Figure 31: CRCM.cgcm3 Historic vs. GLM output precipitation probability. Data 
smoothed using a 50 Day Moving Average. 
Figure 32: CRCM.cgcm3 Historic vs. GLM output precipitation probability. Data 
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The average annual precipitation probability for both the WFRG.cgcm3 NARCCAP output and the GLM 
simulations was 0.303 for the baseline period (1968-1997).  As can be seen in figure 5, the seasonal cycle 
for NARCCAP precipitation probability follows a single sine cycle, which was captured by the GLM 
simulations.  The NARCCAP peak precipitation probability of 0.360 occurred on DOY 191, and the low 
precipitation probability of 0.223 occurred on DOY 326.  The GLM simulation peak precipitation 
probability of 0.351 occurred on DOY 154, and the low precipitation probability of 0.256 occurred on 
DOY 340. Although the GLM simulations capture the seasonal NARCCAP cycle adequately, there is 
some discrepancy in both the amplitude and phase of the sinusoidal cycle.  The NARRCAP output shows 
a minor peak in precipitation occurrence early in the year around DOY 50 which is not captured by the 
GLM.  The low NARRCAP precipitation probability (0.223) is about 3% lower than the low GLM 
precipitation probability (0.256). 
In the future (2038-2067), the average annual precipitation probability for both the WRFG.cgcm3 
NARCCAP output and the GLM was 0.287.  This probability is 1.6% lower than the average baseline 
precipitation probability and suggests that LaGuardia Airport will experience slightly fewer wet days in 
the future.  The NARRCAP precipitation probabilities had two seasonal peaks occurring on DOYs 26 
(0.320) and 136 (0.343), and two seasonal lows on DOYs 76 (0.275) and 322 (0.195).  The GLM 
precipitation probabilities also had two seasonal peaks occurring on DOYs 28 (0.321) and 141 (0.333), 
and two seasonal lows on DOYs 73 (0.296) and 323 (0.201).  In general, the GLM captured the seasonal 
signal of the NARCCAP data very well.  The first NARCCAP low precipitation probability (0.275) is 
~2% lower than the first GLM low precipitation probability (0.296).  A slight increase in NARCCAP 
precipitation probabilities from roughly DOY 250 to 280 was not captured by the GLM simulations. 
The average annual precipitation probability for both the RCM3.gfdl NARCCAP output and the GLM 
simulations was 0.330 for the baseline period.  The NARRCAP precipitation probabilities had two 
seasonal peaks occurring on DOYs 21 (0.341) and 179 (0.365), and two seasonal lows on DOYs 62 
(0.296) and 329 (0.269).  The GLM precipitation probabilities also had two seasonal peaks occurring on 
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DOYs 20 (0.342) and 185 (0.362), and two seasonal lows on DOYs 66 (0.314) and 330 (0.278).  Overall, 
the GLM simulations accurately capture the sinusoidal seasonal signal of the RCM3.gfdl NARCCAP 
output in terms of both amplitude and phase.  There was a minor peak in the NARCCAP precipitation 
probabilities from roughly DOY 220 to 255 which was not captured in the GLM simulations.   
For the future period, the average annual precipitation probability was 0.321 for the RCM3.gfdl 
NARRCAP output, and 0.320 for the GLM simulations.  This represents a decrease of ~ 1% relative to 
the average RCM3.gfdl baseline precipitation probability.  The NARRCAP precipitation probabilities had 
three seasonal peaks occurring on DOYs 22 (0.363), 132 (0.369) and 236 (0.373), and three seasonal lows 
on DOYs 71 (0.302), 209 (0.293) and 327 (0.237).  The GLM precipitation probabilities also had three 
seasonal peaks occurring on DOYs 24 (0.350), 135 (0.367) and 249 (0.370), and three seasonal lows on 
DOYs 72 (0.302), 193 (0.293) and 322 (0.248).  The GLM simulations captured the NARCCAP seasonal 
cycles fairly well, however, there were some discrepancies in terms of both phase and amplitude.  The 
NARCCAP output’s third precipitation probability peak occurred 13 days prior to the GLM simulation’s 
third peak, and the NARCCAP output’s second low occurred 16 days after the GLM simulation’s second 
low probability.  The first NARCCAP peak probability (0.363) was approximately 1.3% higher than the 
first GLM peak probability (0.350), and the third NARCCAP low probability (0.237) was roughly 1.1% 
lower than the third GLM low probability (0.248).  Lastly, there was a minor peak in the NARCCAP 
precipitation probabilities from roughly DOY 180 to 200 which was not captured by the GLM 
simulations. 
The average annual precipitation probability for both the CRCM.cgcm3 NARCCAP output and the GLM 
simulations was 0.368 for the baseline period. The NARRCAP precipitation probabilities had two 
seasonal peaks occurring on DOYs 18 (0.376) and 188 (0.412), and two seasonal lows on DOYs 55 
(0.348) and 334 (0.300).  The GLM precipitation probabilities also had two seasonal peaks occurring on 
DOYs 19 (0.375) and 194 (0.414), and two seasonal lows on DOYs 65 (0.351) and 318 (0.325).  For the 
most part, the GLM simulations capture the seasonal signal of the NARCCAP output with relative 
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accuracy.  The second low GLM probability (0.282) is about 1.5% higher than the second low 
NARCCAP probability (0.267).  This GLM low occurred on DOY 304, 19 days prior to the 
corresponding NARCCAP low which occurred on DOY 323.  The GLM simulations significantly 
underestimate the NARRCAP probabilities from roughly DOY 85 to 150. 
For the future period, the average annual precipitation probabilities for both the CRCM.cgcm3 
NARCCAP output and the GLM simulations were 0.354.  This represents a reduction of 1.4% relative to 
the CRCM.cgcm3 baseline precipitation probabilities.  The NARRCAP precipitation probabilities had 
two seasonal peaks occurring on DOYs 16 (0.395) and 161 (0.408), and two seasonal lows on DOYs 72 
(0.343) and 323 (0.267).  The GLM precipitation probabilities also had two seasonal peaks occurring on 
DOYs 25 (0.384) and 148 (0.397), and two seasonal lows on DOYs 72 (0.358) and 304 (0.282).  The 
GLM captures the seasonal cycle inherent in the NARCCAP output with relatively high accuracy.  The 
NARCCAP output has a minor sinusoidal cycle spanning from roughly DOY 200 to 250 which was not 
captured by the GLM simulations.  The timing of the second peak precipitation probability for the GLM 
simulations and NARCCAP output were out of phase, occurring on DOYs 148 and 161, respectively.  
Simarliley, the second low probability for the GLM simulations and NARCCAP output were out of 
phase, occurring on DOYs 304 and 323, respectively.  Both of the GLM lows (0.358 and 0.282) were 
approximately 1.5% higher than the corresponding NARCCAP lows (0.343 and 0.267).  The peak GLM 
precipitation probabilities (0.384 and 0.397) were 1.4 and 1.1% lower than the corresponding NARCCAP 
peak probabilities (0.395 and 0.408), respectively. 
Despite discrepancies, the GLM simulations, as a whole, captured both the annual average precipitation 
probability and the seasonal cycle of precipitations probabilities existing in the NARCCAP output.  All 
three models had a reduction in future precipitation probabilities, with decreases of 1.6, 1, and 1.4% for 
the WRFG.cgcm3, RCM3.gfdl and the CRCM.cgcm3 models, respectively.  The WRFG.cgcm3 model 
had the lowest average annual precipitation probabilities of 0.303 and 0.287 for the baseline and future 
periods, respectively.  The RCM3.gfdl model had intermediate precipitation probabilities of 0.330 and 
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0.320 for the baseline and future periods, respectively.  The CRCM.cgcm3 model had the highest 
precipitation probabilities of 0.368 and 0.354 for the baseline and future periods, respectively.  
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Storm Type Percentages 




ST 1 (Percentage) ST 2 (Percentage) ST 3 (Percentage) ST 4 (Percentage) 
NARCCAP 26.7 21.2 21.1 31.0 
5th % 24.6 19.1 19.7 29.4 
Median 26.8 21.2 21.1 30.9 




ST 1 (Percentage) ST 2 (Percentage) ST 3 (Percentage) ST 4 (Percentage) 
NARCCAP 30.0 18.2 20.3 31.5 
5th % 28.0 16.4 19.1 29.5 
Median 30.0 18.2 20.3 31.5 
95th % 32.2 20.1 21.7 33.2 
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ST 1 (Percentage) ST 2 (Percentage) ST 3 (Percentage) ST 4 (Percentage) 
NARCCAP 23.2 21.9 27.0 27.9 
5th % 21.2 20.2 25.7 26.6 
Median 23.1 21.9 27.1 27.9 




ST 1 (Percentage) ST 2 (Percentage) ST 3 (Percentage) ST 4 (Percentage) 
NARCCAP 29.8 17.5 24.8 27.9 
5th % 27.8 15.7 23.3 26.5 
Median 29.9 17.4 24.8 27.8 
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ST 1 (Percentage) ST 2 (Percentage) ST 3 (Percentage) ST 4 (Percentage) 
NARCCAP 17.9 26.1 28.6 27.4 
5th % 16.5 26.1 24.5 27.3 
Median 18.0 27.3 26.0 28.6 




ST 1 (Percentage) ST 2 (Percentage) ST 3 (Percentage) ST 4 (Percentage) 
NARCCAP 16.9 25.2 27.0 30.9 
5th % 15.4 29.6 23.7 25.7 
Median 16.8 30.9 25.2 27.0 
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The storm type simulations agreed very well with the NARCCAP output in terms of storm type 
frequencies (Tables 48-50). For all four storm types, the WFRG.cgcm3 NARCCAP baseline storm type 
percentages were within the simulated 90% confidence interval, and were separated from the simulated 
median value by less than 0.2%.  Similarly, all of the WFRG.cgcm3 NARCCAP future storm type 
percentages were within the simulated 90% confidence interval, and were separated from the simulated 
median value by less than 0.1%. 
For all four storm types, the RCM3.gfdl NARCCAP baseline storm type percentages were within the 
simulated 90% confidence interval, and were separated from the simulated median value by less than 
0.2%.  Similarly, all of the RCM3.gfdl NARCCAP future storm type percentages were within the 
simulated 90% confidence interval, and were separated from the simulated median value by less than 
0.2% 
For all four storm types, the CRCM.cgcm3 NARCCAP baseline storm type percentages were within the 
simulated 90% confidence interval, and were separated from the simulated median value by less than 
0.2%.  Similarly, all of the CRCM.cgcm3 NARCCAP future storm type percentages were within the 






         





Table 51: WFRG.cgcm3 transition probabilities for RCM-GCM output and precipitation model simulations 
Storm Type 1 Baseline 
 
Future 
Transitioning to  ST1 ST2 ST3 ST4 ST1 ST2 ST3 ST4 
NARCCAP 0.608 0.052 0.062 0.278 0.630 0.041 0.073 0.256 
5th Percentile 0.578 0.040 0.050 0.256 0.603 0.030 0.059 0.234 
Mean 0.606 0.051 0.062 0.280 0.629 0.041 0.073 0.257 
95th Percentile 0.632 0.063 0.074 0.306 0.653 0.050 0.088 0.279 
Std Dev 0.017 0.007 0.008 0.015 0.015 0.006 0.009 0.014 
Storm Type 2 Baseline Future 
Transitioning to  ST1 ST2 ST3 ST4 ST1 ST2 ST3 ST4 
NARCCAP 0.054 0.599 0.246 0.101 0.061 0.568 0.264 0.107 
5th Percentile 0.040 0.567 0.220 0.083 0.047 0.531 0.234 0.087 
Mean 0.055 0.597 0.247 0.101 0.062 0.567 0.264 0.107 
95th Percentile 0.068 0.627 0.274 0.119 0.078 0.599 0.296 0.128 
Std Dev 0.009 0.019 0.017 0.012 0.010 0.021 0.019 0.013 
Storm Type 3 Baseline Future 
Transitioning to  ST1 ST2 ST3 ST4 ST1 ST2 ST3 ST4 
NARCCAP 0.289 0.064 0.321 0.326 0.308 0.044 0.295 0.353 
5th Percentile 0.260 0.049 0.291 0.296 0.278 0.031 0.266 0.322 
Mean 0.289 0.065 0.322 0.325 0.309 0.044 0.295 0.353 
95th Percentile 0.315 0.081 0.350 0.354 0.336 0.056 0.325 0.384 
Std Dev 0.017 0.009 0.018 0.017 0.018 0.008 0.018 0.019 
Storm Type 4 Baseline Future 
Transitioning to  ST1 ST2 ST3 ST4 ST1 ST2 ST3 ST4 
NARCCAP 0.106 0.186 0.241 0.467 0.119 0.184 0.232 0.466 
5th Percentile 0.091 0.167 0.218 0.440 0.102 0.162 0.210 0.440 
Mean 0.106 0.186 0.240 0.468 0.119 0.183 0.233 0.465 
95th Percentile 0.122 0.207 0.262 0.493 0.137 0.205 0.256 0.491 
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Table 52: RCM3.gfdl transition probabilities for RCM-GCM output and precipitation model simulations 
Storm Type 1 Baseline 
 
Future 
Transitioning to  ST1 ST2 ST3 ST4 ST1 ST2 ST3 ST4 
NARCCAP 0.572 0.062 0.076 0.289 0.633 0.042 0.076 0.249 
5th Percentile 0.543 0.049 0.061 0.266 0.610 0.032 0.064 0.229 
Mean 0.570 0.063 0.076 0.291 0.633 0.042 0.076 0.249 
95th Percentile 0.598 0.077 0.091 0.315 0.655 0.051 0.091 0.270 
Std Dev 0.017 0.008 0.009 0.015 0.014 0.006 0.008 0.013 
Storm Type 2 Baseline Future 
Transitioning to  ST1 ST2 ST3 ST4 ST1 ST2 ST3 ST4 
NARCCAP 0.056 0.523 0.317 0.104 0.077 0.529 0.318 0.077 
5th Percentile 0.042 0.492 0.292 0.086 0.060 0.491 0.287 0.060 
Mean 0.055 0.522 0.319 0.104 0.077 0.527 0.319 0.077 
95th Percentile 0.069 0.550 0.347 0.124 0.095 0.560 0.352 0.096 
Std Dev 0.008 0.018 0.017 0.012 0.011 0.021 0.020 0.011 
Storm Type 3 Baseline Future 
Transitioning to  ST1 ST2 ST3 ST4 ST1 ST2 ST3 ST4 
NARCCAP 0.237 0.081 0.394 0.288 0.279 0.073 0.354 0.294 
5th Percentile 0.214 0.067 0.366 0.262 0.253 0.059 0.326 0.268 
Mean 0.238 0.081 0.395 0.287 0.280 0.074 0.353 0.294 
95th Percentile 0.261 0.095 0.422 0.311 0.304 0.089 0.378 0.319 
Std Dev 0.014 0.009 0.017 0.015 0.016 0.009 0.017 0.016 
Storm Type 4 Baseline Future 
Transitioning to  ST1 ST2 ST3 ST4 ST1 ST2 ST3 ST4 
NARCCAP 0.080 0.244 0.275 0.401 0.097 0.185 0.294 0.423 
5th Percentile 0.067 0.224 0.252 0.376 0.082 0.165 0.269 0.396 
Mean 0.081 0.245 0.274 0.401 0.098 0.185 0.294 0.423 
95th Percentile 0.095 0.266 0.298 0.423 0.114 0.205 0.318 0.450 





         




Table 53: CRCM.cgcm3 transition probabilities for RCM-GCM output and precipitation model simulations 
Storm Type 1 Baseline 
 
Future 
Transitioning to  ST1 ST2 ST3 ST4 ST1 ST2 ST3 ST4 
NARCCAP 0.545 0.297 0.069 0.089 0.508 0.340 0.069 0.083 
5th Percentile 0.512 0.270 0.054 0.073 0.473 0.311 0.052 0.067 
Mean 0.544 0.297 0.069 0.089 0.507 0.341 0.069 0.083 
95th Percentile 0.576 0.325 0.086 0.107 0.539 0.370 0.086 0.101 
Std Dev 0.019 0.017 0.010 0.011 0.020 0.018 0.010 0.010 
Storm Type 2 Baseline Future 
Transitioning to  ST1 ST2 ST3 ST4 ST1 ST2 ST3 ST4 
NARCCAP 0.071 0.393 0.293 0.243 0.080 0.397 0.252 0.270 
5th Percentile 0.059 0.370 0.272 0.222 0.069 0.377 0.233 0.250 
Mean 0.071 0.393 0.293 0.244 0.080 0.398 0.252 0.270 
95th Percentile 0.084 0.416 0.314 0.264 0.094 0.419 0.271 0.292 
Std Dev 0.008 0.014 0.012 0.013 0.008 0.013 0.012 0.013 
Storm Type 3 Baseline Future 
Transitioning to  ST1 ST2 ST3 ST4 ST1 ST2 ST3 ST4 
NARCCAP 0.032 0.092 0.535 0.340 0.046 0.134 0.545 0.275 
5th Percentile 0.024 0.078 0.509 0.318 0.036 0.116 0.518 0.253 
Mean 0.033 0.093 0.534 0.341 0.046 0.134 0.545 0.276 
95th Percentile 0.042 0.107 0.559 0.365 0.058 0.153 0.568 0.301 
Std Dev 0.006 0.009 0.015 0.014 0.007 0.011 0.016 0.015 
Storm Type 4 Baseline Future 
Transitioning to  ST1 ST2 ST3 ST4 ST1 ST2 ST3 ST4 
NARCCAP 0.188 0.311 0.099 0.402 0.172 0.354 0.094 0.380 
5th Percentile 0.168 0.287 0.086 0.378 0.154 0.329 0.079 0.355 
Mean 0.189 0.310 0.099 0.402 0.172 0.353 0.093 0.382 
95th Percentile 0.208 0.332 0.115 0.425 0.191 0.377 0.108 0.404 
Std Dev 0.012 0.013 0.009 0.014 0.011 0.015 0.009 0.016 
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The simulated transition probabilities agree very well with the NARCCAP output (Tables 51-53). The 
WFRG.cgcm3 NARCCAP baseline transition probabilities were all within the simulated 90% confidence 
intervals, and were separated by less than a 0.003 probability from the simulated mean values. The 
WFRG.cgcm3 NARCCAP future transition probabilities were all within the simulated 90% confidence 
intervals, and were separated by less than a 0.002 probability from the simulated mean values.  
The RCM3.gfdl NARCCAP baseline transition probabilities were all within the simulated 90% 
confidence intervals, and were separated by less than a 0.003 probability from the simulated mean values. 
The RCM3.gfdl NARCCAP future transition probabilities were all within the simulated 90% confidence 
intervals, and were separated by less than a 0.003 probability from the simulated mean values. 
The CRCM.cgcm3 NARCCAP baseline transition probabilities were all within the simulated 90% 
confidence intervals, and were separated by less than a 0.002 probability from the simulated mean values. 
The CRCM.cgcm3 NARCCAP future transition probabilities were all within the simulated 90% 
confidence intervals, and were separated by less than a 0.003 probability from the simulated mean values. 
  
         




L-Moments and Distribution Parameters 











 NARCCAP 9.56 5.13 2.26 1.08 0.827 11.56 
5th % 9.06 4.85 1.74 0.86 0.722 10.76 
Median 9.73 5.31 2.05 1.10 0.792 12.27 







 NARCCAP 9.10 4.77 2.05 1.01 0.881 10.33 
5th % 8.69 4.57 1.61 0.81 0.764 9.75 
Median 9.26 4.95 1.86 0.98 0.843 11.05 







 NARCCAP 9.46 5.16 2.35 1.22 0.793 11.92 
5th % 9.02 4.94 1.84 0.89 0.671 11.31 
Median 9.72 5.39 2.16 1.16 0.748 12.94 







 NARCCAP 9.84 5.17 2.18 1.03 0.876 11.23 
5th % 9.50 5.01 1.77 0.86 0.776 10.74 
Median 10.01 5.34 1.98 1.01 0.845 11.87 











 NARCCAP 11.49 5.13 2.26 1.08 1.326 8.67 
5th % 11.23 5.09 1.54 0.87 1.098 8.64 
Median 11.84 5.48 1.83 1.11 1.211 9.76 







 NARCCAP 11.03 4.77 2.05 1.01 1.433 7.70 
5th % 10.70 4.72 1.40 0.80 1.165 7.73 
Median 11.41 5.15 1.66 0.99 1.300 8.77 







 NARCCAP 11.39 5.16 2.35 1.22 1.284 8.87 
5th % 11.11 5.09 1.60 0.91 1.040 8.77 
Median 11.77 5.57 1.90 1.15 1.161 10.20 







 NARCCAP 11.78 5.17 2.18 1.03 1.380 8.53 
5th % 11.52 5.15 1.55 0.86 1.157 8.56 
Median 12.15 5.52 1.76 1.03 1.269 9.56 
95th % 12.70 5.89 2.03 1.22 1.382 10.71 
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 NARCCAP 23.61 6.17 2.20 1.32 12.24 9.57 -0.158 
5th % 21.36 5.14 1.84 0.89 11.48 8.07 -0.263 
Median 22.75 6.09 2.48 1.37 11.48 9.52 -0.157 







 NARCCAP 37.46 6.03 1.45 0.51 24.62 14.51 0.130 
5th % 35.47 4.76 0.90 0.17 25.28 10.25 -0.104 
Median 38.00 5.95 1.65 0.74 25.28 14.40 0.126 







 NARCCAP 41.44 8.02 3.03 1.08 26.35 13.28 -0.120 
5th % 38.44 5.55 1.57 0.54 27.37 8.92 -0.376 
Median 42.54 7.95 2.93 1.56 27.37 13.40 -0.102 







 NARCCAP 31.98 6.05 1.95 0.92 19.87 12.15 0.003 
5th % 30.41 5.11 1.41 0.56 19.90 10.02 -0.133 
Median 31.98 5.99 1.96 0.96 19.90 12.13 0.011 











 NARCCAP 27.99 6.18 2.29 1.46 16.86 8.91 -0.199 
5th % 24.92 5.04 1.84 0.96 15.44 7.76 -0.288 
Median 26.39 6.04 2.53 1.45 15.44 8.99 -0.177 







 NARCCAP 34.68 5.99 1.86 0.63 22.47 12.68 0.039 
5th % 32.66 4.70 1.07 0.31 22.72 9.09 -0.203 
Median 34.82 5.96 1.87 0.88 22.72 12.55 0.038 







 NARCCAP 43.37 8.02 3.03 1.08 27.52 15.47 -0.024 
5th % 41.00 5.81 1.34 0.39 29.31 10.16 -0.278 
Median 44.71 7.84 2.68 1.36 29.31 14.87 -0.029 







 NARCCAP 33.92 6.05 1.95 0.92 21.90 11.86 -0.013 
5th % 32.15 5.14 1.42 0.55 21.83 9.33 -0.168 
Median 33.76 6.07 2.06 1.04 21.83 11.61 -0.028 
95th % 35.77 7.16 2.72 1.56 21.83 14.48 0.144 
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 NARCCAP 10.29 5.60 2.53 1.32 0.798 12.89 
5th % 9.87 5.40 2.01 1.00 0.678 12.30 
Median 10.58 5.87 2.36 1.26 0.748 14.11 







 NARCCAP 9.36 4.93 2.20 1.16 0.872 10.74 
5th % 8.95 4.72 1.67 0.83 0.733 10.07 
Median 9.58 5.16 1.98 1.09 0.823 11.65 







 NARCCAP 9.25 4.89 2.17 1.12 0.863 10.72 
5th % 8.99 4.81 1.76 0.90 0.749 10.53 
Median 9.53 5.16 1.99 1.06 0.814 11.76 







 NARCCAP 9.19 4.84 2.06 0.97 0.872 10.54 
5th % 8.89 4.71 1.67 0.81 0.775 10.18 
Median 9.36 5.01 1.87 0.95 0.837 11.18 











 NARCCAP 12.22 5.60 2.53 1.32 1.248 9.79 
5th % 12.03 5.63 1.79 1.00 1.024 10.03 
Median 12.67 6.04 2.10 1.26 1.128 11.24 







 NARCCAP 11.29 4.93 2.20 1.16 1.402 8.05 
5th % 11.01 4.87 1.40 0.82 1.098 7.84 
Median 11.69 5.32 1.76 1.10 1.263 9.27 







 NARCCAP 11.18 4.89 2.17 1.12 1.396 8.01 
5th % 10.98 4.92 1.50 0.89 1.136 8.28 
Median 11.61 5.32 1.78 1.08 1.246 9.33 







 NARCCAP 11.13 4.84 2.06 0.97 1.414 7.87 
5th % 10.98 4.90 1.46 0.84 1.191 8.08 
Median 11.53 5.19 1.66 0.98 1.292 8.92 
95th % 12.08 5.53 1.86 1.11 1.404 9.85 
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 NARCCAP 38.65 8.18 2.73 1.59 23.91 11.84 -0.197 
5th % 34.45 6.19 2.16 0.99 22.66 9.05 -0.364 
Median 37.14 7.91 3.27 1.82 22.66 11.79 -0.181 







 NARCCAP 27.23 6.57 2.43 1.28 15.77 8.54 -0.255 
5th % 24.33 5.07 1.96 1.00 14.85 7.10 -0.376 
Median 26.14 6.34 2.86 1.68 14.85 8.62 -0.227 







 NARCCAP 39.01 6.81 1.61 0.66 25.07 14.59 0.047 
5th % 36.42 5.38 1.36 0.51 24.85 10.35 -0.174 
Median 38.55 6.76 2.10 1.03 24.85 14.30 0.043 







 NARCCAP 31.82 5.59 1.54 0.56 20.07 12.94 0.102 
5th % 30.17 4.80 1.12 0.40 20.02 9.98 -0.075 
Median 31.69 5.55 1.59 0.74 20.02 12.91 0.100 











 NARCCAP 39.28 8.12 2.78 1.49 24.78 11.40 -0.214 
5th % 35.75 6.34 2.27 1.04 23.86 8.83 -0.371 
Median 37.88 7.83 3.27 1.82 23.86 11.20 -0.209 







 NARCCAP 30.59 6.65 2.43 1.32 19.14 8.25 -0.279 
5th % 26.84 4.82 1.79 0.88 17.92 6.67 -0.415 
Median 28.89 6.23 2.82 1.65 17.92 8.29 -0.239 







 NARCCAP 40.94 6.81 1.61 0.66 26.31 16.82 0.149 
5th % 38.96 5.66 1.10 0.29 26.79 12.22 -0.104 
Median 41.51 6.87 1.85 0.83 26.79 16.60 0.144 







 NARCCAP 33.75 5.59 1.54 0.56 21.93 13.18 0.115 
5th % 32.37 4.74 1.06 0.43 21.95 10.45 -0.063 
Median 33.72 5.60 1.61 0.73 21.95 13.10 0.106 
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 NARCCAP 10.00 5.53 2.68 1.54 0.764 13.09 
5th % 9.13 5.02 1.92 1.06 0.600 11.55 
Median 10.03 5.65 2.43 1.51 0.712 14.00 







 NARCCAP 9.76 5.54 2.79 1.57 0.710 13.76 
5th % 9.49 5.45 2.23 1.13 0.592 13.69 
Median 10.17 5.93 2.57 1.42 0.651 15.65 







 NARCCAP 9.17 5.05 2.43 1.33 0.769 11.92 
5th % 8.98 5.05 2.01 1.05 0.654 12.17 
Median 9.54 5.41 2.24 1.22 0.712 13.38 







 NARCCAP 9.92 5.41 2.52 1.33 0.794 12.49 
5th % 9.59 5.31 2.03 1.04 0.675 12.32 
Median 10.23 5.71 2.31 1.26 0.743 13.80 











 NARCCAP 11.93 5.53 2.68 1.54 1.214 9.83 
5th % 11.28 5.12 1.53 0.92 0.888 8.82 
Median 12.19 5.84 2.10 1.41 1.111 10.96 







 NARCCAP 11.70 5.54 2.79 1.57 1.148 10.19 
5th % 11.63 5.68 1.96 1.14 0.923 10.79 
Median 12.32 6.13 2.29 1.42 1.008 12.21 







 NARCCAP 11.10 5.05 2.43 1.33 1.266 8.77 
5th % 10.99 5.17 1.71 1.01 1.031 9.26 
Median 11.62 5.57 1.97 1.21 1.117 10.39 







 NARCCAP 11.86 5.41 2.52 1.33 1.260 9.41 
5th % 11.70 5.49 1.79 1.04 1.020 9.73 
Median 12.37 5.93 2.09 1.27 1.124 11.02 
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 NARCCAP 23.94 7.74 3.25 2.06 11.77 6.95 -0.429 
5th % 19.90 5.60 2.55 1.49 9.87 6.79 -0.508 
Median 21.66 7.02 3.73 2.53 9.87 7.89 -0.325 







 NARCCAP 41.20 9.64 4.51 2.39 24.44 12.39 -0.261 
5th % 38.56 7.29 2.73 1.31 25.01 9.65 -0.419 
Median 42.06 9.68 4.34 2.50 25.01 12.74 -0.254 







 NARCCAP 48.98 7.95 1.86 0.57 30.28 25.23 0.350 
5th % 47.03 6.52 0.80 0.02 31.78 17.01 0.072 
Median 49.94 7.81 1.50 0.58 31.78 24.66 0.345 







 NARCCAP 51.07 9.67 4.03 1.81 32.30 17.66 -0.059 
5th % 49.19 7.06 1.82 0.61 34.56 11.61 -0.308 
Median 53.26 9.50 3.29 1.64 34.56 17.81 -0.041 











 NARCCAP 28.54 7.95 3.43 2.23 16.53 6.13 -0.489 
5th % 23.10 5.04 2.30 1.43 13.83 6.23 -0.531 
Median 25.11 6.70 3.59 2.48 13.83 7.64 -0.320 







 NARCCAP 56.28 11.73 4.66 2.06 33.49 21.47 -0.058 
5th % 52.03 8.53 2.16 0.67 34.89 14.59 -0.319 
Median 57.61 11.64 4.10 2.06 34.89 21.21 -0.065 







 NARCCAP 50.91 7.95 1.86 0.57 30.74 30.99 0.536 
5th % 49.60 6.36 0.22 -0.19 33.71 20.01 0.197 
Median 52.83 7.53 1.03 0.31 33.71 28.84 0.505 







 NARCCAP 45.83 9.28 3.56 2.13 28.78 14.28 -0.162 
5th % 41.19 7.03 2.26 0.98 27.72 10.09 -0.378 
Median 44.08 9.05 3.63 1.99 27.72 13.23 -0.190 
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The baseline WFRG.cgcm3 gamma L-moments, the gamma shape parameters, and the gamma scale 
parameters were all within the simulated 90% confidence intervals for all four storm types. The future 
WFRG.cgcm3 gamma 1st, 2nd and 4th L-moments were also all within the simulated 90% confidence 
interval for all four storm types, but the 3rd L-moment was greater than the simulated 90% confidence 
interval for all four storm types.  This discrepancy indicates that the gamma-only precipitation intensity 
simulation underestimates the skew for the future time period.  The future WFRG.cgcm3 gamma shape 
parameters were all within the simulated 90% confidence interval for all four storm type.  The future 
WFRG.cgcm3 gamma scale parameters were within the simulated 90% confidence for storm types one 
and three, but below the 90% confidence interval for storm types two and four.  This difference indicates 
the precipitation intensity simulation overestimates the variance for storm types two and four. 
The baseline WFRG.cgcm3 GP L-moments were all within the simulated 90% confidence interval for 
above threshold precipitation values.  The GP location parameter is equal to the lower bound of the GP 
distribution. It was set equal to the gamma distributed value for the NARCCAP calculation to ensure the 
hybrid CDF was continuous, and to the actual NARCCAP value to calculate the simulated location 
parameter.  Unless the NARCAPP precipitation value was equal to the gamma value at the threshold 
percentile, then the NARCCAP location parameter cannot, by definition, equal the simulated location 
parameter.  Therefore, the GP location parameter will not be included in further analysis.  The baseline 
WFRG.cgcm3 scale and shape parameters were all within the simulated 90% confidence intervals.  The 
future WFRG.cgcm3 GP L-moments were within the simulated 90% confidence interval for above 
threshold precipitation values, except for the storm type one 1st L-moment which exceeded the simulated 
90% confidence interval.  This difference indicates the future hybrid simulation underestimates the mean 
above threshold precipitation for WFRG.cgcm3 storm type one. The future WFRG.cgcm3 GP scale and 
shape parameters were all within the simulated 90% confidence intervals.   
The baseline RCM3.gfdl gamma L-moments, the gamma shape parameters, and the gamma scale 
parameters were all within the simulated 90% confidence intervals for all four storm types, except for the 
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3rd L-moment for storm type 4.  This difference indicates the precipitation intensity simulation 
underestimates the skew for storm type 4.  The future RCM3.gfdl gamma 1st and 4th L-moments were all 
within the simulated 90% confidence interval for all four storm types, but for storm types one, three and 
four the 2nd and 3rd L-moments were less than and greater than the simulated 90% confidence interval, 
respectively.  Furthermore, the gamma shape and scale parameters for storm types one, three and four 
were greater than and less than the simulated 90% confidence interval, respectively.  The discrepancies in 
the 2nd moment and the scale parameters indicate the gamma-only precipitation intensity simulation 
overestimates the variance, and the discrepancies in the 3rd L-moment and the shape parameter indicate 
the simulation underestimates the skew. 
The baseline RCM3.gfdl GP L-moments were all within the simulated 90% confidence interval for above 
threshold precipitation values.  The baseline RCM3.gfdl scale and shape parameters were all within the 
simulated 90% confidence intervals.  The future RCM3.gfdl GP L-moments were within the simulated 
90% confidence interval for above threshold precipitation values.  The future RCM3.gfdl GP scale and 
shape parameters were all within the simulated 90% confidence intervals.   
The baseline CRCM.cgcm3 gamma L-moments were all within the simulated 90% confidence intervals 
for all four storm types. The baseline CRCM.cgcm3 gamma shape and scale parameters were all within 
the simulated 90% confidence interval, except for the shape and scale parameters for storm type three.  
The shape parameter for storm type three is greater than the simulated 90% confidence interval which 
indicates the gamma-only precipitation simulation underestimates skew. The scale parameter for storm 
type three is less than the simulated 90% confidence interval which indicates the gamma-only 
precipitation simulation overestimates variance.  The future CRCM.cgcm3 gamma 1st and 4th L-moments 
were all within the simulated 90% confidence interval for all four storm types, but for storm types two, 
three and four the 2nd and 3rd L-moments were less than and greater than the simulated 90% confidence 
interval, respectively.  Furthermore, the gamma shape and scale parameters for storm types two, three and 
four were greater than and less than the simulated 90% confidence interval, respectively.  The 
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discrepancies in the 2nd moment and the scale parameters indicate the gamma-only precipitation intensity 
simulation overestimates the variance, and the discrepancies in the 3rd L-moment and the shape parameter 
indicate the simulation underestimates the skew. 
The baseline CRCM.cgcm3 GP L-moments were all within the simulated 90% confidence interval for 
above threshold precipitation values.  The baseline CRCM.cgcm3 scale and shape parameters were all 
within the simulated 90% confidence intervals.  The future CRCM.cgcm3 GP L-moments were within the 
simulated 90% confidence interval for above threshold precipitation values, expect for the storm type 
three 3rd L-moment which was greater than the simulated 90% confidence interval.  This discrepancy 
indicates the hybrid precipitation simulation underestimated the skew for storm type three values above 
the threshold. The future CRCM.cgcm3 GP scale and shape parameters were all within the simulated 90% 
confidence intervals.   
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Figure 33: WFRG.cgcm3 Baseline QQ Plots for Gamma-Only and Hybrid Distributions.  Storms types 
one through four in order from top left to top right, bottom left, and bottom right. 
II: Gamma-only model versus Hybrid model 
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Figure 34: WFRG.cgcm3 Future QQ Plots for Gamma-Only and Hybrid Distributions. Storms 
types one through four in order from top left to top right, bottom left, and bottom right. 
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Figure 35: RCM3.gfdl Baseline QQ Plots for Gamma-Only and Hybrid Distributions. Storms types one through 
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Figure 36: RCM3.gfdl Future QQ Plots for Gamma-Only and Hybrid Distributions. Storms 
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Figure 37: CRCM.cgcm3 Baseline QQ Plots for Gamma-Only and Hybrid Distributions. 
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Figure 38: CRCM.cgcm3 Future QQ Plots for Gamma-Only and Hybrid Distributions. 
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Table 60: Precipitation Threshold and the Mean and Maximum above threshold differences between the NARCCAP 
data and the Gamma and Generalized Pareto simulated values (in mm). 











WFRG.cgcm3 Baseline 1 11.50 1.130 0.760 26.3 13.95 
WFRG.cgcm3 Baseline 2 25.3 3.20 1.230 9.45 4.45 
WFRG.cgcm3 Baseline 3 27.4 4.32 1.550 19.13 8.47 
WFRG.cgcm3 Baseline 4 19.93 1.490 0.570 8.13 3.18 
WFRG.cgcm3 Future 1 15.54 2.13 0.810 32.9 13.49 
WFRG.cgcm3 Future 2 22.9 3.95 1.030 17.24 3.12 
WFRG.cgcm3 Future 3 29.4 6.77 1.400 28.1 7.67 
WFRG.cgcm3 Future 4 21.9 2.83 0.590 15.49 2.56 
RCM3.gfdl Baseline 1 22.8 3.55 1.724 35.2 14.60 
RCM3.gfdl Baseline 2 14.85 2.06 1.235 44.3 9.81 
RCM3.gfdl Baseline 3 24.9 3.98 1.150 12.61 3.49 
RCM3.gfdl Baseline 4 20.0 1.784 0.745 6.07 4.03 
RCM3.gfdl Future 1 23.9 4.88 1.700 43.6 13.56 
RCM3.gfdl Future 2 17.99 3.25 1.393 52.6 8.69 
RCM3.gfdl Future 3 26.9 6.19 0.921 21.4 4.79 
RCM3.gfdl Future 4 21.9 3.33 0.738 12.48 4.3 
CRCM.cgcm3 Baseline 1 9.90 2.58 1.766 98.6 18.36 
CRCM.cgcm3 Baseline 2 34.6 7.30 2.12 35.7 13.72 
CRCM.cgcm3 Baseline 3 25.2 4.50 1.531 50.2 14.15 
CRCM.cgcm3 Baseline 4 31.8 7.81 1.194 17.31 4.30 
CRCM.cgcm3 Future 1 14.10 3.61 2.15 108.3 18.71 
CRCM.cgcm3 Future 2 27.8 7.51 1.538 45.9 12.68 
CRCM.cgcm3 Future 3 35.1 12.68 2.29 61.8 16.05 
CRCM.cgcm3 Future 4 33.7 11.25 1.875 23.1 4.28 
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The quantile-quantile plots (Figures 33-38) show how well the gamma and GP precipitation values match 
the NARCCAP precipitation values above the threshold.  For all four storm types, and during the baseline 
and future time periods, the GP values provide a better fit with lower mean and maximum differences 
than the gamma values (Table 60). Mean gamma differences are typically 1.5-3.5 time larger in the 
baseline period and 2.5-6 time larger in the future than the mean GP differences.  These results indicate 
that the GP distributed precipitation values better match the NARCCAP precipitation values for storm 
events above the selected precipitation threshold. 
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Figure 39: WFRG.cgcm3 Seasonal Precipitation Totals (Gamma-only vs. Hybrid distribution) for 
baseline (top) and future (bottom) periods 
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Figure 40: RCM3.gfdl Seasonal Precipitation Totals (Gamma-only vs. Hybrid distribution) for 
baseline (top) and future (bottom) periods 
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Figure 41: CRCM.cgcm3 Seasonal Precipitation Totals (Gamma-only vs. Hybrid distribution) for 




         





Table 61: Median Seasonal Precipitation totals (in mm) for both Gamma and Hybrid WFRG.cgcm3 simulations, as 
well as, the percent difference between the two. 
 
Model Unit Winter Spring Summer Fall 
Median Baseline Gamma WRFG.cgcm3 mm 230 289 296 240 
Median Baseline Hybrid WRFG.cgcm3 mm 235 295 302 244 
Percent Change Baseline WRFG.cgcm3 % 1.970 2.09 2.11 1.740 
Median Future Gamma WRFG.cgcm3 mm 298 333 318 250 
Median Future Hybrid WRFG.cgcm3 mm 307 344 329 258 
Percent Change Future WRFG.cgcm3 % 3.06 3.45 3.54 3.28 
Median Baseline Gamma RCM3.gfdl mm 290 268 311 275 
Median Baseline Hybrid RCM3.gfdl mm 297 275 320 282 
Percent Change Baseline RCM3.gfdl % 2.66 2.66 2.90 2.74 
Median Future Gamma RCM3.gfdl mm 356 315 339 333 
Median Future Hybrid RCM3.gfdl mm 368 326 352 346 
Percent Change Future RCM3.gfdl % 3.50 3.44 3.95 4.08 
Median Baseline Gamma CRCM.cgcm3 mm 321 299 361 314 
Median Baseline Hybrid CRCM.cgcm3 mm 331 309 374 325 
Percent Change Baseline CRCM.cgcm3 % 3.19 3.50 3.63 3.36 
Median Future Gamma CRCM.cgcm3 mm 405 321 397 383 
Median Future Hybrid CRCM.cgcm3 mm 423 336 414 397 
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The seasonal precipitation total figures show that the gamma-only and hybrid have similar seasonal 
distributions and amounts (figures 31-41).  For all four seasons during both the baseline and future time 
periods, the hybrid model had higher median seasonal precipitation totals than the gamma-only model 
(table 61).  However, these differences were relatively minor; the largest difference of 4.61% occurred for 
the spring total in the CRCM.cgcm3 future time period.  These results indicate the gamma-only and 
hybrid models provide relatively similar seasonal precipitation totals, and either distribution could be used 
if the end user is concerned with precipitation totals rather than the extreme events. 
  
         
    
172 
  
Figure 42: WRFG.cgcm3 Baseline 100 Year, 50 Year and 2 Year Storms for the Gamma-only and. Hybrid 
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Figure 43: WRFG.cgcm3 Future 100 Year, 50 Year and 2 Year Storms for the Gamma-only and. Hybrid 

























         
    
174 
  
Figure 44: RCM3.gfdl Baseline 100 Year, 50 Year and 2 Year Storms for the Gamma-only and. Hybrid 
simulations (Black dots represent NARCCAP design storm values) 
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Figure 45: RCM3.gfdl Future 100 Year, 50 Year and 2 Year Storms for the Gamma-only and. Hybrid 
simulations (Black dots represent NARCCAP design storm values) 
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Figure 46: CRCM.cgcm3 Baseline 100 Year, 50 Year and 2 Year for the Gamma-only and. Hybrid simulations 
(Black dots represent NARCCAP design storm values) 
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Figure 47: CRCM.cgcm3 Future 100 Year, 50 Year and 2 Year Storms for the Gamma-only and. Hybrid 
simulations (Black dots represent NARCCAP design storm values) 
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Table 62: Median of 500 baseline and future period simulation design storm values) for the NARCCAP, Gamma and 
Hybrid models, as well as, the percent difference between the NARCCAP and the gamma and hybrid distributed 
values. 
 







Gamma WFRG.cgcm3 Baseline mm 52.9 92.0 99.4 
Hybrid WFRG.cgcm3 Baseline mm 59.0 118.7 132.8 
NARCCAP WFRG.cgcm3 Baseline mm 59.9 99.1 106.0 
% Change Gamma WFRG.cgcm3 Baseline % -11.68 -7.11 -6.20 
% Change Hybrid WFRG.cgcm3 Baseline % -1.500 19.81 25.2 
Gamma WFRG.cgcm3 Future mm 49.3 80.8 87.2 
Hybrid WFRG.cgcm3 Future mm 60.5 121.8 136.0 
NARCCAP WFRG.cgcm3 Future mm 61.8 101.0 107.9 
% Change Gamma WFRG.cgcm3 Future % -20.3 -19.99 -19.18 
% Change Hybrid WFRG.cgcm3 Future % -2.18 20.5 26.0 
Gamma RCM3.gfdl Baseline mm 53.7 92.7 100.7 
Hybrid RCM3.gfdl Baseline mm 61.1 139.3 162.9 
NARCCAP RCM3.gfdl Baseline mm 59.4 125.8 143.6 
% Change Gamma RCM3.gfdl Baseline % -9.60 -26.3 -29.9 
% Change Hybrid RCM3.gfdl Baseline % 2.73 10.70 13.43 
Gamma RCM3.gfdl Future mm 50.8 82.9 89.2 
Hybrid RCM3.gfdl Future mm 63.0 140.0 163.3 
NARCCAP RCM3.gfdl Future mm 61.4 127.8 145.6 
% Change Gamma RCM3.gfdl Future % -17.28 -35.1 -38.7 
% Change Hybrid RCM3.gfdl Future % 2.72 9.58 12.17 
Gamma CRCM.cgcm3 Baseline mm 59.5 103.3 112.1 
Hybrid CRCM.cgcm3 Baseline mm 74.3 207 252 
NARCCAP CRCM.cgcm3 Baseline mm 78.0 168.2 187.1 
% Change Gamma CRCM.cgcm3 Baseline % -23.7 -38.6 -40.1 
% Change Hybrid CRCM.cgcm3 Baseline % -4.7 22.8 34.7 
Gamma CRCM.cgcm3 Future mm 54.7 89.2 95.7 
Hybrid CRCM.cgcm3 Future mm 76.1 194.8 228 
NARCCAP CRCM.cgcm3 Future mm 79.9 170.1 189.0 
% Change Gamma CRCM.cgcm3 Future % -31.5 -47.6 -49.4 
% Change Hybrid CRCM.cgcm3 Future % -4.81 14.50 20.9 
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The design storm box-plots compare the relative differences between the gamma and hybrid model’s 
simulated two year 50 year and 100 year design storm events and the NARCCAP design storm events 
(Figures 42-47).  For the baseline and the future time periods, both the gamma and hybrid models 
underestimated the two year event except for the RCM3.gfdl models which overestimated this event by 
roughly 2% (Table 62).  For all simulations the hybrid model had median values closer to the NARCCAP 
values than the gamma-only simulations.  The gamma-only simulations were lower than the NARCCAP 
mean 50 and 100 years storms, and the hybrid model was higher than the NARCCAP events for all 
simulations.  For the RCM3.gfdl and CRCM.cgcm3 models, the hybrid simulation median values were 
closer to the NARCCAP value than the gamma-only simulation median values.  For the WFRG.cgcm3 
model, the hybrid simulation median values were farther from the NARCCAP value than the gamma-only 
simulation median values.  The RCM3.gfdl and CRCM.cgcm3 model box-plots show that NARCCAP 
values are within the hybrid simulation IQR, and above the gamma-only simulation IQR for all storms in 
both periods.  Conversely, the baseline WRFG.cgcm3 model box-plots show that the NARCCAP values 
were below the hybrid simulation IQR, and within the gamma-only simulation IQR for the 50 and 100 
year storms. Overall, with the exception of the WFRG.cgcm3 baseline simulations, the hybrid simulations 
provide reasonable estimates for the design storms and were superior to the gamma-only estimates. 
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Figure 48: Mean number of dry spells over 30 year simulations versus dry spell duration (2-13 days on the left and 
14-max on the right) for the WFRG.cgcm3 baseline and future models. 
III: Baseline versus Future Simulations 
Consecutive Dry Days (CDDs) 
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Figure 49: Mean number of dry spells over 30 year simulations versus dry spell duration (2-13 days on the left and 
14-max on the right) for the RCM3.gfdl baseline and future models. 
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Figure 50: Mean number of dry spells over 30 year simulations versus dry spell duration (2-13 days on the left and 
14-max on the right) for the CRCM.cgcm3 baseline and future models. 
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 Figures 48 to 50 compare the frequency of droughts ranging from two consecutive dry days to the 
simulated maximum consecutive dry days for the baseline and future periods. All three NARCCAP 
models had more short droughts in the baseline period than the future period.  Specifically, the 
WFRG.cgcm3 and RCM3.gfdl baseline models had more frequent droughts ranging from two to seven 
days, and the CRCM.cgcm3 baseline model had more frequent droughts ranging from two to five days.   
Conversely, medium to long droughts occurred with greater frequencies in the future models than in the 
baseline models. For comparison, the 14-day future CDD event had an average frequency roughly 
equivalent to the 13 day, 13 day and 13.5 day baseline CDD event for the WFRG.cgcm3, RCM3.gfdl and 
CRCM.cgcm3 models, respectively, and the 30 day future CDD event had an average frequency roughly 
equivalent to 26.5 day, 27 day and 27.5 day baseline CDD event for the WFRG.cgcm3, RCM3.gfdl and 
CRCM.cgcm3 models, respectively.  The maximum future drought was noticeably longer than the 
maximum baseline drought in all three models.  The more frequent medium and long droughts projected 
in the future models are reflected in the lower average daily annual precipitation probabilities calculated 
for the future periods than those calculated for the baseline periods (figures 28 to 32).  This reduced 
probability results in longer droughts occurring more frequently in the future. 
 
  
         





Consecutive Wet Days (CWDs) 
 
 
Figure 51: Mean number of wet spells over 30 year simulations versus wet spell duration (2-6 days on the left and 
7-max on the right) for the WFRG.cgcm3 baseline and future models.  
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Figure 52: Mean number of wet spells over 30 year simulations versus wet spell duration (2-6 days on the left and 
7-max on the right) for the RCM3.gfdl baseline and future models. 
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Figure 53: Mean number of wet spells over 30 year simulations versus wet spell duration (2-6 days on the left and 
7-max on the right) for the CRCM.cgcm3 baseline and future models. 
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Figures 52 to 53 compare the frequency of wet spells of various lengths (two consecutive wet days up to 
the maximum projected wet spell) for the baseline and future time periods.  For wet spells ranging from 
two to seven CWDs, the WRFG.cgcm3 hybrid model projects there will be fewer in the future time 
period. There are also fewer short spells in the future RCM3.gfdl and CRCM.cgcm3 models ranging two 
to four and eight days, respectively.   Overall, a two day wet spell will occur about one time fewer each 
year. Conversely, longer wet spells, approximately one week or longer will occur slightly more frequently 
in the future. However, the maximum future increases in the mean frequency of wet spells are quite small; 
0.03, 4.15 and 0.07 days per 30 year period for the WFRG.cgcm3, RCM3.gfdl and the CRCM.cgcm3 
models, respectively.  These results indicate that the number of short and medium length wet spells will 
decrease in the future, but the frequency of long term wet spells should remain approximately constant or 
marginally increase.   
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Figure 54: WRFG.cgcm3 Monthly Average Wet Days for future and baseline periods. 
 
Figure 55: Future vs. Baseline Precipitation Probabilities. Data were smoothed using a 
50 Day Moving Average 
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Figure 57: RCM3.gfdl Monthly Average Wet Days for future and baseline periods. 
 
Figure 56: Future vs. Baseline RCM3_gfdl Precipitation Probabilities. Data were 
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Figure 59: CRCM.cgcm3 Monthly Average Wet Days for future and baseline periods. 
 
Figure 58: Future vs. Baseline CRCM.cgcm3 Precipitation Probabilities. Data were 
smoothed using a 50 Day Moving Average  
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Table 63: Median baseline and future monthly wet day totals, and future changes in each month. 
Model Period Unit Jan Feb Mar Apr May June July Aug Sep Oct Nov Dec 
WRFG.cgcm3 Baseline Days 8.27 7.97 9.6 10.00 10.80 10.53 10.53 9.93 8.9 8.47 7.77 7.93 
WRFG.cgcm3 Future Days 9.97 8.70 9.07 9.57 10.37 9.77 9.37 8.67 8.20 7.83 5.80 7.37 
WRFG.cgcm3 Diff Days 1.700 0.730 -0.530 -0.430 -0.430 -0.770 -1.170 -1.270 -0.700 -0.630 -1.970 -0.570 
RCM3.gfdl Baseline Days 10.80 9.067 9.80 9.867 10.83 10.80 11.23 10.80 9.867 10.00 8.33 9.10 
RCM3.gfdl Future Days 11.00 9.267 9.15 10.23 11.53 9.87 8.73 10.93 11.10 9.00 7.23 8.833 
RCM3.gfdl Diff Days 0.200 0.200 -0.650 0.367 0.700 -0.933 -2.50 0.1333 1.233 -1.000 -1.100 -0.267 
CRCM.cgcm3 Baseline Days 11.67 9.933 10.933 10.63 11.77 12.23 12.90 12.33 10.92 10.32 9.70 10.93 
CRCM.cgcm3 Future Days 12.00 10.33 11.033 11.47 12.33 11.77 11.50 10.80 10.10 8.93 8.53 10.50 
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Figures 54, 56 and 58 show the annual cycle of wet days per month for the baseline and future periods.  
The daily precipitation probability figures show the details of these seasonal WD patterns (Figures 55,57, 
and 59). The RCM3.gfdl model had the greatest differences in the seasonal wet day cycle between the 
baseline and future periods.  The WFRG.cgcm3 and CRCM.cgcm3 baseline and future models shared 
similar seasonal wet day patterns with a few notable differences.  The WFRG.cgcm3 future has fewer wet 
days than the baseline months except for January and February.  This difference is typically less than one 
day except for the late summer months of July and August, as well as November.  November was the only 
month with a significant difference at the 90% confidence level.  The daily future precipitation 
probabilities show that DOY 140 to 270 values are considerably lower than the baseline.  For DOY 291 to 
345, the future precipitation probabilities are also substantially lower than the baseline precipitation 
probabilities.  For RCM3.gfdl, there are an equal number of months with increasing and decreasing 
precipitation probabilities. The greatest decreases occur in June and July. July was the only month with a 
statistically significant difference at the 90% confidence level.  The fall months of October and November 
also experienced relatively large decreases in total wet days (Table 63).  For DOY 160-226 and DOY 
269-365 future precipitation probabilities were considerably lower than the baseline probabilities.  The 
CRCM.cgcm3 model had future increases in total wet days from January to May and future decreases 
from June through December.  The greatest differences occurred from July through November.  The 
future precipitation probabilities from DOY 170 to 344 were noticeably lower than the baseline 
precipitation probabilities.  Although each model had distinct changes to the future pattern of seasonal 
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Figure 60: WFRG.cgcm3 Total Annual Storm Types for both baseline and future time periods. 
 
Total Annual Events by Storm Type 
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Figure 62: CRCM.cgcm3 Total Annual Storm Types for both baseline and future time periods. 
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Table 64: Total annual events by storm type for the baseline and future periods, and the future change in the annual 
totals. 
Model Period Units ST 1 ST 2 ST 3 ST 4 
WFRG.cgcm3 Baseline  Events 29.7 23.4 23.3 34.2 
WFRG.cgcm3 Future  Events 31.5 19.00 21.2 32.9 
WFRG.cgcm3 Diff  Events 1.870 -4.43 -2.10 -1.280 
RCM3.gfdl Baseline  Events 27.8 26.4 32.6 33.6 
RCM3.gfdl Future  Events 35.0 20.4 28.9 32.6 
RCM3.gfdl Diff  Events 7.17 -6.00 -3.68 -1.000 
CRCM.cgcm3 Baseline  Events 24.1 36.8 34.8 38.4 
CRCM.cgcm3 Future  Events 21.7 40.0 32.6 34.9 
CRCM.cgcm3 Diff  Events -2.33 3.23 -2.28 -3.50 
  
         
    
 197   
  
Figures 60-62 show the total number of annual events by storm type projected for the baseline and future 
periods.  The number of events reflects the change in precipitation probability, as well as the changing 
probability of the different storm types.  The WFRG.cgcm3 hybrid models had increases in future storm 
type one events, and decreases in future storm type two, three and four events (Table 64).  The increase in 
future storm type one events can be explained, in part, by the future 3.3% increase in storm type one 
frequency.  The decrease in storm type two and three events can also be explained, in part, by changes in 
the future storm type frequencies which decreased by 3.0 and 0.8%, respectively. Despite the small 
increase in the WFRG.cgcm3 storm type four frequency (0.5%) in the future, the decrease in total storm 
type four events shown here reflects the reduced likelihood of rainfall overall. The RCM3.gfdl model had 
a future increase storm type one events and decreases in storm type two, three and four events.  This is 
reflected in the changes in storm type frequencies of +6.8%, -4.5%, -2.3% and -0.1% for RCM3.gfdl 
storm types one, two, three and four, respectively (table 2).  The CRCM.cgcm3 model had a future 
increase storm type two events, and decreases in storm type one, three and four events.  This is reflected 
in the changes in future storm type frequencies of -1.2%, -+3.6%, -0.8% and -1.6% for CRCM.cgcm3 
storm types one, two, three and four, respectively (table 3).  The reduced likelihood of rainfall in all three 
models further reduces storm type events whose frequencies decrease in the future, and dampens the 
increase in storm types with increased frequency. 
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Figure 63: WFRG.cgcm3 Seasonal Precipitation Totals for baseline and future time periods. 
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Figure 64: RCM3.gfdl Seasonal Precipitation Totals for baseline and future time periods. 
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Figure 65: CRCM.cgcm3 Seasonal Precipitation Totals for baseline and future time periods. 
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Table 65: Median seasonal precipitation totals for the baseline and future periods, and the difference between the 
two. 
Model Period Unit Winter Spring Summer Fall 
WFRG.cgcm3 Baseline mm 235 295 302 244 
WFRG.cgcm3 Future mm 307 344 329 258 
WFRG.cgcm3 Diff mm 72.3 49.0 27.1 14.18 
RCM3.gfdl Baseline mm 282 297 320 275 
RCM3.gfdl Future mm 346 368 352 326 
RCM3.gfdl Diff mm 64.3 70.9 32.3 51.1 
CRCM.cgcm3 Baseline mm 325 331 374 309 
CRCM.cgcm3 Future mm 397 423 414 336 
CRCM.cgcm3 Diff mm 71.8 91.6 39.2 26.5 
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Figures 66 to 68 show that the total precipitation increased in all four seasons for all three models.  These 
seasonal increases can be partly explained by the increase to future annual mean precipitation (1.93 
mm/storm) incorporated into the model as described in the methods section.  However, the increases in 
future precipitation totals differed for the four seasons due to the seasonal changes in future wet days.  For 
the WFRG.cgcm3 model, the winter season has the greatest increase in future precipitation which reflects 
the increasing number of January and February wet days.  Conversely, the relatively small increase in 
summer and fall precipitation reflect the considerable decrease in the number of future wet days occurring 
in July, August and November.  The RCM3.gfdl model had a relatively small increase in summer 
precipitation which reflects the decrease in June and July wet days.  The CRCM3.cgcm3 model had 
greater increases in the winter and spring months reflective of increases in the number of wet days from 
January through May, and smaller precipitation increases in the summer and fall due to decreases in the 
number of wet days from June to December. 
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Figure 66: WFRG.cgcm3 Seasonal Precipitation Totals by Storm Type for baseline and future periods. 
Seasonal Precipitation Total by Storm Type 
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Figure 67: RCM3.gfdl Seasonal Precipitation Totals by Storm Type for baseline and future periods. 
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Figures 66 to 68 show the contribution from each storm type to the seasonal precipitation totals, and how 
these contributions changed in the future. While almost all of the WFRG.cgcm3 seasonal precipitation 
totals are projected to increase in the future, these changes vary by both season and storm type.  For both 
the WFRG.cgcm3 and RCM3.gfdl models, storm type one events had the greatest contribution to the 
increases in future seasonal totals ranging from 10.63 to 30.84 and 32.0 to 43.5 mm/season, respectively.  
In contrast, storm type two caused very small contributions to precipitation total changes ranging from     
-3.97 to 5.73 and -0.880 to -8.99 mm/season for the WFRG.cgcm3 and RCM3.gfdl models, respectively.  
The CRCM.cgcm3 had different results. The storm type two events had the greatest contribution to future 
increases in seasonal precipitation totals (19.26 to 41.4 mm/season), and the storm type one events had 
the least contribution to future increases in seasonal precipitation (1.923 to 11.23 mm/season).  The 
CRCM.cgcm3 was the only model to not have future precipitation decreases in any season or storm type. 
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Figure 71: WFRG.cgcm3 100, 50 and two year storm IDF curves for the baseline and future time periods. 
 Figure 70: WFRG.cgcm3 100, 50 and Two Year Design Storms for the baseline and future time periods. 
Figure 69: WFRG.cgcm3 100, 50 and two year storm IDF curves for the baseline and future time periods. 
Baseline vs. Future IDF Curves 
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Table 66: Median WFRG.cgcm3 intensity values for the two, 50 and 100 year storms for durations 1 through 168 
hours during the baseline and future time period, as well as, the changes from the baseline to the future time 





















1 56.1 57.5 1.381 50.2 51.5 1.290 24.9 25.6 0.629 
2 38.8 39.8 0.955 34.7 35.6 0.892 17.24 17.67 0.435 
3 29.9 30.6 0.735 26.7 27.4 0.687 13.27 13.61 0.335 
4 24.4 25.0 0.600 21.8 22.4 0.561 10.83 11.10 0.273 
5 20.6 21.1 0.508 18.5 18.9 0.475 9.17 9.40 0.231 
6 17.92 18.36 0.441 16.03 16.44 0.412 7.96 8.16 0.201 
7 15.86 16.25 0.390 14.18 14.54 0.365 7.04 7.22 0.1777 
8 14.23 14.58 0.350 12.73 13.05 0.327 6.32 6.48 0.1594 
9 12.91 13.23 0.318 11.55 11.85 0.297 5.74 5.88 0.1447 
10 11.83 12.12 0.291 10.58 10.85 0.272 5.26 5.39 0.1325 
11 10.92 11.19 0.269 9.76 10.01 0.251 4.85 4.97 0.1223 
12 10.14 10.39 0.250 9.07 9.30 0.233 4.50 4.62 0.1136 
13 9.47 9.70 0.233 8.47 8.69 0.218 4.21 4.31 0.1061 
14 8.88 9.10 0.219 7.94 8.15 0.204 3.95 4.05 0.0995 
15 8.37 8.57 0.206 7.48 7.68 0.1924 3.72 3.81 0.0938 
16 7.91 8.11 0.1947 7.08 7.26 0.1819 3.51 3.60 0.0886 
17 7.50 7.69 0.1846 6.71 6.88 0.1725 3.33 3.42 0.0841 
18 7.14 7.31 0.1756 6.38 6.55 0.1641 3.17 3.25 0.0800 
19 6.80 6.97 0.1675 6.09 6.24 0.1565 3.02 3.10 0.0762 
20 6.50 6.66 0.1600 5.82 5.97 0.1496 2.89 2.96 0.0729 
21 6.23 6.38 0.1533 5.57 5.71 0.1432 2.77 2.84 0.0698 
22 5.98 6.12 0.1471 5.35 5.48 0.1374 2.66 2.72 0.0670 
23 5.75 5.89 0.1414 5.14 5.27 0.1321 2.55 2.62 0.0644 
24 5.53 5.67 0.1361 4.95 5.07 0.1272 2.46 2.52 0.0620 
48 2.95 3.03 0.0727 2.64 2.71 0.0679 1.313 1.346 0.0331 
168 0.928 0.950 0.0228 0.83 0.851 0.0213 0.412 0.422 0.0104 
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Figure 72: RCM3.gfdl 100, 50 and two year storm IDF curves for the baseline and future time periods. 
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Table 67: Median RCM3.gfdl intensity values for the two, 50 and 100 year storms for durations 1 through 168 hours 
during the baseline and future time period, as well as, the changes from the baseline to the future time periods. All 






















1 69.2 69.4 0.1547 59.2 59.5 0.298 25.9 26.8 0.842 
2 47.9 48.0 0.1069 40.9 41.1 0.206 17.93 18.51 0.582 
3 36.8 36.9 0.0823 31.5 31.6 0.1587 13.80 14.24 0.448 
4 30.0 30.1 0.0671 25.7 25.8 0.1294 11.25 11.62 0.365 
5 25.4 25.5 0.0568 21.7 21.8 0.1095 9.52 9.83 0.309 
6 22.1 22.1 0.0493 18.86 18.95 0.0951 8.27 8.53 0.268 
7 19.51 19.55 0.0436 16.68 16.76 0.0841 7.31 7.55 0.237 
8 17.51 17.54 0.0391 14.97 15.04 0.0754 6.56 6.77 0.213 
9 15.88 15.92 0.0355 13.58 13.65 0.0685 5.95 6.15 0.1931 
10 14.55 14.58 0.0325 12.44 12.50 0.0627 5.45 5.63 0.1768 
11 13.42 13.45 0.0300 11.47 11.53 0.0578 5.03 5.19 0.1632 
12 12.46 12.49 0.0278 10.65 10.71 0.0537 4.67 4.82 0.1515 
13 11.64 11.66 0.0260 9.95 10.00 0.0501 4.36 4.50 0.1415 
14 10.91 10.94 0.0244 9.33 9.38 0.0470 4.09 4.22 0.1327 
15 10.28 10.30 0.0230 8.79 8.83 0.0443 3.85 3.98 0.1250 
16 9.72 9.74 0.0217 8.31 8.35 0.0419 3.64 3.76 0.1181 
17 9.22 9.24 0.0206 7.88 7.92 0.0397 3.45 3.57 0.1120 
18 8.76 8.78 0.0196 7.49 7.53 0.0378 3.28 3.39 0.1065 
19 8.36 8.37 0.0187 7.14 7.18 0.0360 3.13 3.23 0.1016 
20 7.98 8.00 0.0178 6.83 6.86 0.0344 2.99 3.09 0.0971 
21 7.65 7.66 0.0171 6.54 6.57 0.0330 2.87 2.96 0.0930 
22 7.34 7.35 0.0164 6.27 6.30 0.0316 2.75 2.84 0.0892 
23 7.05 7.07 0.0158 6.03 6.06 0.0304 2.64 2.73 0.0857 
24 6.79 6.80 0.0152 5.80 5.83 0.0293 2.54 2.63 0.0825 
48 3.62 3.63 0.0081 3.10 3.11 0.0156 1.357 1.401 0.0440 
168 1.134 1.136 0.0025 0.969 0.974 0.0049 0.425 0.439 0.0138 
  
         
    
 211   
  
Figure 73: CRCM.cgcm3 100, 50 and two year storm IDF curves for the baseline and future time periods. 
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Table 68: Median CRCM.cgcm3 intensity values for the two, 50 and 100 year storms for durations 1 through 168 
hours during the baseline and future time period, as well as, the changes from the baseline to the future time 






















1 107.1 97.1 -9.98 87.8 82.8 -4.99 31.6 32.3 0.733 
2 74.0 67.1 -6.90 60.7 57.2 -3.45 21.8 22.3 0.507 
3 56.9 51.6 -5.31 46.7 44.0 -2.65 16.80 17.19 0.390 
4 46.4 42.1 -4.33 38.1 35.9 -2.16 13.70 14.02 0.318 
5 39.3 35.6 -3.66 32.2 30.4 -1.831 11.60 11.86 0.269 
6 34.1 30.9 -3.18 28.0 26.4 -1.589 10.07 10.30 0.234 
7 30.2 27.4 -2.81 24.7 23.3 -1.405 8.90 9.11 0.207 
8 27.1 24.5 -2.52 22.2 20.9 -1.261 7.99 8.17 0.1854 
9 24.6 22.3 -2.29 20.1 18.99 -1.144 7.25 7.42 0.1682 
10 22.5 20.4 -2.10 18.44 17.39 -1.048 6.64 6.79 0.1540 
11 20.8 18.82 -1.934 17.01 16.05 -0.967 6.12 6.27 0.1421 
12 19.27 17.48 -1.796 15.80 14.90 -0.898 5.69 5.82 0.1320 
13 17.99 16.32 -1.677 14.75 13.91 -0.838 5.31 5.43 0.1232 
14 16.88 15.30 -1.573 13.84 13.05 -0.786 4.98 5.10 0.1156 
15 15.90 14.42 -1.482 13.03 12.29 -0.741 4.69 4.80 0.1089 
16 15.03 13.63 -1.401 12.32 11.62 -0.700 4.43 4.54 0.1029 
17 14.25 12.92 -1.328 11.68 11.02 -0.664 4.20 4.30 0.0976 
18 13.55 12.29 -1.263 11.11 10.48 -0.631 4.00 4.09 0.0928 
19 12.92 11.72 -1.204 10.59 9.99 -0.602 3.81 3.90 0.0885 
20 12.35 11.20 -1.151 10.12 9.55 -0.575 3.64 3.73 0.0846 
21 11.82 10.72 -1.102 9.69 9.14 -0.551 3.49 3.57 0.0810 
22 11.34 10.29 -1.057 9.30 8.77 -0.528 3.35 3.43 0.0777 
23 10.90 9.89 -1.016 8.94 8.43 -0.508 3.22 3.29 0.0747 
24 10.50 9.52 -0.978 8.61 8.12 -0.489 3.10 3.17 0.0719 
48 5.60 5.08 -0.522 4.59 4.33 -0.261 1.652 1.690 0.0383 
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Figures 60 to 71 show the IDF curves for design storm (100, 50 and two year storms) intensities ranging 
in duration from one hour to 24 hours for the baseline and future time periods.  The intensities for all 
durations except for the 24 hour storm (which was the direct output of the model) were calculated by 
fitting NCDC LaGuardia Airport station data to a non-linear function using the R-software package 
‘minpack.lm’.  The following equation provided by Chow et al. [1988] which relates storm intensity to 
storm duration and return period was used: 
    𝑖 =
𝑐 ∗ 𝑟
𝑑𝑒 + 𝑓
                                                                                                                                      (17) 
where i is storm intensity (mm/hr), r is the return period (quantile), d is the duration (hours), and c, e 
and f are coefficients.   
Table 69: Results of the non-linear regression for NCDC LaGuardia station data. 
Coefficient Value Std. Error T-Score P-Value 
c 4.47 0.578 7.73 <0.01 
e 0.94 0.059 15.86 <0.01 
f 1.06 0.279 3.81 <0.01 
 
 The IDF curves have only minor increases in the future.  For the WFRG.cgcm3 model, the 100-year 
storm intensity increases ranged from 1.381 to 0.0228 mm/hr, the 50-year storm intensity increases 
ranged from 1.290 to 0.0213 mm/hr, and the two-year storms intensity increases ranged from 0.629 to 
0.0104 mm/hr. Similarly, the RCM3.gfdl model had 100-year storm intensity increases ranging from 
0.1547 to 0.0025 mm/hr, 50-year storm intensity increases ranging from 0.298 to 0.0049 mm/hr, and two-
year storms intensity increases ranging from 0.842 to 0.0138 mm/hr.  In contrast to the WFRG and RCM3 
models, the CRCM.cgcm3 model had decreases in the 100 and 50-year storm intensities ranging from 
9.98 to 0.1634 and from 4.99 to 0.0817 mm/hr, respectively.  The CRCM.cgcm3 two-year storm intensity 
increases ranged from 0.733 to 0.0120 mm/hr.  These changes are small when compared to the total 
baseline and future intensities, and do not reflect the large positive trends seen in recent historic extreme 
events or trends projected for future extreme precipitation events. 
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IV: Overview 
The weather generator was verified through an examination of its ability to capture various NARCCAP 
parameters.  Annual precipitation patterns were accurately captured by our model for all three NARCCAP 
RCM-GCM combinations.  Storm type percentages for our model differed by 0.2% or less compared to 
the NARCCAP input percentages.  The transition probabilities for our model were within a 0.003 
probability of the NARCCAP probabilities. The L-moments and parameters for the hybrid model 
accurately captured the corresponding NARCCAP values, with the exception of the CRCM.cgcm3 model 
which underestimated the skewness for storm type three. 
The relative performance of the gamma-only and hybrid models were evaluated using QQ plots to 
compare their simulated quantiles versus the NARCCAP quantiles.  The difference between the gamma-
only and NARCCAP quantiles were greater for all three NARCCAP RCM-GCMs suggesting the hybrid 
distribution more precisely captured extreme rainfall events.  Seasonal precipitation totals for the gamma 
and the hybrid simulations differed by less than 4.6% signifying that the gamma-only model may provide 
a suitable, and simpler, alternative to the hybrid model for applications which are not concerned with 
extreme rainfall. 
Lastly, differences between the baseline and future hybrid simulations were examined.  CDDs were 
projected to increase in frequency for droughts lasting longer than about a week.  CWDs were also 
projected to increase in frequency for wet spells lasting longer than a week.  However, these changes 
were minor and indicate future wet spells will not meaningfully change.  All three NARCCAP models 
had a future decrease in annual wet days.  The opposite was true for January during which there was an 
increase in future wet days.  The total annual number of future storm type one events increased while the 
total annual number of future storm type two events decreased for both the WFRG.cgcm3 and 
CRCM.cgcm3 models.  The RCM.gfdl model had the opposite results.  This model had a future increase 
in storm type two events and a future decrease in future storm type one events. Seasonal precipitation 
totals had future increases in all four seasons.  These changes were relatively greater in the winter, and 
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relatively smaller in the summer and fall.  IDF curves, created for the two, 50, and 100 year storm events, 
had relatively small future changes which were insignificant compared to the large depths of these 
extreme events.  
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VI: Weather Generator Discussion 
 
I: Model Validation 
The precipitation occurrence simulations in our study captured the seasonal pattern of precipitation 
occurrence with relatively high accuracy (figures 1-6).  Furrer and Katz [2007] utilized a similar GLM 
approach to capture the seasonal pattern of precipitation occurrence in Pergamino, Argentina.  Figure 3 in 
their study shows that their simulated precipitation probabilities closely match the smoothed empirical 
data.   Both follow a single sinusoidal cycle with low probabilities (~0.175) in the summer months and 
high probabilities (~0.260) in the winter months.  This is in contrast to the seasonal pattern projected by 
the baseline LaGuardia Airport models.  Here the seasonal precipitation probabilities followed two annual 
sinusoidal patterns with the highest probabilities occurring in the summer.  This difference illustrates how 
different locations have different annual precipitation patterns.   
The storm type percentages and transition probabilities were captured accurately by the storm type 
simulations in our study.  The storm type percentages differed from the NARCCAP data by less than 
0.2%, and the transitional probabilities differed by less than a 0.003 probability.  Fowler et al. [2000] 
used a similar method to simulate six storm types at three separate locations in England, and had similar 
results.  Table 6 in the Fowler et al. [2000] study shows the difference between the simulated number of 
annual storm type evens and the corresponding historical data.  The greatest difference among all six 
storm types at the three locations was 0.7 events/year.  Table 4 shows that the difference between their 
mean simulated and historical transition probabilities were separated by no more than a 0.01 probability.  
The gamma-only precipitation intensity simulations either underestimated skew, or overestimated 
variance for a significant fraction (14/24) of storm types simulated in our study.  These errors were likely 
caused by the gamma distribution’s inability to accurately capture the more extreme rainfall events.  The 
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GP distribution was more accurate in capturing the statistical properties of precipitation above the 
threshold value.  The GP simulations underestimated the mean for one out of the 24 simulated storm 
types.  Table nine in the Fowler et al. [2000] study shows no real pattern for the simulated precipitation 
mean which was underestimated for nine out of the 18 storm types.  The simulated precipitation variance 
had a more concrete pattern, and underestimated the variance for 12 of the 18 storm types.   Fowler et al. 
[2000] did not include confidence intervals in their analysis making it hard to determine what percentage 
of these statistics were significantly under or over-estimated.  Furthermore, their precipitation intensity 
was simulated using the Neyman-Scott Rectangular Pulses model which used different statistical methods 
than the hybrid simulations utilized in our study. 
II: Gamma-only Model versus Hybrid Model 
The quantile-quantile plots for our study show a clear improvement in the hybrid model’s ability to 
capture large precipitation events as compared to the gamma-only model.  In every simulation, the mean 
and maximum difference between the NARCCAP output and the hybrid model was less than the 
difference between the NARCCAP output and the gamma-only model for precipitation events exceeding 
the calculated thresholds.  Furrer and Katz [2008] compared a gamma-only model to both a stretched 
exponential (Weibull) and gamma/GP hybrid model.  Figure 8 in their study shows the quantiles of all 
three models versus the quantiles of the observed data measured at Pergamino, Argentina and Fort 
Collins, Colorado.  It is clear their hybrid model better captures the high quantile precipitation events, 
especially at Fort Collins where precipitation had a higher positive skew.   
For seasonal precipitation totals, the gamma-only and hybrid models had similar results with less than 5% 
difference across all simulations in our study.  Although the Furrer and Katz [2008] study focused 
exclusively on extreme precipitation, their thresholds (32 mm at Pergamino and 15 mm at Fort Collins) 
were greater than the vast majority of precipitation events at both locations.  Therefore, it can be assumed 
that the bulk of their precipitation data would not be drastically impacted by the implementation of the 
hybrid model, and the gamma-only model would provide sufficient data for situations in which extreme 
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events are not important.  Thresholds for our study, which were calculated for every storm type, model 
and time period, ranged from roughly 10 mm to 35 mm. 
The design storm box plots provided a comparison between the gamma-only and hybrid model’s ability to 
capture the two, 50 and 100 year storms.  With the exception of our baseline WFRG.cgcm3 simulations, 
the hybrid models provided more accurate estimates of these storm events than the gamma-only 
simulations. Figure 10 in the Furrer and Katz [2008] study shows box plots for the Fort Collins 50 year 
storm event, fit with the GEV distribution, using both the gamma-only and hybrid simulations.  The 
hybrid simulation had a median value of approximately 90 mm and underestimated the observed value of 
approximately 105 mm.  However, it improves upon the gamma-only simulations which had a median 
value of 55 mm. 
III: Baseline versus Future Simulations 
Consecutive Dry Days 
Our study found that the frequency of consecutive dry days (CDDs) greater than five days is expected to 
increase by mid-century (2038-2067) for all three NARCCAP models.  Tebaldi et al. [2006] also 
examined future changes to CDDs on a global scale, and found that by the late 21st century the maximum 
annual CDD length could increase by 0.5-1.5 days/year.  Hayhoe et al. [2007] found that Northeastern US 
droughts, measured as the number of consecutive months soil moisture is below the 10th quantile, of short 
(1-3 months) and medium lengths (3-6 months) will increase in the future, and longer droughts (6+ 
months) will remain relatively constant.  Similarly, the 2014 National Climate Assessment found that 
short and medium-term droughts (seasonal or shorter) will increase in most areas of the US including the 
Northeast, and longer droughts will increase in several regions such as the Northwest, Great Plains and 
Southeast but will remain constant in the Northeast [Melillo et al., 2014].  Finally, R M Horton et al. 
[2015b] found that NYC has a greater probability than not (> 50%) of having more short-term droughts 
(less than a season) in the late 21st century  Figures 48 to 50 show that the largest changes to the 
frequency of our projected CDDs occur for lengths ranging approximately 15 to 30 days.  For CDDs 
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longer than a month, the difference is minimal.  These findings agree with Melillo et al. [2014],  Hayhoe 
et al. [2007] and R Horton et al. [2015] which found increases in seasonal-length droughts and smaller 
changes to longer droughts.    
Figures 51 to 53 show that our model projects the number of wet days to decrease considerably in June, 
July and November.  In agreement with these findings, the 2014 National Climate Assessment projects a 
higher frequency in future summer droughts due to more extreme heat and evaporation coupled with 
minimal increases in summer precipitation [Melillo et al., 2014]. 
Droughts can have a detrimental impact on water supply systems.  The NYC water supply system is the 
largest in the US without the use of mechanical infiltration, and encompasses 19 reservoirs and three 
lakes supplying roughly one billion gallons of water daily to nine million residents.  Matonse et al. [2011] 
used the generalized watershed loading functions-variable source model (GWFL-VSA) driven by the 
output of three bias-corrected GCMs, to examine how future precipitation patterns will impact the NYC 
water supply system.  Their results indicate that decreases in winter snowpack, due to increases in 
temperature, coupled with increased winter and early spring precipitation will lead to earlier summer 
reservoir recharge which will more than offset the relatively small inflow increases and higher 
evaporation rates in the summer.  These results suggest that the increase in summer droughts may not 
negatively impact the NYC water supply. 
Consecutive Wet Days 
Our study found substantial decreases in consecutive wet days (CWDs) for shorter duration wet spells (~2 
to 7 days), and marginal increases in wet spells lasting longer than a week by the mid-century (2038-
2067).  Thibeault and Seth [2014] examined CMIP5 projections of various extreme climate indices 
including CWDs, which they define as the annual maximum of consecutive days with precipitation 
exceeding 1 mm, for the Northeast US and adjacent Canada.  Similar to our study, their results found 
small positive shifts in future CWDs, with increased variability occurring in the late century (2071-2099).   
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Seasonal Precipitation Patterns 
The seasonal cycle of precipitation in the Northeast is an important factor in the region’s hydrology.  It 
controls, in part, the timing of riverine flooding and reservoir water levels used to provide drinking water 
to municipalities.  Therefore, it is important to understand how the seasonal precipitation cycle may 
change in the future. 
Our study found the probability of precipitation had substantial decreases in the summer and fall months, 
with smaller increases in the winter months.  These changes, in conjunction with an increase in mean 
daily precipitation, resulted in increases in seasonal precipitation totals by the mid-century (2038-2068) 
for all four seasons in all three NARCCAP models.  The winter had the greatest changes, and the summer 
had the smallest changes. 
Hayhoe et al. [2007] examined the changes to winter and summer precipitation in the Northeast US, 
which they defined as the six New England states, New York, New Jersey and Pennsylvania.  In 
agreement with our study, they found greater increases in the winter precipitation (+6 to +16% by 2035-
2064, and +12 to +30% by 2070-2099), and smaller changes in the summer precipitation (-1 to +3% by 
2035-2064 and -1 to 0% by 2070-2099).   As part of the New York City Panel on Climate Change 
(NPCC) Horton et al. [2011], looked at precipitation changes specifically for the NYC metropolitan area.  
They used a suite of 16 CMIP3 GCMs, statistically downscaled to the Central Park weather station using 
the delta method.  Their findings match those of our study with respect to seasonal precipitation changes 
with the largest increases in the winter and the smallest in the summer.  By the late 21st century, they 
project seasonal changes relative to station data from 1970 to 1999, ranging from roughly 5 to 20%, 0 to 
17.5%, -10 to 10 %, and -5 to 8% for the winter, spring, summer and fall seasons, respectively.  Matonse 
et al. [2011] examined the precipitation changes in the watersheds to the northwest of NYC and their 
impacts on the city’s water supply system.  They found that the average precipitation will increase 
throughout most of the year except for May and August.  Once again, the greatest changes are projected 
to occur in the winter (+27% for both mid and late 21st century), and the smallest in the summer (+ 4.6 
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and 5.5% by the mid and late 21st century).  Lynch et al. [2016] review recent and future changes to 
monthly mean annual temperature and precipitation cycles for New England, New York, New Jersey, 
Pennsylvania and parts of the Canadian provinces Quebec and Ontario.  Using a suite of 16 CMIP5 
GCMs, they found the models generally overestimate the amplitude of the seasonal precipitation cycle. 
They explain how the Northeast has experienced relatively small month to month rainfall variation 
resulting from North Atlantic cyclones transporting moisture into the region during the cold months, and 
North Atlantic subtropical anticyclones guiding moisture into the region during the warmer months.  
Their results suggest that by the end of the 21st century Northeast precipitation will increase significantly 
(p<0.05) by 2.085, 2.059, 0.379 and 0.564 cm/month for the winter, spring, summer and fall months, 
respectively.  In agreement with all of the previous studies, as well as our study, they found the greatest 
precipitation changes will occur in the winter and the smallest precipitation changes will occur in the 
summer.  Lastly, in the southern sub region of the Lynch et al. [2016] study, in which NYC is located, an 
increase in the amplitude of seasonal precipitation was projected resulting from the relatively large 
increases to winter rainfall, as well as, a phase shift with more precipitation occurring between November 
and April and less precipitation occurring between May and October. 
Storm Type 
Extreme precipitation in the Northeast is the result of several distinct meteorological storm types.  
Convective rainfall, such as summer thunderstorms, mid-latitude cyclones, such as Nor’easters, and 
tropical hurricanes represent three of the major extreme precipitation storm types.  The frequency of each 
varies by season. Future extreme precipitation depends on changes to these storm types.  In the NYC 
metropolitan area, tropical cyclones are infrequent, but very strong causing extensive damage. They 
usually occur between July and October.  Nor’easters, which occur most often in the cold months, are less 
damaging, but more frequent than tropical hurricanes [R M Horton et al., 2015a].  According to the 2014 
National Climate Assessment, northeast hurricanes will increase in strength and decrease in frequency, 
while the evidence concerning future Nor’easters is unclear [Melillo et al., 2014]. 
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H Li and Colle [2016] examined how warm season convective precipitation will change in the future in 
the Northeast.  Using seven CMIP5 GCMs and the RCP 8.5 emissions scenario, they projected convective 
environment days (CE), or days conducive to extreme convective precipitation. CE days were calculated 
using thresholds of specific atmospheric variables including the mass weighted vertical integral of daily 
averaged specific humidity between 850 and 500 hPa, the temperature gradient between 850 and 500 hPa, 
and the pressure vertical velocity term average from 750 to 500 hPa.  They projected the number of CE 
days to increase significantly by 4.48 +/- 0.25 days/decade from 2006 to 2099, and the number CE days 
per season to increase from 57 days in the baseline period (1979-2005) to 79 days in the future (2006-
2099).  It is important to note that the number of CE days does not equal the number of extreme 
convective precipitation events.  Precipitation occurs on approximately 50% of CE days. 
Lombardo et al. [2015] studied how cool season mid-latitude cyclones will change in the future.  They 
used 15 CMIP5 GCMs to analyze atmospheric patterns from November through March.  A cyclone is 
defined as local minima in mean sea level pressure fields with one closed contour, a lifetime of at least 24 
hours and a minimum movement of 1000 km.  They found that precipitation with a cyclone event will 
increase in intensity by 20%, but decrease in frequency by eight events per season along the eastern 
seaboard by the late 21st century.  Additionally, they projected a 9% decrease in the lightest cyclones 
(<0.5 mm) and a 73% increase in the strongest cyclones (> 9.5 mm) by the end of the 21st century.  Colle 
et al. [2013] also examined how cool season extratropical cyclones will change in the future.  They used a 
‘best7’ suite of models chosen from 15 CMIP5 GCMs and the automated Hodges MSLP cyclone tracking 
scheme to project these changes.  Similar to the Lombardo et al. [2015] study, they found a 12% 
reduction in relatively weak cyclones (1000-1010 hPa) and a 10-40% increase in relatively strong 
cyclones (960-980 hPa) by the late 21st century. 
Finally, Lin et al. [2016] use a statistical model to project the frequency and intensity of future tropical 
hurricanes in the NYC area.  Hurricane Sandy, which struck NYC in October of 2012 with a storm surge 
of 2.8 m and a storm tide of 3.4 m recorded at Battery Park in Manhattan, is used as a baseline for 
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comparing future hurricane activity to historical activity.  Four GCMs, CNRM, GFDL, ECHAM, and 
MIROC, were used to project future storm climatology.  A Poisson process was used to model baseline 
(1981-2000) and future (2081-2100) hurricane frequency, and flood heights were calculated using 
projected relative sea levels (sea level relative to the mean 2000 sea level) and storm surge heights.  A 
Hurricane Sandy-like storm (3.4 m storm tide) had a return period of 398 years in 2000, and is projected 
to have a reduced return period ranging from 23 to 130 years by the late 21st century.  By 2100, the flood 
height of a 398 year hurricane is projected to be between 3.5 and 4.3 m in Battery Park NY. 
Extreme Precipitation 
There is an abundance of data and climate projections concerning future changes to extreme, or unusually 
intense, precipitation events.  The majority of these studies agree extreme rainfall events will occur more 
frequently in the future.  The 2014 National Climate Assessment projected a three to four-fold increase in 
the frequency of current 20 year storms in the Northeast under the relatively high RCP 8.5 emissions 
scenario.  Effectively this means storms which presently occur on average once every 20 years will occur 
roughly every 5-7 years by the end of the century [Melillo et al., 2014].  The report additionally projects 
the maximum annual precipitation event in the Northeast to increase in total depth by 20 to 30% by the 
end of the 21st century under the RCP 8.5 emissions scenario.  As part of the NYC Panel on Climate 
Change, R M Horton et al. [2015b] looked specifically at changes in extreme precipitation in the NYC 
metropolitan area.  They found 1 inch precipitation events, which presently occur roughly 13 times a year, 
will occur 15 to 17 time per year by the 2080s, 2 inch events, which presently occur roughly 3 times per 
year, will occur 4 to 5 times per year by the 2080s, and 4 inch events, which presently occur roughly 0.3 
times per year, will occur 0.3 to 0.5 times per year by the 2080s. 
Our study examined changes to the two, 50 and 100 year storms by mid-century (2038-2067) in the grid 
covering LaGuardia Airport.  The RCM3 and the WFRG both projected modest increases in all three 
design storms.  The largest projected change was an increase of 1.381 mm/hr in the hourly maximum 
intensity for the WFRG.cgcm3 100 year storm. This change is relatively small relative to 56.1 mm/hr 
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baseline maximum hourly rate for the 100 year event.  The CRCM.cgcm3 model had different results 
with decreases of -9.98 mm/hr and -4.49 mm/hr for the maximum hourly intensity of the 100 and 50 year 
storms, respectively.  Although the CRCM results did not agree with the overall consensus that intense 
storms will increase in frequency and depth, some previous studies have produced similar results.  For 
example, Tryhorn and DeGaetano [2011] compared several statistical and dynamic downscaling 
techniques using output from the HadCM3 GCM.  They calculated decreases of 12.1 and 19% for the 50 
year storm, and 15.1 and 24.5% decreases for the 100 year storm by the mid-century (2041-2060) using 
the BCSD statistical downscaling method and the dynamically downscaled NARCCAP RCM model, 
respectively.  Conversely, they calculated increases of 4.8 and 3.3% for the 50 and 100 year storms by the 
mid-century using the SDSM statistical downscaling method. 
Our model did not show large increases in extreme or design storms, and this is, in part, the result of the 
model’s statistical framework.  In terms of future precipitation change, only the mean intensity was 
altered.  A linear trend test conducted on observed data for the NCDC LaGuardia station found an 
increase in mean rainfall intensity of 1.93 mm/day from the baseline (1968-1997) to the future period 
(2038-2067).  This may be a substantial increase for smaller more frequent storms, but for the larger more 
extreme events which often exceed 50 or 100 mm, the change is relatively small.  Future studies may 
consider trends in the historical precipitation’s variance and skew for modeling future extreme rainfall.  
Although not incorporated into our model, trends in the 2nd (variance) and 3rd (skewness) l-moments were 
calculated using historic LaGuardia Airport rainfall data (1949-2012).  Both had positive statistically 
significant trends over the past half-century with p-values of 0.025, <0.01, and 0.032 for the 2nd l-moment 
and <0.01, <0.01, and 0.017 for the 3rd l-moment using the Kendall, Pearson and Spearman trend tests, 
respectively.  
         
    





Table 70: The Number of storms per year that are two standard deviations, or more, above the daily precipitation 
median for the baseline and future periods, as well as, the difference between the two periods. 
Model Period 
# of Storms Two 
StDs above Median 
WFRG.cgcm3 Baseline  6.91 
WFRG.cgcm3 Future  7.51 
WFRG.cgcm3 % Change 8.73 
RCM3.gfdl Baseline  7.17 
RCM3.gfdl Future  8.17 
RCM3.gfdl % Change 13.94 
CRCM.cgcm3 Baseline  6.12 
CRCM.cgcm3 Future  6.24 
CRCM.cgcm3 % Change 2.05 
 
Less extreme events, although still relatively infrequent, occur multiple times a year, and may provide a 
better metric to describe how future precipitation changes may impact infrastructure. For example, 
according to a personal communication with Ryan Spicer, Environmental Operations Analyst at the 
Dallas Fort Worth International Airport, rainfall events that exceed the median daily precipitation by two 
standard deviations or more can cause flight delays and cancellations.  Additionally, these storms are 
closer to the mean than the more extreme events described above, and therefore, may be more accurately 
captured by our model.   
The number of storm events that were two standard deviations above the median precipitation were 
counted for all 500 baseline simulations by the NARCCAP models. The threshold values were 28.6, 29.1 
and 33.6 mm for the WFRG.cgcm3, RCM3.gfdl and CRCM.cgcm3 models, respectively. The 
WFRG.cgcm3 and RCM3.gfdl simulations had 8.73 and 13.94% increases in annual occurrences by mid-
century (2038-2067), respectively.  The CRCM.cgcm3 model, on the other hand, only had a 2.05% 
increase. 
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If data are normally distributed, two standard deviations above the median is the 97.5th percentile.  Past 
studies have examined similar storms, calculating changes to the storms above the 95th and 99th 
percentiles. Thibeault and Seth [2014] examined future changes to the annual total precipitation above 
both the 95th and 99th percentile using 23 CMIP5 GCMs and the high RCP 8.5 emissions scenario.  They 
found total precipitation above the 95th percentile will increase from ~250 mm presently to ~ 400 mm by 
the end of the century, and total precipitation above the 99th percentile will increase from ~75 mm 
presently to ~ 175 mm by the end of the century.  Ning et al. [2015] looked at the number of precipitation 
days above the 95th percentile using the BCSD downscaling technique applied to 5 CMIP5 GCMs.  Their 
results, two to five additional days above the 95th percentile under the RCP 8.5 emissions scenario by 
2050-2099 relative to 1950-1999 levels, are larger than the increases projected by our model (Table X).  
Finally, R Horton et al. [2015] examined changes to similar relatively small extreme storms as part of the 
New York City Panel on Climate Change.  They found that by the end of the 21st century, the frequency 
of one inch storms in NYC will increase by two to four days per year, the frequency of two inch storms 
will increase by one to two days per year, and the frequency of four inch storms will increase by 0 to 0.2 
days per year.  They point out that these changes may not be uniform across the entire NYC region with 
coastal regions in Queens and Brooklyn experiencing less extreme events than Central Park, where the 
data for the study was obtained. 
IV: Overview 
In terms of model validation, both our study and Furrer and Katz [2007] captured precipitation 
occurrence, storm type frequency and storm type transition probabilities with high accuracy.  Our hybrid 
model captured the mean, variance and skew of the NARCCAP output well.  Fowler et al. [2000]’s 
model underestimated precipitation variance.  Because they did not include confidence intervals in their 
results, it cannot be determined if these discrepancies are statistically significant. Both our study and 
Furrer and Katz [2008] found that the hybrid model captured the extreme precipitation more accurately 
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than the gamma-only model. However, the hybrid model did not improve seasonal and annual 
precipitation totals, because extreme events only account for a small fraction of the total precipitation.   
Our study and several past studies [Hayhoe et al., 2007; R M Horton et al., 2015b; Melillo et al., 2014] 
project more frequent shorter, seasonal length droughts in the future, with little change in the frequency 
longer droughts. In terms of wet spells, both our study and Thibeault and Seth [2014] project small 
increases for consecutive wet days lasting longer than a week. Our study agreed with several past studies 
[Hayhoe et al., 2007; Horton et al., 2011; Lynch et al., 2016; Matonse et al., 2011] that the winter months 
will experience the greatest increases in seasonal precipitation, and the summer months will experience 
the smallest increases.  
 In terms of storm types, convective rainfall events are projected to increase in the future, mid-latitude 
cyclones are projected to decrease overall, but increase for the strongest storms, and tropical cyclones are 
projected to increase in frequency in the future [H Li and Colle, 2016; Lin et al., 2016; Lombardo et al., 
2015].  Past studies [R Horton et al., 2015; Melillo et al., 2014] have projected increases in large extreme 
events, however, our study, which only included mean storm intensity trends, showed modest increases in 
these storms.  In terms of moderate extreme events (events two standard deviation greater than the 
median), both the WFRG and RCM3 models projected substantial increases while the CRCM model 
projected a more modest increase by mid-century.  Past studies [R Horton et al., 2015; Ning et al., 2015; 
Thibeault and Seth, 2014] suggest that the WFRG and RCM3 projections are the lower bound for 
precipitation events exceeding the 95th and 99th percentile by the end of the century. 
V: Model Approach and Applications 
Weather generators were first developed by Belgium scientist Adolphe Quetelet over a century ago in 
1852.  Recent studies have investigated how to improve a weather generator’s ability to accurately 
simulate local rainfall patterns.  Fowler et al. [2000] used a rectangular-pulse weather generator, 
conditioned by Lamb weather types, to simulate local precipitation patterns in Yorkshire, England.  The 
incorporation of atmospheric conditions creates a more physically realistic model, and takes advantage of 
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a GCM’s ability to accurately project pressure systems.  Furrer and Katz [2008] developed a Markov 
Chain weather generator using a hybrid distribution to better capture extreme precipitation events at Fort 
Collins, Colorado and Pergamino, Argentina.  Our weather generator combines elements from the two 
aforementioned weather generators, using both the hybrid distribution to better capture extreme rainfall, 
and SOMs to connect rainfall to concurrent atmospheric conditions.  Furthermore, our study adjusts 
annual average mean rainfall to potential future conditions, and simulates future rainfall time series. 
As discussed in the results section, this study found substantial changes in future annual precipitation 
patterns, and increases in the frequency of consecutive dry days lasting longer than a week.  These 
changes will have large impacts on annual streamflow, drinking water availability, and agriculture.  
Matonse et al. [2011] examined how future rainfall patterns will impact NYC’s drinking water supply.  
They found that a greater proportion of winter precipitation in the form of rain, in conjunction with 
greater winter and spring rainfall totals, will recharge reservoirs at an earlier date, thus offsetting the 
increased potential for future summer droughts and higher summer evaporation rates.  However, smaller, 
less robust catchments may prove to be more sensitive to future precipitation changes.  Falkenmark and 
Rockstrom [2010] suggested climate change may result in more “water shocks”, or periods of too much 
water, too little water, or the wrong timing of water, in many parts of the world.  They praised the “South 
African Water Act” which taxes industries for “streamflow reducing activities” as a good example of 
legislation addressing these issues.  The weather generator developed for this study is capable of 
capturing changes in droughts, wet spells and annual precipitation patterns and could be used to help 
lawmakers enact similar policy changes in regions where necessary. 
Increased drought frequency could lead to low streamflow conditions, which in turn, could prevent 
important aquatic fauna from passing through stream crossings such as culverts.  Culverts can be 
retrofitted using hydraulic design, in which weirs and baffles are utilized, to maintain adequate flow depth 
for important aquatic organism passage.  Where resources are available, culverts can be replaced with 
newer designs that incorporate geomorphic simulation.  These crossings, which span a stream’s bankfull 
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width and use natural substrate material, can help minimize the negative impact of the stream crossing on 
the conveyance of water, sediment and aquatic organisms during low flow events.  Our weather generator 
can provide useful information to engineers concerning culvert design and maintenance.  
This studies’ model predicted substantial increases in storms two standard deviations above the median.  
According to Ryan Spicer, Environmental Operations Analyst at the Dallas Fort Worth International 
Airport, this is the level at which precipitation events start to disrupt airport operations.  It would be 
reasonable to assume that this level of rainfall will impact automobile transportation systems as well.  Our 
weather generator can provide transportation officials with data to help them plan for future changes to 
the frequencies of such events. 
Although our model did not project large increases in design storms, the two, 50 and 100 year storms, 
many previous studies have projected large increases in these events.  This change will impact the 
performance of culverts, bridges and stormwater drainage systems.  Two recent hurricanes, Hurricanes 
Harvey and Irene, provide good examples of the problems these large storms can cause undersized 
infrastructure.  Hurricane Irene struck the Northeast US in August 2011 and caused numerous culvert 
failures across the region, particularly in Vermont.  Hurricane Harvey made landfall near Houston in 
August 2017 and caused major flooding due in part to an outdated stormwater drainage system.  Perhaps, 
with adjustments made to rainfall variance and skewness, our weather generator can capture these 
changes to future extreme storms and provide important information to communities with undersized 
infrastructure. 
The weather generator developed for this study is capable of capturing both mean and extreme 
precipitation and connects atmospheric conditions to individual storms via SOMs.  This novel approach is 
used to project future rainfall frequency and intensity.  It is capable of providing engineers, hydrologists, 
and policymakers important data, which they can use to make decisions designed to mitigate the 
difficulties resulting from changes to future rainfall.    
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Figure 74: Trend Plot of Average Annual Depth (mm) at Albany, NY 
VIII: Appendix 
I: Historical Precipitation Trend Plots 
Figure 75: Trend Plot of Average Seasonal Depth (mm) at Albany, NY 
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Figure 76: Trend Plot of Average Annual Depth (mm) at Birch Hill MA 
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Figure 78: Trend Plot of Average Annual Depth (mm) at Boston MA 
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Figure 80: Trend Plot of Average Annual Depth (mm) at Bridgeport CT 
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Figure 83: Trend Plot of Average Seasonal Depth (mm) at Buffalo NY 
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Figure 84: Trend Plot of Average Annual Depth (mm) at Burlington VT 
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Figure 86: Trend Plot of Average Annual Depth (mm) at Caribou ME 
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Figure 88: Trend Plot of Average Annual Depth (mm) at Central Park  NY 





         
    
 244   
  
Figure 90: Trend Plot of Average Annual Depth (mm) at Concord NH 
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Figure 92: Trend Plot of Average Annual Depth (mm) at East Milton MA 
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Figure 94: Trend Plot of Average Annual Depth (mm) at Hartford CT 
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Figure 96: Trend Plot of Average Annual Depth (mm) at Hyannis MA 
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Figure 98: Trend Plot of Average Annual Depth (mm) at Laguardia NY 
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Figure 100: Trend Plot of Average Annual Depth (mm) at Mt Washington NH 
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Figure 102: Trend Plot of Average Annual Depth (mm) at New Bedford MA 
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Figure 104: Trend Plot of Average Annual Depth (mm) at Norfolk CT 
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Figure 106: Trend Plot of Average Annual Depth (mm) at Portland ME 
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Figure 108: Trend Plot of Average Annual Depth (mm) at Providence RI 
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Figure 110: Trend Plot of Average Annual Depth (mm) at Rochester NY 
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Figure 112: Trend Plot of Average Annual Depth (mm) at Wilmington DE 
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Figure 114: Trend Plot of Average Annual Duration (hours) at Albany NY 
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Figure 116: Trend Plot of Average Annual Duration (hours) at Birch Hill MA  
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Figure 118: Trend Plot of Average Annual Duration (hours) at Boston MA 
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Figure 120: Trend Plot of Average Annual Duration (hours) at Bridgeport CT 
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Figure 122: Trend Plot of Average Annual Duration (hours) at Buffalo NY 
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Figure 124: Trend Plot of Average Annual Duration (hours) at Burlington VT 
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Figure 126: Trend Plot of Average Annual Duration (hours) at Caribou ME 
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Figure 128: Trend Plot of Average Annual Duration (hours) at Central Park  NY 
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Figure 130: Trend Plot of Average Annual Duration (hours) at Concord NH 
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Figure 132: Trend Plot of Average Annual Duration (hours) at East Milton MA 
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Figure 134: Trend Plot of Average Annual Duration (hours) at Hartford CT 
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Figure 136: Trend Plot of Average Annual Duration (hours) at Hyannis MA 
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Figure 138: Trend Plot of Average Annual Duration (hours) at Laguardia NY 
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Figure 140: Trend Plot of Average Annual Duration (hours) at Mt Washington NH 
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Figure 142: Trend Plot of Average Annual Duration (hours) at New Bedford MA 






         
    
 271   
  
Figure 144: Trend Plot of Average Annual Duration (hours) at Norfolk CT 
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Figure 146: Trend Plot of Average Annual Duration (hours) at Portland ME 
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Figure 148: Trend Plot of Average Annual Duration (hours) at Providence RI 
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Figure 150: Trend Plot of Average Annual Duration (hours) at Rochester NY 
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Figure 152: Trend Plot of Average Annual Duration (hours) at Wilmington DE 
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Figure 154: Trend Plot of Average Annual Intensity (mm/hr) at Albany NY 
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Figure 156: Trend Plot of Average Annual Intensity (mm/hr) at Birch Hill MA 
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Figure 158: Trend Plot of Average Annual Intensity (mm/hr) at Boston MA 
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Figure 160: Trend Plot of Average Annual Intensity (mm/hr) at Bridgeport CT 
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Figure 162: Trend Plot of Average Annual Intensity (mm/hr) at Buffalo NY 
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Figure 164: Trend Plot of Average Annual Intensity (mm/hr) at Burlington VT 
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Figure 166: Trend Plot of Average Annual Intensity (mm/hr) at Caribou ME 
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Figure 168: Trend Plot of Average Annual Intensity (mm/hr) at Central Park  NY 
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Figure 170: Trend Plot of Average Annual Intensity (mm/hr) at Concord NH 
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Figure 172: Trend Plot of Average Annual Intensity (mm/hr) at East Milton MA 
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Figure 174: Trend Plot of Average Annual Intensity (mm/hr) at Hartford CT 
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Figure 176: Trend Plot of Average Annual Intensity (mm/hr) at Hyannis MA 
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Figure 178: Trend Plot of Average Annual Intensity (mm/hr) at LaGuardia NY 
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Figure 180: Trend Plot of Average Annual Intensity (mm/hr) at Mt Washington NH 
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Figure 182: Trend Plot of Average Annual Intensity (mm/hr) at New Bedford MA 
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Figure 184: Trend Plot of Average Annual Intensity (mm/hr) at Norfolk CT 
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Figure 186: Trend Plot of Average Annual Intensity (mm/hr) at Portland ME 
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Figure 188: Trend Plot of Average Annual Intensity (mm/hr) at Providence RI 
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Figure 190: Trend Plot of Average Annual Intensity (mm/hr) at Rochester NY 
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Figure 192: Trend Plot of Average Annual Intensity (mm/hr) at Wilmington DE 
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Figure 194: Trend Plot of Average Annual Time Between Storms (hours) at Albany NY 
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Figure 196: Trend Plot of Average Annual Time Between Storms (hours) at Birch Hill MA 
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Figure 198: Trend Plot of Average Annual Time Between Storms (hours) at Boston MA 
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Figure 200: Trend Plot of Average Annual Time Between Storms (hours) at Bridgeport CT 
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Figure 202: Trend Plot of Average Annual Time Between Storms (hours) at Buffalo NY 
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Figure 204: Trend Plot of Average Annual Time Between Storms (hours) at Burlington VT 
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Figure 206: Trend Plot of Average Annual Time Between Storms (hours) at Caribou ME 
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Figure 208: Trend Plot of Average Annual Time Between Storms (hours) at Central Park  NY 
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Figure 210: Trend Plot of Average Annual Time Between Storms (hours) at Concord NH 






         
    
 305   
  
Figure 212: Trend Plot of Average Annual Time Between Storms (hours) at East Milton MA 
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Figure 214: Trend Plot of Average Annual Time Between Storms (hours) at Hartford CT 






         
    
 307   
  
Figure 216: Trend Plot of Average Annual Time Between Storms (hours) at Hyannis MA 
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Figure 218: Trend Plot of Average Annual Time Between Storms (hours) at LaGuardia NY 
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Figure 220: Trend Plot of Average Annual Time Between Storms (hours) at Mt Washington NH 
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Figure 222: Trend Plot of Average Annual Time Between Storms (hours) at New Bedford MA 
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Figure 224: Trend Plot of Average Annual Time Between Storms (hours) at Norfolk CT 
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Figure 226: Trend Plot of Average Annual Time Between Storms (hours) at Portland ME 
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Figure 228: Trend Plot of Average Annual Time Between Storms (hours) at Providence RI 
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Figure 230: Trend Plot of Average Annual Time Between Storms (hours) at Rochester NY 
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Figure 232: Trend Plot of Average Annual Time Between Storms (hours) at Wilmington DE 
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Figure 235: WFRG.cgcm3 Storm Type Two Sea Level Pressures 
 
Figure 234: WFRG.cgcm3 Storm Type One Sea Level Pressures 
 
II: Raster Plots of Sea Level Pressures and 500 hPa Geopotential Heights by Storm Type 
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Figure 237: WFRG.cgcm3 Storm Type Three Sea Level Pressures 
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Figure 238: WFRG.cgcm3 Storm Type One 500 hPa Geopotential Heights 






         
    
 319   
  
Figure 240: WFRG.cgcm3 Storm Type Three 500 hPa Geopotential Heights 
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Figure 242: RCM3.gfdl Storm Type One Sea Level Pressures 
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Figure 244: RCM3.gfdl Storm Type Three Sea Level Pressures 
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Figure 246: RCM3.gfdl Storm Type One 500 hPa Geopotential Heights 
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Figure 248: RCM3.gfdl Storm Type Three 500 hPa Geopotential Heights 
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Figure 250: CRCM.cgcm3 Storm Type One Sea Level Pressures 
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Figure 252: CRCM.cgcm3 Storm Type Three Sea Level Pressures 
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Figure 254: CRCM.cgcm3 Storm Type One 500 hPa Geopotential Heights 
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Figure 256: CRCM.cgcm3 Storm Type Three 500 hPa Geopotential Heights 
 
Figure 257: CRCM.cgcm3 Storm Type Four 500 hPa Geopotential Heights 
 
 
