Background: The additive hazards model can be easier to interpret and in some cases fits better than the proportional hazards model. However, sample size formulas for clinical trials with time to event outcomes are currently based on either the proportional hazards assumption or an assumption of constant hazards. Aims: The goal is to provide sample size formulas for superiority and non-inferiority trials assuming an additive hazards model but no specific distribution, along with evaluations of the performance of the formulas. Methods: Formulas are presented that determine the required sample size for a given scenario under the additive hazards model. Simulations are conducted to ensure that the formulas attain the desired power. For illustration, the non-inferiority sample size formula is applied to the calculations in the SPORTIF III trial of stroke prevention in atrial fibrillation. Conclusion: Simulation results show that the sample size calculations lead to the correct power. Sample size is easily calculated using a tool that is available on the web at
Introduction

Additive hazards
The proportional hazards model is dominant in the analysis of clinical trials in which the primary outcome is the time to an event. If we are designing a superiority trial and the additive hazards model is more appropriate for the data than the proportional hazards model, then sample size calculations may be less accurate if they are based on the proportional hazards assumption. So if we believe that the additive hazards model fits better, it is more appropriate to design the trial using an additive hazards assumption. The additive hazards model has an even greater advantage in interpretability and this is an important factor in the design of non-inferiority trials. When designing a non-inferiority trial, it is necessary to define a non-inferiority margin and its scale. If the experimental treatment is not worse than the active control by this pre-specified margin, then the experimental treatment is considered non-inferior. An additive hazards margin can have greater appeal than a proportional hazards margin due to clinical relevance. For example, the designers of the Stroke Prevention Using Oral Thrombin Inhibitor in Atrial Fibrillation (SPORTIF III) trial defined a new treatment to be equivalent to the standard of care if it was proven to not increase event rates by 2% or more per year. This type of specification is intuitive to clinicians. Cox 1 also notes interpretation problems with the proportional hazards model due to the lack of a link to an underlying generating process. Aalen 2 discusses weaknesses of the proportional hazards model, including the fact that the ''proportional intensity assumption is vulnerable to modifications in the number of covariates modeled.'' The importance of considering the scale of the margin in a non-inferiority trial is discussed by Chappell 3 and Garrett. 4 After providing an introduction to non-inferiority trials and the specific additive hazards model we will be using, we present the first of our results: a sample size formula for a superiority trial under the additive hazards assumption that is not based on a distribution. Then, we move on to the calculation of the sample size for a non-inferiority trial. Simulation results are provided, and the calculations are applied to the SPORTIF III trial. We conclude with a discussion of the results.
Non-inferiority trials
Non-inferiority trials are clinical trials with an active control with the intention of showing a new treatment is not much less effective than the active control. So a non-inferiority trial could be successful even if it is shown that the new treatment is at worst slightly inferior to the active control. We can still claim effectiveness of the new treatment due to prior knowledge about the active control. The known effectiveness of the active control supports the conclusion that the new treatment is effective. 5 The non-inferiority margin plays an important part in the design of non-inferiority trials, as it represents the maximum loss of efficacy in the new treatment that we are willing to accept. We will denote this margin by d.0. If a trial tests the difference in means, where a higher mean is considered unfavorable, then the corresponding non-inferiority hypotheses would be
where m B is the mean for the experimental group and m A is the mean for the control group. Of course, hazards, log-hazards, or other quantities may be used instead of means.
The selection of d is a contentious subject which can lead to problems such as degrading drug standards. A sensible rule is that d should be substantially less than the effect size of the control drug. To ensure this, a percentage of the active control's effect size is frequently chosen. However, DeMets and Friedman 6 argue that a percentage of the effect size is not an appropriate way to select the margin, and clinical concerns should be the overriding factor. Figure 1 , adapted from the US Food and Drug Administration (FDA), 5 shows possible outcomes of a non-inferiority trial. In it, outcomes (1), (4), and (5) are all situations where the new treatment is clearly shown to be non-inferior to the active control. In fact, case (5) demonstrates superiority of the experimental drug which implies non-inferiority. Possibilities (2) and (3) do not provide enough evidence to reject the hypothesis that the new treatment is inferior. Outcome (6) is also a situation in which the new treatment would be considered non-inferior, but with the added complication that the active control is shown to be superior to the new treatment.
If we want to design a non-inferiority trial with time to some event, denoted T, as the outcome, then a convenient way to specify the hypotheses is as a relationship between the hazard functions for the two treatments. If we wish to specify the hypotheses in terms of a hazard ratio, a simple formula exists. 7 However, it might be the case, as in SPORTIF III, that the hazard ratio is less interesting than the hazard difference. Our goal is to provide a score-type test and sample size formula based on a hazard difference for non-inferiority trials.
The specific set of hypotheses we will look at is
where l B (t) is the hazard function for the experimental group, l A (t) is the hazard function for the control group, d is the non-inferiority margin, and t is the time at the end of the study. We define T as the failure time, C as the censoring time, and X, the minimum of T and C, as the observation time.
SPORTIF example
The SPORTIF III trial provides a motivating example for the current work. The new treatment ximelagatran was compared to the active control warfarin in the prevention of ischemic strokes in patients with atrial fibrillation. Warfarin requires dose adjustment for each patient where ximelagatran does not, which makes ximelagatran a useful alternative. The event rate for the control group was estimated prior to the trial to be 3.1% per year, and the experimental treatment would be deemed non-inferior if the event rate for the experimental group was less than 5.1% per year. 8 SPORTIF III was a randomized, open-label trial with 3410 patients from 259 hospitals, doctor's offices, or clinics. The primary endpoint was stroke or systemic embolism. Ximelagatran was found to be at least as effective as warfarin, with the point estimate of the absolute risk difference on a yearly basis of 20.7% and a 95% confidence interval (CI) of ½À1:4, 0:1. 9 With the low event rates for stroke or systemic embolism, the exponential distribution provides a good approximation for analysis purposes. However, if the primary outcome had been more common, the exponential assumption may have led to incorrect conclusions, since a low event rate ensures that the exponential assumption is adequate. 10 For example, 31% of patients had bleeding at some point in the trial. In this situation, the hazard rate is not so low that we can reasonably appeal to the exponential distribution, and the estimated hazard function is not close to constant as shown in Figure 2 . So the exponential hazard assumption would not be appropriate for future trials with this endpoint. Aalen 2 presents an additive hazards model as an alternative to Cox's proportional hazards model, allowing for a different relationship between the hazard functions. The original additive hazards model is
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where Z(t) is a vector of covariates and g(t) is a vector of unknown coefficients. Lin and Ying 11 modify the model in (1) by removing the possibility of time-varying coefficients. So the new model is
Consider n independent subjects such that the counting process fN i (t); t ! 0g for the ith subject is 1 if the subject had an event in ½0, t, with N i (t) adapted to the filtration F t . Then the hazard function for N i (t), defined
where Y i (t) is a 0-1 predictable at risk process that takes value 1 if the ith subject is at risk at time t and Z i ( Á ) is the covariate process for the ith subject. Lin and Ying 11 propose the following estimating function to estimate g
In the case of a randomized two-arm non-inferiority trial, we only need one covariate, a treatment indicator, which can reasonably be assumed to remain constant for the duration of the trial. So if we define Z i to be 1 if the ith subject is on treatment B and 0 if treatment A, then the hazard function for the ith subject will be
and the estimating function will be
In what follows, l A ( Á ) and l B ( Á ) are the hazard functions for the control and experimental groups. Whenever S( Á ), l( Á ), or L( Á ) is used without a subscript identifying the treatment or control group, it is because the function is the same for both groups.
Sample size calculations for superiority trials
We will first look at sample size calculations for a superiority trial with the alternative hypothesis of an additive hazards difference. We assume the Lin and Ying model, which in the superiority case reduces to l B (t) = l A (t) + g and the hypotheses are
We further assume that treatment is properly randomized with each subject assigned to the experimental group with probability p. We include the independent censoring assumption (i.e. event times are independent of censoring times given Z), the assumption that all subjects are independent, and the assumption that the censoring distribution, which has distribution function G, is the same in the experimental and control groups. Finally, we assume that there are no ties in event times.
We first let n B be the initial sample size of the treatment group,
with Z i , being the treatment indicator for the ith subject, is a martingale with respect to F t . Then n A is the initial sample size for the control group,
The test statistic
Under the null hypothesis (i.e. g = 0), equation (3) becomes
The two martingale integrals above are uncorrelated (since there are no ties and Z(t) is predictable with respect to F t ), the variance under the null is
where l(t) is the hazard rate under the null hypothesis, that is, the common hazard rate. Under the null hypothesis, a consistent estimator for the cumulative hazard 12 is
where S(t) is the common survival function, with Y B (t)=n B converging to the same thing. So
Now we can say that
and by the martingale central limit theorem
dt is the expected event rate under the null. 13 So we can test the null hypothesis with the statistic
which is asymptotically standard normal under the null hypothesis.
Estimating equation under the alternative
To calculate the contribution of the estimating equation to the sample size, we consider alternatives satisfying the local alternative assumption. Specifically
This assumption is common in sample size calculations. 14 Then
where
Now (4) is a difference of two martingale integrals and converges in distribution to a N (0, s 2 ) random variable as a result of the local alternative. To see this, note that the expected value of (4) will still be 0. The variance of the estimating equation under the alternative will be 1 n
Var H 1 (U (0));
where we use ; to denote asymptotic equivalence. Details are available in Section 1 of the supplementary material.
Using the local alternative assumption and the assumption of the additive hazards model
where S(t) is the common survival function. Then
Note that Ð ' 0 S(t)G(t)dt = E(X ), the expected observation time for a subject, which is asymptotically the same for both groups due to the local alternative assumption. So 1 ffiffi n p U(0) converges to a normal random variable with mean p(1 À p)fE(X ) and variance p(1 À p)d.
Sample size
In order to achieve the desired power, we need that
In equation (7), we note that n is minimized when p = 0:5, meaning we have equal allocation.
In addition to specifying the treatment difference, g, we also need to elicit d and E(X ). We follow the example of Schoenfeld 13 in elicitation of parameters. If we have prior data, an estimate of the survival function and the censoring distribution can be made and used directly in E(X ) = Ð ' 0 S(t)G(t)dt and d = 1 + Ð ' 0 S(t) dG(t). Alternatively, it might be possible to directly estimate E(X ) and d without estimating the full distributions. For further discussion on elicitation, see Schoenfeld 13 and Jung et al. 7 It is worth comparing the superiority sample size formula given above, equation (7), to the sample size formula associated with the log-rank test, as derived by Schoenfeld 13 
where D is the hazard ratio under the alternative. We note that equation (7) differs in two important ways. First, equation (7) explicitly depends on the observation time while equation (8) does not. There is a balance in both equations (7) and (8) between sample size and trial length. In the proportional hazards case, the goal is to accrue events, which can be accomplished with a longer trial, but may be more or less effective depending on the underlying hazard. If the hazard rate is decreasing, then a longer trial will yield a relatively small increase in d, so the increase in power will be relatively small. The reverse holds in the additive hazards sample size formula. In practical terms, this means that the underlying hazard rate must be considered in both cases when deciding whether to have a longer trial or to have a larger sample size, and possibly open more centers. If the hazard rate is decreasing, opening more centers will be more attractive under the proportional hazards model and increasing trial length will be more attractive under the additive hazards model.
The second point is the conclusion that the sample size in equation (7) decreases as the event probability, d, decreases. This is analogous to the distinction between comparing two proportions by estimating differences or ratios in the proportions. When testing the rate difference, the required sample size is small for low event rates, while the required sample size for testing the rate ratio is large for low event rates.
Small sample correction
Equation (7) is sensitive to violations of the local alternative assumption. Specifically, when S A (t) and S B (t) are assumed to be the same, then Ð S A (t)G(t)dt may significantly underestimate the amount of time on trial leading to excess power. A similar correction should be made for d. Therefore, we suggest replacing E(X ) in (7) with
where E(X A ) is the expected observation time for group A and E(X B ) is the expected observation time for group B. Similarly, we suggest replacing d with
where d A is the event rate in group A and d B is the event rate in group B. Then, the updated sample size formula will be
This form of correction has been found to work well in simulation studies.
Sample size calculations for noninferiority trials
For non-inferiority trials, we will make all the same assumptions as we did for superiority trials, except for the local alternative assumption. Due to the assumption of Lin and Ying's model, our hypotheses from the non-inferiority trials section are reduced to
For the purposes of power calculation, we will substitute the specific alternative of equivalence between groups for the assumption of a local alternative. That is, power will be calculated under the alternative hypothesis that l A (t) = l B (t).
Estimating equation
The estimating equation at the boundary of the null hypothesis will be
See Section 2 of the supplementary material for details.
Since the two martingales, M B and M A , are uncorrelated due to the independence assumption, we can get the variance of the estimating equation at the boundary of the null as
Estimate of the variance under the null
In the non-inferiority setting, our null hypothesis is quite different from the superiority setting. Now we have that d 6 ¼ 0 and S A 6 ¼ S B . Following Lin and Ying, natural estimates for the cumulative hazards at the boundary of the null are
Then, the variance of the estimating equation can be estimated by
Details of the derivation are in Section 3 of the supplementary material.
Sample size
To calculate the sample size, we follow the techniques of Jung et al., 7 who examined a proportional hazards non-inferiority hypotheses. First, we can write the test statistic as
where s 2 n (d) = d Var(U(d)) (the quantity given in (10))
and U (0)=s n (0) is asymptotically standard normal under the alternative hypothesis. This means that the test statistic will be asymptotically normal with a mean and standard deviation we need to calculate. First, we note that
and since, under the alternative hypothesis
where S(t) is the common survival distribution, which is the same for both groups assuming the alternative hypothesis holds. So, as a whole
where D is the total number of events in the trial under the alternative hypothesis of equivalence.
Recall that s 2 n (d) has a similar form to s 2 n (0), so s 2 n (d) is asymptotically equivalent to
which is asymptotically equivalent to
So the test statistic U (d)=s n (d) is asymptotically equivalent to a normal distribution with mean
The sample size formula needs to satisfy the equation
We will define d = D=n to be the proportion of events. So multiplying both sides by ffiffiffi ffi D p and dividing both sides by ffiffi ffi n p
The sample size is therefore
We do not need to use a small sample correction analogous to the one in the Small sample correction section because no local alternative assumption has been made.
Note that, if p = 0:5, then
We also note that if the non-inferiority margin is very large and a larger proportion of subjects are randomized to the experimental group, equation (11) may not have a real solution. This will be the case if d + dE(X )\2pdE(X ). Elicitation of the parameters can be done in the same way as for a superiority trial.
The counterpart to the non-inferiority sample size formula given above, equation (11), for the log-rank test, due to Jung et al. 7 is
where D is the multiplicative non-inferiority margin. Equation (11) differs from equation (12) in one key respect aside from those mentioned for the superiority sample size formula. When events are undesirable, the optimal allocation for subjects using the log-rank equation slightly favors the control group, while the optimal allocation for subjects using the additive hazards equation slightly favors the experimental group. In most cases, the difference in sample size between equal allocation and the optimal allocation is quite small.
Simulations
To investigate the performance of our sample size calculations, we rely on simulation. We calculate sample size and simulate power and type I error for 27 different scenarios. Weibull distributions with increasing and decreasing hazards are studied (shape parameter 2 and 1/2, respectively), along with a log-logistic distribution with shape parameter 3, which has a hazard rate that first increases and then decreases. Scale parameters for all distributions are set to 1. Censoring is administrative (all subjects are censored at the same time) and the censoring time was chosen so that the event rate would be 1/4, 1/2, or 3/4. Allocation to the experimental group was one of 1/3, 1/2, or 2/3. Expected observation time is calculated based on these settings.
Superiority
We test the performance of equation (9) by generating failure times from the experimental group according to the hazard function l B (t) along with failure times from the control group according to the hazard function l B (t) = l A (t) + g, where g.0. For these simulations, g is calculated to provide a total sample size of 1000, given the levels of z a , z b , and d A , the event rate for the control group. All observations are censored at time C, which is calculated to provide an event rate of d A for the control group. We note that given C and the failure time distribution, the expected observation times for the control and experimental groups can be calculated. We investigate the performance with control group event rates of 25%, 50%, and 75%. Type I error is set at a = 0:05 and power at 90%. Figure 3 shows the simulated power for each scenario. The power is very close to the target power, suggesting that equation (9) performs well in these scenarios. Results for further simulations, with scale parameters of 1/2 and 2 for each distribution are available as supplementary material, as are simulations with a sample size of 200.
Non-inferiority
The non-inferiority margin, d, is set to ensure that the calculated sample size from equation (11) is n = 1000 with type I error at a = 0:025 and power targeted at 90%. We note that for the power simulations, the alternative hypothesis holds, meaning that the two groups have the same failure time distributions. Censoring is the same for all subjects at time C, which is calculated to yield the required event rate, d. The expected observation time, E(X ), is calculated given the knowledge of the distribution and d. Figure 4 gives the simulated power for each scenario. The power appears to be very close to the target of 90% in all cases, with none of the cases deviating by more than two percentage points. Results for further simulations, with scale parameters of 1=2 and 2 for each distribution are available as supplementary material.
Application to SPORTIF III
We now apply our sample size formula to the specifications from the SPORTIF III trial. Sample size in SPORTIF III was calculated assuming exponential survival times. The protocol specified a primary event rate of 3.1% per year for both treatment groups. The hazard rate here is l = 0:031, which is used for the exponential sample size calculation.
The specified power was 1 À b = 0:9 with a onesided type I error of a = 0:025. The non-inferiority margin was a difference of d = 0:02 per year and the average observation time was expected to be E(X ) = 1:5 years. The probability of an event, assuming that a constant event rate is nearly correct, is about d = 0:031 3 1:5 = 0:0465. Allocation was equal, so the probability of being in the experimental group was p = 0:5. Now the sample size using the additive hazards formula is n = 4 3 (z 1À0:025 + z 1À0:1 ) 2 3 0:0465 0:02 2 3 1:5 2 ' 2172 which is the same as the sample size using the exponential assumption, but here the distributional assumptions are relaxed. In general, the sample size using the additive hazards formula will be the same as the sample size using the exponential assumption when allocation is equal between the groups. A tool to calculate the sample size is available at http://leemcdaniel.github.io/samplesize.html. Figure 5 shows a screenshot demonstrating its use.
Discussion
We have developed sample size formulas for superiority and non-inferiority trials with the specific alternative of equality using the additive hazards model. In a noninferiority trial, allocating slightly more subjects to the experimental group leads to a lower sample size. These sample size formulas do not depend on parametric assumptions, as is the case for the exponential hazard approach. The mean observation time needs to be specified, but this may be less of a burden than defining the full distribution.
Simulation results demonstrate that our superiority and non-inferiority sample size calculations result in Figure 3 . Simulated power for the scenarios; target is 90% power. The bars around the points are 95% confidence intervals based on the Monte Carlo standard error, with the simulations based on 10,000 replicates. The event rates are for the control group, and were set at 25%, 50%, and 75%. the correct power. Calculations of the sample size using data from the SPORTIF III trial were conducted.
A tool to calculate sample size in a non-inferiority trial under the additive hazards assumption is available on the web at http://leemcdaniel.github.io/samplesize.html. The calculator asks for the non-inferiority margin (or hazard difference in the case of a superiority trial), the event probability, and the expected observation time and provides sample sizes for a range of allocation proportions.
