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Abstract
We show that all the Antonowicz–Fordy type coupled KdV equations have the same sym-
metry group and similar bi-Hamiltonian structures. It turns out that their configuration space is
̂Diff(S1)C∞(S1), where D̂iff(S1) is the Bott–Virasoro group of orientation preserving diffeo-
morphisms of the circle, and all these systems can be interpreted as equations of a geodesic flow
with respect to L2 metric on the semidirect product space ̂Diff(S1)C∞(S1).
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Since 1980s, the coupled KdV systems are considered to be important mathemati-
cal models. These set of equations are used in various physical phenomena. In 1981,
Fuchssteiner [5] made a detailed study of four coupled KdV equation and formulated the
bi-Hamiltonian structure of them. One of them turned out to be a complex version of theE-mail address: partha@bose.res.in.
0022-247X/$ – see front matter  2005 Elsevier Inc. All rights reserved.
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tions
pt + pxxx + ppx − qqx = 0, qt + qxxx + pqx + pxq = 0.
The history and structures of these equations have been discussed in [1,19].
Researchers have studied the bi-Hamiltonian structures and Lax pairs of these class of
systems. So it became necessary to have a Lie algebraic framework to study such systems.
Given an isospectral flow of an appropriate eigenvalue problem, it is known [5] that the
strong symmetry constructed via the spectral gradient approach is a hereditary operator,
provided spectral gradient functions are dense. A number of applications are given, among
them several matrix systems, the Boussinesq equation as well as its modified form, and
others. The bi-Hamiltonian structures of these equations are shown.
In late eighties Antonowicz and Fordy [3] investigated second-order energy dependent
spectral parameter and found their isospectral flows have multi-Hamiltonian structure. This
approach gave a very simple and elegant construction of the associated Hamiltonian oper-
ators. This method can be applied to Kuperschmidt’s [11] non-standard Lax operators and
also to super Lax equations.
Let us apply the Antonowicz–Fordy scheme to Kuperschmidt’s non-standard Lax oper-
ators
Lφ = (ε∂2 − r∂ + q)φ = 0, (1)
where ε, r and q are now polynomials in λ and construct the associated Hamiltonian oper-
ators. This follows directly from the compatibility condition of (1) and
φt = Pφ ≡ 12 (P ∂ + Q)φ, (2)
where P and Q are functions of ui and the spectral parameter λ.
Taking some special values of εi , they derive a tri-Hamiltonian dispersive water waves
hierarchy. The first non-trivial member of this hierarchy is
u0t = 14u1xxx +
1
2
u1u0x + u0u1x, u1t = u0x + 32u1u1x. (3)
An invertible change of variables
q = u0 + 14u1
2 − 1
2
u1x, r = u1,
transforms Eq. (3) into a standard dispersive water waves equation
qt = 12 (qx + 2qr)x, rt =
1
2
(
rx + 2q + r2
)
x
. (4)
The hierarchy has a tri-Hamiltonian structure and is the first among a new kind of integrable
system which have come to be known in the literature as non-standard integrable systems.
It must be worth to mention that the celebrated Korteweg de Vries (KdV) equation is the
Euler–Poincaré flow [13], describing the geodesic flow [15,17] on the Bott–Virasoro group
with respect to the right invariant L2-metric.
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integrable systems. Recently, Alber et al. showed that in case of certain potentials, a lim-
iting procedure can be applied to generate solutions, which results in solutions with peaks
[2, and references therein].
In our earlier paper [6,7] Antonowicz–Fordy schme we have shown that there are vari-
ous ways to derive coupled KdV systems, one class of systems can be generated from the
geodesic flows with respect to the L2 metrics on the Bott–Virasoro groups using complex
field. These systems are Hirota–Satsuma type systems.
The other class of coupled KdV systems can be derived as geodesic flows with respect
to the L2 metrics on ̂Diff(S1)C∞(S1) [7]. This class of coupled KdV equations can be
obtained from the Antonowicz–Fordy scheme. Thus we can give a geodesic interpretation
for both systems.
Inspired by the result of Khesin and Misiolek [14] we show in this paper that all the
Antonowicz–Fordy type coupled KdV equations have the same symmetry group and sim-
ilar bi-Hamiltonian structures. It turns out that all these equations can be manifested as
geodesic flows on ̂Diff(S1)C∞(S1).
2. Extension of the Bott–Virasoro group
Let Diff(S1) be the group of orientation preserving diffeomorphisms of the circle.
It is known that the group Diff(S1) as well as its Lie algebra of vector fields on S1,
Tid Diff(S1) = Vect(S1), have non-trivial one-dimensional central extensions, the Bott–
Virasoro group D̂iff(S1) and the Virasoro algebra Vir, respectively [10]. The Bott–Virasoro
group is a Cartesian product,
D̂iff
(
S1
)= Diff(S1)× R,
and therefore the multiplication is defined everywhere by
(F,α)(G,β) = (F ◦ G,α + β) + B(F,G),
where B is the Bott two cycle defined by
B(F,G) =
∫
S1
log ∂x(F ◦ G)d log ∂xG. (5)
The Lie algebra Vect(S1) of smooth vector fields on S1 satisfies the commutation rela-
tions [
f
d
dx
,g
d
dx
]
:= (f (x)g′(x) − f ′(x)g(x)) d
dx
. (6)
One parameter family of Vect(S1) acts on the space of smooth functions C∞(S1) by
(cf. [12])
(µ) ′ ′L
f (x) d
dx
a(x) = f (x)a (x) − µf (x)a(x), (7)
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L
(µ)
f (x) d
dx
= f (x) d
dx
− µf ′(x)
is the derivative with respect to the vector field f (x) d
dx
.
The Virasoro algebra is the unique non-trivial central extension of Vect(S1) via the
Gelfand–Fuchs cocycle
Vir = Vect(S1)⊕ R.
The space C∞(S1) ⊕ R is identified with a part of the dual space to the Virasoro algebra.
It is called the regular part, and the pairing between this space and the Virasoro algebra is
given by〈(
u(x), a
)
,
(
f (x)
d
dx
,α
)〉
=
∫
S1
u(x)f (x) dx + aα.
2.1. Central extension of Vect(S1)C∞(S1)
Let us concentrate on the (non-central) extensions Diff(S1)  C∞(S1) of the group
Diff(S1) and the Lie algebra Vect(S1) by the modules of functions on S1. The Lie algebra
of Diff(S1)C∞(S1) is the semidirect product Lie algebra
G = Vect(S1)C∞(S1).
An element of G is a pair (f (x) d
dx
, a(x)), where f (x) d
dx
∈ Vect(S1) and a(x) ∈ C∞(S1).
It is known that this algebra has a three-dimensional central extension given by the
non-trivial cocycles
ω1
((
f
d
dx
, a
)
,
(
g
d
dx
, b
))
=
∫
S1
f ′(x)g′′(x) dx (8)
ω2
((
f
d
dx
, a
)
,
(
g
d
dx
, b
))
=
∫
S1
(
f ′′(x)b(x) − g′′a(x))dx (9)
ω3
((
f
d
dx
, a
)
,
(
g
d
dx
, b
))
= 2
∫
S1
a(x)b′(x) dx. (10)
The first cocycle ω1 is the well-known Gelfand–Fuchs cocycle.
The Lie algebra Gˆ has been considered in various places [4,8,12].
Definition 1. The commutation relation in Gˆ is given by[(
f
d
dx
, a,α
)
,
(
g
d
dx
, b,β
)]
:=
(
(fg′ − f ′g) d
dx
,f b′ − ga′,ω
)
(11)where α = (α1, α2, α3), β = (β1, β2, β3) ∈ R3, ω = (ω1,ω2,ω3) are the two cocycles.
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functions) on S1. Of particular interest are the orbits in Gˆ∗reg. In the case of current group,
Gelfand, Vershik and Graev have constructed some of the corresponding representations.
Definition 2. The regular part of the dual space Gˆ∗ to the Lie algebra Gˆ as follows: consider
Gˆ∗reg = C∞
(
S1
)⊕ C∞(S1)⊕ R3
and fix the pairing between this space and Gˆ, 〈· , ·〉 : Gˆ∗reg ⊗ Gˆ → R:
〈uˆ, fˆ 〉 =
∫
S1
f (x)u(x) dx +
∫
S1
a(x)v(x) dx + α · γ, (12)
where uˆ = (u(x), v, γ ), fˆ = (f d
dx
, a,α).
Extend this to a right invariant metric on the semi-direct product space
̂Diff
(
S1
)
C∞
(
S1
)
by setting
〈uˆ, fˆ 〉
ξˆ
= 〈d
ξˆ
R
ξˆ−1 uˆ, dξˆRξˆ−1 fˆ 〉L2 (13)
for any ξˆ ∈ Gˆ and uˆ, fˆ ∈ T
ξˆ
Gˆ, where
R
ξˆ
: Gˆ −→ Gˆ
is the right translation by ξˆ .
We shall show that the Antonowicz–Fordy systems are precisely the Euler–Poincaré
equation on the dual space of Gˆ associated with the L2 inner product.
Given any three elements
fˆ =
(
f
d
dx
, a,α
)
, gˆ =
(
d
dx
, b,β
)
, uˆ =
(
u
d
dx
, v, c
)
in Gˆ.
Lemma 1.
ad∗
fˆ
uˆ =
(2f ′(x)u(x) + f (x)u′(x) + a′v(x) − c1f ′′′ + c2a′′
f ′v(x) + f (x)v′(x) − c2f ′′(x) + 2c3a′(x)
0
)
.
Proof. This follows from〈
ad∗
fˆ
uˆ, gˆ
〉
L2 =
〈
uˆ, [fˆ , gˆ]〉
L2〈(
d
) [
′ ′ d ′ ′
)〉
= u(x)
dx
, v(x), c , (fg − f g)
dx
,f b − ga ,ω
L2
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∫
S1
(fg′ − f ′g)u(x) dx −
∫
S1
(f b′ − ga′)v dx − c1
∫
S1
f ′(x)g′′(x) dx
− c2
∫
S1
(
f ′′(x)b(x) − g′′(x)a(x))dx − 2c3
∫
S1
a(x)b′(x) dx.
Since f,g,u are periodic functions, hence integrating by parts, we obtain
R.H.S. = (2f ′(x)u(x) + f (x)u′(x) + a′(x)v(x) − c1f ′′′(x) + c2a′′(x),
f ′(x)v(x) + f (x)v′(x) − c2f ′′b(x) + 2c3a′(x),0
)
. 
The Hamiltonian structure associated with the coadjoint action is given by
O =
(−c1D3 + 2uD + ux vD + c2D2
vx + vD − c2D2 2c3D
)
. (14)
2.2. The Euler–Poincaré flows and Lie–Poisson structure
Let G be a Lie group and g be its corresponding Lie algebra and its dual is denoted
by g∗. The dual space g∗ to any Lie algebra g carries a natural Lie–Poisson structure:
{f,g}LP(µ) :=
〈[df, dg],µ〉
for any µ ∈ g∗ and f,g ∈ C∞(S1).
Lemma 2. The Hamiltonian vector field on g∗ corresponding to a Hamiltonian function f ,
computed with respect to the Lie–Poisson structure is given by
dµ
dt
= ad∗df µ. (15)
Proof. It follows from the following identities:
iXf dg|µ = LXf g|µ = {f,g}LP(µ) =
〈[dg, df ],µ〉= 〈dg, ad∗df µ〉.
This implies that Xf = ad∗df µ. Thus the Hamiltonian equation dµdt = Xf yields our re-
sult. 
Let I be an inertia operator
I : g−→ g∗
and then µ ∈ G∗ evolve by
dµ
dt
= (I−1µ).µ, (16)
where right-hand side denotes the coadjoint action of g on g∗. This equation is called the
Euler–Poincaré equation.
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H(µ) = 12 〈I−1µ,µ〉 is given by
dµ
dt
= − ad∗
I−1µ µ.
It characterizes an evolution of a point µ ∈ g∗.
Proposition 1. Let ΩG be infinite dimensional Lie group equipped with a right invariant
metric. A curve t → c(t) in ΩG is a geodesic of this metric iff u(t) = dct Rc−1t c˙(t) satisfies
d
dt
u(t) = − ad∗u(t) u(t). (17)
2.3. Second Hamiltonian structures of various coupled KdV equations
Let us study the Hamiltonian structure of the well-known Ito system
ut = uxxx + 6uux + 2vvx, vt = 2(uv)x.
Let us choose a hyperplane c1 = −1, c2 = c3 = 0 in the dual space.
Lemma 3.
ad∗
fˆ
uˆ =
(2f ′(x)u(x) + f (x)u′(x) + a′v(x) + f ′′′
f ′v(x) + f (x)v′(x)
0
)
.
This simply yields
OIto =
(
D3 + 4uD + 2ux 2vD
2vx + 2vD 0
)
,
where δH
δu
= u, δH
δv
= v.
Thus the Ito system is connected to a hyperplane c1 = −1, c2 = c3 = 0.
When we restrict to a hyperplane c1 = 0, c2 = 1, c3 = 0, we obtain the modified disper-
sive water wave equation
ut = 6uux + 2vvx + vxx, vt = 2(vu)x − uxx,
and the Hamiltonian structure is
O2 =
(
4uD + 2ux 2vD
2vx + 2vD + D2 0
)
.
The Kaup–Boussinesq equation
ut = uux + vx, vt = (uv)x + 14uxxx
is another coupled system. This equation is also related to a hyperplane c1 = 14 and c3 = 12
in the coadjoint orbit of the extension of the Bott–Virasoro group. Its Hamiltonian structure
is (
2vD + vx + 14D3 uD
)O2 =
Du D
,
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δv
= u and δH
δu
= v.
The Broer–Kaup system
ut = −uxx + 2(uv)x + uux, vt = vxx + 2vvx − 2ux
is a geodesic flow associated to the hyperplane c2 = −1 and c3 = −1. Hence the Hamil-
tonian structure is
OBK =
(
uDx + Dxu −D2x + vDx
D2x + Dxv −2Dx
)
, with H =
∫
S1
uv.
3. Modified central extension of Vect(S1)C∞(S1) and bi-Hamiltonian structure
In order to incorporate the first Hamiltonian structure, it is necessary to modify the
cocycles (8–10) of Vect(S1)  C∞(S1). To be precise, if we modify the Gelfand–Fuchs
cocycle we can incorporate one extra differential operator which plays an important role in
first Hamiltonian structure.
3.1. Modified Gelfand–Fuchs cocycle
Consider the following “modified” Gelfand–Fuchs cocycle [10,16] on Vect(S1):
ωmGF
(
f (x)
d
dx
,g(x)
d
dx
)
=
∫
S1
(af ′g′′ + bf ′g)dx. (18)
This cocycle is cohomologues to the Gelfand–Fuchs cocycle, hence, the corresponding
central-extension is isomorphic to the Virasoro algebra. The additional term in (18) is a
coboundary term. It is easy to check that the functional∫
S1
f ′g dx = 1
2
∫
S1
(f ′g − fg′) dx
depends on the commutator of f d
dx
and g d
dx
.
The Gelfand–Fuchs theorem states that H 2(Vect(S1)) = R, and therefore, every non-
trivial cocycle is proportional to the Gelfand–Fuchs cocycle up to a coboundary. Thus one
has
ω˜1 = λω1 + b,
where b is a coboundary
b
(
f
d
dx
,g
d
dx
)
= 〈u, [f,g]〉
for some u belongs to space quadratic differential form or dual of Vect(S1).
Another interesting result of modified Gelfand–Fuchs cocycle follows from the work ofV. Ovsienko [16].
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equivariant 2-cocycle on Vect(S1).
It is easy to check that the modified action of Vect(S1) on vir∗reg is given by
Lemma 4.
ad∗
f (x) d
dx
,λ
(
udx2,µ
)= (µ(afxxx + bfx) + 4f ′u + 2f u′,0). (19)
3.2. Modified Hamiltonian structure
It is clear that Vect(S1)C∞(S1) algebra is extended by the non-trivial three 2-cocycles
(ω˜1,ω2,ω3). Let us compute the coadjoint action of Vect(S1)C∞(S1) ⊕ R3 on its dual
C∞(S1) ⊕ C∞(S1) ⊕ R3 and is given by
ad∗
fˆ
uˆ =
(2f ′(x)u(x) + f (x)u′(x) + a′v(x) − c1(af ′′′ + bf ′) + c2a′′
f ′v(x) + f (x)v′(x) − c2f ′′(x) + 2c3a′(x)
0
)
.
Thus the modified Hamiltonian structure associated with the coadjoint action in pres-
ence of modified cocycle is given by
O =
(−c1(aD3 + bD) + 2uD + ux vD + c2D2
vx + vD − c2D2 2c3D
)
. (20)
4. Frozen Lie–Poisson bracket and first Hamiltonian structures
We also consider the dual of the Lie algebra of Vir∗ with a Poisson structure given by
the “frozen” Lie–Poisson structure. In other words, we fix some point µ0 ∈ g∗ and define
a Poisson structure given by
{f,g}0(µ) :=
〈[
df (µ), dg(µ)
]
,µ0
〉
.
It was shown by Khesin and Misiolek [14] that
Proposition 3. The brackets {· , ·}LP and {· , ·}0 are compatible for every “freezing”
point µ0.
Proof. Let us take any linear combination
{· , ·}λ := {· , ·}LP + λ{· , ·}0
is again a Poisson bracket, it is just the translation of the Lie–Poisson bracket from the
origin to the point −λµ0. 
Let us proceed to compute frozen brackets. In general, given( ) ( )∗ ( ) ( )
(u0, v0, c) ∈ ̂Vect S1 C∞ S1  C∞ S1 ⊕ C∞ S1 ⊕ R3,
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{f,g}(u, v, c) =
〈
(u0, v0, c),
[
δf
δ(u, v, c)
,
δg
δ(u, v, c)
]〉
=
〈
− ad∗ δf
δ(u,v,c)
(u0, v0, c),
δf
δ(u, v, c)
〉
.
Furthermore, recall the corresponding equations of motions are given by
d
dt
(u, v, c) = − ad∗ δf
δ(u,v,c)
(u0, v0, c).
We would like to find the frozen bracket at (u(x), v(x), c) ≡ (0,0, c) and this gives rise
to the first Hamiltonian structure of the coupled KdV type systems
O1 =
(
D 0
0 D
)
, (21)
where c = (−1,0, 12 ) and a = 0, b = 1.
If we choose a different hyperplane, for example, c = (−3,0, 12 ) and a = 0, b = 1, we
obtain a new Hamiltonian structure
O1 =
(
3D 0
0 D
)
. (22)
This is the only Hamiltonian (or cosymplectic) operator known for Modified Boussinesq
system
ut = 3vxx + 6uvx + 6vux, vt = −uxx − 6vvx + 2uux, (23)
where Hamiltonian H = 12 (uvx − uxv − 2v3 + 2vu2).
In fact, it is worth to see that from another form of frozen Hamiltonian structure one can
obtain Harry Dym
ut =
(
u−1/2
)
xxx
(24)
and non-linear diffusion equation
vt =
(
vx
v1/2
)
x
(25)
simultaneously from(
u
v
)
t
=
(
D3 0
0 D
)(
u
v
)
, (26)
where above Hamiltonian structure can be obtained at c = (−1,0, 12 ) for b = 0, a = 1.
It was pointed out by Wang that the cosymplectic operator is hard to derive known for
non-linear diffusion equation.
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In late seventies, Wadati et al. [18] proposed two highly non-linear equations
ut = D2x
(
u√
1 + uv
)
, vt = −D2x
(
v√
1 + uv
)
.
The Hamiltonian structure of this pair is associated to the hyperplane c2 = κ , where κ is
very large. Then the Hamiltonian structure becomes(
uDx + Dxu −κD2x + vDx
κD2x + Dxv 0
)
−→κ→0 ∼
(
0 −D2x
D2x 0
)
≡OWKI.
If we use H = 2√1 + uv, then we obtain WKI system. Thus the above Hamiltonian
structure OWKI can be obtained from frozen bracket at (u(x), v(x), c) ≡ (0,0, c), where
c = (0,1,0).
5. Conclusion
In this paper we have developed the bi-Hamiltonian formalism for the Euler–Poincaré
flows on the extended semi-direct product space ̂Diff(S1)C∞(S1). One of the corre-
sponding Hamiltonian structures is provided by the linear Lie–Poisson bracket and the
other one is constant and can be viewed as a linear structure frozen at a point. These brack-
ets are compatible at any freezing point. We have shown that all the Antonowicz–Fordy
type coupled KdV type systems correspond to various types of extended Virasoro coad-
joint orbits.
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