Abstract-Batched sparse (BATS) codes are a promising technique for reliable data transmission in multihop wireless networks. A BATS code consists of an outer code and an inner code, the design of which can be separated. In this paper, we investigate the design of the inner code and focus on maximizing the expected batch transfer matrix rank normalized by the total number of packets transmitted by both the source and intermediate nodes. By allowing different recoding decisions at different nodes, the problem is formulated as a nonlinear integer programming (NLIP) problem, which is non-deterministic polynomial (NP)-hard in general. We derive a noniterative formula to simplify the evaluation of the expected batch transfer matrix rank. By considering large finite fields and relaxing the integer constraints, we obtain an upper bound on the optimal value of the original maximization NLIP problem. We also derive a centralized and a decentralized algorithm to find suboptimal solutions of the NLIP problem, with different tradeoffs between complexity and performance. Numerical results show that our proposed inner codes outperform the standard BATS, and achieve very close to the upper bound, which verifies the near optimality of our algorithms.
relay nodes. However, wireless communications experience severe packet loss due to the multipath effect, congestion, limited resources and hidden nodes. The more the number of hops is, the higher the packet loss probability. To provide the end-to-end reliability in multi-hop wireless networks, various techniques, such as retransmission [1] , network coding [2] [3] [4] and fountain codes [5] , [6] , have been proposed to resolve the packet loss issue. However, these techniques are not efficient for multihop wireless networks due to high complexity, low throughput and/or long delay [7] , [8] .
BATched Sparse (BATS) codes [9] , as a promising new technique, were proposed to achieve the reliable communications between end nodes in multi-hop wireless networks. A BATS code consists of an outer code and an inner code. The outer code is a matrix generalized fountain code that generates a potentially unlimited number of batches. Each batch consists of M coded packets, called batch size. The inner code (also called recoding) is a random linear network coding (RLNC cf. [10] [11] [12] ) applied on packets belonging to the same batch, performed at nodes that transmit batches. The destination node can utilize a Belief Propagation (BP) algorithm to decode the outer code and the inner code jointly with low computational complexity.
BATS codes have the advantages of both fountain codes and RLNC. When M = 1, the outer code becomes an LT code (or a Raptor code if precoding is applied). BATS codes preserve the salient feature of fountain codes, in particular, their low encoding/decoding complexity and the ratelessness. Using a mild batch size, BATS codes approach the performance of the ordinary RLNC schemes [13] , [14] , and do not have the large encoding/decoding cost, the high coefficient vector overhead and the large storage requirements of the latter at relay nodes. Moreover, BATS codes generally achieve higher rates than some other low-complexity RLNC schemes [15] [16] [17] .
BATS codes are suitable for multi-hop wireless networks, in which network links have non-negligible packet loss and/or long delay, such as underwater acoustic channels and satellite channels, and have applications within the general domain of Internet of Things (IoT), including wireless sensor networks, vehicular networks, etc.
In this paper, we focus on the design of the inner code, which is a crucial part impacting the performance of a BATS code. Tang et al. [18] pointed out that the random scheduling scheme is not efficient for the inner code in line networks, and gave an adaptive scheduling method to optimize the end-to-end throughput. Yin et al. [19] further designed a so-called Adaptive Recoding (AR) 0018-9545 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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algorithm for maximizing the time efficiency, i.e., the end-toend throughput, where the number of transmitted packets of a batch at a node can be different, depending on the number of received packets of a batch and the rank of the coefficient vectors of a batch. Though throughput is a well accepted performance measure of network communications, for some scenarios, we are interested in maximizing the energy efficiency for wireless networks such as sensor networks suffering from limited resources and various channel conditions. In these applications, the energy consumption of the whole network is highly related to the total number of transmitted packets on all the links [20] . To make a throughput-energy tradeoff, it is desirable to manipulate the total number of transmissions. The similar scenario exists in the ad hoc networks formed by underwater vehicles and mobile robots.
Motivated by the above observation, we study the optimal design of inner codes towards minimizing the normalized and expected number of packets transmitted by all the network nodes in unicast scenarios. The problem here is formulated as a NonLinear Integer Programming (NLIP) maximization problem, which in general is difficult to solve optimally. We propose real-time approaches to find the nearly optimal solutions of the NLIP problem.
Specifically, the major contributions of this paper are summarised as follows.
r We establish the relation between the empirical rank distribution and the total number of transmitted packets, i.e., the communication cost, and formulate an NLIP problem to optimize the inner code design. To the best of our knowledge, this is the first attempt to investigate the energy efficiency from an end-to-end point of view for BATS codes.
r We model the channel as an one-step Markov process.
Based on the property of the eigen-decomposition of the transition matrix, a non-iterative formula of the rank distribution is derived, so that the optimization problem is simplified.
r By applying the incomplete beta function [21] , a continuous relaxation of the original NLIP is derived, resulting in a NonLinear Programming (NLP) problem. We, then, prove that this NLP provides a valid upper bound on the optimal value of the NLIP.
r We propose both a centralized and a decentralized realtime approach for designing the inner codes in line networks. The centralized scheme is performed with the packet loss information of all the network links. In the decentralized scheme, each node only uses the packet loss information of its adjacent links.
r Numerical results show that both the centralized and the decentralized approach yield objective values very close to the upper bound, for most of the cases within 99% of the upper bound, which indicates that our approaches can offer the near-optimal solutions.
r The expected rank of the batch transfer matrixes induced by our approaches is stable with respect to the changes of the network length and the link packet loss rates in a relatively large range, and is close to the batch size. This property makes it possible to design a degree distribution of the outer code so that the performance of the BATS code is good for any rank distribution generated by our inner code (see [22] ). Our results fill in some important gaps in the current understandings of the inner code design of BATS codes, and together with the existing theory on the outer code design, make the overall design of BATS codes practical.
The rest of the paper is organized as follows. In Section II, we briefly introduce BATS codes and related works. Section III is devoted into the network model and the formulation of the NLIP problem. In Section IV, we gave the NLP problem by relaxing integer constraints of the NLIP problem. The efficient approaches are proposed to find the optimal solutions in a centralized way and a decentralized way, respectively. The numerical analysis and the simulation results are presented in Section V. We conclude in Section VI with a summary our results and a remark on future research.
II. BATS CODES AND RELATED WORKS
In this section, we briefly introduce BATS codes and some related works. Readers may find a detailed discussion of BATS codes in [22] .
A BATS code consists of an outer code and an inner code. Suppose a source node needs to send K packets to a destination node via a wireless network, where each symbol in packets is an element of the finite field F q with q elements. Fix an integer M ≥ 1 as the batch size. Using the outer code, a sequence of batches X i , i = 1, 2 . . . are generated as,
where B i is a matrix consisting of dg i columns, each of which is a source packet that is randomly picked out, and G i is a totally random matrix on F q of dimension dg i × M , i.e., each entry of G i is independently and uniformly chosen from F q . Here, dg i is called the degree of the i-th batch X i . The degrees dg i , i = 1, 2, . . . , are independent random variables with the degree distribution Ψ = (Ψ 1 , . . . , Ψ N ), i.e.,
During the transmission of the batches, the network nodes performance (random) linear network coding, i.e., recoding, only among packets belonging to the same batch. The source node perform recoding on each batch to generate a number (which is what we investigate in the paper) of packets for transmitting. An intermediate node applies recoding on all the received packets belonging to a batch to generate the packets for transmitting. The recoding at the source node and the intermediate nodes forms the inner code of the BATS code.
As recoding is a linear operation within a batch, the received packets of the i-th batch, decoded by Y i can be expressed as
where H i is called the (batch) transfer matrix. At the destination node, the linear equations in (1) for i = 1, . . . are used to recover the K source packets, which can be solved by an efficient BP decoding algorithm. The design of the outer code and the inner code can be largely separated given the destination node transfer matrix rank distribution (called the rank distribution henceforth). The design of the outer code has been extensively studied in [9] , [23] . Given a rank distribution, the asymptotic performance of the outer code with BP decoding has been analyzed in [9] . A sufficient condition for the BP decoder to recover a given fraction of the input packets with high probability was obtained. This sufficient condition enables us to design the degree distribution with good performance for a large number of source packets (e.g., tens of thousands). It has been verified theoretically for certain special cases and demonstrated numerically for general cases that BATS codes can achieve rates very close to the expected rank of the given rank distribution of the transfer matrices, which is an upper bound on the achievable rate of BATS codes.
The finite-length performance of the outer code has been studied in terms of both BP decoding and inactivation decoding [23] , [24] . Inactivation decoding trades some computation complexity to reduce the coding overhead and can achieve rates very close to the expected rank of the given rank distribution of the transfer matrices when K is relatively small.
Based on the performance of the outer code, the main goal of the design of the inner code is to maximize the expected rank of the transfer matrices normalized by certain network communication cost. Suppose that the network has l links and the i-th link is used t k times during the transmission. In the study of the inner code design in [18] , [19] , the communication cost is the maximum uses, max l k =1 t k , of all the network links, and the corresponding performance measure is called throughput. In this paper, we study the inner code design using the communication cost l k =1 t k , which finds applications in vehicle-tovehicle networks, underwater acoustic networks, robot swarms and peer-to-peer (P2P) communications.
III. NETWORK MODEL AND PROBLEM FORMULATION

A. Network Model
We consider a unicast flow over a single transmission path of l hops (l ≥ 2), as illustrated in Fig In a general multi-hop wireless network, the path through the source node to the destination node can be found by a single-path routing algorithm, e.g., AODV [25] . We assume that the path has been established and is available during the transmission period. Note that our study on a single-path unicast can be extended to general multi-path unicast, two-way transmission and some multicast scenarios using the approaches in [18] , [26] .
B. Recoding
During the file transmission, the source node encodes K input packets using a BATS code of batch size M . For each batch generated by the outer code, the source node further recodes the batch by random linear coding to t 1 (> 0) packets. The source node then transmits the t 1 packets of a batch in t 1 uses of link
The recoding at an intermediate node can be formulated inductively. Consider node v k , 2 ≤ k ≤ l. If at least one packet is received for a batch, the intermediate node applies random linear coding to generate t k packets and transmit these packets in t k uses of link (v k , v k +1 ). Otherwise, the node do noting for the batch.
As the network operations on each batch are independent, we use one generic batch to formulate the recoding operations. Let X in be a matrix over F q , where each column is a packet of a batch received by node v k , 1 ≤ k ≤ l. (For node v 1 , X in is the batch generated by the outer code.) Then the recoding at v k can be expressed as
where Φ k is a t k -column totally random matrix over F q . As the packet loss are independent, the number of received packets at node v k +1 follows the binomial distribution
be the batch transfer matrix rank distribution at node v k , where h k,m is the probability that a batch has transfer matrix rank m at node v k . According to [9] , the rank distribution at each node can be derived iteratively.
where
is a lower-triangular matrix, and
and
C. Problem Formulation
For the given rank distribution h l+1 at the destination node, we know from the previous work that the outer code can achieve a rate, defined as K/n, very close to the expected rankh l+1 = M m =0 mh k,m , where n is the number of batches transmitted at the source node. In this paper, we consider the design of the inner code parameters t 1 , t 2 , . . . , t l such thath l+1 , normalized by the expected total number of transmitted packets of a batch, is maximized.
Let T k , k = 1, 2, . . . , l, be the number of transmitted packets of a batch at link (v k , v k +1 ). In the light of the recoding scheme described above, we know that 
, and notice that the average rankh l+1 derived from Eq. (3) is a function of M , q, t k and k , k = 1, 2, . . . , l. We construct the optimization problem (P) as follows.
(P)
Problem (P) is a nonlinear integer programming (NLIP) problem, which is usually NP-hard [27] . We will discuss in the next section some practical techniques to solve the optimization problem.
Remark 1: Previous works on the inner code design [18] , [19] , [22] use max l k =1 t k to normalizeh l+1 , i.e., maximizē h l+1 / max l k =1 t k , which is called the time efficiency (or the inner code throughput used in the papers). It has been shown that the maximum is achieved when t 1 = t 2 = · · · = t k . Both the time efficiency studied in the previous work and the energy efficiency defined in this paper are valid performance measures of the inner codes, and they can be used in different scenarios. For example, consider a wireless line network formed by identical battery-powered network nodes, in which a node can only directly communicate with its two neighbors. In this scenario, for the applications, such as high-definition video monitoring, demanding high throughput, the optimization problem in [18] , [19] , [22] should be considered. On the other hand, if the applications are less sensitive to time, the efficiency defined in this paper should be adopted to ensure the longer network lifetime.
Remark 2: The authors in [18] and [19] showed thath l+1 can be further improved by allowing different batches having different number of transmitted packets while the average number of transmitted packets among all the batches is preserved. Though we can formulate an optimization problem similarly involving the number of transmitted packets of individual batches, the NILP problem would have more variables to optimize. A practical approach adopted in [18] , [19] is to solve it hop-by-hop with a given average number of transmitted packets. Discussion of this variation is beyond the scope of this paper.
IV. MAIN RESULTS
Though there exist some tools (e.g., NOMAD [28] , and Genetic Algorithm (GA) [29] in MATLAB) to solve NLIP problems, they cannot guarantee a good solution in reasonable time for a moderate number of intermediate nodes, e.g., l > 5, due to both the integer constraint and the iterative form ofh l+1 . In particular, the solvers based on the branch-and-bound technique, such as KNITRO [30] , are not suitable for problem (P) due to the fact that the integer variables cannot be relaxed directly to real number field in the iterative formula ofh l+1 .
In this section, we aim to efficiently solve the NLIP problem described above. First, we derive a non-iterative formula ofh l+1 by decomposing P k . Using the new formula ofh l+1 , we find a continuous relaxation of the NLIP problem (P) and establish an NLP problem, called (PU), that provides an upper bound of the optimal value of (P). Motivated by (PU), a centralized method is presented to produce near-optimal solutions of (P) in realtime. In the last part of this section, we design a decentralized optimization strategy where each node makes their own coding decisions by means of their build-in look-up tables. The performance of these algorithms for solving (P) will be evaluated in Section V.
A. Non-Iterative Formula for Rank Distribution
The matrix P k in the iterative formula of the rank distribution (3) has the eigen-demoposition given in the following lemma. Lemma 1: Each matrix P k , 1 ≤ k ≤ l, can be eigendecomposed as
where Λ k is an (M + 1) × (M + 1) diagonal matrix with eigenvalues
and Q = [q i,j ] 1≤i,j ≤M +1 is an (M + 1) × (M + 1) lowertriangular matrix with entries
Proof: The lemma can be proved by verifying the definition of eigenvalue directly. See Appendix A.
With the above decomposition of P k , the iterative formula h k can be simplified as follows.
Theorem 1: For k = 1, 2, . . . , l, the rank distribution h k +1 and the expected rankh k +1 can be given as
where Λ k and Q are defined in (8) and (9) T . We can simplify (P) as
(P )
Note that Theorem 1 can also be applied to the formula of rank distribution in [18] and [19] , and hence simplify the algorithms therein.
B. Upper Bound by Continuous Relaxation
One of the difficulties in solving NLIP is the combinatorial characteristics of the integer variables. An efficient method to handle this problem is to find a continuous relaxation of the NLIP. The solutions of the relaxation provides not only an upper/lower bound, but also a guide for further exploration of the solution space of the original NLIP [31] .
To relax the integer constraints of (P ), we notice that
Applying Eq. (12) to (11) thus yields
where I 1− j (r, t j − r + 1) is a regularized incomplete beta function.
Consequently, the use of Eq. (13) results in a new optimization problem as follows,
For this nonlinear programming (NLP) problem, we have Theorem 2: The optimal value of (PU) is an upper bound on the optimal value of problem (P) (or (P )).
Proof: Clearly, the continuous relaxation of t i , i = 1, . . . , l, gives an extended feasible region containing the solution space of (P ). Next, we wish to the proof thath l+1 is an increasing function of field size q. See Appendix B.
C. Centralized Real-Time Approach
The optimal solutiont = [t 1t2 · · ·t l ] of problem (PU) are real numbers and may not be feasible for (P ). But we can round t to obtain a feasible solution of (P ). Considering both rounding up and rounding down of the l components oft, we obtain at most 2 l rounded version oft, which can be explored to find a sub-optimal solution of (P ). Based on this idea, we construct the following optimization problem:
The problem (P ) and (PC) have the same objective function, but the feasible region of (PC) is finite and contains 2 l elements at most. Various NLIP solvers, such as NOMAD, can solve (PC) in reasonable time. The running time of solving (PC) and (P ) is measured by a MATLAB implementation on a 3.30 GHz standard PC. Specifically, the NLIP problems are solved by NOMAD, and the NLPs are solved by the fmincon function. 1 The average running time of each approach (over 100 runs) is estimated under different batch sizes and network lengths. Each trial randomly chooses the packet loss rate on each link in [0.05, 0.35]. Fig. 2 shows that (PC) has a much shorter running time than (P ) when the network length is larger than 10. If the source node can collect/estimate the packet loss information on all the links, it can compute the solution of (PC) and distribute the solution to the other nodes. Remark 3: It is unsuitable for substitutingh l+1 forh l+1 in problem (PC). Becauseh l+1 does not reflect the impact of field size q on the solutions. However, the solutions for (PC) with h l+1 are different for different q. For example, when M = 12, l = 2 and k = 0.15, k = 1, 2, the optimal solutions of (P ) for q = 2 4 and 2 8 are t i = 13 and t i = 14 (i = 1, 2), respectively, while the solution of (PU) ist i = 13.53 (i = 1, 2). When l = 16 and k = 0.29 (k = 1, . . . , 16), the solutions of (P ) for q = 2 Optimization (PC) is said to be centralized as it requires the packet loss rates of all the network links. It is not necessary to run the optimization in a particular node. Any node with the necessary information can execute the optimization.
D. Decentralized Real-Time Approach
The above centralized solution requires the packet loss rates of all the network links, which may not be accurately obtained/estimated in a multihop wireless network, especially when the network length is long. When the packet loss information is not accurate, the solution may not be close to optimal. Consider a two-hop network where 1 = 0.2 and 2 = 0.1, and a BATS code with M = 16 and q = 256. The optimal solution of (P ) is t 1 = 18 and t 2 = 16. If 2 cannot be obtained, but is estimated as 0.2, the solution of (P ) is t 1 = t 2 = 18, resulting in (18 − 16)/16 = 12.5% more packet transmission on the second link. We also observe from the example that t 1 is less sensitive to the change of 2 .
To overcome the problems of the centralized approach, we propose a decentralized approach where each node v k optimizes t k using only local information and computation. In particular, we assume that each node can only know the link information of its two adjacent links. Other informations about the network and the BATS code, e.g., l, M and q, are known by every nodes. 3 Suppose a node v knows the packet loss rate on its outgoing link, which can be known based on the information feedbacked from the node on the next hop. The node v uses the following optimization to optimize its number t of transmitted packets of batch
(PS)
Problem (PS) is obtained by simplifying the objective of (P ). First, as node v only knows the packet loss rate on its outgoing link, it assumes all the other links have the same packet loss rate, i.e., k = . Second, as the term
i ) is very close to 1 for typical batch sizes (e.g., M ≥ 8), it is set to be 1 for
With these simplification, (P ) becomes
(PS )
The following theorem shows that (PS ) is equivalent to (PS). Theorem 3: Problem (PS ) has the same optimal value of (PS).
Proof: See Appendix C. Problem (PS) can be solved efficiently. See Table I for the optimal solution of (PS) for a range of values of l and with q = 2 8 and M = 16. Such tables can be installed in each node so that when all the necessary parameters are known, the node can check the table to find the corresponding number of transmitted packets of a batch, instead of solving (PS) on the fly.
Remark 4: Problem (PS) uses only the local information of the packet loss rate on the outgoing link. Other local information may also be employed to construct other local optimizations. For example, node v may also know the packet loss rate on its incoming link, and the empirical rank distribution of the batches it received. Using these local informations, the optimization would be more complicated and the look-up table solution of (PS) may not be feasible due to the large parameter space. Actually, as we shall see in the evaluation in the next section, the proposed method achieves a near-optimal performance compared with the upper bound proposed in Section IV-B.
We observe that the solution of (PS) is not sensitive to the changes of and l and the difference of neighboring values of Table I is at most 1. So if and l are not accurately obtained, the solution of (PS) may not deviate from the true value. Let us exam of the trend of the optimal solution of (PS) with respect to and l respectively. The optimal solution increases when increases, which is intuitive as more packets are required to compensate the higher packet loss rate, and can be proved using the similar argument as in the proof of Theorem 2. We can also see from Table I that if changes 10%, the optimal solution changes at most 1.
Theorem 4: For a fixed , if t * is an optimal solution of (PS), then (PS) with l + 1 in place of l has an optimal solution that is at least t * . Proof: See Appendix D. For given , the optimal solution t * of (PS) increases with l, which is proved in Theorem 4. We also observe that t * is roughly a logarithm function of l (which can be proved for the case M = 1 [22] ). Therefore, the value of l is not necessary to be very accurate when solving (PS). For example, for = 0.1, the optimal solution t * = 19 when l in the range [9, 10, . . . , 18]. The above discussion suggests that the look-up tables of the optimal solutions of (PS) can be compresses without losing much optimality. For example, we can construct a Reduced Lookup Table (RLT) Table II by keeping several columns of  Table I , which would save a lot of storage space when l is very large, e.g., 100. For a value of l that is not in Table II , we can use a column with the index greater than and most close to l. In the next section, the simulation results will show that the use of a RLT causes only a little loss in the performance.
V. NUMERICAL EVALUATIONS
The experiments are conducted in MATLAB, and all optimization problems are solved by means of the optimization toolbox. In the last section, we proposed two algorithms to solve (P): a centralized algorithm by means of solving (PC) at the source node, and a decentralized algorithm by means of solving (PS) at each node. In this section, we numerically evaluate the performances of these algorithms, which are compared with the upper bound on the optimal value of (P) proposed in Section IV-B, and the baseline BATS code performance in [9] .
In the evaluation, the unicast scenarios described in Section III-A of length l ranges from 2 to 20 are used, where each network link may have different packet loss rate. The BATS codes have four different batch sizes 12, 16, 20 and 24. For each combination of l and M (e.g l = 2, M = 12), the following experiment is repeated 10,000 times:
The packet loss rates i on all the links are independently, uniformly chosen over the interval [0.05, 0.35] and remain constant during the evaluations of the following inner code approaches: r PC: [t 1 , . . . , t l ] is the optimal solution of (PC). r PS: for i = 1, . . . , l, t i is the optimal values of (PS) with = i , obtained using a look-up table similar to the one in Table I. r PS-R: for i = 1, . . . , l, t i is the optimal values of (PS) with = i , obtained using a reduced look-up table with only the columns with l = 2, 4, 7, 11, 16, 20. r Baseline [9] : t i = M for i = 1, 2, . . . , l.
Moreover, an upper bound on the optimal solution of (P) is obtained by solving (PU), denoted as PU.
A. Energy Efficiency
We first compare the energy efficiency of the baseline BATS codes [9] and of the look-up table method obtained by solving (PS). The field size were q = 2 8 and q = 2, respectively. Fig. 3 illustrates the percentage increase of the proposed approach compared with the baseline BATS codes.
Next, we compare our proposed algorithm PS with the pure routing (denoted as Routing), where each node directly transmits what it receives. The field size were 2 8 and 2, respectively, and the batch size was 12. Fig. 4 illustrates that our proposed algorithm improves significantly the efficiency compared with the routing. It is easy to see that the performance of pure routing degrades faster than of the BATS codes.
Finally, we compare our proposed algorithms with the upper bound, since this bound tells up the potential gain in terms of the energy efficiency using the inner code designs proposed in this paper. In the evaluation, we use field size q = 2 4 and q = 2 8 respectively. For each set of parameters of q, M and l, the average energy efficiency is evaluated for both PS and PS-R approaches. Fig. 5 shows the percentage decreases of PS and PS-R, compared with the upper bound. In general, we observe that all the decreases are less than 1.4 percent. In particular, the decentralized algorithm using only the local information performs very close to the centralized one, and using a reduced look-up table generates little penalty. Moreover, Fig. 5 also shows the trends that the gap between the upper bound and our proposed algorithms tends to be smaller when q, M or l increases.
Combining Fig. 5 with Fig. 3 , we see that for all the batch sizes and the network sizes in our evaluation, our proposed algorithms can improve significantly the energy efficiency (in other words, reduce the total number of transmitted packets), compared with the baseline BATS codes, and the gain tends to be larger when the number of hops is larger.
B. Expected Ranks
Here, we evaluate an important characteristic of BATS codes, the expected rankh h+1 of the batch transfer matrices at the destination node. In Fig. 6 , we plot the results of the baseline BATS codes (denoted as baseline) and the decentralized approach solved by reduced look-up tables (denoted as PS-R). Here q = 2 8 . For each set of parameters M and l, and each inner code, three values are given in the figure: the maximum, the minimum and the average of the 10,000 trials.
We observer that the expected rank of PS-R changes slowly with the number of hops. It increases slightly when l is small, and changes a little when l is larger than 5. In contrast, the expected rank of the baseline BATS codes decreases with l distinctly. In addition, for PS-R, the expected ranks in our 10,000 trails are all in a small range for each pair of values of M and l, while for the baseline BATS codes, the expected ranks show large dynamic.
The steady behavior of the expected rankh h+1 of our approach is very important for practical BATS codes applications.
r First, according to the performance of the outer code, if h h+1 is known, the number of batches such that the destination node can decode successfully all the K input packets is roughly K/h h+1 . Therefore, if using PS-R to design the inner code, we can estimate the number of batches to transmit using only K, q, M and a rough rang of the packet loss rate, without any global network information like l.
r Second, the optimal degree distribution of the outer code depends on the rank distribution of the batch transfer matrices. As the expected rank distribution is in a smaller range for PS-R, the possible rank distributions are also in a smaller set so that a better degree distribution can be designed. We refer readers to [22] for the design of a degree distribution optimized for a set of rank distributions with certain expected rank. As the expected ranks are all close to the batch size for PS-R, we can find a degree distribution that has a good outer code performance for all the rank distributions generated by PS-R in the trails.
VI. CONCLUSION
In this work, we discussed the design the inner code of a BATS code, taking the energy efficiency into consideration. We proposed a decentralized approach where each node can decide its number of transmitted packets per batch using only the packet loss rate on its outgoing link, a rough estimation of the network length and the common BATS code parameters (batch size and the field size). Our approach achieves the energy efficiency very close to optimal (within 99% of the optimal value most of the cases in our evaluation) and demonstrate a favorable steady behavior of the expected rank of the batch transfer matrices, where the latter makes it feasible to design a degree distribution that has a good outer code performance for all the rank distributions generated by our inner code approach.
APPENDIX A PROOF OF LEMMA 1
Proof of Lemma 1: Since matrix P k is a lower-triangular matrix, its diagonal components are the eigenvalues. Let Q = [q 1 , q 2 , . . . , q M +1 ]. To complete the proof, we need to exam the following equality
