Image registration is a crucial step for many imageassisted clinical applications such as surgery planning and treatment evaluation. In this paper we proposed a landmark based nonlinear image registration algorithm for matching 2D image pairs. The algorithm was shown to be effective and robust under conditions of large deformations. In landmark based registration, the most important step is establishing the correspondence among the selected landmark points. This usually requires an extensive search which is often computationally expensive. We introduced a nonregular data partition algorithm using the K-means clustering algorithm to group the landmarks based on the number of available processing cores. The step optimizes the memory usage and data transfer. We have tested our method using IBM Cell Broadband Engine (Cell/B.E.) platform.
INTRODUCTION
Image registration is the process of determining the linear or nonlinear mapping between two images of the same object or similar objects acquired at different time, or from different perspectives. Given two images taken at different time (usually one is referred to as fixed image and the other is the moving image), the problem can be described as finding a linear or nonlinear transformation which maps each point in the fixed image to a point in the moving image. For nonlinear registration, some of methods describe the transformation based on elastic deformations, such as fluid deformation based algorithm [1, 2] and Demon's algorithm [3, 4] . The others model the transformation by a function with some parameters, such as B-spline based image registration algorithm [5] .
Both intensity and landmark based methods have been reported to be effective in managing various registration tasks. Hybrid methods which integrate both strategies are also proposed for fully automatic registration applications [6, 7, 8] . Point matching in medical images is particularly challenging due to the variability introduced by image acquisition and the variation of the anatomical structures. Automatic algorithms for landmark detection and matching have been developed [6, 7] , though the robustness of those methods has not been sufficiently demonstrated.
We introduce an alternative landmark point detection and matching method for performing the landmark based image registration for 2D images. The algorithm applies a Harris corner detector to find the landmarks and subsequently utilizes robust estimation to reject the outliers. It is fully automatic and unsupervised. The resulting landmark pairs are then used to estimate the nonlinear transformation T . We have developed a unique landmark based registration framework, which has proven to be effective in registering an image pair of large transformations or deformations.
In our proposed landmark based image registration algorithm, a major performance bottleneck was the landmark matching process since the algorithm relies on finding a large number of matching landmark points for accuracy. In this paper, we present a new accelerated parallel implementation of the landmark matching, which takes advantage of the data independence property of the algorithm. The parallel algorithm was implemented on the IBM Cell/B.E. multicore platform. The algorithm is very fast and can handle large transformation and deformation while still providing good registration results. The proposed image registration algorithm is described in Section 2. In Section 3, we describe a new nonuniform data partitioning and parallelization approach. The experimental results are presented in Section 4. Section 5 concludes the paper.
LANDMARK BASED IMAGE REGISTRATION
The image registration algorithm begins by automatically detecting a set of landmarks in both fixed and moving images, followed by a coarse to fine estimation of the nonlinear mapping using the landmarks. Robust estimation is used to find the robust correspondence between the landmarks in the fixed and moving image. The refined inliers are used to estimate a nonlinear transformation T and also deform the moving image to the fixed image.
The automatic landmark detection is the procedure used to accurately detect of the prominent and salient points in the image. Harris corner detector was applied to find the points with the large gradients in both directions (x and y for 2D images). The original computation in the Harris corner detector involves the computation of eigenvalues. Instead, the determinant and trace are used to find the corners using F = det(A) − αtrace(A) where α is chosen as 0.1.
After we detect the landmarks, we can extract features from the neighborhood of each landmark. The local orientation histograms are used as the features for landmark matching. The image is first convolved with the orientation filters. The filtering response in the neighborhood around the landmarks is computed to compose the local orientation histogram. The local orientation histogram encodes the directions of the edges at each landmark point. It has proven to be an effective feature descriptor when the training samples are small [9] .
In order to achieve robust matching of the landmarks, an extensive search in the image space and parameter space is required. This step is time consuming and often create the bottleneck for the landmark based image registration algorithm. In Section 3, we will show the time profile for each step in the whole procedure and clarify that the landmark matching step dominate the execution speed.
Because the original matching landmark sets contain missing landmarks, RANdom SAmple Consensus (RANSAC) [10] is used to reject outliers and robustly estimate the transformation. The RANSAC robust estimator randomly selects the minimal subset of the landmarks to fit the model. Measured by a cost function, the points within a small distance are considered as a consensus set. The size of the consensus set is called the model support M . The algorithm is repeated multiple times and the model exhibiting largest support is recorded as the robust fit. In Figure 1 we show the results of applying robust estimation to reject the outliers in the original matching landmarks. The Harris corner detector detected 32 landmark pairs in Figure 1b . Based on the assumption of an affine transformation, the RANSAC found 8 inliers (shown in Figure 1c ) and the rest 24 matching landmarks are rejected as outliers under the assumption for an Affine transformation.
The thin plate spline transform (TPS) is used to estimate the nonlinear transformation between the fixed and moving image based on the robust landmark correspondence. The TPS transformation T is calculated by minimizing the binding energy. It can provide a smooth matching function for each point in both images. The resulting nonlinear transformation is applied to map the moving image to the fixed image. For more details, we refer readers to [11] .
The adaptive multi-resolution landmark based image registration algorithm can provide good registration results, but requires relatively time consuming point matching procedures. In Figure 2 we show the execution time profile for each step in our algorithm for a typical 2D (192 × 192) image pair registration. It is quite obvious that the bottleneck is the point matching step. However, as mentioned previously, the point matching procedure in the proposed algorithm offers a significant advantage for easy parallelization by its design: data independence. Each landmark in the fixed image is independent of all other landmarks, and its best match in the moving image is restricted to a certain size of moving image patch. By fully utilizing this property, we propose to apply K-means data partitioning approach, and it has been successfully implemented on the IBM Cell Broadband Engine processor.
PARALLELIZATION ON THE CELL/B.E.
The IBM Cell/B.E. [12] is a multicore chip with a relatively high number of cores. It contains a Power Processing Element (PPE) which has the similar function and configuration as the regular CPU. It also has multiple cores which are optimized for single precision float point algorithm, the Synergistic Processing Element (SPE). The PPE contains 32K L 1 cache, 512K L 2 cache and a large amount of physical memory (2G in our case). Unlike the PPE, the SPE has a quite different architecture compared with the standard CPU. The SPE operates on a 256KB local store to hold both the code and data. The SPE also support 128 bit Single Instruction, Multiple Data (SIMD) instruction set for effective vector opera- tions. The data transfer between the SPE and PPE is through the direct memory access (DMA). DMA is quite time consuming therefore a good parallel implementation should minimize the number of DMA operations. Given all the detected landmarks in the fixed image, we first apply the K-means algorithm to cluster them based on their Euclidean distance in the image, where K = 16 is set to be the number of the computing units in the IBM Cell Blade machine. Based on the boundary landmarks in each cluster center, we can calculate the largest and smallest coordinates to crop the sub-image accordingly. Because we know the size of the code running on the SPE unit in advance, we can compute the maximal size of the sub-image that can be stored on a single core (e.g. single SPE). If the image patch can fit into the local storage, the whole cluster of landmarks and their corresponding image patch are sent to the SPE for parallel processing using just one direct memory access (DMA). Because the number of DMA is critical for the performance of the parallel algorithm, the advantage of applying K-means to group the landmarks into clusters is to minimize the number of direct memory access operations. Landmarks which are spatially close to each other are grouped together and transferred into one computing core (e.g. one SPE in a Cell Processor) using one DMA call.
The purpose of applying K-means clustering for data partitioning is to decrease the number of direct memory access (DMA) operations. However, in order to fully utilize each SPE computing unit, the work load should be balanced. Because the algorithm selects the landmarks considering their spatial relationships, the K-means clustering intends to provide similar amount of landmarks in each cluster. In Figure 3 we show a typical work load distribution for one image pair on 16 SPE, it is clear that the number of landmarks assigned to each cluster roughly form a uniform distribution. The main processor or main core (e.g. PPE) is responsible for spooling and destroying all the threads of computing cores (e.g. SPE). It is also in charge of assembling all the matching points that returned from each SPE and converts the results back to the original image coordinate systems. Robust estimation is applied to reject outliers and preserve the robust landmark correspondence. Nonlinear transformation is finally estimated to register the fixed image and the moving image.
EXPERIMENTAL RESULTS
The test data used in our experiments were prepared in the department of Radiology, University of Medicine and Dentistry of New Jersey. The dimensionality of the test image is 192×192 and the x and y resolution are 1.41 mm. We test our algorithm using the simulated affine transformations. Forty simulated 2D human abdomen CT images were generated by applying forty simulated deformations. The algorithm is compared with the multiple resolution affine registration implemented in ITK (http://www.itk.org) and also the free software MedINRIA developed by INRIA (http://wwwsop.inria.fr/asclepios/software/medinria/). The registration accuracy is evaluated based on whether the algorithm can successfully recover the affine transformation parameters.
We define E = max
where the p * t , p * r , p * s represent the estimated translation, rotation and scale parameters. The p t , p r , p s are the ground true transformation parameters. The δ t = 1, δ r = 0.5, δ s = 0.01 are the normalization factors for translation, rotation and scale, respectively. The registration is considered successful if E ≤ 1.0. Our proposed algorithm can recover 95% of the image pairs while the ITK and MedINRIA can only recover 70% and 50%, respectively, for image pairs with large deformation. From the experimental results we show that the proposed algorithm can accurately register two images under 2.5 times scale differences and 45 degrees of rotation. It is clear that our algorithm provides robust registration for large deformations when compared with the implementation in ITK and MedINRIA.
We also tested our algorithm using the CT scans from two different persons, and the imaged pathology specimens. We experimentally demonstrated that the algorithm can be applied to a wide range of medical image registration applications. Some experimental results are shown in Figure 4 . The first row represents the fixed image. The second row is the moving image and results are shown in the third row. The registered images shown in the third row of Figure 4 are expected to be similar to the fixed images shown in the first row.
The parallelization code was compiled for two different platforms. The parallel version was running on an IBM BladeCenter Q21 featuring 2GB of RAM and two processors running at 3.2 GHz configured as a two-way, symmetric multiprocessor (SMP). A thread running on a PPE can communicate with all 16 SPEs. The Cell/B.E. SDK 3.0 and GCC compiler were used to implement and compile the algorithm. In all our experiments, there was one main thread running on one of the PPEs and up to 16 threads on the SPEs. The sequential version was running on a x86 machine at 2.6 GHz and 4G memory. The compiler is also GCC.
All the image pairs used for testing have dimensionality 192 × 192) . Because the point matching procedure dominates the running time of the registration algorithm, this step is the only part parallelized on the Cell/B.E. For fair comparison we run each implementation (sequential and parallel) 10 times. The comparative experiments of the running speed of the point matching procedure on two platforms are shown in Table 1 . Please notice that x86 refers to the sequential implementation on a x86 machine running the Linux. The Cell/B.E. (PPE only) denotes the running time on the multicore processor using only the main processor PPE. The Cell/B.E. (16 SPEs) represents the parallel running time by fully utilizing all the 16 computing cores (SPEs). Using the multicore platform, we roughly achieved 10 times of speedup over its corresponding sequential implementation. In total, the parallel version of the algorithm can register a pair of image (192 × 192) in less than five seconds.
CONCLUSION
In this paper, we have explained a parallelization of a robust and accurate 2D image registration algorithm. The method is implemented on an IBM Cell/B.E. We have achieved approximately 10 fold speed up compared with its sequential implementation. Our proposed data partitioning approach and the parallelization schema are independent of the parallel platforms and are generic by design, therefore it can be extended to other applications on other parallel platforms.
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