The aim of this article is to translate the well-known tensor product of representations of a group given by diagonal action to the case of representations of a quiver. We provide three different approaches and exhibit their close relationship to the point-wise tensor product, which is considered in [2] , [4] and [3] .
Introduction
All algebras are understood to be associative, with identity element unless otherwise stated. All modules are understood to be left modules.
Let A and B be algebras over a field k. Given an A-module M and a Bmodule N , their tensor product over k M ⊗ k N carries a natural A ⊗ B-module structure defined by (a ⊗ b)(m ⊗ n) = (am) ⊗ (bn) for all a ∈ A, b ∈ B, m ∈ M and n ∈ N . Any algebra morphism ∆ : A → A ⊗ A defines a tensor product on A − Mod, the category of all A-modules, as follows. Let M, N ∈ A − Mod. Then M ⊗ k N is endowed with an A-module structure defined by a(m ⊗ n) = ∆(a)(m ⊗ n)
for all m ∈ M , n ∈ N and a ∈ A. We denote this A-module by
If L, M and N are A-modules, then the canonical vector space isomorphism
is in fact an A-module isomorphism. In other words the tensor product commutes with direct sums.
The most classical situation in which this tensor product appears is when A = kG is the group algebra of a group G. Then the algebra morphism ∆ is determined by ∆(g) = g ⊗ g ∈ A ⊗ A, for all g ∈ G. The G-action on M ⊗ k N afforded by this morphism ∆ is sometimes called the diagonal action. Since the tensor product commutes with direct sums one can compute the tensor product of two group representations by first decomposing them into direct sums of indecomposable representations and compute the tensor product of all respective summands. Thus it suffices to decompose the tensor product of any two indecomposable representations to gain full understanding of the tensor product. The problem of finding this decomposition for any two indecomposable representations is called the Clebsch-Gordan problem. It is a classical problem which originates from the representation theory of groups. As previously noted however, any tensor product arising in the way described above commutes with direct sums. Hence the Clebsch-Gordan problem is meaningful to consider for any algebra A together with an algebra morphism ∆ : A → A ⊗ A.
In the articles [2] , [4] and [3] the author studied the Clebsch-Gordan problem for quiver representations, where the tensor product of quiver representations is defined point-wise and arrow-wise.
The question arises to what extent this tensor product fits into the above framework. The present article aims at answering this question. We also investigate possible analogues of the diagonal action in the case where A = kQ is the path algebra of a quiver Q.
We provide three different approaches to produce these analogues. Among these, the first one is the most naive, in the sense that we consider the diagonal action provided by ∆ : kQ → kQ ⊗ kQ, ∆(µ) → µ ⊗ µ for each path µ. This however is not an algebra morphism. Therefore we are forced to leave the theory of modules and introduce so called premodules. The second approach is more sophisticated in so far as it is based on modifications of the above ∆ which indeed are algebra morphisms. This however requires technicalities which one would like to avoid. In the last approach we use a categorical setting where algebras are replaced by linear categories and modules by functors. This setting is well adapted to quiver algebras and we are able to introduce the diagonal action with ease.
In the first two approaches the tensor product of two modules decomposes into their point-wise tensor product and a more or less trivial part, which can be calculated explicitly. In the last approach we obtain exactly the point-wise tensor product. Hence the Clebsch-Gordan problem for any of these tensor products is reduced to the Clebsch-Gordan problem for the point-wise tensor product.
A result of this article is therefore that the point-wise tensor product arises naturally, at least in terms of the Clebsch-Gordan problem, when one tries to define a tensor product via diagonal action.
Diagonal action for quivers
We recall some definitions for quivers which can be found in [1] .
A quiver Q is a quadruple (Q 0 , Q 1 , t, h), where Q 0 is the set of vertices and Q 1 the set of arrows. The maps t, h : Q 1 → Q 0 map an arrow α to its tail tα and head hα respectively. If α ∈ Q 1 , i = tα and j = hα, then we say that α is an arrow from i to j and write i α → j. A path of length d ≥ 1 from i ∈ Q 0 to j ∈ Q 0 is a sequence α d . . . α 1 of arrows such that
For each vertex i ∈ Q 0 there is moreover a path e i of length zero from i to i. We denote the set of all paths from i to j by Q(i, j). With any quiver Q we associate its path algebra kQ, which in general does not have an identity element. As a vector space
where kQ(i, j) is the vector space having Q(i, j) as basis. If α d . . . α 1 and β l . . . β 1 are paths then their product is defined by
otherwise. This uniquely determines a k-bilinear and associative multiplication on kQ. If Q 0 is finite, then kQ has the identity element
In the sequel we assume that Q is a finite quiver, i.e. both Q 0 and Q 1 are finite. We define the linear map ∆ : kQ → kQ ⊗ kQ by ∆(µ) = µ ⊗ µ for each path µ in Q. Unfortunately, if Q has at least two vertices then ∆ is not an algebra morphism, since
e i ⊗ e j = 1 kQ⊗kQ .
However, ∆ is k-linear and multiplicative. To salvage the situation we make the following digression. Let A be a k-algebra. A premodule over A is a vector space M over k together with an A-action on M , i.e. a k-bilinear map Proof. We define the linear map
Furthermore 1 A acts as the identity on im E and as zero on ker E. Hence the A-action on im E induced from the A-action on M defines an A-module structure on im E, whereas the A-action on ker E is trivial. Set M 1 = im E and
For uniqueness observe that any subpremodule of M which is an A-module is contained in M 1 and any trivial subpremodule of M is contained in M 0 .
In other words Proposition 1 states that any premodule decomposes uniquely into a trivial summand and a non-trivial summand, which is in fact a module.
Let M and N be kQ-modules. Because the k-linear map ∆ : kQ → kQ ⊗ kQ defined above is multiplicative, it defines a kQ-action on
This kQ-premodule is denoted by M ⊗ ∆ N . By Proposition 1 we have the decomposition
Recall that a representation U of Q is a collection of vector spaces U (i), where i ∈ Q 0 and a collection of linear maps U (α) : U (tα) → U (hα), where α ∈ Q 1 . With each kQ-module M we associate a representation of Q, also denoted by M , and given by
This construction is functorial. In fact it is an equivalence between the category of all kQ-modules and the category of all Q-representations.
We proceed to describe the representation corresponding to (M ⊗ ∆ N ) 1 which we denote by M⊗ N . As a vector space,
Proposition 2. Let M and N be kQ-modules. Then the Q-representation M⊗ N corresponding to the kQ-module (M ⊗ ∆ N ) 1 admits the following description:
for all k ∈ Q 0 , and
Thus M⊗ N coincides with the point-wise tensor product of M and N considered in [2] , [4] and [3] .
It is somewhat unsatisfactory that we need to venture out of the ordinary theory of modules to define the point-wise tensor product in this way. At this stage it can be argued that the point-wise tensor product is unnatural due to this flaw. We investigate the possibility to overcome this problem in the next section.
Bialgebra structures on kQ
Recall some basic definitions for bialgebras.
A coalgebra is a vector space A together a linear map
which is called the comultiplication. It is called coassociative if
A counit is an algebra morphism
where we make the usual identifications
A bialgebra is an algebra A, with a coalgebra structure where the comultiplication ∆ :
is an algebra morphism. If A is a bialgebra then the tensor product of two A-modules over k carries a natural A-module structure as explained in section 1. If it is coassociative then the tensor product is associative. Similarly if there exists a counit, there is an A-module which acts as a unit with respect to the tensor product. The essential property for the Clebsch-Gordan problem is however that the tensor product commutes with direct sums which holds for any comultiplication. Therefore we do not assume that bialgebras are coassociative or have counits.
In this section we investigate bialgebra structures on kQ and the corresponding tensor product of kQ-modules. In particular we focus on those bialgebra structures satisfying ∆(α) = α ⊗ α for each arrow α ∈ Q 1 , as these are similar to the diagonal action from section 2. First we describe kQ ⊗ kQ as the path algebra of a quiver with relations. For quivers P and Q we define the product quiver P × Q by
where the maps t, h :
for all a ∈ P 0 , b ∈ Q 0 , α ∈ P 1 and β ∈ Q 1 .
Proposition 3. Let P and Q be quivers. Let I < k(P ×Q) be the ideal generated by all differences
where a α → a in P and b
Proof. Define the algebra morphism
for all a ∈ P 0 , b ∈ Q 0 , α ∈ P 1 and β ∈ Q 1 . The differences generating I lie in ker φ and thus φ induces an algebra morphism
be the subset of all paths of the form
where (α i ) i ∈ P (a, a ) and (β j ) j ∈ P (b, b ), for all a, a ∈ P 0 and b, b ∈ Q 0 . Consider the equivalence relation ∼ on the set of all paths in P × Q defined by µ ∼ ν if and only if µ − ν ∈ I.
is a path from a k to a k+1 in P and (β jk )
is a path from
Hence every equivalence class of paths in P × Q contains an element from the set
where a, a ∈ P 0 and b, b ∈ Q 0 . For any path
we cannot change the internal order of the arrows (α i , b) or (a , β j ) using ∼.
Hence it is the only element in its equivalence also lying in B.
In other words B is a cross-section for the equivalence classes of paths in P × Q. Hence the set B = {x + I|x ∈ B} is a basis of k(P × Q)/I. Furthermore φ induces a bijection
where a, a ∈ P 0 and b, b ∈ Q 0 . Hence φ induces a bijection of bases in k(P × Q)/I and kP ⊗ kQ, and thus it is an algebra isomorphism.
In kQ we have the following decomposition of the identity into orthogonal idempotents:
Hence any algebra morphism ∆ : kQ → kQ ⊗ kQ gives rise to the decomposition
In kQ ⊗ kQ we also have the decomposition
e i ⊗ e j .
In fact it comes from the path algebra structure of kQ ⊗ kQ provided by Proposition 3.
In the sequel we will need to assume a certain compatibility between these decompositions. Therefore we say that a linear map
where Q 0 × Q 0 =˙ k∈Q0 E k . Observe that we allow the sets E k to be empty. Similarly we call ∆ : kQ → kQ ⊗ kQ a partitioning morphism if it is both an algebra morphism and a partitioning map. In some sense the fact that ∆ is partitioning means that it respects the quivers underlying kQ and kQ ⊗ kQ. Later we will see that the partition
will be of great significance for the tensor product given by ∆.
The next results gives a criterion for determining whether a partitioning map is a morphism in terms of the sets E k .
Proposition 4. Let
∆ : kQ → kQ ⊗ kQ be a partitioning map. Then ∆ is an algebra morphism if and only if
for all arrows α i ∈ Q 1 , and
where
Proof. Clearly the condition
for all arrows α i ∈ Q 1 , is necessary. Now assume ∆ satisfies this condition. 
We have that (e i ⊗ e j )(µ ⊗ ν)(e i ⊗ e j ) = (e i µe i ) ⊗ (e j νe j ) = µ ⊗ ν if µ ∈ Q(i, i ) and ν ∈ Q(j, j ) and (e i ⊗ e j )(µ ⊗ ν)(e i ⊗ e j ) = 0 otherwise. Hence ∆(e l )∆(α)∆(e k ) = ∆(α) if and only if λ µν = 0 whenever
where (i, j) ∈ E k and (i , j ) ∈ E l , or equivalently
Proposition 5. Let M and N be kQ-modules and
for each k ∈ Q 0 . Let k α → l be an arrow in Q, and
where µ, ν are paths in Q. In matrix notation the linear map
where µ ∈ Q(i, i ) and ν ∈ Q(j, j ).
Let k α → l be an arrow in Q, and
where µ, ν are paths in Q. Let m ∈ M (i) and n ∈ N (j). Then
where µ starts in i and ν starts in j.
where µ ∈ Q(i, i ) and ν ∈ Q(j, j ) and thus
Proposition 4 provides a means to construct a large variety of tensor products on kQ − Mod, which are explicitly described in Proposition 5. In the special case where we extend the diagonal action we have the following result.
Theorem 1. Let
∆ : kQ → kQ ⊗ kQ be a partitioning morphism satisfying
for each arrow α in Q. Let M and N be kQ-modules. Then
where S k is the simple module corresponding to the vertex k and
where (i, j) ∈ E k and i = j.
Before we turn to the proof of Theorem 1 we make a few remarks. If
is a partitioning map such that ∆(µ) = µ ⊗ µ for each path µ in Q of length at least 1, then ∆ satisfies the the conditions of Theorem 1 if and only if
for each k ∈ Q 0 , by Proposition 4. Similar to the situation in section 2 the tensor product of two modules decomposes into their point-wise tensor product and a semisimple summand. In this sense the corresponding Clebsch-Gordan problem is equivalent to the Clebsch-Gordan problem with respect to the point-wise tensor product.
Proof. According to Proposition 5,
and A (i ,j )(i,j) = 0 if i = j and i = j . Hence the subspace families
where (i, j) ∈ E k and i = j determine subrepresentations of M ⊗ ∆ N . Moreover
and all arrows in V act as zero. Hence
As stated in the beginning of this section we have not assumed that our comultiplication ∆ is coassociative or has a counit, and in general neither of these assumptions hold.
Coassociativity holds in certain cases. For instance, if we choose
Thus ∆ is coassociative in this case. Assume there is a comultiplication ∆ with a counit
Then the kernal of e has codimension 1 and contains the radical. Hence it maps some e k to 1 and all other paths to 0. Let α ∈ Q 1 . Then
This is a contradiction and thus no comultiplications satisfying the conditions of Theorem 1 has a counit.
Categorical approach
In this section we recall the functorial view of modules which can be found for example in [1] . We translate the approach to tensor products presented in section 1 to this setting. A category A is called k-linear if its morphism sets A(a, a ), where a, a ∈ ObA, are endowed with a k-linear strucutre and composition is bilinear. A functor We denote the category of all A-modules by Mod A. Let Q is a quiver. The linearized path category of Q is the linear category kQ, whose set of object is Q 0 and whose morphism space kQ(i, j) has Q(i, j) as basis, for all i, j ∈ Q 0 .
Any representation M of Q yields a kQ-module
Associating M with the corresponding kQ-module we obtain a linear equivalence
Above we have a description of modules over categories instead of algebras. We now adapt the tensor products from section 1.
Let A and B be small linear categories. We define the linear category A ⊗ B by
where the composition is defined by (α ⊗ β )(α ⊗ β) = α α ⊗ β β. This tensor product is associative and k, viewed as a one point category with morphism space k, is a unit.
Let m ∈ Mod A and n ∈ Mod B. We define the A ⊗ B-module m ⊗ n by (m ⊗ n)(a, b) = m(a) ⊗ k n(b) for all a ∈ ObA and b ∈ ObB (m ⊗ n)(α ⊗ β) = m(α) ⊗ n(β) for all α ∈ A(a, a ) and β ∈ B(b, b ).
Let
∆ : A → A ⊗ A be a linear functor and m, n be A-modules. We define their tensor product by
Let m, n and l be A-modules. The canonical vector space isomorphism
By precomposing with ∆ we obtain a natural isomorphism
In other words the tensor product commutes with direct sums. The linear functor ∆ is called coassociative if there is a natural isomorphism (Id ⊗ ∆)∆→ (∆ ⊗ Id)∆. In that case ⊗ ∆ is associative in the sense that there is a natural isomorphism
Similarly ∆ is called cocommutative if ∆→ ι∆, where
is defined by ι(a, a ) = (a , a) for all a, a ∈ ObA and ι(α ⊗ α ) = α ⊗ α for all morphisms α, α in A. Then ⊗ ∆ is commutative. A counit is linear functor : A → k satisfying (Id ⊗ )∆→ Id→ ( ⊗ Id)∆, where we identify k ⊗ A, A and A ⊗ k. We define the A-module e : A → k − Mod by e(a) = k for all a ∈ ObA and e(α) = (α) for all A-morphisms α. We obtain natural isomorphisms m ⊗ ∆ e→ m→ m ⊗ ∆ e. We now specialize to the diagonal action. Let Q be a quiver and define the linear functor ∆ : kQ → kQ ⊗ kQ by ∆(i) = (i, i) for all i ∈ Q 0 and ∆(µ) = µ ⊗ µ for all paths µ in Q. Further define : kQ → k by (µ) = 1 k for all paths µ in Q. Using the canonical vector space isomorphisms
one can show that ∆ is coassociative, cocommutative and that is a counit.
Let m, n be kQ-module and M , N the corresponding Q-representations.
for each α ∈ Q 1 . Hence the representation corresponding to m ⊗ ∆ n is M⊗ N . Let E be the representation corresponding to e. We immediately obtain the following result due to our previous observations. Theorem 2. Let Q be a quiver and L, M, N representations of Q. Then we have the following isomorphism which are natural in L, M and N .
1.
These isomorphisms can of course be derived directly from the definition. Here however they follow from the general framework, in which the point-wise tensor product fits naturally.
Monoidal structures
A common feature for tensor products in various settings is that they give rise to monoidal structures, i.e. that the category on which the tensor product operates is a monoidal category with multiplication given by the tensor product. In this section we show that the point-wise tensor product of quiver representations has this feature.
We present monoidal categories following [5] . A monoidal category is a category A together with a bifunctor for each i ∈ Q 0 . Hence the diagrams above commute for our choice of α, λ and ρ, as they commute at each vertex which follows from the fact that k − Mod is a monoidal category.
