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Introduction 1
Introduction
Terms, definitions and types of risks to which financial institutions are exposed are manifold. They
are commonly differentiated by their source or their scope of application. Risk management and
controlling departments mainly1 distinguish between
• market risk - e.g., equity or interest rate risk,
• credit risk - e.g., default risk, and
• operational risk - e.g., individual mistakes of employees.
Identification of risk is sophisticated on account of the great variety of possible influencing factors.
Due to the inherent uncertainty, risk is generally measured through probabilities. Thus, mathe-
matical tools and schemes are frequently used for estimation and evaluation. Besides the resulting
complexity, these models must be developed, calibrated to data and numerically implemented. For
this process, conflicting standards and demands concerning
• internal and strategic objectives as well as
• regulatory requirements
must be considered. Risk aggregation and measuring dependencies between risk factors are addi-
tional issues.
In practice, these challenges are generally tackled by standard or simplified approaches. They are
less complex, their handling is flexible and numerical implementation is fast. Therefore, their known
drawbacks (e.g., under- and overestimation of risk) are accepted. In academia, many advanced
models have been developed to eliminate these failures. As consequence, practical implementation
is difficult and expensive.
In this thesis, we focus on modeling dependency structures by means of copulas2. Compared to
standard frameworks, the copula approach is more elaborate but still provides a feasible imple-
mentation.
In a mathematical nutshell, the concept states that a multivariate distribution can be split into its
one-dimensional marginal distributions and a coupling function denoted as copula. Transferred to
an economic point of view, a multidimensional problem of risk aggregation can be separated into
• its single risk factors and
• its dependency structure - i.e., its copula.
The main advantage of this idea is that single risk factors are often easily measurable. Though,
identification of dependencies is challenging. Copulas offer a large variety of dependency structures
and hence a higher degree of freedom compared to standard approaches (multivariate normal
distributions as a rule). However, the selection of the “right” copula is of central significance. In
practice, copulas already cover various scopes of applications.
The first part of this thesis introduces to the mathematical background of copulas. As application,
the value at risk of a stock portfolio is measured by the copula approach. Outcomes are compared
to a standard multivariate normal benchmark.
The second part provides an introduction to credit risk and a detailed description of so-called
intensity-based models. In this framework, we develop a new specification for modeling a copula-
and default-dependent intensity. As conclusion, model construction and implementation are criti-
cally assessed.
1Further kinds (systemic, liquidity or model risk, for instance) exist and have ambiguous assignments to different
areas.
2In literature, we casually find the plural form copulae.

Part I
Copula Functions and
Applications in Equity Risk

51 Introductory Note to the First Part
Measuring equity risks of portfolios is an essential issue for financial institutions. It is often
difficult to determine portfolio behavior at large. Single risk factors may easily be identifiable and
transparent. However, dependencies between risk factors must be specified to assess their impact
on the portfolio and to picture portfolio evolution.
The separation of risk drivers and dependency structure is met by the copula concept. From
a mathematical point of view it is possible to split a multidimensional distribution (here the
portfolio behavior) into its margins (here the single risk factors) and a copula (here the risk factors’
dependency structure).
The first financial application of the copula approach was made by Li [41] in 2000. He uses the
Gaussian copula to describe dependencies in credit default risk. In this first part we apply copulas
in an equity risk framework. As we are free in selecting the copula, the main difficulty for these
models is the choice of the right copula to identify the actual dependency structure. Our analysis
is restricted to the Gaussian, t- and Clayton copula. A detailed extension to the great variety of
copulas goes beyond the scope of this thesis.
We begin with an introduction to the concept, theory and simulation of copulas supported by
examples in Chapter 2. Calibration procedures and evaluation of the goodness of fitting are
presented in Chapter 3. In Chapter 4, a goodness-of-fit-test is applied to equity portfolios consisting
of up to 25 companies of the German stock index DAX for different periods. Moreover, we simulate
the value at risk for several portfolio sizes by above mentioned copula models. Outcomes are
compared to a standard approach which is often applied in practice. Numerical results are presented
and interpreted by a first conclusion. In Chapter 5, a recalibration procedure is developed for a
second application, a backtesting of the value at risk. Again, simulation results of the three copulas
approaches are compared to those of the standard model. A second conclusion is drawn, modeling
assumptions and resulting problems are discussed. A summary of results and conclusions is given.
Explanatory notes conclude part one.
2 Basic Copula Theory
In this chapter we give an introduction to copulas and describe their elementary features. Provided
examples deliver insight into the topic. Two copula sampling approaches are presented in the last
section.
Expressions marked by an asterisk (*) are explained in Appendix A.1. Appendices A.2 and A.3
yield a survey of the basic notation and characterization of multivariate distributions and condi-
tional cdfs. For a small overview of random number generation, the reader is referred to A.4.
2.1 Definitions and Properties
Due to their substantial properties, it quickly becomes clear why copulas are a helpful tool for the
analysis of multivariate dependence structures.
2.1 Definition (compare [15], [63])
A D-dimensional copula is a function C mapping from [0, 1]D to [0, 1] such that
1. C is grounded*,
2. C(1, . . . , 1, ud, 1, . . . , 1) = ud for all d ∈ {1, . . . , D}, and
3. C is D-increasing*.
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To get the idea about the definition, let U = (U1, . . . , UD)
′ be a D-dimensional random variable
in which every Ud is standard uniformly distributed for each d = 1, . . . , D. For every vector
u = (u1, . . . , uD)
′ ∈ [0, 1]D, we associate the copula C to the multivariate probability
C(u) = C(u1, . . . , uD) = P[U ≤ u] = P[U1 ≤ u1, . . . , UD ≤ uD] .
Furthermore, a copula fulfills the necessary and sufficient conditions to be a multivariate distribu-
tion function, see [37], Section 1.4.2 or [52], Definition 2.10.8. The second property of Definition 2.1
is required for uniform marginal distributions.
Thus, a copula function is a multivariate distribution function with standard uniform
margins. We will always denote a copula by C instead of FU .
It appears natural to question in how far multivariate cdfs, margins and copula functions can be
be combined. The answer is given by Sklar’s Theorem (1959), [61].
2.2 Theorem (compare [49], Theorem 5.3)
Let F be a multivariate distribution function with margins Fd, d = 1, . . . , D.
1. Then, a copula C : [0, 1]D → [0, 1] exists such that it holds
F (x1, . . . , xD) = C(F1(x1), . . . , FD(xD)) (2.1)
for each x = (x1, . . . , xD)
′ ∈ R¯D. If the margins Fd, d = 1, . . . , D, are continuous, C is
unique. Otherwise, C is uniquely determined on Range F1 × . . .× Range FD.
2. If C is a copula and Fd, d = 1, . . . , D, are univariate distributions, then F in (2.1) is a
multivariate distribution function with margins Fd.
A proof can be found in [52], Section 2.3.
A direct implication of the above theorem is
2.3 Corollary (compare [52], Corollary 2.10.10)
Let F be a multivariate cdf and C its copula in sense of Equation (2.1) with margins F1, . . . , FD.
Let F−11 , . . . , F
−1
D be their generalized inverse functions*. Then, for any u = (u1, . . . , uD)
′ ∈ [0, 1]D
it holds
C(u1, . . . , uD) = F (F
−1
1 (u1), . . . , F
−1
D (uD)) . (2.2)
Outline of proof:
Starting with equation (2.1), one exploits the quantile transformation property of the generalized
inverse functions F−1d , d = 1, . . . , D, to receive (2.2).
Theorem 2.2 and Corollary 2.3 require some interpretation. First, Sklar’s Theorem states that one
can connect margins Fd, d = 1, . . . , D, by a copula C to receive their multivariate distribution F .
Second, Corollary 2.3 asserts that a copula C is exhibited by means of the multivariate distribution
function F in combination with the generalized inverse functions F−1d of its margins Fd.
Hence, the copula C reveals the dependencies between the marginal distributions Fd of the multi-
variate cdf F . This separation of margins and multivariate distribution appears to be a powerful
tool for applications in quantitative finance.
If F and Fd, d = 1, . . . , D, are continuous and strictly increasing, we can compute the copula
density c by applying the chain rule to (2.2) as
c(u1, . . . , uD) =
∂C(u1, . . . , uD)
∂u1 . . . ∂uD
=
fX(F
−1
1 (u1), . . . , F
−1
D (uD))
D∏
d=1
fd(F
−1
d (ud))
(2.3)
where fd denotes the marginal density of Xd and f the multivariate density of X. Computation
of these expressions are necessary for calibration issues and goodness-of-fit tests in Chapter 3.
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2.4 Notation
The copula of a random variable X ∈ RD withX ∼ F is denoted as CX if indexing is necessary. The
copula of a distribution function F is meant in sense of Equation (2.1), i.e., F can be represented
in terms of a copula C and margins F1, . . . , FD.
A further important property is that copulas are invariant under strictly increasing transformations
- for the following statement compare [52], Theorem 2.4.3, or [49], Proposition 5.6.
2.5 Proposition (Invariance Property)
Let CX be the copula of a random variable X = (X1, . . . , XD)
′ ∈ RD with continuous margins
F1, . . . , FD and let T1, . . . , TD be strictly increasing transformations. Then, the transformed ran-
dom variable
T (X) := (T (X1), . . . , TD(XD))
′ ∈ RD
has copula CX as well, i.e., it holds
CX = CT (X) .
A proof can be found in Appendix D.1.1.
2.2 Examples
As pointed out, a copula represents the dependence structure of multivariate distributed random
variables. Basically, we can divide copulas into three different categories, see [49], Section 5.1.2.
2.2.1 Fundamental Copulas
These kind of copulas define fundamental - in sense of elementary - dependency structures.
2.6 Definition (Fundamental Copulas)
1. The independence or product copula CΠ is defined as
CΠ(u1, . . . , uD) :=
D∏
d=1
ud .
2. The comonotonicity copula M is defined as
M(u1, . . . , uD) := min{u1, . . . , uD}
and represents perfect positive dependence.
3. The countermonotonicity function1 W is defined as
W (u1, . . . , uD) := max
{
D∑
d=1
ud −D + 1, 0
}
and represents perfect negative dependence.
One can show (see [49], Theorem 5.7 and proceeding proof) that every copula C is bounded by
countermonotonicity W and comonotonicity M , i.e.,
W (u1, . . . , uD) ≤ C(u1, . . . , uD) ≤M(u1, . . . , uD) .
W and M are called Fre´chet lower and upper bound, respectively2. Figure F - 2.1 shows contour
plots of the cumulative distribution functions of W , CΠ and M . It gives a graphical hint why
countermonotonicity and comonotonicity can be interpreted as lower and upper bound for every
copula.
1W is not a copula in general. Only in the case D = 2 W (u1, u2) fulfills the requirements of Definition 2.1.
2Families of copulas that include the fundamental ones are said to be comprehensive. Their determining parameters
allow a representation of W , CΠ and M .
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F - 2.1 Figure: contour plots - fundamental copulas
2.2.2 Implicit Copulas
Implicit copulas are extracted from multivariate distributions and inherit their properties explain-
ing the word implicit. We present two of the most commonly used in quantitative finance.
2.7 Definition
1. The Gaussian copula is defined as
CGaP (u1, . . . , uD, P ) := ΦP (Φ
−1(u1), . . . ,Φ−1(uD))
=
Φ−1(uD)∫
−∞
. . .
Φ−1(u1)∫
−∞
1
(2pi)
D
2 |P | 12 exp
(
−1
2
z′P−1z
)
dz1 . . . dzD
in which ΦP is the multivariate standard normal distribution with correlation matrix P and
Φ−1 the inverse function of the univariate standard normal distribution.
2. The t-copula is defined as
Ctν,P (u1, . . . , uD, ν, P ) := tν,P
(
t−1ν (u1), . . . , t
−1
ν (uD)
)
=
t−1ν (uD)∫
−∞
. . .
t−1ν (u1)∫
−∞
Γ
(
ν+D
2
)
Γ
(
ν
2
)
(νpi)
D
2 |P | 12
(
1 +
z′P−1z
ν
) ν+D
2
dz1 . . . dzD
in which tν,P is the multivariate t-distribution with ν degrees of freedom, correlation matrix
P , and t−1ν the inverse function of the univariate t-distribution.
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F - 2.2 Figure: contour plots - bivariate Gaussian copula density
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CGaP and C
t
ν,P belong to the family of elliptical copula functions, a subclass of elliptical distribu-
tions, refer to [22], Chapter 5. Both copulas have closed form densities, for a derivation see [12],
Sections 4.8.1 and 4.8.2. For the Gaussian Copula it holds
c(u1, . . . , uD, P ) = |P |− 12 exp
(
−1
2
ξ′
(
P−1 − ID
)
ξ
)
(2.4)
in which ξ =
(
Φ−1(u1), . . . ,Φ−1(uD)
)′
. For D = 2, contour plots for Equation (2.4) with different
correlations are shown in Figure F - 2.2. For the t-copula we have
c(u1, . . . , uD, ν, P ) = |P |− 12
Γ
(
ν+D
2
)
Γ
(
ν
2
) ( Γ (ν2 )
Γ
(
ν+1
2
))D (1 + 1ν ξ′P−1ξ)− ν+D2
D∏
d=1
(
1 +
ξ2d
ν
)− ν+12 (2.5)
in which ξ =
(
t−1ν (u1), . . . , t
−1
ν (uD)
)′
. Again for D = 2, Figure F - 2.3 illustrates contour plots
for (2.5) with different degrees of freedom and correlations.
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The driving parameter for the Gaussian copula is its correlation matrix P . Taking P as identity
matrix ID, we receive the D-dimensional independence copula CΠ. Further, if all entries of P are
one, we obtain the comonotonicity copula M . The same holds for the t-copula CtP,ν . However,
assuming ν <∞, P = ID does not result in independence for the t-copula.
Due to the fact that copulas are invariant under strictly increasing transformations, a random
variable Y ∼ Φµ,Σ with covariance matrix Σ has the same copula as X ∼ Φ0,P = ΦP with
correlation matrix P . This is valid as the standardization from Y to X exclusively requires strictly
increasing transformations, see [49], Proposition 5.6 and Subsection 5.1.2.
2.2.3 Archimedean Copulas
As seen in the previous subsection, implicit copulas are functions of given multivariate and marginal
distributions. For explicit copulas this is not the case. They have an explicit, often a very simple
closed form. Mostly, they belong to the family of Archimedean copulas.
Suppose that φ : [0, 1] → [0,∞] is a continuous, strictly decreasing function with φ(1) = 0 and
φ(0) =∞ and let φ−1 be its inverse. Then, the function C : [0, 1]D → [0, 1] given by
C(u1, . . . , uD) = φ
−1 (φ(u1) + . . .+ φ(uD)) (2.6)
is a copula if and only if φ−1 is completely monotonic* on [0,∞), e.g., see [52], Theorem 4.6.2.
Families of form (2.6) are called Archimedean copulas with generator φ. One can easily prove that
this class of copulas is symmetric and associative3.
3For the bivariate case associativity means C(C(u1, u2), u3) = C(u1, C(u2, u3)).
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2.8 Example (Clayton Copula)
Set φθ(t) =
1
θ
(
t−θ − 1) with θ ≥ −1, θ 6= 0. Its inverse φ−1(s) = (θs + 1)− 1θ is completely
monotonic for θ > 0. For D ≥ 2, the Clayton copula is given by
CClθ (u1, . . . , uD) =
(
D∑
d=1
(
u−θd − 1
)
+ 1
)− 1θ
. (2.7)
For θ = −1, we receive the Fre´chet lower bound4 W . Further, the Clayton copula family is
comprehensive as lim
θ→0
CClθ = CΠ and lim
θ→∞
CClθ = M , see [49], Table 5.4.
2.9 Example (Gumbel Copula)
Set φθ(t) = (− ln t)θ with θ > 1. Its inverse φ−1(s) = exp
(
−s 1θ
)
is completely monotonic on
[0,∞). For D ≥ 2, the Gumbel copula is given by
CGuθ (u1, . . . , uD) = exp
( D∑
d=1
(− ln(ud))−θ
) 1
θ
 . (2.8)
For θ = 1 and θ →∞, we receive independence CΠ and comonotonicity M , see [49], Table 5.4.
2.3 Simulation
For applications we need to generate random numbers distributed according to the copula in
question. The majority of computing languages provides at least one pseudo-random generator for
standard uniform distributed numbers. Moreover, many mathematical software programs supply
an extensive quantity of random number generators of the most frequently used distributions
for both the univariate and the multivariate case. The two main approaches, how to sample
copula-distributed random variables, are presented in the preceding subsections 2.3.1 and 2.3.2. A
substantial treatment of non-uniform random number generation is [18].
2.10 Notation
1. A realization x = (x1, . . . , xD)
′, drawn from a random variable X = (X1, . . . , XD)′ dis-
tributed according to a distribution function F , is abbreviated by x ∼ F or (x1, . . . , xD)′ ∼ F .
2. A realization u = (u1, . . . , uD)
′, drawn from a random variable U = (U1, . . . , UD)′ distributed
according to a copula function C, is abbreviated by u ∼ C or (u1, . . . , uD)′ ∼ C.
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F - 2.4 Figure: 2000 random samples - Gaussian and t-copula
4For θ = −1, φ is not strict anymore.
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2.3.1 Transformation Method
The transformation method is applicable for implicit copulas. This approach exploits the fact that
a copula can be represented by Equation (2.2) as
C(u1, . . . , uD) = F (F
−1
1 (u1), . . . , F
−1
D (uD)) .
Let X ∈ R¯D be a random variable with X ∼ F . If we apply the marginal distributions Fd,
d = 1, . . . , D, to each component Xd of X, we receive a new variable U ∈ [0, 1]D which is distributed
according to the copula C. Thus, this procedure allows to simulate random variables U ∼ C
provided that the copula can be represented as in (2.2).
A - 2.1 Algorithm (Transformation Method)
Step 1
• draw x = (x1, . . . , xD)′ ∼ F
Step 2 - for d = 1, . . . , D:
• compute ud = Fd(xd)
Step 3
• receive u = (u1, . . . , uD)′ ∼ C
In particular, this pseudo-algorithm can be applied to the Gaussian and the t-copula. We adopt
the following algorithm from [49], Subsection 5.1.4. For the generation of multivariate normal and
t-distributed variables, the reader is referred to Appendix A.4.
A - 2.2 Algorithm (Gaussian Copula Sampling)
Step 1
• draw x = (x1, . . . , xD)′ ∼ ΦP
Step 2 - for d = 1, . . . , D:
• compute ud = Φ(xd)
Step 3
• receive u = (u1, . . . , uD)′ ∼ CGaP
A - 2.3 Algorithm (t-Copula Sampling)
Step 1
• draw x = (x1, . . . , xD)′ ∼ tν,P
Step 2 - for d = 1, . . . , D:
• compute ud = tν(xd)
Step 3
• receive u = (u1, . . . , uD)′ ∼ Ctν,P
Figure F - 2.4 shows random points sampled by Algorithms A - 2.2 and A - 2.3. The main advantage
of the transformation method is a fast and simple implementation.
However, this method fails if distributions F and Fd, d = 1, . . . , D, are not specified
5. Thus, as
general concept for copula sampling, the transformation approach is not suitable.
5For instance, this is the case for explicit copulas.
12 Basic Copula Theory
2.3.2 Conditional Sampling
The drawback of the previous section is solved by the so-called conditional sampling motivated
in [12], Section 6.3, for instance6. Conditional simulation bases upon probability integral transfor-
mations (PIT’s) by Rosenblatt [56]7. As we will make use of PIT’s in Section 3.3 as well, we go
in for Rosenblatt’s general result. A small reminder on conditional distributions is presented in
Appendix A.3.
2.11 Notation
Let F be a multivariate cdf of X ∈ RD. Denote Fd|1,...,d−1 as the dth margin of Xd given
X1, . . . , Xd−1. This means it holds
Fd|1,...,d−1(xd|x1, . . . , xd−1) =
∂d−1F1,...,d(x1, . . . , xd)
∂x1, . . . ∂xd−1
∂d−1F1,...,d−1(x1, . . . , xd−1)
∂x1 . . . ∂xd−1
=
∂d−1F (x1, . . . , xd,∞, . . . ,∞)
∂x1, . . . ∂xd−1
∂d−1F (x1, . . . , xd−1,∞, . . . ,∞)
∂x1 . . . ∂xd−1
.
2.12 Theorem (compare [56])
Let X = (X1, . . . , XD)
′ ∈ RD be a random variable with absolutely continuous cdf F and dth
margins Fd|1,...,d−1.
1. Define D transformations Td : R→ [0, 1], d = 1, . . . , D, as
T1(x1) = F1(x1) ,
T2(x2) = F2|1(x2|x1) ,
...
TD(xD) = FD|1,...,D−1(xD|x1, . . . , xD−1) .
(2.9)
Then, vd = Td(xd), d = 1, . . . , D, are independent and standard uniformly distributed.
2. Conversely, for an independent random variable V ∼ U(0, 1)D, the inverse transformations
T−1d (Vd) of Td, d = 1, . . . , D, generate a random variable X = (X1, . . . , XD)
′ which is dis-
tributed according to F .
Rosenblatt proves the statement in his very article [56].
We can take advantage of the PIT by considering the multivariate cdf F in Theorem 2.12 as copula
C. With x = u ∈ [0, 1]D as a realization of U ∼ C, the system (2.9) changes to
T1(u1) = C1(u1) = C(u1, 1, . . . , 1) = u1 ,
T2(u2) = C2|1(u2|u1) = C(u2, 1, . . . , 1|U1 = u1) ,
...
TD(uD) = CD|1,...,D−1(uD|u1, . . . , uD−1) =
∂D−1C(u1, . . . , uD)
∂u1, . . . ∂uD−1
∂D−1C(u1, . . . , uD−1, 1)
∂u1 . . . ∂uD−1
.
Using the second part of Theorem 2.12, one receives the recipe for generating copula-distributed
random variables - Algorithm A - 2.4.
Conditional sampling turns out to be elegant in mathematical sense. However, this approach
exhibits two major difficulties which are uniquely dependent on the structure of the concerned
copula. First, it requires the computation of higher order conditional derivatives. Secondly, we
have to invert this differentiation result.
6It is one of the mostly treated copula simulation methods, also compare [8], [22] or [63].
7See also [29].
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The inversion of the derivative function cannot always be found analytically. In this case, the
expression ud = C
−1
d|1,...,d−1(zd|u1, . . . , ud−1) can be received by numerical root finding of the equa-
tion zd = Cd|1,...,d−1(ud|u1, . . . , ud−1), see [12], Section 6.3. Simulation procedures are developed
in [22], [26], [28] or [47] for instance8.
A - 2.4 Algorithm (Conditional Sampling U ∼ C)
Step 1
• draw z1, . . . , zD independent and uniformly distributed random variables
• set u1 = z1
Step 2 - for d = 2, . . . , D:
• compute ud = C−1d|1,...,d−1(zd|u1, . . . , ud−1)
Step 3
• receive u = (u1, . . . , uD)′ ∼ C
2.13 Proposition (Conditional Clayton Copula)
1. For d = 2, . . . , D, the conditional distribution functions CCld|1,...,d−1 for the Clayton cop-
ula (2.7) hold
CCld|1,...,d−1(ud|u1, . . . , ud−1; θ) =
1 + u−θd − 1d−1∑
i=1
u−θi − (d− 1) + 1

− 1θ−(d−1)
. (2.10)
2. For d = 2, . . . , D, let zd ∼ U(0, 1), u1, . . . , ud−1 be given. The inverse function of (2.10) is
ud = C
−1
d|1,...,d−1(zd|u1, . . . , ud−1; θ)
=
((
z
− θ
1+θ(d−1)
d − 1
)
·
(
d−1∑
i=1
u−θi − (d− 1) + 1
)
+ 1
)− 1θ
. (2.11)
A proof can be found in Appendix D.1.3 and D.1.4.
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8For Archimedean copulas with an arbitrary generator φ, Cherubini et al. give a nice derivation for the expression
zd = Cd|1,...,d−1(ud|u1, . . . , ud−1), compare [12], Theorem 6.1.
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A - 2.5 Algorithm (Clayton Copula Sampling)
Given
• θ > 0
• CClθ (u1, . . . , uD) =
(
D∑
d=1
(
u−θd − 1
)
+ 1
)− 1θ
Step 1
• draw i.i.d. z1, . . . , zD ∼ U(0, 1)
• set z1 = u1
Step 2 - for d = 2, . . . , D:
• compute ud =
((
z
− θ
1+θ(d−1)
d − 1
)
·
(
d−1∑
i=1
u−θi − (d− 1) + 1
)
+ 1
)− 1θ
Step 3
• receive u = (u1, . . . , uD)′ ∼ CClθ
2.14 Example (Gumbel Copula)
For the Gumbel copula CGuθ (2.8), the conditional derivatives Cd|1,...,d−1(ud|u1, . . . , ud−1) are not
invertible. For a sampling algorithm, the reader is referred to [12], Subsection 6.3.2.
As one has to compute higher order conditional derivatives and an inversion of these differentiation
results in each step, conditional sampling is computationally intensive. This is particularly relevant
if the expressions C−1d|1,...,d−1 do not have closed-form solutions and derivatives are unmanageable.
Several interesting ideas exists to overcome these difficulties. Whelan [64] presents an approach
to simulate Archimedean copulas by partitioning and scaling one-dimensional draws to the right
multivariate cdf. Further, the theory of pair copula functions avoids explicit multidimensional
structures, e.g., compare [1].
2.3.3 Simulation of Conditional Copulas
Next, we combine the ideas of the previous Subsections 2.3.1 Transformation Method and 2.3.2
Conditional Sampling. The following approach allows to simulate conditional copulas (i.e., deriva-
tives of copulas) for certain classes of multivariate distributions.
Suppose that the cdf F has a differentiable copula C. W.l.o.g. concerning index ordering, a
derivative of a copula function can be specified as conditional distribution by
∂d
∂u1 . . . ∂ud
C(u1, . . . , uD) = C(ud+1, . . . , uD|U1 = u1, . . . , Ud = ud)
= P [Ud+1 ≤ ud+1, . . . , UD ≤ uD|U1 = u1, . . . , Ud = ud]
= P
[
F−1d+1(Ud+1) ≤ F−1d+1(ud+1), . . . , F−1D (UD) ≤ F−1D (uD)|
F−11 (U1) = F
−1
1 (u1), . . . , F
−1
d (Ud) = F
−1
d (ud)
]
= P [Xd+1 ≤ xd+1, . . . , XD ≤ xD|X1 = x1, . . . , Xd = xd]
= F (xd+1, . . . , xD|X1 = x1, . . . , Xd = xd) .
(2.12)
Restricting this conditional multivariate cdf F to the classes of Gaussian and t-distributions, we
take advantage of the following theorems. The subsequent results are collected from [23], [38], [63],
and their respective references.
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2.15 Theorem
Let X ∼ Φµ,Σ be a multivariate normal distribution with mean µ and covariance matrix Σ. We
denote the usual partition of X, µ and Σ as
X =
(
X1
X2
)
, µ =
(
µ1
µ2
)
, and Σ =
(
Σ11 Σ12
Σ21 Σ22
)
with
• X1, µ1 ∈ Rd×1 and Σ11 ∈ Rd×d for 0 < d < D,
• X2, µ2 ∈ RD−d×1 and Σ22 ∈ RD−d×D−d,
• Σ12 ∈ Rd×D−d and Σ21 ∈ RD−d×d.
Then, the conditional random variable X2 given X1 has multivariate normal distribution Φµ2|1,Σ2|1
with mean µ2|1 and covariance matrix Σ2|1 computed as
µ2|1 = µ2 + Σ21Σ
−1
11 (X1 − µ1) and Σ2|1 = Σ22 − Σ21Σ−111 Σ12 .
The proof follows directly from Theorem 2.16 in [23], compare also Corollary 4.11 in [63].
2.16 Theorem
Let X ∼ tν,µ,Σ be a multivariate t-distribution with degrees of freedom ν, mean µ, and covariance
matrix Σ. Let the usual partition of X, µ and Σ be defined as in Theorem 2.15.
Then, the conditional random variable X2 given X1 has multivariate t-distribution tν2|1,µ2|1,Σ2|1
with degrees of freedom ν2|1, mean µ2|1, and covariance matrix Σ2|1 computed as
ν2|1 =
ν
ν + d− 2 ,
µ2|1 = µ2 + Σ21Σ
−1
11 (X1 − µ1) , and
Σ2|1 =
(
1 + (X2 − µ2)′ (νΣ22)−1 (X2 − µ2)
) (
Σ11 − Σ21Σ−111 Σ12
)
.
Proof and derivation are described in [38], see particularly Section 3.2.
Thus, if the unconditional distributions are given as multivariate Gaussian or t, their conditional
distributions can be computed as shown in Theorems 2.15 and 2.16. Applying the general trans-
formation method of Subsection 2.3.1 to these conditional cdfs provides the recipe to simulate
conditional Gaussian or t-copulas due to Equation (2.12). We summarize this result in the follow-
ing algorithms.
A - 2.6 Algorithm (Conditional Gaussian Copula Sampling)
Given
• X ∼ ΦP , U ∼ CGaP
• X1 = x1 and its usual partition as in Theorem 2.15
Step 1
• draw x2 ∼ Φµ2|1,Σ2|1
Step 2 - for relevant d of vector x2:
• compute ud = Φ(xd)
Step 3
• receive u2 ∼ ∂d∂u1...∂udCGaP
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A - 2.7 Algorithm (Conditional t-Copula Sampling)
Given
• X ∼ tν,P , Ctν,P
• X1 = x1 and its usual partition as in Theorem 2.16
Step 1
• draw x2 ∼ tν2|1,µ2|1,Σ2|1
Step 2 - for relevant d of vector x2:
• compute ud = tν(xd)
Step 3
• receive u2 ∼ ∂d∂u1...∂udCtν,P
2.17 Remark
The above given form for the usual partition is chosen due to readability and is interchangeable.
The result holds in general, i.e., for all partitions.
Algorithms A - 2.6 and A - 2.7 start with the standard multivariate Gaussian and t-distribution,
respectively. For both algorithms any general Gaussian or t-distribution is applicable.
3 Inference for Copulas
This chapter deals with the statistical inference for copulas, i.e., the estimation of parameters for
copula models on the basis of historical data. We repeat miscellaneous approaches of likelihood
calibration and present algorithms for the canonical maximum likelihood fitting of the Gaussian,
t-, and Clayton copula. For these copulas, goodness-of-fit tests are illustrated.
3.1 Calibration
The preferred choice of copula parameter calibration to historical data is the maximum likelihood
estimation (MLE)1. Besides, empirical estimation procedures and combinations of MLE and empir-
ical approaches are applied in practice. Other theories of statistical inference fail to work, see [12],
Section 5.1.
We restrict our analysis to parameter estimation and leave out the approximation of standard
errors and confidence intervals. This is treated in [15], for instance. We mainly adopt our notation
to [37], Chapter 10.
3.1 Assumption
Let X = (X1, . . . , XD)
′ be a RD-valued random variable. Suppose that X has multivariate cdf F
and let x·,n = (x1,n, . . . , xD,n)′ ∈ RD, n = 1, . . . , N with N ∈ N, be independent realizations2 of
X. We denote
Υ =
x1,1 . . . x1,N... . . . ...
xD,1 . . . xD,N

as the sample or observation matrix of X.
1The idea of maximum likelihood estimation goes back to the explanations of Sir Ronald Aylmer Fisher at the
beginning of the 1920s.
2That means x·,n is independent of x·,m for all n 6= m.
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Equation (2.1) states that F (x1, . . . , xD) = C(F1(x1), . . . , FD(xD)) holds. As seen in Section 2.2,
the copula C as well as the margins Fd depend on parameters defined as
• θc for the copula and
• θd for each Fd, d = 1, . . . , D.
We set θ = (θ1, . . . , θD, θc) ∈ Θ in which Θ = (Θ1 × . . . × ΘD × Θc) characterizes the admissible
parameter space3. Thus, Equation (2.1) can be rewritten subject to the parameter θ as
F (x1, . . . , xD, θ) = C(F1(x1, θ1), . . . , FD(xd, θD), θc) . (3.1)
We recall the canonical representation of the copula density function c of X, see Equation (2.3),
and revise this expression in dependence of the parameters θ and x = (x1, . . . , xD)
′ instead of
u = (u1, . . . , uD)
′ to
f(x1, . . . , xD, θ) = c
(
F1(x1, θ1), . . . , FD(xD, θD), θc
)
·
D∏
d=1
fd(xd, θd) . (3.2)
3.1.1 Exact MLE
Roughly speaking, the principle of maximum likelihood estimation4 relies on the maximization of
the concerned multivariate density function with respect to the density’s incorporated parameters
given a (adequately large) number of realizations. In other words, MLE maximizes a multivariate
density function f of Equation (3.2) with respect to its parameter θ provided a sample Υ is known.
Due to the independence assumption for the N realizations of X, see Assumptions 3.1, the likeli-
hood function L of (3.2) is
L(θ) =
N∏
n=1
f(x1,n, . . . , xd,n, θ) . (3.3)
The maximum likelihood estimator is now the value θ∗ which maximizes (3.3). As it is strictly
increasing, a logarithmic transformation of (3.3) will provide the same estimator θ∗. Thus, we
define the log-likelihood function as
l(θ) = lnL(θ) =
N∑
n=1
ln f(x1,n, . . . , xd,n, θ) (3.4)
and have simultaneously
θ∗ = arg max
θ∈Θ
l(θ) = arg max
θ∈Θ
L(θ)
for the required maximizer θ∗. This exact maximum (log-)likelihood estimator θ∗ is obtained by
solving the system5 (
∂l
∂θ1
, . . . ,
∂l
∂θD
,
∂l
∂θc
)′
= 0 . (3.5)
Due to relation (3.2), Equation (3.4) can be modified to
l(θ) =
N∑
n=1
ln
[
c
(
F1(x1,n, θ1), . . . , FD(xD,n, θD), θc)
)]
+
N∑
n=1
D∑
d=1
ln [fd(xd,n, θd)] (3.6)
in which c is the copula density and fd are the marginal densities, compare [12], Section 5.2.
Generally, the optimization of (3.6), i.e., solving system (3.5), has to be carried out numerically.
3Parameters may be vectors. Dimensions of θc and θd, d = 1, . . . , D, naturally determine the dimension of Θ.
4For an introduction to the MLE approach a variety of textbooks is available, see [21] for instance.
5Consider that the parameters θc and θd, d = 1, . . . , D, may be vectors and the above derivatives change as they
have to be taken with respect to each component of each parameter vector.
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3.1.2 IFM - Inference Functions for Margins
The IFM are found in many compositions on copula calibration, e.g., compare [12], [15] or [37].
The motive is that computational optimization of (3.6) can be very intensive. The idea of the IFM
method is to split maximization into two parts. This means we separately consider
ld(θd) =
N∑
n=1
ln [fd(xd,n, θd)] for d = 1, . . . , D and (3.7)
lc(θc) =
N∑
n=1
ln
[
c
(
F1(x1,n, θ1), . . . , FD(xD,n, θD), θc
)]
. (3.8)
In a first step, we independently optimize Equation (3.7) with respect to θd and receive
θˆd = arg max
θd∈Θd
ld(θd)
for each d = 1, . . . , D. Next, values (θˆ1, . . . , θˆD) are used for maximizing (3.8), i.e., we search for
θˆc = arg max
θc∈Θc
N∑
n=1
ln
[
c
(
F1(x1,n, θˆ1), . . . , FD(xD,n, θˆD), θc
)]
.
Generally, the IFM estimator θIFM = (θˆ1, . . . , θˆD, θˆc) is not equal to the MLE estimator θ
∗.
However, the IFM method is computationally less intensive than a direct optimization procedure
for (3.6) and θIFM offers a sound initial value for the exact MLE.
3.1.3 CML - Canonical Maximum Likelihood
The canonical maximum likelihood or pseudo-(log-)likelihood approach uses a combination of MLE
and empirical estimation to calibrate copula parameters.
3.2 Definition (compare [15], Section 1.4)
Given an observation matrix Υ the empirical cumulative distribution function (ecdf)6 for the dth
margin is defined as
FdN (x) =
1
N + 1
N∑
n=1
1{xd,n≤x}(x) . (3.9)
When working with empirical distributions, a direct condition is that the number of realizations
N must be large enough to allow for an adequate smoothness of the ecdf. Figure F - 3.1 shows the
different behavior of empirical cdfs in dependence of the number of realizations N for Allianz AG.
A sample size of N = 1000 guarantees a sufficient smoothness, for instance.
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F - 3.1 Figure: empirical distribution functions for Allianz AG
6Sometimes one finds the expression rescaled ecdf.
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Now, the CML employs the empirical distribution functions FdN instead of the analytical margins
Fd, d = 1, . . . , D. Thereby, it bypasses the parameter estimation for each margin as there exists
none for ecdfs. The optimization of (3.6) is reduced to find the copula parameter θCML which is
equal to step 2 of the IFM approach, i.e.,
θCML = arg max
θc∈Θc
N∑
n=1
ln
[
c
(
F1N (x1,n), . . . , FDN (xD,n), θc)
)]
.
Thus, CML significantly diminishes computing time. Under Assumptions 3.1, θCML is a consistent
estimator7, see [27]. For an detailed analysis of the estimator θCML, the reader is referred to [15].
3.3 Notation
The observation matrix Υ transformed by the marginal ecdfs FdN is denoted as pseudo-observation
matrix Ψ and given as
Ψ =
 F1N (x1,1) . . . F1N (x1,N )... . . . ...
FDN (xD,1) . . . FDN (xD,N )
 .
3.1.4 Non-Parametric Estimation
In literature, we also find non-parametric approaches to fit copulas to historical data. We touch
on two methods which are known as empirical and kernel copula approach, respectively. In [16]
and [17], Deheuvels introduces the concept of empirical copulas as a sort empirical multivariate
distribution of the ranks of realizations. He shows that the empirical copula uniformly converges to
the underlying copula. Another non-parametric estimation procedure is the kernel copula approach
presented in [25]. The authors develop a smooth differentiable rebuilding of the copula via kernel
functionals. Here, the advantage is that copula and margins and hence their parameters are not
specified a priori.
3.2 Examples of CML Calibration
In practice, the pseudo-loglikelihood estimation in combination with the Gaussian or t-copula
is frequently used for financial applications. Its costs for implementation, computing time as
well as mathematical complexity for calibration are manageable. We assume that an observation
matrix Υ ∈ RD×N , corresponding empirical cdfs FdN , d = 1, . . . , D, and consequently a pseudo-
observation matrix Ψ are given.
3.2.1 Fitting the Gaussian Copula
As argued in Subsection 3.1.3, for the CML approach the likelihood function for the Gaussian
copula can be restricted to
lGaCML(P ) =
N∑
n=1
ln
[
cGa (F1N (x1,n), . . . , FDN (xD,n), P )
]
=
N∑
n=1
ln
[
cGa (Ψ1,n, . . . ,ΨD,n, P )
]
(3.10)
in which cGa denotes the density of the Gaussian copula, see Equation (2.4).
7Let θN be the estimator for a sample of size N and θ
∗ the exact estimator. The estimator θN is consistent if it
converges in sense of lim
N→∞
P[|θN − θ∗| ≥ ] = 0 ∀  ≥ 0.
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The “only” parameter to calibrate is the correlation matrix P . With (2.4) inserted in (3.10) and
setting ξn = (Φ
−1(Ψ1,n), . . . ,Φ−1(ΨD,n))′, we receive
PGaCML = arg max
P∈Θ
− N
2
ln |P | − 1
2
N∑
n=1
ξ′n(P
−1 − ID)ξn (3.11)
in which Θ is the set of all admissible8 correlation matrices. The analytical solution of (3.11) is
PGaCML =
1
N
N∑
n=1
ξ′nξn ,
see [46]. The effort for this optimization significantly grows with the number of dimensions. As the
parameter space Θ is restricted to correlation matrices and the exact solution PGaCML is generally
9
not element of Θ, maximization becomes even more complex.
To overcome this issue, Cherubini et al. [12], Subsection 5.4.1, propose to compute the correlation
matrix P˜GaCML of the transformed observation matrix Φ
−1(Ψ)10. A different approach is to calibrate
the correlation matrix of the Gaussian copula by Spearman’s rank correlation coefficient, refer
to [49], Example 5.53. Here, we adopt the strategy of [12] to obtain the following calibration
procedure.
A - 3.1 Algorithm (CML Calibration - Gaussian Copula)
Given
• observation matrix Υ
Step 1 - for n = 1, . . . , N and d = 1, . . . , D:
• compute ecdf FdN from Υ
• transform FdN (xd,n) = Ψd,n
Step 2 - for n = 1, . . . , N :
• transform ξ·,n =
(
Φ−1(Ψ1,n), . . . ,Φ−1(ΨD,n)
)′
Step 3 - for i, j = 1, . . . , D:
• compute correlation ρi,j = ρ (ξi,·, ξj,·)
Step 4
• receive P˜GaCML =

1 ρ1,2 . . . ρ1,D
ρ2,1
. . .
. . .
...
...
. . .
. . . ρD−1,D
ρD,1 . . . ρD,D−1 1

8I.e., positive definite and symmetric.
9Embrechts et al. [49] argue that PGaCML is “in practice likely to be close to being a correlation matrix”, p. 235.
10The idea is to transform the original data Υ by means of Φ−1(FdN (Υd,n)) for d = 1, . . . , D and n = 1, . . . , N to
receive Gaussian data.
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3.2.2 Fitting the t-Copula
Due to Equation (2.5) the loglikelihood function for the t-copula holds
ltCML(ν, P ) =
N∑
n=1
ln
[
ct (Ψ1,n, . . . ,ΨD,n, ν, P )
]
(3.12)
= −N
2
ln |P |+N
(
ln
[
Γ
(
ν +D
2
)
− Γ
(ν
2
)])
+N ·D
(
ln
[
Γ
(ν
2
)
− Γ
(
ν + 1
2
)])
−ν +D
2
N∑
n=1
ln
[
1 +
1
ν
ξ′P−1ξ
]
+
ν + 1
2
N∑
n=1
D∑
d=1
ln
[
1 +
ξ2d,n
ν
]
with pseudo-sample matrix Ψ, ξn =
(
t−1ν (Ψ1,n), . . . , t
−1
ν (ΨD,n)
)′
and ξd,n = t
−1
ν (Ψd,n). We have
to find the solution
(νtCML, P
t
CML) = arg max
(ν,P )∈Θ
ltCML(ν, P )
in which Θ denotes the admissible parameter space of degrees of freedom ν and correlation matrices
P . Again, for low dimensions this optimization might be feasible. However, for higher dimensional
orders a maximization of (3.12) is computationally very intensive. To deal with this matter,
several authors split up the optimization procedure into two steps. The first step is to estimate the
correlation matrix by use of rank correlation coefficients. In a second step, the remaining parameter
ν is determined numerically. We outline this procedure below. For a detailed description the reader
is referred to [22], [34], [42], or [43], for instance.
3.4 Definition (Kendall’s τ - Kendall’s rank correlation coefficient)
1. Kendall’s τ for a multivariate random variable X is defined as
ρτ (X) = cov(sign(X − X˜))
in which X˜ is an independent copy of X, see [49], p. 207.
2. The standard estimator of Kendall’s τ for a sample matrix Υ is
Rτ (i, j) =
2
N(N − 1)
(
N∑
n=1
N∑
m>n
sign(xi,n − xi,m)(xj,n − xj,m)
)
for i, j = 1, . . . , N .
An overview on rank correlation is given in [49], Section 5.2.2. In particular, Kendall’s τ
• is a measure of concordance11 in sense of probability,
• is positive definite and symmetric (as covariance matrix),
• is invariant under strictly increasing transformations, and
• has values in [−1, 1]. X and X˜ are countermonotonic for the value ρτ = −1 and comonotonic
for the value ρτ = 1.
3.5 Lemma
1. Let U = (U1, . . . , UD)
′ ∈ [0, 1]D. Then, the correlation matrix Pi,j = ρi,j of the t-copula
Ctν,P can be determined by ρτ (Ui, Uj) =
2
pi arcsin(ρi,j) for i, j = 1, . . . , N , as
Pi,j = ρi,j = sin
(pi
2
ρτ (Ui, Uj)
)
.
2. For a pseudo-sample matrix Ψ the correlation matrix P˜i,j = ri,j of the t-copula C
t
ν,P˜
can be
estimated by Rτ (Ui, Uj) =
2
pi arcsin(ri,j) for i, j = 1, . . . , N as
P˜i,j = ri,j = sin
(pi
2
Rτ (Ui, Uj)
)
.
11(x1, y1) and (x2, y2) are concordant in R2 if (x1, y1)(x2, y2) > 0 and discordant if (x1, y1)(x2, y2) < 0.
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Outline of proof:
1. Proposition 5.37 in [49] shows a general result how to specify a correlation matrix for elliptical
distributions. Apply this result to the t-copula. Then, the invariance property Kendall’s τ
implies the above given result, compare [49], Example 5.54.
2. Follows from 1) and the estimator Rτ for Kendall’s τ .
Lemma 3.5 gives the recipe to receive the correlation matrix P˜ for the t-copula. The estimation
for the remaining parameter (degrees of freedom ν) has to be carried out numerically. CML
optimization for the t-copula is summarized in following algorithm.
A - 3.2 Algorithm (CML Calibration - t-Copula)
Given
• observation matrix Υ
Step 1 - for n = 1, . . . , N and d = 1, . . . , D:
• compute ecdf FdN from Υ
• transform Ψd,n = FdN (xd,n)
Step 2 - for i, j = 1, . . . , D:
• compute Rτ (i, j) = 2
N(N − 1)
(
N∑
n=1
N∑
m>n
sign(Ψi,n −Ψi,m)(Ψj,n −Ψj,m)
)
• transform P˜ ti,j = sin
(
pi
2Rτ (i, j)
)
Step 3
• receive correlation matrix P˜ tCML
• compute ν˜CML = arg max
ν∈Θ
N∑
n=1
ln
[
ct
(
Ψ1,n, . . . ,ΨD,n, ν, P˜
)]
• receive CML estimates (ν˜CML, P˜ tCML)
3.6 Remark
The transformation in Step 2 does not always provide a positive definite matrix P˜ . In this case,
algorithms to generate nearest positive definite matrices can be applied such as an eigenvalue
method for instance, see [49], Example 5.54 and Algorithm 5.55.
3.2.3 Fitting the Clayton Copula
The D-dimensional Clayton copula density is given by
cCl(u1, . . . , uD, θ) =
D∏
d=1
[
(1 + (d− 1)θ) · u−θ−1d
] ·( D∑
d=1
u−θd −D + 1
)− 1θ−D
. (3.13)
A derivation is received by induction and can be found in Appendix D.1.2. For a pseudo-sample
matrix Ψ, the loglikelihood function hence is
lClCML(θ) =
N∑
n=1
ln cCl(Ψ1,n, . . . ,ΨD,n, θ) (3.14)
= N ·
D∑
d=1
ln [1 + (d− 1)θ]− (θ + 1)
N∑
n=1
D∑
d=1
ln [Ψd,n]−
(
1
θ
+D
) N∑
n=1
ln
[
D∑
d=1
Ψ−θd,n −D + 1
]
.
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Optimization of (3.14) is not a CML estimation in the classical sense as there exists no implicit
margins for the Clayton copula CCl, see Equation (2.7). Formula (3.14) appears to be as complex
as the likelihood function for the t-copula. However, the one-dimensional search for θ eases maxi-
mization and is comparable to Step 3 of Algorithm A - 3.2. Again, numerical procedures have to
be applied.
3.3 Goodness-of-Fit Test
When calibration has been performed, one needs to know whether the chosen copula fits to the
given data. For this issue, the probability integral transformation (PIT), see [56] or Theorem 2.12,
is a helpful tool. We recall that part one of this very theorem states that the transformations
T1(u1) = C1(u1) ,
T2(u2) = C2|1(u2|u1) ,
...
TD(uD) = CD|1,...,D−1(uD|u1, . . . , uD−1)
produce a vector (v1, . . . , vD)
′ = (T1(u1), . . . , TD(uD))′ which is independent and standard uni-
formly distributed. Thus, Φ−1(v1), . . . ,Φ−1(vD) are i.i.d. N(0, 1)-distributed and
S =
D∑
d=1
(Φ−1(vd))2
is χ2-distributed with D degrees of freedom. Consequently, we can apply a χ2-test to S for the
given data. We summarize this procedure in
A - 3.3 Algorithm (General Goodness-of-Fit Test)
Given
• pseudo-observation matrix Ψ
• copula parameters θ
Step 1 - for n = 1, . . . , N :
• set v1,n = T1(Ψ1,n) = C1(Ψ1,n) = Ψ1,n
• for d = 2, . . . , D:
• compute vd,n = TD(Ψd,n) = Cd|1,...,d−1(Ψd,n|Ψ1,n, . . . ,Ψd−1,n)
• compute Sn =
D∑
d=1
(Φ−1(vd,n))2
Step 2
• perform χ2-test to S = (S1, . . . , SN )′
Computational efforts are highly dependent on the first step of the algorithm. We have to calculate
conditional distributions, i.e., determining higher order derivatives, and evaluate these for each data
sample n, n = 1, . . . , N .
Tappe [63] shows how to perform PIT’s for Gaussian and t-copula. As the derivation requires a
lot of computation, we limit to the main result and borrow Algorithms 9 and 10 from [63].
Proposition 4.3 in [63] illustrates that the Gaussian copula with correlation matrix P has the dth
conditional margin representation
Cd|1,...,d−1(ud|u1, . . . , ud−1) = Φµd,σd
(
Φ−1(ud)
)
(3.15)
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in which
• Φµd,σd is the univariate normal distribution with mean µd and variance σd,
• µd = P d21 ·
(
P d11
)−1 · (Φ−1(u1), . . . ,Φ−1(ud−1))′, and
• σd = P d22 − P d21 ·
(
P d11
)−1 · P12
with the notation
P d =
(
P d11 P
d
12
P d21 P
d
22
)
∈
(
R(d−1)×(d−1) R(d−1)×1
R1×(d−1) R
)
.
P d is the correlation for the d-margin copula CGad (u1, . . . , ud, 1, . . . , 1). The above partition is
called the d by d− 1 partition of P d.
For a detailed derivation, the reader is referred to [63] and the groundwork of Fang et al. [23].
Equation (3.15) results in the following12
A - 3.4 Algorithm (Goodness-of-Fit Test Gaussian Copula)
Step 1 - for n = 1, . . . , N :
• set v1,n = Ψ1,n
Step 2 - for n = 1, . . . , N and d = 2, . . . , D:
• compute µd = P d21 ·
(
P d11
)−1 · (Φ−1(Ψ1,n), . . . ,Φ−1(Ψd−1,n))′
• compute σd = P d22 − P d21 ·
(
P d11
)−1 · P12
• transform vd,n = Φµd,σd
(
Φ−1(Ψd,n)
)
Step 3 - for n = 1, . . . , N :
• compute Sn =
D∑
d=1
(Φ−1(vd,n))2
Step 4
• perform χ2-test to S = (S1, . . . , SN )′
Several tedious calculations, see [63], evidence that the dth margin Cd|1,...,d−1 given U1, . . . , Ud−1
for the t-copula Ctν,P with ν degrees of freedom, correlation matrix P , and its d by d− 1 partition
P d can be represented as
Ctd|1,...,d−1(ud|u1, . . . , ud−1)
=
1
2
+
Γ
(
d+ν
2
) (
1 + sν
)− 12
(piν)
1
2 Γ
(
(d−1)+ν
2
) · ( t− µd
σd
)
· h
1
2
,
d+ ν
2
,
3
2
,−
(
t−µd
σd
)2
ν + s
 (3.16)
in which
• s =
d−1∑
i=1
t−1ν (ui), t = t
−1
ν (ud), µ
d = P d21 ·
(
P d11
)−1 · (t−1ν (u1), . . . , t−1ν (ud−1))′,
• σd = P d22 − P d21 ·
(
P d11
)−1 · P d12, and
• Gaussian hypergeometric function13 h(a, b, c, z) =
∞∑
k=1
Γ(k+a)
Γ(a)
Γ(k+b)
Γ(b)
Γ(c)
Γ(k+c)
zk
k! .
12This is Algorithm 9 in [63].
13See [2] for specification.
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For a detailed derivation the reader is referred to [63], pp. 38-41. Equation (3.16) provides the
following result14.
A - 3.5 Algorithm (Goodness-of-Fit Test t-Copula)
Step 1 - for n = 1, . . . , N :
• set v1,n = Ψ1,n
Step 2 - for n = 1, . . . , N and d = 2, . . . , D:
• compute µd = P d21 ·
(
P d11
)−1 · (t−1ν (Ψ1,n), . . . , t−1ν (Ψd−1,n))′
• compute σd = P d22 − P d21 ·
(
P d11
)−1 · P d12
• compute s =
d−1∑
i=1
t−1ν (Ψi,n)
• transform t = t−1ν (Ψd,n)
• compute vd,n = 12 +
Γ
(
d+ν
2
) (
1 + sν
)− 12
(piν)
1
2 Γ
(
(d−1)+ν
2
) · ( t− µd
σd
)
· h
(
1
2 ,
d+ν
2 ,
3
2 ,−
(
t−µd
σd
)2
ν+s
)
Step 3 - for n = 1, . . . , N :
• compute Sn =
D∑
d=1
(Φ−1(vd,n))2
Step 4
• perform χ2-test to S = (S1, . . . , SN )′
Due to Proposition 2.13 and Equation (2.10), a goodness-of-fit test for the Clayton copula is
performed by
A - 3.6 Algorithm (Goodness-of-Fit Test Clayton Copula)
Step 1 - for n = 1, . . . , N :
• set v1,n = Ψ1,n
Step 2 - for n = 1, . . . , N and d = 2, . . . , D:
• compute vd,n =
1 + Ψ−θd,n−1
d−1∑
i=1
Ψ−θi,n−(d−1)+1
− 1θ−(d−1)
Step 3 - for n = 1, . . . , N :
• compute Sn =
D∑
d=1
(Φ−1(vd,n))2
Step 4
• perform χ2-test to S = (S1, . . . , SN )′
14This is Algorithm 10 in [63].
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4 Application I - Value at Risk of a Stock Portfolio
In the introduction of this thesis we have described types of risk to which companies acting on
financial markets are confronted. A key approach to assess market risk - to be more precise equity
risk - is the concept of the value at risk (VaR). In our application we measure the VaR of a stock
portfolio by copulas.
Our exemplary portfolios contain up to 25 companies of the German stock index DAX1. We
calibrate the presented copulas to log-returns of the stock prices for different periods and test the
goodness of their fit. Further, simulations allow to forecast the portfolio’s VaR for the next period.
Numerical result are interpreted and discussed in a conclusion.
In order to have a comparison to the outcomes of the copula approach, we evaluate the VaR
assessed by the Black & Scholes stock price model as well.
4.1 Black & Scholes Stock Price Model
In many fields of quantitative finance researchers require stock price evolutions. Black and Scholes
in [6] and Merton in [50] simultaneously set up a stock price model2 commonly used for financial
applications. Although it has several unrealistic assumptions3, the model itself and modifications
thereof are frequently applied as they
• provide a manageable implementation,
• have low computational costs, and
• return adequate as well as useful results.
The main assumption of the Black & Scholes model (BS) are log-normally distributed stock returns.
Further, we assume that share prices evolve according to the stochastic differential equation
dSt
St
=
(
µ+
σ2
2
)
dt+ σdWt (4.1)
in which σ is the constant volatility, µ + σ
2
2 the constant drift rate, Wt a Brownian motion and
some initial condition S0.
If each price evolution is driven by one Brownian motion W dt , d = 1, . . . , D, and their covariance
matrix Σ can be decomposed by Cholesky factorization into L·L′, a possible multivariate extension
of Equation (4.1) is given by
dS1t
S1t
...
dSDt
SDt
 =

µ1 +
σ21
2
...
µD +
σ2D
2
 dt+ L
dW
1
t
...
dWDt
 (4.2)
where σd = Σd,d. The VaR results computed by this model serve as comparison and benchmark
for the outputs of the copula approach. One often calls this model delta-normal approach and
connects it with Monte-Carlo simulations.
4.2 Value at Risk
Risk management departments are obliged to quantify the risk inherited in their stock portfolios.
The high volatility of stock markets incapacitate long periods of forecasting. Results can be
1DAX composition of December 31, 2009, see Appendix A.5.
2The literal purpose of both papers is to price European options.
3Cont and Tankov give a survey on that topic in [14], Chapter 1.
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imprecise or poorly conceived and interpretable. Most commonly, portfolio risk is measured on
daily, weekly or monthly basis. Several key figures have been developed such as the mentioned
value at risk and the expected shortfall4 just to mention the well-known ones.
4.1 Definition (Value at Risk, compare [49], Definition 2.10)
Let α ∈ (0, 1) be some confidence level and let pr denote the portfolio return. The value at risk at
confidence level α is given by the smallest number l such that the probability that pr is below or
equal to l is not larger than 1− α. Mathematically,
VaRα = inf{l ∈ R |P[pr ≤ l] ≤ 1− α} .
Thus, the VaR is the quantile function q1−α of the portfolio return distribution Fpr, i.e.,
q1−α = F−1pr (1− α)
with F−1pr as inverse of Fpr. Convenient confidence levels are α = 0.95, α = 0.99 and α = 0.995.
Definition 4.1 states that with the probability of α the portfolio return pr exceeds l, i.e., the portfolio
return pr is larger than the V aRα - or in other words emphasizing the risk of the portfolio:
In (1− α)× 100 % of all cases the portfolio return is equal or below the V aRα.
For a detailed insight to the world of quantitative risk management the reader is referred to [49].
4.2.1 VaR - Copula Approach
Suppose that our portfolio comprises D stocks and we are endowed with substantial data, i.e., N
log-returns
sˆn(d) = log
(
stock pricen+1(d)
stock pricen(d)
)
for n = 1, . . . , N − 1
and each asset d = 1, . . . , D, such that the empirical distribution functions FdN , d = 1, . . . , D, are
adequately smooth. Selected copulas (Gaussian, t and Clayton copula) are calibrated to the log-
returns by the CML method presented in Subsection 3.1.3. Further, we run the goodness-of-fit test
of Section 3.3 and simulate outcomes for the fitted copulas. Simulation results ud are transformed
by the generalized inverse function F−1dN of the ecdfs to obtain simulated log-returns
sd = F
−1
dN (ud)
for each asset d ∈ {1, . . . , D}. Technically, this can be done by finding the optimal index
n∗ = min
n∈{1,...,N}
|ud − FdN (xd,n)| (4.3)
and setting sd = xd,n∗ for each d ∈ {1, . . . , D}. Note that the larger N the smaller are the errors of
Equation (4.3). Thus, for a smooth transformation (copula simulations to log-returns) the number
of data points should be extensive. Further, one replicates only those log-returns which have
occurred in the past. Hence, the larger N the greater is the variety of simulated returns.
4.2 Assumption
We assume that our portfolio is equally weighted and that each asset has starting value Sd0 = 1 for
d = 1, . . . , D. Simulation or forecasting horizon is one period.
4The expected shortfall is a sort of expectation of the VaR, see Chapter 8, Notation 8.3.
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Under the assumption of log-returns, the predicted portfolio return is computed as
pr =
D∑
d=1
exp (sd) .
We perform Monte-Carlo simulation and produce M ∈ N portfolio returns
prm =
D∑
d=1
exp (sd,m) for m = 1, . . . ,M
which enables us to set up a distribution function of forecast portfolio returns as
Fˆpr(x) =
1
M + 1
M∑
m=1
1{prm≤x}(x) . (4.4)
We derive the VaRα by means of the (1− α)-quantile of Equation (4.4)
VaRα = Fˆ
−1
pr (1− α) .
A - 4.1 Algorithm (VaR - Copula Approach)
Given
• observation matrix Υ
• empirical distribution functions FdN , d = 1, . . . , D
• pseudo-observation matrix Ψ
• copula C
• number of Monte-Carlo simulations M ∈ N and confidence level α ∈ (0, 1)
Step 1
• calibrate copula C to given data Υ and Ψ respectively
• perform goodness-of-fit test for C
Step 2 - Monte-Carlo simulation - for m = 1, . . . ,M :
• draw (u1,m, . . . , uD,m)′ ∼ C
• for d = 1, . . . , D:
• compute n∗d = min
n∈{1,...,N}
|ud,m − FdN (xd,n)|
• set sd,m = xd,n∗d
• compute portfolio return prm =
D∑
d=1
exp (sd,m)
Step 3
• compute simulated distribution function
Fˆpr(x) =
1
M + 1
M∑
m=1
1{prm≤x}(x)
• compute VaRα = Fˆ−1pr (1− α)
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4.2.2 VaR - BS Model
For calibration we recall that due to Itoˆ’s Lemma, e.g., see [60], the solution of Equation (4.2) isS
1
t
...
SDt
 =
S
1
0
...
SD0
 · exp (µt+ L ·Wt) (4.5)
in which Wt = (W
1
t , . . . ,W
D
t )
′ is D-dimensional Brownian motion, µ = (µ1, . . . , µD)′ is the mean
rate of return, and L ·L′ is the Cholesky decomposition of Σ. Unbiased estimators for µ and Σ are
µˆd =
1
N
N∑
n=1
xd,n and Σˆi,j =
1
N − 1
N∑
n=1
(xi,n − µˆi)(xj,n − µˆj) for i, j = 1, . . . , D .
If we set t = 1 in Equation (4.5) and simulate N(µˆ, Σˆ)-distributed values5 (sBS1 , . . . , s
BS
D )
′, we have
forecast returns sBSd , d = 1, . . . , D, for that period on which we calibrated the model. Thus, under
Assumption 4.2, the portfolio return for the next period is obtained by
prBS =
D∑
d=1
exp
(
sBSd
)
.
The VaRBSα of the BS model for the confidence level α is gained by the (1 − α)-quantile of the
predicted distribution function produced by a Monte-Carlo simulation.
A - 4.2 Algorithm (VaR - BS Model)
Given
• observation matrix Υ
• number of Monte-Carlo simulations M ∈ N and confidence level α ∈ (0, 1)
Step 1 - for d = 1, . . . , D:
• compute µˆd = 1N
N∑
n=1
xd,n
• set µˆ = (µˆ1, . . . , µˆD)′
Step 2 - for i, j = 1, . . . , D:
• compute Σˆi,j = 1N−1
N∑
n=1
(xi,n − µˆi)(xj,n − µˆj)
Step 3 - Monte-Carlo simulation - for m = 1, . . . ,M :
• draw (sBS1,m, . . . , sBSD,m)′ ∼ N(µˆ, Σˆ)
• compute portfolio return prBSm =
D∑
d=1
exp
(
sBSd,m
)
Step 4
• compute simulated distribution function
FˆBSpr (x) =
1
M + 1
M∑
m=1
1{prBSm ≤x}(x)
• compute VaRBSα =
(
FˆBSpr
)−1
(1− α)
5Explained in Appendix A.4.
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4.3 Forecasting and Numerical Results
Forecasting results base on the sample matrix Υ. For instance, if calibration is carried out on
daily log-returns, simulated outcomes are a prediction for the portfolio return of one day. This
time horizon can be expanded or shortened to any arbitrary period with certain considerations on
calibration and simulation specifications.
Two alternatives exist for this problem. The first is to calibrate the model to data which bases on
the desired period. The advantage here is that a simulation of the model yields the prediction for
the very time horizon. However, depending on the length of the period, calibration can be difficult
due to scarce data6.
The second is to fit the model on the basis of a shorter period and perform simulations for multiple
periods. For example, one provides K ∈ N simulations of a daily graduated model and summarizes
to receive the outcome for K days. The disadvantages for this approach is an increasing computing
time due to K simulations instead of one simulation. Further, one predicts the performance by
K daily returns instead of a K-days return which might cause inconsistent results.
4.3 Remark (Calibration of the BS Stock Price Model)
1. The BS stock price model is often calibrated to a yearly basis, but simulation of daily returns
can be performed easily. One has to draw N(∆tµ,∆tΣ)-distributed values with µ and Σ fitted
on yearly basis and ∆t = 1200
7.
2. In practical applications for longer periods, e.g., VaR for one year, the drift term of the price
evolutions can be set to zero. For a non-zero drift, the trend superimposes the stochastic
evolution of the share price. Risk - in terms of the volatility and the Brownian motion -
becomes insignificant in this case.
3. For longer periods, the assumption of a constant volatility appears to be questionable.
The basis of the subsequent studies is an equally weighted portfolio with standardized
initial prices and a forecasting horizon of one period - Assumption 4.2.
In our analysis we apply four different periods
• one day (K = 1),
• one week (K = 5),
• two weeks (K = 10), and
• one month (K = 20).
Each observation matrix ΥK hence contains log-returns for K = 1, 5, 10 and 20 days
8. Calibration
and simulation are performed on these periods for the Gaussian, t- and Clayton Copula.
We analyze portfolios which comprise up to D = 25 companies of the German stock index DAX9.
Data was generated by Bloomberg, log-returns were computed from time-consistent closing prices
including all corporate actions such as spin-offs, split-offs, etc., from January 1, 2000 till December
31, 2009.
Initially, a goodness-of-fit test is operated by Algorithms A - 3.4, A - 3.5 and A - 3.6 for the above
mentioned copulas. Parameters D, size of the portfolio, and K, the length of the period,
are altered. For χ2-tests, we use the MATLAB routine kstest210 with a confidence level of 95%.
6Concerning minor data series, the assumption of empirical cdfs for the CML calibration can be dropped in favor
of closed-form marginal distributions.
7For the trading year at stock exchanges one normally sets ∆t = 1
200
or ∆t = 1
250
.
8Note that out of 2001 daily closing prices, we receive N = 2000 daily but only N = 100 monthly log-returns. The
impact on the ecdfs is obvious and should be considered when discussing and evaluating results.
9Composition was assembled on December 31, 2009, see Appendix A.5. Not all companies were continuous members
of the DAX.
10kstest2 is a two sample Kolmogorov-Smirnov test, details are found in the MATLAB product help.
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Gaussian copula t-copula Clayton copula
K = 1 p-value / hypothesis
D = 5 10−20 / 1 0.0356 / 0.771612 10−23 / 1
D = 10 10−62/ 1 10−9/ 1 10−91/ 1
D = 15 10−91 / 1 10−17 / 1 10−116 / 1
D = 20 10−111 / 1 10−28 / 1 10−134 / 1
D = 25 10−126 / 1 10−39 / 1 10−168 / 1
K = 5 p-value / hypothesis
D = 5 10−07 / 1 0.3525 / 0 10−08 / 1
D = 10 10−10/ 1 0.0900 / 0.074512 10−16/ 1
D = 15 10−16 / 1 0.0058 / 1 10−22 / 1
D = 20 10−20 / 1 10−06 / 1 10−31 / 1
D = 25 10−24 / 1 10−08 / 1 10−40 / 1
K = 10 p-value / hypothesis
D = 5 0.0027 / 1 0.7166 / 0 10−04 / 1
D = 10 10−05/ 1 0.2700 / 0 10−09/ 1
D = 15 10−07 / 1 0.0288 / 0.946812 10−10 / 1
D = 20 10−09 / 1 10−04 / 1 10−15 / 1
D = 25 10−10 / 1 10−08 / 1 10−22 / 1
K = 20 p-value / hypothesis
D = 5 0.1090 / 0.002212 0.9804 / 0 0.0034 / 1
D = 10 0.0928 / 0.002112 0.3866 / 0 10−05/ 1
D = 15 0.0140 / 1 0.1854 / 0 10−05 / 1
D = 20 10−04 / 1 10−04 / 1 10−08 / 1
D = 25 10−05 / 1 10−05 / 1 10−08 / 1
T - 4.1 Table: χ2-test results for different periods K and portfolio sizes D
Moreover, we run a sort of Monte-Carlo simulation to average on χ2-test results, i.e., the p-value
and the hypothesis11. Additionally, quantile-quantile-plots are exemplified.
The goodness-of-fit test results are given in Table T - 4.1. A hypothesis of 1 rejects the assumption
that the given data is distributed according to the different copulas. A hypothesis of 0 accepts this
assumption. The p-value is the conventional p-value in statistics which indicates the probability
of receiving a test statistic at least as extreme as the actually observed one. Figure F - 4.1 shows
quantile-quantile-plots of the χ2-test results compared to the sample data for a portfolio of D = 25
assets.
Further, we apply Algorithm A - 4.1 to the Gaussian, t- and Clayton copula. Results are compared
to those of Algorithm A - 4.2. We vary parameters D and K. In addition, we test different
confidence levels for the VaR, α = 0.95, α = 0.99 and α = 0.995. The number of Monte-Carlo
simulations is set to M = 10.000 for both algorithms. Computational results for a portfolio size
of D = 25 assets are shown in Table T - 4.2. For D = 5, 10, 15 and 20, they can be found in
Appendix A.6.
11To check fitting results on stability we repeat the χ2-test with different χ2-distributed random variables.
12As we average the hypothesis, i.e., running the kstest several times, these numbers indicate the percentaged
values how often the hypothesis is accepted.
32 Application I - Value at Risk of a Stock Portfolio
0 50 100 1500
20
40
60
80
Gaussian, K = 1
0 20 40 60 800
20
40
60
80
t, K = 1
0 100 200 3000
50
100
150
200
Clayton, K = 1
0 20 40 60 800
10
20
30
40
50
60
Gaussian, K = 5
0 20 40 600
10
20
30
40
50
60
t, K = 5
0 20 40 60 80 1000
20
40
60
80
Clayton, K = 5
0 20 40 60 800
10
20
30
40
50
60
Gaussian, K = 10
0 20 40 60 800
10
20
30
40
50
60
t, K = 10
0 50 100 1500
20
40
60
80
Clayton, K = 10
0 20 40 6010
20
30
40
50
60
Gaussian, K = 20
0 20 40 6010
20
30
40
50
t, K = 20
0 20 40 60 8010
20
30
40
50
60
Clayton, K = 20
F - 4.1 Figure: χ2-tests - quantile-quantile plots for different periods and D = 25 assets
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Gaussian copula t-copula Clayton copula BS model
D = 25 α = 0.95
K = 1 -0.023551 -0.023652 -0.021511 -0.024335
K = 5 -0.049081 -0.049826 -0.047979 -0.049615
K = 10 -0.073535 -0.074659 -0.074079 -0.074058
K = 20 -0.10551 -0.10567 -0.10872 -0.10669
D = 25 α = 0.99
K = 1 -0.038163 -0.040631 -0.03974 -0.035481
K = 5 -0.077904 -0.082861 -0.090017 -0.069702
K = 10 -0.12026 -0.13087 -0.14113 -0.10277
K = 20 -0.16502 -0.18577 -0.19622 -0.1459
D = 25 α = 0.995
K = 1 -0.047016 -0.048824 -0.048329 -0.038321
K = 5 -0.090212 -0.097282 -0.11583 -0.077151
K = 10 -0.13681 -0.15919 -0.17084 -0.11523
K = 20 -0.18544 -0.20148 -0.22479 -0.15849
T - 4.2 Table: V aRα simulation results of A - 4.1 and A - 4.2 for D = 25
How to read Table T - 4.2
A V aRα = −0.05 tells us that in α×100% of all cases the expected returns is larger than -0.05, i.e.,
larger than -5%. Equivalently, the expected loss is equal to or larger13 than -5% with a probability
of 1− α.
4.4 A First Conclusion
4.4.1 Goodness-of-Fit Test Result
Goodness-of-fit tests mainly reject the assumption that data is distributed according to the different
copulas - especially for high-dimensional portfolios and short periods. The hypothesis is supposed
to be valid for the t-copula with parameter settings
• K = 5 and D = 5, 1014,
• K = 10 and D = 5, 10,
• K = 20 and D = 5, 10, 20
and for the Gaussian copula with parameter settings
• K = 20 and D = 514, 1014.
For longer periods and small portfolios, the t-copula gives the best fit results. From Table T - 4.1
we infer that
• the longer the period K and
• the smaller the portfolio size
the better are the p-values. It is important to mention that the portfolio set-up does not sig-
nificantly influence fit test results. Outcomes are similar for different compositions. In contrast,
13In sense of more negative.
14Suitable with limited extent, compare to Footnote 12.
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F - 4.2 Figure: Clayton copula parameter θ - dependence on sample sizes
portfolio size is a more dominating factor than portfolio configuration. The driving force is the
dependency structure captured by the copula.
The t-copula provides the best fit followed by the Gaussian copula. Clayton copula gives the worst
fit. This stands to reason as the Clayton copula parameter θ is calibrated to values in the interval
[0.4, 0.7] for all combinations of K and D, see left hand side of Figure F - 4.2. This represents
almost independence - a quite remote assumption. Note that θ is dependent on the size of the
observation sample. For N = 1041 daily returns parameter are in the interval [0.5, 0.9], see right
hand side of Figure F - 4.2. Moreover, the larger the portfolio the lower is θ. For different sample
sizes, parameter evolutions in dependence of D are quite alike, Figure F - 4.2 vs. Figure F - A.1.
Graphically, the t-copula gives nice q-q-plots for all periods and a portfolio size of D = 25, see
Figure F - 4.1. The Gaussian copula model misses the plots at the tails. This is a well known
problem. The Clayton copula has the worst plots especially in the upper part of the distributions.
Figures F - 4.1 and Table T - 4.1 indicate that the t-copula performs well for longer periods and
small portfolios.
4.4 Summary (Fit Test Results)
Under Assumption 4.2 we receive the following implications.
1. Goodness-of-fit test results are dependent on the dimensionality of the portfolio and the
length of the period.
• The smaller the portfolio and the longer the period, the better the fit.
• The larger the portfolio and the shorter the period, the worse the fit.
2. For higher dimensional portfolios (D > 15), hypotheses that data is distributed according to
the relevant copula are rejected.
3. The portfolio composition has negligible influence on fitting results.
4. Graphically, the t-copula evidences a good fit.
5. The Clayton copula parameter θ is dependent on the sample size N .
4.4.2 Simulation Results
We apply Algorithms A - 4.1 and A - 4.2 to the above given portfolio structures and parameter
settings. For a confidence level of α = 0.95, the three copula models and the BS model compute
similar VaR’s for all periods, see Table T - 4.2. This is essential as one can restrict to the standard
black BS model if interested in a V aRα=0.95. The model is easier to implement and requires less
computational time.
For the other confidence levels α = 0.99 and α = 0.995, the BS model simulates the smallest value
at risk followed by the Gaussian and t-copula. The Clayton model estimates the largest VaR in
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F - 4.3 Figure: V aRα=0.99 results - dependence on portfolio size D
sense of the largest potential loss. This observation holds for all four periods and is independent
of the portfolio size, compare Table T - 4.2 with Table T - A.1.
The Clayton copula parameter is calibrated to approximately 0.6 for D = 25 which is close to the
independence copula. Thus, it is not surprising that the Clayton model expects the highest risk.
From an economic point of view, single returns are assumed to be almost mutually independent.
This in turns means that only poor or even no diversification effects exits. It contradicts the
economic perception that unsystematic risk is eliminated by diversification. Hence, the Clayton
copula does not seem to be suitable for VaR forecasts.
Outcomes are consistent. We naturally expect the VaR for longer periods to be larger than the VaR
for shorter ones. For all models this is true. Additionally, the differences for the VaR between each
approach depend on the length of the period: the shorter the period the smaller the differences.
Figure F - 4.3 compares different value at risk simulations in dependence of portfolio size and and
length of the period for a confidence level α = 0.99. The largest value at risk is exhibited for D = 10
for all periods. It evidences that portfolio size effects VaR results. This outcome is consistent with
the economic finding that unsystematic risk is reduced by diversification. In combination with
goodness-of-fit test results, it suggests that the influence of dimensionality is not negligible.
4.5 Summary (Value at Risk Simulation)
1. All models (copula and benchmark) yield similar results for a confidence level of α = 0.95.
2. For higher confidence levels, the Clayton copula has the largest risk expectation followed by
the t- and Gaussian copula approach. The BS model simulates the smallest risk. This result
holds for all periods and portfolio sizes.
3. The Clayton copula model assumes that single returns are almost independent for large
samples. Consistent with goodness-of-fit results, it is not deemed to be suitable for VaR
assessment on larger portfolios.
4. The value at risk is influenced by the portfolio size. For D > 10 diversification effects set in.
5. Value at risk simulation results are consistent with the goodness-of-fit test results, so far.
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4.6 Remark
Performing goodness-of-fit tests means testing whether available data is distributed according to
certain distributions. For VaR results we are only interested in a certain quantile of concerned
distributions. Thus, simulation can provide adequate results, i.e., hitting the quantiles, although
the hypothesis of the goodness-of-fit-test is rejected.
5 Application II - Backtesting the Value at Risk
Since the beginning of copula applications, researchers started to innovate approaches by launching
time-dependent concepts into the copula theory. In 2001, Patton [54] introduced a first work on
financial applications about time-varying exchange-rate dependence. He uses sub-σ-algebras to
model conditional copulas and accordingly establishes a time-dependent component1. The main
aspect is that pseudo-copulas2 have the following representation
F (x1, . . . , xD|F) = C(F1(x1|G1), . . . , FD(xD|GD)|(G1, . . . ,GD),F) .
in which F and G1, . . . ,GD are σ-algebras, see [25]. The idea of filtration-conditioned copulas can
be transferred to calibration issues in a simple way.
5.1 Recalibration - Discrete Time-Dependent Copulas
Suppose that we are endowed with a data series of length N , i.e., Υ ∈ RD×N . We calibrate the
copula on basis of matrix Υ. As time passes, we receive new information. An additional data point
(x1,N+1, . . . , xD,N+1)
′ is revealed and Υ enlarges, i.e., Υ ∈ RD×N+1. As a consequence, the copula
must be recalibrated resulting in new, possibly different parameters.
5.1 Notation
Let Υ∗ ∈ RD×N∗ be a sample matrix and t = 0, 1, . . . , T , T ∈ N and T < ∞, be a sequence of
time points on which new relevant data is exposed. We denote a discrete time-dependent copula
parameter as
θt = (θ
t
1, . . . , θ
t
D, θ
t
c) for t = 0, 1, . . . , T
and define the discrete time-dependent copula as
Ct(u) = C(u1, . . . , uD, θ
t
1, . . . , θ
t
D, θ
t
c) for t = 0, 1, . . . , T .
If a recalibration is performed at every time point t = 0, 1, . . . , T (arrival of new information), we
obtain a sequence of parameters θt which are constant on the interval [t, t+ 1), t = 0, . . . , T . This
implies a series of discrete time-dependent copulas Ct.
5.2 Remark
1. The outcome for the time t + 1 is simulated by the copula Ct, i.e., the copula calibrated at
time t.
2. Especially high-dimensional recalibration is computationally expensive.
3. The length of the forecasting period K must be maintained for each recalibration step.
Recalibration can be performed in two ways. The first is to keep the size of the used matrix Υ con-
stant. For every new data point (x1,N+t, . . . , xD,N+t) one takes out the oldest entry (x1,t, . . . , xD,t),
t = 1, . . . , T . Thus, Υ has a fixed size of D×N . We denote this approach as moving (re-)calibration.
1The reader is also referred to the articles [8] and [25].
2These copulas do not generally satisfy the requirement of uniform margins, hence the name pseudo-copulas.
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The second is to add the new information (x1,N+t, . . . , xD,N+t) to the sample matrix. Hence, the
used matrix Υ increases its size to D×N+t in every time step t = 1, . . . , T . For CML recalibration,
this is suggestive if data is scarce and N is consequently small, see Footnote 6 in Section 4.3. We
call this procedure added (re-)calibration.
5.2 Backtesting
The idea of backtesting is to go back in time and test the model in question. Backtesting can be
linked to recalibration. First, go back to a certain time point and restrict the available information
and sample matrix to that very time. Then, simulate results for the next time step and compare
these outputs with real outcomes. Now, recalibrate the model as new information is exposed.
Again, simulate and compare to reality. This procedure is summarized in
A - 5.1 Algorithm (Backtesting VaR)
Given
• observation matrix Υ∗ ∈ RD×N∗
• confidence level α ∈ (0, 1)
• backtesting period T
Step 1 - for t = 0, 1, . . . , T − 1:
• set N = N∗ − T + t
• set Υ ∈ RD×(1,...,N) for added calibration
• set Υ ∈ RD×(1+t,...,N) for moving calibration
• perform VaR-Algorithms A - 4.1 or A - 4.2, respectively
• receive V aRtα
• compare V aRtα with real-return3 rrt
Under Assumption 4.2 the real-return rrt of the period from t to t+ 1 is computed as
rrt =
D∑
d=1
exp (xd,N+t+1) .
Interpretation
For backtesting the value at risk of a portfolio, a precise interpretation can be given. We count
the number of periods in which the VaR of the model is lower or equal to the real-return relative
to the number of all periods, i.e.,
η :=
1
T
T−1∑
t=0
1{V aRtα≤rrt}(t) .
If η ≈ 1−α, the model passes the backtesting. The number of predicted outcomes, that are equal
to the real-return, is approximately the expected number of shortfalls allowed by the predetermined
confidence level α.
5.3 Example
For a backtesting of T = 1000 periods and a confidence level α = 0.99, the number of simulation
results not larger than the real-return is expected to be 10.
3For evaluation we have implicitly assumed that S1t = . . . = S
D
t = 1 holds for each period t = 0, 1, . . . , T − 1
consistent with Assumption 4.2.
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confidence level α = 0.99 added calibration moving calibration
portfolio size D = 5 / D = 10 / D = 15 / D = 20 / D = 25
T = 1000 and K = 1
Gaussian copula 18 / 21 / 22 / 22 / 25 19 / 25 / 23 / 23 / 24
t-copula 18 / 20 / 19 / 19 / 19 18 / 20 / 20 / 20 / 19
Clayton copula 11 / 15 / 16 / 15 / 17 11 / 14 / 15 / 13 / 14
BS model 21 / 30 / 25 / 24 / 26 23 / 30 / 26 / 25 / 30
T = 200 and K = 5
Gaussian copula 2 / 4 / 5 / 6 / 4 3 / 5 / 6 / 6 / 4
t-copula 2 / 4 / 3 / 3 / 3 2 / 4 / 3 / 4 / 4
Clayton copula 2 / 3 / 2 / 1 / 2 2 / 2 / 2 / 2 / 1
BS model 7 / 10 / 8 / 7 / 7 10 / 11 / 9 / 9 / 11
T = 100 and K = 10
Gaussian copula 3 / 3 / 4 / 3 / 3 3 / 4 / 4 / 4 / 4
t-copula 2 / 3 / 3 / 2 / 3 3 / 4 / 4 / 4 / 4
Clayton copula 2 / 2 / 2 / 2 / 2 2 / 2 / 2 / 2 / 2
BS model 3 / 4 / 4 / 3 / 4 5 / 4 / 4 / 4 / 4
T = 50 and K = 20
Gaussian copula 1 / 1 / 1 / 1 / 1 1 / 1 / 1 / 1 / 1
t-copula 1 / 1 / 1 / 1 / 1 1 / 1 / 1 / 1 / 1
Clayton copula 1 / 1 / 1 / 1 / 1 1 / 1 / 1 / 1 / 1
BS model 1 / 1 / 1 / 1 / 1 1 / 3 / 1 / 1 / 2
T - 5.1 Table: backtesting - number of shortfalls in tested periods
If the value of η significantly differs from 1−α, the model has failed the backtesting. For the case
η < 1 − α, risk is overestimated. Too much capital is unnecessarily reserved. On the other hand,
if η > 1− α, risk is underestimated. More capital is consumed than expected by the model.
5.3 Numerical Results
Backtesting is performed by Algorithm A - 5.1 for the three different copula models: Gaussian,
t- and Clayton copula. The algorithm is also run for the standard BS model as a comparative
benchmark. Numerical results of Section 4.3 show similar VaR results with confidence level of
α = 0.95 for all four approaches. Therefore, we restrict the analysis to α = 0.99. As before, we
perform a Monte-Carlo simulation of M = 10000 and test four different periods: K = 1, 5, 10 and
20 days. The backtesting period is set to T = 1000 days. Thus, we receive T = 1000 for K = 1,
T = 200 for K = 5, T = 100 for K = 10 and T = 50 for K = 20. Further, we apply the moving
and added recalibration.
Table T - 5.1 shows the number of shortfalls of the four approaches for different portfolio sizes
D = 5, 10, 15, 20 and 25. It indicates how often the simulated V aRtα is smaller than the real-
return rrt. For a confidence level α = 0.99, we expect this value approximately to be 1% of the
length of the backtesting period T . In addition, Figure F - 5.1 gives a graphical comparison of the
model outcomes with real-returns and portfolio size of D = 25. It displays the VaR evolution for
each approach for the backtesting period. Real-returns breaking through solid VaR lines indicate
shortfalls.
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F - 5.1 Figure: backtesting for different periods and D = 25, α = 0.99
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As recalibration is performed in every backtesting time step, Algorithm A - 5.1 is computationally
intensive especially for shorter periods. Fitting the models in two different ways - added and
moving calibration - increases computational time.
5.4 A Second Conclusion
Figure F - 5.1 confirms VaR simulation results of Chapter 4 in the sense that the Clayton copula
expects the largest risk followed by the t- and Gaussian copula. The BS stock price model has the
lowest risk expectation. For a confidence level of α = 0.99, this order is true for all periods and
portfolio sizes validated by Table T - 5.1. The number of shortfalls in backtesting mainly maintains
this observation. The most shortfalls occur for the BS model, the least for the Clayton copula.
As already evidenced by the goodness-of-fit test, all models fail to forecast daily periods. For weekly
and two week periods approaches generally underestimate4 risk. All the same, copula models for
K = 5 and K = 10 and the BS model for K = 10 produce reasonable results. Best results are
achieved for K = 5 days by the Clayton and t-copula. For K = 20 all models5 provide adequate
simulation results. Note that only T = 50 periods are back-tested. Thus, for monthly returns
outcomes are acceptable with limited extent.
On the one hand, VaR results vary in dependence of portfolio size D indicating diversification
effects. On the other hand, margins and copula parameters do influence outcomes as moving and
added calibrations provide different VaR outcomes. Slightly more shortfalls for moving calibration
in comparison to added fitting are observed.
Figure F - 5.1 clearly indicates what we have suspected in Chapter 4. The difference between
VaR results of BS model and the elliptical copulas is apparent. The difference between the t- and
Gaussian copula is small, whereas their difference to the Clayton copula approach is large. As
expected, moving calibration is naturally more sensitive to data changes than the added one.
5.4 Summary (Backtesting Results)
Under Assumption 4.2 and the given backtesting periods, we receive the following implications.
1. Copula approaches outperform the BS model especially for shorter periods (K = 1, 5, 10).
2. Backtesting confirms goodness-of-fit tests and VaR simulation results of Chapter 4. Outcomes
of Chapter 4 and Chapter 5 are consistent.
3. All models underestimate risk for the daily period.
4. Backtesting delivers acceptable results for monthly periods with the restriction that only
T = 50 periods are tested.
5. For K = 5 and 10 outcomes are reasonable. However, models mainly underestimate risk.
6. Best results are generated by t-copula for weekly periods.
5.5 Remark
Although goodness-of-fit test results show that data is not distributed according to the given
copulas (especially for higher dimensional portfolios), VaR backtesting yields quite acceptable
results. This is due to the fact that for a confidence level of α = 0.99 only 1% of the distribution
is needed.
4For K = 5 and T = 200 the Clayton copula overestimates the risk for D = 20 within the added and for D = 25
within the moving calibration.
5Exception: BS model, moving calibration, D = 10 and D = 25.
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6 Summary
Mathematical models simulate possible forecasts for the future. They do not guarantee to pre-
dict reality. Therefore, outcomes of models are used as decision support, serve as extensions for
surveying market environment, and should be associated to the scope of application. Applying
mathematical models means accepting several, sometimes unrealistic assumptions which are at-
tended by difficulties.
6.1 Modeling Assumptions and Barriers
When calibrating models to historical data, one assumes that the past is rich enough to predict
future. Of course, this assumption has oftentimes proven false. However, for many approaches in
quantitative finance past is understood and used as best estimate for the future. Thus, models are
calibrated to historical data1.
Main assumption for our application is that multivariate distributions of returns are separable by
• marginal distributions of the single asset’s return and
• a copula reflecting the dependence structure between margins.
Mathematically, this always holds. In practice, it bypasses the difficulty to fit multivariate distribu-
tion functions and provides more flexibility to model dependencies. However, it is quite challenging
to estimate the right dependency structure, i.e., the right copula. Various copulas are available,
but not all copulas are applicable or suited.
Further, copula calibration is not straightforward. For our application, we suppose that margins
can be specified by their empirical distribution functions, and CML calibration can be applied. For
this, a large observation matrix is required to receive adequately smooths ecdfs. Generally, this is
possible for returns of small periods. For longer periods this may cause problems.
It has to be considered that backtesting approaches rely on assumptions as well. Interpreted as
what-if-analysis, they allow to
• assess model performance,
• detect model failures and inconsistencies, and
• monitor model assumptions.
The BS stock price model serves as comparative benchmark as it is often used as standard VaR
approach. Not dwelling the topic, the drawbacks and assumptions of this model are found in many
textbooks on quantitative finance, e.g., see [49].
6.2 Final Conclusion
We merge conclusions of Chapters 4 and 5 and discuss whether and under which restrictions the
presented copula models are applicable for equity risk assessment.
6.2.1 Assumptions for Application Results
We tested a sufficiently long period of T = 1000 days2. The backtesting period effects the available
observation sample to which calibration is performed. For large samples, empirical distribution
functions gain more accuracy and but increase computing time. For small samples, the opposite
is true. To overcome this problem, one can substitute ecdfs by closed-form margins having the
1In contrast, quantitative models are calibrated to current market quotes for pricing issues.
2For practical implementation, normally more than one period is backtested to obtain better insight of suitability.
As our period spreads over several years, its length may be assumed to be sufficient.
42 Summary
disadvantage that these have to be fitted as well. This has to be balanced. Moreover, using the
example of the Clayton copula, the sample size also has impacts on the calibration of one parameter
copula models. To some extent, relief for that problem can be achieved by time-varying parameters
presented in Chapter 5.
6.2.2 Implementation
Computational time for backtesting is extensive, whereas it is neglectable for calibration and
simulation issues. However, many copulas do not have closed-form solutions or cannot be inverted
for conditional sampling. Numerical root finding increases computing time and might cause ill-
posed or convergence problems, for instance. Thus, application of copula models and the choice of
copulas must be weighed regarding their pros and cons with respect to practical implementation.
6.2.3 Numerical Results
Goodness-of-fit tests reject the hypotheses that portfolio returns are distributed according to the
specified models for a portfolio size of larger than D = 15 and short periods. Concerning periods,
these outcomes are reconfirmed by the VaR backtesting analysis.
VaR outcomes are affected by portfolio size. Concerning simulation, diversification effects are
observable for D > 10. Concerning shortfalls in the backtesting analysis, the impact of diversifica-
tion is less transparent. Besides, sample size influences calibration of copulas and margins. Main
influencing parameter is the dependence structure, i.e., the copula.
Results are reasonable and consistent for all combinations of D and K. As assumed by the
goodness-of-fit test, models underestimate portfolio risk in most cases. The shorter the period
the larger is the deviation of the expected number of shortfalls. For a monthly period, all models
correctly assess the risk for the stated backtest.
The failure of the BS stock price model is significant. The Clayton copula parameter θ is driven
by the sample size N and calibrated to approximately 0.6 for large N representing almost inde-
pendence. Thus, this calibration offers simulation results which are almost equal to independently
adding up single risk factors. This fails the focus of risk evaluation. From this aspect, we conclude
an additional problem: the model partly overestimates the risk.
6.1 Summary (Main Results)
1. For a confidence level of α = 0.95, all models simulate equivalent outcomes. In this case, the
BS model has to be preferred due to fast and easy simulation and calibration.
2. For a confidence level of α = 0.99, copula approaches outperform the BS model. Crashes and
high volatile bear markets are better captured by the copula models compared to BS one.
However, they still underestimate risks.
3. The copula concept delivers reasonable and consistent results. Our studies reveal the t-
copula to be the best estimate followed by the Gaussian copula. The Clayton copula partly
overestimates risks.
6.2.4 Applicability
In practice, one searches for a balance of the right risk measure and manageable implementation
without under- or overestimating risks to large extents. Models should be fast and provide consis-
tent as well as acceptable results. t-copula and Gaussian copula are alternatives to the standard BS
approach and can be solutions for that balance. Both are easy to simulate. The t-copula produces
more accurate results whereas the Gaussian copula is easier to calibrate.
In general, our analysis underlines the known fact that the VaR is a slow responding risk measure.
For all models, effects of large impacts are captured with delay.
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Dependent on the specific scope of application, copula models generate more adequate risk as-
sessments than the standard approach. Though, this is attended by higher complexity concerning
mathematics, calibration and implementation issues.
6.3 Outlook and Literature
Quantitative applications in equity risk management are extensively treated. Available models
produce reasonable as well as useable results. However, times of strengthening risk management
regulation increase the demand for new and better models.
Concerning copula approaches, future research might deal with time-varying copula concepts al-
lowing for more degrees of freedom. Especially one-parameter-driven copula models benefit from
time-dependent parameters. Interconnection of approaches which barely fit together such as com-
bining copulas with stochastic differential equations3 might be researched in the future. Further,
mutual effects of diversification (growing portfolio size) and calibration (influence of margins and
copula parameters) as well as the impacts of margins and marginal calibration on copula fitting can
be analyzed. Saving computational time by more efficient algorithms for calibration and simula-
tion are always interesting issues for practical purposes. Generally, the analysis of large portfolios
may be of interest for the future. By now, copula approaches are mainly applied for dependency
modeling of few risk factors.
A mathematical treatment of copulas is Nelsen’s monograph “An Introduction to Copulas” [52].
Especially two-dimensional copulas are discussed. For a general multidimensional extension, Joe’s
book on “Multivariate Models and Dependence Concepts” [37] is recommendable.
For practitioners, Cherubini et al. “Copulas in Finance” [12] give a comprehensive overview for
standard applications of a variety of copulas. A detailed copula study on exchange rates is found
in Dias dissertation “Copula Inference for Finance and Insurance” [15].
Chapter 5 of McNeil et al. “Quantitative Risk Management” [49] deals with copula applications.
Furthermore, it is a good survey on risk management and its applications.
3Tankov developed the concept of Le´vy copulas in [62].
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7 Introductory Note to the Second Part
In credit risk modeling, the specification of dependency structures for risk factors or counterparties
might be even more essential as it is for other areas. Besides global market movements like crises,
credit risk models are supposed to capture contagion effects such as defaults of other counterparties.
A realistic description of these impacts is difficult. Dependent on the scope of application, the
copula concept suits as feasible approach for dependence modeling in credit risk1.
In Chapter 8, we provide an introduction to credit risk considering different types of risk and basic
risk factors. Moreover, we classify quantitative models with respect to their purpose, setting, and
perspective. Next, we introduce the mathematical background of so-called intensity-based models
(Section 9.1) which is enlarged to a multidimensional setup (Section 9.2). Inspired by the approach
of Scho¨nbucher and Schubert (Section 9.3, [59]), we develop a new copula- and default-dependent
intensity model (Chapter 10). In Chapter 11, model implementation and application are described,
simulated outcomes are discussed. The part concludes with a summary in Chapter 12 explaining
central methodological and numerical results.
8 Credit Risk
Concerning credit risk in institutions, risk management departments are mainly challenged by
• fulfilling capital requirements,
• controlling (internal) risk figures, and
• pricing issues
in - commonly - regulated frameworks (Basel or Solvency Accords, for instance). Subject of credit
risk models are single debtors, portfolios, securities or transactions. Detailed descriptions and def-
initions of credit risk exposed contracts, products or portfolios are treated in [4], [7], [20], [48], [49]
and [58], for instance. Here, we focus on an introduction to credit risk models and their driving
risk factors. Following statements are basically collected from the above mentioned monographs.
8.1 Modeling Challenges and Types of Credit Risk
Obviousness of Risk. In direct contracts, credit risk is obviously revealed. If the obligor is not
able to pay its obligations, the lender suffers losses. For some credit deals, the inherited risk is of
indirect nature. For instance, a credit default swap (CDS) contract guards the protection buyer
against failed payments of a reference company. However, the protection seller of this very CDS
might be encountered to credit risk, too. In case of a possible default of the reference, he might
not be able to absorb the remaining debt. For CDS evaluation, this risk may also be considered
by the protection buyer.
Time-Dependence of Risk Factors and Assessable Credit Events. Risk factors depend on system-
atic and idiosyncratic developments. An incorporation of this time-dependence into a model can be
challenging. Credit events such as rating transitions or defaults must be defined and measurable.
In [58], these aspects are described as arrival, timing, and recovery risk.
Dependency Structures. Independence assumptions for risk factors are hardly maintainable for
most applications. Impacts of credit events should be included. Scho¨nbucher [58] characterizes
these types as default dependence or default correlation risk. Moreover, market and liq-
uidity risk factors are possibly linked with credit risk. Modeling these effects and dependencies is
significant to the point of systemic risk.
1As mentioned, the first paper on copulas in credit risk was Li [41] in 2000.
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Model Calibration and Validation. Model calibration is generally complex. In some areas, this
becomes a core problem as market or internal default data is scarce, for example. Dependent
on the scope of application, institutions are further obliged to validate their risk models under
consideration of regulatory requirements1.
8.2 Risk Factors
Credit risk is commonly explained by risk factors that influence the credit quality or creditworthi-
ness of debtors and transactions2. The most general setup for measuring credit risk is to define
the loss variable L(d) for single obligor d as
L(d) = EADd × LGDd × 1Default(d) for d = 1, . . . , D (8.1)
in which
• EADd is the exposure at default,
• LGDd is the loss given default, and
• 1Default(d) is the default indicator with default probability3
E[1Default(d)] = P[Default(d)] = DP (d) .
Aggregation on portfolio view is usually performed by summation of the loss variables in (8.1) and
produces a portfolio loss variable L4 as
L =
D∑
d=1
L(d) =
D∑
d=1
EADd × LGDd × 1Default(d) . (8.2)
Components can be defined as dependent stochastic processes or variables. They are integrated
into credit models in miscellaneous ways and depend on the scope of application, setting, and
perspective. Thus, the more complicated risk factors are designed and combined, the more difficult
is the model in question.
8.2.1 EAD - The Exposure At Default
As the name indicates, the EAD specifies the exposure at the time the obligor defaults. It comprises
outstandings and commitments. Roughly speaking, outstandings are actual obligations already
drawn by the obligor whereas the commitments are the amount the lender has promised to lend,
see [7], Subsection 1.1.2.
8.1 Example (EAD)
A private client has a bank account with a limit of 10.000 Euro. Say, he has drawn 7.500 Euro
(commitments = 10.000 Euro, outstandings = 7.500 Euro). Now, the client defaults. In this case,
the EAD is 7.500 Euro. However, the client could have drawn 10.000 Euro, which would have
resulted in an EAD of 10.000 Euro.
The example shows a key problem of EAD estimation. An assessment of the expected outstandings
related to the commitments is required in advance.
1For remarks on the internal validation process see for instance [10] or [55].
2Duffie and Singleton [20] describe credit risk as “unexpected changes in the credit quality of issuers or partners”.
Martin et al. [48] classify default risk and the risk of change in creditworthiness.
3The “right” probability measure depends on the problem we have to solve, see Section 8.4 for further explanation.
4Naturally, the portfolio loss variable can depend on the chosen segmentation and is applicable to sub-portfolios.
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8.2.2 LGD - The Loss Given Default
The loss given default is defined as
LGD = 1−R
in which R is the recovery rate. Thus, the LGD is that fraction of loss which the lender suffers if
the borrower defaults. It is dependent on many different factors, e.g., the quality of collaterals5 or
the seniority of the borrowers debt claims. In many approaches, the recovery rate is assumed to
be constant to reduce complexity6.
8.2.3 DP - The Default Probability
In contrast to EAD and LGD as conditional variables (a default has occurred), the default prob-
ability DP is an unconditional variable. It assigns a probability to a possible default. In several
models, it is connected to a default time.
Calibration for EAD, LGD, and DP is performed on market or internal data7. Depending on the
purpose and scope of application, models focus on different risk factors with diverse complexities.
Generally, each factor corresponds to a consistent time horizon.
8.3 Quantitative Credit Risk Models
Credit risk models are mainly differentiated by three categories:
model purpose
- credit risk management - regulatory capital requirements
- credit risk management - bank-internal risk control
- analysis of credit risky securities
model setting
- dynamic
- static
model perspective
- single obligor
- portfolio view
Model Purpose. Credit risk management models basically develop (book) values for balance
sheets. In particular, credit rating models are used to meet capital requirements8 predetermined
by regulation authorities. Internal credit risk models such as credit portfolio models focus the
assessment of the institution’s risk bearing capacity9. They generate figures - e.g., the economic
capital, risk limits or risk appetite - for internal risk control issues. To large extents, they are
regulated by authorities. As further purpose, models are used to analyze and to price credit risky
securities or derivatives.
Model Setting. Dynamic - in sense of a continuous-time framework - models are principally used
for the assessment of credit risky securities and derivatives10. Static models are generally applied
in credit risk management. Credit rating models are stationary for a fixed time horizon. Risk
factors are typically estimated for one year. In addition, mixture models exist. Especially internal
credit risk and portfolio models often incorporate both static and dynamic components.
5Collaterals are assets and / or securities which collateralize deals.
6Casually, one finds the notion of the severity of loss. The LGD is then defined as the expectation of a random
variable describing the severity of the loss, i.e., LGD = E[SEV ERITY ].
7Internal data is mostly available for large portfolios with sufficient default occurrences, e.g., retail portfolios.
8Basel II / III Accords, Pillar I, Minimum Capital Requirement - In a nutshell, the regulatory capital is defined
as reserves that have to be provided for each customer / portfolio open to credit risk.
9See Basel II / III Accords, Pillar II, Supervisory Review Process.
10In a dynamic setting, credit events are often designed as stopping times.
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Model Perspective. Models for single debtors (e.g., rating models) aim to assess characteristic
features of one obligor. Here, risk factors are commonly separated. A portfolio view (e.g., portfolio
models) tends to capture interdependencies of sub-portfolios / portfolio members. It focuses on the
aggregation of risk factors. Regarding pricing models, the perspective depends on the underlying
product (e.g., single CDS or baskets).
8.3.1 Models for Loss Distributions
Models for loss distributions are usually applied for credit risk management purposes and analyze
the portfolio loss variable L defined in Equation (8.2). Its corresponding cdf FL is usually denoted
as portfolio loss distribution. For modeling FL, two approaches are popular, the empirical
and the analytical approximation. For the empirical estimation, financial institutions use historical
losses to generate FL. Estimated losses are thus produced by simulations on the basis of former
data. For the analytical approximation, one fits parameters of particular distributions to loss data
and receives an analytical loss cdf. Mixture models exist here as well.
Regarding portfolio models in particular, the essential problem is to incorporate and to repro-
duce dependency structures. In practice, known credit risk portfolio models are CreditMetricsTM
by RiskMetrics / JP Morgan & Chase, CreditRisk+ by Credit Suisse, and KMV maintained by
Moody’s11. Other approaches are rather treated in literature, see [7], Chapter 2.
8.3.2 Additional Risk Figures
The expected loss ELd for a single obligor / EL for a portfolio is the expectation of the loss variable
Ld / L of Equation (8.1) / Equation (8.2), i.e.,
ELd = E [Ld] = E [EADd × LGDd × 1Default(d)] and
EL = E[L] = E
[
D∑
d=1
EADd × LGDd × 1Default(d)
]
respectively .
ELd and EL are used as regulatory and internal credit risk figures. Different definitions exist for
the unexpected loss ULd and UL. They depend on the relevant purposes for which the unexpected
loss is determined. For the regulatory capital requirement12, the ULd is generally defined as a
function of DPd, LGDd and EADd. Regarding internal management purposes, the UL is basically
a predefined quantile of the loss distribution FL
13 which leads to the concept of the credit value at
risk (CV aR).
Hazardous risks for financial institutions are located in the exceedance of a certain quantile of the
loss distribution. As capital is already reserved for expected losses, the computation of the CV aR
combines the respective quantile and the EL. Precisely, the CV aRα(L) is generally defined as
CV aRα(L) = qα(L)− EL
in which α ∈ (0, 1) is the confidence level and qα(L) is the quantile function of the loss L, i.e.,
qα(L) = inf {x ≥ 0|P[L ≥ x] ≤ α} . (8.3)
8.2 Remark
In contrast to equity risk, credit risk losses are mainly defined as positive values. The credit value
at risk CV aR should not be mixed up with the equity value at risk VaR, Definition 4.1.
11For details, the reader is referred to the respective model documentation.
12In the Basel-II framework the ULd for the individual obligor is estimated by the internal-rating-based formula,
e.g., see [11] or [31].
13In some monographs, the unexpected loss is set as the standard deviation of the loss cdf which is commonly not
used in practice.
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F - 8.1 Figure: exemplary loss density with key risk figures
8.3 Notation (Loss Distribution, Economic Capital, and Expected Shortfall)
1. The loss distribution function FL is the cdf of the loss variable L.
2. The credit value at risk CV aR is often denoted as unexpected loss. The economic capital is
the capital that covers the CV aR.
3. The expected shortfall or expected tail loss14 of L with E[L] <∞ is given as
ESα =
1
1− α
1∫
α
qu(L)du = E [L|L ≥ qα(L)]
in which α ∈ (0, 1) is a given confidence level. The last equivalence only holds for loss variable
with continuous cdf FL
15.
Figure F - 8.1 depicts a possible density function, the expected loss EL, the unexpected loss
CV aR = UL, and the expected shortfall ESα of an exemplary loss variable L.
8.3.3 Models for Default Probabilities
As central risk driver, various approaches of modeling default probability models have been worked
out and studied. We picture a brief summary of existing DP models. Sound surveys are found
in [20] or [49]. One categorizes
• structural / firm-value,
• reduced-form (also called intensity-based or hazard rate), and
• mixture models.
Structural or firm-value models “attempt to explain the mechanism by which default takes place”,
see [49], p. 331. Its foundation was laid by Merton [51] in 1974. He identifies a default if the
company’s liabilities are larger than the firm’s assets at the end of a period16. Gradually, Merton’s
approach was extended - for instance - by:
• the model of Zhou
a Merton model incorporating jumps
14Conditional tail loss or conditional tail expectation are conventional terms as well.
15The expected shortfall is sometimes defined as ESα − E[L].
16By means of these assumptions, Merton uses parts of the option pricing theory.
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• first passage time or threshold models including copulas
A default happens if a certain limit is exceeded or a modeling variable falls below a specified
value.
• rating transitions or credit migration models
Markov chain models indicate the issuer’s creditworthiness or default by state variables.
Basically, structural approaches are static and applied for credit risk management purposes with
some exceptions. Further, they provide the basis for many portfolio models.
In reduced-form models, an exogenous specified process - the default intensity - is used for default
prediction. In contrast to structural models, it does not specify the mechanism of default, it is
random. Credit migration models display the evolution of this process for the creditworthiness,
whereas intensity-based ones only exhibit possible defaults. Commonly, reduced-form approaches
are used for analysis and valuation of credit derivatives and thus belong to the class of dynamic
schemes17. Further, one fundamental modeling aspect in this area is the underlying information.
As above, mixture models combine elements of different approaches, e.g., firm-value and reduced-
form models or various approaches in the model itself. They can be both static or dynamic.
8.4 Risk-Neutral vs. Real World
Two general approaches exist to assess credit risk affected securities or products,
• the risk-neutral (also financial or martingale) pricing and
• the real-world (also objective, historical or actuarial) evaluation.
The significant difference between the risk-neutral and the real-world is the probability measure
under which valuation is performed.
8.4.1 Risk-Neutral Probabilities
We denote a risk-neutral measure and default probabilities by Q and DPQ. In this world, prices
of credit risky securities are expected discounted payoffs under Q, i.e.,
price = EQ[discounted payoff] . (8.4)
The measure Q causes any discounted payoff to be a Q-martingale and produces artificial or market
implied default probabilities DPQ. This means that investors are indifferent to risk. There is no
need for risk compensation as the expected return on any payoff is the risk-free rate.
By the Fundamental Theorems of Asset Pricing, see Theorems B.11 and B.12 in Appendix B.3, we
state that for a complete* model the measure Q is unique. For incomplete markets, this uniqueness
is not given and it can be challenging to identify the right probability measure, see [49], Example
9.18. In practice, DPQ can be linked to credit spreads, see [7], p. 187, or [49], p. 402. This
relationship is useful for calibration.
8.4 Remark
1. Risk-neutral default probabilities are calibrated to current market quotes and spread data.
2. In credit risk, incomplete markets exists in a mathematical sense. This poses the problem of
identifying the right risk-neutral probability measure.
17As classical paper the reader is referred to [19].
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8.4.2 Real-World Probabilities
We denote the real-world measure and default probabilities as P and DPP. In this world, prices are
computed as expected payoff under P plus a risk premium. This risk premium compensates the
default risk of the issuer. Actuarial models basically price illiquid and non-traded credit securities,
see [49], p. 401. They are also applied for credit risk management purposes.
Real-world default probabilities are calibrated to historical data. In contrast to risk-neutral prob-
abilities, fitting is straightforward. The difference between these approaches is best explained by
means of an example.
8.4.3 Different Default Probabilities - Example
Suppose that we have a defaultable bond with a coupon of 10% expiring in one year. Its actual
nominal value is 100. Further, we assume that the risk-free rate is 5%, the historical default
probability DPP is 5%, and the recovery rate R in case of default is 40%.
At maturity, we receive 110 or 40 if the bond defaults. Discounting the payoff by the risk-free rate
of 5% we get:
(1− 0.05)× 100× 1.1 + 0.05× 100× 0.4
1.05
=
106.5
1.05
= 101.43 .
However, the bond’s actual price is 100. In our computation values are assumed to be certain.
Thus, no risk premium is implied. We overstate the real price by 1.43, the risk premium. The
solution DPQ of
100 =
(1−DPQ)× 100× 1.1 +DPQ × 100× 0.4
1.05
gives a risk-neutral default probability of
DPQ ≈ 0.0714 > 0.05 = DPP .
Interpretation
The market implied default probability is DPQ = 0.0714. This is the same as a bond break even
trade with the above given properties and a ˜DPP = DPQ = 0.0714. If all investors are indifferent
to risk, they take over the higher default probability of 0.0714 and get the equivalent current price
of 100 - the risk-neutral approach. If market participants assume DPP to be 0.05, they demand
for risk premium for default of 1.43 - the real-world approach.
9 Copulas in Dynamic Intensity-Based Models
In a nutshell, we derive the mathematical framework for dynamic intensity-based valuation of
credit risky securities by means of Cox processes primarily introduced by Jarrow and Turnbull [36],
Madan and Unal [45] and Lando [40]. This approach is often called information-based modeling as
valuation largely depends on the underlying filtration.
In this dynamic setup, we describe the approach of Scho¨nbucher and Schubert [59] who are the
first presenting a continuous copula-dependent default model1. For a more detailed description of
dynamic credit risk models, the reader is referred to [4], for instance.
1Li [41] introduced copula functions in a structural approach.
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9.1 Mathematical Background
As basis for modeling, basic definitions and notations are indispensable. Valuation takes place on
a fixed time horizon [0, T ] with T <∞ and a filtered2 probability space (Ω,H, (Ht)t∈[0,T ],Q) with
H = HT and a unique risk-neutral measure Q. Due to the uniqueness of Q, the market is supposed
to be free of arbitrage∗, see Theorems B.11 and B.12.
The mathematical construction of a filtration symbolizes the flow of market information3. The Ht-
measurability (or Ht-adaptivity∗) of a stochastic process Xt means that if the market participant
is endowed with the information Ht at time t ∈ [0, T ], the value at t - and therefore the path from
0 to t - of the process Xt is known Q-almost surely.
9.1 Notation
1. σ (Xs : 0 ≤ s ≤ t) is the σ-algebra generated∗ by the stochastic process Xt. By construction,
Xt is σ (Xs : 0 ≤ s ≤ t)-adapted.
2. All expectations are computed under the risk neutral measure Q. For sake of readability, we
omit the index Q, i.e., EQ[Xt] = E[Xt].
3. For a default-free (synonymously risk-free or non-defaultable) security or stochastic process,
the risk of default is negligible. Defaultable securities or processes are exposed to default
risk.
The intensity-based setup and its evaluation is highly dependent on the underlying information
flow. In a first instance, we introduce the default-free filtration and pass on to the construction of
default times. Next, we define the default information flow and describe its properties.
9.1.1 Default-Free Information
We suppose that market information of all default-free processes are united in one process Yt.
This process illustrates an incomplete state of economy as any default relevant information is not
included.
9.2 Definition (Background Filtration)
1. The process Yt, t ∈ [0, T ], is called background process.
2. The corresponding filtration Gt := σ (Ys : 0 ≤ s ≤ t) ⊂ Ht is denoted as background filtration.
3. G = GT ⊂ H is the full background filtration. It comprises all economic risk-free information
of the whole interval [0, T ].
Consequently, all risk-free processes are Gt- and hence Ht-adapted. Further, discounting is per-
formed by a risk-free short rate rt defined as Gt-adapted stochastic process4.
9.3 Definition (Discount Factor)
Let rt be the short rate process. The stochastic discount factor between two time instants t and
T is defined as
D(t, T ) = exp
− T∫
t
rsds
 .
2All introduced filtrations are supposed to fulfill the usual conditions, see Definition B.1.
3Information flow and information are also used as expressions for the term filtration.
4For a survey on interest rate models, the reader is referred to [9].
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9.4 Example
Due to Equation (8.4) and under information Ht, the price for a non-defaultable zero-coupon
bond B(t, T ) at time t with time to maturity T and payoff 1 is
B(t, T ) = E[D(t, T )× 1|Ht] = E
exp
− T∫
t
rsds
 |Ht
 = E
exp
− T∫
t
rsds
 |Gt
 .
The last identity holds as exclusively risk-free processes (namely rt) are involved, i.e., filtration Ht
can be replaced by Gt.
9.1.2 Default Time Construction
Returning to Equation (8.1), we assume that there is no recovery (R = 0 ⇔ LGD = 1) and
exposure is set to one (EAD = 1). Thus, the loss variable holds L = 1Default and only comprises
the default probability. As we are interested whether default has already occurred at some time
t ∈ [0, T ], the default indicator must contain both the default probability and the time of default.
9.5 Notation
1. We denote the default time by τ .
2. Survival and default indicator are the functions 1{τ>t} and 1{τ≤t}.
One crucial point for evaluation is the specification of the default time. Here, we construct default
times via Poisson and Cox processes. The following derivation and framework can also be received
by different approaches such as hazard rate functions or doubly stochastic random times, see [4] for
instance. A comprehensive construction of Poisson processes by exponential distributed random
variables is found in [14], Section 2.5. For a more intuitive generation the reader is referred to [58],
Section 5.1 and 5.2.
9.6 Definition (Poisson Process)
A non-decreasing integer-valued jump process (or counting process) Nt : Ω × [0, T ] → N with
N0 = 0 is called Poisson process with constant intensity λ > 0 if
1) it has independent increments and
2) the probability of n jumps, n ∈ N, in any interval [t, T ] holds
Q[NT −Nt = n] = 1
n!
λn(T − t)n exp(−(T − t)λ) . (9.1)
The jump size of a Poisson process is one. Inter-arrival times - the time between two jumps -
are exponentially distributed with parameter λ, see [58], Subsection 5.1.3. If the intensity is not
constant but time-dependent, Equation (9.1) changes to
Q[NT −Nt = n] = 1
n!
 T∫
t
λ(s)ds
n exp
− T∫
t
λ(s)ds
 .
Then, Nt is an inhomogeneous Poisson process. Adding a random component ω ∈ Ω to the
intensity, λt = λt(ω) becomes a stochastic process - the intensity process. This leads to
9.7 Definition (Cox Process)
A Cox process (or doubly stochastic process) is a stochastic process Nt with stochastic intensity
process λt > 0 if - conditioned on a realized path λ˜t of λt - Nt is an inhomogeneous Poisson process
with intensity λ˜t.
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The definition seems clear at first sight. Knowing a realization of the intensity process λ˜t, we are
dealing with a inhomogeneous Poisson process. At a second glance, it is unusual as two sources
of randomness are merged: the intensity process λt and the jump process Nt. Details on Cox
processes are found in [32], for instance.
9.8 Remark
1. For intensity-based models and the later presented Scho¨nbucher-Schubert framework (Sec-
tion 9.3), the intensity process λt of Nt has to be non-negative and Gt-adapted. Due to these
properties, the theory of stochastic analysis shows that the process
Mt = Nt −
t∫
0
λsds
is a martingale5. The integral is called predictable compensator of Nt. It can also be as-
sociated to a compensator measure. Vice versa, the process Nt can be generated by its
compensator measure. A detailed and mathematically profound description for these aspects
go beyond the scope of this thesis. For more information, the reader is referred to [4] or [58]
for a more practical and to [35] and [44] for an in-depth mathematical treatment.
2. For our construction (Chapter 10), we demand the intensity λt to be positive due to economic
as well as mathematical reasons. In intensity models, the process λt can be connected to
credit spreads through default probabilities, e.g., see [9], Subsection 21.3.6. In an economic
way of thinking, a zero (or negative) credit spread is generally associated to a riskless asset
with no default probability and consequently zero (or negative) intensity process λt. From a
mathematical point of view, model construction fails for a zero or negative intensity, i.e., the
process Nt cannot jump.
Next, Cox and intensity processes are used for the construction of default times.
9.9 Assumption (Default Time)
The default time τ is defined as the first jump of a Cox process Nt with intensity process λt,
mathematically
τ := inf{t ∈ [0, T ] : Nt > 0} . (9.2)
The set {τ > t} reflects the path of Nt, i.e., we have the equivalence τ > t⇔ Nt = 0.
The setup for default times is resolved by Equation (9.2), but its generation or better its simulation
remains to be clarified. Lando [40] observed that the time of the first jump of a Cox process with
intensity λt can be constructed as
τ = inf
t ∈ [0, T ] :
t∫
0
λsds ≥ E
 (9.3)
in which E is an exponentially distributed random variable. By E ∼ − ln(U) with U ∼ U(0, 1),
we transform (9.3) to
τ = inf
t ∈ [0, T ] : γt := exp
− t∫
0
λsds
 ≤ U
 (9.4)
and denote the random variable U as default trigger and γt as default countdown process.
5This also holds for a general counting process with intensity λt.
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9.1.3 Information-Based Modeling
As key element for a consistent model, the two different sources of randomness of the Cox process
are separated and evaluated in dependence of corresponding filtrations. Therefore, the subsequent
framework is often denoted as information-based modeling approach.
9.10 Definition (Default Filtration)
The default filtration Ft is generated by the Cox process Nt, mathematically
Ft := σ (Ns : 0 ≤ s ≤ t) = σ ({τ ≤ s} : 0 ≤ s ≤ t) = σ ({τ > s} : 0 ≤ s ≤ t) ⊂ Ht .
As a consequence, Nt is always Ft- and hence Ht-adapted. Respectively, the set {τ > t} is always
Ft- and Ht-measurable. The filtration Ft comprises all information about defaults up to time
t ∈ [0, T ]. Similar to the background filtration Gt, Ft can be considered as incomplete state of
economy. In this case, risk-free information is not included.
9.11 Assumption (Information Modeling)
1. The full filtration Ht unites default and background filtration, i.e., Ht := Ft ∨ Gt.
2. The stochastic intensity λt of the Cox process Nt is supposed to be positive-valued and
Gt-adapted, see also Remark 9.8.
3. The default trigger U is independent of the full background filtration G.
Assumption 9.11 is the foundation pillar of the information-based modeling in intensity models.
The process Zt := (Yt, Nt) reflects the complete state of economy symbolized by Ht. The full
information holds Ht = σ (Zs : 0 ≤ s ≤ t).
As Gt does not incorporate default information, Nt cannot be Gt-measurable. In contrast, Yt cannot
be Ft-measurable because no default information from Nt is included. Note that - from economical
point of view and in practice - the background filtration is influenced by default information and
vice versa.
The principle of this setup aims for a conditional evaluation under the different filtrations. Sup-
pose a realized path of λt on [0, T ] is given. According to Assumption 9.11, this information is
incorporated in filtration G. Thus, conditioning on G, λt is deterministic.
The probability that the Cox process Nt with intensity process λt has n jumps in the interval [t, T ]
is generally computed as
Q[NT −Nt = n] = E [Q[NT −Nt = n|G]] = E
 1
n!
 T∫
t
λsds
n exp
− T∫
t
λsds
 .
This equation evidences why λt must be Gt-adapted. Conditioning on G is the recipe for solving
problems in an intensity-based setup. It includes two steps:
1. Solve the problem on knowledge of G. All expressions depending on default relevant processes
are replaced by G-adapted processes.
2. Take the expectation over all possible paths.
9.12 Lemma (Survival Probability)
Let t ∈ [0, T ) be given and τ > t, i.e., the asset has not defaulted up to time t. Then, the survival
probability from t to T is computed as
P (t, T ) := E
[
1{τ>T}|Ht
]
= E
exp
− T∫
t
λsds
 |Gt
 .
A proof6 can be found in Appendix D.2.1.
6The proof is highly recommended to readers which are not familiar with the setup.
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9.13 Example (Pricing a Defaultable Bond)
Let B¯(t, T ) be the price of a zero-coupon, defaultable bond with maturity T , no recovery, and
EAD = 1 at time t. Equation (8.4) and Notation 9.5 tell us that
B¯(t, T ) = E
[
D(t, T ) · 1{τ>T}|Ht
]
.
If {τ ≤ t}, it is 1{τ>T} = 0 and E
[
D(t, T ) · 1{τ>T}|Ht
]
= 0. With {τ > t} ∈ Ht, we have
E
[
D(t, T ) · 1{τ>T}|Ht
]
= 1{τ>t}E
[
D(t, T ) · 1{τ>T}|Ht
]
.
With Lemma 9.12 and Gt ⊂ H it holds
B¯(t, T ) = 1{τ>t}E
[
D(t, T ) · 1{τ>T}|Ht
]
= 1{τ>t}E
exp
− T∫
t
rs + λsds
 |Ht

= 1{τ>t}E
exp
− T∫
t
rs + λsds
 |Gt ∨ Ft
 .
To get rid of the conditioning filtration Ft, we exploit the proof of Lemma 9.12, see Appendix D.2.1.
The default trigger U is independent of the filtration G. This in turns means that U is independent
of the filtration σ
(
exp
(
− ∫ T
t
rs + λsds
))
∨ Gt. It can be shown that
E
exp
− T∫
t
rs + λsds
 |Gt ∨ σ(U)
 = E
exp
− T∫
t
rs + λsds
 |Gt
 ,
see [65]. Further, the inclusion Gt ⊂ Gt ∨ Ft ⊂ Gt ∨ σ(U) leads to
E
exp
− T∫
t
rs + λsds
 |Gt ∨ Ft
 = E
exp
− T∫
t
rs + λsds
 |Gt
 .
Thus, the price of the defaultable bond is
B¯(t, T ) = 1{τ>t}E
exp
− T∫
t
rs + λsds
 |Gt
 .
Comparing Example 9.4 with Example 9.13, we see that on the one hand B(t, T ) is risk-free and
never defaults. Its return is simply the interest rate rt. On the other hand, the defaultable bond
is a risky asset. In financial markets, returns of a risky investment are generally larger than those
of a risk-free strategy. This risk premium is compensated by the additional component λt > 0. Its
return is rt+λt > rt. From the issuer’s point of view, his default risk is punished by λt. Borrowing
money gets more expensive.
9.14 Summary
1. The implementation of jump times of the Cox process Nt is realized by the connection of the
default trigger U and the intensity process λt.
2. The separation of non-defaultable and defaultable information is the key element for evalu-
ation in this setup.
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We conclude with two algorithms for default time simulation on a fixed time grid, illustrated
by [58], Section 7.7.1.1. The intensity process λt is assumed to be given as stochastic differential
equation (SDE) discretized by some computation scheme7 to λn∆t for n = 1, . . . , N with step size
∆t = TN , N ∈ N.
A - 9.1 Algorithm (Default Time Simulation)
Given
• initial value λ0 > 0 and SDE parameters
Step 1 - for n = 1, . . . , N
• draw un ∼ U(0, 1)8
• compute λn∆t and exp(−λn∆t∆t)
• compare exp(−λn∆t∆t) ≤ un ⇒ default!
• set λk∆t = λn∆t for k = n, . . . , N
• set τ = n
• skip n = N
• compare exp(−λn∆t∆t) > Un ⇒ no default!
• set n = n+ 1
A - 9.2 Algorithm (Direct Default Time Simulation)
Given
• initial value λ0 > 0 and SDE parameters
• set γ0 = 1
Step 1
• draw u ∼ U(0, 1)
Step 2 - for n = 1, . . . , N
• compute λn∆t and γn∆t = γ(n−1)∆t exp(−λn∆t∆t)
• compare γn∆t ≤ u ⇒ default!
• set γk∆t = γ(n−1)∆t for k = n, . . . , N
• set τ = n
• skip n = N
• compare γn∆t > u ⇒ no default!
• set n = n+ 1
Algorithm A - 9.1 is computationally more expensive as default triggers are simulated in each time
step. However, it also seems to be more intuitive on a fixed time grid than Algorithm A - 9.2,
see [58], pp. 215-216.
7Euler or Milstein scheme, for instance.
8Realizations un, n = 1, . . . , N are i.i.d.
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9.2 The Multidimensional Model Setup
In the previous section, evaluation is performed for one-dimensional problems. Products such as
baskets of defaultable assets or credit debt obligations (CDO’s) are of multidimensional nature.
Expansion of the model setup is straightforward.
For stochastic processes etc., the subscript for time-dependence is put to the lower right, the index
for the dimension to the upper right of the vector, i.e.,
xt = (x
1
t , . . . , x
D
t )
′.
Mathematical comparisons like xt > a are meant to be component-wise, i.e., (x
1
t > a, . . . , x
D
t > a)
′.
9.15 Assumption (Multidimensional Model)
We have D ∈ N obligors or assets. We denote
1. the Gt-adapted default intensity as λt = (λ1t , . . . , λDt )′ > 0,
2. the default countdown process as
γt = (γ
1
t , . . . , γ
D
t )
′ =
exp
− t∫
0
λ1sds
 , . . . , exp
− t∫
0
λDs ds
′ ,
3. the default trigger as U = (U1, . . . , UD)′ ⊥ G,
4. the default time as τ = (τ1, . . . , τD)′ with τd := inf{t ∈ [0, T ] : γdt ≤ Ud}, d = 1, . . . , D,
5. the default filtration as Fdt = σ
({τd > s} : 0 ≤ s ≤ t),
6. the full default filtration as Ft =
D∨
d=1
Fdt , and
7. the partial filtration as Hdt = Gt ∨ Fdt , d = 1, . . . , D.
Remark that the full information still is Ht = Gt ∨ Ft. The Gt-adaptivity for the process λt and
the G-independence of the default trigger U are just extended to a multivariate setting.
Several defaults can now occur on the valuation horizon [0, T ]. In order to distinguish the defaulted
obligors from the survivors, we introduce the following
9.16 Notation (Default Index Sets, Default Times and Defaulted Vectors)
Let D = {1, . . . , D} be the index set of all positions / obligors.
1. The index set Et denotes the non-defaulted obligors at time t ∈ [0, T ]:
Et := {d1, . . . , dE |de ∈ D, e = 1, . . . , E}
2. The index set Ct denotes the defaulted obligors at time t ∈ [0, T ]9:
Ct := {d˜1, . . . , d˜C |d˜c ∈ D, c = 1, . . . , C}
3. The vector of potential default times of the non-defaulted positions is defined as
τ(Et) =
(
τd1 , . . . , τdE
)′
with τde ∈ [t, T ], de ∈ Et.
9It holds Et ∪ Ct = D, Et ∩ Ct = ∅ for all t ∈ [0, T ] and E + C = D.
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4. The vector of realized default times10 is defined as
τ(Ct) =
(
τ d˜1 , . . . , τ d˜C
)′
with τ d˜c ∈ [0, t], d˜c ∈ Ct.
5. A non-defaulted vector is denoted as
xs(Et) = (xd1s , . . . , xdEs )
at time s ∈ [t, T ] with indices in Et.
6. A defaulted vector is denoted as
xτ (Ct) =
(
xd˜1
τ d˜1
, . . . , xd˜C
τ d˜1
)′
with indices in Ct and default times τ(Ct) at time t ∈ [0, T ].
The challenge for the multivariate setting is to incorporate dependencies. Financial crises evidence
that products or assets do mutually influence each other, particularly in case of defaults of other
companies, countries or securities. Capturing these dependencies and impacts are often described
as default contagion.
Many approaches have been developed to model these contagion effects. The first who use copula
functions in a dynamic intensity-based configuration are Scho¨nbucher and Schubert [59] in 2001.
9.3 The Scho¨nbucher - Schubert Framework
Scho¨nbucher and Schubert’s main idea is to introduce a dependency structure to default times via
copulas. In the multidimensional setup, each countdown process is compared to a default trigger
which is uniformly distributed, i.e., γdt ≤ Ud, d = 1, . . . , D. The Scho¨nbucher-Schubert approach
assumes that these default triggers to be distributed according to a copula, i.e.,
U = (U1, . . . , UD)′ ∼ C . (9.5)
If a default occurs, the model locks the countdown process γdt for t ∈ [τd, T ]. This implies that
the default trigger Ud is set to γdt and a conditional multivariate probability (i.e., a conditional
copula) must be evaluated. Hence, the copula C is assumed to be continuously differentiable. Due
to Assumption 9.15, the variable U ∼ C is independent of the background filtration G. Naturally,
Equation (9.5) reflects default contagion underlined by the following result.
9.17 Proposition (compare Propositions 4.3 and 4.6, Lemma 4.4 in [59])
1. Assume that up to time t ∈ [0, T ) no default has occurred, i.e., Et = D and τ(Et) > t.
The survival probability from t to T for a single obligor d ∈ {1, . . . , D} is given by
Qd(t, T ) := E
[
1{τd>T}|Ht
]
= E
[
C
(
γ1t , . . . , γ
d−1
t , γ
d
T , γ
d+1
t , . . . , γ
D
t
)
C(γt)
|Ht
]
.
The survival probability from t to T for all obligors is given by
Q(t, T ) := E
[
1{τ>T}|Ht
]
= E
[
C(γT )
C(γt)
|Ht
]
.
10Each default time is uniquely identifiable by its value (time of default) and its index.
62 Copulas in Dynamic Intensity-Based Models
2. Assume that the set of defaulted obligors up to time t ∈ [0, T ) is Ct, i.e., τ(Ct) ≤ t.
The survival probability from t to T of a single obligor d ∈ Et is given by
Rd(t, T ) := E
[
1{τd∈Et>T}|Ht
]
= E

∂C
∂λt(Ct)C
(
γt(Et \ {d}), γdT ; γτ (Ct)
)
∂C
∂λt(Ct)C(γt(Et); γτ (Ct))
|Ht
 .
The survival probability from t to T of all non-defaulted obligors is given by
R(t, T ) := E
[
1{τ(Et)>T}|Ht
]
= E

∂C
∂λt(Ct)C (γT (Et); γτ (Ct))
∂C
∂λt(Ct)C(γt(Et); γτ (Ct))
|Ht
 .
Concerning the notation in the second part it holds
∂C
∂λt(Ct)C
(
γt(Et \ {d}), γdT ; γτ (Ct)
)
:= Q
[
U(Et \ {d}) ≤ γt(Et \ {d}), Ud ≤ γdT |U(Ct) = γτ (Ct)
]
and
∂C
∂λt(Ct)C (γT (Et); γτ (Ct)) := Q [U(Et) ≤ γT (Et)|U(Ct) = γτ (Ct)] .
A proof is given in Appendix D.2.2.
Interpretation
Proposition 9.17 shows that the survival probabilities are dependent on
• the copula function and its derivatives
• the intensities and default countdown processes of both, the concerned obligor and the other
positions, and
• the occurred defaults.
Thus, the model includes default contagion. The countdown process is fixed at the revealed default
time. We have to evaluate a multivariate distribution function C at certain values U(Ct) = τ(Ct) =
γτ (Ct) which is naturally done by taking the derivative of C with respect to the variables with
index d ∈ Ct.
Analyzing the real default intensities of the Scho¨nbucher-Schubert model, some drawbacks surface.
Under certain regularity conditions11, the intensity of obligor d is received by
hdt = −
∂
∂T
Qd(t, T )
∣∣∣∣
T=t
= λdt γ
d
t
∂
∂λdt
C(γt)
C(γt)
(9.6)
if no default has occurred up to time t ∈ [0, T ). If C 6= ∅ for t ∈ [0, T ), it holds
hdt = −
∂
∂T
Rd(t, T )
∣∣∣∣
T=t
= λdt γ
d
t
∂C
∂λt(Ct)∂λdt
C (γt(Et); γτ (Ct))
∂C
∂λt(Ct)C (γt(Et); γτ (Ct))
. (9.7)
11See [59], Section 2.3 and references therein.
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Equations (9.6) and (9.7) can be derived by straightforward calculation, see also [59]12. Under
information Ht (i.e., knowing the evolution of the countdown process γt and defaults up to time
t), the real intensities hdt , d = 1, . . . , D, differ from model intensities λ
d
t . In the multidimensional
setup filtration Ht contains more information than Hdt . Therefore, λdt is often called pseudo-
intensity. Here, the main obstacle of Scho¨nbucher-Schubert approach is unveiled. The real default
intensities hdt are observable in the market. For modeling purposes, pseudo-intensities λ
d
t need to
be determined.
When it comes to calibration issues, two problems become apparent. They are
1. the choice of the “right” copula13 and
2. the extraction of the model intensities λdt out of the observable intensities h
d
t for d = 1, . . . , D
in combination with the copula function. This can result in an inaccessible inverse problem.
If λt follows a continuous stochastic differential equation, the process ht also satisfies an SDE
which jumps in case of defaults, see Section 4.4 in [59]. The structure and the complexity of this
SDE is dependent on
• defaults,
• copula C and its derivatives,
• intensities λdt and corresponding countdown processes γdt .
As for default probabilities, default contagion is directly visible by the SDE for ht as it jumps if
assets default.
Concerning consistency of the Scho¨nbucher-Schubert model, it holds E
[
hdt |Hdt
]
= λdt . So, if we
restrict our information to the one-obligor case, we will indeed recover the intensity. Moreover, the
same result holds if the used copula function is chosen as independent copula Π. In this way, the
approach is consistent.
9.18 Summary (Scho¨nbucher-Schubert Framework)
1. Scho¨nbucher and Schubert develop a copula-dependent model in an intensity-based credit
risk framework which embraces default contagion.
2. In case of continuous-time pseudo-intensities, the setup might be calibrated. As intensities
hdt , d = 1, . . . , D, are observable in the market, the pseudo-intensities λ
d
t , d = 1, . . . , D,
are reproducible via Equations (9.6) and (9.7). However, this inversion problem is possibly
unsolvable.
3. Due to the previous aspect, practical implementation is seldom.
10 A Copula- and Default-Dependent Intensity Model
In this chapter, we develop a reduced-form credit risk model which connects ideas and elements of
the Cox process framework, the Scho¨nbucher-Schubert approach and the concept of copulas. The
common intensity-based design is modified as evaluations use altered conditioning filtrations.
At this point, we focus on a generalized mathematical construction, i.e., introduced processes,
distributions and time grid are universally valid. Model intentions and specifications as well as
application issues are tackled later. Requirements on the design are that
• defaults interfere with model components (i.e., the model reproduces default contagion) and
• intensities are stochastic and interdependent.
12As auxiliary comment, note that the expectations of Qd(t, T ) and Rd(t, T ) vanish as the derivatives are evaluated
at time T = t.
13See also discussion in Chapter 6.
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We start with the familiar multivariate setting of Chapter 9. Let Nt, t ∈ [0, T ], be a D-dimensional
jump process with stochastic intensity process
λt =
(
λ1t , . . . , λ
D
t
)′
which is supposed to be ca`dla`g and non-negative1. Default times τd, d = 1, . . . , D, are modeled as
first jump of the concerned component of Nt, i.e.,
τd := inf
{
t ∈ [0, T ] : Ndt > 0
}
.
In this framework - initially ignoring dependence structures and default contagion effects - survival
probabilities2 from 0 up to time t ∈ [0, T ] are given as
E
[
1{τd>t}
]
= P
[
τd > t
]
= P
[
Ndt = 0
]
= E
exp
− t∫
0
λdsds

for each position d ∈ {1, . . . , D}. Under a realized path λ˜dt of λdt , we receive
E
[
1{τd>t}|λ˜dt
]
= P
[
τd > t|λ˜dt
]
= P
[
Ndt = 0|λ˜dt
]
= exp
− t∫
0
λ˜dsds
 ,
see Lemma 9.12, respectively [40] or [58]. We borrow the default mechanism of [59] and introduce
the default trigger level as
U = (U1, . . . , UD)′ ∼ U(0, 1)D
which is independent of all other modeling variables. In contrast to [59], we assume that Ud,
d = 1, . . . , D, are mutually independent3. As observed, default times are constructable as
τd := inf
t ∈ [0, T ] : exp
− t∫
0
λdsds
 ≤ Ud
 (10.1)
for d = 1, . . . , D. As in the Scho¨nbucher-Schubert framework, the probability space (Ω,A,P)
supports all subsequent processes and variables. All introduced filtrations are subsets of A and are
enlarged by zero-sets N of A, see [59], pp. 12–15. Further, we denote the σ-algebras
1. Gt := σ (λs : 0 ≤ s ≤ t) ∨N for t ∈ [0, T ] as intensity filtration and
2. Ft := σ (Ns : 0 ≤ s ≤ t) ∨N for t ∈ [0, T ] as default filtration and
Each component λdt , d = 1, . . . , D, of the intensity process λt is Gt-adapted by construction.
10.1 Remark
In contrast, the common reduced-form approach and the Scho¨nbucher-Schubert model operate
on a background filtration to which the intensity process is adapted. It contains all market and
non-default information. The default filtration is identical to the one in [59].
For the multidimensional setup we take over Notation 9.16 concerning
• the index sets for non-defaulted and defaulted positions (Et and Ct),
• non-defaulted and defaulted vectors (xs(Et) and xs(Ct)) for s, t ∈ [0, T ], and
• potential and realized default times (τ(Et) and τ(Ct)).
1Compare to Assumption 1 in [59].
2The probability measure (real-world / risk-neutral) depends on the relevant application of the model. As basic
approach we use the notation P.
3In [59], the premise is U ∼ copula C.
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Demands on the construction of the intensity process are that λt
• is stochastic, ca`dla`g and non-negative,
• covers multivariate dependence, and
• interferes with defaults.
10.1 Generating an Intensity Process with Conditional Margins
Let λt be defined as intensity of Nt above. First, we discretize the interval into N equidistant
4
parts with
t0 = 0, tN = T and tn − tn−1 = ∆t for n = 1, . . . , N .
The intensity is assumed to be constant on sub-intervals [tn, tn+1) and to be driven by jumps at
time steps tn
5 denoted as
∆λn = (∆λ
1
n, . . . ,∆λ
D
n )
′ for n = 1, . . . , N .
Thus, the change of the process from tn−1 to tn is given by
λ˜tn := λ˜tn−1 + ∆λn
or written as vector λ˜
1
tn
...
λ˜Dtn
 =
 λ˜
1
tn−1 + ∆λ
1
n
...
λ˜Dtn−1 + ∆λ
D
n
 .
We suppose that the intensity λt is constructed by a positive initial value λ0 = (λ
1
0, . . . , λ
D
0 )
′ and
the sum of its changes up to time t. Thus, paths are representable as
λ˜dt = λ˜
d
tn = λ
d
0 +
n∑
j=1
∆λdj with t ∈ [tn, tn+1) (10.2)
for n = 0, . . . , N and each d = 1, . . . , D. In vectorial form we have
λ˜t =
 λ˜
1
t
...
λ˜Dt
 =
λ˜
1
tn
...
λ˜Dtn
 =

λ10 +
n∑
j=1
∆λ1j
...
λD0 +
n∑
j=1
∆λDj
 with t ∈ [tn, tn+1) . (10.3)
As intensity process, λt must remain non-negative. As stronger restriction, we demand λt to be
positive. To ensure this positivity we extend the above construction. We impose that
λ˜dtn = λ˜
d
tn−1 + ∆λ
d
n > 0
or equivalently
∆λdn > −λ˜dtn−1 = −λd0 −
n−1∑
j=1
∆λdj (10.4)
holds for each time step tn, n = 1, . . . , N , and each asset d = 1, . . . , D. The change ∆λ
d
n is therefore
dependent on λd0 and ∆λ
d
1, . . . ,∆λ
d
n−1.
4For an arbitrary time grid, model calibration would have to be performed for each single time step which would
not be target-oriented for implementation.
5We allow a final jump at tN = T .
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Suppose now that ∆λ = (∆λ1, . . . ,∆λD)′ is a realization of a D-dimensional random variable
Λ = (Λ1, . . . ,ΛD)′ ∼ F
with Λd ∼ F d =: F d∆t for d = 1, . . . , D. The index ∆t indicates the dependence of the margins on
the chosen time grid. Initially ignoring dependence structures, we restrict to the one-dimensional
case and generalize Equation (10.2) for all paths as
λdt = λ
d
tn = λ
d
0 +
n∑
j=1
Λdj for t ∈ [tn, tn+1), n = 0, . . . , N (10.5)
in which Λdn denotes the nth draw of the marginal random variable Λ
d. To ensure inequality (10.4),
Λdn has to be larger than −λdtn−1 . If the range of F d includes −λtn−1 , Λdn cannot be distributed
according to F d. However, the distribution F dn(∆t) := F
d
n of Λ
d
n can be obtained by a conditional
cdf of F d and the Gt-adaptivity of λt as
F dn(∆λ
d
n,∆t,Gtn−1) = F dn(∆λdn) = P
[
Λdn ≤ ∆λdn
∣∣Gtn−1 ]
:= F d
(
∆λdn|
{
Λd > −λdtn−1
}
∨ Gtn−1
)
= P
[
Λd ≤ ∆λdn|
{
Λd > −λdtn−1
}
∨ Gtn−1
]
=
P
[
−λdtn−1 < Λd ≤ ∆λdn|Gtn−1
]
P
[
Λd > −λdtn−1 |Gtn−1
] = P[Λd ≤ ∆λdn]− P
[
Λd ≤ −λdtn−1 |Gtn−1
]
1− P
[
Λd ≤ −λdtn−1 |Gtn−1
]
=
F d(∆λdn)− F d
(
−λdtn−1 |Gtn−1
)
1− F d
(
−λdtn−1 |Gtn−1
) (10.6)
with ∆λdn ∈ (−λtn−1 ,∞) and for n = 1, . . . , N . The construction is based on the fact that λdtn−1 is
known. This is in turn controlled by the realizations of Λdj , j = 1, . . . , n−1 which are revealed due
to conditioning on the filtration Gtn−1 . Thus, changes ∆λdn, n = 1, . . . , N , are path-dependent.
10.2 Remark (Time-Grid Dependence of Distributions)
The random variables Λdn must be related to the partition of the interval [0, T ]. This means,
distributions F d∆t = F
d and F dn(∆t) = F
d
n have to be adjusted to the given time grid.
10.3 Definition (Admissible Distribution)
We say that a marginal distribution F d, d = 1, . . . , D, is admissible on the time grid ∆t if it is
valid for construction (10.6), i.e., it holds
F d(−λtn) < 1 for all n = 0, . . . , N − 1.
In particular, all distributions with range (∞,−λdtn ], n = 0, . . . , N − 1, are not admissible. For
sake of readability we abbreviate adn := λ
d
tn−1 and Gn := Gtn−1 .
10.4 Remark
1. The characteristics of F dn can considerably differ from the original distribution F
d.
2. If intended, the margins F d can be cut off at both ends instead of one. The above construction
of the conditional distribution has to be modified to
Gdn(∆λ
d
n,∆t,Gn) =Gdn(∆λdn) = P
[
Λdn ≤ ∆λdn|Gn
]
:= F d
(
∆λdn|
{−adn < Λd ≤ adn} ∨ Gn)
=
F d(∆λdn)− F d
(−adn|Gn)
F d (adn|Gn)− F d (−adn|Gn)
(10.7)
with ∆λdn ∈
(−adn, adn].
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3. If F d is symmetrically distributed around zero6, specification (10.7) yields that expectation
and symmetry are maintained, i.e., E[Λdn] = E[Λd] and Gdn(x) = 1−Gdn(−x).
In order to consider both approaches - Equations (10.6) and (10.7) - we redefine
F dn(∆λ
d
n) := F
d
(
∆λdn|
{−adn < Λd ≤ κdn} ∨ Gn) = F d(∆λdn)− F d (−adn|Gn)κdn − F d (−adn|Gn) (10.8)
with
κdn :=
{
1 for F dn as in (10.6)
F d
(
adn|Gn
)
for Gdn as in (10.7).
(10.9)
If the context is clear, we omit the conditioning term for distribution functions, i.e.,
F d
(
−λdtn−1
)
= F d
(
−λdtn−1 |Gtn−1
)
respectively F d
(−adn) = F d (−adn|Gn) .
Turning back to the analysis, we require
10.5 Assumption (Discrete-Time Setup)
1. The time steps tn − tn−1 = ∆t are fixed for n = 1, . . . , N with N ∈ N.
2. The random variable Λdn is distributed according to F
d
n as defined in Equation (10.8) with
κdn as in Equation (10.9) for n = 1, . . . , N and d = 1, . . . , D.
3. All distributions are continuous, strictly increasing and admissible in sense of Definition 10.3.
10.6 Lemma
Under Assumption 10.5 each marginal intensity process λdt is P-almost surely positive.
A proof can be found in Appendix D.2.3.
Generation of the intensity processes (10.5) via Λdn ∼ F dn of Equations (10.8) and (10.9) assures
positivity. It leaves to be shown how random variables Λdn ∼ F dn are generated. The analytical
and numerical creation of Λdn is not straightforward because F
d
n is a conditional distribution. We
bypass the problem as follows. For the conditional cdf F dn have in mind that
F dn :
(−adn, κdn)→ (0, 1)
holds. Therefore, it is
vdn := F
d
n
(
∆λdn
)
=
F d(∆λdn)− F d
(−adn)
κdn − F d (−adn)
∈ (0, 1) . (10.10)
As F d is a continuous and strictly increasing cdf, it is uniquely invertible. Inversion yields
∆λdn =
(
F dn
)−1 [
vdn
]
(10.11)
or equivalently
∆λdn =
(
F d
)−1 [
vdn
(
κdn − F d
(−adn))+ F d (−adn)]
with
lim
vdn→0
(
F d
)−1 [
vdn
(
κdn − F d
(−adn))+ F d (−adn)] = −adn ,
lim
vdn→1
(
F d
)−1 [
vdn
(
κdn − F d
(−adn))+ F d (−adn)] =
{
∞ for κdn = 1
adn for κ
d
n = F
d
(
adn
) .
6For symmetric distributions with non-zero means, results are similar. Random variables just need to be shifted.
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Thus, the random variables Λdn with range
(−adn, κdn) can be derived by
Λdn =
(
F d
)−1 [
V dn
(
κdn − F d
(−adn))+ F d (−adn)] ∼ F dn (10.12)
in which V dn is the nth draw of a standard uniformly distributed random variable V
d. Note that the
time index n is not yet necessary, but it will be needed as time indication in subsequent sections.
Moreover, Lemma 10.6 still holds for the above construction (10.12)7. For the one-dimensional
case, Equation (10.12) gives us the recipe for the generation of random variables Λdn ∼ F dn :
• draw vdn from V dn ∼ U(0, 1), i.i.d. for n = 1, . . . , N
• perform transformation (10.12)
• receive ∆λdn from Λdn ∼ F dn
10.7 Assumption
For all d ∈ {1, . . . , D} and m, n = 1, . . . , N and m 6= n, V dm is independent of V dn .
This assumptions reveals a sort of “pseudo” time-independence as well as the path-dependence of
the random variables Λdn, n = 1, . . . , N .
10.8 Lemma (Path-Dependent Increments)
Under Assumptions 10.5, 10.7, and relevant filtrations Gm and Gn, the increments Λdm and Λdn
derived as in Equation (10.12) are pseudo-independent for all m < n, i.e., it holds
P
[
Λdm ≤ x1,Λdn ≤ x2|Gm
]
= P
[
Λdm ≤ x1|Gm
] · E [P [Λdn ≤ x2|Gn] |Gm] .
A proof can be found in Appendix D.2.5.
Summarized, the representation of the intensity process (10.5) through (10.12) is given as
λdt = λ
d
tn = λ
d
0 +
n∑
j=1
Λdj
= λd0 +
n∑
j=1
(
F d
)−1 [
V dj
(
κdj − F d
(−adj))+ F d (−adj)] (10.13)
for d = 1, . . . , D and n = 0, . . . , N .
Equation (10.13) generates a strictly positive path of the intensity process λdt driven by path-
dependent increments. It would have been sufficient if we had conditioned concerned equations
on the filtration generated by the one-dimensional intensity σ(λdtn) ⊂ Gtn , n = 0, . . . , N . However,
when introducing dependencies between intensities in the next section, it is inevitable to condi-
tion on the whole intensity filtration. For the multidimensional process λt = (λ
1
t , . . . , λ
D
t )
′, the
dependency structure of its driving random variables
Λn = (Λ
1
n, . . . ,Λ
D
n )
′ ∼ Fn for n = 1, . . . , N
is not yet specified. Due to Equation (10.12), one can already guess that via the uniformly dis-
tributed random variables
Vn = (V
1
n , . . . , V
D
n )
′ for n = 1, . . . , N
the dependence structure will be introduced by copula functions.
10.9 Remark
Increments are pseudo-independent and not identically distributed for each iteration tn−1 to tn,
n = 1, . . . , N . Therefore, the setup (10.13) does not generate Le´vy processes.
7A proof can be found in Appendix D.2.4.
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10.2 Incorporating Copula Functions
Suppose that the general random variable Λ = (Λ1, . . . ,ΛD)′ ∼ F has copula function K, i.e.,
F (∆λ1, . . . ,∆λD) = K(F 1(∆λ1), . . . , FD(∆λD)) (10.14)
for given ∆λd of Λd with marginal distribution functions F d, d = 1, . . . , D. One implication of this
theorem, compare Corollary 2.3, is that for given vd of V d ∼ U(0, 1), d = 1, . . . , D, we have
F
(
(F 1)−1[v1], . . . , (FD)−1[vD]
)
= K(v1, . . . , vD) .
and therefore
V =
(
V 1, . . . , V D
) ∼ K .
10.10 Assumption (Dependence Structure of Random Changes for Intensities)
The standard uniform random variables V dn , d = 1, . . . , D and n = 1, . . . , N , of Equation (10.10)
are assumed to be distributed to copula K of the general random variable Λ ∼ F , i.e.,
Vn =
(
V 1n , . . . , V
D
n
) ∼ K for n = 1, . . . , N .
This premise implies the following important result for the dependence structure of the random
variable Λn.
10.11 Proposition
Under Assumptions 10.5 and 10.10, the random variables Λ ∼ F and Λn ∼ Fn have the identical
and unique copula function K. In mathematical terms that means
Fn(∆λ
1
n, . . . ,∆λ
D
n ) = K(F
1
n(∆λ
1
n), . . . , F
D
n (∆λ
D
n )) for n = 1, . . . , N .
Proof
The general random variables Λ ∼ F is assumed to have copula K, compare Equation (10.14).
Further, as Λ is independent of the filtration Gn for n = 1, . . . , N , it is
F (∆λ1n, . . . ,∆λ
D
n ) = P
[
Λ1 ≤ ∆λ1n, . . . ,ΛD ≤ ∆Dn
]
= P
[
Λ1 ≤ ∆λ1n, . . . ,ΛD ≤ ∆Dn |Gn
]
= K(F 1(∆λ1n), . . . , F
D(∆λDn )) .
For Λn ∼ Fn given filtration Gn, it holds
Fn(∆λ
1
n, . . . ,∆λ
D
n ) = P
[
Λ1n ≤ ∆λ1n, . . . ,ΛDn ≤ ∆Dn |Gn
]
= P
[(
F 1
)−1 [
V 1n
(
κ1n − F 1
(−a1n))+ F 1 (−a1n)] ≤ ∆λ1n, . . . ,(
FD
)−1 [
V Dn
(
κDn − FD
(−aDn ))+ FD (−aDn )] ≤ ∆Dn |Gn]
= P
[
V 1n ≤
F 1(∆λ1n)− F 1
(−a1n)
κ1n − F 1 (−a1n)
, . . . , V Dn ≤
FD(∆λDn )− FD
(−aDn )
κDn − FD (−aDn )
|Gn
]
As the expressions F d
(−adn), d = 1, . . . , D, are known under Gn, we get
Fn(∆λ
1
n, . . . ,∆λ
D
n ) = P
[
V 1n ≤ F 1n(∆λ1n), . . . , V Dn ≤ FDn (∆λDn )|Gn
]
= K
(
F 1n(∆λ
1
n), . . . , F
D
n (∆λ
D
n )
)
for each n = 1, . . . , N .
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We have used the definition of Λdn - Equation (10.12), the intensity filtration Gn for the evaluation of
F dn(−adn) and κdn in each component, the definition of F dn - Equation (10.8), and Assumption 10.10
with Vn ∼ K. In addition to the equivalence of the copula, we remember that F and F dn are assumed
to be continuous. The copula K is therefore unique in both cases due to Sklar’s Theorem 2.1.
This result is important for the application of the model. Copula K and marginal distributions
Λd, d = 1, . . . , D, can directly be calibrated to market data. A fitting of the conditional margins
Λdn is redundant.
10.12 Remark
The multivariate cdf of F and Fn are naturally different in each time step.
F (∆λ1n, . . . ,∆λ
D
n ) = K(F
1(∆λ1n), . . . , F
D(∆λDn ))
is generally not equal to
Fn(∆λ
1
n, . . . ,∆λ
D
n ) = K(F
1
n(∆λ
1
n), . . . , F
D
n (∆λ
D
n ))
= K
(
F 1
(
∆λ1n|
{
−a1n < Λ1 ≤
(
F 1
)−1 [
κ1n
]} ∨ Gn) , . . . ,
FD
(
∆λDn |
{
−aDn < ΛD ≤
(
FD
)−1 [
κDn
]} ∨ Gn))
due to the different margins F d and F dn , d = 1, . . . , D and n = 1, . . . , N .
10.13 Summary
The dependency structure of the increments Λn - copula function K - remains steady whereas their
multivariate distribution - cdf Fn - varies in each time step tn, n = 1, . . . , N .
Under these considerations, we extend (10.13) to multidimensional, copula-dependent intensity
model as
λdt = λ
d
tn = λ
d
0 +
n∑
j=1
Λdj
= λd0 +
n∑
j=1
(
F d
)−1 [
V dj
(
κdj − F d
(−adj))+ F d (−adj)] (10.15)
for d = 1, . . . , D, n = 0, . . . , N , and t ∈ [tn, tn+1) with
Vj = (V
1
j , . . . , V
D
j )
′ ∼ K
such that
Λj = (Λ
1
j , . . . ,Λ
D
j )
′ ∼ Fj
for j = 1, . . . , n. The design for processes and random variables are preserved, a dependence
structure is introduced.
By now, we have not yet reasoned the multi-time step construction. The above framework could
be implemented as one period and repeated N times. Results will be equivalent to an N time
construction if time grids are identical for both setups. Incorporating defaults to the model makes
a multi-time step basis indispensable.
10.14 Remark
The key to launch defaults into our approach is to exploit the information generated by the intensity
λt and the Cox process Nt simultaneously. In other words, information of a ca`dla`g process on a
discrete-time grid (λt) is combined with the filtration of a continuous-time framework (Nt).
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10.3 Including a First Default
For an adaption on default events, we initially suppose that at time τ d˜1 = (0, T ] the first default
occurs for position d˜1 ∈ D. The first default time has been determined, i.e.,
τ d˜1 = inf
{
t ∈ [0, T ] : N d˜1t > 0
}
or equivalently - see Equation (10.1)
exp
− τ
d˜1∫
0
λd˜1s ds
 ≤ U d˜1
with index sets C
τ d˜1
= {d˜1} and Eτ d˜1 = D \ {d˜1} for the defaulted and non-defaulted indices at
time τ d˜1 , see Notation 9.16. Model expansion is driven by two fundamental assumptions.
10.3.1 Assumption - Locked Processes and Variables for the Defaulted Position
Similar - but not identical - to the Scho¨nbucher-Schubert approach we assume that no further
assessment for the defaulted obligor is needed. Processes are locked in and remain constant for the
rest of the period. In particular, it holds
λd˜1t = λ
d˜1
τ d˜1
for t ∈ [τ d˜1 , T ] .
for the intensity process. As they are independent of all other modeling variables, the default
trigger variables Ud, d = 1, . . . , D, are not affected. Assume that τ d˜1 ∈ [tn−1, tn). Due to the
ca`dla`g property, it holds
exp
− n−1∑
j=0
(
λd˜1tj ·∆t
)
− λd˜1tn−1 ·
(
τ d˜1 − tn−1
) ≤ U d˜1 for t ∈ [τ d˜1 , T ]
and for the intensity process
λd˜1t = λ
d˜1
tn−1 for t ∈ [τ d˜1 , T ] .
10.3.2 Assumption - Default Impact on Non-Defaulted Positions
As further assumption we expect that the default instantaneously affects the evolution of the
intensity process λt, i.e., an additional random change
∆φ
τ d˜1
=
(
∆φ1
τ d˜1
, . . . ,∆φD
τ d˜1
)′
is triggered at default time τ d˜1 . As representation for a path λ˜t of λt, we receive
λ˜t = λ0 +
n−1∑
j=1
∆λj + ∆φτ d˜1 for t ∈ [τ d˜1 , tn) .
Analogous to Section 10.1, we suppose that the generalized default change
∆φ =
(
∆φ1, . . . ,∆φD
)′
is a realization of a D-dimensional random variable
Φ =
(
Φ1, . . . ,ΦD
)′
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with multivariate cdf H, differentiable copula L and continuous margins H1, . . . ,HD, i.e.,
H
(
∆φ1, . . . ,∆φD
)
= L
(
H1
(
∆φ1
)
, . . . ,Hd
(
∆φD
))′
.
Just as for the realizations ∆λn of Λn, n = 1, . . . , N , the default change ∆φτ d˜1 has to preserve
positivity of the intensity process Λt. We assume that ∆φ
d
τ d˜1
is drawn from the conditional random
variable Φd
τ d˜1
distributed according to
Hd
τ d˜1
(
∆φd
τ d˜1
,Gtn−1
)
= Hd
τ d˜1
(
∆φd
τ d˜1
)
:= Hd
(
∆φd
τ d˜1
|
{
−λdtn−1 < Φd ≤ µdτ d˜1
}
∨ Gtn−1
)
=
Hd
(
∆φd
τ d˜1
)
−Hd
(
−λdtn−1 |Gtn−1
)
µd
τ d˜1
−Hd
(
−λdtn−1 |Gtn−1
) for d ∈ E
τ d˜1
(10.16)
with admissible, continuous margins Hd and possible choices
µd
τ d˜1
:=
 1Hd (−λdtn−1 |Gtn−1) , (10.17)
compare to Equations (10.8) and (10.9) in Section 10.1. Again - see (10.10) and (10.11) - it holds
wd
τ d˜1
:= Hd
τ d˜1
(
∆φd
τ d˜1
)
=
Hd(∆φd
τ d˜1
)−Hd
(
−λdtn−1
)
µd
τ d˜1
−Hd
(
−λdtn−1
) ∈ (0, 1)
and by inversion we receive
∆φd
τ d˜1
=
(
Hd
τ d˜1
)−1 [
wd
τ d˜1
]
=
(
Hd
)−1 [
wd
τ d˜1
(
µd
τ d˜1
−Hd
(
−λdtn−1
))
+Hd
(
−λdtn−1
)]
.
Thus, with W d
τ d˜1
∼ U(0, 1) the construction of the random default change is definable as
Φd
τ d˜1
=
(
Hd
)−1 [
W d
τ d˜1
(
µd
τ d˜1
−Hd
(
−λdtn−1
))
+Hd
(
−λdtn−1
)]
∼ Hd
τ d˜1
(10.18)
which maintains positivity of the intensity for d ∈ E
τ d˜1
. For t ∈ [τ d˜1 , tn), the process is now
representable as
λdt = λ
d
0 +
n−1∑
j=1
Λdj + Φ
d
τd˜1
= λd0 +
n−1∑
j=1
(
F d
)−1 [
V dj
(
κdj − F d
(
−λdtj−1
))
+ F d
(
−λdtj−1
)]
+
(
Hd
)−1 [
W dτd˜1
(
µdτd˜1
−Hd
(
−λdtj−1
))
+Hd
(
−λdtj−1
)]
.
(10.19)
for d ∈ E
τ d˜1
. Just as in Section 10.2 we make the following
10.15 Assumption (Dependence Structure of Default Change)
The random variables W
τ d˜1
, d = 1, . . . , D, of Equation (10.19) are assumed to be distributed to
the copula L of the generalized default change variable Φ ∼ H, i.e.,
W
τ d˜1
=
(
W 1
τ d˜1
, . . . ,WD
τ d˜1
)′
∼ L .
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10.16 Proposition
Under filtration Gtn−1 the random variables Φ ∼ H and Φτ d˜1 ∼ Hτ d˜1 have the identical and unique
copula function L, i.e.,
H
τ d˜1
(
∆φ1
τ d˜1
, . . . ,∆φD
τ d˜1
)
= L
(
H1
τ d˜1
(
∆φ1
τ d˜1
)
, . . . ,HD
τ d˜1
(
∆φD
τ d˜1
))
.
The proof is identical - except for the different notation - to the one of Proposition 10.11.
We recall that the multivariate cdfs H and H
τ d˜1
generally differ.
10.3.3 Resulting Impacts
As a consequence of the postulation
λd˜1t = λ
d˜1
τ d˜1
for t ∈ [τ d˜1 , T ]
for the defaulted position d˜1, the random variable W
d˜1
τ d˜1
generating the default change Φd˜1
τ d˜1
is
already fixed. Thus, a realization of Φd˜1
τ d˜1
must hold
∆φd˜1
τ d˜1
=
(
H d˜1
τ d˜1
)−1 [
w˜d˜1
τ d˜1
]
=
(
H d˜1
)−1 [
w˜d˜1
τ d˜1
(
µd˜1
τ d˜1
−H d˜1
(
−λd˜1tn−1
))
+H d˜1
(
−λd˜1tn−1
)]
= 0 .
Via inversion, we receive
w˜d˜1
τ d˜1
=
H d˜1(0)−H d˜1
(
−λd˜1tn−1
)
µd˜1
τ d˜1
−H d˜1
(
−λd˜1tn−1
) . (10.20)
Hence, the copula-distributed realizations
w
τ d˜1
=
(
w1
τ d˜1
, . . . , wD
τ d˜1
)′
∈ (0, 1)D
are now computed on the condition W d˜1
τ d˜1
= w˜d˜1
τ d˜1
. This means that the generating random variable
W
τ d˜1
=
(
W 1
τ d˜1
, . . . , wd˜1−1
τ d˜1
,W d˜1
τ d˜1
= w˜d˜1
τ d˜1
,W d˜1+1
τ d˜1
, . . . ,WD
τ d˜1
)′
∈ (0, 1)D
is distributed according to the conditional copula8
L
(
w1
τ d˜1
, . . . , wd˜1−1
τ d˜1
, wd˜1
τ d˜1
= w˜d˜1
τ d˜1
, wd˜1+1
τ d˜1
, . . . , wD
τ d˜1
)
= P
[
W 1
τ d˜1
≤ w1
τ d˜1
, . . . ,W d˜1−1
τ d˜1
≤ wd˜1−1
τ d˜1
,W d˜1+1
τ d˜1
≤ wd˜1+1
τ d˜1
, . . . ,WD
τ d˜1
≤ wD
τ d˜1
|
{
W d˜1
τ d˜1
= w˜d˜1
τ d˜1
}
∨ Gtn−1
]
=
∂
∂wd˜1
τ d˜1
L
(
w1
τ d˜1
, . . . , wD
τ d˜1
) ∣∣∣∣
w
d˜1
τd˜1
=w˜
d˜1
τd˜1
with w˜d˜1
τ d˜1
given in Equation (10.20). For the evaluation of w˜d˜1
τ d˜1
, filtration Gtn−1 is inevitably
required as the value λd˜1tn−1 must be known. Conditioning on
{
W d˜1
τ d˜1
= w˜d˜1
τ d˜1
}
implicitly assumes
that we know the defaulted index at time τ d˜1 . This information is incorporated in the set C
τ d˜1
.
Consequently, evaluation of conditional margins and copulas as well as measurability of random
changes must be reconsidered. We will tackle this problem later on.
8A derivative of a copula fulfills properties of Definition 2.1 under certain conditions. Anyway, it has range [0, 1]
and is non-decreasing and is therefore interpretable as distribution function. For further details refer to [52]
and [12], Section 4.1.
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If no further default happens in [τ d˜1 , tn], the assumption λ
d˜1
t = λ
d˜1
τ d˜1
= λd˜1tn−1 includes the restriction
∆λd˜1n = 0 for the next random change at time tn - equivalently to ∆φ
d˜1
τ d˜1
= 0. Thus, it holds
∆λd˜1n =
(
F d˜1n
)−1 [
v˜d˜1n
]
=
(
F d˜1
)−1 [
v˜d˜1n
(
κd˜1n − F d˜1
(
−λd˜1
τ d˜1
))
+ F d˜1
(
−λd˜1
τ d˜1
)]
= 0 .
for the defaulted counterparty d˜1. Via inversion, we receive
v˜d˜1n =
F d˜1(0)− F d˜1
(
λd˜1
τ d˜1
)
κd˜1n − F d˜1
(
λd˜1
τ d˜1
) = F d˜1n (0) . (10.21)
As above, the generating random variable
Vn =
(
V 1n , . . . , V
d˜1−1
n , V
d˜1
n = v˜
d˜1
n , V
d˜1+1
n , . . . , V
D
n
)′
∈ (0, 1)D
is distributed according
K
(
v1n, . . . , v
d˜1−1
n , v
d˜1
n = v˜
d˜1
n , v
d˜1+1
n , . . . , v
D
n
)
= P
[
V 1n ≤ v1n, . . . , V d˜1−1n ≤ vd˜1−1n , V d˜1+1n ≤ vd˜1+1n , . . . , V Dn ≤ vDn |
{
V d˜1n = v˜
d˜1
n
}
∨ G
τ d˜1
]
=
∂
∂vd˜1n
K
(
v1n, . . . , v
D
n
) ∣∣∣∣
v
d˜1
n =v˜
d˜1
n
with v˜d˜1n as in Equation (10.21). Conditioning on Gtn−1 is needed as the evaluation of v˜dm for
m = n, . . . , N involves λd˜1
τ d˜1
= λd˜1tn−1 , conditioning on
{
V d˜1n = v˜
d˜1
n
}
provides information about the
defaulted index to which the derivative is taken. This is contained in filtration Ftn .
Note that for the construction of Vn only the defaulted positions must be known. For the random
change Λn this is different, see Equation (10.12), as the value of λτ d˜1 must be revealed for condi-
tional margins. Thus, the information for the generating random variable Vn and for the random
change Λn has to cover
• the defaulted index at time tn - i.e., Ftn ,
• the information about the value of the intensity process before tn - i.e., Gτ d˜1 , and
• the information about the conditional copula at tn - i.e.,
{
V d˜1n = v˜
d˜1
n
}
⊂ Ftn ∨ Gτ d˜1
which leads to a different demand on the measurability for the random variable Λn. If we define
Htn = Ftn ∨ Gτ d˜1
and assume that Λn is Htn-measurable, the available information about default, intensity, and
copula will be sufficient to generate Λn and therefore λtn .
Above considerations have to be generalized and extended to an arbitrary number of defaults.
Besides the mentioned impacts on
• random changes (assumption of enlarged measurability for Λ and Φ),
• generating random variables of K and L (V and W ),
• copulas (partial derivatives), and
• the intensity process,
it also leaves to be shown to what extent dependencies of Λ and Φ change.
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10.4 Including Defaults
The extension to the general case of several defaults has to be handled attentively. First, we recall
the definition of realized default times
τ(Ct) =
(
τ d˜1 , . . . , τ d˜C
)′
≤ t ∈ [0, T ] .
of Notation 9.16. We suppose that default times are stated in chronological order, i.e.,
τ d˜1 ≤ τ d˜2 ≤ . . . ≤ τ d˜C−1 ≤ τ d˜C .
The upper right index indicates the original position d˜1 ∈ D which has defaulted first. Further,
we denote λt− as value of the intensity process directly before t ∈ [0, T ] and sharpen
10.17 Definition (Random Default Change)
The random variable Φτ =
(
Φ1τ , . . . ,Φ
D
τ
)′
is called random default change of the intensity process
λt and is instantaneously triggered at all realized default times. The time τ indicates the next
occurring default9.
Additionally, we specify the measurability of the random changes and revise their conditional
evaluations.
10.4.1 Measurability of Conditional Random Changes Λn and Φτ
Let s ∈ (tn−1, tn) be the first default time in this very interval. A random default change Φs is
triggered. For the generation of Φs, we need the information about defaulted indices up to and
inclusively time s which is contained in Fs10. Further, the level of the intensity process before
default time s (i.e., λs− = λtn−1) for each position (default and non-defaulted) is required. This
information is provided by filtration Gtn−111.
Suppose, the next default happens at t ∈ (s, tn). Again, filtration Ft is used for Φt. However, the
information about the level of the intensity before t is now comprised in filtration Gs due to the
default change Φs at time s (shift from λtn−1 to λs).
The distance between two defaults (here s and t) can be infinitesimal small in the continuous-time
setup. Therefore, we denote
Gt− := σ (λs : 0 ≤ s < t) .
Filtration Gt− comprehends the level of the intensity process directly before t and is applied for
10.18 Definition (Filtration for Random Changes)
Let t ∈ [0, T ] and Gt, Gt− and Ft be defined as above. The information flow
Ht := Ft ∨ Gt−
is denoted as measurability filtration. Random changes Λ and Φ are assumed to be Ht-measurable.
Due to the altered measurability and the extension to several defaults, the design of the random
variables Λn and Φτ is affected. On the one hand the marginal constructions (via the generating
variables Vn and Wτ ) are concerned, on the other hand their dependence structure (the multivariate
cdfs and copulas K and L) is influenced.
9For Ct =
{
d˜1, . . . , d˜C
}
at time t ∈ [0, T ], this implies τ = τ d˜C+1 with t < τ , for instance.
10Note that Ftn−1 6= Fs.
11In (tn−1, s) no further change is accrued. In addition, it holds Gs 6= Gtn−1 due to Φs.
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10.4.2 Impact on Margins of Random Changes
For the non-defaulted positions, the random change Λdn, Equation (10.12), and the random default
change Φdτ , Equation (10.18), must be revised to
Λdn =
(
F d
)−1 [
V dn
(
κdn − F d
(
−λd
t−n
|Htn
))
+ F d
(
−λd
t−n
|Htn
)]
(10.22)
for d ∈ Etn , n = 1, . . . , N , with V dn ∼ U(0, 1) and possible choices κdn =
1F d (−λd
t−n
|Htn
) and
Φdτ =
(
Hd
)−1 [
W dτ
(
µdτ −Hd
(−λdτ− |Hτ))+Hd (−λdτ− |Hτ)] (10.23)
for d ∈ Eτ , τ ∈ (0, T ], with W dτ ∼ U(0, 1) and possible choices µdτ =
{
1
Hd
(−λdτ− |Hτ) .
Their cdfs are now given as
F dn(∆λ
d
n(tn)) := F
d
(
∆λdn|
{
−λd
t−n
< Λd ≤ κdn
}
∨Htn
)
=
P[Λd ≤ ∆λdn]− P
[
Λd ≤ −λd
t−n
|Htn
]
P
[
Λd ≤ (F d)−1 [κdn]
]
− P
[
Λd ≤ −λd
t−n
|Htn
]
=
F d(∆λdn)− F d
(
−λd
t−n
|Htn
)
κdn − F d
(
−λd
t−n
|Htn
) for d ∈ Etn and n = 1, . . . , N (10.24)
and
Hdτ (∆φ
d
τ (τ)) := H
d
(
∆φdτ |
{−λdτ− < Φd ≤ µdτ} ∨Hτ)
=
P[Φd ≤ ∆φdτ ]− P
[
Φd ≤ −λdτ− |Hτ
]
P
[
Φd ≤ (Hd)−1 [µdτ ]
]
− P [Φd ≤ −λdτ− |Hτ ]
=
Hd(∆φdτ )−Hd
(−λdτ− |Hτ)
µdτ −Hd
(−λdτ− |Hτ) for d ∈ Eτ and τ ∈ (0, T ] . (10.25)
For the defaulted positions, the realizations of the random changes
Λdn for d ∈ Ctm , m = n, . . . , N and τd ≤ tm and
Φdτ , for d ∈ Cτ , τ ∈ (0, T ] and τd ≤ τ
have to satisfy
∆λdn =
(
F dn
)−1 [
v˜dn
]
=
(
F d
)−1 [
v˜dn
(
κdn − F d
(
−λd
t−n
|Htn
))
+ F d
(
−λd
t−n
|Htn
)]
= 0 ,
∆φdτ =
(
Hdτ
)−1 [
w˜dτ
]
=
(
Hd
)−1 [
w˜dτ
(
µdτ −Hd
(−λdτ− |Hτ))+Hd (−λdτ− |Hτ)] = 0 .
These equations are equivalent to
∆λdn =
(
F d
)−1 [
v˜dn
(
κdτd − F d
(−λd
τd− |Hτd
))
+ F d
(−λd
τd− |Hτd
)]
= 0 ,
∆φdτ =
(
Hd
)−1 [
w˜dτ
(
µdτd −Hd
(−λd
τd− |Hτd
))
+Hd
(−λd
τd− |Hτd
)]
= 0
as filtrations Htn and Hτ contain the same information as Hτd if restricted to the relevant position
for the one-dimensional case. Further, it holds λdt = λ
d
τd for d ∈ Ct and t ≥ τd. Via inversion we
receive
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v˜dn = F
d
n(0) =
F d(0)− F d
(
−λd
τd− |Hτd
)
κd
τd
− F d
(
−λd
τd−
|Hτd
) =: F dτd(0, tn) (10.26)
for τd ≤ tn, n = 1, . . . , N , and d ∈ Ctn as well as
w˜dτd = H
d
τ
(
∆φdτd
)
=
Hd(0)−Hd
(
−λd
τd− |Hτd
)
µd
τd
−Hd
(
−λd
τd−
|Hτd
) =: Hdτd(0, τ) (10.27)
for τd ≤ τ and d ∈ Cτ .
Locking the process in case of defaults implies that no further information is needed for the de-
faulted position. Therefore, filtration Hτd would be sufficient for one dimension. However, fixing
generating variables V dn to v˜
d
n and W
d
τ to w˜
d
τ has consequences on the multivariate dependence.
10.4.3 Impacts on Copulas of Random Changes
For the multivariate extension, the generating random variables are denoted as
Vn(Et) =
(
V d1n (t), . . . , V
dE
n (t)
)′ ∈ (0, 1)E
and Wτ (Et) =
(
W d1τ (t), . . . ,W
dE
τ (t)
)′ ∈ (0, 1)E
for the non-defaulted positions de ∈ Et, e = 1, . . . , E (as upper right index) with
• the random change Λdn at step tn ∈ (t, T ] (as lower right index) and
• the random default change Φdτ at the next default time τ ∈ (t, T ] (as lower right index)
under information Ht (defined as argument t) for Equations (10.22) and (10.23).
Note that Vn(Es) and Vn(Et) - Wτ (Es) and Wτ (Et) respectively - with s < t can be different due
to the altered information from Hs to Ht. Thus, generating variables depend on the available
information at the given time which reasons the additional argument.
Further, the realizations vn(Ct) and wτ (Ct) of the random variables
Vn(Ct) =
(
V d˜1n (t), . . . , V
d˜C
n (t)
)′
∈ (0, 1)C
and Wτ (Ct) =
(
W d˜1τ (t), . . . ,W
d˜C
τ (t)
)′
∈ (0, 1)C
for defaulted positions d˜c ∈ Ct, c = 1, . . . , C, (as upper right index) are fixed as
vn(Ct) = v˜n(Ct) for τ (Ct) ≤ t ≤ tn
and wτ (Ct) = w˜τ (Ct) for τ (Ct) ≤ t ≤ τ
under information Ht. Due to Equations (10.26) and (10.27) it holds
v˜n(Ct) =
(
v˜d˜1n (t), . . . , v˜
d˜C
n (t)
)′
=
(
F d˜1
τ d˜1
(0, t), . . . , F d˜C
τ d˜C
(0, t)
)′
with τ(Ct) ≤ t ≤ tn under Ht
and w˜τ (Ct) =
(
w˜d˜1τ (t), . . . , w˜
d˜C
τ (t)
)′
=
(
H d˜1
τ d˜1
(0, t), . . . ,H d˜C
τ d˜C
(0, t)
)′
with τ(Ct) ≤ t ≤ τ under Ht.
Again, n and τ indicate the next random and default change. The information at hand is sub-
scripted by argument t. It marks the defaulted indices and brings along all defaults up to time t,
i.e., τ (Ct) ≤ t.
Note that the evaluation of the intensity process λt for the next change at tn or τ is now an
expected value if t < tn or t < τ . Only if t = tn or t = τ , the value of λt is known under Ht.
78 A Copula- and Default-Dependent Intensity Model
For sake of readability, we abbreviate
Vn(t) = (Vn(Et);Vn(Ct) = v˜n (Ct)) and Wτ (t) = (Wτ (Et);Wτ (Ct) = w˜τ (Ct))
with realizations vn(t) and wτ (t) and fixed v˜n (Ct) and w˜τ (Ct) as above. Notations Vn(t) and Wτ (t)
do not intend to permute the original order of Vn and Wτ .
As observed in Subsection 10.3.3, the locked random variables also influence the copula functions.
Therefore, we make the following
10.19 Assumption (Differentiability of Copulas K and L)
Copulas K and L of the random changes for the intensity process are supposed to be sufficiently
differentiable with respect to all defaultable indices.
We further assume that the generating random variables Vn(t) and Wτ (t) are distributed according
to the conditional copulas
K(t) = K (vn(t)) : = K (vn(Et); vn(Ct) = v˜n(Ct))
=
∂C
∂vn(Ct)K (vn(Et); vn(Ct))
∣∣∣∣
vn(Ct)=v˜n(Ct)
= P [Vn(Et) ≤ vn(Et)|Ht] for t ≤ tn and n = 1, . . . , N
(10.28)
and
L(t) = L (wτ (t)) : = L (wτ (Et);wτ (Ct) = w˜τ (Ct))
=
∂C
∂wτ (Ct)L (wτ (Et);wτ (Ct))
∣∣∣∣
wτ (Ct)=w˜τ (Ct)
= P [Wτ (Et) ≤ wτ (Et)|Ht] for t ≤ τ and τ ∈ (0, T ] .
(10.29)
Filtration Ht contains
• the information about the value of the intensity process directly before t (i.e., λt−),
• the index of the defaulted obligors at time t, and therefore
• the evaluation of the generating random variable of all defaulted positions {V (Ct) = v˜(Ct)}.
The arguments of K and L (vn(t) and wτ (t)) indicate the next step or default (n and τ) and the
available information (t for Ht)12. The revised dependence structures of the new random variables
• Λn(t) := (Λn(Et); Λn(Ct)) through Vn(t) with
– Λn(Et) =
(
Λd1n (t), . . . ,Λ
dE
n (t)
)′
for t ≤ tn and de ∈ Et, e = 1, . . . , E
– Λn(Ct) =
(
Λd˜1n (t), . . . ,Λ
d˜C
n (t)
)′
= 0 for τ(Ct) ≤ t ≤ tn and dc ∈ Ct, c = 1, . . . , C
– Λn(t) ∼ Fn(t) and copula K(t) of Equation (10.28).
• Φτ (t) := (Φτ (Et); Φτ (Ct)) for t ≤ τ through Wτ (t) with
– Φτ (Et) =
(
Φd1τ (t), . . . ,Φ
dE
τ (t)
)′
for t ≤ τ and de ∈ Et, e = 1, . . . , E
– Φτ (Ct) =
(
Φd˜1τ (t), . . . ,Φ
d˜C
τ (t)
)′
= 0 for τ(Ct) ≤ t ≤ τ and dc ∈ Ct, c = 1, . . . , C
– Φτ (t) ∼ Hτ (t) and copula L(t) of Equation (10.29).
are comparable to the original random variables Λ and Φ.
12Filtration Ht is needed for the evaluation of v˜(Ct). If v˜(Ct) did not comprise former values of λt, it would be
sufficient to use Ct as condition.
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10.20 Proposition
Let t ∈ (0, T ] and sets Et, Ct be given. The original random variables13
Λ = Λ(t) ∼ F with Λ(t) = (Λ(Et),Λ(Ct)) given Λ(Ct) = 0
and Φ = Φ(t) ∼ H with Φ(t) = (Φ(Et),Φ(Ct)) given Φ(Ct) = 0
and the random change variables
Λn(t) ∼ Fn(t) and Φτ (t) ∼ Hτ (t)
have copulas K(t) and L(t), i.e., it holds
F
(
∆λd1n (t), . . . ,∆λ
dE
n (t),∆λ
d˜1
n (t) = 0, . . . ,∆λ
d˜C
n (t) = 0
)
= K
(
F d1
(
∆λd1n (t)
)
, . . . , F dE
(
∆λdEn (t)
)
, F d˜1(0, t), . . . , F d˜C (0, t)
)
,
Fn
(
∆λd1n (t), . . . ,∆λ
dE
n (t),∆λ
d˜1
n (t) = 0, . . . ,∆λ
d˜C
n (t) = 0
)
= K
(
F d1n
(
∆λd1n (t)
)
, . . . , F dEn
(
∆λdEn (t)
)
, F d˜1n (0, t), . . . , F
d˜C (0, t)
)
for the random change variables and
H
(
∆φd1τ (t), . . . ,∆φ
dE
τ (t),∆φ
d˜1
τ (t) = 0, . . . ,∆φ
d˜C
τ (t) = 0
)
= L
(
Hd1τ
(
∆φd1τ (t)
)
, . . . ,HdEτ
(
∆φdEτ (t)
)
, H d˜1τ (0, t), . . . ,H
d˜C (0, t)
)
,
Hτ
(
∆φd1τ (t), . . . ,∆φ
dE
τ (t),∆φ
d˜1
τ (t) = 0, . . . ,∆φ
d˜C
τ (t) = 0
)
= L
(
Hd1τ
(
∆φd1τ (t)
)
, . . . ,HdEτ
(
∆φdEτ (t)
)
, H d˜1τ (0, t), . . . ,H
d˜C (0, t)
)
for the default change variables.
Proof
The proof is similar to the one of Proposition 10.11. For the first part, w.l.o.g. let t ∈ (tn−1, tn)
be fixed and Et, Ct and Ht be given. For the original random variable Λ = Λ(t) ∼ F (t) given
Λ(Ct) = 0, the next random change at tn and under Ht, we have
F (∆λn(t)) = F
(
∆λd1(t), . . . ,∆λdE (t),∆λd˜1(t) = 0, . . . ,∆λd˜C (t) = 0
)
= P [Λ(Et) ≤ ∆λn(Et) | {Λ(Ct) = 0} ∨ Ht]
= P
[
Λd1(t) ≤ ∆λd1n (t), . . . ,ΛdE (t) ≤ ∆λdEn (t) |{
Λd˜1(t) = 0
}
∨ . . . ∨
{
Λd˜C (t) = 0
}
∨Ht
]
= P
[
F d1
(
Λd1(t)
) ≤ F d1 (∆λd1n (t)) , . . . , F dE (ΛdE (t)) ≤ F dE (∆λdEn (t)) |{
F d˜1
(
Λd˜1(t)
)
= F d˜1(0, t)
}
∨ . . . ∨
{
F d˜C
(
Λd˜C (t)
)
= F d˜C (0, t)
}
∨Ht
]
.
13Here as well, the argument t indicates filtration Ht ⊃ Ft which in turn determines the defaulted positions Ct.
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As before, with F d
(
Λd
)
= F d
(
Λd(t)
)
= V d(t) = V d this implies
F (∆λn(t)) = P
[
V d1(t) ≤ F d1 (∆λd1n (t)) , . . . , V dE (t) ≤ F dE (∆λdEn (t)) |{
V d˜1(t) = F d˜1(0, t)
}
∨ . . . ∨
{
V d˜C (t) = F d˜C (0, t)
}
∨Ht
]
=
∂C
∂v(Ct)K
(
F d1
(
∆λd1n (t)
)
, . . . , F dE
(
∆λdEn (t)
)
; v(Ct)
) ∣∣∣∣
v(Ct)=(F d˜1 (0,t),...,F d˜C (0,t))′
= K
(
F d1
(
∆λd1n (t)
)
, . . . , F dE
(
∆λdEn (t)
)
, F d˜1(0, t), . . . , F d˜C (0, t)
)
.
For the model random variable Λn = Λn(t) ∼ Fn given Λn(Ct) = 0, it holds
Fn (∆λn(t))
= Fn
(
∆λd1(t), . . . ,∆λdE (t),∆λd˜1(t) = 0, . . . ,∆λd˜C (t) = 0
)
= P [Λn(Et) ≤ ∆λn(Et) | {Λn(Ct) = 0} ∨ Ht]
= P
[
Λd1n (t) ≤ ∆λd1n (t), . . . ,ΛdEn (t) ≤ ∆λdEn (t) |
{
Λd˜1n (t) = 0
}
∨ . . . ∨
{
Λd˜Cn (t) = 0
}
∨Ht
]
= P
[(
F d1
)−1 [
V d1n (t)
(
κd1t − F d1
(
−λd1t− |Ht
))
+ F d1
(
−λd1t− |Ht
)]
≤ ∆λd1n (t), . . . ,(
F dE
)−1 [
V dEn (t)
(
κdEt − F dE
(
−λdEt− |Ht
))
+ F dE
(
−λdEt− |Ht
)]
≤ ∆λdEn (t) |{(
F d˜1
)−1 [
V d˜1n (t)
(
κd˜1t − F d˜1
(
−λd˜1t− |Ht
))
+ F d˜1
(
−λd˜1t− |Ht
)]
= 0
}
∨ . . .∨{(
F d˜C
)−1 [
V d˜Cn (t)
(
κd˜Ct − F d˜C
(
−λd˜Ct− |Ht
))
+ F d˜C
(
−λd˜Ct− |Ht
)]
= 0
}
∨Ht
]
= P
[
V d1n (t) ≤
F d1(∆λd1n (t))− F d1
(
−λd1t− |Ht
)
κd1t − F d1
(
−λd1t− |Ht
) , . . . , V dEn (t) ≤ F dE (∆λdEn (t))− F dE
(
−λdEt− |Ht
)
κdEt − F dE
(
−λdEt− |Ht
) |
V d˜1n (t) = F
d˜1(0)− F d˜1
(
−λd˜1t− |Ht
)
κd˜1t − F d˜1
(
−λd˜1t− |Ht
)
 ∨ . . . ∨
V d˜Cn (t) = F
d˜C (0)− F d˜C
(
−λd˜Ct− |Ht
)
κd˜Ct − F d˜C
(
−λd˜Ct− |Ht
)
 ∨Ht
]
= P
[
V d1n (t) ≤ F d1n
(
∆λd1n (t)
)
, . . . , V dEn (t) ≤ F dEn
(
∆λdEn (t)
) |{
V d˜1n (t) = F
d˜1
τ d˜1
(0, t)
}
∨ . . . ∨
{
V d˜Cn (t) = F
d˜C
τ d˜C
(0, t)
}
∨Ht
]
.
For the last equation note that F d˜cn (0, t) = F
d˜c
τ d˜c
(0, t) due to λd˜c
t−n
= λd˜c
τ d˜c
for c = 1, . . . , C. Further,
we receive
Fn (∆λn(t))
=
∂C
∂vn(Ct)K
(
F d1n
(
∆λd1n (t)
)
, . . . , F dEn
(
∆λdEn (t)
)
; vn(Ct)
) ∣∣∣∣
vn(Ct)=
(
F
d˜1
τd˜1
(0,t),...,F
d˜C
τd˜C
(0,t)
)′
= K
(
F d1n
(
∆λd1n (t)
)
, . . . , F dEn
(
∆λdEn (t)
)
, F d˜1
τ d˜1
(0, t), . . . , F d˜C
τ d˜C
(0, t)
)
.
which proves the first part. For the second part the reader is referred to Appendix D.2.6.
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10.4.4 Remarks on the Default Trigger Level
The default trigger U =
(
U1, . . . , UD
)′
is not affected as the Ud, d = 1, . . . , D, are supposed to be
i.i.d.. In contrast, Scho¨nbucher and Schubert [59] introduce a dependence structure for the default
trigger level by means of a copula, i.e., U ∼ C. In this framework the obvious advantage is that
defaults have an immediate impact on the trigger level of the non-defaulted counterparties (via the
derivative of C w.r.t. the defaulted indices) and thus on survival probabilities, see Proposition 9.17.
As drawback, model intensities are not directly observable in markets and calibration is difficult.
Incorporating a copula-distributed default trigger level into our model is nevertheless possible.
Algorithm A - 9.1 provides the idea of avoiding a “generalized” default level (constant on the
whole time horizon) and the countdown process.
In a nutshell, let U(t) be the default trigger at time t ∈ [0, T ]. Initially, it holds U(0) ∼ C. In each
time step tn, n = 1, . . . , N , U(tn) is renewed and a default is observed if
exp
− tn∫
tn−1
λsds
 ≤ U(tn) .
We assume that for d˜c ∈ Ctn the trigger U d˜c(tn) is locked to its last realization u˜d˜c(tn) before
default time τ d˜c ∈ (tn−1, tn]. At the next step tn+1, a conditional copula is used to generate the
next default trigger level, i.e.,
U(tn+1) ∼ ∂
C
∂u(Ctn+1)
C given U
(Ctn+1) = u˜ (Ctn+1) .
As done for the intensities, one can think of an additional change in the default trigger at each
default time. A copula-distributed default level implies complex calibration. Changing to a condi-
tional copula makes this issue even more challenging. Due to this reason, we omit a trigger with
dependence structure.
Besides the disadvantage of an independent default trigger, the advantages of our model - compared
to Scho¨nbucher-Schubert framework - are that
• intensities are directly observable in market data,
• dependence structures are comprised by intensities, and
• calibration and implementation of the default trigger, see A - 9.2, are less expensive.
10.5 Model Summary
We summarize the main ideas and features of the previous sections. In an intensity-based setup
we assume that a default is defined as first jump of components of a multivariate counting process
Nt with stochastic intensity λt. This intensity is constructed as positive, ca`dla`g process which is
driven by
• random changes Λ at fixed time instants and
• random default changes Φ at default times
which allow for dependency structures introduced by copulas K for Λ and L for Φ. In considerations
of positivity maintenance and impact of defaults, the random changes Λ and Φ are time-varying.
Therefore, they are revised to variables Λn(t) and Φτ (t) by conditional margins and conditional
copulas K(t) and L(t).
Despite their altered design, these random variables still feature the identical copula as the orig-
inal variables, see Proposition 10.20. Their dependence structures are preserved. For defaulted
positions, we suppose that their intensity is locked and their random changes are fixed accordingly.
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10.5.1 Representation of the Intensity Process
For t ∈ [tn, tn+1), n = 0, . . . , N , the multivariate intensity is represented as
λt = λ0 +
n∑
j=1
Λj(t) +
∑
τ∈τ(Ct)≤t
Φτ (t)
with Λj(t) ∼ Fj(t), j = 1, . . . , n and Φτ (t) ∼ Hτ (t). The one-dimensional case is specified as
λdt = λ
d
0 +
n∑
j=1
Λdj (t) +
∑
τ∈τ(Ct)≤t
Φdτ (t)
with Λdj (t) = 0 for τ
d ≤ tj ≤ t, j = 1, . . . , n, and Φdτ (t) = 0 for τd ≤ τ ≤ t in case of a default for
index d. Equivalently, our model construction holds
λdt = λ
d
0 +
n−1∑
j=1
(
F d
)−1 [
V dj (t)
(
κdj − F d
(
−λd
t−j
))
+ F d
(
−λd
t−j
)]
+
∑
τ∈τ(Ct)≤t
(
Hd
)−1 [
W dτ (t)
(
µdτ −Hd
(−λdτ−))+Hd (−λdτ−)]
with
• F d, Hd, d = 1, . . . , D, continuous and admissible margins,
• differentiable copulas K and L,
and
• Vj(t) ∼ K(t) = ∂
C
∂vn(Ct)K (vn(Et); vn(Ct))
∣∣∣∣
vn(Ct)=v˜n(Ct)
for j = 1, . . . , n, and t ≤ tj ,
• Wτ (t) ∼ L(t) = ∂
C
∂wτ (Ct)L (wτ (Et);wτ (Ct))
∣∣∣∣
wτ (Ct)=w˜τ (Ct)
for τ ∈ (0, T ] and t ≤ τ ,
• κdj =
1F d(−λd
t−j
|Htj
)
for j = 1, . . . , n ,
• µdτ =
{
1
Hd
(−λdτ− |Hτ) for τ ∈ (0, T ] .
10.5.2 Survival Probabilities
For the evaluation of survival probabilities one has to consider that
• the underlying intensity process is path-dependent and
• the generation of random changes requires preceding default information.
In our model a separation of default and non-default information is not possible for the inten-
sity process. Thus, straightforward computation of survival probabilities by conditioning on non-
default-filtrations (e.g., see [40] or [59]) is not applicable. However, due to the ca`dla`g and path-
dependent setup, this idea is transferable by an iterative procedure.
Let i = 1, . . . , I be the index for the number of jumps and denote corresponding jump times ti,
i = 1, . . . , I, for λt, t ∈ [0, T ] 14. Suppose that I(t) defines the number of triggered changes up to
time t ∈ [0, T ].
14It holds I = N if no default has occurred on the whole period. Further, it yields I = N+D˜ for N random changes
and D˜ defaults. If D defaults happen, no further random change will be triggered, thus I ≤ N +D − 1.
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10.21 Proposition (Survival Probabilities)
On the basis of the above presented intensity process in the modified information-based setup the
survival probability from 0 to t ∈ (0, T ] for the single counterparty d ∈ D holds
Sd(0, t) := E
[
1{τd>t}
]
= E
exp
− t∫
0
λdsds
 . (10.30)
Under filtration Ht, the survival probability from t to T , 0 < t < T , for counterparty d ∈ D is
Sd(t, T ) := E
[
1{τd>T}|Ht
]
= 1{τd>t}E
exp
− T∫
t
λdsds
 |Ht
 . (10.31)
Proof
Let I(t) and jump times ti, i = 1, . . . , I(t), be given as defined above. As λt is constant in between
changes, it holds
E
[
1{τd>t}
]
= E
[
E
[
1{τd>t}|GtI(t)
]]
= E
[
1{τd>tI(t)} · E
[
1{τd>t}|GtI(t)
]]
= E
[
1{τd>tI(t)} · P
[{τd > t}|GtI(t)]] = E [1{τd>tI(t)} · P [Ndt = 0|GtI(t)]]
due to conditional expectation properties and the definition of default times. Under GtI(t) , the
value of the process NtI(t) is known. Additionally, we are located in the general Cox framework
and can exploit the adaptivity feature of λt
15. Therefore, it yields
E
[
1{τd>t}
]
= E
[
1{τd>tI(t)} · P
[
Ndt −NdtI(t) = 0|GtI(t)
]]
= E
1{τd>tI(t)} · P
Ud ≤ exp
− t∫
tI(t)
λdsds
 |GtI(t)


= E
1{τd>tI(t)} · exp
− t∫
tI(t)
λdsds

 .
Using the property of iterated conditional expectation as above, we receive
E
[
1{τd>t}
]
= E
1{τd>tI(t)−1} · E
1{τd>tI(t)} · exp
− t∫
tI(t)
λdsds
 |GtI(t)−1

 .
Under filtration GtI(t)−1 for the random variable 1{τd>tI(t)}, we have
P
[
1{τd>tI(t)}|GtI(t)−1
]
= P
[
NtI(t) = 0|GtI(t)−1
]
= P
[
NdtI(t) −NdtI(t)−1 = 0|GtI(t)−1
]
= P
Ud ≤ exp
− I(t)∫
I(t)−1
λdsds
 |GtI(t)−1
 = P [Ud ≤ uˆd|GtI(t)−1]
with identical argumentation. The value λtI(t) is indifferent for evaluation of the right-hand side.
Therefore, it is GtI(t)−1-measurable. Moreover, the default trigger Ud is assumed to be independent
15Note that evaluation is independent of the realized value of NtI(t) .
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of all other modeling variables. This implies the independence of 1{τd>tI(t)} and exp
(
−
t∫
tI(t)
λdsds
)
under filtration GtI(t)−1 . Hence, we receive
E
[
1{τd>t}
]
= E
1{τd>tI(t)−1} · E
1{τd>tI(t)} · exp
− t∫
tI(t)
λdsds
 |GtI(t)−1


= E
1{τd>tI(t)−1} · E [1{τd>tI(t)}|GtI(t)−1] · E
exp
− t∫
tI(t)
λdsds
 |GtI(t)−1

 .
Straight forward calculation leads to
E
[
1{τd>t}
]
= E
1{τd>tI(t)−1} · exp
− tI(t)∫
tI(t)−1
λdsds
 · E
exp
− t∫
tI(t)
λdsds
 |GtI(t)−1

 .
Applying rules of conditional expectation, one derives
E
[
1{τd>t}
]
= E
E
1{τd>tI(t)−1} · exp
− tI(t)∫
tI(t)−1
λdsds
 · E
exp
− t∫
tI(t)
λdsds
 |GtI(t)−1
 |GtI(t)−2


= E
E
E
1{τd>tI(t)−1} · exp
− tI(t)∫
tI(t)−1
λdsds
 · exp
− t∫
tI(t)
λdsds
 |GtI(t)−1
 |GtI(t)−2


= E
E
1{τd>tI(t)−1} · exp
− t∫
tI(t)−1
λdsds
 |GtI(t)−2


= E
1{τd>tI(t)−2} · E
1{τd>tI(t)−1} · exp
− t∫
tI(t)−1
λdsds
 |GtI(t)−2

 .
Due the independence of 1{τd>tI(t)−1} and exp
(
−
t∫
tI(t)−1
λdsds
)
under filtration GtI(t)−2 , it follows
E
[
1{τd>t}
]
= E
1{τd>tI(t)−2} · E [1{τd>tI(t)−1}|GtI(t)−2] · E
exp
− t∫
tI(t)−1
λdsds
 |GtI(t)−2


= E
1{τd>tI(t)−2} · exp
− tI(t)−1∫
tI(t)−2
λdsds
 · E
exp
− t∫
tI(t)−1
λdsds
 |GtI(t)−2

 .
Iteration for all jump times ti, i = 1, . . . , I(t), yields
E
[
1{τd>t}
]
= E
1{τd>t1} · exp
− t2∫
t1
λdsds
 · E
exp
− t∫
t2
λdsds
 |Gt1

= E
exp
− t1∫
0
λdsds
 · E
exp
− t∫
t1
λdsds
 |G0
 = E
exp
− t∫
0
λdsds
 .
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For the second equation let t ∈ (0, T ). W.l.o.g.16 denote tj , j ∈ {1, . . . , I(T )}, as first random
change on the interval (t, T ] with 0 = t0 ≤ tj−1 ≤ t < tj ≤ tI(T ) ≤ T . Identical computations as
above lead to
E
[
1{τd>T}|Ht
]
= E
1{τd>t} · exp
− tj∫
t
λdsds
 · E
exp
− T∫
tj
λdsds
 |Gtj
 |Ht

= E
1{τd>t} · E
exp
− T∫
t
λdsds
 |Gtj
 |Ht

= 1{τd>t} · E
exp
− T∫
t
λdsds
 |Ht
 .
The last equation holds as 1{τd>t} is Ht-measurable and Ht ⊂ Gtj (iterated conditioning).
Conditioning on different filtrations leads to an iterative evaluation which likewise reflects the
path-dependence. Moreover, the proof exploits
• the respective measurability of random change variables in combination with the ca`dla`g
construction of the intensity and
• the assumption that the default trigger level is independent of all other modeling variables.
10.22 Remark
1. As a specification of the generalized intensity-based setup, our model derives equivalent
survival probabilities, i.e.,
Sd(0, t) = E
exp
− t∫
0
λdsds
 = Pd(0, t) ,
compare to Lemma 9.12. Insofar, the preceding result shows that our approach is in line
with the generalized framework.
2. Survival probabilities Sd(t, T ) depend on filtration Ht by construction. For knowing 1{τd>t}
and λt in particular, all default- and non-default evolution is required. A separation of these
information flows is not intended in our model. In the generalized framework, computation
of survival probabilities Pd(t, T ) relies on the separation of filtrations. Therefore - under the
assumption that position d ∈ Et has not defaulted up to time t - results
Sd(t, T ) = E
exp
− T∫
t
λdsds
 | Ht
 and
Pd(t, T ) = E
exp
− T∫
t
λdsds
 | It

naturally differ w.r.t. the underlying information. Here, It denotes the usual background
filtration of Chapter 9.
3. Nevertheless, computations for Sd(t, T ) and Pd(t, T ) are related and reveal similar formulas,
i.e., taking the expectation over all possible paths under a specified filtration. In this respect,
our model and the generalized approach are consistent. Moreover, approaches are identical
if evaluation is restricted to each iteration under the given information.
16For t = T , no further evaluation is needed. For tI(T ) ≤ t < T , all positions are defaulted before t. Otherwise, a
last random change would have been triggered at T . For both cases, survival probabilities are zero. For t = 0,
we deal with the first part.
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10.5.3 Algorithm
Taking over the direct default time simulation of A - 9.2, the above presented model can be
implemented by the following
A - 10.1 Algorithm (Copula- and Default-Dependent Intensity Model)
Given
• time horizon with time grid tn, n = 0, . . . , N , t0 = 0, tn = T ,
• marginal distributions F d and Hd, d = 1, . . . , D
• copula functions K and L
Step 1
• for d = 1, . . . , D:
• calibrate Λd ∼ F d and Φd ∼ Hd to market data on the given time grid
• compute (F d)−1 and (Hd)−1
• set λd0 > 0 according to market data, κd0 and µd0, γ0 = 1
• draw ud ∼ U(0, 1)
• calibrate K and L to market data on the given time grid
• set K0 = K and L0 = L
• set E0 = {1, . . . , D}, C0 = ∅
Step 2 - for n = 1, . . . , N :
• set tmin = tn−1
• while tmin ≤ tn do:
• for d ∈ En−1: compute tdm = min
{
t > tn−1|γdn−1 · exp(−λdn−1(t− tn−1) ≤ ud
}
• compute (tmin, dmin) =
(
min
d∈En−1
{tm(En−1)}, {d∗ ∈ En−1|td∗m = min
d∈En−1
{tm(En−1)}
)
• compare tmin > tn ⇒ no default on (tn−1, tn]!
• set En = En−1, Cn = Cn−1 and Kn = Kn−1
• draw vn ∼ Kn given V (Cn) = v˜(Cn)
• for d ∈ En:
• compute γdn = γdn−1 · exp(−λdn−1(tn − tn−1))
• compute ∆λdn = (F d)−1
[
vdn
(
κdn − F d
(−λdn−1))+ F d (−λdn−1)]
• compute λdn = λdn−1 + ∆λdn
• for d ∈ Cn:
• set ∆λdn = 0, λdn = λdn−1 and γdn = γdn−1
• compare tmin ≤ tn ⇒ default for position dmin at time tmin ∈ (tn−1, tn]!
• compute
v˜dmin =
F dmin(0)− F dmin
(
−λdmintn−1
)
κdminn−1 − F dmin
(
−λdmintn−1
)
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• compute
w˜dmin =
Hdmin(0)−Hdmin
(
−λdmintn−1
)
µdminn−1 −Hdmin
(
−λdmintn−1
)
• set v˜(Cn−1) = (v˜(Cn−1), v˜dmin)17
• set w˜(Cn−1) = (w˜(Cn−1), w˜dmin)18
• set En−1 = En−1 \ {dmin}, Cn−1 = Cn−1 ∪ {dmin}, tn−1 = tmin
• compute Kn−1 = ∂∂vdminKn−1 given V (Cn−1) = v˜(Cn−1)
• compute Ln−1 = ∂∂wdmin Ln−1 given W (Cn−1) = w˜(Cn−1)
• draw wn−1 ∼ Ln−1
• for d ∈ En−119:
• compute γdn−1 = γdn−1 · exp(−λdn−1(tmin − tn−1))
• compute
∆φdn−1 = (H
d)−1
[
wdn−1
(
µdn−1 −Hd
(−λdn−1))+Hd (−λdn−1)]
• compute λdn−1 = λdn−1 + ∆φdn−1
• loop
Annotation of Algorithm A - 10.1
Initially, time horizon and time grid are fixed, relevant distributions for random changes (margins
F d, d = 1, . . . , D, and copula K) and random default changes (margins Hd, d = 1, . . . , D, and
copula L) are specified. Their selection depends on various aspects (application issues, complexity
of distributions, preferences for particular cdfs, goodness-of-fit performances etc.).
Subsequently, marginal distributions and copulas are calibrated to market data on the given time
grid20. Margins are inverted and the type of truncation for the conditional cdfs (κd0 and µ
d
0,
d = 1, . . . , D) are defined. For each index d ∈ {1, . . . , D}, the default trigger level is drawn, values
and specifications are fixed for
• intensity (λd0),
• copulas (K0 and L0), and
• index sets of defaulted and non-defaulted positions (C0 and E0).
Regarding the main part of the algorithm, in each time step tn of the given time grid an auxiliary
variable tmin is set to the previous time step tn−1. Evaluations on the interval (tn−1, tn] are
controlled by tmin. While tmin ≤ tn, we perform the following loop:
For all non-defaulted positions d ∈ En−1 at tn−1, we determine the minimum tdm on (tn−1, tn] such
that the default process falls below the default trigger level as
tdm = min
tn−1 < t ≤ tn| exp
− t∫
0
λds
 ≤ ud
 .
17Not in permuted order.
18Not in permuted order.
19For d ∈ Cn−1, λdn−1 and γdn−1 are already given.
20Adequacy of calibration should be verified by goodness-of-fit tests for all distributions.
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Knowing that position d ∈ En−1 survived up to time tn−1 and defining the default process by
γdn−1 := exp
− tn−1∫
0
λdds
 ,
it can alternatively be checked if
γdn−1 · exp
(−λdn−1 · (t− tn−1)) ≤ ud .
due to the exponential function properties. If no minimum - and therefore no default for index d
on (tn−1, tn] - is found, we set tdm = ∞. Next, we search for the minimum default time tmin and
its corresponding index dmin for all non-defaulted positions at time tn−1. In case that no default
has happened (i.e., tmin =∞ and dmin = ∅),
• sets for defaulted and non-defaulted counterparties and
• copulas
are identical to the previous time step (i.e., set En = En−1, Cn = Cn−1 and Kn = Kn−1). Then,
the random change ∆λdn, d ∈ En, is constructed via vn ∼ Kn and the default process γdn as well
as intensity process λdn are updated. The inner loop is left by increasing n to n + 1 and due to
tmin =∞.
Otherwise, if a minimum default time exists (i.e., tmin ≤ tn with dmin = d∗), the relevant realiza-
tions v˜dmin and w˜dmin are determined,
• vectors v˜(Cn−1) and w˜(Cn−1)
• sets En−1 and Cn−1, time tn−1 = tmin, and
• copulas Kn−1 and Ln−1
are refreshed21. Even though not used in this part, the relevant information for the random
change (i.e., v˜(Cn−1) and Kn−1) must be renewed to be able to use it in the non-default part of
the algorithm. Moreover, the random default change ∆φdn, d ∈ En, is constructed via wn ∼ Ln
and the default process γdn as well as intensity process λ
d
n are updated. Another loop is performed
by initially comparing new minimum default times on (tn−1 = tmin, tn]. An alternative algorithm
leaving out the random default change is found in Appendix B.6.
10.23 Definition (Numerics for Instantly Occurring Defaults)
In the most unlikely numerical case that tmin = tn, one has to define whether the random default
change or the random change is triggered. In the case that two (or more) defaults happen at the
same time instant tmin, we define that both (or all) defaults are reflected in the random default
change, i.e., copula derivatives are taken w.r.t. to both (or all) defaulted indices.
10.24 Remark
Besides market calibration, time-dependent derivation of conditional copulas w.r.t. defaulted vari-
ables is the most complex and time-consuming issue of A - 10.1.
10.5.4 Interpretation of the Model
In contrast to the general intensity-based setup, our model exploits information of realized intensity
paths which contain knowledge of detected defaults. A separation of non-defaulted and defaulted
filtrations is therefore not possible on the whole period22. We believe that this is a realistic market
feature as defaults of counterparties do influence default behavior of non-defaulted positions. The
mathematical implementation of this idea is performed by locking variables for defaulted positions.
21We omit additional indexing by overwriting the subscription n−1. Note that now tn−1 = tmin 6= time grid tn−1.
22As modification of the information-based approach, our model yields equivalent results concerning survival prob-
abilities, see Proposition 10.21.
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Their further, one-dimensional evaluation is not considered anymore. This means that defaulted
positions are not supposed to recover on the remaining time horizon.
Locking triggers a direct and an indirect impact. An immediate implication is modeled by the
random default change variable. Economically seen, this variable causes a direct change for default
probabilities of non-defaulted counterparties symbolizing a sort of market shock. An indirect effect
is received by the differentiation of copulas which can be regarded as persistent market reaction.
The conditional distribution leads to default contagion towards lower or higher default probabilities
dependent on
• the chosen copula (i.e., the dependency structure),
• the respective dependence between defaulted and non-defaulted indices, and
• the level (i.e., the last value) of the defaulted intensities.
Due to the positivity premise (i.e., generation of admissible changes in sense of Definition 10.3),
intensities are restricted by conditional margins. Mathematically, large negative jumps of λt to-
wards non-positive values are not allowed. If both tails are cut (µdτ = H
d, κdn = F
d), also large
positive changes of λt are prohibited. In either case probabilities for admissible points of the dis-
tributions are amplified. Thus, distributions Hdτ and F
d
n are versions of H
d and F d with rescaled
probabilities.
Economically, leaving out considerations on the default trigger, survival probabilities generally
depend on the level of the intensity. They are either decreased by positive changes or increased
by negative changes of the intensity process. Vice versa, default probabilities are increased /
decreased by positive / negative changes. In particular, cutting the lower tail of the margin thus
• excludes high decreases of the intensity and
• amplifies decreases of the survival probability.
Truncation of the upper tail reduces the possibility high increases of the intensity. Hence, con-
ditional margins imply a reduction of volatility for survival respectively default probabilities. Of
course, the resulting impacts depend on the applied marginal distribution23.
By construction the intensity process
• is ca`dla`g and therefore constant in between changes and
• has a finite number of jumps I < N +D.
Therefore, evaluation of survival probabilities is feasible on iterative intervals under previous re-
alizations, see proof of Proposition 10.21. In other words, the generalized intensity-based setup
of Chapter 9 is piecewise applicable. However, the proof evidences that Nt is not a Cox process
in sense of Definition 9.7. Default and market information are not separable on the whole time
horizon. It is rather a counting process with two stochastic components
• the jump part Nt and
• the intensity λt
which are mutually dependent.
11 Model Implementation
Generally, reduced-form models are used for pricing of credit risky securities or derivatives. Like-
wise, but more infrequently in practice, they can be applied to predict default probabilities in
23The truncated tail probability might be low such that the restriction to the conditional distribution has almost
no effect. In this case, the shifts of probabilities are minimal.
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frameworks of credit loan portfolios or - uncommonly - rating purposes. Being part of the intensity-
based setup, our model is applicable to both cases.
We implement the mentioned portfolio perspective. As in the equity risk part (see Chapters 4
and 5), the model is calibrated for different specifications. Goodness-of-fit tests are applied to assess
fitting quality. Moreover, simulation results are discussed with respect to convergence behavior,
backtesting and benchmarking performance. As conclusion, numerical results are summarized.
11.1 Calibration
We implement our model in a real-world framework as prediction of single default probabilities in
a portfolio setup. Here, we accept several simplifications which are questionable, but commonly
assumed in practice. These constraints though provide an uncomplicated interpretation of model
performance. Additionally, we are not interested in an assessment of a generalized portfolio loss
as only DP s and not LGDs and EaDs are estimated.
11.1 Assumption (DP and Spread-Intensity-Relation)
1. The intensity λt is connected to the default probabilities DP via the relation
DPT = 1− exp
− T∫
0
λsds
 .
In practice, time horizon for DP prediction is commonly one year for portfolio and rating
models, i.e., T = 1 and
DP = DP1 = 1− exp
− 1∫
0
λsds
 .
2. The intensity can be extracted from spread quotes s by
λ ≈ s
LGD
,
e.g., see [9], Subsection 21.3.61.
3. We suppose that LGD = 1 implying λ ≈ s.
11.1.1 Market Implied Default Probabilities
Spreads are inferable from CDS, bonds or other credit risk-related quotations. The following
approach is inspired by an intuitive example for a CDS calibration with constant intensities in [9],
Section 22.3.
1. For the fitting of margins (d = 1, . . . , D), we assume that yearly CDS spreads are constant.
From these spreads sd(0, 1y), sd(0, 2y), sd(0, 3y), . . ., sd(0, Ny) relevant spreads
sd(0, 1y), sd(1y, 2y), sd(2y, 3, y), . . . , sd((N − 1)y,Ny)
are received by bootstrapping.
2. The approximation λ ≈ sLGD can be used to derive constant intensities
λd(0, 1y), λd(1y, 2y), λd(2y, 3, y), . . . , λd((N − 1)y,Ny) ,
for instance. The initial value λ0 is set to λ
d(0, 1y). This means that random changes in our
model are triggered yearly, i.e., t1 = 1y, t2 = 2y, . . . , tN = Ny.
1Besides default risk, this approximation obviously includes risks of recovery. Also, it partly covers liquidity and
market risk, as these risk factors are assumed to be incorporated in credit spreads as well.
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3. Changes λd(0, 1y) to λd(1y, 2y), . . . , λd((N − 2)y, (N − 1)y) to λd((N − 1)y,Ny) are then
suitable to calibrate the generalized marginal distributions F d.
4. Afterward, parametrizing the copula K is straightforward.
Naturally, our model is enlargeable by an additional time dimension for margins. If sufficient
market quotes are available, changes from t1 to t2, . . ., tN−1 to tN can be used to extend conditional
distributions F dn to F
d
tn,n, n = 1, . . . , N . The first index specifies the margin of the relevant year
tn. The second consistently indicates the marginal truncation at tn. Accordingly, copula function
K changes to time-indexed copulas Ktn , n = 1, . . . , N .
Due to scarce information, calibration of the additional default jump components (i.e., margins
Hd, d = 1, . . . , D, and copula L) is the most challenging task. If this impact is not deducible
from market quotes, fitting might be performed on historical data or estimated by a global value
assessed by experts. Alternatively, it can be left out as regular random changes partly include
related default effects.
11.2 Remark
For pricing issues, calibration is performed on current market quotes. Thereby, certain requirements
(e.g., validity of pricing formulas or martingale properties) or special characteristics (e.g., non-
unique risk-neutral probability measures) have to be respected. Due these aspects, implementation
for pricing is complex.
Due to the real-world setup, historical spread quotes can be used for calibration. Moreover, we
restrict to one-year spreads to reduce complexity. Using the idea of the previous subsection, we
slightly extend the time perspective for fitting:
• Historical spreads s(0, 1y, ti) are used to generate intensities λ(0, 1y, ti) for i = 1, . . . , Iˆ as
stated above.
• Changes ∆λ(0, 1y, ti) are derived by λ(0, 1y, ti+1) and λ(0, 1y, ti).
• Margins and copula are calibrated to ∆λ(0, 1y, ti), i = 1, . . . , Iˆ − 1.
• Now, we assume that random change is not triggered yearly but in dependence of time steps
ti. This implies a different time grid in comparison to the preceding approach.
• For a DP prediction of one year (i.e., 250 days2), the number of random changes N is
computed as 250 days divided by the difference of ti+1 and ti counted in days. As example,
N is 250 for daily quotations, N is 50 for weekly3 changes.
11.1.2 Model Specifications
The following specifications and assumptions are implemented for our model.
• marginal distributions F d and Hd:
Random changes F dj (t), d = 1, . . . , D are specified by
– empirical distribution functions (compare Definition 3.2, Chapter 3)4,
– α-stable distributions (compare Appendix C), and
– truncations κdj defined as F
d
(
−λd
t−j
|Htj
)
.
Default jumps are omitted, i.e., distributions Hdτ (t), d = 1, . . . , D are not employed.
2For quotation of credit spreads, one normally assumes a year fraction of ∆t = 1
200
or ∆t = 1
250
. In contrast to
the first part, we use 250 trading days here.
31 week = 5 days.
4The continuity of distributions is an analytical requirement. It is released here, as distributions are discretized
for numerical implementation in any case.
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• copula functions K and L:
The dependence structure of random changes is described by
– the Gaussian copula and
– the t-copula
for K(t). As default jumps are skipped, copula L(t) is left out.
• default trigger Ud:
The default trigger variables Ud, d = 1, . . . , D, are assumed to be independent.
11.1.3 Calibration and Simulation
Besides model settings, different calibrations base on the computation of changes and the under-
lying time-dimension. They are abbreviated as
• abs for a calibration to absolute changes,
• rel for a calibration to relative changes, and
• log for a calibration to logarithmic changes
and denoted by
• K = 1 for a calibration to daily changes and
• K = 5 for a calibration to weekly changes.
As calibration methods, the canonical maximum likelihood approach (CML, Subsection 3.1.3) and
inference functions for margins (IFM) are applied. Gaussian and t-copula with empirical margins
are fitted by CML (Algorithms A - 3.1 and A - 3.2).
Copulas with α-stable margins are calibrated by IFM. This simplifies fitting due to the separated
maximization of log-likelihood functions (marginal cdfs and copula, see Subsection 3.1.2). High-
dimensional optimization of the exact MLE (Subsection 3.1.1) induces barriers such as increasing
computational time or problems of local maximizer and is therefore avoided. For implementation,
a log-likelihood estimator for α-stable distributions from Mathworks is borrowed5. Copula cali-
bration is then accordingly performed as for the CML approach. Observations are transformed by
α-stable distributions with fitted parameters and are further used for copula parametrization.
Congruent to Chapter 4, the goodness-of-fit is tested by Algorithms A - 3.4 and A - 3.5 for all
specifications.
For simulation, Algorithm A - B.1 is implemented. Here, general explanatory comments on the
model (Chapter 10) and statements on sampling conditional copulas (Section 2.3 and especially
Subsection 2.3.3) are considered and applied.
11.1.4 Data Basis
Interested in one-year default probabilities or more precisely the spread-connected intensities, we
use one-year credit spreads sd(0, 1y) for D = 24 counterparties listed in Appendix B.4.
Moreover, we have Iˆ = 927 daily quotations sd(0, 1y, ti), i = 1, . . . , Iˆ and d = 1, . . . , D, from
November 28, 2007 till July 27, 2011.
5Available on mathworks.com, package Master-stbl, 2012, author Mark Veillette.
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F - 11.1 Figure: mean of absolute spread changes - D = 24 and K = 1
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Absolute, relative and logarithmic changes are computed for each counterparty d ∈ D and i =
1, . . . , Idaily = 926 as
abs : ∆λd(ti) = s
d(0, 1y, ti+1)− sd(0, 1y, ti) ≈ λd(0, 1y, ti+1)− λd(0, 1y, ti) ,
rel : ∆λd(ti) =
sd(0, 1y, ti+1)− sd(0, 1y, ti)
sd(0, 1y, ti)
≈ λ
d(0, 1y, ti+1)− λd(0, 1y, ti)
λd(0, 1y, ti)
,
log : ∆λd(ti) = log
(
sd(0, 1y, ti+1)
sd(0, 1y, ti)
)
≈ log
(
λd(0, 1y, ti+1)
λd(0, 1y, ti)
)
.
Moreover, we derive Iweekly = 184 weekly changes from the above given daily spread data.
11.3 Remark
In symbolic stochastic differential terms, absolute changes assume an evolution of “dλ = dΛ“,
whereas logarithmic changes suppose a development of “dλ = λdΛ“. Relative changes are inter-
pretable as first order approximation of logarithmic changes.
For the above given history and portfolio of D = 24 counterparties, the means of the absolute daily
(K = 1) and weekly (K = 5) spread changes for each ti, i = 1, . . . , Idaily (Iweekly, respectively),
are computed as
∆sabs(ti) =
1
24
24∑
d=1
∣∣sd(0, 1y, ti+1)− sd(0, 1y, ti)∣∣ ,
∆srel(ti) =
1
24
24∑
d=1
∣∣∣∣sd(0, 1y, ti+1)− sd(0, 1y, ti)sd(0, 1y, ti)
∣∣∣∣ , and
∆slog(ti) =
1
24
24∑
d=1
∣∣∣∣log(sd(0, 1y, ti+1)sd(0, 1y, ti)
)∣∣∣∣
and depicted in F - 11.1 and F - 11.2. These figures provide an indication of the volatility embedded
in the portfolio. For both changes, high peaks are observed in times during the financial crisis (end
of 2008 - end of 2009) and at the beginning of the EURO crisis (beginning of 2010).
11.1.5 Time Horizon for Calibration
For daily changes, the model is fitted on a horizon of one year, i.e., 250 data points. Further,
another 250 observations are left out for a comparison of simulation results. This leads to 426
different calibrations6.
Calibration horizon for weekly changes is extended to two years receiving a basis of 100 observa-
tions. Leaving out a simulation period of one year, we obtain 34 different calibrations7.
11.2 Numerical Results
Given presented specifications and described data basis, we calibrate our model. As a first result,
we observe that fitting α-stable margins is computationally very intensive and exhibits numerical
instabilities. For this reason, we restrict the analysis of models with α-stable margins to D = 14
counterparties and the last 100 available calibrations8. In addition, simulation is skipped. In order
to have an comparison of results, models with empirical margins are adjusted to D = 14 besides
D = 24 positions. We apply goodness-of-fit tests of Section 3.3 and compare results for the different
specifications.
6Assuming a rolling or moving calibration procedure as described in Chapter 5. Calibration no. 1 corresponds to
spread changes 1 - 250, no. 2 to 2 - 251, ..., no. 426 to 426 - 676. Last 250 days are reserved for backtesting
simulation results.
7Calibration no. 1 corresponds to spread changes 1 - 100, no. 2 to 2 - 101, ..., no. 34 to 34 - 133. Last 50 weeks
are reserved for backtesting simulation results.
8I.e., calibrations 327 to 426.
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F - 11.3 Figure: goodness-of-fit test - K = 1 and abs
11.2.1 Goodness-of-Fit Tests for Daily Changes
Figures F - 11.3, F - 11.4, and F - 11.5 show that t-copula models have better p-values than
Gaussian ones. They provide a significantly good fit, whereas hypotheses for the Gaussian copula
are mainly rejected (p-value below the confidence level of 0.05).
This results is independent of the portfolio size (D = 24 vs. D = 14 for empirical margins) and
the chosen margins (empirical vs. α-stable margins for D = 14).
Extending the number of calibrations for models with empirical margins to the whole period from
100 to 4269, the aforementioned statements still hold. However, in times of volatile markets the
goodness-of-fit decreases. Often, hypotheses are rejected, compare Figures F - B.1, F - B.2 as well
as F - B.3 in Appendix B.5.
Comparing the goodness-of-fit for the t-copula in detail, several aspects are inferred from F - 11.6:
1. Calibration basis (abs, rel, log) does not to have large impacts on fitting results. Movements
of p-values are alike.
2. Notably, smaller portfolios exhibit better fits than larger ones (p-values compared for empir-
ical margins with D = 24 vs. D = 14 counterparties).
3. Results for models with empirical margins are better than for those with α-stable margins.
9I.e., including calibrations 1 to 326.
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11.2.2 Goodness-of-Fit Tests for Weekly Changes
Concerning the difference between Gaussian and t-copula models, results are confirmed for weekly
changes, see Figures F - B.4, F - B.5, and F - B.6.
In contrast to K = 1, models provide acceptable fittings even in volatile markets (except for abs
and D = 24, see F - B.4). For this finding, it has to be considered that calibration bases on a
two-year horizon. This weakens the influence of volatile periods on the fitting.
Analyzing goodness-of-fit tests for the t-copula in detail, the following insights are received from
Figure F - 11.7:
1. Movements of p-values are alike for rel and log. For abs they show slight different patterns.
This differs from daily evaluation.
2. Smaller portfolios provide better fitting results.
3. Results for models with empirical margins are better than those with α-stable margins.
11.2.3 Simulation and Convergence Results
Due to the special form of our model (path-dependence and cut-off constructions), an analysis of
convergence is important. For K = 1, K = 5 and for different numbers of Monte-Carlo runs (M =
5.000, 10.000 and 20.000), the behavior of convergence is surveyed by comparison of simulated
default rates (tabularly) and by evaluation of expected intensities (graphically).
Expected intensities and simulated default rates for d = 1, . . . , D are computed as
λdtn(sim) =
1
M
M∑
m=1
λdtn(m) and
DP dsim =
1
M
M∑
m=1
1{
exp
(
T∫
0
λds(sim)ds
)
≤Ud(m)
}
for each tn, n = 1, . . . , N , and with m = 1, . . . ,M denoted as the number of Monte-Carlo run.
As first result (compare Tables T - B.1, T - B.2, T - B.3 and T - B.4 in Appendix B.5), we record
that one-year simulated default rates for relative and logarithmic changes on daily and weekly
calibration are not in line with market perceptions.
Discussion - Calibration Basis
This finding is reasonable as the intensity is calibrated to relative and logarithmic returns. There-
fore, it is implicitly supposed to have an exponential evolution. If now the underlying distribution
is neither centered nor symmetric which is generally the case for empirical distributions, the in-
tensity receives a drift. If this drift term is positive, the exponential development for the intensity
process is increased and additionally supported by term effects. As consequence, default probability
of the single counterparty rises. Moreover, this impact is possibly strengthened by model properties
(conditional distributions in case of defaults). This leads to default rates which are unrealistic from
a historical point of view as well as from current market perspectives.
Subject to future research might be the analysis of default rates (and intensities) of rel and log
models for which drift terms are deducted.
For models calibrated to absolute changes, simulated default rates are related to practical expec-
tations in consideration of the made assumptions, see Tables T - 11.1 and T - 11.210. Comparing
K = 1 and K = 5, we generally observe slightly higher estimates for the daily setup as for a
calibration to a weekly basis.
10For instance, the estimated DPsim of Daimler AG, d = 22, is in between 0.2 and 0.5%.
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Gaussian copula t-copula
cpty no. M = 5000 M = 10000 M = 20000 M = 5000 M = 10000 M = 20000
1 0.440 0.520 0.450 0.440 0.480 0.450
2 0.280 0.260 0.300 0.260 0.450 0.365
3 0.680 0.650 0.595 0.660 0.760 0.625
4 0.040 0.060 0.065 0.080 0.030 0.065
5 1.200 1.070 1.285 1.200 1.220 1.160
6 0.200 0.180 0.185 0.200 0.240 0.160
7 4.120 4.180 4.125 4.260 4.210 4.275
8 0.480 0.450 0.390 0.400 0.640 0.610
9 0.140 0.270 0.210 0.120 0.290 0.240
10 0.420 0.670 0.590 0.500 0.720 0.620
11 0.240 0.220 0.255 0.280 0.240 0.245
12 0.120 0.170 0.205 0.100 0.180 0.200
13 0.260 0.370 0.365 0.280 0.370 0.320
14 0.240 0.260 0.285 0.280 0.230 0.225
15 0.660 0.730 0.725 0.720 0.760 0.725
16 0.860 0.470 0.600 0.680 0.530 0.610
17 0.440 0.490 0.515 0.420 0.320 0.420
18 0.960 0.900 0.890 1.060 0.960 1.085
19 0.340 0.370 0.385 0.320 0.310 0.350
20 0.260 0.210 0.150 0.320 0.190 0.155
21 1.200 1.150 1.120 0.960 0.910 1.020
22 0.320 0.190 0.270 0.400 0.210 0.215
23 0.380 0.420 0.490 0.480 0.450 0.540
24 0.860 0.720 0.625 1.320 1.280 1.190
T - 11.1 Table: simulated default rates for K = 1 and abs - in percent
Tables T - 11.1 and T - 11.2 indicate that convergence of predicted default rates is ambiguous.
Evolutions of the expected intensity process reveal similar outcomes, see F - B.7 to F - B.52 in
Appendix B.5. Differences for both, default rates and intensities, do not show specific patterns.
This finding is independent of model specification, i.e., Gaussian or t-copula respectively daily or
weekly calibration basis. Using the example of counterparty d = 1, we discuss simulation results
and convergence behavior.
Discussion - Simulation Results and Convergence Behavior
Comparing Figures F - 11.8 and F - 11.9, we observe that the general level of the expected intensity
for K = 1 is lower than for K = 5. Accordingly, this leads to lower DP s for daily based calibration
(≈ 0.5% for K = 1 vs. ≈ 0.8% and for K = 5). Moreover, intensities exhibit remarkable unequal
developments. These effects are partly explainable by the different calibration horizons (one year
for K = 1 vs. two years for K = 5).
For K = 1, the expected intensity path for M = 10.000 (blue line) is slightly larger than for
M = 5.000 (yellow) and M = 20.000 (black). Corresponding default rates validate these out-
comes, compare Table T - 11.1. For Gaussian and t-copula, we find similar DP levels as well as
approximately equal evolutions and convergence behaviors of the corresponding intensities.
As both models are calibrated to absolute returns and empirical distributions, one would assume
that the mean of the empirical cdf reasons a linear development for λ. Here, we observe a negative,
non-linear evolution which thins out and results in a flattening curve. We suppose that this is
generated by two model features, the truncation of margins and the use of conditional copulas.
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Gaussian copula t-copula
cpty no. M = 5000 M = 10000 M = 20000 M = 5000 M = 10000 M = 20000
1 0.940 0.770 0.785 0.900 0.630 0.720
2 0.400 0.320 0.400 0.380 0.360 0.400
3 0.820 1.060 0.680 0.760 0.770 0.820
4 0.060 0.050 0.040 0.080 0.090 0.035
5 1.600 1.700 1.695 1.660 1.990 1.620
6 0.080 0.150 0.210 0.140 0.210 0.160
7 5.100 5.160 4.690 4.820 4.730 4.730
8 0.880 1.160 0.965 0.800 0.950 0.975
9 0.240 0.170 0.275 0.200 0.210 0.275
10 0.500 0.460 0.475 0.580 0.540 0.490
11 0.240 0.270 0.230 0.320 0.210 0.240
12 0.140 0.060 0.180 0.140 0.090 0.155
13 0.300 0.270 0.255 0.400 0.260 0.230
14 0.400 0.240 0.330 0.340 0.230 0.270
15 0.940 0.900 1.000 1.020 0.800 0.925
16 0.660 0.400 0.535 0.700 0.420 0.530
17 0.600 0.570 0.505 0.420 0.440 0.495
18 2.260 2.250 2.470 2.240 2.270 2.610
19 0.820 0.630 0.650 0.720 0.730 0.720
20 0.520 0.360 0.235 0.400 0.520 0.320
21 0.380 0.510 0.545 0.600 0.600 0.620
22 0.340 0.450 0.350 0.260 0.420 0.345
23 0.920 0.690 0.850 0.680 0.490 0.610
24 0.980 0.940 0.865 1.180 1.190 1.170
T - 11.2 Table: simulated default rates for K = 5 and abs - in percent
If the cut-off gets relevant (i.e., the current intensity level can fall below zero for the next random
change drawn from the empirical cdf), the volatility of the corresponding margin decreases as both
tails are truncated. Due to the changing mean11 and lower volatilities of these new distributions,
it is likely to receive a smoothing effect as depicted in Figure F - 11.8.
Additionally, the flattening curve might be influenced by conditional copulas. As time passes, the
probability of defaults increases. Occurring defaults trigger the use of conditional copulas. In turn,
these derivatives can shift probabilities of marginal distributions towards lower or higher values
dependent on the associated dependence structure and copula model. The intensity level of the
t-copula is slightly lower than for the Gaussian copula model. One reason can be the higher tail
probability of the t-copula attended by higher probabilities for larger changes.
Summarized, we assume that the negative evolution (i.e., negative mean) thins out due to the
combining effects of above mentioned aspects.
For K = 5, similar supposition apply. Here, we observe two remarkable features. First, we find
different shapes and evolutions for the Gaussian and t-copula. This is generally not the case,
compare Figures F - B.7 to F - B.5212. The behavior of convergence is not as smooth as for K = 1
which is partly reasonable due to the finer resolution for empirical margins of a daily calibration
(250 observations for K = 1 vs. 100 for K = 5). Further, intensity levels cannot be connected to
simulated default rates. In contrast to the intensity evolution, DPsim show equal patterns.
11Note that the cdf is not necessarily centered.
12Exceptions are counterparties d = 11, 24 for K = 1 and d = 1, 12, 18 and 23 for K = 5.
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F - 11.8 Figure: simulated intensity for counterparty d = 1 - K = 1 and abs
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Second, we remark a change of regime for both models. The intensity for the Gaussian copula first
increases and decreases from step 15 on - vice versa for the t-copula model. Here, we assume that
first a positive / negative mean drives the Gaussian / t-copula intensity. Then, above mentioned
effects (truncation of margins and conditional copulas) presumably set in. Contrarily to K = 1,
these impacts seem to change the positive / negative outlook into a negative / positive evolution.
This discussion reveals several topics for future research. From a numerical point of view, one
could analyze how model features (truncation and conditional copulas) precisely impact intensity
processes or to what extent their effects are separable and measurable for each individual aspect.
Additionally, this matter can be linked with a more profound survey of regime changes as observed
in Figure F - 11.9. Further, the behavior of convergence for default rates and intensities could be
studied regarding these model properties as well as the number of required simulation runs.
11.2.4 Deviations - Backtesting and Benchmarking
Assessing model performance is difficult, as we simulate default probabilities DPsim detached
from complete portfolio perspective (with relevant LGD and EaD components) or pricing issues.
Besides the default trigger, DP prediction bases on the underlying intensity. Therefore, backtesting
and benchmarking is best performed by comparison of simulated intensities and default rates to
standard approaches.
K = 1 K = 5
cpty no. const Gaussian copula t-copula constant Gaussian copula t-copula
1 0.422 0.149 0.163 0.522 0.501 0.397
2 0.744 0.275 0.403 0.879 0.699 0.722
3 0.742 0.262 0.275 0.708 0.561 0.592
4 0.325 0.586 0.548 0.303 0.575 0.560
5 0.693 0.516 0.495 0.690 0.759 0.758
6 0.438 0.208 0.224 0.780 0.162 0.207
7 1.146 0.760 0.785 1.209 1.087 1.051
8 1.463 0.239 0.189 1.483 1.026 0.942
9 0.596 0.187 0.253 0.526 0.230 0.237
10 0.320 0.196 0.188 0.387 0.405 0.330
11 0.702 0.551 0.676 0.709 0.336 0.370
12 0.879 1.036 1.006 0.718 0.728 0.624
13 0.519 0.537 0.502 0.436 0.240 0.242
14 0.085 0.182 0.285 0.170 0.086 0.075
15 0.262 0.222 0.204 0.425 0.461 0.445
16 0.263 0.127 0.112 0.331 0.132 0.155
17 0.285 0.142 0.136 0.370 0.183 0.165
18 0.326 0.537 0.396 0.419 0.392 0.480
19 0.268 0.346 0.441 0.242 0.243 0.238
20 0.314 0.572 0.593 0.261 0.326 0.336
21 1.209 0.819 0.680 1.221 0.307 0.386
22 0.725 0.493 0.467 1.643 0.908 1.019
23 0.326 0.191 0.131 0.386 0.612 0.235
24 1.252 0.241 1.536 1.626 0.433 1.140
mean 0.596 0.391 0.445 0.685 0.475 0.488
count 6 8 10 4 11 9
T - 11.3 Table: comparison of intensities: means of absolute relative differences
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11.4 Assumption
For N = 250, K = 1 (N = 50, K = 5 respectively), n = 0, . . . , N and d = 1, . . . , D we set:
1. Backtesting - pseudo-real approach denoted as real :
λdtn(real) = λ
d
tn,real and DP
d
real = 1− exp
− 1∫
0
λdtn,realdtn

in which λdtn,real are the realized intensities described in Subsection 11.1.4. We call this
approach pseudo-real as the connection of DP and λ via λ ≈ sLGD = s is a rough approxima-
tion. All the same we assume that knowing the whole path of λ (i.e., λtn,real, n = 0, . . . , N)
leads to the ”right“ or ”real“ DP for the period from t0 = 0 to tN = 1.
2. Benchmarking - constant approach denoted as const :
λdtn(const) = λ
d
0 and DP
d
const = 1− exp
(−λd0)
in which λd0 is the initial value of the model. Using a constant intensity for one year DP
estimations is commonly used in practice. Therefore, it serves as practical relevant and as
simple benchmark.
3. Absolute relative differences for intensities and default rates are computed as
a) intensities - for d = 1, . . . , D and n = 1, . . . , N :
∆dtn(x) =
∣∣∣∣∣λdtn(x)− λdtn(real)λdtn(real)
∣∣∣∣∣
b) mean - d = 1, . . . , D:
∆d(x) =
1
N
N∑
n=1
∆dtn(x)
c) default probability - for d = 1, . . . , D:
∆DPx =
∣∣∣∣DP dx −DP drealDP dreal
∣∣∣∣
in which x ∈ {sim, const}.
Due to the poor DP predictions revealed in the previous subsection, further analysis for models
calibrated to relative and logarithmic changes is omitted. Sequent results are derived from models
fitted on absolute changes with calibration basis K = 1 and K = 5 for the Gaussian and t-copula.
Table T - 11.3 contains a comparison of the means of absolute relative differences for the constant
approach (∆d(const)) as well as for the Gaussian and t-copula intensities (∆d(sim)). On portfolio
average, the Gaussian copula provides best results for both calibrations K = 1 and K = 5 followed
by the t-copula and the constant benchmark. On absolute counts, the t-copula performs better for
K = 1 and the Gaussian copula for K = 5. Generally, differences between the copula approaches
are small. Gaps between model and benchmark are significant.
Table T - 11.4 compares ”real“ default rates DP dreal with DPconst and DPsim. They confirm results
observed for the intensity. Models provide better backtesting results than the constant approach.
In contrast, t-copula models perform better than the Gaussian ones on portfolio average and on
absolute count.
For future research, further benchmark approaches could be examined. For instance, multivariate
normal distributions or the independence copula could be used as dependence structure. Next, we
analyze the quality of deviations.
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K = 1
constant Gaussian copula t-copula
cpty no. real const ∆ const abs ∆ abs abs ∆ abs
1 0.515% 0.690% 0.340 0.450% 0.126 0.450% 0.126
2 0.272% 0.427% 0.570 0.300% 0.103 0.365% 0.342
3 0.630% 0.991% 0.573 0.595% 0.056 0.625% 0.008
4 0.174% 0.111% 0.360 0.065% 0.626 0.065% 0.626
5 1.155% 1.641% 0.421 1.285% 0.113 1.160% 0.004
6 0.163% 0.223% 0.365 0.185% 0.132 0.160% 0.021
7 2.796% 4.918% 0.759 4.125% 0.475 4.275% 0.529
8 0.649% 1.195% 0.841 0.390% 0.399 0.610% 0.060
9 0.232% 0.338% 0.454 0.210% 0.097 0.240% 0.032
10 0.768% 0.980% 0.276 0.590% 0.232 0.620% 0.193
11 0.186% 0.291% 0.568 0.255% 0.374 0.245% 0.320
12 0.089% 0.147% 0.661 0.205% 1.316 0.200% 1.259
13 0.234% 0.334% 0.426 0.365% 0.558 0.320% 0.366
14 0.292% 0.296% 0.014 0.285% 0.024 0.225% 0.229
15 0.717% 0.772% 0.076 0.725% 0.011 0.725% 0.011
16 0.534% 0.638% 0.194 0.600% 0.123 0.610% 0.141
17 0.485% 0.584% 0.205 0.515% 0.062 0.420% 0.134
18 1.780% 2.065% 0.160 0.890% 0.500 1.085% 0.390
19 0.737% 0.526% 0.286 0.385% 0.478 0.350% 0.525
20 0.513% 0.372% 0.275 0.150% 0.707 0.155% 0.698
21 0.759% 1.218% 0.604 1.120% 0.475 1.020% 0.343
22 0.197% 0.312% 0.586 0.270% 0.372 0.215% 0.093
23 0.558% 0.678% 0.215 0.490% 0.122 0.540% 0.033
24 0.644% 1.178% 0.830 0.625% 0.029 1.190% 0.849
mean 0.419 0.313 0.306
count 6 7 13
K = 5
constant Gaussian copula t-copula
cpty no. real const ∆ const abs ∆ abs abs ∆ abs
1 0.523% 0.757% 0.448 0.690% 0.320 0.720% 0.378
2 0.280% 0.474% 0.693 0.427% 0.525 0.400% 0.428
3 0.643% 0.993% 0.545 0.991% 0.542 0.820% 0.276
4 0.171% 0.112% 0.345 0.111% 0.351 0.035% 0.795
5 1.148% 1.658% 0.444 1.641% 0.430 1.620% 0.411
6 0.165% 0.280% 0.695 0.223% 0.350 0.160% 0.031
7 2.884% 5.375% 0.864 4.918% 0.705 4.730% 0.640
8 0.677% 1.261% 0.864 1.195% 0.766 0.975% 0.441
9 0.239% 0.332% 0.389 0.338% 0.414 0.275% 0.151
10 0.780% 1.052% 0.348 0.980% 0.256 0.490% 0.372
11 0.191% 0.299% 0.569 0.291% 0.527 0.240% 0.259
12 0.091% 0.135% 0.485 0.147% 0.617 0.155% 0.705
13 0.236% 0.319% 0.351 0.334% 0.414 0.230% 0.026
14 0.292% 0.339% 0.162 0.296% 0.014 0.270% 0.075
15 0.726% 0.967% 0.331 0.772% 0.063 0.925% 0.273
16 0.538% 0.689% 0.280 0.638% 0.185 0.530% 0.016
17 0.487% 0.639% 0.313 0.584% 0.200 0.495% 0.017
18 1.822% 2.378% 0.305 2.065% 0.134 2.610% 0.433
19 0.734% 0.671% 0.086 0.526% 0.283 0.720% 0.019
20 0.495% 0.465% 0.061 0.372% 0.249 0.320% 0.354
21 0.780% 1.259% 0.615 1.218% 0.562 0.620% 0.205
22 0.200% 0.492% 1.455 0.312% 0.557 0.345% 0.721
23 0.565% 0.731% 0.293 0.678% 0.199 0.610% 0.079
24 0.667% 1.422% 1.131 1.178% 0.765 1.170% 0.753
mean 0.503 0.393 0.327
count 3 6 15
T - 11.4 Table: simulated vs predicted default rates for K = 1 and K = 5
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11.2.5 Exit Times
We suppose that a perfect prediction is given by the ”real“ intensity. Thus, intensities λtn(sim)
and λtn(const) are compared to the evolution of λtn(real), and deviations are computed. Moreover,
upper and lower boundaries of predefined limits are set for these deviations. These work like a
corridor incorporating time-dependence and evolution of the ”real“ intensity. If the compared
intensities λtn(sim) or λtn(const) cross the limits, i.e., breaks out of the corridor, we denote the
corresponding time as exit time. Mathematically seen, we compute
exit time (d, x) = inf
{
n ∈ {1, . . . , N} :
∣∣∣∣∣λdtn(x)− λdtn(real)λdtn(real)
∣∣∣∣∣ = ∣∣∆dtn(x)∣∣ > limit
}
for x ∈ {sim, const}. Economically seen, we allow an absolute (positive or negative) difference of
the given limit between the comparative intensities λtn(sim) or λtn(const) and the ”real“ intensity
λtn(real). If this difference is above the limit, we interpret the deviation as too large. Model or
benchmark prediction is no longer regarded to be adequate. This analysis focuses a more qualitative
and short-term perspective for model performance. As example, Figure F - 11.10 depicts exit times
for counterparty d = 1.
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F - 11.10 Figure: exit times for counterparty d = 1 and K = 1
Table T - 11.5 (for K = 1 with limit = 0.1 and for K = 5 with limit 0.25) shows exit times for all
model specifications. For K = 1, the constant approach outperforms all simulations on portfolio
average and portfolio count. Concerning models, t-copula calibrated to absolute changes provides
best results on average. On count, t-copula fitted on logarithmic changes has the highest value.
For K = 5, Table T - 11.5 shows that the t-copula calibrated to absolute changes performs best
on average and on count followed by the Gaussian copula fitted on absolute returns. In contrast
to K = 1, these models outperform the constant benchmark. Due to the focus on short-term
evaluation, models with rel and log changes provide better results than observed for simulation.
It turns out that exit times depend on the specific counterparty. For instance, we observe ranges
from 1 to 33 for K = 1 and const, 2 to 35 for K = 5 and const. Often, exit times for the different
bases (const, abs, rel and log) are on a similar level, e.g., d = 16 for K = 1 or d = 2 for K = 5.
Concerning the different horizons, exit times are mainly congruent, e.g., d = 15 with low exit times
for K = 1 and K = 5. However, the last two aspects do not hold in general, e.g., see d = 21
for K = 1 and K = 5. Therefore, exit time results should be connected with intensity evolutions
under consideration of previous discussions which may be subject to future research. Moreover,
one could analyze the dependence of exit times with respect to the chosen limit.
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K = 1 K = 5
Gaussian copula t-copula Gaussian copula t-copula
cpty const abs rel log abs rel log const abs rel log abs rel log
1 19 10 18 19 12 18 19 10 9 3 3 12 9 8
2 32 20 6 6 32 6 6 9 9 8 8 9 9 8
3 4 3 2 2 3 2 2 9 12 9 7 12 9 7
4 6 6 5 10 6 5 10 5 5 5 5 5 5 5
5 23 24 23 23 24 23 23 8 8 8 4 8 8 4
6 16 20 10 9 17 11 10 2 6 2 2 6 2 2
7 3 3 3 3 3 3 3 11 11 9 8 11 8 8
8 4 3 3 3 3 3 2 12 15 9 3 15 11 3
9 1 7 7 7 7 7 7 17 27 11 11 27 11 11
10 9 9 9 9 9 9 9 12 4 12 12 4 12 12
11 23 11 31 29 23 29 27 10 16 10 10 16 9 9
12 33 32 27 25 33 27 25 15 15 13 9 15 12 9
13 1 3 3 3 3 3 5 14 16 14 14 16 13 12
14 9 9 9 9 9 9 9 16 16 13 12 17 11 3
15 3 3 3 3 3 3 3 2 2 2 2 3 2 2
16 20 19 20 20 19 20 20 13 38 12 9 38 12 9
17 17 17 17 17 21 17 17 12 36 13 12 40 12 5
18 19 13 18 19 14 19 19 36 36 13 12 16 3 3
19 3 3 3 3 3 3 3 2 2 2 2 2 2 2
20 2 2 2 2 2 2 2 2 3 2 2 3 2 2
21 18 4 4 3 16 3 3 16 6 18 16 6 12 11
22 2 2 2 2 2 2 2 2 2 2 2 2 2 2
23 20 19 19 19 19 20 20 12 12 12 10 33 12 4
24 3 2 2 2 2 2 2 3 12 12 9 12 9 2
mean 12.1 10.2 10.3 10.3 11.9 10,3 10,3 10.4 13.3 8.9 7.7 13.7 8.2 6.0
count 17 10 10 12 12 11 14 9 17 7 4 21 6 4
T - 11.5 Table: exit time comparison - K = 1, limit = 0.1 / K = 5, limit = 0.25
11.3 Conclusion
The application presented in Section 11.1 relies on one main assumption. Intensities are connected
to credit spreads s through the approximation λ ≈ s using LGD = 113. This strong supposi-
tion bears more than just credit risk components (e.g., market or liquidity risk) and is therefore
discussable. However, it is widely used in practice.
In total, the model can be calibrated and simulated by Gaussian and t-copulas with empirical and
α-stable margins. Corresponding goodness-of-fit tests offer the following
11.5 Summary (Goodness-Of-Fit Test)
1. t-copula models perform by far better than Gaussian ones.
2. Calibration basis (abs, rel and log returns) does not have large influence on fitting results,
whereas changes and horizons - daily and one year vs. weekly and two years - affect outcomes.
3. Smaller portfolios exhibit better fits than larger ones. In times of volatile markets, goodness-
of-fit decreases for daily changes. For weekly returns, this effect is not observable - possibly
due to the longer calibration horizon.
In comparison, models with empirical margins outperform the ones with α-stable marginal cdfs.
Thus, model variability does not seem to secure better performance for goodness-of-fit tests.
13Besides, the fundamental condition of the intensity-based approach is that survival and default probabilities are
modeled by the first jump of a Cox process and are hence dependent on the intensity process λ and the default
trigger variable U .
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Summarized, the t-copula model produces good fitting results especially in less volatile periods. For
the Gaussian copula, outputs are worse but may be acceptable under certain conditions. Simulation
results and analysis of convergence behavior are collected in
11.6 Summary (Simulation and Convergence Results)
1. Model effects are visible but not precisely assignable to the model features (marginal trun-
cation and conditional copulas).
2. For one-year DP prediction, models calibrated to rel and log changes are not suitable.
Due to the assumed exponential evolution and term effects, outcomes overestimate default
probabilities compared to market perceptions.
3. For absolute returns, simulated DP are realistic.
4. Due to model construction, a large number of simulation runs is essential and required to
receive convergence.
Backtesting and benchmarking is carried out under the assumption that the ”real“ i.e., observ-
able intensity predicts the ”real“ default rate. Detached from a portfolio perspective, simulated
outcomes (DPsim, λ(sim) for abs) are backtested with realizations (DPreal, λ(real)) and bench-
marked with a constant approach (DPconst, λ(const)).
11.7 Summary (Deviations - Backtesting and Benchmarking)
1. For all specifications, benchmark outputs are worse than simulation results on portfolio av-
erage and count.
2. Concerning deviations of intensities, the Gaussian copula model predominantly provides bet-
ter results. For default rates, the t-copula model exhibits improved predictions. These facts
hold for both daily and weekly calibration basis.
Under Assumptions 11.1 and 11.4 and in consideration of a long-run perspective (i.e., a one-year
time horizon), modeled intensities and default rates deviate less from ”reality“ compared to the
constant benchmark approach.
This finding must be linked with the presented exit time analysis. This evaluation focuses model
performance for a short period and therefore from a more qualitative point of view measured in
terms of deviations.
11.8 Summary (Exit Times)
1. For daily calibration (K = 1), constant intensities show better performances than the mod-
eled ones.
2. For weekly changes (K = 5), the t-copula model with abs are best on portfolio average and
counts followed by the Gaussian model with abs. The constant benchmark is outperformed.
3. Both approaches (model and benchmark) fail to work for several counterparties independent
of calibration basis and horizon. This underlines the known fact that prediction of ”real“
intensities - be it through modeling or other methods - is challenging.
To what extent the model is applicable for pricing issues including surveying numerical results and
practical implications may be subject to future research. Most likely, implementation is possible.
Calibration under risk-neutral measures is complex whereas simulation is congruent to the real-
world framework.
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12 Summary
At this point we summarize main results and highlight essential as well as academically new
insights of this thesis. To our knowledge, the intensity model construction of Chapter 10 has not
been developed before.
One new aspect is the truncation of margins to preserve positivity of the underlying intensity.
Additionally, the copula approach has not been applied for modeling dependencies of intensities
in a reduced-form model in this particular way. The idea of copula derivatives for the default
trigger and locked processes is borrowed from Scho¨nbucher and Schubert [59]. However, it is firstly
assigned to the intensity implying a direct default dependence.
The model incorporates a finite number of jumps (random and default changes). The intensity is
hence constructed as discrete-time stochastic process in a fully continuous-time framework. This
representation has been set up before. Though, a direct impact of defaults on the intensity through
default changes is rarely used and analyzed.
In this context, we deal rather with a counting process with two stochastic components. These
are linked and are not separable as for the usual Cox process. Due to this construction and re-
sulting features (special form of underlying filtrations, marginal truncation, conditional copulas
and their recursive exploitation, default jump component and “non-separable” counting and in-
tensity process), our model is highly path-dependent. The general differentiation between default
and non-default information is not possible anymore. This new idea is substantially different to
the normal information-based approach of reduced-form models. Nevertheless, as the intensity is
defined as ca`dla`g process, our model still fits into the generalized continuous-time intensity-based
setup - regarding survival probabilities for instance, see Proposition 10.21.
In the next sections, we assess advantages and drawbacks of the model from a methodological and
a numerical point of view.
12.1 Model - Pros and Cons
We recapitulate the central statements and findings of Chapter 10. Model construction focuses on
a high degree of freedom concerning applicable distributions, specifications and time grid as well
as implementation of copula features. Leading benefits are:
Degree of model freedom
+ The model uses arbitrary distributions. This aspect is restricted in so far as margins are
assumed to be continuous and have to fulfill certain properties dependent on the scope of
application. Further, the copula must be differentiable.
+ The underlying time grid (i.e., the number of predefined random changes N) is universally
valid.
+ Random default changes can be omitted.
+ Truncation of margins - if necessary - is possible for the lower tail or both tails.
Robustness
+ Dependence structures are maintained on the whole time horizon due to the invariance of
copulas. This also holds in the case of differentiation. Thus, recalibration is not needed.
+ Marginal distributions are initially set and are sustained. A direct evaluation of conditional,
i.e., truncated distributions is not required.
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Economic reasonable interpretation and realistic features
+ The model incorporates default contagion. Effects are twofold. On the one hand, the general
setup changes due to conditional copulas and locked processes. On the other hand, a random
default change is instantaneously triggered. Thus, defaults directly affect intensities.
+ Default and non-default information is used simultaneously and go into the model as one
relevant filtration. As such a separation of information is not observable in markets, this is
a realistic feature from an economic point of view.
+ The discrete-time setup for the intensity reduces complexity and facilitates implementation.
As side effect, several defaults can possibly occur in one interval.
In parts, the above mentioned advantages are mutually dependent. However, they also cause
drawbacks:
- Truncation of tails lead to rescaled probabilities and hence to a reduced volatility. This could
not be desired or realistic, respectively.
- Due to the special model features (truncation of margins, differentiation of copulas in case
of defaults), analytical in sense of closed-form or unique solutions do not exist in general.
They depend on the applied distributions (i.e., copulas and margins). It may happen that
requirements on the intensity (e.g., validity of pricing formulas, martingale properties) can
hardly or not at all be fulfilled under certain conditions.
- Model construction bases on the fact that default and non-default information are simultane-
ously exploited. Hence, the main pro of the general information-based setup (i.e., modeling
and evaluating default-free and defaulted variables separately) is suspended.
The last aspect leads to a sort of “certain” default prediction which in turn triggers the default
change. Nevertheless, this framework is comparable to the general setup. In our model, the
perspective on time is extended or - in other words - more granular:
• In the general model, the intensity is evaluated first. Second, defaults are simulated after-
words on the whole time horizon.
• In our model, intensities and defaults are simultaneously analyzed on one interval. This
evaluation produces default times. Interpreting this interval as complete time horizon, this
matches the common model up to this point. Now, these default times effect intensities
through default changes and conditional copulas. Thus, it can be regarded as extension
of the general setup by a component of default time. In particular, this allows to model
contagion effects on dependence structures of intensities and is not incorporated in the generic
intensity-based framework.
12.2 Implementation - Pros and Cons
Concerning numerical implementation, our model provides following advantages:
+ Due to the inverse modeling approach, only copula-distributed random variables are used.
+ Truncation of marginal distributions can easily be implemented. A particular evaluation of
conditional margins is not required.
+ Implementation is possible and provides reasonable outcomes. Model effects are observable.
+ Calibration has to be performed only once. A recalibration due to defaults is not necessary
as their effects are considered.
Numerical drawbacks are mainly provoked by the special model construction. Partly, these cons
depend on specifications and can therefore be diminished.
- Inversion of marginal distributions is necessary - even though only once.
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- Numerical differentiation of copulas is complex - even though closed-from solutions exits,
e.g., for the Gaussian copula.
- The model is path-dependent. Sequent simulations outputs rely on all former realizations.
- For default prediction and identification, all defaulted positions must be memorized.
- Due to the previous facts, implementation is computationally intensive.
- Calibration is only valid on the predetermined time grid. A sort of time-scaling as for the
Brownian motion for instance is not possible. Moreover, default changes is most likely difficult
to fit due to scarce data.
Summarized, we come to the conclusion that implementation of the developed model is possible.
For the given specifications and under the fixed assumptions, fit tests provide good results. Model
peculiarities are reflected in numerical outcomes. The model works out as whole period valuation,
it outperforms a benchmark approach in backtesting from a long-term view. Short-term results
are worse. The high complexity is attended by
• higher computing times and
• a difficult numerical implementation.
These disadvantages overthrow the gain on performance. Therefore, an application as DP predic-
tion for a portfolio perspective is probably not workable in practice.
12.3 Outlook and Literature
For future research, the exact numerical interpretation and understanding of model details can
be focused. Here, an in-depth analysis of a one-dimensional problem may reveal impacts of the
marginal truncation. Moreover, an additional benchmark approach with the independence copula
may offer dues to the effects of conditional copulas.
As further problem, analytical and numerical outcomes may be investigated with respect to their
dependence of the time grid variable N , i.e., the number of predetermined random changes.
As possible central aspect for future research, it could be analyzed if our model can be calibrated for
pricing problems and if it is of practical use for this scope of application. Concerning calibration,
requirements on the intensity restrict the set of applicable distributions. Moreover, the underlying
probability measure may not be unique and / or techniques of change of numeraires must be
considered. Therefore, model fitting is exceptionally challenging. If calibration is reasonable,
the model could be benchmarked with a standard intensity model specified by mean-reversion
processes, for instance.
Concerning literature for copulas, the reader is referred to the monographs mentioned in Section 6.3,
especially [12], [15], [37], [49] and [52].
For a general introduction to the world of credit risk, “(An Introduction to) Credit Risk Modeling“
by Bluhm et al. [7] provides a comprehensive survey. Detailed descriptions of credit risk models
and applications are found in
• Bielecki and Rutkowski’s ”Credit Risk: Modeling, Valuation and Hedging” [4],
• Brigo and Mercurio’s ”Interest Rate Models - Theory and Practice” [9] or
• Scho¨nbucher’s ”Credit Derivatives Pricing Models” [58], for example.
For the mathematical treatment of probability measures in combination with Cox process, ”Con-
vergence of probabilities” [5] by Billingsley and ”Doubly Stochastic Poisson Processes” [32] by
Grandell are useful.
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A Appendix to Part I
A.1 Copula Related Topics
Let S = S1× . . .×SD ⊂ R¯D and F : S → R¯. Suppose that S has a least element s = (s1, . . . , sD)′.
A.1 Definition (grounded)
A function F is grounded if F (x1, . . . , xD) = 0 for at least one xd, d ∈ {1, . . . , D}, with xd = sd.
A.2 Definition (D-increasing)
A function F is D-increasing if for all D-dimensional rectangles [x1,1×x1,2], . . . , [xD,1×xD,2] ∈ S
with x·,1 ≤ x·,2 it holds
2∑
i1=1
. . .
2∑
iD=1
(−1)i1+...+iDF (x1,i1 , . . . , xD,iD ) ≥ 0 .
The rectangle inequality is one necessary and sufficient condition for the function F to be a
multivariate distribution function. It states that for each non-empty D-dimensional rectangle the
function F has a positive value. For example, for the bivariate case with [a, b] × [c, d] with a < b
and c < d it is
F (b, d) + F (a, c)− F (a, d)− F (b, c) ≥ 0 .
A.3 Definition (completely monotonic)
A decreasing function F is completely monotonic on an interval [a, b] ⊂ R if it holds
(−1)d ∂
d
(∂x)d
F (x) ≥ 0, d ∈ N, x ∈ [a, b] .
A.4 Definition (pseudo-inverse, compare [49], Definition 5.41)
Assume that the function φ : [0, 1] → [0,∞] is strictly decreasing and continuous with φ(1) = 0
and φ(0) ≤ ∞. The pseudo-inverse φ[−1] : [0,∞]→ [0, 1] of φ is defined as
φ−1(x) =
{
φ[−1](x) for 0 ≤ x ≤ φ(0)
0 for φ(0) < x ≤ ∞ .
The pseudo-inverse function is used as generator to construct Archimedean copulas in Subsec-
tion 2.2.3. The generator is called strict if φ(∞) = 0. For a strict generator, it is φ[−1] = φ−1.
A.2 Multivariate Distribution Functions
Let X = (X1, . . . , XD), D ∈ N, be a RD-valued random variable. The multivariate cumulative
distribution function FX : R→ [0, 1] describes the multivariate probability that X ≤ x for a given
vector x = (x1, . . . , xD)
′ ∈ RD, i.e.,
FX(x) = P[X ≤ x] = P[X1 ≤ x1, . . . , XD ≤ xD] .
If FX has a multivariate density function fX and provided that FX is differentiable, it holds
∂D
∂x1 . . . ∂xD
FX(x) = fX(x)
which is equivalent to
FX(x) =
xD∫
−∞
. . .
x1∫
−∞
fX(s1, . . . , sD)ds1 . . . dsD .
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The probability that one random variable Xd is smaller or equal to xd, d ∈ {1, . . . , D}, can be
associated to the multivariate probability
P[Xd ≤ xd] = P[X1 <∞, . . . , Xd−1 <∞, Xd ≤ xd, Xd+1 <∞, . . . , XD <∞]
and defines the margin or marginal cdf Fd : R→ [0, 1] as
Fd(xd) = FXd(xd) = FX(∞, . . . ,∞, xd,∞, . . . ,∞) =
xd∫
−∞
fd(sd)dsd
given that Fd is an one-dimensional distribution function with marginal density fd.
A right-continuous function F on R¯D is a multivariate cdf if the following conditions are fulfilled1:
1. lim
xd→−∞
F (x) = 0, d = 1, . . . , D,
2. lim
xd→∞ ∀d
F (x) = 1,
3. F is D-increasing.
A.5 Definition (generalized inverse, compare [12], p. 49)
The generalized inverse F−1 : [0, 1]→ [−∞,∞] of a distribution function F is defined as
F−1(u) = inf{x ∈ R¯|F (x) ≥ u, 0 < u < 1} .
It is obvious that F−1 is the normal inverse function if F is strictly increasing. Do not mix up
with Definition A.4 of the pseudo-inverse function φ−1 for the copula generator φ.
A.3 Conditional Multivariate Distributions
We want to determine the conditional multivariate probabilities
P
[
X−d ≤ x−d|Xd ≤ xd
]
and P
[
X−d ≤ x−d|Xd = xd
]
for d ∈ {1, . . . , D} subject to multivariate cdfs. Due to the definitions of conditional probabilities,
the conditional multivariate cdfs are specified for Xd ≤ xd and Xd = xd as
FX−d|Xd≤xd
(
x−d
)
= P
[
X−d ≤ x−d|Xd ≤ xd
]
=
FX(x)
Fd(xd)
FX−d|Xd=xd
(
x−d
)
= FX−d|xd
(
x−d
)
= P
[
X−d ≤ x−d|Xd = xd
]
=
∂
∂xd
FX(x)
∂
∂xd
Fd(xd)
.
W.l.o.g. we set d = D. It holds
FX−d|xd
(
x−d
)
= P[X1 ≤ x1, . . . , XD−1 ≤ xD−1|XD = xD]
= lim
→0
{P[X1 ≤ x1, . . . , XD−1 ≤ xD−1|xD ≤ XD ≤ xD + ]}
= lim
→0
{
P[X1 ≤ x1, . . . , XD−1 ≤ xD−1, xD ≤ XD ≤ xD + ]
P[xD ≤ XD ≤ xD + ]
}
= lim
→0
{
P[X1 ≤ x1, . . . , XD ≤ xD + ]− P[X1 ≤ x1, . . . , XD ≤ xD]
P[XD ≤ xD + ]− P[XD ≤ xD]
}
= lim
→0
{
FX(x1, . . . xD−1, xD + )− FX(x)
FD(xD + )− FD(xD)
}
= lim
→0
{ 1
 (FX(x1, . . . , xD + )− FX(x))
1
 (FD(xD + )− FD(xD))
}
=
∂
∂xD
FX(x)
∂
∂xD
FD(xD)
.
1Compare [37], 1.4.2 or [52], Definition 2.10.8, for instance.
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We pass over to the multivariate distributions with several conditions. For that purpose let
• D = {1, . . . , D}, #D = D,
• E = {d1, . . . , dE | de ∈ D, e = 1, . . . , E}, #E = E and E ⊂ D,
• C = {d1, . . . , dC | dc ∈ D, c = 1, . . . , C}, #C = C and C ⊂ D,
• E ∪ C = D and E ∩ C = ∅,
• xE = (xd1 , . . . , xdE ),
• xC = (xd1 , . . . , xdC ),
• FE = FXE = FXd1 ,...,XdE is the Eth marginal distribution of FX .
For an arbitrary margin FE , it is FE(xE) = FX(y) with y defined as
yd =
{
∞ for d 6∈ E
xd for d ∈ E .
For the probability P[XC ≤ xC |XE ≤ xE ], we receive the following conditional multivariate cdf
FXC|XE≤xE (xC) =
FX(x)
FE(xE)
=
FX(x)
FX(y)
with y defined as above. For the expression P[XC ≤ xC |XE = xE ], we get with #E = E
FXC|xE (xC) = FC|E(xC) =
∂E
∂xE
FX(x)
∂E
∂xE
FE(xE)
=
∂E
∂xE
FX(x)
∂E
∂xE
FX(y)
in which
∂E
∂xE
FX(x) =
∂E
∂xd1 . . . ∂xdE
FX(x) .
A.4 Random Number Generation
Anyone attempting to generate random numbers by deterministic means is, of course,
living in a state of sin.
John von Neumann
Many monographs have been written about pseudo-random number generation, e.g., see [18].
Creating standard normally distributed random variables out of uniformly distributed ones can be
performed for instance by the Box-Muller method or the polar algorithm, refer to [33], Subsection
5.2.2. Our aim is to create correlated normally distributed random variables.
Therefore, let Z = (Z1, . . . , ZD)
′ ∈ RD be a vector of independent, standard normally distributed
variables Zd, d = 1, . . . , D. To receive a vector X which is N(µ,Σ)-distributed with mean vector
µ ∈ RD and covariance matrix Σ ∈ RD×D, we perform a Cholesky decomposition of Σ:
Σ = L′L
and compute
X = µ+ L · Z .
This implies that X ∼ N(µ,Σ), see [33], Subsection 5.2.3.
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Let Z1, . . . , ZD be independent standard normal variables. The random variable
S2 =
D∑
d=1
Z2d
is said to be χ2(D)-distributed with D degrees of freedom.
Let S2 ∼ χ2(ν), Y ∼ N(0, P ) with correlation matrix P , and Z = (Z1, . . . , ZD)′ be i.i.d with
Zd ∼ N(0, 1). Suppose that the Cholesky decomposition of P holds P = L′L. Then, the variable
X =
√
ν
S
· Y =
√
ν
S
· L · Z
is multivariate t-distributed with ν degrees of freedom and correlation matrix P , e.g., see [39],
Section 1.2.
A.5 Portfolio Composition - Part I
25 DAX Companies, December 31, 2009
adidas BMW EON MAN RWE
Allianz Commerzbank Fresenius Med. Lufthansa SAP
BASF Daimler Henkel MAN Siemens
Bayer Deutsche Bank K+S Merck ThyssenKrupp
Beiersdorf Telekom Linde Mu¨nchener Ru¨ck VW
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F - A.1 Figure: Clayton copula parameter θ - dependence on sample sizes
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period Gaussian copula t-copula Clayton copula BS model
α = 0.95
D = 5
K = 1 -0.024554 -0.02394 -0.024522 -0.026172
K = 5 -0.051873 -0.051776 -0.052392 -0.049921
K = 10 -0.0765 -0.078109 -0.082219 -0.075298
K = 20 -0.11192 -0.11121 -0.11486 -0.10601
α = 0.99
D = 5
K = 1 -0.041427 -0.043573 -0.049405 -0.035861
K = 5 -0.084143 -0.089634 -0.09897 -0.070546
K = 10 -0.12153 -0.13802 -0.15564 -0.10318
K = 20 -0.17983 -0.19141 -0.20844 -0.1408
α = 0.995
D = 5
K = 1 -0.049377 -0.055723 -0.058008 -0.040386
K = 5 -0.095313 -0.10549 -0.12926 -0.078266
K = 10 -0.14186 -0.15508 -0.17817 -0.11512
K = 20 -0.20316 -0.21277 -0.23227 -0.16553
α = 0.95
D = 10
K = 1 -0.026178 -0.026742 -0.026575 -0.028166
K = 5 -0.055717 -0.056059 -0.055754 -0.056166
K = 10 -0.084385 -0.084334 -0.08817 -0.0837
K = 20 -0.12278 -0.11691 -0.12592 -0.11761
α = 0.99
D = 10
K = 1 -0.045398 -0.043685 -0.04782 -0.039075
K = 5 -0.090782 -0.09872 -0.10696 -0.077422
K = 10 -0.13532 -0.15015 -0.16512 -0.11628
K = 20 -0.19769 -0.2145 -0.22884 -0.16257
α = 0.995
D = 10
K = 1 -0.051766 -0.060055 -0.06201 -0.042937
K = 5 -0.1033 -0.11303 -0.126 -0.084946
K = 10 -0.16525 -0.1783 -0.20497 -0.12766
K = 20 -0.22614 -0.23665 -0.26853 -0.17406
α = 0.95
D = 15
K = 1 -0.022741 -0.022756 -0.023131 -0.025161
K = 5 -0.050345 -0.050245 -0.04847 -0.04913
K = 10 -0.075107 -0.073455 -0.075859 -0.075226
K = 20 -0.10672 -0.10201 -0.1104 -0.10569
α = 0.99
D = 15
K = 1 -0.038609 -0.039543 -0.041434 -0.035836
K = 5 -0.078084 -0.089626 -0.087991 -0.070433
K = 10 -0.1253 -0.12777 -0.14519 -0.10276
K = 20 -0.1739 -0.17865 -0.20147 -0.14288
α = 0.995
D = 15
K = 1 -0.043759 -0.047951 -0.051952 -0.038873
K = 5 -0.089194 -0.10354 -0.11735 -0.078657
K = 10 -0.14422 -0.15614 -0.17915 -0.11374
K = 20 -0.19334 -0.21427 -0.22555 -0.15758
α = 0.95
D = 20
K = 1 -0.022788 -0.022873 -0.022204 -0.024878
K = 5 -0.049028 -0.048912 -0.048361 -0.050337
K = 10 -0.071871 -0.071868 -0.074193 -0.073241
K = 20 -0.10182 -0.10064 -0.1057 -0.10205
α = 0.99
D = 20
K = 1 -0.037131 -0.040931 -0.040967 -0.033464
K = 5 -0.077337 -0.081054 -0.092059 -0.068057
K = 10 -0.11424 -0.12384 -0.13796 -0.10107
K = 20 -0.16448 -0.17575 -0.20172 -0.14304
α = 0.995
D = 20
K = 1 -0.042265 -0.051125 -0.050634 -0.037874
K = 5 -0.086024 -0.099022 -0.10753 -0.075312
K = 10 -0.13394 -0.14886 -0.16967 -0.1123
K = 20 -0.19092 -0.20053 -0.22292 -0.15953
T - A.1 Table: V aRα simulation results of A - 4.1 and A - 4.2 for D = 5, 10, 15, 20
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B Appendix to Part II
B.1 Probability Theory
B.1 Definition (compare [35], p. 2)
Let (Ω,F ,P) be a probability space. A filtration or an information flow (Ft)t∈[0,T ] is an increasing
and right-continuous family of sub-σ-fields of F . If F0 additionally contains all P-null-sets, Ft
fulfills the usual conditions.
B.2 Definition
The σ-algebra generator σ(A) produces the smallest possible σ-field of the set A or a random
variable A. For a stochastic process Xt, σ(Xu, u ≤ t) generates a filtration.
B.3 Theorem (Conditional Expectation Calculus, compare [60], Theorem 2.3.2)
Assume that every used random variable is integrable. The following statements hold for the
conditional expectation:
1. Taking out what is known
If X is H-measurable, it holds
E[XY |H] = XE[Y |H] .
2. Iterated conditioning or tower law
If G ⊆ H (G contains less information than H), we have
E[E[X|H]|G] = E[X|G] .
As a special case, it holds E[E[X|H]] = E[X].
3. Independence
If X is independent of H, it is
E[X|H] = E[X] .
For a sketch of proof see [60], pp. 70-73.
For the next statements and their proofs compare [3], §5, Definition 10.1 and Korollar 12.2.
B.4 Definition (Convergence of Random Variables and Distributions)
Let Xn, n ∈ N be a sequence of random variables and PXn , n ∈ N, their corresponding distributions
(i.e. probability measures).
1. Xn converges P−almost surely to a random variable X if it holds for all  > 0
P
[
lim sup
n→∞
(|Xn −X| > )
]
= 0 . (B.1)
2. Xn converges in probability to a random variable X if it holds for  > 0
lim
n→∞P [(|Xn −X| > )] = 0 . (B.2)
3. PXn converges in distribution to PX if it holds for all continuous functions f ∈ R
lim
n→∞
∫
fdPXn =
∫
fdPX .
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B.5 Definition (Strong and Weak Law of Large Numbers)
1. A sequence of integrable random variables Xn, n ∈ N, obeys the strong law of large numbers
if it holds
lim
n→∞
1
n
n∑
j=1
(Xj − E[Xj ]) = 0
in sense of Equation (B.1).
2. A sequence of integrable random variables Xn, n ∈ N, obeys the weak law of large numbers
if it holds
lim
n→∞
1
n
n∑
j=1
(Xj − E[Xj ]) = 0
in sense of Equation (B.2).
B.6 Theorem (Kolmogorov’s Law of Large Numbers)
Any sequence of real, integrable and i.i.d. random variables obeys the strong law of large numbers,
i.e., for i.i.d. Xn, n ∈ N with E[X1] = µ, it is
lim
n→∞
1
n
n∑
j=1
(Xj − E[Xj ]) = 0 ⇔ lim
n→∞
1
n
n∑
j=1
Xj = µ .
B.7 Notation (Central Limit Theorem)
Let (Xn)n∈N, a independent sequence of real, square-integrable (E[X2n] < ∞) random variables.
The Central Limit Theorem holds if standardized sum variables Sn converges in distribution to
the standard normal distribution N(0, 1), i.e., it holds
SN :=
N∑
n=1
(Xn − E[Xn])√
V[X1 + . . .+XN ]
→ N(0, 1)
for N →∞. For (Xn)n∈N i.i.d., real-valued and square-integrable random variables, we have
S˜N :=
N∑
n=1
Xn −N · E[X1]
√
N ·√V[X1] → N(0, 1) for N →∞ .
B.2 Stochastic Analysis
B.8 Definition (compare [35], Definition 1.20)
A stochastic process Xt is Ft-adapted if Xt is Ft-measurable for all t ∈ [0, T ]. In literature, one
also finds the expression progressively measurable as notation for Ft-adaptivity.
B.9 Lemma
Under certain regularity conditions, see [59], Section 2.3, one can derive the intensity as
λt = −∂
∂
|T=tQ [τ > T |G]
if no default has occurred up to time T and Q [τ > T |G] is differentiable from the right with respect
to T at T = t.
120 Appendix to Part II
B.3 Asset Pricing Theory
B.10 Definition (Arbitrage)
Compare [60], Definition 5.4.6. An arbitrage opportunity is a stochastic process Xt in a market
model satisfying X0 = 0 and for some time T > 0
P[XT ≤ 0] = 1 and P[XT > 0] > 0 .
B.11 Theorem (First Fundamental Theorem of Asset Pricing)
Compare [60], Theorem 5.4.7. If a market model has a risk-neutral probability measure, then it
does not admit arbitrage.
A proof can be found in Shreve [60], p. 231, for instance.
B.12 Theorem (Second Fundamental Theorem of Asset Pricing)
Compare [60], Theorem 5.4.7. A market model is complete, i.e., every security can be hedged if
and only if it has a unique risk-neutral probability measure.
Shreve sketches a proof in [60] on pp. 232-233.
B.4 Portfolio Composition - Part II
One-year Credit Spreads Data Basis, s(0, 1y)
Hilton Hotels Corp. Citigroup Inc. NY Fed. Republic of Brazil
Ryder System Inc. Univision Communication Thailand
Kroger Company Alliance Boots PLC Rabobank Nederland Utrecht
R.R. Donnelley + So ITV PLC London Dresdner Bank AG
Mohawk Industries Bae Systems PLC Barclays Bank Plc
Conagra Foods Inc. QBE INSURANCE Group Sydney Daimler AG
Heinz Company. Countrywide Home Loans Inc. Republic of Portugal
First Data Corp. Credit Agricole Paris United Mexican States
Credit spreads are extracted from Bloomberg, quotations from November 28, 2007 till July 27,
2011. Above given portfolio selection is chosen w.r.t. data availability and consistency.
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F - B.1 Figure: goodness-of-fit test - K = 1 and abs, complete period
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F - B.3 Figure: goodness-of-fit test - K = 1 and log, complete period
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Gaussian copula t-copula
cpty no. M = 5000 M = 10000 M = 20000 M = 5000 M = 10000 M = 20000
1 1.080 1.370 1.300 2.080 1.880 1.890
2 0.560 0.550 0.535 1.360 1.260 1.245
3 7.700 8.220 8.245 8.240 8.340 8.005
4 0.080 0.010 0.065 0.260 0.170 0.125
5 1.480 1.350 1.520 4.220 4.750 4.665
6 2.020 2.210 2.145 2.620 2.800 2.740
7 7.520 7.460 7.365 8.700 8.360 8.635
8 1.540 1.740 1.890 2.660 2.460 2.450
9 1.040 0.770 0.745 4.420 4.430 4.545
10 1.420 1.820 1.895 4.440 4.700 4.625
11 0.740 0.790 0.775 3.420 3.120 3.070
12 0.240 0.290 0.300 1.000 1.090 0.945
13 1.480 1.490 1.510 4.860 4.610 4.475
14 0.620 0.710 0.750 1.100 1.020 1.115
15 2.380 2.390 2.495 3.680 3.970 3.860
16 1.100 0.880 1.030 1.820 1.480 1.505
17 0.740 0.690 0.720 1.280 1.120 1.160
18 1.600 1.580 1.610 3.440 3.210 3.360
19 1.000 1.230 1.245 2.420 2.250 2.480
20 0.540 0.530 0.620 2.120 2.010 1.890
21 2.040 2.220 2.340 3.460 3.630 3.695
22 0.760 0.560 0.675 2.480 2.330 2.375
23 0.800 0.810 0.905 1.580 1.670 1.560
24 1.940 1.840 2.050 8.680 8.940 9.090
T - B.1 Table: simulated default rates for K = 1 and rel - in percent
Gaussian copula t-copula
cpty no. M = 5000 M = 10000 M = 20000 M = 5000 M = 10000 M = 20000
1 1.600 1.540 1.710 2.640 2.450 2.355
2 0.800 0.820 0.825 1.920 2.000 1.900
3 11.200 11.520 10.880 10.500 10.860 10.945
4 1.480 1.200 1.225 4.220 5.050 4.495
5 2.500 2.510 2.495 8.220 8.500 8.305
6 2.720 3.030 2.950 3.720 3.810 3.830
7 9.180 9.230 9.615 10.340 10.520 10.480
8 2.260 2.210 2.275 3.160 3.320 3.320
9 1.160 1.310 1.295 7.180 7.200 7.335
10 2.400 2.530 2.600 6.540 6.360 6.675
11 0.880 1.110 1.030 3.960 4.130 4.075
12 0.260 0.380 0.335 1.340 1.400 1.480
13 2.220 2.370 2.335 6.480 6.770 6.400
14 0.760 0.800 0.815 1.320 1.340 1.385
15 3.020 3.130 3.240 5.320 5.080 5.270
16 1.420 0.970 1.210 2.060 1.820 1.910
17 0.900 0.710 0.810 1.380 1.250 1.390
18 1.940 1.820 1.945 4.740 4.590 4.695
19 1.480 1.550 1.545 3.100 3.160 3.305
20 0.780 0.840 0.805 3.160 3.160 3.185
21 2.620 2.840 2.730 4.900 4.590 4.805
22 1.000 0.800 0.925 3.560 3.370 3.470
23 0.940 0.850 0.975 1.640 1.750 1.895
24 2.840 2.400 2.600 12.560 12.050 12.565
T - B.2 Table: simulated default rates for K = 1 and log - in percent
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Gaussian copula t-copula
cpty no. M = 5000 M = 10000 M = 20000 M = 5000 M = 10000 M = 20000
1 3.140 2.560 2.760 3.160 2.690 2.665
2 0.720 0.780 0.850 1.040 1.110 0.965
3 2.440 2.360 2.245 2.560 2.940 2.315
4 0.160 0.130 0.120 0.340 0.270 0.245
5 2.080 2.330 2.085 2.460 2.550 2.380
6 0.420 0.470 0.540 0.680 0.630 0.745
7 7.660 7.870 7.335 9.800 10.260 9.575
8 2.420 2.430 2.410 2.200 2.630 2.270
9 0.820 0.640 0.785 1.180 1.260 1.060
10 1.400 1.320 1.410 2.040 1.840 1.755
11 0.680 0.680 0.660 0.980 0.980 0.885
12 0.380 0.260 0.460 0.980 0.950 1.025
13 0.900 0.810 0.770 1.380 1.370 1.180
14 0.980 0.740 0.835 1.980 1.830 1.605
15 2.440 2.360 2.455 3.520 3.770 3.540
16 1.360 1.290 1.390 1.800 1.690 1.940
17 1.000 1.050 1.055 1.720 1.960 1.755
18 3.460 3.490 3.790 6.520 6.240 6.225
19 1.540 1.640 1.705 2.160 2.330 1.995
20 0.980 0.900 0.800 1.380 1.470 1.170
21 1.520 1.850 1.680 2.120 2.500 2.225
22 0.700 0.840 0.825 1.040 1.140 1.005
23 1.680 1.410 1.605 2.400 2.410 2.335
24 1.600 1.650 1.495 2.340 2.360 2.055
T - B.3 Table: simulated default rates for K = 5 and rel - in percent
Gaussian copula t-copula
cpty no. M = 5000 M = 10000 M = 20000 M = 5000 M = 10000 M = 20000
1 4.200 4.290 4.085 4.820 4.120 4.215
2 1.140 1.060 1.110 1.740 1.720 1.680
3 2.980 3.080 3.165 3.720 3.750 3.670
4 0.180 0.160 0.150 0.660 0.730 0.595
5 8.040 7.800 7.970 8.960 9.050 8.870
6 1.000 1.010 1.050 2.260 1.930 2.145
7 10.160 10.130 9.910 13.980 14.320 14.210
8 6.080 7.360 7.100 7.540 7.600 7.485
9 1.000 0.850 0.985 2.360 2.000 2.100
10 1.980 1.560 1.690 3.160 2.570 2.665
11 0.860 0.890 0.895 1.660 1.400 1.655
12 0.580 0.570 0.770 2.100 1.860 2.095
13 1.060 1.020 1.070 2.780 2.090 2.175
14 1.460 1.190 1.260 3.460 2.910 3.095
15 3.500 3.290 3.425 6.600 5.600 5.980
16 2.840 2.370 2.865 5.980 4.970 5.555
17 1.880 1.890 1.795 5.240 4.430 4.730
18 4.200 4.280 4.615 8.980 8.320 8.910
19 1.980 2.110 2.195 3.360 3.160 3.120
20 1.740 1.590 1.510 3.380 3.070 3.210
21 2.220 2.530 2.620 4.100 3.580 4.035
22 1.540 1.750 1.630 4.780 4.660 4.820
23 2.660 2.520 2.840 7.460 7.010 7.360
24 3.000 3.040 3.250 8.680 8.290 8.295
T - B.4 Table: simulated default rates for K = 5 and log - in percent
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F - B.7 Figure: simulated intensity for counterparty d = 2 - K = 1 and abs
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F - B.8 Figure: simulated intensity for counterparty d = 2 - K = 5 and abs
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F - B.9 Figure: simulated intensity for counterparty d = 3 - K = 1 and abs
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F - B.10 Figure: simulated intensity for counterparty d = 3 - K = 5 and abs
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F - B.11 Figure: simulated intensity for counterparty d = 4 - K = 1 and abs
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F - B.12 Figure: simulated intensity for counterparty d = 4 - K = 5 and abs
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F - B.13 Figure: simulated intensity for counterparty d = 5 - K = 1 and abs
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F - B.14 Figure: simulated intensity for counterparty d = 5 - K = 5 and abs
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F - B.37 Figure: simulated intensity for counterparty d = 17 - K = 1 and abs
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B.6 An Alternative Algorithm
A - B.1 Algorithm (Alternative Copula- and Default-Dependent Intensity Model)
Given
• time horizon with time grid tn, n = 0, . . . , N , t0 = 0, tn = T
• copula function K and marginal distributions F d, d = 1, . . . , D
Step 1
• for d = 1, . . . , D:
• calibrate Λd ∼ F d to market data on the given time grid
• compute (F d)−1
• set λd0 > 0 according to market data, κd0, γ0 = 1
• draw ud ∼ U(0, 1)
• calibrate K to market data on the given time grid
• set K0 = K
• set E0 = {1, . . . , D}, C0 = ∅
Step 2 - for n = 1, . . . , N :
• for d ∈ En−1:
• compare γdn−1 · exp(−λdn−1(tn − tn−1) ≤ ud
• true ⇒ default for position d˜
• set En−1 = En−1 \ {d˜}, Cn−1 = Cn−1 ∪ {d˜}
• compute
v˜d˜n =
F d˜(0)− F d˜
(
−λd˜tn−1
)
κd˜n−1 − F d˜
(
−λd˜tn−1
)
• set v˜(Cn−1) = (v˜(Cn−1), v˜d˜n)1
• next d ∈ En−1
• false ⇒ no default: next d ∈ En−1
• set En = En−1 and Cn = Cn−1
• compute Kn = ∂∂v˜(Cn)Kn−1 given V (Cn) = v˜(Cn)
• draw vn ∼ Kn
• for d ∈ En:
• compute ∆λdn = (F d)−1
[
vdn
(
κdn − F d
(−λdn−1))+ F d (−λdn−1)]
• compute λdn = λdn−1 + ∆λdn
• compute γdn = γdn−1 · exp(−λdn−1(tn − tn−1))
• for d ∈ Cn:
• set ∆λdn = 0, λdn = λdn−1 and γdn = γdn−1
• set n = n+ 1
1Not in permuted order.
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C α-stable Distributions
The application of mathematical models naturally generates issues such as calibration to data,
simulation or evaluation. Especially when components of time are involved (as for stochastic
processes for instance), outcomes depend on the relevant time horizon and the specified time grid
for numerical implementation. Once this setup is fixed, all modeling variables are fitted to this
very partition. Afterward, a further subsequent separation is generally not possible.
In the presented ca`dla`g framework with generalized (i.e., not truncated) distributions, the problem
of being restricted to one predetermined time grid can be bypassed - to some extents - if marginal
distributions follow an α-stable law.
For outlining the idea, assume that the general distributions F d, d = 1, . . . , D, are calibrated to
the time grid [tn, tn+1), n = 0, . . . , N
1. Now, it can be desirable to use a finer resolution: Say
[tn, tn+1) has M ∈ N sub-intervals [tn,m−1, tn,m), m = 1, . . . ,M , with tn,0 = tn and tn,M = tn+1.
The direct way is to fit F d to the new setup. Avoiding a new calibration, one can chose distributions
which offer certain stability features, i.e., the sum of the random variables on the sub-interval Λdm
are connected to the former random variable Λd in terms of distributions, mathematically
M−1∑
m=0
Λdm
d
= Λd .
So called α-stable distributions feature this sum-stability property2. The mathematical framework
- comprising equivalent definitions, characteristic of α-stable laws and a multivariate extension in
combination with copulas - are presented in the following Sections C.1 and C.2.
C.1 One-dimensional α-stable Distributions
The analysis of α-stable laws - α indicates the index of stability - as sums of i.i.d. random variables
goes back to the beginning of probability theory. As a pioneer, Paul Le´vy advanced developments
on this sub-domain. Early comprehensive and quite general monographs on the topic are “Limit
Distributions For Sums of Independent Random Variables” [30] by Gnedenko and Kolmogorov in
19543 and “An Introduction to Probability Theory and Its Applications” [24] by Feller4.
In particular, profound monographs on α-stable distributions are sparse, advisable are “Stable
Non-Gaussian Random Processes” [57] by Samorodnitsky and Taqqu and “One-Dimensional Stable
Distributions” [66] by Zolotarev5.
The subsequent results are primarily borrowed from [57], particularly with regard to notation and
parametrization6. Due to the fact that four parameters determine α-stable random variables, their
distributions provide a great flexibility for modeling issues, for instance heavy-tailed or skewed laws.
Though, density functions do not have closed-forms in general.
1Distributions F d, d = 1, . . . , D, are not truncated as conditional cdfs in each time step as for our model, see
Chapter 10.
2In literature, the reader will also find different types of stability under diverse mathematical operations such as
max, min amongst others. We focus on sum-stable distributions.
3Revised in 1968. The Russian edition appeared in 1946.
4First edition 1966, second edition 1971. As a German book “Wahrscheinlichkeitstheorie” by Bauer [3] is recom-
mendable.
5Further information is found in the books of Christoph and Werner [13] and Nolan [53].
6Throughout history of stable distributions there are confusions about
• the notation of stability (strictly stable, stable and quasi stable) and
• the description of parameters. Dependent exploited features, a different parametrization are used.
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C.1.1 Equivalent Definitions and Properties of α-stable Laws
Samorodnitsky and Taqqu show in [57], Chapter 1, that the following definitions of α-stable laws
are equivalent. he first and commonly most intuitive specification points out the stability feature.
It indicates that the distribution of sums of i.i.d. random variables is equivalent to the distribution
of the original random variable under certain conditions.
C.1 Definition (compare Definition 1.1.4 in [57])
A random variable X has stable distribution with index of stability or characteristic exponent α if
for any N ∈ N, N ≥ 2, there exist a positive number CN and a real number DN such that
N∑
n=1
Xn
d
= CNX +DN
holds in which X1, . . . , XN are i.i.d. copies of X. Feller showed in [24], Section VI.1., Theorem 1.,
that necessarily it holds CN = N
1/α for some α ∈ (0, 2].
C.2 Notation (α-stable)
A stable distribution with index of stability α is usually denoted as α-stable distribution. If DN = 0
for all N , the random variable X is called strictly stable.
The second definition is related to the central limit theorem7.
C.3 Definition (compare Definition 1.1.5 in [57])
A random variable X has stable distribution if it has a domain of attraction, i.e., for sequences of
i.i.d. random variables Y1, . . . , YN , N ∈ N, with positive numbers cN and real numbers dN
1
cN
N∑
n=1
Yn + dN
d→ X (C.1)
holds. Note that the random variables Yn, n ∈ N, must not necessarily be stable. If the sequence
in the denominator of (C.1) holds
cN = N
1/α ,
then the Yn’s belong to the normal domain of attraction. Generally, the sequence can be set as
cN = N
1/α · h(N)
in which h(x), x > 0, is a slowly varying function at infinity8 which means that
lim
x→∞
h(u · x)
h(x)
= 1 ∀ u > 0 .
The next example shows in how far Definition (C.3) is connected the Central Limit Theorem.
C.4 Example (Central Limit Theorem)
Let Y1, . . . , YN be a sequence of i.i.d. random variables which are square integrable, i.e., E[Y 21 ] <∞,
such that Y1 has finite variance σ
2. Choose cN =
√
N · σ. W.lo.g. let E[Y1] = 0 and set dN = 0.
Then, due to the Central Limit Theorem B.7, it holds
Y1 + . . .+ YN√
Nσ
d→ X ∼ N(0, 1) .
Thus, Equation (C.1) can be regarded as a sort of expanded version of the Central Limit Theorem
for i.i.d. random variables.
7Compare Appendix B.1, Theorem B.7.
8Compare [24], Section XVII.5.
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The last definition is the most useful one for analysis and calculation as it comprises the charac-
teristic function and all four defining parameters of stable distributions.
C.5 Notation (Parameters of Stable Laws)
An α-stable distribution is uniquely specified by four parameters:
1. α ∈ (0, 2] - the index of stability or characteristic exponent
2. σ ≥ 0 - the scale parameter
3. β ∈ [−1, 1] - the skewness parameter
4. µ ∈ R - the shift or location parameter
This notation becomes clear in Section C.1.2 dealing with properties of stable laws.
C.6 Definition (compare Definition 1.1.6, [57])
A random variable X has stable distribution if its characteristic function φX holds
φX(θ) = E [exp (iθX)]
=
{
exp
(−σα|θ|α (1− iβ sgn(θ) tan (piα2 ))+ iµθ) for α 6= 1
exp
(−σ|θ| (1 + iβ 2pi sgn(θ) ln (|θ|))+ iµθ) for α = 1 . (C.2)
Samorodnitsky and Taqqu show in [57] that Definitions C.1, C.3 and C.6 are equivalent.
C.7 Notation
If X has stable distribution, we denote X ∼ Sα(σ, β, µ) with the parametrization of (C.2)9.
It is easy to check that parameter β vanishes for α = 2, and Equation (C.2) states
φZ(θ) = exp
(−σ2|θ|2 + iµθ)
which is unmistakable the characteristic function for a Gaussian random variable X ∼ N(µ, 2σ2).
Moreover, for α = 1, the term tan
(
pi
2
)
=∞ causes difficulties and explains the separation of (C.2).
Without going into further details, slight different equations and features need to be analyzed for
this case.
C.1.2 Parameters and Properties of Stable Laws
Due to Equation (C.2), it is obvious that the most influencing parameter is the index of stability
α. Moreover, we want to reason the denotation of the other parameters, see Notation C.5. Some
properties of stable laws can directly be assigned, compare [57], Properties 1.2.2 - 1.2.5, 1.2.8,
Corollaries 1.2.7 and 1.2.9.
C.8 Proposition (Properties and Parameters)
Let X ∼ Sα(σ, β, µ).
1. Let k ∈ R. Then, X + k ∼ Sα(σ, β, µ+ k) justifying the notation shift parameter.
2. Let k ∈ R \ {0}. Then,
for α 6= 1 : k ·X ∼ Sα(|k| · σ, sgn(k) · β, k · µ) and
for α = 1 : k ·X ∼ S1
(
|k| · σ, sgn(k) · β, k ·
(
µ− 2
pi
· ln(|k|)σβ
))
justifying the notation scale parameter for σ.
9For a discussion of the different parametrization and notation of parameters, the reader is referred to [66].
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3. Let µ = 0 and α ∈ (0, 2). Then,
X ∼ Sα(σ, β, 0) ⇔ −X ∼ Sα(σ,−β, 0)
4. X ∼ Sα(σ, β, µ) is symmetric about µ if and only if β = 0.
Properties 3 and 4 justify the notation skewness parameter for β.
5. Let X ∼ Sα(σ, β, µ) and α 6= 1. Then, X − µ is strictly stable.
Let X ∼ S1(σ, β, µ). Then, X is strictly stable if and only if β = 0.
6. Let X1, . . . , XN be i.i.d. with X1 ∼ Sα(σ, β, µ). Then,
for α 6= 1 : 1
N1/α︸ ︷︷ ︸
cN
N∑
n=1
Xn + − 1
N1/α
(
µ
(
N −N1/α
))
︸ ︷︷ ︸
dN
d
= X1 and
for α = 1 :
1
N︸︷︷︸
cN
N∑
n=1
Xn + − 2
pi
ln(N)σβ︸ ︷︷ ︸
dN
d
= X1 .
A proof can be found in [57], Sections 1.2.
The following proposition is Property 1.2.16 in [57] and sheds light on the moments (expectation
and variance) of stable random variables.
C.9 Proposition (Moments of α-stable Laws)
1. For X ∼ Sα(σ, β, µ) and α ∈ (0, 2), it holds
E [|X|p] <∞ for 0 < p < α and E [|X|p] =∞ for p ≥ α .
2. For α ∈ (1, 2] and X ∼ Sα(σ, β, µ), it holds E[X] = µ.
Sketch of Proof
A derivation is found in [57], pp. 16 - 18, which exploits the tail behavior of α-stable distributions.
For X ∼ Sα(σ, β, µ) and 0 < α < 2, we have
lim
λ→∞
λαP[X > λ] = ζα
1 + β
2
σα and
lim
λ→∞
λαP[X < −λ] = ζα 1− β
2
σα
for some α-depending constant ζα. As E[|X|p] =
∞∫
0
P[|X|p > λ]dλ, the statement follows.
Summarized, the advantageous features of α-stable random variables are
+ stability in distribution
+ closed-form characteristic functions
+ the possibility to generate a great variety of distributions (skewed, heavy-tailed etc.).
As drawback - especially as a consequence of Proposition C.9 - they do not always possess an
expectation (for α ≤ 1) and exhibit infinite variance (for α < 2). Thus, assumptions for several
classical probability theorems are (partly) not fulfilled and therefore not applicable as they are for
the Gaussian case α = 2.
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The following statement serves as support for the next section.
C.10 Lemma (Comparison of Parameters)
Assume that
• X ∼ Sα(σ, β, µ),
• Y1, . . . , YN are i.i.d. with Y1 ∼ Sα(σN , βN , µN ) for N ∈ N, and
– σN = N
−1/ασ,
– βN = β,
– µn =
1
N µ
• Y :=
N∑
n=1
Yn for N ∈ N, and
• YL :=
L∑
n=1
Yn with YL ∼ Sα(σL, βL, µL) for L ∈ N, and
– σL =
(
L
N
)1/α
σ
– βL = β,
– µL =
L
N µ.
Then, it holds
1. Y1 ∼ Sα
(
N−1/ασ, β, 1N µ
)
2. X
d
= Y
3. YL ∼ Sα
((
L
N
)1/α
σ, β, LN µ
)
4. Y1
d
= cNX − dN with
cN := N
−1/α and dN := µ
(
N−1/α −N−1) for α 6= 1.
cN :=
1
N and dN :=
1
N
2
pi ln(N)σβ for α = 1
Proof
a) By definition, the characteristic function of X holds
ΦX(θ) =E [exp (iθX)] =
{
exp
(−σα|θ|α (1− iβ sgn(θ) tan (piα2 ))+ iµθ) for α 6= 1
exp
(−σ|θ| (1 + iβ 2pi sgn(θ) ln (|θ|))+ iµθ) for α = 1 . (C.3)
b) For the characteristic function of Y , we have
ΦY (θ) =Φ N∑
n=1
Yn
(θ) = ΦY1(θ) . . .ΦYN (θ) = (ΦY1(θ))
N
as Yn, n = 1, . . . , N, are i.i.d.
=
{[
exp
(−σαN |θ|α (1− iβN sgn(θ) tan (piα2 ))+ iµNθ)]N for α 6= 1[
exp
(−σN |θ| (1 + iβN 2pi sgn(θ) ln (|θ|))+ iµNθ)]N for α = 1
=
{
exp
(−NσαN |θ|α (1− iβN sgn(θ) tan (piα2 ))+ iNµNθ) for α 6= 1
exp
(−NσN |θ| (1 + iβN 2pi sgn(θ) ln (|θ|))+ iNµNθ) for α = 1 . (C.4)
With σα = NσαN ⇒ σN = N−1/ασ
β = βN
µ = NµN ⇒ µN = 1N µ
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it holds (C.3) = (C.4) which proofs
1) Y1 ∼ Sα
(
N−1/ασ, β, 1N µ
)
and implies
2) X
d
= Y =
N∑
n=1
Yn due to the equivalence of characteristic functions.
c) For the characteristic function of YL, we have
ΦYL(θ) = (ΦY1(θ))
L
=
{
exp
(−LσαN |θ|α (1− iβN sgn(θ) tan (piα2 ))+ iLµNθ) for α 6= 1
exp
(−LσN |θ| (1 + iβN 2pi sgn(θ) ln (|θ|))+ iLµNθ) for α = 1 . (C.5)
Set LσαN = L
(
N−1/ασ
)α
= LN σ
α =
((
L
N
)1/α
σ
)α
βN = β
LµN =
L
N µ
which yields assertion 3) YL =
L∑
n=1
Yn ∼ Sα
((
L
N
)1/α
σ, β, LN µ
)
.
d) From Proposition C.8, number 6), we know that
1
N1/α
(
N∑
n=1
Xn − µ
(
N −N1/α
))
d
= X
holds for X ∼ Sα(σ, β, µ) with α 6= 1 and X1, . . . , XN , N ∈ N, as i.i.d. copies of X.
Straightforward calculation yields
1
N1/α
(
N∑
n=1
Xn − µ
(
N −N1/α
))
=
1
N1/α
(
N∑
n=1
(
Xn − µ
(
1− N
1/α
N
)))
=
N∑
n=1
(
1
N1/α
Xn − 1
N1/α
µ
(
1− N
1/α
N
))
=
N∑
n=1
(
N−1/αXn − µ
(
N−1/α −N−1
))
.
Exploiting properties 2) and 1) of Proposition C.8, we receive the distribution of Y1 as
N−1/αX1 ∼ Sα(N−1/ασ, β,N−1/αµ) and
N−1/αX1 − µ
(
N−1/α −N−1
)
∼ Sα
(
N−1/ασ, β,N−1/αµ− µ
(
N−1/α −N−1
))
⇔ N−1/αX1 − µ
(
N−1/α −N−1
)
∼ Sα
(
N−1/ασ, β,
1
N
µ
)
.
e) From Proposition C.8, number 6), we know that
1
N
N∑
n=1
Xn − 2
pi
ln(N)σβ
d
= X
holds for X ∼ S1(σ, β, µ) and X1, . . . , XN , N ∈ N, as i.i.d. copies of X.
Transformation of the sum implies
N∑
n=1
(
1
N
Xn − 1
N
2
pi
ln(N)σβ
)
d
= X .
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Exploiting properties 2) and 1) of Proposition C.8, we receive that
1
N
X1 ∼ S1
(
1
N
σ, β,
1
N
µ− 1
N
2
pi
ln
(
1
N
)
σβ
)
⇔ 1
N
X1 ∼ S1
(
1
N
σ, β,
1
N
µ+
1
N
2
pi
ln(N)σβ
)
and therefore
1
N
Xn − 1
N
2
pi
ln(N)σβ ∼ S1
(
1
N
σ, β,
1
N
µ+
1
N
2
pi
ln(N)σβ − 1
N
2
pi
ln(N)σβ
)
⇔ 1
N
Xn − 1
N
2
pi
ln(N)σβ ∼ Sα
(
1
N
σ, β,
1
N
µ
)
which is the distribution of Y1.
Note that the first results are independent of the choice of α ∈ (0, 2]. The implication is similar to
number 6) of Proposition C.8. There, however, the sum of random variables is scaled to receive in
turn the very cdf, i.e., X = cN ·
N∑
n=1
Xn − dN with X d= Xn, n = 1, . . . , N .
In contrast, the intention is to describe a given distribution (of X) by means of a non-scaled sum
of random variables, i.e., X =
N∑
n=1
Yn. Lemma C.10 shows that this is possible if parameters of
each summand Yn=1,...,N are scaled versions of the parameters of the initial variable X. The result
is that distributions are equivalent if the scaling factors (cN , dN ) and the scaled parameters are
chosen as given in Lemma C.10.
C.2 A Multivariate Extension
A general treatment on multivariate α-stable distributions is given in Samorodnitsky and Taqqu
[57], Chapter 2. We analyze multivariate dependency structures, i.e., multivariate random variables
with α-stable margins connected by copula functions.
For the one-dimensional case, the previous subsection shows that sums of α-stable variables are
compoundable to single ones, Proposition C.8 and Lemma C.10. This property is extendable to a
multivariate setup.
C.11 Notation
1. Xd ∼ F d := Sαd (σd, βd, µd) for d = 1, . . . , D,
2. X := (X1, . . . , XD)′ ∼ F with copula C in sense of Notation 2.4,
3. Y dn , n = 1, . . . , N , as sequence of i.i.d. random variables for each d = 1, . . . , D with
Y d1 ∼ Gd := Sαd
(
N−1/αdσd, βd,
1
N
µd
)
,
4. Y1 := (Y
1
1 , . . . , Y
D
1 )
′ ∼ G,
5. Zdn, n = 1, . . . , N , as sequence of i.i.d. random variables for each d = 1, . . . , D with
Zd1 := c
d
NX
d + ddN
in which cdN and d
d
N are given as in Lemma C.10, item 4, and
6. Z1 := (Z
1
1 , . . . , Z
D
1 )
′ ∼ H.
C.2 A Multivariate Extension 157
Part I
1. As shown in Lemma C.10, it holds for each d = 1, . . . , D
a) Zd1
d
= Y d1 ∼ Gd and
b)
N∑
n=1
Y dn
d
=
N∑
n=1
Zdn
d
= Xd ∼ F d.
2. Due to their continuity, margins X1, . . . , XD have an unique copula C, see Sklar’s Theo-
rem 2.2. As
T d(Xd) := cdNX
d − ddN = Zd1 ∼ Gd, d = 1, . . . , D
is a strictly increasing transformation of Xd, margins Z11 , . . . , Z
D
1 also have copula C (invari-
ance property, see Proposition 2.5). Thus, it holds
H(x1, . . . , xD) = C(G1(x1), . . . , GD(xD))
which is generally not equal to
F (x1, . . . , xD) = C(F 1(x1), . . . , FD(xD)) .
3. Further, Y1 =
(
Y 11 , . . . , Y
D
1
)′
has a multivariate distribution function G with α-stable margins
G1, . . . , GD. As they are continuous, their copula CY1 is unique, Theorem 2.2, i.e.,
G(x1, . . . , xD) = CY1(G
1(x1), . . . , GD(xD)) .
Choosing CY1 = C, we receive an equivalence in distribution for Y1 and Z1, i.e.,
G(x1, . . . , xD) = C(G1(x1), . . . , GD(xD)) = H(x1, . . . , xD) .
If and only if Y1 has copula C, it holds Y1
d
= Z1 or equivalently G = H = C(G
1, . . . , GD).
Part II
We denote YN :=
(
N∑
n=1
Y 1n , . . . ,
N∑
n=1
Y Dn
)′
∼ GN and ZN :=
(
N∑
n=1
Z1n, . . . ,
N∑
n=1
ZDn
)′
∼ HN .
The sequences
(
Y 1n , . . . , Y
D
n
)′
and
(
Z1n, . . . , Z
D
n
)′
, n = 1, . . . , N , are i.i.d. with Y1, Z1 ∼ G and
copula C. Sums of i.i.d. RD-valued random variables are added up component-wise
N∑
n=1
(
Y 1n , . . . , Y
D
n
)′
=
(
N∑
n=1
Y 1n , . . . ,
N∑
n=1
Y Dn
)′
.
Due to the stability property for α-stable random variables, we have
N∑
n=1
Y dn
d
= Xd ∼ F d
for d = 1, . . . , D. Again, GN is a multivariate distribution function with continuous margins
F 1, . . . , FD, therefore its copula CYN is unique.
If and only if we set CYN = C, this implies an equivalence in distribution GN = F , i.e.,
GN (x
1, . . . , xD) = CYN ((F
1(x1), . . . , FD(xD)) = C(F 1(x1), . . . , FD(xD)) = F (x1, . . . , xD)
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or equivalently (
N∑
n=1
Y 1n , . . . ,
N∑
n=1
Y Dn
)′
d
= (X1, . . . , XD)′ .
The same argument applies for ZN . Choosing CZN = C, we receive HN = F , i.e.,
HN (x
1, . . . , xD) = CZN (F
1(x1), . . . , FD(xD)) = C(F 1(x1), . . . , FD(xD)) = F (x1, . . . , xD)
or equivalently
(
N∑
n=1
Z1n, . . . ,
N∑
n=1
ZDn
)′
d
= (X1, . . . , XD)′ .
C.12 Remark
The distribution of sums of i.i.d. RD-valued random variables is the convolution of the distributions
of its summands10, i.e.,
GN = G ∗ . . . ∗G .
As G = C(G1, . . . , GD) - Part I with CY1 = C, and GN = F - Part II with CYN = C, it must hold
GN = G ∗ . . . ∗G = C(G1, . . . , GD) ∗ . . . ∗ C(G1, . . . , GD) = C(F 1, . . . , FD) = F
and therefore with F d = Gd ∗ . . . ∗Gd - Part I, number 1
C(G1, . . . , GD) ∗ . . . ∗ C(G1, . . . , GD) = C(G1 ∗ . . . ∗G1, . . . , GD ∗ . . . ∗GD) .
The same applies for random variables Z1 and ZN . Summarized, using identical dependence
structures (i.e., the same copula) for the respective variables, equivalent outcomes can be produced
• by drawing N -times copula distributed random variables and aggregating via sums or
• by drawing N -times random variables with given margins and aggregating via copulas.
Moreover, due to their α-stability, it is insignificant whether random variables are transformed
(Zd1 ) or have a different parametrization (Y
d
1 ) as long as they are in line with the superior variable
Xd for each d = 1, . . . , D.
D Proofs and Derivations
D.1 Proofs and Derivations - Part I
D.1.1 Proof of Proposition 2.5
Let CX be the copula of a random variable X = (X1, . . . , XD)
′ ∈ RD with continuous margins
F1, . . . , FD. Further, let T1, . . . , TD be strictly increasing transformations. Then, the transformed
random variable
T (X) := (T (X1), . . . , TD(XD))
′ ∈ RD
has copula CX as well, i.e., it holds
CX = CT (X) .
10See Satz 8.4. in [3], for instance.
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Proof
Denote X ∼ F and T (X) ∼ G with multivariate distribution functions F and G. Let Td(Xd) ∼ Gd
and remember that Xd ∼ Fd, d = 1, . . . , D. It holds
Gd(xd) = P[Td(Xd) ≤ xd] = P[Xd ≤ T−1d (xd)] = Fd
(
T−1d (xd)
)
for d = 1, . . . , D .
As Td are strictly increasing and Fd are continuous, margins Gd are continuous for d = 1, . . . , D.
Due to Sklar’s Theorem 2.2 - continuity of the margins implies uniqueness of the copula - copula
CT (X) of T (X) ∼ G is unique. Precisely, we have
CT (X)(G1(x1), . . . , GD(xD)) = G(x1, . . . , xD) = P [T1(X1) ≤ x1, . . . , TD(XD) ≤ xD]
= P
[
X1 ≤ T−11 (x1), . . . , XD ≤ T−1D (xD)
]
= F
(
T−11 (x1), . . . , T
−1
D (xD)
)
= CX
(
F1
(
T−11 (x1)
)
, . . . , FD
(
T−1D (xD)
))
= CX(G1(x1), . . . , GD(xD))
or shortened CT (X) = CX .
D.1.2 Clayton Copula Density - Equation (3.13)
For D ≥ 2, the Clayton Copula holds
CClθ (u1, . . . , uD) =
(
D∑
d=1
(
u−θd − 1
)
+ 1
)− 1θ
.
The multivariate density function for the Clayton Copula is
cCl(u1, . . . , uD, θ) =
D∏
d=1
[
(1 + (d− 1)θ) · u−θ−1d
] ·( D∑
d=1
u−θd −D + 1
)− 1θ−D
. (D.1)
Proof
Assertion: The dth derivative of the D-dimensional Clayton copula is
∂dC(u1, . . . , uD)
∂u1 . . . ud
=
d∏
i=1
[
(1 + (d− 1)θ) · u−θ−1i
] ·( D∑
d=1
u−θd −D + 1
)− 1θ−d
. (D.2)
Proof by induction.
d = 1:
W.l.o.g. we take the derivative with respect to variable u1.
∂C(u1, . . . , uD)
∂u1
= −1
θ
(
D∑
i=1
u−θi −D + 1
)− 1θ−1
· (−θ)u−θ−11
=
1∏
i=1
[
(1 + (d− 1)θ) · u−θ−1i
] ·( D∑
i=1
u−θi −D + 1
)− 1θ−1
.
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d− 1→ d:
W.l.o.g. we take the derivatives with respect to the variables u1, . . . , ud.
∂
∂ud
(
∂d−1C(u1, . . . , uD)
∂u1 . . . ∂ud−1
)
=
∂
∂ud
d−1∏
i=1
[
(1 + (i− 1)θ)u−θ−1i
]( D∑
i=1
u−θi − 1
)− 1θ−(d−1)−1
=
d−1∏
i=1
[
(1 + (i− 1)θ)u−θ−1i
]( D∑
i=1
u−θi − 1
)− 1θ−(d−1)−1
·
(
−1
θ
− (d− 1)
)
· (−θ) · u−θ−1d
=
d∏
i=1
[
(1 + (i− 1)θ) · u−θ−1i
] ·( D∑
i=1
u−θi −D + 1
)− 1θ−d
.
Set d = D in (D.1) to receive the multivariate Clayton copula density function (D.2).
D.1.3 Conditional Clayton Copula Distribution - Equation (2.10)
For the Clayton copula (D.1), we have
CCld|1,...,d−1(ud|u1, . . . , ud−1) =
1 + u−θd − 1d−1∑
i=1
u−θi − (d− 1) + 1

− 1θ−(d−1)
. (D.3)
Proof
First, see that
C(u1, . . . , ud, 1, . . . , 1) =
(
d∑
i=1
u−θi +
D∑
i=d+1
1−D + 1
)− 1θ
= C(u1, . . . , ud) .
Thus, it is
Cd|1,...,d−1(ud, 1, . . . , 1|u1, . . . , ud−1)
=
∂d−1C(u1, . . . , ud, 1, . . . , 1)
∂u1, . . . ∂ud−1
∂d−1C(u1, . . . , ud−1, 1, . . . , 1)
∂u1 . . . ∂ud−1
=
∂d−1C(u1, . . . , ud)
∂u1, . . . ∂ud−1
∂d−1C(u1, . . . , ud−1)
∂u1 . . . ∂ud−1
=
∂d−1C(u1, . . . , ud)
∂u1, . . . ∂ud−1
c(u1, . . . , ud−1)
=
d−1∏
i=1
[
(1 + (i− 1)θ) · u−θ−1i
] · ( d∑
i=1
u−θi − d+ 1
)− 1θ−(d−1)
d−1∏
i=1
[
(1 + (i− 1)θ) · u−θ−1i
] · (d−1∑
i=1
u−θi − (d− 1) + 1
)− 1θ−(d−1)
=

d∑
i=1
u−θi − d+ 1
d−1∑
i=1
u−θi − (d− 1) + 1

− 1θ−(d−1)
=
1 + u−θd − 1d−1∑
i=1
u−θi − (d− 1) + 1

− 1θ−(d−1)
.
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D.1.4 Inverted Conditional Clayton Copula - Equation (2.11)
For d = 2, . . . , D, the conditional distribution functions CCld|1,...,d−1 for the Clayton copula hold
CCld|1,...,d−1(ud|u1, . . . , ud−1; θ) =
1 + u−θd − 1d−1∑
i=1
u−θi − (d− 1) + 1

− 1θ−(d−1)
.
Proof
Derivation of Equation (2.11) is the inversion of Equation (2.10) = Equation (D.3). We have to
show that for each d ∈ {2, . . . , D} and given zd and u1, . . . , ud−1 it holds
ud =
((
z
− θ
1+θ(d−1)
d − 1
)
·
(
d−1∑
i=1
u−θi − (d− 1) + 1
)
+ 1
)− 1θ
for the inversion of Equation (D.3)
zd = C
Cl
d|1,...,d−1(ud|u1, . . . , ud−1; θ) =
1 + u−θd − 1d−1∑
i=1
u−θi − (d− 1) + 1

− 1θ−(d−1)
.
Therefore, for any d ∈ {2, . . . , D} we have
zd =
1 + u−θd − 1d−1∑
i=1
u−θi − (d− 1) + 1

− 1+θ(d−1)θ
⇔ z−
θ
1+θ(d−1)
d − 1 =
u−θd − 1
d−1∑
i=1
u−θi − (d− 1) + 1
⇔ u−θd =
(
z
− θ
1+θ(d−1)
d − 1
)
·
(
d−1∑
i=1
u−θi − (d− 1) + 1
)
+ 1
⇔ ud =
(
z
− θ
1+θ(d−1)
d − 1
)
·
(
d−1∑
i=1
u−θi − (d− 1) + 1
)− 1θ
.
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D.2.1 Proof of Lemma 9.12
To show:
P (t, T ) := E
[
1{τ>t}|Ht
]
= E
exp
− T∫
t
λsds
 |Gt

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Proof
P (t, T ) := E
[
1{τ>T}|Ht
]
= E
[
E
[
1{τ>T}|G ∨ Ft
] |Ht] = E [Q[NT −Nt = 0|G ∨ Ft]|Ht]
= E
exp
− T∫
t
λsds
 |Ht
 = E
exp
− T∫
t
λsds
 |Gt ∨ Ft

Note that we also have
E
[
1{τ>T}|G ∨ Ft
]
= Q [{τ > T} ∪ {τ > t}|G] = Q [γT > U |{γt > U} ∨ G]
=
Q [γT > U |G]
Q [γt > U |G] =
Q [U ≤ γT |G]
Q [U ≤ γt|G] =
γT
γt
= exp
− T∫
t
λsds

which gives the same result. Here, we have exploited the content of information Ft and the con-
struction of the default time, see Equation (9.2). Moreover, we have to get rid of the conditioning
filtration Ft. The default trigger U is independent of the filtration G. This in turns means that U
is independent of the σ-field σ
(
exp
(
− ∫ T
t
λsds
))
∨ Gt. Williams [65] showed that
E
exp
− T∫
t
λsds
 |Gt ∨ σ(U)
 = E
exp
− T∫
t
λsds
 |Gt
 .
With the inclusion Gt ⊂ Gt ∨ Ft ⊂ Gt ∨ σ(U), it yields
E
exp
− T∫
t
λsds
 |Gt ∨ Ft
 = E
exp
− T∫
t
λsds
 |Gt
 .
D.2.2 Proof of Proposition 9.17
1. Assume that up to time t ∈ [0, T ) no default has occurred, i.e., Et = D and τ(Et) > t.
The survival probability from t to T for a single obligor d ∈ {1, . . . , D} is given by
Qd(t, T ) := E
[
1{τd>T}|Ht
]
= E
[
C
(
γ1t , . . . , γ
d−1
t , γ
d
T , γ
d+1
t , . . . , γ
D
t
)
C(γt)
|Ht
]
.
The survival probability from t to T for all obligors is given by
Q(t, T ) := E
[
1{τ>T}|Ht
]
= E
[
C(γT )
C(γt)
|Ht
]
.
2. Assume that the set of defaulted obligors up to time t ∈ [0, T ) is Ct, i.e., τ(Ct) ≤ t.
The survival probability from t to T of a single obligor d ∈ Et is given by
Rd(t, T ) := E
[
1{τd∈Et>T}|Ht
]
= E

∂C
∂λt(Ct)C
(
γt(Et \ {d}), γdT ; γτ (Ct)
)
∂C
∂λt(Ct)C(γt(Et); γτ (Ct))
|Ht
 .
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The survival probability from t to T of all non-defaulted obligors is given by
R(t, T ) := E
[
1{τ(Et)>T}|Ht
]
= E

∂C
∂λt(Ct)C (γT (Et); γτ (Ct))
∂C
∂λt(Ct)C(γt(Et); γτ (Ct))
|Ht
 .
Proof
Assume that no default has occurred up to time t. For Qd(t, T ), we have
E
[
1{τd>T}|Ht
]
= E
[
E
[
1{τd>T}|G ∨ Ft
] |Ht] = E [E [1{τd>T}∩{τ>t}|G ∨ Ft] |Ht]
=E
[
Q
[{τd > T} ∩ {τ > t}|G ∨ Ft] |Ht]
=E
[
Q
[
(τ1, . . . , τd−1, τd, τd+1, . . . , τD)′ > (t, . . . , t, T, t . . . , t)′|G ∨ Ft
]
Q [τ > t|G ∨ Ft] |Ht
]
=E
[
Q
[
(U1, . . . , Ud−1, Ud, Ud+1, . . . , UD)′ < (γ1t , . . . , γ
d−1
t , γ
d
T , γ
d+1
t , . . . , γ
D
t )
′|G ∨ Ft
]
Q [U < γt|G ∨ Ft] |Ht
]
=E
[
Q
[
(U1, . . . , Ud−1, Ud, Ud+1, . . . , UD)′ ≤ (γ1t , . . . , γd−1t , γdT , γd+1t , . . . , γDt )′|G ∨ Ft
]
Q [U ≤ γt|G ∨ Ft] |Ht
]
=E
[
C
(
γ1t , . . . , γ
d−1
t , γ
d
T , γ
d+1
t , . . . , γ
D
t
)
C(γt)
|Ht
]
=
E
[
C
(
γ1t , . . . , γ
d−1
t , γ
d
T , γ
d+1
t , . . . , γ
D
t
) |Ht]
C(γt)
.
For Q(t, T ), we have
E
[
1{τ>T}|Ht
]
= E
[
E
[
1{τ>T}|G ∨ Ft
] |Ht] = E [E [1{τ>T}∩{τ>t}|G ∨ Ft] |Ht]
=E [Q [{τ > T} ∩ {τ > t}|G ∨ Ft] |Ht] = E
[
Q [{τ > T}|G ∨ Ft]
Q [τ > t|G ∨ Ft] |Ht
]
=E
[
Q [U < γT |G ∨ Ft]
Q [U < γt|G ∨ Ft] |Ht
]
= E
[
Q [U ≤ γT |G ∨ Ft]
Q [U ≤ γt|G ∨ Ft] |Ht
]
=
E [C(γT )|Ht]
C(γt)
.
Assume that the set of defaulted obligors up to time t ∈ [0, T ) is Ct. Let τ(Ct) = t(Ct), i.e.,(
τ d˜1 , . . . , τ d˜C
)
=
(
td˜1 , . . . , td˜C
)′
with td˜c ≤ t, d˜c ∈ Ct. For Rd(t, T ), we have
E
[
1{τd>T}|Ht
]
= E
[
1{τ(Et\{d})>t}∩{τd>T}∩{τ(Ct)=t(Ct)}|Ht
]
= E
[
Q
[{τ(Et \ {d}) > t} ∩ {τd > T} ∩ {τ(Ct) = t(Ct)}|G ∨ Ft]
Q [{τ > t} ∩ {τ(Ct) = t(Ct)}|G ∨ Ft] |Ht
]
= E
[
Q
[
U(Et \ {d}) < γt(Et \ {d}), Ud < γdT ;U(Ct) = γτ (Ct)|G ∨ Ft
]
Q [U(Et) < γt(Et);U(Ct) = γτ (Ct)|G ∨ Ft] |Ht
]
= E
[
Q
[
U(Et \ {d}) ≤ γt(Et \ {d}), Ud ≤ γdT ;U(Ct) = γτ (Ct)|G ∨ Ft
]
Q [U(Et) ≤ γt(Et);U(Ct) = γτ (Ct)|G ∨ Ft] |Ht
]
= E

∂C
∂λt(Ct)C
(
γt(Et \ {d}), γdT ; γτ (Ct)
)
∂C
∂λt(Ct)C (γt(Et); γτ (Ct))
|Ht
 .
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For R(t, T ),we have
E
[
1{τ(Et)>T}|Ht
]
= E
[
1{τ(Et)>T}∩{τ(Ct)=t(Ct)}|Ht
]
= E
[
Q [{τ(Et) > T} ∩ {τ(Ct) = t(Ct)}|G ∨ Ft]
Q [{τ(Et) > t} ∩ {τ(Ct) = t(Ct)}|G ∨ Ft] |Ht
]
= E
[
Q [U(Et) < γT (Et);U(Ct) = γτ (Ct)|G ∨ Ft]
Q [U(Et) < γt(Et);U(Ct) = γτ (Ct)|G ∨ Ft] |Ht
]
= E
[
Q [U(Et) ≤ γT (Et);U(Ct) = γτ (Ct)|G ∨ Ft]
Q [U(Et) ≤ γt(Et);U(Ct) = γτ (Ct)|G ∨ Ft] |Ht
]
= E

∂C
∂λt(Ct)C (γT (Et); γτ (Ct))
∂C
∂λt(Ct)C(γt(Et); γτ (Ct))
|Ht
 .
D.2.3 Proof of Lemma 10.6
Under Assumption 10.5 each marginal intensity process λdt is P-almost sure positive.
Proof
Let d ∈ {1, . . . , D} be fixed. As λdt , t ∈ [0, T ], is constant on each interval [tn, tn+1), it is sufficient
to prove that λdtn is positive for each n. As λt is Gt-adapted, conditioning on filtration Gtn−1 yields
P
[
λdtn ≤ 0|Gtn−1
]
= P
[
λdtn−1 + Λ
d
n ≤ 0|Gtn−1
]
= P
[
Λdn ≤ −λdtn−1 |Gtn−1
]
= F dn
(
−λdtn−1 |Gtn−1
)
=
F d
(
−λdtn−1 |Gtn−1
)
− F d
(
−λdtn−1 |Gtn−1
)
1− F d
(
−λdtn−1 |Gtn−1
) = 0 .
for n = 1, . . . , N . We naturally have F d
(
−λdtn−1 |Gtn−1
)
< 1. Otherwise, the distribution is not
admissible in sense of Definition 10.3.
D.2.4 Proof of Positivity of Equation (10.12)
Under Assumption 10.5 each marginal intensity λdt constructed by Equation (10.12) is P-almost
sure positive.
Proof
Define adn := −λdtn−1 , Gn := Gtn−1 . Remember that Λdn =
(
F d
)−1 [
V dn
(
1− F d(−adn)
)
+ F d(−adn)
]
.
As in D.2.3, it is sufficient to show that λtn > 0 under conditioning on Gn for each n = 0, . . . , N .
P[λdtn ≤ 0|Gn] = P[λdtn−1 + Λdn ≤ 0|Gn]
= P
[(
F d
)−1 [
V dn
(
1− F d(−adn)
)
+ F d(−adn)
] ≤ −adn|Gn]
= P
[
V dn
(
1− F d(−adn)
)
+ F d(−adn) ≤ F d(−adn)|Gn
]
= P
[
V dn ≤
0
1− F d(−adn)
|Gn
]
= 0
as F d is admissible and V dn , n = 1, . . . , N , are continuously uniformly distributed.
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D.2.5 Proof of Lemma 10.8
Under Assumptions 10.5, 10.7, and relevant filtrations Gm and Gn, the increments
Λdm =
(
F d
)−1 [
V dm
(
κdm − F d(−adm)
)
+ F d(−adm)
]
and
Λdn =
(
F d
)−1 [
V dn
(
κdn − F d(−adn)
)
+ F d(−adn)
]
derived as in Equation (10.12) are pseudo-independent for all m < n, i.e., it holds
P
[
Λdm ≤ x1,Λdn ≤ x2|Gm
]
= P
[
Λdm ≤ x1|Gm
] · E [P [Λdn ≤ x2|Gn] |Gm] .
Proof
Remember that it holds P[X ≤ x|G] = E [1{X≤x}|G]. Conditioning on filtration Gm provides
P
[
Λdm ≤ x1,Λdn ≤ x2|Gm
]
= E
[
1{Λdm≤x1,Λdn≤x2}|Gm
]
= E
[
1{(Fd)−1[V dm(κdm−Fd(−adm))+Fd(−adm)]≤x1,(Fd)−1[V dn (κdn−Fd(−adn))+Fd(−adn)]≤x2}|Gm
]
= E
[
1{
V dm≤
Fd(x1)−Fd(−adm)
κdm−Fd(−adm)
,V dn≤
Fd(x2)−Fd(−adn)
κdn−Fd(−adn)
}|Gm
]
As Vm ⊥ Vn, we receive
P
[
Λdm ≤ x1,Λdn ≤ x2|Gm
]
= E
[
1{
V dm≤
Fd(x1)−Fd(−adm)
κdm−Fd(−adm)
} · 1{
V dn≤
Fd(x2)−Fd(−adn)
κdn−Fd(−adn)
}|Gm
]
= E
[
1{
V dm≤
Fd(x1)−Fd(−adm)
κdm−Fd(−adm)
}|Gm
]
· E
[
1{
V dn≤
Fd(x2)−Fd(−adn)
κdn−Fd(−adn)
}|Gm
]
.
Due to iterated conditioning and Gm ⊆ Gn, this can be rewritten as
P
[
Λdm ≤ x1,Λdn ≤ x2|Gm
]
= P
[
V dm ≤
F d(x1)− F d(−adm)
κdm − F d(−adm)
|Gm
]
· E
[
E
[
1{
V dn≤
Fd(x2)−Fd(−adn)
κdn−Fd(−adn)
}|Gn
]
|Gm
]
= P
[
Λdm ≤ x1|Gm
] · E [P [Λdn ≤ x2|Gn] |Gm]
which proves the statement. Note that the random variable 1{
V dm≤
Fd(x1)−Fd(−adm)
κdm−Fd(−adm)
} is Gn-measurable.
Therefore, conditioning on Gn implies
P
[
Λdm ≤ x1,Λdn ≤ x2|Gn
]
= 1{
V dm≤
Fd(x1)−Fd(−adm)
κdm−Fd(−adm)
} · E
[
1{
V dn≤
Fd(x2)−Fd(−adn)
κdn−Fd(−adn)
}|Gn
]
= 1{Λdm≤x1} · P
[
Λdn ≤ x2|Gn
]
.
D.2.6 Proof of Proposition 10.20 - Part II
Let t ∈ (0, T ], Et, Ct and Gn be given. The original random variables
Λ = Λ(t) ∼ F with Λ(t) = (Λ(Et),Λ(Ct)) given Λ(Ct) = 0
and Φ = Φ(t) ∼ H with Φ(t) = (Φ(Et),Φ(Ct)) given Φ(Ct) = 0
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and the random change variables
Λn(t) ∼ Fn(t) and Φτ (t) ∼ Hτ (t)
have copulas K(t) and L(t), i.e., it holds
F
(
∆λd1n (t), . . . ,∆λ
dE
n (t),∆λ
d˜1
n (t) = 0, . . . ,∆λ
d˜C
n (t) = 0
)
= K
(
F d1
(
∆λd1n (t)
)
, . . . , F dE
(
∆λdEn (t)
)
, F d˜1(0, t), . . . , F d˜C (0, t)
)
,
Fn
(
∆λd1n (t), . . . ,∆λ
dE
n (t),∆λ
d˜1
n (t) = 0, . . . ,∆λ
d˜C
n (t) = 0
)
= K
(
F d1n
(
∆λd1n (t)
)
, . . . , F dEn
(
∆λdEn (t)
)
, F d˜1n (0, t), . . . , F
d˜C (0, t)
)
for the random change variables and
H
(
∆φd1τ (t), . . . ,∆φ
dE
τ (t),∆φ
d˜1
τ (t) = 0, . . . ,∆φ
d˜C
τ (t) = 0
)
= L
(
Hd1τ
(
∆φd1τ (t)
)
, . . . ,HdEτ
(
∆φdEτ (t)
)
, H d˜1τ (0, t), . . . ,H
d˜C (0, t)
)
,
Hτ
(
∆φd1τ (t), . . . ,∆φ
dE
τ (t),∆φ
d˜1
τ (t) = 0, . . . ,∆φ
d˜C
τ (t) = 0
)
= L
(
Hd1τ
(
∆φd1τ (t)
)
, . . . ,HdEτ
(
∆φdEτ (t)
)
, H d˜1τ (0, t), . . . ,H
d˜C (0, t)
)
for the default change variables.
Proof - Part II
For the second part, let - w.l.o.g. - t ∈ (0, τ) be fixed and Et, Ct and Ht be given. For the original
random variable Φ = Φ(t) ∼ F (t) given Φ(Ct) = 0, the next random change at τ , and under Ht,
we have
H (∆φn(t))
= H
(
∆φd1(t), . . . ,∆φdE (t),∆φd˜1(t) = 0, . . . ,∆φd˜C (t) = 0
)
= P [Φ(Et) ≤ ∆φn(Et) | {Φ(Ct) = 0} ∨ Ht]
= P
[
Φd1(t) ≤ ∆φd1n (t), . . . ,ΦdE (t) ≤ ∆φdEn (t) |
{
Φd˜1(t) = 0
}
∨ . . . ∨
{
Φd˜C (t) = 0
}
∨Ht
]
= P
[
Hd1
(
Φd1(t)
) ≤ Hd1 (∆φd1n (t)) , . . . ,HdE (ΦdE (t)) ≤ HdE (∆φdEn (t)) |{
H d˜1
(
Φd˜1(t)
)
= H d˜1(0, t)
}
∨ . . . ∨
{
H d˜C
(
Φd˜C (t)
)
= H d˜C (0, t)
}
∨Ht
]
.
As before with Hd
(
Φd
)
= Hd
(
Φd(t)
)
= W d(t) = W d, this implies
= P
[
W d1(t) ≤ Hd1 (∆φd1n (t)) , . . . ,W dE (t) ≤ HdE (∆φdEn (t)) |{
W d˜1(t) = H d˜1(0, t)
}
∨ . . . ∨
{
W d˜C (t) = H d˜C (0, t)
}
∨Ht
]
=
∂C
∂v(Ct)K
(
Hd1
(
∆φd1n (t)
)
, . . . ,HdE
(
∆φdEn (t)
)
; v(Ct)
) ∣∣∣∣
v(Ct)=(Hd˜1 (0,t),...,Hd˜C (0,t))′
= K
(
Hd1
(
∆φd1n (t)
)
, . . . ,HdE
(
∆φdEn (t)
)
, H d˜1(0, t), . . . ,H d˜C (0, t)
)
.
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For the model random variable Φn = Φn(t) ∼ Hn given Φn(Ct) = 0, it holds
Hn (∆φn(t))
= Hn
(
∆φd1(t), . . . ,∆φdE (t),∆φd˜1(t) = 0, . . . ,∆φd˜C (t) = 0
)
= P [Φn(Et) ≤ ∆φn(Et) | {Φn(Ct) = 0} ∨ Ht]
= P
[
Φd1n (t) ≤ ∆φd1n (t), . . . ,ΦdEn (t) ≤ ∆φdEn (t) |
{
Φd˜1n (t) = 0
}
∨ . . . ∨
{
Φd˜Cn (t) = 0
}
∨Ht
]
= P
[(
Hd1
)−1 [
W d1n (t)
(
κd1t −Hd1
(
−φd1t− |Ht
))
+Hd1
(
−φd1t− |Ht
)]
≤ ∆φd1n (t), . . . ,(
HdE
)−1 [
W dEn (t)
(
κdEt −HdE
(
−φdEt− |Ht
))
+HdE
(
−φdEt− |Ht
)]
≤ ∆φdEn (t) |{(
H d˜1
)−1 [
W d˜1n (t)
(
κd˜1t −H d˜1
(
−φd˜1t− |Ht
))
+H d˜1
(
−φd˜1t− |Ht
)]
= 0
}
∨ . . .∨{(
H d˜C
)−1 [
W d˜Cn (t)
(
κd˜Ct −H d˜C
(
−φd˜Ct− |Ht
))
+H d˜C
(
−φd˜Ct− |Ht
)]
= 0
}
∨Ht
]
= P
[
W d1n (t) ≤
Hd1(∆φd1n (t))−Hd1
(
−φd1t− |Ht
)
κd1t −Hd1
(
−φd1t− |Ht
) , . . . ,
W dEn (t) ≤
HdE (∆φdEn (t))−HdE
(
−φdEt− |Ht
)
κdEt −HdE
(
−φdEt− |Ht
) |
W d˜1n (t) = H
d˜1(0)−H d˜1
(
−φd˜1t− |Ht
)
κd˜1t −H d˜1
(
−φd˜1t− |Ht
)
 ∨ . . .∨W d˜Cn (t) = H
d˜C (0)−H d˜C
(
−φd˜Ct− |Ht
)
κd˜Ct −H d˜C
(
−φd˜Ct− |Ht
)
 ∨Ht
]
= P
[
W d1n (t) ≤ Hd1n
(
∆φd1n (t)
)
, . . . ,W dEn (t) ≤ HdEn
(
∆φdEn (t)
) |{
W d˜1n (t) = H
d˜1
τ d˜1
(0, t)
}
∨ . . . ∨
{
W d˜Cn (t) = H
d˜C
τ d˜C
(0, t)
}
∨Ht
]
.
For the last equation note that H d˜cn (0, t) = H
d˜c
τ d˜c
(0, t) due to φd˜c
t−n
= φd˜c
τ d˜c
for c = 1, . . . , C.
Further, we get
=
∂C
∂wn(Ct)K
(
Hd1n
(
∆φd1n (t)
)
, . . . ,HdEn
(
∆φdEn (t)
)
;wn(Ct)
) ∣∣∣∣
wn(Ct)=
(
H
d˜1
τd˜1
(0,t),...,H
d˜C
τd˜C
(0,t)
)′
= K
(
Hd1n
(
∆φd1n (t)
)
, . . . ,HdEn
(
∆φdEn (t)
)
, H d˜1
τ d˜1
(0, t), . . . ,H d˜C
τ d˜C
(0, t)
)
.
which proves the second part.
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