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Abstract
Plasmids are autonomously replicating genetic elements in bacteria. At cell division plas-
mids are distributed among the two daughter cells. This gene transfer from one generation
to the next is called vertical gene transfer. We study the dynamics of a bacterial popu-
lation carrying plasmids and are in particular interested in the long-time distribution of
plasmids. Starting with a model for a bacterial population structured by the discrete num-
ber of plasmids, we proceed to the continuum limit in order to derive a continuous model.
The model incorporates plasmid reproduction, division and death of bacteria, and distri-
bution of plasmids at cell division. It is a hyperbolic integro-differential equation and a
so-called growth-fragmentation-death model. As we are interested in the long-time distribu-
tion of plasmids we study the associated eigenproblem and show existence of eigensolutions.
The stability of this solution is studied by analyzing the spectrum of the integro-differential
operator given by the eigenproblem. By relating the spectrum with the spectrum of an inte-
gral operator we find a simple real dominating eigenvalue with a non-negative corresponding
eigenfunction. Moreover, we describe an iterative method for the numerical construction of
the eigenfunction.
Keywords Growth-fragmentation-death equation · Plasmid dynamics · Hyperbolic PDE ·
Eigenproblem · Spectral analysis
Mathematics Subject Classifier (2010) 92D25 · 35L02 · 35Q92 · 47A10 · 47B65
1 Introduction
Plasmids are extrachromosomal genetic elements in bacteria which can replicate autonomously
[11]. Plasmids have been intensively studied as they are used in biotechnology as vectors to
amplify DNA and for recombinant protein production [12]. Moreover, the spread of plasmids
is one mechanism by which antibiotic resistance genes spread in a bacterial population [11, 3].
For their biotechnological use it is important that bacteria do not loose plasmids as they cannot
produce the desired proteins without the corresponding genetic information. It is also important
that plasmids do not accumulate in bacteria as with a high plasmid load the metabolic burden
is very high and the bacteria become inactive i.e. non-producing [4]. Plasmid loss can be dealt
with by adding antibiotic resistance genes to the plasmid genome and antibiotics to the growth
medium of the bacteria such that only bacteria inheriting the plasmid can survive [12]. However,
it is not possible to counteract plasmid accumulation in the same way. Therefore, it is of great
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interest to study the distribution of plasmids in a bacterial population and to gain a deeper
understanding of the mechanisms leading to plasmid accumulation.
Plasmids can be classified by their copy number i.e. the number of plasmids a cell contains.
There are high-copy plasmids with hundreds of copies per cell and low-copy plasmids with only
few copies per cell [11]. It is usually assumed that high-copy plasmids are randomly distributed
to the daughter cells at cell division. However, there is also evidence that this is not the case
and there are also segregation mechanisms for high-copy plasmids such as clustering of plasmids
and localization at the cell poles [26, 21].
There are many different ways to model the dynamics of plasmids, for example one can con-
sider the bacterial population structured by the number of plasmids [17, 24] or distinguish
between the plasmid-free and the plasmid-bearing subpopulation [30]. There are discrete [5],
stochastic [23], and continuous models [16, 9]. Continuous models for plasmid dynamics can
be classified as aggregation-fragmentation or growth-fragmentation equations which have been
studied extensively [9, 22]. There is also extensive literature on models of structured populations
[19, 8, 20, 13] and of structured cell population dynamics [25, 16]. Arino [2] gives an overview of
different models and mathematical methods used for their analysis. The mathematical methods
used for the analysis of growth-fragmentation equations include theory of semigroups [33], the
Laplace transform [18], and theory of positive operators [18, 16].
The aim of this paper is to extend results about existence of eigensolutions for a model of vertical
gene transfer of high-copy plasmids. Furthermore, we study the stability of the eigensolution
by analyzing the spectrum of the differential operator given by the model equation. We focus
on high-copy plasmids and derive a continuous model for vertical gene transfer of plasmids in a
bacterial population. As plasmids often contain genes that are necessary or beneficial for survival
of the host-bacterium [31] it makes sense that the death rate of bacteria without plasmids is
higher than the death rate of bacteria containing plasmids. Therefore, we include a non-constant
death rate depending on the number of plasmids into the model. Bacteria with a high plasmid
load also have a high metabolic burden [4] and therefore plasmids cannot reproduce to arbitrarily
large numbers. This behavior can be modeled e.g. by a logistic plasmid reproduction rate. The
model we consider is given by a hyperbolic partial integro-differential equation and is similar
to the model considered by [10, 16, 24, 9]. However, to the best of our knowledge there are
no existence or stability results for this model with non-constant cell death rate and logistic
plasmid reproduction rate.
The paper is structured as follows: in Section 2 we develop a partial integro-differential equation
model for a bacterial population structured by the number of plasmids. In Section 3 we show
existence of a solution for the associated eigenproblem. The stability of the solution of the
eigenproblem is considered in Section 4 where we show that there is a real dominant eigenvalue.
In Section 5 we describe a method to construct and numerically simulate the eigensolution.
2 Model
2.1 Discrete model
We consider a bacterial population structured by the number of plasmids. First, we formulate
a discrete model and then in section 2.2 we proceed to a continuous model.
It turns out that plasmid segregation is central for the properties of the model, particularly if a
cell contains only few plasmids at cell division. We assume that there is a number n such that
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during cell division bacteria with fewer than n plasmids pass all their plasmids to one daughter
cell and none to the other daughter cell. If a bacterium has only one plasmid at the time of cell
division then it can give this plasmid only to one daughter and the other daughter receives no
plasmids. Thus, with n = 2 this assumption is reasonable.
The number of plasmids is denoted by i ∈ N0. The bacterial population consists of bacteria with
less than n plasmids, vi(t) for i ∈ N0 with i < n, and bacteria with at least n plasmids, wi(t) for
i ∈ N with i ≥ n. We denote the plasmid reproduction rate by b˜(i), cell division rate by β(i),
and cell death rate by µ(i). At cell division a bacterium with at least n plasmids distributes its
plasmids to the two daughters. The daughter cells can be distinguished from one another as one
daughter inherits the mother’s younger pole (the poles are the respective ends of rod-shaped
bacteria, they can be distinguished e.g. by their age [1]). If the mother contains j ≥ n plasmids,
we denote by p(i, j) the probability that the daughter with the mother’s younger pole inherits
i plasmids.
We assume that b˜(i) = 0 for i = 0. For j ≥ n it holds that
j∑
i=0
p(i, j) + p(j − i, j) = 2.
The model equations are then given by:
v˙0 = (β(0)− µ(0))v0 +
n−1∑
j=1
β(j)vj +
∞∑
j=n
β(j)[p(0, j) + p(j, j)]wj (1)
v˙i = −µ(i)vi + b˜(i− 1)vi−1 − b˜(i)vi +
∞∑
j=n
β(j)[p(i, j) + p(j − i, j)]wj (2)
w˙i = −(β(i) + µ(i))wi + b˜(i− 1)wi−1 − b˜(i)wi
+
∞∑
j=i
β(j)[p(i, j) + p(j − i, j)]wj , (3)
where wn−1 := vn−1.
2.2 Continuous model
Next, we want to proceed to the continuum limit, so we approximate vi(t) and wi(t) by smooth
functions v(z, t) resp. w(z, t), i.e. for h > 0 small
vi(t) ≈
ih+h
2∫
ih−h
2
v(z, t) dz ≈ v(ih, t)h resp. wi(t) ≈
ih+h
2∫
ih−h
2
w(z, t) dz ≈ w(ih, t)h.
Likewise, we approximate
• v˙i(t) ≈ ∂tv(ih, t)h and w˙i(t) ≈ ∂tw(ih, t)h for i ∈ N,
• b˜(i) ≈ b(ih) 1h for i ∈ N0,
• β(i) = β(ih) and µ(i) = µ(ih) for i ∈ N0,
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• p(i, j) + p(j − i, j) = k(ih, jh)h for i ∈ N, j ∈ N, i < j, j ≥ n, and
• p(0, j) + p(j, j) = k0(jh) for j ∈ N, j ≥ n.
With these approximations, equation (1) becomes
v˙0 = (β(0)− µ(0))v0 +
n−1∑
j=1
β(jh)v(jh, t)h+
∞∑
j=n
β(jh)k0(jh) w(jh, t)h.
By defining jh =: z′ and nh =: m > 0 and taking the limit h→ 0 we obtain
v˙0 = (β(0)− µ(0))v0 +
m∫
0
β(z′)v(z′, t) dz′ +
∞∫
m
β(z′)k0(z′)w(z′, t) dz′.
Analogously, we obtain from equations (2) and (3) for z ∈ (0,m)
∂tv(z, t) + ∂z(b(z)v(z, t)) = −µ(z)v(z, t) +
∞∫
m
β(z′) k(z, z′) w(z′, t) dz′
and for z ≥ m
∂tw(z, t) + ∂z(b(z)w(z, t)) =
= −(β(z) + µ(z))w(z, t) + β(z)k0(z)w(z, t) +
∞∫
z
β(z′) k(z, z′) w(z′, t) dz′
= − (β(z)(1− k0(z)) + µ(z))w(z, t) +
∞∫
z
β(z′) k(z, z′) w(z′, t) dz′.
We assume that bacteria with at least m plasmids always pass at least one plasmid to each
daughter at cell division, therefore k0(z) = 0 for all z ≥ m. The case k0 6= 0 is analogous to
k0(z) = 0.
At z = 0 we add a zero flux boundary condition i.e. lim
z→0+
b(z)v(z, t) = 0 for all t ≥ 0. The
boundary condition at z = m is given by b(m)w(m, t) = lim
z→m−
b(z)v(z, t) and therefore for
continuous b with b(m) 6= 0, w(m, t) = lim
z→m−
v(z, t) for all t ≥ 0.
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Overall, the continuous model reads
v˙0(t) = (β(0)− µ(0))v0(t) +
m∫
0
β(z′)v(z′, t) dz′,
∂tv(z, t) + ∂z(b(z)v(z, t)) = −µ(z)v(z, t)
+
∞∫
m
β(z′)k(z, z′)w(z′, t) dz′,
if z ∈ (0,m),
∂tw(z, t) + ∂z(b(z)w(z, t)) = −(β(z) + µ(z))w(z, t)
+
∞∫
z
β(z′)k(z, z′)w(z′, t) dz′,
if z ≥ m,
lim
z→0+
b(z)v(z, t) = 0 and w(m, t) = lim
z→m−
v(z, t) for all t ≥ 0,
v(z, 0) = v˜0(z) and w(z, 0) = w0(z).
(4)
If we have a solution for the second and third equation of (4) then we can find a solution for
the first equation by variation of parameters. Therefore, in the following we only consider the
latter equations.
Let u(z, t) := χ(0,m)(z)v(t, z) + χ[m,∞)(z)w(z, t) where χ denotes the characteristic function.
Then, the second and third equation of (4) can be combined to
∂tu(z, t) + ∂z(b(z)u(z, t)) = −(β(z) · χ[m,∞)(z) + µ(z))u(z, t)
+
∞∫
max{m,z}
β(z′)k(z, z′)u(z′, t) dz′,
for z > 0. For the sake of brevity let βm(z) := β(z) · χ[m,z0](z).
We make the following assumptions on the parameters in model:
(A1) There is a z0 ≥ 1 such that b(0) = b(z0) = 0, b(z) > 0 for all z ∈ (0, z0), and b ∈ C1([0, z0]).
(A2) β ∈ C0([0, z0]) and 0 < βm ≤ β(z) ≤ βm for all z ∈ [m, z0].
(A3) µ ∈ C0([0, z0]) and 0 ≤ µ ≤ µ(z) ≤ µ for all z ∈ [0, z0].
(A4) k ∈ C1(Ω), where Ω := {z, z′ ∈ [0, z0] : z ≤ z′ and z′ ≥ m}, k is symmetric in the sense
that k(z, z′) = k(z′ − z, z′) for all (z, z′) ∈ Ω, k(0, z′) = k(z′, z′) = 0 for all z′ ∈ [m, z0],
and
∫ z′
0 k(z, z
′) dz = 2 for all z′ ∈ [m, z0].
Assumptions (A1) - (A4) are assumed to hold throughout the remainder of this paper.
Example 1. (a) The conditions on the kernel k are satisfied if there is a function Φ : [0, 1]→ R
with Φ ∈ C1([0, 1]), Φ(1− ξ) = Φ(ξ) for all ξ ∈ [0, 1], Φ(0) = Φ(1) = 0, and ∫ 10 Φ(ξ) dξ = 1
such that
k(z, z′) =
2
z′
Φ
( z
z′
)
χΩ(z, z
′).
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We call a kernel of this type scalable (cf. [24]). A scalable kernel can be interpreted
as bacteria (with at least m plasmids) always distributing their plasmids in the same way
independent of the number of plasmids they contain at cell division. The function Φ models
how the plasmids are distributed to the daughters. For example, a bimodal distribution
where bacteria give one daughter approximately 80% of the plasmids and the other daughter
the remaining plasmids is modeled by a function that is centered around 0.8 and 0.2.
(b) Constant cell division and death rates β and µ with β > 0 and µ ≥ 0 satisfy conditions
(A2) and (A3). In general, we expect both the cell division and death rate to depend
on the number of plasmids as e.g. it has been observed that the growth rate of bacteria
decreases with increasing number of plasmids [4] and plasmids often carry genes necessary
or beneficial for the survival of the bacterium such as resistance genes [31].
By assumption (A1), if we start with a bacterial population where all bacteria contain at most
z0 plasmids, i.e. w0(z) = 0 respectively u0(z) = 0 for z > z0, then the number of plasmids in
a bacterium will never grow above z0. Therefore, we consider for the remainder of this paper
z ≤ z0.
We obtain the following model for a bacterial population structured by the number plasmids
z ∈ (0, z0]: 
∂tu(z, t) + ∂z(b(z)u(z, t)) = −(βm(z) + µ(z))u(z, t)
+
z0∫
z
βm(z
′)k(z, z′)u(z′, t) dz′,
lim
z→0+
b(z)u(z, t) = 0 for all t ≥ 0, u(z, 0) = u0(z).
(5)
Remark 2. Without the assumption that bacteria with few plasmids give all plasmids to one
daughter at cell division we would have a singular integral kernel in (5). For consistency,∫ z′
0 k(z, z
′) dz = 2 for all z′ ∈ (0, z0] and therefore k(z, z′) has a pole at z′ = 0. However,
βm(z
′)k(z, z′) = β(z′)k(z, z′)χ[m,z0](z
′) is bounded as it is equal to 0 for z′ < m and β(z′),
k(z, z′) are assumed to be bounded for z′ ≥ m. Thus, we only require ∫ z′0 k(z, z′) dz = 2 for
all z′ ∈ [m, z0] and we do not have to deal with the technical difficulties that arise due to the
singularity of k.
3 Existence of solutions to the eigenproblem
It turns out that the long-term behavior is characterized by eigenfunctions. The eigenfunction
U with eigenvalue λ is a solution for the eigenproblem associated with (5):
(b(z)U(z))′ = − (βm(z) + µ(z) + λ)U(z) +
z0∫
z
βm(z
′)k(z, z′)U(z′)dz′,
lim
z→0+
b(z)U(z) = 0, U(z) ≥ 0 for all z ∈ (0, z0),
∫ z0
0
U(z) dz = 1.
(6)
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We define the flow Z(t, z) by
d
dt
Z(t, z) = b(Z(t, z)), for all t ≥ 0, z ∈ [0, z0],
Z(0, z) = z, for all z ∈ [0, z0].
(7)
The flow Z(t, z) models the growth of plasmid in bacteria. The Picard-Lindelo¨f theorem gives
existence and uniqueness of the flow Z(t, z) for z ∈ [0, z0] because b ∈ C1([0, z0]) by (A1).
Theorem 1. Under assumptions (A1)–(A4), and the additional assumption
(A5)
∞∫
0
z0∫
0
e−
∫ t
0 µ−µ+βm(Z(s,z′)) ds dz′dt <∞,
there exists a solution (λ,U) for (6) with λ ∈ [−µ, 2βm + 2− βm − µ] and U ∈ C1((0, z0)).
Remark 3. (a) Note that if µ is constant, then Assumption (A5) coincides with Assumption
3-4 of [10] and can therefore be interpreted in the same way: the flow Z(t, z) has to move
away from 0 or to be more exact out of the interval [0,m] sufficiently fast (cf. [10, Remark
7] and Example 4(b)). See Example 4 for cases in which Assumption (A5) holds.
(b) By change of variables Z(t, z′)→ z,
∞∫
0
z0∫
0
e−
∫ t
0 µ−µ+βm(Z(s,z′)) dsdz′dt =
z0∫
0
z0∫
z′
e−
∫ z
z′ (µ−µ+βm(y))/b(y) dy dz
b(z)
dz′.
Therefore, Assumption (A5) is equivalent to
z0∫
0
z0∫
z′
e−
∫ z
z′ (µ−µ+βm(y))/b(y) dy 1
b(z)
dzdz′ <∞.
Example 4. (a) Let µ− µ+ β(y) ≥ C > 0 for all y ∈ [0, z0] and b(z) = b0z0 z(z0 − z) for some b0,
z0 > 0. Then,
z0∫
0
z0∫
z′
e−
∫ z
z′ (µ−µ+βm(y))/b(y) dy 1
b(z)
dzdz′ ≤
≤ z0
b0
z0∫
0
z0∫
z′
e−C/b0
∫ z
z′ 1/(y(z0−y)) dy 1
z(z0 − z) dzdz
′
=
z0
b0
z0∫
0
z0∫
z′
(z0 − z)C/b0−1
zC/b0+1
dz
(
z′
z0 − z′
)C/b0
dz′ =
z0
C
<∞.
Therefore, assumption (A5) is satisfied e.g. if β > 0, µ ≥ 0 are constant and b(z) =
b0
z0
z(z0 − z) for some b0, z0 > 0 or if βm > µ− µ.
(b) If there is 0 < M < z0 such that infz∈[M,z0] µ − µ + βm(z) > 0 and there exist ε ∈ (0, 1),
a > 0 s.t. b(z) ≥ az1+ε in a neighborhood of 0, then Assumption (A5) holds (cf. [10,
Proposition 7]).
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3.1 Proof of Theorem 1
The proof of Theorem 1 follows [10, 16] and extends the results to the case of non-constant cell
death rate µ.
Proof of Theorem 1.
Step 1: Regularization
We introduce the regularization parameter ε ≥ 0 and define for z ∈ [0, z0] and z′ ∈ [m, z0]
Bε(z) := βm(z) + µ(z) + ε and κε(z, z
′) := βm(z′)k(z, z′) +
2ε
z0
.
We consider the Banach space C0([0, z0]) with the supremum norm ‖·‖∞. Let
λε := inf
λ ∈ R :
∞∫
0
z0∫
0
e−
∫ t
0 λ+Bε(Z(s,z
′)) ds dz′dt <∞
 .
Since λ+Bε(Z(s, z
′)) ≤ λ+ βm + µ+ ε for all z′ ∈ [0, z0], s ∈ [0,∞),
∞∫
0
z0∫
0
e−t(λ+βm+µ+ε) dz′dt ≤
∞∫
0
z0∫
0
e−
∫ t
0 λ+Bε(Z(s,z
′)) ds dz′dt.
For λ ≤ −(βm + µ + ε) the integral on the left-hand side diverges, therefore we know that
λε ≥ −(βm + µ + ε). Since λ + Bε(Z(s, z′)) ≥ µ − µ + βm(Z(s, z′)) for λ > −µ and for all
z′ ∈ [0, z0], s ∈ [0,∞), by Assumption (A5),
∞∫
0
z0∫
0
e−
∫ t
0 λ+Bε(Z(s,z
′)) ds dz′dt ≤
∞∫
0
z0∫
0
e−
∫ t
0 µ−µ+βm(Z(s,z′)) ds dz′dt <∞.
Therefore, λε ∈ [−(βm + µ+ ε),−µ].
Let ε ≥ 0 and λ > λε for the remainder of this proof. For f ∈ C0([0, z0]) define the operator Gελ
by
Gελ[f ](z) =
∞∫
0
z0∫
0
κε(z, Z(t, z
′))f(z′)e−
∫ t
0 λ+Bε(Z(s,z
′)) ds dz′dt.
Gελ is well-defined for λ > λε, therefore it is in particular well-defined for λ > −µ.
Step 2: Compactness of Gελ
The operator Gελ maps continuous functions to continuous functions as for every z
′ ∈ [0, z0],
βm(z
′)k(z, z′) is continuous in z. Furthermore, for every f ∈ C0([0, z0]),
‖Gελ[f ]‖∞ ≤
(
βm ‖k‖∞ +
2ε
z0
)
‖f‖∞
∞∫
0
z0∫
0
e−
∫ t
0 λ+Bε(Z(s,z
′)) ds dz′dt,
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where the last factor is finite because λ > λε.
Let f ∈ C0([0, z0]) and z1, z2 ∈ [0, z0], then
|Gελ[f ](z1)−Gελ[f ](z2)| ≤ βm ‖k‖C1(Ω) |z1 − z2| ‖f‖∞
·
∞∫
0
z0∫
0
e−
∫ t
0 λ+Bε(Z(s,z
′)) ds dz′dt.
By the Theorem of Arzela`-Ascoli, the operator Gελ : C0([0, z0])→ C0([0, z0]) is therefore compact
for every ε ≥ 0 and λ > λε.
Step 3: Eigenelements
For every ε > 0, the operator Gελ is a strictly positive operator in the sense that for every
f ∈ C0([0, z0]) with f ≥ 0, f 6= 0, Gελ[f ](z) > 0 for all z ∈ [0, z0]. As Gελ is compact and
strictly positive for ε > 0 and λ > λε, by Krein-Rutman Theorem (see e.g. [14, Theorem
1]) the spectral radius r(Gελ) > 0 is a simple eigenvalue of G
ε
λ and there is a unique positive
eigenfunction Ψελ ∈ C0([0, z0]) with ‖Ψελ‖∞ = 1.
The map λ 7→ r(Gελ) is continuous (see e.g. [10]).
Step 4: Fixed point of G0λ
Let f ∈ C0([0, z0]) with f ≥ 0 and λ > −µ. We integrate Gελ[f ] w.r.t. z,
z0∫
0
Gελ[f ](z) dz =
∞∫
0
z0∫
0
(2βm(Z(t, z
′)) + 2ε)f(z′)e−
∫ t
0 λ+Bε(Z(s,z
′)) ds dz′dt
≤ (2βm + 2ε)
∞∫
0
z0∫
0
f(z′)e−t(λ+βm+µ) dz′dt
≤ 2βm + 2ε
λ+ β
m
+ µ
z0∫
0
f(z′) dz′.
Let f = Ψελ,
r(Gελ)
z0∫
0
Ψελ(z) dz ≤
2βm + 2ε
λ+ β
m
+ µ
z0∫
0
Ψελ(z
′) dz′.
Therefore, r(Gελ) ≤ 1 for λ ≥ 2βm + 2ε− βm − µ.
In a similar way, we obtain a lower bound for r(Gελ),
z0∫
0
Gελ[f ](z) dz =
∞∫
0
z0∫
0
(2βm(Z(t, z
′)) + 2ε)f(z′)e−
∫ t
0 λ+Bε(Z(s,z
′)) ds dz′dt
≥ 2
∞∫
0
z0∫
0
e−t(λ+µ)f(z′)∂t
(
−e−
∫ t
0 βm(Z(s,z
′))+ε ds
)
dz′dt.
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Recall that we assume λ > −µ. Integration by parts yields
z0∫
0
Gελ[f ](z) dz ≥ 2
z0∫
0
f(z′) dz′
− 2
∞∫
0
z0∫
0
f(z′)(λ+ µ)e−
∫ t
0 λ+µ+βm(Z(s,z
′))+ε ds dz′dt.
With f = Ψελ and integration over z,
r(Gελ)
z0∫
0
Ψελ(z) dz ≥
≥ 2
z0∫
0
Ψελ(z
′) dz′ − 2z0(λ+ µ)
∞∫
0
z0∫
0
Ψελ(z
′)e−
∫ t
0 λ+µ+βm(Z(s,z
′))+ε ds dz′dt
≥ 2
z0∫
0
Ψελ(z
′) dz′ − 2z0(λ+ µ)
∞∫
0
z0∫
0
Ψελ(z
′)e−
∫ t
0 λ+Bε(Z(s,z
′)) ds dz′dt.
Hence, lim
λ→−µ+
r(Gελ) ≥ 2. Due to continuity of the map λ 7→ r(Gελ), there is a λε ∈ [−µ, 2βm +
2ε− β
m
− µ] such that r(Gελε) = 1 for every ε > 0. Define Ψελε =: Ψε.
For every ε ∈ (0, 1] the operator Gελε has the fixed point Ψε ∈ C0([0, z0]) with Ψε > 0, ‖Ψε‖∞ = 1,
and λε ∈ [−µ, 2βm + 2 − βm − µ]. The family (Ψε)0<ε≤1 is uniformly bounded by 1. Let z1,
z2 ∈ [0, z0], we use Ψε = Gελε(Ψε) and the same estimates as in the second step to obtain
|Ψε(z1)−Ψε(z2)| ≤ βm ‖k‖C1(Ω) |z1 − z2|
∞∫
0
z0∫
0
e−
∫ t
0 λε+Bε(Z(s,z
′)) ds dz′dt
≤ βm ‖k‖C1(Ω) |z1 − z2|
∞∫
0
z0∫
0
e−
∫ t
0 µ−µ+βm(Z(s,z′)) ds dz′dt,
where the last factor is bounded by Assumption (A5). Thus, the family (Ψε)0<ε≤1 is equicon-
tinuous and compact by the Theorem of Arzela`-Ascoli. Hence, we can extract a subsequence of
(λε,Ψε)0<ε≤1 which converges for ε → 0 to (λ,Ψ) ∈ [−µ, 2βm + 2 − βm − µ] × C0([0, z0]) with
Ψ ≥ 0 and ‖Ψ‖∞ = 1. By Assumption (A5) and dominated convergence,
Ψ(z) =
∞∫
0
z0∫
0
βm(Z(t, x))k(z, Z(t, x))Ψ(x)e
− ∫ t0 λ+βm(Z(s,x))+µ(Z(s,x)) ds dxdt.
Step 5: Conclusion
For z ∈ (0, z0) define
U(z) := 1
b(z)
z∫
0
Ψ(y)e
− ∫ zy λ+βm(s)+µ(s)b(s) ds dy. (8)
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Then, U(z) ≥ 0 for all z ∈ (0, z0), U ∈ C0((0, z0)), and
d
dz
(b(z)U(z)) = −(λ+ βm(z) + µ(z))U(z) + Ψ(z).
With change of variables Z(t, z′)→ y and Z(s, z′)→ w,
Ψ(z) =
∞∫
0
z0∫
0
βm(Z(t, x))k(z, Z(t, x))Ψ(x)e
− ∫ t0 λ+βm(Z(s,x))+µ(Z(s,x)) ds dxdt
=
z0∫
0
z0∫
z′
βm(y)k(z, y)Ψ(x)e
− ∫ yx λ+βm(w)+µ(w)b(w) dw 1
b(y)
dydx
=
z0∫
0
βm(y)k(z, y)
1
b(y)
y∫
0
Ψ(x)e
− ∫ yx λ+βm(w)+µ(w)b(w) dw dxdy
=
z0∫
z
βm(y)k(z, y)U(y) dy.
Therefore, U defined by (8) is a solution for the PDE in (6). Using again change of variables,
‖Ψ‖∞ = 1, λ ∈ [−µ, 2βm + 2− βm − µ], and Assumption (A5),
z0∫
0
U(z) dz =
z0∫
0
1
b(z)
z∫
0
Ψ(y)e
− ∫ zy λ+βm(s)+µ(s)b(s) ds dydz
≤ ‖Ψ‖∞
z0∫
0
z0∫
y
e
− ∫ zy (λ+βm(s)+µ(s)) dsb(s) dz
b(z)
dy
=
z0∫
0
∞∫
0
e−
∫ t
0 λ+βm(Z(w,y))+µ(Z(w,y)) dw dtdy
≤
z0∫
0
∞∫
0
e−
∫ t
0 µ−µ+βm(Z(w,y)) dw dtdy <∞.
Therefore, U˜(z) = U(z)∫ z0
0 U(z′) dz′
is a solution of (6).
4 Spectral analysis
Consider the operator A :W ⊆ L1((0, z0))→ L1((0, z0)) defined by
A[U ](z) := −(b(z)U(z))′ − (βm(z) + µ(z))U(z) +
z0∫
z
βm(z
′)k(z, z′)U(z′) dz′,
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where W := {f ∈ L1((0, z0)) : (b · f)′ ∈ L1((0, z0))} with the norm
‖f‖W := ‖f‖L1((0,z0)) +
∥∥(b · f)′∥∥
L1((0,z0))
.
Let I : W → L1((0, z0)), f 7→ f be the embedding of W into L1((0, z0)) and define Rξ : W →
L1((0, z0)) by Rξ := (ξI − A). Rξ is invertible if and only if for every f ∈ L1((0, z0)) there is a
unique U ∈ W such that
d
dz
(b(z)U(z)) + (ξ + βm(z) + µ(z))U(z)−
z0∫
z
βm(z
′)k(z, z′)U(z′) dz′ = f(z).
We use the transform v(z) := b(z)U(z), then v ∈ Wv and
v′(z) +
ξ + βm(z) + µ(z)
b(z)
v(z)−
z0∫
z
βm(z
′)k(z, z′)
b(z′)
v(z′) dz′ = f(z),
where Wv :=
{
f ∈ L1
(
(0, z0),
dz
b(z)
)
: f ′ ∈ L1((0, z0))
}
. For the sake of brevity we define
α(z) :=
ξ + βm(z) + µ(z)
b(z)
and L1w := L
1
(
(0, z0),
dz
b(z)
)
.
The weighted L1-space L1w is a Banach space with the norm
‖f‖L1w :=
z0∫
0
|f(z)| dz
b(z)
.
Variation of parameters and v(0) = 0 (as lim
z→0+
b(z)U(z) = 0 for a solution U for (6)) yields
v(z) =
z∫
0
z0∫
x
βm(z
′)k(x, z′)
b(z′)
v(z′) dz′ e−
∫ z
x α(y) dy dx+
z∫
0
f(x)e−
∫ z
x α(y) dy dx. (9)
For v ∈ L1w we define the operator Tξ by
Tξ[v](z) :=
z∫
0
z0∫
x
βm(z
′)k(x, z′)
b(z′)
v(z′) dz′ e−
∫ z
x α(y) dy dx.
Note that we have the index ξ in Tξ as α depends on ξ.
Lemma 2. For <(ξ) > −(β
m
+ µ), Tξ : L
1
w → L1w is bounded with operator norm ‖Tξ‖ ≤
2βm
<(ξ)+β
m
+µ .
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Proof. Let αr(z) := <(α(z)), ξr := <(ξ), and v ∈ L1w, then
‖Tξ[v]‖L1w ≤
z0∫
0
1
b(z)
z∫
0
z0∫
x
βm(z
′)k(x, z′)
b(z′)
∣∣v(z′)∣∣ dz′e− ∫ zx αr(y) dy dxdz
=
z0∫
0
z0∫
x
z0∫
x
1
b(z)
e−
∫ z
x αr(y) dy dz
βm(z
′)k(x, z′)
b(z′)
∣∣v(z′)∣∣ dz′dx.
Since
d
dz
(
e−
∫ z
x αr(y) dy
)
= −αr(z)e−
∫ z
x αr(y) dy
= −ξr + βm(z) + µ(z)
b(z)
e−
∫ z
x αr(y) dy,
we obtain for ξr > −(βm + µ),
1
b(z)
e−
∫ z
x αr(y) dy ≤ − d
dz
(
e−
∫ z
x αr(y) dy
)
(ξr + βm + µ)
−1.
Thus,
‖Tξ[v]‖L1w ≤ (ξr + βm + µ)
−1
z0∫
0
z0∫
x
βm(z
′)k(x, z′)
b(z′)
∣∣v(z′)∣∣ dz′dx
≤ βm
ξr + βm + µ
z0∫
0
z′∫
0
k(x, z′) dx
|v(z′)|
b(z′)
dz′ ≤ 2βm
ξr + βm + µ
‖v‖L1w .
Therefore, ‖Tξ[v]‖L1w < ∞ for <(ξ) > −(βm + µ) and Tξ[v] ∈ L
1
w. Furthermore, the operator
norm of Tξ denoted by ‖Tξ‖ satisfies ‖Tξ‖ ≤ 2βmξr+βm+µ .
In the following lemma we consider the connection of the spectrum of Tξ and A. We analyze
the spectrum of Tξ and use this lemma to draw conclusions about the spectrum of A.
Lemma 3. For every ξ ∈ C it holds that ξ is in the resolvent set of A, ρ(A), if and only if
1 ∈ ρ(Tξ) or equivalently ξ ∈ σ(A) iff 1 ∈ σ(Tξ) where σ(A) denotes the spectrum of the operator
A.
Proof. Let ξ ∈ C, then ξ ∈ ρ(A) if and only if the operator Rξ : W → L1((0, z0)) defined
by Rξ := (ξI − A) is invertible, its inverse exists and is an everywhere defined bounded linear
operator [32, p. 162].
By the transformation v(z) = b(z)u(z) we see that Rξ is invertible if and only if (I − Tξ) is
invertible (see equation (9)) which holds iff 1 ∈ ρ(Tξ).
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Lemma 4. If ξ ∈ C with <(ξ) > 2βm − βm − µ, then ξ ∈ ρ(A).
Proof. By Lemma 2,
‖Tξ‖ ≤ 2βm
ξr + βm + µ
,
where ξr = <(ξ). If ‖Tξ‖ < 1, then 1 ∈ ρ(Tξ) and therefore ξ ∈ ρ(A) by Lemma 3. For
ξr > 2βm − βm − µ, ‖Tξ‖ < 1.
Lemma 5. Let <(ξ) = ξr > −(βm+µ) and assume (A5) holds, then the operator Tξ is compact.
Proof. We want to apply the Kolmogorov-Riesz-Fre´chet Theorem to prove compactness of Tξ
(see e.g. [7, Theorem 4.26]). To this end, we extend βm, µ, k, b, and α to R by setting them to
0 outside of the interval [0, z0] respectively for k outside of Ω.
The operator Tξ is a bounded linear operator for ξr > −(βm + µ) (see Lemma 2). Let v ∈ L1w,‖v‖L1w ≤ 1, h > 0 (the case h < 0 is analogous) and Tξ, h[v](·) := Tξ[v](·+ h),
‖Tξ, h[v]− Tξ[v]‖L1w =
z0∫
0
1
b(z)
∣∣∣∣∣∣
z+h∫
0
z0∫
x
βm(z
′)k(x, z′)
b(z′)
v(z′) dz′e−
∫ z+h
x α(y) dy dx
−
z∫
0
z0∫
x
βm(z
′)k(x, z′)
b(z′)
v(z′) dz′e−
∫ z
x α(y) dy dx
∣∣∣∣∣∣ dz
≤
z0∫
0
1
b(z)
 z∫
0
z0∫
x
βm(z
′)k(x, z′)
b(z′)
∣∣v(z′)∣∣ dz′ ∣∣∣e− ∫ z+hx α(y) dy − e− ∫ zx α(y) dy∣∣∣ dx
+
z+h∫
z
z0∫
x
βm(z
′)k(x, z′)
b(z′)
∣∣v(z′)∣∣ dz′ ∣∣∣e− ∫ z+hx α(y) dy∣∣∣ dx
 dz
≤ βm ‖k‖∞
 z0∫
0
z∫
0
1
b(z)
e−
∫ z
x αr(y) dy
∣∣∣e− ∫ z+hz α(y) dy − 1∣∣∣ dxdz
+
z0∫
0
z+h∫
z
1
b(z)
e−
∫ z+h
x αr(y) dy dxdz
 h→0+−−−−→ 0,
uniformly in v ∈ L1w with ‖v‖L1w ≤ 1. Assumption (A5) ensures that the first summand is
bounded for every h > 0. Therefore, Tξ is a compact operator.
Lemma 6. Let ξ ∈ R with ξ > −(β
m
+ µ), then r(Tξ) ∈ σ(Tξ) and if r(Tξ) > 0 then it is an
eigenvalue of Tξ with a non-negative eigenfunction.
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Proof. For the first part of the Lemma we use a Theorem by Bonsall [6, Theorem 1]. L1w is
a partially ordered Banach space with the relation f ≤ g iff f(z) ≤ g(z) for a.e. z ∈ (0, z0)
and L1 +w := {f ∈ L1w : f ≥ 0 a.e.} is a normal cone as it is a non-empty, closed set and
‖f + g‖L1w ≥ ‖f‖L1w for all f , g ∈ L1 +w . It holds that L1w = L1 +w − L1 +w . Tξ is a bounded linear
operator and for v ∈ L1w with v ≥ 0 a.e.,
Tξ[v](z) =
z∫
0
z0∫
x
βm(z
′)k(x, z′)
b(z′)
v(z′) dz′ e−
∫ z
x α(y) dy dx ≥ 0 for all z ∈ (0, z0).
Therefore, Tξ : L
1
w → L1w is a endormorphism (in the sense of [6]) and r(Tξ) ∈ σ(Tξ) by [6,
Theorem 1].
By Lemma 5, Tξ is a compact operator. Since Tξ is a positive operator and L
1
w = L
1 +
w −L1 +w the
second part of the Lemma follows directly from Krein-Rutman Theorem (see e.g. [18, Theorem
5.1]).
We make an additional assumption on the plasmid segregation kernel k:
(A6) k(z, z′) > 0 for all z ∈ (0, z′), z′ ∈ (m, z0).
We will use this assumption to show that the spectral radius r(Tξ) is a simple eigenvalue of Tξ
and thereby we obtain that the dominant real eigenvalue is simple.
Example 5. Assumption (A6) holds e.g. if k(z, z′) = 2z′Φ
(
z
z′
)
χΩ(z, z
′) and Φ(ξ) > 0 for all
ξ ∈ (0, 1).
Usually, one uses e.g. the Krein-Rutman Theorem in its strong form for strictly positive opera-
tors (see e.g. [14, Theorem 1]) or the theory of non-support operators developed by Sawashima
[29] to show that the spectral radius is a simple eigenvalue [18]. However, the operator Tξ is
neither strictly positive nor a non-support operator as it maps every function with essential
support in [0,m] to 0. Therefore, in the following lemma we consider the operator Tξ on the
interval [m, z0] and then use the strong Krein-Rutman Theorem.
Lemma 7. Let ξ ∈ R with ξ > −(β
m
+µ). If r(Tξ) > 0 then r(Tξ) is a simple eigenvalue of Tξ,
i.e. there is a unique non-negative eigenfunction for r(Tξ).
Proof. We restrict the operator Tξ to the interval [m, z0], i.e. we consider the operator T˜ξ[v](z) :=
χ[m,z0](z)Tξ[v](z) which maps L˜
1
w := L
1
(
(m, z0),
dz
b(z)
)
to L˜1w.
Step 1: r(T˜ξ) is a simple eigenvalue of T˜ξ
The operator T˜ξ is compact if <(ξ) > −(βm + µ) (this can be shown as compactness of Tξ in
Lemma 5). Let ξ ∈ R and v ∈ L˜1w, v ≥ 0, v 6= 0, then by assumption (A6) for all x < m
z0∫
x
βm(z
′)k(x, z′)
b(z′)
v(z′) dz′ > 0.
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Therefore, for all z ∈ (m, z0)
T˜ξ[v](z) = χ[m,z0](z)
z∫
0
z0∫
x
βm(z
′)k(x, z′)
b(z′)
v(z′) dz′ e−
∫ z
x α(y) dy dx > 0
and T˜ξ is a strictly positive operator for ξ ∈ R. By the Krein-Rutman Theorem (see e.g. [18])
r˜ := r(T˜ξ) is a simple eigenvalue of T˜ξ.
Step 2: λ ∈ C \ {0} is an eigenvalue of T˜ξ iff λ is an eigenvalue of Tξ
Let λ be an eigenvalue of Tξ with eigenfunction v, then λ is an eigenvalue of T˜ξ with eigenfunction
v˜ := v|[m,z0].
Let λ be an eigenvalue of T˜ξ with eigenfunction v˜. Define v :=
1
λTξ[v˜], then v ∈ L1w, v˜ = v|[m,z0],
and
Tξ[v] = Tξ[v|[m,z0]] = Tξ[v˜] = λv.
Therefore, v is an eigenfunction of Tξ with eigenvalue λ.
Step 3: A simple non-zero eigenvalue of T˜ξ is also a simple eigenvalue of Tξ
Let λ ∈ C\{0} be a simple eigenvalue of T˜ξ with unique eigenfunction. From the previous step we
already know that λ is also an eigenvalue of Tξ. Assume there are two different eigenfunctions
v1, v2 ∈ L1w for the eigenvalue λ. Then v1|[m,z0] and v2|[m,z0] are eigenfunctions of T˜ξ for λ.
Therefore, as λ is a simple eigenvalue v1|[m,z0] = c v2|[m,z0] for some c ∈ C \ {0}. W.l.o.g. c = 1.
Hence,
λv1 = Tξ[v1] = Tξ[v1|[m,z0]] = Tξ[v2|[m,z0]] = Tξ[v2] = λv2.
Therefore, v1 = v2 which is a contradiction to v1 and v2 being different eigenfunctions.
Step 4: Conclusion
By step 2 and compactness of both Tξ and T˜ξ we know that σ(Tξ)\{0} = σ(T˜ξ)\{0}. Therefore
r˜ = r(Tξ) and by steps 1 and 3 it follows that r(Tξ) is a simple eigenvalue of Tξ. The non-
negativity of the eigenfunction follows from Lemma 6.
Lemma 8. The largest real eigenvalue λd of A is a simple eigenvalue and an isolated point of
σ(A) ∩ R.
Proof. For ξ ∈ R the map ξ 7→ r(Tξ) is continuous as Tξ is compact for ξ > −(βm + µ) (see e.g.
[15, Theorem 2.1]) and strictly decreasing as Tξ is strictly decreasing in ξ.
For ξ > 2βm − βm − µ, r(Tξ) ≤ ‖Tξ‖L1w < 1 and by Theorem 1 there is some ξ
∗ ∈ [−µ, 2βm −
β
m
− µ] such that ξ∗ ∈ σ(A) thus 1 ∈ σ(Tξ∗) and r(Tξ∗) ≥ 1. Since ξ 7→ r(Tξ) is continuous and
decreasing there is a unique ξˆ ∈ [−µ, 2βm − βm − µ] such that r(Tξˆ) = 1, i.e. ξˆ ∈ σ(A).
For ξ > ξˆ, r(Tξ) < 1, i.e. 1 ∈ ρ(Tξ) and hence ξ ∈ ρ(A). As r(Tξˆ) = 1 is an eigenvalue > 0
of a compact operator, it is an isolated point in the spectrum, i.e. there is ε > 0 such that
[1 − ε, 1 + ε] ∩ σ(Tξˆ) = {1}. By continuity and monotonicity of the map ξ 7→ r(Tξ) there is
therefore a ε > 0 such that for ξ ∈ [ξˆ − ε, ξˆ), 1 /∈ σ(Tξ), i.e. ξ /∈ σ(A) and ξˆ is an isolated point
in the real spectrum of A.
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It remains to be shown that ξˆ is a simple eigenvalue of A. Denote the unique (up to a constant)
eigenfunction corresponding to 1 = r(Tξˆ) by vˆ ∈ L1w (vˆ is unique by Lemma 7). Then, vˆ = Tξˆ[vˆ]
and therefore vˆ is the unique solution of
vˆ′(z) +
ξˆ + βm(z) + µ(z)
b(z)
vˆ(z)−
z0∫
z
βm(z
′)k(z, z′)
b(z′)
vˆ(z′) dz′ = 0.
Define for z ∈ (0, z0), uˆ(z) := vˆ(z)b(z) , then uˆ ∈ L1((0, z0)) and (ξˆI − A)uˆ = 0, i.e. uˆ is the unique
eigenfunction for the simple eigenvalue ξˆ of A and λd := ξˆ.
Lemma 9. If λ ∈ σ(A), λ 6= λd, then <(λ) < λd.
Proof. The proof follows the proof of Theorem 6.13 in [18].
Let λ ∈ σ(A) with <(λ) > −(β
m
+ µ) and denote with λd the largest real eigenvalue of A.
As λ ∈ σ(A), 1 ∈ σ(Tλ) and therefore, by compactness of Tλ, 1 is an eigenvalue. Denote the
corresponding eigenfunction by f ∈ L1w \ {0}. Then,
|f | = |Tλ[f ]| =
∣∣∣∣∣∣
z∫
0
z0∫
x
βm(z
′)k(x, z′)
b(z′)
f(z′) dz′ e−
∫ z
x α(y) dy dx
∣∣∣∣∣∣
≤
z∫
0
z0∫
x
βm(z
′)k(x, z′)
b(z′)
|f | (z′) dz′ e−
∫ z
x <(α(y)) dy dx
= T<(λ)[|f |].
As r(T<(λ)) 6= 0 is an eigenvalue of T<(λ) and T<(λ) is compact, r(T<(λ)) is also a eigenvalue
of the dual operator T ∗<(λ) (see e.g. [34, Theorem 2]). We denote the eigenfunction of T
∗
<(λ)
corresponding to the eigenvalue r(T<(λ)) by f∗ ∈ L∞w :=
{
f ∈ L∞((0, z0)) : f(z)b(z) ∈ L∞((0, z0))
}
.
Let f∗ be normalized s.t. 〈f∗, f〉 = 1. Taking duality pairings in |f | ≤ T<(ξ)[|f |] yields
r(T<(λ)) 〈f∗, |f |〉 ≥ 〈f∗, |f |〉 ,
therefore r(T<(λ)) ≥ 1. As λ 7→ r(Tλ) is decreasing for λ ∈ R and r(Tλd) = 1 (see the proof of
Lemma 8) this implies that <(λ) ≤ λd.
Suppose that λ = λd + iη, then as <(λ) = λd we obtain Tλd [|f |] ≥ |f |. Assume that Tλd [|f |] >
|f |, then taking duality pairings again, 〈f, f∗〉 > 〈f, f∗〉 which is a contradiction. Therefore,
Tλd [|f |] = |f |.
Let fd be the non-negative eigenfunction of Tλd for the simple eigenvalue 1 (by Lemma 8).
Therefore, |f | = cfd for some constant c ∈ R, i.e. f(z) = cfd(z)eig(z) for some real valued
function g(z). W.l.o.g. c = 1. Substituting this in Tλd [fd] = |Tλ[f ]| yields
z∫
0
z0∫
x
βm(z
′)k(x, z′)
b(z′)
fd(z
′) dz′e−
∫ z
x
λd+βm(y)+µ(y)
b(y)
dy
dx =
=
∣∣∣∣∣∣
z∫
0
z0∫
x
βm(z
′)k(x, z′)
b(z′)
fd(z
′)eig(z
′) dz′e−
∫ z
x
λd+iη+βm(y)+µ(y)
b(y)
dy
dx
∣∣∣∣∣∣ .
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By [28, Theorem 1.39], there exists a ∈ C with |a| = 1 such that
fd(z) =
∣∣∣∣fd(z)ei(g(z′)−η ∫ zx 1b(y) dy)∣∣∣∣ = afd(z)ei(g(z′)−η ∫ zx 1b(y) dy).
Let ϕ ∈ R such that a = eiϕ, then
g(z′)− η
∫ z
x
1
b(y)
dy + ϕ = 2pi · k, for k ∈ Z. (10)
Therefore, the left-hand side is independent of x and z and η = 0. Thus, we have now shown
that if λ = λd + iη ∈ σ(A) then η = 0, i.e. λ = λd. Overall, if λ ∈ σ(A) and λ 6= λd then
<(λ) < λd.
5 Construction of U
For the construction of U we consider the case that β and µ are constant with β > 0 and µ ≥ 0,
b(z) = b0z0 z(z0 − z) for some b0 > 0, and k is scalable, i.e. k(z, z′) = 2z′Φ
(
z
z′
)
χΩ(z, z
′) (cf.
Example 1(a)).
For constant β and µ it is known that λ = β − µ. Furthermore, for Φ ≡ 1 we can compute
the solution U for (6) explicitly. Note that if Φ ≡ 1 then k does not satisfy Assumption (A5).
Nevertheless, we consider this case as we are then able to compare the numerical simulation for
U with the exact solution and thereby assess the simulation.
Example 6. For β > 0 and µ ≥ 0 constant, λ = β − µ, b(z) = b0z0 z(z0 − z), and k scalable with
Φ ≡ 1 the function U(z) = Cz−α(z0 − z)α with C > 0 and α := λ+β+µb0 =
2β
b0
is a solution for
the eigenproblem (6) on [m, z0].
We use again the transformation v(z) = b(z)U(z) (c.f. Section 4), then U is a solution for the
eigenproblem (6) on [m, z0] iff v is a solution for
v′(z) + αz0
v(z)
z(z0 − z) = αz0
z0∫
z
Φ
(
z
z′
)
v(z′)
(z′)2(z0 − z′) dz
′, (11)
where α = 2βb0 . By Example 6, for Φ ≡ 1 the function v(z) = Cz1−α(z0 − z)α is a solution of
(11). Therefore, we use the ansatz v(z) = (z0 − z)αg(z) with g(z0) = 1.
Lemma 10. If there is a solution g with g ∈ C0([m, z0]) ∩ C1((m, z0)) for
g′(z) +
α
z
g(z) =
α0z0
(z0 − z)α
z0∫
z
Φ
(
z
z′
)
(z′)2
(z0 − z′)α−1g(z′) dz′, g(z0) = 1 (12)
then v with v(z) := C(z0 − z)αg(z) for some C > 0 is a solution for (11) and v ∈ C1((m, z0)).
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Remark 7. In Lemma 10 we do not have equivalence as there can only be a function g with
v(z) = C(z0 − z)αg(z) and g(z0) = 1 if v(z) behaves like (z0 − z)α in a neighborhood of z0.
Otherwise, either g(z0) = 0 or lim
z→z−0
g(z) =∞. By Example 6 we know that at least for Φ ≡ 1,
v(z) ∼ (z0 − z)α near z0.
Proof. Define v(z) := (z0 − z)αg(z). As g is a solution for (12),
v′(z) = g′(z)(z0 − z)α + g(z)α(z0 − z)α−1(−1)
= (z0 − z)α
−α
z
g(z) +
αz0
(z0 − z)α
z0∫
z
Φ
( z
z′
)
g(z′)(z′)−2(z0 − z′)α−1 dz′

− α
z0 − z v(z)
= − αz0
z(z0 − z)v(z) + αz0
z0∫
z
Φ
( z
z′
) v(z′)
(z′)2(z0 − z′) dz
′.
Lemma 11. There exists a unique solution g ∈ C0([m, z0]) ∩ C1((m, z0)) for (12).
Proof. Variation of parameters yields the equation
g(x) =
αz0
xα
x∫
z0
(
z
z0 − z
)α z0∫
z
Φ
( z
z′
)
(z′)−2(z0 − z′)α−1g(z′) dz′dz +
(z0
x
)α
,
for x ∈ (0, z0]. Let I1 := (z0/x)α.
Let a ∈ [m, z0). Consider the operator G : C0([a, z0])→ C0([a, z0]) defined by
G[g](x) :=
αz0
xα
x∫
z0
(
z
z0 − z
)α z0∫
z
Φ
( z
z′
)
(z′)−2(z0 − z′)α−1g(z′) dz′dz.
Note that G[g](x) for x ∈ [a, z0] only depends on g|[a,z0]. If α 6= 1, we estimate the supremum
norm of G[g] for some g ∈ C0([a, z0]) using 1(z′)2 ≤ 1z2 for z ≤ z′,
‖G[g]‖∞ ≤ αz0 ‖Φ‖∞ ‖g‖∞
sup
x∈[a,z0]
x−α
∣∣∣∣∣∣
x∫
z0
(
z
z0 − z
)α 1
z2
z0∫
z
(z0 − z′)α−1 dz′dz
∣∣∣∣∣∣
= z0 ‖Φ‖∞ sup
x∈[a,z0]
x−α
∣∣∣∣∣∣
x∫
z0
zα−2 dz
∣∣∣∣∣∣ ‖g‖∞
=
z0
|α− 1| ‖Φ‖∞ supx∈[a,z0]
x−α
∣∣xα−1 − zα−10 ∣∣ ‖g‖∞
=
1
|α− 1| ‖Φ‖∞
∣∣∣z0
a
−
(z0
a
)α∣∣∣ ‖g‖∞ .
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Therefore, G : C0([a, z0])→ C0([a, z0]) is a bounded operator. It holds that
lim
a→z0
∣∣∣z0
a
−
(z0
a
)α∣∣∣ = 0.
Therefore, there exists some ε ∈ (0, z0) such that G is a contraction on [z0 − ε, z0] and I1 is
bounded on [z0−ε, z0]. The case α = 1 is analogous. Hence, by the Banach Fixed Point Theorem,
there exists an ε ∈ (0, z0) such that there is a unique continuous solution g : [z0 − ε, z0]→ R of
(12).
We construct a continuously differentiable solution iteratively: assume we are given a unique
continuous solution g : [a, z0] → R on [a, z0] for some a ∈ (0, z0). By variation of parameters,
for x ∈ (0, a],
g(x) =
αz0
xα
x∫
a
(
z
z0 − z
)α a∫
z
Φ
( z
z′
)
(z′)−2(z0 − z′)α−1g(z′) dz′dz
+
αz0
xα
x∫
a
(
z
z0 − z
)α z0∫
a
Φ
( z
z′
)
(z′)−2(z0 − z′)α−1g(z′) dz′dz +
(a
x
)α
g(a).
Denote the second summand by I2(x) and the third summand by I3(x). We consider for some
δ ∈ (0, a) the operator Ga : C1([a− δ, a])→ C1([a− δ, a]) given by
Ga[g](x) :=
αz0
xα
x∫
a
(
z
z0 − z
)α a∫
z
Φ
( z
z′
)
(z′)−2(z0 − z′)α−1g(z′) dz′dz.
Analogously to before, for x ∈ [a− δ, a] and α 6= 1 we estimate the supremum norm
‖Ga[g]‖∞ ≤ αz0 ‖Φ‖∞
∥∥∥g|[a−δ,a]∥∥∥∞
· sup
x∈[a−δ,a]
x−α
∣∣∣∣∣∣
x∫
a
(
z
z0 − z
)α 1
z2
a∫
z
(z0 − z′)α−1 dz′dz
∣∣∣∣∣∣
≤ z0 ‖Φ‖∞ sup
x∈[a−δ,a]
x−α
∣∣∣∣∣∣
a∫
x
zα−2 dz
∣∣∣∣∣∣
∥∥∥g|[a−δ,a]∥∥∥∞
≤ z0|α− 1| a ‖Φ‖∞ supx∈[a−δ,a]
∣∣∣(a
x
)α − a
x
∣∣∣ ∥∥∥g|[a−δ,a]∥∥∥∞
≤ z0|α− 1| a ‖Φ‖∞ supx∈[a−δ,a]
∣∣∣(a
x
)α − a
x
∣∣∣ ∥∥∥g|[a−δ,a]∥∥∥C1([a−δ,a]) .
Furthermore,
d
dx
Ga[g](x) =
(
−α
x
)
Ga[g](x) +
αz0
xα
(
x
z0 − x
)α a∫
x
Φ
(
x
z′
)
(z′)2
(z0 − z′)α−1g(z′) dz′
=
(
−α
x
)
Ga[g](x) +
αz0
(z0 − x)α
a∫
x
Φ
( x
z′
)
(z′)−2(z0 − z′)α−1g(z′) dz′,
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and for x ∈ [a− δ, a],∥∥∥∥ ddxGa[g]
∥∥∥∥
∞
≤ α
a− δ ‖Ga[g]‖∞ + αz0 ‖Φ‖∞
∥∥∥g|[a−δ,a]∥∥∥∞
max
x∈[a−δ,a]
1
(z0 − x)α
∫ a
x
(z′)−2(z0 − z′)α−1 dz′.
Because of
max
x∈[a−δ,a]
1
(z0 − x)α
∫ a
x
(z′)−2(z0 − z′)α−1 dz′ ≤
≤ 1
(a− δ)2
1
(z0 − a)α maxx∈[a−δ,a]
a∫
x
(z0 − z′)α−1 dz
=
1
(a− δ)2
1
(z0 − a)α
1
α
max
x∈[a−δ,a]
((z0 − x)α − (z0 − a)α)
=
1
(a− δ)2
1
(z0 − a)α
1
α
((z0 − (a− δ))α − (z0 − a)α)
→ 0 for δ → 0,
and a ∈ (0, z0) it holds that
‖Ga[g]‖C1([a−δ,a]) = max
{
‖Ga[g]‖∞ ,
∥∥∥∥ ddxGa[g]
∥∥∥∥
∞
}
< ‖g‖C1([a−δ,a])
for δ ∈ (0, a) sufficiently small, i.e. Ga is a contraction on C1([a− δ, a]). The inhomogeneities I2
and I3 are bounded on [a− δ, a], as a− δ > 0 and
|I2| ≤ z0|α− 1| a ‖Φ‖L∞([0,1])
∥∥∥g|[a,z0]∥∥∥∞
∣∣∣∣ aa− δ −
(
a
a− δ
)α∣∣∣∣ <∞.
The case α = 1 is again analogous to the case α 6= 1. By Banach’s Fixed Point Theorem,
there is a unique solution g1 ∈ C1([a − δ, a]) with g1(a) = g(a) and hence there is a solution
g ∈ C0([a− δ, z0]) ∩ C1([a− δ, a]) of (12).
Proceeding iteratively, we can construct a unique solution g ∈ C0([m, z0]) ∩ C1((m, a]) of (12)
and since a ∈ (0, z0) arbitrary, g ∈ C0([m, z0]) ∩ C1((m, z0)).
The proof of Lemma 11 yields a method to simulate the solution g for (12). We simulated g
iteratively using the software R [27]: in each step, we simulated g on the interval [a− δ, a] where
a is given from the previous step (in the first step a = z0) and we chose δ > 0 such that the
operator G respectively Ga in the proof of Lemma 11 is a contraction on C0([a− δ, a]), i.e.
δ =

arg min
δ∈(0,a)
∣∣∣ z0|α−1|a ‖Φ‖∞ ∣∣∣ aa−δ − ( aa−δ)α∣∣∣− 1∣∣∣+ 10−5, if α 6= 1,
arg min
δ∈(0,a)
∣∣∣z0 ‖Φ‖∞ ln( aa−δ) 1a−δ − 1∣∣∣+ 10−5, if α = 1.
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For all points x, which were chosen equidistant between a− δ and a, we set g0(x) := g(a), where
g(a) is known from the previous step (g(a) = g(z0) = 1 for the first step). For n ∈ N0, we
update gn using
gn+1(x) :=
α0z0
xα
x∫
a
(
z
z0 − z
)α a∫
z
Φ
(
z
z′
)
(z′)2
(z0 − z′)α−1gn(z′) dz′dz +
(a
x
)α
gn(a)
+
α0z0
xα
x∫
a
(
z
z0 − z
)α z0∫
a
Φ
( z
z′
)
(z′)−2(z0 − z′)α−1gn(z′) dz′dz,
where the last summand was omitted for the first step with a = z0. For the integration we used
the R function integrate.
The choice of δ guarantees that this iteration converges on [a−δ, a] as Ga (defined as in the proof
of Lemma 11, i.e. Ga[gn] is the first summand in the iteration) is a contraction. gn is updated
until either max
x
|gn(x)− gn−1(x)| < 10−6 or n = 100. Then, for x ∈ [a− δ, a], g(x) := gn(x).
We repeated the same procedure for the next step, with a := a− δ until a− δ < m = 0.005 (or
maximally 1000 times).
From the solution g, we then computed v(z) := (z0 − z)αg(z) and U(z) = v(z)b(z) and normalized
U such that ∫ z00.005 U(z) dz = 1, where we numerically determined the integral using again the
function integrate.
In Figure 1, numerical simulations for U for different kernels, i.e. different Φ, are plotted. In
the case Φ ≡ 1 we know the exact solution (c.f. Example 6), we plotted the exact solution for
comparison. If the exact solution is scaled in the same way as the numerical simulations, i.e.∫ z0
0.005 U(z)dz = 1, it agrees well with the numerical simulation (see Figure 1, upper right figure).
From the numerical construction of the solutions U we observe that the distribution of plasmids
for the uniform, unimodal, and bimodal segregation kernel look alike. In each case we find a
pole at zero plasmids and only few bacteria with a high plasmid number. Therefore, simulations
indicate that the segregation kernel does not influence the long-term plasmid distribution.
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