Abstract-Intelligent environments (IE) leverage embedded processing and wireless communication to assist users in a variety of ways. Applications rely on low power consumption for longer lifetimes, though different applications require different Qualityof-Service (QoS) requirements from the MAC layer. Until now, low power has come at the cost of other QoS parameters such as latency or packet loss. This paper presents WoR-MAC, a wireless MAC protocol which allows pre-existing protocols to be combined with remote multi-node wake-ups. The protocols are embedded into Wake-on-Radio (WoR) frames, allowing nodes to sleep during periods of low activity and be woken asynchronously with a single short RF signal. After waking, nodes begin communication using the embedded MAC protocol. Once the nodes have been woken, they maintain the QoS of the original MAC, with greatly reduced power consumption. The results indicate that WoR-MAC maintains packet loss characteristics of CSMA-CA and TDMA, as well as latency after accounting for the duty cycle and collaborative parameter estimation, while reducing power consumption by up to 49%.
The result is that for scenarios which require multicast or twoway communication, multiple wake-ups and duty-cycles are required when using X-MAC. In IE's, many different applications for different scenarios have been presented [8] , [12] . Each of these applications has different QoS requirements on the MAC layer of the communication stack. Reducing power consumption using WoR protocols greatly increases application lifetime, but comes at the cost of sacrificing QoS of other MAC protocols, which is unacceptable for many IE applications. This can have disastrous effects on QoS parameters such as effective bit rate and latency, essentially forcing the application designer to select exclusively between low-power and QoS.
In this work, WoR-MAC, a MAC protocol for groups or networks of wireless devices is presented. The protocol can be combined with other MAC protocols in order to combine the low-power attributes of WoR with the QoS parameters of the original protocol. The technical novelties of the protocol are as follows:
• WoR-MAC introduces group or cluster-addressed wakeups allowing nodes to wake multiple neighbors at once.
• WoR-MAC allows woken nodes to collaboratively estimate the length of a communication period.
• WoR-MAC allows communication via unicast, multicast or bi-directionally (send/receive), using an embedded MAC protocol. The separate embedded MAC protocol is activated for communication for a period of time which is calculated collaboratively. During this period, the nodes can exchange whichever data they wish, before all nodes return to sleep mode. The premise here, is that for sporadic communication, WoR-MAC combines the properties of X-MAC and WoR with the QoS parameters of the embedded MAC (e.g. CSMA-CA). The resulting behavior conserves energy as X-MAC does during idle periods, but at the same time provides the QoS of the embedded MAC during communication.
WoR-MAC is evaluated in an IE scenario, which simulates users entering and exiting an intelligent environment. The simulation compares two standard protocols, TDMA and CSMA-CA, with the same protocols embedded in WoR-MAC, referred to as WoR-TDMA and WoR-CSMA respectively. The protocols are evaluated in terms of energy consumption, and the QoS parameters latency and packet loss. The standard WoR protocol X-MAC [3] was also modeled for comparison as the lower boundary for power consumption and to evaluate its QoS characteristics. The results indicate that both WoR-TDMA and WoR-CSMA achieve power consumption values close to, or better than that of X-MAC, while maintaining the QoS characteristics of the original TDMA and CSMA-CA protocols respectively.
The paper is structured as follows, the scenario is introduced in Sec. II, followed by a detailed description of the WoR-MAC protocol in Sec. III. The OPNET simulation environment will be detailed in Sec. IV, followed by the results of the simulation in Sec. V and a discussion of the implications of those results in Sec. VI. Related protocols are examined in Sec. VII, and Sec. VIII concludes the paper followed by a brief summary of future work in Sec. IX and the acknowledgments.
II. WIRELESS COMMUNICATION FOR INTELLIGENT ENVIRONMENTS
The concept of an intelligent environment comes from the areas of Pervasive and Ubiquitous Computing. Intelligent environments combine embedded computing with communication between devices with the "aim to enhance user productivity and facilitate everyday tasks" [16] . Devices are often characterized by being objects with which users interact, and have both processing and communication capabilities.
Due to the fact that interaction with devices and smart objects in intelligent environments usually involves movement, wireless communication is often selected as it allows users to interact with the devices as they normally would. The combination of mobility and wireless communication requires the use of mobile power sources such as batteries, which makes power consumption an important issue for the devices in question. This is also the case for sensor nodes in the environment which are wireless to decreases the installation [4] , factories [12] and homes [11] . Applications for IEs leverage distributed processing and communication properties in order to assist users in accomplishing tasks, reaching goals and general comfort. Often times such applications proactively adapt themselves, where environments learn to recognize activities, situations and goals of users using machine learning techniques [8] . The devices then proactively adapt and configure themselves based on this information in order to do what the users wish or require without needing explicit instruction. Focus is on improving human-computer interaction, either implicitly using proactive methods, or explicitly, for example by augmenting human perception using distributed sensors [12] .
IE applications require distributed sensing, processing and communication in order for devices to assist users [11] , [16] , although the QoS parameters may differ between applications. For example, augmenting reality with sensory data calls for overlaying visualizations of sensor measurements onto the measurement location in the field of vision. In this case latency is less critical, but packet loss is a serious issue for visualization [12] . Group activity and goal recognition requires sensory information to be present with hard time synchronization for recognition (low latency required), but some missing data can be accounted for by the recognition algorithms [8] . When using IE as a resource for sensing and computation, nodes are usually not only communicating with a single but with a subset of adjacent nodes.
Finally, since the applications in IE's are meant to help the users in the room, the functionality is not required when the users are not present. When users are elsewhere, devices can conserve a significant amount of energy by reducing their communication and processing tasks. However, when users enter the environment, the environment needs to remain responsive and react immediately, providing the QoS required by the specific application. A. The X-MAC Protocol X-MAC will be briefly explained as WoR-MAC is an extension of many of the concepts introduced in X-MAC [3] . Nodes are duty-cycled in order to conserve energy in periods of inactivity. A node which wishes to communicate with a different node begins communicating strobed preambles, containing the address of the intended receiver. When a node's duty-cycle expires, that node wakes up and listens to the channel. If no preamble is received by that node, or if a preamble addressed to a different node is received, the listening node returns to sleep for the rest of its duty-cycle period. If it hears a preamble containing its own address, that node ACKs the preamble and switches to receive mode to receive the message intended for it. This behavior can be seen in the upper portion of Fig. 1 .
B. Wake-to-Contention
In WSN applications, communication may also be directed to other nodes in the network, and not just a single sink or target node. For this reason, WoR-MAC implements a Wake-to-Contention (WTC) paradigm which allows nodes to contend for the medium using arbitration based on a different, embedded, MAC protocol which is wrapped in WoR strobed preamble-sampling frames. The point of this is to allow the selection of a MAC protocol for the communication period with optimal QoS requirements for the scenario. In this sense WoR-MAC is actually a meta-MAC protocol, although for the purpose of this paper and application, TDMA and CSMA-CA are used for medium arbitration. For comparison, the upper portion of Fig 1 shows the behavior as indicated by X-MAC, where the lower portion shows the WTC paradigm.
C. Cluster-Wide Wake-Ups
In X-MAC and other WoR protocols, a node responds to wake-up preambles from a remote sender by waking up and possibly sending an ACK, then proceeding to carry out a single transmission or reception operation before returning to sleep. WoR-MAC builds on this concept, where the wake-up ACK is then re-ACKed with a "begin communication" packet which specifies the parameters for the contention period which immediately follows. The reason for this re-ACKing is simple, WoR-MAC incorporates the group ID's of the nodes into the wake-up preamble, allowing a pre-defined group of nodes to be woken with a single preamble. This enables an initiator to wake the selective group for contention-based communication for a specific period of time. This creates the problem of collisions, as all nodes in a cluster will want to respond to a single preamble at the same time. Each node has a cluster or group ID as well as a subnet ID specifying the node's personal address in the group. Using the personal address, each node is assigned a single ACK slot in a TDMA-driven acknowledge period which directly follows the wake-up preamble.
This behavior is shown in Fig. 2 where the initiator transmits wake-up preambles until all nodes in the cluster have ACKed, followed by a Begin Communication Alert (BCA) and then the contention period. The time reserved for this step t poll is dependent on the number of nodes in the cluster n, the time needed for an ACK t ack , the time needed for the preamble t pre , the delay a transceiver needs to switch between RX and TX mode t switch and duration of the BCA t bca as shown in Eq. 1. This behavior can be seen graphically in Fig. 3 which explains the different timing terms and indicates their positions according to the phases of the MAC protocol.
Initially in Fig. 2 node 3 does not receive the first preamble and is therefore unaware of the request. The initiator is aware of this due to the slotted ACKs and repeats the process until node 3 responds before transmitting the BCA. When to begin communication can be decided based on a threshold, i.e. when 80% of a cluster has responded, or a timeout, i.e. after 10 WoR preambles. Since the decision is made by the initiator, it is also possible for the initiator to update the list of group members if a node has not made contact in a certain amount of time. The maximum delay added before the communication starts can be calculated by the formula 2 where t detect is the maximum time a certain node needs to detect a preamble, and m is the maximum number of retries, to collect all ACKs. In the case of duty cycled preamble detection t detect has an upper bound of the length the duty cycle period.
The BCA also specifies the parameters for the coming communication period, in this scenario the MAC is either TDMA or CSMA-CA, and the BCA only specifies the length of the period. Theoretically the BCA could specify any of a set previously agreed upon MAC protocols as well as the required parameters for that protocol. Since the location of the wake-up ACK in terms of time slot already identifies the sender, the ACK can be used to transmit information other than the address of the ACKing node. The ACK is used to communicate the amount of data which each node expects to transmit during the next period in order to provide the initiator with a method for estimating the appropriate length for the communication period t com len . The period length is then collaboratively calculated by the group based on the needs of all of the nodes, transmitted to the group in the BCA. The calculation for the length of the communication period t com len used here is given by Eq. 3 where t datan is the medium access time estimate by node n that it requires and t mac is the MAC overhead per packet, p chan is the probability that a packet will corrupted due to the channel, and p coll is the probability of a collision based on the contention. β ∈ [0..1] is a binary value, indicating if the protocol retries lost packets. It should be noted that p chan is a dynamic value and p coll is 0 in a scenario using TDMA with exclusive time slots.
For specific applications, this calculation can be carried out by the application layer for a more accurate estimation using cross-layer optimization. An overview of the packets, their contents and their lengths can be found in Tab. I. In the original publication, X-MAC is specified as push-only protocol, where each node asynchronously wakes the node it wants to communicate with. In cluster scenarios as is often the case with in IE application, there are several arguments for using pull instead of push. For one, push is more energy efficient [9] , and often times the cluster head must coordinate communication and therefore asynchronous push by end nodes requires time synchronization. WoR-MAC does not fix the direction of communication, as it is compatible with a myriad of different MAC protocols, therefore widening the application field of WoR technology.
IV. SIMULATION ENVIRONMENT
The evaluation of the WoR-MAC protocol was carried out with the help of the popular OPNET Modeler 15.0 simulation environment. The included process models for CSMA-CA found in IEEE 802.11 provided the basis for the implementation of our new MAC protocol. This underlines the statement that the WoR-MAC is able to act as a meta-protocol and other MAC protocols can be easily embedded. The included modules only needed small adaptations to generate statistics for power consumption using a custom transceiver model. Additionally X-MAC was implemented for comparison with standard protocols as well as the novel WoR-MAC protocol. The power consumption model is based on a real transceiver module [7] and the respective values can be seen in the Fig. 4 . In addition to RX and TX the Sleep state was invoked by the MAC processes to reduce power consumption in idle phases.
The covered area spanned 2m x 3m, therefore all peers were able to communicate with each other in a single hop topology. Every 5 seconds, an initiating node representing a mobile device carried by a user activates the WSN by beginning a new communication period. Theoretically, the presence of the user in the IE could be sensed or recognized by the environment and does not need to be explicitly signaled. This requires a certain amount of complexity at the application level however which does not make sense in the context of evaluating a MAC protocol. In order to simulate the communication behavior of As mentioned before, the application should not be active when the user is not in the room. To create this behavior, CSMA-CA and TDMA use an initial packet, from the user's device to all other nodes, to signal the start of the communication phase. Therefore the sensor nodes have to stay in receive mode until receiving this packet, announcing the presence of the user. X-MAC and WoR-MAC use preambles to initiate communication, therefore this type of behavior is inherent and the protocols do not need to be modified.
The performance of WoR-MAC was evaluated using the following metrics as a function of the number of nodes:
Latency We define latency, or transmission delay, as the time between sending the first preamble for starting the communication (when the user enters the room) until the packet is received at the destination node. The values shown here are the averages of all packets during 12 hours of all 5 simulation runs for a fixed number of nodes and a specific protocol.
Packet Loss Since the number of packets transmitted is generated by a random process, the estimated packet loss can be described stochastically as well. The number of packets transmitted during the simulation can be output by the simulator but calculating how many of these were received is not so straight forward. Each node generates a certain number of packets, and a certain number of destination nodes for each packet for each communication period. Probabilistically, the number of packets which each node should receive is the expectation of the probability distributions generating those packets, in this case the mean, or the number of sent packets. For this reason the packet loss in percent can be estimated by:
where P sent and P recv are the number of packets sent and received by each node in the network respectively. For X-MAC this estimation is not necessary, as the protocol is not Energy Consumption The energy consumption represents the electrical energy spent by each node during the complete simulated time. Only the power consumed by the transceiver is considered, since the utilization of the other parts of the sensor node, e.g. sensors, actuators, memory, etc., is nearly identical for all protocols. The energy model implemented in OPNET calculates the energy consumed in sleep state as well as consumed while transmitting and receiving data or control packets such as preambles, acknowledgments or RTS/CTS.
V. RESULTS

A. Latency
Fig . 5 shows the results of the cluster-based simulation with respect to packet latency caused by the protocols examined. As indicated by the figure, the latency of CSMA-CA and TDMA is comparable to that of their embedded counterparts, WoR-CSMA and WoR-TDMA respectively. WoR-CSMA slightly outperformed CSMA-CA in terms of latency, which at first glance appears to be counterintuitive but will be explained in Sec. VI. WoR-TDMA performed slightly only worse than TDMA initially, although the latency per packet for WoR-TDMA increases more rapidly over the number of nodes communicating that for TDMA. This is due to the fact that as the number of nodes increases, so too does t poll , or the time required for all nodes to respond to the wake-up command. X-MAC performed significantly worse than the other two 
B. Packet Loss
Fig . 6 shows that in terms of packet loss, both WoR-CSMA and WoR-TDMA performed similarly to the original protocols CSMA-CA and TDMA. Both TDMA and WoR-TDMA incurred losses very close to 0, around 0.01% on average. CSMA-CA and WoR-CSMA also performed similarly, with losses for WoR-CSMA approximately 4.5% higher than for CSMA-CA on average. The causes of the discrepancy between CSMA-CA and WoR-CSMA will be discussed in Sec. VI.
C. Power Consumption
The energy consumption values for the simulated scenario are depicted in Fig. 7 . CSMA-CA and TDMA have a constant consumption of approx. 2680 mW per node, due to the fact that both protocols do not support duty-cycling and must therefore maintain the transceiver on at all times. WoR-TDMA incurred the lowest power consumption scaling linearly from 1375 mW per node for 5 nodes to 1488 mW for 100 nodes. WoR-CSMA also scales linearly from 1381 mW for 5 nodes to a maximum of 1788 mW for 70 nodes, at which point the energy consumption remains constant up to 100 nodes. The reason for this behavior will be discuss in Sec. VI. X-MAC consumes 1434 mW on average for 5 nodes, up to 1710 mW for 100 nodes, rising almost linearly but flattening out as collisions and packet loss increase.
VI. DISCUSSION
A. Latency   Fig. 5 indicates that X-MAC, while being the standard for low-power WoR communication, performs poorly in terms of latency in an IE. This is mainly due to the design of the protocol, which is optimized for point-to-point, one-way, unicast communication. Since only a single node can be awoken at one time, a packet addressed to multiple nodes must be transmitted to each node separately. Incorporating multi-node wake-ups into WoR-MAC means the cluster can be awoken all together, making broadcast communication possible and therefore greatly reducing latency. While greatly reducing latency when compared to X-MAC, WoR-MAC does increase latency of the embedded protocol when compared to the native protocol. Comparing WoR-TDMA with TDMA for 5 nodes yields an offset of 17.8 ms, whereas the difference between the two protocols for 100 nodes is 208 ms. This indicates that there are two factors which affect the latency of the embedded protocol. First there is a latency offset caused by all nodes having to wake up before communication can begin. Second there is the fact that t poll scales with the number of nodes in the environment, as can be observed in the slope of latency curves for WoR-TDMA and TDMA respectively. This same effect can be observed with WoR-CSMA and CSMA-CA, where latency for WoR-CSMA climbs faster over the number of nodes than that of CSMA-CA. In this case however, the offset is negative, and embedding CSMA-CA in WoR-MAC actually improves latency. This is however due to the fact that outlier packets with extremely high latency are discarded, as is reflected in the packet loss statistics in Fig. 6 .
B. Packet Loss
As indicated in Fig. 6 , both CSMA-CA and TDMA produced very similar packet loss values when compared with their counterparts embedded in WoR-MAC. For TDMA and WoR-TDMA, these values can be approximated to 0, because the nodes broadcast the packets during the assigned time slots and therefore no collisions occur. The packet loss results only from minor instability of the channel. The 4.5% increase in packet loss from CSMA-CA to WoR-CSMA is due to the fact that WoR-CSMA discards a small amount (on average 4.5%) of packets which remain in the queue at the end of the communication period. Due to the fact that the nodes broadcast the packets and the contention-based WoR-CSMA does not implement RTS/CTS to avoid collisions, the packet loss increases with increased number of nodes in the room.
The standard OPNET CSMA-CA module was used for communication, natively and embedded in WoR-MAC. Occasionally, some packets are assigned a very long back-off time with very low probability due to random exponential back-off times. WoR-CSMA discards these packets at the end of a communication period, slightly increasing packet loss (and reducing latency) for WoR-CSMA, whereas CSMA-CA transmits these few packets with very high latency.
C. Power Consumption
CSMA-CA and TDMA perform badly in terms of power consumption as would be expected, since both protocols do not duty cycle the transceiver. X-MAC, while optimized for low-power unicast communication, begins to break down for large numbers of nodes as wake-ups and communication begin to collide, increasing power consumption, packet loss and latency. WoR-TDMA outperforms all other protocols, consuming 4.1% less energy than X-MAC and 48.9% less than CSMA-CA/TDMA for 5 nodes, and 13.0% less than X-MAC and 44.5% less than CSMA-CA/TDMA for 100 nodes.
The top-out for power consumption for WoR-CSMA occurs when the collaborative estimation function for t com len surpasses the amount of time available for communication, in this case 5 seconds. The estimation of t com len is liberal for this simulation, which is why neither latency nor packet loss are dramatically affected. Eventually as the communication saturates t com len , latency will flatten out as all further packets are discarded, and loss will increase dramatically. The fact that this does not occur means that there is room for optimization in the estimation algorithm, specifically in the time required for retries due to back-offs, which would considerably reduce power consumption for a real application.
VII. RELATED WORK
One of the first solutions to the overhearing problem in wireless networks was S-MAC which synchronizes wake and sleep periods of all nodes in the network to effectively reduce power consumption due to communication [18] . The next advance came with Low-Power Listening (LPL) [5] which allows a node to be awoken by a remote source, and remain in sleep mode until it is needed, either remotely or due to some internal process. This was accomplished by listening to the wireless channel and receiving a wake-up message by monitoring the RSSI values of the channel, which costs far less than communication. LPL was further improved with the development of B-MAC [14] which added several useful features. While effective, LPL does not allow targeting of remote wake-ups and therefore causes overhearing as all nodes who are in range are woken by a message.
WiseMAC [6] improves on LPL by using preamble sampling to periodically sample the channel in receive mode, and thereby being able to receive information within the wake-up message, effectively reducing overhearing by allowing targeted wake-ups. The concept of strobed preambles was presented in the X-MAC protocol [3] which reduces preamble length and response time. X-MAC also further reduces overhearing due to long preambles by ACKing the first preamble received and therefor beginning communication at the earliest possible moment. In the original publication, X-MAC is defined as a push-only protocol, which is not optimal for IE applications.
Several protocols have previously been introduced which extend the functionality of X-MAC, making it more practical in specific scenarios and situations. BEAM-MAC [2] adapts X-MAC by appending the payload directly to the wakeup preamble and aggregating payloads into a single packet. This approach is optimized for multi-hop routing and WoR-MAC builds on this work, using a similar method for piggybacking information onto preambles and ACKs. MaxMAC [10] dynamically changes the duty-cycle based on the network load, eventually converging to CSMA when load peaks. While this method is not optimal for a pull scenario where loads can be precalculated, we build on this work using a load-adaptive contention frame length as well. BurstMAC [15] adapts to bursts in traffic by utilizing multiple channels for parallel communication and uses a similar method of slotted ACKs channel allocation. Strawman [13] approaches the problem of collisions by integrating contention into the preamble ACKs instead of into the contention period as in the Wake-toContention (WTC) paradigm of WoR-MAC.
WoR-MAC can be viewed as a meta MAC which allows it to be used as a wrapper for frames of other MAC protocols. The WoR principles are an extension of X-MAC with several major changes. First, wake-ups can be addressed to multiple nodes at once, allowing group wake-ups, and the ACK period is slotted using TDMA in order to allow multiple nodes to ACK a single wake-up. Once awoken, nodes operate on a novel WTC paradigm in which access to the media is arbitrated by a separate MAC protocol. Finally, the length of the WTC MAC period is specified collaboratively by using the wake-up ACKs to convey load estimations.
VIII. CONCLUSION
This work began by introducing the wireless communication scenarios of intelligent environments (IE). Example scenarios where introduced which demonstrated different requirements on the MAC layer in terms of quality-of-service (QoS). A novel MAC protocol, WoR-MAC was introduced which allows application developers to combine QoS capabilities of other MAC protocols with the power-saving WoR abilities of X-MAC. The protocol allows pre-existing MAC protocols to be embedded inside duty-cycled wake-up preambles to allow communicating nodes to reduce their power consumption while maintaining communication QoS. The advances of the WoR-MAC protocol over the standard Wake-on-Radio protocol X-MAC are three-fold:
• WoR-MAC allows communication via unicast, multicast or bi-directionally (send/receive), using an embedded MAC protocol. In order to evaluate the capabilities of the novel protocol, it was simulated based on the parameters of an example IE scenario. Two example IE applications were presented, namely group activity recognition and augmented reality based on sensory information, each of which has a different focus and different requirements on the MAC layer of the IE. Two protocols, CSMA-CA and TDMA, were used as examples, and were embedded into WoR-MAC creating WoR-CSMA and WoR-TDMA respectively for comparison. The simulation modeled communication using a standard transceiver and the sensing and communication requirements taken from a real scenario. During the simulation, packet loss, latency and energy consumption where observed as QoS parameters for comparing all protocols.
The results of the simulation indicated that embedding a MAC protocol in WoR-MAC significantly lowered power consumption by introducing duty-cycling. The amount of power saved is dependent on implementation and scenario, but is close to 49% in some cases, which is the upper limit given by the duty-cycle. The simulation results also indicated that the QoS parameters of the original protocol are generally preserved after embedding it in WoR-MAC. The general effects on latency are a slight increase due to the wake-up period, which grows as the number of nodes in the network increases. Packet loss, in general, remains unaffected. The exception is WoR-CSMA, where the random and exponential nature of the backoffs causes high-latency packets to be discarded, creating a slight decrease in latency and increase in loss.
In total, WoR-MAC allows IE applications to conserve large amounts of energy, in the simulated scenario up to 49%. At the same time, WoR-MAC maintains the QoS properties provided by the original, non-duty-cycled MAC protocols with only minor sacrifices. This novel protocol provides developers with a tool to conserve energy during periods of sporadic activity or inactivity, without the QoS sacrifice which normally accompanies such approaches.
IX. FUTURE WORK
WoR-MAC has been implemented on wireless sensor nodes designed for wireless monitoring in aeronautical and automotive application areas. A full evaluation of the protocol under real conditions has yet to be conducted. Also current implementations only support embedding a single MAC protocol into WoR-MAC. Theoretically, many different MACs could be integrated in parallel, allowing almost seamless switching between embedded protocols. This would allow new research into cross-layer optimization to be conducted, and possibly open new doors to further improving the tradeoff between QoS and energy consumption.
