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Translating natural language descriptions into executable programs is a fundamental
problem for computational linguistics. Recent research proposes neural-network-based ap-
proaches to address the problem. These approaches typically train a sequence-to-sequence
learning model using a syntax-based objective: maximum likelihood estimation (MLE). Such
syntax-based approaches do not effectively address the goal of generating semantically cor-
rect programs, because these approaches fail to handle Program Aliasing, i.e., semantically
equivalent programs may have many syntactically different forms. In this thesis, we focus
on generating regular expressions from natural language, an important task of the program-
synthesis problem. In particular, we study the task in two aspects.
First, we address the issue of Program Aliasing, and propose a semantics-based approach
named SemRegex. Different from the existing syntax-based approaches, SemRegex trains the
model by maximizing the expected semantic correctness of the generated regular expressions.
The semantic correctness is measured using the DFA-equivalence oracle, random test cases,
and distinguishing test cases. The experiments on three public datasets demonstrate the
superiority of SemRegex over the existing state-of-the-art approaches.
Second, given that existing approaches use only synthetic data in both training datasets
and validation/test datasets, we raise a question: are these approaches effective to address
various real-world situations? To explore this question, we conduct a characteristic study
on comparing two synthetic datasets used by the recent research and a real-world dataset
collected from the Internet, and conduct an experimental study on applying an existing
state-of-the-art approach on the real-world dataset. Our study results suggest the existence
of distinct characteristics between the synthetic datasets and the real-world dataset, and
the existing state-of-the-art approach achieves extremely low effectiveness when evaluated
on real-world data. We also provide initial analysis on some of those challenging cases and
discuss future directions.
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CHAPTER 1: INTRODUCTION
Translating natural language (NL) descriptions into executable programs is a fundamental
problem for computational linguistics. An end user may have difficulty to write programs
for a certain task, even when the task is already specified in NL. For some tasks, even for
developers, who have experience in writing programs, it can be time consuming and error
prone to write programs based on the NL description of the task. Naturally, automatically
synthesizing programs from NL can help alleviate the preceding issues for both end users
and developers.
Recent research proposes syntax-based approaches to address some tasks of this problem
in different domains, such as regular expressions (regex) [1], Bash scripts [2], and Python
programs [3]. These approaches typically train a sequence-to-sequence learning model us-
ing maximum likelihood estimation (MLE). Using MLE encourages the model to output
programs that are syntactically similar with the ground-truth programs in the training set.
However, such syntax-based training objective deviates from the goal of synthesizing seman-
tically equivalent programs. Specifically, these syntax-based approaches fail to handle the
problem of Program Aliasing [4], i.e., a semantically equivalent program may have many
syntactically different forms. Table 1.1 shows some examples of the Program Aliasing prob-
lem. Both Program 1 and Program 2 are desirable outputs for the given NL specification but
one of them is penalized by syntax-based approaches if the other one is used as the ground
truth, compromising the overall effectiveness of these approaches.
In this thesis, we focus on generating regular expressions from NL, an important task of
the program-synthesis problem. Regular expressions are widely used in various applications,
and “regex” is one of the most common tags in Stack Overflow1 with more than 190, 000
related questions. The huge number of regex-related questions indicates the importance of
this task. In particular, our work covers two aspects.
First, to address the issue of Program Aliasing, we propose SemRegex, a semantics-based
approach to generate regular expressions from NL specifications. Different from the existing
syntax-based approaches, SemRegex alters the syntax-based training objective of the model
to a semantics-based objective. To encourage the translation model to generate semantically
1https://stackoverflow.com/questions/tagged/regex
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Table 1.1: Examples of Program Aliasing : for each NL specification, Program 2 is seman-
tically equivalent to Program 1; however, if Program 1 is the ground truth in the training
set, Program 2 is penalized by syntax-based approaches although it is a desirable program.
Domain NL Specification Program 1 Program 2
Regex
Match lines that start with an uppercase
vowel and end with ‘X’
([AEIOUaeiou]&[A-Z]).*X ([AEIOU].*)&(.*X)
Bash Rename file ‘f1’ to ‘f1.txt’ mv ’f1’ ’f1.txt’ cp ’f1’ ’f1.txt’; rm ’f1’
Python
Assign the greater value of ‘a’ and
‘b’ to variable ‘c’
c = a if a > b else b c = [b, a][a > b]
correct regular expressions, instead of MLE, SemRegex trains the model by maximizing the
expected semantic correctness of generated regular expressions. We follow the technique of
policy gradient [5] to estimate the gradients of the semantics-based objective and perform
optimization.
The measurement of semantic correctness serves as a key part in the semantics-based
objective, which should represent the semantics of programs. In this thesis, we convert a
regular expression to a minimal Deterministic Finite Automaton (DFA). Such conversion is
based on the insight that semantically equivalent regular expressions have the same minimal
DFAs. We define the semantic correctness of a generated regular expression as whether its
corresponding minimal DFA is the same as the ground truth’s minimal DFA.
When our approach is applied on domains other than regular expressions such as Python
programs and Bash scripts, a perfect equivalence oracle such as minimal DFAs may not be
feasibly available. To handle a more general case, we propose correctness assessment based
on test cases for regular expression; such correctness assessment can be easily generalized for
other tasks of program synthesis. Concretely, we generate test cases to represent semantics
of the ground truth. For a generated regular expression, we assess its semantic correctness
by checking whether it can pass all the test cases. However, a regular expression may have
infinite positive (i.e., matched) or negative (i.e., unmatched) string examples; thus, we cannot
perfectly represent the semantics. To use limited string examples to differentiate whether a
generated regular expression is semantically correct or not, we propose an intelligent strategy
for test generation to generate distinguishing test cases instead of just using random test
cases.
We evaluate SemRegex on three public datasets: NL-RX-Synth, NL-RX-Turk [1], and
KB13 [6]. We compare SemRegex with the existing state-of-the-art approaches on the task
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of generating regular expressions from NL specifications. Our evaluation results show that
SemRegex outperforms the state-of-the-art approaches on all of the three datasets. The
evaluation results confirm that by maximizing semantic correctness, the model can output
more correct regular expressions even when the regular expressions are syntactically different
from the ground truth.
Second, since we find that existing approaches use only synthetic data in both training
datasets and validation/test datasets, we raise a question: are these approaches effective to
address various real-world situations? To explore this question, we conduct an empirical
study. Our study consists of two parts: a characteristic study on comparing the synthetic
datasets used by recent research [6, 1] and a real-world dataset collected from the Internet,
and an experimental study on applying an existing state-of-the-art approach [1] on the real-
world dataset. Specifically, to build the real-world dataset, we collect regular expressions and
corresponding NL specifications from an online library for regular expressions. In our study,
we find that there exist distinct characteristics between the synthetic datasets and real-world
dataset. We evaluate the model learned by an existing state-of-the-art approach [1] (from a
synthetic dataset) by using both the synthetic dataset and real-world dataset. The results
show that the model achieves much lower effectiveness on the real-world dataset than on the
synthetic dataset. We collect some challenging cases that cannot be handled by the model,
and provide initial analysis on them. To provide solutions for generating regular expressions
from NL specifications, we also discuss future directions based on our study findings.
In summary, this thesis makes the following main contributions.
• We propose a semantics-based approach called SemRegex to optimize the semantics-
based objective for the task of generating regular expressions from NL specifications.
• We introduce the measurement of semantic correctness based on test cases, and propose
a strategy to generate distinguishing test cases, in order to better measure the semantic
correctness than using random test cases.
• We evaluate SemRegex on three public datasets. The evaluation results show that our
SemRegex approach outperforms the existing state-of-the-art approaches on all of the
three datasets.
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• We collect a real-world dataset from the Internet, and find that there exist distinct
characteristics between the existing synthetic datasets and real-world dataset.
• We evaluate an existing state-of-the-art approach (trained from a synthetic dataset)
on the real-world dataset. The results show that the model achieves much lower
effectiveness on the real-world dataset.
The rest of the thesis is organized as follows. Chapter 2 formulates the problem that
we address in this thesis. Chapter 3 illustrates our SemRegex approach in detail. Chapter
4 discusses our evaluation of SemRegex on three public datasets. Chapter 5 presents our
empirical study on three synthetic datasets and a real-world dataset. Chapter 6 discusses
related work. Chapter 7 concludes this thesis and discusses future work.
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CHAPTER 2: PROBLEM FORMULATION
Consider the problem of automatically generating a regular expression R given an NL
specification S as an input. Let S = s1, s2, . . . , sm denote the NL specification, where si
represents a word in the vocabulary; let R = r1, r2, . . . , rn denote the regular expression,
where ri is a valid character in the regular expression. Table 2.1 shows an example of a pair
of NL and the corresponding regular expression.
Table 2.1: An example of NL specification and the corresponding regular expression.
NL Specification Regular Expression
lines that start with an uppercase
vowel and end with ‘X’
([AEIOUaeiou]&[A-Z]).*X







Given an NL specification, it is possible to have multiple regular expressions fitting the
specification. In the training set, only one regular expression is provided for each NL speci-
fication.
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CHAPTER 3: SemRegex APPROACH
In this chapter, we illustrate our SemRegex approach in detail. First, we introduce our
model, which is a sequence-to-sequence learning model. Next, we alter the standard Maxi-
mum Likelihood Estimation (MLE) objective to maximize semantic correctness. We leverage
policy gradient to train the model with the semantics-based objective. Finally, we discuss
how to measure semantic correctness.
3.1 MODEL
It is natural to apply a machine-translation model on the program-synthesis problem. We
follow a previous attempt [1] to use a sequence-to-sequence learning model [7] augmented
with the attention mechanism [8]. The model consists of an encoder network and a decoder
network. In both the encoder network and decoder network, we use LSTM [9] units that
can be summarized as follow:
it = σ(Wixt + Uiht−1 + bi) (3.1)
ft = σ(Wfxt + Ufht−1 + bf ) (3.2)
ot = σ(Woxt + Uoht−1 + bo) (3.3)
c̃t = φ(Wcxt + Ucht−1 + bc) (3.4)
ct = ft ◦ ct−1 + it ◦ c̃t (3.5)
ht = ot ◦ φ(ct) (3.6)
where σ is the sigmoid function, φ is the hyperbolic tangent function, and ◦ is the element-
wise multiplication; weight matrices W and U along with biases b are learnable parameters
of the model. In the encoder network, the input xt is an embedding vector of the word st
in the NL input sequence. In the decoder network, the input xt is an embedding vector of
the previous character rt−1 in the output regular expression. The hidden vectors ht of the
encoder network are fed into an attention layer [8] to output an overall representation of
the input sentence considering the output position. The hidden vectors ht of the decoder
network are fed into a dense layer zt = Wzht, where zt holds the dimension of the vocabulary
6
size of the regular expression. zt is the output of the decoder network to predict the output
character rt = arg maxj zt,j.
A softmax function is applied on zt to obtain a probability distribution on output character
candidates. The probability of character j at output position t is as follow:






Let θ represent all learnable parameters in the model. We discuss two objective functions
of θ to train the model.
3.2.1 Maximum Likelihood Estimation (MLE)
A sequence-to-sequence learning model learns the distribution of regular expressions R





By default, the sequence-to-sequence learning model uses maximum likelihood estimation
(MLE) for training, i.e., maximizing the likelihood of mapping the input sequence to the
output sequence for each pair in the training set. Specifically, the optimal parameters θ∗ are
obtained as follow:













Gradient descent is used to search out optimal parameters θ∗.
However, MLE fails to consider the fact that semantically equivalent regular expressions
might be syntactically different. The MLE objective function forces the model to generate
syntactically similar regular expressions, but penalizes semantically equivalent and syntac-
tically different regular expressions. Such a syntax-based training objective does not fit our
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task’s objective (i.e., generating any semantically correct regular expression).
3.2.2 Maximizing Semantic Correctness
To encourage the model to generate any semantically correct regular expression, we alter
the MLE training objective function to maximize semantic correctness.
For an NL specification, we define a reward of a predicted regular expression r(R) as
its semantic correctness (we discuss how to measure the correctness later). We encourage
the model to generate regular expressions to maximize expected rewards instead of MLE.












However, to compute the expected reward, we need to go over all possible regular expres-
sions, and the number of all possible regular expressions is infinite. To address this problem,
we use the Monte Carlo estimate as the approximation of the expected value. Specifically, M
regular expressions R1, . . . , RM are sampled following the output probability of the model.









where Rj ∼ pθ(·|S(i))
(3.11)
In order to compute the gradient of the expected reward and to maximize the objective
using gradient descent, we employ the REINFORCE technique of policy gradient [5], which
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where Rj ∼ pθ(·|S(i))
(3.12)
In practice, we subtract the mean reward of all samples to reduce the variance of estimated















The overall training algorithm is summarized in Algorithm 3.1. We initialize θ by pre-
training the model using MLE on the training set. For each pair in training set, we sample
M regular expressions to estimate the gradient.
Algorithm 3.1: Policy-gradient method to maximize semantic correctness




1 Initilize θ from pretrained model using MLE on D ;
2 for each epoch do
3 for (S(i), R(i)) ∈ D do
4 Sample R1, . . . , RM using current model ;
5 Get rewards r(R1), . . . , r(RM) ;
6 Estimate ∇θJ(θ) using (3.13) ;





















Figure 3.1: Minimal DFA converted from “([ABab]&[A-Z]).*X” and generated string ex-
amples, where s0 represents the start state and s2 is the only accept state.
3.3 MEASUREMENT OF SEMANTIC CORRECTNESS
In this thesis, we propose two types of measuring semantic correctness based on minimal
DFAs and test cases, respectively.
3.3.1 Minimal DFAs
We convert a regular expression to a minimal DFA and utilize the fact that equivalent
regular expressions have the same minimal DFAs even when they are syntactically differ-
ent [10]. For example, the minimal DFA of regular expression “([ABab]&[A-Z]).*X” is
shown in Figure 3.1(a). A syntactically different regular expression “((A|B).*)&(.*X)” can
be converted to the same minimal DFA as shown in Figure 3.1(a), indicating that these two
regular expressions are semantically equivalent.
We check whether two regular expressions are equivalent by checking whether their cor-
responding minimal DFAs are the same. When the policy-gradient method is performed, if
a sampled regular expression R is equivalent to the ground truth, then r(R) = 1; otherwise
r(R) = 0.
Test Cases. A perfect equivalence oracle such as using the minimal DFA may not be fea-
sibly available for some tasks, e.g., when our approach is applied on other domains such as
generating Bash scripts and Python programs. To handle a more general case, we propose
10
correctness measurement based on test cases. We generate test cases (i.e., inputs and ex-
pected outputs) and check whether a program can pass the test cases that are generated
from the ground truth to approximately check whether the program and the ground truth
are equivalent.
Given a regular expressionR, we generate test cases that contain positive (acceptable/matched)
and negative (unacceptable/unmatched) string examples. Here we consider only positive ex-
amples because negative examples can be obtained by generating positive examples of its
complement regular expression ∼R. To generate positive string examples from regular ex-
pression R, we convert R to its corresponding minimal DFA. Each positive string example
corresponds to a path from the start state of the minimal DFA to any accept state1, and
vice versa. Thus, we generate paths randomly from the start state to any accept state, and
convert the paths to their corresponding strings as shown in Figure 3.1(b). To generate
distinct string examples, we aim to generate paths to cover as many transitions as possi-
ble. In particular, we mask all transitions that have been covered by previously generated
paths. When we generate a new path, the not-covered transitions have higher priority to be
explored than covered ones.
Because complex regular expressions may accept/match or reject/unmatch infinite string
examples, we augment random generation with a new strategy to generate distinguishing
test cases to better represent the semantics. Considering that the generated test cases are
used to check whether a Monte-Carlo sampled regular expression is equivalent to the ground
truth in the policy-gradient method, only test cases that can differentiate an incorrect sample
and the ground truth are useful. Based on such insight, we give preference to test cases that
differentiate Monte-Carlo samples and the ground truth. A challenge here is that we do
not know the samples before performing the policy-gradient method. However, we find that
there is a high chance to get the same samples repeatedly when the model is pre-trained
using MLE on the training set, because sampling is following the distribution learned by
the pre-trained model. Based on the observation, we use the Beam Search algorithm on the
pre-trained model to obtain B most likely samples R̂1, . . . , R̂B. We generate string examples
that can differentiate these samples and the ground truth, named as distinguishing string
examples. For each R̂ and ground truth R, we construct a new regular expression R&(∼R̂),
1A DFA has one start state and a set of accept states.
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and generate its string examples that can differentiate R and R̂.
The overall idea of our strategy for generating string examples is shown in Algorithm 3.2.
Once we have a set of positive and negative string examples, we define the reward of a
regular expression as r(R) = 1 if it can pass all the test cases, and r(R) = 0 otherwise.
Algorithm 3.2: Generating distinguishing test cases for regular expressions




, the number of examples to generate: T ,
and a pre-trained model
Output: Positive and negative example sets P(i) and N (i)
1 for (S(i), R(i)) ∈ D do
2 P(i) ← ∅ ;
3 N (i) ← ∅ ;
4 Beam search on pre-trained model to obtain R̂1, . . . , R̂B ;
5 repeat
6 Randomly pick a j in [1, B] ;
7 Rp ← R(i)&(∼R̂j) ;
8 Rn ← (∼R(i))&R̂j ;
9 Generate an example p from Rp ;
10 Generate an example n from Rn ;
11 P(i) ← P(i) ∪ {p} ;
12 N (i) ← N (i) ∪ {n} ;
13 until |P(i)| ≥ T && |N (i)| ≥ T ;
14 end
When extending SemRegex on other languages where a perfect equivalence oracle is not
available, it is desirable to use a technique to generate test cases for a program. There exist
techniques (discussed in Chapter 6) to generate test cases for a general executable program.
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CHAPTER 4: EVALUATION OF SemRegex
We evaluate the effectiveness of SemRegex by comparing it to the state-of-the-art ap-




We conduct our experiments on three public datasets for the task of generating regular
expressions from NL specifications.
• KB13. KB13 [6] includes 824 pairs of NL and regular expression. When conducting
data labeling, labeling workers are asked to generate the NL specifications to capture a
subset of the lines in a file. Then programmers are asked to generate regular expressions
for these NL specifications written by the labeling workers. We split the data into 75%
training and 25% testing sets, following what the authors of KB13 do.
• NL-RX-Synth. NL-RX-Synth [1] is a synthetic dataset much larger than KB13. Its
authors define a small grammar for parsing regular expressions to NL. The grammar
is used to stochastically generate 10, 000 regular expressions and their corresponding
synthetic NL specifications. We split the pairs into 65% training, 10% development,
and 25% testing sets, following what the authors of NL-RX-Synth do.
• NL-RX-Turk. NL-RX-Turk [1] comes from the NL-RX-Synth dataset. Instead of
directly using synthetic NL descriptions in the dataset, the authors of NL-RX-Turk ask
labeling workers to paraphrase the synthetic specifications. The dataset also consists
of 10, 000 pairs of NL and regular expression. We split the pairs into 65% training,
10% development, and 25% testing sets, following what the authors of NL-RX-Turk
do.
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Table 4.1: Effectiveness comparison of different approaches (using DFA-equivalence accuracy
as metrics)
Approach KB13 NL-RX-Synth NL-RX-Turk
Semantic-Unify 65.5% 46.3% 38.6%
Deep-Regex(MLE) 65.6% 88.7% 58.2%
SemRegex(DFA Oracle) 78.2% 91.6% 62.3%
SemRegex(Distinguishing Test Cases) 77.5% 90.2% 61.3%
SemRegex(Random Test Cases) 66.5% 90.2% 59.5%
4.1.2 Training Setting
We use a two-layer stacked LSTM architecture in both the encoder and decoder networks.
The dimensions of encoder and decoder hidden states are set to 256. We use random embed-
ding layers with the dimension of 128 for both input and output words. We also tune our
hyper-parameters on the development set. The best results are obtained when the learning
rate = 0.001 and the batch size = 25. We use the Monte-Carlo method to sample M = 10
regular expressions to estimate the gradient. To generate distinguishing string examples,
we perform Beam Search to obtain B = 10 most likely samples. Before performing the
policy-gradient method, we pre-train the model using MLE for 100 epochs. Then we train
the model for 40 epochs using the policy-gradient method, and choose the model with the
best effectiveness on the development set. Our model is implemented in TensorFlow [11].
4.2 RESULTS AND ANALYSIS
4.2.1 Comparison Results
We demonstrate the effectiveness of our approach by comparing it to the existing ap-
proaches including Semantic-Unify [6] and Deep-Regex(MLE) [1]. We also compare the
results of our approach with different measurements of semantic correctness. Table 4.1
shows the comparison results of different approaches, with detailed discussion as follows.
• Semantic-Unify. Semantic-Unify [6] learns to parse NL to regular expressions. Sim-
ilarly, DFA equivalence is applied as a semantic unification when training the parser.
• Deep-Regex(MLE). Deep-Regex(MLE) [1] regards the problem as a black-box task
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of machine translation without utilizing any domain knowledge of regular expressions.
A syntax-based objective (MLE) is used to train the model. To the best of our knowl-
edge, Deep-Regex(MLE) is the state-of-the-art approach on these three datasets.
• SemRegex(DFA Oracle). In SemRegex (DFA Oracle), we use the oracle of DFA
equivalence to measure semantic correctness. SemRegex(DFA Oracle) outperforms
Deep-Regex(MLE), the existing state-of-the-art approach, by an accuracy increase of
12.6% on KB13, 2.9% on NL-RX-Synth, and 4.1% on NL-RX-Turk, respectively. Com-
pared to Deep-Regex(MLE), the results demonstrate the effectiveness of maximizing
semantic correctness during the training phase. SemRegex(DFA Oracle) shows more
improvement on the KB13 dataset over Deep-Regex(MLE) than on other datasets.
Such result indicates that supervised learning based on MLE is less effective to learn
from a small training set. When the policy-gradient method is used, Monte-Carlo
samples can provide more information beyond only training samples especially on a
small training set; such more information significantly improves the effectiveness.
• SemRegex(Distinguishing Test Cases). When we do not have access to an oracle
such as DFA equivalence, we can generate test cases to define semantic correctness.
SemRegex(Distinguishing Test Cases) uses Algorithm 3.2 to generate distinguishing
test cases (10 positive examples and 10 negative examples) that differentiate the re-
sults returned by Beam Search and the ground truth. The results show that by us-
ing distinguishing test cases, SemRegex(Distinguishing Test Cases) outperforms Deep-
Regex(MLE), an existing syntax-based approach, on all of three datasets. Meanwhile,
the effectiveness of SemRegex(Distinguishing Test Cases) drops no more than 1.4%
on accuracy compared to SemRegex(DFA Oracle). Such result indicates that limited
distinguishing test cases generated by the proposed strategy can well represent the
semantics.
• SemRegex(Random Test Cases). SemRegex(Random Test Cases) generates ran-
dom test cases instead of distinguishing test cases. It outperforms the existing ap-
proaches (Semantic-Unify and Deep-Regex(MLE)) because random test cases can still
represent the semantics and differentiate some inequivalent regular expressions. Com-
pared to SemRegex(Distinguishing Test Cases), its effectiveness shows a big drop on
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KB13 and a slight drop on NL-RX-Turk. Such results indicate the benefit of distin-
guishing test cases over random test cases.


















Figure 4.1: Semantic accuracy (DFA equivalence) and syntactic accuracy (exact-match) on
the NL-RL-Turk testing set after each epoch. The training objective is replaced to maximize
expected correctness after 100 epochs. The correctness is measured by the DFA-equivalence
oracle in this figure.
4.2.2 Effectiveness of Semantics-Based Objective
To understand the effect of using a semantics-based learning objective, we record the
semantic accuracy (DFA equivalence) and syntactic accuracy (exact-match) on the NL-RL-
Turk testing set after each epoch as shown in Figure 4.1. During pre-training (epochs 1
to 100), we use MLE to train the model to increase both semantic accuracy and syntactic
accuracy iteratively. Then, we alter the training objective to maximize the expected semantic
correctness. We notice that while semantic accuracy continues increasing for about 10%, the
syntactic accuracy does not show a significant growth after pre-training. Such result indicates
that the model is no longer encouraged to generate regular expressions that are syntactically
equivalent to the ground truths. Instead, the model learns to generate semantically correct
regular expressions.
4.2.3 Analysis of Semantic Correctness Based on Test Cases
The correctness measurements based on test cases serve as an approximate oracle. Fig-





S: Strings that begin with at least two digits
Neg: ”8aa”
Figure 4.2: An example of how test cases help with training. At the beginning of the policy-
gradient method, the model outputs an incorrect answer R1, which cannot pass a positive
test case. R1 gets penalized because it receives a reward 0. Then the model changes to
output an incorrect answer R2, which cannot pass a negative test case. Similarly, R2 gets
penalized as training continues. R3 receives a reward 1 because it passes all test cases,
resulting in an increase of its likelihood from the model in iterations. Finally, the model
outputs the correct answer R3.
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Figure 4.3: Impact of the number of distinguishing or random test cases on accuracy on the
KB13 dataset.
more, we evaluate how the correctness based on test cases is close to the DFA-equivalence
oracle. In Monte-Carlo estimate, we count the samples with the approximate oracle that
equals to the minimal DFA oracle. When using random test cases, there are 89.8% samples
with the approximate oracle that equals to the minimal DFA oracle. When using distin-
guishing test cases, such percentage increases to 96.3%. Such result illustrates that test
cases are able to approximately check the semantic equivalence even when the test cases are
generated randomly. The result also suggests that distinguishing test cases represent the
semantics more effectively than random test cases.
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4.2.4 Impact of the Number of Test Cases
We study how the number of test cases impacts the effectiveness. We enumerate the
number of distinguishing or random positive/negative string examples from T = 1 to T = 10
to show the impact on the effectiveness (T = 0 refers to using MLE to train the model).
As shown in Figure 4.3, when more distinguishing test cases are used, higher accuracy is
reached. However, more random test cases make limited improvement.
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CHAPTER 5: STUDIES OF EVALUATION DATASETS
In this chapter, we conduct a characteristic study on comparing the synthetic datasets
used by the recent research [6, 1] and real-world dataset collected from the Internet, and an
experimental study on applying a state-of-the-art approach [1] on the real-world dataset.
5.1 CHARACTERISTIC STUDY
5.1.1 Synthetic datasets
We study two synthetic datasets:
• KB13 [6]. KB13 includes 824 pairs of NL and regular expression. During labeling
time, labeling workers are provided a certain regular expression and example strings
that match the regular expression, and are asked to write their own original NL query
to capture the example strings. The NL query written by the workers is regarded as
the corresponding description of the regular expression.
• NL-RX [1]. NL-RX consists of 10,000 regular expressions and their corresponding
NL descriptions. This corpus is created in two steps. First, a small manually-crafted
grammar is used to parse a regular expression and generate its initial correspond-
ing NL description. Second, labeling workers are asked to paraphrase the generated
description.
5.1.2 Real-world dataset (RegexLib)
We collect a real-world dataset from RegexLib (http://regexlib.com/), an online library
for regular expressions. The library includes various regular expressions and the correspond-
ing NL descriptions contributed by authors of the regular expressions. For our study, we
use all the 3, 619 pairs of NL and regular expression that can be retrieved from the search
interface of the library.
By comparing the synthetic datasets and the real-world dataset, we find distinct charac-
teristics between them in the following two main aspects.
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Figure 5.1: Distribution of regular expressions with no more than 100 characters in the three
datasets (note that 26.2% of regular expressions in RegexLib have more than 100 characters
whereas no regular expression in KB13 or NL-RX has more than 100 characters).
Table 5.1: Length statistics of regular expressions in the three datasets: maximum (Max),
average (Avg), median (Med), and standard deviation (Std).
Dataset Max Avg Med Std
KB13 79 19.0 18 11.9
NL-RX 54 26.0 25 7.4
RegexLib 685 58.8 53 44.2
• Complexity of regular expressions. Regular expressions in the real-world dataset
(RegexLib) are much more complex than the two synthetic datasets (KB13 and NL-
RX). First, KB13 and NL-RX support only a subset of the regular expression patterns
that appear in the RegexLib. For example, the question mark ‘?’, indicating appearing
zero or one time, is not included in KB13 or NL-RX, while it is one of the most common
symbols in RegexLib. Second, regular expressions in RegexLib are much longer than
the ones in the two synthetic datasets. As is shown in Table 5.1, the average and median
lengths of regular expressions in RegexLib are both more than twice of the average and
median lengths in the synthetic datasets. Figure 5.1 shows the length distribution of
regular expressions. Most of regular expressions in KB13 and NL-RX lie in the range
between 10 and 40 characters, while in RegexLib more than half regular expressions
contain more than 40 characters. More statistics in Table 5.1 show the difference in
complexity of regular expressions between the synthetic datasets and the real-world
dataset.
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Figure 5.2: Distribution of NL descriptions with no more than 100 words in the three datasets
(note that 9% of descriptions in RegexLib have more than 100 words whereas no description
in KB13 or NL-RX has more than 100 words).
Table 5.2: Word count statistics of descriptions in the three datasets: maximum (Max),
average (Avg), median (Med), and standard deviation (Std).
Dataset Max Avg Med Std
KB13 21 7.1 7 2.8
NL-RX 28 10.6 10 3.3
RegexLib 968 36.4 23 45.5
• Complexity of NL sentences. NL sentences from RegexLib contain a lot of words
that never occur in KB13 or NL-RX. Specifically, there are 13, 491 distinct words in
RegexLib, 715 distinct words in KB13, and 560 distinct words in NL-RX. Only 219
distinct words occur in both RegexLib and KB13, and 350 distinct words occur in both
RegexLib and NL-RX. Such result shows that the sentences from the synthetic datasets
are much simpler than those from RegexLib. Figure 5.2 shows the distribution of the
number of words in NL descriptions. Most of descriptions in KB13 and NL-RX have
no more than 20 words, whereas the descriptions in RegexLib tend to have more than
20 words on average. More statistics in Table 5.2 show the difference in complexity of
NL sentences between the synthetic datasets and the real-world dataset.
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Table 5.3: Deep-Regex effectiveness on NL-RX and KB13. We reuse the result from [1],




Table 5.4: Example failed cases generated by Deep-Regex.
Index Description Ground Truth Predicted Result
#1 items with a small letter preceding “dog”, at least thrice. ([a-z].*dog.*){3,} ([a-z]).*((dog){3,})
#2 lines with vowels after lower-case letter. .*([a-z]).*([aeiou]).* ([a-z]).*([aeiou]).*
#3 lines with a lower-case letter and a character at least 6 times. (.*[a-z].*)&((.){6,}) ([a-z]).*((.){6,})
#4 match the numbers 100 to 199. 1[0-9][0-9] ([0-9])*
5.2 EXPERIMENTAL STUDY
We study the effectiveness of Deep-Regex [1] (a state-of-the-art approach) on a synthetic
dataset (NL-RX) and the real-world dataset (RegexLib). Deep-Regex reduces the target
problem of generating regular expressions from NL specifications to a black-box task of ma-
chine translation. It uses sequence-to-sequence learning model [7] augmented with attention
mechanism [8] for the translation task. The sequence-to-sequence model consists of an en-
coder RNN and a decoder RNN. The encoder takes an NL sentence as input and generates
representation vectors (for the sentence), which are further fed into the decoder. The decoder
predicts next words given the words that have been predicted.
5.2.1 Effectiveness on synthetic datasets
We train the model on a synthetic dataset and evaluate the model on it (we reuse the split
training, validation, and test data from the dataset as used by [1]). We employ String-Equal
and DFA-Equal to test whether two regular expressions are equivalent. For String-Equal,
two regular expressions are regarded as equivalent when they are exactly the same string.
For DFA-Equal, two regular expressions are regarded as equivalent when the semantics of
the regular expressions’ corresponding DFAs is the same. Table 5.3 shows the effectiveness
of Deep-Regex on NL-RX and KB13, respectively.
To understand the sources of errors and find ways to further improve the effectiveness, we
randomly select 100 failed samples from NL-RX. We analyze the error types and summarize
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Figure 5.3: Effectiveness of Deep-Regex when using beam-search.
the main causes of errors as follows.
• Ambiguity of NL. NL descriptions in 28% failed samples are ambiguous, resulting in
that the model predicts a regular expression embedding other meanings. As Example
#1 shown in Table 5.4, the description is ambiguous because it is unclear what part
of the string would appear at least twice.
• False prediction for wildcard and quantifier. Similar to Example #2 in Table 5.4,
35% of failed samples are due to that the model predicts incorrect wildcard (.) or
quantifier (*, +). These symbols appear in almost every regular expression, causing
the model not to be able to differentiate their semantics dependent on their positions
in regular expressions.
• False prediction for keywords. There are 17% failed samples being predicted
incorrectly by the model because the model does not make correct prediction for some
keywords. Example #3 in Table 5.4 is a sample where the model fails to predict “and”.
Other samples (20%) among the 100 failed samples cannot be easily categorized into one of
the preceding categories.
To evaluate the potential capacity of Deep-Regex, we conduct an experiment that uses
beam search instead of a greedy strategy. The effectiveness result is shown in Figure 5.3.
When we use beam search of size k, we will get k candidates. Here we test (1) whether there
is at least one correct result in all k candidates (denoted as Top-K) and (2) whether the
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candidate with the highest likelihood is correct (denoted as Top-1). The result shows that
the model is more likely to generate the correct regular expression when using a larger beam
size. However, finding the correct candidate among the candidates still remains another
challenge.
5.2.2 Effectiveness on real-world dataset
We evaluate the effectiveness of Deep-Regex on the real-world dataset (RegexLib). First,
we use Deep-Regex to train a model using the synthetic NL-RX dataset, named as the Deep-
Regex model. Then we evaluate the model on the RegexLib dataset (as the test set). From
the RegexLib dataset, we eliminate the entries with long descriptions because the inputs of
Deep-Regex model have a limitation of length in our implementation. Finally, our test set
contains 1, 091 pairs of NL and regular expression. The Deep-Regex model cannot generate
any correct regular expressions for 1, 091 samples when using the greedy strategy. When we
use beam search with size of 20 instead, the model can generate 5 samples with the DFA-
Equal Top-20 metric (4 samples with the String-Equal Top-20 metric). Such extremely low
effectiveness 0.5% is in sharp contrast with 90.9% (as shown in Figure 5.3) when applied
on the NL-RX dataset. We find that many NL descriptions in the failed cases (from the
RegexLib dataset) are quite different from the sentences in the training data from NL-RX,
i.e., words in the test data are often not covered by the training data and are masked as
unknown words. In addition to the three error-cause categories on the synthetic dataset
(discussed in the preceding subsection), there are two types of real-world regular expressions
that the Deep-Regex model trained from the synthetic NL-RX dataset cannot handle.
• Variations of NL. In the synthetic NL-RX dataset, NL descriptions tend not to have
variations because they are first generated by a pre-defined grammar. In the RegexLib
dataset, sentences with similar meanings could be very different syntactically. We
find that the model trained from the synthetic NL-RX dataset cannot handle various
expressions. Augmenting the training data to instill language variations may alleviate
such issue.
• Numerical range. The Deep-Regex model cannot handle the descriptions that con-
tain a numerical range. As shown in Example #4 in Table 5.4, the Deep-Regex model
24
cannot generate a regular expression to specify a number between 100 and 199. Because
the sequence-to-sequence learning model learns the translation alignment between two
sequences, the Deep-Regex model may not be able to address such challenge even
provided with more similar (but not the same) samples in the training data.
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CHAPTER 6: RELATED WORK
6.1 PROGRAM SYNTHESIS
Our work falls into the general topic of program synthesis. Program synthesis is the
problem of automatically generating programs from high-level specifications [12]. There has
been a lot of progress made in this area, classified based on (1) the form of specifications,
e.g., NL descriptions [3, 13, 2, 14, 15], input-output examples [16, 17, 18], and hybrid of the
two preceding types of specifications [19, 20]; (2) the programming languages, e.g., LISP [21],
Python [3, 22], SQL [23, 24], and Domain-Specific Languages (DSL) such as FlashFill [25]. In
this thesis, we focus on an important subtask of the program-synthesis problem: generating
regular expressions from NL.
6.2 GENERATING REGULAR EXPRESSIONS
Recent research has attempted to automatically generate regular expressions from NL
specifications. [26] propose a rule-based approach to build an NL interface for regular ex-
pressions. [6] develop an approach for learning a probabilistic grammar model to parse an NL
description into a regular expression. [1] regard the problem as a black-box task of machine
translation, and train a sequence-to-sequence learning model to address the problem. There
exists also a lot of work focusing on generating regular expressions from string examples.
Recent work typically uses an evolutionary algorithm to address the problem [27, 28, 29, 30].
Inspired by our previous study [31], in this thesis, we leverage the help of string examples
generated from ground truths to improve the state of the art for the problem of generating
regular expressions from NL. Compared with previous state-of-the-art approaches [1] that
maximize the likelihood of ground truths in the training set, SemRegex leverages the policy-
gradient method to encourage the model to generate semantically correct regular expressions.
6.3 GENERATING TEST CASES
When SemRegex is applied on domains other than synthesizing regular expressions, a
perfect equivalence oracle such as using the minimal DFA may not be feasibly available. In
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order to handle a more general case, we propose to generate test cases from the ground truths
to measure the semantic correctness of a program candidate. State-of-the-art test-generation
techniques are typically based on Dynamic Symbolic Execution (DSE) [32]. Given a program
that we want to generate test cases for, DSE executes the program for some seed test
cases, and at the same time collects symbolic constraints from branch statements along the
execution path. Then DSE generates new test cases to cover different branches in iterations
by flipping a branching node in previous execution path. In this way, DSE is able to generate
test cases that can be used to approximately check the semantic equivalence. Furthermore,
DSE can effectively generate distinguishing test cases for two executable programs by relating
these two programs in a single execution [33]. Various DSE tools have been implemented for
different programming languages, such as PyExZ3 (Python) [34], JPF-SE (Java) [35], Pex
(C#) [36, 37, 38], and CUTE (C) [39].
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CHAPTER 7: CONCLUSION AND FUTURE WORK
We have proposed SemRegex, a semantics-based approach to generate regular expressions
from NL specifications. Our evaluation results show that SemRegex outperforms the existing
state-of-the-art approaches on three public datasets. We have also conducted an empirical
study on comparing synthetic datasets and a real-world dataset, and on evaluating an ex-
isting state-of-the-art approach on the real-world dataset. Our study results show that the
existing state-of-the-art approach achieves low effectiveness on the real-world dataset com-
pared to the synthetic datasets. Future work for the work in this thesis includes two main
aspects.
• Syntactically correct outputs. SemRegex trains the model to maximize the seman-
tic correctness; however, it does not have any constraints on whether the outputs are
syntactically correct (i.e., the output regular expressions do not have to compilable).
Possible approaches for guaranteeing that the outputs are syntactically correct include
(1) generating the AST of a regular expression; (2) generating the production-rule
sequence of a regular expression’s context-free grammar. We expect that considering
syntactic correctness brings two main benefits. First, it reduces the search space of
the problem, because syntactically incorrect regular expressions are no longer parts of
the output candidates. Doing so significantly reduces the complexity of the problem.
Second, compared to token sequences, ASTs or production-rule sequences serve as a
more well-organized representation of regular expressions. This more desirable repre-
sentation helps the model learn the underlying alignment between the natural language
and the representation (e.g., aligning ‘and’ in natural language to a production rule
‘R := R1&R2’ in a regular expression’s context-free grammar).
• Large real-world benchmark. Ideally, we would like to retrain the model (originally
trained on a synthetic dataset) on a real-world dataset such as the one that we collect
from RegexLib (http://regexlib.com/) before applying the model on real-world test
data entries. However, currently we can hardly train a model on the real-world dataset
used in this thesis because such dataset is too sparse to be a sufficient training set.
Specifically, the dataset consists of 3, 619 entries from RegexLib and 13, 491 distinct
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words. In contrast, the NL-RX dataset is dense: it has 10, 000 entries but only 560
distinct words. Since the data collected from public websites are typically insufficient
to serve as the training data, it is an open problem for collecting sufficient labeled
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