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Abstract
Generalizing Euclidean inner product and Hermitian inner product,
we introduce Galois inner products, and study the Galois self-dual con-
stacyclic codes in a very general setting by a uniform method. The con-
ditions for existence of Galois self-dual and isometrically Galois self-dual
constacyclic codes are obtained. As consequences, the results on self-dual,
iso-dual and Hermitian self-dual constacyclic codes are derived.
Keywords: Constacyclic code, Galois inner product, q-coset function,
isometry, Galois self-dual code.
MSC2010: 12E20, 94B60.
1 Introduction
Constacyclic codes over finite fields are a generalization of cyclic codes over
finite fields, and inherit most of the advantages of cyclic codes. They can be
theoretically studied with polynomials, and can be performed by feed-back shift
registers in practice. There have been many references about the constacyclic
codes. We are concerned with the research related to the duality and self-duality
of constacyclic codes.
Let Fq be a finite field with q = p
e elements, where p is a prime. Let λ be a
non-zero element of F, and n be a positive integer. As usual, Fq[X ] denotes the
polynomial ring. Each element
∑n−1
i=0 aiX
i of the quotient ring Fq[X ]/〈X
n−λ〉 is
identified with a word (a0, a1, · · · , an−1) ∈ F
n
q . Any ideal C of Fq[X ]/〈X
n − λ〉
is called a λ-constacyclic code of length n over Fq. The 1-constacyclic codes
are just the cyclic codes. The (−1)-constacyclic codes are also called negacyclic
codes. If the greatest common divisor gcd(n, p)=1, then Xn−λ has no repeated
(multiple) roots and Fq[X ]/〈X
n − λ〉 is a semisimple ring.
At the semisimple case, there are no self-dual cyclic codes. Leon, Masley and
Pless [15] started the research on duadic and extended self-dual cyclic codes.
Since then, duadic cyclic codes and various generalizations were investigated
extensively, e.g., Pless [19], Smid [21], Rushanan [20], Ding and Pless [8] stud-
ied the duadic and extended self-dual cyclic codes. Brualdi and Pless [3], Ward
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and Zhu [24], Ling and Xing [17], Sharma, Bakshi, Dumir and Raka [22] stud-
ied the polyadic cyclic or abelian codes. Williams [23], Matinnes-Pe´rez and
Williams [18], Fan and Zhang [10], Jitman, Ling and Sole´ [14] studied self-dual
or Hermitian self-dual group codes.
Dinh and Lopez-Permouth [7], Dinh [6] studied constacyclic codes; in partic-
ular, they showed that in the semisimple case self-duality happens for and only
for negacyclic codes. Lim [16] studied polyadic consta-abelian codes. Blackford
[1] gave conditions for the existence of the so-called Type-I duadic negacyclic
codes. Chen, Fan, Lin and Liu [5] introduced a class of isometries to classify
constacyclic codes. Blackford [2] introduced isometrically self-dual (“iso-dual”
briefly) constacyclic codes, which are proved to be just the Type-I duadic con-
stacyclic codes. Chen, Dinh, Fan and Ling [4] exhibited necessary and sufficient
conditions for the existences of polyadic constacyclic codes. Fan and Zhang [11]
classified the so-called Type-II duadic constacyclic codes which are in fact iso-
metrically maximal self-orthogonal constacyclic codes. Note that most of the
studies mentioned above considered the semisimple case; and, even in this case,
there are less results on Hermitian self-dual constacyclic codes.
In this paper we study the duality and self-duality of constacyclic codes in a
more general setting and by a uniform method. First, we consider any consta-
cyclic codes, without the assumption “gcd(n, p) = 1”. Second, we define more
general isometries between constacyclic codes which may be not semisimple.
Third, we introduce a kind of inner products, called Galois inner products, as
follows: for each integer h with 0 ≤ h < e (recall that q = pe), define:
〈a,b〉h=
n−1∑
i=0
aib
ph
i , ∀ a=(a0, a1, · · · , an−1),b=(b0, b1, · · · , bn−1) ∈ F
n
q . (1.1)
It is just the usual Euclidean inner product if h = 0. And, it is the Hermitian
inner product if e is even and h = e2 . Then the Galois dual codes of constacyclic
codes, the Galois self-dual (and isometrically Galois self-dual) constacyclic codes
are naturally defined, which are investigated in this paper.
Since “p |n” is allowed, constacyclic codes are no longer characterized by sets
of zeros. In Section 2, we introduce so-called q-coset functions to characterize
constacyclic codes.
We’ll study the isometrically Galois self-dual constacyclic codes in our gen-
eral setting. So, in Section 3, we define the isometries between constacyclic
codes in the general setting and explore their properties. The main result is
Theorem 3.7 below.
In Section 4, with the isometries introduced in Section 3 we characterize the
Galois dual codes of constacyclic codes by q-coset functions. The main result is
Theorem 4.4 below. The results on dual and Hermitian dual codes are listed in
Corollary 4.5 below.
In Section 5, a necessary and sufficient condition for the existence of isomet-
rically Galois self-dual constacyclic codes is obtained, see Theorem 5.6 below,
2
which covers of course the isometrically self-dual case and the isometrically Her-
mitian self-dual case.
In Section 6, we study Galois self-dual constacyclic codes, and show a nec-
essary and sufficient condition for their existence, see Theorem 6.4 below. The
existence results on self-dual constacyclic codes and Hermitian self-dual con-
stacyclic codes are drawn as consequences, see Corollary 6.5 and Corollary 6.6
below.
Finally, some examples are illustrated in Section 7.
2 Constacyclic codes and q-coset functions
In this paper we always take the following notations:
• Fq denotes the finite field with cardinality |Fq| = q = p
e, where p is a
prime and e is a positive integer, and F∗q denotes the multiplicative group
consisting of units of Fq. So F
∗
q is a cyclic group of order q − 1.
• n is any positive integer, νp(n) denotes the p-adic valuation of n; hence
n = pνp(n)n′ with n′ being coprime to p.
• h ∈ [0, e], where [0, e] = {0, 1, · · · , e} is an integer interval, and 〈a,b〉h =∑n−1
i=0 aib
ph
i as in Eqn (1.1).
• λ ∈ F∗q with ordF∗q (λ) = r, where ordF∗q (λ) denotes the order of λ in the
group F∗q , hence r
∣∣ (q − 1).
• Rn,λ = Fq[X ]/〈X
n − λ〉 is the quotient ring of the polynomial ring Fq[X ]
over Fq with respect to the ideal 〈X
n − λ〉 generated by Xn − λ. By
C ≤ Rn,λ we mean that C is an ideal of Rn,λ, i.e., C is a λ-constacyclic
code of length n over Fq.
Remark 2.1. By Ze we denote the residue ring of the integer ring Z modulo e.
Then the additive group of Ze is isomorphic to the Galois group of Fq over Fp
by mapping h ∈ Ze to the Galois automorphism γph of Fq, where γph(a) = a
ph
for all a ∈ Fq. So, we call 〈a,b〉h a Galois inner product on F
n
q .
Any element of the quotient ring Rn,λ has a unique representative of degree
at most n − 1: a(X) = a0 + a1X + · · · + an−1X
n−1. We always associate any
word a = (a0, a1, · · · , an−1) ∈ F
n
q with a(X) = a0+a1X+ · · ·+an−1X
n−1 of the
ring Rn,λ, and vice versa. Hence the Hamming weight w(a(X)) for a(X) ∈ Rn,λ
and the minimal weight w(C) for C ≤ Rn,λ are defined as usual.
By Remark 2.1, there is a unique λ′ ∈ Fq such that λ = γpνp(n)(λ
′) = λ′
pνp(n)
,
hence ordF∗q (λ
′) = ordF∗q (λ) = r. Note that gcd(q, n
′r) = 1, where gcd(-,-)
denotes the greatest common divisor. In the following we always assume that:
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• θ is a primitive n′r-th root of unity in Fqd (with d = ordZ∗
n′r
(q)) such that
θn
′
= λ′ (equivalently, θn = λ), where Z∗n′r denotes the multiplicative
group consisting of units of the residue ring Zn′r.
• 1 + rZn′r is the subset of Zn′r as follows:
1 + rZn′r =
{
1 + rk (mod n′r)
∣∣ k ∈ Zn′r} = {1, 1 + r, · · · , 1 + r(n′ − 1)}.
It is easy to check that θi for all i ∈ (1 + rZn′r) are all roots of X
n′ − λ′. In
Fqd [X ] we have the following decomposition:
Xn − λ = (Xn
′
− λ′)p
νp(n)
=
∏
i∈(1+rZn′r)
(X − θi)p
νp(n)
. (2.1)
Let s be an integer with gcd(s, n′r) = 1. Then s induces a bijection
µs : 1 + rZn′r → s+ rZn′r, k 7→ sk (mod n
′r), (2.2)
where
s+ rZn′r =
{
s+ rk (mod n′r)
∣∣ k ∈ Zn′r}, (2.3)
and θi for all i ∈ (s+ rZn′r) are all roots (with multiplicity p
νp(n)) of Xn − λs.
It is easy to see that s + rZn′r = 1 + rZn′r if and only if s ≡ 1 (mod r).
Assume that s ≡ 1 (mod r). Then µs is a permutation of 1 + rZn′r. Any orbit
of the permutation is called an s-orbit on 1 + rZn′r. In fact, for any integer t
coprime to n′r, the µs (with s ≡ 1 (mod r)) is a permutation of the set t+rZn′r,
which is then partitioned into s-orbits.
Remark 2.2. (i) Since r
∣∣ (q − 1), we have gcd(q, n′r) = 1 and q ≡ 1 (mod r).
The q-orbits on 1+rZn′r are also named q-cyclotomic cosets, or q-cosets in short.
The quotient set consisting of q-cosets on 1+rZn′r is denoted by (1+rZn′r)/µq.
(ii) For an integer s with gcd(s, n′r) = 1 and s ≡ 1 (mod r), the permutation
µs on 1 + rZn′r induces a permutation, denote by µs again, of the quotient set
(1 + rZn′r)/µq, and partitions the quotient set into s-orbits; cf [4, Lemma 8].
That is, for any Q ∈ (1 + rZn′r)/µq, sQ = {sk | k ∈ Q} is still a q-coset, and
there is a positive integer ℓ such that siQ 6= sjQ if 0 ≤ i 6= j < ℓ, but sℓQ = Q;
then Q, sQ, · · · , sℓ−1Q form an s-orbit of length ℓ on the quotient set.
Example 7.4 in Section 7 is a non-trivial example for the above notations.
Then we further define the polynomials fQ(X) for q-cosets Q’s and get a
decomposition as follows:
Xn − λ =
∏
Q∈(1+rZn′r)/µq
fQ(X)
pνp(n) where fQ(X) =
∏
i∈Q
(X − θi), (2.4)
and fQ(X) for all Q ∈ (1 + rZn′r)/µq are irreducible Fq-polynomials.
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Definition 2.3. Let [0, pνp(n)] be the integer interval {0, 1, · · · , pνp(n)}.
(i) A map ϕ : 1 + rZn′r → [0, p
νp(n)] is called a q-coset function if for any
k ∈ 1+ rZn′r and any integer i we have ϕ(q
ik) = ϕ(k). Thus, any q-coset
function ϕ : 1 + rZn′r → [0, p
νp(n)] is identified with a function (denoted
by ϕ again) on the quotient set:
ϕ : (1+rZn′r)/µq → [0, p
νp(n)], Q 7→ ϕ(Q), where ϕ(Q)=ϕ(k) for k ∈ Q;
then a polynomial fϕ(X) ∈ Fq[X ] can be defined as follows:
fϕ(X) =
∏
Q∈(1+rZn′r)/µq
fQ(X)
ϕ(Q).
(ii) For any q-coset function ϕ : 1 + rZn′r → [0, p
νp(n)], we define a function
ϕ¯ : 1 + rZn′r → [0, p
νp(n)] by ϕ¯(k) = pνp(n) −ϕ(k). The function ϕ¯ is also
a q-coset function, which we call by the complement of ϕ.
(iii) For any integer s coprime to n′r and any q-coset function ϕ : 1+ rZn′r →
[0, pνp(n)], define a function sϕ : s+ rZn′r → [0, p
νp(n)] by
(sϕ)(k) = ϕ(s−1k), ∀ k ∈ s+ rZn′r.
where s−1 is an integer such that s−1s ≡ 1 (mod n′r). It is easy to check
that sϕ is still a q-coset function.
(iv) Let ϕ, ϕ′ : 1 + rZn′r → [0, p
νp(n)] be q-coset functions. Define
(ϕ ∩ ϕ′)(k) = min{ϕ(k), ϕ′(k)}, ∀ k ∈ 1 + rZn′r.
The function ϕ∩ϕ′ is clearly a q-coset function too. Further, if ϕ∩ϕ′ = ϕ,
then we write ϕ ≤ ϕ′.
By Eqn (2.4) and the definition of ϕ ∩ ϕ¯, we have
fϕ(X)fϕ¯(X) = X
n − λ, gcd
(
fϕ(X), fϕ¯(X)
)
= fϕ∩ϕ¯(X). (2.5)
It is a routine to verify the following two lemmas.
Lemma 2.4. For any λ-constacyclic code C ≤ Rn,λ there is exactly one q-coset
function ϕ : (1 + rZn′r)/µq → [0, p
νp(n)] satisfying the following:
(i) c(X) ∈ C if and only if c(X)fϕ(X) ≡ 0 (mod X
n − λ).
(ii) c(X) ∈ C if and only if fϕ¯(X) | c(X).
Definition 2.5. As usual, fϕ(X) in Lemma 2.4 is called a check polynomial
of the λ-constacyclic code C, and fϕ¯(X) is called a generator polynomial of C.
Because of the uniqueness of the q-coset function ϕ, we denote the λ-constacyclic
code C by Cϕ, and call it the λ-constacyclic code with check polynomial fϕ(X).
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For any C ≤ Rn,λ, we set
Ann(C) =
{
a(X) ∈ Rn,λ
∣∣ a(X)c(X)≡0 (mod Xn − λ), ∀ c(X) ∈ C}. (2.6)
which is an ideal of Rn,λ, i.e., is a λ-constacyclic code too.
Lemma 2.6. Let Cϕ ≤ Rn,λ, where ϕ : (1+ rZn′r)/µq → [0, p
νp(n)] is a q-coset
function. Then Ann(Cϕ) = Cϕ¯.
3 Ring isometries
For any non-zero integer s, by νp(s) we denote the p-adic valuation of s, hence
s = pνp(s)s′ with p ∤s′. If gcd(s, n′r) = 1 then gcd(s′, nr) = 1 obviously.
Theorem 3.1. Assume that gcd(s, n′r) = 1, s = pνp(s)s′ and s′−1 is an integer
such that s′−1s′ ≡ 1 (mod nr). Then the map Ms : Rn,λ → Rn,λs defined by
Ms
( n−1∑
i=0
aiX
i
)
=
n−1∑
i=0
ap
νp(s)
i X
is′−1 (mod Xn−λs), ∀
n−1∑
i=0
aiX
i ∈ Rn,λ, (3.1)
is well-defined (independent of the choice of s′−1) and the following hold:
(i) Ms is a ring isomorphism.
(ii) w
(
Ms(a(X))
)
= w
(
(a(X))
)
for all a(X) ∈ Rn,λ.
Proof. Mapping a to ap
νp(s)
is an automorphism of Fq, see Remark 2.1. It is
obvious that the following map
Fq[X ]→ Fq[X ],
k∑
i=0
aiX
i 7→
k∑
i=0
ap
νp(s)
i X
is′−1
is a ring homomorphism; hence it induces a ring homomorphism:
M̂s : Fq[X ] → Fq[X ]/〈X
n − λs〉,
k∑
i=0
aiX
i →
k∑
i=0
ap
νp(s)
i X
is′−1 (mod Xn − λs).
In the ring Rn,λs = Fq[X ]/〈X
n − λs〉 we have the following computation:
M̂s(X
n − λ) = Xns
′−1
− λp
νp(s)
≡ (λp
νp(s)s′)s
′−1
− λp
νp(s)
= 0 (mod Xn − λs).
Thus the ring homomorphism M̂s induces a well-defined ring homomorphism
as follows:
Ms : Fq[X ]/〈X
n − λ〉 → Fq[X ]/〈X
n − λs〉,
n−1∑
i=0
aiX
i →
n−1∑
i=0
ap
νp(s)
i X
is′−1 (mod Xn − λs).
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Because s′−1 is unique modulo nr and λnr = 1,Ms is independent of the choice
of the integer s′−1 such that s′−1s′ ≡ 1 (mod nr). Since gcd(s′−1, n) = 1, for
any j we can find an i such that is′−1 ≡ j (mod n), i.e., is′−1 = nt + j for an
integer t. Further, there is an a ∈ Fq such that a
pνp(s) = λ−st. Then in the ring
Fq[X ]/〈X
n − λs〉 we have
Ms(aX
i) = ap
νp(s)
X is
′−1
≡ ap
νp(s)
λstXj = Xj (mod Xn − λs).
Thus the ring homomorphism Ms is surjective. Further, the cardinalities of
Fq[X ]/〈X
n− λ〉 and Fq[X ]/〈X
n− λs〉 are equal to each other. So Ms is a ring
isomorphism, i.e., (i) holds. Finally, (ii) holds obviously.
Remark 3.2. We call the Ms defined in Theorem 3.1 a ring isometry from
Rn,λ to Rn,λs . Note that the isometries between constacyclic codes appeared
in literature, e.g., in [5, 2, 4, 11], are defined only for the semisimple case (i.e.,
gcd(n, q) = 1) and are algebra isomorphism. The ring isometries Ms in The-
orem 3.1 are defined for the general case (where “p |n” is allowed), and are
semi-linear algebra isomorphisms in general, i.e., they are isomorphisms of rings
and semi-linear isomorphisms of vector spaces. Precisely, Ms is a γpνp(s) -linear
isomorphism, where γpνp(s) is the Galois automorphism defined in Remark 2.1.
For any constacyclic code C ≤ Rn,λ, by the semi-linearity of Ms, we still have
dimFq
(
Ms(C)
)
= dimFq(C).
Lemma 3.3. Let s1 and s2 be integers coprime to n
′r, let s1 = p
νp(s1)s′1 and
s2 = p
νp(s2)s′2. Then the following two are equivalent:
(i) Ms1 =Ms2 .
(ii) s′1 ≡ s
′
2 (mod nr) and νp(s1) ≡ νp(s2) (mod e).
Proof. Let s′−11 , s
′−1
2 be integers with s
′−1
1 s
′
1 ≡ 1 (mod nr), s
′−1
2 s
′
2 ≡ 1 (mod nr).
Suppose that Ms1 = Ms2 . Then λ
s1 = λs2 , hence s1 ≡ s2 (mod r). And,
Ms1(X) =Ms2(X), i.e., X
s′1
−1
≡ Xs
′
2
−1
(mod Xn − λs1 ). Let s′i
−1
= tin+ ki
with 0 ≤ ki < n for i = 1, 2. Then X
s′i
−1
≡ λs1tiXki (mod Xn − λs1 ). We
get that λs1t1Xk1 = λs1t2Xk2 . Then t1 ≡ t2 (mod r) and k1 = k2, which
imply that s′1
−1
≡ s′2
−1
(mod nr), equivalently, s′1 ≡ s
′
2 (mod nr). Further,
Ms1(a) = Ms2(a) for any a ∈ Fq. Then a
pνp(s1) = ap
νp(s2)
for any a ∈ Fq;
so νp(s1) ≡ νp(s2) (mod e), cf. Remark 2.1. The necessity is proved. The
sufficiency is obvious.
It is easy to see that
Ms1Ms2 =Ms1s2 , for s1, s2 coprime to n
′r. (3.2)
Lemma 3.3 implies that the set of ring isometries
{
Ms
∣∣ s is coprime to n′r}
form a group which is isomorphic to Ze × Z
∗
n′r.
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Remark 3.4. We know that λs = λ if and only if s ≡ 1 (mod r). So Rn,λs =
Rn,λ if and only if s ∈ 1 + rZn′r. At that case, for any Q ∈ (1 + rZn′r)/µq,
sQ = {sk | k ∈ Q} is still a q-coset on 1+ rZn′r. However, if s 6≡ 1 (mod r), then
θi for i ∈ s+ rZn′r are all roots of X
n′ −λ′s, cf. Eqn (2.3). And, a µq-action on
s+rZn′r is defined the same as in Eqn (2.2) so that, for any Q ∈ (1+rZn′r)/µq,
the sQ is a q-coset on s + rZn′r; cf. Ramark 2.2. Thus Q 7→ sQ is a bijective
map from (1+rZn′r)/µq onto (s+rZn′r)/µq; the converse map sends any q-coset
Q′ ∈ (s+ rZn′r)/µq to s
−1Q′ = {s−1k′ | k′ ∈ Q′}, where s−1s ≡ 1 (mod n′r) as
in Definition 2.3 (iii).
Lemma 3.5. Let s be an integer coprime to n′r. Then for any q-coset Q ∈
(1 + rZn′r)/µq there is a unit u(X) ∈ Rn,λs such that
Ms
(
fQ(X)
)
= u(X)fsQ(X).
Proof. Let s = pνp(s)s′ and s′−1 be an integer such that s′−1s′ ≡ 1 (mod nr).
Note that fQ(X) =
∏
i∈Q(X−θ
i), see Eqn (2.4), andMs is a ring isomorphism,
see Theorem 3.1. So
Ms
(
fQ(X)
)
=
∏
i∈Q
(Xs
′−1
− θip
νp(s)
) =
∏
i∈Q
(Xs
′−1
− (θis)s
′−1
)
=
(∏
i∈Q
(X − θis)
)(∏
i∈Q
Xs
′−1
− (θis)s
′−1
X − θis
)
=
( ∏
j∈sQ
(X − θj)
)(∏
i∈Q
Xs
′−1
− (θis)s
′−1
X − θis
)
= fsQ(X) · u(X) ,
where u(X) =
∏
i∈Q
Xs
′−1
−(θis)s
′−1
X−θis . It is enough to show that u(X) is coprime
to Xn−λs. Further, it is enough to show that, for any i ∈ Q, X
s′
−1
−(θis)s
′−1
X−θis is
coprime to Xn−λs. Note that θjs for j ∈ 1+ rZn′r are all roots of X
n−λs, cf.
Eqn (2.3) and Remark 3.4. If j 6≡ i (mod n′r), then jss′
−1
6≡ iss′
−1
(mod n′r)
because ss′−1 is coprime to n′r, hence (θjs)s
′−1
− (θis)s
′−1
6= 0. So, any root
θjs of Xn−λs for j ∈ 1+ rZn′r is not a root of the polynomial
Xs
′−1
−(θis)s
′−1
X−θis .
This completes the proof of the lemma.
Lemma 3.6. Let s be an integer coprime to n′r, and ϕ : 1+ rZn′r → [0, p
νp(n)]
be a q-coset function. Then there is a unit u(X) ∈ Rn,λs such that
Ms
(
fϕ(X)
)
= u(X)fsϕ(X).
Proof. Since fϕ(X) =
∏
Q∈(1+rZn′r)/µq
fQ(X)
ϕ(Q), see Definition 2.3 (i), and
Ms is a ring isomorphism, we have:
Ms
(
fϕ(X)
)
=
∏
Q∈(1+rZn′r)/µq
Ms
(
fQ(X)
)ϕ(Q)
.
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For each Q ∈ (1 + rZn′r)/µq, by Lemma 3.5 we have a unit uQ(X) in Rn,λs
such that Ms
(
fQ(X)
)
= uQ(X)fsQ(X). Then u(X) =
∏
Q∈(1+rZn′r)/µq
uQ(X)
is a unit of Rn,λs and
Ms
(
fϕ(X)
)
= u(X)
∏
Q∈(1+rZn′r)/µq
fsQ(X)
ϕ(Q).
As mentioned in Remark 3.4, sQ runs over (s + rZn′r)/µq when Q runs over
(1 + rZn′r)/µq; conversely, s
−1Q′ runs over (1 + rZn′r)/µq when Q
′ runs over
(s+ rZn′r)/µq. Thus, we get
Ms
(
fϕ(X)
)
= u(X)
∏
Q′∈(s+rZn′r)/µq
fQ′(X)
ϕ(s−1Q′).
But ϕ(s−1Q′) = sϕ(Q′), see Definition 2.3 (iii). So
Ms
(
fϕ(X)
)
= u(X)
∏
Q′∈(s+rZn′r)/µq
fQ′(X)
(sϕ)(Q′);
that is, Ms
(
fϕ(X)
)
= u(X)fsϕ(X).
As a consequence, we obtain the following immediately.
Theorem 3.7. Let s be an integer coprime to n′r, and ϕ : 1+rZn′r → [0, p
νp(n)]
be a q-coset function. Then Ms(Cϕ) = Csϕ which is a λ
s-constacyclic code.
By Theorem 3.7 and Lemma 3.3, we get the following at once.
Corollary 3.8. Let s1 and s2 be integers coprime to n
′r, let s1 = p
νp(s1)s′1 and
s2 = p
νp(s2)s′2. Then the following two are equivalent to each other:
(i) s1ϕ = s2ϕ, for any q-coset function ϕ : 1 + rZn′r → [0, p
νp(n)].
(ii) s′1 ≡ s
′
2 (mod nr) and νp(s1) ≡ νp(s2) (mod e).
4 Galois dual codes of constacyclic codes
Definition 4.1. For h ∈ [0, e], the Galois inner product 〈a,b〉h =
n−1∑
i=0
aib
ph
i is
defined in Eqn (1.1), which we call explicitly the ph-inner product. For any code
C ⊆ Fnq we have a code C
⊥h =
{
a ∈ Fnq
∣∣ 〈c, a〉h = 0, ∀ c ∈ C}, and call it the
Galois dual-code (more explicitly, the ph-dual code) of the code C.
Remark 4.2. Obviously, 〈a,b〉h is a non-degenerate form on F
n
q ; it is a linear
function for the first variable a, while it is a semi-linear function for the second
variable b; more precisely, it is γph -linear for the second variable b, where γph
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is the Galois automorphism of the field Fq defined in Remark 2.1. In particular,
if C ⊆ Fnq is a linear code, then dimFq (C) + dimFq (C
⊥h) = n.
The p0-inner product 〈a,b〉0 is the Euclidean inner product and C
⊥0 is just
the usual dual code of C. The p
e
2 -inner product 〈a,b〉 e
2
(if e is even) is the
Hermitian inner product and C⊥
e
2 is just the Hermitian dual code of C.
In this section we characterize the Galois dual codes of constacyclic codes
by q-coset functions.
Lemma 4.3. Let C ⊆ Rn,λ be a code, let Ann(C) be as in Eqn (2.6). Then
C⊥h =M−pe−h(Ann(C)).
In particular, C⊥h is a λ−p
e−h
-constacyclic code.
Proof. Assume a(X) =
n−1∑
i=0
aiX
i, b(X) =
n−1∑
i=0
biX
i. In the ring Rn,λ we have
the following computation:
a(X)b(X) =
n−1∑
k=0
∑
i+j=k
aibjX
k +
2n−2∑
k=n
∑
i+j=k
aibjX
k
≡
n−1∑
k=0
 ∑
i+j=k
aibj +
∑
i+j=n+k
λaibj
Xk (mod Xn − λ).
Thus
a(X)b(X) ≡ 0 (mod Xn − λ)
if and only if
k∑
i=0
aibk−i + λ
n−1∑
i=k+1
aibk+n−i = 0, k = 0, 1, · · · , n− 1. (4.1)
In Rn,λ−pe−h = Fq[X ]/〈X
n − λ−p
e−h
〉, consider the ideal
〈
M−pe−h(b(X))
〉
generated by the polynomial M−pe−h(b(X)). Since
λp
e−h
Xn ≡ 1 (mod Xn − λ−p
e−h
),
for 0 ≤ k ≤ n, Xk is a unit of Rn,λ−pe−h , X
kM−pe−h(b(X)) is a generator of
the ideal
〈
M−pe−h(b(X))
〉
and
XkM−pe−h(b(X)) = X
k
n−1∑
j=0
bp
e−h
j X
−j
≡
k∑
j=0
bp
e−h
j X
k−j + λp
e−h
n−1∑
j=k+1
bp
e−h
j X
n+k−j (mod Xn − λ−p
e−h
).
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In the right hand side, we replace k−j by i in the first
∑
, and replacing n+k−j
by i in the second
∑
. In the ring Rn,λ−pe−h , we get that
XkM−pe−h(b(X)) =
k∑
i=0
bp
e−h
k−i X
i + λp
e−h
n−1∑
i=k+1
bp
e−h
n+k−iX
i, k = 0, 1, · · · , n− 1.
(4.2)
Note that (fp
e−h
)p
h
= f for any f ∈ Fq. From Eqn (4.1) and Eqn (4.2) we
obtain that
a(X)b(X) = 0 in Rn,λ ⇐⇒
〈
M−pe−h(b(X))
〉
⊆ a(X)⊥h in Rn,λ−pe−h .
Thus
M−pe−h(Ann(C)) ⊆ C
⊥h.
The inclusion has to be an equality because dimFq (C
⊥) = dimFq(Ann(C)).
Combining the above lemma with Lemma 2.6 and Theorem 3.7, we get the
following theorem and corollary at once.
Theorem 4.4. Let Cϕ ≤ Rn,λ be a λ-constacyclic code with check polynomial
fϕ(X), where ϕ : (1 + rZn′r)/µq → [0, p
νp(n)] is a q-coset function. Then
C⊥hϕ =M−pe−h(Cϕ¯) = C−pe−hϕ¯
which is a λ−p
e−h
-constacyclic code.
Corollary 4.5. (i) The dual code C⊥0ϕ =C−ϕ¯, which is a λ
−1-constacyclic code.
(ii) The Hermitian dual code C
⊥ e2
ϕ =C
−p
e
2 ϕ¯
, which is a λ−p
e
2 -constacyclic
code.
In the semisimple case (i.e. νp(n) = 0), the conclusion (i) of the corollary
was proved in [2]. On the other hand, it has been shown in [6, 14] that the
Hermitian dual code of a λ-constacyclic code is a λ−p
e
2 -constacyclic code.
5 Isometrically Galois self-dual constacyclic codes
Definition 5.1. Let Cϕ ≤ Rn,λ be a λ-constacyclic code with check polynomial
fϕ(X), where ϕ : (1 + rZn′r)/µq → [0, p
νp(n)] is a q-coset function.
(i) If Cϕ = C
⊥h
ϕ , then we say that Cϕ is a Galois self-dual (more explicitly,
ph-self-dual) λ-constacyclic code.
(ii) If there is an integer s with gcd(s, n′r) = 1 and s ≡ 1 (mod r) such that
M−pe−hs(Cϕ) = C
⊥h
ϕ ,
then we say that Cϕ is isometrically Galois self-dual (more explicitly, iso-
metrically ph-self-dual).
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The p0-self-dual constacyclic codes are just the usual self-dual constacyclic
codes, which were studied by many researchers, e.g., [1, 7, 8]. The isometrically
p0-self-dual constacyclic codes are the so-called iso-dual constacyclic codes stud-
ied in [2]. And, the p
e
2 -self-dual constacyclic codes (if e is even) are the usual
Hermitian self-dual constacyclic codes considered in [2].
Recall that a linear code is said to be formal self-dual if the code and its
dual code have one and the same weight distribution, cf. [13, p.307]. Any
isometrically Galois self-dual constacyclic code is obviously formal self-dual
In this section we’ll exhibit a necessary and sufficient condition for the exis-
tence of isometrically Galois self-dual constacyclic codes.
Lemma 5.2. Let s be an integer with gcd(s, n′r) = 1 and s ≡ 1 (mod r). Let
ϕ : (1 + rZn′r)/µq → [0, p
νp(n)] be a q-coset function. Then the following four
statements are equivalent to each other:
(i) M−pe−hs(Cϕ) = C
⊥h
ϕ .
(ii) sϕ = ϕ¯.
(iii) ϕ(Q) + ϕ(sQ) = pνp(n), ∀ Q ∈ (1 + rZn′r)/µq.
(iv) For any s-orbit Q, sQ, · · · , sℓ−1Q of length ℓ on (1 + rZn′r)/µq (see Re-
mark 2.2 (ii)), one of the following two holds:
(iv.a) ℓ is even, ϕ(Q) = ϕ(s2Q) = · · · = ϕ(sℓ−2Q), ϕ(sQ) = ϕ(s3Q) =
· · · = ϕ(sℓ−1Q), and ϕ(Q) + ϕ(sQ) = pνp(n).
(iv.b) ℓ is odd, ϕ(Q) = ϕ(sQ) = ϕ(s2Q) = · · · = ϕ(sℓ−1Q) = 12p
νp(n).
Proof. (i) ⇐⇒ (ii). By Theorem 4.4, C⊥hϕ = C−pe−hϕ¯. On the other hand,
by Theorem 3.7, M−pe−hs(Cϕ) = C−pe−hsϕ. So M−pe−hs(Cϕ) = C
⊥h
ϕ if and
only if C−pe−hsϕ = C−pe−hϕ¯, if and only if −p
e−hsϕ = −pe−hϕ¯. Note that
−pe−h ∈ Z∗n′r. So −p
e−hsϕ = −pe−hϕ¯ if and only if sϕ = ϕ¯.
(ii) ⇐⇒ (iii). Let s be an integer such that s−1s ≡ 1 (mod n′r), let
Q ∈ (1 + rZn′r)/µq. (ii) can be rewritten as ϕ = s
−1ϕ¯. If it holds, then
ϕ(Q) = s−1ϕ¯(Q) = ϕ¯(sQ) = pνq(n) − ϕ(sQ), see Definition 2.3; i.e., (iii) holds.
If (iii) holds, then ϕ(Q) = pνq(n) − ϕ(sQ) = ϕ¯(sQ) = s−1ϕ¯(Q), i.e., (ii) holds.
(iii) =⇒ (iv). By (iii), ϕ(Q) + ϕ(sQ) = pνp(n) = ϕ(sQ) + ϕ(s2Q). We
get ϕ(Q) = ϕ(s2Q). Similarly, ϕ(sQ) + ϕ(s2Q) = ϕ(s2Q) + ϕ(s3Q). we get
ϕ(sQ) = ϕ(s3Q). Iterating in this way, we see that
ϕ(siQ) =
{
ϕ(Q), i is even;
ϕ(sQ), i is odd.
(5.1)
If ℓ is even, then, noting that ℓ− 2 is even while ℓ− 1 is odd, we get:
ϕ(Q) = ϕ(s2Q) = · · · = ϕ(sℓ−2), ϕ(sQ) = ϕ(s3Q) = · · · = ϕ(sℓ−1Q).
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Otherwise, ℓ is odd. Since sℓQ = Q (see Remark 2.2 (ii)), by Eqn (5.1) we
obtain that
ϕ(sQ) = ϕ(sℓQ) = ϕ(Q).
Combining it with (iii), we further get that ϕ(Q) = ϕ(sQ) = 12p
νp(n). By
Eqn (5.1), ϕ(siQ) = 12p
νp(n) for any integer i.
(iv) =⇒ (iii). Obviously, (iv) implies that, for any s-orbitQ, sQ, · · · , sℓ−1Q
of length ℓ on (1 + rZn′r)/µq, we have
ϕ(siQ) + ϕ(si+1Q) = pνp(n), i = 0, 1, · · · .
Thus, (iii) holds.
A characterization of isometrically ph-self-dual constacyclic codes by q-coset
functions is obviously obtained as follows.
Corollary 5.3. Cϕ is isometrically p
h-self-dual if and only if there is an inte-
ger s with gcd(s, n′r) = 1 and s ≡ 1 (mod r) such that sϕ = ϕ¯.
Lemma 5.4. Let s be an integer with gcd(s, n′r) = 1 and s ≡ 1 (mod r). The
following two statements are equivalent to each other:
(i) There exists a q-coset function ϕ : (1 + rZn′r)/µq → [0, p
νp(n)] such that
sϕ = ϕ¯.
(ii) One of the following two conditions holds:
(ii.1) p = 2 and ν2(n) ≥ 1.
(ii.2) The length of any s-orbit on (1 + rZn′r)/µq is even.
Proof. (i) =⇒ (ii). Assume that (i) holds and (ii.2) is not satisfied, i.e., sϕ = ϕ¯
but there is at least one s-orbit Q, sQ, · · · , sℓ−1Q on (1+rZn′r)/µq whose length
ℓ is odd. Then, by Lemma 5.2, ϕ(Q) = 12p
νp(n). So it has to be the case that
the prime p = 2 and ν2(n) ≥ 1; i.e., (ii.1) is satisfied.
(ii) =⇒ (i). First assume that the condition (ii.1) holds. We take a q-coset
function ϕ : (1 + rZn′r)/µq → [0, 2
ν2(n)] as follows:
ϕ(Q) =
1
2
· 2ν2(n), ∀ Q ∈ (1 + rZn′r)/µq. (5.2)
Then Lemma 5.2 (iii) is satisfied obviously, so sϕ = ϕ¯.
Next assume that the condition (ii.2) holds. We take an integer d such that
0 ≤ d < pνp(n), and define a q-coset function ϕ : (1 + rZnr)/µq → [0, p
νp(n)] as
follows: for each s-orbit Q, sQ, · · · , sℓ−1Q of length ℓ on (1 + rZnr)/µq, since ℓ
is even, we can set
ϕ(siQ) =
{
d, i is even;
pνp(n) − d, i is odd.
(5.3)
Then the condition (iv.a) of Lemma 5.2 holds for all s-orbits on (1 + rZnr)/µq.
Thus, by Lemma 5.2, sϕ = ϕ¯.
13
We state some facts for the semisimple case which come from [4]. Note that
a duadic λ′-constacyclic code over Fq of length n
′ is corresponding to a partition
(1 + rZn′r)/µq = X ∪ X
′ and an s ∈ Z∗n′r ∩ (1 + rZn′r) such that sX = X
′.
Lemma 5.5. The following three statements are equivalent to each other:
(i) There is an integer s with gcd(s, n′r) = 1 and s ≡ 1 (mod r) such that the
length of any s-orbit on (1 + rZn′r)/µq is even.
(ii) The duadic λ′-constacyclic codes over Fq of length n
′ exist.
(iii) q is odd and one of the following two conditions holds:
(iii.1) ν2(n
′) ≥ 1 and ν2(q − 1) > ν2(r) ≥ 1;
(iii.2) ν2(r) = 1 and min{ν2(q + 1), ν2(n
′)} ≥ 2.
Proof. From [4, Lemma 6] we can get the equivalence of (i) and (ii). By [4,
Corollary 14], (ii) is equivalent to (iii).
Theorem 5.6. The isometrically ph-self-dual λ-constacyclic codes over Fq of
length n exist if and only if one of the following three conditions holds:
(i) p = 2 and ν2(n) ≥ 1.
(ii) p is odd, ν2(n
′) ≥ 1 and ν2(q − 1) > ν2(r) ≥ 1.
(iii) p is odd, ν2(r) = 1 and min{ν2(q + 1), ν2(n
′)} ≥ 2.
Proof. First we prove the necessity. Assume that Cϕ ≤ Rn,λ is an isometrically
ph-self-dual λ-constacyclic code. By Lemma 5.2, there is an integer s with
gcd(s, n′r) = 1 and s ≡ 1 (mod r) such that sϕ = ϕ¯. By Lemma 5.4, either
(i) of the theorem holds, or the length of any s-orbit on (1 + rZn′r)/µq is even,
hence, by Lemma 5.5 (iii), one of the (ii) and (iii) of the theorem holds.
Next we prove the sufficiency. If one of the conditions (ii) and (iii) holds,
then, by Lemma 5.5, there is an integer s with gcd(s, n′r) = 1 and s ≡ 1
(mod r) such that the length of any s-orbit on (1 + rZn′r)/µq is even. Thus,
the sufficiency is deduced from Lemma 5.4 and Lemma 5.2 at once.
Corollary 5.7. The following three statements are equivalent:
(i) There is an h ∈ [0, e] such that the isometrically ph-self-dual λ-constacyclic
codes of length n over Fq exist.
(ii) For any h ∈ [0, e], the isometrically ph-self-dual λ-constacyclic codes of
length n over Fq exist.
(iii) either p = 2 and ν2(n) ≥ 1, or the duadic λ
′-constacyclic codes over Fq of
length n′ exist.
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Proof. The necessary and sufficient condition for the existence of isometrically
ph-self-dual constacyclic codes stated in Theorem 5.6 is independent of the
choice of h ∈ [0, e]; hence the equivalence of (i) and (ii) is obtained. And, by
Lemma 5.5, the statement (iii) is equivalent to the existence condition stated in
Theorem 5.6.
6 Galois self-dual constacyclic codes
In this section we show a necessary and sufficient condition for the existence
of Galois self-dual constacyclic codes. We begin with a characterization of the
Galois self-dual constacyclic codes by q-coset functions.
Theorem 6.1. Let h ∈ [0, e], and ϕ : (1 + rZn′r)/µq → [0, p
νp(n)] be a q-coset
function. Then the following two statements are equivalent to each other.
(i) Cϕ = C
⊥h
ϕ (i.e., Cϕ is p
h-self-dual).
(ii) r| gcd(ph + 1, pe − 1) (i.e., −ph and pe ≡ 1 (mod r)) and −phϕ = ϕ¯.
Proof. By Theorem 4.4, C⊥hϕ = C−pe−hϕ¯ which is a λ
−pe−h -constacyclic code.
We get that Cϕ = C
⊥h
ϕ if and only if λ
−pe−h = λ and Cϕ = C−pe−hϕ¯. That is,
Cϕ = C
⊥h
ϕ if and only if −p
e−h ≡ 1 (mod r) and ϕ = −pe−hϕ¯. Since r|(q − 1)
where q = pe, we have pe ≡ 1 (mod r). Hence
(−ph)(−pe−h) = pe ≡ 1 (mod r).
We see that −pe−h ≡ 1(mod r) if and only if −ph ≡ 1(mod r). Multiplying −ph
to the both sides of the equality ϕ = −pe−hϕ¯, we get −phϕ = (−ph)(−pe−h)ϕ¯.
However, by Corollary 3.8, (−ph)(−pe−h)ϕ¯ = ϕ¯. In conclusion, Cϕ = C
⊥h
ϕ if
and only if −ph ≡ 1 (mod r) and −phϕ = ϕ¯.
We need a number-theoretic result.
Lemma 6.2. Let k be an odd integer, and d be a positive integer.
(i) If k = 1 + 2vu with v ≥ 2 and 2 ∤ u (equivalently, k ≡ 1 (mod 4)), then
ν2(k
d − 1) = v + ν2(d), ν2(k
d + 1) = 1.
(ii) If k = −1+2vu with v ≥ 2 and 2 ∤ u (equivalently, k ≡ −1 (mod 4)), then
(ii.1) if ν2(d) = 0 (i.e., d is odd) then
ν2(k
d − 1) = 1, ν2(k
d + 1) = v;
(ii.2) if ν2(d) ≥ 1 (i.e., d is even) then
ν2(k
d − 1) = v + ν2(d), ν2(k
d + 1) = 1.
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Proof. (i). If d is a prime integer; by the Newton’s binomial formula it is easy
to check that
kd =
{
1 + 2v+1u′, d = 2;
1 + 2vu′, d 6= 2;
with 2 ∤ u′.
For any positive integer d, decomposing d into a product of primes, we can get
kd = 1 + 2v+ν2(d)u′, with 2 ∤ u′.
Then it is obvious that ν2(k
d − 1) = v + ν2(d) and ν2(k
d + 1) = 1.
(ii). Similarly to the above, if d is a prime integer then
kd =
{
1 + 2v+1u′, d = 2;
−1 + 2vu′, d 6= 2;
with 2 ∤ u′.
For any positive integer d, similarly to the above argument again,
kd =
{
1 + 2v+ν2(d)u′, ν2(d) ≥ 1;
−1 + 2vu′, ν2(d) = 0;
with 2 ∤ u′.
Then both (ii.1) and (ii.2) are easily derived.
We return to our notations on constacyclic codes.
Lemma 6.3. Assume that −ph ≡ 1 (mod r). The length of any (−ph)-orbit on
(1+ rZn′r)/µq is even if and only if both n
′ and r are even (hence p is odd) and
one of the following three conditions holds:
(i) p = 1 + 2vu with v ≥ 2 and 2 ∤ u (equivalently, p ≡ 1 (mod 4)).
(ii) p = −1 + 2vu with v ≥ 2 and 2 ∤ u (equivalently, p ≡ −1 (mod 4)), both e
and h are even.
(iii) p = −1+2vu with v ≥ 2 and 2 ∤ u (equivalently, p ≡ −1 (mod 4)), at least
one of e and h is odd, and ν2(n
′r) > v.
Proof. Note that q = pe. By [4, Lemma 6], the length of any (−ph)-orbits on
(1 + rZn′r)/µq is even if and only if the duadic λ-constacyclic codes over Fpe
of length n′ given by the multiplier µ−ph exist. Further, by [4, Corollary 19],
the latter statement holds if and only if both n′ and r are even (hence q = pe
is odd) and one of the following four conditions holds (we adopt a convention
that ν2(0) = −∞ hence |ν2(0)| =∞):
(c1) ν2(p
e − 1) > ν2(−p
h − 1) and ν2(n
′r) > ν2(−p
h − 1);
(c2) ν2(p
e − 1) = 1, ν2(−p
h − 1) > 1, ν2(p
e + 1) + 1 > ν2(−p
h − 1) and
ν2(n
′r) > ν2(−p
h − 1);
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(c3) ν2(p
e − 1) = ν2(−p
h − 1) = 1, |ν2(−p
h + 1)| > ν2(p
e + 1) and ν2(n
′r) >
ν2(p
e + 1);
(c4) ν2(p
e−1) = ν2(−p
h−1) = 1, |ν2(−p
h+1)| < ν2(p
e+1) and |ν2(−p
h+1)| <
ν2(n
′r).
It remains to show that one of the four conditions holds if and only if one of (i),
(ii) and (iii) of the lemma holds. We discuss it in two cases.
Case 1: p = 1 + 2vu with v ≥ 2 and 2 ∤ u. At this case the condition (i) of
the lemma holds. On the other hand, by Lemma 6.2,
ν2(p
e − 1) = v + ν2(e) and ν2(−p
h − 1) = ν2(p
h + 1) = 1.
Note that ν2(n
′r) ≥ 2 (since both n′ and r are even), the condition (c1) holds.
Case 2: p = −1 + 2vu with v ≥ 2 and 2 ∤ u. There are four subcases.
Subcase 2.1: both e and h are even. By Lemma 6.2,
ν2(p
e − 1) = v + ν2(e), and ν2(−p
h − 1) = ν2(p
h + 1) = 1.
The condition (c1) holds, and the condition (ii) of the lemma holds.
Subcase 2.2: e is even, h is odd. As we have seen, ν2(p
e−1) = v+ν2(e). None
of (c2), (c3) and (c4) holds. Further, since h is odd, by Lemma 6.2, ν2(−p
h−1) =
ν2(p
h + 1) = v. So, (c1) holds if and only if ν2(n
′r) > ν2(−p
h − 1) = v; and if
it is, (iii) of the lemma also holds.
Subcase 2.3: e is odd, h is even. Then ν2(p
e − 1) = 1 so that (c1) cannot
hold. And, since ν2(−p
h − 1) = ν2(p
h + 1) = 1, (c2) does not hold. Further,
ν2(−p
h + 1) = ν2(p
h − 1) = v + ν2(h) > v = ν2(p
e + 1),
which implies that (c4) is not satisfied. The condition (c3) is satisfied provided
ν2(n
′r) > ν2(p
e + 1) = v, which is also required by (iii) of the lemma.
Subcase 2.4: e is odd, and h is odd. Then
ν2(p
e − 1) = 1, ν2(p
e + 1) = v, ν2(p
h + 1) = v, ν2(p
h − 1) = 1.
None of the conditions (c1), (c3) and (c4) holds. Note that one more requirement
“ν2(n
′r) > ν2(p
h+1) = v” makes (c2) held, and it also makes (iii) of the lemma
held.
Theorem 6.4. The ph-self-dual λ-constacyclic codes over Fq of length n exist
if and only if r
∣∣ gcd(ph + 1, pe − 1) and one of the following holds:
(i) p = 2 and ν2(n) ≥ 1.
(ii) p = 1 + 2vu with v ≥ 2 and 2 ∤ u (equivalently, p ≡ 1 (mod 4)), both n′
and r are even.
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(iii) p = −1 + 2vu with v ≥ 2 and 2 ∤ u (equivalently, p ≡ −1 (mod 4)), all of
n′, r, e and h are even.
(iv) p = −1 + 2vu with v ≥ 2 and 2 ∤ u (equivalently, p ≡ −1 (mod 4)), both
n′ and r are even, but at least one of e and h is odd, and ν2(n
′r) > v.
Proof. By Theorem 6.1, the ph-self-dual λ-constacyclic codes over Fq of length n
exist if and only if r | (ph+1) and there is a q-coset function ϕ : (1+rZn′r)/µq →
[0, pνp(n)] such that −phϕ = ϕ¯. By Lemma 5.4, −phϕ = ϕ¯ if and only if either
(i) of the theorem holds or the length of any (−ph)-orbit on (1 + rZn′r)/µq is
even. Further, the length of any (−ph)-orbit on (1 + rZn′r)/µq is even if and
only if one of the conditions (i), (ii) and (iii) in Lemma 6.3 holds, they are
restated in the theorem relabeled by (ii), (iii) and (iv).
Corollary 6.5. Self-dual λ-constacyclic codes over Fq of length n exist if and
only if one of the following holds:
(i) p = 2, λ = 1 and ν2(n) ≥ 1.
(ii) pe ≡ 1 (mod 4), λ = −1, n′ is even.
(iii) pe ≡ −1 (mod 4), λ = −1, and ν2(n
′) + 1 > ν2(p
e + 1).
Proof. Take h = 0 in Theorem 6.4. The condition that r | gcd(ph + 1, pe − 1)
implies that r | 2. Then Theorem 6.4 (i) is reduced to p = 2, ν2(n) ≥ 1, hence
r = 1. And Theorem 6.4 (ii) and (iii) are reduced to pe ≡ 1 (mod 4), r = 2 and
n′ is even. Finally, Theorem 6.4 (iv) is reduced to pe ≡ −1 (mod 4), r = 2 and
ν2(n
′) + 1 > ν2(p
e + 1).
We remark that (i) of Corollary 6.5 is the cyclic (but not semisimple) case.
In [23] there is a similar result for any group codes. On the other hand, if it
is restricted to the semisimple case, then Corollary 6.5 (i) is not allowed, and
n′ = n (recall that n = pνp(n)n′). So [1, Theorem 3] or [4, Corollary 21] are
obtained as a consequence of Corollary 6.5.
Corollary 6.6. Hermitian self-dual λ-constacyclic codes over Fq of length n
exist if and only if e is even, r
∣∣ gcd(p e2 + 1, pe − 1) and one of the following
holds:
(i) p = 2 and ν2(n) ≥ 1.
(ii) p
e
2 ≡ 1 (mod 4), both n′ and r are even.
(iii) p
e
2 ≡ −1 (mod 4), both n′ and r are even, ν2(n
′r) > ν2(p
e
2 + 1).
Proof. In Theorem 6.4, let e be even and h = e2 . So r
∣∣ gcd(p e2 +1, pe−1). Then
(i) of the corollary is just the (i) of Theorem 6.4. By Lemma 6.2, Theorem 6.4
(ii) and (iii) are reduced to the (ii) of the corollary. Finally, when p = −1+ 2vu
with v ≥ 2 and 2 ∤ u, e2 is odd if and only if p
e
2 ≡ −1 (mod 4); and at that case,
v = ν2(p
e
2 + 1); see Lemma 6.2. So Theorem 6.4 (iv) is reduced to (iii) of the
corollary.
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7 Examples
The first example is constructed in the way of Eqn (5.2) to illustrates the
repeated-root case where p = 2.
Example 7.1. Let p = 2, e = 2, i.e., q = 4, and let θ ∈ F4 be a primitive
third root of unity, i.e., F4 = {0, 1, θ, θ
2} and θ2 + θ + 1 = 0. Let n = 2, hence
ν2(n) = 1 and n
′ = 1.
(i) Take λ = θ2 (so r = 3). Then r
∣∣ gcd(21+1, 22− 1) and Corollary 6.6 (i)
holds, so an Hermitian self-dual θ2-constacyclic code exists (but the self-dual
θ2-constacyclic codes do not exist). In fact, X2−θ2 = (X−θ)2, and 1+rZn′r =
{1}. The q-coset function ϕ(1) = 1 (then ϕ¯ = ϕ) is corresponding to the θ2-
constacyclic code Cϕ ≤ R2,θ2 generated by X + θ, i.e.,
Cϕ = 〈X + θ〉 =
{
(0, 0), (θ, 1), (θ2, θ), (1, θ2)
}
,
which is Hermitian self-dual since −3ϕ = ϕ¯. Also, a direct computation is as
follows: 〈
(θ, 1), (θ, 1)
〉
1
= θ · θ2 + 1 · 12 = 1 + 1 = 0.
(ii) However, if take λ = 1 (i.e., r = 1), then a self-dual cyclic code exists
(which is also an Hermitian self-dual cyclic code) as follows: X2+1 = (X+1)2,
1 + rZn′r = {1}, take q-coset function ψ(1) = 1, then Cψ ≤ R2,1 is a self-dual
cyclic code.
The next example is also the repeated-root case, but it is constructed in the
way of Eqn (5.3).
Example 7.2. Let p = 3, e = 4 hence q = 34. Then Fq contains a primitive
16-th root of unity. Take λ = θ12 and n = 3 ·4. Hence r = 4, λ′ = θ4, ν3(n) = 1,
n′ = 4, [0, 3ν3(n)] = {0, 1, 2, 3}, 1 + rZn′r = {1, 5, 9, 13} whose elements are all
fixed by µq = µ34 , and
X12 − λ = (X4 − θ4)3 = (X − θ)3(X − θ5)3(X − θ9)3(X − θ13)3.
Define a q-coset function ϕ : 1 + rZn′r → [0, 3] by
ϕ(1) = 1, ϕ(5) = 2, ϕ(9) = 1, ϕ(13) = 2.
Then
fϕ(X) = (X − θ)(X − θ
5)2(X − θ9)(X − θ13)2.
We can consider the θ12-constacyclic code Cϕ ≤ R12,θ12 with check polynomial
fϕ(X). It is easy to check that −3ϕ = ϕ¯. We have the following conclusions.
• By Theorem 6.1, Cϕ is a 3
1-self-dual θ12-constacyclic code.
• By Corollary 6.5 and Corollary 6.6, Cϕ is neither self-dual nor Hermitian
self-dual, because r 6= 2 and r ∤ gcd(32 + 1, 34 − 1).
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• By Lemma 5.2, for any h ∈ [0, 4], the Cϕ is an isometrically 3
h-self-dual
θ12-constacyclic codes of length 12 over F34 . For example, because (cf.
Lemma 5.2)
M
(−3
4
2 )(−3)
(Cϕ) =M
−3
4
2
(C−3ϕ) =M
−3
4
2
(Cϕ¯) = C
⊥ 42
ϕ ,
the code Cϕ is isometrically Hermitian self-dual.
The following example shows that a constacyclic code can be both self-dual
and Hermitian self-dual.
Example 7.3. Let p = 3, q = 9 (i.e., e = 2), λ = −1 (i.e., r = 2) and
n = 4. Then νp(n) = ν3(4) = 0 (i.e., it is the semisimple case: n = n
′ = 4),
n′r = 4 · 2 = 8, 1 + rZn′r = {1, 3, 5, 7} on which µq = µ9 is the identity
permutation. Take a q-coset function ϕ as follows:
ϕ(1) = ϕ(3) = 0, ϕ(5) = ϕ(7) = 1.
Then
ϕ¯(1) = ϕ¯(3) = 1, ϕ¯(5) = ϕ¯(7) = 0.
It is easy to check that
ϕ = −ϕ¯, ϕ = −3ϕ¯
Thus, Cϕ ≤ R4,−1 is a [4, 2, 3] negacyclic code over F9 which is both self-dual
and Hermitian self-dual.
In many cases the self-dual constacyclic codes and Hermitian self-dual con-
stacyclic codes both exist, but there is no constacyclic code which is both self-
dual and Hermitian self-dual.
Example 7.4. Let p = 5, e = 2, i.e., q = 52 = 25. Take r = 2 (i.e., λ = −1),
n = 26. Then n′ = n = 26 (i.e., νp(n) = 0), n
′r = 52, X26 + 1 has no multiple
roots and F25[X ]/〈X
26 + 1〉 is semisimple. Consider
1 + rZn′r = 1 + 2Z52 = {1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21, 23, 25,
27, 29, 31, 33, 35, 37, 39, 41, 43, 45, 47, 49, 51}.
The q-cosets are (where Qi = {i, iq, iq
2, · · · } denotes the q-coset containing i):
(1 + rZn′r)/µq = (1 + 2Z52)/µ25 =
{
Q1, Q3, Q5, Q7, Q9, Q11, Q13,
Q27, Q29, Q31, Q33, Q35, Q37, Q39
}
.
where
Q1 = {1, 25}, Q3 = {3, 23}, Q5 = {5, 21},
Q7 = {7, 19}, Q9 = {9, 17}, Q11 = {11, 15}, Q13 = {13},
Q27 = {27, 51}, Q29 = {29, 49}, Q31 = {31, 47},
Q33 = {33, 45}, Q35 = {35, 43}, Q37 = {37, 41}, Q39 = {39}
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The orbits of µ−1 on (1 + 2Z52)/µ25 are as follows:
{Q1, Q27}, {Q3, Q29}, {Q5, Q31}, {Q7, Q33}, {Q9, Q35}, {Q11, Q37}, {Q13, Q39}.
The orbits of µ−5 on (1 + 2Z52)/µ25 are as follows:
{Q1, Q31}, {Q3, Q37}, {Q5, Q27}, {Q7, Q9}, {Q11, Q29}, {Q33, Q35}, {Q13, Q39}.
Correspondingly, we define two q-coset functions ϕ−1, ϕ−5 as follows:
ϕ−1(Qj) =
{
0, j = 1, 3, 5, 7, 9, 11, 13;
1, j = 27, 29, 31, 33, 35, 37, 39.
ϕ−5(Qj) =
{
0, j = 1, 3, 5, 7, 11, 13, 33;
1, j = 9, 27, 29, 31, 35, 37, 39.
Then the negacyclic code Cϕ−1 ≤ R26,−1 over F25 is 5
0-self-dual (i.e., self-dual),
but not 51-self-dual (i.e., not Hermitian self-dual). On the other hand, the
negacyclic code Cϕ−5 ≤ R26,−1 over F25 is 5
1-self-dual (i.e., Hermitian self-
dual), but not 50-self-dual (i.e., not self-dual).
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