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A TRIVARIATE INTERPOLATION ALGORITHM USING
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Abstract. In this paper we propose a fast algorithm for trivariate interpolation, which is based
on the partition of unity method for constructing a global interpolant by blending local radial basis
function interpolants and using locally supported weight functions. The partition of unity algorithm
is efficiently implemented and optimized by connecting the method with an effective cube-partition
searching procedure. More precisely, we construct a cube structure, which partitions the domain and
strictly depends on the size of its subdomains, so that the new searching procedure and, accordingly,
the resulting algorithm enable us to efficiently deal with a large number of nodes. Complexity
analysis and numerical experiments show high efficiency and accuracy of the proposed interpolation
algorithm.
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1. Introduction. The problem of constructing fast algorithms for multivariate
approximation of scattered data points has recently interested many researchers, who
work in various areas of applied mathematics and scientific computing such as inter-
polation, approximation theory, neural networks, computer aided geometric design,
and machine learning, to name a few. So we often need to have numerical algorithms,
which allow us to efficiently deal with a large number of points, not only in one or two
dimensions but also in higher dimensions, as usually occurs in several applications
(see, e.g., [18, 32] and references therein).
Though there exist several numerical algorithms and alternative techniques for
bivariate interpolation to scattered data, the problem of efficiently approximating
many thousands or millions of three-dimensional (3D) data does not seem to be much
considered in the literature, with the exception of a few cases such as in [3, 15, 17,
23, 27, 30]; a comparison of radial basis function (RBF) methods in the 3D setting
can be found in [5].
Since mesh-based methods require some sort of an underlying computational
mesh, i.e., any triangulation of the domain, their construction is a rather difficult
task, already in two dimensions, where the mesh generation turns out usually to be
one of the most time consuming parts. For this reason, in the following we focus on a
meshfree or meshless approximation. More precisely, here we consider the partition
of unity method, which involves the use of RBFs as local approximants and of locally
supported weight functions (see [31]). Further details on the origin of the partition
of unity method can be found in [2, 24]. Moreover, some other examples of local
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approaches involving modified Shepard’s methods and different searching procedures
can be found in [1, 4, 11, 22, 23, 26, 27, 30].
Starting from the previous work [10], where an efficient algorithm with a new cell-
based searching procedure is presented for bivariate interpolation of large scattered
data sets, in this paper we directly extend it to trivariate case, obtaining in this way a
new fast algorithm for interpolation, which can briefly be summarized in three stages
as follows:
(i) partition the domain into a suitable number of cubes;
(ii) consider an optimized cube-partition searching procedure establishing the
minimal number of cubes to be examined, in order to localize the subset of
nodes belonging to each subdomain;
(iii) apply the partition of unity method combined with local RBFs.
In particular, the algorithm is characterized by the construction of a cube-partition
searching procedure, whose origin comes from the repeated use of a quicksort routine
with respect to different directions, which enables us to pass from unordered to ordered
data structures. Moreover, this technique is strictly related to the construction of a
partition of the domain in cubes and depends on the size of its subdomains, thus
producing a nearest neighbor searching procedure, which is particularly efficient in
local interpolation methods. Complexity analysis and numerical experiments show
efficiency and accuracy of the algorithm for cube domains. The code implemented in
C/C++ language is available online at [13].
The paper is organized as follows. In section 2 we recall some theoretical results,
giving a general description of the partition of unity method, which makes use of
RBFs as local approximants. In section 3, we present in detail the cube-partition
algorithm for trivariate interpolation, which is efficiently implemented and optimized
by using a nearest neighbor searching procedure. Computational complexity and
storage requirements of the interpolation algorithm are analyzed as well. In section
4, we show numerical results concerning efficiency and accuracy of the partition of
unity algorithm. Finally, section 5 deals with conclusions and future work.
2. Partition of unity interpolation. Let Xn = {xi, i = 1, 2, . . . , n} be a set
of distinct data points or nodes, arbitrarily distributed in a domain Ω ⊆ RN , N ≥ 1,
with an associated set Fn = {fi, i = 1, 2, . . . , n} of data values or function values,
which are obtained by sampling some (unknown) function f : Ω → R at the nodes,
i.e., fi = f(xi), i = 1, 2, . . . , n.
The basic idea of the partition of unity interpolation is to start with a partition of
the open and bounded domain Ω ⊆ RN into d subdomains Ωj such that Ω ⊆
⋃d
j=1 Ωj
with some mild overlap among the subdomains. Associated with these subdomains
we choose a partition of unity, i.e., a family of compactly supported, nonnegative,
continuous functions Wj with supp(Wj) ⊆ Ωj such that
d∑
j=1
Wj(x) = 1.(2.1)
For each subdomain Ωj we consider a local approximant Rj and form then the global
approximant
I(x) =
d∑
j=1
Rj(x)Wj(x), x ∈ Ω.(2.2)
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Here Rj : Ωj → R defines a RBF interpolant of the form
Rj(x) =
n¯j∑
i=1
c
(j)
i φ(||x− x(j)i ||2),
where φ : [0,∞) → R represents a RBF, || · ||2 denotes the Euclidean norm, and
n¯j indicates the number of data points in Ωj , i.e., the points x
(j)
i ∈ Xj = Xn ∩ Ωj .
Furthermore, Rj satisfies the interpolation conditions
(2.3) Rj(x
(j)
i ) = f
(j)
i , i = 1, 2, . . . , n¯j .
Note that if the local approximants satisfy the interpolation conditions (2.3), then the
global approximant also interpolates at this node, i.e.,
I(x(j)i ) = f (j)i , i = 1, 2, . . . , n¯j .
Solving the jth interpolation problem (2.3) leads to a system of linear equations
of the form
⎡
⎢⎢⎢⎢⎣
φ(||x(j)1 − x(j)1 ||2) φ(||x(j)1 − x(j)2 ||2) · · · φ(||x(j)1 − x(j)n¯j ||2)
φ(||x(j)2 − x(j)1 ||2) φ(||x(j)2 − x(j)2 ||2) · · · φ(||x(j)2 − x(j)n¯j ||2)
...
...
...
...
φ(||x(j)n¯j − x(j)1 ||2) φ(||x(j)n¯j − x(j)2 ||2) · · · φ(||x(j)n¯j − x(j)n¯j ||2)
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
c
(j)
1
c
(j)
2
...
c
(j)
n¯j
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎣
f
(j)
1
f
(j)
2
...
f
(j)
n¯j
⎤
⎥⎥⎥⎥⎦,
or simply
Φ(j)c(j) = f (j).(2.4)
In particular, the interpolation problem is well-posed, i.e., a solution to the problem
exists and is unique, if and only if the matrix Φ(j) is nonsingular. A sufficient condition
to have nonsingularity is that the corresponding matrix is positive definite. In fact, if
the matrix Φ(j) is positive definite, then all its eigenvalues are positive and therefore
Φ(j) is nonsingular (see, e.g., [18]).
Though the theory of RBFs is here considered, for brevity we do not report basic
definitions and theorems, referring to [6, 18, 21, 32] for a more detailed analysis. Then,
we give the following definition (see [31]).
Definition 2.1. Let Ω ⊆ RN be a bounded set. Let {Ωj}dj=1 be an open and
bounded covering of Ω. This means that all Ωj are open and bounded and that Ω ⊆⋃d
j=1 Ωj. Set δj = diam(Ωj) = supx,y∈Ωj ||x− y||2. We call a family of nonnegative
functions {Wj}dj=1 with Wj ∈ Ck(RN ) a k-stable partition of unity with respect to the
covering {Ωj}dj=1 if
(1) supp(Wj) ⊆ Ωj;
(2)
∑d
j=1 Wj(x) ≡ 1 on Ω;
(3) for every β ∈ NN0 with |β| ≤ k there exists a constant Cβ > 0 such that
||DβWj ||L∞(Ωj) ≤
Cβ
δ
|β|
j
for all 1 ≤ j ≤ d.
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In agreement with the statements in [31], we require additional regularity assump-
tions on the covering {Ωj}dj=1.
Definition 2.2. Suppose that Ω ⊆ RN is bounded and Xn = {xi, i = 1, 2, . . . , n}
⊆ Ω are given. An open and bounded covering {Ωj}dj=1 is called regular for (Ω,Xn)
if the following properties are satisfied:
(a) for each x ∈ Ω, the number of subdomains Ωj with x ∈ Ωj is bounded by a
global constant K;
(b) each subdomain Ωj satisfies an interior cone condition;
(c) the local fill distances hXj,Ωj , where Xj = Xn ∩Ωj, are uniformly bounded by
the global fill distance hXn,Ω, i.e.,
hXn,Ω = sup
x∈Ω
min
xi∈Xn
||x− xi||2.
Property (a) is required to ensure that the sum in (2.2) is actually a sum over
at most K summands. Since K is independent of n, unlike d, which should be
proportional to n, this is essential to avoid losing convergence orders. It is crucial for
an efficient evaluation of the global interpolant that only a constant number of local
approximants has to be evaluated. In such a way, it should be possible to locate those
K indices in constant time. Properties (b) and (c) are important for employing the
estimates on RBF interpolants (see [32]).
Moreover, we are able to formulate the following theorem, which yields the polyno-
mial precision and controls the growth of error estimates, denoting by πNs := πs(R
N )
the set of polynomials of degree at most s (see, e.g., [32]).
Theorem 2.3. Suppose that Ω ⊆ RN is compact and satisfies an interior cone
condition with angle θ ∈ (0, π/2) and radius r > 0. Let s ∈ N be fixed and there exist
constants h0, C1, C2 > 0 depending only on N, θ, r such that hXn,Ω ≤ h0. Then, for
all Xn = {xi, i = 1, 2, . . . , n} ⊆ Ω and all x ∈ Ω, there exist functions uj : Ω → R,
j = 1, 2, . . . , n, such that
(1)
∑n
j=1 uj(x)p(xj) = p(x) for all p ∈ πs(RN );
(2)
∑n
j=1 |uj(x)| ≤ C1;
(3) uj(x) = 0 provided that ||x− xj ||2 > C2hXn,Ω.
Therefore, after defining the space Ckν (R
N ) of all functions f ∈ Ck whose deriva-
tives of order |β| = k satisfy Dβf(x) = O(||x||ν2) for ||x||2 → 0, we consider the
following convergence result (see, e.g., [18, 32]).
Theorem 2.4. Let Ω ⊆ RN be open and bounded and suppose that Xn = {xi, i =
1, 2, . . . , n} ⊆ Ω. Let φ ∈ Ckν (RN ) be a strictly conditionally positive definite function
of order m. Let {Ωj}dj=1 be a regular covering for (Ω,Xn) and let {Wj}dj=1 be k-stable
for {Ωj}dj=1. Then the error between f ∈ Nφ(Ω), where Nφ is the native space of φ,
and its partition of unity interpolant (2.2) can be bounded by
|Dβf(x)−DβI(x)| ≤ Ch(k+ν)/2−|β|Xn,Ω |f |Nφ(Ω)
for all x ∈ Ω and all |β| ≤ k/2.
Comparing this convergence result with the global error estimates (see, e.g., [32]),
we note that the partition of unity preserves the local approximation order for the
global fit. This means that we can efficiently compute large RBF interpolants by
solving small RBF interpolation problems (in parallel as well) and then glue them
together with the global partition of unity {Wj}dj=1. In other words, the partition of
unity approach is a simple and effective technique to decompose a large problem into
many small problems while at the same time ensuring that the accuracy obtained for
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the local fits is carried over to the global one. In particular, the partition of unity
method can be thought as a Shepard’s type interpolation with higher-order data, since
local approximations Rj instead of data values fj are used.
Finally, we remark that, among several weight functions W¯j(x) in (2.2), a possible
choice is given by Shepard’s weight
Wj(x) =
W¯j(x)∑d
k=1 W¯k(x)
, j = 1, 2, . . . , d,(2.5)
where W¯j is the inverse of the Euclidean norm ‖ · −xj‖2. It constitutes a partition of
unity as in (2.1).
3. Cube-partition algorithm. In this section we propose a new algorithm for
trivariate interpolation of large scattered data sets lying on the domain Ω = [0, 1]3 ⊂
R
3. This algorithm, which is based on the partition of unity method for construct-
ing a global interpolant by blending RBFs as local approximants and using locally
supported weight functions, is efficiently implemented and optimized by connecting
the interpolation method with an effective cube-partition searching procedure. More
precisely, the considered approach is characterized by the construction of a cube-based
structure, which partitions the domain Ω in cubes and strictly depends on the size
of its subdomains. This technique is a direct extension in the 3D case of the square-
partition searching procedure presented in [10] for bivariate interpolation, which we
briefly recall in subsection 3.1.
Note that the paper [10] follows preceding works, where efficient searching proce-
dures based on the partition of the domain in strips or spherical zones are considered
(see [1, 7, 8, 10]).
3.1. Review of the 2D square-partition searching procedure. The con-
struction of the 2D searching procedure described in [10] is obtained by making a
partition of the bivariate domain in square cells. They are achieved generating two
orthogonal families of parallel strips (see Figure 1). This approach is combinated with
the repeated use of a quicksort routine with respect to different directions. At first,
we make a sorting along the y-axis on all the points, constructing then a first family
of strips parallel to the x-axis. Afterward, we order the points contained in each strip
with respect to the x-axis direction, and finally we build the second family of strips
parallel to the y-axis. The outcome is a square-based structure, which allows us to
pass from unordered to ordered data structures. Following this idea, we can suit-
ably split up the original data set in ordered and well-organized data subsets. More
precisely, we may act as follows:
(i) organize all the data by means of a quicksorty procedure applied along the
y-axis (the subscript denotes the sorting direction);
(ii) consider a first family of q strips, parallel to the x-axis, and order the points
of each strip by using a quicksortx procedure;
(iii) create a second family of q strips, parallel to the y-axis, which orthogonally
intersect the first strip family, thus producing a partition of the bivariate
domain in square cells (see Figure 2).
Note that a specific square cell k is denoted by a double index notation in square
brackets, i.e., k = [v, w].
In order to obtain an efficient searching technique in the localization of points, we
connect the interpolation method with the square-based partition structure, exploiting
the data structure and the domain partition previously considered. This result is
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obtained assuming that the square side is equal to the subdomain radius. Though
this choice might seem to be trivial, in practice such an imposition means that the
search of the nearby points, an essential aspect of local methods as the partition of
unity method, is limited at most to nine squares: the square on which the considered
point lies, and the eight neighboring squares (see Figures 1 and 2). The combination
between square cell and subdomain sizes constitutes an optimal choice, since it allows
us to search the closest points by considering only a very small number of them, i.e.,
taking those points belonging to one of the nine square cells and a priori ignoring all
the other ones. Finally, for all those points belonging to the first and last square cells,
namely, the ones located on or close to the boundary of the domain, we reduce the
total number of square cells to be examined.
Remark 3.1. Assuming that the square side is equal to the subdomain radius
means to limit the search of the nearest neighbor points at most to nine square cells.
In fact, considering the sizes of side and radius, none of the other points (i.e., the ones
which do not belong to the nine cells) can be one of the “nearest”; in other words,
such choice automatically excludes all points that do not belong to the nine cells. On
the contrary, if we did not impose the previous assumption, the number of square cells
to be examined might become much greater and this would have a significant impact
on the efficiency of our searching technique, producing a loss of time. This fact has
been analyzed and checked computationally in our preliminary 2D tests, and it turns
out to be valid also in the 3D case we will present in the next subsection.
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Fig. 1. Example of orthogonal families of strips.
3.2. The 3D cube-partition searching procedure. As in the 2D case, the
basic idea in constructing the 3D searching procedure comes from the repeated use
of a quicksort routine with respect to (three) different directions, i.e., along the z-
axis, the y-axis, and the x-axis, enabling us to pass from unordered to ordered data
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Fig. 2. Example of square-based structure with a set of scattered data points.
structures. This process is strictly related to the construction of a partition of the
domain, here the unit cube, in smaller cubes. They are obtained generating three
orthogonal families of parallelepipeds, while at the same time the original data set is
suitably split up in ordered and well-organized data subsets. More precisely, in order
to obtain the cube-based structure and then the resulting searching procedure, we
may act as follows:
(i) organize all the data by means of a quicksortz procedure applied along the
z-axis;
(ii) consider a first family of q parallelepipeds, parallel to the xy-plane, and order
the points of each parallelepiped by using a quicksortx procedure;
(iii) create a second family of q parallelepipeds, parallel to the yz-plane, which or-
thogonally intesect the first family, and order the points of each parallelepiped
by using a quicksorty procedure;
(iv) construct a third family of q parallelepipeds, parallel to the xz-plane, which
orthogonally intersect the two previous families, thus producing a partition
of Ω in cubes (see Figure 3).
Now, exploiting the data structure and the domain partition, we construct an
efficient searching technique to be used in the localization of points, effectively con-
necting the partition of unity scheme with the cube-partition structure. This result
is had by assuming that the cube side δcube is equal to the subdomain radius δsubdom,
i.e., taking δcube ≡ δsubdom. From this assumption it follows that the search of the
nearby points is limited at most to 27 (33) cubes: the cube on which the considered
point lies, and the 26 neighboring cubes (see Figure 4). From now on, to locate a spe-
cific cube k, we define a triple index notation using square brackets, i.e., k = [u, v, w],
u, v, w = 1, 2, . . . , q.
We note that the combination between cube and subdomain sizes provides an
optimal choice, since it allows us to search the closest points only considering a very
small number of them (that is, only those points belonging to one of the 27 cubes)
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and a priori ignoring all the other points of Ω. Obviously, then, for all those points
belonging to cubes close to the boundary of Ω, it will be required a reduction of the
total number of cubes to be examined. Further details on this searching procedure
are contained in subsection 3.3, where we give a detailed description of the proposed
algorithm.
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Fig. 3. Example of orthogonal families of parallelepipeds.
3.3. Cube algorithm. INPUT: n, number of data; Xn = {(xi, yi, zi), i =
1, 2, . . . , n}, set of data points; Fn = {fi, i = 1, 2, . . . , n}, set of data values; d, number
of subdomains; Cd = {(x¯i, y¯i, z¯i), i = 1, 2, . . . , d}, set of subdomain points (centres);
s, number of evaluation points; Es = {(x˜i, y˜i, z˜i), i = 1, 2, . . . , s}, set of evaluation
points.
OUTPUT: As = {I(x˜i, y˜i, z˜i), i = 1, 2, . . . , s}, set of approximated values.
Stage 1. The set Xn of nodes and the set Es of evaluation points are ordered with
respect to a common direction (e.g., the z-axis), by applying a quicksortz procedure.
Stage 2. For each subdomain point (x¯i, y¯i, z¯i), i = 1, 2, . . . , d, a local spherical
subdomain is constructed, whose spherical radius depends on the subdomain number
d, i.e.,
δsubdom =
√
2
3
√
d
.(3.1)
Although other choices δsubdom are possible, this value is suitably chosen, supposing
to have a nearly uniform node distribution and assuming that the ratio n/d ≈ 23.
Stage 3. A triple structure of intersecting parallelepipeds is constructed as
follows:
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Fig. 4. Example of cube-based structure with a set of scattered data points.
(i) a first family of q parallelepipeds, parallel to the xy-plane, is considered taking
q =
⌈
1
δsubdom
⌉
,(3.2)
and a quicksortx procedure is applied to order the nodes belonging to each
parallelepiped;
(ii) a second family of q parallelepipeds, parallel to the yz-plane, is constructed
and a quicksorty procedure is used to order the nodes belonging to each of
the resulting parallelepipeds;
(iii) a third family of q parallelepipeds, parallel to the xz-plane, is considered.
Note that each of the three families of parallelepipeds is ordered and numbered from
1 to q; the choice in (3.2) follows directly from the side length of the domain, i.e., the
unit cube, and the subdomain radius δsubdom.
Stage 4. The unit cube is partitioned by a cube-based structure consisting of
q3 cubes, whose side length is δcube ≡ δsubdom. Then, the sets Xn, Cd, and Es are
partitioned by the cube structure into q3 subsets Xnk , Cdk , and Epk , k = 1, 2, . . . , q3,
where nk, dk, and pk are the number of points in the kth cube.
This stage can be summarized in Algorithm 1.
Stage 5. In order to identify the cubes to be examined in the searching proce-
dure, we adopt the following rule, which is composed of three steps:
(1) The cube side δcube is chosen equal to the subdomain radius δsubdom, i.e.,
δcube ≡ δsubdom, and the ratio between these quantities is denoted by i∗ =
δsubdom/δcube.
(2) The value i∗ provides the number j∗ of cubes to be examined for each point
by the rule j∗ = (2i∗ + 1)3, which obviously here gives j∗ = 27. In practice,
A1900 ROBERTO CAVORETTO AND ALESSANDRA DE ROSSI
Algorithm 1. Cube-partition structure.
1: for each cube k = [u, v, w], u, v, w = 1, 2, . . . , q do
2: partition and count the number of points
3: nk = nu,v,w (nodes)
4: dk = du,v,w (subdomain points)
5: pk = pu,v,w (evaluation points);
6: return (nk;Xnk) ∧ (dk; Cdk) ∧ (pk; Epk)
7: end for
this means that the search of the nearby points is limited at most to 27 cubes:
the cube on which the considered point lies, and the 26 neighboring cubes.
(3) For each cube k = [u, v, w], u, v, w = 1, 2, . . . , q, a cube-partition searching
procedure is considered, examining the points from the cube [u−i∗, v−i∗, w−
i∗] to the cube [u+ i∗, v+ i∗, w+ i∗]. For the points of the first and last cubes
(those close to the boundary of the unit cube), we reduce the total number of
cubes to be examined, setting u− i∗ = 1 and/or v− i∗ = 1 and/or w− i∗ = 1
(when u− i∗ < 1 and/or v− i∗ < 1 and/or w− i∗ < 1) and u+ i∗ = q and/or
v + i∗ = q and/or w + i∗ = q (when u + i∗ > q and/or v + i∗ > q and/or
w + i∗ > q).
Then, after defining which and how many cubes are to be examined, the cube-
partition searching procedure (see Algorithm 2) is applied
• for each subdomain point of Cdk , k = 1, 2, . . . , q3, to determine all nodes
belonging to a subdomain; the number of nodes of the subdomain centered
at (x¯j , y¯j , z¯j) is counted and stored in n¯j , j = 1, 2, . . . , d;
• for each evaluation point of Epk , k = 1, 2, . . . , q3, in order to find all those
belonging to a subdomain of center (x¯i, y¯i, z¯i) and radius δsubdom. The number
of subdomains containing the ith evaluation point is counted and stored in
ri, i = 1, 2, . . . , s.
Stage 6. A local interpolant Rj , j = 1, 2, . . . , d, is found for each subdomain,
solving the linear system (2.4).
Stage 7. Local RBF interpolant Rj and weight function Wj , j = 1, 2, . . . , d, are
evaluated at each evaluation point.
Stage 8. Applying the global interpolant (2.2), one can find approximated values
computed at any evaluation point (x˜, y˜, z˜) ∈ Es.
Remark 3.2. An important remark concerns the type of partition of unity to cover
the domain Ω. Supposing a nearly uniform node distribution, in Stage 2 we set the
ratio between the node number n and the subdomain number d approximately equal to
eight, i.e., n/d ≈ 23. However, in general it is also possible to study different strategies
of partition of unity, suitably increasing (decreasing) the number of subdomains. From
a computational point of view, we would expect to increase (reduce) the number of
subdomains, reducing (increasing) at the same time the subdomain size. A change of
this type may influence more or less significantly the approximation results in terms
of both accuracy and stability (see, e.g., [19, 29]). A further aspect to be considered
is the particular shape of the subdomain Ωj ; in this case, here we use a spherical
subdomain, but sometimes in applications different shapes could be more valuable
and bring any benefit [28].
Remark 3.3. An interesting observation deserving to be considered concerns
applicability of our algorithm in the case of nonrectangular domains. Specifically, the
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Algorithm 2. Cube-partition searching procedure.
1: for w = 1, 2, . . . , q do
2: for v = 1, 2, . . . , q do
3: for u = 1, 2, . . . , q do
4: set [firstx, f irsty, f irstz] = [u− i∗, v − i∗, w − i∗]
5: [lastx, lasty, lastz] = [u+ i
∗, v + i∗, w + i∗]
6: if firstx < 1 and/or firsty < 1 and/or firstz < 1 then
7: set firstx = 1 and/or firsty = 1 and/or firstz = 1
8: end if
9: if lastx > q and/or lasty > q and/or lastz > q then
10: set lastx = q and/or lasty = q and/or lastz = q
11: end if
12: for h = subdom bpu,v,w, . . . , subdom epu,v,w do
13: set n¯h = 0
14: for k = firstz, . . . , lastz do
15: for j = firsty, . . . , lasty do
16: for i = firstx, . . . , lastx do
17: for r = bpi,j,k, . . . , epi,j,k do
18: if (xr, yr, zr) ∈ Ih((x¯, y¯, z¯); δsubdom) then
19: set n¯h = n¯h + 1
20: STOREh,n¯h(xr, yr, zr, fr)
21: end if
22: end for
23: end for
24: end for
25: end for
26: return (x, y, z) ∈ Ih((x¯, y¯, z¯); δsubdom)
27: end for
28: for h = eval bpu,v,w, . . . , eval epu,v,w do
29: set rh = 0
30: for k = firstz, . . . , lastz do
31: for j = firsty, . . . , lasty do
32: for i = firstx, . . . , lastx do
33: for r = subdom bpi,j,k . . . , subdom epi,j,k do
34: if (x˜r, y˜r, z˜r) ∈ Ih((x¯, y¯, z¯); δsubdom) then
35: set rh = rh + 1
36: STOREh,rh(x˜r, y˜r, z˜r)
37: end if
38: end for
39: end for
40: end for
41: end for
42: return (x˜, y˜, z˜) ∈ Ih((x¯, y¯, z¯); δsubdom)
43: end for
44: end for
45: end for
46: end for
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cube-based structure and the resulting cube-partition searching procedure we present
in this paper are constructed for cube domains. Nevertheless, since this algorithm
is based on a meshfree method, which does not require any change, in general our
searching technique could be applied with suitable adaptations also to other types of
domains, like nonrectangular prisms or polyhedra. In fact, though the partitioning
structure is generated for its nature on a cube, it is also true that any polyhedra can
be inscribed in a cube domain. In this situation, it is possible (or very likely) that
a certain number of cells is empty, so they should not be considered in the searching
process of the nearest neighbor points. To do this, we need to check whether a cube
cell is empty. This control consists in practice in suitably modifying some lines of
code in Algorithm 2, excluding the empty cells and allowing us to find all points
belonging to each subdomain, as described in this section. Another possibility to
deal with a problem of this type is to construct cube cells of variable sizes, suitably
increasing their sides when such cells are devoid of points. In this way, we could think
to consider an adaptive approach, which enables our searching procedure to effectively
work. However, as this topic turns out to be particularly important and not trivial
(see, e.g., the recent papers [14, 28]), it will be dealt with in detail in forthcoming
research.
3.4. Complexity analysis. The algorithm is based on the construction of a
cube-partition searching procedure. It enables us to efficiently determine all points
belonging to each subdomain Ωj , j = 1, 2, . . . , d, so that we can compute local RBF
interpolants to be used in the partition of unity scheme. Assuming that the covering
{Ωj}dj=1 is regular and local and the set Xn of data points is quasi-uniform, we analyze
the complexity of this code.
The cube-partition algorithm involves the use of the standard quicksort routine,
which requires on average a time complexity O(M logM), where M is the number of
points to be sorted. Specifically, we have a distribution phase consisting of building
the data structure, in which the computational cost has order: O(n logn) for the
sorting of all n nodes and O(s log s) for the sorting of all s evaluation points in Stage
1. Then, in Stage 3 the quicksort routine is repeatedly used with respect to different
directions considering a reduced number of points. Since the number of centers in
each subdomain Ωj is bounded by a constant (see Definition 2.2), we need O(1) space
and time for each subdomain to solve the local RBF interpolation problems. In fact,
in order to obtain the local RBF interpolants, we have to solve d linear systems of
(relatively) small sizes, i.e., n¯j × n¯j , with n¯j << n, thus requiring a constant running
time O(n¯3j ), j = 1, 2, . . . , d, for each subdomain (see Stage 6). Then, in Stages 5,
7, and 8 we also need a cost of rk · O(n¯j), j = 1, 2, . . . , d, k = 1, 2, . . . , s, for the kth
evaluation point of Es; in other words, we have a constant time to get the value of the
global fit (2.2). Finally, the algorithm requires 4n, 4d, and 4s storage requirements
for the data, and n¯j , j = 1, 2, . . . , d, locations for the coefficients of each local RBF
interpolant.
In conclusion, we point out that in this paper we actually propose a new space-
partitioning data structure based on the construction of the cube structure and the
corresponding searching procedure (see subsections 3.2–3.3). This technique is studied
to reduce the computational cost compared to the most advanced data structures like
kd-trees [32]; in fact, while time complexity of the optimal kd-tree is O(3M logM),
complexity of the cube-based structure is O(2M logM). Moreover, the generation of
such a cube-based structure allows us to run the searching procedure in O(1), whereas
the same process for kd-trees can be performed in O(logM) time.
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4. Numerical experiments. In this section we present a few numerical tests
to show performance of the cube-partition algorithm, numerically analyzing efficiency
and accuracy of the local interpolation scheme on some sets of scattered data. The
code available online at [13] is implemented in C/C++ language, while numerical re-
sults are carried out on an Intel Core i7-4500U 1.8-GHz processor. In the experiments
we consider three node distributions containing n = (2k+1)3, k = 4, 5, 6: (i) uniformly
random Halton nodes generated by using the MATLAB program haltonseq.m (see
[18]); (ii) pseudorandom nodes generated by using the randMATLAB command;1 and
(iii) grid nodes. The cube-partition algorithm is run considering d = 8k−1, k = 4, 5, 6,
subdomain points and s = 113 = 1331 grid evaluation points, which are contained
in the unit cube Ω = [0, 1]3. Here, for the global interpolant (2.2) we use Shepard’s
weight (2.5).
The performance of the interpolation algorithm is verified taking the data values
by the following two trivariate Franke’s test functions (see, e.g., [23, 26])
f1(x, y, z) =
3
4
exp
[
− (9x− 2)
2 + (9y − 2)2 + (9z − 2)2
4
]
+
3
4
exp
[
− (9x+ 1)
2
49
− 9y + 1
10
− 9z + 1
10
]
+
1
2
exp
[
− (9x− 7)
2 + (9y − 3)2 + (9z − 5)2
4
]
− 1
5
exp
[−(9x− 4)2 − (9y − 7)2 − (9z − 5)2] ,
f2(x, y, z) =
(1.25 + cos(5.4y)) cos(6z)
6 + 6 (3x− 1)2 ,
and using Gaussian C∞ (G), Mate´rn C4 (M4), and Wendland C4 (W4) as local RBF
interpolants,
φ(r) = e−α
2r2 ,(G)
φ(r) = e−r(2r2 + 3r + 3),(M4)
φ(r) = (1− δr)6+ (35δ2r2 + 18δr + 3),(W4)
where α, , δ ∈ R+ are the shape parameters, r = || · ||2 is the Euclidean distance, and
(·)+ denotes the truncated power function. Note that Gaussian C∞ andMate´rn C4 are
globally supported basis functions, whereas Wendland C4 is a compactly supported
one (see [32]).
Some information about the execution of the interpolation algorithm described
in section 3 is reported in Table 1, namely, the number q3 of partitions in cubes of
the domain and the CPU times (in seconds) computed on Halton points and obtained
by running the cube-partition algorithm. Moreover, since we are interested in point-
ing out the effectiveness of the proposed algorithm, in Table 1 we also show CPU
times obtained by using the same interpolation method presented in section 2, but
1To permit the repetition of tests, we used the MATLAB command rng(’default’) before
generating such points with rand.
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without partitioning the domain Ω in cubes and, accordingly, bereft of the correspond-
ing searching procedure; in other words, when the cube-partitioning structure is not
considered, the interpolation scheme is simply applied by making a complete search
within the domain to find the nearest neighbor points in each subdomain. This anal-
ysis emphasizes that the use of a cube structure gives a considerable saving of time,
mainly when the number of points to be handled becomes quite large. In particu-
lar, as confirmed from Table 1, we remark that the benefit of using the cube-partition
searching procedure is more and more significant as the number of interpolation nodes
becomes larger and larger.
Table 1
Number of partitions in cubes and CPU times (in seconds) computed on Halton points and
obtained by running the cube-partition algorithm (tcube), and the corresponding one without a cube
structure (tno−cube).
n d q3 tcube tno−cube
4913 512 63 1.1 1.4
35937 4096 123 7.9 15.5
274625 32768 233 62.7 525.0
Analyzing the performance of the algorithm, we observe that the cube-partition
searching procedure turns out to be powerful and efficient, because CPU times re-
ported in Table 1 are mainly due to solution of d linear systems having matrices with
a relatively large number of entries, usually more than a hundred.
Now, in order to investigate accuracy of the method, we compute the root mean
square error (RMSE), whose formula is
RMSE =
√√√√1
s
s∑
i=1
|f(xi)− I(xi)|2,
analyzing its behavior on Halton points by varying the values of the shape parameters
for Gaussian, Mate´rn, and Wendland functions (see Figure 5). These graphs allow us
to find the optimal values of α, , and δ, i.e., those values for which we obtain the small-
est RMSEs (see Tables 2 and 3). Note that each evaluation is carried out by choosing
equispaced values of the shape parameters, taking α,  ∈ [1, 10] and δ ∈ [0.1, 1.9].
Analyzing error tables and graphs, we can see that Mate´rn and Wendland functions
have a greater stability than RBF Gaussian, but the latter gives us greater accuracy,
although its interpolation matrices might be subject to ill-conditioning problems for
small values of α. This behavior is what we expect from a theoretical standpoint, but
here it is validated by numerical tests. Moreover, we remark that several numerical
experiments (not reported here for brevity) have been carried out using other test
functions and the results show uniform behavior.
Finally, to show that the CPU times in Table 1 essentially depend on the size
of interpolation matrices, we repeat numerical tests fixing a maximum number (i.e.,
mi = mmax, i = 1, 2, . . . , d) of nodes for each subdomain, namely, only considering the
mmax nodes closest to the subdomain centres. In fact, for example, taking mmax =
50, 70 (and also mmax not fixed) and denoting by t
mmax
cube the corresponding execution
times, we get a significant reduction of times, since t50cube = 0.5 and t
70
cube = 0.6 for
n = 4913, t50cube = 1.9 and t
70
cube = 3.4 for n = 35937, while t
50
cube = 14.2 and t
70
cube = 28.1
for n = 274625 (see Table 1 for a comparison). Nevertheless, this reduction expressed
3D INTERPOLATION BY A CUBE SEARCHING PROCEDURE A1905
2 4 6 8 10
10−6
10−5
10−4
10−3
10−2
α
R
M
SE
 
 
n = 35937
n = 274625
G – f1
2 4 6 8 10
10−6
10−5
10−4
10−3
10−2
α
R
M
SE
 
 
n = 35937
n = 274625
G – f2
2 4 6 8 10
10−5
10−4
10−3
ε
R
M
SE
 
 
n = 35937
n = 274625
M4 – f1
2 4 6 8 10
10−5
10−4
ε
R
M
SE
 
 
n = 35937
n = 274625
M4 – f2
0.5 1 1.5
10−5
10−4
10−3
δ
R
M
SE
 
 
n = 35937
n = 274625
W4 – f1
0.5 1 1.5
10−6
10−5
10−4
10−3
δ
R
M
SE
 
 
n = 35937
n = 274625
W4 – f2
Fig. 5. RMSEs computed on Halton points and obtained by varying the shape parameters.
in terms of CPU times is paid, in general, only with a slight loss of accuracy, since
the behavior of RMSEs is similar to that shown in Figure 5.
Similarly, we repeat the extensive experiments carried out on Halton points, using
MATLAB pseudorandom points. The results obtained essentially show similar behav-
ior in terms of both computational performance and conditioning. For this reason,
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Table 2
RMSEs computed on Halton points and obtained by using optimal values of α, , and δ for f1.
G M4 W4
n RMSE αopt RMSE opt RMSE δopt
35937 8.8797E − 6 2.7 2.7905E − 5 2.6 2.9041E− 5 0.54
274625 1.4928E − 6 2.8 5.1734E − 6 2.7 5.2847E− 6 0.54
Table 3
RMSEs computed on Halton points and obtained by using optimal values of α, , and δ for f2.
G M4 W4
n RMSE αopt RMSE opt RMSE δopt
35937 5.1013E − 6 2.9 3.6761E − 5 1.0 2.5677E− 5 0.92
274625 5.1446E − 7 2.8 4.3760E − 6 1.0 3.3941E− 6 0.88
Table 4
RMSEs computed on MATLAB pseudorandom points and obtained by using optimal values of
α, , and δ for f1.
G M4 W4
n RMSE αopt RMSE opt RMSE δopt
35937 1.5678E − 5 2.7 3.2917E − 5 2.8 3.3926E− 5 0.56
274625 1.8669E − 6 3.0 6.5270E − 6 2.8 6.7059E− 6 0.54
Table 5
RMSEs computed on MATLAB pseudorandom points and obtained by using optimal values of
α, , and δ for f2.
G M4 W4
n RMSE αopt RMSE opt RMSE δopt
35937 5.4690E − 6 2.2 3.3778E − 5 1.0 2.7932E− 5 0.86
274625 5.9387E − 7 2.8 5.5566E − 6 1.0 4.5822E− 6 0.90
we do not report further tables and graphs about CPU times and errors, respectively,
restricting ourselves here to exhibit Tables 4 and 5. In such cases, we observe a slight
loss of accuracy due to less uniformity of pseudorandom points compared to the Hal-
ton nodes. A degradation of this type has also been noted on the conditioning, but
in general it turns out to be absolutely minimal.
In conclusion, in Table 6 we also report the RMSEs obtained by applying the
cube-partition algorithm on sets of grid points. In this situation, the interpolation
nodes are uniform on the domain Ω; this fact leads to more accurate results and,
generally, to less ill-conditioned RBF matrices.
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Table 6
RMSEs computed on grid points and obtained by using optimal values of α, , and δ.
n 35937 274625
f1 f2 f1 f2
G 2.4327E− 6 1.5521E − 7 2.6580E − 7 1.3038E − 8
αopt 3.4 3.1 4.4 2.7
M4 1.3052E− 5 3.0937E − 6 2.9642E − 6 6.2521E − 7
opt 2.0 1.5 4.3 2.2
W4 1.2938E− 5 2.8769E − 6 2.6711E − 6 5.9111E − 7
δopt 0.48 0.50 0.86 0.46
5. Conclusions and future work. In this paper we propose a new local inter-
polation algorithm for trivariate interpolation of scattered data points. It is based on
the construction of a partition of the domain in cubes, enabling us to optimally im-
plement a cube-partition searching procedure in order to efficiently detect the nodes
belonging to each subdomain of the partition of unity method. This technique works
well and quickly also when the amount of data to be interpolated is very large. More-
over, the proposed algorithm is flexible, since different choices of local interpolants
are allowable, and completely automatic.
As regards research and future work, first of all we are interested in extending
the proposed algorithm to higher dimensions. Then, even though the choice of low-
order basis functions such as Mate´rn and Wendland functions gives a good trade-off
between stability and accuracy, we are still considering the need dealing with the ill-
conditioning problem of high-order basis functions. On the one hand, we might con-
sider suitable preconditioning techniques for RBF interpolation matrices as already
done in [9] for RBF collocation matrices; on the other hand, one could study alter-
native stategies to have a stable evaluation of interpolants via the Hilbert–Schmidt
SVD as in [12, 20] or new stable bases as in [16, 25].
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