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Abstract— It is important for almost all transaction processing
and computer-communication systems to satisfy response time
quantile targets. This paper describes HYDRA, a scalable parallel
tool for the analytical determination of response time densities
in large, structurally-unrestricted Markov models derived from
high-level specifications. The tool exploits an efficient distributed
uniformization-based algorithm, combined with hypergraph par-
titioning to balance computational load across processors while
minimising communication. We demonstrate our tool on a 1.6
million state Generalized Stochastic Petri Net model of a flexible
manufacturing system, comparing the accuracy of our results
with simulation and contrasting the run-time performance of
our technique with an approach based on numerical Laplace
transform inversion.
I. INTRODUCTION
Stochastic performance models (such as Petri nets or queue-
ing networks) provide a formal way to capture and analyse the
dynamic behaviour of computer and communication systems.
Traditionally, performance statistics for these models are de-
rived by solving a Markov chain corresponding to the model’s
behaviour at the state transition level. From the chain’s equilib-
rium probability distribution, standard performance measures
(such as utilisation and throughput) and expected values of
various sojourn times can be obtained.
This paper addresses the harder problem of calculating full
response time densities in structurally unrestricted Markov
models. This has important practical applications since re-
sponse time quantiles are often specified as quality of service
metrics in Service Level Agreement contracts and industry
standard benchmarks such as TPC. In the past, numerical
computation of analytical response time densities has proved
prohibitively expensive except in some Markovian systems
with restricted structure such as overtake-free queueing net-
works [1]. However, with the advent of high-performance
parallel computing and the widespread availability of PC
clusters, direct numerical analysis on Markov chains has now
become a practical proposition.
Our contribution is a parallel algorithm implemented in the
HYDRA tool for computing passage time densities in Markov
chains with large state spaces. By using state-of-the-art hyper-
graph partitioning techniques we achieve a scalable algorithm
that yields excellent performance on a distributed memory
parallel computer and that effectively utilises the compute
power and RAM provided by a network of workstations. To
the best of our knowledge, this is the first application of
hypergraph partitioning in the domain of performance analysis
(and one of the few application areas of hypergraphs outside
VLSI circuit design). Further, we are not aware of any other
distributed uniformization-based tools for computing response
time densities, and our implementation improves substantially
on both the solution time and capacity of contemporary
distributed response time density analysers based on numerical
Laplace transform inversion [2].
II. RESPONSE TIME DENSITIES IN MARKOV MODELS
A. First Passage Times
Consider a finite, irreducible, continuous time Markov
Chain (CTMC) with n states {1, 2, . . . , n} and n×n generator
matrix Q. If X(t) denotes the state of the CTMC at time
t ≥ 0, then the first passage time from a source state i into a
non-empty set of target states ~j is:
Ti~j(t) = inf{u > 0 : X(t+ u) ∈ ~j | X(t) = i} (∀t ≥ 0)
For a stationary, time-homogeneous CTMC, Ti~j(t) is inde-
pendent of t, so:
Ti~j = inf{u > 0 : X(u) ∈ ~j | X(0) = i}
Ti~j is a random variable with an associated probability den-
sity function fi~j(t). To determine fi~j(t) we must convolve the
exponentially distributed state holding times over all possible
paths (including cycles) from state i into any of the states in
the set ~j. As shown in the next section, the problem can be
readily extended to multiple initial states by weighting first
passage time densities.
B. Uniformization
Uniformization [3], [4] transforms a CTMC into one in
which all states have the same mean holding time 1/q, by
allowing ‘invisible’ transitions from a state to itself. This is
equivalent to a discrete-time Markov chain (DTMC), after
normalisation of the rows, together with an associated Poisson
process of rate q. The one-step DTMC transition matrix P is
given by:
P = Q/q + I (1)
where q > maxi |qii| (to ensure that the DTMC is aperiodic).
The number of transitions in the DTMC that occur in a given
time interval is given by a Poisson process with rate q.
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Fig. 1. A 16 × 16 non-symmetric sparse matrix A (left) and corresponding 4-way hypergraph partition (right) with corresponding partitions of a vector x.
While uniformization is normally used for transient analysis,
it can also be employed for the calculation of response time
densities [5], [6]. We add an extra, absorbing state to our
uniformized chain, which is the sole successor state for all
target states (thus ensuring we calculate the first passage time
density). We denote by P′ the one-step transition matrix of
the modified, uniformized chain. Remembering that the time
taken to traverse a path with n hops in this chain will have
an Erlang distribution with parameters n and q, the density of
the time taken to pass from a set of source states ~i into a set
of target states ~j is given by:
f~i~j(t) =
∞∑
n=1
qntn−1e−qt
(n− 1)!
∑
k∈~j
pi
(n)
k (2)
where
pi(n+1) = pi(n)P′ for n ≥ 0
with
pi
(0)
k =
{
0 for k /∈~i
pik/
∑
j∈~i pij for k ∈~i
(3)
and in which pi is any non-zero solution to pi = piP.
Truncation is employed to approximate the infinite sum
in Eq. 2, terminating the calculation when the Erlang term
drops below a specified threshold value. Concurrently, when
the convergence criterion
||pi(n+1) − pi(n)||∞
||pi(n)||∞ < ² (4)
is met, for given tolerance ², the steady state probabilities of P′
are considered to have been obtained with sufficient accuracy
and no further multiplications with P′ are performed.
III. HYPERGRAPH PARTITIONING
The key opportunity for parallelism in the uniformization al-
gorithm is the sparse matrix-vector product pi(n+1) = pi(n)P′
(or equivalently pi(n+1)T = P′Tpi(n)T , where the superscript
T denotes the transpose operator). To perform these operations
efficiently it is necessary to map the non-zero elements of P′
onto processors such that the computational load is balanced
and communication between processors is minimised. To
achieve this, we use hypergraph-based partitioning techniques
to assign matrix rows and corresponding vector elements to
processors in a row-striped partitioning.
Hypergraphs are extensions of graph data structures that,
until recently, were primarily applied in VLSI circuit design.
Formally, a hypergraph H = (V,N ) is defined by a set of
vertices V and a set of nets (or hyperedges) N , where each net
is a subset of the vertex set V [7]. In the context of a row-wise
decomposition of a sparse matrix, matrix row i (1 ≤ i ≤ n) is
represented by a vertex vi ∈ V while column j (1 ≤ j ≤ n) is
represented by net Nj ∈ N . The vertices contained within net
Nj correspond to the row numbers of the non-zero elements
within column j, i.e. for matrix A, vi ∈ Nj if and only if
aij 6= 0. The weight of vertex i is given by the number of
non-zero elements in row i, while the weight of a net is its
contribution to the hyperedge cut, defined as one less than the
number of different partitions spanned by that net.
The overall objective of a hypergraph sparse matrix parti-
tioning is to minimise the total hyperedge cut while maintain-
ing a balance criterion. The key advantages of the hypergraph
approach over traditional graph partitioning are that hyperedge
cut quantifies the communication cost exactly and that off-
diagonal non-zeros tend to be positioned within rows so as
to minimise the number of remote vector elements required.
In graph partitioning, the sole objective is to minimise the
number of off-diagonal non-zeros. Like graph partitioning,
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Fig. 2. HYDRA tool architecture.
optimal hypergraph partitioning is NP-complete. However,
there are a small number of hypergraph partitioning tools
which implement fast sub-optimal heuristic algorithms, for
example PaToH [7] and hMeTiS [8].
The matrix on the right of Fig. 1 shows the result of apply-
ing hypergraph partitioning to the matrix on the left. Although
the number of off-diagonal non-zeros is 18, compared with 27
in the original matrix, the number of vector elements which
must be transmitted between processors in calculating Ax
is 6 (compared with 21 in the unpartitioned matrix). This
corresponds exactly to the hyperedge cut of the decomposition,
which is also 6.
IV. THE HYDRA TOOL
Fig. 2 shows the architecture of the HYDRA tool. The
process of calculating a response time density begins with a
high-level model specified in an enhanced form of the DNA-
maca interface language [9], [10]. This language supports the
specification of queueing networks, stochastic Petri nets and
stochastic process algebras. Next, a probabilistic, hash-based
state generator [11] uses the high-level model description to
produce the generator matrix Q of the model’s underlying
Markov chain as well as a list of the initial and target states.
P is constructed from Q according to Eq. 1 and normalised
weights for the initial states are determined from Eq. 3 by the
solution of pi = piP. This is readily done using any of a variety
of steady-state solution techniques (e.g. [12], [13]). From P,
P′T is constructed by transposing the underlying Markov
chain and adding an extra terminal state that becomes the sole
successor state of all target states. P′T is then partitioned using
a hypergraph partitioning tool.
The pipeline is completed by our distributed response time
density calculator, which is implemented in C++ using the
Message Passing Interface (MPI) [14] standard. Initially each
processor tabulates the Erlang terms for each t-point required
(cf. Eq. 2). Computation of these terms ends when they
fall below a specified threshold value. In fact, this is safe
to use as a truncation condition for the entire passage time
density expression because the Erlang term is multiplied by a
summation which is a probability. The terminating condition
also determines the maximum number of hops m used to
calculate the right-hand factor, a sum which is independent
of t.
Each processor reads in the rows of the matrix P′T that
correspond to its allocated partition into two types of sparse
matrix data structure and also computes the corresponding
elements of the vector pi(0). Local non-zero elements (i.e.
those elements in diagonal matrix blocks that will be mul-
tiplied with vector elements stored locally) are stored in a
conventional compressed sparse row format. Remote non-zero
elements (i.e. those elements in off-diagonal matrix blocks that
must be multiplied with vector elements received from other
processors) are stored in an ultrasparse matrix data structure
– one for each remote processor – using a coordinate format.
Each processor then determines which vector elements need
to be received from and sent to every other processor on
each iteration, adjusting the column indices in the ultrasparse
matrices so that they index into a vector of received elements.
This ensures that a minimum amount of communication takes
place and makes multiplication of off-diagonal blocks with
received vector elements efficient.
The vector pi(n) is then calculated for n = 1, 2, 3, . . . ,m
by repeated sparse matrix-vector multiplications of form
pi(n+1)T = P′Tpi(n)T . Actually, fewer than m multiplications
may take place since a test for steady state convergence is
made after every iteration (cf. Eq. 4).
For each matrix-vector multiplication, each processor begins
by using non-blocking communication primitives to send and
receive remote vector elements, while calculating the product
of local matrix elements with locally stored vector elements.
The use of non-blocking operations allows computation and
communication to proceed concurrently on parallel machines
where dedicated network hardware supports this effectively.
The processor then waits for the completion of non-blocking
operations (if they have not already completed) before mul-
tiplying received remote vector elements with the relevant
ultrasparse matrices and adding their contributions to the local
matrix-vector product cumulatively.
From the resulting local matrix-vector products each proces-
sor calculates and stores its contribution to the sum
∑
k∈~j pi
(n)
k .
After m iterations have completed, these sums are accu-
mulated onto an arbitrary master processor where they are
multiplied with the tabulated Erlang terms for each t-point
required for the passage time density. The resulting points are
written to a disk file and are displayed using the GNUplot
graph plotting utility.
V. NUMERICAL RESULTS
In this section we demonstrate the applicability of the HY-
DRA tool by computing a first passage time density in a Petri
net model of a manufacturing system. We validate the density
produced against a simulation and consider the scalability of
our algorithm on two different parallel architectures.
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Fig. 3. The Flexible Manufacturing System (FMS) GSPN [15] (left) and corresponding numerical and simulated passage time densities for the time taken
to produce a finished part of type P12 starting from states in which there are k = 7 unprocessed parts of types P1 and P2 (right).
Fig. 3 shows a 22-place Generalized Stochastic Petri net
(GSPN) model of a flexible manufacturing system. A full
description of this model, which we will refer to as the FMS
model, can be found in [15]. For our purposes it suffices to
note that the model describes an assembly line with three types
of machines (M1, M2 and M3) which assemble four types of
parts (P1, P2, P3 and P12). Initially there are k unprocessed
parts of each type P1, P2 and P3 in the system. There are no
parts of type P12 at start-up since these are assembled from
processed parts of type P1 and P2 by the machines of type
M3. When parts of any type are finished, they are stored for
shipping on places P1s, P2s, P3s and P12s.
For k = 7, the GSPN’s underlying Markov chain has
1 639 440 states and 13 552 968 non-zero off-diagonal entries
in its generator matrix Q. For this model, we calculate the
density of the time taken to produce a finished part of type
P12 starting from any state in which there are 7 unprocessed
parts of type P1 and 7 unprocessed parts of type P2. That is,
the source markings (of which there are 36) are those where
M(P1) = M(P2) = 7 and the target markings (of which
there are 429 624) are those where M(P12s) = 1. After
modification of the state graph to allow for transitions from
target states to a new terminal state, the uniformized matrix P′
has 11 001 408 non-zero entries. The hypergraph tool PaToH
is then used to partition the rows of the transposed matrix P′T .
The resulting numerically calculated passage time density and
a simulated passage time density are shown on the right in
Fig. 3. There is very good agreement between the numerical
and simulated passage time densities.
Table I shows the performance of our algorithm on two
architectures: a Fujitsu AP3000 distributed memory parallel
computer running Solaris and a Linux-based PC workstation
cluster. The AP3000 is based on a grid of 60 processing
nodes, each of which has a UltraSPARC 300MHz processor
and 256MB RAM. These nodes are interconnected by a 2D
wraparound mesh network that uses wormhole routing and that
has a peak throughput of 520Mbps (megabits per second). The
PC cluster is a vanilla network of workstations, consisting
of 32 Athlon 1.4GHz PCs each with 512MB RAM linked
together by a 100Mbps switched Ethernet network. Distributed
run-time is measured as the maximum processor run-time from
the start of the first uniformization iteration. The speedup for
p processors, denoted by Sp, is given by the run-time of the
sequential solution (p = 1) divided by the run-time with p
processors. Efficiency for p processors, denoted by Ep, is
defined as Ep = Sp/p.
Corresponding graphs of the speedup and efficiency
achieved on each architecture are presented in Fig. 4. The
speedups and efficiencies achieved on the AP3000 are excel-
lent. Solution time on a single AP3000 node is 20 minutes
43 seconds whereas on 32 processors it takes just 58.6
seconds (i.e. 21.22 times faster, an efficiency of 66.3%). With
processors that are about 4 times faster and a communication
network that is about 6 times slower than the AP3000, and
without exclusive access to either processors or the intercon-
nection network, we cannot expect such good results on the
PC cluster. However, unusually for problems of this type,
reasonable speedups are still achieved, requiring 5 minutes 25
seconds on a single PC and 1 minute 12 seconds on 32 PCs
(i.e. 4.53 times faster, an efficiency of 14.2%). The speedup
trend for the PC cluster is shallow but linear, suggesting that
speedup will continue to improve for an even larger number
of processors. Adding extra workstations also boosts solution
capacity through additional RAM.
TABLE I
RUN-TIME, SPEEDUP (Sp), EFFICIENCY (Ep) AND PER-ITERATION COMMUNICATION OVERHEAD FOR p-PROCESSOR PASSAGE TIME DENSITY
CALCULATION IN THE FMS MODEL WITH k = 7, ON AN AP3000 PARALLEL COMPUTER AND A PC CLUSTER.
AP3000 PC Cluster Comm. per iteration
p time (s) Sp Ep time (s) Sp Ep Messages Vol (MB)
1 1243.3 1.00 1.000 325.0 1.00 1.000 0 0
2 630.5 1.97 0.986 258.7 1.26 0.628 2 1.5
4 328.2 3.78 0.947 197.1 1.65 0.412 12 3.2
8 182.3 6.82 0.853 143.0 2.27 0.284 51 5.3
16 99.7 12.47 0.779 114.6 2.84 0.178 207 7.3
32 58.6 21.22 0.663 71.7 4.53 0.142 663 9.6
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Fig. 4. Speedup (left) and efficiency (right) for the FMS model with k = 7 on the AP3000 and a PC cluster.
Not only does our distributed algorithm exhibit good scal-
ability but it is also efficient in absolute terms – using a
technique based on Laplace transform inversion to calculate
the same passage time density requires 1566 seconds (26
minutes 6 seconds) on 32 PCs [2].
VI. CONCLUSION
We have developed a scalable, parallel, uniformization-
based algorithm that computes passage time densities in large
Markov chains. Key to our scalability is the hypergraph
partitioning scheme employed. The method has been validated
against simulation and found to be extremely accurate. The
capability has been built into the HYDRA tool, thus facilitating
the detailed analysis of quality of service in non-trivial high-
level models previously considered intractable.
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