The goal of this paper is to show the potential of fuzzy sets and neural networks, often referred to as soft computing, for aiding in all aspects of manufacturing of advanced materials like ceramics.
INTRODUCTION
In this paper our intent is to show the potential of soft computing methods, namely fuzzy sets and neural networks, in design and fabrication of ceramics. Soft computing in our framework is utilized to identify trends indicating which input variable contributes most to the increase of a desired output parameter, say strength.
Such identification can potentially speed up the process of designing a new material.
Human designers can easily notice such trends for a few variables but it becomes very difficult to do so for a large number of variables.
Initially, we shall briefly introduce fuzzy sets and neural networks. Then, we shall illustrate the power of soft computing for fabrication of new materials by showing some of the results obtained in our previous work [1, 2] in which we utilized the data originally collected by Sanders and Baaklini [3] . Results on the data from 273 NASA 6Y silicon nitride [1, 2, 3 ] modulus of rupture bars tested at room temperature will be given.
Three input variables, namely milling time of the composition powder, the sintering time of the modulus of rupture test bars, and the nitrogen pressure employed during sintering, are considered.
The relationship between the above listed input variables and the flexural strength and density as output variables, found by soft computing methods, will be shown and commented on.
BACKGROUND
The reason of choosing silicon nitride is that it is an important material for heat engine applications due to its high operating temperature, reduced weight, resistance to oxidation, thermal shock resistance and good high-temperature strength [4] . Estimates of potential efficiency improvements for automotive engines with structural ceramic components range from 30 to 50 percent over current engine technology. Administration Lewis Research Center it was evident that density gradients were strongly dependent upon sintering conditions [5] .
The results of an investigation of one silicon nitride composition involving sintering trials of 21 batches of material are described in [3] , and this particular data is utilized here to show that soft computing is a useful tool which can be either used on its own or in a hybrid system to provide much needed information to advanced materials designers.
SOFT COMPUTING METHODS

Basics of Fuzzy Sets
Fuzzy sets were developed by Zadeh as means for dealing with vague information, in everyday language represented by linguistic variables like high, low, more or less, etc. [6] .
Fuzzy set theory provides a natural approach to problems in which objects change their membership in classes gradually.
Fuzzy sets allow us to deal with phenomena that are vague, imprecise, too complex or too ill defined to be analyzed by conventional mathematical tools [7] . Definitions essential for subsequent explanation of the used methods follow.
Let R be the set of real numbers and U be the conventional (crisp) set. Let u be a generic element of U. A fuzzy subset A of U is defined by a membership function µ A : U → [0,1]. The fuzzy subset A of U can be expressed as:
where µ A is referred to as the grade of membership of u in A.
The support of A, is the set of elements in U whose memberships in fuzzy subset A, µ A (u), are positive:
As an example, let us define a fuzzy subset "old" on a crisp set of people of different ages. 
for some n >= 2. When applied to n fuzzy sets defined on U, h produces an aggregate fuzzy set A by operating on the grades of membership of each element of U in the sets being aggregated.
From the several classes of averaging operations we chose generalized means which is defined as follows:
h a (a 1 ,a 2 ,...,a n ) = a 
Radial Basis Functions
The other type of soft computing comprises neural networks.
A neural network can be made to approximate any given function provided that the network has a sufficient number of processing units, called neurons. In this paper we shall briefly describe a neural network algorithm called radial basis function (RBF) network [9] . It is a three layer network with "locally-tuned" processing units in the hidden layer.
RBF neurons are centered at the training data points, or some subset of it, and each neuron only responds to an input which is close to its center. The output layer neurons are linear or sigmoidal functions and their weights may be obtained by using a supervised learning method, such as a gradient descent method. Figure 1 shows a general RBF network with n inputs and one linear output. This network performs a mapping f:R n → R given by the following equation [10] :
where x ε R n is the input vector, φ(.) is a function from R n → R, || denotes the Euclidean norm, λ i (0 <= i <= n r ) are the weights of the output node, c i (0 <= i <= n r ) are the RBF centers, and n r is the number of the so-called RBF centers. One of the most common functions used for φ(.) is the Gaussian
where σ 1 is a constant which determines the width of the i-th node. This function has a maximum value of 1 when |x-c i | is 0, and drops off to 0 as |x-c i | approaches infinity.
The centers of the RBF functions, c i , are usually chosen from the training data points x i ( 1 <= i <= N ). This method is known as the "neurons at data points" method [11] . For larger data sets, it is not practical to have an RBF center at each data point, so other methods were developed to reduce the number of RBF centers. Some of them are the random selection of centers, clustering of data points, and orthogonal least squares reduction [10] .
The random selection method simply uses a random selection of n r centers from N data points, where n r < N. If the desired outputs are discrete and represent, say, C different classes, then clustering methods such as k -means clustering [11] may be used to cluster the data points within each class.
A very effective method of choosing a set of RBF centers from the training data is the orthogonal least squares reduction method [10] which enables the selection of the most significant RBF centers from a given training data set.
METHOD OF MAKING PREDICTIONS AND DATA USED
For the room temperature, 18 different combinations of milling time, sintering time, and nitrogen pressure yielded the composition strengths and densities shown in Table I [3] . Thus, batch number 6Y25 was first removed from the data. The data were then pseudo-randomly divided into two parts: 70% for training and the remaining 30% for testing.
Batch number 6Y25 was then inserted into the test data set.
Next, we wanted to see whether it was possible to find combinations of input variables, other than those used in [3] , which would result in the strength and density values close to the optimal (6Y25) value. Thus, a training data set consisting of all the batch numbers (100%) except 6Y25 was created. Batch number 6Y25 was then placed in the training data set and we made predictions for different, not tried by experiments [3] , combinations of the input vectors.
For the fuzzy sets, the collected data was used to define fuzzy sets for each batch for both input and output variables. 
RESULTS
Utilization of Fuzzy Sets
The method described above for fuzzy sets was used to predict, for randomly chosen values of input variables, the values for output variables, namely, flexural strength and density of batch samples at room temperature. The overall results are shown in Table II . Since the errors were reasonably small, we made predictions for selected new, not tried in [3] , combinations of processing and sintering variables. Table III shows the results. We can notice that the resultant strengths and densities are lower than the one for the optimum batch (6Y25). This result was expected since fuzzy systems are bounded, which was shown in [12] . Table III: Prediction of input variables for highest strength and density, for 100% plus 6Y25 training data.
Utilization of Neural Networks
The RBF networks were trained using the same training data as described above. The "neurons at data points" method was Table IV . The information in Table V suggests that there may have been other, than those tried in [3] , combinations of sintering and processing variables that would have produced results almost as good as that obtained for 6Y25 [3] but more efficiently. For example, in Table V , using a milling time of 250 hours, a sintering time of 1.5 hours, and a nitrogen pressure of 3 MPa, the network predicts that a strength of 709
MPa can be obtained. This is only slightly less than the optimal value for 6Y25 but with a reduction in milling time of 50 hours. A word of caution here. Although the confidence in prediction results for strength and density lies within 11% and 2.5% (from Tables II and IV) , respectively, these predictions need to be confirmed by fabrication of ceramics using the suggested in Table V Soft computing can be also seen as an alternative to the Taguchi method [13] .
Predicting bulk density of ceramics was more successful than predicting strength. This may be explained by noticing that bulk density is more directly related to milling time, sintering time, and pressure, whereas the flexural strength is additionally dependent on pore morphology, on microstructure, and on the presence of failure causing defects.
Error in strength Error in density Figure 3 . Average errors in predicting strength and density.
Comparison of results obtained by using fuzzy sets [2] with those obtained by using neural networks [1] indicates that both were successful in modelling relationships existing between the processing variables and output variables. This is shown graphically, based on Tables II and IV, in Figure 3 . As can be seen, small differences exist in terms of errors.
Fuzzy sets were slightly better than neural networks in predicting strength which is statistically varied as a result of the fabrication process. On the other hand, the more precise relationship between the input variables and density was modelled better using neural networks.
When we tried to predict the untried combinations of input variables which might yield the highest ("optimum") values for strength and density, Tables III and V, the results were again slightly different. Now, however, in order to make a statement which method gives more accurate predictions, the real experiments will need to be performed and errors calculated.
In an absence of such an experiment we cannot compare the two methods of predictions reliably. We can only say, from Tables II and IV , that our confidence in predicting strength is larger for fuzzy sets, while for predicting density it is larger for neural networks.
CONCLUSIONS
We have shown that soft computing, if it were the part of the design process, could help in optimizing the process of fabricating ceramics with high strength, accompanied by low scatter. We approached the problem by concentrating on three input variables and two output parameters. The available data set was divided into training and test parts. The former was used for training neural networks and defining fuzzy sets, and the second to validate them on the test part as to how accurately they can predict the strength and density of the test set given new "unknown" inputs.
Then, we have shown that it was possible to indicate other, than those tried, combinations of input variables which resulted in at least as strong material as the one from the known training data (6Y25), but more "optimal" in terms of either shorter milling and sintering times, or lower pressure.
Soft computing methods may not necessarily yield the optimal solution, but most of the time they will give an acceptable, low cost solution. In many situations, a robustly obtained "good" solution is preferred to an optimal solution which may take a lot of time to compute.
The obtained results indicate that soft computing can be a powerful tool for both process modeling and process control.
It can speed the development and fabrication of emerging ceramic materials. Thus, soft computing might help to capture imprecise relationships between the input variables and output parameters. In turn, these learned relationships can be used for predicting strength and density for new combinations of the input variables. The reliability of our predictions was validated by calculating the errors on the test data encompassing 30% of available data. The maximum combined error, for both methods, for the strength was less than or equal to 10.54%, and for density it was less than or equal to 2.4%. However, between the two methods, the combined minimum error was less than or equal to 5.7% for strength, and 0.98% for density. The latter clearly shows that by using a hybrid approach one can achieve better results.
FUTURE RESEARCH DIRECTIONS
In the future we envision a more versatile and powerful hybrid system which will combine the two soft computing methods with genetic algorithms and numerical optimization methods. Genetic algorithms will enable exploration of the entire design space in search for global optimum. Such a system would rapidly optimize the process of ceramics fabrication as a function of input variables and process parameters. The hybrid system should also incorporate the existing knowledge of the ceramics fabrication experts. After such system has been developed the next step would be to move to the problem of optimal design of other composite materials such as ceramic-and metal-matrix composites.
Soft computing, however, is not a panacea for solving problems.
It should not be used in situations where mathematically sound models are known. However, since the two soft computing methods are inherently parallel, and thus easily implementable in hardware, they are suitable for real-time applications.
