The objectives of this article were first to develop a viable predicting model of the West Virginia feeder calf supply using calves marketed as the dependent variable. The second objective was to validate the predicting model using the "leave·out-o ne-year' " procedure and to derive an alternative predicting eq uation using the jackknife technique. The purpose of the emp hasis on the second objective was to provide a simple and direct demonstration, of a usefu l and necessary technique, for the large gro up of applied econom ists, who often use econometric methods, but who do not consider themselves to be econon etric specialists.
INTRODUCTION
The use of regression analysis in the Agricultural Economics lite rature has been widespread. It is an extremely useful tool and many researchers are taking advantage of its usefulness. Unfortunately, however, the expanded number of applications of the technique has resulted in some abuses. One such problem is the validation of predicting equations.
Results are often presented with little or no validation; and predictions based on these models can be questioned . The best means of validating a prediction model is to compare the model's prediction to the actual phenomenon being predicted. This is not usually practical, however, since if this information was known , there would be no need for prediction. When validation does take place, it usually in volves prediction of a subset of observations (the last five years of a twenty year period, for example). In some cases, however, the data for this subset are already incorporated in the predicting model. A more "honest" appraisal of the regression coefficients according to Mosteller and Tukey ( 1977) is to predict one o r more subsets of observations that a re not already incorporated in this model. One method of achieving this is called the Jackknife.
The name "jackknife" is intended to suggest the broad usefulness of a technique as a substitute for specialized tools that may not be available, just as the Boy Scout's trusty tool serves so variedly . .. the basic idea is to assess the effect of each of the groups (observations) into which the data have been divided , not by the results for that group (observation ) alone ... but rather through the effect upon the body of data (predicting equation) that results from omitting that group (observation), (Mosteller and Tukey , 1977) .
The use of this technique is not new. In addition to Tukey's (1958) and Miller's (1964) work, Hartley and Hartley (1968) used it for estimating variances in simultaneous equations. Miller (1974 b) reviewed the technique and provided a list of 45 references. In agricultural economics research , the jackknife has been used to validate simultaneous equation models such as by Thompson , Sprott and Callen (1972) . However, the method is not usually clearly explained or simply demonstrated. The objective of this paper is to provide an explanation of the method and to demonstrate it using a single equation predicting model. Objectives The specific objectives of this paper a re : I ) To predict the number of calves marketed in West Virginia for one year by a single equation lagged regression model;
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and 2) To validate that equation by means of the "leave-out-oneyear" procedure and 3) To compare the regression model to a jackknife model.
THE MODEL
The first step of the analysis was to hypothesize a set of variables which influenced the number of calves market yearly in West Virginia. Emphasis was on variables which had a prior effect o n the dependent variable, so all proposed independent variables were lagged one and two years. The following variables were considered : deflated feeder calf prices (deflated by CPI) , calves born, calf deaths, feeder calf imports , the number of beef cattle on farms (Jan . I), the number of beef cows on farms (Jan. I) , beef cattle prices deflated, cattle on feed in the United States (all other variables were for West Virginia), average feeder calf weight, deflated land values, the number of beef farms , the number of milk cows on farms (Jan. I ) and deflated milk prices. '
A correlation matrix was run for the set of independent variables to determine the nature and degree of interrelationships. A number of changes in the list of independent variables to be included in the model was made based on the correlation results. Two new variables were formed by combining interrelated variables: 1) FC = calves born-calf deaths + feeder calf imports and 2) BC = the number of beef cattle on farms in West Virginia-the number of beef cows on farms in West Virginia (Jan. 1). Also, the number of milk cows on farms in West Virginia was eliminated from the analysis due to its associative correlation with many of the variables which were considered to be more important influences on the dependent variable.
The revised list of variables was incorporated into a stepwise regression model for the years 0041 ( l ) where CVS = the number of calves marketed in West Virginia FC 2 = (Calves born-calf deaths + feeder calf imports) lagged two years · BCPRD , =deflated beef cattle prices lagged one year ONFEED 2 = the number of cattle on feed in the U.S. lagged two years LANDVD, = the average sale value of land in West Virginia lagged one year BFARMS , =The number of beef farms in West Virginia lagged one year
All variables were statistically significant at better than the .01 level. The overall F value was 28.4 and the R 2 was 0.8820. The Durbin-Watson statistic was 1.8697 which was in the indeter-minant range. To assess for multicolinearity, each independent variable (x) was regressed on the remaining independent variables to determine if one of the X's could be predicted by the remaining X's. The low R 2 values obtained, indicated no significant relationships existed. Then, a principal components test (eigenvectors) was run on the final stepwise model. The proportion of variation was. examined and found to exist in all five dimensions, indicating the problem of multicolinearity was not serious. If most of the variation occurred in only three dimensions, it could be determined that two or more X's were colinear or redundant. After the determination that the model was sound in terms of multicolinearity, the final step was validation.
VALIDATION
The first step of the validation procedure was to run 25 separate regression equations. 2 Each equation predicted a given year's number of calves without the use of data from that year. For example, the number of calves marketed in 1960 was predicted by an equation incorporating the variables from (1) for the years 1950 through 1959 and 1961 through 1976. The objective of this procedure was to compare these predictions to those of equation (1). It was not expected that the results of the separate runs would be better than those of equation (1) but if (1) was a valid predictor the results would be similar. Any extreme variation between the two predictions would indicate JOHN P. KUEHN problems in the predictive ability of the original .model, especially with regard to extreme variation in the data for one or more years. Table 1 shows the predictions for the two procedures and compares them to the actual observations. The absolute differences between the predicted and actual observations were summed and averaged. The absolute deviations between equation (1) and the actual observations averaged 5.08 indicating that equation (l)'s future prediction should be correct within 5080 animals. The absolute deviations between the separate run predictions and the actual observations was 7.16 3 •
The similarity of predictions between the two equations along with the apparent stability of the separate runs coefficients could lead to the conclusion that the stepwise model was a valid predictor. However, a careful comparison of the predictions of the two equations reveals a potential problem. The variation in absolute deviation was fairly similar for the first 21 years, however, during the last three years, the deviation in the separate runs predictions increased substantially compared to those of the stepwise model. This deviation could be due to extreme or outlying values in the input data and raises questions as to the predictive reliability of the stepwise equation.
The Jackknife
Extreme values in the data can have a significant effect on a least square regression. The regression coefficients as well as the (ONFEED, and LANDVD,) . The fact that this occurred raises questions as to the stability of the stepwise prediction model . .. more instability than a noraml evaluation of the statistical r.esults would indicate.
The pseudocoefficients in Table 3 are indicative of internal stability. A close examination of these coefficients shows an apparently greater than normal amount of fluctuation in the last three years. An examination of the actual input data revealed a large increase in West Virginia land values in the last few years of the study period. Between 1974 and 1976 , land values increased 24 percent after being deflated by the consumer price index. This abrupt change, in effect, diagnoses land values as a statistically outlying variable in the last year o r so of the study . The fact that this fluctuation occurred in the last part of the study period casts strong doubts on the usefulness of the stepwise predictor. When the last year's prediction of the stepwise equation is compared to the actual number of calves marketed (see Figure 1) , it can be seen that the direction of the predicting lin e changes in relation to the actual trend. It is possible that equation (2) could be a better predictor despite the lack of sign ificance of two variables.
• The yearly predictions from this equation are already presented in Table 1 . It can be seen that the predictions do not fit the actual observations as well as eq uation (1) , however, the absolute deviations in the last few years are lower than those o f the stepwise model.
The implications arising from the validation procedure are that the stepwise equation could be the better predictor if the increase in land val ues slows; and the jackknife equation may be the better predictor if o utlying values recur. Both equations will be used to predict calf marketings for 1977 and later years and results wi ll be compared to the actual observations when they become known . 'It should be noted that if the jackknife model is used for predictive purposes, it should be cross-validated by using the separate runs (leaveout-one-year) procedure.
