Abstract-This paper considers the scheduling problem of a decentralized system where a number of dynamical subsystems with no computational power are scheduled to transmit their measurements via a resource-limited communication network to a remote decision maker who acts as an estimator, controller and scheduler for the subsystems. We propose a new approach for communication resource allocation for a wide class of objective functions, for both coupled and decoupled systems, and for both scheduling observations as well as control commands. This framework facilitates scheduling over a finite horizon and can explicitly deal with stochastic channels. For decoupled subsystems, we propose the notion of cost of information loss (CoIL) and we demonstrate that the communications resource allocation problem can be directly expressed in terms of CoIL functions as an assignment-type optimization problem. Illustrative examples demonstrate how communication resources affect the performance of the system.
I. INTRODUCTION
Control and estimation of dynamical systems under communication constraints have been investigated under a wide range of scenarios (see [1] , [2] for early developments). Optimal control for independent and identically distributed (i.i.d.) packet dropping links have been studied in [2] , [3] . A stochastic sensor scheduling strategy for a dynamical system is developed and upper and lower bounds on the expected error covariance are provided in [4] . Convex relaxations for sensor selection problem for state estimation with a finite look-ahead window are proposed and sublinear performance loss of using shorter windows is investigated in [5] . Sensor scheduling for minimization of steady-state estimation error and stabilization for a single dynamical system for both reliable and packet-dropping links are considered in [6] . Sensor scheduling for i.i.d. packet dropping links are considered and optimality of threshold policies for the single sensor case is shown in [7] .
Periodic sensor scheduling solutions are recognized as an important class of optimal solutions for varying problem settings [8] - [11] . Optimal periodic sensor scheduling solutions for a two-sensor scenario are derived in [8] . It is shown that schedules with bounded average estimation error can be approximated by bounded periodic schedules for infinite horizon scheduling problems [9] , [10] . The estimation error, the boundedness of the schedules and the trajectory T. Charalambous is with the Department of Electrical Engineering and Automation, School of Electrical Engineering, Aalto University, Espoo, Finland. e-mail: {name.surname@aalto.fi} A. Ozcelikkale is with Signals and Systems, Department of Engineering Sciences, Uppsala University, Sweden. e-mail: {name.surname@angstrom.uu.se} M. Zanon, P. Falcone and H. Wymeersch are with the Department of Signals and Systems, Chalmers University of Technology, Göteborg, Sweden. e-mail: {name.surname@chalmers.se} that infinite-horizon schedules converge to are shown to be independent of the initial covariance matrices [9] , [10] . Similar results for sensing of multiple dynamical systems over an infinite horizon are obtained in [11] . Formulations using a value function associated with measurements of a sensor have been considered in the context of control of dynamical systems [12] - [16] and hypothesis testing [17] . For minimization of both the final or average estimation error, myopic policies, i.e., policies which look ahead only one time-step, are shown to be optimal through the usage of a generalized information gain function under some regularity conditions [13] . By using an importance indicator based on the difference between the mean-square error estimate at local sensors and the prediction at the central processor side, sensor scheduling for a shared channel is investigated in [16] .
In this work, we consider such communication resource allocation schemes under a unified framework by explicitly incorporating control performance in our performance metric. Inspired by the works of [12] , [14] , we analyze our setup for the LQG scenario, but unlike their approach, our work does not need to know the current measurements. The communications resources are limited and as a result, a remote decision maker has to carefully design which agents are allowed to transmit and which communication resource is allocated to each agent. To quantify the "value" of the measurements from each sensor, we propose and utilize the concept of "Cost of Information Loss" (CoIL), which is the opposite of the Value of Information (VoI) used in other papers (see, e.g., [14] , [18] ). This cost is based on the statistical properties of the sensor measurements. We consider both the scenario where the communication is guaranteed to be successfully completed when a channel is allocated to a specific channel, such as in CAN-like network scenarios for communications [14] , and the more general scenario where packet losses may occur during transmission [2] . The channel seen by each agent has different statistical properties, hence each agent has a different probability of success on each channel. We discuss the scenarios with both coupled and decoupled subsystems and we show how the communications resource allocation problem can be directly expressed as an assignment-type optimization problem.
The rest of the paper is organized as follows. Section II describes the setup of the networked control system we consider and Section III suggests a framework for analyzing the performance of the system. Section IV discusses the form of the cost function with respect to the allocation of the communication resources. Subsequently, in Sections V and VI, we use the LQG framework as an example for decoupled and coupled systems, respectively. The performance of a net-worked control system for various scenarios is demonstrated via simulations in Section VII. Finally, in Section VIII draw conclusions and discuss directions for future work.
II. SYSTEM MODEL AND PRELIMINARIES

A. Notation
The sets of real numbers are denoted by R. Vectors are denoted by small letters, matrices are denoted by capital letters, and sets by calligraphic capital letters. The transpose of matrix A is denoted by A T . For a square matrix A ∈ R n×n , we denote by A 0 the positive-definite matrix A, and by diag{A} the matrix having entries on its diagonal and zero elsewhere. Note that when the diagonal entries are matrices, then we obtain a block diagonal matrix. E{·} represents the expectation of its argument, tr{·} denotes the trace, and cov(·) denotes the covariance of a matrix. The cardinality of a set A is denoted by |A|.
B. Agents and central components
We consider a system consisting of: (a) a set N of agents (dynamical subsystems) with no computational power, |N | ≥ 1, that obtain noisy information about their state and possibly other agents' states; and (b) a remote decision maker who acts as a central estimator, a central controller, and a central resource allocator for the agents. Based on a resource allocator, some of the sensors transmit their measurements to a remote decision maker who acts as an estimator, control designer and scheduler for the agents; see Fig. 1 . Each agent possibly has different dynamical and statistical properties and, hence, the effect of the loss of a sensor measurement for the overall system performance varies.
The agents are described by a system of equations
where x k ∈ R nx is the state of the system, n x = N i=1 n xi , and n xi is the number of states of agent i at time k; u k ∈ R nu is the control input, n u = N i=1 n ui , and n ui is the number of inputs of agent i; w k ∈ R nx is a stochastic disturbance with zero mean and finite second order matrix W , and h :
nx is a function, whose properties ensure that there is a solution for system (1) . System (1) is the interconnection of N agents and it can be decomposed to
where x i,k ∈ R nx i is the state of agent i at time k, u i,k ∈ R nu i is the control input, w i,k ∈ R nx i is a stochastic disturbance with zero mean and finite second order matrix W i , with functions h i :
All agents that link to node i directly are said to be in-neighbors of agent i and belong to the set N in i . If the agents are not interconnected g ij = 0 and (2) reduces to
y 2,k+1 y N,k+1 It is also assumed that agents have noisy (possibly partial) observations y i,k ∈ R ny i of the state of the system x k , i.e.,
where v i,k ∈ R ny i is a stochastic disturbance with zero mean and finite second order matrix V , independent of w i,k , and n yi is the number of observations, and function
Agent i has the possibility to send its observations y i,k ∈ R ny i to the central estimator over uplink channels.
The estimator keeps track of the distribution p(
is the set of all observations from all agents up to time k and Y i,k is the set of observations sent by agent i sent to the estimator up to time k.
The controller takes as input p(x k |Y k ), and computes the control command u * k
, which is to be sent to the agents over downlink channels. The controller performs the following computation
where f (u|x k ) represents the cost of control action u, given that the system is in state x k at time k. The cost function subsumes all constraints in the objective.
The resource allocator assigns communication resources (time slots, power, bits, etc.) to: (i) the downlink channels to each agent; (ii) the uplink channel from each agent.
C. Channel and resources model
For the resource allocator to assign communication resources in a meaningful way, we must have a model for the communication and the way communication losses impact the controller. The uplink from agent i to the controller is determined by the probability of successful reception, p(r
, where r up i represents the uplink communication resources allocated to agent i. In this work, the downlink from the resource allocator to agent i is assumed to be ideal, i.e., the probability of successful reception, p(r
, is equal to 1. Our objective is to allocate the limited resources so that the system's overall cost is minimized.
III. COIL FRAMEWORK AND RESOURCE ALLOCATOR
We focus on collision-free medium-access control (MAC) protocols where access to a specific channel resource block is only given to only one agent at a given time, such as frequency-division multiple access (FDMA) schemes and time-division multiple access (TDMA) schemes. The effective number of available sub-channels, i.e., resource blocks, that can be used by the agents is smaller than the number of agents. Such scenarios are encountered in resource-limited multiple access schemes when the number of available frequency bands or time-slots are smaller than the number of agents that would like to communicate.
A. Input from controller to resource allocator
The resource allocator receives the control commands u k from the controller. The resource allocator assigns the communication resources
For such an allocation to be meaningful for the control, we must (i) define the actions taken by the central controller when information is missing, and (ii) quantify the cost of missing information in the uplink.
1) Actions under missing information:
The controller can still compute p(x i,k |Y k ) and compute a new control action accordingly.
2) Cost of only missing uplink information: The absence of uplink information means that the controller does not (necessarily) have access to the latest observations. Let S ⊆ N denote the set of agents from which the central estimator received their measurements andS the rest of the agents, i.e., S ∪S = N and S ∩S = ∅. Then, at time step k + 1,
where we explicitly include the control command u * k already computed at time k. Here, y S,k+1 denotes the values of the observations from the agents in the set S at time k +1. Now, to capture the cost of this lost information (CoIL), we define
i.e., the distribution of the aggregate state at time k +1 when no information is lost. We now introduce
where x A denotes the aggregate state vector for the agents in set A and u * A,k denotes the set of optimum controls at time k for the agents in set A, where A = S,S. Since the observations y S,k+1 are not known at time k, we replace them with their most likely value, derived from (2) or (3). In other words, we consider a distribution derived from a synthetic observation for the agents for which information will be received and a distribution from the dynamics (2) or (3), when no information will be received. We subtract the cost corresponding to perfect downlink and uplink information, in order for J up S,k to capture the marginal cost of lost uplink information. We note that J
B. Resource Allocator
The aim of the resource allocator is to schedule the available communication resource blocks to agents.
1) Reliable Channels:
We first consider the scenario where the effective channels on each resource block are reliable. Hence if an agent is assigned to a resource block, then there is no outage and its message is guaranteed to be received by the remote agent. Let δ i,k be an index showing whether the observation of agent i at time k is received by the estimator
Hence, we consider the following optimization problem
where r is the number of channels available,
2) Unreliable Channels: Here we focus on the case where the channels are possibly unreliable. Hence, even though an agent is assigned to a certain channel, its message is not guaranteed to arrive at the remote center. We are interested in optimizing the average performance over channel statistics.
Let F be the index set of available channels with |F| = r, where r is arbitrary. Let us denote the decision variables R = {r i,j,k , ∀i, ∀j} with r i,j,k ∈ {0, 1} where r i,j,k denotes whether agent i ∈ N transmits at channel j ∈ F at time step k. Here r i,j,k = 0 indicates that no transmission takes place, and r i,j,k = 1 indicates that transmission takes place. A channel can be only used by one agent at a given time
Each agent can only use one channel at a time
We note that r i,j,k denotes whether there is a communication attempt or not, i.e.,
where q i,j,k denote the success probability of agent i on channel j at time k given that there is a communication attempt by agent i on channel j. Given r i,j,k , success events are statistically independent across all agents, channels and time instants. We are interested in the following optimization
subject to (8) and (9) . Here, the expectation is with respect to (w.r.t.) the channel statistics.
IV. RESOURCE ALLOCATION
A. Decoupled Dynamics 1) Reliable Channels: We now focus on a system in which agents have decoupled dynamics and observations. Hence, the optimization problem can be written as
where
Hence, the total cost of the system at time step k, denoted by J k , can be expressed in terms of J {i},k as follows:
Hence, the optimization problem of minimizing the total cost, as generally expressed in (6), can be equivalently written as
in whichS is selected as the set of |N | − r agents with the smallest J {i},k . Equivalently, we can select S as the set of r agents with the highest J {i},k as follows
We note that this optimization problem is an assignment problem [19] , [20] . Since assignment problems are typically presented with a slightly different notation, for the sake of clarity we now illustrate how this problem can be written as a generic assignment problem. Let us introduce |N |−|F| fictitious channels. Let us define a modified cost function C ij = J {i},k , ∀j ∈ F and C ij = 0 otherwise. We adopt j r i,j,k as the decision variables. We note that since the channels are reliable, we have j r i,j,k = δ i,k . LetN = N ×N . Now (13) can be equivalently written as
subject to (8) and (9) . We recognize this as the form of a generic assignment problem. Assignment problems can be solved efficiently by the Hungarian method or auction-based algorithms [19] , [20] . We note that the above symmetric form of an assignment problem with equal number of channels and agents is introduced for the sake of ease of exposition and the asymmetric form with smaller number of channels can be also efficiently solved by a variant of standard auction algorithms [20] .
2) Unreliable Channels: Let S c denote the set of indices of the agents who make a communication attempt, i.e., S c = {i : j r i,j,k = 1}. We note that we may have S c = N depending on the channel availability. Letj(i) : S c → {1, . . . , r} denote the index j with r i,j,k = 1 for i ∈ S c . Letj i denotej(i) for notational convenience. We observe that
Since the first term does not depend on r i,j,k , minimizing E {J k |R} is equivalent to the following problem:
This expression can be informally interpreted as the scheme that pairs the agents with the highest cost J {i},k with the channels that provide them with the highest probability of success q iji . Similar to the reliable channel case, (16) can be also written as an assignment problem and solved efficiently by the Hungarian method or auction-based algorithms.
B. Coupled Dynamics
Here we consider a system where agents may have coupled dynamics and observations of states of other agents.The cost cannot be decomposed into individual costs, but given that the decision maker has all the information it can compute how the posterior probability changes for different combinations of transmissions. As identified in other works in the literature, the problem is N P−hard, and its complexity grows exponentially with the number of agents.
If some of the subsystems are coupled in both dynamics and cost function whereas some are not, then we can decouple the cost function based on the coupled clusters of subsystems. For instance, one can rewrite the resource allocation problem for the reliable channels scenario as
is the cost associated with cluster C j .
In what follows, we will implement the framework described in this section for agents with linear dynamics and with a quadratic cost function. A numerical example in Section VII with LQG dynamics shows the CoIL for such clusters.
V. COIL FOR DECOUPLED LQG
In this section, we consider a system in which agents have decoupled, linear dynamics and observations. The system dynamics are
where A i , B i and C i are matrices of appropriate dimensions. We consider a quadratic cost for a finite horizon M , i.e.,
0 are of appropriate dimensions. In this case, the only coupling between the agents is via the scarce resources available.
A. Control
The solution of the control problem min u0,...,u M −1 J subject to (17) is given by the control strategy
where L i,k is the feedback matrix and it is given by
and where the symmetric positive semidefinite matrix Π i satisfies the discrete-time algebraic Riccati equation (DARE)
Remark 1: Note that the feedback gain L i,k depends only on the system dynamics (A i , B i ) and the parameters of the cost function (Q i,M , Q i , R i ); it is, therefore, independent of the characteristics of the disturbances. In the infinite horizon case, Π i,k converges to Π i that satisfies (21) and therefore
B. Estimation
Let the a posteriori and a priori state estimates be denoted
respectively. The corresponding error covariances are given by
Then, by standard results in linear estimation theory, the Kalman filter is the minimum mean square estimate (MMSE), provided the noises are assumed Gaussian; otherwise, it is the best linear unbiased estimate. Let
Then, the Kalman filter equations, based on [21] , mutatis mutandis are given bŷ
Remark 2: Certainty Equivalence principle states that the optimal solution of a linear quadratic optimal control problem subject to uncertainties is the same as for the corresponding deterministic problem as long as the disturbances present in the stochastic control system are zero mean [22] . For this problem setup, it is shown in [23] that this is equivalent to saying that as long as the scheduling decisions are not a function of the applied control actions U k−1 {u 0 , . . . , u k−1 } certainty equivalence holds. Since, our control strategy depends only onx k|k , Certainty Equivalence holds; see also [24, Theorem 3.8] .
Remark 3: Let e i,k x i,k −x i.k|k , then the dynamics of the closed loop system are given by
The eigenvalues of the closed loop system are the eigenvalues of
In this work, we assume that the resource allocation is such that the closed loop system is stable.
C. Resource Allocation
Cost J o in (18) 
The first and second terms in (24) are independent of the control action or scheduling and, hence, we can omit them. Thus, we consider only the last term of (24), which after substituting (19) , it becomes [14, Eq. (5)]
We note that since the dynamics are decoupled, Γ k = diag(Γ i,k ) and the cost function for every time step k is given by
The CoIL for agent i in this scenario is given by
Hence, for the case of reliable communication links, the scheduling optimization problem becomes
which corresponds to (12) . In the case of unreliable communication links the optimization becomes
where the notation is as introduced before.
VI. COIL FOR COUPLED LQG
In this section, we consider a system in which agents with linear dynamics may have coupled dynamics and observations of states of other agents. The system dynamics are given by
where A ij is a matrix of appropriate dimensions. We consider the same quadratic cost function as in (18), with the difference that now Q M , Q, R 0 are not necessarily block diagonal as before.
A. Control
As stated in Remark 1, the feedback gain L k will be independent of the statistics of the observations and it will converge to a matrix L that will no longer be block diagonal. Hence, the controller of agent i will be of the form
where [L] i,• denotes the rows of L corresponding to agent i and all the columns. As a result, the decentralized structure of the system can be maintained, since both [L] i,• andx k|k are computed centrally and u i,k is communicated reliably over the downlink channel.
B. Estimation
Since only a subset of measurements reach the estimator, we define the block diagonal matrix
where I ny i and 0 ny i are the identity and zero matrices of dimensions n yi × n yi , respectively. The measurement equation (29b) for the whole system, now becomes
disturbance with zero mean and finite second order matrix
Then, the Kalman filter equations becomê
where "+" denotes the Moore-Penrose generalized inverse. This is used because matrix (C k+1 P k+1|kC T k+1 + H k ) may not be invertible due to the sensor selection problem.
Remark 4: Let e k x k −x k|k , then the dynamics of the closed loop system are given by
The eigenvalues of the closed loop system are the eigenvalues of A L and (I − K k+1Ck+1 )A.
C. Resource Allocation
In the general case, we can consider the optimization
where e k = x k −x k|k . The cost cannot be decomposed into individual costs, but given that the decision maker has all the information it can compute how P k|k changes for different combinations of transmissions. As identified in other works in the literature, the problem is N P−hard, and its complexity grows exponentially with the number of agents; approximation methods can be used, but it is out of the scope of this paper. Remark 5: Note that this framework, for both coupled and decoupled systems, allows to schedule over a finite horizon and can explicitly deal with stochastic channels; see, for example, [26] for a different scenario.
VII. ILLUSTRATIVE EXAMPLES
To demonstrate how the system behaves under limited communication resources, we consider a toy example of a system consisting of 3 agents and at each time step, only 2 of them can communicate with the central estimator. Using this setup, we investigate different scenarios. As a cost function, we consider a quadratic cost with Q = I, where I is the identity matrix of appropriate dimensions, and R = 0.01I. The process and measurement noises are given by 
A. Nonidentical agents with decoupled dynamics
In this scenario, we consider 3 agents with different dynamics. At every time step 2 out of 3 agents can transmit their measurement to the estimator. In Fig. 2 , we see the performance of the system. Specifically, in the top figure we compute the expected cost for each agent pair selection at each step and the one giving the minimum cost is chosen for transmission. The bottom figure shows how the system switches between different modes of operation (m ∈ {1, 2, 3} corresponds to the case agent m does not transmit its measurement). We observe that it is necessary to give more resources to some of the agents. Note that a round robin approach would have increased the cost of the system. We compare the cost at each time step for our method and round robin and the cost for each approach at each time step is shown in Fig. 3 . Our method had a total cost reduction by 29%. 
B. Part of agents with decoupled dynamics
In this scenario, we consider 3 agents, 2 of which are coupled. More specifically, the coupled dynamics of agents 1 and 2 are given by 4 shows that for the given dynamics more resources are needed to be allocated to the coupled systems, whereas if we run another example in which the dynamics of agent 3 are changed to A 3 = 1.2 0.1 0 1.1 , we observe that agent 3 needs more resources and the coupled system is "sampled" alternatively; see Fig. 5 . 
VIII. CONCLUSIONS AND FUTURE DIRECTIONS
A. Conclusions
In this paper, we considered the scheduling problem of a decentralized system where a number of dynamical subsystems with no computational power are scheduled to transmit their measurements via a resource-limited communication network to a remote decision maker who acts as an estimator, controller and scheduler for the subsystems. We proposed a new approach for communication resource allocation for a wide class of objective functions, for both coupled and decoupled systems, and for both scheduling observations as well as control commands. The proposed framework allows one to schedule over a finite horizon and can explicitly deal with stochastic channels. For decoupled subsystems, we proposed the notion of CoIL and we demonstrated that the communications resource allocation problem can be directly expressed in terms of CoIL functions as an assignment-type optimization problem. Illustrative examples demonstrated how communication resources affect the performance of the system.
B. Future Directions
It was proven in [9] that any schedule that has a bounded average estimation error can be arbitrarily approximated by bounded periodic schedules. We wish to develop a systematic way of designing periodic schedules for these cases.
Part of ongoing research considers the case for which the uplink channels are non-orthogonal to each, thus having agents experiencing interference. In addition, we plan to consider the case for which the downlink communication channels can be in outage as well.
Finally, an interesting yet challenging scenario will be to consider networks of control systems that have a graph like structure in both interactions and communication links, and design distributed scheduling algorithms.
