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Abstract
We give two examples of curve arrangements C : f = 0 ⊂ P2C of pencil
type which are very close to line arrangements, though the action of the
monodromy h1 on the cohomology H1(F,C) of the Milnor Fiber F :=
f−1(1) ⊂ C3 has eigenvalues of order 5 and 6, showing that surprising
situations can occur for larger classes of curve arrangements than for line
arrangements. Our computations rely on the algorithm given by A. Dimca
and G. Sticlaru in [8] which detects the non trivial monodromy eigenspaces
of free curves.
MSC-class: 14H50, 14DXX, 14FXX
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1 Introduction
Let C : f = 0 be a reduced curve of degree d in the complex projective plane P2
C
.
Consider the corresponding complement U = P2
C
\C, and the global Milnor fiber
F defined by f(x, y, z) = 1 in C3 with monodromy action h : F → F, h(x) =
exp(2pii/d) · (x, y, z). To determine the eigenvalues of the monodromy operator
h1 : H1(F,C)→ H1(F,C) (1)
is a rather difficult problem. Assume that C is a curve arrangement of pencil
type, i.e. the defining equation has the form
f = q1q2 · · · qm,
for some m ≥ 3, where deg q1 = · · · = deg qm = k ≥ 2 and the curves Ci : qi = 0
for i = 1, . . . ,m are all members of the pencil P : uC1+vC2. The situation when
the curves Ci are line arrangements was systematically considered, see [10], [11],
[14], particularly with a view in understanding whether the monodromy action
(1) is combinatorially determined. We mention just three striking facts in this
direction, assuming that Ci are line arrangements.
1. The number m of members of the pencil P is at most 4, and the Hessian
arrangement is the only known such pencil type arrangement with m = 4,
see [14]. For this arrangement the corresponding eigenvalues are the roots
of unity of order 4.
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2. If the line arrangement C has only double and triple points, then the mon-
odromy operator (1) is combinatorially determined, and the corresponding
eigenvalues are cubic roots of unity, see [11].
3. It is not known whether the monodromy operator (1) can have eigenvalues
which are not roots of unity of order 3 or 4, see [11].
On the other hand, it is known that if we consider larger classes of curve ar-
rangements, e.g. conic and line arrangements, many new properties can occur.
For instance, Terao’s conjecture about the combinatorial invariance of freeness
is open for line arrangements, but false for conic and line arrangements, see [12].
Our main result, to be stated next, says that a similar situation occurs when
looking at the properties 1. and 3. listed above.
Theorem 1.1. Consider the pencil of cubic curves given by P : uC1 + vC2 in
the complex projective plane P2
C
, where
C1 : q1(x, y, z) = 3xyz + y3 + z3 = 0 and C2 : q2(x, y, z) = 3xyz + x3 + z3 = 0.
Then the following hold.
1. The two curves C1 and C2 meet transversally in 9 points, hence the generic
member of the pencil P is smooth.
2. The number m of singular members in the pencil P is 5 and they are
the fibers of the points (u′ : v′) ∈ P1
C
that are listed as follows: for (u′ :
v′) = (1 : 0) and (u′ : v′) = (0 : 1) we get two nodal irreducible cubics,
for (u′ : v′) = (1 : 1) we get a union of three concurrent lines, and for
(u′ : v′) = (1 : −ti), where i = 1, 2 and ti’s are the roots of the equation
t2 + 3t+ 1 = 0,
we get each time a triangle.
3. The union of the singular members in the pencil P is a free curve
C : f = q1q2(q1 − q2)(q21 − 3q1q2 + q22) = 0
of degree d = 15 and with exponents d1 = 4 and d2 = 10, having 9 lines
and two nodal cubics as irreducible components.
4. The monodromy operator (1) associated to the curve C has eigenvalues
which are roots of unity of order 5. More precisely, the Alexander polyno-
mial of the curve C is given by
∆C(t) = (t− 1)7(t5 − 1)3.
Remark 1.2. The curve arrangement C in Theorem 1.1 contains the line ar-
rangement
A : (q1 − q2)(q21 − 3q1q2 + q22) = 0,
which is a (3,3)-net, has 9 lines, 10 triple points and 6 nodes. Such (3,3)-nets
are discussed in [7, Theorem 2.2 (3) and Example 2.3].
The next pencil is briefly discussed in [13], see the Pappus arrangement
completed in the last section.
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Theorem 1.3. Consider the pencil of cubic curves given by P : uC1 + vC2 in
the complex projective plane P2
C
, where
C1 : q1(x, y, z) = y(x− y − z)(2x+ y − z) = 0 and
C2 : q2(x, y, z) = xz(2x− 5y + z) = 0.
Then the following hold.
1. The two curves C1 and C2 meet transversally in 9 points, hence the generic
member of the pencil P is smooth.
2. The number m of singular members in the pencil P is 6 and they corre-
spond to the points (u′ : v′) ∈ P1
C
that are listed as follows: for (u′ : v′) =
(1 : 0), (u′ : v′) = (0 : 1) and (u′ : v′) = (1 : 1) we get each time a triangle,
and for (u′ : v′) = (ti : −1) where i = 1, 2, 3 and ti’s are the roots of the
equation
125t3 + 399t2 + 339t+ 1 = 0,
we get each time a nodal cubic.
3. The union of the singular members in the pencil P is a free curve
C : f = q1q2(q1 − q2)(125q31 − 399q21q2 + 339q1q22 − 1) = 0
of degree 18 and with exponents d1 = 4 and d2 = 13, having 9 lines and
three nodal cubics as irreducible components.
4. The monodromy operator (1) associated to the curve C has eigenvalues
which are roots of unity of order 6. More precisely, the Alexander polyno-
mial of the curve C is given by
∆C(t) = (t− 1)7(t6 − 1)4.
Remark 1.4. The curve arrangement C in Theorem 1.3 contains the line ar-
rangement
A : q1q2(q1 − q2) = 0,
which is a (3,3)-net, has 9 lines, 9 triple points and 9 nodes. Such (3,3)-nets are
discussed in [7, Theorem 2.2 (2) and Example 2.3].
Remark 1.5. All the irreducible components of the curve C in Theorem 1.1
are rational curves, and all the singularities of C are ordinary multiple points,
namely eight of order 2, one of order 3 and nine of order 5. In other words, our
curve C is very close to a line arrangement, both globally and locally. Note that
the sum of the total Milnor numbers of the singular members in P is
1 + 1 + 4 + 3 + 3 = 12 = 3(3− 1)2,
as predicted by the theory, see [4], [13]. For the curve C in Theorem 1.3, similar
results apply, in particular in this case the sum of the total Milnor numbers of
the singular members in P is
1 + 1 + 1 + 3 + 3 + 3 = 3(3− 1)2.
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All the singularities are weighted homogeneous for obvious reasons, fact which
allows us to use the results from [4] and [13].
The Alexander polynomials of the free curves C in Theorem 1.1 and Theorem
1.3 can be computed using the algorithm described in [8].
Remark 1.6. The characteristic polynomials ∆qC(t) of the operators h
q, 0 ≤
q ≤ 2, are related by the following formula (see [6, Proposition 4.1.21])
∆0C(t)∆
1
C(t)
−1∆2C(t) = (t
d − 1)χ(U),
where χ(U) denotes the Euler characteristic of U. Since the singularities are
isolated, X (U) can be easily computed (see for instance [6, Corollary 5.4.5])
and since the curve C is reduced, ∆0C(t) = t − 1. It follows that the operator
h2 is completely determined by h1 and we can reduce to study the Alexander
polynomial ∆C(t) := ∆
1
C(t).
2 Proof of Theorem 1.1
1. Without loss of generality, one can assume that x = 1, and we have that
(1 : y : z) is solution of the system
S :
{
3yz + y3 + z3 = 0
3yz + 1 + z3 = 0
(2)
implies y ∈ {1, j, j3}, j = exp(2√ipi/3), by subtracting the two equations.
If y = 1 then z is solution of the equation E1 : z
3 + 3z + 1 = 0; if y = j
then z is solution of the equation E2 : z
3 + 3jz + 1 = 0; and if y = j2
then z is solution of the equation E3 : z
3+3j2z+1 = 0. Denote by Si the
solution set of Ei, with i = 1, 2, 3. It is clear that Si ∩Sj = ∅, for all i 6= j
and the system (2) has nine solutions:
{(1 : 1 : z), z ∈ S1} ∪ {(1 : j : z), z ∈ S2} ∪ {(1 : j2 : z), z ∈ S3}.
Hence |C1 ∩ C2| = 9 and the intersection points of the curves C1 and C2
have intersection multiplicity 1, i.e. the two curves meet transversally and
the base locus of the pencil P is smooth.
2. First recall that the member in the pencil P corresponding to the point
(u′ : v′) ∈ P1
C
is the curve
uC1 + vC2,
where u = −v′ and v = u′. If (u′ : v′) = (1 : 0), the corresponding
curve C2 is an irreductible nodal curve with node (0 : 1 : 0). Similarily,
for (u′ : v′) = (0 : 1) we get an irreductible nodal curve C1 with node
(1 : 0 : 0). Suppose now that u′ and v′ are both non zero. Without loss
of generality, one can assume u′ = 1 and we have that the corresponding
member uC1 + C2 is singular if and only if the following system admits a
solution: 

3(u+ 1)xyz + uy3 + (u + 1)z3 + x3 = 0 (i)
(u + 1)yz + x2 = 0 (ii)
(u+ 1)xz + uy2 = 0 (iii)
(u+ 1)xy + (u+ 1)z2 = 0 (iv)
(3)
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If (u′ : v′) = (1 : 1), then −C1+C2 : x3−y3 is the union of three concurrent
lines:
x = y, x = jy and x = j2y.
Assume now (u′ : v′) = (1 : v′), v′ 6= 1. The case y = 0 is an absurd, since
then x = z = 0 with (ii) and (iv). If y = 1, we have x = 0 ⇒ z = 0 with
(ii) and u = 0 with (i), while z = 0 ⇒ x = 0 with (ii) and u = 0 with
(i), which are both in contradiction with our hypothesis v′ 6= 0. Finally,
(x : 1 : z), x, z 6= 0, is a solution of (3) if and only if


3(u+ 1)xz + u+ (u + 1)z3 + x3 = 0 (i′)
(u+ 1)z + x2 = 0 (ii′)
(u+ 1)xz + u = 0 (iii′)
x+ z2 = 0 (iv′)
and we have with (iv′) and (iii′) that z3 = u
u+1 , which implies with (ii’)
that u3 + 3u+ 1 = 0. Denote by ti, i = 1, 2, the solutions of the equation
t2 + 3t+ 1 = 0,
and by αi a complex cubic root of
ti
ti+1
. Then the singularities of the
member tiC1 + C2 associated to the point (1 : −ti) are the following three
points
(−α2i : 1 : αi), (−j2α2i : 1 : jαi) and (−jα2i : 1 : j2αi),
which are not colinear and hence form a triangle.
3. Since t1 + t2 = −3 and t1t2 = 1, the union C of the singular members
in the pencil P listed in 2. is the curve of degree d = 15 defined by the
homogeneous polynomial
f = q1q2(q1 − q2)(q21 − 3q1q2 + q22).
Since the singularities are all weighted homogeneous, we can apply the
results from [4] (see Theorem 1.14) or [13] (see Theorem 2.7) to show that
C is free with exponents (4,10).
4. Recall that the 1−eigenspace H1(F,C)1 of the monodromy (1) is a pure
Hodge structure of type (1, 1), and that the sum of the non trivial eigenspaces∑
λd=1, λ6=1
H1(F,C)λ is pure of weight 1. For any k ∈ [1, d], it is known that
there exists a spectral sequence E∗(f)k whose first term is constructed
from the Koszul complex in C[x, y, z] of the partial derivatives of f, and
whose limit E∞(f)k gives the action of the monodromy on the graded
pieces H∗(F,C)λ, λ = exp(−2
√−1pik/d), with respect to the pole order
filtration P, which contains the Hodge filtration F and satisfies P 2 = 0.
In [8], A. Dimca and G. Sticlaru showed that the computation of the sec-
ond terms given in Equation (4) is sufficient to detect all the non trivial
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eigenpaces of the operator (1), see [8, Theorem 1.2]. More in detail, for
any k ∈ [1, d], these second terms are given by
E1,02 (f)k = Gr
1
PH
1(F,C)λ, (4)
where λ = exp(−2√−1pik/d). Furthermore, when the curve is free, the au-
thors also describe an algorithmwhich computes the dimensions dimE1,02 (f)k.
By using this algorithm and the computer algebra software Singular [2], we
get that the only non zero dimensions of second terms of the form (4) are
listed as follows: dimE1,02 (f)6 = 1, dimE
1,0
2 (f)9 = 2, dimE
1,0
2 (f)12 = 3,
and dimE1,02 (f)15 = 10. First, since H
1(F,C)1 = H
1(U,C) and the
curve C is the union of 11 irreductible curves, it is well known that
dimH1(F,C)1 = b1(U) = 10, see for instance [5, Example 4.1]. Using
[8, Theorem 1.2] we have that the multiplicities m(λ) of the eigenvalues
λ 6= 1 of the monodromy operator (1) satisfy:
2 ≤ m(λ) ≤ 3, for k = 6, 9;
m(λ) = 3, for k = 3, 12;
m(λ) = 0, for k /∈ {3, 6, 9, 12, 15}.
The non trivial monodromies listed above are the roots of the unity of
order 5. Since the monodromy operator h1 is definied over Q, it is known
that ∆C(t) ∈ Q[t] is a product of cyclotomic polynomials ϕn with n divid-
ing d = 15, and it follows that
∆C(t) = (t− 1)7(t5 − 1)3.
3 Proof of Theorem 1.3
1. Let us compute explicitely the intersection C1 ∩ C2 by solving the system
of equations q1(x, y, z) = q2(x, y, z) = 0. If x = 0, then we get (0 : 0 :
1), (0 : 1 : 1) and (0 : −1 : 1). Assume now x = 1. The first equation gives
y = 0, y = 1− z or y = z − 2.
(a) If y = 0, then z = 0 or −2 and we get (1 : 0 : 0) and (1 : 0 : −2);
(b) If y = 1− z, then z = 0 or 12 gives (1 : 1 : 0) and (2 : 1 : 1);
(c) If y = z − 2, then with z = 0 or z = 3 we find (1 : −2 : 0) and
(1 : 1 : 3).
Hence |C1 ∩ C2| = 9 and C1 and C2 meet transversally.
2. Let us list all the singular members uC1 + vC2 associated to points (u′ :
v′) ∈ P1
C
, where u′ = v and v′ = −u. Let us study separately the cases
(u′ : v′) = (1 : 0) (a), (u′ : v′) = (0 : 1) (b), (u′ : v′) = (1 : 1) (c), and
(u′ : v′) = (u′ : −1) with u′ 6= 0,−1 (d).
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(a) If (u′ : v′) = (1 : 0), then the singularities of the associated member
C2 are the solutions of the sytem

xz(2x− 5y + z) = 0 (i)
z(4x− 5y + z) = 0 (ii)
−5xz = 0 (iii)
x(2x− 5y + 2z) = 0 (iv)
(5)
Without loss of generality, one can assume y = 1 and we have x = 0
or z = 0 with (iii). If x = 0, then (ii) ⇒ z = 0 or z = 5 that is
(0 : 1 : 0) and (0 : 1 : 5) are solutions of (5). The case z = 0 and
x = 5/2 implied by (iv) gives the third solution (5 : 2 : 0) and we get
a triangle.
(b) Similarily, for (u′ : v′) = (0 : 1) the singularities of C1 are the solutions
of 

y(x− y − z)(2x+ y − z) = 0 (i)
y(4x− y − 3z) = 0 (ii)
2x2 − 3y2 − 2xy − 3xz + z2 = 0 (iii)
−y(3x− 2z) = 0 (iv)
(6)
Without loss of generality, one can assume x = 1 and we have with
(iv) that y = 0 or z = 32 . If y = 0, then z is solution of z
2 − 3z + 2
with (iii) and (1 : 0 : 1) and (1 : 0 : 2) are solutions of (6). Assume
z = 32 . Then (i) and (ii) both imply y = 0 or y = − 12 , while equation
(iii) implies y = − 12 or − 16 . Hence y = − 12 and (2 : −1 : 3) is the
third solution of (6), i.e. we get once again a triangle.
(c) If (u′ : v′) = (1 : 1), then the singularities of the associated member
C1 − C2 are the solutions of the sytem

y(x− y − z)(2x+ y − z)− xz(2x− 5y + z) = 0
y(4x− y − 3z)− z(4x− 5y + z) = 0
2x2 − 3y2 − 2xy + 2xz + z2 = 0
−y(3x− 2z)− x(2x− 5y + 2z) = 0
Without loss of generality, one can assume y = 1 and the previous
system becomes:

(x− 1− z)(2x+ 1− z)− xz(2x− 5 + z) = 0 (i)
4x− 1− 3z − z(4x− 5 + z) = 0 (ii)
2x2 − 3− 2x+ 2xz + z2 = 0 (iii)
−3x+ 2z − x(2x− 5 + 2z) = 0 (iv)
Hence z(1 − x) = x(x − 1) with (iv). If x = 1, then with equations
(ii) and (iii) we have that z2 +2z − 3 = 0, which gives the solutions
(1 : 1 : 1) and (1 : 1 : −3). If x 6= 1, then (iv)⇒ z = −x and we get
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the system 

(2x− 1)(3x+ 1) + x2(x− 5) = 0
3x2 + 2x− 1 = 0
x2 − 2x− 3 = 0
z = −x
with (−1 : 1 : 1) as unique solution.
(d) Assume (u′ : v′) = (u′ : −1) with u′ 6= 0,−1. Then the associated
curve C1 + vC2 is singular whenever the following system has a solu-
tion:

y(x− y − z)(2x+ y − z) + vxz(2x− 5y + z) = 0
y(2x+ y − z) + 2y(x− y − z) + vz(2x− 5y + z) + 2vxz = 0
(x− 2y − z)(2x+ y − z) + y(x− y − z)− 5vxz = 0
−y(2x+ y − z)− y(x− y − z) + vx(2x− 5y + z) + vxz = 0
Without loss of generality, one can assume that y = 1, that is:

(x− 1− z)(2x+ 1− z) + vxz(2x− 5 + z) = 0 (i)
(2x+ 1− z) + 2(x− 1− z) + vz(2x− 5 + z) + 2vxz = 0 (ii)
(x− 2− z)(2x+ 1− z) + (x− 1− z)− 5vxz = 0 (iii)
−(2x+ 1− z)− (x − 1− z) + vx(2x− 5 + z) + vxz = 0 (iv)
First, we have with (iv) that
2z(1 + vx) = x(−2vx+ 5v + 3). (7)
If 1 + vx = 0, then x = 5v+32v with the previous equality. Since x = − 1v
we get v = −1, which contradicts our assumption. Hence one can assume
1 + vx 6= 0 and by rewriting the equations of the previous system as
polynomials in (C[x])[z] we get:
S :


(1 + vx)z2 + x(−3− 5v + 2vx)z + 2x2 − x− 1 = 0 (i)
vz2 + (−3− 5v + 4vx)z + 4x− 1 = 0 (ii)
z2 + x(−3− 5v)z + 2x2 − 2x− 3 = 0 (iii)
1
2(1+vx)x(−2vx+ 5v + 3) = z (iv)
Now, by injecting (7) in (i), the latter gives
1
1+vx (2x
2 − x− 1) = z2 (i′)
Let us now replace z and z2 by (iv) and (i′) in (ii) and (iii) of S, multi-
plicate (ii) and (iii) by 2(1+ vx), and rewrite the obtained equations (ii′)
and (iii′) as polynomials in (C[u])[x]. Then the system S is equivalent to
the following one:
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S ′ :


1
1+vx(2x
2 − x− 1) = z2 (i′)
−8v2x3 + 30v(v + 1)x2 + (−25v2 − 34v − 1)x+ 2(−v − 1) = 0 (ii′)
10v(v + 1)x3 + (−25v2 − 34v − 1)x2 + 6(−v − 1)x− 8 = 0 (iii′)
1
2(1+vx)x(−2vx+ 5v + 3) = z (iv)
Remark that (i′) and (iv) are equivalent whenever equations (ii′) and (iii′)
are both satisfied. Indeed, from (i′) and (iv) we have that
1
4(1 + vx)2
x2(−2vx+ 5v + 3)2 = 1
1 + vx
(2x2 − x− 1),
which is equivalent to the following equation:
4v2x4 − 20v(1 + v)x3 + (25v2 + 34v + 1)x2 + 4(1 + v)x+ 4 = 0. (8)
Finally, by adding to equation (iii′) two times equation (8), we get exactly
equation (ii′), up to multiplication by (−x). It follows that the solutions
of S ′ are given by the roots of the resultant of the two polynomials of (ii′)
and (iii′). One can compute that this resultant is
110592v3(v + 1)3(125v3 + 399v2 + 339v + 1)
and if ti, i = 1, 2, 3, are the roots of the equation
125t3 + 399t2 + 339t+ 1,
then the curve C1 + tiC2 is singular with singular points (x : 1 : z), where
x is solution of{ −8t2ix3 + 30ti(ti + 1)x2 + (−25t2i − 34ti − 1)x+ 2(−ti − 1) = 0 (ii′)
10ti(ti + 1)x
3 + (−25t2i − 34ti − 1)x2 + 6(−ti − 1)x− 8 = 0 (iii′)
and z = 12(1+tix)x(−2tix+5ti+3). By performing 4(ii′)+ (ti− 1)(iii′) we
have that x is solution of
2ti(5ti− 1)(ti− 5)x2− (ti− 1)(25t2i − 154ti+1)x− 2(47t2i − 62ti− 1) = 0.
Then it is possible to guess the number of singularities of the three curves
C1+ tiC2, i = 1, 2, 3, by using a cardinality argument and the total Milnor
number of the curve C. Indeed, since the pencil is generic from 1., we have
with [4, Proposition 5.1] that the sum of the Milnor numbers of all the
singularities of the degree 3 members uC1 + vC2 listed before is equal to
3(3−1)2 = 12. It follows that the not yet known singularities (at least one
for each curve C1+tjC2) contribute to 12−(3×1+3×1+3×1) = 3. Hence
each member C1 + tiC2 has exactly one singularity and is an irreductible
nodal curve.
3. Since t1 + t2 + t3 =
−399
125 , t1t2 + t1t3 + t2t3 =
339
125 and t1t2t3 =
−1
124 with
Viete formula, the union C of the singular members of the pencil P listed
above is defined by the homogeneous degree 18 polynomial
f = q1q2(q1 − q2)(125q31 − 399q21q2 + 339q1q22 − 1).
Since the singularities are all weighted homogeneous, we can deduce from
the results in [4] and [13] that C is free with exponents (4,13).
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4. By applying the algorithm described in [8] we get this time that the only
non zero dimensions of the second terms of the form (4) are listed as fol-
lows: dimE1,02 (f)6 = 1, dimE
1,0
2 (f)9 = 2, dimE
1,0
2 (f)12 = 3, dimE
1,0
2 (f)15 =
4, and dimE1,02 (f)18 = 11. Using [8, Theorem 1.2] we have that the mul-
tiplicities m(λ) of the eigenvalues λ 6= 1 of the monodromy operator (1)
satisfy:
m(λ) = 4, for k = 3, 15 (λ of order 6);
3 ≤ m(λ) ≤ 4, for k = 6, 12 (λ of order 3);
2 ≤ m(λ) ≤ 4, for k = 9 (λ of order 2);
m(λ) = 0, for k /∈ {3, 6, 9, 12, 15, 18}.
In particular, H1(F,C)λ 6= 0⇒ dimH1(F,C)λ ≤ 4, if λ 6= 1.
Let S := P1
C
\{(u′ : v′) ∈ P1
C
| (u′ : v′) is a singularmember inP} be the
complement of the six points described in 2. Then by considering the
surjective morphism r : U → S, r(x : y : z) = (q1(x, y, z) : q2(x, y, z)), and
applying [1], [9, Theorem 3.1] or [3, Corollary 4.7] we get that
dimH1(F )λk ≥ −χ(S) = 4,
for any λk 6= 1. Hence the Alexander polynomial has de following expres-
sion:
∆C(t) = (t− 1)7(t6 − 1)4.
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