The activity of prioritizing software requirements should be done as efficiently as possible.
precedence between requirements) and human aspects.
97

Verbal Decision Analysis
98
Verbal Decision Analysis (VDA) proposes a systematic analysis and support of decision-based 99 on verbal factors, as opposed to the quantitative methods generally used, as it uses a method of 100 qualitative analysis of the attributes. Therefore, no numerical conversions are performed. VDA 101 comprises a set of several methods for classifying and ordering alternatives, which consider multiple 102 criteria in solving problems [13] . Figure 1 shows the VDA methods for classification and ordering. 
146
Thus, the ZAPROS III-i method originated, very similar to ZAPROS III, but presents modifications 147 mainly in the process of comparing alternatives to improve the decision method [17] . In this way, the 148 use of the ZAPROS III-i methodology as a means to solve problems of ordering software 149 requirements can be promising, since this method takes into account, in addition to the factors 150 described in the previous item, the opinion of the project manager.
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ZAPROS III-i consists of a VDA method that aims at sorting alternatives in scenarios involving 
190
To facilitate the decision-making process and to carry it out consistently, a tool called ARANAÚ distinguish those that will have the most significant impact on user satisfaction.
211
In addition to the factors already seen, we can find other aspects, such as the volatility that 212 impacts the prioritization of requirements. Considerable effort is required to select and prioritize 213 volatile requirements. This type of requirement is generally considered an undesirable problem.
214
Previous studies have already identified that their characteristics may produce adverse impacts on 215 software development processes [24] . For example, a study by Curtis [25] indicates that the volatile 216 requirements correspond to a significant portion of the problems faced by software development 217 companies.
218
Nurmuliani [24] conducted a real study in a software development company to identify the 219 causes of volatility in requirements and the impact of this on company projects. In descending order, 
230
The problems faced by the Search-Based Software Engineering (SBSE) are usually solved 231 through metaheuristics. According to Becceneri [26] , metaheuristic is a general algorithmic tool, 232 which can be applied to different optimization problems, with relatively small modifications, to make 233 them adaptable to a specific problem. Thus, we can consider metaheuristics as heuristic procedures 234 that have generic strategies for escaping from good locations. Metaheuristics can easily incorporate 235 new constraints and explore regions of a set in an attempt to overcome local optimality. Although 236 they cannot guarantee global optimality, they can identify numerous points of great locations. Our 237 work proposes to prioritize software requirements in the order in which they will be implemented 238 using a VDA method. On the other hand, the characteristics of a family of methods [14] , here we will 239 use the method ZAPROS III-i [13] .
240
The results will be compared with those obtained when using the metaheuristics 
251
In this work, we are dealing with empirical problems of prioritization of requirements.
252
Therefore, we seek to get as close to the scenario faced by companies that develop software. The 253 mathematical formulation for the elaboration of the strategy to be studied was elaborated as follows.
254
∑ e . ,
Subject to:
The variable points out the position of the , being able to assume a 0, 1, 2, . . . N , in the 255 order of implementation established by the prioritization, for i 1, 2, . . . .
256
The variable y indicates whether the requirement r will be implemented y 1 or not 257 y 0 , para i 1, 2, . . . . 
270
We consider that each problem generated has 20 software requirements. 
291
To arrive at a useful classification using ARANAÚ, we follow some steps. These are a) 
313
With all the values of the files, represented in Table 1 , defined and converted to the criteria 314 presented in Table 2 , we can make use of the ARANAÚ tool. Each professional was invited to answer 
328
The metaheuristics NSGA-II, Mocell, and SPEA-2, respectively presented previously, were 329 applied to find solutions to the problem. Besides these, in this work, we also used, as a reference, the algorithms of the random search. Also, this is due to the fact of the possibility of comparison and 331 legitimation between the results obtained by these algorithms and the metaheuristics.
it can be considered adequate.
for the best solution to the problem. For this, the parameters described in Table 3 were defined, as 336 follows. 
338
Algorithm
Random Search
 The maximum number of evaluations: 100,000. 
339
The results for SBSE metaheuristics will be discussed in the next session.
340
Results and Discussion
341
The ARANAÚ tool resulted in a set of requirements ordered according to the order of 342 implementation, respecting the criteria for each requirement and the choices made by the decision-343 maker. Table 4 shows the ranking of requirements generated by the ARANAÚ tool, where 344 requirement 8, for example, will be the first to be implemented and requirement nine will be the 20th
345
if there is a resource available for such implementation. 
351
The results obtained from the four problems executed by the methods were extracted, tabulated.
352
Finding the set of non-dominated solutions is one of the premises of multiobjective optimization. This 
354
With this set, the decision-maker to choose which of the solutions best meets their needs in the
355
context of the project.
356
We can see in Due to the high disparity and the difference of scales between the results obtained concerning 
