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Abstract
Vibration analysis of Kirchhoff plates is of great importance in many engineering ﬁelds. The semi-discrete and the fully discrete
Morley element methods are proposed to solve such a problem, which are effective even when the region of interest is irregular. The
rigorous error estimates in the energy norm for both methods are established. Some reasonable approaches to choosing the initial
functions are given to keep the good convergence rate of the fully discrete method. A number of numerical results are provided to
illustrate the computational performance of the method in this paper.
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1. Introduction
Plates are the basic components in engineering structures. Their vibration analysis is of great importance in many
applied ﬁelds, such as civil, mechanical, aerospace, etc. By d’Alembert’s principle, the vibration model of a clamped
Kirchhoff plate subjected to a vertical load f is described as [9,10,15]
⎧⎪⎨
⎪⎩
utt −∑2,=1M(u) = f (x, t), (x, t) ∈  × (0, T ],
u = nu = 0, (x, t) ∈  × [0, T ],
u(x, 0) = u0(x), ut (x, 0) = u1(x), x ∈ 
(1.1)
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in which  is the occupied region, n is the unit outward normal to the boundary , u0(x) and u1(x) are two functions
in  representing the vertical displacement and the velocity of the plate at the position x, respectively, and
K(u) := −u, M(u) := (1 − )K(u) + 
2∑
=1
K(u) (1.2)
with  ∈ (0, 0.5) being the Poisson ratio and  the usual Kronecker delta. Here, for easy of exposition, we have
normalized the mass density per unit area  and the ﬂexural rigidity D. However, the following derivation also holds
for general case after some straightforward modiﬁcations.
Since there is no closed solution for the vibration model (1.1) in general, numerical simulation becomes one of the
major approaches in studying this problem. To date, various numerical methods have been developed for vibration
analysis of plates. The typical ones include the method of superposition in the time or frequency-domain and the
step-by-step method [9,23]. Moreover, when the region of interest  is regular (rectangular or circular), the resulting
static problems are efﬁciently solved by the ﬁnite quadrature method or the method of discrete singular convolution.
We refer to [14,17,19,21] and references therein for more details along this line.
On the other hand, ﬁnite element methods are suitable for solving problem (1.1) when the region  is irregular
[23]. Since it is a fourth-order problem in space variables, the corresponding conforming ﬁnite element space should
be C1-smooth at least which will result in an expensive computational cost [7,8]. Based on this observation, a mixed
method was suggested in [4] and the crucial step there is the construction of a stable couple of ﬁnite element spaces.
In this paper, we plan to use the Morley nonconforming method for solving problem (1.1). The advantage is that the
numerical solution has good convergence rate in theory while the corresponding linear system is sparse and of small
size comparatively, since the shape function space at each element only consists of quadratic polynomials. We ﬁrst write
the vibration model of clamped Kirchhoff plates in the variational formulation and then propose a semi-discrete Morley
element method to solve it. After introducing some useful identities like in [13,18], we establish a sharp error estimate
for the method in the energy norm using the technique of elliptic projection [3,20] along with some mathematical
derivations. We next apply the second-order central difference scheme to discretize the time-derivative term uh,tt
involved in the semi-discrete method, to get an implicit fully discrete scheme for the problem under consideration. The
error estimate in the energy norm is also established by means of the discrete Gronwall inequality and a signiﬁcant
identity related to terms in succedent time steps (cf. Theorem 3.1 in Section 3). The result shows that it is important
to choose two initial approximate functions U0 and U1 in the Morley element space VMh (), in order to keep good
convergence rate of the fully discrete method. We then suggest two effective approaches to selecting such functions and
give related error estimates in these cases. A number of numerical results are also provided to illustrate the computational
performance of the method.
We end this section by introducing some notations for later requirements. Let G be an open bounded domain in
R2. For a nonnegative integer m, we use Hm(G) to denote the usual Sobolev space consisting of all L2(G)-integrable
functions whose weak derivatives with the total order no more thanm are allL2(G)-integrable. It’s norm and semi-norm
are denoted by ‖ · ‖Hm(G) and | · |Hm(G), respectively [2,11]. Let Hm0 (G) be the closure of the function space C∞0 ()
in the norm ‖ · ‖Hm(G). For a given Banach space B and a real number p with 1p∞, we deﬁne
Lp(0, T ;B) =
{
v(t) ∈ B for a.e. t ∈ (0, T ) and
∫ T
0
‖v(t)‖pB dt <∞
}
equipped with the norm
‖v‖Lp(0,T ;B) :=
(∫ T
0
‖v(t)‖pB dt
)1/p
and the semi-norm
|v|Lp(0,T ;B) :=
(∫ T
0
|v(t)|pB dt
)1/p
.
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For a nonnegative integer k, Hk(0, T ;B) is deﬁned similarly [16,22]. Throughout this paper, we also use “ · · ·” to
denote “C · · ·” with a generic constant C independent of the corresponding parameters (in particular of the ﬁnite
element mesh size h when used) and the functions under consideration.
2. The semi-discrete Morley element method and error estimates
2.1. The variational form for problem (1.1) and some basic identities
We assume the prescribed data used in Eqs. (1.1) satisfy the regularity conditions that f ∈ L2(0, T ;L2()),
u0 ∈ V = H 20 () and u1 ∈ L2(). Then the variational form of problem (1.1) is to ﬁnd u := u(t) ∈ L2(0, T ;V ) ∩
H 2(0, T ;L2()) such that [22, pp. 435–436]{
(utt , v) + a(u, v) = (f, v), ∀ v ∈ V,
u(0) = u0, ut (0) = u1.
(2.1)
Here (·, ·) stands for the usual L2()-inner product and for any open bounded subdomain G of , we deﬁne
aG(v,w) =
∫
G
2∑
,=1
M(v)K(w) dx, ∀v,w ∈ H 2(G),
and simply write a(·, ·) for a(·, ·).
It is easy to check that the bilinear form aG(·, ·) is bounded and coercive [6,8], i.e.,
|aG(v,w)|(1 + )|v|H 2(G)|w|H 2(G), ∀v,w ∈ H 2(G),
aG(v, v)(1 − )|v|2H 2(G), ∀v ∈ H 2(G). (2.2)
Using (1.2) and integration by parts we have (see also [13])
aG(v,w) =
∫
G
2∑
=1
Q(v)w dx −
∫
G
[MGnn(v)nGw + MGn(v)Gw] ds, (2.3)
for all v ∈ H 3(G) and w ∈ H 2(G). Here Q(u) := ∑2=1M(u),
MGnn(v) :=
2∑
,=1
M(v)n
G
 n
G
 , M
G
n(v) :=
2∑
,=1
M(v)n
G
 	
G
 ,
with nG = (nG1 , nG2 ) and G = (	G1 , 	G2 ) being the unit normal and tangent vectors to the boundary G, respectively,
such that (nG, G) forms a right-handed coordinate system in R2. Meanwhile, we rewrite the ﬁrst equation in (1.1) as
utt −
2∑
=1
Q(u) = f
or equivalently,
(utt , v) +
2∑
=1
(Q(u), v) = (f, v), ∀v ∈ H 10 (), (2.4)
by integration by parts. This identity will be used to alleviate the regularity requirement for the solution to problem
(1.1) in the forthcoming ﬁnite element analysis (see also [13,18]).
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Fig. 1. Morley element.
2.2. The semi-discrete Morley element method
In what follows, we assume that is a polygonal domain. The general case in which  is a curved boundary should
be considered in a more technical way. LetTh be a shape regular triangulation of  into open triangles K of size h.
Then, we construct the usual Morley element space as follows (cf. [8] and Fig. 1).
For each K ∈Th with {pi}3i=1 and {mi}3i=1 as its three vertices and midpoints, respectively, the local shape function
space is chosen as P2(K) equipped with the nodal variables

K = {v(pi), nK v(mi), 1 i3}, (2.5)
where Pk(K) denotes the space of all polynomials with the total order no more than k on K. We also use p or m
to represent a vertex or a midpoint of a triangle in Th. Thus the Morley (nonconforming) element space related to
V = H 20 () is given by
VMh () := {v ∈ L2(); v|K ∈ P2(K),∀K ∈Th, v|K(p) = v|K ′(p),
nK v|K(m) = nK v|K ′(m),∀p,m ∈ K ∩ K ′,∀K,K ′ ∈Th,
v(p) = nv(m) = 0,∀p,m ∈ },
equipped with the norm
‖v‖h :=
⎛
⎝ ∑
K∈Th
|v|2
H 2(K)
⎞
⎠
1/2
, ∀v ∈ VMh (). (2.6)
We mention here that the same notation may also be used for piecewiseH 2-smooth functions related to the triangulation
Th.
Then the semi-discrete Morley element method for solving problem (1.1) or (2.1) is to ﬁnd a map uh(t) from [0, T ]
into Vh such that{
(uh,tt , vh) + ah(uh, vh) = (f, vh), ∀ vh ∈ VMh (),
uh(0) = u0h, uh,t (0) = u1h,
(2.7)
where
ah(uh, vh) :=
∑
K
aK(uh, vh), ∀uh, vh ∈ VMh ()
and u0h and u1h are two approximate functions of u0 and u1, respectively.
In the ﬁnal part of this subsection, we mention some fundamental estimates in VMh () frequently used later on. At
ﬁrst, it holds the discrete Friedrichs inequality
‖v‖L2()‖v‖h, ∀v ∈ VMh (), (2.8)
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which can be proved in terms of the transfer operator between the Morley element and the Argyris element in [6] and
the usual Friedrichs inequality for Sobolev spaces (see also the proof of Lemma 2 in [12]). Second, it is very easy to
show by the estimate (2.2), the deﬁnition of ‖ · ‖h (cf. (2.6)) and the Cauchy–Schwarz inequality that
|ah(v,w)|(1 + )‖v‖h‖w‖h, ∀v,w ∈ VMh (),
ah(v, v)(1 − )‖v‖2h, ∀v ∈ VMh (). (2.9)
It deserves to point out that result (2.9) also holds for piecewise H 2-smooth functions related to the triangulationTh.
2.3. Error estimates
We will establish error estimates for the method (2.7) based on the technique of elliptic projection (cf. [3, 20]). Let
h be the usual interpolation operator from H 3() ∩ H 20 () onto VMh () which is uniquely determined by the nodal
variables (2.5). We have by the scaling argument [7,8] that
‖v − hv‖L2() + h2‖v − hv‖hh3|v|H 3(), ∀v ∈ H 3() ∩ H 20 (). (2.10)
We then introduce the elliptic projection operator Ph : H 20 () −→ VMh () such that for all v ∈ H 20 (), Phv is in
VMh () and satisﬁes
ah(Phv,wh) = ah(v,wh), ∀wh ∈ VMh (). (2.11)
The unique existence of Phv can be guaranteed by (2.9) and the Lax–Milgram lemma. Moreover, using the fact that
ah(v − Phv, v − Phv) = min
wh∈VMh ()
ah(v − wh, v − wh), ∀v ∈ H 3() ∩ H 20 ()
and the estimates (2.9) and (2.10), we easily have
Lemma 2.1. Let Ph be the elliptic projection operator deﬁned by (2.11). Then
‖Phv − v‖hh|v|H 3(), ∀v ∈ H 3() ∩ H 20 (). (2.12)
We write
u − uh = (u − Phu) + (Phu − uh) =:  + . (2.13)
Lemma 2.2. For the function  in (2.13), there holds
(t t , vh) + ah(, vh) = −(t t , vh) + (utt , vh) + ah(u, vh) − (f, vh), ∀vh ∈ VMh (). (2.14)
Proof. For all vh ∈ VMh (), from (2.7), (2.11) and (2.13) it follows that
(t t , vh) = ((Phu − uh)tt , vh)
= − (t t , vh) + (utt , vh) − (uh,tt , vh)
= − (t t , vh) + (utt , vh) + ah(uh, vh) − (f, vh)
= − (t t , vh) + (utt , vh) − ah(, vh) + ah(u, vh) − (f, vh).
We then obtain (2.14) by moving the third term on the right to the left of the equation. 
Theorem 2.1. Let u be the solution of problem (1.1) or (2.1). Let uh be the solution of problem (2.7). Assume that
f ∈ L∞(0, T ;L2()), ft ∈ L2(0, T ;L2()), u ∈ L∞(0, T ;H 3()), utt ∈ L∞(0, T ;L2()) ∩ L2(0, T ;H 3()),
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uttt ∈ L2(0, T ;L2()). Then
max
0 tT
‖uh(t) − u(t)‖h‖u1h − u1‖h + ‖u0h − u0‖h + h(|u|L∞(0,T ;H 3()) + |utt |L2(0,T ;H 3()))
+ h2(‖utt‖L∞(0,T ;L2()) + ‖uttt‖L2(0,T ;L2())
+ ‖f ‖L∞(0,T ;L2()) + ‖ft‖L2(0,T ;L2())). (2.15)
In particular, if we select u0h = Phu0 or hu0, u1h = Phu1 or hu1,
max
0 tT
‖uh(t) − u(t)‖hh(|u|L∞(0,T ;H 3()) + |utt |L2(0,T ;H 3()))
+ h2(‖utt‖L∞(0,T ;L2()) + ‖uttt‖L2(0,T ;L2())
+ ‖f ‖L∞(0,T ;L2()) + ‖ft‖L2(0,T ;L2())). (2.16)
Proof. It sufﬁces to verify the estimate (2.15), since (2.16) follows from (2.15) in conjunction with (2.10) and (2.12).
We choose vh equal to t in (2.14) to obtain
(t t , t ) + ah(, t ) = − (t t , t ) + (utt , t ) + ah(u, t ) − (f, t )
= − (t t , t ) +
d
dt
[(utt , ) + ah(u, ) − (f, )] − [(uttt , ) + ah(ut , ) − (ft , )],
i.e.,
1
2
d
dt
[‖t‖2 + ah(, )] = − (t t , t ) +
d
dt
[(utt , ) + ah(u, ) − (f, )] − [(uttt , ) + ah(ut , ) − (ft , )].
Integrating the above equation with respect to the time variable from 0 to t , we get
1
2
[‖t‖2 + ah(, )] = 12 [‖t (0)‖
2 + ah((0), (0))] +
4∑
i=1
Ii , (2.17)
where
I1 := −
∫ t
0
(t t , t ) ds, I2 := (utt , ) + ah(u, ) − (f, ),
I3 := −[(utt (0), (0)) + ah(u(0), (0)) − (f (0), (0))],
I4 := −
∫ t
0
[(uttt , ) + ah(ut , ) − (ft , )] ds.
It is easy to show by the Cauchy–Schwarz inequality and the inequality of arithmetic and geometric means that
|I1|
∫ t
0
|(t t , t )| ds
∫ t
0
‖t t‖L2()‖t‖L2() ds
∫ t
0
‖t t‖2L2() ds +
∫ t
0
‖t‖2L2() ds. (2.18)
The derivation for the estimate of I2 is quite technical. Let Ih be the usual piecewise linear interpolation operator.
It still makes sense for functions in VMh () since they are continuous at vertices of triangles inTh. Moreover, for all
v ∈ VMh (), Ihv is in H 10 () and satisﬁes the estimate
‖v − Ihv‖L2(K) + h‖∇(v − Ihv)‖L2(K)h2|v|H 2(K), ∀K ∈Th (2.19)
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by the standard scaling argument. Hence, from (2.3) and (2.4) it follows that
I2 = (utt , ) + ah(u, ) − (f, )
=
∑
K∈Th
∫
K
⎡
⎣utt − 2∑
,=1
M(u) − f 
⎤
⎦ dx
=
∑
K∈Th
∫
K
[
utt +
2∑
=1
Q(u) − f 
]
dx −
∑
K∈Th
∫
K
[MKnn(u)nK + MKn(u)K] ds
= I21 + I22 + I23 + I24, (2.20)
where
I21 := (utt ,  − Ih), I22 :=
2∑
=1
∫

Q(u)( − Ih) dx,
I23 := −
∫

f ( − Ih) dx, I24 := −
∑
K∈Th
∫
K
[MKnn(u)nK + MKn(u)K] ds.
We derive by (2.19) and the Cauchy–Schwarz inequality that
|I21|‖utt‖L2()‖ − Ih‖L2()h2‖utt‖L2()‖‖h, (2.21)
|I22|h|u|H 3()‖‖h, |I23|h2‖f ‖L2()‖‖h. (2.22)
On the other hand, by the standard estimates for the Morley element [13,18] we know
|I24|h|u|H 3()‖‖h,
from which and (2.20)–(2.22) and using the -inequality [20], we conclude that
|I2|C(h4‖utt‖2L2() + h2|u|2H 3() + h4‖f ‖2L2()) + ‖‖2h, (2.23)
where > 0 is some sufﬁciently small constant as wished. In the similar manners, we can obtain the estimates for I3
and I4,
|I3|h4‖utt (0)‖2L2() + h2|u0|2H 3() + h4‖f (0)‖2L2() + ‖(0)‖2h, (2.24)
|I4|
∫ t
0
(h4‖uttt‖2L2() + h2|ut |2H 3() + h4‖ft‖2L2()) ds +
∫ t
0
‖‖2h ds. (2.25)
Plugging (2.18), (2.23)–(2.25) into (2.17) and using (2.9) and the usual absorbing technique [20], we get
‖t‖2L2() + ‖‖2h‖t (0)‖2L2() + ‖(0)‖2h +
∫ t
0
‖t t‖2L2() ds
+ (h4‖utt‖2L2() + h2|u|2H 3() + h4‖f ‖2L2())
+ (h4‖utt (0)‖2L2() + h2|u0|2H 3() + h4‖f (0)‖2L2())
+
∫ t
0
(h4‖uttt‖2L2() + h2|ut |2H 3() + h4‖ft‖2L2()) ds
+
∫ t
0
(‖t‖2L2() + ‖‖2h) ds,
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which along with the well-known Gronwall’s lemma [22] gives
‖t‖2L2() + ‖‖2h‖t (0)‖2L2() + ‖(0)‖2h +
∫ t
0
‖t t‖2L2() ds
+ (h4‖utt‖2L2() + h2|u|2H 3() + h4‖f ‖2L2())
+ (h4‖utt (0)‖2L2() + h2|u0|2H 3() + h4‖f (0)‖2L2())
+
∫ t
0
(h4‖uttt‖2L2() + h2|ut |2H 3() + h4‖ft‖2L2()) ds (2.26)
for all t ∈ (0, T ].
On the other hand, using the triangle inequality, and the estimates (2.8), (2.10) and (2.12) we ﬁnd
‖t t‖L2()‖utt − hutt‖L2() + ‖hutt − Phutt‖L2()
 ‖utt − hutt‖L2() + ‖hutt − Phutt‖h
 ‖utt − hutt‖L2() + ‖hutt − utt‖h + ‖utt − Phutt‖h
 h|utt |H 3(), (2.27)
combining which with (2.26) and using the operator interpolation theory for Hilbert spaces [5], we are further led to
max
0 tT
‖(t)‖h‖t (0)‖L2() + ‖(0)‖h
+ h(|u|L∞(0,T ;H 3()) + |utt |L2(0,T ;H 3()))
+ h2(‖utt‖L∞(0,T ;L2()) + ‖uttt‖L2(0,T ;L2())
+ ‖f ‖L∞(0,T ;L2()) + ‖ft‖L2(0,T ;L2())). (2.28)
By (2.8), Lemma 2.1 and the triangle inequality, it follows that
‖(0)‖h = ‖u0h − Phu0‖h‖u0h − u0‖h + ‖u0 − Phu0‖h
‖u0h − u0‖h + h|u0|H 3(), (2.29)
‖t (0)‖L2() = ‖u1h − Phu1‖L2()‖u1h − u1‖h + ‖u1 − Phu1‖h
 ‖u1h − u1‖h + h|u1|H 3(), (2.30)
‖‖h = ‖u − Phu‖hh|u|H 3(). (2.31)
Now, the estimate (2.15) is a direct consequence of (2.28)–(2.31) and the inequality
max
0 tT
‖uh(t) − u(t)‖h max
0 tT
‖(t)‖h + max
0 tT
‖(t)‖h
from the triangle inequality and (2.13). 
3. The fully discrete Morley element method and error estimates
We use the second-order central difference scheme to discretize the time-derivative term uh,tt in (2.7) to get the fully
discrete method for problem (1.1). Let L be a positive integer, 	 := T/L be the step size of time, tn := n	, 0nL.
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Moreover, for a continuous function  ∈ C0[0, T ], let n := (tn),
Dt
n := 
n+1 − n
	
,
D2t 
n := 
n+1 − 2n + n−1
	2
= Dt
n − Dtn−1
	
,

n,
1
4
:= 
n+1 + 2n + n−1
4
=

n+ 12
+ 
n− 12
2
,

n+ 12
:= 
n+1 + n
2
, 
n− 12
:= 
n + n−1
2
.
(3.1)
The fully discrete method based on the semi-discrete scheme (2.7) is to ﬁnd {Un}Ln=0 ∈ VMh () such that⎧⎨
⎩
(D2t U
n, vh) + ah(U
n,
1
4
, vh) = (f
n,
1
4
, vh), ∀vh ∈ VMh (), n = 1, 2, . . . , L − 1,
U0 = u0h(x), U1 is the approximation of u(	) in VMh ().
(3.2)
As in (2.13), we write
un − Un = (un − Phun) + (Phun − Un) =: n + n. (3.3)
Lemma 3.1. Let the function n be given by (3.3). Then for all vh ∈ VMh (), there holds
(D2t 
n, vh) + ah(
n,
1
4
, vh) = − (D2t n, vh) + (D2t un − (utt )n, 14 , vh)
+ ah(u
n,
1
4
, vh) + ((utt )
n,
1
4
, vh) − (f
n,
1
4
, vh). (3.4)
Proof. For all vh ∈ VMh (), it follows from (2.7), (2.11) and (3.2) that
(D2t 
n, vh) = (D2t (Phun − Un), vh)
= − (D2t n, vh) + (D2t un, vh) − (D2t Un, vh)
= − (D2t n, vh) + (D2t un, vh) + ah(Un, 14 , vh) − (fn, 14 , vh)
= − (D2t n, vh) + (D2t un, vh) − ah(n, 14 , vh) + ah(un, 14 , vh) − (fn, 14 , vh).
Then moving the third term on the right to the left of the above equation gives the desired equation. 
We next apply Lemma 3.1 to establish the error estimate for the method (3.2), described as follows.
Theorem 3.1. Let u be the solution of problem (1.1) or (2.1). Let {Un}Ln=0 be the solution of the fully discrete scheme
(3.2). Assume that f ∈ L∞(0, T ;L2()), ft ∈ L2(0, T ;L2()), u ∈ L∞(0, T ;H 3()), utt ∈ L∞(0, T ;H 2()) ∩
L2(0, T ;H 3()), and utttt ∈ L2(0, T ;L2()). Then
max
1ML
‖(UM−1 + UM)/2 − u(tM−1/2)‖h‖(u − U) 1
2
‖h + ‖Dt(u − U)0‖L2()
+ h[|u|L∞(0,T ;H 3()) + |utt |L2(0,T ;H 3())]
+ h2[‖f ‖L∞(0,T ;L2()) + ‖ft‖L2(0,T ;L2())
+ ‖utt‖L∞(0,T ;L2()) + ‖uttt‖L2(0,T ;L2())]
+ 	2[|utt |L∞(0,T ;H 2()) + ‖utttt‖L2(0,T ;L2())]. (3.5)
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Proof. We choose vh = Dtn + Dtn−1 in Eq. (3.4) to get
(D2t 
n,Dt
n + Dtn−1) + ah(
n,
1
4
,Dt
n + Dtn−1)
= −(D2t n,Dtn + Dtn−1) + (D2t un − (utt )n, 14 ,Dt
n + Dtn−1)
+ ah(u
n,
1
4
,Dt
n + Dtn−1) + ((utt )
n,
1
4
,Dt
n + Dtn−1) − (f
n,
1
4
,Dt
n + Dtn−1). (3.6)
Since Dtn +Dtn−1 =2	−1(
n+ 12
−
n− 12
) from deﬁnitions (3.1), by reorganizing terms we can put (3.6) in the form
‖Dtn‖2L2() − ‖Dtn−1‖2L2() + ah(n+ 12 , n+ 12 ) − ah(n− 12 , n− 12 )
= −	(D2t n,Dtn + Dtn−1) + 	(D2t un − (utt )n, 14 ,Dt
n + Dtn−1)
+ 2ah(u
n,
1
4
, 
n+ 12
− 
n− 12
) + 2((utt )
n,
1
4
, 
n+ 12
− 
n− 12
)
− 2(f
n,
1
4
, 
n+ 12
− 
n− 12
).
Then for a natural number M with 2ML, we take the summation from 1 to M − 1 to get
‖DtM−1‖2L2() − ‖Dt0‖2L2() + ah(M− 12 , M− 12 ) − ah( 12 ,  12 ) = II1 + II2 + II3, (3.7)
where
II1 := − 	
M−1∑
n=1
(D2t 
n,Dt
n + Dtn−1),
II2 := 	
M−1∑
n=1
(D2t u
n − (utt )
n,
1
4
,Dt
n + Dtn−1),
II3 := 2
M−1∑
n=1
ah(u
n,
1
4
, 
n+ 12
− 
n− 12
) + 2
M−1∑
n=1
((utt )
n,
1
4
, 
n+ 12
− 
n− 12
) − 2
M−1∑
n=1
(f
n,
1
4
, 
n+ 12
− 
n− 12
).
We have by the Abel identity for summation that
M−1∑
n=1
((utt )
n,
1
4
, 
n+ 12
− 
n− 12
) = − ((utt )1, 14 ,  12 ) + ((utt )M−1, 14 , M− 12 )
−
M−1∑
n=2
((utt )
n,
1
4
− (utt )
n−1, 14
, 
n− 12
),
M−1∑
n=1
(f
n,
1
4
, 
n+ 12
− 
n− 12
) = −(f
1, 14
,  1
2
) + (f
M−1, 14
, 
M− 12
) −
M−1∑
n=2
(f
n,
1
4
− f
n−1, 14
, 
n− 12
),
M−1∑
n=1
ah(u
n,
1
4
, 
n+ 12
− 
n− 12
) = −ah(u1, 14 ,  12 ) + ah(uM−1, 14 , M− 12 ) −
M−1∑
n=2
ah(u
n,
1
4
− u
n−1, 14
, 
n− 12
).
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Therefore, II3 can be recast as
II3 = {−((utt )1, 14 ,  12 ) + (f1, 14 ,  12 ) − ah(u1, 14 ,  12 )}
−
M−1∑
n=2
[((utt )
n,
1
4
− (utt )
n−1, 14
, 
n− 12
) − (f
n,
1
4
− f
n−1, 14
, 
n− 12
) + ah(u
n,
1
4
− u
n−1, 14
, 
n− 12
)]
+ {((utt )
M−1, 14
, 
M− 12
) − (f
M−1, 14
, 
M− 12
) + ah(u
M−1, 14
, 
M− 12
)}
=: II31 + II32 + II33. (3.8)
We next bound the three terms in (3.7) in the following steps. Noting that
D2t 
n = 	−2(n+1 − 2n + n−1) = 	−2
∫ 	
−	
(	 − |s|)
2
t2
(tn + s) ds,
we have by the Cauchy–Schwarz inequality that
‖D2t n‖2L2() =
∫

|D2t n|2 dx
 	−4
∫

[∫ 	
−	
(	 − |s|)2 ds
∫ tn+1
tn−1
(
2
t2
)2
dt
]
dx
 	−1
∫ tn+1
tn−1
‖t t‖2L2() dt (3.9)
so the term II1 can be bounded by
|II1|	
M−1∑
n=1
‖D2t n‖L2()‖Dtn + Dtn−1‖L2()
 	
(
M−1∑
n=1
‖D2t n‖2L2()
)1/2(M−1∑
n=0
‖Dtn‖2L2()
)1/2
 	1/2
(
M−1∑
n=1
∫ tn+1
tn−1
‖t t‖2L2() dt
)1/2(M−1∑
n=0
‖Dtn‖2L2()
)1/2
 	1/2‖t t‖L2(0,T ;L2())
(
M−1∑
n=0
‖Dtn‖2L2()
)1/2
. (3.10)
Let n = (utt )n, 14 − D
2
t u
n
. We argue as in the derivation of (3.9) to know
‖n‖2L2()	3
∫ tn+1
tn−1
∥∥∥∥4ut4
∥∥∥∥
2
L2()
dt ,
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which with the Cauchy–Schwarz inequality yields
|II2|	
M−1∑
n=1
‖n‖L2()‖Dtn + Dtn−1‖L2()
 	
(
M−1∑
n=1
‖n‖2L2()
)1/2(M−1∑
n=0
‖Dtn‖2L2()
)1/2
 	5/2‖utttt‖L2(0,T ;L2())
(
M−1∑
n=0
‖Dtn‖2L2()
)1/2
. (3.11)
Employing the same technique for estimating the quantity I2 (see the deduction from (2.20) to (2.23) in the above
section), we obtain
|II31|(h2‖(utt )1, 14 ‖L2() + h
2‖f
1, 14
‖L2() + h|u1, 14 |H 3())‖ 12 ‖h, (3.12)
|II33|(h2‖(utt )
M−1, 14
‖L2() + h2‖fM−1, 14 ‖L2() + h|uM−1, 14 |H 3())‖M− 12 ‖h, (3.13)
|II32|
M−1∑
n=2
(h2‖(utt )
n,
1
4
− (utt )
n−1, 14
‖L2() + h2‖fn, 14 − fn−1, 14 ‖L2()
+ h|u
n,
1
4
− u
n−1, 14
|H 3())‖n− 12 ‖h. (3.14)
On the other hand, it is easy to show that
‖f
n,
1
4
− f
n−1, 14
‖L2()
1
4
‖f n+1 − f n‖L2() +
1
2
‖f n − f n−1‖L2() +
1
4
‖f n−1 − f n−2‖L2()

∫ tn+1
tn−2
‖ft (t)‖L2() dt	1/2
(∫ tn+1
tn−2
‖ft (t)‖2L2() dt
)1/2
. (3.15)
Similarly,
‖(utt )
n,
1
4
− (utt )
n−1, 14
‖L2()	1/2
(∫ tn+1
tn−2
‖uttt (t)‖2L2() dt
)1/2
, (3.16)
|u
n,
1
4
− u
n−1, 14
|H 3()	1/2
(∫ tn+1
tn−2
|ut (t)|2H 3() dt
)1/2
. (3.17)
Substituting (3.15)–(3.17) into (3.14) and using the Cauchy–Schwarz inequality, we get
|I32|	1/2[h2(‖uttt‖L2(0,T ;L2()) + ‖ft‖L2(0,T ;L2())) + h|ut |L2(0,T ;H 3())]
(
M−1∑
n=2
‖
n− 12
‖2h
)1/2
. (3.18)
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Now, by the -inequality and the usual absorbing technique and using (2.9), (3.7), (3.8), (3.10)–(3.13) and (3.18),
we have
‖DtM−1‖2L2() + ‖M− 12 ‖
2
h‖Dt0‖2L2() + ‖ 12 ‖
2
h + 	
(
M−1∑
n=1
‖
n− 12
‖2h +
M−1∑
n=1
‖Dtn−1‖2L2()
)
+ ‖t t‖2L2(0,T ;L2()) + 	4‖utttt‖2L2(0,T ;L2())
+ (h4‖(utt )1, 14 ‖
2
L2() + h4‖f1, 14 ‖
2
L2() + h2‖u1, 14 ‖
2
L2())
+ (h4‖(utt )
M−1, 14
‖2
L2() + h4‖fM−1, 14 ‖
2
L2() + h2‖uM−1, 14 ‖
2
L2())
+ (h4‖uttt‖2L2(0,T ;L2()) + h4‖ft‖2L2(0,T ;L2()) + h2|ut |2L2(0,T ;H 3()))
which with the discrete Gronwall’s Lemma [20, p. 157] implies
‖DtM−1‖2L2() + ‖M− 12 ‖
2
h‖Dt0‖2L2() + ‖ 12 ‖
2
h + ‖t t‖2L2(0,T ;L2()) + 	4‖utttt‖2L2(0,T ;L2())
+ (h4‖(utt )1, 14 ‖
2
L2() + h4‖f1, 14 ‖
2
L2() + h2|u1, 14 |
2
H 3())
+ (h4‖(utt )
M−1, 14
‖2
L2() + h4‖fM−1, 14 ‖
2
L2() + h2|uM−1, 14 |
2
H 3())
+ (h4‖uttt‖2L2(0,T ;L2()) + h4‖ft‖2L2(0,T ;L2()) + h2|ut |2L2(0,T ;H 3())).
By the estimate (2.27) and the operator interpolation theory for Hilbert spaces, the above estimate further leads to
max
1ML
‖
M− 12
‖2h‖Dt0‖2L2() + ‖ 12 ‖
2
h + h2[|u|2L∞(0,T ;H 3()) + |utt |2L2(0,T ;H 3())]
+ h4[‖f ‖2
L∞(0,T ;L2()) + ‖ft‖2L2(0,T ;L2())
+ ‖utt‖2L∞(0,T ;L2()) + ‖uttt‖2L2(0,T ;L2())] + 	4‖utttt‖2L2(0,T ;L2()). (3.19)
Owing to (2.8), (2.10), (2.12) and (3.1), we know
‖ 1
2
‖h‖(u − U) 1
2
‖h + ‖u0 − Phu0‖h + ‖u1 − Phu1‖h
 ‖(u − U) 1
2
‖h + h|u|L∞(0,T ;H 3()) (3.20)
and
‖Dt0‖L2()‖Dt(u − U)0‖L2() + ‖Dt(u − Phu)0‖L2()
‖Dt(u − U)0‖L2() + ‖ut − Phut‖L∞(0,T ;L2())
‖Dt(u − U)0‖L2() + ‖ut − hut‖L∞(0,T ;L2()) + max0 tT ‖hut − Phut‖h
 ‖Dt(u − U)0‖L2() + h3|ut |L∞(0,T ;H 3())
+ max
0 tT
‖ut − hut‖h + max
0 tT
‖ut − Phut‖h
 ‖Dt(u − U)0‖L2() + h|ut |L∞(0,T ;H 3()). (3.21)
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Similarly,
‖
M− 12
‖h‖uM−1 − PhuM−1‖h + ‖uM − PhuM‖hh|u|L∞(0,T ;H 3()).
This with (3.19)–(3.21) and (3.3) yields
max
1ML
‖(U − u)
M− 12
‖h max
1ML
‖
M− 12
‖h + max
1ML
‖
M− 12
‖h
 ‖(u − U) 1
2
‖h + ‖Dt(u − U)0‖L2()
+ h[|u|L∞(0,T ;H 3()) + |utt |L2(0,T ;H 3())]
+ h2[‖f ‖L∞(0,T ;L2()) + ‖ft‖L2(0,T ;L2())
+ ‖utt‖L∞(0,T ;L2()) + ‖uttt‖L2(0,T ;L2())] + 	2‖utttt‖L2(0,T ;L2()).
On the other hand, it is clear by Taylor’s formula for Banach spaces [1, p. 86] that
‖(uM−1 + uM)/2 − u(tM−1/2)‖h	2|utt |L∞(0,T ;H 2()),
hence the required result follows from the last two estimates directly. 
We know from the above theorem that the selection of initial functions U0 and U1 in VMh () will affect the
approximation error of the fully discrete (3.2) considerably. If the initial functions u0 and u1 are sufﬁciently smooth,
we may take
U0 = hu0, U1 = h(u0 + 	u1 + 	2/2utt (0)) (3.22)
with utt (0) being given by the ﬁrst equation of (1.1), i.e.,
utt (0) =
2∑
,=1
M(u0) + f (0). (3.23)
If the initial functions are selected by (3.22)–(3.23), we then have by Taylor’s formula for Hilbert spaces that
‖Dt(u − U)0‖L2()h3|ut |L∞(0,T ;H 3()) + h3	|utt |L∞(0,T ;H 3()) + 	2|uttt |L∞(0,T ;L2()),
‖(u − U) 1
2
‖hh(|u|L∞(0,T ;H 3()) + |utt |L∞(0,T ;H 3())) + 	3|uttt |L∞(0,T ;H 2()),
which in conjunction with Theorem 3.1 imply the following result.
Corollary 3.1. Let u be the solution of problem (1.1) or (2.1). Let {Un}Ln=0 be the solution of the fully discrete scheme
(3.2). Assume that f ∈ L∞(0, T ;L2()), ft ∈ L2(0, T ;L2()), u ∈ L∞(0, T ;H 3()), utt ∈ L∞(0, T ;H 3()),
uttt ∈ L∞(0, T ;H 2()) and utttt ∈ L2(0, T ;L2()). If the initial functions U0 and U1 are given by the formulations
(3.22)–(3.23), then
max
1ML
‖U
M− 12
− u(tM−1/2)‖hh[|u|L∞(0,T ;H 3()) + |utt |L∞(0,T ;H 3())] + h2[‖f ‖L∞(0,T ;L2())
+ ‖ft‖L2(0,T ;L2()) + |u|L∞(0,T ;H 3())
+ |utt |L∞(0,T ;H 3()) + ‖uttt‖L2(0,T ;L2())]
+ 	2[|utt |L∞(0,T ;H 2()) + |uttt |L∞(0,T ;H 2())
+ ‖utttt‖L2(0,T ;L2())].
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The disadvantage of the choice (3.22)–(3.23) is that we have to compute the fourth-order partial derivatives of the
function u0(x). The next method is introduced to overcome the difﬁculty. We choose U0 like in the semi-discrete
method (2.7), i.e., U0 = u0h = hu0 (or Phu0). By introducing an auxiliary function U−1 ∈ VMh () at the artiﬁcial
time step t−1, we determine the function U1 ∈ VMh () by
⎧⎪⎪⎨
⎪⎪⎩
U1 − U−1
2	
= hu1 = hut (0),(
U1 − 2U0 + U−1
	2
, v
)
+ ah
(
U1 + 2U0 + U−1
4
, v
)
= (f (0), v), ∀v ∈ VMh ().
(3.24)
Let
1(	) := 1	 [u(	) − u(0) − 	ut (0) − 	
2/2utt (0)],
2(	) := u(	) − u(0) − 	ut (0);
then an application of Taylor’s formula for Banach spaces yields the following result.
Lemma 3.2. Assume that the solution u of problem (1.1) satisﬁes that utt ∈ L∞(0, T ;H 2()) and uttt ∈ L∞(0, T ;
L2()). Then
‖1(	)‖L2()	2‖uttt‖L∞(0,T ;L2()), ‖2(	)‖h	2|utt |L∞(0,T ;H 2()).
Lemma 3.3. Let u be the solution of problem (1.1). Assume that f ∈ L∞(0, T ;L2()), u ∈ L∞(0, T ;H 3()),
utt ∈ L∞(0, T ;H 2())∩L2(0, T ;H 3()) and uttt ∈ L∞(0, T ;L2()). If the initial functions U0 and U1 are given
by (3.24), then
‖Dt(u − U)0‖L2()h|u|L∞(0,T ;H 3()) + h2(‖f ‖L∞(0,T ;L2()) + ‖utt‖L∞(0,T ;L2()))
+ 	2(|ut |L∞(0,T ;H 3()) + |utt |L∞(0,T ;H 2()) + ‖uttt‖L∞(0,T ;L2())) (3.25)
and
‖(u − U) 1
2
‖h	−1h3|u|L∞(0,T ;H 3()) + h|u|L∞(0,T ;H 3()) + h2(‖utt‖L∞(0,T ;L2()) + ‖f ‖L∞(0,T ;L2()))
+ 	2(‖uttt‖L∞(0,T ;L2()) + |utt |L∞(0,T ;H 2())). (3.26)
Proof. From the ﬁrst equation of (3.24) we know
U−1 = U1 − 2	hut (0)
which together with the second equation of (3.24) implies
(
2U1 − 2U0 − 2	hut (0)
	2
, v
)
+ ah
(
U1 + U0 − 	hut (0)
2
, v
)
= (f (0), v), ∀v ∈ VMh (). (3.27)
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Multiplying (3.27) by 	/2 and reorganizing terms and then using (1.1), we can write (3.27) as
((U1 − U0)/	, v) + 	
2
4
ah((U
1 − U0)/	, v) = 	
2
[(f (0), v) − ah(U0, v)] + (hut (0), v)
+ 	
2
4
ah(hut (0), v)
= (hut (0) − ut (0), v) − 	2ah(U
0 − u(0), v)
+ 	
2
4
ah(hut (0) − ut (0), v)
+ 	
2
[−(utt (0), v) − ah(u(0), v) + (f (0), v)]
+ (ut (0) + 	/2utt (0), v) + 	
2
4
ah(ut (0), v),
i.e.,
((Dt (u − U)0, v) + 	
2
4
ah((Dt (u − U)0, v) = (ut (0) − hut (0), v) − 	2ah(u(0) − U
0, v)
+ 	
2
4
ah(ut (0) − hut (0), v)
+ 	
2
[(utt (0), v) + ah(u(0), v) − (f (0), v)]
+ (1(	), v) + 	4ah(2(	), v). (3.28)
Let
Dt(u − U)0 = Dt(u − hu)0 + Dt(hu − U)0 =: w1 + w2. (3.29)
Then Eq. (3.28) becomes
(w2, v) + 	
2
4
ah(w2, v) = [−(w1, v) − 	/2 ah(u(0) − U0, v) − 	2/4 ah(w1, v)]
+ [(ut (0) − hut (0), v) + 	2/4 ah(ut (0) − hut (0), v)]
+ 	
2
[(utt (0), v) + ah(u(0), v) − (f (0), v)]
+ [(1(	), v) + 	/4 ah(2(	), v)]
=: III1 + III2 + III3 + III4. (3.30)
From (2.10) we have
‖Dt(u − hu)0‖L2() + h2‖Dt(u − hu)0‖hh3|ut |L∞(0,T ;H 3()). (3.31)
It follows from (2.10), (3.31), Lemma 3.2 and the Cauchy–Schwarz inequality that
|III1|‖w1‖L2()‖v‖L2() +
	
2
‖u(0) − U0‖h‖v‖h + 	
2
4
‖w1‖h‖v‖h
 h3|ut |L∞(0,T ;H 3())‖v‖L2() + (	2h|ut |L∞(0,T ;H 3()) + 	h|u|L∞(0,T ;H 3()))‖v‖h, (3.32)
|III2|‖ut (0) − hut (0)‖L2()‖v‖L2() + 	2‖ut (0) − hut (0)‖h‖v‖h
 h3|ut |L∞(0,T ;H 3())‖v‖L2() + 	2h|ut |L∞(0,T ;H 3())‖v‖h, (3.33)
|III4|‖1(	)‖L2()‖v‖L2() + 	‖2(	)‖h‖v‖h
 	2‖uttt‖L∞(0,T ;L2())‖v‖L2() + 	3|utt |L∞(0,T ;H 2())‖v‖h. (3.34)
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By means of the same technique for estimating the quantity I2 we get
|III3|	(h2‖utt (0)‖L2() + h2‖f (0)‖L2() + h|u(0)|H 3())‖v‖h. (3.35)
Now, letting v = w2 in (3.30), we have by the -inequality and the estimates (3.32)–(3.35) that
‖w2‖L2()h|u|L∞(0,T ;H 3()) + h2(‖f ‖L∞(0,T ;L2()) + ‖utt‖L∞(0,T ;L2())
+ |ut |L∞(0,T ;H 3())) + 	2(|ut |L∞(0,T ;H 3())
+ |utt |L∞(0,T ;H 2()) + ‖uttt‖L∞(0,T ;L2())). (3.36)
Using (3.29), (3.31), (3.36) and the Cauchy–Schwarz inequality yields (3.25).
For the proof of (3.26), we rewrite (3.27) as
4((u − U) 1
2
, v) + 	2ah((u − U) 1
2
, v) = 4(u0 − U0, v) + 2	(ut (0) − hut (0), v)
+ 	
3
2
ah(ut (0) − hut (0), v)
+ 	2[(utt (0), v) + ah(u(0), v) − (f (0), v)]
+
[
2	(1(	), v) + 	
2
2
ah(2(	), v)
]
. (3.37)
Let
(u − U) 1
2
= (u − hu) 1
2
+ (hu − U) 1
2
=: w3 + w4. (3.38)
Then (3.37) becomes
4(w4, v) + 	2ah(w4, v) = [−4(w3, v) − 	2ah(w3, v)] + [4(u0 − U0, v) + 2	(ut (0) − hut (0), v)
+ 	3/2 ah(ut (0) − hut (0), v)]
+ 	2[(utt (0), v) + ah(u(0), v) − (f (0), v)]
+ [2	(1(	), v) + 	2/2 ah(2(	), v)]. (3.39)
We have by (2.10) that
‖w3‖L2() + h2‖w3‖hh3|u|L∞(0,T ;H 3()), (3.40)
and argue as in the derivation of (3.36) to know from (3.39) that
	‖w4‖h‖u0 − U0‖L2() + ‖w3‖L2() + 	‖w3‖h + 	‖ut (0) − hut (0)‖h
+ 	(h2‖utt (0)‖L2() + h2‖f (0)‖L2() + h|u(0)|H 3())
+ 	(‖1(	)‖L2() + ‖2(	)‖h)
 h3|u|L∞(0,T ;H 3()) + 	h|ut |L∞(0,T ;H 3())
+ 	3(‖uttt‖L∞(0,T ;L2()) + |utt |L∞(0,T ;H 2()))
+ 	(h2‖utt‖L∞(0,T ;L2()) + h2‖f ‖L∞(0,T ;L2()) + h|u|L∞(0,T ;H 3())),
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i.e.,
‖w4‖h	−1h3|u|L∞(0,T ;H 3()) + h2‖utt‖L∞(0,T ;L2())
+ h2‖f ‖L∞(0,T ;L2()) + h|u|L∞(0,T ;H 3())
+ 	2(‖uttt‖L∞(0,T ;L2()) + |utt |L∞(0,T ;H 2())),
which with (3.38) and (3.40) gives (3.26). 
The following result is a direct consequence of Lemma 3.3 and Theorem 3.1.
Corollary 3.2. Let u be the solution of problem (1.1) or (2.1). Let {Un}Ln=0 be the solution of the fully discrete scheme
(3.2). Assume that f ∈ L∞(0, T ;L2()), ft ∈ L2(0, T ;L2()), u ∈ L∞(0, T ;H 3()), utt ∈ L∞(0, T ;H 3()),
uttt ∈ L∞(0, T ;L2()) and utttt ∈ L2(0, T ;L2()). If the initial functions U0 and U1 are given by (3.24), then
max
1ML
‖U
M− 12
− u(tM−1/2)‖h	−1h3|u|L∞(0,T ;H 3()) + h[|u|L∞(0,T ;H 3()) + |utt |L∞(0,T ;H 3())]
+ h2[‖f ‖L∞(0,T ;L2()) + ‖ft‖L2(0,T ;L2()) + |ut |L∞(0,T ;L2())
+ ‖utt‖L∞(0,T ;L2()) + ‖uttt‖L2(0,T ;L2())]
+ 	2[|ut |L∞(0,T ;H 2()) + |utt |L∞(0,T ;H 2())
+ ‖utttt‖L2(0,T ;L2())].
4. Numerical examples
We provide some numerical results to illustrate the computational performance of the fully discrete (3.2) for problem
(1.1) or (2.1). The related algorithm is implemented using MATLAB 6.5. It is easy to show that, in terms of the shape
basis functions of the Morley element space VMh (), the implicit (3.2) can be written in the form
(	−2M + 1/4K)Un+1 = b(Un−1,Un), (4.1)
where Un denotes the vector representation of the function Un ∈ VMh (), M is the mass matrix while K the stiffness
matrix, and the right-hand vector b(Un−1,Un) can be derived by (3.2) and some direct computation. In our numerical
examples, the linear system (4.1) is solved using the command PCG without any preconditioner, the tolerance being
10−7 and the maximum number of iterations being 1000.
The region  is taken to be a triangle with three vertices (0, 0), (1, 0) and (0, 1), respectively. With it we associate
the equal spaced triangulation as shown in Fig. 2.
We choose the Poisson ratio to be  = 0.3 and take
u0(x) = u1(x) = x21x22 (1 − x1 − x2)2,
f (x, t) = et [32(x1 + x2)2 + 8(1 − x1 − x2)2 − 32(x1 + x2)(1 − x1 − x2)].
In this case, the accurate solution of problem (1.1) is
u(x, t) = et x21x22 (1 − x1 − x2)2.
The problem is solved by (4.1) with two kinds of initial functions. One is described in terms of (3.22), the other is to
choose U0 = hu0 and U1 by (3.24). We will simply call them Method 1 and Method 2, respectively, in what follows.
We ﬁrst consider the validity of Theorem 3.1 and Corollaries 3.1 and 3.2 from computational viewpoint. It is
clear that
max
1ML
‖u(tM− 12 ) − hu(tM−
1
2 )‖h = O(h),
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Fig. 2. Triangulation of the triangular domain .
Table 1
Ei(h, 	) with different h and 	
h 16
1
12
1
24
1
36
1
48
	 110
1
20
1
30
1
40
1
50
E1(h, 	) 1.1596 1.2963 1.4298 1.5634 1.6008
E2(h, 	) 0.9262 1.1145 1.2321 1.2766 1.2849
so it sufﬁces to show
max
1ML
‖(UM + UM−1)/2 − hu(tM−
1
2 )‖h =
{O(	2 + h) for Method 1,
O(	−1h3 + 	2 + h) for Method 2.
Since 12 (U
M +UM−1)−hu(tM−
1
2 ) ∈ VMh (), we can compute ‖(UM +UM−1)/2−hu(tM−
1
2 )‖h by virtue of the
stiffness matrix K directly. Deﬁne
E1(h, 	) = F(h, 	)/(h + 	2), E2(h, 	) = F(h, 	)/(h + 	2 + 	−1h3)
with
F(h, 	) := max
1ML
‖(UM + UM−1)/2 − hu(tM−
1
2 )‖h.
The numerical results for Ei(h, 	) (i = 1, 2) with different h and 	 are shown in Table 1, with E1(h, 	) computed by
Method 1 and E2(h, 	) by Method 2, respectively.
We may ﬁnd from Table 1 that Ei(h, 	), i = 1, 2, are bounded above by an absolute constant for different choices of
h and 	 and thus coincide with the theoretical estimates in Theorem 3.1 and Corollaries 3.1 and 3.2. Moreover, Method
2 performs as well as Method 1. Since, unlike Method 1, Method 2 does not require the calculation of fourth-order
derivatives of the initial function u0(x), Method 2 is more suitable for actual computations than Method 1.
For simplicity of presentation, we choose the mesh sizes h and 	 such that h=	2, to examine the rates of convergence
of the two methods in the energy norm with respect to the mesh size h. The numerical results are given in Fig. 3 in the
log scale for Methods 1 and 2, which indicate that the two methods are both ﬁrst-order accurate in space. Due to the
relation h = 	2, these methods are second-order accurate in time naturally, in the case considered here.
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Fig. 3. Rates of convergence in space. Right: Method 1. Left: Method 2.
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Fig. 4. Histories for the response of the displacement.
At last, the problem is solved with the mesh sizes h= 148 and 	=0.1. Histories of the displacement u at the barycentric
point ( 13 ,
1
3 ) are plotted in Fig. 4 for Method 1, Method 2, and the accurate solution, which show that the two methods
have desired accuracy for solving problem (1.1).
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