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A new binary collision approach for the calculation of the sputtering yield of Si under nonreactive
ionic bombardment by Arþ is presented for the energy range from threshold to 200 eV. Unlike
conventional Monte Carlo approaches that use a classical calculation of the scattering angle from a
known potential, their approach employs quantum-mechanical methods to compute the scattering
angle. Comparison of the energy and angular dependence of sputtering yields computed using their
new quantum-based method with experimental data and with transport of ions in matter (TRIM)
and molecular dynamics (MD) calculations supports the accuracy and usefulness of their approach.
It is shown that their new approach leads to results of an accuracy intermediate between that of the
TRIM and MD methods. The authors expect the new approach to be useful in plasma processing
applications. Published by the AVS. https://doi.org/10.1116/1.5027387
I. INTRODUCTION
Argon is often used as an auxiliary gas in plasma process-
ing to provide an anisotropic etch of thin films in a plasma of
fluorocarbonates (for instance, CF4 and CF3I),
1,2 to clean
film surfaces in oxygen plasma3 or to perform atomic layer
etching in combination with chlorine.4 These films may con-
sist of pure silicon, its oxide5 or, for example, of porous
organosilicate glasses based on silicon oxide matrices with
methyl groups surrounding nanopores.6
Incident Ar atoms sputter Si films and break bonds dur-
ing the interaction. Some empirical formulas for processes
such as sputtering yield, reflection probabilities, and for
angular and energy distribution functions of ejected atoms
from films are often used to model sputtering arising dur-
ing the etching process.7 Unfortunately, experimental data
are sparse8–11 and molecular dynamics (MD) calcula-
tions12–16 are used to complement the shortage of required
data. However, even for today’s computers, the MD
method is still time consuming when used to model practi-
cal etching situations and faster and more robust proce-
dures are required.
The Monte Carlo (MC) method is a good candidate for
this role, but the existing codes such as transport of ions
in matter (TRIM) (Refs. 17–19) work best for incident
atom energies exceeding a few hundred electron-volt and
the predicted angular dependence of the sputtering yield
differs significantly from the experimental one.20 The
semiconductor society needs a 3D code to operate at
energies in the energy interval of 0–200 eV and to be
faster than or comparable with the 1D TRIM.
The goal of this paper is to present a binary collisional
approach based on quantum-mechanically computed cross
sections (BCA-QM) that is capable of predicting the sput-
tering yield and its angular dependence in good agreement
with experimental or MD results at low energies of inci-
dent argon atoms. Unlike conventional MC approaches,
based on classical mechanical calculations of the scattering
angle, our model uses elastic atom-atom quantum-mechan-
ical differential cross sections (QM-DCS) to compute the
scattering angle after a collision. Our approach works in
the same manner with both, repulsive and attractive inter-
atomic potentials.
We chose the argon-silicon system because it is the most
widely studied both experimentally and computationally by
the MC and MD methods, the studies having extended over
the last 30 years. The energy and angular dependence of sili-
con sputtering yields are calculated and compared with data
available from the literature.
This paper is organized as follows: in Sec. II, we present
empirical and ab initio interatomic potentials, the corre-
sponding elastic QM-DCS’s and integral cross sections
(QM-ICS) and the details of the Monte Carlo algorithm
used. In Sec. III, we use the computed QM-DCS’s and QM-
ICS’s to calculate the sputtering yields and their angular
dependence for silicon films under low energy argon atom
bombardment and, where possible, compare the results
obtained with experimental data, TRIM and MD calcula-
tions. Finally, Sec. IV gives an overview of our results.a)Electronic mail: a_palov@mail.ru
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II. PHYSICAL MODEL
A. General items
From the general view point, the interaction of an ion or
atom with the surface of a nano-object should be treated
quantum mechanically to describe properly the wave nature
of the incident particle, the breaking of bonds in the object,
the excitation of different vibrational modes, and so on. In
this case, one needs to use the time-dependent n-body
Schr€odinger equation. Such software packages do exist, for
instance, the multi configuration time dependent hartree
(MCTDH) code of Mayer et al.,21 but are impractical for the
field of sputtering because even for eight particles we
already need 18 variables.
The task looks easier if we describe the heavy particle
movements classically, but use quantum-mechanical calcula-
tions to solve the electronic problem which gives rise to the n-
body potential governing the heavy particle or nuclear motion.
This may be done for example, by using density functional
theory (DFT) as implemented, for instance, in the Vienna Ab
initio simulation package code, to generate the forces acting
on the nuclei at every time step of a classical dynamics simula-
tion. Such an approach is possible only for systems containing
at most a few hundred particles and is used for understanding
possible chemical reactions on surfaces.
The task can be simplified if, instead of performing the
arduous DFT calculations at each time step of a classical
dynamical calculation, we instead use an analytic model
potential to determine the forces acting during the classical
trajectories. This approach is referred to as the MD method.
This method is capable of application to systems of up to a
few hundred thousand particles and is widely used in physics
applications. The MD n-body potentials are not for reliable
atom-atom separations of less than the equilibrium separa-
tions and cannot be applied for the modeling of high energy
collisions.22
At high energies, something above around 1 keV, atomic
trajectories can be considered to be straight lines between
collisions which can be described by a binary (two-body)
potential to determine the scattering angle and the atomic
mean free path (MFP) in a solid. This BCA can be used with
a system containing up to several million particles.
At present, there are also hybrid methods combining
BCA with MD to describe the bombardment of solids with
high energy atoms. The BCA method is used for high colli-
sion energies and the method switches to using the MD
approach at some predefined lower collision energy. The
number of atoms that may be treated using the MD method
is limited to on the order of a hundred thousand particles.23
Solving any practical plasma processing task, for instance,
sputtering of a 12 nm trench in a solid 200 nm film needs at
least around 5  106 atoms in the computing domain, and
thus it is difficult to find an alternative to the BCA method
for such an application. As a result, this method has been
intensively used at ion energies far below 1 keV, which is
the limit of where it may be considered to be reliable. It will
be shown below that the sputtering yield calculated with
BCA gives acceptable results for normal incidence even for
energies from the threshold to 200 eV. However, its angular
dependence is very far from the MD results. The basic ques-
tion is: is there a way to improve the BCA method so as to
obtain angular dependencies closer to MD results? To
address this question, we outline the traditional BCA method
using classical mechanics. We will denote this approach as
the BCA-C method.
First, the impact parameter Ro (the distance of closest
approach of two collision partners in the absence of any
potential, see Ref. 33) is obtained using a random number
generator, after that the angle of scattering in the center-of-
mass reference frame is calculated from classic formulas for
a known interatomic potential. Following this the angle of
scattering relative to the direction of the traveling particle is
calculated, and the direction of particle movement in the lab-
oratory system is obtained. Energy loss after a collision is
calculated and a mean free path is determined, a total scatter-
ing cross section which is estimated using the average inter-
atomic distance in a solid. Note, normally in the BCA-C
method, scattering by angles less than 0.5–1 are neglected
because this would require a great increase in the impact
parameters used in the calculation. In addition, Eckstein24
has shown that the classical approach for the small angle
scattering is insufficiently accurate.
In contrast to classical mechanics, quantum mechanics
has no difficulty in computing small angle scattering. For a
realistic atom-atom potential, which has no arbitrary cut-off
at large separations, classical mechanics predicts an infinite
total cross section, while quantum mechanics gives rise to a
finite cross section. Therefore, in order to overcome these
problems, which arise when using classical mechanics, we
propose to use quantum mechanics (QM) to compute the
angle dependent differential cross sections and the total or
integral cross sections. We denote this binary collision
approach quantum mechanical method as BCA-QM. The
first two introductory chapters of our book “Theory of
Molecular Collisions”33 contain definitions of the standard
quantities such as “impact parameter” and “differential cross
section” used in this paper.
B. Interatomic potentials
The most frequently used Ar-Si interatomic potential in
conventional MC models is the empirical one of Moliere.25 In
order to test the dependence of our BCA-QM model on differ-
ent interatomic potentials of the Ar-Si pair we considered that
of Moliere and an analytic fit to the DFT potential by Hossain
et al.26 In addition to this comparison, we have also added a
more accurate ab initio binary potential that we have calcu-
lated ourselves. The analytic form of these three potentials
can be presented in the Ziegler-Biersack-Littmark (ZBL) type
Vij rð Þ ¼ ZiZj
r
Xn
k¼1
ak exp bk
r
a
 
; (1)
where r and a ¼ 0:4683ðZc1 þ Zc2Þc3 are given in A˚, the
potential VijðrÞ is given in eV, and dimensionless coeffi-
cients a, b, and c are given in Table I.
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Our atom-atom or pure binary potential was calculated
with help of MOLPRO package (version 2012.1)27,28 for the
ground electronic state of the ArSi(3R) molecule. To
achieve high accuracy, we used the largest available atomic
orbital basis (AV6Z) and a restricted Hartree–Fock calcula-
tion followed by a complete active space (CAS) self-consis-
tent field method computation at each interatomic
separation. These results are labeled as CAS in Table I and
in the rest of the paper.
The most popular and simple three-body interatomic
potential for Si in MD calculations is the one of the Stillinger-
Weber’s (SW)29 type. We decided to use its binary part con-
sidering the attraction between Si atoms with coefficients
obtained from Hartree-Fock calculations30 (see Table II)
Vij rð Þ ¼ Aij Bijr
pij
ij  rqijij
 
exp rij aijð Þ1
h i
; rij < aij
0; rij  aij;
(
(2)
where aij is a cut-off radius. The potential VijðrÞ is given in
Hartree, the radii rij is the interatomic distance between i-th
and j-th atoms. Both the rij and the aij radii are given in
Angstrom divided by 2.0951 A˚, so they are dimensionless.
The symbols “i, j” indicate index numbers of the particular
Si atoms being considered.
Figure 1 shows three Ar-Si and one Si-Si interatomic
potentials used in our MC modeling of sputtering of Si films
bombarded by low-energy Ar neutral atoms. The Si-Si
potential can be seen to possess an attractive part while all
Ar-Si potentials are purely repulsive.
C. Differential and integral cross sections
In classical mechanics the polar angle of scattering in
center-of-mass coordinates can be calculated using the
formula31–33
h E; bð Þ ¼ p 2b
ð1
ro
dr
r2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 b
2
r2
 V rð Þ=E
r ; (3)
where h E; bð Þ is the deflection angle, E is the relative kinetic
energy, V(r) is the potential, and b is the impact parameter.
Figure 2 presents such deflection angles calculated for
E¼ 10 eV for both a repulsive ArSi CAS and the partly
attractive SiSi SW potentials. In the case of ArSi, the deflec-
tion angle remains within the range of 0–180. For the SiSi
pair, the potential possesses an attractive part and the deflec-
tion angle takes on negative values as well. The presence of
negative values of the deflection angle necessitates using the
slow Gauss-Mehler integration procedure instead of the
faster “Magic” one17 in conventional Monte Carlo
programs.34,35
The classic DCS (C-DCS) must be calculated as27
dr
dX
¼
X
i
bi
sinh
dh
db
 
i


; (4)
where the summation is taken over all values of b which
contribute to scattering into the angle 6h.
Figures 3(a) and 3(b) show computed C-DCS’s for ArSi
CAS and SiSi SW potentials as smooth lines. A basic prob-
lem of the classical approach is that the C-DCS always
diverges for forward scattering because sinh tends to zero as
h decreases to zero. If the potential has an attractive portion
the C-DCS diverges also at the point of the minimum of the
deflection angle around hy ¼ 50 in the present case for Si-
Si. This happens because dh=db ¼ 0 in the denominator of
Eq. (4). The computed QM-DCS’s are shown as oscillating
lines in Fig. 3. The computed QM-DCS’s do not possess any
singularities. Owing to the singularities present in the com-
puted C-DCS’s, they cannot be used for scattering at around
0 or for potentials with an attractive part.
If the C-DCS is used, increasing the impact parameter b
will lead to unconstrained growth of the C-DCS in the
TABLE I. Parameters for the interatomic potentials of ZBL type for Ar-Si
atomic pair [see Eq. (1)].
a1 a2 a3 b1 b2 b3 c1 c2 c3
Moliere 0.35 0.55 0.1 0.3 1.2 6.0 0.5 0.5 0.667
DFT 0.196 1.368 4.513 0.257 2.322 2.446 0.22 0.22 1.0
CAS 3.932 2.38 10.037 5.566 4.805 26.68 0.22 0.22 1.0
TABLE II. Parameters for the interatomic potential of SW type for Si-Si
atomic pair (Ref. 26) [see Eq. (2)].
Si-Si
ASiSi 7.049556277
BSiSi 0.6022245584
pSiSi 4
qSiSi 0
aSiSi 1.8
FIG. 1. (Color online) Interatomic potentials as a function of the interatomic
distance.
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vicinity of h ¼ 0 and as a consequence to an overestimation
of the scattering probability in the range of small angles.
The classical ICS (C-ICS) for a potential of finite range
converges because for impact parameters greater than the
range of the potential there will be no scattering or deflec-
tion. In such cases, the C-ICS will be given by pq2, where q
is the range of the potential. This range parameter is nor-
mally quite arbitrary, and the C-ICS will be entirely depen-
dent on its choice. Because of these problems, the majority
of Monte Carlo approaches are based on the mean free path
taken as the average interatomic distance in a solid or as a
semiempirical parameter.36 In contrast, the computed QM-
ICS is finite even for potentials of infinite range, such as
Lennard–Jones or ZBL potentials.
Our idea is to apply quantum mechanics to calculate the
DCS’s because they do not diverge for any real interatomic
potential. An additional advantage is that we obtain the QM-
ICS and need not use any semiempirical parameters to define
them. Below we outline briefly some formulas needed to
compute the QM-DCS and QM-ICS for atom-atom colli-
sions, for the computation of the relevant scattering angles
after collisions and for the calculation of the MFP of an
atom in a solid.
The basic quantity required for the calculation of a QM-
DCS or QM-ICS is the scattering phase shift.29,37 We
applied the Jeffreys-Wentzel-Kramers-Brillouin (JWKB)
approximation to compute the scattering phase shift, dl(E).
These phase shifts were calculated using the Langer correc-
tion38 to the centrifugal part of the effective potential
dJWKBl Eð Þ ¼
ðrmax
r2
2lABE 2lABV rð Þ
lþ 1=2ð Þ2
r2
 	1=2
dr

ðrmax
r1
2lABE
lþ 1=2ð Þ2
r2
 	1=2
dr; ð5Þ
where lAB is the reduced mass of molecule consisting of
atoms A and B, rmax is the maximal interatomic separation
[beyond which V(r) is taken to be zero], r1 and r2 are the
classical turning points for the centrifugal and effective
potentials, respectively.
When the scattering phase shifts are known, the QM-DCS
in the center-of-mass reference frame for nonidentical par-
ticles such as Ar-Si is given by
drCM
dX
E; hð Þ ¼ 1
k2
X1
l¼0
2lþ 1ð Þeidl Eð Þ sin dlPl coshð Þ


2
; (6)
where dX ¼ sin hdhd/ is the solid angle, Pl(cosh) is the l-th
Legendre polynomial, h is the center-of-mass scattering
angle, u is the azimuthal angle, and k ¼ 2lABE=h2

 1=2
is
the wave vector of the relative motion. For identical
FIG. 2. (Color online) Deflection angle for ArSi (calculated using the CAS
potential and shown by solid line) and SiSi (calculated using the SW poten-
tial and shown by dashed line) potentials calculated at the relative kinetic
energy of 10 eV. The deflection angle is a quantity defined in the classical
mechanics of atom-atom scattering. See Chap. 1 of Ref. 33.
FIG. 3. (Color online) C-DCS and QM-DCS for Ar-Si (a) and Si-Si (b) pairs in the center-of-mass reference frame calculated at relative kinetic energy of
10 eV. For Ar-Si the CAS and for Si-Si the SW potentials were used. See Chaps. 1 and 2 of Ref. 33 for discussion of classical and quantum mechanical cross
sections (C-DCS and QM-DCS).
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particles, in our case, it is a Si-Si pair, and the QM-DCS is
given by
drCM
dX
E;hð Þ ¼ 2
k2
X1
l¼0;2;4::
2lþ 1ð Þeidl Eð Þ sindl Eð ÞPl coshð Þ


2
:
(7)
The QM-DCS for Ar-Si and Si-Si atomic pairs are pre-
sented as red lines in Figs. 3(a) and 3(b), respectively. The
main properties of the two QM-DCS’s are that they do not
diverge anywhere, have sharp, but finite, maximums at zero
angles. The Ar-Si QM-DCS decreases sharply as the angle
increases, possessing almost negligible values at large
angles. In the case of the identical atoms, in our case, the Si-
Si pair [see Fig. 3(b)], the QM-DCS, is symmetric about h
¼ 90. In this case, the QM-DCS becomes negligible in the
vicinity of 90. The QM-ICS is obtained by integrating Eqs.
(6) and (7) over all polar and azimuthal angles. Thus, we get
for nonidentical and identical particles, respectively,29,33
rAB Eð Þ ¼ 4p
k2
X1
l¼0
2lþ 1ð Þ sin2dl Eð Þ; (8)
rAA Eð Þ ¼ 8p
k2
X1
l¼0;2;4::
2lþ 1ð Þ sin2dl Eð Þ: (9)
Figure 4 shows the QM-ICS’s for atomic pairs involved
in sputtering Si films by Ar atom. The Ar-Si potentials are
all purely repulsive, and consequently, the QM-ICS’s all
decrease quite smoothly with increasing collision energy.
This is particularly true at higher collision energies. As men-
tioned earlier, Si-Si has an attractive part. As a result, the
QM-ICS displays some pronounced oscillations, known as
Glory oscillations. The QM-ICS arising from the use of the
DFT potential of Hossain22 is 25% greater than Moliere’s
ones, while our CAS potential yields an QM-ICS of some
average magnitude to the two others. The ICS is obtained by
integrating the DCS over all angles. For a realistic interac-
tion potential, which continues out to infinite separation and
has no artificial cut-off, the C-DCS becomes infinite at small
scattering angles [see Fig. 3(a)]. This results in an infinite C-
ICS which cannot therefore be used. In the case of the SW
potential [used for Si-Si in Fig. 3(b)], the potential has an
artificial cut-off at some large internuclear separations. This
arbitrary cut-off radius determines the magnitude of the C-
ICS in this case. Note that the QM-ICS for a hard sphere
model is independent of collision energy and is twice as
large as that of the C-ICS for the same hard sphere model.33
During Monte Carlo modeling, the polar angle hX after
every collision was calculated from the transcendent
equation
nrAB Eð Þ ¼ 2p
ðhX
0
drCM Eð Þ
dX
sin hdh; (10)
where n is a random number between 0 and 1.
The azimuthal angle was uniformly distributed in the
range of 0–2p. The right hand side of Eq. (10) is computed
for a range of the two parameters E and hX, tabulated, and
used in a MC program to extract the polar angle for a given
random number. In comparison to the conventional classic
impact parameter approach, there is no need to compute a
deflection angle, or in other words, there is no need to com-
pute the collision integral, and this greatly accelerates the
modeling.
The MFP of the A atom in a solid with concentration of B
atoms nB was defined using the following “gaseous”
formula:
‘1AB Eð Þ ¼ nBrAB Eð Þ: (11)
In case of a solid consisting of a few different kinds of atoms
the inverse MFP should be calculated as
‘1A Eð Þ ¼ ‘1AB þ ‘1AC þ :::: (12)
Finally, during Monte Carlo modeling, the MFP was
extracted from
‘ Eð Þ ¼ ‘A Eð Þ ln n: (13)
D. Monte Carlo algorithm
The MC algorithm used can be described as the follows:
the MFP of an incident atom in a film is calculated from Eq.
(13). Then, a recoil atom is chosen for a collision, and the
scattering angle in the center-of-mass reference frame is
taken for this atomic pair from the table obtained with Eq.
(10). The energy transfer and directions of movement for
both atoms after the collision are calculated from the energy
and momentum conservation laws.
Some elements of solids are nevertheless used in our gas-
eous model such as the surface binding energy ESBE and the
lattice binding energy ELBE. It has been suggested that they
FIG. 4. (Color online) Dependence of the QM-ICS on the relative kinetic
energy for Si-Si and Ar-Si atomic pairs.
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are related by equation ELBE ¼ 2ESBE, and for the near-
surface layer, the following model formula is used:39
Eextr ¼
ESBE; z ¼ 0
ESBE þ ELBE  ESBEð Þ z
d
; 0 < z < d
ELBE; z  d;
8><
>: (14)
where Eextr is the energy needed to extract an atom from a
solid, z is the atomic position relatively to the surface of the
solid, and d  1 nm is twice the value of the lattice constant.
If the energy transferred to a recoiling atom is higher than
Eextr, a secondary atom is generated. If the energy of the pri-
mary atom is then less than Eextr, we treat it as being trapped.
In practice, one needs a 3D code which is able to describe
sputtering of materials with arbitrary shape and porosity. To
make this possible, we have implemented the physical model
mentioned earlier within a MC algorithm based on Cartesian
coordinates in 3D with a cubic cell size of 0.272
 0.272 0.272 nm3 and applied it in this paper just to a flat
solid film. Our 3D map generator was applied to generate
such a grid.6 The area of calculation included a film with a
depth of z¼ 180 nm and surface S¼ x  y of x¼ 24 nm and
y¼ 24 nm with periodic boundary conditions in x and y
directions. At present, the code has an upper energy limit of
200 eV because of the need to use large arrays arising from
the implementation of Eq. (10).
Figure 5 presents an example of sputtering of 12 nm
trenches in solid and porous silicon films under 200 eV argon
bombardment with dose of 2.1 1017 cm2 calculated by
our 3D MC code. The pore size radius of 2.4 nm and inter-
connectivity radius of 2.1 nm were implemented in porous
silicon film with the porosity of 40% typical for modern
films.
III. RESULTS AND DISCUSSION
There are only a few published experimental8–12,36,37 or
MD (Ref. 13) investigations of the sputtering of silicon
under argon ion bombardment in the range of low energies
(20–200 eV). Only two of them36,37 quote the fluencies of
argon ions of 1016 and 1018 cm1. We have chosen a fluence
of 5.21 1016 cm1 that means 3 105 argon trajectories
impinging on the surface of 576 nm2.
Figure 6 shows the calculated dependence of silicon sput-
tering yield on the energy of Ar ions incident normally onto
a silicon film surface for three different Ar-Si potentials. The
calculated sputtering yields are all very similar. At lower
energies, the sputtering yields are almost identical, while at
an incident energy of 200 eV, the calculated sputtering yields
are still within 10% of each other. The main conclusion from
the results of Figs. 4 and 6 is that the difference in the QM-
ICS’s of around 25% found for the Moliere and DFT-
Hassein potentials does not lead to a noticeable change in
the calculated sputtering yield.
Figure 7 shows a comparison of the calculated energy
dependence of the sputtering yield from amorphous silicon
after argon irradiation pointed normally to the surface with
experimental data, TRIM and MD calculations. The TRIM
calculations were also performed by us using standard
parameters. As may be seen, the calculated value of the sili-
con sputtering yield based on our BCA-QM method (shown
in green by dotted-dashed line) is in a reasonable agreement
with the latest experimental data (dotted blue line), the
TRIM curve given in red and the MD calculations (open
circles) are also close to our new results and to the latest
experimental results. The older experimental data show large
divergences from each other. Probably, more precise experi-
ments are required to obtain a large set of self-consistent
data from different authors in the range of low energies of
incident argon atoms. The BCA methods are generally
FIG. 5. (Color online) 3D images of 12 nm trenches sputtered by 200 eV
argon ions in silicon films with porosities of 0% (a) and 40% (b) with a dose
of 2.1 1017 cm2. The calculations were performed using our 3D-MC
code together with the BCA-QM method.
FIG. 6. (Color online) Dependence of silicon sputtering yield on the energy
of argon ions incident normally onto a silicon surface, calculated using three
different Ar-Si potentials with BCA-QM.
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expected to be less reliable at energies below 1 keV where it
is thought that MD methods must be used. Our results how-
ever demonstrate a good agreement between the BCA-QM
method and the MD calculations all the way down to below
100 eV. Note, the difference between all calculated curves
does not exceed 20%.
The sputtering yield calculated using our BCA-QM is
shown (solid line) in Fig. 8 as a function of the angle of inci-
dence relative to the normal. It was only possible to compare
our results with MD and TRIM calculations because of the
lack of experimental data. For argon energies below 200 eV,
we found just one such MD result obtained at 100 eV.
As may be seen from the figure, the MD curve, shown by
the dotted-dashed line, predicts the highest yield and has a
maximum at 65 while the results of the TRIM calculations
give the lowest sputtering yield, represented by the dashed
curve, with a maximum located at 74. Our BCA-QM curve
shown as a solid line is placed between these two curves and
has a maximum at 69. Both binary theories show the same
behavior at large angles, i.e., they decline gradually in con-
trary to the curve of the MD method which decreases very
steeply with increasing angle. The MD method considers
three body interactions and is the most accurate method at
present. Our binary model leads to results closer to the MD
results than the TRIM method, and thus, we can conclude
the BCA-QM is of intermediate accuracy between MD and
classic MC calculations based on the conventional impact
parameter method.
Using the BCA-QM, we have calculated the angular
dependence of the sputtering yield for a set of energies from
50 to 200 eV which are of importance for plasma processing
applications. Also, we have also performed this calculation
using the TRIM code for energies 50 and 200 eV. The results
of these calculations are presented in Fig. 9.
From the figure, one can see that the sputtering yield cal-
culated with the BCA-QM at an argon energy of 200 eV has
a maximum at 65.35 The same maximal location was
obtained using the MD calculations at 100 eV (see Fig. 8)
and 250 eV. At lower energies, the calculated maxima of our
curves move toward the maximum calculated by TRIM at
50 eV. The absolute values of sputtering yield calculated by
our BCA-QM and by the TRIM method are closer at 200 eV
and become more different at 50 eV. This can be explained
by the known fact that the TRIM method works better for
high energies.
The angular distributions of ejected Si and Ar atoms from
the silicon surface calculated at h ¼ 30 and h ¼ 80 incident
FIG. 7. (Color online) Dependence of silicon sputtering yield on the energy
of Ar atoms for the case of normal incidence to the Si surface. Experimental
data  (Ref. 8),  (Ref. 9),  (Ref. 11), dashed blue line (Ref. 12),
(Ref. 40), (Ref. 41), and MD calculations  (Ref. 13).
FIG. 8. (Color online) Dependence of the silicon sputtering yield on the
angle of incidence to the surface normal at an argon energy of 100 eV in
comparison to MD (Ref. 42) and TRIM calculations.
FIG. 9. (Color online) Dependence of silicon sputtering yield on the angle of
incidence with the normal to the surface of argon ions at energies from 50 to
200 eV.
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angles and at argon ion incident energies of 50 and 200 eV
are shown in Figs. 10(a) and 10(b), respectively.
Comparison of the figures shows that the positions of the Si
angular distribution peak, located at around 55, is almost
independent of the incident ion energy. The positions of the
peaks of the angular distribution of ejected Ar atoms move
toward higher angles (i.e., from 55 toward 80) with the
increase in the angle of incidence of Ar ions. This can be
explained by the fact that at low energy and at grazing
angles, the Ar atoms do not penetrate deeply into the silicon
lattice and are preferentially reflected. The diffuse character
of the distribution may be caused by the roughness of the
surface and multiple scattering nature of the Ar atom scatter-
ing. A similar behavior of the sputtering yield and reflection
probability is found for 200 eV argon ions. The only differ-
ence is that the silicon angular distribution peaks are shifted
by around 5 toward smaller angles. Thus, for the modeling
of Ar atoms reflection from a silicon surface at glazing
angles of incidence, one can use the approximate rule that
the incident and reflection angles are equal even for low
energy particles.
The energy distributions of ejected Si and Ar atoms cal-
culated for incident angles of h ¼ 30 and h ¼ 80 to the
normal for Ar ion energies of 50 and 200 eV are shown in
Figs. 11(a) and 11(b), respectively. The energy distributions
of the Si sputtered atoms always have peaks at low energies
of around 5–10 eV because of the existence of a potential
plane barrier at the surface. The main effect of increasing the
incident energy from 50 to 200 eV is just to increase the
magnitude of the silicon energy distribution function.
Increasing the Ar ion incident energy from 50 to 200 eV
leads to the growth of the sputtering yield. In contrast to the
Si atom distribution, the energy distribution of the reflected
Ar atoms depends sensitively on the incident angle. For an
incident angle of 80, an additional energy peak appears
close to the initial energy of the argon ions because, in com-
parison to scattering at an incident angle of 30, the argon
ions have fewer collisions with silicon atoms at grazing
angles before leaving the solid.
IV. SUMMARYAND CONCLUSIONS
In this paper, we suggest that quantum-mechanical DCS
for atom-atom collision should be used to describe atom-
atom scattering. This permits a more accurate description of
small and large angular scattering in comparison with the
classical-mechanical calculations and the computation of the
MFP without using semiempirical parameters.
The calculated quantum-mechanical cross sections are
tested within an MC framework through the modeling of the
sputtering of silicon films under bombardment by low-
energy argon ions. The energy and angular dependencies of
the sputtering yield obtained agree reasonably with the latest
experimental data, and also with TRIM and MD calcula-
tions. The angular dependence of the sputtering yield for
low-energy argon ions are presented for the first time for a
range of incident energies. These quantities have previously
only been available for a single energy, namely, 100 eV.
Comparison of our angular dependence with TRIM and MD
calculations leads to the conclusion that our new BCA-QM
method leads to results of accuracy intermediate between
these two methods. The BCA-QM is clearly less reliable
than the MD method because it does not consider n-body
interactions, which are really important for low energy sput-
tering calculations. The advantage of the BCA-QM method
being that it is computationally far faster. Comparison of our
BCA-QM results shown in Figs. 7 and 8, as compared with
the TRIM and MD results, shows that the improved treat-
ment of the angular scattering seems to make our calcula-
tions more reliable at low collision energies and leads to an
improved agreement with the superior MD calculations.
The physical model we have developed has been imple-
mented in 3D and is capable of describing sputtering from
nanostructures with arbitrary geometry. Our 3D code has the
same speed performance as the 1D TRIM method, and we
FIG. 10. (Color online) Angular distribution of ejected Si and Ar atoms from the Si surface for two Ar ion energies 50 eV (a) and 200 eV (b) and the angle of
incidence to the normal to the Si surface equal to 30 and 80, calculated with BCA-QM.
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expect it to be capable of efficiently solving real 3D prob-
lems in plasma processing.
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