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Abstract
LetM be a von Neumann algebra acting on a Hilbert space H , and let {Θs}s∈S
be a semigroup of contractive, normal and completely positive maps (henceforth:
CP maps) on M over a unital and abelian semigroup S, that is:
Θs+t = Θs ◦Θt,
for all s, t ∈ S, and Θ0 = id.
A quadruple (K,u,R, {αs}s∈S) consisting of a Hilbert space K, an isometric
embedding u : H → K, a von Neumann algebra R (of operators acting on K)
and a semigroup of normal ∗-endomorphisms {αs}s∈S is called a ∗-endomorphic
dilation of {Θs}s∈S (or an E-dilation, for short) if M = u∗Ru and if for all
T ∈ R, s ∈ S the following equation holds:
Θs(u
∗Tu) = u∗αs(T )u.
The purpose of this thesis is to develop dilation theory of semigroups of CP
maps. The central results of this thesis are
1. When S = R2+ and Θs,t = φs ◦ ψt, where {φt}t≥0 and {ψt}t≥0 are two
strongly commuting semigroups of unit preserving CP maps, an E-dilation
exists.
2. When S = R2+, M = B(H) and Θs,t = φs ◦ ψt, where {φt}t≥0 and
{ψt}t≥0 are two strongly commuting semigroups of (not necessarily unit
preserving) CP maps, and E-dilation exists.
3. For general S we formulate some necessary and sufficient conditions for
the existence of a (minimal) dilation.
Moreover, we show that in general, when S = Nk, an E-dilation does not nec-
essarily exist (thereby settling an open problem raised by Bhat in 1998).
The main tools used to prove the above results are product systems, subprod-
uct systems, and their representations. With every semigroup of CP maps we
associate a subproduct system and a representation from which the semigroup
can be reconstructed. This association reduces the problem of constructing an
E-dilation to a semigroup of CP maps to the problem of constructing an iso-
metric dilation to a subproduct system representation. Regarding the latter
problem, we obtain the following results:
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1. When S = D2+, then every completely contractive product system repre-
sentation has an isometric dilation.
2. When S ⊆ Rk+ is sufficiently “nice” (e.g., Rk+ or Nk), then every fully coiso-
metric product system representation has a fully coisometric and isometric
dilation.
3. When S ⊆ Rk+ is commensurable (e.g. Qk+ or Nk), then under suitable
assumptions a product system representation has an isometric dilation.
The latter two results are proved by a novel construction that allows to reduce
these problems to analogous, well-studied problems in classical dilation theory.
The application of subproduct systems to the solution of the above problems
have led us to study subproduct systems in their own. Special attention is given
to subproduct systems over the semigroup N, which are used as a framework
for studying tuples of operators satisfying homogeneous polynomial relations,
and the operator algebras they generate. As applications we obtain a noncom-
mutative (projective) Nullstellansatz, a model for tuples of operators subject
to homogeneous polynomial relations, a complete description of all representa-
tions of Matsumoto’s subshift C∗-algebra when the subshift is of finite type,
and a classification of certain operator algebras – including an interesting non-
selfadjoint generalization of the noncommutative tori.
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Introduction
Motivation: dilation theory of CP-semigroups
Let H be a separable Hilbert space, and let M ⊆ B(H) be a von Neumann
algebra. A CP map on M is a contractive, normal and completely positive
map. A CP-semigroup on M is a family Θ = {Θt}t≥0 of CP maps on M
satisfying the semigroup property
Θs+t(a) = Θs(Θt(a)) , s, t ≥ 0, a ∈ M,
Θ0(a) = a , a ∈ B(H),
and the continuity condition
lim
t→t0
〈Θt(a)h, g〉 = 〈Θt0(a)h, g〉 , a ∈ M, h, g ∈ H. (0.0.1)
A CP-semigroup is called an E-semigroup if each of its elements is a ∗-endomorphism.
Let Θ be a CP-semigroup acting onM, and let α be an E-semigroup acting
on R, where R is a von Neumann subalgebra of B(K) and K ⊇ H . Denote the
orthogonal projection of K onto H by PH . We say that α is an E-dilation of Θ
if for all t ≥ 0 and B ∈ R
Θt(PHBPH) = PHαt(B)PH . (0.0.2)
In the mid 1990’s Bhat (building on earlier works with Parthasarathy) proved
the following result, known today as “Bhat’s Theorem” (see [10] for a discussion
of the case where M = B(H) and the CP maps are unit preserving, and also
the works by SeLegue [49], Bhat-Skeide [15], Muhly-Solel [36], and Arveson [7]
for different proofs and for the general case):
Theorem 0.0.1 (Bhat). Every CP-semigroup has a unique minimal E-dilation.
Naturally, there is also a version of the above theorem with R+ replaced
with N. In [11], Bhat showed that given a pair of commuting CP maps Θ and
Φ on B(H), there is a Hilbert space K ⊇ H and a pair of commuting normal
∗-endomorphisms α and β acting on B(K) such that
Θm ◦Φn(PHBPH) = PHαm ◦ βn(B)PH , B ∈ B(K)
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for all m,n ∈ N. Later on Solel, using a different method (product systems and
their representations), proved this result for commuting CP maps on arbitrary
von Neumann algebras [60].
A natural question is then this: given two commuting CP-semigroups, can
one simultaneously dilate them to a pair of commuting E-semigroups? This
question was the starting point of the research documented here. We still do
not know the answer to it, but that is all for the good. The difficulty of this
question has led us into unknown mathematical territories, where we have made
several exciting discoveries.
This thesis contains the mathematical results that we (the author, under the
supervision of Professor Baruch Solel) obtained while trying to solve the problem
of dilating two commuting CP-semigroups. A detailed account of the results in
this thesis is given in the section Detailed overview of the thesis below. The
results in this thesis are taken from several papers that the author has written:
[31] (with Eliahu Levy), [33] (with Daniel Markiewicz), [50, 51, 52, 54], and [55]
(with Baruch Solel).
The role of product systems and subproduct sys-
tems
Product systems of Hilbert spaces over R+ were introduced by Arveson some 20
years ago in his study of E0-semigroups [2]. In a few imprecise words, a product
system of Hilbert spaces over R+ is a bundle {X(t)}t∈R+ of Hilbert spaces such
that
X(s+ t) = X(s)⊗X(t) , s, t ∈ R+.
We emphasize immediately that Arveson’s definition of product systems re-
quired also that the bundle carry a certain Borel measurable structure, but we
do not deal with these matters here. To every E0-semigroup Arveson associated
a product system, and it turns out that the product system associated to an
E0-semigroup is a complete cocycle conjugacy invariant of the E0-semigroup.
See [7] for a detailed account.
Later, product systems of Hilbert C∗-correspondences over R+ appeared
(see the survey [58] by Skeide). In [15], Bhat and Skeide associate with every
semigroup of completely positive maps on a C∗-algebra A a product system of
Hilbert A-correspondences. This product system was then used in showing that
every semigroup of completely positive maps can be dilated to a semigroup of
∗-endomorphisms. Muhly and Solel introduced a different construction [36]: to
every CP0-semigroup on a von Neumann algebraM they associated a product
system of Hilbert W∗-correspondences over M′, the commutant of M. Again,
this product system is then used in constructing an E0-dilation for the original
CP-semigroup.
Product systems of C∗-correspondences over semigroups other than R+ were
first studied by Fowler [22], and they have been studied since then by many
authors. In [60], product systems over N2 (and their representations) were
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studied, and the results were used to prove that every pair of commuting CP
maps has a ∗-endomorphic dilation. Product systems over R2+ were also central
to the proof of Theorem 0.0.2 below, where every pair of strongly commuting
CP-semigroups is associated with a product system over R2+. However, the
construction of the product system is one of the hardest parts in that proof.
Furthermore, that construction fails when one drops the assumption of strong
commutativity.
On the other hand, there is another object that may be naturally associated
with a semigroup of CP maps over any semigroup: this object is the subproduct
system, which, when the CP maps act on B(H), is the bundle of Arveson’s
“metric operator spaces” (introduced in [4]). Roughly, a subproduct system of
correspondences over a semigroup S is a bundle {X(s)}s∈S of correspondences
such that
X(s+ t) ⊆ X(s)⊗X(t) , s, t ∈ S.
See Definition 6.0.2 below. Of course, a difficult problem cannot be made easy
just by introducing a new notion, and the problem of dilating commuting CP-
semigroups remains unsolved. However, subproduct systems did already pro-
vide us with an efficient general framework for tackling various problems in
operator algebras, and in particular it has led us to progress dilation theory of
completely positive semigroups. We have our reasons to believe that they will
play an important part in noncommutative analysis, in particular in the further
development of dilation theory of completely positive semigroups.
Brief overview of the thesis
The thesis contains three major achievements, and is divided into three parts.
The first achievement, to which the Part I is devoted, is a partial solution to
the problem of dilating two commuting CP-semigroups. Here is one of the main
results we obtain1:
Theorem 0.0.2 (Theorem 5.2.1) Let {φt}t≥0 and {θt}t≥0 be two strongly
commuting CP-semigroups on B(H), where H is a separable Hilbert space. Then
there is a separable Hilbert space K containing H and an orthogonal projection
PH : K → H, and two commuting E-semigroups α and β on B(K) such that
φs ◦ θt(PHBPH) = PHαs ◦ βt(B)PH
for all s, t ≥ 0 and all B ∈ B(K).
In other words: every two-parameter CP-semigroup that satisfies an addi-
tional condition of strong commutativity has a two-parameter E-dilation.
In order to prove Theorem 0.0.2 we proved several new results in the theory
of isometric dilations of product system representations. To this end, we came
up with a very neat trick that reduces (in some cases) the problem of dilating
1we also have a result for general von Neumann algebras M instead of B(H), under the
additional assumption that the semigroups are unit preserving.
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a product system representation to an isometric one, to the problem of dilating
a semigroup of contractions on a Hilbert space to a semigroup of isometries on
some larger Hilbert space. The latter problem is classical and well studied.
The second major achievement of this thesis is progress in the development
of a general dilation theory for semigroups of CP maps (over an arbitrary semi-
group S). This progress is the subject of Part II. Building on earlier works of
Arveson and of Muhly and Solel, we associate with each semigroup Θ = {Θs}s∈S
of CP maps a subproduct system X and a subproduct system representation T
from which Θ can be reconstructed (Proposition 7.1.1 and Theorem 7.1.2). We
show that the pairing Θ↔ (X,T ) is, essentially, bijective. From here we deduce
several new results regarding ∗-endomorphic dilation of k-tuples of commuting
CP maps.
The third major achievement of this thesis is the progress made in the study
of subproduct systems over N. We show how these subproduct systems fit nat-
urally in the study of noncommutative algebraic geometry, and we find that
certain universal operator algebras (generated by a row contraction subject to
homogeneous noncommutative polynomial identities) can be realized explicitly
in terms of (a representation of) a subproduct system. We study two classes
of examples of such universal algebras, and we show how these algebras can be
classified - up to isometric isomorphism - by the subproduct systems that give
rise to them. In the last chapter of the thesis, we show that Matsumoto’s C∗-
algebras associated to subshifts also fit into the framework provided by subprod-
uct systems, and we study their representation theory using the tools developed
here.
Note to the reader: The three parts of this thesis can be read independently
and in any order, with the exceptions that one should read Chapter 6 before
Part III, and also, some results in Part II depend on Chapter 2.
Detailed overview of the thesis
Following this introduction there is a chapter containing some preliminary ma-
terial.
Chapters 1 through 5 constitute the first part of the thesis. In Chapter 1 we
study some fine continuity and extendability properties of semigroups. Section
1.1 contains a proof that every CP-semigroup is continuous in the point-strong
operator topology. By that we mean that a CP-semigroup Θ, which is a priori
only assumed to satisfy the continuity condition (0.0.1), actually satisfies the
seemingly stronger continuity condition
lim
t→t0
‖Θt(a)h−Θt0(a)h‖ = 0,
for all a ∈ M, h ∈ H . This result is taken from the paper [33], written jointly
by Daniel Markiewicz and the author of this thesis.
In Section 1.2 it is shown that a semigroup of CP maps {Θt}t∈S (acting
on B(H)), that is parameterized by a dense subsemigroup S ⊆ R+, and that
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satisfies the continuity condition (0.0.1) (with t, t0 ∈ S), can be extended to a
CP-semigroup (parameterized by R+). This result is taken from [54], and the
proof uses ideas from [49]. Section 1.3 contains a similar result, but for weakly
continuous semigroups of contractions on a separable and reflexive Banach space
instead of semigroups of CP maps, a result that appeared in a joint paper with
Eliahu Levy [31]. This section is not used anywhere else in the thesis.
Chapter 2 contains a construction by which we “represent” a product system
representation as a semigroup of contractions on a Hilbert space. That is, for
a given product system X = {X(s)}s∈S and a representation T of X on a
Hilbert space H , we construct a Hilbert space H and semigroup of contractions
Tˆ = {Tˆs}s∈S on H that encodes all the information about T (Section 2.2).
Using this construction we derive several new existence theorems for isometric
dilations of product system representations. Most importantly for dilation of
commuting CP-semigroups, we prove that every fully-coisometric representation
(of a subproduct system over Rk+) has an isometric and fully-coisometric dilation
(Theorem 2.6.1). Several other sufficient conditions for the existence of a regular
isometric dilation are given, among them a “double commutation” condition and
a norm condition. The results in this chapter are taken from the papers [51]
and [50] (the existence of a regular isometric dilation under a norm condition
has not appeared before).
In Chapter 3 we define the notion strong commutativity (introduced in [60]),
and we study it. Most of the material in this chapter is borrowed from [51],
Section 3.2 is from [54]. Section 3.4.6 is new.
Chapter 4 contains our first main result regarding dilation of commuting
CP-semigroups, Theorem 4.3.6:
Theorem 0.0.3 Let {φt}t≥0 and {θt}t≥0 be two strongly commuting unit pre-
serving CP-semigroups on a von Neumann algebra M ⊆ B(H), where H is a
separable Hilbert space. Then there is a separable Hilbert space K containing H
and an orthogonal projection PH : K → H, a von Neumann algebra R ⊆ B(K)
such thatM = PHRPH ⊆ R, and two commuting unit preserving E-semigroups
α and β on R such that
φs ◦ θt(PHBPH) = PHαs ◦ βt(B)PH
for all s, t ≥ 0 and all B ∈ R.
This result was published in [51]. The proof of this Theorem depends on The-
orem 2.6.1 together with the constructions of Section 4.2, where we associate
with each pair of strongly commuting CP-semigroups a product system (over
R2+) and a product system representation which “represents” in some way the
CP-semigroups.
We close Chapter 4 with Section 4.4, in which we study the cocycle conju-
gacy classes of the dilating semigroups α and β (in the notation of the above
theorem). We show that (in the interesting cases) α is cocycle conjugate to
φ’s minimal dilation, and that β is cocycle conjugate to θ’s minimal dilation.
Combining this result with Daniel Markiewicz’ earlier work on quantized con-
volution semigroups, we deduce Corollary 4.4.16, which says that for every pair
8
of quantized convolution semigroups, there exists a pair of commuting type I
E0-semigroups that dilate them simultaneously. This is a very concrete yet
nontrivial class of examples to which our theory applies.
The final Chapter of Part I is Chapter 5, where Theorem 0.0.2 is proved
(Theorem 5.2.1). That is, we prove the existence of an E-dilation to a pair
of strongly commuting CP-semigroups on B(H), where the difference from the
previous chapter is that we drop the assumption of unitality and add an as-
sumption that the semigroups act on a type I factor. The proof is significantly
different from the proof of Theorem 4.3.6. The isometric dilation theorems ob-
tained in Chapter 2 are not applicable in this case, and we need to develop
an appropriate isometric dilation theorem, Theorem 5.1.2. The results in this
chapter are taken from [54].
Subproduct systems, their representations, and their units, are defined in
Chapter 6. The following two Chapters, 7 and 8, can be viewed as a significant
reorganization and sharpening of some known results, including several new
observations.
Chapter 7 establishes the correspondence between cp-semigroups and sub-
product systems. It is shown that given a subproduct system X of N - cor-
respondences and a subproduct system representation R of X on H , we may
construct a cp-semigroup Θ acting on R0(N )′. We denote this assignment as
Θ = Σ(X,R). Conversely, it is shown that given a cp-semigroup Θ acting on
M, there is a subproduct system E (called the Arveson-Stinespring subproduct
system of Θ) of M′-correspondences and an injective representation T of E on
H such that Θ = Σ(E, T ). Denoting this assignment as (E, T ) = Ξ(Θ), we
have that Σ ◦ Ξ is the identity. In Theorem 7.2.1 we show that Ξ ◦ Σ is also,
after restricting to pairs (X,R) with R an injective representation (and up to
some “isomorphism”), the identity. This allows us to deduce (Corollary 7.2.3)
that a subproduct system that is not a product system has no isometric rep-
resentations. We introduce the Fock spaces associated to a subproduct system
and the canonical shift representations. These constructs allow us to show that
every subproduct system is the Arveson-Stinespring subproduct system of some
cp-semigroup.
In Chapter 8 we briefly sketch the picture that is dual to that of Chapter
7. It is shown that given a subproduct system and a unit of that subproduct
system one may construct a cp-semigroup, and that every cp-semigroup arises
this way (via the GNS construction).
In Chapter 9, we construct for every subproduct system X and every fully
coisometric subproduct system representation T of X on a Hilbert space, a
semigroup Tˆ of contractions on a Hilbert space that captures “all the informa-
tion” about X and T . This construction is a modification of the construction
introduced in Chapter 2 for the case where X is a product system. It turns out
that when X is merely a subproduct system, it is hard to apply Tˆ to obtain
new results about the representation T . However, when X is a true product
system Tˆ is very handy, and we use it to prove that every e0-semigroup has a
∗-automorphic dilation (in a certain sense).
Chapter 10 contains some general remarks regarding dilations and pieces
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of subproduct system representations, and the connection between the dila-
tion theories of cp-semigroups and of representations of subproduct systems
is made. We define the notion of a subproduct subsystem and then we define
dilations and pieces of subproduct system representations. These notions gen-
eralize the notions of commuting piece or q-commuting piece of [14] and [19],
and also generalizes the definition of dilation of a product system representation
of [36]. Proposition 10.2.1, Theorem 10.2.5 and Corollary 10.2.7 show that the
1-1 correspondences Σ and Ξ between cp-semigroups and subproduct systems
with representations take isometric dilations of representations to e-dilations
and vice-versa. This is used to obtain an example of three commuting, normal
and contractive CP maps on B(H) for which there exists no e-dilation acting on
a B(K), and no minimal dilation acting on any von Neumann algebra (Theorem
10.3.1). This resolves an open problem raised by Bhat in 1998.
In Chapter 10 we also present a reduction of both the problem of constructing
an e0-dilation to a cp0-semigroup, and the problem of constructing an e-dilation
to a k-tuple of commuting CP maps with small enough norm, to the problem of
embedding a subproduct system in a larger product system. We show that not
every subproduct system can be embedded in a product system (Proposition
10.3.2), and we use this to construct an example of three commuting CP maps
θ1, θ2, θ3 such that for any λ > 0 the three-tuple λθ1, λθ2, λθ3 has no e-dilation
(Theorem 10.3.3). This unexpected phenomenon has no counterpart in the clas-
sical theory of isometric dilations, and provides the first example of a theorem in
classical dilation theory that cannot be generalized to the theory of e-dilations
of cp-semigroups.
The developments described in the second part of the thesis indicate that
subproduct systems are worthwhile objects of study, but to make progress we
must look at plenty concrete examples. In the third and final part of the paper
we begin studying subproduct systems of Hilbert spaces over the semigroup N.
In Chapter 11 we show that every subproduct system (of W∗-correspondences)
over N is isomorphic to a standard subproduct system, that is, it is a subproduct
subsystem of the full product system {E⊗n}n∈N for some W∗-correspondence
E. Using the results of the previous section, this gives a new proof to the
discrete analogue of Bhat’s Theorem: every cp0-semigroup over N has an e0-
dilation. Given a subproduct system we define the standard X-shift, and we
show that if X is a subproduct subsystem of Y , then the standard X-shift is
the maximal X-piece of the standard Y -shift, generalizing and unifying results
from [14, 19, 47].
In Chapter 12 we explain why subproduct systems are convenient for study-
ing noncommutative projective algebraic geometry. We show that every homo-
geneous ideal I in the algebra C〈x1, . . . , xd〉 of noncommutative polynomials
corresponds to a unique subproduct system XI , and vice-versa. The represen-
tations of XI on a Hilbert space H are precisely determined by the d-tuples in
the zero set of I,
Z(I) = {T = (T1, . . . , Td) ∈ B(H)d : ∀p ∈ I.p(T ) = 0}.
10
A noncommutative version of the Nullstellansatz is obtained, stating that
{p ∈ C〈x1, . . . , xd〉 : ∀T ∈ Z(I).p(T ) = 0} = I.
Chapter 13 starts with a review of a powerful tool, Gelu Popescu’s “Poisson
Transform” [46]. Using this tool we derive some basic results (obtained previ-
ously by Popescu in [47]) which allow us to identify the operator algebra AX
generated by the X-shift as the universal unital operator algebra generated by
a row contraction subject to homogeneous polynomial identities. We then prove
that every completely bounded representation of a subproduct system X is a
piece of a scaled inflation of the X-shift, and derive a related “von Neumann
inequality”.
In Chapter 14 we discuss the relationship between a subproduct system X
and AX , the (non-selfadjoint) operator algebra generated by the X-shift. The
main result in this section is Theorem 14.0.8, which says that X ∼= Y if and
only if AX is completely isometrically isomorphic to AY by an isomorphism
that preserves the vacuum state. This result is used in Chapter 15, where we
study the universal norm closed unital operator algebra generated by a row
contraction (T1, . . . , Td) satisfying the relations
TiTj = qijTjTi , 1 ≤ i < j ≤ d,
where q = (qij)
d
i,j=1 ∈ Mn(C) is a matrix such that qji = q−1ij . These non-
selfadjoint analogues of the noncommutative tori, are shown to be classified by
their subproduct systems when qij 6= 1 for all i, j. In particular, when d = 2,
we obtain the universal algebra for the relation
T1T2 = qT2T1,
which we call Aq. It is shown that Aq is isomorphically isomorphic to Ar if and
only if q = r or q = r−1.
In Chapter 16 we describe all standard maximal subproduct systems X with
dimX(1) = 2 and dimX(2) = 3, and classify their algebras up to isometric
isomorphisms. It is shown that the algebras are isometrically isomorphic if and
only if the subproduct systems from which they come are isomorphic, and we
give an effective description of when this happens.
In the closing section of this paper, Chapter 17, we find that subproduct
systems are also closely related to subshifts and to the subshift C∗-algebras
introduced by K. Matsumoto [34]. We show how every subshift gives rise to a
subproduct system, and characterize the subproduct systems that come from
subshifts. We use this connection together with the results of Chapter 13 to
describe all representations of subshift C∗-algebras that come from a subshift of
finite type (Theorem 17.3.4).
All of the results in Parts II and III are taken from [55].
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Preliminaries
Who is S?
Throughout this thesis, S will denote a subsemigroup of Rk+ that contains 0. In
some places we will need to put some additional restrictions on S, but in most
places one can take arbitrary unital semigroups, not necessarily abelian. Many
of the parts that do not work for arbitrary semigroups, should work for, at least,
Ore semigroups. However, we are most interested in the case where S is either
Nk or Rk+.
C∗/W ∗-correspondences, product systems and their
representations
We begin by defining Hilbert C∗-modules. Our references for this material are
[29] and [43].
Definition 0.0.4 Let A be a C∗-algebra. A vector space E (over C) is called an
inner product A-module if it is a right A-module with a map 〈·, ·〉 : E ×E → A
such that for all x, y, z ∈ E,α, β ∈ C, and a ∈ A
〈x, αy + βz〉 = α〈x, y〉 + β〈x, z〉 , (0.0.3)
〈x, ya〉 = 〈x, y〉a , (0.0.4)
〈x, y〉 = 〈y, x〉∗ , (0.0.5)
〈x, x〉 ≥ 0; and 〈x, x〉 = 0⇒ x = 0 , (0.0.6)
and
α(xa) = (αx)a = x(αa).
For an inner product A-module E we can define a norm
‖x‖E :=
√
‖〈x, x〉‖A. (0.0.7)
This norm satisfies an analog of the Cauchy-Schwartz inequality
‖〈x, y〉‖A ≤ ‖x‖E‖y‖E.
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It is sometimes convenient to define an A-valued “norm” | · | on E, by
|x| := 〈x, x〉 12 .
If E is complete with respect to the norm (0.0.7) then it is called a Hilbert
A-module, or a Hilbert C∗-module (over the C∗-algebra A).
The simplest example of a Hilbert C∗-module is a Hilbert space, the C∗-
algebra being C. Any C∗-algebra is a Hilbert C∗-module over itself, with the
inner product 〈a, b〉 := a∗b.
Definition 0.0.5 Let E and F be Hilbert C∗-modules over a C∗-algebra A. A
mapping T : E → F is called adjointable if there exists a map S : F → E such
that for all x ∈ E, y ∈ F
〈T (x), y〉 = 〈x, S(y)〉.
If T and S are as above then we denote T ∗ = S.
It is a fact that, just like in the Hilbert space setting, every adjointable map
is A-linear and bounded. On the other hand, and contrary to what one is used
to from Hilbert spaces, not every bounded, A-linear mapping is adjointable. It
is the space of adjointable operators between Hilbert modules, rather than the
space of bounded ones, that serves as the useful generalization of B(H). We
denote by L(E,F ) the space of adjointable operators between E and F , and if
E = F this space is denoted by L(E). L(E) is a C∗-algebra (with respect to
the usual operations and the operator norm).
Definition 0.0.6 Let E be a Hilbert C∗-module over A. E is called self-dual
if every (norm) continuous A-linear map T : E → A is given by the formula
T (x) = 〈uT , x〉 , x ∈ E ,
for some uT ∈ E.
Definition 0.0.7 Let E be a Hilbert C∗-module over the von Neumann algebra
M. E is called a Hilbert W ∗-module over M in case E is self-dual.
Definition 0.0.8 Let A and B be C∗-algebras. A Hilbert C∗-correspondence
from A to B is a Hilbert C∗-module E over B, endowed with the structure
of a left module over A via a ∗-homomorphism ϕE : A → L(E). A C∗-
correspondence over A is simply a C∗-correspondence from A to A. If A and
B are von Neumann algebras and E is a W ∗-module over B, then E is called
a W ∗-correspondence from A to B (or a W ∗-correspondence over A, in case
A = B) if ϕE : A → L(E) is normal.
To explain the statement “ϕE is normal” we note that if E is a Hilbert
W ∗-module over the von Neumann algebraM, then L(E) is known to be a von
Neumann algebra, i.e., L(E) is a C∗-algebra which is also a dual space and which
can be represented faithfully on a Hilbert space such that the weak-∗ topology
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on L(E) (generated by its pre-dual) coincides with the σ-weak topology induced
by the representation.
We will usually omit ϕE when writing the left action: for a ∈ A and x ∈ E
we shall write ax for ϕE(a)x.
The following notion of representation of a C∗-correspondence was studied
extensively in [35], and turned out to be a very useful tool.
Definition 0.0.9 Let E be a C∗-correspondence over A, and let H be a Hilbert
space. A pair (σ, T ) is called a covariant representation of E on H if
1. T : E → B(H) is a completely bounded linear map;
2. σ : A → B(H) is a nondegenerate ∗-homomorphism; and
3. T (xa) = T (x)σ(a) and T (a · x) = σ(a)T (x) for all x ∈ E and all a ∈ A.
It called a completely contractive covariant representation (or, for brevity, a
c.c. representation) if T is completely contractive. If A is a W ∗-algebra and E
is W ∗-correspondence then we also require that σ be normal.
We shall usually omit the adjective “covariant” (see the following line for an
example).
Given a C∗-correspondence E and a representation (σ, T ) of E on H , one
can form the Hilbert space E⊗σH , which is defined as the Hausdorff completion
of the algebraic tensor product with respect to the inner product
〈x⊗ h, y ⊗ g〉 = 〈h, σ(〈x, y〉)g〉.
One then defines T˜ : E ⊗σ H → H by
T˜ (x ⊗ h) = T (x)h.
As in the theory of contractions on a Hilbert space, there are certain partic-
ularly nice representations which deserve to be singled out.
Definition 0.0.10 A representation (σ, T ) is called isometric if for all x, y ∈ E,
T (x)∗T (y) = σ(〈x, y〉).
(This is the case if and only if T˜ is an isometry.) It is called fully coisometric
if T˜ is a coisometry.
Note: T is completely contractive if and only if ‖T˜‖ ≤ 1.
Given two Hilbert C∗-correspondences E and F over A, the balanced (or
inner) tensor product E ⊗A F is a Hilbert C∗-correspondence over A defined
to be the Hausdorff completion of the algebraic tensor product with respect to
the inner product
〈x⊗ y, w ⊗ z〉 = 〈y, 〈x,w〉 · z〉 , x, w ∈ E, y, z ∈ F.
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The left and right actions are defined as a · (x⊗ y) = (a · x)⊗ y and (x⊗ y)a =
x ⊗ (ya), respectively, for all a ∈ A, x ∈ E, y ∈ F . We shall usually omit
the subscript A, writing just E ⊗ F . When working in the context of W ∗-
correspondences, that is, if E and F are W*-correspondences and A is a W ∗-
algebra, then E ⊗A F is understood to be the self-dual extension of the above
construction (see [43]).
Suppose S is an abelian cancellative semigroup with identity 0 and p : X → S
is a family of W ∗-correspondences over A. Write X(s) for the correspondence
p−1(s) for s ∈ S. We say that X is a (discrete) product system over S if X is
a semigroup, p is a semigroup homomorphism and, for each s, t ∈ S \ {0}, the
map X(s) × X(t) ∋ (x, y) 7→ xy ∈ X(s + t) extends to an isomorphism Us,t
of correspondences from X(s)⊗A X(t) onto X(s+ t). The associativity of the
multiplication means that, for every s, t, r ∈ S,
Us+t,r
(
Us,t ⊗ IX(r)
)
= Us,t+r
(
IX(s) ⊗ Ut,r
)
. (0.0.8)
We also require thatX(0) = A and that the multiplicationsX(0)×X(s)→ X(s)
and X(s)×X(0)→ X(s) are given by the left and right actions of A and X(s).
Usually in this thesis, we will think of a product system as a bundle X =
{X(s)}s∈S of C∗-correspondences together with a family {Us,t}s,t∈S of unitary
correspondence maps Us,t : X(s)⊗X(t)→ X(s+ t).
Definition 0.0.11 Let H be a Hilbert space, A a W ∗-algebra and X a product
system of Hilbert A-correspondences over the semigroup S. Assume that T :
X → B(H), and write Ts for the restriction of T to X(s), s ∈ S, and σ for T0.
T (or (σ, T )) is said to be a covariant representation of X if
1. For each s ∈ S, (σ, Ts) is a covariant representation of X(s); and
2. T (xy) = T (x)T (y) for all x, y ∈ X.
T is said to be an isometric/fully coisometric/completely-contractive representa-
tion if it is an isometric/fully coisometric/completely-contractive representation
on every fiber X(s).
Completely positive maps and Stinespring’s The-
orem
Let A and B be C∗-algebras, and let Θ be a linear map from A to B. Θ is said
to be positive if for all a ∈ A
a ≥ 0⇒ Θ(a) ≥ 0.
We denote by Mn(A) the C
∗-algebra of n × n matrices with entries in A. For
any positive integer n, we define Θn :Mn(A)→Mn(B) to be the map that acts
elementwise as Θ, i.e.,
Θn(aij) = (Θ(aij)).
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Definition 0.0.12 A linear map Θ : A→ B is said to be completely positive,
if for all n ≥ 0, Θn is a positive map Mn(A)→Mn(B).
To keep terminology short, we shall use the term CP map to mean a completely
positive, contractive (because dilation theory is sensible only for contractive
maps) and normal map.
Examples. The transpose mapM2(C)→M2(C) is positive but not completely
positive. Every ∗-endomorphism is completely positive, and so is any composi-
tion of completely positive maps. If Θ : A → B is positive, and if either A or
B is commutative, then Θ is completely positive. The prototypical example of
a completely positive, normal map is the map
T 7→
∑
SnTS
∗
n,
defined for T in some B(H), where Sn are bounded operators such that
∑
SnS
∗
n
converges strongly. In fact, any normal completely positive map on B(H) is of
this form, due to the following theorem and some C∗-representation theory.
Theorem 0.0.13 (Stinespring’s Dilation Theorem, [62].) Let A be a C∗-algebra,
let H be a Hilbert space, and let Θ : A → B(H) be a linear map. Θ is com-
pletely positive if and only if there exists a Hilbert space K, a bounded linear
map V ∈ B(H,K) and a ∗-representation ρ of A on K such that
Θ(a) = V ∗ρ(a)V,
for all a ∈ A.
The triple (K,V, ρ) is called the Stinespring dilation of Θ. If
K =
∨
{ρ(a)V h : a ∈ A, h ∈ H},
then (K,V, ρ) is called a minimal Stinespring dilation. The minimal Stinespring
dilation is unique up to unitary equivalence. If Θ is unital and (K,V, ρ) is
minimal, then V is an isometry. If A is a von Neumann algebra and Θ is
normal, then ρ is also normal.
The goal of this thesis can be described as a version of Stinespring’s Theorem
that works for a semigroup Θ = {Θs}s∈S of CP maps rather than for a single
one.
cp-semigroups and e-dilations
Let S be a unital subsemigroup of Rk+, and let M be a von Neumann algebra
acting on a Hilbert space H . A CP map is a completely positive, contractive
and normal map on M. A CP-semigroup over S is a family {Θs}s∈S of CP
maps on M such that:
1. For all s, t ∈ S
Θs ◦Θt = Θs+t ;
16
2. Θ0 = idM;
3. For all h, g ∈ H and all a ∈ M, the function
S ∋ s 7→ 〈Θs(a)h, g〉
is continuous.
A CP-semigroup is called an E-semigroup if it consists of ∗-endomorphisms.
A CP (E) - semigroup is called a CP0 (E0)-semigroup if all its elements are
unital. A semigroup will be called a cp(cp0/e/e0)-semigroup if it satisfies all the
conditions that CP(CP0/E/E0)-semigroup does, except (perhaps) the continuity
condition 3 above. Let’s say it again, a CP-semigroup, with uppercase letters, is
a cp-semigroup (with lowercase letters) that satisfies the continuity condition 3
above. Don’t worry: in the body of the thesis we never discuss CP-semigroups
and cp-semigroups at the same time, so there will be no confusion.
Definition 0.0.14 Let M be a von Neumann algebra of operators acting on a
Hilbert space H, and let Θ = {Θs}s∈S be a cp-semigroup over the semigroup
S. An e-dilation of Θ is a quadruple (K,u,R, α), where K is a Hilbert space,
u : H → K is an isometry, R is a von Neumann algebra satisfying u∗Ru =M,
and α is an e-semigroup over S such that
Θs(u
∗au) = u∗αs(a)u , a ∈ R (0.0.9)
for all s ∈ S.
If (K,u,R, α) is a dilation of Θ, then (M,Θ) is called a compression of
(K,u,R, α).
In the above definition, if α is an E-semigroup (or E0-semigroup), then we
call it an E-dilation (E0-dilation).
Let us review some basic facts regarding e-dilations. Most of the content
of the following paragraphs is spelled out in [7, Chapter 8], for the case where
S = R+.
Note that by putting a = uxu∗ in (0.0.9), for any x ∈ M, one has
Θs(x) = u
∗αs(uxu
∗)u , x ∈M. (0.0.10)
If one identifies M with uMu∗, H with uH , and p with uu∗, one may
give the following equivalent definition, which we shall use interchangeably with
definition 0.0.14: a triple (p,R, α) is called an e-dilation of Θ if R is a von
Neumann algebra containingM, α is an e-semigroup on R and p is a projection
in R such that M = pRp and
Θs(pap) = pαs(a)p
holds for all s ∈ S, a ∈ R.
With this change of notation, we have
pαs(a)p = Θs(pap) = Θs(p
2ap2) = pαs(pap)p,
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so, taking a = 1− p,
0 = pαs(p(1− p)p)p = pαs(1− p)p.
This means that for all s ∈ S, αs(1 − p) ≤ 1 − p. A projection with this
property is called coinvariant (note that if α is an e0-semigroup then p is a
coinvariant projection if and only if it is increasing, i.e., αs(p) ≥ p for all s ∈ S).
Equivalently,
uu∗αs(1) = uu
∗αs(uu
∗) , s ∈ S. (0.0.11)
One can also show that (0.0.10) and (0.0.11) together imply (0.0.9), and this
leads to another equivalent definition of e-dilation of a cp-semigroup.
Let Θ = {Θs}s∈S be a cp-semigroup on a von Neumann algebraM, and let
(K,u,R, α) be an e-dilation of Θ. Assume that q ∈ R is a projection satisfying
uu∗ ≤ q. Assume furthermore that q is coinvariant. Then one can show that
the maps
βs : a 7→ qαs(a)q
are the elements of a cp-semigroup on qRq.
If the maps {βs} happen to be multiplicative on qRq, then we say that q
is multiplicative. In this case, (qK, u, qRq, β) is an e-dilation of Θ, which is in
some sense “smaller” than (K,u,R, α).
On the other hand, consider the von Neumann algebra
R˜ =W ∗
(⋃
s∈S
αs(uMu∗)
)
.
This algebra is clearly invariant under α, and it contains uMu∗. Thus, restrict-
ing α to R˜, we obtain a “smaller” dilation. This discussion leads to the following
natural definition.
Definition 0.0.15 Let (K,u,R, α) be an e-dilation of the cp-semigroup Θ.
(K,u,R, α) is said to be a minimal dilation if there is no multiplicative, coin-
variant projection 1 6= q ∈ R such that uu∗ ≤ q, and if
R =W ∗
(⋃
s∈S
αs(uMu∗)
)
. (0.0.12)
In [7] Arveson defines a minimal dilation slightly differently:
Definition 0.0.16 Let (K,u,R, α) be an e-dilation of the cp-semigroup Θ.
(K,u,R, α) is said to be a minimal dilation if the central support of uu∗ in
R is 1, and if (0.0.12) holds.
The two definitions have been shown to be equivalent in the case where Θ is a
cp0-semigroup over R+ ([7, Section 8.9]). We now treat the general case.
Proposition 0.0.17 Definition 0.0.15 holds if 0.0.16 does.
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Proof. Assume that Definition 0.0.15 is violated. If (0.0.12) is violated, then
Definition 0.0.16 is, too. So assume that (0.0.12) holds, and that there is a
multiplicative, coinvariant projection 1 6= q ∈ R such that uu∗ ≤ q. Denote
A = {αs(a) : a ∈ uMu∗, s ∈ S}. By an easy generalization of [7, Proposition
8.9.4], q commutes with αs(qRq) for all s ∈ S, so q commutes with A, thus q
commutes with W ∗(
⋃
s∈S αs(uMu∗)). In other words, q is central in R. 
Below, we will work with Definition 0.0.16. Whether or not the two def-
initions are equivalent remains an interesting open question. To prove that
they are, it would be enough to show that the central support of p = uu∗ in
W ∗
(⋃
s∈S αs(uMu∗)
)
is a coinvariant projection, because the central support
is clearly a multiplicative projection. This has been done by Arveson in [7,
Proposition 8.3.4], for the case of a cp0-semigroup over S = R+. Arveson’s
proof makes use of the order structure of R+ and cannot be extended to the
case R2+ or other semigroups with which we are concerned in this thesis.
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Part I
E-dilation of two-parameter
CP-semigroups
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Chapter 1
Continuity and
extendability of
CP-semigroups
1.1 Continuity of CP-semigroups in the point-
strong operator topology
1.1.1 Introduction
LetM be a von Neumann algebra acting on a Hilbert spaceH . Let φ = {φt}t≥0
be a CP-semigroup on M. Recall that φ is assumed to satisfy the continuity
condition
lim
t→t0
〈φt(A)ξ, η〉 = 〈φt0(A)ξ, η〉, A ∈M, ξ, η ∈ H. (1.1.1)
We shall refer to this type of continuity as continuity in the point-weak operator
topology. It is equivalent to continuity in the point-σ-weak topology, that is, for
all A ∈ M and ω ∈M∗, limt→t0 ω(φt(A)) = ω(φt0(A)), where M∗ denotes the
predual of M.
In this section we prove that CP-semigroups satisfy a seemingly stronger
continuity condition, namely
lim
t→t0
‖φt(A)ξ − φt0(A)ξ‖ = 0, (1.1.2)
for all A ∈ M, ξ ∈ H . A semigroup satisfying (1.1.2) will be said to be continu-
ous in the point-strong operator topology. The proposition that CP-semigroups
are continuous in the point-strong operator topology has appeared in the liter-
ature earlier, but the proofs that are available seem to be incomplete. In the
proofs of which we are aware, only continuity from the right in the point-strong
operator topology is established. By this we mean that (1.1.2) holds for limits
taken with tց t0.
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We consider the continuity of CP-semigroups in the point-strong operator
topology to be an important property, because it plays a crucial role in the
existence of dilations of CP-semigroups to E-semigroups. We are aware of five
different proofs for the fact that every CP-semigroup has a dilation to an E-
semigroup: Bhat [10], SeLegue [49], Bhat–Skeide [15], Muhly–Solel [36] and
Arveson [7] (some of the authors require some additional conditions, notably
that the CP-semigroup be unital or that the Hilbert space be separable). In
order to show that the minimal dilation of a CP-semigroup to an E-semigroup is
continuous in the point-weak operator topology, all authors make use of continu-
ity of the CP-semigroup in the point-strong operator topology, either implicitly
or explicitly. Thus, in effect there was a gap in the proof of what is known as
“Bhat’s Theorem” (although Bhat did avoid making this mistake in his early
paper [10] - he did not claim there that a CP-semigroup has an E-dilation -
rather, he stated that a CP-semigroup that is continuous in the point-strong
operator topology has an E-dilation).
Author’s note: After two years of working on my PhD. thesis I came to the
conclusion that all of the known proofs to Bhat’s Theorem rely on the fact that
CP-semigroups are continuous in the point-strong operator topology, and that
this continuity of CP-semigroups is not justified in the literature. I notified
Daniel Markiewicz of this problem, and he came up with the proof given below,
modulo a couple of minor changes for which I am responsible. The following
proof will appear in [33]. I am grateful to Daniel for giving me permission to
include the proof here.
1.1.2 Proof
Let M be a von Neumann algebra acting on a Hilbert space. Let φ = {φt}t≥0
be a CP-semigroup acting on M. We denote by M∗ the set of σ-weakly con-
tinuous linear functionals on M. We shall denote by σ(M∗,M) the pointwise
convergence topology of M∗ as a subset of the dual space of M.
Let δ be the generator of φ, and let D(δ) denote its domain:
D(δ) = {A ∈M : ∃δ(A) ∈ M∀ω ∈M∗ lim
t→0+
t−1ω(φt(A)−A) = ω(δ(A))}.
Lemma 1.1.1 For every A ∈M and ξ ∈ H, the map t 7→ φt(A)ξ is continuous
from the right (in norm).
The proof of this result can be found in the literature, for example as Lemma
A.1 of [12] or Proposition 4.1 item 1 in [36]. For completeness, let us present
the argument from [12]. Let A ∈ M, ξ ∈ H and t ≥ 0. For all h > 0, we have,
using the Schwartz inequality for completely positive maps,
‖φt+h(A)ξ − φt(A)ξ‖ =
= 〈φt+h(A)∗φt+h(A)ξ, ξ〉 − 2ℜ〈φt+h(A)ξ, φt(A)ξ〉 + ‖φt(A)ξ‖2
≤ 〈φh(φt(A)∗φt(A))ξ, ξ〉 − 2ℜ〈φt+h(A)ξ, φt(A)ξ〉+ ‖φt(A)ξ‖2 −−−→
h→0
0.
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We remark, however, that two-sided continuity does not follow directly from
continuity from the right. This is in contrast with the situation of the classical
theory of C0-semigroups on Banach spaces (see for example [24]). If T = {Tt}t≥0
is a semigroup of contractions on a Banach space X such that the maps
t 7→ Tt(x)
are continuous from the right in norm for all x ∈ X , then it is easy to show
that these maps are also continuous from the left in norm1. In fact, when X
is separable, for instance, it can be proved by measurability and integrability
techniques that if the maps t 7→ f(Tt(x)) are measurable for all x ∈ X and
f ∈ X∗, then the maps t 7→ Tt(x) are continuous in norm for t > 0. In the case
of CP-semigroups on von Neumann algebras, however, these techniques seem to
require considerable modification. We provide here an alternative approach to
the problem.
Recall that a function g : [0, 1] → H is weakly measurable if for all η ∈ H ,
the complex-valued function gη(t) = 〈η, g(t)〉 is measurable. We will say that
the function g is strongly measurable if there exists a family of countably-valued
functions (i.e. assuming a set of values which is at most countable) converging
Lebesgue almost everywhere to g. (For more details, see Definition 3.5.4, p. 72,
and the surrounding discussion in [24]).
Lemma 1.1.2 For all ξ ∈ H,A ∈ M , the function f : [0, 1] → H given by
f(t) = φt(A)ξ is strongly measurable and Bochner integrable on the interval
[0, 1].
Proof. The function f is weakly continuous, since φ is continuous in the point-
weak operator topology. In particular, it is weakly measurable. Furthermore,
by Lemma 1.1.1, the function f is continuous from the right in norm, hence it
is separably valued (i.e., its range is contained in a separable subspace of H).
By Theorem 3.5.3 of [24], the function f is strongly measurable because it is
weakly measurable and separably valued.
Thanks to Theorem 3.7.4, p. 80 of [24], in order to show that f is Bochner
integrable it is enough to show that f is strongly measurable and that∫ 1
0
‖f(t)‖dt <∞.
The latter condition is easy to verify, as t 7→ ‖f(t)‖ is a right-continuous,
bounded function on [0, 1]. 
We thank Michael Skeide for the idea to use the continuity of f from the
right in order to avoid making the assumption that H is separable.
Lemma 1.1.3 Let A ∈ B(H) be positive. Then there exists a sequence An ∈
D(δ) of positive operators such that An → A in the σ-strong* topology.
1 for given x ∈ X, 0 ≤ t ≤ a, ‖Ta−t(x)− Ta(x)‖ = ‖Ta−t(x− Tt(x))‖ ≤ ‖x− Tt(x)‖.
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Proof. Recall that the sequence
An = n
∫ 1/n
0
φt(A)dt
(integral taken in the σ-weak sense) converges in the σ-weak topology to A.
Furthermore An ∈ D(δ) and it is a positive operator for each n > 0 since φt is
a CP map for all t. It is easy to check that ‖An‖ ≤ ‖A‖ for all n since φt is
contractive.
By Lemma 1.1.2, for each ξ ∈ H the map t 7→ φt(A)ξ is Bochner integrable
on [0, 1], hence in fact we have
Anξ = n
∫ 1/n
0
φt(A)ξdt
where the integral is taken in the Bochner sense. The identity holds because for
all η ∈ H , n ∈ N we have:
〈Anξ, η〉 = n
∫ 1/n
0
〈φt(A)ξ, η〉dt = 〈n
∫ 1/n
0
φt(A)ξdt, η〉.
We now show that An → A strongly. Let ξ ∈ H be fixed.
‖Aξ −Anξ‖ = ‖n
∫ 1/n
0
Aξdt − n
∫ 1/n
0
φt(A)ξdt‖
≤ n
∫ 1/n
0
‖Aξ − φt(A)ξ‖dt.
The latter goes to zero by continuity from the right (Lemma 1.1.1). Since An,
A are positive operators, by considering adjoints we obtain that An → A in the
strong* topology. Finally, since the sequence is bounded, we have convergence
in the σ-strong* topology. 
Lemma 1.1.4 Let An be a bounded sequence of operators in M converging to
A in the σ-strong* topology and let t0 ≥ 0. Then for every sequence tk → t0,
ξ ∈ H and ǫ > 0, there exists N ∈ N such that for n ≥ N ,
‖φtk(An −A)ξ‖ < ǫ, for all k.
Proof. Let Bn = (An − A)∗(An − A), ωk(X) = 〈φtk(X)ξ, ξ〉 and ω(X) =
〈φt0(X)ξ, ξ〉. Then we have that
‖φtk(An −A)ξ‖2 = 〈φtk(An −A)∗φtk(An − A)ξ, ξ〉 ≤ ωk(Bn)
since φt is a CP map for all t. Since φ is a point-σ-weakly continuous semigroup,
we have that {ωk}k∈N is a sequence of σ-weakly continuous linear functionals
such that ωk(X) → ω(X) for all X ∈ M. Furthermore, Bn is a bounded se-
quence converging in the σ-strong* topology to 0. The latter holds because
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An is a bounded sequence converging to A in the σ-strong* topology and mul-
tiplication is jointly continuous with respect to this topology in bounded sets
(of course * is also continuous). Finally, we obtain the desired conclusion by
applying Lemma III.5.5, p.151 of [64], which states the following. Let M be a
von Neumann algebra and let ρk be a sequence inM∗ converging to ρ0 ∈M∗ in
the σ(M∗,M) topology. If a bounded sequence {an}n∈N converges σ-strongly*
to 0, then limn→∞ ρk(an) = 0 uniformly in k. 
Theorem 1.1.5 Let φ be a CP-semigroup acting on a von Neumann algebra
M⊆ B(H). Then for all ξ ∈ H, A ∈M and t0 ≥ 0,
lim
t→t0
‖φt(A)ξ − φt0(A)ξ‖ = 0
Proof. Let ǫ > 0 be given, and let {tk}k∈N be a sequence converging to t0. By
Lemma 1.1.3, there is a bounded sequence {An}n∈N of operators in D(δ) such
that An → A in the σ-strong* topology. By Lemma 1.1.4, there exists N ∈ N
such that for n ≥ N ,
‖φtk(An −A)ξ‖ <
ǫ
3
, for all k ≥ 0.
By an application of the Principle of Uniform Boundedness, if X ∈ D(δ) there
exists CX > 0 such that
sup
s>0
1
s
‖φs(X)−X‖ ≤ CX <∞.
Now notice that An ∈ D(δ) for all n, and in particular ∃C > 0 such that
sup
s>0
1
s
‖φs(AN )−AN‖ ≤ C.
Because φs is a contraction for all s, we obtain that for all k,
‖φtk(AN )ξ − φt0(AN )ξ‖ ≤ ‖φtk(AN )− φt0(AN )‖ ‖ξ‖
≤ ‖φ|tk−t0|(AN )−AN‖ ‖ξ‖
≤ C‖ξ‖ |tk − t0|.
In particular, we must have that ‖φtk(AN )ξ − φt0(AN )ξ‖ → 0 as k →∞. Thus
there is K ∈ N such that for k ≥ K,
‖φtk(AN )ξ − φt0(AN )ξ‖ <
ǫ
3
.
We conclude that for k ≥ K,
‖φtk(A)ξ − φt0(A)ξ‖ ≤ ‖φtk(A−AN )ξ‖+
+ ‖φtk(AN )ξ − φt0(AN )ξ‖ + ‖φt0(AN −A)ξ‖ < ǫ.

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1.2 Extension of densely parameterized positive
semigroups
Let S be a dense subsemigroup of R+, and let φ = {φs}s∈S be a bounded
semigroup over S acting on M, such that φs is a normal positive linear map
for all s ∈ S. It is the purpose of this section to give sufficient conditions under
which the semigroup φ can be extended to a continuous semigroup (of positive
normal maps) φˆ = {φˆt}t≥0 such that φˆs = φs for all s ∈ S. The results of
this section will be used in Chapter 5 in the construction of an E-dilation to a
two-parameter CP-semigroup. The results of this section are taken from [54].
We follow the ideas of SeLegue, who in [49, pages 37-38] proved that a
semigroup of unital, normal ∗-endomorphisms over the positive dyads, which is
known to be weakly continuous only on a strong operator dense subalgebra of
B(H), can be extended continuously to an E0-semigroup (over R+). The crucial
step in SeLegue’s argument was to use a result of Arveson [3, Proposition 1.6]
regarding convergence of nets of normal states on B(H). As we are interested in
non-unital semigroups as well, we will have to generalize a bit Arveson’s result.
The proof, however, remains very much the same.
Author’s note: I am grateful to Daniel Markiewicz who, during the Be’er-
Sheva/Haifa/Tel-Aviv Operator Algebras/Operator Theory Seminar, told me
about SeLegue’s thesis.
Lemma 1.2.1 (Arveson [3, Proposition 1.6]) Let M be a direct sum of type I
factors, let {ρi}i be a bounded net of positive linear functionals on M, and let
ω be a positive normal linear functional on M such that
lim
i
ρi(x) = w(x)
for all compact x ∈M, and also
lim
i
ρi(1) = w(1).
Then
lim
i
‖ρi − ω‖ = 0.
Proof. Without loss of generality, we shall assume that all of the functionals
involved have norm ≤ 1. We shall show that if i is large enough then ‖ρi − ω‖
is arbitrarily small. Let ǫ > 0. Since ω is normal, there exists a finite rank
projection p ∈ M such that
ω(1− p) ≤ ǫ. (1.2.1)
Since pMp is a von Neumann algebra on the finite dimensional space pH , and
since pxp is compact for all x ∈ M, we have that
lim
i
sup
x∈M1
|ρi(pxp)− ω(pxp)| = 0, (1.2.2)
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where M1 denotes the unit ball of M. Now,
‖ρi − ω‖ = sup
x∈M1
|ρi(x) − ω(x)|
≤ sup
x∈M1
|ρi(pxp)− ω(pxp)|+ sup
x∈M1
|ρi(x− pxp)|+ sup
x∈M1
|ω(x− pxp)|.
By (1.2.2), the first term in the last expression is smaller than ǫ when i is large.
We now estimate the second and third terms. Write x−pxp = (1−p)x+px(1−p).
Then
sup
x∈M1
|µ(x− pxp)| ≤ sup
x∈M1
|µ((1 − p)x)|+ sup
x∈M1
|µ(px(1 − p))|,
with µ = ρi or µ = ω. But by the Schwartz inequality,
|µ((1− p)x)| ≤ µ(1− p)1/2‖x‖
and
|µ(px(1 − p))| ≤ µ(1− p)1/2‖px‖ ≤ µ(1− p)1/2‖x‖.
Thus, using (1.2.1), we obtain the following estimate for the third term:
sup
x∈M1
|ω(x− pxp)| ≤ 2ǫ1/2.
Now, ρi(1)→ ω(1) and ρi(p)→ ω(p), thus for all i large enough,
ρi(1− p) ≤ ω(1− p) + ǫ ≤ 2ǫ,
so
sup
x∈M1
|ρi(x− pxp)| ≤ 4ǫ1/2.
We conclude that for all i large enough, ‖ρi − ω‖ ≤ 6ǫ1/2 + ǫ. This completes
the proof. 
We now give a somewhat generalized version of SeLegue’s Theorem discussed
above.
Theorem 1.2.2 (SeLegue, [49, pp. 37-38]) Let M ⊆ B(H) be direct sum of
type I factors. Let S be a dense subsemigroup of R+, and let φ = {φs}s∈S be a
bounded semigroup over S acting on M, such that φs is a normal positive linear
map for all s ∈ S. Assume that for all compact x ∈ M and all ρ ∈M∗,
lim
S∋s→0
ρ(φs(x)) = ρ(x) and lim
S∋s→0
ρ(φs(1)) = ρ(1).
Then φ can be extended to a semigroup of normal positive linear maps φˆ =
{φˆt}t≥0 such that φˆs = φs for all s ∈ S, satisfying the continuity condition
lim
t→t0
ρ(φˆt(a)) = ρ(φˆt0(a)) for all a ∈ M, ρ ∈ M∗. (1.2.3)
Moreover, if φ consists of contractions/completely positive maps/unital maps/∗-
endomorphisms then so does φˆ.
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Proof. We assume, without loss of generality, that ‖φs‖ ≤ 1 for all s ∈ S. As
φs is normal for all s, there is a contraction semigroup T = {Ts}s∈S acting on
the predualM∗ ofM such that T ∗s = φs for all s ∈ S. The assumed continuity
of φ at 0 implies that for all compact a ∈ M and all ρ ∈M∗,
Tsρ(a)→ ρ(a) and Tsρ(1)→ ρ(1)
as S ∋ s → 0. Let ρ be a normal state in M∗. For all s ∈ S, the functional
Tsρ = ρ◦φs is a positive and normal, because φ is positive and normal. Applying
Lemma 1.2.1 to the net {Tsρ}s∈S\{0}, we obtain that
lim
S∋s→0
‖Tsρ− ρ‖ = 0.
Any ρ ∈M∗ is a linear combination of normal states, thus limS∋s→0 ‖Tsρ−ρ‖ =
0 for all ρ ∈ M∗, and it follows that for all s0 ∈ S, ρ ∈ M∗,
lim
S∋s→s0
‖Tsρ− Ts0ρ‖ = 0.
In fact, by standard operator-semigroup methods, for every ρ the map S ∋
s 7→ Tsρ ∈ M∗ is uniformly continuous on bounded intervals, thus it may be
extended to a unique uniformly continuous map R+ −→ M∗. For all t ∈ R+
this gives rise to a well defined contraction Tˆt, such that for s ∈ S, Tˆs = Ts. It
is easy to see that {Tˆ}t≥0 is a semigroup.
Now define φˆt = Tˆ
∗
t . Then φˆ = {φˆt}t≥0 is a semigroup of normal linear
maps extending φ and satisfying the continuity condition (1.2.3). With (1.2.3)
in mind, the positivity of φˆ is obvious, and the final claim of the theorem is also
quite clear, except, perhaps, the part about ∗-endomorphisms. Assume that φ
is a semigroup of ∗-endomorphisms. For t ∈ R+, a, b ∈M, we have
φˆt(ab) = lim
S∋s→t
φs(ab) = lim
S∋s→t
φs(a)φs(b),
where convergence is in the weak operator topology. But φˆ is a CP-semigroup.
Thus, by Theorem 1.1.5, for all x ∈ M, φs(x) converges to φt(x) in the strong
operator topology as s→ t, so
φˆt(ab) = lim
S∋s→t
φs(a)φs(b) = φˆt(a)φˆt(b),
because on bounded sets ofM multiplication is jointly continuous with respect
to the strong operator topology. 
1.3 Continuous extension of a densely parame-
terized semigroup on a Banach space
1.3.1 Author’s preface
In the course of the construction of an E-dilation to a CP-semigroup, the prob-
lem of continuously extending a densely parameterized CP-semigroup arose (see
28
Chapter 5). This problem was solved in the previous section. However, the prob-
lem also makes sense for general densely parameterized semigroups of operators
on Banach spaces, and my first attempt to solve the problem was in this general
setting. I asked Eliahu Levy about it, and he come up with an idea of a proof.
After a few months of working on this idea, we came out with the partial solu-
tion that appears below, and that should see light in [31]. In Theorem 1.3.2, we
show that every right weakly-continuous semigroup of (linear) operators on a
reflexive and separable Banach space, parameterized by a dense subsemigroup
of R+, can be extended to weakly continuous semigroup parameterized by R+.
Eliahu Levy has managed to prove the analog of this theorem for arbitrary
Banach spaces using a different approach [30].
It is honest to say that the best parts of the proof of Theorem 1.3.2 (the
clever use of the “Ulam-Kuratowski Theorem” and the semigroup argument at
the end) were Eliahu’s ideas. I am grateful to Eliahu for giving me permission
to include the proof here.
Finally, I should also say that the main part of this section, Theorem 1.3.2,
is inappropriate for applications in the theory of CP-semigroups, as there are
no infinite dimensional von Neumann algebras with a separable and reflexive
predual.
1.3.2 Introduction
Let X be a Banach space, and let S be a dense sub-semigroup of R+. A
semigroup of operators over S is a family T = {Ts}s∈S of operators on X such
that
Ts+t = Ts ◦ Tt , s, t ∈ S.
If 0 ∈ S, we also require that T0 = I. We shall refer below to such a semigroup
as a densely parameterized semigroup. A contractive semigroup on X (over S)
is simply a semigroup T = {Ts}s∈S such that Ts is a contraction for all s ∈ S,
that is, ‖Ts‖ is a linear operator such that ‖Ts‖ ≤ 1.
The word operator shall mean henceforth linear operator unless otherwise
stated. A semigroup T (over S) is said to be weakly continuous if for all x ∈
X, y ∈ X∗, the function S ∋ s 7→ y(Ts(x)) is a continuous function. Left and
right weak continuity are defined similarly.
The theory of weakly continuous semigroups over R+ is highly developed
[24, 21]. Some of the techniques used for semigroups over R+ cannot be used
when one considers a semigroup of operators over an arbitrary semigroup S.
For example, the existence of a generator for the semigroup can be proved using
Bochner integration. But if one has a semigroup of operators, say, over the
rational numbers, then one cannot integrate. The main result of this section is
that if S is a dense sub-semigroup of R+ and X is a separable, reflexive Banach
space, then every right weakly continuous contractive semigroup on X over S
can be extended to a weakly continuous semigroup over R+.
A similar but weaker result is also obtained for semigroups of nonlinear
operators. A nonlinear map A is said to be nonexpansive if A is Lipschitz
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continuous with a Lipschitz constant, denoted by ‖A‖, that is not larger than
1. We shall show that, under the same assumptions on X and S, every right
weakly continuous semigroup of nonexpansive maps that are continuous with
respect to the weak topology on X can be extended to a right weakly continuous
semigroup over R+.
The result that every densely parameterized semigroup of (linear) contrac-
tions that is weakly continuous from the right may be extended to a continuous
semigroup parameterized by R+ may seem rather expected. Indeed, if the semi-
group is assumed to be strongly continuous from the right, that is, if for all
x ∈ X the function S ∋ s 7→ Ts(x) is continuous from the right (where X is
given the norm topology), then constructing a continuous extension is straight-
forward. One is tempted to think that a densely parameterized semigroup that
is continuous with respect to any reasonable topology can always be extended
to a continuous semigroup (with respect to the same topology) over R+. The
following example may serve to illustrate that things do not always work as
expected.
Example 1.3.1 Let X be the closed subspace of L∞(R) spanned by the func-
tions x 7→ eiqx with q ∈ Q. We endow X with the topology inherited from the
weak-∗ topology on L∞(R). We call this topology the L1 weak topology on X .
Let T = {Ts}s∈Q be a group of isometric multiplication operators on X given
by
(Tsf)(x) = e
isxf(x).
For every f ∈ X , the function s 7→ Tsf is continuous with respect to the L1
weak topology, but T cannot be extended to an L1 weakly continuous semigroup
over R. Indeed, if T was extendable then for r /∈ Q and for all g ∈ L1 we would
have
lim
s→r
∫
R
g(x)eisxf(x)dx =
∫
R
g(x)(Trf)(x)dx,
from which it follows (using Lebesgue’s Dominated Convergence Theorem) that
Tr must be given by multiplication by e
irx. However, X is not closed under
multiplication by eirx.
1.3.3 The main result
For the remainder of this section, let X be a separable and reflexive Banach
space, with a dual X∗, and let S be a dense sub-semigroup of R+ = [0,∞).
Recall that the pair (X,X∗) satisfies:
‖x‖ = max
y∈X∗,‖y‖=1
|y(x)|, (1.3.1)
and that X is weakly sequentially complete, that is, it has the property: if
{xn} ⊂ X is such that for all y ∈ X∗, {y(xn)} converges, then there is x ∈ X
such that y(xn)→ y(x) for all y ∈ X∗.
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Theorem 1.3.2 Let X and S be as above. Let T = {Ts}s∈S be a contractive
semigroup on X, such that
lim
S∋s→0+
y(Ts(x)) = y(x) , x ∈ X, y ∈ X∗. (1.3.2)
Then T can be extended to a weakly continuous contractive semigroup {Tt}t≥0.
Remark 1.3.3 If T is a nonlinear semigroup of nonexpansive maps satisfying,
in addition to the above conditions, the assumption that for all s ∈ S, Ts is
continuous in the weak topology of X , then the following proof will guarantee
that we can extend T to a right weakly continuous semigroup over R+ of non-
expansive maps. Throughout the proof, we shall indicate where the differences
between linear and nonlinear semigroups occur.
Proof. We shall split the proof into a number of logical steps.
1. Simplifying assumptions.
We assume that X is a real Banach space, as the complex case follows easily
by considering the real and imaginary parts of the functionals appearing in the
proof. We also assume that T is right continuous at any s ∈ S, as this clearly
follows from (1.3.2).
2. Preliminary definitions.
For any (real valued) continuous function ϕ on S we define a function ϕ−
on R+ by
ϕ−(t) = inf{h(t) : h ∈ RUSC(R+), ∀s ∈ S.ϕ(s) ≤ h(s)}
for all t ∈ R+, whereRUSC(R+) denotes the space of right upper-semicontinuous2
(RUSC) functions on R+. Similarly, we define ϕ− as the supremum of all
right lower-semicontinuous functions (RLSC) smaller than ϕ. It is clear that
ϕ− ≤ ϕ ≤ ϕ−, ϕ− is RUSC, and ϕ− is RLSC.
For every fixed x ∈ X, y ∈ X∗ we can define a right continuous function on
S by
f(s;x, y) = y(Ts(x)). (1.3.3)
Our aim is to prove
(f(t;x, y))
−
= (f(t;x, y))− , t ∈ R+, x ∈ X, y ∈ X∗. (1.3.4)
2A right upper semicontinuous function is just an upper semicontinuous function with
respect to the half-open topology generated on R+ by the half open intervals of the type:
[a, b).
Note, that the open sets for the latter topology are characterized as those whose connected
components (with respect to the usual topology) are all intervals open above, necessarily at
most countable in number. Thus any set open for the half-open topology turns into a usual
open set by deleting an at most countable set of points, hence the half-open interior (resp.
closure) of any set differs from the usual one by an at most countable set. One concludes that
the properties of a set being dense, resp. Baire, meager, residual, coincide for the half-open
and the usual topologies. In particular, R+ with the half-open topology is a Baire space.
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Before we do that, we concentrate in the next two steps to show how the theorem
follows from this fact.
3. Showing how (1.3.4) gives rise to a weakly right-continuous con-
tractive semigroup.
Define
E = {t ∈ R+ : ∀x ∈ X, y ∈ X∗. (f(t;x, y))− = (f(t;x, y))−}. (1.3.5)
Observe that S ⊆ E. This follows from the fact that for all fixed s ∈ S,
x ∈ X and y ∈ X∗, the functions
(y(Ts(x)) + ǫ) · χ[s,s+δ) +∞ · χ[s,s+δ)c
and
(y(Ts(x)) − ǫ) · χ[s,s+δ) −∞ · χ[s,s+δ)c
are right continuous, and for some δ > 0 they dominate and are dominated
by the function S ∋ t 7→ f(t;x, y), respectively. We then have f(s;x, y)− −
f(s;x, y)− < 2ǫ, for all ǫ, so s ∈ E.
For any t ∈ R+, if S ∋ sn ց t, then for all x ∈ X, y ∈ X∗,
(f(t;x, y))− ≤ lim inf (f(sn;x, y))− = lim inf y(Tsn(x)) ≤
≤ lim sup y(Tsn(x)) = lim sup (f(sn;x, y))− ≤ (f(t;x, y))− ,
because (f(·;x, y))− is RLSC and (f(·;x, y)− is RUSC. If t ∈ E, then this
means that y(Tsn(x)) −→ (f(t;x, y))− regardless of the choice of {sn} and for
all x ∈ X and y ∈ X∗. Thus for t ∈ E\S we may define Ttx to be the weak limit
limn Tsnx, where {sn} is any sequence in S converging to t from the right (this
is where we use the fact that X is weakly sequentially complete). Note that for
t ∈ E ∩ S this weak limit would turn out to be the same Tt that we started
with. We will use this below before we shall actually prove that E = R+.
Now if E = R+, then we get a family {Tt}t≥0 of linear operators onX . Equa-
tion (1.3.1) implies that the operators in this family are contractions. {Tt}t≥0 is
weakly continuous from the right, since y(Tt(x)) = (f(t;x, y))
−
= (f(t;x, y))−,
a right-continuous function in t. Also, in either case 0 ∈ S or 0 /∈ S, T0 = I by
assumption.
To show that {Tt}t≥0 is a semigroup, we first show that
Ts+t = Ts ◦ Tt , s ∈ S, t ∈ R+. (1.3.6)
Let S ∋ tn ց t, and fix x ∈ X, y ∈ X∗. On one hand
y(Ts ◦ Ttn(x)) = y(Ts+tn(x)) −→ y(Ts+t(x)). (1.3.7)
On the other hand,
y(Ts ◦ Ttn(x)) = y(Ts(Ttn(x))) −→ y(Ts(Tt(x))) = y(Ts ◦ Tt(x)),
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because Ttn(x) converges weakly to Tt(x), and Ts is continuous in the weak
topology (as any bounded operator. This is the main reason why in the nonlinear
case we assume that Ts is weakly continuous, for all s ∈ S). Together with
(1.3.7) and (1.3.1), this means that (1.3.6) holds.
Now let s, t ∈ R+, and let S ∋ sn ց s. On one hand, from equation (1.3.6)
and the weak right continuity of {Tt}t≥0, it follows that for all x ∈ X
y(Tsn ◦ Tt(x)) = y(Tsn+t(x)) −→ y(Ts+t(x)).
On the other hand, for all x and y,
y(Tsn(Tt(x)))→ y(Ts(Tt(x))),
where we used again the weak right-continuity of {Tt}t≥0. Thus
Ts+t = Ts ◦ Tt , s, t ∈ R+.
4. {Tt}t≥0 (once defined) is two sided weakly continuous.
From the previous step, it follows that the semigroup T extends to a right
weakly continuous contractive semigroup which we shall also call T . It follows
from classical results that T is weakly (and, in fact, strongly) continuous from
the left as well (see the corollary on page 306, [24]. This step does not hold for
the nonlinear case).
5. Two Lemmas.
In this step we prove two technical lemmas, in order to make the main parts
of the proof smoother.
Lemma 1.3.4 For every t ∈ R+, the set
At = {(x, y) ∈ X ×X∗ : (f(t;x, y))− = (f(t;x, y))−}
is closed in X ×X∗.
Proof. Let (x, y) ∈ At. We shall show that f(t;x, y)− − f(t;x, y)− ≤ ǫ for
every ǫ > 0. Indeed, given ǫ ∈ (0, 1), let (w, z) ∈ At such that ‖w−x‖, ‖z−y‖ <
ǫ
6(M+N) , where M := max{‖x‖, ‖y‖}+ 1, and N is a bound for ‖Ts(x)‖ for all
s ∈ S ∩ [0, t+1]. The existence of such a bound N follows from (1.3.2), together
with the semigroup property and the Principle of Uniform Boundedness (of
course, if T is a semigroup of linear operators, N can be taken to be ‖x‖).
Because (w, z) ∈ At, there is a δ ∈ (0, 1) such that for all s ∈ [t, t+ δ) ∩ S,
f(t;w, z)− − ǫ/6 < f(s;w, z) < f(t;w, z)− + ǫ/6.
But then for all s ∈ [t, t+ δ) ∩ S
f(s;x, y) = y(Ts(w)) + y(Ts(x)) − y(Ts(w))
≤ y(Ts(w)) + ‖y‖‖Ts‖‖x− w‖
≤ z(Ts(w)) + (y − z)(Ts(w)) + ǫ/6
< f(t;w, z)− + ǫ/2.
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Similarly, for all such s, f(s;x, y) > f(t;w, z)−−ǫ/2. It follows that f(t;x, y)−−
f(t;x, y)− ≤ ǫ, for all ǫ, in other words, (x, y) ∈ At. 
Lemma 1.3.5 Let ϕ, ψ : S → R be right continuous, and let c ∈ R+ be such
that
ϕ−(s+ c) ≤ ψ(s) , s ∈ S.
Then
ϕ−(t+ c) ≤ ψ−(t) , t ∈ R+. (1.3.8)
A similar statement, with inequalities reversed and using ϕ−, ψ− instead of
ϕ−, ψ−, is also true.
Proof. Let h be a RUSC function dominating ψ on S. Then the function
hc given by hc(t) = h(t − c) for t ≥ c, and hc(t) = ∞ for t < c, is RUSC
and dominates ϕ− on c + S. Let c ≤ s ∈ S, and let c + sn ∈ c + S such that
c+ sn ց s. Since ϕ is right continuous at s, we have
ϕ(s) = lim
n
ϕ−(sn + c) ≤ lim sup
n
ψ(sn) ≤ lim sup
n
h(sn) ≤ hc(s).
Thus, hc is RUSC and dominates ϕ
− on S, so ϕ−(t + c) ≤ h(t) for all t ∈ R+,
from which (1.3.8) follows.
The similar statement, involving ϕ−, ψ− instead of ϕ
−, ψ−, is obtained im-
mediately by multiplying by −1. 
6. Proof of (1.3.4).
Now we turn to prove that (f(t;x, y))
−
= (f(t;x, y))−, for all t ∈ R+, x ∈
X, y ∈ X∗. That is, we turn to prove that E = R+.
Consider the space X = R+ ×X ×X∗ with half-open×norm×norm topol-
ogy. Recall that with the half-open topology R+ is a Baire space. Denote the
subspace S × X × X∗ by X0. A straightforward computation shows that f is
jointly continuous on X0. It then follows that (t, x, y) 7→ f(t;x, y)− is upper
and (t, x, y) 7→ f(t;x, y)− is lower semicontinuous on X , which means that the
sets
An := {(t, x, y) ∈ X : f(t;x, y)− − f(t;x, y)− < 1/n}
are all open and contain the dense set X0. We conclude that the set
A :=
∞⋂
n=1
An = {(t, x, y) ∈ X : f(t;x, y)− − f(t;x, y)− = 0}
is a dense Gδ in X .
By the results in [27, Section II.22.V], (sometimes referred to as the Kuratowski-
Ulam Theorem. To apply this theorem we need the separability assumption),
it follows that there is a dense Gδ (in the half-open topology) set E
′ ⊆ R+ of
points t for which the set
At = {(x, y) ∈ X ×X∗ : (f(t;x, y))− = (f(t;x, y))−}
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is residual, and, in particular, dense in X × X∗. But by Lemma 1.3.4, At is
closed, so for all t ∈ E′, At = X × X∗. In other words, we obtain that E
contains a dense Gδ in R+ in the half-open topology, and it follows that E is
residual in R+ in the standard topology (because every open set U in the half
open topology contains an open set V in the standard one, such that V is dense
in U).
By the discussion following the definition of E, we can define Ttx for all
t ∈ E and all x ∈ X , consistently with the definition of Ttx for t ∈ S. For
s, t ∈ S, we have
f(t+ s;x, y) = f(t;Ts(x), y).
It follows that for t ∈ R+, s ∈ S,
(f(t+ s;x, y))− = (f(t;Ts(x), y))
− , (1.3.9)
and similarly for f−. So whenever t ∈ E and s ∈ S, then t+ s is also in E. Now
in (1.3.9) we put S ∋ sn ց s ∈ E, to get, for all t ∈ S,
(f(t+ s;x, y))
−
= lim
n
(f(t+ sn;x, y))
−
= lim
n
f(t;Tsn(x), y)
(∗) = y(Tt(Ts(x)))
= f(t;Ts(x), y)
(equality (∗) follows from the fact that Tt is weakly continuous). It follows using
Lemma 1.3.5 that
(f(t+ s;x, y))
− ≤ (f(t;Ts(x), y))− , s ∈ E, t ∈ R+.
Similarly,
(f(t+ s;x, y))− ≥ (f(t;Ts(x), y))− , s ∈ E, t ∈ R+.
In particular, if s, t ∈ E, then
(f(t+ s;x, z))
− ≤ (f(t;Ts(x), y))− = (f(t;Ts(x), y))− ≤ (f(t+ s;x, z))− .
Thus, E is a semigroup.
But then E must be R+. Indeed, for 0 < r ∈ R+, r − E contains a dense
Gδ in [0, r], so it must intersect E. Thus r is a sum of two elements in E, and
hence is in E. It follows that E = R+, and the proof is complete. 
Remark 1.3.6 Note that for Hilbert spaces the above result is trivial, because
weak continuity implies strong continuity at 0:
‖Tth− h‖2 = ‖Tth‖2 − 2ℜ〈Tth, h〉+ ‖h‖2 ≤ 2‖h‖2 − 2ℜ〈Tth, h〉 → 0
as t→ 0 (see, for example, [63, Section I.6]), and strong continuity at 0 implies
uniform strong continuity (this remark – that is, the triviality of the result – is
not true, in our opinion at least, for nonlinear semigroups).
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One might ask where in the proof we used the reflexivity of X . Checking the
proof, one can see that we need both X and X∗ to be separable (in order to use
the Kuratowski-Ulam Theorem), and that we need X to be weakly sequentially
complete. These two conditions turn out to be equivalent to having X separable
and reflexive.
Another condition one might question is the contractiveness of the semi-
group. This condition is not essential, as the following result shows.
Corollary 1.3.7 Let X and S be as above, and let T = {Ts}s∈S be a semigroup
of operators on X such that (1.3.2) holds. Then T can be extended to a weakly
continuous semigroup of operators over R+ if and only if there exist M,a ≥ 0
such that for all t ∈ S,
‖Tt‖ ≤Meat. (1.3.10)
Remark 1.3.8 Any semigroup bounded on all bounded subsets of S will satisfy
(1.3.10) for appropriate M and a. Assuming that each Ts is weakly continu-
ous, the above result also holds for nonlinear semigroups, with the extended
semigroup being only right -weakly continuous.
Proof. It is a well known result that any weakly continuous semigroup over
R+ satisfies (1.3.10) for appropriate M and a, and for all t ∈ R+. Thus, if T
can be extended to a semigroup over R+, it must satisfy (1.3.10).
Conversely, if T satisfies (1.3.10), then one can define a new semigroup U by
Us = e
−asTs , s ∈ S.
Now one defines a new norm on X by
‖x‖new = sup
s∈S
‖Usx‖,
and with this norm U is a contractive semigroup (this is a standard construc-
tion). (1.3.2) and (1.3.10) together imply that ‖ · ‖new is equivalent to ‖ · ‖. One
checks that the normed space (X, ‖·‖new) is a separable, reflexive Banach space.
Thus, with this new norm, U satisfies the assumptions of Theorem 1.3.2, so it
can be extended. Then one puts
Tt = e
atUt , t ∈ R+
to obtain the desired extension of T . 
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Chapter 2
Representing
representations as
contractive semigroups on a
Hilbert space and
applications to isometric
dilations
In this chapter we introduce one of our key constructions, which allows to prove
the existence of isometric dilations to representations of product systems via
reduction to classical dilation theory of semigroups of contractions on a Hilbert
space. This construction comes from [50], and was used (with several technical
differences) also in [51].
2.1 Introduction
In many ways, representations of product systems are analogous to semigroups
of contractions on Hilbert spaces. For example, when A = C and E is the
trivial product system C × [0,∞), then {Tt(1)}t≥0 is a contractive semigroup
whenever T is a completely contractive representation of E. Many proofs of
results concerning representations are based on the ideas of the proofs of the
analogous results concerning contractions on a Hilbert space, with the appropri-
ate, sometimes highly non-trivial, modifications made. For example, the proof
given in [36] that every c.c. representation has an isometric dilation uses some
methods from the classical proof that every contraction on a Hilbert space has
an isometric dilation.
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A point of view that has proved fruitful is that one may try to exploit the
results rather than the methods of the theory of contractive semigroups on a
Hilbert space when attacking problems concerning representations of product
systems. In other words, we wish to find a systematic way to reduce (problems
concerning) a representation of a product system to (analogous problems con-
cerning) a semigroup of contractions on a Hilbert space. This chapter contains
the first steps in this direction. In Section 2.2, given a product system X over a
semigroup S and c.c representation (σ, T ) of X on a Hilbert space H , we con-
struct a Hilbert space H and a contractive semigroup Tˆ = {Tˆs}s∈S on H, such
that Tˆ contains all the information regarding the representation. In Section 2.3
we show that if Tˆ has a regular isometric dilation, then so does T .
In Section 2.4, we prove that doubly commuting representations of product
systems of Hilbert correspondences over certain subsemigroups of Rk+ have dou-
bly commuting, regular isometric dilations. This was already proved in [61] for
the case S = Nk. Our proof is based on the construction made in Section 2.2.
Section 2.6 contains the first result that will directly be applied to dila-
tion theory of CP-semigroups: the existence of an isometric dilation to a fully
coisometric product system representation. This result will be used both in
Chapter 4, in the construction of an E0-dilation to a (strongly commuting) two-
parameter CP0-semigroup, and in Part II, in the construction of an E0-dilation
to a k-tuple of commuting unital CP maps (under additional assumptions).
This is a good point to remark that our approach has some limitations.
For example, the construction introduced in section 2.2 does not seem to be
canonical in any nice way, and we cannot obtain all of the results in [61]. We
will illustrate these limitations in section 2.5, after proving another sufficient
condition for the existence of a regular, isometric dilation. One might wonder,
indeed, how far can one get by trying to reduce representations of product sys-
tems to semigroups of operators on a Hilbert space, as the former are certainly
“much more complicated”. Indeed, in Section 5.1 we will construct an isometric
dilation of a c.c. representation of a product system over D2+, and we have not
been able to do that using the methods of this chapter.
2.1.1 Notation for this chapter
Throughout this chapter, Ω will denote some fixed set, and RΩ+ will denote the
semigroup product of R+ with itself |Ω| times, that is, the space of functions
Ω → R+. S will be any subsemigroup of RΩ+, and in different sections we will
impose different additional conditions on S (in many places S can be taken to
be any abelian cancellative semigroup with identity 0 and an appropriate partial
ordering, or, more generally, an Ore semigroup).
We denote by S −S the subgroup of RΩ generated by S (with addition and
subtraction defined in the obvious way). For s ∈ S − S we shall denote by s+
the element in S that sends j ∈ Ω to max{0, s(j)}, and s− = s+ − s.
S becomes a partially ordered set if one introduces the relation
s ≤ t⇐⇒ ∀j ∈ Ω.s(j) ≤ t(j).
38
s < t means that s ≤ t and s 6= t; s  t means that s ≥ t is false.
2.2 Representing representations as contractive
semigroups on a Hilbert space
LetA be a C∗-algebra, and letX be a discrete product system ofC∗-correspondences
over S. Let (σ, T ) be a completely contractive covariant representation of X on
the Hilbert space H . Our assumptions do not imply that X(0)⊗H ∼= H . This
unfortunate fact will not cause any real trouble, but it will make our exposition
a little clumsy.
Define H0 to be the space of all finitely supported functions f on S such
that for all 0 6= s ∈ S, f(s) ∈ X(s)⊗σH and such that f(0) ∈ H . We equip H0
with the inner product
〈δs · ξ, δt · η〉 = δs,t〈ξ, η〉,
for all s, t ∈ S−{0}, ξ ∈ X(s)⊗H, η ∈ X(t)⊗H (where the δ’s on the left-hand
side are Dirac deltas, the δ on the right-hand side is Kronecker’s delta). If s or
t is 0, then the inner product is defined similarly. Let H be the completion of
H0 with respect to this inner product. Note that
H ∼= H ⊕
(
⊕06=s∈S X(s)⊗H
)
.
We define a family Tˆ = {Tˆs}s∈S of operators on H0 as follows. First, we define
Tˆ0 to be the identity. Now assume that s > 0. It is more convenient to define
the adjoint of Tˆs, and we do that by the formula
Tˆ ∗s
(
δt · xt ⊗ h
)
= δt+s · xt ⊗ T˜ ∗s h,
for xt ∈ X(t), h ∈ H , with t 6= 0 (of course, δt+s · xt ⊗ T˜ ∗s h means δt+s · (Ut,s ⊗
IH)xt ⊗ T˜ ∗s h, that is, we identify X(t) ⊗X(s) with X(t + s)). We also define
Tˆ ∗s δ0h = δsT˜
∗
s h. Since T˜
∗
s is a contraction, Tˆ
∗
s extends uniquely to a contraction
in B(H).
The family {Tˆs}s∈S can be described as follows. If t ∈ S and t  s, then
Tˆs(δt · ξ) = 0 for all ξ ∈ X(t)⊗σ H (or all ξ ∈ H , if t = 0). If ξ ∈ X(s)⊗σ H ,
then Tˆs(δs · ξ) = δ0 · T˜sξ. Finally, if t > s > 0, then
Tˆs (δt · (xt−s ⊗ xs ⊗ h)) = δt−s ·
(
xt−s ⊗ T˜s(xs ⊗ h)
)
. (2.2.1)
We now show that Tˆ is a semigroup. Let s, t ∈ S. If either s = 0 or t = 0
then it is clear that the semigroup property TˆsTˆt = Tˆs+t holds. Assume that
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s, t > 0. Then
Tˆ ∗s Tˆ
∗
t δuxu ⊗ h = Tˆ ∗s δu+txu ⊗ T˜ ∗t h
= δu+t+sxu ⊗ (IX(t) ⊗ T˜ ∗s )T˜ ∗t h
= δu+t+sxu ⊗ T˜ ∗s+th
= Tˆ ∗s+tδuxu ⊗ h.
Note that if T is a fully coisometric representation, then Tˆ is a semigroup of
coisometries.
We summarize the construction in the following proposition.
Proposition 2.2.1 Let A, X, and S and (σ, T ) be as above, and let
H = H ⊕
(
⊕06=s∈S X(s)⊗σ H
)
.
There exists a contractive semigroup Tˆ = {Tˆs}s∈S on H such for all 0 6= s ∈ S,
x ∈ X(s) and h ∈ H,
Tˆs (δs · x⊗ h) = Ts(x)h.
If T is a fully coisometric representation, then Tˆ is a semigroup of coisometries.
2.3 Regular isometric dilations of product sys-
tem representations
2.3.1 Notation for Sections 2.3, 2.4 and 2.5
A commensurable semigroup is a semigroup Σ such that for every N elements
s1, . . . , sN ∈ Σ, there exist s0 ∈ Σ and a1, . . . , aN ∈ N such that si = ais0 for
all i = 1, . . .N . For example, N is a commensurable semigroup. If r ∈ R+,
then r · Q+ is commensurable, and any commensurable subsemigroup of R+ is
contained in such a semigroup.
Throughout this section and the next two, S will denote a semigroup
S =
∑
i∈Ω
Si,
where Si is a commensurable and unital (i.e., contains 0) subsemigroup of R+.
To be more precise, S is the subsemigroup of RΩ+ consisting of finitely supported
functions s such that s(j) ∈ Sj for all j ∈ Ω. Still another way to describe S is
the following:
S =
∑
j∈Ω
ej(sj) : sj ∈ Sj , all but finitely many sj ′s are 0
 ,
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where ei is the inclusion of Si into
∏
j∈Ω Sj . Here is a good example to keep in
mind: if |Ω| = k ∈ N, and if Si = N for all i ∈ Ω, then S = Nk.
If u = {u1, . . . , uN} ⊆ Ω, we let |u| denote the number of elements in u (this
notation will only be used for finite sets). We shall denote by e[u] the element
of RΩ having 1 in the ith place for every i ∈ u, and having 0’s elsewhere, and
we denote s[u] := e[u] · s, where multiplication is pointwise.
2.3.2 Regular isometric dilations of product system rep-
resentations
Let H be a Hilbert space, and let T = {Ts}s∈S be a semigroup of contractions
over S. A semigroup V = {Vs}s∈S on a Hilbert space K ⊇ H is said to be a
regular dilation of T if for all s ∈ S − S
PHV
∗
s−Vs+
∣∣
H
= T ∗s−Ts+ .
Here and henceforth PH will denote the orthogonal projection from K onto H .
V is said to be an isometric dilation if it consists of isometries. An isometric
dilation V is said to be a minimal isometric dilation if
K =
∨
s∈S
VsH.
The notion of regular isometric dilations can be naturally extended to rep-
resentations of product systems.
Definition 2.3.1 Let X be a product system over S, and let (σ, T ) be a c.c.
representation of X on a Hilbert space H. An isometric representation (ρ, V )
on a Hilbert space K ⊇ H is said to be a regular isometric dilation if for all
a ∈ A = X(0), H reduces ρ(a) and
ρ(a)
∣∣
H
= σ(a),
and for all s ∈ S − S
PX(s−)⊗H V˜
∗
s− V˜s+
∣∣
X(s+)⊗H
= T˜ ∗s− T˜s+ .
Here, PX(s−)⊗H denotes the orthogonal projection of X(s−)⊗ρ K ontoX(s−)⊗ρ H.
(ρ, V ) is said to be a minimal dilation if
K =
∨
{V (x)h : x ∈ X,h ∈ H}.
In [61], Solel studied regular isometric dilations of product system represen-
tations over Nk, and proved some necessary and sufficient conditions for the
existence of a regular isometric dilation. One of our aims in this chapter is to
show how the construction of Proposition 2.2.1 can be used to generalize some
of the results in [61]. The following proposition is the main tool.
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Proposition 2.3.2 Let A be a C∗-algebra, let X = {X(s)}s∈S be a product
system of A-correspondences over S, and let (σ, T ) be a c.c. representation of
X on a Hilbert space H. Let Tˆ and H be as in Proposition 2.2.1. Assume that
Tˆ has a regular isometric dilation. Then there exists a Hilbert space K ⊇ H
and an isometric representation V of X on K, such that
1. PH commutes with V0(A), and V0(a)PH = σ(a)PH , for all a ∈ A;
2. PX(s−)⊗H V˜
∗
s− V˜s+
∣∣
X(s+)⊗H
= T˜ ∗s− T˜s+ for all s ∈ S − S;
3. K =
∨{V (x)h : x ∈ X,h ∈ H} ;
4. PHVs(x)
∣∣
K⊖H
= 0 for all s ∈ S, x ∈ X(s).
That is, if Tˆ has a regular isometric dilation, then so does T . If σ is nondegen-
erate and X is essential (that is, AX(s) is dense in X(s) for all s ∈ S) then V0
is also nondegenerate.
Proof. Construct H and Tˆ as in Proposition 2.2.1.
Let Vˆ = {Vˆs}s∈S be a minimal, regular, isometric dilation of Tˆ on some
Hilbert space K. Minimality means that
K =
∨
{Vˆt(δs · (x⊗ h)) : s, t ∈ S, x ∈ X(s), h ∈ H}.
Introduce the Hilbert space K,
K =
∨
{Vˆs(δs · (x⊗ h)) : s ∈ S, x ∈ X(s), h ∈ H}.
We consider H as embedded in K (or in H or in K) by the identification
h↔ δ0 · h.
Next, we define a left action of A on H by
a · (δs · x⊗ h) = δs · ax⊗ h,
for all a ∈ A, s ∈ S \ {0}, x ∈ X(s) and h ∈ H , and
a · (δ0 · h) = δ0 · σ(a)h , a ∈ A, h ∈ H. (2.3.1)
By Lemma 4.2 in [29], this extends to a bounded linear operator on H.
Indeed, this follows from the following inequality:∥∥∥∥∥
n∑
i=1
axi ⊗ hi
∥∥∥∥∥
2
=
n∑
i,j=1
〈hi, σ(〈axi, axj〉)hj〉
=
〈(
σ(〈axi, axj〉)
)
(h1, . . . , hn)
T , (h1, . . . , hn)
T
〉
H(n)
(∗) ≤ ‖a‖2 〈(σ(〈xi, xj〉))(h1, . . . , hn)T , (h1, . . . , hn)T 〉H(n)
= ‖a‖2
∥∥∥∥∥
n∑
i=1
xi ⊗ hi
∥∥∥∥∥
2
.
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The inequality (*) follows from the complete positivity of σ and from (〈axi, axj〉) ≤
‖a‖2(〈xi, xj〉), which is the content of the cited lemma.
In fact, this is a ∗-representation (and it is faithful if σ is). Explanation:
it is clear that this is a homomorphism of algebras. To see that it is a ∗-
representation it is enough to take s ∈ S, x, y ∈ X(s) and h, k ∈ H and to
compute
〈ax⊗ h, y ⊗ k〉 = 〈h, σ(〈ax, y〉)k〉 = 〈h, σ(〈x, a∗y〉)k〉 = 〈x⊗ h, a∗y ⊗ k〉,
(recall that the left action of A on X(s) is adjointable). Note that this left action
commutes with Tˆ :
aTˆs(δtxt−s ⊗ xs ⊗ h) = δt−saxt−s ⊗ Ts(xs)h = Tˆs(δtaxt−s ⊗ xs ⊗ h),
or
aTˆs(δsxs ⊗ h) = δ0σ(a)Ts(xs)h = δ0Ts(axs)h = Tˆs(δsaxs ⊗ h).
We shall now define a representation V of X on K. We wish to define V0 by
the rules
V0(a)Vˆs(δs · xs ⊗ h) = Vˆs(δs · axs ⊗ h), (2.3.2)
and
V0(a)(δ0 · h) = δ0 · σ(a)h.
To see that this extends to a bounded, linear operator on K, let
∑
t Vˆt(δt · xt ⊗
ht) ∈ K (a finite sum), and compute
‖
∑
t
Vˆt(δt · axt ⊗ ht)‖2 =
∑
s,t
〈Vˆs(δs · axs ⊗ hs), Vˆt(δt · axt ⊗ ht)〉
=
∑
s,t
〈Vˆ ∗(s−t)− Vˆ(s−t)+(δs · axs ⊗ hs), δt · axt ⊗ ht〉
(∗) =
∑
s,t
〈Tˆ ∗(s−t)− Tˆ(s−t)+(δs · axs ⊗ hs), δt · axt ⊗ ht〉
=
∑
s,t
〈Tˆ ∗(s−t)− Tˆ(s−t)+(δs · a∗axs ⊗ hs), δt · xt ⊗ ht〉
=
∑
s,t
〈Vˆs(δs · a∗axs ⊗ hs), Vˆt(δt · xt ⊗ ht)〉.
(The computation would have worked for finite sums including summands from
H , also). Step (*) is justified because Vˆ is a regular dilation of Tˆ . This will be
used repeatedly. We conclude that if a ∈ A is unitary then∥∥∥∥∥∑
t
Vˆt(δt · axt ⊗ ht)
∥∥∥∥∥ =
∥∥∥∥∥∑
t
Vˆt(δt · xt ⊗ ht)
∥∥∥∥∥ .
For general a ∈ A, we may write a = ∑4i=1 λiui, where ui is unitary and
|λi| ≤ 2‖a‖. Thus,∥∥∥∥∥∑
t
Vˆt(δt · axt ⊗ ht)
∥∥∥∥∥ =
∥∥∥∥∥
4∑
i=1
λi
∑
t
Vˆt(δtui · xt ⊗ ht)
∥∥∥∥∥ ≤ 8‖a‖
∥∥∥∥∥∑
t
Vˆt(δt · xt ⊗ ht)
∥∥∥∥∥ .
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In fact, we will soon see that V0 is a representation, so this is quite a lousy
estimate. But we proved it only to show that V0(a) can be extended to a well
defined operator on K.
It is immediate that V0 is linear and multiplicative. To see that it is ∗-
preserving, let s, t ∈ S, x ∈ X(s), x′ ∈ X(t) and h, h′ ∈ H .
〈V0(a)∗Vˆs(δs · x⊗ h), Vˆt(δt · x′ ⊗ h′)〉 = 〈Vˆs(δs · x⊗ h), V0(a)Vˆt(δt · x′ ⊗ h′)〉
= 〈Vˆs(δs · x⊗ h), Vˆt(δt · ax′ ⊗ h′)〉
= 〈Vˆ ∗(s−t)− Vˆ(s−t)+(δs · x⊗ h), δt · ax′ ⊗ h′〉
= 〈Tˆ ∗(s−t)− Tˆ(s−t)+(δs · x⊗ h), δt · ax′ ⊗ h′〉
= 〈Tˆ ∗(s−t)− Tˆ(s−t)+(δs · a∗x⊗ h), δt · x′ ⊗ h′〉
= 〈Vˆs(δs · a∗x⊗ h), Vˆt(δt · x′ ⊗ h′)〉
= 〈V0(a∗)Vˆs(δs · x⊗ h), Vˆt(δt · x′ ⊗ h′)〉.
Thus, V0(a)
∗ = V0(a
∗).
By (2.3.1), H reduces V0(A), and V0(a)
∣∣
H
= σ(a)
∣∣
H
(under the appropriate
identifications). The assertion about nondegeneracy of V0 is clear from the
definitions.
To define Vs for s > 0, we will show that the rule
Vs(xs)Vˆt(δt · xt ⊗ h) = Vˆs+t(δs+t · xs ⊗ xt ⊗ h) (2.3.3)
can be extended to a well defined operator on K. Let
∑
Vˆti(δti · xi ⊗ hi) be a
finite sum in K, and let s ∈ S, xs ∈ X(s). To estimate
‖
∑
Vˆti+s(δti+s·xs ⊗ xi ⊗ hi)‖2 =
=
∑
〈Vˆti+s(δti+s · xs ⊗ xi ⊗ hi), Vˆtj+s(δtj+s · xs ⊗ xj ⊗ hj)〉
=
∑
〈VˆsVˆti(δti+s · xs ⊗ xi ⊗ hi), VˆsVˆtj (δtj+s · xs ⊗ xj ⊗ hj)〉
=
∑
〈Vˆti(δti+s · xs ⊗ xi ⊗ hi), Vˆtj (δtj+s · xs ⊗ xj ⊗ hj)〉,
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we look at each summand of the last equation. Denoting ξi = xi ⊗ hi, we have〈
Vˆti(δti+s · xs ⊗ ξi),Vˆtj (δtj+s · xs ⊗ ξj)
〉
=
=
〈
Vˆ ∗(ti−tj)− Vˆ(ti−tj)+(δti+s · xs ⊗ ξi), δtj+s · xs ⊗ ξj
〉
=
〈
Tˆ ∗(ti−tj)− Tˆ(ti−tj)+(δti+s · xs ⊗ ξi), δtj+s · xs ⊗ ξj
〉
=
〈
δtj+s · xs ⊗
(
I ⊗ T˜ ∗(ti−tj)−
)(
I ⊗ T˜(ti−tj)+
)
ξi,
δtj+s · xs ⊗ ξj
〉
=
〈
δtj ·
(
I ⊗ T˜ ∗(ti−tj)−
)(
I ⊗ T˜(ti−tj)+
)
ξi, δtj · |xs|2ξj
〉
=
〈
Tˆ ∗(ti−tj)− Tˆ(ti−tj)+(δti · ξi), δtj · |xs|2ξj
〉
=
〈
Vˆti(δti · |xs|ξi), Vˆtj (δtj · |xs|ξj)
〉
=
〈
V0(|xs|)Vˆti (δti · ξi), V0(|xs|)Vˆtj (δtj · ξj)
〉
,
(again, this argument works also if some ξ’s are in H). This means that
‖
∑
Vˆti+s(δti+s · xs ⊗ xi ⊗ hi)‖2 = ‖V0(|xs|)
∑
Vˆti(δti · xi ⊗ hi)‖2
≤ ‖V0(|xs|)‖2
∥∥∥∑ Vˆti(δti · xi ⊗ hi)∥∥∥2 ,
so the mapping Vs defined in (2.3.3) does extend to a well defined operator on
K. Now it is clear from the definitions that for all s ∈ S, (V0, Vs) is a covariant
representation of X(s) on K. We now show that it is isometric. Let s, t, u ∈ S,
x, y ∈ X(s), xt ∈ X(t), xu ∈ X(u) and h, g ∈ H . Then
〈Vs(x)∗Vs(y)Vˆtδt · xt ⊗ h,Vˆuδu · xu ⊗ g〉 =
= 〈Vˆt+sδt+s · y ⊗ xt ⊗ h, Vˆu+sδu+s · x⊗ xu ⊗ g〉
= 〈Vˆ ∗(t−u)− Vˆ(t−u)+δt+s · y ⊗ xt ⊗ h, δu+s · x⊗ xu ⊗ g〉
(∗) = 〈Vˆ ∗(t−u)− Vˆ(t−u)+δt · xt ⊗ h, δu · 〈y, x〉xu ⊗ g〉
= 〈Vˆtδt · xt ⊗ h, Vˆuδu · 〈y, x〉xu ⊗ g〉
= 〈V0(〈x, y〉)Vˆtδt · xt ⊗ h, Vˆuδu · xu ⊗ g〉.
The justification of (*) was essentially carried out in the proof that Vs(xs) is
well defined. Let us, for a change, show that this computation works also for
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the case u = 0:
〈Vs(x)∗Vs(y)Vˆtδt · xt ⊗ h,δ0 · g〉 =
= 〈Vˆt+sδt+s · y ⊗ xt ⊗ h, Vˆsδs · x⊗ g〉
= 〈Vˆtδt+s · y ⊗ xt ⊗ h, δs · x⊗ g〉
= 〈Tˆtδt+s · y ⊗ xt ⊗ h, δs · x⊗ g〉
= 〈δs · y ⊗ Tt(xt)⊗ h, δs · x⊗ g〉
= 〈Tt(xt)⊗ h, σ(〈y, x〉)g〉
= 〈Tˆtδt · xt ⊗ h, V0(〈y, x〉)δ0 · g〉
= 〈Vˆtδt · xt ⊗ h, V0(〈y, x〉)δ0 · g〉
= 〈V0(〈x, y〉)Vˆtδt · xt ⊗ h, δ0 · g〉.
We have constructed a family V = {Vs}s∈S of maps such that (V0, Vs) is an
isometric covariant representation of X(s) on K. To show that V is a product
system representation of X , we need to show that the “semigroup property”
holds.
Let h ∈ H , s, t, u ∈ S, and let xs, xt, xu be in X(s), X(t), X(u), respectively.
Then
Vs+t(xs ⊗ xt)Vˆu(δu · xu ⊗ h) = Vˆs+t+u(δs+t+u · xs ⊗ xt ⊗ xu ⊗ h)
= Vs(xs)Vˆt+u(δt+u · xt ⊗ xu ⊗ h)
= Vs(xs)Vt(xt)Vˆu(δu · xu ⊗ h),
so the semigroup property holds.
We have yet to show that V is a minimal, regular dilation of T . To see
that it is a regular dilation, let s ∈ S − S, x+ ∈ X(s+), x− ∈ X(s−) and
h = δ0 · h, g = δ0 · g ∈ H . Using the fact that Vˆ is a regular dilation of Tˆ , we
compute:
〈V˜ ∗s− V˜s+(x+ ⊗ δ0 · h), (x− ⊗ δ0 · g)〉 = 〈Vˆs+(δs+x+ ⊗ h), Vˆs−(δs−x− ⊗ g)〉
= 〈Vˆ ∗s− Vˆs+(δs+x+ ⊗ h), δs−x− ⊗ g〉
= 〈Tˆ ∗s− Tˆs+(δs+x+ ⊗ h), δs−x− ⊗ g〉
= 〈T˜s+(x+ ⊗ h), T˜s−(x− ⊗ g)〉
= 〈T˜ ∗s− T˜s+(x+ ⊗ h), x− ⊗ g〉.
V is a minimal dilation of T , because
K =
∨
{Vˆs(δs · (x⊗ h)) : s ∈ S, x ∈ X(s), h ∈ H}
=
∨
{Vs(x)(δ0 · h) : s ∈ S, x ∈ X(s), h ∈ H}.
Finally, let us note that item 4 from the statement of the proposition is
true for any minimal isometric dilation (of any c.c. representation of a product
46
system over any semigroup). Indeed, let V be a minimal isometric dilation of
T on K. Let xs ∈ X(s), xt ∈ X(t) and h ∈ H . Then
PHVs(xs)Vt(xt)h = PHVs+t(xs ⊗ xt)h
= Ts+t(xs ⊗ xt)h = Ts(xs)Tt(xt)h
= PHVs(xs)PHVt(xt)h.
But K =
∨{Vs(x)h : s ∈ S, x ∈ X(s), h ∈ H}, so PHVs(xs)PH = PHVs(xs),
from which item 4 follows. 
It is worth noting that, as commensurable semigroups are countable, if S =∑∞
i=1 Si, then, using the notation of the above proposition, separability of H
implies that K is separable.
Corollary 2.3.3 Let X = {X(n)}n∈Nk be a product system over Nk, and let T
be a representation of X such that
k∑
j=1
‖T˜ej(1)T˜ ∗ej(1)‖ ≤ 1. (2.3.4)
Then T has a minimal regular isometric dilation.
Proof. From (2.2.1) together with Proposition 2.2.1, it follows that
‖Tˆej(1)‖ = ‖T˜ej(1)‖.
By (2.3.4), this means that
k∑
j=1
‖Tˆej(1)‖2 =
k∑
j=1
‖Tˆej(1)Tˆ ∗ej(1)‖ ≤ 1.
By [63, Proposition 9.2], Tˆ has a regular isometric dilation. The proof is com-
pleted by invoking Proposition 2.3.2. 
2.4 Regular isometric dilations of doubly com-
muting representations
It is well known that in order that a k-tuple (T1, T2, . . . , Tk) of contractions have
a commuting isometric dilation, it is not enough to assume that the contractions
commute. One of the simplest sufficient conditions that one can impose on
(T1, T2, . . . , Tk) is that it doubly commute, that is
TjTk = TkTj and T
∗
j Tk = TkT
∗
j
for all j 6= k. Under this assumption, the k-tuple (T1, T2, . . . , Tk) actually has
regular unitary dilation. In fact, if the k-tuple (T1, T2, . . . , Tk) doubly commutes
then it also has a minimal doubly commuting regular isometric dilation (see [53,
Proposition 3.5] for the simple explanation). This fruitful notion of double
commutation can be generalized to representations as follows.
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Definition 2.4.1 A representation (σ, T ) of a product system X over S is said
to doubly commute if
(Iek(sk) ⊗ T˜ej(sj))(t⊗ IH)(Iej(sj) ⊗ T˜ ∗ek(sk)) = T˜ ∗ek(sk)T˜ej(sj)
for all j 6= k and all nonzero sj ∈ Sj , sk ∈ Sk, where t stands for the iso-
morphism between X(ej(sj))⊗X(ek(sk)) and X(ek(sk))⊗X(ej(sj)), and Is is
shorthand for IX(s).
The following theorem appeared already as [61, Theorem 3.10] (for the case
S = Nk). We give here a new proof. S is assumed to be as specified in Section
2.3.1.
Theorem 2.4.2 Let A be a C∗-algebra, let X = {X(s)}s∈S be a product system
of A-correspondences over S, and let (σ, T ) be doubly commuting c.c. represen-
tation of X on a Hilbert space H. There exists a Hilbert space K ⊇ H and a
minimal, doubly commuting, regular isometric representation V of X on K.
Proof. Construct H and Tˆ as in Proposition 2.2.1.
We now show that Tˆej(sj) and Tˆek(sk) doubly commute for all j 6= k, and all
sj ∈ Sj , sk ∈ Sk. Let t ∈ S, x ∈ X(t), y ∈ X(ej(sj)) and h ∈ H . Using the
assumption that T is a doubly commuting representation,
Tˆ ∗ek(sk)Tˆej(sj)(δt+ej(sj) · x⊗ y ⊗ h) =
= Tˆ ∗ek(sk)
(
δt · x⊗ T˜ej(sj)(y ⊗ h)
)
= δt+ek(sk) · x⊗ T˜ ∗ek(sk)T˜ej(sj)(y ⊗ h)
= δt+ek(sk) · x⊗
(
(Iek(sk) ⊗ T˜ej(sj))(t⊗ IH)(Iej(sj) ⊗ T˜ ∗ek(sk))(y ⊗ h)
)
= Tˆej(sj)Tˆ
∗
ek(sj)
(δt+ej(sj) · x⊗ y ⊗ h),
where we have written t for the isomorphism between X(ej(sj)) ⊗ X(ek(sk))
and X(ek(sk)) ⊗X(ej(sj)), and we haven’t written the isomorphisms between
X(s)⊗X(t) and X(s+ t).
By a straightforward extension of [63, Proposition 9.2], there exists a min-
imal, regular isometric dilation Vˆ = {Vˆs}s∈S of Tˆ on some Hilbert space K,
such that Vˆej(sj) and Vˆek(sk) doubly commute for all j 6= k, sj ∈ Sj , sk ∈ Sk.
Proposition 2.3.2 gives a minimal, regular isometric dilation V of T on some
Hilbert space K.
To see that V is doubly commuting, one computes what one should using
the fact that Vˆ is a minimal, doubly commuting, regular isometric dilation of
Tˆ (all the five adjectives attached to Vˆ play a part). This takes about 4 pages
of handwritten computations, so is omitted. Let us indicate how it is done. For
any i ∈ Ω, si ∈ Si, write V˜i for V˜X(ei(si)), Ii for IX(ei(si)), and so on. Taking
j 6= k, sj ∈ Sj , sk ∈ Sk, operate with
V˜k(Ik ⊗ V˜j)(tj,k ⊗ IJ )(Ij ⊗ V˜ ∗k )
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and with
V˜kV˜
∗
k V˜j
on a typical element of X(ej(sj))⊗K of the form:
x⊗ Vˆs(δs · xs ⊗ h), (2.4.1)
to see that what you get is the same. One has to separate the cases where
ek(sk) ≤ s and ek(sk)  s (this is the case where the fact that Vˆ is a doubly
commuting semigroup comes in). Because V˜k is an isometry, and the elements
(2.4.1) span X(ej(sj))⊗K, one has
V˜ ∗k V˜j = (Ik ⊗ V˜j)(tj,k ⊗ IJ )(Ij ⊗ V˜ ∗k ).
That will conclude the proof. 
2.5 A sufficient condition for the existence of a
regular isometric dilation
Using the above methods, one can, quite easily, arrive at the following result,
which is, for the case S = Nk, one half of Theorem 3.5 of [61]. We prove it for
S satisfying the conditions described in Section 2.3.1.
Theorem 2.5.1 Let X be a product system over S, and let T be a c.c. repre-
sentation of X. If ∑
u⊆v
(−1)|u|
(
Is[v]−s[u] ⊗ T˜ ∗s[u]T˜s[u]
)
≥ 0 (2.5.1)
for all finite subsets v ⊆ Ω and all s ∈ S, then T has a regular isometric dilation.
Proof. Here are the main lines of the proof. Construct Tˆ as in Proposition
2.2.1. From (2.5.1), it follows that Tˆ satisfies∑
u⊆v
(−1)|u|Tˆ ∗s[u]Tˆs[u] ≥ 0,
for all finite subsets v ⊆ Ω and all s ∈ S, which, by a not-very-difficult extension
of [63, Theorem 9.1], is a necessary and sufficient condition for the existence of
a regular isometric dilation Vˆ of Tˆ . The result now follows from Proposition
2.3.2. 
Among other reasons, this example has been put forward to illustrate the
limitations of our method. By [61, Theorem 3.5], when S = Nk, equation (2.5.1)
is a necessary, as well as a sufficient, condition that T has a regular isometric
dilation. But our construction “works only in one direction”, so we are able to
prove only sufficient conditions (roughly speaking). We believe that, using the
methods of [61] combined with commensurability considerations, one would be
able to show that (2.5.1) is indeed a necessary condition for the existence of a
regular isometric dilation (over S). Whether or not the constructions of Section
2.2 can be modified to give the other direction remains to be answered.
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2.6 Isometric dilation of a fully coisometric prod-
uct system representation
For any r = (r1, . . . , rk) ∈ Rk, we denote r+ := (max{r1, 0}, . . . ,max{rk, 0})
and r− := r+ − r. Throughout this section, S will be a subsemigroup of Rk+
such that for all s ∈ S − S, both s+ and s− are in S. The semigroup that we
are most interested in, namely Rk+, satisfies this condition. For applications in
Part II of this thesis we will need the following theorem for S = Nk, which also
satisfies this condition.
Theorem 2.6.1 Let S be as above, let X = {X(s)}s∈S be a product system of
unital A-correspondences over S, and let (σ, T ) be a fully coisometric represen-
tation of X on H, with σ unital. Then there exists a Hilbert space K ⊇ H and a
minimal, fully coisometric and isometric representation (ρ, V ) of X on K, with
ρ unital, such that
1. PH commutes with ρ(A), and ρ(a)PH = σ(a)PH , for all a ∈ A.
2. PHVs(x)
∣∣
H
= Ts(x) for all s ∈ S, x ∈ X(s).
3. PHVs(x)
∣∣
K⊖H
= 0 for all s ∈ S, x ∈ X(s).
If σ is nondegenerate and X is essential (that is, AX(s) is dense in X(s) for all
s ∈ S) then ρ is also nondegenerate. If A is aW ∗-algebra, X is a product system
of W ∗-correspondences and (σ, T ) is a representation of W ∗-correspondences,
then (ρ, V ) is also a representation of W ∗-correspondences.
Proof. The proof is very similar to the proof of Proposition 2.3.2, so we will
not go into all the details whenever they were taken care of in that proof.
Let H = ⊕s∈SX(s)⊗σ H , and let Tˆ be the semigroup of coisometries con-
structed in the discussion preceding Proposition 2.2.1.
Since Tˆ is a semigroup of coisometries, there exists a minimal, regular unitary
dilation W = {Ws}s∈S of the semigroup {Tˆ ∗s }s∈S on a Hilbert space K ⊇ H
(this follows from [63, Proposition 9.2]). We denote Vˆs = W
∗
s . We have for all
s ∈ S − S
PHVˆs+ Vˆ
∗
s−PH = Tˆs+ Tˆ
∗
s− , (2.6.1)
Since the semigroup Vˆ consists of commuting unitaries, and since commuting
unitaries doubly commute, we also have
PHVˆ
∗
s− Vˆs+PH = Tˆs+ Tˆ
∗
s− . (2.6.2)
This triviality turns out to be crucial: it will allow us to compute the inner
products in K.
Introduce the Hilbert space K,
K =
∨
{Vˆs(δs · (x⊗ h)) : s ∈ S, x ∈ X(s), h ∈ H}.
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We consider H as embedded in K (or in H or in K) by the identification
h↔ δ0 · (1⊗ h).
(This is where we use the fact that σ is unital). We turn to the definition
of the representation V of X on K. First, note that σ(a)h is identified with
δ0 · 1⊗σ σ(a)h = δ0 · a⊗σ h. Next, we define a left action of A on H by
a · (δs · x⊗ h) = δs · ax⊗ h,
for all a ∈ A, s ∈ S, x ∈ X(s) and h ∈ H . As we have explained in the
proof of Proposition 2.3.2, this gives rise to a well defined ∗-representation that
commutes with Tˆs and Tˆ
∗
s for all s ∈ S.
We now define a representation (ρ, V ) of X on K, exactly as in the proof of
Proposition 2.3.2. First, we define ρ by the rule
ρ(a)Vˆs(δs · xs ⊗ h) = Vˆs(δs · axs ⊗ h). (2.6.3)
Using (2.6.2), one shows that ρ(a) extends to a bounded map on K. It then
follows by direct computation that ρ is a ∗-representation. When (σ, T ) is a
representation of W ∗-correspondences, we also have to show that ρ is a normal
representation. Let {aγ} ⊆ ball1(A) be a net converging in the weak operator
topology to a ∈ ball1(A). It is known (for an outline of a proof, see [37]) that
the mapping taking b ∈ A to b ⊗ IH ∈ B(X(s) ⊗σ H) is continuous in the
(σ-)weak topologies. Thus, for all s ∈ S, x ∈ X(s) and h ∈ H ,
aγx⊗ h −→ ax⊗ h
in the weak topology of X(s)⊗σ H . It follows that
δs · aγx⊗ h −→ δs · ax⊗ h
in the weak topology of K, so
Vˆsδs · aγx⊗ h −→ Vˆsδs · ax⊗ h
weakly. This implies that ρ(aγ)→ ρ(a) in the weak operator topology of B(K),
so ρ is normal.
Note that H reduces ρ(A), and that ρ(a)
∣∣
H
= σ(a)
∣∣
H
(under the appropriate
identifications). Indeed, putting t = 0 in equation (2.6.3) gives
ρ(a)(δ0 · 1⊗ h) = δ0 · a⊗ h = δ0 · 1⊗ σ(a)h.
The assertions regarding the unitality and nondegeneracy of ρ are clear from
the definitions.
We have completed the construction of ρ, and we proceed to define the
representation V of X on K. For s > 0, we define Vs by the rule
Vs(xs)Vˆt(δt · xt ⊗ h) = Vˆs+t(δs+t · xs ⊗ xt ⊗ h). (2.6.4)
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One has to use (2.6.2) to show that Vs(xs) can be extended to a well defined
operator on K, but once that is done, it is easy to see that for all s ∈ S, (ρ, Vs)
is a covariant representation of X(s) on K. We now show that it is isometric.
This computation is included so the reader has an opportunity to appreciate
the role played by equation (2.6.2). Let s, t, u ∈ S, x, y ∈ X(s), xt ∈ X(t),
xu ∈ X(u) and h, g ∈ H . Then
〈Vs(x)∗Vs(y)Vˆtδt · xt ⊗ h, Vˆuδu · xu ⊗ g〉
= 〈Vˆt+sδt+s · y ⊗ xt ⊗ h, Vˆu+sδu+s · x⊗ xu ⊗ g〉
= 〈Vˆ ∗(t−u)− Vˆ(t−u)+δt+s · y ⊗ xt ⊗ h, δu+s · x⊗ xu ⊗ g〉
(∗) = 〈Tˆ(t−u)+ Tˆ ∗(t−u)−δt+s · y ⊗ xt ⊗ h, δu+s · x⊗ xu ⊗ g〉
= 〈δu+s · y ⊗
(
I ⊗ T˜(t−u)+
)(
I ⊗ T˜ ∗(t−u)−
)
(xt ⊗ h), δu+s · x⊗ xu ⊗ g〉
= 〈δu ·
(
I ⊗ T˜(t−u)+
)(
I ⊗ T˜ ∗(t−u)−
)
(xt ⊗ h), δu · 〈y, x〉xu ⊗ g〉
= 〈Tˆ(t−u)+ Tˆ ∗(t−u)−δt · xt ⊗ h, δu · 〈y, x〉xu ⊗ g〉
= 〈Tˆ(t−u)+ Tˆ ∗(t−u)−δt · 〈x, y〉xt ⊗ h, δu · xu ⊗ g〉
(∗) = 〈Vˆ ∗(t−u)− Vˆ(t−u)+δt · 〈x, y〉xt ⊗ h, δu · xu ⊗ g〉
= 〈Vˆtδt · 〈x, y〉xt ⊗ h, Vˆuδu · xu ⊗ g〉
= 〈ρ(〈x, y〉)Vˆtδt · xt ⊗ h, Vˆuδu · xu ⊗ g〉.
(The equations marked by (*) are where we use (2.6.2).) This shows that
Vs(x)
∗Vs(y) = ρ(〈x, y〉), so (ρ, V ) is indeed an isometric representation. To see
that it is fully coisometric, is enough to show that for all s ∈ S, V˜s is onto. It
is clear that
Im(V˜s) =
∨
{Vˆt+s(δt+s · xs ⊗ xt ⊗ h) : t ∈ S, xs ∈ X(s), xt ∈ X(t), h ∈ H}.
But if t ∈ S, xt ∈ X(t) and h ∈ H , then
Vˆt(δt · xt ⊗ h) = VˆtVˆsVˆ ∗s (δt · xt ⊗ h)
(∗) = VˆtVˆsTˆ ∗s (δt · xt ⊗ h)
= Vˆt+s(δt+s · xt ⊗ T˜ ∗s h) ∈ Im(V˜s),
where (*) is justified because Vˆ ∗s is an extension of Tˆ
∗
s (as is any unitary dilation
of an isometry). This shows that V˜s is onto, so it is a unitary, hence V is fully
coisometric.
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Let s ∈ S, x ∈ X(s) and h = δ0 · 1⊗ h ∈ H . We compute:
PHVs(x)
∣∣
H
h = PHVs(x)δ0 · 1⊗ h
= PH Vˆs(δs · x⊗ h)
= PHPHVˆs
∣∣
H
(δs · x⊗ h)
= PH Tˆs(δs · x⊗ h)
= PH(δ0 · 1⊗ Ts(x)h) = Ts(x)h.
Item 3 in the statement of the theorem, the “semigroup property” of V , as well
as minimality, follow as in the proof of Proposition 2.3.2. 
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Chapter 3
Strong commutativity
In this chapter we define the main technical condition that we need in order to
simultaneously dilate a pair of commuting CP-semigroups to a pair of commut-
ing E-semigroups. This condition is strong commutativity. After studying the
definition and its consequences in the first three sections, we turn in the fourth
section to discuss examples. Most of the material here is from [51]. Section 3.2
is from [54]. The example of quantized convolution semigroups did not appear
elsewhere.
3.1 Strongly commuting CP maps
Let Θ and Φ be CP maps onM. We define the Hilbert spaceM⊗ΦM⊗ΘH to
be the Hausdorff completion of the algebraic tensor product M⊗algM⊗alg H
with respect to the inner product
〈a⊗ b⊗ h, c⊗ d⊗ k〉 = 〈h,Θ(b∗Φ(a∗c)d)k〉.
Definition 3.1.1 Let Θ and Φ be CP maps on M. We say that they commute
strongly if there is a unitary u :M⊗ΦM⊗Θ H →M⊗ΘM⊗Φ H such that:
(i) u(a⊗Φ I ⊗Θ h) = a⊗Θ I ⊗Φ h for all a ∈M and h ∈ H.
(ii) u(ca⊗Φ b⊗Θ h) = (c⊗ IM ⊗ IH)u(a⊗Φ b⊗Θh) for a, b, c ∈M and h ∈ H.
(iii) u(a ⊗Φ b ⊗Θ dh) = (IM ⊗ IM ⊗ d)u(a ⊗Φ b ⊗Θ h) for a, b ∈ M, d ∈ M′
and h ∈ H.
The notion of strong commutation was introduced by Solel in [60]. Note that if
two CP maps commute strongly, then they commute. The converse is false (for
concrete examples see Section 3.4). In Section 3.4 we shall give many examples
of strongly commuting pairs of CP maps, and for some von Neumann algebras
we shall give a complete characterization of strong commutativity. For the time
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being let us just state the fact that if H is a finite dimensional Hilbert space,
then any two commuting CP maps on B(H) strongly commute (see Section
3.4.3). The “true” significance of strong commutation comes from a bijection
between pairs of strongly commuting CP maps and product systems over N2
with c.c. representations ([60], Propositions 5.6 and 5.7, and the discussion
between them). It is this bijection that enables one to characterize all pairs of
strongly commuting CP maps on B(H) [60, Proposition 5.8].
In the next chapter we will work with the spaces M⊗P1 M· · ·M ⊗Pn H ,
where P1, . . . , Pn are CP maps. These spaces are defined in a way analogous to
the way that the spaces M⊗ΘM⊗Φ H were defined in the beginning of this
section. The following results are important for dealing with such spaces.
Lemma 3.1.2 Assume that Pn−1 and Pn commute strongly. Then there exists
a unitary
v :M⊗P1 M⊗P2 · · · ⊗Pn−1 M⊗Pn H →M⊗P1 M⊗P2 · · · ⊗Pn M⊗Pn−1 H
such that
1. v(I ⊗P1 · · · ⊗Pn−1 I ⊗Pn h) = I ⊗P1 · · · ⊗Pn I ⊗Pn−1 h, for all h ∈ H,
2. For all X ∈ M,
v ◦ (X ⊗ I · · · I ⊗ I) = (X ⊗ I · · · I ⊗ I) ◦ v,
3. For all X ∈ M′,
v ◦ (I ⊗ I · · · I ⊗X) = (I ⊗ I · · · I ⊗X) ◦ v.
Proof. Let u :M⊗Pn−1M⊗Pn H →M⊗PnM⊗Pn−1 H be the unitary that
makes Pn−1 and Pn commute strongly. Define
v = IE ⊗ u,
where E denotes the W ∗-correspondence (overM)M⊗P1 M⊗P2 · · · ⊗Pn−3M
equipped with the inner product
〈a1 ⊗ · · · ⊗ an−3, b1 ⊗ · · · ⊗ bn−3〉 = Pn−3
(
a∗n−3 · · ·P1(a∗1b1) · · · bn−3
)
.
The fact that v commutes with M⊗ I ⊗ · · · ⊗ I and I ⊗ I · · · I ⊗M′ and
satisfies the three conditions listed above are clear from the definition and from
the properties of u. The fact that u is surjective implies that v is, too. It is left
to show that v is an isometry (and this will also show that it is well defined).
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Let
∑
ai⊗Pn−2 bi⊗Pn−1 ci⊗Pn hi be an element of E⊗Pn−2M⊗Pn−1M⊗PnH .
‖v(
∑
ai ⊗Pn−2 bi ⊗Pn−1 ci ⊗Pn hi)‖2 =
=
〈∑
ai ⊗Pn−2 u(bi ⊗Pn−1 ci ⊗Pn hi),
∑
aj ⊗Pn−2 u(bj ⊗Pn−1 cj ⊗Pn hj)
〉
=
=
∑
i,j
〈
u(bi ⊗Pn−1 ci ⊗Pn hi), Pn−2 (〈ai, aj〉) u(bj ⊗Pn−1 cj ⊗Pn hj)
〉
= (∗)
=
∑
i,j
〈
u(bi ⊗Pn−1 ci ⊗Pn hi), u
(
Pn−2 (〈ai, aj〉) bj ⊗Pn−1 cj ⊗Pn hj
)〉
= (∗∗)
=
∑
i,j
〈
bi ⊗Pn−1 ci ⊗Pn hi, Pn−2(〈ai, aj〉)bj ⊗Pn−1 cj ⊗Pn hj
〉
=
= ‖
∑
ai ⊗Pn−2 bi ⊗Pn−1 ci ⊗Pn hi‖2
the equality marked by (*) follows from the fact that u intertwines the actions
of M on M⊗Pn−1 M⊗Pn H and M⊗Pn M⊗Pn−1 H , and the one marked by
(**) is true because u is unitary. 
Lemma 3.1.3 Assume that P and Q are strongly commuting CP maps on M.
Then there exists an isomorphism v = vP,Q of M-correspondences
v :M⊗P M⊗QM→M⊗QM⊗P M
such that
v(I ⊗P I ⊗Q I) = I ⊗Q I ⊗P I.
Proof. For any two CP maps Θ,Φ let WΘ,Φ be the Hilbert space isomor-
phism
WΘ,Φ :M⊗ΘM⊗ΦM⊗I H →M⊗ΘM⊗Φ H
given byWΘ,Φ(a⊗Θb⊗Φc⊗Ih) = a⊗Θb⊗Φch. By a straightforward computation
W ∗Θ,Φ is given by W
∗
Θ,Φ(a⊗Θ b ⊗Φ h) = a⊗Θ b ⊗Φ I ⊗I h, and by even shorter
computations WΘ,ΦW
∗
Θ,Φ and W
∗
Θ,ΦWΘ,Φ are identity maps. For all a, b, c, x ∈
M and all y ∈M′ we have
WΘ,Φ(xa⊗Θ b⊗Φ c⊗I yh) = xa⊗Θ b⊗Φ cyh
= xa⊗Θ b⊗Φ ych
= (x ⊗ I ⊗ y)WΘ,Φ(a⊗Θ b ⊗Φ c⊗I h).
From this, it also follows that
W ∗Θ,Φ(x⊗ I ⊗ y) = (x⊗ I ⊗ I ⊗ y)W ∗Θ,Φ (x ∈ M, y ∈M′).
We now define a map T :M⊗P M⊗QM⊗I H →M⊗QM⊗P M⊗I H
by
T =W ∗Q,P ◦ u ◦WP,Q,
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where u is the map that makes P and Q commute strongly. As a product of
such maps, T is a unitary intertwining the left actions of M and M′. The v
that we are looking for is a map v :M⊗P M⊗QM→M⊗QM⊗P M that
satisfies T = v ⊗ IH . We will find this v using a standard technique exploiting
the self duality of M⊗QM⊗P M.
For any x ∈M⊗QM⊗PM we define a map Lx : H →M⊗QM⊗PM⊗IH
by
Lx(h) = x⊗ h , (h ∈ H).
The adjoint is given on simple tensors by L∗x(y ⊗ h) = 〈x, y〉h.
Now, if there is a v such that T = v ⊗ IH , then for all z ∈M⊗P M⊗QM
and x ∈M⊗QM⊗P M we must have
〈x, v(z)〉h = L∗x(v(z)⊗ h) = L∗xT (z ⊗ h).
This leads us to define, fixing z ∈ M⊗P M⊗QM, a mapping ϕ from M⊗Q
M⊗P M into M:
ϕ(x)h := L∗xT (z ⊗ h).
We now prove that x 7→ ϕ(x)∗ is a bounded, M-module mapping into M.
Into M: For all x ∈ M ⊗Q M⊗P M, ϕ(x) is linear. ‖L∗xT (z ⊗ h)‖ ≤
‖L∗x‖‖T ‖‖z‖‖h‖, so ϕ(x) ∈ B(H). So ϕ(x)∗ exists and is also a bounded, linear
operator on H . Now take d ∈M′. Then
ϕ(x)dh = L∗xT (z ⊗ dh) = L∗xT (I ⊗ d)(z ⊗ h) = L∗x(I ⊗ d)T (z ⊗ h) = dϕ(x)h
(L∗x intertwines M′ from its very definition) whence ϕ(x) ∈ M′′ = M. Thus,
ϕ(x)∗ ∈ M.
M-module mapping: This is because for all x, y ∈ M⊗QM⊗P M and
all a ∈M Lx+y = Lx + Ly and Lax = aLx (and also Lxa = Lxa).
Bounded mapping: From the inequalities ‖L∗xT (z⊗h)‖ ≤ ‖L∗x‖‖T ‖‖z‖‖h‖
and ‖L∗x‖ ≤ ‖x‖ it follows that ‖ϕ(x)∗‖ = ‖ϕ(x)‖ ≤ ‖z‖‖x‖.
It now follows from the self-duality of M ⊗Q M ⊗P M that for all z ∈
M⊗P M⊗QM there exists a v(z) ∈ M⊗QM⊗P M such that
〈x, v(z)〉h = L∗xT (z ⊗ h) (3.1.1)
for all x ∈ M⊗QM⊗P M, h ∈ H . It is easy to see from (3.1.1) that v(z) is a
right M-module mapping. (3.1.1) can be re-written as
L∗x(v(z)⊗ h) = L∗xT (z ⊗ h),
and, since this holds for all x, this means that (v(z)⊗ h) = T (z ⊗ h) (because
∩xKer(L∗x) = (∨xIm(Lx))⊥ = {0}), or, in other words, v ⊗ I = T . This last
equality implies that v is unitary, and that it has all the properties required.
For example, if a, b, c,X ∈M and h ∈ H , then
v(Xa⊗ b⊗ c)⊗ h = T (Xa⊗ b⊗ c⊗ h)
= (X ⊗ I ⊗ I ⊗ I)T (a⊗ b⊗ c⊗ h)
= (X ⊗ I ⊗ I ⊗ I)(v(a⊗ b⊗ c)⊗ h)
=
(
(X ⊗ I ⊗ I)v(a⊗ b⊗ c))⊗ h.
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Putting v1 = v(Xa⊗ b⊗ c) and v2 = (X ⊗ I ⊗ I)(v(a⊗ b⊗ c) we have that for
all h ∈ H
0 = ‖v1 ⊗ h− v2 ⊗ h‖2 = ‖(v1 − v2)⊗ h‖2 = 〈h, 〈v1 − v2, v1 − v2〉h〉,
which implies that 〈v1−v2, v1−v2〉 = 0, or v(Xa⊗b⊗c) = (X⊗I⊗I)(v(a⊗b⊗c)).

Remark 3.1.4 The converse of Lemma 3.1.3 is also true: if there is an isometry
of M-correspondences v : M ⊗P M ⊗Q M → M ⊗Q M ⊗P M such that
v(I ⊗ I ⊗ I) = I ⊗ I ⊗ I then P and Q strongly commute. Indeed, to obtain
u :M⊗P M⊗Q H →M⊗QM⊗P H with the desired properties, we simply
reverse the construction above. That is, we define T = v ⊗ I, and
u =WQ,P ◦ T ◦W ∗P,Q.
Lemma 3.1.5 Assume that Pj and Pj+1 commute strongly, for some j ≤ n−2.
Then there exists a unitary
u :M⊗P1 · · ·⊗PjM⊗Pj+1 · · ·M⊗PnH →M⊗P1 · · ·⊗Pj+1M⊗Pj · · ·M⊗PnH
such that
1. u(I⊗P1 · · · I⊗Pj I⊗Pj+1 I · · · I⊗Pn h) = I⊗P1 · · · I⊗Pj+1 I⊗Pj I · · · I⊗Pn h,
2. For all X ∈ M,
u ◦ (X ⊗ I · · · I ⊗ I) = (X ⊗ I · · · I ⊗ I) ◦ u,
3. For all X ∈ M′,
u ◦ (I ⊗ I · · · I ⊗X) = (I ⊗ I · · · I ⊗X) ◦ u.
Proof. Let v :M⊗Pj M⊗Pj+1 M→M⊗Pj+1 M⊗Pj M be the unitary that
is described in lemma 3.1.3. Introduce the notation
E =M⊗P1 · · · ⊗Pj−2 M
(understood to be C if j = 1 and M if j = 2) and
F =M⊗Pj+3 · · ·M⊗Pn H
(understood to be H if j = n− 2). Define
u : E⊗Pj−1M⊗PjM⊗Pj+1M⊗Pj+2 F → E⊗Pj−1M⊗Pj+1M⊗PjM⊗Pj+2 F
by
u := IE ⊗ v ⊗ IF .
u is a well-defined, unitary mapping, possessing the properties asserted. 
Putting together Lemmas 3.1.2, 3.1.3 and 3.1.5, we obtain the following
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Proposition 3.1.6 Let R1, R2, . . . Rm, and S1, S2, . . . , Sn be CP maps such
that for all 1 ≤ i ≤ m, 1 ≤ j ≤ n, Ri commutes strongly with Sj. Then
there exists a unitary
u :M⊗R1 · · · ⊗Rm M⊗S1 · · · ⊗Sn H →M⊗S1 · · · ⊗Sn M⊗R1 · · · ⊗Rm H
such that
1. u(I ⊗R1 I · · · I ⊗Sn h) = I ⊗S1 I · · · I ⊗Rm h, for all h ∈ H,
2. For all X ∈ M,
u ◦ (X ⊗ I · · · I ⊗ I) = (X ⊗ I · · · I ⊗ I) ◦ u,
3. For all X ∈ M′,
u ◦ (I ⊗ I · · · I ⊗X) = (I ⊗ I · · · I ⊗X) ◦ u.
Furthermore, there exists an isomorphism of M correspondences
v :M⊗R1 · · · ⊗Rm M⊗S1 · · · ⊗Sn M→M⊗S1 · · · ⊗Sn M⊗R1 · · · ⊗Rm M
such that
v(I ⊗ · · · ⊗ I) = I ⊗ · · · ⊗ I.
The existence of u and v as above is clear: simply apply the isomorphisms
from the previous lemmas one by one. One might think that applying these
isomorphisms in different orders might lead to different u’s or v’s. In the next
section we will see, however, that the order of application does not influence the
total outcome (see Proposition 3.3.3).
3.2 Strong commutativity in terms of the GNS
representation
We now characterize strong commutativity using the GNS representation [43].
This characterization may be interesting for two reasons. First, it shows that the
notion of strong-commutativity is representation free. Second, it provides the
connection between the work of Bhat and Skeide on dilation of one-parameter
CP-semigroups originating in [15], and the constructions made in this thesis.
Let Θ, Φ and M be as in the previous subsection. We will denote by
(E, ξ) and (F, η) the GNS representations of Θ and Φ, respectively. That is
E =M⊗ΘM, the correspondence formed with the inner product
〈a⊗ b, a′ ⊗ b′〉 = b∗Θ(a∗a′)b′,
ξ = 1 ⊗ 1, and one checks that 〈ξ, aξ〉 = Θ(a) for all a ∈ M. (F, η) is defined
similarly. See section 2.14 in [15].
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Proposition 3.2.1 Θ and Φ commute strongly if and only if there exists a
unitary (bimodule map)
w : E ⊗ F → F ⊗ E
sending ξ ⊗ η to η ⊗ ξ.
Proof. By Lemma 3.1.3 and the remarks right after, Θ and Φ strongly
commute, i.e. there exists a unitary u as in Definition 3.1.1, if and only there
exists an isomorphism of M−M-correspondences (a unitary bimodule map)
v :M⊗ΘM⊗ΦM→M⊗ΦM⊗ΘM
such that
v(1⊗Θ 1⊗Φ 1) = 1⊗Φ 1⊗Θ 1.
But
M⊗ΘM⊗ΦM∼= (M⊗ΘM)⊗ (M⊗ΦM) = E ⊗ F
as W ∗-correspondences via the correspondence isomorphism
a⊗Θ b⊗Φ c 7→ (a⊗Θ b)⊗ (1⊗Φ c) .
Indeed, this is a well defined isometry because it preserves inner products:
〈(a⊗Θ b)⊗ (1⊗Φ c) , (a′ ⊗Θ b′)⊗ (1⊗Φ c′)〉 = 〈1 ⊗Φ c, b∗Θ(a∗a′)b′ (1⊗Φ c′)〉
= c∗Φ(b∗Θ(a∗a′)b′)c′
= 〈a⊗ b⊗ c, a′ ⊗ b′ ⊗ c′〉.
It is onto because the tensor product E ⊗ F is balanced. It is clear that this
map is a bimodule map. Moreover, this maps sends 1 ⊗ 1 ⊗ 1 to ξ ⊗ η. Thus,
the existence of an isomorphism v as above is equivalent to the existence of a
an isomorphism
w : E ⊗ F → F ⊗ E
sending ξ ⊗ η to η ⊗ ξ. 
3.3 Strongly commuting CP-semigroups
3.3.1 The definition
How should strong commutativity be defined for semigroups of CP maps? A
natural guess is the following:
NOT the definition: Two semigroups of CP maps {Rt}t≥0 and {St}t≥0 are
said to commute strongly if for all (s, t) ∈ R2+ the CP maps Rs and St commute
strongly.
In [51], the above was used as the definition of strong commutativity of
CP-semigroups. However, we recently discovered that [51] contains a serious
gap, and that the above definition is too weak to obtain the full results of [51]
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without making considerable modifications to the methods used. We therefore
give here a more stringent definition, that works.
We need some notation. Let {Rt}t≥0 and {St}t≥0 be two semigroups of CP
maps such that Rs strongly commutes with St for all s, t ≥ 0. Let {us,t}(s,t)∈R2+
be a family of unitaries us,t :M⊗RsM⊗StH →M⊗StM⊗RsH , making the
Rs and St commute strongly. By Lemma 3.1.3, there is a family {vs,t}(s,t)∈R2+
of isomorphisms betweenM-correspondences vs,t :M⊗RsM⊗StM→M⊗St
M⊗Rs M sending I ⊗ I ⊗ I to I ⊗ I ⊗ I. By Remark 3.1.4, the existence of
such a family {vs,t}(s,t)∈R2+ implies that Rs strongly commutes with St for all
s, t ≥ 0, and gives rise to a family {us,t}(s,t)∈R2+ .
Fix s, s′, t ≥ 0. We define an isometry
M⊗Rs+s′ M⊗St M→M⊗Rs M⊗Rs′ M⊗St M
by
a⊗Rs+s′ b⊗St c 7→ a⊗Rs I ⊗Rs′ b⊗St c.
We also define an isometry
M⊗St M⊗Rs+s′ M→M⊗St M⊗Rs M⊗Rs′ M
by
a⊗St b⊗Rs+s′ c 7→ a⊗St b⊗Rs I ⊗Rs′ c.
We make similar definitions with the roles of R and S reversed.
Definition 3.3.1 Two semigroups of CP maps {Rt}t≥0 and {St}t≥0 are said
to commute strongly if for all (s, t) ∈ R2+ the CP maps Rs and St com-
mute strongly, and if there is a family {vs,t}(s,t)∈R2+ of isomorphisms of M-
correspondences vs,t :M⊗Rs M⊗St M→M⊗St M⊗Rs M (making the Rs
and St commute strongly) such that for all s, s
′, t, t′ ≥ 0 the following diagrams
commute
M⊗Rs+s′ M⊗St M
vs+s′,t−−−−→ M⊗St M⊗Rs+s′ My y
M⊗Rs M⊗Rs′ M⊗St M
(vs,t⊗I)(I⊗vs′,t)−−−−−−−−−−−→ M⊗St M⊗Rs M⊗Rs′ M
and
M⊗Rs M⊗St+t′ M
vs,t+t′−−−−→ M⊗St+t′ M⊗Rs My y
M⊗Rs M⊗St M⊗St′ M
(I⊗vs,t′ )(vs,t⊗I)−−−−−−−−−−−→ M⊗St M⊗St′ M⊗Rs M
where the vertical maps are the isometries from the above discussion.
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Remark 3.3.2 Because the maps vs,t above are unitaries, it follows that strong
commutation is a symmetric relation.
The above definition means that not only do Rs and St strongly commute
for all s, t, the way in which they strongly commute must be compatible with
the semigroup structures of R and S.
3.3.2 More technicalities regarding strongly commuting
semigroups
Proposition 3.3.3 If the CP-semigroups {Rt}t≥0 and {St}t≥0 commute strongly,
then, for all (s, t), (s′, t′) ∈ R2+, the associated maps
vRs,St :M⊗Rs M⊗St M→M⊗St M⊗Rs M,
and
vRs′ ,St′ :M⊗Rs′ M⊗St′ M→M⊗St′ M⊗Rs′ M,
(see lemma 3.1.3) satisfy the following identity :
(I ⊗ I ⊗ vRs′ ,St′ )(vRs,St ⊗ I ⊗ I) = (vRs,St ⊗ I ⊗ I)(I ⊗ I ⊗ vRs′ ,St′ ). (3.3.1)
Proof. Let a, b, c, d, e ∈ M. Assume that vRs,St(a ⊗Rs b ⊗St c) =∑m
i=1 Ai⊗StBi⊗RsCi, and that vRs′ ,St′ (I⊗Rs′ d⊗St′ e) =
∑n
j=1 γi⊗St′ δj⊗Rs′ ǫj .
Operating on a⊗Rs b⊗St c⊗Rs′ d⊗St′ e with the operator on the left-hand side
of equation (3.3.1), we obtain
(I ⊗ I ⊗ vRs′ ,St′ )(vRs,St ⊗ I ⊗ I)(a⊗ b⊗ c⊗ d⊗ e) =
(I ⊗ I ⊗ vRs′ ,St′ )
m∑
i=1
Ai ⊗Bi ⊗ Ci ⊗ d⊗ e = (∗)
m∑
i=1
Ai ⊗Bi ⊗ Ci · vRs′ ,St′ (I ⊗ d⊗ e) =
m∑
i=1
n∑
j=1
Ai ⊗Bi ⊗ Ciγj ⊗ δj ⊗ ǫj ,
where the equality marked by (*) is justified because vRs′ ,St′ is a leftM-module
map. Operating on a⊗Rs b⊗St c⊗Rs′ d⊗St′ e with the operator on the right-hand
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side of equation (3.3.1), we obtain
(vRs,St ⊗ I ⊗ I)(I ⊗ I ⊗ vRs′ ,St′ )(a⊗ b⊗ c⊗ d⊗ e) = (∗)
(vRs,St ⊗ I ⊗ I)(a⊗ b⊗ c · vRs′ ,St′ (I ⊗ d⊗ e)) =
n∑
j=1
(vRs,St ⊗ I ⊗ I)(a⊗ b⊗ cγj ⊗ δj ⊗ ǫj) =
n∑
j=1
vRs,St(a⊗ b⊗ cγj)⊗ δj ⊗ ǫj = (∗∗)
n∑
j=1
vRs,St(a⊗ b⊗ c) · γj ⊗ δj ⊗ ǫj =
m∑
i=1
n∑
j=1
Ai ⊗Bi ⊗ Ciγj ⊗ δj ⊗ ǫj,
where the equality marked by (*) is justified because vRs′ ,St′ is a leftM-module
map, and the one marked by (**) is OK because vRs,St is a right M-module
map. So equation (3.3.1) holds for all s, s′, t, t′ ≥, and this proof is complete. 
Let {Rt}t≥0 and {St}t≥0 be CP-semigroups such that for all (s, t) ∈ R2+ the
CP maps Rs and St commute strongly. Let p = {0 = s0 < s1 < . . . < sm = s}
be a partition of [0, s]. We define
HRp =M⊗Rs1 M⊗Rs2−s1 · · ·M⊗Rsm−sm−1 H
and we define (for a partition q) HSq in a similar manner. If q = {0 = t0 < t1 <
. . . < tn = t}, we also define
HR,Sp,q =M⊗Rs1 · · · ⊗Rsm−sm−1 M⊗S1 · · · ⊗Stn−tn−1 H.
HS,Rq,p is defined similarly.
Now for any two such partitions p, q, Proposition 3.1.6 gives a unitary
Up,q : H
R,S
p,q → HS,Rq,p
with desirable properties. Our definition of strong commutativity is such that
forces these unitaries to be consistent one with the other.
Let us describe precisely in what sense these unitaries are consistent. We
fix our attentions to two intervals, [0, s] and [0, t]. Let us order the set of all
partitions of an interval by refinement. If p ≤ p′ are partitions of [0, s], and
q ≤ q′ are partitions of [0, t] we define an isometry
V R,S(p,q),(p′,q′) : H
R,S
p,q → HR,Sp′,q′
as follows. In the particular case where p = p′ and q = {0 = t0 < · · · < tk <
tk+1 < · · · < tn = t} and q′ = {0 = t0 < · · · < tk < τ < tk+1 < · · · < tn = t},
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we define
V R,S(p,q),(p′,q′)(ξ ⊗Rsm−sm−1 T1 ⊗St1 · · · ⊗Stk−tk−1 Tk+1 ⊗Stk+1−tk Tk+2 ⊗ · · ·Tn ⊗Stn−tn−1 ⊗h) =
ξ ⊗Rsm−sm−1 T1 ⊗St1 · · · ⊗Stk−tk−1 Tk+1 ⊗Sτ−tk I ⊗Stk+1−τ Tk+2 ⊗ · · ·Tn ⊗Stn−tn−1 ⊗h,
(we “inserted an I at time τ”) where ξ ∈M⊗Rs1 · · ·⊗Rsm−1−sm−2M, T1, . . . , Tn
are in M and h ∈ H . If p′ is a one-point-refinement of p and q = q′ then we
define V R,S(p,q),(p′,q′) in a similar manner. Finally, for arbitrary p ≤ p′ and q ≤ q′
we define V R,S(p,q),(p′,q′) by composing the one-point-refinement maps.
In the same way, we define maps
V S,R(q,p),(q′,p′) : H
S,R
q,p → HS,Rq′,p′ .
One can see that Definition 3.3.1 is equivalent to the following definition.
Definition 3.3.4 Two semigroups of CP maps {Rt}t≥0 and {St}t≥0 are said
to commute strongly if for all (s, t) ∈ R2+ the CP maps Rs and St commute
strongly, and if there is a family {us,t}(s,t)∈R2+ of unitaries us,t :M⊗RsM⊗St
H → M⊗St M⊗Rs H (making the Rs and St commute strongly), such that
the maps Up,q obtained from the family {us,t}(s,t)∈R2+ as in Proposition 3.1.6
satisfies for all s, t ≥ 0 and all partitions p ≤ p′ of [0, s] and q ≤ q′ of [0, t],
V S,R(q,p),(q′,p′) ◦ Up,q = Up′,q′ ◦ V R,S(p,q),(p′,q′). (3.3.2)
Remark 3.3.5 To prove that the above definition implies Definition 3.3.1 one
may imitate the proof of Lemma 3.1.3, and it suffices to assume that equation
(3.3.2) holds only for partitions of the form q = q′ = {0, t}, p = {0, s1 + s2},
p′ = {0, s1, s1 + s2}, and p = p′ = {0, s}, q = {0, t1 + t2}, q′ = {0, t1, t1 + t2}.
3.4 Examples of strongly commuting maps and
semigroups
In this section we give some examples of strongly commuting CP maps and
of strongly commuting CP-semigroups. In special cases we are able to state
necessary and sufficient conditions for strong commutativity of CP maps.
3.4.1 Endomorphisms, automorphisms, and composition
with automorphisms
By [60, Lemma 5.4], there are plenty of examples of CP maps Θ,Φ that commute
strongly:
1. If Θ and Φ are endomorphisms that commute then they commute strongly.
2. If Θ and Φ commute, and if either one of them is an automorphism, then
they commute strongly.
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3. If α is a normal automorphism that commutes with Θ, and Φ = Θ ◦ α,
then Θ and Φ commute strongly.
We note that item 2 does not remain true if automorphism is replaced by
endomorphism. Here is an example.
Example 3.4.1 TakeM = B(ℓ2(N)), and identify every operator with its ma-
trix representation with respect to the standard basis. Let Θ be the map that
takes a matrix to its diagonal, and let Φ be given by conjugation with the right
shift. Θ is a (unital) CP map, Φ is a (non-unital) ∗-endomorphism, these two
maps commute, but not strongly. See [54, Example 2.13] for details.
Proposition 3.4.2 Let α = {αt}t≥0, β = {βt}t≥0 be two E-semigroups acting
on M, and assume that for all s, t ≥ 0, αs ◦βt = βt ◦αs. Then α and β strongly
commute.
Proof. We construct a family {vs,t}(s,t)∈R2+ as required by Definition 3.3.1.
Note that inM⊗αsM⊗βtM we have the equality a⊗αs b⊗βt c = a⊗αs I ⊗βt
βt(b)c. Thus, there is an isomorphism vs,t :M⊗αsM⊗βtM→M⊗βtM⊗αsM
completely determined by the mapping
a⊗αs I ⊗βt c 7→ a⊗βt I ⊗αs c.
Clearly, vs,t(I ⊗ I ⊗ I) = I ⊗ I ⊗ I. We have yet to show that the family
{vs,t}(s,t)∈R2+ participates in commutative diagrams as in Definition 3.3.1. De-
note by V the isometry M⊗αs1+s2 M⊗βt M → M⊗αs1 M⊗αs2 M⊗βt M
sending a ⊗ b ⊗ c to a ⊗ I ⊗ b ⊗ c, and denote by W the similar isometry
M⊗βtM⊗αs1+s2 M→M⊗βt M⊗αs1 M⊗αs2 M. For all a, c ∈ M, we have
W (vs1+s2,t(a⊗αs1+s2 I ⊗βt c)) =W (a⊗βt I ⊗αs1+s2 c)
= a⊗βt I ⊗αs1 I ⊗αs2 c,
while, on the other hand,
(vs1,t ⊗ I)(I ⊗ vs2,t)(V (a⊗αs1+s2 I ⊗βt c)) = (vs1,t ⊗ I)(I ⊗ vs2,t)(a⊗αs1 I ⊗αs2 I ⊗βt c)
= (vs1,t ⊗ I)(a⊗αs1 I ⊗βt I ⊗αs2 c)
= a⊗βt I ⊗αs1 I ⊗αs2 c.
That establishes one commutative diagram. The other is similar. 
At a first glance, this proposition might not seem very interesting in the
context of dilating CP-semigroups to endomorphism semigroups. However, we
find this item very interesting, because one expects a good dilation theorem not
to complicate the situation in any sense. For example, in Theorem 4.3.6, in
order to prove the existence of an E-dilation, we will have to assume that the
CP-semigroups {Rt}t≥0 and {St}t≥0 are unital, but the E-dilation that we will
construct will also be unital. Another example, again from Theorem 4.3.6: if
the CP-semigroups act on a type I factor, then so does the minimal E0-dilation
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that we shall construct. The importance of the above proposition is that it
ensures that if {αt}t≥0 and {βt}t≥0 are an E-dilation of {Rt}t≥0 and {St}t≥0 (a
pair of strongly commuting CP-semigroups), then α and β commute strongly.
Proposition 3.4.3 Let α = {αt}t≥0 be a semigroup of normal ∗-automorphisms
on M, and let θ = {θt}t≥0 be a CP-semigroup on M, and assume that for all
s, t ≥ 0, αs ◦ θt = θt ◦ αs. Then α and θ strongly commute.
Proof. The proof is similar to the proof of Proposition 3.4.2, and is omitted.

3.4.2 Semigroups on B(H)
It is a well known fact that if Θ and Φ are CP-semigroups on B(H), then for
each t there are two (ℓ2-independent) row contractions {Tt,i}m(t)i=1 and {St,j}n(t)j=1
(m(t), n(t) may be equal to ∞) such that for all a ∈ B(H)
Θt(a) =
∑
i
Tt,iaT
∗
t,i, (3.4.1)
and
Φt(a) =
∑
j
St,jaS
∗
t,j . (3.4.2)
We shall call such semigroups conjugation semigroups, as they are given by con-
jugating an element with a row contraction. It now follows from [60, Proposition
5.8], that for all (s, t) ∈ R2+, Θt and Φs commute strongly if and only if there is
an m(t)n(s)×m(t)n(s) unitary matrix
u(s, t) =
(
u(s, t)
(k,l)
(i,j)
)
(i,j),(k,l)
such that for all i, j,
Tt,iSs,j =
∑
(k,l)
u(s, t)
(k,l)
(i,j)Ss,lTt,k. (3.4.3)
As a simple example, if Θs and Φt are given by (3.4.1) and (3.4.2), and St,j
commutes with Ts,i for all i, j, then Φt and Θs strongly commute.
3.4.3 Maps on B(H), H finite dimensional
Proposition 3.4.4 Let Φ and Ψ be two commuting CP maps on B(H), with
H a finite dimensional Hilbert space. Then Φ and Ψ strongly commute.
Proof. Assume that Φ is given by
Φ(a) =
m∑
i=1
SiaS
∗
i
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and that Ψ is given by
Ψ(a) =
n∑
j=1
TjaT
∗
j ,
where {S1, . . . , Sm} and {T1, . . . , Tn} are row contractions and m,n ∈ N. Be-
cause Φ and Ψ commute, we have that
mn∑
i,j=1
SiTjaT
∗
j S
∗
i =
mn∑
i,j=1
TjSiaS
∗
i T
∗
j
for all a ∈ B(H). By the lemma on page 153 of [23] this implies that there
exists an mn×mn unitary matrix u such that
SiTj =
∑
(k,l)
u
(k,l)
(i,j)TlSk,
and this means precisely that Φ and Ψ strongly commute. 
We note here that the lemma cited above is stated in [23] for unital CP
maps, but the proof works for the non-unital case as well. The reason that the
assertion of the proposition fails for B(H) with H infinite dimensional is that
in that case we may have mn =∞, and the lemma is only true for a CP maps
given by finite sums.
3.4.4 Conjugation semigroups on general von Neumann
algebras
LetM be a von Neumann algebra acting on a Hilbert space H . If Θ and Φ are
CP maps given by
Θ(a) =
m∑
i=1
TiaT
∗
i ,
and
Φ(a) =
n∑
j=1
SjaS
∗
j ,
where Ti, Sj are all inM, then a sufficient condition for strong commutation of
Θ and Φ is the existence of a unitary matrix
u =
(
u
(k,l)
(i,j)
)
(i,j),(k,l)
such that for all i, j,
TiSj =
∑
(k,l)
u
(k,l)
(i,j)SlTk.
Indeed, by [60, Proposition 5.6], it is enough to show that there are are twoM′
correspondences E and F , together with an M′-correspondence isomorphism
t : E ⊗M′ F → F ⊗M′ E
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and two c.c. representations (σ, T ) and (σ, S) of E and F , respectively, on H ,
such that:
1. for all a ∈M, T˜ (IE ⊗ a)T˜ ∗ = Θ(a),
2. for all a ∈M, S˜(IF ⊗ a)S˜∗ = Φ(a),
3. T˜ (IE ⊗ S˜) = S˜(IF ⊗ T˜ ) ◦ (t⊗ IH).
We construct these correspondences as follows. Let
E = ⊕mi=1M′ and F = ⊕nj=1M′,
with the natural inner product and the natural actions of M′. If we denote by
{ei}mi=1 and {fj}nj=1 the natural “bases” of these spaces, then we can define
t(ei ⊗ fj) =
∑
(k,l)
u
(k,l)
(i,j)fl ⊗ ek.
We define σ to be the identity representation. Now E⊗σH ∼= ⊕mi=1H , and F ⊗σ
H ∼= ⊕nj=1H , and on these spaces we define T˜ and S˜ to be the row contractions
given by (T1, . . . , Tm) and (S1, . . . , Sn). Some straightforward calculations shows
that items (1)-(3) are fulfilled.
3.4.5 Maps on Cn or ℓ∞
Let M = Cn or ℓ∞(N), considered as the algebra of diagonal matrices acting
on the Hilbert space H = Cn or ℓ2(N). In this context, a unital CP map is just
a stochastic matrix, that is, a matrix P such that pij ≥ 0 for all i, j and such
that for all i, ∑
j
pij = 1.
Indeed, it is straightforward to check that such a matrix gives rise to a normal,
unital, completely positive map. On the other hand, for all i, the composition of
a normal, unital, completely positive map with the normal state projecting onto
the ith element must be a normal state, so it has to be given by a nonnegative
element in ℓ1 with norm 1. Thus, every CP map is given by such a matrix.
Given two such matrices P and Q, we ask when do they strongly commute.
To answer this question, we first find orthonormal bases forM⊗PM⊗QH and
M⊗Q M⊗P H . If {ei} is the column vector with 1 in the ith place and 0’s
elsewhere, it is easy to see that the set {ei⊗P ej⊗Qek}i,j,k spansM⊗PM⊗QH ,
and {ei ⊗Q ej ⊗P ek}i,j,k spans M⊗QM⊗P H . We compute
〈ei ⊗P ej ⊗Q ek, em ⊗P ep ⊗Q eq〉 = 〈ek, Q(e∗jP (e∗i em)ep)eq〉
= δi,mδj,pδk,qqkjpji.
Thus,
{(qkjpji)−1/2 · ei ⊗P ej ⊗Q ek : i, j, k such that qkjpji 6= 0}
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is an orthonormal basis for M⊗P M⊗QH , and similarly for M⊗QM⊗P H .
If u : M⊗P M⊗Q H → M⊗Q M⊗P H is a unitary that makes P and Q
commute strongly, then for all i, k we must have
u(ei ⊗P a⊗Q ek) = (ei ⊗ 1⊗ ek)u(ei ⊗P a⊗Q ek) = ei ⊗Q b⊗P ek,
thus for all i, j, the spaces Vi,j := {ei ⊗P a ⊗Q ek : a ∈ M} and Wi,j :=
{ei ⊗Q a ⊗P ek : a ∈ M} must be isomorphic. Thus, a necessary condition for
strong commutativity is that for all i, k,
|{j : qkjpji 6= 0}| = |{j : pkjqji 6= 0}|, (3.4.4)
where | · | denotes cardinality. This condition is also sufficient, because we may
define a unitary between each pair Vi,j and Wi,j , sending ei ⊗P 1 ⊗Q ek to
ei⊗Q 1⊗P ek and doing whatever on the complement. By the way, this example
shows that when two CP maps commute strongly, there may be a great many
unitaries that implement the strong commutation.
One can impose certain block structures on P and Q that will guarantee
that (3.4.4) is satisfied. Since we are in particularly interested in semigroups, we
shall be content with the following observation. Let P and Q be two commuting,
irreducible, stochastic matrices. Then Pt := e−tetP and Qt := e−tetQ are two
commuting, stochastic semigroups with strictly positive elements, and thus for
all s, t, Ps and Qt commute strongly.
To illustrate, let
P =
1
3
 1 1 11 1 1
1 1 1
 , Q =
 1/2 0 1/21/4 1/2 1/4
1/4 1/2 1/4
 .
One may check that P and Q commute, but do not satisfy (3.4.4), hence they
do not commute strongly. So we see that strong commutativity may fail even
in the simplest cases. However, P and Q are irreducible, thus for all s, t, Ps and
Qt commute strongly.
Remark 3.4.5 We wish to call to attention a curious fact: the above CP map
Q does not strongly commute with Q2! (this is readily verified using the nec-
essary and sufficient condition (3.4.4)). This phenomenon suggests that strong
commutativity may not be a healthy concept. (However, note that Q is not em-
beddable in a CP-semigroup. Indeed, if it were it would have to be invertible).
3.4.6 Quantized convolution semigroups
In [32], Daniel Markiewicz introduced and studied a class of CP0-semigroups,
called quantized convolution semigroups. Below we show that every quantized
convolution semigroup strongly commutes with any other.
Let {Wz : z ∈ C} denote the system of Weyl unitaries on L2(R). That is,
Wa+ib = e
iab2 eiaQeibP ,
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where
P =
1
i
d
dx
, Q =Mx.
The Weyl unitaries span a strong operator dense subspace of B(L2(R)), and
they satisfy the following relations:
WzWw = e
iℑ(zw)/2Wz+w
and therefore also
WzWw = e
iℑ(zw)WwWz . (3.4.5)
(ℑ(z) denotes the imaginary part of a complex number z).
Lemma 3.4.6 (Claim 5.2, [32]) Let ρ be a finite variation Borel complex
measure on C. If ∫
C
Wzdρ(z) = 0,
then ρ = 0.
Every infinitely divisible Borel probability measure µ on C gives rise to
a unique one-parameter family {µt}t≥0 of Borel probability measures on C,
satisfying µ0 = δ0, µs ∗ µt = µs+t, and µ1 = µ.
Definition 3.4.7 Given an infinitely divisible Borel probability measure on C,
the quantized convolution semigroup associated with µ is the CP0-semigroup
{φµt }t≥0 on B(L2(R)) given by
φµt (a) =
∫
C
WzaW
∗
z dµt(z).
Proposition 3.4.8 Let µ and ν be two infinitely divisible Borel probability mea-
sures on C. Then for all s, t ≥ 0, φµs strongly commutes with φνt .
Proof. Write H = L2(R). It suffices to show that if µ and ν are two Borel
probability measures on C, then the CP maps φ and θ acting on B(H), given
by
φ(a) =
∫
C
WzaW
∗
z dµ(z),
and
θ(a) =
∫
C
WzaW
∗
z dν(z),
strongly commute with each other.
For every a, b ∈ B(H) and h ∈ H , we define fa,b,h ∈ L2(µ× ν)⊗H by
fa,b,h(z, w) = aW
∗
z bW
∗
wh.
Note that fa,b,h ∈ L2(ν × µ)⊗H , too.
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Lemma 3.4.9 {fa,b,h : a, b ∈ B(H), h ∈ H} is total in L2(µ× ν)⊗H.
Proof. Denote G = span{fa,b,h : a, b ∈ B(H), h ∈ H}. In [32, Lemma 5.1]
it is shown that the set of functions {w 7→ bW ∗wh : b ∈ B(H), h ∈ H} is total
in L2(ν) ⊗H . It follows that G is invariant under I ⊗B(L2(ν) ⊗H), thus the
orthogonal projection onto G is in B(L2(µ))⊗I⊗I. Thus, G =M⊗L2(ν)⊗H ,
with M a closed subspace of L2(µ). Let F ∈M⊥. The proof will be completed
by showing that F = 0.
For every g, h ∈ H ,∫
C
∫
C
〈F (z)g,W ∗zW ∗wh〉 dµ(z)dν(w) = 〈F ⊗ 1⊗ g, fI,I,h〉 = 0,
so
∫
C
Ww
(∫
C
F (z)Wzgdµ(z)
)
dν(w) = 0. By two repeated applications of Lemma
3.4.6, we find that F = 0. 
Lemma 3.4.10 The map sending a⊗φ b⊗θ h to the function fa,b,h extends to
a unitary Vφ,θ : B(H)⊗φ B(H)⊗θ H → L2(µ× ν)⊗H. For all a, b, c ∈ B(H),
h ∈ H
Vφ,θ(I ⊗φ I ⊗θ h) = fI,I,h,
and
Vφ,θ(ca⊗φ b⊗θ h) = (I ⊗ I ⊗ c)fa,b,h.
Proof.
〈fa,b,h, fa′,b′,h′〉 =
∫
C
∫
C
〈aW ∗z bW ∗wh, a′W ∗z b′W ∗wh′〉 dµ(z)dν(w)
=
∫
C
∫
C
〈h,Wwb∗Wza∗a′W ∗z b′W ∗wh′〉 dµ(z)dν(w)
= 〈h, θ(b∗φ(a∗a′)b′)h′〉
= 〈a⊗φ b⊗θ h, a′ ⊗φ b′ ⊗θ h′〉 ,
thus, Vφ,θ extends to an isometry. By Lemma 3.4.9, Vφ,θ is surjective. The
other stated properties of Vφ,θ are obvious. 
Lemma 3.4.11 There exists a unitary
Uµ,ν : L
2(µ× ν)⊗H → L2(ν × µ)⊗H,
such that
Uµ,νfI,I,h = fI,I,h,
and
Uµ,ν(I ⊗ I ⊗ c)fa,b,h = (I ⊗ I ⊗ c)Uµ,νfa,b,h.
Proof. For every continuous and bounded function F on C2 and every ϕ ∈
L2(µ× ν)⊗H (or in L2(ν × µ)⊗H), define F · ϕ to be the function
F · ϕ(z, w) = F (z, w)ϕ(z, w).
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We define Uµ,ν by(
Uµ,ν(F · fa,Wy,h)
)
(z, w) = F (w, z)eiℑ(yw+zy)fa,Wy,h(z, w). (3.4.6)
It is easy to see that {a ⊗φ Wy ⊗θ h : a ∈ B(H), y ∈ C, h ∈ H} is total in
B(H) ⊗φ B(H) ⊗θ H , thus {fa,Wy,h : a ∈ B(H), y ∈ C, h ∈ H} is total in
L2(µ × ν) ⊗H . If we show that the mapping given by (3.4.6) preserves inner
products, then it can be extended to the required unitary. Let a, b ∈ B(H),
x, y ∈ C, g, h ∈ H and let G,F be bounded continuous functions on C2. Then,
using (3.4.5) together with W ∗z =W−z ,〈
Uµ,ν(G · fa,Wx,g), Uµ,ν(F · fb,Wy,h)
〉
L2(ν×µ)⊗H
=
∫
C
∫
C
G(w, z)eiℑ(xw+zx)−iℑ(yw+zy)F (w, z) 〈aW ∗zWxW ∗wg, bW ∗zWyW ∗wh〉 dν(z)dµ(w)
=
∫
C
∫
C
Geiℑ(xw+zx)−iℑ(yw+zy)Fe−iℑ(xw+zx)+iℑ(yw+zy) 〈aW ∗wWxW ∗z g, bW ∗wWyW ∗z h〉 dν(z)dµ(w)
=
∫
C
∫
C
G(w, z)F (w, z) 〈aW ∗wWxW ∗z g, bW ∗wWyW ∗z h〉 dµ(w)dν(z)
=
〈
G · fa,Wx,g, F · fb,Wy,h
〉
L2(µ×ν)⊗H
.

Completion of the proof of Proposition 3.4.8. The unitary uφ,θ : B(H) ⊗φ
B(H)⊗θ H → B(H)⊗θ B(H)⊗φ H as in Definition 3.1.1 is given by
uφ,θ = V
∗
θ,φ ◦ Uµ,ν ◦ Vφ,θ.

Theorem 3.4.12 Let µ and ν be two infinitely divisible Borel probability mea-
sures on C. Then φµ strongly commutes with φν .
Proof. It is enough to prove that if µ, ν and σ are three Borel probability
measures on C, then the CP maps φ, θ and ψ acting on B(H), given by
φ(a) =
∫
C
WzaW
∗
z dµ(z),
θ(a) =
∫
C
WzaW
∗
z dν(z),
and
ψ(a) =
∫
C
WzaW
∗
z dσ(z),
then the following diagram is commutative,
B(H)⊗θ B(H)⊗φ◦ψ H uθ,φ◦ψ−−−−→ B(H)⊗φ◦ψ B(H)⊗θ Hy y
B(H)⊗θ B(H)⊗φ B(H)⊗ψ H (I⊗uθ,ψ)(vθ,φ⊗I)−−−−−−−−−−−→ B(H)⊗φ B(H)⊗ψ B(H)⊗θ H
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where the maps uθ,φ, . . . are the maps constructed in Proposition 3.4.8, vθ,φ is
the map associated with uθ,φ as in Lemma 3.1.3, and the vertical maps are the
same as in Definition 3.3.1. First, some lemmas.
For every a, b, c ∈ B(H) and h ∈ H , we define fa,b,c,h ∈ L2(µ × ν × σ) ⊗H
by
fa,b,c,h(z, w, t) = aW
∗
z bW
∗
wcW
∗
t h.
Lemma 3.4.13 The map sending a⊗φb⊗θc⊗ψh to the function fa,b,c,h extends
to a unitary Vφ,θ,ψ : B(H)⊗φ B(H)⊗θ B(H)⊗ψ H → L2(µ× ν × σ)⊗H. For
all a, b, c, d ∈ B(H), h ∈ H
Vφ,θ,ψ(I ⊗φ I ⊗θ I ⊗ψ h) = fI,I,I,h,
and
Vφ,θ,ψ(da⊗φ b ⊗θ c⊗ψ h) = (I ⊗ I ⊗ I ⊗ d)fa,b,c,h.
Proof. Just like Lemma 3.4.10. 
For F a bounded continuous function on C × C, we define a bounded con-
tinuous function Fˆ on C× C× C by
Fˆ (z, w, t) = F (z, w + t).
We define a map W : L2(µ× ν ∗ σ)⊗H → L2(µ× ν × σ)⊗H by
F · fa,b,h 7→ Fˆ · fa,b,I,h.
We define a similar map L2(ν ∗ σ × µ)→ L2(ν × σ × µ).
Lemma 3.4.14 W is an isometry, intertwining the left actions of B(H), that
makes the following diagram commute:
B(H)⊗θ B(H)⊗φ◦ψ H Vθ,φ◦ψ−−−−→ L2(µ× ν ∗ σ)⊗Hy yW
B(H)⊗θ B(H)⊗φ B(H)⊗ψ H Vθ,φ,ψ−−−−→ L2(µ× ν × σ)⊗H
Proof. The lemma follows from straightforward computations/observations.
Let us check, for example, that W is an isometry.
〈Fˆ · fa,b,I,h, Fˆ ′ · fa′,b′,I,h′〉 =
=
∫
C
∫
C
∫
C
F (z, w + t)F ′(z, w + t)〈h,WtWwb∗Wza∗a′W ∗z b′W ∗wW ∗t 〉dµ(z)dν(w)dσ(t)
=
∫
C
∫
C
∫
C
F (z, w + t)F ′(z, w + t)〈h,Wt+wb∗Wza∗a′W ∗z b′W ∗w+t〉dµ(z)dν(w)dσ(t)
=
∫
C
∫
C
F (z, u)F ′(z, u)〈h,Wub∗Wza∗a′W ∗z b′W ∗u 〉dµ(z)dν ∗ σ(u)
= 〈F · fa,b,h, F ′ · fa′,b′,h′〉.
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Completion of the proof of Theorem 3.4.12. The above lemmas reduce the
task to showing that the following diagram commutes:
L2(µ× ν ∗ σ) ⊗H −−−−→ L2(ν ∗ σ × µ)⊗Hy y
L2(µ× ν × σ)⊗H −−−−→ L2(ν × σ × µ)⊗H
where the maps are the natural ones arising all along this section.
Let fa,Wy,h ∈ L2(µ×ν∗σ)⊗H . The arrow L2(µ×ν∗σ)⊗H → L2(ν∗σ×µ)⊗H
takes fa,Wy,h to the function g ∈ L2(ν ∗ σ × µ)⊗H given by
g(z, w) = eiℑ(yw+zy)fa,Wy,h(z, w).
The map L2(ν ∗ σ × µ) ⊗ H → L2(ν × σ × µ) ⊗ H takes g to a function
h ∈ L2(ν × σ × µ)⊗H given by
h(z, w, t) = eiℑ(yt+(z+w)y)fa,I,Wy,h(z, w, t).
On the other hand, the arrow L2(µ×ν∗σ)⊗H → L2(µ×ν×σ)⊗H takes fa,Wy,h
to the function fa,Wy,I,h ∈ L2(µ× ν × σ)⊗H . The map L2(µ× ν × σ)⊗H →
L2(ν × σ×µ)⊗H takes fa,Wy,I,h to a function k ∈ L2(ν × σ× µ)⊗H given by
k(z, w, t) = eiℑ(yt+zy)fa,Wy,I,h(z, w, t) = e
iℑ(yt+zy)aW ∗zWyW
∗
wW
∗
t h,
(first, fa,Wy,I,h(z, w, t) is multiplied by the factor e
iℑ(yw+zy), and then w and t
are swapped). But,
eiℑ(yt+zy)aW ∗zWyW
∗
wW
∗
t h = e
iℑ(yt+zy)eiℑ(−yw)aW ∗zW
∗
wWyW
∗
t h
= eiℑ(yt+(z+w)y)aW ∗zW
∗
wWyW
∗
t h
= h(z, w, t).
That completes the proof. 
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Chapter 4
E0-dilation of strongly
commuting CP0-semigroups
In this chapter we prove one of the main results of this thesis: every pair of
strongly commuting CP0-semigroups has an E0-dilation. This is accomplished
in the first three sections, which are borrowed from [51]. In Section 4.4, most
of which is taken from [52], we study the dilation that is constructed in terms
of cocycle conjugacy. This analysis (together with results of Markiewicz) allows
us to close the chapter with a class of concrete examples of strongly commut-
ing CP0-semigroups for which the E0-dilation that we constructed is cocycle
conjugate to the familiar CCR flow.
4.1 Overview of the Muhly–Solel approach to
dilation
In this section we describe the approach of Muhly and Solel to dilation of CP-
semigroups on von Neumann algebras. This approach was used by Muhly and
Solel to dilate CP-semigroups over N and R+ [36], and later by Solel for semi-
groups over N2 [60]. Our program is to adapt this approach for semigroups over
S = R2+.
4.1.1 The basic strategy
Let Θ be a CP-semigroup over the semigroup S, usually acting on a von Neu-
mann algebraM of operators in B(H). The dilation is carried out in two main
steps. In the first step, a product system of M′-correspondences X over S is
constructed, together with a c.c. representation (σ, T ) of X on H , such that for
all a ∈M, s ∈ S,
Θs(a) = T˜s
(
IX(s) ⊗ a
)
T˜s
∗
, (4.1.1)
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where Ts is the restriction of T to X(s). In [36, Proposition 2.21], it is proved
that for any c.c. representation (σ, T ) of a W ∗-correspondence E over a W ∗-
algebra N , the mapping a 7→ T˜s
(
IX(s) ⊗ a
)
T˜s
∗
is a normal, completely positive
map on σ(N )′ (for all s). It is also shown that if T is isometric then this map
is multiplicative. Having this in mind, one sees that a natural way to continue
the process of dilation will be to “dilate” (σ, T ) to an isometric representation.
Definition 4.1.1 Let A be a C∗-algebra, X be a product system of A-correspondences
over the semigroup S, and (σ, T ) a c.c. representation of X on a Hilbert space
H. An isometric dilation of (σ, T ) is an isometric representation (ρ, V ) of X
on a Hilbert space K ⊇ H, such that
(i) H reduces ρ and ρ(a)
∣∣
H
= PHρ(a)
∣∣
H
= σ(a), for all a ∈ A;
(ii) for all s ∈ S, x ∈ Xs, one has PHVs(x)
∣∣
K⊖H
= 0;
(iii) for all s ∈ S, x ∈ Xs, one has PHVs(x)
∣∣
H
= Ts(x).
Such a dilation is called minimal in case the smallest subspace of K containing
H and invariant under every Vs(x), x ∈ X, s ∈ S, is all of K.
It will be convenient at times to regard an isometric dilation as a quadruple
(K,u, V, ρ), where (ρ, V ) are as above and u : H → K is an isometry.
Constructing a minimal isometric dilation (K,u, V, ρ) of the representation
(σ, T ) appearing in equation (4.1.1) constitutes the second step of the dilation
process. Then one has to show that if R = ρ(M′)′, and α is defined by
αs(a) := V˜s
(
IX(s) ⊗ a
)
V˜s
∗
, a ∈ R,
then the quadruple (K,u,R, α) is an E-dilation for (Θ,M). In [35], [36] and [60],
it is proved that any c.c. representation of a product system over N, R+ or N2
(in the latter two, X is assumed to be a product system ofW ∗-correspondences,
and σ is assumed to be normal), has a minimal isometric dilation. Moreover, it
is shown that if X is a product system ofW ∗-correspondences and σ is assumed
to be normal then ρ is also normal. When the product system is over N or R+,
the minimal isometric dilation is also unique. From these results, the authors
deduce the existence of an E-dilation of a CP-semigroup Θ acting on a von
Neumann algebra M. When Θ is a CP-semigroup over S = R+ and H is
separable, then α is shown to be an E-semigroup that is a minimal dilation.
4.1.2 Description of the construction of the product sys-
tem and representation for one parameter semigroups
In this subsection we give a detailed description of Muhly and Solel’s con-
struction of the product system and c.c. representation associated with a one-
parameter CP-semigroup [36]. This construction lies on the foundations set by
Arveson in [4]. We shall use this construction in Section 4.2. We note that the
original construction in [36] was carried out for CP0-semigroups, but it works
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just as well for CP-semigroups, and that no use is made of the continuity with
respect to t.
Let Θ = {Θt}t≥0 be a CP-semigroup acting on a von Neumann algebra M
of operators in B(H). Let B(t) denote the collection of partitions of the closed
unit interval [0, t], ordered by refinement. For p ∈ B(t), we define a Hilbert
space Hp,t by
Hp,t :=M⊗Θt1 M⊗Θt2−t1 M⊗ · · · ⊗Θt−tn−1 H,
where p = {0 = t0 < t1 < t2 < · · · < tn = t}, and the right-hand side of
the above equation is the Hausdorff completion of the algebraic tensor product
M⊗M⊗ · · · ⊗H with respect to the inner product
〈T1 ⊗ · · · ⊗ Tn ⊗ h,S1 ⊗ · · · ⊗ Sn ⊗ k〉 =
〈h,Θt−tn−1(T ∗nΘtn−1−tn−2(T ∗n−1 · · ·Θt1(T ∗1 S1) · · ·Sn−1)Sn)k〉.
Hp,t is a leftM-module via the action S ·(T1⊗· · ·⊗Tn⊗h) = ST1⊗· · ·⊗Tn⊗h.
We now define the intertwining spaces
LM(H,Hp,t) = {X ∈ B(H,Hp,t) : ∀S ∈M.XS = S ·X}.
The inner product
〈X1, X2〉 := X∗1X2,
for Xi ∈ LM(H,Hp,t), together with the right and left actions
(XR)h := X(Rh),
and
(RX)h := (I ⊗ · · · ⊗ I ⊗R)Xh,
for R ∈ M′, X ∈ LM(H,Hp,t), make LM(H,Hp,t) into a W ∗-correspondence
over M′.
The Hilbert spaces Hp,t and W
∗-correspondences LM(H,Hp,t) form induc-
tive systems as follows. Let p, p′ ∈ B(t), p ≤ p′. In the particular case where
p = {0 = t0 < · · · < tk < tk+1 < · · · < tn = t} and p′ = {0 = t0 <
· · · < tk < τ < tk+1 < · · · < tn = t}, we can define a Hilbert space isometry
v0 : Hp,t → Hp′,t by
v0(T1 ⊗ · · · ⊗ Tk+1 ⊗ Tk+2⊗ · · · ⊗ Tn ⊗ h) =
T1 ⊗ · · · ⊗ Tk+1 ⊗ I ⊗ Tk+2 ⊗ · · · ⊗ Tn ⊗ h.
This map gives rise to an isometry of W ∗-correspondences v : LM(H,Hp,t) →
LM(H,Hp′,t) by v(X) = v0 ◦X .
Now, if p ≤ p′ are any partitions in B(t), then we can define v0,p,p′ : Hp,t →
Hp′,t and vp,p′ : LM(H,Hp,t) → LM(H,Hp′,t) by composing a finite number
of maps such as v0 and v constructed in the previous paragraph, and we get
legitimate arrow maps. Now one can form two different direct limits:
Ht := lim−→(Hp,t, v0,p,p′)
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and
E(t) := lim−→(LM(H,Hp,t), vp,p′).
The inductive limit also supplies us with embeddings of the blocks v0,p,∞ :
Hp,t → Ht and vp,∞ : LM(H,Hp,t) → E(t). One can also define intertwining
spaces LM(H,Ht), each of which has the structure of an M′-correspondence,
and these spaces are isomorphic as W ∗-correspondences to the spaces E(t).
{E(t)}t≥0 is the product system ofM′-correspondences that we are looking for.
We have yet to describe the c.c. representation (σ, T ) that will “represent” Θ
as in equation (4.1.1) (with X(s) replaced by E(s)).
The sought after representation is the so called “identity representation”,
which we now describe. First, we set σ = T0 = idM′ . Next, let t > 0. For
p = {0 = t0 < · · · < tn = t}, the formula
ιp(h) = I ⊗ · · · ⊗ I ⊗ h
defines an isometry ιp : H → Hp,t, with adjoint given by the formula
ι∗p(X1 ⊗ · · · ⊗Xn ⊗ h) = Θt−tn−1(Θtn−1−tn−2(· · · (Θt1(X1)X2) · · ·Xn−1)Xn)h.
For p′ a refinement of p, one computes ι∗p = ι
∗
p′ ◦ v0,p,p′ . This induces a unique
map ι∗t : Ht → H that satisfies ι∗t ◦ v0,p,∞ = ι∗p. The c.c. representation Tt on
E(t) is given by
Tt(X) = ι
∗
t ◦X,
where we have identified E(t) with LM(H,Ht).
4.2 Representing strongly commuting CP-semigroups
As we mentioned in the previous section, our program is to prove that every two
strongly commuting CP0-semigroups have an E0-dilation using the Muhly-Solel
approach, which consists of two main steps. In this section we concentrate on
the first step: the representation of a pair of strongly commuting CP-semigroups
using a product system representation via a formula such as equation (4.1.1)
above.
Throughout this section and the following one, M will be a von Neumann
algebra acting on a Hilbert space H . There is a natural correspondence between
two parameter semigroups of maps and pairs of commuting one parameter semi-
groups. Indeed, if {Rt}t≥0 and {St}t≥0 are two semigroups that commute (that
is, for all t, s ≥ 0, RsSt = StRs) then we can define a two parameter semigroup
P(s,t) = RsSt. And if we begin with a semigroup {P(t,s)}(t,s)∈R2+ , then we can
define a commuting pair of semigroups by Rt = P(t,0) and St = P(0,t). It is
not trivial that P is continuous (in the relevant sense) if and only if R and S
are – it follows from the fact that (s,X) 7→ Rs(X) is jointly continuous in the
weak topology (we shall make this argument precise in Lemma 4.3.2). From
now on we fix the notation in the preceding paragraph, and we shall use either
{P(t,s)}(t,s)∈R2+ or the pair {Rt}t≥0 and {St}t≥0 to denote a fixed two-parameter
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CP-semigroup, and we shall assume in addition that R and S strongly commute.
Note also that if {αt}t≥0 and {βt}t≥0 are commuting E-dilations of {Rt}t≥0 and
{St}t≥0 acting on the same von Neumann algebra, then {αtβs}t,s≥0 is an E-
dilation of {P(t,s)}(t,s)∈R2+ , and vice versa.
4.2.1 Representing a pair of strongly commuting CP-semigroups
via the identity representation
By the discussion in Section 3.4.5, two CP maps that commute strongly may
do so in more than one way. Once and for all we fix a family {us,t}(s,t)∈R2+ of
unitaries that makes R and S commute strongly (as in Definition 3.3.1), and
we also fix the family of corresponding associated maps {vRs,St} (as in Lemma
3.1.3).
Let {E(t)}t≥0, {F (t)}t≥0 denote the product systems (ofW ∗-correspondences
overM′) associated with {Rt}t≥0 and {St}t≥0, respectively, and let TE, TF be
the corresponding identity representations (as described in Section 4.1.2). For
s, t ≥ 0, we denote by θEs,t and θFs,t the unitaries
θEs,t : E(s)⊗M′ E(t)→ E(s+ t),
and
θFs,t : F (s)⊗M′ F (t)→ F (s+ t).
Proposition 4.2.1 For all s, t ≥ 0 there is an isomorphism ofW ∗-correspondences
ϕs,t : E(s)⊗M′ F (t)→ F (t)⊗M′ E(s). (4.2.1)
The isomorphisms {ϕs,t}s,t≥0, together with the identity representations TE,
TF , satisfy the “commutation” relation:
T˜Es (IE(s) ⊗ T˜Ft ) = T˜Ft (IF (t) ⊗ T˜Es ) ◦ (ϕs,t ⊗ IH) , t, s ≥ 0. (4.2.2)
Proof. We shall adopt the notation used in subsection 4.1.2 (with a few
changes), and follow the proof of [60, Proposition 5.6]. Fix s, t ≥ 0. Let p =
{0 = s0 < s1 < . . . < sm = s} be a partition of [0, s]. We define
HRp =M⊗Rs1 M⊗Rs2−s1 · · ·M⊗Rsm−sm−1 H
and we define (for a partition q) HSq in a similar manner. If q = {0 = t0 < t1 <
. . . < tn = t}, we also define
HR,Sp,q =M⊗Rs1 · · · ⊗Rsm−sm−1 M⊗S1 · · · ⊗Stn−tn−1 H.
HS,Rq,p is defined similarly. We can go on to define H
S,R,S
q,p,p′ , H
S,R,S,R
q,p,q′,p′ , etc.
Recall that E(s) is the direct limit of the directed system (LM(H,HRp ), vp,p′).
Similarly, we shall write (LM(H,HSq ), uq,q′) for the directed system that has
F (t) as its limit. We write vp,∞, uq,∞ for the limit isometric embeddings.
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We proceed to construct an isomorphism
ϕs,t : E(s)⊗ F (t)→ F (t)⊗ E(s)
that has the desired property. Let p = {0 = s0 < s1 < . . . < sm = s} and q =
{0 = t0 < t1 < . . . < tn = t} be partitions of [0, s] and [0, t], respectively. Denote
by Γp,q the map from LM(H,HRp )⊗LM(H,HSq ) into LM(H,HS,Rq,p ) given byX⊗
Y 7→ (I⊗I · · · I⊗X)Y . As explained in [36, Lemma 3.2], Γp,q is an isomorphism.
We define Γq,p to be the corresponding map from LM(H,HSq ) ⊗ LM(H,HRp )
into LM(H,HR,Sp,q ). Let u : HS,Rq,p → HR,Sp,q be the isomorphism from Proposition
3.1.6, and define Ψ : LM(H,HS,Rq,p ) → LM(H,HR,Sp,q ) by Ψ(Z) = u ◦ Z. The
argument from [60, Proposition 5.6] can be repeated here to show that Ψ is an
isomorphism ofW ∗-correspondences. Define tp,q : LM(H,HRp )⊗LM(H,HSq )→
LM(H,HSq )⊗ LM(H,HRp ) by
tp,q = Γ
−1
q,p ◦Ψ ◦ Γp,q.
Define mapsW1 : H → HRp andW2 : H → HSq byW1h = I⊗R1 · · · I⊗Rsm−sm−1h
and W2h = I ⊗S1 · · · I ⊗Stn−tn−1 h. Also, let U1 : HRp → H
S,R
q,p and U2 :
HSq → HR,Sp,q be the maps U1ξ = I ⊗S1 I · · · I ⊗Stn−tn−1 ξ and U2η = I ⊗R1
I · · · I ⊗Rsm−sm−1 η. Just as in [60], we have that
W ∗1U
∗
1 =W
∗
2U
∗
2u, (4.2.3)
and that, for X ∈ LM(H,HRp ), we have U∗1 (I ⊗ · · · I ⊗X) = XW ∗2 . Now, for
X ∈ LM(H,HRp ) and Y ∈ LM(H,HSq ),
U∗1Γp,q(X ⊗ Y ) = U∗1 (I ⊗ I · · · I ⊗X)Y = XW ∗2 Y. (4.2.4)
If we define (TRp , id)
1 to be the identity representation of LM(H,HRp ), and
(T Sq , id) to be the identity representation of LM(H,HSq ), (see the closing para-
graph in subsection 4.1.2), then (4.2.4) implies that, for h ∈ H ,
W ∗1U
∗
1 (Γp,q(X ⊗ Y ))h = TRp (X)T Sq (Y )h = T˜Rp (I ⊗ T˜ Sq )(X ⊗ Y ⊗ h). (4.2.5)
On the other hand, using (4.2.3) and an analog of (4.2.5),
W ∗1U
∗
1 (Γp,q(X ⊗ Y ))h =W ∗1U∗1 (Ψ−1Γq,p ◦ tp,q(X ⊗ Y ))h
=W ∗1U
∗
1u
∗(Γq,p ◦ tp,q(X ⊗ Y ))h
=W ∗2U
∗
2 (Γq,p ◦ tp,q(X ⊗ Y ))h
= T˜ Sq (I ⊗ T˜Rp )(tp,q(X ⊗ Y )⊗ h).
1Watch out - we have here a little problem with notation - this resembles TE
t
, TF
t
that we
defined above, but both the subscript and the superscript have here a different meaning.
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Let us summarize what we have accumulated up to this point. For fixed
s, t ≥ 0, and any two partitions p, q of [0, s] and [0, t], respectively, we have a
Hilbert space isomorphism
tp,q : LM(H,HRp )⊗ LM(H,HSq )→ LM(H,HSq )⊗ LM(H,HRp )
satisfying
T˜Rp (I ⊗ T˜ Sq ) = T˜ Sq (I ⊗ T˜Rp )(tp,q ⊗ IH). (4.2.6)
These maps induce an isomorphism tp,∞ : LM(H,HRp )⊗F (t)→ F (t)⊗LM(H,HRp )
that satisfies
tp,∞(I ⊗ uq,∞) = (uq,∞ ⊗ I)tp,q. (4.2.7)
(The definition we gave for strong commutativity of semigroups is tailor-made
to make the previous sentence true). Plugging (4.2.7) in (4.2.6) we obtain
T˜Rp (I ⊗ T˜ Sq ) = T˜ Sq (u∗q,∞ ⊗ T˜Rp )(tp,∞ ⊗ IH)(I ⊗ uq,∞ ⊗ IH).
The discussion before Theorem 3.9 in [36] imply that T˜Ft (uq,∞ ⊗ I) = T˜ Sq , or,
letting pq denote the projection in F (t) onto uq,∞(LM(H,HSq )),
T˜Ft (pq ⊗ I) = T˜ Sq (u∗q,∞ ⊗ IH).
The last two equations sum up to
T˜Rp (I ⊗ T˜Ft )(I ⊗ pq ⊗ IH) = T˜Ft (pq ⊗ T˜Rp )(tp,∞ ⊗ IH)(I ⊗ pq ⊗ IH),
which implies, in the limit,
T˜Rp (I ⊗ T˜Ft ) = T˜Ft (IF (t) ⊗ T˜Rp )(tp,∞ ⊗ IH).
Repeating this “limiting process” in the argument p, we obtain a map t∞,∞ :
E(s) ⊗ F (t) → F (t) ⊗ E(s), which we re-label as ϕs,t, that satisfies (4.2.2).
The above procedure can be done for all s, t ≥ 0, giving isomorphisms {ϕs,t}
satisfying the commutation relation (4.2.2). 
Our aim now is to construct a product system X over R2+ and a c.c. rep-
resentation T of X that will lead to a representation of {P(s,t)}(s,t)∈R2+ as in
equation (4.1.1). Proposition 4.2.1 is a key ingredient in the proof that the rep-
resentation that we define below gives rise to such a representation. But before
going into that we need to carefully construct the product system X .
We define
X(s, t) := E(s)⊗ F (t),
and
θ(s,t),(s′,t′) : X(s, t)⊗X(s′, t′)→ X(s+ s′, t+ t′),
by
θ(s,t),(s′,t′) = (θ
E
s,s′ ⊗ θFt,t′) ◦ (I ⊗ ϕ−1s′,t ⊗ I).
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To show that {X(s, t)}t,s≥0 is a product system, we shall need to show that
“the θ’s make the tensor product into an associative multiplication”, or simply:
θ(s,t),(s′+s′′,t′+t′′) ◦ (I ⊗ θ(s′,t′),(s′′,t′′)) = θ(s+s′,t+t′),(s′′,t′′) ◦ (θ(s,t),(s′,t′) ⊗ I),
(4.2.8)
for s, s′, s′′, t, t′, t′′ ≥ 0.
Proposition 4.2.2 X = {X(s, t)}t,s≥0 is a product system. That is, equation
(4.2.8) holds.
Proof. The proof is nothing but a straightforward and tedious computation,
using Proposition 3.3.3.
Let s, s′, s′′, t, t′, t′′ ≥ 0, and let p, p′, p′′, q, q′, q′′ be partitions of the corre-
sponding intervals. It is enough to show that the maps on both sides of equation
(4.2.8) give the same result when applied to an element of the form
ζ = X ⊗ Y ⊗X ′ ⊗ Y ′ ⊗X ′′ ⊗ Y ′′,
where X ∈ LM(H,HRp ), Y ∈ LM(H,HSq ), etc. Let us operate first on ζ with
the right-hand side of (4.2.8).
Now,
θ(s,t),(s′,t′)(X ⊗ Y ⊗X ′ ⊗ Y ′) =
(
θEp,p′ ⊗ θFq,q′
)(
X ⊗ t−1p′,q(Y ⊗X ′)⊗ Y ′
)
,
where θEp,p′ is the restriction of θ
E
s,s′ to LM(H,HRp )⊗LM(H,HRp′), θFq,q′ is defined
similarly, and tp′,q is the map defined in Proposition 4.2.1. Looking at the
definition of tp′,q, we see that t
−1
p′,q(Y ⊗X ′) = Γ−1p′,q (Up′↔q ◦ (I ⊗ Y )X ′). Here
Up′↔q denotes the unitary H
R,S
p′,q → HS,Rq,p′ given by Proposition 3.1.6. Assume
that
Up′↔q ◦ (I ⊗ Y )X ′ =
∑
i
(I ⊗ xi)yi.
Then
Γ−1p′,q (Up′↔q ◦ (I ⊗ Y )X ′) =
∑
i
xi ⊗ yi,
therefore,
θ(s,t),(s′,t′)(X ⊗ Y ⊗X ′ ⊗ Y ′) =
∑
i
(I ⊗X)xi ⊗ (I ⊗ yi)Y ′.
So,
θ(s+s′,t+t′),(s′′,t′′) ◦ (θ(s,t),(s′,t′) ⊗ I)ζ =∑
i
(
θEp′∨p+s′,p′′ ⊗ θFq′∨q+t′,q′′
) [
(I ⊗X)xi ⊗ Γ−1p′′,q′∨q+t′ (Up′′↔q′∨q+t′ ◦ (I ⊗ (I ⊗ yi)Y ′)X ′′)⊗ Y ′′
]
.
Repeated application of Proposition 3.3.3 shows that, and this is a crucial point,
Up′′↔q′∨q+t′ = (I ⊗ Up′′↔q)(Up′′↔q′ ⊗ I). Thus
Up′′↔q′∨q+t′ ◦(I⊗(I⊗yi)Y ′)X ′′ = (I⊗Up′′↔q)(I⊗I⊗yi) (Up′′↔q′(I ⊗ Y ′)X ′′) .
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Write Up′′↔q′ ◦ (I ⊗ Y ′)X ′′ as
∑
j(I ⊗ aj)bj . Then we have
Up′′↔q′∨q+t′ ◦ (I ⊗ (I ⊗ yi)Y ′)X ′′ =
∑
j
(I ⊗ Up′′↔q)(I ⊗ I ⊗ yi)(I ⊗ aj)bj
=
∑
j
(
I ⊗ [Up′′↔q ◦ (I ⊗ yi)aj]) bj.
We now write Up′′↔q ◦ (I ⊗ yi)aj as
∑
k(I ⊗ Ai,j,k)Bi,j,k. With this notation,
we get
θ(s+s′,t+t′),(s′′,t′′) ◦ (θ(s,t),(s′,t′) ⊗ I)ζ =∑
i,j,k
((I ⊗ I ⊗X)(I ⊗ xi)Ai,j,k)⊗ ((I ⊗ I ⊗Bi,j,k)(I ⊗ bj)Y ′′) .
Now let us operate first on ζ with the left-hand side of (4.2.8), repeating all
the steps that we have made above:
θ(s′,t′),(s′′,t′′)(X
′ ⊗ Y ′ ⊗X ′′ ⊗ Y ′′) = (θEp′,p′′ ⊗ θFq′,q′′) (X ′ ⊗ t−1p′′,q′(Y ′ ⊗X ′′)⊗ Y ′′)
=
∑
j
(I ⊗X ′)aj ⊗ (I ⊗ bj)Y ′′,
thus,
θ(s,t),(s′+s′′,t′+t′′) ◦ (I ⊗ θ(s′,t′),(s′′,t′′))ζ =∑
j
(
θEp,p′′∨p′+s′′ ⊗ θFq,q′′∨q′+t′′
) [
X ⊗ Γ−1p′′∨p′+s′′,q (Up′′∨p′+s′′↔q ◦ (I ⊗ (I ⊗ Y )X ′)aj)⊗ (I ⊗ bj)Y ′′
]
.
As above, we factor Up′′∨p′+s′′↔q as (Up′′↔q ⊗ I)(I ⊗ Up′↔q), to obtain
Up′′∨p′+s′′↔q ◦ (I ⊗ (I ⊗ Y )X ′)aj =
∑
i
(Up′′↔q ⊗ I) ◦ (I ⊗ (I ⊗ xi)yi)aj
=
∑
i
(I ⊗ I ⊗ xi)(Up′′↔q ⊗ I) ◦ (I ⊗ yi)aj
=
∑
i,k
(I ⊗ I ⊗ xi)(I ⊗Ai,j,k)Bi,j,k.
So we get
θ(s,t),(s′+s′′,t′+t′′) ◦ (I ⊗ θ(s′,t′),(s′′,t′′))ζ =∑
i,j,k
((I ⊗ I ⊗X)(I ⊗ xi)Ai,j,k)⊗ ((I ⊗ I ⊗Bi,j,k)(I ⊗ bj)Y ′′) ,
and this is exactly the same expression as we obtained for θ(s+s′,t+t′),(s′′,t′′)(θ(s,t),(s′,t′)⊗
I)ζ. 
83
Theorem 4.2.3 There exists a two parameter product system ofM′-correspondences
X, and a completely contractive, covariant representation T of X into B(H),
such that for all (s, t) ∈ R2+ and all a ∈ M, the following identity holds:
T˜(s,t)(IX(s,t) ⊗ a)T˜ ∗(s,t) = P(s,t)(a). (4.2.9)
Furthermore, if P is unital, then T is fully coisometric.
Proof. As above, define
X(s, t) := E(s)⊗ F (t).
By Proposition 4.2.2, X is a product system. For s, t ≥ 0, ξ ∈ E(s) and
η ∈ F (t), we define a representation T of X by
T(s,t)(ξ ⊗ η) := TEs (ξ)TFt (η).
It is clear that for fixed s, t ≥ 0, T(s,t), together with σ = idM′ , extends to a
covariant representation of X(s, t) on H . In addition,
T˜(s,t) = T˜
E
s (IE(s) ⊗ T˜Ft ), (4.2.10)
so ‖T˜(s,t)‖ ≤ 1. By [35, Lemma 3.5], T(s,t) is completely contractive. Also, if
P is unital, so are R and S, thus TE and TF are fully coisometric, whence T
is fully coisometric. We turn to show that for x1 ∈ X(s1, t1), x2 ∈ X(s2, t2),
T(s1+s2,t1+t2)(x1 ⊗ x2) = T(s1,t1)(x1)T(s2,t2)(x2).
Let ξi ∈ E(si), ηi ∈ F (ti), i = 1, 2. Put Φ = IE(s1)⊗ϕs2,t1⊗IF (t2). Treating
the maps θEs1,s2 , θ
F
t1,t2 as identity maps, we have that Φ : X(s1 + s2, t1 + t2) →
X(s1, t1)⊗X(s2, t2). We need to show that
T(s1+s2,t1+t2)
(
Φ−1(ξ1 ⊗ η1 ⊗ ξ2 ⊗ η2)
)
= T(s1,t1)(ξ1 ⊗ η1)T(s2,t2)(ξ2 ⊗ η2).
But for this it suffices to show that
T(s,t)
(
ϕ−1s,t (η ⊗ ξ)
)
= T(0,t)(η)T(s,0)(ξ) , ξ ∈ E(s), η ∈ F (t).
Let h ∈ H . Now, on the one hand, recalling (4.2.2), we have
T˜(s,0)(IE(s)⊗T˜(0,t))(ϕ−1s,t (η⊗ξ)⊗h) = T˜(0,t)(IF (t)⊗T˜(s,0))(η⊗ξ⊗h) = T(0,t)(η)T(s,0)(ξ)h.
On the other hand, writing
∑
ξi ⊗ ηi for ϕ−1s,t (η ⊗ ξ), we have
T˜(s,0)(IE(s) ⊗ T˜(0,t))(ϕ−1s,t (η ⊗ ξ)⊗ h) =
∑
T˜(s,0)(ξi ⊗ T(0,t)(ηi)h)
=
∑
T(s,0)(ξi)T(0,t)(ηi)h
= T(s,t)(
∑
ξi ⊗ ηi)h
= T(s,t)(ϕ
−1
s,t (η ⊗ ξ))h
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so we conclude that T(0,t)(ξ)T(s,0)(η) = T(s,t)(ϕ
−1
s,t (η ⊗ ξ)), as required.
Finally, using [36, Theorem 3.9] (which is equation 4.1.1 for one parameter
CP-semigroups), we easily compute for a ∈M:
T˜(s,t)(IX(s,t) ⊗ a)T˜ ∗(s,t) = T˜(s,0)(IE(s) ⊗ T˜(0,t))(IE(s) ⊗ IF (t) ⊗ a)(IE(s) ⊗ T˜ ∗(0,t))T˜ ∗(s,0)
= T˜(s,0)(IE(s) ⊗ St(a))T˜ ∗(s,0)
= Rs(St(a)) = P(s,t)(a).
This concludes the proof. 
4.3 E0-dilation of a strongly commuting pair of
CP0-semigroups
In the last two sections we worked out the two main steps in the Muhly-Solel
approach to dilation. In this section we will put together these two steps and
take care of the remaining technicalities. It is convenient to begin by proving a
few technical lemmas.
4.3.1 CP-semigroups and some of their continuity prop-
erties
Lemma 4.3.1 Let N be a von Neumann algebra, let S be an abelian, cancella-
tive semigroup with unit 0, and let X be a product system of N -correspondences
over S. Let W be completely contractive covariant representation of X on a
Hilbert space G, such that W0 is unital. Then the family of maps
Θs : a 7→ W˜s(IX(s) ⊗ a)W˜ ∗s , a ∈ W0(N )′,
is a semigroup of CP maps (indexed by S) on W0(N )′. Moreover, if W is an
isometric (a fully coisometric) representation, then Θs is a ∗-endomorphism (a
unital map) for all s ∈ S.
Proof. By Proposition 2.21 in [36], {Θs}s∈S is a family of contractive, normal,
completely positive maps on W0(N )′. Moreover, these maps are unital if W
is a fully coisometric representation, and they are ∗-endomorphisms if W is an
isometric representation. All that remains is to check that Θ = {Θs}s∈S satisfies
the semigroup condition Θs ◦Θt = Θs+t. Fix a ∈ W0(N )′. For all s, t ∈ S,
Θs(Θt(a)) = W˜s
(
IX(s) ⊗
(
W˜t(IX(t) ⊗ a)W˜ ∗t
))
W˜ ∗s
= W˜s(IX(s) ⊗ W˜t)(IX(s) ⊗ IX(t) ⊗ a)(IX(s) ⊗ W˜ ∗t )W˜ ∗s
= W˜s+t(Us,t ⊗ IG)(IX(s) ⊗ IX(t) ⊗ a)(U−1s,t ⊗ IG)W˜ ∗s+t
= W˜s+t(IX(s·t) ⊗ a)W˜ ∗s+t
= Θs+t(a).
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Using the fact that W0 is unital, we have
Θ0(a)h = W˜0(IN ⊗ a)W˜0
∗
h
= W˜0(IN ⊗ a)(I ⊗ h)
=W0(IN )ah
= ah,
thus Θ0(a) = a for all a ∈ N . 
Lemma 4.3.2 Let {Rt}t≥0 and {St}t≥0 be two commuting CP-semigroups on
M ⊆ B(H), where H is a separable Hilbert space. Then the two parameter
CP-semigroup P defined by
P(s,t) := RsSt
is a CP-semigroup, that is, for all a ∈ M, the map R2+ ∋ (s, t) 7→ P(s,t)(a) is
weakly continuous. Moreover, P is jointly continuous on R2+ ×M, endowed
with the standard×weak-operator topology.
Proof. Let (sn, tn) → (s, t) ∈ R2+, and let an → a ∈ M. By [36, Proposi-
tion 4.1], CP-semigroups are jointly continuous in the standard×weak-operator
topology, so Stn(an) → St(a) in the weak operator topology. By the same
proposition used once more,
P(sn,tn)(an) = Rsn(Stn(an))→ Rs(St(a)) = P(s,t)(a)
where convergence is in the weak operator topology. 
The above lemma shows that, given two commuting CP0-semigroups {Rt}t≥0
and {St}t≥0, we can form a two-parameter CP0-semigroup {P(s,t)} = {RsSt}s,t≥0
which satisfies the natural continuity conditions. For the theorem below, we will
need P to satisfy a stronger type of continuity. This is the subject of the next
two lemmas.
Lemma 4.3.3 Let S be a topological semigroup with unit 0, and let {Ws}s∈S
be a semigroup over S of CP maps on a von Neumann algebra R ⊆ B(H). Let
A ⊆ R be a sub C∗-algebra of R such that for all a ∈ A,
Ws(a)
WOT−→ a
as s→ 0. Then for all a ∈ A,
Wt+s(a)
SOT−→ Wt(a)
as s→ 0.
Proof. One can repeat, almost word for word, the proof of the first half of
Proposition 4.1 in [36], which addresses the case S = R+. 
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Lemma 4.3.4 Let Θ = {Θt}t≥0 be a CP-semigroup on M ⊆ B(H), where H
is a separable Hilbert space. Then Θ is jointly strongly continuous, that is, for
all h ∈ H, the map
(t, a) 7→ Θt(a)h
is continuous in the standard×strong-operator topology.
Proof. First, assume that Θ is an E-semigroup. Let (tn, an) → (t, a) in the
standard×strong-operator topology in R+ ×M, and h ∈ H .
‖Θtn(an)h−Θt(a)h‖2 = ‖Θtn(an)h‖2 − 2Re〈Θtn(an)h,Θt(a)h〉+ ‖Θt(a)h‖2,
since Θ is continuous in the standard×weak-operator topology, it is enough to
show that ‖Θtn(an)h‖2 → ‖Θt(a)h‖2. But
‖Θtn(an)h‖2 = 〈Θtn(a∗nan)h, h〉 → 〈Θt(a∗a)h, h〉 = ‖Θt(a)h‖2,
because a∗nan → a∗a in the weak-operator topology, and Θ is jointly continuous
with respect to this topology. Thus Θ is also jointly continuous with respect to
the strong-operator topology.
Now let Θ be an arbitrary CP-semigroup, and let (K,u,R, α) be an E-
dilation of Θ. Then for all a ∈ M, t ∈ R+,
Θt(a) = u
∗αt(uau
∗)u,
whence Θ inherits the required type of joint continuity from α. 
From the above lemma one immediately obtains:
Proposition 4.3.5 Let {Rt}t≥0 and {St}t≥0 be two CP-semigroups on M ⊆
B(H), where H is a separable Hilbert space. Then the two parameter CP-
semigroup P defined by
P(s,t) := RsSt
is strongly continuous, that is, for all a ∈ M, the map R2+ ∋ (s, t) 7→ P(s,t)(a)
is strongly continuous. Moreover, P is jointly continuous on R2+×M, endowed
with the standard×strong-operator topology.
4.3.2 The existence of an E0-dilation
We have now gathered enough tools to prove our main result.
Theorem 4.3.6 Let {Rt}t≥0 and {St}t≥0 be two strongly commuting CP0-
semigroups on a von Neumann algebra M ⊆ B(H), where H is a separable
Hilbert space. Then the two parameter CP0-semigroup P defined by
P(s,t) := RsSt
has a minimal E0-dilation (K,u,R, α). Moreover, K is separable.
Proof. We split the proof into the following steps:
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1. Existence of a ∗-endomorphic dilation (K,u,R, α) for (M, P ).
2. Minimality of the dilation.
3. Continuity of α on M.
4. Separability of K.
5. Continuity of α.
Step 1: Existence of a ∗-endomorphic dilation
Let X and T be the product system (of M′-correspondences) and the fully
coisometric product system representation given by Theorem 4.2.3. By Theorem
2.6.1, there is a covariant isometric and fully coisometric representation (ρ, V ) of
X on some Hilbert space K ⊇ H , with ρ unital. Put R˜ = ρ(M ′)′, and let u be
the isometric inclusion H → K. Note that, since uH reduces ρ, p := uu∗ ∈ R˜.
We define a semigroup α˜ = {α˜s}s∈R2+ by
α˜s(b) = V˜s(I ⊗ b)V˜ ∗s , s ∈ R2+, b ∈ R˜.
By Lemma 4.3.1 above, α˜ is a semigroup of unital, normal ∗-endomorphisms of
R˜. The (first part of the) proof of Theorem 2.24 in [36] works in this situation
as well, and shows that
M = u∗R˜u (4.3.1)
and that
Ps(u
∗bu) = u∗α˜s(b)u (4.3.2)
for all b ∈ R˜, s ∈ R2+. Note that we cannot use that theorem directly, because
for fixed s ∈ S, X(s) is not necessarily the identity representation of Ps. For
the sake of completeness, we repeat the argument (with some changes).
By Theorem 2.6.1, for all a ∈M′, u∗ρ(a)u = σ(a), and by definition, σ(a) =
a, thus
u∗R˜u = u∗ρ(M′)′u = (u∗ρ(M′)u)′ = (M′)′ =M,
where the second equality follows from the fact that uH reduces ρ(M′). This
establishes (4.3.1), which allows us to make the identification M = pR˜p ⊆ R˜.
To obtain (4.3.2), we fix s ∈ R2+ and b ∈ R˜, and we compute
Ps(u
∗bu) = T˜s(I ⊗ u∗bu)T˜ ∗s
(∗) = u∗V˜s(I ⊗ u)(I ⊗ u∗bu)(I ⊗ u∗)V˜ ∗s u
(∗∗) = u∗V˜s(I ⊗ b)V˜ ∗s u
= u∗α˜s(b)u.
The equalities marked by (*) and (**) are justified by items 2 and 3 of Theorem
2.6.1, respectively. Equation (4.3.2) implies that p is a coinvariant projection.
Since α˜ is unital, we have α˜t(p) ≥ p for all t ∈ R2+, that is, p is an increasing
projection.
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Even though we started out with a minimal isometric representation V of
T , we cannot show that α˜ is a minimal dilation of P . We define
R =W ∗
 ⋃
t∈R2+
α˜t(M)
 . (4.3.3)
This von Neumann algebra is invariant under α˜, and we denote α = α˜|R. Now
it is immediate that (p,R, α) is a ∗-endomorphic dilation of (M, P ). Indeed,
for all b ∈ R and all t ∈ R2+,
pαt(b)p = pα˜t(b)p = Pt(pbp),
because (p, R˜, α˜) is a dilation of (M, P ). It is also clear that M = pRp.
The only issue left to handle is the continuity of α. We now define two one-
parameter semigroups on R: β = {βt}t≥0 and γ = {γt}t≥0 by βt = α(t,0) and
γt = α(0,t). Clearly, β and γ are semigroups of normal, unital ∗-endomorphisms
of R. If we show that K is separable, then by Lemma 4.3.2, once we show that
β and γ are E0-semigroups – that is, possess the required weak continuity – then
we have shown that α is an E0-semigroup. The rest of the proof is dedicated to
showing that β and γ are E0-semigroups and that K is separable. But before
we do that, we must show that the dilation is minimal, and, in fact, a bit more.
Step 2: Minimality of the dilation
What we really need to prove is that
K =
∨
α(sm,tn)(M)α(sm,tn−1)(M) · · ·α(sm,t1)(M)α(sm,0)(M)α(sm−1,0)(M) · · ·α(s1,0)(M)H
(4.3.4)
where in the right-hand side of the above expression we run over all strictly
positive pairs (s, t) ∈ R2+ and all partitions {0 = s0 < . . . < sm = s} and
{0 = t0 < . . . < tn = t} of [0, s] and [0, t]. We shall also need an analog of
(4.3.4) with the roles of the first and second “time variables” of α replaced, but
since the proof is very similar we shall not prove it.
Recall that
K =
∨{
V(s,t)(X(s, t))H : (s, t) ∈ R2+
}
.
Thus, it suffices to show that for a fixed (s, t) ∈ R2+,
V(s,t)(X(s, t))H =
∨
α(sm,tn)(M) · · ·α(sm,t1)(M)α(sm,0)(M)α(sm−1,0)(M) · · ·α(s1,0)(M)H
(4.3.5)
where in the right-hand side of the above expression we run over all partitions
{0 = s0 < . . . < sm = s} and {0 = t0 < . . . < tn = t} of [0, s] and [0, t].
To show that we can consider only s and t strictly positive, we note that if
u, v ∈ R2+, then
Vu(X(u))H = V˜u(IX(u) ⊗ V˜v)(IX(u) ⊗ V˜ ∗v )(X(u)⊗H)
= V˜u(IX(u) ⊗ V˜v)(IX(u) ⊗ T˜ ∗v )(X(u)⊗H)
= V˜u+v(X(u)⊗ T˜ ∗vH)
⊆ Vu+v(X(u+ v))H.
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We now turn to establish (4.3.5). Recall the notation and constructions of
Sections 4.1.2 and 4.2.1:
X(s, t) := E(s)⊗ F (t),
and
T(s,t)(ξ ⊗ η) := TEs (ξ)TFt (η),
where (E, TE) and (F, TF ) are the product systems and representations repre-
senting R and S via Muhly and Solel’s construction as described in 4.1.2. By
Lemma 4.3 (2) of [36], for all r > 0,∨
{(IE(r) ⊗ a)(T˜Er )∗h : a ∈M, h ∈ H} = Er ⊗M′ H,
where Er = LM (H,HRp ) with the partition p = {0 = r0 < r1 = r}. Similarly,∨
{(IF (r) ⊗ a)(T˜Fr )∗h : a ∈ M, h ∈ H} = Fr ⊗M′ H.
Fix s, t > 0. Under the obvious identifications, if we go over all the partitions
{0 = s0 < . . . < sm = s} and {0 = t0 < . . . < tn = t} of [0, s] and [0, t], the
collection of correspondences
Es1 ⊗ Es2−s1 ⊗ · · · ⊗ Esm−sm−1 ⊗Ft1 ⊗ · · · ⊗ Ftn−tn−1
is dense in X(s, t). Using Lemma 4.3 (2) of [36] repeatedly, we obtain
α(sm,tn)(M) · · ·α(sm,t1)(M)α(sm,0)(M)α(sm−1,0)(M) · · ·α(s1,0)(M)H
= α(sm,tn)(M) · · · V˜(s1,0)(I(s1,0) ⊗M)V˜ ∗(s1,0)H
= α(sm,tn)(M) · · · V˜(s1,0)(I(s1,0) ⊗M)(T˜Es1)∗H
= α(sm,tn)(M) · · · V˜(s2,0)(I(s2,0) ⊗M)V˜ ∗(s2,0)V˜(s1,0)(Es1 ⊗H).
But
V˜ ∗(s2,0)V˜(s1,0) = (I(s1,0) ⊗ V˜ ∗(s2−s1,0))V˜ ∗(s1,0)V˜(s1,0) = (I(s1,0) ⊗ V˜ ∗(s2−s1,0)),
so we get
α(sm,tn)(M) · · ·α(sm,t1)(M)α(sm,0)(M)α(sm−1,0)(M) · · ·α(s1,0)(M)H
= α(sm,tn)(M) · · · V˜(s2,0)(I(s2,0) ⊗M)(I(s1,0) ⊗ V˜ ∗(s2−s1,0))(Es1 ⊗H)
= α(sm,tn)(M) · · · V˜(s2,0)(Es1 ⊗ Es2−s1 ⊗H).
Continuing this way, we see that
α(sm,tn)(M) · · ·α(sm,t1)(M)α(sm,0)(M)α(sm−1,0)(M) · · ·α(s1,0)(M)H
= V(s,t)(Es1 ⊗ Es2−s1 ⊗ · · · ⊗ Esm−sm−1 ⊗Ft1 ⊗ · · · ⊗ Ftn−tn−1)H.
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Since this computation works for any partition of [0, s] and [0, t], we have (4.3.5).
This, in turn, implies (4.3.4), which is what we have been after.
Now it is a simple matter to show that (p,R, α) is a minimal dilation of
(M, P ). First, note that by (4.3.4)
K = [RpK] .
In light of (4.3.3), Definitions 0.0.15 and 0.0.16 and Proposition 0.0.17, we have
to show that the central support of p in R is IK . But this follows by a standard
(and short) argument, which we omit.
Step 3: Continuity of β and γ on M
We shall now show that function R+ ∋ t 7→ βt(a) is strongly continuous from
the right for each a ∈ A := C∗
(⋃
t∈R2+
αt(M)
)
. Of course, the same is true for
γ as well.
Let k1 =
∑
i αsi(mi)hi and k2 =
∑
j αtj (nj)gj be inK, where si = (s
1
i , s
2
i ), tj =
(t1j , t
2
j) ∈ R2+, mi, nj ∈ R and hi, gj ∈ H . By (4.3.4), we may consider only
s1i , t
1
j > 0. Take a ∈ M and t > 0. For the following computations, we may
assume that k1 and k2 are given by finite sums, and we take t < min{t1j , s1i }i,j .
We will abuse notation a bit by denoting (t, 0) by t. Now compute:
〈βt(a)k1, k2〉 =
∑
i,j
〈αt(a)αsi(mi)hi, αtj (nj)gj〉
=
∑
i,j
〈αtj (n∗j )αt(a)αsi(mi)hi, gj〉
=
∑
i,j
〈αt
(
αtj−t(n
∗
j )aαsi−t(mi)
)
hi, gj〉
=
∑
i,j
〈Pt
(
pαtj−t(n
∗
j )papαsi−t(mi)p
)
hi, gj〉
=
∑
i,j
〈Pt
(
Ptj−t(pn
∗
jp)aPsi−t(pmip)
)
hi, gj〉
t→0−→
∑
i,j
〈Ptj (pn∗jp)aPsi(pmip)hi, gj〉
=
∑
i,j
〈aαsi(mi)hi, αtj (nj)gj〉
= 〈ak1, k2〉,
where we have made use of the joint strong continuity of P (Proposition 4.3.5).
This implies that for all a ∈ M, αt(a) → a weakly as t → 0. It follows from
Lemma 4.3.3 that β is strongly right continuous on
⋃
t∈R2+
αt(M), whence it is
also strongly right continuous on A := C∗
(⋃
t∈R2+
αt(M)
)
.
Step 4: Separability of K
As we have already noted in Step 2, from (4.3.4) it follows that
K =
∨
{αu1(a1) · · ·αuk(ak)h : ui ∈ R2+, ai ∈M, h ∈ H}.
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We define
K0 =
∨
{γt1(βs1(a1)) · · · γtk(βsk(ak))h : si, ti ∈ Q+, ai ∈M, h ∈ H},
and
K1 =
∨
{γt1(βs1(a1)) · · · γtk(βsk(ak))h : si ∈ R+, ti ∈ Q+, ai ∈M, h ∈ H}.
K0 is clearly separable. Because of the normality of γ, the strong right continuity
of β on M and the fact that multiplication is strongly continuous on bounded
subsets of R, we can assert that K0 = K1, thus K1 is separable. Now from the
strong right continuity of γ on A and the continuity of multiplication, we see
that K = K1, whence it is separable.
Step 5: Continuity of α
Recall that all that we have left to show is that β and γ possess the desired
weak continuity. We shall concentrate on β.
A short summary of the situation: we have a semigroup β of normal, unital ∗-
endomorphisms defined on a von Neumann algebraR (which acts on a separable
Hilbert space K), and there is a weakly dense C∗-algebra A ⊆ R such that for
all a ∈ A, k ∈ K, the function R+ ∋ τ 7→ βτ (a)k ∈ K is right continuous. From
this, we want to conclude that for all b ∈ R, and all k1, k2 ∈ K, the map
τ 7→ 〈βτ (b)k1, k2〉
is continuous. This problem was already handled by Arveson in [7] and by
Muhly and Solel in [36]. For completeness, we give some shortened variant of
their arguments.
For every b ∈ R, there is a sequence {an} in A weakly converging to b.
Thus, for every b ∈ R and every k1, k2,∈ K, the function τ 7→ 〈βτ (b)k1, k2〉 is the
pointwise limit of the sequence of right continuous functions τ 7→ 〈βτ (an)k1, k2〉,
so it is measurable. It now follows from [7, Proposition 2.3.1] (which, in turn,
follows from well known results in the theory of operator semigroups) that β
has the continuity that makes it into an E0-semigroup. 
Loosely speaking, the whole point of dilation theory is to present a certain
object as part of a simpler, better understood object. Theorem 4.3.6 tells us that
under the strong-commutativity assumption, a two-parameter CP0-semigroup
can be dilated to a two parameter E0-semigroup. Certainly, E0-semigroups are
a very special case of CP0-semigroups, so we have indeed made the situation
simpler. But did we really? Perhaps P (the CP0-semigroup) was acting on a
very simple kind of von Neumann algebra, but now α (the dilation) is acting
on a very complicated one? Actually, we did not say much about the structure
of R (the dilating algebra). In this context, we have the following partial, but
quite satisfying, result.
Proposition 4.3.7 If M = B(H), then R = B(K).
Proof. As before, denote the orthogonal projection of K onto H by p. Let
q ∈ B(K) be a projection in R′. In particular, pq = qp = pqp, so qp is a
projection in B(H) which commutes with B(H), thus qp is either 0 or IH .
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If it is 0 then for all ti ∈ R2+,mi ∈ M, h ∈ H ,
qαt1(m1) · · ·αtk(mk)h = αt1(m1) · · ·αtk(mk)qph = 0,
so qK = 0 and q = 0.
If qp = IH then for all 0 < ti ∈ R2+,mi ∈ M, h ∈ H ,
qαt1(m1) · · ·αtk(mk)h = αt1(m1) · · ·αtk(mk)qph
= αt1(m1) · · ·αtk(mk)h,
so qK = K and q = IK . We see that the only projections in R′ are 0 and IK ,
so R′ = C · IK , hence R = R′′ = B(K). 
4.4 The type of the dynamics arising in the E0-
dilation of a two-parameter CP0-semigroup
Definition 4.4.1 Let α = {αt}t≥0 and β = {βt}t≥0 be two E0-semigroups
acting on B(H). An α-cocycle is a strongly continuous family of unitaries
{Ut}t≥0 such that for all s, t ≥ 0,
Us+t = Usαt(Ut).
β is said to be cocycle conjugate to α if there is an α-cocycle {Ut}t≥0 such that
βt(a) = Utαt(a)U
∗
t for all a ∈ B(H), t ≥ 0. If β acts on B(K), where K is a
different Hilbert space, then α is said to be cocycle conjugate to β if there exists
a ∗-automorphism θ : B(H)→ B(K) such that θ−1 ◦ β ◦ θ is cocycle conjugate
to α.
Cocycle conjugacy is an equivalence relation, and is sometimes referred to as
cocycle equivalence.
E0-semigroups can be classified - up to cocycle conjugacy - into 3 “types”:
type I, type II and type III. Type I E0-semigroups are the best understood, and
include automorphism semigroups. There is a complete classification of type I
E0-semigroups, and it is known that if α is a type I E0-semigroup that is not a
semigroup of automorphisms, then there is a d ∈ {1, 2, . . . ,∞} such that α is
cocycle conjugate to the CCR flow of index d. See [7] for the whole story.
In the mid 1990’s Bhat proved the following result, known today as “Bhat’s
Theorem” [10]:
Theorem 4.4.2 (Bhat). Every CP0-semigroup has a unique minimal E0-
dilation.
Bhat’s Theorem aroused much interest, and one of the reasons was because it
opened up a new way of constructing E0-semigroups. A possible approach could
have been this: construct explicitly a tractable CP0-semigroup, (for example a
CP0-semigroup on the algebra of n × n matrices or more generally a CP0-
semigroup with a bounded generator), and look at its minimal E0-dilation. It
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was hoped at the time that the resulting E0-semigroup would turn out to be an
E0-semigroup that has not been seen before.
These hopes were soon extinguished by results of Arveson and Powers.
Theorem 4.4.3 (Arveson, Theorem 4.8, [6]) Let φ be a CP0-semigroup
with a bounded generator. The minimal E0-dilation of φ is of type I.
Independently, Powers proved that the minimal E0-dilation of a CP0-semigroup
acting on the algebra Mn(C) of n× n matrices is of type I [44, Theorem 3.10].
Theorems 4.3.6 and 4.4.3 face us against two immediate problems:
1. Figure out the structure of the E0-dilation of a given two-parameter CP0-
semigroup, especially in the simplest case when the CP0-semigroup acts
on Mn(C).
2. Try to see whether new E0-semigroups (necessarily not of type I) can arise
as “parts” of the E0-dilation of a two-parameter CP0-semigroup which is
“simple” in some sense (e.g. - acts on Mn(C)).
In this section, we obtain a partial positive result related to the first problem
and a partial negative result related to the second one. We refer to the notation
of Theorem 4.3.6. Let {βt := α(t,0)}t≥0 and {γt := α(0,t)}t≥0 be the particular
commuting E0-semigroups constructed in the course of the proof of Theorem
4.3.6 that dilate {Rt}t≥0 and {St}t≥0. The main result of this section is that if
R is not an automorphism semigroup then β is cocycle conjugate to the minimal
E0-dilation of R, and that if R is an automorphism semigroup then β is also
an automorphism semigroup. In particular, we conclude that if R is not an
automorphism semigroup and has a bounded generator (in particular, if H is
finite dimensional) then β is a type I E0-semigroup.
We are still far from solving the two problems mentioned above. The first
problem is not solved because it is not clear whether the cocycle conjugacy
classes of β and γ determine in any reasonable way the two-dimensional dynamic
behavior of the E0-semigroup {βs ◦ γt}s,t≥0. Let us be a little more concrete
in what we mean by this. One may attempt to define the notion of cocycle
equivalence of two-parameter E0-semigroups exactly as it was defined for one-
parameter semigroups, the only difference being that cocycles are now two-
parameter families of unitaries. Now assume that β, γ and β′, γ′ are two pairs
of commuting E0-semigroups such that β and γ are cocycle conjugate to β
′ and
γ′, respectively. In this situation, it is not clear whether the two-parameter
semigroups {βs ◦ γt}s,t≥ and {β′s ◦ γ′t}s,t≥ are cocycle conjugate.
The second problem is not solved because we have not ruled out the pos-
sibility that for some a, b > 0, the one-parameter E0-semigroup α = {αt}t≥0
given by
αt := βat ◦ γbt
is one that has not been seen before.
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4.4.1 Restricting an isometric dilation to a minimal iso-
metric dilation
Let X = {X(s)}s∈S be a product system, and let T be a c.c. representation of
X on a Hilbert space H . Let V be an isometric dilation of T on a Hilbert space
K ⊇ H . Define
L =
∨
s∈S
Vs(X(s))H.
Definition 4.4.4 V is called a minimal dilation of T if L = K.
For all s ∈ S and x ∈ X(s), L is invariant under Vs(x). As T0 is always assumed
to be a nondegenerate representation, H ⊆ L. We define a map Ws : X(s) →
B(L) by
Ws(x) = Vs(x)
∣∣
L
.
W = {Ws}s∈S is a representation of X on L, and one easily checks that it is
isometric. Most importantly for us, W is also a dilation of T : if s ∈ S, x ∈ X(s)
and h ∈ H , then
PHWs(x)h = PHVs(x)
∣∣
L
h
= Ts(x)h.
It is obvious that W is a minimal dilation of T .
Definition 4.4.5 W is called the restriction of V to a minimal isometric dila-
tion of T .
The discussion establishes the following theorem:
Theorem 4.4.6 Let X = {X(s)}s∈S be a product system over S and let T be
a c.c. representation of X. Every isometric dilation of T can be restricted to a
minimal isometric dilation of T .
For our purposes below, we need a specialization of the above theorem:
Proposition 4.4.7 Let X = {X(t)}t≥0 be a product system over R+ and let T
be a fully-coisometric c.c. representation of X on H. Every isometric dilation
of T can be restricted to a minimal isometric and fully-coisometric dilation of
T .
Proof. All we have to do is to show that the restriction of any isometric di-
lation of T to a minimal one is fully-coisometric. By a standard computation the
minimal isometric dilation of T is unique, up to unitary equivalence. Theorem
3.7 in [36] exhibits a minimal isometric dilation of T that is fully-coisometric.
Thus any minimal isometric dilation of T is fully-coisometric. 
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4.4.2 The main results
Let R = {Rt}t≥0 and S = {St}t≥0 be two strongly commuting CP0-semigroups
on B(H), with H a separable Hilbert space. Let {βt := α(t,0)}t≥0 and {γt :=
α(0,t)}t≥0 be the commuting E0-semigroups constructed in the course of the
proof of Theorem 4.3.6 that dilate R and S. The semigroup P(s,t) = Rs ◦ St is
given by
P(s,t)(a) = T˜(s,t)(IX(s,t) ⊗ a)T˜ ∗(s,t),
where
X(s, t) = E(s)⊗ F (t), (4.4.1)
T(s,t)(x⊗ y) = TEs (x)TFt (y) , x ∈ E(s), y ∈ F (t), (4.4.2)
and E and TE, F and TF , are the product systems and representations associ-
ated with R and S by the construction from Section 4.1.2.
Let V be the minimal isometric and fully coisometric dilation of T . The
dilating E0-semigroups β and γ are given by
βt(A) = V˜ Et (I ⊗A)V˜ Et
∗
, A ∈ B(K) (4.4.3)
and
γt(A) = V˜ Ft (I ⊗A)V˜ Ft
∗
, A ∈ B(K),
where V E is the representation of E given by
V Et (x) = V(t,0)(x⊗ 1) , x ∈ E(t), (4.4.4)
and V F is the representation of F given by
V Ft (y) = V(0,t)(1⊗ y) , y ∈ F (t).
Theorem 4.4.8 If R is a semigroup of automorphisms, then so is β.
Proof. When R is an endomorphism semigroup, E is simply the Arveson
product system associated with R
E(t) = {x ∈ B(H) : ∀a ∈ B(H) . Rt(a)x = xa},
and when Rt is an automorphism E(t) = CI. TEt is then simply the identity
representation of E(t).
Now E is a one dimensional product system, and V E is a fully-coisometric
and isometric representation of E on a Hilbert space K. Then V Es (I)V
E
t (I) =
V Es+t(I ⊗ I) = V Es+t(I), so {V Et (I)} is a semigroup of unitaries. Identifying K
with CI⊗K and V Et (I) with V˜ Et we consider {V˜ Et } as a semigroup unitaries. As
the formula (4.4.3) shows, β is given by conjugation with a unitary semigroup,
thus β is an automorphism semigroup. 
Before proceeding, we write down three (probably well known) facts that we
shall need.
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Proposition 4.4.9 Let E be a product system of Hilbert spaces over R+, and
let T be a c.c. representation of T on H. Let V be the minimal isometric
dilation of T , representing E on a Hilbert space G ⊇ H. If T is not isometric,
then G is infinite dimensional.
Proof. Any dilation of the product system representation T contains the
minimal dilation of the single c.c. representation Tt of the correspondence E(t),
for all t. Thus it is enough to show that the minimal isometric dilation of a
single completely contractive representation that is not isometric represents the
correspondence on an infinite dimensional space. This can be dug out of the
proof of [36, Theorem 2.18]. 
Proposition 4.4.10 Assume that R’s minimal E0-dilation acts on B(G), where
G ⊇ H is a Hilbert space. If R is not an E0-semigroup itself, then G is infinite
dimensional.
Proof. This follows from the previous proposition and from the uniqueness
of the minimal E0-dilation, together with Muhly and Solel’s construction of the
minimal E0-dilation in terms of product system representations and isometric
dilations. 
Proposition 4.4.11 Let γ be an E0-semigroup acting on a separable Hilbert
space G. Let P be an infinite dimensional projection in B(G) such that γt(P ) =
P for all t ≥ 0. Let σ denote the restriction of γ to the invariant corner
PB(G)P = B(PG). Then σ and γ are cocycle conjugate.
Proof. Proposition 2.2.3, [7]. 
Theorem 4.4.12 If R is not a semigroup of automorphisms, then there is an
infinite dimensional projection P ∈ B(K) such that βt(P ) = P for all t ≥ 0,
and such that the restriction of β to the invariant corner PB(K)P = B(PK) is
conjugate to R’s minimal dilation. In particular, β is cocycle conjugate to R’s
minimal dilation.
Proof. As in Proposition 4.4.7, let W denote the restriction of V E to the
minimal isometric (and fully-coisometric) dilation of TE, and denote by L the
space on which it represents E. By Proposition 4.4.9, dimL =∞. We compute:
βt(PL) = V˜ Et (I ⊗ PL)V˜ Et
∗
= W˜t(I ⊗ PL)W˜ ∗t PL = PL.
Let σ denote the restriction of β to B(PLK). By Proposition 4.4.11, β and σ
are cocycle conjugate. It remains to show that σ is the minimal dilation of R.
But for all A ∈ B(L), t ≥ 0,
σt(A) = σt(PLAPL)
= βt(PLAPL)
= V˜ Et (I ⊗ PLAPL)V˜ Et
∗
= W˜t(I ⊗A)W˜ ∗t .
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On the other hand, W is TE’s minimal isometric dilation. The results of [36]
show that the minimal E0-dilation of R is given by
A 7→ W˜t(I ⊗A)W˜ ∗t , A ∈ B(L).
The uniqueness of the minimal E0-dilation now implies that σ must be the
minimal E0-dilation of R (note that uniqueness of the minimal E0-dilation of a
CP0-semigroup is up to conjugacy, and not merely up to cocycle conjugacy). 
Corollary 4.4.13 β is cocycle conjugate to the minimal dilation of R in all
cases except the case where R is an automorphism semigroup, S is not an au-
tomorphism semigroup and H is finite dimensional.
Proof. Assume that R is a semigroup of automorphisms. In this case it is,
of course, its own minimal dilation. We know by Theorem 4.4.8 that β is also
a semigroup of automorphisms. If H is infinite dimensional, then β and R are
cocycle conjugate (this is the content of [7, Remark 2.2.4]).
Assume further that H is finite dimensional. If S is also an automorphism
semigroup, then β = R (and γ = S). Finally, if S is not a semigroup of
automorphisms, then, by Proposition 4.4.10, K must be infinite dimensional, so
β cannot be cocycle conjugate to R. 
Corollary 4.4.14 Assume that R is not an automorphism semigroup on a fi-
nite dimensional space and has a bounded generator. Then β is a type I E0-
semigroup.
Proof. By Corollary 4.4.13, β is cocycle conjugate to R’s minimal dilation,
which, by Theorem 4.4.3, is a type I E0-semigroup. 
Remark 4.4.15 By the results in [6], one may also effectively compute the
index of α in terms of natural structures associated with the generator of φ.
To conclude this section, let us outline a different proof for part of Theorem
4.4.12, which might be enlightening. This argument uses the fact that product
systems are classifying invariants of E0-semigroups, a fact that we did not use
above. To make the following proof precise, one would need to take into account
the Borel structure of product systems and measurability of representations.
Recall that to each E0-semigroup Arveson associates a product system, and
that two E0-semigroups are cocycle conjugate if and only if their associated prod-
uct systems are isomorphic (see Section 2.4, [7]). By equations (4.4.1), (4.4.3)
and (4.4.4), β is an E0-semigroup given by an isometric and fully-coisometric
representation of the product system E. Proposition 3.2.2 of [7] implies that E
must therefore be (isomorphic to) the product system associated with β. On
the other hand, the results of [36] show that the minimal E0-dilation of R is also
an E0-semigroup that is given by an isometric and fully-coisometric representa-
tion of the product system E, the same E that Muhly and Solel associate with
R. Thus, being associated with the same product system, β and the minimal
dilation of R are cocycle conjugate.
Combining [32, Corollary 8.7] (see Section 3.4.6) with Theorem 4.3.6 and
Corollary 4.4.13, we obtain:
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Corollary 4.4.16 Let µ and ν be two infinitely divisible Borel probability mea-
sures on C. Assume that {φµt }t≥0 has index m and that {φνt }t≥0 has index n.
Then there exists a Hilbert space K ⊃ H := L2(R), a type Im E0-semigroup α
and a type In E0-semigroup β acting on B(K), such that for all s, t ≥ 0 and all
T ∈ B(K), αs(βt(T )) = βt(αs(T )) and
φµs (φ
ν
t (PHTPH)) = PHαs(βt(T ))PH .
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Chapter 5
E-dilation of two-parameter
CP-semigroups - the
nonunital case
In this chapter we treat the problem of constructing an E-dilation to a pair of
strongly commuting CP-semigroups that do not necessarily preserve the unit.
We will use the same basic strategy as in the previous chapter, but several
new difficulties will arise along the way. Theorem 4.2.3 applies to show that
for every pair of strongly commuting CP-semigroups R and S, there exists a
product system X = {X(s, t)}s,t≥0 and representation T of X such that
Rs ◦ St(a) = T˜(s,t)(IX(s,t) ⊗ a)T˜ ∗(s,t).
However, when R and S are not unit preserving T will not be fully coisometric,
and Theorem 2.6.1 cannot be used to obtain an isometric dilation for T . It seems
that the way to go is to prove the existence of an arbitrary isometric dilation
of a product system representation over R2+, but this was not achieved. In the
next section, we will prove the existence of an isometric dilation of a product
system representation over D2+ (the dyadic rationals in R
2
+), which seems to
be just enough in order to construct a two parameter E-dilation to a pair of
strongly commuting CP-semigroups acting on B(H). The construction of the
E-dilation is carried out in Section 5.2.
The material in this chapter is taken from [54].
5.1 Isometric dilation of a product system rep-
resentation over D2+
Unital CP-semigroups correspond to fully coisometric product system repre-
sentations. Fully coisometric product system representations are analogous to
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semigroups of coisometries on a Hilbert space. In the context of classical dila-
tion theory of contraction semigroups on a Hilbert space [63], the problem of
finding an isometric dilation to a semigroup of coisometries is relatively easy
(see also [20]). In this section, as we will treat general c.c. representations, we
will only be able to construct an isometric dilation for a completely contractive
product system representation over the set D2+ of positive dyadic pairs, where
D2 :=
{(
k
2n
,
m
2n
)
: (k,m) ∈ Z2, n ∈ N
}
is the set of dyadic fractions. This will be sufficient to lead us to our present
goal of dilating a CP-semigroup over R2+, due to the extendability properties of
CP-semigroups discussed in Section 1.2.
Let M be a von Neumann algebra, let X be a product system of M-
correspondences over D2+, and let H be a Hilbert space. Assume that σ is
a normal representation of M on H . We denote by H0 the space of all finitely
supported functions f on D2+ such that f(n) ∈ X(n)⊗σ H , for all n ∈ D2+. For
any n = (n1, n2) ∈ D2, we denote by n+ the element in D2+ having max{ni, 0}
in its i-th entry, and we denote n− = n+ − n.
Definition 5.1.1 Let Φ be a function on D2 such that Φ(n) ∈ B(X(n+) ⊗σ
H,X(n−)⊗σ H), n ∈ D2. We say that Φ is positive definite if Φ(0) = IM⊗σH
and if
1. For all h ∈ H0 we have∑
m,n∈D2+
〈[
IX(m−(m−n)+) ⊗ Φ(m− n)
]
h(m), h(n)
〉 ≥ 0.
2. Φ(n) = Φ(−n)∗, for all n ∈ D2+.
3. For all n ∈ D2+, a ∈M,
Φ(n) (a⊗ IH) = (a⊗ IH)Φ(n).
In item (3) above (a⊗ IH)ξ should be interpreted as ϕX(m)(a)x⊗h if ξ = x⊗h,
h ∈ H,x ∈ X(n), for some n 6= 0, and as ab ⊗ h if ξ = b ⊗ h for b ∈ M, h ∈ H .
This will remain our convention throughout.
We note that the proof of Theorem 3.5 in [61] implies the following fact: if
Φ is a positive definite function on X as above, then there exists a covariant
isometric representation V of X on some Hilbert space K ⊇ H, such that H is
a reducing subspace for V0 with V0(·)
∣∣
H
= σ(·), and such that
PX(n−)⊗HV (n)
∣∣
X(n+)⊗H
= Φ(n) , n ∈ D2, (5.1.1)
where V (n) := V˜ ∗n− V˜n+ . This fact is the basis of the proof of the following
theorem, so we point out that the definition of V in the above mentioned proof
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has to be modified in an obvious manner and that straightforward calculations
(some almost identical and some different from what appeared in the proof)
show that V has all the required properties. The main difference is that one
has to show that V has the “semigroup” property.
Theorem 5.1.2 Let M be a C∗-algebra, and let X = {X(s, t)}(s,t)∈D2+ be a
product system of M-correspondences. Let T be a c.c. representation of X on
a Hilbert space H, with σ = T (0, 0). Assume that for all (s, t) ∈ D2+, the Hilbert
space X(s, t)⊗σ H is separable. Then there exists an isometric representation
V of X on Hilbert space K containing H such that:
1. PH commutes with V(0,0)(M), and V(0,0)(a)PH = T(0,0)(a)PH , for all a ∈
M.
2. PHV(s,t)(x)
∣∣
H
= T(s,t)(x) for all (s, t) ∈ D2+, x ∈ X(s, t).
3. K =
∨{V (x)h : x ∈ X,h ∈ H}.
4. PHV(s,t)(x)
∣∣
K⊖H
= 0 for all (s, t) ∈ D2+, x ∈ X(s, t).
If M is a W ∗-algebra, X a product system of W ∗-correspondences and T0 is
normal, then V0 is also normal, that is, V is a representation of W
∗-product
systems.
Recall that a dilation satisfying item (3) above is called a minimal dilation.
Proof. For any n ∈ N, the triple (σ, T (2−n, 0), T (0, 2−n)) defines a c.c.
representation of the product system X(n) = {X(m/2n, k/2n)}m,k. We will de-
note X(n)(m, k) = X(m/2n, k/2n). By Theorem 4.4 in [60], this representation
has a covariant isometric dilation (ρn, V1,n, V2,n) on some Hilbert space which
we need not refer to. As n increases we get isometric dilations to the restriction
of T to fatter and fatter product systems, but the problem is that we do not
know exactly how (and if) they sit one inside the other. Our immediate goal is
to define a positive definite function Φ on D2. The heart of the following idea
is taken from Ptak’s paper [48], where the existence of a unitary dilation to a
two-parameter semigroup of contractions on a Hilbert space is obtained (the
latter result was obtained earlier by S locin´ski in [59], using a different method).
First we define, for all n ∈ N, (s, t) ∈ D2 an operator an(s, t) in B(X(s+, t+)⊗
H,X(s−, t−) ⊗ H). This is done in the following manner. Fixing (s, t) ∈ D2,
there is some ns,t ∈ N such that for all n ≥ ns,t there are two integers ms,n and
kt,n satisfying (s, t) = (ms,n · 2−n, kt,n · 2−n), and such that ns,t is the minimal
natural number with this property. For n < ns,t we define an(s, t) = 0. For
n ≥ ns,t we define
an(s, t) = PX(s−,t−)⊗HV n(ms,n, kt,n)
∣∣
X(s+,t+)⊗H
where V n(m, k) :=
(
IX(n)(0,k−) ⊗ (V˜ m−1,n )∗
)
(V˜
k−
2,n )
∗V˜
m+
1,n (IX(n)(m+,0) ⊗ V˜ k+2,n ) (to
be precise, one should multiply the right-hand side by U(0,k−),(m−,0) ⊗ IH on
102
the left and U−1(m+,0),(0,k+) ⊗ IH on the right, where U·,· are the multiplication
maps of X(n)).
For fixed (s, t) ∈ D2+, and for large enough n, we have
an(s, t) = T (s, t) := T˜
∗
(s−,t−)
T˜(s+,t+) = T˜(s,t).
Fixing (s, t) ∈ D2, we have for all large enough n
an(−s,−t)∗ =
(
PX(s+,t+)⊗H
(
I0,k+ ⊗ (V˜ m+1,n )∗
)
(V˜
k+
2,n )
∗V˜
m−
1,n (Im−,0 ⊗ V˜ k−2,n )
)∗ ∣∣
X(s−,t−)⊗H
= PX(s−,t−)⊗H
(
Im−,0 ⊗ (V˜ k−2,n )∗
)
(V˜
m−
1,n )
∗V˜
k+
2,n (I0,k+ ⊗ V˜ m+1,n )
∣∣
X(s+,t+)⊗H
(∗) = an(s, t)
where we used the shorthand notations Ip,q = IX(n)(p,q), m = ms,n, k = kt,n,
and the equality in marked by (*) is true up to multiplication by the product sys-
tem multiplication maps U·,·. Also, it follows immediately from the covariance
properties of (ρn, V1,n, V2,n) that an(s, t) intertwines the various interpretations
of (a⊗ IH), a ∈M.
Now that an(s, t) is defined, we construct a positive definite function Φ on
D2. For every (s, t) ∈ D2, {an(s, t)}n is a sequence of operators in B(X(s+, t+)⊗
H,X(s−, t−)⊗H) with norm less than or equal 1. As the unit ball ofB(X(s+, t+)⊗
H,X(s−, t−)⊗H) is weak operator compact, there is a subsequence {nk}∞k=1 of
N such that ank(s, t) converges in the weak operator topology (our separability
assumptions imply that the unit ball of B(X(s+, t+) ⊗ H,X(s−, t−) ⊗ H) is
metrizable, hence sequentially compact). In fact, since D2 is countable, a stan-
dard diagonalization procedure will produce {nk}∞k=1 of N such that ank(s, t)
converges weakly for all (s, t) ∈ D2. We define
Φ(s, t) = wot – lim
k→∞
ank(s, t).
By the properties that an(s, t) possesses, it follows that for (s, t) ∈ D2+,
Φ(s, t) = T (s, t).
Also, Φ satisfies items (2) and (3) of Definition 5.1.1. For example, for (3) it is
enough to check
〈Φ(s, t)(a⊗ I)ei, fj〉 = lim
k→∞
〈ank(s, t)(a⊗ I)ei, fj〉
= lim
k→∞
〈ank(s, t)ei, (a⊗ I)∗fj〉
= 〈(a⊗ I)Φ(s, t)ei, fj〉.
(2) follows similarly. Let us prove that it also satisfies item (1). Let h ∈ H0,
and consider the sum∑
m,n∈D2+
〈[
IX(m−(m−n)+) ⊗ Φ(m− n)
]
h(m), h(n)
〉
. (5.1.2)
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We are going to show that this sum is greater than −ǫ, for any ǫ > 0. The sum
in (5.1.2) contains only a finite number, say N , of non-zero summands. We may
take k large enough to satisfy∣∣〈[Im−(m−n)+ ⊗ Φ(m− n)] h(m), h(n)〉− 〈[Im−(m−n)+ ⊗ ank(m− n)] h(m), h(n)〉∣∣ < ǫN ,
for all m,n ∈ D2+. If needed, we take k even larger, so that
ank(d) = PX(d−)⊗HV nk(md1,n, kd2,n)
∣∣
X(d+)⊗H
for all d = (d1, d2) ∈ D2 that appears in a non-zero inner product in (5.1.2). In
other words, we assume that all dyads appearing non-trivially in (5.1.2) have
the form (p · 2−nk , q · 2−nk), p, q ∈ Z. But then∑
m,n∈D2+
〈Im−(m−n)+ ⊗ ank(m− n)h(m), h(n)〉
=
∑
m,n∈D2+
〈Im−(m−n)+ ⊗ PX((m−n)−)⊗H U˜∗(m−n)−U˜(m−n)+
∣∣
X(m−n)+
h(m), h(n)〉
(∗) =
∑
m,n∈D2+
〈Im−(m−n)+ ⊗ U˜∗(m−n)−U˜(m−n)+h(m), h(n)〉
(∗∗) =
∑
m,n∈D2+
〈U˜∗nU˜mh(m), h(n)〉
=
∑
m,n∈D2+
〈U˜mh(m), U˜nh(n)〉 ≥ 0.
The equality marked by (*) follows from identifying X(d)⊗H with a subspace
of X(d)⊗G, where G is the dilation Hilbert space associated with U , and U is
the isometric dilation of the restriction of T to X(nk). The equality marked by
(**) follows from
U˜∗nU˜m = (In−(n−m)+ ⊗ U˜∗(n−m)+)U˜∗n−(n−m)+U˜m−(m−n)+(Im−(m−n)+ ⊗ U˜(m−n)+)
= Im−(m−n)+ ⊗ U˜∗(m−n)−U˜(m−n)+ ,
because n− (n−m)+ = m− (m− n)+ and (n−m)+ = (m− n)−. Thus∑
m,n∈D2+
〈[
IX(m−(m−n)+) ⊗ Φ(m− n)
]
h(m), h(n)
〉 ≥ −ǫ
for all ǫ, thus
∑
m,n∈D2+
〈[
IX(m−(m−n)+) ⊗ Φ(m− n)
]
h(m), h(n)
〉 ≥ 0, for all
h ∈ H0.
We have shown that Φ is a positive definite function on D2. It follows
from the remarks before the statement of the theorem that there is a covariant
isometric representation V of X on a Hilbert space K ⊇ H satisfying items (1)
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and (2) in the statement of the theorem. Given an isometric dilation V on K,
using Theorem 4.4.6 we may restrict it to a minimal one. If we take V to be a
minimal dilation, (4) follows as well.
The proof of the final assertion of the theorem is not different from the proof
of the analogous part in Theorem 2.6.1, and we do not wish to repeat it here.
We just note that one uses the structure of the isometric dilation given by the
proof of [61, Theorem 3.5]. 
5.2 E-dilation of a strongly commuting pair of
CP-maps
Now we are ready to prove the main result of this chapter:
Theorem 5.2.1 Let {Rt}t≥0 and {St}t≥0 be two strongly commuting CP-semigroups
on B(H), where H is a separable Hilbert space. Then the two parameter CP-
semigroup P defined by
P(s,t) := RsSt
has a minimal E-dilation (K,u,B(K), α), where K is separable.
Proof. Let X and T be the product system of Hilbert spaces and the
product system representation given by Theorem 4.2.3. We consider the product
system Xˇ = {X(s)}s∈D2+ of X represented on H by the representation Tˇ =
{Ts}s∈D2+ of T . The proof of [36, Proposition 4.2] shows that X(t1, t2) = E(t1)⊗
F (t2) is a separable Hilbert space for all t1, t2 ≥ 0, and it follows that for all
s ∈ D2+ the Hilbert space X(s)⊗T0 H is separable. By Theorem 5.1.2, there is
a minimal isometric dilation V = {Vs}s∈D2+ of Tˇ , representing Xˇ on a Hilbert
space K ⊇ H . We define a semigroup α = {αs}s∈D2+ on B(K) by
αs(a) = V˜s(I ⊗ a)V˜ ∗s , s ∈ D2+, a ∈ B(K).
By Lemma 4.3.1, α is a semigroup of normal ∗-endomorphisms on B(K). Denote
by p the orthogonal projection of K onto H . It is clear that B(H) is the corner
B(H) = pB(K)p ⊆ B(K). As in the proof of Theorem 4.3.6, we see that α is a
dilation of {Ps}s∈D2+ .
We define two (“one-parameter”) semigroups β = {βt}t∈D+ and γ = {γt}t∈D+
on B(K) by
βt = α(t,0) and γt = α(0,t). (5.2.1)
By Proposition 4.3.5, if we will be able to extend β and γ to continuous E-
semigroups βˆ and γˆ over R+, then the semigroup αˆ = {αˆ(s,t)}(s,t)∈R2+ given
by
αˆ(s,t) = βˆs ◦ γˆt
will be the sought after E-dilation of P . The rest of the proof is mostly dedicated
to showing that β and γ can be continuously extended. As we demonstrate the
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extendability of β and γ, we show that (p,B(K), α) is a minimal dilation of
(B(H), {Ps}s∈D2+), and this will complete the proof of Theorem 5.2.1.
Because V is a minimal dilation of Tˇ , we have
K :=
∨
s∈D2+
Vs(X(s))H.
In particular, K is separable.
An important observation is this:
K =
∨{
αt1(m1) · · ·αtk(mk)h : k ∈ N, ti ∈ D2+,mi ∈ B(H), h ∈ H
}
. (5.2.2)
(When k = 0, we interpret the product αt1(m1) · · ·αtk(mk)h as h). In Step 2
of the proof of Theorem 4.3.6 this equality is proved (there the situation was a
little simpler and one did not have to consider products αt1(m1) · · ·αtk(mk)h
with k = 0. The proof, however, holds in this case as well, as long as one does
take such products). In fact, In Step 2 of the proof of Theorem 4.3.6, we saw
that
K =
∨
α(sm,tn)(B(H))α(sm ,tn−1)(B(H)) · · ·α(sm,t1)(B(H))α(sm,0)(B(H)) · · ·α(s1,0)(B(H))H
(5.2.3)
where in the right-hand side of the above expression we run over all pairs (s, t) ∈
D2+ and all partitions {0 = s0 < . . . < sm = s} and {0 = t0 < . . . < tn = t} of
[0, s] and [0, t].
Using (5.2.2), we can show that (p,B(K), α) is a minimal dilation. Define
R =W ∗
 ⋃
s∈D2+
αs(B(H))
 . (5.2.4)
Note that K = [RH ]. But the central projection of p in R is the projection on
[RpK] = [RH ] = K, that is IK . We will now show that R = B(K), and this
will prove that the central projection of p in B(K) is IK , so by both definitions
0.0.15 and 0.0.16 (p,B(K), α) is a minimal dilation.
To see that R = B(K), let q ∈ B(K) be a projection in R′. In particular,
pq = qp = pqp, so qp is a projection B(H) which commutes with B(H), thus qp
is either 0 or IH .
If it is 0 then for all ti ∈ D2+,mi ∈ B(H), h ∈ H ,
qαt1(m1) · · ·αtk(mk)h = αt1(m1) · · ·αtk(mk)qph = 0,
so qK = 0 and q = 0.
If qp = IH then for all 0 < ti ∈ D2+,mi ∈ B(H), h ∈ H ,
qαt1(m1) · · ·αtk(mk)h = αt1(m1) · · ·αtk(mk)qph
= αt1(m1) · · ·αtk(mk)h,
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so qK = K and q = IK . We see that the only projections in R′ are 0 and IK , so
R′ = C · IK , hence R = R′′ = B(K). This completes the proof of minimality.
We return to showing that β and γ can be continuously extended to R+.
Let
D++ =
{m
2n
: 0 < m,n ∈ N
}
,
put D2++ = D++ × D++, and define
K0 =
∨{
αt1(m1) · · ·αtk(mk)h : 0 < k ∈ N, ti ∈ D2++,mi ∈ B(H), h ∈ H
}
.
(5.2.5)
We shall use (5.2.3) to prove that K = K0. First, let us show that H ⊆ K0.
Let
G0 =
∨
t∈D2++
αt(B(H))H
and G = H ∨G0. For t ≤ s ∈ D2++, a ∈ B(H) and h, g ∈ H , we find that
〈αt(p)h, αs(a)g〉 = 〈αs(a∗)αt(p)h, g〉
= 〈αt(αs−t(a∗)p)h, g〉
= 〈Pt(Ps−t(pa∗p)p)h, g〉
= 〈Ps(pa∗p)h, g〉
= 〈h, αs(a)g〉,
so (in a rather trivial way)
〈αt(p)h, αs(a)g〉 t→0−→ 〈h, αs(a)g〉.
Similarly,
〈αt(p)h, g〉 t→0−→ 〈h, g〉.
We see that in G, αt(p)h→ h weakly, thus H is in the weak closure of G0 in G.
The weak closure being equal to the strong closure, we have H ⊆ G0 ⊆ K0.
The set
{αs(b)h : s ∈ D2++, b ∈
⋃
t∈D2+
αt(B(K)), h ∈ H}
is total in K0. To see this, note that every element of the form
αt1(m1) · · ·αtk(mk)h,
with ti ∈ D2++,mi ∈ B(H) and h ∈ H , can be written as
αs(αt1−s(m1) · · ·αtk−s(mk))h,
where s ∈ D2++ is smaller than ti, i = 1, 2, . . . , k.
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Let αs1(a1)h1 and αs2(a2)h2 be in K0, where s1, s2 ∈ D2++, a1, a2 ∈ B(K)
and h1, h2 ∈ H . Take a ∈ B(H) and t ∈ D2+ such that t < s1, s2. Now compute:
〈αt(a)αs1 (a1)h1, αs2(a2)h2〉 = 〈αs2(a∗2)αt(a)αs1 (a1)h1, h2〉
= 〈αt (αs2−t(a∗2)aαs1−t(a1))h1, h2〉
= 〈Pt (pαs2−t(a∗2)papαs1−t(a1)) h1, h2〉
= 〈Pt (Ps2−t(pa∗2p)aPs1−t(pa1p))h1, h2〉
(∗) t→0−→ 〈Ps2 (pa∗2p)aPs1(pa1p)h1, h2〉
= 〈aαs1(a1)h1, αs2(a2)h2〉.
If we let p0 denote the orthogonal projection ofK onK0, we see that p0αt(a)p0 →
p0ap0 in the weak operator topology as t → 0, for all a ∈ B(H) (the conver-
gence in (∗) is due to Proposition 4.3.5). Since H ⊆ K0, one has p ≤ p0, and
p0ap0 = a for all a ∈ B(H), thus
∀a ∈ B(H).p0αt(a)p0 → a as t→ 0, (5.2.6)
where convergence is in the weak operator topology.
By (5.2.3), K is spanned by elements of the form
g = αs1(αs2 (· · · (αsm(am)am−1) · · · )a1)h, (5.2.7)
for ai ∈ B(H), si ∈ D2+, i = 1, . . .m and h ∈ H . Let us show how such an
element can be approximated in norm arbitrarily well by elements of the same
form with all si’s in D2++ (it is clear that if all si’s are in D
2
++, then this element
is in K0).
Assume that we wish to approximate a fixed element g as in (5.2.7) by
elements of the from αt1(· · · (αtm(bm)bm−1 · · · )b1)h′, where tm ∈ D2++. We
consider
gt = αs1(αs2 (· · · (αsm+t(am)am−1) · · · a2)a1)h
with t ∈ D2++, and compute
〈gt, gt〉 =
〈
αs1(· · · (αsm+t(am)am−1 · · · )a1)h, αs1(· · · (αsm+t(am)am−1 · · · )a1)h
〉
=
〈
αs1(a
∗
1 · · · a∗m−1αsm+t(a∗m) · · · )αs1 (· · · (αsm+t(am)am−1 · · · )a1)h, h
〉
=
〈
αs1(a
∗
1αs2(a
∗
2 · · · a∗m−1αsm+t(a∗mam)am−1 · · · a2))a1)h, h
〉
=
〈
αs1(a
∗
1αs2(a
∗
2 · · · a∗m−1Psm+t(pa∗mamp)am−1 · · ·a2))a1)h, h
〉
t→0−→ 〈αs1(a∗1αs2(a∗2 · · · a∗m−1Psm(pa∗mamp)am−1 · · ·a2))a1)h, h〉
=
〈
αs1(a
∗
1αs2(a
∗
2 · · · a∗m−1αsm(a∗mam)am−1 · · · a2))a1)h, h
〉
= 〈g, g〉.
In addition , we have
〈g, gt〉 =
〈
αs1(· · ·αsm−1(αsm(am)am−1) · · · )a1)h, αs1(· · ·αsm−1(αsm+t(am)am−1) · · · )a1)h
〉
=
〈
αs1(a
∗
1 · · ·αsm−1(a∗m−1αsm+t(a∗m)) · · · )αs1(· · ·αsm−1(αsm(am)am−1) · · · )a1)h, h
〉
=
〈
αs1(a
∗
1 · · ·αsm−1(a∗m−1αsm(αt(a∗m)am)am−1) · · · )a1)h, h
〉
.
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But am = pam = p0pam, and p0 commutes with αt(a
∗
m), thus
αt(a
∗
m)am = p0αt(a
∗
m)p0am → a∗mam
in the weak operator topology as t → 0, by (5.2.6). Since αsi is normal for all
i, we obtain
〈g, gt〉 t→0−→ 〈g, g〉.
This allows us to conclude that
‖gt − g‖2 = 〈gt, gt〉 − 2ℜ〈gt, g〉+ 〈g, g〉 t→0−→ 0,
which shows that K is spanned by elements as g with positive sm. An inductive
argument, using the same reasoning and (5.2.6), shows that K is spanned by
elements as g with positive si for all i, thus K = K0.
Since p0 = IK , equation (5.2.6) now translates to the weak operator conver-
gence
αt(a)→ a as t→ 0,
for all a ∈ B(H). For all k ∈ K, we have
‖αt(a)k − ak‖2 = 〈αt(a)∗αt(a)k, k〉 − 2ℜ〈αt(a)k, ak〉+ ‖ak‖2
= 〈αt(a∗a)k, k〉 − 2ℜ〈αt(a)k, ak〉+ ‖ak‖2
s→0−→ 0,
thus αt(a) → a in the strong operator topology as t → 0, for all a ∈ B(H).
For all s ∈ D2+, αs is normal, thus αt(αs(a)) = αs(αt(a))→ αs(a) in the strong
operator topology as D2+ ∋ t → 0. Denote by A the C∗-algebra generated
by
⋃
s∈D2+
αs(B(H)). Then we conclude that for all a ∈ A, both βt(a) and
γt(a) (recall equation (5.2.1)) converge in the strong operator topology to a as
D++ ∋ t→ 0.
As we have seen above, W ∗(A) = R = B(K), that is, A is a C∗-algebra
strong operator dense in B(K). In particular, A acts irreducibly on K. Since A
contains B(H), it contains nonzero compact operators, and now by [26, Propo-
sition 10.4.10], we conclude that A contains all compact operators in B(K). In
order to use Theorem 1.2.2 we must show that βt(1) and γt(1) converge weakly
to 1 as D++ ∋ t→ 0. By a polarization argument, it is enough to show that
〈αt(1)k, k〉 → ‖k‖2 as D2+ ∋ t→ 0 (5.2.8)
for all k in a total subset of K. But taking h ∈ H , b ∈ B(K) and s ∈ D2++, we
have that for t ≤ s,
αt(1)αs(b)h = αt(1)αs(1)αs(b)h = αs(b)h,
because αt(1) ≤ αs(1). Equation (5.2.8) follows. This means that we may use
Theorem 1.2.2 to deduce that β and γ extend to E-semigroups βˆ and γˆ over R+.
By Proposition 4.3.5, {βˆs ◦ γˆt}(s,t)∈R2+ is a two-parameter E-semigroup dilating
P . 
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Part II
Subproduct systems and
the dilation theory of
cp-semigroups
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Chapter 6
Subproduct systems of
Hilbert W ∗-correspondences
Definition 6.0.2 Let N be a von Neumann algebra. A subproduct system
of Hilbert W ∗-correspondences over N is a family X = {X(s)}s∈S of Hilbert
W ∗-correspondences over N such that
1. X(0) = N ,
2. For every s, t ∈ S there is a coisometric mapping of N -correspondences
Us,t : X(s)⊗X(t)→ X(s+ t),
3. The maps Us,0 and U0,s are given by the left and right actions of N on
X(s),
4. The maps Us,t satisfy the following associativity condition:
Us+t,r
(
Us,t ⊗ IX(r)
)
= Us,t+r
(
IX(s) ⊗ Ut,r
)
. (6.0.1)
The difference between a subproduct system and a product system is that in a
subproduct system the maps Us,t are only required to be coisometric, while in a
product system these maps are required to be unitaries. Thus, given the image
Us,t(x⊗ y) of x⊗ y in X(s+ t), one cannot recover x and y. Thus, subproduct
systems may be thought of as irreversible product systems. The terminology is,
admittedly, a bit awkward. It may be more sensible – however, impossible at
present – to use the term product system for the objects described above and to
use the term full product system for product system. We will sometimes add the
adjective full before the noun product system to emphasize that it is a product
system and not merely a subproduct system.
Example 6.0.3 The simplest example of a subproduct system F = FE =
{F (n)}n∈N is given by
F (n) = E⊗n,
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where E is some W∗-correspondence. F is actually a product system. We shall
call this subproduct system the full product system (over E).
Example 6.0.4 Let E be a fixed Hilbert space. We define a subproduct system
(of Hilbert spaces) SSP = SSPE over N using the familiar symmetric tensor
products (one can obtain a subproduct system from the anti-symmetric tensor
products as well). Define
E⊗n = E ⊗ · · · ⊗ E,
(n times). Let pn be the projection of E
⊗n onto the symmetric subspace of
E⊗n, given by
pnk1 ⊗ · · · ⊗ kn = 1
n!
∑
σ∈Sn
kσ−1(1) ⊗ · · · ⊗ kσ−1(n).
We define
SSP (n) = Esn := pnE
⊗n,
the symmetric tensor product of E with itself n times (SSP (0) = C). We define
a map Um,n : SSP (m)⊗ SSP (n)→ SSP (m+ n) by
Um,n(x⊗ y) = pm+n(x ⊗ y).
The U ’s are coisometric maps because every projection, when considered as a
map from its domain onto its range, is coisometric. A straightforward calcula-
tion shows that (6.0.1) holds (see [42, Corollary 17.2]). In these notes we shall
refer to SSP (or SSPE to be precise) as the symmetric subproduct system (over
E).
Definition 6.0.5 Let X and Y be two subproduct systems over the same semi-
group S (with families of coisometries {UXs,t}s,t∈S and {UYs,t}s,t∈S). A family
V = {Vs}s∈S of maps Vs : X(s) → Y (s) is called a morphism of subproduct
systems if V0 is a unital ∗-isomorphism, if for all s ∈ S \ {0} the map Vs is
a coisometric correspondence map, and if for all s, t ∈ S the following identity
holds:
Vs+t ◦ UXs,t = UYs,t ◦ (Vs ⊗ Vt). (6.0.2)
V is said to be an isomorphism if Vs is a unitary for all s ∈ S \ {0}. X is said
to be isomorphic to Y if there exists an isomorphism V : X → Y .
The above notion ofmorphism is not optimized in any way. It is simply precisely
what we need in order to develop dilation theory for cp-semigroups.
Definition 6.0.6 Let N be a von Neumann algebra, let H be a Hilbert space,
and let X be a subproduct system of Hilbert N -correspondences over the semi-
group S. Assume that T : X → B(H), and write Ts for the restriction of T to
X(s), s ∈ S, and σ for T0. T (or (σ, T )) is said to be a completely contractive
covariant representation of X if
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1. For each s ∈ S, (σ, Ts) is a c.c. representation of X(s); and
2. Ts+t(Us,t(x⊗ y)) = Ts(x)Tt(y) for all s, t ∈ S and all x ∈ X(s), y ∈ X(t).
T is said to be an isometric (fully coisometric) representation if it is an isometric
(fully coisometric) representation on every fiber X(s).
Since we shall not be concerned with any other kind of representation, we shall
call a completely contractive covariant representation of a subproduct system
simply a representation.
Remark 6.0.7 Item 2 in the above definition of product system can be rewrit-
ten as follows:
T˜s+t(Us,t ⊗ IH) = T˜s(IX(s) ⊗ T˜t).
Here T˜s : X(s)⊗σ H → H is the map given by
T˜s(x ⊗ h) = Ts(x)h.
Example 6.0.8 We now define a representation T of the symmetric subprod-
uct system SSP from Example 6.0.4 on the symmetric Fock space. Denote by
F+ the symmetric Fock space
F+ =
⊕
n∈N
Esn.
For every n ∈ N, the map Tn : SSP (n) = Esn → B(F+) is defined on the
m-particle space Esm by putting
Tn(x)y = pn+m(x⊗ y)
for all x ∈ X(n), y ∈ Esm. Then T extends to a representation of the subprod-
uct system SSP on F+ (to see that item 2 of Definition 6.0.6 is satisfied one
may use again [42, Corollary 17.2]).
Definition 6.0.9 Let X = {X(s)}s∈S be a subproduct system of N -correspondences
over S. A family ξ = {ξs}s∈S is called a unit for X if
ξs ⊗ ξt = U∗s,tξs+t. (6.0.3)
A unit ξ = {ξs}s∈S is called unital if 〈ξs, ξs〉 = 1N for all s ∈ S, it is called
contractive if 〈ξs, ξs〉 ≤ 1N for all s ∈ S, and it is called generating if X(s) is
spanned by elements of the form
Us1+···+sn−1,sn(· · ·Us1+s2,s3(Us1,s2(a1ξs1 ⊗ a2ξs2)⊗ a3ξs3)⊗ · · · ⊗ anξsnan+1),
(6.0.4)
where s = s1 + s2 + · · ·+ sn.
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From (6.0.3) follows the perhaps more natural looking
Us,t(ξs ⊗ ξt) = ξs+t.
Example 6.0.10 A unital unit for the symmetric subproduct system SSP
from Example 6.0.4 is given by defining ξ0 = 1 and
ξn = v ⊗ v ⊗ · · · ⊗ v︸ ︷︷ ︸
n times
for n ≥ 1. This unit is generating only if E is one dimensional.
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Chapter 7
Subproduct system
representations and
cp-semigroups
In this chapter, following Muhly and Solel’s constructions from [36], we show
that subproduct systems and their representations provide a framework for deal-
ing with cp-semigroups, and allow us to obtain a generalization of the classical
result of Wigner that any strongly continuous one-parameter group of automor-
phisms of B(H) is given by X 7→ UtXU∗t for some one-parameter unitary group
{Ut}t∈R.
7.1 All cp-semigroups come from subproduct sys-
tem representations
There is a small overlap of material between the material presented in this
section and some of the material of Chapter 4. The following Proposition, for
example, is very similar to Lemma 4.3.1.
Proposition 7.1.1 Let N be a von Neumann algebra and let X be a subproduct
system of N -correspondences over S, and let R be completely contractive covari-
ant representation of X on a Hilbert space H, such that R0 is unital. Then the
family of maps
Θs : a 7→ R˜s(IX(s) ⊗ a)R˜∗s , a ∈ R0(N )′, (7.1.1)
is a semigroup of CP maps on R0(N )′. Moreover, if R is an isometric (a fully
coisometric) representation, then Θs is a ∗-endomorphism (a unital map) for
all s ∈ S.
Proof. By Proposition 2.21 in [36], {Θs}s∈S is a family of contractive, normal,
completely positive maps on R0(N )′. Moreover, these maps are unital if R is
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a fully coisometric representation, and they are ∗-endomorphisms if R is an
isometric representation. It remains is to check that Θ = {Θs}s∈S satisfies the
semigroup condition Θs ◦Θt = Θs+t. Fix a ∈ R0(N )′. For all s, t ∈ S,
Θs(Θt(a)) = R˜s
(
IX(s) ⊗
(
R˜t(IX(t) ⊗ a)R˜∗t
))
R˜∗s
= R˜s(IX(s) ⊗ R˜t)(IX(s) ⊗ IX(t) ⊗ a)(IX(s) ⊗ R˜∗t )R˜∗s
= R˜s+t(Us,t ⊗ IG)(IX(s) ⊗ IX(t) ⊗ a)(U∗s,t ⊗ IG)R˜∗s+t
= R˜s+t(IX(s·t) ⊗ a)R˜∗s+t
= Θs+t(a).
Using the fact that R0 is unital, we have
Θ0(a)h = R˜0(IN ⊗ a)R˜0
∗
h
= R˜0(IN ⊗ a)(1N ⊗ h)
= R0(1N )ah
= ah,
thus Θ0(a) = a for all a ∈ N . 
We will now show that every cp-semigroup is given by a subproduct repre-
sentation as in (7.1.1) above. We recall some constructions from [36] (building
on the foundations set in [4]). The following material will look familiar to the
reader who remembers Section 4.1 above, as it is the basis of the constructions
made there.
Fix a CP map Θ on von Neumann algebraM⊆ B(H). We defineM⊗ΘH
to be the Hausdorff completion of the algebraic tensor product M⊗ H with
respect to the sesquilinear positive semidefinite form
〈T1 ⊗ h1, T2 ⊗ h2〉 = 〈h1,Θ(T ∗1 T2)h2〉 .
We define a representation πΘ of M on M⊗Θ H by
πΘ(S)(T ⊗ h) = ST ⊗ h,
and we define a (contractive) linear map WΘ : H →M⊗H by
WΘ(h) = I ⊗ h.
If Θ is unital then WΘ is an isometry, and if Θ is an endomorphism then WΘ is
a coisometry. The adjoint of WΘ is given by
W ∗Θ(T ⊗ h) = Θ(T )h.
For a given cp-semigroup Θ on M, Muhly and Solel defined in [36] a W ∗-
correspondence EΘ overM′ and a c.c. representation (σ, TΘ) of EΘ on H such
that for all a ∈M
Θ(a) = T˜Θ (IEΘ ⊗ a) T˜ ∗Θ. (7.1.2)
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The W ∗-correspondence EΘ is defined as the intertwining space
EΘ = LM(H,M⊗Θ H),
where
LM(H,M⊗Θ H) := {X ∈ B(H,M⊗Θ H)
∣∣∀T ∈ M.XT = πΘ(T )X}.
The left and right actions of M′ are given by
S ·X = (I ⊗ S)X , X · S = XS
for all X ∈ EΘ and S ∈ M′. The M′-valued inner product on EΘ is de-
fined by 〈X,Y 〉 = X∗Y . EΘ is called the Arveson-Stinespring correspondence
(associated with Θ).
The representation (σ, TΘ) is defined by letting σ = idM′ , the identity rep-
resentation of M′ on H , and by defining
TΘ(X) =W
∗
ΘX.
(idM′ , TΘ) is called the identity representation (associated with Θ). We remark
that the paper [36] focused on unital CP maps, but the results we cite are true
for nonunital CP maps, with the proofs unchanged.
The case where M = B(H) in the following theorem appears, in essence at
least, in [4].
Theorem 7.1.2 Let Θ = {Θs}s∈S be a cp-semigroup on a von Neumann alge-
bra M ⊆ B(H), and for all s ∈ S let E(s) := EΘs be the Arveson-Stinespring
correspondence associated with Θs, and let Ts := TΘs denote the identity rep-
resentation for Θs. Then E = {E(s)}s∈S is a subproduct system of M′-
correspondences, and (idM′ , T ) is a representation of E on H that satisfies
Θs(a) = T˜s
(
IE(s) ⊗ a
)
T˜ ∗s (7.1.3)
for all a ∈M and all s ∈ S. Ts is injective for all s ∈ S. If Θ is an e-semigroup
(cp0-semigroup), then (idM′ , T ) is isometric (fully coisometric).
Proof. We begin by defining the subproduct system maps Us,t : E(s) ⊗
E(t) → E(s+ t). We use the constructions made in [36, Proposition 2.12] and
the surrounding discussion. We define
Us,t = V
∗
s,tΨs,t ,
where the map
Ψs,t : LM(H,M⊗Θs H)⊗ LM(H,M⊗Θt H)→ LM(H,M⊗Θt M⊗Θs H)
is given by Ψs,t(X ⊗ Y ) = (I ⊗X)Y , and
Vs,t : LM(H,M⊗Θs+t H)→ LM(H,M⊗Θt M⊗Θs H)
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is given by Vs,t(X) = Γs,t ◦X , where Γs,t :M⊗Θs+t H →M⊗Θt M⊗Θs H is
the isometry
Γs,t : S ⊗Θs+t h 7→ S ⊗Θt I ⊗Θs h.
By [36, Proposition 2.12], Us,t is a coisometric bimodule map for all s, t ∈ S.
To see that the U ’s compose associatively as in (6.0.1), take s, t, u ∈ S, X ∈
E(s), Y ∈ E(t), Z ∈ E(u), and compute:
Us,t+u(IE(s) ⊗ Ut,u)(X ⊗ Y ⊗ Z) = Us,t+u(X ⊗ V ∗t,u(I ⊗ Y )Z)
= V ∗s,t+u
(
(I ⊗X)V ∗t,u(I ⊗ Y )Z
)
= Γ∗s,t+u(I ⊗X)Γ∗t,u(I ⊗ Y )Z
and
Us+t,u(Us,t ⊗ IE(u))(X ⊗ Y ⊗ Z) = Us+t,u(V ∗s,t(I ⊗X)Y ⊗ Z)
= V ∗s+t,u
(
(I ⊗ V ∗s,t(I ⊗X)Y )Z
)
= Γ∗s+t,u(I ⊗ Γ∗s,t)(I ⊗ I ⊗X)(I ⊗ Y )Z .
So it suffices to show that
Γ∗s,t+u(I ⊗X)Γ∗t,u = Γ∗s+t,u(I ⊗ Γ∗s,t)(I ⊗ I ⊗X)
It is easier to show that their adjoints are equal. Let a⊗ h be a typical element
of M⊗Θs+t+u h.
Γt,u(I ⊗X∗)Γs,t+u(a⊗Θs+t+u h) = Γt,u(I ⊗X∗)(a⊗Θt+u I ⊗Θs h)
= Γt,u(a⊗Θt+u X∗(I ⊗Θs h))
= a⊗Θu I ⊗Θt X∗(I ⊗Θs h).
On the other hand
(I ⊗ I ⊗X∗)(I ⊗ Γs,t)Γs+t,u(a⊗Θs+t+u h) = (I ⊗ I ⊗X∗)(I ⊗ Γs,t)(a⊗Θu I ⊗Θs+t h)
= (I ⊗ I ⊗X∗)(a⊗Θu I ⊗Θt I ⊗Θs h)
= a⊗Θu I ⊗Θt X∗(I ⊗Θs h).
This shows that the maps {Us,t} make E into a subproduct system.
Let us now verify that T is a representation of subproduct systems. That
(idM′ , Ts) is a c.c. representation of E(s) is explained in [36, page 878]. Let
X ∈ E(s), Y ∈ E(t).
Ts+t(Us,t(X ⊗ Y )) =W ∗Θs+tΓ∗s,t(I ⊗X)Y,
while
Ts(X)Tt(Y ) =W
∗
ΘsXW
∗
ΘtY.
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But for all h ∈ H ,
WΘtX
∗WΘsh =WΘtX
∗(I ⊗Θs h)
= I ⊗Θt X∗(I ⊗Θs h)
= (I ⊗X∗)(I ⊗Θt I ⊗Θs h)
= (I ⊗X∗)Γs,t(I ⊗Θs+t h)
= (I ⊗X∗)Γs,tWΘs+th,
which impliesW ∗ΘsXW
∗
Θt
Y =W ∗Θs+tΓ
∗
s,t(I⊗X)Y , so we have the desired equal-
ity
Ts+t(Us,t(X ⊗ Y )) = Ts(X)Tt(Y ).
Equation (7.1.3) is a consequence of (7.1.2). The injectivity of the identity
representation has already been noted by Solel in [60] (for all h, g ∈ H and
a ∈ M , 〈W ∗ΘXa∗h, g〉 = 〈Xa∗h, I ⊗ g〉 = 〈(a∗ ⊗ I)Xh, I ⊗ g〉 = 〈Xh, a ⊗ g〉 ).
The final assertion of the theorem is trivial (if Θs is a ∗-endomorphism, then
WΘs is a coisometry). 
Definition 7.1.3 Given a cp-semigroup Θ on a W ∗ algebra M, the pair (E, T )
constructed in Theorem 7.1.2 is called the identity representation of Θ, and E
is called the Arveson-Stinespring subproduct system associated with Θ.
Remark 7.1.4 If follows from [36, Proposition 2.14], if Θ is an e-semigroup,
then the Arveson-Stinespring subproduct system is, in fact, a (full) product
system.
Remark 7.1.5 In [32], Daniel Markiewicz has studied the Arveson-Stinespring
subproduct system of a CP0-semigroup over R+ acting on B(H), and has also
shown that it carries a structure of a measurable Hilbert bundle.
7.2 Essentially all injective subproduct system
representations come from cp-semigroups
The following generalizes and is motivated by [60, Proposition 5.7]. We shall
also repeat some arguments from [39, Theorem 2.1].
By Theorem 7.1.2, with every cp-semigroup Θ = {Θs}s∈S onM⊆ B(H) we
can associate a pair (E, T ) - the identity representation of Θ - consisting of a
subproduct system E (of correspondences overM′) and an injective subproduct
system c.c. representation T . Let us write (E, T ) = Ξ(Θ). Conversely, given a
pair (X,R) consisting of a subproduct systemX of correspondences overM′ and
a c.c. representation R of X such that R0 is unital, one may define by equation
(7.1.1) a cp-semigroup Θ acting on M, which we denote as Θ = Σ(X,R). The
meaning of equation (7.1.3) is that Σ ◦ Ξ is the identity map on the set of cp-
semigroups of M. We will show below that Ξ ◦ Σ, when restricted to pairs
(X,R) such that R is injective, is also, essentially, the identity. When (X,R) is
not injective, we will show that Ξ ◦ Σ(X,R) “sits inside” (X,R).
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Theorem 7.2.1 Let N be a W∗-algebra, let X = {X(s)}s∈S be a subproduct
system of N -correspondences, and let R be a c.c. representation of X on H, such
that σ := R0 is faithful and nondegenerate. Let M ⊆ B(H) be the commutant
σ(N )′ of σ(N ). Let Θ = Σ(X,R), and let (E, T ) = Ξ(Θ). Then there is a
morphism of subproduct systems W : X → E such that
Rs = Ts ◦Ws , s ∈ S. (7.2.1)
W ∗sWs = IX(s) − qs, where qs is the orthogonal projection of X(s) onto KerRs.
In particular, W is an isomorphism if and only if Rs is injective for all s ∈ S.
Remark 7.2.2 The construction of the morphism W below basically comes
from [60, 39], and it remains only to show that it respects the subproduct
system structure. The details are carried out for completeness.
Proof. We may construct a subproduct system X ′ of M′-correspondences
(recall that M′ = σ(N )), and a representation T ′ of X ′ on H such that T ′0 is
the identity, in such a way that (X,T ) may be naturally identified with (X ′, T ′).
Indeed, put
X ′(0) =M′ , X ′(s) = X(s) for s 6= 0,
where the inner product is defined by
〈x, y〉X′ = σ(〈x, y〉X ),
and the left and right actions are defined by
a · x · b := σ−1(a)xσ−1(b),
for a, b ∈ M′ and x, y ∈ X ′(s), s ∈ S \ {0}. Defining T ′0 = id and W0 = σ;
and T ′s = Ts for and Ws = id for s ∈ S \ {0}, we have that W is a morphism
X → X ′ that sends T to T ′.
Assume, therefore, that N =M′ and that σ is the identity representation.
We begin by defining for every s 6= 0
vs :M⊗Θs H → X(s)⊗H
by
vs(a⊗ h) = (IX(s) ⊗ a)R˜∗sh.
We claim that for all s ∈ S the map vs is a well-defined isometry. To see that,
let a, b ∈ M and h, g ∈ H , and compute:
〈a⊗Θs h, b⊗Θs g〉 = 〈h,Θs(a∗b)g〉
= 〈h, R˜s(IX(s) ⊗ a∗b)R˜∗sg〉
= 〈(IX(s) ⊗ a)R˜∗sh, (IX(s) ⊗ b)R˜∗sg〉.
[(IX(s) ⊗M)R˜∗sH ] is invariant under IX(s) ⊗M, thus the projection onto the
orthocomplement of this subspace is in (IX(s) ⊗M)′ = L(X(s))⊗ IH , so it has
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the form qs⊗ IH for some projection qs ∈ L(X(s)). In fact, qs is the orthogonal
projection of X(s) onto KerRs: for all g, h ∈ H , a ∈ M,
〈ξ ⊗ h, (I ⊗ a)R˜∗sg〉 = 〈R˜s(ξ ⊗ a∗h), g〉
= 〈Rs(ξ)a∗h, g〉,
thus, Rs(ξ) = 0 if and only if ξ⊗h ∈ (Imvs)⊥ for all h ∈ H , that is, ξ ∈ qsX(s).
By the definition of vs and by the covariance properties of T , we have for all
a ∈M and b ∈M′,
vs(a⊗ I) = (I ⊗ a)vs , vs(I ⊗ b) = (b⊗ I)vs.
Fix s ∈ S and x ∈ E(s). For all ξ ∈ X(s), h ∈ H , write
ψ(ξ)h = x∗v∗s (ξ ⊗ h).
For a ∈M we have
ψ(ξ)ah = x∗v∗s (ξ ⊗ ah)
= x∗v∗s (I ⊗ a)(ξ ⊗ h)
= x∗(a⊗ I)v∗s (ξ ⊗ h)
= ax∗v∗s (ξ ⊗ h) = aψ(ξ)h.
Thus the linear map ξ 7→ ψ(ξ) maps from X(s) into M′ and it is apparent
that this map is bounded. ψ is also a right module map: for all b ∈ M′,
ψ(ξb)h = x∗v∗(ξb ⊗ h) = x∗v∗(ξ ⊗ bh) = ψ(ξ)bh. From the self duality of X(s)
it follows that there is a unique element in X(s), which we denote by Vs(x),
such that for all ξ ∈ X(s), h ∈ H ,
〈Vs(x), ξ〉h = x∗v∗s (ξ ⊗ h). (7.2.2)
For a, b ∈ M′, ξ ∈ X(s) and h ∈ H , we have
〈Vs(axb), ξ〉h = 〈Vs((I ⊗ a)xb), ξ〉h
= b∗x∗(I ⊗ a∗)v∗s (ξ ⊗ h)
= b∗x∗v∗s (a
∗ξ ⊗ h)
= b∗〈Vs(x), a∗ξ〉h
= 〈aVs(x)b, ξ〉h.
That is, Vs(axb) = aVs(x)b. In a similar way one proves that Vs : E(s)→ X(s)
is linear.
Let us now show that Vs preserves inner products. For all ξ ∈ X(s), write
Lξ for the operator Lξ : H → X(s)⊗H that maps h to ξ ⊗ h. One checks that
L∗ξ(η ⊗ h) = 〈ξ, η〉h, so equation (7.2.2) becomes
L∗Vs(x)Lξ = x
∗v∗sLξ , ξ ∈ X(s),
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or LVs(x) = vsx, for all x ∈ E(s). But since vs preserves inner products, we
have for all x, y ∈ E(s):
〈x, y〉 = x∗y = x∗v∗svsy = L∗Vs(x)LVs(y) = 〈Vs(x), Vs(y)〉.
We now prove that VsV
∗
s = IX(s)−qs. ξ ∈ ImV ⊥s if and only if L∗ξvsE(s)H =
0. But by [36, Lemma 2.10], E(s)H = M⊗Θs H , thus L∗ξvsE(s)H = 0 if and
only if 〈ξ, η〉 = 0 for all η ∈ (IX(s) − qs)X(s), which is the same as ξ ∈ qsX(s).
Fix h, k ∈ H . For x ∈ E(s), we compute:
〈Ts(x)h, k〉 = 〈W ∗Θsxh, k〉
= 〈xh, I ⊗Θs k〉
= 〈vsxh, vs(I ⊗Θs k)〉
= 〈Vs(x)⊗ h, R˜∗sk〉
= 〈Rs(Vs(x))h, k〉,
thus Ts = Rs ◦ Vs for all s ∈ S. Define Ws = V ∗s . Then Ts = Rs ◦ W ∗s .
Multiplying both sides by Ws we obtain Ts ◦Ws = Rs ◦W ∗sWs. But W ∗sWs =
I − qs is the orthogonal projection onto (KerRs)⊥, thus we obtain (7.2.1).
Finally, we need to show that W = {Ws} respects the subproduct system
structure: for all s, t ∈ S, x ∈ X(s) and y ∈ X(t), we must show that
Ws+t(U
X
s,t(x ⊗ y)) = UEs,t(Ws(x)⊗Wt(y)).
Since Ts+t is injective, it is enough to show that after applying Ts+t to both
sides of the above equation we get the same thing. But Ts+t applied to the left
hand side gives
Ts+tWs+t(U
X
s,t(x ⊗ y)) = Rs+t(UXs,t(x ⊗ y)) = Rs(x)Rt(y),
and Ts+t applied to the right hand side gives
Ts+t(U
E
s,t(Ws(x)⊗Wt(y))) = Ts(Ws(x))Tt(Wt(y)) = Rs(x)Rt(y).

Corollary 7.2.3 Let X be a subproduct system that has an isometric represen-
tation V such that V0 is faithful and nondegenerate. Then X is a (full) product
system.
Proof. Let Θ = Σ(X,V ). Then Θ is an e-semigroup. Thus, if (E, T ) = Ξ(Θ)
is the identity representation of Θ, then, by Remark 7.1.4, E is a (full) product
system. But if V0 is faithful and V is isometric then V is injective. By the above
theorem, X is isomorphic to E, so it is a product system. 
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7.3 Subproduct systems arise from cp-semigroups.
The shift representation
A question rises: does every subproduct system arise as the Arveson-Stinespring
subproduct system associated with a cp-semigroup? By Theorem 7.2.1, this
is equivalent to the question does every subproduct system have an injective
representation? We shall answer this question in the affirmative by constructing
for every such subproduct system a canonical injective representation.
The following constructs will be of most interest when S is a countable
semigroup, such as Nk.
Definition 7.3.1 Let X = {X(s)}s∈S be a subproduct system. The X-Fock
space FX is defined as
FX =
⊕
s∈S
X(s).
The vector Ω := 1 ∈ N = X(0) is called the vacuum vector of FX . The X-shift
representation of X on FX is the representation
SX : X → B(FX),
given by SX(x)y = UXs,t(x⊗ y), for all x ∈ X(s), y ∈ X(t) and all s, t ∈ S.
Strictly speaking, SX as defined above is not a representation because it rep-
resents X on a C∗-correspondence rather than on a Hilbert space. However,
since for any C∗-correspondence E, L(E) is a C∗-algebra, one can compose a
faithful representation π : L(E) → B(H) with SX to obtain a representation
on a Hilbert space.
A direct computation shows that S˜Xs : X(s) ⊗ FX → FX is a contraction,
and also that SX(x)SX(y) = SX(UXs,t(x⊗ y)) so SX is a completely contractive
representation of X . SX is also injective because SX(x)Ω = x for all x ∈ X .
Thus,
Corollary 7.3.2 Every subproduct system is the Arveson-Stinespring subprod-
uct system of a cp-semigroup.
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Chapter 8
Subproduct system units
and cp-semigroups
In this section, following Bhat and Skeide’s constructions from [15], we show
that subproduct systems and their units may also serve as a tool for studying
cp-semigroups.
Proposition 8.0.3 Let N be a von Neumann algebra and let X be a subproduct
system of N -correspondences over S, and let ξ = {ξs}s∈S be a contractive unit
of X, such that ξ0 = 1N . Then the family of maps
Θs : a 7→ 〈ξs, aξs〉 , (8.0.1)
is a semigroup of CP maps on N . Moreover, if ξ is unital, then Θs is a unital
map for all s ∈ S.
Proof. It is standard that Θs given by (8.0.1) is a contractive completely
positive map on N , which is unital if and only if ξ is unital. The fact that Θs
is normal goes a little bit deeper, but is also known (one may use [36, Remark
2.4(i)]).
We show that {Θs}s∈S is a semigroup. It is clear that Θ0(a) = a for all
a ∈ N . For all s, t ∈ S,
Θs(Θt(a)) = 〈ξs, 〈ξt, aξt〉 ξs〉
= 〈ξt ⊗ ξs, , aξt ⊗ ξs〉
=
〈
U∗t,sξs+t, , aU
∗
t,sξs+t
〉
= 〈ξs+t, aξs+t〉
= Θs+t(a).

We recall a central construction in Bhat and Skeide’s approach to dilation of
cp-semigroup [15], that goes back to Paschke [43]. LetM be aW ∗-algebra, and
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let Θ be a normal completely positive map onM 1. The GNS representation of
Θ is a pair (FΘ, ξΘ) consisting of a Hilbert W
∗-correspondence FΘ and a vector
ξΘ ∈ FΘ such that
Θ(a) = 〈ξΘ, aξΘ〉 for all a ∈M.
FΘ is defined to be the correspondenceM⊗ΘM - which is the self-dual extension
of the Hausdorff completion of the algebraic tensor productM⊗M with respect
to inner product
〈a⊗ b, c⊗ d〉 = b∗Θ(a∗c)d.
ξΘ is defined to be ξΘ = 1⊗1. Note that ξΘ is a unit vector, that is - 〈ξΘ, ξΘ〉 = 1,
if and only if Θ is unital.
Theorem 8.0.4 Let Θ = {Θs}s∈S be a cp-semigroup on a W ∗-algebra M. For
every s ∈ S let (F (s), ξs) be the GNS representation of Θs. Then F = {F (s)}s∈S
is a subproduct system of M-correspondences, and ξ = {ξs}s∈S is a generating
contractive unit for F that gives back Θ by the formula
Θs(a) = 〈ξs, aξs〉 for all a ∈ M. (8.0.2)
Θ is a cp0-semigroup if and only if ξ is a unital unit.
Proof. For all s, t ∈ S define a map Vs,t : F (s+ t)→ F (s)⊗ F (t) by sending
ξs+t to ξs ⊗ ξt and extending to a bimodule map. Because
〈aξs ⊗ ξtb, cξs ⊗ ξtd〉 = 〈ξtb, 〈aξs, cξs〉 ξtd〉
= 〈ξtb,Θs(a∗c)ξtd〉
= b∗ 〈ξt,Θs(a∗c)ξt〉 d
= b∗Θt+s(a
∗c)d
= 〈aξt+sb, cξt+sd〉 ,
Vs,t extends to a well defined isometric bimodule map from F (s+ t) into F (s)⊗
F (t). We define the map Us,t to be the adjoint of Vs,t (here it is important that
we are working with W ∗ algebras - in general, an isometry from one Hilbert
C∗-module into another need not be adjointable, but bounded module maps
between self-dual Hilbert modules are always adjointable, [43, Proposition 3.4]).
The collection {Us,t}s,t∈S makes F into a subproduct system. Indeed, these
maps are coisometric by definition, and they compose in an associative manner.
To see the latter, we check that (IF (r) ⊗ Vs,t)Vr,s+t = (Vr,s ⊗ IF (t))Vr+s,t and
take adjoints.
(IF (r) ⊗ Vs,t)Vr,s+t(aξr+s+tb) = (IF (r) ⊗ Vs,t)(aξr ⊗ ξs+tb)
= aξr ⊗ ξs ⊗ ξtb.
Similarly, (Vr,s ⊗ IF (t))Vr+s,t(aξr+s+tb) = aξr ⊗ ξs ⊗ ξtb. Since F (r + s + t) is
spanned by linear combinations of elements of the form aξr+s+tb, the U ’s make
1The construction works also for completely positive maps on C∗-algebras, but in Theorem
8.0.4 below we will need to work with normal maps on W∗-algebras.
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F into a subproduct system, and ξ is certainly a unit for F . Equation (8.0.2)
follows by definition of the GNS representation. Now,
〈ξs, ξs〉 = Θs(1) , s ∈ S,
so ξ is a contractive unit because Θs(1) ≤ 1, and ξ it is unital if and only if Θs is
unital for all s. ξ is in fact more then just a generating unit, as F (s) is spanned
by elements with the form described in equation (6.0.4) with (s1, . . . , sn) a fixed
n-tuple such that s1 + · · ·+ sn = s. 
Definition 8.0.5 Given a cp-semigroup Θ on a W ∗ algebra M, the subproduct
system F and the unit ξ constructed in Theorem 8.0.4 are called, respectively,
the GNS subproduct system and the GNS unit of Θ. The pair (F, ξ) is called
the GNS representation of Θ.
Remark 8.0.6 There is a precise relationship between the identity represen-
tation (Definition 7.1.3) and the GNS representation of a cp-semigroup. The
GNS representation of a CP map is the dual of the identity representation in
a sense that is briefly described in [38]. This notion of duality has been used
to move from the product-system-and-representation picture to the product-
system-with-unit picture, and vice versa. See for example [56] and the references
therein. It is more-or-less straightforward to use this duality to get Theorem
8.0.4 from Theorem 7.1.2 (or the other way around).
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Chapter 9
∗-automorphic dilation of
an e0-semigroup
We now apply some of the tools developed above to dilate an e0-semigroup to a
semigroup of ∗-automorphisms. We shall need the following proposition, which
is a modification (suited for subproduct systems) of the method introduced in
Chapter 2 for representing a product system representation as a semigroup of
contractive operators on a Hilbert space.
Proposition 9.0.7 Let N be a von Neumann algebra and let X be a subproduct
system of unital 1 W ∗-correspondences over S. Let (σ, T ) be a fully coisometric
covariant representation of X on the Hilbert space H, and assume that σ is
unital. Denote
Hs :=
(
X(s)⊗σ H
)/
KerT˜s
and
H =
⊕
s∈S
Hs.
Then there exists a semigroup of coisometries Tˆ = {Tˆs}s∈S on H such that for
all s ∈ S, x ∈ X(s) and h ∈ H,
Tˆs (δs · x⊗ h) = Ts(x)h.
Tˆ also has the property that for all s ∈ S and all t ≥ s
Tˆ ∗s Tˆs
∣∣
Ht
= IHt , (t ≥ s). (9.0.1)
Proof. First, we note that the assumptions on σ and on the left action of
N imply that H0 ∼= H via the identification a⊗ h↔ σ(a)h. This identification
will be made repeatedly below.
1An N -correspondence is said to be unital if the left action of N is unital. The right action
of every unital C∗-algebra on every Hilbert C∗-correspondence is unital.
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Define H0 to be the space of all finitely supported functions f on S such
that for all s ∈ S,
f(s) ∈ Hs.
We equip H0 with the inner product
〈δs · ξ, δt · η〉 = δs,t〈ξ, η〉,
for all s, t ∈ S, ξ ∈ Hs, η ∈ Ht. Let H be the completion of H0 with respect to
this inner product. We have
H ∼=
⊕
s∈S
Hs.
It will sometimes be convenient to identify the subspace δs ·Hs ⊆ H with Hs,
and for s = 0 this gives us an inclusion H ⊆ H. We define a family Tˆ = {Tˆs}s∈S
of operators onH0 as follows. First, we define Tˆ0 to be the identity. Now assume
that s > 0. If t ∈ S and t  s, then we define Tˆs(δt · ξ) = 0 for all ξ ∈ Ht. If
t ≥ s > 0 we would like to define (as we did in Chapter 2)
Tˆs (δt · (xt−s ⊗ xs ⊗ h)) = δt−s ·
(
xt−s ⊗ T˜s(xs ⊗ h)
)
, (9.0.2)
but since X is not a true product system, we cannot identify X(t− s) ⊗X(s)
with X(t). For a fixed t > 0, we define for all s ≤ t, ξ ∈ X(t) and h ∈ H
Tˇs (δt · (ξ ⊗ h)) = δt−s ·
(
(IX(t−s) ⊗ T˜s)(U∗t−s,sξ ⊗ h)
)
.
Tˇs can be extended to a well defined contraction from X(t)⊗H to X(t−s)⊗H ,
for all t ≥ s, and has an adjoint given by
Tˇ ∗s δt−s · η ⊗ h = δt ·
(
(Ut−s,s ⊗ IH)(η ⊗ T˜ ∗s h)
)
. (9.0.3)
We are going to obtain Tˆs as the map Ht → Ht−s induced by Tˇs. Let Y ∈ Ht
satisfy T˜t(Y ) = 0. We shall show that Tˇsδt · Y = 0 in δt−s ·Ht−s. But
Tˇsδt · Y = δt−s ·
(
(IX(t−s) ⊗ T˜s)(U∗t−s,s ⊗ IH)Y
)
,
and
T˜t−s
(
(IX(t−s) ⊗ T˜s)(U∗t−s,s ⊗ IH)Y
)
(∗) = T˜t(Ut−s,s ⊗ IH)(U∗t−s,s ⊗ IH)Y
(∗∗) = T˜t(Y ) = 0,
where the equation marked by (*) follows from the fact that T is a representation
of subproduct systems, and the one marked by (**) follows from the fact that
Ut−s,s is a coisometry. Thus, for all s, t ∈ S,
Tˇs
(
δt ·KerT˜t
)
⊆ δt−s ·KerT˜t−s,
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thus Tˇs induces a well defined contraction Tˆs on H given by
Tˆs (δt · (ξ ⊗ h)) = δt−s ·
(
(IX(t−s) ⊗ T˜s)(U∗t−s,sξ ⊗ h)
)
, (9.0.4)
where ξ⊗h and (IX(t−s)⊗ T˜s)(U∗t−s,sξ⊗h) stand for these elements’ equivalence
classes in
(
X(t)⊗H)/KerT˜t and (X(t−s)⊗H)/KerT˜t−s, respectively. It follows
that we have the following, more precise, variant of (9.0.2):
Tˆs (δt · (Ut−s,s(xt−s ⊗ xs)⊗ h)) = δt−s ·
(
xt−s ⊗ T˜s(xs ⊗ h)
)
.
In particular,
Tˆs (δs · xs ⊗ h) = Ts(xs)h,
for all s ∈ S, xs ∈ X(s), h ∈ H .
It will be very helpful to have a formula for Tˆ ∗s as well. Assume that
∑
i ξi⊗
hi ∈ KerT˜t.
Tˇ ∗s
(
δt ·
∑
i
ξi ⊗ hi
)
= δs+t ·
(
(Ut,s ⊗ IH)(
∑
i
ξi ⊗ T˜ ∗s hi)
)
,
and applying T˜s+t to the right hand side (without the δ) we get
T˜s+t
(
(Ut,s ⊗ IH)(
∑
i
ξi ⊗ T˜ ∗s hi)
)
= T˜t(IX(t) ⊗ T˜s)(
∑
i
ξi ⊗ T˜ ∗s hi)
= T˜t(
∑
i
ξi ⊗ T˜sT˜ ∗s hi)
= T˜t(
∑
i
ξi ⊗ hi) = 0,
because T is a fully coisometric representation. So
Tˇ ∗s
(
δt ·KerT˜t
)
⊆ δs+t ·KerT˜s+t,
and this means that Tˇ ∗s induces on H a well defined contraction which is equal
to Tˆ ∗s , and is given by the formula (9.0.3).
We now show that Tˆ is a semigroup. Let s, t, u ∈ S. If either s = 0 or t = 0
then it is clear that the semigroup property TˆsTˆt = Tˆs+t holds. Assume that
s, t > 0. If u  s+ t, then both TˆsTˆt and Tˆs+t annihilate δu · ξ, for all ξ ∈ Hu.
Assuming u ≥ s+ t, we shall show that TˆsTˆt and Tˆs+t agree on elements of the
form
Z = δu ·
(
Uu−t,t(Uu−t−s,s ⊗ I)(xu−s−t ⊗ xs ⊗ xt)
)⊗ h,
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and since the set of all such elements is total in Hu, this will establish the
semigroup property.
TˆsTˆtZ = Tˆs
(
δu−t
(
Uu−t−s,s(xu−s−t ⊗ xs)⊗ T˜t(xt ⊗ h)
))
= δu−s−t
(
xu−s−t ⊗ T˜s(xs ⊗ T˜t(xt ⊗ h))
)
= δu−s−t
(
xu−s−t ⊗ T˜s(I ⊗ T˜t)(xs ⊗ xt ⊗ h)
)
= δu−s−t
(
xu−s−t ⊗ T˜s+t (Us,t(xs ⊗ xt)⊗ h)
)
= Tˆt+sδu · (Uu−t−s,t+s (xu−s−t ⊗ Us,t(xs ⊗ xt))⊗ h)
= Tˆt+sZ.
The final equality follows from the associativity condition (6.0.1).
To see that Tˆ is a semigroup of coisometries, we take ξ ∈ X(t), h ∈ H , and
compute
T˜t
(
TˆsTˆ
∗
s δt · (ξ ⊗ h)
)
= T˜t
(
(IX(t) ⊗ T˜s)(U∗t,s ⊗ IH)(Ut,s ⊗ IH)(IX(t) ⊗ T˜ ∗s )(ξ ⊗ h)
)
= T˜s+t(Ut,s ⊗ IH)(IX(t) ⊗ T˜ ∗s )(ξ ⊗ h)
= T˜t(ξ ⊗ T˜sT˜ ∗s h) = T˜t(ξ ⊗ h),
so TˆsTˆ
∗
s is the identity on Ht for all t ∈ S, thus TˆsTˆ ∗s = IH. Equation (9.0.1)
follows by a similar computation, which is a omitted. 
We can now obtain a ∗-automorphic dilation for any e0-semigroup over any
subsemigroup of Rk+. The following result should be compared with similar-
looking results of Arveson-Kishimoto [9], Laca [28], Skeide [57], and Arveson-
Courtney [8] (none of these cited results is strictly stronger or weaker than the
result we obtain for the case of e0-semigroups).
Theorem 9.0.8 Let Θ be a e0-semigroup acting on a von Neumann algebraM.
Then Θ can be dilated to a semigroup of ∗-automorphisms in the following sense:
there is a Hilbert space K, an orthogonal projection p of K onto a subspace H of
K, a normal, faithful representation ϕ :M→ B(K) such that ϕ(1) = p, and a
semigroup α = {αs}s∈S of ∗-automorphisms on B(K) such that for all a ∈ M
and all s ∈ S
αs(ϕ(a))
∣∣
H
= ϕ(Θs(a)), (9.0.5)
so, in particular,
pαs(ϕ(a))p = ϕ(Θs(a)). (9.0.6)
The projection p is increasing for α, in the sense that for all s ∈ S,
αs(p) ≥ p. (9.0.7)
Remark 9.0.9 Another way of phrasing the above theorem is by using the
terminology of “weak Markov flows”, as used in [15]. Denoting ϕ by j0, and
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defining js := αs ◦ j0, we have that (B(K), j) is a weak Markov flow for Θ on
K, which just means that for all t ≤ s ∈ S and all a ∈M,
jt(1)js(a)jt(1) = jt(Θs−t(a)). (9.0.8)
Equation (9.0.8) for t = 0 is just (9.0.6), and the case t ≥ 0 follows from the
case t = 0.
Remark 9.0.10 The assumption that Θ is a unital semigroup is essential,
since (9.0.6) and (9.0.7) imply that Θ(1) = 1.
Remark 9.0.11 It is impossible, in the generality we are working in, to hope
for a semigroup of automorphisms that extends Θ in the sense that
αs(ϕ(a)) = ϕ(Θs(a)), (9.0.9)
because that would imply that Θ is injective.
Proof. Let (E, T ) be the identity representation of Θ. Since Θ preserves the
unit, T is a fully coisometric representation. Let Tˆ and H be the semigroup
and Hilbert space representing T as described in Proposition 9.0.7. {Tˆ ∗s }s∈S is
a commutative semigroup of isometries. By a theorem of Douglas [20], {Tˆ ∗s }s∈S
can be extended to a semigroup {Vˆ ∗s }s∈S of unitaries acting on a space K ⊇ H.
We obtain a semigroup of unitaries V = {Vˆs}s∈S that is a dilation of Tˆ , that is
PHVˆs
∣∣
H
= Tˆs , s ∈ S.
For any b ∈ B(K), and any s ∈ S, we define
αs(b) = VˆsbVˆ
∗
s .
Clearly, α = {αs}s∈S is a semigroup of ∗-automorphisms.
Put p = PH, the orthogonal projection of K onto H. Define ϕ :M→ B(K)
by ϕ(a) = p(I ⊗ a)p, where I ⊗ a : H → H is given by
(I ⊗ a)δt · x⊗ h = δt · x⊗ ah , x⊗ h ∈ E(t)⊗H.
ϕ is well defined because T is an isometric representation (so KerT˜t is always
zero). We have that ϕ is a faithful, normal ∗-representation (the fact that T0 is
the identity representation ensures that ϕ is faithful). It is clear that ϕ(1) = p.
To see (9.0.7), we note that since Vˆ ∗s is an extension of Tˆ
∗
s , we have Tˆ
∗
s =
Vˆ ∗s p = pVˆ
∗
s p, thus
pαs(p)p = pVˆspVˆ
∗
s p
= pVˆsVˆ
∗
s p
= p,
that is, pαs(p)p = p, which implies that αs(p) ≥ p.
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We now prove (9.0.6). Let δt · x⊗ h be a typical element of H. We compute
pαs(ϕ(a))pδt · x⊗ h = pVˆsp(I ⊗ a)pVˆ ∗s pδt · x⊗ h
= Tˆs(I ⊗ a)Tˆ ∗s δt · x⊗ h
= Tˆs(I ⊗ a)δs+t · (Ut,s ⊗ IH)
(
x⊗ T˜ ∗s h
)
= Tˆsδs+t · (Ut,s ⊗ IH)
(
x⊗ (I ⊗ a)T˜ ∗s h
)
= δt · x⊗
(
T˜s(I ⊗ a)T˜ ∗s h
)
= δt · x⊗ (Θs(a)h)
= ϕ(Θs(a))δt · x⊗ h.
Since both pαs(ϕ(a))p and ϕ(Θs(a)) annihilate K ⊖H, we have (9.0.6).
To prove (9.0.5), it just remains to show that
pαs(ϕ(a))
∣∣
H
= αs(ϕ(a))
∣∣
H
,
that is, that αs(ϕ(a))H ⊆ H. Now, Vˆ ∗s is an extension of Tˆ ∗s . Moreover (9.0.1)
shows that if ξ ∈ Hu with u ≥ s, then ‖Tˆs(ξ)‖ = ‖ξ‖. Thus
‖ξ‖2 = ‖Vˆsξ‖2 = ‖PHVˆsξ‖2 + ‖(IK − PH)Vˆsξ‖2 = ‖Tˆsξ‖2 + ‖(IK − PH)Vˆsξ‖2.
So Vˆsξ = Tˆsξ for ξ ∈ Hu with u ≥ s. Now, for a typical element δt ·x⊗ h in Ht,
t ∈ S, we have
αs(ϕ(a))δt · x⊗ h = Vˆs(I ⊗ a)Vˆ ∗s δt · x⊗ h
= Vˆs(I ⊗ a)Tˆ ∗s δt · x⊗ h
= Vˆsδs+t · (Us,t ⊗ IH)
(
x⊗ (I ⊗ a)T˜ ∗s h
)
= Tˆsδs+t · (Us,t ⊗ IH)
(
x⊗ (I ⊗ a)T˜ ∗s h
)
∈ H,
because δs+t · x⊗ (I ⊗ a)T˜ ∗s h ∈ Hs+t, and s+ t ≥ s. 
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Chapter 10
Dilations and pieces of
subproduct system
representations
10.1 Dilations and pieces of subproduct system
representations
Definition 10.1.1 Let X and Y be subproduct systems of M correspondences
(M a W∗-algebra) over the same semigroup S. Denote by UXs,t and UYs,t the
coisometric maps that make X and Y , respectively, into subproduct systems. X
is said to be a subproduct subsystem of Y (or simply a subsystem of Y for
short) if for all s ∈ S the space X(s) is a closed subspace of Y (s), and if the
orthogonal projections ps : Y (s)→ X(s) are bimodule maps that satisfy
ps+t ◦ UYs,t = UXs,t ◦ (ps ⊗ pt) , s, t ∈ S. (10.1.1)
One checks that if X is a subproduct subsystem of Y then
ps+t+u ◦UYs,t+u(I ⊗ (pt+u ◦UYt,u)) = ps+t+u ◦UYs+t,u((ps+t ◦UYs,t)⊗ I), (10.1.2)
for all s, t, u ∈ S. Conversely, given a subproduct system Y and a family
of orthogonal projections {ps}s∈S that are bimodule maps satisfying (10.1.2),
then by defining X(s) = psY (s) and U
X
s,t = ps+t ◦UYs,t one obtains a subproduct
subsystem X of Y (with (10.1.1) satisfied).
The following proposition is a consequence of the definitions.
Proposition 10.1.2 There exists a morphism X → Y if and only if Y is iso-
morphic to a subproduct subsystem of X.
Remark 10.1.3 In the notation of Theorem 7.2.1, we may now say that given a
subproduct systemX and a representationR ofX , then the Arveson-Stinespring
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subproduct system E of Θ = Σ(X,R) is isomorphic to a subproduct subsystem
of X .
The following definitions are inspired by the work of Bhat, Bhattacharyya
and Dey [14].
Definition 10.1.4 Let X and Y be subproduct systems of W∗-correspondences
(over the same W∗-algebra M) over S, and let T be a representation of Y on
a Hilbert space K. Let H be some fixed Hilbert space, and let S = {Ss}s∈S be a
family of maps Ss : X(s)→ B(H). (Y, T,K) is called a dilation of (X,S,H) if
1. X is a subsystem of Y ,
2. H is a subspace of K, and
3. for all s ∈ S, T˜ ∗sH ⊆ X(s)⊗H and T˜ ∗s
∣∣
H
= S˜∗s .
In this case we say that S is an X-piece of T , or simply a piece of T . T is said
to be an isometric dilation of S if T is an isometric representation.
The third item can be replaced by the three conditions
1’ T0(·)PH = PHT0(·)PH = S0(·),
2’ PH T˜s
∣∣
X(s)⊗H
= S˜s for all s ∈ S, and
3’ PH T˜s
∣∣
Y (s)⊗K⊖X(s)⊗H
= 0.
So our definition of dilation is identical to Muhly and Solel’s definition of dilation
of representations when X = Y is a product system [36, Theorem and Definition
3.7].
Proposition 10.1.5 Let T be a representation of Y , let X be a subproduct
subsystem of Y , and let S an X-piece of T . Then S is a representation of X.
Proof. S is a completely contractive linear map as the compression of a
completely contractive linear map. Item 1’ above together with the coinvariance
of T imply that S is coinvariant: if a, b ∈ M and x ∈ X(s), then
Ss(axb) = PHTs(axb)PH = PHT0(a)Ts(x)T0(b)PH
= PHT0(a)PHTs(x)PHT0(b)PH
= S0(a)Ss(x)S0(b).
Finally, (using Item 3’ above),
Ss+t(U
X
s,t(x⊗ y))h = Ss+t(ps+tUYs,t(x⊗ y))h
= S˜s+t(ps+tU
Y
s,t(x⊗ y)⊗ h)
= PH T˜s+t(U
Y
s,t(x ⊗ y)⊗ h)
= PHTs(x)Tt(y)h
= PHTs(x)PHTt(y)h
= Ss(x)St(y)h.

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Example 10.1.6 Let E be a Hilbert space of dimension d, and let X be the
symmetric subproduct system constructed in Example 6.0.4. Fix an orthonor-
mal basis {e1, . . . , en} of E. There is a one-to-one correspondence between
c.c. representations S of X (on some H) and commuting row contractions
(S1, . . . , Sd) (of operators on H), given by
S ↔ S = (S(e1), . . . , S(ed)).
If Y is the full product system over E, then any dilation (Y, T,K) gives rise to
a tuple T = (T (e1), . . . , T (ed)) that is a dilation of S in the sense of [14], and
vice versa. Moreover, S is then a commuting piece of T in the sense of [14].
Consider a subproduct system Y and a representation T of Y on K. Let X
be some subproduct subsystem of Y . Define the following set of subspaces of
K:
P(X,T ) = {H ⊆ K : T˜ ∗sH ⊆ X(s)⊗H for all s ∈ S}. (10.1.3)
As in [14], we observe that P(X,T ) is closed under closed linear spans (and
intersections), thus we may define
KX(T ) =
∨
H∈P(X,T )
H.
KX(T ) is the maximal element of P(X,T ).
Definition 10.1.7 The representation TX of X on KX(T ) given by
TX(x)h = PKX(T )T (x)h,
for x ∈ X(s) and h ∈ KX(T ), is called the maximal X-piece of T .
By Proposition 10.1.5, TX is indeed a representation of X .
10.2 Consequences in dilation theory of cp-semigroups
Proposition 10.2.1 Let X and Y be subproduct systems of W∗-correspondences
(over the same W∗-algebra M) over S, and let S and T be representations of
X on H and of Y on K, respectively. Assume that (Y, T,K) is a dilation of
(X,S,H). Then the cp-semigroup Θ acting on T0(M)′, given by
Θs(a) = T˜s(IY (s) ⊗ a)T˜ ∗s , a ∈ T0(M)′,
is a dilation of the cp-semigroup Φ acting on S0(M)′ given by
Φs(a) = S˜s(IX(s) ⊗ a)S˜∗s , a ∈ S0(M)′,
in the sense that for all b ∈ T0(M)′ and all s ∈ S,
Φs(PHbPH) = PHΘs(b)PH .
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Proof. This follows from the definitions. 
Although the above proposition follows immediately from the definitions,
we hope that it will prove to be important in the theory of dilations of cp-
semigroups, because it points to a conceptually new way of constructing dila-
tions of cp-semigroups, as the following proposition and corollary illustrate.
Proposition 10.2.2 Let X = {X(s)}s∈S be a subproduct system, and let S be a
fully coisometric representation of X on H such that S0 is unital. If there exists
a (full) product system Y = {Y (s)}s∈S such that X is a subproduct subsystem
of Y , then S has an isometric and fully coisometric dilation.
Proof. Define a representation T of Y on H by
Ts = Ss ◦ ps, (10.2.1)
where, as above, ps is the orthogonal projection Y (s) → X(s). A straightfor-
ward verification shows that T is indeed a fully coisometric representation of
Y on H . By Theorem 2.6.1, (Y, T,H) has a minimal isometric and fully coiso-
metric dilation (Y, V,K). (Y, V,K) is also clearly a dilation of (X,S,H). 
Corollary 10.2.3 Let Θ = {Θs}s∈S be a cp0-semigroup and let (E, T ) = Ξ(Θ)
be the Arveson-Stinespring representation of Θ. If there is a (full) product
system Y such that E is a subproduct subsystem of Y , then Θ has an e0-dilation.
Proof. Combine Propositions 7.1.1, 10.2.1 and 10.2.2. 
Thus, the problem of constructing e0-dilations to cp0-semigroups is reduced
to the problem of embedding a subproduct system into a full product system.
In the next section we give an example of a subproduct system that cannot
be embedded into full product system. When this can be done in general is a
challenging open question.
Corollary 10.2.4 Let Θ = {Θs}s∈Nk be a cp-semigroup generated by k com-
muting CP maps θ1, . . . , θk, and let (E, T ) = Ξ(Θ) be the Arveson-Stinespring
representation of Θ. Assume, in addition, that
k∑
i=1
‖θi‖ ≤ 1.
If there is a (full) product system Y such that E is a subproduct subsystem of
Y , then Θ has an e-dilation.
Proof. As in (10.2.1), we may extend T to a product system representation
of Y on H , which we also denote by T . Denote by ei the element of Nk with 1
in the ith element and zeros elsewhere. Then
k∑
i=1
‖T˜ei T˜ ∗ei‖ =
k∑
i=1
‖θi‖ ≤ 1.
By Corollary 2.3.3 S has a minimal (regular) isometric dilation. This isometric
dilation provides the required e-dilation of Θ. 
136
Theorem 10.2.5 Let M ⊆ B(H) be a von Neumann algebra, let X be a sub-
product system of M′-correspondences, and let R be an injective representa-
tion of X on a Hilbert space H. Let Θ = Σ(X,R) be the cp-semigroup act-
ing on R0(M′)′ given by (7.1.1). Assume that (α,K,R) is an e-dilation of
Θ, and let (Y, V ) = Ξ(α) be the Arveson-Stinespring subproduct system of α
together with the identity representation. Assume, in addition, that the map
R′ ∋ b 7→ PHbPH is a ∗-isomorphism of R′ onto R0(M′). Then (Y, V,K) is a
dilation of (X,R,H).
Proof. For every s ∈ S, define Ws : Y (s) → B(H) by Ws(y) = PHVs(y)PH .
We claim that W = {Ws}s∈S is a representation of Y on H . First, note that
PHαs(I−PH)PH = Θs(PH(I−PH)PH) = 0, thus PH V˜s(I⊗(I−PH))V˜ ∗s PH = 0,
and consequently PH V˜s(I⊗PH) = PH V˜s. It follows thatWs(y) = PHVs(y)PH =
PHVs(y). From this it follows that
Ws(y1)Wt(y2) = PHVs(y1)PHVt(y2) = PHVs(y1)Vt(y2)
= PHVs+t(U
Y
s,t(y1 ⊗ y2)) =Ws+t(UYs,t(y1 ⊗ y2)).
By Theorem 7.2.1, we may assume that (X,R) = (E, T ) = Ξ(Θ) is the
Arveson-Stinespring representation of Θ. Because α is a dilation of Θ, we have
W˜s(I ⊗ a)W˜ ∗s = PH V˜s(I ⊗ a)V˜ ∗s PH = Θs(a),
That is, Θ = Σ(Y,W ). Thus, by Theorem 7.2.1 and Remark 10.1.3, we may
assume that E is a subproduct subsystem of Y , and that Ts ◦ps =Ws, ps being
the projection of Y (s) onto E(s). In other words, for all y ∈ Y ,
T˜s(ps ⊗ IH) = PHW˜s.
Therefore, W˜ ∗sH ⊆ E(s)⊗H , and W˜ ∗s
∣∣
H
= T˜ ∗s . That is, (Y,W,H) is a dilation
of (E, T,H). But (Y, V,K) is a dilation of (Y,W,H), so it is also a dilation of
(E, T,H). 
Remark 10.2.6 The assumption thatR′ ∋ b 7→ PHbPH ∈ M′ is a ∗-isomorphism
is satisfied when M = B(H) and R = B(K). More generally, it is satisfied
whenever the central support of PH in R is IK (see Propositions 5.5.5 and 5.5.6
in [25]). When M is a full corner in R, that is, when R = RPHR, then the
central support of PH in R is IK .
Let (α,K,R) be an e-dilation of a semigroup Θ on M ⊆ B(H). (α,K,R)
is called a minimal dilation if the central support of PH in R is IK and if
R =W ∗
(⋃
s∈S
αs(M)
)
.
Corollary 10.2.7 Let Θ be cp-semigroup on M⊆ B(H), and let (α,K,R) be
a minimal dilation of Θ. Then Ξ(α) is an isometric dilation of Ξ(Θ).
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10.3 cp-semigroups with no e-dilations. Obstruc-
tions of a new nature
By Parrot’s famous example [41], there exist 3 commuting contractions that
do not have a commuting isometric dilation. In 1998 Bhat asked whether 3
commuting CP maps necessarily have a commuting ∗-endomorphic dilation [11].
Note that it is not obvious that the non-existence of an isometric dilation for
three commuting contractions would imply the non-existence of a ∗-endomorphic
dilation for 3 commuting CP maps. However, it turns out that this is the case.
Theorem 10.3.1 There exists a cp-semigroup Θ = {Θn}n∈N3 acting on a
B(H) for which there is no e-dilation (α,K,B(K)). In fact, Θ has no min-
imal e-dilation (α,K,R) on any von Neumann algebra R.
Proof. Let T1, T2, T3 ∈ B(H) be three commuting contractions that have no
isometric dilation and such that T n11 T
n2
2 T
n3
3 6= 0 for all n = (n1, n2, n3) ∈ N3
(one may take commuting contractions R1, R2, R3 with no isometric dilation as
in Parrot’s example [41], and define Ti = Ri ⊕ 1). For all n = (n1, n2, n3) ∈ N3,
define
Θn(a) = T
n1
1 T
n2
2 T
n3
3 a(T
n3
3 )
∗(T n22 )
∗(T n11 )
∗ , a ∈ B(H).
Note that Θ = Σ(X,R), where X = {X(n)}n∈N3 is the subproduct system given
by X(n) = C for all n ∈ N3, and R is the (injective) representation that sends
1 ∈ X(n) to T n11 T n22 T n33 (the product in X is simply multiplication of scalars).
Assume, for the sake of obtaining a contradiction, that Θ = {Θn}n∈N3 has
an e-dilation (α,K,B(K)). Let (Y, V ) = Ξ(α) be the Arveson-Stinespring sub-
product system of α together with the identity representation. By Theorem
10.2.5, (Y, V,K) is a dilation of (X,R,H). It follows that V1, V2, V3 are a com-
muting isometric dilation of T1, T2, T3 where V1 := V (1) with 1 ∈ X(1, 0, 0),
V2 := V (1) with 1 ∈ X(0, 1, 0), and V3 := V (1) with 1 ∈ X(0, 0, 1). This is a
contradiction.
Finally, a standard argument shows that if (α,K,R) is a minimal dilation
of Θ, then R = B(K). 
Until this point, all the results that we have seen in the dilation theory of cp-
semigroups have been anticipated by the classical theory of isometric dilations.
We shall now encounter a phenomena that has no counterpart in the classical
theory.
By [63, Proposition 9.2], if T1, . . . , Tk is a commuting k-tuple of contractions
such that
k∑
i=1
‖Ti‖2 ≤ 1, (10.3.1)
then T1, . . . , Tk has a commuting regular unitary dilation (and, in particular,
an isometric dilation). One is tempted to conjecture that if θ1, . . . , θk is a
commuting k-tuple of CP maps such that
k∑
i=1
‖θi‖ ≤ 1, (10.3.2)
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then the tuple θ1, . . . , θk has an e-dilation. Indeed, if θi(a) = TiaT
∗
i , where
T1, . . . , Tk is a commuting k-tuple satisfying (10.3.1), then it is easy to construct
an e-dilation of θ1, . . . , θk from the isometric dilation of T1, . . . , Tk. However, it
turns out that (10.3.2) is far from being sufficient for an e-dilation to exist. We
need some preparations before exhibiting an example.
Proposition 10.3.2 There exists a subproduct system that is not a subsystem
of any product system.
Proof. We construct a counter example over N3. Let e1, e2, e3 be the standard
basis of N3. We let X(e1) = X(e2) = X(e3) = C2. Let X(ei + ej) = C2 ⊗ C2
for all i, j = 1, 2, 3. Put X(n) = {0} for all n ∈ Nk such that |n| > 2. To
complete the construction of X we need to define the product maps UXm,n. Let
UXei,ej be the identity on C
2⊗C2 for all i, j except for i = 3, j = 2, and let UXe3,e2
be the flip. Define the rest of the products to be zero maps (except the maps
UX0,n, U
X
m,0 which are identities). This product is evidently coisometric, and it is
also associative, because the product of any three nontrivial elements vanishes.
Let Y be a product system “dilating” X . Then for all k,m, n ∈ Nk we have
UYk+m,n(U
Y
k,m ⊗ I) = UYk,m+n(I ⊗ UYm,n),
or
UYk+m,n = U
Y
k,m+n(I ⊗ UYm,n)(UYk,m ⊗ I)∗,
and
UYk,m+n = U
Y
k+m,n(U
Y
k,m ⊗ I)(I ⊗ UYm,n)∗.
Iterating these identities, we have, on the one hand,
Ue3,e1+e2 = U
Y
e3+e2,e1(U
Y
e3,e2 ⊗ I)(I ⊗ UYe2,e1)∗
= UYe2,e3+e1(I ⊗ UYe3,e1)(UYe2,e3 ⊗ I)∗(UYe3,e2 ⊗ I)(I ⊗ UYe2,e1)∗
= UYe1+e2,e3(U
Y
e2,e1 ⊗ I)(I ⊗ UYe1,e3)∗(I ⊗ UYe3,e1)(UYe2,e3 ⊗ I)∗(UYe3,e2 ⊗ I)(I ⊗ UYe2,e1)∗,
and on the other hand
Ue3,e1+e2 = U
Y
e3+e1,e2(U
Y
e3,e1 ⊗ I)(I ⊗ UYe1,e2)∗
= UYe1,e3+e2(I ⊗ UYe3,e2)(UYe1,e3 ⊗ I)∗(UYe3,e1 ⊗ I)(I ⊗ UYe1,e2)∗
= UYe1+e2,e3(U
Y
e1,e2 ⊗ I)(I ⊗ UYe2,e3)∗(I ⊗ UYe3,e2)(UYe1,e3 ⊗ I)∗(UYe3,e1 ⊗ I)(I ⊗ UYe1,e2)∗.
Canceling UYe1+e2,e3 , we must have
(UYe1,e2 ⊗ I)(I ⊗ UYe2,e3)∗(I ⊗ UYe3,e2)(UYe1,e3 ⊗ I)∗(UYe3,e1 ⊗ I)(I ⊗ UYe1,e2)∗
= (UYe2,e1 ⊗ I)(I ⊗ UYe1,e3)∗(I ⊗ UYe3,e1)(UYe2,e3 ⊗ I)∗(UYe3,e2 ⊗ I)(I ⊗ UYe2,e1)∗.
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Now, UXei,ej were unitary to begin with, so the above identity implies
(UXe1,e2 ⊗ I)(I ⊗ UXe2,e3)∗(I ⊗ UXe3,e2)(UXe1,e3 ⊗ I)∗(UXe3,e1 ⊗ I)(I ⊗ UXe1,e2)∗
= (UXe2,e1 ⊗ I)(I ⊗ UXe1,e3)∗(I ⊗ UXe3,e1)(UXe2,e3 ⊗ I)∗(UXe3,e2 ⊗ I)(I ⊗ UXe2,e1)∗.
Recalling the definition of the product in X (the product is usually the identity),
this reduces to
I ⊗ UXe3,e2 = UXe3,e2 ⊗ I.
This is absurd. Thus, X cannot be dilated to a product system. 
We can now strengthen Theorem 10.3.1:
Theorem 10.3.3 There exists a cp-semigroup Θ = {Θn}n∈N3 acting on a
B(H), such that for all λ > 0, the semigroup λΘ := {λ|n|Θn}n∈N3 has no
e-dilation (α,K,B(K)), and no minimal e-dilation (α,K,R) on any von Neu-
mann algebra R.
Proof. LetX be as in Proposition 10.3.2. Let Θ be the cp-semigroup generated
by the X-shift, as in Section 7.3. Of course, Θ, as a semigroup over N3, can
be generated by three commuting CP maps θ1, θ2, θ3. X cannot be embedded
into a full product system, so by Theorem 10.2.5, Θ has no minimal e-dilation,
nor does it have an e-dilation acting on a B(K). Note that if Θ is scaled its
product system is left unchanged (this follows from Theorem 7.2.1: if you take
X and scale the representation SX you get a scaled version of Θ). So no matter
how small you take λ > 0, λθ1, λθ2, λθ3 cannot be dilated to three commuting
∗-endomorphisms on B(K), nor to a minimal three-tuple on any von Neumann
algebra. 
Note that the obstruction here seems to be of a completely different nature
from the one in the example given in Theorem 10.3.1. The subproduct system
arising there is already a product system, and, indeed, the cp-semigroup arising
there can be dilated once it is multiplied by a small enough scalar.
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Part III
Subproduct systems over N
and operator algebras
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Chapter 11
Subproduct systems of
Hilbert spaces over N
We now specialize to subproduct systems of Hilbert W∗-correspondences over
the semigroup N, so from now on any subproduct system is to be understood
as such (soon we will specialize even further to subproduct systems of Hilbert
spaces).
11.1 Standard and maximal subproduct systems
If X is a subproduct system over N, then X(0) = M (some von Neumann
algebra), X(1) equals some W∗-correspondence E, and X(n) can be regarded
as a subspace of E⊗n. The following lemma allows us to consider X(m+ n) as
a subspace of X(m)⊗X(n).
Lemma 11.1.1 Let X = {X(n)}n∈N be a subproduct system. X is isomorphic
to a subproduct system Y = {Y (n)}n∈N with coisometries {UYm,n}m,n∈N that
satisfies
Y (1) = X(1)
and
Y (m+ n) ⊆ Y (m)⊗ Y (n). (11.1.1)
Moreover, if pm+n is the orthogonal projection of Y (1)
⊗(m+n) onto Y (m + n),
then
UYm,n = pm+n
∣∣∣
Y (m)⊗Y (n)
(11.1.2)
and the projections {pn}n∈N satisfy
pk+m+n = pk+m+n(IE⊗k ⊗ pm+n) = pk+m+n(pk+m ⊗ IE⊗n). (11.1.3)
Proof. Denote by UXm,n the subproduct system maps X(s)⊗X(t) → X(s+
t). Denote E = X(1). We first note that for every n there is a well defined
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coisometry Un : E
⊗n → X(n) given by composing in any way a sequence of
maps UXk,m (for example, one can take U3 = U
X
2,1(U
X
1,1 ⊗ IE) and so on). We
define Y (n) = Ker(Un)
⊥, and we let pn be the orthogonal projection from E
⊗n
onto Y (n). pn = U
∗
nUn, so, in particular, pn is a bimodule map. For allm,n ∈ N
we have that
E⊗(m) ⊗Ker(Un) ⊆ Ker(Um+n).
Thus E⊗(m) ⊗ Ker(Un)⊥ ⊇ Ker(Um+n)⊥, so pm+n ≤ IE⊗m ⊗ pn. This means
that (11.1.3) holds. In addition, defining UYm,n to be pm+n restricted to Y (m)⊗
Y (n) ⊆ E⊗(m+n) gives Y the associative multiplication of a subproduct system.
It remains to show that X is isomorphic to Y . For all n, X(n) is spanned
by elements of the form Un(x1 ⊗ · · · ⊗ xn), with x1, . . . , xn ∈ E. We define a
map Vn : X(n)→ Y (n) by
Vn
(
Un(x1 ⊗ · · · ⊗ xn)
)
= pn(x1 ⊗ · · · ⊗ xn).
It is immediate that Vn preserves inner products (thus it is well defined) and
that it maps X(n) onto Y (n). Finally, for all m,n ∈ N and x ∈ E⊗m, y ∈ E⊗n,
Vm+n
(
UXm,n(Um(x) ⊗ Un(y))
)
= Vm+n
(
Um+n(x⊗ y)
)
= pm+n(x⊗ y)
= pm+n(pmx⊗ pny)
= pm+n
(
(VmUm(x)) ⊗ (VnUn(y))
)
= UYm+n
(
(VmUm(x)) ⊗ (VnUn(y))
)
,
and (6.0.2) holds. 
Definition 11.1.2 A subproduct system Y satisfying (11.1.1), (11.1.2) and
(11.1.3) above will be called a standard subproduct system.
Note that a standard subproduct system is a subproduct subsystem of the
full product system {E⊗n}n∈N.
Corollary 11.1.3 Every cp-semigroup over N has an e-dilation.
Proof. The unital case follows from Corollary 10.2.3 together with the above
lemma. The nonunital case follows from a similar construction (where the di-
lation of a non-fully-coisometric representation is obtained by using Corollary
2.3.3 for k = 1). 
Let k ∈ N, and letE = X(1), X(2), . . . , X(k) be subspaces ofE,E⊗2, . . . , E⊗k,
respectively, such that the orthogonal projections pn : E
⊗n → X(n) satisfy
pn ≤ IE⊗i ⊗ pj
and
pn ≤ pi ⊗ IE⊗j
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for all i, j, n ∈ N+ satisfying i+j = n ≤ k. In this case one can define a maximal
standard subproduct system X with the prescribed fibers X(1), . . . , X(k) by
defining inductively for n > k
X(n) =
 ⋂
i+j=n
E⊗i ⊗X(j)
⋂ ⋂
i+j=n
X(i)⊗ E⊗j
 .
It is easy to see that
X(n) =
⋂
n1+...+nm=n
X(n1)⊗ · · · ⊗X(nm) =
⋂
i+j=n
X(i)⊗X(j).
We then have obvious formulas for the projections {pn}n∈N as well, for example
pn =
∧
i+j=n
pi ⊗ pj , (n > k).
11.2 Examples
Example 11.2.1 In the case k = 1, the maximal standard subproduct system
with prescribed fiber X(1) = E, with E a Hilbert space, is the full product
system FE of Example 6.0.3. If dimE = d, we think of this subproduct system
as the product system representing a (row-contractive) d-tuple (T1, . . . , Td) of
non commuting operators, that is, d operators that are not assumed to satisfy
any relations (the idea behind this last remark must be rather vague at this
point, but it shall become clearer as we proceed). In the case k = 2, if X(2)
is the symmetric tensor product E with itself then the maximal standard sub-
product system with prescribed fibers X(1), X(2) is the symmetric subproduct
system SSPE of Example 6.0.4. We think of SSP as the subproduct system
representing a commuting d-tuple.
Example 11.2.2 Let E be a two dimensional Hilbert space with basis {e1, e2}.
Let X(2) be the space spanned by e1⊗ e1, e1 ⊗ e2, and e2 ⊗ e1. In other words,
X(2) is what remains of E⊗2 after we declare that e2⊗ e2 = 0. We think of the
maximal standard subproduct system X with prescribed fibers X(1) = E,X(2)
as the subproduct system representing pairs (T1, T2) of operators subject only
to the condition T 22 = 0. E
⊗n has a basis consisting of all vectors of the form
eα = eα1 ⊗ · · · ⊗ eαn where α = α1 · · ·αn is a word of length n in “1” and “2”.
X(n) then has a basis consisting of all vectors eα where α is a word of length
n not containing “22” as a subword. Let us compute dimX(n), that is, the
number of such words.
Let An denote the number of words not containing “22” that have leftmost
letter “1”, and let Bn denote the number of words not containing “22” that have
leftmost letter “2”. Then we have the recursive relation An = An−1+Bn−1 and
Bn = An−1. The solution of this recursion gives
dimX(n) = An +Bn ≈
(
1 +
√
5
2
)n
.
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As one might expect, the dimension of X(n) grows exponentially fast.
Example 11.2.3 Suppose that we want a “subproduct system that will repre-
sent a pair of operators (T1, T2) such that TiT2 = 0 for i = 1, 2”. Although we
have not yet made clear what we mean by this, let us proceed heuristically along
the lines of the preceding examples. We let E be as above, but now we declare
e1⊗e2 = e2⊗e2 = 0. In other words, we define X(2) = {e1⊗e2, e2⊗e2}⊥. One
checks that the maximal standard subproduct system X with prescribed fibers
X(1) = E,X(2) is given by X(n) = span{e1 ⊗ e1 ⊗ · · · ⊗ e1, e2 ⊗ e1 ⊗ · · · ⊗ e1}.
This is an example of a subproduct system with two dimensional fibers.
At this point two natural questions might come to mind. First, is every
standard subproduct system X the maximal subproduct system with prescribed
fibers X(1), . . . , X(k) for some k ∈ N? Second, does dimX(n) grow exponen-
tially fast (or remain a constant) for every subproduct system X? The next
example answers both questions negatively.
Example 11.2.4 Let E be as in the preceding examples, and let X(n) be a
subspace of E⊗n having basis the set
{eα : |α| = n, α does not contain the words 22, 212, 2112, 21112, . . .}.
Then X = {X(n)}n∈N is a standard subproduct system, but it is smaller than
the maximal subproduct system defined by any initial k fibers. Also, X(n) is
the span of eα with α = 11 · · · 11, 21 · · ·11, 121 · · ·11, . . . , 11 · · ·12, thus
dimX(n) = n+ 1,
so this is an example of a subproduct system with fibers that have a linearly
growing dimension.
Of course, one did not have to go far to find an example of a subproduct
system with linearly growing dimension: indeed, the dimension of the fibers of
the symmetric subproduct system SSPCd is known to be
dimSSPCd(n) =
(
n+ d− 1
n
)
.
Taking d = 2 we get the same dimension as in Example 11.2.4. However, SSP :=
SSPC2 and the subproduct system X of Example 11.2.4 are not isomorphic: for
any nonzero x ∈ SSP (1), the “square” USSP1,1 (x ⊗ x) ∈ SSP (2) is never zero,
while UX1,1(e2 ⊗ e2) = 0.
Here is an interesting question that we do not know the answer to: given a
solution f : N→ N to the functional inequality
f(m+ n) ≤ f(m)f(n) , m, n ∈ N,
does there exists a subproduct system X such that dimX(n) = f(n) for all
n ∈ N?
Remark 11.2.5 One can cook up simple examples of subproduct systems that
are not standard. We will not write these examples down, as we already know
that such a subproduct system is isomorphic to a standard one.
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11.3 Representations of subproduct systems
Fix a W∗-correspondence E. Every completely contractive linear map T1 :
E → B(H) gives rise to a c.c. representation T n of the full product system
FE = {E⊗n}n∈N by defining for all x ∈ E⊗n and h ∈ H
T n(x)h = T˜1
(
IE ⊗ T˜1
) · · · (IE⊗(n−1) ⊗ T˜1)(x⊗ h), (11.3.1)
where T˜1 : E ⊗ H → H is given by T˜1(e ⊗ h) = T1(e)h. We will denote the
operator acting on x ⊗ h in the right hand side of (11.3.1) as T˜ n, so as not to
confuse with T˜n, which sometimes has a different meaning (namely: if T denotes
a c.c. representation of a subproduct system X then
T˜n : X(n)⊗H → H
is given by
T˜n(x⊗ h) = T (x)h
for all x ∈ X(n), h ∈ H . Of course, when X = FE , T is a representation of
FE and T1 is the restriction of T to E, then T˜
n = T˜n for all n). If X is a
standard subproduct system and X(1) = E, we obtain a completely contractive
representation of X(n) by restricting T n to X(n). Let us denote this restriction
by Tn, and denote the family {Tn}n∈N by T .
Proposition 11.3.1 Let X be a standard subproduct system with projections
{pn}n∈N, and let T1 : E → B(H) be a completely contractive map. Construct
the family of maps T = {Tn}n∈N, with Tn : X(n) → B(H) as in the preceding
paragraph. Then the following are equivalent:
1. T is a representation of X.
2. For all m,n ∈ N,
T˜m(IX(m) ⊗ T˜n)(pm ⊗ pn ⊗ IH)(p⊥m+n ⊗ IH) = 0. (11.3.2)
3. For all n ∈ N,
T˜ n(p⊥n ⊗ IH) = 0. (11.3.3)
Proof. If T is a representation, then
T˜m(IX(m)⊗T˜n)(pm⊗pn⊗IH)(p⊥m+n⊗IH) = T˜m+n(pm+n⊗IH)(p⊥m+n⊗IH) = 0,
so 1 ⇒ 2. To prove 2 ⇒ 3 note first that (11.3.3) is clear for n = 1. Assuming
that (11.3.3) holds for n = 1, 2, . . . , k − 1, we will show that it holds for n = k.
T˜ k(p⊥k ⊗ IH) = T˜ 1(I ⊗ T˜ k−1)(p⊥k ⊗ IH)
= T˜ 1(I ⊗ T˜ k−1)(IE ⊗ p⊥k−1 ⊗ IH + IE ⊗ pk−1 ⊗ IH)(p⊥k ⊗ IH)
(∗) = T˜ 1(I ⊗ T˜ k−1(pk−1 ⊗ IH))(p⊥k ⊗ IH)
= T˜1(I ⊗ T˜k−1(pk−1 ⊗ IH))(p⊥k ⊗ IH)
(∗∗) = 0.
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The equality marked by (*) is true by the inductive hypothesis, and the one
marked by (**) follows from (11.3.2).
Finally, 3 ⇒ 1: by (11.3.3) we have T˜ n(pn ⊗ IH) = T˜ n. On the other hand,
T˜ n(pn ⊗ IH) = T˜n(pn ⊗ IH). Thus
T˜m+n(pm+n ⊗ IH) = T˜m+n(pm+n ⊗ IH)
= T˜m+n
= T˜m(IX(m) ⊗ T˜ n)
= T˜m(IX(m) ⊗ T˜n)(pm ⊗ pn ⊗ IH),
which shows that T is a representation. 
Proposition 11.3.2 Let X be the maximal standard subproduct system with
prescribed fibers X(1), . . . , X(k), and let T1 : E → B(H) be a completely con-
tractive map. Construct T as in Proposition 11.3.1. Then T is a representation
of X if and only if
T˜ n(p⊥n ⊗ IH) = 0 for all n = 1, 2, . . . , k. (11.3.4)
Proof. The necessity of (11.3.4) follows from Proposition 11.3.1. By the same
proposition, to show that the condition is sufficient it is enough to show that
(11.3.4) holds for all n ∈ N. Given m ∈ N, we have pm =
∧
q q, where q runs
over all projections of the form q = IX(i) ⊗ pj or q = pi ⊗ IX(j), with i, j ∈ N+
and i+ j = m. But then p⊥m =
∨
q q
⊥, thus if (11.3.4) holds for all n < m then
it also holds for n = m. 
11.4 Fock spaces and standard shifts
Definition 11.4.1 Let X be a subproduct system of Hilbert spaces. Fix an
orthonormal basis {ei}i∈I of E = X(1). X(n), when considered as a subspace
of FX , is called the n particle space. The standard X-shift (related to {ei}i∈I)
on FX is the tuple of operators S
X =
(
SXi
)
i∈I
in B(FX) given by
SXi (x) = U1,n(ei ⊗ x),
for all i ∈ I, n ∈ N and x ∈ X(n).
It is clear that SXi = S
X(ei), where S
X is the shift representation given by
Definition 7.3.1.
If F denotes the usual full product system (Example 6.0.3) then FF is the
usual Fock space and the tuple (SFi )i∈I is the standard shift (the I orthogonal
shift of [45]). We shall denote FF as F and (S
F
i )i∈I as (Si)i∈I . It is then obvious
that the tuple
(
SXi
)
i∈I
is a row contraction, as it is the compression of the row
contraction (Si)i∈I . Indeed, assuming (as we may, thanks to Lemma 11.1.1)
that Um,n is an orthogonal projection pm+n : X(m)⊗X(n)→ X(m+ n), and
denoting p = ⊕npn, we have for all i that SXi = pSi
∣∣FX .
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Example 11.4.2 The q-commuting Fock space of [19] also fits into this frame-
work. Indeed, let (as in [19]) Γ(Cd) be the full Fock space, let Γq(Cd) denote the
q-commuting Fock space, and let Y (n) be the “n particle q-commuting space”
with orthogonal projection pn : (Cd)n → Y (n). Then a straightforward calcu-
lation shows that the projections {pn}n∈N satisfy equation (11.1.3) of Lemma
11.1.1, thus Y = {Y (n)}n∈N is a subproduct system (satisfying (11.1.1) and
(11.1.2)). With our notation from above we have that FY = Γq(Cd) and that
the tuple (SYi , . . . , S
Y
d ) is the standard q-commuting shift.
SF , the standard shift of the full product system on the full Fock space, will
be denoted by S, and will be called simply the standard shift.
By the notation introduced in Definition 10.1.7, the symbol SX is also used to
denote the maximal X-piece of the standard shift S. The following proposition
– which is a generalization of [14, Proposition 6], [19, Proposition 11] and [47,
Proposition 2.9] – shows that this is consistent.
Proposition 11.4.3 Let X subproduct subsystem of a subproduct system Y .
Then the maximal X-piece of the standard Y -shift is the standard X-shift.
Proof. Let E = Y (1), and let F = FE be the full product system. Viewing
F (n) ⊗ F as direct sum of |I|n copies of FF , (S˜)n is just the row isometry
(Si1 ◦ · · · ◦ Sin)i1,...,in∈I from the space of columns FF ⊕ FF ⊕ · · · into FF . In
other words, for h ∈ FF and i1, . . . , in ∈ I,
(S˜)n
(
(ei1 ⊗ · · · ⊗ ein)⊗ h
)
= Si1 ◦ · · · ◦ Sinh = (ei1 ⊗ · · · ⊗ ein)⊗ h.
This is an isometry, and the adjoint works by sending (ei1 ⊗ · · · ⊗ ein)⊗ h ∈ FF
back to (ei1 ⊗ · · · ⊗ ein) ⊗ h ∈ F (n) ⊗ FF , and by sending the 0, 1, . . . , n − 1
particle spaces to 0.
Now, if Z is any standard subproduct subsystem of F , then(
S˜Z
)
n
= PFZ
(
S˜
)
n
∣∣
Z(n)⊗FZ
,
thus (
S˜Z
)∗
n
= PZ(n)⊗FZ
(
S˜
)∗
n
∣∣
FZ
. (11.4.1)
Now if h is in the k particle space of FF with k < n, then (S˜Z)
∗
nh = 0. If k ≥ n,
then since Z(k) ⊆ Z(n)⊗Z(k−n) we may write h =∑ ξi⊗ηi, where ξi ∈ Z(n)
and ηi ∈ Z(k − n). Thus by (11.4.1) we find that
(S˜Z)∗n
(∑
ξi ⊗ ηi
)
=
∑
pZn ξi ⊗ pZk−nηi =
∑
ξi ⊗ ηi. (11.4.2)
From these considerations it follows that the standard X-shift is in fact an X-
piece of the standard Y shift, as (S˜Y )∗n
∣∣
FX
= (S˜X)∗n. It remains to show that
the X-shift is maximal.
Assume that there is a Hilbert space H , FX ⊆ H ⊆ FY , such that the
compression of SY to H is an X-piece of Y , that is, H ∈ P(X,SY ) (see equation
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(10.1.3)). Let h ∈ H ⊖ FX . We shall prove that h = 0. Being orthogonal to all
of FX , p
Y
n h must be orthogonal to X(n) for all n. Thus, we may assume that
h ∈ Y (n)⊖X(n) for some n. But then by (11.4.2)
(S˜Y )∗nh = h⊗ Ω.
But since H ∈ P(X,SY ), we must have h⊗ Ω ∈ X(n)⊗H , and this, together
with h ∈ Y (n)⊖X(n), forces h = 0. 
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Chapter 12
Zeros of homogeneous
polynomials in
noncommuting variables
In the next chapter we will describe a model theory for representations of sub-
product systems. But before that we dedicate this chapter to build a precise
connection between subproduct systems together with their representations and
tuples of operators that are the zeros of homogeneous polynomials in non com-
muting variables.
Remark 12.0.4 The notions that we are developing give a framework for
studying tuples of operators satisfying relations given by homogeneous poly-
nomials. One can go much further by considering subspaces of Fock spaces
and “representations”, i.e., maps of the Fock space into B(H), that give a
framework for studying tuples of operators satisfying arbitrary (not-necessarily
homogeneous) polynomial and even analytic identities. Gelu Popescu [47] has
already begun developing such a theory.
We begin by setting up the usual notation. Let I be a fixed set of indices,
and let C〈(xi)i∈I〉 be the algebra of complex polynomials in the non commut-
ing variables (xi)i∈I . We denote x = (xi)i∈I , and we consider x as a “tuple
variable”. We shall sometimes write C〈x〉 for C〈(xi)i∈I〉. The set of all words
in I is denoted by F+I . For a word α ∈ F+I , let |α| denote the length of α, i.e.,
the number of letters in α.
For every word α = α1 · · ·αk in I denote xα = xα1 · · ·xαk . If α = 0
is the empty word, then this is to be understood as 1. k is also referred to
in this context as the degree of the monomial xα. C〈x〉 is by definition the
linear span over C of all such monomials, and every element in C〈x〉 is called a
polynomial. A polynomial is called homogeneous if it is the sum of monomials
of equal degree. A homogeneous ideal is a two-sided ideal that is generated by
homogeneous polynomials.
150
If T = (Ti)i∈I is a tuple of operators on a Hilbert space H and α = α1 · · ·αk
is a word with letters in I, we define
Tα = Tα1Tα2 · · ·Tαk .
We consider the empty word 0 as a legitimate word, and define T 0 = IH . If
p(x) =
∑
α cαx
α ∈ C〈x〉, we define p(T ) =∑α cαTα.
If E is a Hilbert space with orthonormal basis {ei}i∈I , An element eα1 ⊗
· · · ⊗ eαk ∈ E⊗k will be written in short form as eα, where α = α1 · · ·αk. If
p(x) =
∑
α cαx
α ∈ C〈x〉, we define p(e) = ∑α cαeα. Here e0 (0 the empty
word) is understood as the vacuum vector Ω.
Proposition 12.0.5 Let E be a Hilbert space with orthonormal basis {ei}i∈I .
There is an inclusion reversing correspondence between proper homogeneous ide-
als I ⊳ C〈x〉 and standard subproduct systems X = {X(n)}n∈N with X(1) ⊆ E.
When |I| <∞ this correspondence is bijective.
Proof. Let X be such a subproduct system. We define an ideal
IX := span{p ∈ C〈x〉 : ∃n > 0.p(e) ∈ E⊗n ⊖X(n)}. (12.0.1)
Once it is established that IX is a two-sided ideal the fact that it is homogeneous
will follow from the definition. Let p ∈ C〈x〉 be such that p(e) ∈ E⊗n ⊖X(n)
for some n > 0. It suffices to show that for every monomial xα we have that
xαp(x) ∈ IX , that is,
eα ⊗ p(e) ∈ E⊗|α|+n ⊖X(|α|+ n).
But since X is standard, X(|α|+ n) ⊆ X(|α|)⊗X(n), thus
E⊗|α| ⊗ (E⊗n ⊖X(n)) ⊆ E⊗|α|+n ⊖X(|α|+ n).
It follows that IX is a homogeneous ideal.
Conversely, let I be a homogeneous ideal. We construct a subproduct system
XI as follows. Let I
(n) be the set of all homogeneous polynomials of degree n
in I. Define
XI(n) = E
⊗n ⊖ {p(e) : p ∈ I(n)}. (12.0.2)
Denote by pn the orthogonal projection of E
⊗n onto XI(n). To show that XI is
a subproduct system it is enough (by symmetry) to prove that for all m,n ∈ N
pm+n ≤ IE⊗m ⊗ pn,
or, in other words, that
XI(m+ n) ⊆ E⊗m ⊗XI(n). (12.0.3)
Let x ∈ XI(m+ n), let α ∈ Im, and let q ∈ I(n). Since I is an ideal, xαq(x) is
in I(m+n), thus 〈x, eα ⊗ q(e)〉 = 0. This proves (12.0.3).
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Assume now that |I| < ∞. We will show that the maps X 7→ IX and
I 7→ XI are inverses of each other. Let J be a homogeneous ideal in C〈x〉. Then
IXJ = span{p ∈ C〈x〉 : ∃n > 0.p(e) ∈ E⊗n ⊖XJ(n)}
(∗) = span{p ∈ C〈x〉 : ∃n > 0.p(e) ∈ {q(e) : q ∈ J (n)}}
= span{p : ∃n > 0.p ∈ J (n)}
(∗∗) = J,
where (*) follows from the definition of XJ , and (**) from the fact that J is a
homogeneous ideal.
For the other direction, let Y be a standard subproduct subsystem of FE =
{E⊗n}n∈N. Clearly, (IY )(n) = {p ∈ C〈x〉 : p(e) ∈ E⊗n ⊖ Y (n)}. Thus
XIY (n) = E
⊗n ⊖ {p(e) : p ∈ (IY )(n)}
= E⊗n ⊖ {p(e) : p ∈ {q ∈ C〈x〉 : q(e) ∈ E⊗n ⊖ Y (n)}
= E⊗n ⊖ (E⊗n ⊖ Y (n))
= Y (n).

We record the definitions of IX and XI from the above theorem for later
use:
Definition 12.0.6 Let E be a Hilbert space with orthonormal basis {ei}i∈I
(|I| is not assumed finite). Given a homogeneous ideal I ⊳C〈x〉, the subproduct
system XI defined by (12.0.2) will be called the subproduct system associated
with I. If X is a given subproduct subsystem of FE , then the ideal I
X of C〈x〉
defined by (12.0.1) will be called the ideal associated with X.
We note that XI depends on the choice of the space E and basis {ei}i∈I ,
but different choices will give rise to isomorphic subproduct systems.
Proposition 12.0.7 Let X and Y be standard subproduct systems with dimX(1) =
dimY (1) = d <∞. Then X is isomorphic to Y if and only if there is a unitary
linear change of variables in C〈x1, . . . , xd〉 that sends IX onto IY .
Fix some infinite dimensional separable Hilbert space H . As in classical
algebraic geometry, given a homogeneous ideal I⊳C〈x〉, it is natural to introduce
and to study the zero set of I
Z(I) := {T = (Ti)i∈I ∈ B(H)I : ∀p ∈ I.p(T ) = 0}.
Also, given a set Z ⊆ B(H)I , one may form the following two-sided ideal in
C〈x〉
I(Z) := {p ∈ C〈x〉 : ∀T ∈ Z.p(T ) = 0}.
In the following theorem we shall use the notation of 11.3. This simple result
is the justification for viewing subproduct systems as a framework for studying
tuples of operators satisfying certain homogeneous polynomial relations.
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Theorem 12.0.8 Let E be a Hilbert space with orthonormal basis {ei}i∈I (not
necessarily with |I| <∞), and let I be a proper homogeneous ideal in C〈(xi)i∈I〉.
Let XI be the associated subproduct system. Let T1 : E → B(H) be a given
representation of E. Define a tuple T = (T (ei))i∈I . Construct the family
of maps T = {Tn}n∈N, with Tn : X(n) → B(H) as in the paragraphs before
Proposition 11.3.1. Then T is a representation of X if and only if T ∈ Z(I).
Proof. On the one hand, E⊗n ⊖XI(n) = span{p(e) : p ∈ I(n)}. On the other
hand, for every p ∈ I(n) and every h ∈ H ,
T˜ n(p(e)⊗ h) = p(T )h.
Hence, the Theorem follows from Proposition 11.3.1. 
Lemma 12.0.9 Let J ⊳ C〈(xi)i∈I〉, |I| < ∞, be a proper homogeneous ideal.
Let SXJ be the XJ -shift representation, and define T = (Ti)i∈I by Ti = S
XJ (ei),
i ∈ I. If p ∈ C〈x〉 is a homogeneous polynomial, then p(T ) = 0 if and only if
p ∈ J .
Proof. The “if” part follows from Theorem 12.0.8. For the “only if” part, let
p /∈ J be a homogeneous polynomial of degree n. Applying p(T ) to the vacuum
vector Ω, we have
p(T )Ω = Pp(e),
where P is the orthogonal projection of E⊗n onto XJ(n). But as p /∈ J , p(e) is
not in E⊗n ⊖XJ(n) = kerP , thus Pp(e) 6= 0. In particular, p(T ) 6= 0. 
We have the following noncommutative projective Nullstellansatz.
Theorem 12.0.10 Let H be a fixed infinite dimensional separable Hilbert space.
Let J be a homogeneous ideal in C〈(xi)i∈I〉, with |I| <∞. Then
I(Z(J)) = J.
In particular, Z(J) = {0 = (0, 0, . . .)} if and only if J is the ideal generated by
all the xi, i ∈ I.
Proof. I(Z(J)) ⊇ J is immediate. To see the converse, first note that equality
is obvious when J = C〈x〉, so we may assume that J is proper. Also note
that since J is homogeneous Z(J) is scale invariant. From this it follows that
I(Z(J)) is also a homogeneous ideal. Indeed, if h, g ∈ H , and p(x) =∑α cαxα ∈
I(Z(J)), then for all λ ∈ C one has for every tuple T = (Ti)i∈I ∈ Z(I),
0 = 〈p(λT )h, g〉 =
∑
k
∑
|α|=k
cα〈Tαh, g〉
λk,
and since a nonzero univariate polynomial has only finitely many zeros, it follows
the homogeneous components of p are all in I(Z(J)).
Assume now that p is a homogeneous polynomial not in J . Let SXJ be the
XJ -shift representation, and define T = (Ti)i∈I by Ti = S
XJ (ei), i ∈ I. It is
clear that B(H)I contains some unitarily equivalent copy of T , which we also
denote by T . By Theorem 12.0.8, T ∈ Z(J). But by Lemma 12.0.9, p(T ) 6= 0,
so p /∈ I(Z(J)). This completes the proof. 
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Chapter 13
Universality of the shift:
universal algebras and
models
In [5], Arveson established a model for commuting, row-contractive tuples. Us-
ing an idea from that paper that appeared also in [14] and [19] – an idea that
rests upon Popescu’s “Poisson Transform” introduced in [46] (and pushed for-
ward in [40] and [47]) – we construct below a model for representations of
subproduct systems. Roughly speaking, we will show that every representation
of a subproduct system X is a piece of a scaled inflation of the shift. Our model
should be compared with a similar model obtained by Popescu in [47]. We
will also see below that the operator algebra generated by the shift SX is the
universal operator algebra generated by a representation of X .
We continue to use the notation set in the previous chapter. Let X be a
standard subproduct system of Hilbert spaces over N, to be fixed throughout
this section. Let pn : E
⊗n → X(n) be the projections. Denote E = X(1). Let
{ei}i∈I be an orthonormal basis for E, fixed once and for all.
We denote the standard X-shift tuple by SX = (SXi )i∈I , and we denote the
standard X-shift representation of X on FX by S
X . We consider FX to be a
subspace of the full Fock space F, we denote the full shift by S = (Si)i∈I , and
we denote the full shift representation of F on F := FF by S.
Given a representation T : X → B(H), we will write T = (Ti)i∈I for the
tuple (T (ei))i∈I .
We denote by AX the unital algebra
AX := span{SXα : α ∈ F+I }.
We denote by EX the operator system
EX := spanAXA∗X ,
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and by TX = C∗(SX) the C∗-algebra generated by SXi , i ∈ I and IFX . We
denote by K(FX) the algebra of compact operators on FX
If T and U are two representations of X on Hilbert spaces H and K, respec-
tively, then we define
T ⊕ U
to be the representation of X on H ⊕K given by (T ⊕ U)(x) = T (x) ⊕ U(x).
We also define
T ⊗ IK
to be the representation of X on H ⊗K given by (T ⊗ IK)(x) = T (x)⊗ IK .
13.1 Popescu’s “Poisson Transform”
After obtaining the results of this section, we discovered that they were ob-
tained earlier by Gelu Popescu [47]. We are presenting them here since they are
important for the sequel.
Proposition 13.1.1 K(FX) ⊆ EX .
Proof. By the definition of representation, we have that S(eα) = S
α. By
Definition 10.1.4 and the remarks following it, we have that Sα∗
∣∣
FX
=
(
SX
)α∗
for all α. Let x ∈ X(n). Let |α| = k. If n < k then (SX)α∗ x = 0. If n ≥ k,
then since X(n) ⊆ X(k) ⊗ X(n − k), we may write x = ∑i xik ⊗ xim, where
xik ∈ X(k), xim ∈ X(m), and m = n− k. We have then
SX
α∗
x = Sα∗
∑
i
xik ⊗ xim =
∑
i
〈eα, xik〉xim ∈ X(m). (13.1.1)
We then have for x ∈ X(n):I − ∑
|α|=k
SX
α
SX
α∗
 x = {x, n < k
x−∑|α|=k SXα∑i〈eα, xik〉xim, n ≥ k .
But
∑
|α|=k
SX
α∑
i
〈eα, xik〉xim =
∑
|α|=k
pn
(∑
i
〈eα, xik〉eα ⊗ xim
)
= pn
∑
i
∑
|α|=k
〈eα, xik〉eα ⊗ xim

= pn
(∑
i
xik ⊗ xim
)
= x.
155
We thus conclude that I −∑|α|=k SXαSXα∗ = PW , where W = C ⊕ X(1) ⊕
· · · ⊕X(k − 1). In particular,
I −
∑
i∈I
SXi
(
SX
)∗
i
= PC. (13.1.2)
Equations (13.1.1) and (13.1.2) give
(SX)β
(
I −
∑
i∈I
SXi
(
SX
)∗
i
)
SX
α∗
x = p|β|〈eα, x〉eβ .
As the elements p|β|eβ span FX , it follows that K(FX) ⊆ EX . 
Given a representation T of X on a Hilbert space H and given an integer
m ∈ N, we denote by m · T the representation
m · T : X → B(H ⊕H ⊕ · · · ⊕H︸ ︷︷ ︸
m times
)
given by m · T (x) = T (x)⊕ T (x)⊕ · · · ⊕ T (x)︸ ︷︷ ︸
m times
. T is a row contraction (i.e.,∑
i∈I TiT
∗
i ≤ IH) if and only if T is completely contractive. When T is a row
contraction the defect operator ∆(T ) is defined as
∆(T ) = I −
∑
i∈I
TiT
∗
i ,
and the Poisson Kernel [46] associated with T is the family of isometries
{Kr (T )}0≤r<1
Kr (T ) : H → F⊗H,
given by
Kr (T )h =
∑
α∈F+
I
eα ⊗
(
r|α|∆(rT )1/2Tα∗h
)
.
(See the beginning of [46, Section 8] for the remark that T has “property (P)”,
and [46, Lemma 3.2] for the fact that these are isometries). When it makes
sense, we also define K1 (T ) by the same formula with r = 1. The Poisson
transform is then defined as a map
Φ = ΦT : C
∗(S)→ B(H)
Φ(a) = ΦT (a) = lim
rր1
Kr (T )
∗
(a⊗ I)Kr (T ) .
By [46, Theorem 3.8], Φ is a unital, completely positive, completely contractive,
satisfies
Φ(SαSβ∗) = TαT β∗,
and is multiplicative on Alg(S, IF), the algebra generated by S and IF (Φ is in
fact an Alg(S, IF)-morphism).
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Theorem 13.1.2 Let T be a c.c. representation of X on H. There exists a
unital, completely positive, completely contractive map
Ψ : EX → B(H)
that satisfies
Ψ
(
(SX)α(SX)β∗
)
= TαT β∗ , α, β ∈ F+I
and
Ψ(ab) = Ψ(a)Ψ(b) , a ∈ AX , b ∈ EX . (13.1.3)
Proof. By the lemma below, the range of Kr (T ) is contained in FX ⊗H for
all 0 ≤ r < 1, thus
(PFX ⊗ IH)Kr (T ) = Kr (T ) .
We may then define
Ψ(T )(
(
(SX)α(SX)β∗
)
) = lim
rր1
Kr (T )
∗ ((
(SX)α(SX)β∗
)⊗ I)Kr (T )
(∗) = lim
rր1
Kr (T )
∗
((
SαSβ∗
)
⊗ I
)
Kr (T )
= TαT β∗,
where in (*) we have made use of the coinvariance of FX under S. This obviously
extends to the desired map on EX . 
Lemma 13.1.3 Kr (T )H ⊆ FX ⊗H.
Proof. Let h ∈ H . It suffices to show that for all n ∈ N, the element∑
|α|=n
eα ⊗
(
rn∆(rT )1/2Tα∗h
)
= (I ⊗ rn∆(rT )1/2)
∑
|α|=n
eα ⊗ (Tα∗h)
is in X(n)⊗H . However, X(n)⊗H (considered as a subspace of E⊗n ⊗H) is
reduced by (I ⊗ rn∆(rT )1/2), so it is enough to show that
ξ :=
∑
|α|=n
eα ⊗ (Tα∗h) ∈ X(n)⊗H.
Let x ∈ E⊗n ⊖X(n) and g ∈ H . The proof will be completed by showing that
〈ξ, x⊗ g〉 = 0.
〈ξ, x⊗ g〉 =
∑
|α|=n
〈eα ⊗ T (eα)∗h, x⊗ g〉
=
∑
|α|=n
〈eα, x〉〈h, T (eα)g〉
=
〈
h, T
∑
|α|=n
〈eα, x〉eα
 g〉
= 〈h, T˜ n(x⊗ g)〉,
and by Proposition 11.3.1, the last expression in this chain of equalities is 0. 
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13.2 The universal algebra generated by a tuple
subject to homogeneous polynomial iden-
tities
Theorem 13.2.1 J ⊳ C〈(xi)i∈I〉, be a homogeneous ideal. Then AXJ is the
universal unital operator algebra generated by a row contraction in Z(J), that
is: AXJ is a norm closed unital operator algebra generated by a tuple in Z(J),
(namely, (SXJi )i∈I), and if B ⊆ B(H) is another norm closed unital operator
algebra generated by a row contraction (Ti)i∈I ∈ Z(J), then there is a unique
unital and completely contractive homomorphism ϕ of AXJ onto B, such that
ϕ(SXJi ) = Ti for all i ∈ I.
Proof. This follows from Theorems 12.0.8 and 13.1.2. 
13.3 A model for representations: every com-
pletely bounded representation of X is a
piece of an inflation of SX
We will now construct a model for representations of subproduct systems. In [47,
Section 2], a similar but different model – that includes also a fully coisometric
part and not only the shift – has been obtained.
Theorem 13.3.1 Let T be a completely bounded representation of the subprod-
uct system X on a separable Hilbert space H, and let K be an infinite dimen-
sional, separable Hilbert space. Then for all r > ‖T ‖cb, T is unitarily equivalent
to a piece of
SX ⊗ rIK . (13.3.1)
Moreover, ‖T ‖cb is equal the infimum of r such that T is a piece of an operator
as in (13.3.1).
Proof. It is known that ‖T ‖cb = ‖(Ti)i∈I‖row, where Ti = T (ei). Thus if r >
r0 = ‖T ‖cb, then
∑
i∈I TiT
∗
i ≤ r20I < r2I. Put Wi = r−1Ti, so
∑
i∈IWiW
∗
i ≤
r20/r
2I. Then K1 (W ) is an isometry (it is equal to Kr0/r(r/r0W ), and r/r0W
is a row contraction). Thus we may define a map (as in the proof of Theorem
13.1.2)
Ψ : B(FX)→ B(H)
by
Ψ(a) = K1 (W )
∗
(a⊗ I)K1 (W ) .
Ψ is a normal completely positive unital map that satisfies
Ψ
(
(SX)α(SX)β∗
)
=WαW β∗ , α, β ∈ F+I .
Since Ψ is normal it has a normal minimal Stinespring dilation Ψ(a) = V ∗π(a)V ,
with π : B(FX)→ B(L) a normal ∗-homomorphism and V : H → L an isometry.
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It is well known that π is equivalent to a multiple of the identity representation.
Thus we obtain, up to unitary equivalence and after identifying H with V H ,
that r−1Ti = PHπ(S
X
i )PH = PH(S
X
i ⊗ IG)PH , for some Hilbert space G. To
see that T is a piece of SX ⊗ IG we need to show that (SXi ⊗ IG)∗
∣∣
H
= T ∗i for
all i ∈ I. In other words, we need to show that PHπ(SXi ) = PHπ(SXi )PH . But,
for all b ∈ EX ,
PHπ(S
X
i )π(b)PH = PHπ(S
X
i b)PH
= Ψ(SXi b)
(∗) = Ψ(SXi )Ψ(b)
= PHπ(S
X
i )PHπ(b)PH ,
where (*) follows from (13.1.3). By Proposition 13.1.1, the strong operator clo-
sure of EX is B(FX). PHπ(SXi ) = PHπ(SXi )PH now follows from the minimality
and normality of the dilation.
It is clear that r−1T is a also piece of SX ⊗ IK for every K with dimK ≥
dimG, so we may choose K to be infinite dimensional.
We want to show that necessarily dimK ≥ dimH . Since SX ⊗ IK is a
dilation of r−1T , IL−
∑
i∈I S
X
i (S
X
i )
∗⊗ IK is a dilation of IH −
∑
i∈I r
−2TiT
∗
i .
But the latter operator is invertible so it has rank dimH . Thus the rank of
PC ⊗ IK = IL −
∑
i∈I S
X
i (S
X
i )
∗ ⊗ IK , which is dimK, must be greater.
Now the final assertion is clear. 
We can now obtain a general von Neumann inequality.
Theorem 13.3.2 Let X be a subproduct system, and let T be a c.c. represen-
tation of X on a Hilbert space H. Let {e1, . . . , ed} be an orthonormal set in
X(1), and define Ti = T (ei) and S
X
i = S
X(ei) for i = 1, . . . , d. Then for every
polynomials p and q in d non commuting variables,
‖p(T1, . . . , Td)q(T1, . . . , Td)∗‖ ≤ ‖p(SX1 , . . . , SXd )q(SX1 , . . . , SXd )∗‖.
Proof. Since T is a piece of SX ⊗ rIK for all r > 1, we have
p(T1, . . . , Td)q(T1, . . . , Td)
∗ = P
(
p(rS1, . . . , rSd)q(rS1, . . . , rSd)
∗ ⊗ IK
)
P
for some projection P , and the result follows by taking rց 1. 
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Chapter 14
The operator algebra
associated to a subproduct
system
Let X be a subproduct system. Recall the definitions of AX and EX from the
beginning of Chapter 13. If {ei}i∈I is an orthonormal basis forX(1), then AX is
the unital operator algebra generated by (SXi )i∈I with S
X
i = S
X(ei). If {fi}i∈I
is another orthonormal basis then the tuple (SX(fi))i∈I is not necessarily uni-
tarily equivalent to (SXi )i∈I . For instance (with the above notation), if X and
{e1, e2} are as in Example 11.2.4, and
f1 =
1√
2
(e1 + e2) , f2 =
1√
2
(e1 − e2),
then SX1 , S
X
2 are partial isometries, whereas T1 = S
X(f1) and T2 = S
X(f2)
are not. Thus, the unitary equivalence of the row (SXi ) does not determine the
isomorphism class of the subproduct system X .
Proposition 14.0.3 Let X and Y be two subproduct systems with X(1) = E
and Y (1) = F . Assume that {ei}i∈I is an orthonormal basis for E and that
{fi}i∈I is an orthonormal basis for F . Then the shifts (SXi )i∈I and (SYi )i∈I are
unitarily equivalent as rows (i.e., there exists a unitary V : FX → FY such that
V SXi = S
Y
i V for all i ∈ I), if and only if there is an isomorphism of subproduct
systems W : X → Y such that Wei = fi for all i ∈ I.
Proof. If X and Y are isomorphic with the isomorphism W sending ei to fi,
then define a unitary V : FX → FY by
V =
⊕
n∈N
W
∣∣
X(n)
.
V SXi = S
Y
i V follows from the properties of W . Conversely, a unitary V in-
tertwining SX and SY must send ΩX to ΩY . Indeed, such a unitary must
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send {ΩX}⊥ (which is equal to ∨iImSXi ) onto a subspace of {ΩY }⊥ that has
codimension 1 in FY , thus it must send {ΩX}⊥ onto {ΩY }⊥. It follows that
V ΩX = ΩY . Thus, given a unitary V intertwining S
X and SY , we may define
W
∣∣X(n) : X(n)→ Y (n) by
WSXα Ω = V S
X
α Ω = S
Y
α Ω,
for all |α| = n, and it is easy to see that the maps W ∣∣
X(n)
assemble to form an
isomorphism of subproduct systems. 
In the example preceding the proposition, we saw how the shift “tuple”
(SX1 , S
X
2 ) depends essentially on the choice of basis in E. However, the closed
unital algebra generated by (SX1 , S
X
2 ) is isomorphic to the one generated by
(T1, T2). Similar remarks hold for EX and TX .
Example 14.0.4 Let X be the subproduct system given by X(0) = C, X(1) =
C2 and X(n) = 0 for all n ≥ 2. Let Y be the subproduct system given by
Y (0) = Y (1) = Y (2) = C and Y (n) = 0 for all n ≥ 3. Then since EX and
EY contain the compact operators on FX and FY (the Fock spaces), we have
EX = TX ∼=M3(C) ∼= TY = EY .
On the other hand, let {e1, e2} be an orthonormal basis for X(1). Then if
Ω is the vacuum vector, then AX is generated by SX(Ω) = I, SX(e1), SX(e2).
In the base {Ω, e1, e2} for FX , these operators have the form1 0 00 1 0
0 0 1
 ,
0 0 01 0 0
0 0 0
 ,
0 0 00 0 0
1 0 0
 .
Thus,
AX ∼=

a 0 0b a 0
c 0 a
∣∣∣a, b, c ∈ C
 .
On the other hand, AY is generated by
I =
1 0 00 1 0
0 0 1
 , SY (f1) =
0 0 01 0 0
0 1 0
 , (SY (f1))2 =
0 0 00 0 0
1 0 0
 ,
where {f1} is an orthonormal basis for Y (1). Thus
AY ∼=

a 0 0b a 0
c b a
∣∣∣a, b, c ∈ C
 .
So AX ≇ AY (in AX the solutions of T 2 = 0 form a two dimensional subspace,
and in AY they form a one dimensional subspace).
For every subproduct system X there exists a unique completely contractive
multiplicative linear functional ρ0 : EX → C that sends λI to λ and SXα to
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0 when |α| > 0. The existence of ρ0 follows from Theorem 13.1.2 (using the
Poisson Transform), but it is also clear that ρ0 is just the vector state associated
with the vacuum vector ΩX :
ρ0(T ) = 〈TΩX ,ΩX〉 , T ∈ AX .
ρ0 can be considered also as a conditional expectation ρ0 : AX → C · ΩX ,
inducing a direct sum
AX = ρ0AX ⊕ ker ρ0 = C · I ⊕
∑
i
SXi AX . (14.0.1)
AX contains a dense graded subalgebra, with the homogeneous elements of
degree n being SX(ξ), where ξ ∈ X(n).
Lemma 14.0.5 Let ϕ : AX → AY be an isometric isomorphism. Then ϕ is
unital.
Proof. A theorem of Arazy and Solel [1] implies that an isometric map
between AX and AY must send I ∈ AX to an isometry in AX ∩A∗X . It follows
that ϕ(I) = cI, |c| = 1. But since ϕ is a homomorphism, then c = 1. 
Lemma 14.0.6 For all n ∈ N, ξ ∈ X(n)
‖SX(ξ)‖ = ‖SX(ξ)ΩX‖ = ‖ξ‖.
Proof. Because SX(ξ) maps the orthogonal summands X(k) of FX into
the orthogonal summands X(k + n), it suffices to show that for all η ∈ X(k),
‖SX(ξ)η‖ ≤ ‖ξ‖‖η‖ (because SX(ξ)ΩX = ξ). Now, SX(ξ)η = pXn+k(ξ⊗ η), thus
‖SX(ξ)η‖2 ≤ ‖ξ ⊗ η‖2 = ‖ξ‖2‖η‖2.

Lemma 14.0.7 Let ϕ : AX → AY be an isometric isomorphism that preserves
the direct sum decomposition (14.0.1). Then ϕ preserves the grading: if ξ ∈
X(n) then ϕ(SX(ξ)) is in the norm closure of span{SY (η) : η ∈ Y (n)}.
Proof. Since ϕ is a homomorphism, it suffices to show, say, that ϕ(SX1 ) has
“degree one”, that is, it is in the norm closure of span{SY (η) : η ∈ Y (1)}.
By assumption, we may write ϕ(SX1 ) =
∑
i aiS
Y
i + T , with T in the closure of
span{SY (η) : η ∈ Y (n), n ≥ 2}. But ϕ−1(∑i aiSYi +T ) = SX1 , and ϕ−1(T ) is in
the norm closure of span{SX(ξ) : η ∈ X(n), n ≥ 2}, so ϕ−1(∑i aiSYi ) = SX1 +B,
with B = −ϕ−1(T ) (note that ϕ−1 also preserves the direct sum decomposition
(14.0.1)).
If T = 0 then we are done, so assume T 6= 0. Then B 6= 0, also. But
1 = ‖SX1 ‖ = ‖SX1 ΩX‖ < ‖(SX1 +B)ΩX‖ ≤ ‖SX1 +B‖ = ‖
∑
i
aiS
Y
i ‖,
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and at the same time
‖
∑
i
aiS
Y
i ‖ = ‖
∑
i
aiS
Y
i ΩY ‖ < ‖(
∑
i
aiS
Y
i +T )ΩY ‖ ≤ ‖
∑
i
aiS
Y
i +T ‖ = ‖SX1 ‖ = 1.
From T 6= 0 we arrived at 1 < 1, thus T = 0. 
Theorem 14.0.8 X ∼= Y if and only if AX and AY are isometrically isomor-
phic with an isomorphism that preserves the direct sum decomposition (14.0.1),
and this happens if and only if AX and AY are isometrically isomorphic with a
grading preserving isomorphism. In fact, if ϕ : AX → AY is a grading preserv-
ing isometric isomorphism then there is an isomorphism V : X → Y such that
for all T ∈ AX , ϕ(T ) = V TV ∗.
Proof. X ∼= Y impliesAX ∼= AY because these algebras are then generated
by unitarily equivalent tuples.
For the converse, we will assume that X and Y are standard subproduct
systems. The isomorphism V : X → Y is defined on the fiber X(n) by
V (ξ) = V (SX(ξ)ΩX) = ϕ(S
X(ξ))ΩY , ξ ∈ X(n).
If it is well defined, then it is onto. Lemma 14.0.6 shows that V is an isometry
on the fibers:
‖SX(ξ)ΩX‖ = ‖SX(ξ)‖ = ‖ϕ(SX(ξ))‖ = ‖ϕ(SX(ξ))ΩY ‖.
Lemma 14.0.7 implies that V (ξ) sits in Y (n). V respects the subproduct struc-
ture: if m,n ∈ N, ξ ∈ X(n), η ∈ X(m), then
V pXm,n(ξ ⊗ η) = V SX(pXm,n(ξ ⊗ η))ΩX
= ϕ(SX(pXm,n(ξ ⊗ η)))ΩY
= ϕ(SX(ξ)SX(η))ΩY
= ϕ(SX(ξ))ϕ(SX(η))ΩY
(∗) = pYm,n
(
ϕ(SX(ξ))ΩY ⊗ ϕ(SX(η))ΩY
)
= pYm,n(V (ξ)⊗ V (η)).
(*) follows from the facts SY (y)ΩY = y and S
Y (y1)S
Y (y2)ΩY = S
Y (pYm,n(y1 ⊗
y2))ΩY = p
Y
m,n(y1 ⊗ y2) = pYm,n(SY (y1)ΩY ⊗ SY (y2)ΩY ).
Finally, let us show that for all T ∈ AX , ϕ(T ) = V TV ∗. What we mean by
this is that for all ξ ∈ X , ϕ(SX(ξ)) = V SX(ξ)V ∗. Let ϕ(SX(η))ΩY = V (η) be
a typical element in FY .
V SX(ξ)V ∗ϕ(SX(η))ΩY = V S
X(ξ)η
= V pX(ξ ⊗ η)
= ϕ(SX(pX(ξ ⊗ η)))ΩY
= ϕ(SX(ξ)SX(η))ΩY
= ϕ(SX(ξ))ϕ(SX(η))ΩY ,
This completes the proof. 
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Chapter 15
Classification of the
universal algebras of
q-commuting tuples
Definition 15.0.9 A matrix q is called admissible if qii = 0 and 0 6= qij = q−1ji
for all i 6= j.
15.1 The q-commuting algebras Aq and their uni-
versality
Let {e1, . . . , ed} be an orthonormal basis for E := Cd, to be fixed (together with
d) throughout this section. Let q ∈Md(C) be an admissible matrix, and let Xq
be the maximal standard subproduct system with fibers
Xq(1) = E , Xq(2) = E ⊗ E ⊖ span{ei ⊗ ej − qijej ⊗ ei : 1 ≤ i, j ≤ d, i 6= j}.
When qij = 1 for all i < j, then Xq is the symmetric subproduct system SSP .
The Fock spaces FXq have been studied in [19].
For brevity, we shall write Sqi instead of S
Xq
i . We denote by Aq the al-
gebra AXq . By Theorem 13.2.1, the algebra Aq is the universal norm closed
unital operator algebra generated by a row contraction (T1, . . . , Td) satisfying
the relations
TiTj = qijTjTi , 1 ≤ i < j ≤ d.
15.2 The character space of Aq
LetMq be the space of all (contractive) multiplicative and unital linear function-
als on Aq, endowed with the weak-∗ topology. We shall call Mq the character
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space of Aq. Every ρ ∈ Mq is uniquely determined by the d-tuple of complex
numbers (x1, . . . , xd), where xi = ρ(S
q
i ) for i = 1, . . . , d. Since a contractive lin-
ear functional is completely contractive, (x1, . . . , xd) must be a row contraction,
that is, |x1|2 + . . . + |xd|2 ≤ 1. In other words, (x1, . . . , xd) is in the unit ball
Bd of Cd. The multiplicativity of ρ implies that (x1, . . . , xd) must lie inside the
set
Zq := {(z1, . . . , zd) ∈ Bd : (1− qij)zizj = 0, 1 ≤ i < j ≤ d}.
Conversely, Theorem 13.2.1 implies that every (x1, . . . , xd) ∈ Zq gives rise
to a character ρ ∈Mq that sends Sqi to xi. Thus the map
Mq ∋ ρ 7→ (ρ(Sq1), . . . , ρ(Sqd)) ∈ Zq
is injective and surjective. It is also obviously continuous (with respect to the
weak-∗ and standard topologies). Since Mq is compact, we have the homeo-
morphism
Mq ∼= Zq. (15.2.1)
Note that the vacuum state ρ0 corresponds to the point 0 ∈ Zq ⊂ Cd.
When qij = 1, the condition (1 − qij)zizj = 0 is trivially satisfied, so when
qi,j = 1 for all i, j, then Zq is the unit ball Bd. When qij 6= 1, the condition is
that either zi = 0 or zj = 0. Thus, if for all i, j, qij 6= 1, then Zq is the union of
d discs glued together at their origins.
15.3 Classification of the Aq, qij 6= 1
Given a permutation σ (on a set with d elements), let Uσ be the matrix that
induces the same permutation on the standard basis of Cd.
Proposition 15.3.1 Let q and r be two admissible d × d matrices. Assume
that there is a permutation σ ∈ Sd such that r = UσqU−1σ , and let λ1, . . . , λd be
any complex numbers on the unit circle. Then the map
ei 7→ λieσ(i) (15.3.1)
extends to an isomorphism of Xq onto Xr, and thus the map
Sqi 7→ λiSrσ(i)
extends to a completely isometric isomorphism between Aq and Ar.
Proof. For all n, the map (15.3.1) extends to a unitary Vn of E
⊗n. For n = 2,
this unitary sends ei ⊗ ej − qijej ⊗ ei to λiλjeσ(i) ⊗ eσ(j) − λiλjqijeσ(j) ⊗ eσ(i).
But r = UσqU
−1
σ implies rσ(i)σ(j) = qij , thus
V2 : ei ⊗ ej − qijej ⊗ ei 7→ λiλjeσ(i) ⊗ eσ(j) − λiλjrσ(i)σ(j)eσ(j) ⊗ eσ(i),
so V2 is a unitary between Xq(2) and Xr(2) that respects the product. By
induction, it follows that V = {Vn
∣∣
Xq(n)
}n is an isomorphism of subproduct
systems. The final assertion follows from Proposition 14.0.3. 
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Theorem 15.3.2 Let q and r be two admissible d×d matrices such that qij , rij 6=
1 for all i, j. Then Xq is isomorphic to Xr if and only if there is a permutation
σ ∈ Sd such that r = UσqU−1σ . In this case the isomorphisms are precisely those
of the form
ei 7→ λieσ(i),
where λ1, . . . , λd are any complex numbers on the unit circle, and σ is such that
r = UσqU
−1
σ .
Proof. One direction is Proposition 15.3.1, so assume that there is an isomor-
phism of subproduct systems V : Xq → Xr. Let fi := V −1ei. There is a d× d
unitary matrix U = (uij) such that fi =
∑
j uijej . As V is an isomorphism of
subproduct systems, we have for all i 6= j
V p
Xq
2 (fi ⊗ fj − rijfj ⊗ fi) = pXr2 (ei ⊗ ej − rijej ⊗ ei) = 0,
thus
(
∑
k
uikek)⊗(
∑
l
ujlel)−rij(
∑
k
ujkek)⊗(
∑
l
uilel) ∈ span{em⊗en−qmnen⊗em : m 6= n},
or∑
k,l
(uikujl− rijujkuil)ek⊗ el ∈ span{em⊗ en− qmnen⊗ em : m 6= n}. (15.3.2)
The coefficients of the vectors ek ⊗ ek in the sum above must vanish, thus
uikujk − rijujkuik = 0 for all i 6= j. Since rij 6= 1, we must have ujkuik = 0
for all k and all i 6= j. Thus the unitary matrix U has precisely one nonzero
element in each column, and it therefore must be of the form U−1σ D, where D
is a diagonal unitary matrix.
Equation (15.3.2) becomes
uiσ(i)ujσ(j)eσ(i)⊗eσ(j)−rijujσ(j)uiσ(i)eσ(j)⊗eσ(i) ∈ span{em⊗en−qmnen⊗em : m 6= n},
but this can only happen if
uiσ(i)ujσ(j)eσ(i) ⊗ eσ(j) − rijujσ(j)uiσ(i)eσ(j) ⊗ eσ(i)
is proportional to
eσ(i) ⊗ eσ(j) − qσ(i)σ(j)eσ(j) ⊗ eσ(i),
that is uiσ(i)ujσ(j)qσ(i)σ(j) = ujσ(j)uiσ(i)rij , or rij = qσ(i)σ(j) . Replacing σ with
σ−1, the proof is complete. 
Corollary 15.3.3 Let q be an admissible d × d matrix such that there is no
permutation σ ∈ Sd such that q = UσqU−1σ . Assume that qij 6= 1 for all i, j.
Then the only automorphisms of Xq are unitary scalings of the basis {e1, . . . , ed}.
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Theorem 15.3.4 Let q and r be two admissible d×d matrices such that qij , rij 6=
1 for all i, j. Then Aq is isometrically isomorphic to Ar if and only if there
is a permutation σ ∈ Sd such that r = UσqU−1σ . In this case the isometric
isomorphisms between Aq and Ar are precisely those of the form
Sqi 7→ λiSrσ(i),
where λ1, . . . , λd are any complex numbers on the unit circle.
Proof. If r = UσqU
−1
σ , then by Proposition 15.3.1 and Theorem 14.0.8 Aq
and Ar are isomorphic (with an isomorphism that preserves the direct sum
decomposition (14.0.1)).
Conversely, assume that ϕ : Aq → Ar is a completely isometric isomorphism.
Then ϕ induces a homeomorphism between Mr and Mq by ρ 7→ ρ ◦ ϕ. Recall
thatMq andMr are both homeomorphic to d discs glued together at the origin.
Thus the homeomorphism ρ 7→ ρ ◦ ϕ must take ρ0 of Xr to ρ0 of Xq, because
these are the unique points in Mr and Mq, respectively, that when removed
from Mr and Mq leave d disconnected punctured discs. Thus ϕ sends the
vacuum state of Ar to the vacuum state of Aq, and must therefore preserve the
direct sum decomposition (14.0.1). By Theorem 14.0.8, there is an isomorphism
of subproduct systems V : Xq → Xr such that ϕ(•) = V • V ∗. By Theorem
15.3.2 we conclude that there is a permutation σ ∈ Sd such that r = UσqU−1σ .
It also follows that ϕ(Sqi ) = λiS
r
σ(i). 
Corollary 15.3.5 Let q be an admissible d × d matrix such that there is no
permutation σ ∈ Sd such that q = UσqU−1σ . Then the only isometric automor-
phisms of Aq are unitary scalings of the shift {Sq1 , . . . , Sqd}.
As a corollary of the above discussion we have:
Corollary 15.3.6 Let q and r be two admissible d × d matrices such that
qij , rij 6= 1 for all i, j. Then Aq is isometrically isomorphic to Ar if and only if
Xq ∼= Xr.
15.4 Xq and Aq, d = 2
In the particular case d = 2, we let a complex number q parameterize the spaces
Xq (we may allow also q = 0) defined to be the maximal standard subproduct
system with fibers
Xq(1) = C
2 , Xq(2) = C
2 ⊗ C2 ⊖ span{e1 ⊗ e2 − qe2 ⊗ e1}.
Since M1 ∼= B2, A1 is not isomorphic to any Aq with q 6= 1 (recall that when
q 6= 1, Mq is homeomorphic to two discs glued together at the origin). Thus
Theorem 15.3.4 gives:
Corollary 15.4.1 Assume that d = 2. Then Xq ∼= Xr if and only if Aq is
isometrically isomorphic to Ar, and either one of these happens if and only if
either r = q or r = q−1.
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Elias Katsoulis has pointed out to us that the above corollary also follows
from the techniques of [18].
The above result is reminiscent to the fact that two rotation algebras Aθ and
Aθ′ are isomorphic if and only if either e
2πiθ = e2πiθ
′
or (e2πiθ)−1 = e2πiθ
′
. One
cannot help but wonder whether one can draw a deeper connection between
these results then the superficial one, in particular, can the classification of
rotation algebras be deduced from the classification of the algebras Aq?
By Corollaries 15.3.3 and 15.3.5 we have the following.
Corollary 15.4.2 Let d = 2 and let q 6= 1. Then subproduct system Xq has no
automorphisms aside form the unitary scalings of the basis. The algebra Aq has
no isometric automorphisms other than unitary scalings of the generators.
On the other hand, a direct calculation shows that every unitary on C2 ex-
tends to an automorphism of X1, and thus induces a non-obvious automorphism
of A1.
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Chapter 16
Standard maximal
subproduct systems with
dimX(1) = 2 and dimX(2) = 3
Again, let {e1, . . . , ed} be an orthonormal basis for E := Cd. We will soon
turn attention to the case d = 2. For a matrix A ∈ Md(C), we define the
symmetric part of A to be As := (A+At)/2 and the antisymmetric part of A to
be Aa := (A−At)/2. Denote by XA the maximal standard subproduct system
with fibers
XA(1) = E , XA(2) = E ⊗ E ⊖ span

d∑
i,j=1
aijei ⊗ ej
 .
We will write SA for the shift SXA . We will also write AA for AXA .
Proposition 16.0.3 Let A,B ∈ Md(C). Then there is an isomorphism V :
XA → XB if and only if there exists λ ∈ C and a unitary d× d matrix U such
that B = λU tAU . In this case, U extends to the isomorphism V between XA
and XB by V1 = U .
Proof. Let V : XA → XB be an isomorphism of subproduct systems. There
is a d× d unitary matrix U = (uij) such that
fi := V1(ei) =
d∑
j=1
uijej .
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Then
0 = V1(p
X
2 (
∑
i,j
aijei ⊗ ej))
= pY2 (
∑
i,j
aijfi ⊗ fj),
so
∑
i,j aijfi ⊗ fj must be a spanning vector of span
{∑
i,j bijei ⊗ ej
}
. Writing
out fully what this means,
λ
∑
i,j
aij
∑
k,l
uikujlek ⊗ el =
∑
k,l
bklek ⊗ el
for some λ ∈ C, so
bkl = λ
∑
i,j
aijuikujl.
But the right hand side is precisely the kl-th element of λU tAU .
Conversely, assuming B = λU tAU , one can read the above argument from
finish to start to obtain an isomorphism V : XA → XB. 
We see that for XA and XB to be isomorphic the ranks of A and B must be
the same, as well as the ranks of their symmetric and anti-symmetric parts. For
example, if A is symmetric and B is not then XA ≇ XB, a result which may
not seem obvious at first glance.
Theorem 16.0.4 Assume that d = 2. Let A,B ∈M2(C) be any two matrices.
Then AA is isometrically isomorphic to AB if and only if XA ∼= XB, and this
happens if and only if there exists λ ∈ C and a unitary 2× 2 matrix U such that
B = λU tAU .
The proof of Theorem 16.0.4 will occupy the rest of this section. Denote
by MA the character space of AA, that is, the topological space of contractive
multiplicative and unital linear functionals on AA, endowed with the weak-∗
topology.
Lemma 16.0.5 The topology of MA depends on the rank r(As) of the sym-
metric part As of A:
1. If r(As) = 0 then MA ∼= B2, the unit ball in C2.
2. If r(As) = 1 then MA ∼= D, the unit disc in C.
3. If r(As) = 2 then MA is homeomorphic to two discs pasted together at
the origin.
Proof. We proceed similarly to the lines of 15.2. Every character ρ ∈
MA is uniquely determined by λ1 = ρ(SA1 ) and λ2 = ρ(SA2 ), which lie in B2.
Conversely, every (λ1, λ2) ∈ B2 that satisfies∑
i,j
aijλiλj = 0
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gives rise to a character ρ by defining λ1 = ρ(S
A
1 ) and λ2 = ρ(S
A
2 ). Thus,
MA ∼= VA :=
(λi, λj) ∈ B2 :∑
i,j
aijλiλj = 0
 .
Clearly, VA = VAs . However, every symmetric 2×2 matrix is complex congruent
to one of the following:
D0 =
(
0 0
0 0
)
, D1 =
(
1 0
0 0
)
or D2 =
(
1 0
0 1
)
,
i.e., there exists a nonsingular matrix T such that As = T tDiT , for i = r(A
s).
But then VAs = T
−1VDi
∼= VDi , so it remains to verify that VDi is homeomorphic
to the spaces listed in the statement of the lemma. 
Corollary 16.0.6 If r(As) 6= r(Bs) then AA ≇ AB .
We can use this corollary to break down the classification of the algebras
AA to the classification of the algebras AA with fixed r(As). The easiest case is
r(As) = 0, because then A is either the zero matrix or a multiple of
(
0 1
−1 0
)
,
and these two matrices give rise to non isomorphic algebras (these are the alge-
bras generated by the full and symmetric shifts, respectively).
The next easiest case is r(As) = 2.
Lemma 16.0.7 If A,B ∈ M2(C) and r(As) = r(Bs) = 2, then AA is isomet-
rically isomorphic to AB if and only if XA ∼= XB, and this happens if and only
if there exists λ ∈ C and a unitary 2 × 2 matrix U such that B = λU tAU .
Any isometric isomorphism between AA and AB arises as conjugation by the
subproduct system isomorphism arising from U .
Proof. In light of Theorem 14.0.8 and Proposition 16.0.3, it suffices to show
that any isometric isomorphism ϕ : AA → AB sends the vacuum state to the
vacuum state. But the vacuum state in MA and in MB corresponds to the
point where the two discs are glued together. Since ϕ induces a homeomorphism
between MB and MA, it must send the vacuum state to the vacuum state. 
Remark 16.0.8 In the previous section we have seen already that there is a
continuum of non-(isometrically)-isomorphic algebras AA and subproduct sys-
tems XA with r(A
s) = 2, namely the algebras Aq. One can see that these
algebras AA are not exhausted by the algebras Aq of the previous section. For
example, all the algebrasAA with A =
(
1 0
0 q
)
, with q > 0, are non-isomorphic,
and only for q = 1 is this algebra isomorphic to an Aq (in this case q = −1).
We now come to the trickiest case, r(As) = 1.
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Lemma 16.0.9 If A,B ∈ M2(C) are two symmetric matrices of rank 1, then
there exists λ ∈ C and a unitary 2 × 2 matrix U such that B = λU tAU , and
consequently XA ∼= XB and AA is isometrically isomorphic to AB.
Proof. We only have to prove the first assertion, and we may assume that
B =
(
1 0
0 0
)
. We may also assume that there is a unit vector v = (v1, v2)
t such
that A = vvt. Now let
U =
(
v1 v2
v2 −v1
)
.
Then
U tAU =
(
v1 v2
v2 −v1
)t
vvt
(
v1 v2
v2 −v1
)
=
(
v1 v2
v2 −v1
)t(
v1 0
v2 0
)
=
(
1 0
0 0
)
.

Below we will also need the following lemma.
Lemma 16.0.10 Let A be a 2 × 2 matrix for which r(As) = 1. Then there
exists one and only one q ≥ 0 for which there is a λ ∈ C and a unitary U such
that (
1 q
−q 0
)
= λU tAU.
Furthermore, if A is non-symmetric then A is congruent to the matrix(
1 1
−1 0
)
.
Proof. Direct verification, using Lemma 16.0.9 and the fact that congruations
preserve, up to a scalar, the anti-symmetric part. 
Let us write Aq for the matrix
Aq =
(
1 q
−q 0
)
.
By the above lemma, we may restrict attention only to the algebras AAq with
q ≥ 0.
Recall that the character space MAq of AAq is identified with the closed
unit disc D by
MAq ∋ ρ←→ ρ(SAq2 ) ∈ D.
We write ρz for the character that sends S
Aq
2 to z ∈ D. This identifies the
vacuum vector ρ0 with the point 0. Recall also that if ϕ : AAq → AAr is an
isometric isomorphism, then it induces a homeomorphism ϕ∗ : MAr → MAq
given by ϕ∗ρ = ρ ◦ ϕ. We write Fϕ for the homeomorphism D→ D induced by
ϕ, that is, Fϕ is the unique self map of D that satisfies
ϕ∗ρz = ρFϕ(z) , z ∈ D.
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Let us introduce the notation
O(0; q, r) = {Fϕ(0)
∣∣ϕ : AAq → AAr is an isometric isomorphism},
and
O(0; q) = O(0; q, q).
Lemma 16.0.11 Let q, r ≥ 0. If q 6= r then 0 does not lie in O(0; q, r).
Proof. Assume that 0 ∈ O(0; q, r). Then there is some isometric isomorphism
ϕ : AAq → AAq that preserves the character ρ0. It follows from Theorem 14.0.8
and Proposition 16.0.3 that, for some unitary 2× 2 matrix U and some λ ∈ C,
Aq = λU
tArU . But, as noted in Lemma 16.0.10, this is impossible if r 6= q. 
Lemma 16.0.12 The sets O(0; q, r) are invariant under rotations around 0.
Proof. For λ with |λ| = 1, write ϕλ for the isometric isomorphism mapping
S
Aq
i to λS
Aq
i (i = 1, 2). For b = Fϕ(0) ∈ O(0; q, r), consider ϕ ◦ ϕλ. We have
ρ0((ϕ◦ϕλ)(SAq2 )) = ρ0(ϕ(λSAq2 )) = λρ0(ϕ(SAq2 )) = λb. Thus λb ∈ O(0; q, r). 
Lemma 16.0.13 Let q, r ≥ 0. If q 6= r then AAq is not isometrically isomor-
phic to AAr .
Proof. Assume that ϕ : AAq → AAr is an isometric isomorphism. We
have ρ0 ◦ ϕ = ρb, with b = Fϕ(0), and Fϕ is a homeomorphism of D onto itself.
By definition, b ∈ O(0; q, r). By Lemma 16.0.11, b 6= 0. Denote C := {z :
|z| = |b|}. By Lemma 16.0.12, C ⊆ O(0; q, r). Consider C′ := F−1ϕ (C). We have
that C′ ⊆ O(0; r). C′ is a simply connected closed path in D that goes through
the origin. By Lemma 16.0.12, the interior of C′, int(C′), is in O(0; r). But then
Fϕ(int(C
′)) is the interior of C, and it is in O(0; q, r). But then 0 ∈ O(0; q, r),
contradicting Lemma 16.0.11. 
That concludes the proof of Theorem 16.0.4.
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Chapter 17
The representation theory
of Matsumoto’s subshift
C∗-algebras
In [34] Kengo Matsumoto introduced a class of C∗-algebras that arise from sym-
bolic dynamical systems called “subshifts” (we note that in the later paper [17]
Carlsen and Matsumoto suggest another way of associating a C∗-algebra with
a subshift. Here we are discussing only the algebras originally introduced in
[34]). These subshift algebras, as we shall call them, are strict generalizations
of Cuntz-Krieger algebras and have been extensively studied by Matsumoto, T.
M. Carlsen and others. For example, the following have been studied: criteria
for simplicity and pure-infiniteness; conditions on the underlying dynamical sys-
tems for subshift algebras to be isomorphic; the automorphisms of the subshift
algebras; K-theory of the subshift algebras; and much more. In this chapter we
will use the framework constructed in the previous chapters to give a complete
description of all representations of a subshift algebra when the subshift is of
finite type.
17.1 Subshifts and the corresponding subprod-
uct systems and C∗-algebras
Our references for subshifts are [34] and [16, Chapter 3].
Let I = {1, 2, . . . , d} be a fixed finite set. IZ is the space of all two-sided
infinite sequences, endowed with the product topology. The left shift (or simply
the shift) on IZ is the homeomorphism σ : IZ → IZ given by (σ(x))k = xk+1.
Let Λ be a shift invariant closed subset of IZ. By this we mean σ(Λ) = Λ. The
topological dynamical system (Λ, σ
∣∣
Λ
) is called a subshift. Sometimes Λ is also
referred to as the subshift.
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If W is a set of words in 1, 2, . . . , d, one can define a subshift by forbidding
the words in W as follows:
ΛW = {x ∈ IZ : no word in W occurs as a block in x}.
Conversely, every subshift arises this way: i.e., for every subshift Λ there exists
a collection of words W , called the set of forbidden words, such that Λ = ΛW .
In this context, if W can be chosen finite then Λ = ΛW is called a subshift of
finite type, or SFT for short. By replacing I if needed, we may always assume
that W has no words of length one. If W can be chosen such that the longest
word in W has length k+1 then Λ is called a k-step SFT. A 1-step SFT is also
called a topological Markov chain. A basic result is that every SFT is isomorphic
to a topological Markov chain ([16, Proposition 3.2.1]).
For a fixed subshift (Λ, σ
∣∣
Λ
), we set
Λk = {α : α is a word with length k occurring in some x ∈ Λ},
and Λl = ∪lk=0Λk, Λ∗ = ∪∞k=0Λk. With the subshift (Λ, σ
∣∣
Λ
) we associate a
subproduct system XΛ as follows. Let {ei}i∈I be an orthonormal basis of a
Hilbert space E. We define
XΛ(0) = C,
and for n ≥ 1 we define
XΛ(n) = span{eα : α ∈ Λn}.
We define a product Um,n : XΛ(m)⊗XΛ(n)→ XΛ(m+ n) by
Um,n(eα ⊗ eβ) =
{
eαβ, if αβ ∈ Λm+n
0, else.
Since Λm+n ⊆ Λm · Λn, XΛ is a standard subproduct system.
Definition 17.1.1 The C∗-algebra associated with a subshift (Λ, σ
∣∣
Λ
) is defined
as the quotient algebra
OΛ := OXΛ = TXΛ/K(FXΛ).
Remark 17.1.2 Just to prevent confusion: In [34], OΛ was defined as the quo-
tient by the compacts of the C∗-algebra generated by the “creation operators”
(that is, the X-shift) on FX , without using the language of subproduct systems.
17.2 Subproduct systems that come from sub-
shifts
Proposition 17.2.1 Let X be a standard subproduct system such that there is
an orthonormal basis {ei}i∈I of X(1), with I finite, such that
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1. Every X(n), n ≥ 1, is spanned by vectors of the form eα with |α| = n.
2. For all m,n ∈ N, |α| = n and eα ∈ X(n), implies that there is some
β, γ ∈ Im such that eβ ⊗ eα and eα ⊗ eγ are in X(m+ n).
Then there is a shift invariant closed subset Λ of IZ such that X = XΛ. X is the
maximal standard subproduct system with prescribed fibers X(1), X(2), . . . , X(k+
1) if and only if Λ is k-step SFT.
Proof. For all k ∈ N, define
Λ(k) = {α ∈ Ik : eα ∈ X(k)}.
For all m ∈ Z, k ∈ N, define the closed sets
Am,k = {x ∈ IZ : (xm, xm+1, . . . , xm+k−1) ∈ Λ(k)}.
Condition (2) implies that X(k) always contains a nonzero vector of the form
eα, |α| = k. That implies that the family {Am,k}m,k has the finite intersection
property. Indeed,
Am1,k1 ∩ Am2,k2 ⊇ AM,K 6= ∅,
where M = min{m1,m2}, K = max{m2 + k2,m1 + k1} −M . By compactness
of IZ we conclude that the closed set
Λ :=
⋂
m,k
Am,k
is non-empty. Λ is invariant under the left and the right shifts, so σ(Λ) = Λ, so
(Λ, σ
∣∣
Λ
) is a subshift. By condition (2), Λk = Λ(k). Condition (1) together with
the definition of XΛ now imply that X = XΛ.
The final assertion follows from the following facts, together with X = XΛ.
Fact number one:
E⊗n ⊖XΛ(n) = span{eα : α is a forbidden word of length n}.
Fact number two: X is the maximal standard subproduct system with pre-
scribed fibers X(1), . . . , X(k + 1) if and only if for every n > k + 1,
X(n) =
⋂
i+j=n
X(i)⊗X(j),
or in other words, if and only if
E⊗n ⊖X(n) =
∨
i+j=n
(
E⊗n ⊖ (X(i)⊗X(j)))
=
∨
i+j=n
(
E⊗i ⊗ (E⊗j ⊖X(j)) + (E⊗i ⊖X(i))⊗ E⊗j) .
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Fact number three: Λ is a k-step SFT if and only if for every n > k + 1,
{forbidden words of length n} =⋃
i+j=n
(Ii · {forbidden words of length j} ∪ {forbidden words of length i} · Ij) .
These facts assemble together to complete the proof. 
Not every subproduct system is isomorphic to one that comes from a sub-
shift. Indeed, in the symmetric subproduct system SSP (see Example 6.0.4)
for any basis {ei}i∈I of X(1), the product ei⊗ej for i 6= j is never in X(2), and
thus the images fi and fj of ei and ej in any isomorphic subproduct system X
can never be such that fi ⊗ fj is mapped isometrically to UX1,1(fi ⊗ fj). Thus
if SSP is isomorphic to XΛ for some subshift Λ, then Λ must be the subshift
containing only constant sequences. But such XΛ is clearly not isomorphic to
SSP .
As another example, the subproduct system X(0) = C, X(1) = C2, and
X(n) = 0 for n > 1, cannot be of the form XΛ for any Λ ⊆ IZ.
17.3 The representation theory of the C∗-algebra
associated with a subshift of finite type
Let Λ be a fixed subshift in IZ (with I = {1, 2, . . . , d}), and let X = XΛ be
the associated subproduct system. We will denote the X-shift by S (instead of
SX) to make some formulas more readable. Let Zi be the image of Si in the
quotient OΛ. We define for i ∈ I, k ∈ N the sets
Eki = {α ∈ Λk : iα ∈ Λ∗}.
Lemma 17.3.1 If Λ is a k-step SFT, then for all i ∈ I,
{γ ∈ Λ∗ : |γ| ≥ k, iγ ∈ Λ∗} = {αβ ∈ Λ∗ : α ∈ Eki , β ∈ Λ∗}.
Proof. Assume that γ ∈ Λ∗ is such that |γ| ≥ k and iγ ∈ Λ∗. Defining
α = γ1 · · · γk and β = γk+1 · · · γk+l, we have that γ = αβ where α ∈ Eki and
β ∈ Λ∗.
Conversely, if γ = αβ ∈ Λ∗ where α ∈ Eki and β ∈ Λ∗, then iγ must be in
Λ∗. Indeed, if not, then iγ must contain a forbidden word. But γ ∈ Λ∗, thus the
forbidden word must be in iα (since Λ is a k-step SFT). But that is impossible
because α ∈ Eki . 
Lemma 17.3.2 If Λ is a k-step SFT then for all i, j ∈ I, i 6= j,
S∗i Sj = 0,
and
S∗i Si =
∑
α∈Eki
SαSα∗ mod KX . (17.3.1)
Consequently, EX = TX .
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Proof. Since the Si are partial isometries with orthogonal ranges, we have
S∗i Sj = 0 for all i 6= j. Since KX ⊆ EX ⊆ TX (Proposition 13.1.1), EX = TX
will be established once we prove (17.3.1).
S∗i Si is the projection onto the initial space of Si. Call this space G. We
have
G = span{eα : α ∈ Λ∗ such that iα ∈ Λ∗}.
The space
G′ = span{eα : α ∈ Λ∗ such that iα ∈ Λ∗ and |α| ≥ k}
has finite codimension in G. But by Lemma 17.3.1,
G′ = {eαβ : αβ ∈ Λ∗, α ∈ Eki },
that is, G′ is spanned by eγ where γ runs through all legal words beginning with
some α ∈ Eki . Thus, G′ is the range of the projection
∑
α∈Eki
SαSα
∗
. Since G′
has finite codimension in G, we have (17.3.1). 
Proposition 17.3.3 For every subshift Λ, the d-tuple Z = (Z1, . . . , Zd) satis-
fies the following relations:
p(Z) = 0 , for all p ∈ IXΛ , (17.3.2)
Z∗i Zj = 0 , for all i, j ∈ I , i 6= j, (17.3.3)
and
d∑
i=1
ZiZ
∗
i = 1. (17.3.4)
In particular, Zi is a partial isometry for all i ∈ I. If Λ is a k-step SFT, the Z
also satisfies
Z∗i Zi =
∑
α∈Eki
ZαZα∗ , for all i ∈ I. (17.3.5)
Proof. The quotient map TX → OΛ is a ∗-homomorphism, so (17.3.2)
follows from Theorem 12.0.8. (17.3.3) and (17.3.5) follow from the previous
lemma, and (17.3.4) follows from equation (13.1.2). 
Theorem 17.3.4 Let Λ be a k-step SFT. Every unital representation π : OΛ →
B(H) is determined by a row-contraction T = (T1, . . . , Td) satisfying relations
(17.3.2)-(17.3.5) such that π(Zi) = Ti for all i ∈ I. Conversely, every row
contraction in B(H)d satisfying the relations (17.3.2)-(17.3.5) gives rise to a
unital representation π : OΛ → B(H) such π(Zi) = Ti for all i ∈ I.
Proof. It is the second assertion that is non-trivial, and we will try to convince
that it is true. By Theorem 13.1.2, there is unital completely positive map
Ψ : EX → B(H)
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sending SαSβ∗ to TαT β∗. Since enough of the rank one operators on FX arise as
Sα(I −∑di=1 SiS∗i )Sβ∗ (see equation (13.1.2)), and because T satisfies (17.3.4),
we must have that Ψ(K) = 0 for everyK ∈ K(FX). By Lemma 17.3.2, EX = TX ,
and it follows that Ψ induces a positive and unital (hence contractive) mapping
π : OΛ → B(H)
that sends ZαZβ∗ to TαT β∗. Roughly speaking: π must be multiplicative
because Z and T satisfy the same relations. In more detail: every product
(ZαZβ∗)(Zα
′
Zβ
′∗) may be written, using the relations (17.3.2)-(17.3.5) as some
sum
∑
γ,δ Z
γZδ∗. The mapping π then takes this sum to
∑
γ,δ T
γT δ∗, and this
can be rewritten (using the same relations) as
(TαT β∗)(Tα
′
T β
′∗) = π(ZαZβ∗)π(Zα
′
Zβ
′∗).
This shows that
π
(
(ZαZβ∗)(Zα
′
Zβ
′∗)
)
= π(ZαZβ∗)π(Zα
′
Zβ
′∗),
and since the elements of the form ZαZβ∗ span OΛ, and since π is a positive
linear map, it follows that π is in fact a ∗-representation. 
Remark 17.3.5 Note that for Λ = IZ we recover the representation theory of
the Cuntz algebra.
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