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We ﬁnd the characteristic polynomials of adjacency and Laplacian
matrices of arbitrary unweighted rooted trees in term of vertex de-
grees, using the concept of the rooted product of graphs. Our result
generalizes a result of Rojo and Soto [O. Rojo, R. Soto, The spectra of
the adjacencymatrix and Laplacianmatrix for some balanced trees,
Linear Algebra Appl. 403 (2005) 97–117] on a special class of rooted
unweighted trees, namely the trees such that their vertices in the
same level have equal degrees.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and results
Computing characteristic polynomials of adjacency and Laplacian matrix of graphs is one of the
essential topics in the theory of graphs. Trees, which are acyclic connected graphs, are widely used
in various ﬁelds of sciences. A well known formula for the characteristic polynomial of a tree with n
vertices is
∑
i ciλ
n−i, where the odd coefﬁcients are zero, and the even coefﬁcients are given by the
rule that (−1)rc2r is the number of ways of choosing r disjoint edges in the tree (see [1, p. 49]). For a
rooted tree of three levels there is an exact formula for the characteristic polynomial of its adjacency
matrix in terms of vertex degrees (see for example [10]).
Let G be a simple graph. Throughout the paper A(G), D(G), and L(G) = D(G) − A(G), denote the
adjacency matrix, the diagonal matrix of vertex degrees, and the Laplacian matrix of G, respectively.
The characteristic polynomials of A(G) and L(G) are denoted by PG(λ) and QG(λ), respectively. Finally
we denote the spectrum of a matrixM by σ(M).
Let x1 be a vertex of degree 1 in the graph G and let x2 be the vertex adjacent to x1. Let G1 be the
induced subgraph obtained from G by deleting the vertex x1 and G2 be the induced subgraph obtained
from G by deleting the vertices x1 and x2. Then (see [2, p. 59])
∗ Corresponding author.
E-mail addresses: a-heydari@math.iut.ac.ir (A. Heydari), b.taeri@cc.iut.ac.ir (B. Taeri).
0024-3795/$ - see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2009.09.011
662 A. Heydari, B. Taeri / Linear Algebra and its Applications 432 (2010) 661–669
PG(λ) = λPG1(λ) − PG2(λ).
By iterating the above formula, the characteristic polynomial of a tree can easily be determined.
Recently computing characteristic polynomials of adjacency and Laplacianmatrices of some classes
of trees has been the object of many papers (see for example [5–9]). Rojo and Soto in [6] obtained
characteristic polynomials of adjacency and Laplacianmatrices of a special kind of rooted unweighted
trees, namely the trees such that their vertices in the same level have equal degrees.
In this paper we use the concept of rooted product of graphs and ﬁnd a recursive formula for
characteristic polynomials of adjacency and Laplacian matrices of arbitrary rooted unweighted trees,
in terms of vertex degrees. Let us recall rooted product of graphs. Suppose that G = {G1, G2, . . . , Gk}
is a sequence of k rooted graphs and H is a labelled graph on k vertices. The rooted product of H by
G, which is denoted by H(G), is obtained by identifying the root vertex of Gi with the ith vertex of H
(see [4]). In [3] the characteristic polynomials of A(H(G)) and L(H(G)) are computed, in terms of the
characteristic polynomials of the graphs H and Gi, i = 1, 2, . . . , k.
One can represent a rooted tree in terms of a suitable rooted product. In fact let T be a rooted tree of
k + 1 levels and G1, G2, . . . , Gn be rooted trees of k levels that are obtained by deletion the root vertex
of T . Then T = Sn+1(S1, G1, G2, . . . , Gn) is the rooted product of Sn+1 by {S1, G1, G2, . . . , Gn}, where Sm
is the star onm vertices (see Fig. 1).
In order to state the main results of the paper we need some notation. Let T be a rooted tree
of k levels. Suppose that nk−j+1, where j = 1, 2, . . . , k, is the number of vertices on level j and
dk−j+1,i, where i = 1, 2, . . . , nk−j+1, is the degree of the ith vertex of level j. If ej,i denotes the num-
ber of neighbors on level k − j + 2 of the ith vertex from the level k − j + 1 of T , where 2 j k,
then
ej,i =
{
dj,i if j = k,
dj,i − 1 if j /= k.
For j = 1, 2, 3, . . . , k, put mj,0 = 0 and for 1 r  nk−j+1 put mj,r = ek−j+1,1 + · · · + ek−j+1,r . In the
following theorem, we ﬁnd a recursive formula for the characteristic polynomial of the adjacency
matrix of a rooted tree of k levels.
Fig. 1. S4(S1, G1, G2, G3), where Sn+1 is the star on n vertices and G1, G2, G3 are arbitrary rooted trees.
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Theorem 1. Let T be a rooted tree of k levels. Suppose that P0,i = 1,where i = 1, 2, . . . , n1, and P1,i = λ,
where i = 1, 2, . . . , n2. If ej+1,r = 0we put Pj+1,r = λ,where j = 1, 2, . . . , k − 1 and 1 r  nj. In other
cases we put
Pj+1,r =
mj+1,r∏
i=1+mj+1,r−1
Pj,i
⎛
⎝λ − mj+1,r∑
i=1+mj+1,r−1
∏mj,i
s=1+mj,i−1 Pj−1,s
Pj,i
⎞
⎠ .
Then PT (λ) = Pk,1.
Using a similar argument as in the proof of Theorem 1, we can derive a recursive formula for
Laplacian polynomial of a rooted tree.
Theorem 2. Let T be a rooted tree of k levels. Suppose thatQ0,i = 1,where i = 1, 2, . . . , n1 andQ1,i = λ −
1, where i = 1, 2, . . . , n2. If ej+1,r = 0 we put Qj+1,r = λ − 1, where j = 1, 2, . . . , k − 1 and 1 r  nj.
In other cases we put
Qj+1,r =
mj+1,r∏
i=1+mj+1,r−1
Qj,i
⎛
⎝λ − dj+1,r −
mj+1,r∑
i=1+mj+1,r−1
∏mj,i
s=1+mj,i−1 Qj−1,s
Qj,i
⎞
⎠ .
Then QT (λ) = Qk,1.
2. Proofs
In this sectionwe prove Theorem 1. Alsowe state some corollaries and examples of Theorems 1 and
2. Let G = {G1, G2, . . . , Gk} be a sequence of k rooted graphs of order n1, n2, . . . , nk respectively, and H
be a labelled graph on k vertices. We shall use a suitable labelling of the vertices of H(G1, G2, . . . , Gk)
as follows. The root vertex of G1 has label 1 and the vertices of G1 have consecutive labels from 1 to
n1. The root vertex of G2 has label n1 + 1 and the vertices of G2 have consecutive labels from n1 + 1
to n1 + n2, . . ., and ﬁnally the root vertex of Gk has label n1 + n2 + · · · + nk−1 + 1 and the vertices
of Gk have consecutive labels from n1 + n2 + · · · + nk−1 + 1 to n1 + n2 + · · · + nk . Now let M1,1
denote the matrix obtained by deletion of the ﬁrst column and row of a matrix M, and put PGi(λ) =
det(λI − A(Gi)1,1),QGi(λ) = det(λI − L(Gi)1,1). IfGi is the graph of order 1 put PGi(λ) = QGi(λ) = 1.
Weneed the following theoremwhich is proved in [3, Theorem1] (the ﬁrst part of TheoremA is proved
by Godsil and McKay in [4]):
Theorem A. Let H and G1, G2, . . . , Gk , j = 1, 2, . . . , k, be simple graphs. If K = H(G1, G2, . . . , Gk) then
PK(λ) = (−1)k det(M), where
Mij =
⎧⎨
⎩
−PGi(λ) if i = j,
PGi(λ) if i /= j and A(H)ij = 1,
0 if i /= j and A(H)ij = 0,
1 i, j k, and QK(λ) = det(N), where
Nij =
⎧⎨
⎩
QGi(λ) if i = j,
QGi(λ) if i /= j and A(H)ij = 1,
0 if i /= j and A(H)ij = 0,
1 i, j k.
We also need the following lemma, which can be proved by an easy induction on n.
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Lemma 1. For i = 1, 2, . . . , n, let xi be an arbitrary variable. Then∣∣∣∣∣∣∣∣∣∣∣∣
x1 1 1 · · · 1
1 x2 0 · · · 0
1 0 x3 · · · 0
...
...
...
. . .
...
1 0 0 · · · xn
∣∣∣∣∣∣∣∣∣∣∣∣
n×n
=
n∏
i=1
xi −
n∑
i=2
n∏
j=2,j /=i
xj.
Now we are ready to prove a main result of the paper.
Proof of Theorem 1. We prove the assertion by induction on k. First let k = 2. Then T is a star on
n1 + 1 vertices and
PT (λ) = P2,1 =
n1∏
i=1
P1,i
(
λ −
n1∑
1
1
P1,i
)
= λn1−1(λ2 − n1).
Thus the assertion is true for k = 2. Suppose that the result is true for all positive integers which are
smaller than k. Suppose that T is a rooted tree of k levels. Let G1, G2, . . . , Gek be rooted trees with
root vertex degrees ek−1,1, ek−1,2, . . . ek−1,ek that are obtained by deletion the root vertex of T . Then
T = Sek+1(S1, G1, G2, . . . , Gek). Since
A(Sek+1) =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 1 · · · 1
1 0 0 · · · 0
1 0 0 · · · 0
...
...
...
. . .
...
1 0 0 · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎦
using the notation of Theorem A, we have
M11 = −PS1(λ) = −λ,
Mii = −PGi−1(λ), 2 i ek + 1,
M1j = PS1(λ) = 1, 2 j ek + 1,
Mi1 = PGi−1(λ), 2 i ek + 1.
Therefore by Theorem A and Lemma 1 we have
PT (λ) = (−1)ek+1
∣∣∣∣∣∣∣∣∣∣∣∣
−λ 1 1 · · · 1
PG1(λ) −PG1(λ) 0 · · · 0
PG2(λ) 0 −PG2(λ) · · · 0
...
...
...
. . .
...
PGek
(λ) 0 0 · · · −PGek (λ)
∣∣∣∣∣∣∣∣∣∣∣∣
= (−1)ek+1PG1(λ)PG2(λ) · · · PGek (λ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−λ 1 1 · · · 1
1 − PG1 (λ)
PG1 (λ)
0 · · · 0
1 0 − PG2 (λ)
PG2 (λ)
· · · 0
...
...
...
. . .
...
1 0 0 · · · − PGek (λ)
PGek
(λ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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= PG1(λ)PG2(λ) · · · PGek (λ)
⎛
⎝λ ek∏
i=1
PGi(λ)
PGi(λ)
−
ek∑
i=1
ek∏
j=1,j /=i
PGj(λ)
PGj(λ)
⎞
⎠
=
ek∏
i=1
PGi(λ)
⎛
⎝λ − ek∑
i=1
PGi(λ)
PGi(λ)
⎞
⎠ . (1)
By the induction hypothesis PGr (λ) = Pk−1,r , for 1 r  ek . Since PGr (λ) is the characteristic poly-
nomial of the graph which obtained by deleting the root vertex of Gr , for 1 r  ek , we have
PGr (λ) =
mk−1,r∏
s=1+mk−1,r−1
Pk−2,s.
In the special case if PGr (λ) = λ, using the notation of Theorem A, we have PGr (λ) = 1. Since in the
ﬁrst level of T there is one vertex, we have nk = 1,mk,1 = ek . Thus by replacing the last results in (1)
we obtain that
PT (λ) =
mk,1∏
i=1+mk,0
Pk−1,i
⎛
⎝λ − mk,1∑
i=1+mk,0
∏mk−1,i
s=1+mk−1,i−1 Pk−2,s
Pk−1,i
⎞
⎠ .
Therefore PT (λ) = Pk,1 and the Theorem is proved. 
Taking k = 3 in Theorem 1, we can obtain a well known formula, computed in [10], on the char-
acteristic polynomial of the adjacency matrix of a rooted tree of 3 levels. A rooted tree of 3 levels is
shown in Fig. 2.
Corollary 1. Let T be a rooted tree of 3 levels and n = e3,1. Then
PT (λ) = λ
∑n
i=1 e2,i−(n−1)
n∏
i=1
(
λ2 − e2,i
)⎛⎝1 − n∑
i=1
1
λ2 − e2,i
⎞
⎠ .
Proof. Put k = 3. By Theorem 1, PT (λ) = P3,1. For i = 1, 2, . . . , n2, P2,i = λe2,i−1(λ2 − e2,i) is the
characteristic polynomial of the star graph of order e2,i + 1 and for j = 1, 2, . . . , n1, P1,j = λ. Thus
if n = e3,1 denotes the degree of root vertex of T , then
Fig. 2. A rooted tree of 3 levels.
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PT (λ) =
n∏
i=1
P2,i
⎛
⎝λ − n∑
i=1
∏m2,i
s=1+m2,i−1 P1,s
P2,i
⎞
⎠
=
n∏
i=1
λe2,i−1(λ2 − e2,i)
⎛
⎝λ − n∑
i=1
λe2,i
λe2,i−1(λ2 − e2,i)
⎞
⎠
= λ∑ni=1 e2,i−(n−1)
n∏
i=1
(
λ2 − e2,i
)⎛⎝1 − n∑
i=1
1
λ2 − e2,i
⎞
⎠ .
This completes the proof. 
Nowsuppose T is a rooted tree of k levels and the vertices of T in the same level have equal degree. In
[8] Rojo andRobbiano, called such a tree a generalized Bethe tree. They denoted the class of generalized
Bethe trees of k levels by Bk . Rojo and Soto [6] computed the characteristic polynomial of adjacency
and Laplacian matrices of graphs in Bk . As a corollary of Theorem 1 we can compute Pβk(λ), where βk
is a generalized Bethe tree of k levels. If dk−j+1 denotes the vertex degree of vertices on level j in βk ,
then put
ej =
{
dj if j = k,
dj − 1 if j /= k.
Since the vertices on the jth level in βk have equal degree, Pj,1 = Pj,i, for all i = 2, . . . , nk−j+1. If Pj(λ)
denotes Pj,i, then by Theorem 1
Pj(λ) = Pej−1j−1 (λ)
(
λPj−1(λ) − ejPej−1j−2 (λ)
)
. (2)
Corollary 2. Let P0(λ) = 1, P1(λ) = λ and
Pj(λ) = λPj−1(λ) − ejPj−2(λ) for all j = 2, 3, . . . , k.
Then Pβk(λ) = Pk(λ)
∏k−1
j=1 P
nj−nj+1
j (λ).
Proof. The proof is done by using (2) and an easy induction on k. 
Now we state some corollaries of Theorem 2. First we ﬁnd an exact formula for the characteristic
polynomial of the Laplacian matrix of a rooted tree of 3 levels.
Corollary 3. Let T be a rooted tree of 3 levels and n = e3,1. The characteristic polynomial of the Laplacian
matrix of T is given by
QT (λ) = (λ − 1)
∑n
i=1 e2,i−n
n∏
i=1
(
λ2 − (2 + e2,i)λ + 1
)⎛⎝λ − n − n∑
i=1
λ − 1
λ2 − (2 + e2,i)λ + 1
⎞
⎠ .
Proof. By Theorem 2, we have to compute Q3,1. For j = 1, 2, . . . , n1, we have Q1,j = λ − 1 and for
r = 1, 2, . . . , n2 we have
Q2,r =
m2,r∏
i=1+m2,r−1
Q1,i
⎛
⎝λ − d2,r −
m2,r∑
i=1+m2,r−1
1
Q1,i
⎞
⎠
=
e2,r∏
i=1
(λ − 1)
⎛
⎝λ − e2,r − 1 −
e2,r∑
i=1
1
λ − 1
⎞
⎠
= (λ − 1)e2,r−1
(
λ2 − (2 + e2,i)λ + 1
)
.
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Now let n = e3,1 denotes the degree of root vertex of T . Thus
QT (λ) =
n∏
i=1
Q2,i
⎛
⎝λ − n − n∑
i=1
∏m2,i
s=1+m2,i−1 Q1,s
Q2,i
⎞
⎠
=
n∏
i=1
(λ − 1)e2,i−1
(
λ2 − (2 + e2,i) + 1
)
×
⎛
⎝λ − n − n∑
i=1
(λ − 1)e2,i
(λ − 1)e2,i−1(λ2 − (2 + e2,i) + 1)
⎞
⎠
= (λ − 1)∑ni=1 e2,i−n
n∏
i=1
(
λ2 − (2 + e2,i)λ + 1
)⎛⎝λ − n − n∑
i=1
λ − 1
λ2 − (2 + e2,i)λ + 1
⎞
⎠ .
So the proof is complete. 
Suppose that βk is a generalized Bethe tree of k levels. Since the vertices on the jth level in βk have
equal degree, Pj,1 = Pj.i, for all i = 1, 2, . . . , nk−j+1. If Pj(λ) denotes Pj,i, then by Theorem 2
Qj(λ) = Qej−1j−1 (λ)
(
(λ − dj)Qj−1 − ejQej−1j−2 (λ)
)
. (3)
Using (3) we can compute the characteristic polynomial of the Laplacian matrix of βk .
Corollary 4. Let Q0(λ) = 1,Q1(λ) = λ − 1 and
Qj(λ) = (λ − dj)Qj−1(λ) − ejQj−2(λ) for all j = 2, 3, . . . , k.
Then Qβk(λ) = Qk(λ)
∏k−1
j=1 Q
nj−nj+1
j (λ).
Proof. The proof can be done by using (3) and an easy induction on k. 
Fig. 3. A rooted tree of 4 levels.
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Example 1. Let T be a rooted tree of 4 levels as shown in Fig. 3. In T we have n1 = n2 = 6, n3 = 4,
n4 = 1 and e2,1 = e2,2 = e2,3 = 0, e2,4 = 1, e2,5 = 3, e2,6 = 2. The values of ei,j and the labelling of T
are shown in Fig. 3.
To compute the characteristic polynomial of the adjacency matrix of T , using Theorem 1, we must
calculate P4,1 = PT (λ). For vertices on the third level of T we have P2,1 = P2,2 = P2,3 = λ. By Theorem
1 we have
P2,4 = P1,1
(
λ − 1
P1,1
)
= λ2 − 1,
P2,5 = P1,2P1,3P1,4
(
λ − 1
P1,2
− 1
P1,3
− 1
P1,4
)
= λ2(λ2 − 3),
P2,6 = P1,5P1,6
(
λ − 1
P1,5
− 1
P1,6
)
= λ(λ2 − 2).
For vertices on the second level of T we have P3,1 = λ and
P3,2 = P2,1P2,2
(
λ − 1
P2,1
− 1
P2,2
)
= λ(λ2 − 2),
P3,3 = P2,3P2,4
(
λ − 1
P2,3
− P1,1
P2,4
)
= λ4 − 3λ2 + 1,
P3,4 = P2,5P2,6
(
λ − P1,2P1,3P1,4
P2,5
− P1,5P1,6
P2,6
)
= λ8 − 7λ6 + 11λ4.
Therefore PT (λ) can be computed as follows:
P4,1 = P3,1P3,2P3,3P3,4
(
λ − 1
P3,1
− P2,1P2,2
P3,2
− P2,3P2,4
P3,3
− P2,5P2,6
P3,4
)
= λ17 − 16λ15 + 95λ13 − 264λ11 + 351λ9 − 198λ7 + 34λ5.
To compute the characteristic polynomial of the Laplacian matrix of T , by Theorem 2, we have to
calculate Q4,1 = QT (λ). For vertices on the third level of T we have Q2,1 = Q2,2 = Q2,3 = λ − 1. By
Theorem 2 we have
Q2,4 = Q1,1
(
λ − 1 − 1
Q1,1
)
= λ2 − 2λ,
Q2,5 = Q1,2Q1,3Q1,4
(
λ − 3 − 1
Q1,2
− 1
Q1,3
− 1
Q1,4
)
= λ(λ − 4)(λ − 1)2,
Q2,6 = Q1,5Q1,6
(
λ − 2 − 1
Q1,5
− 1
Q1,6
)
= λ(λ − 1)(λ − 3).
For vertices on the second level of T we have
Q3,1 = λ − 1,
Q3,2 = Q2,1Q2,2
(
λ − 2 − 1
Q2,1
− 1
Q2,2
)
= λ(λ − 1)(λ − 3),
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Q3,3 = Q2,3Q2,4
(
λ − 2 − 1
Q2,3
− Q1,1
Q2,4
)
= λ(λ − 2)(λ2 − 4λ + 2),
Q3,4 = Q2,5Q2,6
(
λ − 2 − Q1,2Q1,3Q1,4
Q2,5
− Q1,5Q1,6
Q2,6
)
= λ(λ − 1)3(λ − 4)(λ3 − 7λ2 + 10λ − 2).
Therefore QT (λ) can be computed as follows:
Q4,1 = λ17 − 32λ16 + 455λ15 − 3804λ14 + 20866λ13 − 79394λ12 + 216174λ11
− 428560λ10 + 623610λ9 − 666420λ8 + 519469λ7 − 290878λ6 + 113966λ5
− 29950λ4 + 4930λ3 − 450λ2 + 17λ.
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