F ilters are a basic component of almost all signal processing and telecommunication systems. The primary functions of a filter are one or more of the followings: (a) to confine a signal into a prescribed frequency band or channel for example as in anti-aliasing filter or a radio channel selector, (b) to decompose a signal into two or more sub-band signals for sub-band signal processing, (c) to modify the frequency spectrum of a signal for example in audio graphic equalizers, and (d) to model the inputoutput relation of a system such as a mobile communication channel, voice production, musical instruments, telephone line echo, and room acoustics.
In this chapter we introduce the general form of the equation for a linear timeinvariant filter and consider the various methods of description of a filter in time and frequency domains. We study different filter forms and structures and the design of low-pass filters, band-pass filters, band-stop filters, and filter banks. We consider several applications of filters such as in audio graphic equalizers, noise reduction in Dolby systems, image deblurring, and image edge emphasis.
Introduction
Filters are widely employed in signal processing and communication systems in applications such as channel equalization, noise reduction, radar, audio processing, video processing, biomedical signal processing, and analysis of economic and financial data. For example in a radio receiver, band-pass filters, or tuners, are used to extract the signals in a radio channel. In an audio graphic equalizer the input signal is filtered into a number of sub-band signals and the gain for each sub-band can be varied manually with a set of controls to change the perceived audio sensation. The Dolby system used is another example of the application of filters. In this case pre-filtering and post-filtering are used to minimize the effect of the noise. In hi-fi audio a compensating filter may be included in the preamplifier to compensate for the non-ideal frequency-response characteristics of the speakers. Filters are also used to create perceptual audio/visual effects for entertainment and in broadcast studios. The primary functions of filters are one of the followings:
(a) To confine a signal into a prescribed frequency band as in low-pass, high-pass, and band-pass filters.
(b) To decompose a signal into two or more sub-bands as in filter-banks, graphic equalizers, sub-band coders, frequency multiplexers.
(c) To modify the frequency spectrum of a signal as in telephone channel equalization and audio graphic equalizers.
(d) To model the input-output relationship of a system such as telecommunication channels, human vocal tract, and music synthesizers.
Depending on the form of the filter equation and the structure of implementation, filters may be broadly classified into the following classes:
(a) Linear filters versus nonlinear filters.
(b) Adaptive time-varying filters versus non-adaptive time-invariant filters.
(c) Recursive versus non-recursive filters.
(d) Direct-form, cascade-form, parallel-form and lattice structures.
In this chapter we are mainly concerned with linear time-invariant (LTI) filters. These are a class of filters whose output is a linear combination of the input and whose coefficients do not vary with time. Time-varying and adaptive filters are considered in later chapters.
Alternative Methods for Description of Filters
Filters can be described using the following time or frequency domain methods:
(a) Time domain difference equation. As described in section 5.2 a difference equation is used to describe the output of a discrete-time filter in terms of a weighted combination of the input and previous output samples. For example a first-order filter may have the following difference equation
where x(m) is the filter input, y(m) is the filter output and a is the filter coefficient.
(b) Impulse Response. A filter can be described in terms of its response to an impulse input. For example the response of the filter of Eq. (5.1) to a discrete-time impulse input at m=0, assuming that y(-1)=0, is Impulse response is useful because: (i) an impulse covers all frequencies with equal energy, (ii) a signal can be viewed as the sum of a number of shifted and scaled impulses, (iii) impulse response and frequency response are Fourier transform pairs.
(c) Transfer Function, Poles and Zeros. The transfer function of a digital filter H(z) is the ratio of the z-transfer functions of the filter output and input given by
For example the transfer function of the filter of Eq. (5.1) is given by
A useful method of gaining insight into the behavior of a filter is the polezero description of a filter. As described in Sec. X poles and zeros are the roots of the transfer function.
(d) Frequency Response. The frequency response of a filter describes how the filter alters the magnitude and phase of the input signal frequencies. The frequency response can be obtained by taking the Fourier transform of the impulse response, or by substitution of the frequency variable e for the z variable in the z-transfer function as
The frequency response is a complex variable and can be described in terms of the filter magnitude response and the phase response.
Linear Time-Invariant Digital Filters
Linear time-invariant (LTI) filters are a class of filters whose output is a linear combination of the input and whose coefficients do not vary with time. The linear property entails that the filter response to a weighted sum of a number of signals, is the weighted sum of the filter responses to the individual signals. This is the principle of superposition. The term time-invariant implies that the filter coefficients and hence its frequency response is fixed and does not vary with time.
In the time domain the input-output relationship of a discrete-time linear filter is given by the following linear difference equation
where {a k , b k } are the filter coefficients, and the output y(m) is a linear combination of the previous N output samples {y(m−k)}, the present input sample x(m) and the previous M input samples {x(m−k)}. Note from the difference Equation (5.6) that the current output y(m) may be interpreted as a function of the dynamics (i.e. first difference, second difference and so on) of the input and output signals. The characteristic of a filter is completely determined by its coefficients {a k , b k }. For a time-invariant filter the coefficients {a k , b k } are constants calculated to obtain a specified frequency response.
The filter transfer function, obtained by taking the z-transform of the difference equation (5.6), is given by
The frequency response of this filter can be obtained from Eq. (5.7) by substituting the frequency variable e for the z variable, , as 
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Non-Recursive or Finite Impulse Response (FIR) Filters
A non-recursive filter has no feedback and its input-output relation is given by
As shown in Fig 5. 2 the output y(m) of a non-recursive filter is a function only of the input signal x(m). The response of such a filter to an impulse consists of a finite sequence of M+1 samples. Hence, the filter is known as a Finite-Duration Impulse Response (FIR) filter. Other names for a non-recursive filter include all-zero filter, feed-forward filter or moving average (MA) filter.
Recursive or Infinite Impulse Response (IIR) Filters
A recursive filter has feedback, and in general its output is a function of the previous output samples and the present and past input samples as described by the following equation (5.13) . When a recursive system is excited by an impulse, in theory the output persists forever. Thus a recursive filter is also known as an Infinite Duration Impulse Response (IIR) filter. Other names for an IIR filter include feedback filters, pole-zero filters, and auto-regressive-moving-average (ARMA) filters. An IIR filter has a rational transfer function given by Eq. (5.8), it has a number of poles and it may also have some zeros. The main difference between the IIR filters and FIR filters is that an IIR filter can usually achieve a prescribed frequency response with a smaller number of coefficients than an FIR filter. A smaller number of filter coefficients imply less storage requirements and faster calculation and higher throughput. Therefore generally IIR filters are more efficient in memory and computational requirements than FIR filters. However it must be noted that an FIR filter is always stable, whereas an IIR filter can become unstable (for example if the poles of the IIR filter are outside the unit circle) and care must be taken in design of IIR filters to ensure stability. This filter is called an all-pole filter.
Filter Structures: Direct, Cascade and Parallel Forms
In this section we consider different structures for realization of a digital filter. These structures offer various tradeoffs between complexity and cost of implementation, computational efficiency and stability.
Direct Filter Structure
The Direct-form realization is simply a direct implementation of Eq. (5.6). direct-form structure provides a convenient method for the implementation of FIR filters. However, for IIR filters the direct-form implementation is not normally used due to possible problems with the design and operational stability of direct-form.
Cascade Filter Structure
The cascade implementation of a filter is obtained by expressing the filter transfer function H(z) in a factorised form as
Where G is the filter gain and the poles and zeros are either complex conjugate pairs or real-valued. The factorised terms can be grouped and expressed as cascade of second order terms as
Each bracketed term in Eq. (5.17) is the z-transfer function of a second order IIR filter as shown in Figs. 5.5 and 5.6.a. Eq. (5.17) can be expressed in a compact notation as
where for an IIR filter, assuming that N > M, the variable K is the integer part of (N+1)/2 and for an FIR filter K is the integer part of (M+1)/2. Note that when N or M are odd numbers there will be at least one first order pole or first order zero in the cascade expression. For an IIR filter each second order cascade section has the form 2 2
For an FIR filter each cascade section has the form Figure 5 .5 Realization of a second order section of an IIR cascade structure. 
Parallel Filter Structure
An alternative to the cascade implementation described in the previous section is to express the filter transfer function H(z), using the partial fraction method, in a parallel form as 
where the filter is assumed to have N 1 complex conjugate poles and N 2 real poles, and K is a constant. Figure 5 .7 shows a parallel filter structure.
Design of FIR Filters by Windowing
An FIR filter is described by the difference equation
where b k are the filter coefficients, M is the filter order, and x(m) and y(m) are the filter input and output signals respectively. Now, if we excite the FIR filter Eq. (5.23) with an impulse input it is easy to see, as shown in Fig. 5 .2, that the impulse response of the FIR filter is identical to the coefficients sequence of the filter {b k } that is
Hence the filter Eq. (5.24) can be expressed as the convolution of the impulse response of the FIR filter h(m) with the input signal x(m) as
This observation forms the basis for the FIR filter design by windowing. In the window design method we begin with the desired frequency response H d (f) and obtain the corresponding impulse response h d (m). The frequency response and the impulse response of a linear filter are related by the Fourier transform pair
Thus given the desired filter frequency response H d (f) we can determine the impulse response by evaluating the above Fourier integral. However there are two problems here. First, the filter has infinite duration impulse response. Second, the filter is non-causal, as it will have non-zero values for negative time index m. These problems are solved by first multiplying h d (m) by a truncation window of length (M+1) samples, and then shifting it by M/2 samples in the positive time direction. The FIR filter window design technique involves the following steps:
(1) Start with the desired frequency response H d (f).
(2) Choose a filter order M. (4) Window h d (m) to obtain an M+1 coefficients FIR filter.
(5) Shift the filter by M/2 samples for causality.
The Influence of the Choice Window in FIR Filter Design
After the windowing operation the impulse response of the FIR filter can be described as
Since multiplication in time is equivalent to convolution in the frequency domain, the frequency response H(f) of the truncated FIR filter h(k) is given by
where W(f) the frequency response of a rectangular window w(m) is obtained from a Fourier transform as
The sinc-shaped magnitude spectrum of the rectangular window is illustrated in Fig. 5 .8.a for M = 32, 128. The bandwidth of the main lobe is 2F s /M, where F s is the sampling frequency.
The convolution of the rectangular window W(f) with the filter H d (f) has the effects of introducing ripples in the frequency spectrum of the filter and extending the transition regions of the filter. As the filter order M increases the main lobe width and the amplitude of the side lobes decrease.
The side lobes in the frequency domain are manifestation of the discontinuities at the edges of a rectangular window in time domain and can be alleviated by the use of windows that do not contain sharp discontinuities and roll down gently to zero such as the raised-cosine windows of Hamming, Hanning, and Blackman windows described in section 3.xx and reproduced here for convenience. The general form of the raised cosine window equation is given by 5 .9 shows the spectra of these windows for two different window length of M=32 and M=128. As shown in Fig 5.8 the Blackman window has considerably smaller side-lobes but at the expense of a higher main-lobe bandwidth. Figure  5 .9 show the frequency spectrum of three different widows for a window length of 32 samples and 128 samples long. 
Linear Phase FIR Filters
It takes a finite time before the input to a filter propagates through and appears at the output. A delay of T seconds in time domain manifests itself as a phase change of e -j2πT in frequency domain. The time delay, or phase change, caused by a filter depends on the type of the filter (e.g. linear/nonlinear, FIR/IIR) and its impulse response. An FIR filter of length M has a time delay of M/2
A linear phase filter is one whose phase φ(f) is a linear function of the frequency variable f. In the following it is shown that an FIR filter with symmetric impulse response h(k), or equivalently symmetric coefficients, has a linear phase response. Consider an FIR filter with a symmetric impulse response as
The frequency response of the filter is the Fourier transform of its impulse response, given by π π π π π π π π (5.37)
Where it is assumed that the filter length M+1 is an odd integer. Hence the frequency response of the filter H(f) can be expressed as
The term in the bracket is real-valued. The filter phase is the term e -jMπf , and the filter phase response is given by
where H a (f) is the real-valued term within the bracket of Eq. (5.38). Thus the phase response of an FIR filter with a symmetric impulse response is a linear function of the frequency variable f. When the amplitude of the frequency response Eq. (5.38) goes negative the phase undergoes a change of π radians.
The Location of the Zeros of a Linear Phase FIR Filter
The transfer function of an FIR filter with a symmetric impulse response can be rearranged and written as
Eq. (5.40) implies that if H(z) has a zero at z=z 1 it must also have a zero at z=1/z 1 . Therefore in general the z-transfer function of a linear phase FIR filter can be factorized as 
Thus the zeros of a linear phase filter occur in reciprocal pairs mirrored w.r.t. the unit circle, the exception being when the zeros are on the unit circle.
Example 5.1
The input-output relation of a finite impulse response filter is given as
(5.42) (i) Write the z-transfer function of this filter.
(ii) Show that the filter has a linear phase response.
(iii) Find and plot the zeros of this filter and explain the constraints on the position of the zeros of a linear phase filter.
Solution:
The z-transfer function of the finite impulse response filter H(z) is given by The filter's phase response is given by
where H a (f) is the real-valued term within the bracket of Eq. (5.45). H(z) can be factorized as
The zeros of the filter are at positioned at a radii of 0.5 and 2 and angles of ±60 as shown in Fig. 5.10 . The filter magnitude response is 5.50) and the filter phase response is
This filter has a unity magnitude response and a linear phase response shown in Fig. 5.11 . This is called a pure delay filter as its only effect is to delay the input. This filter has a unity magnitude response and a linear phase response. This is a pure delay filter as its only effect is to delay the input by k samples. In the phase plot of Fig. 5 .12, at the frequency of zero Hz the phase φ(0)=0, at f=1/2k the phase is φ(1/2k )= −π. The phase plot shows the periodic circular nature of the phase in that e j(−π−φ) =e j(2π−π−φ) =e j(π−φ) , so that there is a jump to π whenever the phase becomes smaller that −π as shown in Fig. 5 .12.
Example 5.4 Consider a filter with the following impulse response
The frequency response of the filter is obtained as the Fourier transform of the impulse response as (5.61) and the filter phase response is
. Notice two trends in the phase response plot of Fig. 5.14. First, when goes negative it is equivalent to adding a value of π is to the phase response (-= ) as indicated by sudden jumps Eq. (5.62). Second, depending on the filter coefficients, may go negative before attains a phase of −π, −2π ... causing a gradual positive shift in the phase as shown in the ramp trend of Fig. 5 .14. 
Design of a Low Pass Linear Phase FIR Filter Using Windows
Example 5.6 Consider the design of a low-pass linear-phase digital FIR filter operating at a sampling rate of F s Hz and with a cutoff frequency of F c Hz. The frequency response of the filter is given by
The impulse response of this filter is obtained via the inverse Fourier integral as The Filter impulse and frequency response for the filter orders of M=30 and M=100 are shown in Fig 5. 15. Observe the relatively large oscillations or the ripples in the pass-band and the stop-band. These ripples increase in frequency as M the filter order is increased. These oscillations are a direct result of the convolution with the side-lobes of the rectangular window.
To reduce the ripples in both the pass-band and the stop-band we can use a window function that decays to zero gradually instead of abruptly as it happens in a rectangular window. 
Design of High-Pass FIR Filters
Example 5.7 Consider the design of a high-pass linear-phase digital FIR filter operating at a sampling rate of F s Hz and with a cutoff frequency of F c Hz. The frequency response of the filter is given by
The impulse response of this filter is obtained via the inverse Fourier integral as 
Design of Band-Pass FIR Filters
Example 5.7 Consider the design of a band-pass linear-phase digital FIR filter operating at a sampling rate of F s Hz and with a lower and higher cutoff frequencies of F L and F H Hz. The frequency response of the filter is given by
Note that a high-pass FIR filter is equivalent to the configuration shown in the Fig. (5.17 ). Figure 5 .17 Design of a band-pass FIR filter from low-pass FIR filters.
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Design of Band-Stop FIR Filters
Example 5.8 Consider the design of a band-stop linear-phase digital FIR filter operating at a sampling rate of F s Hz and with a lower and higher cutoff frequencies of F L and F H Hz. The frequency response of the filter is given by
Note that a band-pass FIR filter is also equivalent to the configuration shown in the Figure 5 .18. 
+ -
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Design of Digital FIR Filter-banks
Filter-banks find many applications in signal processing and communication such as in sub-band signal coding, MPEG, multi-rate communication systems, frequency multiplexing, noise reduction systems, and audio graphic equalizers. A filter-bank is essentially a parallel configuration of band-pass filters as shown in Fig. 5.19 . The sub-band filters may be uniformly spaced in the frequency domain or they may be spaced non-uniformly according to the energy contents of the various bands and/or the human perception of the signals in various bands. For example in speech processing it is common to use a perceptually based non-uniform spacing of the sub-band filters such that higher frequency bands have larger bandwidths.
Figure 5.19 A four bands filter-bank
The band-pass filters that form a filter-bank can be FIR filters designed from window technique, or IIR filters such as band-pass Butterworth filters. The following example demonstrates a simple procedure for the design of a fourband filter-bank using FIR filters.
Example 5.10 Design of an FIR Filter-bank
Design a bank of digital FIR filters for a telephony speech application to split a total bandwidth of 4 kHz into 4 equal bandwidth sub-bands.
Solution:
Assume the sampling frequency is 8 kHz. For uniformly spaced band-pass filters the filter cutoff points for the four band-pass filters are 0 and 1 kHz, 1 and 2 kHz, 2 and 3 kHz, and 3 and 4 kHz respectively.
First, we design a low-pass filter with a bandwidth of 1 kHz. At a sampling rate of F s =8 kHz, a frequency of 1 kHz corresponds to a normalized angular frequency of ω N =2π×f/F s =π/4 radians or a normalized frequency of Using the solution described in section 5.xx we obtain the windowed FIR filter response as
To design the band-pass filters we can use the amplitude modulation (AM) method to convert a low-pass filter to a band-pass filter. For a band-pass width of 1 kHz the low-pass filter should have cutoff frequencies of ±500 Hz (note that from -500 to +500 Hz we have a bandwidth of 1 kHz). Thus the required low pass FIR filter equation is similar to Eq. (5.76) and is given by The process of amplitude modulation halves the amplitude of each sideband, hence we have the multiplying factor of 2 in Eqs (5.78-5.80). 
Design of Infinite Impulse Response (IIR) Filters
In this section we consider two methods for design of digital IIR filters. The first method is filter design by pole-zero placement. The second method is to convert a suitable existing analog (continuous-time) filter to a digital filter. This is useful because there are well-developed libraries of analog filters in the literature.
IIR Filter Design by Pole-Zero Placement
Filter design by pole-zero placement is particularly useful for the design of simple applications such as notch filter and pre-emphasis and de-emphasis filters. Filter design by pole-zero placement is very illustrative of the effects of a pair of zeros or poles on the spectrum of a signal. As described in section x.xx the effect of a pair of zeros is to introduce a deep in the frequency domain and the effect of a pair of poles is to introduce a resonance. In the following examples we describe simple filter design techniques by people-zero placement
Example 5.11 Design of an IIR Notch Filter
Design a notch filter operating at a sampling rate of 20 kHz and with a zero magnitude response at 5 kHz, and a 3dB band-stop width of 100 Hz and unity response at frequencies of 0 and 10 kHz.
Solution:
Using the mapping formula ω=2πf/F s , with F s =20 kHz, the frequencies of 0, 5 kHz, and 10 kHz correspond to 0, π/2 and π radians respectively. The specification given is H(0)=H(π)=1 and H(π/2)=0. The 3dB To obtain a zero magnitude response at an angular frequency of π/2, corresponding to a frequency of 5 kHz at a sampling rate of 20 kHz, we need a pair of unit-radius complex zeros at e . The corresponding z-transfer function is given by j ± π/2 2 1 2 / 1 2 / 1 ) 1 )( 1 ( ) ( To control the bandwidth of the notch filter we need a pair of poles on the same frequency as the notch frequency, the resulting transfer function is 
