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Design and Assessment of a Two Degree of
Freedom Gust Load Alleviation System
Daniel Ossmann and Charles Poussot-Vassal
Abstract The design and assessment of a two degree of freedom gust load allevi-
ation control system for a business jet aircraft is presented in this paper. The two
degrees of freedom are a disturbance estimator to compute the incoming gusts as
well as a feedback control law to mitigate the estimated disturbance to reduce the
aircraft loads. To facilitate the estimator design, high order, infinite models of the
structural and aerodynamic aircraft dynamics are approximated by low order mod-
els using advanced model reduction techniques. For the robust disturbance estimator
design an innovative approach relying on nullspace based techniques together with
non-linear optimizations is proposed. Time delays, originating from the aerodynam-
ics modeling, the discrete control loop, and the sensor and actuator dynamics, play
a key role in the stability and performance assessment of a gust load alleviation con-
troller. Thus, a novel analytical analysis method is presented to explicitly evaluate
the influence of these time delays on the closed loop. Finally, the developed tool-
chain is applied to a fly-by-wire business jet aircraft. The resulting two degree of
freedom gust load alleviation system is verified in a simulation campaign using a
closed loop, non-linear simulator of the aircraft.
1 Introduction
In order to allow for a more economic and environmentally friendly aircraft opera-
tion and to fulfill the greener imperative demanded by today’s society, fuel savings
and cost reduction play a key role in the development of modern aircraft. Besides
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the efficiency of engines and aerodynamics, the aircraft weight has a major impact
on fuel consumption [10]. Thus, reducing structural loads on an aircraft by using
advanced active control techniques is a main research interest of today’s aircraft in-
dustry. Reducing the loads allows the aircraft manufacturer to build and certify [1]
the aircraft for a smaller load envelope, which inherently reduces the structure of
the aircraft and reduced fuel and costs, see [11] for a realistic example. The loads
itself arise from steering the aircraft (maneuver loads) and from external distur-
bance inputs, (gust loads). Considering new aircraft configurations with improved
lift-to-drag ratios, a special focus is put on gust load alleviation, as these aircraft are
prone to have an increased sensitivity to atmospheric disturbances. A well written
overview of currently gust load alleviation approaches and aircraft featuring active
gust load alleviation systems is provided in [21].
In this paper we present a tool chain to develop a two degree of freedom gust
load alleviation system for a given aircraft configuration to reduce the gust loads.
The gust load alleviation controller features a disturbance estimator to estimate the
incoming gusts and a dedicated controller to reduce the gust effects. A main differ-
ence between a classical flight control design and the design of a gust load allevia-
tion system is, that for the latter usually complex, high order models are available,
which allow the determination of the forces and moments on the aircraft structure.
Such models need to include detailed descriptions on the structure of the aircraft
and steady and unsteady aerodynamics, leading to high order models. As the air-
craft structure is often derived in sections to better reflect the impact of the gust
moving along the aircraft, time delays are included in the model. For the control
design these complex models are not well suited. Thus, in section 2 a method to ap-
proximate these infinite dimensional models by low order finite dimensional models
is presented. In section 3 an advanced approach to design a robust disturbance esti-
mator, which is robust to parametric uncertainties in the flight envelope, is proposed.
As the time delays are approximated in section 2, a dedicated stability analysis to
assess the developed gust load alleviation system against these delays is derived in
section 4. This intermediate step is to be performed before the classical verification
of the gust load alleviation system in simulation. Figure 1 summarizes the proposed
tool-chain with the herein presented novel design techniques (highlighted in bold).
The presented toll-chain is applied to develop a gust load alleviation controller for
a generic example of a medium size business jet in section 5. The latest results of a
simulation-based load verification campaign including the comparison to the loads
without the gust load alleviation control are reported.
Fig. 1 Proposed tool-chain using advanced mathematical methods for developing a gust load alle-
viation control system.
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2 Model approximation
When dealing with industrial problems such as aircraft systems, associated models
usually embed unsteady aerodynamics as well as structural modes and aerodynam-
ical delays. Consequently, the dimension of the state-space dimensions can be very
large, and additionally models can include delays and potentially mixing differen-
tial and algebraic equations. Thus, before the methods presented in section 3 can
be applied, a pre-processing step, to reduce the state dimension and simplify the
complexity should be first applied in order to improve the numerical treatment and
accuracy of the results. A short reminder of the methods involved in section 5 are
discussed in this section. As these methods are not the main topic of this paper, more
details on infinite or data-driven model approximation techniques can be found in
[2, 6], and on finite order large-scale model approximation in [3, 9]. Let us follow
these two classes of problems and remind the driving ideas as follows.
2.1 Infinite dimensional or data-driven model approximation
Given an infinite dimensional model H, it is possible to obtain the frequency-domain
responses Φi ∈ Cny×nu for different frequency samples ωi (i = 1, . . . ,N). Then, one
can write H(ıωi) =Φi. One of the data-driven approach is based on the interpolation
framework well defined in [14, 2], involving the Loewner matrices. The method
consists of an exact rational model interpolation, optionally followed by a reduction
procedure. To this aim, let us first partition the collected data (ωi,Φi)Ni=1 in two
disjoint sets as follows (N = q+ k):
ı[ω1, . . . ,ωN ] = [µ1, . . . ,µq]∪ [λ1, . . . ,λk]
[Φ1, . . . ,ΦN ] = [ṽ1, . . . , ṽq]∪ [w̃1, . . . , w̃k].
(1)
Then, define l j ∈ Cny×1 ( j = 1, . . . ,q) and ri ∈ Cnu×1 (i = 1, . . . ,k) the q left
and k right tangential directions. Using these tangential directions, let us define
v∗j = l
∗
j ṽ j ∈ C1×nu and wi = w̃iri ∈ Cny×1 the left and right tangential data direc-
tions, respectively. Based on the left interpolation driving frequencies {µi}qi=1 ∈ C
with left output or tangential directions {li}qi=1 ∈ Cny , producing the left responses
{vi}qi=1 and right interpolation driving frequencies {λi}ki=1 ∈ C with right input or
tangential directions {ri}ki=1 ∈ Cnu , producing the right responses {wi}ki=1, the ob-
jective is to find a model transfer function H̃ which is a tangential interpolant of the
data, i.e., satisfies the following left and right interpolation conditions:
l∗j H̃(µ j) = v
∗
j
for j = 1, . . . ,q
and
H̃(λi)ri = wi
for i = 1, . . . ,k
}
. (2)
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The interpolation problem (2) can be solved thanks to the Loewner framework (see,
e.g., [14]). One of the important property of the Loewner approach is that it encodes
the minimal McMillian degree of the interpolation model and its minimal realiza-
tion order n. This then leads to an exact descriptor model interpolating the data,
especially useful, when the number of data is very large.
2.2 Finite dimensional model approximation
Once an exact interpolation model H̃ has been obtained, with potentially large di-
mension, a second step then consists in approximating this finite order model with
a low dimensional one. One common objective in model approximation consists in
finding a reduced-order model that well captures the main original input/output dy-
namical behavior. To address this objective, the (frequency-limited) H2-norm mis-
match error is commonly used, see e.g., [9, 28]. The resulting approximation prob-
lem consists thus in seeking a low order approximation model Ĥ(s) of H̃(s), such
that:
Ĥ := arg min
G ∈H ny×nu2
rank(G) = r n
||H̃−G||H2 . (3)
Beside the fact that problem (3) is non convex and non-linear, some conditions
have been proposed to reach the so-called first order optimality conditions and pro-
cedures to ensure that a local (hopefully global) optimum is reached. Moreover, the
proposed IRKA and FL-ISTIA algorithms are appropriate to practically tackle these
problems (see e.g., [9, 28] for details). Finally, the derived model Ĥ can be easily
brought into the form (4) by separating the inputs accordingly.
3 Disturbance estimator design
In this section a robust disturbance estimator design problem is derived. The pro-
posed approach is a combination of the proposed nullspace based method for dis-
turbance estimation in [15] and the idea of deriving robust filters via optimization
[26, 16]. Thus, in a preliminary step the structure of the disturbance estimator is
determined using nullspace based techniques proposed for the disturbance estima-
tor design in [15] applied on a set of linear design models. The extracted structure
from this linear design is then optimized to solve the multi model design problem
applying a non-linear optimization techniques similar to the approaches described
in [26, 16].
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3.1 Problem formulation
Consider the set of linear models described by the input-output form
y(i)(s) = G(i)u (s)u(s)+G
(i)
n (s)n(s)+G
(i)
d (s)d(s), (4)
where y(i)(s), u(s), and n(s) are the Laplace-transformed vectors of the p-dimensional
system output vector y(i)(t), the mu-dimensional control input vector u(t), and the
mn-dimensional noise vector n(t), respectively. The noise vector includes any non-
measurable disturbances, which are need to be decoupled from the estimate. d(s) is
the Laplace-transformed of the scalar disturbance input d(t) to be estimated. G(i)u (s),
G(i)n (s), and G
(i)
d (s) are the transfer-function matrices (TFMs) from control inputs to
outputs, noise inputs to outputs, and disturbance to outputs, respectively. The index
(i) is used to describe the set of i = 1, . . . ,N linear models, which are linearized on
different trim points.
The design goal is to derive a single linear disturbance estimator O(s), which
processes the measurable system outputs y(i)(t) and control inputs u(t) and gener-
ates the disturbance estimate d̃(t). In the input-output form this can be described
by
d̃(i)(s) = O(s)
[
y(i)(s)
u(s)
]
, (5)
where O(s) is the disturbance estimator TFM. Note that the robustness aspects come
into play as we search for a single filter O(s) valid for all the N available design mod-
els. The order of O(s) is the dimension of the state vector of a minimal state-space
realization of O(s). From the general description in (5) follows the definition of
the robust disturbance estimation problem (RDEP): Design a physically realizable,
stable, and linear disturbance estimator of the form (5) such that
(a) d̃(i) ≈ 0 when d = 0 ∀ {u,n} for i = 1, . . . ,N
(b) d̃(i) ≈ d when d 6= 0 for i = 1, . . . ,N (6)
Note that in (6) an approximated form is used, i.e., the estimate shall be approx-
imately zero for any control and noise inputs. In case of such a multi-model for-
mulation an exact decoupling over all models generally cannot be achieved. The
remainder of this section focuses on a strategy how the RDEP can be numerically
solved.
3.2 Solving the robust disturbance estimation problem
The design of the robust disturbance estimator O(s) which allows the estimation
of the gust for all N models is done in two steps. In the first step the structure of
the disturbance estimator is determined, solving a dedicated disturbance estimation
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problem (DEP) for each model independently. In the second step this structure is
extracted and used within an optimization algorithm to determine the optimal pa-
rameter ensuring the required conditions (a) and (b).
3.2.1 Estimator structure
The structure of the disturbance estimator is determined by solving the DEP [15] for
each model individually. In this case the computation relies on advanced nullspace
techniques [27]. Let us first consider the ith-model for which the ith- disturbance
estimator
d̃(i)(s) = O(i)
[
y(i)(s)
u(s)
]
(7)
can be designed. Inserting the model equation (4) into (7) leads to
d̃(i)(s) = O(i)(s)
[
G(i)u (s) G
(i)
n (s) G
(i)
d d(s)
Imu 0 0
]u(s)n(s)
d(s)
 , (8)
describing the ith disturbance estimate d̃(i)(s) in dependence of the control, noise
and disturbance inputs. If the DEP can be solved exactly, we adapt the requirements
(a) and (b) of the RDEP to the DEP following [15] to
(ã) d̃ = 0 when d = 0 ∀ {u,n}
(b̃) d̃ ≈ d when d 6= 0, (9)
demanding an exact decoupling of the control inputs u and the noise n from the
disturbance estimate in (ã) and an approximative estimation of the disturbance d in
(b)
Next, the formulated requirements in (ã) and (b̃) can be transformed into alge-
braic conditions. The decoupling condition (a) requires that the disturbance estimate
d̃(s) is decoupled from all inputs u(s) and noise n(s). This is equivalent to demand-
ing
O(i)(s)
[
G(i)u (s) G
(i)
n (s)
Imu 0
]
:= O(i)(s)G(i)e (s) = 0. (10)
It follows that O(i)(s) needs to be a left annihilator of G(i)e (s). By deriving a mini-
mal basis N(i)l (s) for the left nullspace of G
(i)
e (s), the design conditions (ã) can be
tackled. For design condition (b̃), the basic constraint
O(i)(s)
[
G(i)d (s)
0
]
6= 0 (11)
must be fulfilled to ensure the estimate-ability of the disturbance. If the DEP in (10)
and (11) can be solved exactly is based on necessary and sufficient rank criteria.
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As for realistic design problems this condition is often fulfilled, it is not further dis-
cussed herein. Interested readers are referred to [25, 15, 27]. The required nullspace
computation in (10) can be solved readily available using numerical tools [27]. If
the DEP is solvable, a disturbance estimator can be constructed from the nullspace
basis ensuring (11) as well as the minimal order of the resulting estimator. In this
design procedure, the actual dynamics of the estimator are a design freedom, i.e.,
the poles of the filter can be freely chosen.
At this point of the design approach, the DEP has been solved for each of the N
models individually. As the underlying models often exhibit the same model struc-
ture, a common estimator structure often can be extracted, reducing the complexity
of the optimization described next.
3.2.2 Parameter tuning
Having defined the structure and the free parameters K of the estimator O(s) in (5),
the net task is to optimally tune these free parameters K of the estimator. As criteria
a H∞-norm optimization is selected for which numerical tools in MATLAB are avail-
able. The disturbance estimator shall ensure the conditions defined in (6). The goal
is to design a single estimator which decouples the control inputs and the noise for
all N models. As this can seldom be solved exactly, i.e., the decoupling condition
(10) cannot be fulfilled for all N models with a single estimator, we use the refor-
mulation of the problem based on the H∞-norm. Thus, the decoupling requirement
(a) is expressed as multi-model norm condition for i = 1, . . . ,N by
||O(s)G(i)e (s)||∞ ≈ 0. (12)
Similar, the disturbance coupling requirement (b) is reformulated as multi-model
model matching problem i = 1, . . . ,N as
||O(s) [G(i)d (s) 0]
T −M(s)||∞ ≈ 0, (13)
where M(s) defines the desired estimation dynamics. Finally, to determine the free
parameters P of the disturbance estimator O(s) the conditions (12) and (13) are
turned into the non-convex, non-smooth optimization problem
minP maxi ||O(s,P)G(i)e (s) ||∞
s.t. ||O(s,P) [G(i)d (s) 0]
T −M(s) ||∞ < γ
Pmin < P < Pmax,
(14)
for i = 1, . . . ,N, where Pmin and Pmax are the minimum and maximum values of the
tuning parameters and γ is a parameter to define the accuracy of the disturbance es-
timate. The optimization problem in (14) can be solved numerically using standard
Matlab tools as for example the systune command.
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4 Stability assessment
As mentioned in section 2, the considered aircraft models naturally embed inter-
nal as well as input and output delays. Looping outputs to inputs through an ob-
server/controller structure then leads to dynamical models with numerous delays.
It is preferred, however, to work on a finite-order approximated model Ĥ for the
estimator and control law design as is allows the use of standard numerical tools.
Obviously is is better to assess the closed-loop stability on the original delayed
model before running numerous simulations. Depending on the number of delays
and states equations describing the model, this assessment can become complicated.
Up to the authors’ knowledge, no standard tools are available to explicitly consider
this analysis problem. Thus, in this section we propose a procedure (with partial the-
oretical proof) to approximate the stability of a large-scale multiple-delay dynamical
equations.
4.1 Preliminaries and proposed algorithm
Stability of a dynamical systems is clearly one of the main property to assess in
control theory, numerical simulation, optimization, etc. Without loss of generalities,
in the case of ”classical”1 linear time-invariant (LTI) models either described by a
set of ordinary differential equations or differential algebraic equations, the stability
problem is recast as eigenvalue problem. In this specific case, the number of eigen-
values is finite and its computational complexity is only related to the (E,A) pencil
calculation2. If instead, the LTI model H has an infinite number of singularities or its
realization is not necessarily available, the stability assessment becomes much more
tedious. Delay invariant models fall within this category. In these cases, tailored
solutions are usually invented to deal with these specificity (e.g.the time-delay sta-
bility analysis literature is very important and one may refer to [22, 24, 23, 5]). Let
us start by noticing that, delayed equations are meromorphic (real-valued) complex
functions given as H : C 7→ Cny×nu . Moreover, if H ensures∫
∞
−∞
||H(s)||2F dt < ∞, (15)
the meromorphic function is said to be of finite energy and H ∈ L2. Then, let us
define the input-output stability as follows: a system represented by the transfer
function H(s) is said to be input-output L∞−L2 stable, if there exists a c > 0 such
that:
||Hu||L∞ = ||y||L∞ ≤ c||u||L2 . (16)
1 By ”classical”, ones means equipped with the (E,A,B,C,D) realization.
2 In this case, very efficient tools already exist such as LAPACK.
Design and Assessment of a Two Degree of Freedom Gust Load Alleviation System 9
In this case, the system is said L2 stable (or H2). This consideration, i.e., the
complex-valued meromorphic function context, is the starting point for the proposed
approach. The corresponding proposed numerical procedure, summarized in algo-
rithm 1 below, embeds a relative simple but effective, fast and reliable procedure.
In the algorithm 1 we first exactly match the original input-output model by a ra-
tional model H̃ ∈L2 which guarantees interpolatory conditions. Then, we seek for
the best stable approximation H̃s ∈H2 of the obtained model H̃ ∈L2. The L2 dis-
tance (inner product) between the interpolated H̃ and stable H̃s models is computed
next. If this stability index is smaller than a given threshold, then one concludes that
H̃ (and consequently H) is stable, and unstable otherwise. In the following section
we derive some arguments to justify the approach. The author stress, however, that
detailed proves are not fully available yet and are subject of ongoing research.
Algorithm 1 L2 - Meromorphic Function Stability Approximation (L2-MFSA )
Require: H ∈L2, {ωi}Ni=1 ∈ R+, N ∈ N and ε ∈ R+
1: Sample H and obtain {ωi,Φi}Ni=1
2: Perform an exact Loewner interpolation (as described in section 2) and obtain H̃ equipped with
a realization and which ensures interpolatory conditions
3: Compute H̃s , the stable rational approximation of H̃, following [12]
4: Compute the stability index as S = ||H̃s− H̃||L2
5: if S < ε then
6: H is stable
7: else
8: H is unstable
9: end if
4.2 Reminding remarks on stability based the L2 inner product
Let us consider a linear multiple-input multiple-output dynamical system, denoted
by H with nu (resp. ny) ∈ N∗ inputs (resp. outputs), represented by its transfer
function h(s) ∈ Cny×nu . Let L2(ıR) be the Hilbert space of holomorphic functions
F : C→ Cny×nu which are analytic in the complex plane except on the imaginary
axis and for which
∫ +∞
−∞ tr
(
F(ıω)FT (ıω)
)
dω <+∞. For given G,H ∈L2(ıR), the
associated inner-product reads:
〈G,H〉L2 =
1
2π
∫ +∞
−∞
tr
(
G(ıω)HT (ıω)
)
dω, (17)
and the L2(ıR) norm can be explained:
||G||L2 =
(
1
2π
∫ +∞
−∞
‖G(ıω)‖2F dω
)1/2
= 〈G,G〉H2 , (18)
where ||G||2F = 〈G,G〉F and 〈G,H〉F = tr(GHT ) are the Frobenius norm and inner-
product, respectively. Since real dynamical systems are considered only, it is note-
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worthy that if G,H ∈ L2 are real, then 〈G,H〉L2 = 〈H,G〉L2 ∈ R+. By noticing
that H2(C−) is the left half-plane analog of H2(C+), e.g., G∈H2(C−) if and only
if G(−s) ∈H2(C+). Then H2(C−) stands as the space of transfer function H(s)
whose all the singularities lies in C+, i.e.the poles of H(s) are all unstable. The space
H2(C−) is called the space of anti-stable models. Now, let us remind the following
results, on which we ground the result derivation. The H2(C−) and H2(C+) spaces
are closed subspaces of L2(ıR) and L2(ıR) = H2(C−)
⊕
H2(C+). In addition,
one can remind that by applying the Laplace transform, denoted as L (·), over these
two spaces, the following bijections are obtained:
L (·) : L n2 [0,∞)→H2(C+) and L (·) : L n2 (−∞,0]→H2(C−), (19)
which maps the causal and anti-causal time-domain functions. Obviously, (19)
shows that every element H ∈H2(C+) (respectively G∈H2(C−) ) can be uniquely
associated to an element h ∈L n2 [0,∞) (respectively g ∈ Ln2(−∞,0]). In addition, the
following functional analysis theorem shows that the Laplace transform preserves
inner product and orthogonality.
Theorem 1 (Plancherel). Let us consider h1,h2 ∈L n2 (−∞,∞), one has
〈H1,H2〉L2(ıR) = 〈L (h1),L (h2)〉L2(ıR) = 〈h1,h2〉L2 . (20)
Moreover, since H2(C−) is orthogonal to H2(C+) with respect to the L2(ıR)-inner
product, if Hs ∈H2(C+) and Ha = H2(C−), 〈Hs,Ha〉L2(ıR) = 0.
In other words, the above decomposition and Theorem 1 state that given a model
H ∈ L2(ıR), there is a stable model Hs ∈ H2(C+) and an anti-stable model
Ha = H2(C−) such that H = Hs +Ha and 〈Hs,Ha〉L2(ıR) = 0. Then the following
proposition holds.
Proposition 1 (Input-output L∞− L2 stability). A system H ∈ L2(ıR) is (input-
output L∞−L2) stable if and only if H ∈H2(C+).
The Parenchel’s Theorem and the L2(ıR) space decomposition are the main ingre-
dient for the proposed L2-MFSA procedure. These arguments are now provided in
the following subsection.
4.3 Theoretical L2-MFSA oriented arguments
The proposed arguments are based on the results stated in [17] and recalled in Propo-
sitions 2, 3 and 4, and finally in Theorem 2, providing the basis for the proposed
numerical procedure. First of all, let us assume that the global minimizer H̃ of the
H2(C+) and H2(C−) approximation problems exist3. Then, the following first re-
sult holds true.
3 The H2(C+) approximation problem is simply the H2 one, while the H2(C−) stand as the same
one but for H(−s).
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Proposition 2 (L2 orthogonality [17]). If H ∈H2(C+) and there exists a global
minimizer H̃ ∈L2(ıR) of the L2 approximation problem, then H̃ ∈H2(C+). Sim-
ilarly, if H ∈H2(C−) and there exists a global minimizer H̃ ∈L2(ıR) of the L2
approximation problem, then H̃ ∈H2(C−).
Thus, if a system H is stable, then the global minimizer H̃ of L2 approximation
problem is stable too. In the same way, if a system H is anti-stable, i.e.all its singu-
larities are unstable, then the global minimizer H̃ of the L2 problem is anti-stable
as well. This result comes from the orthogonality property of H2(C−) and H2(C+)
spaces.
Let us now denote by H̃k, the sequence of models of order k and consider the
case where the initial model H is stable, then the following propositions hold:
Proposition 3 (Unstable approximate sequence of stable model [17]). Given a
stable model H ∈H2(C+), there exists a sequence of k-th order unstable models
H̃k ∈L2(ıR)\H2(C+), k ∈ N∗, such that, when k→ ∞, ||H− H̃k||L2 → 0.
Thus,, the set H2(C+) is not an open set of L2(ıR). As a consequence, it is always
possible to approximate a stable model H by an unstable one of order k while de-
creasing the mismatch error ||H − H̃k||L2 . Similarly, let us now consider the case
where the initial model H both has stable and unstable modes.
Proposition 4 (Unstable approximate of unstable model [17]). Given an unstable
model H ∈L2(ıR)\H2(C+), there exists ε > 0 such that the ball Bε(H) defined as
Bε(H) =
{
H̃k ∈L2(ıR)
∣∣ ||H− H̃k||L2 < ε}, (21)
satisfies Bε(H)⊂L2(ıR)\H2(C+).
Thus, the set of unstable systems L2(ıR)\H2(C+) is an open set of L2(ıR). More-
over, by fixing an arbitrarily small ε , it is always possible to find a H̃k that is unstable
too. Based on the above propositions, let us now formulate the stability argument
which will be invoked in order to derive the proposed numerical procedure.
Theorem 2 (Main stability argument). Given an unstable system
H ∈L2(ıR)\H2(C+), there exists r ∈ N∗ for which the minimizer H̃k of order k ∈
N∗, k ≥ r, obtained from the L2-approximation problem is also unstable.
Since Proposition 4 states that if a system H̃k is sufficiently close to an unstable
system in the L2(ıR)-norm, it is also unstable. Since, the subspace of rational finite
LTI systems function is dense in L2(ıR), for a given unstable LTI system H ∈
L2(ıR)\H2(C+), a sequence H̃k of systems of order k ∈ N which satisfies the L2
approximation problem, will converge to H. Thus, due to Proposition 4, there exists
an order r ∈ N∗ such that if k ≥ r, H̃k will be unstable as well.
In other words there exists an approximation order k ≥ r such that if the original
system H is unstable, the approximated one H̃ is unstable too. Moreover, if one has
found the global L2 minimizer of the approximation problem of order r, it will be
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stable if the original model is stable, due to Proposition 2, and it will be unstable if
the original model is unstable, due to Theorem 2.
In [17], these arguments are used to derive a procedure based on the TF-IRKA al-
gorithm [4], combined with a search of the approximation order r. This last proce-
dure did provide quite good results but the search for an adequate order r was com-
plex. Moreover, the TF-IRKA is an H2(C+)-oriented procedure and its validity in
the L2(ıR) function space is limited to models where the stable and anti-stable part
is known [13].
Here, the H2-optimal interpolatory conditions are released and one now con-
siders the interpolatory conditions embedded in the Loewner framework instead.
One major benefit of such a trade stands in the selection of the approximating order
r, which may be automatically selected thanks the Loewner matrix rank computa-
tion. By coming back to the L2-MFSA procedure defined in Algorithm 1, step 2
provides a quite simplifying solution, where the dimension r is automatically de-
termined. Then, following Propositions 3 and 4, it appears quite natural that, after
approximating the interpolated model H̃ with H̃s using the methodology proposed
by [12], the L2 distance evaluation is applied. Indeed, as
• from a stable model it is always possible to find an unstable one which mini-
mizes the L2 mismatch problem. If, based on an unstable approximation, a sta-
ble model with the same complexity (order) can be obtained without affecting
the L2-norm, then the interpolated model is stable (as the original one).
• from an unstable model, its global minimizer in the L2 sense should be unstable
as well. Applying a stable approximation will lead to a large L2 mismatch. Then,
one may confirm that the original model is unstable, as is its rational approxima-
tion.
5 Application
The proposed methods in the last sections are applied to a a generic example of a
medium size business jet for which a detailed model of the rigid body dynamics,
aerodynamics as well as structural dynamics is available. The model of the aircraft
is divided into subsections, i.e., the front section, a middle section including the
wings, and a rear section with the elevators and the aircraft’s tail, so that the effect
of an incoming gust can be realistically modeled. Each section features three gusts
inputs, one for the actual gust and its two derivatives in time, which are required to
realistically model the unsteady aerodynamics. Having gust inputs for each aircraft
sections enables, for example, a delayed injection of a gust for each part so that the
gust can hit the different sections of the aircraft one after the other and mimic a
realistic behavior.
To compute and compare loads with and without load alleviation controller an
aircraft model with about 300 states is available. Besides the basic aircraft dynam-
ics, the model also includes realistic actuator and sensor models as well as a baseline
control law, providing adequate handling qualities to the pilot. The control inputs to
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the open loop aircraft model are the commands of the elevator, the inner ailerons
and the outer ailerons. The gust impact on the model is characterized by nine inputs
describing the position, velocity and acceleration impact at three different locations
along the fuselage. As measured signals for feedback control, the pitch rate, the load
factor, and the angle of attack are provided. The provided baseline controller only
commands the elevator, while the load alleviation controller shall use the ailerons
symmetrically to alleviate the bending moments due to gusts. In the following sub-
sections the derived tool-chain is applied to design the gust load alleviation system
for the available aircraft model.
5.1 Model approximation
Ten LTI aircraft models, each of about 300 states, linearized on ten different trim
points in the flight envelope (i.e., different speeds and altitudes) and in the weight
and balance domain (i.e., different masses and center of gravity positions) are avail-
able. The high number of states and the nine gust inputs make the estimator and
control design challenging. Thus the idea is to reduce the state dimension and the
number of disturbance inputs. Considering the disturbance estimator and control de-
sign, it is preferable to use a single disturbance input. The nine disturbance inputs
are used in the available simulation to model a single gust hitting three different
sections (front, middle, rear) of the aircraft one after another. The derivatives of the
three gust input positions are required to consider the unsteady aerodynamics. Con-
sequently, the second and third set of gust inputs are equal to the first one but delayed
by a fixed time delay. Thus, mathematically the second and third set of inputs can be
derived by simply delaying the first on. Additionally, the velocity and acceleration
of the first gust input can be derived by derivative action on the first gust input posi-
tion, finally reducing the gust inputs to a single one. After these modifications, the
resulting models now embed two internal delays (denoted τ1 and τ2, related to the
velocity of the aircraft) and have a rank deflective descriptor form. These internal
delays are explained by the use of exact delay actions applied on the exact deriva-
tive terms. Thus, the linear time-invariant dynamical systems can be represented by
a first order descriptor realizations with nu inputs (including one single gust input),
ny outputs, nx internal variables, and the two internal delays. The N = 10 models are
given by sets of differential and algebraic equations for i = 1, . . . ,N by
E(i)ẋ(i)(t) = A(i)0 x(t)+A
(i)
1 x(t− τ1)+A
(i)
2 x
(i)(t− τ2)+B(i)u(t)
y(i)(t) = C(i)x(i)(t),
(22)
with the rank defective matrix E(i), the internal variables x(i)(t) ∈ Rnx := X , and
the input and output functions u(t)∈Rnu :=U and y(i)(t)∈Rny :=Y , respectively.
E(i),A(i)0 ,A
(i)
1 ,A
(i)
2 ∈Rnx×nx , B(i) ∈Rnx×nu and C(i) ∈Rny×nx are constant matrices.
Note, we assume equivalent time delays τ1 and τ2 for all ten models.
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The matrix pencil is regular if the matrix (A(i)0 +A
(i)
1 e
−τ1λ +A(i)2 e
−τ1λ )−λE(i) is
non-singular for some finite λ ∈C and a {τ1,τ2} couple. In this case, the associated
transfer functions are
H(i)(s) =C(i)
(
sE(i)−A(i)0 −A
(i)
1 e
−τ1s−A(i)2 e
−τ2s
)−1B(i)+D(i). (23)
Obviously, due to the presence of delays in the dynamical part of the equations, the
resulting model is now of infinite dimension. To cope with this, first an exact stable
Loewner interpolation of this infinite model by a finite order one is performed as
discussed in section 2.1. This leads to a large scale descriptor model of dimension
n, which exactly interpolates the infinite dimensional models H, with H̃(s), of the
form
H̃(i)(s) = C̃(i)
(
sẼ(i)− Ã(i)
)−1B̃(i). (24)
Now, this finite order models (e.g.with a finite number of eigenvalues) can be read-
ily approximated using any (frequency-limited) H2 oriented model approximation
techniques as discussed in section 2.2 and further presented in e.g., [9, 29, 18]. This
leads to reduced order models with dimension r n, as,
Ĥ(i)(s) = Ĉ(i)
(
sÊ(i)− Â(i)
)−1B̂(i) (25)
which minimize the (frequency-limited) mismatch error. Finally, the 10 aircraft
models each of about 300 states with nine disturbance inputs have been approxi-
mated with ten models each of order r = 25 with a single disturbance input. These
reduced models can now be used to design the disturbance estimator.
5.2 Gust load alleviation system
The two degree of freedom gust load alleviation system consists of the disturbance
estimator O designed with the approaches in section 3 and a feedback control law
C∆ξ as schematically illustrated in figure 2. In this figure, plant G in this illustration
includes the aircraft dynamics as well as sensor and actuator dynamics and Cη is
the baseline controller to augment the longitudinal motion of the aircraft. The ob-
server O generates the gust estimate d̃ of the unknown input d, using the available
measurements and control inputs. The estimated gust is feed back to the controller
C∆ξ which generates the additional deflections ∆ξi and ∆ξo on the inner and outer
ailerons, respectively. Note, that these generated symmetric commands ∆ξi ∆ξo are
added to the asymmetric aileron commands ξi and ξo for controlling the lateral axis
of the aircraft (not depicted in the figure). Also note that no extra surface are used to
alleviate the gusts. Readers interested in such approached are refereed to [20, 19].
For the design of the estimator O the ten reduced order models derived in section
5.1 are used and the the presented methods in section 3 are applied. The design mod-
els feature 25 states, three control inputs, namely elevator, symmetric inner aileron
and symmetric outer aileron position, one gust input and the two measurable out-
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Fig. 2 Closed loop structure
including aircraft dynamics
G, baseline controller Cη ,
disturbance estimator O, and
load alleviation controller
C∆ξ .
G
Cη
O
C∆ξ
q
nz
∆ξi
∆ξo
η
d
d̃
α
puts, i.e., pitch rate and the load factor. For the ten available aircraft models, ten
disturbance estimators are derived and the common structure is extracted. A com-
mon dynamic for the ten resulting first order disturbance estimators is chosen at
0.1 s, i.e., a pole at -10. This value allows a fast estimation of the incoming distur-
bance. Finally, applying the optimization step presented in section 3.2.2 results in
the disturbance estimator O with the state space realization
ẋe = −10xe +Be
[
q nz α η ξi ξo
]T
d̃ = xe +De
[
q nz α η ξi ξo
]T
,
(26)
with
Be =
[
−2 0.32 −14.85 0.05 0.07 0.023
]
De =
[
0.05 0 1.5 0 0 0
]
.
Note that the zero elements in De are kept 0 during the optimization step. The zeros
are common in all ten disturbance estimators determined in the preliminary design
step to extract the estimator structure. The disturbance estimator is discretized for
the implementation in the high-fidelity simulation model with 80 Hz using a stan-
dard Tustin approximation. The sampling rate of 80 Hz correspond to the sampling
rate available in the flight control computer on the actual aircraft. Having an esti-
mate of the gust available, the estimate is feed back to symmetric aileron deflections
to counteract the gust, i.e., [
∆ξi
∆ξo
]
=C∆ξ d̃ =
[
kξi(s)
kξo(s)
]
d̃. (27)
Note that only the ailerons are used to mitigate the gust loads. Due to their proximity
to the center of gravity in the longitudinal direction, the ailerons induce a neglectable
pitching moment. This minimizes the influence of the additional control law on the
aircraft handling qualities. For this paper, constant gains k = kξi = kξo between -2.5
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and -0.1 have been selected, for which the stability assessment is performed in the
next section.
5.3 Stability Assessment
In this section the proposed L2-MFSA procedure is applied to the considered air-
craft models including two internal and one output delay. Before running multiple
simulations, we are interested if the closed loop including the derived observer and
the feedback gain, is stable. The multiple delays model depending on the feedback
gain k = kξi = kξo reads as
H(i)(s,k) =C(i)
(
sE(i)−A(i)0 −A
(i)
1 e
−τ1s−A(i)2 e
−τ2s−A(i)3 e
−τ3s
)−1B(i), (28)
where τ3 stands as the additional output delay caused by the acquisition chain and
k ∈R− is the controller gain (here we use a static gain for simplicity) which will be
used as tuning parameter to evaluate the closed-loop stability before time-domain
simulations. Note, that the row dimension of the above matrices is around 500).
Figure 3 illustrates the results of the L2-MFSA when applied to (28), for different
frozen values of k, between−2.5 and−0.1 (here 50 points linearly spaced are used).
Fig. 3 Stability index S as a
function of the feedback gain
k, evaluated on the large-scale
delayed equation (28).
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With reference to figure 3, it appears that a gain k <−0.7571 will result in a large
index S, meaning that the closed-loop system gets unstable. Then for−0.6143< k <
−0.1, the index becomes low, indicating that these values of the control gain result
in a stable closed-loop. When time-domain simulations are performed (not provided
herein due to confidentiality reasons) for these frozen k-values, quite similar results
are obtained, confirming the functionality of the proposed analysis method. How-
ever, when k is between −0.7571 and −0.7, the stability index indicates a stable
behavior although the system is actually unstable. This problem is not yet solved
and additional studies are on-going to get more insight. At this point the authors
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consider a numerical problem caused by the large dimension of the model (28) to
be the source of the issue.
5.4 Simulation based load verification
The developed gust load alleviation system is verified using a non-linear simulation
model of the business jet. It features the full order aircraft model, detailed sensor
models with anti-aliasing filters, non-linear actuator models, and the baseline control
law for the longitudinal axis. The whole flight control system is simulated in discrete
from with a sample rate of 80 Hz. The loads on six dedicated position on each wing
can be explicitly determined. For the work herein, the wind bending moments as
predominant loads for sizing the aircraft structure are analyzed. The gust scenario
is an 1-cosine gust [7, 8], hitting the aircraft from the front with an upward wind
velocity and making its way over the three sections of the aircraft. Gust wavelengths
between 27.5 m and 46 m are considered. The corresponding vertical gust speed is
a function of altitude and aircraft speed and is computed internally, lying between
10 m/s and 16.5 m/s.
To verify the disturbance estimator capability to estimate the gusts an open loop
simulation is performed. Figure 4 shows the estimated gusts in comparison to the ac-
tual gusts for all ten available trim points. The first diagram depicts the results for a
wavelength of 27.5 m, the second for 34.7 m, and the third for 46 m. The wavelength
of 34.7 m is chosen as it is defined to be the sizing wavelength for this aircraft. Note
the changing gust amplitudes for a constant wavelength setting in the diagrams of
figure 4. In the first diagram a common problem in gust estimation is visible: The
encountered delay the gusts and their estimates results from sampling and delays in
the used sensors. The gust inputs have already passed over some parts of the air-
craft until its effect is visible in the sensors. For the slower gusts (second and third
diagram) a similar delay is present, however, the estimation looks better due to the
reduced gust velocities. Another issue is the resulting estimate after the actual gust.
While it should be zero when the 1-cos gust is over, the gust estimate shows a large
undershoot. This is caused by a differentiating behavior from the gust input to the
measured outputs. To counteract this behavior, one would require an integrator in
the estimator. This would lead, however, to a deviating estimate over time due to
the model uncertainties. Thus, the differentiating behavior is also present in the gust
to gust estimate channel, leading to the undershoots in figure 4. The undershoot,
however, does not cause any further problems as the induced moments are corrected
easily by the baseline control law. Besides that, the actual estimates are rather good
also in the non-linear simulation and can be used to alleviate the effect of the distur-
bances.
Note that the baseline controller is active during all the simulations and counter-
acts the effect of the gust on the rigid body dynamics. This ensures that the aircraft
is flying on its desired path although the gust encounter. Thus, for the gust estima-
tor this can be interpreted as a robustness test, if the decoupling from the inputs is
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Fig. 4 Gust estimates ( )
on the ten available trim
points for a gust input ( )
with a wavelength of 27.5 m
(first diagram), 34.7 m (sec-
ond), and 46 m (third).
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working. As visible in figure 4 the estimate are not influenced by these control in-
puts, which are active after about 0.75 s simulation time. The gust estimate is close
to zero at this point
Fig. 5 Normalized loads
over the wing span without
(diagram 1) and with (diagram
2) load alleviation control
system for the 10 available
trim points.
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Finally, the loads on the wings are computed without gust load alleviation con-
troller and with. Based on the stability analysis results a feedback gain of kξi =
kξo = 0.6 is selected. For each of the ten trim points five different gust wavelength
are simulated and the loads are recorded. For each trim point the maximum bending
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moment values encountered during the simulation over the five different gust wave
length is depicted in figure 5 in dependence of the wing position. The same proce-
dure is repeated with the estimator and the feedback law activated and is depicted
in the second diagram of figure 5. The first diagram shows that the system without
gust load alleviation system exactly meets the requirements on the five inner points
of the wing while on the most outer wing location the moments are far below the
set threshold. When including the two degree of freedoms gust load alleviation sys-
tem the loads are reduced by at least 3 %. The 3 % reduction occurs at the wing
root for the bending moment. On the outer wing location the load reduction is even
higher, reaching about 10 % between 8 m and 10 m wing span. This confirms that
the developed gust load alleviation can reduce the loads on the aircraft.
6 Conclusions
In this paper a tool-chain to develop a gust load alleviation control system is pre-
sented. Starting from high order, infinite models including time delays, a finite, low
order model is approximated using numerically advanced techniques. These models
are used to design disturbance estimators using nullspace based and optimization
based techniques. Finally, a novel analytical method to validate the stability of the
resulting closed loop is presented. The tool-chain has been successfully applied to a
generic business jet model to reduce the gust loads on the wing.
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