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Abstract
The composition conjecture for the Abel differential equation states that if all solutions in a neigh-
borhood of the origin are periodic then the indefinite integrals of its coefficients are compositions of a
periodic function. Several research articles were published in the last 20 years to prove the conjecture
or a weaker version of it. The problem is related to the classical center problem of polynomial two-
dimensional systems. The conjecture opens important relations with classical analysis and algebra.
We give a widely accessible exposition of this conjecture and verify the conjecture for certain classes
of coefficients.
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1. Composition conjecture
Consider the Abel differential equation
z˙ = dz
dt
= A(t)z3 + B(t)z2,
where z is real and A(t), B(t) are continuous functions. Let z(t, c) be the solution that
satisfies the initial condition z(0, c) = c. For a fixed real number , a solution  is
E-mail address: alwashm@wlac.edu
0723-0869/$ - see front matter 2009 Elsevier GmbH. All rights reserved.
doi:10.1016/j.exmath.2009.02.002
242 M.A.M. Alwash / Expo. Math. 27 (2009) 241–250
-periodic if it satisfies the boundary condition (0) = (). The equation has a cen-
ter if there exists an open interval I containing 0 such z(t, c) is -periodic for all c in I. The
equation has a center at z = 0 when A(t) and B(t) satisfy an infinite sequence of recursive
conditions.
Proposition 1. The Abel differential equation has a center at the origin if and only if
Vk() = 0, k2,
where Vk are defined by
V1 ≡ 1, V2(t) = −2
∫ t
0
B(s)ds,
Vk(t) = −k
∫ t
0
[B(s)Vk−1(s) + A(s)Vk−2(s)]ds, k > 2.
Proof. To prove this statement, we use the expansion of the inverse Poincaré mapping
c =
∞∑
1
1
k
Vk(t)zk ,
where z = z(t, c) is the solution that satisfies the initial condition z(0, c) = c. Next, we
differentiate with respect to t and then substitute z′ = Az3 + Bz2
0 =
∞∑
1
(
1
k
V ′k z
k + Vk zk−1z′
)
=
∞∑
1
(
1
k
V ′k z
k + Vk zk−1(Az3 + Bz2)
)
.
The formula follows from equating the coefficients of zk in both sides. 
The criteria used in Proposition 1 is a classical procedure for finding necessary conditions
for a center of two-dimensional systems; see [12]. Another set of recursive conditions are
given in [4]. However, the conditions in [4] are defined by a non-linear formula.
Now, we give the following sufficient condition for a center.
Theorem 1 (Alwash and Lloyd [4]). If there exists a differentiable function u of period 
such that
A(t) = u′(t)A1(u(t)), B(t) = u′(t)B1(u(t))
for some continuous functions A1 and B1, then the Abel differential equation has a center
at the origin.
The condition in Theorem 1 is called the composition condition. The recursive formula is
used to prove Theorem 1. It follows, inductively, that Vk(t) are functions of u. Alternatively,
performing a change of variables in the Abel equation, we see that all its solutions are
functions of u.
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The composition conjecture is that the composition condition in Theorem 1 is a necessary
condition for a center. This conjecture first appeared in [4] with classes of coefficients
which are polynomial functions in t, or trigonometric polynomials. A counterexample was
presented in [1] to demonstrate that the conjecture is not true. A simple counterexample is
presented in Section 2, using a different argument.
The composition conjecture was considered later for the case in which A and B are
polynomial functions in t. Following is the current composition conjecture; we take = 1.
The Composition Conjecture. Consider the differential equation
z˙ = A(t)z3 + B(t)z2,
where A and B are polynomial functions in t. If the origin is a center then there are polyno-
mials u, A1 and B1 such that u(0) = u(1) and
A(t) = u′(t)A1(u(t)), B(t) = u′(t)B1(u(t)).
The composition condition can be stated as: the integrals of A and B are functions of a
periodic function. Several research papers were published about the composition conjecture.
We refer the reader to the excellent survey articles [7,15].
To verify the conjecture for a particular class of coefficients, let Vk(1) = 0 for some
values of k and then show that A and B satisfy the composition condition. This can be done
when the coefficients are polynomial functions of small degrees or have small number of
terms. However, the computation eventually becomes much more complicated and involves
very large expressions. Some particular cases are considered in the following theorem. Any
polynomial in t can be written as a linear combination of terms of the form (t2 − t)k or
(2t−1)(t2−t)k . This form makes it easier to check the composition condition. The following
lemmas are used in the proofs of the next result and Section 3.
Lemma 1. (1) For any positive integer k,
Ik =
∫ 1
0
(t2 − t)k dt = (−1)k (k!)
2
(2k + 1)! .
(2) The expression Ik satisfies the relation
Ik+1 = − k + 12(2k + 3) Ik .
Proof. (1) We write (t2 − t)k = tk(t − 1)k and then integrate by parts repeatedly k times.
The integral in the last step is
(−1)kk!
(k + 1)(k + 2) · · · (k + k)
∫ 1
0
(t − 1)2k dt = (−1)k k!(k + 1)(k + 2) · · · (2k)(2k + 1) .
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(2) The relation follows from
Ik+1 = (−1)k+1 ((k + 1)!)
2
(2k + 3)! = −(−1)
k (k + 1)2(k!)2
(2k + 3)(2k + 2)(2k + 1)!
= − k + 1
2(2k + 3) Ik . 
Lemma 2. Consider an n × n matrix such that the j-th column, C j , is the transpose of the
vector(
1,
k j + 1
2k j + 3 ,
(k j + 1)(k j + 2)
(2k j + 3)(2k j + 5) , . . . ,
(k j + 1)(k j + 2) · · · (k j + n − 1)
(2k j + 3)(2k j + 5) · · · (2k j + 2n − 1)
)
.
If ki  k j when i  j then the matrix
(C1,C2, . . . ,Cn)
is non-singular.
Proof. We first rationalize the elements by multiplying the j-th column by (2k j + 3)(2k j +
5) · · · (2k j + 2n − 1), for j = 1, 2, . . . , n. In the resulting matrix, each element in the j-th
column is of degree n−1 as a polynomial in k j . On the other hand, the determinant vanishes
when ki = k j . Hence, the determinant has the form C
∏n
i=1, j=1,i< j (ki − k j ), where C is a
constant. To determine the value of C, we put ki =−i, i =1, 2, . . . , n. In this case, the matrix
is an upper diagonal matrix and its determinant is computed. Therefore, the determinant of
the matrix is given by
3n−25n−3 · · · (2n − 5)2(2n − 3)
n∏
i=1, j=1,i< j
(ki − k j ).
and it is non-zero if ki  k j when i  j . 
Theorem 2. The composition conjecture is true in each of the following cases:
(1) A and B are polynomial functions in t of degrees 7 and 1, respectively.
(2) B is of degree 1; A has at most three terms of the form (t2 − t)k and any number of terms
of the form (2t − 1)(t2 − t)k .
Proof. (1) The condition V2(1) = 0 implies that B(t) is a constant multiple of 2t − 1.
Moreover, the conditions V2(1) = V3(1) = · · · = V11(1) = 0 imply that A is of the form
(2t − 1)P(t2 − t), where P is a polynomial. Hence, the composition condition is satisfied
with u = t2 − t . The computations are done with Maple and summarized in the following
steps:
• Let B(t)=2Ct + D. The condition V2(1)=0 implies that
∫ 1
0 (2Ct + D)dt =C + D =0.
This gives B(t)=C(2t −1). With the change of variables zCz, the equation will have
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the same form but with B(t) = 2t − 1. Hence, we put C = 1. Let
A(t) = a + b(t2 − t) + c(t2 − t)2 + d(t2 − t)3
+ (2t − 1)(e + f (t2 − t) + g(t2 − t)2 + h(t2 − t)3).
• Put V1(t) = 1, V2(t) = −2(t2 − t) and compute Vk for 3k11 from
Vk(t) = −k
∫
(A(t)Vk−2(t) + B(t)Vk−1(t))dt .
• Compute the basis of the ideal generated by V3(1), V4(1), . . . , V11(1). This can be done
with the use of Groebner bases technique. This basis is ≺ a, b, c, d . Hence, A(t) is a
polynomial in t2 − t multiplied by 2t − 1.
(2) By solving the recursive formula, the conditions V3(1) = V4(1) = V5(1) = 0 are
equivalent to∫ 1
0
A(t) dt = 0,
∫ 1
0
B(t)A(t)dt = 0,
∫ 1
0
(B(t))2 A(t)dt = 0,
where B(t) = ∫ t0 B(s)ds. Let a(t2 − t)m + b(t2 − t)n + c(t2 − t) j , with m < n < j , be
the three terms in A(t). Of course, there are other terms of the form (2t − 1)(t2 − t)k . By
evaluating the three definite integrals from Lemma 1, we obtain
aI m + bI n + cI j = 0,
aI m+1 + bI n+1 + cI j+1 = 0,
aI m+2 + bI n+2 + cI j+2 = 0.
Here, we used the formulae in Lemma 2. The determinant of the coefficients matrix is given
by
3Im In I j (n − m)( j − m)( j − n)
8(2m + 3)(2m + 5)(2n + 3)(2n + 5)(2 j + 3)(2 j + 5)  0.
Therefore, the system of equations has the unique solution a = b = c = 0. Hence, A(t) is
a linear combination of terms of the form (2t − 1)(t2 − t)k . The composition condition is
satisfied with u = t2 − t . 
Remarks. 1. The first part in Theorem 2 improves a result in [5] where A and B are of
degrees 1 and 6, respectively.
2. The formula for Vk(t), k6 is more complicated; it contains iterated integrals and
Vk(1) = 0 is non-linear in the coefficients of A.
3. The coefficients matrix in the proof of Theorem 2(2) is non-singular. This follows from
Lemma 2 also.
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2. Two-dimensional systems
In this section, we explain the relation with the classical center problem. Consider the
two-dimensional systems
x˙ = y + P(x, y),
y˙ = −x + Q(x, y),
where P and Q are homogeneous polynomial functions of degree n. Recall that the origin
is a center when all the orbits in its neighborhood are closed. The classical center problem
is to find necessary and sufficient conditions, in terms of P and Q, for the system to have
a center at the origin. This is one of the important problems in the qualitative theory of
differential equation. The problem have been solved only when n = 2; see for example [9].
There are two classical sufficient conditions, the divergence condition and the symmetry
condition. Below are generalizations of these conditions for a center.
Theorem 3 (Alwash and Lloyd [4]). The origin is a center if at least one the following
conditions is satisfied:
(1) For some constant k, P/x + Q/y = k(x P + yQ) on x2 + y2 = 1.
(2) For some constants a and b with a2 + b2 = 1,
P(bx + ay, ax − by) = −bP(x, y) − aQ(x, y),
Q(bx + ay, ax − by) = −a P(x, y) + bQ(x, y).
We show that these two results follow from the more general condition in Theorem 1.
The system in polar coordinates has the form
r˙ = f ()rn, ˙= −1 + g()rn−1,
where
f () = cos  P(cos , sin ) + sin Q(cos , sin ),
g() = cos Q(cos , sin ) − sin  P(cos , sin ).
With  = rn−1(1 − rn−1g())−1 the two-dimensional system is transformed to the Abel
differential equation
d
d
= A()3 + B()2,
where
A() = −(n − 1) f ()g(), B() = g′() − (n − 1) f ().
This transformation was used by Cherkas [8]. Other classes of two-dimensional systems
transformed to Abel differential equations were considered in [2,10]. The origin is a center
for the two-dimensional system if and only if  = 0 is a center for the Abel differential
equation. We recall that =0 is a center if solutions starting in a neighborhood of the origin
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are periodic with period 2. Therefore, the classical center problem is to provide necessary
and sufficient conditions on A and B for all the solutions to satisfy (2) = (0). This is an
important simplification of the center problem.
Proof of Theorem 3. The condition on P and Q in the first part of Theorem 3 implies
that g′() = (k − n − 1) f (). Hence, A() = K1g′()g() and B() = K2g′() for some
constants K1 and K2. Now, this part follows from Theorem 1 with u = g. The condition in
the second part of Theorem 3 implies that A(− ) =−A() and B(− ) =−B(), where
sin = a, cos = b. With the change of variables = − 12, A and B are odd 2-periodic
polynomial functions in . Again, this part follows from Theorem 1 with u = cos . 
Now, we give the counterexample to the composition conjecture with trigonometric
coefficients.
Example 1. Consider the quadratic system
x˙ = y − 3x2 + 2xy + y2,
y˙ = −x + x2 − 4xy − y2.
The origin is a center for this system, see for example [9, p. 226]. On the other hand, this
system reduces to the Abel differential equation
d
d
= A()3 + B()2
with
A() = − sin6 − 6sin5  cos − 7sin4 cos2 + 4 sin3 cos3 − 3sin2 cos4 
− 6 sin cos5 + 3cos6 
and
B() = 4 sin3 + 2 sin2  cos − 12 sin cos2 + 2 cos3 .
This equation has a center at  = 0. If A and B satisfy the composition condition then the
equation
d
d
= B()3 + A()2
has a center at the origin. However, the values of Vk(2) for this equation are
V2(2) = V3(2) = V4(2) = V5(2) = V6(2) = 0, V7(2) = 703 .
Hence, this second equation does not have a center at  = 0. Therefore, A and B do not
satisfy the composition condition. This statement is proved in [1] by showing that A and B
do not have a common zero. The composition condition is symmetric with respect to A and
B while the center condition in this example turns out to be non-symmetric.
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3. Moment conditions
A related conjecture is worth to be mentioned; for more details we refer to [7,15]. Consider
the differential equation
z˙ = 	A(t)z3 + B(t)z2.
The conditions∫ 1
0
B(t) dt = 0,
∫ 1
0
A(t)[B(t)]k dt = 0, k0,
where B(t) = ∫ t0 B(s)ds are called the moment conditions. The moments vanishing is
exactly that the first derivative with respect to 	 of the Poincaré mapping cz(	, 1, c)
vanishes identically in c. So it is called the infinitesimal center condition. It follows from
the differential equation that
−
(
1
z(	, t, c)
)′
= 	A(t)z(	, t, c) + B(t).
Next, we integrate over the interval [0, 1] and obtain
0 =
∫ 1
0
[	A(t)z(	, t, c) + B(t)]dt = 0.
Now, we expand the solution as a power series in 	 and differentiate with respect to 	, and
then evaluate the expression at 	= 0:∫ 1
0
A(t)z(0, t, c)dt = 0.
But
z(0, t, c) = c
1 − cB(t) .
For small c the right-hand side can be written as a geometric series
∫ 1
0
cA(t)
∞∑
0
[cB(t)]k = 0.
Now, the result follows directly.
The composition conjecture for the moments is that the moment conditions imply the
composition condition.
If the A and B satisfies the composition condition then the integrand in
∫ (B(t))k A(t)dt is
u′(t) multiplied by a function of u(t). Hence, the integral is a function of u(t). Therefore, the
converse of the composition conjecture for the moments is true. However, a counterexample
is given in [13]. The following is a simple version of this counterexample.
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Example 2 (Pakovich [13]). Let
A(t) = T ′2(t) + T ′3(t), B(t) = T ′6(t),
where Tn(t) = cos(n arccos t) is the Chebyshev polynomial of degree n. Over the intervals
[−
√
3
2 ,
√
3
2 ] the result follows from the facts that
T6(t) = T2(T3(t)) = T3(T2(t)), Tk
(
−
√
3
2
)
= Tk
(√
3
2
)
, k = 2, 3, 6.
Now, the moments have the forms∫
B(t) dt = T6(t),
and for k0,∫
A(B)k dt =
∫
(T ′2 + T ′3(T6)k)dt =
∫
(T ′2(T3(T2))k + T ′3(T2(T3))k)dt .
The last integral gives a sum of a polynomial in T2 and a polynomial in T3. Hence, the
moments vanish. If A(t) and B(t) satisfy the composition condition then A(t)=u′(t)A1(u(t))
and B(t) = u′(t)B1(u(t)). If the degree of u is 2 then the degree of B1, as a polynomial in u
is 1; the degree of A1, as a polynomial in t is 5. But 5 must be divisible by the degree of u;
this is a contradiction. If the degree of u is 3 then the degree of B1 as a polynomial in t is 1.
Hence, B1 cannot be a polynomial in u. Therefore, A and B do not satisfy the composition
condition.
Remark. The example shows that if the origin is an infinitesimal center, then it is not
necessary that the origin is a center for 	 = 1. In the recursive conditions for a center,
V6(−
√
3
2 )  V6(
√
3
2 ). Hence, z = 0 is not a center when 	= 1.
The composition conjecture for the moments is true for many classes of equations; many
of these classes are given in [7,15]. In a recent paper [6], it is shown that “at infinity” the
center conditions are reduced to the moment conditions. Any information available in the
moment problem can be translated into information about center conditions at infinity. The
composition conjecture for the moment is true if B(t) is of degree 1. A proof of this case
is given in [3] by writing A(t) in terms of Legendre polynomials. We give another simple
proof of this case.
Theorem 4. Suppose that B(t) is of degree 1 and A(t) has n terms of the form (t2 − t)k . If∫ 1
0 (B(t))i A(t) dt = 0 for i = 0, 1, 2, . . . , n − 1 then the composition condition is satisfied.
In particular, the composition conjecture for the moments is true if the degree of B is 1.
Proof. Let
A(t) = c1(t2 − t)k1 + c2(t2 − t)k2 + · · · + cn(t2 − t)kn + (2t − 1)P(t2 − t),
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where P is a polynomial. The conditions
∫ 1
0 (B(t))i A(t)dt = 0, i = 0, 1, . . . , n − 1, gives
c1 Ik1+i + c2 Ik2+i + · · · + cn Ikn+i = 0.
Now, we use the formulae in Lemma 1 and factor Iki from the i-th column in the coefficients
matrix. The transpose of the i-th column becomes(
1,− ki + 1
2ki + 3 ,
(ki + 1)(ki + 2)
(2ki + 3)(2ki + 5) , . . . ,
(−1)n−1 (ki + 1)(ki + 2) · · · (ki + n − 1)(2ki + 3)(2k1 + 5) · · · (2ki + 2n − 1)
)
.
Now, we factor the negative signs from the even numbered rows. We also factor 2i−1 from
each i-th row. The resulting matrix is the same matrix in Lemma 2 and hence it is non-
singular. Therefore, c1 = c2 = · · · = cn = 0. This implies that A(t) = (2t − 1)P(t2 − t).
Hence, the composition condition is satisfied. 
Remarks. 1. It follows from the steps of the proof that P could be any continuous function
and not necessarily a polynomial.
2. It was shown in [14] that the moment composition conjecture is true for any B(t) up
to degree 4. So, Example 2 is the simplest possible one. Very recently, a complete solution
of the moment vanishing problem was given in [11]; the moments vanish if and only if A(t)
is a finite sum of polynomials A j (t), each satisfying composition condition with B(t).
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