An integral representation of SL(2, Z) on the space of sequences of rational numbers is constructed, such that the coefficient sequences of convergent ordinary Dirichlet series form an invariant subspace, on which the standard unipotent element acts as multiplication by the Riemann zeta function.
Introduction
Let N denote the natural numbers and Q the rational numbers. Let E be the free Q-module with basis {e n } n∈N . With respect to this basis the endomorphism ring End Q (E), acting on the left of E, becomes identified with the ring A of matrices A = (a i,j ) i,j∈N , with rational entries, such that each column has only finitely many nonzero entries. The dual space E * becomes identified with the space Q N of sequences of rational numbers, with f ∈ E * corresponding to the sequence (f (e n )) n∈N . We will write (f (e n )) n∈N as f and f (e n ) as f (n) for short.
In this notation the natural right action of End Q (E) on E * is expressed as a right action of A on Q N by (f A)(n) = m∈N a m,n f (m), f ∈ Q N , A ∈ A.
(The sum has only finitely many nonzero terms.)
The Dirichlet Space DS is the subspace of Q N consisting of the sequences f for which there exist positive constants C and c such that for all n, |f (n)| ≤ Cn c . A sequence f lies in DS if and only if the Dirichlet series n f (n)n −s converges for some complex number s. The Dirichlet Ring, denoted by DR, is the subring of A consisting of all elements which leave DS invariant. A sufficient condition for membership in DR is provided by the following lemma, whose proof is straightforward. (ii) For all i and j we have |a i,j | ≤ Cj c .
Then A ∈ DR. Furthermore, the set of all elements of A which satisfy these conditions, where the constants may depend on the matrix, is a subring of DR.
Remarks 1.2. There exist elements of DR which do not satisfy the hypotheses of Lemma 1.
1. An example is the matrix (a i,j ) i,j∈N defined by
There are invertible matrices in DR whose inverses are not in DR. For example, the matrix (b i,j ) i,j∈N , given by
is obviously in DR, while its inverse, given by
It is clear that D ∈ DR and that for f ∈ DS, we have
The Riemann zeta function is defined for Re(s) > 1 by ζ(s) =
in the half-plane where both ζ(s) and ∞ n=1 f (n)n −s converge absolutely. In other words, D acts on Dirichlet series as multiplication by ζ(s).
The group SL(2, Z) is generated by the matrices
These matrices satisfy the relations
which, as is well known, form a set of defining relations for SL(2, Z) as an abstract group. We now state our main result. (a) The underlying Q SL(2, Z)-module E has an ascending filtration
2 A Jordan form of the divisor matrix
The following properties of these numbers follow from the definitions.
By considering the first k − 1 entries of elements of A k (m), we see that for k > 1, we have
Induction yields the following formula.
Lemma 2.2.
Lemma 2.3. There exists a constant c such that α k (m) ≤ m c for all k and m.
Proof. We choose c with ζ(c) = 2. We proceed by induction on k. Since α 1 (m) ≤ 1, the result is true when k = 1. Suppose for some k we have that for all m,
Then by (4) we have
which completes the inductive proof.
Remark 2.4. Since ζ(2) = π 2 /6, the constant c can be chosen from the real interval (1, 2). Let J = (J i,j ) i,j∈N be the matrix defined by
Let Z = (α(i, j)) i,j∈N be the matrix described in the following way. The odd rows have a single nonzero entry, equal to 1 on the diagonal. Let i = 2 k d with d odd. Then the i th row of Z is equal to the d th row of (D − I) k .
Lemma 2.5. The matrix Z has the following properties:
Moreover, Z is the unique matrix satisfying (a) and (e).
Proof. Part 
the n th row of each side is equal to the 2n th row of Z. This proves (e) since Z is invertible by (d). To prove the last statement we see that if (e) holds then by (6) we have for all i and k ∈ N, j|k j<k α(i, j) = α(2i, k), which determines Z uniquely since the rows with odd index are specified by (a).
Our aim is to determine Z −1 explicitly. For each prime p and each integer m let v p (m) denote the exponent of the highest power of p which divides m and let v(m) = p v p (m).
Lemma 2.6. We have for all m ∈ N,
Proof. The case m = 1 is trivial. Suppose m = p
Let µ be the partition of n defined by the µ i . We will give another combinatorial interpretation of the sets A k (m). Let N = {1, . . . , n}. Let F µ be the set of functions h :
. . ,r. The symmetric group S n acts transitively on the right of F µ by the rule (hσ)(y) = h(σ(y)), y ∈ N, σ ∈ S n . The stabilizer S µ of the function mapping the first µ 1 elements to p 1 , the next µ 2 elements to p 2 , etc. is isomorphic to
. . σ n−1 } be the set of fundamental reflections, with σ i = (i, i + 1). The subgroup W K of S n generated by a subset K of Π is called a standard parabolic subgroup of rank |K|. Given a k-decomposition (n 1 , . . . , n k ) of n, we have a set decomposition of N into subsets
The stabilizer of this decomposition is a standard parabolic subgroup of rank n − k and this correspondence is a bijection between kdecompositions and standard parabolic subgroups of rank n − k.
For each pair ((n 1 , . . . , n k ), h) consisting of a k-decomposition and a function h ∈ F µ , we obtain an element ( Thus, we have
The number of W K -orbits on F µ can be expressed as the inner product of permutation characters, so
Now, it is a well known fact [1] that
where ǫ is the sign character. Hence,
Let X be the diagonal matrix with (i, i) entry equal to (−1)
Theorem 2.7.
Proof. If i is odd then the i th row of Z is zero except for 1 in the i th column, so the same holds for XZX. By the last assertion of Lemma 2.5 it is sufficient to show that
The matrices XDX = (d
Thus, we must show that
It is sufficient to consider the case i = 2 k , for k ≥ 1, by Lemma 2.5(c). In this case, the left hand side of (7) can be rewritten as
Suppose that we can prove for all j, that
Then we will have proved (7) if j is odd. If j is even, we note that d is a divisor of j/2 if and only if 2d is an even divisor of j, so that (9) implies
Thus, from (8) we see that (7) also follows from (9) when j is even. It remains to prove (9). We can assume j > 1, by Lemma 2.1(a). Lemma 2.6, applied to the left hand side of (9), yields
because the total contribution from the squarefree case of Lemma 2.6 is
We can rewrite (10) as
which, by Lemma 2.2 is equal to α k (j). This proves (9).
Corollary 2.8. Z −1 ∈ DR.
Construction of representations
Let J ∞ be the "infinite Jordan block", indexed by N × N, defined by
In the following theorem, T and S are the generators of SL(2, Z) defined in (2). 
is a filtration of Q SL(2, Z)-modules and for each i ∈ N the quotient module
is an integer matrix for every Y ∈ SL(2, Z). Later we will show (Theorem 5.1) that there is a unique Q SL(2, Z)-module with a filtration by standard modules and such that T acts indecomposably and unipotently on every T -invariant subspace.
We define a sequence of integers {b n } n≥0 recursively by
] denote the ring of formal power series over Q and let
Then the recurrence relations satisfied by the b i can be stated as the equation
Thus,
where the positive square root is taken since g(t) has no constant term. By Taylor expansion we obtain
Let
and defineJ
For any ring R let M n (R) denote the ring of n × n matrices over R. Let U denote the ring of matrices of the form
where, for all n ≥ 0,
and the X (n) are repeated down the diagonals. For example,S,J andR all belong to U. The center Z(U) consists of those matrices in which the submatrices X (n) are all scalar matrices. The map Q
[[t]] → Z(U) sending
n≥0 a n t n to the matrix with X (n) = a n I, for all n ≥ 0, is a Q-algebra isomorphism, and extends to a Q[[t]]-algebra isomorphism
where
We have:
. Proof. Part (a) is obvious and (b) is easy to check by direct computation using (16) and (12). By (a) and (b), the elementsS andJ satisfy the defining relations (3) for SL(2, Z), so (c) holds.
The representation τ 1 satisfies all the conditions of Theorem 3.1 except for (b). To complete the proof of Theorem 3.1 we shall conjugate this representation by an upper unitriangular integer matrix P such that PJP −1 = J ∞ . In order to check that PSP −1 satisfies condition (d) of Theorem 3.1 we will need to compute P and its inverse explicitly.
TransformingJ into Jordan form
A matrix P such that PJP −1 = J ∞ can be found by following the usual method for computing Jordan blocks. Thus, for n ∈ N, we define the n th row of P to be the first row of (J − I) n−1 , setting (J − I) 0 = I. Then P is upper unitriangular, hence invertible, and, from its definition, P satisfies the equivalent equation
We now compute the entries of P explicitly. In order to do this, we use the isomorphism γ of (15). LetH = γ(J − I). Theñ
t .
It easy to compute the powers ofJ −I by diagonalizingH. Since g(t) 2 +g(t) = t, the characteristic polynomial ofH is χ(x) = x 2 − tx − t. Let λ 1 and λ 2 be the roots of this polynomial in some extension field and for n ≥ 0 let
)/(λ 1 − λ 2 ) be the complete symmetric polynomial of degree n in two variables, evaluated at (λ 1 , λ 2 ). Then h n is a polynomial in the coefficients of χ(x), so it is a polynomial in t. We have h 0 = 1 and h 1 = t. A straightforward computation shows that, for n ≥ 2,
It follows from (17) and the equation g(t) 2 + g(t) = t that the polynomials h n satisfy the recurrence h n = th n−1 + th n−2 , (n ≥ 2),
By inspection, the solution is
n − r r t n−r .
Thus we can compute the entries of P as coefficients of the powers of t in the top rows of theH n . For ℓ ≥ 3 and s ≥ 0, we have
Here and elsewhere, we employ the convention for binomial coefficients that
We now turn to the computation of P −1 . Suppose a matrix Q = (q i,j ) i,j∈N satisfies the two conditons
The first conditon implies that P Q commutes with J ∞ and the second that (P Q) 1,j = δ 1,j , from which it follows that P Q = I and Q = P −1 . We find a matrix Q satisfying (19) by first finding a matrix A such that
and then modifying it. To compute A we must first enlarge the ring U. Let U denote the set of matrices of the form
where the blocks X (m) ∈ M 2 (Q), for m ∈ Z, are repeated down the diagonals and have the property that for some m 0 ∈ Z, which may depend on W , X (m) = 0 whenever m < m 0 . We shall refer to the two columns of W headed by X (m) as the [m, 1] column and the [m, 2] column, respectively. For W ∈ U and m ∈ Z, we denote by W (m) the submatrix of W whose first column is the [m, 1] column of W . To be concise, we can write W = (X (m) ) m∈Z , since the top row determines the whole matrix. A product is defined as follows.
This product can be computed as an ordinary matrix product as follows. Let m 0 and n 0 be chosen such that X (m) = 0 for all m < m 0 and Y (n) = 0 for all n < n 0 . Then W W ′ is obtained from the ordinary matrix product W (m 0 )W ′ (n 0 ) by adjoining columns of zeros to the left and declaring the first column of W (m 0 )W ′ (n 0 ) to be the [m 0 + n 0 , 1] column of the new matrix. The answer is independent of the choice of m 0 and n 0 , due to the diagonal pattern of elements of U. Together with the usual vector space structure on matrices, the above product makes U into a Q-algebra. The subset of elements W ∈ U such that X (m) = 0 for all m < 0 forms a subalgebra isomorphic to the algebra U defined in (14). Let Q((t)) denote the field of formal Laurent series, the field of fractions of Q[[t]]. The center Z( U) consists of the elements in which all the submatrices X (m) are scalar. The map sending the Laurent series n a n t n to the element (X (m) ) m∈Z such that X (m) = a m I for all m, is an isomorphism of Q((t)) with Z( U). This extends to an isomorphism of Q((t))-algebras
which is the unique extension of the isomorphism (15). Now, the elementJ − I is invertible in U, sinceH = γ(J − I) has determinant −t. We define A = (a i,j ) i,j∈N by columns. For n ∈ N, we set the n th column of A equal to the [0, 1] column of (J − 1) −(n−1) . Then A satisfies (20), by construction. To compute the entries of A we invertH and its powers (17) to obtain
Then we read off the coefficients of the appropriate powers of t in the first columns. The first two columns of A are given by
For m ≥ 3 and s ≥ 0 we have
Let Q = AJ ∞ = (q i,j ) i,j∈N . We check that Q has the properties (19). Sincẽ JA = AJ ∞ , it is clear thatJQ = QJ ∞ . We have
Since a 1,m = (−1) m−1 , it follows that q 1,j = δ 1,j . Thus, Q = P −1 . Finally, the entries of Q are obtained by applying (23) to (21) and (22). Thus, q i,1 = δ i,1 and q i,2 = δ i,2 , for i ∈ N. For m ≥ 3 and s ≥ 0, we have
Lemma 3.3. For all i and j we have |q i,j | ≤ 2 3j and |p i,j | ≤ 2 2j .
Proof. The bound |b k | ≤ 2 2k−2 for k ≥ 1 follows from (13). It is then elementary to verify the bounds of the lemma from the formulae (18) and (24).
Proof of Theorem 3.1
We define
From its construction, τ satisfies conditions (a), (b) and (c) of Theorem 3.1. It follows from Lemma 3.3 that τ (S) = PSP −1 satisfies (d).
Proof of Theorem 1.3
The matrix Z −1 studied in Section 2 is the transition matrix from the basis {e n } n∈N of E to a new basis {e Since
Where E(d) is the subspace of E spanned by the elements e ′ d2 k−1 , k ∈ N. We consider the isomorphisms
For each odd number d let A(d) be the subring of A consisting of matrices whose entries a i,j are zero unless i and j both belong to the set {d2
The above isomorphisms induce isomorphisms
and a homomorphism
We have ψ(J ∞ ) = J.
Now for A ∈ A, we have ψ(A) i,j = 0 unless there exists an odd number d and k, ℓ ∈ N with (i, j) = (d2
Let τ be the representation given by Theorem 3.1 and let τ (S) = (s k,ℓ ) k,ℓ∈N . By Theorem 3.1(a), s k,ℓ = 0 if k > ℓ + 1. This means ψ(τ (S)) i,j = 0 if i > 2j. By Theorem 3.1(d), there exists a constant C such that |s k,ℓ | ≤ 2
Cℓ , for all k and ℓ, which implies that |ψ(τ (S)) i,j | ≤ 2 C j C , for all i and j. We conclude that ψ(τ (S)) ∈ DR. Since ψ(τ (T )) = J, it follows that ψ(τ (SL(2, Z) )) ⊆ DR. Finally, the representation
satisfies all of the conditions of Theorem 1.3. The proof of Theorem 1.3 is now complete.
Uniqueness of M ∞
Let G = SL(2, Z) with generators S and T as given in (2). Let V denote the standard 2-dimensional QG-module. We shall call a QG-module T -indecomposable module if T acts indecomposably and unipotently on every T -invariant subspace. One example is the QG-module, which we shall denote by M ∞ , defined by the representation τ of Theorem 3.1. Proof. We argue by induction on n, the case n = 1 being trivial. We assume n > 1. By Lemma 5.3, N ′ has, for each k ≤ n − 1, a unique submodule N ′ (k) ∼ = M(k) of length k and these are all the submodules of N ′ . Let ψ : N → N ′ be a given isomorphism. Choose any isomorphism φ : M → M ′ . Replacing φ by a scalar multiple, we can assume that α := φ| N − ψ ∈ Hom QG (N, N ′ ) is not an isomorphism, so it has a nonzero kernel K. Hence α induces an isomorphism N/K → N ′ (k) for some k < n − 1. By induction, this isomorphism may be extended to an isomorphism β : M/K → N ′ (k +1). The induced map β : M → N ′ (k + 1) is an extension of α. Thus, ψ extends to φ − β, which is an isomorphism, since N ′ (k + 1) M ′ .
