It is now generally agreed that multiple factors drive asset returns. Their identities, however, remain subject to wide debate, despite a plethora of factor candidates nominated in a voluminous literature. We propose a protocol for sorting them out. Our protocol involves seven empirical stages that successively identify non-risk factors that are not priced, non-risk factors that are (i.e., arbitrage opportunities), risk factors that are not priced, and those that are.
I. Evidence about multiple systematic common factors
There are two striking facts about portfolios of assets. First, even really well-diversified portfolios are quite volatile. The volatility of a large positively-weighted portfolio is often around half as large as the average volatility of its constituents. For example, during the decade from 2001 through 2010, the monthly total return on the S&P 500 had an annualized volatility (standard deviation) of 16.3%. Over the same period, the average volatility for the S&P's constituents was 36.1%.
Second, although well-diversified portfolios are highly correlated within the same asset class, they are much less correlated across asset groupings; e.g., across bond vs. equities vs. The first empirical fact is sufficient to suggest the existence of common underlying systematic influences, (or "risk drivers" or "factors") that limit diversification within an asset class; otherwise diversified portfolios would have much smaller volatilities. The second fact intimates the presence of multiple systematic factors; otherwise diversified portfolios would be more correlated across asset classes, countries, and sectors.
Almost all academics and probably the vast majority of finance professionals now recognize that pervasive factors are among the main drivers of observed returns, but there is strong disagreement about the identities of factors and even about whether they represent risks, anomalies, or something else.
1 Cotter and Roll [2012] report that real estate investment trusts have rather low betas against the S&P 500.
The situation is well illustrated by the fact that numerous candidates for factors have been proposed in a voluminous literature. Subrahmanyam [2010] surveys more than fifty characteristics that various papers contend are cross-sectionally related to mean returns.
Recently, Harvey, Liu, and Zhu [2013] , after an exhaustive search through the finance literature, uncover 186 factor candidates in both published and working papers. These authors suggest, quite correctly in our opinion, that any newly proposed factor should have to pass a much higher hurdle for statistical significance than the level habitually used in the literature, simply because of the extensive data mining. But above and beyond an appropriate ever-increasing hurdle for statistical significance, factors must possess certain properties; any previously nominated factor candidate or any candidate nominated in the future should be examined for these features.
There are few topics in finance that are more important; factors are the main principal determinants of investment performance and risk. Indeed, the comparative values of welldiversified portfolios are driven completely by their factor exposures. Whether its investors know it or not, every diversified portfolio is absolutely in thrall to factor drivers.
In this paper, we propose a protocol for identifying and measuring factors. We set up a taxonomy for the various types of possible factors and suggest procedures for categorizing them.
Our main goal is to develop a process to assess factor candidates, a process that will be broadly acceptable to both scholars and practitioners.
II. Factors versus Characteristics
The two most fundamental attributes of a factor are (1) it varies unpredictably in a time series sense and (2) its variations induce changes in asset prices. Many seemingly reasonable candidates for factors, such as macro-economic variables, are at least partly predictable over time, but relatively efficient asset prices should not be influenced by movements that can be easily predicted. This suggests that the unpredictable variation in a factor should be the main driver of changes in asset prices.
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A further implication is that any observable asset characteristic cannot itself be a factor because it is known in advance. There is some misunderstanding in the finance community about this point because several seemingly successful factor models have been built on the basis of firm characteristics; e.g., the size of a firm, the market/book ratio, the past momentum in prices, beta, modified duration, beta estimation risk, 3 even (with tongue in cheek) the alphabetical ranking of a firm's name. 4 Of course, firms sorted by a pre-known characteristic might happen to be differentially influenced by some unknown factor or factors. If such an empirical regularity is observed, then a portfolio can be constructed whose unpredictable variation proxies for the underlying unknown factor(s); but the quality of the proxy and the identity of the underlying factor(s) remain a mystery until additional information is uncovered that reveals the true nature of the connection.
Leading authorities agree on this point. For instance, in his widely-appreciated book, Cochrane
The fact that betas (i.e., the true factor loadings or "exposures") are regression coefficients is crucially important...the betas cannot be asset-specific or firm-specific characteristics, such as the size of the firm, book to market ratio, or (to take an extreme example) the first letter of its ticker symbol, (p. 81.)
Cochrane goes on to point out the characteristics can be associated with expected returns (and hence with compensation for risk) but this association "...must be explained by some beta regression coefficient," (p. 81, emphasis in original.)
A good example of this phenomenon involves the book/market ratio. Firms sorted by book/market appear to have systematically diverse average returns, which prompted Fama and French (1992) to construct a portfolio that is long higher book/market stocks and short lower book/market stocks. The variation in this portfolio's value could be a proxy, albeit of unknown 3 See Graham (2012) . 4 See Ferson, et al., (1999) .
quality, for the movements in some underlying factor or factors; there has been much subsequent debate about its or their identities.
However, Daniel and Titman (1997) note that book/market is a characteristic, not a factor. They go on to show empirically that stocks with higher book/market ratios, but not higher loadings on the Fama/French portfolio, have higher returns on average. 5 They conclude that book/market was not related to riskiness. Perhaps so, but there is another possibility; the proxy represented by the Fama/French portfolio might not be all that closely related to the underlying but unknown factor that drives returns on higher book/market stocks. The Fama/French portfolio could simply be a poor proxy or not even related to the factor. Or the portfolio could be proxying for a rather weak factor and not be related to another stronger factor.
For practitioners, it understandably tempting to find characteristics related to average returns because this could bring superior investment performance, provided that such characteristics are not proxies for factor risk loadings. Indeed, this is the foundation on which some firms provide advice to the investment community. For instance, MSCI uses the Barra Aegis approach to identify characteristics and use them to "optimize" portfolios.
Goyal (2011) remarks that "…it is especially easy to check for pricing of characteristics…" (p.
14), using the cross-sectional time-series method developed by Fama and MacBeth (1973) .
Goyal discusses various refinements including an important one devised by Brennan, Chordia and Subrahmanyam (1998) that efficiently mixes known factor betas, (presuming that some are known), with firm characteristics. The problem, of course, is that a "priced" characteristic is not necessarily associated with a genuine risk factor for the reason given by Cochrane above. It is not a beta from a factor regression.
Potentially priced characteristics must seem alluring also to finance academics. Subrahmanyam (2010) uncovers more than fifty cross-sectional characteristics used to predict returns in the finance literature. But he warns, 5 Daniel and Titman make a similar observation about firm size.
The overall picture…remains murky, because more needs to be done to consider the correlational structure amongst the variables, use a comprehensive set of controls, and discern whether the results survive simple variations in methodology, (p. 27.)
It seems clear enough that a characteristic related to average return cannot simply be assumed to be related to a factor, without confirming information. The characteristic might proxy for a loading on an unknown risk factor. On the other hand, it might represent an investment opportunity and not be related to a factor at all.
The holy grail is to uncover the best confirming, or disconfirming, information. We will propose a procedure below but would at this point simply like to acknowledge that this quest is nothing new. A number of scholars have already pursued it; nonetheless, this is the first study proposing a procedure that provides necessary and sufficient conditions for a candidate factor to be a priced risk-factor.
One laudatory example is provided by Charoenrook and Conrad (2008) , (hereafter CC.) Their approach is motivated by section 6.3 in Cochrane (2001), which derives a relation between the conditional variance of a true factor and that factor's associated risk premium. CC notice an important implication; viz., that time variation in a factor candidate's volatility should be correlated positively with time variation in its expected return. Consequently, if (a) a proposed factor has significant intertemporal variation, (b) its mean return also has significant variation, and (c) the two are positively correlated, then the factor candidate satisfies a necessary condition to be proxying for a true underlying priced factor. As CC emphasize though, that such an empirical finding is not a sufficient condition.
CC find empirically that several proposed factor candidates, including size, book/market, and a liquidity construct, satisfy the above necessary condition. Momentum 6 does not. Momentum's estimated mean/volatility relation has the wrong sign. If this finding is upheld, it implies strongly that the momentum characteristic offers a free lunch, supposedly an arbitrage opportunity.
In the last section of their paper, CC, motivated by the recognition that their empirical condition is only necessary, examine whether the risk premiums associated with size, book/market and liquidity are in a plausible range. They find that the Sharpe ratios of size and book/market are "plausible" but the Sharpe ratio for liquidity is not. We are left in doubt. Although size, book/market and liquidity satisfy a necessary condition to be risk factors, CC's plausibility comparisons do not represent rigorous tests of sufficiency. Consequently, we must await further developments.
Since time variation in risk premiums is required for the CC necessity condition, it cannot provide evidence for factor candidates with stable risk premiums or with statistically small variation. Perhaps there are no such factors, and we just don't know at this juncture.
III. Factors and the (possibly conditional) covariance matrix
If the world were very simple, there would be one sure-fire method to extract good factor proxies. Linear combinations of factors would reveal themselves in the principal components analysis (PCA) of the covariance matrix of observed returns. In a really perfect world, there would be only a few principal components with large eigenvalues (many fewer than assets.) If this were true, factor proxies could be extracted from rather small subsets of assets.
To a first-order approximation, the covariance matrix is not affected by the cross-section of expected returns, so the temptation to identify return-related characteristics is absent. Instead, the main component is the time variation in asset prices, the very essence of factor influence.
A necessary condition for any candidate to be a factor is that it be related to the principal components of the covariance matrix. This condition represents the motivation for the analysis in Moskowitz (2003) , who checks it for three candidates, size, book/market, and momentum.
Moskowitz finds that size satisfies the condition; it is related to covariation and its associated risk premium is positively associated with its volatility. Book/market is close to satisfying but momentum is not. This agrees with the results of CC discussed above in the case of momentum, and it more or less agrees with CC in the case of book/market. Ninety percent or more of all factor-related empirical research in the past has studied on equities;
but equities are hybrid securities because most firms have some debt. The equity claimant is long the firm's real assets, short its debt instruments, and long an option to default and deliver the real assets to the bondholders. The debt and the option affect the volatility of the equity, so the equity's volatility need not be that closely related to the volatility of the firm's real assets.
Only the real asset volatility is relevant for identifying factors.
Consequently, when using equities to identify factors, some care should be exercised to remove the debt and option influences. They are simply annoyances that are likely to interfere with empirical inferences. A method for avoiding this difficulty is outlined below. Equity is in zero net supply because the stock issued by a firm is held as an asset by investors. All liabilities indeed are in zero net supply. In this study, we use non-debt firms to get direct measures of the returns on real assets because the asset of these firms is perfectly matched by the equity. This would not be possible if we use firms with debt because we do not have simultaneous returns on debt.
The aggregate real asset portfolio includes very large proportions in some assets that are extremely difficult to measure. Pukthuanthong, and Roll, 2014) . 9 As opposed to relative asset pricing such as comparing an option price to the underlying stock price.
energy, etc., and (b) behavior-driven pervasive shocks in confidence or risk perceptions such as panics, liquidity crises, etc.
To do a really good job, we must be able to identify and measure the pervasive factor perceptions and then to estimate factor sensitivities (betas) for every real asset. The first job is to identify and measure the factors. Existing literature has studied several alternative approaches.
One approach relies on an entirely statistical method such as principal components or factor analysis, (e.g., Roll and Ross [1980] , Connor and Korajczyk [1988] .) A second approach prespecifies macro-economic variables that seem likely to be pervasive and then pre-whitens the official numbers pertaining to such low frequency constructs as industrial production, inflation, and so on, (e.g., Chen, Roll and Ross [1986] .) Then there is the approach of relying on asset characteristics to develop proxies that are empirically related to average returns (e.g., Carhart [1997] .) Finally, a lesser known but simpler approach is to employ a handful of rather heterogeneous indexes or tradable portfolios.
Each of the above approaches has particular limitations. Purely statistical methods are theoretically sound but everything has to be stationary. Pre-specified macro-economic variables are the most theoretically solid but are observed with excruciatingly low frequency. Factor proxies suggested by asset pricing are weak theoretically and are not necessarily even related to risk. A group of heterogeneous diversified portfolios can have non-stationary compositions and be observed at high frequency -but heterogeneity must be sufficient to span all relevant and pervasive underlying risk drivers.
Heterogeneous portfolios work well for spanning global factors. Pukthuanthong and Roll (2009) went to a lot of trouble to extract ten global principal components. They employed the extracted global principal components as factor proxies and demonstrated a substantial increase in global market integration for many countries. Then, as a robustness check for their purely statistical procedures, they replaced the principal components with broad indexes from ten large countries and found virtually identical results. Country indexes are evidently sufficiently heterogeneous to span the same underlying macro perceptions as principal components.
Using a set group of portfolios is arguably the easiest and best approach to factor estimation if heterogeneity can be assured, which suggests that a well-chosen set of exchange traded funds (ETFs) might serve the purpose quite well. ETFs are often diversified portfolios or derivativesbased equivalents. As such, their returns must be driven mainly by underlying factors; i.e., by high-frequency changes in market perceptions of macro-economic conditions. Their idiosyncratic volatility should be relatively small. Moreover, they are generally liquid, transparent, and cheap to trade. Their variety across several asset classes suggests a healthy degree of heterogeneity.
As stressed above, asset pricing theory should attempt to explain the returns of real assets, not bonds, currencies, derivatives or any other financial instrument whose aggregate supply is zero.
Nonetheless, ETFs invested in bonds or in other zero net supply assets might still be useful as factor candidates because their returns could be driven by the same factors that drive real assets.
In other words, there is no sense in searching for factors to explain bond ETFs, but bond ETFs could potentially serve as factor candidates.
VI. Putting it All Together: The Necessary Conditions.
Given the discussion above, we are ready to outline the first stage of our protocol for identifying factors. This stage involves a sequence of necessary conditions. It identifies factors that move asset prices but it does not distinguish between pervasive priced factors and diversifiable factors.
That crucial information is postponed to a later stage. Here are the recommended steps for the necessary conditions:
First, collect a set of N equities for the factor candidates to explain. The equities in this set should be as close as possible to real assets. They should mostly be firms with a minimal amount of debt and with few positions in derivatives. Non-hedging firms with zero leverage would be ideal. Although zero-debt firms are not a representative sample of the economy, the only thing that matters is whether the zero-debt firms span the much smaller set of risk drivers.
The number of such firms need not be all that large because the number of factors is presumably rather small. There is some danger here because certain industries probably have few firms that own real assets exclusively and have no positions in zero net supply type assets. For example, financial firms, utilities and perhaps other industries would be entirely absent. Consequently, factors specific to such industries would not be detected. This is all right, however, to the extent that industry factors are diversifiable.
Second, using simultaneous returns for the N real assets over some calendar interval, such as monthly observations for ten years, extract the real return eigenvectors corresponding to the L largest eigenvalues. The cutoff point for L < N should be designated in advance; for instance, L could be chosen so that the cumulative variance explained by the principal components is at least ninety percent.
Third, collect a set of K factor candidates that consist of two subsets, one subset is comprised of J ETFs, where J is a half-dozen or so, that are as heterogeneous as possible. This is a base group that is likely to span many of the underlying macroeconomic factors. 10 The second subset should consist of any K-J factor candidates of interest. These could be well known characteristics-based candidates, (size, book/market, momentum) or any of the 50 or so documented in Subrahmanyam (2010) , or any new candidate as yet to be suggested.
Fourth, using the L eigenvectors from step #2 and the K factor candidates from step #3, calculate the time varying conditional real return covariance matrix is V t (L+K x L+K). Our preferred method for calculating V t is the innovative technique of Ledoit, Santa-Clara, and Wolf (2003) , hereafter LSW. LSW estimates GARCH(1,1) coefficients for diagonal terms one at a time and off-diagonal coefficients pair-wise. It then minimizes a Frobenius norm to deliver modified coefficients that guarantee positive semi-definite conditional covariance matrices in each sample period. The conditional covariance matrices are time varying but typically somewhat persistent.
Fifth, from the conditional covariance matrix V t , in each period t, break out a sub-matrix, the conditional cross-covariance matrix, which we denote C t . It has K rows and L columns (i.e., K x 10 An alternative would be to include a number of broad market indexes but it seems unlikely that these could be as heterogeneous as ETFs. L); the entry in the i th row and j th column being the covariance between factor candidate i and eigenvector j. It will also be necessary to break out the conditional covariance sub-matrix of the factor candidates, V f,t (K x K) and the conditional covariance sub-matrix of the real eigenvectors,
Sixth, Using the sub-matrices from step #5, compute canonical correlations between the factor candidates and the eigenvectors for each date t. This involves first finding two weighting column vectors, a t and b t , where a t has K rows and b t has L rows so the covariance between the weighted averages of factor candidates and eigenvectors is a t 'C t b t . Their correlation is 11 This provides a method of testing whether the factor candidates as a group are conditionally related (on date t) to the covariance matrix of real returns. Also, by examining the relative sizes of the weightings in a t , one can obtain an insight into which factor candidates, if any, are more related to real return covariances.
Since a t is estimated separately for each date t, it forms a time-series that can be used to test the long-term association of factor candidates and real returns.
The intuition behind the canonical correlation approach is straightforward. The true underlying drivers of real returns are undoubtedly changes in perceptions about macroeconomic variables;
(See section V above.) But the factor candidates and the eigenvectors need not be isomorphic to a particular macro variable. Instead, each candidate or eigenvector is some linear combination of all the pertinent macro variables. This is the well-known "rotation" problem in principal components or factor analysis. 12 Consequently, the best we can hope for is that some linear combination of the factor candidates is strongly related to some different linear combination of the eigenvectors. Canonical correlation is intended for exactly this application.
Any factor candidate that does not display a significant (canonical) correlation with its associated best linear combination of eigenvectors can be rejected as a viable factor. It is not significantly associated with the covariance matrix of real asset returns.
A rejected factor candidate, one that is not associated with the covariance matrix of real asset returns, is perhaps more interesting than the accepted candidates, at least to investors. If a rejected factor candidate is reliably associated with the mean returns on a diversified portfolio of assets, whether or not they are real assets, then an arbitrage is possible. To construct the arbitrage, factor loadings are required on the accepted factors and on the rejected factor; then a long/short position is engineered from the rejected factors loadings while a zero factor exposure is constructed against the accepted factors. This essentially eliminates priced risky factor exposure and produces a positive cash flow with little risk if the resulting idiosyncratic volatility is minimal.
The protocol just outlined bears a resemblance to the approach followed by Moskowitz (2003) .
He used a preliminary version of the LSW covariance estimation. He employed industry portfolios instead of heterogeneous ETFs and his main factor candidate of interest were the three Fama/French factors plus the Carhart momentum factor. His criteria for judging a factor, however, was based on a decomposition of the conditional covariance matrix, both the conditional in-sample (i.e., same period) matrix and the conditional look-ahead out-of-sample matrix. He found that principal components extracted in sample dominated any of the tested factor combinations but did poorly out of sample.
If one assumes, as Moskowitz does, that the estimated conditional LSW covariance matrix is the true matrix, then it's not immediately clear why an out-of-sample comparison is relevant. After all, the true covariance matrix of real returns could be dramatically different from one period to
another. An arguably more pertinent question is whether factor candidates capture such variation. This is the same as asking whether the factor candidates span the same space as the eigenvectors; i.e., by the correlation between eigenvectors and factor candidates within each period.
VII. Putting is All Together: Sufficient Conditions.
Although factor candidates that do not satisfy the necessary conditions in section VI might be more interesting to investors, risk control and sound portfolio management requires that we test those factors that do pass muster in order to determine if they are associated with economically meaningful risk premiums. Factor candidates that are associated with the covariance matrix of real returns but do not entail risk premiums must, according to theory, be fully diversifiable.
In principle, this sufficiency stage is easy. We simply run a pooled cross-section/time series panel with real returns as dependent variables and factors that satisfy the necessary conditions as the explanatory variables, taking account of correlations across assets and time; (Cf. Petersen (2009)). This should be done with individual real asset returns on the left side, not with portfolio returns.
A variant of the panel approach is venerable in finance; it was originated by Fama and MacBeth (1973) . The only real difficulty is that the regression betas, the factor loadings, are not known quantities and must be estimated. This implies a classic errors-in-variables problem because the betas are the explanatory variables in each FM cross-section. Moreover, the errors are certainly more egregious in beta estimates for individual stocks than they are in betas estimate for portfolios, which explains why FM used the latter. Fortunately, there is now a promising econometric cure: instrumental variables (IV) whose errors are not correlated with the errors in the beta estimates.
What would be good instruments for betas? It seems sensible to use betas estimated from other observations in the time series. For example, we could first estimate betas from a time series prior to the cross-sectional period, as in FM, and then estimate betas again but from the time series observations after the cross-sectional period; the latter would serve as instruments for the former (or vice versa.)
Alternatively, we could estimate betas and beta instruments from alternating observations and then run the IV cross-section on observations interspersed with, but not used in, estimating the betas and instruments. To clarify, with N return observations over some calendar period, we could split the sample into three interspersed subsamples, estimating betas from observations 1, 4, 7, ….N-2, beta instruments from 2, 5, 8, …N-1, and then calculating the cross sectional IV regression using observations 3, 6, 9,…N. By using alternating observations over the same calendar period, the betas and their instruments should be well connected but their estimation errors should be virtually unrelated because both factor returns and real asset returns are not very serially dependent.
VIII. Industry Factors, Domestic Factors, and Global Factors.
One very important application of the protocol suggested in the two preceding sections would be to study the relative importance of industry, country, and global factors. Intuitively, some factors might be pervasive globally but there is some doubt because many or perhaps most countries do not share fully integrated macroeconomic systems. This leaves room for country factors and, indeed, most previous studies of factors have been exclusively domestic. Finally, at an even lower level of aggregation, industry factors clearly have the ability to explain some individual firm covariances; but are they diversifiable and carry no risk premiums or, instead, are at least some of them sufficiently pervasive to be genuine risk factors at either the country or global level?
Industry factors have been studied for a long time, from King (1966) through Moskowitz (2003) .
It seems to us that a very useful exercise would be to study industry factors globally. Following our suggested protocol, we would only need to assemble some international real asset returns, COMPUSTAT. There are 1,100 minimal debt firms with complete monthly return records over the sample decade but there is no need to use all of them when checking the necessary conditions outlined above, so we randomly select 30 and then extract 10 principal components from their unconditional return covariance matrix. These firms are identified by name in Table 1 . Since all of firms are chosen to have minimal debt, we do not pretend that they are a comprehensive sample over either industry or size. It appears that many of these sample firms are rather small, Microsoft being the glaring exception. Bank South Carolina Corp would seem to be an anomaly, a purported bank with no debt. In the notation of section VI, N=30 and L=10.
Second, we collect a group of ETFs. The data problem here was that ETFs are a relatively recent phenomenon and there are not very many that have been listed continually for the ten years culminating in December 2011. Also, as mentioned earlier, it is important that they be relatively heterogeneous, so we discard a few continually-listed ETFs because their unconditional correlation exceeded .95 with one of those retained. Table 2 lists the seven remaining ETFs.
Five of seven are internationally oriented, which is an advantage because we would ideally like to check factor candidates that are global.
Finally, from Ken French's web site, we collect the returns on two of the Fama/French (1992) factors, SMB and HML. In addition, we copy the returns on the Carhart (1997) momentum factor. We did not include the Fama/French overall market factor because it is highly correlated with the first principal component and, moreover, most people agree that it does not need to be tested as a factor candidate.
With the J=7 ETFs, the two Fama/French factors, the Carhart momentum factors, and the L=10 principal components, the conditional covariance matrix V t is 20 X 20 in each month t. The unconditional covariance matrix over the 120 month sample is printed in Table 3 in the form of standard deviation along the diagonal and correlations off-diagonal. The first ten assets are the principal components, which are orthogonal to each other by construction. We normalize them to have variance unity. For the other ten assets, the factor candidates, standard deviations are in their natural units of percent per month.
As explained in section VI above, the LSW procedure for estimating V t proceeds in three stages.
The first stage is to fit a GARCH(1,1) process to the own variance of each asset in V; essentially to estimate the 20 diagonal terms for each month t = 2,...120. For t=1, we arbitrarily assign the starting value of the GARCH process to the unconditional variance for each asset. GARCH is estimated by maximum likelihood and we assume a Gaussian likelihood function. The maximization is over a non-linear function with some complicated gradients and subject to constraints, for which we employ the SNOPT TM software. 13 Estimating GARCH for PCs is somewhat tricky numerically.
14 The LSW second stage fits a GARCH(1,1) to each pairwise covariance in the V matrix using the own variance estimates from the first stage. Again, this is a (Gaussian) maximum likelihood procedure, but with different gradients and constraints. Since V is 20 X 20 and symmetric, there are 190 separate covariance GARCH processes to estimate in this stage. We set the starting value of the GARCH covariance process at zero, but this induces some numerical difficulties in the first few iterations because the GARCH cross-product coefficient is pushed rapidly toward zero (incorrectly), so it has to be constrained at a small value slightly above zero (another trick for future implementers.) If this is done, the optimum is eventually reached after only a few more iterations.
The first two stages of the LSW procedure produce three 20 X 20 symmetric matrices, denoted A, B, and C in their paper, that contain in each corresponding i,j th element the three GARCH parameters estimated for the 20 own variances and the 190 covariances. Since the covariance parameters are estimated one at time without regard to each other, the A, B, and C matrices need 13 Obtained from Stanford Business Software, Inc. 14 We will be happy to provide some insights into this estimation problem upon request.
not be positive definite and usually are not. So a third stage is required, which entails finding three indefinite matrices that are as "close as possible" to A, B, and C. Closeness is measured by the Frobenius norm, the sum of squared differences between the elements of each of the A, B, and C matrices and the corresponding elements of their companion indefinite matrices. This again involves an optimization as outlined in the appendix of their paper. 15 The three indefinite matrices close to A, B, and C can then be used along with the squared returns and return crossproducts, to produce a V t for each month t that is positive definite and evolves over time as a GARCH multivariate process.
Consequently, for each month in the sample (except for the first month, when V t has only the GARCH starting values and hence is not really an estimate), we obtain an estimated conditional covariance matrix. Since our original data sample was 2002-2011 inclusive, there are 119 of these conditional covariance matrices. As an example, the conditional covariance matrix for December 2006, roughly halfway through the sample, is reported in Table 4 (with standard deviations on the diagonal and correlations off-diagonal.) This matrix can be compared to the unconditional matrix in Table 3 . There appear to be rather minor differences. For example, nine of ten conditional PC standard deviations are slightly below 1.0, their unconditional values.
There does not seem to be a systematic pattern in the conditional covariances.
The next and sixth step of our protocol is to calculate canonical correlations from the submatrices of V t (see section VI above.) Since we have ten PCs and ten factor candidates, there are ten pairs of canonical variates, each pair being orthogonal to the others and having a particular intercorrelation. Canonical correlation sorts these pairs from largest to smallest based on their squared correlation, but the correlation itself can be either positive or negative. Table 5 reports, in the first column, the canonical correlations for the unconditional covariance matrix covering 2002-2011 monthly. The second column gives the time series means of the corresponding canonical correlations from the LSW conditional covariance matrices in each month from February 2002 through December 2011; (the first month is lost in the GARCH 15 We are extremely indebted to Olivier Ledoit who not only showed us the Matlab code programmed by Ilya Sharapov for the procedure in the LSW appendix, but coached us through many missteps along the way in developing our own Fortran code, even checking our numerical results with his own code. Undoubtedly, we would still be working on this without Olivier's guidance.
estimation.) For these means, the third column gives Newey-West T-statistics corrected for autocorrelation (with ten lags) 16 and heteroscedasticity.
As indicated by these results, the first and largest canonical correlation is dominant. Its mean conditional value is 0.84 with a T-statistic over 85. Although some of the smaller correlations seem moderately large unconditionally, only one exceeds .2 conditionally. There are some seemingly significant T-statistics for the other conditional means as well, but their order of magnitude is dwarfed by the first one, so we will focus on it from here on.
We are particularly interested in the vector a t from section VI, which weights the factor candidates, the J ETFs plus the two Fama/French factors and the Carhart momentum factor. For the reasons just mentioned, we report a t only for the largest canonical correlation. 17 Since a t is obtained from V t for t=2,..,120, each element of a t forms a time series whose mean can be checked for statistical significance. The same is true for the vector b t , which weights the PCs.
Results are in Table 6 .
Turning first to b t , the PC weightings, which are reported in the right panel of Table 6 , we see that eight of the ten mean conditional weightings are statistically significant based on the Newey- Among the factor candidates, reported in the left panel of Table 6 , five of the seven ETFs have significant mean conditional weightings. Only the first two are not significant. It is perhaps no surprise that the US ETFs (IYR and SPY) are significant since our sample of minimal debt stocks is entirely from the US market, but there seem to be some global influences at work too because the Hong Kong, Japan, and Latin American ETFs are also significant.
The Fama/French SMB factor is also significant and positive with a T-statistic over seven. Thus, a portfolio constructed from firm size characteristics proxies for a factor that is truly related to the covariance matrix of returns. SMB passes the necessary conditions for a viable risk factor candidate. Remember too that first canonical correlation is very large (around +.9) and statistically significant (Table 5) and is dominated by the first PC (Table 6 ), so SMB is clearly related in a positive manner to underlying risk. Since SMB has usually been associated with a positive average returns, it is a strong candidate for a priced risk factor.
As regards HML and Momentum, both have negative weightings in the first canonical variate, unconditionally and conditionally, and they are statistically significant based on the T-statistic of their time series means. Since principal components have arbitrary signs, it seems that both of these factor candidates pass the necessary conditions of being related to the covariance matrix.
To get a bit more insight on this issue, we repeat this stage of the protocol without using any of the ETFs, but just SMB, HML, and Momentum by themselves as factor candidates. This allows us to check whether the ETFs are somehow interfering with a possible relation between SMB, HML, or Momentum and the underlying risk factors. The results reveal a drastic reduction of the largest canonical correlation, from conditional value of .840 in Table 5 with a T-statistic of 85, to a value of .449 with a T-statistic of 9.6. Clearly, the ETFs are very important in creating a large canonical correlation. The T-statistics of the SMB, HML, and Momentum weightings in the first canonical variate change to +10.2, +2.57 and -2.27, respectively. Thus, SMB becomes more significant and remains positive, HML changes sign and has reduced significance while Momentum retains its negative sign but has reduced significance.
The final step in the protocol is to check the sufficient conditions for a factor candidate that satisfies the necessary conditions. The results above suggest that the last five of the seven ETFs, the Fama/French SMB (size) and HML (book/market) factors, and Momentum pass muster and should be checked for sufficiency; i.e., for whether or not they are associated with statistically significant risk premiums.
For this illustrative example, we adopt a variant of Fama/MacBeth (1973) that differs in two significant respects: (1) it uses individual assets instead of portfolios 18 and (2) it employs instrumental variables to resolve the errors-in-variables problem inherent in estimating factor loadings (betas.)
Instrumental variables have their own particular difficulties, the most serious being that small sample properties are not amenable to analytic investigation. Statistical significance must rely on asymptotic arguments. Consequently, large samples are safer and more likely to produce reliable inferences, so we will use all 1,100 non-debt stocks at this stage. In addition, we will exploit the larger sample available with daily observations. There are 2517 daily return observations during 2002-2011 inclusive for the 1,100 non-debt stocks.
To validate this procedure, we perform a small-scale simulation that closely mimics the actual IV data analysis to come hereafter. Using a Gaussian random number generator, we first simulate 2517 returns for each of six factors. 19 By assumption and construction, the factor returns are independent and identically distributed, with standard deviations, respectively, of 0.4%, 0.3%, 0.3%, 0.2%, 0.2%, and 0.2% per day. Their assumed respective means in percent per day are, respectively, .04%, .03%, .02%, 0%, 0%, 0%. In other words, factors 1-3 have positive means (or risk premiums) while factors 4-6 have no risk premiums and hence represent diversifiable risk drivers.
For each of the six factors, the cross-sectional of betas (or risk exposures) is drawn from another independent Gaussian distribution. In this case, the mean beta on the first factor is set equal to 1.0, since this factor is supposed to mimic the market. The mean beta is zero for the other five factors, since these are supposed to mimic higher-order risk drivers (such as principal components) that cannot be moving all stocks in the same direction. However, the individual stock betas for higher-order are not zero since they are generated by a cross-sectional distribution with standard deviations all assumed to be 0.2.
Finally, the idiosyncratic shock, or simulated residual, for each simulated stock is drawn from a normal distribution with a mean and cross-sectional spread fixed so that the time series explained variance (R-square) averages to approximately that of the actual data, around 21%. This dictates drawing the cross-section of residual standard deviations from a lognormal Gaussian with a mean of 0.8 and a (cross-sectional) standard deviation of 0.2 for the underlying normal distribution.
It should be noted that the sample R-square is influenced by all of the betas, even those for factors associated with a zero cross-sectional mean. This is due to the fact that the variance of an individual stock's returns depends on all of its squared betas in addition to the variances of all the factors and of the idiosyncratic term.
The magnitudes of risk premiums, factor volatilities, betas, idiosyncratic shocks, and R-squares are chosen to be realistic and close to actual equity return parameters. The simulation parameters are summarized in Panel A of Table 7 .
Given the simulated factor values, "true" betas, and idiosyncratic shocks, it is straightforward to generate 2517 daily returns for 1100 simulated stocks. Then, our suggested instrumental variables procedure is implemented as follows: the time series observations are divided into three subsets; using only alternate observations 1, 4, 7,..., 2515, time series multiple regressions for each individual stock produce estimated slope coefficients (betas) on the six factors. Then, observations 2, 5, 8,..., 2516, are employed to estimate a second set of betas, which serve as the instruments for the first set. Finally, for each period 3, 6, 9,..., 2517, we run a cross-sectional instrumental variables regression where the dependent variable observations are the 1,100
individual stock simulated returns in that particular period and the explanatory variables are the estimated betas, whose instruments are the betas estimated from alternate observations. This procedure produces one set of expected return estimates (risk premiums) each period. If returns are independent over time, estimation errors should also be unrelated across periods;
hence, any errors in beta are unrelated to the errors in expected returns because their estimation is derived from entirely different observations. Moreover, the errors in beta are unrelated to the errors in the beta instruments, which is a desirable and indeed an essential feature of a instrumental variables.
We also calculate permutations of the above alternating observations procedure wherein the cross-sectional regressions are run again with observations from alternate thirds of the sample.
In other words, the cross-sectional regressions are run with observations 1, 4, … and also 2, 5, …; in these cases, betas are estimated with one of the other thirds of the sample and beta instruments with the complementary third. When all these calculations are done, there are crosssectional risk premium estimates available for every daily observation from 1 to 2517. These are more or less independently distributed because returns are, so they are readily employable to estimate sample risk premiums along with associated standard errors.
The above simulation uses generated factors to generate hypothetical individual stock returns and also to estimate time series regression (beta) coefficients, but it does not assume direct knowledge of the factors' risk premiums, volatilities, or true betas. Consequently, the estimated risk premiums from the final step of the simulation procedure can be legitimately compared against the true risk premiums, which are known from the generating process but not used in the estimation procedure.
Panel B of Table 7 presents the most important simulation results, the estimated risk premiums from the IV procedure along with their associated t-statistics, where the underlying standard errors are computed using the Newey/West autocorrelation correction with two lags. Recall that errors in variables would bias estimated risk premiums toward zero if OLS betas were used in the cross-sectional regressions. We know this because the factor returns are independent of each other. However, as shown in the second column of Panel B, Table 7 , the estimated coefficients are close to the true risk premiums (listed in Panel A.) Moreover, the first three are significantly positive, as they should be, while the last three, whose true risk premiums are zero, are not significant.
These encouraging results support a conclusion that our IV procedure, which is in itself a methodological innovation in the asset pricing literature, is sensible and produces risk premiums that have the correct signs and magnitudes, at least when there are a lot of cross-sectional and time series observations. Panel C of Table 7 reports the correlations for betas and beta instruments in the first two subsamples. (The correlations between the other subsamples are qualitatively the same.) These numbers provide a gauge of how closely instruments must be to their corresponding betas in order to achieve reasonable large sample results. The correlations here are encouraging. Recall again that estimation errors in betas and beta instruments are unrelated by construction.
In a minor supplement to our small-scale simulation, we also examine the possible confounding influence of stochastic variation in the betas of individual stocks. In this modification, we allow each of the six betas (for every simulated stock) to follow an independent AR(1) process with an autocorrelation parameter of .8 and with a standard deviation of .1 (one half of the crosssectional standard deviation of betas; see Panel A of Table 7 .) 20 The long-term mean of each beta is set equal to the same values as the constant means in the previous simulations, which have the same cross-sectional means and cross-sectional variation as indicated again in the Table   7 , Panel A.
Then the IV estimation procedure was implemented without taking any account of the fact that the true betas change significantly over time. This implies, of course, that the procedure is inefficient; stochastic regression in the first stage of the IV procedure would have been superior.
Yet, as shown in Panel D of Table 7 , the estimated risk premiums are still not far from their true values. The first three factors still have significant risk premiums as they should. The only slightly disturbing aspect of these results is that the factors without true risk premiums, factors 4, 5, and 6, now display substantially larger estimated premiums and the one for factor 4 is marginally significant. Unknown non-stationary betas can evidently compromise IV test power, at least to a modest extent, yet overall the procedure works reasonably well.
Turning now to the actual data, which, corresponding to the just-reported simulations, include 1,100 minimal-debt stocks and 2517 daily return observations. Exactly the same IV procedure is followed; (indeed, the very same Fortran programs are used, just to make sure there are no data processing mistakes.) As with the simulated data, the actual data sample is partitioned into three sub-samples by alternating observations, betas are estimated in each sub-sample using the eight factor candidate found earlier to pass the necessary conditions, and cross-sectional regressions are computed every third day using betas and beta instruments estimated from the other subsamples. Table 8 reports summary statistics for representative time series regressions with alternating observations; Panel A using observations 1, 4, 7,…to estimate the first sub-sample betas and Panel B using observations 2, 5, 8…to estimate the betas again, which will serve as instruments for the first sub-set. These regressions include only 1059 of the original 1100; we noticed that many low-priced and/or thinly traded stocks had enormous daily return kurtosis and we exclude 41 of them whose excess kurtosis exceeds 100.
The explanatory power (adjusted R-square) on average is about 21%, which is roughly what one would expect with daily returns. There are some trouble signs. Notice that the excess kurtoses in the estimated betas for the first four ETFs are relatively large as is that of the intercept.
Nonetheless, the t-statistics indicate reasonable significance for all of the coefficients except the beta on IYR.
21 Table 9 , Panel A gives another hint that the actual data might be more problematic than the simulated data. This Panel gives the simple correlations between betas from alternating sub-21 However, these t-statistics are likely overstated because the regressions are not cross-sectionally independent.
samples. Since one set of sub-sample betas will serve as instruments for betas from its companion sub-sample, these correlations should be respectable; ideally, they would be quite high as they are for the simulated data (Cf. Panel C of Table 7 .) But for the first two ETFs, EWH and EWJ, the correlations are very disappointing and well below a reasonable level such as 0.5. This is strong evidence of a "weak instrument" problem, which is well-known to potentially produce nonsensical results. Consequently, we are eliminating these two ETFs from consideration and will not use them in the next stage, the instrumental variable cross-sectional regressions.
The other six factor candidates, (ILF, IYR, SPY, SMB, HML and MOM,) have inter-subsample beta correlations mostly below those observed for the simulated data, but they are at least in the .5 to .7 range. We thus retain them in the next stage, but with some trepidation.
Panel B of Table 9 reports the risk premium estimates for the four retained factor candidates, using the same procedure as explained earlier for the simulated data and reported in Panel B of Table 7 . To say the least, the results are underwhelming. Although all the risk premiums except that for IYR are positive and in a reasonable range, only Momentum is statistically significant.
There are a number of possible explanations to consider for this puzzling result. First, our instrumental variable procedure may be flawed. It works very well for simulated data, but the real data may be so bizarre that the Gaussian simulated data are highly unrepresentative. Note, however, that the IV method does not require the data to be normally distributed. The IV estimates are unbiased and are asymptotically normal under fairly unrestrictive assumptions.
Second, we might have weak instruments, even though their estimation errors are independent of the explanatory variables and they have at least decent correlations. Moreover, in the final stage we have eliminated factor candidates that seem to have rather weak instruments. Third, even though these factors may be associated with risk premiums over an extended period, the ex post reward for risk in the 2002-2011 decade might have been minimal. Fourth, although these factors are indeed associated with the covariance matrix of returns, they are diversifiable and therefore do not carry risk premiums.
We doubt the validity of the first two explanations because the IV procedure seems to work well with simulated data and because we have expunged weak instruments. As for the fourth explanation, it can only be settled one way or the other by expanding the data sample over a longer period.
Some insight about the third explanation, however, can be gleaned by simply examining the average returns of the factors over the 2002-2011 sample decade; these are reported in Panel C of Table 9 . An excess mean return for each factor would be the numbers in the second column less a riskless rate. For instance, SPY's mean annual return was about 0.02087 X 250 or 7.175% per annum, which seems to be more or less representative of a long-term expected level. This mean was not, however, significantly different from zero during the decade. Indeed, only ILF has a mean return significant at a customary level.
Note that the reported excess kurtosis is very large for all the factor returns; this is an indication of non-normality and compromises any significance inferences about the means. As mentioned earlier, however, a large kurtosis is not necessarily a serious problem for our IV procedure.
As a final check, we extract ten principal components (PCs) from the daily covariance matrix of the returns of our 1100 low debt stocks and repeat the IV procedure using the PCs rather than the factor candidates. It turns out that the alternating observation betas suffer from the weak instruments problem for six of the ten PCs. For the others, only one PC displays a statistically significant risk premium while a second PC is marginally significant (results not reported.)
Hence, one might be entitled to conclude that the 2002-2011 decade had risk drivers that were only weakly associated with rewards.
X. Summary and Conclusions.
Our goal in this paper is to suggest a protocol for sorting factors that potentially are the drivers of asset returns and for determining whether they are associated with risk premiums. We are striving for a procedure that will be acceptable to scholars and practitioners; a standard for future factor identification. The protocol we present here is just an outline and it will undoubtedly be modified by others to render it more sound and acceptable. Ours is just a first attempt.
We begin with an empirical observation: asset returns reveal an underlying factor structure because diversification is not all that powerful. Moreover, weak correlations across diversified portfolios in different asset classes and/or countries suggest that there must be multiple factors.
An underlying factor cannot have movements that are easily predictable because asset prices adjust in advance. One implication is that a characteristic cannot be a factor. This rules out firm-specific attributes such as size, dividend yield, book/market and so on. Such characteristics can be related to factor loadings or exposures, but they cannot be factors per se because they are known.
Factors should be identified by their influence on the returns of assets in positive net supply.
Assets such as bonds or derivatives are in zero net supply, so their risks are not borne in aggregate. Hence, returns of such assets should not be used as dependent variables to be explained by factor candidates.
Our suggested protocol has two stages. The first stage provides a sequence of six steps that represent necessary conditions for factor candidates to be valid. A candidate that does not satisfy these conditions is not a factor, but this does not imply that rejected candidate is uninteresting, particularly to investors. Indeed, if such a rejected candidate is related to average returns on any set of assets, there is a potential profit opportunity. In principle, a diversified portfolio could be constructed to produce significant return with minimal risk.
The second suggested stage entails testing whether factor candidates that satisfy the necessary conditions are pervasive and consequently have associated risk premiums or instead are diversifiable even though they affect some real assets but not all of them. We propose a new variant of the Fama/MacBeth (1973) tests using individual (real) assets and instrumental variables to overcome the errors-in-variables problem induced by the estimation of factor exposures. Our simple empirical example of the protocol suggests that very large cross-sectional and time series samples are required to correctly identify factors. Although simulations support our proposed procedure in this last stage, there is no evidence of risk premiums associated with any of the example factors we tried, even though six of them survive the necessary conditions of our protocol.
Table 1 Sample stocks with minimal debt
Out of 1,100 firms with minimal debt, thirty are selected randomly for analysis. The random selection simply uses the first thirty minimal debt stocks listed by Permno. Ten principal components are extracted from the unconditional covariance matrix of these stocks, whose CRSP Permnos, CUSIPs, Tickers, and Names are shown here. The sample period is January 2002 to December 2011 inclusive. The unconditional covariance matrix with dimension 20 X 20 is reported below for ten principal components extracted from firms with minimal debt, shown in Table 1 , seven ETFs shown in Table 2 , the Fama-French (1992) SMB and HML factors, and the Carhart (1997) momentum factor (MOM). The sample periods spans 120 months from January 2002 through December 2011. For clarity, the matrix is reported with standard deviations along the diagonal and correlations off diagonal. The principal components are orthogonal to each other by construction and are normalized to have unit variance. For the other ten assets, the factor candidates, standard deviations are shown in natural units of percent per month. This table presents the estimated conditional covariance matrix for December 2006, a month roughly halfway through the overall 2002-2011 sample. Conditional covariance matrices are constructed each month using the flexible multivariate procedure of Ledoit, Santa Clara, and Wolf (2003) . Each conditional covariance matrix has dimension 20 X 20 and portrays ten principal components extracted from firms with minimal debt, shown in Table 1 , seven ETFs shown in Table 2 , the Fama-French (1992) SMB and HML factor, and the Carhart (1997) momentum factor (MOM). For clarity, the example monthly matrix below is displayed with standard deviations (%) along the diagonal and correlations off diagonal. The first ten assets are the principal components and are unconditionally orthogonal to each other by construction and scaled to have unit unconditional variance. Standard deviations for the other ten assets, the factor candidates, are in natural units of percent per month. The corresponding unconditional matrix is reported in Table 5 Canonical Correlations
Canonical Correlations between Factor Candidates, the seven ETFs listed in Table 2 plus the Fama-French (1992) SMB and HML factors, and the Carhart (1997) momentum factor (MOM), versus ten principal components computed from the random sample of thirty stocks with minimal debt listed in Table 1 . The first column reports the ten canonical correlations computed from the unconditional covariance matrix. The second column reports the time series means of canonical correlations from the conditional covariance matrices computed with the flexible multivariate procedure of Ledoit, Santa Clara, and Wolf (2003 Table 7 Simulation of the Instrumental Variable Procedure for Estimating Factor Risk Premiums
Corresponding to the actual data used here, Gaussian-distributed returns are simulated for six factors over 2517 days. Betas are generated from a cross-sectional Gaussian distribution for 1100 hypothetical stocks. The cross-section of idiosyncratic volatility is generated from a lognormal distribution. Panel A presents the parameters used in the simulation. Using these parameters, 2517 daily returns are generated with independent idiosyncratic shocks for 1100 stocks. Next, our suggested instrumental variable (IV) procedure is implemented with the simulated individual stock returns. The procedure divides the sample into three alternating observation sub-samples. First, betas for each stock are estimated from time series regressions using daily observations 1, 4, 7,.., 2515, which we denote the first sub-sample. Then, beta instruments are estimated from time series regressions using days 2, 5, 8,..., 2516, the second sub-sample. Finally, cross-sectional regressions are estimated for each day, 3, 6, 9,..., 2517, the third sub-sample. Two other permutations are also employed: (1) sub-sample one for estimating betas, sub-sample three for estimating beta instruments, and sub-sample two for the crosssectional regression and (2) sub-sample two for estimating betas, sub-sample three for estimating beta instruments, and sub-sample one for the cross-sectional regression. Since the returns are roughly independent across time, the three sets of cross-sectional coefficients form a time series whose means in percent per day are reported Panel B along with Newey/West t-statistics with two lags. For reference, Panel C reports the cross-correlations between estimated betas and beta instruments, using the first two sub-samples as an example. Table 9 Estimating Risk Premiums for Factors that Satisfy the Necessary Conditions
Our suggested instrumental variable (IV) procedure is implemented with 2517 daily returns over the 2002-2011 decade for 1100 non-debt stocks and eight factor candidates that survive our protocol of necessary conditions. The procedure divides the sample into three alternating observation sub-samples. First, betas for each stock are estimated from time series regressions using daily observations 1, 4, 7,.., 2515, which we denote the first sub-sample. Then, beta instruments are estimated from time series regressions using days 2, 5, 8,..., 2516, the second sub-sample. Finally, cross-sectional regressions are estimated for each day, 3, 6, 9,..., 2517, the third sub-sample. Two other permutations are also employed: (1) sub-sample one for estimating betas, sub-sample three for estimating beta instruments, and sub-sample two for the crosssectional regression and (2) sub-sample two for estimating betas, sub-sample three for estimating beta instruments, and sub-sample one for the cross-sectional regression. Panel A reports correlation coefficients between betas and beta instruments for the three sub-sample permutations. The first two ETFs listed display weak instruments and are therefore dropped from the cross-sectional IV regressions. 
