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CONJONCTURE
Réponses individuelles aux enquêtes 
de conjoncture et prévision 
de la production manufacturière
Olivier Biau, Hélène Erkel-Rousse et Nicolas Ferrari*
Nous comparons les performances de soldes d’opinion et d’indicateurs proposés par 
Mitchell, Smith et Weale pour la prévision à un trimestre du taux de croissance de la 
production manufacturière. Les sources utilisées sont l’enquête sur la situation et les 
perspectives dans l’industrie et les comptes trimestriels publiés par l’Insee. Les indica-
teurs se réfèrent aux questions portant sur les productions passée et prévue des unités de 
production enquêtées.
Contrairement aux soldes d’opinion, les indicateurs de Mitchell, Smith et Weale ont 
comme particularité de tenir compte de l’hétérogénéité des comportements de réponse 
des entrepreneurs à l’enquête de conjoncture. Les réponses des entrepreneurs qui sont 
les plus en phase avec le taux de croissance de la production manufacturière sont celles 
qui contribuent le plus à la variabilité de ces indicateurs. Il s’agit de vériﬁ  er si cette 
propriété se traduit par une capacité prédictive supérieure à celle d’indicateurs plus clas-
siques, comme le solde d’opinion. Les applications de Mitchell, Smith et Weale sur des 
données britanniques et allemandes le suggèrent, mais pas leurs applications sur des 
données suédoises et portugaises.
Dans cette étude effectuée sur des données françaises, les performances prédictives des 
indicateurs de Mitchell, Smith et Weale s’avèrent inférieures ou, au mieux, équivalentes 
à celles des soldes d’opinion, selon les modèles utilisés. Ce résultat paraît robuste en 
raison de la grande taille du panel de données françaises et de la méthode d’évaluation 
des indicateurs qui est retenue, les qualités prédictives de ces derniers étant testées en 
dehors de leur période d’estimation.
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u fait de leur publication très rapide, vers 
la ﬁ  n du mois de leur réalisation, les résul-
tats des enquêtes de conjoncture permettent 
l’élaboration d’indicateurs précoces d’activité 
économique en amont de la sortie des comptes 
nationaux trimestriels. Sur leur base, des prévi-
sions à court terme des principaux agrégats des 
comptes trimestriels (Pib, production et emploi 
par secteur, investissement, consommation, etc.) 
peuvent être effectuées.
La plupart des questions posées à ces enquêtes 
de conjoncture sont qualitatives et appellent une 
réponse à trois modalités, positive (« en hausse » 
ou « supérieur(e) à la normale »), intermédiaire 
(« stable » ou « proche de la normale ») et néga-
tive (« en baisse » ou « inférieur(e) à la normale »). 
Les principaux indicateurs résumés calculés à 
partir des réponses individuelles des enquêtés à 
ces questions sont des combinaisons des pour-
centages de réponses positives, intermédiaires et 
négatives. Ainsi, le solde d’opinion, l’indicateur 
le plus couramment utilisé par les conjoncturistes 
pour résumer les réponses à une question d’une 
enquête, est déﬁ  ni comme la différence entre le 
pourcentage de réponses positives et le pourcen-
tage de réponses négatives à cette question. De 
tels indicateurs sont qualiﬁ  és d’agrégés au sens 
où ils sont obtenus à partir d’informations agré-
gées sur les réponses des enquêtés.
Les indicateurs agrégés sont parfois critiqués 
au motif qu’ils n’exploitent pas l’hétérogénéité 
des comportements de réponses aux enquêtes. 
Mitchell, Smith et Weale (désignés, dans la suite 
de cet article, par MSW) (2002, 2004 et 2005) 
présentent des indicateurs concurrents, qualiﬁ  és 
de désagrégés au sens où le mode de traitement 
des réponses individuelles sous-jacent à leur éla-
boration tient compte de cette hétérogénéité. En 
effet, il assure que les réponses des entreprises 
reﬂ  étant les ﬂ  uctuations d’activité globalement 
les plus en phase avec celles de la production 
manufacturière dans son ensemble contribuent 
davantage à la variabilité de leurs indicateurs 
que les réponses des entreprises à activité plus 
acyclique. L ’objectif est d’aboutir ainsi à des 
indicateurs plus performants que les indicateurs 
agrégés pour la prévision à court terme de la 
production manufacturière globale.
Les applications de MSW à des données d’en-
quête issues de la CBI (Confederation of British 
Industry) et de l’Ifo, institut d’analyse économi-
que allemand (Institut für Wirtschaftsforschung), 
suggèrent effectivement que ces indicateurs 
désagrégés permettraient d’obtenir des esti-
mations précoces du taux de croissance de la 
production industrielle plus précises que celles 
tirées d’un certain nombre d’indicateurs agré-
gés classiques. Toutefois, leurs applications à 
des données d’enquêtes portugaises et suédoises 
concluent, à l’opposé, en faveur de ces indica-
teurs agrégés. Ainsi, MSW ne parviennent pas à 
établir clairement la supériorité en prévision de 
leurs indicateurs, ce qui appelle des applications 
complémentaires sur d’autres données, telles 
que celle proposée ici sur données françaises.
Le but est ici de comparer les performances pré-
dictives à un trimestre de quatre types d’indica-
teurs désagrégés élaborés en utilisant la métho-
dologie de MSW (2002 et 2004) à celles du 
solde d’opinion, concernant la prévision du taux 
de croissance de la production manufacturière.
Agrégation et quantiﬁ  cation 
des réponses aux enquêtes 
de conjoncture : les principales 
approches
L
a majorité des indicateurs résumés des 
réponses aux questions qualitatives posées 
aux enquêtes de conjoncture résulte de l’appli-
cation de méthodes standard d’agrégation et de 
quantiﬁ   cation. Les pourcentages de réponses 
positives, intermédiaires et négatives, dans le 
cas le plus fréquent des réponses individuelles 
à une question à trois modalités, sont rarement 
utilisés comme tels. Un ensemble de trois séries 
n’est en effet pas aisé à suivre dans le temps. 
Dès lors, la plupart des indicateurs agrégés por-
tant sur une question donnée sont fondés sur des 
combinaisons de ces trois pourcentages.
C’est le cas de l’indicateur le plus utilisé en ana-
lyse conjoncturelle, le solde d’opinion. Celui-ci 
est calculé comme la différence entre les pour-
centages (généralement pondérés) de réponses 
positives et négatives à la question à laquelle il se 
réfère. Les soldes d’opinion sont simples à cal-
culer, plus synthétiques, donc plus faciles à sui-
vre dans le temps que les pourcentages de répon-
ses positives, intermédiaires et négatives, au prix 
d’une perte d’information considérée en général 
comme acceptable. Ils sont peu révisés dans le 
temps, ou pas du tout, selon les méthodes prati-
quées par les instituts producteurs des enquêtes 
sources. Surtout, les soldes d’opinion, notam-
ment ceux qui portent sur l’activité, captent bien 
les grandes ﬂ  uctuations de l’agrégat économique 
auquel ils se réfèrent, tout en étant plus lisses 
que cet agrégat, donc plus lisibles. C’est le cas, 
par exemple, des soldes d’opinion portant sur la 
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les de production dans l’enquête de l’Insee sur 
la situation et les perspectives dans l’industrie, 
désignée dans la suite comme l’enquête Industrie 
de l’Insee (cf.  graphique  I). Theil (1952) puis 
d’autres parmi lesquels Fansten (1976) et Biau 
et Ferrari (2006) ont établi des fondements 
théoriques à l’usage des soldes d’opinion, mais 
assortis de conditions de validité relativement 
restrictives. Les soldes d’opinion sont en outre 
bien adaptés aux conditions de production et de 
publication rapides des enquêtes de conjoncture. 
Ceci n’empêche cependant pas de tenter d’éla-
borer en parallèle des indicateurs optimisés au 
regard d’un usage spéciﬁ  que.
Plusieurs méthodes d’agrégation des réponses 
individuelles aux enquêtes de conjoncture sont 
envisageables dès que l’on souhaite obtenir des 
indicateurs répondant au mieux à un certain 
objectif  : description de la position actuelle 
dans le cycle (on parle alors d’  «  indicateur 
coïncident »), évaluation de la probabilité d’une 
accélération ou d’un ralentissement à brève 
échéance (indicateur «  de retournement  ») ou 
prévision précoce d’un agrégat macroécono-
mique (indicateur « avancé »). La majorité des 
indicateurs existants sont de type agrégé. Les 
soldes d’opinion ou des combinaisons de sol-
des sélectionnés ou, encore, des dérivations plus 
complexes de soldes d’opinion (dans le cadre 
de l’élaboration d’indicateurs de retournement, 
particulièrement) sont souvent privilégiés.
De nombreux indicateurs coïncidents sont 
utilisés dans l’administration économique. 
L ’indicateur de sentiment économique publié 
par la Commission européenne, par exemple, 
est déﬁ   ni comme une moyenne pondérée de 
cinq composantes, les indicateurs de conﬁ  ance 
dans l’industrie, les services, le commerce de 
détail, le BTP et des consommateurs. Ces com-
posantes sont calculées à partir de soldes d’opi-
nion tirés d’enquêtes de conjoncture auprès 
d’entrepreneurs de ces branches d’activité ou 
de consommateurs, sélectionnés pour leur cor-
rélation élevée avec certains agrégats macro-
économiques ou sectoriels – cf.  Commission 
européenne (2006). De même, les indicateurs 
de climat de l’Isae (Istituto di Studi e Analisi 
Economica) pour l’Italie et de l’Ifo pour l’Al-
lemagne sont calculés comme des moyennes de 
transformations de trois (respectivement deux) 
soldes d’opinion. L ’indicateur synthétique de 
climat dans l’industrie publié par l’Insee est 
également une combinaison linéaire de plu-
sieurs soldes centrés réduits mais, dans ce cas, 
les pondérations des soldes sont estimées en uti-
lisant des techniques d’analyse factorielle (1). 
Il en est de même pour les facteurs communs 
sectoriels dans les autres secteurs de l’économie 
construits par Bouton et Erkel-Rousse (2003) 
ainsi que pour l’indicateur synthétique pour la 
zone euro introduit par Lenglart et Toutlemonde 
(2003) et publié régulièrement par l’Insee. Ce 
dernier indicateur combine des soldes d’opi-
nion tirés des enquêtes de conjoncture harmoni-
1. Cf. Doz et Lenglart (1999). Une déﬁ  nition rapide de l’indica-
teur est donnée sur le site Internet de l’Insee (http://www.insee.
fr/fr/ indicateur/ indic_conj/donnees/doc_idconj_11.pdf).
Graphique I
Soldes d’opinion relatifs à la production manufacturière et taux de croissance trimestrielle 
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Lecture : le solde portant sur la production passée est décalé d’un trimestre par rapport aux deux autres séries aﬁ  n que les périodes de 
référence de chaque série soient identiques pour tout trimestre t.
Sources : enquête Industrie de l’Insee et comptes nationaux trimestriels (situation au printemps 2005, moment où a été réalisée l’étude 
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sées des plus grands États membres de la zone. 
L ’indicateur synthétique dans les services publié 
par l’Insee est estimé en ayant recours à des 
techniques d’analyse factorielle dynamique qui 
permettent de combiner un ensemble de soldes 
d’opinion de périodicités hétérogènes et rensei-
gnés sur des périodes différentes, cf. Cornec et 
Deperraz (2007). L ’introduction d’indicateurs 
tirés de résultats d’enquêtes de conjoncture dans 
des modèles à facteurs est un moyen de lier les 
résultats de ces enquêtes à une variable écono-
mique latente reﬂ  étant le cycle des affaires dans 
un secteur donné ou au niveau macroéconomi-
que, selon les indicateurs utilisés. L ’indicateur 
synthétique qui en résulte, qualiﬁ  é de facteur 
commun, est supposé reﬂ   éter cette variable 
latente (2).
De nombreux indicateurs de retournement sont 
tirés de l’estimation de processus de Markov à 
variable cachée, suivant en cela Hamilton (1989, 
1990) et Lahiri et Wang (1994). Par exemple, 
l’indicateur de retournement mensuel dans 
l’industrie publié par l’Insee est fondé sur une 
méthode en deux étapes proposée par Gregoir et 
Lenglart (1998, 2000). Cette méthode consiste à 
extraire les innovations contenues dans six sol-
des d’opinion de l’enquête Industrie de l’Insee 
puis à déduire de leurs signes les probabili-
tés d’une accélération ou d’un ralentissement 
conjoncturel en utilisant un modèle de Markov 
à variable cachée. L ’indicateur de retournement 
est alors déﬁ  ni comme la différence entre les 
probabilités estimées d’une accélération et d’un 
ralentissement. La Commission européenne et la 
Banque d’Espagne ont développé un indicateur 
de retournement fondé sur une approche simi-
laire, mais en mêlant des résultats d’enquêtes 
(les mêmes que ceux utilisés pour calculer l’in-
dicateur de climat industriel de la Commission 
européenne) avec l’indice de production indus-
trielle pour la zone euro. Leur indicateur de 
retournement est déﬁ  ni comme la probabilité 
estimée d’un ralentissement, cf. Bengoechea et 
Pérez-Quirós (2004).
Les méthodes d’élaboration d’indicateurs 
avancés (3) les plus courantes dans la littéra-
ture consistent à combiner les pourcentages 
de réponses positives et négatives en les liant 
à tel ou tel agrégat macroéconomique d’inté-
rêt (observé ou latent). C’est le cas notamment 
des méthodes connues sous les dénominations 
d’approches « probabiliste » et « par la régres-
sion » (4). Esquissée par Theil (1952) et déve-
loppée par Carlson et Parkin (1975), l’appro-
che probabiliste repose sur l’hypothèse que la 
réponse donnée par un entrepreneur concernant 
une variable d’intérêt comme la croissance de 
la production résulte d’une fonction de densité 
de probabilité subjective pour cette variable qui 
peut être spéciﬁ  que à l’entreprise et est condi-
tionnée à l’information disponible au sein de 
celle-ci. La moyenne de cette densité de proba-
bilité subjective s’avère être un prédicteur sans 
biais de l’agrégat d’intérêt. On montre qu’elle 
peut être calculée à partir des pourcentages de 
réponses positives et négatives à la question 
portant sur la variable d’intérêt, sous certaines 
conditions techniques permettant d’identiﬁ  er 
les fonctions de répartition de ces pourcenta-
ges (5). Plus simple, l’approche par la régres-
sion, introduite par Anderson (1952) et déve-
loppée par Pesaran (1984), revient à régresser 
l’agrégat macroéconomique d’intérêt sur les 
pourcentages (pondérés de manière appropriée) 
de réponses positives et négatives portant sur cet 
agrégat  (6). Citons aussi l’approche dite «  du 
facteur latent  » (D’Elia, 2005), qui considère 
les pourcentages de réponses positives, intermé-
diaires et négatives comme des fonctions d’une 
mesure latente commune de l’agrégat d’intérêt 
observée par les enquêtés, mais non par les sta-
tisticiens. Des techniques multivariées d’ana-
lyse factorielle permettent à D’Elia d’estimer la 
dynamique des variations de ce facteur latent. 
Enﬁ   n, dans l’approche dite de la régression 
inversée introduite par Cunningham, Smith et 
Weale (1998), les réponses qualitatives de cha-
que entrepreneur sont supposées déterminées 
par une variable latente spéciﬁ  que à l’entreprise, 
liée à l’agrégat macroéconomique d’intérêt par 
un modèle linéaire, selon une règle commune à 
toutes les entreprises. Des liens ont été établis 
entre les différentes approches. On peut montrer 
que les indicateurs tirés de chacune d’entre elles 
peuvent être approchés par les soldes d’opinion 
sous certaines conditions techniques (Anderson, 
1952 ; Theil, 1952 ; Lankes et Wolters, 1988 ; 
Mitchell, Smith et Weale, 2004 ; D’Elia, 2005). 
 (2) (3) (4) (5) (6)
2. Pour des fondements théoriques de ce genre de modèles 
(appliqués à des données d’enquêtes de conjoncture ou non), 
voir notamment Stone (1947), Sargent et Sims (1977), Stock 
et Watson (2002), Doz et Lenglart (1999), Forni, Hallin, Lippi et 
Reichlin (2001), Cornec et Deperraz (2007) et cf. infra.
3.  Sur les indicateurs avancés en général, on pourra se reporter 
par exemple à Lahiri et Moore (1991).
4. Pour des présentations plus détaillées, voir Nardo (2003), 
MSW (2002, 2004) ou D’Elia (2005).
5. Exemples d’applications de l’approche probabiliste : Carlson 
(1975), Watchel (1977), Fishe et Lahiri (1981), Batchelor (1981), 
Batchelor et Orr (1987), Dasgupta et Lahiri (1992), Lee (1994), 
Balcombe (1996) et Berk (1999), parmi beaucoup d’autres.
6. L’approche par la régression est appliquée, par exemple, à la 
Banque d’Angleterre – voir Britton, Cutler et Wardlow (1999). Il y 
a eu de nombreuses extensions des approches probabilistes et 
par la régression – cf. notamment Pesaran (1984, 1987), Smith et 
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Dans l’administration économique, la plupart 
des indicateurs utilisés pour la prévision à court 
terme sont plutôt des soldes d’opinion spéciﬁ  -
ques choisis pour leur caractère avancé ou des 
indicateurs composites combinant plusieurs 
soldes. Néanmoins certains conjoncturistes (tel 
Hild, 2003) recommandent l’utilisation d’indi-
cateurs fondés sur des pourcentages de répon-
ses positives, intermédiaires et négatives plutôt 
que sur des soldes d’opinion. Hild (2007) déve-
loppe cette approche en proposant un indicateur 
synthétique tiré de la combinaison d’un certain 
nombre d’indicateurs élémentaires prenant en 
compte la dynamique des réponses individuelles 
à l’enquête Industrie de l’Insee. Ces indicateurs 
élémentaires sont élaborés à partir des pourcen-
tages d’entrepreneurs modiﬁ   ant leur réponse 
à telle ou telle question (par exemple, en pas-
sant de la réponse intermédiaire à la réponse 
positive ou encore de la réponse intermédiaire 
à la réponse négative) d’une enquête à la sui-
vante. L ’idée sous-jacente est que les évolutions 
des réponses individuelles sont susceptibles de 
constituer des signes avant-coureurs d’un chan-
gement de tendance de l’activité. 
Les indicateurs agrégés sont souvent critiqués au 
motif qu’ils n’exploitent pas l’hétérogénéité des 
comportements de réponses des enquêtés. En 
effet, les réponses individuelles y sont pondérées 
en fonction de critères de représentativité (au 
regard de la taille, de la branche d’activité, etc.) 
ne tenant pas compte de la plus ou moins grande 
ﬁ  délité avec laquelle les chroniques des répon-
ses individuelles reproduisent les évolutions de 
la variable macroéconomique d’intérêt sous-
jacente à la question posée. Certains auteurs, tels 
Kaiser et Spitz (2000) ou, plus encore, MSW 
(2002, 2004, 2005) préfèrent les indicateurs dits 
désagrégés au sens où ils intègrent cette hétéro-
généité. Les applications de MSW à des données 
britanniques et allemandes suggèrent que leurs 
indicateurs désagrégés permettraient d’obtenir 
des estimations précoces plus précises du taux 
de croissance de la production industrielle que 
trois indicateurs agrégés usuels. Ceci justiﬁ  e la 
poursuite de l’évaluation de leurs indicateurs sur 
des données d’autres pays.
Les applications de MSW 
et leurs principaux résultats
M
SW (2002, 2004-1) appliquent leur 
méthodologie (cf. encadré 1) à des don-
nées trimestrielles de l’enquête de la CBI tirées 
des réponses à la question portant sur l’évolu-
tion passée de la production. Leur échantillon 
couvre les réponses de 5002 entrepreneurs sur la 
période allant du troisième trimestre de 1988 au 
troisième trimestre de 1997 (soit 37 trimestres). 
Les entreprises ayant répondu à moins de 20 
enquêtes sont exclues, le calcul des composan-
tes individuelles des indicateurs de MSW étant 
conditionné par la disponibilité d’un nombre 
minimum d’observations par entreprise. Cette 
sélection se traduit par une chute importante de 
la taille du panel. Il ne reste les réponses que de 
643 entrepreneurs après éviction des entrepri-
ses insufﬁ  samment « bonnes répondantes » (7). 
MSW (2002, 2004-1) concluent qu’en termes de 
prévision à court terme du taux de croissance de 
la production manufacturière, leurs indicateurs 
aboutissent à de meilleurs résultats que les indi-
cateurs agrégés proposés par Carlson et Parkin 
(1975) (approche probabiliste), Pesaran (1984) 
(approche par la régression) et Cunningham et 
al. (1998) (approche par la régression inversée). 
Ils étendent ensuite leur étude comparative de 
ces trois indicateurs agrégés et de leurs deux 
indicateurs désagrégés dans deux directions.
D’une part, MSW (2004-2) appliquent leur 
méthodologie à des données d’enquêtes Industrie 
harmonisées allemandes, portugaises, suédoi-
ses et, à nouveau, britanniques, de périodicité 
mensuelle dans le cas des trois premiers pays, 
trimestrielle pour le dernier. Ils ne précisent 
pas les tailles des panels retenus après sélection 
des entreprises bonnes répondantes, mais ils 
en indiquent la taille initiale, qui s’élève, res-
pectivement, pour l’Allemagne, le Portugal, le 
Royaume-Uni et la Suède, à 9703, 1528, 5519 
et 1620 réponses d’entreprises en tout, repré-
sentant une moyenne de 3843, 832, 1142 ou 
784 réponses par mois ou trimestre, selon le 
pays. Les critères de sélection des entreprises 
varient selon les pays. Pour l’Allemagne, par 
exemple, le critère est plus exigeant que pour le 
Royaume-Uni : sont conservées les entreprises 
ayant répondu au moins 96 fois sur la période. 
MSW (2004-2) concluent que leurs indicateurs 
désagrégés sont plus performants que les indi-
cateurs agrégés sur les données allemandes et 
britanniques et le résultat s’avère opposé sur les 
données portugaises et suédoises.
7. L’expression entreprises «  insufﬁ  samment bonnes répondan-
tes » renvoie à tout entrepreneur ayant donné moins de vingt 
réponses à l’enquête sur la période étudiée, soit parce qu’il ne 
répond pas régulièrement à l’enquête, soit parce qu’il n’a pas 
reçu le questionnaire sur toute la période (cas d’entreprises ayant 
disparu ou, au contraire, ayant été créées ou, plus généralement, 
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Encadré 1
LES INDICATEURS DE MITCHELL, SMITH ET WEALE (2002, 2004)
Les indicateurs de MSW (2002, 2004) sont conçus 
pour assurer que les réponses des entreprises enquê-
tées contribuent d’autant plus à la variabilité des indi-
cateurs qu’elles relatent des ﬂ  uctuations d’activité plus 
en phase avec celles de la production manufacturière 
dans son ensemble. Cet encadré reprend les notations 
de MSW.
Notons   le taux de croissance trimestriel de la 
production manufacturière des comptes nationaux 
trimestriels. Comme les résultats des enquêtes de 
conjoncture sont publiés avant les comptes nationaux, 
il est possible d’en inférer une estimation quantitative 
précoce de  . Considérons une enquête de conjonc-
ture relative à la période t (trimestre ou mois), dans le 
cadre de laquelle un échantillon de   entrepreneurs 
de l’industrie manufacturière expriment leur opinion 
sur l’évolution de leur production passée (hausse, sta-
ble ou baisse) pendant la période de référence t, t indi-
quant donc la période de référence de l’agrégat x et de 
la question considérée, non la période d’interrogation 
de l’enquête.
Soit     la réponse de l’entrepreneur 
i à cette question pour la période t, où -1, 0 et +1 cor-
respondent respectivement aux réponses « baisse », 
« stable » et « hausse ». Au niveau microéconomique, 
la variable d’intérêt dans l’optique de l’obtention d’une 
prévision précoce de   est  , l’espérance 
mathématique de   conditionnellement à la réponse 
 donnée par l’entrepreneur i à la question considé-
rée pour la période t. L’estimation de cette espérance 
conditionnelle conduit à une évaluation de la variable 
macroéconomique   sur la base de la réponse indi-
viduelle de l’entrepreneur i.
Les indicateurs introduits par MSW (2002, 2004) 
au niveau macroéconomique sont déﬁ  nis  comme 
les moyennes arithmétiques simples, calculées sur 
l’échantillon des entrepreneurs «  bons répondants  » 
(cf. note  7  supra), des estimations   des 
espérances mathématiques de   conditionnellement 
à la réalisation des réponses individuelles données 
pour la période t  :
 (1)
L’estimation des espérances conditionnelles indivi-
duelles nécessite celle des densités conditionnelles 
correspondantes  , où l’indice j représente 
la variable aléatoire dont la réalisation est la réponse 
 donnée par l’entrepreneur i pour la période t. Les 
auteurs proposent deux modes d’estimation possi-
bles de ces densités conditionnelles individuelles. Le 
premier relève d’une approche non paramétrique très 
simple, le second d’une approche paramétrique un 
peu plus complexe à mettre en œuvre. Chaque appro-
che conduit à la déﬁ   nition d’un indicateur de type 
« désagrégé ».
L’indicateur non paramétrique de MSW
Les densités théoriques   sont approchées 
par les densités conditionnelles empiriques des répon-
ses individuelles. Pour cela, il faut disposer :
des variables indicatrices   relatives à la 
question considérée, avec   si l’entrepreneur i a 
donné la réponse j pour la période t et   sinon ;
du nombre   de fois où l’entrepreneur i a donné 
la même réponse j sur la période d’estimation globale 
1,…,T :  ;
du nombre total de réponses   données par l’en-
trepreneur  i durant la période d’estimation 1,…,T : 
.
L’espérance conditionnelle   est estimée 
par la moyenne simple des taux de croissance ( ) 
sur la sous-période où l’entreprise i a donné la même 
réponse   qu’en t :
 
L’indicateur non paramétrique de MSW, noté MSWNP, 
est déﬁ  ni comme la moyenne arithmétique simple des 
espérances conditionnelles ainsi estimées :
 (2)
Une illustration graphique permettant de visualiser cet 
indicateur est donnée en annexe 1.
L’indicateur paramétrique de MSW
Les densités conditionnelles individuelles   
s’expriment (formule de Bayes) :
 (3)
MSW estiment la densité   de la loi de   dans 
l’ensemble des lois normales et de Pearson, qui appro-
chent assez bien la distribution de  . Il s’avère que 
les performances prédictives des indicateurs de MSW 
ne dépendent pas signiﬁ  cativement du choix entre une 
distribution normale ou une loi de Pearson. Soit   
l’estimateur de   retenu. Notons que, pour l’appli-
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D’autre part, MSW (2004-2 et 2005) rafﬁ  nent 
le calcul de l’indicateur paramétrique pour 
l’appliquer à la question prospective : ils trai-
tent ex ante le problème d’endogénéité qui peut 
apparaître quand on estime le modèle (6) de 
l’encadré 1 en utilisant les réponses données à 
la question portant sur les perspectives person-
nelles de production (  dans la partie gau-
che de l’équation, t se rapportant au mois ou au 
trimestre courant) et le taux de croissance de 
la production manufacturière observé au mois 
ou au trimestre suivant dans sa partie droite. 
Les résultats de MSW (2005) sont en faveur de 
l’indicateur paramétrique modiﬁ  é sur les don-
nées britanniques. Dans les applications sur 
les données des autres pays, l’indicateur para-
métrique modiﬁ  é est peu testé, MSW (2004-2) 
se centrant sur l’indicateur non paramétrique 
lorsqu’ils traitent la question prospective.
Une application aux résultats 
de l’enquête Industrie de l’Insee : 
méthodologie
N
otre application s’appuie sur des données 
françaises de l’enquête Industrie de l’Insee 
du test de normalité de Shapiro-Wilk, une fonction de 
densité normale est choisie pour cette densité.
Dès qu’un estimateur   de   est 
disponible, il est facile d’en inférer un estimateur du 
dénominateur de la formule de Bayes (3) en calculant 
l’intégrale  , puis un estimateur 
 de la densité conditionnelle   par 
la formule de Bayes (3). Un estimateur de l’espérance 
conditionnelle individuelle   en découle 
immédiatement :
 (4)
L’indicateur paramétrique de MSW, noté MSWP, est 
déﬁ   ni comme la moyenne arithmétique simple des 
espérances conditionnelles ainsi estimées :
 (5)
Il reste à calculer les  , dont découle (5). Ces 
estimations résultent de celles de modèles à choix dis-
crets ordonnés. MSW (2002, 2004) supposent que le 
taux de croissance trimestriel de la production de l’en-
treprise   à la période  , noté  , dépend du taux 
de croissance macroéconomique   selon le modèle 
conditionnel :
 (6)
où  et   sont des coefﬁ   cients invariants dans le 
temps et spéciﬁ  ques à l’entreprise  .   est supposé 
stationnaire. En outre, en dépit de la relation quasi 
comptable entre   et les  , les tests de 
l’exogénéité faible de   dans (6) menés par MSW 
aboutissent à son acceptation pour la quasi-totalité 
des entreprises. Les   désignent des compo-
santes spéciﬁ   ques (erreurs) supposées indépendam-
ment et identiquement distribuées (i.i.d.) dans le temps 
et de fonction de répartition logistique commune F : 
,  .
 
est inobservée mais l’enquête de conjoncture
 
apporte des informations sur son sens de variation. 
MSW utilisent des modèles à choix discrets ordon-
nés fondés sur la régression latente (6), en supposant 
l’existence de seuils   et   tels que :
Ils en déduisent la probabilité   d’ob-
server la réponse   pour la modalité   et la 
période  , conditionnellement à la valeur de   et à 
l’entrepreneur   :
 (7)
Les   étant i.i.d., la vraisemblance relative à 
l’entreprise i est déﬁ  nie par :
 (8)
La maximisation de la vraisemblance (8) permet d’ob-
tenir des estimateurs convergents quand   des 
coefﬁ  cients   et ( - ) (les modèles à choix discrets 
sont identiﬁ  és à un paramètre d’échelle près ; l’estima-
tion de  ,   et   nécessiterait de contraindre, par 
exemple, le premier paramètre de seuil   à zéro). 
En découlent les probabilités conditionnelles estimées 
, par application de (7) en remplaçant les coef-
ﬁ  cients théoriques par leurs estimations. L’indicateur 
MSWP en est déduit par application successive des 
formules (3), (4) et (5), en remplaçant les probabilités 
théoriques   par les probabilités estimées  .
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portant sur les branches manufacturières (répon-
ses aux questions rétrospective et prospective sur 
la production des entreprises par produit) et sur 
des séries de taux de croissance de la produc-
tion par grande branche manufacturière issues 
des comptes nationaux trimestriels. Pour chaque 
question (rétrospective, prospective) et chaque 
méthodologie (non paramétrique, paramétri-
que), on estime les indicateurs de MSW sur l’en-
semble du panel des réponses d’une part et sur 
quatre sous-panels relatifs aux grandes branches 
manufacturières (biens de consommation, biens 
d’équipement, automobile et biens intermédiai-
res) d’autre part. Pour chaque sous-panel, on 
applique le même critère de sélection des unités 
répondantes que sur le panel total (cf. encadré 2). 
Lors des estimations sur les sous-panels, le taux 
de croissance de la production   considéré se 
rapporte à la branche (cf. encadré 1). On tire des 
estimations sur les sous-panels un indicateur 
relatif à l’ensemble des produits manufacturés 
en procédant en deux étapes. On régresse tout 
d’abord chaque taux de croissance de la produc-
tion par branche sur l’indicateur de MSW cor-
respondant et une constante dans un but de nor-
malisation. On effectue ensuite la moyenne des 
indicateurs par branche ainsi normalisés (taux de 
croissance par branche ajustés) pondérés par la 
part des branches dans la production manufac-
turière retardée d’un trimestre. Les indicateurs 
résultants sont qualiﬁ   és d’indicateurs «  secto-
riels » de MSW, par référence à leur obtention à 
partir d’agrégations d’estimations réalisées à un 
niveau plus ﬁ  n que les indicateurs de MSW dits 
« macroéconomiques »,  estimés  directement  à 
partir du panel total.
Encadré 2
LES SOURCES
L’application présentée s’appuie sur des données 
françaises de l’enquête Industrie de l’Insee portant sur 
les branches manufacturières. Cette enquête harmo-
nisée au niveau européen est réalisée tous les mois 
auprès d’environ 4 000 entreprises. Les résultats sont 
disponibles environ 5 jours ouvrables avant la ﬁ  n du 
mois de réalisation de chaque campagne d’enquête. 
On utilise les réponses aux questions rétrospective et 
prospective relatives à la production des entreprises 
par produit. Ces deux questions sont formulées plus 
précisément de la façon suivante dans l’enquête :
Question rétrospective : 
Votre production : évolution au cours des trois derniers 
mois            
Question prospective :
Votre production  : évolution probable au cours des 
trois prochains mois            
Le taux de croissance de la production manufacturière 
en volume est tiré des comptes nationaux trimestriels 
de l’Insee (résultats détaillés des comptes trimestriels 
du quatrième trimestre de 2004 exprimés en base 
1995). Son chiffrage à un trimestre donné est publié 
pour la première fois environ 50 jours après la ﬁ  n du 
trimestre, puis il est révisé environ 90 jours après la ﬁ  n 
du trimestre. 
L’analyse couvre la période allant du premier trimestre 
de 1990 au quatrième trimestre de 2004. La périodi-
cité trimestrielle est adoptée pour la raison suivante. 
Les prévisions de l’Insee publiées quatre fois par an 
dans ses Notes et Points de conjoncture consistent 
à extrapoler les principaux agrégats macroéconomi-
ques des comptes nationaux trimestriels sur la base 
de séries de même périodicité tirées notamment de 
résultats d’enquêtes de conjoncture. Ainsi, on choi-
sit de tester les performances des indicateurs de 
Mitchell, Smith et Weale pour la prévision du taux 
de croissance de la production manufacturière des 
comptes trimestriels, variable d’intérêt privilégiée 
dans les campagnes de prévision. Une autre possi-
bilité eût été de choisir l’indice de production indus-
trielle (l’IPI) comme agrégat à prévoir et de travailler 
sur données mensuelles ; mais ce n’est pas ce qui 
est fait lors des préparations des Notes et Points de 
conjoncture de l’Insee. 
On retient les résultats des enquêtes réalisées durant 
les mois de janvier, avril, juillet et octobre, dont les 
réponses aux questions sur la production passée et 
sur les perspectives personnelles de production se 
réfèrent à des trimestres pleins du fait des périodes de 
référence des questions (les trois derniers mois pour 
la question rétrospective et les trois prochains mois 
pour la question prospective), sachant que la plupart 
des réponses aux enquêtes sont retournées en début 
de mois. Ainsi, par exemple, les réponses données à 
l’enquête réalisée en janvier à la question rétrospective 
(respectivement prospective) se réfèrent au quatrième 
trimestre de l’année précédente (respectivement au 
premier trimestre de l’année courante). Ces réponses 
peuvent donc être directement rapprochées de l’agré-
gat macroéconomique à prévoir.
On applique la méthodologie de Mitchell, Smith et 
Weale (2002, 2004-1) à ces deux questions. L’indice 
de temps relatif aux réponses des entrepreneurs à la 
question rétrospective est décalé d’un trimestre par 
rapport à l’indice de temps relatif aux réponses à la 
question prospective. Ainsi, les réponses données 
à une enquête réalisée en janvier de l’année a (par 
exemple) à la question rétrospective (respectivement 
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Le calcul des indicateurs sectoriels de MSW est 
motivé par les arguments suivants. Les indica-
teurs macroéconomiques peuvent être biaisés si 
les unités dont on retient les réponses ne sont 
pas uniformément distribuées d’une branche 
à l’autre, particulièrement si les prévisions 
macroéconomiques tirées des réponses indivi-
duelles sont inﬂ  uencées par la conjoncture de 
leur branche d’activité. Les indicateurs secto-
riels de MSW sont obtenus à partir de modèles 
à choix discrets liant les réponses élémentaires 
à l’enquête à des taux de croissance de la pro-
duction calculés à un niveau moins agrégé. Le 
résultat attendu est une amélioration de l’ajus-
tement, par correction d’au moins une part de 
cet éventuel biais. En outre, l’application de la 
méthodologie de MSW au niveau des grandes 
branches de l’industrie manufacturière limite a 
priori les inconvénients du caractère statique du 
modèle (6) de l’encadré 1, qui exclut la prise en 
compte de phénomènes de diffusion. En effet, 
contrairement à l’application sur le panel total, 
celle au niveau des sous-panels permet de lever 
l’hypothèse peu réaliste que les conjonctures des 
branches des biens intermédiaires et des biens 
d’équipement, par exemple, sont coïncidentes.
En ce qui concerne les indicateurs agrégés, 
on privilégie les soldes d’opinion publiés par 
l’Insee (soldes pondérés), qui sont les indica-
teurs de référence usuels des conjoncturistes. 
Ainsi, le solde d’opinion portant sur une ques-
tion donnée (rétrospective ou prospective) est 
déﬁ  ni comme la différence entre les pourcenta-
Encadré 2 (suite)
prospective) sont rapprochées du taux de croissance 
de la production manufacturière au quatrième trimes-
tre de l’année a - 1 (respectivement au premier trimes-
tre de l’année a). Ce décalage permet de conserver 
la convention utilisée dans l’encadré 1 pour l’indice 
de temps t : dès lors, celui-ci indique le trimestre sur 
lequel porte l’agrégat des comptes nationaux, quelle 
que soit la question.
L’enquête Industrie de l’Insee pose les questions por-
tant sur la production passée et prévue au niveau non 
pas de l’entreprise mais de ses produits (un enquêté 
pouvant déclarer au plus quatre produits), l’objectif 
étant de mesurer au plus près l’évolution de l’activité 
industrielle. Dans l’application sur données françai-
ses, les unités élémentaires (représentées par l’indice 
i dans l’encadré 1) se réfèrent donc non à une entre-
prise mais à un produit d’une entreprise. Sur la période 
considérée, le nombre total de réponses à l’enquête 
Industrie s’élève à 185  204, recouvrant 9  918 uni-
tés élémentaires (croisement entreprises × produits). 
Ainsi, une unité élémentaire a donné en moyenne 19 
réponses sur la période. Ces réponses élémentaires 
proviennent de 6  955 entrepreneurs  ; il est déclaré 
en moyenne 1,4 produit par entreprise. À l’instar de 
MSW (2002, 2004-1), pour chaque question, on exclut 
les unités élémentaires ayant répondu à moins de 20 
enquêtes sur la période traitée ; il reste alors 131 955 
réponses, représentant 3 627 unités élémentaires. Le 
nombre moyen de réponses par unité élémentaire 
retenue (36) est nettement supérieur à celui calculé 
sur le panel initial (19). Les réponses de 2 803 entre-
prises demeurent. Le nombre de produits déclarés en 
moyenne par entreprise (1,3) est similaire à celui cal-
culé sur le panel initial. Les chiffres cités portent sur la 
question rétrospective. Les ordres de grandeur sont 
les mêmes pour la question prospective.
Le panel d’étude français diffère donc de ceux utilisés 
par MSW (2002, 2004, 2005) par sa plus grande taille. 
C’est certain dans le cas des panels britannique, 
portugais et suédois, a priori un peu moins dans le 
cas du panel allemand. En effet, avant sélection des 
unités « bonnes répondantes » (cf. note 7 supra), le 
panel français contient un peu moins d’observations 
que le panel allemand en moyenne par campagne 
d’enquête (3 087 réponses contre 3 843), en dépit de 
sa taille totale sensiblement supérieure du fait de sa 
couverture temporelle plus longue. Cependant, le cri-
tère de sélection appliqué ensuite au panel allemand 
étant très exigeant (élimination des unités ayant 
répondu moins de 96 fois, contre 20 dans le cas 
français), si on se restreint aux unités effectivement 
retenues, le panel français est probablement sensi-
blement plus fourni que le panel allemand. Ces écarts 
de taille entre les panels pourraient induire des diver-
gences de résultats d’un pays à l’autre. Intuitivement, 
en effet, on s’attend plutôt à ce que l’indicateur para-
métrique de MSW se comporte mieux lorsqu’il est 
estimé sur des données nombreuses que sur des 
petits échantillons et que l’indicateur non paramé-
trique de MSW, plus parcimonieux, soit, quant à lui, 
moins pénalisé par de petits échantillons.
La plus grande taille du panel français est due au nom-
bre supérieur d’entrepreneurs interrogés, mais aussi 
au fait que les réponses des enquêtés portent sur cha-
cun de leurs principaux produits plutôt que sur l’acti-
vité de leur entreprise en général. Cette caractéristique 
de l’enquête de l’Insee permet de disposer d’un panel 
plus fourni pour l’étude empirique que MSW, ce qui 
constitue un point positif en termes de robustesse des 
résultats futurs, dans la mesure où les réponses don-
nées par un entrepreneur pour ses différents produits 
ne sont pas automatiquement très corrélées entre 
elles dans le temps. En d’autres termes, ces répon-
ses multiples par entrepreneur sont porteuses d’une 
information conjoncturelle signiﬁ   cative. Ce constat 
justiﬁ  e l’interrogation des entrepreneurs au niveau de 
leurs produits plutôt que de leur entreprise dans son 
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ges pondérés de réponses positives et négatives, 




 sont des pondérations qui reﬂ  ètent 
la taille de l’entreprise et le poids de sa bran-
che d’activité dans l’économie (pondérations en 
deux étapes, dites doubles) (8).
L ’analyse consiste donc à comparer les perfor-
mances prédictives de dix indicateurs (cinq par 
question), soit, pour chaque question : le solde 
d’opinion, les deux indicateurs macroéconomi-
ques de MSW (paramétrique ; non paramétri-
que), les deux indicateurs sectoriels de MSW 
(paramétrique ; non paramétrique).
La nécessité d’une analyse 
« hors échantillon »
Sur leur période d’estimation, les indicateurs de 
MSW épousent mieux le proﬁ  l du taux de crois-
sance trimestriel de la production manufactu-
rière que les soldes d’opinion (cf. tableau 1 et 
graphique II) (9). Ceci résulte cependant de ce 
que les soldes, contrairement aux indicateurs de 
MSW, sont calculés indépendamment de l’agré-
gat comptable. La meilleure adéquation des 
indicateurs de MSW à l’agrégat d’intérêt sur la 
période d’estimation apparaît donc largement 
tautologique. Ce n’est pas cela qui présente de 
l’intérêt et permet d’évaluer les différents indi-
cateurs les uns par rapport aux autres. 
Pour être véritablement éclairante, la comparai-
son des dix indicateurs doit être menée en dehors 
de leur période d’estimation. Il s’agit alors 
d’étudier les performances relatives de chaque 
indicateur au regard de l’objectif retenu de pré-
vision à un trimestre du taux de croissance   
de la production manufacturière. Pour ce faire, 
on compare les séries d’erreurs de prévision 
simulées à partir de deux familles de modèles 
(la première, « statique », la seconde, « dyna-
mique ») rapprochant la variable expliquée   
d’une ou plusieurs variable(s) explicative(s) 
construites sur la base d’un type d’indicateurs 
ou d’un autre.  (8)  (9)
Première étape : régressions statiques
Dans une première phase, on estime les huit 
indicateurs de MSW relatifs aux questions sur 
les productions passée et prévue en mobilisant la 
chronique des observations ( ) (10) restreinte 
à la période complète   à l’exclusion du tri-
mestre t, t compris entre 1 et T. On calcule les 
chroniques des huit indicateurs de MSW étudiés 
sur la totalité de la période  , à partir des 
données d’enquête disponibles sur cette période 
complète et des résultats d’estimation sur la 
sous-période   à l’exclusion du trimestre t. 
On calcule aussi les soldes d’opinion sur cette 
même sous-période. Aucun de ces calculs ne 
mobilise l’observation   des comptes. Dans 
une deuxième phase, on régresse par les moin-
dres carrés ordinaires (MCO) le taux de crois-
sance trimestriel de la production manufactu-
rière   sur une constante et un indicateur ( ) 
parmi les dix considérés ( ) 
sur la même sous-période   à l’exclusion du 
trimestre t, où τ  représente l’indice de temps, 
a et b deux coefﬁ   cients à estimer et   un 
terme d’erreur. On utilise ensuite chacune des 
dix équations estimées pour prévoir le taux de 
croissance de la production manufacturière   
au trimestre t. On confronte enﬁ  n la prévision 
8.  Les raisons ayant guidé notre choix des pondérations utilisées 
pour chaque type d’indicateurs sont expliquées et discutées en 
détail dans Biau, Erkel-Rousse et Ferrari (2005).
9. On présente en annexe  2 des éléments descriptifs sur les 
distributions des coefﬁ   cients estimés des paramètres  i () β  du 
modèle (6), qui entrent dans l’estimation de l’indicateur paramé-
trique macroéconomique de MSW.
10.  Dans cette première phase,  xτ  représente le taux de crois-
sance de la production manufacturière totale ou d’une branche, 
selon l’indicateur de MSW considéré (indicateur macroéconomi-
que ou composante d’un indicateur sectoriel). Dans les phases 
suivantes,  xτ  se réfère exclusivement au niveau manufacturier 
total.
Tableau 1
Corrélations entre les indicateurs étudiés 
et le taux de croissance de la production 









MSWNP sectoriel 0,86 0,88
MSWP sectoriel 0,84 0,86
Solde d’opinion 0,71 0,64
Source : enquête Industrie de l’Insee et comptes nationaux tri-
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obtenue   à sa valeur observée   en calculant 
l’erreur de prévision  .
On itère ces opérations pour tout t compris entre 
1 et T (premier et dernier trimestres pour les-
quels on dispose de données) (11). On en tire 
dix séries d’erreurs de prévision, dont on com-
pare les moyennes arithmétiques, les écarts-
types et les erreurs quadratiques moyennes. 
Les séries d’erreurs de prévision sont sufﬁ  sam-
ment longues (60 observations chacune) pour 
se prêter à la réalisation de tests d’égalité des 
performances prédictives selon la méthodolo-
gie de Harvey, Leybourne et Newbold (1997) 
dans des bonnes conditions de robustesse (12), 
cf. encadré 3. 
L ’approche choisie ici ne reﬂ   ète pas le tra-
vail en temps réel du conjoncturiste, qui se 
préoccupe exclusivement de prévoir la valeur 
de l’agrégat d’intérêt sur la période la plus 
récente. Cependant, pour artiﬁ  cielle  qu’elle 
puisse paraître, cette approche présente des 
avantages certains pour l’analyse. D’une part, 
elle permet de travailler sur des périodes d’es-
timation de longueur identique et maximale à 
chaque itération (c’est-à-dire quel que soit le 
trimestre t prévu). D’autre part, elle maximise 
la longueur des séries d’erreurs simulées. La 
combinaison de ces deux propriétés renforce la 
robustesse des résultats.  (11)  (12)
11.  L’origine de temps (t = 1) est contrainte par la disponibilité du 
détail des réponses individuelles à l’enquête Industrie de l’Insee, 
qui n’est aisée qu’à partir de janvier 1990.
12.  MSW (2002, 2004) évoquent la réalisation de tels tests, mais 
MSW (2005) mentionnent qu’il n’en ont pas effectué en raison 
de la taille insufﬁ  sante de leur échantillon simulé, suivant Ashley 
(2003).
Graphique II
Les indicateurs centrés réduits estimés sur l’ensemble de la période
Cas de la question portant sur la production passée 
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Lecture : les séries relatives aux indicateurs sont décalées d’un trimestre de sorte que le trimestre des comptes nationaux s’aligne avec 
la période de référence de la question rétrospective. Le lecteur peut consulter les graphiques des indicateurs portant sur la question 
prospective dans Biau et al. (2005).
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Seconde étape : régressions dynamiques
Les modèles de prévision utilisés dans l’admi-
nistration économique combinent en général les 
effets dynamiques de plusieurs variables expli-
catives, notamment ceux des soldes d’opinion 
relatifs à la production passée et prévue – cf. par 
exemple Reynaud et Scherrer (1996) ou Dubois 
et Michaux (2006). On considère donc ici des 
modèles dont la spéciﬁ  cation est plus proche de 
celles des modèles opérationnels, dynamiques. 
On estime tout d’abord les huit indicateurs de 
MSW sur la sous-période 1,…, t-1, pour un tri-
mestre t compris entre   et T (13). Les valeurs 
de ces indicateurs sur la période totale 
sont déduites de ces estimations et de la totalité 
des données d’enquête, le point important étant 
que les observations (au niveau macroéconomi-
que ou d’une grande branche)   
ne sont pas prises en compte dans le calcul des 
indicateurs sur la sous-période  . On cal-
cule également les deux soldes d’opinion, dont 
la dérivation est indépendante des valeurs de 
x. On note   et   les indica-
teurs, d’un type donné, relatifs à la production 
passée et prévue qui résultent de ces calculs. 
Dans un second temps, on estime par les MCO 
cinq modèles dynamiques (un par type d’indi-
cateurs) formulés comme suit, toujours sur la 
sous-période   :  (13)
13. T0 est le premier trimestre de 1999. Commencer les simu-
lations en 1999 permet de disposer d’un nombre minimum 
acceptable d’observations à la fois sur la période antérieure 
(de 1990 T1 à 1998 T4), pour effectuer des estimations relative-
ment ﬁ  ables, et sur la période simulée, pour que les résultats des 
simulations portent sur un nombre sufﬁ  sant de points.
Encadré 3
PRINCIPE DU TEST DE HARVEY, LEYBOURNE ET NEWBOLD (1997)
D’ÉGALITÉ DES PERFORMANCES PRÉDICTIVES
Considérons deux séries d’erreurs de prévisions à 
l’horizon h,  et   et une transforma-
tion de ces erreurs  :  . L’hypothèse 
nulle d’égalité des performances prédictives 
s’écrit   ou bien  , où 
 désigne la fonction d’écart entre 
les erreurs. Si on cherche à évaluer les performances 
prédictives à partir de l’erreur quadratique moyenne 
(MSE) alors  .
On montre que : 
avec :  ,  , 
la densité spectrale de la fonction d’écart à la fré-
quence zéro,   l’autocova-
riance de la fonction d’écart et   la moyenne théori-
que de celle-ci.
La statistique proposée par Diebold et Mariano (1995) 
pour  tester l’hypothèse nulle  d’égalité des performan-
ces prédictives est égale à :        ,
où   est estimée à partir des   premiers ter-
mes de l’estimateur de Newey – West :
,       
avec :
 
et où   désigne la fenêtre de lis-
sage, où   est le point de troncation de la fenêtre 
de Bartlett.
Harvey, Leybourne et Newbold (1997) montrent que le 
test proposé par Diebold et Mariano est peu puissant 
pour des échantillons de petites et moyennes tailles. 
Ils proposent de corriger la statistique de test en la 
multipliant par  , où  .
Pour tenir compte d’éventuelles queues de distribu-
tions épaisses, ils suggèrent en outre de comparer la 
statistique   non pas aux valeurs critiques d’une 
loi normale mais à celles issues d’une loi de Student à 
 degrés de liberté.
Dans le cas particulier (considéré dans la présente 
étude) où  , l’estimateur de Newey-West de 
la fonction de densité spectrale à la fréquence zéro 
se réduit à   et la statistique de 
Harvey et al. à  .
Les résultats des tests de Harvey et al. effectués ici 
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où l’indice τ représente le trimestre courant (au 
sens de la convention expliquée dans l’enca-
dré 1) et   représente le taux de croissance de 
la production manufacturière (14). De chaque 
modèle estimé sur la période   et des 
valeurs des indicateurs au trimestre  , on tire 
une prévision   de   pour le trimestre t (15), 
puis on en déduit la valeur de l’erreur de prévi-
sion   au trimestre 
On itère ces opérations pour tout trimestre t com-
pris entre   et T. On dispose in ﬁ  ne d’une série 
d’erreurs de prévision à l’horizon d’un trimestre 
sur la sous-période allant du deuxième trimestre 
de 1999 au quatrième trimestre de 2004 pour 
chaque type d’indicateurs. La comparaison de 
ces cinq séries d’erreurs donne des éléments 
d’information sur la manière dont les cinq types 
d’indicateurs pourraient se comporter dans le 
cadre des exercices de prévision effectués par 
les conjoncturistes. 
Dans cette seconde étape, l’approche retenue 
est, cette fois, effectivement plus proche de la 
pratique conjoncturelle  que dans la première 
étape : à chaque itération, on prévoit la valeur 
de l’agrégat d’intérêt pour le trimestre corres-
pondant à la première observation postérieure 
à la période d’estimation. L ’exercice est donc 
moins artiﬁ  ciel que celui mené dans la première 
étape de l’analyse hors échantillon. Cependant, 
on y combine dès lors des périodes d’estima-
tion de longueurs plus courtes et hétérogènes 
d’une itération à l’autre. En outre, les séries 
d’erreurs simulées comptent moins d’obser-
vations que dans la première étape (23 au lieu 
de 60 chacune). Par conséquent, les tests sys-
tématiques d’égalité des performances prédic-
tives d’Harvey et al. (cf. encadré 3) réalisés sur 
leur base risquent de conduire à des conclusions 
plus fragiles. Les deux étapes de l’analyse hors 
échantillon se complètent donc, chacune pré-
sentant des avantages et des inconvénients dif-
férents. (14)  (15)
Les résultats obtenus 
sur données françaises : 
le cas des modèles statiques
L
es prévisions à un trimestre tirées de l’uti-
lisation d’indicateurs portant sur la ques-
tion rétrospective sont associées à des erreurs 
quadratiques moyennes des erreurs de prévi-
sion numériquement un peu inférieures à celles 
tirées de l’utilisation d’indicateurs fondés sur 
la question prospective (cf. tableau 2). Ceci est 
conforme à l’intuition puisque les réponses à la 
question rétrospective reposent sur une infor-
mation plus récente (d’un trimestre) que les 
réponses à la question prospective. Cependant, 
les résultats frappent surtout par la disparition 
de l’avantage relatif des indicateurs de MSW 
sur les soldes. En effet, d’après une série de 
tests de Harvey et al. (1997), les performances 
prédictives de trois des quatre modèles utilisant 
un indicateur désagrégé sont non signiﬁ  cative-
ment différentes de celles du modèle utilisant le 
solde d’opinion correspondant ; quant au qua-
14. Les résultats qualitatifs sont inchangés quand on utilise des 
modèles à deux retards.
15. À la ﬁ  n juillet, par exemple, on dispose des résultats d’en-
quête jusqu’à juillet et des comptes trimestriels jusqu’au 
deuxième trimestre. On prévoit le troisième trimestre des comp-
tes (xt) à partir des modèles en mobilisant l’information la plus 
récente, tirée de la dernière enquête (résumée dans Ind_PAt-1 et 
Ind_PRt) et de l’enquête précédente (résumée dans Ind_PAt-2 et 
Ind_PRt-1).
Tableau 2










MSWNP macroéconomique  0,025 1,058 1,101
MSWP macroéconomique  0,017 0,965 0,915
MSWNP sectoriel  0,019 0,942 0,993
MSWP sectoriel  0,014 0,932 0,854
Solde d’opinion   - 0,001 0,955 0,897
Production prévue
MSWNP macroéconomique  0,038 1,110 1,213
MSWP macroéconomique  0,036 1,041 1,068
MSWNP sectoriel  0,036 1,057  1,100
MSWP sectoriel  0,035 1,018 1,021
Solde d’opinion   - 0,003 1,030 1,043
Lecture : les statistiques sont calculées à partir des 60 observations simulées lors de la première étape de l’analyse hors échantillon.
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trième modèle, fondé sur l’indicateur non para-
métrique macroéconomique de MSW, il appa-
raît légèrement moins performant que le modèle 
avec solde (au seuil de 10 %), du moins pour la 
question rétrospective (cf. annexe 3, tableaux A 
et B). D’autres tests de même type concluent 
que le modèle mobilisant l’indicateur paramé-
trique « sectoriel » de MSW se comporte un peu 
mieux (au seuil de 5 ou 10 %, selon les cas) que 
les modèles utilisant un des autres indicateurs 
de MSW. 
Ces résultats suggèrent que les indicateurs de 
MSW n’anticipent pas mieux la production 
manufacturière que le solde d’opinion à l’ho-
rizon d’un trimestre. Les soldes d’opinion, 
indépendants de l’agrégat à prévoir, ne seraient 
ﬁ  nalement pas moins ﬁ  ables pour anticiper cet 
agrégat.
La différence entre les résultats obtenus dans 
l’analyse en échantillon et dans cette première 
analyse hors échantillon peut sembler à pre-
mière vue peu intuitive. En effet, on aurait pu 
s’attendre à ce qu’une étude à base de régres-
sions simples aboutisse aux mêmes conclusions 
que l’observation de corrélations. Ce n’est pas 
le cas parce que les valeurs des indicateurs de 
MSW au trimestre t peuvent différer sensible-
ment selon qu’elles résultent de l’estimation sur 
l’ensemble de la période   ou sur la sous-
période   à l’exclusion du trimestre t. Ceci 
est illustré sur un exemple par le graphique III.
Enﬁ  n, les erreurs de prévision relativement éle-
vées obtenues quel que soit le modèle utilisé 
méritent un bref commentaire. Les prévisions 
sont en moyenne non biaisées (erreurs moyennes 
proches de zéro, cf. tableau 2), particulièrement 
dans le cas des modèles utilisant un solde d’opi-
nion, mais leurs écarts-types sont assez élevés 
au regard de l’ordre de grandeur de l’agrégat 
d’intérêt (qui est exprimé en pourcentages). 
Ceci reﬂ  ète le fait que les indicateurs tirés des 
enquêtes de conjoncture sont notablement plus 
lisses que les agrégats macroéconomiques des 
comptes trimestriels. On reviendra plus loin sur 
ce point.
Les résultats obtenus 
sur données françaises : 
le cas des modèles dynamiques
L
es résultats des simulations tirées de la 
seconde étape de l’analyse hors échan-
tillon suggèrent que le modèle mobilisant les 
soldes d’opinion conduit à des prévisions à un 
trimestre du taux de croissance de la produc-
tion manufacturière plus précises que les autres 
modèles (cf. tableau 3 et graphique IV), ce que 
conﬁ   rment les tests de Harvey et al. (cf.  ta-
bleau C, annexe 3).
Une explication possible des meilleures perfor-
mances des soldes d’opinion dans cette seconde 
Graphique III
L’indicateur paramétrique macroéconomique de MSW portant sur la production passée : valeurs 
estimées sur l’ensemble de la période et simulées à partir de régressions simples sur la sous-
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Indicateur résultant de l'estimation en échantillon
Indicateur simulé (résultant de la première étape de l'analyse hors échantillon)
Lecture : la valeur de l’indicateur de MSW simulée au trimestre t est obtenue en calculant l’indicateur paramétrique macroéconomique 
de MSW au trimestre t à partir de l’estimation effectuée sur la sous-période [1,T] à l’exclusion du trimestre t.
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étape de l’analyse hors échantillon pourrait pro-
venir du nombre limité d’observations sur les-
quelles est fondée l’analyse dynamique. D’un 
côté, des périodes d’estimation courtes pour-
raient favoriser les indicateurs les plus simples 
et les plus parcimonieux, c’est-à-dire les soldes 
d’opinion. D’un autre côté, la longueur réduite 
de la période de simulation (23 observations, au 
lieu de 60 dans la première étape de l’analyse 
hors échantillon) risque de fragiliser les résul-
tats, surtout si la période de simulation est assez 
spéciﬁ  que. On ne peut pas non plus exclure que 
les modèles dynamiques discriminent mieux les 
différents types d’indicateurs que les régres-
sions statiques. Cependant, les simulations du 
taux de croissance de la production manufac-
turière tirées des modèles dynamiques condui-
sent à des prévisions moins précises que celles 
obtenues à partir des régressions simples, en 
dépit du caractère a priori plus convaincant 
des modèles dynamiques. En effet, les erreurs 
quadratiques moyennes des erreurs de prévi-
sion dans le tableau 3 sont un peu plus élevées 
que celles du tableau 2, en raison de l’existence 
de biais négatifs sur la période d’environ - 0,3 
point, c’est-à-dire du même ordre de grandeur 
que l’agrégat à prévoir. Là encore, ce résultat 
peut avoir plusieurs origines.
Tableau 3
Erreurs de prévision à un trimestre sur le taux de croissance de la production manufacturière 










MSWNP macroéconomique - 0,382 1,105 1,315
MSWP macroéconomique - 0,263 1,073 1,172
MSWNP sectoriel - 0,448 1,138 1,438
MSWP sectoriel - 0,299 1,110 1,267
Soldes d’opinion - 0,419 0,762 0,732
Lecture : les statistiques sont calculées à partir des 23 observations simulées lors de la seconde étape de l’analyse hors échantillon. La 
case grisée indique que l’erreur quadratique moyenne des erreurs de prévision associées au modèle avec soldes d’opinion est signiﬁ  ca-
tivement inférieure à celle des erreurs de prévision associées aux autres modèles, selon plusieurs tests de Harvey et al. (1997). Pour plus 
de détails sur ces tests, cf. le tableau C de l’annexe 3.
Sources : enquête Industrie de l’Insee et comptes nationaux trimestriels. Calculs des auteurs.
Graphique IV































Indicateur paramétrique macroéconomique de MSW
Indicateur paramétrique sectoriel
Indicateur non paramétrique macroéconomique de MSW
Indicateur non paramétrique sectoriel
Lecture : pour les 23 trimestres simulés (1999 T2 à 2004 T4) sont présentées les erreurs de prévision et obtenues en effectuant la diffé-
rence entre le taux de croissance de la production manufacturière observé et sa prévision tirée de chacun des cinq modèles dynamiques 
utilisés. Les valeurs absolues des erreurs de prévision tirées du modèle avec soldes d’opinion (bâtons noirs) sont en moyenne légèrement 
inférieures à celles des erreurs de prévision tirées des autres modèles.
Sources : enquête Industrie de l’Insee et comptes nationaux trimestriels. Calculs des auteurs.106  ÉCONOMIE ET STATISTIQUE N° 395-396, 2006
Pour isoler en partie l’impact relatif des modè-
les utilisés, de la longueur de la période d’es-
timation et de la spéciﬁ  cité des périodes d’es-
timation et de simulation, on restreint l’étude 
des erreurs de prévision tirées des régressions 
simples à la période allant du deuxième trimes-
tre de 1999  au quatrième trimestre de 2004, 
correspondant à celle de la seconde étape de 
l’analyse hors échantillon. Les résultats obtenus 
sont résumés dans le tableau 4, ainsi que dans 
les tableaux D et E de l’annexe 3.
Au seuil de 5 %, les tests de Harvey et al. conﬁ  r-
ment que, sur la sous-période 1999 T2 - 2004 T4 
(cf. tableau 4) aussi bien que sur l’ensemble de la 
période (cf. tableau 2), les performances prédicti-
ves moyennes des indicateurs de MSW, lorsqu’ils 
sont mobilisés au sein de régressions simples, ne 
diffèrent pas signiﬁ  cativement de celles du solde 
d’opinion correspondant. Sur la sous-période 
1999 T2 - 2004 T4, le solde portant sur la ques-
tion prospective apparaît légèrement plus perfor-
mant que les indicateurs non paramétriques au 
seuil de 10 %. Néanmoins, dans l’ensemble, les 
performances prédictives relatives des cinq types 
d’indicateurs sont peu modiﬁ   ées lorsqu’on se 
concentre sur la sous-période 1999 T2 - 2004 T4. 
L ’effet « modèle » semble prédominer, la combi-
naison des indicateurs portant sur la production 
passée et prévue au sein de modèles a priori plus 
convaincants conduisant à un diagnostic plus 
clairement en faveur des soldes.
En outre, contrairement au tableau  2, le 
tableau 4 fait apparaître des biais de prévision 
négatifs fréquents, quoique moins notables que 
le tableau 3. Sur ce point, un léger impact des 
types de modèles (statique, dynamique) pourrait 
être détecté, mais qui ne paraît pas prédominer. 
Ici, le problème est probablement dû au fait que, 
plus la période de simulation est courte, plus 
les résultats sont inﬂ  uencés par sa spéciﬁ  cité. 
La sous-période 1999 T2 - 2004 T4 englobe le 
début des années 2000 et l’année 2004 durant 
lesquelles les enquêtes de conjoncture françaises 
suggéraient des taux de croissance plus élevés 
que ceux publiés par les comptes trimestriels.
Au total, les occurrences quasi systématiques de 
biais de prévision négatifs dans les tableaux 3 et 
4 ne signiﬁ  ent pas que les enquêtes de conjonc-
ture ne peuvent pas être utilisées pour prévoir 
la croissance de la production manufacturière, 
ainsi que l’illustre l’absence de biais signiﬁ  -
catif dans le premier jeu de prévisions tirées 
d’une période de simulation plus longue (cf. ta-
bleau  2). Néanmoins, il arrive qu’à certaines 
périodes (comme au début des années 2000 ou 
en 2004), les évaluations de l’activité économi-
que sur la base des enquêtes de conjoncture et 
des comptes nationaux trimestriels ne soient pas 
en ligne. Souvent, l’ampleur des écarts d’éva-
luation tend à décroître au fur et à mesure que 
les comptes sont révisés. Néanmoins, certains 
écarts peuvent persister, qui sont susceptibles de 
conduire à des erreurs de prévision élevées sur 
certaines périodes. En dehors de ces épisodes 
de divergence temporaire entre les sources, les 
principaux écarts à court terme entre les éva-
luations données par les enquêtes de conjonc-
ture d’une part et les comptes trimestriels 
d’autre part proviennent du caractère plus lisse 
des données d’enquêtes. Tout ceci explique les 
écarts-types relativement élevés des erreurs de 
prévision tirées des modèles étudiés, quel que 
soit le modèle utilisé et la période de simula-
tion. Il n’en reste pas moins que les enquêtes 
de conjoncture demeurent des outils très utiles 
pour la prévision à court terme de l’activité éco-
nomique, au sens où elles permettent en général 
Tableau 4
Erreurs de prévision à un trimestre sur le taux de croissance de la production manufacturière, 











MSWNP macroéconomique - 0,271 1,074 1,177
MSWP macroéconomique - 0,023 1,023 1,001
MSWNP sectoriel - 0,302 1,031 1,107
MSWP sectoriel - 0,108 0,985 0,939
Solde d’opinion - 0,174 1,001 0,989
Production prévue
MSWNP macroéconomique - 0,355 1,151 1,394
MSWP macroéconomique - 0,096 1,107 1,181
MSWNP sectoriel - 0,358 1,146  1,384
MSWP sectoriel - 0,167 1,097  1,179
Solde d’opinion - 0,278 0,985 1,005
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d’évaluer relativement bien les tendances de ses 
inﬂ  exions, à défaut de l’ampleur de certaines de 
ses variations d’un trimestre à l’autre.
Bilan et perspectives
L
es applications empiriques successives de 
MSW (2002, 2004) indiquent que leurs 
indicateurs désagrégés sont plus performants 
que trois indicateurs agrégés usuels pour la 
prévision conjoncturelle du taux de croissance 
de la production manufacturière sur des don-
nées allemandes et britanniques, mais non sur 
des données portugaises et suédoises. En ce qui 
concerne ces deux derniers pays, le résultat le 
plus frappant réside dans les valeurs absolues 
très élevées des erreurs de prévision quel que 
soit l’indicateur utilisé, sans doute en lien avec 
la très petite taille des panels sous-jacents ; dès 
lors, étudier des écarts de performances prédic-
tives d’un indicateur à l’autre est d’un intérêt 
limité. Les commentaires qui suivent se centrent 
donc sur la comparaison des résultats tirés des 
panels français, allemands et britanniques.
L ’application sur données françaises compare 
les performances prédictives à un trimestre de 
cinq types d’indicateurs : un indicateur agrégé 
(le solde d’opinion) et quatre indicateurs désa-
grégés tirés de la méthodologie de MSW (2002, 
2004-1). Les soldes d’opinion apparaissent plu-
tôt plus performants que les indicateurs désa-
grégés. En outre, contrairement à l’application 
de MSW sur données britanniques, l’étude sur 
données françaises fait ressortir des indicateurs 
paramétriques un peu meilleurs en prévision 
que les indicateurs non paramétriques. Enﬁ  n, 
elle suggère que les indicateurs obtenus en 
appliquant la méthodologie de MSW au niveau 
des grandes branches d’activité, avant agréga-
tion plutôt que directement au niveau agrégé, 
seraient un peu plus performants.
Dans l’application française, les indicateurs 
doublement pondérés (soldes) se comportent 
un peu mieux que les indicateurs de MSW, qui 
sont non pondérés ou simplement pondérés. 
La correction par la pondération d’un biais de 
sélection lié à une distribution hétérogène des 
non réponses pourrait être en cause, dans une 
conﬁ  guration où la représentativité par branche 
(et peut-être aussi par taille) des réponses impor-
terait en raison d’un effet de structure (16). Dans 
une telle conﬁ  guration, un système de pondé-
rations reﬂ  étant la taille et la branche d’activité 
des entreprises pourrait permettre d’améliorer 
les performances des indicateurs. C’est le cas 
des soldes d’opinion et, indirectement et dans 
une moindre mesure, des indicateurs sectoriels 
de MSW. Bien qu’on dispose de peu d’informa-
tions sur le comportement de réponse des entre-
preneurs selon la branche d’activité et la taille 
de l’entreprise, du moins les résultats auxquels 
aboutit l’application française ne contredisent-
ils pas la possibilité d’une telle conﬁ  guration. 
Il n’en est pas de même chez MSW (2004-2) : 
étudiant l’impact de différents modes de pon-
dération sur la construction de leurs indicateurs 
désagrégés, ceux-ci trouvent que les poids égaux 
surpassent tout autre jeu de pondérations, dont 
celles par la taille des entreprises. Ils expliquent 
ce résultat par le fait que les unités répondantes 
sont implicitement pondérées dans leurs indica-
teurs selon leur capacité à évaluer plus ou moins 
correctement la croissance passée de la pro-
duction manufacturière globale, au sens où les 
répondants qui donnent peu d’informations sur 
l’agrégat d’intérêt contribuent marginalement à 
la variabilité des indicateurs de MSW. Ils sug-
gèrent aussi, avec raison, que la réﬂ  exion sur 
les pondérations doit être poursuivie, point sur 
lequel on va revenir.  (16)
Au-delà de la question des pondérations, les 
résultats de l’application française sont direc-
tement comparables à ceux des applications de 
MSW sur données allemandes et britanniques du 
fait que l’approche par la régression sur données 
françaises conduit à un indicateur de Pesaran 
qui ne diffère pas signiﬁ   cativement du solde 
d’opinion, que ce soit pour la question rétros-
pective ou la question prospective. En effet, si 
on estime le modèle :  , 
où U et D désignent les proportions des uni-
tés élémentaires répondant respectivement en 
hausse et en baisse, u le terme d’erreur et α, β 
et χ des coefﬁ  cients à estimer, l’hypothèse nulle 
de coefﬁ  cients α et β d’amplitude égale et de 
signes opposés est acceptée sans ambiguïté pour 
les deux questions (17). Ainsi, l’opposition entre 
les résultats de MSW et les nôtres n’est pas 
attribuable à la nature différente des indicateurs 
agrégés retenus comme références, puisque 
le solde d’opinion de l’application française 
16. Un effet de structure peut survenir si la concentration et 
la taille des entreprises diffèrent selon les branches et que les 
réponses des grandes entreprises apportent une information 
plus riche sur la conjoncture que les entreprises plus petites.
17.  Par conséquent, l’indicateur de Pesaran, déﬁ  ni  par : 
ttt PI U D ˆ ˆˆ =α +β +χ, où  ˆ ˆ, αβ  et χ %  sont les estimateurs 
des MCO de α,  β et χ, ne diffère pas signiﬁ  cativement  de : 
tt t RPI U D () =α − +χ % % , où α % et χ %  sont les estimateurs des 
moindres carrés de α et χ contraints par l’hypothèse nulle H0 : 
α + β = 0 et  tt UD () −  est le solde d’opinion.108  ÉCONOMIE ET STATISTIQUE N° 395-396, 2006
est homogène à l’indicateur de Pesaran étudié 
par MSW.
Aucune explication aux divergences entre les 
résultats des trois applications n’apparaît non 
plus clairement du fait des différences de pério-
dicité des séries  et des périodes d’estimation. 
Les applications française et allemande sont 
fondées sur des données trimestrielles, l’appli-
cation britannique sur des données mensuelles, 
sans conséquence visible sur les résultats. Les 
périodes d’estimation des trois applications 
sont 1990-2004 pour la France, 1991-2000 pour 
l’Allemagne et 1988-1999 pour le Royaume-
Uni. La première partie des années 2000, 
durant laquelle les enquêtes de conjoncture et 
les comptes nationaux trimestriels ne donnaient 
pas tout à fait la même image du dynamisme 
de l’activité économique en France (cf. supra), 
est largement absente des autres panels. Ceci 
pourrait inﬂ  uencer les résultats, mais dans un 
sens qui n’est pas immédiat. De même, au sein 
de la période couverte, les cycles des affaires 
sont plus corrélés entre la France et l’Allema-
gne qu’avec le Royaume-Uni ; là aussi, aucun 
impact clair n’est visible sur les résultats.
En revanche, une partie des divergences entre les 
résultats des trois applications est probablement 
due à la plus grande taille du panel français. 
Intuitivement, un nombre élevé d’observations 
favorise sans doute l’application de techniques 
d’estimations plus complexes (indicateur para-
métrique) tandis que, pour des panels de petite 
taille, des indicateurs simples et parcimonieux 
(indicateur non paramétrique) sont plus indi-
qués. Cette intuition est cohérente avec les 
meilleures performances des indicateurs para-
métriques dans l’étude française, fondée sur 
le panel de plus grande taille, ainsi qu’avec le 
résultat opposé obtenu sur le panel britannique, 
plus petit, tandis que les performances des deux 
types d’indicateurs dans l’application sur don-
nées allemandes, fondée sur un panel de taille 
vraisemblablement intermédiaire, sont équiva-
lentes. Toutefois, il faut reconnaître que ce rai-
sonnement rencontre ses limites : sur le panel 
français, les soldes d’opinion, de calcul très 
simple, se comportent au moins aussi bien que 
les indicateurs paramétriques de MSW.
Plus fondamentalement, la taille des panels joue 
sur la robustesse des résultats. Ainsi, les résul-
tats de l’application française jettent davantage 
le doute sur les performances des indicateurs de 
MSW que ceux des applications portugaise et 
suédoise du fait que la taille du panel français 
assure une plus grande robustesse des résul-
tats. Celle des résultats sur données britanni-
ques pourrait être moins certaine en raison du 
nombre beaucoup plus réduit d’observations 
sous-jacentes.
Les avantages des soldes d’opinion 
À la lumière de l’expérience empirique, au-delà 
de l’usage prédictif pour lequel ils ont été conﬁ  -
gurés et au regard duquel leurs performances 
relatives sont à ce stade non tranchées par les 
trois applications qui viennent d’être évoquées, 
les indicateurs de MSW présentent des inconvé-
nients par rapport aux soldes d’opinion.
L ’élaboration de l’indicateur paramétrique est 
lourde en temps de calcul, même pour le trai-
tement d’une seule question. Le calcul du solde 
d’opinion permet une mise à disposition plus 
rapide de l’information conjoncturelle conte-
nue dans l’intégralité de l’enquête, ce qui est un 
avantage notable pour un usage en production.
Le calcul des indicateurs de MSW nécessite de 
disposer de séries de réponses individuelles rela-
tivement longues, avec la conséquence pratique 
d’éliminer un nombre notable d’observations 
(celles issues d’entrepreneurs ne répondant pas 
sufﬁ  samment régulièrement à l’enquête ou à la 
question considérée). Ceci soulève un problème 
statistique potentiel, tant en termes de degré 
d’exhaustivité que de biais de sélection  (18). 
Le calcul des indicateurs sectoriels de MSW 
limite ce biais, sans toutefois le supprimer avec 
certitude. Le solde d’opinion, quant à lui, est 
calculé sur un nombre d’observations beaucoup 
plus élevé, son élaboration ne nécessitant pas un 
aussi grand nombre de réponses par unité élé-
mentaire. De ce fait, le calcul du solde n’induit 
pas l’élimination de réponses très probablement 
informatives sur la conjoncture.
Le solde d’opinion est soumis à des révisions 
limitées ou nulles, d’une enquête sur l’autre, 
selon la méthodologie de l’institut producteur 
de l’enquête (19). Les indicateurs de MSW peu-
vent, eux, subir des révisions plus notables sur 
une période plus longue, à la fois parce que 
toute réestimation suite à l’ajout d’observations 
supplémentaires touche l’intégralité des séries 
18. Même si les vériﬁ  cations empiriques de MSW (2004-2) ne 
font pas apparaître de signe tangible de l’existence de tels biais.
19. Pour l’enquête Industrie de l’Insee : les soldes bruts relatifs 
à l’enquête N - 1 deviennent déﬁ  nitifs à l’intégration de réponses 
tardives lors de la sortie de l’enquête N ; les soldes corrigés des 
variations saisonnières sont modiﬁ  és lors de chaque campagne 
annuelle de désaisonnalisation, mais très marginalement du fait 
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et non seulement leurs derniers points et, sur-
tout, du fait que les révisions régulières du taux 
de croissance de la production manufacturière 
dans les comptes trimestriels se répercutent 
automatiquement sur l’ensemble des séries des 
indicateurs de MSW.
La sensibilité des indicateurs de MSW au taux 
de croissance de la production manufacturière 
des comptes trimestriels, agrégat moins lisse 
que les soldes d’opinion, se traduit sur le proﬁ  l 
de ces indicateurs, qui tend à être un peu plus 
heurté que celui du solde correspondant. 
Toutes ces propriétés comparées des indicateurs 
de MSW et des soldes d’opinion pèsent en faveur 
de ces derniers. Toutefois, la présente étude ne 
prétend en aucun cas donner une conclusion 
déﬁ  nitive à la question de la meilleure combi-
naison possible des réponses individuelles aux 
enquêtes de conjoncture. De nombreuses pistes 
d’améliorations et de prolongement restent à 
explorer à cet égard.
Quelques pistes de prolongement 
La question du système de pondérations des 
réponses individuelles à retenir au sein des indi-
cateurs n’est véritablement résolue ni par MSW 
(2002, 2004), ni par la présente étude. Un des 
prolongements possibles de cette dernière serait 
d’analyser l’impact de systèmes de pondérations 
supplémentaires sur les performances relatives 
des indicateurs. Une piste serait de reproduire le 
schéma de doubles pondérations des soldes pour 
les indicateurs de MSW. Ceci serait justiﬁ  é si la 
taille des entreprises est corrélée avec la qualité 
des indications sur la conjoncture macroécono-
mique contenues dans leurs réponses individuel-
les. Une amélioration des indicateurs de MSW 
viendrait à l’appui d’une telle hypothèse.
Cependant, une contribution tout récente de 
MSW (2006) règle la question des pondéra-
tions sur le plan théorique. La déﬁ  nition (1) 
de l’indicateur paramétrique (cf.  encadré  1) 
y est remplacée par l’estimation directe, plus 
rigoureuse, de l’espérance de   conditionnel-
lement à l’ensemble des réponses   
données à l’enquête de conjoncture. La formule 
de Bayes est appliquée à ce nouveau condition-
nement pour établir le lien nécessaire avec les 
modèles à choix discrets ordonnés de l’enca-
dré 1. Il en résulte un nouvel indicateur pour 
lequel la question de la pondération des répon-
ses ne se pose plus. Malheureusement, le test 
sur données britanniques par MSW (2006) des 
propriétés hors échantillon de ce nouvel indi-
cateur s’avère décevant. Ce dernier prévoit le 
taux de croissance de la production manufactu-
rière sensiblement moins bien que l’indicateur 
paramétrique de MSW initial déﬁ  ni par (1) et 
se montre même moins performant que le solde 
d’opinion, nouvellement intégré par MSW 
(2006) dans leur liste d’indicateurs agrégés de 
référence. MSW interprètent cette performance 
décevante de leur nouvel indicateur comme une 
conséquence probable de la petite taille de leur 
panel et recommandent de procéder à un nou-
veau test lorsque des séries plus longues seront 
disponibles et qu’une analyse robuste pourra 
être menée. Au total, cette nouvelle contribution 
de MSW incite à tester les performances prédic-
tives de leur nouvel indicateur sur le panel fran-
çais, susceptible de conduire à des résultats plus 
ﬁ  ables en raison de sa taille. Il reste que, parce 
que l’indicateur paramétrique initial de MSW 
(2002, 2004) demeure le plus performant dans 
MSW (2006), des pistes de prolongement dans 
la ligne directe de la présente étude demeurent 
envisageables, particulièrement pour ce qui 
concerne les indicateurs paramétriques.
Les indicateurs paramétriques portant sur la 
question prospective sont théoriquement perfec-
tibles en appliquant la correction des problèmes 
potentiels d’endogénéité introduite par MSW 
(2005). Il serait souhaitable également de porter 
une plus grande attention aux questions d’endo-
généité dans le cas de la question rétrospective, 
en dépit de l’absence de problème détecté dans 
les tests empiriques menés par MSW sur don-
nées britanniques.
Cependant, on envisage plutôt des prolonge-
ments d’inspiration différente. L ’un serait de 
tenter d’intégrer directement des indicateurs de 
dispersion des réponses individuelles (combi-
nés avec des indications de sens des inﬂ  exions 
de tendance) dans des modèles de prévision 
macroéconomique. L ’intuition sous-jacente est 
que l’augmentation de la dispersion des per-
ceptions individuelles peut reﬂ   éter le degré 
d’incertitude dans l’économie, qui croît avant 
une inﬂ  exion ou un point de retournement (20). 
Par ailleurs, l’un des auteurs du présent article, 
en collaboration avec deux mathématiciens, a 
tout récemment exploré une piste innovante 
consistant à appliquer des méthodes non para-
20. Cette piste de prolongement peut être rapprochée des 
travaux de Zarnowitz et Lambros (1987), Lahiri, Teigland et 
Zaporowski (1988) et de beaucoup d’autres auteurs, même si 
le contexte n’est pas exactement le même, la plupart de ces tra-
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métriques du type « plus proches voisins » et 
«  forêts d’arbres aléatoires  » à la prévision 
conjoncturelle de la production manufactu-
rière. Ces méthodes, sans rapport avec celle 
de MSW (2002, 2004, 2005 et 2006), tiennent 
toutefois compte également de l’hétérogénéité 
des comportements de réponses des entrepri-
ses. Une application à des données françaises 
donne des résultats prometteurs concernant la 
méthode des forêts d’arbres aléatoires (Biau, 
Biau et Rouvière, 2006), ce qui suggère d’ap-
profondir la réﬂ  exion en ce sens. Enﬁ  n, pour 
un pays comme la France, pour lequel on dis-
pose d’une source infra-annuelle quantitative 
sur la production des entreprises (les enquêtes 
de branches sources de l’indice de la produc-
tion industrielle IPI), il serait intéressant de 
confronter les réponses qualitatives données à 
l’enquête de conjoncture aux réponses chiffrées 
apportées à l’enquête de branche par une même 
unité de production. L ’utilisation des IPI élé-
mentaires tirés des enquêtes de branche et cal-
culés au niveau de branches relativement ﬁ  nes 
permettrait de tester la méthode des indica-
teurs paramétriques sectoriels à un niveau plus 
désagrégé. Surtout, des modèles de prévision 
du taux de croissance de la production manu-
facturière potentiellement plus convaincants 
pourraient être élaborés par la combinaison des 
sources qualitatives et quantitatives de données 
individuelles d’entreprises. Ceci pourrait faire 
l’objet d’une étude ultérieure.  ■ ■
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ANNEXE 1
UNE ILLUSTRATION DE L’INDICATEUR NON PARAMÉTRIQUE
DE MITCHELL, SMITH ET WEALE
La chronique ﬁ  ctive du taux de croissance de la produc-
tion d’une unité répondante i ainsi que la série (égale-
ment ﬁ  ctive) de ses réponses à la question portant sur 
sa production dans l’enquête Industrie de l’Insee sont 
représentées sur le graphique ci-dessous. Cette illustra-
tion n’est pas sufﬁ  samment précise pour qu’on puisse 
distinguer production passée ou prévue, ce n’en est pas 
l’objet. En phase de production croissante (respective-
ment décroissante), on s’attend à ce que la réponse de 
l’unité de production soit « en hausse », soit   
(respectivement « en baisse », soit  ) avec, entre 
deux phases de sens opposés, des moments de sta-
bilisation durant lesquels l’unité de production répond 
« stable », soit  . Hild (2007) montre en effet que la 
plupart des entrepreneurs interrogés à l’enquête Industrie 
de l’Insee ne passent pas instantanément d’une réponse 
extrême à l’autre, mais répondent « stable » durant une 
période intermédiaire.
Le terme   relatif à l’unité
 
de production i dans la somme déﬁ  nissant l’indicateur 
non paramétrique de Mitchell, Smith et Weale a un proﬁ  l 
en paliers (courbe en trait ﬁ  n, comportant trois paliers 
possibles, prenant les valeurs des moyennes arithméti-
ques des ( ) prises sur les sous-périodes où l’unité de 
production a répondu, respectivement, «  en hausse  », 
« stable » et « en baisse »). La sommation sur de nom-
breuses unités de production conduit à un indicateur 
non paramétrique de Mitchell, Smith et Weale dont le 
proﬁ  l ne fait plus apparaître les paliers des termes élé-
mentaires  , du fait que les réponses indivi-
duelles à l’enquête Industrie ne sont pas parfaitement 
synchronisées.
L’indicateur non paramétrique de MSW : une illustration ﬁ  ctive
yit
1… t … Temps
jit










Source : illustration inspirée de la discussion de F. Toutlemonde au séminaire du Département des Études Économiques d’Ensemble du 
29 juin 2005, avec sa permission.
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ANNEXE 2
LES DISTRIBUTIONS DES COEFFICIENTS ESTIMÉS ( ) DU MODÈLE (6) : 
CAS DES INDICATEURS MACROÉCONOMIQUES DE MSW
Le modèle (6) introduit à l’encadré 1 lie le taux de crois-
sance de la production de l’unité de production i à la 
période t   (variable latente) au taux de croissance de 
la production manufacturière   :   
(un modèle par unité répondante sélectionnée). La 
distribution des ( ), estimateurs des MCO des coefﬁ  -
cients ( ) dans ce modèle donne des informations sur 
la manière dont l’activité productive s’articule entre les 
niveaux micro- et macroéconomiques. Ces coefﬁ  cients 
estimés entrent en outre dans l’estimation des indica-
teurs paramétriques de MSW.
Comme dans les applications de Mitchell, Smith et Weale, 
le nombre d’unités à production contra-cyclique ou acy-
clique (associées à un coefﬁ  cient estimé 
 
négatif ou 
proche de zéro) est non négligeable (cf. tableaux A et B). 
À l’instar de Mitchell, Smith et Weale, on a conservé ces 
unités dans le calcul des indicateurs. Celles à production 
contra-cyclique peuvent en effet véhiculer une informa-
tion conjoncturelle signiﬁ  cative. Quant à la contribution 
des réponses des unités i à production acyclique à l’évo-
lution des indicateurs paramétriques de Mitchell, Smith 
et Weale, elle est faible par construction, puisque leur 
composante   conserve une valeur voisine 
de la moyenne historique des taux de croissance de la 
production manufacturière sur la période  , pour tout 
trimestre t, quelle que soit leur réponse 
Tableau A
Production passée (quantiles)
1 % 5 % 10 % 25 % 50 % 
(médiane)
75 % 90 % 95 % 99 %
- 0,63 - 0,31 - 0,18 0,04 0,28 0,52 0,75 0,91 1,32
Lecture : 673 coefﬁ  cients estimés sont négatifs sur 3076. La moyenne de la distribution est 0,28. Son écart-type vaut 0,39.
Tableau B
Production prévue (quantiles)
1 % 5 % 10 % 25 % 50  % 
(médiane)
75 % 90 % 95 % 99 %
- 0,65 - 0,38 - 0,24 - 0,04 0,18 0,40 0,63 0,79 1,13
Lecture : 753 coefﬁ  cients estimés sont négatifs sur 2589. La moyenne de la distribution est 0,19. Son écart-type vaut 0,36.
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ANNEXE 3
RÉSULTATS DES TESTS DE PERFORMANCE PRÉDICTIVE
DE HARVEY, LEYBOURNE ET NEWBOLD (1997)
Tableau A
Régressions simples – question sur la production passée
Test du modèle avec solde 
contre le modèle avec…
Différence moyenne des erreurs 
de prévision 
Statistique de test 
P-value
… MSWNP macroéconomique - 0,205 - 1,364 0,089
… MSWP macroéconomique - 0,019 - 0,206 0,419
… MSWNP sectoriel - 0,960 - 0,750 0,228
… MSWP sectoriel 0,043 0,506 0,307
Lecture : les notations   et  sont déﬁ  nies en encadré 3. Dans la deuxième ligne de la deuxième colonne, la valeur de   est 
égale à la différence des erreurs quadratiques moyennes des erreurs de prévision tirées du modèle utilisant le solde et du modèle mobi-
lisant l’indicateur non paramétrique macroéconomique, soit, d’après le tableau 2 : 0,897 - 1,101 = - 0,205 (chiffres arrondis à 3 chiffres 
après la virgule).
Une P-value supérieure à 10 % indique l’acceptation de l’égalité des performances prédictives des deux modèles dont sont tirées les 
erreurs de prévision au seuil de signiﬁ  cativité de 10 % (case non grisée). Une P-value comprise entre 5 % et 10 % indique l’acceptation 
de l’égalité des performances prédictives des deux modèles dont sont tirées les erreurs de prévision au seuil de signiﬁ  cativité de 5 %, 
mais un refus à celui de 10 % (case grisée clair).
Ces tests expriment donc que les modèles mobilisant un indicateur de MSW conduisent à des prévisions non signiﬁ  cativement plus per-
formantes que le modèle avec solde d’opinion. Ce dernier paraît même induire des prévisions légèrement plus performantes (au seuil de 
10 %) que l’indicateur non paramétrique macroéconomique. Des tests complémentaires suggèrent que le modèle avec indicateur para-
métrique sectoriel serait signiﬁ  cativement plus performant que les modèles mobilisant les autres indicateurs de MSW au seuil de 10 %.
Tableau B
Régressions simples – question sur la production prévue
Test du modèle avec solde 
contre le modèle avec…




… MSWNP macroéconomique - 0,170 - 1,085 0,141
... MSWP macroéconomique - 0,025 - 0,183 0,428
… MSWNP sectoriel - 0,057 - 0,389 0,349
… MSWP sectoriel 0,023 0,174 0,431
Lecture : les notations    et  sont déﬁ  nies en encadré 3. Dans la deuxième ligne de la deuxième colonne, la valeur de   est 
égale à la différence des erreurs quadratiques moyennes des erreurs de prévision tirées du modèle utilisant le solde et du modèle mobi-
lisant l’indicateur non paramétrique macroéconomique, soit, d’après le tableau 2 : 1,043 - 1,213 = - 0,170.
Une P-value supérieure à 10 % indique l’acceptation de l’égalité des performances prédictives des deux modèles dont sont tirées les 
erreurs de prévision au seuil de signiﬁ  cativité de 10 % (case non grisée).
Les tests effectués expriment donc que les performances prédictives des modèles associés à l’un des indicateurs de MSW sont non 
signiﬁ  cativement différentes de celles du modèle avec solde d’opinion.
Tableau C
Modèles dynamiques
Test du modèle avec soldes 
contre le modèle avec : 




… MSWNP macroéconomique - 0,583 - 1,725 0,049
… MSWP macroéconomique - 0,440 - 1,425 0,084
… MSWNP sectoriel - 0,707 - 1,890 0,036
… MSWP sectoriel - 0,535 - 1,695 0,052
Lecture : les notations   et  sont déﬁ  nies en encadré 3. Dans la deuxième ligne de la deuxième colonne, la valeur de   est 
égale à la différence des erreurs quadratiques moyennes des erreurs de prévision tirées du modèle utilisant les soldes et du modèle 
mobilisant les indicateurs MSWNP macroéconomiques, soit, d’après le tableau 3 : 0,732 - 1,315 = - 0,583.
Une P-value comprise entre 5 % et 10 % indique l’acceptation de l’égalité des performances prédictives des deux modèles dont sont 
tirées les erreurs de prévision au seuil de signiﬁ  cativité de 5 %, mais un refus à celui de 10 % (case grisée clair). Une P-value inférieure 
à 5 % indique le refus de l’hypothèse d’égalité des performances prédictives des deux modèles dont sont tirées les erreurs de prévision 
au seuil de signiﬁ  cativité de 5 % (case grisée foncée).
Les tests effectués expriment donc que le modèle avec soldes d’opinion conduit à des prévisions signiﬁ  cativement plus performantes 
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Tableau D
Régressions simples – question sur la production passée
Résultats sur la sous-période 1999T2-2004T4
Test du modèle avec solde 
contre le modèle avec…




… MSWNP macroéconomique  - 0,188 - 0,831 0,208
… MSWP macroéconomique - 0,012 - 0,075 0,470
… MSWNP sectoriel - 0,118 - 0,681 0,252
… MSWP sectoriel 0,050 0,340 0,369
Lecture : les notations   et  sont déﬁ  nies en encadré 3. Dans la deuxième ligne de la deuxième colonne, la valeur de   est 
égale à la différence des erreurs quadratiques moyennes des erreurs de prévision tirées du modèle utilisant le solde et du modèle mobi-
lisant l’indicateur non paramétrique macroéconomique, soit, d’après le tableau 4 : 0,989 - 1,177 = - 0,188.
Une P-value supérieure à 10 % indique l’acceptation de l’égalité des performances prédictives des deux modèles dont sont tirées les 
erreurs de prévision au seuil de signiﬁ  cativité de 10 % (case non grisée).
Ces tests expriment donc que les modèles mobilisant un indicateur de MSW conduisent à des prévisions non signiﬁ  cativement plus 
performantes que le modèle avec solde d’opinion. Des tests complémentaires suggèrent que les modèles mobilisant un indicateur de 
MSW ont des performances prédictives équivalentes.
Tableau E
Régressions simples – question sur la production prévue
Résultats sur la sous-période 1999T2-2004T4
Test du modèle avec solde 
contre le modèle avec…




… MSWNP macroéconomique - 0,388 - 1,428 0,084
… MSWP macroéconomique - 0,175 - 0,794 0,218
… MSWNP sectoriel - 0,378 - 1,547 0,068
… MSWP sectoriel - 0,174 - 0,800 0,216
Lecture : les notations   et  sont déﬁ  nies en encadré 3. Dans la deuxième ligne de la deuxième colonne, la valeur de   est 
égale à la différence des erreurs quadratiques moyennes des erreurs de prévision tirées du modèle utilisant le solde et du modèle mobi-
lisant l’indicateur non paramétrique macroéconomique, soit, d’après le tableau 4 : 1,005 - 1,394 = - 0,388.
Une P-value supérieure à 10 % indique l’acceptation de l’égalité des performances prédictives des deux modèles dont sont tirées les 
erreurs de prévision au seuil de signiﬁ  cativité de 10 % (case non grisée). Une P-value comprise entre 5 % et 10 % indique l’acceptation 
de l’égalité des performances prédictives des deux modèles dont sont tirées les erreurs de prévision au seuil de signiﬁ  cativité de 5 %, 
mais un refus à celui de 10 % (case grisée clair).
Les tests effectués expriment donc que les performances prédictives des modèles associés à l’un des indicateurs de MSW sont non 
signiﬁ  cativement meilleures que celles du modèle avec solde d’opinion au seuil de 5 %. Le modèle avec solde conduit à des prévisions 
légèrement meilleures (au seuil de 10 %) que les modèles mobilisant l’un ou l’autre des indicateurs non paramétriques de MSW. Des 
tests complémentaires suggèrent que les modèles mobilisant un indicateur de MSW ont des performances prédictives équivalentes.
 