BOUNDED ENTIRE SOLUTIONS OF ELLIPTIC EQUATIONS
Notice that (2.1) and (2.4) both follow from the condition of uniform ellipticity (2.5) Σ a tj (x) 
for some λ^a?) ^ λ (a?) ^ λ Λ (a). We finally impose on f(x) the condition: Take μ > 0 such that μ<l, μ<v, μ<,δ and take 0 < J? o < Consider the function for any constant B > 0. Then v(r) satisfies (2.9), and 
In Meyers-Serrin [4] it is proved that there is a unique solution φ Q of (2.12) if (2.7), (2, 2) and (2.3) 
, , _ (w + Wo m I x\ < R f defines a bounded solution of (1.2) in R n which tends to zero as
Denote by X the Banach space of continuous functions on | x \ -R with the sup norm, and denote by || || the norm of operators in X. Denote by Wh the restriction of w to | x \ = R. Then (2.16) reduces to (2.17) h -Wh = w Q -φ 0 .
If we show that (2.18) I W\\ < 1 then the existence of a unique solution h of (2.17) follows, and the existence part of the theorem is proved. The function^
satisfies:
where σ < 1 by (2.9). Since, by the maximum principle,
we conclude that
This gives (2.18) . Suppose now that u{x) is another solution of (1.2) in R n which tends to zero as | x | -» oo. We shall prove that u = u. Let « = u -u and denote by h the restriction of z to\x\ = R. Then ΫFΛ = h. Since || TΓ| < 1, h = 0. It follows that ^Oίn 12\
From the proof of Theorem 1 we obtain the estimate
on the solution. Hence: 
But then the conditions (2.4), (2.3) (with p = 1) are satisfied, so that Theorem 1 and Corollary 1 can be applied.
We recall a result of Theorem 3] asserting that if (2.2), (2.5), (2.21) hold, and if n ^ 3 and Proof. Without loss of generality we may assume that a iά = δϋ, 1 ^ i, j ^ 2. We shall construct functions v x {r), v 2 (r) for r > R o (R Q and fixed positive number) satisfying:
The inequality Lv t ^ 0 is satisfied if
where c is a sufficiently large positive constant. A solution of (3.7) which vanishes at r = R o is given by Vl (r)= Γ exp{-Γ -^dsW = Γ expj^r -Λ.-')}^.
This function then satisfies (3.5). Similarly,
is a solution of (3.6). From (3.8), (3.9) it is clear that For each R > R o + 1, let u B be the solution of
on I a; I = R .
From the maximum principle it follows that u R^v2 if R o < \x\ < R. From (3.10) we have:
Hence, by the maximum principle,
Using ( Let ^i and z 2 be the solutions of Then TFΛ is defined as the restriction of z to S'. By the maximum principle, for any ε > 0,
This implies that sup I w(x) \ <^ \\h\\ .
\x\=R»
Again by the maximum principle,
|as|=.B' |x|=.R* \x\=R»
Hence, || TΓΛ|| ^ ||λ||. Since, for h(x) = 1, Wh = h, it follows that II w = ||i.
Employing the function ^(r) and using the maximum principle it can be shown (see [4, p. 523] ) that Liouville's theorem is valid (under the assumptions of Theorem 2), that is, every bounded solution u of Lu = 0 in R 2 is a constant. Now, h satisfies Wh = h if and only if the corresponding w and z coincide on S', S" and, consequently, in the region R' < | x \ < 22"; thus, W7& = / & if and only if the pair w, z defines a bounded entire solution u of Lu -0. By Liouville's theorem it follows that u = const, and, in particular, h = const. Thus, 1 is an eigenvalue of W and the eigenspace is one dimensional.
From the interior Schauder estimates (see, for instance, [1] ) one deduces that W maps bounded subsets of X into compact subsets. Hence the Fredholm-Riesz-Schauder theorem can be applied to solve equations of the form (3.18) ζ + Wh = h.
Denoting by h an eigenfunctional of the adjoint W* of W, we can assert that the equation (3.18 ) has a solution if and only if -0.
We wish to solve the equation (3.19) z\ + xz* 2 + Wh = h for some real number λ. We first show that
Suppose h(z%) = 0. Then the equation
has a solution h. Denote by w, z the corresponding solutions of (3.16), (3.17) . Then the functions w + w 2 and z + z 1 coincide on S" and (by (3.21)) on S'. Since they both are solutions of Lu = 0 in R' < \ x \ < R", it follows that they coincide in this region. Consequently, the function
is an entire solution of Lu 0 = 0. Since, by (3.12) , u o (x) -> °° if I ^ i __• oo, te 0 must attain a minimum at some point in R 2 . But then, by the maximum principle, u o (x) = const.; this is impossible since oo if I X I -> oo .
Having proved (3.20) , we choose in (3.19) λ= -h{z*)lh{z*) .
Then (3.22)
A(z? + λz*) = 0;
consequently (3.19 ) has a solution which we shall denote by h. Denote by w, z the solutions of (3.16), (3.17) Proof. We can write nit, x) in the form (see [3] ) ( 
4.6) u(t, x) = Ef(ξ x (t))
where E is the expectation and ζ x (t) is a solution of the stochastic integral equation where C is a constant independent of (ί, x). Recalling (4.7), we conclude that (4,9) EI ζ x (t) -x-2w(t) I ^ C .
Combining (4.6), (4.8) with (4.4), (4.9), the assertion of the theorem follows.
For n -2 one can employ Theorem 2 and establish the inequalitŷ If log (2 + t+ \x\) .
