Damage concerns, such as substrate/film material alterations, damage, and delamination of thin films, have become a central problem in sub-100 nm particle removal applications. In the laser induced plasma ͑LIP͒ removal technique both LIP shockwave and radiation heating are potential sources of thermomechanical damage. The specific objective of current study is to conduct a computational investigation of the LIP shockwave effect on the thermoelastic response of a thin chromium ͑Cr͒ film deposited on a quartz substrate and to identify the conditions leading to the onset of plastic film deformations. The experimentally characterized shockwave pressure and temperature ͑approximated from gas dynamic relations͒ were prescribed as boundary conditions in the computational analysis. From the shockwave arrival times for different travel distances, the shockwave radius as well as the velocity were obtained as a function of the shockwave propagation time. Radial ͑and circumferential͒ stresses, caused by thermal expansion of the Cr film, were most dominant and, hence, of damage concern. It is determined that the resultant temperature rise utilizing a 1064 nm Nd:yttrium-aluminum-garnet ͑YAG͒ laser ͑450 mJ͒ due to the film-shockwave interactions was not sufficiently high to initiate film and/or substrate damage. No material alteration/ damage of the Cr film is predicted due to the temperature and pressure of LIP shockwaves at the firing distance of 2 mm, with a high strain rate gain factor of two ͑minimum͒, though damage was observed experimentally for 1064 nm Nd:YAG laser at the pulse energy of 370 mJ. Reported results indicate that the leading cause of observed thin film damage during nanoparticle removal is almost certainly radiation heating from the LIP core.
I. INTRODUCTION
Nanoparticle removal from substrates such as nanofilms, silicon wafers, and photomasks utilizing laser induced plasma ͑LIP͒ has a serious potential to become an emerging particle cleaning technology. Shockwaves generated by the expansion of LIP have experimentally been demonstrated to be an effective, noncontact, dry, chemical-free, selective, and fast method for micro-and nanoparticle detachment. [1] [2] [3] [4] [5] [6] [7] Computational approaches such as the direct simulation Monte Carlo ͑DSMC͒ method have been utilized to investigate particle removal from surfaces due to shockwaves 5, 6 and interactions between nanoscale particles and shockwave fronts. Based on the DSMC results, it was reported that 60 nm polystyrene latex ͑PSL͒ particles can be removed at d =2 mm utilizing a 1064 nm Nd:yttrium-aluminum-garnet ͑YAG͒ laser with 450 mJ pulse energy. 5 Extreme ultraviolet lithography ͑EUVL͒, 8 an emerging sub-65 nm level lithography technique, 9 requires that the photomasks to be utilized for printing the features on integrated circuits ͑ICs͒ be free from particles and defects, which could become magnified on the ICs being manufactured. An efficient sub-100 nm ͑or better͒ particle removal technique is needed for selective ͑small area͒ cleaning of photomasks. As with other techniques in sub-100 nm particle removal, substrate damage is a concern in the LIP particle removal technique. Furthermore, EUVL photomasks have no protective pellicles that make damage-free cleaning easy. If the thin film on the photomask becomes altered and cannot be repaired, it might be discarded and not utilized for fabrication. The focus in the current study is not on the extent of damage, but on conditions leading to the onset of material alteration and/or damage of thin films due to the LIP cleaning process. In general, damage is more probable in metal nanofilms compared to silicon wafers and substrates under thermal loading as thin metal films on substrates are more sensitive to rapid thermal loads. Cracks and nucleation of cracks have been observed on 100 nm chromium ͑Cr͒ film on soda-line glass when thermally cycled in air from 293 to 594 K, and then cooled back to 293 K in 1 h. 10 Thermal loading and consequent thermal expansion of thin films in nanosecond pulses is considered a probable source of damage concern for substrates with films. Mosaic patterned cracks, peeling-off, melting, and partial/complete removal has also been observed on thin Cr films under excimer laser ablation. 11 Direct laser ablation of 200 nm Cr film on fused silica substrate also resulted in rupture of the Cr film before melting and vaporization for increasing fluence. 12 In the LIP particle removal technique, a pulsed-laser beam is focused by a convex lens and the plasma core is formed at the focal point of the lens as a result of dielectric breakdown of air. 3 The formed plasma core expands to a a͒ Author to whom correspondence should be addressed; electronic mail: cetin@clarkson.edu stable limit diameter and then saturates. The hot compressed layer of air surrounding the plasma core becomes detached after certain time as a shockwave front when the expansion of the plasma core halts. This emerging shockwave front is directed onto the particle to break the nanoparticle-substrate adhesion bond. 2 Excluding direct contact of plasma with the surface, the two possible sources of film-substrate damage are thermomechanical loading from the LIP shockwave and radiation heating from the plasma core. The objective of the current study is to conduct a computational investigation to understand the effect of a high dynamic pressure field and the hot gas behind a LIP shockwave on the stresses generated on the film-substrate system and subsequent damage mechanisms. The laser radiation heating of the substrate is ignored in this current study and only the thermal effects of the LIP shockwaves are investigated.
Transient thermoelastic responses of a thin film of 100 nm Cr on a quartz substrate under thermomechanical field generated by LIP have been analyzed by employing the finite element ͑FE͒ method based on a fully coupled linear thermoelastic material model. In the FE analysis, the experimentally measured shockwave pressure data and computed velocities are utilized to characterize the shockwave propagation. The effect of the shockwave was represented by pressure and thermal boundary conditions in the FE model, while its propagation was implemented as consecutive excitations on discretized film surface segments according to shockwave velocity as a traveling distributed load. Thermomechanical transient responses of the film and the substrate under these loading conditions are determined for damage initiation analysis.
II. EXPERIMENTAL DETAILS AND RESULTS
In the experiments to characterize the mechanical and thermal properties of the shockwave front, a Spectra Physics Nd:YAG INDI-series pulsed laser with a pulse energy of 450 mJ, a pulse duration of 5-8 ns, a beam diameter of 8.5-10 mm, and a wavelength of 1064 nm at a repetitive rate of 10 Hz was utilized. The shockwave pressure obtained utilizing a dynamic pressure transducer ͑Kistler 603B1͒ and the approximated temperature based on the pressure data are used in the computational study in prescribing boundary conditions. The focal length of the convex lens used in the experiments was f = 100 mm and the focal point is approximately where the LIP is formed. The gap between the LIP core and the pressure transducer sensor head is termed as the LIP firing distance d ͑inset Fig. 1͒ .
In the experimental setup, the pressure transducer with a resonant frequency of 500 kHz ͑a rise time of 1 s͒ and surface diameter of 5.54 mm was placed parallel to the laser beam path. To obtain the shockwave front pressure P, radius R and velocity v as functions of time t, experimental measurements were taken at different values of firing distance d ͑inset Fig. 1͒ . Since the pressure transducer measures the average pressure applied rather than the instantaneous pressure, it is possible that the pressure values reported in this study fairly underestimate the actual transient pressure levels. In Fig. 1 , the transducer responses to laser shots at a set of firing distances in d =2−15 mm with the interval of 1 mm, along with the fitting curve for the peak values are shown. It is seen that, for each firing distance d, the transducer response to the shockwave initiates from rest, increases to a peak, and then decays to zero after a relatively long period of oscillations. The transducer measures the relative transient pressure. The atmospheric pressure should be added to the measured pressure to obtain the absolute pressure. It was observed that each of the transient pressure responses at different firing distances d takes approximately 1.74 s to reach the peak amplitude. Since the pressure field is well captured, it is concluded that the transducer is fast enough and can be effectively utilized for pressure measurement. The shockwave arrival times ⌬t, i.e., the time of flight for the shockwave front to reach the transducer sensing surface, for different firing distances d are depicted in Fig. 2 shockwave radius R, for a particular propagation time t, is the same as the firing distance d corresponding to the arrival time ⌬t equivalent to that specific propagation time t. Thus the firing distance as a function of arrival time ͑d vs ⌬t͒ plot is equivalent to shockwave radius as a function of specific propagation times ͑R vs t) which is plotted in Fig. 2 . The shockwave propagation distance on the surface r f ͑Fig. 3͒ as well as the curve fit for the shockwave radius R as a function of the propagation time t ͑where t Ͼ 0͒ are presented by ͓all units are in Systeme International ͑SI͔͒ R͑t͒ = 21.5t 0.7 and
The shockwave propagation distance r f ͑Fig. 3͒ which depends on the LIP firing distance d and the shockwave radius R ͓Eq. ͑1͔͒ is the distance that the shockwave has propagated on the film surface along the radial direction r corresponding to the propagation time t. From the first time derivative of the shockwave radius R at various propagation times t, the shockwave velocity ͑Fig. 2͒ is estimated as
Note that the LIP firing distance d is used as a timeindependent process parameter, while the shockwave radius R and propagation distance r f are time-dependent variables.
It is often assumed that shockwave front generated by LIP propagates with approximately constant thickness in the initial stages of propagation. 13 Shadowgraphs from experiments conducted utilizing an Nd:glass laser with an energy per pulse of 4 J, a pulse duration 18 ns, and a beam diameter of 12 mm indicate the thickness of the shockwaves to be approximately ␦ = 200− 300 m at t =6 s. 13 Utilizing the shockwave arrival times and velocities, the thickness of the shockwave generated utilizing the Nd:YAG laser for a LIP firing distance of d = 2 mm can be estimated. The arrival times and the corresponding shockwave velocity ͑from Fig.  2͒ of the pressure-time curve ͑see Fig. 1͒ at the start of the pressure response are 1.74 s and 644 m/s, whereas at the peak pressure amplitude their values are 3.68 s and 160 m/s, respectively. Employing these values and calculating the displacement observed during this time period, the shockwave thickness can be estimated to be: ͑i͒ less than 1.4 mm if it is assumed that the maximum pressure amplitude is obtained when the entire shockwave thickness has hit on the transducer or ͑ii͒ less than 700 m if the assumption is that the maximum pressure amplitude is obtained when half the shockwave thickness has hit on the transducer. Thus, for the laser utilized in the pressure measurements, it is reasonable to estimate the actual shockwave thickness is between 0.7 and 1.4 mm, and thus it has been taken for computational simulations that the shockwave thickness is 1 mm. In the current study, only the onset of the material alterations on the thin films is investigated. It is expected that the onset of the material alterations correspond to the initial rise/ramp of the pressure response, while the remnant part of the pressure profile which is dependent on the shockwave thickness is not of much importance to the current analysis. Thus, only the peak pressure amplitude is critical in this investigation. A schematic of the shockwave propagating and reflecting on the film surface is depicted in Fig. 3 . The peak pressure response depicted in Fig. 1 corresponds to the shockwave thickness arriving at the transducer surface. It is assumed for simplicity that the shockwave thickness travels with the same velocity as that of the shockwave. The maximum shockwave relative pressure amplitude P as a function of the propagation time t is approximated from the curve fit of the peaks in Fig. 1 as ͑units are in SI͒
For the purpose of material alteration investigation, the firing distance d was fixed to 2 mm at which the removal of sub-60 nm PSL particles were predicted from the DSMC results for a 1064 nm Nd:YAG laser with 450 mJ pulse energy. 5 Since it takes 1.74 s for the shockwave to reach the film surface ͑Fig. 1͒, this travel time was set as the start time for the simulations. It was assumed that the initial shockwave temperature was 450 K when the shockwave arrives at the film surface, based on calculations according to electron number density ͑number of electrons present per unit volume of the laser induced plasma kernel͒ estimations.
14 For estimating the shockwave temperature from the experimentally obtained shockwave pressure, a gas dynamics 15 relationship between temperature ͑T͒ and pressure ͑P͒ was used for the shockwaves
where T t Ј t = ͓T͑tЈ͒ / T͑t͔͒ and P t Ј t = ͓P͑tЈ͒ / P͑t͔͒, T t Ј t and P t Ј t are the temperature and pressure ratios corresponding to two consecutive time instances t, and tЈ during the shockwave propagation and the specific heat ratio ␥ = 1.4 for diatomic species was assumed. The initial temperature T 0 = 450 K corresponding to the simulation time t s = 0 was utilized.
III. COMPUTATIONAL ANALYSIS A. Computational model
In the computational analysis the propagation of the shockwave front is modeled as time-dependent pressure and temperature boundary conditions for the FE mesh. The film surface is discretized into a number of segments to model the propagating shockwave front as a moving thermomechanical load. On each segment the pressure and thermal fields are prescribed ͓see Figs. 4͑a͒ and 4͑b͔͒ starting from zero amplitude to a certain value ͑ramping part͒ on the shockwave pressure curve, decaying thereafter following the curve fit of the shockwave pressure curve ͑reflecting part͒ as shown in Fig.  1 . The wave front arrives at the left node of the left element of a certain segment based on the assumption that the shockwave propagates from left to right. The velocity is assumed to be constant along the shockwave thickness ͑␦͒ and is the same as the shockwave front velocity at any given time t. The shockwave pressure P and temperature T, to be applied on each segment on the film surface should rise from zero amplitude to the peak value calculated utilizing Eqs. ͑3͒-͑5͒ smoothly, otherwise there would be erroneous jumps in the stresses obtained in the computational results due to discontinuity. Thus, the ramping part for two points ͑t 0 , A 0 ͒ and ͑t 1 , A 1 ͒, where A 0 and A 1 are the amplitudes corresponding to time t 0 and t 1 , respectively, is approximated by a smooth amplitude function A͑t͒,
where is the scaled time variable utilized for pressure P and temperature T ͓Figs. 4͑a͒ and 4͑b͔͒ to be applied to the consecutive segments on the film surface. Thus, smooth transient pressure and thermal fields are assigned as boundary conditions for each segment of the FE mesh model in the amplitude definition utilizing Eqs. ͑3͒-͑5͒. The amplitude for the response in each segment is generated with approximately 1 ns time steps to obtain continuous responses for the stresses experienced by the nanofilm and the substrate. The transient pressure and thermal fields applied to consecutive segments at the times corresponding to those in Fig. 1 are depicted in Figs. 4͑a͒ and 4͑b͒ , respectively. It can be seen that peak time ͑corresponding to peak pressure/temperature͒ for each segment is well matched with the start time ͑corre-sponding to zero pressure/temperature͒ of the subsequent segment. The mismatch between the maximum pressure corresponding to the firing distance d = 2 mm in Fig. 1 and the first segment in Fig. 4͑a͒ , respectively, is caused by the assumptions of shockwave thickness ͑1 mm͒ and the velocity of the shockwave thickness being the same as the speed of the shockwave front.
The maximum stresses and temperature jumps are expected on the first segment of the film surface at the point of 
B. Model parameters and mesh geometry
A 6 in. by 6 in. photomask consists of a 100 nm Cr film layer coated on a 0.25 in. quartz substrate and only a small portion of the photomask is meshed for the FE analysis. Material properties for Cr and quartz used in the computational study are listed in Table I . The geometry and boundary conditions of the FE mesh model are shown in Fig. 5 . An area with a radius of 4 mm of the photomask was meshed. Based on the speed of the transverse elastic wave in Cr ͑i.e., 3669.7 m/s͒ and quartz ͑i.e., 3791.4 m/s͒ the maximum element size l max was approximated as 3.06 and 3.16 m, respectively, utilizing the pulse duration of ⌬t l = 5 ns for the laser. For the quartz substrate, the element size was chosen as 1 m. In the case of the Cr film, since the film thickness is only 100 nm, 50 nm was the element width ͑for at least two elements along thickness-z direction͒ and 100 nm was the element length ͑r direction͒ chosen to have sufficient number of elements for the FE analysis. The FE mesh consists of 92 004 elements, 136 012 nodes with 404 030 degrees of freedom. The step size for the simulation was taken to be 5 ps and the total simulation time was 5.592 s. A SuSe Linux 64 bit based, 8 GB RAM, PIII 3.6 GHz ͑four processors͒ was utilized for a total CPU time of 45 h. The transient analysis was based on the fully coupled linear thermoelastic formulation in ABAQUS. Axisymmetric four-node solid element ͑coupled temperature-displacement͒, CAX4RT, is used for the Cr film and the quartz substrate. At the free boundary of the model an infinite element type, CINAX4, is employed. Dimensions of the FE mesh model and element sizes are listed in Table  II. In the FE analysis, the Cr film surface is equally divided into 400 segments, from r = 0 mm to r = 4 mm, to model the shockwave front as a moving thermomechanical load. On each segment the pressure and thermal fields are assumed to vary with the same amplitude profile. The transient pressure and thermal fields are applied on consecutive segments according to the corresponding shockwave arrival times at those segments.
The shockwave front reaches point F in Fig. 3 at arrival time t. Pressure and temperature values ͑corresponding to time t͒ are first applied to the segment FFЈ. Until the shockwave front reaches point FЈ, corresponding to the arrival time tЈ ͑tЈ Ͼ t͒, respective pressure and temperature values have not been applied to the next segment FЈFЉ. Therefore, during the time period between t and tЈ, a small displacement jump occurs at FЈ leading to discontinuity in the induced strains and consequently stresses. This jump can be reduced in the finite element part of the film by finer surface segment discretization. It, however, cannot be fully eliminated at the interface between finite element and infinite element parts since loads cannot be applied in the infinite element part. Thus, in the range of distances from r = 0.0 to 3.5 mm, ten intervals with equal spacing of ⌬r = 350 m, of nodes/ elements for output were chosen on both the Cr film surface and quartz substrate near the film-substrate interface.
C. Results of computational analysis
The objective of the computational investigation is to obtain the dynamic thermoelastic response of the thin Cr film FIG. 5 . The geometry and boundary conditions of the chromium film-low CTE quartz substrate system with axisymmetric mesh for the finite element analysis ͑not to scale͒. bonded on the low coefficient of thermal expansion ͑CTE͒ quartz substrate under LIP shockwave loading conditions and to determine whether or not material damage is initiated due to this CTE and elastic mismatch of the materials. The transient temperature rise on the top surface of the film is depicted in Fig. 6 for consecutive segments with the width of ⌬r = 350 m ͑for ten segments from r = 0.0 to 3.5 mm͒. The transient response wave forms are the same as the time profile of the temperature excitation, as shown in Fig. 4͑b͒ since this load is the boundary condition applied on the top surface of the film, and no heat loss was considered due to the short ͑nanosecond͒ time scale of the problem, which is too fast for substantial convection and conduction to take place. The maximum temperature rise on the film surface of ⌬T = 152 K results in a temperature of 345 K, that is much lower than the melting point of Cr, 2133 K, 17 and, hence, it is concluded that the initiation of the material melting may not be of a thermal damage concern. Note that Fig. 6 shows the temperature response along the Cr film surface for the shockwave loading as a result of the thermal load only, that is, when only the shockwave mechanical loading ͑pressure͒ is applied nearly no change in temperature response was observed as expected. This indicates that the thermal boundary condition that was applied actually worked.
Three components of the stress tensor ͑ rr , zz , rz ͒ induced by the shockwave loading on the Cr film surface are depicted in Fig. 7 , while Fig. 8 shows the corresponding components in the quartz substrate near the film-substrate interface. The computational results obtained for the segments depicted in Figs. 7 and 8 , correspond to the boundary conditions prescribed in the respective segments in Figs. 4͑a͒ and 4͑b͒. FE analysis was conducted for two loading conditions, utilizing ͑i͒ shockwave pressure alone-mechanical only ͓Figs. 7͑a͒, 7͑c͒, 7͑e͒, 8͑a͒, 8͑c͒, and 8͑e͔͒ and ͑ii͒ shockwave temperature alone-thermal only ͓Figs. 7͑b͒, 7͑d͒, 7͑f͒, 8͑b͒, 8͑d͒, and 8͑f͔͒ in order to identify if mechanical or thermal field is the dominant factor in possible initiation of damage. The radial stress rr is the same as the circumferential stress due to the axisymmetry of the geometric model. The radial stress rr near the film surface ͓Fig. 7͑b͔͒ reaches a maximum of 649 MPa around the point of first impact O f ͑Fig. 3͒ and then decreases with a smooth profile. The axial stress zz reaches a peak value of 195 kPa ͓Fig. 7͑c͔͒ consistent with the magnitude of the applied pressure field ͓Fig. 4͑a͔͒. The shear stress rz in Fig. 7͑f͒ increases from zero around the impact point O f , reaching a maximum of nearly 172 kPa at r f = 2.45 mm and decreasing gradually thereafter.
The maximum rz at different points along the film surface ͓Fig. 7͑f͔͒ shows the shear stress profile when the shockwave front passes over each segment. It is noted that the maximums of the radial stress rr ͑and circumferential stress ͒ are substantially larger ͑more than three orders of magnitude͒ than those of the axial stress zz , and therefore are identified as the critical stress components to be monitored for damage concerns. From Fig. 8͑b͒ , it is seen that the radial stress rr in the substrate near the film-substrate interface is two orders of magnitude lower than its counterpart in the film ͓Fig. 7͑b͔͒. The nonproblematic axial stress zz in the substrate near the film-substrate interface ͓Fig. 8͑c͔͒, however, is nearly the same as that on the film surface ͓Fig. 7͑c͔͒ since the film thickness is too thin to yield any axial stress loss due to bending. The shear stress rz ͓Fig. 8͑f͔͒ in the substrate near the film-substrate interface with smaller magnitude follows the same pattern as that on the film surface ͓Fig. 7͑f͔͒.
Comparing the stress results obtained for the two loading conditions: thermal ͑shockwave temperature͒ alone ͓Figs. 7͑b͒, 7͑d͒, 7͑f͒, 8͑b͒, 8͑d͒, and 8͑f͔͒ and mechanical ͑shock-wave pressure͒ alone ͓Figs. 7͑a͒, 7͑c͒, 7͑e͒, 8͑a͒, 8͑c͒, and 8͑e͔͒, it is observed that the radial, circumferential, and shear stresses are largely due to the thermal loading, while the axial stress is chiefly caused by the mechanical loading. The actual response of the Cr film and the quartz substrate is obtained by the summation of the respective mechanical and thermal loadings since the thermoelastic model is linear.
From the simulation results, it is seen that the maximum stresses and temperature rise occurs around the impact point O f ͑Fig. 3͒ on the Cr film surface, i.e., the first ͑central͒ element of the mesh model, as expected. The Tresca yield criterion is used for identifying the onset of damage for the stress levels determined, since it is more suitable for compressive loading and more conservative than Von Mises yield criterion. It is generally accepted that the yield in ductile materials is caused by slippage of the material along oblique surfaces and primarily due to shearing stresses. As a rule of thumb, it is assumed the structural use of a given material is safe as long as the maximum value of the shearing stress ͑ max ͒ experienced does not exceed the corresponding value of the shearing stress at which the material starts to yield in a tensile-test specimen. This maximum shearing stress value in a tensile test specimen is often assumed as 0.5 yield . 18 Since both the principal stresses, radial ͑ rr ͒ in Figs. 7͑a͒, 7͑b͒ , 8͑a͒, and 8͑b͒ and axial ͑ zz ͒ in Figs. 7͑c͒, 7͑d͒, 8͑c͒ , and 8͑d͒, are negative in the current work, according to the maxi- mum shearing stress criterion ͉ rr ͉ Ͻ yield and ͉ zz ͉ Ͻ yield should be satisfied for nonfailure conditions. 18 For LIP shockwave generated stress fields, the strain rate is generally in the range of 10 5 −10 7 s −1 .
19 At higher strain rates, there is increased influence of inertial forces and viscoelastic effects. Dynamic yield strength is estimated as at least 2-4 times the static yield strength depending on the material properties and the strain rate due to a specific loading applied on the material. Ͼ 0.195 MPa ͑ zz ͒ for the chromium film on the quartz substrate due to LIP application at firing distance of d = 2 mm, based on the maximum shearing stress criterion.
18

IV. CONCLUSIONS AND REMARKS
Sub-100 nm particle removal from thin films deposited on substrates without causing any material alteration/damage to the film is a serious challenge in the semiconductor industry utilizing the current removal techniques. The LIP removal technique has been demonstrated for nanoparticle removal from silicon wafers, but for some other materials and thin films as well as patterned substrate ͑considering their thermal expansions coefficients and compromised yield strengths͒ the damage threshold in nanoparticle removal could be substantially lower. In addition to the obvious problem with direct plasma interaction with the material of a substrate, the thermomechanical loading due to LIP shockwaves and radiation heating are identified as two potential damage sources during the LIP cleaning process. A detailed computational investigation to determine the dynamic response of a 100 nm Cr film on a low CTE quartz substrate for LIP shockwave loading was conducted. In the current study, radiation heat deposition on the substrate from the plasma core was ignored. In the experiments reported, a set of transient wave forms was acquired to characterize the shockwave front for its pressure and its temperature was approximated utilizing gas dynamics relations. It was observed that the radial, circumferential, and shear stresses are largely due to thermal expansion ͑shockwave temperature͒ of the film, while axial stresses were generated by the mechanical loading ͑shock-wave pressure͒. The main observation was that the temperature rise on the film was of no damage concern due to melting, yet the stress field induced in the film by this thermal field is apparently high enough to be considered as a potential source of damage. Further, it is observed that the radial and circumferential transient stress amplitudes are significantly higher than the ͑static͒ tensile yield strength of the Cr film material. For a static loading case, the obtained stress levels would easily result in damage, however, the dynamic strength of materials is known to be strain-rate dependent and a great deal higher than their static counterparts even though such relations are not readily available in literature. From a literature review, the dynamic yield strength for LIP application on chromium is, however, estimated to be higher than the static yield strength at least by a factor of 2. The shear stresses calculated at the interface are not of material alteration concern, i.e., no delamination due to interfacial shear is predicted and the axial stress at the interface is low ͑comparable to shockwave-front pressure͒ for the structure/ model considered in the current study. From results of a previously conducted DSMC study, the removal of 60 nm PSL particles has been predicted using a 1064 nm Nd:YAG laser with 450 mJ pulse energy at the firing distance of d = 2 mm. Approximately, gas heating and pressure loading of the substrate due to LIP shockwave, generated utilizing this pulsed laser, on 100 nm chromium film on a quartz substrate at a firing distance of d = 2 mm for a high strain rate gain factor of 2 ͑minimum͒ may not be of damage concern.
Radiation heating of the film due the high plasma core temperature was not considered in the current study. Experimental damage was observed at the firing distance of d = 2 mm utilizing a 1064 nm Nd:YAG laser with 370 mJ pulse energy, on 100 nm chromium film on a quartz substrate. As a result of the current study it is concluded that there is a low probability of film damage due to LIP-based thermomechanical loading. Therefore, radiation heating is identified as the potential source of damage at the firing distance of d = 2 mm or below.
