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Abstract
We prove that the spatial product of two spatial Arveson systems is indepen-
dent of the choice of the reference units. This also answers the same question
for the minimal dilation the Powers sum of two spatial CP-semigroups: It is
independent up to cocycle conjugacy.
1 Introduction
Arveson [Arv89] associated with every E0-semigroup (a semigroup of unital en-
domorphisms) on B(H) its Arveson system (a family of Hilbert spaces E =
(Et)t≥0 with an associative identification Es ⊗ Et = Es+t ). He showed that E0-
semigroups are classified by their Arveson system up to cocycle conjugacy. By a
spatial Arveson system we understand a pair (E ,u) of an Arveson system E and
a unital unit u (that is a section u = (ut)t≥0 of unit vectors ut ∈ Et that factor as
us⊗ut = us+t). Spatial Arveson systems have an index, and this index is additive
under the tensor product of Arveson systems.
Much of this can be carried through also for product systems of Hilbert mod-
ules and E0-semigroups on Ba(E), the algebra of all adjointable operators on a
Hilbert module; see the conclusive paper Skeide [Ske09] and its list of references.
However, there is no such thing as the tensor product of product systems of Hilbert
modules. To overcome this, Skeide [Ske06] (preprint 2001) introduced the prod-
uct of spatial product systems (henceforth, the spatial product), under which the
index of spatial product systems of Hilbert modules is additive.
It is known that the spatial structure of a spatial Arveson system (Et)t≥0 de-
pends on the choice of the reference unit (ut)t≥0. In fact, Tsirelson [Tsi08]
showed that if (vt)t≥0 is another unital unit, then there need not exist an automor-
phism of (Et)t≥0 that sends (ut)t≥0 to (vt)t≥0. Also the spatial product depends a
priori on the choice of the reference units of its factors. This immediately raises
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the question if different choices of references units give isomorphic products or
not. In these notes we answer this question in the affirmative sense for the spatial
product of Arveson systems.
For two Arveson systems (Et)t≥0 and (Ft)t≥0 with reference units ((ut)t≥0 and
(vt)t≥0, respectively, their spatial product can be identified with the subsystem
of the tensor product generated by the subsets ut ⊗Ft and Et ⊗ vt . This raises
another question, namely, if that subsystem is all of the tensor product or not.
This has been answered in the negative sense by Powers [Pow04], resolving the
same question for a related problem. Let us describe this problem very briefly.
Suppose we have two E0-semigroups ϑ i =
(
ϑ it
)
t≥0 on B(H
i) with intertwin-
ing semigroups
(
U it
)
t≥0 of isometries in B(H
i) (that is, ϑ it (ai)Ut = Utait). In-
tertwining semigroups correspond one-to-one with unital units of the associated
Arveson systems
(
E it
)
t≥0, so that these are spatial. Then by
T
(
a11 a12
a21 a22
)
:=
(
ϑ 1t (a11) U1t
∗
a12U2t
U2t
∗
a21U1t ϑ 2t (a22)
)
we define a Markov semigroup on B(H1 ⊕H2). Its unique minimal dilation
(see Bhat [Bha96]) is an E0-semigroup (fulfilling some properties). At the 2002
Workshop Advances in Quantum Dynamics in Mount Holyoke, Powers asked for
the cocycle conjugacy class (that is, for the Arveson system) of that E0-semigroup.
More precisely, he asked if it is the cocycle conjugacy class of the tensor product
of ϑ 1 and ϑ 2, or not. Still during the workshop Skeide (see the proceedings
[Ske03]) identified the Arveson system of that Powers sum as the spatial product
system of the Arveson systems of ϑ 1 and ϑ 2. So, Powers’ question is equivalent
to the question if the spatial product is the tensor product, or not.
In [Pow04] Powers answered the former question in the negative sense and,
henceforth, also the latter. He left open the question if the cocycle conjugacy
class of the minimal dilation of the Powers sum depends on the choice of the
intertwining isometries. Our result of the present notes tells, no, it doesn’t depend.
We should say that Powers in [Pow04] to some extent considered the Powers
sum not only for E0-semigroups but also for those CP-semigroups he called as
spatial. We think that his definition of spatial CP-semigroup is too restrictive,
and prefer to use Arveson’s definition [Arv97], which is much wider; see Bhat,
Liebscher, and Skeide [BLS10a]. The definition of Powers sum easily extends
to those CP-semigroups and the relation of the associated Arveson system of the
minimal dilations is stills the same: The Arveson system of the sum is the spatial
product of the Arveson systems of the addends; see Skeide [Ske10]. Therefore,
our result here also applies to the more general situation.
Remark 1.1 It should be noted that the result is visible almost at a glance when
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the intuition of random sets to describe spatial Arveson systems is available; see
[Lie09, Tsi00]. However, in order to make this clear a lot of random set techniques
had to be explained, so we opted to give a plain Hilbert space proof. Although
this is, maybe, not too visible, the proof here is nevertheless very much inspired
by the intuition coming from random sets. We will explain that intuition elsewhere
([BLS10b]).
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2 Arveson systems
Definition 2.1 An Arveson system is a measurable family E = (Et)t≥0 of separa-
ble Hilbert spaces endowed with a measurable family of unitaries Vs,t : Es⊗Et 7→
Es+t for all s, t ≥ 0 such that for all r,s, t ≥ 0
Vr,s+t ◦ (1Er ⊗Vs,t) =Vr+s,t ◦ (Vr,s⊗1Et).
Remark 2.2 In the sequel, we shall omit the Vs,t and simply identify Es⊗Et with
Es+t . This lightens the formulae, but requires a certain flexibility (see Proposition
2.7 or the proof of Lemma 3.2) when interpreting correctly operators on tensor
products of Arveson systems.
Remark 2.3 Note that Definition 2.1 is equivalent to Arveson’s in [Arv89]; see
[Lie09, Lemma 7.39]. The only difference is that Definition 2.1 allows for one-
dimensional and zero-dimensional Arveson systems. The latter is necessary in
view of the following property.
By [Lie09, Theorem 5.7], for every Arveson system E the set
S (E ) := {F : product subsystem of E }
forms a (complete) lattice with the lattice operations E ′∧F ′ = (E ′t ∩F ′t )t≥0 and
E ′∨F ′ defined as the smallest Arveson subsystem containing both E ′ and F ′.
Remark 2.4 By [Lie09, Theorem 7.7], the algebraic structure of an Arveson sys-
tem determines the measurable structure completely.
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Definition 2.5 A unit u of an Arveson system is a measurable non-zero section
(ut)t≥0 through (Et)t≥0, which satisfies for all s, t ≥ 0
us+t = us⊗ut .
If u is unital (‖ut‖ = 1∀t ≥ 0), the pair (E ,u) is also called a spatial Arveson
system.
For Hilbert spaces, the spatial product from Skeide [Ske06] can be defined as
a subsystem of the tensor product in the following way.
Definition 2.6 Let (E ,u) and (F ,v) be two spatial Arveson systems. We define
their spatial product as
E u⊗vF := (u⊗F )∨ (E ⊗ v)⊂ E ⊗F
That this coincides with the product in [Ske06] follows either from the uni-
versal property [Ske06, Theorem 5.1] that characterizes it, or after Proposition
2.7 below, that identifies directly the pieces from the inductive limit by which the
product is constructed in [Ske06].
Let
Πt := {(t1, . . . , tn) : n ∈ {1,2, . . .} , t1 > 0, t1+ · · ·+ tn = t}
denote the set of interval partitions of [0, t] (parametrized suitably for our pur-
poses). For t = (t1, . . . , tn) ∈ Πt and s = (s1, . . . ,sm) ∈ Πs, denote by t ` s :=
(t1, . . . , tn,s1, . . . ,sm) ∈ Πt+s their join. We order Πt by saying that (t1, . . . , tn) ≺
(s1, . . . ,sm) if there exist ti ∈Πti such that
t1 ` . . .` tn = s.
For any Hilbert subspace H denote by H⊥ the orthogonal complement of H in
the space containing it.
Proposition 2.7 Let (E ,u) and (F ,v) be two spatial Arveson systems, and define
Gu,vt := ut ⊗ v⊥t ⊕Cut ⊗ vt ⊕u⊥t ⊗ vt .
Then for all t > 0
(E u⊗vF )t = lim
(t1,...,tn)∈Πt
Gu,vtn ⊗G
u,v
tn−1 ⊗·· ·⊗G
u,v
t2 ⊗G
u,v
t1 (∗)
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Proof. (See Remark 2.2 about notation.) Since Gu,vt ⊂ Et ⊗Ft and Gu,vs+t ⊂ Gu,vs ⊗
Gu,vt , the limit exists due to monotonicity and (E u⊗vF )t ⊂ Et ⊗Ft∀t ≥ 0. From
the properties of the interval partitions it is easy to see that in fact the RHS of (∗)
is a product system in its own right.
Clearly, Gu,vt ⊃ Et ⊗ vt and G
u,v
t ⊃ ut ⊗Ft . Therefore, the RHS of (∗) contains
both E ⊗ v and u⊗F .
On the other side, let H ⊂ E ⊗F contain both E ⊗ v and u⊗F . Then,
obviously, Gu,vt ⊂ Ht . Consequently, E u⊗vF contains the RHS of (∗) and the
assertion is proved.
Remark 2.8 The structure Gs⊗Gt ⊃ Gs+t is a recurrent theme in the analysis of
quantum dynamics, in particular, of CP-semigroup; see [Sch93, BS00, BBLS04,
Ske06, MS02, Mar03, Ske03, BM10]. Recently, it has been formalized by Shalit
and Solel [SS09] under the name of subproduct systems (of Hilbert modules), and
by Bhat and Mukherjee under the name of inclusion systems (only the Hilbert
case). Once for all, [BM10] prove by the same inductive limit construction that
every subproduct or inclusion system of Hilbert spaces embeds into an Arveson
system. In Shalit and Skeide [SS10], the same will be shown for modules by reduc-
ing it to the case of CP-semigroups considered by Bhat and Skeide [BS00]. While
the spatial product may be viewed as amalgamation of two spatial product sys-
tems over their reference units, [BM10] generalize this to an amalgamation over
a contraction morphism between two (not necessarily spatial) Arveson systems.
This applies, in particular, to the amalgamation of two spatial Arveson systems of
not necessarily unital units, and answers Powers’ question for the Markov semi-
group obtained from non necessarily isometric intertwining semigroups.
3 Universality of the spatial product
Our aim is to prove the following theorem.
Theorem 3.1 Let (E ,u), (E ,u′), (F ,v) and (F ,v′) be spatial product systems.
Then
E u⊗vF ∼= E u′⊗v′F .
Actually, we will prove even more, namely, E u⊗vF = E u′⊗v′F as subsys-
tems of E ⊗F . The key of the proof is the following lemma (whose proof we
postpone to the very end, after having illustrated the immediate consequences).
Lemma 3.2 E ⊗ v′ ⊂ E u⊗vF .
Corollary 3.3 E u⊗v′F ⊂ E u⊗vF and, by symmetry, E u⊗v′F ⊃ E u⊗vF , so
E u⊗v′F = E u⊗vF . Once more, by symmetry E u′⊗v′F = E u⊗v′F .
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This proves E u⊗vF = E u′⊗v′F and, therefore, Theorem 3.1.
Corollary 3.4 Denote by E 0, F 0 the product subsystems of E and F generated
by all units of E and F respectively. Then for the product with amalgamation
over all units
E ⊗0 F := E ⊗F 0∨E 0⊗F
we find E ⊗0 F = E u⊗vF .
Proof. For every pair of unital units u and v we have
E ⊗0 F =
(∨
v′
E ⊗ v′
)
∨
(∨
u′
u′⊗F
)
=
∨
v′,u′
(E ⊗ v′∨u′⊗F ) =
∨
v′,u′
(E u′⊗v′F ) = E u⊗vF ,
because E u′⊗v′F = E u⊗vF .
Corollary 3.5 Suppose F is type I, that is, F = F 0. Then E u⊗vF = E ⊗F .
Proof. E u⊗vF 0 = E ⊗0 F 0 = E ⊗F 0 ∨ E 0 ⊗F 0 = E ⊗F 0, because E ⊗
F 0 ⊃ E 0⊗F 0.
Proof of Lemma 3.2. By Proposition 2.7, it is enough to show that for ψ ∈ E1 we
have
(E u⊗vF )1 ∋ lim
n→∞
PrG⊗2n2−n
(ψ⊗ v′1) = ψ ⊗ v′1
which proves that E1 ⊗ v′1 ⊂ (E u⊗vF )1. (The proof of Et ⊗ v′t ⊂ (E u⊗vF )t is
analogous.) Since PrG⊗2n2−n increases strongly to a projection (the projection onto
(E u⊗vF )1), it is sufficient to show that
lim
n→∞
∥∥PrG⊗2n2−n (ψ⊗ v′1)
∥∥= ‖ψ‖∥∥v′1∥∥= ‖ψ‖ .
For 0 ≤ s < t ≤ 1, we define the projections
Ps,t := 1Es ⊗Prut−s ⊗1E1−t ∈B(E1)
in the factorization E1 = Es⊗Et−s⊗E1−t . We put Pt,t := 1E1 . Similarly, we define
Qs,t := 1Fs ⊗Prvt−s ⊗1F1−t ∈B(E1).
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Then
Pr(Es⊗Fs)⊗Gt−s⊗(E1−t⊗F1−t)
= Ps,t ⊗ (1−Qs,t)+(1−Ps,t)⊗Qs,t +Ps,t ⊗Qs,t
= (1−Ps,t)⊗Qs,t +Ps,t ⊗1.
(See Remark 2.2 about notation!) This gives
PrG⊗2n2−n
=
2n
∏
i=1
(
(1−Pi−1
2n ,
i
2n
)⊗Q i−1
2n ,
i
2n
+Pi−1
2n ,
i
2n
⊗1
)
= ∑
S⊂{1,...,2n}
(
∏
i∈S
(1−Pi−1
2n ,
i
2n
)⊗Q i−1
2n ,
i
2n
)(
∏
i/∈S
Pi−1
2n ,
i
2n
⊗1
)
= ∑
S⊂{1,...,2n}
(
∏
i∈S
(1−Pi−1
2n ,
i
2n
)∏
i/∈S
Pi−1
2n ,
i
2n
)
⊗
(
∏
i∈S
Q i−1
2n ,
i
2n
)
. (∗∗)
Since the 〈vt ,v′t〉 form a (measurable) contractive semigroup, there is a complex
number γ with Re|γ| ≤ 0 such that 〈vt ,v′t〉= eγt . If we put
wSi :=


v 1
2n
i ∈ S,
v′1
2n
i /∈ S,
then
(∏
i∈S
Q i−1
2n ,
i
2n
)
v′1 = e
γ #S2n (wS1⊗ . . .⊗w
S
2n).
Note that wS1 ⊗ . . .⊗wS2n are unit vectors. Note, too, that in the last line of (∗∗)
the projections ∏i∈S(1−Pi−1
2n ,
i
2n
)∏i/∈S Pi−1
2n ,
i
2n
in the first factor are orthogonal for
different choices of S. We conclude that
∥∥PrG⊗2n2−n (ψ⊗ v′1)
∥∥2 = ∥∥∥ ∑
S⊂{1,...,2n}
eγ
#S
2n ∏
i∈S
(1−Pi−1
2n ,
i
2n
)∏
i/∈S
Pi−1
2n ,
i
2n
ψ
∥∥∥2
=
∥∥∥ ∑
S⊂{1,...,2n}
∏
i∈S
(
eγ2
−n
(1−Pi−1
2n ,
i
2n
)
)∏
i/∈S
Pi−1
2n ,
i
2n
ψ
∥∥∥2 .
Next recall that f (p) = f (0)1+( f (1)− f (0))p for every entire function f and
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every projection p. We find
∑
S⊂{1,...,2n}
∏
i∈S
(
eγ2
−n
(1−Pi−1
2n ,
i
2n
)
)∏
i/∈S
Pi−1
2n ,
i
2n
=
2n
∏
i=1
(
eγ2
−n
(1−Pi−1
2n ,
i
2n
)+Pi−1
2n ,
i
2n
)
=
2n
∏
i=1
(
1+(eγ2−n −1)(1−Pi−1
2n ,
i
2n
)
)
=
2n
∏
i=1
e
γ2−n(1−Pi−1
2n ,
i
2n
)
= e
γ2−n ∑2ni=1(1−Pi−1
2n ,
i
2n
)
.
From [Lie09, Proposition 3.18] (see also [Arv03, Proposition 8.9.9]), we know
that (s, t) 7→ Ps,t is strongly continuous. The simplex {(s, t) : 0 ≤ s ≤ t ≤ 1} is
compact, so the function is even uniformly strongly continuous. This implies that
1−Ps,t 7−→ 0 strongly uniformly as (t− s)→ 0. Thus we obtain that
2−n
2n
∑
i=1
(1−Pi−1
2n ,
i
2n
)
n→∞
−−−−→
∫ 1
0
(1−Pt,t)dt = 0
strongly. Since entire functions are strongly continuous, this shows
∑
S⊂{1,...,2n}
∏
i∈S
(
eγ2
−n
(1−Pi−1
2n ,
i
2n
)
)∏
i/∈S
Pi−1
2n ,
i
2n
n→∞
−−−−→ e0 = 1
in the strong topology, which completes the proof.
References
[Arv89] W. Arveson, Continuous analogues of Fock space, Mem. Amer. Math.
Soc., no. 409, American Mathematical Society, 1989.
[Arv97] , Minimal E0–semigroups, Operator algebras and their appli-
cations (P. Fillmore and J. Mingo, eds.), Fields Inst. Commun., no. 13,
American Mathematical Society, 1997, pp. 1–12.
[Arv03] , Noncommutative dynamics and E–semigroups, Monographs
in Mathematics, Springer, 2003.
[BBLS04] S.D. Barreto, B.V.R. Bhat, V. Liebscher, and M. Skeide, Type I prod-
uct systems of Hilbert modules, J. Funct. Anal. 212 (2004), 121–181,
(Preprint, Cottbus 2001).
8
[Bha96] B.V.R. Bhat, An index theory for quantum dynamical semigroups,
Trans. Amer. Math. Soc. 348 (1996), 561–583.
[BLS10a] B.V.R. Bhat, V. Liebscher, and M. Skeide, Subsystems of Fock need
not be Fock: Spatial CP-semigroups, Proc. Amer. Math. Soc. 138
(2010), 2443–2456, electronically Feb 2010, (arXiv: 0804.2169v2).
[BLS10b] , The relation of spatial product and tensor product of Arveson
systems, Preprint, in preparation, 2010.
[BM10] B.V.R. Bhat and M. Mukherjee, Inclusion systems and amalgamated
products of product systems, Infin. Dimens. Anal. Quantum Probab.
Relat. Top. 13 (2010), 1–26, (arXiv: 0907.0095v1).
[BS00] B.V.R. Bhat and M. Skeide, Tensor product systems of Hilbert modules
and dilations of completely positive semigroups, Infin. Dimens. Anal.
Quantum Probab. Relat. Top. 3 (2000), 519–575, (Rome, Volterra-Pre-
print 1999/0370).
[Lie09] V. Liebscher, Random sets and invariants for (type II) continu-
ous tensor product systems of Hilbert spaces, Mem. Amer. Math.
Soc., no. 930, American Mathematical Society, 2009, (arXiv:
math.PR/0306365).
[Mar03] D. Markiewicz, On the product system of a completely positive semi-
group, J. Funct. Anal. 200 (2003), 237–280.
[MS02] P.S. Muhly and B. Solel, Quantum Markov processes (correspon-
dences and dilations), Int. J. Math. 51 (2002), 863–906, (arXiv:
math.OA/0203193).
[Pow04] R.T. Powers, Addition of spatial E0–semigroups, Operator algebras,
quantization, and noncommutative geometry, Contemporary Mathe-
matics, no. 365, American Mathematical Society, 2004, pp. 281–298.
[Sch93] M. Schu¨rmann, White noise on bialgebras, Lect. Notes Math., no.
1544, Springer, 1993.
[Ske03] M. Skeide, Commutants of von Neumann modules, representations of
Ba(E) and other topics related to product systems of Hilbert modules,
Advances in quantum dynamics (G.L. Price, B .M. Baker, P.E.T. Jor-
gensen, and P.S. Muhly, eds.), Contemporary Mathematics, no. 335,
American Mathematical Society, 2003, (Preprint, Cottbus 2002, ar-
Xiv: math.OA/0308231), pp. 253–262.
9
[Ske06] , The index of (white) noises and their product systems, In-
fin. Dimens. Anal. Quantum Probab. Relat. Top. 9 (2006), 617–655,
(Rome, Volterra-Preprint 2001/0458, arXiv: math.OA/0601228).
[Ske09] , Classification of E0–semigroups by product systems, Pre-
print, arXiv: 0901.1798v2, 2009.
[Ske10] , The Powers sum of spatial CPD-semigroups and CP-
semigroups, Banach Center Publications 89 (2010), 247–263, (arXiv:
0812.0077).
[SS09] O.M. Shalit and B. Solel, Subproduct systems, Documenta Math. 14
(2009), 801–868, (Preprint, arXiv: 0901.1422v2).
[SS10] O.M. Shalit and M. Skeide, CP-Semigroups, dilations, and subproduct
systems: The multi-parameter case and beyond, Preprint, in prepara-
tion, 2010.
[Tsi00] B. Tsirelson, From random sets to continuous tensor prod-
ucts: answers to three questions of W. Arveson, Preprint, arXiv:
math.FA/0001070, 2000.
[Tsi08] , On automorphisms of type II Arveson systems (probabilistic
approach), New York J. Math. 14 (2008), 539–576, Available at
http://nyjm.albany.edu/j/2008/14-25.html (arXiv:
math.OA/0411062v3).
B.V. Rajarama Bhat: Statistics and Mathematics Unit, Indian Statistical Institute
Bangalore, R. V. College Post, Bangalore 560059, India,
E-mail: bhat@isibang.ac.in,
Homepage: http://www.isibang.ac.in/Smubang/BHAT/
Volkmar Liebscher: Institut fu¨r Mathematik und Informatik, Ernst-Moritz-Arndt-
Universita¨t Greifswald, 17487 Greifswald, Germany,
E-mail: volkmar.liebscher@uni-greifswald.de, Homepage:
http://www.math-inf.uni-greifswald.de/mathe/index.php?id=97:volkmar-liebscher
Mithun Mukherjee: Statistics and Mathematics Unit, Indian Statistical Institute
Bangalore, R. V. College Post, Bangalore 560059, India,
E-mail: mithun@isibang.ac.in
Michael Skeide: Dipartimento S.E.G.e S., Universita` degli Studi del Molise, Via
de Sanctis, 86100 Campobasso, Italy,
E-mail: skeide@math.tu-cottbus.de, Homepage:
http://www.math.tu-cottbus.de/INSTITUT/lswas/ skeide.html
10
