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Influence Maximization based on a Non-dominated Sorting Genetic Algorithm
Abstract
Influence Maximization (IM) is a problem represented by a set of users who are specified in advance and
are usually called the seed. The latter can influence their friends, who can in turn influence others and so
on until it reaches the largest number of users within the network. This issue is of ultimate importance in
a variety of fields. In the current study, a Non-dominated Sorting Genetic Algorithm II (NSGA-II) has been
adopted in influence maximization to produce the so-called NSGAII based IM algorithm (NSGAII-IM).
Principally, the population should be represented with individuals of variable lengths as the seed group,
and the diffusion model should be designed so as to formulate its multi-objective function. In the context
of individual representation, the nodes have been pseudo-randomly chosen using the centrality measures
(based on high centrality nodes as degree, closeness, and eigenvector). As for the multi-objective
function, increasing the coverage size of influence and decreasing the number of seed nodes as far as
possible have been set as the conflicting objectives. Weighted Integration Cascade (WIC) has been
suggested as an improved version of the Independent Cascade (IC) diffusion model. It has proven to be
effective in the performance of the NSGAII-IM algorithm. In evaluating the proposed optimization model,
two real-world social network datasets have been used: Facebook wall posts, and Digg networks. The
algorithm showed promising results as it could relatively improve the solutions as compared with other
methods, with an increased average of influential spread. Additionally, the WIC model has proven to be
effective through the evaluation of the performance of the NSGAII-IM algorithm with other diffusion
models.
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1. Introduction
Online social networking sites like Facebook,
Googleþ, and Twitter have grown to be an integral part
of people's daily lives and have changed the way
people communicate and interact around the world [1].
Therefore, popular platforms have received a lot of
attention from companies to promote their products
and spread information, with the number of users
increasing rapidly [2]. In the information-propagation
process, the act of choosing a set of influential users to
spread particular information (i.e. ideas, news, and
trends) and thereby affect the behavior of other users
[3] has attracted the attention of many researchers [4].
Online social networks allow users to interact,
share, and collaborate with each other, which makes
disseminating information between users easier. In
today's world, online social networks are of use in a
variety of disciplines [5,6], including marketing,
healthcare, and political science due to their high
ability to reach large audiences in a relatively shorter
period of time. In this context, the goal of companies is
to choose a small group consisting of the most influential users available on social networks, and let them
spread their influence to as many potential customers
as possible. This is considered an important aspect of
viral marketing. From another point of view, it is
possible to influence the results of democratic elections
by disseminating misinformation or fake news through
a group of influencers on social networks, thus influencing the decision of the voter [7].
The influence maximization summarizes the previous issue, which can be defined as a subset of users of
size K that can be specified in advance, and are usually
called seed or initial adopter [8]. The initial adopter
can influence his friends, and these friends can in turn
influence others, and so on. Therefore, the largest
number of users is reached within the network. In fact,
the influence maximization problem encompasses
immense research challenges as follows:
❖ First, the way of modeling the process of information diffusion within the social network [9] has a
great role in spreading the impact of any set of
seeds in Influence Maximization (IM).
❖ Second, the high computational complexity to
assess the spread of the influence of any seed group
is due to the stochastic nature of information
dissemination [10]. These theoretical results have

shown that traditional methods are rather difficult
and tend to have limitations in terms of retrieving
optimal seed sets, for which multiple stochastic and
materialistic approaches have been proposed since
that time.
❖ Third, novel features have recently been added to
online social networks such as streaming content,
topical analysis, and location-based services, to
improve the performance by combining features
such as topic information, time, and location [11].
To meet the challenge of complexity in computations, research studies have turned to evolutionary algorithms to find a wide range of solutions for
combinatorial optimization problems. It has proven
successful because they use more flexible research and
improvement strategies, and they can adapt well to
conditions associated with different situations of
problems to be solved [12].
Consequently, the influence maximization problem
could be considered as a single objective optimization
issue, as most of the preceding researches only aimed to
study the greater influence spread, without taking into
consideration the number of seeds, which is left to the
researcher. However, current research tends to address
two interlinked concepts, namely studying the greatest
spread of influence possible while using the smallest
number of seeds for spreading this influence. MultiObjective Evolutionary Algorithms (MOEA) have been
proposed in this paper to formulate the influence maximization problem. MOEA has been a trade-off between
conflicting objective functions with an Evolutionary
Algorithm (EA), and produces a set of optimal solutions.
Provided that the increase in influence and decrease in
numbers of seed are two conflicting objectives, there
should be a minimum number of seed nodes that have the
best influence in the whole network. This paper has been
structured as follows: Section 2 introduces the background and some relevant work concerning the influence
maximization problem in social networks. The main
materials and methods have been displayed in Section 3.
The experimental results and discussion are presented in
Section 4, and the concluding remarks of this work are
given in Section 5.
2. Background and related works
The influence maximization problem has initially
been introduced by Domingos and Richardson (2001),
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suggesting a probabilistic solution. They considered the
influence maximization as an algorithmic problem and
suggested a Markov random modeling to obtain the
probabilistic solution of the impact propagation process. The authors in Ref. [13] proposed a heuristic
method for solving this issue, as well as many other
researchers whose solutions are summarized in Table 1.
Kempe et al. proposed the HIGHDEG as a heuristic
method for studying the influence of maximization as a
combinatorial optimization problem. What has been
focused on in the former works are the two most
popular propagation models for the influence diffusion
process, namely the Independent Cascade (IC) model
and Linear Threshold (LT) model. Furthermore, a
greedy algorithm has been proposed
that could obtain

an approximation ratio of 1 1e for realizing optimal
solutions. Therefore, the Monte Carlo simulation
running is repeated to achieve an acceptable approximate solution. Indeed, large scale social networks are
time-consuming and may be difficult to apply [14].
The Cost-Effective Lazy Forward (CELF) algorithm
is introduced by Leskovec et al., and it is one of the
several methods proposed for speeding up the running
time of the greedy algorithm, typically by using sub-

modularity of propagation. The results of the experiment indicated that CELF runs 700 times faster than a
greedy algorithm, while at the same time achieving
near-optimal solutions [15].
From another view, centrality measures like Degree
Centrality (DC), Betweenness Centrality (BC), Closeness Centrality (CC), and Eigenvector Centrality (EC)
have been used to identify influences in the network.
The Degree centrality might return suboptimal solutions because it does not take into account the global
characteristics of networks but rather depends on the
attributes of the nodes [16]. Since BC and CC are
global measures and are based on the structural centralities of the network, these methods have certain
computational complexity when used with large scale
networks [17].
Furthermore, EC is based on iterative refinement
centralities, in which the influential node is defined
according to the importance and number of adjacent
nodes directly related to this node, in addition to the
importance of the node itself [18].
DegreeDiscount (SDISC) is another heuristic
method to select seed nodes, the efficiency of seed set
selection depends on network topology, they argued
that when selecting a new node u as a seed, and then

Table 1
Overview of methods for related influence maximization algorithms.
Methods

Reference and Date

Scope

Short Description

Greedy

[14]: 2003

social networks

CELF

[15]: 2007

Real networks

Centrality measures

[16]: 2017
[17]: 2016

Real and artificial networks

The influence of maximization as a combinatorial
optimization problem
Proposed to speed up the running time of the greedy
algorithm by using sub-modularity of propagation.
It is easy to compute but might return suboptimal solutions.
This method has certain computational complexity while
based on the structural centralities of the network
The method determines the importance of a node based on
the importance of its neighbors.
The qualification of seed set selection leans on network
topology
Improves the efficiency of greedy algorithms in large scale
social networks that are time-consuming

[18]: 2019
[19]: 2009
Evolutionary algorithms

[8]: 2018

MOEA

[25]: 2017

NetScienc
NetGRQC
NetHEP
wiki-Vote
amazon0302
ego-Facebook ca-GrQc

NSGA-II

[27]: 2018

WikiVote NetHEPT Epinions

[28]: 2019

Real networks

[23]: 2018

This algorithm uses the local optimal solutions to evolve
towards the global optimal solution
This algorithm has two conflicting objective functions;
maximizing the influence spread and minimizing the size of
the individuals (number of seeds).
It has taken conflicting objectives, namely the increase in
coverage size of influence and the decrease of the
propagation time
It is a multi-objective optimization method to formulate the
spread cost is considered to be a goal for improving the
evolutionary algorithms.
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the prior knowledge has been used for the node selection [19].
Evolutionary algorithms are a potential candidate to
solve the issue of influence maximization within a
social network. For instance, the genetic algorithm has
been suggested as a diffusion model. Therefore, it
models the spread of information through static and
dynamic social networks [20].
Concerning the new greedy algorithm presented by
Tsai et al., it targets the improvement of the general
greedy algorithm by utilizing the characteristics of the
genetic algorithm in local research, so as to find the
optimal solution [21].
As for the work presented in Ref. [22], it is
considered to be one of the first works that use the
genetic algorithm as a viable tool for solving the issue
of improving the influence, particularly in the absence
of any previous knowledge about the characteristics of
the social network topology. The Degree-Descending
Search (DDS) modern evolutionary algorithm in
Ref. [8] has been introduced to improve the efficiency
of greedy algorithms by evading repeated simulation
that is time-consuming. The degree-descending search
strategy has generated a seed set that affects spread
commensurate to the degree centrality.
The study conducted by Silva et al. in Ref. [23]
applied the genetic algorithm with different strategies
to form the initial population, after which one individual has been chosen. It consists of nodes with a high
central measure, such as Closeness, Betweenness,
PageRank, and Degree, whereas the remaining individuals of the population have been chosen
randomly. A linear threshold model has been used as a
fitness function for measuring the influence propagation of every candidate individually. The experimental
results indicated that the inclusion of an individual
made up of nodes with high central quality achieved
relatively better results than the case where no individual is included in the initial population.
Recently, several types of multi-objective optimization algorithms were proposed to solve a number of
influence maximization issues within social networks.
The authors in Ref. [24] investigated a set of key
players in the whole network by applying multiobjective optimization for maximizing the two objective functions (Eigenvector centrality measure and
distance measure) among key players.
Similarly in Refs. [25,26], a Multi-Objective
Evolutionary Algorithm (MOEA) has also been proposed. However, it has rather conflicting objective
functions so that it simultaneously maximizes the influence spread and minimizes the size of individual
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(number of seeds) by returning the optimal solution.
This approach has been evidence to be able to overcome and establish two heuristics methods: the High
degree (HIGHDEG) and Singlediscount (SDISC). The
approach has been applied onto (ego-Facebook, and
ca-GrQc, soc-ePinions1) real-world social networks.
The NSGA-II algorithm has been suggested by the
authors in Ref. [27], which is one of the most powerful
multi-objective optimization algorithms to detect
different seed sets that have the highest influence at
various propagation times. It has taken into consideration two conflicting objectives, namely the increase in
coverage size of influence and the decrease of propagation time, thereby making available the set of all
candidate optimal solutions to support a decisionmaker. This will straighten the trade-off between the
two conflicting objectives. The results were obtained
from the application of the NSGA-II algorithm in three
real data sets (WikiVote, NetHEPT, Epinions), which
prove to outperform previous works in terms of influence diffusion.
Finally, the multi-objective optimization method to
formulate influence maximization problems has been
presented by Guo et al. in Ref. [28] as well. In fact, the
spread cost is considered to be among the goals that
have been tackled for improving the evolutionary algorithms. Experimental results indicate the ability to
find the optimal set of seeds in such a manner that they
have the largest spread of influence with a minimum
cost of the spread, thus being efficient and accurate.
However, in their work, seed nodes that give more
spread with less cost of activating are chosen, and the
cost of user activating has been adopted as another goal
in addition to the volume of spread. The work aimed to
select the influencers who are with little user activation
cost and large spread.
In our work, both the coverage size and the number
of influencers are to be considered as the objectives of
influence propagation. In fact, increasing coverage size
and decreasing the number of influencers are two
conflicting objectives that are considered in the selection of seed nodes. This employs an NSGA-II algorithm as a solution that introduces a multi-objective
optimization problem.
3. Materials and methods
3.1. Diffusion models
Linear threshold (LT) and Independent Cascade
(IC) are the basic diffusion models that have been used
to simulate the manner of interactions and information
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spread among users within the social network. In both
models, the node in a social network has either one of
two states: active or inactive. The active state of the
node is when the node has already been influenced,
while the inactive state is when it has not been affected
yet [29].
As a matter of fact, if the node's state is inactive and
most of its neighboring nodes are active, the chance of
it becoming active increases consequently. In general,
the contagion proceeds in discrete time steps in both
models. The linear threshold model is presented by
Kempe et al., in Ref. [14]. In this model, there is a
weight for each edge between the two nodes. The
weight value expresses the level of influence of one
node on another. For instance, when Wij is the weight
of the edge from i to j, then the value of Wij shows the
level of the effect i to j. Therefore, the sum of the
weight of input edges must be equal or less than one. In
order for the node to be influenced, the sum of the
weighted input of the influenced neighbors must
exceed a certain threshold. Initially, each node in the
network has a threshold with a uniformly random value
between zero and one, and this threshold has to be less
than the total summation of weights of input edges
required to influence the node.
Randomly, a set of active nodes S has been chosen
in time t. At the time tþ1, the node will be active when
the total weight of the adjacent active nodes is greater
than the threshold for this node [30]. Concerning the
independent cascade, a set of active nodes S at the time
t is chosen randomly, where each edge in the network
holds the probability of diffusion. Whenever the node
is active in time tþ1, it tries to activate its neighbors
with a certain probability propagation P, and for one
time only. The probability Pij is the probability of i
influencing j, meaning that the edges of the network
can diffuse information with the probability P, but not
with a probability 1-P [31].
In literature, the researchers have tried to develop
IC in terms of edge probability instead of setting the
probability with a constant value for all edges. In reality, the probability of diffusion should be different
between any different pair of nodes. Therefore, the
Weighted Cascade (WC) model has been suggested to
compensate for the deficiency, according to the degree
of the neighbor of becoming an active node [14]. In
other words, the same probability value is assigned for
all edges of active node j; where the probability of edge
i
(i, j) is equal to pði; jÞ ¼ indegreeðjÞ
. Thus, the probability value for any edge between the neighbor j and
active node i is the same value apart from the neighbor.

The Persuasiveness-weighted cascade model has
been proposed to improve the IC models [30]. This
model depends on the degree of the node in addition to
the degree of its neighboring nodes. The propagation
probability between the two nodes i and j could be
calculated as shown in Equation (1):
di
ð1Þ
Pi;j ¼ P
keNj dk
where the di represents the degree of node i;

P

dk is the

keNj

sum of the degree of nodes that are neighbors of node j.
This model shows that the node with a high degree is of
more influence than a node with a lower degree. The
symbols used throughout the paper are listed in Table 2.
In the current work, the new Weight Integration
Cascade (WIC) model is proposed with the understanding that the interaction of a node is as important
as its relationships. The user activity and degree can be
merged in one measure that can locally define the
propagation probability between any two nodes. According to that, the propagation probability Pi;j between nodes i and j could be defined as follows:
di
Ii;j
Pi;j ¼ a P
þ bP
ð2Þ
k2Nj dk
k2Nj Ik;j
The first term of Equation (2) denotes the degree of
the active node i divided by the sum of degrees of the
neighbor nodes that have a direct edge to i, while the
second term represents the past interactions between
node i and j divided by the sum interactions of node j
with its other neighbor nodes. a and b are the constant
value between (0, 1).
Supposing the following scenario; consider a sub
graphG⊆G
that have inactive node j, and assuming
that the persuasiveness of each neighbor is represented
by the degree of the neighbor. The total degree of node
j's neighbors is 10, and the degrees of neighbors nodes
are y, x, z, and i are 3, 1, 2, 4, respectively. Conversely,
we have the probabilities are set as 0.3, 0.1, 0.2, 0.4,
Table 2
Symbol description.
Symbol

Description

Pi;j
di
dk
Nj
Ii;j
Ik;j
a and b

The propagation probability between nodes i and j
The degree of node i
The degree of node k
Set of neighbors of i that have direct relationship with i
The no. interactions from node i to node j
The no. interactions from node k to node j
The constant values between (0, 1)
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Fig. 1. Subgraph G

which reflect the degree of each neighbor. Meanwhile,
the number of times interaction between j and neighbors node y, x, z, and i are 2,1,2 and 5. The total
interaction of node j's neighbors is 10 as shown in
Fig. 1(a). The probabilities as 0.2, 0.1, 0.2, 0.5 reflect
the interaction of each neighbor. Which means that the
probability of propagating information from i to j is
higher than the probability of information propagating
from other neighbor nodes that are shown in Fig. 1(b).
Hence, the fixation of the influence probability over
each edge is not feasible in the real world scenario.
Next, the focus will be on developing Multi-objective
evolutionary algorithms to select seeds for efficient
spreading.
3.2. NSGA-II algorithm
Usually, companies choose the influencing people
within social networks and pay them money to
encourage them to publish targeted information in that
social network. In literature, several methods have
been investigated to find seed nodes in the influence
maximization field in order to achieve the highest
prevalence [28].
The NSGA-II algorithm is the most powerful of the
multi-objective evolutionary algorithms [27,32]. In this
algorithm, a random parent population is initially
created, after which a quick non-dominated sorting
approach is employed to get the Pareto front which has
the sets of solutions that are non-dominant to each
other [23,33]. The non-domination Pareto front can be
classified into multi-levels, where level 1 is considered
to be the best level, followed by level 2 and so on.
Thus, each individual in the population has been
assigned a fitness value according to its level.

Essentially, the NSGA-II uses a binary tournament
selection, then creates an offspring population by using
crossovers at one point and mutation operators. At first,
the population combines the offspring and parent
populations to create a mating pool. It is followed by
sorting the population based on its non-domination
[34]. Obviously, the procedure is somewhat different
after the initial generation, so that the next population
is opted from individuals in lower Pareto fronts to
create a new generation every time. If the number of
individuals on the first level front is less than the size
of the population, then the individuals from the next
level are added and continue until it reaches the size of
the population. Yet, whenever the number of individuals on the next level front is greater than that of
need, then the crowded-comparison approach can be
used. With respect to the previous approach, it computes the crowding distance between an individual and
its neighbors.
The crowded-comparison approach can be added as
a new parameter to select individuals in the next generation. Indeed, the selection process works by using
fitness (ranking the level of Pareto fronts) and crowding distance of each individual so that if both individuals belong to the same level of Pareto fronts, the
priority is for the individual that is situated in a lesser
crowded region. With this approach, the selection
process can be directed to the optimal Pareto front
[34].
3.3. NSGA-II based IM algorithm (NSGAII-IM)
In this work, the optimization of the influence
maximization problem was formulated in form of a
multi-objective evolutionary algorithm, according to

144

S. Sk, S. Halder / Karbala International Journal of Modern Science 7 (2021) 139e150

an improved model that is based on two opposing
objectives. The first objective is to choose the smallest
number of influential individuals and the second is to
achieve the highest spread of information within the
network. According to that, the NSGA-II algorithm
had to be adapted to meet the goal and makes use of
the additional information hidden within the network
structure to be used when feasible. Some changes in
the initial population were performed to impact the
quality of the solution. A pool was created which
contains the nodes whose centrality is high based on a
threshold determined according to experience. This
centrality is determined by one of the following: degree, closeness, or eigenvector. Thus, for each network
to be analyzed, the three measures of centrality are
applied and the pool contains each node that has a high
centrality, where the same node could have a high
degree, closeness, and eigenvector. The individuals in
the initial population are randomly selected from this
pool. The former algorithm has been explained in
terms of individual's representative, evolutionary operators, and finally the objective function.
3.3.1. Individuals representation
In the proposed scenario, the individual that is a
candidate solution can be represented as a set of nodes
(seeds), and the size of each individual is the number
of all nodes within the network. An individual is represented in binary encoding, if a node is within the
seed set, then 1 is assigned to its position in the

representation of individual, otherwise it is assigned to
0. However, this representation may not be implemented easily when the network is very large in size.
Therefore, it is convenient to keep only the seed
number rather than its indices, as illustrated in Fig. 2.
In this context, the individuals are characterized by
variable rather than fixed length, as the latter depends
on the number of nodes that are chosen within the seed
nodes.
3.3.2. Evolutionary operators
Crossover is an evolutionary operator used to produce a new offspring of a population whose features
have been inherited from those of parents’ specifications. In this work, the simple one-point crossover [35]
has been applied with some modification to avoid
repeating the node in the same offspring, as demonstrated in Fig. 3. In fact, repeating the node for the
same individual is not accepted in this scenario.
Fig. 3(a) illustrates the basic one-point crossover,
where the offspring 1 has node 12, which is repeated
twice, while Fig. 3(b) states the modified version of the
simple one-point crossover that is proposed in this
work. In brief, the node from one parent is chosen
randomly to be a crossover point.
In this context, offspring 1 can be generated by
selecting the index of the node that is equal to or less
than that of the crossover point, and larger than the
crossover point from parent 1 and parent 2; respectively. On the contrary, offspring 2 consists of the

Fig. 2. The representation of individual.
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Fig. 3. Crossover method.

indexes of the nodes that are larger than that of the
crossover point from parent 1, and equal to or less than
that point of parent 2, as shown in Fig. 3(b).
As for the mutation which is a second operator, the
traditional way has been used including the addition,
replacement, or removal of one node from an individual. In particular, the replacement or addition of a
node in an individual is conditional on non-repetition
so that the individual does not have to contain the same
node more than once.
3.3.3. Fitness function
Concerning the multi-objective, the best candidate
solution is representing a set of seeds, which have to
meet two conditions, the first being the best diffusion
(i.e. the set of seeds fulfills maximum influence on
others), and the second is realizing this diffusion with a
minimum number of members within that particular
set. It is worth mentioning that the improved IC model
explained in Section 3 has been implemented in
modeling the propagation.
The whole framework of the proposed NSGAII-IM
algorithm is presented in the following detailed steps:
1. Calculate the node centrality for each node of the
network.
2. Create a pool containing nodes that exceed the
threshold of centrality measure (the threshold is
determined according to the nature of the
network).

3. Generate individuals with variable sizes of central
nodes from the pool of nodes to create the initial
population.
4 Evaluate the population.
5 Select two individuals.
6. Apply crossover and mutation to create the
offspring set.
7 Evaluate the offspring set.
8. Merge the population as well as the set of offspring
into a one set.
9. Building Pareto front from the set using a nondominated sorting algorithm.
10. Calculate the crowding distance of individuals in
each front and select the best N individuals according to their Pareto front and crowding
distance.
11. If the stop condition not satisfied, return to step 4.
The flowchart of the proposed NSGAII-IM algorithm is illustrated in Fig. 4.
A candidate solution has been generated as a variable size of nodes, and these nodes have been chosen
randomly from this pool of nodes instead of randomly
chosen from network nodes. For each candidate solution, a Weighted Integration Cascade (WIC) model
proposed in section 3 was employed as the fitness
function for evaluation. Because of the stochastic nature
of the diffusion model, the fitness value is estimated
empirically through repetition, by applying the diffusion models 100 times and then taking the mean.
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The first dataset is the Facebook wall posts network,
which represents a subset of the posts that each user
has posted to another user's wall over the period between 14 and 09e2004 and 22-01-2009. It consists of
46,952 nodes and 876,993 edges [36].
The Digg network is the second dataset that represents messages sent among users of the Digg Social
news website over the period from 28 to 10e2008 to
13-11-2008. The datum comprises 30,398 nodes with
87,627 edges [37]. Table 3 represents a list of attributes
used in the proposed method of implementing in both
NSGAII-IM and NSGA-II, in order to obtain the
optimal set of seed, which meets the maximum influence propagation with the fewest possible number of
seed.
For evaluation purposes, a comparison of the performance of NSGAII-IM has been made with the
NSGA-II and three of the following algorithms: high
degree (Degree), degree discount (HIGHDEG), and
single discount (SDISC), as demonstrated in Fig. 5. It
is worth to mention that the previous algorithms have
been replicated to measure their performance on the
same datasets. Hence, all algorithms, including the
proposed ones, have been encoded in Python language
and executed on a PC equipped with Intel Core I72630 of 2.00 GHz and 4.00 GB Ram.
Fig. 5 shows the application of the algorithms to the
Facebook-wall posts dataset in two experiments; the
number of generations in the first is 100, whereas the
second experiment has 500 generations, as presented in
Fig. 5(a) and (b). The X-axis presents the average influence spread, whereas the Y-axis indicates the number of seed nodes in the candidate solution. The
candidate solution is represented in green, while the
red color represents the Pareto front found by
NSGAeIIeIM algorithm. The remaining colors
represent the four methods.
The NSGAeIIeIM in this experiment was seeded
with the results of the NSGA-II and three heuristic
algorithm (Degree, HIGHDEG, and SDISC). In
Fig. 5(a), the evolution with 100 generation was able to
outperform three algorithms in some size of seed and
not in others. As for Fig. 5(b), the evolution with 500
Fig. 4. Flowchart for NSGAII-IM

4. Results and discussion
In this part, the experiments have been applied in
two real-world datasets to evaluate the performance of
the proposed method. Therefore, the dataset is
described at first.

Table 3
List of attributes.
Attributes

Values

Population size
Length of individual
Tournament selection size
No. generations

100
Variable size in range [25,200]
2
100 and 500
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Fig. 5. Experimental results for the benchmark Facebook wall post network.

generation was able to outperform three algorithms in
all sizes of seed.
Generally, the behavior of the NSGAeIIeIM
algorithm in both experiments is superior to the other
algorithms including the baseline NSGA-II algorithm.
However, Fig. 5(a) records the enhancement in performance of the NSGAeIIeIM algorithm in terms of
the maximization of the influence when having
smaller individuals size. It is noted that the NSGA-II
algorithm in Fig. 5(b) score progress in performance
not only in terms of the maximization of influence,
but also in its superiority to other algorithms such
as high degree, degree discount, and single discount.
The NSGAeIIeIM algorithm scores progress at 100
generations over the NSGA-II algorithm for 500
generations in terms of the maximization of influence
rate. It is worth mentioning that the proposed diffusion model (WIC) has been applied with each of
the algorithms above to settle all conditions for
comparison.

In particular, the NSGA-II algorithm excels the
heuristics algorithms when the seed set (individual) is
between 35 and 90, so that the black curve intersects
with the other curves at other seed sets. In other words,
this indicates that the algorithm is not better than
heuristics algorithms with all seed sets. However, the
NSGA-II algorithm needs 500 generations to
completely outperform the heuristic algorithms with all
sizes of seed groups. On the other hand, the proposed
NSGAII-IM algorithm outperforms all methods with a
percentage of 21% in spread of influence through only
100 generations. Properly configuring the first generation leads to faster convergence on the better Pareto
fronts (red curve). Additionally, the role of the proposed diffusion model WIC had to be highlighted and
compared to the WC model.
Fig. 6 demonstrates the performance of the
NSGAII-IM algorithm using both models of diffusion.
It is clear that the latter algorithm with the proposed
diffusion WIC model which can improve the influence

148

S. Sk, S. Halder / Karbala International Journal of Modern Science 7 (2021) 139e150

Fig. 6. Influence spreads of NSGAeIIeIM algorithm for wall post-Facebook dataset under two different diffusion.

spread from 10% to 21% with respect to the WC
diffusion model.
A benchmark Digg network features a large
network. The application of NSGAeIIeIM algorithm
is displayed in Fig. 7 on the Digg network. It is significant to state that the size of spreading is greater
than in the Facebook network, besides the fact that the
algorithm outperformed the other algorithms with an
influence spread of around 18%.
Concerning the NSGA-II algorithm, it outperforms
the other heuristics ones at some sizes of the individuals (often small individuals sizes), with the
highest average impact spread of about 2000 affected
nodes in the entire network. However, the NSGAeIIeIM algorithm outperforms all algorithms to reach the
highest an average spread of 5000 nodes. Again, the
performance of the NSGAeIIeIM algorithm has been
evaluated through two different diffusion models, as is

the case with the Digg network. Obviously, the
behavior of the NSGAeIIeIM algorithm under the
proposed diffusion model WIC showed an improved
performance from 6% to 18% compared to the WC
diffusion model, as can be noticed in Fig. 8.
5. Conclusion
The findings of this work highlight the importance
of the method of selecting the initial seed from one
side, and the diffusion model from the other side. It can
be concluded that the NSGAeIIeIM algorithm proved
the ability to reliably outperform three heuristics
(Degree, SDISC, and HIGHDEG) for the same size of
the set of seed, with fewer generations, which means
less time than required to reach sufficient solutions by
the NSGA-II algorithm. This is mainly due to the
carefully selected seeds for using the centrality

Fig. 7. Experimental results for the benchmark Digg network. The NSGAeIIeIM in this experiment 100 generation was seeded with the results
of the NSGA-II and three heuristic algorithm.
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Fig. 8. Influence spreads of NSGAeIIeIM algorithm for Digg dataset under two different diffusion.

measures, which in turn have a big role in the performance of the NSGAeIIeIM algorithm. An important
conclusion can be drawn that guiding the first generation duly leads to a faster convergence on better
Pareto fronts. Particularly, the initial population can be
assigned pseudo-random by selecting its individuals
that have relatively higher centrality measures. However not necessarily the best, such as a degree, closeness, and eigenvector centrality. Considering the
results obtained from applying the NSGAeIIeIM for
two real networks, the maximization of the influence
spread is improved by 14%e21% on the existing
heuristic algorithms with the Facebook wall post
network, while the proposed approach demonstrated
the improvement in influence spread from 4% to 18%
with the Digg network.
In addition, it is clear that the role of the proposed
propagation model (WIC) cannot be ignored, as it is
credited with the superiority of the algorithm when
fixing the other conditions. Finally, the nature of the
network affects the influence propagation rate. The
Digg network is denser in nature than the wall postFacebook network, and thus the interactions between
nodes are more in a shorter period of time, which affects the nature of the influence diffusion calculation.
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