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Este proyecto tiene como objetivo el obtener una herramienta de análisis de escenarios depor-
tivos cuya funcionalidad principal es extraer diversas estadísticas a partir de vídeos de fútbol
para analizar el rendimiento de los jugadores en los partidos. Esto tiene gran interés tanto
para que entrenadores puedan tomar decisiones más adecuadas, como para que el sector au-
diovisual pueda representarlas en tiempo real durante la emisión de los partidos, de una forma
más precisa que la realizada por operarios humanos. Para ello, en este proyecto se plantea el
uso de técnicas de aprendizaje profundo que puedan permitir abordar el problema de análisis
de vídeo planteado. En concreto, se ha seleccionado el método Deep SORT, experimentando
con su adaptación al problema planteado, identificando sus flaquezas actuales y proponiendo
mejoras, lo que ha permitido establecer una base para la obtención de la herramienta completa
en un futuro.
Abstract
This project aims to obtain a sports scenario analysis tool whose main functionality is to
extract various statistics from soccer videos to analyze the performance of players in matches.
This is of great interest both so that coaches can make more appropriate decisions, and so that
the audiovisual sector can represent them in real time during the broadcast of the matches, in
a more precise way than that made by human operators. To do this, this project proposes the
use of deep learning techniques that can allow addressing the problem of video analysis raised.
Specifically, the Deep SORT method has been selected, experimenting with its adaptation to
the problem posed, identifying its current weaknesses and proposing improvements, which
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En este capítulo, nos centraremos en contextualizar el proyecto mediante la motivación,contexto de aplicación, estado del arte de la técnica y conceptos básicos. Además se
fijarán también los objetivos del proyecto a seguir.
1.1 Contexto de aplicación
Los métodos basados en visión para la detección y seguimiento de jugadores en eventos
deportivos son cruciales para la obtención de estadísticas de rendimiento. Esta necesidad nace
tanto por parte de entrenadores, los cuales necesitan analizar el rendimiento de sus jugadores
para realizar decisiones mucho más acertadas, como de medios de comunicación, los cuales
utilizan este tipo de información para mostrarlas en tiempo real durante la emisión del partido
(tiempo de posesión del balón de cada equipo o zona del campo con mayor concentración de
jugadores, por ejemplo).
Actualmente, este tipo de análisis aún es realizado, en gran parte, por humanos, lo cual
implica unos costes tanto temporales como de precisión, es decir, cabe la posibilidad de que
las estadísticas puedan resultar inexactas o de que sea necesario una gran cantidad de tiempo
para extraerlas.
Por otro lado, aunque existen actualmente soluciones no basadas en visión mucho más
precisas, estas se basan en instalar dispositivos hardware en la equipación de los jugadores
(pulseras, cinturones, etc.) para su seguimiento mediante técnicas GPS. Pero su mayor incon-
veniente es que resultan incómodas para las personas que deben llevarlas, lo que hace que no
suelan utilizarse. Por ende, existe un gran interés por realizar estos análisis mediante métodos
basados en visión, una solución mucho más cómoda para ellos.
Finalmente, para dotar de mayor interés a nuestro proyecto, nos centraremos en uno de
los deportes que más impacto tiene en nuestro país, e incluso internacionalmente, el fútbol.
Concretamente en la tarea de detectar y realizar un seguimiento de los jugadores en un partido
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real para, posteriormente, poder extraer y elaborar estadísticas del rendimiento de cada uno
de los jugadores.
1.2 Análisis de vídeo
El estado del arte en detección y seguimiento de objetos en video en dominio general tien-
de a la utilización de modelos deep learning, añadiendo flexibilidad para adaptar las soluciones
desarrolladas a diferentes dominios de aplicación. Por ello, el conocimiento a priori de los vi-
deos de eventos deportivos, con cámaras en posiciones prefijadas así como espacio y número
de objetos de interés acotados, pueden permitir sacar ventaja de estas aproximaciones aunque
estas no hayan sido diseñadas para tal fin. Sin embargo, esto requiere el ajuste de los métodos
de entrenamiento al dominio concreto, así como abordar sus dificultades específicas.
1.2.1 Detector de objetos
Entendemos por detector de objetos a aquel elemento que, dado un fotograma concreto,
tiene la capacidad de identificar los distintos entes existentes en la imagen, pudiendo identi-
ficar también su posición y dimensiones en píxeles. Esto último se suele aproximar mediante
una bounding box, es decir, definiendo un área rectangular que envuelve al objeto en particu-
lar.
Para que un detector funcione correctamente, es necesario entrenarlo con un conjunto de
datos que contenga imágenes similares a aquello que queremos identificar.
1.2.2 Tracker
Entendemos por tracker a aquel elemento que, dadas las detecciones obtenidas por el de-
tector de objetos, es capaz de asociarles a cada una un identificador y, a mayores, de reconocer
ese objeto a lo largo de una secuencia de fotogramas en los que dicho elemento puede estar
en todos ellos o no. Generalmente también llamaremos a esta acción: seguimiento.
Para que un tracker funcione correctamente, es necesario entrenarlo con un conjunto de
datos que contenga imágenes de objetos en movimiento durante un periodo de tiempo.
Los mayores problemas del tracker son: la pérdida de la traza debido a que el objeto está
parcial o totalmente ocluido; y que cuando se resuelva la oclusión hay ocasiones en las que
cruza (intercambia) las identidades de dos objetos, afectando al seguimiento.
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1.2.3 Casos de uso
Multiobjeto
Multiobjeto implica la detección y seguimiento de varios objetos simultáneamente, esto
crece tanto en complejidad computacional como en problemas, existiendo la posibilidad de que
las identidades de dos, o más, objetos se intercambien (cruce de identidades), lo que afectaría
negativamente al resultado.
Cámara fija vs. cámara móvil
La ventaja de la cámara fija supone que no hay que contar con el desplazamiento de la
cámara en los cálculos realizados, haciéndolos más eficientes. Por su lado, contar con una
cámara móvil nos es útil en los casos en los que contamos con un número limitado de cáma-
ras y/o el objetivo (o nosotros) nos tenemos que desplazar constantemente y en direcciones
aleatorias. Un caso claro de cámara móvil es el de los smartphones.
Multicámara
Los sistemas multicámara buscan abarcar un mayor campo de visión mediante el uso de
varias cámaras (fijas o no), aquí la dificultad radica en el modo de integrar las diferentes imá-
genes en el análisis. Uno de los casos más comunes es la realización de imágenes panorámicas.
1.2.4 Detección y tracking con deep learning
En este proyecto nos centraremos en el algoritmo Deep SORT (figura 1.1).
Deep SORT trata de realizar el seguimiento de múltiples objetos en dos etapas:
• Una etapa de detección, de la cual se obtiene, mediante un detector, el bounding box de
los objetos de interés.
• Una etapa de tracking, la cual analiza las detecciones de la etapa anterior, mediante
el uso de una red de neuronas profunda, para decidir si ese objeto es nuevo o, por el
contrario, es un objeto previamente identificado.
Se ha seleccionado Deep SORT como la representante del estado del arte actual en el trac-
king de múltiples objetos, en particular, hemos escogido una implementación en PyTorch[1]
que adapta la original, en TensorFlow[2], utilizando YOLOv3 como detector.
Explicaremos de forma más detallada el funcionamiento de YOLOv3 y SORT en los capí-
tulos 3 y 4, respectivamente.
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Figura 1.1: Esquema de funcionamiento de Deep SORT
1.3 Estado del arte
La detección y seguimiento de múltiples objetos sigue siendo un reto en el ámbito de la
visión por ordenador. Esto se debe, en gran parte, a los problemas derivados de las oclusio-
nes, ya que pueden llegar a suponer una interrupción en la detección y seguimiento de un
objeto, llegando al punto de que cuando el objeto no esté ocluido, el sistema asuma que es un
objeto totalmente diferente al que entró o, incluso, cruzar las identidades de dos objetos que
colisionan.
Existen varias formas de enfrentarse a este problema pero, entre ellas, las dos más exten-
didas son los métodos basados en extracción de fondo (backgrund substraction / foreground
detection) y las basadas en redes de neuronas profundas (deep learning).
Las aplicaciones de estas técnicas de seguimiento son variadas: vigilancia en sistemas de se-
guridad, análisis de flujo en centros comerciales o aeropuertos, análisis de rendimiento en
entornos deportivos, etc.
1.3.1 Aproximaciones en entornos deportivos
La detección y seguimiento de múltiples objetos en entornos deportivos es una problemá-
tica para la cual se han intentado múltiples aproximaciones.
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Figura 1.2: Segmentación basada en superficies topológicas.
Figura 1.3: Detección del balón mediante redes neuronales convolucionales temporales.
• En Multiple object tracking in soccer videos using topographic surface analysis[3] se rea-
liza el seguimiento de jugadores mediante una sucesión de pasos en cascada. Como
primer paso, se realiza background substraction para extraer el fondo y quedarse única-
mente con las zonas donde hay jugadores y, después, se aplica sobre ellos la segmenta-
ción basada en superficies topográficas detectan los límites de los jugadores, el cual se
utilizará para realizar el seguimiento, dando buenos resultados ante notables oclusiones
(figura 1.2).
• En Utilizing Temporal Information in Deep Convolutional Network for Efficient Soccer
Ball Detection and Tracking[4] se realiza el seguimiento de un balón mediante el uso
de la correlación espacio-temporal entre fotogramas, basándose en la trayectoria de sus
movimientos, y el uso de redes neuronales convolucionales temporales (figura 1.3).
• En An Automated Player Detection and Tracking in Basketball Game[5] utilizan Spuer
Vector Machine(SVM) junto con Histogram of Oriented Gradients (HOG) para la detec-
ción de los jugadores y un algoritmo basado en distancias mínimas para el seguimiento
de jugadores (figura 1.4).
Discusión sobre las aproximaciones
Todas estas aproximaciones muestran diferentes métodos para acercarse al problema:
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Figura 1.4: Seguimiento de jugadores de baloncesto mediante SVM y HOG + distancias mínimas.
• El primero nos aporta información sobre posibles soluciones a situaciones de oclusión,
pero cuya aplicación puede sensible a cambios sobre el fondo (sombras, iluminación,
equipación de los jugadores). Por lo que reduce la flexibilidad de la solución.
• El segundo nos muestra la importancia de la temporalidad y trayectoria para el segui-
miento de objetos. Pero al no tratar el seguimiento de jugadores, únicamente nos aporta
conceptos e ideas.
• El tercero, busca una aproximación diferente a las convolutional neural networks para la
la tarea del seguimiento. En él se consiguen generar mapas de calor de las posiciones
de los jugadores a lo largo de un periodo de tiempo, pudiendo filtrar por identificadores
o equipos. Pero, por lo que podemos observar, están lejos de la solución definitiva al
problema, ya que se encuentra en una etapa inicial y todavía no han solventado los
problemas identificados.
Finalmente, nosotros nos decantaremos por una solución basada en aprendizaje profundo,
dotando a nuestra herramienta de robustez y flexibilidad. Además, trataremos con imágenes
de estadio completo, donde no existirán los problemas de perder la traza de los jugadores al
salir del campo de visión. Para llevar esto a cabo utilizaremos una de los algoritmos del estado
del arte de seguimiento de objetos de interés, Deep SORT.
1.4 Base de datos de referencia
En esta sección se detallarán algunos de los conjuntos de datos utilizados a lo largo del
proyecto. Para seleccionarlas se ha realizado una búsqueda exhaustiva tanto en las referencias
de los diferentes artículos del estado del arte como en diversas páginas de referencia a bases
de datos relacionadas. Sobre esta colección, se han filtrado según nuestras necesidades:
• Necesidad de una base de datos con secuencias de video con imágenes panorámicas de
estadio completo para poder realizar los diferentes experimentos.
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Figura 1.5: Panorámica con la primera configuración de cámaras
• Necesidad de una base de datos para realizar el entrenamiento del detector (YOLOv3),
centrada en detección de personas a unas escalas similares a las de las panorámicas del
estadio.
• Necesidad de identificar el tipo de base de datos utilizadas para realizar un entrena-
miento de reidentificación.
1.4.1 Alfheim Soccer Dataset
Alfheim Soccer Dataset está formado por un conjunto de secuencias de video de partidos
de fútbol profesional en el estadio de Alfheim, Noruega en el año 2013. Lo interesante es
que cuenta con imágenes panorámicas de estadio abierto en de partidos reales. Asimismo es
un buen ejemplo de escenario nocturno, con iluminación proveniente de los focos de luz del
propio estadio, lo cual nos presenta diversos retos como las múltiples sombras producidas por
los jugadores al ser iluminados con fuentes de luz en diferentes direcciones.
El conjunto ha sido capturado utilizando dos sistema multicámara distintos:
• Una primera configuración con tres cámaras (figura 1.5), la cual hemos descartado por-
que gran parte de la imagen está ocupada por las gradas, perdiendo información del
campo y pudiendo dar pie a falsos positivos en las mismas. Además los cambios de
iluminación y cortes, producidos por la integración de las imágenes en el proceso de
obtención la imagen panorámica, pueden derivar en problemas.
• Segunda configuración de cámaras (figura 1.6 y tabla 1.1). En este caso, se utiliza un
array de cinco cámaras para grabar aproximadamente 40 minutos de partido. Esta pa-
norámica elimina el problema de los cortes y los cambios de iluminación, además de
eliminar las gradas. Su inconveniente es la deformación que se produce.
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Camara Basler acA2000-50gc
Resolución 1920 x 1080
Velocidad de fotogramas 25 fps
Modelo de lente 8mm Azure-0814M5M
Uso stiched panoramic video (4450 x 2000)
Tabla 1.1: Especificación de las cámaras en la segunda configuración (Alfheim)
Figura 1.6: Panorámica con la segunda configuración de cámaras
1.4.2 Caltech Pedestrian Dataset
Esta base de datos consiste en un total de diez secuencias de vídeo que equivalen a diez
horas de grabación capturada desde un vehículo en un entorno urbano, y almacenadas en
formato SEQ [6]. Estas secuencias las dividen en: seis dedicadas a entrenamiento y otras cuatro
utilizadas para test. A mayores también incluyen anotaciones, en un formato propio (vbb,
video bounding box), donde se distinguen dos clases: peatones y grupo de peatones.
Contiene 10 horas de grabación en las que no siempre hay anotaciones, obtenidas a una
resolución de 640 x 480 píxeles a una frecuencia de 30Hz. De cuyos fotogramas (figura 1.7)
hemos identificado una serie de características:
• Contiene imágenes con objetos parcialmente ocluidos.
• Los objetos están a una escala similar a los de Alfheim Soccer Dataset.
• Las imágenes obtenidas suelen concentrar los objetos de interés en los laterales, ya que
Figura 1.7: Ejemplo de fotogramas con anotaciones del conjunto de datos de Caltech
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Figura 1.8: Ejemplo MARS con 16 secuencias y falsas detecciones
son tomadas desde una cámara orientada hacia la parte frontal del vehículo.
• La clase de grupo es demasiado heterogénea, respecto a la separación entre objetos e
incluso introducen elementos que no son grupos en la misma.
1.4.3 Market-1501 & MARS
MARS[7] es un conjunto de datos (figura 1.8) centrado en la reidentificación de perso-
nas basado en vídeo, siendo también una extensión del conjunto de datos Market-1501[8] .
Consiste en una colección de 1261 peatones distintos capturados por al menos dos cámaras
distintas, dando como resultado 20715 secuencias de imágenes de las cuales 3248 son erro-
res introducidos por detecciones o seguimientos falsos. Dotando al conjunto de tolerancia a
fallos.
1.4.4 Discusión sobre las bases de datos de referencia
En esta sección hemos analizado las diversas bases de datos de referencia que serán uti-
lizadas y mencionadas a lo largo de todo el documento. Cada una responde a las distintas
necesidades previamente mencionadas:
• Alfheim Soccer Dataset, es la que utilizaremos como base para analizar los resultados de
todos nuestros experimentos. De sus variantes, nos centraremos en la segunda confi-
guración, ya que esta nos permite tener una mejor perspectiva del campo.
• Caltech Pedestrian Dataset, será la utilizada para realizar los reentrenamientos con YO-




• Market-1501 y MARS, pese a que no se utilizarán para reentrenamientos en este pro-
ceso, es interesante el conocer en que consisten los conjuntos de datos utilizados en
aplicaciones de reidentificación.
1.5 Trabajo propuesto
El análisis automático de vídeo representa una línea relevante de investigación, ya que,
por un lado, gran cantidad de la información que se maneja en la actualidad está contenida
en este formato (cámaras de seguridad, drones, etc.), y por otro, la revisión manual de los
vídeos supone un trabajo tedioso y propenso a errores humanos. El poder contar un método
preciso que realice este trabajo sería un elemento clave para generar análisis estadísticos de
forma mucho más veloz y completa, en un tiempo razonable, permitiendo generar informes
concretos para un dominio específico, y que servirán de base para toma de decisiones, tales
como escoger la mejor disposición de los productos en grandes supermercados al analizar el
flujo habitual que adoptan los clientes para recorrer el lugar, realizar detección de intrusiones,
detección de riesgos observando acciones inusuales o, más relacionado con este proyecto,
generación de estadísticas en eventos deportivos.
Para ello se tomará uno de losmodelos de deep learning emergentes, en concreto el método
Deep SORT [9], y se analizará su rendimiento en escenarios deportivos multijugador por lo
que será necesario la modificación del modelo debido a que los escenarios deportivos tienen
características concretas que hacen necesario el estudio y adaptación de técnicas de ámbito
más genérico, tratando de paliar algunos de los posibles problemas específicos del dominio.
Este análisis de rendimiento será divididos en dos partes, correspondiéndose con las dos fases
en las que se divide la metodología de Deep SORT :
• Detección de jugadores de fútbol en entornos deportivos.
• Seguimiento de jugadores de fútbol en entornos deportivo.
En concreto, en este dominio los diferentes jugadores del mismo equipo tienen una apa-
riencia similar, debido al uniforme, y la alta probabilidad de oclusión. Esto último supone un
reto aún no resuelto a la hora de reidentificar los diferentes individuos con el objetivo de no
perder la traza en su seguimiento.
Por tanto, la elaboración de este método supondrá una solución eficiente y cómoda para
paliar estas necesidades y, para ello, es necesario el evaluar por completo el comportamiento
de este sistema (Deep SORT ) en un entorno real específico para destacar y detectar todas las
posibles carencias existentes del mismo, con la intención de plantear posibles soluciones, y





El objetivo principal del trabajo es el obtener una herramienta de análisis de escenarios pa-
ra la identificación y seguimiento de objetos de interés en escenarios deportivos. Para ello será
necesario detectar e identificar las características propias del dominio modificando y adaptan-
do los métodos genéricos a las características propias del entorno seleccionado, y proporcio-
nando mejoras, con el objetivo de obtener una aproximación funcional, sobre la cual poder
continuar experimentando.
1. Se analizará el comportamiento de Deep SORT a la hora de realizar la detección de per-
sonas, cuyo encargado es YOLOv3, utilizando distintas configuraciones (pesos o formas
de analizar el fotograma).
2. Se analizará su comportamiento a la hora de realizar el seguimiento de dichas detec-
ciones. Para ello tomaremos como punto de partida el mejor caso obtenido en el punto
anterior, esta vez realizando modificaciones en la CNN de SORT.
3. En este punto, ya tenemos analizado ambas fases del proceso, por lo tanto se aplicarán
ciertas mejoras a lo que ya tenemos, y se estudiará si suponen una mejora.
4. Por último, sintetizaremos todo el proceso mediante conclusiones y trabajo futuro, dan-
do por terminada la memoria.
1.7 Estructura de la memoria
En el capítulo 1, hemos introducido el contexto de aplicación, afianzado los conceptos
básicos de análisis de vídeo, revisado los conjuntos de datos existentes, e introducido el trabajo
propuesto con sus objetivos concretos.
El capítulo 2 está dedicado a exponer la metodología utilizada para el desarrollo, la plani-
ficación y presupuesto del proyecto.
El capítulo 3 inicia la parte de experimentación. En él nos centraremos en experimentar
con la capacidad de detección Deep SORT. En particular, estudiaremos el rendimiento que
presenta YOLOv3 en la tarea de detectar jugadores en las imágenes de Alfheim.
El capítulo 4 está dedicado a la experimentación con la capacidad de seguimiento de Deep
SORT. En particular, trabajaremos con SORT para estudiar el traking de jugadores a partir de
los resultados de detección en las imágenes de Alfheim.
El capítulo 5 finalizará la parte de experimentación. En él se presentarán algunas mejoras
que tratan de solventar alguno de los problemas encontrados a lo largo de los dos capítulos
anteriores. Asimismo, se realizará una comparativa con el mejor caso obtenido en el capítulo
4, para evaluar los resultados.
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El capitulo 6 estará dedicado a las conclusiones finales, junto a las relaciones con las com-





En este capítulo reflejaremos la metodología de desarrollo utilizadas, las tareas en las que
se dividió el proceso (y planificación), materiales utilizados y, finalmente, el seguimiento y
presupuesto estimado.
El método a abordar para la realización de este proyecto comienza con un estudio deta-
llado de la bibliografía para identificar el estado del arte. Posteriormente se realizarán varios
procesos: el diseño de la metodología de procesado de imagen para abordar el problema, su
implementación y la realización de pruebas que validen el método desarrollado. El desarrollo
se realizará utilizando una metodología iterativa e incremental.
2.1 Metodología de desarrollo
Hemos optado por adoptar una metodología de desarrollo iterativo e incremental porque
el proceso de experimentación de este proyecto supone en ir añadiendo modificaciones (in-
cremental) y realizando una serie de pasos de forma repetitiva (iterativo). Estos pasos serían
los siguientes (figura 2.1):
1. Una fase inicial de determinación de objetivos, donde se investigará y planificará la
siguiente modificación a realizar sobre la implementación dada.
2. Una fase de análisis de riesgo donde se diseñará el experimento y se comprobará si es
o no es factible el realizarlo.
3. Una fase de implementación, donde haremos efectiva la modificación y comprobare-
mos que funciona como se había planeado.
4. Y una fase de evaluación de resultados, donde ejecutaremos la nueva versión de la
implementación sobre nuestro vídeo de referencia y analizaremos los resultados de la
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Figura 2.1: Esquema de la metodología empleada.
iteración, y los añadiremos a la documentación, antes de pasar a la fase de determinación
de objetivos para un nuevo incremento.
2.2 Tareas y planificación
Al ser el primer proyecto de investigación realizado, la división en tareas y la asignación
de tiempo/esfuerzo se hará gosso modo. También se establecerá un tiempo fijo de dedicación
diario, siendo este de 4 horas diarias. Por ende, la división en tareas sería la siguiente:
1. Estudio del estado de arte (3 semanas). Su objetivo es el obtener conocimientos gene-
rales y específicos sobre métodos, términos y aproximaciones realizadas en el campo del
análisis automático de vídeo en general y, en particular, en aquellos temas relacionados
con la casuística del proyecto. Paralelamente, añadiremos los detalles que consideremos
oportunos a la documentación.
2. Búsqueda de bases de datos de referencia (2 semanas). Analizaremos los distintos
repositorios existentes, al igual que las referencias en los documentos, para encontrar
diversas bases de datos que cubran nuestras futuras necesidades: entrenamiento de YO-
LOv3, entrenamiento o comprensión de la red de neuronas profundas de SORT y evalua-
ción de los experimentos (Alfheim). Paralelamente, se añadirá la parte correspondiente
a estos conjuntos de datos en la documentación.
3. Análisis de las diversas implementaciones existentes deDeep SORT (2 semanas).
En ella, buscaremos todas las posibles implementaciones existentes, probando y anali-
zando globalmente su funcionamiento. Finalmente seleccionaremos aquella que más
se ajuste a nuestros intereses y a las directivas del departamento (implementación en
PyTorch).
4. Comprensión de la implementación seleccionada (2 semanas). Análisis porme-
norizado de la implementación escogida. La intención es entender completamente su
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funcionamiento a nivel de implementación para poder obtener un listado de posibles
mejoras a priori. Paralelamente, se añadirá la parte correspondiente a la implementa-
ción a la documentación.
5. Experimentación con YOLOv3 (Detección de jugadores) (4 semanas). En este paso
se realizarán varias modificaciones en la etapa de detección del sistema y se estudiarán
sus resultados al analizar vídeos de tamaño reducido. A continuación se seleccionarán
aquellos considerados como relevantes y se aplicarán sobre la secuencia completa se-
leccionada para estudiar detalladamente sus resultados. Paralelamente, se recogerán el
proceso, resultados y conclusiones del este proceso en la documentación. NOTA: Esta
tarea supone varias iteraciones de la metodología de desarrollo, una por cada experi-
mento realizado.
6. Experimentación con SORT (Seguimiento de jugadores) (4 semanas). En este paso,
partiendo del mejor caso obtenido en la experimentación anterior, se realizarán varias
modificaciones en la etapa de tracking del sistema y se estudiarán sus resultados al
analizar vídeos de tamaño reducido. A continuación se seleccionarán aquellos consi-
derados como relevantes y se aplicarán sobre la secuencia completa seleccionada para
estudiar detalladamente sus resultados. Paralelamente, se recogerán el proceso, resul-
tados y conclusiones del este proceso en la documentación. NOTA: Esta tarea supone
varias iteraciones de la metodología de desarrollo, una por cada experimento realizado.
7. Experimentación con mejoras (4 semanas). En esta tarea, se analizarán los resulta-
dos obtenidos en los experimentos anteriores, concretamente todas sus carencias. Sobre
ellas se propondrán una serie de mejoras, de las cuales parte de ellas serán implementa-
das y otra parte serán únicamente citadas en la memoria debido a los límites de tiempo
establecidos por el curso escolar. Paralelamente, se recogerán el proceso, resultados y
conclusiones del proceso de mejora en la documentación, analizando y comparando los
resultados con el mejor caso del experimento de seguimiento. NOTA: Esta tarea supone
varias iteraciones de la metodología de desarrollo, una por cada experimento realizado.
8. Finalización y revisión de la memoria (2 semanas). Se completará el documento de
la memoria con aquellos detalles que hayan quedado sin clarificar. Así mismo, se re-
visará todo el documento para corregir todo aquello que sea incoherente o ambiguo,
incluyendo reestructurar partes del documento con intención de facilitar la compren-
sión y seguimiento del mismo.
La organización se realizará de forma secuencial, marcando cada una una iteración del
proyecto global (figura 2.2).
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Figura 2.2: Diagrama de Gantt.
2.3 Materiales
Para el desarrollo e implementación de este proyecto se hará uso de:
• Librerías de procesado de imagen y visualización: cv2, pyplot.
• Librerías matemáticas: numpy.
• Librerías de aprendizaje máquina: PyTorch.
Respecto al las características del equipo personal en el cual se ha trabajado, han sido las
siguientes:
• CPU: AMD Ryzen 5 2600X.
• GPU: NVIDIA RTX 2070 SUPER 8GB.
• Memoria volátil: 16GB de RAM a 3200MHz.
Se han necesitado también ciertas bases de datos de referencia para cubrir diversas nece-
sidades: Alfheim Soccer Dataset y Caltech Pedestrian Dataset.
Finalmente se ha utilizado una implementación ya existente en PyTorch de Deep SORT,
que ha sido necesario adaptar a las necesidades de este proyecto.
2.4 Presupuesto
Hemos elaborado un presupuesto (tabla 2.1) teniendo en cuenta el coste de un investigador
junior, con salario bruto de 1500 €/mes, una jornada laboral de 35 horas semanales, junto con
los costes de la seguridad social del propio trabajador 490 €/mes, a ello le sumamos el prorrateo
de pagas extra, vacaciones y festivos, para obtener un un total estimado de 18.5 €/hora.
A mayores hemos considerado los gastos asociados a los servicios (coste eléctrico, cone-
xión a internet, …) y alquiler, aproximando los primeros a 150 € mensuales y los segundos
a 400 € mensuales, considerando 24 horas/día. Finalmente, se añadirá también un coste de
amortización tecnológica asociada a la compra puntual de una tarjeta gráfica, valorada en 570
€ (con un valor residual de 200€ y una esperanza de vida de 4 años) y considerando también 24
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Tabla 2.1: Presupuesto del proyecto.
horas/día, cuyo coste de amortización anual es de 92.5€. Por ende, estimamos que los gastos
asociados al espacio de trabajo y amortización tecnológica rondarán los 0.77 €/hora.
Todos estos costes serán reflejados en €/h, y se considerará una duración del proyecto de 9
meses (unas 39 semanas), esto supone 1365 horas totales del trabajador (35 horas/semana x 39
semanas) y 6570 horas totales de este trabajo, desde el momento que inicia hasta que finaliza
(730 horas/mes x 9 meses).
Finalmente, la duración del este proyecto se había estimado para una duración de 6 meses
pero, debido los imprevistos reflejados en el seguimiento (siguiente sección), ha resultado
durar 3 meses más, haciendo el total de 9 con el que hemos trabajado en este punto. Por ende,
teniendo en cuenta la duración final de proyecto y la tabla de costes anteriormente citada,
estimamos que el proyecto tendrá un coste en bruto de 30311.4 €.
2.5 Seguimiento
Como cabía esperar, se han producido desviaciones en el proyecto, en parte debido a la
propia inexperiencia a la hora de estimar fechas en proyectos de este tipo. Asimismo, se han
dado circunstancias excepcionales que han afectado directamente al proyecto. Entre los cuales
podemos destacar:
• Problemas para obtener los resultados deseados en el reentrenamiento de YOLOv3 don-
de se le ha tenido que dedicar un tiempo mayor de los esperado, ya que no se logra-
ba mejorar la detección obtenida con los pesos originales. Finalmente se ha tomado
la decisión de parar esta parte de la experimentación, ya que nos estaba consumiendo
demasiado tiempo, dejándolo como un frente abierto para mejora. Igualmente, hemos
reflejado los mejores resultados obtenidos en esta memoria.
• Impacto del COVID19 : Ha afectado completamente a la organización en las etapas de
experimentación debido a un cambio de organización académico completo, aumentando
la carga de trabajo en esos aspectos, lo que supuso una reducción en el tiempo dedicado
(incluso pausas), además de una mayor carga psicológica.
Todos estos imprevistos han significado el no poder entregar esta memoria en plazo para





Detección de jugadores de fútbol en
escenarios deportivos
En este capítulo estudiaremos la capacidad de detección deDeep SORT, es decir, nos centra-remos en el resultado de aplicar YOLOv3 sobre las imágenes panorámicas de Alfheim, en
particular sobre un vídeo de 40 minutos de duración con la segunda configuración de cámaras.
3.1 Metodología
El proceso de detección (figura 3.1) consiste en extraer los fotogramas del vídeo para pos-
teriormente enviarlos uno a uno (de forma completa o dividido en ventanas) como entrada a
YOLOv3 para que este los analice. Buscará en la imagen de entrada objetos que sean recono-
cibles mediante la CNN entrenada en COCO (u otros), y dará como resultado una lista de las
detecciones que ha encontrado junto con las dimensiones y posición de la caja que envuelve
a cada una de ellas, además indicará la clase a la que pertenecen. En este caso únicamente
interesa que detecte elementos de clase persona (jugadores), figura 3.2.
Con esto en mente se han realizado distintos experimentos, variando tanto la división
en celdas de los fotogramas como cambiando los pesos y el modelo utilizado por YOLOv3,
realizando los entrenamientos pertinentes. De todos ellos, se han seleccionado los tres más
relevantes:
• Utilización del modelo y pesos originales (obtenidos directamente de la página oficial
de YOLOv3). Con este experimento la intención es demostrar la capacidad actual del
sistema sin realizar cambios.
• Utilización de la configuración original (modelo y pesos) pero esta vez dividiendo la
imagen en celdas para así procesar cada división del fotograma por independientemente
y así lograr un mayor recall.
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Figura 3.1: Entradas y salidas de de YOLOv3.
Figura 3.2: Ejemplo de detección.
• Utilización de pesos nuevos, resultado de realizar un entrenamiento de YOLOv3 en un
conjunto de datos centrado en detección de peatones (Caltech Pedestrian Dataset), y
las modificaciones pertinentes del modelo con el objetivo de mejorar los resultados del
modelo anterior. En este caso también se ha optado por utilizar la técnica de división
de fotogramas en celdas, para paliar el problema de la escala y la gran dimensionalidad
de las imágenes de entrada.
Finalmente, a la hora de valorar las aproximaciones, tomaremos como métrica de ren-
dimiento el recall, porque, al no poder contar con un ground truth, es el indicador que más
interés nos aporta. Ya que buscamos que se detecten el mayor número de jugadores, aunque
eso implique el tener que filtrar a posteriori las detecciones no deseadas.
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Figura 3.3: Comparativa de YOLOv3 vs. otros métodos de detección utilizando una Titan X.
3.2 Algoritmo YOLOv3
You only look once (YOLO) es uno de los sistemas de detección en tiempo real más utiliza-
dos en los últimos años. En particular, YOLOv3[10] por ser extremadamente rápido y preciso
(figura 3.3).
YOLO divide la imagen en una rejilla celdas de 13 x 13, donde cada una es responsable de
predecir 5 bounding boxes, describiendo el rectángulo que envuelve a cada objeto detectado.
A mayores también nos aporta una puntuación de confianza que nos indica lo precisa que es
la predicción del rectángulo que envuelve al objeto.
YOLOv3 realiza la predicción de las bounding box mediante el uso de agrupación de datos
de alta dimensión como anchor boxes. La red predice 4 coordenadas para cada celda (tx, ty, tw, th).
Si asumimos que la celda está desplazada (cx, cy), tomando como referencia las esquinas su-
perior izquierda de imagen y celda, y que la bounding box prior tiene ancho y altura pw y ph.
Entonces las predicciones se corresponden a (figura 3.4):
bx = σ(tx) + cx






Durante el entrenamiento se utiliza la suma cuadrada del error de pérdida (error loss). Si
el valor de ground truth para una coordenada predicha es t′∗, el gradiente se calcula como la
diferencia entre valor predicho menos valor del ground truth t∗ (calculando las coordenadas
a partir de la ground truth box invirtiendo las ecuaciones anteriores): t′∗ − t∗. YOLOv3 calcula
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Figura 3.4: Predicción de bounding boxes.
Figura 3.5: Modelo utilizado por YOLOv3: Darknet-53.
una puntuación de objetividad para cada bounding box utilizando regresión logística. Esta
debería ser 1 si la bounding box prior predicha se superpone al ground truth del objeto más
que cualquier otra de las bounding box predichas. A mayores se aplica un umbral mínimo al
que tiene que llegar una bounding box predicha para ser considerada.
Para la predicción de clases, cada caja predice las clases que la bounding box pueda conte-
ner usando un sistema multicapa. En esta versión no se utiliza softmax, utilizan clasificadores
logísticos independientes. Durante el entrenamiento se utiliza entropía cruzada binaria para
el cálculo de la pérdida en las predicciones de clases.
YOLOv3 predice cajas a tres escalas diferentes y extrae características de cada una de ellas
utilizando el siguiente modelo de red neuronal llamado Darknet-53 (figura 3.5).
Finalmente, en esta implementación de Deep SORT + YOLOv3 hace uso de los pesos y con-
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Figura 3.6: Ejemplo de la deformación del fotograma completo como entrada en la configura-
ción de YOLOv3 original.
figuración de YOLO correspondientes a YOLOv3-416, donde 416 hace referencia a la dimensión
de imágenes de entrada a procesar.
3.3 Experimentación y resultados
3.3.1 Configuración original, sin división de fotogramas
Mantenemos tanto la configuración como los pesos utilizados en la implementación origi-
nal (YOLOv3-416), entrenados en el conjunto de datos de COCO cuyas dimensiones de imagen
de entrada son de 416x416 píxeles. Para procesar las imágenes se introducen uno a uno los
fotogramas completos del escenario. Esta decisión implica que la imagen de entrada en el
detector es sometida a un reescalado (figura 3.6) hasta adoptar las dimensiones 416x416, la
utilizada por la configuración original.
Esta transformación produce que se pierdan los detalles demenor tamaño, ya que la resolución
original de los fotogramas es de 4450x2000, y a mayores que se produzca cierta deformación
de pasar de una relación de aspecto rectangular a una cuadrada.
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Total Media DT Med Mod Máx Mín
Detecciones por fotograma 982990 17.0886 4.4037 17 18 36 0
Tabla 3.1: Resultados con la configuración de YOLOv3 original y fotograma completo
Figura 3.7: Ejemplo de detección moda con el fotograma completo y COCO.
Resultados
Se ha ejecutado Deep SORT con la secuencia completa de la segunda configuración de
Alfheim (duración: 40 minutos), cuyo tiempo de procesado por fotograma completo es de 0.8
a 1.2 segundos.
Como podemos observar en la tabla 3.1 el número de detecciones es bajo, llegando a foto-
gramas en los que no se detecta nada. Tanto media comomoda nos dan valores inferiores a los
deseados, 22 detecciones para jugadores sin contar árbitros ni demás personal. Esto se debe a
que el reescalado deforma la imagen y reduce los detalles hasta tal punto que el detector tiene
problemas para identificarlos.
En el caso valor más frecuente, moda, (figura 3.7) hay varios jugadores que no han sido
reconocidos, esto es debido en parte a la escala y deformación de la imagen de entrada, ya que
está analizando un fotograma completo de gran dimensión, esto hace que de forma frecuente
se pierda información sobre la posición de los jugadores en casos en los que no se produce
oclusión.
Todo esto no quita que no existan fotogramas en los que el número de detecciones sean
buenos, este es el caso del máximo (figura 3.8), donde podemos observar que se detectan
gran parte de los jugadores, con contadas excepciones. El problema es que, tal y como se ha
comentado anteriormente, la media y la moda indican que este método no es suficiente de por
sí.
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Figura 3.8: Ejemplo de detección máxima con el fotograma completo y COCO.
Figura 3.9: Ejemplo de detección mínima con el fotograma completo y COCO.
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Figura 3.10: División del fotograma en ocho celdas de 1112 x 1000 px.
El caso extremo ocurre cuando observamos la detección mínima (figura 3.9). En este foto-
grama, en el cual no ha habido ninguna detección, se muestra una situación clave que apare-
cerá en todos los demás experimentos. Dicha situación es la concentración de casi todos los
jugadores en un espacio reducido, esto produce gran número de oclusiones y solapes que el
sistema haciendo que el sistema no tenga la capacidad diferenciar y detectar a ninguno de
ellos.
3.3.2 Configuración original, con división de fotogramas
En este caso, no se han variado ni el modelo ni los pesos asociados al modelo, en su lugar
se ha modificado la forma de procesar los fotogramas. Estos se han dividido en celdas de
1112x1000 píxeles (figura 3.10) con la intención de analizar cada una de ellas por separado, en
lugar de tratar con el fotograma completo.
El objetivo de esta modificación es la reducción la deformación y reescalado que se pro-
duce al tomar el fotograma completo y evitando parte de la pérdida de información resultante
producida como resultado de este último (figura 3.11). A mayores esto implica que la escala de
los jugadores en las imágenes de entrada del detector, facilitando el reconocimiento de dichas
personas.
Resultados
Se ha ejecutado Deep SORT con la secuencia completa de la segunda configuración de
Alfheim (duración: 40 minutos), cuyo tiempo de procesado por fotograma completo es de 0.8
a 1.2 segundos.
En este caso (tabla 3.2), hemos aumentado el recall de las detecciones y en ningún caso
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Figura 3.11: Ejemplo escala de una celda en el caso de división de un fotograma en 8.
Total Media DT Med Mod Máx Mín
Detecciones por fotograma 2049873 35.6357 4.3665 36 36 54 14
Tabla 3.2: Resultados con la configuración de YOLOv3 original y fotograma dividido en celdas
llegamos a 0. A mayores la moda nos indican que lo más habitual es que se detecten 36 perso-
nas, cuyo número es superior al ideal (22 jugadores), dándonos pie a plantearnos la necesidad
de métodos para filtrar aquellas que no nos interesen, como árbitros u otros.
Analizando el caso más frecuente (figura 3.12), podemos observar que se consigue la de-
tección de todos los jugadores, con la excepción del portero del lado izquierdo de la imagen
que, al tener parte de la equipación de un color similar al fondo, hace que sea difícil de detec-
tar. También se muestra el problema nacido de la división de los fotogramas en celdas, que
es que en las zonas de corte se pueden generar dos detecciones si un jugador aparece en dos
celdas parcialmente (este es el caso el jugador de abajo a la izquierda).
En el caso del máximo número de detecciones (figura 3.13), podemos observar que juga-
dores y árbitros se detectan correctamente y el valor que aumenta se debe a un incremento de
respuestas en las zonas laterales en las que habitualmente se encuentran árbitros, operarios
de cámaras u otro tipo de personal, a mayores es posible que en fotogramas esporádicos se lle-
guen a producir falsos positivos en los paneles publicitarios, aunque en vista de los resultados,
la mejora de número de detecciones no se ha logrado.
Como observamos el mínimo (figura 3.14) se encuentra en fotogramas, como el de la fi-
gura en la figura 3.9, donde hay una gran concentración de jugadores en una sola región, es
decir, cuando hay un número grande de colisiones, potenciadas por la deformación del tipo
de panorámica. Pero aún así se mejora notablemente la detección en comparación al caso de
la figura anteriormente citada, ya que se logra un mayor número de jugadores reconocidos.
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Figura 3.12: Ejemplo de detección moda con ocho subdivisiones y COCO.
Figura 3.13: Ejemplo de detección máxima con ocho subdivisiones y COCO.
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Figura 3.14: Ejemplo de detección mínima con ocho subdivisiones y COCO.
3.3.3 YOLOv3 reentrenado, con división de fotogramas y dos escalas
En este caso hemos generado unos nuevos pesos para el modelo mediante el entrena-
miento de YOLOv3 en la base de datos de referencia de Caltech, nuestra intención con esto es
comprobar como varía el comportamiento utilizando un conjunto de datos de peatones, que
es mucho más específico que COCO para la tarea de detección de jugadores. Con esto busca-
mos una mejora en el número de detecciones y en el tiempo de procesamiento, por parte del
sistema.
Preparación del conjunto de datos
El primer paso ha sido adaptar la base de datos deCaltech al formato de YOLO. Para realizar
el cambio de formato de imágenes y anotaciones, hemos utilizado una implementación ya
existente [11], que cuyo método se divide en tres pasos:
1. Obtener los fotogramas a partir de los archivos de vídeo .seq.
2. Añadirle un margen vertical a las imágenes para que su tamaño sea de 640 x 640 px,
forzando la relación de aspecto 1:1.
3. Convertir las anotaciones de .vbb a .txt, creando un fichero por fotograma en el que
existan detecciones y haciendo los cálculos necesarios para satisfacer el formato de YO-
LO:
< clase-del-objeto> <coordenada-x-centro> <coordenada-y-centro> <anchura-de-la-
caja> <altura-de-la-caja>
A continuación seleccionamos un subconjunto teniendo en cuenta los siguientes criterios:
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• Descartamos aquellos fotogramas para los cuales no hay anotación.
• Descartamos las anotaciones correspondientes a la ”clase 1” (grupos).
• Descartamos aquellos fotogramas en los cuales solo había anotaciones de ”clase 1”.
• Seleccionamos de los restantes un subconjunto, guardando 2/3 para entrenamiento y
1/3 para validación.
Modificaciones en el archivo de configuración .cfg
Para entrenar YOLOv3 con el nuevo conjunto de datos es necesario realizar cambios en el
fichero de configuración del modelo para adaptarlo a las nuevas dimensiones del conjunto de
datos de Caltech (640x640) y para poder trabajar con una única clase, para esto último paso
implica utilizar la siguiente fórmula para editar los filters de la última capa.
filters = (numero_de_clases ∗ 5) ∗ 3 (3.2)
Por último, se han calculado nuevos anchor, ya que los originales de YOLOv3 no eran efecti-
vos. Para generar las anchor box correctas para un buen entrenamiento, se ha utilizado una
implementación [12] basada en k-means, con nueve clústeres, ya que al igual que YOLOv3. Es-
tos valores se obtienen a partir de las dimensiones de las cajas ya etiquetadas en el conjunto
de datos. Por último, el código base está pensado para YOLOv2, entonces hay que multiplicar
los valores de los anchor obtenidos por un factor de 32 y así poder actualizar el archivo de
configuración de YOLOv3 con ellos.
Entrenamiento
Realizamos un entrenamiento multi-escala, utilizando el código desarrollado por Ultraly-
tics[13], para mejorar la respuesta a los diferentes tamaños de los jugadores en el campo. Esta
opción escala aleatoriamente las imágenes de entrada entre 416 y 960 px y, a mayores, con-
tiene una clase que realiza augmentation sobre el conjunto de datos (figura 3.15), logrando así
mayor variabilidad.
Resultados
Se ha ejecutado Deep SORT con la secuencia completa de la segunda configuración de
Alfheim (duración: 40minutos). En adición al caso anterior hemos añadido una nueva división
(figura 3.17) para intentar paliar la falta de flexibilidad obtenida en nuestras pruebas con el
modelo entrenado en Clatech.
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Figura 3.15: Ejemplo de augmentation del conjunto de datos de Caltech Pedestrian Dataset.
Figura 3.16: Resultados del entrenamiento con Caltech Pedestrian Dataset.
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Figura 3.17: División del fotograma completo en dos celdas de 2225 x 2000 px.
Total Media DT Med Mod Máx Mín
Detecciones por fotograma 1125208 19.5610 4.3189 20 20 34 6
Tabla 3.3: Resultados con la nueva configuración de YOLOv3 y fotograma dividido en celdas
utilizando dos escalas
Tomando un fotograma aleatorio, hemos comprobado que las mismas 8 divisiones del
anterior experimento no son suficientes para que se reconozcan completamente todos los
tamaños de jugador (figura 3.18).
Y que la segunda división (figura 3.19) nos aporta algunas las detecciones que nos faltan.
Por lo tanto hemos decidido combinarlas, es decir, trabajaríamos con 10 subdivisiones para
paliar el problema de la falta de flexibilidad obtenida, como habíamos comentado previamente
(figura 3.20).
En este caso hemos logrado una mejora de la velocidad de procesamiento de fotogramas,
tardando de media unos 0.7 segundos por fotograma completo, ya que en este caso se analizan
las ocho divisiones en celdas de 1112x1000 px y las dos nuevas de 2225x2000 px.
Pese a la mejora de tiempos consecuencia de trabajar con una única clase, los resultados
(tabla 3.3) no han mejorado a la obtenida con los pesos originales entrenados en COCO combi-
nado con las 8 divisiones (tabla 3.2), pero sí que ha mejorado ligeramente el resultado original
(tabla 3.1). Esto probablemente se deba a que no se ha obtenido la flexibilidad suficiente con
el entrenamiento en Caltech y que no se ha logrado explotar el potencial del conjunto de datos.
NOTA: En caso de poder contar con pesos entrenados en una base de datos más específica,
se debería de repetir esta parte del experimento con el nuevo conjunto para poder contrastar
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Figura 3.18: Ejemplo de detección en fotograma con ocho subdivisiones.
Figura 3.19: Ejemplo de detección en fotograma con dos subdivisiones.
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Figura 3.20: Ejemplo de detección en fotograma con la unión de las subdivisiones.
los resultados de nuevo, ya que la mejora de tiempos es relevante y podría ser decisiva en el
rendimiento del sistema si se consigue un número aceptable de detecciones.
En el caso más frecuente (figura 3.21) podemos observar que se mantiene un mejor nú-
mero de detecciones (comparado con el resultado original del sistema) pero no logra ser lo
suficientemente bueno, dejando varios jugadores sin detección.
En el fotograma de detección máxima (figura 3.22) podemos observar que se detectan la
mayoría de jugadores pero que también se detectan varias veces algunos de ellos. Esto se debe
tanto a la utilización de esa segunda escala como a los cortes producidos por las primeras sub-
divisiones. Haciendo obvia la necesidad de un método para la unión de detecciones referidas
a un mismo jugador.
En el caso del mínimo (figura 3.23) volvemos a encontrarnos con la misma situación que
en las dos anteriores (figuras 3.9 y 3.14), se detectan todos los jugadores (y otro personal)
excepto aquellos que forman parte del grupo en el área izquierda del campo.
3.4 Conclusiones del capítulo
En vista de los resultados obtenidos (figura 3.24), podemos concluir que la el método, de
por sí, no contaba con la suficiente capacidad de detección como para poder aplicarlo direc-
tamente en el problema real, ya que no reconoce a todos los jugadores.
Por lo tanto han sido necesario experimentar con diversas técnicas para mejorar esto.
Se aplicado un acercamiento mediante la división de los fotogramas en celdas, para poder
trabajar con imágenes en las que los jugadores tienen una mayor escala y, en consecuencia,
mejorar notablemente el recall.
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Figura 3.21: Ejemplo de detecciones moda con diez subdivisiones y Caltech.
Figura 3.22: Ejemplo de detección máxima con diez subdivisiones y Caltech.
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Figura 3.23: Ejemplo de detección mínima con diez subdivisiones y Caltech.
Figura 3.24: Comparación entre las tres aproximaciones (número de detecciones, fotograma).
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Figura 3.25: Ejemplo de fotograma 19340 escogido aleatoriamente a partir del resultado obte-
nido mediante el uso de la configuración original entrenada en COCO y fotograma completo.
Figura 3.26: Ejemplo de fotograma 19340 escogido aleatoriamente a partir del resultado obte-
nido mediante el uso de la configuración original entrenada en COCO y fotograma dividido
en 8 celdas.
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Figura 3.27: Ejemplo de fotograma 19340 escogido aleatoriamente a partir del resultado ob-
tenido mediante el uso de la configuración entrenada en Caltech y fotograma dividido en 10
celdas.
A continuación se ha intentado una mejora de esta última con el añadido de generar nue-
vos pesos para YOLOv3 mediante el entrenamiento del modelo en la base de datos de referen-
cia de Caltech que, pese a los distintos experimentos que se han realizado, no se ha logrado
la flexibilidad que ofrecen los pesos originales entrenados en COCO, lo único a destacar de
esta última aproximación ha sido una ligera mejora en el tiempo de procesamiento, lo que
nos indica que entrenar el modelo con un conjunto de datos de jugadores, podría aportarnos
esta vez sí una mejora substancial tanto a la hora de realizar detecciones como en el tiempo
necesario para procesar los fotogramas.
Teniendo en cuenta lo anteriormente expuesto, concluimos que el que mejor resultados
nos aporta, considerando que nuestra prioridad es maximizar el recall para luego filtrar las
detecciones, es la configuración original entrenada en COCO con división de fotogramas en
ocho celdas (3.3.2). Esta configuración ha demostrado ser mucho más flexible frente a la es-
cala de los jugadores, obteniendo mejores resultados en los estadísticos, en general. Pese a
todo existen ciertos aspectos que deben de ser mejorados para garantizar un comportamiento
correcto y que serán comentados en el siguiente apartado.
Finalmente, como ya se había comentado, sería interesante tratar de explorar más el tema
de la detección contando con un conjunto de datos etiquetados propios del deporte y del en-
torno en particular en el que trabajamos, con ello la intención es lograr que el detector aprenda
las particularidades ya vistas del entorno con la ventaja de la velocidad de procesamiento que
hemos observado que se conseguiría trabajando con una sola clase gracias al experimento con
la base de datos de referencia de Caltech.
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Figura 3.28: Detección de elementos no deseados.
Figura 3.29: Doble detección en los cortes de las subdivisiones
3.4.1 Puntos mejorables
Hay varios resultados mejorables respecto a la detección de jugadores:
• Filtrar las detecciones para quedarnos solo con los jugadores. Para ello deberíamos eli-
minar detecciones por su posición (fuera del terreno de juego) y por su tonalidad (uti-
lizando la información de color de los uniformes). E incluso sombras (figura 3.28).
• Unir las detecciones segmentadas, consecuencia de que el detector puede reconocer a
una persona que aparece parcialmente en celdas consecutivas (figura 3.29).
• Problemas en grandes concentraciones de jugadores, generalmente en las zonas cerca-
nas a la portería. Se generan tantas oclusiones y solapes que no se consiguen detectar
a los jugadores (figura 3.30).
• Problema con la detección del portero con equipación de color similar al césped. La
similitud entre fondo y equipación, potenciado por la escala y resolución del jugador,
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Figura 3.30: No detección en casos de grandes concentraciones de jugadores
Figura 3.31: No detección en casos de grandes concentraciones de jugadores




Tracking de jugadores de fútbol en
escenarios deportivos
En este capítulo analizaremos el comportamiento de la CNN propia de Deep SORT, encar-gada de realizar la tarea de seguimiento de los jugadores a lo largo de todo el vídeo. Para
ello realizaremos distintas variaciones de las cuales escogeremos la que mejor resultados nos
aporta.
4.1 Metodología
Este paso (figura 4.1) consiste en procesar todas las regiones contenidas en las bounding
boxes procedentes del análisis del fotograma mediante YOLOv3, a las cuales se les asignará un
identificador. Este será nuevo si considera que es un objeto al que no le ha asignado ninguno
todavía y ha sido reconocido durante más de dos fotogramas seguidos; será uno existente si
considera que ya conoce a dicho objeto o lo eliminará cuando pase un cierto número (por
defecto 70) de fotogramas sin ser reconocido. A mayores tiene la capacidad de reasignar el
identificador cuando pierde la traza del mismo (situación de oclusión) para recuperarla un
cierto número de fotogramas, con más o menos acierto, dependiendo del caso.
Para analizar este paso haremos uso de dos modelos diferentes que realizan esta función,
junto con sus pesos asociados:
• El modelo original del artículo de Deep SORT (tabla 4.1), entrenado en la base de datos
de referencia MARS.
• El modelo modificado realizado por el autor de la implementación de Deep SORT que
utilizamos (tabla 4.2), entrenado en la base de datos de referencia Market-1501.
Una vez tengamos los resultados de ambas ejecuciones, decidiremos cuál de las dos es
la más adecuada y, con ella, probaremos a alterar sus parámetros con intención de mejorar
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Figura 4.1: Entradas y salidas de SORT
Name Patch Size/Stride Output Size
Conv 1 3 x 3/1 32 x 128 x 64
Conv 2 3 x 3/1 32 x 128 x 64
Max Pool 3 3 x 3/2 32 x 64 x 32
Residual 4 3 x 3/1 32 x 64 x 32
Residual 5 3 x 3/1 32 x 64 x 32
Residual 6 3 x 3/2 64 x 32 x 16
Residual 7 3 x 3/1 64 x 32 x 16
Residual 8 3 x 3/2 128 x 16 x 8
Residual 9 3 x 3/1 128 x 16 x 8
Dense 10 128
Batch and l2 normalization 128
Tabla 4.1: Arquitectura del modelo de la red de neuronas profunda del artículo original
Name Patch Size/Stride Output Size
Conv 1 3 x 3/1 32 x 128 x 64
Max Pool 2 3 x 3/1 32 x 64 x 32
Residual 3 3 x 3/1 32 x 64 x 32
Residual 4 3 x 3/2 64 x 32 x 16
Residual 5 3 x 3/2 64 x 32 x 16
Residual 6 3 x 3/2 128 x 16 x 8
Avg Pool 7 3 x 3/1 256 x 8 x 4
Batch and l2 normalization 256
Tabla 4.2: Arquitectura del modelo de la red de neuronas profunda de la implementación
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los resultados. Entre todos los parámetros, el más interesante será el tiempo de vida de las
detecciones en caso de oclusión, es decir, el número de fotogramas en los que se mantiene
la identidad de un jugador antes de ser descartada por ”inactividad”. Este parámetro resulta
clave, ya que en nuestros escenarios los jugadores están acotados y están en el campo de
visión continuamente, así que nos interesa guardar su identidad un tiempo mayor al que se
utilizaría en análisis de peatones, donde la identidad de los actores no está tan acotada.
Nuestro objetivo principal es reducir el número de identidades utilizadas a un valor razo-
nable para facilitar un trabajo posterior de comparación para decretar si realmente son dos
objetos distintos o se refieren o forman parte del mismo, o incluso si se ha producido un cruce
de identidades. Por ende, estableceremos el número de identidades utilizadas como métrica
de calidad, a falta de un ground truth que nos permita realizar un análisis más preciso.
4.2 Algoritmo (Deep) SORT
Simple Online and Realtime Tracking (SORT) [9] es una aproximación pragmática al trac-
king de múltiples objetos centrándose en el uso de algoritmos simples. En él se utiliza in-
formación sobre la apariencia de los objetos para ayudar a seguir los objetos aún después de
largos periodos de oclusión. Su ventaja es que concentra gran parte de la complejidad original
en un buen preentrenamiento offline donde se obtiene una métrica de asociación profunda a
partir de un conjunto de datos de gran escala para la reidentificación de personas.
La metodología de tracking que se adopta es la de una única hipótesis con filtro de Kalman
[14] recursivo y asociación de datos fotograma a fotograma, la cual se detalla a continuación.
Se asume un entorno muy general de tracking donde la cámara no está calibrada y no hay
información de movimiento adicional disponible. Por cada track, se define un estado octadi-
mensional (u, v, γ, h, u’, v’, γ’, h’) que contiene la posición central de la bounding box (u,v), su
relación de aspecto γ, su altura h y sus respectivas velocidades en coordenadas de la imagen.
Se utiliza un filtro de Kalman estándar con velocidad lineal constante y un modelo de obser-
vación lineal donde tomaremos las coordenadas (u, v, γ, h) como observaciones directas del
estado del objeto.
A mayores, para cada track, se cuenta el numero de fotogramas desde la última vez que
el filtro de Kalman predijo su posición k, eliminando aquellos que alcanzan una edad máxima
definida a priori. Se crea una nueva hipótesis por cada detección que no se pueda asociar a un
track ya existente. Esas hipótesis son traks marcados como posibles candidatos durante tres
fotogramas, durante ese tiempo se decide, mediante el uso de métricas, si el track se considera
o se descarta.
Para resolver el problema de asociación entre estados predichos por Kalman y las nuevas
mediciones, se hace uso del Hungarian algorithm que resuelve el problema de asignación en
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tiempo polinomial. A mayores se integra movimiento y apariencia a través de la combinación
de dos métricas.
Para incorporar el movimiento se hace uso de la distancia Mahalanobis (cuadrada) entre
estados predichos y las nuevas medidas:
d(1)(i, j) = (dj−yi)TS−1i (dj−yi) (4.1)
Denotan la proyección de la distribución del i-ésimo track en el espacio medido como
(yi, Si) y la bounding box de la j-ésima detección como dj . Esta distancia toma la incertidum-
bre de la estimación del estado como la medida en la que las desviaciones de las detecciones
distan de la localización media del track, a mayores se pule aplicando un umbral de confianza
del 95%, indicando si es admisible o no. Hay que tener en cuenta que este método es adecuando
cuando la incertidumbre que produce el movimiento es baja.
A mayores, en la segunda métrica, se calcula un descriptor de apariencia rj y también
se mantienen hasta cien descriptores anteriormente asociados a cada track. Con ello, esta
métrica mide la menor distancia coseno entre el i-ésimo track y la j-ésima detección. Esta
métrica también se umbraliza para determinar si es válida o no.





Ambas métricas se complementan cubriendo diferentes aspectos del problema de asigna-
ción. Por un lado, la distancia Mahalanobis ofrece información sobre la posible localización
de los objetos basándose en su movimiento, haciéndola útil para predicciones a corto plazo.
Por otro lado, la distancia coseno considera la información de la apariencia, lo que la hace
especialmente útil para recuperar la identidad después que se produzcan oclusiones durante
varios fotogramas. Finalmente, para definir por completo el problema, se combinan mediante
una suma ponderada, la cual también se umbraliza a posteriori.
ci,j = λd
(1)(i, j) + (1−λ)d(2)(i, j) (4.3)
El parámetro λ se aproximará a 0 en los casos en el que la cámara se desplace substancial-
mente, cediendo todo el peso a la apariencia.
En vez de resolver globalmente el problema de asignación medida-track, se introduce un
método en cascada que lo divide en subproblemas mediante el siguiente algoritmo:
1. Se toma como entrada el conjunto de índices de tracks y de detecciones, al igual que el
umbral que contiene la edad máxima de un track.
2. Se computa la matriz de coste de asignación y de coste de las asociaciones admisibles.
44
CAPÍTULO 4. TRACKING DE JUGADORES DE FÚTBOL EN ESCENARIOS DEPORTIVOS
Figura 4.2: Arquitectura de la CNN de Deep SORT
3. Se itera sobre la edad de los tracks (1..MaxAge) para resolver el problema lineal de asig-
nación de aquellos objetos con track ya asociado.
(a) Se seleccionan el conjunto de tracks que no han sido asociados en esta iteración
en los últimos n fotogramas.
(b) Se resuelve el problema de asignación entre tracks no asociados y detecciones sin
track.
(c) Se actualizan los conjuntos de detecciones con y sin track.
Esta aproximación da prioridad a los track con menor edad, ya que son los primeros en ser
tratados.
Finalmente, se realiza la intersección sobre la unión en el conjunto de tracks no confir-
mados ni asociados (edad = 1). Esto ayuda a contar los cambios repentinos de apariencia
(producidas por oclusiones, por ejemplo) y para generar robustez en la inicialización.
Por último, para que la aplicación funcione es necesario la aplicación de una red de neu-
ronas convolucional entrenada para la reidentificación de personas (figura 4.2).
4.3 Experimentación y resultados
4.3.1 Modelo del artículo y pesos entrenados en MARS
Analizamos los 40 minutos de vídeo de la panorámica, ya utilizada para evaluar la de-
tección, concretamente la red tomará como entrada únicamente los fragmentos de imagen
dentro de las detecciones resultantes del proceso de detección. Para, a partir de ellos, obtener
sus identificadores correspondientes. Finalmente, estudiaremos el tiempo de vida de cada uno
de los identificadores, es decir, el número de fotogramas en los que el identificador aparece
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Total IDs Media DT Med Mod Máx Mín
Tiempo de vida 20155 98.3394 350.8894 13 2 15199 2
Tabla 4.3: Estadísticas de tiempo de vida (en fotogramas) de un ID con la configuración del
artículo entrenada en MARS
Figura 4.3: Primer fotograma con IDs utilizando el modelo del artículo.
asociado a una detección, junto con el número de identificadores generados a lo largo de todo
el vídeo.
En vista de los resultados obtenidos a partir del análisis de la secuencia de vídeo (tabla
4.3), consideramos que el valor de 20000 identidades distintas es un número demasiado ele-
vado, teniendo en cuenta que la moda y media de detecciones son 36 por fotograma. Esto
nos da a entender que este modelo no es capaz de diferenciar bien a los jugadores a lo largo
del tiempo haciendo que la media de tiempo de vida sean unos 98 fotogramas, es decir, las
identidades ”mueren” cada 4 segundos (aproximadamente), demostrando poca capacidad de
reidentificación. Si nos fijamos en la moda y mediana deducimos que es frecuente la presencia
de detecciones espurias cuyo tiempo de vida no llega al segundo.
Analizando la evolución de las detecciones desde el primer fotograma (figura 4.3) al úl-
timo (figura 4.4) observamos que el último identificador creado asignado es el 41909 y que
todas las detecciones tienen identificadores cercanos a este. Esto implica que de los casi 41909
identificadores solo se han asignado 20155, es decir, se han descartado la mitad de ellos debido
a que esas asignaciones no han durado más de 2 fotogramas consecutivos.
Estos resultados están muy lejos de ser los deseados, ya que hay un número demasiado
elevado de identificadores, teniendo en cuenta que lamedia es de 36 detecciones. Tratar con tal
elevado número de identificadores puede ser costoso a la hora de realizar las comparaciones
entre identificadores en diferentes fotogramas para comprobar si se considera que pertenecen
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Figura 4.4: Último fotograma con IDs utilizando el modelo del artículo.
Total Media DT Med Mod Máx Mín
Tiempo de vida 6429 318.7181 627.9456 81 2 13625 2
Tabla 4.4: Estadísticas de tiempo de vida (en fotogramas) de un ID con la configuración de la
implementación entrenada en Market-1501
a un mismo jugador o no, a la hora de pulir el tracking en etapas posteriores. Por tanto, se
descartará esta opción.
4.3.2 Modelo de la implementación y pesos entrenados en Market-1501
Analizamos los 40 minutos de vídeo de la panorámica, utilizándola como entrada para
Deep SORT, realizando la tarea de seguimiento mediante la reidentificación de las detecciones
obtenidas tras haber ejecutado YOLOv3, al igual que en el experimento anterior. En este caso
también nos centraremos en el tiempo de vida de cada uno de los identificadores a lo largo del
vídeo, asimismo tendremosmuy en cuenta el número de IDs generados con esta configuración
de modelos y pesos asociados.
Como podemos observar en la tabla 4.4, con el uso del modelo de la implementación se
han reducido sustancialmente el total de identificadores utilizados, suponiendo un 30% del
valor obtenido en el anterior experimento (tabla 4.3). Pese a que la moda y el valor mínimo se
mantienen, y que el valor máximo se reduce, el incremento de la mediana nos indica que hay
menos detecciones espurias que en el caso anterior, ya que ahora tiene un valor superior a los
3 segundos. Así mismo, la media se ha elevado, alcanzando los 12 segundos, es decir, triplica
el valor del anterior.
Teniendo en cuenta la evolución de los identificadores a lo largo del vídeo (figuras 4.5 y
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Figura 4.5: Primer fotograma con IDs utilizando el modelo de la implementación.
4.6), podemos observar que la cantidad de identificadores utilizados se reducen notablemente
pasando de 41909 (experimento anterior) a 16550, de los cuales aproximadamente 10000 son
descartados debido a que su duración no alcanza el umbral de los tres fotogramas consecutivos
de vida.
Teniendo esto en cuenta, hemos decidido que se tomará como referencia este modelo (el
de la implementación), ya que nuestro mayor interés es la reducción del número de identifi-
cadores generados. Con esto en mente, se procederá a modificar los parámetros de la imple-
mentación con la esperanza de lograr mejorar estos resultados.
4.3.3 Modificaciones en el tiempo de vida de IDs en oclusiones
Con intención de seguir decrementando el número de identidades, se ha aumentado el
tiempo de vida en el que el sistema mantiene las identidades en caso de oclusiones. Este cam-
bio en el parámetro viene motivado por la naturaleza del entorno, ya que se pueden producir
oclusiones de tiempos elevados. Además, los jugadores siempre están en el campo de visión,
con excepciones como los cambios de jugadores, descansos, lesiones u otros. En la implemen-
tación base se establece este parámetro a 70 fotogramas, ya que la implementación estaba
adaptada a entornos genéricos de peatones, donde lo normal es que las personas entren y
salgan continuamente. Para reducir el consumo de memoria, se establece a 70 fotogramas de-
bido a que gran parte de las personas que salen del cuadro quizá no vuelvan, y el tiempo de
oclusión por colisión no es tan elevado.
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Figura 4.6: Último fotograma con IDs utilizando el modelo de la implementación.
Total Media DT Med Mod Máx Mín
Tiempo de vida 235 8968.6309 6622.0244 7897 10 29916 5
Tabla 4.5: Estadísticas de tiempo de vida (en fotogramas) de un ID con la configuración de la
implementación entrenada enMarket-1501 y el tiempo de vida de los ID en oclusiones en 4500
fotogramas
Modificando el tiempo de vida en oclusiones a 4500 fotogramas
Elevamos el valor del parámetro a 4500 fotogramas (180 segundos * 25 fps) para mantener
en memoria más tiempo las identidades, intentando cubrir oclusiones de mayor duración (3
minutos). Este cambio nos ha dado los siguientes resultados:
Como podemos observar en la tabla 4.5, con este único cambio hemos reducido enorme-
mente el número de identificadores utilizados, siendo un 3.65% respecto al valor obtenido en
el anterior experimento (6429 IDs utilizados, tabla 4.4). Esto se traduce en una gran mejora
en los estadísticos en general, confirmando la importancia de este factor como clave para la
problemática.
Atendiendo a la evolución de los identificadores (figuras 4.7 y 4.8) a lo largo del vídeo, he-
mos comprobado que el último identificador generado es el 904, de los cuales se han asignado
235 a detecciones y se han descartado el resto debido a que no han logrado sobrevivir más de
2 fotogramas consecutivos. A mayores destacar que hay una mayor variación entre los nú-
meros utilizados como identidades reflejadas en el último fotograma, destacando la presencia
de algunas de las iniciales.
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Figura 4.7: Primer fotograma con IDs utilizando el modelo de la implementación y 4500 foto-
gramas de vida durante oclusiones.
Figura 4.8: Último fotograma con IDs utilizando el modelo de la implementación y 4500 foto-
gramas de vida durante oclusiones.
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Total Media DT Med Mod Máx Mín
Tiempo de vida 174 12032.9534 5025.9778 12339 4 30402 4
Tabla 4.6: Estadísticas de tiempo de vida (en fotogramas) de un ID con la configuración de
la implementación entrenada en Market-1501 y el tiempo de vida de los ID en oclusiones en
67500 fotogramas
Figura 4.9: Primer fotograma con IDs utilizando el modelo de la implementación y 67500 fo-
togramas de vida durante oclusiones.
Modificando el tiempo de vida en oclusiones a 67500 fotogramas
Como último experimento, iremos a un caso extremo para, con él, cubrir la duración fija
de la mitad de un partido (45 minutos * 60 s * 25 fps), con este nuestra intención en comprobar
si el resultado anterior es mejorable. Con esto reflejamos el caso en el que un jugador fuese
detectado e identificado en el momento inicial para no ser detectado hasta el final. Esta situa-
ción no es realista pero si que cubre algunos casos excepcionales como jugadores lesionados
que vuelven al campo después de un largo período de recuperación, aunque penaliza en los
casos en los que se producen cambios en la plantilla de los equipos y no volvemos a ver a esos
jugadores durante el resto del partido.
Como podemos observar en la tabla 4.6, el número de identificadores se ha vuelto a reducir,
aunque esta vez ligeramente. Asimismo, se reduce el valor de la moda pero, con el aumento de
la mediana, podemos deducir que la reducción de este valor no es relevante en este caso. Esta
decisión se refuerza al detectar aumento de la media y la reducción de la desviación típica,
haciendo que esta aproximación resulte ser un poco más estable que en el caso anterior.
Analizando la evolución de los identificadores (figuras 4.9 y 4.10) a lo largo del vídeo, po-
demos observar que el número de identidades utilizadas ha disminuido ligeramente respecto
a la aproximación anterior. En este caso el último identificador asignado es el 511, de los cua-
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Figura 4.10: Último fotograma con IDs utilizando el modelo de la implementación y 67500
fotogramas de vida durante oclusiones.
les se han utilizado 174 y el resto se han descartado por no superar el umbral de más de dos
fotogramas consecutivos.
4.4 Conclusiones del capítulo
Al no contar con una base de datos etiquetada para cuantificar cuán acertadas son las
reidentificaciones, el mayor peso de la evaluación recae sobre el número de identificadores
realizados, valorando positivamente a aquel que use una menor cantidad de ellos. Asimismo,
se expondrán ejemplos de situaciones en las que no se produce una reidentificación correcta
para dejar constancia de que son un problema existente y que debe ser tenido en cuenta en
futuros desarrollos.
Hemos observado que el modelo de la implementación supone una mejora notable en el
número de identidades generadas, reduciéndolas un 70% con el uso del modelo de la imple-
mentación. Esto hace que se convierta en nuestra opción preferida, frente a la propuesta en
el artículo. A mayores, hemos observado que es necesario un aumento del tiempo en el que
se mantienen las identidades en situaciones de oclusión. Este cambio es realizable, ya que los
jugadores están siempre en el campo de visión, ocluidos o no (excepto en casos de lesiones o
cambios en la plantilla de jugadores). Su reducido número permite que el listado completo de
identidades se pueda mantener durante largos periodos sin consumir grandes recursos. Ade-
más, es interesante el mantenerlos para realizar un correcto seguimiento sin que se tengan
que generar constantemente identificadores cada vez que se produzca una oclusión. Con esto
buscamos el hacer más eficientes las comparaciones en el caso de querer unir identificadores
que se refieren a un mismo jugador o comprobar si la reidentificación se ha realizado correc-
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Figura 4.11: Cruce de identidades, ID 16
tamente. En muchos casos la propia implementación escogerá correctamente el identificador
cuando un jugador salga de una situación de oclusión. Por tanto, experimentando con este
valor hemos reducido, del 30% de identificadores que suponía el uso del modelo de la imple-
mentación a un 97.3% del mismo, quedándonos tan solo los 2.7% de los identificadores de los
utilizados con el valor, por defecto, de 70 fotogramas.
Sin embargo, hay ciertos detalles que hay que pulir, que hacen que el número de iden-
tificadores siga siendo elevado respecto al número de jugadores que hay en el campo (22
jugadores + árbitros y operarios). Esto, en parte, se debe a que el sistema no es capaz de re-
solver correctamente el seguimiento cuando se producen oclusiones parciales, o completas,
entre jugadores. Los cortes producidos por la división en celdas del fotograma también influ-
yen en el exceso de identidades, ya que son causantes de generar cruces de identidades y de
creación de identificadores nuevos al producirse múltiples detecciones que se refieren a un
mismo jugador. Esto nos indica que los problemas existentes en el método de detección se
traducen directamente como errores de tracking, en la mayoría de los casos. Por tanto, en el
siguiente capítulo trataremos de paliar el problema de los cortes mediante una variación en
el modo realizar las divisiones de los fotogramas.
4.4.1 Puntos mejorables
Hay ciertos problemas que deben ser tratados, los cuales coinciden con los mayores obs-
táculos actuales del seguimiento automático en vídeo:
• Cruce de identidades, es decir, después de una colisión se pueden producir intercambios
de identidades entre los jugadores, sobretodo entre jugadores que comparten equipa-
ción (figura 4.11). Esto también se produce porque los cambios de trayectoria de los
jugadores pueden ser mucho más bruscos que los habituales trabajando con escenarios
de peatones, donde las trayectorias suelen ser constantes y de cambios graduales.
• Cambio de identidad en situaciones de oclusión parcial. El sistema reconoce como un
nuevo objeto a jugadores parcialmente ocluidos, dando como resultado un nuevo ID en
lugar de continuar con el previamente asignado. Esto puede ocasionar problemas como
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Figura 4.12: Cambio de identidad en situaciones de oclusión parcial, ID 16 -> 78
Figura 4.13: Cambio de identificador debido a corte y asignación a otro jugador (ID 1)
el anteriormente mencionado de cruce de identidades, ya que podría mantener el nuevo
identificador y otro jugador podría asimilar el antiguo (figura 4.12).
• Cruce de identidades como consecuencia de los cambios de identidad producidos por
los cortes de las secciones en las que se divide el fotograma en la fase de detección.
Al pasar una detección por un corte, esta se divide en dos, generando, al menos, un
identificador nuevo. El antiguo queda memorizado puede llegar a utilizarse de nuevo




En este capítulo se recogerán dos de las mejoras que se han propuesto a partir de los
resultados de los capítulos anteriores (detección y seguimiento). Una de ellas consistirá en
un cambio en el modo de divisón en celdas de los fotogramas para su análisis y, la otra, un
cambio en la escritura en fichero de la implementación, que supondrá una mejora notable en
el tiempo de cómputo.
5.1 Motivación y propuesta de mejora
5.1.1 Optimización del tiempo de cómputo
Tras múltiples ejecuciones realizadas de la implementación en este proyecto, hemos nota-
do que el tiempo empleado en analizar un fotograma y escribir los resultados incrementa en
relación al tiempo, es decir, tarda mucho más la ejecución sobre un fotograma del minuto 40
que sobre uno del minuto 1. Esto supone un gran inconveniente, ya que hace que el análisis
completo de un vídeo de 40 minutos nos lleve unas 120 horas.
Después de realizar un análisis exhaustivo de qué podría estar causando esto, se ha descar-
tando la posibilidad de que sea ocasionado por la escritura del vídeo resultante con las detec-
ciones. Finalmente, hemos notado que la forma de escritura de los informes con los resultados
del análisis (líneas de la forma: fotograma, ID, coordenadas), propia de la implementación, no
era la correcta. Implicando que en cada iteración reescribiese completamente el fichero del
informe con todo el histórico de detecciones hasta el momento.
Como propuesta a este punto, se ha planteado el cambiar el modo de escritura para que,
en cada iteración, se escriban únicamente las líneas correspondientes a ese fotograma, redu-
ciendo el número de escrituras en estados avanzados del análisis.
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Figura 5.1: Crecimiento hacia abajo y a la derecha de las celdas. Izquierda: celda sin crecimien-
to. Derecha: celda con crecimiento.
5.1.2 Mejora respecto a los resultados anteriores de detección y seguimiento
En los capítulos anteriores de detección y tracking hemos detectado varios inconvenien-
tes, entre ellos, los efectos colaterales de la división de los fotogramas. Este cambio nos daba
un mayor Recall pero generaba detecciones dobles en los cortes y producía cambios de iden-
tidades, impactando directamente en el seguimiento del jugador, ya que puede producir que
se pierda la traza de un jugador al pasar por estos puntos.
Con la intención de paliar los problemas producidos por estos cortes, se ha propuesto una
división de celdas con solapamiento, mediante el crecimiento de estas regiones (figura 5.1).
La intención detrás de esto es que al menos una celda contenga una detección completa del
jugador, intentando con ello reducir los cambios de identidad, pudiendo filtrar las parciales de
la otra celda en etapas posteriores. Para llevar esto acabo, haremos crecer las dimensiones de
las regiones hacia derecha y hacia abajo en los casos en los que existan celdas colindantes.
Para decidir la magnitud del crecimiento de las regiones hemos estudiado las mayores
dimensiones obtenidas en la detección de jugadores, coincidiendo con las del árbitro de la
línea inferior (figura 5.2). Estas dimensiones han resultado ser: 150 px de ancho por 300px de
alto, aproximadamente. Siendo estos los valores que utilizaremos para la zona de solape.
Este nuevo método de división da como resultado áreas compartidas (figura 5.3), donde
se plantea lograr siempre una detección completa de los jugadores en una de las celdas que
analizan ese área, pese a que en otra de las celdas se pueda obtener una parcial al no estar el
jugador totalmente contenido en ella.
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Figura 5.2: Dimensión de referencia. Árbitro lateral de la zona inferior (mayor escala) del
campo.
Figura 5.3: Nueva división de fotogramas dónde la zona más saturada es la compartida entre
celdas, consecuencia de su crecimiento hacia abajo y a la derecha.
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Figura 5.4: Comparación entre el número de detecciones a través de los fotogramas para YO-
LOv3 entrenado en COCO con 8 subdivisiones sin solapamiento (mejor resultado de los capí-
tulos anteriores) y con solapamiento (actual).
Total Media DT Med Mod Máx Mín
Sin solapes 2049873 35.6357 4.3665 36 36 54 14
Con solapes 2222199 38.6314 4.4874 39 39 62 20
Tabla 5.1: Comparación de resultados de YOLOv3 entrenado en COCO con 8 subdivisiones sin
solapamiento (mejor resultado de los capítulos anteriores) y con solapamiento (actual)
5.2 Experimentación y resultados
5.2.1 Detección de jugadores con la división con solapamiento.
De nuevo, ejecutamos Deep SORT sobre el vídeo panorámico de 40 minutos utilizado en
los experimentos anteriores. Asimismo, en este este caso realizaremos una comparación de re-
sultados entre el mejor caso del capítulo de detección (sin solapamiento), con los resultados de
este análisis (con solapamiento), figura 5.4. Para ello, calcularemos estadísticos considerando
únicamente el número de detecciones por fotograma obtenido.
Como podemos observar en la tabla 5.1, todos los estadísticos se incrementan ligeramente
respecto al experimento anterior. Esto se debe principalmente a que, en las zonas compartidas
entre dos celdas, se detecta más de una vez a un mismo jugador. Indicándonos que la imple-
mentación no siempre tiene la capacidad de eliminar las detecciones parciales pese a tener
ahora una que envuelve completamente al jugador.
Analizando la situación más frecuente (figura 5.5), podemos observar que se consiguen
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Figura 5.5: Ejemplo de fotograma con detección moda. YOLOv3 entrenado en COCO con 8
subdivisiones con solapes.
detectar correctamente y, en este caso, sin cortes a todos los jugadores en el campo. El portero
del lado izquierdo supone una excepción debido a que el color de su equipación lo hace difícil
de detectar.
En el caso de la detección máxima (figura 5.6), esta se produce en los casos en los que
se producen múltiples detecciones asociadas al mismo jugador, ya sea por la influencia de
sombras o problemas a la hora de simplificar detecciones mediante supresión no máxima. En
este caso particular, también observamos que el portero de la izquierda es detectado.
La detección mínima (figura 5.7) se sigue manteniendo en el mismo caso que en todos
los experimento anteriores, es decir, en una situación en la que un gran grupo de jugadores
se concentra en el área izquierda del campo. Pese a todo, en este caso se consiguen algunas
detecciones más que en los otros.
Finalmente, después de realizar un estudio comparativo más minucioso podemos destacar
una serie de casos concretos que consideramos significativos, ya sea positiva o negativamente:
• Situaciones en las que se simplifican las detecciones (figura 5.8). Representando una de
las situaciones ideales.
• Situaciones en las que se generan dos detecciones debido otros elementos, como sola-
pamientos no simplificados y sombras (figura 5.9). Estas últimas suceden también en
las otras aproximaciones.
• Detección de jugador completo en cortes y simplificación de detecciones (figura 5.10).
En casos, al completar la detección del jugador horizontalmente, también se elimina la
parcial, dejando únicamente la completa. Este caso también representa una situación
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Figura 5.6: Ejemplo de fotograma con detección máxima. YOLOv3 entrenado en COCO con 8
subdivisiones con solapes.
Figura 5.7: Ejemplo de fotograma con detección mínima. YOLOv3 entrenado en COCO con 8
subdivisiones con solapes.
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Figura 5.8: Ejemplo de simplificaciones en los solapes (izquierda versión sin solapes, derecha
versión con solapes).
Figura 5.9: Ejemplo de detecciones dobles en los solapes y sombras.
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Figura 5.10: Ejemplo de detección parcial en una de las celdas la cual se ha corregido hacién-
dola total gracias al solape.(izquierda versión sin solapes, derecha versión con solapes)
Figura 5.11: Ejemplo de simplificación incorrecta.(izquierda versión sin solapes, derecha ver-
sión con solapes)
ideal.
• Situación en la que se produce una simplificación de detecciones incorrecta, simplifi-
cando lo que no debe (uniendo dos jugadores en una) y no simplificando lo que debe
(realizando múltiples detecciones para un solo jugador), figura 5.11.
5.2.2 Tracking de jugadores.
En este caso también analizaremos el número de identidades generadas en el proceso
de seguimiento de jugadores, resultante de aplicar Deep SORT sobre el vídeo panorámico de
40 minutos. Asimismo, compararemos los resultados obtenidos con los ya conocidos de la
configuración ganadora del capítulo de tracking (sin solapamientos).
Nuevamente se ha reducido ligeramente el uso de los identificadores (tabla 5.2), esto se de-
be a la reducción de los conflictos en las zonas de corte producidos por la nueva aproximación.
La media y la mediana también reflejan una mejoría que nos indica que las identidades están
durando más tiempo. Hay que destacar que máximo indica que no se alcanza el pico que había
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Total Media DT Med Mod Máx Mín
Sin solapes 174 12032.9534 5025.9778 12339 4 30402 4
Con solapes 157 14184.4645 6176.7916 14863 3 29918 3
Tabla 5.2: Comparación de resultados entre la aproximación sin solapes y la con solapes, ana-
lizando el tiempo de vida de las identidades a lo largo del vídeo. YOLOv3 con división de
fotogramas y 67500 fotogramas de tiempo de vida en situación de oclusión.
Figura 5.12: Primer fotograma obtenido del resultado de aplicar la nueva aproximación con
solapamiento.
anteriormente, causado por las alteraciones que produce el solapamiento en las asignaciones
de identidades respecto al caso anterior.
Analizando la evolución de las identidades a lo largo del vídeo (figuras 5.12 y 5.13), pode-
mos observar que se mantienen muchos más identificadores iniciales que con otras aproxima-
ciones (figura 5.14). En este caso, el último identificador asignado ha sido el 573, de los cuales
se han utilizado 157 y descartado el resto al no superar el umbral de más de dos fotogramas
consecutivos. Pese a que se logran ciertas mejoras, siguen existiendo problemas, la prueba es
que siguen generándose identificadores nuevos y produciéndose cruces de identidades. Esto lo
podemos notar en el árbitro de línea inferior del campo, el cual comienza con el identificador
1 y termina con el 13.
5.2.3 Ajustes en la escritura del fichero de informe de resultados
Tras implementar los cambios en la escritura del fichero de resultado hemos obtenido
un resultado más que satisfactorio, ya que, lo que suponía una espera de 120 horas, se ha
convertido en una espera de 17-18 horas para obtener los resultados.
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Figura 5.13: Último fotograma obtenido, resultado de aplicar la nueva aproximación con so-
lapamiento.
Figura 5.14: Último fotogramas obtenido, resultado de aplicar la aproximación sin solapamien-
tos.
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5.3 Conclusiones del capítulo
En este capítulo hemos planteado una serie de mejoras de la implementación cuyos resul-
tados han sido resultado ser positivos.
Por un lado, al haber cambiado el modo de escritura del informe de resultados, hemos
incrementado notablemente la velocidad de ejecución de la implementación. Consiguiendo
que, en futuros experimentos y aplicaciones, se puedan realizar un mayor número de análisis
en un menor lapso de tiempo, acelerando completamente el desarrollo.
Por otro lado, con la introducción de solapamientos en los cortes, hemos mejorado la
detección y seguimiento de jugadores en dichas áreas.
• Respecto a detección, hemos logrado que siempre exista una detección que englobe
totalmente a cada uno de los jugadores. De estos casos, hemos comprobado que hay si-
tuaciones en las que las detecciones se simplifican gracias a la propia implementación.
Asimismo, existen ciertos inconvenientes que hacen que esta solución no sea la defi-
nitiva, entre ellos el problema de las detecciones con las sombras. Este fenómeno, que
ya ocurría en los otros experimentos, es uno de los mayores problemas en el campo de
detección basada en visión, para el cual no existe todavía una solución definitiva. Final-
mente, estos inconvenientes refuerzan la necesidad de un método para filtrado para los
casos en los que un jugador cuenta con múltiples detecciones.
• Respecto a la parte de tracking, también hemos notado una cierta mejora general sobre
los resultados. Esto se debe a que se logra mantener más tiempo las identidades de los
fotogramas iniciales (IDs con valores bajos), al no verse tan afectadas por las zonas
de transición entre celdas. Con ello se ha logrado realizar un mejor seguimiento de los
jugadores, pero lejos del caso ideal. Ya que aún se producen cruces de identidades, parte
de ellos consecuencia de los problemas existentes en la fase de detección.
Finalmente, consideramos que este último experimento ha sido satisfactorio, ya que se
han mejorado los resultados obtenidos en etapas anteriores. Por ello, esta será nuestra opción
seleccionada como representativa de este proyecto. Pese a todo, esta aproximación es única-
mente una base sobre la que trabajar y pulir todos los problemas aún existentes que impiden
que esta versión sea aplicable en un entorno real.
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En este documento se ha analizado el rendimiento de uno de los métodos del estado delarte en detección y seguimiento de objetos de interés, Deep SORT, ante un escenario real
y particular como es la detección y seguimiento de jugadores en partidos de fútbol.
Se ha comprobado que el método con la implementación original no contaba con la su-
ficiente capacidad de detección como para poder aplicarlo directamente en el problema real,
ya que dejaba un número relevante de jugadores sin detectar, entre otros. Por lo tanto se han
estudiado dos aproximaciones:
• Una que consiste en obtener nuevos pesos realizando un entrenamiento con la base
de datos de referencia de Caltech. En este caso se ha comprobado que unos pesos que
solo consideren una clase podría suponer una mejora en la carga computacional. Sin
embargo, en nuestros experimentos no se ha logrado mejorar lo suficiente el número
de detecciones pese al haber utilizado técnicas de análisis en varias escalas median-
te divisiones del fotograma en celdas y técnicas de augmentation y multiescala en los
entrenamientos.
• Otra que consiste en seguir utilizando los pesos de la implementación, entrenados en
COCO, pero utilizando la técnica de análisis mediante la división del fotograma en 8
celdas. Con esta última hemos logrado una mejora notable, ya que el análisis de celdas
nos permite obtener el recall necesario en la mayoría de los casos. Pese a esto, existen
ciertos inconvenientes, como las dobles detecciones debido a los cortes u otros, que
hacen que no sea la solución definitiva, y deberán pulirse.
Analizando ambos casos, podemos concluir que la mejor aproximación aplicable para la tarea
de detección sería la de utilizar el modelo y los pesos de YOLOv3 originales, entrenados en
COCO, junto con la división del fotograma en celdas.
Respecto al tracking, se ha comprobado que la implementación tampoco tiene la suficiente
capacidad de reidentificación en la hora de realizar el seguimiento de los jugadores. Este pro-
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blema se ha estudiado teniendo en cuenta el mejor caso conseguido en la etapa de detección,
es decir, se ha partido de la implementación utilizando YOLOv3 con los pesos entrenados en
COCO y una división del fotograma en 8 celdas. Sobre él se han considerado dos modelos
diferentes con sus pesos asociados:
• El modelo reflejado en el artículo de Deep SORT entrenado en la base de datos de refe-
rencia MARS, el cual ha demostrado no ser adecuado para esta problemática, ya que el
número de IDs utilizados es mucho más elevado que la segunda opción.
• El modelo de la implementación de Deep SORT, junto con los pesos obtenidos de entre-
nar la red en la base de datos de referencia Market-1501, el cual ha reducido el número
de identidades utilizadas respecto al anterior. Por ello, sobre esta configuración, se han
realizado pruebas alterando el parámetro que controla el número de fotogramas en los
que se mantienen las identidades de las detecciones cuando el objeto entra en situa-
ción de oclusión (por defecto: 70 fotogramas, menos de 3 segundos). Considerando los
siguientes valores:
– 4500 fotogramas (3 minutos), el cual nos ha dado una mejora notable respecto al
número de identificadores utilizados.
– 67500 fotogramas (45 minutos, duración fija de la mitad de un partido), el cual nos
ha dado una ligera mejora respecto a la versión de 4500 fotogramas. Lo que nos
indica que el valor ideal se encontraría en este intervalo.
En este punto hay que tener en cuenta que existen varios problemas que hemos ido reflejando
y que afectan directamente al seguimiento:
• Problemas resultantes de la detección: Detecciones en sombras y múltiples detecciones
para un solo jugador generalmente producidas por los cortes realizados para la división
de los fotogramas, fusión de detecciones cuando dos jugadores con la misma equipación
se sitúanmuy cerca, principalmente. Estos producen que se generenmás identificadores
de los ideales, ya que se le asociará uno a cada detección extra, a excepción del caso
de la fusión que en ocasiones, en cuyo caso el conjunto se apropiará de uno de los
identificadores de los afectados.
• Problemas propios del seguimiento: Cambios de identidad entre jugadores, ya sea debi-
do a no resolver bien las colisiones o a problemas producidos por los cortes o oclusiones
parciales. Los cruces de identidad son otros de los grandes problemas aún no resueltos
en la actualidad pero, en esta problemática, se podría definir un descriptor algo más




No se ha experimentado con algunos de los parámetros posibles porque, en este estado de
desarrollo, el sistema no está lo suficientemente trabajado como para realizar un fine tuning
mayor. Además para comprobar el impacto de estos cambios es necesario el contar con un
ground truth, que permita evaluar completamente el impacto estos cambios.
Por último, se ha planteado un método alternativo para realizar las divisiones, introdu-
ciendo áreas compartidas (solapamiento) entre celdas contiguas. En esta, se han hecho crecer
las regiones hacia la derecha y abajo, considerando una separación suficiente como para poder
contener a un jugador de forma completa, independientemente de su escala. Con este cam-
bio notamos una mejoría sobre los resultados anteriores, consiguiendo una buena base para
seguir experimentando en un futuro, trabajando en solventar los problemas aún existentes.
A modo de resumen, tras analizar las configuraciones con las que hemos experimentado,
hemos escogido la combinación que mejor resultados nos ha dado:
• Utilización de la configuración estándar de YOLOv3 complementada con el análisis me-
diante la división de fotogramas en ocho celdas con solapamiento.
• Utilización del modelo de la CNN de SORT propuesto por la implementación, comple-
mentado con el aumento del parámetro que controla el tiempo en el que se mantiene
vivo un identificador en los casos de oclusión, cuyo valor tendería a 67500 fotogramas.
Respecto a la aplicación directa en tiempo real, no hemos trabajado con ese tipo de en-
trada pero sí que está contemplada en la implementación. El inconveniente es que, al tratarse
de imágenes de gran resolución (4450x2000 px), tan solo hemos alcanzado una cadencia de
procesamiento de un fotograma por segundo. Sin embargo, en el caso de jugadores esto nos
podría incluso favorecer, ya que reduciríamos la carga computacional innecesaria debido a
que las variaciones entre los jugadores a 25 fps son despreciables.
En conclusión, este tipo de métodos han demostrado ser prometedores dando resultados
esperanzadores en su aplicación. Sin embargo, aún es necesario pulir carencias importantes de
estos métodos antes de que puedan ser aplicados en entornos reales de forma comercial. Dicho
esto, mediante el estudio realizado en este documento, hemos detectado aquellos aspectos
mejorables y que serán material de estudio para futuras investigaciones. A continuación, se
destacarán algunos los puntos de acción a futuro que se deberían realizar para desarrollar una
solución final para esta aplicación de Deep SORT.
6.1 Relación con las competencias
En este trabajo se han utilizado conocimientos obtenidos en varias asignaturas de la ca-
rrera, destacando las relacionadas con el itinerario de computación:
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• Visión Artificial: Ha sido la asignatura clave que entronca completamente con el pro-
yecto, ya que contiene técnicas de procesamiento de imágenes y nociones sobre la exis-
tencia de técnicas más avanzadas en deep learning. También ha servido para conocer
distintas librerías para tratamiento de imagen y profundizar en el uso de Python.
• Aprendizaje Automático: Ha sido clave también, ya que contiene conocimiento so-
bre redes de neuronas artificiales y un gran abanico de conceptos sobre aprendizaje.
También se ha hecho hincapié en como elaborar una memoria.
• Sistemas Inteligentes y Diseño de Sistemas Inteligentes: Han aportado conoci-
miento sobre términos y conceptos para el diseño de estos sistemas.
• Robótica: Pese a que no tiene una relación directa con la temática, en la asignatura se
realiza una práctica en la que se realiza un informe analizando artículos científicos cuyo
objetivo es familiarizarse con estos documentos.
• Validación y Verificación Software: Identificación y reconocimiento de bugs.
• Gestión de proyectos:Nociones de planificación y seguimiento de proyectos software
junto con metodologías de desarrollo.
Finalmente, el resto de asignaturas que, junto a las ya citadas, ha ayudado a formar un
modo de razonar adecuado para el desempeño del trabajo.
6.2 Trabajo futuro
Gracias a la realización de este trabajo de fin de grado hemos detectado y destacado las
carencias de Deep SORT en el ámbito del análisis de entornos deportivos, panorámicos y mul-
tijugador, centrado en la detección de jugadores de fútbol en partidos. Con esto hemos conso-
lidado las bases para la futura experimentación en busca de la obtención del sistema completo
final. De todas las opciones posibles, destacamos algunas de las líneas de acción futuras que
consideramos más importantes:
• Construcción de un conjunto de datos con imágenes de entornos deportivos. Esto sería
clave tanto para detección como para reidentificación de jugadores, aportando flexibi-
lidad a ambos aspectos y pudiendo solventar parte de nuestros problemas de confusio-
nes entre jugadores con la misma equipación, o incluso reidentificaciones en oclusiones
parciales y totales.
• Elaboración de un método para diferenciar con mayor exactitud a los jugadores con la




• Utilización de detectores más actuales, que doten de mayor rapidez y eficacia al sistema.
• Elaboración de un método para solventar el problema de las dobles detecciones, esta-
bleciendo algún tipo de filtrado.
• Elaboración de unmétodo que solvente el problema de la caída de detecciones en caso de
grupos numerosos. Pudiendo utilizarse unmétodo que varíe el número de subdivisiones
del fotograma, haciendo subdivisiones menores en las zonas de conflicto ya sea por
defecto o detectando una caída inusual del número de detecciones, estableciendo un
umbral.
• Planteamiento de la misma problemática desde una perspectiva cenital utilizando imá-
genes capturadas desde drones.
• Propuesta de un método alternativo para solventar las detecciones parciales en los cor-
tes.
6.3 Lecciones aprendidas
A lo largo de este proyecto de investigación he entrado en contacto con metodologías
y técnicas del estado del arte, de las cuales algunas no había tenido oportunidad de utilizar
durante el desarrollo académico. Esto ha supuesto un gran reto de comprensión y toma de
contacto, condicionado también por el tener que trabajar con una implementación desarro-
llada por un tercero. También he visto la importancia que puede tener un pequeño detalle,
como el modo de escritura de un fichero, y su impacto en todo el desarrollo. Finalmente, el
desarrollo de este proyecto me ha ayudado a crecer como ingeniero informático viviendo en








CNN Convolutional Neural Network, red de neuronas convolucionales
COCO Common Objects in Context.
Caltech California Institute of Technology.
DT Desviación típica.
fps frames per second, fotogramas por segundo
HOG Histogram of oriented gradients.
ID(s) Identificador(es)






SORT Simple Online and Realtime Tracking.
VP Verdadero positivo.
YOLO You Only Look Once.




Augmentation Una técnica que se utilizada en las imágenes de las bases de datos que con-
siste en aplicar transformaciones a las mismas para dotar al conjunto de una mayor
variabilidad y al sistema de una mayor robustez.
Oclusión Situación en la que un jugador se superpone a otro(s) provocando que deje de ser
parcial o completamente visto por las cámaras.
Recall Métrica que representa el número de detecciones obtenidas al analizar una imagen,
independientemente de que estas sean verdaderas o falsas.
Reidentificación Capacidad de reconocer a un jugador como el mismo a través del tiempo,
pudiendo ser entre fotogramas consecutivos o no.
Track Información del seguimiento de un jugador a lo largo de los fotogramas.
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