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Topics in Walsh Semimartingales and Diffusions:
Construction, Stochastic Calculus, and Control
Minghan Yan
This dissertation is devoted to theories of processes we call “Walsh
semimartingales” and “Walsh diffusions”, as well as to related optimiza-
tion problems of control and stopping. These processes move on the
plane along rays emanating from the origin; and when at the origin, the
processes choose the rays of their subsequent voyage according to a fixed
probability measure—in a manner described by Walsh (1978) as a direct
generalization of the skew Brownian motion.
We first review in Chapter 1 some key results regarding the celebrated
skew Brownian motions and Walsh Brownian motions. These results
include the characterization of skew Brownian motions via stochastic
equations in Harrison & Shepp (1981), the construction of Walsh Brow-
nian motions in Barlow, Pitman & Yor (1989), and the important result
of Tsirel’son (1997) regarding the nature of the filtration generated by
the Walsh Brownian motion.
Various generalizations of Walsh Brownian motions are described in
detail in Chapter 2. We formally define there Walsh semimartingales
as a subclass of planar processes we call “semimartingales on rays”. We
derive for such processes Freidlin-Sheu-type change-of-variable formulas,
as well as two-dimensional versions of the Harrison-Shepp equations.
The actual construction of Walsh semimartingales is given next.
Walsh diffusions are then defined as a subclass of Walsh semimartin-
gales, described by stochastic equations which involve local drift and
dispersion characteristics. The associated local submartingale problems,
strong Markov properties, existence, uniqueness, asymptotic behavior,
and tests for explosions in finite time, are studied in turn.
Finally, with Walsh semimartingales as state-processes, we study in
Chapter 3 succesively a pure optimal stopping problem, a stochastic con-
trol problem with discretionary stopping, and a stochastic game between
a controller and a stopper. We derive for these problems optimal strate-
gies in surprisingly explicit from. Crucial for the analysis underpinning
these results, are the change-of-variable formulas derived in Chapter 2.
Most of the results in Chapters 2 and 3 are based on two papers, [21]
and [31], both cowritten by the author of this dissertation. Some results
and proofs are rearranged and rewritten here.
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1Chapter 1
An Introduction to Walsh
Brownian Motion
In this chapter we review the origin of Walsh Brownian motion and some important
research related to it. This process was first introduced by Walsh (1978) in the epilogue
of [51] as a multidimensional version of the renowned skew Brownian motion, with an
interesting singularity at the origin.
Skew Brownian motion was first introduced by Itoˆ & McKean ([23], [24]), who
specified its scale function and infinitesimal generator as a diffusion. The intuitive
understanding for this process, restated in [51], is as follows: Consider the excursions
of a reflecting Brownian motion R(·) . Change the sign of each excursion, independently
from one excursion to another, with probability 1−α . This way each given excursion
either stays positive with probability α , or turns negative with probability 1 − α ,
independently of what happens to other excursions. We call the resulting process X(·)
a skew Brownian motion with parameter α .
Note that when α = 1
2
, this process is a standard Brownian motion; and when
α = 1 , it is a reflecting Brownian motion. In general, skew Brownian motion is a
diffusion that acts like a Brownian motion when away from the origin, but leaves the
2origin possibly more easily in one direction than the other.
We review in Section 1.1 some elementary results on skew Brownian motion, in-
cluding a stochastic equation that characterizes it and admits a strong solution. We
will also slightly rewrite the proof of this classical result of Harrison & Shepp ([19]).
Walsh points out in the epilogue of [51] that, “for each excursion of R(t) , instead
of giving it a random sign, we may assign it a random variable (angle) ϑ , with a
given distribution in [0, 2pi) . This provides a planar process X(t) = (R(t),Θ(t)) ,
t ∈ [0,∞) , expressed in polar coordinates, where the process Θ(·) is constant during
each excursion of R(·) from 0 , has the same distribution as ϑ , and is independent for
different excursions. It is a diffusion which, when away from the origin, is a Brownian
motion along some ray, but which has what might be called a roundhouse sigularity
at the origin: when the process enters it, it, like Stephen Leacock’s hero, immediately
rides off in all directions at once.” This informal description is the genesis of the planar
process now called Walsh Brownian motion.
Ever since the above description, several rigorous constructions of this process have
been given, including [41], [2], [50] and [42]. All these approaches rely on a fair amount
of background machinery. A more elementary approach was given in [1] by Barlow,
Pitman & Yor (1989), via first writing down intuitively the semigroup, then checking
that this semigroup gives rise to a diffusion. We review this construction in Section
1.2, as well as a martingale problem and a martingale representation theorem asso-
ciated with the Walsh Brownian motion. One interest of these authors was, whether
any filtration with such a martingale representation property can be generated by a
Brownian motion. This was a long-standing problem posed by Yor ([53]). The authors
of [1] did not provide an answer to it in the case of the Walsh Brownian motion, but
did mention that the way this process leaves the origin makes the construction of any
such putative Brownian motion—that could also generate the filtration generated by
the Walsh Brownian motion itself—quite “hard to imagine”.
3Then Tsirel’son (1997) confirmed in [48] that the intuition of those authors was
correct. He showed that even a Walsh Brownian motion with three “legs” (i.e., for
which the distribution on [0, 2pi) concentrates on three distinct angles) cannot be
generated by a Brownian motion of any dimension. The proof of this landmark result
is quite difficult, though, and establishes some even deeper results. In Section 1.3 we
review the proof of this very interesting result; we focus on the concrete case described
above, and incorporate some arguments by Emery & Yor ([8]) and Mansuy & Yor ([33])
who attempted to simplify the original proof.
1.1 A Review of Skew Brownian Motion
Let us recall the description of skew Brownian motions at the beginning of this chapter.
According to Problem 1, Section 4.2 in [24], a skew Brownian motion with parameter
α is a real-valued diffusion process, with scale function and infinitesimal generator
sα(x) :=

(1− α)x , if x > 0 ;
αx , otherwise,
and Lf(x) := 1
2
f ′′(x) , (1.1)
respectively. In terms of the theory of martingale problems, this says that a real-valued,
continuous stochastic process X(·) is a skew Brownian motion with parameter α if,
and only if, for any function f ∈ C(R)⋂C2(R \ {0}) with the properties that
(i) the derivatives f ′(0+) , f ′(0−) , f ′′(0+) , f ′′(0−) exist, and
(ii) αf ′(0+) = (1− α)f ′(0−) ,
the process f
(








dt is a local martingale with respect
to the filtration generated by X(·) itself.
We leave the discussion of martingale problems to the next section, and note
here that skew Brownian motions can be viewed as special cases of Walsh Brownian
motions—for which the “spinning distribution” on [0, 2pi) concentrates on {0, pi} .
4Diffusion processes, according to Itoˆ & McKean ([24]) and Ikeda & Watanabe ([22]),
can be characterized by two properties: the strong Markov property and the continuity
of trajectories. We recall also the notion of universal measurability in Definition 2.5.6
in [27], as below.
Definition 1.1. Given a metric space (S, ρ) , we denote by B(S)µ the completion of
the Borel σ−field B(S) with respect to some probability measure µ on (S,B(S)) .
We call U(S) := ⋂µ B(S)µ the universal σ−field, where the intersection is over all
probability measures on
(S,B(S)) . A function f : S → R is said to be universally
measurable, if it is U(S)/B(R) measurable.
Definition 1.2. Diffusion. Given a metric space (S, ρ) , a diffusion on S is an
S−valued, adapted and continuous process X = {X(t), t ≥ 0} on some filtered space
(Ω,F) , F = {F(t)}0≤t<∞ , along with a family of probability measures {Px}x∈S on
(Ω,F) , such that:
(a) For each F ∈ F , the mapping x 7→ Px(F ) is universally measurable;
(b) Px[X(0) = x] = 1 , ∀x ∈ S ;
(c) for any x ∈ S , t ≥ 0 , Γ ∈ B(S) , and any optional time T of {F(t)}t≥0 , we
have, Px − a.s. on {T <∞} , that
Px[X(T + t) ∈ Γ|F(T+)] = Px[X(T + t) ∈ Γ|X(T )] = PX(T )[X(t) ∈ Γ] .
Abusing terminology slightly, we also call the above state process X itself a diffusion
on S , omitting the underlying filtered space and family of probability measures.
Definition 2.6.3 in [27] identifies a diffusion as a strong Markov family with con-
tinuous sample paths. Walsh establishes in [51] the following result on skew Brownian
motion; generalizations to Walsh’s Brownian motion will be shown in Chapter 2.
5Theorem 1.3. (Walsh, [51]) Characterization of Skew Brownian Motion.
(a) A diffusion X on R is a skew Brownian motion, if and only if |X| is a reflecting
Brownian motion (with the same underlying space and family of probability measures).
(b) If X is a skew Brownian motion, then its parameter α can be determined by
either
(b1) P0[X(t) > 0] = α for some (hence all) t > 0 , or
(b2) with sα given by (1.1), sα(X(·)) is a Px−martingale for some (hence all) x ∈ R .
Using (a) and (b1) above, Walsh computes in [51] the transition density function
pαt (x, y) of a skew Brownian motion with parameter α , as
√




2t + (2α− 1) e− (y+x)
2
2t , if x ≥ 0, y ≥ 0;
e−
(y−x)2
2t + (1− 2α) e− (y+x)
2
2t , if x < 0, y < 0;
2α e−
(y−x)2
2t , if x < 0, y ≥ 0;
2(1− α) e− (y−x)
2
2t , if x ≥ 0, y < 0.
(1.2)
In Section 2 we will see that an analogue of the above computation is used by Barlow,
Pitman & Yor (1989) in [1] to construct Walsh’s Brownian motion. On the other
hand, the property (b2) can be used to verify that the stochastic equation of Harrison
& Shepp (1981) in [19] describes a skew Brownian motion.
1.1.1 Characterization of Skew Brownian Motion via Stochas-
tic Equations
Before we proceed, let us recall the (right) local time LΞ(T, a) accumulated at the
site a ∈ R during the time-interval [0, T ] by a generic one-dimensional continuous
6semimartingale Ξ(·) , namely






1{a≤Ξ(t)<a+ε} d〈Ξ〉(t) , 0 ≤ T <∞ , a ∈ R . (1.3)
We note that, in many other works in the literature, the local time is defined to be
twice of the amount in (1.3); see also Remark 3.6.4 in [27]. Also, instead of the right
local time as above, the symmetric local time is considered in [19]. Therefore, we may
have to adjust some statements in the literature, to fit into our context here.










k(a)LΞ(T, a) da , 0 ≤ T <∞ (1.4)
holds a.e. on the underlying probability space for every Borel-measurable function k :
R → [0,∞) . Moreover, the process LΞ(·, a) is continuous and increasing, but is flat
off the set {t : Ξ(t) 6= a} . This means that
∫ T
0
1{Ξ(t)=a} dLΞ(t, a) = LΞ(T, a) , 0 ≤ T <∞ , a ∈ R . (1.5)
We write now the semimartingale Ξ in its decomposition Ξ = M+V , where M is
a continuous local martingale and the process V (·) is continuous and of finite variation
on compact time intervals. We state the following result.
Theorem 1.4. (Theorem VI.1.7, [40]) For any continuous semimartingale Ξ , there is
a modification of the random field {LΞ(t, a), t ∈ R+, a ∈ R} , such that the mapping
(t, a) 7→ LΞ(t, a) is a.s. continuous in t and RCLL (right-continuous with left limits)
in a . Moreover, with the decomposition Ξ = M + V , we have
LΞ(T, a)− LΞ(T, a−) =
∫ T
0
1{Ξ(t)=a} dV (t) =
∫ T
0
1{Ξ(t)=a} dΞ(t) , 0 ≤ T <∞ .
(1.6)
7Now if the continuous semimartingale Ξ(·) is nonnegative, then we see from (1.3)
that LΞ(T, 0−) ≡ 0 , and (1.6) gives
LΞ(· , 0) =
∫ ·
0
1{Ξ(t) = 0} dΞ(t) . (1.7)
From now on, we will use “LΞ(·)” to denote the local time LΞ(· , 0) at the origin.
Harrison & Shepp ([19]) give the following characterization of skew Brownian mo-
tion through stochastic equations. We will obtain analogous equations for Walsh semi-
martigales in Chapter 2.
Theorem 1.5. (Harrison & Shepp, [19]) Consider the stochastic equation
X(t) = x + W (t) + βL|X|(t) , 0 ≤ t <∞ , (1.8)
where X is the unknown process, W is a given standard Brownian motion, and x, β
are given real constants.
If |β| > 1 , this equation has no solution. If |β| ≤ 1 , this equation admits a unique
solution X which is strong (i.e., the inclusion FX ⊆ FW holds) and has the same
distribution as a skew Brownian motion with paramater α = 1+β
2
, and starting at x .
Proof. Assume that X satisfies (1.8). By (1.5), (1.6) and Exercise VI.1.17 in [40],
LX(t, 0)− LX(t, 0−) = βL|X|(t) and LX(t, 0) + LX(t, 0−) = L|X|(t) (1.9)
holds. It follows that
LX(t) ≡ LX(t, 0) = 1 + β
2
L|X|(t) and LX(t, 0−) = 1− β
2
L|X|(t) . (1.10)
We note that L|X|(·) is not identically zero, because |X| will be shown below to be
a reflecting Brownian motion, and the proof does not rely on any assumption on β .
8Now since all local times are nonnegative, the above equations force −1 ≤ β ≤ 1: the
equation (1.8) cannot possibly have a solution, if |β| > 1. Thus, we assume |β| ≤ 1 in
what follows, set α := 1+β
2




1− α , if x > 0 ;
α , if x ≤ 0 .
The generalized Itoˆ’s rule (e.g. Theorem 3.7.1, [27]) gives
sα(X(T )) = sα(x) +
∫ T
0
fα(X(t)) dW (t) + αβL




fα(X(t)) dW (t) ; (1.11)
we used (1.10) to get the second equality. It follows that sα(X(·)) is a martingale.
If β = 1 , then α = 1 and therefore sα ≤ 0. Then for x ≥ 0 , the process sα(X(·))
starts at 0 , is nonpositive, and is a martingale. Thus it has to be identically zero,
which implies that X(·) is nonnegative for x ≥ 0 . Now from the theory in Section
3.6.C of [27], we see that X is the Skorokhod reflection of the process x + W (·) at
the origin. Thus (1.8) has this unique strong solution, which is a reflecting Brownian
motion and hence a skew Brownian motion with parameter 1 . The case β = −1 can
be discussed similarly.
Now we assume |β| < 1 . Another application of the generalized Itoˆ rule gives
|X(T )| = |x|+
∫ T
0




sgn(X(t)) dW (t) + L|X|(T ) .
Since the process B(·) := ∫ ·
0
sgn(X(t)) dW (t) is a standard Brownian motion, we recall
the discussion for the case β = 1 and see that |X| is a reflecting Brownian motion.
9We also have 0 < α < 1 when |β| < 1 . With Y (t) := sα(X(t)) , we rewrite (1.11) as
Y (T ) = sα(x) +
∫ T
0
fα(Y (t)) dW (t) . (1.12)
Now by the Theorem of Nakao ([35]), the above stochastic differential equation about
Y has a unique strong solution, because the function fα is strictly positive and of
finite variation. We then relate (1.12) to a martingale problem (c.f. [27], Section 5.4)
and see from the well-posedness of this problem that Y is a diffusion.




1−α , if x > 0 ;
x
α
, if x ≤ 0 .
By similar arguments as before, we can show that for any process Y satisfying (1.12),
the process rα(Y ) satisfies (1.8). Therefore, there is a mutual correspondence between
solutions to (1.8) and to (1.12), via functions sα and rα . Thus (1.8) also admits a
unique strong solution which is a diffusion.
Now X is a diffusion, with |X| a reflecting Brownian motion and sα(X) a mar-
tingale. We recall Theorem 1.3, and conclude that X is a skew Brownian motion with
parameter α = 1+β
2
.
1.2 Construction of Walsh Brownian Motion
via Semigroups
In this section we review some results from [1]. Since the process that Walsh (1978)
describes in the epilogue [51] moves only radially on the plane, with directions changing
at the origin only, we shall use polar coordinates (r, θ) to represent points on the plane
R2 , unless otherwise specified.
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To construct this Walsh Brownian motion, we fix a probability measure ν on
[0, 2pi) , which we call “angular measure” and which will play the role of the distribution
for the random variable ϑ in Walsh’s description. To see what the transition semigroup
of Walsh Brownian motion should be, we denote the position of this process in polar
coordinates by (R(t),Θ(t)) , starting at (r, θ) . Then R(·) is a reflecting Brownian
motion starting at r . If r = 0 , Θ(t) must be distributed as ν and independent of
R(·) . If r > 0 , then for t < τ0 := inf{t ≥ 0 : R(t) = 0} we must have Θ(t) = θ ;
whereas for t > τ0 := inf{t ≥ 0 : R(t) = 0} , the random variable Θ(t) is randomized
according to the angular measure ν and is independent of R(·) .
This is an intuitive description of the transition semigroup {Pt, t ≥ 0} of the Walsh





f(r, θ)ν(dθ) , fθ(r) := f(r, θ) (1.13)
in C(R+) . Let {T+t , t ≥ 0} be the semigroup of reflecting Brownian motion on R+ ,
and {T 0t , t ≥ 0} the semigroup of Brownian motion on R+ killed upon reaching the
origin. We define {Pt, t ≥ 0} by






(r) + T+t f(r) , (r, θ) ∈ R2 . (1.14)
We stress again that (r, θ) denotes polar coordinates on the plane; i.e., r ≥ 0 and
θ ∈ [0, 2pi) . The intuitive interpretation of (1.14) is that, before reaching the origin,
the process stays on the ray it is initially on, and after that, the ray it is on gets
randomized by the distribution ν .
It is shown in [1] that the semigroup defined in (1.14) is a Feller semigroup, so
there exists a strong Markov process (Ω,F ,F(t), Z(t),P(r,θ)) , t ≥ 0 , with state space
R2 , semigroup {Pt} , and RCLL paths. Moreover, with the state process Z(·) =
11
(R(·),Θ(·)) expressed in polar coordinates, the radial part R(·) is a reflecting Brownian
motion, and Θ(·) is constant on every excursion of R(·) away from the origin. It
follows that Z(·) has continuous sample paths, and is a diffusion.
We shall call this process Z(·) a Walsh Brownian motion with angular measure ν.
1.2.1 The Martingale Problem for Z
The paper [1] only considers the case where ν concentrates on finitely many angles.
But the idea can be easily extended to any distribution ν on [0, 2pi), as follows. For
any A ∈ B([0, 2pi)) , we consider the functions
hA(x) := 1{r>0} ·
(
ν(A) 1Ac(θ)− ν(Ac) 1A(θ)
)
, and gA(x) := r hA(x) (1.15)
expressed in polar coordinates x = (r, θ) ∈ R2.
Proposition 1.6. (Proposition 3.1, [1]) Let Z(·) = (R(·),Θ(·)) be a Walsh Brownian
motion with angular measure ν . Then for any z ∈ R2 , the process gA(Z(·)) is a
Pz−martingale, with
gA(Z(T )) = gA(Z(0)) +
∫ T
0









dt is also a Pz−martingale.
Proof. We recall the notation of (1.13), and from (1.15) we see that gA ≡ 0 holds for
any A ∈ B([0, 2pi)) . Moreover, with f(r) := r , we have T 0t f(r) = r , for any t > 0 ,
since a Brownian motion killed at the origin is a stopped Brownian motion, hence a




∣∣F(s)] = Pt−sgA(Z(s)) = T 0t−s(gA)Θ(s)(R(s)) = R(s)hA(Z(s)) = gA(Z(s))
for 0 ≤ s < t <∞, where we have used gA ≡ 0 and T 0t−sf(r) = r for the second and
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third equalities, respectively. We deduce that gA(Z(s)) is a Pz−martingale.
Since h(Z(·)) is constant on every excursion of R(·) away from 0 , the formula for
balayage of semimartingales ([34], The´ore`me 1) gives the decomposition
gA(Z(T )) = hA(Z(T ))R(T ) = gA(Z(0))+
∫ T
0
hA(Z(t))1{R(t)>0} dR(t)+A(T ), (1.16)
where A(·) is a continuous process of finite variation on bounded intervals, and flat off
the set {t : R(t) = 0} . Now consider the Brownian motion W (·) := R(·)−LR(·) , and






1{R(t)>0} dW (t) . Recalling that gA(Z(·)) is
a martingale, we deduce from (1.16) that A(·) ≡ 0 and thus
gA(Z(T )) = gA(Z(0))+
∫ T
0
hA(Z(t))1{R(t)>0} dW (t) = gA(Z(0))+
∫ T
0
hA(Z(t)) dW (t) .
We have proved the first claim. The other claim follows then easily.
The result we have just proved, points to a characterization of the Walsh Brownian
motion in terms of a martingale problem.
Martingale Problem for the Walsh Brownian Motion. Let Ω := C([0,∞);R2)
of R2−valued continuous functions on [0,∞) , with the σ−algebra F := B(Ω) of its
Borel sets generated by cylinder sets. Consider also its coordinate mapping ω(t) , and
the natural filtration F := {F(t)}0≤t<∞ with F(t) = σ
(
ω(s), 0 ≤ s ≤ t) .
Then find, for every z ∈ R2 , a probability measure Qz on (Ω,F) , such that:
(i) Qz(ω(0) = z) = 1 .










It is shown in [1] that this martingale problem is well-posed; i.e., admits a unique
solution for every z ∈ R2 . We will not present the proof here, but establish a more
general version in Chapter 2 (Proposition 2.29), albeit with the same idea. We will
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also generalize the representation of (1.16) in Chapter 2 to a full-fledged stochastic
calculus, valid for much more general classes of processes and functions.
We close this section with a martingale representation theorem from [1]; its proof
relies on the well-posedness of the martingale problem. This result will also be gener-
alized in Chapter 2 (Corollary 2.30).
Definition 1.7. A continuous local martingale X on a filtered probability space
(Ω,P,F), F = {F(t)}0≤t<∞ is said to have the Martingale Representation Property
for the filtration F , if for any given F−local martingale M with M(0) = 0 , there




H(t) dX(t) . (1.17)
In particular, the filtration F admits then only continuous (local) martingales.
Let us consider now a Walsh Brownian motion Z(·) = (R(·),Θ(·)) starting at the
origin and with arbitrary angular measure ν , and denote by FZ = {FZ(t)}t≥0 the
filtration generated by Z , i.e., FZ(t) := σ(Z(s), 0 ≤ s ≤ t) .
Theorem 1.8. (Theorem 4.1, [1]) In the above context, the Brownian motion W (·) :=
R(·)− LR(·) has the martingale representation property for the filtration FZ .
1.3 The Filtration of Walsh Brownian Motion
An interesting question, posed by Yor (1979) in [53], is whether on a given probability
space any filtration, which admits a continuous local martingale X possessing the
martingale representation property for this same filtration, is itself generated by some
Brownian motion.
The filtration FZ in Theorem 1.8 provides a very good test case for this question;
for this filtration, X = W is in fact a Brownian motion. In [1], the authors comment
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that “the structure of FZ at the random times when Z(·) leaves the origin makes the
construction of any such Brownian motion hard to imagine”. This suspicion was later
confirmed by Tsirel’son (1997) in [48] with a very deep result which implies that the
filtration of Walsh Brownian motion, with angular measure ν charging three or more
points, cannot be generated by any Brownian motion of any dimension!
The proof of the deep result in [48] applies to processes more general than Walsh
Brownian motions, and relies on a fair amount of background machinery. Fortunately,
many efforts have been made since then, to simplify the proof. In this section we will
focus on Walsh Brownian motions and incorporate arguments from [8] and [33], to
present a proof that is relatively straightforward to digest.







Then there does not exist a filtered probability space, whose filtration is generated
by a Brownian motion (in any dimension), and which can support a Walsh Brownian
motion with this angular measure ν .
Proof. By way of contradiction, we assume that such a Walsh Brownian motion Z does
exist, on a filtered probability space whose filtration is generated by some d−dimensional
Brownian motion W , with d ∈ N⋃{∞} . Then there exists a progressively measur-
able functional Φ : [0,∞)× C[0,∞)d → C[0,∞)2 (cf. Definition 3.5.15 in [27]), such
that
Z(t) = Φ(t,W ) , ∀ t ≥ 0 .
Therefore, we may consider a filtered probability space (Ω,P,F) generated by two inde-
pendent and d−dimensional Brownian motion W (0) and W (1) , i.e., F = FW (0)∨FW (1) ,
as well as the Brownian motion and Walsh Brownian motion, given respectively by
W (ρ) :=
√
1− ρ2W (0) + ρW (1) , and Z(ρ)(·) := Φ(·,W (ρ)) (1.18)
for each given, fixed ρ ∈ [0, 1] . We consider also the associated reflecting Brownian
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motions R(ρ)(·) := ‖Z(ρ)(·)‖ , ρ ∈ [0, 1] .
The two parts of Lemma 1.10 below, lead now to the following two properties,
regarding the processes R(ρ) and Z(ρ) , ρ ∈ [0, 1] , respectively. We note that Property
2 can be obtained by applying the last claim of Lemma 1.10(ii) below, to both the x−
and the y−coordinates of Z(1) , Z(ρ) .
Property 1. The cross-variation process 〈R(ρ), R(1)〉(·) = ∫ ·
0
Γ(t)dt satisfies the
bound Γ(·) ≤ ρ .
Property 2. E
[‖Z(ρ)(t)−Z(1)(t)‖2]→ 0 , thus E[‖Z(ρ)(t)−Z(1)(t)‖]→ 0 , as ρ ↑ 1 .




R(1)(t) = 0 , ∀ ρ ∈ (0, 1) ; (1.19)







−→ 0 , as ρ ↑ 1 , ∀ t ≥ 0 . (1.20)
The conjunction of (1.19) and (1.20) gives E[LR(1)(t)] = 0 , thus also LR(1)(t) = 0 a.e.,
for any t > 0 . But this is an absurdity.
1.3.1 A Few Auxiliary Notions and Results
We collect here a number of results which are crucial for the proof of Theorem 1.9.
Lemma 1.10. In the context of (1.18), we consider any two Borel measurable functions
f, g : C[0,∞)d → R with E[(f(W (1)))2] <∞ and E[(g(W (1)))2] <∞ . Then:
(i) cov
(
f(W (1)), g(W (ρ))
) ≤ ρ√Var(f(W (1)))√Var(g(W (ρ))) , ∀ ρ ∈ [0, 1].
(ii) For any Borel measurable function f : C[0,∞)d → R , we have the convergence
cov
(
f(W (1)), f(W (ρ))
) −→ Var(f(W (1)))
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as ρ ↑ 1, and therefore also E[(f(W (1))−f(W (ρ)))2] = Var(f(W (1))−f(W (ρ))) −→ 0 .
Proof: For functions f, g as in Lemma 1.10, let {fi}i∈N0 , {gi}i∈N0 be sequences of
B(C[0,∞)d)/B(R)−measurable functions such that, for any i ∈ N0 , fi(W ) and gi(W )
are the projection of f(W ) and g(W ) on the ith Wiener chaos (cf. [36], Section 1.1),
respectively, of the d−dimensional Brownian motion W . Then we have














(1)) · gj(W (ρ))
]
= δij · ρi · E
[
fi(W
(1)) · gj(W (1))
]
,
where δij stands for the Kronecker delta. It follows that
cov
(





ρi · E[fi(W (1)) · gi(W (1))] . (1.21)
Taking g = f and letting ρ ↑ 1 , we obtain the first claim of of Lemma 1.10 (ii); the
second claim is a direct consequence of the first. Moreover, (1.21) implies
cov
(
f(W (1)), g(W (ρ))







































The result that follows is of considerable independent interest. It states that “two
sufficiently uncorrelated reflecting Brownian motions spend very little time (if any at
all) together at the origin”. In fact, two reflecting Brownian motions with constant
17
correlation parameter r ∈ [−1, 1] can ever attain the origin simultaneously, if and only
if r > 0 ([49], [8]). Moreover, even for r ∈ (0, 1) , the time they spend together at the
origin is too little for any local times to accumulate, as indicated by the result below.
Proposition 1.11. Assume that on some probability space there are two reflecting
Brownian motions R1 , R2 with 〈R1, R2〉(·) =
∫ ·
0




R2(t) = 0 .


































and since R1(·) ≥ 0 , R2(·) ≥ 0 and Γ(·) ≤ ρ hold, we obtain the validity of the
inequality R21(t) +R
2









Thus, the term involving dt in (1.22) is nonnegative. Moreover, the terms R1 dR1
and R2 dR2 represent local submartingales. We deduce then from (1.22), that U
ε
is a local submartingale. But it is easy to see that for any ε > 0 and t ≥ 0 , the
random variable sup0≤s≤t(U
ε(s)) belongs to Lp for any p > 1 . It follows that U ε is
a true submartingale, and we can let ε ↓ 0 to obtain that U := (R21 + R22)
ρ
1+ρ is also
a submartingale, and certainly a semimartingale.




2 , and note that S
2ρ
1+ρ = U is a semimartingale
and 0 < 2ρ
1+ρ
< 1 . By Lemma 1.13(ii) below, we have
∫ ·
0
1{S(t)=0} dS(t) = 0 . We then
consider Lemma 1.12 below, and take U˜ = (R1, R2) and convex functions f(x, y) = 0 ,
g(x, y) = |y| and h(x, y) = √x2 + y2 , so that f ≤ g ≤ h but f(0, 0) = g(0, 0) =
18







1{R1(t)=R2(t)=0} dS(t) = 0 .
Replacing 1{R2(t)=0} dR2(t) by dL




R2(t) = 0 .
Lemma 1.12. If U is a nonnegative, continuous semimartingale, then the process∫ ·
0
1{U(t)=0} dU(t) is increasing. Moreover, if f , g : Rd → R are both linear combina-
tions of convex functions with f(·) ≤ g(·) but f(0) = g(0) , and U˜ is a d−dimensional







Proof: The first claim is a direct consequence of (1.7). The second can be seen by taking
U(·) = g(U˜(·))− f(U˜(·)) ≥ 0 in the first claim, and using that the set {U˜(t) = 0} is
contained in the set {U(t) = 0} .
Lemma 1.13. (i) Let U be a continuous semimartingale, and φ be a linear combina-
tion of convex functions, with left and right derivatives D−φ and D+φ , respectively.
Then for any a ∈ R we have
∫ ·
0
1{U(t)=a} dφ(U(·)) = D+φ(a)LU(·, a) − D−φ(a)LU(·, a−) .
(ii) Let U be an adapted, continuous and nonnegative process. If Up is a semimartin-
gale for some p ∈ (0, 1) , then U is also a semimartingale and accumulates no local
time at the origin:
∫ ·
0
1{U(t)=0} dU(t) = 0 .















LU(·, a)− LU(·, a−))+ (D+φ(a)−D−φ(a))LU(·, a)
= D+φ(a)LU(·, a)−D−φ(a)LU(·, a−),
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where we have used (1.6) and (1.5) for the second equality. This proves Part (i); for
Part (ii), we note that U = (Up)
1
p and that φ(x) := x
1
p is a convex function with
D+φ(0) = D−φ(0) = 0 . A direct application of (i) yields (ii).
Before we proceed further, we need to introduce the tree-metric on the plane; this
describes the distance on the plane if one can only travel along rays emanating from
the origin, just like Walsh Brownian motions.
Definition 1.14. We define the tree-metric (cf. [48], [14], [17]) on the plane as follows:
%(x1, x2) := (r1 + r2) 1{θ1 6=θ2} + |r1 − r2|1{θ1=θ2} , x1, x2 ∈ R2, (1.23)
where (r1, θ1) , (r2, θ2) are expressions in polar coordinates of x1 and x2 , respectively.
We call tree-topology, the topology on the Euclidean plane induced by this metric.
We can state now the second result used in the proof of Theorem 1.9.
Proposition 1.15. Assume that on some filtered probability space there is a sequence of
Walsh Brownian motions {Z, Zn, n ∈ N} with angular measure ν as in Theorem 1.9,
and such that E
[‖Zn(t)− Z(t)‖]→ 0 as n ↑ ∞ , for any t ≥ 0 . Let R(·) = ‖Z(·)‖ ,
Rn(·) = ‖Zn(·)‖ , n ∈ N .






−→ 0 , for each t ≥ 0 .









] → 0 , as n → ∞ . The claim of Proposition 1.15






] ≤ 3E[%(Z(t), Zn(t))] .
Proposition 1.16. Assume that on the same probability space, we have two Walsh
Brownian motions Zi = (Ri,Θi) , i = 1, 2 , both with the same angular measure ν as
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in Theorem 1.9. With D(·) := %(Z1(·), Z2(·)) , the process below is a submartingale:











Remark 1.17. An intuitive interpretation. It is worth pausing at this point, to give a
heuristic but very useful justification for this result, before embarking on the actual
proof. Let us start by noting that the process
∫ ·
0
1{D(t)6=0, R1(t)>0, R2(t)>0} dD(t) is a
martingale. This is because, at any time t with D(t) 6= 0, R1(t) > 0 and R2(t) > 0 ,
D(·) diffuses locally as the sum or the difference of two correlated Brownian motions.
We note also that
∫ ·
0





1{R1(t)>0, R2(t)=0} + 1{R2(t)>0, R1(t)=0}
)
dD(t) = a martingale + LD(·)
is a submartingale. We observe then that, immediately after some time t with R1(t) >














We note also that 1{R1(t)>0, R2(t)=0}dR1(t) = 0, since 1{R1(t)>0}dR1(t) is the differential
of a Brownian motion and the set {t : R2(t) = 0} almost surely has zero measure. The
conclusion of the lemma follows then.
Before proving Proposition 1.16, we state two more lemmas that will be used in the
proof. We remark that the property (1.25) below makes sense not just for Brownian
motions or diffusions, but also for any continuous semimartingales. As such, a gener-
alized version of this property will become part of the development for the theory of
Walsh semimartingales, built in Chapter 2.
Lemma 1.18 (Spider Martingales). Let Z = (R,Θ) be a Walsh Brownian motion
21
with angular measure ν as in Theorem 1.9. Consider the processes
X(j)(t) := R(t) · 1{R(t)>0, Θ(t)= 2(j−1)pi
3
} = R(t) · 1{X(j)(t)>0} , j = 1, 2, 3 (1.24)
for 0 ≤ t <∞. Then X(j)(·)− LX(j)(·) is a martingale, j = 1, 2, 3 , and we have the
“partition of local time” property
LX
(1)
(·) = LX(2)(·) = LX(3)(·) = 1
3
LR(·) . (1.25)
Lemma 1.19. Let X1, · · · , Xn be continuous semimartingales, and H1, · · · , Hn be
progressively measurable processes such that
Hi(·) ≥ 0 , i = 1, · · · , n ,
n∑
i=1












Hi(t) dXi(t) is increasing.
Proof of Proposition 1.16. We consider processes X
(j)
i , j = 1, 2, 3 defined in the























, Y3+k := −Yk (1.27)
for k = 1, 2, 3 , and check in a straightforward manner that D(·) = max1≤k≤6 Yk(·) (in
fact D(·) = max1≤k≤3 Yk(·) , but we will need all six Yk’s in this proof).
Next, we define processes Hk , k = 1, · · · , 6 , as follows:
(i) If R2(t) < R1(t) = X
(k)
1 (t) (there is at most one such k for any specific (t, ω)),
then Hk(t) = 1 .
(ii) If R1(t) < R2(t) = X
(`)
2 (t) , then H3+`(t) = 1 .
(iii) If X
(k)
1 (t) = R1(t) = R2(t) = X
(`)




(iv) If R1(t) = R2(t) = 0 , then Hk(t) =
1
6
for k = 1, · · · , 6 .
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Any Hk(t)’s that are not assigned values in the above (i)-(iv), are set to be equal to
zero. It is easy to check
Hk(·) ≥ 0 , k = 1, · · · , 6 ,
6∑
k=1
Hk(·) = 1 ,
6∑
k=1
Hk(·)Yk(·) = D(·) = max
1≤k≤6
Yk(·) .















is increasing; we have used the fact Y3+k = −Yk , k = 1, 2, 3 in (1.27), to get the
above equality. On the other hand, Lemma 1.18 implies that X
(j)
i (·) − 13 LRi(·) is a
martingale, for i = 1, 2 and j = 1, 2, 3 . It follows then from (1.27) that the process
Yk(·) + 13 LR1(·) − 13 LR2(·) is a martingale for each k = 1, 2, 3 . Combining this with




























is a submartingale. We have used the boundedness of the Hk’s, to create a true
submartingale here rather than only a local one.
Proof of Lemma 1.18. Since 1{R(·)>0, Θ(·)= 2(j−1)pi
3
} is constant on any excursion of R(·)















(·) . It follows that X(j)(·)− LX(j)(·)
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is a martingale. Now since R(·)−LR(·) is also a martingale and R(·) = ∑3j=1 X(j)(·) ,
we have LR(·) = ∑3j=1 LX(j)(·) .
On the other hand, for ν as in Theorem 1.9, it is easy to show that the functions
g1(r, θ) := r cos θ and g2(r, θ) := r sin θ satisfy gi ≡ 0 , i = 1, 2 (recall (1.13)).
The same argument as the proof of Proposition 1.6 then shows that Z is a planar

























(·) sin 2(j − 1)pi
3
= 0 .
It follows that LX
(1)
(·) = LX(2)(·) = LX(3)(·) , i = 1, 2 . We now recall that LR(·) =∑3
j=1 L
X(j)(·) , and (1.25) follows.

































is increasing. Note that the second equality comes from
∑n
i=1Hi(·) = 1 and the third
from the fact that Hi(t) > 0 holds only if Xi(t) = X
∗(t) ; this fact in turn is because∑n





Many efforts have been made along the lines of the fundamental works introduced
in Chapter 1. These include harmonic functions and stochastic calculus of Walsh
Brownian motions ([14], [17]), generalizations to the so-called spider martingales ([52],
[33]), stochastic calculus on graphs and trees ([15], [38]), diffusions with singularities
([13], [3]), as well as stochastic flows ([16]).
Our discussion in this chapter will focus on processes moving in the fashion de-
scribed by Walsh—i.e., planar processes moving along rays emanating from the origin,
where they choose new directions for their subsequent voyages. The generalization
here, is that we consider general semimartingales, rather than Brownian motions or
even diffusions. As a result, we cannot use Itoˆ’s excursion theory or constructions based
on semigroups. Instead, we use the technique of “folding and unfolding” employed in
the works [39] and [20]. This approach can be thought of as a bridge between excur-
sion theory and stochastic calculus, and is a very useful tool for studying excursions
of semimartingales. Its basic idea is surprisingly straightforward, and follows exactly
Walsh’s intuitive description in the epilogue of [51].
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After constructing these processes that we call “Walsh semimartingales” and devel-
oping a stochastic calculus for them, we restrict attention to diffusions and generalize
the martingale problems presented in Section 1.2.1. Finally, we discuss existence,
uniqueness, and explosion times for Walsh diffusions, in the same manner as for the
classical one-dimensional results (Section 5.5 of [27]; see also [9], [10], [11]).
As a suggestion for future open problems, it should be of considerable interest to
study the following process that displays a more complicated “choice of direction”
feature. Consider a multidimensional reflecting Brownian motion (or more generally,
semimartingale) which takes values in an orthant and is reflected on the boundary
(e.g. [18], [49]), yet the direction of every such reflection is randomized by a fixed (or
location-dependent) probability measure. Constructions of processes that involve such
reflections with “scattered” directions are not obvious at all, and it will be very intrigu-
ing to develop them and to study related problems, such as invariant distributions.
Preview: We start Section 2.1 with a formal definition of processes we call semimartin-
gales on rays, with minimal requirements—adapted, continuous in the tree-topology
(cf. Definition 1.14), and whose radial part is a semimartingale. These processes move
along rays as in Walsh’s description, but are not required always to choose directions
at the origin according to a fixed distribution. We develop for them a change-of-
variable formula, reminiscent of (1.16) and the works of Freidlin & Sheu ([15]) and
Hajri & Touhami ([17]). This formula applies to a class of functions much broader
than C2(R2) ; for example, it includes functions gA , A ∈ B([0, 2pi) as in (1.15). In
particular, all semimartingales on rays are planar semimartingales, and this is not at
all immediate from their definition.
We define next Walsh semimartingales as a subclass of semimartingales on rays, by
adding a simple “partition of local time” property at the origin. This property, remi-
niscent of (1.25), is very intuitive, and allows us to describe and encode more precisely
the behavior of the process at the origin, in the change-of-variable formula. We estab-
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lish in Section 2.1.1 this change-of-variable formula for such processes, and generalize
it further in Section 2.1.3. In another direction, we present in Section 2.1.2 a two-
dimensional analogue, for Walsh semimartingales, of the Harrison & Shepp equation
(1.8). We also develop a condition (2.20) closely analogous to the condition |β| ≤ 1
in Theorem 1.5, for the solvability of this two-dimensional analogue (2.19).
The actual construction of Walsh semimartingales is presented in Section 2.2, us-
ing the “folding and unfolding” technique. This technique is also used to construct
examples of semimartingales on rays which are not Walsh semimartingales.
In the remainder of this chapter we restrict our attention to Walsh diffusions. In
contrast to the notion of diffusions in Definition 1.2, we describe Walsh diffusions as
Walsh semimartingales with radial part being Itoˆ processes satisfying certain stochastic
equations, and show in Section 2.3.1 that they can also be characterized by local
submartingale problems. Well-posedness results are obtained in Section 2.3.2, when the
drift and dispersion coefficients do not depend on the angular part of the state-process;
they generalize the results of Section 1.2.1. As a by-product, we show that when the
radial part of a Walsh semimartingale is a reflecting Brownian motion, the resulting
Walsh diffusion becomes indeed a Walsh Brownian motion as defined in Section 1.2.
For Walsh diffusions whose associated local submartingales problems are well-posed,
we show in Section 2.3.3 that they possess strong Markov property, and thus are indeed
diffusions in the sense of Definition 1.2. In Section 2.3.4 we prove a remarkably succinct
characterization of Walsh’s Brownian motion, which is also an analogue of Theorem
1.3(i), by utilizing strong Markov property of diffusions.
In Sections 2.4 and 2.5 we study Walsh diffusions in a more general setting: coef-
ficients do depend on the angular part of the state-process, the state-space is an open
set only in the tree-topology, and explosions are possible. Surprisingly, we find that the
classical one-dimensional results in Section 5.5 of [27], including existence, uniqueness,
limiting behavior near explosion times, and Feller’s test for explosions, all have very
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natural analogues in this setting. The latter two results are especially interesting, in
how simpler and more revealing they are than their one-dimensional analogues.
2.1 Semimartingales on Rays, Walsh Semimartin-
gales and Their Stochastic Calculus
Let us first introduce some conventions. Unless otherwise specified, whenever a function
f is defined on a subset of R2 , we will write “f(r, θ)” (or sometimes “fθ(r)”) to
mean its expression in polar coordinates; we have for example f(r, θ) = f(x) , where
x = (r cos θ, r sin θ) in Euclidean coordinates. We write arg(x) ∈ [0, 2pi) for the
argument of a generic vector x ∈ R2 \ {0} . The polar coordinates (0, θ), θ ∈ [0, 2pi)
are identical and identified with 0 ∈ R2 ; thus, whenever we define a function f via
polar coordinates as f(r, θ) , we must make sure f(0, θ) ≡ f(0) is constant.
Let us recall Definition 1.14 for the tree-topology. We define processes we call
“semimartingales on rays” and “Walsh semimartingales”, as follows.
Definition 2.1. Semimartingales on Rays: Let (Ω,F ,P), F = {F(t)}0≤t<∞ be a
filtered probability space with the “usual conditions”, i.e., F is right-continuous and
F(0) contains every P−negligible event. We say that a two-dimensional process X(·)
on this space is a semimartingale on rays, if:
(i) It is adapted, and is continuous in the tree-topology.
(ii) Its radial part ‖X(·)‖ is a (nonnegative) semimartingale.
In this case, we call “driver of X(·)” the scalar semimartingale
U(·) := ‖X(·)‖ − L‖X‖(·). (2.1)
Definition 2.2. Walsh Semimartingales: Let X(·) be a semimartingale on rays,
with respect to some filtered probability space (Ω,F ,P), F = {F(t)}0≤t<∞ . If there
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exists a probability measure ν on B([0, 2pi)) such that, for every set A ∈ B([0, 2pi)) ,
the “thinned process”





has the “partition of local time” property
LR
X
A (·) ≡ ν(A)L ‖X‖(·) , (2.3)
we say that X(·) is a Walsh semimartingale with angular measure ν .
Remark 2.3. Skorokhod Reflection: By the theory of the Skorokhod reflection (cf.
Section 3.6.C in [27]), equation (2.1) also implies
‖X(t)‖ = U(t) + max
0≤s≤ t
(− U(s))+ , 0 ≤ t <∞ . (2.4)
Remark 2.4. Semimartingale Property of RXA : At first sight, for the above re-
quirement (2.3) to make sense, we should assume in addition that the process RXA (·)
is a continuous semimartingale. But this is actually not needed: the thinned pro-
cess RXA (·) is shown by Theorem 2.15 (ii) in Section 2.1.1 to be indeed a continuous
semimartingale, for any semimartingale on rays X(·) .
Remark 2.5. Planar Semimartingale Property of X : We do not assume ex-
plicitly in Definition 2.1, that a semimartingale on rays X(·) is a two-dimensional
semimartingale; only its radial part is assumed to be a semimartingale. But X(·)
indeed turns out to be a planar semimartingale, thanks to the assumption that it is
continuous in the tree-topology. This fact, stated as Corollary 2.16, allows us to use
the terminology “semimartingale on rays” here, although it seems somewhat arbitrary
and unjustified at this moment.
Remark 2.6. Strict Inclusion: There exist semimartingales on rays which are not
Walsh semimartingales for any angular measure. Examples are constructed in Section
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2.2, using the same technique via which Walsh semimartingales are constructed.
Remark 2.7. Interpretation of Angular Measure: In light of Theorem VI.1.10 in
[40], which describes local times via numbers of downcrossings, we see from (2.3) that
the probability measure ν captures the “intensity of excursions of X(·) away from the
origin” along any given rays. Thus (2.3) may be interpreted as saying that, when the
process X(·) finds itself at the origin, it chooses the next ray for its voyage according
to this “angular measure” ν.
Before delving into the stochastic calculus of semimartingales on rays, we give the
following result regarding the tree-topology. It shows that a function is continuous in
this topology, if and only if its radial part is continuous and its angular part is constant
on every one of its excursions away from the origin.
Proposition 2.8. A function x : [0,∞) → R2 is continuous in the tree-topology, if
and only if the following two condition both hold:
(i) The mapping t 7→ ‖x(t)‖ is continuous.
(ii) Whenever ‖x(t)‖ 6= 0 holds for all t in some interval [t1, t2] , the mapping t 7→
arg(x(t)) is constant on [t1, t2] .
Proof. We first assume that x is continuous in the tree-topology. Since the tree-
topology is clearly stronger than the Euclidean topology, x is also continuous in Eu-
clidean topology, and (i) follows.
For (ii) we note that, showing that t 7→ arg(x(t)) is constant, is equivalent to
showing that t 7→ x(t)‖x(t)‖ is constant. By way of contradiction, let us assume that
‖x(t)‖ 6= 0 holds for all t ∈ [t1, t2] but the ratio x(t)‖x(t)‖ is not constant on the interval
[t1, t2] . Since x is continuous in Euclidean topology and ‖x(·)‖ 6= 0 on [t1, t2] , the




‖x(t1)‖ , where t3 := inf
{










‖x(t3)‖ , therefore also arg(x(t(n))) 6= arg(x(t3)) . We have then
%(x(t(n)), x(t3)) = ‖x(t(n))‖+ ‖x(t3)‖ ≥ ‖x(t3)‖ > 0 , ∀ n ∈ N ,
contradicting the continuity of x(·) in the tree-topology.
• Now we assume, conversely, that (i) and (ii) hold. Consider an arbitrary se-
quence {tn}n∈N ⊂ [0,∞) with tn → t0 ∈ [0,∞) as n ↑ ∞ . It suffices to show
that %(x(tn), x(t0))→ 0 as n ↑ ∞ .
If ‖x(t0)‖ = 0 , then x(t0) = 0 . By (i), we have %(x(tn), x(t0)) = ‖x(tn)‖ →
‖x(t0)‖ = 0 ,as n ↑ ∞ .
If ‖x(t0)‖ 6= 0 , then by (i), we can find an interval I ⊂ [0,∞) , such that t0 ∈ I ,
tn ∈ I for sufficiently large n , and ‖x(t)‖ 6= 0 for any t ∈ I . It follows then from (i)
and (ii) that %(x(tn), x(t0)) =
∣∣∣‖x(tn)‖ − ‖x(t0)‖∣∣∣→ 0 , as n ↑ ∞ .
2.1.1 A Change-of-Variable Formula
The property of “moving along rays”, implied by Proposition 2.8, suggests considering
test functions on the plane which have good properties only along every ray emanating
from the origin. The following definitions and results formalize this idea.
Definition 2.9. Let D be the class of Borel-measurable functions g : R2 → R , such
that
(i) for every θ ∈ [0, 2pi) , the function r 7→ gθ(r) := g(r, θ) is differentiable on [0,∞),
and the derivative r 7→ g′θ(r) is absolutely continuous on [0,∞);
(ii) the function θ 7→ g′θ(0+) is bounded; and
(iii) there exist a real number η > 0 and a Lebesgue-integrable function c : (0, η] →
[0,∞) such that |g′′θ (r)| ≤ c(r) holds for all θ ∈ [0, 2pi) and r ∈ (0, η].
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Definition 2.10. For every given function g ∈ D , we set for every x ∈ R2 \ {0} :
g′(x) := g′θ(r), g
′′(x) := g′′θ (r) , where x = (r, θ) in polar coordinates.
Proposition 2.11. Every function g ∈ D has the following properties:
(i) The mappings (r, θ) 7→ g′θ(r) and (r, θ) 7→ g′′θ (r) are Borel-measurable on R2\{0} ,
and the mapping θ 7→ g′θ(0+) is Borel-measurable on [0, 2pi). Also, for the constant




|g′θ(r)| < ∞ .
(ii) The function g is continuous in the tree-topology.
Proof: (i) The first claim is a consequence of the measurability of the function g
and of Definition 2.9(i), because of the definition of derivatives as limits. The second
comes from the fact g′θ(r) − g′θ(0+) =
∫ r
0
g′′θ (y) dy and the requirements (ii) and (iii)
in Definition 2.9.
(ii) By the fact gθ(r) − g(0) =
∫ r
0
g′θ(y) dy and the second claim of (i), the function
g is continuous at the origin in the tree-topology. The continuity at other points is
equivalent to the continuity of the functions r 7→ gθ(r) for all θ ∈ [0, 2pi) , and this is
implied by (i) of Definition 2.9.
We remark that, in Definition 2.9 we do not even assume local boundedness for
derivatives of functions in the class D ; we assume only some boundedness near the
origin. The reason why this will suffice for the development of a stochastic calculus for
semimartingales on rays, is provided by the following two preliminary results. These
supply the keys to the main result of this section, Theorem 2.15.
Lemma 2.12. Let f : R2 → [0,∞) be Borel-measurable, and with the following
properties:
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(i) For every θ ∈ [0, 2pi) , the function r 7→ f(r, θ) is locally integrable on [0,∞) .
(ii) There exist a real number η > 0 and a Lebesgue-integrable function c : [0, η] →
[0,∞) such that f(r, θ) ≤ c(r) holds for all θ ∈ [0, 2pi) and r ∈ [0, η] .




f(X(t)) d〈U〉(t) <∞, ∀ 0 ≤ T <∞
)
= 1 .
Lemma 2.13. In the context of Definitions 2.1, 2.9 and 2.10, we have, for every










∣∣g′′(X(t))∣∣ d〈U〉(t) <∞, ∀ 0 ≤ T <∞) = 1 .
Remark 2.14. Lemma 2.12 can be thought of as an analogue of the Engelbert-Schmidt
0-1 law (cf. [9] and Section 3.6.E of [27]), as it gives a condition guaranteeing the
finiteness of some integral functional of the process X(·). In contrast to the necessary
and sufficient condition of local integrability considered in the Engelbert-Schmidt 0-
1 law, the condition here is only sufficient, due to the difficulty in dealing with the
“roundhouse singularity” at the origin.
Proof of Lemma 2.12: By condition (ii) of Lemma 2.12, we have f(x) ≤ c(‖x‖)
whenever x ∈ R2 and ‖x‖ ≤ η . In conjunction with (1.4) and (2.1), we have on the














whereas, by Theorem 1.4, the mapping r 7→ L‖X‖(T, r, ω) is RCLL, hence bounded on
[0, η], for P−a.e. ω ∈ Ω . Thus, the integrability of c gives the P−a.s. finiteness of
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the last expression above.
Let us define now for every ε > 0 the stopping times τ ε−1 ≡ 0 , τ ε0 := inf
{
t ≥ 0 :
‖X(t)‖ = 0} and
τ ε2`+1 := inf
{
t > τ ε2` : ‖X(t)‖ ≥ ε
}
, τ ε2`+2 := inf
{
t > τ ε2`+1 : ‖X(t)‖ = 0
}
(2.5)






















































L‖X‖(T, r) dr , where M(T ) := max
0≤t≤T
‖X(t)‖ .
We have used (2.1) and Proposition 2.8 for the first equality, and (1.4) for the second.
The last equality follows from the theory of semimartingale local time.
We claim that the last expression above is a.s. finite. Indeed, r 7→ L‖X‖(T, r, ω)
is bounded on [0,M(T, ω)] for a.e. ω ∈ Ω , just as before; thus, by condition (i)
of Lemma 2.12, each integral in the last expression is a.s. finite. Moreover, the set
{` : τ η2`+1 < T} is a.s. finite; for otherwise the continuity of the path t 7→ ‖X(t, ω)‖
would be violated. The validity of this finiteness claim follows.
With all the considerations above, Lemma 2.12 is seen to have been established.
Proof of Lemma 2.13: The claim (ii) is a direct consequence of Lemma 2.12 and of
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Definition 2.9. For the claim (i), we observe by Definition 2.9 and Proposition 2.8 that
sup
0≤t≤T, 0<‖X(t)‖≤η


















thanks to the a.s. finiteness of the set
{
` : τ η2`+1 < T
}
. The claim (i) follows.
Now we can state and prove the main result of this section, a generalized Freidlin-
Sheu-type ([15]) identity for semimartingales on rays.
Theorem 2.15. A Change-of-Variable Formula: Let X(·) be a semimartingale
on rays with driver U(·) , in the context of Definition 2.1.





















+ V Xg (·) .
(2.6)
Here V Xg (·) is a continuous process of finite variation on compact intervals, with






, ∀ 0 ≤ t1 < t2 <∞ .
(2.7)
(ii) In particular, for every set A ∈ B([0, 2pi)) and with the recipe gA(r, θ) := r 1A(θ) ,
we have gA ∈ D . Therefore, since the “thinned process” RXA (·) in (2.2) satisfies
RXA (·) = gA
(
X(·)) , it is a continuous semimartingale.
(iii) If X(·) is also a Walsh semimartingale with some angular measure ν , then for
every function g ∈ D the decomposition (2.6) holds with







Proof. (i) With N−1 := N0 ∪ {−1} and the sequence of stopping times {τ εk}k∈N−1















X(T ∧ τ ε2`+2)







X(T ∧ τ ε2`+1)
)− g(X(T ∧ τ ε2`))) . (2.9)






X(T ∧ τ ε2`+2)









































For the second equality of this string, we have used Proposition 2.8 and the generalized
Itoˆ’s rule (cf. Problem 3.7.3 in [27]; although θ = Θ(T ∧ τ ε2`+1) is a random variable, a
careful look into the proof of the generalized Itoˆ’s rule will justify its application here).
The third equality is valid because of (2.1), and of the fact that the process L‖X‖(·) is
flat off the set {0 ≤ t < ∞ : ‖X(t)‖ = 0} . Now with the help of Lemma 2.13, we let






X(T ∧ τ ε2`+2)






















• By Definition 2.9 and Proposition 2.11, the process g(X(·)) is adapted and contin-
uous. Thus the process
V Xg (·) := g
(
























X(T ∧ τ ε2`+1)
)− g(X(T ∧ τ ε2`))) −−→
ε↓0
V Xg (T ) . (2.12)
We also note that (2.6) follows trivially from (2.11), but it remains to establish (2.7).
• Let us concentrate now on the summand on the left-hand side of the above display
(2.12). We recall the constant η > 0 and the function c in Definition 2.9 (iii), and






X(T ∧ τ ε2`+1)









































N(T, ε) := ]
{
` ∈ N0 : τ ε2`+1 < T
}
(2.14)
and use Theorem VI.1.10 in [40] for the convergence εN(T, ε) −−→
ε↓0
L‖X‖(T ) in prob-
ability (the “downcrossings” representation of local time; here we are in fact using
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“upcrossings”, since the numbers of up- and downcrossings differ by at most 1 .).









V Xg (t2)− V Xg (t1) in probability, (2.15)

















in probability. Together with (2.15), this last convergence in probability leads to the
estimate (2.7), which in turn implies that the process V Xg (·) is of finite variation on
compact intervals. Thus the process g(X(·)) is a continuous semimartingale, and the
last claim of (i) is justified. The claim (ii) follows readily.
(iii) Finally, we need to argue that the “partition of local time” property (2.3) leads














Let us consider the function gA in (ii). Applying the result of (i) gives
RXA (·) = gA
(
X(·)) = gA(X(0))+ ∫ ·
0








1{RXA (t)>0} dU(t) + V
X
gA(·) .
Now since RXA (·) is nonnegative, and V XgA(·) is flat off {t : ‖X(t)‖ = 0} thanks to
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A (t) = L
RXA (·) = ν(A)L‖X‖(·) ,
where the last equality is simply the requirement (2.3). Comparing this with (2.15),
we obtain (2.16) with g replaced by gA . We then note that the function θ 7→ g′θ(0+)
is bounded and Borel-measurable, and thus can be uniformly approximated by linear
combinations of indicators 1A(θ) = (g
A)′θ(0+) , A ∈ B([0, 2pi)) . Therefore, (2.16)
holds for any g ∈ D , and the proof of Theorem 2.15 is now complete.
We consider now functions g1(r, θ) = r cos θ, g2(r, θ) = r sin θ in D , and note that
a planar process X(·) can be written as (g1(X(·)), g2(X(·)) , in Euclidean coordinates.
Therefore, an application of Theorem 2.15 to functions gi , i = 1, 2, gives the following.
Corollary 2.16. (i) For any semimartingale on rays X(·) = (X1(·), X2(·)) in Eu-
clidean coordinates, both X1 and X2 are continuous semimartingales.
(ii) Let X(·) = (X1(·), X2(·)) , written in Euclidean coordinates, be a Walsh semi-
martingale with driver U(·) and angular measure ν . Then we have







dU(t) + γ1 L
‖X‖(·) , (2.17)

















The system (2.17)-(2.18) will be studied in Section 2.1.2, from a slightly different
perspective, as a two-dimensional analogue of the equation (1.8) of Harrison & Shepp.
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2.1.2 Two-dimensional Stochastic Equations of Harrison-Shepp
Type
In this section we shall look at the above equations (2.17)-(2.18) as a system of stochas-
tic integral equations for X . We shall take the point of view that the continuous
semimartingale U and the real numbers γ1, γ2 are given. We ask then, whether a
planar process X can be determined as a solution of this system.
More precisely, let us suppose we are given a continuous semimartingale U(·) with
U(0) = 0 , on some filtered probability space with the “usual conditions”. We also fix
two real constants γ1, γ2 , and a vector x := (x1, x2) ∈ R2 in Euclidean coordinates.
In this new context, we restate the equations (2.17)-(2.18) as





‖X(t)‖ dU(t) + γi L
‖X‖(·) , i = 1, 2 , (2.19)
where X(·) = (X1(·), X2(·)) is the unknown process in Euclidean coordinates; we have
used here the facts cos(arg(x)) = x1‖x‖ and sin(arg(x)) =
x2
‖x‖ for any x = (x1, x2) ∈ R2
in Euclidean coordinates.
We say that this system admits a solution, if on a suitable enlargement of the
given filtered probability space there is a planar continuous semimartingale X(·) =
(X1(·), X2(·)) satisfying (2.19). This X is said to be a (weak) solution of this system.
The following result discusses necessary and sufficient conditions, for the system
(2.19) to admit a solution X . We note that the condition (2.20) is almost a necessary
and sufficient condition, since the additional assumption (2.21) for necessity is rather
weak, and certainly satisfied when ‖X‖ is a reflecting Brownian motion. It is not
satisfied, though, when ‖X‖ is a Bessel process of dimension greater than 1 , or the
radial part of a “sufficiently uncorrelated” two-dimensional reflected Brownian motion
in the first orthant, as illustrated in the proof of Proposition 1.11.
Theorem 2.17. A Generalized Harrison-Shepp System of Equations: In the
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above context, we have the following.
(i) The system (2.19) admits a solution, if the real numbers γ1, γ2 satisfy the condition
γ21 + γ
2
2 ≤ 1 . (2.20)
(ii) Conversely, suppose that the system (2.19) admits a solution X that also satisfies
P
(
L‖X‖(∞) > 0) > 0 . (2.21)
Then (2.20) is satisfied by γ1, γ2 .
Proof. (i) Assume γ21 + γ
2
2 ≤ 1 , and consider the vector γ := (γ1, γ2) ∈ R2 with
‖γ‖ ≤ 1 . If γ 6= 0 , we take θ1, θ2 ∈ [0, 2pi) that satisfy
(cos θ1, sin θ1) =
γ
‖γ‖ , (cos θ2, sin θ2) = −
γ
‖γ‖ ;









on ([0, 2pi),B([0, 2pi))) , with δ· standing for point mass. It is straightforward to verify
∫ 2pi
0
cos(θ)ν(dθ) = γ1 and
∫ 2pi
0
sin(θ)ν(dθ) = γ2 . (2.22)
Thanks to Theorem 2.24 in the Section 2.2, we can construct a Walsh semimartingale
X(·) = (X1(·), X2(·)) with angular measure ν , and such that X(0) = x and
‖X(·)‖ = ‖x‖+ U(·) + max
0≤s≤ ·
(− (‖x‖+ U(s)))+ ,
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is the Skorokhod reflection of ‖x‖+ U(·) . The driver of X is then
U˜(·) := ‖X(·)‖−L‖X‖(·) = ‖x‖+
∫ ·
0




It follows then from Corollary 2.16 and (2.22) that X is a solution to (2.19).
(ii) Suppose that (2.19) admits a solution X(·) = (X1(·), X2(·)) that satisfies (2.21).
By virtue of Lemma 2.20 below, X is a semimartingale on rays, with driver ‖x‖ +∫ ·
0
1{‖X(t)‖>0} dU(t) , as implied by (2.23).
Let us recall the functions g1(r, θ) = r cos θ, g2(r, θ) = r sin θ , and that gi(X(·)) =
Xi(·) , i = 1, 2 . Applying Theorem 2.15 to gi , i = 1, 2 and comparing the results
with (2.19), we obtain
V Xgi (·) = γiL‖X‖(·) , i = 1, 2 .





as in (2.5). Comparing the above display with (2.15) in the proof of Theorem 2.15,
and using the facts (g1)
′
θ(0+) = cos θ and (g2)
′









L‖X‖(T ) · (γ1, γ2) ,
in probability, for any T ≥ 0 . We then recall N(T, ε) := ]{` ∈ N : τ ε2`+1 < T} and












in probability, on the event
{
L ‖X‖(T ) > 0
}
. On the other hand, since ‖(cos θ, sin θ)‖ =










· ]{` ∈ N : τ ε2`+1 < T} = 1 ,
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for any ε > 0 . This forces ‖(γ1, γ2)‖ ≤ 1 , too, because we can select (thanks to (2.21))
a sufficiently large T ∈ (0,∞), such that P(L ‖X‖(T ) > 0) > 0.
Remark 2.18. Similarities: There are a few reasons to view the system of equations
(2.19) as a two-dimensional analogue of the equation (1.8) of Harrison & Shepp. First,
these equations are satisfied by Walsh semimartingales and skew Brownian motions,
respectively, with the former being also a two-dimensional analogue of the latter. Sec-
ondly, terms of local time at the origin appear in both of these equations, with constant
coefficients. Finally, the requirements (2.20) and |β| ≤ 1 , respectively, on their coeffi-
cients, for these equations to be solvable, are also highly similar.
Remark 2.19. Differences: We first note that, the semimartingale U in (2.19) plays
a slightly different role from the Brownian motion W in (1.8). Indeed, consider the
case where U is a Brownian motion and ‖X‖ is a reflecting Brownian motion. From
(2.23) below, we have U(·) = ‖X(·)‖ − ‖x‖ −L‖X‖(·) ; on the other hand, the proof of
Theorem 1.5 shows that |X(·)| − |x| − L|X|(·) = ∫ ·
0
sgn(X(t)) dW (t) .
Secondly, and in contrast to (1.8), there is no hope of strong uniqueness for the
solution of (2.19). Strong solutions of (2.19) (i.e., for which FX ⊆ FU) of course do
not exist in general, thanks to Tsirel’son’s famous result in Theorem 1.9. It turns
out, however, that even weak uniqueness fails for solutions of (2.19). To see how this
happens we note that, given γ1, γ2 satisfying (2.20), we can usually find many different
ν’s that satisfy (2.22). Then by the proof of Theorem 2.17, we can construct for each
such ν a solution of (2.19); these solutions are Walsh semimartingales with different
angular measures. This feature of (2.19) significantly differs from what happens in
(1.8), where one can “read off” the skewness parameter α = 1+β
2
from the coefficient
β . Another cause for the loss of weak uniqueness, is the possible stickiness at the origin
for solutions of (2.19).
Finally, let us point out that the system (2.19) may even admit solutions which
are not Walsh semimartingales! To see this, let us fix γ1, γ2 , for which two different
43
probability measures ν1 , ν2 both satisfy (2.22) when plugged in as ν , as we just
noted above. From Example 2.25 in Section 2.2, we can construct a semimartingale
on rays X , which moves as two different Walsh semimartingales up to and after some
stopping time τ , respectively: both these Walsh semimartingales have driver ‖x‖ +∫ ·
0
1{‖X(t)‖>0} dU(t) , and their angular measures are ν1 and ν2 , respectively. The
semimartingale on rays X is not a Walsh semimartingale for any angular measure but
still satisfies (2.19), because ν1 , ν2 both satisfy (2.22) when plugged in as ν . (See
Example 2.25 for how to perform stochastic calculus for this X .)
Lemma 2.20. Assume that X(·) = (X1(·), X2(·)) is a solution of the system (2.19).




1{‖X(t)‖>0} dU(t) + L‖X‖(·) . (2.23)
Proof. As a solution to (2.19), the processX is a planar continuous semimartingale,






• Consider the stopping time σε = inf{t ≥ 0 : ‖X(t)‖ ≤ ε} for every ε > 0 . Since




2 is smooth on R2 \ {0} , we may apply Itoˆ’s formula
to this function and (2.19), up to time σε , and get
‖X(· ∧ σε)‖ = ‖X(0)‖+ U(· ∧ σε) (2.24)
after some straightforward calculations. With τ0 := inf{t ≥ 0 : ‖X(t)‖ = 0} =
limε↓0 σε , we let ε ↓ 0 in (2.24) and obtain ‖X(· ∧ τ0‖ = ‖X(0)‖+ U(· ∧ τ0).
Recall now the stopping times
{
τ εm , m ∈ N0
}
defined as in (2.5). In the same
manner as above we obtain





for ` ∈ N−1 = N0 ∪ {−1} with τ ε−1 ≡ 0 . We then decompose ‖X(T )‖ as in the proof
of Theorem 2.15:
‖X(T )‖ = ‖X(0)‖+
∑
`∈N−1




(‖X(T ∧ τ ε2`+1)‖ − ‖X(T ∧ τ ε2`)‖) . (2.25)
With the previous considerations, we can write the first summation of (2.25) as
∑
`∈N−1




1(τε2`+1, τε2`+2)(t) dU(t). (2.26)
As ε ↓ 0 , the right-hand side of (2.26) converges to ∫ T
0
1{‖X(t)‖>0} dU(t) in probability;
On the other hand, with N(T, ε) := ]
{
` ∈ N : τ ε2`+1 < T
}
we have for the second
summation of (2.25) the convergence
∑
`∈N0
(‖X(T ∧ τ ε2`+1)‖ − ‖X(T ∧ τ ε2`)‖) = εN(T, ε) +O(ε) −−→
ε↓0
L‖X‖(T )
in probability, by Theorem VI.1.10 in [40]. Therefore, letting ε ↓ 0 in (2.25), we obtain
equation (2.23) for the radial process ‖X(·)‖ .
• For X to be a semimartingale on rays, it remains only to show continuity in the
tree-topology. By Proposition 2.8, it suffices to show that arg(X(·)) , or X(·)‖X(·)‖ , is
constant on every excursion of ‖X(·)‖ away from 0 .
We use the same trick as we did earlier in this proof. Recall the stopping times




, i = 1, 2
are smooth on R2 \ {0} , we apply Itoˆ’s formula to these two functions and (2.19), and
get
Xi(· ∧ σε)
‖X(· ∧ σε)‖ =
Xi(0)
‖X(0)‖ , i = 1, 2
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by direct calculation (yes, the differential terms turn out to cancel out each other).
Thus X(·)‖X(·)‖ is constant on [0, τ0) , with τ0 := inf{t ≥ 0 : ‖X(t)‖ = 0} ; the same
argument shows that it is also constant on [τ ε2`+1, τ
ε
2`+2) for any ` ∈ N0 and ε > 0 .
It follows that X(·)‖X(·)‖ is constant on every excursion of ‖X(·)‖ away from 0 .
2.1.3 A Further Generalization of Change-of-Variables
Since the one-dimensional generalized Itoˆ’s rule applies to linear combinations of convex
functions, Theorem 2.15 can be generalized to Theorem 2.22 below, to incorporate a
larger class of functions. We remark, however, that Theorem 2.15 will suffice for our
purpose in this chapter. We will need Theorem 2.22 in Chapter 3, to deal with optimal
control problems. Also, the proofs of these two theorems have similar ideas, so we
chose to present Theorem 2.15 first, as it is notationally easier to treat.
Definition 2.21. Let C be the class of Borel-measurable functions g : R2 → R , such
that:
(i) for every θ ∈ [0, 2pi) , the function r 7→ gθ(r) := g(r, θ) is the difference of two
convex and continuous functions on [0,∞) , and thus the left- and right-derivatives
r 7→ D±gθ(r) exist and are of finite variation on compact subintervals of (0,∞) ;
(ii) the function θ 7→ D+gθ(0) is well-defined and bounded;
(iii) there exist a real number η > 0 and a finite measure µ on
(
(0, η), B((0, η))) ,










= D−gθ(r2)−D−gθ(r1) ∀ 0 < r1 < r2 <∞ .
Theorem 2.22. Let X(·) be a semimartingale on rays with driver U , and recall the
notation Θ(·) = arg(X(·)). Then, for any function g ∈ C as in Definition 2.21, the

















1{X(t)6=0, Θ(t)=θ} L‖X‖(dt, r)D2gθ(dr) + V Xg (·),
where the process V Xg (·) satisfies (2.7), with “g′θ(0+)” replaced by “D+gθ(0)”. Fur-
thermore, for any function f as in Lemma 2.12, we have
∫ ·
0







1{X(t) 6=0, Θ(t)=θ} L‖X‖(dt, r) f(r, θ) dr. (2.28)
Finally, if X(·) is a Walsh semimartingale with angular measure ν , then (2.27) holds
with






Remark 2.23. The summation that appears in (2.27) above makes sense, because the
summand is nonzero only for countably many values of the variable θ; indeed, the
angular process Θ(·) is constant on each excursion interval of ‖X(·)‖ away from the
origin, and on each generic path there are at most countably-many such intervals.
Proof. Step 1: In this first step we extend Proposition 2.11 and Lemma 2.13 to func-
tions in the class C . Except for Lemma 2.13(ii), it is straightforward to state and
prove the extension. For the extension of Lemma 2.13(ii) we shall show that, whenever







1{X(t)6=0, Θ(t)=θ} L‖X‖(dt, r)D2gθ(dr) , 0 ≤ T <∞ (2.30)
is well-defined, adapted, continuous and of finite variation on compact intervals. Fol-


























The second summation in the last expression represents a continuous process of finite
variation on compact intervals; indeed, the process
∫∞
0
L‖X‖(· , r) ∣∣D2gθ(dr)∣∣ has these
properties for every fixed θ ∈ [0, 2pi), and the set {` : τ η2`+1 < T} is almost surely









via interchanging orders of the summation and the two integrations; this is justified
by the finiteness of the right-hand-side above. We see now, that the process given by
(2.30) is well-defined, continuous, and of finite variation on compact intervals.
For adaptedness, it is standard to show, by the Borel-measurability of g and the
joint measurability of (t, r, ω) 7→ L‖X‖(t, r, ω) , that for any T ∈ [0,∞) the mapping




is B([0,∞))⊗B([0, 2pi))⊗F(T )−measurable when restricted to [0,∞)× [0, T ]×Ω .
Let (sk,T , tk,T ) , k ∈ N be an enumeration of all excursion intervals of the path ‖X(t)‖ ,









F(T )−measurable. Let Θ(t) = θk,T for all t ∈ (sk,T , tk,T ) , and thus θk,T is also
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L‖X‖(tk,T , r, ω)− L‖X‖(sk,T , r, ω)
)
D2gθk,T (dr) , 0 ≤ T <∞ ,
it is thus adapted to the filtration F . Step 1 is now complete.
Step 2: With Proposition 2.11 and Lemma 2.13 having been extended, we can follow
exactly the same arguments as in the proof of Theorem 2.15, to prove (2.27) and (2.29);
we note here that Theorem 3.7.1(v) in [27] should be used here for the generalized Itoˆ’s
rule. Finally, we observe that any function f as in Lemma 2.12 is the second derivative
(in the sense of Definition 2.10) of some function g in D , hence also in C . Thus, both
Theorem 2.15 and the just obtained (2.27) apply to g ; comparing the results, we obtain
(2.28).
2.2 Construction of Walsh Semimartingales
We now present the construction of Walsh Semimartingales using the method of “fold-
ing and unfolding” as developed in [39] and [20] for scalar semimartingales.
Theorem 2.24. Construction of Walsh Semimartingales: Let S(·) ≥ 0 be a
nonnegative, continuous semimartingale on some filtered probability space (Ω˜, F˜ , P˜) ,
F˜ = {F˜(t)}t≥0 with the “usual conditions”. Let ξ0 be a [0, 2pi)−valued, F˜(0)−measurable
random variable. Fix also an arbitrary probability measure ν on B([0, 2pi)) .
Then on a suitable enlargement (Ω,F ,P) , F := {F(t)}0≤t<∞ of the filtered proba-
bility space (Ω˜, F˜ , P˜) , F˜ , there exists a Walsh semimartingale X(·) with angular mea-
sure ν , with ‖X(·)‖ = S(·) , and such that arg(X(0)) = ξ0 , P−a.s. on {S(0) > 0} .





[0, 2pi)−valued, I.I.D. random variables. These are independent of the σ−algebra F˜
and have common distribution ν . We consider the first hitting time τ0 = inf{t ≥ 0 :
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S(t) = 0} and the zero set
Z :=
{
0 ≤ t <∞ : S(t) = 0} (2.31)
of S(·) , and denote by {Ck}k∈N the countable collection of open disjoint components of
[τ0,∞) \ Z . Each of these components represents an excursion interval away from the
origin for S(·) . Here we enumerate these countably-many excursion intervals {Ck}k∈N
in a measurable manner, so that {t ∈ Ck} ∈ F˜(∞) holds for all t ≥ 0 , k ∈ N . We
also set C0 := [0, τ0) and recall the given random variable ξ0 .




ξk · 1Ck(t) , (2.32)
and introduce the enlarged filtration F :=
{F(t)}
0≤t<∞ via F(t) := F˜(t) ∨ FΘ(t) ,
where FΘ(t) := σ(Θ(s), 0 ≤ s ≤ t) .
The Walsh semimartingale X(·) is constructed as follows.
(i) If t ∈ Z , we define X(t) := 0 .
(ii) If t ∈ [0,∞) \ Z = ⋃N0 Ck , we define X(t) := (S(t),Θ(t)) , in polar coordinates.
This procedure corresponds exactly to the program outlined by J.B. Walsh in the
epilogue of [51]: “The idea is to take each excursion of (reflecting Brownian motion)
and, instead of giving it a random sign, to assign it a random variable with a given
distribution in [0, 2pi), and to do so independently for each excursion”.
• Obviously, X(·) is adapted to the enlarged filtration F , and ‖X(·)‖ = S(·) ; also,
P−a.s. on {τ0 > 0} = {S(0) > 0} , we have 0 ∈ [0, τ0) = C0 , and thus arg(X(0)) =
ξ0 . It is also clear from (2.32) that arg(X(·)) = Θ(·) is constant on every excursion
interval Ck of ‖X(·)‖ ; so by Proposition 2.8, X(·) is continuous in the tree-topology.
Now to verify that X is a semimartingale on rays, on the enlarged probability space,
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it remains only to show that ‖X(·)‖ = S(·) is still a semimartingale with respect to
the enlarged filtration F .
• We claim that, because of independence and of the way the probability space was
enlarged, all F˜−semimartingales are also F−semimartingales. This claim can be es-
tablished as in the proof of Proposition 2 in [39]; see also Proposition 3.1 in [20].
Let us go briefly over the argument. By semimartingale decomposition and lo-




M(t)−M(s)) · 1A ] = 0 ; A ∈ F(s) , 0 ≤ s < t <∞ . (2.33)
In order to do this, let us fix such s and t as above, as well as disjoint Borel subsets
I1, . . . , I`0 of [0, 2pi) with
⋃
1≤`≤`0 I` = [0, 2pi) and ν(I`) > 0 , ` = 1, . . . , `0 for some
`0 ∈ N . For any given n ∈ N , 0 ≤ s1 < s2 < · · · < sn ≤ s < t and Ej ∈ {I1, . . . , I`0} ,














here κ(u) denotes the (random) index of the excursion interval Ck to which a given
time u ∈ [0,∞) belongs. It is undefined when S(u) = 0 , and the above set is set to
be empty given S(sj) = 0 for some j = 1, · · · , n . Then the conditional probability
P
(
D | F˜(∞)) = P(ξk1 ∈ E1, . . . , ξkn ∈ En)∣∣∣∣
k1 =κ(s1), ··· , kn =κ(sn)
can be determined by collecting all the following information:
(i) Whether S(sj) = 0 for some j = 1, · · · , n ,
(ii) if (i) does not happen, then for any j = 1, · · · , n , whether κ(sj) = 0 or not, and
for any 1 ≤ i < j ≤ n , whether κ(si) = κ(sj) or not.
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To see why we consider the above (ii), note that the distribution of ξ0 may be dif-
ferent from the common distribution of the sequence {ξi}i∈N of I.I.D. random variables.
Therefore, whether κ(si) = 0 or not does affect the above conditional probability, but
when κ(si), κ(sj) are not zero, we only care about whether they are equal or not, and
apart from this, their actual values do not affect the above conditional probability.
We observe now that, from the trajectory S(u), 0 ≤ u ≤ s of S(·) up to time s ,
we can obtain all the information described in the above (i) and (ii). Thus the above
conditional probability is an F˜(s)−measurable random variable. Then the martingale







(M(t)−M(s)) · 1B · P
(
D | F˜(∞))] = 0
for every set B ∈ F˜(s) , 0 ≤ s < t < ∞ and every set D of the form in (2.34). A
standard argument then shows (2.33), because F(s) = F˜(s) ∨ FΘ(s) .
• Finally, we need to verify the “partition of local time” property (2.3) for X , to
confirm that it is a Walsh semimartingale with angular measure ν . Let us recall the
process RXA (·) defined as in (2.2), and the stopping times
{
τ εm , m ∈ N0
}
defined as in
(2.5). Since these stopping times and the endpoints of each Ck are all F˜−measurable,
while the I.I.D. random variables {ξi}i∈N are independent of F˜ , we deduce from (2.32)
that, for any ε > 0 , the random variables of {Θ(τ ε2`+1)}`∈N0 are also I.I.D., and with
the same common distribution ν as that of {ξi}i∈N .
To verify (2.3) for X , we again need the “downcrossings” representation of local
time in Theorem VI.1.10 in [40] (and again, we use “upcrossings” here instead). We
note that, an upcrossing of [0, ε] , completed by RXA (·) , is simply an upcrossing of [0, ε] ,
completed by ‖X(·)‖ when X is along a ray with angle in A . Therefore, the number







calling the number N(T, ε) := ]
{
` ∈ N : τ ε2`+1 < T
}
, an application of the strong law
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We apply now Theorem VI.1.10 in [40] and get the following string of equalities, where
limits mean convergence in probability:
LR
X






















= ν(A)L‖X‖(T ) .




∞}”, as we did in
the previous display; this is because if N(T, ε) = ]
{
` ∈ N : τ ε2`+1 < T
}
stay bounded
as ε ↓ 0 (it is clearly increasing as ε ↓ 0), then the limit above and the local time




are both zero. We have thus verified (2.3) for X .
Example 2.25. A semimartingale on rays that is not a Walsh semimartingale.
Consider a F˜−stopping time τ and two probability measures ν1 and ν2 on B([0, 2pi)) .
Consider also sequences {ξ1,n}n∈N and {ξ2,n}n∈N of I.I.D. random variables, with
common distribution ν1 and ν2 , respectively. We may then apply {ξ1,n}n∈N and
{ξ2,n}n∈N to excursions (away from 0 ) of S(·) before and after τ , respectively, in the
same manner described in the above proof.
The process X constructed from this recipe is a semimartingale on rays but not
a Walsh semimartingale, since it displays different angular measures before and after
τ , and therefore does not satisfy (2.3) for any ν . However, by viewing this process as
two different Walsh semimartingales, one before and one after time τ , we may apply
ν1 and ν2 to the differential form of formula (2.8) before and after τ , respectively,
when doing stochastic calculus for X .
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2.3 Walsh Diffusions and Related Local
Submartingale Problems
In this section we define and study processes we call “Walsh diffusions” and local
submartingale problems related to them. A standard question is to find conditions
on the coefficients, under which existence and uniqueness in distribution hold. Such
existence and uniqueness generally lead to the strong Markov property ([45], [27]),
which is fundamental in the study of diffusions. In light of Remark 2.19 we see that,
to obtain uniqueness in distribution for such Walsh-type diffusions, we need explicitly
to specify the angular measure and to impose a non-stickiness condition, so that they
spend zero amount of time at the origin. Therefore, for Walsh diffusions, it seems
better not to define the local drift and dispersion coefficients at the origin, and instead
to describe their behavior at the origin by the angular measure and non-stickiness.
For any subset I of R2 , we denote by Iˇ the set I \ {0} . In this section, both the
Walsh diffusions and the local submartingales we shall consider will be associated with
some triple (b, s,ν) , where b : Rˇ2 → R and s : Rˇ2 → R \ {0} are Borel-measurable
functions, and ν is a probability measure on B([0, 2pi)) .
Definition 2.26. Walsh Diffusions. A Walsh diffusion associated with the triple
(b, s,ν) , is a triple (X,W ), (Ω,F ,P), F = {F(t)}0≤t<∞ , such that:
(i) (Ω,F ,P), F is a filtered probability space with the “usual conditions”.
(ii) On this space, X is a Walsh semimartingale with angular measure ν (cf. Defi-
nition 2.2), and W is a standard one-dimensional Brownian motion.
















+ L‖X‖(·) . (2.35)
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(iv) The following “non-stickiness” condition holds at the origin:
∫ ∞
0
1{X(t) =0} dt = 0 , P− a.s.. (2.36)
We say that this Walsh diffusion is unique in distribution, if for any x ∈ R2 , the
law of its state process X is uniquely determined given P(X(0) = x) = 1 .
Abusing terminology slightly, we shall also call in the sequel the state-process X(·)
itself a Walsh diffusion, omitting the underlying probability space and the Brownian
motion W . We remark that (2.35) represents the radial part ‖X(·)‖ as a reflected Itoˆ
process, whose local characteristics depend at each time t on the full position X(t)
and not just on the radial part ‖X(t)‖. This so-called “angular dependence” prevents
constructions by “unfolding” the radial part ‖X‖ as in Section 2.2, because here one
cannot construct ‖X‖ before constructing X . We shall use the method of time-change
and scale functions to study this in Section 2.4. However, the method from Section 2.2
can still help with the “non-angular-dependent” case, as will be seen in Section 2.3.2.
Also, because of (2.36), the term “1{‖X(t)‖>0}” in (2.35) can be omitted.
We consider the canonical space Ω2 := C([0,∞);R2) of R2−valued continuous
functions on [0,∞) endowed with the σ−algebra F2 := B(Ω2) of its Borel sets. We
consider also its coordinate mapping ω2(·) for every ω2 ∈ Ω2 , and the natural filtration
F2 := {F2(t)}0≤t<∞ with F2(t) = σ
(
ω2(s), 0 ≤ s ≤ t
)
. We recall, here and in what
follows, the Definitions 2.9 and 2.10, and introduce the following subclasses of D :
Dν :=
{














Given a triple (b, s,ν) , we define for every function g ∈ D the process
M g(· ;ω2) := g(ω2(·))− g(ω2(0))−
∫ ·
0
L g(ω2(t)) · 1{ ‖ω2(t)‖>0} dt , (2.38)
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where
L g(x) := b(x) g′(x) + 1
2
s2(x) g′′(x) ; x ∈ Rˇ2 .
Motivated by the change-of-variable formula in Theorem 2.15, we formulate now the
Local Submartingale Problem associated with the triple (b, s,ν) , as follows.
For every fixed x ∈ R2 , to find a probability measure Qx on the canonical space
(Ω2,F2) , such that:
(i) ω2(0) = x holds Qx−a.s.;
(ii) the analogue of the property (2.36) holds, namely
∫ ∞
0
1{ω2(t) =0} dt = 0 , Qx − a.s.; (2.39)
(iii) for every function g in Dν+ (respectively, D
ν) as in (2.37), the process M g(· ;ω2)
of (2.38) is a continuous local submartingale (resp., martingale) under Qx and with
respect to the filtration F•2 := {F•2 (t)}0≤t<∞ .
Here we have set F•2 (t) := F◦2 (t+) , and have denoted by F◦2 =
{F◦2 (t)}0≤t<∞ the
Qx−augmentation of the filtration F2 . This problem is called “well-posed ” if it admits
exactly one solution Qx for any x ∈ R2 .
2.3.1 Equivalence Between Walsh Diffusions and Related
Local Submartingale Problems
We study now the theory of the Stroock & Varadhan martingale problem ([45], [27]),
extended to our present context.
Proposition 2.27. Every Walsh diffusion (X,W ), (Ω,F ,P), F = {F(t)}0≤t<∞ , as-
sociated with the triple (b, s,ν) and satisfying P(X(0) = x) = 1 , induces a solution
Qx to the local submartingale problem associated with the same triple; and vice versa.
Proof. Consider a Walsh diffusion X as above. Then X is a Walsh semimartingale
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with angular measure ν and driver
















Theorem 2.15 then shows that the probability law (on the canonical space (Ω2,F2) ) of
the process X(·) , gives a solution Qx to the local submartingale problem associated
with the same triple. We have thus verified the first claim of Proposition 2.27.
• Conversely, assume that Qx is a solution of the local submartingale problem associ-
ated with some triple (b, s,ν) . Let X(·) := ω2(·) be the coordinate mapping process
on the canonical space, and thus Qx(X(0) = x) = 1 . We stipulate in the rest of this
proof that all statements are made under Qx .
For every n ∈ N , let φn, ψn ∈ C2([0,∞)) be such that








and consider the following functions in Dν+ :
g0,n(x) := φn(r) , g1,n(x) := ψn(r) · cos θ , g2,n(x) := ψn(r) · sin θ , n ∈ N , and
g0(x) := r , g00(x) := r
2 , where x = (r, θ) in polar coordinates. (2.40)
Note that, except for g0 , all other functions above also belong to D
ν .









) ·1{ ‖X(t)‖>0} dt
is a local martingale. We have g′1,n(x) = g
′′
1,n(x) = 0 whenever ‖x‖ ≥ 1n . Thus we




and σn0 := 0 otherwise; as well as
σn2`+1 := inf
{




, σn2`+2 := inf
{




; ` ∈ N0.
We note that, if t ∈ [σn2`, σn2`+1] for some ` ∈ N0 , then ‖X(t)‖ ≥ 1n ; and conversely,
if ‖X(t)‖ ≥ 2
n
, then t ∈ [σn2`, σn2`+1] for some ` ∈ N0 . From the former claim we
deduce that g′1,n(X(t)) = g
′′
1,n(X(t)) = 0 whenever t ∈ [σn2`, σn2`+1] for some ` ∈ N0 ,
and therefore that g1,n
(
X(· ∧ σn2`+1)
)− g1,n(X(· ∧ σn2`)) is a local martingale.
We may also consider functions (g1,n)
2 ∈ Dν , n ∈ N , and the same argument as
above shows that g21,n
(
X(·∧σn2`+1)














are differentials of local martingales for t ∈
[σn2`, σ
n










arg(X(·))) is constant (note that g1,n(x) = cos(arg(x)) when ‖x‖ ≥ 1n .)
Let us observe that, if ‖X(t)‖ ≥ 2
n
, then t ∈ [σn2`, σn2`+1] for some ` ∈ N0 ; thus, the
process cos
(
arg(X(·))) is constant on every connected component of the open set {t :
‖X(t)‖ > 2
n
} . Since n ∈ N is arbitrary, we deduce that cos (arg(X(·))) is constant
on every excursion of ‖X(·)‖ away from the origin. Applying the same reasoning to
the functions g2,n , n ∈ N , we see that this statement is also true with “cos” replaced
by “sin”. We thus conclude that arg(X(·)) is constant on every excursion of ‖X(·)‖
away from the origin; and by Proposition 2.8, we see that X is then continuous in the
tree-topology.
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• Recalling the function g0 ∈ Dν+ , we observe that the continuous process
N(·) := M g0(· ;X) = ‖X(·)‖ − ‖X(0)‖ −
∫ ·
0
b(X(t)) 1{‖X(t)‖>0} dt (2.41)
is a local submartingale; this way we also obtain the semimartingale property of the
radial process ‖X(·)‖ . By the Doob-Meyer decomposition (e.g., Theorem 1.4.10, [27]),
there exists then an adapted, continuous and increasing process A(·) such that
M0(·) := N(·)− A(·) = ‖X(·)‖ − ‖X(0)‖ −
∫ ·
0
b(X(t)) 1{‖X(t)‖>0} dt− A(·) (2.42)
is a continuous local martingale. We claim that the increasing process A(·) is the local
time L‖X‖(·) at the origin of the continuous, nonnegative semimartingale ‖X(·)‖ .
• In order to substantiate this claim, let us recall the stopping times {σnk}k∈N0,n∈N
defined earlier in this proof, and consider the functions g0,n , n ∈ N in (2.40). Using
the fact g0,n(x) = ‖x‖ when ‖x‖ ≥ 1n and similar arguments as applied to g1,n , n ∈ N
before, we deduce that N(· ∧ σn2`+1)−N(· ∧ σn2`) is a continuous local martingale, for
any n ∈ N and ` ∈ N0 .
Then, since both processes N(· ∧ σn2`+1)−A(· ∧ σn2`+1) and N(· ∧ σn2`)−A(· ∧ σn2`)
are continuous local martingales (thanks to the local martingale M0 in (2.42)), so is
A(·∧σn2`+1)−A(·∧σn2`) . But this last process is of bounded variation, so A(·∧σn2`+1) ≡
A(·∧σn2`) for every n ∈ N0 . In other words, the process A(·) is constant on [σn2`, σn2`+1] .
It follows then that A(·) is constant on every excursion of ‖X(·)‖ away from the origin,
by the same argument we have used to conclude the constancy of cos
(
arg(X(·))) on




1{‖X(t)‖= 0} dA(t) , and
∫ ·
0
‖X(t)‖dA(t) = 0 . (2.43)
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From (2.41)–(2.43), and L‖X‖(·) = ∫ ·
0






b(‖X(t)‖) 1{‖X(t)‖>0} dt+ dA(t)
)
= A(·) .
• We compute next the quadratic variation of the local martingale M0 . With the









and the right-hand side above is a local martingale; on the other hand, we recall the
function g00 ∈ Dν and observe that the process









• By Theorem 3.4.2 and Proposition 5.4.6 in [27], there exists an extension of the
original probability space, and on it a one-dimensional standard Brownian motion




s(X(t)) 1{‖X(t)‖>0} dW (t) . (2.44)
Substituting this into the decomposition (2.42) with A(·) = L‖X‖(·) , we obtain the
stochastic equation (2.35) for the radial process ‖X(·)‖ . Also, by definition of our
local submartingale problems, X satisfies property (2.36).
• Finally, for every set A ∈ B([0, 2pi)) , we consider the functions




and g4(x) := g4(r, θ) = r 1A(θ) (2.45)
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b(‖X(t)‖)(1{arg(X(t))∈A} − ν(A))1{‖X(t)‖>0}dt (2.46)
is a local martingale; moreover, with RXA (·) = g4(X(·)) , we may repeat an argument





b(‖X(t)‖)1{arg(X(t))∈A}∩{‖X(t)‖>0}dt− LRXA (·) (2.47)
is a continuous local martingale. Furthermore, on account of (2.42), we see that
ν(A)
(






is also a continuous local martingale. Subtracting (2.47) from (2.46) and adding (2.48),
we deduce that the finite variation process LR
X
A (·)−ν(A)L‖X‖(·) is a continuous local
martingale, and hence identically zero, i.e., LR
X
A (·) ≡ ν(A)L‖X‖(·) as in (2.3).
We conclude from this analysis, that X is (the state-process of) a Walsh diffusion
associated with the triple (b, s,ν) . The proof of Proposition 2.27 is now complete.
Remark 2.28. Looking back at the definition of our local submartingale problem, we
recall (2.37) and observe that the following statements (i)-(ii) are equivalent:
(i) For every g ∈ Dν+ , the process M g(· ;ω2) is a continuous local submartingale;
(ii) For every g ∈ Dν , the process M g(· ;ω2) is a continuous local martingale, and the
process M g0(· ;ω2) is a continuous local submartingale, where g0(x) = ‖x‖ = r .
Indeed, if (i) holds, then M g0(· ;ω2) is a continuous local submartingale since
g0(x) = ‖x‖ is in Dν+ . Moreover, for every g ∈ Dν we have g ∈ Dν+ and −g ∈ Dν+ ,
hence both M g(· ;ω2) and M−g(· ;ω2) = −M g(· ;ω2) are continuous local submartin-
gales. Thus M g(· ;ω2) is a continuous local martingale, and (ii) follows.
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Next, assume that (ii) holds. Every g ∈ Dν+ can then be decomposed as g =
g(1) + g(2) , where g(1)(x) = c‖x‖ with c :=
∫ 2pi
0
g′θ(0+)ν(dθ) ≥ 0 and g(2) = g −
g(1) ∈ Dν . Thus the above condition (ii) implies that M g(1)(· ;ω2) = c ‖ω2(·)‖ is a
local submartingale, and that M g(2)(· ;ω2) is a local martingale; hence M g(· ;ω2) =
M g(1)(· ;ω2) +M g(2)(· ;ω2) is a local submartingale, and (i) follows.
2.3.2 Well-posedness in Non-Angular-Dependent Cases
In this subsection we give conditions for well-posedness of a local submartingale prob-
lem associated with the triple (b, s,ν) , under the assumption that the functions b, s
take the form
b(x) = b0(‖x‖) , s(x) = s0(‖x‖) , x ∈ Rˇ2 ,
where b0 : (0,∞) → R and s0 : (0,∞) → R \ {0} are Borel-measurable functions.
In this “non-angular-dependent” situation, equation (2.35) can be thought of to have
‖X(·)‖ as its unknown process; this allows us to solve this one-dimensional equation
first, then use Theorem 2.24 to construct the Walsh diffusion X .
The following result considers the driftless case b0 ≡ 0 . Corollary 2.30 then deals
with the case of a drift b0 = s0c0 with c0 : (0,∞)→ R bounded and measurable.
Proposition 2.29. Well-Posedness for Non-Angular-Dependent and Driftless
Walsh Diffusions: In the context above, assume in addition that
(i) the drift function b0 is identically equal to zero; and that
(ii) with the dispersion function s0 extended to [0,∞) via s0(0) := 1 , its reciprocal





< ∞ holds for every compact set K ⊂ [0,∞) . (2.49)
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Then the local submartingale problem associated with the triple (0, s,ν) is well-posed,
and uniqueness in distribution holds, for the Walsh diffusion associated with the same
triple.
Proof of Existence: Let us consider the stochastic integral equation
S(·) = r +
∫ ·
0
s0(S(t)) dW (t) + L
S(·) (2.50)
driven by one-dimensional Brownian motion W (·). It is shown in [43] that, under
(2.49), this equation has a non-negative, unique-in-distribution weak solution S(·) for
any r ≥ 0 . Then from Theorem 2.24, for any x ∈ R2 , we may construct, from this
reflected diffusion S(·) with r = ‖x‖ , a Walsh semimartingale X(·) with angular
measure ν , and such that ‖X(·)‖ = S(·) and X(0) = x .











By Definition 2.26, X a Walsh diffusion associated with the triple (0, s,ν) and start-
ing at x . We then appeal to Proposition 2.27, and see that the local submartingale
problem associated with this same triple admits a solution.
Proof of Uniqueness: We adopt the idea of proof in Theorem 3.2 of [1]. Suppose that,
for some x ∈ R2 , there are two solutions Qj , j = 1, 2 to this local submartingale
problem associated with the triple (0, s,ν) , such that Qj(ω2(0) = x) = 1 , j = 1, 2 .
We take an arbitrary set A ∈ B([0, 2pi)) and recall the functions hA(·) and gA(·) in
(1.15). It is easy to check that the function gA(·) belongs to the family Dν in (2.37),
as does the function [gA(·)]2 . Then it is straightforward to check from the definition
of local submartingale problems, that the process MA(·) := gA(ω2(·)) is a Qj−local
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(‖ω2(t)‖) dt ; 0 ≤ T <∞ .
Let us also take an arbitrary C ∈ B((0,∞)) . We shall show that for all 0 ≤ s < t <∞ ,
the conditional probability Qj
( ‖ω2(t)‖ ∈ C , arg(ω2(t)) ∈ A ∣∣F2(s) ) does not depend
on j = 1, 2 . It follows then from standard arguments, that the finite-dimensional
distributions of ω2(·) are uniquely determined.
• First, let us assume 0 < ν(A) < 1 . We note that gA(x) > 0, if arg(x) ∈ A;














is a continuous Qj−local martingale with 〈UA〉(t) = t for t ≥ 0 ; i.e., a Qj−Brownian
motion for j = 1, 2 . The probability distribution of the process MA(·) = gA(ω2(·)) is
then determined uniquely and independently of the solution Qj , j = 1, 2 to the local
martingale problem. This is because, under the assumption (2.49) and thanks to the
theory of Engelbert & Schmidt ([10], [11]), the stochastic differential equation driven





dUA(t) , 0 ≤ t <∞ (2.52)
with c0 := ν(A
c) , c1 := ν(A) and the new dispersion function









· 1{x≤0} ; x ∈ R , (2.53)
admits a weak solution, which is unique in the sense of the probability distribution.
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This follows also from Theorem 5.5.7 in [27], and from the fact that the reciprocal of the
function %(·) inherits the local square-integrability property (2.49) of the reciprocal
of s0(·) . Moreover, by relating (2.52) to a martingale problem ([27], Section 5.4),
MA(·) = gA(ω2(·)) is shown to be strongly Markovian with respect to the filtration F2
(cf. the proof of Lemma 5.4.19 in [27]). Therefore,
Qj




∣∣ gA(ω2(s)) ), 0 ≤ s < t <∞, j = 1, 2.
Since the distribution of the process gA(ω2(·)) is uniquely determined, the above prob-
ability Qj
( ‖ω2(t)‖ ∈ C , arg(ω2(t)) ∈ A ∣∣F2(s) ) does not depend on j = 1, 2 .
• Secondly, we consider the case ν(A) ∈ {0, 1}. By Proposition 2.27, ω2(·) is also
(the state-process of) a Walsh diffusion associated with the triple (0, s,ν) . Hence by
Proposition 2.8, it stays on the same ray on each of its excursion away from the origin.
Moreover, ‖ω2(·)‖ solves in the weak sense the equation (2.50), thus its distribution is
uniquely determined given any initial data, and it is strongly Markovian with respect
to the filtration F2 (note that since (2.50) involves reflection, it should be related to a
submartingale problem, as in [44]; but strong Markov property can still be argued in
the manner of the proof of Lemma 5.4.19 in [27]).
Let j ∈ {1, 2} . If ν(A) = 0 , then gA(x) = ‖x‖1{arg(x)∈A, ‖x‖>0}, and the process
MA(·) = gA(ω2(·)) is a nonnegative, continuous Qj−local martingale, thus also a
supermartingale – so it stays at the origin 0 after hitting it for the first time. It follows
that Qj−a.s., the angular part arg(ω2(·)) never again visits the set A , after the radial
part ‖ω2(·)‖ first becomes zero. Thus with τs(ω2) := inf
{





(‖ω2(t)‖ ∈ C , arg(ω2(t)) ∈ A ∣∣F2(s))
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= Qj
(‖ω2(t)‖ ∈ C , arg(ω2(t)) ∈ A , τs(ω2) > t ∣∣F2(s))
= Qj
(‖ω2(t)‖ ∈ C , τs(ω2) > t ∣∣ ‖ω2(s)‖)1A(arg(ω2(s))) .
If ν(A) = 1 , then ν(Ac) = 0 . Thus Qj
(‖ω2(t)‖ ∈ C , arg(ω2(t)) ∈ A ∣∣F2(s)) may be
written as
Qj
(‖ω2(t)‖ ∈ C ∣∣F2(s))−Qj(‖ω2(t)‖ ∈ C , arg(ω2(t)) ∈ Ac ∣∣F2(s))
= Qj
(‖ω2(t)‖ ∈ C ∣∣ ‖ω2(s)‖)− Qj(‖ω2(t)‖ ∈ C , τs(ω2) > t ∣∣ ‖ω2(s)‖)1Ac(arg(ω2(s))).
Since the distribution of ‖ω2(·)‖ is uniquely determined and independent of j = 1, 2 ,
we conclude that Qj
(‖ω2(t)‖ ∈ C , arg(ω2(t)) ∈ A ∣∣F2(s)) does not depend on j =
1, 2 , if ν(A) = 0 or 1 .
We deal now with the case of Walsh diffusions with drift. Under the setting of
Proposition 2.29, and in addition to the assumptions imposed there, we consider an-
other function c0 : R+ → R which is bounded and measurable. Define c : Rˇ2 → R by
c(x) := c0(‖x‖) . We denote by Q(0) the solution to the local submartingale problem
associated with the triple (0, s,ν) . We shall omit here the underlying starting point
x , and the statements below will apply for any x ∈ R2 .
Proposition 2.30. Well-Posedness for Walsh Diffusions with Drift: In the
setting of Proposition 2.29 and with the notation just introduced, we have the following:
(i) For every T ∈ (0,∞) , the local martingale problem associated with the triple
(sc, s,ν) for M g(t) , 0 ≤ t ≤ T in (2.38), is then well posed, and its solution is














; 0 ≤ t ≤ T ,
for an appropriate Q(0)−Brownian motion W (·) .
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(ii) Under the assumptions in (i), suppose that Q(c0) solves the local submartingale
problem associated with the triple (sc, s,ν) . Then there exists an F2−Brownian mo-
tion B(·) , which has the martingale representation property for the filtration F2 .
Proof. (i). This is a direct consequence of Propositions 2.27, 2.29 and Girsanov’s
change of measure. Indeed, it follows from Proposition 2.27 that, under Q(0) , the
coordinate process ω2(·) satisfies (2.35) for some Q(0)−Brownian motion W (·) , and
with b ≡ 0 and s as in the context here. Because of the boundedness of the function
c0(·) , the measure Q(c0)T just introduced is a probability.
By Girsanov’s theorem (e.g., [27], Theorem 3.5.1) we see that for every fixed T ∈
(0,∞) , the process W (c0)(u) := W (u) − ∫ u
0
c0
(‖ω2(t)‖) dt , 0 ≤ u ≤ T is standard
Brownian motion under this probability measure Q(c0)T , and thus the coordinate process





(‖X(t)‖)[ dW (c0)(t) + c0(‖X(t)‖) dt ]+ L‖X‖(·) .
It follows that ω2(·) is a Walsh diffusion associated with the triple (sc, s,ν) , under
Q(c0)T (other requirements in the definition carry over after an equivalent change of
proability measure). Thanks to Proposition 2.27 again, Q(c0)T solves the local sub-
martingale problem associated with the triple (sc, s,ν) for M g(t) , 0 ≤ t ≤ T .
Conversely, for any solution Q(c0)T to the local martingale problem associated with
















; 0 ≤ t ≤ T
is seen to solve the local submartingale problem associated with the triple (0, s,ν) ;
here W (c0) is the driving Brownian motion in the Walsh diffusion associated with
(sc, s,ν) and with state-process ω2(·) . Since this problem is well-posed, the same
holds for the local submartingale problem associated with (sc, s,ν) .
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(ii). From part (i) we have Q(c0)
∣∣
F•2 (T )
= Q(c0)T , 0 ≤ T <∞ , and B(·) := W (c0)(·) is
a standard Brownian motion under Q(c0) . Since the local martingale problem in part
(i) is well-posed, the proof of Theorem 4.1 in [1] can be adapted, to show that B(·)
has the martingale representation property for the filtration F2 (see also [25]).
With the well-posedness of the martingale problem established, we verify below
that when the radial part of a Walsh semimartingale is a reflecting Brownian motion
(or equivalently, its driver is a Brownian motion), the Walsh semimartingale becomes
a Walsh Brownian motion.
Proposition 2.31. Let X be a Walsh semimartingale with X(0) = x ∈ R2 and
angular measure ν , and such that ‖X(·)‖ is a reflecting Brownian motion. Then it is
a Walsh Brownian motion with the same starting point and angular measure, defined
as in Section 1.2.
Proof. By Definition 2.26, X is (the state-process of) a Walsh diffusion starting at x
and associated with the triple (0,1,ν) . Proposition 2.27 then says that its distribution
is a solution Qx to the local submartingale problem associated with the same triple.
By Proposition 2.29, this problem is well-posed.
On the other hand, using the stochastic calculus in [17] for Walsh Brownian mo-
tions, we see that, a Walsh Brownian motion starting at x and with angular measure
ν , defined as in Section 1.2, induces also a solution Qx to this local submartingale
problem. It follows from the well-posedness of this problem that X has the same
distribution as this Walsh Brownian motion.
2.3.3 Strong Markov Property of Walsh Diffusions
In contrast to Definition 1.2, we did not assume the strong Markov property in the
definition of Walsh diffusions. We shall show in this subsection that the family of
solutions {Qx}x∈R2 to a well-posed local submartingale problem associated with the
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triple (b, s,ν) , does induce a diffusion in the sense of Definition 1.2. This is an
extension of Theorem 5.4.20 in [27], in the context of the local submartingale problems
here. As a result, if a Walsh diffusion associated with some triple (b, s,ν) is unique
in distribution, as will be the case most of the time in the rest of this work, it indeed
induces a diffusion on the plane and possesses the strong Markov property.
Proposition 2.32. Suppose that the local submartingale problem associated with the
triple (b, s,ν) is well-posed, and let Qx be its solution with Qx(ω2(0) = x) = 1 . Then





∣∣F2(T ))(ω2) = Qω2(T )(C) , Qx − a.e. on {T <∞},
where θT is the shift operator (θT (ω2))(·) := ω2(T (ω2) + ·) . In particular, ω2(·) , along
with the canonical space (Ω2,F2) and filtration F2 , as well as the family {Qx}x∈R2 ,
is a diffusion on R2 (cf. Definition 1.2).
We shall need a countable determining class for our local martingale problem, so
we introduce it next. A crucial result in this regard is the Lemma below.
Definition 2.33. We shall denote by E ⊆ Dµ+ the collection that consists of the
following functions, used in the proof of Proposition 2.27:
(i) the functions g0, g00, g0,n, g1,n, g2,n , n ∈ N defined in (2.40), as well as the
functions g21,n, g
2
2,n , n ∈ N .





, gA,n(x) := φn(r) · 1A(θ) , x = (r, θ) ∈ R2 .
where φn , n ∈ N are as in (2.40). In particular, E is a countable collection.
Remark 2.34. The functions gA,n , n ∈ N do not appear in the proof of Proposition
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2.27, but they are indeed used there in the unelaborated lines above (2.47), in order to
obtain the local martingality of (2.47).
Proof of Proposition 2.32: We proceed as in the proof of Theorem 5.4.20, including
Lemma 5.4.18 and Lemma 5.4.19, in [27]. It is easy to check that all the arguments
there apply to our context (with some standard localization and application of op-
tional sampling to submartingales), except for the final step of the proof of Lemma
5.4.19. To get through it, we only need to find a countable collection E ⊂ Dµ+ with
the property that, in order to show that M g(· ;ω2) is a continuous local martingale
(resp., submartingale) for every function g ∈ Dµ (resp., Dµ+), it suffices to have these
properties for all functions in E . We appeal now to Lemma 2.35 below, and the proof
of Proposition 2.32 follows.
Lemma 2.35. Let M g be as in (2.38) following some given triple (b, s,ν) . Suppose
Q is a probability measure on (Ω2,F2) , under which M g(· ;ω2) is a continuous local
martingale (resp., submartingale) of the filtration F2 for every function g ∈ Dν ∩ E
(resp., E). Then this is also true for every function g ∈ Dν (resp., Dν+).
Proof. We denote by D˜ν (resp,. D˜ν+) the collection of functions g in D
ν (resp. Dν+)
such that M g(· ;ω2) is a continuous Q−local martingale (resp., submartingale) of the
filtration F2 , under the assumption of Lemma 2.35. Then we have D˜ν ⊇ Dν ∩E and
D˜ν+ ⊇ E .




(|b(ω2(u))|+ s2(ω2(u)))du <∞ , 0 ≤ t <∞, Q− a.s..
in order to make M g0(· ;ω2) and M g00(· ;ω2) well-defined. Then, it is not hard to
validate the following two observations.
First Observation: D˜ν is a linear space.
Second Observation: Suppose {gn}n∈N ⊆ D˜ν and g ∈ D satisfy the following: as
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n ↑ ∞, gn(x) → g(x), ∀x ∈ R2 and g′n(x) → g′(x), g′′n(x) → g′′(x), ∀x ∈ R2 \ {0},




′′) are uniformly bounded on every compact
subset of R2. Then we have g ∈ D˜ν.
We also note that, except for g0 , all functions in E belong to D
ν , hence to D˜ν . By
the first observation, if A ∈ [0, 2pi) is the disjoint union of finitely many intervals the
form [a, b) , where a, b are rationals, then the functions gA and gA,n , n ∈ N all belong
to D˜ν . Then by the second observation and standard monotone class arguments, the
same is also true if A ∈ [0, 2pi) is Borel-measurable.
Moreover, since the function g4 in (2.45) can be written as g4 = gA + ν(A) · g0 ,
with M gA(· ;ω2) a local martingale and M g0(· ;ω2) a local submartingale, we see that
M g4(· ;ω2) is also a local submartingale and thus g4 ∈ D˜ν+ .
• With all the above considerations, we can follow exactly the proof of the second
claim of Proposition 2.27, to show that under Q , ω2(·) is a Walsh semimartingale
with angular measure ν and satisfies the stochastic equation (2.35) with the functions
b , s as given here. It follows then from the stochastic calculus in Theorem 2.15 that
M g(· ;ω2) is a continuous local martingale (resp., submartingale) of the filtration F2
for every function g ∈ Dν (resp., Dν+).
2.3.4 A New Characterization of Walsh Brownian motions
We saw in Example 2.25 how to construct semimartingales on rays which are not Walsh
semimartingales, by changing from one angular measure to another at some stopping
time. Theorem 2.37 below, shows that the time-homogeneity and strong Markov prop-
erties, can be used to rule out this phenomenon: Any semimartingale on rays with
suitable time-homogeneity and strong Markov properties, is a Walsh semimartingale.
This cannot be seen as another characterization of Walsh semimartingales, though,
since these processes themselves need not be time-homogeneous and strongly Marko-
vian. But since Walsh Brownian motions are indeed planar diffusions, we do obtain a
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new characterization of Walsh Brownian motions in Proposition 2.40. Quite interest-
ingly, this is very a close analogue of Part (a) in Theorem 1.3.
Definition 2.36. Given a filtered probability space (Ω,F ,P) , F = {F(t)}
0≤t<∞ ,
we say that an adapted and continuous process X(·) with values in some Euclidean
space Rd is time-homogeneous and strongly Markovian with respect to it if, for every
stopping time T of F , real number t ≥ 0 , and set Γ ∈ B(C[0,∞)d) , we have
P
(
X(T + ·) ∈ Γ | F(T )) = P(X(T + ·) ∈ Γ |X(T )) = g(X(T )), P−a.s. on {T <∞}
for some bounded, measurable function g : Rd → R that may depend on Γ , but not
on T .
Here we consider only continuous processes, and work on the space C[0,∞)d of
Rd−valued continuous functions on [0,∞) . Clearly, a diffusion on Rd , in the context
of Definition 1.2, is time-homogeneous and strongly Markovian under every probability
measure in its family {Px}x∈Rd .
Theorem 2.37. Let X be a semimartingale on rays, on some filtered probability space
(Ω,F ,P) , F = {F(t)}
0≤t<∞ . If both X(·) itself and its radial part ‖X(·)‖ are time-
homogeneous and strongly Markovian with respect to the filtration FX =
{FX(t)}
0≤t<∞
generated by X(·) , then there exists a probability measure ν on B([0, 2pi)) , such that
X is a Walsh semimartingale with angular measure ν .
Proof. We shall first identify the measure ν from X(·) , using the time-homogeneity
and strong Markov properties of this process; then show that the partition-of-local-time
property (2.3) holds for X and this probability measure ν .
Let us define, for every ε > 0 , the stopping times
{
τ εm , m ∈ N0
}
as in (2.5).
Since X(·) is continuous in the tree-topology, Proposition 2.8 implies that arg(X(·))
is constant on every excursion of ‖X(·)‖ away from the origin; in particular, it is
constant on each [τ ε2`+1, τ
ε
2`+2) , ` ∈ N0 , ε > 0 .
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PART A: We assume first, that all these stopping times
{
τ εm , m ∈ N0
}
are a.s.
finite. Then for every ε > 0 , ` ∈ N0 , we define the probability measure
νε` (B) := P
(
arg(X(τ ε2`+1)) ∈ B
)
, ∀ B ∈ B([0, 2pi)) . (2.54)





`∈N0 is a sequence of I.I.D. random variables, for every ε > 0.
On the strength of Proposition 2.38, we may define ν := νε` , since ν
ε
` does not de-





have common distribution ν , for every fixed ε > 0. Now we can follow the last part
of the proof of Theorem 2.24, to verify that property (2.3) holds for X and the just
defined ν , and thus X is a Walsh semimartingale with angular measure ν .
PART B: When the stopping times {τ εm}m∈N0, ε>0 can be infinite, we proceed as
follows.
Step 1: If P(τ ε1 < ∞) = 0 for any ε > 0 , then for any A ∈ B([0, 2pi)) , LRXA (·) =
L‖X‖(·) ≡ 0 and (2.3) holds for any ν. If P(τ ε01 <∞) > 0 for some ε0 > 0 , then
νε` (B) := P
(
arg(X(τ ε2`+1)) ∈ B
∣∣ τ ε2`+1 <∞) , ∀ B ∈ B([0, 2pi))
is well-defined for every ε ∈ (0, ε0] and every ` ∈ N0 , by our choice of ε0 and the
strong Markov property of X(·) .
Step 2: It is straightforward, but heavier in notation, to follow the steps of the proofs of
Proposition 2.38 and Lemma 2.39 below and check that νε` does not depend on either
ε or ` ; so we can define ν := νε` . Now we enlarge the original probability space
via a countable collection of [0, 2pi)-valued I.I.D. random variables {ξε`}ε∈Q+,`∈N0 with
common distribution ν , and independent of the σ−algebra F . For every ε ∈ Q+, ` ∈
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when τ ε2`+1 <∞ , we can again follow the proof of Theorem 2.24, to argue (2.3).
The proof of Theorem 2.37 is now complete.
Proof of Proposition 2.38: Step 1. We show here that arg(X(τ ε2`+1)) is indepen-
dent of FX(τ ε2`) for any ε > 0, ` ∈ N0 , and therefore that the random variables in
{arg(X(τ ε2`+1))}`∈N0 are I.I.D. for any fixed ε > 0. By assumption and Definition 2.36,
we have for every ε > 0, ` ∈ N0, B ∈ B([0, 2pi)), the identity
P
(




X(τ ε2` + ·) ∈ A1
∣∣FX(τ ε2`)) = P(X(τ ε2` + ·) ∈ A1 ∣∣X(τ ε2`)) .
Here A1 :=
{
ω ∈ C[0,∞)2 : arg(ω(τ ε1 (ω))) ∈ B, ω(0) = 0
} ∈ B(C[0,∞)2) , and the
above conditional probability also equals h1(X(τ
ε
2`)) , for some bounded measurable
function h1 : R2 → R that depends only on A1 . Now because X(τ ε2`) ≡ 0 , this
conditional probability is a constant that is irrelevant to τ ε2` , in particular, to `. We
deduce that arg(X(τ ε2`+1)) is independent of FX(τ ε2`) , and its distribution does not





Step 2: On the strength of Step 1, we can define νε := νε` , ∀ ` ∈ N0 . We shall show
in this step that νε does not depend on ε . Once this is done, Proposition 2.38 will
follow by combining the results of the two steps.
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Let ε1 > ε2 > 0. We shall prove the claim
νε1(B) = νε2(B) , ∀ B ∈ B([0, 2pi)) .
Since ‖X(τ ε11 )‖ = ε1 > ε2, and ‖X(·)‖ ≤ ε2 on every [τ ε22` , τ ε22`+1] , we see that for a.e.
ω ∈ Ω there exists a unique `2 ∈ N0 (depending on ω), such that τ ε22`2+1 < τ ε11 < τ ε22`2+2 .
Then we can partition Ω =
⋃
`∈N0{τ ε22`+1 < τ ε11 < τ ε22`+2}, where the right-hand side is
a disjoint union. Since we showed earlier in this proof that arg(X(·)) is constant on
[τ ε22`+1, τ
ε2
2`+2), we have arg(X(τ
ε1
1 )) = arg(X(τ
ε2
2`+1)) on the event {τ ε22`+1 < τ ε11 < τ ε22`+2}.
With the considerations above and on the strength of Lemma 2.39 below, we write
νε1(B) = P
(







{arg(X(τ ε11 )) ∈ B}
⋂







{arg(X(τ ε22`+1)) ∈ B}
⋂






















This way we complete Step 2, and Proposition 2.38 is proved.




2`+2 , if and only if





‖X(t)‖ ≥ ε1 both hold.
(b) For any B ∈ B([0, 2pi)) , the three events {arg(X(τ ε22`+1)) ∈ B} , {τ ε22` < τ ε11 } and
{maxτε22`+1≤t≤τε22`+2 ‖X(t)‖ ≥ ε1} are independent.




2`+2 , then τ
ε2
2` <
τ ε22`+1 < τ
ε1
1 , and maxτε22`+1≤t≤τ
ε2
2`+2
‖X(t)‖ ≥ ‖X(τ ε11 )‖ = ε1 .
Conversely, if τ ε22` < τ
ε1
1 , then since ‖X(t)‖ ≤ ε2 < ε1 for t ∈ [τ ε22` , τ ε22`+1] , we
have τ ε22`+1 < τ
ε1
1 . On the other hand, if maxτε22`+1≤t≤τ
ε2
2`+2
‖X(t)‖ ≥ ε1 , then ∃ t ∈
(τ ε22`+1, τ
ε2
2`+2) ⊂ (τ ε20 , τ ε22`+2) = (τ ε10 , τ ε22`+2) , such that ‖X(t)‖ ≥ ε1 . Thus τ ε11 < τ ε22`+2 ,
concluding the proof of Part (a) of Lemma 2.39.
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(b) By Step 1, proof of Proposition 2.38, {arg(X(τ ε22`+1)) ∈ B} is independent of
FX(τ ε22` ). But {τ ε22` < τ ε11 } ∈ FX(τ ε22` ), so {arg(X(τ ε22`+1)) ∈ B} and {τ ε22` < τ ε11 } are
independent, and both belong to FX(τ ε22`+1).
Let A2 :=
{
ω ∈ C[0,∞) : ω(·) hits ε1 before hitting 0 with ω(0) = ε2
} ∈
B(C[0,∞)) . Since ‖X(·)‖ is time-homogeneous and strongly Markovian respect to










∣∣FX(τ ε22`+1)) = P(‖X(τ ε22`+1 + ·)‖ ∈ A2 ∣∣FX(τ ε22`+1))
equals P
(‖X(τ ε22`+1 +·)‖ ∈ A2 ∣∣ ‖X(τ ε22`+1)‖) , a measurable function of ‖X(τ ε22`+1)‖ . But








independent of FX(τ ε22`+1). Combining this observation with the previous paragraph,
we complete the argument for Part (b). This concludes the proof of Lemma 2.39.
Theorem 2.37 leads to the following characterization of the Walsh Brownian motion,
very similar to the characterization of skew Brownian motion in Theorem 1.3 (a).
Proposition 2.40. A New Characterization of Walsh Brownian Motions. A
planar diffusion X = {X(t), t ≥ 0} , (Ω,F) , FX = {FX(t)}0≤t<∞ , {Px}x∈R2 (cf.
Definition 1.2) is a Walsh Brownian motion, if and only if:
(i) ∀ x ∈ R2 , the path t 7→ X(t) is continuous in the tree-topology, Px−a.s.; and
(ii) ∀ x ∈ R2 , the radial part ‖X(·)‖ is a reflecting Brownian motion under Px.
Proof. The “only if” part is shown in [1]. For the “if” part, let us consider a planar
diffusion X with the above notation, and which satisfies (i), (ii). Then under each
Px , the process X is a semimartingale on rays, and both it and ‖X(·)‖ are time-
homogeneous and strongly Markovian with respect to FX . Theorem 2.37, along with
its proof, then says that X is a Walsh semimartingale with angular measure ν satisfying
ν(B) = Px
(
arg(X(τ ε1 )) ∈ B
)
, ∀ B ∈ B([0, 2pi)) , ∀ ε > 0,
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with τ ε1 defined as in (2.5). We note here that this measure ν does not depend on
the starting point x . Indeed, by strong Markov property of X we have
Px
(










arg(X(τ ε1 )) ∈ B
)
,
where we have used X(τ ε0 ) ≡ 0 . We conclude now from Proposition 2.31 that X is a
Walsh Brownian motion with angular measure ν .
2.4 Existence and Uniqueness of Walsh Diffusions,
up to an Explosion Time
In this section we study existence and uniqueness in distribution of Walsh diffusions in
a more general setting than in Section 2.3.2. First, the local drift function b and the
dispersion function s do depend on the angular part of their arguments, as considered
in the very beginning of Section 2.3. Secondly, we shall consider a Borel subset of R2
rather than the whole R2 as the state-space of our Walsh diffusions; this subset is open
in the tree-topology and contains the origin. Thirdly, we allow an explosion time, which
may be finite or infinite, from this state-space.
More precisely, we fix a measurable function ` : [0, 2pi)→ (0,∞] which is bounded
away from zero, and consider the set
I :=
{
x ∈ R2 : 0 < ‖x‖ < `(arg(x)) or x = 0} = {(r, θ) : 0 ≤ r < `(θ), 0 ≤ θ < 2pi}
(2.55)
expressed in Euclidean and polar coordinates, respectively. We consider also the punc-
tured set Iˇ := I \ {0}, as well as the closure I of I under the tree-topology in the
collection of all the “extended rays”; that is, even when `(θ) =∞ holds for some θ’s,
we set I =
{
(r, θ) : 0 ≤ r ≤ `(θ), 0 ≤ θ < 2pi} .
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Finally, we consider a strictly increasing sequence of measurable functions {`n}∞n=1 ,
where each `n : [0, 2pi)→ (0,∞) is bounded away from zero, and such that `n(θ) ↑ `(θ)
as n ↑ ∞ , ∀ θ ∈ [0, 2pi) . We set
In :=
{
(r, θ) : 0 ≤ r < `n(θ), 0 ≤ θ < 2pi
}
, ∀ n ∈ N.
Similarly as in Section 2.3, we consider Borel-measurable functions b : Iˇ → R and
s : Iˇ → R (note that the function s here may take value 0), and a probability measure
ν on B([0, 2pi)) .
We give an adjusted version of Definition 2.26, as follows.
Definition 2.41. Walsh Diffusions with Explosion Times. In the context above,
a Walsh diffusion with state-space I, associated with the triple (b, s,ν) and defined up
to an explosion time, is a triple (X,W ), (Ω,F ,P), F = {F(t)}0≤t<∞ , such that:
(i) (Ω,F ,P), F = {F(t)}0≤t<∞ is a filtered probability space satisfying the usual
conditions.
(ii) On this space, the process X(·) is adapted, I−valued, and continuous in the
tree-topology with X(0) ∈ I a.s.; moreover, with Sn := inf
{
t ≥ 0 : X(t) /∈ In
}
, the
process X(·∧Sn) is a Walsh semimartingale with angular measure ν , for any n ∈ N .
(iii) On this space, W is a standard one-dimensional Brownian motion.


















(v) The “non-stickiness at the origin” condition (2.36) holds for X here as well.
As in Definition 2.26, we also call the state-process X(·) a Walsh diffusion, omitting
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as the explosion time of X(·) from I, and stipulate that X(t) = X(S) , S ≤ t < ∞ .
We note that the assumption of continuity of X(·) on I, in the topology induced by
the tree-metric, implies that
S = inf{t ≥ 0 : X(t) /∈ I}, X(S) ∈ {(r, θ) : r = `(θ), θ ∈ [0, 2pi)} a.s. on {S <∞}.
(2.58)
Remark 2.42. Because the sets In, n ∈ N and I are open in the tree-topology, we
see from the continuity of X(·) in this topology that Sn, n ∈ N and S are indeed
stopping times. We also note that, we do not assume continuity up to time ∞ , thus
X(S) may not be defined on the event {S =∞} .
2.4.1 A Dambis-Dubins-Schwarz-Type Representation
for Walsh Martingales
We shall first study Walsh diffusions with drift b ≡ 0 and state-space I = R2 =
{(r, θ) : 0 ≤ r < ∞, 0 ≤ θ < 2pi} . To employ the method of time-change, we
need to establish in our setting an analogue of the classic Dambis-Dubins-Schwarz
representation for local martingales; this task is taken up in this subsection.
Proposition 2.43. A Representation of the Dambis-Dubins-Schwarz type:
Let X(·) be a Walsh semimartingale driven by a continuous local martingale U(·) ,
and with angular measure ν .
There exists then, on a possibly extended probability space, a Walsh Brownian mo-
tion Z(·) with the same angular measure and with the property X(·) = Z(〈U〉(·)) .
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Proof. Let us assume first that 〈U〉(∞) =∞ . Define
T (s) := inf{t ≥ 0 : 〈U〉(t) > s}, Z(s) := X(T (s)), G(s) := F(T (s)), 0 ≤ s <∞.
(2.59)
Recall that U(·) is a continuous local martingale. Thus, by the proof of Theorem 3.4.6
in [27], we have:
(i) With B(·) := U(T (·)) , the process {B(s), G(s), 0 ≤ s <∞} is Brownian motion,
and U(t) = B
(〈U〉(t)) , 0 ≤ t <∞ .
(ii) There exists Ω∗ ∈ F with P(Ω∗) = 1 , such that for every ω ∈ Ω∗ , we have
〈U〉(t1, ω) = 〈U〉(t2, ω) for some 0 ≤ t1 < t2 <∞ ⇒ t 7→ U(t, ω) is constant on [t1, t2].
(2.60)
Since X(·) is continuous in the tree-topology, we see from Proposition 2.8 that the
constancy of X(·) on some interval [t1, t2] can be implied by the constancy of ‖X(·)‖
on [t1, t2] , which by (2.4) can be implied by the same constancy of U(·) . Thus the
above property (ii) is still true if we replace (2.60) by
〈U〉(t1, ω) = 〈U〉(t2, ω) for some 0 ≤ t1 < t2 <∞ ⇒ t 7→ X(t, ω) is constant on [t1, t2].
(2.61)
In the spirit of Problem 3.4.5(iv) in [27], this implies the continuity in the tree-topology
of the process Z(·) := X(T (·)) . Moreover, we observe from (2.4) that










− U(T (t)))+ = B(s) + max
0≤t≤ s
(−B(t))+.
The second equality uses the fact, implied by (2.60), that U(·) is constant on [T (t−),
T (t)] for every t . Thus the radial part of Z is a reflecting Brownian motion.
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Finally, we claim that the “partition of local time” property (2.3) of X(·) is in-




Z(·))) = RXA (T (·))
is continuous, in the same way Z(·) = X(T (·)) is. Then by Theorem 2.15 and time-
change (Proposition 3.4.8 in [27]), we obtain that RZA(·) is a continuous semimartingale
of the filtration {G(s)} , and that 〈RZA〉(·) ≡ 〈RXA 〉
(
T (·)) . Now it is easy to use (1.3) to
obtain LR
Z
A(·) ≡ LRXA (T (·)) ; in particular, L‖Z‖(·) ≡ L‖X‖(T (·)) . Thus (2.3) implies
LR
Z
A(·) ≡ ν(A)L‖Z‖(·) , which is the claim.
It is clear at this point that Z(·) is a Walsh Brownian motion with the same angular
measure ν as X(·), and that X(·) = Z(〈U〉(·)) holds, thanks to (2.61).
• Next, we consider the case P(〈U〉(∞) < ∞) > 0 . We shall argue this case heuris-
tically, as a rigorous argument is straightforward but laborious.
On the event {〈U〉(∞) < ∞} , the limit limt→∞ U(t) exists; therefore, so do the
limits limt→∞ ‖X(t)‖ and limt→∞X(t) , thanks to (2.4) and the continuity of X(·) in
the tree-topology. It follows that (2.59) is still well-defined; the only problem is that
Z(·) need not be a Walsh Brownian motion anymore: it “runs out of gas” from the
time 〈U〉(∞) onwards, as does B(·) .
We deal with this issue as follows: On {〈U〉(∞) < ∞} , we first redefine B(·) on
[〈U〉(∞),∞) to make it a Brownian motion, as described in Problem 3.4.7 of [27]; the
Skorokhod reflection R(·) = B(·)+max0≤s≤·(−B(s))+ is a reflecting Brownian motion
and equals ‖Z(·)‖ up to time 〈U〉(∞). We redefine Z(·) on [〈U〉(∞),∞) by applying
the “folding and unfolding” scheme in the proof of Theorem 2.24 to R(·) , on the time
interval [〈U〉(∞),∞) and with starting point Z(〈U〉(∞)) . This “continued” process
Z(·) can be verified to satisfy all the required properties.
2.4.2 The Driftless Case: Method of Time-Change
Before we proceed to the main result of this subsection, we give the following result,
regarding the absence of explosions for Walsh diffusions with b ≡ 0 and state-space
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I = R2 . It is analogous to the result of Problem 5.5.3 in [27].
Proposition 2.44. Suppose that X(·) is a Walsh diffusion associated with the triple
(0, s,ν) , on the Euclidean plane R2 = {(r, θ) : 0 ≤ r <∞, 0 ≤ θ < 2pi} and defined
up to an explosion time S. Then S =∞ , a.s.
Proof. Let Et :=
{ ∫ t∧S
0
1{X(u)6=0} s2(X(u))du = ∞
}
. Following the idea of the solu-
tions to Problem 3.4.11 and Problem 5.5.3 in [27], we have limn→∞‖X(t ∧ Sn)‖ = 0





1{X(u)6=0} s2(X(u))du <∞ holds a.s., and we obtain the existence
in R2 of the limit limn→∞X(t ∧ Sn) in the tree-topology, in the same spirit as in the
second-to-last paragraph in the proof of Proposition 2.43. Thus X(t ∧ S) is valued in
R2 , a.s., for every t ≥ 0 , and consequently S =∞ a.s.
Now we can state the existence-and-uniqueness result for a Walsh diffusion without
drift. As in the scalar case, we define the sets
I(s) :=
{




s2(r + y, θ)
=∞, ∀ ε ∈ (0, r)
}
, (2.62)
Z(s) := {x ∈ Rˇ2 : s(x) = 0}. (2.63)
Let us recall Remark 2.14. Since the Engelbert-Schmidt 0-1 law is critical for estab-
lishing the one-dimensional existence-and-uniqueness result, we need to impose the
following additional condition, in order to ensure that the above two sets are both
bounded away from the origin, and that the integral process T (·) in the proof Theo-
rem 2.46 below does not explode when the Walsh Brownian motion considered there
is near the origin.





≤ c(r) holds for all θ ∈ [0, 2pi) , r ∈ (0, η] .
Under this condition, the following existence-and-uniqueness result, for a Walsh
diffusion without drift, is a two-dimensional analogue of Theorem 5.5.4 in [27].
Theorem 2.46. Suppose the function s : Rˇ2 → R satisfies Condition 2.45. Then, for
any given initial distribution µ on B(R2) , there exists a non-explosive and unique-in-
distribution Walsh diffusion X(·) with state-space R2 and associated with the triple
(0, s,ν), if and only if I(s) = Z(s) .
Proof. Omitting from the notation the underlying probability space, we begin with a
standard one-dimensional Brownian motion {B˜(s), G˜(s); 0 ≤ s < ∞} and an inde-
pendent two-dimensional random variable ξ with distribution µ . Let {Z(·),G(·)} be
a Walsh Brownian motion starting at Z(0) = ξ and driven by the Brownian motion
B(·) = ‖ξ‖ + B˜(·) , with angular measure ν . This Walsh Brownian motion can be
constructed as in the proof of Theorem 2.24 by “unfolding” the Skorokhod reflection








) , 0 ≤ s <∞, A(t) := inf {s ≥ 0 : T (s) > t}, 0 ≤ t <∞.
Lemma 2.47. We have T (∞) =∞ , a.s.
We also note that T (·) is strictly increasing when it is finite, because Z(·) spends
zero amount of time at the origin 0 . Now it is easy to see that the analogue of
relationships (5.10)-(5.14) at the beginning of Section 5.5.A in [27], as well as the
discussions between them, all hold here as well. Define
R := inf
{
s ≥ 0 : Z(s) ∈ I(s)}. (2.64)
Lemma 2.48. We have R = A(∞) , a.s.
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• Now we adapt the proof of Theorem 5.5.4 in [27]; i.e., we shall show that, under the
Condition 2.45, a Walsh Diffusion with state-space I and associated with the triple
(0, s,ν) exists, if and only if I(s) ⊆ Z(s).
(i) Let us first assume I(s) ⊆ Z(s) and define
X(t) := Z(A(t)), U(t) := B(A(t)), F(t) := G(A(t)), 0 ≤ t <∞. (2.65)






1{X(T (u))=0} dT (u) =
∫ A(t)
0
1{Z(u)=0} dT (u) = 0 , (2.66)
verifying (2.36). Moreover, with (2.66) and all the previous preparations, we can
proceed as in the proof of Theorem 5.5.4 in [27], and obtain that the process U(·)−‖ξ‖




1{X(v)6=0} s2(X(v)) dv , 0 ≤ t <∞ . (2.67)
Then there exists a Brownian motion W (·) on a possibly extended probability space,
with the property U(t) = ‖ξ‖+ ∫ t
0
1{X(v)6=0} s(X(v))dW (v) , 0 ≤ t <∞ .
Let us note that ‖Z(·)‖ is the Skorokhod reflection of B(·) ; thus the same rela-












dW (t) + L‖X‖(·). (2.68)
Finally, the “partition of local time” property and the continuity in the tree-topology
for X(·) are both inherited from Z(·) , as the proof of Proposition 2.43 illustrates. We
have thus verified that the just constructed X(·) is a Walsh diffusion as described in
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the Theorem.
(ii) Conversely, let us assume the existence of the Walsh diffusion X(·) described in
Theorem 2.46, with any given initial condition. Consider such a Walsh diffusion X(·)
with X(0) = x ∈ Z(s)c and the underlying Brownian motion W (·) . Then its driver
U(·) := ‖X(·)‖ − L‖X‖(·) = ‖X(0)‖+
∫ ·
0
1{‖X(t)‖>0} s(X(t))dW (t) (2.69)
is a local martingale. By Proposition 2.43, there exists a Walsh Brownian motion Z(·)
on a possibly extended probability space, such that X(·) = Z(〈U〉(·)) .
With this representation of X , we can follow the proof of Theorem 5.5.4 in [27]













1{X(v)6=0, s(X(v)) 6=0}dv ≤ T (s)
for all 0 ≤ s <∞ , then to argue P(T (s) <∞, 〈U〉(∞) > 0) > 0 for sufficiently small
s > 0 , and finally to show that x ∈ I(s) cannot hold. It follows that I(s) ⊆ Z(s) .
• Next, we assume the validity of Condition 2.45 and I(s) ⊆ Z(s) , and show that
uniqueness in distribution is then equivalent to the condition I(s) ⊇ Z(s) .
(i) First, we suppose that the inclusion I(s) ⊇ Z(s) does not hold. By picking a
starting point x ∈ Z(s) \ I(s) , we see that uniqueness in distribution is violated
for the Walsh diffusion described in Theorem 2.46 and starting at x , in the spirit of
Remark 5.5.6 in [27].
(ii) Conversely, let us assume in addition that I(s) ⊇ Z(s) holds. Let X(·) be a Walsh
diffusion described in Theorem 2.46 and with an arbitrarily given initial distribution
µ . With U(·) as in (2.69), we can adapt the proof of Theorem 5.5.7 in [27] in a manner
similar to what we did before, and obtain the existence of a Walsh Brownian motion
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Z(·) such that X(·) = Z(〈U〉(·)) and
〈U〉(t) = inf
{







, 0 ≤ t <∞ . (2.70)
It develops that the process X(·) can be expressed as a measurable functional of the
Walsh Brownian motion Z(·) , with initial distribution µ and angular measure ν .
Since such a Z(·) , as a Walsh diffusion associated with the triple (0,1,ν) , is unique
in distribution, thanks to Proposition 2.29 (although only nonrandom starting points
are considered there, generalizations to a random initial condition is straightforward),
we deduce the uniqueness of X(·) in distribution.
Proof of Lemma 2.47: Consider the stopping times {τ εk}k∈N−1 defined as in (2.5), but
with X replaced by Z . Since Z(·) is time-homogeneous and strongly Markovian (as







, m ∈ N0
are I.I.D. and strictly positive. Therefore, we have T (∞) ≥∑m∈N0 T̂m =∞ , a.s.
Proof of Lemma 2.48: The proof of R ≤ A(∞) follows as in the proof of Lemma 5.5.2
in [27], with the help of Condition 2.45, Lemma 2.12, and the tree-metric.
As for the reverse inequality A(∞) ≤ R , it suffices to prove it on the event {R ≤ n}
for every n ∈ N . We define the Brownian motion Bn(·) := B
(
(R∧n) + ·)−B(R∧n),
and the stopping time τ := {s ≥ 0 : Bn(s) ≤ −η} . Then on the event {R ≤ n} , we


















The last equality comes here from the fact Z(·) 6= 0 holds on the interval [R,R+ τ) ,
which is because Z(R) ∈ I(s) ⊆ {(r, θ) : r ≥ η, 0 ≤ θ < 2pi}. It follows from Lemma
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3.6.26 in [27] that the last integral above is infinite, thus T (R) =∞ holds on {R ≤ n} ,
and therefore A(∞) ≤ R holds on {R ≤ n} .
Remark 2.49. Assuming I(s) = Z(s) and Condition 2.45, the Walsh diffusion in
Theorem 2.46 becomes motionless once it hits the set I(s) , but keeps moving before
that time. This can be seen in the same spirit as in Remarks 5.5.6, 5.5.8 of [27].
2.4.3 The General Case: Removal of Drift by Change of Scale
Let us move now on to the study of Walsh diffusions with drift, via reduction to the
driftless case of the previous subsection. This is done by using the method of “change
of scale”. We recall the set I from (2.55), with a function ` : [0, 2pi)→ (0,∞] which
is measurable and bounded away from zero. We recall also the class D of functions in
Definition 2.9, and adjust it presently to “fit” the domain I.
Definition 2.50. Let DI be the class of Borel-measurable functions g : I → R
satisfying:
(i) for every θ ∈ [0, 2pi) , the function r 7→ gθ(r) := g(r, θ) is differentiable on [0, `(θ))
and the derivative r 7→ g′θ(r) is absolutely continuous on [0, `(θ)) ;
(ii) the function θ 7→ g′θ(0+) is bounded;
(iii) there exist a constant η with 0 < η < infθ∈[0,2pi) `(θ) and a Lebesgue-integrable
function c : (0, η] → [0,∞), such that for all θ ∈ [0, 2pi) and r ∈ (0, η] , we have
|g′′θ (r)| ≤ c(r) .
Remark 2.51. The class DI of functions in Definition 2.50 can be generalized in the
same manner as in Definition 2.21, to an extended class that we shall denote by CI .
Then it is also easy to generalize Theorems 2.15 and 2.22 to Walsh semimartingales
with values in I , and to functions in DI and CI , respectively. We will later apply
these adjusted versions, still under the names of Theorems 2.15 and 2.22.
We shall work throughout this subsection in the most general setting of Definition
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2.41 for Walsh diffusions, and impose the following condition on the functions b : Iˇ →
R and s : Iˇ → R .
Condition 2.52. (i) We have s(x) 6= 0 , ∀x ∈ Iˇ .
(ii) For every fixed θ ∈ [0, 2pi) , both functions below are locally integrable on (0, `(θ)) :
r 7−→ b(r, θ)
s2(r, θ)
and r 7−→ 1
s2(r, θ)
.









Under this Condition 2.52, we define the radial scale function p : I → [0,∞) by












dy , (r, θ) ∈ I , (2.71)
as well as the scale mapping P : I → J, by
P(r, θ) := (p(r, θ), θ), (r, θ) ∈ I, (2.72)
with J := P(I) = {(r, θ) : 0 ≤ r < pθ(`(θ)−), 0 ≤ θ < 2pi} .
These are well-defined, as p(0, θ) ≡ 0 and P(0, θ) = (0, θ) ≡ 0 . Moreover, since
the mapping r 7→ p(r, θ) is strictly increasing on [0, `(θ)) for every angle θ ∈ [0, 2pi) ,
we see that the mapping P is invertible; we denote by Q : J → I its inverse. From
(2.72), we have the representation
Q(r, θ) = (q(r, θ), θ), (r, θ) ∈ J (2.73)
where q : J → [0,∞) is a function with the property that, for every θ ∈ [0, 2pi) , the
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mappings r 7→ pθ(r) and r 7→ qθ(r) := q(r, θ) are inverses of each other.
We extend P to I and Q to J continuously, with the aid of Proposition 2.53(iii)
below; here I and J are equipped with the tree-topology, and closures are as described
at the beginning of Section 2.4.
The following fact can be checked in a very direct manner; its proof is omitted.
Proposition 2.53. Assume Condition 2.52 holds for b : Iˇ → R and s : Iˇ → R .
Then:
(i) The mapping θ 7→ pθ(`(θ)−) is bounded away from zero, thus J is open in the
tree-topology.
















hold for every θ ∈ [0, 2pi) and a.e. r ∈ (0, `(θ)) .
(iii) The mappings P : I → J and Q : J → I are both continuous in the tree-
topology.
We have then the following “removal-of-drift” result.
Proposition 2.54. Assume that Condition 2.52 holds, and consider the function s˜ :
Jˇ → R given by








, (r, θ) ∈ Jˇ . (2.74)
If X(·) is a Walsh diffusion with state-space I, associated with the triple (b, s,ν) and
defined up to an explosion time S , then Y (·) := P(X(·)) in the notation of (2.72)
is a Walsh diffusion associated with the triple (0, s˜,ν) and defined up to the same
explosion time S , with state-space J and the same underlying probability space and
Brownian motion as X(·) ; and vice versa.
Proof. We prove only the first claim, as the converse part can be established in the
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same way. Assume that X(·) is a Walsh diffusion with state-space I associated with
the triple (b, s,ν) and up to an explosion time S , and let Y (·) = P(X(·)). It follows
that Y (·) is J -valued and continuous in the tree-topology. We recall Definition 2.10;
by Definition 2.41, Theorem 2.15(iii) and Proposition 2.53, direct calculation gives











dW (t) + L‖X(·∧Sn)‖(·).
(2.75)
From Y (·) = P(X(·)) it is clear that the equality {t : ‖Y (t)‖ = 0} = {t : ‖X(t)‖ = 0}




1{‖Y (t∧Sn)‖= 0} d‖Y (t ∧ Sn)‖ = L‖X(·∧Sn)‖(·) (2.76)
and (2.75) turns into
‖Y (· ∧ Sn)‖ = ‖Y (0)‖+
∫ ·∧Sn
0




dW (t) + L‖Y (·∧Sn)‖(·) .
It remains only to verify the “non-stickiness” and the “partition of local time” prop-
erties, at the origin, for Y (·) . It is apparent that ∫ ·
0
1{Y (t) =0} dt =
∫ ·
0
1{X(t) =0} dt ≡ 0
holds. On the other hand, since




Y (·))) = p(X(t)) · 1A(arg(X(·))) ,























A(t ∧ Sn) = ν(A)L‖X(·∧Sn)‖(·) = ν(A)L‖Y (·∧Sn)‖(·);
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we have used (2.76) for the last equality. The proof is now complete.
We obtain the following result regarding existence and uniqueness of a general
Walsh diffusion.
Theorem 2.55. Assume Condition 2.52 holds for b : Iˇ → R and s : Iˇ → R .
Then, for every initial distribution µ on the Borel subsets of I , there exists a unique-
in-distribution Walsh diffusion X(·) with state-space I , associated with the triple
(b, s,ν) and defined up to an explosion time S .
Proof. In light of Proposition 2.54, it suffices to show existence and uniqueness for the
Walsh diffusion Y (·) in J , associated with the triple (0, s˜,ν) and up to an explosion
time S , given any initial distribution µ .
We shall reduce this to Theorem 2.46, which considers the whole R2 as the state-





, 0 ≤ θ < 2pi} . It is now straightforward, using Condition 2.52, to
check that s˜ satisfies Condition 2.45 in Section 2.4.2, and that I(s˜) = Z(s˜) = J c . By
Theorem 2.46, there exists a unique-in-distribution, non-explosive Walsh diffusion Y (·)
with values in R2 associated with the triple (0, s˜,ν) , given any initial distribution in
J . Moreover, by Remark 2.49, Y (·) becomes motionless once it hits I(s˜) = J c , i.e.,
once it exits from the set J . Thus it is clear by definition that Y (·) is also a Walsh
diffusion in J, with explosion time S := inf{t : Y (t) /∈ J} .
On the other hand, assume that Y (·) is a Walsh diffusion with values in J , asso-
ciated with the triple (0, s˜,ν) , and up to an explosion time S = inf{t : Y (t) /∈ J} .
Note that we stipulate Y (t) = Y (S) for S ≤ t <∞ ; thus by setting s˜ ≡ 0 on J c as
before, we see immediately that Y (·) is also a Walsh diffusion with values in R2 and
associated with the triple (0, s˜,ν) . By Theorem 2.46, its probability law is uniquely
determined, for any given initial distribution.
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2.5 Discussion of Explosion Times
Throughout this section, we have for every x ∈ I := {(r, θ) : 0 ≤ r < `(θ), 0 ≤
θ < 2pi} a Walsh diffusion (X,W ), (Ω,F ,Px), F = {F(t)}0≤t<∞ with values in I ,
associated with the triple (b, s,ν) and up to an explosion time S , with X(0) = x ,
Px−a.s. Here ` : [0, 2pi)→ (0,∞] is measurable and bounded away from zero, and the
functions b : Iˇ → R , s : Iˇ → R are assumed to satisfy Condition 2.52.
For different initial conditions x , these Walsh diffusions (including the underlying
probability space) are different; but we shall use X(·) to denote every one of them.
We shall let the measures Px distinguish them, since all the conclusions we will draw
are about their probability distributions.
We develop in this section analogues of all the results in Section 5.5.C of [27]. The
two main results are Theorem 2.60, on the asymptotic behavior of X(·); and Theorem
2.64 on the test for explosions in finite time.
2.5.1 Preliminaries; Explosion in Finite Expected Time
We first note that if X(·) starts at the origin and A ∈ B([0, 2pi)) satisfies ν(A) = 0 ,
then X(·) never visits any region in the state-space whose rays correspond to angles
in A , with positive probability.
Proposition 2.56. For every A ∈ B([0, 2pi)) with ν(A) = 0 , we have RXA (·) ≡ 0 ,
P0−a.s. in (2.2). In other words, the set {t ≥ 0 : X(t, ω) 6= 0 and arg(X(t, ω)) ∈ A}
is empty, for P0−a.e. ω ∈ Ω .
Proof. From the proofs of Theorem 2.55, Proposition 2.54 and Theorem 2.46, we see
that Y (·) := P(X(·)) is a driftless Walsh diffusion, and that it is also a time-changed
Walsh Brownian motion with angular measure ν . But a Walsh Brownian motion
with angular measure ν can be constructed as in the proof of Theorem 2.24, by
assigning every excursion of a reflected Brownian motion an angle via a sequence of
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I.I.D. random variables distributed as ν . Therefore, if Y (·) starts at the origin, it
almost surely never visits any rays with angles in a set A ∈ B([0, 2pi)) with ν(A) = 0 ,
because the aforementioned I.I.D. random variables will not be valued in A with any
positive probability. This property is inherited by the time-changed Walsh Brownian
motion Y (·) , and then by the process X(·) = Q(Y (·)) .
Next, we note that X(·) has the strong Markov property. By Theorem 2.55, the
probability
h(x; Γ) := Px
(
X(·) ∈ Γ) (2.77)
is uniquely determined, for all x ∈ I and Γ ∈ B(C([0,∞); I)) . Here C([0,∞); I)
is the collection of all I-valued functions on [0,∞) which are continuous in the tree-
topology and get absorbed upon hitting the boundary ∂I := {(r, θ) : r = `(θ), 0 ≤
θ < 2pi}; the Borel subsets of this space are generated by its finite-dimensional cylin-
der sets. Since we constructed X(·) in the last section through scaling and time-
change, it is clear that the mapping x 7→ h(x; Γ) is measurable on I, for every
Γ ∈ B(C([0,∞); I)) .
The following result can be proved by connecting to local submartingale problems
through a combination of adaptations of Propositions 2.27 and 2.32, that allow an
explosion time; we will omit its proof.
Proposition 2.57. In the context above, and for every x ∈ I , the process X(·) is
time-homogeneous and strongly Markovian, in the sense that for every stopping time
T of F and every set Γ ∈ B(C(I)) we have
Px
(
X(T + ·) ∈ Γ ∣∣F(T )) = h(X(T ); Γ) , Px − a.e. on {T < S} .
Now we recall the radial scale function p : I 7→ [0,∞) in (2.71), and observe from
(2.75) that p turns X(·) into a reflected local martingale, which is the radial part of
the driftless Walsh diffusion Y = P(X) . By analogy with one-dimensional diffusions,
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, (r, θ) ∈ Iˇ (2.78)
as well as the Feller function









mθ(dy) , (r, θ) ∈ I .
(2.79)
We have the following result regarding the functions p and v .
Proposition 2.58. (i) The function v : I → [0,∞) of (2.79) is in the class DI




s2(r, θ)v′′θ (r) = 1 , for a.e. r ∈ (0, `(θ)) . (2.80)









(`(θ)−) is well-defined (but may be ∞).
(iii) The implication pθ(`(θ)−) =∞ ⇒ vθ(`(θ)−) =∞ holds for every θ ∈ [0, 2pi) .












and (ii) is then immediate from this, and from the fact that pθ(r) is positive and
strictly increasing on (0, `(θ)) . Finally, (iii) follows clearly from (ii).
Now we give a sufficient condition for X(·) to explode in finite expected time.
Proposition 2.59. We have Ex[S] <∞ for every x ∈ I, if
ν
({
θ : pθ(`(θ)−) <∞
})





(`(θ)−) < ∞ . (2.81)
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In particular, we have Ex[S] <∞ for every x ∈ I, if supθ∈[0,2pi) vθ(`(θ)−) < ∞ .


















M(r, θ) ≡Mθ(r) := −vθ(r) + C2(θ) pθ(r) + C1 (r, θ) ∈ I . (2.83)
Note that C1 is well-define also because θ 7→ pθ(`(θ)−) is bounded away from zero
(Proposition 2.53); moreover, with the convention 1∞ = 0 , the expression for C2(θ) in
(2.82) is meaningful even in the case pθ(`(θ)−) =∞ .
Now M is a well-defined function on I , as M(0, θ) ≡ C1 . Since θ 7→ pθ(`(θ)−)
is bounded away from zero, we see that θ 7→ C2(θ) is bounded, and that M ∈ DI ,
thanks to Proposition 2.58 (i). Moreover, by Propositions 2.58 and 2.53, we can check
∫ 2pi
0





s2(r, θ)M ′′θ (r) = −1. (2.84)
Recalling Definition 2.10, we apply Theorem 2.15 and obtain the Px−a.s. equality
M(X(· ∧ Sn)) = M(x)− (· ∧ Sn) +
∫ ·∧Sn
0
1{X(t) 6=0}M ′(X(t)) s(X(t)) dW (t) , (2.85)


















= M(x) , ∀n ∈ N . (2.86)
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On the other hand, we have by Proposition 2.58(ii) that














≥ 0 , ∀ (r, θ) ∈ I .
Thus (2.86) implies Ex[τn] ≤ M(x) , ∀n ∈ N . Letting n → ∞ we get Ex[S] ≤
M(x) <∞ .
Finally, we note that supθ∈[0,2pi) vθ(`(θ)−) < ∞ implies (2.81), thanks to Propo-
sition 2.58 (iii) and Proposition 2.53(i). Proposition 2.59 is now proved.
2.5.2 Limit Behavior Near the Explosion Time
Throughout this subsection and the next one, we use the notation Θ(t) := arg(X(t))
whenever X(t) 6= 0 , and recall from (2.2) the process
RXA (·) := ‖X(·)‖ · 1A
(
Θ(·)) , ∀A ∈ B([0, 2pi)) .
We recall also the functions {`n}∞n=1 , the sets {In}∞n=1 , and the stopping times {Sn}∞n=1 ,
defined at the beginning of this section.
The following main result of this subsection discusses the behavior of X(t) as t
approaches S .
Theorem 2.60. Starting At the Origin: Let x = 0 in the context specified at the
beginning of this section. With p defined as in (2.71), we distinguish two cases:
(i) ν({θ : pθ(`(θ)−) <∞}) > 0 .
Then the limit in the tree-topology limt↑S X(t) exists P0-a.s. in the extended rays, and
X(S) := limt↑S X(t) takes values in the set ∂I := {(r, θ) : r = `(θ), θ ∈ [0, 2pi)} .
Moreover, we have in this case
P0
(




, ∀A ∈ B([0, 2pi)) . (2.87)
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(ii) ν({θ : pθ(`(θ)−) <∞}) = 0 .







= 1 , ∀n ∈ N (2.88)
holds, where the closure is taken in [0, 2pi). In particular, P0
(
S =∞) = 1 .
Moreover, whenever ν({θ}) > 0 holds, we have
sup
0≤t<S
RX{θ}(t) = `(θ) , P0 − a.s. (2.89)
Remark 2.61. We stipulate 1∞ = 0 in (2.87). Since θ 7→ pθ(`(θ)−) is bounded away
from zero, we see that (2.87) makes good sense, provided ν({θ : pθ(`(θ)−) <∞}) > 0
holds. We make no claim in (i) regarding the finiteness of S , and the result holds
there regardless of whether S is finite or not. A full discussion regarding the finiteness
of S appears in the next subsection.
Remark 2.62. If we replace “`n(θ)” by “`(θ)” in the property (2.88), then this new
property no longer holds in general. Indeed, let ν be the uniform distribution on
[0, 2pi) in (ii); then (2.89) holds for no θ ∈ [0, 2pi) , P0−a.s. This is because X(·) will
be on different rays for any two of its excursions away from the origin.
Proof. We first note that the explosion time S does not depend on the choice of the
approximating sequence of functions {`n}∞n=1 , because S = inf{t : X(t) /∈ I} always
holds by (2.58). Thus in the proof of (i), we will assume that
pθ(`n(θ)) ≤ n and vθ(`n(θ)) ≤ n , ∀ θ ∈ [0, 2pi) , ∀n ∈ N ; (2.90)




r : 0 ≤ r ≤ `n(θ), pθ(r) ≤ n, vθ(r) ≤ n
}
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and let the sequence { ˜`n}∞n=1 play the role of {`n}∞n=1 . However, we will not assume
(2.90) when proving (ii), because `n appears explicitly in the conclusion of (ii).
Proof of (i). Step 1. We shall prove (i) in this step, albeit under the assumptions
sup
θ∈[0,2pi)
pθ(`(θ)−) < ∞ and sup
θ∈[0,2pi)
vθ(`(θ)−) < ∞ . (2.91)
With (2.91), we have E0[S] < ∞ by Proposition 2.59, thus P0(S < ∞) = 1 . Thus,
from (2.58) we know that X(S) = limt↑S X(t) exists under the tree-topology in {(r, θ) :
r = `(θ), 0 ≤ θ < 2pi} , P0-a.s. It develops that Θ(S) is a well-defined random
variable with values in [0, 2pi) ; we denote its distribution by ν˜ , a probability measure
on ([0, 2pi),B([0, 2pi))) .
Let us define the scale function associated with a set A ∈ B([0, 2pi)) by
pAθ (r) = p
A(r, θ) := p(r, θ) · (ν(A) · 1Ac(θ) − ν(Ac) · 1A(θ)) , (r, θ) ∈ I . (2.92)




′(0+)ν(dθ) = 0 . Now thanks to Proposition
2.53 and Theorem 2.15, we can easily check that pA(X(· ∧Sn)) is a local martingale –
and actually a martingale, because (2.91) gives the boundedness of pA on I . Letting
n→∞ , we obtain that pA(X(· ∧ S)) is a bounded martingale. This gives























pθ(`(θ)−) ν˜(dθ)− ν(Ac) ·
∫
A
pθ(`(θ)−) ν˜(dθ) ; (2.93)






From (2.93), we observe that ν˜(A) = 0 holds whenever ν(A) = 0 . Thus the
measure ν˜ is absolutely continuous with respect to ν , and we may assume that
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ν˜(dθ) = ψ(θ)ν(dθ) for some function ψ : [0, 2pi) → [0,∞) . Now for (2.87) to hold,







, ν-a.e. θ ∈ [0, 2pi) . (2.94)
To this effect, we consider the sets
A1 :=
{

















Letting A = A1 in (2.93), it is easy to deduce that either ν(A1) = 0 or ν(A1) = 1
must hold. But the latter cannot happen, for otherwise we would have ν˜([0, 2pi)) =∫ 2pi
0
ψ(θ)ν(dθ) > 1 . Thus ν(A1) = 0 holds, and we deduce ν(A2) = 0 similarly. This
way we get (2.94), and Step 1 is now complete.
Step 2. This step will complete the proof of (i). We first show the existence of
limt↑S X(t) , P0-a.s.
Case A: ν concentrates on one angle θ0 . Then pθ0(`(θ0)−) < ∞ , and X(·) stays
a.s. on the ray with angle θ0 , by Proposition 2.56. Thus the process p(X(·)) is
bounded. But p(X(· ∧ Sn)) is a local submartingale (as a reflected local martingale),
thus a true submartingale, and so is p(X(· ∧ S)) . We deduce that limt↑S p(X(t))
exists P0−a.s. Since X(·) stays on the same ray, the existence of limt↑S X(t) follows.
Case B: ν does not concentrate on one angle. Since ν({θ : pθ(`(θ)−) < ∞}) > 0 ,
we can choose an M > 0 and an AM ⊆ [0, 2pi) , such that pθ(`(θ)−) ≤ M for
all θ ∈ AM , and that 0 < ν(AM) < 1 . Then the function pAM is bounded from
below. Step 1 shows that pAM (X(· ∧ Sn)) is a local martingale for every n ∈ N ,
thus a supermartingale, and we may let n → ∞ to obtain by Fatou’s lemma that
pAM (X(·∧S)) is a bounded-from-below supermartingale. Therefore, limt↑S pAM (X(t))
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exists P0−a.s. Now we set
PAM (r, θ) := (∣∣pAM (r, θ)∣∣, θ) for (r, θ) ∈ I ,
and note PAM (I) = JAM where, thanks to 0 < ν(AM) < 1 , the set
JAM :=
{
(r, θ) : 0 ≤ r < |pAMθ (`(θ)−)|, 0 ≤ θ < 2pi
}
is open in the tree-topology. By the continuity of X(·) in the tree-topology, the
existence of the limit limt↑S pAM (X(t)) implies the existence of limt↑S PAM (X(t)) in
JAM , under the tree-topology.
By analogy with Section 2.4.3, and thanks once again to 0 < ν(AM) < 1 , we can
define the inverse mapping QAM : JAM → I of PAM , and both QAM and PAM are
continuous in the tree-topology. Moreover, we can extend QAM to JAM and PAM to
I continuously. We see then, that the existence of limt↑S PAM (X(t)) in JAM implies
the existence of the limit limt↑S X(t) in I .
Next, we turn to the proof of X(S) ∈ {(r, θ) : r = `(θ), 0 ≤ θ < 2pi} , as well as
(2.87). Let us define, for any A ∈ B([0, 2pi)) and m, n ∈ N with m ≥ n , that
`An,m(θ) := `n(θ)·1A(θ)+`m(θ)·1Ac(θ), IAn,m := {(r, θ) : 0 ≤ r < `An,m(θ), 0 ≤ θ < 2pi},
(2.95)
SAn,m := inf{t ≥ 0 : ‖X(t)‖ ≥ `An,m(Θ(t))} = inf{t ≥ 0 : X(t) /∈ IAn,m} . (2.96)
By (2.90), we have supθ∈[0,2pi) pθ(`
A
n,m(θ)) ≤ m and supθ∈[0,2pi) vθ(`An,m(θ)) ≤ m . Thus




















, ∀A ∈ B([0, 2pi)). (2.97)
We note that the events {Θ(SAn,m) ∈ A} are increasing in m . Setting KAn := {(r, θ) :
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r ≥ `n(θ), θ ∈ A} , we have then
P0
(
X ever hits KAn






















Since X(S) := limt↑S X(t) exists P0-a.s., we may let n→∞ in (2.98) and obtain
P0
(
X(S) ∈ {(r, θ) : r = `(θ), θ ∈ A})
= P0
(
X hits KAn for every n ∈ N







X(S) ∈ {(r, θ) : r = `(θ), 0 ≤ θ < 2pi}) = 1 . Replacing A by Ac
in (2.99) and adding this back to (2.99), we find that the inequality sign in (2.99) can
be replaced by an equality sign. Thus (2.87) follows, and the proof of Theorem 2.60(i)
is now complete.
Proof of (ii). Here we cannot assume (2.90), but can use the result of (i). Because
pθ(`
A






RX{θ}(t) ≥ `n(θ) for some θ ∈ A
)






















for every A ∈ B([0, 2pi)) with ν(A) > 0 , because ν({θ : pθ(`(θ)−) <∞}) = 0 .
Now we can find an event Ω∗ ∈ F with P0(Ω∗) = 1 , such that for every ω ∈ Ω∗ and
every A = [a, b) with a, b ∈ Q∩ [0, 2pi) and ν(A) > 0 , we have sup0≤t<S RX{θ}(t, ω) ≥
`n(θ) for some θ ∈ A and all n ∈ N , so (2.88) is obtained. Moreover, if ν({θ}) > 0 ,
we can take A = {θ} in (2.100) and see that the inequality sup0≤t<S RX{θ}(t) ≥ `n(θ)
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holds P0−a.s., for every n ∈ N ; thus (2.89) follows.
Finally, we show that the nonexistence of limt↑S X(t) , and the property S = ∞ ,
follow directly, thanks to (2.58). To this effect, we set
Ap :=
{




(r, θ) : r > 0, θ ∈ Ap}
and Γ0 := {ω2 ∈ C([0,∞); I) : ω2(t) = 0 for some t ∈ [0,∞)} . Recalling (2.77), and
using the theory of one-dimensional diffusion (e.g. Propositions 5.5.22, 5.5.32 in [27]),
we deduce
h(x; Γ0) = 1 , ∀ x ∈ I \ Ip . (2.101)
With Tn := Sn ∧ n , we have Tn < S , P0−a.s. Since ν(Ap) = 0 , Proposition
2.56 shows that X(Tn) ∈ I \ Ip , P0−a.s. Applying Proposition 2.57, we obtain
P0
(
X(Tn + ·) ∈ Γ0
)
= 1 , ∀n ∈ N . It follows that, P0−a.s., if limt↑S X(t) exists, it
must be 0 . We compare now this fact with (2.88), and deduce that limt↑S X(t) does
not exist, P0−a.s.
Theorem 2.60 takes the origin 0 as the starting point of X(·). For a starting point
x ∈ Iˇ, by the strong Markov property, we can treat X(·) as a one-dimensional diffusion
before it hits the origin, and use Theorem 2.60 afterwards. The following result can be
derived in a very direct manner, so we omit its proof.
Corollary 2.63. Starting Away from the Origin: In the context specified at the
beginning of this section, let x = (r0, θ0) ∈ Iˇ . We distinguish two cases:
(i) ν({θ : pθ(`(θ)−) <∞}) > 0 .
Then limt↑S X(t) exists Px−a.s. in {(`(θ), θ) : θ ∈ [0, 2pi)} , and for every A ∈
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B([0, 2pi)) we have
Px
(






















X(t) = (`(θ0), θ0)
}
.
On the other hand, Px−a.s. on (Lx)c , we have that limt↑S X(t) does not exist, that







= 1 , ∀ n ∈ N . (2.103)
Moreover, whenever ν({θ}) > 0 , we have sup 0≤t<S RX{θ}(t) = `(θ), Px−a.s. on
(Lx)c.
2.5.3 Test for Explosions in Finite Time
This subsection provides criteria for the finiteness of the explosion time. These involve
the scale and Feller functions of (2.71), (2.79), and of course the measure ν. The proof
of Corollary 2.67 is omitted, for the same reason as that of Corollary 2.63.
Theorem 2.64. Starting At the Origin: Let x = 0 in the context specified at the
beginning of this section. With the functions p and v defined by (2.71) and (2.79)
respectively, we distinguish three cases:
(i) ν({θ : vθ(`(θ)−) <∞}) = 0 .
Then we have P0
(
S <∞) = 0 .
(ii) ν({θ : vθ(`(θ)−) <∞}) > 0 and ν({θ : vθ(`(θ)−) =∞, pθ(`(θ)−) <∞}) = 0 .
Then we have P0
(
S <∞) = 1 .
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(iii) ν({θ : vθ(`(θ)−) <∞}) > 0 and ν({θ : vθ(`(θ)−) =∞, pθ(`(θ)−) <∞}) > 0 .
Then we have 0 < P0
(
S <∞) < 1 .
We need some preparation before proving Theorem 2.64. By analogy with Sec-








un−1(z, θ)mθ(dz) , (r, θ) ∈ I , n ∈ N. (2.104)
Note that u1 ≡ v . We have the following analogue of Lemma 5.5.26 in [27].




un(r, θ) , (r, θ) ∈ I (2.105)
converges on I and defines a function in the class DI . Furthermore, for every θ ∈
[0, 2pi) , the mapping r 7→ uθ(r) := u(r, θ) is strictly increasing on [0, `(θ)) , and
satisfies uθ(0) = 1 , u
′




s2(r, θ)u′′θ(r) = uθ(r) , a.e. r ∈ (0, `(θ)) . (2.106)
Moreover, we have 1 + v(x) ≤ u(x) ≤ ev(x) , ∀x ∈ I .
Proof. Apart from Definition 2.50 (iii) for the claim u ∈ DI , Lemma 2.65 can be
proved the same way as in the proof of Lemma 5.5.26 in [27]. And Definition 2.50 (iii)
for u can be obtained through Condition 2.52, (2.106), the fact uθ(r) ≤ evθ(r) , as well
as the fact u′θ(r) ≤ v′θ(r) · evθ(r) derived as in the proof of Lemma 5.5.26 in [27].
Proof of Theorem 2.64: Thanks to Lemma 2.65, we can apply Theorem 2.15 to u and
obtain that the process {e−t∧Snu(X(t ∧ Sn)); 0 ≤ t < ∞} is a local martingale for
every n ∈ N . But this process is also nonnegative, thus a supermartingale. Then we
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e−tu(X(t)) exists and is finite, P0 − a.s. (2.107)
Proof of (i). By (2.58), limt↑S X(t) exists in {(r, θ) : r = `(θ), 0 ≤ θ < 2pi}, P0−a.s.
on {S < ∞}. Since ν({θ : vθ(`(θ)−) < ∞}) = 0, Proposition 2.56 implies that
limt↑S v(X(t)) = ∞, P0−a.s. on {S < ∞}. Thus limt↑S u(X(t)) = ∞, P0−a.s. on
{S < ∞}, by Lemma 2.65. It follows that limt↑S e−tu(X(t)) = ∞ holds P0−a.s. on
{S <∞}. Comparing this with (2.107), we deduce P0(S <∞) = 0.
Proof of (ii). With
Ap := {θ : pθ(`(θ)−) <∞} and Av := {θ : vθ(`(θ)−) <∞} ,
we have Av ⊆ Ap by Proposition 2.58(iii) and ν(Av) > 0 by assumption, thus ν(Ap) >
0 . By Theorem 2.60, the limit limt↑S X(t) exists P0−a.s. in {(r, θ) : r = `(θ), 0 ≤
θ < 2pi} , and P0(Θ(S) ∈ Ap) = 1 . We also have the assumption ν(Ap \ Av) = 0 ,
thus P0
(
Θ(S) ∈ Ap \ Av) = 0 , and therefore P0(Θ(S) ∈ Av) = 1 .
For every n ∈ N , let us define
`vn(θ) := sup{r : 0 ≤ r < `(θ), vθ(r) ≤ n}, Ivn := {(r, θ) : 0 ≤ r < `vn(θ), 0 ≤ θ < 2pi},
(2.108)
Svn := inf{t ≥ 0 : ‖X(t)‖ ≥ `vn(Θ(t))} = inf{t ≥ 0 : X(t) /∈ Ivn} . (2.109)




= 1 , ∀n ∈ N .
Therefore, there is an event Ω? ∈ F with P0(Ω?) = 1 , such that for every ω ∈ Ω? ,
we have that: limt↑S(ω) X(t, ω) exists in {(r, θ) : r = `(θ), 0 ≤ θ < 2pi} ; that
Θ(S(ω), ω) ∈ Av ; and that Svn(ω) < ∞ for every n ∈ N . We fix now an ω ∈ Ω? .
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Since Θ(S(ω), ω) ∈ Av , the limit limt↑S(ω) v(X(t, ω)) exists and is finite. Thus we can
choose n(ω) ∈ N , such that n(ω) > supt∈[0,S(ω)) v(X(t, ω)) .
Claim 2.66. We have Svn(ω)(ω) = S(ω) , thus S(ω) <∞ .
Proof. With Avn := {θ : vθ(`(θ)−) ≤ n} , n ∈ N , we claim that Θ(Svn(ω)(ω), ω) ∈
Avn(ω). Indeed, since S
v
n(ω)(ω) <∞, we have










= v(X(Svn(ω)(ω), ω)) ≤ sup
t∈[0,S(ω))
v(X(t, ω)) < n(ω) .
But for θ /∈ Avn(ω) , we have vθ(`(θ)−) > n(ω) and therefore vθ(`vn(ω)(θ)) = n(ω) . It
follows then that Θ(Svn(ω)(ω), ω) ∈ Avn(ω).
We also observe that, whenever θ ∈ Avn(ω) , we have vθ(`(θ)−) ≤ n(ω) and there-
fore `vn(ω)(θ) = `(θ) . Thus the fact Θ(S
v
n(ω)(ω), ω) ∈ Avn(ω) and (2.110), taken to-
gether, imply that X(Svn(ω)(ω), ω) ∈ {(r, θ) : r = `(θ), 0 ≤ θ < 2pi} . We have then
Svn(ω)(ω) = S(ω) , and S(ω) <∞ follows.
Since Claim 2.66 holds for every ω ∈ Ω? , the proof of (ii) is complete.
Proof of (iii). Since ν({θ : vθ(`(θ)−) < ∞}) > 0 , we can choose an integer N ∈ N ,
such that AvN = {θ : vθ(`(θ)−) ≤ N} satisfies ν(AvN) > 0 . Recalling (2.108) and
(2.109), we have by Proposition 2.58(iii) that pθ(`
v
N(θ)) <∞ for all θ ∈ [0, 2pi) . Then





We have also SvN = S , P0-a.s. on {Θ(SvN) ∈ AvN} , in light of the last paragraph








= 1 , so
P0
(
S <∞) > 0 follows.
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It remains only to show that P0
(
S <∞) < 1 holds under the assumptions of (iii).
We have
ν(Ap \ Av) = ν({θ : vθ(`(θ)−) =∞, pθ(`(θ)−) <∞}) > 0
by assumption. Another application of Theorem 2.60 yields that limt↑S X(t) exists
P0−a.s. in the set {(r, θ) : r = `(θ), 0 ≤ θ < 2pi} , and that P0(Θ(S) ∈ Ap \Av) > 0 .
But since limt↑S v(X(t)) =∞ and therefore limt↑S u(X(t)) =∞ on {Θ(S) ∈ Ap\Av} ,
we may recall (2.107) to obtain S = ∞ , P0−a.s. on {Θ(S) ∈ Ap \ Av} . It follows
that P0
(
S =∞) > 0 , thus P0(S <∞) < 1 .
Corollary 2.67. Starting Away from the Origin: In the context specified at the
beginning of this section, let x = (r0, θ0) ∈ Iˇ . We distinguish three cases:
(i) ν({θ : vθ(`(θ)−) <∞}) = 0 .
Then we have Px
(
S < ∞) = 0 if vθ0(`(θ0)−) = ∞ , and 0 < Px(S < ∞) < 1
otherwise.
(ii) ν({θ : vθ(`(θ)−) <∞}) > 0 and ν({θ : vθ(`(θ)−) =∞, pθ(`(θ)−) <∞}) = 0 .
Then we have Px
(
S <∞) = 1 if either vθ0(`(θ0)−) <∞ or pθ0(`(θ0)−) =∞ hold,
whereas we have 0 < Px
(
S <∞) < 1 otherwise.
(iii) ν({θ : vθ(`(θ)−) <∞}) > 0 and ν({θ : vθ(`(θ)−) =∞, pθ(`(θ)−) <∞}) > 0 .
Then we always have 0 < Px
(
S <∞) < 1 .
Remark 2.68. Comparison with one-dimensional results: Theorems 2.60 and 2.64 in-
clude the results of Propositions 5.5.22, 5.5.32 and Theorem 5.5.29 in [27], since a
scalar diffusion can be seen as a Walsh diffusion with ν({0}) = ν({pi}) = 1/2 . These
more general results are actually simpler to present, and more revealing: cases (b)-(d)
of Proposition 5.5.22 in [27], and all cases of Proposition 5.5.32 in [27], are summarized
by case (i) of Theorem 2.60 and by case (ii) of Theorem 2.64, respectively — and each
of them with just one, concise condition.
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Chapter 3
Problems of Control and Stopping
Related to Walsh Diffusions
The results in the previous chapter, especially the stochastic calculus in Theorems 2.15
and 2.22, as well as Condition 2.52 for the existence and uniqueness of Walsh diffusions,
provide a good framework for the study of stochastic control problems related to Walsh
semimartingales and diffusions. To the best of our knowledge, not much work has been
done on such questions; however, some recent papers, notably [14] and [12], as well as a
very recent talk, given by Asaf Cohen, about the connection between queueing theory
and Walsh Brownian motions, suggest growing interest and potential applications for
these type of control problems.
In this chapter we study several different kinds of such problems, all of which are
natural extensions from one-dimensional analogues. The (controlled) state-processes
we will consider are Walsh semimartingales and diffusions that take values in the closed
unit disc B , on which we specify a “reward” function, bounded and continuous in the
tree-topology. We also assume the boundary of B to be absorbing, i.e., these processes
stop once they reach the unit circumference. The problems we study in this chapter
are largely inspired by the works [28] and [29], which treat control problems for one-
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dimensional diffusions on the interval [0, 1] with absorbing boundaries.
In all problems tackled in this chapter, the reward is not discounted over time. As
possible future problems, it will be interesting to study these problems with discount,
in the manner of [5] and [29], as well as other types of stochastic games, collected in
[30], and under the Walsh settings described in this chapter.
Preview: In Section 3.1 we study the optimal stopping of a given unique-in-distribution
Walsh diffusion with state-space B and with the above reward function. Our results
generalize those of [14], in which the authors apply Itoˆ’s excursion theory to obtain a
characterization of all excessive functions for the Walsh Brownian motion. The solution
of our problem is given in Theorem 3.4; its proof uses the stochastic calculus developed
in Section 2.1, and a careful analytical study of concave envelopes in Proposition 3.3.
The reader is also referred to [7], [46], [28] and [5] for treatments of optimal stopping
of one-dimensional diffusions, using concave envelopes of the reward functions.
Section 3.2 studies an analogue of the problem from [28], in our Walsh settings.
This is a stochastic control problem with discretionary stopping, also in the spirit of [4]
and [26]. Such problems tend to be quite hard to analyze, as they combine features of
both stopping and control, and very few general results exist on them. By adopting
the ideas in [28] and handling interesting new aspects arising from the roundhouse
singularity at the origin, we solve this problem in a fairly explicit manner, under some
mild additional regularity assumptions. It is quite surprising to us, that this problem
should admit such an explicit solution as it does; we regard this as testament to the
sophistication and strength of the results developed in Chapter 2, and in particular,
the refinements in Section 2.1.3. The solution is given in Theorem 3.14, Section 3.2.2.
We also specify in Section 3.2.1 the underlying equations of dynamic programming;
these are not given rigorous meaning, but are used there as guidelines for finding our
optimal strategy.
Finally, in Section 3.3 we study a controller-and-stopper game, derived from [29],
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in our setting. In this two-player and zero-sum game, the first player, the “controller”,
chooses at any given time the local drift and dispersion characteristics of the state-
process; while the second player, the “stopper”, halts the state-process in a nonantici-
pative manner and receives from the controller the reward associated with the stopping
position. Therefore, the controller tries to minimize, while the stopper tries to maxi-
mize, this reward. Again under certain regularity assumptions—more restrictive than
those imposed in Section 3.2—we show that the two players have a combination of re-
spective strategies that gives a saddle point of this game. We describe explicitly these
strategies in Theorem 3.21, by incorporating the ideas in [29] and the methods we have
developed here, in Sections 3.1 and 3.2.
3.1 Optimal Stopping of a Walsh Diffusion
Throughout this chapter, ν is an arbitrary but fixed probability measure on the col-




x ∈ R2 : ‖x‖ < 1} = {(r, θ) : r ∈ [0, 1), θ ∈ [0, 2pi)} , (3.1)
and associated with some given triple (b, s,ν) , where the functions b : Bˇ → R and
s : Bˇ → R satisfy Condition 2.52 with `(θ) ≡ 1 . We recall the radial scale function
of (2.71), and assume
pθ(1−) <∞ , ∀ θ ∈ [0, 2pi) . (3.2)
Let us denote by JX the class of all FX−stopping times, and consider as our “reward
function” a bounded, measurable U : B → R , continuous in the tree-topology. We
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, x ∈ B . (3.3)
We are using here the superscript x for the initial position, as in Section 2.5; we
also use the convention U(X(∞)) = lim supt→∞ U(X(t)) . The display (3.3) describes
a pure optimal stopping problem for the Walsh diffusion process X(·) , without any
element of control.
In the standard theory of optimal stopping for one-dimensional diffusions on a
finite interval, the value function is given by the smallest S−concave majorant of
the reward function, where S is the scale function of the one-dimensional diffusion
under consideration. We recall that a function is said to be S−concave, if it can
be written as a composition φ ◦ S , where φ is concave. This S−concavity is the
precise characterization of all excessive functions for a one-dimensional diffusion; those
functions turn the diffusion into a (local) supermartingale. We refer to the works [7],
[5] and to the references cited there, for treatments of the optimal stopping problem
in the context of one-dimensional diffusions, and for some properties of S−concave
functions.
For a given Walsh diffusion X(·), a natural guess from the change-of-variable for-
mula of Theorem 2.22 is that an excessive function g for X(·) should have for every
θ the pθ−concavity property along the ray of angle θ , and satisfy the additional
requirement ∫ 2pi
0
D+gθ(0)ν(dθ) ≤ 0 . (3.4)
This requirement ensures the supermartingale property of g(X(·)) when X(·) passes
through the origin.
Condition (3.4) was considered in [14], which characterized all excessive functions
for a Walsh Brownian motion. In the more general setting of a Walsh diffusion as
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considered here, the angular dependence in the drift and dispersion characteristics
prevents the use of one-dimensional excursion theory and is an obstacle to such a
general characterization. It is possible, however, to use the above idea in order to
describe precisely the value function Q of the pure optimal stopping problem in (3.3),
with the help of the Freidlin-Sheu-type change-of-variable formula in Theorem 2.22.
Definition 3.1. Concavity: Consider the radial scale function p that satisfies (3.2).
A function g : B → R is said to be p−concave with angular measure ν , if





, r ∈ [0, 1] holds for some concave function g˜θ : [0, pθ(1−)]→ R , and
(ii) the condition (3.4) is satisfied.
Definition 3.2. Pencil of Least Concave Majorants: For the reward function U
in (3.3), and for every constant c ≥ U(0) , we define the function U (c) : B → R via
U (c)(r, θ) ≡ U (c)θ (r) := inf
{




The functions introduced in Definition 3.2 will be seen in Theorem 3.4 to provide
the crucial link between the problem of finding the smallest p−concave majorant of
U with angular measure ν , and the analogous problem along each ray.
The following result gives some useful properties of the function U (c) in (3.5); its
proof appears in Section 3.1.1. Analogues of statement (ii) in Proposition 3.3 have
been considered already; see Section III.7 of [7], Section 4 of [46], and Section 3 of [29].
Proposition 3.3. (i) For every real constant c ≥ U(0) , the function U (c) of (3.5)
is bounded and continuous in the tree topology, and satisfies U (c)(0) = c , as well as




(r) > Uθ0(r) for some given θ0 and for all r in some interval (r1, r2) ⊂
[0, 1] , then the mapping r 7→ U (c)θ0 (r) is an affine transformation of r 7→ pθ0(r) ,
112
restricted to [r1, r2] .
(iii) If c > U(0) , then the function U (c)
∣∣
B
belongs to the class CB (cf. Definition
2.21 and Remark 2.51).








Moreover, we have Φ(∞) := limc↑∞Φ(c) = −∞ .
The following result presents the solution to the problem of optimal stopping in-
troduced in (3.3).
Theorem 3.4. Solving the Optimal Stopping Problem: In the context of this
section, the value function Q : B → R of the optimal stopping problem in (3.3) and
with Q(x) := U(x) for ‖x‖ = 1 , is continuous in the tree-topology.
(i) The function Q is the smallest p−concave majorant of U with angular measure ν ;




g(x) : g(·) ≥ U(·), g : B → R is p−concave with angular measure ν }
(3.7)
of all such functions that dominate U . Moreover, the stopping time
τ? := inf
{
t ≥ 0 : U(X(t)) = Q(X(t))} (3.8)
belongs to the class JX and attains the supremum in (3.3).
(ii) The function Q can also be cast in the form
Q(x) = U (c0)(x) , with c0 := inf
{
c ≥ U(0) : Φ(c) ≤ 0} ; (3.9)
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here U (c0) is as in Definition 3.2, and Φ is given by (3.6). Moreover, if Q(0) = c0 >
U(0) , then Q “has no concavity at the origin”, in the sense that
∫ 2pi
0
D+Qθ(0)ν(dθ) = 0 . (3.10)
Remark 3.5. The property (3.10) is the counterpart at the origin of the property
in Proposition 3.3(ii). Taken together, these two properties ensure that the process
Q(X(·)) “is a martingale before entering the stopping region” {x ∈ B : U(x) = Q(x)} ;




is a martingale. On the other hand, the p−concavity with
angular measure ν of the function Q, ensures that Q(X(·)) is a supermartingale.
Proof of Theorem 3.4: We shall show first that the representations (3.7) and (3.9) are
equivalent; then that (3.9) holds, and the stopping time of (3.8) attains the supremum
in (3.3). The remaining claims will follow directly from (3.9) and Proposition 3.3.
• From Proposition 3.3, it is clear that the function U (c0) is p−concave with angular
measure ν . On the other hand, taking any function g : B → R that is p−concave
with angular measure ν and dominates U, we have g(0) = U (g(0))(0) and g(·) ≥









D+gθ(0)ν(dθ) ≤ 0 .
It follows that g(0) ≥ c0 , and consequently g(·) ≥ U (g(0))(·) ≥ U (c0)(·) . We have thus
shown that (3.7) and (3.9) are equivalent.
• Next, we show that U (c0)(x) = Q(x) . The main idea lies in the following claim.
Claim 3.6. The process U (c0)
(
X(·)) is a bounded supermartingale; moreover, with
τ˜? := inf
{
t ≥ 0 : U(X(t)) = U (c0)(X(t))} ,




is a bounded martingale.
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θ (0)ν(dθ) = 0 and U
(c0) ∈
CB hold, thanks to Proposition 3.3 (iii), (iv). We recall the explosion time S := inf{t :
‖X(t)‖ = 1} , and consider the stopping times Sn := inf{t : ‖X(t)‖ = 1 − (1/n)} ,































































Let us assume that the function U
(c0)
θ is of the form U
(c0)




































The last expression is nonpositive, since U˜
(c0)
θ is concave; yet it vanishes near r if
U
(c0)
θ (r) > Uθ(r) , thanks to Proposition 3.3(ii). On the other hand, if U
(c0)
θ (r) = Uθ(r) ,
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then by the definition of τ˜? and the properties of local times, the process L
‖X‖(·∧ τ˜?, r)
does not increase when X(·) is on the ray with angle θ .
Putting these observations together, we see that the right-most side in (3.11) is
a local supermartingale; and that if we stop this process at time τ˜? , we get a local
martingale. As it is clear that the function U (c0) is bounded, we let n → ∞ and
obtain the claim.
(B) We consider next the case c0 = U(0) . Then Φ(c0) ≤ 0 holds, and therefore also
does Φ(c) < 0 for any c > c0. Thus for any such c > c0 , we apply Theorem 2.22 as
above and show that U (c)
(
X(·)) is a bounded supermartingale. Since
U (c0)(·) ≤ U (c)(·) ≤ U (c0)(·) + c− c0
(clearly, U
(c0)
θ (·) + (c− c0) is pθ−concave and dominates U), we let c ↓ c0 and obtain
that the process U (c0)
(
X(·)) is also a bounded supermartingale.
On the other hand, since c0 = U(0) , the process X(· ∧ τ˜?) stops at the origin once
it finds itself there; so it never changes the ray it is on, and L‖X‖(· ∧ τ˜?) ≡ 0 . Thus, the




is a bounded (local)
martingale, following the same idea as above.
From the Claim 3.6, and for any stopping time τ ∈ JX , we have
U (c0)(x) ≥ Ex[U (c0)(X(τ))] ≥ Ex[U(X(τ))] .












, where the last equality
holds because of the definition of τ˜? , as well as the facts X(S) ∈ ∂B and U (c0)(·) =
U(·) on ∂B . These facts come from (3.2), Theorem 2.60, and Proposition 3.3(i). We
conclude that U (c0)(x) = Q(x) , and that the stopping time τ˜? (= τ? ) is optimal.
The proof of Theorem 3.4 is complete.
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3.1.1 The Proof of Proposition 3.3





; the rest of (i) is shown as follows.
Step 1. We shall show in this step that for every θ ∈ [0, 2pi) , U (c)θ (·) is continuous
on [0, 1] with U
(c)
θ (0) = c and U
(c)
θ (1) = Uθ(1) . It is easy to show that, U
(c)
θ (·) itself
is also pθ−concave and therefore continuous on (0, 1) with finite limits at the two
endpoints, such that limr↓0 U
(c)
θ (r) ≥ U (c)θ (0) ≥ c . Thus to finish this step, it suffices
to show limr↓0 U
(c)
θ (r) ≤ c (the situation at r ↑ 1 can be treated in the same way,
thanks to condition (3.2)).
We need only construct, for every c′ > c , a continuous and pθ−concave function ϕ
on [0, 1] with ϕ(·) ≥ Uθ(·) and ϕ(0) = c′ . Let M := supx∈B |U(x)| <∞ . If c′ ≥M ,
we take ϕ ≡ c′ . If c′ < M , by the continuity of Uθ(·) , we choose r′ > 0 such that
Uθ(·) ≤ c′ on [0, r′] , and take





, r ∈ [0, r′] ; ϕ(r) = M , r ∈ [r′, 1] .
Step 2. By Step 1, the only remaining issue in proving (i), is the continuity in the
tree-topology at the origin. By pθ−concavity we have
U
(c)








pθ(1−) , r ∈ (0, 1). (3.13)








θ (r˜) ≥ c .
On the other hand, since U is continuous in the tree-topology, given ε > 0 we can
choose δ > 0 such that U(r, θ) ≤ U(0) + ε for all r ≤ 2δ and θ ∈ [0, 2pi) . Fixing




θ (r) = U(r, θ) .
Then U
(c)
θ (r) ≤ U(0) + ε ≤ c+ ε .
Case 2. U
(c)
θ (r) > U(r, θ) . Then the point r belongs to some connected component
(r1, r2) of the set {ρ ∈ (0, 1) : U (c)θ (ρ) > U(ρ, θ)} . By (ii) of this proposition (whose
proof will not use the continuity of U (c) at the origin under the tree-topology), U
(c)
θ
can be written as an affine transformation of pθ on [r1, r2] .
If r2 ≤ 2δ , then U (c)θ (ri) = Uθ(ri) ≤ c + ε for i = 1, 2 , and it follows that
U
(c)
θ (r) ≤ c + ε . If on the other hand r2 > 2δ , then the slope of the just mentioned
affine transformation does not exceed 2 max(M,c)
pθ(2δ)−pθ(δ) , because r1 < r ≤ δ . Therefore,
U
(c)





) ≤ c+ ε+ 2 max(M, c)
pθ(2δ)− pθ(δ)pθ(r).
By Condition 2.52, the mapping θ 7→ pθ(2δ) − pθ(δ) is bounded away from zero
when 0 < 2δ ≤ η . Thus we obtain lim r↓0 sup r˜≤r, θ∈[0,2pi) U (c)θ (r˜) ≤ c+ε from the above
two cases. It is now clear that U (c) is continuous at the origin in the tree-topology.
Proof of (ii). Without loss of generality, we may assume pθ(r) ≡ r . By way of
contradiction, we assume that there exist some θ ∈ [0, 2pi) and (r1, r2) ⊂ [0, 1] , such
that U
(c)
θ (r) > Uθ(r) holds for r ∈ (r1, r2) , yet r 7→ U (c)θ (r) is not linear on [r1, r2] .
We shall then construct a concave function ϕ on [0, 1] that dominates Uθ and satisfies
ϕ(0) = c ; yet does not dominate U
(c)
θ , thus contradicting (3.5).
Since U
(c)
θ (·) is concave and not linear on [r1, r2], we have D−U (c)θ (r2) < D+U (c)θ (r1).









Thus by dividing [r3, r4] into small enough subintervals, we can find [r5, r6] ⊂ [r3, r4] ,
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such that
D−U (c)θ (r6) < D
+U
(c)






θ (r) . (3.14)
Let ϕ : [0, 1] → R be a continuous function, which is linear on [r5, r6] and equals
U
(c)
θ on [0, 1] \ (r5, r6) . Then ϕ is concave and satisfies ϕ(0) = U (c)θ (0) = c ; also,
the two inequalities of (3.14) imply ϕ(r) < U
(c)
θ (r) for r ∈ (r5, r6) , and ϕ(·) ≥ Uθ(·) ,
respectively. Thus ϕ is our desired function that leads to the contradiction.
Proof of (iii). Property (i) in Definition 2.21 is obvious for U (c) . For the Borel-
measurability, we may write (in the spirit of the proposition in Section 3 of [28])
U
(c)
θ (r) = inf
{
an(θ)pθ(r) + bn(θ) , n ∈ N
}
, (3.15)
where {an}n∈N , {bn}n∈N are two sequences of measurable functions on [0, 2pi) , such
that for every θ ∈ [0, 2pi) , the set {(an(θ), bn(θ)), n ∈ N} is the collection of all
rational pairs (a, b) with b ≥ c , and for which apθ(·)+b dominates Uθ(·) . This is due
to the continuity in r and the measurability of both (r, θ) 7→ pθ(r) and (r, θ) 7→ Uθ(r) .
The representation (3.15) yields the Borel-measurability of U (c) .
Now let us assume c > U(0) . Since both functions U (c) and U are continuous in
the tree-topology, we can find an η > 0 , such that U
(c)
θ (·) > Uθ(·) on [0, η) , for all



















As the function θ 7→ pθ(η) is bounded away from zero, we see that θ 7→ aθ is bounded.
Thus property (ii) in Definition 2.21 holds for U (c) . Property (iii) also follows, using
in addition that p ∈ CB .
Proof of (iv). The inequality (3.13) shows that the function θ 7→ D+U (c)θ (0) is
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bounded from below, so the function Φ is well-defined by (3.6) and takes values in
R ∪ {∞} . In fact, from the just proved property (iii), we see that Φ takes the value
∞ only possibly at U(0) . The limit property limc↑∞Φ(c) = −∞ follows from the
fact D+U
(c)




pθ(1−) · pθ(r) for c ≥M , by definition of the function U (c) .
For the other two claimed properties for Φ , it suffices to show that the mapping
c 7→ D+U (c)θ (0) is continuous and strictly decreasing for every θ ∈ [0, 2pi) . Fix θ ∈
[0, 2pi) and consider c2 > c1 ≥ U(0) . With
r2,θ := inf
{























thanks to pθ−concavity; we have also used the fact p′θ(0+) ≡ 1 . We have thus obtained
the strict decrease of the mapping c 7→ D+U (c)θ (0) . Therefore, we may let c2 ↓ c1 then













and obtain the right-continuity of c 7→ D+U (c)θ (0) .
To show left-continuity, we assume c2 > c1 > U(0) and set r1,θ := inf
{
r ∈ [0, 1] :
U
(c1)
θ (r) = Uθ(r)
}
> 0 . It follows that U
(c)
θ (·) is a linear transformation of pθ(·) on





















Letting c ↑ c2 , we obtain the left-continuity of c 7→ D+U (c)θ (0) .
3.2 A Combined Problem of Optimal Control
with Discretionary Stopping
We consider in this section a Walsh semimartingale X(·) as in Definition 2.2, which
takes values in the closed unit disc B , and whose driver U(·) is an Itoˆ process, with
controlled local drift and dispersion processes β(·), σ(·) .
More precisely, we assume now that, for every ξ ∈ Bˇ = B \ {0} , there is a
nonempty subset K(ξ) of R × (0,∞) , serving as the “control space” at ξ ; i.e., the
process (β(·), σ(·)) takes value in K(ξ) at time t ∈ [0,∞) , whenever the current
position is X(t) = ξ . We also set K(ξ) = {(0, 0)} whenever ‖ξ‖ = 1 , meaning that
X(·) is absorbed upon reaching the boundary of B . We do not assume, however, that
there is a control space at the origin; we posit rather that, when at the origin, the
process X(·) is “immediately dispatched along some ray”, i.e., that X(·) satisfies the
non-stickiness requirement in (2.36).
To make all this more precise, consider on a filtered probability space (Ω,F ,P),
F = {F(t)}0≤t<∞ an B−valued Walsh semimartingale X(·) with angular measure ν,
such that X(·) satisfies (2.36) and
d‖X(t)‖ = 1{X(t)6=0}
(
β(t) dt + σ(t) dW (t)
)
+ dL‖X‖(t) , X(0) = x ∈ B . (3.16)
Here W (·) is an F−Brownian motion, and β(·), σ(·) are F−progressively measurable




(|β(u)| + σ2(u)) du <∞, ∀ t ∈ [0,∞), (3.17)
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and (β(t), σ(t)) ∈ K(X(t)) when X(t) 6= 0. (3.18)
Given an initial position x ∈ B , we denote by A(x) the collection of all Walsh
semimartingales X(·) which can be constructed as above, and are thus “available” to
the controller at initial position x ∈ B .
For every X(·) ∈ A(x) , we denote by JX the class of all FX−stopping times, from
which the controller can also choose a way to stop the controlled process X(·) . We
refer to [28] and [37] for similar considerations regarding the collection of all available
processes (the “gambling house” in the terminology of Dubins & Savage [6]).
Consider again a bounded, measurable U : B → R , continuous in the tree-topology,
as our “reward function”. We will solve in this section the following problem, in which
both control and stopping are exploited to maximize the expected reward. We employ
again, in (3.19) below, the convention U(X(∞)) ≡ lim supt→∞ U(X(t)) .
Problem 3.7. Control and Stopping of a Walsh Semimartingale: In the context
above we seek, for each starting position x ∈ B , a process X∗(·) ∈ A(x) and a stopping
time τ∗ ∈ JX∗ that attain the supremum







In contrast to (3.3), we do not use the superscript x in the above display to denote
the initial position; instead, this is indicated in the requirement X ∈ A(x) .
3.2.1 Analysis
To solve Problem 3.7, we first conduct some investigation in this subsection, to find
out suitable description of strategies and assumptions that should be considered.
Following principles of stochastic control and stopping (e.g. Theorems 3.6 and
4.5 in [47]), we may write informally, using the stochastic calculus in Section 2, the
following Hamilton-Jacobi-Bellman-type variational inequalities for the value function
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, V (x)− U(x)
}








D+Vθ(0)ν(dθ) , V (0)− U(0)
}
= 0 . (3.21)












as σ is not allowed to be zero. This suggests maximizing the “signal-to-noise ratio”
β
σ2
where DVθ(r) > 0 , and minimizing it where DVθ(r) < 0 . Thus we shall impose
the following Assumption 3.9 on the “control space” K(x) , x ∈ Bˇ . Results in the
next subsection will rely on this assumption, which is also inspired by [28].
Remark 3.8. It is shown in [37] that the best way to control a scalar diffusion, so as to
maximize the probability of reaching the right-end before the left-end of an interval, is
to act in a manner that maximizes the “signal-to-noise ratio” β
σ2
. Combining this with
the above analysis, we observe that, in our problem here and on any ray segment where
the value function V is monotone, it is always optimal to maximize the probability of
reaching the high-end of the segment (in terms of the value of V ) before reaching the
low-end, until it is good to stop (i.e., until getting to a position where U = V ).
Assumption 3.9. There are two pairs (b0, s0) , (b1, s1) of Borel-measurable functions
on Bˇ , which
(i) both satisfy Condition 2.52 with `(θ) ≡ 1 , and whose corresponding radial scale
functions both satisfy (3.2); and
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: (β, σ) ∈ K(x)
}
. (3.22)
Now to analyze the sign of DVθ(r) , we introduce for every θ ∈ [0, 2pi), the maximum
of the reward function U on the corresponding ray, as well as the left-most and right-




λθ := inf{r ∈ [0, 1] : Uθ(r) = U∗θ } , %θ := sup{r ∈ [0, 1] : Uθ(r) = U∗θ } . (3.24)
We note that, in contrast to the one-dimensional problem of [28], here the left endpoint
(i.e., the origin) is not an absorbing boundary, and thus the value V (0) is not known
in advance.
Thus, we treat every real number c ≥ U(0) as a “candidate” for the value V (0) ,
and choose a pair of functions (b(c), s(c)) on Bˇ that will generate a Walsh diffusion
as a “candidate optimal control strategy” for this problem. If indeed c = V (0) , the
function V is then the value function of the optimal stopping problem for this Walsh
diffusion and reward function U . From Theorem 3.4 (ii) we know that, with U (c,p
(c))
as in Definition 3.11 below, we should have V = U (c,p
(c)) with c = V (0) .
To implement this program, we choose the pairs of functions (b(c), s(c)) , in light of
Proposition 3.13 below, as follows.
Definition 3.10. Candidate Optimal Control Strategies: For every real constant
c ≥ U(0) , we consider a pair (b(c), s(c)) of Borel-measurable functions on Bˇ , which
satisfies:
(i) (b(c)(x), s(c)(x)) ∈ K(x) for all x ∈ Bˇ ;
(ii)
(




b0(r, θ), s0(r, θ)
)








b0(r, θ), s0(r, θ)
)
for all (r, θ) ∈ Bˇ with U∗θ ≥ c and
r ∈ (%θ, 1);
(iv)
(




b1(r, θ), s1(r, θ)
)
for all (r, θ) ∈ Bˇ with U∗θ > c and
r ∈ (0, λθ).
Definition 3.11. For every real constant c ≥ U(0) , we define the function U (c,p(c)) :
B → R as U (c,p(c))(r, θ) ≡ U (c,p(c))θ (r) , where
U
(c,p(c))
θ (r) := inf
{




Here p(c) is the radial scale function that corresponds, via (2.71), to the above pair of
functions (b(c), s(c)) .
Remark 3.12. By Definition 3.10 (i) and Assumption 3.9, every pair of functions
(b(c), s(c)) also satisfies condition (i) of Assumption 3.9, so Theorem 3.4 applies to
the Walsh diffusion it generates.
We also note that, in Definition 3.10, the values of (b(c)(r, θ), s(c)(r, θ)) are not
specified, when U∗θ = c and r ∈ (0, %θ] , or when U∗θ > c and r ∈ [λθ, %θ] .
In these cases, the values in question need only be chosen suitably, to make the
resulting functions (b(c), s(c)) satisfy the property (i) of Definition 3.10. For example,
(b0(r, θ), s0(r, θ)) and (b1(r, θ), s1(r, θ)) are two choices. Fortunately, this ambiguity
does not carry over to the function U (c,p
(c)) , as shown below.
Proposition 3.13. For every real constant c ≥ U(0) , the function U (c,p(c)) is uniquely
determined, regardless of the ambiguity in the choice of (b(c), s(c)) in Definition 3.10.
Moreover, for any given θ ∈ [0, 2pi) , the following hold:
(i) If c < U∗θ , then D
−U (c,p
(c))
θ (·) ≥ 0 on (0, λθ) , D−U (c,p
(c))
θ (·) ≤ 0 on (%θ, 1) , and
U
(c,p(c))
θ (·) = U∗θ on [λθ, %θ] .
(ii) If c = U∗θ , then D
−U (c,p
(c))
θ (·) ≤ 0 on (%θ, 1) , and U (c,p
(c))
θ (·) = U∗θ on [0, %θ] .
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(iii) If c > U∗θ , then D
−U (c,p
(c))










, the statements of Proposition 3.3 hold
here as well.
Proof. The proof of (i)-(iii) is elementary, using the definition of U (c,p
(c)) ; see also the
end of Section 3 of [28], where similar properties are considered.
Next, we show the non-ambiguity in the definition of the function U (c,p
(c)) in (3.25).
Let (b(c,1), s(c,1)) and (b(c,2), s(c,2)) be two choices of (b(c), s(c)) , and p(c,1) and p(c,2)
the corresponding radial scale functions. Fix a ray with angle θ . If U∗θ < c , there
is no ambiguity in (b(c), s(c)) , and therefore in U (c,p





θ on [0, %θ] , and it follows that
U
(c,p(c))
θ (r) = inf
{
ϕ(r) : ϕ(·) ≥ Uθ(·), ϕ : [%θ, 1]→ R is p(c)θ −concave
}








b(c,2)(r, θ), s(c,2)(r, θ)
)
for r ∈ [%θ, 1] , thus the func-
tions p
(c,1)
θ (·) and p(c,2)θ (·) , when restricted to [%θ, 1] , are affine transformations of each
other. Hence, the two choices p(c) = p(c,1) and p(c) = p(c,2) in (3.26) lead to the same
result in (3.26). The case U∗θ > c is dealt with similarly.
Finally, we address (iv). It is easy to see that, Proposition 3.3 carries over to
the present context essentially unchanged, except for the claim that the mapping




θ (0)ν(dθ) is continuous and strictly decreasing. For this claim
it is enough to show that the mapping c 7→ D+U (c,p(c))θ (0) is continuous and strictly




θ )(·, θ), s(U∗θ )(·, θ)) = (b0(·, θ), s0(·, θ)) ,
so that (b(c)(·, θ), s(c)(·, θ)) is the same for all c ∈ [U∗θ ,∞) . Then the proof of Propo-
sition 3.3 (iv) yields that the mapping c 7→ D+U (c,p(c))θ (0) is continuous and strictly
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decreasing on [U∗θ ,∞) . The argument is similar for c ∈ [U(0), U∗θ ] .
The last task now, is to determine V (0) . Following (3.21) and Proposition 3.13
(iv), it is natural to conjecture
V (0) = inf
{









We present now the main result of this subsection, Theorem 3.14 below. It provides a
characterization of the value function of Problem 3.7, as well as an explicit description
of a control strategy and of a stopping time that attain the supremum in (3.19).
Theorem 3.14. Solving the Control Problem with Discretionary Stopping:
With Assumption 3.9 and the above notation, the value function V of the control
problem with discretionary stopping in (3.19) is given by
V (x) = U (c
∗,p(c
∗))(x) , c∗ := inf
{









and therefore satisfies V (0) = c∗ .







as in Definition 3.10, and the corresponding stopping time
τ∗ := inf
{
t ≥ 0 : U(X∗(t)) = V (X∗(t))}. (3.28)
Remark 3.15. On Interpretation: In conjunction with Definition 3.10 this result states
that, before entering the stopping region {x ∈ B : U(x) = V (x)} , it is optimal to
control the state process X(·) thus:
(i) Along any ray of angle θ with U∗θ > V (0) : maximize the “signal-to-noise” ratio
β/σ2 on the interval (0, λθ) ; minimize the “signal-to-noise” ratio β/σ
2 on the interval
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(ρθ, 1) ; and follow on the interval [λθ, %θ] any strategy that will bring the process X(·)
to one of the endpoints of the interval.
(ii) Along any ray of angle θ with U∗θ = V (0) : minimize the “signal-to-noise” ratio
β/σ2 on (%θ, 1) , and follow on the interval (0, ρθ] any strategy that will bring the
process X(·) to one of its endpoints.
(iii) Along any ray of angle θ with U∗θ < V (0) : minimize the ratio β/σ
2 .
Since the function V is obtained via (3.27), the above strategy can indeed be
implemented.
Proof. (A) We first show that U (c
∗, p(c
∗))(x) ≥ V (x) . Let us fix a starting point x ∈ B ,
pick up an arbitrary process X(·) ∈ A(x) , a stopping time τ ∈ JX , and recall the








This implies U (c
∗,p(c
∗))(x) ≥ E[U(X(τ))] for all X(·) ∈ A(x), τ ∈ JX , thus also
U (c
∗,p(c
∗))(x) ≥ V (x) .







θ (0)ν(dθ) = 0 and U
(c∗,p(c
∗)) ∈ CB . In the same manner
as in the derivation of (3.11), (3.12), and with the stopping times S , Sn defined as




















































































where we set U˜
(c∗,p(c
∗))
θ : [0, p
(c∗)














We have also used Definition 3.10 and Proposition 3.13 (i)-(iii) for the above in-









) ≥ (≤) β(t)
σ2(t)
.
The claim for the case c∗ > U(0) now follows by localizing (3.30) and taking expec-
tations, with the help of the concavity of the function U˜
(c∗,p(c
∗))
θ and the boundedness
of the function U (c
∗,p(c
∗)) .





θ (0)ν(dθ) < 0
and U (c,p
(c)) ∈ CB , for any c > c∗ . Thus, similarly as above, we see that
U (c,p
(c))(x) ≥ E[U (c,p(c))(X(τ))] .
On the strength of the following paragraph, we may let c ↓ c∗ and obtain the claim in
this case.
Fix θ ∈ [0, 2pi) . By making (b(c)(· , θ), s(c)(· , θ)) the same for all c ≥ U∗θ (cf. the
proof of Proposition 3.13 (iv)), we note that there exists an ε(θ) > 0 such that p
(c)
θ (·)
is the same for c ∈ [c∗, c∗ + ε(θ)] . Thus U (c,p(c))(· , θ) ≤ U (c∗,p(c∗))(· , θ) + c − c∗ for
c ∈ [c∗, c∗ + ε(θ)] .
129
(B) We need to argue U (c
∗,p(c
∗))(x) ≤ V (x) as well. But this follows from the fact
that, by Theorem 3.4, U (c
∗,p(c
∗)) is the value function of the optimal stopping problem




We conclude that U (c
∗,p(c
∗))(x) = V (x) ; the other claims follow then directly.
The importance – and advantage – of the purely probabilistic approach we have
developed, is that it obviates the need to give rigorous meaning to the fully nonlinear
variational inequalities (3.20), (3.21); it constructs, rather, the value function and the
optimal control and stopping strategies of the problem from first principles, using
educated guesses.
3.3 A Zero-Sum Game of Control and Stopping
We study in this section a zero-sum stochastic game, inspired by [29], between a con-
troller and a stopper, in a similar manner as in the previous section.
For the controller, let us consider the same collection A(x) as in Section 3.2, of
all Walsh semimartingales X(·) with angular measure ν and X(0) = x , and which
satisfies (3.16) with (3.17)-(3.18) and the control space K(ξ) ⊆ R × (0,∞) for every
ξ ∈ Bˇ, as described in Section 3.2. This collection A(x) is considered as all the
processes that are “available” to the controller at initial position x ∈ B .
On the other hand, the stopper, selects a stopping rule from the collection J of
all stopping rules τ : C([0,∞);B)→ [0,∞] . Here the space C([0,∞);B) denotes the
collection of all B−valued, continuous-in-the-tree-topology functions on [0,∞) , and
the stopping rule τ satisfies the nonanticipative property
{ω ∈ C([0,∞);B) : τ(ω) ≤ t} ∈ Bt
(
C([0,∞);B)) , ∀ t ≥ 0 . (3.31)
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Here we denote by Bt
(
C([0,∞);B)) the σ−algebra generated by the coordinate map-
pings ω 7→ ω(s) , 0 ≤ s ≤ t , i.e., the smallest σ−algebra of subsets of C([0,∞);B)
which respect to which these mappings are all Borel-measurable. We quote [29] for
the meaning of the above requirement (3.31): “whether the stopping rule τ has acted
by any given time t to halt the trajectory ω , or not, can be decided by observing the
trajectory up to time t , and not beyond.”
Consider also, as before, a bounded, measurable mapping U : B → R , continuous
in the tree-topology, as our “reward function”. At initial position x , if the controller
selects a process X ∈ A(x) and the stopper selects a stopping rule τ ∈ J , then the





Thus, in this stochastic game the controller (respectively, the stopper) tries to
minimize (resp., to maximize) this reward, at least in expectation. In this spirit,










, x ∈ B (3.32)
denotes the upper value of this game, and










, x ∈ B (3.33)
the lower value of this game. As before, we employ the convention U(X(∞)) ≡







given X ∈ A(x) , we have V (x) ≤ V (x) , ∀x ∈ B .
Intuitively, V and V correspond to the expected rewards in the situations that the
stopper chooses his/her strategy before the controller, and that the controller chooses
before the stopper, respectively. It is then natural to have V ≤ V .
Definition 3.16. We say that this game has a value, if V (x) = V (x) , ∀x ∈ B .
Definition 3.17. We say that a pair (X∗(·), τ ∗) ∈ (A(x)×J ) is a saddle point of this
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)] ≤ E [U(X∗(τ ∗(X∗)))] ≤ E [U(X(τ ∗(X)))] . (3.34)
It is straightforward to show that, if a saddle point (X∗(·), τ ∗) ∈ (A(x)×J ) exists
for this game at any initial position x ∈ B , then this game has a value, namely,







and that X∗ and τ ∗ are then the optimal strategies for the controller and the stopper,
respectively. One-dimensional versions of this controller-and-stopper game, both in
continuous and in discrete time, have been studied in [29] and in [32].
In this section we will combine the idea from [29] and the idea of “pencil of least
concave majorants” (Definitions 3.2 and 3.11), developed in the previous two sections,
to show the existence of, and provide a fairly explicit description for, a saddle point
(X∗(·), τ ∗) , under suitable regularity assumptions.
3.3.1 Existence of a Saddle Point
Let us recall the control space K(x) , x ∈ Bˇ , which determines the collection A(x)
of “available processes” for the controller. We impose again Assumption 3.9 in Section
3.2.1, as well as the following additional assumption.
Intuitively, the structural assumption that follows, makes certain that the controller
cannot halt the process in a “bad neighborhood” for the stopper, thus denying the
stopper any opportunity to deploy an optimal strategy in the manner of Section 3.1.
In other words, this structural assumption ensures that the controller does not enjoy
an unfair advantage over the stopper, by being able effectively “to put on a stopper’s
hat”, as it were, when this might prove advantageous.
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Assumption 3.18. There exists a function smin : Bˇ → (0,∞) , such that:
(i) For any θ ∈ [0, 2pi) , the function r 7→ 1
s2min(r, θ)
is locally integrable on [0, 1) .
(ii) There exist a constant η ∈ (0, 1) and a Lebesgue-integrable function c : (0, η]→
(0,∞) , such that for any θ ∈ [0, 2pi) and r ∈ (0, η] , we have 1
s2min(r, θ)
≤ c(r) .
(iii) For any x ∈ Bˇ and (β, σ) ∈ K(x) , we have σ ≥ smin(x) .
We recall the pairs of functions (bi, si) , i = 0, 1 on Bˇ , described as in Assumption
3.9, and the quantities U∗θ , λθ , %θ for every θ ∈ [0, 2pi) , defined as in (3.23), (3.24).
We consider then the following candidate strategies for the controller; we note that,
compared with Definition 3.10, the strategies below simply exchange the positions of
(b0, s0) and (b1, s1) . Intuitively, this reveals the controller’s goal to minimize the
expect reward, in contrast to the goal of maximizing it Section 3.2.
Definition 3.19. Candidate Optimal Strategies for the Controller: For every
real constant c ≥ U(0) , we consider a pair (b(c), s(c)) of Borel-measurable functions
on Bˇ , which satisfies:
(i) (b(c)(x), s(c)(x)) ∈ K(x) for all x ∈ Bˇ ;
(ii)
(




b1(r, θ), s1(r, θ)
)
for all (r, θ) ∈ Bˇ with U∗θ < c ;
(iii)
(




b1(r, θ), s1(r, θ)
)
for all (r, θ) ∈ Bˇ with U∗θ ≥ c and
r ∈ (%θ, 1);
(iv)
(




b0(r, θ), s0(r, θ)
)
for all (r, θ) ∈ Bˇ with U∗θ > c and
r ∈ (0, λθ);
For every c ≥ U(0) , we consider also the radial scale function p(c) that corresponds,
via (2.71), to the above pair of functions (b(c), s(c)) , as well as the function U
(c,p(c)) :
B → R defined as in Definition 3.11, with each “p(c)” being replaced by “p(c)”. The
following result can be shown in exactly the same way as Proposition 3.13.
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Proposition 3.20. With “(b(c), s(c))” replaced by “(b(c), s(c))” and “p
(c)” replaced by
“p(c)”, all the statements of Proposition 3.13 still hold true.
With these adjustments, we can state and prove the main result of this subsection,
on existence of a saddle point, and therefore also of a value, for this game.
Theorem 3.21. Value and Saddle Point for the Controller-and-Stopper Game:
In the context of this section, and with Assumptions 3.9 and 3.18, the stochastic
controller-and-stopper game has a value, namely
V (x) = V (x) = U (c∗,p(c∗))(x), c∗ := inf
{









and therefore we also have V (0) = V (0) = c∗ .
Moreover, for any initial position x ∈ B , let X∗(·) be a Walsh diffusion in B ,




described in Definition 3.19. With the stopping
rule
τ ∗(ω) := inf
{
t ≥ 0 : U(ω(t)) = U (c∗,p(c∗))(ω(t))}, (3.37)
the pair (X∗(·), τ ∗) constitutes a saddle point of this game.
Remark 3.22. On Interpretation: In the same vein as in Remark 3.8, but now in an
opposite manner, the controller here tries to maximize, on any ray segment where the
function V is monotone, the probability of reaching the low-end (in terms of V ) before
reaching the high-end. This also corresponds to the goal of minimizing the expected
reward.
An interpretation in the manner of Remark 3.15 is also straightforward, and we
omit it here. We note though that, on a ray segment where V is constant (e.g.,
[λθ, %θ] and [0, %θ] in (i) and (ii) of Remark 3.15, respectively), the controller brings
the state process to an endpoint of the segment, but not because this is optimal from
his viewpoint (in fact, the controller would rather stay away from either endpoint, in
134
order to make the reward smaller); it is rather because of Assumption 3.18, which
forces the controller eventually to reach an endpoint of the interval.
On the other hand, the stopper’s strategy is clear: choosing the stopping rule that
solves the optimal stopping problem for the Walsh diffusion X∗ , with reward function
U ; and if he/she makes this choice, then X∗ is also the best choice for the controller.
Proof of Theorem 3.21: We only need to show that (X∗(·), τ ∗) gives a saddle point







= U (c∗,p(c∗))(x) , (3.38)
with “Ex” as in Section 3.1 and c∗ in (3.36). The rest of the theorem follows readily.
• To show that the pair (X∗(·), τ ∗) , described in the theorem, gives a saddle point, we
need to establish (3.34) for this (X∗(·), τ ∗) with X∗(0) = x , as well as any X ∈ A(x)
and τ ∈ J .
The first inequality of (3.34) is clear—by (3.36) and Theorem 3.4, we see that
U (c∗,p(c∗))(·) is the value function of the optimal stopping problem for the Walsh diffu-
sion X∗ with reward function U , and the first inequality follows. In fact, by (3.37),
the stopping rule τ ∗ solves this optimal stopping problem, and thus (3.38) holds.
• It remains then, only to show the second inequality of (3.34). Since we have estab-






)] ≥ U (c∗,p(c∗))(x) . (3.39)





)] ≥ U (c∗,p(c∗))(x) , for any x ∈ B and
X ∈ A(x) .
Proof. (A) Once again, we consider first the case c∗ > U(0) . With the proper version
(i.e., adjusted as indicated in the present section) of the results in Section 3.2.1, we
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. We note that, compared with (3.30), the direction of the in-
equality above is switched, due to the difference between Definitions 3.10 and 3.19.
On the other hand, for the summation in (3.40) that involves local times, we can
employ the argument in the proof of Theorem 3.4 to show that, this summation, as a
process, vanishes if stopped at time τ ∗(X) . It follows that, for any T ≥ 0 , we have
U (c∗,p(c∗))
(
X(T ∧ τ ∗(X) ∧ Sn)
)






(‖X(t)‖)σ(t) dW (t) .
Now we may localize the right-hand side of the above display, take expectations on both
sides, and let n ↑ ∞ then T ↑ ∞ , with the help of the boundedness of U (c∗,p(c∗)) ; the
claim in the case c∗ > U(0) follows.
(B) If c∗ = U(0) , then the process X(· ∧ τ ∗(X)) stops once it reaches the origin,
and so it never changes the ray it is on. Then we may apply one-dimensional and
generalized Itoˆ’s rule, and obtain the claim in the same manner as above.
With Claim 3.23 established, and with the help of Lemma 3.24 below, we obtain
(3.39). The proof of Theorem 3.21 is complete.









, a.s., ∀ X ∈ A(x), ∀x ∈ B .
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Proof. When τ ∗(X) <∞ , the claim of Lemma 3.24 follows from the definition of τ ∗ .
For the case τ ∗(X) = ∞ , since U (c∗,p(c∗))(x) = U(x) for x ∈ ∂B (Proposition 3.3 (i)
and Proposition 3.20), we only need to show that X(∞) := limt↑∞X(t) a.s. exists
on the unit circle ∂B . With the explosion time S := {t ≥ 0 : X(t) /∈ B} , this boils
down to showing that X(S) := limt↑S X(t) a.s. exists on the unit circle ∂B .
• Let us consider the radial scale functions pi , i = 0, 1 that correspond to the pairs
(bi, si) , i = 0, 1 in Assumption 3.9, respectively. We also recall the function smin in
Assumption 3.18. In a similar manner as (2.79), we define a function v˜ : B → [0,∞)
via












, (r, θ) ∈ B .
Assumption 3.18 ensures that v˜ ∈ DB . Also, for any X ∈ A(x) with x ∈ B and the
radial dynamics (3.16), we may check from Assumptions 3.9 and 3.18 that, whenever

























n(θ) := inf{r ∈ (0, 1) : v˜θ(r) ≥ n } ,
B˜n := {(r, θ) ∈ B : r < ˜`n(θ)} , S˜n := inf{t ≥ 0 : X(t) /∈ B˜n} ,
and clearly we have ˜`n(θ) ↑ 1 and S˜n ↑ S , as n ↑ ∞ .
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From Theorem 2.15, (3.41), and the fact v˜θ(0+) ≡ 0 , we have
v˜(X(T ∧ S˜n)) ≥ v˜(x) + (T ∧ S˜n) +
∫ T∧S˜n
0
1{X(t) 6=0} · 1
2
σ(t) v˜′(X(t)) dW (t) , ∀ T ≥ 0.
By definition of S˜n , the process v˜(X(· ∧ S˜n)) is bounded. Then we can localize the
right-hand side of the above display, take expectations, and let T ↑ ∞ , to obtain
E[S˜n] <∞ and therefore S˜n <∞ , a.s. It follows that X(S˜n) ∈ ∂B˜n .
• Next, we define for any A ⊆ [0, 2pi) the function p˜A : B → R by
p˜Aθ (r) = p˜
A(r, θ) := ν(A) · 1Ac(θ) · p1(r, θ) − ν(Ac) · 1A(θ) · p0(r, θ) , (r, θ) ∈ B .





local supermartingale. Thus we can follow Step 2 of the proof of Theorem 2.60 (i), to
show that X(S) := limt↑S X(t) a.s. exists in B .
We recall now that S˜n ↑ S as n ↑ ∞ and X(S˜n) ∈ ∂B˜n , and it follows that
X(S) = limn↑∞X(S˜n) ∈ ∂B . The proof of Lemma 3.24 is now complete.
Remark 3.25. We cannot expect the claim of Lemma 3.24, and therefore (3.39), to
hold, in the absence of Assumption 3.18 (see also Remark 4.1 in [29]). To see this, let
us consider the reward function U(x) := ‖x‖ , impose Assumption 3.9, and study the
respective consequences when Assumption 3.18 is imposed or not.
If Assumptions 3.18 is imposed as well, then by Theorem 3.21, it is easy to show
that the game has a value V (x) = V (x) ≡ 1 , and that the stopper’s optimal strategy is
to wait for the state-process to reach the unit circle (namely, to choose τ ∗ = inf{t ≥ 0 :
‖ω(t)‖ = 1} ); the controller’s choice does not matter at all here, because Assumptions
3.9 and 3.18 force the state-process to reach the boundary sooner or later.
If, on the other hand, Assumption 3.18 is not imposed, we may consider the control
space K(x) := {(0, ε) : ε > 0} for any x ∈ Bˇ , which satisfies Assumption 3.9
138
but violates Assumption 3.18. For any initial position x ∈ B , the controller may
choose an available process X ∈ A(x) with β(t) ≡ 0 and ∫∞
0














[1] Barlow, M.T., Pitman, J.W. & Yor, M. (1989). On Walsh’s Brownian motions. In “Se´minaire
de Probabilite´s XXIII”. Lecture Notes in Mathematics 1372, 275-293. Springer-Verlag, New York.
2, 5, 9, 10, 11, 12, 13, 62, 67, 75
[2] Baxter, J.R. & Chacon, R.V. (1984). The equivalence of diffusions on networks to Brownian
motion. Contemp. Math. 26, 33-47. 2
[3] Chen, Z. & Fukushima, M. (2015). One-point reflection. Stochastic Processes & their Applica-
tions 125, 13681393. 24
[4] Davis, M.H.A. & Zervos, M. (1994). A problem of singular control with discretionary stopping.
Annals of Applied Probability 4, 226-240. 108
[5] Dayanik, S. & Karatzas, I. (2003). On the optimal stopping problem for one-dimensional
diffusions. Stochastic Processes & their Applications 107, 173-212. 108, 110
[6] Dubins, L.E. & Savage, L.J. (1965, 1976). How to Gamble If You Must: Inequalities for Stochas-
tic Processes. Dover, New York. 121
[7] Dynkin, E.B. & Yushkevich, A.A. (1969). Markov Processes: Theorems and Problems. Plenum
Press, New York. 108, 110, 111
[8] Emery, M. & Yor, M. (1998). Sur un the´ore`me de Tsirel’son relatif a` des mouvements browniens
corre´le´s et a` la nullite´ de certains temps locaux. Se´minaire de probabilitie´s (Strasbourg), tome 32,
306-312. 3, 14, 17
[9] Engelbert, H.J. & Schmidt, W. (1981). On the behaviour of certain functionals of the Wiener
process and applications to stochastic differential equations. Lecture Notes in Control and Infor-
mation Sciences 36, 47-55. Springer-Verlag, Berlin. 25, 32
140
[10] Engelbert, H.J. & Schmidt, W. (1984). On one-dimensional stochastic differential equations
with generalized drift. Lecture Notes in Control and Information Sciences 69, 143-155. Springer-
Verlag, Berlin. 25, 63
[11] Engelbert, H.J. & Schmidt, W. (1985). On solutions of stochastic differential equations
without drift. Z. Wahrscheinlichkeitstheorie verw. Gebiete 68, 287-317. 25, 63
[12] Ernst, P. (2016). Exercising control when confronted by a (Brownian) spider. Operations Re-
search Letters 44, 487-490. 107
[13] Evans, S.N. & Sowers, R.B. (2003) Pinching and twisting Markov processes. Annals of
Probability 31, 486-527. 24
[14] Fitzsimmons, P.J. & Kuter, K.E. (2014). Harmonic functions on Walsh’s Brownian motion.
Stochastic Processes & their Applications 124, 2228-2248. 19, 24, 107, 108, 110
[15] Freidlin, M. & Sheu, S. (2000). Diffusion processes on graphs: stochastic differential equations,
large deviation principle. Probability Theory and Related Fields 116, 181-220. 24, 25, 34
[16] Hajri, H. (2011). Stochastic flows related to Walsh Brownian motion. Electronic Journal of
Probability 16, 1563-1599. 24
[17] Hajri, H. & Touhami, W. (2014). Itoˆ’s formula for Walsh’s Brownian motion and applications.
Statistics and Probability Letters 87, 48-53. 19, 24, 25, 67
[18] Harrison, J.M. & Reiman, M.I. (1981). Reflected Brownian motion on an orthant. Annals of
Probability 9, 302-308. 25
[19] Harrison, J.M. & Shepp, L.A. (1981) On skew Brownian motion. Annals of Probability 9,
309-313. 2, 5, 6, 7
[20] Ichiba, T. & Karatzas, I. (2014) Skew-unfolding the Skorokohod reflection of a continuous
semimartingale. Stochastic Analysis and Applications: In Honour of T.J. Lyons (Dan Crisan et
al., eds), 349-376. 24, 48, 50
[21] Ichiba, T., Karatzas, I., Prokaj, V. & Yan, M. (2016). Stochastic Integral Equations for
Walsh semimartingales. Annales de l’ Institut Henri Poincare´ (Se´r. B: Probabilite´s et Statistique),
to appear. Preprint available at http://arxiv.org/abs/1505.02504. 3
[22] Ikeda, N. & Watanabe, S. (1989) Stochastic Differential Equations and Diffusion Processes.
Second edition, North Holland Publ. Co., Amsterdam Oxford New York; Kodansha Ltd., Tokyo.
4
141
[23] Itoˆ, K. & McKean, H.P., Jr. (1963). Brownian motions on a half-line. Illinois J. Math. 7,
181-231. 1
[24] Itoˆ, K. & McKean, H.P. (1974), Diffusion Processes and their Sample Paths. Springer-Verlag.
1, 3, 4
[25] Jacod, J. (1977) A general theorem of representation for martingales. In “Probability” (Univ. of
Illinois at Urbana, March 1976; J.L. Doob Editor). Proceedings of Symposia in Pure Mathematics
XXXI, 37-53. American Mathematical Society, Providence, R.I. 67
[26] Karatzas, I. & Ocone, D.L. (2002). A leavable bounded-velocity stochastic control problem.
Stochastic Processes & their Applications 99, 31-51. 108
[27] Karatzas, I. & Shreve, S.E. (1991). Brownian Motion and Stochastic Calculus. Second Edi-
tion. Springer-Verlag, NY. 4, 6, 8, 9, 14, 25, 26, 28, 32, 35, 48, 53, 55, 58, 59, 62, 64, 66, 68, 69,
79, 80, 81, 82, 83, 84, 85, 86, 91, 101, 103, 106
[28] Karatzas, I. & Sudderth, W.D. (1999). Control and stopping of a diffusion process on an
interval. Ann. Appl. Probab. 9, 188-196. 107, 108, 118, 121, 122, 123, 125
[29] Karatzas, I. & Sudderth, W.D. (2001). The controller-and-stopper game for a linear diffusion.
Annals of Probability 29, 1111-1127. 107, 108, 109, 111, 129, 130, 131, 137
[30] Karatzas, I. & Sudderth, W.D. (2006). Stochastic games of control and stopping for a linear
diffusion. Random Walk, Sequential Analysis and Related Topics, 100-117. 108
[31] Karatzas, I. & Yan, M. (2016). Semimartingales on Rays, Walsh Diffusions, and Related Problems
of Control and Stopping. Preprint available at http://arxiv.org/abs/1603.03124. 3
[32] Maitra, A.P. & Sudderth, W.D. (1996). The gambler and the stopper. In Statistics, Proba-
bility and Game Theory: Papers in Honor of David Blackwell (T. S. Ferguson, L. S. Shapley and
J. B. MacQueen, eds.) 191-208. Springer, Berlin. 131
[33] Mansuy, R. & Yor, M. (2006) Random times and enlargements of filtrations in a Brownian
setting. Lecture Notes in Mathematics 1873. Springer-Verlag, New York. 3, 14, 24
[34] Meyer, P.A., Stricker, C. & Yor, M. (1979). Sur une formule de la the´orie du balayage.
Se´m. Prob. XIII. Lecture Notes in Math. 721, Springer-Verlag, 478-487. 12
[35] Nakao, S. (1972). On the pathwise uniqueness of solutions of stochastic differential equations.
Osaka J. Math. 9, 513-518. 9
142
[36] Nualart, D. (1995). The Malliavin Calculus and Related Topics. Springer-Verlag. 16
[37] Pestien, V.C. & Sudderth, W.D. (1985). Continuous-time red and black: how to control a
diffusion to a goal. Mathematics of Operations Research 10, 599-611. 121, 122
[38] Picard, J. (2005). Stochastic calculus and martingales on trees. Annales de l’ Institut Henri
Poincare´ (Se´r. B: Probabilite´s et Statistique) 41, 631-683. 24
[39] Prokaj, V. (2009) Unfolding the Skorokhod reflection of a semimartingale. Statistics and Prob-
ability Letters 79, 534-536. 24, 48, 50
[40] Revuz, D. & Yor, M. (1999). Continuous Martingales and Brownian Motion. Third Edition,
Springer-Verlag, New York. 6, 7, 29, 36, 41, 44, 51, 52
[41] Rogers, L.C.G. (1983). Itoˆ excursion theory via resolvents. Z. Wahrscheinlichkeitstheorie verw.
Gebeite 63, 237-255. 2
[42] Salisbury, T.S. (1986). Construction of right processes from excursions. Z. Wahrscheinlichkeit-
stheorie verw. Gebeite 73, 351-367. 2
[43] Schmidt, W. (1989) On stochastic differential equations with reflecting barriers. Mathematische
Nachrichten 142, 135-148. 62
[44] Stroock, D.W. & Varadhan, S.R.S. (1971) Diffusion processes with boundary conditions.
Communications in Pure and Applied Mathematics 24, 147-225. 64
[45] Stroock, D.W. & Varadhan, S.R.S. (1979). Multidimensional Diffusion Processes. Springer-
Verlag, Berlin. 53, 55
[46] Salminen, P. (1985). Optimal stopping of one-dimensional diffusions. Mathematische
Nachrichten 124, 85-101. 108, 111
[47] Touzi, N. (2013). Optimal Stochastic Control, Stochastic Target Problems, and Backward SDE.
With Chapter 13 by Ange`s Tourin. Fields Institute Monographs 29. Springer, New York. 121
[48] Tsirel’son, B. (1997) Triple points: From non-Brownian filtration to harmonic measures. Geo-
metric and Functional Analysis 7, 1096-1142. 3, 14, 19
[49] Varadhan, S.R.S. & Williams, R.J. (1984). Brownian motion in a wedge with oblique reflec-
tion. Comm. Pure Appl. Math. 38, 405-443. 17, 25
[50] Varopoulos, N. (1985). Long range estimates for Markov Chains. Bull. Sci. Math. 109, 225-252.
2
143
[51] Walsh, J.B. (1978). A diffusion with a discontinuous local time. Aste´risque 52-53, 37-45. 1, 2,
4, 5, 9, 24, 49
[52] Watanabe, S. (1999) The existence of a multiple spider martingale in the natural filtration of
a certain diffusion in the plane. Se´minaire de Probabilite´s XXXIII. Lecture Notes in Mathematics
1709 277-290. 24
[53] Yor, M. (1979). Sur les martingales continues extreˆmales. Stochastics 2, 191-196. 2, 13
