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CHAPTER 1: INTRODUCTION 
The aim of this thesis is to: 
( 1) Explore the use of differential forms in obtaining point and contact symmetries 
of particular partial differential equations (PDEs) and hence their 
corresponding similarity solutions. [ l] and [ 4 ]. 
(2) Explore the generalized or Lie-Backlund symmetries of particular PDEs with 
particular reference to the Korteweg-de Vries-Burgers (KdVB) equation [3]. 
Finding point symmetries of a PDE H = 0 with independent variables (x1, x2) which 
we take to represent space and time and dependent variable (u) means finding the 
transformation group 
and 
I 
xi = Xi +£~I (x1' X2, u) + 0(£2) 
X2 = X2 + £ ~2 (x1, X2, u) + 0(£2) 
u' = 
that takes the variables (xi, x2, u) to the system ex;, x2, u') and maps solutions of 
H = 0 into solutions of the same equation. The form of H = 0 remains invariant. 
The transformation group is usually expressed in terms of it_s infinitesimal generator 
(X) where 
1 = 1, 2 
using the tensor summation convention. X can be considered as a differential vector 
operator with components (~ 1, ~2, Tl) operating in a three dimensional manifold 
(space) with coordinates (x 1, x2 , u). The invariance of H = 0 under the 
transformation group is expressed in terms of a suitable prolongation or extension of 
X (denoted by x<pr)) to cover the effect of the transformations on the derivatives of u 
in H = 0. 
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The invariance condition for H = 0 under the action of the transformation group is 
x<pr)[H] = 0 whenever H = 0. 
We consider x 1, x2, u and the derivatives of u to be independent variables. 
In practical terms, finding point symmetries of H = 0 means finding the components 
(~ 1, ~ 2, 11) of the infinitesimal generator (X). There are two general methods for 
finding ~ 1, ~2 and 11-
1 THE CLASSICAL METHOD 
The method we follow was developed mainly by Bluman and Cole [2]. Consider for 
example a kth order PDE H = 0. His regarded as a function of x1, x2 and u as well 
as the partial derivatives of u with respect to x1 and/or x2 up to and including the 
kth order derivatives. The kth prolongation of the infinitesimal generator is 
i 
using agairi the tensor summation convention where ir = 1, 2 and r = 1, 2, ... k. 
For example: 
where x represents space and t time. 
The coefficients ll(k) . are given by the expressions 
i1i2 ... Ik 
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ir = 1, 2 or (x, t) r = 1, 2 ... k. 
j = 1, 2 or (x, t) 
and Dik is the Total Derivative Operator 
where 
a = 1, 2 or (x, t). 
For example 
x<k)[H] = 0 consists of a polynomial in u and its derivatives and has to hold 
whenever H = 0 for all values of u = u(x 1 x2) that are solutions of the PDE H = 0. 
This implies that the coefficients of u and its derivatives must be identically equal to 
zero. This gives a set of linear partial differential equations called determining 
equations which can in principle be solved for ~1, ~2 and TJ. The general solution 
of H = 0 is a family of surfaces in (x 1 x2 u) space. 
If F(x1, x2, u) = 0 defines such a surface then F(x1, x2, u) = 0 is an invariant of the 
transformation group 
i.e. X[F] = 0 
or 
This is often referred to as the invariant surface condition. 
A first step in obtaining similarity solutions is solving the subsidiary equations 
3 
The solution involves: 
du 
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(1) s(x 1, x2, u) called the similarity variable which becomes the independent 
variable; 
(2) then the dependent variable is taken as v = f(s) where f is an arbitrary 
function of s-
The similarity form of the solution of the original PDE is; 
Substitution of this form of u into H = 0 gives an ordinary differential equation 
(ODE) for v = f(s) which can in principle be solved for f(s) thus giving the 
similarity solution for H = 0. 
2 THE USE OF DIFFERENTIAL FORMS 
Harrison and Estabrook [ 1] used differential forms to formulate systems of partial 
differential equations and so obtain their point symmetries and similarity solutions. 
An Introduction to Differential Forms [ 4] 
We consider two geometrical objects, namely vectors (V) and differential forms (a), 
which exist in an n-dimensional differentiable manifold with coordinates 
xi (i = 1, 2 ... n). 
A vector (V) is a linear differential operator that at each point maps a differentiable, 
real valued function f(x) into a real number. The vector is represented in the 
coordinate basis as 
using the tensor summation convention. 
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The functions v aCxi) are the components of the vector. An example of a vector is the 
infinitesimal generator (X) of a transformation group which is also referred to as an 
isovector. 
We start our consideration of differential forms by defining a 0-form as a real valued 
function f(xi) (i = 1, 2, ... n) in the differentiable manifold. A 1-form is then defined 
as a linear combination of the basis differentials dxi (i = 1, 2, ... n) 
i.e. a = ai dxi where the ai s are 0-forms. 
( I) 
I-forms are combined by an operation denoted by /\ known as the exterior or wedge 
product. The exterior product of the I-forms cr = cradx8 and ro = cut,dxb, denoted by 
cr /\W, is 
cr /\W is a 2-form and the most general 2-form is a linear superposition of the "C2 
basis 2-forms dx8 /\dxb, that is 
We now generalize. A p-form is the exterior product of p(O < p :5 n) !-forms 
where the coefficients a 3132 ... ap are completely skew-symmetric 
i.e. 
where [a1 ½ ... aP] is an odd permutation of a,½ ... ap. 
Differential forms and the operation of exterior product form a Grassmann Algebra in 
the n-dimensional manifold with the following properties: 
(1) Forms of the same degree may be added or subtracted. 
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(2) a /\ 13 is a p + q-form which is zero if p + q > n. 
(p) (q) 
(3) a /\ 13 = (-l)pq 13 /\ a. 
(p) (q) (q) (p) 
This implies that dxi /\ dxj = - dxj /\ dxi {
= 0 i = j 
-:t O i-:tj 
(4) The exterior product is distributive, i.e. (a+P)/\)' = CJ.I\)' + P/\Y 
(5) The exterior product is associative, i.e. (a/\P)/\)' = CJ./\(P/\Y) 
To construct a calculus of differential forms we need two differential operators 
namely 
(1) The exterior derivative (d), and 
(2) The Lie derivative (£v ) with respect to the vector V. 
The exterior derivative acts on a p-form a to produce a (p+l)-form da and is 
defined as 
<la = -1, d (a.a a a ) /\ dxa /\ dxa /\ ... /\dxa' p. I 2··· p I 2 p 
where 
The exterior derivative has the following properties. Let a be a p-form, P a q-form 
and f a 0-forrn. 
(1) d(a+P) = da + dP (linearity) 
(2) d(a/\P) = da /\p + (-l)P CJ./\dp (Leibniz Rule) 
(3) d(da) = 0 (Poincare Lemma) 
(4) d(fa) = df /\ CX. + fda 
The Lie derivative operator (£v) is a linear differential operator associated with a 
vector field V = v /xi) ax
0 
(a :5 1 ... n) which can be applied to any geometrical 
object. We will confine it to vectors and differential forms. 
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The Lie derivative of a vector A with respect to V is the commutator of the two 
vectors 
i.e. £/A) = [V, A] = - £A(V) 
Before considering the application of the Lie derivative to a differential form it is 
necessary to consider the contraction of a vector (V) and a p-form (a) which gives a 
(p---1) form p. 
Notation contraction p = <V, a> 
or p = VJ a 
In component notation VJ a is defined as 
Note: The above definition implies that 
Oij is the Kronecker delta. 
Properties of the contraction of V and a include 
(p) 
(1) VJ (a1+a.2)=v _J a 1 + v J Ui (p) (p) (p) (p) 
(2) vJ(a/\P) 
(p) (q) 
= (vJ a)/\ P +(-I)Pa/\(V_J P) 
(p) (q) (p) (q) 
(3) Vf = VJ df f = 0-form 
For a function f(O-form) the Lie derivative off with respect to Vis a 0-form 
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- ( iJf ) iJf £y(f) = V _Jdf = V _J axa dxa = Va axa· 
For a p-form (a.) (0 < p ~ n) the Lie derivative of a with respect to V is given in 
terms of the exterior derivative and the contraction as 
£/a.) = V_J da. + d(V _J a.) 
which is also a p-form. 
Properties of the Lie derivative are 
(1) £/da.) = d(£y(a.)) i.e. Lie derivative and exterior derivative commute 
(2) £/a.A~) = (£y(a.))A ~+a, A (£y(~)) 
(3) £y(W _J a.) = [V,W] _J a. + W _J £/a.), where Wis a vector. 
The geometric approach of Harrison and Estabrook [1] involves the use of differential 
forms to find the isovector or infinitesimal generator (X) of the transformation group 
of a PDE H = 0. Here we shall consider a PDE of order k in one dependent and 2 
independen~ variables, u, x1, x2 with derivatives of u up to degree k. 
I 
The PDE is first represented by a closed set of differential forms a.i (i = 1, 2, ... ) in an 
n-dimensional manifold M. This set of forms constitutes a closed differential ideal (I) 
on the manifold. I being closed means that if a.i = 0 then da.i = Q also. 
An integral manifold is a submanifold of Mon which the differential forms (a.i) are 
expressed in terms of the independent variables of the PDE and their differentials. 
The a.i are annulled (take zero values) on the integral manifold to give the following 
information: 
(i) The original partial differential equation 
(ii) The definition of the n-3 auxiliary variables in M. These are usually 
derivatives of u of degree less than k. 
(iii) The integrability conditions on u. 
Imposing independence of x 1 and x2 and their differentials dx 1 and dx2 puts the 
ideal (I) in involution with x 1 and x2 (by definition). Cartan's geometric theory of 
PDEs [6, 7] implies that there exists a general or regular integral manifold that can be 
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considered a solution manifold for the PDE. The Lie groups of point symmetries of 
PDEs is represented by the infinitesimal group generator, or isovector, X. It is 
suitably extended or prolonged as a linear differential vector operator x<pr) in the 
space of the variables x1, x2, u and derivatives of u. There are two differential 
operators that naturally arise in the ring of differential forms. These are 
(1) the exterior derivative, and 
(2) the Lie derivative. 
The Lie derivative, defined in terms of an isovector of the symmetry group, is used in 
formulating the invariant conditions. Point symmetries of a PDE H = 0 are defined by 
the action of x<pr) on the PDE, 
i.e. x<pr)[H] = 0 whenever H = 0. 
With differential forms this is equivalent to saying that the Lie derivative in the 
direction of X of all differential forms ai E I are in the ideal and should vanish if 
ai = 0. That is £/ai) = 0 if ak = 0 or equivalently £x (ai) is a linear combination 
of the differential forms ak where q ~ p i.e. £x(a) = Af t\Uk (sum over k). The 
(q) 
Af are arbitrary differential forms, including in some cases 0-forms or functions. In 
such cases 11.f t\Uk is usually written as 11.f ak. After eliminating the 11.f forms the 
symmetry or invariant condition can be reduced to a set o·f determining equations 
whic~ can be solved for the components ~1, ~2 and TJ of the infinitesimal generator 
of the invariant transformation group. These components, besides being functions of 
x1, x2 and u also contain a number of arbitrary integration constants. 
The finding of similarity solutions involves augmenting the ideal of differential 
forms and imposing the condition that the augmented forms be annulled on the 
integral manifold as well as the ideal. One way to augment the ideal is by contracting 
the differential forms (ai) in the ideal with the isovector (now denoted by V). 
That is a. = VJ a-. I I 
Now £y(cri) = £/V_Jai) = V _J£/ai) = VJ (11.f t\ ak) 
(v _J 11. f )~ + (-1)!}-<jAf A ak 
which means the augmented ideal {ai, cri} is invariant under the action of V. 
Annulling certain forms in the augmented ideal should then produce similarity 
solutions of the PDE. 
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Appendix A shows in detail the use of the classical method of Bluman & Cole for 
finding similarity solutions of the nonlinear diffusion equation <l>x
2 
= (K(<l>)<l>x, )x, and 
the use of differential forms for finding the point symmetries of the Korteweg-de Vries 
(KdV) equation 
Ux + uux + EUx x x = 0 
2 I I I I 
where E is a constant. 
Comparing the two methods as far as hand computation is concerned, I find that they 
are of comparable difficulty, although some PDEs might be more easily processed by 
one or other of the two methods. In general the Harrison-Estabrook method using 
differential forms gives simpler determining equations which are however, usually 
obtained by more involved manipulations. 
The use of differential forms seems to be the preferred method for the various 
computer packages, for example MACSYMA [8] that are used to find the determining 
equations. In my opinion the classical method of Bluman & Cole has the 
characteristics of an algorithm and gives comparatively little insight into the process 
of finding symmetries and similarity solutions. The use of differential forms on the 
other hand involves the manipulation of geometric objects in an n dimensional 
manifold and the process of finding symmetries can be given a geometrical 
interpretation. 
Lie-Backlund Symmetries [3, 4, 11 and 12] 
We begin by considering a partial differential equation H(x, u<n)) = 0 with n 
independent variables x = (x 1, x2, .. . ,xn) and a single dependent variable u. 
u<N) = (u, u, u, ... u) where µ are the ith order partial derivatives of u with respect to 
1 2 N 1 
the components of x. One-parameter Lie point symmetries of such a PDE are 
transformations of the form 
x; = xi+ E l;i (x, u) + 0(£2 ) (i = 1, ... ,n) 
u' = u + ETJ(X, u) + 0(£2 ) 
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that leave H(x, u<N)) = 0 invariant. These point symmetries are usually expressed in 
terms of their infinitesimal generator X = <;i dx; + T\ du suitably prolonged to cover 
the action of derivatives of u. A possible generalization of this would be to 
transformations where the coefficients <;i and T\ are also functions of derivatives of 
u. i.e. <;i = <;i(x, u,u, ... u) and T\ = T\(X, u,u, ... u ). If N is finite these so called 
I N I N 
generalized transformations are either prolonged point transformations or contact 
transformations [4] . Contact transformations only occur in situations involving a 
single dependent variable (u) and are characterized by <;i = <;i (x, u, u) and 
I 
T\ = T\ (x, u, u) . For broader generalizations we have to consider transformations 
I 
where the coefficients <;i and T\ contain derivatives of u of arbitrarily high order. 
The prolongation of X = <;i ax; + T\ du to cover the effects of derivatives of u has 
to be in general an infinite prolongation. 
x<00) = X + LT\1 (x, u, u, ... ) du 
. J I . J 
where T\1 = D/T\ - <;A) + ;iuJi 
and J = ji ... jk where jk is a suitable integer of x and k ~ 0. 
In an analogous way to point symmetries X is a generalized symmetry of 
H(x, u <N)) = 0 if and only if x<00 ) [H(x, u(N))] = 0 for every smooth* solution 
u = f(x) of the PDE. In practice H(x, uCN)) = 0 depends only on a finite number of 
derivatives of u so only a finite number of terms of x<00 ) are required in any given 
instance. This means that the question of convergence of x<00 ) does not arise. 
Generalized symmetries of this type are commonly called Lie-Backlund symmetries. 
(Olver [3] uses the term generalized symmetry) and include point and contact 
symmetries as special cases. 
In this thesis we shall deal exclusively with time-evolution equations m two 
indep~ndent variables x and t of the form H = ut + K(x, u, u 1, •.. , un) = 0 where 
ui = ai~ (i = 0, 1, ... , n) and u0 = u is the (only) dependent variable. dX1 
* smooth means that u and its derivatives are continuous in the domain of applicability. 
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Bluman and Kumei [12] and others [3, 4, 10, 11] prove that, for a time evolution 
equation, a Lie-Backlund transformation of the form 
x' = x+E~1(x,t,U,U1· ··)+0(E2 ) 
t' = t + E s2 (x, t, u, u 1 ... ) + 0(£2 ) 
and u' = u + E 11(x, t, u, u1 ... ) + 0(£2 ) 
acts on a solution surface F(x, t, u) = 0 of the PDE in the same manner as 
and 
where 
x' = X 
t' = t 
u' = U + EQ + 0( E2) 
This means that the infinitesimal generator can now be expressed in the simpler form 
X(Q) = Q(x, t, u, u1 ••• ) du. X(Q) is called the evolutionary infinitesimal generator 
and Q is referred to as its characteristic. The infinite prolongation of X(Q) now 
·, 
takes the form 
I 
From the equivalence of the two Lie-Backlund transformations detailed above, the 
following result can be easily proved [3]; An infinitesimal generator X is a 
Lie-Backlund symmetry of a PDE if and only if its evolutionary form X(Q) is a 
Lie-Backlund symmetry. 
For a time-evolution equation 
the infinite prolongation x<00)(Q) of the infinitesimal generator takes the form 
00 
x<00)(Q) = Qdu + (Dt[Q]))ul + I D ~ [Q]duj 
j=l 
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where Q = Q(x, t, u, u1 ••• uN) N arbitrary and Di is the total derivative operator 
with respect to xi . Thus 
and 
In considering Lie-Backlund symmetries of a PDE it is convenient to use two 
operators namely: 
(i) the Frechet derivative, and 
(ii) the recursion operator. 
The Frechet derivative of a smooth differential function H[u] = H[x, t, u, ut' u 1 , ... un] 
is defined as 
DH(Q) = 1~ H[u + EQ] I 
de t=O 
It can be readily shown that this is equivalent to 
Comparison with x<00>(Q)[H] shows that 
The invariance condition for the PDE H = 0 under the action of x<00\ Q) can be 
written as DttCQ) = 0 whenever H = 0. Either form of the invariance condition can 
be used as an algorithm for finding Q as the solution of a system of determining 
equations. 
Definition 
The operator R = R(u, ut, u 1, ... un) is a recursion operator of the time evolution 
equation H = ut + K(x, u, u1, ... u0 ) = 0 if and only if [D8 , R]H=O = 0. From this 
definition Fokas [9] and others prove that if R is a recursion operator of H = 0 and 
13 
Q = Q(x, t, u, u1, •.• uN ), N arbitrary, is an Lie-Backlund symmetry of H = 0, then 
X(Rj[Q])j for j = 1, 2 ... are also Lie-Backlund symmetries of the PDE. 
That is, the recursion operator can generate an infinite sequence of Lie-Backlund 
symmetries depending on higher order derivatives of u. 
The method of determining all Lie-Backlund symmetries of a PDE H(x, u<u)) = 0 is 
to start with the evolutionary form X(Q) = Qc)u and to decide on some arbitrary order 
of derivatives for Q. We then use the invariance condition DH(Q) = 0 whenever 
H = 0 to generate an equation involving derivatives of Q and u. 
A significant calculational feature is that for time - evolution equations the PDE can 
be used to substitute for any t derivatives of u which implies that Q involves only 
x derivatives of u 
i.e. 
As the invariance condition holds for any solution u = u(x, t) of H = 0 we can 
equate coefficients of the derivatives of u in descending order to zero and find the 
' 
general forrµ of Q. Bluman and Kumei [10] use this method to find two finite order 
Lie-Backlurid symmetries of the non-linear diffusion equation { a(u+b )-2uxlx - ut = 0 
and then obtain the recursion operator by inspection. In this way they can generate the 
entire sequence of Lie-Backlund symmetries for this equation. 
To find a Lie-Backlund symmetry we must assume the order (N) of the highest 
derivative in Q. What value of N do we start with? If a recursion operator exists, 
then in almost all known cases the point symmetry operator for invariance of H = 0 
under a t translation is generated (by the recursion operator) from that expressing 
invariance under a x translation [9]. 
For a time-evolution equation of the form ut + un + G(x, u, u 1 •.• un_1) = 0 we have 
two Lie point symmetries Q 1 = u 1 and Q2 = un + G[u]. If there is a recursion 
operator R such that Q2 = R[Q 1] then R = D~-l + .. . . Therefore the first 
Lie-Backlund symmetry is Q 3 = R[Q2] = u2n-l + g(x, u, u 1, .. . , u2n_2) , which 
implies that N = 2n - 1. 
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Similarity (invariant) solutions 
As with point symmetries, similarity or invariant solutions can be found from a given 
Lie-Backlund symmetry [12]. A solution u = u(x, t) of a time-evolution equation 
H = ut + K(x, u, u1, ... , u0 ) = 0 is invariant under the action of a Lie-Backlund 
symmetry if and only if u = u(x, t) satisfies the invariant surface condition 
Q(x,t,u,u 1, .. . ,uN) = 0. Q(x,t,u,ul' ... uN) = 0 isregardedasan Nth order 
ordinary differential equation in the independent variable x with t as a parameter. 
The solution of the ODE is a similarity form 
<j>(x, t, u, c1 (t), ... , cN(t)) = 0 
with the arbitrary functions c 1(t), ... , cN(t) acting as integration "constants". These 
integration "constants" can be detemtined by substitution of the similarity form into 
the time-evolution equation. 
In chapter 3, I intend to study possible Lie-Backlund symmetries and similarity 
solutions of the Korteweg-de Vries-Burgers (KdVB) equation 
u1 + auux + buxx + cuxxx = 0, where a, b, and c are constants. 
This equation is the simplest form of a wave equation that incorporates nonlinearity 
i 
(the au,ux term), dispersion (cuxxx) and attenuation (buxx). In a wave equation u = 
u(x, t) is a perturbation of the medium through which the wave is travelling and can 
be either perpendicular to (transverse waves) or parallel to (compressional waves) the 
direction of wave propagation. The KdVB equation has been widely used to model 
many types of n<?:~inear wave motion including for example: 
::: 1 
(i) the propagation of waves in liquid filled elastic tubes [14] 
(ii) tidal bores [21] 
(iii) magneto-hydrodynamic shock waves in plasmas [20] 
(iv) the propagation of acoustic waves in liquids containing small bubbles [13]. 
Johnson [14], using phase plane analysis on the steady state (constant wave velocity) 
form of the KdVB equation, obtained soliton progressive wave, and shock wave 
solutions by using various values of a, band c, particularly b (the constant governing 
the degree of attenuation of the wave by the medium). Exact solutions of the KdVB 
equation have been obtained by several authors [17 - 19], however Vlieg-Hulstman 
and Halford [16] demonstrated that these solutions are essentially equivalent to a 
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single exact solution that is a linear combination of particular solutions of the KdV 
equation and Burgers equation. Lakshmanan and Kaliappan [15] found that the 
KdVB equation has the following point symmetries 
where k1, k2 and k3 are integration constants. This implies that the KdVB equation 
is invariant under the following transformations 
k1 = 1 X1 = ate\+ au (Galilean transformation), 
k2 = 1 X2 = ax (x-translation), 
k3 = 1 X 3 = a1 (t-translation). 
These lead to a similarity variable 
and similarity solution 
u = (~~c)t + f(l;), 
where f(l;) is an arbitrary functional of l;. Substitution in the KdVB equation gives 
the ODE 
which on integrating gives 
where c 1 is an integration constant. 
A suitable Ince transformation [22] 
z = (-25ac) 112 exp (- bl;) 
12b2 5c 
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and f = W(z)exp -- + - ---( 2bs) 1 (6b
2 
k3c) 
Sc a 25c k 1 
gives the invariant ODE 
d2W 
- - 6W2 +S(Z) 
dZ2 -
which is free from movable critical points only if S(Z) = pZ + q (p and q are 
constants) [22]. Hence the invariant ODE has in general movable critical points. 
Ablowitz and others [23] suggest that this implies that the KdVB equation is not in 
general exactly solvable. However, Fokas [9] defines exact solvability of a PDE in 
terms of it admitting a Lax formulation . That is the PDE can be expressed in the form 
Lt = [A, L] 
where A is the Frechet derivative of the t independent part of the PDE and L is the 
recursion operator. 
The motivation to investigate the Lie-Backlund symmetries of the KdVB equation is 
twofold: 
(i) to obtain, if possible, more generalized similarity solutions that could extend 
the use of the KdVB equation to other cases involving nonlinear wave 
propagation. 
(ii) to gain insight into questions of the exact solvability of the KdVB equation. 
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