We propose a novel symbol-by-symbol selection diversity approach with adaptive DFE's. The branch decision with the maximum estimated a posteriori probability of correct is selected as nal and used to adapt the DFE for all branches. Simulations show an improvement of 3.5dB over a previously proposed selection diversity scheme.
Introduction
Indoor wireless data networks with transmission rates greater than 10 Mb/s encounter signal fading and delayspread multipath propagation. Receiver diversity is known to be e ective in coping with signal fading. Adaptive equalization, on the other hand, is known to be an e ective measure against inter-symbol interference (ISI). Incorporation of diversity with adaptive equalization is therefore desirable for communication systems such as indoor wireless data networks which operate in a delay-spread multipath fading environment. Monsen 1] proposed a receiver structure, shown in Figure 1 , in which the lters are jointly optimized according to the minimum mean-square error criterion. Since the mean-square error is minimized, this structure can be regarded as equalized maximal-ratio diversity combining. It will be referred to as maximal-ratio combined decisionfeedback equalizer (MRCDFE). Figure 1 : Maximal-ratio combining decision-feedback equalizer. Incorporation of adaptive equalization with selection diversity has also been investigated 2, 3, 4] . For adaptive decision-feedback equalizers (DFE) operating on indoor high-speed wireless radio links, symbol-by-symbol selection at the DFE output (input of the decision device) is attractive. This approach will be referred to as selection diversi ed DFE (SDDFE). As shown in Figure 2 , at every symbol period the nal (and hence more reliable) decision is fed back through the feedback sections and also used to adapt the DFE for Support provided by Motorola Inc., Schaumburg, IL. 
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all branches. It had been found 3] that while MRCDFE is theoretically very e cient in suppressing both ISI and signalfading, when the length of the training sequence is limited it may have a poorer performance than selection diversity approaches. SDDFE also has the merit of lower complexity than MRCDFE, especially when a simple selection metric is used 2]. In this paper, we investigate the SDDFE structure for an adaptive DFE. Here selection will be performed at the bitlevel instead of the symbol-level. We will also emphasize an e cient selection metric based on a maximum a posteriori probability (MAP) selection rule. Simulations show that at average bit error rate (BER) of 1 10 ?4 , our approach is 3.5dB better in average signal-to-noise ratio (SNR) than a previously proposed selection metric.
The communication system model and the SDDFE will be presented in Sections 2 and 3, respectively. The proposed selection rule will be described in Section 4, and a simple selection criterion will be derived. In Section 5 two decision-directed approaches for computing the proposed selection criterion will be discussed. Simulation results and the conclusion will then be presented in Sections 6 and 7, respectively.
System Model
The system model used throughout our simulations is shown in Figure 3 . A binary data stream of is coherently modulated by the 4-QAM modulator with 35% squareroot raised-cosine spectral shaping. Therefore the baseband fn (l) (t)g is the AWGN. Throughout this paper these parameters are assumed to be mutually independent and distributed according to Table 1 . These distributions are chosen to provide a reasonable comparison of di erent selection diversity approaches. Di erent parameter sets may have to be used if the absolute performance in a speci c indoor environment is desired 6, 7] .
At the receiver, fr (l) (t)g are each ltered by a lowpass lter with a 35% square-root raised-cosine impulse response. Symbol-timing recovery is performed on each ltered signal using a modi ed version of a previously proposed algorithm 8] 3 . After symbol-timing is acquired, the received signals are sampled and fed through the SDDFE to yield the demodulated output. It is assumed that there is no frequency o set between the oscillators of the transmitter and receiver. We use adaptive DFE's whose output is the sum of the outputs of the linear FIR feedforward and feedback sections. The tap-weights of these lters are jointly optimized in a decision-directed manner using the exponentially-weighted lattice Kalman algorithm 10]. Speci cally, at every time k, the mean squared output error (MSE) J k is minimized, where
In equation 3 the \forgetting factor" is a positive real number less than but close to 1, and z(j; k) is the DFE output at time j using the equalizer settings of time k. The \one-
is used by the decision device to produce the detected symbolx k . Since only those x j that correspond to the training sequence are known to the receiver, whenever x j is unknown J k is evaluated from Equation 3 by substituting x j withx j .
3 Selection-Diversi ed DFE
The SDDFE ( Figure 2 ) consists of L independent DFE's and selection metric estimators, a selection combiner, and a decision device. At every symbol period the nal output is selected according to the estimated selection metric. Selection is done at the bit-level, i.e. the in-phase (real part) and the quadrature-phase (imaginary part) components of the SDDFE output are independently selected and may come from di erent DFE's. The selected output is passed on to the decision device to obtain the demodulated symbol, which is used as the input to the feedback sections and to adapt the DFE in a decision-directed manner. Our approach di ers from the previously proposed approaches 2, 3, 4] in two aspects. First, in our approach selection is done at the bit-level instead of symbol-level as previously proposed. Intuitively this should result in a better performance provided that an e cient metric for selection is used. Secondly, the selection metric used in this paper is based on the a posteriori probabilities of being correct. Conceptually, the a posteriori probabilities of correctly detecting the in-phase (quadrature-phase) information symbol component based solely on the real part (imaginary part) of one branch DFE output is estimated for all L branches. The real part (imaginary part) of the DFE output with the highest a posteriori probability of correct detection is then used to produce the in-phase (quadrature-phase) component of the nal decision. This is considerably di erent from the previously described approaches 2, 3, 4], where selection is based on the average di erence between z k andx k . As will be shown in Section 4, the selection metric resulting from this MAP selection rule is very simple under a certain assumption on the distribution of the ISI.
MAP Selection Metric for SDDFE
The derivations of the MAP selection metric are equally applicable for the real (in-phase) and imaginary (quadraturephase) components. In order to simplify notations, we use bold-face symbols to denote complex quantities, while plain-text symbols are used to denote generically the real or imaginary part of the complex quantity being considered. For example, the transmitted information symbol x k 2 f1 + j; 1 ? j; ?1 + j; ?1 ? jg is a complex quantity. x k 2 f?1; +1g is therefore the real or imaginary part of x k .
Consider L independent diversity branches equalized by the SDDFE. The a posteriori probability of correct detection for the l-th DFE conditioned on its output is
; (4) where x k is the transmitted symbol at time k andx (l) is the decision of the l-th DFE based on its output z (l)
k . By Bayes' Rule Equation 4 can be rewritten as
where f (l) k ( j ) and f (l) k ( ) are the conditional and marginal probability density functions (pdf) of z (l) k , respectively, and
k is the ratio of the two. We will assume x k to be uniformly distributed, therefore the MAP selection rule is equiv-
k ; 8m 6 = l: (6) For an adaptive DFE with given linear feedforward and feedback lters, the equalizer output z (l) k of the l-th branch can be expressed as
where
and (l) k is uncorrelated with x k . For a multipath channel with AWGN, (l) k consists of residual ISI, cross-talk from in-phase or quadrature-phase component and ltered Gaussian noise. We will assume (l) k to be zero-mean Gaussian random variables with standard deviation (l) k . As will be shown later, the resulting metric for selection proves to be e cient in reducing the average BER, therefore justifying the assumption.
Under the Gaussian assumption, it is straightforward to show that for 4-QAM, we have
Computation of Selection Metric
In order to make use of the MAP selection rule, the parameters (l) k and (l) k must be estimated. For simplicity we will omit the superscript \(l)" since it is understood that these parameters are independently estimated for each branch. We will also use the notations^ k and^ k to represent the estimates of k and k , respectively.
To obtain an estimate for 2 k , we start with the lowpassltered squared one-step output error (FSE), de ned as
where LPF k g j ] denotes the output at time k of a lowpass lter with input signal g j . This quantity is simple to calculate and has been used previously 2] as the selection metric for SDDFE. In this paper a single-pole lowpass lter with coe cient 0.5 is used. As will be shown by simulation, using FSE alone as the selection metric yields worse average BER performance than the metrics proposed in this paper.
Since E k consists of the weighted sum of quantities which are correlated with the signal x k , it cannot be used as an estimate of 2 k , and k must be estimated rst. A candidate estimate for k would bê k = Re 
Simulation Results
The performance of the proposed selection diversity scheme is evaluated using bit-by-bit computer simulation.
The number of diversity branches L is xed at 2 although the approach applies to any number of diversity branches. In all experiments the feedforward section of the adaptive DFE has 8 taps, spaced at half the symbol period. The feedback section has 3 taps spaced at the symbol period. The normalized delay-spread, de ned as Table 1 . A burst of 164 4-QAM symbols is transmitted over the diversity channels according to Equation 2. The rst 14 symbols are assumed to be known to the receiver and are used for symbol-timing recovery and equalizer training. The number of decision errors is tabulated for the remaining 150 symbols. The entire process is repeated until 3,000 bit errors are accumulated or 5,000,000 symbols are transmitted, whichever occurs rst. The three selection metrics simulated are: 1) the FSE de ned in Equation 12; 2) the FSE-based MAP criterion (FSE/MAP) dened in Equations 13 and 14; and 3) the MMSE-based MAP criterion (MMSE/MAP) de ned in Equation 19. An \ideal" selection scheme is also simulated in which a decision error occurs only when all branch decisions are wrong. This represents the \best" possible performance for any selection diversity scheme but is not realizable. The performance of the two-branch MRCDFE as well as DFE-only (L = 1) and diversity-only (unequalized) cases are also simulated. For the unequalized case two-branch selection diversity is performed using the received signal power as selection metric. Figure 4 shows the average BER for the various selection metrics as a function of the average SNR. The average BER is de ned as the ratio of the total number of bit errors to the total number of transmitted bits. The average SNR is de ned as the ratio of transmitted energy per bit to the twosided power spectral density of the AWGN averaged over the Rayleigh distributed multipath fading (see Equation 2 ). It can be seen that for average SNR's lower than 10dB the performance of all selection metrics are comparable. In this region, the errors are dominated by the AWGN. At higher average SNR's, however, the MAP metrics outperform the FSE metric. In particular, at average BER of 1 10 ?4 the FSE/MAP metric is 2dB better in average SNR than the FSE metric. Similarly the MMSE/MAP metric is 3.5dB better than the FSE metric. Furthermore, for average SNR's greater than 15dB the gap between the FSE and ideal performance curves is approximately constant. However, the performance of the MAP metrics approach the ideal case as average SNR increases.
We also tabulated the probability of correct bit detection given that exactly one of the branch decisions is wrong. This conditional probability re ects the ability of the selection metric to correctly assess the reliability of the branch decisions. The results for the various selection metrics are shown in Figure 5 as a function of the average SNR. Note that by de nition this probability is always 100% for the ideal case. It can be seen that, in comparison to the FSE metric, MAP metrics provide better indications of the reliability of the branch decisions, with MMSE/MAP being better than FSE/MAP.
The average BER of the MRCDFE is shown in Figure 6 as a function of the average SNR. The average BER for the DFE-only, diversity-only, FSE/MAP and MMSE/MAP cases are also shown for comparison. The performance gain due to the incorporation of diversity with DFE is clear in this gure. For average SNR's greater 10dB all equalized cases { with diversity or not { outperform the unequalized case. At lower average SNR's the performance of the DFE is compromised by the inaccuracies in tap-weight estimation and error propagation caused by decision-directed adaptation. For the equalized cases, all three diversity schemes yield better performance than the DFE-only case for average SNR's greater 5dB. Among the diversity schemes, for average SNR's lower than 10dB MRCDFE yields better performance, while at higher average SNR the proposed selection scheme outperforms the MRCDFE. It is only in the average SNR range higher than 10dB that the error rate becomes low enough to be useful in a wireless data system unless heavy error correction is employed. Intuitively MRCDFE should perform at least as good as selection diversity because the e ect of selection diversity can be achieved by a MRCDFE by setting to 0 the tap-weights of all but the selected diversity branch DFE. However the lattice Kalman algorithm adjusts the tapweights in nite steps, hence it is impossible to alternatively set the tap-weights to 0 at every iteration. Therefore, selection diversity can achieve an e ect unobtainable by the MRCDFE. Secondly, since the lter settings of all branch DFE's are jointly optimized for MRCDFE, a longer training sequence is necessary. Hence, it is possible that the MR-CDFE has not fully converged at the end of the training period. High average BER could then result when the adaptation is switched to decision-directed mode.
Conclusion
A symbol-by-symbol bit-level selection diversity scheme is proposed for adaptive lattice Kalman DFE. In this scheme selection is performed at the bit-level, with the aim of selecting as the nal output the branch decision with the highest a posteriori probability of being correct. A simple selection metric is then derived for 4-QAM under certain assumptions. This selection metric depends on two statistical parameters to be estimated in a decision-directed manner on a symbolby-symbol basis. Two such estimation formulae are proposed based on the lowpass-ltered squared one-step output error (FSE/MAP, see Equations 13 and 14) and minimum meansquared output error (MMSE/MAP, see Equation 19), respectively. Computer simulation is performed for the twobranch diversity (L = 2) case, and the average BER's of the proposed schemes are compared to those of a previously proposed approach which uses FSE alone (Equation 12) as the selection metric. The results show that at an average BER of 1 10 ?4 the MMSE/MAP scheme outperforms the FSE metric by as much as 3.5dB in average SNR. It is also found that at high average SNR the MMSE/MAP metric comes to within 1dB of the ideal selection diversity scheme, while the performance gap for the FSE metric is well over 5dB. Furthermore, the MMSE/MAP and FSE/MAP metrics have better ability to correctly assess the reliability of branch decisions. Finally, it was also experimentally shown that when the average SNR is higher than 15dB, both MAP approaches outperform the MRCDFE approach in terms of average BER when the training sequence is short (14 symbols).
