ABSTRACT. In this paper we compute the p-adic valuation of exponential sums associated to binomials
Introduction
Exponential sums have been applied in many areas of mathematics and their p-adic valuation is used as a tool to characterize important properties of objects in applied mathematics. Many authors have studied the p-adic valuation of the roots of the L-function associated to the exponential sum. This information is encoded in the Newton polygon of the L-function ( [1, 2, 5, 6, 18, 21, 23, 24] ). As the value of an exponential sum is equal to the sum of the roots of the associated L-function, any estimate on the roots implies an estimate for the p-adic valuation of the exponential sum. In this paper we study the p-adic valuation of exponential sums associated to polynomials over F p when p is odd, i.e., the p-adic valuation of the sum of the roots of the L-function associated to the exponential sum.
In general, there are good estimates for the p-adic valuation of exponential sums ( [1, 9, 14, 15, 19] ). We are interested in computing the p-adic valuation of exponential sums associated to polynomials in one variable over the prime field F p . This is a difficult problem in general, therefore, in this paper, we study the p-adic valuation of exponential sums associated to binomials. The p-adic valuation of exponential sums associated to monomials is well known; the next simplest case is exponential sums associated to binomials.
In this paper we compute the p-adic valuation of families of exponential sums associated to binomials. In particular, the p-adic valuation is computed for exponential sums associated to F (X) = aX d 1 Let u p (F ) be the smallest positive integer k such that x∈F q F (x) k = 0 in
If u p (F ) does not exist, define u p (F ) = ∞. In [20] , W a n, S h i u e, C h e n established the following lower bound for the size of the value set V F of a polynomial F over a finite field
is always finite for the prime field F p (see Remark 2.3 in [20] ). Recently, M u l l e n, W a n, W a n g generalized this result to polynomials in several variables ( [17] ). We compute u p (aX
Preliminaries
Given j, j i integers such that 0 ≤ j i < p and j = r i=0 j i p i , we define the p-weight of j by σ p (j) = r i=0 j i , and ρ p (j) = r i=0 j i !. From now on, we assume that a polynomial
is a nonconstant polynomial of degree less than p. In this paper we consider p to be odd.
Let Q p be the p-adic field with ring of integers Z p . Let T denote the Teichmüller representatives of F p in Q p . Denote by ξ a primitive p-th root of unity in Q p . Define θ = 1 − ξ and denote by ν θ the valuation over θ. Note that
Frequently, we denote S p (aX
, where ab = 0.
Note that if the p-adic valuation of the exponential sum x∈F p φ(F (x)) is a real number, then S p (F ) will not be divisible by an arbitrary power of p and therefore S p (F ) = 0. The next theorem gives a bound for the θ-adic valuation of an exponential sum with respect to θ.
where
for (j 1 , . . . , j N ) a solution to the modular equation
and
Following the notation in [15] , we expand the exponential sum S p (F ):
where a i 's are the Teichmüller representatives of the coefficients a i of F , and c(j i ) is defined in Lemma 2.3 below. Each solution (j 1 , · · · , j N ) of (2) is associated to a term T in the above sum with
Sometimes there is not equality in the bound of Theorem 2.1 on the p-adic valuation of S p (F ) because it could happen that there is more than one solution (j 1 , . . . , j N ) providing the minimum value for N i=1 j i , for example, when the associated terms are similar some of them could add to produce higher powers of θ dividing the exponential sum. In [7, 8, 10] , we computed the p-adic valuation of some exponential sums over finite fields for special polynomials. Our results of this paper generalize and improve the results of [8] .
Ê Ñ Ö 2.2º In the case that there is a unique (j 1 , . . . , j N ) such that
From now on, we call any solution (
We need to use the following lemma together with Stickelberger's Theorem( [3] ) to compute the p-adic valuation.
Ä ÑÑ 2.3º There is a unique polynomial C(X)
Moreover, the coefficients of C(X) satisfy
where g(j) is the Gauss sum,
Ì ÓÖ Ñ 2.4 (S t i c k e l b e r g e r [16] 
Now we state some theorems about polynomials that are going to be used in the following sections.
Ê Ñ Ö 2.6º Theorem 2.5 implies that if S q (F ) = 0 for at least one nontrivial additive character, then F is not a permutation polynomial of F q . Using the result of C o n w a y-J o n e s in [11] , we obtain that if S p (F ) = 0 for a nontrivial additive character φ of F p , then F is a permutation of F p . Note this is only true for the ground field. For example,
T r(x 7 +(α+1)x) = 0, and |V F | = 21, where
We extend the definition of
The conclusion of Theorem 2.1 is false for q = p f > p (see [15] for the correct version of the theorem).
Now we state a relation between u p (F ) and
Ä ÑÑ 2.7º With the above notation
In the case that equa-
We are going to prove the lemma for binomials but the proof is similar for general polynomials. The terms of (ax
In the case
contains terms of x with exponent congruent to 0 mod q − 1. Now we consider the case when q = p and equation (2) has a unique minimal solution. When we expand (ax
2 ) many terms of x with exponents congruent to 0 mod p − 1 could appear and its sum could be equal to zero. In the case that equation (2) has a unique minimal solution, we only have one term congruent to 0 mod p − 1.
The condition of a unique minimal solution of (7) does not 
p-adic Valuation of
In this section we compute the p-adic valuation of S p (d 1 , d 2 ) under some natural conditions. In particular, we compute the divisibility of 
If l 1 satisfies
then the modular equation
has a unique minimal solution given by (i 1 , j 1 ) = (
, where
P r o o f. The assumption that gcd(d 1 , d 2 ) divides p−1 and Lemma 3.1 guarantee that l 1 exists, so
where the minimizations are over nonnegative integers. We can set
We note that l 1 < d 2 since it is the least nonnegative integer satisfying a congruence modulo d 2 , and s 1 < d 1 for similar reason. Thus
We shall show that (x, y) = (i 1 , j 1 ) is the unique minimizer of x + y among pairs of nonnegative integers satisfying the congruence
So suppose we have a nonnegative pair (i, j) with
for some integer T ≥ 1 and suppose that i + j ≤ i 1 + j 1 . We shall show that in fact (i, j) = (i 1 , j 1 ). We note that d 1 (T i 1 )+d 2 (T j 1 ) = T (p−1), and any other i, j with d 1 i+d 2 j = T (p − 1) must be of the form i = T i 1 + (ud 2 /g) and j = T j 1 − (ud 1 /g), for some integer u, where g = gcd(d 1 , d 2 ). So we write our pair (i, j) in this way. Then
and thus (T − 1)(i
On the other hand, the fact that j is nonnegative forces (u/g) ≤ T j 1 /d 1 . Combining these, we obtain
our given assumptions and j 1 < d 1 by (12), so we have (T − 1)(p − 1) < p − 1, which forces T = 1.
Thus i = i 1 +(ud 2 /g) and j = j 1 − (ud 1 /g) and
). Since we have assumed that i + j ≤ i 1 + j 1 , this forces u ≥ 0. So then i ≥ i 1 and we can set l = (p − 1)/d 1 − i, which is less than or equal to
Thus by the minimality of l 1 , we have l = l 1 , which means i = i 1 . This implies u = 0 and so j = j 1 .
Ê Ñ Ö 3.3º Lemma 3.2 can be modified to be applied when gcd(
. Then equation (10) is equivalent to
Note that gcd
g . Now, we state the main result of this section.
Ì ÓÖ Ñ 3.4º With the same notation and assumptions as in Lemma 3.2, we have
P r o o f. Now we prove the first part of the theorem. Combining Remark 2.2 and the uniqueness of Lemma 3.2, we obtain that the p-adic valuation:
. The second part of the theorem follows substituting
in Lemma 2.7 and applying the result of W a n, S h i u e, C h e n [20] .
Those conditions of the Theorem 3.4 seem artificial but will lead to the calculation of p-adic valuation of exponential sums under natural conditions.
In the following corollary we impose conditions on d 1 and d 2 such that we can apply Theorem 3.4. Now, we apply Lemma 3.2 to give a lower bound to the value sets of binomials over F q .
ÓÖÓÐÐ ÖÝ
3.5º If d 1 ≤ √ p − 1 and gcd(d 2 , d 1 ) = 1, then ν θ S p (d 1 , d 2 ) = p − 1 d 1 + s 1 + l 1 (d 1 − d 2 ) d 2 and p > |V aX d 1 +bX d 2 | ≥ p − 1 d 1 + s 1 + l 1 (d 1 − d 2 ) d 2 + 1. P r o o f. The condition d 1 ≤ √ p − 1 implies that l 1 ≤ p−1 d 1 and d 1 − d 2 ≤ p−1 d 1 . If gcd(d 2 , d 1 ) = 1,
Ì ÓÖ Ñ 3.9º With the same notation and assumptions as in Lemma 3.2, we have
by Lemma 2.7. Applying the result of W a n, S h i u e, C h e n ( [20] ), we obtain
Ü ÑÔÐ 3.10º Consider the polynomial F (X) = X 11 + aX over F 128 . Using Theorem 3.9, we have that |V F | ≥ 18. Ê Ñ Ö 3.11º In [5] , B l a c h e, Fé r a r d, Z h u state the following conjecture:
Let > 0 and F (X) be a polynomial of degree d over the rational numbers. If ν p (S p (F (X)) > 1 d + for infinitely many primes p, then F (X) = P D n (x, c) for some polynomial P (X) over the rational numbers and a global Dickson polynomial D n of degree n > 0. Corollary 3.5 implies 
(1) If s 1 is even and
, and
P r o o f. The corollary follows considering all the congruent classes modulo d 2 = 2 and noting that l 1 ≤ 1 in the case of d 2 = 2.
Now we are going to improve Theorem 3.4 when
Then for the modular equation
(1) for each c > 0 satisfying (15) , the pair (i, j) with 
ÒÓÛÐ Ñ ÒØ×º
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