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The problem of sequentially ordering all binary n-tuples with k ones is considered. Necessary 
and sufficient conditions are given for an order to exist when consecutive n-tuples must differ 
by the interchange of two adjacent coordinates. Also, examples are given to support he 
following. Conjecture: it is possible to order the binary (2k + 1)-tuples with k or k + 1 ones uch 
that consecutive tuples differ in precisely one component (with the first tuple considered 
consecutive tothe last). 
Introduction 
Many solutions exist to the problem of finding a circuit of all binary n-tuples 
such that only one coordinate position changes at each step [3]. Such paths are 
called Gray codes and often arise in combinatorics when traversing the subsets of 
an n-set. 
An obvious variation is to seek a Hamiltonian circuit or path through the 
density k binary n-tuples, or the k-sets of an n-set. There are several reasonable 
adjacency relations for the k-sets. One such defines two k-sets to be adjacent 
when they differ in two coordinate positions, when considered as binary n-tuples. 
We name the graph of this adjacency relation K(n; k), where K denotes the 
complete graph on n vertices. This indicates that adjacent n-tuples can be 
produced by interchanging any two coordinate positions. More generally, for a 
graph G with n vertices, define the graph G(n; k), where the vertices are density 
k subsets of G and two vertices are adjacent ff they differ by the interchange of 
two adjacent elements of G. The graphs K(n; k) always have Hamiltonian 
circuits. For example, it is well known [5, 6] that such a circuit is obtained from 
the standard binary-reflected Gray code order by omitting all n-tuples that do not 
have density k. 
Another adjacency relation on density k n-tuples allows the interchange of two 
coordinate positions only when there are no ones in positions between these two 
positions. If each k-set is associated with an ordered list of k integers 1 ~< il < i2< 
• • • < ik ~< n, then adjacent k-sets differ in one position of the ordered list. These 
graphs are known to have Hamiltonian paths [2]. In fact, the reference shows that 
for k ~ n -  1 these graphs have Hamiltonian circuits. 
Our object is to consider the existence of constant-density Gray codes when the 
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adjacencies are much more restricted. Instead of allowing the complete set of 
interchanges K, we may take any graph on n vertices. For example, if the n-cycle 
is selected, it may be asked if the resulting graph of k-sets C(n; k) has a 
Hamiltonian circuit. Partial results on precisely this problem were obtained by 
Joichi and White [4]. 
Except in the trivial cases k = 0 or k = n, in order for G(n; k) to be connected, 
G must be connected. An interesting class of problems arises when G is 
minimally connected: G is a tree. The rest of this paper is devoted to the 
Hamiltonian question when G a tree of one of two extreme types. The first is the 
line on n points L, which for n 3 2 has two endpoints of valence 1 and n -2 
points of valence 2. Lastly we consider the star on n points S, consisting of one 
central point connected to n - 1 otherwise isolated points. 
1. L(n; k) and constant-density Gray codes 
Order the coordinate positions from 1 to n and let each be connected to its 
neighbors by L. Note that since the vertices lkOnek and Ok lnmk have unit valence, 
in general L(n; k) will not have a Hamiltonian circuit. Trivially, HamiltoAian 
paths exist when k < 1 or k 2 n - 1. Note that L(n; k) is 2-colorable. In fact for 
any 2-colorable graph G on n vertices, G(n ; k) is 2-colorable. In this case a 
vertex of L(n; k) can be colored by the parity of the sum of the coordinate 
positions of the k ones. It can be computed that the difference between the 
number of times each color is used is zero if n is even and k is odd, and is 
ln/21 
( ) 1W.l 
otherwise. If the difference is greater than 1, then the graph cannot have 
a Hamiltonian path. Hence, we have the following. 
Proposition 1. For n - 1 > k > 1, L(n; k) does not have a Hamiltonian path, unless 
n is even and k is odd. 
An example where a Hamiltonian path is possible is given below: 
111000 101010 010101 100101 
110100 101100 001101 100011 
110010 001110 011100 010011 
110001 011010 010110 001011 
101001 011001 100110 000111. 
The rest of this section is devoted to proving the following theorem. 
Theorem 1. If n is even and k is odd, then L(n; k) has a Hamiltonian path. 
The proof will require a number of definitions and propositions. All graphs 
Gray codes with restricted density 165 
involved will be undirected and have no loops. It is convenient o define a 
Hamiltonian circuit of a graph to be a Hamiltonian path in which the first and last 
vertices are adjacent. Also, for any two graphs G and H we define the product 
G x H to be a graph with vertex set equal to the Cartesian product of the vertex 
sets of G and H, and in the product graph (g, h) is adjacent o (g', h') iff g = g' 
and h is adjacent o h', or h = h' and g is adjacent o g'. 
The following proposition also appears as part of a theorem appearing in [1]. 
l~roposilion 2. Let H be a graph with a Hamiltonian circuit through its [H I = m I> 2 
vertices. Let G be a graph with spanning tree T such that each vertex has valence 
<~m, in the tree. Then G × H contains a Hamiltonian circuit. 
l~rooL Orient T by selecting one of its vertices to be the root node. For any 
vertex g of T we have the subtree Tg with root g. We wish to establish the 
following inductive hypothesis: 
OP) Tg×H has a Hamiltonian circuit and if g has fewer than m successors, 
there is a Hamiltonian circuit containing the edge [(g, h), (g, h')], where 
h and h' are arbitrary vertices adjacent in the given Hamiltonian circuit 
of H. 
When g is a leaf the hypothesis is obviously true. Assume g has successors 
ga . . . . .  gd and (P) is true for each of them. Let C = [ha . . . . .  hm] be the Hamilto- 
nian circuit of H. Find Hamiltonian circuits, G for T~ x H which use the edge 
[(g~, h/.), (gl, ~+a)] (define h~+l to be ha). It is clear that these may be joined to a 
copy of C at g by traversing T~ ×H rather than using the edge [(g, hi.), (g, ~+a)]. 
Moreover, if d < m the edge [(g, hm), (g, hi)] still appears in the resulting circuit. 
Since the labeling of C may be circularly shifted, [h~, hi]  can be any edge of C. 
Thus (P) is established for g and Proposition 2 follows by induction. [] 
Proposition 3. Under the same hypotheses as Proposition 2, if [ha, h2] is contained 
in a Hamiltonian circuit of H, and if [ga, gEl is an edge of G and g2 has valence 
<m, then G × H has a Hamiltonian circuit containing [(ga, hi), (g2, hi), (g2, h2)]. 
ProoI. Select a spanning tree of G with edge [gx, g2], letting g2 be the root. 
Statement (P) may now be applied and the connecting edge from the subtree Tg 1 
can be selected to be [(gl, hi), (g2, hi)]. [] 
Let L(n) denote the line with n points. Our next goal will be to show 
L(n;  k)x L(2) has a Hamiltonian circuit for any n and k. 
la~imsilion 4. I f  ]L(n; k ) l=(~)>l ,  then any Hamiltonian circuit of L(n; k)x 
L(2) contains the following two paths, possibly with the direction reversed: 
[(lk-1010 "-k-l,  a), (lk0 "-k, a), (lk0 "-k, b), (lk-1010 "-k-l, b)], 
[(0"-k-1101 k-l, a), (0"-k I k, a), (0"-k I k, b), (0"-k-1101 k-l, b)], 
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where the vertices of L(2) are labeled a and b and the vertices of L(n ; k) are labeled 
by bit strings of length n. 
Proof. This follows because L(n; k) has two vertices with valence one. []  
Proposition $. L(n; k)x  L(2) contains a Hamiltonian circuit. 
Proof (by induction). When IL(p; r)l = 1, L(p; r )x L(2) has a Hamiltonian circuit. 
Suppose that L(p;  r) x L(2) has a Hamiltonian circuit whenever p ~< n and r~ < k, 
with p<n or r<k. We may assume [L(n; k) l> l .  If k = 1, apply Proposition 2; 
otherwise, partition the vertices of L(n; k) into 'levels' depending on the position 
of the second 1 in the n-tuple representation. In an abuse of notation, 
L(n; k) = l l L (n -2 ;  k -2 )UL(2 ;  1 ) l L (n -3 ;  k -2 )  
UL(3;  1 )1L(n -4 ;  k -2 )U  . . . .  
We will call L(m ; 1) lL(n - m - 1; k -2 )  'level m'.  Our strategy is to find a circuit 
of the direct product of each level with L(2). Since L(m; 1) is a tree, we may 
apply Proposition 2, with G=L(m;1)  and H=L(n-m-1 ;  k-2)xL(2)  e to 
obtain a Hamiltonian circuit O,, of the direct product of level m with L(2). 
Propositions 3 and 4 allow us to select the O,, subject to the following con- 
straints: 
(1) Ol has an edge from Yl = (11, 0n-kl k-2, a) to zl = (11, 0n-kl k-2, b). 
(2) For m > 1, Qm contains the path [x~, Ym, z,,], where 
x =(010m-21,0 . . . .  k÷alk-2, a), y" = (10m-I 1, 0" - ' -k÷ l lk -2 ,  a), 
z,, = (10"-11, 0" - " -k+l l  k-2' b). 
The procedure for splicing the Q,, together to form a single circuit is shown in 
Fig. 1 []  
The same strategy will be used to show that L(n; k) has a Hamiltonian path 
when n is even and k > 1 is odd. We will show that level m, L(m)x  L (n -m-  1; 
k -2 ) ,  always has a Hamiltonian circuit except for the top (m = 1) and bottom 
(m = n - k + 1) levels. The cases m odd and m even are handled separately by the 
following two propositions. 
Proposition 6. If G has a vertex gx with precisely one neighbor g2, and if L(2) x G 
has a Hamiltonian circuit and if m >12 is even, then L(m) x G has a Hamiltonian 
circuit containing the edge [(vx, gl)(v2, gl)] (where the consecutive vertices of L(m) 
are labeled v~ . . . . .  vm). 
Proof. Let m = 2p. By hypothesis we have circuits D1 . . . . .  Dp for [vl, va]x G, 
[v3, v4] x G . . . . .  [vm-1, v,,] x G. It is deduced that a Hamiltonian circuit of L(2) x 
G contains the path [(vl, g2), (vl, gl), (v2, g0, (v2, g2)], possibly with reversed 
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direction. Fig. 2 shows how to splice the circuits together to obtain a circuit 
satisfying the requirements. [] 
Corollary. L(2p) × L(n; k) has a Hamiltonian circuit when [L(n; k)[ > 1. 
The proof of Theorem 1 (for n even and k odd) will proceed by induction, so it 
will be assumed that when m is odd, L(n -m-  1; k -2 )  will contain a Hamilto- 
nian path. Note that ]L (n -m-  1; k-2)[  = ("~'1'_2 z) will be even in this case. 
Propos i t ion  7.  I f  G is a graph with an euen number of vertices and contains a 
Hamiltonian path, then, for any m > 1, L (m)× G contains a Hamiltonian circuit. 
(S l  'g2  ) "r "r" ~ e**  
II I I I 
I I 
I I 
I I 
_ _* ¢ . . . . .  
(s l ,g l )  -- (s2,gl) (s3,g 1) 
Fig. 2. 
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This circuit can be required to contain the edge [(vl, g0, (v2, gl)], where gl is an 
initial vertex of a Hamiltonian path of G. 
Proof. The Hamiltonian path of G is isomorphic to L(2p) for some p>0.  It 
suffices to find a Hamiltonian circuit of L(m)× L(2p). Proposition 6 establishes 
this from the obvious circuit of L(m)× L(2) which trivially exists. The Hamilto- 
nian circuit of L(m)x  L(2p) must contain the edge [(v~, gl), (v2, gl)]. [] 
We now are able to prove Theorem 1, our main result. 
Proof ot Theorem 1. We are to find a Hamiltonian path of L(n; k) for n even 
and k>l  odd. We use the inductive hypothesis that L(q; l) has a Hamiltonian 
path for q even, l odd with q<~n, l<~k and q<n or l<k .  Split L(n; k) into levels 
as was done in the proof of Proposition 4. The preceding propositions how the 
existence of Hamiltonian circuits Rm for each level m of this graph except when 
rn = 1 (top level) and when L(n -m-  1; k -2 )  has only one node (bottom level). 
To do this when m is even, use Proposition 6 and its corollary. When m is odd, 
use Proposition 7 together with the inductive hypothesis. Also, by the inductive 
hypothesis, the first level has a Hamiltonian path R1 since it is isomorphic to 
L(n -2 ;  k-  2). The bottom level is isomorphic to L(n -  k + 1), obviously contain- 
ing a Hamiltonian path R,-k+l. These paths can be spliced together using the 
points 
u~ = 10m-ll0"+l-"~-k 1 -2, v,, = 010"~-210"+1-"~-k 1 k-2. 
R 1 
Un. k 
Un-k +1 
Ul ~ '- ~ 111k'20 n-k 
u 2 v~v2~ ~"~ R 2 
u3 ~ R3 
u 4 R 4 
~ >  Rn'k 
Rn- k+l on'k111 k'2 
Fig.3. 
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Note each level contains a u,, and all but the first contains a v,,. For all R,, which 
are circuits the constructions may be made so as to use the edge from u,~ to v,,. 
The first level has a Hamiltonian path using ul as the terminal point and in the 
bottom level u,_k+ 1 can be taken as the initial point of a Hamiltonian path. Fig. 3 
shows how to splice these together to give a Hamiltonian path of L(n; k). [] 
2. S(n; k) and 2-density Gray codes 
We represent S(n; k) by binary n-tuples where interchanges are allowed 
between coordinate position n and any other position. If we color a vertex by the 
binary value at position n, a 2-coloring of S(n; k) results. The difference between 
the number of vertices of each color is Hence, we have the 
following. 
Proposition 8. If IS(n;k)l> l, then S(n;k) has no Hamiltonian path, Unless 
n =2k  or n<~3. 
We conjecture that a converse to Proposition 8 also holds: S(2k; k) has a 
Harniltonian circuit for any k > 1. Through use of a computer we have verified 
this conjecture for k~<6. The existence of a Hamiltonian circuit in S(n; k) is 
equivalent to the existence of a Hamiltonian circuit in a graph formed by ignoring 
the nth coordinate. In this graph the densities k and k - 1 appear and although no 
interchanges of the n - 1 coordinates are allowed, any single coordinate is allowed 
to change. We call this graph N(n - 1; k - 1, k), where N indicates the completely 
disconnected graph on n -  1 points. The first few steps of a circuit of N(7; 3, 4) 
are 
0000111 1100110 1010100 1100101 
1000111 1100100 1010101 1100001. 
1000110 1110100 1000101 
This path has the property that none of the first ten vertices are equivalent 
under circular shift. The final vertex is a circular shift of the first vertex. The path 
can now be repeated with the circular shift applied to all vertices. Repeating this 
path seven times yields a circuit of N(7; 3, 4). Hamiltonian circuits have been 
constructed in a similar manner up through the case N(11; 5, 6) (see Appendix A). 
A stronger conjecture is that, for k>l ,  N(2k -1 ;  k- j ,  . . . .  k - l ,  
k . . . . .  k + ] -1 )  has a Hamiltonian circuit. One case of this conjecture is settled 
by the following. 
Proposition 9. For k >! 1, N(2k + 1; 1 . . . . .  2k) has a Hamiltonian circuit. 
Proof. A direct method of construction is to piece together four Gray codes 
through the tuples of length 2k -1 .  The graph of all (2k+l ) - tup les  can be 
170 M. Buck, D. Wiedemann 
0¥ 
Fig.4. 
partitioned into four pieces according to the first two coordinates. Thus we have 
the 'levels' 00, 01, 11, 10. The two points to be skipped are x=0002k-1 and 
y = 1112k-1. The diagram of Fig. 4 shows how to link Hamiltonian circuits of each 
level together, where each circuit has been written out as a vertical line. Except 
for the difference in the first two coordinates the four circuits are assumed to be 
identical. Note that the adjacency between the top and bottom vertices on a 
level is only used on the last level. The fact that oscillation between the middle 
two levels can be interrupted to exclude y follows from the fact that the distance 
from x to y is odd. [] 
Appendix A 
We list a sequence of coordinate positions to change to produce the initial part 
of a Hamiltonian circuit for N(2k  - 1 ; k - 1, k ) .  For the example in Section 2 we 
have the sequence 
1726327325 
The sequence is assumed to start at O k 1 "-k. Appliction of the change sequence 
terminates in some circular shift of the initial vector. Repetition of the sequence 
generates a Hamiltonian circuit. 
For N(9; 4, 5), 
19283743567534 
53876536526173.  
For N( l l ;  5, 6), 
37  410692 
98  3 2852 
7910 7258 
11210 734811 
41011 185 69211 165 7 
910  8 7361037 8 47310 
2 7 4 2791078 6 78210 
7 31119 528 51162 8. 
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