In a world, in which the acceptance and the social community membership is highly desired, the ability to predict social group evolution appears to be a fascinating research task, yet very complex. Therefore, the problem decomposition has been performed, and a new, adaptable and generic method for group evolution prediction in social networks (called GEP) is proposed in this paper. The work also contains extensive evaluation of the GEP method for many real-world social networks, including (1) analysis of numerous parameters (time window type and size, community detection method, evolution chain length, classifier used, etc.), (2) comparative analysis against other existing methods, (3) adaptation of the transfer learning concept to group evolution prediction, (4) enhancing the classification model with a more appropriate training set, and (5) prediction of more distant and multiple following future events. Additionally, many new predictive features reflecting the community state at a given time are proposed as well as rankings of the features most valuable for the classification process are provided. Moreover, the work identified a number of problems of existing methods for evolution prediction. The most severe are methodological issues, a narrow application area, insufficient validation, superficial descriptions of the methods and conducted experiments, as well as lack or unreliable comparisons with other methods.
Introduction
Let imagine that we have invented a new generation of diapers -Smart Diapers, which are extra soft, super absorbing, and additionally, can communicate with parents' smartphones to notify when their change time comes. We have spent a lot of money on the development, therefore, we have a limited budget to advertise the product. We have decided to introduce the product to discussion groups on the Facebook platform. Mothers from different countries / cities create and join groups, where they talk about and comment on new products for babies, general advice on raising children, sell used clothes, etc. Convincing members (mothers) of such relevant groups to use and buy the product would be much more effective and cheaper to reach than the advertisement to the broader community using expensive TV commercials. Additionally, the word-of-mouth recommendation is the most powerful marketing 1 .
However, the vital question is -in which Facebook groups the company should invest its efforts, i.e., time and money? Into newly created groups that might be very active and are expanding fast, or into larger groups that may be not very active anymore? Which of these groups will be still running in few weeks / months / years and which will become inactive and disappear? That is why the knowledge about the history, current behavior, and future evolution of groups is crucial for deciding where to allocate scarce resources.
There was no solution to this problem until 2012 when Bródka et al. proposed a new concept in which the history of the group changes is utilized in order to classify the next event in group lifetime 2 . In this first trial Bródka et al.have used only event type and size of the groups to describe the state of the community at a given time. Over the next year, the concept was investigated by the authors of this work in collaboration with the AGH University of Science and Technology. The concept was adapted to two methods for tracking group evolution -the GED method and the SGCI method 3 . In 2013 the authors have presented the first method for group evolution prediction 4 . It was the initial version of the GEP (Group Evolution Prediction) method, but the name was given afterward. Since then only a few more methods have been proposed, but all of them have some drawbacks and have been designed to solve a particular problem, hence, their application area is rather narrow. In the end of 2013İlhan et al. presented their research with several new measures describing the state of the community and new method for tracking group evolution 5 . In 2014 Takafolli et al. applied the binary approach to classify next change that group will undergo 6 . They used 33 measures to describe the state of the community. In 2015 Saganowski et al.presented new results, where, except new measures, the influence of the length of the history used in the classification was examined 7 . Later the same year Diakidis et al. adopted the concept with GED implementation to conduct their research with 10 measures as predictive features 8 . In 2016İlhan et al. presented new results and proposed a method to select measures which should be the most useful as predictive features for a given data set 9 .
Therefore, in this paper, a new generic method to predict future behavior of groups, based on their historical structural changes as well as experienced events, is proposed, evaluated and discussed.
Results
The GEP method was extensively analyzed with twelve real-world data sets, for which more than 200 different temporal social networks were created, and in total, more than 1000 individual classification tasks were performed.
The impact of different time window types and sizes on further stages of the GEP method was analyzed and presented on the IrvineMessages data set. For this particular data set three time window types were analyzed -disjoint, overlapping and increasing, and a wide variety of time window sizes -from one hour to one month, resulting in 25 different temporal social networks. In this case, the time window size equal to or longer than one week was too long to track the evolution of communities successfully and to perform a classification. In such a long period, the network was changing too rapidly to match communities in the consecutive time windows. On the other hand, too short time span, covering from one to twelve hours of observations, generated too many time windows (up to 9,296), which was hard to compute and analyze. Moreover, a short observation period resulted in creating many time windows, which coincided with users' inactivity, e.g., during nights. This, in turn, generated an abnormally high number of dissolving events (up to 82% of all events), which hindered creating a longer evolution chains. For the IrvineMessages data set the time window lasting one or two days was the most suitable option as the transitions between time windows were smooth, and there was a very low number of the "empty" time windows. The time window of overlapping type was the best selection as it provided a decent number of events of different types. If one would be interested in long-lasting, persistent communities, then the increasing type of time window would be the best choice as it generated a high number of the continuing, growing and shrinking events. The disjoint type of time window was not able to generate a sufficient number of evolutions to perform the successful classification. In general, the main finding is that for rapidly changing or sparse social networks a shorter overlapping time windows (in relation to the context of the data) are a better choice than longer or disjoint periods. On the contrary, if relations between individuals are recurrent and the network is rather dense, one may try using disjoint time windows to obtain more concise results and to lower the computational cost.
Two most commonly used community detection approaches were analyzed, namely the CPM method detecting the overlapping communities, and the Infomap method identifying the disjoint communities. It turned out that for sparse networks, CPM method was not a proper choice, as it left out nodes that did not belong to any clique. In the most extreme case, the CPM method omitted even as many as 97% of network nodes, which resulted in a deficient number of communities and evolutions, and finally a very low classification accuracy. At the same time, the Infomap method performed very well identifying a large number of communities. However, if a network is not so sparse then generating overlapping communities may be a better choice, especially if the context of the data suggests overlapping communities, i.e., when actors have a tendency to belong to more than one community at a given time. This may significantly improve the classification quality. The Infomap method, however, is a better choice when computational complexity is an important factor and computational time is limited. It simply performs much faster, particularly for large networks.
The analysis of the evolution chain length impact on the classification accuracy is presented in supplementary information. The chains containing from two to up ten community states were evaluated. The results yield that evolution chains with more community states provide better classification results. However, there seems to be a threshold of the number of states, beyond which the number of the evolution chains becomes too low, and the classification accuracy cannot be further improved. Additionally, the most prominent features were identified using the feature selection method and it turned out that usually over 70% of the selected valuable features were obtained from the last three community states. It means that the most recent history of the community has the most significant impact on its next change. This is the extremely useful conclusion if one has limited computational capabilities and cannot calculate community profiles for all states.
Furthermore, as many as fifteen different classifiers were evaluated on four various data sets. The tree-based classifiers and meta-classifiers (equipped with decision trees) performed best. Many classifiers could not handle imbalanced data sets, so the undersampling and oversampling techniques were applied. Balancing data sets notably improved the results confirming the usefulness of the undersampling and oversampling techniques. On the balanced data set, a classifier focuses on the predictive features computed for the community states instead of focusing on the event distribution. The Friedman statistical test with the Shaffer post-hoc multiple comparisons was performed to obtain rankings of classifiers on the imbalanced and balanced data sets. In both cases, the Bagging classifier (with the REPTree classifier) was the winner, and the RandomForest classifier was ranked second. What is important, the p-values confirmed that the results were statistically significant. Furthermore, the experimental study showed that adjusting the classifier parameters can significantly improve the classification accuracy.
The logarithmic correlations were observed between the number of bagging iterations in Bagging classifier and the average F-measure value, as well as between the number of generated trees by the RandomForest classifier and the average F-measure value. The confidence factor parameter of the J48 classifier was found also correlated with the average F-measure value. The maximum improvement in average F-measure value achieved by adjusting the classifier parameter was 17%, and it was obtained by increasing the number of generated trees by the RandomForest classifier. The results prove that the process of adjusting the classifier parameters should always be performed, as long as the computational time and resources are not limited.
Moreover, the GEP method was compared to other existing methods. Despite the fact that the GEP method is so flexible and has so many options it is competitive with other methods, often designed to deal with a specific problem or data set. Despite the fact that the GEP method is so flexible and has so many options it is competitive with other methods, often designed to deal with a specific problem or data set. For example, the GEP method was slightly better than the method byİlhan et al. In particular, a special version of the GEP method, in which only features from the last three states (out of all 8 or 9 states) were used as an input for the classifier, performed better. After all, it needs to be emphasized that none of the existing methods is as adjustable and versatile as the GEP method.
The existing methods for group evolution prediction were analyzed, and a number of their drawbacks were identified. The most severe were: a narrow application area, methodological issues (e.g. inappropriate computation of the conditional probability), insufficient validation of the methods (e.g. a single sampling into two folds instead of the 10-fold cross-validation), superficial descriptions of the methods and conducted experiments (often insufficient to repeat and validate the experiments), and lack or unreliable comparisons with other methods.
Several new ideas to enhance classification accuracy are also presented in this work. For instance, the transfer learning technique was adapted to the problem of group evolution prediction for the first time in this field. The attempt of learning the classification model on one data set and application to another one was quite successful -the results were satisfactory. The key to success is finding a data set with a likewise characteristics. Moreover, in some cases learning the transferred model on the balanced data set can boost the classification quality for the data set to which the model is adapted. The initial experiments also suggest that the underlying similarity of two data sets (e.g., the same habits of actors or ideally the same set of actors) can help create a model which transferred can outperform the initial model built for a given data set. Very promising results, although at an early stage, were achieved for enriching the classification model with evolution chains from a different data set. By partially balancing the training set of a given data set with the evolution chains from a different data set, it was possible to improve the classification model and thus produce better results for minority classes, without affecting the results of the dominating classes in the given data set. This phenomenon is especially important, because the existing techniques of balancing a data set always affect the classification results of the dominating classes.
Another way to enhance the classification model, proposed in this thesis, is an appropriate selection of the observation time span. The research shows that for a network spanning over a long period of time or changing rapidly, updating the classification model every once in a while might increase the results, as the model reflects the current characteristics of the network in the better and more up to date way. However, in order to rebuild the model every now and then, the number of observations (evolution chains) extracted from a shorter time span must be high enough.
Additionally, new predictive features are also proposed in this paper. In particular, aggregations of node measures were used to compute the local and global microscopic features, network structural measures were adopted as macroscopic features, and ratios of community measures to network measures were utilized as mesoscopic features. All computed features were thoroughly evaluated in terms of usefulness for a classifier and the rankings of the most prominent features were built. For the evolution chains of a various length, different rankings were obtained. Only for the shortest 1-state evolution chains the macroscopic features were helpful, which may result from the fact that communities with a short history are considered unstable and vulnerable to the environment they live in. For the evolution chains obtained from the increasing time windows, the features describing the local structure, especially the centrality-and distance-based measures, were more informative for the classifier, as the changes between the consecutive increasing time windows were delicate and occurred at the microscopic rather than macroscopic level. For the longest 9-state evolution chains, the neighborhood-based features were among the most valuable features, which lead to believe that for the long-lasting communities, the relations with their surroundings are a better predictor of the forthcoming change than, e.g., the macroscopic features. In general, the variations of the eigenvector-, eccentricity-, and closeness-based features were present in most of the selective rankings, which suggests that centrality-and distance-based measures obtained on the node level are the most prominent features and if the time limit is a factor then these features should be computed before any other.
Discussion
Across six stages the GEP method utilizes various approaches, methods, and techniques, which can be adjusted with respect to a given data set and a particular study purpose. These approaches, methods, and techniques are considered as the GEP method parameters.
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In the first stage, the data from the input stream are segmented into time windows, which can be done with different setup parameters, namely (1) time window division, (2) window type and (3) window size. All three ways in which a data set can be divided into time windows (equal time, the same number of relations, and the arbitrary division) have the same computational complexity, since in all cases the whole data set has to be iterated once. However, it is quite different, when it comes to selecting the time window type and size. The disjoint time windows will require the smallest number of calculations. The use of the increasing time window type generates the same number of time windows, but each successive time window is larger and larger (contains more relations), which quickly increases the computational complexity, especially of community detection (Stage 3) and feature extraction (Stage 5). Sometimes, when the aggregated network is too large, it is even impossible to compute such an oversized time window (in terms of further calculations, like the community detection, evolution tracking, or feature extraction). The overlapping time windows require creating more windows than other types, but their size is similar to the disjoint time windows in terms of the number of nodes and edges in a single time window. A proper choice of the time window type and size has a direct impact on the following GEP stages, especially on the number of evolutions discovered by the tracking method (Stage 4) [Saganowski 12a ]. If relations between individuals in a data set have a tendency to change rapidly, then disjoint time windows would be a poor choice since there may not be too many relations lasting between two consecutive time windows. As a result, the tracking method will not provide any events (Stage 4), so there will be no input to a classifier, and hence, no events to predict (Stage 6). Too large size of the time window, in turn, might lose some information about community changes occurred in the meantime.
So far, there is no formula which determines the right type and size of the time window, but a few indications may be proposed to help in choosing the best parameters:
• if the network is sparse or changes rapidly, the overlapping time window should be used. Usually the offset equal to 30% of the time window size is enough to obtain a reasonable number of events between the consecutive time windows;
• the time window type and size should be adjusted with respect to the context of the given data set, e.g., the co-authorship network, referring to researchers who often publish only once a year, should evolve smoothly with the 1-year disjoint time windows;
• if the persistent groups are the goal, the increasing time window should be utilized, as it provides mostly the continuing and growing events;
• if relations between individuals are recurrent and the network is rather dense, one may try using disjoint time windows to lower the computational cost;
• it is acceptable and even preferable to repeat the selection of the time window type and size several times; it appears to be a common practice;
• in the experimental studies the most common choice was the overlapping time window with the offset between 30% -50% of its size.
The goal of the second stage is to create a social network for each time window. The parameter that can be adjusted in this process is the set of edge attributes, commonly its weight and direction. The weighted / unweighted as well as directed / undirected characteristics of the network did not yield a major impact on the computational complexity nor the accuracy of the classification. They have, however, impact on the calculations of certain measures (Stage 5), e.g., the indegree and outdegree measures will always be the same for the undirected network, but might have different values for the directed one. The betweenness centrality may have a different value in the weighted network than in the unweighted one with the same structure. Furthermore, some community detection methods may be incompatible with the networks having particular characteristics or may ignore some attributes (e.g., weighted relations). The CPM method and the Infomap method, used in the experimental studies are capable of handling the most important network attributes. If possible, all the available characteristics of the network should be used to reflect better the part of the real world being observed.
In the third stage, the community type (disjoint vs. overlapping) has to be decided, which is usually done by selecting a community detection method providing a particular type of communities. Although some methods are able to produce both, disjoint as well as overlapping communities. The methods for extracting disjoint communities perform faster than the ones providing overlapping groups. In some extreme cases, when the network is very large, the CPM method is unable to extract groups due to its enormous memory requirements. Another issue to keep in mind is that there are only a few methods for tracking the evolution (Stage 4) that can deal with the overlapping groups. It is hard to compare two types of the grouping methods in terms of the impact on the classification accuracy, as each type of the clustering provides a different set of communities. The number of detected communities may differ a lot, as well as the distribution of the evolution events tracked on the particular type of communities in Stage 4. What is more, the profile of the groups may be diverse, e.g., the network grouped with the CPM method tends to have one giant component with many small overlapping groups alongside. The CPM method also inclines to leave out nodes that do not belong to any clique, thus omitting them from a network. Furthermore, the overlapping groups are likely to generate more merging and splitting events in Stage 4, since there are plenty of similar and overlapping communities in the consecutive time windows. On the other hand, the Infomap method tends to produce many communities having only 2 or 3 nodes. In general, while considering which type of the grouping method to use the context of the data should be a primarily factor.
In Stage 4, the evolution tracking method has to be selected, and its parameters need to be adjusted. Regardless of the method, tracking the evolution of social community is a computationally demanding task. The method has to iterate over all time windows and compare all the communities in order to detect the similar ones. Although the methods for tracking group evolution can be very distinct, especially while defining the possible event types, some studies showed that selection of the method has no significant impact on classification accuracy 7 . Nonetheless, the parameters of the selected method might influence the classification results, e.g., the alpha and beta parameters of the GED method have a direct impact on the number of evolution events discovered -the lower the threshold, the more events obtained. In the experimental studies, the most common value for the alpha and beta parameters was 50%. If the network is dense and relations are recurrent, the alpha and beta might be even increased to 70%. On the other hand, when the method provides a small number of the evolution events, the alpha and beta should be reduced to, e.g., 30%. The study showed that the social position measure used in the GED method has a low impact on the number of events tracked 10 . Apart from the selection of the evolution tracking method, the length of the evolution chain has to be decided. The longer the evolution chain, the more predictive features for the classifier in Stage 6, and hence the higher computational complexity. Nevertheless, the experimental study revealed that it is worth spending a little bit more time to obtain longer chains, since the classification accuracy can be improved. If there is no time to compute longer chains, the length of 2 or 3 states should be good enough. The results also support the intuition that the most recent history of the community has the most substantial influence on its nearest future.
The set of predictive features to compute has to be determined in Stage 5. The computational complexity of calculating the measures can be very high, because the measures are computed for every community state ST i in evolution chain EC i . What is more, some measures can be very complex, e.g., the betweenness centrality requires finding the shortest path between each pair of nodes in a community or a network. However, the set of predictive features has a significant impact on the classification accuracy, as these features are used to build the classification model in Stage 6. Therefore, it is highly recommended to compute as many predictive features as possible in order to deliver to the classifier a wide assortment of the characteristics to choose from. If computational complexity is a limitation, then the rankings of features can be used as a reference and suggestion, which features to calculate.
In the last stage the machine learning techniques, such as oversampling, undersampling, and feature selection, can be adapted to improve the classification accuracy. The common problem with the training data set is an imbalanced distribution of output classes. In the extreme cases, when one class greatly dominates over other classes, the classifier may create classification model that will assign the value of dominant class to every observation in the test set. Then, the solution is to apply oversampling and undersampling techniques to generate additional observations or to filter out predominant ones, thus providing a distribution closer to equal. Another common problem is overfitting the classifier by providing too many features or observations. In order to prevent from such case, the feature elimination technique should be applied, which is unfortunately very expensive in terms of computational complexity. A good alternative might be using the RandomForest classifier, which randomly selects only few features. Another alternative is to use the rankings of features as a reference and suggestion which features to select. Another parameter to adjust in this stage is the selection of a classifier. It is often the scenario to run the classification with many different classifiers in order to choose the best one later on. In the experimental study, fifteen different classifiers were compared in terms of the classification accuracy. Furthermore, classifiers often have their own parameters to tune them accordingly, what substantially can affect the classification accuracy. In general, in the experimental studies, the RandomForest classifier was one of the best performing
Methods

Problem decomposition
The crucial matter in developing the modular method predicting group evolution, called GEP, was the identification and separation of the components of the group evolution prediction problem. The problem decomposition and the information flow between particular components (dependencies) are presented in Figure 1 .
The data from the input stream (IS) is divided into time windows (TW ) using the time window type (TW T ) definition. For each time window TW , a social network is created using the network type (NT ) definition, resulting in the temporal social network (T SN). Within each time window (TW in T SN), social groups (G) are identified using a community detection method (CDM). Next, similar and consecutive groups are matched using a community evolution tracking method (CET M), as well as the transition is labeled with an event type out of the set of possible changes (CH). The matched groups are combined into Figure 1 . Decomposition of the group evolution prediction problem. evolution chains (EC) that may consist of many successive changes. For each community state in EC, the feature extraction (FE) process is applied in order to obtain a set of predictive features (PF) describing the community state at a given time. Using features PF in the form of a vector describing each evolution chain EC, classification of possible changes CH is performed. The classification task is to learn and finally label the next change in community lifetime. The output of the classification process is a set of classification performance / quality measures (Q), for example, F-measure, accuracy, precision, and recall. The identified components were converted into six stages (building blocks / modules) of the GEP method (S 1 -S 6 )
GEP method
The GEP framework consists of six main stages / modules: (1) time window definition, (2) social network extraction for the defined periods, (3) social community detection in periods, (4) group evolution tracking, (5) evolution chain identification for communities together with feature extraction for the chain and (6) classification, containing classification model learning and testing. Each of them can be implemented by means of different methods depending on research need and prerequisites, e.g., complexity level. The formal definition of the GEP method is as follows:
The GEP method is defined as an octuple < IS, S1, S2, S3, S4, S5, S6, Q >, where: IS is an input stream of activities, e.g., phone calls, linking two actors x, y at time t i ; S 1 is a set of considered time windows types TW T ; S 2 is a set of considered approaches to T SN creation from IS using time windows definitions from S 1 ; S 3 is a set of considered approaches to community detection methods CDM for each time window in T SN from S 2 ; S 4 is a set of considered approaches to tracking community evolution methods CET M for communities from S 3 ; S 5 is a set of considered approaches to feature extraction for evolution chains from S 4 ; S 6 is a set of considered approaches to classification, including learning, training, validating, undersampling, oversampling, and feature selection techniques; Q is a set of considered classification performance measures, for example, F-measure, accuracy, precision, recall, estimated based on the classification results from S 6 .
The methods enumerated especially in S 1 , S 3 , S 4 , S 6 also include the space / set of their parameters. Additionally, the output of S i is the input for S i+1 , e.g., for communities detected in S 3 group evolution discovery is performed in S 4 , what requires the appropriate definition of data structures. All these stages (modules), together with parameters of the method, are more in-depth described in the supplementary information.
