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One of the aims of modern bioinformatics is to discover the molecular mechanisms which
rule the protein operation. This is a fundamental step in understanding the complex pro-
cesses involved in living systems and would possibly allow us to correct dysfunctions. A
protein may have different functions. Such functions are determined by the protein primary
structure, i.e. the sequence of amino acids that constitute it, and by their spatial disposition
(tertiary structure). Protein function identification is a challenging problem as it involves
the combination of a large number of variables, most of which still unknown. Therefore
approaches for the automatic detection of protein functional sites are needed. In this work
we concentrate on the prediction of functional residues, i.e. residues which directly inter-
act with the substrate. In its simpler formulation, the problem can be cast into a binary
classification task at the residue level. Preliminary experiments showed that evolutionary
enriched sequence-based information alone achieve performance which are statistically indis-
tinguishable from carefully crafted features extracted from 3D coordinates. While allowing
to apply functional residue prediction to the much wider range of sequenced proteins with
possibly unknown 3D structure, such results indicate that using structural information in
the automatic prediction of protein functional aspects is a non-trivial task. We show that
by modeling physico-chemical properties of the residue structural neighbourhood we ob-
tain significant improvements, but further research is needed in order to fully exploit the
information provided by the protein 3D structure.
1 Introduction
One of the aims of modern bioinformatics is to discover the molecular mechanisms which rule the
protein operation. This is a fundamental step in understanding the complex processes involved
in living systems and would possibly allow us to correct dysfunctions.
A protein may have different functions. Such functions are determined by the protein primary
structure, i.e. the sequence of amino acids that constitute it, and by their spatial disposition
(tertiary structure) in the protein folding. Protein function identification is a challenging problem
as it involves the combination of a large number of variables, most of which still unknown.
Genomics projects have produced a huge amount of protein sequences and structural genomics
projects at a slower but increasing rate are solving the three-dimensional structure of these
synthesized proteins by means of X-ray crystallography and Nuclear Magnetic Resonance (NMR).
A large portion of both these synthesized and crystallized proteins have their function still
undetermined, as it is often not straightforward to determine the details of protein function
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even when its 3D structure is known. Gaining detailed experimental knowledge about a protein
function from scratch is a time-consuming task, which is particularly important in drug design
when different enzyme inhibitors need to be tested. It requires the effort of researchers and
biologists in the study of a single target protein and performing experiments of site-directed
mutagenesis [1]. Considered the rate at which protein structures are solved, the gap with respect
to functionally characterized proteins is destined to increase over time.
Automatic approaches for the detection of protein functional sites can be very useful in
narrowing this gap, by fully determining functional residues or reducing the number of can-
didates to be experimentally verified. Traditional approaches to functional site identification
use homology-based strategies. Novel protein function is inferred by aligning the sequences or
by superimposing the structures with already annotated proteins. In [2], active sites of non
annotated proteins in the Pfam database [3], which contains about 8,200 protein families, are
predicted by using a rule-based technique which exploits the homology and sequence similarity
with other annotated proteins. The methodology is based on the transfer of experimentally
determined active site residue data to other sequences within the same Pfam family. The au-
thors show that it is possible to gain functional annotation of a large number of sequences in
the Pfam database (enzymatic families) for which the residues responsible for catalysis have not
been determined. These homology-based techniques, still useful for the annotation of a number
of structures with functional residues, are well-known to fail in specific situations. First of all, an
annotated homologue of the target protein needs to be available, preventing their applicability
to novel folds. Furthermore, proteins with similar overall tertiary structure can have different
active sites, i.e. different functions [4], and proteins with different overall tertiary structure can
show the same function and similar active sites (an example on proteases can be found in [5]).
Finally, this increasing lack of functional annotations makes transferring them by homology still
less effective.
A number of researchers have recently tackled the problem or functional residues prediction.
In [6] the authors generated three-dimensional templates of active sites of proteins with rigid
prosthetic groups. Their approach is based on the simultaneous alignment of several protein
structures, and relies on local atomic-level similarities based on multiple comparisons. The gen-
erated patterns include 3D atomic coordinates, position of chemical groups and cavity locations.
However the approach remains limited to the subset of proteins having rigid prosthetic groups.
In its simpler formulation, functional residue prediction can be cast into a binary classification
task at the residue level. Petrova and Wu [7] have addressed it with a Support Vector Machine
(SVM) fed with both protein sequence and structural properties. Capra and Singh [8] relied on
an information-theoretic approach for estimating sequence conservation. The authors show that
conservation of sequentially close residues improves predictive performance, especially when cat-
alytic residues are involved. Carefully crafted conservation scores were shown [9] to play a major
role in predictive performance. A recently published review on approaches and applications for
structure-based protein function prediction can be found in [10].
In this work, we further investigate the role of sequence and structure information in func-
tional residue prediction by SVM, building on the work by Petrova and Wu [7]. We employed
their same dataset of 79 enzymes in order to allow for direct comparisons. Our experimental
evaluation shows that evolutionary enriched sequence-based information alone achieve perfor-
mance which are statistically indistinguishable from carefully crafted features extracted from 3D
coordinates [7]. By modeling physico-chemical properties of the residue structural neighbour-
hood we obtain significant improvements. However these results are still quite preliminary, and
further research is needed in order to fully exploit the information provided by the protein 3D
structure.
The reminder of the paper is structured as follows: Section 2 gives the background on func-
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tional site detection; Section 3 describes the proposed methodology and feature generation;
Section 4 describes our experimental evaluation and reports the results of the cross-validation
experiments; finally in Section 5 we summarize our results, drawing some conclusions and propos-
ing future lines of research.
2 Background
A protein function is determined by a topological region of the protein called functional site,
that is a functional domain in the protein three-dimensional (3D) structure. Functional domains
can have a multiplicity of roles within a protein. In this study the attention is concentrated on
enzymes. Enzymes are particular type of proteins able to accelerate chemical processes inside a
cell. In the catalysis the enzyme works by forming complexes with the substrates, usually small
molecules, and in doing that it lowers the activation energy of the reactions thus increasing their
rate. Enzymatic functional domains are also called active or catalytic sites. According to their
function enzymes are classified in six functional classes in the so called Enzyme Classification
(EC) Nomenclature [11].
An enzyme has usually the structure of a globular protein, the chain of amino acid residues
is folded in the space in a nearly spherical way. The 3D disposition of the amino acid chain is
somewhat specific, the amino acid residues take up well-defined positions which are essential for
the recognition and binding of specific substrates, in other words, for the biological activity of
the enzyme.
Figure 1: Active site of L-arginine:glycine amidinotransferase (1jdw).
The residues that are directly involved in the catalytic process (e.g. nucleophiles, proton-
donors) constitute the active site, while residues in the surrounding space play the role of at-
tracting and orienting the molecule to bind and constitute the binding domain. The first kind
of residues are of interest in our study. From now on we refer to them as functional residues or
catalytic residues. As an example in figure 1 we show the crystal structure of L-arginine glycine
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amidinotransferase (PDB code 1jdw), a mitochondrial enzyme involved in the creatine biosyn-
thesis. The catalytic pocket is highlighted and the catalytic triad of residues is shown: ASP254,
CYS407, HIS303 [1]. The cysteine is the nucleophile, it binds the carbon on the substrate (argi-
nine) side chain, the histidine activates the substrate to deprotonate C407 and deprotonates
glycine and the aspartic acid primes the histidine by activating water, a cofactor or a residue.
3 Methods
In this section we describe the learning task, provide a brief introduction to SVM, and give a
detail explanation of the sequential and structural features we employed.
3.1 The Learning Task
Functional residue prediction can be cast into a binary classification task at the residue level,
namely predict for each residue of a given protein, whether it is directly involved in the catalysis
or not. We addressed such a task with an SVM, a state-of-the-art binary classification algorithm
which aims at separating positive and negative examples with a large margin, possibly accounting
for margin errors. Details on SVM can be found in several textbooks [12].
3.2 Features Extracted from the Sequence
Scalar features extracted from the protein sequence refer simply to the characteristics of the
amino acid to be considered (table 1):
The first attribute (A1) encodes the amino acid name of the residue.
The second attribute (A2) encodes the amino acid type of the residue based on its physico-
chemical properties: H, R, K, E, D as charged; Q, T, S, N, C, Y, W as polar residues and G, F,
L, M, A, I, P, V as hydrophobic [13].
The third set of attributes (A3) encodes a window of conservation profiles as described in
section 3.2.1.
A1 and A2 are categorical (or nominal) attributes while A3 is a set of 22 × (2 × w + 1)
numerical attributes, where w is the window length. We use the one-hot encoding for all the
categorical attributes.
Features Description
A1 Central Amino acid Name
A2 Central Amino acid Type
A3 Conservation Profiles (windows)
Table 1: Representation: features extracted from the protein sequence.
3.2.1 Profile Generation
We computed conservation profiles associated to each residue in a target sequence by using
the blastpgp tool performing a gapped blastp search on a database of non-redundant protein
sequences (nr)1. In our setting blastpgp is used for performing a two iteration Position-Specific
Iterative Blast Search (PSI-Blast) [14]. Given our set of protein sequences in fasta format from
Uniprot [15], PSI-Blast returns a position specific scoring matrix (PSSM) obtained starting from
1downloadable from ftp://ftp.ncbi.nlm.nih.gov/blast/db/
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a multiple alignment of the highest scoring hits in an initial Blast search and then refines the
profile with a subsequent iteration.
We used an expectation value threshold for the initial iteration of 5e-3 and a threshold for
extending hits fixed to 5e-3.
We extracted the matrix of conservation profiles computed by PSI-Blast, which has one row
for each position of the target sequence and one column for each one of the twenty natural
amino acids. A matrix entry indicates to the fraction of times a particular amino acid appears in
the corresponding position in the multiple alignment, combined with pseudocounts accounting
for the prior knowledge of amino acid relationships. We enriched the profile with two values
indicating its informativeness and reliability, namely profile entropy and weight of conservation
profile with respect to pseudocounts. See [14] for details on the profile generation procedure.
3.3 Features Extracted from the Structure
In the following we describe the features extracted from the three-dimensional neighbourhood of
a residue.
3.3.1 Residue Structural Neighbourhood
We define the structural neighbourhood of a residue x in the three-dimensional space as the set
of residues and molecules contained in the volume of a sphere centred on x.
We can consider spherical regions of different radius. In this work we fix the radius of the
sphere to a maximum of 8 A˚ which is the maximum interaction distance between a residue and
a water molecule. The rationale behind this choice is that the interaction with a water molecule
is very important for the catalysis in enzymes like the hydrolases.
We represent an amino acid with a single representative point in the three-dimensional space,
the centroid of its side-chain atoms (point SC in figure 2).
Figure 2: A residue representative points.
Only the side-chain representative point has been used in this work to calculate the distances




Table 2 summarizes the structural features we extracted from the residue three dimensional
neighbourhood.
The first set of structural attributes (A4) encodes chemical and physical properties of the
residue neighbourhood. This set of attributes represents properties such as hydrophobicity, po-
larity, polarizability and Van der Waals volume of the neighbouring residues. They are encoded
in a three bin distribution (normalized number of residues with low, medium, high hydropho-
bicity, polarity, polarizability and Van der Waals volume) according to the indices reported in
the Amino Acid Index Database [16]. The same encoding was used in [17] for protein function
classification.
Charge or neutrality of the 3D sphere is represented by the set of attributes (A5), and is
encoded into three values: the number of positively charged residues, the number of negatively
charged residues and their sum.
The third set of attributes (A6) encodes the quantity of water in the sphere, measured as
the number of water molecules within the sphere radius. We discretized this quantity into six
uniform bins of width 5. This group of features is motivated by the fact that biologists observed
that an active site is usually located in a hydrophobic core of the protein, while on the surface
the quantity of water is higher and the residues exposed to the solvent are not hydrophobic.
Another group of attributes (A7) measures the atomic density of the sphere, calculated as
the total number of atoms it contains. We discretized such density into eight bins ([0,25], [25,50],
[50,60], [60,70], [70,80], [80,90], [90,100], [100, ∞)).
The set of attributes (A8) encodes the amino acid composition of the sphere, represented as
the relative frequency of occurrence of each of the twenty amino acids.
Finally, we extracted from the PDB structure an attribute (A9) representing the residue B-
factor, a measure of the residue flexibility, calculated as the sum of all atomic B-factors of atoms
composing it.
Features Description
A4 Physical and chemical properties (amino acid attributes)
A5 Charge/Neutrality
A6 Water molecule quantity
A7 Atomic density
A8 Amino acidic Composition
A9 Flexibility B-factor
Table 2: Representation: features extracted from the residue structural neighbourhood.
3.4 Missing Value Treatment
In this kind of application some of the feature values may be missing for some of the proteins in
the dataset. We preprocessed the dataset computing modes for categorical attributes and means
for numerical attributes, and replacing missing values by the corresponding modes or means.
3.5 Dataset Normalization
We normalized attribute values in the [-1,+1] range applying the following linear transformation:
value′ = 2 · value−minmax−min − 1. While this implies a lower data sparsity with respect to a [0,1]
normalization, preliminary experiments showed that it achieved better overall results.
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4 Experimental Results and Discussion
In the following we report and discuss the results of our classification experiments.
4.1 Experimental Setting
We built our predictor of functional residues, on the representation model described in the
previous section, by using the well-known Support Vector Machine (SVM) binary classification
algorithm, limiting ourselves to linear kernels.
Our experimental evaluation is based on a 10-fold cross-validation procedure on a dataset
of 79 enzymes (selected in [7] for their structural and functional heterogeneity with respect to
their SCOP fold classification, EC numbers and BLAST sequence similarity) belonging to all
the six classes of enzymes in the Enzyme Classification (EC) Nomenclature. From these 79
enzymes retrieved from the Protein Data Bank (PDB) [18] we extract 23635 residues2; only
254 of them are labeled as functional residues in the Catalytic Residue Dataset (CATRES) [13].
Thus the dataset is strongly imbalanced with a ratio between positive and negative examples of
about 193 . All experiments were carried out using the SVM
Light [19] software3. We fixed the
regularization parameter (parameter c in the SVMLight implementation) to 1, and tuned the
cost factor (parameter j in the SVMLight implementation), which outweighs the error on the
positive examples with respect to the negatives, on the first fold of the 10-fold cross validation
by an inner cross validation procedure inside its training set, and kept it fixed across the outer
10-fold. Tuning the cost factor is particularly important for this application due to the strong
imbalance between the number of positive and negative examples we are facing.
4.1.1 Performance Measures
The following measures have been used to evaluate our approach:
• Precision = t+t++f+ (P)
• sensitivity or Recall or TP rate = t+t++f− (R)
• FP rate (1-specificity) = f+t−+f+ (FPR)
• F1 measure, F1 = 2×Precision×RecallPrecision+Recall (F1)
• Matthews Correlation Coefficient = t+t−−f+f−√
(t++f+)(t++f−)(t−+f−)(t−+f+)
(MCC)
where t+, t−, f+, f− are the true positives, the true negatives, the false positives and the false
negatives, respectively.
4.2 Results
Our baseline for performance comparisons are the results obtained in [7]. We run a 10-fold cross-
validation procedure stratified at the protein level, that is assuring that all residues of a certain
protein always appear together in the same fold.
229 residues were removed with respect to the 23664 extracted in [7] due to uncertain correspondence in the
mapping between the two datasets or due to conflicts between the residues reported in the PDB structure file and
in the fasta sequence from Uniprot
3downloadable from http://svmlight.joachims.org/
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Table 3 reports a legend of the abbreviations we employed for the different sets of attributes
that we tried.
Abbreviation Description
SVM Ww the attributes from A1 to A3 with profile window of length equal to w
SVM P5seq the attributes extracted from the protein sequence among the 24 in [7]
SVM P24 the whole set of 24 attributes proposed in [7]
SVM P7 the optimal set of 7 attributes selected among the 24 in [7]
SVM P193D the attributes extracted from the protein structure among the 24 in [7]
SVM A1-2,4-9 the attributes A1, A2 and from A4 to A9 as described in section 3.3
Table 3: Legend of abbreviations for the different sets of attributes tried in the experiments.
CV Exp Performance % ±s.d.
SVM Ww j P R FPR F1 MCC
SVM W0 10 23 ± 8 29 ± 9 1.1 ± 0.4 25 ± 6 24 ± 7
SVM W1 7 29 ± 17 22 ± 9 0.7 ± 0.3 25 ± 10 24 ± 11
SVM W2 7 19 ± 7 30 ± 9 1.5 ± 0.6 23 ± 6 22 ± 7
SVM W3 5 23 ± 11 25 ± 8 1.1 ± 0.5 23 ± 6 22 ± 7
SVM W4 6 20 ± 7 35 ± 10 1.7 ± 0.6 25 ± 7 25 ± 7
SVM W5 5 19 ± 7 30 ± 9 1.5 ± 0.5 23 ± 6 23 ± 7
SVM W6 7 18 ± 5 42 ± 8 2.2 ± 0.6 25 ± 5 26 ± 5
SVM W7 6 18 ± 5 38 ± 12 1.9 ± 0.4 24 ± 7 25 ± 7
SVM W8 6 15 ± 4 34 ± 9 20 ± 0.3 21 ± 5 21 ± 5
SVM W9 3 19 ± 8 23 ± 7 1.2 ± 0.3 20 ± 7 20 ± 7
SVM W10 5 15 ± 5 30 ± 9 1.9 ± 0.4 20 ± 6 20 ± 6
Table 4: Results of the cross-validation for different sizes of the window of multiple alignment
profiles.
Table 4 reports experimental results obtained using windows of multiple alignment profiles of
size varying between 0 and 10. Recall that size w implies a window of w residues on each side of
the target residue, in addition to the target residue itself. The best performing set of features in
this case appears to be the one with a window of profiles of size equal to 6 , and we can observe
that further enlargement of the profile window is not beneficial. However the use of polynomial
kernels of degree greater than one could improve the performance by considering the conjunctive
contribution of groups of features, and will be a subject of further experiments.
The performance with a window of profiles of size 6 and the ones with only the conserva-
tion profile for the target residue are however comparable and our experiments combining large
profile windows, for example of size 6, with other features has shown they do not improve the
performance when using the linear kernel. Thus in the following experiments we show, we use
conservation profiles of window size equal to 0. This also implies a gain in the speed of the
classifier evaluations due to the reduced size of the feature vectors, only 22 values with respect
to 154.
Table 5 reports a summary of experimental comparisons for different sets of features, both
sequence and structure based. The first two rows (SVM P5seq, SVM W0 P5seq) report results
on sets of attributes extracted from sequence information only. The set SVM P5seq is a group of
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Performance % ±s.d.
CV Exp j P R FPR F1 MCC
1. SVM P5seq 8 24 ± 9 30 ± 12 1.1 ± 0.5 26 ± 9 26 ± 9
2. SVM W0 P5seq 8 24 ± 9 33 ± 10 1.2 ± 0.4 28 ± 8 27 ± 8
3. SVM P7 7 27 ± 18 33 ± 9 1.4 ± 1.0 27 ± 10 28 ± 11
4. SVM P24 7 24 ± 8 41 ± 13 1.6 ± 0.7 29 ± 8 30 ± 8
5. SVM W0 P193D 7 24 ± 5 40 ± 7 1.4 ± 0.4 30 ± 5 30 ± 5
6. SVM W0 P24 7 24 ± 6 49 ± 11 1.7 ± 0.4 32 ± 7 33 ± 7
7. SVM A1-2,4-9 10 16 ± 8 20 ± 7 1.3 ± 0.8 17 ± 6 17 ± 6
8. SVM W0 A1-2,4-9 7 24 ± 10 35 ± 8 1.4 ± 0.7 28 ± 6 28 ± 6
9. SVM P24 A1-2,4-9 5 29 ± 13 36 ± 10 1.1 ± 0.6 31 ± 10 31 ± 10
10. SVM W0 P24 A1-2,4-9 5 29 ± 10 45 ± 9 1.3 ± 0.6 35 ± 8 35 ± 8
Table 5: Summary of the results of the cross-validation on different selected attributes.
five attributes from [7] which includes the A1 and A2 attributes and, rather than a conservation
profile as described in the previous section, a conservation score from the Scorecons server [20]
plus its entropy and relative entropy values. The results are comparable with our results obtained
with conservation profiles reported in table 4. With the second set of attributes (SVM W0 P5seq)
we explored the combination of all the available features extracted from the protein sequence.
The improvement is small and not really appreciable.
Results in the following rows include additional information provided by structural features.
In rows 3 and 4 we employed the same sets of attributes proposed in [7], both the subset of the 7
optimal ones (SVM P7) and the entire set of 24 attributes. Note that performance improvements
obtained with respect to the results reported in [7] are due to the tuning of the cost factor for
false positives versus false negatives, as compared to a random sampling of negative examples.
In row 5 we experimented on all the structural properties used in [7] in conjunction with our
set of attributes A1, A2 and A3 (window of size equal to 0) extracted from the sequence. By
substituting the Petrova-Wu conservation information with our conservation profiles, the per-
formance improvement is not really appreciable. Performance are comparable with the previous
case (SVM P24) but a bit more stable across the ten folds (low standard deviation).
In row 6 we combined our conservation profiles A3 (with window length equal to 0) with all
the sequence and structural attributes in [7], obtaining considerable improvements.
Row 7 reports the result over the set of structural attributes we defined in section 3.3, which
seems to perform quite poorly when used alone. This can be due to a wrong selection of the
cost factor j or it simply means that with structural features alone, without considering the
conservation of amino acids in a protein sequence, we are not yet able to obtain results better
than by using only sequential information. However such attributes contribute in improving
performance when combined to other sets of attributes, such as conservation profiles in row 8
and Petrova-Wu attributes in row 9. The last row of the table reports the performance of the
whole set of available attributes, both sequence and structure based.
We evaluated the statistical significance of the most evident differences between the various
settings performing paired statistical tests, both parametric (Paired t-test) and non-parametric
(Wilcoxon), on the F1 measures reported for each fold. The two types of tests give always the
same answer with slight changes in the p-value, thus it seems that we can assume a normal
distribution of the data. Table 6 reports results of the statistical tests comparing the set of
features from[7] (SVM P24) and the combination of all sequence-based and structural features
with all other settings. Significance is assumed with a p-value smaller or equal to 0.05. Con-
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cerning the choice of conservation encoding, the tests show that there is no significant difference
in using Scorecons conservation score, entropy and relative entropy values with respect to con-
servation profile (A3). More importantly, there is no statistically significant difference in the
performance obtained by using only attributes extracted from the primary sequence, that take
into account evolutionary information, with respect to the performance obtained by adding the
manually curated structural attributes of [7]. This means that selecting the appropriate and
discriminant structural attributes for functional residue prediction is not a trivial task. Thanks
to those results we can currently obtain comparable classifier performance by only using features
extracted from the primary sequence of a protein, including the evolutionary information given
by the conservation profiles. This has the strong advantage of a larger applicability, because it
can be potentially used for predicting functional residues in any synthesized protein. On the
other hand, as we already discussed in the introduction and also stated in the review of [10],
the availability of the structural information can be crucial in solving the task. For this reason
we investigated the addition of structural information extracted from the 3D neighbourhood
of a residue. Indeed, by modeling the residue structure neighbourhood in conjunction to the
available sequence-based and structural features, we are able to significantly improve over any























































































































SVM W0+SVM P24+SVM A1-2,4-9
Table 6: Results of the paired t-test and Wilcoxon statistical tests. A black (resp. grey) box
indicates that the classifier on the row in statistically better (resp. worse) than that on the
column, with a p-value smaller that 0.05. A white box indicates no statistical difference in
performance.
5 Conclusion and Future Work
In this work we investigated the use of specific protein sequence and structural information in
the functional residue prediction task addressed using a linear SVM classifier. We compared
our results with similar approaches on a common dataset. Our experiments showed that evo-
lutionary enriched sequence-based information alone achieve performance which are statistically
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indistinguishable from carefully crafted features extracted from the protein 3D structure. While
allowing to apply functional residue prediction to the much wider range of sequenced proteins
with possibly unknown 3D structure, such results claim that we are still far away from obtaining
large improvements in the classifiers performance with the use of structural information and
further work can be done in this direction.
By looking at the results of the cross-validation experiments we observed some peculiar pat-
tern of behaviour of the classifier on specific proteins in some of the folds. We found that for
these proteins the PSI Blast search does not give a good multiple alignment thus in these cases
the features extracted from the sequence are poorly performing while structural features help
achieving results comparable with the results obtained on other folds. This is one of the findings
that we want to further investigate in the future.
We showed that by adding structural information extracted from the three-dimensional neigh-
bourhood of a residue we can obtain statistically significant improvements with respect to pre-
vious results. In future we want to further exploit the potential of the 3D neighbourhood of a
residue x by better modeling the characteristics of neighbouring residues as well as the overall
3D geometry.
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