Abstract The problem addressed in this article is image indexing and retrieval according to the color. Indeed we propose a classification based on the dominant color(s) of the images. The process consists in two steps: first, assigning a colorimetric profile to the image in HLS space (Hue, Lightness, Saturation) and then, handling the query for the retrieval. To achieve the first step, the definition of hue is done using a fuzzy representation that takes into account the non-uniformity of color distribution. Then, lightness and saturation are represented through linguistic qualifiers also defined in a fuzzy way. Finally, the profile is built through fuzzy functions representing the membership degree of the image to different classes. Thus, the query for image retrieval is a pair (hue, qualifier). The second step looks for a match between the query and the profiles. In order to improve the software and to make it more flexible, the user can re-define the fuzzy representation of Hue, Lightness and Saturation, according to his own perception.
Introduction
In this paper, we focus on the problem of color image retrieval and indexing.
Since the beginning of the digital era the image databases have grown and the need of retrieval has become more and more important. Thus, image retrieval problematic has been addressed thoroughly for several years [11] , [18] , [20] in many fields [13] , [17] , but many improvements are still needed.
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There are multiple ways to retrieve images: one can look for a certain shape, texture, color, etc. As for us, we focus on the image retrieval according to the color. Indeed, in several medical applications such as tumor detection, the color is of great importance [8] , [10] . For example, [8] addresses the problem of melanoma where the color of pigmented cells can determine whether the melanoma is malignant or not. Another field of application lies in web content detection: Hammami et al. classify images in determining whether they contain a lot of skin texture or not in order to detect adult and sexual contents [13] .
There are many works that are based on the determination of a similarity degree between images. This kind of classification can be done through several techniques, for example: statistical approach like Support Vector Machines [1] , [17] , [29] and fuzzy logic [7] , [19] , [30] , including fuzzy integrals [12] , etc. Among these Image Retrieval Systems, we distinguish at least two kinds: those that consider the color histograms and those that don't. Barla et al. address the problem of classifying images by exploiting color and illumination features, using histogram intersections. The histogram intersection is used as a kernel function for SVMs and allows one to classify images by similarity of histograms [1] . Han & Ma propose a fuzzy color histogram that permits to consider the color similarity across different bins and the color dissimilarity in the same bin [14] . Thus, as in [31] , a pixel of a given color will contribute not only to its specific bin, but its membership value will be spread to other histogram bins.
Another kind of approach is presented by Wang & Du: they propose an algorithm for indexing and retrieving images based on region segmentation, and they also compute similarities between images in order to classify them [32] . As for Frigui, he describes a system that offers the refinement of the user query [12] . The user's relevance feedbacks are modeled by fuzzy sets, i.e. the user expresses his satisfaction or discontentment by assigning a label to the retrieved images. A dissimilarity based on hal-00656854, version 1 -5 Jan 2012
Author manuscript, published in "Soft Computing -A Fusion of Foundations, Methodologies and Applications 11, 3 (2007) 287--298" fuzzy integrals is then used. It is a kind of supervised learning for image retrieval systems.
All the aforementioned authors work with a query image. That is not the case of Binaghi et al. who use a user query expressed by crisp values of colors. More precisely, they provide methodological and technical solutions to compute similarities between the query and the image index. The user also has to choose the color dimension (hue, chroma or lightness), the image area covered by the referent color and the type of color distribution in the image. Thus, the user has to know exactly what he is looking for in terms of colors and color distribution in order to obtain satisfactory results. That is why we have focused on the problem of the query expression which is very simple in our case: the user can ask only for a certain tone if he wants.
The aim of our work is not to achieve a simple classification but to retrieve images according to their dominant color expressed through linguistic expressions and to adapt the classification to the user sensibility, since color perception is often very subjective. As Binaghi et al. did, we don't use a query image.
In the process we propose, choices for color spaces are important. Section 2 explains why a fuzzy representation of colors is needed while section 3 focuses on the determination for each new entry (image) in the database. Profiles are assigned to images and depend on the quantity of pixels or region of pixels that belong to color classes. The software we have developed and the statistical results are presented in section 4, then, some improvements to the processing are proposed. Especially, a system able to learn the user's color perception is introduced.
2 How to represent color?
Color spaces
As we know, one of the spaces usually used to represent the color on a screen is the RGB space (Red, Green, Blue). It is a three dimensional space representing the three primary colors that usually vary from 0 to 255. The origin of this space (0,0,0) corresponds to the lack of color which represents the "black" color. On the other hand the point (255,255,255) corresponds to the maximum of color which represents the "white".
In classification methods, this space is often used in the calculation of similarity through color histogram [25] which represents the distribution of the pixels on the three axes (red, green, blue) (cf. figure 1) . However with this kind of histogram it is difficult to define a fuzzy membership degree to a given color, for example how can one define in a fuzzy way a "pink" ?
Besides, the RGB space is not appropriate for our problem also because three dimensions (R, G and B) are necessary to identify a color. To facilitate the color identification we choose another space that allows us to characterize a color with only one dimension: its hue. Indeed hue is enough to recognize the color, except when the color is very pale or very somber. This other space is called HLS (Hue, Lightness, Saturation) where saturation corresponds to the quantity of "white" in the color and lightness corresponds to the light intensity of the color. The identification of color can be made in two steps : first H, then L, S. The HLS space can be represented through a cylinder or a bi-cone.
Moreover, in practice, various models of color representation also use a "two-step" identification of color. For example, Aron Sigfrid Forsius, Pantone Matching System, RAL (ReichsAusschuß für Lieferbedingungen und Gütesicherung), Munsell, ISCC-NBS (Inter-Society Color Council -National Bureau of Standards), etc. [9] use at first a color description by means of the hue then a refinement through the saturation and the lightness.
H is defined as an angle but we can also represent it in the interval [0, 255] as the other components L and S. The difference between H and the other components is that its definition interval loops which means that 0 and 256 are the same points. The "pure" red (represented in RGB space by the point (255,0,0)) corresponds to an angle equal to 0 for h, a saturation s equal to 255 and a lightness l equal to 128.
Authors such as Hildebrand & Reusch don't consider a "two-step" identification of the color. They define new color spaces, based on HSI color space (a variant of HLS space): HS (hue-saturation) color space and HI (hueintensity) color space [16] . In both spaces the third component (respectively I and S) is set to the maximum value. Thus, a 3D-membership function is assigned to a color (cf. figure 2) .
Consequently, they are able to directly model colors such as dark blue or bright red. However, we have chosen to use the aforementioned "two-step" identification of the color with H first and then L and S because we think that, in our problem, the user may choose a global color such as blue, red, yellow. . . rather than a precise color such as dark blue, etc. We consider that the refinement of the query shall be performed in a second step. Our strategy is the following: we limit ourselves to the nine fundamental colors defined by the set T representing a good sample of colors (dimension H) : T = {red, orange, yellow, green, cyan, blue, purple, magenta, pink } This set corresponds to the seven colors of Newton [21] to which we have added color pink and color cyan. This set is very intuitive since it approximately corresponds to the rainbow colors. Of course, this choice is not restrictive, we can modify the set of colors as desired.
A fuzzy color representation
Another interesting work is the Color Naming System proposed by Sugano [24] . The author describes a strategy to transform a crisp color (expressed with H, L and S) into a set of words (hue name + tone modifier) expressing colors such as dark orange. He uses fuzzy membership functions to define saturation and lightness for a given hue. The hue space is composed of ten hues from the Japanese Industrial Standards. In contrast with this strategy, we start from linguistic expressions of colors (first, only hue, then hue + tone modifier) and we obtain a set of crisp values representing colors. However, like Sugano, we use fuzzy sets to define the L and S components.
As we have seen HLS space is convenient for our problem but it is a non UCS (uniform color scale) space [15] , [27] . Indeed our eyes don't perceive small variations of hue when color is green (h = ±85) or blue (h = ±170) while they perceive them very well with orange (h = 21) for example. The easiest way would be to use UCS spaces such as CIELab, CIELuv, . . . spaces. But they require more computational time to transform each pixel from RGB into these spaces, and mostly, they are unadapted to the user query because obtaining a tone modifier from these spaces is difficult [24] .
To deal with non uniformly distributed scales, authors such as Herrera and Martínez propose to use fuzzy linguistic hierarchies with more or less labels, depending on the desired granularity [15] . Another approach from Truck et al. is to represent the hues with trapezoidal or triangular fuzzy subsets thanks to color definitions from www.pourpre.com [26] . This technique is more empirical but fits the human perception better, that is why we also use this approach.
For each color of T they built a membership function varying from 0 to 1 (f t with t ∈ T ). If this function is equal to 1, the corresponding color is a "true color" (cf. figure 3 ).
These functions were built using colors definition (www.pourpre.com). For each fundamental color, the associated interval is defined according to linguistic names of colors. For example to construct f yellow , we can use color "mustard" whose hue is equal to 55 and whose membership to f yellow is equal to ±0.5.
For some colors, the result gives a wide interval. It is the case for the colors "green" and "blue" which are represented by trapezoidal fuzzy subsets.
For the construction of these functions, in this article we suppose that two functions representing two successive colors have their intersection point value equal to 1/2. It means that when h corresponds to an intersection point it can be assigned to both colors with the same weight.
As usual [3] we denote (a, b, α, β) a trapezoidal fuzzy subset (cf. figure 4) . When the kernel is reduced to only one point, it is a triangular subset denoted by (a, α, β) since a = b. 
Moreover if we want to complete the modelisation, it is necessary to take into account the other two dimensions (L,S). A scale representing the colorimetric qualifiers is associated to each dimension. These two intervals are divided into three: the first subinterval corresponds to a low value, the second to an average value and the last to a strong value. This division gives for saturation S: "dull", "moderately dull" and "saturated"; and for lightness L: "gloomy", "heavy" and "pallid".
These two scales are then aggregated to give nine qualifiers for colors defined by the following set (cf. figure 5) [26] :
Each element of the set Q is associated to a membership function varying between 0 and 1 (f q with q ∈ Q). For these functions the intersection point value is also supposed equal to 1/2 (cf. figure 7) . Every function is represented through the set (a, b, c, d, α, β, γ, δ) (cf. figure 6 ).
The membership function of any qualifier q is defined below, i.e.: ∀q ∈ Q, 
We also took into account the colors black, gray and white. Fuzzy membership functions are associated to these colors (f black , f white and f gray ). These colors are completely defined through the spaces L and S. If the lightness is very low then the color is white, and a high level of the lightness means the color is black. If the saturation is very low then the color is gray. For this last color we define three qualifiers : dark, medium and light which are associated to fuzzy membership functions:f dark ,f medium andf light (cf. figure 8) .
Image processing
The image processing aims at determining a profile corresponding to the various categories: the nine fundamental colors and the nine color qualifiers. the image we can determine the values taken by the various membership functions of the categories. For each category the value obtained corresponds to the ratio between the sum, on all the pixels of the image, of the membership functions values and the number of pixels, which gives a quantity between 0 and 1. This quantity is the membership degree of an image to the given class.
The membership degree of an image to a certain class is defined as follow:
Let I be an image. Let P be the set representing the pixels of I Each element p of the set P is defined by its color coordinates (h p , l p , s p ). p can be one pixel or a set of pixels. We can calculate the functions f t (h p ),f q (l p , s p ) for t ∈ T and q ∈ Q.
Let F t and F t,q be the following functions, representing the membership degree of I to the classes t and (t, q):
, p 1 :
So, for class "blue" the value shall be: F blue (I) = 0.95 And for class "somber" from "blue", the value shall be: F blue,somber (I) = 0.17 Every image is defined by a profile of 96 elements (|T | + |T × Q| + |{black, white, gray}| + |{gray} × {dark, medium, light}| = 9 + 81 + 3 + 3). A profile can be presented as follows :
An image can be assigned to several classes, there are 96 classes, 12 principal : C t with t ∈ T ∪ {black, white, gray}, and 84 subclasses which correspond to a refinement of the research: C t,q with (t, q) ∈ T × Q ∪ {gray} × {dark, medium, light}.
As shown in figure 9 the classes can be represented through a tree with father-son relationship, the classes C t with t ∈ T can be considered as fathers and the classes C t,q with (t, q) ∈ T ×Q as their sons. For example the father class of class C red,somber is C red .
Let us denote:
-F * t (I) = max q∈Q ( F t,q (I)) ∀t ∈ T , and for t = gray, q ∈ {dark, medium, light} hal-00656854, version 1 -5 Jan 2012 An image I will be assigned to:
-the classes C t if F t (I) ≥ F * (I) − λ, ∀t ∈ T ∪ {black, white, gray}, with λ a tolerance threshold.
-the classes C t,q if F t (I) ≥ F * (I) − λ and F t,q (I) ≥
Thus, an image can be assigned to several classes, and it can be assigned to a subclass only if it is also assigned to its father class. For example, an image cannot be assigned to "red, bright" class ( C red,bright ) if it is not assigned to the "red" one (C red ).
Now we can present the software itself developed in C++.
Our software

Presentation
Information concerning the images are stored in a database (cf. figure 10) . That helps us to optimize the exploitation of these information. Each image will be represented through its previously defined profile.
We associate a table to each kind of classes, one representing the 9 principal classes (table "Image-hue") and another for the subclasses (table "Image-qualifier"). Two other tables ("Hue", "Qualifier") will facilitate any modification of the sets T and Q (cf. figure 10) .
The software is divided into two sections, the first one corresponds to the treatment and the insertion of the images in the database, the second one to the exploitation of this database through requests with linguistic terms (cf. figure 11) .
The image processing aims at building its profile. In the first section, a window allows us to select and display the image to be inserted in the database. Once the image is inserted the software displays all the stored images.
In the second section, the user of the software has the possibility of carrying out research on two levels. The first one corresponds to the nine fundamental colors (dimension H), the second one to the nine color qualifiers.
Indeed, once the Hue is selected, the user has the possibility to refine his request by specifying a color qualifier. For that, it is enough for him to choose one proposed in the list, or to click on the corresponding zone in the image. For example, figure 12 shows the images whose dominant color is "luminous blue".
When a pair (color, qualifier) is chosen, the software proposes linguistic names of colors (expressed in natural language) that correspond to the choice: e.g. "cornflowerblue", "aliceblue", "lightskyblue" for a "luminous blue". Actually, it can be easier for some users to work with linguistic names of colors than with a pair (color, qualifier). In Two other kinds of requests are handled: the first one allows us to retrieve B&W and gray-level images (in this case, H is not considered ), and the second one allows us to retrieve images with more than one dominant color. One-color requests can be successively added (composed) to obtain a multi-color request (cf. figure  13 ). task for several reasons. First, most of the research includes an image query which we don't, as we focus on a simple color query. Secondly, the image databases are usually not the same. Indeed, some authors use texture databases [2] , [12] while some others use Comstock database [31] , or Common Color Dataset [14] , etc. However, authors like Omhover et al. propose their software online (http://strict.lip6.fr) which is very convenient for a comparison. But they use an image query and they compare not only colors but also shapes in the image, which can't be compared to our method. That is why we only propose a performance study of our software. As Salton and McGill proposed in [22] the performance of a software can be evaluated in two steps:
Statistical results
For this kind of research, a comparison with the other similar works is usually welcome. But this is a hard
1. Response time: it represents the time elapsed between the user query and the software response. For all the works using an image query, this information is important. However in our work the image processing is done before the image retrieval (cf. figure  11 ).
2. Recall and precision: images are considered either relevant or not relevant, and retrieved or not retrieved according to the request (cf. Recall measures the ability of the software to retrieve all relevant images:
Recall = relevant retrieved all relevant = RR RR + NRR and precision measures the ability to retrieve only relevant images:
hal-00656854, version 1 -5 Jan 2012 Fig. 12 Query with a color and a qualifier.
P recision = relevant retrieved all retrieved = RR RR + RNR Besides, the choice of image database is important to validate the software. We have used a colored image database containing a description of the images by keywords, like "the color": the ImageBank (http://creative. gettyimages.com/imagebank/ ). The two rates presented were calculated (according to ImageBank).
On a total of 1000 images we have obtained the following results: 85 % for the first rate (recall) and 89 % for the second (precision) (cf. Table 3 The validation results.
The reason why 103 images are not "well-classified" and 164 images are "not selected" is due to the subjectivity of the classification of ImageBank (IB) experts.
Our software permits to associate more dominant colors to an image than the IB does. Indeed, IB experts usually associate at most two color-keywords. Moreover, the naming of the colors is very subjective: for example, an expert may call a dark pink what another expert may call a magenta. This perception also depends a lot on the neighboring colors in the image: e.g. a yellow on a black background may not be perceived the same way than a yellow on a white background. This problem of perception is handled in section 4.4.
As an example, for green color all the relevant images according to ImageBank are presented in figure 14 . The figure 15 presents the green images selected by our software. The image (20) is not retrieved by our software (it is classified as a yellow image) and the images (21) and (22) are falsely retrieved (according to the IB classification). The images (21) and (22) are indexed by IB with only one color: respectively blue and pink. It should be noted that there is no order between images, i.e. in figure 15 , we have kept the order the images appeared in the IB database. Indeed, IB indexing doesn't specify any order.
The classification obtained with this software is useful on, at least, two levels. On the first level, a classification by dominant color helps to find an image more hal-00656854, version 1 -5 Jan 2012 easily, since color is one of the features that the human brain remembers the most [23] . On the second level, that should be called a "meta-level", this classification may become more meaningful since it allows a discrimination such as harmonious/non-harmonious images, indoor/outdoor images. . . i.e. a discrimination based on color exclusively. Defining a set of usual harmonies, such as 2-color, 3-color, mono-color . . . harmonies, it is easy to determine whether an harmony is more or less present in the image or not.
Improving the processing
In the presented processing, some problems due to the nature of the colored images are not taken into account. For example, some pixels can be considered as aberrant (in the HLS space). Indeed, we distinguish two kinds of problems:
1. Pixels around the edges are often aberrant, their colors are unexpected and they can be considered as noise (cf. figure 16 ) [4] . 2. In uniform zones (in terms of perception of the color), one can have some aberrant pixels due to the digitization of the image, to the compression, etc. (cf. figure 17 ).
To solve these problems, we propose for the first one to use an edge detection method, and all the "edgepixels" will be eliminated before the processing.
Edges in images are areas with strong intensity contrasts -a jump in intensity from one pixel to the next. There are many ways to perform edge detection. However, the majority of different methods may be grouped into two categories, gradient and Laplacian. Gradient methods detect the edges by looking for the maximum and minimum in the first derivative of the image, while Laplacian methods search for zero crossings in the second derivative of the image. The chosen method is the "canny algorithm" [6] which uses the gradient method.
For the second problem, we have to determine all the uniform zones thanks to an edge detection, and then assign to each one a dominant color. For this purpose we have three possibilities:
-In each zone we consider a representative sub-zone like a center of gravity, the dominant color of the zone is then given by the average color of the pixels belonging to the sub-zone. -In each zone we randomize two or three sub-zones.
For each sub-zone we have an average color, the dominant color of the zone is given by the average of these colors.
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-In each zone we randomize a subset of pixels. This subset must contain α% of the zone (for example, α = 10). The dominant color of the zone is given by the average color of the subset.
This work on zones is still in progress: we are testing different kinds of edge detectors and other methods for the representative color of a zone.
A last point to be studied is the computation of function F t (I) that is performed by an equi-weighted mean, i.e. each pixel has the same importance (cf. §3). To improve the classication, we shall assign different weights to the pixels. More precisely, at the beginning, every pixel gets the same weight and, depending on the pixels this weight may be decreased. For example isolated pixels or zones shall get a weaker weight and aberrant pixels (edge pixels) shall get a zero-weight.
Towards a learning process
Another improvement of the software is the handling of the perception. As color is a very subjective concept [5] , we want to propose a tool for image retrieval that is perception-dependent. According to the user's eye sensibility, we suggest to modify the definition of the association color/hue (cf. figure 3) , using a tool that learns the user's perception of colors, such as the one described in [28] . We propose a learning process for a colorimetric application. The method consists in memorizing the meaning of linguistic expressions associated to the colors, according to a learning done thanks to the user. To perform that, we use a graph and some linguistic modifiers (such as "much more", "a bit less", etc.) in order to store the acquired knowledge and its associated nuance [28] . For example, if the user wishes to learn "much more" as being "a bit more", then the process that underlies the linguistic expression "much more" is changed into the process underlying the expression "a bit more".
As we have seen in section 3, nine colors have been chosen and defined. But, this number can change according to the user's wishes. For example, he can add a new color mustard between green and yellow or he can delete a color: pink + magenta become pink.
In order to completely adapt the software, we shall also offer the user the possibility to change the definitions of the fundamental qualifiers (cf. figure 5) .
For the dimension H, the user will have the possibility to build his own membership functions (f t ∀t ∈ T ). Starting from the initial functions defined in section 3, we will ask the user to modify the function parameters through linguistic modifiers used in [28] , such as "green a little bit more bluish" instead of the initial green.
Conclusion
In this work we have developed an approach that permits to classify images according to their dominant color(s) and giving satisfactory results. We limit ourselves to fundamental colors and nine color qualifiers; those can be widened without modifying the approach, using a learning process according to the user's perception.
For the image extraction from the database, it is not necessary to browse all the 96 classes defined in section 4. We can make a first selection through the fundamental colors and then look at the corresponding son classes to refine the query.
In the database images are stored with their profiles, thus we extend this approach to look for images which don't have a given color or a set of colors.
To increase the accuracy of the image profile determination, we first detect homogeneous zones in the images and then we assign (a) dominant color(s) to each zone.
As a future work, more tests are required to improve the zone detection and the way to determine their dominant color(s). Moreover, our software will be proposed for medical applications: it will help medical forecasts and analysis, like tumor detection. It will retrieve images which contain zones with a strongly dominant color (for example red) which can correspond to cancerous cells. Our software will also be used to give a meaning to the classification, for example, indoor/outdoor images, or harmonious/disharmonious images. . . hal-00656854, version 1 -5 Jan 2012
