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There is a growing number of calls for schools to adopt principles of evidence-based 
assessment (EBA) to address the challenges in effectively using universal screening data to 
inform intervention decisions. Researchers have begun evaluating the use of a metric that is 
aligned with EBA principles, called posttest probability, in school-based settings. The purpose of 
this literature review is to examine research on the proposed use of posttest probabilities in 
schools and discuss different factors that are associated with academic achievement that may be 
useful in calculating actionable posttest probabilities. An example to illustrate how this 
information can be applied in schools as well as areas for future research are provided.  
 v 
Table of Contents 
List of Tables ..................................................................................................................... vi 
List of Figures ................................................................................................................... vii 
Introduction ..........................................................................................................................1 
Current Screening Practices in Schools  .....................................................................2 
Posttest Probability  ....................................................................................................3 
Implementing EBA in Schools  ..................................................................................6 
The Problem  ...............................................................................................................9 
Socioeconomic Status ........................................................................................................11 
Free and Reduced Lunch (FRL) Status ....................................................................11 
Additional Considerations Regarding FRL Status....................................................12 
Attendance .........................................................................................................................15 
Chronic Absenteeism ................................................................................................15 
Additional Considerations Regarding Attendance ...................................................16 
Behavior .............................................................................................................................19 
Office Discipline Referrals .......................................................................................20 
ODR Cut Points ........................................................................................................21 
Application Example and Future Directions......................................................................24 
Conclusion and Future Directions ............................................................................26 
References ..........................................................................................................................29  
 vi 
List of Tables 
Table 1: Calculation of Revised Posttest Probability with FRL Status ......................25 
Table 2: Calculation of Revised Posttest Probability with Days Absent ....................26 
 
 vii 
List of Figures 
Figure 1: Posttest Probability Calculations ....................................................................4 
Figure 2: Nomogram ......................................................................................................8 
 1 
Introduction 
 Universal screening is a critical aspect in the provision of targeted prevention and tiered 
intervention services (Glover & Albers, 2007). Schools conduct universal screening to identify 
students who may be at risk for failure and make data-based decisions on how the school can 
best address students’ needs. Based on screening scores, schools determine which students need 
to be provided with additional support. Particularly in the elementary grades, universal screening 
is widely used in schools across the United States in reading and math.  
As more schools implement Response-to-Intervention (RTI) and Multi-tiered Systems of 
Support (MTSS) models, attention on the use of screening in educational contexts has increased 
(Clemens et al., 2016). The recent research on universal screening has indicated the need for 
improvement of screening efficiency and accuracy—as such there have been a growing number 
of calls for schools to adopt principles of evidence-based assessment (EBA; Pendergast et al., 
2018; VanDerHeyden & Burns, 2018) to address the challenges in effectively using screening 
data to inform intervention decisions. 
Research across disciplines has demonstrated that actuarial decision-making methods 
outperform aided clinical judgment in accuracy and consistency (Pendergast et al., 2018). 
Accordingly, researchers have begun evaluating the use of EBA principles such as adopting 
posttest probability in school-based settings to evaluate screening measures and decisions.  One 
of the key components of the EBA approach is identifying the base rate or prevalence of a 
diagnosis (Youngstrom et al., 2015). Schools do not typically deal with diagnoses but are often 
concerned with other characteristics such as risk status for academic problems. Base rates 
provide a starting point for determining the probability a student is at-risk absent of additional 
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information (Youngstrom et al., 2015) while also taking into consideration the context of the 
learning environment. Combining base rates, which function as the pretest probability, with 
information on relevant risk factors and screener information can provide a more comprehensive, 
actionable metric called posttest probability. Calculation of a posttest probability requires the 
consideration of the risk factors related to the outcome of interest in conjunction with the pretest 
probability; therefore, the purpose of the literature review is to discuss predictors of student 
achievement that may be useful factors to utilize when determining posttest probability. 
Current Screening Practices in Schools  
Various studies have looked at the current screening practices in schools (e.g. Balu et al., 
2015; Jenkins et al., 2013; Mellard et al., 2009).  These studies have shown that the most 
commonly used screeners are curriculum-based measurements (CBM), published reading 
assessments, and district or state assessments, and they often use the published norm- or 
criterion-based cut scores to determine tier placement within the RTI model (Balu et al., 2015; 
Jenkins et al., 2013; Mellard et al., 2009). The next most frequently reported method for 
determining at-risk students is the use of percentages of the local student population (e.g. the 
lowest performing 25% of students are targeted for intervention; Mellard et al., 2009). Some 
schools do not use cut points at all but rather a convergence of data from assessments and teacher 
reports which relies on the clinical judgement of school personnel (Mellard et al., 2009). Each of 
these methods present issues regarding the accuracy and effectiveness of the decisions made.  
When screeners are used to identify students who are at-risk for academic failure based 
on norm- or criterion-referenced cut scores, the failure prevalence or base rates of the population 
of interest must match those of the norming sample, otherwise the predictive value of the cut 
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score will not be the same. In addition, the diagnostic accuracy of a single screener, defined by 
the sensitivity and specificity, which are the percentage of true positive determinations and 
percentage of true negative determinations respectively, is usually not sufficient (Johnson et al., 
2010). Similar issues arise with the method of targeting the lowest performing x percent of 
students. For schools that have very low or high base rates, this method could over- or under-
identify students targeted for intervention.  Thus, there is a push to implement a process that 
combines base rates (pretest probability), screener data and student characteristics that moderate 
achievement in the form of a diagnostic likelihood ratio to calculate a more accurate, actionable 
metric called a posttest probability. 
Posttest Probability 
 Posttest probabilities can be positive or negative. A positive posttest probability (+PP) is 
the probability that a student who failed the screener will also fail the criterion, and a negative 
posttest probability (-PP) is the probability a student who has passed the screener will fail the 
criterion. These metrics are actionable in that a high +PP tells the decision maker that 
intervention should be provided to the student to prevent failure whereas a low -PP tells the 
decision maker that the student can be ruled out for intervention (VanDerHeyden, 2013). 
Calculating a posttest probability requires a combination of pretest probability and likelihood 






 Figure 1 
Posttest Probability Calculations 
 
 Pretest probability is the probability that a condition is present before any additional 
information about risk factors or test data is known. This is usually equivalent to the local base or 
prevalence rate of the condition of interest. Pretest probability is used to compute the pretest 
odds (pretest probability/(1-pretest probability) which is then multiplied by a likelihood ratio to 
determine posttest odds. Likelihood ratios are ratios of probabilities that incorporate both 
sensitivity and specificity and like posttest probabilities, likelihood ratios can be either positive 
or negative. A positive likelihood ratio (sensitivity/(1-specificity)) tells the user how many times 
more likely a child who will fail the criterion is to have failed the screening whereas a negative 
likelihood ratio ((1-sensitivity)/specificity) indicates how many times less likely a child who will 
pass the criterion will have failed the screening (VanDerHeyden, 2013). A positive likelihood 
Pretest
Pretest Probability = Base or prevalence rate of 
condition of interest
Pretest Odds = Pretest probability / (1 - pretest 
probability)
Likelihood Ratios
Positive Likelihood Ratio = sensitivity / (1 -
specificity)
or
Negative Likelihood Ratio = (1 - sensitivity) / 
specificity
Posttest Odds
Positive Posttest Odds = pretest odds x positive 
likelihood ratio
or
Negative Posttest Odds = pretest odds x 
negative likelihood ratio
Posttest Probabilities
Positive Posttest Probability = positive posttest 
odds / (1 + positive posttest odds)
or
Negative Posttest Probability = negative 
posttest odds / (1 + negative posttest odds)
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ratio is used to compute positive posttests odds and a negative ratio for negative posttest odds 
(posttest odds = pretest odds * likelihood ratio). Finally, the posttest odds would be used to 
calculate the posttest probability (posttest odds/(1 + posttest odds)).  
Once posttest probabilities are calculated, they can be used within a threshold model to 
inform decision-making (Pauker & Kassirer, 1980). The posttest probability can fall into one of 
three zones: wait, test, or treat—if the posttest probability is higher than the test-treat threshold, 
the condition of interest is ruled in and becomes the focus in treatment planning. If the 
probability falls below the wait-test threshold, it is low enough where the condition can be 
considered ruled out, and if the probability falls between the two thresholds, more data should be 
gathered to revise the probability until it crosses either threshold (Youngstrom et al., 2015).  
VanDerHeyden (2013) suggested that posttest probabilities between 10 and 50 percent should be 
additionally assessed whereas posttest probabilities below 10 percent do not require intervention 
or further action, and posttest probabilities above 50 percent should receive intervention. 
VanDerHeyden (2013) also provided an example of how relevant risk factors are taken into 
consideration to determine differential treatment for patients with similar symptoms: consider a 
patient who is 25 years old, complains of a persistent cough, does not smoke, and has a sore 
throat and runny nose—characteristics like age and lifestyle suggest a low probability for a 
condition like lung cancer and would fall below the wait-test threshold; whereas for a 65-year-
old patient also experiencing a persistent cough with a history of heavy smoking, the patient 
would be treated differently due to elevated base rates for a more serious diagnosis in 
populations of heavy smokers, and increased risk due to age. This example illustrates the utility 
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of incorporating multiple factors to determine a posttest probability which in turn can be used to 
inform treatment decisions. 
Implementing EBA in Schools 
 In order to implement EBA, specifically the use of posttest probability, into school 
practices, it is important to examine the steps of evidence-based assessment and consider how 
they can be applied. Youngstrom et al. (2015) laid out a series of steps for psychologists in 
clinical settings to follow: the first is identifying the most common diagnoses in the setting. This 
step will aid in selecting the appropriate assessments. The second step is to benchmark base rates 
to anchor evaluations and better inform what issues to prioritize. Base rates can be tallied from 
data drawn from prior cases and compared to benchmarks from similar establishments and 
published rates. Third, is to evaluate risk and moderators because risk factors raise “index of 
suspicion,” and the combination of multiple risk factors can elevate probability into 
“assessment” or possibly “treatment” zones. The fourth step is to synthesize intake instruments 
into revised posttest probabilities to upgrade the value for formulation and decision-making. 
These steps are the starting point for implementing evidenced based assessment practices. 
 Pendergast et al. (2018) provided a translation of these steps to fit a school setting and 
demonstrated a model of how these steps can be put into practice in schools to address issues 
with universal screening practices like: inaccuracy of measures, overreliance on single measures, 
failure to systematically combine information when multiple data points are considered, and 
failure to incorporate base rates to improve the calibration of decision-making. Their steps begin 
with identifying the target outcome that is meaningful to school stakeholders by reviewing 
measurable district goals—in this study it was college readiness based on reading ability as 
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measured by a statewide assessment.  Second, they calculated the base rate by identifying the 
percentage of students in the sample who read below target at the end of the year. However, in 
practice, schools would usually calculate base rates using extant data from previous years. Third, 
they identified and evaluated risk factors that were associated with the outcome of interest 
(curriculum-based measurement scores in reading and behavioral risk). Fourth, they identified 
likelihood ratios for the predictors and outcomes of interest by using data from a training sample 
to calculate the correlation between scores on the risk factor measures and scores on the outcome 
of interest. The authors mentioned again that in practice, districts could calculate the likelihood 
ratio using data from the prior years. Using the calculated likelihood ratios, posttest probability 
was calculated using a nomogram, which is a graphing tool used to quickly estimate posterior 
probability (see Figure 2). Using this approach, 78% of students were correctly identified, which 
outperforms using the separate screener data alone. Pendergast et al. (2018) provided a concrete 
example of how posttest probability can be used to effectively and efficiently identify students 










Figure 2  
Nomogram 
 
 In addition to Pendergast et al. (2018), other studies on screening in schools have 
included the use of posttest probability (Nelson et al., 2017; Klingbeil et al., 2017, 2019; 
VanDerHeyden et al., 2017, 2018). These studies examined the diagnostic accuracy of many 
commonly used screening methods (computer adaptive screeners, CBMs, other published 
assessments) by calculating posttest probabilities. Results of these studies supported the 
combination of previous year test scores and computer adaptive or CBM screeners to improve 
diagnostic accuracy (Klingbeil et al., 2019; Nelson et al., 2017; VanDerHeyden et al., 2017) as 
well as the use of local or research-derived cut scores (Nelson et al., 2017; Klingbeil et al., 
2019). Although these studies provide rudimentary evidence on how schools might implement 
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EBA (Youngstrom, 2015), by considering base rates and some relevant risk factors (e.g. previous 
year test performance and screener results), in the calculation of posttest probabilities, evaluation 
of additional risk factors can be improved.  
The Problem  
VanDerHeyden (2013) presented the issue that when schools have high screener fail 
rates, schools add measures for which scores tend to be highly correlated and thus do not 
meaningfully add to decision accuracy. This issue was echoed in the results of studies by 
Klingbeil and colleagues (2019) where they found no added benefit of adding more costly 
screeners (MCOMP and MCAP) to the screening procedure already in place; and by 
VanDerHeyden and colleagues (2017, 2018) where they found that when schools use multiple 
measures on one screening occasion (often referred to as “triangulating data”), it was associated 
with more decision error. These findings beg the question of what then schools are to do when 
posttest probabilities fall into the test threshold. This is where evaluation of additional risk 
factors may be useful. Only one of the aforementioned studies included predictor variables other 
than test or screener scores as likelihood ratios in the calculation of posttest probability. 
VanDerHeyden et al. (2017) incorporated demographic risk factors such as SES, ELL status, and 
special education status; although the demographic risk factors were ultimately removed as they 
did not differentially predict year-end math proficiency in the study once preceding year test 
scores were entered as a predictor, additional exploration of the impact of diverse, relevant risk 
factors on posttest probability is warranted. Many of these factors or predictors of achievement 
are readily available to schools and can provide additional information to the posttest probability 
without the need to administer another screening test which may conserve time for instruction. 
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Therefore, to address the problem presented by VanDerHeyden (2013), this review will examine 
potential factors that may result in more accurate and actionable posttest probabilities and 






















 The impact that socioeconomic status, and more specifically poverty, has on child 
development and educational achievement has been well-researched and documented. Studies 
have found relationships linking poverty in childhood to differential brain development (Hair et 
al., 2015), lower school readiness, and socioemotional and physical health problems that can 
undermine educational achievement (Engle & Black, 2008; McLoyd, 1998). These relationships 
have lasting impacts throughout an individual’s school career and into adulthood (Duncan et al., 
2012). Kainz (2019) found that students who came from backgrounds of high poverty had lower 
reading and math scores at the outset of Kindergarten and made lower gains in first grade 
compared with their non-poor peers. This finding suggests that the readiness and achievement 
gaps persist as students progress through their education. Further evidence of this is found in 
studies by Caldas and Bankston (1997) and Gordon and Cui (2018) who have researched the 
relationship between socioeconomic status (SES) and academic achievement in high school 
students. The clear link between socioeconomic status and academic outcomes make it an 
important factor to consider when calculating a posttest probability.   
Free and Reduced Lunch (FRL) Status  
 In educational research, low-income students are typically identified by whether they 
qualify for the federal free and reduced lunch program (Olszewski-Kubilius & Corwith, 2018). 
Students are considered eligible for the program if they come from families whose incomes are 
at or below 130-185% the federal poverty level. Students are also eligible based on their status as 
a homeless, migrant, runaway, or foster child, or if they are enrolled in federal programs like the 
Supplemental Nutrition Assistance Program and Head Start (USDA’s Food and Nutrition 
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Service, 2017). It is not an exact measure of poverty as nearly half of students nationwide are 
eligible for subsidized meals but only a quarter of U.S. children live in poverty; however, it is 
often the only measure regarding family income readily available in school administrative 
datasets and has become a proxy measure of socioeconomic status (Michelmore & Dynarski, 
2017).  
 Numerous studies have been conducted that demonstrate the relationship between FRL 
status and academic achievement both at the individual level and at the district level. Caldas and 
Bankston (1997), who used participation in FRL to indicate an individual’s poverty status, found 
that poverty status had a direct, independent, statistically significant negative effect on academic 
achievement for high school students after controlling for other individual-level variables like 
race and organized activity level. Jones and colleagues (2018) found similar effects of FRL 
status on standardized test performance for middle school students in a study examining the 
effects of parent marital status and FRL status on performance on a state test used to gauge 
college readiness. The results showed statistically significant differences between groups 
regarding poverty and no main effect or interaction with parent marital status (Jones et al., 2018).  
Morrissey et al. (2014) also concluded FRL status independently predicts lower grades for 
elementary school students and is associated with lower standardized test scores.  
Additional considerations regarding FRL status 
There is a clear increased risk of lower academic achievement for students who are 
eligible for FRL. Therefore, schools can consider using FRL eligibility as a dichotomized 
likelihood ratio: students eligible for FRL are at risk, students not eligible are not at risk. 
However, for schools where a large majority of students qualify for FRL, FRL eligibility alone 
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may not be useful in identifying students for additional support. Because so many students share 
this risk factor, it would likely provide little predictive information regarding students’ future 
risk of failure.  Schools with high percentages of students eligible for FRL may consider 
alternative criterion to differentiate the level of risk.  
First, there is some evidence that shows differential impacts on achievement based on 
whether the child qualifies for free lunch versus reduced lunch. Morrissey et al. (2014) found 
that compared to those paying full price for lunch, those receiving free lunch obtained grades that 
were 18.3% lower whereas those receiving reduced lunch obtained grades that were 6.2% lower. 
This may be explained by the fact that those who are eligible for free lunch are from more 
economically disadvantaged homes than those who receive reduced-price lunch. Thus, schools 
may consider determining risk level based on qualification for free versus reduced-price lunch. 
Another potential point for consideration is how long or often a student has been eligible 
for FRL. In a study on 8th grade math achievement gaps, Michelmore and Dynarski (2017) 
classified students into categories of economic disadvantage: persistently disadvantaged were 
students who have been eligible for FRL in every year since kindergarten; transitorily 
disadvantaged were students who spent some years eligible for FRL; and never disadvantaged 
were students who never qualified for FRL. Those who were persistently disadvantaged scored 
an average of .23 standard deviations below those who were transitorily disadvantaged and .69 
standard deviations below those who were never disadvantaged. The gap between never 
disadvantaged and persistently disadvantaged was 41% larger than the gap between never 
disadvantaged and those disadvantaged at the time of testing. These results indicate the 
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differential impact on academic achievement based on how many years a student has qualified 
for FRL and may serve as another alternative use of FRL status to determine risk. 
Considering the impact economic disadvantage can have on student achievement and the 
empirical evidence of the relationship between FRL status and academic outcomes, FRL status 
of a student is a good candidate to consider as a factor included in the calculation of posttest 
probability. There are also potential options to adjust how to determine cut points for this 
variable, particularly for schools in which a vast majority of students qualify for FRL. 
Additionally, FRL status is data most schools have on hand and would be readily available to use 
















 When students are absent from school, they miss out on the educational opportunities 
provided by teacher-led instruction, peer interaction, and other learning activities that prepare 
them for academic success. The impact that student absenteeism has on achievement has been 
evinced by numerous studies which cite detrimental outcomes such as poorer test score 
performance (Aucejo & Romano, 2016), lower math and reading achievement (Gottfried, 2009),  
and higher likelihood of drop-out (Schoeneberger, 2012). In addition, an increase in absences 
may exacerbate other academic and sociological risk factors in later years (Gottfried, 2009). 
Considering the impact that attendance has on student achievement, as well as the accessibility to 
this data in schools, it may be another useful factor to incorporate when determining posttest 
probability.  
Students might miss a few days for a variety of reasons: personal or family illness, 
appointments, vacation, or sometimes lack of motivation. On average, students miss around 5 to 
6 school days per year which equates to about 3% of the school year (Aucejo & Romano, 2016; 
Romero & Lee, 2007).  In order to utilize attendance data in a posttest probability, it is crucial to 
identify at what point absences make a significant difference in academic performance and for 
whom.  
Chronic absenteeism 
 Chronic absenteeism is a term that commonly appears in literature surrounding 
attendance. Though there is not necessarily a uniform definition across states, researchers 
typically define chronic absenteeism as missing 10 percent or more of the school year or missing 
18 or more school days within a school year (Chang & Davis, 2015). Chronic absenteeism 
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impacts students across all grade levels, and students who are chronically absent in one year are 
often chronically absent in multiple years (Balfanz & Byrnes, 2012). A national report on 
chronic absenteeism in early grades (Romero & Lee, 2007) found that students who were 
chronically absent scored five points lower on academic assessments than students who had 
average attendance records; these effects often carry over into subsequent school years as 
demonstrated by a study showing the relationship between chronic absence in Kindergarten and 
lower academic performance in first grade (Balfanz & Byrnes, 2012). Because there have been 
numerous national reports and studies illustrating the clear connection chronic absenteeism has 
with lower academic achievement, chronic absence may be a reliable indicator to use to 
determine the likelihood ratio for attendance when it is accounted for in the posttest probability.  
Additional considerations regarding attendance 
The metric of chronic absence (10% of days missed) is a useful starting point, but there 
are other considerations schools may take into account when determining a cut point. An absence 
rate of lower than 10 percent can still impact academic outcomes. In addition to labeling chronic 
absenteeism in their report, Romero and Lee (2007) classified at-risk absentees, who are students 
that miss 12-18 days in the school year and showed that these early elementary students score an 
average of 3 points lower on achievement assessments.  Another study comparing average 
number of days absent for high school students who were failing proficiencies in English and 
math across multiple cohorts found that the average number of absences for those failing either 
or both proficiencies ranged from 6 to 18 and was almost double those of passing students whose 
absences ranged between 3 and 8 (Nichols, 2003).  
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There are many possible circumstances for which schools may choose a lower cut point 
for classifying at-risk attendance than chronic absence. For one, several studies have noted that 
the impact of absences on achievement may be exacerbated for students of low socioeconomic 
backgrounds (Gottfried, 2011; Romero & Lee, 2007). The national dataset from the report by 
Romero and Lee (2007) showed that the impact of absence on achievement was almost twice as 
great for poor students. Another reason schools may choose a lower cut point could be dependent 
on the achievement area of focus. There is evidence that suggests that math achievement is 
particularly sensitive to number of absences (Balfanz & Byrnes, 2012). Gottfried (2011) found 
that the negative relationship between missing school and standardized testing achievement is 
slightly greater for math than for reading; Aucejo (2016) echoes that finding by citing that 
decreases in absences could increase math scores almost double what the impact on reading 
scores would be. A third consideration for a revised cut point is absence type. In a study 
comparing absence impact on achievement after differentiating excused and unexcused absences, 
Gottfried (2009) found that having a higher proportion of unexcused absences are more likely to 
experience the negative effects of missing school. Thus, for students with higher ratios of 
excused absences, the cut point may be higher.  
In summation, the clear association between attendance and academic achievement make 
it a valuable source of additional information to incorporate when calculating a posttest 
probability. Schools may use chronic absence as the risk determinant or may choose to adjust the 
cut point depending on contextual considerations. Based on the review of the literature, the cut 
points should range from 6-18+ days absent and schools or districts can investigate these cut 
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points based on their student data. Because schools regularly collect attendance data, it is an 























There is an undeniable link between behavior difficulties and poor academic 
achievement; the co-occurrence of behavior and academic problems is more prevalent than can 
be explained by chance alone (Hinshaw, 1992). Students with externalizing behavior problems 
have been found to have lower grades point averages, and higher rates of course failure, 
retention, and drop out (Wagner, 1995). Researchers have sought to better understand the 
association between behavior and achievement and the impact of behavior on distal outcomes.  
Reinke and colleagues (2008) identified classes of first-grade students with different 
patterns of academic problems. Using latent class analysis, they distinguished four classes for 
boys (academic and behavior problems; academic problems only; behavior problems only; and 
no problem) and three for girls (academic and behavior problems; academic problems only; and 
no problem). Darney et al. (2013) extended upon this research by investigating the distal 
outcomes of the same students in twelfth grade. They found that the class with co-occurring 
academic and behavior problems in the first grade had the greatest risk for negative outcomes 
including higher likelihood of special education placement, mental health service use, poor 
academic achievement, and dropout (Darney et al., 2013).  
In a separate study, King and colleagues (2015) found similar subgroups of third-grade 
students but only identified three classes (high degree of academic and some behavioral risk; 
some academic risk and little behavior risk; and minimal academic and behavior risk). They 
further validated the classes by comparing these groups’ performance on the year end state 
assessment tests and finding each groups’ scores were significantly different from one another: 
those with a high degree of academic and some behavioral risk performing the lowest and those 
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with minimal academic and behavioral risk performing the highest. Their results support those of 
Darney et al. (2013) in showing the increased risk that comorbidity of academic and behavior 
problems can have on achievement. Consequently, behavior is another factor that may contribute 
to a more accurate posttest probability when predicting academic risk. 
Office Discipline Referrals  
 Office discipline referrals (ODRs) are standardized records of events of problem behavior 
that occur in schools (Sugai et al., 2000) and can be used as indicators of student behavior 
problems (McIntosh et al., 2009). ODRs capture a variety of different problem behaviors like 
physical aggression/fighting, gang affiliation display, defiance, disruption, and more (McIntosh 
et al., 2010). Schools often use online database systems to collect and report ODR data 
(McIntosh et al., 2010) making the data easily accessible, which can save schools valuable time 
and resources, especially compared to administering additional assessments. 
 Many studies have explored the use of ODR data to predict academic and behavioral 
outcomes.  In a study reporting on an archival review of a sample of 526 students, Tobin and 
Sugai (1999) found differences in high school outcomes based on how many referrals were 
received in sixth grade. Results showed that boys with 1-2 ODRs for fighting in sixth grade were 
on track to graduate in high school but boys with 3 or more ODRs were not. Girls with one ODR 
for a violent/harassing type incident in sixth grade predicted not being on track to graduate. 
Similarly, McIntosh et al. (2008) found that students with more referrals had lower average grade 
point averages. The average grades of students with two or more referrals dropped from fall to 
spring, whereas average grades of students with up to one referral was stable (McIntosh et al., 
2008). Rusby and colleagues (2007) also investigated ODRs as predictors and found that 
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receiving greater levels of referrals in first grade predicted parent and teacher reports of problem 
behavior at the end of the school year. Overall, the results of these studies illustrate the 
association between number of ODRs received and academic achievement. It is evident that 
students who receive more ODRs also tend to have a higher risk for negative outcomes.  As 
such, ODR data can be useful in decision making processes to identify students with increased 
need for support.  
ODR Cut Points 
ODR data have been used by schools to determine the level of support required by 
students in tiered systems of support (Irvin et al., 2004; 2006; McIntosh et al., 2009). To aid this 
work, researchers have established common cut points that have been subsequently adopted by 
school personnel; these cut points group students into tiers of support based on number of ODRs 
received per year: zero to one, two to five, and six or more (McIntosh et al., 2009). These cut 
points may be useful in determining likelihood ratios as well because there is initial evidence 
supporting their validity: Walker et al. (2005) found significantly different scores on a social  
behavior scale between those with zero to one ODRs and those with 2 or more ODRs. The 
authors chose not to include the third category of 6 or more ODRs due to the small sample of 
students in that category and lack of significant differences in their social behavior scale scores 
compared with those in the 2 to 5 ODR group. It is worth noting that the scale used in this study 
had norms that were at least ten years old at the time. In a more recent study, McIntosh and 
colleagues (2009) found significant differences in clinical levels of behavioral symptoms and 
numbers of suspensions between all three groups. The sample size of this study was also small, 
but findings showed students with 6 or more ODRs had significantly higher levels of 
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externalizing behavior symptoms and suspensions than those with 2 to 5 ODRs who in turn had 
significantly higher levels of externalizing symptoms and suspensions than those with 0 to 1 
ODRs. Based on the results of these studies, having two or more ODRs in one school year 
appears to increase the risk of negative behavioral outcomes. Given the link between behavioral 
outcomes and academic achievement, this provides initial evidence to support the use of 2 or 
more ODRs as a cut point used to estimate the likelihood ratios.   
The aforementioned cut points can be used when there is a year’s worth of data available, 
but that may not be the case for every student.  To address this issue, researchers have studied 
ODR growth trajectories to predict which ODR cut point group students will end up in based on 
ODR type and number of ODRs received in the first few months of the school year. McIntosh et 
al. (2010) found that receiving two or more ODRs by the end of September was a moderately 
accurate predictor of receiving 6 ODRs total and became more accurate after each month. By the 
end of October prediction was highly accurate (McIntosh et al., 2010). They also found that the 
addition of ODR type enhanced accuracy of prediction with physical aggression and harassment 
being powerful predictors in middle school and physical aggression and disrespect being 
moderate predictors in elementary school (McIntosh et al., 2010). Predy et al. (2014) had similar 
findings in that the most accurate screening results included the type of referral received. Their 
results also showed that students who received an ODR in any of the first three months of the 
school year were significantly more likely to have 2-5 ODRs or 6 ODRs by the end of the school 
year (Predy et al., 2014). They also found that having an ODR for defiance in September was the 
strongest predictor of having a high total of ODRs at the end of the year. The results of these 
studies indicate that when year-end ODR totals are not available, receiving one or more ODRs in 
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the first three months of the school year or an ODR for defiance in September can predict risk of 
receiving 2 or more ODRs by the end of the school year. 
 There is substantial evidence of the relationship between behavior and academics as well 
as the association between number of ODRs received and negative academic and behavior 
outcomes. Therefore, behavior problems as measured by ODRs may be an informative factor to 
include in the calculation of posttest probability. Receiving two or more ODRs in a school year 
increases risk of negative outcomes for students, so this could be used as a cut point when 
evaluating ODR data from the prior school year. When full-year data is not available, ODRs 
received in the first few months of school can predict year-long outcomes and may be useful in 
winter screening. However, these cut points should be empirically evaluated. The potential 
predictive value associated with ODR data and the fact that ODRs are widely collected in 












Application Example and Future Directions 
 To illustrate how these recommended factors could be used to calculate a posttest 
probability in practice, an example is provided using hypothetical data. This example will walk 
through each step of calculating a revised posttest probability including the factors discussed for 
a hypothetical student, Harry. 
 Harry attends a school where the rate of students scoring below target on the state reading 
achievement test is 35% [pretest probability]. Harry passed the previous year’s state reading test 
but failed the fall screener which resulted in a posttest probability of 37%. Following 
VanDerHeyden’s (2013) suggested thresholds, additional assessment would need to be 
conducted to determine whether Harry should receive intervention. This is where likelihood 
ratios derived from the factors described above could be useful.  When updating the posttest 
probability based on new information, the first step is to use the posttest probability from the last 
step as the revised pretest probability in the calculation. In this example, Harry’s revised pre-test 
probability was .37 after applying the results from the state reading achievement test from the 
last year and the fall screener.  
Free and Reduced Lunch Status. Thirty percent of students at Harry’s school qualify 
for Free or Reduced Lunch and the decision-making team determined that using FRL status to 
calculate posttest probability was appropriate as sensitivity was high. The corresponding 
calculations are shown in Table 1. Harry qualifies for FRL and therefore is considered at-risk. 
Because he is at-risk, a positive likelihood ratio is calculated using the sensitivity and specificity, 
which are the percentage of students that were not proficient on the state test who were eligible 
for FRL and the percentage of students that were proficient on the state test who were not 
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eligible for FRL respectively. Then the pretest odds were calculated using the posttest probability 
as the revised pretest probability. The pretest odds were multiplied with the positive likelihood 
ratio to get the posttest odds which were then used to calculate the revised posttest probability. 
After factoring in FRL status, Harry’s posttest probability is 47% meaning additional assessment 
still needs to be done.  
Table 1. 
Calculation of Revised Posttest Probability with FRL status 
FRL 
eligibility 
State Test     



















=.47 Eligible 126 (60) 81 (90) .9/(1- 4)=1.5 
Note. Pretest odds are calculated using the posttest probability as the revised pretest probability. 
Attendance. In this hypothetical example, Harry’s school has determined that their cut 
point for at-risk attendance was 9 absences or 5% of days missed. They determined this number 
because it had 90% sensitivity and 70% specificity. In the previous school year Harry had missed 
6% of days and was determined at-risk. Now the revised posttest probability would be used to 
calculate the new pretest odds. Calculations are shown in Table 2 and follow the same procedure 
as described with FRL status. The revised posttest probability is now 73% which is above the 






Table 2.  




State Test     














No 122 (70) 17 (10) (1-.9)/.7=.14 .47/(1-




=.73 Yes 52 (30) 113 (90) .9/(1-.7) =3 
Note. Pretest odds are calculated using the posttest probability as the revised pretest probability. 
This example illustrates how a school can apply the use of posttest probability to the decision-
making process within the context of multi-tiered systems of support. To date, the utility of these 
variables in the estimation of posttest probability is conjecture and should be validated by 
research. 
Conclusion and Future Directions 
According to prominent researchers in this area (e.g., VanDerHeyden & Burns, 2018), 
the use of posttest probability can help schools move toward a more systematic, actuarial 
approach to assessment that is evidence based. This may help address some of the issues with 
current screening practices in schools like over- or under-identification of students at-risk 
through incorporating local base rates of failure in the assessment of risk. Posttest probabilities 
are also actionable metrics that, when used in a threshold model, can inform decision-making in 
schools.  
When a student’s posttest probability falls into the threshold that indicates the need for 
assessment, schools could choose to collect further assessment information using other screening 
measures or diagnostic tests. However, in practice, schools that use multiple screening measures 
tend to use measures that are highly correlated and do not meaningfully add to the accuracy of 
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decision (VanDerHeyden, 2013). Thus, this literature review has sought to examine alternative 
predictors of academic risk that could be useful for updating posttest probabilities without the 
need to administer additional assessments that can ultimately lead to decision error. 
Socioeconomic status, as measured by FRL eligibility, attendance, and behavior, as measured by 
office discipline referrals, are all data that schools already collect and can be easily accessed by 
the school’s decision-making team without adding cost or labor to the assessment process. 
Empirical evaluation of the use of these three risk factors in posttest probabilities is a rich 
area for future research. Research on the use of posttest probabilities in schools is limited, and 
research on the use of posttest probabilities including demographic data is even more so. It 
should be noted that the factors covered in this review are not the only factors that could be 
effective in achieving more accurate posttest probabilities, and other student characteristics like 
English learner and special education status, among others, may also be areas worthy of 
investigation. Researchers can look into the utility and validity of school or district cut scores 
derived from data from previous years for each of the factors. In addition, researchers can also 
investigate the validity of modified cut scores or criteria for different contexts; For example, 
looking at using persistently disadvantaged and transitorily disadvantaged as the risk determinant 
for schools with high poverty or looking at whether using ODR data from the first few months of 
school is valid for winter screening.  
In conclusion, there is much to be evaluated in terms of the use of posttest probability in 
schools as well as which factors should be considered to calculate the most accurate probability. 
Nevertheless, posttest probability and the addition of demographic variables in its calculation 
offer a promising way to use universal screening data that is aligned with evidence-based 
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assessment practices. If future research validates the use of such factors in an evidence-based 
assessment approach to screening, it will enable school psychologists and other members of a 
school’s problem-solving team to make better, more informed decisions about their students 
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