Wavelet-domain hidden Markov models (HMMs), in particular hidden Markov tree (HMT), were recently proposed and applied to image processing, where it was usually assumed that three subbands of the 2-D discrete wavelet transform (DWT), i.e. HL, LH, and HH, are independent. In this paper, we study wavelet-based texture analysis and synthesis using HMMs. Particularly, we develop a new HMM, called HMT-3S, for statistical texture characterization in the wavelet-domain. In addition to the joint statistics captured by HMT, the new HMT-3S can also exploit the crosscorrelation across DWT subbands. Meanwhile, HMT-3S can be characterized by using the graphical grouping technique, and has the same tree structure as HMT. The proposed HMT-3S is applied to texture analysis, including classification and segmentation, and texture synthesis with improved performance over HMT. Specifically, for texture classification, we study four wavelet-based methods, and experimental results show that HMT-3S provides the highest percentage of correct classification of over 95% upon a set of 55 Brodatz textures. For texture segmentation, we demonstrate that more accurate texture characterization from HMT-3S allows the significant improvements in terms of both classification accuracy and boundary localization. For texture synthesis, we develop an iterative maximum likelihood-based texture synthesis algorithm which adopts HMT or HMT-3S to impose the joint statistics of the texture DWT, and it is shown that the new HMT-3S enables more visually similar results than HMT does.
Introduction
Textures play important roles in many computer vision and image processing applications, since images of real objects often do not exhibit regions of uniform and smooth intensities, but variations of intensities with certain repeated structures or patterns, referred to as visual texture. The textural structures or patterns mainly result from the physical surface properties, such as roughness or oriented structuredness of a tactile quality. It is widely recognized that a visual texture, which we can easily perceive, is very difficult to define. The difficulty results mainly from the fact that different people can define textures in application-dependent ways or with different perceptual motivations, and there is no generally agreed upon definition [1] . Textures, generally regarded as a function of the spatial variation in pixel intensities, can be roughly categorized into statistical textures and structural textures. The former regards a texture as the realization of a probability function, e.g. Fig. 1 (a) and (b), and the latter usually consists of repetitive deterministic structures, e.g. Fig. 1 (c) and (d). There are three major applications of texture processing, i.e. classification, segmentation, and synthesis. Classification involves the identification of the type of a given homogeneous region, e.g. [2, 3, 4, 5, 6, 7, 8] . Segmentation attempts to produce a classification map of the input image where each uniform textured region is identified with the localized texture boundaries e.g. [5, 9, 10, 11, 12, 8, 13] . Texture synthesis is often used for image compression, where the goal is to render object surfaces as visually similar to the real ones or as realistic as possible, e.g. [14, 15, 16, 17, 18, 19, 20, 21, 22, 23] . There have been a variety of methods of extracting texture features from textured images, e.g.
geometric, random field, fractal, and signal processing models of textures. Based on those features, texture-related processing algorithms can be developed. Hence, feature extraction and texture characterization are essential to the performance of texture processing. Most recent works on textures predominantly concentrate on two areas [16] . One is multi-channel filtering theory, which was inspired by the multi-channel filtering mechanism in neurophysiology [25] and was motivated by the evident advantages of multiscale texture analysis [26] . The other area is statistical modeling which characterizes textures as probability distributions from random fields, and statistical theories enable us to formulate and solve the problems of texture processing mathematically and systematically. Recently, texture characterization, based on the discrete wavelet transform (DWT) which integrates the above two aspects, has attracted much attention and was found useful for a variety of texture applications, including texture classification, e.g [3, 2, 6, 4, 27, 5, 7] , texture segmentation, e.g. [5, 9, 10, 28] , and texture synthesis, e.g. [16, 15, 29, 14] . These approaches have been found more efficient than the traditional methods based on the second-order statistics or random fields which analyze textures in a single resolution without considering the characteristics of human visual system on perceiving textures.
Furthermore, there are many approaches to extract texture features in the wavelet-domain with applications to texture analysis and texture synthesis. For example, the most often used texture features are the wavelet energy signatures, which were found efficient for texture classification and segmentation, e.g. [2, 4, 5, 7] . The second order statistics of DWT was also used to improve the accuracy for texture characterization in [6] . The histograms of wavelet (or Gabor) coefficients were used for texture synthesis in [16, 14] , where it is assumed that a texture can be characterized by the marginal statistics of a set of filtered images from a general filter bank. Moreover, high-order dependencies of wavelet coefficients were recently studied for statistical image modeling with applications to texture analysis and texture synthesis in [29, 15, 9] , where both the marginal statistics and high-order dependencies of wavelet coefficients are used for texture characterization. On the other hand, it was suggested that the choice of a filter bank in the wavelet texture characterization could be an important issue [5, 7] . In this work, we focus on statistical texture modeling of the non-redundant DWT without considering the selection of optimal filter bank. Though it is well known that the redundant DWT is more effective for statistical modeling than the non-redundant DWT, our work is useful for the applications where the non-redundant DWT is preferred, e.g., compression-domain image segmentation and feature extraction.
Wavelet-domain hidden Markov models (HMMs), in particular, the hidden Markov tree (HMT), have been recently proposed in [30, 31] and applied to image processing, e.g., denoising [32, 33] , segmentation [9] , and Bayesian analysis [34] . As a finite state (usually 2-state) machine in the wavelet-domain, HMT can effectively characterize the joint statistics of the DWT by capturing interscale dependencies of wavelet coefficients via Markov chains across scales. An infinite-dimensional wavelet-domain HMM was proposed in [35] for statistical modeling and processing of natural images. In this work, we mainly study the finite state HMM developed in [30, 32] , particularly, the wavelet-domain HMT. As the indicator of the fitness between a HMT model and the observed DWT data, the HMT model likelihood can be computed in a closed formula and used for texture classification and segmentation [9] . When HMT was applied to image processing, it was usually assumed that the three DWT subbands, i.e. HL, LH, and HH, are independent. This assumption simplifies the image characterization using HMT, and was also found valid in modeling most real images, since real images usually carry a large amount of randomly distributed edges or structures, which weaken the cross-correlation between DWT subbands.
However, we observed that, for natural textures, in particular structural textures, e.g. Fig. 1 (c) and (d), the regular spatial structures or patterns may result in certain dependencies across the three DWT subbands. It was also shown in [15] that the dependencies across subbands are useful for wavelet-based texture characterization. Specifically, in [36, 37] , a vector wavelet-domain HMM was proposed which incorporates multivariate Gaussian densities. The statistical dependencies across DWT subbands can be captured by the non-diagonal entries in the covariance matriaces of the multivariate Gaussian densities.
The vector HMM was applied to the redundant wavelet transform to obtain rotation invariant texture retrieval. It was demonstrated that the 2-state vector HMM in [36, 37] has a moderate feature size but provides more accurate texture characterization than the 2-state scalar HMM in [30, 32] , i.e., HMT.
In this paper, we propose a new wavelet-domain HMM, HMT-3S, by integrating the three DWT subbands into one tree structure with the help of graphical grouping technique [38] . In addition to the joint DWT statistics captured by HMT, the proposed HMT-3S can also exploit the dependencies across DWT subbands. Since HMT-3S and HMT share the same tree structure, they have the similar training process and the similar computation of model likelihood as well [39] . Different from the vector HMM proposed in [36, 37] , we still impose the single variable Gaussian mixture densities in the waveletdomain. In HMT-3S, the state combination of three wavelet coefficients from the three DWT subbands results in the state number increased from 2 to 8, and the dependencies across DWT subbands can be characterized by the enlarged state transition matrices, i.e., 2×2 in HMT and 8×8 in HMT-3S. Though the feature size of HMT-3S is larger than both the original HMT in [32] and the vector HMM in [36] , the state combination operation among multiple coefficients is found very efficient for the training purpose [40] . Particularly, to show the advantages of HMT-3S for texture characterization over the original HMT, we apply it to texture analysis, including classification and segmentation, and texture synthesis.
For texture classification, we study four wavelet-based methods using distinct texture models to evaluate their performances for texture characterization. It is shown that the proposed HMT-3S provides the highest percentage of correct classification (PCC) upon 55 Brodatz textures. For texture segmentation, we particularly study the multiscale Bayesian segmentation framework. It is demonstrated that the more accurate texture characterization from HMT-3S improves the segmentation performance with higher accuracies of both texture classification and boundary localization than HMT does. For texture synthesis, we formulate the problem of HMT-based texture synthesis as a constrained optimization problem which is further simplified into an unconstrained optimization by using the penalty function technique. The solution to the unconstrained optimization can be obtained by the steepest ascent algorithm. We manifest the improvements of HMT-3S over HMT for texture synthesis in terms of the visual similarity between synthetic textures and real ones. This work demonstrates that wavelet-domain statistical texture modeling, i.e. HMMs, plays an important role in texture characterization.
This paper is organized as follows: in Section 2, after we briefly review wavelet-domain HMMs for image modeling, we develop a new HMM, HMT-3S, for more accurate texture characterization by involving more complicated graph structures in the wavelet-domain; then three texture-related applications, i.e. classification, segmentation, and synthesis, are studied in Section 3, Section 4, and Section 5, respectively, where the proposed HMT-3S is tested and compared with other wavelet-domain models;
we show that HMT-3S outperforms HMT with improved experimental results in the three applications; the conclusion is drawn in Section 6. 
Wavelet-Domain Statistical Image Models
In this section, we first briefly review the background materials of this work. For more details on the wavelet transform, wavelet-domain HMMs, and their applications to image processing, we refer the reader to [41, 30, 32, 9, 34] .
2-D Discrete Wavelet Transform
The 2-D discrete wavelet transform (DWT) represents an image in terms of a set of shifted and dilated wavelet functions {ψ LH , ψ HL , ψ HH } and scaling functions φ LL that form an orthonormal basis for
, B ∈ B, B = {LH, HL, HH}, and N j = N/2 j . In this work, LH, HL, and HH are called wavelet or DWT subbands.
dsdt is a scaling coefficient, and w B j,k,i = x(s, t)ψ B j,k,i dsdt denotes the (k, i)th wavelet coefficient in scale j and subband B. We show the 2-D DWT in Fig. 2 , where we can see that for a given wavelet coefficient w B j,k,i , its parent is w B j+1, k/2 , i/2 with the operation x taking the integer part of x, and its four children are w B j−1,2k,2i , w B j−1,2k,2i+1 , w B j−1,2k+1,2i and w B j−1,2k+1,2i+1 . The set of wavelet coefficients w = {w B j,k,i |j = 1, ..., J; B ∈ B; k, i = 0, ..., N j −1} is usually considered to contain the most important features of an image, thus the statistical characterization of w is essential to wavelet-domain image modeling and processing. We discuss the DWT marginal statistics first. For most real-world signals, the set of wavelet coefficients is sparse. This means that the majority of the coefficients are small and only a few coefficients contain the most of the signal energy. Thus, the probability density function (pdf), f W (w), of the wavelet coefficients w can be described by a peak (centered at w = 0) and heavy-tailed non-Gaussian density, where W stands for the random variable of w. It was shown in [42] that the Gaussian mixture model (GMM) can well approximate this nonGaussian density. Therefore, we can associate each wavelet coefficient w with a set of discrete hidden states, S = 0, 1, ..., M − 1, which have probability mass functions (pmf), p S (m). Given S = m, the pdf of the wavelet coefficient w is Gaussian with mean µ m and variance σ 2 m . In general, an M -state GMM of the random variable W consists of the following two elements: Thus, we can parameterize the GMM by π = {p S (m), µ m , σ 2 m |m = 0, 1, ..., M − 1}, and the overall pdf of w is determined by
where
Although the wavelet coefficient w is conditionally Gaussian given its state S = m, it is not Gaussian in general due to the randomness of the state variable S. Usually, the 2-state zero-mean GMM with µ 0 = µ 1 = 0 is used [30, 32, 9, 33] . The GMM with M > 2 is also involved in [31] for signal synthesis.
The big challenge of GMM's with M > 2 is the model training, since the increase of freedom degree of a model may complicate the training process.
2-D Independence Mixture Model (IMM)
In [42, 30] , a simple statistical model called Independence Mixture Model (IMM) was discussed. The IMM assumes that wavelet coefficients are independent and follow a 2-state zero-mean GMM in a scale.
It can only characterize the marginal statistics of DWT without considering high-order dependencies of wavelet coefficients. The IMM was applied to 1-D signal denoising in [30, 42] , where it was shown that the IMM outperforms other soft/hard thresholding schemes. The IMM can be extended from the 1-D to the 2-D by treating the three DWT subbands as independent as well, as shown in Fig. 3(a) . Thus a 2-D IMM of J-scale is parameterized as follows
Given w of N × N , we can use the Expectation Maximization (EM) algorithm [43, 40] to estimate θ IM M by maximizing the model likelihood defined in (3) which represents the fitness between data w and the model θ IM M , and can be used for texture analysis.
Though the orthogonal DWT can decorrelate an image with almost uncorrelated wavelet coefficients, it is widely understood that there are still considerable high-order dependencies existing in w, as observed from the characteristics of wavelet coefficient distribution. Recently, there have been considerable attentions on the statistical image modeling of high-order dependencies in the wavelet-domain with the application to compression, restoration, and segmentation etc. According to dependencies captured, those models can be roughly categorized into three groups: the interscale models, e.g. [30, 32] , the intrascale models, e.g. [44, 33] , and the hybrid inter and intra scale models, e.g. [29, 45, 46, 31, 47] .
These models allow more accurate image modeling and more effective processing than other methods which assume wavelet coefficients to be independent. In this work, we are particularly interested in the interscale models discussed in [30, 32] .
2-D Hidden Markov Tree (HMT)
In addition to the marginal statistics captured by the IMM, the key characteristics of wavelet coefficient distribution, such as clustering and persistence, can be also considered for statistical modeling.
Therefore, a wavelet-domain hidden Markov tree (HMT) was developed in [30] where state variables of wavelet coefficients are vertically connected across scales with Markov chains, as shown in Fig. 3 
(b).
Basically, HMT is a multidimensional GMM that applies tree-structured Markov chains across scales to capture interscale dependencies of wavelet coefficients. The HMT was applied to image processing in [32, 9, 34] , where HMT has a quad-tree structure and is characterized in the three DWT subbands independently. Thus the 2-D HMT is parameterized by
where B j,j−1 (m, n) is the transition probability of the Markov chain from scale j to scale j −1 in subband B. Given w, θ HM T can be estimated by the tree-structured EM training algorithm proposed in [30] which can maximize the HMT model likelihood f (w|θ HM T ) defined as,
where T B j,k,i denotes the wavelet subtree rooted at w B j,k,i . In [30] , p(T B j,k,i |θ HM T , m) can be computed in a recursive fine-to-coarse fashion as follows, (5) and in the finest scale, i.e., j = 1, we have
We can see that the embedded quad-tree structure allows the efficient computation of model likelihood functions via the fine-to-coarse recursion. Moreover, the HMT model likelihood provides the multiscale texture characterization which applies to multiscale Bayesian segmentation [48, 9] . The HMT was also applied to image denoising and Bayesian analysis in [32, 34] From (4), we know that the 2-D HMT assumes the three DWT subbands, i.e. HL, LH, and HH, to be independent, since there usually are abundant structures and edges randomly distributed in real images which result in relative weak dependencies across DWT subbands. On the other hand, the 2-D
HMT was also applied to the complex wavelet transform that is a type of redundant wavelet transforms of a better shift-invariant property than the orthogonal DWT. The HMT in the complex DWT allows improvements in image denoising [49] and image segmentation [50] . We here attempt to improve HMT for more accurate texture characterization by capturing the subband dependencies.
2-D Hidden Markov Tree-3S (HMT-3S)
Though the assumption of subband independence was found valid for real images, e.g. image denoising
in [32, 44, 33] , we also noticed that for natural textures, in particular for structural textures, the regular or periodic spatial structures or patterns result in certain statistical dependencies across DWT subbands, and it is possible to improve the accuracy of texture characterization by capturing dependencies across DWT subbands. Statistical characteristics across DWT subbands was also found useful for texture analysis and synthesis in [15] . Hereby we propose a new wavelet-domain HMM, HMT-3S, by grouping the three DWT subbands into one quad-tree structure, as shown in Fig. 3 (c). This grouping strategy is popular in the graphical modeling and Bayesian network literatures [38] , and was used to improve the wavelet-domain HMM for 1-D signal modeling in [40] , where an improved HMT, HMT-2, was developed by grouping every two neighboring coefficients into one node. It was shown that the more complete further exploit more complete DWT cross-correlations by involving more complicated pyramid graph structures for Bayesian inference. This idea was also found useful for multiscale Bayesian image modeling in [51] . We show the simplified characterization of HMT-3S in Fig. 4 , where we see that HMT-3S has the same quad-tree structure as HMT, except for the number of coefficients in a node, i.e. the state number. If we assume the hidden state number to be 2 for each wavelet coefficient, there are 8 states in a node of HMT-3S. 1 It is worth noting that 2-state GMMs are still used to characterize the DWT marginal statistics. Thus HMT-3S is parameterized by
The EM training algorithm in [30] can be straightforwardly extended to the 8-state HMT-3S. Similar to HMT, the HMT-3S model likelihood can be computed as follows.
where T j,k,i is the complex wavelet subtree rooted at w j,k,i = {w HL j,k,i , w LH j,k,i , w HH j,k,i }, as shown in Fig. 4 , and p(T j,k,i , u|θ HM T −3S ) can be computed in a recursive fine-to-coarse fashion as follows,
and in the finest scale, i.e. j = 1, we have
and
where b = H(S B &v), with S HL = 1, S LH = 2, S HH = 4, and H(x) = 0 if x = 0 or H(x) = 1 otherwise.
As shown above, both HMT and HMT-3S have the similar recursion to compute model likelihood functions. Particularly, HMT-3S involves more parameters to characterize statistical dependencies across DWT subbands, i.e. the 2 × 2 state transition matrix in HMT, B j,j−1 (m, n) with m, n = 0, 1, becomes the 8 × 8 one in HMT-3S, u,v j,j−1 with u, v = 0, 1, ..., 7. We expect that the HMT-3S allows more accurate texture characterization by capturing more complete DWT cross-correlations. On the other hand, it is interesting to notice that HMT-3S could not significantly improve the denoising performance for real images in practice. This observation is consistent with the assumption of the subband independence for real images in [32, 9] . However, HMT-3S does improve the accuracy of texture characterization, as shown in the following three texture processing applications, i.e. classification, segmentation, and synthesis. Another important issue about the wavelet-domain HMMs is the initialization of the EM training algorithm which was found critical to the training performance of wavelet-domain HMMs in [40] , where a two-step initialization scheme was proposed for HMT model training. Here we can use the similar idea to obtain the efficient HMT-3S estimation by using the training results of HMT, i.e. θ HM T , to set the initialization of HMT-3S, i.e. θ 0 HM T −3S .
Texture Classification
Texture classification is one of the most important applications of texture analysis, and it involves the identification of the texture class given a homogeneous textured region. Recently, texture characterization and feature extraction in the wavelet-domain have been extensively studied due to the evident advantages for wavelet-based texture analysis, e.g. [2, 3, 4, 5, 6, 7] . Here, four wavelet-based texture classification methods are tested in the following, which adopt four different wavelet-domain features or models, i.e. the wavelet energy signature (WES), IMM, HMT, and HMT-3S.
Wavelet Energy Signature
The (normalized) energy of the wavelet coefficients in scale j and subband B is defined as
The vector of energy signatures ζ = {E B,j |j = 1, ..., J, B ∈ B} shows the energy distribution along the frequency axis over scales and subbands, and it has proven very efficient for texture characterization.
Given vectors of the energy signatures from N c textures, { ζ c |c = 1, ..., N c }, that of the test texture η, and a distance function dis(), the classifier can be developed as
where several distance functions are available, and we adopt the Euclidean distance in this work for its simplicity. Unlike the WSE in [7] , we do not consider the scaling coefficients in the coarsest scale, since we focus on the statistical modeling of wavelet coefficients. Thus the size of wavelet energy signatures of the 4-scale 2-D DWT is 4(# of scales) × 3(# of subbands) = 12.
Maximum Likelihood-based Classification
In addition to wavelet energy signatures, we also study texture classification using the three waveletdomain statistical models, i.e. IMM, HMT, and HMT-3S described in Section 2. Given the trained model θ and the observed DWT w, we have closed formulas (3)(4)(7) to compute the model likelihood functions f (w|θ). The model likelihood f (w|θ) measures how well the model θ describes the data w [30] . For simplicity, we consider the case in which the prior probabilities to the texture classes are equal, and where the goal is to minimize the overall probability of classification error, the optimal decision becomes the maximum likelihood (ML) rule, which is to choose the class which makes the observed data most likely, i.e.
ML-based classification using HMT was studied and applied to multiscale Bayesian segmentation in [9] .
Here we study texture classification using three wavelet-domain statistical models, i.e. IMM, HMT, and
HMT-3S, all of which can be equipped with the same ML-based classifier defined in (12).
Simulation Results
The simulation of texture classification in this work is based on 55 Prior to the classification experiment, four sets of texture features or models, i.e. WES, IMM, HMT and HMT-3S, are obtained and stored for each texture. In order to ensure the robustness of the model estimation. All models are trained from the whole texture image (640 × 640). It was also found that the translation of the training image has almost no effect on the model estimation. On the other hand, in The selection of optimal wavelet filter basis for texture characterization was studied in [7] , and we are particularly interested in wavelet-domain statistical modeling which may be further jointly considered with the results reported in [7] . The four texture classification methods are performed on 361 texture samples, and the PCC is recorded for each texture. Then we use the the distribution, mean, and standard deviation (stdev) of 55 PCCs over 55 trials to evaluate the overall classification performance, as shown in Table 1 . From Table 1 , we have the following three major results.
• Overall Performance: Generally speaking, HMT-3S gives the highest overall PCC (above 95%) and the best numerical stability with the smallest Stdev of PCCs over 55 textures (below 7%).
Specifically, HMT-3S can correctly identify 18 textures out of 55 ones with 100% PCCs, and it can accurately classify most textures with over 90% PCCs, (48 out of 55). There is no PCC< 70%
for HMT-3S. For most textures, IMM, HMT, HMT-3S outperform the WES in terms of the effectiveness of texture characterization by significantly improving PCCs, showing the exploration of the marginal statistics and higher-order dependencies are useful for texture characterization.
• Structural Textures: In particular, the advantages of HMT-3S over WES, IMM, and HMT are evident for structural textures, where dependencies across DWT subbands are relatively strong.
Particularly, for 20 strong structural textures that are marked with (+) in Table 1, HMT-3S can outperform WES, IMM, and HMT by 17.5%, 9%, and 4.5% PCC improvements, respectively.
This fact is consistent with the major motivation of HMT-3S. Table 1 , the PCCs from IMM, HMT, and HMT-3S are very close. This observation is also consistent with the prerequisite of HMT-3S and HMT for statistical modeling.
As the main drawback. the feature size of HMT-3S is the largest one. This is mainly due to the fact that 8 × 8 state transition matrices are involved in HMT-3S which characterize dependencies across DWT subbands. On the other hand, it was shown in [40] that the state combination operation among multiple wavelet coefficients was found very efficient for the training purpose. In this work, we also noticed that the model training of HMT-3S usually has faster convergence rates than HMT. Thus the overall computational complexities of HMT-3S and HMT are still comparable in practice. The above experiment manifests that HMT-3S can improve the accuracy of statistical texture characterization, in particular for structural textures. This fact can be further verified by the application of texture segmentation in next section where both HMT and HMT-3S are tested again.
Texture Segmentation
Texture segmentation is closely related to texture classification. In particular, the Bayesian approaches to texture segmentation have been proven efficient to integrate both texture features and prior knowledge about contextual properties of texture data, where maximum a posteriori (MAP) estimation is usually involved. Traditional single-scale Bayesian MAP segmentation methods usually require high computational cost due to the non-causal dependence structure involved in the texture models. To reduce the computational complexity and improve the classification accuracy, researchers proposed multiscale Bayesian segmentation techniques which apply contextual behavior in the coarser scale to guide the decision in the finer scale, e.g [26, 51] . Trainable context models were developed in [48, 52] [57, 58] , where contextual behavior can be accumulated both across scales and via multiple context models. Similar to HMTseg, the JMCMS was equipped with the wavelet-domain HMT for multiscale texture characterization, and it was shown that the JMCMS can improve the segmentation performance over HMTseg at the comparable computational complexity. In addition to multiscale contextual modeling, the other approach to improve
Bayesian segmentation is to use more accurate texture features or texture models, e.g. [5, 49] .
In this paper, we study how the segmentation performance can be improved by using a more accurate texture model, i.e. HMT-3S instead of HMT used in [9, 57, 58] . In the following, we first briefly review the framework of multiscale Bayesian segmentation approaches, including those discussed in [51, 48, 9, 57 , 58], then we substitute HMT-3S for HMT in HMTseg and JMCMS algorithms to implement texture segmentation. Some simulation results and discussions are also given.
Multiscale Bayesian Segmentation
To keep consistence, we adopt the notation in [51] . Given a random field Y , we need to accurately estimate the pixel label in X where each label specifies one of N c possible classes. 3 With certain assumptions of prior distributions, Bayesian estimators attempt to minimize the average cost of an erroneous segmentation, as shown in the following optimization problem,
where C(X, x) is the cost of estimating the true segmentation, X. The MAP estimate is the solution of (13), if we use the cost functional of C M AP (X, x) = 1 whenever any pixel is incorrectly classified.
In other words, the MAP estimator aims at maximizing the probability that all pixels will be correctly classified. It is known that the MAP estimator is excessively conservative. Therefore, multiscale
Bayesian segmentation was proposed in [51] , s , where s is the position in a 2-D lattice S (n) . Since Markovian dependencies are assumed across scales, the SMAP recursion can be computed in the fashion of coarse-to-fine as follows,
The two terms in (14) are the likelihood function of the image feature y (n) and the context-based prior knowledge from the next coarser scale, respectively. Specifically, the pyramid graph models were developed in [51] to characterize multiscale texture features regarding the latter part of (14) . Based on the same framework, a trainable context model for Bayesian segmentation was proposed in [48, 52] , where x (n) s is assumed to be only dependent on x (n)
∂s , a set of neighboring samples (5 × 5) at the coarser scale, and ∂s ⊂ S (n+1) denotes a 5 × 5 window of samples at scale n + 1. The behavior of this simplified contextual structure can be trained off-line by providing image data and corresponding ground truth segmentations. Meanwhile, the multivariate Gaussian mixture model was used in [48, 52] to obtain multiscale texture features regarding the the former term in (14) , and the segmentation can be accomplished efficiently via a single fine-to-coarse-to-fine iteration according to (14) .
HMTseg Algorithm
A distinct context-based Bayesian segmentation algorithm, called HMTseg, was proposed in [9] , where the wavelet-domain HMT is used to obtain multiscale texture characterization according to (4)(5)(6) regarding the former part of (14) . Meanwhile, contextual behavior is characterized by a context vector v (n) derived from a set of neighboring samples (3 × 3) in the coarser scale and can be trained on-line from the image to be segmented. It is assumed that, given y s the dominant class label of the 3×3 samples at the coarser scale. Both ℘s ⊂ S (n+1) , the position of the parent sample, and s ⊂ S (n+1) , a 3×3 window centered at ℘s, are at scale n+1. So given
is independent with all other class labels. Furthermore, the contextual prior p x (n) |v (n) (c|u) is involved in the SMAP estimation which has the same purpose as the latter term in (14) , and it can be estimated by maximizing the following context-based mixture model likelihood as,
where the likelihood function f (y (n) |x (n) = c) is computed by using the wavelet-domain hidden Markov tree (HMT) according to (4) . An iterative Expectation Maximization (EM) training algorithm was developed in [9] to approach the above problem. In practice, p x (n) |v (n) (c|u) is specified indirectly by {p x (n) (c), p v (n) |x (n) (u|c)} using the Bayes rule, and the SMAP estimate is obtained bŷ
Joint Multi-context and Multiscale Approach (JMCMS)
Context-based multiscale segmentation approaches [51, 48, 52, 9] were applied to multispectral SPOT images, document images, and aerial photos, etc. It was found that segmentation results in homogeneous regions are usually better than those around texture boundaries. This is mainly owing to the fact that the context models used in those approaches mainly capture interscale dependencies and encourages the formation of large uniformly classified regions with less consideration on texture boundaries. To improve the segmentation results in both homogeneous regions and texture boundaries simultaneously, a joint multi-context and multiscale (JMCMS) approach to Bayesian segmentation was proposed in [57, 58] , where the performance of image segmentation is quantified by three criteria. Specifically, P a is the percentage of pixels which are correctly classified, showing accuracy, P b the percentage of boundaries that coincide with the true ones, showing specificity, and P c the percentage of true boundaries that can be detected, showing sensitivity. A good segmentation result requires high P a , P b , and P c . It was shown in [58] that the context structure has a close relation to the segmentation results in terms of P a , P b , and P c , and it is hard to design a context model which can work well with respect to three criteria simultaneously. Thus, a joint multi-context and multiscale (JMCMS) approach to Bayesian segmentation was proposed in [57, 58] , where contextual information is accumulated both across scales and via multiple context models. In the JMCMS, the Bayesian segmentation is formulated as a multiobjective optimization problem which can be regarded as the generalization of the single objective optimization in (13) . The multi-stage problem solving technique in [59] was used to obtain the JMCMS solution. Though the JMCMS scheme can be widely equipped with different texture features or texture models, the wavelet-domain HMT was specifically used in [57, 58] . In this sense, the JMCMS can be considered as an extension of HMTseg. It was shown that the JMCMS outperforms HMTseg by improving P a , P b , and P c , in particular P b and P c , at the comparable computational complexity.
Texture Segmentation Using HMT-3S
The JMCMS algorithm in [58] improves texture segmentation by using more sophisticated contextual modeling of multiscale class labels regarding the latter part of (14) . On the other hand, it was reported in [58] that JMCMS and HMTseg have the similar computational complexity for Bayesian estimation.
We here attempt to improve texture segmentation by using more accurate texture models, i.e., HMT-3S instead of HMT, regarding the former part of (14) . It is worth noting that the computation of model likelihood is the only step related to the feature size and is neglectable compared with the latter Bayesian estimation in JMCMS or HMTseg. Hereby we study both the HMTseg and the JMCMS algorithms by substituting HMT-3S for HMT to compute the model likelihood used in Bayesian estimation, i.e., we use (7) instead of (4) to compute f (y|x) in (15) and (16). In Fig. 6 , we show the segmentation results of two synthetic texture mosaics using both HMTseg and the JMCMS algorithms where two texture models, HMT-3S and HMT, are tested. The computational complexity of four implementations are about the same except for neglectable extra cost introduced by HMT-3S. The numerical segmentation performances of four methods are also evaluated in terms of P a , P b , and P c in Table 2 . We see that both JMCMS and HMT-3S can improve segmentation results in terms of P a , P b , and/or P c by emphasizing the two terms in (14), respectively. Moreover, the combination of JMCMS and HMT-3S provides the best results regarding P a and P b both of which are considered the most important criteria [60] . Intuitively speaking, HMT-3S intends to generate homogeneous segmentation regions by providing robust and accurate texture characterization, and JMCMS attempts to clean misclassified pixels and to smooth texture boundaries by minimizing the spatial size of errors. Thought two efforts seem to be conflicting, the integration of HMT-3S and JMCMS under the Bayesian estimation framework can provide a well balanced segmentation result, as shown in Figure 6 . This fact is consistent with our previous argument about the improvement of Bayesian segmentation. Particularly, when the number of texture types, N c , is large, e.g. N c = 9 in Fig. 6(a)(g) , the advantages of HMT-3S over HMT are significant for segmentation. Specifically, we here study the supervised case where all texture models are known prior to the segmentation process. The above work can be also extended to the unsupervised case where the similar results are observed regarding the advantages of HMT-3S over HMT [61] . [57, 58] . (l) JMCMS (HMT-3S).
Texture Synthesis
As the counter-part issue of texture analysis, texture synthesis attempts to generate synthetic textures which are visually indistinguishable to real textures according to a certain parametric texture model or a set of texture features. Texture synthesis is often used in image compression applications, e.g. [21, 22, 23] . In the following, we first briefly review statistical texture modeling techniques discussed in [62, 16, 15] . Then we develop a new texture synthesis algorithm which uses the wavelet-domain HMT and HMT-3S for texture modeling. Some simulation results are also shown.
Statistical Texture Modeling
A texture can be defined as a real 2-D homogeneous random field X (RF). Julesz conjecture connects this statistical definition to human perception [62] : there exists a set of function {φ k (X), k = 1, ..., N c } such that samples drawn from any two RFs that are equal in expectation over this set are visually indistinguishable under certain fixed conditions. Thus a set of textures which are visually equivalent can be characterized by
Then the ensemble of images that yield the same estimated constraint values can be defined as
The maximum entropy distribution over this set is uniform, and the set of images sharing the same statistical constraints was termed as Julesz Ensemble in [16] , where a synthesis-by-analysis approach was applied to sampling from a RF with statistics matching the estimated statistics of an example texture image. The algorithm in [16] has two steps: we first need to estimate specific value c k , corresponding to each of the constraint functions φ k , from an example texture image; then we draw samples from the Julesz ensemble defined by this set constraint functions, i.e. T φ, c .
The texture model proposed in [15] was an alternation to the formulation in [16] by sampling the RF subject to the estimated constraint values in (17) . The set of constraint functions {φ k } are used as a texture model to synthesize real textures by using the alternative projection on constraint surfaces technique. In other words, an iterative solution can be obtained by imposing constraints sequentially via their adjustment operations. Similarly, the texture synthesis algorithm in [14] is based on an iterative sequence of histogram-matching operations, where only marginal statistics of the complex wavelet transform is considered. A more complete parametric texture model based on joint statistics of complex wavelet coefficients was developed in [15] , where constraint functions include marginal statistics, auto-correlations, and cross-correlations, etc. In this work, we use a similar framework to the one in [15] , and apply HMT or HMT-3S to impose the cross-correlations and marginal statistics.
Maximum Likelihood-Based Texture Synthesis
As shown in Section 2, both HMT and HMT-3S can characterize the marginal statistics and crosscorrelations of texture wavelet transforms. In particular, in (4) and (7), we have closed formulas to compute their likelihood functions f (w|θ) given the model θ and the observed data w, and f (w|θ)
shows how well the model θ fits the data w. For texture analysis, we use the EM algorithm to estimate θ of HMT or HMT-3S by maximizing f (w|θ). On the contrary, when we apply HMT or HMT-3S to texture synthesis, we need to generate w which can be best parameterized by a given θ aŝ w = arg max
subject to the mean and variance constraints of w implied by θ. Thus the problem of texture synthesis using HMT can be formulated as a constrained optimization. Usually, to make it easier, we can change a constrained optimization into an unconstrained one by using the penalty function technique [63] . On the other hand, since it is hard to compute the overall w by a single operation, we adopt the multiscale scheme in [15] to update w in a coarse-to-fine fashion, as described in the following where the problem is discussed in the 1-D form and applies to the 2-D case.
Given a 1-D HMT θ, and w j , the set of N j wavelet coefficients in scale j, the local model likelihood of two adjacent scales, scale j and scale j + 1, f (w j , w j+1 |θ) can be computed as,
Since we use the coarse-to-fine scheme, we fix w j+1 to find w j which can maximize f (w j , w j+1 |θ),
i.e., f (w j |θ, w j+1 ), subject to the mean and variance constraints of expected w j . As said before, we can define a new objective function h(w j |θ) by introducing two penalty functions as follows,
where η j = 0 and δ 2 j = 1 m=0 p j (m)σ 2 j,m are the expected mean and variance implied by θ, respectively. ∆e 1 and ∆e 2 are the errors between the mean and variance of estimated w j and the expected ones, respectively. K 1 and K 2 are two positive constants whose values are set empirically to balance the effects of three terms in h(w j |θ, w j+1 ) appropriately. Thus the constrained ML-based texture synthesis in (19) is changed into an unconstrained optimization aŝ
The solution to (24) can be iteratively obtained by the steepest ascent algorithm which updates w j in the direction of maximizing h(w j |θ, w j+1 ) as,
where λ j is the step size which is tuned to warrant the convergence of the algorithm, and
where L = N j − 1, and
, and g is the derivative of the Gaussian function g. Actually, w j,i and w j,k are two neighbors sharing the same parent w j+1,l in the wavelet subtree. From (26), we see the update of w j,k is dependent on four terms, i.e. Λ p from its parent, Λ n from its neighbor, Λ o from its own, and Λ e from the errors of mean and variance, so that w j,k can be updated along the direction of (h j (w j |θ)) subject to those constraints. Particularly, the cross-correlation constraint from HMT is mainly represented by the (4) and (7). The major changes to (26) will be on Λ n and Λ o when the 2-D HMT or HMT-3S is used. Thanks to the integrated characterization of the joint DWT statistics from wavelet-domain HMT and HMT-3S, the problem of texture synthesis can be formulated mathematically and solved systematically, as shown from (19) to (26) . It is expected that HMT and HMT-3S allow us to impose statistical constraints efficiently for texture analysis.
Texture Synthesis Algorithm Using HMT
Since HMT mainly capture cross-correlations of the DWT, auto-correlations are also needed here to represent the periodicity and global oriented structures in textures [64, 15] . The statistical constraints from auto-correlations can be imposed by zero-phase 2-D linear filtering [15] . In addition, we adopt the histogram specification algorithm to impose the statistics of gray-level texture pixels [65] . Using the similar framework to the one in [15] , we develop a new texture synthesis algorithm, as shown in Fig. 7 , where only a 2-scale DWT is used for simplicity. The texture synthesis algorithm using HMT where a 2-scale DWT is adopted.
The synthesis process begins with an image containing samples of Gaussian white noise. In the wavelet-domain, a recursive coarse-to-fine procedure imposes the statistical constraints through HMT and the auto-correlations, while simultaneously reconstructing a lowpass image, until obtain the synthesized image after the histogram specification in the spatial domain. The entire process is repeated until converge (visually). The same as the most synthesis algorithms, we cannot guarantee convergence. In practice, the proposed algorithm has a fast visual convergence rate with appropriately tuned constants, i.e., λ j in (25) , and K 1 and K 2 in (23). The current implementation requires roughly 10 minutes to synthesis a 256 × 256 texture (10 iterations) on a 400MHz Pentium-II computer.
Simulation Results
In this experiment, we adopt the 4-level Daubechies-8 wavelet for texture synthesis. We have tried other wavelets, such as Daubechies-4,6,10 and Symmlet-4,5,6, etc. It seems that the wavelet with longer filter banks may provide slightly better texture synthesis results than the one with shorter filter banks regarding the convergence rate and visual quality. This may be due to the reason that the longer filter bank can provide a more compact DWT representation that allows more accurate statistical texture modeling. Both HMT and HMT-3S are tested here. Even though we found that HMT-3S allows faster visual convergence of the synthesized textures than HMT does, they are quite close eventually. We guess that autocorrelation constraints of the reconstructed low-pass images can partially compensate the loss of the characterization of dependencies across DWT subbands.
We show four synthesized textures with 5 iterations in Fig. 8 . It is shown that HMT-3S provides more perceptually favorable results than HMT does, and spatial structures or patterns can be generally replicated with less artifacts and distortions, e.g., D17, D68, and D87. Two models work similarly well for the textures dominated by random structures which may weaken dependencies across subbands, e.g, D57. This fact is consistent with the texture classification results in Section 3. More texture synthesis results can be found in Fig. 9 . However, we also noticed that both HMT and HMT-3S cannot effectively capture the spatial periodicity and regularity in textures, as shown in Fig. 10 . Generally speaking, there are three major observations from the above experiment regarding the performance of texture synthesis as follows:
• For structural textures with irregular patterns, HMT-3S outperforms HMT by providing smoother and shaper structures, such as D68, D87, and D76, etc. This shows that HMT-3S is able to reproduce the sharpness and smothness of the irregular structures by characterizing statistical dependencies across DWT subbands.
• For structural textures with periodic or regular patters, both HMT-3S and HMT fail to reproduce the regular or periodic structures, such as D20, D36, and D75, etc. This is due to the fact that both HMT and HMT-3S are statistical models which cannot handle the regular and periodic structures or patterns. Secondly, the orthogonal/non-redundant DWT has the poor shift-invariant property and cannot well preserve the regularity and/or periodicity in the wavelet-domain, as indicated in [7] .
• For statistical texture, the texture synthesis results are very close for HMT and HMT-3S, such as D57, D33, and D19, etc. That is because the high-order dependencies across scales or subbands are relatively weak for those textures where HMT and HMT-3S offer the similar statistical characterization.
It is well known that the redundant DWT usually has the good shift-invariant property and is often used for image and texture processing with more accurate and robust statistical modeling than the non-redundant DWT, e.g. [45, 14, 15, 5, 47] . Even we focus on the non-redundant DWT in this work, we expect that HMMs in the redundant DWT, e.g. the complex wavelet transform in [49, 50] , may provide better synthesis results. On the other hand, the direct extension of HMT-3S to the redundant DWT that has more than 3 subbands may result in a very large feature size, since the state number of HMT-3S is 2 to the power of the number of DWT subbands. Nevertheless, we believe that the proposed texture synthesis algorithm shown in Figure 7 can be extended to other HMMs in the redundant DWT which have a moderate feature size, for example, the vector HMT proposed in [36, 37] which was applied to the redundant DWT to achieve rotation invariant texture characterization.
Signal synthesis was also studied in [31] , where wavelet-domain HMMs were used to synthesize data network traffic which exhibits long range dependence characteristics of slow-decaying correlation functions. The synthesis algorithm in [31] is based on an invertible mapping operation which is determined prior to the synthesis process, and it works well for synthesizing data network traffic with the good reproduction of marginal statistics and long-range dependence. However, the spatial structures or patterns in real textures may not be well reproduced by the mapping technique which does not involve the optimization of a set of wavelet coefficients.
Conclusions
In this paper, we have studied texture analysis and synthesis using wavelet-domain HMMs, in particular the hidden Markov tree (HMT), which were originally proposed in [30] . More importantly, we have proposed a new HMT-3S model to capture statistical dependencies across DWT subbands by using the graphical grouping technique. The basic idea of the HMT-3S is that a more complete statistical characterization of DWT can be implemented by more sophisticated graph structures for Bayesian inference in the wavelet-domain. The proposed HMT-3S has been applied to texture analysis, including classification and segmentation, and texture synthesis as well. The simulation results show that the proposed HMT-3S outperforms HMT by improving the PCC of texture classification, the segmentation accuracy, and the visual similarity of synthetic textures. This work demonstrates the applications of wavelet-domain hidden Markov models to texture analysis and synthesis, and shows that waveletdomain statistical image modeling plays an important role in texture characterization. One limitation of this work is the proposed HMT-3S is established in the non-redundant DWT that is inferior to the redundant DWT for statistical modeling. However, this work can be useful for the applications where the non-redundant DWT is preferred, e.g., compression-domain image segmentation and feature extraction, etc. Moreover, the proposed texture synthesis algorithm can also be applied to other HMM in the redundant DWT that has a reasonable feature size.
