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GLOBAL WELL-POSEDNESS OF 3-D ANISOTROPIC NAVIER-STOKES
SYSTEM WITH LARGE VERTICAL VISCOUS COEFFICIENT
YANLIN LIU AND PING ZHANG
Abstract. In this paper, we first prove the global well-posedness of 3-D anisotropic Navier-
Stokes system provided that the vertical viscous coefficient of the system is sufficiently large
compared to some critical norm of the initial data. Then we shall construct a family of initial
data, u0,ν , which vary fast enough in the vertical variable and which are not small in the
space, BMO−1. Yet u0,ν generates a unique global solution to the classical 3-D Navier-Stokes
system provided that ν is sufficiently large.
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1. Introduction
In this paper, we first investigate the global well-posedness of the following 3-D anisotropic
Navier-Stokes system provided that the vertical viscous coefficient is large enough:
(NSν)


∂tv + v · ∇v −∆νv +∇P = 0, (t, x) ∈ R
+×R3,
div v = 0,
v|t=0 = v0 = (v
h
0 , v
3
0),
where v = (vh, v3) with vh = (v1, v2) stands for the velocity of the incompressible fluid flow
and P for the scalar pressure function, which guarantees the divergence free condition of the
velocity field, ∆ν
def
= ∆h + ν
2∂23 with ∆h
def
= ∂21 + ∂
2
2 , and ν
2 denotes the vertical viscous
coefficient.
When ν = 1, (NSν) is exactly the classical Navier-Stokes system. In the sequel, we
shall always denote the system (NS1) by (NS). Whereas when ν = 0, (NSν) reduces to
the anisotropic Navier-Stokes system arising from geophysical fluid mechanics (see [4]). The
main motivation for us to study Navier-Stokes system with large vertical viscous coefficient
comes from the study of Navier-Stokes system on thin domains (see (2.4) of [17] for instance),
which we shall present more details later on.
In the seminal paper [14], Leray proved the global existence of finite energy weak solutions
to (NS). Yet the uniqueness and regularity of such weak solutions are big open questions in
the field of mathematical fluid mechanics except the case when the initial data have special
structure. For instance, with axi-symmetric initial velocity and without swirl component,
Ladyzhenskaya [13] and independently Ukhovskii and Yudovich [21] proved the existence of
weak solution along with the uniqueness and regularity of such solution to (NS). When the
initial data v0 has a slow space variable, Chemin and Gallagher [5] (see also [7]) can also
prove the global well-posedness of such a system.
While Fujita and Kato [9] proved the global well-posedness of (NS) when the initial data
v0 is sufficiently small in the homogeneous Sobolev space H
1
2 . This result was generalized by
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Cannone, Meyer and Planchon [3] for initial data being sufficiently small in the homogeneous
Besov space, B
−1+ 3
p
p,∞ , with p ∈]3,∞[. The end-point result in this direction is due to Koch
and Tataru [11], where they proved the global well-posedness of (NS) with initial data being
sufficiently small in BMO−1, the norm of which is determined by
(1.1) ‖v‖BMO−1
def
= ‖v‖B−1∞,∞ + sup
x∈R3, R>0
1
R
3
2
(∫ R2
0
∫
B(x,R)
∣∣et∆v(y)∣∣2 dydt) 12 .
We remark that for p ∈]3,∞[, there holds
H
1
2 (R3) →֒ L3(R3) →֒ B
−1+ 3
p
p,∞ (R
3) →֒ BMO−1(R3) →֒ B−1∞,∞(R
3),
and the norms to the above spaces are sclaing-invariant under the following scaling transfor-
mation
(1.2) uλ(t, x)
def
= λu(λ2t, λx) and u0,λ(x)
def
= λu0(λx).
We notice that for any solution u of (NS) on [0, T ], uλ determined by (1.2) is also a solution of
(NS) on [0, T/λ2]. We remark that the largest space, which belongs to S ′(R3) and the norm
of which is scaling invariant under (1.2), is B−1∞,∞(R
3). Moreover, Bourgain and Pavlovic´ [2]
proved that (NS) is actually ill-posed with initial data in B−1∞,∞.
On the other hand, by crucially using the fact that div v = 0, Zhang [22], Paicu and the
second author [16] improved Fujita and Kato’s result by requiring only two components of
the initial velocity being sufficiently small in some critical Besov space even when ν = 0
in (NSν). Lately, Chemin and Zhang [8] proved that if the lifespan T
∗ to the Fujita-Kato
solution of (NS) is finite, then for any unit vector field e of R3, and any p ∈]4, 6[, there holds∫ T ∗
0
‖v · e‖p
H
1
2
+ 2p
dt =∞.
This result ensures that a critical norm to one component of the velocity field controls the
regularity of Fujita-Kato solution to (NS). In general, we still do not know whether or not
(NS) is globally well-posed with only one component of the initial velocity being sufficiently
small. Yet we shall prove the global well-posedness of (NS) with a family of initial data, which
vary fast enough in the vertical direction and the third component of which are sufficiently
small, see Corollary 1.1 below.
Before preceding, let us recall the anisotropic Sobolev space.
Definition 1.1. For any s, s′ ∈ R, Hs,s
′
denotes the space of homogeneous tempered distri-
bution a such that
‖a‖2
Hs,s′
def
=
∫
R
3
|ξh|
2s|ξ3|
2s′ |â(ξ)|2dξ <∞ with ξh = (ξ1, ξ2).
Notations: Let us denote ∇h
def
= (∂1, ∂2), ∇
⊥
h
def
= (−∂2, ∂1), ∇ν
def
= (∂1, ∂2, ν∂3) and
(1.3) ET
def
= C
(
[0, T [,H
1
2
)⋂
L2loc
(
[0, T [;H
3
2
)
.
For any function a and any positive constant λ, we denote aλ
def
= a|a|λ−1. Ω
def
= curl v desig-
nates the vorticity of the velocity v, and ω
def
= ∂1v
2 − ∂2v
1, the third component of Ω.
Our first result of this paper states as follows:
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Theorem 1.1. Let v0 satisfy Ω0 = curl v0 ∈ L
3
2 and div v0 = 0. Then there exists some
universal positive constant C1 such that if
(1.4) ν ≥ C1
(
M0 +M
1
4
0
)
with M0
def
= ‖ω0‖
3
2
L
3
2
+ ‖∇v30‖
2
H−
1
2
,0
,
(NSν) has a unique global solution v ∈ E∞ so that for any t > 0,
(1.5)
∥∥ω(t)∥∥ 32
L
3
2
+ ‖∇v3(t)‖2
H−
1
2
,0
+
∫ t
0
(∥∥∇νω 3
4
∥∥2
L2
+
∥∥∇ν∇v3∥∥2H− 12 ,0
)
dt′ ≤ 2M0.
Remark 1.1. Due to div v0 = 0, we deduce from Sobolev inequality and Biot-Savart’s law
that
‖v30‖H
1
2
,0 ≤ ‖v0‖H
1
2
. ‖∇v0‖
L
3
2
. ‖Ω0‖
L
3
2
,
and
‖∂3v
3
0‖
2
H−
1
2
,0
=
∫
|ξ3|≤|ξh|
|ξh|
−1
∣∣F(∂3v30)(ξ)∣∣2dξ +
∫
|ξh|≤|ξ3|
|ξh|
−1
∣∣F(− divh vh0)(ξ)∣∣2dξ
≤
∫
R
3
(
|ξ3||v̂
3
0(ξ)|
2 + |ξh||v̂
h
0 (ξ)|
2
)
dξ
≤ ‖v0‖
2
H
1
2
. ‖Ω0‖
2
L
3
2
.
This implies that under the assumption of Theorem 1.1, M0 determined by (1.4) is well-
defined. Furthermore, if ‖Ω0‖
L
3
2
is sufficiently small, (1.4) holds for ν = 1. Hence in
particular, Theorem 1.1 ensures the global well-posedness of the classical 3-D Navier-Stokes
system with ‖Ω0‖
L
3
2
being sufficiently small.
We point out that the main idea used to prove Theorem 1.1 can be adapted to study the
global well-posedness of the classical 3-D Navier-Stokes equations with a fast variable:
(1.6)


∂tu+ u · ∇u−∆u+∇Π = 0, (t, x) ∈ R
+×R3,
divu = 0,
u|t=0 = v0,ν(xh, νx3) = (νv
h
0 (xh, νx3), v
3
0(xh, νx3)).
Let u(t, x)
def
=
(
νvh(t, xh, νx3), v
3(xh, νx3)
)
and Π(t, x)
def
= νP (t, xh, νx3). Then (v, P ) verifies
(1.7)


∂tv + νv · ∇v −∆νv +∇ν2P = 0, (t, x) ∈ R
+×R3,
∇ · v = 0,
v|t=0 = v0.
(1.7) is closely related to the following system:
(1.8)


∂tv + v · ∇νv −∆νv +∇νP = 0, (t, x) ∈ R
+×[0, L1]× [0, L2]× [0, 1],
∇ν · v = 0,
v|t=0 = v0,ν = (νv
h
0 , v
3
0),
which is the rescaled Navier-Stokes system (see (2.4) of [17]) arising from the study of 3-D
Navier-Stokes system on thin domains, [0, L1]× [0, L2]×
[
0, 1/ν
]
. In [17] (see also [10, 12, 19]),
Raugel and Sell proved the global well-posedness of (1.8) in a periodic domain, [0, L1] ×
[0, L2] × [0, 1], provided that ν is sufficiently large compared to the initial data. The main
ideas in [17, 10, 12, 19] is to decompose the solution v of (1.8) as
(1.9) v = M(v) + w with M(v)(t, xh)
def
=
∫ 1
0
v(t, xh, x3) dx3.
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Then the authors exploited the fact that: 2-D Navier-Stokes system is globally well-posed for
any data in L2, and the fact that: 3-D Navier-Stokes system is globally well-posedness with
small regular initial data, to prove that the solutions of (1.8) can be split as the sum of a
2-D large solution and a 3-D small solution of (NS).
We remark that in the whole space case, we do not know how to define the average of
the velocity field on the vertical variable. Thus it is not clear how to apply the ideas in
[17, 10, 12, 19] to solve (1.7). Our principle result concerning the well-posedness of the
system (1.7) is as follows:
Theorem 1.2. Consider the re-scaled Navier-Stokes system (1.7) with initial data v0 satis-
fying div v0 = 0 and Ω0 ∈ L
3
2 . There exist small enough positive constants, c1, c2, such that
if
‖ω0‖
L
3
2
≤ c1ν
− 2
3 ‖∇hv
3
0‖
1
2
L
3
2
, ν−
2
3 ‖∇hv
3
0‖L
3
2
≤ c2 and
‖∂3v
3
0‖L
3
2
‖∇hv
3
0‖
1
2
L
3
2
≤ c1c2, c
2
3
1 ν
−1‖∇hv
3
0‖L
3
2
≤ ‖∂3v
3
0‖L
3
2
,
(1.10)
or
‖ω0‖
L
3
2
≤ c1ν
− 2
3 ‖∇hv
3
0‖
1
2
L
3
2
, ν−
2
3 ‖∇hv
3
0‖L
3
2
≤ c2,
and ‖∇v30‖L
3
2
‖∇hv
3
0‖
1
2
L
3
2
≤ c1c2,
(1.11)
then the system (1.7) has a unique global solution v ∈ E∞.
In particular, the above theorem ensures the global well-posedness of (1.6) provided that
the profile of the initial data satisfying (1.10) or (1.11). For the special case when ω0 vanishes,
we have the following direct consequence:
Corollary 1.1. For any ϕ ∈W 1,
3
2 with ‖∇ϕ‖2
L
3
2
‖∇hϕ‖
L
3
2
being sufficiently small, (1.6) with
initial data
(1.12) u0,ν(x) =
(
−ν∇h∆
−1
h ∂3ϕ,ϕ
)
(xh, νx3),
has a unique global solution solution provided that ν is so large that
ν ≥ C2‖∇hϕ‖
3
2
L
3
2
for some positive constant C2.
Remark 1.2. For arbitrary smooth functions f(xh) and g(x3) with ∇hf ∈ S(R
2) and ∂3g ∈
S(R), we take ϕ(x)
def
= ∆hf(xh)g(x3). Then the corresponding initial data given by (1.12)
reads
u0,ν(x) = (−ν∇hf(xh)∂3g(νx3),∆hf(xh)g(νx3)) .
In particular, let us take f so that
(1.13) |∇hf(xh)| ≥ 2 in some small neighborhood of xh = 0.
Then we can select ν so large that
∣∣et∆h∇hf(xh)∣∣ ≥ 1 for any (t, xh) ∈ Pν−1 , where PR
denotes [0, R2]×BR. Furthermore, by virtue of (1.1), we have
‖uh0,ν‖BMO−1 ≥ ν
3
2
(∫
P
ν−1
∣∣et∆(ν∇hf(xh)∂3g(νx3))∣∣2 dxdt) 12
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= ν
5
2
(∫
P
ν−1
∣∣(et∆h∇hf)(xh) · (eν2t∂23∂3g)(νx3)∣∣2 dxdt) 12
≥ Cν
3
2
(∫ ν−2
0
∫ 1
2
ν−1
− 1
2
ν−1
∣∣(eν2t∂23∂3g)(νx3)∣∣2 dx3dt) 12
= C
∥∥et∂23∂3g∥∥L2([0,1]×[− 1
2
, 1
2
])
.
Notice that for any smooth function, g(x3), with ∂3g ∈ S(R), we can always find smooth
function, f(xh), with ∇hf ∈ S(R
2) so that (1.13) holds and ‖∇ϕ‖2
L
3
2
‖∇hϕ‖
L
3
2
is sufficiently
small (for instance ∇hf(xh) = χ(Rxh) for R large enough, where χ = (χ1, χ2) ∈ C
∞
0 (R
2)
and χ satisfies |χ(xh)| ≥ 2 for xh near 0.) Hence Theorem 1.2 and Corollary 1.1 can not
deduced from the end-point result in [11].
Sketch of the paper. Motivated by [8], we first reformulate (NSν) as
(1.14)


∂tω + v · ∇ω −∆νω = ∂3v
3ω + ∂2v
3∂3v
1 − ∂1v
3∂3v
2,
∂tv
3 + v · ∇v3 −∆νv
3 = −∂3∆
−1
( 3∑
ℓ,m=1
∂ℓv
m∂mv
ℓ
)
,
ω|t=0 = ω0, v
3|t=0 = v
3
0 .
Then due to divh v
h = −∂3v
3, given (ω, v3), by Biot-Savart’s law, we write
(1.15) vh = vhcurl + v
h
div, where v
h
curl
def
= ∇⊥h∆
−1
h ω and v
h
div
def
= −∇h∆
−1
h ∂3v
3.
Let us recall the following results from [8]:
Theorem 1.3. Let us consider an initial data v0 with vorticity Ω0 ∈ L
3
2 . Then a unique
maximal solution v of (NSν) exists in the space ET ∗ for some maximal existing time T
∗ > 0,
and this solution satisfies
Ω
def
= curl v ∈ C
(
[0, T ∗[, L
3
2
)
and |∇Ω| · |Ω|−
1
4 ∈ L2loc
(
[0, T ∗[;L2
)
Moreover, if T ∗ <∞, for any p ∈]4, 6[, we have
(1.16)
∫ T ∗
0
‖v3(t)‖p
H
1
2
+ 2p
dt =∞.
According to Theorem 1.3, in order to prove Theorem 1.1, it remains to verify that (1.16)
can never be satisfied under the assumption (1.4). It is easy to observe that
‖v3‖
H
1
2
+ 2p
≤ ‖v3‖
H
1
2
+ 2p ,0
+ ‖v3‖
H
0, 1
2
+ 2p
≤ ‖v3‖
1− 2
p
H
1
2
,0
‖∇hv
3‖
2
p
H
1
2
,0
+ ‖∂3v
3‖
1
2
− 2
p
H−
1
2
,0
‖v3‖
1
2
H
1
2
,0
‖∂23v
3‖
2
p
H−
1
2
,0
.
(1.17)
It reduces to derive the H
1
2
,0 estimate for v3 and the H−
1
2
,0 estimate of ∂3v
3, that is, the
H−
1
2
,0 estimate of ∇v3. In view of (1.14) and (1.15), in order to close the estimates, we also
need the L
3
2 estimate for ω. As a matter of fact, under the assumption (1.4), we can indeed
achieve the estimate (1.5). This in turn shows that ‖v3‖
Lp
T
(H
1
2
+ 2p )
is finite for any p ∈]4, 6[
and any T <∞. Then theorem 1.1 follows from Theorem 1.3.
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Along the same line, we can equivalently reformulate the system (1.7) as
(1.18)


∂tω + νv · ∇ω −∆νω = ν
(
∂3v
3ω + ∂2v
3∂3v
1 − ∂1v
3∂3v
2
)
,
∂tv
3 + νv · ∇v3 −∆νv
3 = −ν2∂3∆
−1
( 3∑
ℓ,m=1
ν∂ℓv
m∂mv
ℓ
)
,
ω|t=0 = ω0, v
3|t=0 = v
3
0 .
Obviously, the difference between the systems (1.14) and (1.18) is that there appears powers
of ν in the front of the quadric terms in (1.18), which makes it more difficult to perform the
uniform estimates. Indeed the most dangerous term is −ν2∂3∆
−1
(∑2
ℓ,m=1 ν∂ℓv
m
curl∂mv
ℓ
curl
)
,
which is more or less the same as −ν3∂3∆
−1
(
ω2
)
. Thus if we want to close the previous
estimates for sufficiently large ν, it seems necessary that ω should be small for all time. That
is the reason why we need the smallness condition (1.10) in Theorem 1.2.
2. Preliminaries
We first recall some basic facts on anisotropic Littlewood-Paley theory from [1]:
∆ja = F
−1(ϕ(2−j |ξ|)â), ∆hka = F
−1(ϕ(2−k |ξh|)â), ∆
v
ℓa = F
−1(ϕ(2−ℓ|ξ3|)â),
Sja = F
−1(χ(2−j |ξ|)â), Shka = F
−1(χ(2−k|ξh|)â), S
v
ℓ a = F
−1(χ(2−ℓ|ξ3|)â),
(2.1)
where ξh = (ξ1, ξ2), Fa and â denote the Fourier transform of the distribution a, χ(τ) and ϕ(τ)
are smooth functions such that
Supp ϕ ⊂
{
τ ∈ R /
3
4
≤ |τ | ≤
8
3
}
and ∀τ > 0 ,
∑
j∈Z
ϕ(2−jτ) = 1,
Supp χ ⊂
{
τ ∈ R / |τ | ≤
4
3
}
and χ(τ) +
∑
j≥0
ϕ(2−jτ) = 1.
Definition 2.1. Let us define the space
(
Bs1p,q1
)
h
(
Bs2p,q2
)
v
(with usual adaptation when q1 or
q2 equal ∞) as the space of homogenous tempered distributions u so that
‖u‖(
B
s1
p,q1
)
h
(
B
s2
p,q2
)
v
def
=
(∑
k∈Z
2q1ks1
(∑
ℓ∈Z
2q2ℓs2‖∆hk∆
v
ℓu‖
q2
Lp
)q1/q2)1/q1
is finite. For the special case when q1 = q2 = q, we shall denote it briefly by B
s1,s2
p,q .
We remark that Bs1,s22,2 coincides with the classical anisotropic Sobolev space H
s1,s2 .
Lemma 2.1 (A spacial case of Lemma 4.5 in [8]). For any s1 < 1, s2 ≤ 1 with s1 + s2 > 0,
and for any r1 <
1
2 , r2 ≤
1
2 with r1 + r2 > 0, we have
(2.2) ‖ab‖
Hs1+s2−1,r1+r2−
1
2
. ‖a‖Hs1,r1‖b‖Bs2,r2
2,1
.
When s1, s2 < 1 and r1, r2 <
1
2 , one has
‖ab‖
Hs1+s2−1,r1+r2−
1
2
. ‖a‖Hs1,r1‖b‖Hs2,r2 ,(2.3)
‖ab‖
(B−1
2,∞)h(H
r1+r2−
1
2 )v
. ‖a‖Hs1,r1‖b‖H−s1,r2 .(2.4)
Let us recall the following anisotropic Bernstein type lemma from [6, 15]:
Lemma 2.2. Let Bh (resp. Bv) a ball of R
2
h (resp. Rv), and Ch (resp. Cv) a ring of R
2
h
(resp. Rv); let 1 ≤ p2 ≤ p1 ≤ ∞ and 1 ≤ q2 ≤ q1 ≤ ∞. Then there holds:
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If the support of â is included in 2kBh, then
‖∂αxha‖Lp1h (L
q1
v )
. 2k(|α|+2(1/p2−1/p1))‖a‖Lp2
h
(L
q1
v )
.
If the support of â is included in 2ℓBv, then
‖∂βx3a‖Lp1h (L
q1
v )
. 2ℓ(β+(1/q2−1/q1))‖a‖Lp1
h
(L
q2
v )
.
If the support of â is included in 2kCh, then
‖a‖Lp1
h
(L
q1
v )
. 2−kN sup
|α|=N
‖∂αxha‖Lp1h (L
q1
v )
.
If the support of â is included in 2ℓCv, then
‖a‖Lp1
h
(L
q1
v )
. 2−ℓN‖∂Nx3a‖Lp1h (L
q1
v )
.
Here and in all that follows, a . b means that a ≤ Cb for some uniform constant C.
The following Troisi inequality in [20] will play an important role in what follows.
Lemma 2.3. Let 1 ≤ qi < ∞ (i = 1, · · · , d) with
∑d
i=1 q
−1
i > 1, and p =
d∑d
i=1 q
−1
i −1
. Then
for any a ∈ C∞0 (R
d), there holds
‖a‖Lp(Rd) ≤ C
d∏
i=1
‖∂ia‖
1
d
Lqi (Rd)
.
In the particular case when d = 3, we have
(2.5) ‖a‖L6(R3) ≤ C‖∇ha‖
2
3
L2(R3)
‖∂3a‖
1
3
L2(R3)
.
Applying Lemma 2.3 leads to the following interpolation inequality:
Lemma 2.4. For i = 1, 2, 3, we have
(2.6) ‖∂iω‖
L
3
2
≤ C
∥∥∂iω 3
4
∥∥
L2
∥∥ω 3
4
∥∥ 13
L2
,
and
‖ω‖
L
9
5
≤ C
∥∥ω 3
4
∥∥
L2
∥∥∇hω 3
4
∥∥ 29
L2
∥∥∂3ω 3
4
∥∥ 19
L2
;
‖∂iω‖
L
9
5
≤ C
∥∥∂iω 3
4
∥∥
L2
∥∥∇hω 3
4
∥∥ 29
L2
∥∥∂3ω 3
4
∥∥ 19
L2
.
(2.7)
Proof. Note that |∂iω| =
4
3
∣∣∂iω 3
4
∣∣ · |ω| 14 , we get, by applying Holder’s inequality, that
‖∂iω‖
L
3
2
.
∥∥∂iω 3
4
∥∥
L2
∥∥|ω| 14∥∥
L6
.
∥∥∂iω 3
4
∥∥
L2
∥∥ω 3
4
∥∥ 13
L2
,
which is the desired estimate (2.6).
Along the same line, we have
‖∂iω‖
L
9
5
.
∥∥∂iω 3
4
∥∥
L2
∥∥|ω| 14∥∥
L18
.
∥∥∂iω 3
4
∥∥
L2
∥∥ω 3
4
∥∥ 13
L6
,
and
‖ω‖
L
9
5
.
∥∥ω 3
4
∥∥
L2
∥∥ω 3
4
∥∥ 13
L6
.
Inserting (2.5) into the above inequalities leads to (2.7). 
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As an application of the above basic facts, we shall present the estimate of ω in the
anisotropic Sobolev spaces.
Proposition 2.1. Let ω ∈ L
3
2 with ∇ω 3
4
∈ L2. Let D be the convex hull of the following
points:
(
−19 ,
17
18
)
,
(
8
9 ,−
1
18
)
,
(
−13 ,
5
6
)
,
(
2
3 ,−
1
6
)
, and
(
−13 ,−
1
6
)
, which can also be characterized
by
D
def
=
{
(s1, s2) ∈ R
2 : s1 ≥ −
1
3
, s2 ≥ −
1
6
, s1 + s2 ≤
5
6
, −2 ≤ s1 − 2s2 ≤ 1
}
.
Then for any (s1, s2) ∈ D, we have
(2.8) ‖ω‖Hs1,s2 ≤
∥∥ω 3
4
∥∥ 56−s1−s2
L2
∥∥∇hω 3
4
∥∥ 13+s1
L2
∥∥∂3ω 3
4
∥∥ 16+s2
L2
.
If (s1, s2) is an inner point of D, one has
(2.9) ‖ω‖Bs1,s2
2,1
≤
∥∥ω 3
4
∥∥ 56−s1−s2
L2
∥∥∇hω 3
4
∥∥ 13+s1
L2
∥∥∂3ω 3
4
∥∥ 16+s2
L2
,
Proof. Thanks to Theorem 2.40 of [1], which claims that Lp →֒ B0p,2 for any p ∈ [1, 2], we get,
by applying Minkowski’s inequality, that
‖a‖B0,0p,2
=
(∑
k,ℓ∈Z
‖∆hk∆
v
ℓa‖
2
Lp
) 1
2
.
(∑
k∈Z
∥∥(∑
ℓ∈Z
‖∆hk∆
v
ℓa‖
2
Lpv
) 1
2
∥∥2
Lp
h
) 1
2
.
(∑
k∈Z
∥∥‖∆hka‖Lpv∥∥2Lp
h
) 1
2
.
∥∥∥(∑
k∈Z
‖∆hka‖
2
Lp
h
) 1
2
∥∥∥
Lpv
. ‖a‖Lp ,
from which and Lemma 2.2, we deduce that for any s ∈ [0, 1]
‖ω‖
H−
1
3
+s,−1
6
. ‖ω‖Bs,0
3
2
,2
. ‖∇hω‖
s
B0,0
3
2
,2
‖ω‖1−s
B0,0
3
2
,2
. ‖∇hω‖
s
L
3
2
‖ω‖1−s
L
3
2
;
‖ω‖
H−
1
9
+s,− 1
18
. ‖ω‖Bs,0
9
5
,2
. ‖∇hω‖
s
B0,0
9
5
,2
‖ω‖1−s
B0,0
9
5
,2
. ‖∇hω‖
s
L
9
5
‖ω‖1−s
L
9
5
.
Inserting the estimates (2.6) and (2.7) into the above inequalities gives rise to
‖ω‖
H−
1
3
+s,− 1
6
.
∥∥ω 3
4
∥∥ 43−s
L2
∥∥∇hω 3
4
∥∥s
L2
;
‖ω‖
H−
1
9
+s,− 1
18
.
∥∥ω 3
4
∥∥1−s
L2
∥∥∇hω 3
4
∥∥ 29+s
L2
∥∥∂3ω 3
4
∥∥ 19
L2
.
(2.10)
Exactly along the same line, we deduce that for any s ∈ [0, 1]
‖ω‖
H−
1
3
,− 1
6
+s .
∥∥ω 3
4
∥∥ 43−s
L2
∥∥∂3ω 3
4
∥∥s
L2
;
‖ω‖
H−
1
9
,− 1
18
+s .
∥∥ω 3
4
∥∥1−s
L2
∥∥∇hω 3
4
∥∥ 29
L2
∥∥∂3ω 3
4
∥∥ 19+s
L2
.
(2.11)
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By interpolating the inequalities (2.10) and (2.11), we obtain that for any r1, r2 ∈ [0, 1] with
r1 + r2 ≤ 1,
‖ω‖
H−
1
3
+r1,−
1
6
+r2
≤ ‖ω‖
r1
r1+r2
H−
1
3
+r1+r2,−
1
6
‖ω‖
r2
r1+r2
H−
1
3
,− 1
6
+r1+r2
.
∥∥ω 3
4
∥∥ 43−r1−r2
L2
∥∥∇hω 3
4
∥∥r1
L2
∥∥∂3ω 3
4
∥∥r2
L2
;
(2.12)
and
‖ω‖
H−
1
9
+r1,−
1
18
+r2
≤ ‖ω‖
r1
r1+r2
H−
1
9
+r1+r2,−
1
18
‖ω‖
r2
r1+r2
H−
1
9
,− 1
18
+r1+r2
.
∥∥ω 3
4
∥∥1−r1−r2
L2
∥∥∇hω 3
4
∥∥ 29+r1
L2
∥∥∂3ω 3
4
∥∥ 19+r2
L2
.
(2.13)
The estimates (2.12) and (2.13) show that (2.8) holds for (s1, s2) ∈
{ (
−19 ,
17
18
)
,
(
8
9 ,−
1
18
)
,(
−13 ,
5
6
)
,
(
2
3 ,−
1
6
)
,
(
−13 ,−
1
6
) }
. Then (2.8) for any (s1, s2) ∈ D follows from a classical inter-
polation argument.
In order to prove (2.9), let us notice that for any integers N,M1,M2 we have
‖ω‖Bs1,s2
2,1
=
(∑
k≤N
ℓ≤M1
+
∑
k≤N
ℓ>M1
+
∑
k>N
ℓ≤M2
+
∑
k>N
ℓ>M2
)
2ks12ℓs2‖∆hk∆
v
ℓω‖L2
.2Nδ2M1δ‖ω‖Hs1−δ,s2−δ + 2
Nδ2−M1δ‖ω‖Hs1−δ,s2+δ
+ 2−Nδ2M2δ‖ω‖Hs1+δ,s2−δ + 2
−Nδ2−M2δ‖ω‖Hs1+δ,s2+δ .
Taking M1,M2 in the above inequality so that
22M1δ ∼
‖ω‖Hs1−δ,s2+δ
‖ω‖Hs1−δ,s2−δ
and 22M2δ ∼
‖ω‖Hs1+δ,s2+δ
‖ω‖Hs1+δ,s2−δ
,
gives rise to
‖ω‖Bs1,s2
2,1
. 2Nδ‖ω‖
1
2
Hs1+δ,s2+δ
‖ω‖
1
2
Hs1+δ,s2−δ
+ 2−Nδ‖ω‖
1
2
Hs1−δ,s2+δ
‖ω‖
1
2
Hs1−δ,s2−δ
.
Taking N in the above inequality so that
22Nδ ∼
‖ω‖
1
2
Hs1−δ,s2+δ
‖ω‖
1
2
Hs1−δ,s2−δ
‖ω‖
1
2
Hs1+δ,s2+δ
‖ω‖
1
2
Hs1+δ,s2−δ
leads to
(2.14) ‖ω‖Bs1,s2
2,1
. ‖ω‖
1
4
Hs1+δ,s2+δ
‖ω‖
1
4
Hs1+δ,s2−δ
‖ω‖
1
4
Hs1−δ,s2+δ
‖ω‖
1
4
Hs1−δ,s2−δ
.
On the other hand, when (s1, s2) is an inner point of D, we can find some δ > 0 so that the
ball with center (s1, s2) and radius 2δ is still contained in D. Then (2.9) follows by inserting
(2.8) into (2.14). This completes the proof of this lemma. 
3. The proofs of Theorem 1.1
This section is devoted to the proof of Theorem 1.1. And the strategy is to verify that,
the necessary condition for finite time blow-up criteria, (1.16), can never be satisfied for the
local Fujita-Kato solutions of (NSν) under the assumption of (1.4).
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3.1. A priori estimates. Let us first derive the estimates for
∥∥ω 3
4
(t)
∥∥2
L2
and ‖∇v3(t)‖2
H−
1
2
,0
,
which will be essential in our proof. To do it, we denote
M(t)
def
=
∥∥ω 3
4
(t)
∥∥2
L2
+ ‖∇v3(t)‖2
H−
1
2
,0
, N(t)
def
=
∥∥∂3ω 3
4
(t)
∥∥2
L2
+ ‖∂3∇v
3(t)‖2
H−
1
2
,0
,
and N˜(t)
def
=
∥∥∇hω 3
4
(t)
∥∥2
L2
+ ‖∇h∇v
3(t)‖2
H−
1
2
,0
.
(3.1)
We emphasize the fact that
‖∇v3(t)‖2
H−
1
2
,0
= ‖v3(t)‖2
H
1
2
,0
+ ‖∂3v
3(t)‖2
H−
1
2
,0
.
Proposition 3.1. Let v = (vh, v3) be a smooth enough solution of (NSν) on [0, T
∗[. Then
for any t < T ∗, there holds
(3.2)
d
dt
∥∥ω 3
4
(t)
∥∥2
L2
+
4
3
∥∥∇νω 3
4
(t)
∥∥2
L2
≤
2
9
N˜ + C
(
M
2
3 +M
1
2
)
N.
Proof. By taking L2 inner product of the ω equation in (1.14) with ω 1
2
, we get
(3.3)
d
dt
∥∥ω 3
4
(t)
∥∥2
L2
+
4
3
∥∥∇νω 3
4
(t)
∥∥2
L2
=
3
2
∫
R
3
∂3v
3|ω|
3
2 dx+
3
2
∫
R
3
(∂2v
3∂3v
1−∂1v
3∂3v
2)ω 1
2
dx.
We first get, by using integration by parts and then Ho¨lder’s inequality, that∣∣∫
R
3
∂3v
3|ω|
3
2 dx
∣∣ ≤ 3
2
∫
R
3
|v3||∂3ω||ω|
1
2 dx
≤
3
2
‖v3‖
L
9
2
h
(L6v)
‖∂3ω‖
L
3
2
∥∥ω 3
4
∥∥ 23
L6
h
(L4v)
.
(3.4)
While it is easy to observe that
‖a‖2
H
2
3
,1
4
=
∫
R
3
1
1
12
(
|ξh|
2
) 2
3
(
|ξ3|
2
) 1
4 |aˆ(ξ)|2 dξ
≤
(∫
R
3
|aˆ(ξ)|2 dξ
) 1
12
(∫
R
3
|ξh|
2|aˆ(ξ)|2 dξ
) 2
3
(∫
R
3
|ξ3|
2|aˆ(ξ)|2 dξ
) 1
4
≤‖a‖
1
6
L2
‖∇ha‖
4
3
L2
‖∂3a‖
1
2
L2
,
which yields
‖a‖
H
2
3
, 1
4
≤ ‖a‖
1
12
L2
‖∇ha‖
2
3
L2
‖∂3a‖
1
4
L2
.
Similarly, we have
‖a‖
H
5
9
, 1
3
≤ ‖a‖
11
18
H
1
2
,0
‖∇ha‖
1
18
H
1
2
,0
‖∂3a‖
1
3
H
1
2
,0
.
So that it follows from Sobolev inequality that∥∥ω 3
4
∥∥
L6
h
(L4v)
.
∥∥ω 3
4
∥∥
H
2
3
, 1
4
.
∥∥ω 3
4
∥∥ 112
L2
∥∥∇hω 3
4
∥∥ 23
L2
∥∥∂3ω 3
4
∥∥ 14
L2
,
‖v3‖
L
9
2
h
(L6v)
.‖v3‖
H
5
9
, 1
3
. ‖v3‖
11
18
H
1
2
,0
‖∇hv
3‖
1
18
H
1
2
,0
‖∂3v
3‖
1
3
H
1
2
,0
.
Substituting the above inequalities and (2.6) into (3.4), we obtain∣∣∫
R
3
∂3v
3|ω|
3
2 dx
∣∣ . ∥∥ω 3
4
∥∥ 718
L2
‖v3‖
11
18
H
1
2
,0
∥∥∇hω 3
4
∥∥ 49
L2
‖∇hv
3‖
1
18
H
1
2
,0
∥∥∂3ω 3
4
∥∥ 76
L2
‖∂3v
3‖
1
3
H
1
2
,0
.M
1
2 N˜
1
4N
3
4 .
(3.5)
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Applying Young’s inequality gives∣∣∫
R
3
∂3v
3|ω|
3
2 dx
∣∣ ≤ 1
9
N˜ + CM
2
3N.(3.6)
To deal with the second term on the right side of (3.3), we need the following lemma,
which we admit for the time being.
Lemma 3.1. For any Schwartz functions f, g and ω, there holds∣∣∣∫
R
3
∇h∆
−1
h f · ∇hg
∣∣ω 1
2
dx
∣∣∣ . min{‖f‖
L
3
2
‖∂3g‖
1
6
H
1
2
,0
, ‖f‖
H−
1
2
,0‖∇hg‖
1
6
H
1
2
,0
}
× ‖g‖
1
3
H
1
2
,0
‖∇hg‖
1
2
H
1
2
,0
∥∥ω 3
4
∥∥ 13
L2
∥∥∂3ω 3
4
∥∥ 13
L2
.
By virtue of (1.15), we have
∂3v
h = ∇⊥h∆
−1
h ∂3ω −∇h∆
−1
h ∂
2
3v
3.
Applying Lemma 3.1 with f = ∂3ω or ∂
2
3v
3 and g = v3, we achieve∣∣∣∫
R
3
(∂2v
3∂3v
1 − ∂1v
3∂3v
2)ω 1
2
dx
∣∣∣ . (‖∂3ω‖
L
3
2
‖∂3v
3‖
1
6
H
1
2
,0
+ ‖∂23v
3‖
H−
1
2
,0‖∇hv
3‖
1
6
H
1
2
,0
)
× ‖v3‖
1
3
H
1
2
,0
‖∇hv
3‖
1
2
H
1
2
,0
∥∥ω 3
4
∥∥ 13
L2
∥∥∂3ω 3
4
∥∥ 13
L2
.
(3.7)
Substituting (2.6) into the above estimate and then using Young’s inequality, we infer∣∣∣∫
R
3
(∂2v
3∂3v
1 − ∂1v
3∂3v
2)ω 1
2
dx
∣∣∣ ≤ 1
9
‖∇hv
3‖2
H
1
2
,0
+ C
(
‖v3‖
4
9
H
1
2
,0
∥∥ω 3
4
∥∥ 89
L2
‖∂3v
3‖
2
9
H
1
2
,0
∥∥∂3ω 3
4
∥∥ 169
L2
+ ‖v3‖
1
2
H
1
2
,0
∥∥ω 3
4
∥∥ 12
L2
‖∂23v
3‖
3
2
H−
1
2
,0
∥∥∂3ω 3
4
∥∥ 12
L2
)
≤
1
9
N˜ + C
(
M
2
3 +M
1
2
)
N.
Inserting the above estimate and (3.6) into (3.3) yields (3.2). This completes the proof of
this proposition. 
Proof of Lemma 3.1. We first get, by using Ho¨lder’s inequality and Sobolev inequality, that∣∣∣∫
R
3
∇h∆
−1
h f · ∇hg · ω 1
2
dx
∣∣∣ ≤ ‖∇h∆−1h f‖L4h(L2v)‖∇hg‖L 125
h
(L2v)
∥∥ω 1
2
∥∥
L3
h
(L∞v )
≤ ‖∇h∆
−1
h f‖H
1
2
,0‖∇hg‖H
1
6
,0
∥∥ω 3
4
∥∥ 23
L2
h
(L∞v )
≤ ‖f‖
H−
1
2
,0‖g‖
1
3
H
1
2
,0
‖∇hg‖
2
3
H
1
2
,0
∥∥ω 3
4
∥∥ 13
L2
∥∥∂3ω 3
4
∥∥ 13
L2
.
(3.8)
Alternatively, we can handle the estimate as follows∣∣∣∫
R
3
∇h∆
−1
h f · ∇hg · ω 1
2
dx
∣∣∣ ≤ ‖∇h∆−1h f‖
L6
h
(L
3
2
v )
‖∇hg‖L2
h
(L3v)
∥∥ω 1
2
∥∥
L3
h
(L∞v )
≤ ‖f‖
L
3
2
‖∇hg‖
H0,
1
6
∥∥ω 3
4
∥∥ 23
L2
h
(L∞v )
≤ ‖f‖
L
3
2
‖g‖
1
3
H
1
2
,0
‖∇hg‖
1
2
H
1
2
,0
‖∂3g‖
1
6
H
1
2
,0
∥∥ω 3
4
∥∥ 13
L2
∥∥∂3ω 3
4
∥∥ 13
L2
.
(3.9)
Combining (3.8) with (3.9) leads to the lemma. 
