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Abstract
Kernel functions in support vector machines (SVM) are needed to assess the similarity of input samples in order to classify these
samples, for instance. Besides standard kernels such as Gaussian (i.e., radial basis function, RBF) or polynomial kernels, there are
also specific kernels tailored to consider structure in the data for similarity assessment. In this article, we will capture structure in
data by means of probabilistic mixture density models, for example Gaussian mixtures in the case of real-valued input spaces. From
the distance measures that are inherently contained in these models, e.g., Mahalanobis distances in the case of Gaussian mixtures,
we derive a new kernel, the responsibility weighted Mahalanobis (RWM) kernel. Basically, this kernel emphasizes the influence
of model components from which any two samples that are compared are assumed to originate (that is, the “responsible” model
components). We will see that this kernel outperforms the RBF kernel and other kernels capturing structure in data (such as the
LAP kernel in Laplacian SVM) in many applications where partially labeled data are available, i.e., for semi-supervised training
of SVM. Other key advantages are that the RWM kernel can easily be used with standard SVM implementations and training
algorithms such as sequential minimal optimization, and heuristics known for the parametrization of RBF kernels in a C-SVM
can easily be transferred to this new kernel. Properties of the RWM kernel are demonstrated with 20 benchmark data sets and an
increasing percentage of labeled samples in the training data.
Keywords: support vector machine, pattern classification, kernel function, responsibility weighted Mahalanobis kernel,
semi-supervised learning
1. Introduction
Support vector machines (SVM) are a standard technique for
pattern classification [13, 19, 36]. Often, kernel functions such
as radial basis functions (RBF), sigmoid functions, or polyno-
mials are taken to build a kernel matrix that basically assesses
the similarity (e.g., by means of a distance measure) of any two
samples in a training data set [6]. This kernel matrix is needed
by training techniques such as sequential minimal optimization
(SMO) in order to parametrize an SVM, i.e., in order to find the
support vectors and their respective weights.
In specific application domains, such as time series classifi-
cation or document classification, various attempts have been
made to define appropriate kernel functions for the specific
tasks. Also, a number of attempts have been made to capture
structure in the training data and to consider that information in
the training process, for example, by modifying the kernel ma-
trix appropriately or by defining a data dependent kernel func-
tion. What do we mean with “capturing structure in data”? Es-
sentially, we want to identify the hidden mechanisms underly-
ing the data generation process, e.g., by describing a certain
manifold embedded within the feature space in which the sam-
ple data lives [5] or by clustering the sample data.
In this article, we propose a new approach to consider struc-
ture in sample data in the training process. This approach is
based on a parametric density model of the training data, i.e.,
a Gaussian mixture model in the case of a continuous (real-
valued) input space of the classifier. From all Mahalanobis dis-
tances being part of the various Gaussian components in this
parametric density model we derive a new similarity measure
for any two points in the input space of the classifier (a dis-
similarity measure, to be precise, as it yields low values for
similar samples). This measure, which we call responsibility
weighted Mahalanobis (RWM) similarity, considers structure
in the data captured by means of the density model which is
trained in an unsupervised way (for example with a maximum
likelihood approach such as expectation maximization or vari-
ational Bayesian inference [5]). In order to call a function “dis-
tance”, literature often requires the properties of a metric. Thus,
we call our new measure similarity as the triangle inequality
does not hold.
The key property of the new RWM similarity is that it em-
phasizes the influence of those model components of the mix-
ture density models from which the two samples that we want
to compare (i.e., assess their similarity) to determine the kernel
matrix are assumed to originate. These components are termed
to be “responsible” for the respective samples.
Then, the Euclidean distance in an RBF kernel is simply re-
placed by the new RWM (dis-)similarity to define a new kernel,
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the RWM kernel. This kernel can be used in a C-SVM for clas-
sification tasks, for instance.
As the parametric density models are built in an unsupervised
way, the RWM kernel is perfectly suited for semi-supervised
learning (SSL), i.e., training of SVM with partially labeled data
sets.
In the following, we will illustrate the properties of the RWM
similarity and the RWM kernel with a simple example.
Assume we observe two processes (or, depending on the
point of view, one process consisting of two components) pro-
ducing data in a two-dimensional input space (small blue plus
signs and green circles; the two classes we want to recognize).
For our example, we generated a set of samples using a Gaus-
sian mixture model (GMM) with two components (GMMgen:
µ1 = µ2 = (0.00, 0.00)T, Σ1 =
(
0.07 0.00
0.00 0.07
)
, Σ2 =
(
1.93 0.00
0.00 1.93
)
,
pi1 = pi2 = 0.50). The component densities highly overlap and
we also say that the respective processes overlap. Assume that,
initially, we do not have any label information for the observed
samples and we reconstruct the data generating model from the
sample data in a completely unsupervised way. The model of
this estimate is again a GMM (GMMest: µ1 = (0.00, 0.00)T,
µ2 = (−0.05,−0.05)T, Σ1 =
(
0.00 −0.01−0.01 0.10
)
, Σ2 =
(
2.23 −0.02
−0.02 1.86
)
,
pi1 = 0.55 and pi2 = 0.45). Both, the generating model and the
estimated model are not shown in Fig. 1 for sake of simplic-
ity. The class labels are shown but not considered by the un-
supervised training step. Then, assume we get labels for only
two samples, one for each class (shown in orange color). We
train two SVM using these two labeled samples, an SVM with
RBF kernel based on a Euclidean distance and an SVM with
RWM kernel based on the RWM similarity that considers the
information from the unlabeled samples, too (by means of the
GMMest). In both cases, the two labeled samples which build
the training data set become support vectors (small black rect-
angles). To illustrate the differences between the Euclidean dis-
tance and the RWM similarity, Figs. 1(a) and 1(d) show some
curves of constant distance / similarity of all points in the input
space with regard to sample x1. Figs. 1(b) and 1(e) show these
curves for sample x2. It can clearly be seen how the RWM
similarity considers the structure information contained in the
GMMest, while the Euclidean distance does not rely on this in-
formation. And so do the corresponding kernels as shown in
Figs. 1(c) and 1(f). These figures illustrate the resulting SVM
classifiers and the accuracy on the test data. Essentially, ac-
cording to the Bayesian principle of risk minimization [5], the
decision boundaries (solid black lines) can be constructed from
the intersection of corresponding distance / similarity curves
with regard to the two support vectors. The RBF kernel does
not use structure information and, thus, the decision boundary
corresponds to the perpendicular bisector of the connecting line
of the two labeled samples. The RWM kernel uses structure
information and, thus, the decision boundary becomes a nearly
ring-shaped closed curve. The SVM with RWM kernel clearly
outperforms the SVM with RBF kernel regarding classification
accuracy (about 91% vs. 60%).
The RWM kernel has a number of advantages:
• In the case of semi-supervised learning (SSL) it outper-
forms some other kernels that capture structure in data
such as the Laplacian kernel (Laplacian SVM) [27] that
can be regarded as being based on non-parametric density
estimates.
• Standard training techniques such as SMO and standard
implementations of SVM such as libsvm [7] can be used
with RWM kernels without any algorithmic adjustments or
extensions as only the kernel matrices have to be provided.
• Such as C-SVM with RBF kernels, C-SVM with RWM
kernels can easily be parametrized using existing heuris-
tics relying on line search strategies in a two-dimensional
parameter space. This does not hold for the Laplacian ker-
nel, for example.
The remainder of this article is structured as follows: Sec-
tion 2 gives an overview of related work. Section 3 sketches the
density model, defines the RWM (dis-)similarity, proposes the
new RWM kernel, and investigates their respective properties.
Results of simulation experiments with 20 benchmark data sets
are set out in Section 4. Finally, Section 5 summarizes the key
findings and gives an outlook to future work.
2. Related Work
The RWM kernel is particularly advantageous for SSL of
SVM. Thus, we focus on this aspect here.
In an SSL setting there is, typically, a large amount of unla-
beled data (also referred to as set of instances, observations, or
samples without classification targets, i.e., desired outputs) in
conjunction with only a small subset of labeled data. SSL aims
to find a classification function by considering both sets (la-
beled and unlabeled). A large number of algorithms have been
proposed that capture structure information in unlabeled data
to improve the classification performance, e.g., [8, 45]. Many
SSL algorithms make, explicitly or implicitly, at least one of
the following two common assumptions on the marginal distri-
bution (i.e., the distribution of the unlabeled data), that is used
to determine the classification function [27].
The first assumption, called cluster assumption [10], claims
that two samples in the “same” cluster (high density region) are
more likely to have the same class label. One major class of
algorithms that follows this idea are the distance metric learn-
ing algorithms. These algorithms require a distance metric to
compare samples. Often, distances between classes based on
the Euclidean distance or its generalization, the Mahalanobis
distance [24], are used. Distance metric learning algorithms
share the idea to move similar input samples closer and dis-
similar ones further away where similarity is generally defined
through class membership [43]. For this purpose, convex op-
timization with pairwise constraints [40] or gradient descent
with soft neighborhood assignments [37] are used. This of-
ten leads to a two-step approach: First the metric is learned,
then it is used to train the classifier of choice, e.g., an SVM.
Support Vector Metric Learning (SVML) [43] differs from this
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(a) Euclidean distance to labeled sample x1.
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(b) Euclidean distance to labeled sample x2.
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(c) Resulting SVM classifier.
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(d) RWM similarity to labeled sample x1.
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(e) RWM similarity to labeled sample x2.
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(f) Resulting SVM classifier.
Figure 1: Binary classification problem: Two Gaussian processes (800 samples, 640 for training and 160 for test in a 5-fold cross-validation) of different classes
(green circles and blue plus signs). The curves in parts (a), (b), (d), and (e) correspond to certain similarity or distance values between the two labeled samples xi
(orange colored) and all samples y with ∆(xi, y) ∈ {0.5, 1.0, 1.5, . . . , 3.5} with i ∈ {1, 2}. The black solid line shown in parts (c) and (f) is the decision boundary of
the resulting SVM classifier; the classification accuracy is the accuracy on test data.
two-step scheme in that it learns a Mahalanobis metric to min-
imize the validation error of the SVM prediction at the same
time the SVM is trained. A similar approach, presented in [29],
solves the metric learning problem by quadratic programming
with local neighborhood constraints based on the SVM frame-
work. In addition, the cluster assumption implies that the deci-
sion boundary between two classes lies in lower density regions
of the input space [10]. This conclusion is underlying the cat-
egory of low-density separation methods that try to place de-
cision boundaries into lower density regions. One of the most
frequently used algorithms in this class are transductive SVM
[39] and their various implementations, e.g., TSVM [21] and
S3VM [1, 9, 14, 31].
The second assumption, called manifold assumption [4],
claims that the marginal distribution underlying the data can
be described by means of a manifold of much lower dimen-
sion than the input space, so that the distances and densities
defined on this manifold can be used for learning [4]. A lot of
graph based methods, another major class of SSL techniques,
have been proposed, but most of them only perform transduc-
tive inference [3, 22, 44], which means that they classify only
the unlabeled training data. The Laplacian support vector ma-
chines (LapSVM) [4, 30, 40] provide a natural out-of-sample
extension to classify data that become available after the train-
ing process, without having to retrain the classifier. LapSVM
follow the principle of manifold regularization by incorporat-
ing an “intrinsic regularizer” [27] into the learning process that
is empirically estimated from the labeled and unlabeled data
using a Laplacian graph (nonparametric density estimator). It
has been shown that LapSVM yield very good performance
in semi-supervised classification [27]. The last major class of
methods are generative models. SSL with generative models
can be viewed as an extension of unsupervised learning (cluster-
ing plus some class label information). Here, often adapted ver-
sions of the well-known c-means algorithm or the more general
expectation maximization (EM) algorithm for Gaussian mix-
ture models are used. A detailed description of training algo-
rithms and applications of various kinds of probabilistic mix-
ture models is given in [25].
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What do we intend to make better or in an other way? Our
new SSL approach considers structure information provided by
the unlabeled data by means of a parametric density model, i.e.,
a Gaussian mixture model in case of a continuous (real-valued)
input space of the classifier. From all Mahalanobis distances
being part of the Gaussians we derive a new kernel function,
called responsibility weighted Mahalanobis (RWM) kernel. Ba-
sically, this kernel is based on Mahalanobis distances but it re-
inforces the impact of model components from which any two
samples that are compared are assumed to originate.
3. The RWM Kernel
In this section we will first describe the density model which
is based on mixtures of Gaussians for real-valued dimensions
of the input space of the classifier. This model is basis of the
RWM similarity which will then be defined and investigated.
Next, we integrate this similarity into the new RWM kernel and
explore its properties. Finally, we show how this approach can
be extended to categorical input dimensions.
3.1. Density Models Based on Gaussian Mixtures
To capture structure information contained in (unlabeled)
sample data, we build a density model from these sample data.
We start from the assumption that we have a D-dimensional
real-valued input space of the classifier and the training samples
are realizations of a D-dimensional random variable x ∈ RD.
Then, the density function p(x) will be modeled with K compo-
nents
p(x) =
K∑
k=1
p(x, k) =
K∑
k=1
p(k)p(x|k) (1)
using sum and product rules of probabilities. The p(x|k) are the
component densities. Here, we assume that these conditional
densities are modeled with multivariate normal densities which
can be motivated by the generalized central limit theorem in
many applications [13]. That is, we realize Eq. (1) with
p(x|pi,µ,Σ) =
K∑
k=1
pikN(x|µk,Σk) (2)
where we have mixing coefficients pik and multivariate Gaus-
sians
N(x|µk,Σk) = 1
(2pi)
D
2 |Σk | 12
exp
(
−1
2
(
∆Σk (x,µk)
)2) (3)
with mean vectors µk ∈ RD and covariance matricesΣk ∈ RD×D
(pi,µ,Σ in p(x|pi,µ,Σ) summarize all pik, µk, and Σk, respec-
tively). Here, | · | denotes the determinant of a matrix. The
matrix distance
∆M(xi, x j) =
√(
xi − x j
)T
M−1
(
xi − x j
)
(4)
with M = Σk is known as Mahalanobis distance of vectors
xi, x j ∈ RD. If Σk is the unit matrix (and, therefore, Σ−1k too),
∆Σk (xi, x j) is the Euclidean distance which shows that the Ma-
halanobis distance contains the Euclidean distance as a special
case. If Σk is a diagonal matrix, we get a scaled Euclidean dis-
tance.
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Figure 2: Example for a GMM trained from sample data.
Fig. 2 shows an example for a Gaussian mixture model
(GMM) for p(x) =
∑3
k=1 p(k)p(x|k) in a two-dimensional input
space. The level curves correspond to the surfaces of constant
density of p(x). For a single Gaussian, such level curves have
the shape of an ellipse (or a circle if the covariance matrix is
isotropic).
With the K components of such a model we aim at modeling
K processes in the real world that are said to “generate” the
samples that we observe. For a given sample x′ ∈ RD we do
usually not know by which process it has been generated but we
can estimate that by means of so-called responsibilities (note
the use of Bayes’ theorem):
ρx′,k = p(k|x′) (5)
=
p(k)p(x′|k)
p(x′)
=
pikN(x′|µk,Σk)∑K
j=1 pi jN(x′|µ j,Σ j)
.
Thus, a responsibility ρx′,k of a component k for a sample x′ can
be seen as a gradual assignment of the sample x′ to the compo-
nent k considering structure in the data. Note that
∑K
k=1 ρx′,k = 1
and ρx′,k > 0.
The well-known c-means clustering, for example, can be
seen as a special case of such an approach (cf. [5] for details)
where we have a unique assignment of samples to components
(i.e., clusters).
How can the various parameters of the Gaussian mixture
density model be determined in an unsupervised learning ap-
proach, i.e., without using class labels of samples? Here, we
perform the parameter estimation not with a standard expec-
tation maximization (EM) technique [5] but with a technique
called variational Bayesian inference (VI) which realizes the
Bayesian idea of regarding the model parameters as random
variables whose distributions must be trained. This approach
4
has two important advantages. First, the estimation process is
more robust, i.e., it avoids “collapsing” components, so-called
singularities whose variance in one or more dimensions van-
ishes. Second, VI optimizes the number of components by its
own. It starts with a large number of components and prunes
components automatically until a sufficient number of compo-
nents K is achieved. For a detailed discussion of Bayesian in-
ference, and, particularly, the VI algorithm see [5, 17, 32].
3.2. The RWM Similarity Measure
With the Mahalanobis distance measure described above we
can determine a distance of any two samples in the D-dimen-
sional input space with respect to a process modeled by a single
Gaussian component with given mean and covariance matrix.
In general, however, we need a number of K > 1 components
to model densities with sufficient accuracy.
Assume we are given a density model GMM based on Gaus-
sian mixtures as described above. Then, the following distance
measure for any two samples xi, x j ∈ RD with i, j ∈ N can be
defined as described in [5]:
∆GMM(xi, x j) =
K∑
k=1
(
pik∆Σk (xi, x j)
)
. (6)
This measure is zero from a sample to itself and positive for
two different samples (positive definiteness), symmetric, and it
fulfills the triangle inequality. Thus, this distance function is a
metric. A proof must exploit the fact that ∆Σk (xi, x j) is a met-
ric, too [35]. In contrast to a Euclidean distance ∆EUC(xi, x j) =
‖xi − x j‖2, this GMM distance measure considers the distances
of two samples with respect to all processes contained in the
Gaussian mixture model, weighted with their respective mix-
ing coefficients. These mixing coefficients are related to the
responsibilities as follows: pik =
∑N
n=1 ρxn,k, i.e., they are deter-
mined from N training samples x1, . . . , xN in an unsupervised
step (e.g., using VI).
In our new RWM similarity, however, we want to give more
emphasis to the individual responsibilities of components for
two given samples we want to assess. Thus, the Mahalanobis
distance ∆Σk (xi, x j) gets a weight that depends on the responsi-
bilities of k for the two considered samples. According to this,
the new responsibility weighted Mahalanobis (RWM) measure
can be defined with
∆RWM(xi, x j) =
K∑
k=1
(
1
2
(
ρxi,k + ρx j,k
)
∆Σk (xi, x j)
)
. (7)
Basically, this measure is a dissimilarity measure as it yields
high values for very distinct input samples. It can easily be
shown that this measure is a semi-metric according to [41] as
the properties of non-negativity, identity of indiscernibles, and
symmetry still hold. The triangle inequality is dropped here.
For a proof of the former properties it must be considered that
responsibilities are non-negative for Gaussian mixtures.
We will now investigate the properties of the RWM similarity
in more detail.
First, we want to compare the Euclidean distance to the
GMM distance and the RWM similarity. For this purpose we
use an synthetic data set generated by a mixture model consist-
ing of two Gaussians with Σ1 =
(
0.46 0.04
0.04 0.54
)
, Σ2 =
( −0.34 −0.24−0.24 0.33 ),
µ1 = (−0.78,−0.76)T, µ2 = (−0.76, 0.75)T and pi1 = pi2 = 0.50.
Fig. 3 shows the different behavior of three measures, two of
them use structure information for similarity or distance mea-
surement. The depicted ellipses with gray background are level
curves of the two Gaussian components of a mixture model esti-
mated from the sample data that are located at centers indicated
by large ×s. All samples on such a level curve have a Ma-
halanobis distance of one to the respective center. In the area
between the two Gaussians, the gradient of the RWM similarity
function is higher than the gradient of the GMM distance (the
level curves of the similarity measure are more dense). The rea-
son is that the RWM similarity considers the local structure of
the data as it emphasizes the responsibilities (cf. Eq. (5)) of the
two samples under consideration.
Figs. 4 and 5 investigate the influence of different scaling
factors of covariance matrices Σk and the influence of differ-
ent values of mixing coefficients pik, respectively. In each of
the figures we have Gaussian mixtures consisting of three com-
ponents with µ1 = (1.00, 5.00)T, µ2 = (5.00, 3.00)T, and µ3 =
(1.00, 1.00)T in a two-dimensional input space. Fig. 4 illustrates
that the RWM similarity corresponds to the Euclidean distance
if all covariance matrices are isotropic and equal (left). If scal-
ing factors of the matrices are different, we see how the RWM
similarity is influenced by local distortions. Here, the mixing
coefficients of the Gaussians are fixed to pi1 = pi2 = pi3 = 0.33.
If we allow different mixing coefficients, as shown in Fig. 5, we
see that the distortions are also influenced by these. Here, we
use Σ1 =
(
8.13 7.88
7.88 8.13
)
, Σ2 =
(
7.00 −3.46
−3.46 3.00
)
and Σ3 =
(
2.25 0.00
0.00 4.00
)
.
One might ask the question whether the RWM similarity
is influenced by (pseudo-)random influences of the unsuper-
vised modeling process such as parameters of the VI training
algorithm or the choice of training samples, e.g., in a cross-
validation approach. Figs. 6 and 7 show that the RWM similar-
ity is quite robust regarding these influences.
In the case of continuous input dimensions, the VI algorithm
has three hyper-parameters α0, β0, and w0. The values of these
parameters are determined in an unsupervised fashion [32]. The
hyper-parameter α0 controls how easy components are pruned
and it has direct impact on the resulting number of components
K. The larger the value of α0, the less components are pruned.
For the RWM similarity the value of α0 is not critical because
even with very small values never too many components are
pruned. For very large values of α0 the resulting model de-
scribes the data very well, but it contains almost identical com-
ponents that model together the same processes. The hyper-
parameter β0 controls how much the component centers get at-
tracted by a prior center. The value of β0 is also not critical
for the RWM similarity. The last hyper-parameter w0 controls
variances (i.e., the shapes) of the components. The larger the
value of w0, the smaller the shapes of the resulting Gaussians,
and, as a consequence, the larger the number of components are
used to model the data. To analyze the influence of w0 on the
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(a) Euclidean distance.
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(b) GMM distance.
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(c) RWM similarity.
Figure 3: Comparison of measures that do not use structure information or use structure information in different ways. The level curves correspond to distances or
similarity values between the sample x at position (−1,−0.5) (thick black cross) and all samples y with ∆(x, y) ∈ {0.5, 1.0, 1.5, . . . , 6.5}.
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(b) Σ1 = I;Σ2 = Σ3 = 0.25I.
−3
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
6.5
7
7.5
8
8.5
9
−3 −2 −1 0 1 2 3 4 5 6 7 8 9
1st Dimension
2n
d 
D
im
en
sio
n
(c) Σ1 = I;Σ2 = 0.5I;Σ3 = 2.5I.
Figure 4: Influence of the scaling of isotropic covariance matrices on the RWM similarity. The level curves correspond to RWM similarity values between the
sample x at position (2, 4) (thick black cross) and all samples y with ∆RWM(x, y) ∈ {0.5, 1.0, 1.5, . . . , 6.5}.
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(a) pi1 = pi2 = pi3 = 0.33.
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(b) pi1 = 0.9; pi2 = pi3 = 0.05.
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(c) pi1 = 0.05; pi2 = pi3 = 0.475.
Figure 5: Influence of mixing coefficients on the RWM similarity. The level curves correspond to RWM similarity values between the sample x at position (2, 4)
(thick black cross) and all samples y with ∆RWM(x, y) ∈ {0.5, 1.0, 1.5, . . . , 6.5}.
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(a) w0 = 4.50.
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(b) w0 = 2.25.
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(c) w0 = 0.75.
Figure 6: Robustness of the RWM similarity measure: The parts (a) – (c) show different GMM resulting from a VI training on a synthetic data set by variation of
the w0 parameter. The data set is produced by five processes that are uniquely assigned to one of three classes (green circles, blue plus signs or red rectangles). The
level curves correspond to RWM similarities between the sample x at position (0, 0) (thick black cross) and all samples y with ∆RWM(x, y) ∈ {0.5, 1.0, 1.5, . . . , 6.5}.
To assess the modeling result, signs and colors reflect the class information, but this information is not used by the VI modeling technique.
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(a) 1st disjoint subset.
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(b) 2nd disjoint subset.
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(c) 3rd disjoint subset.
Figure 7: Robustness of the RWM similarity measure: The parts (a) – (c) show the GMM resulting from a VI training for three disjoint subset of the Phoneme
data set. The level curves correspond to RWM similarity values between the sample x at position (0, 0) (thick black cross) and all samples y with ∆RWM(x, y) ∈
{0.5, 1.0, 1.5, . . . , 6.5}. To assess the modeling result, signs and colors reflect the class information, but this information is not used by the VI modeling technique.
RWM similarity, we varied w0 on a synthetic data set consisting
of five processes generating data, that are uniquely assigned to
one of three classes (green circles, blue plus signs or red rect-
angles). In Fig. 6 it can be seen that larger values of w0 result
in density models with a larger number of components which
cover smaller regions. However, the resulting level curves of
the RWM similarity are not very different for different values
of w0. Nevertheless, the question is: What impact has the num-
ber of components K regarding the classification results of an
SVM with RWM kernel. This question will be answered in the
following section.
In Fig. 7, we see the outcome of a VI training for three
disjoint subsets of the Phoneme data set from the UCL Ma-
chine Learning Group [38] and the resulting RWM similarities.
Training and classification are done in a two-dimensional space
spanned by the two principal components of the data in order
to project the data into a two-dimensional space for visualiza-
tion purposes. It should also be noted that these data are not
normally distributed.
All the examples in this section only give a first impression
of the behavior of the RWM similarity. In Section 4 we will
investigate the RWM similarity (then integrated into an SVM
kernel) by means of 20 publicly available benchmark data sets.
Most of these data sets are real data sets where we cannot expect
that clusters in the data are normally distributed.
3.3. The RWM Kernel
The RWM similarity measure leads to the definition of a ker-
nel function in a straightforward way if we take the standard
RBF kernel
KRBF(xi, x j) = exp
(
−γ(‖xi − x j‖)2
)
(8)
7
for any two samples xi, x j ∈ RD with the parameter γ = 12σ2 ∈
R+ being the kernel width and i, j ∈ N. In this kernel we simply
replace the Euclidean distance ‖ · ‖ with the RWM similarity:
KRWM(xi, x j) = exp
(
−γ
(
∆RWM(xi, x j)
)2)
. (9)
This responsibility weighted Mahalanobis (RWM) kernel con-
siders structure in the data captured by a mixture density model
as described in the previous section. This is also the case with
a kernel based on the GMM based measure,
KGMM(xi, x j) = exp
(
−γ
(
∆GMM(xi, x j)
)2)
, (10)
to which we will compare our approach.
A key advantage of the RWM kernel is that it can be used in
combination with any standard implementation of SVM such as
libsvm [7] as it is only necessary to construct the kernel matrix
needed as input for an optimization procedure such as SMO.
One might ask the question whether the use of the RWM kernel
always leads to a positive semi-definite (PSD) kernel matrix or
not. Though this question is of some theoretical interest, we
postpone it here, as we exploit a specific property of the SMO
version realized in the libsvm library: This SMO version (for
details see [11, 15]) is able to cope with non-PSD kernels.
The parameters of a C-SVM with RBF kernel – the penalty
parameter C and the kernel width γ – can be found by apply-
ing a heuristic search method presented in [23] instead of doing
an exhaustive search. Keerthi and Lin show in [23] that the
two-dimensional (log γ, log C) parameter space typically con-
tains two regions, an overfitting / underfitting region and a re-
gion with good parameter combinations (cf. Fig. 8), that have
similar shapes for all data sets (a property that cannot be ob-
served, e.g., for polynomial or sigmoid kernels).
logClim
log γ = logC − log C˜
good region
overfitting
underfittingunderfitting
log γ
lo
g
C
Figure 8: The two-dimensional (log γ, log C) parameter space typically con-
tains two regions, an overfitting / underfitting region and a region with good
parameter combinations.
This leads to an efficient heuristic to find parameter combina-
tions with small generalization error: First, the optimal penalty
parameter C˜ for an SVM with linear kernel is determined, be-
cause C˜ defines a straight line log γ = log C− log C˜ with a slope
of minus one which cuts the region with good parameter com-
binations (cf. Fig. 9, the line defined by the gray circles that
cuts the green colored region). Second, the best combination
of C and γ along this line is determined using an SVM with
RBF kernel (cf. Fig. 9, the red circle corresponds to the best
combination on the line of otherwise gray circles).
Figs. 9 and 10 show the results of an exhaustive search in the
parameter space spanned by log γ and log C for three data sets
from the UCI Machine Learning Repository [2]. The blue cir-
cles correspond to the parameter combinations with the small-
est generalization error found by an exhaustive search and the
red circles represent the best parameter combinations found by
the explained heuristic. While Fig. 9 shows the results for an
RBF kernel, Fig. 10 demonstrates that the heuristic works with
the RWM kernel, too. Thus, a C-SVM with RWM kernel can
parametrized just as easily as a C-SVM with RBF kernel.
As the Gaussian mixtures that define the RWM similarity can
be trained in an unsupervised way, the RWM kernel is able to
consider structure in data even if the data are only partially la-
beled. It has already been shown in Fig. 1 that the RWM kernel
is well-suited for SSL. The same holds, however, for other ker-
nels such as the GMM kernel or the LapSVM (see Section 2) to
which we will compare the RWM kernel in Section 4.
Finally, the following question shall be answered with an ex-
periment: How does an SVM with RWM kernel behave if the
underlying model has a number of components that is different
from the number of data generating processes? For this pur-
pose, we use the data set shown in Fig. 6, for which we varied
the parameter w0 of the VI algorithm (see above). Now, we use
the respective density models to train SVM with RWM kernel.
Here, only five samples (orange colored), one from each pro-
cess, are labeled and used to solve the classification problem.
Fig. 11 shows the resulting SVM classifiers. It can be seen that
the classification accuracies on the test data decrease slightly
with an increasing number of components.
Usually, it is not possible to parameterize the VI algorithm in
the way such that the resulting density model contains a number
of components that is to small. However, we limit the number
of components such that the VI can use only four, three, or
one to model the data. The resulting models and trained SVM
with RWM kernels are depicted in Fig. 12. In case of one com-
ponent (see Fig. 12(c)) the RWM kernel cannot extract much
information from model and, therefore, it behaves like the RBF
kernel. Consequently, the SVM with that RWM kernel yields
roughly the same test accuracy as an SVM with RBF kernel,
namely 87.67%. With an increasing number K, the classifica-
tion results of the corresponding SVM with RWM kernel also
increase. In summary, we can state for this experiment that an
SVM with RWM kernel, which is parameterized appropriately,
yields at least the classification results of an SVM with RBF
kernel.
3.4. Extension of the RWM Kernel for Categorical Input Di-
mensions
In real classification problems we usually not only have con-
tinuous (real-valued) input dimensions. While integer dimen-
sions are often handled such as continuous ones, this is typi-
cally not possible for categorical (non-ordinal) inputs. Assume
we have a set X of samples where each sample has D continuous
and E categorical input dimensions. Each of the E categorical
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(a) Data set Two Moons.
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(b) Data set Wine.
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(c) Data set Iris.
Figure 9: Grid search for RBF kernel in the parameter space spanned by log γ (horizontal) and log C (vertical). The blue circles represent the parameter combinations
with the smallest classification error (averaged over a 5-fold cross-validation) on the validation set found with exhaustive searching. The gray circles correspond to
the parameter combinations which were analyzed by means of the search heuristic of Keerthi and Lin. The combination with the smallest error is colored red.
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(a) Data set Two Moons.
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(b) Data set Wine.
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Figure 10: Grid search for RWM kernel in the parameter space spanned by log γ (horizontal) and log C (vertical). The blue circles represent the parameter
combinations with the smallest classification error (averaged over a 5-fold cross-validation) on the validation set found with exhaustive searching. The gray circles
correspond to the parameter combinations which were analyzed by means of the search heuristic of Keerthi and Lin. The combination with the smallest error is
colored red.
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(a) 12 components.
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(b) 8 components.
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(c) 5 components.
Figure 11: Influence of a large number of model components on the classification results of an SVM with RWM kernel. The training samples framed by a black
square are support vectors.
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(a) 4 components.
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(b) 3 components.
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Figure 12: Influence of a small number of model components on the classification results of an SVM with RWM kernel. The training samples framed by a black
square are support vectors.
input dimensions has Ke different categories for which we use
a one-out-of-Ke coding scheme. Then, we extend the RWM
kernel as follows:
KRWM(xi, x j) = exp
(
−γ
(
α
(
∆RWM(x′i , x
′
j)
)2
+ β
(
∆0/1(x′′i , x
′′
j )
)2))
with weighting factors α, β ∈ [0, 1], xi, x j ∈ X and x′i , x′j ∈ RD,
x′′i , x
′′
j ∈ BE
′
(with E′ =
∑E
e=1 Ke) only containing the values
of the respective continuous and (binary encoded) categorical
dimensions. For the categorical dimensions, we define
∆0/1(x′′i , x
′′
j ) =
E∑
e=1
(1 − δe,i j), (11)
with
δe,i j =
1 for
(
x′′i
)
e
=
(
x′′j
)
e
0 otherwise
, (12)
i.e., simply by checking the values in the different dimensions
for equality. If necessary, it is also possible to weight the cat-
egorical part and the continuous part differently by means of
the parameters α, β ∈ [0, 1]. If α and β are both set to 1 and
the covariance matrix of each model component corresponds to
the identity matrix, then the RWM kernel behaves like an RBF
kernel with binary encoded, categorical dimensions.
4. Simulation Experiments
This section compares the new RWM kernel to some other
kernels – RBF, GMM, and LAP kernels – in particular for
SSL. For the SVM with LAP kernel (also called LapSVM), we
ported the MATLAB implementation of Melacci [26] to Java
and adapted it to cope with multi-class problems. First, we vi-
sualize the behavior of the kernels for five data sets with two-
dimensional input spaces. Second, simulation experiments are
performed on 20 benchmark data sets to compare the mentioned
kernels numerically and in some more detail. Third, we briefly
summarize the “lessons learned” from our experimental studies.
4.1. Behavior of SVM using RWM Kernels
To visualize the behavior of an SVM with RWM and other
kernels in the presence of very sparse data we took five arti-
ficial data sets: The well-known data sets Two Moons (sug-
gested in [26]) and Clouds (from the UCI Machine Learning
Repository [2]), and three additional data sets, called Cross,
Three Moons, and Adidas, generated by mixtures of Gaussians
(for more information, please send an email to one of the au-
thors). We performed a z-score normalization for all five data
sets and conducted a stratified 5-fold cross-validation. To get
the best possible classification result for each kernel function,
we exceptionally (i.e., other than in Section 4.2) optimized the
parameters with respect to the test set. For this, we applied
an exhaustive search by varying C = 10i and γ = 10i for
i ∈ {−3,−2, . . . , 2} and the additional parameters of the LAP
kernel γI = 10 j, γA = 10 j for j ∈ {−7,−6, . . . , 4}, k ∈ {5, 7, 9}
and p = 1. Information about the parametrization of the mix-
ture density model underlying the RWM and GMM kernels can
be found in Section 4.2.
Fig. 13 shows for each data set the resulting SVM with
RWM, LAP, GMM, and RBF kernels from the first cross-vali-
dation fold. The orange colored samples correspond to the la-
beled training samples used by the SMO algorithm, whereas
the remaining samples are used to construct the kernel in the
case of RWM, LAP, and GMM. A training sample framed by a
black square indicates that this sample is a support vector. The
black solid line is the decision boundary and gray colored el-
lipses (in the case of the RWM and GMM kernels) correspond
to level curves of Gaussians that are located at centers indicated
by large ×s.
In Fig. 13 we can see that SVM with RBF kernels perform
worst. This is not surprising as this kernel does not take ad-
vantage from the unlabeled data at all. That is, in the presence
of sparsely labeled data the usage of structure information de-
rived from unlabeled data helps to achieve significantly better
classification results. One might assume further that a kernel
based on a non-parametric density modeling approach such as
10
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(a) RWM kernel.
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(b) LAP kernel.
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(c) GMM kernel.
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(d) RBF kernel.
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(e) RWM kernel.
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(f) LAP kernel.
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(g) GMM kernel.
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(h) RBF kernel.
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(i) RWM kernel.
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(j) LAP kernel.
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(k) GMM kernel.
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(l) RBF kernel.
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(m) RWM kernel.
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(n) LAP kernel.
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(o) GMM kernel.
-2.25
-2
-1.75
-1.5
-1.25
-1
-0.75
-0.5
-0.25
0
0.25
0.5
0.75
1
1.25
1.5
1.75
2
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
1nd Dimension
2n
d 
D
im
en
si
on
Support Vectors: 3
Test Accuracy: 89.50
(p) RBF kernel.
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(q) RWM kernel.
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(r) LAP kernel.
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(s) GMM kernel.
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(t) RBF kernel.
Figure 13: Performance comparison of SVM classifiers with RWM, LAP, GMM, and RBF kernels trained on different synthetically generated data sets. For each
row the same data set is used, in the following order (from top to bottom): Two Moons, Cross, Clouds, Three Moons, and Adidas.
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the LAP kernel performs relatively well even if the generating
processes of the data produce clusters with non-convex shapes.
Actually, SVM with LAP kernel yield on the data sets Two
Moons and Three Moons better results than an SVM using our
new RWM kernel based on a parametric density modeling ap-
proach. However, the results are only slightly better than with
a GMM or an RWM kernel because convex and non-convex
clusters can both be modeled with mixtures of Gaussians. On
the remaining data sets, SVM with RWM kernel achieve no-
ticeably better results than an SVM with one of the other kernel
functions. It is obvious that the LAP kernel has problems if
clusters with different class affiliations are overlapping (Cross
and Clouds data sets) or if the clusters are not clearly separated
(Adidas data set). Interestingly, the new RWM kernel performs
either better (four data sets) or equal (one data set) than its
relative, the GMM kernel. The GMM kernel is derived from
the Gaussian mixture model in straight forward way, while the
RWM kernel gives higher weights to components that are re-
sponsible for any two samples that are assessed.
4.2. Comparison based on 20 Benchmark Data Sets
To evaluate the performance of an SVM using our new RWM
kernel numerically and in more detail, we conduct experiments
with 20 publicly available data sets. Thus, we are able to come
to statistically significant conclusions concerning the new ker-
nel. In addition, we conduct run-time measurements and ana-
lyze the computational complexity of our new approach.
4.2.1. Data Sets and Experimental Setup
For our experiments, we use 20 data sets: 14 real-world data
sets (Australian, Credit A, Credit G, Ecoli, Glass, Heart, Iris,
Page Blocks, Pima, Seeds, Vehicle, Vowel, Wine, and Yeast)
from the UCI Machine Learning Repository [2], two real-world
(Phoneme and Satimage) and two artificial data sets (Clouds
and Concentric) from the UCL Machine Learning Group [38],
and in addition two artificial data sets, (Ripley) suggested in
[34] and (Two Moons) suggested in [26]. In order to obtain
meaningful results regarding the performance of our new RWM
kernel, we consider three requirements for the selection of the
data sets: First, the majority of the data sets should come from
real life applications. Second, the data sets should have very
different numbers of classes. And third, some of the data sets
should have unbalanced class distributions. The description of
the data sets is summarized in Table 1.
To find good estimates for the hyper-parameters of the VI
algorithm (training of the mixture density models capturing
structure information in unlabeled data) we used an exhaus-
tive search. To rate a considered set of VI parameters we ap-
plied an interestingness measure, called representativity [16].
It measures the dissimilarity of the mixture density model
trained with VI and a density estimate resulting from a non-
parametric Parzen window estimation. As dissimilarity mea-
sure we used the symmetric Kullback-Leiber divergence instead
of the Hellinger distance mentioned in [16].
In our experiments, we performed a z-score normalization for
all data sets and conducted a stratified 5-fold cross-validation
evaluation, as sketched in Fig. 14. In each round of the outer
cross-validation, one fold is kept out as test set T . Of course, T
is not considered for any parametrization purposes. The other
four folds are used as training set L (cf. part (a) of Fig. 14).
To simulate the presence of sparsely labeled data, we selected
subsets of different sizes – 4 × the number of classes (experi-
ment 1), 10% of |L| (experiment 2), and 100% of |L| (experi-
ment 3) – from the training set folds (cf. dashed boxes in part
(b) of Fig. 14). Precisely, in experiment 1, we chose sam-
ples lying in high density regions randomly (p(x) given by the
mixture density model). In experiment 2, the selected sam-
ples of experiment 1 are enriched with randomly selected sam-
ples until the number of ten percent of L is obtained. To get
good parametrization results we applied an inner 4-fold cross-
validation to these subsets. Here, one fold is used as valida-
tion set Lval and the other three folds as training set Ltrain. The
non-randomly chosen samples from L build a subset U that is
only considered for capturing structure information (i.e., with-
out class assignments). Consequently, the whole training set
L = Lval ∪ Ltrain ∪ U is used to determine the Laplacian graph
in case of the LAP kernel and to determine the Gaussian mix-
ture model in case of the RWM and GMM kernels. To rate a
considered parameter combination we determined the classifi-
cation performance by considering Lval and U (to determine the
expected error) simultaneously.
fold 1
fold 2
fold 3
fold 4
fold 5
x1x2 . . . xn y test set T
training set L
U
(a) Outer cross-validation (one fold).
fold 1
fold 2
fold 3
fold 4
training set L Lval Ltrain
U
(b) Inner cross-validation (one fold).
Figure 14: Disjoint subsets of one fold of the (outer) 5-fold cross-validation.
Lval ∪ Ltrain correspond to a randomly chosen subset from the “training” folds
(training set L). The remaining samples of L build the subset U.
The penalty parameter C = 10i and the kernel width γ = 10i
were varied for i ∈ {−3,−2, . . . 2}, the additional parameters of
the LAP kernel γI = 10 j and γA = 10 j for j ∈ {−6,−5, . . . , 2},
the neighborhood size was fixed to k = 7 and the degree to
p = 1. To account for information from catgorical input dimen-
sions we adapted all kernel functions in the same way as the
RWM similarity (described in Section 3.4). Consequently, to
find the best values of α (weighting factor of continuous input
dimensions) and β (weighting factor of discrete input dimen-
sions) we varied α and β from 0 to 1 in step sizes of 0.1 (for the
data sets Australian, Credit A, Credit G, Heart, and Pima that
have categorical attributes, cf. Table 1).
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Table 1: General data set information.
Data Set
Description
Number of Continuous Categorical Number of Class
Samples Attributes Attributes Classes Distribution (in %)
Australian 690 6 8 2 55.5,44.5
Clouds 5000 2 – 2 52.2,50.0
Concentric 2500 2 - 2 36.8, 63.2
Credit A 690 6 9 2 44.5,55.5
Credit G 1000 7 13 2 70.0,30.0
Ecoli 336 7 – 8 42.6,22.9,15.5,10.4,5.9,1.5,0.6,0.6
Glass 214 9 – 6 32.7,35.5,7.9,6.1,4.2,13.6
Heart 270 6 7 2 44.4,55.6
Iris 150 4 – 3 33.3,33.3,33.3
Page Blocks 5473 10 – 5 89.8,6.0,0.5,1.6,2.1
Phoneme 5404 5 – 2 70.7,29.3
Pima 768 – 8 2 65.0,35.0
Ripley 1250 2 – 2 50.0,50.0
Satimage 6345 5 – 6 24.1,11.1,20.3,9.7,11.1,23.7
Seeds 210 7 – 3 33.3,33.3,33.3
Two Moons 800 2 – 2 50,50
Vehicle 846 18 – 4 23.5,25.7,25.8,25.0
Vowel 528 10 – 11 9.1,9.1,9.1,9.1,9.1,9.1,9.1,9.1,9.1,9.1,9.1
Wine 178 13 – 3 33.1,39.8,26.9
Yeast 1484 8 – 10 16.4,28.1,31.2,2.9,2.3,3.4,10.1,2.0,1.3,0.3
To assess our results numerically, we rank the classification
paradigms based on a (non-parametric statistical) Friedman test
[18]. The Friedman test ranks – considering a given signifi-
cance value α – S classifiers for each of N data sets separately,
in the sense that the best performing classifier gets the lowest
rank, a rank of 1, and the worst classifier the highest rank, a
rank of S . In case of ties, the Friedman test assigns averaged
ranks. Let r ji be the rank of of the i-th classifier on the j-th data
set, then the Friedman test compares the classifiers based on
the averaged ranks R j = 1N
∑S
i=1 r
j
i . Under the null hypothesis,
which claims that all classifiers are equivalent in their perfor-
mance and hence their averaged ranks R j should be equal, the
Friedman statistic is distributed according to the χ2F distribution
with S − 1 degrees of freedom [20]. The Friedman test rejects
the null hypothesis if Friedman’s χ2F is greater than the p-value
of the χ2F distribution. If the null hypothesis can be rejected we
proceed with the Nemenyi test [28] as post hoc test in order to
show which classifier performs significantly different. Here, the
performance differences of two classifiers are significant if the
corresponding average ranks differ by at least the critical differ-
ence CD = qα
√
S (S + 1)/6N where the critical value qα is based on
the Studentized range statistic divided by
√
2. Demsˇar [12] sug-
gests that the results of the Nemenyi test can be visualized with
help of critical difference plots. In these plots, non-significantly
different classifiers are connected in groups (their rank differ-
ence is smaller than CD). To summarize the classification re-
sults over all data sets, the average ranks and the numbers of
wins are shown. A number of wins outlines the number of data
sets for which a paradigm performs best. Wins can be “shared”
when different classifiers perform equally on the same data set.
That is, a good paradigm yields a low average rank and a large
number of wins.
4.2.2. Results
We compare the classification performance achieved by an
SVM with RWM kernel to that of an SVM with GMM, LAP,
and RBF kernels. The evaluation criterion for our comparison
of the four kernel functions is the classification accuracy on the
test set T , the data set never used for any modeling or other
parametrization purposes (averaged over five folds of the cross-
validation). In each experiment we used significance values α
of 0.01, 0.05, and 0.1 and present the lowest value (if any) of
α for which the significant difference of at least one of kernel
functions to the other kernels can be stated.
A general observation, which is holds for all kernel functions,
is the higher the fraction of labeled samples the higher the num-
ber of samples that are used as support vectors. However, this
correlation is not linear, because the number of support vectors
highly depends on the difficulty to classify a considered data
set correctly (e.g., compare data sets Two Moons and Yeast in
Tables 2, 3 and 4).
In experiment 1 we limited the number of labeled samples
to 4× the number of classes for each data set. Table 2 shows
the classification accuracies for an SVM combined with each
kernel function on the 20 data sets. The best results (classifiers
that received the smallest ranks according to the Friedman test)
for each data set are highlighted in bold face. With four clas-
sifiers and 20 data sets, Friedman’s χ2F is distributed accord-
ing to a χ2F distribution with 4 − 1 degrees of freedom. The
critical value of χ2F(3) for α = 0.01 is 11.1 and, thus, smaller
than Friedman’s χ2F = 20.83, so we can reject the null hypoth-
esis. With the Nemenyi test, we compute the critical difference
CD = 3.275
√
4 · 5/6 · 20 = 1.337 to investigate which methods
perform significantly different. The corresponding critical dif-
ference plot is shown in Fig. 15(a). On a significance level of
α = 0.01, an SVM with RWM kernel performs significantly
better than an SVM combined with GMM, LAP, or RBF ker-
nels, that build a group of not significantly different classifiers.
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Table 2: Classification accuracies on the test data (with standard deviations), average ranks, and wins for each data set for SVM combined with RWM, GMM, RBF,
and LAP kernels. The training set size (i.e., the number of labeled samples, cf. second column) is 4 × the number of classes. The columns 4, 6, 8, and 10 show the
number of support vectors used by an SVM with one of the considered kernel functions.
Data set 4 × |C| RWM kernel #SV GMM kernel #SV RBF kernel #SV LAP kernel #SV
Australian 8 82.46 (±5.715) 7.8 79.86 (±10.253) 7.6 79.86 (±10.253) 7.6 81.74 (±5.940) 8.0
Clouds 8 83.72 (±2.722) 6.6 66.48 (±8.551) 5.8 71.50 (±5.075) 7.4 74.88 (±4.612) 8.0
Concentric 8 87.92 (±2.995) 7.8 78.64 (±4.727) 7.8 84.28 (±6.225) 7.6 86.52 (±7.260) 6.4
Credit A 8 76.09 (±6.317) 6.6 73.77 (±5.210) 7.4 75.51 (±8.205) 8.0 70.43 (±5.552) 7.6
Credit G 8 65.90 (±3.975) 7.4 65.90 (±3.975) 7.4 65.90 (±3.975) 7.4 69.30 (±1.891) 8.0
Ecoli 32 75.31 (±1.337) 29.4 72.92 (±1.690) 27.6 75.97 (±5.969) 27.4 71.45 (±4.200) 26.2
Glass 24 50.94 (±4.538) 22.8 47.65 (±4.665) 23.8 48.59 (±4.065) 23.2 36.46 (±2.213) 24.0
Heart 8 82.96 (±4.223) 8.0 81.85 (±4.223) 7.4 81.85 (±3.562) 6.4 82.59 (±3.840) 7.0
Iris 12 92.00 (±6.055) 9.4 92.67 (±4.944) 8.8 89.33 (±7.601) 7.2 90.67 (±4.346) 8.0
Page Blocks 20 92.36 (±0.929) 12.4 89.77 (±0.077) 20.0 90.63 (±1.070) 12.2 89.93 (±0.241) 15.0
Phoneme 8 72.41 (±0.750) 7.0 72.30 (±1.811) 7.0 71.37 (±1.001) 7.4 70.63 (±0.156) 8.0
Pima 8 69.14 (±4.469) 7.2 66.66 (±1.987) 7.4 66.66 (±3.676) 6.8 68.87 (±3.138) 6.8
Ripley 8 90.16 (±1.345) 7.6 87.60 (±1.356) 4.8 87.68 (±2.876) 7.2 86.48 (±2.748) 4.0
Satimage 24 79.16 (±2.293) 18.0 80.37 (±1.956) 18.2 74.79 (±4.356) 21.6 61.58 (±6.293) 21.8
Seeds 12 93.33 (±3.104) 7.6 93.33 (±4.880) 7.4 90.48 (±4.124) 8.2 88.57 (±4.580) 12.0
Two Moons 8 99.12 (±1.957) 5.4 93.38 (±3.992) 6.6 92.12 (±2.054) 7.2 98.25 (±1.355) 6.0
Vehicle 16 49.64 (±3.233) 15.8 44.66 (±17.545) 16.0 43.96 (±9.547) 15.6 43.85 (±3.870) 15.8
Vowel 44 50.51 (±2.550) 44.0 43.64 (±7.488) 44.0 41.72 (±7.530) 44.0 37.98 (±4.321) 44.0
Wine 12 96.05 (±2.539) 11.8 93.81 (±3.654) 11.4 92.13 (±5.378) 10.8 95.48 (±4.331) 12.0
Yeast 40 42.26 (±2.431) 39.0 46.50 (±2.536) 37.6 47.10 (±2.965) 36.6 36.45 (±4.207) 39.0
Mean 15.8 76.57 (±3.556) 14.1 73.59 (±6.110) 14.2 73.57 (±5.590) 14.0 72.11 (±4.182) 14.4
Rank 1.375 2.750 2.825 3.050
Win 14.5 2.5 2.0 1.0
The superior performance of the RWM kernel is also visible in
the last two rows of Table 2. There, we can notice that an SVM
with RWM kernel wins more than 14 of the 20 data sets and
yields the smallest average rank. Despite the significantly better
performance of the RWM kernel, an SVM combined with this
kernel does not require more support vectors than with other
kernel functions. Thus, with regard to the needed number of
support vectors no significant difference is visible (cf. columns
4, 6, 8, and 10 of Table 2).
In experiment 2, we increased the number of labeled sam-
ples to 10% of |L| for each data set. The corresponding clas-
sification results are summarized in Table 3. For a signifi-
cance value α = 0.1, the critical value of χ2F(3) is 6.24 and
thus smaller than Friedman’s χ2F = 24.62, so we can also re-
ject the null hypothesis. The Nemenyi test with critical differ-
ence CD = 2.351
√
4 · 5/6 · 20 = 0.960 shows that an SVM with
RWM kernel performs significantly better than an SVM com-
bined with one of the other three kernels and, consequently, it
confirms the results obtained in the first experiment. The re-
spective CD plot is shown in Fig. 15(b). It shows that an SVM
with GMM or RBF kernels performs significantly better than
an SVM with LAP kernel. However, for these two kernel func-
tions, no significant difference is observed. The last two rows
of Table 3 show again that an SVM with RWM kernel performs
better than an SVM in combination with one of the other ker-
nels on more than 13 data sets (wins) and also performs best on
average (rank). Note that the significance level α is 0.1 in con-
trast to experiment 1 (there: 0.01). That is, no significant ad-
vantage of RWM kernels was stated for α = 0.01 and α = 0.05.
Despite the significantly better performance of the RWM ker-
nel it requires slightly more support vectors than the RBF and
GMM kernels, but less support vectors than the LAP kernel for
more than a half of the data sets (cf. columns 4, 6, 8, and 10 of
Table 3).
In experiment 3, we used all samples in L as labeled training
samples for each data set (i.e., we train the SVM completely
supervised and not semi-supervised as above). Table 4 summa-
rizes the classification accuracies of SVM with RWM, GMM,
LAP, and RBF kernels on all 20 data sets. Here, with α = 0.1
the null hypothesis is rejected again (the critical value of χ2F(3)
is 6.24 which is smaller than Friedman’s χ2F = 23.44). The Ne-
menyi test with CD = 0.960 shows that an SVM with RWM
kernel belongs to the “top” group (a group of not significantly
different, but best performing classifiers) together with an SVM
combined with GMM or RBF kernel, cf. Fig. 15(c). With a
closer look at Table 4, we see that an SVM with GMM or RBF
kernels performs best regarding the highest number of wins
(6.8) and the smallest average ranks (2.025). In comparison,
the SVM with RWM kernel yields a win of 5.8 and an aver-
age rank of 2.250. Altogether we can state that, the results of
SVM with RWM, GMM, and RBF kernels are not significantly
different for α = 0.01, α = 0.05, and α = 0.1. Experiment 3
shows that considering structure information resulting from a
parametric or non-parametric density estimation brings no fur-
ther benefit if the data set is completely labeled. In addition, the
columns 4, 6, 8, and 10 of Table 4 show that an SVM combined
with a kernel function that uses structure information requires a
higher number of support vectors than with an RBF kernel that
neglects this information if all samples are labeled.
Experiments 1 to 3 have shown that in the presence of sparse-
ly labeled data the use of an RWM kernel may lead to signifi-
cantly better results compared to the three kernels LAP, GMM,
and RBF. Thus, the RWM kernel seems to be perfectly suited
for SSL.
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Table 3: Classification accuracies on the test data, average ranks, and wins for each data set for SVM combined with RWM, GMM, RBF, and LAP kernel. The
training set size (i.e., the number of labeled samples, cf. second column) is 10% of the number |L|. The columns 4, 6, 8, and 10 show the number of support vectors
used by an SVM with one of the considered kernel functions.
Data set |L|/10 RWM kernel #SV GMM kernel #SV RBF kernel #SV LAP kernel #SV
Australian 56 86.23 (±3.321) 42.0 86.23 (±3.321) 42.0 86.23 (±3.321) 42.0 86.17 (±2.079) 45.4
Clouds 400 88.38 (±1.016) 118.4 86.62 (±1.117) 113.4 87.24 (±1.092) 115.8 74.30 (±1.208) 361.6
Concentric 200 97.12 (±0.415) 54.6 96.72 (±0.756) 37.2 97.00 (±1.183) 36.2 95.52 (±0.576) 28.2
Credit A 56 85.51 (±2.233) 37.8 84.64 (±4.449) 42.8 81.74 (±2.633) 33.2 83.19 (±2.582) 33.2
Credit G 80 71.10 (±2.043) 59.2 70.20 (±2.253) 57.6 72.60 (±2.408) 63.8 70.90 (±0.894) 74.0
Ecoli 32 79.14 (±4.495) 30.0 77.39 (±5.162) 28.4 78.30 (±3.544) 29.4 71.37 (±6.365) 29.2
Glass 24 52.80 (±4.159) 23.4 47.65 (±4.665) 23.8 48.59 (±4.065) 23.2 43.93 (±7.638) 24.0
Heart 22 82.22 (±4.829) 15.0 80.37 (±4.263) 13.2 81.48 (±4.900) 16.4 80.37 (±2.111) 18.8
Iris 12 93.33 (±2.357) 9.0 92.67 (±4.944) 8.8 89.33 (±7.601) 7.2 89.33 (±1.491) 9.6
Page Blocks 438 95.23 (±0.335) 216.8 95.18 (±0.644) 176.8 95.71 (±0.344) 152.6 94.32 (±0.273) 169.8
Phoneme 433 80.31 (±0.367) 189.2 78.48 (±1.134) 279.2 79.50 (±2.407) 225.8 73.63 (±4.100) 295.2
Pima 62 69.91 (±4.191) 52.8 64.06 (±3.672) 52.0 65.51 (±7.634) 50.4 67.32 (±4.202) 45.4
Ripley 100 90.00 (±1.442) 30.4 89.52 (±1.635) 33.2 89.04 (±2.032) 47.8 86.40 (±6.505) 54.0
Satimage 515 86.51 (±0.490) 263.8 86.25 (±0.935) 215.2 85.24 (±0.927) 197.6 80.17 (±1.583) 408.6
Seeds 17 93.33 (±3.104) 8.0 93.33 (±3.912) 10.0 89.05 (±4.325) 9.0 85.71 (±4.762) 13.2
Two Moons 64 100.00 (±0.000) 51.8 99.38 (±0.884) 32.4 99.00 (±1.630) 29.8 100.00 (±0.000) 13.6
Vehicle 68 66.28 (±2.746) 62.8 69.26 (±5.158) 48.6 61.45 (±7.432) 59.0 56.84 (±6.305) 53.6
Vowel 80 64.75 (±1.532) 79.0 65.86 (±3.304) 77.6 64.95 (±2.914) 77.6 40.00 (±3.983) 79.8
Wine 15 95.49 (±1.581) 13.6 94.94 (±1.280) 14.0 92.67 (±3.287) 13.0 92.63 (±6.282) 15.0
Yeast 119 51.96 (±1.205) 113.6 52.29 (±0.737) 106.2 54.38 (±1.755) 101.6 36.73 (±4.299) 111.2
Mean 139.7 81.48 (±2.563) 73.6 80.55 (±3.188) 70.6 79.95 (±3.907) 66.6 75.44 (±4.091) 94.2
Rank 1.500 2.500 2.475 3.525
Win 13.2 2.8 3.2 0.8
Table 4: Classification accuracies on the test data, average ranks, and wins for each data set for SVM combined with RWM, GMM, RBF, and LAP kernel. The
training set size (i.e., the number of labeled samples, cf. second column) is |L|. The columns 4, 6, 8, and 10 show the number of support vectors used by an SVM
with one of the considered kernel functions.
Data set |L| RWM kernel #SV GMM kernel #SV RBF kernel #SV LAP kernel #SV
Australian 552 86.03 (±1.451) 406.0 86.16 (±1.987) 332.6 86.23 (±2.613) 374.8 86.22 (±1.847) 276.6
Clouds 4000 89.34 (±0.550) 1181.2 89.40 (±0.809) 1015.8 89.56 (±0.844) 1027.2 88.84 (±1.234) 964.2
Concentric 2000 99.48 (±0.335) 69.0 99.48 (±0.363) 158.0 99.56 (±0.167) 113.8 99.52 (±0.228) 69.0
Credit A 552 85.07 (±1.099) 248.2 84.35 (±1.819) 307.2 85.07 (±1.668) 365.4 82.17 (±6.886) 339.6
Credit G 800 75.20 (±2.515) 522.8 73.40 (±1.387) 569.8 76.00 (±2.622) 564.4 73.30 (±4.522) 568.6
Ecoli 270 85.72 (±4.621) 140.0 86.34 (±4.706) 132.6 86.96 (±3.914) 129.8 69.91 (±4.395) 133.6
Glass 171 67.76 (±1.794) 143.4 67.73 (±4.736) 133.8 69.17 (±2.891) 127.6 63.53 (±4.422) 154.6
Heart 216 85.19 (±3.928) 115.2 83.33 (±1.309) 104.4 82.59 (±3.364) 139.6 82.59 (±5.172) 133.0
Iris 120 97.33 (±1.491) 66.6 98.00 (±1.826) 44.8 95.33 (±1.826) 33.2 89.33 (±2.789) 94.4
Page Blocks 4377 95.94 (±0.556) 596.6 96.18 (±0.620) 420.2 96.73 (±0.754) 385.0 93.68 (±1.172) 610.8
Phoneme 4323 89.86 (±0.746) 2376.0 88.90 (±0.794) 1432.2 89.25 (±1.112) 1179.2 80.68 (±5.177) 2174.6
Pima 614 73.96 (±3.289) 399.6 76.82 (±3.297) 328.6 76.56 (±2.343) 354.4 73.18 (±5.220) 373.2
Ripley 1000 90.80 (±1.766) 417.0 90.56 (±1.615) 483.0 90.64 (±1.565) 230.4 89.68 (±1.968) 719.2
Satimage 5147 88.83 (±0.243) 1648.0 89.57 (±0.588) 1599.6 88.72 (±0.590) 1386.8 76.55 (±2.457) 1868.6
Seeds 168 96.19 (±2.715) 32.6 96.19 (±2.715) 79.2 93.81 (±2.130) 35.4 91.43 (±5.216) 122.2
Two Moons 640 100.00 (±0.000) 13.0 100.00 (±0.000) 15.4 100.00 (±0.000) 15.4 100.00 (±0.000) 12.8
Vehicle 677 79.90 (±4.971) 629.6 84.99 (±2.615) 283.6 83.57 (±2.117) 331.8 63.35 (±4.574) 666.4
Vowel 792 97.07 (±1.152) 580.6 98.99 (±0.357) 579.2 98.69 (±0.576) 535.2 88.59 (±12.973) 764.6
Wine 142 99.44 (±1.242) 68.4 98.32 (±1.536) 60.4 98.33 (±1.521) 74.2 97.75 (±3.087) 126.4
Yeast 1186 58.62 (±2.121) 993.0 59.03 (±2.271) 969.8 58.96 (±2.215) 935.4 42.99 (±4.427) 1133.0
Mean 1387.3 87.09 (±2.309) 532.3 87.39 (±2.194) 452.5 87.29 (±2.027) 416.9 81.66 (±4.781) 565.3
Rank 2.250 2.025 2.025 3.700
Win 5.5 6.8 6.8 0.8
To evaluate the run-time of an SVM with RWM kernel we
conducted run-time measurements on an Intel Xeon Processor
E5-2670 v2. Here, we measure the run-time averaged over a
five-fold cross-validation for three tasks: (1) constructing the
kernel matrix (building time), (2) training the SVM with RWM,
GMM, RBF, and LAP kernels by solving the optimization prob-
lem with the SMO algorithm (training time), and (3) testing
the unlabeled samples with trained SVM (testing time). For
the RWM and GMM kernels we measure the run-time for the
model estimation, too. All run-times are summarized in Ta-
ble 5. The sizes of the different sample sets that are used to
train the SVM (|L|/10), to test the SVM (|U |) and to estimate
the (parametric or non-parametric) density model in case of the
RWM, GMM, and LAP kernel (|L|) correspond to the sample
set sizes used in experiment 2 above. Across all kernels, the
training and testing times are very similar. Interestingly, the
LAP kernel yields the smallest testing time. This is due to the
fact that the LapSVM use an different evaluation function (in
comparison to the libsvm). The main difference can be seen
if we compare the building times. For a fair comparison of
the RWM and GMM kernels to the other two kernels we have
to extend their building times by the model estimation times.
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Figure 15: Comparison of SVM combined with different kernel functions with the Nemenyi test for different fractions of labeled samples (experiments 1, 2, and 3).
Groups of SVM that are not significantly different are connected.
However, averaged over all data sets the sum of these two times
is much lower than the kernel building time of the LapSVM.
Moreover, the model must be estimated only once (i.e., offline,
before the SVM is trained). Averaged over all data sets, we
see that the SVM with RBF kernel yield the smallest run-times,
but an SVM with the new RWM kernel takes comparable times
for training and testing, and five times longer for building the
kernel matrix if we assume that the density model is available.
Finally, we briefly analyze the computational complexity
of the RWM kernel in comparison to that of the RBF ker-
nel. The RWM kernel is based on a density model whose pa-
rameters are estimated using VI that is comparable to an EM
technique: First, the responsibilities (cf. Eq. 5) for all sam-
ples are estimated (E-step) and second, the parameters of the
posterior distribution (M-step) are adapted. Given N samples
and K components, the computational cost of one VI-step is
O(NK(D2 + E) + K(D3 + E′)). For most applications, we have
K  N and D + E  N. In case of the RWM kernel we
have to calculate K Mahalanobis distances and 2K responsibil-
ity values to compare two considered samples instead of one
Euclidean distance in case of the RBF kernel.
Altogether, we can state that the measured run-times allow
for many real applications of the proposed kernel.
4.3. Lessons Learned
What lessons did we learn in our simulation experiments?
First, it is a cumbersome and time-consuming task to opti-
mally parameterize a classifier, especially, if we assume the
presence of sparsely labeled data. One reason for this is the
fact that often different parameter combinations yield the same
“good” classification error on the validation set (Lval, e.g., with
a size of only six samples in case of a binary classification prob-
lem in our experiment 1), but most of them show a bad perfor-
mance on the test set. To solve this problem, we used additional
information delivered by the expected error calculated with re-
gard to the set U, see Fig. 14. Maybe, this approach is not the
best solution. In addition, a classifier is difficult to use in prac-
tice, if many parameters have to be set by user. Therefore, it
is very advantageous to rely on good parametrization heuristics
that exist for the RBF and RWM kernels (cf. Section 3.3).
Second, what kind of density estimation technique to cap-
ture structure information shall be used? The used estimation
technique, whether parametric or non-parametric, depends on
the application itself and the considered data set. However, our
experiments 1 – 3 show that a parametric estimation is more
robust when data generating processes with different class af-
filiations are overlapping or if the respective clusters are not
clearly separable. An SVM combined with the RWM kernel
performs very well even if clusters have non-convex shapes
(cf. Section 4). For density estimation we applied variational
Bayesian inference that, e.g., determines the number of model
components by itself, but VI has some adjustable parameters,
too [17]. However, these parameters can be determined of-
fline and, in combination with our approach, in an unsuper-
vised manner. Besides this, a density estimation such as Gaus-
sian mixture models can also be used for additional tasks, e.g.,
anomaly detection.
Third, can the RWM kernel be applied to large data sets? In
this article we only used rather small data sets due to the larger
number of simulation experiments. The answer to this ques-
tion depends on the GMM parameterization step based on VI.
This step is influenced by the number of samples but also by the
number of input dimensions (or, more precisely, the number of
free parameters of the GMM). To address the former, appropri-
ate sampling techniques can be adopted, to cope with the latter,
the number of parameters can be reduced, e.g. by restricting the
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Table 5: Run-times in seconds averaged over a five fold cross-validation to construct the kernel matrix (building), to solve the optimization problem with SMO
based on |L|/10 labeled samples (training) and to classify |U | unlabeled samples (testing) by means of an SVM with RWM, GMM, RBF and LAP kernels. Column
2 gives the additional run-times for estimating the density model based on |L| samples that is used by the RWM and GMM kernels.
Data set |L|/10 |U |
run-time in s for
model RWM kernel GMM kernel RBF kernel LAP kernel
estimation building training testing building training testing building training testing building training testing
Australian 56 140 2.699 0.668 0.009 0.686 0.695 0.009 0.725 0.278 0.010 0.619 2.256 0.005 0.128
Clouds 400 1000 24.264 2.501 0.035 4.875 2.877 0.057 5.745 1.665 0.043 5.259 420.871 0.074 1.798
Concentric 200 500 2.783 1.755 0.019 2.242 1.740 0.014 2.289 0.679 0.018 2.444 47.650 0.023 0.462
Credit A 56 140 4.212 0.613 0.010 0.738 0.720 0.007 0.668 0.275 0.010 0.592 2.357 0.007 0.121
Credit G 80 200 18.537 1.653 0.008 0.694 1.777 0.010 0.703 0.322 0.008 0.630 5.046 0.007 0.260
Ecoli 32 80 1.098 0.218 0.016 0.259 0.226 0.010 0.244 0.063 0.013 0.292 0.474 0.017 0.051
Glass 24 60 0.769 0.163 0.008 0.143 0.126 0.009 0.144 0.048 0.010 0.156 0.218 0.016 0.038
Heart 22 55 0.762 0.122 0.005 0.274 0.115 0.008 0.283 0.084 0.006 0.288 0.216 0.003 0.039
Iris 12 33 0.278 0.076 0.006 0.125 0.067 0.005 0.139 0.035 0.007 0.170 0.118 0.005 0.027
Page Blocks 438 1095 37.669 25.380 0.102 7.300 25.397 0.092 7.019 3.861 0.129 5.693 567.914 0.077 3.939
Phoneme 433 1083 30.392 14.805 0.103 6.170 14.697 0.080 6.591 2.697 0.087 5.332 527.290 0.060 2.722
Pima 62 155 8.231 0.921 0.011 0.737 0.978 0.010 0.681 0.260 0.009 0.651 2.904 0.007 0.092
Ripley 100 250 1.285 0.442 0.010 1.175 0.474 0.008 1.090 0.281 0.011 1.224 7.879 0.006 0.114
Satimage 515 1288 44.915 12.342 0.084 7.366 12.523 0.091 7.963 2.743 0.083 6.917 926.585 0.156 4.367
Seeds 17 43 0.172 0.065 0.005 0.176 0.087 0.008 0.171 0.055 0.006 0.235 0.183 0.006 0.034
Two Moons 64 160 0.808 0.316 0.007 0.664 0.321 0.006 0.573 0.134 0.007 0.649 3.103 0.004 0.054
Vehicle 68 170 6.266 1.701 0.012 0.858 1.814 0.011 0.661 0.424 0.016 0.655 3.894 0.009 0.151
Vowel 80 200 21.439 3.782 0.027 1.249 3.767 0.024 1.190 0.458 0.036 0.858 5.082 0.019 0.208
Wine 15 38 0.807 0.130 0.004 0.125 0.140 0.007 0.164 0.041 0.007 0.155 0.161 0.004 0.019
Yeast 119 298 6.643 1.521 0.037 1.311 1.558 0.028 1.456 0.572 0.040 1.259 12.184 0.023 0.316
Mean 139.7 349.4 13.430 3.794 0.026 1.955 3.838 0.025 2.025 0.811 0.028 1.796 121.938 0.024 0.753
model to diagonal or isotropic covariance matrices. That is, the
RWM kernel can be used on large data sets but this was not an
issue in this article.
Fourth, in Section 3.3 we avoided the discussion about PSD
(positive semi-definite) kernels. Clearly, we do not provide a
formal proof that the RWM similarity always leads a positive
semi-definite kernel matrix such that the optimization problem
has a unique solution [6]. However, for all data sets which we
used in our experimental studies, we applied a test for positive
semi-definiteness to the RWM kernel matrices (20 × 5 = 100
matrices), with the result that each of them was positive semi-
definite. Besides this, if a kernel is found to be indefinite, differ-
ent approaches exist to transform the result such that it can be
used to solve the optimization problem (see, e.g., [42]). An-
other approach is to use the efficient and numerically stable
technique mentioned in Section 3.3.
5. Conclusion and Outlook
In this article we proposed and evaluated a new, data depen-
dent kernel function for support vector machines, the responsi-
bility weighted Mahalanobis (RWM) kernel. This kernel con-
siders structure in the data by means of a parametric density
modeling approach. We have investigated its properties by eval-
uating the kernel on a number of benchmark data sets. The key
advantages of the RWM kernel can be summarized as follows:
• It may lead to better performance (classification accuracy)
than some other kernels on partially labeled data sets, i.e.,
it is well-suited for semi-supervised learning. This is due
to the fact that parameters of the RWM kernel can be
trained in an unsupervised way.
• It is easy to handle. This is due to the facts that (1)
standard SVM implementations can be used by just pro-
viding them with the kernel matrix and (2) heuristics for
the parametrization of the C and γ parameters in C-SVM
known for RBF kernels can easily be adopted.
The work presented in this article encourages us to investi-
gate the new kernel in much more detail in our future work. Im-
portant questions will be: How does the kernel perform in com-
parison to related approaches such as TSVM, or S3VM (cf. Sec-
tion 2)? Can we use the new kernel in other kernel based tech-
niques (e.g., one-class SVM, support vector regression)? How
can we use available class information when we build up the
density models, e.g., in a transductive learning step (cf. [32])?
Can a self-parametrizing variant of the VI training technique
be realized, i.e., a technique that finds parameters based on an
analysis of the structure of the training data? How can we mod-
ify the GMM modeling step to cope with large data sets? Also,
we have to investigate the theoretical properties and the limita-
tions of the RWM kernel in more detail. These are mainly due
to limitations of the density based modeling approach, e.g., a
difficult parametrization with sparse data. We expect that it will
be possible to combine the advantages of parametric and non-
parametric density modeling approaches. We also will adapt
the RWM kernel in active learning processes [32, 33].
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