In this paper we give an overview on some methods that are useful to solve a class of integrodierential inverse problems. Precisely, we present some methods to solve integrodierential inverse problems of parabolic type that are based on the theory of analytic semigroups, optimal regularity results and xed point arguments. A large class of physical models can be treated with this procedure, for example phase-eld models, combustion models and the strongly damped wave equation with memory to mention some of them.
Introduction
Inverse problems arise in several elds of mathematics and physics. The heat equation with memory is among the most important models in the theory of inverse problems. In this equation the evolution of the temperature depends on the past thermal history of the material. To illustrate the problems associated with the heat equation with memory and the methods to solve them we recall the model.
Let Ω be an open bounded set in R 3 and T > 0. We can easily deduce the evolution equation for the temperature u by the continuity equation
D t u(t, x) + div J(t, x) − f (t, x, u(x, t), ∇u(t, x))
in which the vector J denotes the density of heat ow per unit surface area per unit time and f is the heat source per unit volume per unit time in Ω. The well known Fourier's law is given by J(t, x) = −D 1 ∇u(t, x) (2) and its variation for materials with memory, supported by experiments, leads to replace (2) by
where D 1 and D 2 are given positive functions and h is the convolution kernel, which accounts for the thermal memory. To obtain the equation for the evolution of the temperature we replace (3) into the continuity equation (1) and we get
h(t − s, x)∇u(s, x) ds] + f (t, x, u(x, t), ∇u(t, x)). (4)
The fundamental point, when we deal with memory eects is that the kernel h cannot be considered a known function since there are no ways to measure h directly. What we Âåñòíèê ÞÓðÃÓ. Ñåðèÿ ≪Ìàòåìàòè÷åñêîå ìîäåëèðîâàíèå è ïðîãðàììèðîâàíèå≫ (Âåñòíèê ÞÓðÃÓ ÌÌÏ). 2015. Ò. 8, 3. Ñ. 95115 can do is to reconstruct h by additional measurements on the temperature u in a suitable subset of the body Ω.
A possible additional information on u can be represented in integral form as follows:
where ϕ and g are given functions representing the type of device used to measure the temperature and the outcomes of the measurements, respectively. The inverse problem we consider in its more general form is the following. (4) and (5) under suitable initialboundary conditions. The general problem just introduced is very dicult to solve in the general form, but some approximated models of physical interest can be considered.
In the sequel we will consider the case of memory kernels that depend also on a space variable besides the time. The rst results, regarding the identication of memory kernels depending on time and on a space variable, have been obtained with A. Lorenzi some years ago [1, 2] and further developments can be found in [37] . There are several model that involve the heat equation with memory, for example phase-eld models with memory, see [812] and the theory of combustion [13, 14] . Other models can be found in [15] , but the list is very long and there are many authors who have given important contributions. We have quoted just some of the papers where the strategy mentioned in the sequel applies. Finally, we recall that a model that can be treated with the methods of parabolic equations is the strongly damped wave equation with memory [16, 17] .
To show the strategies to solve inverse problems we need to classify the nonlinearities that appear in the evolution equations. To better explain our methods we concentrate, at the moment, on the semilinear heat equation with memory kernel that depends on time, only:
where f is a given nonlinear function. We observe that the nonlinearities are of two types, since the kernel h is unknown: the convolution term given nonlinear function of u (F can depend also on some spatial derivatives of u).
Some inverse problems we will consider are associated with the evolution of the temperature in stratied materials with memory in which the stratication is along the direction of the x-axis:
where T > 0, a < b and ω in a bounded set in R 2 . In this case, the kernel h depends on the space variable x and on time t. As we will see in the sequel, even if in this case the nonlinear term f (u(t, x), ∇u(t, x)) is replaced by the known function f (t, x, y) there are several diculties that arise. Moreover the additional restriction on the temperature (5) must take into account the dependence on the axial variable x as we will see.
We conclude this introduction recalling that there are several book on inverse problems, without claim completeness see [1827].
Some Methods to Solve Integrodierential Inverse Problems
The classication of the non linearities given in the introduction is valid for several physical models. According to such classication we will discuss the strategies to solve the inverse problems. First we recall the well known denition of wellposed problem in the sense of Hadamard which will be useful in the sequel. 
where T is an operator from X to Y . We say that T x = y represents a well-posed problem in the sense of Hadamard if the following conditions hold:
• Uniqueness: ∀y ∈ Y there is no more then one x ∈ X satisfying (8).
• Existence: ∀y ∈ Y there exists a solution x ∈ X satisfying (8).
• Stability: Let x j (j = 1, 2) be solutions of (8) related to y j , there exists C > 0 such that
Let Ω be a bounded set in R 3 and T > 0. For the sake of simplicity we consider a simplied version of the evolution equation where F is a given datum, the unknowns are u and h and we associate the following initial-boundary conditions:
We couple the evolution equation with the additional restriction on u represented by (5).
Since h is unknown
ds is the only nonlinear term, so the inverse problem associated to (9) has a nonlinearity of convolution type only.
Remark 1. Several methods allows to consider additional measurements of ux type:
where S is a subset of ∂Ω, which is measurable with respect to the natural hypersurface measure σ in ∂Ω and σ(S) > 0, g is a given function.
Strategy to Prove Local in Time Results for the Inverse Problem with a Nonlinearity of Convolution Type
The procedure is as follows.
(1) We consider an abstract formulation of the inverse problem relating it to a Banach space X.
(2) We choose a functional setting: for example we can take the Sobolev spaces on [0, T ] with values in the Banach space X and we select the related optimal regularity theorem for the linearized version of the problem.
(3) We prove that the abstract version of the problem is equivalent to a suitable xed point system.
(4) Since the xed point system (second kind Volterra equations) contains integral operators, we have to estimate them in the spaces we are considering.
(5) By the Contraction Principle we prove that the equivalent problem has a unique solution, so we get existence and uniqueness of a solution to our inverse problem.
(6) We apply the abstract results to the concrete problem.
Strategy to Prove Global in Time Results for Nonlinearity of Convolution Type
The procedure is similar to the previous one buy with the use of weighted space we get global in time results. It is clear that the use of weighted space makes all the computations more involved. The procedure is as follows.
(1) We consider an abstract formulation of the inverse problem relating it to a Banach space X, to have a more general problem.
(2) We choose a functional setting. For example, we can take the space of bounded functions on [0, T ] or the Sobolev spaces on [0, T ] with values in the Banach space X and we select the related optimal regularity theorem for the linearized version of the problem.
(4) Since the xed point system contains integral operators, we have to estimate them in the weighted spaces we are considering (exponential weight
(5) By the Contraction Principle we prove that the equivalent problem has a unique solution global in time.
Local in Time Results for the Two Types of Non Linearities
The same procedure, in Subsection 1.1 allows us to treat also problems in which there are the two types of nonlinearities. It is the case when F depends on u. With this technique we obtain local in time results, see for example the papers [1, 2, 8, 12, 13, 15, 28] .
Remark 2. One of the main diculties to get global in time results for inverse problems with both types of nonlinearities using strategy in Subsection 1.2 is that the weighted spaces work well for the non linearity of convolution type but it creates problems with the other types of non linearity. To avoid such problem we have found a strategy that does not make use of the weighted spaces.
The Strategy to Find Global in Time Results for Inverse Problems with Two Types Nonlinearities with Growth Conditions
This strategy has been developed in [29] . To explain the technique let us consider the simple model
where F is a given nonlinear function and we consider the additional restriction on u given by (5). So
are the two nonlinearities one has to consider. The main ideas to solve the problem in this case is to prove that there exists a local in time solution of the inverse problem in Sobolev spaces without weights, then we "linearize the convolution term" and we nd a priori estimates for u and for the convolution kernel h. More precisely we proceed as follows. The method is related with the Sobolev spaces
(1) Find a suitable equivalent xed point system that contains integral operators. We have to estimate them in the Sobolev spaces we have chosen.
(2) We apply the Contraction Principle, to the xed point system, to prove that there exists a unique local in time solution. Thanks to the equivalence theorem previously obtained we get existence and uniqueness of the solution to our inverse problem which is local in time.
(3) We prove a global in time uniqueness result without the condition that F u is globally bounded.
(4) We linearize the convolution term. This is possible thanks to the local in time existence and uniqueness theorem. In fact we observe that a unique solution (û,ĥ) exists in [0, τ ] for some τ > 0.
and h τ (t) = h(τ + t) and consider, for 0 < t < τ the splitting
where the symbol * stands for the convolution.F (t, x) is a given data and depends on the known functions (v,ĥ). This way of rewriting the convolution term allows us to avoid the weighted spaces that have a bad behavior when we deal with the nonlinearity F (u).
(6) We deduce a priori estimates for v τ (t) := u ′ τ (t) and h τ (t) for 0 < t < τ with the condition F u globally bounded. In a nite number of steps we extend the solution to the interval [0, T ].
Inverse Problems for Stratied Materials
We now introduce some approximated physical models without giving the precise functional setting, since we are interested in pointing out the physical dierences among the models. We will be more precise in the sequel when we introduce the functional setting.
Promblem 2. Given the data ϕ, g, u 0 and f determine the couple (u, h) satisfying the system
in the framework of Sobolev fractional order spaces.
Here Problem 3. Given the data ϕ 1 , ϕ 2 , g 1 , g 2 , ℓ, u 0 and f determine the couple (u, h) satisfying the system
in the framework of the space of continuous functions.
Here Ω is as above, A and B are second order operators, while C is a rst order linear dierential operator. The novelty with respect to the rst problem is that A is split in the sum A 1 + A 2 with A 1 and A 2 that do not commute in the sense of resolvent. This problem is a generalization of the one above also for the introduction of the term
The above inverse problem was studied in [3] .
In the following we give the mathematical tools to study Problem 2 to give the avor of the diculties that there are behind. The second problem is more complicated.
We dene the Sobolev spaces that will be used in the sequel to formulate our results. The Sobolev spaces of fractional order
W σ,p ((0, t); X) turn out to be a Banach spaces when equipped with the norms
We now recall some results from the analytic semigroup theory and interpolation spaces. For more details see [30] . 
Here L(X) denotes the Banach space of all bounded linear operators from X into itself equipped with the supnorm.
By virtue of assumptions i), ii) we can dene the analytic semigroup {e tB } t≥0 of bounded linear operators in L(X) generated by B.
After endowing D(B) with the graphnorm we can dene the following family of interpolation spaces D B (β, +∞) (for β ∈ (0, 1)), which are intermediate between D(B) and X:
Moreover, we set
Consequently, D B (n + β, +∞) (n ∈ N, β ∈ (0, 1)) turns out to be a Banach spaces when equipped with the norm
With any linear operator B satisfying assumptions of type i) , ii) we can associate the
Analogously, we set for any p ∈ (1, +∞) and η ∈ (0, 1)
We recall that D B (n + η, p) (n = 0, 1) are Banach spaces when equipped with the norms
For any xed pair of Banach spaces X 1 and X 2 we denote by L(X 1 ; X 2 ) the space of all bounded linear operators endowed with the uniform norm. We also set L(X 1 ; X 1 ) = L(X 1 ).
Problem 2 can be reformulated in an abstract setting related to a Banach space X as follows: nd a function u : [0, T ] → X and an operator H : [0, T ] → L(X) satisfying the equations:
where Φ is a bounded linear functional and G and u 0 are given data. The main assumptions are the following. We now endow with the graph norms the domains D(B j ) ⊂ X of the linear closed operators B j (j = 1, 2). Further, we assume that B j : D(B j ) ⊂ X (j = 1, 2) are sectorial operators with resolvent sets ρ(B j ), respectively, related to six constants ω j ∈ R, θ j ∈ (π/2, π), M j > 0 (j = 1, 2) such that
Moreover, we assume that:
We list our assumptions on the data
where T 0 is a xed positive number and
Then we list the consistency conditions related to our problem
We denote by G the space of our admissible data satisfying (H1)(H11) and (K1)(K7). We also dened the following subset G(m) (m ∈ R + ) by
and w dene then the following Banach spaces, where s ∈ [1, +∞):
Finally, we give the main theorems: H) is the unique solution to problem (23)(25), is bounded (i.e. maps bounded sets into bounded sets) and is Lipschitz continuous from G(m) into
Theorem 2. For any m > 0 and T
The abstract theorems stated above can be applied to the concrete Problem 2 choosing as reference spaces
are the well known Sobolev spaces and p > 1. The chosen spaces seem to be unusual, in fact one could think that the most natural spaces are X = L p (Ω 1 × Ω 2 ), but this turns out to be not correct because the evolution equation does not have meaning here. The above choice is necessary, because the kernel h depends on the spatial variable x.
Abstract Formulation of Inverse Problems with Two Types of Non Linearities
We list what we need to state our results.
• X ′ stands for L(X, R).
• If X and Y are Banach spaces, with norms ∥.∥ X and ∥.∥ Y respectively, and
• If Y and X are Banach spaces, f : Y → X, and y ∈ Y , we shall indicate with f ′ (y) the Fr echet-derivative of f in X.
• If s ∈ Z, s ≥ 2 and Ω is an open subset of R n , with smooth boundary, we set W
• We denote by B s p,q (Ω) (s > 0, 1 ≤ p, q ≤ +∞) Besov spaces (see [31, 32] ).
• The symbol (·, ·) θ,p stands for the real interpolation functor (0
• Let h ∈ L 1 (0, T ) and f : (0, T ) → X, where X is a Banach space. We dene the convolution
whenever the integral has a meaning.
• In the sequel we will denote by a ∧ b the number min{a, b} where a, b ∈ R.
• Let p ∈ [1, +∞), T ∈ R + , and let X be a Banach space.
• Let X be a Banach space and let A be a linear closed operator in X, with domain D(A). We set, for x ∈ D(A),
where
We solve the inverse problem under the following conditions on the data. Let p ∈ (1, +∞) and let X, Y , D(A) be Banach spaces such that:
. In general, if x ∈ X, we shall write ∥x∥ instead of ∥x∥ X .
(H2) ∀ T ∈ R + , the Cauchy problem
is well-posed in 
satisfying the system
We solve the inverse problem under the following conditions on the data. Let p ∈ (1, +∞) and let X, Y , D(A) Banach spaces such that (H1) and (H2) hold and assume that: 
Theorem 4. (Global in time uniqueness). Let the assumptions (H1)(H10) hold. Let
τ ∈ (0, T ], and suppose that the inverse problem given by Denition 3 has two solutions
Theorem 5. (Global in time existence and uniqueness). Let the assumptions (H1)(H10) hold. Let T > 0. Then the inverse problem given by Denition 3 has a unique solution
Remark 4. We point out that the global in time existence and uniqueness result has been obtained in the abstract setting and it is not based on a maximum principle that in most of the concrete cases does not hold.
Abstract Inverse Problem for the Parabolic Case
We assume that (H1), (H2) hold together with the following conditions:
The following theorems are proved in [29] .
Theorem 6. (Local in time existence). Let the assumptions (H1), (H2) and (P1)(P8)
hold. Then there exists τ ∈ (0, T ], depending on the data, such that the inverse problem given by Denition 4 has a solution hold. Then, if τ ∈ (0, T ], and the inverse problem given by Denition 4 has two solutions 
A Model in the Theory of Combustion
We solve the inverse problem under the following conditions on the data. Let p ∈ (1, +∞) and let X, Y , D(A) Banach spaces such that (H1) and (H2) hold and assume that:
The following theorems are proved in [14] .
Theorem 9. (Local in time existence). Let the assumptions (H1), (H2) and (Q1)-(Q8)
hold. Then there exists τ ∈ (0, T ], depending on the data, such that the inverse problem given by Denition 5 has a solution hold. Then, if τ ∈ (0, T ], and the inverse problem given by Denition 5 has two solutions
Remark 5. In the case the nonlinear function f (u) is sublinear it is possible to prove a global in time existence and uniqueness result for system (37), which is not applicable to the case f (u) = e u . The proof follows the ideas developed in [29] . 
For convenience, we dene
We solve the inverse problem under the following conditions on the data:
(K1) Ω is an open bounded subset of R n , lying on one side of its boundary ∂Ω, which is a submanifold of class C 2 of R n , b ∈ C 1 (∂Ω).
(K2) ϕ ∈ C 1 (R n+1 ) and its rst order derivatives are Lipschitz continuous in bounded subsets of R n+1 .
(K3) p ∈ R, p > n, p ̸ = 3. (K9) ∇ϕ is bounded in R n+1 .
An application of the abstract theorems in [17] gives the following result.
Theorem 14.
(I) Assume that (K1)-(K8) are satised. Then there exists τ ∈ (0, T ], such that problem given by Denition 7 has a solution (u, h), with 
