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Cap´ıtulo 1
Introduccio´n
El tema central de esta memoria es el estudio de la hiperbolicidad en sentido de Gromov,
principalmente de las superficies de Riemann, pero tambie´n de espacios me´tricos ma´s generales.
Segu´n el contexto, la palabra hiperbolicidad puede hacer referencia a diferentes conceptos,
tales como la existencia de funcio´n de Green o la curvatura negativa. Nosotros, a partir de aho-
ra, siempre nos referiremos a la hiperbolicidad en sentido de Gromov. Se trata de un novedoso
campo de trabajo que fue iniciado por el propio Gromov en los an˜os setenta. Los llamados espa-
cios de Gromov o tambie´n espacios hiperbo´licos en sentido de Gromov surgieron, precisamente,
buscando una forma de aunar las propiedades comunes entre grafos y variedades con curvatura
negativa (ver por ejemplo [24], [32] y [33]). Se pueden consultar tambie´n a este respecto los
trabajos de Kanai de los an˜os ochenta (ver [22],[23] y [24]).
La idea clave consiste en crear un marco de trabajo suficientemente general que nos permita
abstraernos de conceptos tales como “dimensio´n”, “estructura diferenciable” o “me´trica rieman-
niana”. En definitiva, se trata de trabajar simplemente en el contexto de espacios me´tricos. Por
esta razo´n pensamos que los espacios de Gromov son un marco adecuado que permite generalizar
resultados interesantes sobre superficies de Riemann.
Aunque ma´s adelante daremos unos cuantos ejemplos interesantes de espacios hiperbo´licos
(ver 1.9), la literatura existente al respecto no proporciona criterios generales que permitan
decidir cua´ndo un espacio es hiperbo´lico. En cierto sentido esta limitacio´n puede soslayarse,
ya que pueden obtenerse interesantes resultados (por ejemplo sobre el comportamiento de las
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geode´sicas), para espacios que no son hiperbo´licos pero cuyo recubridor universal s´ı lo es (ver
[27]). Y es evidente que pedir que el recubridor sea hiperbo´lico es una hipo´tesis mucho ma´s
de´bil que pedir que lo sea el propio espacio. Por ejemplo, si una variedad M tiene curvatura
seccional acotada superiormente por una constante c < 0, nada garantiza que sea hiperbo´lica.
Sin embargo, su recubridor universal s´ı lo es por ser simplemente conexo (ver 1.9.(4)) y tambie´n
tiene curvatura seccional K ≤ c < 0, puesto que el recubridor y el espacio son localmente
isome´tricos, y las isometr´ıas locales preservan la curvatura.
La caracterizacio´n de espacios hiperbo´licos es un problema que au´n permanece abierto. Re-
cientemente se han publicado importantes resultados (ver [5] y [8]) que estudian la hiperbolicidad
en dominios acotados de Rn con la me´trica quasihiperbo´lica λ(z) = 1/d(z, ∂Ω). De hecho, en [5]
se da una caracterizacio´n de la hiperbolicidad en este contexto, que aunque resulta complicada
de utilizar en la pra´ctica, supone una simplificacio´n notable.
El objetivo de esta tesis es, precisamente, mostrar nuestros trabajos encaminados a con-
seguir la caracterizacio´n de espacios hiperbo´licos, y lo hacemos en dos contextos: en espacios
me´tricos geode´sicos generales (ver Cap´ıtulo 2), y en superficies de Riemann con su me´trica de
Poincare´ (ver Cap´ıtulo 3).
Segu´n se podra´ apreciar en las definiciones de hiperbolicidad que daremos a continuacio´n
(ver por ejemplo la Definicio´n 1.6), e´ste no es un concepto local, sino global. Sin embargo es
evidente que en la pra´ctica es mucho ma´s fa´cil trabajar localmente. Por eso hemos encaminado
nuestro trabajo a intentar conseguir informacio´n sobre la hiperbolicidad de un espacio (es decir,
informacio´n global), a partir de la informacio´n local disponible sobre el propio espacio.
En este sentido hemos seguido una te´cnica muy utilizada en la teor´ıa de superficies de
Riemann: cortar y pegar. Se trata ba´sicamente de descomponer un espacio me´trico X en unio´n
de subespacios Xn, estudiar la hiperbolicidad en cada uno de estos subespacios y proporcionar
despue´s te´cnicas de pegado que garanticen la hiperbolicidad en el espacio de partida X. As´ı,
bajo condiciones bastante generales, hemos conseguido dos resultados principales:
El Teorema 2.3 permite pegar infinitos espacios Xn preservando la hiperbolicidad, siempre
que no se generen obsta´culos topolo´gicos. De hecho, el espacio X resultante al unir estos espacios
es hiperbo´lico si y so´lo si los componentes Xn son uniformemente hiperbo´licos.
Por otra parte, el Teorema 2.14 permite crear obsta´culos topolo´gicos arbitrarios al conectar
las piezas si se verifican unas hipo´tesis me´tricas apropiadas. De hecho, una de las consecuencias
de este teorema es que el espacio es hiperbo´lico si y so´lo si lo es un cierto grafo asociado a e´ste
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y las piezas conectadas son uniformemente hiperbo´licas.
Los resultados anteriores nos sera´n de gran utilidad a la hora de estudiar la hiperbolicidad
de superficies de Riemann en el Cap´ıtulo 3. Como ya hemos mencionado antes, una te´cnica
muy habitual a la hora de trabajar con superficies de Riemann es la de cortar y pegar. Otra
igualmente esta´ndar consiste en eliminar de la superficie conjuntos cerrados. Nosotros nos hemos
planteado estudiar de que´ manera influye esta manipulacio´n en la hiperbolicidad, y ello nos ha
llevado a analizar el papel que juegan en este sentido punturas y foniles, e incluso finales ma´s
generales.
El Teorema 3.9 es otro de los resultados destacables de esta tesis. Afirma que cualquier bola
de radio r ≤ 12 log 3 en cualquier superficie de Riemann es, necesariamente, simple o doble-
mente conexa. Adema´s de su intere´s intr´ınseco, ha resultado ser una herramienta crucial en la
demostracio´n del Teorema 3.41, que estudia el papel de las punturas en la hiperbolicidad.
Tenemos tambie´n algunos resultados sobre estabilidad de la hiperbolicidad de superficies de
Riemann (ver por ejemplo el Teorema 3.19 o el Corolario 3.42, cuya conclusio´n puede resultar
sorprendente). En todos los casos nos hemos preocupado especialmente por proporcionar tambie´n
un adecuado control de las constantes involucradas.
1.1. Espacios hiperbo´licos en sentido de Gromov
Empezaremos dando unas nociones ba´sicas sobre este tipo de espacios, y, para ello, utiliza-
remos la notacio´n de [16]. Remitimos a esta misma referencia para informacio´n ma´s detallada y
resultados ma´s espec´ıficos.
Como ya hemos mencionado anteriormente, aunque el concepto de hiperbolicidad se utiliza
en diferentes contextos con significados muy diferentes, a lo largo de este trabajo solamente
utilizaremos la palabra hiperbo´lico en el sentido de la Definicio´n 1.6.
Veamos unas cuantas definiciones previas:
Definicio´n 1.1. Si γ : [a, b] → X es una curva continua en un espacio me´trico (X, d), puede
definirse la longitud de γ como
L(γ) := sup
{ n∑
i=1
d(γ(ti−1), γ(ti)) : a = t0 < t1 < · · · < tn = b
}
.
Se dice que γ es una geode´sica (o tambie´n geode´sica minimizante) si es una isometr´ıa, es
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decir, L(γ|[s,t]) = d(γ(s), γ(t)) = |t− s| para todos s, t ∈ [a, b].
Se dice que γ es una geode´sica local si para todo t ∈ [a, b], existe un ε > 0 tal que la
restriccio´n de γ a [t− ε, t+ ε] ∩ [a, b] es una geode´sica.
Se dice que X es un espacio me´trico geode´sico si para todos x, y ∈ X existe al menos una
geode´sica uniendo x e y. Denotaremos por [x, y] cualquiera de tales geode´sicas (dado que las
geode´sicas no son necesariamente u´nicas, esta notacio´n es ambigua, pero conveniente).
Un espacio me´trico geode´sico es propio si toda bola cerrada es compacta.
Es obvio que todo espacio me´trico geode´sico es conexo por arcos.
Observacio´n 1.2. A lo largo del presente trabajo utilizaremos la palabra geode´sica con el sentido
de geode´sica global o curva minimizante, a menos que hablemos de geode´sicas simples cerradas,
un tipo especial de geode´sicas locales que, obviamente, no pueden ser minimizantes.
Definicio´n 1.3. Si X es un espacio me´trico geode´sico y J = {J1, J2, . . . , Jn}, con Jj ⊆ X,
decimos que J es δ-thin si para todo x ∈ Ji se verifica que d(x,∪j 6=iJj) ≤ δ. Si x1, x2, x3 ∈ X,
un tria´ngulo geode´sico T = {x1, x2, x3} es la unio´n de tres geode´sicas [x1, x2], [x2, x3] y [x3, x1].
Se dice que el espacio X es δ-thin (o tambie´n que satisface la condicio´n de Rips con constante
δ) si todo tria´ngulo geode´sico de X es δ-thin.
Llamaremos bia´ngulo a un tria´ngulo con dos ve´rtices ide´nticos. Obviamente todo bia´ngulo
de un espacio δ-thin, es δ-thin.
Observacio´n 1.4. Todo pol´ıgono geode´sico de n lados contenido en un espacio δ-thin, es
(n− 2)δ-thin. Para demostrarlo es suficiente partir el pol´ıgono en tria´ngulos y aplicar a e´stos la
Definicio´n 1.3.
x
y
z
p
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Definicio´n 1.5. Sean T = {x, y, z} un tria´ngulo geode´sico en un espacio me´trico geode´sico X
y TE un tria´ngulo eucl´ıdeo cuyos lados tienen la misma longitud que los de T . Puesto que no
hay confusio´n posible, utilizaremos la misma notacio´n para los puntos correspondientes entre T
y TE. El c´ırculo ma´ximo inscrito en TE interseca al lado [x, y] (respectivamente [y, z], [z, x])
en un punto z′ (respectivamente x′, y′) de tal forma que d(x, z′) = d(x, y′), d(y, x′) = d(y, z′)
y d(z, x′) = d(z, y′). Llamaremos puntos internos de T a los puntos x′, y′, z′ . Hay una u´nica
isometr´ıa f del tria´ngulo T sobre un tr´ıpode (a´rbol con un ve´rtice w de grado 3, y tres ve´rtices
x′′, y′′, z′′ de grado uno, tal que d(x′′, w) = d(x, z′) = d(x, y′), d(y′′, w) = d(y, x′) = d(y, z′) y
d(z′′, w) = d(z, x′) = d(z, y′)). Se dice que el tria´ngulo T es δ-fine si f(p) = f(q) implica que
d(p, q) ≤ δ. El espacio X es δ-fine si todo tria´ngulo geode´sico de X es δ-fine.
x
y
za
b
x′
y′z
′
x′′ = f(x)
y′′ = f(y)
z′′ = f(z)
w = f(x′) = f(y′) = f(z′)
f(a) = f(b)
Definicio´n 1.6. Fijemos un punto w en un espacio me´trico (X, d). Definimos el producto de
Gromov de x, y ∈ X con respecto al punto base w como
(x|y)w := 1
2
(
d(x,w) + d(y, w)− d(x, y)) ≥ 0 .
Decimos que el espacio me´trico (X, d) es δ-hiperbo´lico (δ ≥ 0), si
(x|z)w ≥ mı´n
{
(x|y)w, (y|z)w
}− δ ,
para todos x, y, z, w ∈ X. Decimos que X es hiperbo´lico (en sentido de Gromov) si el valor de
δ no es relevante.
Observacio´n 1.7. El punto base elegido no es importante: si un espacio es hiperbo´lico para un
cierto punto base w, puede garantizarse que lo es tambie´n para cualquier otro. Eso s´ı, el valor
de la constante de hiperbolicidad δ depende del punto base elegido.
Aunque es dif´ıcil aplicar la intuicio´n para encontrar un significado geome´trico a esta u´ltima
definicio´n, s´ı que lo hay: en espacios hiperbo´licos, (x|y)w es comparable a la distancia entre el
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punto base w y un arco geode´sico que una x con y (ver [16, p. 38]). La razo´n de fondo, es que
en este tipo de espacios las geode´sicas tienden a curvarse hacia el interior. Si nos fijamos en
la siguiente figura, las longitudes que aparecen etiquetadas con los mismos valores son compa-
rables; basta pues con aplicar la definicio´n de producto de Gromov para llegar a la conclusio´n
aqu´ı apuntada.
x y
w
d1
d1
d2
d2
d3d3
d3
Sabemos que en un espacio eucl´ıdeo, el producto escalar entre dos vectores x e y es cero
si y so´lo si son perpendiculares entre s´ı. Sin embargo, tanto si aplicamos la definicio´n rigurosa
del producto de Gromov como si manejamos la interpretacio´n geome´trica que acabamos de ver,
(x|y)w es cero cuando el punto base pertenece a una geode´sica que une x con y. Es decir, en la
teor´ıa de espacios hiperbo´licos, el a´ngulo que juega un papel fundamental no es π/2, sino π.
Veamos a continuacio´n otra interpretacio´n geome´trica del producto de Gromov en el disco
unidad, con el objetivo de poner de manifiesto que, aunque en este tipo de espacios so´lo mane-
jamos distancias, la propiedad de hiperbolicidad permite, en cierto sentido, “medir” a´ngulos:
Igual que ocurre para los tria´ngulos eucl´ıdeos, existen fo´rmulas que relacionan los a´ngulos
interiores de un tria´ngulo contenido en el plano hiperbo´lico, con las longitudes de los lados
del mismo. De esta forma, dado el tria´ngulo de la figura, se verifica la que se denomina “ley
hiperbo´lica de los cosenos”
cosh a = cosh b cosh c− senh b senh c cosα .
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v1
v2
v3
a
b
c
α
β
γ
En el caso particular α = π/2, tenemos la versio´n hiperbo´lica del Teorema de Pita´goras: cosh a =
cosh b cosh c (es decir, el coseno hiperbo´lico de la hipotenusa es igual al producto de los cosenos
hiperbo´licos de los catetos).
Para un a´ngulo α cualquiera (no necesariamente π/2), si las longitudes hiperbo´licas a, b y
c son suficientemente grandes como para que la exponencial sea una buena aproximacio´n de
las funciones hiperbo´licas, podemos reemplazar la igualdad por la relacio´n aproximada 12e
a ≈
1
4e
b+c(1 − cosα), de donde se deduce que ea ≈ eb+c sen2(α/2); tomando logaritmos obtenemos
1
2(b + c − a) ≈ log 1sen(α/2) , donde b + c − a = d(v1, v2) + d(v1, v3) − d(v2, v3) = 2(v2|v3)v1 ,
y por lo tanto (v2|v3)v1 ≈ log 1sen(α/2) . De esta forma queda patente la estrecha relacio´n que
existe entre el producto de Gromov de dos puntos y el a´ngulo que forman las geode´sicas que
los unen con el punto base. Es decir, simplemente manejando distancias (recordemos que la
definicio´n del producto de Gromov no involucra ningu´n otro concepto), somos capaces de medir
a´ngulos en el plano hiperbo´lico. La teor´ıa de espacios hiperbo´licos pone de manifiesto que este
razonamiento va´lido para el plano hiperbo´lico, puede extenderse, en cierto sentido, a espacios
me´tricos hiperbo´licos generales.
El siguiente resultado establece la equivalencia entre condicio´n de Rips (Definicio´n 1.3),
cualidad de fine (Definicio´n 1.5) e hiperbolicidad (Definicio´n 1.6):
Teorema 1.8. ([16, p. 41]) Sea X un espacio me´trico geode´sico.
(1) Si X es δ-hiperbo´lico, entonces es 4δ-thin y 4δ-fine.
(2) Si X es δ-thin, entonces es 4δ-hiperbo´lico y 4δ-fine
(3) Si X es δ-fine, entonces es 2δ-hiperbo´lico y δ-thin.
Veamos a continuacio´n algunos ejemplos interesantes de espacios hiperbo´licos:
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Ejemplo 1.9.
(1) Rn con la me´trica eucl´ıdea es hiperbo´lico si y so´lo si n = 1.
Es evidente que todo punto de un tria´ngulo contenido en la recta real pertenece simulta´nea-
mente a dos lados, y, por tanto, podemos concluir que R es 0-thin. Tambie´n es obvio que
en el plano se pueden trazar tria´ngulos de dia´metro arbitrariamente grande, por lo que con
su me´trica eucl´ıdea no es posible que R2 sea hiperbo´lico. De forma similar puede razonarse
para dimensiones superiores.
R
a bb
c
c
R2
a = a′ = a′′ b′ b′′
c′
c′′
(2) Todo a´rbol con aristas de longitud arbitraria es 0-hiperbo´lico (ver, por ejemplo, [16, p.
29]).
La afirmacio´n es evidente porque se trata de una generalizacio´n de lo que ocurre en la
recta real: todo punto de un tria´ngulo contenido en un a´rbol pertenece simulta´neamente
a dos lados.
a
b
c
(3) Todo espacio me´trico acotado X es (diamX)-hiperbo´lico (ver, por ejemplo, [16, p. 29]).
(4) Toda variedad riemanniana completa simplemente conexa con curvatura seccional acotada
superiormente por una constante −k, con k > 0, es hiperbo´lica (ver, por ejemplo, [16, p.
52]).
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Vamos a introducir a continuacio´n un tipo de aplicaciones que juegan un papel fundamental
en la teor´ıa de espacios hiperbo´licos.
Definicio´n 1.10. Una funcio´n entre dos espacios me´tricos f : X −→ Y es una quasi-isometr´ıa
si existen constantes a ≥ 1, b ≥ 0 con
1
a
dX(x1, x2)− b ≤ dY (f(x1), f(x2)) ≤ adX(x1, x2) + b , para todos x1, x2 ∈ X.
Una funcio´n de este tipo se llama (a, b)-quasi-isometr´ıa. Decimos que la imagen de f es ε-full
(para algu´n ε ≥ 0) si, para todo y ∈ Y , existe x ∈ X con dY (y, f(x)) ≤ ε. Decimos que X e Y
son quasi-isome´tricamente equivalentes si existe una quasi-isometr´ıa entre X e Y , con imagen
ε-full, para algu´n ε ≥ 0. Una (a, b)-quasigeode´sica en X es una (a, b)-quasi-isometr´ıa entre un
intervalo de R y X. Un (a, b)-segmento quasigeode´sico en X es una (a, b)-quasi-isometr´ıa entre
un intervalo compacto de R y X.
Observemos que una quasi-isometr´ıa puede ser incluso discontinua.
Observacio´n 1.11. Es bien conocido (ver por ejemplo [22], [23]) que la equivalencia quasi-
isome´trica es una relacio´n de equivalencia. De hecho, si f : X −→ Y es una (a, b)-quasi-
isometr´ıa con imagen ε-full, entonces existe una funcio´n g : Y −→ X que es una (a, 2aε+ ab)-
quasi-isometr´ıa. En particular, si f es una (a, b)-quasi-isometr´ıa suprayectiva, entonces g es una
(a, ab)-quasi-isometr´ıa (en este caso podemos elegir como g(y) cualquier punto de f−1(y)).
Ejemplo 1.12. f : R→ Z, con f(x) = [x] es una (1, 1)-quasi-isometr´ıa.
En nuestro contexto las quasi-isometr´ıas son especialmente importantes puesto que se trata
de una clase de aplicaciones que preserva la hiperbolicidad:
Teorema 1.13. ([16, p. 88]) Consideremos una (a, b)-quasi-isometr´ıa entre dos espacios me´tri-
cos geode´sicos f : X −→ Y . Si Y es δ-hiperbo´lico, entonces X es δ′-hiperbo´lico, donde δ′ es una
constante que so´lo depende de δ, a y b. Adema´s, si la imagen de f es ε-full para algu´n ε ≥ 0,
entonces X es hiperbo´lico si y so´lo si lo es Y .
Es bien conocido que si f no es ε-full, la hiperbolicidad de X no implica la hiperbolicidad
de Y : basta considerar la inclusio´n de R en R2 (que es, de hecho, una isometr´ıa).
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Definicio´n 1.14. Consideremos H > 0, X un espacio me´trico y los subconjuntos Y, Z ⊆ X. El
conjunto VH(Y ) := {x ∈ X : d(x, Y ) ≤ H} se llama el H-entorno de Y en X. La distancia de
Hausdorff de Y a Z se define como
H(Y, Z) := ı´nf{H > 0 : Y ⊆ VH(Z), Z ⊆ VH(Y )}.
A continuacio´n, un resultado de gran belleza adema´s de utilidad pra´ctica:
Teorema 1.15. ([16, p.87]) Para cada δ ≥ 0, a ≥ 1 y b ≥ 0, existe una constante H = H(δ, a, b)
con la siguiente propiedad:
Sea X un espacio me´trico geode´sico δ-hiperbo´lico y g una (a, b)-quasigeode´sica comenzando
en x y terminando en y. Si γ es una geode´sica cualquiera que une x con y, entonces H(g, γ) ≤ H.
Esta propiedad se conoce como estabilidad geode´sica. En [7], Mario Bonk prueba que, de
hecho, la estabilidad geode´sica es equivalente a la hiperbolicidad.
A lo largo del presente trabajo trataremos con subespacios de un espacio me´trico geode´sico
X. Hay una forma natural de definir la distancia en estos espacios:
Definicio´n 1.16. Si X0 es un subconjunto conexo por arcos de un espacio me´trico geode´sico
(X, d), entonces podemos asociarle la llamada distancia intr´ınseca
dX0(x, y) := dX |X0(x, y) := ı´nf
{
L(γ) : γ ⊂ X0 es una curva continua que
une x con y
} ≥ dX(x, y) .
1.2. Me´tricas en dominios planos
1.2.1. Me´trica conforme
Sea Ω ⊂ C un dominio plano (es decir, un conjunto abierto y conexo en C). Una me´trica
riemanniana definida en Ω, viene dada por una expresio´n de la forma ds2 = E(x, y)dx2 +
2F (x, y)dxdy + G(x, y)dy2, donde E,F y G son funciones C∞ y adema´s se verifica que EG −
F 2 > 0 en Ω. Se dice que la me´trica es conforme (porque la identidad de Ω con su me´trica
eucl´ıdea, definida sobre Ω con la me´trica ds, preserva a´ngulos, aunque no longitudes) cuando
F = 0 y E = G. En este caso, puede escribirse ds2 = λ2(x, y)(dx2 + dy2) y λ se denomina
densidad de la me´trica.
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Una me´trica conforme siempre es mu´ltiplo de la eucl´ıdea, es decir, ds = λ(x, y)|dz|, donde
|dz| denota la longitud eucl´ıdea.
Si γ : [a, b]→ Ω es una curva continuamente diferenciable a trozos, se define su longitud con
respecto a la me´trica λ como:
Lλ(γ) :=
∫
γ
λ(z)|dz|. (1.1)
Dados dos puntos p, q ∈ Ω, se define la distancia en la me´trica λ entre p y q como
dλ(p, q) = ı´nf{Lλ(γ) : γ ∈ CΩ(p, q)},
siendo CΩ(p, q) el conjunto formado por todas las curvas continuamente diferenciables a tro-
zos parametrizadas de forma que γ : [0, 1] → Ω con γ(0) = p y γ(1) = q. Si la me´trica se
sobreentiende, se puede denotar tambie´n como dΩ.
Es posible demostrar que la funcio´n dλ : Ω × Ω → R es una distancia y (Ω, dλ) un espacio
me´trico. En el caso particular de que λ ≡ 1 y Ω = C, entonces dλ es, precisamente, la distancia
eucl´ıdea.
Observemos que, una vez introducido el concepto de distancia, ser´ıa posible volver a definir
la longitud de una curva de forma similar a como hicimos en la Definicio´n 1.1, puesto que ahora
hay estructura de espacio me´trico que lo permite. Por supuesto, la longitud as´ı obtenida coincide
con la definida mediante la expresio´n 1.1.
En el contexto de dominios planos, la curvatura, que es un invariante por aplicaciones con-
formes, se puede calcular mediante la fo´rmula:
K(z) =
−△ log λ(z)
λ2(z)
. (1.2)
1.2.2. Me´trica de Poincare´
En el disco unidad abierto D = {z ∈ C : |z| < 1} puede definirse una me´trica conforme
mediante la siguiente densidad:
λD(z) =
2
1− |z|2 . (1.3)
A esta me´trica se le suele denominar hiperbo´lica o de Poincare´.
Si γ : [a, b]→ D es una curva continuamente diferenciable a trozos, segu´n lo que hemos visto
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ya en la seccio´n anterior, se define su longitud con respecto a esta me´trica como:
LD(γ) :=
∫
γ
λD(z)|dz| =
∫ b
a
2|γ′(t)|
1− |γ(t)|2 dt.
Aplicando la fo´rmula (1.2) se puede demostrar que el disco unidad dotado de la me´trica
(1.3) es una superficie con curvatura constante negativa. El coeficiente 2 del numerador en la
funcio´n densidad aparece por una cuestio´n de normalizacio´n, precisamente para conseguir que
la curvatura sea −1. Sin esta constante, la curvatura ser´ıa −4.
Poincare´ descubrio´ que las isometr´ıas del disco unidad con la me´trica hiperbo´lica son las
transformaciones de Mo¨ebius del disco en s´ı mismo, o sea el conjunto:
Mo¨(D) =
{
T : D→ D tal que T (z) = eiθ z + a
1 + az
con a ∈ D y θ ∈ [0, 2π]
}
.
Es posible obtener una fo´rmula expl´ıcita para calcular la distancia hiperbo´lica entre dos
puntos del disco unidad (ver [25, Cap´ıtulo 1]):
dD(p, q) = log
(
1 +
∣∣ p−q
1−p q
∣∣
1− ∣∣ p−q1−p q ∣∣
)
(1.4)
La fo´rmula anterior permite demostrar que la topolog´ıa inducida en D por la me´trica hi-
perbo´lica coincide con la topolog´ıa eucl´ıdea. Por otra parte, y a diferencia de lo que ocurre con la
me´trica eucl´ıdea, el disco unidad es un espacio me´trico completo cuando se le dota de la me´trica
de Poincare´.
Obviamente, si se trata de calcular la distancia entre el origen y un punto z ∈ D cualquiera,
aplicando la fo´rmula (1.4) se tiene la siguiente expresio´n sencilla:
dD(0, z) = log
1 + |z|
1− |z| = 2arctanh |z|, (1.5)
y la geode´sica en D que une 0 y z es, precisamente, el segmento recto (todos los dia´metros en
D son geode´sicas).
A partir de esta informacio´n y del hecho de que las transformaciones de Mo¨ebius (que recor-
demos que son las isometr´ıas en la me´trica de Poincare´) llevan segmentos rectos en segmentos
rectos o en circunferencias, puede deducirse que las geode´sicas en D son los dia´metros y los arcos
de circunferencia perpendiculares a ∂D.
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Dados p, q ∈ D, la curva de menor longitud hiperbo´lica que une ambos puntos (es decir, la
geode´sica), viene determinada por la expresio´n:
[p, q]D =
t q|q|
p−q
1−p q + q
1 + t|q| p−q1−p q
, con 0 ≤ t ≤ |q|
Si dotamos al semiplano superior U = {z ∈ C : ℑz > 0} de la me´trica conforme:
ds =
|dz|
y
se obtiene un modelo isome´tricamente equivalente al del disco unidad con la me´trica de Poincare´.
Por esta razo´n utilizaremos D y U indistintamente.
En este modelo, la fo´rmula que permite calcular la distancia entre dos puntos arbitrarios de
U viene dada por la expresio´n:
senh2
dU(z, w)
2
=
|z − w|2
4ℑzℑw (1.6)
1.3. Superficies de Riemann
1.3.1. Nociones generales
A la hora de introducir el concepto de superficie de Riemann, vamos a optar por utilizar la
teor´ıa de aplicaciones conformes. De esta manera, puesto que este tipo de aplicaciones preserva
a´ngulos y orientaciones, se destaca especialmente la geometr´ıa del problema.
Definicio´n 1.17. Sea S un espacio topolo´gico Hausdorff conexo y (Vα, hα) una familia de cartas
locales con las siguientes propiedades:
1. Los conjuntos Vα son un cubrimiento abierto de S.
2. Cada hα es un homeomorfismo de Vα en un subconjunto abierto del plano complejo C.
3. Si Vα ∩ Vβ 6= ∅, entonces el cambio de carta hαβ := hβ ◦ h−1α es una aplicacio´n conforme
en hα(Vα ∩ Vβ).
Se dice que una familia de cartas locales que cumpla estas condiciones es una base para una
estructura conforme en S. (Para una definicio´n rigurosa de estructura conforme, consultar [2]).
Definicio´n 1.18. Una superficie de Riemann es un par ordenado (S,Ψ), donde S es un espacio
topolo´gico Hausdorff conexo y Ψ una familia de homeomorfismos locales en S que definen una
estructura conforme en S.
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La definicio´n anterior suele abreviarse diciendo que una superficie de Riemann es una va-
riedad bidimensional diferenciable en la que los cambios de carta son aplicaciones conformes (o
funciones holomorfas).
En adelante, para referirnos a una superficie de Riemann utilizaremos la notacio´n S en lugar
de (S,Ψ). Puesto que todas las aplicaciones de la forma hβ ◦ h−1α conservan la orientacio´n,
esta´ claro que S es una superficie orientable.
En el caso de que las aplicaciones hα estuvieran definidas en un abierto en la topolog´ıa rela-
tiva del semiplano superior cerrado, en lugar de en un abierto de C, dir´ıamos que la superficie
de Riemann tiene borde. Una superficie sin borde se dice que es abierta. Mientras que no espe-
cifiquemos expl´ıcitamente que la superficie es abierta, admitiremos tanto que tenga borde como
que no lo tenga.
Ejemplo 1.19.
1. Los abiertos del plano constituyen uno de los ejemplos ma´s importantes de superficies de
Riemann.
2. La esfera de Riemann Cˆ = C ∪ {∞} aparece de forma natural al tomar la transformacio´n
de Mo¨bius:
T : Cr {−d/c} → Cr {a/c} , dada por T (z) = az + b
cz + d
con a, b, c, d ∈ C y ad− bc 6= 0,
y extenderla a T : Cˆ→ Cˆ.
Teorema de Cubrimiento Universal. Dado un espacio topolo´gico conexo X tal que todo
punto tiene un entorno simplemente conexo, existe otro espacio X˜ simplemente conexo, al que
llamaremos recubridor universal de X, y una aplicacio´n continua y abierta π : X˜ → X, a la
que denominaremos aplicacio´n recubridora universal, que es localmente un homeomorfismo.
Adema´s, si X es una variedad Ck, entonces X˜ es una variedad Ck y π ∈ Ck(X˜,X). Y si X
es una variedad anal´ıtica, entonces X˜ y π son variedad y aplicacio´n anal´ıticas, respectivamente.
Definimos el grupo de cubrimiento o de transformaciones recubridoras Γ de X (asociado a
π) como:
Γ = {γ : X˜ → X tal que γ es un homeomorfismo con π ◦ γ = π}
(Es decir, p y γ(p) tienen la misma proyeccio´n). Entonces, se verifica que X es homeomorfo
a X˜/Γ. Adema´s, Γ es isomorfo al grupo fundamental Π1(X, p) para todo punto p de X. Por otra
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parte, Γ es u´nico salvo conjugacio´n, y es un grupo discreto sin puntos fijos, con excepcio´n de la
identidad.
Ejemplo 1.20. El recubridor universal del plano punteado, Cr {0}, es el plano complejo C, y
su aplicacio´n recubridora: π(z) = e2piiz.
Teorema de la aplicacio´n de Riemann. Todo abierto simplemente conexo Ω  C es confor-
memente equivalente a D (y por tanto a U).
Este teorema tiene importantes consecuencias sobre los espacios recubridores:
Teorema de uniformizacio´n. (Ver [1, p. 142]). Si S es una superficie de Riemann, entonces
su recubridor universal S˜ es conformemente equivalente a Cˆ = C ∪ {∞},C, o D. Adema´s:
1. Si S˜ = Cˆ, entonces S = Cˆ. Efectivamente: como ya hemos mencionado antes, el grupo de
cubrimiento Γ es discreto y no tiene puntos fijos. Dado que adema´s es un subgrupo del
grupo de transformaciones de Mo¨bius, y todas estas transformaciones tienen un punto fijo
en Cˆ, necesariamente Γ debe tener como u´nico elemento la identidad, y por esta razo´n la
esfera de Riemann so´lo puede recubrirse a s´ı misma. En este caso, la curvatura es constante
e igual a 1 con la “me´trica esfe´rica” ds = 2|dz|
1+|z|2
.
2. Si S˜ = C, entonces S debe ser necesariamente C,Cr{0} o un toro. Efectivamente: el grupo
de cubrimiento debe estar formado, necesariamente, por transformaciones del tipo T (z) =
az + b, con a, b ∈ Z y a 6= 0. Por otra parte, para que el grupo sea discreto, Γ o bien debe
contener como u´nico elemento la identidad (en cuyo caso S es conformemente equivalente a
C) o bien debe tener uno o dos generadores (y en este caso, S es conformemente equivalente
a C r {0} o a un toro). No´tese que hay toda una variedad unidimensional de toros no
conformemente equivalentes entre s´ı.
En este caso, la curvatura de la proyeccio´n de la me´trica eucl´ıdea sobre estas superficies
es constantemente igual a cero.
Las superficies descritas en estos dos apartados se denominan excepcionales.
3. Todas las dema´s superficies tienen como recubridor universal el disco unidad D y reciben
el nombre de no excepcionales.
Utilizando la aplicacio´n recubridora π : D→ S, se puede proyectar la me´trica de Poincare´ del
disco unidad sobre cualquier superficie no excepcional S, puesto que el grupo de cubrimiento
es un subgrupo del grupo de isometr´ıas de D. Dotada de esta me´trica riemanniana conforme,
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la superficie tiene curvatura constante −1 y es un espacio me´trico completo y geode´sico, puesto
que entre dos puntos distintos cualesquiera siempre existe (al menos) una geode´sica unie´ndolos.
Mientras que no se diga expl´ıcitamente lo contrario, consideraremos a toda superficie de
Riemann no excepcional con su me´trica de Poincare´.
Observacio´n 1.21. Como ya hemos mencionado anteriormente, nosotros nos centraremos en
el estudio de la hiperbolicidad de superficies de Riemann no excepcionales. Querr´ıa destacar, a
la vista de los resultados expuestos, que esto no supone en absoluto una gran restriccio´n:
Por una parte, cualquier variedad riemanniana bidimensional orientable sin borde admi-
te estructura de superficie de Riemann abierta. (Como ya hab´ıamos visto anteriormente, toda
superficie de Riemann es orientable. Utilizando las coordenadas isotermales, se puede probar,
rec´ıprocamente, que toda superficie orientable admite estructura de superficie de Riemann).
Por otra, las u´nicas superficies de Riemann que quedan fuera de nuestro estudio son las ex-
cepcionales. Sin embargo es fa´cil determinar la hiperbolicidad en estos cuatro casos particulares:
la esfera y el toro son hiperbo´licos por ser compactos, el plano punteado C \ {0} (con su me´trica
ds = |dz|/|z| conforme, completa y con curvatura constante 0) tambie´n lo es por ser isome´trico
a un cilindro (y, por tanto, quasi-isome´trico a R), y el plano no es hiperbo´lico (como vimos en
el Ejemplo 1.9.(1), Rn es hiperbo´lico si y so´lo si n = 1).
1.3.2. Obsta´culos topolo´gicos
Como demostraremos ma´s adelante en la seccio´n 3.3, los obsta´culos topolo´gicos que vamos
a ver a continuacio´n jugara´n un papel muy importante en la hiperbolicidad de las superficies de
Riemann.
A continuacio´n, una definicio´n previa:
Definicio´n 1.22. Decimos que S es una superficie de Riemann no excepcional con borde si S
se puede obtener a partir de otra superficie de Riemann abierta no excepcional R eliminando un
conjunto abierto V , de forma que:
1. S es conexa y dS = dR|S (ver Definicio´n 1.16).
2. Toda bola en R interseca, a lo sumo, una cantidad finita de componentes conexas de V .
3. El borde de S es localmente Lipschitz.
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Definicio´n 1.23. Una puntura en una superficie de Riemann abierta no excepcional es una
regio´n isome´trica al subconjunto {z ∈ C : 0 < |z| < e−2pi} de la superficie {z ∈ C : 0 < |z| < 1}
dotada con la me´trica
ds :=
|dz|
|z| log 1|z|
(ver [6]).
Desde el punto de vista geome´trico, una puntura es un final doblemente conexo en el es
posible encontrar curvas homoto´picamente no triviales de longitud arbitrariamente pequen˜a. En
el caso particular de que la superficie de Riemann sea un dominio plano, una puntura es un
entorno de un punto aislado en la frontera de la superficie. Podemos pensar en las punturas
como en entornos de geode´sicas cerradas de longitud cero.
Definicio´n 1.24. Un fonil es una superficie de Riemann no excepcional con borde, que es
topolo´gicamente un cilindro semi-infinito y cuyo borde es una geode´sica simple cerrada. Dado
un nu´mero positivo a, existe un u´nico fonil, salvo transformaciones conformes, cuyo borde tiene
longitud a. Todo fonil es conformemente equivalente, para algu´n β > 1, al subconjunto {z ∈ C :
1 ≤ |z| < β} del anillo {z ∈ C : 1/β ≤ |z| < β}.
Todo final doblemente conexo de una superficie de Riemann abierta no excepcional es, o bien
una puntura (si hay curvas homoto´picamente no triviales de longitud arbitrariamente pequen˜a),
o bien un fonil (en caso contrario).
Aunque tanto punturas como foniles son homeomorfos a cilindros (y, por tanto, topolo´gi-
camente equivalentes entre s´ı), sus me´tricas son, sin embargo, muy diferentes. De hecho, una
puntura tiene a´rea finita y un fonil a´rea infinita.
Una puntura es isome´trica a una pseudoesfera dotada con la restriccio´n de la me´trica eucl´ıdea
de R3. De hecho, es una de las pocas regiones de una superficie de Riemann no excepcional
que podemos ver en R3 (recordemos que el teorema de Hilbert asegura que ninguna superficie
completa con curvatura constante −1 admite una inmersio´n isome´trica en R3). Aunque los
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foniles no caben en R3 se suelen representar como en el dibujo:
Puntura Fonil
Definicio´n 1.25. Por u´ltimo, un ge´nero es el tipo de obsta´culo topolo´gico que encontramos, por
ejemplo, en un toro.
1.3.3. Otros conceptos interesantes
A continuacio´n definimos el concepto de collar, que jugara´ un papel importante en las de-
mostraciones de la seccio´n 3.3. Se puede hablar de collares alrededor de punturas y tambie´n
alrededor de geode´sicas simples cerradas.
Definicio´n 1.26. Sea S una superficie de Riemann abierta no excepcional. Un collar alrededor
de una puntura en S es un dominio doblemente conexo delimitado por la propia puntura y
por una curva de Jordan (llamada curva frontera del collar) ortogonal al haz de geode´sicas que
emanan de la puntura.
Un collar alrededor de una puntura q en una superficie S de a´rea α se denomina α-collar y
se denota por CS(q, α).
El bien conocido Lema del collar de Shimizu (ver [37] y [9, Cap´ıtulo 4.4]) demuestra que
cualquier puntura en cualquier superficie de Riemann no excepcional abierta, tiene un α-collar
para todo 0 < α ≤ 2.
Decimos que una curva es homo´topa a una puntura q si es libremente homo´topa a ∂CS(q, α)
para todo 0 < α ≤ 2.
Definicio´n 1.27. Un collar alrededor de una geode´sica simple cerrada γ en una superficie de
Riemann abierta no excepcional S es un dominio doblemente conexo “delimitado” por dos curvas
de Jordan (llamadas curvas frontera del collar) que es ortogonal al haz de geode´sicas que emanan
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de γ. Es decir, el collar es el conjunto {p ∈ S : dS(p, γ) < d}, para alguna constante positiva d.
A esta constante d se la denomina ancho del collar.
El Lema del Collar (ver [31]) asegura que alrededor de cualquier geode´sica γ existe un
collar de anchura d, para todo 0 < d ≤ d0, donde cosh d0 = coth(LS(γ)/2), o similarmente,
senh d0 = cosech(LS(γ)/2). Se trata de un resultado muy importante, ya que proporciona cons-
tantes universales independientes tanto de la superficie S considerada, como de la geode´sica
γ.
La clausura del α-collar de una puntura (con 0 < α < 2) o del collar de una geode´sica simple
cerrada de ancho 0 < d < d0, es una superficie de Riemann no excepcional con borde.
Por u´ltimo, destacar que dos collares correspondientes a punturas distintas, geode´sicas dis-
juntas, o a una puntura y una geode´sica, son siempre disjuntos entre s´ı (si consideramos 2-collares
para punturas y collares de ancho d0 para geode´sicas).
Definicio´n 1.28. Consideremos una superficie de Riemann no excepcional S de tipo finito (con
o sin borde); si S tiene borde, pedimos tambie´n que las componentes de ∂S de longitud infinita
sean geode´sicas locales.
Un outer loop en S es una geode´sica simple cerrada que, o bien es la curva frontera de un
fonil, o bien es libremente homo´topa a alguna componente de ∂S.
Un fonil generalizado en S es una superficie de Riemann doblemente conexa isome´trica a
un subconjunto de un anillo, cuyo borde es una curva simple cerrada.
Un outer loop generalizado en S es una geode´sica simple cerrada en S que, o bien es la curva
frontera de un fonil generalizado, o bien es libremente homo´topa a alguna componente de ∂S.
La caracter´ıstica de S es a = 2g − 2 + n, donde g es el ge´nero de S y n es la suma del
nu´mero de punturas y de outer loops generalizados de S.
Observemos que si S no tiene frontera, entonces todo outer loop generalizado en S es un
outer loop.
Observacio´n 1.29. Si γ es una curva cerrada en una superficie de Riemann no excepcional
abierta S, no libremente homo´topa ni a un punto, ni a la frontera de un collar de una puntura,
es bien conocido que existe una u´nica geode´sica simple cerrada en la clase de homotop´ıa libre de
γ en S.
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Definicio´n 1.30. Denotamos por S(a, l) el conjunto de superficies de Riemann no excepcio-
nales S de tipo finito que verifican las siguientes propiedades: si S tiene borde, entonces las
componentes de ∂S de longitud infinita son geode´sicas locales, S tiene caracter´ıstica menor o
igual que a y no tiene ge´nero, y todo outer loop generalizado tiene longitud menor o igual que
l. Denotamos por SG(a, l) el conjunto de superficies de Riemann S ∈ S(a, l) que verifican la
siguiente propiedad adicional: si S tiene borde, entonces ∂S es la unio´n de geode´sicas locales
(cerradas o no cerradas).
1.4. Estructura de la tesis
La presente memoria esta´ estructurada en tres cap´ıtulos. El primero de ellos es la Introduc-
cio´n, el segundo expone los resultados del art´ıculo “Gromov hyperbolicity through decomposition
of metric spaces II” (ver [28]), y el tercero contiene los resultados de los art´ıculos “The topology
of balls and Gromov hyperbolicity of Riemann surfaces” (ver [29]) y “The role of funnels and
punctures in the Gromov hyperbolicity of Riemann surfaces” (ver [30]).
Otros art´ıculos que tratan temas relacionados son [34], [35] y [36], y constituyen el nu´cleo
fundamental de la tesis de Eva Tour´ıs.
1.5. Notacio´n
Denotaremos porX o porXn espacios me´tricos geode´sicos. Por dX , LX y BX nos referiremos,
respectivamente, a la distancia, longitud y bolas en la me´trica de X.
Tanto S como Si nos servira´n habitualmente para denotar superficies de Riemann no excep-
cionales. A menos que se especifique lo contrario, asumiremos que la me´trica definida en tales
superficies es la de Poincare´.
Por ♯A haremos referencia al cardinal del conjunto A. Finalmente, utilizaremos ki, ci para
referirnos a constantes positivas que pueden asumir valores distintos en cada teorema.
Cap´ıtulo 2
Hiperbolicidad mediante la descomposicio´n de espacios me´tricos
2.1. Introduccio´n
Este cap´ıtulo profundiza en el objetivo enunciado en la Introduccio´n de esta memoria acerca
de co´mo obtener resultados globales sobre hiperbolicidad a partir de informacio´n local. Precisa-
mente esta idea de fondo nos llevo´ a pensar en un espacio X como en la unio´n de subespacios o
“componentes” {Xn}n∈Λ.
El Teorema 2.3 afirma que si estos subespacios se unen entre s´ı siguiendo el disen˜o combina-
torio de un a´rbol (es decir, evitando la creacio´n de obsta´culos topolo´gicos adicionales), entonces
la hiperbolicidad uniforme de los componentes individuales Xn garantiza la hiperbolicidad del
espacio X.
Sin embargo, si los subespacios se unen siguiendo un modelo de grafo arbitrario (es decir,
eliminando la hipo´tesis sobre conexiones topolo´gicas sencillas), la hiperbolicidad uniforme de los
componentes Xn no garantiza la hiperbolicidad del espacio total X. En cambio, un resultado un
tanto sorprendente asegura que si Y es un grafo que modeliza adecuadamente las conexiones entre
subespacios Xn uniformemente hiperbo´licos, la hiperbolicidad de Y s´ı nos permite garantizar la
hiperbolicidad de X. (Este hecho es trivial en el caso de que Y sea un a´rbol).
El grafo Y debe verificar ciertos requisitos me´tricos para ser un modelo va´lido para las
conexiones entre componentes Xn. Sin embargo, no es necesario en absoluto que Y modelice
a los propios subespacios (que podr´ıan, eventualmente, extenderse arbitrariamente lejos de las
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conexiones). Utilizando estos hechos, el Teorema 2.14 generaliza el resultado anterior porque
no requiere que el espacio Y utilizado para modelizar las conexiones entre componentes sea un
grafo.
En la u´ltima seccio´n nos ocupamos de aplicar a superficies de Riemann los resultados ante-
riores y obtenemos consecuencias interesantes.
Observemos que las constantes que aparecen en todos los teoremas, tanto de este cap´ıtulo
como del siguiente, dependen so´lo de un pequen˜o nu´mero de para´metros, como ocurre habitual-
mente en la teor´ıa de espacios hiperbo´licos.
2.2. Resultados
Ma´s adelante veremos co´mo el Teorema 2.3 permite estudiar la hiperbolicidad de un cierto
espacio X en funcio´n de la de sus subespacios componentes Xn determinados por la siguiente
definicio´n:
Definicio´n 2.1. Decimos que un espacio me´trico geode´sico X admite una descomposicio´n,
si existe una familia de espacios me´tricos geode´sicos cerrados {Xn}n∈Λ con X = ∪n∈ΛXn y
Xn ∩ Xm = ∪i∈Inmηinm, donde para cada n ∈ Λ, {ηinm}m,i son subconjuntos cerrados de Xn
disjuntos dos a dos (se admite la posibilidad ηinm = ∅). Adema´s, todo segmento geode´sico de X
interseca, a lo sumo, un nu´mero finito de ηinm’s.
Decimos que Xn, con n ∈ Λ, es una (k1, k2, k3)-pieza de a´rbol o arbo´rea si satisface las
siguientes propiedades:
(a) ♯Inm ≤ 1 (y, por tanto, podemos escribir ηinm = ηnm); si ♯Inm = 1, entonces X \ηnm no es
conexo y a, b esta´n en diferentes componentes conexas de X \ ηnm para todo a ∈ Xn \ ηnm,
b ∈ Xm \ ηnm.
(b) diamXn(ηnm) ≤ k1 para todom 6= n, y existe An ⊆ Λ, tal que diamXn(ηnm) ≤ k2 dXn(ηnm, ηnk)
si m 6= k y m, k ∈ An, y
∑
m/∈An
diamXn(ηnm) ≤ k3.
Decimos que un espacio me´trico geode´sico X tiene una descomposicio´n en a´rbol o arbo´rea
si admite una descomposicio´n {Xn}n∈Λ y existen constantes positivas k1, k2, k3, tales que todo
Xn, con n ∈ Λ, es una (k1, k2, k3)-pieza de a´rbol.
Es interesante observar que la condicio´n diamXn(ηnm) ≤ k1 realmente no es muy restrictiva:
si el espacio es “ancho” en todo punto (en el sentido de radio de inyectividad grande, como
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ocurre en los espacios simplemente conexos) o “estrecho” en todo punto (como en el caso de los
a´rboles), el estudio de la hiperbolicidad es ma´s fa´cil. Sin embargo, si es posible encontrar tanto
partes estrechas (en nuestro caso, los ηnm’s), como partes anchas, el problema resulta ser ma´s
complicado, pero tambie´n ma´s interesante.
Observacio´n 2.2.
1. Obviamente, la condicio´n (b) so´lo es necesaria para ηnm, ηnk 6= ∅.
2. No es necesario que los conjuntos Λ y An sean numerables.
3. La hipo´tesis diamXn(ηnm) ≤ k2 dXn(ηnm, ηnk) se verifica si se tiene dXn(ηnm, ηnk) ≥ k′2,
ya que diamXn(ηnm) ≤ k1.
4. La condicio´n (a) para todo n ∈ Λ garantiza que el grafo R = (V,E) construido de la forma
siguiente es un a´rbol: V = ∪n∈Λ{vn} y [vn, vm] ∈ E si y so´lo si ηnm 6= ∅.
5. Si X es una superficie de Riemann, {Xn}n∈Λ son superficies de Riemann con borde, y
ηnm ⊂ ∂Xn ∩ ∂Xm, entonces la condicio´n “a, b esta´n en diferentes componentes conexas
de X \ηnm para todo a ∈ Xn \ηnm, b ∈ Xm \ηnm” en (a), es una consecuencia de “X \ηnm
no es conexo”.
El siguiente resultado mejora el Teorema 2.4 de [34], y adema´s utiliza una l´ınea de argu-
mentacio´n completamente diferente; de hecho, la prueba proporciona una expresio´n expl´ıcita de
las constantes involucradas. Sera´ utilizado ma´s adelante para probar el Teorema 2.14, y puede
aplicarse para estudiar la hiperbolicidad de las superficies de Riemann (ver [29, Proposiciones
3.1 y 3.2]).
Teorema 2.3. Consideremos un espacio me´trico geode´sico X con una descomposicio´n arbo´rea
{Xn}n∈Λ. Entonces, X es δ-hiperbo´lico si y so´lo si existe una constante k4 tal que Xn es k4-
hiperbo´lico para todo n ∈ Λ.
Adema´s, si Xn es k4-hiperbo´lico, podemos tomar
δ = 4(2k1 + 4k4 + 2H(k4, 2ma´x{1, k2}, 4k1 + 2k3)),
donde H es la constante del Teorema 1.15; si X es δ-hiperbo´lico, podemos tomar
k4 = 16ma´x{1, k2}
(
2δ + k1 + k3 +H(δ, 2ma´x{1, k2}, 2k1 + 2k3)
)
.
(Se puede consultar la demostracio´n de este teorema en la pa´gina 28).
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Observemos que no es necesario que los conjuntos ηnm sean conexos, y, por tanto, es posible
crear un nu´mero finito de “asas” cada vez que se pegan dos piezas.
Ninguna de las dos implicaciones del Teorema 2.3 es cierta sin la hipo´tesis (b) de la Definicio´n
2.1, como prueban los siguientes ejemplos:
El conjunto Q = {z = x + iy : x ≥ 0, y ≥ 0} con la distancia eucl´ıdea, no es hiperbo´lico,
pero Q es la unio´n de 1-thin piezas Xn = {z ∈ Q : n− 1 ≤ |z| ≤ n}.
Consideremos cualquier fonil F con frontera γ. Los resultados de [34] permiten afirmar
que F es hiperbo´lico. Sin embargo, es la unio´n de las piezas no uniformemente hiperbo´licas
Xn = {z ∈ F : n − 1 ≤ d(z, γ) ≤ n} (la constante de hiperbolicidad de Xn es comparable con
L(∂Xn)).
La prueba del Teorema 2.3 permite obtener los siguientes resultados:
Corolario 2.4. Consideremos un espacio me´trico geode´sico X con una descomposicio´n {Xn}n∈Λ.
Asumamos que, para un cierto n0 ∈ Λ, Xn0 es una (k1, k2, k3)-pieza de a´rbol que es k4-hiperbo´li-
ca. Si T es un tria´ngulo geode´sico en X y Xn0 interseca al menos dos lados de T , entonces
Xn0 ∩ T es δ∗-thin, con δ∗ := 3k1/2 + 4k4 + 2H(k4, 2ma´x{1, k2}, 4k1 + 2k3).
Corolario 2.5. Sea X un espacio me´trico geode´sico δ-hiperbo´lico, con una descomposicio´n
{Xn}n∈Λ. Asumamos que, para un cierto n0 ∈ Λ, Xn0 es una (k1, k2, k3)-pieza de a´rbol. Entonces
Xn0 es δ0-thin, con
δ0 := 4ma´x{1, k2}
(
2δ + k1 + k3 +H(δ, 2ma´x{1, k2}, 2k1 + 2k3)
)
.
Para probar el Teorema 2.3 necesitaremos algunos resultados te´cnicos previos:
Lema 2.6. Consideremos un espacio me´trico geode´sico X y una geode´sica η = [x0, x2n+1] =
∪2n+1j=1 [xj−1, xj ]. Para cada 1 ≤ j ≤ n, consideramos una curva continua η′j uniendo x2j−1 y x2j,
tal que L(η′j) ≤ a para todo 1 ≤ j ≤ n y L(η′j) ≤ bL([x2j , x2j+1]) para todo 1 ≤ j ≤ n − 1. Si
llamamos η′ a la curva que se obtiene a partir de η reemplazando [x2j−1, x2j ] por η
′
j, entonces
η′, con su parametrizacio´n de longitud de arco, es una (2ma´x{1, b}, 2a)-quasigeode´sica continua.
Demostracio´n. Consideremos las parametrizaciones de longitud de arco η : [0, l] −→ X y η′ :
[0, l′] −→ X. Podemos escribir los intervalos [0, l] = ∪2n+1j=1 [tj−1, tj ] y [0, l′] = ∪2n+1j=1 [lj−1, lj ],
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tales que η′(lj) = η(tj) = xj para todo 0 ≤ j ≤ 2n + 1, η′([l2j , l2j+1]) = [x2j , x2j+1] para todo
0 ≤ j ≤ n y η′([l2j−1, l2j ]) = η′j para todo 1 ≤ j ≤ n. Por hipo´tesis, sabemos que l2j − l2j−1 ≤ a
para todo 1 ≤ j ≤ n y l2j − l2j−1 ≤ b(l2j+1 − l2j) para todo 1 ≤ j ≤ n− 1.
Ya que estamos considerando η′ con su parametrizacio´n de longitud de arco, entonces, para
todos s, t ∈ [0, l′], se tiene que d(η′(t), η′(s)) ≤ L(η′([s, t])) = |t− s|.
Si s, t ∈ [l2j , l2j+1], entonces d(η′(t), η′(s)) = |t− s| para todo 0 ≤ j ≤ n.
Si s ∈ [l2i, l2i+1] y t ∈ [l2j , l2j+1], sin pe´rdida de generalidad podemos asumir que i < j;
entonces existen s′ ∈ [t2i, t2i+1] y t′ ∈ [t2j , t2j+1] tales que
d(η′(t), η′(s)) = d(η(t′), η(s′)) ≥ t2i+1 − s′ +
j−1∑
k=i+1
(t2k+1 − t2k) + t′ − t2j
= l2i+1 − s+ 1
2
j−1∑
k=i+1
(
l2k+1 − l2k + l2k+1 − l2k
)
+ t− l2j
≥ 1
2
(
l2i+1 − s+ b−1
j−1∑
k=i+1
(l2k − l2k−1) +
j−1∑
k=i+1
(l2k+1 − l2k)
+ l2j − l2j−1 − a+ t− l2j
)
≥ 1
2
mı´n{1, b−1}(t− s)− a
2
.
En el caso general, si s, t ∈ [0, l′] existen s∗ ∈ [l2i, l2i+1] y t∗ ∈ [l2j , l2j+1], con |s− s∗| ≤ a/2
y |t− t∗| ≤ a/2. Por tanto
d(η′(t), η′(s)) ≥ d(η′(t∗), η′(s∗))− a ≥ 1
2
mı´n{1, b−1}|t∗ − s∗| − 3a
2
≥ 1
2
mı´n{1, b−1}|t− s| − 2a.
Lema 2.7. Consideremos un espacio me´trico geode´sico X y una (a, b)-quasigeode´sica conti-
nua con su parametrizacio´n de longitud de arco η : [0, l] −→ X, tal que [0, l] = ∪2n+1j=1 [tj−1, tj ].
Para cada 1 ≤ j ≤ n, consideramos una curva continua η′j uniendo η(t2j−1) y η(t2j) tal que∑n
j=1 L(η
′
j) ≤ c. Si η′ es la curva que se obtiene a partir de η sustituyendo η([t2j−1, t2j ]) por
η′j, entonces η
′ es una (a, b+ (1 + 3a−1)c/2)-quasigeode´sica continua con su parametrizacio´n de
longitud de arco.
Demostracio´n. Consideremos la parametrizacio´n de longitud de arco η′ : [0, l′] −→ X. Puede
escribirse [0, l′] = ∪2n+1j=1 [lj−1, lj ], tal que η′(lj) = η(tj) para todo 0 ≤ j ≤ 2n+1, η′([l2j , l2j+1]) =
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η([t2j , t2j+1]) para todo 0 ≤ j ≤ n y η′([l2j−1, l2j ]) = η′j para todo 1 ≤ j ≤ n. Se tiene que∑n
j=1(l2j − l2j−1) ≤ c.
Puesto que estamos considerando η′ con su parametrizacio´n de longitud de arco, entonces,
para todos s, t ∈ [0, l′], se tiene que d(η′(t), η′(s)) ≤ L(η′([s, t])) = |t − s|. Para probar la otra
desigualdad se tiene que:
Si s, t ∈ [l2j , l2j+1], entonces d(η′(t), η′(s)) ≥ a−1|t− s| − b para todo 0 ≤ j ≤ n.
Si s ∈ [l2i, l2i+1] y t ∈ [l2j , l2j+1], sin pe´rdida de generalidad podemos asumir que i < j;
entonces existen s′ ∈ [t2i, t2i+1] y t′ ∈ [t2j , t2j+1] tales que
d(η′(t), η′(s)) = d(η(t′), η(s′)) ≥ a−1|t′ − s′| − b
= a−1
(
t′ − t2j +
2j−1∑
k=2i+1
(tk+1 − tk) + t2i+1 − s′
)
− b
≥ a−1
(
t− l2j +
2j−1∑
k=2i+1
(lk+1 − lk) + l2i+1 − s
)
− (b+ a−1c)
= a−1(t− s)− (b+ a−1c).
En el caso general, si s, t ∈ [0, l′], existen s∗ ∈ [l2i, l2i+1] y t∗ ∈ [l2j , l2j+1], con |s−s∗|+|t−t∗| ≤
c/2. Por tanto
d(η′(t), η′(s)) ≥ d(η′(t∗), η′(s∗))− c/2 ≥ a−1|t∗ − s∗| − (b+ a−1c+ c/2)
≥ a−1|t− s| − (b+ 3a−1c/2 + c/2).
Lema 2.8. Consideremos una (a, b)-quasigeode´sica q1 : [α, β] −→ X y dos curvas continuas
parametrizadas segu´n su longitud de arco q0 : [α−d1, α] −→ X, q2 : [β, β+d2] −→ X, verificando
q0(α) = q1(α) y q2(β) = q1(β). Entonces la curva q := q0∪q1∪q2 es una (a, b+(1+a−1)(d1+d2))-
quasigeode´sica.
Demostracio´n. Vamos a tratar el caso s ∈ [α− d1, α] y t ∈ [β, β + d2], puesto que los otros son
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ma´s sencillos.
d(q(t), q(s)) ≤ d(q(t), q1(β)) + d(q1(β), q1(α)) + d(q1(α), q(s))
≤ d2 + a(β − α) + b+ d1 ≤ a(t− s) + b+ d1 + d2 ,
d(q(t), q(s)) ≥ d(q1(β), q1(α))− d(q(t), q1(β))− d(q1(α), q(s))
≥ a−1(β − α)− b− d1 − d2
≥ a−1(t− s)− a−1(d1 + d2)− b− d1 − d2 .
Definicio´n 2.9. Consideremos los tres siguientes segmentos quasigeode´sicos en un espacio
me´trico : J1 uniendo x1 y x
′
2, J2 uniendo x2 y x
′
3, J3 uniendo x3 y x
′
1. Se dice que T = {J1, J2, J3}
es un (a, b, c)-tria´ngulo quasigeode´sico si J1, J2, J3 son (a, b)-quasigeode´sicas y d(xi, x
′
i) ≤ c para
1 ≤ i ≤ 3.
Lema 2.10. Para cada δ, b, c ≥ 0 y a ≥ 1, existe una constante K = K(δ, a, b, c) con la siguiente
propiedad:
Si X es un espacio me´trico geode´sico δ-hiperbo´lico y T ⊆ X es un tria´ngulo (a, b, c)-
quasigeode´sico, entonces T es K-thin. Adema´s, K = 4δ + c + 2H(δ, a, b + 2c), donde H es
la constante del Teorema 1.15.
Demostracio´n. Consideramos los tres siguientes segmentos geode´sicos [x′2, x2], [x
′
3, x3] y [x
′
1, x1].
Por el Lema 2.8 (tomando d1 = 0 y d2 ≤ c), las curvas s(x1, x2) := J1 ∪ [x′2, x2], s(x2, x3) :=
J2 ∪ [x′3, x3] y s(x3, x1) := J3 ∪ [x′1, x1] son (a, b + 2c)-quasigeode´sicas. Por el Teorema 1.15,
existen geode´sicas {[x1, x2], [x2, x3], [x3, x1]} conH(s(xi, xj), [xi, xj ]) ≤ H, para alguna constante
H = H(δ, a, b+ 2c).
Probemos ahora que el tria´ngulo (a, b+2c, 0)-quasigeode´sico T ′ = {J1, J2, J3} es (4δ+2H)-
thin. Consideremos cualquier permutacio´n {xi, xj , xk} de {x1, x2, x3} y x ∈ s(xi, xj); entonces
existe x′ ∈ [xi, xj ] con d(x, x′) ≤ H.
Puesto que las geode´sicas {[x1, x2], [x2, x3], [x3, x1]} forman un tria´ngulo geode´sico 4δ-thin,
existe y′ ∈ [xj , xk]∪ [xk, xi] con d(x′, y′) ≤ 4δ. Ahora podemos elegir y ∈ s(xj , xk)∪ s(xk, xi) con
d(y, y′) ≤ H. Por tanto, T ′ is (4δ + 2H)-thin.
Consecuentemente, T es K-thin, con K := 4δ + c + 2H, ya que [x′2, x2], [x
′
3, x3] y [x
′
1, x1]
tienen longitud menor o igual que c.
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Definicio´n 2.11. Sea T un tria´ngulo (no necesariamente geode´sico) con ve´rtices {x1, x2, x3};
denotamos por xixj el lado de T que une xi con xj. Consideremos ahora el tria´ngulo T
′ con
ve´rtices {x′1, x′2, x′3} tal que x′ix′j se obtiene modificando de alguna manera xixj. Decimos que
z ∈ T y z′ ∈ T ′ esta´n en lados correspondientes si z ∈ xixj y z′ ∈ x′ix′j para algu´n i, j.
Demostracio´n del Teorema 2.3
Asumamos que Xn es k4-hiperbo´lico para todo n ∈ Λ.
Consideremos un tria´ngulo geode´sico T = {a, b, c} en X. Fijemos z ∈ T ; si z pertenece
simulta´neamente a dos lados de T , no queda nada por probar; en otro caso, denotemos por A
la unio´n de los otros dos lados de T a los que no pertenece z. Asumamos que, por ejemplo,
z ∈ [a, b].
Si T ⊆ Xn para algu´n n, entonces T es 4k4-thin, por el Teorema 1.8.
Asumamos que T interseca varios Xn’s. Nos proponemos estudiar T en cada uno de esos
Xn’s por separado.
Fijemos n ∈ Λ. Para empezar, tratemos el caso en el que todos los lados de T intersecan Xn.
Vamos a construir un tria´ngulo quasigeode´sico Tn ⊆ Xn a partir de T de la forma siguiente:
Si [a, b] ⊆ Xn, consideramos [an, bn] = [a, b]. Y si [a, b] no esta´ contenido en Xn, entonces
consideramos g : [0, l] −→ X como una geode´sica orientada que une a y b. Por hipo´tesis, el
segmento geode´sico g interseca, a lo sumo, una cantidad finita de ηnm’s. Definimos ahora
t0 := mı´n{0 ≤ t ≤ l : g(t) ∈ Xn} , tl := ma´x{0 ≤ t ≤ l : g(t) ∈ Xn} .
Y, si asumimos que g interseca ∪m∈Anηnm, definimos
t11 := mı´n{t0 ≤ t ≤ tl : g(t) ∈ ∪m∈Anηnm} .
Este mı´nimo existe puesto que g es una funcio´n continua en un intervalo compacto y g ∩
(∪m∈Anηnm) es un conjunto compacto: cada ηnm es un conjunto cerrado y g interseca a lo
sumo una cantidad finita de ηnm’s.
Hay entonces un m1 ∈ An tal que g(t11) ∈ ηnm1 , y definimos
t21 := ma´x{t0 ≤ t ≤ tl : g(t) ∈ ηnm1} .
De forma similar, definimos recursivamente
t1i := mı´n{t2i−1 < t ≤ tl : g(t) ∈ ∪m∈Anηnm} ;
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Si g(t1i ) ∈ ηnmi , para algu´n mi ∈ An, tomamos
t2i := ma´x{t2i−1 < t ≤ tl : g(t) ∈ ηnmi} .
Podemos continuar as´ı para 1 ≤ i ≤ r. Definimos ahora g′ como la restriccio´n de g al conjunto
cerrado [t0, t
1
1] ∪ [t21, t12] ∪ · · · ∪ [t2r−1, t1r] ∪ [t2r, tl]. Observemos que g′ ⊆ Xn. Elijamos ahora las
geode´sicas gi en Xn que conectan g(t
1
i ) y g(t
2
i ). Definimos γ := g
′ ∪ g1 ∪ g2 ∪ · · · ∪ gr. Por el
Lema 2.6, se tiene que γ : [0, L] −→ Xn es una (2ma´x{1, k2}, 2k1)-quasigeode´sica continua con
su parametrizacio´n de longitud de arco (observemos que γ(0) = g(t0) y γ(L) = g(tl)).
Si g no interseca ∪m∈Anηnm (o si t1i = t2i para 1 ≤ i ≤ r), tomamos γ = g.
Asumamos ahora que γ interseca ∪m/∈Anηnm. Si repetimos el argumento anterior, podemos
encontrar un m1 /∈ An para el que
s11 := mı´n{0 ≤ s ≤ L : γ(s) ∈ ηnm1} , s21 := ma´x{0 ≤ s ≤ L : γ(s) ∈ ηnm1} .
De forma similar, existen m2, . . . ,mj , y podemos definir recursivamente, para i = 2, . . . , j
s1i := mı´n{s2i−1 < s ≤ L : η(s) ∈ ηnmi} , s2i := ma´x{s2i−1 < s ≤ L : η(s) ∈ ηnmi} .
Definimos γ′ como la restriccio´n de γ al conjunto cerrado [0, s11]∪[s21, s12]∪· · ·∪[s2j , L]; tambie´n
es cierto que γ′ ⊆ Xn. Elijamos ahora geode´sicas hi en Xn que conecten γ(s1i ) y γ(s2i ). Definimos
α1 := γ
′ ∪ h1 ∪ h2 ∪ · · · ∪ hj . Si α1 : [0, l1] −→ Xn es su parametrizacio´n de longitud de arco, el
Lema 2.7 nos permite asegurar que α1 es una (2ma´x{1, k2}, 2k1 + 2k3)-quasigeode´sica.
Si γ no interseca ∪m/∈Anηnm (o si s1i = s2i para 1 ≤ i ≤ j), tomamos α1 = γ.
De forma similar construimos las quasigeode´sicas α2 : [0, l2] −→ Xn y α3 : [0, l3] −→ Xn
correspondientes a los lados [b, c] y [c, a], respectivamente.
Observemos que si α1(l1) 6= α2(0), entonces ambos puntos pertenecen a algu´n ηnm, puesto que
tenemos una descomposicio´n en a´rbol; por la condicio´n (b) se tiene que dXn(α1(l1), α2(0)) ≤ k1.
Esto mismo es cierto si α2(l2) 6= α3(0), y si α3(l3) 6= α1(0). Por tanto, Tn := α1 ∪ α2 ∪ α3 es
un tria´ngulo (2ma´x{1, k2}, 2k1+2k3, k1)-quasigeode´sico. El Lema 2.10 nos permite afirmar que
Tn es δ1-thin, con δ1 = k1 + 4k4 + 2H(k4, 2ma´x{1, k2}, 4k1 + 2k3), donde H es la constante del
Teorema 1.15.
Si z ∈ Xn, sin pe´rdida de generalidad podemos asumir que z ∈ α1; si A′ := α2 ∪ α3,
entonces existe z′ ∈ A′ con dXn(z,A′) = dXn(z, z′) ≤ δ1. Si z′ ∈ A, entonces dX(z,A) ≤ δ1;
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en caso contrario, existe z0 ∈ A tal que dXn(z0, z′) ≤ k1/2; por tanto, dX(z,A) ≤ dXn(z, z′) +
dXn(z
′, z0) ≤ δ1 + k1/2.
Si u´nicamente dos lados de T intersecan Xn, se tiene el mismo resultado, puesto que se
puede considerar un bia´ngulo como un tria´ngulo en el que dos de sus ve´rtices coinciden. Con
esto concluimos la prueba del Corolario 2.4.
A continuacio´n terminaremos la prueba del Teorema 2.3
Si A ∩Xn = ∅, entonces z pertenece a alguna geode´sica g0 ⊆ g que une cierta ηmk consigo
misma, de forma que A ∩Xm 6= ∅, puesto que tenemos una descomposicio´n en a´rbol. Por (b),
existe z′ ∈ g0∩ηmk con dX(z, z′) ≤ k1/2, y entonces, existe z0 ∈ A∩Xm tal que dXm(z0, z′) ≤ δ1+
k1/2. Por tanto, dX(z,A) ≤ δ1+k1, y X es δ-thin con δ := 2k1+4k4+2H(k4, 2ma´x{1, k2}, 4k1+
2k3).
Asumamos ahora que X es δ-hiperbo´lico.
Vamos a probar que la inclusio´n i : Xn −→ X es una (2ma´x{1, k2}, 2k1 + 2k3)-quasi-
isometr´ıa.
Dados x, y ∈ Xn, se tiene que dX(x, y) ≤ dXn(x, y), puesto que hay ma´s curvas uniendo
x e y en X que en Xn. Para probar la otra desigualdad, consideremos una geode´sica g en
X uniendo x e y. Si g ⊆ Xn, entonces dX(x, y) = dXn(x, y). En otro caso, podemos definir
t11, t
2
1, . . . , t
1
r, t
2
r, s
1
1, s
2
1, . . . , s
1
j , s
2
j , y la (2ma´x{1, k2}, 2k1 + 2k3)-quasigeode´sica α1 : [0, l1] −→ Xn
uniendo x e y como en la prueba de la primera parte del teorema. Puesto que α1 esta´ parametri-
zada por su longitud de arco, 12 mı´n{1, k−12 }L(α1)− 2(k1 + k3) ≤ dX(α1(0), α1(l1)) = dX(x, y).
Ya que α1 es una curva continua en Xn que une x e y, dXn(x, y) ≤ L(α1), y, por tanto
1
2
mı´n{1, k−12 }dXn(x, y)− 2(k1 + k3) ≤ dX(x, y) ≤ dXn(x, y).
Esto implica que si X es δ-hiperbo´lico, (ver [16, p.88]), entonces Xn es:
4ma´x{1, k2}
(
2δ + k1 + k3 +H(δ, 2ma´x{1, k2}, 2k1 + 2k3)
)
-thin.
Cabe destacar que para demostrar la hiperbolicidad de Xn no hemos utilizado en ningu´n
momento que las otras piezas sean de a´rbol. De esta forma queda tambie´n probado el Corolario
2.5.
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El Teorema 2.14 enunciado ma´s adelante, permite trasladar el estudio de la hiperbolicidad
de un espacio X a otro espacio Y de estructura ma´s sencilla, siempre y cuando entre ambos
exista un cierto tipo de relacio´n descrita por la siguiente definicio´n.
Definicio´n 2.12. Decimos que dos espacios me´tricos geode´sicos X e Y (en este mismo orden)
tienen descomposiciones comparables, si existen descomposiciones {Xn}n∈Λ de X e {Yn}n∈Λ de
Y , y constantes ki, con las siguientes propiedades:
(a) Si Xn∩Xm = ∪i∈Inmηinm, entonces Yn∩Ym = ∪i∈Inmσinm, y σinm = ∅ si y so´lo si ηinm = ∅.
(b) Para todos n,m, i, diamXn(η
i
nm) ≤ k1 y diamYn(σinm) ≤ k1.
(c) Podemos dividir Λ en F ∪G y a su vez F en F1 ∪ F2 de forma que:
(c1) Si n ∈ G, Xn es una (k1, k2, k3)-pieza de a´rbol.
(c2) Si n ∈ F , diamXn(ηinm) ≤ k2 dXn(ηinm, ηjnk) y
diamYn(σ
i
nm) ≤ k2 dYn(σinm, σjnk), si (m, i) 6= (k, j).
(c3) Si n ∈ F1, para cada ηinm 6= ηjnk, existe una geode´sica γijmnk en Xn, que une ηinm
con ηjnk, y una (k4, b
ij
mnk)-quasi-isometr´ıa f
ij
mnk : γ
ij
mnk −→ hijmnk ⊆ Yn, con hijmnk
comenzando en σinm y terminando en σ
j
nk, verificando
∑
n∈F1
∑
m,k,i,j b
ij
mnk ≤ k5, de
forma que, para cualquier x, y ∈ ∪m,k,i,jγijmnk, con puntos correspondientes x′, y′ ∈
∪m,k,i,jhijmnk, se tiene que k−14 dXn(x, y)− k5 ≤ dYn(x′, y′).
(c4) Si n ∈ F2, existe una (k4, 0)-quasi-isometr´ıa fn : Xn −→ Yn, con fn(ηinm) ⊆ σinm.
Observacio´n 2.13.
1. Obviamente, estas condiciones so´lo se aplican para ηinm, σ
i
nm 6= ∅.
2. No es necesario que los conjuntos Λ, F,G e Inm sean numerables.
3. Por supuesto, ηinm = η
i
mn e Inm = Imn.
4. La hipo´tesis (c2) se cumple trivialmente si para n ∈ F , dXn(ηinm, ηjnk) ≥ k′2 y dYn(σinm, σjnk) ≥
k′2, por (b).
5. Se puede debilitar la hipo´tesis (c3) de la forma siguiente: consideremos cualquier compo-
nente conexa Bs de ∪n∈FXn; la prueba del Teorema 2.14 permite afirmar que es suficiente
tener
∑
n∈F s
1
,m,k,i,j b
ij
mnk ≤ k5, para cualquier s, donde F s1 := {n ∈ F1 : Xn ⊆ Bs} (ve´ase
la forma en que se construye T2 en la demostracio´n del Teorema 2.14).
6. Como consecuencia de (c3), se tiene que k−14 dXn(x, η
t
nr) − k1 − k5 ≤ dYn(f ijmnk(x), σtnr),
para todos r, t y x ∈ γijmnk.
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7. Puesto que verificar la condicio´n (c3) puede resultar una labor tediosa, quiza´s resulte in-
teresante comprobar en su lugar la siguiente afirmacio´n, que implica (c3).
(c3’) Si n ∈ F1, se tiene que k−17 ≤ dXn(ηinm, ηjnk)/dYn(σinm, σjnk) ≤ k7, diamXn(∪miηinm) ≤
k8 y diamYn(∪miσinm) ≤ k8.
En la descomposicio´n de X se pueden encontrar piezas de dos tipos diferentes: {Xn}n∈F
y {Xn}n∈G. Las conexiones entre una pieza Xn, con n ∈ G, y el resto de las piezas son muy
sencillas por ser Xn una pieza de a´rbol. Las conexiones de las piezas Xn, con n ∈ F , no tienen
restricciones topolo´gicas; por tanto, adema´s de (b) y (c2) (igual que en el caso n ∈ G), debe haber
algu´n control adicional: las condiciones (c3) y (c4) nos permiten asegurar que las conexiones
entre Xn y el resto de las piezas deben ser parecidas a las que hay en Yn. No´tese que la condicio´n
(c3) involucra so´lo a un pequen˜o subconjunto de puntos de cada Xn, con n ∈ F1.
A pesar de alargar la Definicio´n 2.12, dividir Λ en la unio´n de tres tipos de conjuntos F1, F2
y G resulta muy conveniente: por una parte, cuanto mayor sea el abanico de posibilidades, ma´s
fa´cil resultara´ encajar una pieza en una de las opciones disponibles. Por otro lado, la eleccio´n
de las condiciones que Xn debe verificar cuando n pertenece a F1, F2 o G, no es, en absoluto,
arbitraria. De hecho, lo que subyace detra´s es una adecuada modelizacio´n del siguiente problema
en superficies de Riemann (ver [29]): dada una superficie de Riemann S, se puede obtener otra
S∗ a partir de S eliminando una unio´n de conjuntos cerrados simplemente conexos {Em}m∈M .
En [29] se prueba que S es hiperbo´lica si y so´lo si S∗ lo es, siempre y cuando los conjuntos
{Em} este´n “suficientemente separados” entre s´ı. El Teorema 2.14 interviene en la prueba de
esta u´ltima afirmacio´n: la estrategia consiste en considerar como piezas {Sm} (en S∗ tomamos
S∗m := Sm \ Em) entornos de {Em}. G se define como el conjunto de m’s que pertenecen a M
tales que Sm es una pieza de a´rbol; F1 es el resto de los ı´ndices de M , y F2 es el conjunto de
ı´ndices que parametriza las componentes conexas de S \ ∪m∈MSm (en S∗ tomamos las mismas
componentes conexas). La formulacio´n final de la Definicio´n 2.12 se ha hecho abstrayendo las
propiedades fundamentales de las piezas de cada uno de los tres conjuntos.
Teorema 2.14. Sean X e Y dos espacios me´tricos geode´sicos con descomposiciones comparables.
Si Y es δ′-hiperbo´lico y existe una constante k6 tal que Xn es k6-hiperbo´lico para todo n ∈ Λ\F2,
entonces X es δ-hiperbo´lico, con δ una constante que so´lo depende de δ′ y ki.
Hay una expresio´n expl´ıcita de δ al final de la demostracio´n del Teorema 2.14.
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(Se puede consultar la demostracio´n de este teorema en la pa´gina 34).
Es obvio que la condicio´n (c4) es mucho ma´s restrictiva que (c3). Sin embargo, es un pequen˜o
precio a pagar a cambio de no tener que comprobar la hiperbolicidad de las piezas de F2.
En cierto modo podemos considerar este teorema como una versio´n del Teorema 1.13: si
Λ = F1, la condicio´n (c3) dice, de alguna manera, que existe una quasi-isometr´ıa de un pequen˜o
subconjunto deX sobre un subconjunto de Y . Desde un punto de vista dual, podemos considerar
que existe una quasi-isometr´ıa de un subconjunto de Y sobre un subconjunto de X; en este caso
se obtiene el sorprendente resultado de que la hiperbolicidad del espacio de partida implica la
hiperbolicidad del espacio de llegada.
La hiperbolicidad de X no implica la hiperbolicidad uniforme de Xn en general (esta es otra
diferencia con el Teorema 2.3). De hecho, la hiperbolicidad de X no garantiza la hiperbolicidad
de cada Xn, como prueba el siguiente ejemplo: sea X1 el grafo de Cayley del grupo Z
2, y X2 el
a´rbol con una cantidad numerable de aristas de longitud 1 con un ve´rtice comu´n v0; construimos
ahora X pegando de forma biyectiva cada ve´rtice de X2 (excepto v0) con un ve´rtice de X1; es
evidente que X es hiperbo´lico, puesto que esta´ acotado, pero que X1 no lo es. Ana´logamente, es
fa´cil construir un grafo localmente finito X = ∪nXn con l´ımn→∞ δ(Xn) =∞.
A continuacio´n daremos algunas condiciones que garantizan la hiperbolicidad de Xn.
Proposicio´n 2.15. Sea X un espacio me´trico geode´sico δ-hiperbo´lico, con una descomposicio´n
como la de la Definicio´n 2.12. Si para algu´n n ∈ Λ existen constantes k7 ≥ 1, k8 ≥ 0, con
dXn(η
i
nm, η
j
nk) ≤ k7 dX(ηinm, ηjnk) + k8, para algu´n m, k, i, j, entonces Xn es k6-hiperbo´lico, con
k6 := 4k7
(
4δ + k−17 (2k1 + k8) + 2H(δ, k7, k
−1
7 (2k1 + k8))
)
, donde H es la constante del Teorema
1.15.
(Se puede consultar la demostracio´n de esta proposicio´n en la pa´gina 43).
El siguiente resultado es ma´s de´bil que el de la Proposicio´n 2.15, pero tiene la ventaja
adicional de que so´lo involucra distancias en Xn. De hecho, es el mejor resultado posible de
cara´cter general que utiliza tan so´lo distancias en Xn, y que adema´s permite obtener constantes
ma´s precisas.
Proposicio´n 2.16. Sea X un espacio me´trico geode´sico δ-hiperbo´lico con una descomposicio´n
como la de la Definicio´n 2.12. Si, para algu´n n ∈ Λ, existe una constante positiva k7 con
diamXn(∪miηinm) ≤ k7, entonces Xn es (δ + 3k7/2)-hiperbo´lico.
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(Se puede consultar la demostracio´n de esta proposicio´n en la pa´gina 44).
Corolario 2.17. Asumamos que X e Y son dos espacios me´tricos geode´sicos con descomposicio-
nes comparables , que Y es hiperbo´lico, y que existe una constante positiva k7 con diamXn(∪miηinm) ≤
k7 para todo n ∈ Λ. Entonces X es hiperbo´lico si y so´lo si existe una constante k6 tal que Xn es
k6-hiperbo´lico para todo n ∈ Λ.
Demostracio´n del Teorema 2.14
Consideremos un tria´ngulo geode´sico T = {a, b, c} en X. Es obvio que si T ⊆ Xn para algu´n
n ∈ Λ \F2, entonces T es 4k6-thin por hipo´tesis. En otro caso (es decir, si T ⊆ Xn con n ∈ F2 o
si T interseca varios Xn’s), la idea fundamental de la prueba radica en elegir sucesivos tria´ngulos
quasigeode´sicos T1, T2, T3, T4 en X (estrechamente relacionados con T ), que permitira´n construir
un tria´ngulo quasi-geode´sico T5 en Y (relacionado con T4). Puesto que Y es hiperbo´lico, T5 es
thin por el Lema 2.10, y esta informacio´n nos servira´ para concluir que tambie´n T es thin.
Uno de los principales obsta´culos es que, aunque X e Y tienen conexiones similares entre sus
componentes, cada par de espacios Xn e Yn pueden ser muy diferentes entre s´ı (de hecho, no
tiene por que´ existir una quasi-isometr´ıa entre Xn e Yn).
Aunque la idea de la demostracio´n no es complicada, la prueba es muy larga y te´cnica; para
conseguir la ma´xima transparencia en la l´ınea argumental, agruparemos algunos de los resultados
que necesitamos en forma de lemas te´cnicos. Dejaremos la demostracio´n de la mayor´ıa de ellos
para el final del cap´ıtulo.
Un objetivo parcial consiste en obtener un tria´ngulo T4 enX que sea fa´cilmente transformable
en otro tria´ngulo T5 en Y (de hecho, T ∩Xn esta´ contenido en ∪m,k,i,jγijmnk si n ∈ Λ \F2). Para
conseguir esto, el primer paso es construir un tria´ngulo T1 en X tal que para todo n ∈ Λ \ F2,
cada componente conexa de T1 ∩ Xn sea una geode´sica de Xn. Recordemos que, aunque cada
componente conexa de S ∩Xn de cualquier lado S de T es una geode´sica en Xn, pueden existir
componentes conexas de T ∩Xn (conteniendo un ve´rtice de T ) que no son geode´sicas en Xn.
Comencemos con la construccio´n de T1.
Asumamos que la pieza Xn contiene al menos un ve´rtice a de T . Si n ∈ F2, no cambiamos
T ∩Xn. (En particular, si T ⊆ Xn, con n ∈ F2, entonces T1 = T .) Consideremos ahora n ∈ Λ\F2,
y llamemos ηa a la componente conexa T ∩Xn que contiene a a.
Caso 1. Asumamos primero que ηa contiene so´lo un ve´rtice de T . Denotamos por x1, x2 los
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extremos de ηa. Definimos ahora el tria´ngulo geode´sico Ta = {a, x1, x2} enXn con [a, x1], [a, x2] ⊂
T . Denotamos por a1, x
′
1, x
′
2 los puntos internos de Ta en las geode´sicas [x1, x2], [a, x2], [a, x1]
respectivamente. Definimos ηa1 := [x1, x2] = [x1, a1] ∪ [a1, x2] ⊂ Ta. Si b ∈ Xm (donde m puede
o no coincidir con n) y la componente conexa ηb de T ∩ Xm que contiene a b no contiene a
c, podemos a continuacio´n proceder con los ve´rtices b, c de forma similar a lo que acabamos
de hacer con a. En este caso, definimos T1 como el tria´ngulo (no necesariamente geode´sico)
que conecta los ve´rtices a1, b1, c1, y que se obtiene a partir de T reemplazando ηa, ηb, ηc por
ηa1 , ηb1 , ηc1 respectivamente.
x1 x2
x′1x
′
2
a
a1
Caso 2. Asumamos ahora que b ∈ ηa y c /∈ ηa.
Sin pe´rdida de generalidad, podemos considerar que ηa comienza en x1, termina en x2, y que
se encuentra con a antes que con b. Consideremos el cuadrila´tero ηa ∪ [x1, x2] ⊆ Xn y dibujemos
su diagonal [a, x2] (un resultado similar puede obtenerse dibujando [b, x1]); obtenemos as´ı dos
tria´ngulos geode´sicos en Xn: Ta = {a, x1, x2} (con puntos internos u1 ∈ [a, x2], u2 ∈ [x1, x2] y
u3 ∈ [a, x1]), Tb = {a, b, x2} (con puntos internos v1 ∈ [a, x2], v2 ∈ [b, x2] y v3 ∈ [a, b]).
Caso 2.1 Consideremos primero la situacio´n dXn(x2, v1) < dXn(x2, u1). Denotamos por b1
al punto en [x1, x2] con dXn(x2, b1) = dXn(x2, v1) y llamamos a1 := u2. Podemos as´ı definir
ηa1 := [x1, x2] = [x1, a1] ∪ [a1, b1] ∪ [b1, x2] ⊂ Ta, y ηc1 como en el Caso 1. Construimos entonces
el tria´ngulo T1 a partir de T , conectando los ve´rtices a1, b1, c1, y reemplazando ηa, ηc por ηa1 , ηc1
respectivamente.
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a
b
x1
x2
u′1
v3
v2
b1u2 = a1
u3
u1
v1
Caso 2.2. Consideremos ahora la situacio´n dXn(x2, v1) ≥ dXn(x2, u1). Si llamamos a1 :=
b1 := u2, podemos definir ηa1 := [x1, x2] = [x1, a1] ∪ [a1, x2] ⊂ Ta, y ηc1 como en el Caso 1.
Construimos entonces el bia´ngulo T1 a partir de T , conectando los ve´rtices a1, c1, y reemplazando
ηa, ηc por ηa1 , ηc1 respectivamente.
a
b
x1
x2
v3
v2
u′1
a1 = b1
u2
u3
v′1
u1
v1
Caso 3. Para finalizar, asumamos que b, c ∈ ηa. Sin pe´rdida de generalidad, podemos con-
siderar que ηa comienza en x1, termina en x2, y que se encuentra con a antes que con b, y con
b antes que con c.
Consideremos el penta´gono ηa ∪ [x1, x2] ⊆ Xn y dibujemos sus diagonales [x1, b], [b, x2],
obteniendo por este procedimiento tres tria´ngulos geode´sicos en Xn: Ta = {a, b, x1} (con pun-
tos internos s1 ∈ [a, b], s2 ∈ [a, x1], s3 ∈ [b, x1]), Tb = {b, x1, x2} (con puntos internos u1 ∈
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[b, x2], u2 ∈ [b, x1] y u3 ∈ [x1, x2]), Tc = {b, c, x2} (con puntos internos v1 ∈ [c, x2], v2 ∈ [b, c] y
v3 ∈ [b, x2]).
Caso 3.1. Consideremos primero la situacio´n dXn(x1, s3) < dXn(x1, u2) y dXn(x2, v3) <
dXn(x2, u1). Denotemos por a1 el punto de [x1, x2] con dXn(x1, a1) = dXn(x1, s3), y por c1 el
punto de [x1, x2] con dXn(x2, c1) = dXn(x2, v3). Si llamamos b1 := u3, podemos definir ηa1 :=
[x1, x2] = [x1, a1]∪ [a1, b1]∪ [b1, c1]∪ [c1, x2] ⊂ Tb. Construimos as´ı el tria´ngulo T1 a partir de T ,
conectando los ve´rtices a1, b1, c1, y reemplazando ηa por ηa1 .
a
b
c
x1 x2
s1
s2 s3
b1 = u3a1 c1
v1
v2
v3
u1u2
u′1
u′2
Caso 3.2. Consideremos ahora la situacio´n dXn(x1, s3) ≥ dXn(x1, u2) y dXn(x2, v3) <
dXn(x2, u1). Llamamos a1 := b1 := u3, y denotamos por c1 el punto de [x1, x2] con dXn(x2, c1) =
dXn(x2, v3). Podemos definir ηa1 := [x1, x2] = [x1, a1]∪ [a1, c1]∪ [c1, x2] ⊂ Tb. Construimos ahora
el bia´ngulo T1 a partir de T , conectando los ve´rtices a1, c1, y reemplazando ηa por ηa1 .
a
b
c
x1
x2
s1
s2 s3
s′3
a1 = b1 c1
v1
v2
v3
u1u2
u3
u′1
u′2
Caso 3.3. La situacio´n dXn(x1, s3) < dXn(x1, u2) y dXn(x2, v3) ≥ dXn(x2, u1) es sime´trica a
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la del Caso 3.2, intercambiando los papeles de a y c.
Caso 3.4. Por u´ltimo, consideramos la situacio´n dXn(x1, s3) ≥ dXn(x1, u2) y dXn(x2, v3) ≥
dXn(x2, u1). En este caso, no construimos el tria´ngulo T1.
a
b
c
x1 x2
s1
s2 s3
s′1
v1
v2
v3
v′′3
u1
u2
u3
Lema 2.18. Si T1 es δ1-thin, entonces T es δ0-thin, con δ0 := ma´x{δ1 + 16k6, 18k6}.
Puede consultarse la demostracio´n del Lema 2.18 en la Seccio´n 2.3 (donde aparece etiquetado
como 2.29).
El siguiente lema enuncia un hecho elemental:
Lema 2.19. Consideremos un espacio me´trico X, un intervalo I, una (a, b)-quasigeode´sica
g : I −→ X y una curva g1 : I −→ X tal que d(g(t), g1(t)) ≤ c para todo t ∈ I. Entonces g1 es
una (a, b+ 2c)-quasigeode´sica.
Demostracio´n. Para todos s, t ∈ I, se verifica que
d(g1(t), g1(s)) ≤ d(g1(t), g(t)) + d(g(t), g(s)) + d(g(s), g1(s)) ≤ a|t− s|+ b+ 2c ,
d(g1(t), g1(s)) ≥ d(g(t), g(s))− d(g1(t), g(t))− d(g(s), g1(s)) ≥ a−1|t− s| − b− 2c .
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Lema 2.20. Cada lado de T1 es una (1, 16k6)-quasigeode´sica con su parametrizacio´n de longitud
de arco. Adema´s, cada componente conexa de T1 ∩Xn es una geode´sica en Xn, si n ∈ Λ \ F2.
Se puede consultar la demostracio´n del Lema 2.20 en la Seccio´n 2.3 (donde aparece etiquetado
como 2.30).
Como segundo paso, vamos a dividir el tria´ngulo T1 en varios trozos; el Corolario 2.4 nos
permite desestimar aquellas partes de T1 que intersecan los subespacios Xn con n ∈ G (ver Lema
2.21).
Consideramos las componentes conexas {Bs}s∈S del conjunto ∪n∈FXn. Podemos estudiar
el tria´ngulo T1 en cada subespacio de los conjuntos {Bs}s∈S y {Xn}n∈G. Denotamos por T2 el
tria´ngulo quasigeode´sico T1 ∩ Bs, para cierto s ∈ S fijo; de hecho, deber´ıamos escribir T s2 en
lugar de T2, pero nuestra notacio´n es ma´s sencilla y no hay confusio´n posible. Observemos que
T2 es la unio´n de tres lados (posiblemente no continuos) que unen a2 con b
′
2, b2 con c
′
2 y c2 con
a′2.
Recordemos que queremos obtener un tria´ngulo T4 en X contenido en ∪n,m,k,i,jγijmnk. El
tercer paso consistira´ en construir el tria´ngulo T3 eliminando de T2 las componentes conexas de
T2 ∩Xn que unen algu´n ηinm consigo mismo.
Definimos entonces el tria´ngulo T3 de la forma siguiente:
Sin pe´rdida de generalidad podemos considerar un lado g1 de T1 como la curva orientada
desde a1 a b1. Se tiene que a2 = g1(α) y b
′
2 = g1(β), para ciertos nu´meros reales α < β.
Por hipo´tesis, g1 interseca a lo sumo un nu´mero finito de η
i
nm’s. Asumamos que g1 interseca
∪n,m,iηinm. Si g1 : [α, β] −→ X, definimos
t11 := mı´n{α ≤ t ≤ β : g1(t) ∈ ∪n,m,iηinm} .
Este mı´nimo existe puesto que g1 es una funcio´n continua en un intervalo compacto y g1 ∩
(∪n,m,iηinm) es un conjunto compacto: cada ηinm es un conjunto cerrado, y g1 interseca a lo sumo
un nu´mero finito de ηinm’s.
Entonces g1(t
1
1) ∈ ηi1n1m1 , para ciertos n1,m1, i1, y definimos
t21 := ma´x{α ≤ t ≤ β : g1(t) ∈ ηi1n1m1} .
De forma similar, se puede definir recursivamente
t1j := mı´n{t2j−1 < t ≤ β : g1(t) ∈ ∪n,m,iηinm} ;
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si g1(t
1
j ) ∈ ηijnjmj , para ciertos nj ,mj , ij ; tomamos
t2j := ma´x{t2j−1 < t ≤ β : g1(t) ∈ ηijnjmj} .
Extendemos estas definiciones para 1 ≤ j ≤ r. Definimos t20 := α si α 6= t11, y t1r+1 := β si β 6= t2r .
Definimos g3 (en este caso) como la restriccio´n de g1 al conjunto [α, t
1
1] ∪ (t21, t12] ∪ · · · ∪
(t2r−1, t
1
r ] ∪ (t2r , β]. Si g1 no interseca ∪n,m,iηinm, tomamos g3 = g1. Definimos a3 := a2 si α < t11
y a3 := g1(t
2
1) si α = t
1
1; definimos tambie´n b
′
3 := b
′
2 si t
2
r < β y b
′
3 := g1(t
1
r) si t
2
r = β. La curva
g3 es continua entre a3 y b
′
3. Efectuamos una construccio´n similar con los otros lados de T2, y
definimos el tria´ngulo T3 como la unio´n de las tres curvas as´ı obtenidas.
Lema 2.21. Si T3 es δ3-thin, entonces T1 es ma´x{δ3 + k1, δ∗}-thin, con δ∗ := 3k1/2 + 4k6 +
2H(k6, 2ma´x{1, k2}, 4k1 + 2k3), donde H es la constante del Teorema 1.15.
Demostracio´n. Vamos a estudiar el tria´ngulo T1 en cada pieza de {Bs}s∈S y de {Xn}n∈G.
Recordemos que de (c1) se deduce que para todo n ∈ G, Xn es una (k1, k2, k3)-pieza de a´rbol.
El Corolario 2.4 permite afirmar que T3 ∩Xn es δ∗-thin para todo n ∈ G (podemos asumir que
Xn interseca, como mı´nimo, dos lados de T3, ya que si Xn intersecara u´nicamente un lado de
T1, esta parte de T1 se habr´ıa eliminado durante la construccio´n de T3, puesto que Xn es una
pieza de a´rbol). Vamos a tratar ahora T1 ∩Bs para cada s.
Por (b) y por la construccio´n de T3, dado cualquier z ∈ T1 ∩ Bs, existe z2 ∈ T3 en el lado
correspondiente a z, con dX(z, z2) ≤ dXn(z, z2) ≤ k1. Entonces existe w en la unio´n de los otros
dos lados de T3 con dX(w, z2) ≤ δ3. El hecho de que T3 ⊆ T1 ∩Bs, concluye la prueba.
Lema 2.22. Cada lado de T3 es una (1 + k2, k1 + 16k6)-quasigeode´sica con su parametrizacio´n
de longitud de arco. Adema´s, cada componente conexa de T3 ∩ Xn es una geode´sica en Xn, si
n ∈ F1.
Se puede consultar la demostracio´n del Lema 2.22 en la Seccio´n 2.3 (donde aparece etiquetado
como 2.31).
Observacio´n 2.23. Tras la construccio´n de T3 y de los lemas 2.21 y 2.22, sin pe´rdida de
generalidad podemos asumir que hay una u´nica componente Bs, es decir, que T3 es un tria´ngulo
(1 + k2, k1 + 16k6, k1)-quasigeode´sico en X, con Λ = F y G = ∅.
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Vamos a construir el tria´ngulo T4 cambiando cada segmento geode´sico de T3 que une η
i
nm
con ηjnk por una nueva geode´sica γ
ij
mnk. El tria´ngulo as´ı obtenido, junto con las condiciones (c3)
y (c4) nos permitira´n definir un nuevo tria´ngulo T5 en Y de forma evidente.
Veamos a continuacio´n los detalles sobre la construccio´n de T4:
Cada componente conexa de T3 es un segmento geode´sico g
ij
mnk en algu´n Xn, que une η
i
nm
con ηjnk. Si n ∈ F1, aplicando (c3) deducimos que, para cada gijmnk, existe una geode´sica γijmnk
en Xn, uniendo η
i
nm con η
j
nk, y una (k4, b
ij
mnk)-quasi-isometr´ıa f
ij
mnk : γ
ij
mnk −→ hijmnk ⊆ Yn. Si
n ∈ F2, definimos f ijmnk como la restriccio´n de fn a gijmnk, γijmnk := gijmnk, y hijmnk := f ijmnk(γijmnk).
(Entonces, f ijmnk es una (k4, b
ij
mnk)-quasi-isometr´ıa, con b
ij
mnk := 0.)
Construimos T4 en X reemplazando cada g
ij
mnk por γ
ij
mnk. So´lo necesitamos elegir los ve´rtices
de T4, si es que algu´n ve´rtice de T3 esta´ en ∪n∈F1Xn:
Consideremos n ∈ F1 y las parametrizaciones de longitud de arco gijmnk : [0, l] −→ X y
γijmnk : [0, l
′] −→ X. Observemos primero que, aplicando (c2), se tiene que l′ − l = LX(γijmnk)−
LX(g
ij
mnk) ≤ diamXn(ηinm) + diamXn(ηjnk) ≤ 2k2LX(gijmnk) = 2k2l. Concluimos entonces que
l′/l ≤ 1 + 2k2, y, sime´tricamente l/l′ ≤ 1 + 2k2.
Lema 2.24. Consideremos una funcio´n biyectiva absolutamente continua entre dos intervalos
u : I −→ J con c−1 ≤ |u′| ≤ c, y una (a, b)-quasigeode´sica g : J −→ X. Entonces g ◦u : I −→ X
es una (ac, b)-quasigeode´sica.
Demostracio´n. Se verifica que c−1|t− s| ≤ |u(t)− u(s)| ≤ c|t− s|, y, por tanto,
a−1c−1|t− s| − b ≤ a−1|u(t)− u(s)| − b ≤ d(g(u(t)), g(u(s)))
≤ a|u(t)− u(s)|+ b ≤ ac|t− s|+ b .
Lema 2.25. Consideremos dos geode´sicas γ1 : [0, l1] −→ X y γ2 : [0, l2] −→ X en un espacio
X δ-fine, con d(γ1(0), γ2(0)) ≤ c y d(γ1(l1), γ2(l2)) ≤ c. Entonces d(γ1(t), γ2(l2t/l1)) ≤ 2δ + 7c,
para t ∈ [0, l1].
La demostracio´n de este resultado puede consultarse en la Seccio´n 2.3 (donde aparece eti-
quetado como Lema 2.32).
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Tomemos la reparametrizacio´n gijmnk(lt/l
′) : [0, l′] −→ X de gijmnk; recordemos que l′/l, l/l′ ≤
1 + 2k2. Usando estas reparametrizaciones locales, si G3 : J0 −→ X y G4 : I0 −→ X son
parametrizaciones de longitud de arco de T3 y T4 (respectivamente), podemos construir una
biyeccio´n global u : I0 −→ J0 (que es, de hecho, una yuxtaposicio´n continua de l´ıneas rectas)
con (1+2k2)
−1 ≤ |u′| ≤ 1+2k2. Puesto que G3 ◦u y G4 esta´n definidas sobre el mismo intervalo
I0, si (G3 ◦ u)(t0) es un ve´rtice de T3, para cierto t0 ∈ I0, podemos definir G4(t0) como su
ve´rtice correspondiente de T4. Los Lemas 2.22 y 2.24 permiten asegurar que si g3 = (G3 ◦ u)|I ,
es un lado de T3, para cierto intervalo I, entonces g3 es una ((1 + k2)(1 + 2k2), k1 + 16k6)-
quasigeode´sica. Observemos que g4 := G4|I es una parametrizacio´n de longitud de arco del lado
de T4 correspondiente a g3. Puesto que se cumple (b), aplicando el Lema 2.25 se verifica que
dX(g3(t), g4(t)) ≤ 8k6 + 7k1, para todo t ∈ I. Entonces, el Lema 2.19 implica que g4 es una
((1 + k2)(1 + 2k2), 15k1 + 32k6)-quasigeode´sica. As´ı se obtiene el siguiente resultado.
Lema 2.26. Cada lado de T4 es una ((1+k2)(1+2k2), 15k1+32k6)-quasigeode´sica con su para-
metrizacio´n de longitud de arco. Adema´s, cada componente conexa de T4 ∩Xn es una geode´sica
en Xn, si n ∈ F1. Si T4 es δ4-thin, entonces T3 es (δ4 + 14k1 + 16k6)-thin.
Demostracio´n. Ya hemos demostrado las dos primeras afirmaciones. Para probar la u´ltima, so´lo
necesitamos destacar el hecho de que, para todo punto de cualquier lado de T3 existe otro en
su lado correspondiente en T4 que esta´, a lo sumo, a distancia 7k1 + 8k6; el mismo resultado es
cierto si intercambiamos los papeles de T3 y T4.
Observemos que si T ⊆ Xn, con n ∈ F2, entonces T4 = T .
Hasta ahora hemos ido modificando paulatinamente el tria´ngulo original en X para obte-
ner uno nuevo que hemos llamado T4, y que puede ser ahora fa´cilmente transformado en otro
tria´ngulo T5 en Y , reemplazando γ
ij
mnk ⊆ Xn por hijmnk ⊆ Yn. Vamos a tomar ahora la parame-
trizacio´n cano´nica f ijmnk(γ
ij
mnk(t)) en h
ij
mnk, donde t es la parametrizacio´n de longitud de arco
para γijmnk.
Lema 2.27. Cada lado de T5 es una (d1, d2)-quasigeode´sica con su parametrizacio´n cano´nica,
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donde
d0 := (1 + k2)(1 + 2k2)k4,
d1 := d0(1 + k2)(1 + 2k2), y
d2 := ma´x
{
k1 + (1 + k2)k5, k4(15k1 + 32k6) + k5,
+ d−10 (17k1 + 32k6) + 2(k1 + k5) + (1 + 2k2)
−1k5
}
.
De hecho, la demostracio´n del Lema 2.27 (ver Seccio´n 2.3, Lema 2.33), proporciona tambie´n
el siguiente resultado:
Corolario 2.28. Para todos x, y ∈ T4 con puntos correspondientes x′, y′ ∈ T5, se tiene que
dX(x, y) ≤ d0 dY (x′, y′) + 2k1 + d0(2(k1 + k5) + (1 + 2k2)−1k5).
Por el Lema 2.27, los lados de T5 son (d1, d2)-quasigeode´sicas. Por (b) y por la construccio´n de
T5, se verifica que un extremo de cualquier lado de T5 tiene un extremo de otro lado a distancia
menor o igual que k1. Puesto que Y es δ
′-hiperbo´lico, aplicando el Lema 2.10 deducimos que T5
es δ5-thin con δ5 := 4δ
′+ k1+2H(δ
′, d1, d2+2k1). Ahora, el Corolario 2.28 permite afirmar que
T4 es δ4-thin, con δ4 := d0δ5 + 2k1 + d0(2(k1 + k5) + (1 + 2k2)
−1k5).
El Lema 2.26 asegura que T3 es δ3-thin con δ3 := δ4+14k1+16k6. Por el Lema 2.21, tenemos
que T1 es δ1-thin con δ1 := ma´x{δ3+k1, δ∗}, donde δ∗ = 3k1/2+4k6+2H(k6, 2ma´x{1, k2}, 4k1+
2k3). El Teorema 2.14 es, entonces, una consecuencia del Lema 2.18, y adema´s δ := 4(δ1+16k6),
ya que δ1 ≥ 2k6 (de hecho, δ1 ≥ δ3 ≥ 16k6).
Demostracio´n de la Proposicio´n 2.15
En primer lugar vamos a probar que la inclusio´n i : Xn −→ X es una (k7, k−17 (2k1 + k8))-
quasi-isometr´ıa.
Dados x, y ∈ Xn, se tiene que dX(x, y) ≤ dXn(x, y), puesto que hay ma´s curvas uniendo x e
y en X que en Xn. Para probar la otra desigualdad, consideremos una geode´sica g en X uniendo
x e y. Si g ⊆ Xn, entonces dX(x, y) = dXn(x, y). En otro caso, para ciertos m, k, i, j, se verifica
que:
dX(x, y) ≥ dXn(x, ηinm) + dX(ηinm, ηjnk) + dXn(y, ηjnk)
≥ dXn(x, ηinm) + k−17 dXn(ηinm, ηjnk) + dXn(y, ηjnk)− k8k−17
≥ k−17
(
dXn(x, η
i
nm)+ diamXn(η
i
nm)+ dXn(η
i
nm, η
j
nk)+ diamXn(η
j
nk)+ dXn(y, η
j
nk)− 2k1 − k8
)
≥ k−17 dXn(x, y)− k−17 (2k1 + k8) .
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Por tanto, puesto que X es δ-hiperbo´lico, Xn es k7
(
4δ+k−17 (2k1+k8)+2H(δ, k7, k
−1
7 (2k1+k8))
)
-
thin (ver [16, p.88]).
Demostracio´n de la Proposicio´n 2.16
Dados x, y ∈ Xn, se tiene que
dX(x, y) ≤ dXn(x, y) ≤ dX(x, y) + diamXn(∪miηinm) ≤ dX(x, y) + k7 .
Si denotamos por (x, y)w y (x, y)w,n los productos de Gromov en X y Xn respectivamente, las
u´ltimas desigualdades dan que, para todos x, y, w ∈ Xn
(x, y)w,n − k7 ≤ (x, y)w ≤ (x, y)w,n + k7/2 .
Entonces, deducimos para todos x, y, z, w ∈ Xn, que
(x, z)w,n ≥ (x, z)w − k7/2 ≥ mı´n{(x, y)w, (y, z)w} − δ − k7/2
≥ mı´n{(x, y)w,n − k7, (y, z)w,n − k7} − δ − k7/2
≥ mı´n{(x, y)w,n, (y, z)w,n} − δ − 3k7/2 .
Por tanto, Xn es (δ + 3k7/2)-hiperbo´lico.
2.3. Demostracio´n de lemas te´cnicos
Lema 2.29. Para cada punto z perteneciente a un lado cualquiera de T , denotamos por A =
A(z) la unio´n de los otros dos lados de T . Si la situacio´n es la del Caso 3.4, se tiene que
dX(z,A) ≤ 18k6. Si no es as´ı, se dan una de las dos siguientes circunstancias:
(1) dX(z,A) ≤ 12k6, o
(2) existe un punto z1 ∈ T1 con dX(z, z1) ≤ 8k6, y adema´s, z y z1 esta´n en lados correspon-
dientes.
Adema´s, para cada punto z1 en un lado cualquiera de T1, existe un punto z ∈ T en su lado
correspondiente, con dX(z, z1) ≤ 8k6.
Por tanto, si T1 es δ1-thin, entonces T es δ0-thin, con δ0 := ma´x{δ1 + 16k6, 18k6}.
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Demostracio´n. Recordemos que si n ∈ F2, entonces T1 ∩ Xn = T ∩ Xn. Por tanto, podemos
asumir que los ve´rtices de T pertenecen a ∪n∈Λ\F2Xn, puesto que, en otro caso, el argumento es
ma´s sencillo.
Si z /∈ ηa ∪ ηb ∪ ηc, entonces z ∈ T1 y se tiene (2) con z1 = z. En otro caso, podemos asumir
que z ∈ ηa. Vamos a considerar a continuacio´n los mismos casos que en la construccio´n de T1 en
la demostracio´n del Teorema 2.14.
Caso 1. ηa ⊆ Xn contiene u´nicamente un ve´rtice de T . Denotemos por a1, x′1, x′2 los respectivos
puntos internos de las geode´sicas [x1, x2], [a, x2], [a, x1] en Xn. Se tiene que ηa1 := [x1, x2] =
[x1, a1] ∪ [a1, x2] ⊂ Ta. Puesto que Ta es 4k6-fine en Xn por hipo´tesis y por el Teorema 1.8,
si z ∈ [x1, x′2] entonces existe z1 ∈ [x1, a1] con dX(z1, z) ≤ dXn(z1, z) ≤ 4k6, y si z ∈ [x′1, x2]
entonces existe z1 ∈ [a1, x2] con dX(z1, z) ≤ 4k6; de esta forma se tiene (2). Si z ∈ [a, x′1],
podemos tomar w ∈ [a, x′2] con dX(z, w) ≤ 4k6; si z ∈ [a, x′2], tomamos entonces w ∈ [a, x′1] con
dX(z, w) ≤ 4k6; en este caso se tiene (1).
Caso 2. Ahora b ∈ ηa y c /∈ ηa.
Caso 2.1. Consideremos la situacio´n dXn(x2, v1) < dXn(x2, u1). Denotamos por u
′
1 el punto de
[a, v3] ⊂ [a, b] con dXn(a, u1) = dXn(a, u′1).
(i) Si z ∈ [x1, u3] ⊆ [x1, a], entonces existe z1 ∈ [x1, a1] tal que dX(z, z1) ≤ 4k6.
(ii) Si z ∈ [u′1, v3], entonces existe z1 ∈ [a1, b1] tal que dX(z, z1) ≤ 8k6, puesto que los tria´ngulos
Ta y Tb son 4k6-fine.
(iii) Si z ∈ [x2, v2] ⊆ [x2, b], entonces existe z1 ∈ [b1, x2] con dX(z, z1) ≤ 8k6.
En estos tres casos se tiene (2).
(iv) Si z ∈ [a, u3], entonces existe w ∈ [a, u′1] tal que dX(z, w) ≤ 8k6.
(v) Si z ∈ [a, u′1], entonces existe w ∈ [a, u3] tal que dX(z, w) ≤ 8k6.
(vi) Si z ∈ [b, v3], entonces existe w ∈ [b, v2] tal que dX(z, w) ≤ 4k6.
(vii) Si z ∈ [b, v2], entonces existe w ∈ [b, v3] tal que dX(z, w) ≤ 4k6.
En estos cuatro casos se tiene (1).
Caso 2.2. Consideremos la situacio´n dXn(x2, v1) ≥ dXn(x2, u1). Recordemos que a1 = b1.
Denotamos por v′1 el punto de [a, u3] ⊂ [a, x1] con dXn(a, v1) = dXn(a, v′1) y por u′1 el punto de
[v2, x2] ⊂ [b, x2] con dXn(x2, u1) = dXn(x2, u′1).
(i) Si z ∈ [x1, u3] ⊆ [x1, a], entonces existe z1 ∈ [x1, a1] tal que dX(z, z1) ≤ 4k6.
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(ii) Si z ∈ [x2, u′1] ⊆ [x2, b], entonces existe z1 ∈ [b1, x2] con dX(z, z1) ≤ 8k6.
En estos dos casos se tiene (2).
(iii) Si z ∈ [a, v′1], entonces existe w ∈ [a, v3] tal que dX(z, w) ≤ 8k6.
(iv) Si z ∈ [a, v3], entonces existe w ∈ [a, v′1] tal que dX(z, w) ≤ 8k6.
(v) Si z ∈ [b, v3], entonces existe w ∈ [b, v2] tal que dX(z, w) ≤ 4k6.
(vi) Si z ∈ [b, v2], entonces existe w ∈ [b, v3] tal que dX(z, w) ≤ 4k6.
(vii) Si z ∈ [u3, v′1], entonces existe w ∈ [v2, u′1] ⊂ [b, u′1] tal que dX(z, w) ≤ 8k6.
(viii) Si z ∈ [v2, u′1], entonces existe w ∈ [v′1, u3] ⊂ [a, u3] tal que dX(z, w) ≤ 8k6.
En estos cinco casos se tiene (1).
Caso 3. Ahora b, c ∈ ηa.
Caso 3.1. Consideramos la situacio´n dXn(x1, s3) < dXn(x1, u2) y dXn(x2, v3) < dXn(x2, u1).
Denotamos por u′2 el punto de [b, s1] ⊂ [a, b] con dXn(b, u2) = dXn(b, u′2), y por u′1 el punto de
[b, v2] ⊂ [b, c] con dXn(b, u1) = dXn(b, u′1).
(i) Si z ∈ [x1, s2] ⊆ [x1, a], entonces existe z1 ∈ [x1, a1] tal que dX(z, z1) ≤ 8k6, ya que los
tria´ngulos Ta y Tb son 4k6-fine.
(ii) Si z ∈ [s1, u′2], entonces existe z1 ∈ [a1, b1] tal que dX(z, z1) ≤ 8k6.
(iii) Si z ∈ [u′1, v2], entonces existe z1 ∈ [b1, c1] tal que dX(z, z1) ≤ 8k6.
(iv) Si z ∈ [x2, v1] ⊆ [x2, c], entonces existe z1 ∈ [c1, x2] con dX(z, z1) ≤ 8k6.
En estos cuatro casos se tiene (2).
(v) Si z ∈ [a, s2], entonces existe w ∈ [a, s1] tal que dX(z, w) ≤ 4k6. Obtenemos un resultado
similar si z ∈ [a, s1].
(vi) Si z ∈ [b, u′2], entonces existe w ∈ [b, u′1] tal que dX(z, w) ≤ 12k6. Lo mismo ocurre si
z ∈ [b, u′1].
(vii) Si z ∈ [c, v2], entonces existe w ∈ [c, v1] tal que dX(z, w) ≤ 4k6. Se concluye de forma
ana´loga si z ∈ [c, v1].
En estos tres casos se tiene (1).
Caso 3.2. La situacio´n es: dXn(x1, s3) ≥ dXn(x1, u2) y dXn(x2, v3) < dXn(x2, u1). Denotamos
por u′2 el punto de [x1, s2] ⊂ [x1, a] con dXn(x1, u2) = dXn(x1, u′2), por u′1 el punto de [b, v2] ⊂
[b, c] con dXn(b, u1) = dXn(b, u
′
1), y por s
′
3 el punto de [b, v2] ⊂ [b, c] con dXn(b, s3) = dXn(b, s′3).
(i) Si z ∈ [x1, u′2] ⊆ [a, c], entonces existe z1 ∈ [x1, a1] tal que dX(z, z1) ≤ 8k6.
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(ii) Si z ∈ [u′1, v2] ⊆ [b, c], entonces existe z1 ∈ [b1, c1] tal que dX(z, z1) ≤ 8k6.
(iii) Si z ∈ [x2, v1] ⊆ [a, c], entonces existe z1 ∈ [c1, x2] con dX(z, z1) ≤ 8k6.
En estos tres casos se tiene (2).
(iv) Si z ∈ [a, s2], entonces existe w ∈ [a, s1] tal que dX(z, w) ≤ 4k6. Tenemos un resultado
similar si z ∈ [a, s1].
(v) Si z ∈ [b, s1], entonces existe w ∈ [b, s′3] tal que dX(z, w) ≤ 12k6. De forma ana´loga ocurre
si z ∈ [b, s′3].
(vi) Si z ∈ [c, v2], entonces existe w ∈ [c, v1] tal que dX(z, w) ≤ 4k6. Lo mismo pasa si z ∈ [c, v1].
(vii) Si z ∈ [u′2, s2], entonces existe w ∈ [u′1, s′3] tal que dX(z, w) ≤ 12k6. Ana´logamente para
z ∈ [u′1, s′3].
En estos cuatro casos se tiene (1).
Caso 3.3. es similar al 3.2.
Caso 3.4. La situacio´n es: dXn(x1, s3) ≥ dXn(x1, u2) y dXn(x2, v3) ≥ dXn(x2, u1). Sin pe´rdida
de generalidad podemos asumir que dXn(b, v3) ≥ dXn(b, s3), puesto que el otro caso es similar.
Denotamos por v′3 el punto de [b, u2] ⊂ [b, x1] con dXn(b, v3) = dXn(b, v′3), por v′′3 el punto
de [x1, s2] ⊂ [x1, a] con dXn(x1, v′3) = dXn(x1, v′′3), y por s′1 el punto de [b, v2] ⊆ [b, c] con
dXn(b, s1) = dXn(b, s
′
1).
(i) Si z ∈ [a, s2], entonces existe w ∈ [a, s1] tal que dX(z, w) ≤ 4k6. Tenemos un resultado
similar si z ∈ [a, s1].
(ii) Si z ∈ [b, s1], entonces existe w ∈ [b, s′1] tal que dX(z, w) ≤ 12k6. Ana´logamente para
z ∈ [b, s′1].
(iii) Si z ∈ [c, v2], entonces existe w ∈ [c, v1] tal que dX(z, w) ≤ 4k6. Lo mismo ocurre si
z ∈ [c, v1].
(iv) Si z ∈ [v′′3 , s2], entonces existe w ∈ [v2, s′1] tal que dX(z, w) ≤ 12k6. La misma situacio´n se
da si z ∈ [v2, s′1].
(v) En otro caso, z ∈ [v′′3 , v1] ⊆ [a, c]. Entonces LX([v′′3 , v1]) = dX(v′′3 , v1) ≤ 12k6; por tanto
dX(z, {v′′3 , v1}) ≤ 6k6 y dX(z,A) ≤ 6k6 + 12k6 = 18k6.
Con esto terminamos la demostracio´n de la primera parte del lema. Para la segunda parte
se puede utilizar una l´ınea de argumentacio´n similar, aunque ma´s sencilla, puesto que no hay
dicotomı´a.
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Para terminar, comprobemos que el hecho de que T1 sea δ1-thin en X implica que T es δ0-
thin en X. Consideremos z ∈ T ; si z satisface (1), no queda nada ma´s por probar. En otro caso,
existe z1 ∈ T1 tal que dX(z, z1) ≤ 8k6 y z y z1 esta´n en lados correspondientes. Puesto que T1 es
δ1-thin en X, existe w1 ∈ T1 con dX(z1, w1) ≤ δ1, de forma que w1 esta´ en la unio´n de los otros
dos lados. La segunda parte del lema permite afirmar que existe w ∈ A con dX(w1, w) ≤ 8k6.
Por tanto dX(z,A) ≤ dX(z, w) ≤ δ1 + 16k6.
Lema 2.30. Cada lado de T1 es una (1, 16k6)-quasigeode´sica con su parametrizacio´n de longitud
de arco. Adema´s, cada componente conexa de T1 ∩Xn es una geode´sica en Xn, si n ∈ Λ \ F2.
Demostracio´n. Podemos asumir que los ve´rtices de T pertenecen a ∪n∈Λ\F2Xn, puesto que en
otro caso el argumento es ma´s sencillo.
La segunda afirmacio´n es una consecuencia directa de la construccio´n de T1. La primera es
una consecuencia del Lema 2.19 y de la construccio´n de T1:
Si g : J −→ X es un lado geode´sico de T , el Lema 2.19 dice que es suficiente comprobar que
existe un subintervalo I ⊆ J tal que g1 : I −→ X es la parametrizacio´n de longitud de arco para
el lado correspondiente a g en T1, y que dX(g(t), g1(t)) ≤ 8k6 para todo t ∈ I.
Para la construccio´n de T1 vamos a considerar los mismos casos que en la demostracio´n del
Teorema 2.14.
Caso 1. Si [x1, x
′
2] ⊂ g, sustituimos este intervalo por [x1, a1] para as´ı conseguir g1, y, entonces,
dX(g(t), g1(t)) ≤ 4k6 en estos arcos, ya que Ta es 4k6-fine. El caso [x2, x′1] ⊂ g es similar.
Caso 2. Si [x1, u3] ⊂ g, sustituimos este intervalo por [x1, a1] para conseguir g1, y, entonces,
dX(g(t), g1(t)) ≤ 4k6 en estos arcos. El caso [x2, v2] ⊂ g es similar, con constante 8k6, puesto
que Ta y Tb son 4k6-fine.
Caso 2.1. Si g = [a, b], entonces [u′1, v3] ⊂ g y g1 = [a1, b1]. Tenemos que dX(g(t), g1(t)) ≤ 8k6
en g1.
Caso 2.2. Si g = [a, b], entonces a1 = b1 y g1 es simplemente este punto.
Caso 3.1. Si [x1, s2] ⊂ g, sustituimos este intervalo por [x1, a1] para conseguir g1, y entonces
dX(g(t), g1(t)) ≤ 8k6 en estos arcos. El caso [x2, v1] ⊂ g es similar.
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Si g = [a, b], entonces [s1, u
′
2] ⊂ g y g1 = [a1, b1]. Se verifica que dX(g(t), g1(t)) ≤ 8k6 en g1.
Si g = [b, c], entonces [u′1, v2] ⊂ g y g1 = [b1, c1]. En esta situacio´n dX(g(t), g1(t)) ≤ 8k6 en g1.
Caso 3.2. Si g = [a, c], tenemos [x1, u
′
2]∪ [x2, v1] ⊂ g, y sustituimos estos intervalos por [x1, a1]∪
[x2, c1] (respectivamente) para conseguir g1; entonces tenemos que dX(g(t), g1(t)) ≤ 8k6 en estos
arcos.
Si g = [b, c], entonces [u′1, v2] ⊂ g y g1 = [b1, c1]. Tenemos dX(g(t), g1(t)) ≤ 8k6 en g1.
Si g = [a, b], entonces a1 = b1 y g1 es, simplemente, este punto.
Caso 3.3. es similar a 3.2; no es necesario considerar 3.4 puesto que ahora no tenemos T1.
Lema 2.31. Cada lado de T3 es una (1 + k2, k1 + 16k6)-quasigeode´sica con su parametrizacio´n
de longitud de arco. Es ma´s, cada componente conexa de T3 ∩ Xn es una geode´sica en Xn, si
n ∈ F1.
Demostracio´n. Podemos asumir que los ve´rtices de T pertenecen a ∪n∈F1Xn, puesto que, en
otro caso, el argumento es ma´s sencillo.
La segunda afirmacio´n es una consecuencia directa de la construccio´n de T3 y del Lema
2.20. Para probar la primera parte, consideremos una parametrizacio´n de longitud de arco
g1 : [0, l] −→ X de un lado de T1. Sin pe´rdida de generalidad podemos asumir que g1(0) = a2 y
g1(l) = b
′
2. La curva g1 es una (1, 16k6)-quasigeode´sica por el Lema 2.20. Consideremos ahora
una parametrizacio´n de longitud de arco g3 : [0, l
′] −→ X del lado de T3 correspondiente a g1.
Si g3 = g1, no hay nada ma´s que probar.
En otro caso, si s, t ∈ [0, l′], existen s∗ ∈ (t2i−1, t1i ] y t∗ ∈ (t2j−1, t1j ] tales que s = s∗−
∑i−1
k=1(t
2
k−
t1k), t = t
∗ −∑j−1k=1(t2k − t1k), g3(s) = g1(s∗) y g3(t) = g1(t∗). Siempre y cuando i = j, se verifica
que
dX(g3(t), g3(s)) = dX(g1(t
∗), g1(s
∗)) ≤ |t∗ − s∗| = |t− s| ,
dX(g3(t), g3(s)) = dX(g1(t
∗), g1(s
∗)) ≥ |t∗ − s∗| − 16k6 = |t− s| − 16k6 .
En otro caso, podemos asumir que i < j. En esta situacio´n:
dX(g3(t), g3(s)) = dX(g1(t
∗), g1(s
∗)) ≤ t∗ − s∗ = t− s+
j−1∑
k=i
(t2k − t1k) ,
dX(g3(t), g3(s)) = dX(g1(t
∗), g1(s
∗)) ≥ t∗ − s∗ − 16k6 ≥ t− s− 16k6 .
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Observemos que aplicando (c2) se deduce que t1k+1 − t2k ≥ k−12 (t2k − t1k). Este hecho implica que
t− s ≥
j−2∑
k=i
(t1k+1 − t2k) ≥ k−12
j−2∑
k=i
(t2k − t1k) .
De esta desigualdad y (b) obtenemos
dX(g3(t), g3(s)) ≤ t− s+
j−2∑
k=i
(t2k − t1k) + t2j−1 − t1j−1 ≤ (1 + k2)(t− s) + k1 .
Lema 2.32. Consideremos dos geode´sicas γ1 : [0, l1] −→ X y γ2 : [0, l2] −→ X en un espacio
X δ-fine, con d(γ1(0), γ2(0)) ≤ c y d(γ1(l1), γ2(l2)) ≤ c. Entonces d(γ1(t), γ2(l2t/l1)) ≤ 2δ + 7c,
para t ∈ [0, l1].
Demostracio´n. Sin pe´rdida de generalidad podemos asumir que l1 ≤ l2. Consideramos el cua-
drila´tero geode´sicoQ = {γ1(0), γ1(l1), γ2(l2), γ2(0)} y los tria´ngulos geode´sicos T1 = {γ1(0), γ1(l1),
γ2(0)} (con puntos internos p1 ∈ γ1, p2 ∈ [γ1(l1), γ2(0)], p3 ∈ [γ1(0), γ2(0)]) y T3 = {γ1(l1), γ2(l2),
γ2(0)} (con puntos internos q1 ∈ [γ1(l1), γ2(0)], q2 ∈ γ2, q3 ∈ [γ1(l1), γ2(l2)]).
Llamemos q′1 al punto de γ1 que verifica d(γ1(l1), q
′
1) = d(γ1(l1), q1) = d(γ1(l1), q3) =: v1, y
p′2 al punto de γ2 para el que d(γ2(0), p
′
2) = d(γ2(0), p2) = d(γ2(0), p3) =: u2. Definimos u1 :=
d(γ1(0), p1) = d(γ1(0), p3), y v2 := d(γ2(l2), q2) = d(γ2(l2), q3). Observemos que d(γ1(0), γ2(0)) =
u1 + u2 ≤ c y d(γ1(l1), γ2(l2)) = v1 + v2 ≤ c.
Podemos asumir que u1+v1 ≤ l1 = L(γ1), puesto que el otro caso es ma´s sencillo; este hecho
implica u2+v2 ≤ l2 = L(γ2). Puesto que T1 y T3 son δ-fine, tenemos que d(γ1(t+u1), γ2(t+u2)) ≤
2δ, para todo t ∈ [0, l1 − u1 − v1].
Observemos que d(γ1(t), γ2(t)) ≤ 2δ + c, para todo t ∈ [0, l1 − u1 − v1]:
d(γ1(t), γ2(t)) ≤ d(γ1(t), γ1(t+ u1)) + d(γ1(t+ u1), γ2(t+ u2)) + d(γ2(t+ u2), γ2(t))
≤ u1 + 2δ + u2 ≤ 2δ + c .
Si t ∈ [l1 − u1 − v1, l1], se tiene lo siguiente:
d(γ1(t), γ2(t)) ≤ d(γ1(t), γ1(l1 − u1 − v1)) + d(γ1(l1 − u1 − v1), γ2(l1 − u1 − v1))
+ d(γ2(l1 − u1 − v1), γ2(t))
≤ u1 + v1 + 2δ + c+ u1 + v1 ≤ 2δ + 5c .
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Es decir, d(γ1(t), γ2(t)) ≤ 2δ + 5c, para todo t ∈ [0, l1].
Si repetimos el mismo argumento con parametrizaciones que inviertan la orientacio´n, obte-
nemos que d(γ1(t), γ2(t+ l2 − l1)) ≤ 2δ + 5c, para todo t ∈ [0, l1].
Observemos ahora que t ≤ l2t/l1 ≤ t+ l2 − l1, y l2 − l1 ≤ 2c. Por tanto, tenemos que
d(γ1(t), γ2(l2t/l1)) ≤ d(γ1(t), γ2(t)) + d(γ2(t), γ2(l2t/l1)) ≤ 2δ + 5c+ l2 − l1 ≤ 2δ + 7c .
Lema 2.33. Cada lado de T5 es una (d1, d2)-quasigeode´sica con su parametrizacio´n cano´nica,
donde
d0 := (1 + k2)(1 + 2k2)k4,
d1 := d0(1 + k2)(1 + 2k2) y
d2 := ma´x
{
k1 + (1 + k2)k5, k4(15k1 + 32k6) + k5, d
−1
0 (17k1 + 32k6) + 2(k1 + k5) + (1 + 2k2)
−1k5
}
.
Demostracio´n. Sea g4 : I −→ X un lado cualquiera de T4 con su parametrizacio´n de longitud
de arco, y g5 su lado correspondiente en T5 con su parametrizacio´n cano´nica.
Dados s, t ∈ I, elijamos una geode´sica γ en Y entre g5(s) y g5(t).
Por hipo´tesis, γ interseca a lo sumo un nu´mero finito de σinm’s. Asumamos primero que γ no
interseca ∪n,m,iσinm. Entonces γ ⊆ Yn, para algu´n n ∈ Λ, y aplicando (c3) y (c4) tenemos que
dY (g5(t), g5(s)) = dYn(g5(t), g5(s)) ≥ k−14 dXn(g4(t), g4(s))− k5 ≥ k−14 dX(g4(t), g4(s))− k5 .
Asumamos ahora que γ interseca ∪n,m,iσinm. Nuestro objetivo es partir γ en curvas que unan
dos conjuntos cerrados σinm y σ
j
nk en Yn, para poderlas relacionar con las geode´sicas γ
ij
mnk ⊆ Xn
que unen ηinm con η
j
nk que aparecen mencionadas en (c3) para n ∈ F1; si n ∈ F2 podemos tomar
como γijmnk cualquier geode´sica uniendo η
i
nm con η
j
nk. Si γ : [α, β] −→ Y , definimos
v11 := mı´n{α ≤ v ≤ β : γ(v) ∈ ∪n,m,iσinm} .
Esta´ garantizada la existencia de este mı´nimo porque γ es una funcio´n continua en un intervalo
compacto y γ ∩ (∪n,m,iσinm) es un conjunto compacto: cada σinm es un conjunto cerrado y γ
interseca a lo sumo un nu´mero finito de σinm’s.
Entonces γ(v11) ∈ σi1n1m1 , para algu´n n1,m1, i1, y definimos
v21 := ma´x{α ≤ v ≤ β : γ(v) ∈ σi1n1m1} .
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De forma similar, definimos recursivamente
v1j := mı´n{v2j−1 < v ≤ β : γ(v) ∈ ∪n,m,iσinm} ;
si γ(v1j ) ∈ σijnjmj , para algu´n nj ,mj , ij , tomamos
v2j := ma´x{v2j−1 < v ≤ β : γ(v) ∈ σijnjmj} .
Podemos continuar esta eleccio´n para 1 ≤ j ≤ r. Tenemos que
dY (g5(t), g5(s)) = LY (γ) = β − α ≥ v11 − α+
r∑
k=2
(v1k − v2k−1) + β − v2r .
Dados σ
ik−1
nk−1mk−1 y σ
ik
nkmk
, se verifica que nk−1 = nk, nk−1 = mk, mk−1 = nk o mk−1 = mk.
Puesto que σinm = σ
i
mn, para simplificar la notacio´n podemos asumir que mk−1 = nk y que la
curva f
ik−1ik
nk−1nkmk ◦γik−1iknk−1nkmk que une σik−1nk−1mk−1 con σiknkmk , esta´ contenida en Ynk . Si γ
ik−1ik
nk−1nkmk :
[αk, βk] −→ Xnk (k = 2, . . . , r), aplicando (c3) y (c4) se deduce que
k−14 dXnk
(
γ
ik−1ik
nk−1nkmk(βk), γ
ik−1ik
nk−1nkmk(αk)
)− bik−1iknk−1nkmk
≤ dYnk
(
f
ik−1ik
nk−1nkmk(γ
ik−1ik
nk−1nkmk(βk)), f
ik−1ik
nk−1nkmk(γ
ik−1ik
nk−1nkmk(αk))
)
.
Por (c2),
dYnk
(
f
ik−1ik
nk−1nkmk(γ
ik−1ik
nk−1nkmk(βk)), f
ik−1ik
nk−1nkmk(γ
ik−1ik
nk−1nkmk(αk))
)
≤ diamYnk
(
σ
ik−1
nk−1mk−1
)
+ dYnk
(
σ
ik−1
nk−1mk−1 , σ
ik
nkmk
)
+ diamYnk
(
σiknkmk
)
≤ (1 + 2k2) dYnk
(
σ
ik−1
nk−1mk−1 , σ
ik
nkmk
)
.
Por tanto,
v1k − v2k−1 ≥ dYnk
(
σ
ik−1
nk−1mk−1 , σ
ik
nkmk
)
≥ (1 + 2k2)−1dYnk
(
f
ik−1ik
nk−1nkmk(γ
ik−1ik
nk−1nkmk(βk)), f
ik−1ik
nk−1nkmk(γ
ik−1ik
nk−1nkmk(αk))
)
≥ (1 + 2k2)−1
(
k−14 dXnk
(
γ
ik−1ik
nk−1nkmk(βk), γ
ik−1ik
nk−1nkmk(αk)
)− bik−1iknk−1nkmk).
Se verifica que γ([α, v11]) ⊆ Yn1 o γ([α, v11]) ⊆ Ym1 , y γ([v2r , β]) ⊆ Ynr o γ([v2r , β]) ⊆ Ymr . Para
simplificar la notacio´n, podemos asumir que γ([α, v11]) ⊆ Yn1 y γ([v2r , β]) ⊆ Ynr . Entonces, la
Observacio´n 2.13.[6] permite decir que
v11 − α ≥ dYn1
(
g5(s), σ
i1
n1m1
) ≥ k−14 dXn1(g4(s), ηi1n1m1)− k1 − k5 ,
β − v2r ≥ dYnr
(
g5(t), σ
ir
nrmr
) ≥ k−14 dXnr (g4(t), ηirnrmr)− k1 − k5 .
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Por tanto,
dY (g5(t), g5(s)) ≥ v11 − α+
r∑
k=2
(v1k − v2k−1) + β − v2r
≥ k−14 dXn1
(
g4(s), η
i1
n1m1
)− k1 − k5 + k−14 dXnr (g4(t), ηirnrmr)− k1 − k5
+ (1 + 2k2)
−1
r∑
k=2
(
k−14 dXnk
(
γ
ik−1ik
nk−1nkmk(βk), γ
ik−1ik
nk−1nkmk(αk)
)− bik−1iknk−1nkmk)
≥ k−14 dXn1
(
g4(s), η
i1
n1m1
)
+ k−14 dXnr
(
g4(t), η
ir
nrmr
)− 2(k1 + k5)− (1 + 2k2)−1k5
+ (1 + 2k2)
−1k−14
r∑
k=2
dXnk
(
γ
ik−1ik
nk−1nkmk(βk), γ
ik−1ik
nk−1nkmk(αk)
)
.
Ahora estamos interesados en conseguir una curva continua γ′ en X uniendo g4(s) con g4(t).
Por (c2) podemos elegir geode´sicas γk en Xnk+1 (2 ≤ k ≤ r − 1) uniendo γik−1iknk−1nkmk(βk) con
γ
ikik+1
nknk+1mk+1(αk+1), tales que
LXnk+1 (γk) = dXnk+1
(
γ
ikik+1
nknk+1mk+1(αk+1), γ
ik−1ik
nk−1nkmk(βk)
)
≤ k2 dXnk+1
(
γ
ikik+1
nknk+1mk+1(βk+1), γ
ikik+1
nknk+1mk+1(αk+1)
)
.
Por (b) podemos elegir una geode´sica γ1 en Xn1 uniendo g4(s) con γ
i1i2
n1n2m2(α2), tal que
LXn1 (γ1) = dXn1
(
g4(s), γ
i1i2
n1n2m2(α2)
) ≤ dXn1(g4(s), ηi1n1m1)+ k1 ,
y una geode´sica γr enXnr uniendo γ
ir−1ir
nr−1nrmr(βr) con g4(t), tal que LXnr
(
γr
) ≤ dXnr (g4(t), ηirnrmr)+
k1.
Consideremos ahora la curva continua γ′ en X uniendo g4(s) con g4(t) obtenida mediante la
yuxtaposicio´n de las geode´sicas {γk}rk=1 y {γik−1iknk−1nkmk}rk=2.
Por una parte, de estos hechos se deduce que
dX(g4(t), g4(s)) ≤ LX(γ′) ≤ dXn1
(
g4(s), η
i1
n1m1
)
+ k1 + dXnr
(
g4(t), η
ir
nrmr
)
+ k1
+ (1 + k2)
r∑
k=2
dXnk
(
γ
ik−1ik
nk−1nkmk(βk), γ
ik−1ik
nk−1nkmk(αk)
)
≤ 2k1 + d0(2(k1 + k5) + (1 + 2k2)−1k5) + d0
(
k−14 dXn1
(
g4(s), η
i1
n1m1
)
+ k−14 dXnr
(
g4(t), η
ir
nrmr
)
+ (1 + 2k2)
−1k−14
r∑
k=2
dXnk
(
γ
ik−1ik
nk−1nkmk(βk), γ
ik−1ik
nk−1nkmk(αk)
)
− 2(k1 + k5)− (1 + 2k2)−1k5
)
≤ 2k1 + d0(2(k1 + k5) + (1 + 2k2)−1k5) + d0 dY (g5(t), g5(s))
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(recordemos que d0 := (1 + k2)(1 + 2k2)k4), con lo que queda probado el Corolario 2.28, ya que
hasta ahora no hemos utilizado que g4(s) y g4(t) pertenecen al mismo lado de T4.
Por otra parte, por el Lema 2.26
(1 + k2)
−1(1 + 2k2)
−1|t− s| − 15k1 − 32k6 ≤ dX(g4(t), g4(s)) .
Por tanto,
dY (g5(t), g5(s)) ≥ d−10 (1+k2)−1(1+2k2)−1|t−s|−d−10 (17k1+32k6)−2(k1+k5)−(1+2k2)−1k5 .
Para probar la otra desigualdad, consideremos el dominio I de g5 y s, t ∈ I, con s < t.
Si g5([s, t]) no interseca ningu´n σ
i
nm, entonces g5([s, t]) ⊆ hijmnk, para ciertos m,n, k, i, j.
Estos hechos, junto con (c3) y (c4) permiten deducir que
dY (g5(t), g5(s)) ≤ dYn(g5(t), g5(s)) ≤ k4dXn(g4(t), g4(s)) + k5 .
En otro caso, podemos dividir el intervalo [s, t] en una unio´n de intervalos [u0, u1] ∪ (u1, u2] ∪
· · · ∪ (ul−1, ul], con l ≥ 1, de forma que g5((ur−1, ur]) ⊆ hirjrmrnrkr ⊆ Ynr (1 ≤ r ≤ l), u0 = s
y ul = t. As´ı g5(ur) es un extremo de h
irjr
mrnrkr
; denotamos por g5(ur−1+) el otro extremo de
hirjrmrnrkr .
Por (b) y (c2) tenemos que dYnr+1
(
g5(ur+), g5(ur)
) ≤ k2 dYnr+1(g5(ur+1), g5(ur+)) (1 ≤ r ≤
l−2), y dYnl
(
g5(ul−1+), g5(ul−1)
) ≤ k1. Estos hechos, (c3), (c4) y el Lema 2.26 permiten afirmar
que
dY (g5(t), g5(s)) ≤
l−1∑
r=0
dYnr+1
(
g5(ur+1), g5(ur+)
)
+
l−2∑
r=1
dYnr+1
(
g5(ur+), g5(ur)
)
+ dYnl
(
g5(ul−1+), g5(ul−1)
)
≤ k1 + (1 + k2)
l−1∑
r=0
dYnr+1
(
g5(ur+1), g5(ur+)
)
≤ k1 + (1 + k2)
l−1∑
r=0
(
k4 dXnr+1
(
g4(ur+1), g4(ur+)
)
+ br
)
≤ k1 + (1 + k2) k5+ (1 + k2) k4
l−1∑
r=0
|ur+1 − ur|
≤ (1 + k2) k4|t− s|+ k1 + (1 + k2) k5 .
Con lo que queda finalmente probado el resultado.
Cap´ıtulo 3
El papel de punturas y foniles en la hiperbolicidad de las superficies
de Riemann
3.1. Introduccio´n
Aunque, como indica el t´ıtulo, en este cap´ıtulo nos centraremos sobre todo en estudiar el
papel que juegan punturas y foniles (y tambie´n finales ma´s generales) en la hiperbolicidad de
superficies de Riemann, tambie´n abordamos otras cuestiones.
Empezamos obteniendo estimaciones inferiores sobre constantes de hiperbolicidad de espacios
me´tricos generales, que sera´n de gran utilidad cuando particularicemos los resultados obtenidos
para superficies de Riemann.
Igual que en el cap´ıtulo anterior, continuamos interesados en obtener informacio´n global sobre
la hiperbolicidad a partir de informacio´n local, pero ahora en el caso concreto de superficies
de Riemann. Por esta razo´n pensamos en identificar algunos finales de una superficie S∗ con
conjuntos cerrados {En}n que se eliminan de una cierta superficie original S, de forma que
S∗ = S \ ∪nEn.
El Teorema 3.30 permite, en muchos casos, estudiar la hiperbolicidad de una superficie
de Riemann en te´rminos de la hiperbolicidad local de sus finales. Adema´s de proporcionar una
condicio´n necesaria y suficiente, tambie´n determina cua´les son los para´metros de los que depende
la constante de hiperbolicidad de S∗.
El Teorema 3.32 proporciona una condicio´n necesaria y suficiente que nos permite, tambie´n
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en muchos casos, olvidarnos de punturas y foniles a la hora de estudiar la hiperbolicidad de una
superficie. Si simplemente estamos interesados en “deshacernos” de las punturas, el Teorema
3.41 da un resultado similar con un enunciado mucho ma´s sencillo.
Para demostrar este u´ltimo teorema hemos necesitado un resultado universal sobre topolog´ıa
de bolas en superficies de Riemann (ver Teorema 3.9). Este teorema afirma que toda bola de
radio menor o igual que 12 log 3 en cualquier superficie de Riemann no excepcional, es necesaria-
mente, simple o doblemente conexa. Se trata de una respuesta concreta en nuestro contexto a la
pregunta: ¿en que´ casos las restricciones geome´tricas implican restricciones topolo´gicas? (Para
ma´s informacio´n sobre este interesante campo de trabajo, consultar por ejemplo las referencias
[12], [17], [18] y [19]).
Todos estos teoremas permiten una notable simplificacio´n en la topolog´ıa de la superficie a
la hora de estudiar la hiperbolicidad, con lo cual el problema se hace mucho ma´s asequible.
El Teorema 3.19 es una herramienta muy importante en la demostracio´n de los teoremas
mencionados anteriormente, pero tambie´n es interesante por s´ı mismo. De hecho, garantiza la
hiperbolicidad de las superficies de tipo finito con constantes de hiperbolicidad que so´lo dependen
de la topolog´ıa de la superficie y de algunas restricciones me´tricas. Puede entenderse como un
resultado sobre hiperbolicidad uniforme y estabilidad de la hiperbolicidad de superficies de
Riemann. En este mismo sentido presentamos tambie´n el Corolario 3.42.
Por otra parte, los teoremas 3.11, 3.12 y 3.13 son criterios generales que descartan la hiper-
bolicidad de muchas superficies.
3.2. Resultados en espacios me´tricos
El resultado que presentamos a continuacio´n sera´ particularmente u´til para descartar que un
espacio me´trico geode´sico sea hiperbo´lico. (Consultar Teoremas 3.12 y 3.13).
Teorema 3.1. Consideremos un espacio me´trico geode´sico X, y X1, X2 ⊂ X subespacios ce-
rrados conexos por arcos tales que X1 ∪ X2 = X, X1 ∩ X2 = ∪i∈Aηi, con #A ≥ 2, ηi conjun-
tos cerrados y dX2(ηi, ηj) ≥ c para todos i, j ∈ A, i 6= j. Asumamos tambie´n que toda curva
de longitud finita de X interseca, a lo sumo, un nu´mero finito de ηi’s. Entonces, para todo
ε > 0 existe un tria´ngulo (1, ε)-quasigeode´sico T = {A0, B0, C0} en X y un cierto x ∈ A0 con
dX(x,B0 ∪ C0) ≥ c/4− ε.
3.2 Resultados en espacios me´tricos 57
Observacio´n 3.2.
1. La condicio´n dX2(ηi, ηj) ≥ c es mucho menos restrictiva que la de que dX(ηi, ηj) ≥ c,
puesto que en la pra´ctica normalmente conocemos dX2(ηi, ηj), pero no tenemos ninguna
cota inferior de dX(ηi, ηj) (se pueden consultar, por ejemplo, los Teoremas 3.13, 3.30 y
3.32, y la Proposicio´n 3.27).
2. Necesitamos que X1 y X2 sean conjuntos cerrados simplemente para garantizar que toda
curva que una X1 con X2 atraviese X1 ∩X2.
Demostracio´n. Vamos a utilizar un grafo G := (V,E) con ve´rtices V = {v1, v2} ∪ {vi}i∈A y
aristas E = {[v1, vi], [v2, vi]}i∈A, para modelizar las conexiones entre X1 y X2 de la siguiente
forma: identificamos X1, X2 con los ve´rtices v1, v2, respectivamente, y cada conjunto ηi con una
arista vi, i ∈ A.
Primeramente vamos a construir una aplicacio´n F que verifique que la imagen de toda curva
cerrada γ de longitud finita en X, sea una curva cerrada en G. Definimos F de la forma siguiente:
(1) Si γ es una curva no cerrada que comienza y termina en ηi, con γ ∩
( ∪j∈A\{i} ηj) = ∅,
entonces F (γ) := vi.
(2) Si γ es una curva no cerrada que comienza en ηi y termina en ηj (i 6= j), γ so´lo interseca
a ηi ∪ ηj en sus extremos, y γ ∩
( ∪k∈A\{i,j} ηk) = ∅, entonces es obvio que esta curva
esta´ contenida en algu´n Xn (n = 1, 2), y, en este caso, definimos F (γ) := [vn, v
i]∪ [vn, vj ].
(3) Si γ es una curva cerrada en Xn \ ∪i∈Aηi (n = 1, 2), definimos F (γ) := vn. Si γ interseca
∪i∈Aηi, entonces se puede descomponer de forma u´nica como una unio´n finita de subcurvas
del tipo (1) y/o (2). En este caso, definimos F (γ) como la unio´n de la imagen por F de
estas subcurvas (con la orientacio´n adecuada para conseguir que F (γ) sea una curva cerrada
continua).
Ahora vamos a definir una clase de curvas Γ en X de la forma siguiente: decimos que una
curva cerrada γ ∈ Γ si y so´lo si F (γ) no es simplemente conexa en el grafo G.
Observemos que cualquier curva γ ∈ Γ satisface L(γ) ≥ c, ya que γ contiene una subcurva
que une algu´n ηi con algu´n ηj (i 6= j) en X2: si γ no contiene tal subcurva, entonces F (γ)
esta´ contenida en ∪i∈a[v1, vi], que es un subconjunto simplemente conexo de G.
Para cada ε > 0, elegimos una curva γε ∈ Γ con L(γε) < ı´nfγ∈Γ L(γ) + ε. Queremos probar
que toda subcurva γ0 de γε con L(γ0) ≤ L(γε)/2 es una (1, ε)-quasigeode´sica.
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Para conseguirlo, vamos a considerar dos puntos p, q ∈ γε y una geode´sica g en X unie´ndolos.
Ya que γε es una curva cerrada, podemos partirla en otras dos curvas γ
′, γ′′ uniendo p y q, con
γ′ ∪ γ′′ = γε. A continuacio´n vamos a probar que L(g) > mı´n{L(γ′), L(γ′′)} − ε. Argumentando
por contradiccio´n, supongamos que L(g) ≤ mı´n{L(γ′), L(γ′′)}−ε. Entonces L(g∪γ′), L(g∪γ′′) ≤
L(γε)− ε < ı´nfγ∈Γ L(γ).
Afirmacio´n. Afirmamos que al menos una de las curvas cerradas g ∪ γ′, g ∪ γ′′ pertenece a
Γ.
Asumiendo, por el momento, que esta afirmacio´n es cierta, obtenemos la contradiccio´n que
busca´bamos, puesto que tenemos una curva de Γ de longitud menor que ı´nfγ∈Γ L(γ).
Consideremos la parametrizacio´n de longitud de arco γ0 : [0, l] −→ X de una subcurva de γε
con l = L(γ0) ≤ L(γε)/2. Por definicio´n de parametrizacio´n de longitud de arco, tenemos que
dX(γ0(t), γ0(s)) ≤ L(γ0([s, t])) = |t − s|. Ya que l ≤ L(γε)/2, hemos probado que si g es una
geode´sica en X uniendo γ0(s) y γ0(t), entonces dX(γ0(t), γ0(s)) = L(g) > L(γ0([s, t])) − ε =
|t− s| − ε. Estas desigualdades nos dicen que γ0 es una (1, ε)-quasigeode´sica.
Elijamos ahora dos puntos p0, q0 ∈ γε tales que podamos dividir γε en dos curvas distintas
γ′, γ′′ uniendo p0 y q0, con γ
′ ∪ γ′′ = γε y L(γ′) = L(γ′′) = L(γε)/2. Consecuentemente, γ′
y γ′′ son (1, ε)-quasigeode´sicas en X, y {γ′, γ′′} es un tria´ngulo (1, ε)-quasigeode´sico en X (la
definicio´n de tria´ngulo admite que dos ve´rtices coincidan).
Consideremos el punto x ∈ γ′ que divide γ′ en dos curvas de igual longitud L(γε)/4. Tenemos
que dX(x, γ
′′) ≥ L(γε)/4− ε ≥ c/4− ε.
Vamos a probar ahora la afirmacio´n. Argumentando por contradiccio´n, si ninguna de las
curvas esta´ en Γ, entonces F (g ∪ γ′), F (g ∪ γ′′) son triviales en el grafo G; por tanto F (g ∪
γ′) ∪ F (g ∪ γ′′) tambie´n es trivial. Podemos construir una homotop´ıa en X, que demuestre que
[g ∪ γ′] ∗ [g ∪ γ′′] = [γ′ ∪ γ′′] = [γε] (una posible homotop´ıa es una deformacio´n, a un u´nico
punto, de las dos curvas que tienen g como grafo asociado). De forma similar podemos construir
una homotop´ıa en G, que pruebe que [F (g ∪ γ′)] ∗ [F (g ∪ γ′′)] = [F (γ′ ∪ γ′′)] = [F (γε)] (aunque
la imagen por F de la homotop´ıa en X no es la homotop´ıa en G). Esto es una contradiccio´n,
porque F (γε) es trivial en G pero γε ∈ Γ.
El teorema anterior, junto con el Lema 2.10 dan, directamente, el siguiente resultado:
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Teorema 3.3. Consideremos un espacio me´trico geode´sico X, y Xn1 , X
n
2 ⊂ X subespacios ce-
rrados conexos por arcos, tales que Xn1 ∪ Xn2 = X, Xn1 ∩ Xn2 = ∪i∈Anηni , con #An ≥ 2, ηni
conjuntos cerrados y dXn
2
(ηni , η
n
j ) ≥ cn para todos i, j ∈ An, i 6= j. Asumamos tambie´n que para
cada n fijo, toda curva de X con longitud finita interseca, a lo sumo, un nu´mero finito de ηni ’s.
Si l´ım supn→∞ cn =∞, entonces X no es hiperbo´lico.
El siguiente hecho elemental es una consecuencia directa del teorema anterior:
Corolario 3.4. Consideremos un grafo G que es un espacio me´trico geode´sico, con una sucesio´n
de aristas {en}n tal que el grafo G \ en es conexo para todo n, y l´ımn→∞ L(en) =∞. Entonces
G no es hiperbo´lico.
Para probar la Proposicio´n 3.27 y los teoremas 3.30 y 3.32, vamos a necesitar un resultado
similar al Teorema 3.1, que permita descomponer el espacio X en ma´s de dos subespacios, y
sustituir la condicio´n “dX2(ηi, ηj) ≥ c para todos i, j ∈ A, i 6= j”, por “dX2(ηi, ηj) ≥ c para
algu´n i, j ∈ A”; sin embargo, a cambio de esta generalizacio´n, deberemos pagar con hipo´tesis
adicionales.
A continuacio´n, enunciaremos un hecho elemental.
Lema 3.5. Sea X un espacio me´trico geode´sico, γ una geode´sica en X y S un subconjunto
de X. Asumamos que existe una geode´sica η uniendo γ con S, tal que L(η) = d(γ, S), cuyos
extremos son x1 ∈ γ y x2 ∈ S. Elijamos dos puntos arbitrarios, x3 ∈ S, x4 ∈ γ, y denotemos
por A := d(x1, x4), B := d(x2, x3) y C := d(x3, x4). Entonces, A ≤ B + 2C.
Demostracio´n. Definimos D := L(η) = d(x1, x2) = d(γ, S). Observemos que la condicio´n D =
d(γ, S) implica que D ≤ C. Por la desigualdad triangular es evidente que A ≤ B + C + D ≤
B + 2C.
A continuacio´n vamos a enunciar el resultado ma´s importante de esta seccio´n. Resultara´ esen-
cial en la demostracio´n de la Proposicio´n 3.27 y de los teoremas 3.30 y 3.32.
Teorema 3.6. Sea X un espacio me´trico geode´sico, y X1, X2, X3 subconjuntos cerrados de X,
con X1, X2 conexos por arcos, X1∪X2∪X3 = X, X1∩X2 = ∪ri=1ηi (r ≥ 2), X2∩X3 = ∪ki=r+1ηi,
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y X1 ∩ X3 = ∅, donde ηi’s son conjuntos cerrados. Asumamos que existen dos constantes
positivas, c1, c2, tales que diamX1(ηi) ≤ c1 para todo 1 ≤ i ≤ r, diamX2(ηi) ≤ c1 para todo
1 ≤ i ≤ k, y dX2(ηi, ηj) ≥ c2 para algunos 1 ≤ i, j ≤ r. Si X es δ-thin, entonces c2 ≤
8(k − 1)(c1/2 + (2k + 2r − 6)δ + 2H(4δ, 2, c1/2)), donde H es la constante del Teorema 1.15.
Observacio´n 3.7.
1. Se permite que X3 = ∅.
2. La hipo´tesis X1∩X3 = ∅ no es restrictiva en absoluto, puesto que si algunas componentes
conexas de X3 intersecan X1, podemos considerar estas componentes como parte de X1.
3. Puesto que no exigimos que X3 sea conexo, la conclusio´n del Teorema 3.6 sigue siendo
cierta si consideramos X = X1 ∪X2 ∪ · · · ∪Xn, con X2 ∩
(
X3 ∪ · · · ∪Xn
)
= ∪ki=r+1ηi.
Demostracio´n. Sin pe´rdida de generalidad podemos asumir queX1 y X2 son espacios geode´sicos,
ya que si no fuera as´ı, siempre que necesita´ramos una geode´sica uniendo x, y ∈ Xi, podr´ıamos
tomar una curva γε unie´ndolos con L(γε) < dXi(x, y) + ε para cualquier ε > 0 (de forma similar
a como hacemos en la demostracio´n del Teorema 3.1). Puesto que en la demostracio´n so´lo
utilizamos un nu´mero finito de geode´sicas, la prueba sigue siendo correcta teniendo en cuenta
ε cuando sea necesario; despue´s, es suficiente con hacer ε → 0, puesto que la dependencia en
ε de las constantes involucradas es continua. Ana´logamente, se puede asumir que existe una
geode´sica de longitud mı´nima en X2 entre ηi y ηj , para i, j con dX2(ηi, ηj) ≥ c2.
Asumamos que existe un pol´ıgono (2, c1/2)-quasigeode´sico, de a lo sumo 2k + 2r − 4 lados,
que es δ0-thin siendo δ0 la mejor constante, y δ0 ≥ c28(k−1) − c12 . Puesto que el espacio X es δ-
thin, es 4δ-hiperbo´lico por el Teorema 1.8; se puede deducir fa´cilmente que un pol´ıgono (2, c1/2)-
quasigeode´sico de a lo sumo 2k+2r−4 lados, es δ1-thin, con δ1 = (2k+2r−6)δ+2H(4δ, 2, c1/2),
donde H es la constante del Teorema 1.15. Por tanto, δ1 ≥ δ0 ≥ c28(k−1) − c12 . Entonces,
c2 ≤ 8(k − 1)
(
c1/2 + (2k + 2r − 6)δ + 2H(4δ, 2, c1/2)
)
.
A continuacio´n vamos a construir el pol´ıgono quasigeode´sico del que hemos hablado: sin
pe´rdida de generalidad podemos asumir que η1, ηr son los conjuntos tales que dX2(η1, ηr) ≥
dX2(ηi, ηj), para todos 1 ≤ i, j ≤ r.
Denotemos por γ2 una geode´sica en X2 uniendo η1 con ηr, tal que L(γ2) = dX2(η1, ηr) ≥ c2;
asumamos que γ2 comienza en a ∈ η1 y termina en b ∈ ηr. Denotamos por γ1 una geode´sica en
X1 uniendo a y b. Por tanto, γ := γ1 ∪ γ2 es una curva cerrada en X.
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Nuestro objetivo es construir un pol´ıgono quasigeode´sico contenido en γ, siendo a y b dos de
sus ve´rtices. Elegiremos el resto de los ve´rtices en dos pasos consecutivos.
Primer paso. Llamemos σ1i a una geode´sica de longitud mı´nima en X1 entre ηi y γ1, con
2 ≤ i ≤ r − 1 (siempre existe tal geode´sica porque ηi es cerrado y γ1 es compacto, y X1 es un
espacio geode´sico), y σ2i a una geode´sica de longitud mı´nima en X2 entre ηi y γ2, con 2 ≤ i ≤ k
y i 6= r. Definimos xji := σji ∩ ηi e yji := σji ∩ γj para todo 2 ≤ i ≤ r − 1 si j = 1, y para todo
2 ≤ i ≤ k, i 6= r si j = 2.
Tomamos como ve´rtice el punto yji para todo 2 ≤ i ≤ r − 1 si j = 1, y para todo 2 ≤ i ≤
k, i 6= r si j = 2 (podemos definir yj1 := σj1 := a e yjr := σjr := b).
Segundo paso. Entre cada dos ve´rtices consecutivos de los definidos en el paso anterior,
an˜adimos como nuevo ve´rtice su punto medio en γ.
Ahora vamos a probar que este pol´ıgono, de a lo sumo 2k + 2r − 4 lados es (2, c1/2)-
quasigeode´sico: Sean α, β puntos del mismo lado L1 del pol´ıgono. Sin pe´rdida de generalidad
podemos asumir que L1 ⊂ X2, puesto que el otro caso es similar. Observemos que, por cons-
truccio´n del pol´ıgono, hay un lado adyacente, L2 ⊂ X2, tal que L(L2) = L(L1) =: l y L1 ∩ L2
es uno de los ve´rtices elegidos en el segundo paso. Sea g una geode´sica en X, uniendo α y β tal
que g(0) = α, g(T ) = β.
Es obvio que T := dX(α, β) ≤ dX2(α, β).
Probemos ahora la otra desigualdad. Supongamos que g interseca ηi1 , ηi2 , · · · , ηis , en este
orden. Entonces podemos definir t0 := ma´x{t ∈ [0, T ] : g(t) ∈ ηis}, ya que ηis es un conjunto
cerrado.
Sin pe´rdida de generalidad podemos asumir que dX2(β, L2) = mı´n{dX2(α,L2), dX2(β, L2)};
definimos β′ := g(t0) ∈ ηis . Evidentemente, dX2(α, β) ≤ dX2(β, y2is), puesto que no es posible
que y2is = L1 ∩ L2 (recordemos que L1 ∩ L2 es uno de los ve´rtices elegidos en el segundo paso).
Construimos el cuadrila´tero en X2 de ve´rtices β, y
2
is
, x2is y β
′, y lados g|[β,β′], γ2|[β,y2is ], σ
2
is
y
[β′, x2is ] (una geode´sica en X2). Aplicando el Lema 3.5, donde A := dX2(β, y
2
is
), B := dX2(β
′, x2is),
y C := dX2(β, β
′) = dX(β, β
′) ≤ dX(α, β), tenemos que:
dX2(α, β) ≤ dX2(β, y2is) = A ≤ B + 2C ≤ 2dX(α, β) + c1.
Por tanto,
1
2
dX2(α, β)−
c1
2
≤ dX(α, β) ≤ dX2(α, β),
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y as´ı hemos probado que nuestro pol´ıgono es (2, c1/2)-quasigeode´sico. Veamos ahora que es
δ0-thin, siendo δ0 la mejor constante, y δ0 ≥ c28(k−1) − c12 .
Puesto que, a lo sumo, 2k − 2 lados del pol´ıgono esta´n en X2, existen, como mı´nimo, dos
lados adyacentes en X2 cuya longitud es mayor o igual que c2/(2k − 2). Elijamos uno de ellos,
y llamemos a sus ve´rtices v1 y v2. Sea p el punto medio entre ellos en γ2, y S la unio´n de los
restantes lados del pol´ıgono. Nuestro propo´sito ahora es estimar dX(p, S).
Sea g una geode´sica en X tal que L(g) = dX(p, S). Hay dos posibilidades:
(1) Si g esta´ contenida en X2, entonces dX(p, S) = dX2(p, S) = dX2(p, {v1, v2}) ≥ c24(k−1) .
(2) Si g no esta´ contenida en X2, la primera vez que g sale de X2 lo hace atravesando algu´n
ηi, 1 ≤ i ≤ k, en un cierto punto q. Observemos que no es posible que i ∈ {1, r}, puesto
que γ2 es una geode´sica minimizante entre η1 y ηr. Definamos un cuadrila´tero de ve´rtices
p, q, x2i , y
2
i (donde x
2
i y y
2
i son los extremos de σ
2
i , definidos al comienzo de la prueba).
Los lados de este pol´ıgono son γ2|[p,y2i ], σ
2
i , g|[p,q] y [x2i , q] (una geode´sica en X2). Aplicando
el Lema 3.5, tomando A := dX2(p, y
2
i ), B := dX2(x
2
i , q) y C := dX2(p, q) = dX(p, q) ≤
dX(p, S), deducimos que
c2
4(k − 1) ≤ dX2(p, {v1, v2}) ≤ dX2(p, y
2
i ) = A ≤ B + 2C ≤ 2dX(p, S) + c1 .
Por tanto,
δ0 ≥ dX(p, S) ≥ c2
8(k − 1) −
c1
2
.
El Teorema 3.6 y el Lema 2.10 permiten deducir el siguiente resultado:
Teorema 3.8. Sea X un espacio me´trico geode´sico, y Xn1 , X
n
2 , X
n
3 subconjuntos cerrados de X,
con Xn1 , X
n
2 conexos por arcos, X
n
1 ∪Xn2 ∪Xn3 = X, Xn1 ∩Xn2 = ∪rni=1ηni (rn ≥ 2), Xn2 ∩Xn3 =
∪kni=rn+1ηni , y Xn1 ∩Xn3 = ∅, donde ηni ’s son conjuntos cerrados. Asumamos que existen constantes
positivas, c1, c
n
2 , tales que diamXn1 (η
n
i ) ≤ c1 para todo 1 ≤ i ≤ rn, diamXn2 (ηni ) ≤ c1 para todo
1 ≤ i ≤ kn, y dXn
2
(ηni , η
n
j ) ≥ cn2 para algunos 1 ≤ i, j ≤ rn. Si kn ≤ k y l´ım supn→∞ cn2 = ∞,
entonces X no es hiperbo´lico.
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3.3. Resultados en superficies de Riemann
En principio, la curvatura negativa podr´ıa hacernos pensar que todas las superficies de Rie-
mann son hiperbo´licas. De hecho, esto es lo que ocurre cuando no hay “obsta´culos topolo´gicos”
(como por ejemplo en el disco de Poincare´ D) o cuando hay una cantidad finita de ellos (ver
teoremas 3.14 y 3.19 ma´s adelante). Sin embargo, cuando hay una cantidad infinita, como ocu-
rre por ejemplo en el caso del “two-dimensional jungle gym” (un Z2-cubrimiento de un toro de
ge´nero dos), la hiperbolicidad puede fallar.
Los resultados de esta seccio´n son u´tiles tanto porque proporcionan ejemplos interesantes de
superficies de Riemann hiperbo´licas, como porque establecen criterios que permiten decidir si
una superficie de Riemann es o no hiperbo´lica.
Aunque el resultado que presentamos a continuacio´n es una herramienta crucial en la de-
mostracio´n del Teorema 3.41, tambie´n resulta interesante por s´ı mismo. Proporciona constantes
universales que no dependen de la superficie S ni del punto p ∈ S elegido, de forma similar a lo
que ocurre con el Lema del Collar.
Teorema 3.9. Consideremos una superficie de Riemann abierta no excepcional S y p ∈ S. Si
en BS(p, r) hay una curva cerrada libremente homo´topa a una puntura o a una geode´sica simple
cerrada γ y r ≤ 12 log 3, entonces BS(p, r) esta´ contenida en el collar de γ. Por tanto, BS(p, r)
es simple o doblemente conexa, y ∂BS(p, r) tiene, a lo sumo, dos componentes conexas.
Demostracio´n. Supongamos que la bola BS(p, r) contiene una curva simple cerrada libremen-
te homo´topa a una puntura γ, con r ≤ 12 log 3. y consideremos una aplicacio´n recubridora
π : U −→ S. Podemos asumir, sin pe´rdida de generalidad, que π({0 ≤ ℜz < 1, ℑz > 1/2}) es el
2-collar de γ, y que π(it) = π(1 + it) = p, para algu´n t > 0. Hay una curva geode´sica (excepto
en el punto p) γ1 libremente homo´topa a γ, comenzando y terminando en p, de longitud menor
que 2r. Elevamos γ1 a U, consiguiendo una curva γ2 que comienza en it y termina en 1+ it. Por
(1.6) (ver pa´gina 13), se tiene que
senh2r > senh2
LS(γ1)
2
= senh2
dU(it, 1 + it)
2
=
1
4t2
, t >
1
2 senh r
.
Puesto que r ≤ 12 log 3, tenemos que te−r > e−r/(2 senh r) = 1/(e2r − 1) ≥ 1/2. Entonces (ver
p.e. [21, p. 277]), se verifica que BU(it, r) = {(ℜz)2 + (ℑz − t cosh r)2 ≤ t2 senh2r} ⊂ {ℑz ≥
te−r} ⊂ {ℑz > 1/2}.
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Por tanto, BS(p, r) ⊂ CS(q, 2), y este hecho implica que BS(p, r) es doblemente conexa y
∂BS(p, r) es la unio´n de dos curvas simples cerradas.
Supongamos ahora que la bolaBS(p, r) contiene una curva simple cerrada libremente homo´to-
pa a una geode´sica simple cerrada γ, de longitud LS(γ) = 2l. Consideremos una aplicacio´n recu-
bridora universal π : U −→ S con π({ℜz = 0}) = γ. Entonces π({ρ eiφ : 1 ≤ ρ < e2l, |φ−π/2| <
arcsec(cosh d)}) es el collar de γ de anchura d ≤ d0, si cosh d0 = coth l (por el Lema del
Collar). Sin pe´rdida de generalidad, podemos asumir que π(ie−iθ) = π(ie2l−iθ) = p, para algu´n
0 < θ < π/2. Hay una curva geode´sica (excepto en el punto p) γ3, libremente homo´topa a γ,
comenzando y terminando en p, con 2l ≤ LS(γ3) < 2r. Elevamos ahora γ3 a U consiguiendo una
curva γ4 que comienza en ie
−iθ y termina en ie2l−iθ. Por (1.6) (ver pa´gina 13), se tiene que
senh2r > senh2
LS(γ3)
2
= senh2
dU(ie
−iθ, ie2l−iθ)
2
, senh r >
e2l − 1
2 el cos θ
= senh l sec θ .
Si definimos s := dS(p, γ) = dU(i, ie
−iθ), entonces cosh s = sec θ y senh r > senh l cosh s.
Vamos a probar ahora que s + r < d0; si esto es cierto, BS(p, r) esta´ contenida en el collar
de γ de anchura d0, y tal hecho implica que BS(p, r) es doblemente conexa y ∂BS(p, r) es la
unio´n de dos curvas simples cerradas; con esto concluiremos la prueba del teorema. Observemos
que la funcio´n f(l) := (2 + cosh l)/(2 − cosh l) es creciente en l ∈ [0, 12 log 3], ya que cosh l ≤
cosh(12 log 3) = 1/
√
3 < 2; entonces f(l) ≥ f(0) = 3 ≥ e2r para l < r ≤ 12 log 3. Por tanto, puesto
que l < r ≤ 12 log 3, se verifica que
e2r ≤ 2 + cosh l
2− cosh l =
(2 + cosh l)(1 + cosh l)
(2− cosh l)(1 + cosh l) =
2 + 3 cosh l + cosh2l
2 + cosh l − cosh2l ,
y entonces e2r(senh2l − cosh l − 1) + 2 + 3 cosh l + cosh2l ≥ 0. Por consiguiente,
e2r senh2r − e2r senh2l ≤ cosh2l + 2 cosh l − (e2r − 1) cosh l + 1 + e2r senh2r − (e2r − 1)
e2r senh2r − e2r senh2l ≤ cosh2l + 2(1− er senh r) cosh l + 1 + e2r senh2r − 2 er senh r
e2r(senh2r − senh2l) ≤ (cosh l + 1− er senh r)2
er
√
senh2r − senh2l ≤ cosh l + 1− er senh r ,
ya que cosh l+1 > er senh r (de hecho, r ≤ 12 log 3 permite deducir que e2r−1 ≤ 2 < 2 cosh l+2).
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Entonces
er ≤ cosh l + 1
senh r +
√
senh2r − senh2l ,
r ≤ log cosh l + 1
senh r +
√
senh2r − senh2l = log
cosh l
senh l +
√
cosh2l
senh2l
− 1
senh r
senh l +
√
senh2r
senh2l
− 1
= arccosh
cosh l
senh l
− arccosh senh r
senh l
= d0 − arccosh senh r
senh l
.
Por tanto, ya que senh r > senh l cosh s, se tiene que
s+ r ≤ d0 + s− arccosh senh r
senh l
< d0 .
Entonces, BS(p, r) esta´ contenida en el collar de γ.
Definicio´n 3.10. Sea c una constante positiva. Decimos que una superficie de Riemann no
excepcional S (con o sin frontera) tiene ge´nero c-amplio si toda curva simple cerrada homoto´pi-
camente no trivial γ ⊂ S tal que S \ γ es conexa, verifica LS(γ) ≥ c.
Decimos que S tiene ge´nero estrecho si no existe c > 0 tal que S tiene ge´nero c-amplio.
Observemos que si S es abierta, tiene ge´nero c-amplio si y so´lo si toda geode´sica simple
cerrada γ ⊂ S tal que S \ γ es conexa, verifica LS(γ) ≥ c.
Obviamente, todo dominio plano tiene ge´nero c-amplio para todo c, y toda superficie de
Riemann con ge´nero finito tiene ge´nero c-amplio para algu´n c.
Veamos a continuacio´n unos cuantos criterios generales que permiten descartar la hiperboli-
cidad de muchas superficies.
Teorema 3.11. Toda superficie de Riemann no excepcional (con o sin frontera) con ge´nero
estrecho no es hiperbo´lica.
Demostracio´n. Consideremos una superficie de Riemann abierta no excepcional S con ge´nero
estrecho. Elegimos una sucesio´n de geode´sicas simples cerradas {γn}n en S con S \ γn conexa y
l´ımn→∞ LS(γn) = 0.
El Lema del Collar (ver [31]) dice que para cada γn existe un collar de anchura d, para todo
0 < d ≤ dn, donde cosh dn = coth(LS(γn)/2).
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Definimos las superficies de Riemann con borde Sn2 como el collar de γn de anchura dn/2, y
Sn1 := S \ Sn2 , que es conexa, puesto que S \ γn es conexa. Se tiene que ∂Sn1 = ∂Sn2 = Sn1 ∩Sn2 =
ηn1 ∪ ηn2 , con
LS(η
n
i ) = LS(γn) cosh(dn/2) = LS(γn)
√
cosh dn + 1
2
= LS(γn)
√
coth(LS(γn)/2) + 1
2
.
Puesto que Sn2 es el collar de γn de anchura dn/2, se verifica que dS(η
n
1 , η
n
2 ) = dSn2 (η
n
1 , η
n
2 ) = dn.
Por el Teorema 3.1, si S es δ-thin, entonces δ ≥ dn/2− LS(ηni )/2. Puesto que l´ımn→∞ dn = ∞
y l´ımn→∞ LS(η
n
i ) = 0, no es posible que S sea hiperbo´lica.
Si S tiene frontera, esta´ contenida en una superficie de Riemann abierta no excepcional
R. Elegimos curvas simples cerradas {gn}n en S con S \ gn conexa y l´ımn→∞ LS(gn) = 0.
Consideremos la geode´sica simple cerrada γn en R libremente homo´topa a gn; se verifica que
R \ γn es conexa y l´ımn→∞ LR(γn) = 0. Cada geode´sica γn tiene en R un collar de anchura d,
para todo 0 < d ≤ dn, con cosh dn = coth(LS(γn)/2).
Definimos las superficies de Riemann con borde Rn2 como el collar de γn en R de anchura
dn/2, S
n
2 como una componente conexa de S ∩Rn2 tal que S \ Sn2 es conexa, y Sn1 := S \ Sn2 . Se
tiene que ∂Sn1 = ∂S
n
2 = S
n
1 ∩ Sn2 = ηn1 ∪ ηn2 , con LS(ηni ) ≤ LR(γn)
√
(coth(LR(γn)/2) + 1)/2, y
dSn
2
(ηn1 , η
n
2 ) ≥ dn. Ya que l´ımn→∞ dSn2 (ηn1 , ηn2 ) =∞ y l´ımn→∞ LS(ηni ) = 0, tenemos que S no es
hiperbo´lica, por el Teorema 3.1 y el Lema 2.10.
Teorema 3.12. Sea S una superficie de Riemann abierta no excepcional, E un conjunto cerrado
en S de forma que S \ E es conexo por arcos, y Xn1 , Xn2 ⊂ S superficies con borde tales que
Xni \ E es conexo por arcos, Xn1 ∩Xn2 = ∂Xn1 ∩ ∂Xn2 = ∪i∈Anηni , #An ≥ 2, y dXn2 (ηni , ηnj ) ≥ cn
para todos i, j ∈ An, i 6= j. Si l´ım supn→∞ cn =∞, entonces S y S \ E no son hiperbo´licas.
Demostracio´n. Como consecuencia del Teorema 3.3, es obvio que S no es hiperbo´lica. (Recor-
demos que, para cada n fijo, toda bola interseca, a lo sumo, una cantidad finita de ηni ’s, por
definicio´n de superficie de Riemann no excepcional con borde, y entonces cada ηni es un conjunto
cerrado). Para aplicar el Teorema 3.3 a X˜ = S \ E, definamos X˜ni = Xni \ E y η˜ni = ηni \ E
(que es un conjunto cerrado en S \ E). Es bien conocido (ver, por ejemplo, Lema 3.21 ma´s
adelante) que si γ es una curva en S \ E, entonces LS\E(γ) ≥ LS(γ); puesto que toda curva
en X˜ni esta´ contenida en X
n
i , se tiene que dX˜n
2
(η˜ni , η˜
n
j ) ≥ dXn2 (η˜ni , η˜nj ) ≥ dXn2 (ηni , ηnj ) ≥ cn para
todos i, j ∈ An, i 6= j. Entonces, el Teorema 3.3 implica que S \ E no es hiperbo´lica.
3.3 Resultados en superficies de Riemann 67
Teorema 3.13. Consideremos una superficie de Riemann abierta no excepcional S con ge´nero
estrecho, y un conjunto cerrado E en S, siendo S \ E conexo por arcos y Π1(S) ≤ Π1(S \ E).
Entonces S y S \ E no son hiperbo´licas.
Demostracio´n. Puesto que S tiene ge´nero estrecho, podemos elegir una sucesio´n de geode´sicas
simples cerradas {γn}n en S con S \ γn conexo y l´ımn→∞ LS(γn) = 0.
El Lema del Collar [31] dice que γn tiene un collar de anchura d, para todo 0 < d ≤ dn,
donde cosh dn = coth(LS(γn)/2). Definimos X
n
2 como el collar de γn de anchura dn/2, X
n
1 como
la clausura en S de S \Xn2 , An = {1, 2} y ηn1 , ηn2 , las componentes conexas de Xn1 ∩Xn2 .
Entonces dXn
2
(ηn1 , η
n
2 ) = dn −→ ∞, y, por tanto, S no es hiperbo´lica por el Teorema 3.3
(recordemos que An so´lo tiene dos elementos).
Para estudiar X˜ = S \E, consideremos, para cada n, una curva simple cerrada gn en S que
sea trasversal a γn. Ya que Π1(S) ≤ Π1(S \ E), podemos asumir que gn ⊂ S \ E, e incluso que
gn es una geode´sica simple cerrada en S \E. Denotamos por hn un segmento de gn uniendo ηn1
y ηn2 en X
n
2 . Definimos ahora X˜
n
2 como la componente conexa de X
n
2 \E que contiene a hn, X˜n1
como la clausura en X˜ de X˜ \ X˜n2 , A˜n = {1, 2} y η˜n1 , η˜n2 , las componentes conexas de X˜n1 ∩ X˜n2 .
Puesto que dX˜n
2
(η˜n1 , η˜
n
2 ) ≥ dXn2 (η˜n1 , η˜n2 ) ≥ dXn2 (ηn1 , ηn2 ) = dn, el Teorema 3.3 permite concluir que
S \ E no es hiperbo´lica.
Decimos que una superficie de Riemann es doblemente conexa si su grupo fundamental es
isomorfo a Z.
Ma´s adelante vamos a necesitar el siguiente resultado:
Teorema 3.14. ([36], Teorema 3.4) Para cada l ≥ 0 y cada entero no negativo a, existe una
constante δ = δ(a, l), que so´lo depende de a y l, tal que toda superficie de SG(a, l) es δ-hiperbo´lica.
Proposicio´n 3.15. Sea S una superficie de Riemann con borde, simple o doblemente conexa,
tal que LS(∂S) ≤ a. Entonces S es δ-hiperbo´lica, donde δ es una constante que so´lo depende de
a.
Observacio´n 3.16. Como siempre, consideraremos una puntura como una geode´sica de longitud
cero.
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Demostracio´n. Es bien conocido que S es isome´trica a una superficie de Riemann con borde
S1 contenida en R, donde R es el disco unidad D, el disco menos un punto D
∗ o algu´n anillo
Nε := {z ∈ C : ε < |z| < 1}, para 0 < ε < 1; entonces R es la unio´n de S1 y, a lo sumo, otras
dos superficies con borde. Sin pe´rdida de generalidad, podemos asumir que S1 = S. Observemos
que el dia´metro en R de cada componente conexa de ∂S es menor o igual que a.
Si R = D o R = D∗, el Teorema 2.3 (con An = ∅) asegura que S es k4-hiperbo´lica, ya que
D y D∗ son hiperbo´licos (ver [34], Teorema 3.3), donde k4 es una constante que so´lo depende de
a (esto es lo que pasa si S es simplemente conexa).
Si R = Nε y γ es la geode´sica simple cerrada de Nε, tenemos que LNε(γ) ≤ LS(∂S) ≤
a. Aplicando la Proposicio´n 3.1 de [34] se deduce que Nε es k5-hiperbo´lico, donde k5 es una
constante que so´lo depende de a. Por el Teorema 2.3 (con An = ∅), S es k
′
4-hiperbo´lica, puesto
que Nε es k5-hiperbo´lico, donde k
′
4 es una constante que so´lo depende de k5 y a.
Para terminar la demostracio´n, basta con tomar δ := ma´x{k4, k′4}.
En la demostracio´n de la siguiente Proposicio´n se utiliza el teorema que enunciamos a con-
tinuacio´n:
Teorema 3.17. ([35], Teorema 3.6) Consideremos una superficie de Riemann no excepcional
S (con o sin frontera) sin ge´nero. Si existe una descomposicio´n de S en una unio´n de foniles
{Fm}m∈M e Y -piezas generalizadas {Yn}n∈N , con LS(γ) ≤ a para al menos dos geode´sicas
simples cerradas γ ⊂ ∂Yn para todo n ∈ N , entonces S es δ-hiperbo´lica, donde δ es una constante
que so´lo depende de a.
Decimos que una superficie de Riemann es triplemente conexa si tiene caracter´ıstica 1 y
ge´nero 0, o equivalentemente, si su grupo fundamental esta´ generado por dos curvas simples
cerradas disjuntas.
Proposicio´n 3.18. Sea S una superficie de Riemann con borde no excepcional triplemente
conexa, tal que ∂S es la unio´n de dos curvas simples cerradas verificando LS(∂S) ≤ a. Entonces
S es δ-hiperbo´lica, donde δ es una constante que so´lo depende de a.
Demostracio´n. Es conocido que S es isome´trica a una superficie con borde S1 contenida en una
superficie de Riemann abierta no excepcional R, donde R es o bien el disco unidad, el disco
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menos un punto, un anillo o la unio´n de una Y -pieza generalizada Y0 y a lo sumo 3 foniles. Sin
pe´rdida de generalidad podemos asumir que S1 = S.
Si R es el disco unidad, el disco menos un punto o un anillo, procedemos como en la demos-
tracio´n de la Proposicio´n 3.15. En otro caso, R es la unio´n de S y dos superficies con borde.
Observemos que el dia´metro en R de cada componente conexa de ∂S es menor o igual que a. Si
g1 y g2 son las curvas simples cerradas de ∂S, denotamos por γi la geode´sica simple cerrada de
R libremente homo´topa a gi (i = 1, 2). Como LR(γi) ≤ LS(gi) ≤ a, el Teorema 3.17 garantiza
que R es k-hiperbo´lica, donde k es una constante que so´lo depende de a. Por el Teorema 2.3
(con An = ∅), S es δ-hiperbo´lica, donde δ es una constante que so´lo depende de a.
El siguiente teorema permite acotar uniformemente las constantes de hiperbolicidad de las
superficies de Riemann de S(a, l). Adema´s, pone de manifiesto la estabilidad de la hiperbolicidad
de las superficies de Riemann. Jugara´ un papel destacado en las demostraciones de los teoremas
3.30 y 3.32.
Teorema 3.19. Para cada l ≥ 0 y cada entero no negativo a, existe una constante δ = δ(a, l),
que so´lo depende de a y l, tal que toda superficie de S(a, l) es δ-hiperbo´lica.
Demostracio´n. La principal idea de la demostracio´n consiste en considerar una superficie de
S(a, l) como un subconjunto de una superficie de SG(a, l), y entonces comprobar que se puede
aplicar el Teorema 2.3. Consideremos S ∈ S(a, l) y R0 una superficie de Riemann abierta no
excepcional con S ⊆ R0.
Si no existe ninguna geode´sica simple cerrada en R0 libremente homo´topa a alguna curva
cerrada de ∂S, entonces el grupo fundamental de R0 es isomorfo a algu´n subgrupo del grupo
fundamental de S (toda curva cerrada de ∂S es bien trivial en R0, bien homo´topa a una puntura
en R0). En este caso definimos R := R0.
Si no es as´ı, denotamos por γ1, . . . , γk, las geode´sicas simples cerradas de R0 que son li-
bremente homo´topas a alguna curva cerrada en ∂S. Si cortamos R0 a lo largo de γ1, . . . , γk,
obtenemos superficies con borde R10, . . . , R
m
0 . El grupo fundamental Π1(S ∩Rj0) tiene a lo sumo
un generador, excepto quiza´s para un j. Entonces podemos asumir que el grupo fundamental
Π1(S ∩ Rj0) tiene a lo sumo un generador para j = 2, . . . ,m, y que Π1(S ∩ R10) no es trivial.
Entonces γ1, . . . , γk son las geode´sicas simples cerradas en ∂R
1
0; consideremos foniles F
1, . . . , F k,
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con L(∂F j) = L(γj) para j = 1, . . . , k. Si pegamos F
1, . . . , F k a R10, obtenemos una superficie
de Riemann abierta no excepcional R.
En cualquier caso, podemos ver S como un subconjunto de R; el grupo fundamental de R es
isomorfo a algu´n subgrupo del grupo fundamental de S (algunas curvas cerradas de ∂S pueden
ser triviales en R); por tanto R ∈ SG(a, l), y la clausura de R \ S es la unio´n de superficies con
borde, simple o doblemente conexas R1, . . . , Rs, con s ≤ a + 2 (algu´n Ri puede ser un entorno
de una puntura). Tenemos que δ(R) ≤ δ1(a, l) por el Teorema 3.14 y, por tanto, el Teorema 2.3
permite deducir que δ(S) ≤ δ(a, l), ya que L(∂S) ≤ (a+ 2)l implica que {S,R1, . . . , Rs} es una
(l, 0, (a+ 2)l)-descomposicio´n en a´rbol de R (tomando An = ∅).
Los argumentos contenidos en la demostracio´n del teorema anterior, junto con los teoremas
3.14 y 3.18 permiten deducir el siguiente resultado:
Lema 3.20. Sea S una superficie de Riemann no excepcional triplemente conexa (con o sin
frontera). Asumamos que hay dos outer loops generalizados en S con longitud menor o igual que
l. Entonces S es δ-hiperbo´lica, donde δ es una constante que so´lo depende de l.
Lema 3.21. ([3, Lema 3.1]) Consideremos una superficie de Riemann S abierta no excepcional,
un subconjunto cerrado no vac´ıo C de S, y un nu´mero positivo ε. Si S∗ := S \ C, entonces 1 <
LS∗(γ)/LS(γ) < coth(ε/2), para toda curva γ ⊂ S de longitud finita en S tal que dS(γ, C) ≥ ε.
Definicio´n 3.22. Dado un dominio doblemente conexo D en una superficie de Riemann no
excepcional, existe 0 ≤ µ < 1 tal que {z : µ < |z| < 1} es conformemente equivalente a D.
Definimos el mo´dulo de D como modD := 12pi log
1
µ .
Observacio´n 3.23. El mo´dulo de un dominio doblemente conexo D puede definirse en te´rminos
de la longitud extremal (ver [2, p. 224]). Es bien conocido que la geode´sica simple cerrada de D
(con respecto a la me´trica de Poincare´ en D) tiene longitud π/modD.
Definicio´n 3.24. Un N -entorno normal de un subconjunto F de una superficie de Riemann S
es una superficie de Riemann con borde V tal que F ⊂ V ⊂ S, verificando una de las siguientes
condiciones:
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(i) V es compacto y ∂V es la unio´n de n curvas cerradas (1 ≤ n ≤ N), que generan el grupo
fundamental de V,
(ii) V es homeomorfo a un fonil (entonces V es isome´trico a un subconjunto no compacto
de un anillo o al disco menos un punto D∗; recordemos que el collar de una puntura es
homeomorfo a un fonil).
Un conjunto E = ∪nEn en una superficie de Riemann abierta no excepcional S, siendo
{En}n conjuntos compactos, se dice que es (r, s,N)-uniformemente separado en S si existen
entornos N -normales {Vn}n de En tales que Vn \ En es conexo, dS(∂Vn, En) ≥ r, LS(∂Vn) ≤ s
para todo n, y dS(Vn, Vm) ≥ r para todo n 6= m.
E = ∪nEn se dice que es (r, s, t,N)-uniformemente separado en S si es (r, s,N)-uniformemente
separado en S, En es simplemente conexo para todo n, y verifica la siguiente propiedad: si Vn es
isome´trico a un subconjunto no compacto de un anillo o si ∂Vn contiene al menos 3 curvas cerra-
das, entonces existe un dominio simplemente conexo Dn en S, con En ⊂ Dn y mod(Dn\En) ≥ t.
Observacio´n 3.25.
1. Si E es (r, s, t,N)-uniformemente separado, cada En es simplemente conexo y, por tanto, o
bien da lugar a una puntura (si En es un punto aislado) o a un fonil (en caso contrario) en
S∗. Aunque e´stos son casos especialmente importantes para nosotros, observemos que tam-
bie´n tratamos el caso de conjuntos compactos generales En si E es (r, s,N)-uniformemente
separado.
2. Observemos que un N -entorno normal tiene ge´nero 0, y, por tanto, Vn ∈ S(ma´x{N −
2, 1}, s) ⊆ S(N, s) si E es (0, s,N)-uniformemente separado en S.
3. En ningu´n momento se exige que Dn ⊂ Vn.
4. Si En es un punto aislado, mod(Dn \ En) =∞ > t, para cualquier eleccio´n de Dn y t. Si
Vn es compacto y ∂Vn es la unio´n de una o dos curvas cerradas, o si Vn es isome´trico a
un subconjunto no compacto del disco menos un punto D∗, entonces no se le pide ninguna
condicio´n al mo´dulo de En.
Los conjuntos uniformemente separados juegan un papel central en el estudio de las des-
igualdades isoperime´tricas hiperbo´licas en superficies de Riemann abiertas (ver [3, Teorema 1],
y [14, Teoremas 3 y 4]), y tambie´n en otros temas de Ana´lisis Complejo, tales como la medi-
da armo´nica (ver [26]). Hay interesantes relaciones entre la desigualdad isoperime´trica y otros
invariantes conformes de una superficie de Riemann (ver p.e. [3], [11, p. 95], [14], [39, p. 333]).
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Necesitamos la siguiente definicio´n para enunciar uno de nuestros resultados principales:
Definicio´n 3.26. Sea S una superficie de Riemann abierta no excepcional y E = ∪nEn un
conjunto (r, s,N)-uniformemente separado en S. Para cada eleccio´n de {Vn}n definimos
DS = DS({Vn}n) := sup
n,i,j
{
dS |Vn(ηni , ηnj ) : ηni , ηnj son diferentes componentes conexas de ∂Vn
y ηni , η
n
j esta´n en la misma componente conexa de S \ intVn
}
,
DS∗ = DS∗({Vn}n) := sup
n,i,j
{
dS∗ |Vn\En(ηni , ηnj ) : ηni , ηnj son diferentes componentes conexas de ∂Vn
y ηni , η
n
j esta´n en la misma componente conexa de S \ intVn
}
.
Proposicio´n 3.27. Sea S una superficie de Riemann abierta no excepcional y E = ∪nEn un
conjunto (r, s,N)-uniformemente separado en S. Asumamos tambie´n que podemos elegir los
conjuntos {Vn}n de forma que DS({Vn}n) = ∞ (respectivamente DS∗({Vn}n) = ∞). Entonces
S (respectivamente S∗) no es hiperbo´lica.
Observacio´n 3.28. La conclusio´n “S no es hiperbo´lica” tambie´n es cierta si E = ∪nEn es un
conjunto (0, s,N)-uniformemente separado en S; de hecho, en esta parte de la demostracio´n no
utilizamos el conjunto E en absoluto.
Demostracio´n. Asumamos que DS = ∞. Para cada Vn consideramos las componentes conexas
{ηni }i de ∂Vn. Por hipo´tesis, existen nk, ik, jk, tales que l´ımk→∞ dVnk (η
nk
ik
, ηnkjk ) =∞, con η
nk
ik
, ηnkjk
en la misma componente conexa de S \ intVnk .
Definamos Xk2 := Vnk , X
k
1 como la componente conexa de S \ intVnk que contiene a ηnkik ∪η
nk
jk
y Xk3 como la unio´n de las otras componentes de S \ intVnk (si las hay).
Puesto que hay, a lo sumo, N te´rminos en la unio´n en i en {ηni }i y
∑
i LS(η
n
i ) = LS(∂Vn) ≤ s,
el Teorema 3.8 garantiza que S no es hiperbo´lica.
Si DS∗ =∞, obtenemos un resultado similar para S∗, puesto que dS(∂Vn, En) ≥ r y el Lema
3.21 implican la desigualdad LS∗(∂Vn) ≤ s coth(r/2).
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Puesto que DS({Vn}n) ≤ DS∗({Vn}n), podemos deducir el siguiente resultado:
Corolario 3.29. Sea S una superficie de Riemann abierta no excepcional y E = ∪nEn un
conjunto (r, s,N)-uniformemente separado en S. Asumamos tambie´n que podemos elegir los
conjuntos {Vn}n de forma que DS({Vn}n) =∞. Entonces S y S∗ no son hiperbo´licas.
A continuacio´n vamos a enunciar el resultado ma´s importante del cap´ıtulo. Permite, en
muchos casos, estudiar la hiperbolicidad de una superficie de Riemann en te´rminos de la hi-
perbolicidad local de sus finales, lo que constituye una notable simplificacio´n. Adema´s hemos
determinado cua´les son los para´metros relevantes en las constantes de hiperbolicidad.
Teorema 3.30. Sea S una superficie de Riemann abierta no excepcional y E = ∪nEn un
conjunto (r, s,N)-uniformemente separado en S. Entonces, S∗ := S \ E es δ∗-hiperbo´lica si y
so´lo si S es δ-hiperbo´lica, DS∗({Vn}n) es finito y Vn \ En es k-hiperbo´lico para todo n (con
dS∗ |Vn\En).
Adema´s, si DS∗({Vn}n) es finito y Vn\En es k-hiperbo´lico para todo n, entonces δ∗ (respectivamente
δ) es una constante universal que so´lo depende de r, s,N, k,DS∗({Vn}n) y δ (respectivamente
r, s,N,DS∗({Vn}n) y δ∗).
Observacio´n 3.31. Recordemos que dS∗ 6= dS |S∗, puesto que (S∗, dS∗) es una variedad Rie-
manniana geode´sicamente completa (los puntos de E esta´n a dS∗-distancia infinita de los puntos
de S∗; de hecho, S∗ es una superficie de Riemann abierta no excepcional).
Demostracio´n. Si DS∗({Vn}n) = ∞, aplicando la Proposicio´n 3.27 deducimos que S∗ no es
hiperbo´lica. Veamos ahora que si DS∗({Vn}n) <∞, S∗ es hiperbo´lica si y so´lo si S es hiperbo´lica
y Vn \ En es k-hiperbo´lico para todo n, con lo que tendremos probado lo que queremos.
La idea principal de la demostracio´n consiste en construir dos descomposiciones en a´rbol
{Xn}n∈Λ de S y {X∗n}n∈Λ de S∗ que, gracias al Teorema 2.3, permitira´n relacionar la hiperbo-
licidad de S con la de S∗.
Para conseguir las descomposiciones en a´rbol, necesitamos construir conjuntos abiertos Un
con mejores propiedades que los Vn. Por una parte, si toda componente conexa η de ∂Vn desco-
necta S (en particular, si ∂Vn es conexa), definimos Un := intVn. Por otra parte, si ∂Vn tiene
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una componente conexa η, con S \ η conexa (y entonces hay otra componente conexa con la
misma propiedad), obtenemos un conjunto abierto Un, modificando Vn de la forma siguiente:
Vamos a considerar cada par de componentes conexas distintas ηni , η
n
j de ∂Vn con η
n
i , η
n
j per-
tenecientes a la misma componente conexa de S \ intVn; si dS |Vn(ηni , ηnj ) < r/2, denotemos
por snij una geode´sica en Vn (con dS |Vn) uniendo ηni y ηnj con LS(snij) = dS |Vn(ηni , ηnj ) < r/2;
entonces dS |Vn(snij , En) ≥ r/2, y dS(snij , E) ≥ r/2 (ya que dS(∂Vn, En) ≥ r y dS(Vn, Vm) ≥ r), y
por tanto, el Lema 3.21 permite afirmar que LS∗(s
n
ij) ≤ coth(r/4)LS(snij) ≤ (r/2) coth(r/4); si
dS |Vn(ηni , ηnj ) ≥ r/2, denotemos por snij una geode´sica en Vn\En (con dS∗ |Vn\En) uniendo ηni y ηnj
con LS∗(s
n
ij) = dS∗ |Vn\En(ηni , ηnj ) ≤ DS∗({Vn}n). Definamos D′S∗ := ma´x{(r/2) coth(r/4), DS∗};
entonces LS∗(s
n
ij) ≤ D′S∗ .
Es obvio que Un := intVn \ ∪i6=jsnij es un conjunto abierto; si ηni1 , . . . , ηniq , esta´n en la misma
componente conexa de S \ intVn, entonces pertenecen tambie´n a la misma componente conexa
ηni1,...,iq de ∂Un (observemos que S \ ηni1,...,iq no es conexo); si ηni es una componente conexa
de ∂Vn y es tambie´n una componente conexa de ∂Un, entonces desconecta S; por tanto, toda
componente conexa de ∂Un desconecta S.
Es evidente que En ⊂ Un (puesto que snij es una geode´sica en Vn con LS(snij) < r/2 o una
geode´sica en Vn \ En). Tambie´n se verifica que Un= Vn y dS(Un, Um) = dS(Vn, Vm) ≥ r.
Denotemos por K el conjunto de ı´ndices de n (K es finito o numerable). Para cada n ∈ K,
definamos Xn := Un= Vn y X
∗
n := Un\ En = Vn \ En.
Consideremos las componentes conexas {Xn}n∈J de S \ ∪n∈KUn. Si definimos X∗n := Xn
para n ∈ J , y Λ := K ∪ J , entonces S = ∪n∈ΛXn y S∗ = ∪n∈ΛX∗n.
Afirmacio´n.Afirmamos ahora que {Xn}n∈Λ y {X∗n}n∈Λ son (k1, k1/r,Nk1)-descomposiciones
en a´rbol de S y S∗, respectivamente, donde k1 := s coth(r/2) +D
′
S∗ .
Continuemos con la prueba, asumiendo por el momento que la afirmacio´n anterior es cierta.
Para todo n ∈ K, se tiene que Xn = Un = Vn pertenece a S(N, s) (ver el punto 2 de la
observacio´n 3.25); consecuentemente, el Teorema 3.19 permite deducir que Xn es k5-hiperbo´lico,
con una constante k5 que so´lo depende de N y s.
Si n ∈ J , recordemos que Xn = X∗n es una unio´n de superficies de Riemann con borde y
geode´sicas. Si smij es una de tales curvas, consideramos dos casos:
(i) Si dS |Vm(ηmi , ηmj ) < r/2, entonces, por el Lema 3.21, 1 < LS∗(smij )/LS(smij ) < coth(r/4).
(ii) Si dS |Vm(ηmi , ηmj ) ≥ r/2, entonces DS∗ ≥ LS∗(smij ) y LS(smij ) ≥ r/2, y concluimos 1 <
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LS∗(s
m
ij )/LS(s
m
ij ) ≤ 2DS∗/r.
Puesto que ma´x{coth(r/4), 2DS∗/r} = (2/r)ma´x{(r/2) coth(r/4), DS∗} = 2D′S∗/r, enton-
ces, en cualquier caso, 1 < LS∗(s
m
ij )/LS(s
m
ij ) ≤ 2D′S∗/r. Por tanto, podemos definir una apli-
cacio´n in : Xn −→ X∗n, que es la identidad en cada superficie de Riemann con borde y una
dilatacio´n en las geode´sicas que unen las superficies con borde. En las superficies con borde, la
identidad es una (coth(r/2), 0)-quasi-isometr´ıa por el Lema 3.21. Ya que coth(r/2) ≤ 2D′S∗/r,
entonces tanto esta aplicacio´n in como su inversa i
−1
n son (2D
′
S∗/r, 0)-quasi-isometr´ıas.
Por tanto, aplicando el Teorema 1.13 deducimos que si X∗n es k
∗
4-hiperbo´lico para todo n ∈ J ,
entonces Xn es k4-hiperbo´lico para todo n ∈ J , donde k4 so´lo depende de r,DS∗ y k∗4, y que si
Xn es k4-hiperbo´lico para todo n ∈ J , entonces X∗n es k∗4-hiperbo´lico para todo n ∈ J , donde k∗4
so´lo depende de r,DS∗ y k4.
Asumamos que S∗ es δ∗-hiperbo´lica. Por tanto, el Teorema 2.3 garantiza que X∗n es k
∗
4-
hiperbo´lico para todo n ∈ Λ (donde k∗4 so´lo depende de r, s,N,DS∗ y δ∗); por tanto, Vn \En es
k∗4-hiperbo´lico para todo n ∈ K y Xn es k4-hiperbo´lico para todo n ∈ J (donde k4 so´lo depende
de r, s,N,DS∗ y δ
∗). Puesto que Xn es k5-hiperbo´lico para todo n ∈ K, si aplicamos el Teorema
2.3 de nuevo, obtenemos que S es δ-hiperbo´lica donde δ so´lo depende de r, s,N,DS∗ y δ
∗.
Asumamos ahora que S es δ-hiperbo´lica y que X∗n es k-hiperbo´lico para todo n ∈ K. Por
tanto, aplicando el Teorema 2.3 deducimos que Xn es k4-hiperbo´lico para todo n ∈ J (donde
k4 so´lo depende de r, s,N,DS∗ y δ), y, por tanto, X
∗
n es k
∗
4-hiperbo´lico para todo n ∈ J (donde
k∗4 so´lo depende de r, s,N,DS∗ y δ). Si aplicamos otra vez el Teorema 2.3, deducimos que S
∗ es
δ∗-hiperbo´lica, donde δ∗ so´lo depende de r, s, k,N,DS∗ y δ.
Probemos ahora la afirmacio´n que hab´ıamos dada por cierta:
Si n ∈ K, cada Xn (con dS |Xn) y cada X∗n (con dS∗ |X∗n) son superficies de Riemann no
excepcionales con borde, y, por tanto, espacios me´tricos geode´sicos.
Observemos que para cada n ∈ J , Xn es una superficie con borde o una unio´n de superficies
con borde ∪mMm, con Mm1 y Mm2 unidas por geode´sicas en S y/o en S∗. Tales geode´sicas
esta´n contenidas en ∪kVk, y hay, a lo sumo, un nu´mero finito de ellas en cada Vk. La condicio´n
dS(Vn1 , Vn2) ≥ r para todo n1 6= n2 garantiza que toda bola de S (o de S∗) interseca, a lo sumo,
un nu´mero finito de Vk’s. Por tanto, Xn y X
∗
n son espacios me´tricos geode´sicos.
Analicemos ahora dos hechos:
(a) Se tiene que Xn ∩Xm = X∗n ∩X∗m =: σnm, donde σnm es conexa: esto es obvio si n ∈ K,
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puesto que en ese caso, toda componente conexa σ de ∂Un desconecta S; si n ∈ J y
Xn ∩Xm 6= ∅, entonces m ∈ K, y podemos aplicar el u´ltimo argumento con m en lugar
de n (observemos que Xn ∩ Xm = ∅ si n,m ∈ J o n,m ∈ K). Si n ∈ K, σnm es una
componente conexa de ∂Un; ya vimos durante la construccio´n de Xn, que Xn \ σnm no es
conexo. Es evidente que {σnm}m son subconjuntos cerrados de Xn disjuntos dos a dos.
Toda geode´sica de S con longitud finita interseca, a lo sumo, un nu´mero finito de σnm’s,
puesto que dS(Un, Um) ≥ r para todo n 6= m, y {σnm}m es un conjunto con N elementos
como mucho, para todo n ∈ K. El mismo resultado es cierto para S∗.
(b) El Lema 3.21 asegura que diamXn(σnm) ≤ diamX∗n(σnm) ≤ LS∗(∂Vn)+D′S∗ ≤ s coth(r/2)+
D′S∗ = k1, si n ∈ K; si n /∈ K, entonces m ∈ K y se tiene el mismo resultado.
Si n ∈ K, elegimos An = ∅; entonces
∑
m diamXn(σnm) ≤
∑
m diamX∗n(σnm) ≤ Nk1.
Si n ∈ J , elegimos An = Λ; entonces dX∗n(σnm, σnk) ≥ dXn(σnm, σnk) ≥ dS(Vm, Vk) ≥ r ≥
(r/k1) diamX∗n(σnm) ≥ (r/k1) diamXn(σnm).
Estos hechos terminan de probar la afirmacio´n que quer´ıamos demostrar.
El siguiente teorema es una consecuencia del que acabamos de ver; permite, en muchos casos,
olvidarse de punturas y foniles (e incluso de finales ma´s generales) para estudiar la hiperbolicidad
de una superficie de Riemann; de esta forma se consigue simplificar notablemente la topolog´ıa
de la superficie y facilitar el estudio de su hiperbolicidad. Recordemos que la eliminacio´n de
un punto aislado de S da lugar a una puntura en S∗, y la de un conjunto cerrado simplemente
conexo de S origina un fonil en S∗.
El enunciado del siguiente teorema contiene una hipo´tesis adicional sobre E frente al teorema
anterior, lo que permite obtener una conclusio´n ma´s sencilla.
Teorema 3.32. Sea S una superficie de Riemann abierta y E = ∪nEn un conjunto (r, s, t,N)-
uniformemente separado en S. Entonces, S∗ := S \ E es δ∗-hiperbo´lico si y so´lo si S es δ-
hiperbo´lico y DS∗({Vn}n) es finito.
Adema´s, si DS∗({Vn}n) es finito, entonces δ∗ (respectivamente δ) es una constante universal
que so´lo depende de r, s, t,N,DS∗({Vn}n) y δ (respectivamente r, s,N,DS∗({Vn}n) y δ∗).
Demostracio´n. Para aplicar el Teorema 3.30, necesitamos tan so´lo demostrar que X∗n := Vn \En
es k-hiperbo´lico para todo n ∈ K, donde k es una constante que so´lo depende de r, s, t y N .
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Recordemos que para todo n ∈ K, o bien Xn = Vn es compacto y pertenece a S(N, s), o
bien Vn es homeomorfo a un fonil.
Denotemos por γn (respectivamente γ
∗
n) la geode´sica simple cerrada de X
∗
n (respectivamente
en S∗) que “rodea” En (si En es un punto aislado, vemos γn como una puntura y LS∗(γn) = 0).
Si ∂Vn contiene al menos 3 curvas cerradas, denotamos por γ
′
n la geode´sica simple cerrada
en Dn \ En; ya que Dn \ En ⊆ S∗, tenemos LS∗(γ∗n) ≤ LS∗(γ′n) ≤ LDn\En(γ′n) = π/mod(Dn \
En) ≤ π/t. Puesto que el Lema 3.21 implica que LS∗(∂Vn) < LS(∂Vn) coth(r/2) ≤ s coth(r/2),
deducimos que LS∗(γn) ≤ LS∗(γ∗n) + LS∗(∂Vn) < s coth(r/2) + π/t.
Observemos que todo outer loop generalizado γ distinto de γn en X
∗
n = Vn \ En, es li-
bremente homo´topo a alguna curva cerrada de ∂Vn; entonces, el Lema 3.21 garantiza que
LS∗(γ) ≤ LS∗(∂Vn) < s coth(r/2). Por tanto, X∗n ∈ S(N+1, s coth(r/2)+π/t). El Teorema 3.19
afirma que X∗n es k
∗
5-hiperbo´lico, con constante k
∗
5 que so´lo depende de r, s, t y N .
Si Vn es isome´trico a un subconjunto no compacto de un anillo o del disco menos un punto
D∗, un argumento similar (utilizando ahora el Lema 3.20 en lugar del Teorema 3.19) permite
obtener la misma conclusio´n; en el caso de D∗, no necesitamos ninguna condicio´n sobre el mo´dulo,
porque hay dos curvas cerradas de longitud acotada en X∗n: ∂Vn y la puntura.
Consideremos ahora cualquier n ∈ K tal que Vn es compacto y ∂Vn es la unio´n de una o
dos curvas cerradas. Un argumento similar (aplicando ahora el Teorema 3.19 o el Teorema 3.18
respectivamente) permite obtener la misma conclusio´n.
El teorema anterior permite deducir la siguiente consecuencia directa:
Corolario 3.33. Sea S una superficie de Riemann abierta no excepcional y E = ∪nEn un
conjunto (r, s, t,N)-uniformemente separado en S. Asumamos tambie´n que podemos elegir los
conjuntos {Vn}n de forma que toda componente conexa de ∂Vn desconecte S. Entonces, S∗ :=
S \ E es δ∗-hiperbo´lico si y so´lo si S es δ-hiperbo´lico. Adema´s, δ∗ (respectivamente δ) es una
constante universal que so´lo depende de r, s, t,N y δ (respectivamente r, s,N y δ∗).
Con una ligera variacio´n en la definicio´n de conjunto (r, s, t,N)-uniformemente separado se
pueden conseguir dos resultados ma´s generales:
Corolario 3.34. La conclusio´n del Teorema 3.32 tambie´n es cierta si debilitamos la definicio´n
de conjunto (r, s, t,N)-uniformemente separado de la forma siguiente: para un subconjunto arbi-
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trario de n’s con Vn isome´trico a un subconjunto no compacto de un anillo, podemos sustituir la
hipo´tesis “existe un dominio simplemente conexo Dn en S, con En ⊂ Dn y mod(Dn \En) ≥ t”
por la de “diamS(En) ≤ 1/t y dS(∂Vn, En) ≤ 1/t”.
Demostracio´n. Denotemos por K0 el conjunto de ı´ndices n con Vn isome´trico a un subconjun-
to no compacto de un anillo, diamS(En) ≤ 1/t y dS(∂Vn, En) ≤ 1/t. Para poder utilizar el
camino seguido en la demostracio´n del Teorema 3.32, so´lo es necesario comprobar que X∗n es k
∗
5-
hiperbo´lico para todo n ∈ K0, con una constante k∗5 que depende u´nicamente de r, s y t. El Lema
3.20 permite deducir este hecho, siempre que podamos encontrar dos outer loops generalizados
en X∗n de longitud menor o igual que c = c(r, s, t).
Fijemos n ∈ K0 y denotemos por gn la geode´sica simple cerrada de S libremente homo´topa a
∂Vn y por Fn el fonil de S con frontera gn; existe gn porque Vn es isome´trico a un subconjunto no
compacto de un anillo, y por esa razo´n Vn no puede ser un entorno de una puntura. Obviamente
LS(gn) ≤ LS(∂Vn) ≤ s.
Si ∂Vn interseca Fn, definimos l := dS(∂Vn, gn); en otro caso, definimos l := 0. Consideremos
la curva frontera g′n del collar de gn de anchura l que esta´ contenido en Fn. Es un hecho conocido
que LS(g
′
n) = LS(gn) cosh l; este ca´lculo puede realizarse fa´cilmente utilizando coordenadas de
Fermi (ver p.e. [11, p. 247]). Tambie´n es cierto que LS(g
′
n) ≤ LS(∂Vn) ≤ s (ver p.e. [6, Lema
4]). Por tanto, LS(gn)e
l ≤ 2s.
Denotemos por g′′n la curva frontera del collar de gn de anchura x := l + 2/t + s/2 + r que
esta´ contenida en Fn. Ya que LS(g
′′
n) = LS(gn) coshx, deducimos que LS(g
′′
n) ≤ LS(gn)ele2/t+s/2+r ≤
2se2/t+s/2+r.
Observemos que dS(g
′′
n, En) ≥ dS(g′′n, gn)−dS(gn, g′n)−diamS(∂Vn)−dS(∂Vn, En)−diamS(En) ≥
x− l−s/2−1/t−1/t = r. Por tanto, el Lema 3.21 implica que LS∗(g′′n) ≤ 2se2/t+s/2+r coth(r/2)
y LS∗(∂Vn) ≤ s coth(r/2). Si ∂Vn interseca Fn, la curva g′′n esta´ contenida en X∗n, puesto que ∂Vn
esta´ contenida en el collar de gn de anchura l+s/2. Si ∂Vn no interseca Fn, tambie´n es cierto que la
curva g′′n esta´ contenida en X
∗
n, porque g
′′
n ⊂ Fn ⊂ Vn = Xn. Si g∗n es el outer loop generalizado de
X∗n libremente homo´topo a g
′′
n en X
∗
n, es obvio que LS∗(g
∗
n) ≤ LS∗(g′′n) ≤ 2se2/t+s/2+r coth(r/2).
Si aplicamos el Lema 3.20, podemos concluir la demostracio´n.
Utilizando argumentos similares, podemos probar el siguiente resultado:
3.3 Resultados en superficies de Riemann 79
Corolario 3.35. La conclusio´n del Teorema 3.32 tambie´n es cierta si debilitamos la definicio´n
de conjunto (r, s, t,N)-uniformemente separado de la forma siguiente: Para un subconjunto ar-
bitrario de n’s con Vn isome´trico a un subconjunto no compacto de un anillo, podemos sustituir
la hipo´tesis “existe un dominio simplemente conexo Dn en S, con En ⊂ Dn y mod(Dn\En) ≥ t”
por la de “mı´n{LS∗(γn2 ), LS∗(γn3 )} ≤ 1/t”, donde γn2 , γn3 son los outer loops de S∗ correspondien-
tes a Vn \ En.
La condicio´n “mı´n{LS∗(γn2 ), LS∗(γn3 )} ≤ 1/t” para un subconjunto arbitrario de n’s con
Vn isome´trico a un subconjunto no compacto de un anillo, es la mejor posible; de hecho, es
equivalente a “Vn\En es k-hiperbo´lico” para todo n de ese subconjunto de n’s. Esta equivalencia
es una consecuencia directa del Corolario 3.39 enunciado ma´s adelante; pero, para demostrarlo,
necesitamos primero el siguiente teorema, que tambie´n tiene intere´s propio.
Teorema 3.36. Consideremos L1, L2 > 0 y la Y -pieza generalizada Y0 con geode´sicas simples
cerradas γ1, γ2, γ3 de longitudes respectivas l1 ≤ l2 ≤ l3 verificando 0 ≤ l1 ≤ L1 y L2 ≤ l2, l3. Sea
S cualquier superficie de Riemann no excepcional (con o sin frontera) conteniendo a Y0 tal que
γ2, γ3 sean outer loops de S. La mejor constante de hiperbolicidad δ de S satisface δ ≥ D(L1, L2),
donde l´ımL2→∞D(L1, L2) =∞, para todo L1 fijo.
Observacio´n 3.37. Como quedara´ patente en la demostracio´n, la hipo´tesis “γ2, γ3 son outer
loops de S” puede ser reemplazada por la de “una geode´sica en S uniendo dos puntos de γ2
so´lo puede salir de Y0 cruzando γ1”. Tenemos ejemplos que demuestran que la conclusio´n del
Corolario 3.35 falla si una geode´sica en S uniendo dos puntos de γ2 puede salir de Y0 cruzando
γ2 o γ3.
Para demostrar el Teorema 3.36, necesitamos el siguiente lema elemental (probado en [35, Lema
3.1]).
Lema 3.38. Consideremos un espacio me´trico geode´sico X y ε > 0. Si γ es una curva continua
uniendo x, y ∈ X con LX(γ) ≤ dX(x, y) + ε, entonces γ es una (1, ε)-quasigeode´sica con su
parametrizacio´n de longitud de arco.
Demostracio´n. La idea que subyace tras la demostracio´n es que, dados dos puntos de γ2, la
distancia entre ellos es, aproximadamente, la longitud de una subcurva de γ2 que los una.
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Denotemos por p2 ∈ γ2, p3 ∈ γ3, los puntos tales que dY0(p2, p3) = dY0(γ2, γ3) =: s. Elegimos
los puntos q2 ∈ γ2, q3 ∈ γ3, con dY0(p2, q2) = l2/2 y dY0(p3, q3) = l3/2. Si partimos Y0 a lo
largo de las geode´sicas que comienzan ortogonalmente a γ2 en p2 y q2, y a γ3 en q3, obtenemos
dos hexa´gonos recta´ngulos isome´tricos H1, H2. Cada Hi tiene tres lados alternos de longitudes
l1/2, l2/2, l3/2.
Consideremos el bia´ngulo localmente geode´sico γ2 en S con ve´rtices {p2, q2}. Veamos a
continuacio´n que es (1, L1)-quasigeode´sico en S.
Puesto queH1 yH2 son isome´tricos y γ2, γ3 son outer loops en S, si una geode´sica en S unien-
do p2 con q2 no esta´ contenida en γ2, entonces debe unir p2 con γ1. Por el Lema 3.38 so´lo necesi-
tamos demostrar que l2/2 ≤ dS(p2, q2)+L1. Denotemos por B el lado opuesto a [p3, q3] y por z′ el
punto z′ := B∩γ1. Elegimos el punto z0 ∈ γ1 con dH1(p2, z0) = dH1(p2, γ1). Consideramos ahora
el cuadrila´tero recta´ngulo {p2, q2, z′, z0} en H1. Si L(B) ≥ l1/2, entonces dH1(z′, z0) ≤ L(B), y,
por trigonometr´ıa hiperbo´lica deducimos que l2/2 ≤ dH1(p2, z0) = dH1(p2, γ1); por tanto, γ2∩H1
es una geode´sica en S y l2/2 = dS(p2, q2). Si dS(p2, q2) < l2/2, entonces dS(p2, q2) > dH1(p2, γ1),
y por tanto L(B) < l1/2. Por la desigualdad triangular:
l2/2 ≤ dH1(p2, z0) + dH1(z0, z′) + L(B) < dH1(p2, γ1) + L1/2 + L1/2 < dS(p2, q2) + L1 .
Estudiemos ahora la constante thin del bia´ngulo (1, L1)-quasigeode´sico.
Elegimos el punto z ∈ γ2 ∩H1 tal que dH1(z, p2) = dH1(z, q2) = l2/4. Consideremos el punto
z′′ ∈ γ1 con dH1(z, z′′) = dH1(z, γ1).
Considerando el tria´ngulo recta´ngulo {z, q2, z′} en H1 obtenemos dH1(z, z′) ≥ dH1(z, q2) =
l2/4. Por tanto, dH1(z, γ1) = dH1(z, z
′′) ≥ dH1(z, z′)− dH1(z′, z′′) ≥ l2/4− l1/2 ≥ L2/4− L1/2.
Ahora vamos a intentar encontrar una cota de dH1(z,A), donde A es el lado opuesto a [p2, q2]
en H1.
Por trigonometr´ıa hiperbo´lica esta´ndar (ver p.e. [6, p. 161])
cosh s =
cosh(l1/2) + cosh(l2/2) cosh(l3/2)
senh(l2/2) senh(l3/2)
≥ cotanh(l2/2) cotanh(l3/2) .
Consideremos la geode´sica γ0 que da la distancia en H1 entre [p2, q2] y A; definimos x := γ0 ∩
[p2, q2] y y := γ0∩A. La geode´sica γ0 divide H1 en dos penta´gonos recta´ngulos. La trigonometr´ıa
hiperbo´lica aplicada a penta´gonos (ver p.e. [6, p. 159]) da que coshL(γ0) = senh s senh(l3/2).
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Entonces
cosh2L(γ0) = senh
2s senh2(l3/2) ≥
(
cotanh2(l2/2) cotanh
2(l3/2)− 1
)
senh2(l3/2)
≥ ((1 + 2e−l2)2(1 + 2e−l3)2 − 1) senh2(l3/2)
≥ (4e−l2 + 4e−l3)e
l3 − 2
4
= (e−l2 + e−l3)(el3 − 2)
= 1 + el3−l2 − 2(e−l2 + e−l3) .
Por tanto, senh2L(γ0) ≥ 1−4e−L2 . Sin pe´rdida de generalidad podemos asumir que L2 > 2 log 2
(y entonces 1 − 4e−L2 > 0), ya que la conclusio´n del teorema se ocupa del caso en el que el
l´ımite L2 tiende a infinito). Nuevamente, aplicando la trigonometr´ıa hiperbo´lica de penta´gonos,
deducimos que senh dH1(x, q2) senhL(γ0) = cosh(l1/2), y, por tanto,
senh dH1(x, q2) =
cosh(l1/2)
senhL(γ0)
≤ cosh(L1/2)√
1− 4e−L2 .
Sea σ la geode´sica enH1 que une z con A, y tal que L(σ) = dH1(z,A). Si u := σ∩A, aplicando
trigonometr´ıa hiperbo´lica al cuadrila´tero recta´ngulo {z, u, y, x} obtenemos que senh dH1(z,A) =
senhL(σ) = senhL(γ0) cosh dH1(x, z). Tenemos las siguientes desigualdades:
1
4
e2dH1 (x,q2) ≤ cosh2 dH1(x, q2) ≤
cosh2(L1/2)
1− 4e−L2 − 1 ≤
senh2(L1/2) + 4e
−L2
1− 4e−L2 ,
e−dH1 (x,q2) ≥ 1
2
√
1− 4e−L2
senh2(L1/2) + 4e−L2
≥ 1
2
√
1− 4e−L2
senh(L1/2) + 2e−L2/2
.
Por tanto,
senh dH1(z,A) = senhL(γ0) cosh dH1(x, z) = senhL(γ0) cosh(l2/4− dH1(x, q2))
≥
√
1− 4e−L2 1
2
el2/4−dH1 (x,q2) ≥ e
L2/4
4
1− 4e−L2
senh(L1/2) + 2e−L2/2
.
Utilizando que arcsenh t ≥ log(2t), deducimos
dH1(z,A) ≥ log
(
2
eL2/4
4
1− 4e−L2
senh(L1/2) + 2e−L2/2
)
=
L2
4
− log
(2 senh(L1/2) + 4e−L2/2
1− 4e−L2
)
.
Consideremos una geode´sica η en S uniendo z con γ2∩H2 tal que L(η) = dS(z, γ2∩H2). Puesto
que γ2, γ3 son outer loops en S, si η no esta´ contenida en γ2, entonces debe intersecar bien A o
bien γ1. Por tanto, aplicando el Lema 2.10,
K(δ, 1, L1) ≥ dS(z, γ2 ∩H2) ≥ mı´n
{L2
4
− L1
2
,
L2
4
− log
(2 senh(L1/2) + 4e−L2/2
1− 4e−L2
)}
=
L2
4
−ma´x
{L1
2
, log
(2 senh(L1/2) + 4e−L2/2
1− 4e−L2
)}
=: E(L1, L2) .
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Fijemos L1. Puesto queK(δ, 1, L1) = 4δ+2H(δ, 1, L1) es una funcio´n creciente en δ, podemos
considerar su funcio´n inversa F (t, L1). Entonces δ ≥ D(L1, L2) := F (E(L1, L2), L1).
Tenemos que l´ımδ→∞K(δ, 1, L1) = ∞, ya que K(δ, 1, L1) = 4δ + 2H(δ, 1, L1). Es evi-
dente que l´ımL2→∞E(L1, L2) = ∞ y l´ımt→∞ F (t, L1) = ∞, para todo L1 fijo. Por tanto,
l´ımL2→∞D(L1, L2) =∞ para todo L1 fijo.
Corolario 3.39. Consideremos L1, L2 > 0 y S una superficie de Riemann no excepcional con
borde triplemente conexa tal que ∂S contiene una curva simple cerrada g1 con L(g1) ≤ L1. Asu-
mamos tambie´n que S contiene dos geode´sicas simples cerradas γ2, γ3 no libremente homo´topas
a g1 con L(γ2), L(γ3) ≥ L2. Entonces, la mejor constante de hiperbolicidad δ de S satisface
δ ≥ Λ(L1, L2), donde l´ımL2→∞ Λ(L1, L2) =∞, para todo L1 fijo.
Demostracio´n. Denotemos porM(L1, L2) el conjunto de superficies de Riemann que verifican las
hipo´tesis de este corolario. Definimos Λ(L1, L2) como el ı´nfimo de las constantes de hiperbolicidad
de las superficies S ∈M(L1, L2).
Supongamos que no es cierta la conclusio´n del corolario. Puesto que Λ(L1, L2) es una funcio´n
no decreciente en L2, existe alguna constante c1 tal que Λ(L1, L2) < c1 para un cierto L1 fijo y
para todo L2. Para este L1 y para cada L2 podemos tomar S ∈ M(L1, L2) con δ(S) ≤ c1. Tal
superficie S esta´ contenida en alguna superficie de Riemann no excepcional triplemente conexa
R con geode´sicas simples cerradas γ1, γ2, γ3 tal que γ1 es libremente homo´topa a g1 (γ1 puede
ser una puntura) y ∂R = ∂S \{g1}; por tanto L(γ1) ≤ L(g1) ≤ L1. Es obvio que γ2, γ3 son outer
loops en R.
Consideremos la superficie de Riemann con borde no excepcional doblemente conexa S0
definida como la clausura de R \ S. Tenemos que S ∪ S0 = R y S ∩ S0 = ∂S0 = g1. Obtenemos
δ(S0) ≤ c2 aplicando el Teorema 3.19. Ya que el par S, S0 es una (L1, 0, 0)-descomposicio´n en
a´rbol de R, El Teorema 2.3 permite deducir que δ(R) ≤ c3. Esto entra en contradiccio´n con el
Teorema 3.36, porque δ(R) ≥ D(L1, L2).
Para el caso particular en el que los conjuntos En sean puntos aislados, se puede obtener
un enunciado ma´s sencillo que el del teorema 3.32; de hecho, se puede demostrar que S∗ es
hiperbo´lica si y so´lo si S lo es, sin tener que considerar DS∗ . Vamos a necesitar una definicio´n
previa:
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Definicio´n 3.40. Un conjunto E en una superficie de Riemann abierta no excepcional S se
dice que es r-uniformemente separado si las bolas {BS(p, r)}p∈E son disjuntas dos a dos.
Teorema 3.41. Sea S una superficie de Riemann abierta no excepcional y E un conjunto
r-uniformemente separado en S. Entonces, S∗ := S \ E es δ∗-hiperbo´lico si y so´lo si S es δ-
hiperbo´lico. Adema´s, δ∗ (respectivamente δ) so´lo depende de c, r y δ (respectivamente δ∗), donde
c es la mejor constante tal que S tiene ge´nero c-amplio.
La conclusio´n de este teorema no es cierta sin la hipo´tesis sobre E, ni siquiera para dominios
planos: para convencernos, basta con considerar S := C\{0, 1} (que es hiperbo´lico por el Teorema
3.17) y S∗ := C \Z2 (que no es hiperbo´lico, puesto que tiene un grupo de isometr´ıas isomorfo a
Z2).
Demostracio´n. Asumamos para empezar que S tiene ge´nero c-amplio, para algu´n valor c. Para
cada p, el conjunto de r’s tales que ∂B(p, r) no es la unio´n de curvas simples cerradas (es decir,
BS(p, r) no es una superficie de Riemann con borde) es, a lo sumo, numerable. Puesto que E es a
lo sumo numerable, el conjunto de r’s para los que BS(p, r) no es una superficie de Riemann con
borde para algu´n p ∈ E, es tambie´n, a lo sumo, numerable. Consideremos r0 < 12 mı´n{c, r, log 3},
tal que BS(p, r0) sea una superficie de Riemann con borde para todo p ∈ E.
Veamos ahora que E es un conjunto (r0, 2π senh r0, 2)-uniformemente separado en S, con en-
tornos normales Vp := BS(p, r0). Para todo p ∈ E, aplicando el Teorema 3.9 se tiene que BS(p, r0)
es simple o doblemente conexa. Adema´s, cada componente conexa de ∂BS(p, r0) desconecta S:
esto resulta evidente si BS(p, r0) es simplemente conexa. En otro caso, existe una curva simple ce-
rrada no trivial g en BS(p, r0) de longitud menor que 2r0 < c, y, por tanto, g desconecta S; se tie-
ne la conclusio´n que buscamos porque toda curva simple cerrada no trivial contenida en BS(p, r0)
es libremente homo´topa a g por el Teorema 3.9. Tambie´n es cierto que dS(p, ∂BS(p, r0)) = r0
y LS(∂BS(p, r0)) ≤ 2π senh r0 para todo p ∈ E, y dS(BS(p, r0), BS(q, r0)) ≥ r > r0, para todo
p 6= q.
Por tanto, E es un conjunto (r0, 2π senh r0, 2)-uniformemente separado en S, y el resultado
se deduce del Corolario 3.33, puesto que aqu´ı el papel de t es irrelevante.
Si S tiene ge´nero estrecho, entonces el Teorema 3.11 asegura que S no es hiperbo´lica. Si
repetimos el razonamiento anterior tomando r1 <
1
2 mı´n{r, log 3} comprobamos que E es un
84 El papel de punturas y foniles en la hiperbolicidad
conjunto (r1, 2π senh r1, 2)-uniformemente separado en S (la dependencia de r0 en c so´lo se
utiliza para demostrar que toda componente conexa de ∂BS(p, r0) desconecta S). Por tanto, el
Teorema 3.30 permite concluir que S∗ no es hiperbo´lica.
Si consideramos S∗ := S\{p1, p2}, donde S es una superficie de Riemann abierta y p1, p2 ∈ S,
hay ciertos invariantes conformes de S∗ (p.e. el exponente de convergencia y la constante isope-
rime´trica) que degeneran cuando p2 tiende a p1. Veamos ahora una consecuencia sorprendente
del Teorema 3.41 acerca de la estabilidad de la hiperbolicidad.
Corolario 3.42. Sea S una superficie de Riemann abierta no excepcional y δ-hiperbo´lica, con
ge´nero c-amplio. Entonces, para cada nu´mero natural n existe una constante δn, que so´lo depende
de δ, c y n, tal que S \ {p1, . . . , pn} es δn-hiperbo´lica, para todo p1, . . . , pn ∈ S.
Demostracio´n. Vamos a probar el teorema por induccio´n sobre n. El Teorema 3.41 proporciona
directamente el resultado para n = 1 (E = {p1} es r-uniformemente separado para todo r).
Asumamos ahora que la conclusio´n es cierta para n − 1; es decir, que S∗ := S \ {p1, . . . , pn−1}
es δn−1-hiperbo´lica, para todo p1, . . . , pn−1 ∈ S.
Observemos que S∗ tiene ge´nero c-amplio, puesto que dS\F ≥ dS para todo conjunto cerrado
F ⊂ S. Entonces, aplicando el Teorema 3.41, se tiene que S∗ \ {pn} es δn-hiperbo´lica, donde δn
es una constante que so´lo depende de δn−1 y c (E = {pn} es r-uniformemente separado para
todo r).
Vamos a dar ahora una condicio´n sencilla que implica queDS∗ =∞, simplemente en te´rminos
de distancias en S.
Definicio´n 3.43. Sea S una superficie de Riemann abierta no excepcional y E = ∪nEn un
conjunto (r, s, 2)-uniformemente separado en S. Para cada eleccio´n fija de {Vn}n denotamos por
L el conjunto de ı´ndices n tal que ∂Vn tiene alguna componente conexa ηn con S \ ηn conexa.
Si n ∈ L, denotemos por C(En) el conjunto de curvas γ que unen En consigo mismo, de forma
que en En ∪ γ existe una curva σ con S \ σ conexa. Definimos
CS({Vn}n) := ı´nf
{
LS(γ) : γ ∈ C(En) para algu´n n
}
.
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Proposicio´n 3.44. Sea S una superficie de Riemann abierta no excepcional y E = ∪nEn un
conjunto (r, s, 2)-uniformemente separado en S. Si, para una cierta eleccio´n de conjuntos {Vn}n,
se tiene que CS({Vn}n) = 0, entonces DS∗({Vn}n) =∞.
Demostracio´n. Podemos elegir nk y una geode´sica γk que tenga longitud minimal en C(Enk),
con LS(γk) = 4εk < r y l´ımk→∞ εk = 0. Si consideramos el recubridor universal, vemos
que cualquier curva que una dos componentes conexas de ∂Vnk en S
∗ tiene longitud mayor
o igual que la curva ma´s corta gk de D \ {i tanh εk,−i tanh εk} que une {|z| = tanh(r/4)}
consigo mismo y que interseca el segmento que une i tanh εk con −i tanh εk (observemos que
dD(−i tanh εk, i tanh εk) = 2dD(0, i tanh εk) = 4εk, por (1.5) (ver pa´gina 12). No es dif´ıcil com-
probar que gk es el intervalo [− tanh(r/4), tanh(r/4)]. Entonces
DS∗({Vn}n) ≥ sup
k
LD\{i tanh εk,−i tanh εk}([− tanh(r/4), tanh(r/4)]).
Denotemos por Dt el disco de centro 0 y radio eucl´ıdeo t. Puesto que
l´ım
k→∞
LD\{i tanh εk,−i tanh εk}([− tanh(r/4), tanh(r/4)])
= l´ım
k→∞
LDcoth εk\{i,−i}
([− tanh(r/4) coth εk, tanh(r/4) coth εk])
= LC\{i,−i}((−∞,∞)) =∞ ,
se tiene que DS∗({Vn}n) =∞.
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Cap´ıtulo 4
Futuras l´ıneas de investigacio´n
Para finalizar, expondremos futuras l´ıneas de investigacio´n, que son una continuacio´n natural
de los trabajos contenidos en esta tesis.
La caracterizacio´n de superficies de Riemann hiperbo´licas continu´a siendo un problema abier-
to. Dado que la clase de superficies de Riemann es un conjunto tan amplio de espacios que da
lugar a una casu´ıstica tremendamente extensa, parece muy complicado encontrar una caracte-
rizacio´n fa´cilmente verificable en todos los casos. Por tanto, resultara´ satisfactorio disponer de
criterios suficientes que garanticen o descarten la hiperbolicidad.
Para enfrentarnos a este problema tenemos planificados dos enfoques:
1. El primero de ellos consiste en reducir el conjunto de superficies a estudiar. Evidentemente,
a medida que vayamos reduciendo este conjunto podremos encontrar criterios ma´s fa´cil-
mente verificables. De hecho, parece posible encontrar caracterizaciones en este contexto
que constituyan una importante simplificacio´n de los criterios hasta ahora existentes.
Para ser ma´s concretos, estamos especialmente interesados en estudiar la hiperbolicidad
de los dominios de Denjoy, o sea, dominios planos Ω con ∂Ω ⊂ R. Este tipo de superficies
esta´ cobrando cada vez ma´s importancia en Teor´ıa Geome´trica de Funciones, ya que, por
una parte, constituyen un tipo de superficies de Riemann muy generales, y, por otra, su
simetr´ıa hace ma´s sencillo su estudio. Esta estrategia ha demostrado ser u´til por ejem-
plo en [3], donde se caracterizan los dominios de Denjoy que satisfacen la desigualdad
isoperime´trica.
Desear´ıamos encontrar criterios de hiperbolicidad en te´rminos de:
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a) Los dominios fundamentales.
b) El taman˜o eucl´ıdeo de la frontera del dominio.
c) Las longitudes de una clase especial de geode´sicas, denominadas fundamentales. Por
este camino ya hemos conseguido algunos resultados.
2. Como una continuacio´n directa de los resultados del cap´ıtulo anterior, intentaremos me-
jorar los teoremas que estudian el papel que juegan las punturas y los foniles en la hiper-
bolicidad.
En este sentido, estamos muy interesados en mejorar los resultados sobre hiperbolicidad
uniforme de superficies de tipo finito en la clase S(a, l). En particular, nos gustar´ıa poder
demostrar que la conclusio´n del Teorema 3.19 sigue siendo cierta cuando so´lo exigimos que
las longitudes de todos los outer loops generalizados salvo quiza´s uno, es menor o igual
que l.
Adema´s del intere´s que este resultado tiene en s´ı mismo, nos permitir´ıa eliminar una de
las hipo´tesis del Teorema 3.32.
Creemos muy probable que tal resultado sea cierto; de hecho ya esta´ probado para super-
ficies triplemente conexas (ver Lema 3.20).
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