This paper identifies the basic empirical characteristics and changes of the South African business cycle since 1960. As such, the paper examines changes in volatility as well as the co-movement between several national account variables and real GDP. To examine the co-movements the paper follows Kydland and Prescott, Gavin and Kydland as well as Bergman, Bordo and Jonung and uses correlation coefficients and Granger causality tests. Following Ramos, the paper extends the results of the Granger causality tests using variance decomposition analysis in the context of a VAR (vector auto regression) to establish the contribution that selected national account variables make to the h-period-ahead forecast error variance of themselves and the other variables included in the VARs. The paper indicates that since 1994 volatility in the South African economy decreased significantly, while durable consumption appears to lead the business cycle.
Introduction
Interest in business cycle behaviour has been rekindled during the last two decades. Kydland and Prescott (1990:3-4) note that business cycle research in the 1950s-70s focused either on creating business cycle theory, or empirical work that was based on structural systems of behavioural equations, themselves based on the theory. Little empirical research took the form of reporting the data without imposing a probability model on it. Kydland and Prescott argue that there is not just room, but, indeed, a need for such research dedicated to establishing the empirical characteristics of business cycles. They continue that the need arises from wrong assumptions often made in the past about the co-movement between variables (Kydland & Prescott, 1990:4) . They furthermore state that to first identify the empirical characteristics of the business cycle lays the groundwork to creating theory that will explain these empirical characteristics. Given that such an approach was followed fruitfully in neoclassical growth theory, with Solow building his theory on empirical characteristics identified by others, Kydland and Prescott (1990:3) argue that it might be just as fruitful in business cycle research. Moreover, this approach by Kydland and Prescott represents a return to the original approach followed by Burns and Mitchell (1946) in their seminal work on business cycles. This paper seeks to contribute to the literature on the South African business cycle by identifying the basic empirical characteristics and the changes in the characteristics of the business cycle in a manner similar to Kydland and Prescott (1990) as well as Gavin and Kydland (2000) . As such, the paper examines the correlation and co-movement between several national account variables and real GDP.
business cycle research when they consider how US business cycles differed prior to and after 1979, the year that the Federal Reserve in the US initiated its strong anti-inflationary stance. Other authors also continue with this approach, most notably in the last decade, to identify what has happened to business cycle volatility. Most of the research focuses on the US and finds that the volatility of GDP growth and the output gap has decreased significantly since the mid-1980s (cf. Romer, 1999 McConnell & Perez-Quiros, 2000; Warnock & Warnock, 2000; Taylor, 2000; Kahn, McConnell & Perez-Quiros, 2002; , Blanchard & Simon, 2001 Stock & Watson, 2003a and 2003b , Gordon, 2005 . Some authors compared G7 countries to establish whether or not volatility also decreased in these countries (Bergman, Bordo & Jonung, 1998 , Doyle & Faust, 2002 , Barrell & Gottschalk, 2004 .
The empirical approach states as few priors and imposes as few limitations on models as possible in an attempt to identify patterns in observed data. Thus, the approach is inductive by nature. This explains why Kydland and Prescott (1990) , Bergman, Bordo and Jonung (1998) , as well as Gavin and Kydland (2000) focus on correlations, cross-correlations and standard deviations of time-series to identify co-movements between variables as well as the volatility characteristics of individual series. This is also the approach followed in this paper, before it moves on to a VAR analysis and the accompanying impulse-response functions and variance decompositions.
Contrary to the recent upsurge in business cycle research in the US and G7, business cycle research in South Africa is a rather underdeveloped field, with only a handful of authors working on the South African business cycle. These include work by the South African Reserve Bank (SARB), most notably by Venter (2005) , discussing the measurement of the business cycle. Recent contributions from outside the SARB include Du Plessis and Smit (2007) and Du Plessis (2006) , whose work, in addition to focusing on the cyclicality of South African monetary and fiscal policy, also suggests and applies an alternative approach to the determination of business cycle turning points.
This paper considers the period 1960:1 to 2006:4. Though a host of other variables can be considered when characterising the business cycle, due to limitations of space this paper has a national accounts focus and therefore focuses specifically on GDP and the components of aggregate expenditure (e.g. consumption, investment, as well as their subcomponents).
1
All variables are in real terms and the source for all data is the South African Reserve Bank (SARB) online download facility.
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The real GDP gap and the SARB cycles
Figure 2
The SARB and HP cycle periods
To detrend the data and isolate the cyclical components of the series, the paper uses a Hodrick-Prescott filter (in this it follows, among others, Kydland & Prescott).
2 Fig 1 compares the real GDP output gap as estimated using a HP filter with the upswing and downswing periods as identified by the SARB. Fig 2 shows the upswing and downswing periods identified by the SARB and the upswing and downswing periods identified by the HP filter.
3 (The SARB identifies official turning points after a statistical analysis of approximately 230 time series as well as consideration of economic events in the vicinity of a possible turning point.) The upswings and downswings identified by the SARB and the HP filter largely overlap.
As mentioned above, the objective of the paper is to establish which characteristics of the business cycle changed. As such, the paper needs to compare the characteristics of different sub-periods of the overall sample, which requires the division of the total sample into sub-periods. However, the literature contains different approaches to do this division. For the US Blanchard and Simon (2001), Stock and Watson (2003a) and Gordon (2005) use the mid-1980s as a break because the 20-quarter moving standard deviation of US output clearly decreases in the mid-1980s. In contrast Romer (1999), Bergman et al. (1998) and Taylor (1998 ) merely compare pre-WWI (e.g. 1880 -1914 and post-WWII periods (i.e. post-1945) (with some consideration for the interwar period). Given that South African national accounts data start only in 1946 for annual data and 1960 for quarterly data it is not possible to compare pre-WWI and post-WWII periods. Thus, the paper opts for the simple approach, similar to Blanchard and Simon (2001), Stock and Watson (2003a) and Gordon (2005) , of looking at a graph to identify periods of low and high volatility.
When inspecting the movements in the output gap from 1960 to 2006, the period 1960 to the mid-1970s and the period since the mid1990s has much less output volatility than the period between the mid-1970s and the mid1990s. After the transformation of the output gap values into Z-values, Figure 3 shows that throughout the total period 1960:3 to 2006:2, economic upswings reached standard deviations of between one-and-a-half and two, while in the periods up to the mid-1970s and since the mid-1990s economic downswings almost never exceeded one standard deviation. This contrasts sharply with the period between the mid-1970s and the mid-1990s when economic downswings often came close to or exceeded two standard deviations.
The period of higher volatility commences with the Soweto uprising that occurred in June 1976, after which followed a period of political turmoil in South Africa. This turmoil and together with it the volatility ended with the first democratic election in April 1994. Therefore, based on the historical markers of the Soweto uprising and the first election, the paper sub-divides the sample into the subperiods 1960:3-1976:2, 1976:3-1994:1 and 1994:2-2006 :2.
Figure 3
The real GDP gap (Z-values) 3
Cross-correlations and Granger causality tests
To consider the co-movement between time series for each of the three periods, the paper calculates the cross-correlation coefficients between the real GDP gap and the contemporaneous gap as well as five leads and lags of the gaps of the other variables, each time for the three periods. 4 This is the same approach as Kydland and Prescott (1990) and Gavin and Kydland (2000) , with Bergman et al. (1998) following a similar approach but with fewer lags. Besides the cross-correlations, the paper also explores whether or not the volatility of the other variables displays changes between the three periods that are similar to that of the real GDP gap.
Although the leads and lags of the crosscorrelations may provide an indication of the sequence of changes in the gap variables relative to changes in the real GDP gap, the paper follows in the spirit of Bergman et al. (1998) and also runs Granger causality tests in this section between the real GDP gap and the gap variables used to calculate the cross-correlations. The Granger tests may give a better indication of not necessarily causality between variables, but the sequencing of changes in variables relative to GDP. The tables containing the Granger causality test results are reported in Appendix A.
In the following section the paper extends the Granger causality analysis by also estimating a set of VARs. On these VARs the paper then performs variance decompositions to establish the contribution that a variable makes to the h-period-ahead forecast error variance of itself and the other variables included in the VAR. According to Ramos (2003) , whether or not a variable explains the majority of its own forecast error variance, will determine whether or not that variable will be considered exogenous in the Granger sense. The correlation coefficients between the real GDP gap and the gap variables of the main components of aggregate expenditure indicate that a strong contemporaneous correlation exists in all periods between the real GDP gap and the gaps for consumption, imports and investment (see Table 1 ). The lags and leads of these variables also display strong correlations with the real GDP gap. A relationship between the real GDP gap and the export gap seems to be absent during the first and second periods, while the correlations between the real GDP gap and the contemporaneous value and the first lag of the gap for exports (t and t+1) in the third period exceeds 0.4. This finding goes against conventional wisdom, as it is often assumed that the foreign business cycle leads the South African business cycle via an increase in South African exports (cf. Barr & Kantor, 2002:59-60) . However, the finding is similar to Du Plessis (2006:769-70 ) who finds a low concordance of export and output cycles. Though Kabundi (2009:1) finds that exports do play a role in the synchronisation of US and SA business cycles, he also finds that "...there is a decrease in integration over time translated by a drop in synchronisation of cycles". Government consumption expenditure displays a weak, if not absent correlation in the first and second periods, and a positive correlation in the third period. Du Plessis, Smit and Sturzenegger (2007) also find pro-cyclicality in the behaviour of fiscal policy, especially in more recent periods, though Thornton (2007) finds the opposite.
GDP and the components of expenditure on GDP
Exploring the question regarding leads and lags further, the Granger causality tests reported in Table A1 in Appendix A indicate that in the first and third period changes in the consumption gap led changes in the real GDP gap. Not only do the Granger causality tests indicate that changes in the consumption gap precede changes in the real GDP gap in the third period, but they report bidirectional causality. In the second and third period and counter to what would be expected on a priori grounds, changes in the investment gap lagged changes in the real GDP gap. The same is true for exports in the third period. As with investment, changes in the import gap lag changes in the real GDP gap during the second and third period. However, unlike investment, this accords with a priori expectation.
Although the differences in the correlation coefficients between the periods on first appearance are not that stark, moving from the second to the third period there was a significant reduction in the standard deviations of some of the gaps of the components of aggregate expenditure. This reduction coincided with the decrease in the standard deviation of the real GDP gap itself (see Table B1 in Appendix B). More specifically, in the third period the standard deviations of the real GDP gap as well as of the consumption, investment and import gaps -which are also the three variables that display the highest correlation coefficients with the real GDP gap -are approximately 50 per cent or less of what they were in the second period. (The differences are statistically significant at the 5 per cent level as indicated by the F-tests that test for whether or not the variances between two periods are statistically significantly different -see Table B1 in Appendix B for more detail). Compared to the first period, the standard deviations of these three variables are also lower than during the second period (with the difference also being statistically significant at the 5 per cent level as indicated by the F-tests). The second period seems to be the most turbulent, with its standard deviations not only much higher than those in the third period, but also slightly higher than what they were in the first period. When comparing the second and third periods, the government consumption and export gaps, which are also the variables that displayed the lowest correlations with the real GDP gap, do not display the same large decrease in their standard deviations. Lastly, the standard deviation of investment is significantly higher than that of consumption. This accords with both a priori expectation and investment and consumption behaviour in, for instance, the US (cf. Kydland & Prescott, 1990:11 and Gavin & Kydland, 2000:Fig 2) .
The standard deviations of the gaps of the aggregate expenditure components are also much larger than the standard deviation of the real GDP gap (see Table B1 in Appendix B). The lower standard deviation of the real GDP gap relative to the expenditure component variables indicates the effect of the co-variances between variables to reduce the overall volatility of the GDP gap. The difference between the standard deviations of several of the aggregate expenditure components and of the real GDP gap is similar to the behaviour of these same variables in other countries (cf. Kydland & Prescott, 1990:11; Bergman et al., 1998 :79, Gavin & Prescott, 2000 . For instance, for the 1960 to 2006 period the ratio of the investment gap standard deviation to the real GDP gap standard deviation is 3.7 for South Africa, compared to the 4.9 found by Kydland and Prescott for the US for the period 1954 to 1989 (Kydland & Prescott, 1990:7) . The components whose gaps display the highest standard deviations are the investment and import gaps. The relatively higher volatility of investment is similar to investment behaviour in other countries where the volatility of investment also exceeds that of, for instance, consumption (cf. Kydland & Prescott, 1990:11; Gavin & Prescott, 2000:Fig 2) . Therefore, to conclude, those components that display the highest correlations with the real GDP gap are also those components that register a reduction in their volatility that coincide with the reduction in the volatility of the real GDP gap. These components are consumption, investment and imports. In the case of exports, it also appears as if an increase in correlation with the real GDP gap coincides with a reduction in the standard deviation of exports. As Doyle and Faust (2002:431) note, this is not necessarily surprising because the correlation coefficient equals the co-variance of two variables divided by the product of their standard deviations. Thus, if the standard deviation of one or both decreases, while their co-variance remains unchanged, the correlation coefficient will improve.
To consider the strengths of correlation coefficients and the reduction in volatility further, the paper analyses the different components of consumption and investment. This may trace the origins of the reduced volatility better and indicate which components of investment and consumption display the strongest cyclical behaviour.
Consumption
This section seeks to trace the behaviour of household consumption discussed above to the behaviour of the components of consumption. These components are durable, semi-durable and non-durable consumption goods, as well as services. Type of consumption good listed in first column.
Correlations: Probabilities lower than 5 per cent indicated by shaded area Table B2 in Appendix B indicates that during the second period the standard deviation of the gaps of all the components of consumption increased relative to the first period, and then fell during the third period. The decrease from the second to the third period was larger than the increase from the first to the second period. In the case of all the components, with the exception of non-durable consumption, the standard deviation decreased by 50 per cent or more. Durable consumption goods displayed the highest volatility, followed by semi-durable consumption goods. This is as expected because the more durable consumption goods are, the more they are expected to behave like investment goods. The standard deviation of the durable consumption goods gap is also similar, if not slightly higher, than that of the investment gap. How do the correlation coefficients between the gaps of the consumption components and the real GDP gap compare? Table 2 indicates that in all periods the leads of the durable consumption gap seem to be stronger than the lags. This is confirmed further by the Granger causality tests for the first and the third period, with the Granger test with two lags indicating bidirectional causality during the third period (see Table A2 in Appendix A). During the second period the semi-durable goods gap displays high cross-correlations with the real GDP gap, with the highest for the contemporaneous gap values of semi-durable goods and real GDP. The Granger test with four lags points to causality running from the semi-durable consumption gap to the real GDP gap. Though correlated with the real GDP gap, the Granger tests indicate that the non-durables gap did not lead or lag changes in the GDP gap.
Investment by sector
Just as the previous section seeks to trace the behaviour of household consumption to the behaviour of the components of consumption, this section seeks to trace the behaviour of investment to the components of investment. However, there are various ways in which investment can be sub-divided. The data of the SARB divides it in three ways: by sector, by institution and by asset type. The paper uses the sub-division of investment in terms of sector and by asset type to consider the behaviour of investment relative to the business cycle (real GDP gap). It does not use the sub-division of investment by institution (dividing investment into the investment by general government, the private sector and public corporations) because the private sector largely encompasses the financial sector, the manufacturing sector and several of the other sectors delineated in the sectoral sub-division. The sectors covered are community, social and personal services; electricity, gas and water; financial intermediation, insurance, real estate and business services; manufacturing; mining and quarrying as well as transport, storage and communication.
Just as the volatility of the gaps of the components of expenditure on real GDP usually exceeds the volatility of the real GDP gap, so the volatility of the gaps of the sectoral components of investment exceeds that of the investment gap (see Table B3 in Appendix B). The standard deviations of all sectors changed in the second period compared to the first, though, except for the increase in the volatility in manufacturing, all these changes are statistically insignificant. With the exception of the electricity sector (with a statistically insignificant increase) and transport (with a statistically insignificant decrease), the standard deviations of all the components registered decreases in the third period that were statistically significant. Proportionally the largest decrease occurred in manufacturing, which experienced a decrease in volatility of more than 75 per cent. Financial services experienced decrease of almost 50 per cent, while the decrease in mining and community services was less spectacular. The large decrease in manufacturing volatility corresponds with the experience of the US (cf. Warnock & Warnock, 2000) .
In all three periods the financial sector registers strong correlations, while mining in the second and manufacturing in the third and to a more limited extent in the second period register strong cross-correlations (see Table 3 ). The Granger causality tests indicate that in the first and second period changes in the financial sector led changes in the real GDP gap (Table  A3 in Appendix A). The more important role of manufacturing is also apparent in the Granger test (with four lags) that indicate that in the third period changes in the manufacturing investment gap led changes in the real GDP gap. Furthermore, as Tables 3 and A3 in Appendix 3 show, in the third period changes in the electricity sectors, typically a sector dominated by government, tend not to lag or lead changes in the real GDP gap (though they are positively correlated to the real GDP gap), 5 while changes in the transport sector, another governmentdominated sector, seem to lag changes in real GDP. 
Investment by asset type
Dividing investment by asset, yields five types of assets; construction works, machinery, nonresidential buildings, residential buildings and transport equipment. With the exception of residential buildings, the standard deviations of the gaps of all asset types increased from the first to the second period, though only those of construction and non-residential investment are statistically significant (see Table B4 in Appendix B). In contrast, the standard deviation of the gaps of all asset types decreased from the second to the third period (see Table B4 in Appendix B). From the second to the third period the standard deviation of machinery and nonresidential buildings decreased by approximately 50 per cent, while that of transport equipment decreased by between 40 per cent and 45 per cent. The standard deviation of the gaps of construction equipment and residential buildings also decreased, but by not as much. Table 4 shows that machinery and residential construction displayed the highest correlations with the real GDP gap in the first period. In the second period most types of investment displayed high correlations with the real GDP gap, while in the third period residential and non-residential construction, as well as machinery displayed the highest correlations. Table A4 in Appendix A, reporting the Granger causality tests, indicate that in the first period the changes in machinery, residential and non-residential investment led the real GDP gap, while in the third period it is only non-residential investment.
For both the second and third period the Granger causality test indicates that changes in the transport equipment gap lag changes in the real GDP gap. In addition, the Granger causality tests indicate that changes in the gap variables for investment in machinery, as well as residential and non-residential investment lag changes in the real GDP gap in the second period. Thus, the evidence highlights the lagging nature of all these components (with a few exceptions such as non-residential investment in the third period) and, as such, indicates that investment in general does not lead the business cycle in South Africa. Ramos (2003:105) argues that a variance decomposition constitutes an alternative method to investigate Granger causality.
6 A variance decomposition estimates the relative contribution that variables in VAR equations make to the forecast error variance of the dependent variables of the equations. If the variance decomposition shows that a significant part of the variance of a variable is explained by its own innovation, that variable is exogenous in the Granger causality sense. Following this suggestion, the section takes the Granger causality analysis, conducted above, one step further. It estimates a series of VARs that contain the real GDP gap as well as the variables that according to analysis above, Granger cause and are Granger caused by the real GDP gap. On the basis of these VARs the section conducts variance decompositions of the VARs to explore the exogeneity/endogeneity of the variables and thereby seeks to confirm the findings of the Granger causality tests. The decision as to whether or not a variable is exogenous depends on what proportion of its own forecast error variance a variable explains. Ramos (2003:107) argues that in a one-year-ahead forecast in a six variable VAR, 50 per cent is high. The analysis in this paper also uses 50 per cent as cut-off point. However, instead of a one-year-ahead forecast, this paper uses a 12-quarters-ahead forecast since 12 quarters is the length of time that it takes for the contributions of most of the variables to the forecast error variances to stabilise.
The section estimates three sets of VARs for each of the three periods. The first combines the real GDP gap and the gaps for consumption, investment, imports and, for the third period, exports. The other two sets of VARs also include the real GDP gap and the import gap in the first and second periods and the real GDP gap, import and export gaps in the third period. However, they replace the gaps for consumption and investment with the gaps of the components of consumption (e.g. durable consumption) and investment (e.g. manufacturing sector investment) that Granger cause and are Granger caused by the real GDP gap. Both sets of VARs include the gaps for durable consumption in the first and third periods and semi-durable consumption and services in the second period. What distinguishes the two sets is the components of investment that they include. The first includes the sectoral components of investment, while the second includes the asset type components. Given that the focus is on the variance decompositions and because of the rather bulky nature of the tables containing the VARs, the section does not present the VAR tables, but only the variance decompositions. 
VARs using the GDP gap and the gaps of the GDP components
The discussion above indicates that in all three periods the gaps of consumption, investment and imports either Granger cause the real GDP gap or are Granger caused by the real GDP gap. Therefore, this section estimates a VAR for each of the three periods, containing these variables. In addition, based on the results of the Granger causality, the VAR for the third period also includes the export gap. The lag length of each of the three VARs was selected on the basis of information criteria such as the Akaike and the Schwartz information criteria. On the basis of these criteria the section estimated VARs with three, four and five lags for the first, second and third periods respectively. In addition, given the argument made by some that the South African business cycle was typically export led (cf. Barr & Kantor, 2002:59-60) , the section also presents the variance decomposition of VARs for the first and second period that contain the export gap in addition to the gaps of real GDP, consumption, investment and imports. These VARs were estimated with three and two lags for periods one and two, with the number of lags selected on the basis of information criteria. Table 5 presents the results after 12 quarters. The first column of each period in Table 5 shows the variable of which the variance is explained, while the subsequent columns list the contribution of each of the variables to the variance being explained. Note that rows add up to 100 per cent. Using 50 per cent as a cut-off point for exogeneity, the above analysis indicates that relative to the variables used in the VAR, the GDP gap was exogenous in the first and second periods (Table 5 with or without the inclusion of exports), but endogenous in the third period (Table 5 ). In the third period the gap for consumption explains 40.98 per cent of the forecast error variance of the real GDP gap, which is approximately the same proportion as the GDP gap explains of its own forecast error variance. The consumption gap itself is endogenous in both the second and third periods (see Table 5 with or without the inclusion of exports). In the second period approximately 50-55 per cent of the variance of the consumption gap is explained by the shock to the real GDP gap (Table 5 with or without the inclusion of exports). Including the gap for exports in the VARs of the first and second periods shows that the export gap was strongly exogenous, explaining 70.4 per cent and 88 per cent of its own forecast error variance (see Table 5 ). In contrast to the first and second periods, exports become endogenous in the third period (Table 5) , with the real GDP gap explaining 32.9 per cent of the forecast error variance of exports. Tables 5 also show that the inclusion of exports in the VARs of the first and second period does not add much, with exports never explaining more than 6 per cent of the forecast error variance of any of the other variables. Its inclusion in the third period, though allowing one to indicate that exports itself has become endogenous, adds only modestly to the explanation of the other variables. The export gap never explains more than 14 per cent of the forecast error variance of the other variables (see Table 5 ). The real GDP gap explains more than 40 per cent of the forecast error variance of investment and imports in both the second and third periods.
To consider how long it takes for a shock to die out once it affects the system the paper also estimates impulse response functions. These functions indicate that, for example, in the second period the effect on the consumption gap of a one standard deviation shock to the real GDP gap dies out after 20 quarters (see Appendix C). In the third period it takes about 16-20 quarters for the effect of a one standard deviation shock to the real GDP gap on the gaps of consumption, imports and investment to die out, as well as the effect of a one standard deviation shock to the consumption gap on the real GDP gap (see Appendix D).
VARs using the gaps of the components of consumption and the sectoral components of investments
The discussion about the presence of Granger causality between the real GDP gap and the gaps of the components of consumption indicated that in the first and third periods the gaps for durable consumption and in the second period semi-durable consumption and services either Granger caused or were Granger caused by the real GDP gap. As such, these components of consumption were included in the VARs estimated in this subsection and the next subsection. These VARs also include the gaps for the real GDP and imports, while the third period VAR also includes the export gap. In addition, this subsection includes sectoral components of investment that also either Granger caused or were Granger caused by the real GDP gap. In the first period, these are investment in the electricity, financial services and mining sectors.
In the second period they include investment in community services, financial services, mining and transport, while in the third they include investment in community services, financial services, transport and manufacturing. The information criteria were used to select the number of lags to include in the VARs. This lead to the selection of two, four and two lags for the first, second and third periods. Table 6 presents the variance decomposition of the VARs after 12 quarters. Using 50 per cent as cut-off point, the outstanding features of period one is that the gaps for real GDP, durable consumption and electricity are all exogenous in the Granger sense (with mining virtually equal to 50 per cent), while the durable consumption gap explains 60.1 per cent of the forecast error variance of the gap of investment in the financial services sector (see Table 6 ). In the second period the gaps for semi-durable consumption and services together explain approximately 25 per cent of the variance of the real GDP gap in the second period. Financial services explain a further 12 per cent. In the third period the gap for durable consumption explains 30 per cent of the forecast error variance of the real GDP gap and 23.6 per cent of the forecast error variance of the manufacturing gap (see Table 6 ). Note that in the third period exports do not explain much of the forecast error variance of any of the variables except its own.
VARs using the asset type components of investments
The investment gap variables in this subsection are defined in terms of asset types. In the first period VAR they are construction equipment, machinery, as well as residential and nonresidential buildings. In the second period VAR the investment gap variables include machinery, residential and non-residential buildings and transport equipment. In the third period only residential and non-residential buildings are included. Again the lag lengths of the VARs were selected on the basis of the information criteria. As such, the lag lengths selected for the VARs for the first, second and third periods, were one, four and two. Using the 50 per cent cut-off point, the gaps for real GDP, durable consumption and construction investment were exogenous in the Granger sense in the first period (see Table 7 ). During the first period the durable consumption gap explained 21.9 per cent of the forecast error variance of the real GDP gap, 44.8 per cent of the machinery investment gap, 43 per cent of the investment in residential buildings gap and 38.7 per cent of the import gap.
In the second period, using the 50 per cent cutoff point, the gaps for real GDP and investment in residential buildings are exogenous, while the real GDP gap explains 29.1 per cent of the forecast error variance of imports (Table 7) . In the third period the durable consumption gap explain 35.3 per cent of the forecast error variance of the real GDP gap, 34.3 per cent of the residential buildings gap and 23.3 per cent of the non-residential buildings gap. It also explains 48.6 per cent of its own forecast error variance, rendering it borderline exogenous. The real GDP gap explain a further 14.4 per cent of the durable consumption goods gap, while the gap of investment in non-residential buildings explains 31.8 per cent of the forecast error variance of the durable consumption gap, and 19.8 per cent and 19.9 per cent of the forecast error variances of the real GDP gap and investment in residential buildings. Note again that the exports gap in the third period does not explain much of the forecast error variance of any of the other variables, except its own. 
Conclusion
The above analysis highlights a few key aspects of the South African business cycle and how it changed when comparing the periods 1960:3 to 1976:2, 1976:3 to 1994:1 and 1994:2 to 2006 :2. The analysis indicates that some of those components of GDP that experienced a large decrease in their standard deviations are also components of which the gaps display statistically significant and relatively sizable correlation coefficients with the real GDP gap. In the second and third periods these would include durable consumption, manufacturing investment, as well as investment in machinery and non-residential buildings. The real GDP gap also displayed a high correlation coefficient in the second and third periods with the gaps of imports, non-durable consumption, investment in the financial services sector, as well as investment in residential buildings.
The Granger causality tests indicate that in the third period only the gaps for consumption, and more specifically durable consumption, and investment in the manufacturing sector, as well as investment in non-residential buildings Granger cause the real GDP gap. This means that these are the only variables of which changes precede the changes in the real GDP gap. The variance decomposition support the Granger causality findings and, as such, provide further evidence of the key role played by semidurable consumption in the second period and durable consumption in the third period. These findings also point to the possible roles of these consumption components in driving the South African business cycle (even though durable consumption constitutes only about 12 per cent of total consumption). The variance decompositions also highlight the small role that exports played as driver in South Africa and as explanation for the business cycle. The key role of consumption and the small roles of exports and investment are rather surprising as conventional wisdom and a priori theory often assumes or postulates that changes in the investment gap and exports should lead changes in the real GDP gap. Volatility decreased significantly from the second to the third period. As mentioned, it seems that the reduction in the volatility of GDP in South Africa can be traced to the reduction in the volatility of household consumption (durables and services), together with the decreases in the standard deviations of investment in machinery, non-residential buildings and transport equipment, most notably manufacturing investment. Sectors dominated by government, such as electricity and transport, did not contribute to the decrease in volatility.
Endnotes
1 A companion paper focuses on the relationship between the real GDP gap and variables other than national account variables. 2 Cyclical GDP can also be obtained using for instance a production function approach. However, this can only be applied to the GDP series and not the other series used. For the purposes of this paper, the same detrending technique had to be applied to all time-series used in the paper to ensure consistency. The Baxter-King BP filter could also be used, though the majority of the literature using statistical filters, selected the Hodrick-Prescott filter. As a result, this paper also uses the Hodrick-Prescott filter. This filter is a time-series smoothing technique where the smoothed time-series is obtained from selecting s so as to minimise
, where y is the time-series to smooth, s is smoothed series and  is the smoothing parameter. For quarterly data the convention is to set  = 1600. This convention is followed in this paper. Note that due to the endpoint problem of the HP filter, some observations at both ends have been dropped. 3 For the latter approach this paper ignored peaks and troughs smaller than 0.01 in absolute terms. 4 An alternative approach is to calculate the correlation coefficients between the growth rates of variables. However, as Barrel and Gottschalk (2004:101) note, the use of growth rates is problematic given that the long-term component of the data might pollute the cyclical pattern of the growth rates. The second alternative would be to remove the cyclical component of the growth rates before calculating the correlation coefficients between the growth cycles. In preparing this paper both the gap variables and the growth cycles were calculated and used for the correlations and the volatility measures. Because both sets of calculations yield very similar results this paper uses only the gap variables. 5 However, note that although there is no discernable correlation between the investment gap of the electricity sector and the GDP gap, Odhiambo (2009) found a strong bi-directional causal relationship between economic growth and electricity consumption. 6 My thanks to Meshach Aziakpono for bringing this paper to my attention. 7 However, the tables containing the VAR results are available from the author on request. Note that the VAR residual serial correlation LM Tests indicated no serial correlation problems at a 5 per cent level for any of the VARs. In addition, the joint test for heteroskedasticity indicates no heteroskedasticity at a 5 per cent level in any of the VARs.
Appendix A Granger causality tests
The columns headed by 'X Y' reports the probability of making a mistake by rejecting the null hypothesis that a variable such as the real consumption gap, denoted by X, does not Granger cause the real GDP gap, denoted by Y. The columns, headed by 'Y X' report the reverse causality result. Using a 5 per cent significance level, probability values of less than 0.05 indicate that there is evidence that, for instance, changes in the real consumption gap precede changes in the real GDP gap. These statistically significant results are shaded in grey.
Table A1
Granger causality between the GDP gap and the GDP component gaps Granger (2) Granger (4) Granger (2) Granger (4) Granger (2) Granger (4) X Granger (2) Granger (4) Granger (2) Granger (4) Granger (2) Granger (4 Granger (2) Granger (4) Granger (2) Granger (4) Granger (2) Granger ( 
