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Abstract 
The goal of this study was to create graphene-TiO2 composite materials in order to make solar 
cell applications more efficient. Graphene provides unparalleled electron mobility which 
improves both charge transfer and can help resist electron-hole recombination, which is a factor 
in the low efficiency of solar cells. TiO2 is already a prominent photocatalyst with the capability 
to absorb a wide spectrum of solar radiation. By producing a stable graphene-TiO2 composite, 
the photocatalytic properties of TiO2 can be enhanced by the exceptional electron mobility of 
graphene. The primary design constraint in this study is the band gap of TiO2. If the band gap is 
narrowed, a wider spectrum of light can be absorbed, increasing efficiency. If the band gap is 
widened, the spectrum of light absorbed is more narrow, decreasing efficiency. The pristine 
graphene sheet was found to have poor interaction with the TiO2 cluster. Epoxide defects on the 
surface provide for strong covalent bonds to the graphene surface which changed the band gap 
depending on the defect. Adsorption onto hydroxide defects produces (TiO2)nOH clusters which 
reduce the graphene sheet, and then weakly interact with the surface. Vacancies in the graphene 
sheet do not significantly change the electronic properties of the composite when compared to 
the pristine sheet. Increasing the TiO2 nanocluster size did not affect the relative change in band 
gap width, showing that cluster sizes well below the bulk crystal behave similarly on the surface. 
I have found that defect graphene sheets anchor TiO2 nanoclusters onto the graphene surface 
allowing charge transfer within the composite and improve the spectrum of light which can be 
absorbed. These findings can be used to manufacture new solar cell catalysts which would be 
more capable of harnessing the energy from the sun.  
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1| Introduction 
 Efficient catalytic materials have become the cornerstone of modern chemical synthesis. 
New catalytic materials are critical for fuel cells, advanced electronics, solar cells, and many 
more applications due to their ability to improve the rate and consistency of chemical reactions. 
One of the more familiar catalysts is the catalytic converter in automobiles. The catalytic 
converter operates by oxidizing harmful exhaust fumes (carbon monoxide, large chains of carbon 
compounds, nitrogen oxides) into safer emissions. This is accomplished by using a catalyst made 
of platinum or palladium and other components. These metals lower the energy of the oxidation 
reaction without being consumed as a reactant. Thus the metals are never “used up” by 
participating in the reaction. The development of renewable energy sources requires new 
materials and catalysts in order solve the world’s growing energy deficits (An & Yu, 2011; 
Pumera, 2011). These new materials could allow fuel cells, solar energy, and super capacitors to 
reach their full potential. 
 This research will focus on studying novel catalysts, TiO2/graphene composites, to be 
used in fuel cells and solar cells. In the case of fuel and solar cells, there is much room for 
improvement due to problems with efficiency, reliability, and cost. Using the most up to date 
research in nanotechnology and molecular modeling, a new catalyst can be truly designed from 
the ground up which addresses these issues. In recent years there has been a wealth of research 
stemming from the discovery of graphene (Novoselov et al., 2005). Graphene is a carbon 
compound formed from graphite. It is a two-dimensional material comprised of a single sheet of 
hexagonal carbon atoms as shown in Figure 1.1.  
  
The unique properties of this material will be explained in a later section, but many authors (An 
& Yu, 2011; Geim & Novoselov, 2007; Novoselov et al., 2005; Pumera, 2011) have identified 
graphene as a potential catalytic material which could change the future of renewable energy. In 
this paper, I will use computational modeling to study novel catalyst materials, predict their 
behavior, and understand the mechanisms behind their behavior at the atomic level. By 
understanding the mechanisms and behavior of these catalysts, they can be engineered precisely 
to the specifications that are required by their applications. With a bottom-up approach to 
catalyst engineering in solar cells, increased efficiency will change the profitability of alternative 
energy sources. 
1.1 Choosing a catalyst compound 
   There has been tremendous research in the last few years on adapting graphene into a 
catalyst material (An, X. Q., & Yu, J. C. 2011). These methods include doping or altering the 
sheet with other materials, which is called functionalization. This could enhance the chemical 
Figure 1.1 
An atomistic model of graphene showing the hexagonal structure 
properties of the material. The choice of doping material depends on the application. One of the 
most promising photo catalysts is titanium dioxide. Studied heavily in solar cells (Gratzel, 2001; 
Oregan & Gratzel, 1991) TiO2 has shown its potential as a photocatalytic material in 
environmental applications as well (Hoffmann, Martin, Choi, & Bahnemann, 1995). In this work, 
we consider composite materials comprised of graphene and TiO2 nanoclusters as a potential 
photocatalytic material.  
1.2 Computer modeling  
 In order to explore the properties of graphene/TiO2 composites, the computational 
technique density functional theory (DFT) was used. DFT is a simulation method derived from 
first principles, meaning it is derived from established physical laws, and in this case quantum 
mechanics. A derivation of this method is provided in the methodology section. DFT allows for a 
detailed analysis of the geometry and properties of the electrons in the material. This gives more 
information about how the electrons interact within the graphene/TiO2 composite and with 
external radiation. As will be shown further, the behavior of photo catalysts is directly related to 
the energy of electrons within the composite. Using DFT provides rich details to identify 
composites that have unique characteristics which can then be replicated and tested 
experimentally. 
1.3 Research Goals 
In this paper, I present a detailed computational model based on DFT of the graphene-TiO2 
catalyst. This includes the atomic and electronic structure of individual graphene and TiO2 
precursors, as well as the possible graphene-TiO2 composites. The electronic structure of the 
composite catalysts will be elaborated on to explain the chemistry of graphene and its 
applications in renewable solar energy. I will determine how TiO2 interacts with the graphene 
sheet to evaluate the feasibility of the composite, as well as focus on how the electronic structure 
of TiO2 changes after adsorption onto the graphene sheet.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2| Background 
Solid state species differ from their gas phase and liquid counterparts by having long-
range ordered structures. Solids can form organized crystals or disorganized amorphous 
structures. In this paper I will be considering the interface between solid and gas state species for 
all models. This background begins with a description of band theory and the modified free-
electron model for conducting solids. Then, the fundamentals of photo-catalysis in solids are 
reviewed. Following this, I provide a literature review of graphene discovery, properties, and 
recent modeling efforts. 
2.1 Electron Configuration and Orbitals 
 Atomic orbitals describe the statistical locations of electrons around the nucleus. Each 
orbital can be occupied by a maximum of two electrons according to the Pauli Exclusion 
Principle. If  two electrons occupy the same space, they must have opposite spins (Bohm, 1989). 
In an orbital, the two electrons are nearly identical except for their spin. Spin occurs from the 
angular momentum held by the electrons. For the scope of this work, spin can be thought of as 
the rotation of an electron. Electrons can spin in two different directions, denoted as simply “up” 
or “down”. If all the atomic orbitals in an atom are filled, the atom will have no net spin, since 
the opposite spins in each orbital will cancel out for each orbital. Electrons will fill the lowest 
energy orbitals first in order to produce the most stable and lowest energy configuration. Orbitals 
are denoted by s, p, d, f, etc geometries. In the case that Hund’s Rule describes the effect of 
having unpaired orbitals of the same energy level. In this case, the most stable configuration is to 
maximize spin by spreading each electron into individual orbitals sharing the same spin. This is 
preferable, because the individual electron orbitals and parallel spins reduce the electromagnetic 
interactions between electrons. Some transition metals exhibit ferromagnetism, which is caused 
by electron spin and unpaired electrons. Due to the large number of unpaired electrons in the d 
orbitals of transition metals, there will be a net spin in one direction due to Hund’s Rule. This net 
spin produces a magnetic dipole which is magnified in a solid as each atom exhibits the same 
dipole (Cox, 1987).  
When atoms form covalent bonds, the atomic orbitals must change in order to allow 
electron sharing between atoms. The simplest description of molecular orbitals is the linear 
combination of orbitals theory (LCAO). In this theory, molecular orbitals are approximated by a 
linear combination of atomic orbitals. A linear combination produces orbitals that are a mixture 
of the atomic orbitals that formed the bond. The most prominent molecular orbitals are sigma 
and pi bonds in organic molecules. If two atomic orbitals are used to create a molecular orbital, 
the resulting molecular orbital must contain both atomic orbitals. This results in a lower energy 
bonding orbital and a corresponding anti-bonding orbital. Electrons then occupy the lowest 
energy molecular orbitals similarly to atomic orbitals. This results in a set of occupied bonding 
orbitals and an unoccupied set of non-bonding orbitals. The highest occupied molecular orbital is 
abbreviated the HOMO and is the highest energy molecular orbital that is occupied with 
electrons. The lowest unoccupied molecular orbital is abbreviated as the LUMO and is the 
lowest energy molecular orbital that is unoccupied. If an electron in the HOMO wants to be in an 
unoccupied non-bonding orbital, it must obtain energy that is at least the difference in the energy 
between the HOMO and LUMO (Cox, 1987). Due to the laws of quantum mechanics there are 
only discrete energy values that are allowed for an electron. Figure 2.1 shows 8 orbitals in a 
hypothetical compound. Electrons will occupy the lowest energy orbitals first, as shown in the 
shaded peaks. There can be many higher energy orbitals in the compound, which are unoccupied. 
The Fermi energy is taken to be the average energy level between the HOMO and LUMO.  
  
 
2.2 Crystal Structures and Covalent Bonding in Solids 
 Solids often form ordered structures that can be categorized by their geometry. Like 
smaller molecules, structural configurations are determined by the most energetically favorable 
state that the system can take. Crystals are formed from a repeating unit, which may be Fe, NaCl, 
or even benzene rings. One of the simplest crystal structures that these repeating units can take is 
a simple cube. The crystal structure that a solid takes can be a result of ion sizes in an ionic solid, 
or other external parameters (Smart & Moore, 2005). Metals and ionic solids form a variety of 
crystal structures, but in this research the crystal we are interested is graphene, which is a 
covalent solid.  
Figure 2.1 
 occupied and unoccupied orbitals in the vicinity of the Fermi level 
Graphite, the precursor to graphene, is a solid crystalline structure formed from 
covalently bonded carbon atoms. As shown in figure 2.2 graphene is a honeycomb array of 
carbon atoms. Each carbon atom is bonded to three others in the same plane. The bonds between 
carbon atoms are shorter than in diamond , at 144 pm instead of 154 pm (Smart & Moore, 2005). 
This can also be shown in figure 2.2. This is closer to the bond length of benzene carbons, which 
is 139.7 pm. In graphite, these carbon planes stack on top of each other due to attractive stacking 
of π-bonds between carbons, and also due to unhybridized p-level orbitals that lie normal to the 
carbon plane. The distances between such sheets is 340 pm on average, much longer than a 
normal carbon-carbon σ-bonds. This is the result of strong Van der Waals forces between 
carbons in different sheets (Smart & Moore, 2005).  
 
 
Figure 2.2 
carbon bond lengths in graphene 
Van der Waals forces are weak bonding forces that result from attractions between 
dipoles in molecules. A dipole is a pair of positive and negative charges. Strong dipoles arise 
from geometry and from the electronegativity in covalent bonds. For example, water molecules 
have a strong dipole that arises from the geometry of the water molecule and the electro 
negativity of the oxygen atom. Because of the 104.7° bond angle and the strong electronegativity 
of the oxygen relative to the two hydrogens, the net charge on the oxygen side of the molecule is 
slightly negative and the hydrogen side is slightly more positive.  
The van der Waals (vdW) forces in graphite are caused by the occupation of electrons in 
the π-bonds and p-orbitals. As a result of the solids being held together by these weaker van der 
Waals forces, graphite is a soft solid which becomes very slippery under heat and pressure. This 
makes it an excellent mechanical lubricant. Graphene is a solid material made from a single layer 
of graphite. This material is the center of this research, and the physical properties of it will be 
discussed in detail. 
2.3 Electronic Structure of Solids 
 In the free-electron model all electrons form a delocalized gas throughout the solid. In the 
simplest case, electrons are considered to be an ideal gas removing all electron-electron 
interactions and not treating the interaction with nuclei at all. Although a simplistic model, it 
describes metallic conductivity as the movement of a charged gas in an electric field. If the metal 
is heated, the electron gas increases in kinetic energy and the velocity of the electrons increase. If 
a voltage is applied across the solid, the electron gas will move in the direction of the field. If the 
temperature of the gas increases, the velocity of the electrons passing through the field will 
increase as well. The biggest drawback in this model is the exclusion of the effects of the nuclei. 
Despite this, the model is surprisingly accurate for strongly electronegative ionic solids and some 
pure metals. One way to visualize the energy levels that electrons occupy is by the density of 
states (DOS). In a DOS plot, the energy of electrons is plotted against the number of electrons 
occupying each state. In the free-electron model, this would produce a continuum from the 
lowest occupied orbital up into the unoccupied orbitals. The energy gap between the HOMO and 
LUMO would be non-existent, since electrons could easily change energies due to being a “free” 
gas. You can see this in figure 2.3. Here the density of states for a theoretical free-electron metal 
is shown. Electrons occupy the lower energy levels in the band, but there is no gap to cross 
beyond the HOMO into the LUMO. Above 0K, the Fermi level is blurred, and electrons can 
freely travel through the band.  
 
 Although a good model for strongly electronegative metals, the free electron model falls 
apart in describing many solids. In order to describe the physical properties of more complex 
metals and metal-oxides, the free-electron model must be expanded. In fact, the Nearly-Free 
Figure 2.3 
Free electron density of states 
Electron Model (NFE Model) uses elements of LCAO to introduce the interaction with nuclei. 
The large amount of atoms in a solid increases the number of occupied and unoccupied orbitals 
in the solid. This approaches a continuum similarly to the Free-electron model, but as a result of 
the electron interaction with the nuclei, some energy levels will be more heavily occupied than 
others. This produces bands in the DOS that show no electron occupation. In semi-conductors, 
there may be a gap between the HOMO and LUMO with continuous energy levels outside of the 
gap. This is referred to as a band gap and elucidates many properties of solids. The energy levels 
up to, and including, the HOMO compromise the valence band. These are filled electron energy 
levels. The LUMO and all levels above it form the conduction band, which at the ground state 
includes unoccupied orbitals.  
 
  
Figure 2.4 
As the number of atoms in a solid increases, the orbitals begin to form bands 
 
Electrons in the valence bands can be promoted to the conduction band, but this requires 
the electron to gain energy at least as great as the width of the band gap. This differs from 
metals, which have a partially filled band. The band gap in a metal is arbitrarily small, so 
electrons are free to travel into unoccupied states without having to cross a gap. The highest 
occupied energy level in a metal is the Fermi level. Figure 2.4 shows a solid semiconductor as 
the number of atoms in the solid increases. Here the Fermi level is taken as 0 eV. Solid bands 
start to develop, but there remains a gap between the occupied and unoccupied orbitals. In this 
case, there is a definite HOMO and LUMO directly above and directly below the Fermi level. 
Semiconductors belong to a special group of solids, because unlike metals, their electrical 
conductivity increases with temperature. This process is exhibited in intrinsic semiconductors 
which include silicon and germanium. These solids have a band gap and a completely filled 
valence band. In order to conduct electricity, electrons need to be promoted to the conduction 
band, leaving empty levels in the valence band known as “holes”. Once electrons are in the 
conduction band, they conduct similarly to metals.  As the temperature of the compound 
increases, energy is transferred to the crystal as kinetic energy, causing vibrations. Since all of 
the atoms are bonded together in the solid, all atoms vibrate together. These vibrations are called 
phonons which relate the energy of the vibrating atoms to the energy of electrons. As 
temperature increases, the energy of the phonons increase, which then transfers to electrons in 
the valence band, promoting the electrons into the conduction band (Cox, 1987).  
 Intrinsic semiconductors can be further tuned by the introduction of impurities. 
Conductivity of semiconductors can be affected by impurities at concentrations as low as 1 in 
10
10
 (Smart & Moore, 2005). The controlled doping of semiconductors is central to modern 
electronics and is a key to understanding solar cells and fuel cell batteries. Semiconductors with 
impurities are known as doped semiconductors. For example, if an atom of boron is introduced 
into a crystal of silicon; boron has less valence electrons than silicon, and in the overall crystal 
DOS a single electron will be missing from the valence band (Smart & Moore, 2005). This 
creates a hole in the valence band. These are p-type semiconductors because their conductivity is 
directly related to the number of positive holes in the compound. Instead of doping with silicon, 
an atom with more valence electrons can be used as a dopant producing extra electrons that may 
be in between the valence and conduction bands. If these electrons are closer to the conduction 
band, they are more easily promoted than electrons in the valence and, and conductivity is 
increased. These are called n-type semiconductors because they have more n, the common 
variable used for the number of electrons (Smart & Moore, 2005). 
 The band structure is based on different lattice vectors k in reciprocal space, explained in 
short below. These vectors are spaced in the Brillouin zone, a reciprocal space cell based on the 
geometry of the unit cells. Different k-points are chosen correlating to the reciprocal lattice 
vectors k. To create a perfectly accurate description of electron distribution in the solid, an 
infinite number of k-points would have to be sampled for every reciprocal vector in the Brillouin 
zone. In DFT methods, a large number of k-points are chosen to make an accurate band 
structure. From the band structure, the intrinsic or extrinsic properties of semiconductors can be 
shown, as well as the distribution of electrons in the solid. 
2.5 Electronic properties of graphene 
 Graphene is an exciting new material discovered in 2004 with numerous interesting 
properties. First and foremost, graphene is a stable single-layer crystal. Thermodynamically, it 
had always been theorized that single layer crystals are fundamentally unstable. In the pioneering 
work of Novoselov and Geim, graphene has been shown to be an exception to the rule (Geim & 
Novoselov, 2007). Geim and Novoselov not only show the existence of this unique crystal, but 
explore its incredible electronic properties (Geim & Novoselov, 2007; Novoselov et al., 2005). 
Graphene has a zero-point band gap which is the starting point for much of its behavior. Figure 
2.5 shows the density of states for pristine graphene in the neighborhood of the Fermi level (0 
eV). It can be seen how the state density is zero at the Fermi level but there is no gap, instead the 
state densities increase away from the Fermi level. 
 
  
Figure 2.5 shows the occupied electron states up to the zero (Fermi level) and unoccupied 
states above. There are no occupied states at the Fermi level, but the band gap of the material is 
nonexistent. Graphene exhibits metallic properties in its pristine crystalline state, but a band gap 
can be induced through additional layers or functionalizing the surface (Geim & Novoselov, 
2007). Functionalizing is a broad term used to describe tuning the electronic properties of 
graphene through changing its chemical structure. This would change graphene from a metal into 
Figure 2.5 
Density of States in the vicinity of the Fermi level, made in VASP with a k-point mesh of 4x4x1 
a more traditional semiconductor with a band gap. As a result of the monolayer structure, pristine 
graphene has an optical transmittance of up to 97.7% (Cui, Zhang, Hao, & Hou, 2011) which can 
have applications in photocatalysis. Optical transmittance is a measurement of the amount of 
light at a specified wavelength that passes through a material. High optical transmittance is an 
important property of graphene, because the photochemical reaction doesn’t happen on the 
graphene surface, but on the TiO2. High transmittance for graphene means that very little light 
will be absorbed by graphene, and will be passed through to the TiO2 for the photochemical 
reaction. 
Graphene is exciting because it is a potential replacement for silicon-based electronics. 
When studying the rate at which electrons travel through the crystal, the mobility of the electrons 
are crucial. Electron mobility, µ is the ratio between the strength of an electric field and the 
average velocity of the electrons as a result of this field. Graphene has been shown to have 
mobilities that exceed 15,000 cm
2
V
-1
s
-1
 (Geim & Novoselov, 2007). Some semiconductors have 
high mobility up to 77,000 cm
2
V
-1
s
-1
, but these are for pristine bulk crystals. The mobility of 
common semiconductors degrades rapidly with doping. Graphene is unique in that mobility is 
only weakly dependent on temperature, and that mobility remains high even with doping (Geim 
& Novoselov, 2007). The charge mobility in graphene is dependent on electron scattering, which 
is the change in electron trajectory due to external forces. Geim and Novoselov theorize that the 
mobility of doped graphene at room temperature could reach up to 100,000 cm
2
V
-1
s
-1
. These 
levels correlate to ballistic transport, in which the effects of electron scattering are minimized 
and charge transport reaches the limit of efficiency in a solid (Geim & Novoselov, 2007; 
Novoselov et al., 2005). It is a result of these physical properties that a tremendous amount of 
research has been pioneered in the applications of graphene.  
 2.6 Synthesis and functionalization of graphene  
 The synthesis of graphene is important as pure pristine graphene is still notoriously 
difficult to manufacture. Graphene synthesis usually involves oxidation-reduction processes 
which can defect the surface with vacancies and partially oxidized groups in the crystal. These 
various defects may have an effect on the electronic properties of graphene.  
 The primary method of synthesizing graphene is through liquid-phase exfoliation. This 
involves solvating the graphene precursor and exposing it to sonication, in which the precursor is 
agitated by ultrasonic waves to shred the layers apart. The choice of precursor has a large impact 
on the final product. Graphene oxide provides a cost effective and convenient precursor. 
Graphene oxide (GO) has significant epoxide, hydroxyl, and carboxyl groups due to the 
oxidation of graphite.  
This functionalization provides superior solubility in many organic solvents compared to 
other precursors (Cui et al., 2011). The oxide is then exfoliated by sonication into monolayered 
GO. This can then be reduced into reduced graphene oxide (RGO). This process results in many 
defects as described above. In order to reduce defects, graphite can be used as a precursor. The 
graphite is solvated, and then sonicated directly without oxidation. This bypasses the oxidation-
reduction steps to produce large pristine graphene flakes. This process is hindered by the poor 
solubility of graphite and resulting low yield of 1 weight percent (Cui et al., 2011). Additional 
methods have been studied including microwave agitation, and electrochemical processes (Cui et 
al., 2011). 
 Functionalizing the surface has been studied extensively over the last few years (An, X. 
Q., & Yu, J. C. 2011). Graphene composites can be made with the physical properties of both 
graphene and a secondary material. The large surface area of graphene is well-suited to the 
formation of composites, and it is here that we will focus our efforts. Combining graphene with 
other materials essentially connects the new material with an electron highway where extremely 
rapid charge transfer and stable structure can enhance electrode activity and catalyst efficiency.  
2.7 A test case: adsorbing metals onto graphene 
 Research on functionalizing graphene from first principles (DFT) has provided much 
background onto the effects on dopants on the electronic properties of graphene. Chan, Neaton, 
and Cohen performed a first-principles study of adsorbing various transition metal atoms onto 
pristine graphene (Chan, Neaton, & Cohen, 2008). From DFT studies, they found different 
bonding characteristics depending on the chemical group, and that adsorption of atoms can affect 
the electronic properties of the graphene sheet. Transition metals exhibit ionic bonding into the 
graphene holes. These metals had little change in the electronic characteristics of graphene. 
Transition metals with valence electrons in the d orbitals and group IV metals had strong 
covalent bonds with hybridization between the graphene and metal electronic states (Chan et al., 
2008). Hu and Johll had similar results adsorbing metals onto pristine graphene sheets (Hu et al., 
2010; Johll, Kang, & Tok, 2009). Giovannetti et all have performed similar DFT calculations on 
transition metal adsorption which shows shifting of the Fermi level after adsorption, and a work 
function larger than pristine graphene (Giovannetti et al., 2008). The work function is the 
minimum amount of energy required to release an electron from the surface into a vacuum. Giez 
et all showed both p and n type doping of pristine graphene through bismuth antimony and gold 
(Gierz, Riedl, Starke, Ast, & Kern, 2008). Vanin et all used explicit van der waals effects in DFT 
calculations to improve the adsorption energies of metal atoms onto the graphene surface. They 
report a strong effect on the adsorption energy of the atoms and shows little change on the 
density of states (Vanin et al., 2010).  
 From background literature, transition metals with valence electrons in the d band show 
an interaction with the graphene sheet but seem to be predominantly van der waals forces. The 
choice of DFT settings affects the density of states results, but for strong covalently bonding 
atoms, there is a shift in the Fermi level after adsorption. Graphene has been shown to readily 
interact with transition metals, and has an effect on the electronic properties of the metal. 
2.8 Graphene enhanced photo catalytic composites 
 Much research has been done on functionalizing graphene for the many electrical 
applications as described above. In this paper, we consider functionalizing graphene with 
titanium dioxide (TiO2) nanoclusters. The so-called P25 TiO2 nanoparticles have been identified 
and studied by Zhang et all as an addition for graphene to enhance photo catalytic activity (H. 
Zhang, Lv, Li, Wang, & Li, 2010). P25 is a white crystalline powder of TiO2 with particle sizes 
of 20±5nm, and is a well-studied and common photo catalyst (Heptachroma.com). Zhang et all 
used the liquid exfoliation of graphene oxide described above. Graphene oxide was sonicated in 
the presence of P25. Thus the deposition of P25 particles was integrated into the graphene 
synthesis. Zhang reported the P25-graphene composite enhanced absorptivity of photo electric 
dyes that exceeded P25 and P25-carbon nanotube composites. In addition, the separation of 
charge and improved charge transfer was noted. The enhanced photocatalytic properties were 
hypothesized by Zhang to be a result of graphene’s unique planar structure which facilitates 
adsorption of P25 and photo electric dyes onto the surface due to the massive surface area (H. 
Zhang et al., 2010).  
 Williams, Seger, and Kamat expanded Zhang et al’s results by looking at the 
photocatalytic properties of TiO2-graphene oxide (Williams, Seger, & Kamat, 2008). Williams et 
all hypothesized that TiO2 can photo catalytically reduce graphene oxide by the following 
mechanism, where hv denotes ultraviolet radiation, e are excess electrons in the conduction band, 
and h are the holes in the valence band. 
TiO2 + hv  TiO2(h+e) 
     
→    TiO2(e) +  C2H4OH + H
+
 
TiO2(e) + graphene oxide  TiO2 + reduced graphene 
In this reaction, the TiO2 clusters are exposed to ultraviolet light which excites electrons into the 
conduction band and correspondingly producing holes in the valence band. Methanol donates 
electrons into the valence band splitting hydrogen off of the methanol. The TiO2 photo excitation 
reaction is solvated in methanol, allowing the methanol oxidation to occur simultaneously with 
the electron excitation. TiO2 with electrons in the conduction band donate the excited electrons 
to the graphene oxide reducing the surface to graphene. This reduction mechanism shows how 
UV light is capable of separating TiO2 electrons and holes. In this case, methanol was used to 
ensure the electron/hole separation by transfer to the methanol solvent. The separation of 
electrons/holes allows work to be done through an electrical circuit. This separation is what 
allows solar cells to provide electrical energy. 
Graphene oxide has been studied as an improved base to adsorb TiO2. Lightcap used 
graphene oxide doped with TiO2 clusters and reported stronger binding of TiO2 onto the 
graphene oxide sheet and improved electron transport and storage in the material (Lightcap, 
Kosel, & Kamat, 2010). Modeling the structure of graphene oxide with DFT has been an 
ongoing topic in current research. Mkhoyan used atomic force microscopy (AFM) and scanning 
transmission electron microscopy to identify the common structures in oxidized graphene 
(Mkhoyan et al., 2009). DFT models were constructed from microscopy data to show 
significantly different electronic structures for graphene with carbon to oxygen ratios of 5:1 and 
above. The oxygen atoms form epoxide groups on the graphene surface, changing the sp
2 
hybridized carbon orbitals into full sp
3
orbitals. Xiang used a different approach to find common 
structures in graphene oxide using a genetic algorithm (Xiang, Wei, & Gong, 2010). Genetic 
algorithms are a unique approach to finding a stable structure by starting with a large sample of 
potential structures, and then blending their combinations iteratively until the lowest energy and 
most stable structure is found. Genetic algorithms broadly have the advantage of being able to 
search through an enormous amount of potential solutions, but are computationally intensive and 
the algorithm may find a structure of relative minimal energy as opposed to the true minimum. 
Xiang found that oxygen containing epoxide groups and –OH containing hydroxyl groups were 
the most common and energetically favorable structures. Additional research by Boukhvalov and 
Katsnelson confirmed the stability of epoxide and hydroxyl groups on the oxidized graphene 
surface and showed that both structures are present in significant quantities on the surface 
(Boukhvalov & Katsnelson, 2008). 
Graphene/TiO2 composites have been studied by Gao, Li, Lv, and Liu who used a slab of 
anatase TiO2 (Gao, Li, Lv, Liu, 2013). Anatase is one of the three main TiO2 crystal geometries. 
A large slab 3 Ti atoms deep was placed below a sheet of planar graphene. The band gap of bulk 
anatase TiO2 is 3.26 eV. Upon graphene adsorption, the anatase slab was studied to determine 
how graphene changes the band gap. Gao et al report that the anatase band gap was narrowed to 
0.47 eV which is a significant reduction. In this study, nanoclusters of TiO2 were used which 
have significantly different band gaps from anatase. Calculations were performed using LDA + 
U. The U is a localization term which improves the accuracy when estimating valence electrons. 
This results in a more accurate band gap width. In this study, there is no localization parameter. 
Without a localization parameter, band gaps are overestimated.  
 
2.9 Modeling TiO2 nanoclusters 
 Finding the most stable geometry for nanoclusters has seen enormous research attention 
in recent years. With the growth of more powerful optimization algorithms including genetic 
algorithms, Monte Carlo simulated annealing, etc. such work is possible. Many papers have 
found elegant geometries for nanoclusters of up to hundreds of atoms (Catlow et al., 2010). The 
energetically favorable geometries and electronic structure for TiO2 nanoclusters containing up 
to 15 repeating units was found by Qu, Zhang, and Calatayud (Calatayud, Maldonado, & Minot, 
2008; Qu & Kroes, 2006, 2007; W. W. Zhang, Han, Yao, & Sun, 2011). Each paper found stable 
structures and studied the electronic structures of each cluster. It was reported that for clusters of 
size up to 15 repeating units, the band gaps of the clusters do not rapidly approach the band gap 
of the bulk TiO2 structures. The band gaps remain of the same width as the cluster size increases 
with a general trend of decreasing Fermi level. As the Fermi level decreases and band gaps 
remain relatively constant, the HOMO and LUMO levels tend towards more negative energy 
values. The band width itself follows a weakly decreasing trend with small oscillations as the 
cluster size increases. Calatayud et al. hypothesize that the band gap width increases very slowly 
in smaller clusters. 
 
 
2.10 Conclusions 
 Graphene has already shown itself to be a unique material with a wide range of potential 
applications. Recent experimental work has shown the interactions between the photocatalytic 
TiO2 nanoclusters and graphene. These results show that the graphene/TiO2 material have 
improved catalytic properties over pure TiO2 nanoclusters. It is theorized that the graphene 
allows the electrons or holes in the photo excited TiO2 to travel through the graphene sheet to 
better minimize the recombination of the electrons and holes. The precise affects that graphene 
has on the TiO2 is not well understood at this point. Recent research has been made into oxidized 
graphene sheets, an intermediate product of graphene synthesis. These sheets also have been 
shown to interact with TiO2 to affect their photo catalytic properties. I will use DFT to model the 
graphene TiO2 and graphene oxide TiO2 structures using different sizes of nanocluster and 
different graphene sheets. This will allow us to better understand why graphene has been shown 
to improve the photo catalytic properties of TiO2, and how these properties can be better utilized 
to further improve their performance. 
 
 
 
 
 
 
 
3| Methodology 
3.1 Quantum Mechanical Methods for Molecular Modeling 
 In order to model how atoms interact to form molecules and crystals, we must be able to 
model the motion and structure of electrons and nuclei that compromise each atom. The first step 
in describing the properties of systems of atoms is to find the most stable geometry, or ground 
state. In nature, electrons and nuclei will seek to minimize the energy of the system. Two 
hydrogen atoms will bond covalently in a way that lowers the energy of the electrons. The 
minimal energy will be achieved when the nuclei are at the correct locations, and when the 
electrons are in the correct orbitals. Finding this energy is a daunting task, but once found will 
allow for other physical properties such as conductivity and orbital occupancy to be derived. The 
occupied and unoccupied energy levels of the molecule can be found and compared between 
models. With the occupation and energy levels, many physical properties of the molecule can be 
predicted. The density functional theory method used in this paper starts from first principles by 
describing the energy of electrons from quantum mechanics. Thus, our modeling is ab initio, 
meaning “from the beginning”. As such, I begin from the simplest quantum mechanical 
expressions and show how molecular modeling is used to predict the properties of molecules. 
 The understanding of electrons has a long history of research in physics and the 
development of quantum mechanics. Electrons are neither waves, nor particles, but behave as 
both. The foundations of quantum mechanics describe electrons as matter waves, a theory 
developed by De Brogile in 1924 (Bohm, 1989). De Brogile hypothesized that all matter had 
properties of waves. In molecular modeling, nuclei are large enough relative to electrons that 
they can usually be considered to be stationary points, supplying a constant effective point 
charge. However, the real complexity comes from the need to model the unique properties of 
electrons. This differs from other methods of molecular modeling, such as using force fields to 
simplify electron properties. Force fields are a method of minimizing the potential energy of a 
molecule by optimizing the bond length and angle using empirical rules to describe these lengths 
and angles. These methods are not ab initio because the parameters for different force fields are 
derived from experimental data.  
Electron motion through space is different from classical particles. Erwin Schrödinger 
developed a partial differential wave equation, the Schrödinger equation, to describe the motion 
of electrons. One of the most famous equations in quantum mechanics, the Schrödinger wave 
equation will be used in our context to predict the lowest minimum energy (ground state) of 
electrons in a molecule.  
 If we can solve the Schrödinger wave equation for all electrons in the system, we can find 
the ground state energy of the system. Once we find the ground state energy of the system, we 
can start moving the large, static nuclei until a global minimum energy is found. The solution for 
the electron ground state energy is a time independent process. We are not interested in how 
electrons travel through the system over time, but in their most stable energy. The time 
independent Schrodinger equation without relativistic effects is shown in equation 3.1.  
3.1           
Here H is the Hamiltonian of the system, and represents the total sum of energy in a conservative 
system. The Hamiltonian is an operator which means it performs an operation on a function. This 
Hamiltonian includes the kinetic and potential energy of a system of electrons.   is the 
wavefunction, which represents the quantum state of the electrons in the system. All terms in this 
equation are matrices so multiplication or division by   will not necessarily be unity. These 
electrons exist in orbitals, described by  , a mathematical function.  often has solutions in the 
complex plane so its physical interpretation is difficult to grasp. Recalling how the unit complex 
number i is defined as the square root of -1, the square of the absolute value of the wavefunction, 
| |2, must be a positive real number. The integral of this quantity over a finite space is the 
probability of finding an electron within the set of coordinates ri. E is the ground-state energy of 
the system. The wavefunction and energy E form an eigenvector, eigenvalue pair. 
 The first term in our analysis is the Hamiltonian. The Hamiltonian elucidates the 
conservation of energy in a system of electrons, such as a molecule. In this case we are not 
taking into account relativistic effects, but those are usually minor compared to the kinetic, 
electrical, and potential energies. The Hamiltonian for a general system of N electrons is shown 
in 3.2. 
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 The first term in this equation is the kinetic energy term. Kinetic energy is written in 
terms of the electron momentum, similar to classical mechanics. 
3.3       
  
  
 
The variable T is the kinetic energy term, and we can rewrite it     . Here   is the imaginary 
unit value and   is the reduced Plank constant. The derivative of momentum is into the kinetic 
energy equation in atomic units gives the first term of the Hamiltonian taken with respect to 
position, hence the usage of the divergence (del) operator. Substituting this operator. Thus the 
kinetic energy of the system is described by the sum of the individual electron momentums in the 
system.  
 The second term of the Hamiltonian is the potential interaction of electrons with an 
external source. In the absence of an external applied electric or magnetic field, this potential is 
the interaction with atomic nuclei and the core electrons. This is treated as modeled through 
coulomb’s law.  
3.4          ∑
  
       
   
  
Here    is the effective charge of the nucleus at location   . The third term in the Hamiltonian 
is a point charge calculation for the repulsion between pairs of electrons ri and ri, and is of a 
similar form as above.  
These three terms represent the conservative forces acting on electrons within the system. 
The wavefunctions, Ψ, must be chosen to minimize the average total energy (Harrison). Within 
the framework of density functional theory functionals are used to find the ground wavefunction 
and energy. In order to find the minimum energy, we need an operation that will take a function 
as input, and return a value. In this case, the function will be minimized over the entire region. 
We are interested with taking a vector field, and returning a scalar field that minimizes the input 
vectors. This is a functional. Studied extensively in the calculus of variations, many problems in 
functional analysis are to find the function that will minimize a given functional. One of the 
simplest examples of a functional is the arc length of a curve. The arc length equation in 2 
dimensions is shown below. The arc length takes a function as an input, and returns the length of 
that arc as a scalar. 
         ∫ √            
  
  
 
Similar to the arc-length equation the solution to Schrodinger equation under these conditions is 
a functional of the energy.  
3.5          ∫       
For the Schrodinger equation, energy is a functional of the electron wavefunctions. We see the 
integrand term is formed by the Hamiltonian multiplied on the left by the conjugate of the 
wavefunction and multiplied on the right by the wavefunction. Integration is carried out 
throughout the domain. In order to find the minimum energy, we must find wavefunctions that 
minimize the energy functional shown in 3.5. This is analogous to the arc length example.  In 
order to find the minimal distance from    to    We would need to find a function to minimize 
the arc length equation (in this case a straight line). In order to minimize energy of the system, 
we need to find a set of wavefunctions that minimize the energy functional in Eq. 3.5. The 
problem at hand is to derive wavefunctions that will minimize the energy functional subject to 
the defined Hamiltonian (Harrison). This ultimately leads to minimizing the integral in Eq. 3.5 
over the domain of the system. Our next course of action is to find ways to generate many 
wavefunctions. One of the difficulties in solving this problem is that exact analytical solutions 
exist only for simple systems, so approximation methods must be used for larger and more 
meaningful systems.  
 The Hartree-Fock method was one of the first methods to use approximated solutions to 
the wave equation in order to find the geometry of molecules. The Hartree-Fock method 
provides an initial guess for the wavefunctions that can be used for any system of electrons. This 
is called a basis set. This is accomplished because the wavefunctions are initially based on the 
number of electrons in the system and are atomic orbitals. These electrons are modeled as single-
electron orbitals.   
3.6        
 
√  
    ∏    
 
  
Each    is a single-electron molecular orbital function (usually of the form as a Gaussian 
function), each of which are a function of the domain coordinates r. The Π symbol denotes that 
the electron orbitals are multiplied together. The determinant is then taken of this product, as 
denoted by det[ ]. The subscript HF on the wavefunction denotes that they are generated by the 
Hartree-Fock method. This initial guess must be refined and optimized until the energy 
functional is minimized. As the number of electrons in this system increases, the computational 
scaling of the process proves to be costly. Many of the earlier quantum mechanical methods have 
scaling O(N
5
) or up to O(N
7
) (Harrison). Hartree-Fock method formally scales as O(N
4
) The 
approximation made in the Hartree-Fock method, is that electrons do not explicitly interact with 
each other. Each electron exists in an electric field formed from the average potential of each 
other electron. The most difficult step in the Hartree-Fock method is the electron-electron 
interactions in the Hamiltonian. This is analogous to the many-body problem in physics. The 
many-body problem traditionally dealt with multiple objects under the affects of gravity. In 
quantum mechanics, the many-body problem reappears as the interaction of many charged 
particles. It has been shown that even from a system of 3 particles, chaotic motion can result 
(Gleick 1988). In order to obtain better results based on these approximations, a new theory was 
developed that extends the ideas of Hartree-Fock. 
 Density functional theory was established primarily through the work of Hohenburg, 
Kohn, and Sham in the 1960s as a solution to the minimization of the energy functional 
(Harrison). The major theorem proved by Hohenburg and Kohn stated that the electron density 
of the system fully determines the external potential term in the Hamiltonian     . A functional 
representation of the electron density throughout space encapsulates the electron-electron 
interactions for all electrons. We know how the charge is distributed throughout space. This 
simplifies the interaction of electrons with each other, as well as with the participating nuclei. 
Following this, a second major theory in DFT was developed. Hohenburg and Kohn went on to 
prove that for any positive electron density such that the electron density integral over the system 
domain equals the number of electrons in the system the energy functional of electron density is 
greater than or equal to the ground state energy. This theory is summarized in 3.7 where   is the 
electron density and    is the ground state energy. 
3.7                              ∫                    
Instead of an energy functional of wave functions      which depends on many atomic orbitals 
and electron-electron interactions, we have an energy functional of electron density     . From 
this, the fundamental expression for density functional theory is established 3.8. 
3.8    ⌊       ∫          ⌋    
Here the energy functional is written as an optimization problem with a Lagrangian multiplier  . 
The lowercase delta signifies the first and second terms are to be equal at their minimum 
function values. The method of Lagrangian multipliers is one of the fundamental methods of 
function optimization subject to constraints.  The first term of the equation is the energy 
functional written now in terms of electron density. This quantity must be optimized subject to 
the constraint in the second term. The second term states that the integral of the electron density 
over the system domain must equal the number of electrons in the system. Since the energy 
functional is in terms of electron density, this ensures that the solutions are realistic (no missing 
or extra electrons due to the changing orbitals) throughout the minimization process as well as 
introduces constraint of 3.7. By ensuring that the electron density sums to the total number of 
electrons, we can be sure that the energy functional is at least the ground state energy. The 
Lagrangian multiplier   is called the chemical potential. This parameter can be adjusted to 
enforce the tolerance of the optimization constraint. 
 The energy functional is now written in terms of the electron density. Going back to the 
original definition of the Hamiltonian, we can reinterpret the energy of the system in terms of the 
electron density. As before, the Hamiltonian is comprised of three forces: kinetic energy     , 
the external potential energy from the nuclei        , and the additional electron-electron 
interaction potential       . The basic form of the energy functional is shown in 3.9. 
3.9                            
In order to find the ground state, we need to find expressions for each force. This differs from 
our original derivation of the Hamiltonian, which was an operator of each electron’s position and 
momentum. The external potential         is the simplest to evaluate, and is the interaction 
between electrons and the stationary nuclei. The other two functionals are unknown analytically. 
Instead of solving them directly, Kohn and Sham simplified them down to the major physical 
interactions in the system.  They developed a simpler kinetic energy functional that is made up of 
non-interacting electrons, which are taken from the single electron orbitals. These are simple 
atomic orbitals from which the momentum and electron density can be found. This is an 
approximation, because if the electrons interact they will affect the momentum and electron 
density of other electrons, and their motion is therefore correlated. Kohn and Sham stated that 
the electron-electron interactions are mostly comprised of simple Coulombic repulsion, and not 
the correlated motion between all the electrons (Harrison). The simplification comes to light 
when you consider each term of the Hamiltonian together. The kinetic energy is found from 
isolated electrons that don’t interact, the external potential is integrated from the electron density, 
and the electron-electron interactions are taken through the electron density. Instead of needing 
the position and momentum of each electron to determine each term in the operator, we can use 
an approximation of the electron density made from atomic orbitals. The energy functional can 
now be  rewritten as 
3.11                                  
Here the energy functional is comprised of the non-interacting kinetic forces      , the external 
potential of the system        , Coulombic interactions between electrons      , and a new term 
      . As a result of the simplifications to the functional, we need to introduce an error 
correction term which is       . This functional is the error that arises from the simplifications 
to the kinetic energy and electron-electron interactions and is called the exchange-correlation 
functional. If the right form of the exchange-correlation functional was known, then the energy 
functional would take on the true value of the system.  
With the new energy functional, we can substitute it into the wave equation and arrive at 
the Kohn-Sham equations.  
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Going from left to right inside the brackets, the first term is the kinetic energy of the electron. 
Next is the external potential on the electron. The third term is the sum of all coulombic 
interactions on the electron due to every other electron. The fourth term is the exchange-
correlation. This Hamiltonian operates on the wavefunctions       used to find the energy     
The second equation shows that the exchange-correlation operator is taken to be the derivative of 
the exchange-correlation functional with respect to electron density. This equation is solved for 
each electron, and then the ground state can be determined from the optimized wavefunctions 
(Harrison).   
The key now is to find a good approximation for the exchange-correlation functional. If 
the exchange-correlation functional would be exact, the Kohn-Sham equations would perfectly 
describe the system.  Unfortunately it has not been possible to find the exact exchange-
correlation functional. Due to the structure of the Kohn-Sham equations, this term is a minor 
error term; however, significant research has been done to provide good estimates. These include 
the local density approximation (LDA) and generalized gradient approximation (GGA). The 
choice of exchange-correlation functional is dependent on the system being studied, and will 
affect the results of the calculation. The exchange correlation functional used throughout this 
work is the Perdew-Burke-Ernzerhof (PBE) functional (Perdew, Burke, & Ernzerhof, 1996). 
 In order to simplify calculations, core electrons are not treated explicitly in orbitals, but 
as a pseudopotential around the nucleus. The pseudopotential is a simplified mathematical 
expression to treat the core electrons that are essentially static; they do not change in different 
chemical environments since they are so close to the nucleus, unlike valence electrons which 
may deform or form bonds depending on what atoms are nearby. In the Vienna ab-initio 
Simulation Package (VASP), a projector augmented wave method using specialized 
wavefunctions are preconditioned to be used for the core electrons (Blochl, 1994). The CP2K 
DFT package uses the Goedecker-Teter-Hutter pseudopoentials (Goedecker, Teter, & Hutter, 
1996). Both methods serve the same purpose of increasing the efficiency of the calculation.  
 Wavefunctions for the DFT calculation are generated from the basis sets. Basis sets are 
mathematical functions used to represent the wavefunctions. The solution of the Kohn-Sham 
equations are found numerically, so having an already defined basis set (with adjustable 
parameters) makes solving the problem feasible using computers.  Ultimately by using basis 
functions the solution of the Kohn-Sham equations becomes a linear algebra problem. One of the 
differences between the VASP and CP2K DFT codes is the form of the wavefunction. VASP 
uses plane waves as a basis. Plane waves are defined as waves possessing constant frequency and 
constant amplitude. Equation 3.14 shows a generalized plane wave equation in exponential form. 
3.14                                                                          
 Here A is a constant coefficient, i is the imaginary unit number, k and r are vectors for the 
direction and phase in spherical coordinates. The angular frequency of the wave is denoted by ω. 
These equations take the form of continuous waves and are good for use in models broken down 
into individual cells which are repeated infinitely. This is because waves are periodic in nature, 
just like a unit cell. The cutoff energy for the wavefunctions was 400 eV. CP2K uses a basis set 
made of functions that approximate atomic orbitals or Gaussian functions. In this case multiple 
basis functions are used for each atomic orbital. The basis sets used for the CP2K calculations 
used were a double zeta set, meaning two basis set groups were used for each atomic orbital 
(VandeVondele, Hutter, 2007). 
CP2K performs geometry optimization through a linear search algorithm using DFT to 
find the minimum energy for a system of atoms (Lippert, G; Hutter, J; Parrinello, M., 1997). This 
process is shown in a greatly simplified diagram of the geometry optimization algorithm (Figure 
3.1). The basis set, exchange-correlation functional, pseudo potentials, and initial geometry are 
fed as input as described above. The atomic orbitals are formed from the input arguments and the 
DFT calculation is carried out to determine the ground state energy of the initial system. In a 
more complicated system, the initial guess and basis function-generated orbitals will not produce 
a convergent solution. This process is the Self-Consistent Field (SCF). The DFT calculation is 
only considered completed when the Kohn-Sham equations are solved and the electron density 
of the finished system are self-consistent with the input arguments. Once the SCF has finished its 
routine, the energy of the system is sent to the search algorithm which perturbs the initial 
geometry until the subsequent SCF results produce an energy that is minimal throughout the 
search space. This is the true ground state of the system and represents an optimized geometry. 
These geometries can then be visualized in many different atomic visualization packages. 
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Figure 3.1 
geometry optimization algorithm diagram 
3.2 Structure and Geometry Optimization   
 Many solids are comprised of large numbers of repeating structures, and in order to 
model these structures, periodic boundary conditions are used. Crystal lattices are comprised of 
unit cells, which may contain many atoms. These unit cells are defined to be repeated many 
times throughout the crystal. They can be thought of as the building blocks of crystals and repeat 
themselves throughout space. This produces a simplification to the DFT calculations. Periodic 
conditions are included in the DFT calculations because the number of electrons in the unit cell 
are much less than a full large solid, which results in the calculation times to become much more 
feasible (Smart & Moore, 2005). In this calculation, periodic boundary conditions were used for 
the graphene sheets. The distance in the z direction between graphene sheets was chosen to be 25 
Å to prevent any interaction between sheets. Thus a 2-dimensional cell of graphene was created 
of 72 carbon atoms with periodic boundary conditions to approximate an infinitely large sheet. 
 In order to visualize all of the models in this paper, the Jmol chemical structure applet 
was used. In order to begin DFT calculations, an initial geometry needed to be supplied. These 
geometries were created in Jmol and then used as input to the CP2K DFT calculation suite. Once 
the geometries were fully relaxed, the Vienna ab-initio Simulation package (VASP) was used to 
determine the density of states for the system. 
 
3.3 Electronic Properties I: Density of States and Band Gap Analysis  
 The primary method for describing the band gap of surfaces in this paper was to construct 
the density of states from the DFT calculation results. The density of states (DOS) transforms the 
individual energy eigenvalues found from the ground-state electron states into a plot of the 
number of electronic states at each energy level. DFT can only find a discrete number of energy 
levels within the unit cell; however, due to the number of atoms in the true surface, the DOS will 
be closer to a continuous function. In practical application, the discrete delta functions can be 
replaced with a Gaussian distribution. This Gaussian distribution broadens the delta functions 
into a continuous function with height equal to the density of delta functions. Integrating over the 
density of states will produce the number of electrons in the model. A generalized Gaussian 
function G(x) is shown in equation 3.15. A parameter,  , affects the degree of broadening for the 
discrete energy levels around each of the bands. 
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The electronic band structure is based on different lattice vectors k in reciprocal space. 
These vectors are found from the Brillouin Zone, a reciprocal space based on the geometry of the 
unit cell. This reciprocal space is found through a Fourier transform of the real space. This 
transform produces a set of vectors k. Different k-points are chosen correlating to the reciprocal 
lattice vectors k. To create a perfectly accurate description of electron distribution in the solid, an 
infinite number of k-points would have to be sampled for every vector in the unit cell. In DFT 
methods, a large number of k-points are chosen to make an accurate band structure. From the 
band structure, the intrinsic or extrinsic properties of semiconductors can be shown, as well as 
the distribution of electrons in the solid.  
 
DOS calculations were done in VASP due to its ability to sample multiple k points. The k-point 
mesh was 4x4x1. This reflects a total of 16 points spread in the x and y axes. For accurate DOS 
results with graphene compounds, literature has shown that multiple k-points are required to 
produce DOS results which are accurate compared to experimental results. Our own tests also 
confirmed this. 
3.5 Binding Energies 
 To determine how strongly the nanoclusters interact with the graphene surface, the 
following scheme was used to determine the binding energy: 
           (                 )             
The energy of the graphene/TiO2 composite is subtracted from the energy of the free TiO2 cluster 
and the clean surface. If the adsorption energy is close to zero, there is little interaction between 
the cluster and surface. In this case there is no net decrease in energy when they are brought in 
contact. If the adsorption is large and positive, the energy of the composite is lower than the 
energy of the separated cluster and surface. This means the composite geometry is more stable 
than the cluster and surface separately. Thermodynamically this corresponds to an exothermic 
process. By adsorbing onto the surface, the cluster is reaching a lower energy, stable 
conformation. However, if the binding energy is negative, the interaction between the cluster and 
surface is endothermic. This means the composite cluster is less energetically favorable, and 
energy will need to be added to the system in order to overcome the energy barrier to adsorption.   
3.6 Computational Methods 
 Geometry optimization was accomplished with the CP2K code (Lippert, G; Hutter, J; 
Parrinello, M). A double zeta basis set was used for all atom types. Pseudopotentials used were 
from Goedecker, Teter, and Hutter (Goedecker, Teter, & Hutter, 1996). Energies were sampled 
at the gamma k-point. Electronic structure calculations were subsequently performed in VASP 
after optimization by CP2K. CP2K and VASP had good correlation for geometry and energy 
calculations with PBE exchange-correlation functional. The more efficient CP2K code was used 
to optimize geometries and find adsorption energies, and then the optimized geometries were 
used in VASP with more k points for electronic structures. VASP calculations used a 4x4x1 k 
point mesh with a cutoff energy of 400eV. The Planewave Augmentor Wavefunction (PAW) 
was used for pseudopotentials.  In order to approximate the weak van der Waals forces between 
atoms in VASP, Grimme’s approach was used (S. Grimme, C. Diedrich, M. Korth, 2006). 
 
 
 
 
 
 
 
 
 
 
4 | Results and Discussion 
 
4.1 Graphene Geometry Optimization and Validation 
The graphene sheet was constructed from 72 carbon atoms in a cell box of 14.82  Å x 
14.82 Å x 25.00 Å with a 60⁰ angle between the x and y lattice vectors.. Periodic boundary 
conditions were used and the relaxed geometry showed agreement with previous models (Chan, 
Neaton, & Cohen, 2008) with C-C bond lengths 1.43 Å and bond angles of 120⁰. In order to test 
the simulation method, single metal atoms were adsorbed onto the graphene sheet and compared 
to literature values. Ti, Sn, Pd, and Ag were adsorbed above a carbon atom on the graphene 
sheet. The calculations were done using the CP2K code and tested for agreement with the Vienna 
Ab-initio Simulation Package (VASP) using literature values.  Both CP2K and literature values 
in VASP were single k-point calculations. The choice of basis sets, exchange correlation, and 
pseudo-potentials were identical as described in the methodology. In Table 4.1.1, the CP2K code 
is shown to be consistent with the previous VASP code (Chan et al., 2008). Table 4.1.2 shows 
the distance between the carbon and metal atom for the same model calculations. These results 
also show agreement with the same literature results (Chan et al., 2008).  
 The graphene oxide and reduced graphene oxide sheets were constructed from the pristine sheet 
and identical DFT parameters as the pristine sheet. Figure 4.1.1 shows the graphene sheets. Each 
structure was relaxed to ensure a lowest energy stable structure. 
 
 
  
Adsorption energies of metal adatoms on 
graphene (eV) 
          Bond distance of metal adatoms on 
graphene (A) 
  CP2K VASP CP2K VASP 
Ti 1.68 1.45 2.08 2.18 
Sn 0.225 0.256 2.81 2.82 
Pd 0.968 1.044 2.19 2.21 
Al 1.369 0.911 2.21 2.22 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 4.1.1 
Comparison of binding energies and bond distances for CP2K and VASP 
codes 
  
Figure 4.1.1 
Graphene sheet geometries 
4.2 Nanocluster Geometry Optimization 
Titanium dioxide cluster geometries, (TiO2)n with n = 1 to 15, were constructed from 
geometries similar to previous literature (Catlow et al., 2010; Qu & Kroes, 2006, 2007). 
Geometries optimized using CP2K code showed identical agreement with the literature with 
regards to bond lengths and angles. Figure 4.2.1 shows the optimized TiO2 cluster geometries 
from the simple monomer unit up to the 15 unit cluster. The lowest energy clusters as determined 
by (Catlow et al., 2010; Qu & Kroes, 2006, 2007) were used. From this set, the 1,3,5,8, and 15 
clusters were chosen for adsorption calculations in order to have a sampling of different cluster 
sizes. As cluster size increases, the titanium atoms adopt predominantly 3-coordinated oxygen 
geometries. Starting at the n7 cluster, titanium atoms began to adopt more 4-coordinated oxygen 
geometries. In all cluster sizes above n6, there is planar symmetry in the cluster with a mixture of 
3-coordinated and 4-coordinated titanium atoms. As cluster size increased, geometries became 
increasingly spherical. The average coordination number of Ti increases with increasing cluster 
size, showing that 4-coordinated sites are preferred by Ti. Geometries become more closely 
packed as the number of atoms increases in order to increase the coordination number at the 
correct bond length. With increasing coordination number, the stability of the cluster must 
increase, and so smaller cluster sizes are less likely in experimental settings. Although the 
smallest n1 clusters are possible, they may combine with other small clusters to maximize 
coordination number. Some strucutres have exotic geometries such as n14 and n12, which may 
be due to an even number of Ti atoms. Odd numbers of Ti atoms produce more spherical 
structures with higher coordination numbers.  
  
 
Figure 4.2.1 
Lowest energyTiO2 nanoclusters for sizes from n1 to n15 titanium atoms 
4.3 Binding energies on graphene sheets 
Favorable geometries for each graphene sheet were tested with the 1,3,5,8,15 
clusters. The two highest binding energies are shown in figures 4.3.2.1-4.3.2.7.with the 
complete catalogue displayed in the appendix. Geometries of the relaxed structures are 
shown from the overhead and side view. Each structure is named based on the initial 
geometry chosen before relaxation. Binding energies are calculated as described in the 
methodology, with positive values reflecting an exothermic process. Figure 4.3.1 shows 
the principle adsorption sites. They are named by location relative to the carbon atom; 
bridge, top, and hollow sites. We describe the two most stable geometries below, but 
several other geometries were modeled for each TiO2 cluster over the surface. These 
other geometries are shown in the appendix. 
 
 
 
 
 
Figure 4.3.1 
(T)op, (B)ridge, and (H)ollow sites, the three initial geometry sites 
  4.3.1 Pristine Graphene 
 N = 1 Clusters 
Figure 4.3.1.1 shows the binding energies of the two most energetically favorable 
geometries. The names of the different geometries refer to the initial geometries of the cluster 
before geometry optimization. For instance, the TiO2 cluster could be placed in a top or bridge 
site. For the smallest n1 monomer cluster, both geometries show binding energies within 0.02eV 
and similar coordination. The left geometry was relaxed from a bridge site, or initially between 
two carbon atoms. Bond distances of the oxygen atoms to titanium remain identical to the 
monomer unit, showing that the TiO2 geometry did not change upon adsorption to the graphene 
surface. The second geometry was relaxed with the titanium atom above a hollow site (middle of 
six C atoms). For both geometries the titanium atoms relaxed to the same distance of 2.61 Å 
from the nearest carbon. There was poor selectivity to adsorption site for the n1 clusters. The 
hollow, top, and bridge sites all had adsorption energies on the order of 1.0eV. Geometries which 
were initially constructed with oxygen atoms facing the sheet had endothermic binding energies 
showing an energetically unfavorable structure. Table 4.3.1 shows the binding energies for the 
bridge, top, and hollow sites. The differences are within the error margin of using DFT, and 
show delocalized bonds to the surface. 
final geometry (N=1) binding energy (eV) 
bridge site 1.15 
top site 1.00 
hollow site 1.13 
 Table 4.3.1 
Binding energies for the N=1 cluster show poor selectivity to surface site 
 
   
N=3 clusters 
For the n3 cluster, the bond lengths to the closest surface carbon atom were very different 
with a distance of 2.56 Å for the bridge site and 3.85 Å for the top site. The second geometry 
was relaxed from a titanium atom in the top site, directly above a carbon atom in the graphene 
sheet. Both structures resulted in identical binding energies, despite different initial orientations 
on the sheet. The final bridge site geometry had a Ti atom close to the surface while the top site 
geometry did not. Such a large difference in bond length may be explained by the location of the 
oxygen atoms in the cluster. The bridge site had an exposed primary Ti closest to the surface. As 
a result of the top site initial geometry, the second cluster relaxed with three oxygens closer to 
the surface than any Ti atoms. The undercoordinated Ti atoms are more likely to be attracted to 
the surface than the electronegative oxygens, so there is repulsion between the sheet and the 
oxygen atoms. This repulsion is between the electron-rich unhybridized p orbitals of the 
graphene and the electronegative oxygen atoms. This results in a larger distance from the 
Figure 4.3.2.1 
n1 TiO2 nanoclusters adsorbed onto the pristine graphene sheet. Two most favorable geometries are shown. 
surface. The weak, delocalized van der Waals forces would explain weak non-selective 
interactions that the n1 and n3 clusters experience.  
 
N=5 clusters 
N=5 
The n5 clusters had binding energies 0.2eV lower than the n3 cluster for the most stable 
geometry. The titanium hollow site had a binding energy 0.1eV lower than the more favorable 
oxygen bridge site. Both geometries relaxed to have a prominent Ti atom closest to the surface. 
For the bridge site, the distance to the nearest carbon to Ti was 2.67 A. The carbon distance of 
the hollow site was 2.76 A. Both adsorption energies differed by 0.1 eV, which despite different 
relaxed geometries strengthens the hypothesis that interactions with the pristine sheet are weak 
and primarily due to van der Waals forces. 
Figure 4.3.2.2 
n3 TiO2 cluster adsorbed onto the pristine graphene sheet. Two most favorable geometries are shown 
 N=8 
The titanium top site of the n8 crystal displayed a higher binding energy of 1.75eV. The 
oxygen top site had a lower binding energy of 0.82eV. The titanium top site had a primary Ti 
atom at 2.59 Å from the surface, with no oxygen atoms closer to the surface. As a result of the 
initial geometry in the oxygen top site, a oxygen atom became the principle atom closest to the 
surface at 2.67 A. In addition, the geometry of the structure deformed during relaxation, and due 
to the proximity of oxygen, the graphene surface deformed as well. This resulted in a >l.0eV 
difference in binding energies. It is possible for the clusters to adsorb in a geometry with a 
prominent oxygen, but it is thermodynamically unfavorable in comparison to a prominent 
Figure 4.3.2.3 
n5 TiO2 cluster adsorbed onto the pristine graphene sheet. Two most favorable geometries are shown 
undercoordinated Ti.
 
 
N=15 
Starting geometry had minimal effect regardless of 3 and 4 coordinated titanium top sites. 
Average distance from the sheet surface was 3A, and binding energies on the order of 1eV. 
Relaxed geometries showed 3 coordinated and 4 coordinated titanium atoms did not show a 
strong preference for relaxed geometry. Regardless of titanium coordination number, the n15 
cluster geometry has oxygen atoms protruding further from the cluster. Since there is no space 
without distorting the cluster to have a principle titanium atom, the binding energies are similar 
regardless of initial geometry. 
  
4.3.2 Single Epoxide Graphene 
N=1 
TiO2 clusters were adsorbed onto the epoxide defect site and carbon atoms adjacent to the 
defect. The most stable structures for each cluster size are displayed below. TiO2 clusters readily 
adsorbed onto the epoxide defect to produce stable structures. The titanium bridge site produced 
strong covalent bonds to the epoxide defect distorting the planarity of the graphene sheet on the 
carbon directly bonded to the epoxide oxygen. An adsorption energy of 2.38eV at the bridge site 
signifies a more favorable structure than the titanium hollow site which had an energy of 1.61eV. 
The titanium hollow site was characterized by a carbon-titanium distance of 2.72 A, identical to 
the bridge site. Both clusters led to TiO3 formation.  TiO2 is undercoordinated (Ti prefers to bind 
Figure 4.3.2.5 
n15 TiO2 cluster adsorbed onto the pristine graphene sheet. Most favorable geometry is shown 
to four O atoms) so the TiO3 cluster is more stable than TiO2. The epoxide defect enables such 
formation of TiO3.  
 
 
 
N=3 
The n3 cluster displayed similar properties to the n1 cluster with favorable bonds to the 
epoxide defect. The oxygen top site relaxed by sliding horizontally to accommodate a bond from 
the epoxide defect to the 3-coordinated titanium. The titanium top site had a lower binding 
energy of 1.78eV despite a similar relaxed geometry. In the relaxation of the titaniumm top site, 
the structure deformed to better accommodate a titanium-carbon bond. Both structures form 4-
coordinated Ti atoms by bonding with the epoxide to the surface. Since the Ti atoms are 
undercoordinated, they bond readily to the surface.  
Figure 4.3.3.1 
n1 TiO2 cluster adsorbed onto the single epoxide defect 
  
N=5 
Both n5 geometries relaxed into identical positions despite being inverse initial 
geometries. Both the oxygen top site and titanium sites are characterized by strong adsorption 
from the epoxide defect to a titanium atom as seen in the n1 and n3 clusters. The oxygen top site 
had a binding energy 0.08eV higher than the titanium top site, which is within the error boundary 
for DFT calculations. For both initial geometries, a principle 3-coordinated Ti atom is bound to 
the epoxide defect, increase its coordination number and forming a strong bond. The only 
difference in the two structures is the angle at which the principle Ti atom bonds to the epoxide 
oxygen. The bond angle of the oxygen top site is 162⁰ versus 157⁰ for the titanium top site. This 
slight difference can be explained by imagining multiple local minima very close to the true 
optimized geometry. A difference of 5⁰ may be due to a local minima with binding energy very 
Figure 4.3.3.2 
n3 TiO2 cluster adsorbed onto the single epoxide defect 
close to a true minima. Thus, it is difficult to find a true thermodynamically favorable geometry 
for the n5 cluster. I can, however; say that both geometries are favorable and have minimal 
differences in binding energy and geometry. 
 
 
N=8 
The n8 cluster behaved very similarly to the n5 cluster. Both the adjacent oxygen top site 
and titanium top site had a 3-coordinated titanium atom bond to the epoxide defect with bond 
angles of 170⁰ within 5⁰. In the overhead view, the adjacent oxygen top site was rotated 10⁰ 
around the x-y axis relative to the titanium top site. This caused the adjacent oxygen top site to 
have a primary oxygen over a hollow site, which resulted in a binding energy 0.3eV more 
exothermic than the titanium top site. This small rotation which occurred during relaxation was 
Figure 4.3.3.3 
n5 TiO2 cluster adsorbed onto the single epoxide defect 
the only difference between the two structures. Besides the rotation during relaxation, both initial 
geometries relaxed to the same structure. 
 
 
N=15 
The n15 cluster had the highest binding energies of the single epoxide sheets. The 4-
coordinated titanium site was more favorable over the 3-coordinated titanium site by 0.34eV. 
The preserence for 4-coordinated sites may be due to steric hinderence in the size of the cluster. 
Although the 3-coordinated site should be thermodynamically preferred, the geometry around the 
site may have oxygen atoms that interact with the 3-coordinated site. In the 4-coordinated site, 
the oxygen atoms are further from the epoxide defect, which would result in a more stable final 
Figure 4.3.3.4 
n8 TiO2 cluster adsorbed onto the single epoxide defect 
geometry. Additional models could be conducted to determine precisely why the n15 cluster 
prefers to bind at the 4-coordinated site. 
 
 
4.3.3 Double epoxide graphene 
 
The double epoxide sheet geometry had a second epoxide defect adsorbed onto the same 
6 membered carbon ring. TiO2 nanoclusters were adsorbed onto the two epoxide defects. Figures 
4.3.4.1-4.3.4.7 show the two most favorable final geometries for the double epoxide defect 
sheets. 
 
Figure 4.3.3.5 
n15 TiO2 cluster adsorbed onto the single epoxide defect 
N=1 
For both favorable relaxed geometries of the n1 cluster, the top site was preferred. The 
binding energy of the inverse titanium site was found to be 3.83eV while the inverse oxygen site 
had a lower binding energy of 2.38eV. The titanium top site was one of the most exothermic 
relaxations for all cluster sizes and graphene sheets. The TiO2 monomer relaxes between two 
epoxide defects forming a stable 4-coordinated Ti atom. The carbons directly bound to the 
epoxide defects have large deformations in the surface. In the overhead view, the 4-coordinated 
cluster is symmetrical. This strongly supports the hypothesis that titanium atoms in the clusters 
are seeking to increase their coordination number though bonds to oxidized defects on the 
graphene surface. The oxygen top site relaxed into structure with a TiO3 cluster, which had a 
lower binding energy than the titanium top site. This can be explained by the hypothesis that 
titanium atoms are more stable with higher coordination numbers.  
 
 
Figure 4.3.4.1 
n1 TiO2 cluster adsorbed onto the double epoxide defect 
N=3 
For the n3 cluster, we see the same geometric results as the n1 cluster. The most 
favorable geometry involves the formation of a 4-coordinated titanium atom, with strong bonds 
to the epoxide defects. Once again, there is signification deformation of the graphene surface for 
carbon atoms directly underneath the surface. The oxygen bridge site had a lower binding energy 
due to only achieving a 3-coordinated titanium atom. 
 
 
N=5 
As the cluster size increases, sterics become a larger factor in determining stable 
adsorption geometries. Deforming the cluster to accommodate a 4-coordinated Ti requires 
energy, and a cluster will only adopt this geometry if the final binding energy will offset the 
intermediate step of deforming the cluster. For the n5 cluster, it is thermodynamically more 
favorable to bond to a single epoxide defect instead of deforming the cluster geometry as in the 
Figure 4.3.4.2 
n3 TiO2 cluster adsorbed onto the double epoxide defect 
n3 and n1. Both final geometries differed by only 0.05eV which supports a theory of identical 
structures. If the principle Ti would deform and bond to the surface in a similar geometry as 
now, there would be a 5-coordinated Ti. This may be less stable than a 4-coordinated Ti, and so 
the geometries in figure 4.3.4.3 would be the most favorable.  
 
 
N=8 
The larger n8 cluster followed the same pattern as the n5 cluster. A single principle Ti 
atom initiated the bond to the epoxide defect. The oxygen adjacent top site had a higher binding 
energy because it bound to a 3-coordinated Ti. This produced the stable 4-coordinated Ti. The 
oxygen top site had a lower binding energy because the titanium bonded to the defect was 
already 4-coordinated. I can conclude that the 4-coordinated Ti is more stable than 5-coordinated 
Ti.  This supports my hypothesis about the n5 cluster as well, which was that the cluster would 
Figure 4.3.4.3 
n5 TiO2 cluster adsorbed onto the double epoxide defect 
not want to deform, because it can easily adopt a 4-coordinate structure with only a single bond 
to epoxide. 
 
 
N=15 
The largest n15 clusters exhibited favorable binding energies in both the 4-coordinated 
and 3-coordinated sites. The 4-coordinated site was favorable by 0.3eV. Once again, the 4-
coordinated Ti is thermodynamically preferred for the n15 cluster. This preference over the 3-
coordinated site is discussed in the single epoxide n15 section. There may be steric hindrance in 
the large cluster which lowers the binding energy of a 3-coordinate Ti. 
Figure 4.3.4.4 
n8 TiO2 cluster adsorbed onto the double epoxide defect 
  
 
4.3.4 Single hydroxide graphene 
Single hydroxide sheets had a hydroxide group covalently bonded onto the graphene 
sheet. The relaxed geometry displayed oxygen bonded to the carbon topsite, with hydrogen 
skewed at a 105⁰ angle. Structures were characterized by titanium atoms reducing clusters off the 
graphene sheet producing thermodynamically stable hydrogenated non-stoichiometric structures, 
annotated as (TiO2)nOH.  
N=1 
The TiO2 monomer unit when relaxed over the hydroxide defect sheet removed the defect 
from the sheet and became a free cluster at a distance of 3 Å from the nearest carbon atom. 
Clusters relaxed with titanium occupying the hollow sites, with oxygen atoms in a nearly planar 
geometry. The hydrogenated (TiO2)nOH structure produced the two most thermodynamically 
Figure 4.3.4.5 
n15 TiO2 cluster adsorbed onto the double epoxide defect 
favorable structures. In the oxygen top site the oxygen atoms in the cluster bend toward the 
sheet, whereas for the titanium hollow site the oxygen atoms bend away from the sheet. This 
may explain the increase in binding energy for the oxygen top site.  
 
 
N=3 
The larger n3 cluster produced a thermodynamically favorable (TiO2)3OH
-
 structure with 
deformation of the graphene sheet directly underneath the principle oxygen. The titanium top site 
structure relaxed to accommodate oxygen in the primary position above the graphene sheet. The 
oxygen top site remained bound to the graphene sheet despite a similar relaxed geometry. Both 
structures were initialized with different initial geometries, but the oxygen top site required a 
rotation whe relaxed, which may have caused the alorithm to deform the cluster during adsoption, 
which would lower the binding energy of the structure.  
Figure 4.3.5.1 
n1 TiO2 cluster adsorbed onto the double epoxide defect 
  
N=5 
As cluster size increased, relaxed geometries began to produce clusters more closely 
bound to the graphene sheet as opposed to forming hydrogenated clusters. The titanium top site 
adjacent to the hydroxide defect produced a strong bond to the graphene sheet while titanium in 
the cluster was able to uptake the hydroxide defect, removing it from the sheet to produce a 
strongly bound Ti5O11H cluster. The direct titanium top site, in which a titanium atom was 
placed directly above the hydroxide defect, resulted in an unbound hydrogenated cluster with 
minimal carbon deformation, similarly to the n3 clusters. In this case, the hydrogen shift from the 
principle titanium atom up to a secondary titanium atom may have produced increased stability. 
The titanium with hydrogen bound to it is 4-coordinated. 
Figure 4.3.5.2 
n3 TiO2 cluster adsorbed onto the double epoxide defect 
  
 
N=8 
Adjacent top sites were not sufficient criteria for producing bound TiO2 clusters, as the 
n8 clusters continued to produce hydrogenated clusters with no sheet deformation. Titanium top 
site structures showed poor interaction with the hydroxide defect with binding energies of 
0.22eV. The presence of a primary oxygen was enough to repulse the structure from the 
hydroxide defect, which results in a low binding energy. 
Figure 4.3.5.3 
n5 TiO2 cluster adsorbed onto the double epoxide defect 
  
N=15 
Hydrogenated clusters were favorable for both the 4-coordinate and 3-coordinate titanium 
sites in the initial cluster. As in previously described results, the 4-coordinate site remained 
thermodynamically favorable with a binding energy of 3.03eV. It is interesting that both initial 
geometries resulted in a hydrogenated cluster. There may be significant repulsion at the surface 
due to oxygen atoms which pushed favorability to formation of a hydrogenated cluster. The 
difference in binding energy for the two was 0.58 eV, a significant difference. This is surprising 
because this means that 5-coordinated titanium is being formed. Additional modeling would 
have to be done, which may reveal this result. Both structures are identical. 
Figure 4.3.5.4 
n8 TiO2 cluster adsorbed onto the double epoxide defect 
  
3.4.5 Double hydroxide graphene 
The double hydroxide defect sheet was relaxed with hydroxide defects both above and 
below the graphene plane on adjacent carbon atoms. Clusters relaxed similarly to the single 
epoxide defect, but often occupied the top site on the opposite side of the graphene plane as the 
adjacent hydroxide defect.  
N=1 
The structures relaxed from the n1 cluster show a highly exothermic adsorption process 
when the cluster occupied the inverse site, a top site on the opposite side of the graphene plane. 
The inverse oxygen initial geometry relaxed into a hydrogenated cluster similar to the single 
hydroxide defect sheets. The oxygen bound closest to the single hydrogen occupied the inverse 
site, and had a binding energy of 1.88eV. By overlapping titanium on the inverse site, it seems 
that the cluster is stabilized on the surface instead of forming a hydrogenated cluster. In the 
Figure 4.3.5.5 
n15 TiO2 cluster adsorbed onto the double epoxide defect 
inverse titanium site, there is less deformation of the graphene layer than in the inverse oxygen 
site. The presence of two hydroxide sites adjacent to each other helps maintain planarity of the 
graphene sheet. The carbon bound to the hydroxide will have electrons donated to it from 
surrounding carbons to offset the electronegativity of the hydroxide. The 3-coordinated titanium 
may be weakly attracted to the adjacent hydroxide defect because of resonance from the 
surrounding carbons. This would be sufficient to prevent the cluster from leaving the surface. 
 
 
N=3 
Sizing up to the n3 cluster produced a similar inverse oxygen site where a hydrogenated 
cluster was formed. This proved to be the most favorable geometry at 2.82eV. An oxygen placed 
in the top site formed a bond similar to the single hydroxide oxygen top site with a binding 
energy that differed by 0.16eV. In the oxygen overlap site a stable 4-coordinated Ti atom was 
formed, which would be sufficient to bind the structure to the surface.  
Figure 4.3.6.1 
n1 TiO2 cluster adsorbed onto the double epoxide defect 
  
N=5 
Inverse sites proved to be less favorable as the cluster size increased. The n5 cluster 
showed strong binding to the top sites for both titanium and oxygen initial geometries. The 
binding energies are overall lower than the single hydroxide n5 geometries. Structurally, the 
major difference is hydrogen attached to the oxygen bound to the graphene surface, as opposed 
to bonding to a non-principle oxygen. For both initial geometries, a stable 4-coordinated titanium 
was produced. Binding energies are lower than the epoxide sheets due to the hydrogen atom, 
which although has low electronegativity, still takes some electron distribution from the oxygen 
at the surface. This would lower the binding energy as the electron distribution is stread over 
more atoms. 
Figure 4.3.6.2 
n3 TiO2 cluster adsorbed onto the double epoxide defect 
  
N=8 
Both thermodynamically favorable n8 structures has nearly identical relaxed geometries 
and adsorption energies that differed by 0.03eV. This difference is well within the error margin 
in the DFT code, and both geometries may be considered structurally and thermodynamically 
identical. For both structures, a 4-coordinated titanium atom was formed, similarly to the double 
epoxide defect. Binding energies are lower relative to the double epoxide group similar to the n5 
cluster due to the hydrogen atom in the defect. 
Figure 4.3.6.3 
n5 TiO2 cluster adsorbed onto the double epoxide defect 
  
N=15 
The largest cluster size maintained the trend of a prominent 4-coordinate site being 
favorable. These structures are different from the single hydroxide clusters, where graphene 
sheets were not deformed and hydrogenated clusters were free from the surface. Both the 4-
coordinated and 3-coordinated structures remained bound to the sheet. 
Figure 4.3.6.4 
n8 TiO2 cluster adsorbed onto the double epoxide defect 
  
3.4.6 Carbon vacancy graphene 
The single carbon vacancy sheet was formed from removing a carbon atom from the 
pristine sheet and relaxing to produce a vacancy defect. TiO2 adsorption onto this sheet was 
characterized by clusters inserting interstitially to bridge the vacancy site. 
N=1 
Both monomer clusters relaxed into the vacancy defect with different oxygen geometries 
determining the overall binding energies. The titanium hollow site had a large binding energy of 
4.62eV compared to the oxygen hollow site of 2.01eV. The major structural difference seems to 
Figure 4.3.6.5 
n15 TiO2 cluster adsorbed onto the double epoxide defect 
be additional bonding coordination with one of the oxygen in the titanium hollow site. There is 
significant deformation on the graphene surface around the vacancy.  
 
 
N=3 
The n3 clusters had lower binding energies overall compared to the monomer units. 
Titanium hollow site initial geometry severely deformed the original cluster and resulted in a 
binding energy of 2.33eV. Oxygen overlap sites exhibited less structural deformation with 
deformation of the graphene sheet occurring at oxygen and titanium overlaps. Oxygen bonds to 
the surface are prominent, and cause the majority of the graphene deformation. For both 
structures, there was significant distortion of the TiO2 cluster. Despite this, binding energies were 
highly exothermic.  
Figure 4.3.7.1 
n1 TiO2 cluster adsorbed onto the vacancy defect 
  
N=5 
The n5 cluster bound in the vacancy site for the titanium hollow site. The titanium 
overlap site had no close bond onto the graphene sheet, and a binding energy of 0.98eV. For 
larger clusters, the binding energies drop, this may be due to the cluster size being too big to fit 
within the vacancy. For the n1 and n3 clusters, clusters are highly coordinated within the 
vacancy due to their size. In the titanium overlap site, there is no bond to the surface, and the 
titanium hollow site has a low binding energy. 
Figure 4.3.7.2 
n3 TiO2 cluster adsorbed onto the vacancy defect 
  
N=8 
The more favorable n8 structure had an oxygen bond to a carbon atom on the periphery 
the vacancy site. The proximity of the oxygen atom to the principle titanium produced an 
additional bond to the surface. The oxygen overlap site had no bonds to the surface, and a lower 
binding energy of 0.66eV. This may be due to the initial geometry not presenting a titanium atom 
close enough, and as a result there was no interaction with the surface. There was no deformation 
of the graphene sheet for the oxygen overlap site, because there were no bonds to the surface. 
Figure 4.3.7.3 
n5 TiO2 cluster adsorbed onto the vacancy defect 
  
N=15 
The n15 cluster continued to have higher binding energies for the 4-coondinated site over 
the 3-cordinated site. Both sites exhibited graphene sheet deformation with the 3-coordinated site 
deforming two carbon atoms below an oxygen and titanium atom. The n15 clusters had low 
binding energies of 1.12eV and 0.35eV respectively. This is very similar to the pristine graphene 
sheet. For larger clusters, a single carbon vacancy has little effect on the adsorption of TiO2 onto 
the surface. The clusters may simply be too large to insert into the vacancy. 
Figure 4.3.7.4 
n8 TiO2 cluster adsorbed onto the vacancy defect 
  
3.4.7 Oxidized carbon vacancy  
Oxidized vacancy sheets were formed from the defect vacancy sheets with additional 
epoxide groups on the surface. Oxidized surfaces adsorbed strongly to the sheet in the hollow 
site similarly to the defect sheet. 
N=1 
The TiO2 monomer units adsorbed strongly to the vacancy sites with adsorption energies 
similar to the vacancy sheet. The titanium top site relaxed into a rigid 4-coordinated structure 
with a binding energy over 4.38eV. The oxygen defect site initial geometry relaxed into a less 
stable structure with less coordinated oxygen atoms producing a binding energy of 2.96eV. 
 
Figure 4.3.8.1 
n15 TiO2 cluster adsorbed onto the vacancy defect 
  
N=3 
The larger n3 structures produced intricate structures due to the presence of both a carbon 
defect and two epoxide groups. The titanium defect site produced a 5-coordinated titanium over 
the carbon vacancy. The oxygen top site had a binding energy 0.06eV less than the titanium 
defect site. Multiple bonds to the graphene surface produced large sheet deformations at multiple 
sites along the periphery of the vacancy. The additional epoxide oxygen increases the activity of 
the graphene sheet which produces complex and highly coordinated composite materials. 
Figure 4.3.8.1 
n1 TiO2 cluster adsorbed onto the vacancy defect 
  
N=5 
Large coordination numbers in the n5 cluster and large carbon deformations are exhibited 
in the favorable n5 cluster. The oxygen hollow sit relaxed into an exothermic structure with a 
binding energy of 4.01eV. The titanium top site had a lower binding energy of 1.86eV and a 
similar structure to the single and double epoxide geometries. With just a carbon vacancy there 
was no difference with the pristine sheet, but now with additional epoxides there is significantly 
increased activity.  
Figure 4.3.8.2 
n3 TiO2 cluster adsorbed onto the vacancy defect 
  
N=8 
The n8 cluster exhibited the same convolution of epoxide effects and vacancy effects. Of 
particular note is the titanium top site, in which both epoxide groups are adsorbed. The lower 
binding energy of the titanium top site may be explained by a different angle for the left-most 
titanium. In the titanium hollow site the left-most titanium is closer to the sheet by 0.5 Å which 
would be sufficient to explain the 0.35 eV increase. 
Figure 4.3.8.3 
n5 TiO2 cluster adsorbed onto the vacancy defect 
  
N=15 
The n15 clusters relaxed into identical structures as the double epoxide clusters, with the 
4-coordinated structure thermodynamically favorable. The two geometries differed by 0.29eV. 
There was significant graphene sheet deformation as a result of the carbon vacancy, but 
geometries are similar to the double epoxide sheet. 
Figure 4.3.8.4 
n8 TiO2 cluster adsorbed onto the vacancy defect 
  
 
 
 
 
 
 
 
 
Figure 4.3.8.5 
n8 TiO2 cluster adsorbed onto the vacancy defect 
4.4 Density of States for n5 and n15 clusters 
The density of states for the energetically most favorable structure of the n5 cluster on 
each graphene sheet is shown in figure 4.4.1.  The corresponding plot for the n15 cluster is found 
in figure 4.4.2. For each subplot, the black line is density of states for the graphene sheet and any 
defects present on the surface before adsorption of TiO2. The red line is TiO2 in vacuum, without 
any interactions with graphene. The blue line is strictly TiO2 after adsorption onto the graphene 
surface. The y axes are electronic density of states, with the x axes the energy level of each band 
in eV. The Fermi level for each plot is shifted to zero, and the vertical black line divides 
occupied and unoccupied states. The Fermi level represents the dividing energy between filled 
and unfilled orbitals. Bands have been truncated from -10 to 3 eV to show activity in the vicinity 
of the Fermi level. 
 
 
  
Figure 4.4.1 
Density of States for the most stable n5 cluster on each graphene surface. Red lines denote TiO2 in vacuum, blue 
lines denote TiO2 adsorbed on the surface, and black lines are the graphene sheet and any defects. 
Beginning from the pristine sheet, the red and blue lines are shifted from each other, with 
the red line ahead by 1 eV. In the pristine model, the n5 cluster binds poorly to the surface (~1 
eV) and the Fermi energy of the cluster in vacuum is 1 eV higher than the composite material. 
Bandgap widths are identical for the composite and vacuum cluster at 2.57 eV. The unoccupied 
states in the TiO2 composite material rise sharply, showing that electrons in the conduction bands 
will predominantly reside in the cluster, with the majority of electrons below -6 eV 
predominantly in the graphene sheet. In the single and double epoxide sheets, the opposite is 
true. High electron density from 0 to -2 eV is due to the TiO2 cluster. These states are in the 
immediate vicinity of the Fermi level. This shows that valence band close to 0eV is 
predominantly TiO2 electrons, which can form holes to distribute charge through the composite. 
The width of the band gaps for the single and double epoxide sheets are 2.74 eV and 2.72 eV, 
respectively. The lowest energy geometry for both the single and double epoxide were similar, 
and once adsorbed on the surface have similar density of states. For clusters of this size, the 
presence of additional oxidized groups on the sheet has little effect on the electronic structure of 
the adsorbed cluster.   
Hydroxide defects shifted the TiO2 density of states further to the left by 1.0 and 1.2 eV. 
Whereas the epoxide sheets had two peaks between -0.5 and -4 eV with a plateau between, the 
single hydroxide sheet was more uniformly spread along the same interval. To the left of 1eV, 
the TiO2 had an average of 6 states, approximately equal to the graphene states over the interval. 
For occupied states in the vicinity of the Fermi level, the valence band is filled equally with 
graphene and TiO2 electrons. The vacuum TiO2 has a pair of characteristic peaks from -5.5 to -
6.0 eV which are smoothed in the single hydroxide sheet. For both hydroxide sheets, adsorption 
onto graphene more evenly distributes states across the occupied bands. This explains the high 
binding energies in the hydroxide clusters. TiO2 and graphene sheet electrons interact over a 
longer band. The band gap was shorter than the epoxide sheets at 1.68 eV. This may be due to 
the high amount of interaction between the sheet and TiO2 smoothing the state density for 
occupied and unoccupied states. 
The double hydroxide group had more prominent peaks from -0.5 to -4 eV and an 
additional peak at -6.5 eV. This could mean weaker interaction over a narrower band compared 
to the single hydroxide sheet. The unoccupied states in TiO2 have a large peak in the vicinity of 
2.0 eV, signifying high localized electron density above the Fermi level. The double hydroxide 
sheet had a similar band gap as the epoxide sheets at 2.79 eV.   
The vacancy sheet density of states was similar to the single hydroxide in that the band 
gaps were very similar at 1.68 eV and less intense peaks. The vacuum TiO2 and adsorbed TiO2 
had no shifting, and peaks occurred at -1, -3.5, and -5.5 eV. The high binding energy of the 
vacancy sheet can be attributed to the strong interaction between the TiO2 cluster and graphene 
sheet. 
The epoxide vacancy sheet had a similar electronic structure to the pristine graphene 
sheet with significant shifting on the order of 1 eV from the vacuum TiO2 clusters. The band gap 
in the epoxide vacancy sheet was 2.31 eV, shorter than the pristine graphene sheet. A sharp peak 
formed at 1.5 eV showing high electron density in the unoccupied states in the vicinity of the 
Fermi level. This is similar to the pristine graphene sheet, but binding energy seems to be 
correlated to the states from -2 to -5.5 eV. This broad band was more spread than the pristine 
sheet, which similarly to the single hydroxide defect could contribute to stronger binding 
energies. 
With the band gap of the n5 cluster found to be 2.57 eV, all graphene sheets produced TiO2 band 
gaps within ±0.3 eV of the vacuum cluster except for the single hydroxide sheet. The pristine 
cluster had a band gap identical to the vacuum cluster, but the interactions with the graphene 
sheet were found to be minimal in the vicinity of the Fermi level. The epoxide groups showed 
little shifting in TiO2 density of states with wider band gaps of 2.74 and 2.72 eV. Band gaps in 
the hydroxide clusters were of differing widths with the single hydroxide a narrow 1.68 eV while 
double epoxide groups growing to 2.79 eV. This large disparity can be explained by the presence 
of a hydroxide defect on adjacent carbons. With one hydroxide above the graphene sheet, and 
another below, the TiO2 adopts a different geometry from the single hydroxide group. Both 
defects had less intense peaks spread over a longer band than the epoxide groups, signifying 
strong bonding with the graphene. The vacancy sheet had 1eV shifting in the Fermi level relative 
to the graphene-TiO2 which may be the cause of poor interaction with the graphene sheet. The 
band gap in the epoxide vacancy sheet was 2.31 eV, shorter than the pristine sheet but more 
overlap with the epoxide vacancy sheet. The presence of oxidized groups on the surface near the 
vacancy improves the adsorption of TiO2 onto the defect site. 
 
  
  
Figure 4.4.1 
Density of States for the most stable n15 cluster on each graphene surface. Red lines denote TiO2 in vacuum, blue 
lines denote TiO2 adsorbed on the surface, and black lines are the graphene sheet and any defects. 
The band gap for n15 cluster in vacuum was determined to be 1.28 eV, a shorter gap than 
in the n5 cluster. TiO2 adsorbed onto the surface of the TiO2 cluster had very poor binding 
energies due to a lack of surface defects which could anchor the cluster onto the sheet. The 
density of states for the pristine sheet had a large number of unoccupied states above 3 eV. There 
is significant shifting in the Fermi level by 1 eV which   results in poor overlap in the vacuum 
cluster and adsorbed cluster. The single epoxide and double epoxide cluster had a similar density 
of states to the n5 cluster with shifting of less than 0.2 eV and band gaps of 1.15 eV for both 
surfaces. These band gaps are shorter than the vacuum cluster by 0.13 eV, which due to the 
inaccuracy in plane-wave dft, may be equivalent. There is total overlap in the graphene and TiO2 
density of states showing strong interaction between the cluster and the graphene surface. 
The bad gaps for the single and double hydroxide defects were similar to the epoxide 
defects at 1.16 eV and 1.32 eV, respectively. Once again the band gap for the double hydroxide 
cluster is wider than the single hydroxide defect. The single hydroxide defect density of states 
had a band gap that began right at the HOMO whereas the double hydroxide had its band gap 
end right at the LUMO. This is due to more shifting in the Fermi level in the double hydroxide 
cluster. This means that the single hydroxide group has a large number of occupied states close 
to the HOMO, but then no states until the end of the band gap, at ~1eV.  In comparison, the 
double hydroxide defect has many states immediately above the Fermi level, but its HOMO 
levels don’t begin until ~1 eV. In the single hydroxide cluster, a hydrogenated (TiO2)OH cluster 
was taken from the surface. In the double hydroxide cluster an bond to the surface was made 
which secured the cluster to the surface.  
The vacancy sheet was unique from the pristine sheet in the n15 calculation because the 
TiO2 on graphene had a negative shift of -0.5 eV. The band gap in the vacancy defect was wider 
than the epoxide and hydroxide defects at 1.73 eV. This wider band gap ends at the Fermi level, 
similar to the double epoxide defect. In the unoccupied states, the TiO2 on graphene line 
becomes jagged. This is due to significant spin polarization in the unoccupied bands. There was 
a large preference for alpha spin states in these bands, and the removal of a carbon atom caused 
the cluster to donate electrons to the sheet, causing polarization in the cluster as the remaining 
electron distributed themselves according to the Pauli exclusion principle. The donated electrons 
may have been in the d band, and the remaining electron re-distributed in unpaired orbitals.  
The epoxide vacancy behaved similarly to the epoxide sheets with a band gap of 0.99 eV. 
This was the shortest band gap observed for the n15 cluster. The gap began at the Fermi level 
and ended at 1 eV. The shortening of the gap may be attributed to strong covalent bonding and 
large deformation in the graphene sheet, which may have resulted in increased interaction 
between the cluster and surface in the vicinity of the Fermi level.  
 
 
 
 
 
 
 
 
5| Conclusions  
In this study, seven different graphene sheets were tested against five TiO2 clusters 
ranging from simple TiO2 up to (TiO2)15. The goal of this study was to create graphene-TiO2 
composite materials for use in solar cell applications. Graphene provides unparalleled electron 
mobility which both improves charge transfer but can retard the electron-hole recombination 
which is a factor in the low efficiency in solar cells. TiO2 is already a prominent photocatalyst 
with the capability to absorb a wide spectrum of solar radiation. By producing a stable graphene-
TiO2 composite, the photocatalytic properties of TiO2 can be enhanced by the electron mobility 
of graphene. The primary design constraint in this study is the band gap of TiO2. If the band gap 
is widened too far, the spectrum of light that can be absorbed will be narrower, which will 
decrease efficiency. 
Adsorption of the pristine and vacancy defect graphene sheets preserved the TiO2 band 
gap but had poor binding energies. The cluster on pristine graphene was not selective in its 
orientation, which leads to a conclusion that the clusters on pristine graphene are bonded 
primarily through van der Waals forces. The graphene sheet has occupied p orbitals 
perpendicular to the graphene sheet which would attract undercoordinated titanium sites in the 
cluster. The titanium atoms prefer a 4-coordinated geometry, but there are significant 3-
coordinated sites for every cluster size. The vacancy site produces electron-rich carbon atoms in 
the as they are under-coordinated with 2 C-C bonds. Undercoordinated Ti sites bond similarly to 
the carbons on the edge of the carbon vacancy. Band gap width is the same as TiO2 in vacuum, 
but due to weak interactions with the graphene sheet, it is not likely that holes will travel through 
the TiO2 into the graphene sheet with such weak interactions. 
The epoxide groups include single epoxide, double epoxide, and epoxide vacancy. For all 
clusters studied, when adsorbed onto the double epoxide sheet, TiO2 relaxed into a similar 
geometry to the single epoxide defect. This is reflected in the density of states as both single and 
double epoxide groups had nearly identical band gaps. The band gaps for the epoxide sheets 
were wider than the clusters in vacuum by 0.17 eV. The epoxide defects with carbon vacancy 
lowered the band gap by 0.26 eV. DFT with plane-waves overestimates band gap widths, but 
comparing the widths relatively the carbon vacancy improves the TiO2 band gap. Additional 
testing is required in order to determine the tolerance of the band gap in order to ensure the band 
gap length is acceptable. The binding energies on all epoxide sheets were higher than the pristine 
and defect sheets. The density of states plots show high interaction between the TiO2 clusters and 
graphene sheets represented by a spreading of the peaks. Increased interaction with the graphene 
sheet and high binding energies show strong covalent bonds between the oxygen in the epoxide 
group and the titanium atoms in the cluster. The geometries show deformation of the graphene 
sheet, but do not warp the structure enough to break the planar structure of the supercell.  
Hydroxide groups are not easily summarized, as the single and double hydroxide groups 
had different effects on the binding energies and density of states plots. Single hydroxide defects 
produced (TiO2)nOH clusters which were bound to the surface by weaker van der waals forces. 
They are capable of reducing the surface of the sheet, as the hydrogenated cluster reduces the 
OH
-
 defect from the surface and onto the cluster. The reduced surface preserves the bond lengths 
and angles of the pristine sheet. The double hydroxide defects did not produce hydrogenated 
clusters, and instead bound strongly to the surface. Titanium atoms in the cluster bound to the 
OH
-
 group causing surface deformations in the graphene sheet. The band gap for the n5 cluster 
on the single hydroxide defect was 0.89 eV narrower. Although this is a good result, the 
hydrogenated clusters had poor interaction with the surface. This makes them poor candidates as 
they cannot take advantage of the graphene electron mobility. The double hydroxide defect had 
band gaps similar to the single and double epoxide defects for the n5 clusters at 2.79 eV. Strong 
adsorption to the surface and occupied states overlapping with graphene showed covalent bonds 
from the cluster, through the hydroxide defect and into the surface. The proximity of a second 
hydroxide group provides an electron-rich source which stabilizes the cluster onto the surface to 
prevent reduction of the graphene sheet producing (TiO2)nOH.   
Defected graphene sheets are the most promising candidates as a starting material for graphene-
TiO2 composites. Oxidized defects improve the binding energies of all TiO2 clusters in the sizes 
studied over pristine graphene. This is primarily due to the electron-rich oxygen defects which 
bond strongly to under-coordinated titanium atoms in the cluster. Band gaps were narrowed in 
both the n5 and n15 cluster, leading to good photocatalytic activity. The strong bonding which 
occurs in the epoxide and double hydroxide groups anchors the clusters onto the surface and 
spreads the peaks in the density of states plot. Single hydroxide groups reduce the surface of the 
graphene sheet, creating hydrogenated clusters and repairing damage to the surface. Vacancies 
have little effect on the binding energies of the larger clusters, and are similar to the pristine 
surface in electronic structure. The epoxide sheet with a vacancy behaved similarly to the double 
epoxide defect without vacancy. The addition of oxidized groups in the vicinity of the vacancy, 
lowered band gaps for the n5 and n15 cluster, and bound strongly to the surface. 
In large oxidized graphene sheets, many different surface defects may be present. The most 
common as found in literature are epoxide, hydroxide and vacancies in the surface. Vacancies 
have little effect on the adsorption of TiO2 while epoxide groups function as anchors to the 
surface. Depending on the density of hydroxide groups in a smaller area, they can function as 
anchors to the surface or as sites where clusters will oxidize to (TiO2)OH. The maximum weight 
of TiO2 that can be supported on the surface is directly related to the oxygen density on the 
surface. Highly oxidized graphene will support a larger mass of TiO2. The size of the nanocluster 
is critical as well. In this study, cluster sizes of up to 15 were studied, but depending on synthetic 
procedures, the cluster sizes many be an order of magnitude larger or more. In this case the mass 
ratio of TiO2 to graphene is a function of the oxygen density of the surface as well as the average 
cluster size. Once TiO2 is adsorbed onto the surface, the composite can be exposed to solar 
radiation and charge transfer can be compared between the composite and TiO2 clusters in 
vacuum.  
This study has shown that, in theory, TiO2 nanoclusters can be adsorbed exothermally onto an 
oxidized graphene surface and that there is sufficient interaction for holes to travel through the 
cluster and into the graphene. Once in the graphene, the high electron mobility will prevent 
electron-hole recombination as well as improve charge transfer. This will help mediate one of the 
major barriers in solar cell research and allow solar cell efficiencies to further increase. The 
higher the solar cell efficiency that can be obtained, the closer we can come to sustainable energy 
usage. 
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7| Appendices 
7.1 C72 
The following are cluster geometries adsorbed onto the pristine graphene sheet. The binding 
energies of each and their top view rendered in Jmol is shown for each cluster size. 
N=1 
label 
initial 
geometry binding energy (eV) 
7.1.1.1 Bridge-N 1.15 
7.1.1.2 Hollow-N 1.13 
7.1.1.3 Top-N 1 
7.1.1.4 Top-R 0.52 
 
 
 
7.1.1.1 
7.1.1.2 
  
 
 
 
N=3 
label 
initial 
geometry binding energy (eV) 
7.1.2.1 Bridge-N 1.42 
7.1.2.2 Top-N 1.42 
7.1.2.3 Hollow-R 1.39 
 
7.1.1.3 
7.1.1.4 
  
 
 
 
 
 
 
 
7.1.2.1 
7.1.2.2 
7.1.2.3 
N=5 
label 
initial 
geometry binding energy (eV) 
7.1.3.1 Bridge-R 1.22 
7.1.3.2 Hollow-N 1.22 
7.1.3.3 Bridge-N 0.88 
7.1.3.4 Top-N 0.86 
 
 
 
 
7.1.3.1 
7.1.3.2 
7.1.3.3 
  
N=8 
label 
initial 
geometry binding energy (eV) 
7.1.4.1 Top-N 0.82 
7.1.4.2 Top-R 1.76 
 
 
 
7.1.3.4 
7.1.4.1 
7.1.4.2 
N=15 
label 
initial 
geometry binding energy (eV) 
7.1.5.1 Top-N 1.07 
 
 
7.2 C72O1 
The following are cluster geometries adsorbed onto the single epoxide defect graphene sheet. 
The binding energies of each and their top view rendered in Jmol is shown for each cluster size. 
N=1 
label 
initial 
geometry binding energy (eV) 
7.2.1.1 Adj-Bridge-N 2.38 
7.2.1.2 Adj-Hollow-N 1.61 
7.2.1.3 Adj-Over-N 2.32 
7.2.1.4 Adj-Over-R 2.2 
7.2.1.5 F-Bridge-N 2.38 
7.2.1.6 F-Hollow-N 0.83 
7.2.1.7 F-Top-N 0.8 
7.2.1.8 F-Top-R 0.45 
7.2.1.9 O-Top-N 1.28 
7.2.1.10 O-Top-R 0.52 
 
7.1.5.1 
  
 
 
7.2.1.1 
7.2.1.2 
7.2.1.3 
  
 
 
 
 
 
 
7.2.1.1 
7.2.1.4 
7.2.1.5 
7.2.1.6 
  
 
 
 
 
 
 
 
 
 
7.2.1.7 
7.2.1.8 
7.2.1.9 
  
N=3 
 
label 
initial 
geometry binding energy (eV) 
7.2.2.1 Adj-Top-R 2.13 
7.2.2.2 O-Top-R 1.78 
7.2.2.3 O-Top-N 1.07 
 
 
7.2.1.10 
7.2.2.1 
  
 
N=5 
 
label 
initial 
geometry binding energy (eV) 
7.2.3.1 Adj-Top-N 2.26 
7.2.3.2 Adj-Top-R 2.24 
7.2.3.3 O-Top-N 2.38 
7.2.3.4 O-Top-R 2.24 
 
7.2.2.2 
7.2.2.3 
  
 
 
7.2.3.1 
7.2.3.2 
7.2.3.3 
  
N=8 
label 
initial 
geometry binding energy (eV) 
7.2.4.1 O-Top-N 1.96 
7.2.4.2 O-Top-R 0.11 
 
 
7.2.3.4 
7.2.4.1 
  
N=15 
label 
initial 
geometry binding energy (eV) 
7.2.5.1 O-Top-N 0.17 
 
 
 
7.3 C72O2 
The following are cluster geometries adsorbed onto the double epoxide defect graphene sheet. 
The binding energies of each and their top view rendered in Jmol is shown for each cluster size. 
 
7.2.4.2 
7.2.5.1 
N=1 
 
label 
initial 
geometry binding energy (eV) 
7.3.1.1 Adj-Bridge-N 1.51 
7.3.1.2 Adj-Overlap-R 0.75 
7.3.1.3 O-Hollow-N 3.83 
7.3.1.4 O-Hollow-R 2.38 
 
 
 
 
7.3.1.1 
7.3.1.2 
  
 
 
 
 
 
 
 
 
 
7.3.1.3 
7.3.1.4 
N=3 
label 
initial 
geometry binding energy (eV) 
7.3.2.1 Adj-Overlap-R 1.17 
7.3.2.2 O-Overlap-N 1.12 
7.3.2.3 O-Overlap-R 1.54 
 
  
 
7.3.2.1 
7.3.2.2 
  
 
 
 
 
Ewfvgr fhvoieuvhw ieruhwoeir uvhwoieruvhwe r  
 
N 
 
label 
initial 
geometry binding energy (eV) 
7.3.3.1 Adj-Hollow-R 2.18 
7.3.3.2 O-Hollow-N 2.34 
7.3.3.3 O-Overlap-R 2.38 
 
N=5 
 
 
7.3.2.3 
7.3.3.1 
  
 
N=8 
label 
initial 
geometry binding energy (eV) 
7.3.4.1 O-Overlap-R 0.51 
7.3.4.2 O-Overlap-N 0.88 
7.3.4.3 Adj-Overlap-R 2.22 
 
 
7.3.3.2 
7.3.3.3 
7.3.4.1 
  
 
 
 
 
N=15 
 
 
label 
initial 
geometry binding energy (eV) 
7.3.5.1 O-Overlap-N 0.3 
 
N=15  
7.3.4.2 
7.3.4.3 
 7.4 C72OH1  
The following are cluster geometries adsorbed onto the single hydroxide defect graphene sheet. 
The binding energies of each and their top view rendered in Jmol is shown for each cluster size. 
N=1 
label 
initial 
geometry binding energy (eV) 
7.4.1.1 Adj-Hollow-N 2.59 
7.4.1.2 Adj-Overlap-N 2.71 
7.4.1.3 Adj-Overlap-R 2.78 
7.4.1.4 O-Overlap-N 2.27 
7.4.1.5 O-Overlap-R 0.08 
 
7.3.5.1 
  
 
 
 
7.4.1.1 
7.4.1.2 
7.4.1.3 
7.4.1.3 
  
N=3 
label 
initial 
geometry binding energy (eV) 
7.4.2.1 Adj-Overlap-N 0.7 
7.4.2.2 O-Overlap-N 0.85 
7.4.2.3 O-Overlap-R 1.14 
 
 
7.4.1.4 
7.4.1.5 
7.4.2.1 
  
 
N=5 
label 
initial 
geometry binding energy (eV) 
7.4.3.1 Adj-Overlap-N 2.41 
7.4.3.2 O-Overlap-N 2.37 
 
 
7.4.2.2 
7.4.2.3 
7.4.2.4 
  
N=8 
label 
initial 
geometry binding energy (eV) 
7.4.4.1 O-Overlap-N 2.16 
7.4.4.2 O-Overlap-R 0.23 
7.4.4.3 Adj-Overlap-R 2.19 
 
 
7.4.3.1 
7.4.3.2 
7.4.4.1 
  
 
N=15 
label 
initial 
geometry binding energy (eV) 
7.4.5.1 O-Overlap-N 0.55 
 
 
 
7.4.4.2 
7.4.4.3 
7.4.5.1 
7.5 C72OH2 
The following are cluster geometries adsorbed onto the double hydroxide defect graphene sheet. 
The binding energies of each and their top view rendered in Jmol is shown for each cluster size. 
N=1 
label 
initial 
geometry binding energy (eV) 
7.5.1.1 O-Overlap-N 1.31 
7.5.1.2 O-Overlap-R 1.15 
7.5.1.3 Adj-Overlap-N 1.68 
7.5.1.4 Adj-Overlap-R 1.89 
7.5.1.5 L-Overlap-N 3.18 
7.5.1.6 L-Overlap-R 3.1 
 
 
 
 
7.5.1.1 
7.5.1.2 
  
 
 
7.5.1.3 
7.5.1.4 
7.5.1.5 
7.5.1.6 
  
 
 
N=3 
label 
initial 
geometry binding energy (eV) 
7.5.2.1 Adj-Overlap-R 2.82 
7.5.2.2 O-Overlap-N 0.96 
7.5.2.3 O-Overlap-R 1.3 
 
 
 
7.5.2.1 
7.5.2.2
 
 7.5.2.1 
 N=5 
label 
initial 
geometry binding energy (eV) 
7.5.3.1 A-Overlap-R 1.21 
7.5.3.2 O-Overlap-N 1.5 
7.5.3.3 O-Overlap-N -1.5 
 
 
 
7.5.2.3
 
 7.5.2.1 
7.5.3.1
 
 7.5.2.1 
7.5.3.2
 
 7.5.3.1
 7.5.2.1 
  
N=8 
label 
initial 
geometry binding energy (eV) 
7.5.4.1 Adj-Overlap-N 1.08 
7.5.4.2 O-Overlap-N 1.1 
7.5.4.3 O-Overlap-R 0.16 
 
 
7.5.3.3
 
 7.5.3.1
 7.5.2.1 
7.5.4.1
 
 7.5.3.1
 7.5.2.1 
7.5.4.2
 
 7.5.3.1
 7.5.2.1 
  
label 
initial 
geometry binding energy (eV) 
7.5.5.1 O-Overlap-N 0.16 
 
N=15 
 
 
7.6 C71 
The following are cluster geometries adsorbed onto the single carbon vacancy graphene sheet. 
The binding energies of each and their top view rendered in Jmol is shown for each cluster size. 
 
7.5.4.3
 
 7.5.3.1
 7.5.2.1 
7.5.5.1
 
 7.5.3.1
 7.5.2.1 
N=1 
label 
initial 
geometry binding energy (eV) 
7.6.1.1 O-Overlap-N 4.62 
7.6.1.2 H-Overlap-N 1.93 
7.6.1.3 O-Bridge-N 4.61 
7.6.1.4 O-Bridge-R 2.01 
7.6.1.5 H-Overlap-R 3.18 
7.6.1.6 L-Overlap-R 3.1 
 
 
 
 
7.6.1.1
 
 7.5.3.1
 7.5.2.1 
7.6.1.2
 
 7.5.3.1
 7.5.2.1 
  
 
 
 
7.6.1.3
 
 7.5.3.1
 7.5.2.1 
7.6.1.4
 
 7.5.3.1
 7.5.2.1 
7.6.1.5
 
 7.5.3.1
 7.5.2.1 
7.6.1.6
 
 7.5.3.1
 7.5.2.1 
 N=3 
label 
initial 
geometry binding energy (eV) 
7.6.2.1 H-Overlap-N 2.33 
7.6.2.2 O-Overlap-N 0.58 
7.6.2.3 O-Overlap-R 0.68 
 
 
 
7.6.2.1
 
 7.5.3.1
 7.5.2.1 
7.6.2.2
 
 7.5.3.1
 7.5.2.1 
  
 
 
 
N=5 
label 
initial 
geometry binding energy (eV) 
7.6.3.1 H-Overlap-N 1.33 
7.6.3.2 O-Overlap-N 0.98 
7.6.3.3 O-Overlap-R 0.92 
 
7.6.2.3
 
 7.5.3.1
 7.5.2.1 
  
 
 
 
 
 
N=8 
label 
initial 
geometry binding energy (eV) 
7.6.4.1 H-Overlap-N 0.28 
7.6.4.2 O-Overlap-N 2.18 
7.6.4.3 O-Overlap-R 0.67 
 
7.6.3.1
 
 7.5.3.1
 7.5.2.1 
7.6.3.2
 
 7.5.3.1
 7.5.2.1 
7.6.3.3
 
 7.5.3.1
 7.5.2.1 
  
 
N=15 
label 
initial 
geometry binding energy (eV) 
7.6.5.1 O-Overlap-N 0.35 
 
7.6.4.1
 
 7.5.3.1
 7.5.2.1 
7.6.4.2
 
 7.5.3.1
 7.5.2.1 
7.6.4.3
 
 7.5.3.1
 7.5.2.1 
  
 
7.7 C71O2 
The following are cluster geometries adsorbed onto epoxide defect with carbon vacancy 
graphene sheet. The binding energies of each and their top view rendered in Jmol is shown for 
each cluster size. 
N=1 
label 
initial 
geometry binding energy (eV) 
7.7.1.1 Adj-Overlap-R 4.38 
7.7.1.2 D-Overlap-N 3 
7.7.1.3 Adj-Bridge-N 2.79 
7.7.1.4 Adj-Overlap-N 2.89 
 
7.6.5.1
 
 7.5.3.1
 7.5.2.1 
  
 
 
 
7.7.1.1
 
 7.5.3.1
 7.5.2.1 
7.7.1.2
 
 7.5.3.1
 7.5.2.1 
7.7.1.3
 
 7.5.3.1
 7.5.2.1 
7.7.1.4
 
 7.5.3.1
 7.5.2.1 
N=3 
label 
initial 
geometry binding energy (eV) 
7.7.2.1 O-Overlap-N 1.53 
7.7.2.2 O-Overlap-R 1.44 
7.7.2.3 F-Overlap-N 0.52 
7.7.2.4 Adj-Overlap-R 0.52 
7.7.2.5 Adj-Overlap-N 2.27 
 
 
 
 
7.7.2.1
 
 7.5.3.1
 7.5.2.1 
7.7.2.2
 
 7.5.3.1
 7.5.2.1 
7.7.2.3
 
 7.5.3.1
 7.5.2.1 
  
N=5 
label 
initial 
geometry binding energy (eV) 
7.7.3.1 H-Adjacent-R 4.09 
7.7.3.2 O-Overlap-N 1.86 
7.7.3.3 O-Overlap-R 1.84 
7.7.3.4 D-Hollow-N 1.61 
 
 
7.7.2.4
 
 7.5.3.1
 7.5.2.1 
7.7.2.5
 
 7.5.3.1
 7.5.2.1 
7.7.3.1
 
 7.5.3.1
 7.5.2.1 
  
 
 
N=8 
7.7.3.2
 
 7.5.3.1
 7.5.2.1 
7.7.3.3
 
 7.5.3.1
 7.5.2.1 
7.7.3.4
 
 7.5.3.1
 7.5.2.1 
label 
initial 
geometry binding energy (eV) 
7.7.4.1 O-Hollow-N 2.2 
7.7.4.2 O-Overlap-N 1.85 
7.7.4.3 O-Overlap-R 1.39 
 
 
 
N=15 
label 
initial 
geometry binding energy (eV) 
7.7.5.1 O-Overlap-N 1.45 
 
7.7.4.2
 
 7.5.3.1
 7.5.2.1 
7.7.4.3
 
 7.5.3.1
 7.5.2.1 
  
 
 
 
 
 
 
 
 
 
 
7.7.5.1
 
 7.5.3.1
 7.5.2.1 
7.8 Sample DFT input files 
CP2K geometry optimization 
The following is a sample CP2K file. In this case, a TiO2 N=1 cluster is placed close to the 
pristine graphene sheet at the bridge site.  
 
 
&FORCE_EVAL 
  METHOD Quickstep 
  &DFT 
    UKS 
    BASIS_SET_FILE_NAME ./GTH_BASIS 
    POTENTIAL_FILE_NAME ./GTH_POTENTIALS 
    WFN_RESTART_FILE_NAME x-RESTART.wfn 
    &MGRID 
      CUTOFF 300 
      NGRIDS 5 
    &END MGRID 
    &QS 
      WF_INTERPOLATION ASPC 
#      WF_INTERPOLATION PS 
      EXTRAPOLATION_ORDER 3 
    &END QS 
    &SCF 
     EPS_SCF 1.E-6 
     SCF_GUESS RESTART 
     MAX_SCF 400 
     #MAX_SCF 4 
     &OT T 
       PRECONDITIONER FULL_SINGLE_INVERSE 
       MINIMIZER DIIS 
       LINESEARCH 3PNT 
     &END OT 
    &END SCF 
    &XC 
      &XC_FUNCTIONAL PBE 
      &END XC_FUNCTIONAL 
 &XC_GRID 
         #XC_SMOOTH_RHO NN10 
         #XC_DERIV SPLINE2_SMOOTH 
       &END XC_GRID 
       &vdW_POTENTIAL 
          DISPERSION_FUNCTIONAL PAIR_POTENTIAL 
          &PAIR_POTENTIAL 
             TYPE DFTD2 
             REFERENCE_FUNCTIONAL PBE 
          &END PAIR_POTENTIAL 
       &END vdW_POTENTIAL 
    &END XC 
  &PRINT 
  &END PRINT 
  &END DFT 
  &SUBSYS 
    &CELL 
      ABC 14.82 14.82 25.0 
      ALPHA_BETA_GAMMA 90.0 90.0 60.0 
    &END CELL 
############################################################ 
    &COORD 
  C        -0.0138919835       -0.0081077321       -0.0212091076 
  C         1.2206568474        0.7046150431       -0.0245537445 
  C         2.4559636088       -0.0063144213       -0.0259049714 
  C         3.6888727304        0.7053264159       -0.0309355314 
  C         4.9267294306       -0.0071866055       -0.0335377940 
  C         6.1589614446        0.7035721097       -0.0396070376 
  C         7.3947485992       -0.0078288354       -0.0369585719 
  C         8.6299271192        0.7041041291       -0.0372670741 
  C         9.8658570971       -0.0068320360       -0.0279173931 
  C        11.0993966840        0.7034853672       -0.0255025566 
  C        12.3378947412       -0.0081900480       -0.0204864289 
  C        13.5699140852        0.7029482875       -0.0221748238 
  C         1.2225232755        2.1315526505       -0.0261562561 
  C         2.4547126168        2.8430451519       -0.0295543081 
  C         3.6905948082        2.1315587250       -0.0337704862 
  C         4.9250384993        2.8439897941       -0.0419731307 
  C         6.1595236013        2.1322519146       -0.0468949361 
  C         7.3915449812        2.8431709318       -0.0567571090 
  C         8.6302923787        2.1301219465       -0.0465319905 
  C         9.8642080395        2.8371592252       -0.0414375454 
  C        11.1013826299        2.1292406237       -0.0306020634 
  C        12.3365404089        2.8427202933       -0.0269964407 
  C        13.5718828294        2.1321835412       -0.0240710278 
  C        14.8046993119        2.8444357862       -0.0246209935 
  C         2.4566851811        4.2719221981       -0.0279996614 
  C         3.6892543190        4.9836218049       -0.0312620324 
  C         4.9267611935        4.2705825146       -0.0423496665 
  C         6.1575245736        4.9813032398       -0.0524942760 
  C         7.3883203354        4.2664285487       -0.0644224740 
  C         8.6260069232        4.9777293518       -0.0720534619 
  C         9.8672344997        4.2671856074       -0.0535790956 
  C        11.1033231562        4.9841525926       -0.0435871306 
  C        12.3409542515        4.2697938352       -0.0288449344 
  C        13.5718279208        4.9829070743       -0.0268280340 
  C        14.8070977181        4.2706140413       -0.0241892273 
  C        16.0415962777        4.9835332911       -0.0243854735 
  C         3.6907720970        6.4092643717       -0.0248206477 
  C         4.9254129978        7.1218207751       -0.0228082659 
  C         6.1589616817        6.4101833077       -0.0356120655 
  C         7.3878806811        7.1258570549       -0.0293253317 
  C         8.6300721659        6.4130858136       -0.0538534124 
  C         9.8692211687        7.1275282841       -0.0547765073 
  C        11.1059595696        6.4133565130       -0.0557053617 
  C        12.3393536748        7.1249658519       -0.0404268150 
  C        13.5730782839        6.4120233084       -0.0305790389 
  C        14.8055418135        7.1232677657       -0.0248904418 
  C        16.0431726725        6.4099766302       -0.0225843826 
  C        17.2753757532        7.1211478106       -0.0203652840 
  C         4.9276268285        8.5487075604       -0.0135216105 
  C         6.1594113812        9.2605009182       -0.0126522743 
  C         7.3951301733        8.5501634738       -0.0196732594 
  C         8.6311629968        9.2618326123       -0.0259445034 
  C         9.8671086306        8.5559209063       -0.0387945964 
  C        11.0996400204        9.2633621200       -0.0347828947 
  C        12.3379854269        8.5509363221       -0.0353629575 
  C        13.5699403103        9.2608183559       -0.0301505234 
  C        14.8062103572        8.5492388031       -0.0260620392 
  C        16.0410233814        9.2613294762       -0.0221647798 
  C        17.2765927434        8.5500214358       -0.0177553546 
  C        18.5096335774        9.2613325891       -0.0136299724 
  C         6.1614221937       10.6893000067       -0.0134978487 
  C         7.3941655208       11.4004471507       -0.0170094458 
  C         8.6324119859       10.6880700110       -0.0204652554 
  C         9.8645993603       11.3991791973       -0.0243945444 
  C        11.1007395833       10.6887700881       -0.0290056035 
  C        12.3356566123       11.4006847129       -0.0309486633 
  C        13.5708813686       10.6899097413       -0.0310199385 
  C        14.8040244933       11.4008161021       -0.0315114375 
  C        16.0421418650       10.6881813977       -0.0254217612 
  C        17.2746832492       11.3988285287       -0.0226143091 
  C        18.5111273409       10.6875742858       -0.0155798404 
  C        19.7459452513       11.3996955630       -0.0155196864 
 Ti         9.1953103230        5.7923983544        2.3520705358 
  O         9.6406722928        7.2168172605        3.1024111040 
  O         7.7986668495        5.1558743545        3.0037376199 
    &END COORD 
############################################################################# 
    &KIND C 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q4 
    &END KIND 
    &KIND H 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q1 
    &END KIND 
    &KIND O 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q6 
    &END KIND 
    &KIND Ti  
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q12 
    &END KIND 
  &END SUBSYS 
&END FORCE_EVAL 
&GLOBAL 
####################################### 
  PROJECT C72-1-B-N 
######################################## 
  RUN_TYPE GEO_OPT 
  #RUN_TYPE ENERGY 
  PRINT_LEVEL LOW 
&END GLOBAL 
 &MOTION 
 &END MOTION 
VASP electronic structure calculation 
The following is a sample VASP input for the TiO2 N=1 cluster adsorbed above. The optimized 
geometry found in the CP2K .xyz file is put into the VASP POSCAR file in order to output the 
density of states. Included are the INCAR, KPOINTS, and POSCAR files. The POTCAR has be 
excluded due to length.  
 
 INCAR 
SYSTEM = graphene  
 
  Electronic minimisation 
     ISMEAR = 0 
 
 MD Stuff 
     NSW = 0  
     ENCUT = 500 
     #PREC = Accurate 
     ISPIN = 2 
     SIGMA = 0.32 
     LORBIT = 10 
KPOINTS 
Automatic mesh  
0 
Gamma 
  4   4   1  
  0.  0.  0. 
 
 
POSCAR 
Titania graphene  
   1.00000000000000      
     14.82    0.0000000000000000    0.0000000000000000 
     7.41   12.834496 0.0000000000000000 
     0.0000000000000000    0.0000000000000000   20.00  
  72 5 10 
Cartesian 
0.021407236 0.045733314 -0.342974165 
1.257667371 0.759075778 -0.335656469 
2.491669951 0.04559761 -0.329432148 
3.726264852 0.757974263 -0.3053019 
4.9623613 0.044735457 -0.292457564 
6.198224247 0.756045063 -0.289248157 
7.432377538 0.043634721 -0.287742392 
8.6674074 0.757531057 -0.293397504 
9.901834059 0.044307731 -0.297386744 
11.13601372 0.758027926 -0.30632264 
12.3718011 0.044714081 -0.323923795 
13.60670494 0.758200859 -0.329089616 
1.258150839 2.185282881 -0.331978625 
2.492032128 2.898324206 -0.32986019 
3.724069727 2.182257971 -0.301637622 
4.962557147 2.89025101 -0.283764207 
6.1998046 2.180695443 -0.298403739 
7.432432501 2.896092492 -0.321501519 
8.667395428 2.182986498 -0.308516194 
9.901968056 2.897078053 -0.313151232 
11.13614153 2.183838972 -0.305747099 
12.37216796 2.898103981 -0.308616846 
13.60703578 2.185092386 -0.317844515 
14.84175784 2.898710825 -0.32501519 
2.489615552 4.325445274 -0.344296053 
3.720380507 5.04187904 -0.334592047 
4.963087588 4.32497578 -0.293234135 
6.203381184 5.039626753 -0.362247033 
7.434500002 4.322117848 -0.352076216 
8.668635901 5.037090602 -0.355939669 
9.902207011 4.323746763 -0.330361314 
11.13674742 5.037236684 -0.321370938 
12.37241103 4.323588356 -0.309103976 
13.60733611 5.037504314 -0.310770063 
14.84158201 4.324466486 -0.323693298 
16.07715823 5.038980137 -0.341157215 
3.725770379 6.465400121 -0.359224972 
4.963815246 7.177186011 -0.386692898 
6.198060062 6.466505364 -0.402101204 
7.431460337 7.176354695 -0.397531504 
8.667098928 6.462322937 -0.372366929 
9.901692017 7.175235314 -0.35459226 
11.13679595 6.462624428 -0.329324618 
12.37284847 7.17641324 -0.313779521 
13.60787548 6.463881725 -0.308318962 
14.84272281 7.176973178 -0.312458318 
16.07701683 6.463957873 -0.334390917 
17.31079214 7.177731707 -0.346128911 
4.961764814 8.601754126 -0.377166617 
6.196384237 9.31439992 -0.379878457 
7.430896807 8.601830064 -0.38848526 
8.667454801 9.315224534 -0.371599036 
9.902111688 8.602352123 -0.356701091 
11.13699403 9.315119699 -0.331837617 
12.37313144 8.601849465 -0.31201387 
13.60821933 9.314549589 -0.296458587 
14.84304328 8.602258272 -0.301866961 
16.07723595 9.315587671 -0.308131663 
17.3116128 8.603374148 -0.33401116 
18.54664226 9.314882553 -0.347230929 
6.196243101 10.74113003 -0.36193831 
7.431253941 11.45420684 -0.358674169 
8.667070595 10.74084754 -0.360841104 
9.902311021 11.45361843 -0.340822328 
11.13671152 10.74080838 -0.324303366 
12.3729518 11.45412825 -0.298535579 
13.60797009 10.74103895 -0.289826714 
14.8426754 11.4529457 -0.28599306 
16.0777155 10.73942357 -0.295257289 
17.31172609 11.45213841 -0.302799146 
18.54608337 10.73968088 -0.328013132 
19.78147598 11.45361728 -0.339310423 
5.185023173 4.308566412 2.370692367 
5.70680806 7.007193133 3.559215237 
2.725819337 8.087572186 3.262735615 
2.510071779 4.923219327 3.594797069 
3.89110237 6.311743427 5.637702097 
6.430056824 5.851120377 2.41761024 
4.625085724 8.185475196 2.781508805 
5.651409368 6.897633293 5.457651315 
1.810253835 9.386115203 2.871701168 
1.850790081 6.411476423 2.86349933 
3.293317052 3.769679712 2.493725572 
2.963121604 7.707348402 5.189161441 
6.021379135 3.05114024 2.962234043 
2.64695822 4.899881569 5.461982053 
4.301627387 5.689855555 3.791687294 
 
 
