Application of non-and semiparametric regression techniques to high dimensional time series data have been hampered due to the lack of effective tools to address the "curse of dimensionality". Under rather weak conditions, we propose spline-backfitted kernel estimators of the component functions for the nonlinear additive time series data that is both computationally expedient so it is usable for analyzing very high dimensional time series, and theoretically reliable so inference can be made on the component functions with confidence. Simulation experiments have provided strong evidence that corroborates with the asymptotic theory.
1. Introduction. For the past two decades, various non-and semiparametric regression techniques have been developed for the analysis of nonlinear time series, see, for example, Robinson [22] , Tjøstheim and Auestad [26] , Huang and Yang [15] , to name one article representative of each decade. Application to high dimensional time series data, however, has been hampered due to the scarcity of smoothing tools that are not only computationally expedient but also theoretically reliable, which have motivated the proposed procedures of this paper.
In high dimensional time series smoothing, one unavoidable issue is the "curse of dimensionality", which refers to the poor convergence rate of nonparametric estimation of general multivariate functions. One solution is regression in the form of additive model introduced by Hastie and Tibshirani [10] (1) Y i = m (X i1 , ..., X id ) + σ (X i1 , ..., X id ) ε i , m (x 1 , ...,
is a length n realization of a (d + 1)-dimensional time series, the d-variate functions m and σ are the mean and standard deviation of the response Y i conditional on the predictor vector X i = {X i1 , ..., X id } T , and each ε i is a white noise conditional on X i . In nonlinear additive autoregression data-analytical context, each predictor X iα , 1 ≤ α ≤ d could be observed lagged values of Y i , such as X iα = Y i−α , or of a different times series. Model (1) therefore, is the exact same nonlinear additive autoregression model of Huang and Yang [15] , which allows for exogenous variables. For identifiability, additive component functions must satisfy the conditions Em α (X iα ) ≡ 0, α = 1, ..., d.
We propose estimators of the unknown component functions {m α (·)} d α=1 based on a geometrically α-mixing sample {Y i , X i1 , ..., X id } n i=1 following model (1) . If the data were actually i.i.d. observations instead of a time series realization, many methods would be available for estimating {m α (·)} d α=1 . For instance, there are four types kernel-based estimators: the classic backfitting estimators (CBE) of Hastie and Tibshirani [10] , Opsomer and Ruppert [20] ; marginal integration estimators (MIE) of Linton and Nielsen [16] , Linton and Härdle [17] , Fan, Härdle and Mammen [7] , Sperlich, Tjøstheim and Yang [23] , Yang, Sperlich and Härdle [30] and a kernel based method of estimating rate to optimality of Hengartner and Sperlich [11] ; the smoothing backfitting estimators (SBE) of Mammen, Linton and Nielsen [19] ; and the two-stage estimators, such as one step backfitting of the integration estimators of Linton [18] , one step backfitting of the projection estimators of Horowitz, Klemmelä and Mammen [13] , and one Newton step from the nonlinear LSE estimators of Horowitz and Mammen [12] . For the spline estimators, see Stone [24] , [25] , Huang [14] , and Xue and Yang [28] .
In time series context, however, there are fewer theoretically justified methods due to the additional difficulty posed by dependence in data. Some of these are: the kernel estimators via marginal integration of Tjøstheim and Auestad [26] , Yang, Härdle and Nielsen [29] ; and the spline estimators of Huang and Yang [15] . In addition, Xue and Yang [27] have extended the marginal integration kernel estimator and spline estimator to additive coefficient models for weakly dependent data. All of these existing methods are unsatisfactory in regard to either the computational or the theoretical issue. The existing kernel methods are too computationally intensive for high dimension d, thus limiting their applicability to small number of predictors. Spline methods, on the other hand, provide only convergence rates but no asymptotic distributions, so no measures of confidence can be assigned to the estimators.
If the last d − 1 component functions were known by "oracle", one could create
.., X id ) ε i , from which one could compute an "oracle smoother" to estimate the only unknown function m 1 (x 1 ), thus effectively bypassing the "curse of dimensionality". The idea of Linton [18] was to obtain an approximation to the unobservable variables Y i1 by substituting m α (X iα ) , i = 1, ..., n, α = 2, ..., d with marginal integration kernel estimates and arguing that the error incurred by this "cheating" is of smaller magnitude than the rate O n −2/5 for estimating function m 1 (x 1 ) from the unobservable data. We have modified the procedure of Linton (1997) by substituting m α (X iα ) , i = 1, ..., n, α = 2, ..., d with spline estimators, specifically, we propose a two-stage estimation procedure: first we pre-estimate {m α (x α )} d α=2 by its pilot estimator through an under smoothed centered standard spline procedure, next we construct the pseudo responseŶ i1 and approximate m 1 (x 1 ) by its Nadaraya-Watson estimator as given in (2.12) .
The above proposed spline-backfitted kernel (SPBK) estimation method has several advantages compared to most of the existing methods. Firstly, as Sperlich, Tjøstheim and Yang [23] mentioned, Linton [18] mixed up different projections, so his method is only interpretable if the real data generating process is purely additive. While the projections in both steps in our paper are with respect to the same measure. Secondly, since our pilot spline estimator is thousands of times faster than the pilot kernel estimators in Linton [18] , our proposed method is computationally expedient, see Table 2 . Thirdly, the SPBK estimator can be shown as efficient as the "oracle smoother" uniformly over any compact range, whereas Linton [18] proved such "oracle efficiency" only at a single point. Moreover, the regularity conditions in our paper are natural and appealing and close to being the minimal. In contrast, higher order smoothness is needed with growing dimensionality of the regressors in Linton and Nielsen [16] . Stronger and more obscure conditions are assumed for the two-stage estimation proposed by Horowitz and Mammen [12] .
The SPBK estimator achieves its seemingly surprising success by borrowing the strengths of both spline and kernel: spline does a quick initial estimation of all additive components and removes them all except the one of interests; kernel smoothing is then applied to the cleaned univariate data to estimate with asymptotic distribution. Propositions 4.1 and 5.1 are the keys in understanding the proposed estimators' uniform oracle efficiency. They accomplish the well-known "reducing bias by undersmoothing" in the first step using spline and "averaging out the variance" in the second step with kernel, both steps taking advantage of the joint asymptotics of kernel and spline functions, which is the new feature of our proofs.
Fan and Jiang [8] provides generalized likelihood ratio (GLR) tests for additive models using the backfitting estimator. Similar GLR test based on our SPBK estimator is feasible for future research.
The rest of the paper is organized as follows. In Section 2 we introduce the SPBK estimator, and state its asymptotic "oracle efficiency" under appropriate assumptions. In Section 3 we provide some insights into the ideas behind our proofs of the main theoretical results, by decomposing the estimator's "cheating" error into a bias and a variance part. In Section 4, we show the uniform order of the bias term. In Section 5, we show the uniform order of the variance term. In Section 6, we present Monte Carlo results to demonstrate that the SPBK estimator does indeed possess the claimed asymptotic properties. All technical proofs are contained in the Appendix.
2. The SPBK estimator. In this section, we describe the spline-backfitted kernel estimation procedure. For convenience, we denote vectors as x = (x 1 , ..., x d ) and take · as the usual Euclidian norm on R d , x = d α=1 x 2 α , and · ∞ the sup norm, x ∞ = sup 1≤α≤d |x α |. In what follows, let Y i and X i = (X i1 , ..., X id ) T be the ith response and predictor vector. Denote Y = (Y 1 , ..., Y n ) T the response vector and (X 1 , ..., X n ) T the design matrix.
be observations from a geometrically αmixing process following model (1) . We assume that the predictor X α is distributed on a compact interval [a α , b α ] , α = 1, ..., d, and without loss of generality, we take all intervals [a α , b α ] = [0, 1] , α = 1, ..., d. We pre-select an integer N = N n ∼ n 2/5 log n, see Assumption (A6) below. Next, we define for any α = 1, ..., d, the first order B spline function (page 89, de Boor [3] ), or say the constant B spline function as the indicator function I J,α (x α ) of the (N + 1) equally-spaced subintervals of the finite interval [0, 1] with length H = H n = (N + 1) −1 , that is
Define the following centered spline basis
with the standardized version given for any α = 1, ..., d,
Define next the (1 + dN )-dimensional space G = G[0, 1] of additive spline functions as the linear space spanned by {1, B J,α (x α ) , α = 1, ..., d, J = 1, ..., N }, while denote by G n ⊂ R n spanned by 1, {B J,α (X iα )} n i=1 , α = 1, ..., d, J = 1, ..., N . As n → ∞, the dimension of G n becomes 1+dN with probability approaching one. The spline estimator of additive function m (x) is the unique elementm (x) =m n (x) from the space G so that the vector {m (X 1 ) , ...,m (X n )} T best approximates the response vector Y. To be precise, we define
where the coefficients λ′ 0 ,λ ′ 1,1 , ...,λ ′ N,d are solutions of the least squares problem
Simple linear algebra shows that
where λ 0 ,λ 1,1 , ...,λ N,d are solutions of the following least squares problem (2.6)
while (2.4) is used for data analytic implementation, the mathematically equivalent expression (2.5) is convenient for asymptotic analysis.
The pilot estimators of each component function and the constant arê
These pilot estimators are then used to define new pseudo-responsesŶ i1 , which are estimates of the unobservable "oracle" responses Y i1 . Specifically,
n-consistent estimator of c by Central Limit Theorem. Next, we define the spline-backfitted kernel (SPBK) estimator of
, which attempts to mimic the wouldbe Nadaraya-Watson estimatorm *
, whereŶ i1 and Y i1 are defined in (2.8) .
Throughout this paper, on any fixed interval [a, b], we denote the space of the second order smooth functions as C (2) 
Before presenting the main theoretical results, we state the following assumptions.
(A1) The additive component function
There exist positive constants K 0 and λ 0 such that α (n) ≤ K 0 e −λ0n holds for all n, with the α-mixing coefficients for
B∈σ{Zs,s≤t},C∈σ{Zs,s≥t+k}
The density function f (x) of X is continuous and
The marginal densities f α (x α ) of X α have continuous derivatives on [0, 1] as well as the uniform upper bound C f and lower bound c f . (A5) The kernel function K ∈Lip ([−1, 1], C ∞ ) for some constant C k > 0, and is bounded, nonnegative, symmetric, and supported on [−1, 1]. The bandwidth h of the kernel K is assumed to be of order n −1/5 , i.e., c h n −1/5 ≤ h ≤ C h n −1/5 for some positive constants C h , c h . (A6) The number of interior knots N ∼ n 2/5 log n, i.e., c N n 2/5 log n ≤ N ≤ C N n 2/5 log n for some positive constants c N ,C N , and the interval width H = (N + 1) −1 .
Remark 1. The smoothness assumption of the true component functions is greatly relaxed in our paper and we believe that our Assumption (A1) is closed to being the minimal. By the result of Pham [21] , a geometrically ergodic time series is a strongly mixing sequence. Therefore, Assumption (A2) is suitable for (1) as a time series model under aforementioned assumptions. Assumption (A3)-(A5) are typical in the nonparametric smoothing literature, see for instance, Fan, and Gijbels [6] .
For (A6), the proof of Theorem 1 in Appendix will make it clear that the number of knots can be of the more general form N ∼ n 2/5 N ′ , where the sequence N ′ satisfies N ′ → ∞, n −θ N ′ → 0 for any θ > 0. There is no optimal way to choose N ′ as in the literature. Here we select N to be of barely larger order than n 2/5 .
The asymptotic property of the kernel smootherm * 1 (x 1 ) is well-developed. Under Assumptions (A1)-(A5), it is straightforward to verify (as in Bosq [1] ) that
The following theorem states that the asymptotic uniform magnitude of difference betweenm * 1 (x 1 ) andm * 1 (x 1 ) is of order o p n −2/5 , which is dominated by the asymptotic uniform size ofm * 1 (x 1 ) − m 1 (x 1 ). As a result,m * 1 (x 1 ) will have the same asymptotic distribution asm * 1 (x 1 ). 
Hence with b 1 (x 1 ) and v 2 1 (x 1 ) as defined in (2.11) , for any
Remark 2. Theorem 1 holds form * α (x α ) similarly constructed asm * 1 (x 1 ), for any α = 2, ..., d, i.e.,
wherem β (X iβ ), β = 1, ..., d are the pilot estimators of each component function given in (2.7) . Similar constructions can be based on local polynomial instead of Nadaraya-Watson estimator. For more on the properties of local polynomial estimators, in particular, its minimax efficiency, see Fan and Gijbels [6] . Remark 3. Compared to the SBE in Mammen, Linton and Nielsen [19] , the variance term v 1 (x 1 ) is identical to that of SBE and the bias term b 1 (x 1 ) is much more explicit than that of SBE at least when Nadaraya-Watson smoother is used. Theorem 1 can be used to construct asymptotic confidence intervals. Under Assumptions (A1)-(A6), for any α ∈ (0, 1), an asymptotic 100
The following corollary provides the asymptotic distribution ofm * (x). The proof of this corollary is straightforward and therefore omitted.
Corollary 1. Under Assumptions (A1) to (A6) and the additional assump-
, are defined as given in (2.12) . Let
Decomposition.
In this section, we introduce some additional notations in order to shed some light on the ideas behind the proof of Theorem 1. Denote by φ 2 the theoretical L 2 norm of a function φ on [0, 1]
The evaluation of spline estimatorm (x) at the n observations results in an ndimensional vector,m (X 1 , ..., X n ) = {m (X 1 ) , ...,m (X n )} T , which can be considered as the projection of Y on the space G n with respect to the empirical inner product ·, · 2,n . In general, for any n-dimensional vector Λ = {Λ 1 , ..., Λ n } T , we define P n Λ (x) as the spline function constructed from the projection of Λ on the inner product space G n , ·, · 2,n
with the coefficients λ 0 ,λ 1,1 , ...,λ N,d given in (2.6). Next, the multivariate function P n Λ (x) is decomposed into the empirically centered additive components P n,α Λ (x α ), α = 1, ..., d and the constant component P n,c Λ
With these new notations, we can rewrite the spline estimatorsm (x) ,m α (x α ) ,m c defined in (2.5) and (2.7) aŝ
and the variance spline components
Due to the linearity of operators P n , P n,c , P n,α , α = 1, ..., d, one has the following crucial decomposition for proving Theorem 1,
for α = 1, ..., d. As closer examination is needed later forε (x) andε α (x α ), one defines in additionã = {ã 0 ,ã 1,1 , ...,ã N,d } T as the minimizer of the following
Thenε (x) in (3.4) can be rewritten asã T B (x), where vector B (x) and matrix B are defined as
is the solution of (3.6) and specificallyã is equal to
where 0 p is a p-vector with all elements 0.
Our main objective is to study the difference between the smoothed backfitted estimatorm * 1 (x 1 ) and the smoothed "oracle" estimatorm * 1 (x 1 ) , both given in (2.9). From now on, we assume without loss of generality that d = 2 for notational brevity. Making use of the definition ofĉ and the signal noise decomposition (3.5), the differencem * 1 (x 1 ) −m * 1 (x 1 ) −ĉ + c can be treated as the sum of two terms
). Both of these two terms have order o p (n −2/5 ) by Propositions 4.1 and 5.1 in the next two sections. Standard theory of kernel density estimation ensures that the denominator in (3.9),
, has a positive lower bound for x 1 ∈ [0, 1]. The additional nuisance termĉ − c is of clearly order O p n −1/2 and thus o p n −2/5 , which needs no further arguments for the proofs. Theorem 1 then follows from Propositions 4.1 and 5.1.
4.
Bias reduction for Ψ b (x 1 ). In this section, we show that the bias term Ψ b (x 1 ) of (3.10) is uniformly of order o p n −2/5 for x 1 ∈ [0, 1], which is given by Proposition 4.1 as below. 
Before the proof, we cite one important result from page 149, de Boor (2001).
,
Therefore, one has sup
where the last step follows from Lemma A.8. Thus, by lemma 4.2
Combining (4.1), (4.2) and (4.3), one establishes Proposition 4.1.
5.
Variance reduction for Ψ v (x 1 ). In this section, we will see that the term Ψ v (x 1 ) given in (3.11) is uniformly of order o p n −2/5 . This is the most challenging part to be proved, mostly done in Appendix. Define an auxiliary entity
whereã J,2 is given in (3.8) . Definitions (3.1) and (3.2) imply thatε 2 (x 2 ) is simply the empirical centering ofε * 2 (x 2 ), i.e.
v (x 1 ) can be rewritten as
The uniform order of Ψ (1) v (x 1 ) and Ψ (2) v (x 1 ) are given in the following two lemmas.
Proof of Lemma 5.1. Based on (5.1)
By Assumption (A5) on the kernel function K, standard theory on kernel density estimation entails that sup x1∈[0,1] n −1 n l=1 K h (X l1 − x 1 ) = O p (1) . Thus with (5.7) the lemma follows immediately.
Lemma 5.2 follows from Lemmas A.10 and A.11. Proposition 5.1 follows from Lemmas 5.1 and 5.2.
6. Simulation example. In this section, we carry out two simulation experiments to illustrate the finite-sample behavior of our SPBK estimatorsm * α (x α ) for α = 1, ..., d. The programming codes are available both in R 2.2.1 and XploRe. For more information on XploRe, see Härdle, Hlávka and Klinke [9] or visit the following website, http://www.xplore-stat.de.
The number of knots N for the spline estimation as in (2.6) will be determined by the sample size and a tuning constant c. To be precise
in which [a] denotes the integer part of a. In our simulation study, we have used c = 0.5, 1.0. As seen in Table 1 , the choice of c makes little difference, so we always recommend to use c = 0.5 to save computation for massive data set. The additional constraint that N ≤ (n/2 − 1) d −1 ensures that the number of terms in the linear least squares problem (2.6), 1 + dN , is no greater than n/2, which is necessary when the sample size n is moderate and dimension d is high.
We have obtained for comparison both the SPBK estimatorm * α (x α ) and the "oracle" estimatorm * α (x α ) by Nadaraya-Watson regression estimation using quartic kernel and the rule-of-thumb bandwidth.
We consider first the accuracy of the estimation, measured in terms of mean average squared error. Then to see that the SPBK estimatorm * α (x α ) is as efficient as the "oracle smoother"m * α (x α ), we define the empirical relative efficiency of m * α (x α ) with respect tom * α (x α ) as
Theorem 1 indicates that the eff α should be close to 1 for all α = 1, ..., d. Figure  2 and 3 provide the kernel density estimations of the above empirical efficiencies to observe the convergence, where one sees that the center of the density plots is going toward the standard line 1.0 and the shape of those plots becomes narrower as well when sample size n is increasing.
t=−1999 is generated according to the nonlinear additive autoregression (NAAR) model with sine functions given in Chen and Tsay [2] ,
t=−1996 is geometrically ergodic. The first 2000 observations are discarded to make the last n + 3 observations {Y t } n+3 t=1 behave like a geometrically α-mixing and strictly stationary time series. The multivariate datum Y t , X T t n+3 t=4 then satisfies Assumptions (A1) to (A6) except that instead of being [0, 1], the range of Y t−α , α = 1, 2, 3 needs to be recalibrated. Since we have no exact knowledge of the distribution of the Y t , we have generated many realizations of size 50000 from which we found that more than 95% of the observations fall in [−2.58, 2.58] ([−3.14, 3.14]) with σ 0 = 0.5 (σ 0 = 1) . We will estimate the functions
We choose sample size n to be 100, 200, 500 and 1000. Table 1 lists the average squared error (ASE) of the SPBK estimators and the constant spline pilot estimators from 100 Monte Carlo replications. As expected, increases in sample size reduce ASE for both estimators and across all combination of c values and noise levels. Table 1 also shows that that our SPBK estimators improve upon the spline pilot estimators immensely regardless of noise level and sample size, which implies that our second Nadaraya-Watson smoothing step is not redundant.
To have some impression of the actual function estimates, at noise level σ 0 = 0.5 with sample size n = 200, 500, we have plotted the oracle estimators (thin dotted lines), SPBK estimatorsm * α (thin solid lines) and their 95% pointwise confidence intervals (upper and lower dashed curves) for the true functions m α (thick solid lines) in Figure 1 . The visual impression of the SPBK estimators are rather satisfactory and their the performance improves with increasing n.
To see the convergence, Figure 2 plots the kernel density estimations of the 100 empirical efficiencies for sample sizes n = 100, 200, 500 and 1000 at the noise level σ 0 = 0.5. The vertical line at efficiency = 1 is the standard line for the comparison ofm * α (x α ) andm * α (x α ). One can clearly see from Figure 2 that as sample size n increases the efficiency distribution converges to 1, confirmative to the conclusions of Theorem 1.
Example 2. Consider the following nonlinear additive heteroscedastic model
in which X T t = {X t−1 , ..., X t−d } is a sequence of i.i.d random variables with standard normal distribution truncated in the interval [−2.5, 2.5] and the conditional standard deviation function is defined as
By this choice of σ (X), we ensure that our design is heteroscedastic, and the variance is roughly proportional to dimension d. This proportionality is intended to mimic the case when independent copies of the same kind of univariate regression problems are simply added together. Lastly, we provide the computing time of Example 1 from 100 replications on an ordinary PC with Intel Pentium IV 1.86 GHz processor and 1.0 GB RAM. The average time run by XploRe to generate one sample of size n and compute the SPBK estimator and marginal integration estimator (MIE) has been reported in Table 2 . The MIEs have been obtained by directly recalling the "intest" in XploRe. As expected, the computing time for MIE is extremely sensitive to sample size due to the fact that it requires n 2 least squares in two steps. In contrast, at least for large sample data, our proposed SPBK is thousands of times faster than MIE. Thus our SPBK estimation is feasible and appealing to deal with massive data set. 
APPENDIX
Throughout this section, a n ≫ b n means lim n→∞ b n /a n = 0, and a n ∼ b n means lim n→∞ b n /a n = c, where c is some constant.
A.1. Preliminaries. We first give the Bernstein inequality for geometric αmixing sequence, which plays an important role though our proof.
Lemma A.1. [Bosq [1] , p.31, Theorem 1.4] Let {ξ t , t ∈ Z} be a zero mean real valued α-mixing process, S n = n i=1 ξ i . Suppose that there exists c > 0 such that for i = 1, ..., n, k = 3, 4, ..., E |ξ i | k ≤ c k−2 k!Eξ 2 i < +∞, then for each n > 1, integer q ∈ [1, n/2], each ε > 0 and k ≥ 3
where α(·) is the α-mixing coefficient defined in (2.10) and
with m r = max 1≤i≤n ξ i r , r ≥ 2.
Define for α = 1, 2, J = 1, ..., N + 1
Lemma A.2. Under Assumptions (A4) and (A6), one has: (i) there exist constants C 0 (f ) and C 1 (f ) depending on the marginal densities In Assumption (A4), the two positive constants c f , C f are the upper and lower bounds of f α (x α ), then
H, for all J = 1, ..., N + 1, α = 1, 2. The proof of (ii) is trivial.
Lemma A.3. Under Assumptions (A4) to (A6), for µ ωJ (x 1 ) given in (5.5) sup
The boundedness of the joint density f and the Lipschitz continuity of the kernel K will then imply that sup = (a 0 , a 1,1 , ..., a N,1, a 1,2 , ..., a N Then
for positive constants c a and C a . Therefore, {ω J (X l , x 1 ) − µ ωJ (x 1 )} and 1 n n l=1 ω J (X l , x 1 ). The quantities ω J (X l , x 1 ) and µ ωJ (x 1 ) are defined in (5.5) .
Lemma A.5. Under Assumptions (A2), (A4) to (A6)
which implies that Eω 2 J (X l , x 1 ) ∼ h −1 and Eω 2 J (X l , x 1 ) ≫ µ 2 ωJ (x 1 ). Hence for n sufficiently large
for some positive constant c * . When r ≥ 3, the r-th moment E |ω J (X l ,
then there exists a constant c * = ch −1 H −1/2 such that
that means the sequence of random variables {ω * J (X l , x 1 )} n l=1 satisfies the Cramér's condition, hence by the Bernstein's inequality we have for r = 3
Observe that 5c * ρ n = o(1), by taking q such that n q+1 c 0 log n, q c 1 n/ log n for some constants c 0 , c 1 , one has a 1 = O(n/q) = O (log n), a 2 (3) = o n 2 . Assumption (A2) yields that
Thus, for n large enough,
We divide the interval [0, 1] into M n ∼ n 6 equally spaced intervals with disjoint endpoints 0 = x 1,0 < x 1,1 < ... < x 1,Mn = 1. Employing the discretization method, one has sup
By (A.7), there exists large enough value ρ > 0 such that for any 1 ≤ k ≤ M n
Thus, Borel-Cantelli Lemma entails that
Employing Lipschitz continuity of kernel K, one has for
Hence we have
Since M n ∼ n 6 , one has (A.10) 
As the matrix B is given in (3.7), one has (A.12)
According to (A.21), Bã 2 2,n is bounded below in probability by (1 − A n ) Bã Meanwhile one can show thatã T n −1 B T E is bounded above by (A.14)
Combining (A.12), (A.13) and (A.14), the squared normã Tã is bounded by
Using the same truncation version of ε as in Lemma A.11, Bernstein inequality entails that
Therefore (A.11) holds since A n is of order o p (1).
A.2. Empirical approximation of the theoretical inner product. Let
A n,1 = sup
Lemma A.7. Under Assumptions (A2), (A4) and (A6), one has Proof. The proof of (A.18) follows from Bernstein's inequality immediately, thus is omitted. Here we only prove (A. 19 ) and (A.20). We will discuss case by case with various α, α ′ , J and J ′ , via Bernstein's inequality. For brevity, we set
We will consider α = α ′ = 1 in the Case 1.1 to Case 1.3.
Case 1.2 when J = J ′ . By Lemma A.2, the variable ξ i and its second moment can be simplified as follows
The selection of H will make EB 4 J,1 (X i1 ) the major term of EB 4 J,1 (X i1 ) − 1 , then there exist constants c ξ,2 and C ′ ξ,2 > 0 such that
In terms of the Minkowski's inequality, the k-th absolute moment has the following upper bound
where EB 2k J,1 (X i1 ) ∼ 1 according to Lemma A.2. Hence there exists a constant C ξ,2 > 0 such that
Next step is to verify the Cramér's condition
Applying Lemma A.1 and Borel -Cantelli lemma, when J = J ′ , α = α ′ = 1, one has (A. 19 ). Case 1.3 when |J − J ′ | = 1. Without loss of generality we only prove the case that J ′ = J + 1. Now ξ i = n −1 B J,1 (X i1 ) B J+1,1 (X i1 ) has the second moment
The k-th moment is given by
Hence there exists a constant C ξ,3 > 0 such that
Similar as in Case 1.2, (A.19) follows by using Bernstein's inequality. Case 2 when α = α ′ = 2, all the above discussion applies without modifications.
Thus there is a constant C ξ > 0 such that
Employing the Bernstein's inequality and the fact that
is of the order O p n −1/2 log n . So the proof of (A. 19 ) and (A.20) is completed.
Lemma A. 8 . Under Assumptions (A2), (A4) and (A6), the uniform supremum of the rescaled difference between g 1 , g 2 2,n and g 1 , g 2 2 is (A.21)
A n = sup g1,g2∈G (−1) g 1 , g 2 2,n − g 1 , g 2 2
Proof. For every g 1 , g 2 ∈ G (−1) , one can write
in which for any J, J ′ = 1, ..., N, α, α ′ = 1, 2, a J,α and a J ′ ,α ′ are real constants. The difference between the empirical and theoretical inner products of g 1 and g 2 is
The equivalence of norms given in equation (A.2) and definition (A.15) lead to
Similarly, one has
For the last term L 3 , one has, by definitions (A. 16 ) and (A.17)
Therefore, statement (A.21) is established. 
where 0 p = {0, ..., 0} T . Let S be the inverse matrix of V, i.e.
The next lemma on the positive definiteness of matrices V and S is a sufficient step to achieve Lemmas A.10 and A.11.
Lemma A.9. Under Assumptions (A4) and (A6), for the matrices V and S defined in (A.22) and (A.23) respectively, there exist constants C V > c V > 0 and C S > c S > 0 such that
Proof. Take a real vector β = (β 0 , β 1,1 , ..., β N,1 , β 1,2 , ..., β N,2 ) T ∈ R 2N +1 , one has
thus one concludes that
. The second half of (A.24) follows by changing β by V −1/2 β.
As an application of the above Lemma, for any (2N + 1)-vectors x and y
where C S is the same as in (A.24). Note thatã given in (3.8) can be rewritten as
where V * is the difference between the empirical and theoretical inner product matrices, i.e. and define
The next lemma shows that the difference between Ψ
v (x 1 ) in (5.6) andΨ 
By Lemma A.6, ã = O p n −1/2 N 1/2 log n , so one has
Additionally, one has
Therefore the lemma follows.
Lemma A.11. Under Assumptions (A2) to (A6), forΨ (2) v (x 1 ) as defined in (A. 28 
Proof. Note that
By Cauchy-Schwartz inequality, one has
Observe that â = O p log n N/n as given in (A.29) and sup x1∈[0,1]
given in Lemma A.5, so by Assumptions (A5) and (A6) sup x1∈[0,1]
Using the discretization idea again as in the proof of Lemma A.5, one has sup x1∈[0,1]
where M n ∼ n. Define next
To show that both of the two terms W 1 and W 2 have order O p (H), we truncate the random variable ε i at the level of (A.33) D n = n θ0
where δ is the same as in Assumption (A3). Without loss of generality, we only give the proof of W 1 = O p (H). Let
and denote W D 1 as the truncated centered version of W 1 , i.e.,
, according to (A.25). By Assumption (A3),
where the last step follows from the choice of D n in (A.33). Meanwhile
since δ > 1/2. By Borel-Cantelli Lemma, one has with probability 1,
According to Assumption (A3), σ (x) is continuous on a compact set [0, 1] d , so it is clear that c 2 σ V 11 ≤ var {B 1,1 (X i1 ), · · · , B N,
When r ≥ 3, the r-th moment EU r i,k is Taking c 0 , ρ large enough, P 1 n n i=1 U i,k > ρH ≤ n −3 , for large n. Hence 
