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Abstract
We show that, over a principal ideal domain, the dynamic feedback equivalence for (not nec-
essarily reachable) linear systems is reduced to the feedback equivalence for one-augmented
systems. We also obtain the dynamic feedback classification for two-dimensional linear
systems.
© 2003 Elsevier Science Inc. All rights reserved.
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1. Introduction and notations
Let R be a commutative ring with unit and  = (A,B) an m-input, n-dimension-
al linear system over R (i.e. A is an n× n matrix and B is an n×m matrix with
entries in R).  is called (statically) feedback equivalent to ′ = (A′, B ′) if there
exist invertible matrices P and Q, and a feedback matrix F such that B ′ = PBQ
and A′ = P(A+ BF)P−1 (or equivalently PA− A′P = B ′K for some matrix K).
We shall refer to [1] for terminology and basic properties on linear system theory.
The feedback classification problem (i.e. to obtain a complete set of invariants
that characterizes the feedback equivalence class of ) is wild. In [4] it is proved that
for reachable systems over the ring of integers Z it is unlikely that this problem will
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be solved. However, there exists solution in some particular cases: for linear systems
over a field (see [5]) for reachable two-dimensional systems over a principal ideal
domain (see [8]) and for single input systems over a principal ideal domain (see [6]).
We say that  and ′ are dynamically feedback equivalent if (r) is (statically)
feedback equivalent to ′(r) for some integer r , where (r) denotes the augmented
system
(r) =
((
0
A
)
,
(
Idr
B
))
,
being 0 the (r × r)-zero matrix and Idr the identity matrix of order r . The dynamic
feedback is a technique used in classical control theory (see [9, p. 323]) and in linear
systems over commutative rings (see by example [1, p. 107] and [2,3,7]).
In Section 2 we prove that  and ′ are dynamically feedback equivalent over
a principal ideal domain if and only if (1) is feedback equivalent to ′(1). Note
that in [3] it is proved that a principal ideal domain is an FC(1)-ring and hence a
CA(1)-ring.
Section 3 contains the dynamic feedback classification for two-dimensional linear
systems over R, proving that, for reachable systems, the equivalence class of  de-
pends only on the input map B (in [8] it is obtained the static feedback classification
for reachable two-dimensional linear systems over R).
In the sequel R will denote a principal ideal domain and  = (A,B) an m-input
n-dimensional linear system over R.
2. Dynamic feedback equivalence
Definition 2.1. Let  = (A,B) and ′ = (A′, B ′) be two linear systems. Then:
(a)  and ′ are called r-dynamically feedback equivalent if (r) is feedback equiv-
alent to ′(r).
(b)  is called dynamically feedback equivalent to ′ if there exists r such that 
and ′ are r-dynamically feedback equivalent.
It is clear that if  is feedback equivalent to ′ then  is r-dynamically feedback
equivalent to ′ for all positive integer r . The converse is not true in general.
Suppose that  = (A,B) is a linear system over a principal ideal domain R. Then
there exist invertible matrices P and Q such that
PBQ =

d1 0 · · · 0
d2 0 · · · 0
.
.
.
...
.
.
.
...
dn 0 · · · 0
 = diag(d1, . . . , dn),
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where di divides to di+1 for all i. The ideals (d1), . . . , (dn) characterize B by equiv-
alence of matrices. Consequently, the ideals (d1), . . . , (dn) are feedback invariants
associated to .
Note that if Ij (B) denotes the j th determinantal ideal of B (i.e. Ij (B) is the ideal
generated by all j × j minors of B), then
Ij (B) = (d1 · · · dj ).
In the sequel, to study when two linear systems are statically or dynamically feed-
back equivalent we can suppose, without loss of generality, that B is equal to B ′.
Moreover, this matrix can be considered in diagonal form.
Lemma 2.2. Let G be an n× (n+ r) matrix over R. Then the following statements
are equivalent:
(a) In(G) = R.
(b) There exists an r × (n+ r) matrix X such that the (n+ r)× (n+ r) block ma-
trix(
X
G
)
is invertible.
Proof. A principal ideal domain is a projectively trivial ring. 
The next result is the key to prove the main result of this section.
Lemma 2.3. Let  = (A,B) and ′ = (A′, B) be two m-input n-dimensional lin-
ear systems over a principal ideal domain R where B = diag(d1, . . . , dn). Then  is
r-dynamically feedback equivalent to ′ if and only if there exist elements u1, . . . , ur
of Rm and an n× n matrix N such that:
(i) NB = BM for some m×m matrix M;
(ii) In(Bu1 | · · · | Bur | N) = R;
(iii) there exists an m× n matrix K such that NA− A′N = BK;
(iv) there exist elements v1, . . . , vr of Rm such that A′Bui = Bvi for i = 1, . . . , r .
Proof. Suppose that(r) is feedback equivalent to′(r). Then there exists an (n+ r)
invertible matrixP , an (m+ r) invertible matrixQ and a (m+ r)× (n+ r)matrixK
such that:
(1) P
(
Idr
B
)
=
(
Idr
B
)
Q,
(2) P
(
0
A
)
−
(
0
A′
)
P =
(
Idr
B
)
K.
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Consider block decompositions
P =
(
P1 P2
w1 | · · · | wr N
)
, Q =
(
Q1 Q2
u1 | · · · | ur M
)
,
K =
(
K1 K2
K3 K4
)
,
where N is an n× n matrix, M is an m×m matrix and K4 is an m× n matrix. Next
we shall prove that u1, . . . , ur , N satisfy statements (i)–(iv).
By equality (1) one has(
P1 P2B
w1 | · · · | wr NB
)
=
(
Q1 Q2
Bu1 | · · · | Bur BM
)
.
Therefore NB = BM and wi = Bui for i = 1, . . . , r . Since
P =
(
P1 P2
Bu1 | · · · | Bur N
)
is invertible then In(Bu1 | · · · | Bur | N) = R.
By equality (2) one has(
0 P2A
−A′Bu1 | · · · | − A′Bur NA− A′N
)
=
(
K1 K2
BK3 BK4
)
,
consequently NA− A′N = BK4 and A′Bui = Bvi where −vi is the ith column of
K3.
Conversely, suppose that there exists an n× n matrix N and elements u1, . . . , ur
of Rm satisfying statements (i)–(iv). Consider the n× (n+ r) matrix
G = (Bu1 | · · · | Bur | N).
Since In(G) = R then, by Lemma 2.3, there exists an r × (n+ r) matrix X such
that the (n+ r)× (n+ r) block matrix
P =
(
X
G
)
is invertible. Next we shall construct an invertible (m+ r)× (m+ r) matrix Q and
an (m+ r)× (n+ r) matrix K such that equalities (1) and (2) are satisfied.
Put X = (X1 | X2) where X1 is an r × r matrix. By (iii) one has
NA− A′N = BK2,
where K2 is an m× n matrix, and by (iv) one has(
A′Bu1 | · · · | A′Bur
) = BK1,
J.A. Hermida-Alonso, M.T. Trobajo / Linear Algebra and its Applications 368 (2003) 197–208 201
where K1 is an m× r matrix. Put
K =
(
0 X2A
−K1 K2
)
and
Q =
(
X1 X2B
u1 | · · · | ur M
)
.
An easy computation shows that P , Q, K satisfy equalities (1) and (2).
Now, if Q is invertible the proof is completed. Suppose that Q is not invertible.
Put
B =

Idr
d1
.
.
.
ds
0
.
.
.
0

,
where di /= 0 for all i. Denote by Bs the (r + s)× (r + s) matrix
Bs =

Idr
d1
.
.
.
ds

and consider block decompositions
P =
(
P ′1 P ′2
P ′3 P ′4
)
and Q =
(
Q′1 Q′2
Q′3 Q′4
)
,
where P ′1 and Q′1 are (r + s)× (r + s) matrices. By equality (1) one has(
P ′1Bs 0
P ′3Bs 0
)
=
(
BsQ
′
1 BsQ
′
2
0 0
)
.
It follows that P ′3Bs = 0 and hence P ′3 = 0 because Bs is diagonal and detBs /= 0.
Since P is invertible and P ′3 = 0 it follows that P ′1 is invertible.
On the other hand, since P ′1Bs = BsQ′1 it follows that detP ′1 = detQ′1 and hence
Q′1 is invertible. Replacing Q by the invertible matrix(
Q′1
Idm−s
)
the proof is completed. 
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Next we include some technical results which are used in the proof of the main
result of this section.
Lemma 2.4. Let N be an n× n matrix over a principal ideal domain R. Assume
that v1 and v2 are two elements of Rn such that In(v1 | v2 |N) = R. Then there exist
λ and µ of R and a 2 × n matrix X such that
In
(
λv1 + µv2 | N + (v1 | v2)X
) = R.
Proof. There exist invertible matrices P and Q such that
PNQ =

α1 0 · · · 0
0 α2 · · · 0
...
...
.
.
.
...
0 0 · · · αn
 ,
where αi divides to αi+1 for all i.
Since In(v1 | v2 |N) = R, it follows that In−2(N) = R. Therefore In−2(PNQ) =
R, because determinantal ideals are invariant by equivalence of matrices. Conse-
quently
PNQ =
Idn−2 αn−1
αn
 .
So one has
In
(
v1 | v2 | N
)= In [P (v1 | v2 | N) (Id2 Q
)]
= In[Pv1 | Pv2 | PNQ] = R,
and hence
In
 ∗ Idn−2xn−1 yn−1 αn−1 0
xn yn 0 αn
 = R, (1)
where
Pv1 =
x1...
xn
 and Pv2 =
y1...
yn
 .
We shall consider two cases:
Case 1. In−1(N) = R. In this case αn−1 = 1. By equality (1) one has (xn, yn, αn) =
R. Let λ, µ and δ be elements of R such that
λxn + µyn + δαn = 1.
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Then
In

λx1 + µy1
...
λxn−1 + µyn−1
Idn−1
0
...
0
λxn + µyn 0 · · · 0 αn
 = (λxn + µyn, αn) = R.
Therefore
R = In[λPv1 + µPv2 | PNQ] = In
[
P
(
λv1 + µv2 | N
) (1
Q
)]
and hence In[λv1 + µv2 | N] = R.
Case 2. In−1(N) /= R. In this case neither αn nor αn−1 are units of R. By equality
(1) one has (xn−1, yn−1, αn−1) = R. Let a, b and c be elements of R such that
axn−1 + byn−1 + cαn−1 = 1
and consider the 2 × n matrix
H =
(
0 · · · 0 a
0 · · · 0 b
)
and the n× n matrix
N ′ = PNQ+ (Pv1 | Pv2)H.
A trivial verification shows that
N ′ =
 Idn−2 ∗
02×(n−2)
αn−1 1 − cαn−1
0 α′n
 ,
where ∗ is an (n− 2)× 2 matrix, 02×(n−2) is the 2 × (n− 2) zero matrix and α′n =
αn + axn + byn. Therefore
In−1(N ′) = I1
(
αn−1 1 − cαn−1
0 α′n
)
= R.
On the other hand, since In[Pv1 | Pv2 | PNQ] = R one has
R = In
[(
Pv1 | Pv2 | PNQ
) (Id2 H
Idn
)]
= In[Pv1 | Pv2 | N ′].
Therefore, the n× (n+ 2) matrix (P v1 | Pv2 | N ′) satisfies
R = In
(
Pv1 Pv2 N
′) = In−1(N ′).
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By Case 1, there exist λ and µ of R such that
R = In[λPv1 + µPv2 | N ′]
= In
[
P(λv1 + µv2) | PNQ+ (P v1 | Pv2)H
]
= In
[
P
(
λv1 + µv2 | N + (v1 | v2)HQ−1
) (1
Q
)]
and hence
In
[
λv1 + µv2 | N + (v1 | v2)HQ−1
] = R. 
Let w be an element of Rn. For each j with 1  j  n we denote by Hj(w) the
n× n matrix (0 | · · · | w | · · · | 0) where w is the j th column.
Lemma 2.5. Let  = (A,B) and ′ = (A′, B) be two n-dimensional m-input lin-
ear systems over a commutative ring R and u ∈ Rm. Then the following statements
are equivalent:
(a) There exists an m× n matrix K such that Hj(Bu)A− A′Hj(Bu) = BK .
(b) A′Bu = Bv for some v of Rm.
Proof. It is a straightforward exercise which is left to the reader. 
Theorem 2.6. Let  = (A,B) and  = (A′, B ′) be two linear systems over a prin-
cipal ideal domain R. Then the following statements are equivalent:
(a)  is dynamically feedback equivalent to ′.
(b)  is one-dynamically feedback equivalent to ′.
Proof. It is sufficient to prove (a)⇒ (b). Assume that there exists r  0 such that
(r) is feedback equivalent to ′(r). If r  1, then the result is clear. Suppose that
(2) is feedback equivalent to ′(2). By Lemma 2.3, there exist two elements u1, u2
of Rm and an n× n matrix N such that:
(i) NB = BM for some m×m matrix M;
(ii) In[Bu1 | Bu2 | N] = R;
(iii) NA− A′N = BK for some m× n matrix K;
(iv) A′Bui = Bvi for some elements v1, v2 of Rm.
By (ii) and Lemma 2.4 there exist λ and µ of R and a 2 × n matrix X = (xi,j )
such that
In
[
λBu1 + µBu2 | N + (Bu1 | Bu2)X
] = R. (2)
Put u = λu1 + µu2 and N ′ = N + (Bu1 | Bu2)X. Next we shall show, applying
Lemma 2.3, that (1) is feedback equivalent to ′(1).
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(i) If M ′ = M + (u1 | u2)XB, then N ′B = BM ′ because NB = BM .
(ii) It is immediate that In[Bu | N ′] = R by equality (2).
(iii) Since A′Bui = vi for i = 1, 2 then, by Lemma 2.5, there exist m× n matrices
Ki,j such that
Hj(Bui)A− A′Hj(Bui) = BKi,j , i = 1, 2, j = 1, . . . , n.
We can write
N ′ = N + (Bu1 | Bu2)X = N +
∑
i,j
xi,jHj (Bui)
and therefore
N ′A− A′N ′ = NA+
∑
i,j
xi,jHj (Bui)A− A′N −
∑
i,j
xi,jA
′Hj(Bui)
= NA− A′N +
∑
i,j
xi,j
[
Hj(Bui)A− A′Hj(Bui)
]
.
Since NA− A′N = BK then
N ′A− A′N ′ = BK +
∑
i,j
xi,jBKi,j = BK ′.
(iv) Put v = λv1 + µv2. SinceA′Bui = Bvi for i = 1, 2 it follows thatA′Bu = Bv.
Finally suppose that (r) ∼ ′(r) with r > 2. Since (r) = [(r − 2)](2), it fol-
lows, by the previous case, that (r − 1) ∼ ′(r − 1). Repeating this process the
proof is completed. 
3. The dynamic feedback classification for two-dimensional linear systems
Let  = (A,B) be an m-input two-dimensional linear system over R and suppose
that I1(B) = R. Then  is feedback equivalent to a system of the form((
0 0
a1 a2
)
,
(
1 0 0 · · · 0
0 d 0 · · · 0
))
= ̂{a1,a2;d}
where I2(B) = (d). We say that ̂{a1,a2;d} is a reduced form associated to .
Theorem 3.1. Let  and ′ be two m-input two-dimensional linear systems over
R with reduced forms associated ̂{a1,a2;d} and ̂{a′1,a′2;d ′} respectively. Then  is
dynamically feedback equivalent to ′ if and only if
(a) (d) = (d ′).
(b) (a1, d) = (a′1, d ′) = (t).
(c) a2 ≡ a′2(mod t).
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Proof. Suppose that and′ are dynamically feedback equivalent. Then (d) = (d ′)
and consequently, without loss of generality, we can assume that d = d ′.
By Theorem 2.6, (1) is feedback equivalent to ′(1) and hence, by Lemma 2.3
there exist
u =
u1...
um
 and N = (n11 n12
n21 n22
)
such that:
(i) NB = BM for some m×m matrix M;
(ii) I2(Bu | N) = R;
(iii) NA− A′N = BK for some m× 2 matrix K .
By property (i) it is easily seen that n21 = dn̂21 for some n̂21 of R. Since
I2(Bu | N) = I2
(
u1 n11 n12
du2 dn̂21 n22
)
= R
it follows that (n22, d) = R.
Since NA− A′N = BK for some matrix K , it follows that
NA− A′N =
( ∗ ∗
n22a1 − n11a′1 − dn̂21a′2 n22(a2 − a′2)− n12a′1
)
=
( ∗ ∗
d∗ d∗
)
.
The equality
n22a1 − n11a′1 = d∗
implies that a1 ∈ (a′1, d) because (n22, d) = R. Therefore (a1, d) ⊆ (a′1, d) and, by
symmetry, (a1, d) = (a′1, d) = (t).
Finally, the equality
n22(a2 − a′2)− n12a′1 = d∗
implies that a2 ≡ a′2(mod t), applying again that (n22, d) = R.
Conversely suppose that properties (a)–(c) hold. The equality (a1, d) = (a′1, d) =
(t) implies that there exist elements n11 and k1 of R such that
a1 = n11a′1 + k1d.
Put a1 = tα1, a′1 = tα′1 and d = tδ. Consequently
α1 = n11α′1 + k1δ.
It follows that (n11, δ) = R because (α1, δ) = R.
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On the other hand, the equality a2 ≡ a′2(mod t) implies that there exist elements
n12 and k2 of R such that
a2 = a′2 + n12a′1 + k2d.
Put
N =
(
n11 n12
0 1
)
and u =
(
δ
0
)
,
and consider the matrices
M =
n11 n12d0 1 0
0 0

and
K =
 ∗ ∗k1 k2
0
 ,
where 0 denotes null matrices of appropriate size. Applying Lemma 2.3, a simple
computation shows that (1) is feedback equivalent to ′(1). 
Corollary 3.2. Let  = (A,B) be a two-dimensional m-input reachable linear sys-
tem over R. Then  is dynamically feedback equivalent to[(
0 0
1 0
)
,
(
1 0 0 · · · 0
0 d 0 · · · 0
)]
,
where I2(B) = (d).
Proof. Let ̂{a1,a2;d} be a reduced form associated to . Then  is a reachable
system if and only if (a1, d) = (1). Hence, by Theorem 3.1, ̂{a1,a2;d} is dynamically
feedback equivalent to ̂{1,0;d}. 
Remark 3.3. Let R be a principal ideal domain and d element of R. By Corollary
3.2, there exists a unique class by dynamic feedback equivalence of two-dimensional
reachable systems  = (A,B) with I2(B) = (d). This result is not true in general
for the static feedback relationship. In fact, in [8] it is proved that this result holds if
and only if every two-dimensional reachable system feeds back to a cyclic vector.
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