Abstract
Introduction
The purpose of this study is to investigate the role that energy plays in the U.S.
agricultural sector, both in terms of its role as a factor of production and its role as a contributor to productivity growth. Our analysis employs a unique data series compiled by the U.S. Department of Agriculture's Economic Research Service (ERS).
The data consist of a state-by-year panel, which will allow us to assess the impact of technological advances over the study period as well as the effect of volatile energy prices. Of particular interest are the effects of major energy market shocks (e.g. the oil price shocks of the 1970s) on energy productivity and the profitability of the U.S.
agriculture. The data set includes three outputs and six inputs; the latter include direct energy use in agriculture as well as indirect energy use as, for example, consumption of agricultural chemicals. 1 Both price and quantity data are available. A more detailed description of the data set is given in Section 3 below.
Our first objective is to give an historical accounting of energy consumption in U.S.
agriculture. While direct energy consumption in the agricultural sector represents only a very small fraction of the total U.S. energy use, changes in the energy market can have a large impact on costs and, therefore, on profitability of the sector as well as on food prices. 2 The effects of energy costs on profitability may also be greatly exacerbated by changes in fertilizer and pesticide costs, both of which are significant energy users. Here we rely on a Bennet (1920) indicator decomposition of profit into price and volume indicators, which can also be decomposed into changes over time and space. This decomposition is possible due to the additive structure of the Bennet indicator. This is not possible with the more familiar Fisher and Törnqvist indexes.
Thus our work will provide an additional tool for the analysis of the role of energy in agriculture. 1 Energy inputs feature in every stage of agricultural production, from making and applying chemicals to fueling farm machinery used in tillage and harvesting of crops, and to electricity for livestock housing facilities. Such reliance on energy consumption has left farmers vulnerable to high energy costs and volatile energy market fluctuations, thereby highlighting the importance of efficient use of energy for farm profitability and for more sustainable agricultural practices (see Levine, 2012 ). 2 For example, Wang and McPhail (2012) report that in addition to global food demand, energy shocks also play an important role in explaining recent rapid increases in food prices.
The second objective is to study the contribution of energy to productivity growth in U.S. agriculture. Again we will use an additive measure, namely the Bennet (1920) productivity indicator. 3 This indicator requires data on both prices and quantities of outputs and inputs, much like the Fisher and Törnqvist indexes. And, like the Fisher and Törnqvist indexes, it can be derived based on a test approach (see Diewert, 2005) or through its dual, the Luenberger productivity indicator (see Chambers et al., 1996 , Chambers, 2002 . The Bennet (1920) indicator satisfies many desirable properties.
For the purposes of this study, one of the most important is its additive structure which allows for straightforward aggregation and disaggregation. Thus we can easily aggregate direct energy use to get an overall contribution of energy to productivity growth. We can also aggregate over regions or time periods, again introducing a useful analytical tool.
Indicators
The purpose of this section is to provide a short introduction to indicator theory as a means of summarizing economic variables. We follow Diewert (2005) and refer to summary measures constructed as ratios as indexes and summary measures constructed as differences as indicators. Ratio measures are relatively more familiar;
price and quantity indexes, as well as productivity indexes, are examples. Yet difference measures have very simple aggregation properties. The 'total' difference is the simple sum of the sub-aggregates, which makes them very useful when summarizing panel data as we have here. 4 Another advantage of using differences rather than ratios is that they circumvent problems arising from the presence of zeroes in the data. 5 Use of differences is also a more convenient tool to analyze the sources 3 This indicator is as also known as the Bennet-Bowley productivity indicator based on the work of Bennet (1920) 
, be its corresponding vector of input prices. Costs at τ are defined as the inner product
(
What we call the Bennet (1920) cost indicator (or cost change indicator) is defined as the cost difference
which, following Bennet (1920) (4) with the property that
The price indicator is the additive analog of a price index. Here the simple average of the input quantities serves as the weight for the change in the input prices. Similarly, in the volume indicator, the simple average of the input prices serves as the weight for the change in input quantities. For these indicators to make sense, the prices must be 'deflated' by some general measure (see Balk, 2008 Balk, , 2010 Chambers, 2001 Chambers, , 2002 Chambers and Färe, 1998 ). In our case, all prices are deflated in each period by the total value of the input bundle.
The Bennet indicator in (5) has been derived by Diewert (2005) 
And the normalized volume (quantity) indicator as: 
We define the aggregate cost difference as
and note that ) 1
Thus the aggregate cost difference between adjacent periods equals the difference in the sum of sub-aggregate changes. Also note that ) 1 8 Chambers (2002; p. 757) shows that if the firm minimizes cost, and the directional input distance function is quadratic and satisfies the translation property, the Bennet cost measure is "a superlative input indicator in the sense that it is an exact measure for a second order flexible representation of the technology." In addition, he shows the Bennet cost measure calculated using input prices normalized by the total value of the input bundle is "an exact input indicator regardless of whether the technology exhibits constant returns to scale and regardless of whether the entities involved choose outputs optimally." The second objective of this paper is to study productivity, especially energy productivity, which is a partial productivity measure much like the familiar labor productivity index. Our approach, again, is based on indicator theory, i.e., we employ differences rather than the ratio form of the energy productivity index.
To measure productivity or productivity change, we begin by looking at the change in
is the revenue at time τ , As in the case of costs, revenue change
can be decomposed into price and volume components 
The first expression on the last line, ) ( 
Thus the aggregate change in profits also decomposes into a price change component
and a volume or quantity component
As mentioned before, for these indicators to make sense, the prices must be 'deflated' by some general measure, which we define to be the total value of the input output bundle. Thus the normalized profit indicator is expressed as:
The normalized Bennet-Bowley indicator is then given by: 
And the normalized price change indicator as: 
With the property that
In our empirical section on productivity, instead of total cost we will focus on energy cost, so that we obtain a partial rather than a total factor productivity indicator. This means that the cost, input price and quantity variables are specific to energy which allows us to decompose revenue change due to a change in energy cost into a partial price and a partial productivity component. Since costs are additive, the total factor productivity (TFP) indicator is simply the difference between an output quantity indicator and the sum of the individual input quantity indicators (see also Balk, 2010 ).
The Data
This section provides a brief overview of our data. A more detailed description of the sources and methods can be found in Ball et al. (1999 Ball et al. ( , 2004 . The accounts for each state are derived from a panel of annual observations. State-specific aggregates of output and capital, labor, and materials inputs are formed as Törnqvist indexes over detailed output and input accounts. Törnqvist output indexes are formed by aggregating over agricultural goods and services using revenue-share weights based on shadow prices which are inclusive of government payments. 9 Data on hours worked and compensation per hour cross-classified by demographic characteristics of the agricultural labor force underpin our estimates of labor input.
To construct a measure of capital input, we require data on the capital stock for each component of capital input. Estimates of depreciable capital are derived by representing capital stock at each point of time as a weighted sum of all past investments. The weights correspond to the relative efficiencies of capital goods of different ages, so that the weighted components of capital stock have the same efficiency. 10 The stocks of land and inventories are measured as implicit quantities 9 Note that we take the subaggegate index series for inputs and outputs as given and we combine them to form aggregate value indices and their decomposition into measures of aggregate price change and quantity change. Next we use a similar approach to aggregate at a lower level, i.e. at the level of a specific input such as energy, and as such obtain a partial value change indicator along with its decomposition into a price change and quantity change measure. 10 A detailed description of the methods used to construct the capital stocks is provided in Ball et al. (2008) . The "relative efficiency" of assets as they age is given by a hyperbolic decay function concave to the origin. Asset service life is assumed to be a normally distributed random variable and relative efficiencies are calculated for each of the possible service lives. An aggregate efficiency function is derived from balance sheet data. Indexes of capital input are formed by aggregating over the various capital assets using cost-share weights based on asset-specific rental The corresponding quantity indexes for fertilizers and pesticides are formed implicitly by taking the ratio of the value of each aggregate to its hedonic price index. Finally, then constructed as the weighted sum of the individual efficiency functions where the weights are the probabilities of occurrence. The resulting aggregate efficiency function reflects both loss of efficiency as the asset ages and discards of worn out assets. The time series on investment is sufficiently long to allow the use of a zero benchmark for the initial period capital stock which dates back to 1871. Given assumptions of a mean service life of 38 years and tail service life of 76 years under normally distributed discards, any investment prior to 1871 will be fully "replaced" by 1947. 11 The following characteristics are included in the hedonic regression: application rate, chronic score, half-life, sorption, water solubility and vapor pressure. These characteristics reflect the chemical's potency (application rate), toxicity (chronic score), persistence in the environment (half-life and sorption), and leaching potential (water solubility and vapor pressure). The application rate measures the chemical's potency. Hazardous characteristics are measured by chronic toxicity scores, and persistence is measured by the pesticide's half-life. The chronic toxicity index is the inverse of the water quality threshold (which measures the concentration in parts per billion) and serves as an indicator for environmental-risk. The lower the index, the lower is the potential environmental risk for the chemical. The persistence indicator is defined by the share of pesticides with a half-life less than 60 days (the lower the indicator, the less persistent the pesticide is) and by the degree to which the pesticide binds to soil particles (sorption coefficient Koc). The leaching potential is measured by the water solubility (measured as the amount in milligrams of pesticides that would dissolve in one liter of water, mg/L) and vapor pressure (how readily a chemical will evaporate) measured in millimeters of mercury (mm Hg).
indexes of output and input prices in each state relative to those in a numeraire state were constructed for the base year, 1996. 12 We 
Energy Cost
In this section we look at the development of energy costs in the US agricultural sector over the time period 1960-2004. We apply the Bennet indicator discussed in Section 2. Specifically we focus on the price and volume (quantity) components.
Recall that the cost change may be written as is the volume (quantity) indicator. In our empirical analysis we have used data on petroleum fuels, gas and electricity to construct the Bennet energy cost indicator and decompose it into price and quantity change. The energy cost indicator is deflated by the value of the fuels, gas and electricity bundle evaluated at the sample average of these quantities. 12 Like the multilateral versions of the Fisher and Tornqvist indexes, the multilateral Bennet indicator compares the price of, say diesel fuel, in a given state to the mean price across all states. This is necessary in order to obtain a measure which is both intertemporally and interspatially consistent. To express the results relative to a base state (i.e., Alabama), we simply subtract the "indicator" for Alabama relative to the mean from the indicators for Arkansas, Arizona, etc. The results are invariant to the choice of the numeraire state. This ensures our calculations are base-state invariant. To obtain a base-year invariant measure, we use 1996 as a base year and we construct our indexes for earlier and later years in the sample by chain linking them to 1996. The result is a 'true' panel with both temporal and spatial comparability. See Ball et al. (2004) for further discussion. 13 Updates of the State-level statistics have been suspended in light of reduced USDA Economic Research Service (ERS) resources and the discontinuance of key sources of data series. While more upto-date data would have been desirable, this does not detract attention from the main interest of our analysis focussing on the 1970s major oil price shocks that resulted in a rapid and unexpected rise in energy prices and their aftermath linked to a slowdown in U.S. agricultural productivity growth (see Ball et al., 2013 
Energy and Productivity
Energy productivity is the topic of this section. We apply the Bennet-Bowley indicator discussed in Section 2. Specifically we study the decomposition of profit change into price and productivity changes as described in (16) . We provide both the partial energy productivity indicator as well as the total factor productivity (TFP)
indicator. As shown in the Appendix (Tables A1), standard panel unit root tests provide no evidence of a unit root in the profit indicator across U.S. States or in the 14 Our results show close correspondence between the Törnqvist energy price and implicit quantity indices and the Bennet indicator of energy price change and quantity change.
price and quantity components of the indicator. Also, as shown in Table A2 , we find no evidence of a unit root in the energy productivity indicator. 16 This is exactly the same with the median state TFP growth rate reported by USDA (see http://www.ers.usda.gov/data-products/agricultural-productivity-in-the-us/findings,-documentation,-and-methods.aspx#ball2010) using the Törnqvist index. However on average, TFP growth rates are slightly higher under the Bennet-Bowley compared to the Törnqvist measure. 17 Ball et al. (2010) report a positive relationship between productivity and R&D expenditure in the U.S. agricultural sector. They also report a negative trend in the price indicator suggesting that the benefits of public R&D expenditures accrue largely to the consumer through lower real prices.
components are largely offsetting, with the long term trend in profitability of the U.S.
farm sector being very nearly flat. Next we proceed to analyze the effect of input and output prices on profitability using panel regressions. We report cluster adjusted fixed effects panel estimates for the profit change indicator in Table 1 . We find that the energy price has a negative effect on farm profitability. Similarly, labour and capital costs are negatively related to profitability while output prices for crops and livestock have a positive effect on farm profits. A surprising result is that the price of pesticides is positively related to profit change. One possibility is that this finding can be explained by quality change which has not been captured fully by the hedonic adjustment method used to construct the pesticides price measure. There is also the possibility this is capturing an indirect efficiency effect. While farmers may not be able to make immediate adjustments, higher pesticide prices may force them to adopt in the long-run better pest management practices that save them money while maintaining product quality. We have controlled for weather and specialization using an index of total precipitation between March and August and the Hirschmann-Herfindahl index of specialization, respectively. 18 We find that precipitation has a positive effect on profitability. The effect of specialization is also positive but not statistically significant. Table 2 output, led to a symmetric boost in both energy and total productivity during the 1980s. 21 Similarly, we find that investment in R&D, as is to be expected, has a positive effect on farm productivity. Finally, we control for the effects of weather and specialization. The effect of specialization on productivity is positive, as is March to August precipitation, but the latter effect is not statistically significant. 18 The Hirschman-Herfindahl index of specialization is constructed as the sum of squares of the output shares in total output. As such, it can range from 0 to 1.0, moving from a large number of goods, each representing a small share of total output, to production of a single output. See Hirschman (1964) . 19 The long-run energy coefficient estimate is 0.21 indicating that a change in energy productivity makes about one-fifth contribution to total farm productivity change. 20 The recycling of "petrodollars" by the major oil exporting countries during the 1970s fueled rapid growth in demand for U.S. agricultural exports (in particular major row crops such as soybeans).
Agricultural output increased at a rate faster than TFP over the same period and even faster than input use. The latter has generally been quite flat albeit it did increase in the second half of the 1970s. Agricultural output prices increased, viz. more than doubled from 1972 to 1983, in nominal terms yet did not rise as fast as the U.S. general price index and not as fast as agricultural input prices --See Fuglie et al. (2007) for more information. Energy consumption did not decline in response to higher prices. In fact, a special board was established by the U.S. Government to ensure that agriculture got its fair share of the energy total. Agricultural exports kept the economy afloat and growth in export demand spurred output growth, and this output came about through increased fuel, capital, and chemicals inputs. Growth in both energy productivity and TFP slowed. But this was much more pronounced in energy productivity. 21 Growth in TFP recovered dramatically during the 1980s, more so than energy productivity. This is visible in the Figure 3 charts for most regions.
Conclusion
While agriculture is not a major energy user relative to other sectors of the economy, changes in energy costs can have a significant impact on farm profitability. Our analysis has shown that energy productivity has been volatile and has not in general been able to catch up with total factor productivity which shows a positive and generally substantial rate of growth. These findings suggest that there has been variable success in the response of farm production to changes in energy prices as well as to the ability of the farm sector to use energy more efficiently. The latter is important since energy efficiency plays a key role in developing sustainable agricultural practices in view of global pressures arising from population and income growth and an increasing trend towards urbanisation. PREC is total precipitation in inches between March and August HHI is the Hirschmann-Herfindahl index of specialization. BB is the Bennet-Bowley productivity change indicator BB_Energy is the Bennet-Bowley energy productivity change indicator Log_R&D is (log) public R&D expenditure PREC is total precipitation in inches between March and August. HHI is the Hirschmann-Herfindahl index of specialization Wald Chi-square statistic tests the overall significance of the model J-statistic tests the null that the instruments as a group are exogenous The Arellano-Bond test for autocorrelation has a null hypothesis of no autocorrelation and is applied to the differenced residuals. The AR(1) test in first differences is expected to reject the null hypothesis. The AR(2) test in first differences is thus more important, since it detects autocorrelation in levels.
