We identify precision limits for the simultaneous estimation of multiple parameters in multimode interferometers. Quantum strategies to enhance the multiparameter sensitivity are based on entanglement among particles, modes or combining both. The maximum attainable sensitivity of particle-separable states defines the multiparameter shot-noise limit, which can be surpassed without mode entanglement. Further enhancements up to the multiparameter Heisenberg limit are possible by adding mode entanglement. Optimal strategies which saturate the precision bounds are provided.
A central problem of quantum metrology is to identify fundamental sensitivity limits and to develop strategies to enhance the precision of parameter estimation [1] [2] [3] [4] [5] . Quantum noise poses an unavoidable limitation even under ideal conditions, in the absence of environmental coupling. Nevertheless, quantum noise can be reduced by adjusting the properties of the probe state and the output measurement. Knowing the sensitivity limits of different classes of probe states is thus crucial to identify quantum resources that lead to an enhancement of sensitivity over classical strategies. The shot noise, i.e., the maximum sensitivity achievable with particleseparable states, and the Heisenberg limit, i.e., the maximum sensitivity achievable with any probe quantum state, have been clearly identified for the estimation of a single parameter [6] [7] [8] [9] . Sub-shot-noise sensitivities have been reported in several optical [3, [10] [11] [12] and atomic [5] experiments, opening up strategies to achieve quantum enhancements in matterwave interferometers [13] , atomic clocks [14] , quantum sensors [15] , gravitational wave detectors [16, 17] , and biological measurements [18] . However, much less is known about the sensitivity bounds for the simultaneous estimation of multiple parameters. What is the shot noise and Heisenberg limit in this case? What is the role played by entanglement among the modes where the parameters are encoded? Can multiparticle and multimode entanglement enhance sensitivity?
Multiparameter estimation finds many important applications in quantum imaging [19] [20] [21] , microscopy and astronomy [22, 23] , sensor networks [24, 25] , as well as the detection of inhomogeneous forces, vector fields, and gradients [26] [27] [28] . All these tasks go beyond single-parameter estimation. Only a clear identification of relevant quantum resources can lead to a quantum advancement of these technologies [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] .
In this manuscript, we present the precision limits for multiparameter quantum metrology in multimode interferometers, see Fig. 1 , unveiling the nontrivial interplay of mode and particle entanglement. The precision limits are given in matrix form, as bounds for the covariance matrix for the estimators of multiple parameters. As in the single-parameter case, the shot-noise limit is found by maximizing the multiparameter sensitivity over all particle-separable states. While particleseparable strategies that use mode entanglement [MePs in Fig. 1 b) ] can overcome the sensitivity achievable by states that are particle separable and mode separable (MsPs), mode entanglement is not necessary to overcome the multiparam-FIG. 1. General scheme for multiparameter quantum metrology with commuting generators of phase shifts. (a) The probe stateρ of N particles is distributed among M modes. In each mode k = 1, . . . , M, a parameter θ k is encoded as a relative phase shift between sublevels. The sensitivity is quantified by the covariance matrix of the estimators Σ. The probe stateρ can be prepared as schematically shown in (b): mode and particle separable (MsPs), mode separable and particle entangled (MsPe), mode entangled and particle separable (MePs), and mode and particle entangled (MePe). The grey bars represent the particle partition of the quantum state, the white bars the mode partition. Mode entanglement is illustrated by vertical blue delocalized distributions, particle entanglement by horizontal delocalization.
eter shot-noise limit. The highest sensitivity achievable by mode-separable states is obtained in the presence of particle entanglement (MsPe). Finally, the multiparameter Heisenberg limit, defined as the sensitivity bound optimized over all quantum states, can only be reached if both particle entanglement and mode entanglement (MePe) are present. We identify the respective states that saturate the discussed bounds.
Multimode interferometers for multiphase estimation.-In arXiv:1806.05665v1 [quant-ph] 14 Jun 2018 the interferometer scheme of Fig. 1a) , each parameter θ k is imprinted in one of the M separate modes via the unitary evolutionÛ(θ) = exp(−i M k=1Ĥ k θ k ) = exp(−iĤ · θ). Here, θ = (θ 1 , . . . , θ M ) andĤ = (Ĥ 1 , . . . ,Ĥ M ) are the vectors of unknown phases and local Hamiltonians, respectively. The initial probe stateρ evolves intoρ(θ) =Û(θ)ρÛ † (θ) and it is finally detected. We indicate with x = (x 1 , ..., x µ ) a sequence of µ independent measurement results that occurs with probability p(x|θ) = µ s=1 p(x s |θ). The sensitivity of the multiparameter estimation is determined by the M × M covariance matrix Σ with elements Σ kl = Cov(θ est,k , θ est,l ), where θ est,k (x) is a locally unbiased estimator for θ k , with θ est,k = θ k and d θ est,k /θ l = δ kl [1] . Any linear combination of the M parameters, n · θ = M k=1 n k θ k , is estimated with variance ∆ 2 ( M k=1 n k θ est,k ) = M kl=1 n k n l Cov(θ est,k , θ est,l ) = n T Σn. The matrix Σ fulfills the chain of inequalities
that identify the Cramér-Rao (CRB) and quantum Cramér-Rao (QCRB) bounds [1] , respectively, meaning that n
Q n/µ for arbitrary n. [1, 2] . F and F Q are positive semi-definite matrices and the chain of inequalities (1) is defined only if F and F Q are invertible. Since in the multimode setting considered here all local Hamiltonianŝ H k commute with each other, the bound F = F Q can always be saturated by an optimally chosen set of local projectors in each mode [40, 41] .
We consider probe states of N particles and collective local operatorsĤ k = N i=1ĥ
k is a local Hamiltonian for the ith particle in the kth mode. Theĥ (i) k have the same spectrum λ k j with eigenvectors |λ (i) k j for all i, where j labels the eigenvalues. For simplicity, we limit the discussion in the main manuscript to the case of two sublevels per mode ( j = ±) with λ k± = ± 1 2 . A detailed demonstration of all bounds reported below as well as a direct generalization to multilevel systems is given in the Supplementary Material [42] .
Sensitivity bounds for particle-separable states.-Here we derive the sensitivity bound for particle-separable stateŝ
γ , where p γ is a probability distribution and theρ (i) γ are arbitrary single-particle density matrices of the ith particle. The quantum Fisher matrix of any particle-separable probe state is bounded by
is the covariance matrix of the reduced density matrixρ
To find the multiparameter shot noise, we maximize F Q [ρ p−sep ,Ĥ] over allρ p−sep with given average particle numbers N k and
The convexity of the quantum Fisher matrix ensures that the bound (2) is achieved by a product of pure single-particle states |Ψ (1) ⊗ · · · ⊗ |Ψ (N) . Optimal states must have the property ĥ (i) k |Ψ (i) = 0 for all k and i, due to λ k+ + λ k− = 0, which leads to the diagonal form of F SN . If all N k > 0, F SN is invertible and, according to Eq. (1), defines the multiparameter shot-noise limit
e., the smallest covariance matrix Σ for particle-separable probe states. In particular, we recover the shot-noise (∆θ est ) 2 = 1/µN [6, 7] in the case of a single parameter (M = 1). The rank 0 ≤ r SN ≤ M, defined as the number of positive eigenvalues of the matrix F Q [ρ,Ĥ] − F SN , provides the number of linearly independent combinations of the M parameters that can be estimated with sub-shot-noise sensitivity. A rank r SN > 0 can only be achieved by particle-entangled states.
Let us now gain a better understanding of the role of mode entanglement in determining the sensitivity of particleseparable states. Considering a pure particle-product state formally corresponds to sending the N particles one-by-one (without any classical correlations) through the M-mode interferometer. Each of the particles can be localized in a single mode [MsPs strategy depicted in Fig. 1 b) ], or delocalized over several modes (mode entanglement, MePs). We find
Here F MePs is the quantum Fisher matrix obtained by delocalizing each of the particles over all modes according to the weights p
is the probability to find particle i in mode k. Moreover, F MsPs in Eq. (3) is the quantum Fisher matrix obtained from fully localized single-particle states, i.e., p
, which is only defined for integer N k . In the inequalities (3) we vary only the distribution of particles among modes, while considering an arbitrary, fixed state preparation within the modes. The result (3) states that, for pure particle-product states, mode entanglement generally leads to a higher sensitivity than strategies based on mode separability.
Both inequalities in (3) become equalities for states with the property ĥ (i) k |Ψ (i) = 0 for all k and i and in this case no advantage due to mode entanglement can be achieved. Optimal states that reach the sensitivity limit (2) are prepared in a balanced superposition of largest and smallest eigenstate within the modes, which ensures that ĥ (i) k |Ψ (i) = 0. Hence, if N k is integer, we obtain the same sensitivity for the optimal MePs states [48] 
where each particle is delocalized over all modes, and optimal MsPs states
where each particle is localized on a single mode k i such that
Sensitivity bounds for mode-separable states.-Let us now determine the upper sensitivity limits for general modeseparable statesρ m−sep = γ p γρ1,γ ⊗ · · · ⊗ρ M,γ , whereρ k,γ is an arbitrary density matrix of mode k. The state-dependent bound
holds, where
) is the covariance matrix of the product state of reduced density matricesρ k = γ p γργ,k for the different modes k [46] . A maximization of the quantum Fisher matrix over all mode-separable states with fixed N 2 k yields:
This sensitivity limit is thus determined by the fluctuations of the number of particles in all modes. It should be noticed that
Mode entanglement is therefore not necessary to overcome the multiparameter shot noise.
For a fixed number of particles N k in each mode Eq. 
, with full N k -particle entanglement in each mode k. Here |N k , ± k describes N k particles in the state with eigenvalue λ k± . In the single-parameter case (M = 1), the notion of entanglement among different parameter-encoding modes does not exist, and strategies with maximal particle entanglement recover the Heisenberg limit, i.e., (∆θ est ) 2 = 1/µN 2 , achieved by NOON states [6, 7] .
Furthermore, for fixed N k , the step-wise enhancement of sensitivity from the bound F SN for particle-separable states to the bound F MS involving full particle entanglement can be probed by deriving bounds for quantum states with a maximal number of entangled particles [8] in each mode. Specifically, P-producible statesρ P−prod are those that contain not more than 1 ≤ P k ≤ N k entangled particles in mode k with P = {P 1 , . . . , P M }. We obtain
, where s k = N k /P k and r k = N k − s k P k . These bounds are saturated by products of s k NOON states of P k particles and a single NOON state of r k particles in each mode. In general, we obtain the hierarchy
We recover F SN for P = {1, . . . , 1}, i.e., in the complete absence of particle entanglement and F MS for P = {N 1 , . . . , N M }, i.e., maximal particle entanglement in each mode.
The multiparameter Heisenberg limit.-In the following, we identify an ultimate, saturable, lower bound on n T Σn for arbitrary n, minimized over all quantum states. We first derive a weak form of the multiparameter CRB and QCRB,
respectively, where we chose the normalization |n| 2 = 1. The inequalities (7) can be derived without assuming the existence of the inverse of F and F Q [42] . While Eq. (1) is a matrix inequality and provides bounds for all possible n T Σn = ∆ 2 ( k n k θ est,k ) at once, Eq. (7) expresses a bound for a single, specific but arbitrary linear combination of parameters specified by the vector n [36, 37, 39] . Since
holds for all n and all matrices A, whenever A −1 exists, the chain of inequalities (7) is weaker than (1) . This also means that saturation of the weak bound (7) implies saturation of (1) whenever it exists.
The state-dependent bound 
Notice that Eq. (8) can be written as
HL is a singular rank-one matrix which cannot be inverted: this implies that the multiparameter Cramér-Rao bound (1) is not defined while its weaker form (7) is.
The multiparameter Heisenberg limit is defined on the basis of Eqs. (7) and (8) 
, is saturated by the states
for arbitrary n. Both the states (9) and the matrix (8) depend on the sign of the components of n. The states (9) contain entanglement among all modes and among all of the N k particles in each mode. In the single-mode case (M = 1) this reduces to the standard NOON state and we again recover the Heisenberg limit (∆θ est ) 2 = 1/µN 2 . Sensitivity bounds for separability among specific modes.-To probe the transition from complete mode separability to full M-mode entanglement, we derive bounds for quantum states that contain entanglement only between specific subsets of the M modes. States that are mode separable in the partition Λ = A 1 | . . . |A L , where the A m describe groups of modes, can be written asρ Λ−sep = γ p γργ,A 1 ⊗ · · · ⊗ρ γ,A L , with density matricesρ γ,A m on A m . Following [47, 49] , we obtain the state-dependent upper bound By combining the methods used for the derivation of Eqs. (4) and (8), the sensitivity limits F n Λ for the statesρ Λ−sep can be obtained. The result is obtained from F n HL by setting to zero the off-diagonal elements that describe mode correlations across different groups A m . These matrices interpolate between the sensitivity limits of fully M-mode entangled states F n HL and fully mode separable states F MS . This is expressed by the hierarchy
which holds for all n and any pair of partitions Λ A , Λ B , such that the subsets in Λ A can be obtained by joining subsets of Λ B . The sensitivity F n Λ can be reached by mode products of states of the form (9) for each of the A m . For a fixed number of particles, the lowest (fully mode separable) bound in (10) constitutes the largest bound in the hierarchy (6) as a function of the number of entangled particles.
Enhancement of sensitivity by multimode and multiparticle entanglement.-The role of mode entanglement for quantum multiparameter estimation has been studied intensively over recent years [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] . No general consensus on the possible advantage of mode entanglement has been reached. Many studies have focused their analysis to the sum M k=1 (∆θ est,k ) 2 of single-parameter sensitivities or the weighted sum
2 with w k ≥ 0. Both these figures of merit ignore possible correlations between the parameters and lead to the result that mode correlations can only have a detrimental influence on the sensitivity. This can be seen by taking the trace on the QCRB (1),
Q ) kk , which is always larger or equal to the sum of single-parameter sensitivities
kk (see, e.g., [32, 36, 45] ). Mode entanglement establishes correlations that can lead to an enhancement of phase sensitivity only when considering a figure of merit that includes the covariances among the parameters. This possibility is fully accounted for when studying bounds for Σ in full matrix form, as done in this manuscript.
The figure of merit n T Σn = M kl=1 n k n l Cov(θ est,k , θ est,l ) may include covariances between the parameters, in addition to the weighted sum of single-parameter variances. Let us illustrate the quantum gain due to multimode and multiparticle entanglement in (7) using the example of an equally weighted linear combination of parameters, |n k | = 1/ √ M with arbitrary signs, and an equal and integer number of N k =N = N/M particles in each mode. We determine the maximal sensitivity S max M e ,P e = maxρ Me,Pe n T F Q [ρ M e ,P e ,Ĥ]n for quantum statesρ M e ,P e with up to P e ≤ N/M entangled particles in each mode and up to M e ≤ M entangled modes. Notice that P e = 1 does not necessarily imply full particle separability since it only demands that there is no entanglement among the particles that enter the same mode. If additionally M e = 1, we have a fully mode-and particle-separable state with shot-noise sensitivity S
expresses the largest achievable quantum-enhancement over the shotnoise limit, where s = N /P e , r =N − sP e , u = M/M e and v = M − uM e . Special cases of interest are given by
We observe that local particle entanglement in each mode can achieve an enhancement of up toN (corresponding to the number of entangled particles per mode) while mode entanglement can increase the sensitivity by a factor of M (corresponding to the number of entangled modes). By combining both, we can achieve a gain factor up toN M.
Finally, we remark that our results can be extended to provide bounds on more general figures of merit Tr{WΣ}, where W ≥ 0 is an arbitrary weight matrix. The sensitivity bounds and optimal states are obtained by performing a mode transformation that diagonalizes the matrix W [42] .
Conclusions.-We identified sensitivity bounds and optimal states for the simultaneous estimation of multiple parameters in multimode interferometers and characterized the interplay between mode and particle entanglement. Our bounds are given in terms of the full Fisher matrix and are valid for any linear combination of estimators taking into account correlations between parameters. In particular, this led to the identification of the multiparameter shot-noise limit in matrix form -corresponding to the maximum sensitivity achievable by particle-separable states -and the Heisenberg limitcorresponding to the maximum sensitivity achievable for any probe state. Particle entanglement is thus necessary to overcome the multiparameter shot-noise limit with a fixed number of probe particles. When correlations between the parameters are present, the multiparameter sensitivity further grows with the number of entangled modes. This reveals the possibility to achieve a collective quantum-enhancement for the estimation of multiple parameters beyond an optimized point-bypoint estimation of individual parameters. Our results build the foundation for the development of genuine quantum technological strategies in applications that rely on the precise ac-quisition of an ensemble of parameters, such as sensing of spatially distributed fields and imaging techniques.
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Supplementary Material GENERAL FRAMEWORK Mode and particle representations of the interferometer
We study multiparameter interferometers, where each parameter is imprinted in a separate set of modes and there are no interactions among the particles in the interferometer. The evolution is therefore local both in the modes and particles. In the following we discuss the two corresponding representations.
Mode representation
The phases θ = (θ 1 , . . . , θ M ) are imprinted in separate modes through the unitary evolution (Fig. S1 a) . The spectral decomposition of the mode Hamilto-
where Λ k j and |Λ k j are eigenvalues and corresponding eigenvectors ofĤ k , respectively, and the completeness relation is j |Λ k j Λ k j | = I k , where I k is the identity on H k .
Particle representation
For a fixed number of N particles and in the absence of particle interactions we can represent the multimode interferometer (S1) as a local transformation in the particles. We consider the Hilbert space
, where H (i) is the Hilbert space of the ith particle. The HamiltonianĤ k can thus be written asĤ
whereĥ (i) k is the single particle Hamiltonian on mode k, see Fig. S2 a) . Hence, in the particle representation, the evolution is described by
M ) are the local Hamiltonians (S4) of particles i in the modes 1, . . . , M (Fig. S1 b) . It is useful FIG. S1. The multiparameter estimation with M parameter-encoding modes and N particles can be represented either in the mode (a) or in the particle picture (b). In both cases, the evolution is local. The initial stateρ passes through the evolution described by Eq. (S1) and local measurementsΠ are performed at the end. The building blocks may be further decomposed as is shown in Fig. S2. to consider the spectral decomposition of the single-particle Hamiltonianĥ (i) k (Fig. S2 c) ,
where λ (i) k j and |λ
k j are eigenvalues and corresponding eigenvectors ofĥ
, and the completeness relation reads
where I (i) is the identity on H (i) .
Properties of the quantum Fisher and covariance matrices
In the following we analyze some basic properties of the quantum Fisher matrix. First of all, let us notice that we can rewrite the phase imprint transformation (S1) as exp −iĤ · θ = exp −iθ 0Ĥ · n , where n ∈ R M is a vector of real coefficients and θ 0 is a scalar parameter such that θ k = θ 0 n k for all k. The sensitivity of the estimation of the parameter θ 0 is determined by the single-parameter quantum Cramér-Rao bound
The quantum Fisher information F Q [ρ,Ĥ · n] is related to the quantum Fisher matrix by
This can be demonstrated explicitly using the expression of the quantum Fisher in terms of the spectral decomposition of FIG. S2. The imprinting of a single parameter can be described in terms of all individual particles (a). Every single particle can in principle pass through all the parameter-imprinting modes (b). Each parameter-imprinting mode consists of several sublevels (c). In the main manuscript the case of two sublevels j = ± with λ k+ = −λ k− = 1 2 was discussed. ρ = k p k |k k| [43, 44] :
This implies that the quantum Fisher information matrix shares mathematical properties of the single-parameter quantum Fisher information. We will show this explicitly in the following.
Convexity of the quantum Fisher matrix
Let us consider a convex linear combination of quantum statesρ = γ p γργ . From the convexity of the single-parameter quantum Fisher information [44] , F Q γ p γργ ,Ĥ · n ≤ γ p γ F Q ρ γ ,Ĥ · n , we directly obtain that the quantum Fisher matrix is convex too:
This follows since
holds for all n.
Additivity of the quantum Fisher matrix
The quantum Fisher information is additive under product states for local evolutions. In the particle representation, forρ
. This implies the additivity of the quantum Fisher matrix:
Again, this follows since
holds for all n. An analogous result holds also in the mode representation for HamiltoniansĤ · n = M k=1Ĥ k n k and mode-product stateŝ ρ 1 ⊗ · · · ⊗ρ M , whereĤ k andρ k act on the Hilbert space H k of mode k. Additivity leads to a diagonal Fisher matrix for mode-product states:
This follows from n . Similarly, for pure states the quantum Fisher matrix coincides with four times the covariance matrix, i.e.,
where
T Γ[|Ψ ,Ĥ]n, that holds for all n. Here we used the bilinearity property
For mixed states, the covariance yields an upper bound on the quantum Fisher information [43] 
ρ , for arbitraryρ. Analogously, this implies the matrix inequality
for arbitraryρ.
Concavity of the covariance matrix
Notice that, in contrast to the quantum Fisher matrix, which is convex [Eq. (S7)], the covariance matrix is concave:
To see this recall that for a linear combination of quantum statesρ = γ p γργ , the variance is concave:
Using Eq. (S12), this inequality becomes
n, which holds for arbitrary n and therefore implies Eq. (S14).
Upper bound for the covariance matrix
The covariance matrix is upper bounded by:
contains only the fluctuations. This can be immediately demonstrated noticing that
where H = (H 1 , . . . , H M ) is the vector of mean values H k = Ĥ k ρ . The above matrix is of rank one with eigenvalue
, which is clearly non-negative. The statement holds for allρ and the bound is saturated by states with the property H k = 0 for all k.
BOUNDS FOR PARTICLE-SEPARABLE STATES
In this section we derive upper bounds on the quantum Fisher matrix for particle separable states,
where p γ is a probability distribution andρ (i) γ are singleparticle density matrices on H (i) for the particles i = 1, . . . , N.
State-dependent bound
Recall from Eq. (S3) that the phase encoding is local in the particles, i.e.,Ĥ = N i=1Ĥ (i) . We first use the convexity (S7) and additivity (S8) properties of the quantum Fisher matrix. Then we use the upper bound (S13) and the concavity (S14) of the variance. We obtain
γ is the reduced density matrix of particle i. We thus have
with
being the covariance matrix of the product stateρ (1) ⊗· · ·⊗ρ (N) of reduced density matrices [46] .
Multiparameter shot-noise limit
To find the multiparameter shot-noise limit, we maximize F Q [ρ p−sep ] over all possible particle separable statesρ p−sep .
The convexity of the Fisher information allows us to limit the optimization problem to N-particle pure product states as these states achieve equality in (S17). We thus have
.
M ), the elements of the covariance matrix for the single-particle pure state |Ψ (i) ∈ H (i) are given by Cov(ĥ
, where we used thatĥ
k in the single-particle subspace, as can be verified from Eq. (S4). We can therefore express the single-particle covariance matrix as Γ[
is a vector of mean values h
. The full N-particle covariance matrix, Eq. (S18), is obtained by summing over all single-particle terms:
By virtue of Eq. (S16) we have Γ[
Maximizing over all single-particle pure states, we obtain
is diagonal matrix, the maximization can be carried out element-wise. To accomplish this we consider the spectral decomposition ofĥ (i) , Eq. (S4), and obtain
where λ k max = max j {|λ k j |} is the maximum eigenvalue of |ĥ
k |, and
is the probability to find particle i in mode k (with
Performing the sum over all N particles yields
k is the average number of particles in the mode k. Hence, we obtain
This upper bound is valid for arbitrary Hamiltonians and quantum states. It is saturated if and only if
Both conditions can be satisfied only for single-particle Hamiltonians with the following property:
where λ k+ = max j λ k j and λ k− = min j λ k j denote the largest and smallest eigenvalue ofĥ
k , respectively. Notice that if the property (S25) is valid, we may write 4λ
2 , which in the single-mode case reduces to the well-known form of the shot-noise limit [6] . Equation (S25) ensures that there exists a single-particle quantum state that reaches the maximum (S20) for d Physically, this condition can be interpreted as follows. Since the phase shift θ k can be detected with the highest sensitivity if it is imprinted with the largest possible |λ k j |, we may restrict our treatment to the extremal levels. Condition (S25) now imposes that the phase shift can be acquired as a relative, balanced phase shift between the two extremal levels, i.e., both levels contribute with equal weight.
Optimal particle-separable states
Here we discuss the quantum states which saturate the upper sensitivity bound (S22) for Hamiltonians with the property (S25). Using the completeness relation (S5), a pure single-particle state |Ψ (i) ∈ H (i) can be expanded as
where c
The covariance matrix is entirely determined by the joint probabilities p
k j | 2 to find particle i in sublevel j of mode k:
We may decompose the joint probability as
where p is the conditional probability to find the particle i in state j, given that the particle i is in some state of mode k. This distribution satisfies the normalization condition j p (i) j|k = 1.
Optimal single-particle states are those that maximize d
, with h 
corresponding to an equal distribution among the maximum and minimum values of λ k j . If Eq. (S25) holds, we see immediately that states with this property fulfill both conditions (S23) and (S24), and thus saturate the upper sensitivity bound (S22) for particle-separable states. Notice that Eq. (S29) only determines the conditional probabilities p (i) j|k , i.e., the quantum state within the modes k, but does not depend on the distribution of particles among modes, i.e., the p (i) k . If N k is integer, we may therefore saturate the shot-noise limit by sending each particle in a specific single mode k i , where it realizes a superposition of largest and smallest eigenvalue of the kind
This corresponds to choosing the p (i) k = δ kk i such that a total number of N k particles enter the mode k, i.e.,
To summarize, optimal particle-separable states are characterized by an optimal distribution (S29) of particles within each mode k, but the sensitivity is independent of the delocalization of the particles over the modes. This is only true for states with h (i) k = 0, as we will see in the next section.
Optimizing the distribution of individual particles among modes
The upper bound (S22) is independent of the distribution of particles among modes, i.e., of the p
k , but can only be saturated for multimode interferometers with balanced local evolutions, described by (S25). In this section, we release the condition (S25) and maximize the covariance matrix (S19) for arbitrary Hamiltonians. In other words, we search for the optimal choice of p (i) k that lead to the smallest covariance matrix in Eq. (S19) for any given fixed choice of the p (i) j|k . We begin by focusing on the first part in Eq. (S19), i.e., the fluctuations. We assume the p j|k to be independent of i since all particles experience the same evolution and therefore the optimal quantum state within each mode is independent of the particle label. The matrix
This is independent of our choice for the individual p
k as it only depends on their sum which is always fixed by the number of particles in mode k. For the maximization of the covariance matrix, we can therefore focus entirely on the second part of Eq. (S19), i.e.,
The following result reveals the strategies for the distribution of particles among the modes, i.e. the coefficients p 
Here, Γ MePs is the covariance matrix (S19) obtained by fully delocalized single-particle states |Ψ (i) , as in Eq. (S26) with uniform p
N for all i. Moreover, Γ MsPs is the covariance matrix (S19) obtained from fully localized singleparticle states, i.e., by choosing p
which can only produce integer values of N k . The theorem states that the delocalization of particles in the k modes (or in other words mode entanglement) leads, in general, to a higher sensitivity bound. For states with h (i) k = 0 for all k, however, there is no difference between the different strategies and all inequalities in (S31) become equalities. Notice that this statement only discusses the distribution of the particles among the modes, i.e., the p (i) k . The the quantum states that the particles assume within the modes, i.e., the p j|k , are chosen the same on all sides of the inequalities (S31).
To prove the upper bound of the statement (S31), we must show that 
where h 
Let us now recall the Cauchy-Schwarz inequality
for arbitrary vectors with real-valued elements f i and g i and finite norms.
Hence, (S33) follows from the CauchySchwarz inequality and thus (S32) holds for arbitrary v and we have proven the upper bound in the statement (S31).
In order to prove the lower bound, we need to show that
holds for arbitrary v. This can be expressed in elements as
Since in the fully localized strategy, a single particle is either localized in mode k or in mode l, we obtain that
k . With this we can write the left-hand side of (S34) as
Finally, the inequality (S34) follows by summation of (S35) over i. This concludes the proof for the lower bound in (S31).
In the main article we state the equivalent result for the quantum Fisher matrix using the equivalence (S10) for pure states. Clearly, if h k = 0 for all k, the difference between the three matrices (S31) vanishes.
BOUNDS FOR MODE-SEPARABLE STATES
In this section, we maximize the quantum Fisher matrix for mode-separable stateŝ
whereρ γ,k is an arbitrary density matrix on the Hilbert space H k of mode k = 1, . . . , M.
State-dependent bound
Using the convexity property (S7), additivity (S9), the upper bound (S13), and the concavity of the covariance (S15):
whereρ k = γ p γργ,k is the reduced density matrix of mode k [46] . The upper bound,
is given by a diagonal matrix,
which describes the covariance of the product stateρ 1 ⊗ · · · ⊗ ρ M of reduced density matrices. It can be obtained from the full covariance matrix Γ[ρ m−sep ,Ĥ] by removing all the offdiagonal elements.
State-independent bounds
In the following we maximize the bound (S37) over all quantum states under different conditions.
Fluctuating number of particles in each mode
We consider a generic state [9] 
where |Ψ k,n is a state of 0 ≤ n ≤ N particles in mode k, with p k,n ≥ 0 and N n=0 p k,n = 1. The variance of a generic operator H k is bounded by
where we used thatĤ k conserves the number of particles and that
with Λ k max = nλ k max the maximum eigenvalue ofĤ k and λ k max the maximum eigenvalue ofĥ k (for all i = 1, ..., n). The first inequality is saturated by states with Ĥ k ρ k = 0 and the second by states with Ψ k,n |Ĥ 2 k |Ψ k,n = n 2 λ 2 k max for all γ and n. Both conditions can be satisfied for Hamiltonians with the property (S25) when the |Ψ k,n are NOON states with n particles in a superposition of smallest and largest eigenvalue ofĥ k .
By combining Eqs. (S36) and (S39) we thus obtain the following upper sensitivity limit for mode-separable states, as a function of the fluctuations N 2 k :
Finally, we notice that the state (S38) does not contain coherences between different numbers of particles. This is not a restriction: since the HamiltonianĤ k does not couple states with different numbers of particles, the same bound (S41) can be obtained by maximizing over single-mode state with number coherences [9] 
iφ k,γ,n Q k,γ,n |Ψ k,γ,n and n-particle states |Ψ k,γ,n and arbitrary phases φ k,γ,n .
Fixed number of particles in each mode
For arbitrary HamiltoniansĤ k whose spectrum has upper and lower bounds Λ k+ and Λ k− , respectively, we have
Using this in Eq. (S37) yields
which is achieved by a mode product of superposition states
If the number of particles in each mode is fixed and equal to N k the extremal eigenvalues of theĤ
are given by N k λ k± and we obtain
This bound follows from Eq. (S41) for N 2
k max , i.e., for Hamiltonians with the condition (S25). It is saturated by a mode product of NOON states with N k particles for k = 1, . . . , M, i.e.,
where |N k , λ k± describes N k particles in the state with eigenvalue λ k± . We recover a single-mode NOON state in the case M = 1, which achieves the Heisenberg limit
2 for single-parameter estimation [6] .
THE WEAK MULTIPARAMETER CRAMÉR-RAO BOUND
We demonstrate here the chain of inequalities
valid for locally unbiased estimators and all n. With the normalization condition n T n = 1, the bounds take on the form presented in the main manuscript.
The first inequality identifies the weak multiparameter Cramér-Rao bound. Its proof assumes standard regularity conditions for p(x|θ) and its derivatives [45] . The normalization condition dx p(x|θ) = 1 implies dx ∂ log p(x|θ) ∂θ j p(x|θ) = 0 and
Furthermore, for locally unbiased estimators, we have dx θ est,i (x)p(x|θ) = θ i and thus
Taking the difference of Eqs. (S45) and (S44), we obtain
or, in matrix form,
For an arbitrary n ∈ R M , we obtain
The first inequality in (S43) is obtained from the CauchySchwarz inequality:
The weak quantum multiparameter Cramér-Rao bound then follows from n T Fn ≤ n T F Q n, that can always be saturated by an optimal measurement, which, in general, may depend on n. This follows since n T F Q n can be related to the maximal single-parameter sensitivity [Eq. (S6)] which can always be achieved by an optimal measurement [43] . In the scenario of this manuscript there is always an optimal measurement independent of n such that n T Fn = n T F Q n holds. Notice that the above derivation does not assume the existence of F −1 . If F −1 exists, we further have the following ordering relation
The first inequality is the Cramér-Rao bound, the second follows immediately from the Cauchy-Schwarz inequality
The bound is saturated if and only if n is an eigenvector of F. The same chain of inequalities (S46) holds also for the quantum Fisher matrix:
If the weak multiparameter quantum Cramér-Rao bound is saturated, i.e., if n T Σn = (n T n) 2 /n T F Q n then the stronger bound, if it exists, must coincide with the weaker bound, i.e., n T F −1
MULTIPARAMETER HEISENBERG LIMIT
State-dependent upper bounds
The Heisenberg limit is given by the maximal quantum Fisher matrix achievable by any state. The upper bound (S13), which is saturated by pure states, maps this problem to the maximization of the covariance matrix:
This state-dependent bound can be further improved using the following relation:
This bound expresses a necessary condition for the positive semi-definiteness of the covariance matrix. It can be derived using the Cauchy-Schwarz inequality for the HilbertSchmidt scalar product
The first inequality is always saturated for commutingĤ 1 andĤ 2 as considered here. Equality in the second step is achieved if and only if there exists a constant α, such that (Ĥ 1 − αĤ 2 ) ρ = (Tr{Ĥ 1ρ } − αTr{Ĥ 2ρ }) ρ.
Using Eq. (S48), we can further bound the right-hand side of Eq. (S47) as
Together with Eq. (S47) this leads to the state-dependent sensitivity bound for arbitrary n:
The bound can be written as
ρ is a vector with elements k (∆Ĥ k )ρ, for k = 1, . . . , M and k = sgn(n k ).
State-independent upper bounds
In the following we maximize the bound (S50) over arbitrary quantum states under different conditions.
Fluctuating number of particles in each mode
We write a generic quantum state of N particles in M modes asρ = γ p γ |Ψ γ Ψ γ |, with |Ψ γ = N Q γ,N |Ψ γ,N , where N = (N 1 , . . . , N M ) is a vector of fixed particle numbers for all modes and the sum extends over all possible combinations with M k=1 N k = N. We allow for particle coherence among the different modes. The covariance is bounded as
The first inequality is saturated if and only if Ĥ k ρ = 0 for all k. In the second we used the triangle inequality and again that theĤ k conserve the number of particles. The third inequality follows from the Cauchy-Schwarz inequality yield-
l |Ψ γ,N and then using Eq. (S40). Combining this with Eq. (S47) and
The upper bound is attained by pure states with Ĥ k |Ψ = 0 and Ĥ kĤl |Ψ = λ k maxλl max N kNl , for all k, l = 1, . . . , M, which can be achieved for interferometers with the property (S25) by optimal states discussed below in Eq. (S53).
Using the further Cauchy-Schwarz inequality
is determined by the single-mode expectation values N 2 k . This bound was given in the main manuscript for the case λ k max = 1 2 for all k.
Fixed number of particles in each mode
When the spectrum of theĤ k is bounded, state-independent upper sensitivity limits can be obtained by using Eq. (S42) in (S49). We obtain n T F Q [ρ]n ≤ n T F n HL,b n where
with f n = ( 1 δΛ 1 , . . . , M δΛ M ). Using the decomposition (S2) into single-particle Hamiltonians, we obtain δΛ k = N k (λ k+ − λ k− ), where N k is the number of particles in mode k. This bound coincides with F n HL for N 2
2 , i.e., for Hamiltonians with the property (S25).
Optimal states
We now show that for any n, there exists a family of quantum states whose quantum Fisher matrix coincides with F n HL . Let us denote by |N k , λ k± k a quantum state with N k particles in the eigenstate |λ k± k of mode k, where k = sgn(n k ). For example, if n k is positive, |λ k± k yields |λ k+ , whereas if n k is negative we obtain |λ k− , where λ ± are the largest and smallest eigenvalue ofĥ 
These states have the property
Hence, these states saturate the bounds (S50) and (S52) and hence, if (S25) holds, their quantum Fisher matrix coincides with F n HL and F n HL .
Stepwise enhancement through particle and mode entanglement
Entanglement among a subset of modes
The derivation of Eq. (S36) can be extended to states that are separable in a specific partition Λ = A 1 | . . . |A L , where the A m describe a coarse-grained ensemble of modes, i.e., states that allow for a decomposition of the type [47] 
where theρ γ,A m are density matrices on A m . This yields the block-diagonal upper sensitivity limit
with the reduced density matricesρ A m = γ p γργ,A m for A m . By maximizing the block-diagonal covariance matrix in an analog way as before, we obtain the sensitivity limit for Λ-separable states. It can be obtained from the Heisenberg limit by removing those off-diagonal blocks that describe correlations between different A m .
Entanglement among a subset of particles in each mode
Let us now consider the case of a fixed and integer number of particles N k in each mode, of which not more than 1 ≤ P k ≤ N k are entangled. The amount of particle entanglement in all modes is characterized by the vector P = (P 1 , . . . , P M ) and we call statesρ P−prod with limited particle entanglement P-producible. We allow for entanglement among all modes. The sensitivity bounds can be derived directly from the quantum Fisher matrix using similar steps as those that led to the Heisenberg limit. From the Cauchy-Schwarz inequality we have |(F Q ) kl | ≤ (F Q ) kk (F Q ) ll (an analogous relation holds for the elements of F) for the elements of F Q . In analogy to Eq. (S49), this yields the state-dependent bound
is a vector with elements k F Q [ρ P−prod ,Ĥ k ] for k = 1, . . . , M. The single-parameter sensitivity for N-particle statesρ P k −prod with no more than P k entangled particles is bounded by [8] 
k . This yields the state-independent bound
with Multi-particle and multi-mode entanglement
The results on particle and mode entanglement can be combined. Separability between specific modes leads to zero entries in the off-diagonal blocks that describe these mode correlations in the quantum Fisher matrix. We can therefore obtain the sensitivity bounds for states that are both P-producible and Λ-separable by removing the off-diagonal blocks from (S54) that describe correlations across different groups of modes contained in Λ.
Let us quantify the quantum gain in Eq. (S43) for N k =N = N/M particles in each mode, whereN is assumed integer. We indicate asρ M e ,P e states with not more than P e ≤ N/M entangled particles in each mode and not more than M e ≤ M entangled modes. The achievable sensitivity for such a quantum stateρ M e ,P e is given by
The absence of particle entanglement in each mode implies P = 1 and s = N/M (notice that this does not imply that all particles are separable as two particles that enter different modes may be entangled unless also mode entanglement is excluded). Full multiparticle entanglement in each mode is described by the case P e = N/M, yielding u = 1. Full mode separability means M e = 1 and s = M and for full multimode entanglement we have M e = M and u = 1. In all these cases r = v = 0. This leads to the maximal sensitivities: The gain factor which was introduced in the main manuscript is obtained by normalizing the sensitivities with respect to the S max 1,1 level.
Beyond a finite number of particles
Entanglement between particles can only be defined for quantum states with a fixed, finite number of particles or mixtures thereof. However, mode entanglement can also exist when the total number of particles is not fixed, as frequently encountered in continuous-variable systems. The bounds for arbitrary mode-separable and mode-entangled states can be derived analogously when the condition of a fixed number of particles is relaxed and they coincide with those presented in this manuscript. Our results on mode entanglement therefore also apply to the case of bosonic particles and continuousvariable systems, described by local Hamiltonians of the formĤ k = j λ k jâ † k jâ k j , whereâ k j is a bosonic annihilation operator.
MODE TRANSFORMATIONS AND GENERIC WEIGHT MATRICES
For general states we have derived bounds on n T Σn for arbitrary n. This corresponds to the figure of merit Tr{WΣ} with a rank-1 weight matrix W = nn T . Our results on mode-separable states are given in terms of matrix inequalities and thus imply bounds for arbitrary positive semidefinite W. In other words, taking the spectral decomposition W = k w k n k n MS n k holds for all n k and is saturated by an optimal state that does not depend on n k . Thus, Tr{WΣ} ≥ Tr{WF −1 MS } is a saturable bound that holds for all mode-separable states. Yet, this is not the case for the Heisenberg limit, since the bound n
−1 and the corresponding optimal state depend on n k . Here we show how all our results, including the Heisenberg limit, can be generalized to arbitrary weight matrices W.
Diagonal weight matrix
Let us first consider the case of a diagonal weight matrix W = We can extend this result to arbitrary matrices W by employing a mode transformation which diagonalizes W. To see this, we first need to understand the transformation properties of the Fisher and covariance matrices.
Transformation of parameters and generators
The unitary evolution (S1) is determined by the scalar productĤ · θ which is invariant under the orthogonal transformations, i.e.,Ĥ · θ =Ĥ T O T Oθ =Ĥ · θ , whereĤ = OĤ and θ = Oθ are transformed vectors of generators and parameters, respectively. How can the multiparameter sensitivity of an estimation of θ be related to that of θ? The answer is provided by the bilinearity of the covariance matrix (S11), which yields Σ = OΣO T . The next question is, how can the quantum Cramér-Rao bound for Σ , i.e., the quantum Fisher matrix for generatorsĤ be related to that ofĤ? Using the spectral decomposition ofρ, we obtain
