Myocardial CT perfusion (CTP) imaging is an application that should greatly benefit from spectral CT through the significant reduction of beam hardening (BH) artifacts using mono-energetic (monoE) image reconstructions. We used a prototype spectral detector CT (SDCT) scanner (Philips Healthcare) and developed advanced processing tools (registration, segmentation, and deconvolution-based flow estimation) for quantitative myocardial CTP in a porcine ischemia model with different degrees of coronary occlusion using a balloon catheter. The occlusion severity was adjusted with fractional flow reserve (FFR) measurements. The SDCT scanner is a single source, dual-layer detector system, which allows simultaneous acquisitions of low and high energy projections, hence enabling accurate projection-based material decomposition and effective reduction of BH-artifacts. In addition, the SDCT scanner eliminates partial scan artifacts with fast (0.27s), full gantry rotation acquisitions. We acquired CTP data under different hemodynamic conditions and reconstructed conventional 120kVp images and projection-based monoenergetic (monoE) images for energies ranging from 55keV-to-120keV. We computed and compared myocardial blood flow (MBF) between different reconstructions. With balloon completely deflated (FFR=1), we compared the mean attenuation in a myocardial region of interest before iodine arrival and at peak iodine enhancement in the left ventricle (LV), and we found that monoE images at 70keV effectively minimized the difference in attenuation, due to BH, to less than 1 HU compared to 14 HU with conventional 120kVp images. Flow maps under baseline condition (FFR=1) were more uniform throughout the myocardial wall at 70keV, whereas with 120kVp data about 12% reduction in blood flow was noticed on BH-hypoattenuated areas compared to other myocardial regions. We compared MBF maps at different keVs under an ischemic condition (FFR < 0.7), and we found that flow-contrast-to-noise-ratio (CN R f ) between LAD ischemic and remote healthy territories attains its maximum (2.87 ± 0.7) at 70keV. As energies diverge from 70keV, we noticed a steady decrease in CN R f and an overestimation of mean-MBF. Flow overestimation was also noticed for conventional 120kVp images in different myocardial regions.
INTRODUCTION
Cardiovascular disease accounted for one third of all deaths in 2007 and claims more lives each year in the US than cancer, respiratory disease, accidents, and diabetes combined 1, 2 with a projected cost of 182 billion for 2015 and 322 billion in 2030. A reasonable percentage of this cost relates to efforts for imaging and screening for disease. Cardiac CT imaging provides comprehensive assessments, including the ability to image reliably coronary artery stenosis non-invasively. The correlation between anatomic stenosis, often detected by CT angiography (CTA), and functional myocardial ischemia is poor, 3 leading to a large number of unnecessary invasive coronary angiographs (ICA) and coronary re-vascularization. One report estimates that less than 40% of patients who underwent elective ICA had confirmed significant CAD. 4 Current guidelines for stable CAD recommend documenting ischemia with a non-invasive functional test (e.g., SPECT, stress echocardiography, or cardiac MRI) before ICA and re-vascularization are considered.
Computed tomography has the potential of becoming the modality of choice for a single non-invasive test targeting both the detection and exclusion of coronary stenoses and the assessment of myocardial perfusion. The feasibility of CTP has been demonstrated in several animal and clinical studies and its accuracy was compared to existing standard exams such as SPECT and MR. [5] [6] [7] [8] However, there are significant challenges to the clinical use of myocardial CTP, including high dose radiation from dynamic scanning; shading artifacts from fast imaging with partial angular coverage; and beam hardening (BH) artifacts arising from dense iodinated material in the aorta and heart chambers and the polychromatic nature of x-ray beam used in conventional single energy CT (SECT). If uncorrected, these artifacts, in particular BH artifacts, can significantly affect the accuracy of perfusion measurements.
New, evolving CT technologies address these challenges. Large multi-detector arrays and high-speed gantry rotation enable full 360 degree volumetric imaging of the heart. Different image-based methods have been proposed to correct BH artifacts in images acquired using conventional SECT scanners.
9-11 These methods rely on the segmentation of high (bone and iodine) and low (soft tissue) attenuating materials and on the estimation of iodine concentration. Since the reconstructed images are pre-corrected for water BH artifacts, neither the segmentation of high and low-attenuating materials nor the estimation of iodine concentration is accurate. This leads to suboptimal BH corrections. Dual energy CT has the potential to effectively address the BH artifacts by synthesizing monoE images either in the attenuation or in the projection space. Such an image depicts how the scanned object would appear if only a monochromatic x-ray beam was used for scanning. There exist different technologies to acquire energy sensitive CT data, including single x-ray source with two switching kVps (e.g., 80kVp and 140kVp) and dual source systems with conventional CT detectors. Here, we used a prototype of a single source, dual-layer spectral detector system. This system uses a single kVp and detects radiation using dual-layer detectors which discriminate between high and low x-ray photons simultaneously. This simultaneous acquisition of high and low energy data results in accurate material decomposition and BH corrections in the projection space.
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In this work, we report the results of our initial investigation on the use of a prototype spectral CT detector (SDCT) system (Philips Healthcare, Cleveland, OH) for quantitative myocardial CT perfusion using an elegant percutaneous porcine model. This model was used to simulate low to high-grade stenoses guided by fractional flow reserve (FFR) measurements. We quantified myocardial blood flow using synthesized projection-based monoE images at different energies. We analyzed how BH artifact reduction and other monoE image characteristics (e.g., noise and iodine signal) affect the perfusion measurements. Results were compared against those obtained using conventional SECT images.
MATERIALS AND METHODS

SDCT system and generation of monoE images
The SDCT system is a single source dual-layer system which uses one x-ray source to expose two sandwiched scintillator layers directly placed on top of one another. The top layer absorbs low-energy x-ray photons, while the bottom layer detects the remaining higher-energy x-ray photons. 13, 14 Hence, two signals are detected. Each one of these signals corresponds to an x-ray spectrum with a specific mean energy. Separation of the low and high-energy spectra is maximized using optimized atomic number and thickness of the top detector. The low and high-projection energy data acquired with the SDCT system are perfectly registered with each other both spatially and temporally. This allows for material decomposition and BH correction to be accurately performed in the projection domain. The prototype SDCT used in this study allows fast (0.27s) full 360 degree coverage which eliminates shading artifacts often arising from partial scans (180 degree+fan beam angle) that are usually adopted to improve temporal resolution.
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Figure 1: Examples of projection-based monoE images (60keV, 70keV, and 100keV). Shown is same slice corresponding to a mild ischemic case at peak enhancement in the LV chamber. W/L: 150HU/80HU.
Mono-energetic images can be generated either in the projection or in the image domain. In this work, only projection-based monoE images were used. In DECT, the contribution of the photoelectric and Campton scatter effects along each projection path is determined by collecting attenuation measurements at two different energies.
15 Within the diagnostic x-ray energy range, this decomposition is equivalent to the two basis material decomposition which expresses the linear attenuation coefficient of a voxel, at a given energy, as a linear combination of the mass attenuation coefficients of two basis materials with distinct atomic numbers (e.g., water and iodine) at the same energy. 16 The two collected set of attenuation measurements with the known relationship of mass-attenuation coefficients as a function of energy are used to solve for the densities of the two basis materials. The resulting sinograms are then de-noised and corrected for BH artifacts. Conventional reconstruction techniques are then used to reconstruct density maps for the two basis materials which are subsequently used to synthesize monoE images through linear combinations. 16 Examples of monoE images are shown on Fig. 1 for an ischemic pig scan at energies 60, 70, and 100keV. It is worth noting that the conventional images were obtained at precisely the same time by combining readings from the two detector layers, which facilitates CTP comparisons.
Animal model and Imaging protocol
The animal study was approved by the Institutional Animal Care and Use Committee. We created an elegant closed-chest pig model with a percutaneously delivered balloon in the left anterior descending (LAD) coronary artery used to obstruct blood flow. Young female country pigs (age: 12 weeks; weight: 40 ± 4kg) were procured from local vendors. During each experiment, the induced narrowing of the LAD artery was monitored by FFR measurements to achieve targeted levels of ischemia. Red and green colored fluorescent microspheres were injected into the LV cavity and a reference blood sample was collected at a constant rate, before balloon implantation for baseline flow, and with balloon inflated to the target F F R ∼ 0.7, respectively. The animal was then transported to the CT facility under a portable ventilator in order to acquire dynamic CT scans under different hemodynamic conditions. At the end of the scanning process, we excised the heart and froze it for subsequent slicing and cryoimaging with the CryoViz T M * fluorescent microscope in order to compute standard reference microsphere-based blood flow. These measurements will not be included in this paper. For each animal and each hemodynamic condition, 30-to-35 dynamic CT volumetric images were acquired once every heartbeat using prospectively ECG-triggering for a period of about 22-25sec. At least three hemodynamic conditions were considered: baseline (FFR=1), mild ischemia (0.65 < F F R < 0.8), and severe ischemia (F F R < 0.4). Contrast enhanced perfusion images were acquired at end systole (45% R-R) using 20mL of iodine (Omnipaque 350mgI/mL) flushed by 20mL of saline at 5mL/sec. Acquisitions are initiated 4-6sec post injection of the iodinated contrast. Full 360 degree acquisitions were used to eliminate shading artifacts. At least fifteen minutes were allowed between every two consecutive scans for a better iodine wash out from the heart chambers. Scans were acquired with 120kVp tube voltage and 100mAs tube current. The effective dose (mSv), for our dynamic CTP protocol, can be estimated using dose-length product (DLP) multiplied by a conversion coefficient for the chest (k = 0.014 mSv.mGy −1 .cm −1 ), 17 where DLP (mGy.cm) was calculated as the product of CTD vol by the r erolateral z-coverage of the SDCT scanner (4cm). Depending on the number of acquired scans per sequence, the total dose radiation ranged from 15.2-to-17.6 msV.
IMAGE PREPROCESSING AND MBF QUANTIFICATION
We designed and implemented a comprehensive image processing and blood flow quantification pipeline. Processing includes 3D elastic image registration, segmentation of the LV myocardium, and SVD-based deconvolution for MBF estimation.
Motion artifact correction
In order to minimize motion artifacts due to breathing, CTP scans were acquired with the respirator turned off. However, misregistration between the acquired volumes per each cardiac cycle may occur due to irregular heartbeats and/or to poor ECG synchronization. Such misalignments between corresponding voxels over time result in inaccurate arterial and myocardial time attenuation curves (TACs) which in turn lead to inaccurate flow estimations. To correct these artifacts, we used a volumetric elastic registration method based on 3D cubic B-splines and normalized mutual information (NMI) to align the 3D volumes to a common reference time point. The NMI metric was chosen to cope with the dramatic change of the image intensity over time due to contrast kinetics. A multi-resolution approach and a multi-core implementation were adopted for speed.
18, 19
Left ventricular (LV) myocardium segmentation
For each condition, we used the registered 3d scans to create an average volumetric CT map and used it to segment the LV myocardium either manually or semi-automatically using using a research version of the QMass software by Medis † . The average CT map volume has very low noise level and high contrast between the two ventricular chambers as can be seen on Fig.2-A . This renders the delineation of the LV myocardium easy and accurate. Since all volumes are aligned with each other, the same generated mask was used to isolate the LV myocardium in all volumes and all reconstructions. Different regions of interest (ROI) were manually or automatically selected on different myocardial segments (see Fig. 2-B ) for analysis and comparisons of quantified blood flow. 
Myocardial blood flow quantification
We used a model-independent deconvolution approach with block-circulant singular value decomposition (bSVD) to quantify MBF. For each animal and each hemodynamic condition, we obtained a series of N ECG-triggered volumetric images of the heart. The mean time interval between successive scans is noted ∆t. According to induction-dilution theory, the contrast concentration in the myocardial tissue, C(t), and the arterial contrast concentration, Cart(t), are related through the following convolution
where, F is the absolute blood flow, R(t) is the impulse residue function (IRF) and * denotes the convolution operator. The above equation is solved for the flow-scaled IRF, R F (t) = F.R(t), through a deconvolution process and the absolute flow is determined as F = max t (R F (t)). We discretized the integral equation 1 into a system of linear equations using the measured concentration-time curves C(t) and C art (t) at time points t i = i.∆t for i = 1, · · · , N . The discretized system can be written in a matrix form as Ax = b, where the N -element vector b is defined as b i = C(t i ) and the N × N matrix is given by
In order to reduce the influence of the time shifts between the measured arterial and myocardial TACs, we used circular instead of linear discretization of equation 1. In this case, the matrix A above is transformed to a block-circulant matrix of size M ≥ 2N assembled using zero-padded time series C art (t) as was explained in.
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We used SVD decomposition of the matrix A as A = U.Σ.V T to determine the solution of the above discretized system, where the diagonal matrix Σ = diag(σ 1 , . . 
This solution is equivalent to minimizing the following least-squares problem
Note that the matrix A is ill-conditioned making the solution very sensitive to noise in the measured data. In order to reduce the effects of small singular values due to noise and to obtain a numerically stable solution, we used Tikhonov regularization. 22 This consists of adding the L2-norm of the solution or that of its derivatives as a constraint to the minimization problem 2
where λ is the regularization parameter and the matrix L is either equal to the identity matrix or is an approximation of the 1 st or 2 nd order derivative operator.
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The selection of an optimal value of λ is crucial since it directly affects the computed flow. A small λ will lead to a noisy solution and a large λ will result in a bad approximation of the solution. In this work, we used an automated approach to determine the optimal regularization parameter using the L-curve criterion (LCC).
The L-curve is a log-log plot of the constraint norm Lx 2 versus the residual norm Ax − b 2 for various values of λ, as shown by the schematic plot on Fig. 3 . The corner point of the corresponding curve (the point on the curve with maximum curvature) corresponds to the optimal λ.
RESULTS AND DISCUSSION
We compared CTP measurements using monoE and conventional images in pig perfusion experiments. Results are expressed as mean ± standard deviation and differences were compared using paired Student t-test in Matlab. A p-value ≤ 0.05 was considered to indicate statistical significance. A smooth spline (red curve) is then fitted to the obtained data points (black circles). The optimal regularization parameter λ, is identified by the location on the L-curve where the fitting spline has maximum curvature (red solid triangle). Figure 4 shows two different axial slices corresponding to the conventional 120kVp and the 70keV monoE average CT volume respectively, under the baseline condition (FFR=1). In this case, one should expect a relatively uniform enhancement on the non-ischemic myocardium. However, due to BH artifacts, clear hypoenhancements are noticed in the anterior and inferior walls in the conventional images as indicated by the black arrows on top row of Fig. 4 . These artifacts can be mis-diagnosed as perfusion defects. On the other hand, these BH-induced hypoattenuations were significantly reduced on the 70keV images resulting in a relatively more uniform enhancement of the entire myocardium. Comparing attenuation in an anterior wall ROI, between found that 70keV images effectively reduced the difference in mean attenuation in this ROI to less than 1 HU compared to 14 HU in conventional 120kVp images. Hyper-attenuation in the septal wall seen on the 120kVp image (red arrow on top row of Fig. 4) is also an effect of BH which was significantly minimized in the 70keV image. This effect was noticed in previous CT perfusion studies using a myocardium tissue phantom (see 25 ) . BH artifacts in anterior and inferior walls in the 120kVp images lead to distorted tissue TACs. The deconvolution of these curves resulted in underestimation of flow as indicated by the red arrows on Fig. 5 . For instance, for the baseline scan, mean relative flow over 15 adjacent slices measured as the mean flow ratio between an ROI in the LAD and an ROI in the lateral wall, was (0.98 ± 0.04) for 70keV vs. (0.88 ± 0.06) for 120kVp data. This shows clearly that 70keV-based flow is more uniform throughout the myocardium. The decrease in flow in BH-affected areas was also seen on the ischemic flow maps as shown on the bottom row of Fig. 5 (red arrow) . One can also notice from these maps that on the septal and the lateral walls, flow is overestimated on conventional images compared to 70keV images (magenta arrows). This can be attributed to BH effects as well as to increased noise levels in the conventional data. It is worth mentioning that we were able to detect MBF deficits in the correct LAD territory on both the 120kVp and the 70keV flow maps as shown on Fig. 5 (bottom row) . However, there are clear flow differences in different myocardial walls between the conventional and the monoE maps. These differences are even exacerbated when we consider other keVs due in part to high noise levels and residual BH for lower keVs and to noise and low iodine signal for higher keVs. In order to evaluate these differences in flow as a function of monochromatic energy, we computed and compared the flow-contrast-to-noise-ratio, or CN R f , between the ischemic and healthy myocardial regions as follows. Two equally sized ROIs were manually drawn in the ischemic LAD (e.g., anterior wall) and remote areas (e.g., mid-or inferolateral wall) and similarly used for all reconstructions. The flow-CNR is given by
where, µ M BF (roi) and σ M BF (roi) refer to mean and standard deviation of flow in selected ROI, respectively. We computed CN R f for energies ranging from 55keV-to-120keV and averaged the results over 15 adjacent slices of the heart. The corresponding results are shown on Fig. 6 . As the monochromatic energy diverges from the first time frame when iodine hasn't arrived yet in the LV and at peak iodine enhancement in the LV, we 70keV, we noticed a steady drop in CN R f with a maximum mean value of (2.87 ± 0.70) attained at 70keV.
We also noticed steady overestimation of blood flow, both in LAD and remote myocardial tissue for higher energies. For instance, from a baseline scan (FFR=1) the mean MBF (in mL/min/100g) on an LAD ROI was (100.47 ± 19) for 70keV vs. (120.15 ± 28.16; p = 1.3e − 06) for 90keV and (185.88 ± 45.57; p = 3.8e − 15) for 120keV. This increase in flow mean and standard deviation with keV is mainly due to poor iodine signal at higher energies. Results presented herein correspond to a single pig experiment. More data has been collected since the preparation of this manuscript and its analysis is underway and will be included in future publications. We will also validate the quantified flow against microsphere-based flow measurements.
CONCLUSION
We presented the first dynamic myocardial CT perfusion study using a percutaneous porcine model and a prototype dual-layer spectral detector CT scanner (Philips Healthcare). We showed how the SDCT scanner, through the synthesis of monoE images, helps reduce some of the artifacts often seen on perfusion scans acquired with conventional single energy CT scanners. In particular, we showed how beam hardening artifacts may lead to inaccurate flow measurements in the conventional data. We showed how myocardial blood flow quantification changes with monochromatic energy and how it compares to flow measurements using conventional CT data. A well designed image processing pipeline was implemented to quantify myocardial blood flow. Our preliminary results suggest that projection-based monoE images at 70keV offer optimal myocardial perfusion measurements compared with other monoE images as well as with conventional 120kVp images.
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