Abstract. We consider Diophantine equations of the kind |F (x, y)| = m, where
Introduction
Suppose F (X, Y ) ∈ Z[X, Y ] is a homogeneous polynomial of degree d ≥ 3 that has non-zero discriminant and m is a positive integer. In this paper we are concerned with the number of primitive, i.e., x and y are relatively prime, solutions (x, y) ∈ Z 2 to the Thue equation
Thue in [8] famously showed that the number of such solutions is necessarily finite under the hypothesis that F is irreducible over Q. In fact, his method enabled one to derive an upper bound on the number of such solutions; such an upper bound would depend on m and the polynomial F . Indeed, Lewis and Mahler in [4] provided just such a bound. Their bound was an explicit function of m, d and the height of F . Previous to the result of Lewis and Mahler, Siegel had made the conjecture that an upper bound could be obtained that was independent of the particular coefficients of the polynomial F . Evertse proved this conjecture in his doctoral thesis (see [3] ). A few years later Bombieri and Schmidt [2] improved markedly on Evertse's bound, showing that the number of primitive solutions to (1) is no more than some fixed (absolute) constant multiple of d 1+ω (m) , where ω(m) denotes the number of distinct prime factors of m, as usual. Later Schmidt posited (see [6, chap. 3, Conjecture] ) that the number of primitive solutions to (1) should be bounded above by some multiple (possibly depending on F ) of a power of log m when m > 1.
Typeset by A M S-T E X 1 Two years after the publication of Bombieri and Schmidt's result, Stewart [7] provided a bound that was often (depending on the prime factorization of the parameter m) much stronger than the bound of Bombieri and Schmidt. Stewart's main result was somewhat involved and complicated to state, but one can easily state the following consequence. In what follows, D(F ) denotes the discriminant of the form F .
Theorem (Stewart) . Suppose 
.
The constants 5600 and 700 here carry no particular importance beyond specificity. The major improvement over the result of Bombieri and Schmidt is that the quantity ω(m ′ ) is possibly much smaller than ω(m). In the same paper, Stewart explicitly constructed forms of various degrees to show lower bounds for the number of primitive solutions to (1) . In so doing, he was lead to the following.
Conjecture (Stewart) . There is an absolute constant c 0 such that, for all forms F as in the theorem above, there is a positive bound C (depending on F ) such that (1) has at most c 0 primitive solutions for all m ≥ C.
In this paper we will obtain results which simplify and strengthen Stewart's. Perhaps as important is that our method has the added benefit of providing good heuristics for the conjecture above. In order to state our main results, we introduce a bit more notation.
Denote the set of places of Q by M (Q). For any v ∈ M (Q) we let | · | v denote the usual v-adic absolute value on Q and Q v denote the topological completion of Q with respect to this absolute value, though we will continue to use | · | for the usual Euclidean absolute value. We fix algebraic closures Q v for each of these and assume that our original absolute values on Q are extended to the Q v 's. As usual, we identify the finite places with positive primes.
Any form F (X, Y ) ∈ Q[X, Y ] factors completely into a product of linear forms over some splitting field:
This splitting field may be embedded into any Q v ; we abuse notation somewhat and write the above for the factorization of F over Q v for all places v ∈ M (Q). These linear factors are only unique up to a scalar multiple, of course. We say a linear factor
set c F (v) to be the number of linear factors that are defined over Q v . For any integer m > 1 set Given a sublattice Λ ⊆ Z 2 of relatively large determinant, we can provide an upper bound not just on the number of primitive solutions to (1), but even to the related inequality
be a homogeneous polynomial of degree d ≥ 3 with nonzero discriminant and content 1. Suppose m is a positive integer and Λ ⊆ Z 2 is a sublattice with
, then the number of primitive lattice points (x, y) ∈ Λ that are solutions to (1') is less than
If A < 5 4 , then the number of solutions is less than Comparing the Corollary with the result of Stewart above, our constants are in the same ballpark even though we are estimating more than just the solutions to (1) . Moreover, we can easily replace the 2500 with 2 once A ≥ 5 4 . Our real improvement is replacing Stewart's d
always, but will typically be much smaller. Also, the estimate in Stewart's result tends to infinity as the divisor
, whereas our estimate is bounded above by a constant multiple of c F (m ′ )d log log m/ log(d − 1).
Again, the main novelty of our approach is the lattices; primitive solutions to our Thue equation
(1) are elements of certain sublattices of Z 2 . One may view Theorem 2 as attempting to limit the number c F (m ′ ) of sublattices considered by allowing the divisor m ′ to be small, yet still allowing for a "good" upper bound for the number of solutions (at least a result as strong as Schmidt's conjecture above, say). Another approach is to take m ′ as large as possible and see that there are very few solutions to (1') in the associated lattices. This approach can be used to give good heuristics for Stewart's conjecture above. We consider this approach now. with its factorization into linear forms as above and an ǫ > 0, we say a non-zero (
for some indices i = j, where L tr denotes the transpose of L and · denotes the usual Euclidean norm on C 2 . In other words, the ǫ-exceptional points are the points dealt with by Roth's theorem (or the Subspace theorem the way we have formulated things here). As is well-known, the number of such exceptional points is bounded above by an explicit function of ǫ and the degree d of F , thus justifying the "exceptional" moniker. is at most one pair of primitive solutions ±(x, y) ∈ Λ to (1') that is not
Further, any such primitive solution must satisfy
A major point here is that for m large enough, any primitive solution to (1) 
be n linearly independent linear forms. Let · denote the supnorm on K n . Suppose x ∈ K n and j is such that
Proof. The statement is obvious is x = 0, so suppose otherwise. Then without loss of generality we may assume L i = 1 for all i and x = 1. Let T denote the n × n matrix with rows L i and
Suppose T x tr 1 = m and x 1 = 1. Choose x 2 , . . . , x n ∈ K n , all of length 1, that also satisfy
Since L i = 1 for all i and the absolute value is non-archimedean we have M ≤ 1, so that
On the other hand, by our choice of j we also have |L j (x)| ≥ |L i (x)| for all i = 1, . . . , n. Since · is the supnorm, these n inequalities (and the definition of T ) imply that
be a homogeneous polynomial with non-zero discriminant and content 1. Then for every primitive (x, y) ∈ Z 2 and every prime p with
Proof. Write
where
Q p that extends the usual p-adic absolute value on Q p . Suppose (x, y) ∈ Z 2 is a primitive integral point and choose i 0 such that
We note by Lemma 1 that
for all i = i 0 , since (x, y) p = 1.
We claim that M i 0 is defined over Q p . Indeed, if this were not the case, then without loss of generality there would be a σ in the Galois group of Q p over Q p with σ(
Theorem 7]), so that by Lemma 1
Now by (2), (3), Hadamard's inequality and Gauss' lemma
Since the content of F is 1, we get |F (x, y)| p ≥ |D(F )| p which contradicts our original hypothesis.
Arguing exactly as above, but this time only using (2), we have
This gives
with
Hadamard's inequality is actually an equality in all of the above and Lemma 1 gives 
Note that in the second case here we necessarily have |b| p = 1 since L p = 1. In either case we
Then
Lemma 4. Let S be a finite set of prime numbers and
linear form with
L p p = 1 for all p ∈ S. For each p ∈ S let a p be a positive integer and set
Proof. This follows immediately from Lemma 3 and general facts on lattices and Z p -modules (see [11, chap. 3] , for example).
Proof of Theorem 1. If (x, y) ∈ Z 2 is a primitive point with m|F (x, y) and p is a prime dividing 
Proof of Theorem 2
If F (X, Y ) is a any form and Λ = Zz 1 ⊕ Zz 2 is a lattice, then considering solutions z ∈ Λ to (1') is the same as considering solutions (x, y) ∈ Z 2 to the inequality |F Λ (x, y)| ≤ m, where the form
The choice of basis is not unique here of course. We may also view F Λ (X, Y ) as a composition F • T , where T ∈ GL 2 (R) sends the canonical basis of Z 2 to a basis of Λ. Note that a different choice of basis amounts to multiplying T by an element of GL 2 (Z).
Our proof will involve various heights which we now define. For any form F written as a product of linear forms,
where · denotes the usual L 2 norm on C 2 . We set
We remark that in general (see [10, Lemma 1] ) for any form F of degree d and any T ∈ GL 2 (R),
In particular, we see that |D(F Λ )|, m(F Λ ) and M(F Λ ) are all well-defined (i.e., are independent of the particular choice of basis) and satisfy
For a given positive integer m we set M(F Λ , m) to be the minimum of H(F Λ ) over all bases z 1 , z 2 of Λ with z 1 a solution to (1'), assuming such a primitive solution exists.
The main idea for determining solutions to (1') is to say that some linear factor of F must be relatively small for a given solution. For example, suppose we rewrite
2 is any solution to (1'), then
for some index i by [6 chap. 3, Lemmas 3A and 3B]. An alternative to (5) is that any solution x to (1') satisfies
for some indices i and j; this is [9, Lemma 5] (with the constants made explicit).
Considering either (5) or (5'), one can see that the major goal is to estimate those solutions x = (x, y) to (1') either with |y| or x "small," so that any remaining "large" solutions are ǫ-exceptional for some ǫ > 0. Such "large" solutions may be dealt with using gap arguments and ultimately a quantitative version of Roth's theorem.
We will use the following as the main part of our proof of Theorem 2. The proof of the Proposition will rely on a few lemmas, though we note that the inequalities
m follow directly from the definitions, (4), (4') and the hypotheses.
To prove the Proposition we obviously may assume there is a primitive lattice point z 0 ∈ Λ that is a solution to (1') since otherwise there is nothing to prove. Given this assumption, we choose a basis z 0 , z ′ 0 of Λ such that z 0 is a solution to (1') and M(F Λ , m) = H(F Λ ). We will write With the above conventions in place, we see by (4') and (5) that for any solution z = xz 0 +yz ′ 0 ∈ Λ to (1') with y = 0 there is some index i with
We may utilize a standard gap principle argument to estimate those solutions with |y| > B, for example (see Lemma 7 below Lemma 5. For every primitive lattice point z = xz 0 + yz ′ 0 ∈ Λ with y = 0 that is a solution to (1'),
and also
Proof. We first claim that 2|L i 0 (z 0 )| ≤ |L i 0 (z)| for some index i 0 . Indeed, if this were not the case then Λ ′ := Zz 0 ⊕ Zz is a sublattice of Λ and
since z 0 is a solution to (1'). But now by (4), (4') and the hypotheses we have a contradiction:
With the claim shown, choose an index i 0 with 2|L i 0 (z 0 )| ≤ |L i 0 (z)|. Since z is a primitive lattice point there is a z ′ ∈ Λ with Λ = Zz ⊕ Zz ′ . Further, we may add any integer multiple of z to z ′ here. Thus, we may choose
We now
In particular, using L = L i 0 we see that |z + z ′ α| ≤ 1/2, and for all i = 1, . . . , d
Since |F (z)| ≤ m and Λ = Zz ⊕ Zz
We define ψ i (z) by
1 if
Now by construction 0 ≤ ψ i (z) ≤ 1 for all i = 1, . . . , d and any ψ j (z) ≥ 1/2d if it isn't zero. We
This shows that
L i (z) + 1 for all i, so that the remaining desired inequalities follow from (7).
Lemma 6. For all c > 0 there are less than 2d(2c + 1) primitive solutions z = xz 0 + yz ′ 0 ∈ Λ to (1') with y = 0 and |y| ≤ B c .
We thus are able to rather efficiently estimate solutions where |y| ≤ B c for any fixed constant c.
In particular, though it's certainly possible to improve upon particular aspects of Lemma 5, there wouldn't be much to gain (the exception being if one could improve upon B, specifically, if one could replace B by a larger quantity in terms of m or F ). However, we remark that the hypothesis Proof. By Lemma 5
for all solutions z = xz 0 + yz ′ 0 ∈ Λ to (1') with y = 0 and all i = 1, . . . , d.
Let S denote the set of primitive solutions z = xz 0 + xz ′ 0 ∈ Λ to (1') with 1 ≤ y ≤ B c . For the moment fix an index i and consider the sum ψ i (z) over all z ∈ S. Obviously we may restrict to solutions with ψ i (z) = 0; we arrange these solutions
for all l. Then by Lemma 5 and (9) 1
Since ψ i (z l ) ≥ 1/2d for all our z l and B ≥ 5 2d , we have B ψ i (z l ) ≥ 5 and thus B ψ i (z l ) − 3 ≥ B ψ i (z l ) log 2/ log 5 . We now repeatedly apply (10) to get
Taking logarithms yields Finally, by Lemma 5 and this last inequality
2c + 2 log B (3/2) + 2 log 2/ log 5
2c + 2 log(3/2)/ log(5 2d ) + 2 log 2/ log 5
2c + log(3/2)/d log 5 + 2 log 2/ log 5
2c + log(3/2)/3 log 5 + 2 log 2/ log 5
The same argument works for estimating the number of primitive solutions xz 0 + yz
Lemma 7. For all C 2 > C 1 > B, the number of primitive solutions z = xz 0 + yz
with C 1 ≤ |y| ≤ C 2 is less than
Proof. We will use (6). Suppose xz 0 + yz
∈ Λ are primitive solutions to (1') with
for some index i. Suppose further that y ′ ≥ y > 0. Then by the inequalities above
. . are primitive solutions to (1') as above with C 1 ≤ y 1 ≤ y 2 ≤ · · · ≤ C 2 , then repeatedly applying the above inequality yields
l for all l ≥ 1. We take logarithms twice to get log log C 2 /(log C 1 /B) 
Proof. We note that the α i are conjugate algebraic numbers with absolute height
(see [6, chap. 3, Lemma 2A] , for example). Given a solution as in the lemma, by (10) and the hypothesis |y| ≥ B 4(d−1) we have
for some index i. We claim that
where H(x/y) = x 2 + y 2 is the (absolute) height of x/y. To see this, we first note that |x/y| <
(with quite a bit of room to spare, in fact). In addition, we also get
Therefore, (12) follows from (11) .
According to [6, chap. 2, Theorem 6] (with m = 2 and χ = 1/20 there), the rational solutions
2 for some w > 1. The first option here is ruled out for us by hypothesis since H(x/y) ≥ |y|. Hence it remains to estimate the number of primitive solutions (x, y) to (11) with w/(3h
2 . We clearly
Suppose (x 0 , y 0 ), (x 1 , y 1 ), . . . are the primitive solutions to (11) with y i > 0 and arranged so that 0 < y 0 ≤ y 1 ≤ · · · We then have
so that also by (11)
We thus have y l ≥ w
l for all l ≥ 1. Now since all y l < w
2 , we must have If on the other hand we set
is less than
Therefore the number of solutions with B 2 ≤ |y| ≤ max{B
} is less than 2d 2 + log 2 10 3 3 5
Combining this with Lemma 8, the number of solutions with y = 0 is less than 10d + 2d 6 + log 2 10 3 3 5
Of course, we also have the two solutions ±z 0 as well, giving the Proposition.
Proof of Theorem 2. Suppose first that A ≥ 5 4 . We may assume that there is a primitive solution (x, y) ∈ Λ to (1'). We apply the Proposition, noting that and any primitive integer solution (x, y) to (1') is a primitive integral solution to |G(x, y)| ≤ m for one of these forms G. Since
we may apply the Proposition to these p + 1 ≤ 2(5 4 /A) forms G to prove the case of Theorem 2 when A < 5 4 .
Proof of Theorems 3 and 4
Proof of Theorem 3. Let Λ ⊆ Z 2 be a sublattice with det(Λ) = m(F ). Denote the successive minima of Λ (with respect to the unit disk) by λ 1 ≤ λ 2 . By Minkowski's theorem,
We clearly have m(F ) ≥ m/|D(F )|. Thus for m sufficiently large (depending on both F and ǫ),
Now suppose x = (x, y) ∈ Λ is a primitive lattice point with (x, y) ≥ λ 2 . If (x, y) is a solution to (1'), then by (5'), (13) and (14) there are indices i = j with Now if x = (x, y) ∈ Λ is a primitive solution to (1') with x = λ 1 and λ 1 ≥ m(F )
(1/2)−δ , then as above (this time using the full strength of (14)) there are indices i = j with 
