Abstract-In this paper, we discuss a game theoretic approach to model the time-extended, multi-step, and interactive decision making of vehicles at unsignalized intersections. The vehicle interaction model is then used to define an autonomous vehicle controller. Simulation results for a common intersection scenario are reported.
I. INTRODUCTION
Some of the most complicated scenarios faced by a driver or an autonomous vehicle in urban traffic involve intersections, where vehicles interact with each other as well as with other traffic participants such as pedestrians. At an intersection, vehicles make consecutive maneuvers, to achieve their individual objectives, e.g., reaching their desired lanes via crossing the intersection or via making a turn, while avoiding accidents. In the decision making regarding which maneuver to take next, each vehicle should take into account the interactions with the others.
For unsignalized intersections, it is particularly important to account for such interactions. Due to the lack of guidance from traffic lights (that may be viewed as centralized traffic controllers), the drivers/vehicles need to decide on their own whether, when, and how they should enter and cross the intersection. A failure to understand the interactions may lead to deadlocks -no one decides to enter the intersection or everyone gets stuck in the middle of the intersection. In more extreme cases, collisions may occur.
The vehicle-to-vehicle or vehicle-to-pedestrian interactions may be analyzed and accounted for using reachability based approaches, e.g., in [1] , [2] . However, such approaches usually address worst-case scenarios and may lead to conservative results. To reduce conservatism, in [2] the desired path of each traffic participant is assumed to be known, and uncertain interactions are described by probabilistic deviations from the desired path. However, such approaches do not address the high-level decision making problem to create the desired path. Furthermore, assuming accurate knowledge of the desired paths of other traffic participants may not be realistic -one may only be able to predict the desired paths of the others via his/her own reasoning, while the reasoning and the prediction may be imperfect.
Alternatively, game theory may be used to study strategic reasoning in multi-agent systems, such as the interactive by Google street view). Unsignalized intersections can usually be found in residential areas in the US [3] . decision making of multiple traffic participants in a traffic scenario. Game theoretic approaches take into account the rationality of intelligent agents in modeling their interactions, which may lead to less conservative results compared to reachability-based analyses that account for worst-case and unlikely-to-realize scenarios. In [4] , the vehicle-to-vehicle interaction at an intersection is modeled as an one-shot normalform game -each vehicle selects an action between "Stop" and "Go" based on a payoff matrix, and without taking into account vehicle dynamics. Game theoretic modeling of vehicle-to-vehicle interactions in highway driving scenarios are considered in [5] , [6] and [7] . In [7] , a simple intersection scenario for two one-lane roads and two vehicles whose objectives are to cross the intersection by going straight is considered, which is different from the unsignalized intersection scenario considered in this paper, where there are multiple lanes and the vehicles can also turn.
Driving a vehicle crossing an unsignalized intersection is a rather complicated process -the driver may need to adjust his/her maneuver decisions rapidly according to the latest situation he/she is facing. Hence, crossing an intersection may be formulated as a time-extended, multi-step decision making process wherein driver-to-driver/vehicle-to-vehicle interactions occur continually over the entire process.
The contributions of this paper are: 1) we present a game theoretic approach to model the time-extended, multi-step, and interactive decision making processes of human-driven vehicles at unsignalized intersections; 2) we define a controller to operate an autonomous vehicle at such intersections based on the vehicle interaction models and a multi-model strategy; 3) we test our algorithm performance in various simulated traffic scenarios and show that it has a good capability of resolving conflicts.
We note that in this paper we do not consider autonomous intersection management [8] , [9] , where a centralized controller schedules and manages the motion of all cars at the intersection. Instead, we are focusing on developing an autonomous vehicle controller that can handle existing unmanaged intersections, and we leave the consideration of how our developments can also benefit the realization of intersection automation to future work.
II. VEHICLE MODEL A. Dynamic model
We use the following discrete-time model to represent the vehicle dynamics at intersections, denotes the time step. The acceleration a(t) and yaw angle rate ω(t) are two inputs that are determined by the action the vehicle selects, as described in the next subsection.
Since in this paper we focus on the high-level decision making, the model (1) is sufficient -more detailed vehicle dynamics and controls can be engineered at lower levels, as is done in [10] .
B. Action set
We let Γ designate a finite set of maneuver actions a vehicle may apply at an intersection, based on the "actionpoint" human driver models [11] , [12] . Each action γ ∈ Γ is an (a, ω) pair that determines the inputs to the model (1) . In this paper, we consider an action set Γ containing the following actions:
1) "Maintain": (a, ω) = (0, 0); 2) "Turn left": (a, ω) = (0, 
C. Action selection
The approach to selecting actions is based on receding horizon optimization. At each time step t, the vehicle selects a sequence of actions, γ := {γ 0 , γ 1 , · · · , γ n−1 }, γ i ∈ Γ , i = 0, · · · , n − 1, to maximize a cumulative reward, R, over a horizon of length n, assuming that the actions are applied sequentially at each step within the horizon. After the action sequence that achieves the highest cumulative reward, γ, has been found, the vehicle applies the first action γ 0 of γ at the current step. After the motion proceeds with γ 0 applied over one time step, the process is repeated at the next time step t + 1. The cumulative reward is given by
where the stage reward R i (γ) = R(γ i |s i ) is a function of the action γ i given the predicted traffic state at step i, s i , and λ ∈ [0, 1] is a discount factor. The procedure to predict the traffic state s i is described in Section III. Note that s i includes the states of all vehicles at the intersection. The procedure to compute R is given in the next subsection.
D. Reward function
The stage reward function is defined as follows,
where w i > 0, i = 1, · · · , 5, are weighting factors, and the metrics c, s, o, l, and d are explained below: c (collision avoidance): We define a collision avoidancezone (c-zone) for each vehicle as a rectangular area that bounds the geometric contour of the vehicle. The term c is assigned −1 if the ego vehicle's c-zone has an overlap with the c-zone of any other vehicle, which indicates a danger of collision, and is assigned 0 otherwise.
s (safe distance): We define a safe-zone (s-zone) for each vehicle as a larger rectangular area that contains its c-zone with a safety margin. The term s is assigned −1 if the ego vehicle's s-zone has an overlap with the s-zone of any other vehicle, and assigned 0 otherwise. This term is to encourage the ego vehicle to keep a reasonable distance from other vehicles.
o (off road): The ego vehicle should drive on the road rather than off the road. If the ego vehicle's c-zone gets outside the road boundaries, that is, it has an overlap with the grey shadowed areas in Fig. 2(a) , the term o is set to −1, and it is set to 0 otherwise. l (lane for opposite direction traffic): The ego vehicle should not 1) drive across the lane markings that separate lanes of traffic moving in opposite directions (double yellow lines in the US); 2) drive in the lanes for traffic of opposite direction to its orientation. If either 1) or 2) are violated, the term l is set to −1, and it is set to 0 otherwise.
d (distance to objective): The ego vehicle has an objective lane to go to. The distance to the objective lane is penalized so that the ego vehicle is encouraged to take actions to approach/reach it as quickly as it can. In particular, we define a reference point in the objective lane, denoted by the pair (x r , y r ) [m], and the term d is assigned value based on
III. LEVEL-k GAME THEORETIC DECISION MAKING To evaluate the cumulative reward (2), the traffic states s i , i = 1, · · · , n − 1, need to be predicted over the prediction horizon. We use a game theoretic model for this prediction.
Numerous experimental results from psychology, cognitive science, and economics have suggested a hierarchical structure in human reasoning in games, see [13] , [14] , [15] , [16] . The study of this reasoning hierarchy and its applications in game theoretic settings are addressed by the "level-k game theory." In [5] , [6] , [17] , the level-k game theory is exploited to model vehicle interactions in highway traffic. The model has been compared to human traffic data in [6] . In this paper, we also exploit level-k game theory to model vehicle interactions, in particular, at intersections. Recently, level-k modeling of human agents was also considered in aerospace and energy applications [18] , [19] , [20] , where human-tohuman and human-to-automation interactions play a central role.
The model is premised on the idea that strategic agents (drivers/vehicles at an intersection, in our setting) have different reasoning levels. In particular, the level k indicates an agent's reasoning depth. The reasoning hierarchy starts from level-0. A level-0 agent makes instinctive decisions to pursue its goal without considering the interactions between itself and the others. On the contrary, a level-1 agent takes into account such interactions in its decision making process, in particular, by assuming that all the other agents in the game are level-0. Specifically, a level-1 agent assumes that all the other agents are level-0 so they make instinctive decisions; the level-1 agent predicts their actions as well as the evolutions of the game resulting from their actions based on this assumption; the level-1 agent then makes its own decision as the best response to such evolutions to pursue its own goal. Similarly, a level-k agent assumes that all the other agents are level-(k-1), makes predictions based on this assumption, and responds accordingly. In this paper, a level-0 driver/vehicle treats the other vehicles at the intersection as stationary obstacles, and selects its action sequence, γ 0 , accordingly. In this setting, a level-0 driver/vehicle may represent an aggressive driver in real traffic, who usually assumes that other drivers will yield the right of way.
After the level-0 is defined, the action selection procedure for level-k, k ≥ 1, in the case of 2-agent interactions has the following form,
where
} denotes the selected action sequence of the other agent that is assumed to be level-(k-1), and
.
We remark that here we make a simplification: When a level-k ego agent computes γ ego k , it assumes that the other agent applies γ other k−1 , which is computed by assuming that the ego agent was level-(k-2). Thus, γ other k−1 is independent of γ ego k and can be determined first. With this simplification, we avoid the problem of nested back-and-forth reasoning and make the computation tractable.
While the above formulation accounts for 2 agents, it can be straightforwardly generalized to the case of more agents, and is also computationally scalable. Details will appear elsewhere.
IV. GAME THEORETIC AUTONOMOUS VEHICLE CONTROLLER
Based on the developed level-k game theoretic driver models, we can define an autonomous vehicle controller for unsignalized intersections. The controller is based on a multi-model strategy, and selects optimal actions according to the model of each of the drivers it is interacting with. Specifically, the ego agent (the autonomous vehicle using this controller) holds a belief about the model of each of the other agents (the drivers), which is a probability distribution over all models. It modifies this belief at every update step by analyzing the actual action applied by each of the other agents.
The principle of this controller is based on the observation that although humans usually do not have perfect knowledge about each other's characteristics initially, they quickly gain better understandings of each other via interactions, and, as a result, become capable to resolve conflicts.
In this paper, we restrict our treatment to 2-agent interactions. The ego agent's belief is represented by P (k), which is the probability that the other agent can be modeled as level-k. It is shown in [16] that humans are usually level-0, 1 and 2 reasoners in their interactions and level-3 reasoners are rarely encountered, thus in this paper we consider k ≤ 2, and P (0) + P (1) + P (2) = 1.
The expected cumulative reward of an action sequence is given by
where R(γ| γ other k ) is defined by (5). The ego agent selects the action sequence that achieves the highest cumulative reward expectation,
After the action sequence γ ego P has been found, the ego agent applies the first action in this sequence over one time step.
Moreover, after the other agent applies its action, γ other , the autonomous vehicle controller compares γ other to the first action γ 
where we use · to represent a measure of the difference between the action γ other and the action γ other (k,0) for k = 0, 1, 2. In our simulation, we use γ
Since we restrict the action choices of every vehicle to the finite action set Γ defined in Section II, P (k * ) gets increased when γ other = γ other (k * ,0) . We remark that (9) is triggered only when there is at least one γ other (k,0) different from others for some k. Otherwise, the controller has no information to improve its belief because the action selections of all models are the same.
We note that [21] considers a multi-policy strategy for autonomous driving, in which policies are selected from a finite policy set for the ego car to use; while in our multi-model approach, the ego car uses multiple models to predict the other cars' decisions, and then computes its own decisions based on both the prediction associated with each model and its belief in each model, where each model is created based on a game theoretic scheme.
V. RESULTS

A. Simulation results of level-k interactions
In this subsection, we present simulation results of levelk driver interactions. The traffic scenario we consider is demonstrated in Fig. 2(b) . We consider this particular scenario as it is frequently encountered in urban traffic, and may be particularly challenging for autonomous vehicles. In particular, we initialize the scenario as: the two cars, car 1 (blue) and car 2 (red), are initialized, respectively, heading straight upward and heading straight downward, with the same distance to the entry of the intersection (|y 1 (0)| = |y 2 (0)| = 16[m]), and with the same speed (4[m/s]). This scenario is challenging because it may cause a deadlock. In the sequel, we refer to this initialization as "Scenario 1." We test the interactive behaviors of the two cars when they are of different combinations of reasoning levels. Snapshots of some of the simulations are shown in Fig. 3 .
From the simulations, we can observe that for the case of level-k versus level-(k-1), that is, when one vehicle is modeled as level-k and the other vehicle is modeled as level-(k-1), the two vehicles can resolve the conflict and successfully get to their objective lanes. This is reasonable since when at least one of the two agents makes a correct assumption about the other as well as correctly predicts the other's actions, it can resolve the conflict by correctly responding to the traffic state evolutions. When both vehicles make wrong assumptions about each other, for example, for the case of level-k versus level-k, the vehicles may not always be able to resolve conflicts. Specifically, for level-1 versus level-1, the two vehicles eventually get to their objective lanes although at the beginning the blue car makes unnecessary decelerations (to yield the right of way to the red car). However, for level-0 versus level-0 and level-2 versus level-2, the two vehicles eventually collide.
Next, we consider another scenario in which the two cars, car 1 (blue) and car 2 (red), are initialized, respectively, heading straight upward and heading straight downward, with their y-positions randomly selected from [12, 20] [m] based on the uniform distribution, and with their speeds randomly selected from [3, 5] [m/s] based on the uniform distribution. We refer to this initialization as "Scenario 2." We run simulations multiple times for each combination of levels. The percentage of simulation runs where both cars can resolve their conflicts and successfully reach their objective lanes within 10[s] and without colliding with each other, without getting off the road or getting on the lanes for opposite direction traffic are shown in Table I From these results, we can observe that for level-k versus level-(k-1), the conflicts are very likely to be resolved; while, for level-k versus level-k, the two vehicles may fail in resolving the conflicts. Also, we observe that the percentages of failures are higher than observed in everyday transportation. The reasons are: 1) In our simulation, the level is fixed during the entire simulation; while, a human driver may be able to adjust his/her level based on his/her interactions with the other driver. Indeed, we have exploited this fact to develop the autonomous vehicle controller, whose performance is shown in the next subsection. 2) Human drivers can communicate with each other through other ways, such as eye contact or making gestures, to help them resolve the conflict; such communications are not considered in our simulations.
B. Simulation results of autonomous vehicle controller
In this subsection, we present simulation results of the proposed multi-model based autonomous vehicle controller. Based on an experimental study of human behavior conducted in [16] , we initialize the autonomous vehicle's belief distribution about the other vehicle's model as P (0) = 0.1, P (1) = 0.6, and P (2) = 0.3. At each update step, the probability of the best model(s) is improved by ∆P = 0.5, and the distribution is then re-normalized, see (9) .
We note that if the controller can identify the driver model efficiently and accurately, its design enables it to make correct responses. Thus, we choose to present the time histories of P (k), k = 0, 1, 2, with the controller interacting with different driver types, to demonstrate its performance. We first initialize the simulation as Scenario 1, and let car 1 (blue) be controlled by the autonomous vehicle controller and car 2 (red) be modeled using different level-k models. The results are shown in Fig. 4 . 0.8 From these results, we can observe that the controller efficiently identifies the true model k * of the driver it is interacting with (by increasing P (k * )). As a result, the controller gives higher weight to the cumulative reward associated with the level-k * model in (7), which motivates the controller's preference to the optimal actions corresponding to model k * . In this experiment, both the autonomous vehicle and the human-driven vehicle reach their objective lanes safely and in a timely manner, so the simulation snapshots are omitted.
It is not surprising that the controller performs well in the above experiment, because its design is based on the level-k models. To show the robustness of this controller, two additional experiments are performed, evaluating: 1) the controller's performance when facing a driver model it is not familiar with; and 2) the controller's performance when facing a vehicle controlled based on the same control logic.
For the first case, we define a driver model (D) as:
that is, the driver assumes that half of the other drivers are level-0 and the other half are level-1, and responds accordingly. This driver model is different from any level-k models, k = 0, 1, 2, and thus is not included in the model set of the multi-model based autonomous vehicle controller.
For the second case, we run simulations where both cars are controlled by the developed multi-model controller.
We first test both cases by initializing the simulation as Scenario 1, and let car 1 (blue) be controlled by the autonomous vehicle controller and car 2 (red) be controlled by, respectively, the new model (11) and the autonomous vehicle controller. The simulation snapshots are shown in Fig. 5 . We then test the controller versus level-k models, k = 0, 1, 2, versus the driver model (11) , and versus the same controller by initializing the simulations as Scenario 2, and run multiple times. The percentage of simulation runs where both car 1 and car 2 can successfully reach their objective lanes within 10[s] and without colliding with each other, without getting off the road or getting on the lanes for opposite direction traffic are shown in Table II 
VI. SUMMARY
In this paper, we exploited a level-k game theoretic approach to model the time-extended, multi-step vehicle-tovehicle interactions at unsignalized intersections. The conditions under which the conflicts between vehicles at the intersection can be resolved were studied. Moreover, an autonomous vehicle controller based on the driver interaction models and online model estimation was proposed. It was shown by simulations to have a good capability of resolving conflicts versus different driver types at the intersection.
