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Terminal ballistics study multivariate behavior and aftermath of projectile and target
interactions. Tests and models are often based on monolithic armors, however, layered and
spaced armors are common in real world applications. Such configurations add complexities that
require research to understand their effects on terminal ballistics. The ballistic limit velocity
(V50) represents the speed where armor perforation probability is 50%. It is used for quantitative
comparison of protection capabilities for different armors. This research studied the V50 of
spaced and layered A36 steel armors against fragment simulating projectiles (FSPs). Four
methods for estimating armor V50 were evaluated and compared to experimental data. The first
two methods were analytical methods from literature, the third was finite element (FE)
simulations in EPIC, and the fourth was a Monte Carlo method developed in this research. The
Monte Carlo method using 100,000 iterations was the most accurate and efficient of all methods.
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CHAPTER I
INTRODUCTION
1.1

Background
Technology plays a dominant role in warfare, strategy, and the tools used for executing

military operations. Technological advances can disrupt or even overturn traditional military
advantage, drastically altering effective force lethality, resiliency, and survivability. In the case
of survivability, advances in armor require advances in weapons to defeat such armor;
conversely, advances in weapons require advances in armor to protect against such weapons.
In a broad and general sense, modern weapons technology relies on blast effects, and/or
projectile terminal ballistics effects, to deliver swift and decisive threat containment and
elimination. Terminal ballistic effects describe the behavior and aftermath of projectiles
impacting and interacting with a target. Fragmenting munitions exhibit both blast effects and
projectile terminal ballistics effects. High-kinetic-energy projectiles in the form of fragments are
generated and accelerated upon detonation of a high explosive charge, which also generates a
blast wave.
Survivability research engineers in the military and civil communities study the effects of
common and emerging weapon threats, in order to design structures and armors used for soft and
critical asset protection, or analyze the level of protection (LOP) provided by existing structures
and armor configurations. In cases where both blast effects and terminal ballistic effects exist in

1

the problem, researchers isolate, study, and model the two phenomena independently, and
ultimately combine their individual effects on the targets for the final analysis.
With this knowledge, engineers then build and calibrate models for weapons effects.
These models can be high-fidelity numerical models, analytical, or empirical. In the case of
terminal ballistic effects, commonly models and experimentation tests are based on impacts on
pristine monolithic (undamaged single material) armor, since this captures the baseline response
of threat-target pairs, isolating the effects of specific variables, and diminishing error sources.
However, layered and spaced armor configurations are common in real world force protection
applications.
Layered armors can consist of a single material or multiple materials. Spaced armors are
layered armors consisting of two or more layers, with air gaps (separation) in between. Such
configurations add varying degrees of complexity to the problem and require research to be able
to understand their effect on terminal ballistic effects and model them.
A useful parameter for quantitatively comparing the protection capabilities for different
armors is the ballistic limit velocity. This velocity represents the projectile speed at which the
probability of perforating the armor is 50%. This parameter is projectile and target dependent
and is therefore different for every threat-target pair.
This research will focus on developing a methodology for modeling the ballistic limit of
spaced A36 mild steel armor configurations impacted by fragment threats.
1.2

Terminal Ballistic Effects
The terminal ballistics field studies the behavior and aftermath of projectiles and targets

when they interact. This is a multivariate problem determined by the combination of projectile
and the target properties and characteristics. Thus, faster and more accurate terminal ballistic
2

effects calculations enable better evaluation of the protection capabilities of different armors,
ultimately leading to new defensive structures and protection scheme designs, and higher quality
decision support tools.
1.2.1

Ballistic limit Velocity (V50)
V50 is one of the most important parameters for armor design. The V50 enables

measurement and comparison of the LOP for different materials or armor thicknesses against
specific projectiles. It is a stochastic measurement indicative of the energy needed for a projectile
to successfully, but barely, perforate a specific armor thickness. The stochastic nature of the V50
arises from spatial distributions and temporal variations in material and physical parameters
within projectiles and targets that cause variation in perforation behavior experimentally.
There is no exact striking velocity (VS) at which projectiles go from partial penetration
(PP) to a complete penetration (perforation, or CP) of an armor configuration. Instead, a zone of
mixed results (ZMR) is often observed, in which perforation at lower VS, and partial penetration
at higher VS can be observed. The 𝑉50 represents the velocity at which the perforation probability
is 50%.
The Department of Defense (DoD) Test Method Standard V50 Ballistic Test for Armor
(DoD, MIL-STD-662F Department of Defense Test Method Standard V50 Ballistic Test of
Armor, 1997), is commonly conducted using four, six, or ten experimental data points, within
maximum allowable striking velocity spans of 18, 27, 30, and 38 m/s. The value is calculated
respectively, as the average two, three, or five perforations having the lowest VS, and the same
number of partial penetrations having highest. Figure 1.1 presents an example of the ballistic
limit relationship with target thickness for a constant projectile. This relationship is directly
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proportional since thicker targets of the same material will require higher kinetic energies to be
perforated and thus higher velocities.

Figure 1.1

Example of ballistic limit velocity vs. target thickness relationship

Example of experimental ballistic limit velocity versus target thickness relationship for a 20-mm
chisel-nosed fragment simulating projectile (referred to as FSP in this study) impacting A36 mild
steel plates at zero degrees of obliquity.
Conversely, the limit thickness (T50) is the thickness at which only 50% of projectiles striking at
a given VS perforate the target. This in other words is the inverse of the V50 vs. armor thickness
relationship.
1.2.2

Depth of penetration (DOP)
DOP measures the thickness of material penetrated in a semi-infinite armor by a specific

projectile, at a specific VS. Testing semi-infinite armor targets is not feasible every time, thus,
DOP models are commonly calibrated with DOP vs. VS data if available, or alternatively armor
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thickness vs V50 data. Conversely, this means the V50 vs. armor thickness relationship can be
approximated with VS vs. DOP data. Figure 1.2 presents an example of these relationships.

Figure 1.2

Example of depth of penetration vs. striking velocity relationship and ballistic limit
approximation

Example of experimental depth of penetration versus striking velocity relationship for a 7.62-mm
chisel-nosed fragment simulating projectile (referred to as FSP in this study) impacting E-Glass
fiber reinforced polymer panels at zero degrees of obliquity. Black squares represent the
thickness vs ballistic limit data, and red circles represent the depth of penetration vs striking
velocity data. Data gathered from (Jordan, 2013).
1.2.3

Residual velocity (VR)

VR represents a measurement of the speed of a projectile exiting the armor after successful
perforation at a specific VS. It is a measure indicative of the amount of energy left in the
projectile after perforation, and thus, the energy absorbed by the target during penetration. This
relationship is often presented in the form VR vs. VS. This relationship is expected to be zero for
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VS values lower than V50, and directly proportional for values higher than V50. Figure 1.3
presents an example of the VR vs. VS relationship.

Figure 1.3

Example of residual velocity vs. striking velocity relationship

Example of experimental residual versus striking velocity relationship for a 20-mm chisel-nosed
fragment simulating projectile (referred to as FSP in this study) impacting a 12.7-mm thick A36
mild steel plate at zero degrees of obliquity.
1.3

Fragmenting Weapons

Fragments are a kinetic energy threat consisting of accelerated bodies (typically metal),
generated and accelerated due to detonation of a high explosive (HE). Fragmenting threats
include weapons such as rockets, artillery, and mortars (RAMs), missiles, and improvised
explosive devices (IEDs). There are different methods these threats employ to produce
fragments, this chapter section presents the most common methods and the respective types of
fragments produced. It is possible for a fragmenting weapon to have more than one, or even all
these types of fragmentation present in its design.
6

1.3.1

Natural Fragments
Natural fragmentation corresponds to a weapon that breaks its shell in a natural random

pattern. The resulting mass and dimensions of the fragments are not controlled so they follow a
distribution that is unique to every threat type. An example of such a weapon is the 155-mm
M107 Artillery, presented in Figure 1.4

Figure 1.4

155-mm M107 artillery shell

The 155-mm M107 Artillery has a steel shell that breaks following natural fragmentation due to
TNT or Composition B detonation. Image from (Joint Program Executive Office, 2017)
1.3.2

Pre-Scored Fragments

Pre-scored warhead shells are indented to force the breakup of the shell to follow a designed
pattern, thus, control of fragment mass and dimensions is achieved. An example of such a
weapon is the 122-mm 9M22U Rocket presented in Figure 1.5.

Figure 1.5

122-mm 9M22U rocket pre-scored fragment sleeves

The 122-mm 9M22U Rocket has pre-scored steel fragmentation sleeves inside the warhead that
produce diamond-shaped fragments of consistent mass. Image modified from (Zecevic, Terzic,
Razic, & Serdarevic-Kadic, 2015)
7

1.3.3

Pre-Formed Fragments

This method involves a weapon designed to contain the fragments of interest before detonation.
These fragments are held in a matrix and are meant to fly out at detonation. Similarly to prescoring, this method achieves control of fragment mass and dimensions. An example of such a
weapon is the M18 Claymore Mine, presented in Figure 1.6.

Figure 1.6

M18 Claymore anti-personnel mine pre-formed fragments

The M18 Claymore anti-personnel mine contains pre-formed steel sphere fragments embedded
in a resin matrix that are ejected at high speeds upon detonation of an underlying C4 charge.
Image from (CBS Boston, 2015)
1.4

Fragment Simulating Projectiles
Fragment simulating projectiles are standardized projectiles used to represent and study

the terminal ballistic effects of fragmenting weapons, in a consistent manner and in controlled
laboratory environments. These projectiles can come in many shapes, materials, sizes, and
masses to simulate the specific fragments of interest. Some of the most common are chisel-nosed
fragment simulating projectiles (from here on referred in this document uniquely as just FSPs),
right circular cylinders (RCCs), spheres, and cubes. For most fragmentation research and
protective design applications FSPs are the simulating projectile of choice. FSPs come in
8

discretized sizes and masses (DoD, MIL-DTL-46593B Detail Specification: Projectile, Calibers
.22, .30, .50, and 20mm Fragment-Simulating, 2006), and are meant to be shot out of precision
laboratory barrels. Figure 1.7 presents a general FSP schematic with standardized dimensions.

Figure 1.7

General schematic for standardized FSP dimensions

All dimensions in terms of diameter. Image modified from (Showalter, Placzankis, & Burkins,
2008)
A fragment simulating projectile’s mass is chosen based on the actual fragment mass
distribution for the fragmenting weapon of interest, and the LOP desired. This mass, coupled
with the initial velocity imparted by the weapon to the fragments, defines the “design fragment”
for the weapon. Mass and velocity also determine kinetic energy and thus the severity or lethality
of a fragment. Fragment mass distributions for fragmenting warheads are obtained via arena test
characterization (ATEC, 2014). In weapon characterization arena tests, the warhead is detonated
and the fragments generated are recovered. The total number of fragments generated is
measured, as well as their weights, dimensions, and initial velocities.
In the cases where there is no available experimental arena test data for naturally
fragmenting weapons, Mott’s analytical method is used to determine the fragment mass
9

distribution, and Gurney’s analytical equations are used to determine the fragment initial
velocities (Dusenberry, 2010). These analytical methodologies require knowledge of the
warhead’s initial dimensions, case thickness, explosive weight, and type.
A design fragment mass percentile represents the percentage of fragments from the total
warhead fragments that are expected to be equal to or less than the specified mass.
1.5

A36 Mild Steel
A36 low carbon mild steel is the most common structural steel used in construction

(ASM International, 2002). Due to their ubiquitousness and affordability, A36 and other similar
metals are excellent candidates for use as a structural armor for expedient passive protection for
military operations. In the context of military operations in the urban environment, terminal
ballistic effects on A36 are also of relevance for the same reasons. The ability to accurately
model terminal ballistics effects on A36 directly affects expedient passive protection systems
design, and decision support tools for urban environment operations. The A36 standard (ASTM,
2019) requires the steel to have a minimum yield strength of 250 MPa (36 ksi). It is important to
note that since this is a minimum there is bound to be significant variability from batch to batch
and manufacturer to manufacturer. These variabilities will also affect the terminal ballistic
effects on the material.
This research will leverage extensive historical A36 armor terminal ballistics research
performed at the U.S. Army Corps of Engineers Engineer Research and Development Center
(ERDC) in Vicksburg, MS.
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1.6

Spaced and Layered Armor Configurations
Layered armors consist of layers of a single material, or layers of multiple materials,

stacked together so the layers are in contact. Spaced armors are layered armors consisting of two
or more layers, with air gaps (separation) in between, instead of being in contact. These types of
armors are a common occurrence since projectiles will often interact with multiple bodies before
ultimately hitting the target in question. This can be by design or by chance. Examples where
spacing in armor is relevant would be a bullet traveling through two or more house walls before
ultimately reaching the target, or a person taking cover behind a car.
This type of ballistics problem comes with unique challenges when modeling terminal
ballistic effects for such configurations. First, it is a multiple impact scenario so there are
multiple penetration/perforation events that need to be modeled. Second, these events are
temporally subsequent, so impact conditions for the next event will be defined by the
combination of the effects from all previous events. Third, being a highly multivariate problem
these effects and their accumulation will logically have significant stochastic behavior involved
when observed in physical experiments.
This research will solely deal with spaced A36 mild steel armor configurations impacted
by fragment threats.
1.7

Terminal Ballistics Modeling Methods
Generally speaking, the common methods employed for terminal ballistic effects

calculations are high-fidelity numerical models, analytical models, and empirical models (Reed,
et al., 2002). All these models are calibrated with empirical testing data in order to benchmark
their accuracy and limitations.
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High-fidelity models typically leverage finite element or finite difference methods to
numerically solve differential equations of complex physical phenomena on discretized geometry
models, with defined material models, and subjected to a set of initial conditions. These models
exhibit great modeling versatility, providing the ability to change model parameters and
geometries, however they have a particular set of challenges and limitations. Most numerical
models require a mesh to be generated for the discretization the geometry or the space being
modeled into nodes and elements, as a direct consequence the discretization or mesh size can
affect the model output. Therefore, in order to validate such numerical models it is necessary to
determine how mesh size affects the output and change it until convergence is reached, and mesh
independence is achieved, this is a process called mesh refinement. Output from numerical
models can also be affected by numerical instabilities, element erosion and conversion settings,
among many other things. Ultimately high-fidelity models require time to set up and validate,
and require significant resources, i.e. processors and computational time. This is further
magnified for a problem like armor spacing which is highly stochastic, and thus requires models
capable of considering stochastic behavior, or iterative parametric modeling to map the variable
space.
Analytical models are mathematical models used to describe ideal physical behavior.
Complex differential equations describing penetration mechanics phenomena are simplified
through idealization and assumptions. Thanks to this, they can model the force on the projectile
and its effect on its motion, without being too computationally expensive. Within this ideal
context, analytical models also offer the ability to extrapolate, which is advantageous for
research and experiment design. However, due to the nature of their design, these models
perform best with “ideal cases where only a single mechanism is at work” (Rosenberg & Dekel,
12

2016). In other words, as the case in study diverges from this ideal, the less accurate the
calculations are likely to be.
Empirical models consist of mathematical functions and relations derived solely from
data observations. A variant of this are semi-empirical models that use data observations coupled
with theoretical assumptions or approximations. Because empirical models describe the actual
observed data, models can be built with less understanding of the physical phenomena behind
them. This is ideal for complex problems that are not well understood or hard to calculate
analytically. When using empirical models it is important to understand the context of the data
used to create the model. This will set the variable ranges and types of problems for which the
model is valid. On the other hand, for problems outside the original context, empirical model
accuracy can take a big hit.
This research methodology will involve semi-empirical, analytical, and high-fidelity
numerical modeling pieces.
1.8

Monte Carlo Method
The Monte Carlo method employs random variable sampling to analyze complex systems

(Harrison, 2010). These systems would otherwise be too difficult, or costly to analyze. Some
uses for this method are optimizing system parameters through iteration, or estimating an output
probability distribution based on statistical modeling of input variable distributions. This
research will leverage this method to study the stochastic behavior of ballistic impacts into
spaced armor configurations by inserting statistical variations into the inputs of deterministic
ballistic models.
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1.9

Problem Definition
Modeling terminal ballistic effects on spaced armor configurations for decision support

applications is a challenging problem. Like many other modeling problems there is a trade-off
between accuracy, and speed of calculation. The problem is decision support applications
demand fast-running solutions with acceptable accuracy, and model versatility. This research
developed a methodology to model the ballistic limit for spaced armor configurations for
decision support applications, based on Monte Carlo simulations of single-material-target models
with inputs modified using simple spacing effects.
1.10

Objective
The objective of this research was to develop a methodology to model the ballistic limit

of A36 mild steel spaced armor configurations against fragment threats, to be used for decision
support applications. The methodology needs to provide speedy calculations, and improved
accuracy relative to current methodology for decision support. It also needs to consider relevant
stochastic behavior, and be built upon single-material-target terminal ballistics models, so it is
compatible and can leverage existing terminal ballistic models and research for other materials
besides A36, if needed.
1.11

Approach
The approach of this research was divided into four steps as follows:
1.

Gather historical A36 experimental test data for terminal ballistic effects on
monolithic targets and spaced armor configurations

2.

Develop accurate monolithic target terminal ballistic effects models from the
monolithic data, and compare results to the experimental data, and to DoD
literature models for validity
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3.

Develop the spaced armor configuration ballistic limit modeling methodology
based on the single-material-target models, and compare results to the
experimental data, and to DoD methodology

4.

Perform high-fidelity finite element (FE) simulations and compare to developed
spaced armor methodology results
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CHAPTER II
LITERATURE REVIEW
2.1

Authoritative Terminal Ballistics Effects Models for Mild Steel
There exist numerous terminal ballistics semi-empirical models for V50 and VR in open

distribution DoD authoritative design literature. This section will present some of the most
commonly used. Most of the models come from DoD United Facility Criteria (UFC) documents.
The following paragraph describes the relevance of UFC documents and thus highlights the
significance of developing new and improved methodologies.
“The Unified Facilities Criteria (UFC) system is prescribed by MIL-STD 3007 and
provides planning, design, construction, sustainment, restoration, and modernization criteria, and
applies to the Military Departments, the Defense Agencies, and the DoD Field Activities.” (DoD,
UFC 4-023-07 Design to Resist Direct Fire Weapons Effects, 2008)
2.1.1

Literature V50 Models
The DoD’s UFC 4-023-07 Design to Resist Direct Fire Weapons Effects presents the

following model to predict the ballistic limit of steel plate targets impacted by projectiles up to
12.7-mm in diameter (DoD, UFC 4-023-07 Design to Resist Direct Fire Weapons Effects, 2008):

𝑉50 =

𝑇 0.8
1.1275 ( ) 𝑑𝑝1.5 log10 𝐵𝐻𝑁
𝑑𝑝
𝑚𝑝0.5 cos0.8 𝜃

where
16

(2.1)

𝑉50 = ballistic limit [m/s]
𝑚𝑝 = projectile mass [kg]
𝑑𝑝 = projectile diameter [mm]
𝑇 = target thickness [mm]
𝐵𝐻𝑁 = Brinell hardness (10-mm steel ball at 3000 kg)
𝜃 = angle of obliquity [rad]

The DoD’s UFC 3-340-02 Design to Resist the Effects of Accidental Explosions presents
the following models to predict the depth of penetration of mild-steel fragments into mild-steel
targets with a Brinell hardness lower than 150 (DoD, UFC 3-340-02 Structures to Resist the
Effects of Accidental Explosions, 2008). This model is conservative for a Brinell hardness higher
than 150.
𝑥 = 0.21 ∗ 𝑚𝑝0.33 ∗ 𝑉𝑆1.22

(2.2)

where
x = depth of penetration into mild-steel [in.]
𝑚𝑝 = fragment weight [oz.]
𝑉𝑆 = fragment striking velocity [kfps]
Rearranging this equation an expression for the critical velocity is obtained. This critical velocity
is an approximation of the V50:
1/1.22

𝑇
𝑉𝑥 = (
)
0.21 ∗ 𝑚𝑝0.33
17

(2.3)

where
𝑉𝑥 = critical perforation velocity for fragment [kfps]
𝑇 = mild-steel plate thickness [in.]
𝑚𝑝 = fragment weight [oz.]
It is important to note that the critical velocity given by this model is not the same as a V50,
rather it is closer to a V0. V0 represents the velocity at which 100% of the projectiles are stopped
by the armor.
The final model considered in this research is the DoD Ballistic Research Laboratory
(BRL) THOR equation. THOR equation provides predictions for the residual velocities of steel
fragments against mild-steel plates among other materials (Dusenberry, 2010). This model will
also be used in the next subsection. If the residual velocity is set to zero, the maximum striking
velocity before there is perforation can be estimated. This calculation in essence a V0. The
following expression is obtained by solving the THOR equation for VS:
6.189

𝑉0 = (10

(𝑇 ∗ 𝐴𝑝 )

0.889

1
−0.945
1.262 (𝜃))0.981
𝑚𝑝
𝑠𝑒𝑐

where
𝑉0 = critical perforation velocity [m/s]
𝑚𝑝 = projectile mass [kg]
𝐴𝑝 = projectile presented area [m2]
𝑇 = target thickness [m]
𝜃 = angle of obliquity [rad]
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(2.4)

2.1.2

Literature VR Models
The DoD’s UFC 4-023-07 Design to Resist Direct Fire Weapons Effects presents the

following model to predict the residual velocity of steel plate targets impacted by projectiles up
to 12.7-mm in diameter (DoD, UFC 4-023-07 Design to Resist Direct Fire Weapons Effects,
2008):

𝑇 0.8
1.1275 ( ) 𝑑𝑝1.5 log10 𝐵𝐻𝑁
𝑑𝑝

𝑉𝑆2 −

𝑉𝑅 =
(

2

𝑚𝑝0.5 cos0.8 𝜃
(

0.5

(2.5)
) )

where
𝑉𝑅 = residual velocity [m/s]
𝑉𝑆 = striking velocity [m/s]
𝑚𝑝 = projectile mass [kg]
𝑑𝑝 = projectile diameter [mm]
𝑇 = target thickness [mm]
𝐵𝐻𝑁 = Brinell hardness (10-mm steel ball at 3000 kg)
𝜃 = angle of obliquity [rad]
The DoD’s UFC 3-340-02 Design to Resist the Effects of Accidental Explosions presents the
following models to predict the residual velocity of mild-steel fragments into mild-steel targets
with a Brinell hardness of less than 150 (DoD, UFC 3-340-02 Structures to Resist the Effects of
Accidental Explosions, 2008):
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1/1.22

𝑇
(
)
0.21 ∗ 𝑚𝑝0.33
𝑉𝑆
𝑉𝑅 =
∗ 1−
𝑇
𝑉𝑆
1+
𝑑𝑝
(
(

2

0.5

(2.6)
) )

where
𝑉𝑅 = fragment residual velocity [kfps]
𝑉𝑆 = fragment striking velocity [kfps]
𝑇 = mild-steel plate thickness [in.]
𝑑𝑝 = fragment diameter [in.]
𝑚𝑝 = fragment weight [oz.]
Finally, the last commonly used model comes from DoD Ballistic Research Laboratory (BRL)
THOR equations. The model is as follows:
𝑉𝑅 = 𝑉𝑠 − 106.189 (𝑇 ∗ 𝐴𝑝 )

0.889

𝑚𝑝−0.945 𝑠𝑒𝑐 1.262(𝜃) 𝑉𝑠0.019

where
𝑉𝑅 = residual velocity [m/s]
𝑉𝑆 = striking velocity [m/s]
𝑚𝑝 = projectile mass [kg]
𝐴𝑝 = projectile presented area [m2]
𝑇 = target thickness [m]
𝜃 = angle of obliquity [rad]

20

(2.7)

2.2

Literature Review: Spacing and Layering Effects on Armor Performance
The effects of spacing and layering in armor configurations has been a topic that has

attracted research interest due to its relevance and prevalence in real world applications. As
mentioned in the previous chapter, spaced and layered armor configurations can occur by design
or by consequence from a projectile’s trajectory and the obstacles between it and its ultimate
stopping point. The logical case for designing spaced in armor configurations for real
applications is it introduces instabilities and variations in the projectile’s trajectory and
orientation after impact with the first armor layer. Compounding effects from these variations
can create suboptimal impact conditions on the next armor layer, etc. This in turn should have
the ultimate effect of increasing the LOP to levels higher than that corresponding to an armor of
the same two layers but without spacing. The effects of these variations should be more easily
observed in physical experiments, since they originate from stochastic sources such as:
•

Slight obliquities on impact produced from error in barrel and target alignment

•

Slight yaw at impact produced from projectile tumbling and asymmetry

•

Material properties variation throughout the target from defects in lattice
structure, uneven heat treatment and material composition, etc.

•

Projectile characteristics variation from tolerances in each shot

Many of these errors are not considered in some FE models and in most analytical models and
empirical or semi-empirical models. For example, an axisymmetric FE model will not allow any
yaw or obliquity to be produced.
In summary, armor spacing should act as a yaw and obliquity inducing agent, making
penetration suboptimal relative to a normal impact worst-case scenario. However, in reality there
have been contradicting results reported in open literature, and reportedly there is “no consensus
on the effect of layering and spacing on the ballistic properties of shields” (Ben-Dor, Dubinsky,
21

& Elperin, 2006). A closer look at the details for the studies is needed. Table 2.1 presents a
summary of findings available in literature concerning armor layering and spacing. Most of the
research papers in this literature review summary were gathered, condensed, and presented in the
2019 Engineering Models in High-Speed Penetration Mechanics and Their Applications book
(Ben-Dor, Dubinsky, & Elperin, 2019).
Table 2.1

Literature review summary for layering and spacing effects in armor performance

Reference
(Honda, Takamae,
& Watanabe,
1930)
(Zaid & Travis,
1974)

Data
Exp

Threat: CNP
Target: MS and S

•
•

Layered < Monolithic
Monolithic < 2L-Spaced

Exp

Threat: 9.5-mm CylP
Target: MS

•

Layered < Monolithic

•
•

Layered < Monolithic < Spaced
Spaced exhibited decreased
“resistance as the layers became
thinner”
Layered is “not very sensitive
to the thickness of the
individual layers”

Threat: 5.56-mm bullet
Target: Al
AG: 13-mm

(Marom &
Bodner, 1979)

Exp

(Corran, Ruiz, &
Shadbolt, 1983)
(Corran, Shadbolt,
& Ruiz, 1983)

Exp

Threat: 12.5-mm CylP
Target: MS
AG: 12-mm

(Liaghat, 1992)

Exp

Threat: CylP
Target: Al
AG: 2-mm

(Almohandes,
Abdel-Kader, &
Eleiche, 1996)

Equivalent Thickness Armor
Performance Findings

Threat-Target Pair

Exp

Threat: 7.62-mm bullet
Target: MS
AG: 4.75 – 24-mm

•

•

Spaced < Layered

•

Ordering layers in decreasing
thickness is better

•
•

Layered < Monolithic
Effectiveness of Spaced and
Layered armors increases when
number of layers decreased
Better to use thickest layer last
in armor
For thin armor configurations:
Spaced < Layered <
Monolithic
For intermediate thicknesses:
Layered ≈ Monolithic

•
•

(Gupta & Madhu,
1997)

Exp

Threat: 7.8-mm AP bullet
Target: MS, S, and Al
AG: 20 – 40-mm
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•

Table 2.1 (continued)
Reference

Data

Threat-Target Pair
•

(Zukas, 1996)
(Zukas &
Scheffler, 2001)

Threat: 13-mm CylP
Num Target: S
AG: 13 – 54-mm

•
•
•

(Abdelshafy &
Oyadiji, 2007)
(Dey, Børvik,
Teng, Wierzbicki,
& Hopperstad,
2007)
(Børvik, Dey, &
Clausen, 2009)
(Jena,
Ramanjeneyulu,
Kumar, & Bhat,
2009)
(Abdel-Wahed,
Salem, Zidan, &
Riad, 2010)
(Durmuş, Güden,
Gülçimen, Ülkü,
& Musa, 2011)
(Nia & Hoseini,
2011)

Num

Threat: HNP, CylP
Target: S

Threat: 20-mm ONP, CylP
Exp
Target: S
&
AG Exp: 24-mm
Num
AG Num: 12 – 72-mm

Equivalent Thickness Armor
Performance Findings
For thin T/D < 1:
Layering < Monolithic
For intermediate 3 < T/D < 10:
Layering < Monolithic
For thick T/D > 10:
Layering ≈ Monolithic
Spacing < Layered

•

Monolithic < Layered

•

For blunt projectiles:
Monolithic < Layered
Monolithic < Spacing
For ogival projectiles:
Layered < Monolithic
Spacing < Monolithic

•

Exp

Threat: 7.62-mm bullet
Target: S
AG: 30-mm

•
•

2L-Layered ≈ Monolithic
Spacing reduced V50

Exp

Threat: 7.62-mm AP bullet
Target: S and Al
AG: 20-mm

•

Spacing improved performance

Exp

Threat: 7.62-mm AP bullet
Target: S
AG: 5 – 10-mm

•
•

Layered < Monolithic
Spaced < Monolithic

Exp

Threat: 9-mm bullet
Target: S

•

Layering reduced V50

Exp

Threat: 8.7-mm HNP
Target: Al
AG: 1 – 5-mm

•

Spaced < Layered < Monolithic
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Table 2.1 (continued)
Reference

Data

Threat-Target Pair
•
•

(Zhang, Deng,
Cao, & Wei, 2012)
(Deng, Zhang, &
Cao, 2012)
(Deng, Zhang, &
Cao, 2013)

•
Exp

Threat:
12.7-mm HNP, ONP, CylP
Target: S
AG: 6 – 100 mm

•
•
•
•

(Ramakrishna &
Bhanu Prakash,
2014)
(Balaban &
Kurtoğlu, 2015)

Threat: 8-mm HNP
Num Target: Al
AG: 1 – 5-mm
Num

Threat: 20-mm CylP, ONP
Target: Al
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Equivalent Thickness Armor
Performance Findings
Under certain total thickness:
Layers < Monolithic
Above certain total thickness:
Monolithic < Layers
(energy dissipation
mechanism changes)
V50 for layers decreases with
increased layer number
For small air gap:
Spaced < Layered
For large air gap, two ballistic
limit velocities one higher and
one lower than Layered.
Increased spacing increases
performance
For Layered, better
performance when:
1st layer > 2nd layer
thickness

•

Spaced < Layered < Monolithic

•

For blunt projectiles:
Monolithic < 2L-Layered
For ogival projectiles:
2L-Layered < Monolithic

•

Table 2.1 (continued)
Reference

Data

(Godzimirski,
Janiszewski,
Rośkowicz, &
Surma, 2015)

Exp

Equivalent Thickness Armor
Performance Findings

Threat-Target Pair
Threat: 9-mm bullet
Target: Al

•

Monolithic < Layered

STUDY:
Exp = Experimental
Num = Numerical
PROJECTILES:
HNP = Hemispherical-Nose Projectile
CNP = Conical-Nose Projectile
ONP = Ogive-Nose Projectile
CylP = Cylindrical Projectile
TARGET MATERIALS:
S = Steel
MS = Mild Steel
Al = Aluminum
ARMOR CONFIGURATION:
Layered = In-contact layered armor
Spaced = Spaced armor
2L-Layered = Armor of 2 layers in contact
2L-Spaced = Armor of 2 layers with air-gap
Monolithic = Single Armor Layer
AG = Air gap
MISC:
T/D = Target thickness/projectile diameter
Compiled literature review summary. Abbreviation table is at the end. The rows colored in green
are literature studies that specified mild steel targets. These are most relevant for this research
since A36 is a mild steel.
2.3

Literature Review: Summary

Layering and spacing effects on the ballistic limit in the literature review can be categorized in
three main types:
1. Spacing magnitude effects – Refers to the effect that increasing or decreasing the spacing
between plates has on the ballistic limit. Literature review indicated an increase in the
spacing magnitude increases armor performance. However, when compared to the
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performance of monolithic or layered configurations, results in the literature review were
contradicting so it is unclear if spacing is of advantage or disadvantage. It is relevant to note
that most of the spaced armor air gaps are less than 25-mm. This might explain why spacing
did not seem to offer an advantage in some of the literature review publications. The yaw
inducing effect in spaced armor is not immediate; it takes some length traveled for a
significant yaw to develop from the angular velocity gained after first layer impact. Absence
of literature studies involving bigger air gaps highlights the existence of a research gap for
this topic. The highest reported air gap in the literature review studies was 100-mm. This
research will consider bigger air gaps up to 1,016-mm.
2. Layering effects – Refers to the effect that increasing or decreasing the number of layers, that
compose a constant total equivalent armor thickness, has on the ballistic limit. A monolithic
target is one layer thick, and for a constant equivalent armor thickness the number of layers
and the individual layer thickness are inversely proportional. There are contradicting findings
among the studies in the literature review summary; however, most of the studies suggest
that for armors having the same total thickness, monolithic armor configurations exhibit
better performance than their layered counterparts do. Furthermore, the studies suggest that
for a layered armor configuration of constant thickness, increasing the number of layers
composing the armor decreases the armor performance.
3. Plate ordering effects – Refers to the arrangement of the plates in an armor configuration
when their individual thicknesses are different. There are contradicting findings among the
studies in the literature review summary; however, more studies suggest higher performance
is achieved when layers are arranged in decreasing thickness order.
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Upon conducting this literature review, the contradictions among the studies available in open
literature are evident. This clearly indicates there are knowledge gaps in the understanding of this
problem. Further research into the topic is needed to understand the dependency on materials,
armor configuration and impact conditions.
2.4

Fast-Running Analytical Modeling of Spaced and Layered Armors
In this section, current fast-running analysis and design methodology for spaced and

layered armors are presented. These fast-running methodologies estimate overall armor
configuration V50 by calculating and combining individual layer V50 values. This approach
assumes independent layer interactions, in other words, projectiles only interact with one layer of
the configuration at a time, and zero projectile mass loss.
The first method is obtained from an energy balance analysis of the layered or spaced
system. The following equation presents the system of equations that represent the system.
𝐾𝐸𝑉𝑆 𝑖 = 𝐾𝐸𝑉50 𝑖 + 𝐾𝐸𝑉𝑅 𝑖

1
1
2
𝑚𝑝 𝑉𝑆2𝑖 = 𝑚𝑝 (𝑉50
+ 𝑉𝑅2𝑖 )
𝑖
2
2

(2.8)

(2.9)

2
𝑉𝑅2𝑖 = 𝑉𝑆2𝑖 − 𝑉50
𝑖

(2.10)
where
𝐾𝐸𝑉𝑆 𝑖 = striking kinetic energy for ith armor configuration layer [J]
𝐾𝐸𝑉50 𝑖 = limit kinetic energy for ith armor configuration layer [J]
𝐾𝐸𝑉𝑅 𝑖 = residual kinetic energy for ith armor configuration layer [J]
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𝑚𝑝 = projectile mass [kg]
𝑉𝑆𝑖 = striking velocity for ith armor configuration layer [m/s]
𝑉50𝑖 = ballistic limit for ith armor configuration layer [m/s]
𝑉𝑅𝑖 = residual velocity for ith armor configuration layer [m/s]
In this model the residual velocity of one layer is the striking velocity for the next (𝑉𝑅𝑖 = 𝑉𝑆𝑖+1 ).
Simplifying this system of equations, it can be expressed as:
𝑛

𝑉𝑅2𝑐𝑜𝑛𝑓𝑖𝑔

=

𝑉𝑆 2𝑐𝑜𝑛𝑓𝑖𝑔

− ∑ 𝑉50 2𝑖 = 𝑉𝑆 2𝑐𝑜𝑛𝑓𝑖𝑔 − 𝑉50 2𝑐𝑜𝑛𝑓𝑖𝑔
𝑖=1

(2.11)

where
𝑉𝑅𝑐𝑜𝑛𝑓𝑖𝑔 = residual velocity for total armor configuration [m/s]
𝑉𝑆𝑐𝑜𝑛𝑓𝑖𝑔 = striking velocity for total armor configuration (same as first layer) [m/s]
𝑛 = number of layers in configuration
𝑉50𝐶𝑜𝑛𝑓𝑖𝑔 = ballistic limit for armor configuration [m/s]
From this expression the final form for the model is reached. In a manner analogous to the
individual layers, this model can calculate a total configuration residual velocity as a function of
the initial striking velocity and an equivalent overall configuration V50 value. This model is in
essence the square root of the sum of the squares of all the configuration layers V50 values. The
model will be referred to as Method #1 from now on in this document. The expression is
presented next (Ben-Dor, Dubinsky, & Elperin, 2019).
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𝑛
2
𝑉50𝐶𝑜𝑛𝑓𝑖𝑔 = √∑ 𝑉50
𝑖

(2.12)

𝑖=1

where
𝑉50𝑐𝑜𝑛𝑓𝑖𝑔 = armor configuration ballistic limit [m/s]
𝑛 = number of layers in armor configuration
𝑉50𝑖 = ballistic limit for ith armor configuration layer [m/s]
The next model presented calculates the V50 for penetration of blunt projectiles into layered
targets (Ben-Dor, Dubinsky, & Elperin, 2019). The model will be referred to as Method #2 from
now on in this document. The expression for this model is presented next:
𝑛

𝑉50𝐶𝑜𝑛𝑓𝑖𝑔 =

2
√𝑉50
1

+

𝑖−1

2
∑ (𝑉50
𝑖
𝑖=2

𝜌𝑇
∗ (1 +
∑ 𝑇𝑗 ))
𝜌𝑃 𝐿𝑃
𝑗=1

where
𝑉50𝑐𝑜𝑛𝑓𝑖𝑔 = armor configuration ballistic limit [m/s]
𝑉50𝑖 = ballistic limit for ith armor configuration layer [m/s]
𝑛 = number of layers in armor configuration
𝜌𝑇 = target density [kg/m3]
𝜌𝑃 = projectile density [kg/m3]
𝐿𝑃 = projectile length [m]
𝑇𝑗 = thickness of jth armor configuration layer [m]
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(2.13)

CHAPTER III
A36 MATERIAL TESTING
3.1

A36 Elemental Composition
The elemental composition of A36 mild steel is defined by the A36/A36M – 19 standard

(ASTM, 2019). Table 3.1 contains the standard requirements for the elemental composition of
the steel.
Table 3.1

A36 mild steel elemental composition requirements

Elemental Content
C, max, %
Mn, %
P, max, %
S, max, %
Si, %
Cu, min, %

≤ 20
0.26
...
0.04
0.05
0.40 max
0.20

Plates ≤ 380-mm Width
Thickness [mm]
> 20 & ≤ 40
> 40 & ≤ 100
0.27
0.28
0.60-0.90
0.60-0.90
0.04
0.04
0.05
0.05
0.40 max
0.40 max
0.20
0.20
ELEMENTS:

C = Carbon
Mn = Manganese
P = Phosphorus
S = Sulfur
Si = Silicon
Cu = Copper
Only requirements for plates with thicknesses less than 380-mm is shown since the plates used
for the experimental data in this study are 305-mm in width and length. Table obtained from
A36/A36M – 19 standard (ASTM, 2019).
An unpublished optical emission spectrometry study was included in the historical
experimental data from ERDC. This study was performed with the intent of validating the
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manufacturer’s A36 plates used in experimentation. The specific specimen tested was a 76x76mm sample from an original 6.35-mm plate with length and width of 305-mm. The results of this
study are presented in Table 3.2.
Table 3.2

A36 mild steel spectrometry study results

Element
C
Mn
P
S
Si
Cu
Fe

Content [%]
0.158
0.972
0.024
0.004
0.188
0.324
97.710

Within Standard-Specified Range (Y/N)
Y
Y
Y
Y
Y
Y
Total: 99.380%

ELEMENTS:
C = Carbon
Mn = Manganese
P = Phosphorus
S = Sulfur
Si = Silicon
Cu = Copper
Fe = Iron
Data obtained from an optical emission spectrometry study at ERDC.
3.2

Mechanical Properties
The A36/A36M – 19 standard (ASTM, 2019) requires the steel to have a minimum yield

strength of 250 MPa (36 ksi). Since this is a minimum value, it is common to find higher yield
strengths than this minimum yield. A36 plates were subjected to tension tests at ERDC to
determine their mechanical properties. Four thicknesses were tested using five samples for each
thickness. Figure 3.1 shows the resulting stress vs. strain data obtained from these tests. Each
curve is the average of the five samples for the respective thickness.
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Figure 3.1

A36 mechanical testing

A36 tension test data.
Using the average stress vs. strain curves from the tests mechanical properties for the
plates were calculated. Table 3.3 presents the mechanical properties calculated from the data.
The plates average yield stress was found to be 329 MPa, or 79 MPa higher than the standard
minimum.
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Table 3.3
Plate
Thickness
6.35-mm
12.7-mm
19.05-mm
25.4-mm

A36 Mechanical properties
Yield Stress
[MPa]
299.4
333.3
350.4
331.1

Ultimate Tensile Stress
[MPa]
430.8
494.4
453.0
451.8

Average:
328.6
457.5
Mechanical properties derived from tension tests data.
3.3

Elongation to Failure
[%]
41.6
40.2
25.0
40.5
36.8

Hardness Measurements
The final piece of data on material characterization was hardness. This parameter is

relevant for calculating terminal ballistic effects with some of the literature models presented in
Section 2.1. Seven 6.35-mm thick A36 plates were tested six times each, to determine their
Rockwell B scale hardness. Figure 3.2 presents the hardness test data measured for A36 mild
steel plates.
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Figure 3.2

A36 plate hardness measurements

Seven measurements performed on each plate. All plates were 6.35-mm thick.
The average hardness for the plates was calculated from this data and found to be 83.1
(Rockwell B) or 159 (Brinell). Table 3.4 presents the summary of the hardness measurements.
Table 3.4

A36 mild steel hardness measurements

Average Hardness
Rockwell B
Brinell (10-mm steel ball at 3,000 kg)
83.1
159
Average hardness was calculated from tests using the Rockwell B scale and converted to Brinell
for use in terminal ballistic effects models.
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CHAPTER IV
A36 SEMI-EMPIRICAL TERMINAL BALLISTICS MODELS
Before modeling complex spaced armor configuration, it is important to understand the
behavior of monolithic single layer targets. This is a less complex case of the problem and it
helps characterize the material’s fundamental response to impact, and its protective capabilities
against different projectiles.
4.1

Terminal Ballistics Data Source
In this chapter, the amalgamation of fragment simulating projectile V50 and VR terminal

ballistics data for A36 mild steel was condensed from ERDC’s historical database for ballistic
tests performed from 2001 to 2021 at ERDC’s Fragmentation Simulation Laboratory. This is
data that has not been published before. All data points came from experiments involving single
layer, monolithic A36 armor configurations. All plates tested measured 305-mm in length and
305-mm in width.
4.1.1

Source Experimental Setup
ERDC’s experimental V50 and VR data gathered and used for this research was measured

at the Fragmentation Simulation Laboratory. The laboratory is an experimental facility with a
controlled environment where small-arm threats, fragment simulating projectiles, and other
projectiles can be tested for characterizing their penetrating capabilities against protective
materials.
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The Fragmentation Simulation Laboratory has the flexibility of changing the
experimental setup to study different impact scenarios and ballistic phenomena. The target’s
standoff, projectile’s obliquity of impact, initial velocity, as well as the firing apparatus can all be
changed as needed. The firing apparatuses used are Mann Barrel systems fitted with an
electronic remote firing solenoid. The Mann Barrel is a heavy walled test barrel that is fitted and
mounted on rings that are concentric with the bore and allows for easy of firing. Barrels of
different calibers both smooth and rifled are available to accommodate any of the
aforementioned threats. Such a system allows shots with speeds upwards of 2,000 m/s.
In order to measure impact velocities, four Oehler Model 57 infrared photoelectric
velocity screens located down range were connected to two chronographs to accurately measure
the impact velocity. As the projectile passes through the screens, the time at which they are
triggered is recorded. Using these time measurements and the distances between screens, two inflight velocity measurements can be obtained. The first and third screens provide the first
velocity measurement, and the second and fourth screens provide the second. These two
velocities yield a velocity decay rate (deceleration). Linear interpolation can then be used to
determine the impact velocity at the target based on the remaining distance to the target. Since
the distances in consideration are small, the assumption of linear (instead of exponential)
projectile velocity decay is accurate. Phantom high-speed cameras are placed perpendicular to
the projectile trajectory in front and behind the target. The high-speed camera in front of the
target serves as confirmation for the impact velocity, while the camera behind the target allows
for the calculation of the residual velocity. Figure 4.1 illustrates the equipment and setup utilized
in ERDC’s fragmentation facility.
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Figure 4.1

Fragmentation facility ballistic test setup.

Ballistic test setup used at the U.S. Army Engineer Research and Development Center
4.2

Terminal Ballistics Data Distribution
The fragment simulating projectiles considered for this study were the 7.62-mm, 12.7-

mm, and 20-mm chisel-nosed FSPs, as well as 12.7-mm spheres and 9.53-mm cubes. Figure 4.2
shows visual examples of the projectiles, and Table 4.1 presents descriptive details for each
respective fragment simulating projectile.

Figure 4.2

Fragment simulating projectiles

Visual examples of the fragment simulating projectiles in the data. From left to right: 20-mm
FSP, 12.7-mm FSP, 7.62-mm FSP, 12.7-mm sphere, 9.53-mm cube.
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Table 4.1

Fragment simulating projectiles details

Projectile
Designation

Nose
Geometry

Diameter
Mass
[mm]
[g]
7.62
2.851
4340
7.62-mm FSP
Chisel
Steel
(Nominal)
(Nominal)
12.7
13.413
4340
12.7-mm FSP
Chisel
Steel
(Nominal)
(Nominal)
20
53.783
4340
20-mm FSP
Chisel
Steel
(Nominal)
(Nominal)
12.7
8.333
S2 Tool
12.7-mm Sphere
Round
Steel
(Nominal)
(Measured Experimentally)
9.525
6.733
4140
9.53-mm Cube
Flat
Steel
(Nominal)
(Measured Experimentally)
Fragment simulating projectiles details for projectile nose geometry, material, diameter and
mass. FSP 4340 steel material, diameter, and mass are all as specified in (DoD, MIL-DTL46593B Detail Specification: Projectile, Calibers .22, .30, .50, and 20mm Fragment-Simulating,
2006).
Material

0 provides a compendium of the terminal ballistic data available, i.e., V50 or VR, for A36
mild steel as a function of nominal thickness, and fragment simulating projectile. The majority of
the data consists of FSPs, highlighting their importance as a standardized fragment simulation
projectile in fragmentation research.
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Table 4.2

Overview of fragment simulating projectile terminal ballistics data

ERDC’s historical fragment simulating projectiles vs. A36 mild steel terminal ballistic effects
data. On the table, the blue color indicates VR data are available for the corresponding threat and
thickness, the red color indicates V50 data are available, and purple indicates both types of data
are available. Finally, an empty white cell indicates there were no data available for that
thickness and threat combination.
4.3

Similitude Analysis and Modeling
Similitude analysis in ballistics consists of scaling relevant physical parameters in

experiments, thus, considering them as scaled models capable of predicting the behavior of other
projectiles based on their physical similarities. The terminal ballistics effects data were
transformed using similitude analysis. This approach was especially suitable for this study due to
the generalization achieved by creating models from scaled data. By applying the similitude
transformations, the families of curves for VR and V50 for each projectile and thickness
combination were grouped into respective generalized curves that were fitted to be used as fastrunning models.
4.3.1

Similitude Relation for V50
The specific limit energy as a function of a scaled thickness was the similitude relation

used for V50. This scaling methodology is common across the literature (DARPCOM-P 706-103,
1983) (W.E. Baker, 1991) (Reed, et al., 2002). The mathematical function relationship is:
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2
𝑚𝑝 𝑉50
𝑇 sec(𝜃)
= 𝑓(
)
3
𝑑𝑝
𝑑𝑝

(4.1)

where
𝑚𝑝 = projectile mass [kg]
𝑉50 = ballistic limit [m/s]
𝑑𝑝 = projectile diameter [m]
𝑇 = target thickness [m]
𝜃 = angle of obliquity [radians]
The form of the function used to fit the similitude relation for V50 data was a simple power
function, also common in literature (Reed, et al., 2002):
𝐵
𝑌𝐵𝐿 = 𝐴 ∗ 𝑋𝐵𝐿

(4.2)

where
𝑌𝐵𝐿 =

2
𝑚𝑝 𝑉50
3
𝑑𝑝

[J/m3]

𝐴 = non-linear regression coefficient [J/m3]
B = non-linear regression coefficient [1]
XBL =

4.3.1.1

𝑇 sec(𝜃)
𝑑𝑝

[1]

Calibrated V50 Model for Fragment Simulating Projectiles
The V50 vs. thickness data was transformed to follow the scaling relationship, and the

function form was calibrated using non-linear regression. The resulting model was:

40

1.94600

2
𝑚𝑝 𝑉50
𝑇 sec(𝜃)
= 7.15967 ∗ 109 (
)
3
𝑑𝑝
𝑑𝑝

(4.3)

Model results, together with the scaled experimental data, are presented in Figure 4.3. The
regression’s R2 metric for the goodness of fit was 97%.

Figure 4.3

Scaled ballistic limit data and model fit

Plot presents the experimental data as the red circles, the similitude model as the solid black line,
and the 95% prediction intervals (PI) as the dashed blue lines. All inputs and outputs are in SI
units.
4.3.2

Similitude Relation for VR
The similitude relation used for VR was residual velocity scaled by limit velocity as a

function of striking velocity scaled by limit velocity. This relation is also found throughout
literature (Reed, et al., 2002). The mathematical function relationship used is:
𝑉𝑅
𝑉𝑆
= 𝑓(
− 1)
𝑉50
𝑉50
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(4.4)

where
𝑉𝑅 = residual velocity [m/s]
𝑉𝑆 = striking velocity [m/s]
𝑉50 = ballistic limit [m/s]
The function form used to fit the similitude relation for VR data was:
𝐵
𝑌𝑉𝑅 = 𝐴 ∗ 𝑋𝑉𝑅

(4.5)

where
𝑉

𝑌𝑉𝑅 = 𝑉 𝑅 [1]
50

𝐴 = non-linear regression coefficient [1]
B = non-linear regression coefficient [1]
𝑉

XVR = (𝑉 𝑆 − 1) [1]
50

4.3.2.1

Calibrated VR Model for Fragment Simulating Projectiles
The VR vs. VS data was transformed to follow the scaling relationship, and the function

form in was calibrated using non-linear regression. The resulting model was:
0.87080
𝑉𝑅
𝑉𝑆
= 1.12688 (
− 1)
𝑉50
𝑉50

Model results, together with the scaled experimental data, are presented in Figure 4.4. The
regression’s R2 metric for the goodness of fit was 96%.
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(4.6)

Figure 4.4

Scaled residual velocity data and model fit

Plot presents the experimental data as the red circles, the similitude model as the solid black line,
and the 95% prediction intervals (PI) as the dashed blue lines. All inputs and outputs are in SI
units.
4.4

Models Comparison
V50 and VR models were compared to literature models presented in section 2.1. This

section presents the relative performance of the models created for this research compared to
existing models and the experimental data.
4.4.1

Performance Metric
The performance metric selected to compare model results was the mean absolute

percentage of error (MAPE). This error metric is defined as:
∑𝑛𝑖=1 (
𝑀𝐴𝑃𝐸 =

|𝑌𝑀𝑜𝑑𝑒𝑙𝑖 − 𝑌𝐸𝑥𝑝𝑖 |
∗ 100)
𝑌𝐸𝑥𝑝 𝑖
𝑛

where
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(4.7)

𝑀𝐴𝑃𝐸 = mean absolute percentage of error
𝑛 = sample size
𝑌𝑀𝑜𝑑𝑒𝑙𝑖 = model prediction for ith data point
𝑌𝐸𝑥𝑝𝑖 = ith observation data point

For the V50 models, the values compared were the actual V50 observations and predictions.
However, for the VR models the values compared were the observed and predicted kinetic energy
differences or reductions (∆𝐾𝐸), calculated from the velocities before and after impact. ∆𝐾𝐸 is
calculated as:
∆𝐾𝐸 =

1
𝑚 ∗ (𝑉𝑆2 − 𝑉𝑅2 )
2 𝑝

(4.8)

where
∆𝐾𝐸 = kinetic energy difference [J]
𝑚𝑝 = projectile mass [kg]
𝑉𝑆 = striking velocity [m/s]
𝑉𝑅 = residual velocity [m/s]
4.4.2

V50 Model Performance
The A36 model developed for V50 in this research was tested for performance against

common models used throughout DoD design and analysis literature, and presented in
CHAPTER II in Section 2.1.1. Figure 4.5 presents a plot of the model data against the
experimental data. Predictions under the ideal line represented in solid black are conservative in
nature since perforation of the armor is being achieved at lower speeds than observed.
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Figure 4.5

V50 models comparison

A36 V50 model developed for this research compared to literature models. The solid black line
with a slope of 1 represents the ideal case where the model is predicting the same value observed
experimentally. This research’s model predictions are represented by dark red dots.
The V50 prediction values for each model were compared to the experimental data and the
MAPE was calculated to quantify performance. Table 4.3 presents the resulting MAPE value for
every model considered for V50. From these calculations it can be observed that the A36 model
developed for this research has the best performance overall, having a MAPE of 6.91%. This
research’s A36 model decreased the overall V50 prediction error by a minimum of 41%, when
compared to the other models.
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Table 4.3

V50 models performance

Model
V50 MAPE (%)
A36 Model
6.91
UFC 4-023-07
11.70
UFC 3-340-02
23.05
THOR
25.04
Model names are found on the left column and their corresponding overall MAPE value is on the
right column. A lower MAPE means a more accurate model.
4.4.3

VR Model Performance
The A36 model developed for VR in this research was tested for performance against

common models used throughout DoD design and analysis literature, and presented in
CHAPTER II in Section 2.1.2. Figure 4.6 presents a plot of the model data against the
experimental data. The VR data was transformed to kinetic energy reduction to aid in the
comparison. Predictions above the ideal line represented in solid black are conservative in nature
since perforation of the armor is yielding higher residual velocities than experimentally observed
for the same striking velocity.
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Figure 4.6

VR model comparison

A36 VR model developed for this research compared to literature models. The solid black line
with a slope of 1 represents the ideal case where the model is predicting the same value observed
experimentally. This research’s model predictions are represented by dark red dots.
Notably, VR predictions from the UFC 4-023-07 were the least accurate. This model’s
predictions in Figure 4.6 reveal a constant horizontal behavior in the kinetic energy reduction for
targets of the same projectile and thickness, regardless of the striking kinetic energy. This is
explained by the nature of the model. The UFC 4-023-07 VR model follows the following form:
𝑉𝑅 = (𝑉𝑆 − 𝑉50 )0.5

(4.9)

where
𝑉𝑅 = residual velocity [m/s]
𝑉50 = ballistic limit [m/s] (substitute V50 equation provided by UFC 4-023-07, presented
in section 2.1.1)
𝑉𝑆 = striking velocity [m/s]
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Rearranging the model equation yields the following relation:
2
𝑉𝑅2 − 𝑉𝑆2 = 𝑉50

(4.10)

This form corresponds to a rigid penetrator with constant mass throughout the ballistic event, for
which the striking kinetic energy equals the sum of the residual kinetic energy and the average
energy required to barely perforate a target (V50 kinetic energy), as shown in the following
equation:
1
1
2
2
(4.11)
𝑚𝑝 ∗ (𝑉𝑆2 − 𝑉𝑅2 ) = 𝑚𝑝 𝑉50
= ∆𝐾𝐸 → (𝑉𝑆2 − 𝑉𝑅2 ) = 𝑉50
= ∆𝐾𝐸
2
2
In other words, for this model the difference between residual and striking velocity is always the
V50 energy, and for targets of the same thickness versus identical projectiles this will be a
constant.
The VR prediction values for each model were compared to the experimental data and the
MAPE was calculated to quantify performance. Table 4.4 presents the resulting MAPE value for
every model considered for VR. From these calculations it can be observed that the A36 model
developed for this research has the best performance overall, having a MAPE of 5.42%. This
research’s A36 model decreased the overall VR prediction error by a minimum of 50%, when
compared to the other models.
Table 4.4

VR model performance

Model
VR MAPE (%)
A36 Model
5.42
UFC 4-023-07
28.99
UFC 3-340-02
9.61
THOR
10.85
Model names are found on the left column and their corresponding overall MAPE value is on the
right column. A lower MAPE means a more accurate model.
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CHAPTER V
A36 SPACED ARMOR CONFIGURATION EXPERIMENTAL DATA
5.1

Data Source
In this chapter, the amalgamation of fragment simulating projectile terminal ballistics

data for spaced A36 mild steel armor configurations was condensed from the U.S. Army
Engineer Research and Development Center (ERDC) historical database for ballistic tests
performed from 2001 to 2021 at ERDC’s Fragmentation Simulation Laboratory. The same
experimental setup, equipment, and instrumentation presented in 4.1.1 were used.
5.2

Experimental Data

ERDC’s dataset for spaced A36 armor configurations contained data for small air gaps similar in
magnitude to the ones used in the references in Chapter 2, as well as data for significantly larger
air gaps. Table 5.1 presents the experimental data obtained from ERDC for A36 layered, and
spaced armor configurations. Experimental V50 for layered and spaced armor configurations will
be labeled as V50(E) in the rest of this document.
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Table 5.1

A36 layered and spaced armor configuration experimental data

FSP
Armor Configuration
V50(E)
Projectile
[mm]
[m/s]
[mm]
7.62
6.35 (1,016) 6.35
>1,910
12.7
6.35 (0) 6.35
1,153
12.7
6.35 (13) 6.35
1,143
12.7
6.35 (25) 6.35
1,201
12.7
6.35 (51) 6.35
1,155
12.7
6.35 (76) 6.35
1,125
12.7
6.35 (89) 6.35
1,083
12.7
6.35 (140) 6.35
1,084
12.7
6.35 (1,016) 6.35
1,109
12.7
9.53 (89) 6.35
>1,636
12.7
6.35 (89) 9.53
>1,645*
12.7
7.94 (76) 6.35
1,379
12.7
7.94 (89) 6.35
1,288
12.7
6.35 (89) 7.94
1,415*
12.7
15.9 (76) 6.35
>2,197
20
6.35 (1,016) 6.35
651
*Plates showed less deformation in this order
ERDC’s data on monolithic, layered, and spaced A36 armor configurations. The table presents
the projectile used in the test, the armor configuration and the experimental ballistic limit. The
armor configuration description uses layer thickness to denote A36 plates, and air gap length
inside parentheses to denote spacing. The greater-than sign (>) is used for tests that used an
armor configuration that surpassed the facility’s Mann barrel system’s capabilities or the study’s
focus. No perforation was observed so the number reported is the highest projectile velocity
recorded.
5.3

Analysis of Experimental Data

Trends in the experimental data were analyzed and summarized in the same categories presented
in Section 2.3:
1. Spacing magnitude effects – The effects of increasing spacing on the configuration ballistic
limit were inconclusive. For this observation, a two-layer spaced configuration with the equal
individual layer thicknesses (6.35-mm) against a 12.7-mm FSP was considered. In a general
sense ballistic limit seems to be constant for air gaps up to 51-mm. There was a single data
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point (1,201 m/s at 25-mm air gap) within this range that diverged from this constant trend.
Experiment repetitions would are necessary to assess if the ballistic limit increase in data
point is real or an outlier. For air gaps from 51-mm to 89-mm, ballistic limit decreased.
Finally he ballistic limit seemed to increase again from 89-mm to 1,016-mm. Figure 5.1
shows a plot of the ballistic limit versus air gap thickness for a two 6.35-mm layer armor
configuration.

Figure 5.1

Spacing magnitude effects in experimental ballistic limit

Two-layer configuration with the equal layer thicknesses of 6.35-mm against a 12.7-mm FSP.
2. Layering effects – ERDC experimental data showed overall ballistic limit of layered and
spaced armor configurations to be higher than that of an equivalent thickness monolithic
armor. The only exception was the threat-target pair 20-mm versus 6.35-mm (1,016-mm)
6.35-mm. Table 5.2 presents the comparison of the respective armor configurations relative
to an equivalent thickness monolithic armor plate.
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Table 5.2

Experimental ballistic limit: monolithic versus spaced

FSP
Armor
Equivalent Monolithic Monolithic
V50(E)
Projectile
Configuration
V50
>
[m/s]
[mm]
[mm]
[m/s]
Spaced
7.62
6.35 (1,016) 6.35
>1,910
1,799
NO
12.7
6.35 (0) 6.35
1,153
1,049
NO
12.7
6.35 (13) 6.35
1,143
1,049
NO
12.7
6.35 (25) 6.35
1,201
1,049
NO
12.7
6.35 (51) 6.35
1,155
1,049
NO
12.7
6.35 (76) 6.35
1,125
1,049
NO
12.7
6.35 (89) 6.35
1,083
1,049
NO
12.7
6.35 (140) 6.35
1,084
1,049
NO
12.7
6.35 (1,016) 6.35
1,109
1,049
NO
12.7
9.53 (89) 6.35
>1,636
1,267
NO
12.7
6.35 (89) 9.53
>1,645*
1,267
NO
12.7
7.94 (76) 6.35
1,379
----12.7
7.94 (89) 6.35
1,288
----12.7
6.35 (89) 7.94
1,415*
----12.7
15.9 (76) 6.35
>2,197
----20
6.35 (1,016) 6.35
651
671
YES
*Plates showed less deformation in this order
Experimental comparison of the ballistic limit of layered and spaced armor configurations versus
their equivalent monolithic thickness armor.
3. Plate ordering effects – Two data pairs for layer thickness ordering were present in the
spaced armor configuration dataset. Ballistic limit findings for the 12.7-mm versus 9.53-mm
(89-mm) 6.35-mm and 6.35-mm (89-mm) 9.53-mm pair was inconclusive. However,
experimentally, the configuration ordered with the thinner layer first (thicker last) was
reported to have suffered less damage from the shot. This implies this configuration has a
greater capacity to absorb energy, thus, indicating a higher ballistic limit value. This was
confirmed with the second data pair, 12.7-mm versus 7.94-mm (89-mm) 6.35-mm and 6.35mm (89-mm) 7.94-mm, which reported a higher ballistic limit for the same arrangement
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(thinner first, thicker last) and reported less damage to the plates in this ordering
configuration. Table 5.3 presents the layer ordering data considered for this analysis.
Table 5.3

Layer ordering effects in experimental ballistic limit

FSP
Armor Configuration
V50(E)
Projectile
[mm]
[m/s]
[mm]
12.7
9.53 (89) 6.35
>1,636
12.7
6.35 (89) 9.53
>1,645*
12.7
7.94 (89) 6.35
1,288
12.7
6.35 (89) 7.94
1,415*
*Plates showed less deformation in this order
Ballistic limit studies for the 9.525-mm (89-mm) 6.35-mm and the 6.35-mm (89-mm) 9.525-mm
configurations were inconclusive; however, qualitative relative armor plate deformation was
reported.
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CHAPTER VI
LITERATURE METHODOLOGIES FOR SPACED ARMOR CONFIGURATIONS
6.1

Literature Model Performance

This chapter presents the evaluation and performance of the fast-running methods presented in
Section 2.4 of the literature review. Performance was measured against the layered and spaced
armor configuration experimental data presented in Section 5.2. Table 7.6 presents the evaluation
and performance of the models against the experimental data. V50 predictions obtained with the
Method #1 and Method #2 will be labeled in the rest of this document as V50(M1) and V50(M2),
respectively.
Table 6.1

Ballistic limit literature methodologies’ results and performance

FSP
Projectile
[mm]
7.62
12.7
12.7
12.7
12.7
12.7
12.7
12.7
12.7
12.7
12.7
12.7

Armor
Configuration
[mm]
6.35 (1,016) 6.35
12.7
6.35 (0) 6.35
6.35 (13) 6.35
6.35 (25) 6.35
6.35 (51) 6.35
6.35 (76) 6.35
6.35 (89) 6.35
6.35 (140) 6.35
6.35 (1,016) 6.35
9.53 (89) 6.35
6.35 (89) 9.53

V50(E)
[m/s]

V50(M1)
[m/s]

V50(M2)
[m/s]

>1,910
1,049
1,153
1,143
1,201
1,155
1,125
1,083
1,084
1,109
>1,636
>1,645*

1,248
1,045
753
753
753
753
753
753
753
753
953
953

1,453
1,045
830
830
830
830
830
830
830
830
1,044
1,084
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Percent Error
[%]
V50(M1) V50(M2)
----0.38
0.38
34.69
28.05
34.12
27.42
37.30
30.92
34.80
28.17
33.06
26.26
30.47
23.40
30.53
23.47
32.07
25.16
---------

Table 6.1 (continued)
Percent Error
FSP
Armor
V50(E)
V50(M1) V50(M2)
[%]
Projectile
Configuration
[m/s]
[m/s]
[m/s]
[mm]
[mm]
V50(M1) V50(M2)
12.7
7.94 (76) 6.35
1,379
849
934
38.41
32.26
12.7
7.94 (89) 6.35
1,288
849
934
34.06
27.47
12.7
6.35 (89) 7.94
1,415*
849
953
39.98
32.65
12.7
15.9 (76) 6.35
>2,197
1,404
1,508
----20
6.35 (1,016) 6.35
651
369
566
43.33
12.99
Comparison for experimental spaced A36 armor data and the predictions obtained from literature
Method #1, and literature Method #2.
The MAPE metric described in Section 4.4.1 was used to assess and compare the
performance of the respective models. Monolithic 12.7-mm plate versus 12.7-mm FSP data point
was excluded for MAPE calculations. Table 7.7 presents a summary of the performance
evaluation for the models.
Table 6.2

Layered and spaced armor configuration V50 model performance

Model
MAPE (%)
Method #1
35.23
Method #2
26.52
Models for the ballistic limit prediction of layered and spaced armor configurations tested on th
experimental data. Performance evaluated by MAPE.
6.2

Analysis of Literature Model Results

Trends in the fast-running literature model predictions were analyzed and summarized in the
same categories presented in Section 2.3, for configurations against the 12.7-mm FSP:
1. Spacing magnitude effects – Literature Method #1 and Method #2 do not consider spacing,
therefore ballistic limit predictions for configurations with the same layer compositions were
constant regardless of spacing magnitude.
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2. Layering effects – Ballistic limit predictions for the monolithic armor configuration were the
same for Method #1 and Method #2 (since its composed of a single layer). The layered 6.35mm (0-mm) 6.35-mm as well as its spaced variations had a lower ballistic limit predictions
than the monolithic armor for every case. Therefore, literature models suggest a monolithic
armor boasts higher ballistic protection performance relative to equivalent total thickness
two-layered and spaced armor configurations.
3. Plate ordering effects – Plate ordering analysis will focus on the 7.94-mm (89-mm) 6.35-mm
and the 6.35-mm (89-mm) 7.94-mm configurations. Literature Method #1 is agnostic to the
plate ordering in the armor configuration. Thus, results were the same for both armor
configurations. Literature Method #2, however, considers the order of the armor plates in the
configuration and suggests a higher performance is achieved when the plates are ordered by
increasing thickness (in the direction of the projectile’s motion).
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CHAPTER VII
MONTE CARLO METHODOLOGY FOR SPACED ARMOR CONFIGURATIONS
The methodology and models developed for this research were created with the intent of
predicting the overall effects of spacing in an armor configuration’s protective capability. Spaced
armor configurations have been utilized throughout the years at ERDC for increasing LOP, and
have been experimentally validated. However, an accurate fast-running method for modeling
these configurations was not available.
7.1

Methodology Overview
The methodology developed in this research models physical phenomena taking place

during ballistic impacts into the spaced armor configurations. This methodology employs a “one
step at a time” approach, which simplifies the complex phenomena taking place into a series of
subsequent steps that ultimately compound to estimate the overall projectile-target interaction in
the form of the ballistic limit for the armor configuration. As part of this approach the
methodology also assumes independent layer interactions, i.e. the projectile only interacts with
one layer in the armor configuration at a time, and constant projectile mass throughout the event.
Due to the independent layer interaction assumption, this methodology is built around singlematerial-target terminal ballistics models, providing the potential for being employed with
terminal ballistic effects models for other materials.
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7.2

General Scenarios In Spaced Armor Methodology
This section presents general scenarios considered in modeling a spaced armor

configuration. Although the figures will present the examples on a two-layer spaced
configuration, the underlying steps are general and are to be iterated based on the armor
configuration in question.
7.2.1

Scenario 1 – Layer Impact
The first scenario concerns projectile impact to new material layer. The following phases

in this scenario are to be iterated as needed for layers in contact within the armor configuration.
7.2.1.1

Phase 1 – Impact Conditions

The first scenario modeled by the methodology is the impact with a material layer in the spaced
armor configuration. Layer impact is visualized in Figure 7.1. The striking velocity at the first
layer is 𝑉𝑆1 . The projectile of mass 𝑀𝑃 , length 𝐿𝑃 , and diameter 𝐷𝑃 , impacts the first layer, of
thickness 𝑇1 , at an obliquity angle of 𝜃1 and yaw angle of 𝜑1 , which corresponds to a layer
ballistic limit of 𝑉501 . The projectile diameters are obtained from the next equations as functions
of projectile mass. FSP diameter is determined from a fit of FSP standard diameter versus mass.
Cube “diameter” is calculated as the diameter of a circle with the same area as the cube’s face.
𝐷𝑃 (𝐹𝑆𝑃𝑠) = 0.0524 ∗ 𝑀𝑃0.3293

(7.1)

1

6𝑀𝑃 3
)
𝐷𝑃 (𝑆𝑝ℎ𝑒𝑟𝑒𝑠) = (
𝜋𝜌𝑠𝑡𝑒𝑒𝑙
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(7.2)

2 1/2
3

4 𝑀𝑃
) )
𝐷𝑃 (𝐶𝑢𝑏𝑒𝑠) = ( (
𝜋 𝜌𝑠𝑡𝑒𝑒𝑙

(7.3)

where
𝐷𝑃 = projectile diameter [m]
𝑀𝑝 = projectile mass [kg]
𝜌𝑠𝑡𝑒𝑒𝑙 = projectile steel density (approx. 7,800) [kg/m3]
If the yaw angle is not zero a modification to the diameter is needed to represent the projectile’s
new presented area at impact. This modification is a function of projectile dimensions and
impact conditions, and will be calculated and applied for any impact of a new layer. The
diameter modification assumes the projectile is a cylinder and is determined from the following
equation:
1/2
4
𝐷𝑒𝑞 = ( 𝐴𝑝 )
𝜋

(7.4)

𝐿𝑃
𝜋
𝐴𝑝 = 𝐷𝑝2 ∗ ( ∗ 𝑠𝑖𝑛(𝜑) + ∗ 𝑐𝑜𝑠(𝜑))
𝐷𝑃
4

(7.5)

where
𝐷𝑒𝑞 = modified projectile diameter [m]
𝐴𝑝 = projectile presented area [m2]
𝐿𝑃 = projectile length [m]
𝐷𝑃 = projectile diameter [m]
𝜑 = projectile yaw at impact [radians or degrees]
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When the yaw angle is 0 degrees, the cylinder’s axis is perpendicular to the target surface and the
equation for presented area yields the area of a circle. On the other extreme, when the yaw is 90
degrees the cylinder’s axis is parallel to the target’s surface, and the equation yields the area of a
rectangle.

Figure 7.1

Layer impact

Visualization of the first phase in the layer impact scenario: projectile impacting a material layer.
The relevant parameters are presented in the figure, and are explained in detail in this section.
7.2.1.2

Phase 2 – Layer Perforation
After the first phase defining impact on the armor configuration layer, the subsequent

step is perforation of the layer. The projectile accomplishes perforation of the layer at the impact
conditions specified and the terminal effects for this interaction are determined.
The first effect is the projectile velocity is reduced during impact and penetration, and
perforates with residual velocity 𝑉𝑅1 . If the next armor configuration layer is in contact with this
previous layer, the residual velocity becomes the striking velocity for the next layer, and the
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impact conditions from the previous layer are maintained. Figure 7.2 presents a visualization of
the projectile perforation of an armor layer.

Figure 7.2

Layer perforation

Visualization of the second phase in the layer impact scenario: projectile perforation of layer.
7.2.2

Scenario 2 – Air Gap
The second scenario concerns the effects of the air gap in spaced armor configurations.

The following phases are to be applied wherever an air gap is present in the armor configuration.
7.2.2.1

Phase 1 – Trajectory Modification
The first phase in the air gap scenario deals with trajectory modification. It is activated

when there are no other material layers in contact ahead of the projectile path, and the air gap is
the next “layer” in the configuration. The methodology assumes that as a result from the last
layer perforation before the air gap, the projectile’s trajectory will be altered slightly by a new
obliquity 𝜃2 that is calculated by adding ∆𝜃 to the initial obliquity 𝜃1 . This is part of the
stochastic variations mentioned in Section 2.2. Figure 7.3 presents a visualization of the
projectile’s trajectory modification.
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Figure 7.3

Trajectory modification

Visualization of the first phase in the air gap scenario: projectile acquires a modified trajectory
due to previous layer interaction and the solid-air interface.
7.2.2.2

Phase 2 – Velocity Decay
The next phase in the air gap scenario is velocity decay. A projectile traveling through an

air gap of thickness 𝑇𝐴 will be subjected to drag forces originating from its friction with air and
will lose velocity in an exponential decay (Dusenberry, 2010). Figure 7.4 presents a visualization
of this phase.
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Figure 7.4

Velocity decay

Visualization of the second phase in the air gap scenario: projectile velocity decays due to air
drag.
The projectile’s velocity decay is modeled with the following equations:
𝑉 = 𝑉0 𝑒

∆𝑉𝐷𝑟𝑎𝑔 = 𝑉0 − 𝑉 = 𝑉0 − 𝑉0 𝑒

𝐶𝐷 ∗𝜌𝑎𝑖𝑟 ∗𝐴𝑝𝑚 𝑅
2∗𝑀𝑝

(7.6)

𝐶𝐷 ∗𝜌𝑎𝑖𝑟 ∗𝐴𝑝𝑚 𝑅
2∗𝑀𝑝

= 𝑉0 (1 − 𝑒

where
𝑅 = distance traveled through air by projectile [m]
𝑉 = projectile velocity at distance 𝑅 [m/s]
𝑉0 = projectile initial velocity [m/s]
𝐶𝐷 = projectile drag coefficient [1]
𝜌𝑎𝑖𝑟 = air density [kg/m3]
𝐴𝑃𝑚 = projectile mean presented area [m2]
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𝐶𝐷 ∗𝜌𝑎𝑖𝑟 ∗𝐴𝑝𝑚 𝑅
2∗𝑀𝑝

)

(7.7)

𝑀𝑃 = projectile mass [kg]
∆𝑉𝐷𝑟𝑎𝑔 = projectile’s change in velocity due to drag [m/s]
The distance traveled through air by the projectile (effective air gap thickness) is calculated with
the following equation:
𝑅=

𝑇𝐴
cos (𝜃)

(7.8)

where
𝑅 = effective air gap thickness [m]
𝑇𝐴 = air gap thickness [m]
𝜃 = projectile obliquity [radians or degrees]
The projectile mean presented area is calculated from the projectile presented area equation in
Sub-Section 7.2.1.1. It is the average presented area obtained from yaw angles from 0 degrees to
90 degrees, as expressed by the following equation:
1

𝜋
2

𝐴𝑃𝑚 = 𝜋
∫ 𝐴𝑝 (𝜑) 𝑑𝜑
−
0
0
2

(7.9)

where
𝐴𝑃𝑚 = projectile mean presented area [m2]
𝐴𝑃 = projectile presented area (Sub-Section 7.2.1.1) [m2]
𝜑 = projectile yaw [radians or degrees]
The projectile drag coefficient is a function of the projectile’s Mach number. Considering this
dependency makes the equation an implicit equation since part of the input depends on the
output of the equation. To avoid this a constant drag coefficient could be used to make the
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equation explicit again. If higher precision is required and a drag coefficient versus Mach
number table or equation is available, the problem can be approximated numerically by iteration
and correction for each point in the decay curve until the change in velocity becomes constant.
For this research the iteration method was used to generate the projectile velocity decay
curves. The drag coefficient versus Mach number data was gathered from tabular data in
literature, involving drag measurements of fragments shot out of a barrel (Zaker, 1975). The
tabular data from this literature reference is presented in Table 7.1. The same data is plotted for
visualization in Figure 7.5.

Table 7.1

Fragment drag coefficient tabular data

Mach
0 < 𝑀𝑎𝑐ℎ ≤ 0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
Data obtained from (Zaker, 1975).

Cd
1.08
1.085
1.095
1.14
1.2
1.26
1.31
1.35
1.37
1.39
1.4
1.39
1.38

Mach
1.8
1.9
2
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
Mach ≥ 3
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Cd
1.365
1.355
1.34
1.3325
1.325
1.315
1.3075
1.3
1.295
1.29
1.285
1.2825
1.28

Figure 7.5

Fragment drag coefficient as a function of Mach number

Data obtained from (Zaker, 1975)
7.2.2.3

Phase 3 – New Impact Conditions
The final phase in the air gap scenario is new impact conditions for next material layer

impact. As the projectile travels through the air gap it will likely be tumbling, therefore its
orientation is changing randomly. To model the final orientation for the impact conditions when
it reaches the next material layer in the armor configuration the yaw angle is modified by a
random number between 0 and 90 degrees. Since the projectile is assumed to be a cylinder this
range of degrees covers all possibilities. The yaw angle at impact after an air gap is another
stochastic variation, that is hard to predict, and that will be different for every shot. Figure 7.6
presents a visualization of the new orientation of the projectile after traveling through the air gap.
The new upcoming impact after the air gap will take the analysis back to Scenario 1 calculations
in this methodology.
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Figure 7.6

New impact conditions

Visualization of the third and final phase in the air gap scenario: new projectile impact
conditions due to air gap effects
7.3

Monte Carlo Implementation
Spaced armor ballistics involves heavily stochastic phenomena. Even the simplified

idealistic methodology shown in the previous sub-section depends on knowledge of hard-topredict random variables such as the projectile trajectory obliquity modification and the impact
yaw modification. Unfortunately, these are rarely reported in ballistic limit experimentation.
Other things such as variations in actual plate thicknesses, mass of the projectiles, and slight
variations to the projectile initial obliquity and yaw parameters can also affect the measured
ballistic limit. Coupling the Monte Carlo method with the armor spacing methodology, these
variations can be considered in the model’s analysis and randomly changed to generate an
overall ballistic limit distribution.
7.3.1

Variables
This sub-section presents a summary of the stochastic variables and their calculation for

each Monte Carlo iteration in the code developed for this methodology.
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•

Projectile obliquity modification (∆𝜃) – Randomly selected using a uniform distribution of
range [𝜃 − 15°, 𝜃 + 15°].

•

Projectile yaw modification (∆𝜑) – Randomly selected using a uniform distribution of range
[−𝜑, 90° − 𝜑], in order to yield random uniform values of projectile yaw angle between 0°
and 90°. Since the model uses a cylindrical geometry approximation, this range of projectile
yaw angles effectively captures all possible projectile orientation effects.

•

Initial projectile obliquity (𝜃1 ) – Selected using a random uniform distribution with range
[𝜃 − 1°, 𝜃 + 1°]. Initial projectile obliquity is a parameter that can be easily and accurately
implemented in the experimental test, therefore, real variations should be within the range
selected.

•

Initial projectile yaw (𝜑1 ) – Selected using a random uniform distribution with range [𝜑 −
5°, 𝜑 + 5°]. ERDC’s Fragmentation Simulation Laboratory discards data from shots with
yaw divergence larger than ±5 degrees from the intended value. Therefore, all initial
obliquity of data observations should fall within this range.

•

Plate thickness (𝑇) – Plate thickness was modified with the parameter ∆𝑇𝑇 defined as:
∆𝑇𝑇 = 𝐹𝑇 ∗ 𝑇𝑛𝑜𝑚𝑖𝑛𝑎𝑙
𝑇𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑇𝑛𝑜𝑚𝑖𝑛𝑎𝑙
)
𝐹𝑇 = (
𝑇𝑛𝑜𝑚𝑖𝑛𝑎𝑙
𝑇 = 𝑇𝑛𝑜𝑚𝑖𝑛𝑎𝑙 + ∆𝑇𝑇

where
∆𝑇𝑇 = modification for nominal plate thickness [m]
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(7.10)

(7.11)

(7.12)

𝐹𝑇 = actual thickness relative difference using nominal thickness as reference [1]
𝑇𝑎𝑐𝑡𝑢𝑎𝑙 = actual plate thickness [m]
𝑇𝑛𝑜𝑚𝑖𝑛𝑎𝑙 = nominal plate thickness [m]
𝑇 = plate thickness [m]
The 𝐹𝑇 parameter distribution was determined from 116 actual A36 plate thickness
measurements compared to their nominal value. Figure 7.7 presents the observed 𝐹𝑇 parameter
distribution. 𝐹𝑇 was modeled and randomly selected from a normal distribution of mean: 𝜇 = 1.080E-02, and standard deviation: 𝜎 = 2.367E-02.

Figure 7.7

Observed plate thickness relative difference distribution

Distribution generated from 116 A36 plate thickness measurements. Mean: 𝜇 = -1.080E-02, and
standard deviation: 𝜎 = 2.367E-02
•

Projectile mass (𝑀𝑝 ) – The projectile mass was modified with the parameter ∆𝑀𝑃 defined as:
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∆𝑀𝑃 = 𝐹𝑃 ∗ 𝑀𝑃𝑛𝑜𝑚𝑖𝑛𝑎𝑙
𝑀𝑃
− 𝑀𝑃𝑛𝑜𝑚𝑖𝑛𝑎𝑙
𝐹𝑃 = ( 𝑎𝑐𝑡𝑢𝑎𝑙
)
𝑀𝑃𝑛𝑜𝑚𝑖𝑛𝑎𝑙
𝑀𝑃 = 𝑀𝑃 𝑛𝑜𝑚𝑖𝑛𝑎𝑙 + ∆𝑀𝑃

(7.13)

(7.14)

(7.15)

where
∆𝑀𝑃 = modification for nominal projectile mass [kg]
𝐹𝑃 = actual mass relative difference using nominal mass as reference [1]
𝑀𝑃 𝑎𝑐𝑡𝑢𝑎𝑙 = actual projectile mass [kg]
𝑀𝑃 𝑛𝑜𝑚𝑖𝑛𝑎𝑙 = nominal projectile mass [kg]
𝑀𝑃 = projectile mass [kg]
The 𝐹𝑃 parameter distribution was determined from 150 actual FSP projectile mass
measurements compared to their nominal value. Figure 7.8 presents the observed 𝐹𝑃 parameter
distribution. 𝐹𝑃 was modeled and randomly selected from a normal distribution of mean: 𝜇 = 1.912E-04, and standard deviation: 𝜎 = 1.593E-03.
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Figure 7.8

Observed projectile mass relative difference distribution

Distribution generated from 150 FSP projectile measurements. Mean: 𝜇 = -1.912E-04, and
standard deviation: 𝜎 = 1.593E-03
7.4

Application of Methodology for V50 Calculations
This section will present the application of the spacing methodology for calculating an

armor configuration’s V50. The methodology implementation will be presented and explained
using an example of a two layer spaced armor configuration. Since all the data points in ERDC’s
spaced armor configuration experimental V50 data are two layered armors, this will also serve to
detail the process undergone in this research to obtain the model predictions.
7.4.1

Two Layer Spaced Armor Configuration Example
Calculating the V50 with this methodology is a two-part process. In the first part, the

armor configuration is analyzed in order from the front to the back to determine and define all
the impact conditions and respective V50 values for the layers. In the second part, the armor is
analyzed from back to front to determine the overall configuration V50.
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The reason the analysis starts from the back is that the final state of the projectile is
known and the initial impact conditions are what needs to be determined. The residual velocity
for a projectile striking the armor at a speed equal to the V50 will be barely zero. Therefore, using
a residual velocity of zero as the final condition, allows for the back-calculation of the velocity
requirements for each layer, until the initial striking velocity is obtained. This striking velocity
will approximate the armor configuration’s V50. Applying the Monte Carlo method to the model
variables will yield a distribution of V50 values, from which the mean will be the V50 prediction.
V50 predictions obtained with the Monte Carlo method will be labeled as V50(MC) in the rest of
this document.
The scenarios discussed in Section 7.2 will be applied in the analysis of a two layer
spaced armor configuration. Figure 7.9 presents a visual representation of the V50 analysis with
labels for each part and step in the process. These parts and steps labeled in the figure are
explained in detail in next sub-section.
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Figure 7.9

Spaced armor configuration V50(MC) analysis

The methodology and steps to analyze the V50(MC) for a spaced armor configuration are presented
in this image. The next subsection hold the detailed explanation for the labels in the image.
7.4.1.1
•

V50 Analysis

The Monte Carlo simulation will iterate the following process list, while changing the
random variables selected by the user:
1.

2.

3.

Projectile parameters –
▪

Define mass (𝑀𝑃 )

▪

Define length (𝐿𝑃 )

▪

Calculate diameter (𝐷𝑃 )

Target parameters –
▪

Define layer materials (𝐴36, 𝐴36)

▪

Define layer thicknesses (𝑇1 , 𝑇2 )

▪

Define air gap length (𝑇𝐴 )

F1 – Scenario 1: Phase 1 – First Layer Impact Conditions –
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4.

5.

6.

7.

8.

▪

Define projectile initial obliquity angle (𝜃1 )

▪

Define projectile initial yaw angle (𝜑1 )

▪

Calculate equivalent diameter (𝐷𝑒𝑞1 = 𝑓(𝐷𝑃 , 𝐿𝑃 , 𝜑1 ))

▪

Calculate first layer ballistic limit (𝑉501 = 𝑓(𝑀𝑝 , 𝐷𝑒𝑞1 , 𝜃1 , 𝑇1 ))

F2 – Scenario 2: Phase 1 – Trajectory Modification –
▪

Modify projectile obliquity angle after first layer perforation (𝜃2 = 𝜃1 + ∆𝜃)

▪

Calculate effective air gap thickness (𝑅 = 𝑓(𝑇𝐴 , 𝜃2 ))

F3 – Scenario 2: Phase 3 – New Impact Conditions –
▪

Modify projectile yaw angle after travel through air gap (𝜑2 = 𝜑1 + ∆𝜑)

▪

Calculate equivalent diameter (𝐷𝑒𝑞2 = 𝑓(𝐷𝑃 , 𝐿𝑃 , 𝜑2 ))

▪

Calculate second layer ballistic limit (𝑉502 = 𝑓(𝑀𝑝 , 𝐷𝑒𝑞2 , 𝜃2 , 𝑇2 ))

B1 – Inverse Scenario 1: Phase 2 – Layer Perforation –
▪

Set residual velocity after second layer to zero (𝑉𝑅2 = 0)

▪

Set striking velocity at second layer equal to its ballistic limit (𝑉𝑆2 = 𝑉50 2 )

B2 – Inverse Scenario 2: Phase 2 – Velocity Decay –
▪

Back-calculate initial velocity from decay to striking velocity at second layer
after effective air gap (𝑉0 = 𝑉𝑆 2 + ∆𝑉𝐷𝑟𝑎𝑔 )

▪

Set residual velocity for first plate equal to initial decay velocity (𝑉𝑅 1 = 𝑉0 )

B3 – Inverse Scenario 1: Phase 2 – Layer Perforation –
▪

9.

Back-calculate first plate striking velocity due to residual velocity at first plate
and first plate ballistic limit (𝑉𝑆1 = 𝑓(𝑉𝑅1 , 𝑉501 ))

B4 – Results –
▪

Striking velocity at first plate will approximate armor configuration V50 due to
all impact conditions. (𝑉50 𝑎𝑟𝑚𝑜𝑟 ≈ 𝑉𝑆1 )
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•

The mean of the distribution of ballistic limits for the armor configuration generated by the
Monte Carlo simulation will be the 𝑉50 estimate for the armor: V50(MC). Figure 7.10 presents
an example of the resulting V50 distribution obtained with this methodology for a 12.7-mm
FSP projectile against an A36 spaced armor of configuration: 6.35-mm (1,016-mm) 6.35mm.

Figure 7.10

Monte Carlo methodology for V50

Monte Carlo model of N = 100,000 simulations, featuring a 12.7-mm FSP impacting an A36
spaced armor of configuration 6.35-mm (1,016-mm) 6.35-mm. The method yields a V50(MC)
estimate of 1,084 m/s for the overall armor configuration.
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7.5

Monte Carlo Iteration Sensitivity Analysis
In this section, the influence of the number of iterations (N) in the Monte Carlo

simulations is studied. Three examples are analyzed to determine the optimum number of
iterations for general Monte Carlo methodology simulations. Table 7.2, Table 7.3, Table 7.4, and
Table 7.5 present the results for the examples considered for this study. The specific threatconfiguration pairs selected for the examples were:
•

Layered: 12.7-mm FSP vs. 6.35-mm (0-mm) 6.35-mm

•

Spaced: 7.62-mm, 12.7-mm, 20-mm FSPs vs. 6.35-mm (1,016-mm) 6.35-mm

Table 7.2

Iteration sensitivity analysis: 12.7-mm FSP vs. 6.35-mm (0-mm) 6.35-mm

N
V50(MC) [m/s]
Percent Difference (%)
10
978
100
1,013
3.52
1,000
1,007
0.59
10,000
1,009
0.20
100,000
1,009
0
1,000,000
1,009
0
Monte Carlo iteration sensitivity analysis for 12.7-mm FSP vs. 6.35-mm (0-mm) 6.35-mm
spaced armor configuration. N=100,000 is the recommended iteration number (marked green on
table).
Table 7.3

Iteration sensitivity analysis: 7.62-mm FSP vs. 6.35-mm (1,016-mm) 6.35-mm

N
V50(MC) [m/s]
Percent Difference (%)
10
1,798
100
1,813
0.83
1,000
1,812
0.06
10,000
1,812
0
100,000
1,812
0
1,000,000
1,812
0
Monte Carlo iteration sensitivity analysis for 7.62-mm FSP vs. 6.35-mm (1,016-mm) 6.35-mm
spaced armor configuration. N=10,000 is the recommended iteration number (marked green on
table).
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Table 7.4

Iteration sensitivity analysis: 12.7-mm FSP vs. 6.35-mm (1,016-mm) 6.35-mm

N
V50(MC) [m/s]
Percent Difference (%)
10
1,032
100
1,095
5.92
1,000
1,081
1.29
10,000
1,084
0.28
100,000
1,084
0
1,000,000
1,084
0
Monte Carlo iteration sensitivity analysis for 12.7-mm FSP vs. 6.35-mm (1,016-mm) 6.35-mm
spaced armor configuration. N=100,000 is the recommended iteration number (marked green on
table).
Table 7.5

Iteration sensitivity analysis: 20-mm FSP vs. 6.35-mm (1016-mm) 6.35-mm

N
V50(MC) [m/s]
Percent Difference (%)
10
651
100
707
8.25
1,000
680
3.89
10,000
684
0.59
100,000
684
0
1,000,000
684
0
Monte Carlo iteration sensitivity analysis for 20-mm FSP vs. 6.35-mm (1,016-mm) 6.35-mm
spaced armor configuration. N=100,000 is the recommended iteration number (marked green on
table).
The optimum iteration number for the Monte Carlo simulation methodology was determined
from the percentage of difference in the predictions for each successive iteration number tested,
and defined as the number at which the percent of difference dropped to zero. This number was
determined to be N=100,000 iterations.
7.6

Monte Carlo V50 Model Results and Performance
This section presents the evaluation and performance of the Monte Carlo methodology

detailed in Section 7.4.1. Performance was measured against the layered and spaced armor
configuration experimental data presented in Section 5.2. Table 7.6 presents the evaluation and
performance the model against the experimental data.
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Table 7.6

Layering and spacing results: Monte Carlo methodology results and performance

FSP
Armor
Percent
V50(E)
V50(MC)
Projectile
Configuration
Error
[m/s]
[m/s]
[mm]
[mm]
[%]
7.62
6.35 (1,016) 6.35
>1,910
1,812
--12.7
12.7
1,049
1,050
0.0953
12.7
6.35 (0) 6.35
1,153
1,010
12.4
12.7
6.35 (13) 6.35
1,143
1,076
5.86
12.7
6.35 (25) 6.35
1,201
1,076
10.4
12.7
6.35 (51) 6.35
1,155
1,076
6.84
12.7
6.35 (76) 6.35
1,125
1,076
4.36
12.7
6.35 (89) 6.35
1,083
1,077
0.55
12.7
6.35 (140) 6.35
1,084
1,077
0.65
12.7
6.35 (1,016) 6.35
1,109
1,084
2.22
12.7
9.53 (89) 6.35
>1,636
1,309
--12.7
6.35 (89) 9.53
>1,645*
1,389
--12.7
7.94 (76) 6.35
1,379
1,191
13.6
12.7
7.94 (89) 6.35
1,288
1,191
7.53
12.7
6.35 (89) 7.94
1,415*
1,231
13.0
12.7
15.9 (76) 6.35
>2,197
1,789
--20
6.35 (1,016) 6.35
651
684
5.06
Experimental spaced A36 armor data comparison with the predictions obtained from the Monte
Carlo Method developed in this research.
The MAPE metric described in Section 4.4.1 was used to assess and compare the
performance of the model. Table 7.7 presents a summary of the performance evaluation for the
model. Evaluation results assign the Monte Carlo methodology a MAPE of 6.88% relative to the
experimental data. Monolithic 12.7-mm plate versus 12.7-mm FSP data point was excluded for
MAPE calculation. The Monte Carlo methodology predictions were conservative for all data
points except for one. Variation in experimental armor configuration V50 values need to be
studied to characterize true statistical performance of the model.
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Table 7.7

Layered and spaced armor configuration V50 model performance

Model
MAPE (%)
Monte Carlo Method
6.88
Monte Carlo model for ballistic limit prediction of layered and spaced armor configurations
tested on the experimental data. Performance evaluated by MAPE.
7.7

Analysis of Monte Carlo Model Results

Trends in the Monte Carlo model predictions were analyzed and summarized in the same
categories presented in Section 2.3, for configurations against the 12.7-mm FSP:
1. Spacing magnitude effects – The Monte Carlo method developed in this research considers
spacing, therefore ballistic limit predictions for configurations with the same layer
compositions increase with increasing spacing magnitudes.
2. Layering effects – The layered 6.35-mm (0-mm) 6.35-mm configuration had a lower ballistic
limit prediction than the monolithic armor. Therefore, the Monte Carlo suggests a monolithic
armor boasts higher ballistic protection performance relative to equivalent total thickness
two-layered armor configurations. However, in the cases of spaced armor configurations
(spacing > 0-mm) the performance is superior to the monolithic equivalent.
3. Plate ordering effects – Plate ordering analysis will focus on the 7.94-mm (89-mm) 6.35-mm
and the 6.35-mm (89-mm) 7.94-mm configurations. The Monte Carlo considers the order of
the armor plates in the configuration and suggests a higher performance is achieved when the
plates are ordered by increasing thickness (in the direction of the projectile’s motion).
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CHAPTER VIII
FINITE ELEMENT ANALYSIS
The final piece of this research was a numerical finite element (FE) investigation of
layering and spacing phenomena. The Elastic Plastic Impact Computation (EPIC) code was used
for this study (Johnson, Beissel, Gerlach, & Holmquist, 2020) (Johnson, 2011). The EPIC code is
a Lagrangian explicit dynamics code for modeling wave propagation, elastic-plastic flow,
material failure, fragmentation and complex interfaces. It excels in modeling high strain rate
problems such as projectile impacts and explosive detonations.
8.1

Material Models
This section presents the material model parameters used for the numerical simulations in

this research. The constitutive model for both projectile and target was the Johnson-Cook model
(Johnson & Cook, 1983). The model parameters were pulled from literature references for the
same type of materials, Sub-Sections 8.1.1 and 8.1.2 present the parameter values and the
references.
8.1.1

Projectile: 4340 Steel
The FSP projectiles composed of 4340 steel were modeled numerically in EPIC using the

Johnson-Cook constitutive model (Johnson & Cook, 1983; Johnson & Cook, 1985). Table 8.1
details the 4340 steel material model parameters used in this study.
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Table 8.1

4340 Steel Model Constants

Material Property
Density
7,830 kg/m3
Specific Heat
477 J/kgK
Melting Temperature
1,793 K
Constitutive Model Constants
A
792 MPa
B
510 MPa
n
0.26
C
0.014
m
1.03
Fracture Model Constants
D1
0.05
D2
3.44
D3
-2.12
D4
0.002
D5
0.61
Model parameters from (Johnson & Cook, 1983) and (Johnson & Cook, 1985)
8.1.2

Target: A36 Steel
The armor configuration A36 steel plates were modeled numerically in EPIC using the

Johnson-Cook constitutive model (Seidt, Gilat, & Klein, 2007). Table 8.2 details the A36 steel
material model parameters used in this study. The average experimental value for the yield
strength presented in Section 3.2 was 328.6 MPa across thicknesses from 6.35-mm to 25.4-mm,
while the experimental yield strength reported for just the 6.35-mm plate was 299.4 MPa. This
numerical simulation effort will mostly model 6.35-mm A36 plate configurations with the
exception of a single 12.7-mm plate configuration to get the monolithic numerical ballistic limit
baseline. These values are close to the yield strength used in the literature reference for the
Johnson-Cook model, so the reference value from literature was chosen for the simulations, and
the parameters left unaltered.
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Table 8.2

A36 Steel Model Constants

Material Property
Density
7,850 kg/m3
Specific Heat
486 J/kgK
Melting Temperature
1,811 K
Constitutive Model Constants
A
286 MPa
B
500 MPa
n
0.2282
C
0.02200
m
0.9168
Fracture Model Constants
D1
0.4025
D2
1.107
D3
-1.899
D4
0.009607
D5
0.3000
Model parameters from (Seidt, Gilat, & Klein, 2007)
8.2

Geometries and Mesh
The FE simulations were set up using the problem’s 3D full geometry. The geometries

for this study were generated and meshed using Sandia National Laboratories’ Cubit automated
mesh generation toolkit (Sandia National Laboratories, 2020).
8.2.1

Mesh Refinement Study
In order to determine the optimum mesh resolution for the problem a mesh refinement

study was performed. The case chosen for the mesh refinement study was a 7.62-mm FSP
impacting a single 6.35-mm thick A36 plate.
8.2.1.1

Projectile Mesh
The geometries and mesh for the FSP projectiles were generated using the standardized

dimensions shown in Figure 1.7 in Section 1.4 (Showalter, Placzankis, & Burkins, 2008), using
an equal size uniform mesh throughout the geometry. The 7.62-mm projectile was selected for
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the mesh refinement study because it has the smallest geometry and therefore will require a
higher mesh resolution to capture the projectile properly. After the Cubit mesh is imported into
EPIC, each hexahedral (HEX) element is further subdivided into twenty-four tetrahedral (TET)
elements. Figure 8.1 shows an example of the FSP geometry for a 7.62-mm FSP meshed with an
original element resolution of 0.5-mm and the resulting TET mesh subdivision.

Figure 8.1

FSP mesh example

7.62-mm FSP geometry and mesh example with a 0.5-mm original mesh resolution (left), and
mesh subdivision from HEX to TET (right)
8.2.1.2

Target Mesh

A thickness of 6.35-mm was chosen for the plate since most armor configuration V50
experimental points consist of plates of this thickness. Each plate was 304.8-mm x 304.8-mm in
length and width respectively. The target’s mesh resolution was uniform and equal to the
projectile mesh resolution for a circular area around the impact point with radius of 1.5 times the
projectile diameter (DP). This radius was chosen based on visual analysis of experimental FSP
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plate perforations. Figure 8.2 presents the deformation observed around A36 plates impacted by
FSP projectiles, heavily deformed zones can be identified by their lighter gray color around the
plate impact crater. These qualitative deformation observations show it is a localized
phenomenon, with the 20-mm FSP case having the largest area of significant deformation around
its impact point. A radius of 1.5DP is a conservative metric for capturing the observed plate
deformation around the impact point since for each case it ends at a significant distance from the
visibly deformed plate area, and is roughly two times the radius of the visibly deformed area in
the steel plate for the 20-mm FSP case.

Figure 8.2

Experimental plate deformation profile around impact point for FSPs

Qualitative A36 plate deformation observations for 7.62-mm FSP vs 6.35-mm plate (left), 12.7mm FSP vs 6.35-mm (center), and 20-mm FSP vs 6.35-mm (right). The orange circle represents
a radius of 1.5 times the diameter of the projectile around the FSP impact point. Average striking
velocity of the shots was two times the respective threat-target pair V50 value.
The rest of the plate outside this circle was meshed with a radially expanding bias of 1.05
(5%), and throughout the thickness, a uniform mesh with size equal to the mesh size used for the
circle around the impact point. This biased mesh scheme was used to decrease the number of
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elements in the simulation that will not see significant deformation. Figure 8.3 presents an
example of the resulting target plate mesh with a zoom-in to the uniform mesh around the impact
point.

Figure 8.3

Target mesh example

Mesh for a 304.8-mm x 304.8-mm x 6.35-mm A36 plate with a 0.5-mm original mesh resolution
(left), and the mesh subdivision from HEX to TET with a zoom-in to the uniform mesh around
impact point (right)
8.2.1.3

Mesh Refinement Results
The mesh refinement study was performed by simulating a 7.62-mm FSP versus a 304.8-

mm x 304.8-mm x 6.35-mm plate at a striking velocity of 1,000 m/s. The striking velocity of
1,000 m/s was chosen based on the V50 of a single 6.35-mm being 904 m/s experimentally. A
velocity of 1,000 m/s should provide enough energy to perforate, while at the same time being a
case where most of the kinetic energy gets absorbed by the target’s mesh. The mesh nodes on
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two opposing plate edge surfaces were subjected to a fixed boundary condition to model the
experimental plate fixing to the target holder frame. The problem time was set to 5.0E-05
seconds to give the projectile time to perforate the plate completely. Distorted elements were set
to convert to particles at the default value of 0.3 equivalent strain, using EPIC’s Generalized
Particle Algorithm. Table 8.3 presents the mesh refinement study results, and the performance of
EPIC for the problem modeled. Mesh resolution was selected using convergence of measured
projectile residual velocity as a metric. The original mesh resolutions of 0.5-mm, 1-mm, and 2mm were selected as candidates for modeling, since they offered residual velocity results with
less 10% in difference from each other. Computational time for spaced armor configurations was
expected to be significantly higher than for this single plate problem, for this reason, these mesh
resolution candidates were tested to determine their feasibility in modeling spaced armor
configurations. This analysis is presented in the next sub-section. The possibility of a 0.25-mm
was explored, but proved to be too computationally expensive for a single plate impact, which
would only be magnified in a spaced armor configuration problem. The resulting simulation for
the 0.25-mm mesh is presented in Figure 8.4. Figure 8.5 presents a visualization of the projectile
and target damage states before and after perforation for the projectiles considered as candidates.
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Table 8.3

Mesh refinement study results

Simulation
Time
[µsec]

HEX Mesh Number of
Percent
Percent
VR
CPU
Resolution
TET
Diff.
Increase
[m/s]
Hours
[mm]
Elements
[%]
[%]
4
69,504
117
14
3
71,088
238
68.2
15
7.14
2
161,760
344
36.4
24
60.0
50
1
670,608
366
6.20
55
129
0.5
3,171,744
375
2.43
418
660
0.25
14,750,400
379
1.06
15,348
3572
Mesh refinement study for a 7.62-mm FSP impacting a single 6.35-mm A36 plate at a speed of
1,000 m/s. Simulation time was 50 µsec. Residual velocity was used as the metric to evaluate
convergence. Results point to 0.5-mm, 1-mm, and 2-mm mesh resolutions as potential candidates
to model the spaced armor configurations. The mesh resolution candidates are highlighted in
green.

Figure 8.4

Mesh refinement simulation with HEX mesh resolution 0.25-mm

Mesh refinement simulation visualization of projectile and target at t = 5.0E-05 sec for the mesh
size of 0.25-mm. Parameter plotted in the pictures is damage where dark blue is 0 damage, and
dark red is 1 damage.
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Figure 8.5

Mesh refinement simulations initial setup (top), and perforation (bottom), for the
mesh size candidates

Mesh refinement simulation visualization of projectile and target at t = 0 sec and t = 5.0E-05 sec
for the mesh sizes selected as candidates to be used to model spaced armor configurations.
Parameter plotted in the pictures is damage where dark blue is 0 damage, and dark red is 1
damage.
8.2.1.4

Spaced Armor Configuration Mesh Refinement Results
In order to determine the optimum mesh resolution for the spaced armor study, the

candidates determined in the previous sub-section were tested in numerical simulations involving
a 7.62-mm FSP striking a 6.35-mm (1,016-mm) 6.35-mm A36 spaced armor of configuration.
The configuration was numerically tested against FSP speeds between 1900 m/s and 2,300 m/s.
These striking velocities were chosen based on the V50 data and predictions presented in Table
7.6 in Section 7.6. V50 for this specific spaced armor configuration was predicted to be 1,812
m/s, but the experimental velocity was determined to be higher than 1,910 m/s.
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Similar to the single plate case both armor configuration plates were fixed on opposing
edge surfaces to model the experimental frame set-up. The first plate’s mesh followed the same
design as the single plate case, with the uniform mesh around the impact point with radius of 1.5
times the projectile diameter, and the radially expanding 5% biased mesh for the rest of the plate.
The second plate was analogous to the first plate, with the only difference being a uniform mesh
around the impact point with radius of 3DP instead of 1.5DP. This increase in area with the
uniform fine mesh was performed in order to place the second projectile impact within the
uniform mesh impact area even if slight deviations in projectile trajectory occurred. This same
mesh design was used in the rest of this study to numerically model spaced armor configurations.
Figure 8.6 shows a visual example of the mesh for the first plate and the second plate.

Figure 8.6

Meshes for spaced armor configuration plates impacted by a 7.62-mm FSP

The figure shows the plate and the uniform mesh impact area for the first plate (left), and the
second plate (right)
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Out of the mesh size candidates, the original HEX mesh resolution of 1-mm was chosen
for simulation of the spaced armor configurations. The 1-mm mesh was selected above the 2-mm
mesh since the results were closer to those observed experimentally, while still being acceptable
in terms of CPU time. Specifically, the breakup of the FSP projectile was captured better. The 2mm mesh runs had residual main fragment masses after the first impact at all velocities tested,
and a residual main fragment mass with residual velocity after the second impact for the 2,300
m/s striking velocity case. The 1-mm mesh on the other hand, exhibited complete projectile
breakup after the first impact, and no perforation and residual velocity after the second impact.
Figure 8.7 presents a visualization of this projectile breakup difference between the 2-mm mesh
and the 1-mm mesh. Figure 8.8 presents the experimental results on the second plate for a 6.35mm (1,016-mm) 6.35-mm configuration against a 7.62-mm FSP. The heavy indentation all over
the plate indicates projectile breakup and impact by the resulting fragments. Seven FSP shots
were performed on this plate. The lower velocity shots retained their mass better, the bigger
impacts on the second plate are due to these shots; however, they didn’t possess the energy to
perforate the second plate.
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Figure 8.7

Residual FSP mass after first plate perforation for 2-mm mesh (left), and the 1-mm
mesh (right)

The view is taken through the perforation hole in the first plate looking in the direction of the
second plate. The colors represent the two different materials used in the simulation: red for A36
and blue for 4340 steel.

Figure 8.8

Experimental armor configuration’s second plate for a 7.62-mm impact

Experimental test on a 6.35-mm (1,016-mm) 6.35-mm configuration against a 7.62-mm FSP.
Second armor configuration plate observed.
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The 0.5-mm mesh was determined not to be viable for this study due to the computational
time required by the 1-mm mesh runs, which already were close to 6,000 CPU-hours. The spaced
armor configuration 6.35-mm (1,016-mm) 6.35-mm modeled at 1-mm original HEX mesh
resolution required an approximate increase in CPU time of 10,600% relative to the single plate
impact simulation of the same mesh resolution in Sub-section 8.2.1.3. Furthermore, if the 660%
percentage increase in CPU time required to go from a 1-mm mesh to a 0.5-mm mesh as
observed in the single plate study is used to conservatively estimate the CPU time needed to
model the 0.5-mm mesh for this spaced armor configuration, the CPU time would be 45,000
CPU-hours. This estimated value is much higher than the 15,348 CPU-hours observed in
modeling the 0.25-mm single plate mesh, which was discarded as a candidate mesh size due to
its CPU time. Table 8.4 presents the results from the numerical mesh candidate refinement study.
Table 8.4

Mesh resolution candidate refinement for spaced armor configurations

HEX
Mesh
2-mm
1-mm
0.5-mm
Resolution
TET
Element
382,728
1,712,592
9,344,352
Number
VS
VR1
VR2
CPU
VR1
VR2
CPU
VR1
VR2
[m/s]
[m/s] [m/s]
Hours
[m/s] [m/s]
Hours
[m/s] [m/s]
1,900
1,119
0
895
2,000
1,187
0
2,084
2,100
1,244
0
1,585
2,200
1,305
0
1,296
1,348
0
5,851
2,300
1,371
141
1,266
1,416
0
5,996
Mesh refinement study for a 7.62-mm FSP impacting an A36 spaced armor configuration of
6.35-mm (1,016-mm) 6.35-mm. The 1-mm mesh resolution was selected as the optimal and
feasible resolution to model the spaced armor configurations. The selected mesh resolution is
highlighted in green.
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8.3

Spaced Armor Configuration Numerical Models Results and Performance
The A36 armor configurations were modeled using the selected original HEX mesh size

of 1-mm, and using the same mesh configuration presented in the previous subsection. Figure 8.9
presents an example of a numerical simulation for a spaced armor configuration studied in this
chapter.

Figure 8.9

Spaced armor configuration numerical simulation

EPIC numerical simulation example of a 6.35-mm (1,016-mm) 6.35-mm spaced armor
configuration against a 12.7-mm FSP at 1,080 m/s. Blue color denotes the projectile material
(4340 Steel) and the red color denotes the target material (A36 mild steel).
Three sub-studies were performed to research the effects the following configuration
parameters on the armor configuration’s ballistic limit. These are the same categories presented
in Section 2.3:
1. Spacing magnitude
2. Layering
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3. Plate ordering
Since the materials in the numerical simulations are perfectly isotropic, there are no
spatial variations on the material properties. Therefore, it is not possible to determine the ballistic
limit of an armor configuration numerically, using the V50 statistical definition and methodology.
The numerical V50(N) is therefore an estimate of the real V50 value, and can be closest
approximated by the velocity at which the projectile just starts completely perforating the target.
This exact velocity would require numerous simulations to pinpoint. Since this is not feasible,
the number will be approximated by fitting the residual velocity curve to find the point at which
residual velocity stops being zero. V50 predictions obtained with numerical simulations will be
labeled as V50(N) in the rest of this document. The following equation form was used for finding
this point:
𝑉𝑅 = 𝑎(𝑉𝑆2 − 𝑏 2 )0.5

(8.1)

where
𝑉𝑅 = projectile residual velocity [m/s]
𝑉𝑆 = projectile striking velocity [m/s]
𝑎, 𝑏 = non-linear regression calibration parameters
𝑏 = 𝑉50(𝑁) = armor configurations numerical ballistic limit approximation [m/s]
This equation is a modification of Equation 2.10 presented in Section 2.4, and is
commonly referred to as the Recht-Ipson model (Ben-Dor, Dubinsky, & Elperin, 2019). The
constant term 𝑎, and the numerical V50(N) term 𝑏 are determined by non-linear regression. The
results of these sub-studies and their analysis are presented in the next three sub-sections. Two
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necessary simulation conditions and their implications are of great relevance when interpreting
the results from these sub-studies:
1. All materials in the numerical simulations are homogeneous – The material properties are
uniform throughout the bodies in the numerical simulation. In reality, considering a normal
impact case, trajectory alterations after perforation are observed and caused by slight
variations in the impact conditions, and by spatial variability in the projectile and target
material properties. In numerical simulations, a homogeneous material should have no spatial
variability in material properties, thus no alterations to the projectile trajectory should be
observed; however, the opposite occurs. The trajectory alterations such as projectile obliquity
and yaw are observed after normal impact perforations in numerical simulations. Things like
floating point errors, can lead to an element to be converted to a particle slightly earlier than
another, under the same loading conditions. These and other numerical instabilities and
fluctuations that accumulate and yield a net result of non-symmetric loading. Thus, the
obliquity and yaw alterations happen to be observed in simulations, but not for the same
reasons as they are observed in physical experimentation.
2. Spacing between plates is treated as a void – Air drag was not considered in the EPIC
simulations. Therefore, spacing will not affect the velocity of the projectile, as it would be
otherwise observed in physical experimentation. For this study, spacing magnitude was still
considered to see the net effect of the trajectory alterations mentioned in the previous point,
knowing it emulates physical behavior but not for the correct reasons.
8.3.1

Spacing Magnitude Sub-Study
The first numerical sub-study focused on the effects of the spacing distance between the

armor plates on the ballistic limit. Table 8.5 presents the results for the spacing magnitude effects
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sub-study, together with the comparisons to available experimental data. Figure 8.10 shows the
performance of the monolithic 12.7-mm A36 armor versus 0-mm, 140-mm, and 1,016-mm
spaced armor configurations against the 12.7-mm FSP projectile, in terms of residual velocity
and V50(N). In terms of V50(N), spaced armor configurations performed better than their equivalent
monolithic armor. However, the difference between the two were small, spaced being 3.98%,
5.54%, and 5.90% higher than the monolithic for 0-mm, 140-mm, and 1,016-mm spacing,
respectively. From these percentages, a direct correlation between the ballistic limit and the
spacing magnitude can be observed. The effect is small, however, causing ballistic limit to
increase of 3 m/s (or a 0.343% increase) for an increase of spacing from 140-mm to 1,016-mm.
The 0-mm spaced (or layered) configuration exhibited a unique inflection point in its
residual velocity performance, which will be documented in the next sub-section. The 140-mm
and 1,016-mm spaced armor configurations exhibited increased performance in terms of residual
velocity relative to the monolithic configuration. It is worth noting, however, that this gain in
performance seems to decrease as striking velocity increase. The numerical simulations’ ballistic
limit approximations were conservative for all data points.
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Table 8.5
FSP
Projectile
[mm]

Spaced armor configuration spacing magnitude effects sub-study
Armor
Configuration
[mm]

7.62

6.35 (1,016) 6.35

12.7

12.7

12.7

6.35 (0) 6.35

VS
[m/s]

VR1
[m/s]

VR2
[m/s]

2,200
2,300
2,400
2,600
800
825
835
840
850
900
950
1,000
850
865
875
900
925
950
975
1,000
1,050
1,060
1,070
1,080

1,348
1,416
1,462
1,580
0
0
36
55
76
130
191
233
-------------------------

0
0
0
0
----------------0
37
64
149
189
229
255
285
344
354
358
367
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V50(E)
[m/s]

V50(N)
[m/s]

Percent
Error
[%]

>1,910

>2600*

---

1,049

830

20.9

1,153

863

25.2

Table 8.5 (continued)
FSP
Projectile
[mm]

Armor
Configuration
[mm]

VS
[m/s]

VR1
[m/s]

VR2
[m/s]

V50(E)
[m/s]

V50(N)
[m/s]

Percent
Error
[%]

875
498
0
890
513
53
900
523
104
925
549
130
950
573
168
12.7
6.35 (140) 6.35
975
598
197
1,084
876
19.2
1,000
623
222
1,050
673
254
1,060
680
255
1,070
696
267
1,080
706
270
890
512
56
900
522
92
12.7
6.35 (1,016) 6.35 1,050
668
251
1,109
879
20.7
1,070
691
272
1,080
699
279
550
342
122
600
378
159
20
6.35 (1,016) 6.35
651
490
24.7
680
444
227
690
453
233
*Projectile breakup increases with increasing striking velocity. Projectile capability limit is
reached, perforation unlikely even at higher velocities.
Numerical results for the spacing effects on ballistic limit sub-study.
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Figure 8.10

Spaced armor configuration sub-study results

Vertical lines represent the numerical V50(N) approximation for the respective armor
configurations
8.3.2

Layer Number Sub-Study
Table 8.6 presents the results for the layer number effects in layered armor

configurations, together with their comparison to available experimental data. Figure 8.11 shows
the performance of the monolithic 12.7-mm A36 armor versus the 6.35-mm (0-mm) 6.35-mm
layered armor configuration, in terms of residual velocity and V50(N). In terms of V50(N), the
layered armor configuration performed better than the monolithic armor. However, the
difference between the two was small, layered being 3.98% higher than the monolithic. One
behavior observed in Figure 8.11 and worth noting is the fact that there is a point at which the
performance gained by the layered configuration ends and the monolithic becomes better in
terms of residual velocity (kinetic energy reduction). This reversal point seems to be around 892
m/s for these particular cases. This means that numerically, there are ranges of striking velocities
for which one armor configuration is better than the other, monolithic being better for velocities
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higher than 892 m/s and vice-versa. The numerical simulations’ ballistic limit approximations
were conservative for all data points.
Table 8.6
FSP
Projectile
[mm]

Layered armor configuration layer number sub-study
Armor
Configuration
[mm]

VS
[m/s]

VR1
[m/s]

VR2
[m/s]

V50(E)
[m/s]

800
0
--825
0
--835
36
--840
55
--12.7
12.7
1,049
850
76
--900
130
--950
191
--1,000 233
--850
--0
865
--37
875
--64
900
--149
925
--189
950
--229
12.7
6.35 (0) 6.35
1,153
975
--255
1,000
--285
1,050
--344
1,060
--354
1,070
--358
1,080
--367
Numerical results for the layering effects on ballistic limit sub-study.
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V50(N)
[m/s]

Percent
Error
[%]

830

20.9

863

25.2

Figure 8.11

Layered armor configuration sub-study results

Vertical lines represent the numerical V50(N) approximation for the respective armor
configurations
8.3.3

Plate Ordering Sub-Study
Table 8.7 presents the results for the plate ordering effects in spaced armor

configurations, together with their comparison to available experimental data. Figure 8.12 shows
the performance of the 6.35-mm (89-mm) 7.94-mm (low-high) A36 armor configuration versus
the 7.94-mm (89-mm) 6.35-mm (high-low) armor configuration, in terms of residual velocity
and V50(N). In terms of V50(N), the high-low armor configuration performed better than the lowhigh. However, the difference between the two was small, high-low being only 2.79% higher.
Another behavior observed in Figure 8.12 and worth noting is there is a point at which the
performance gained by the high-low configuration ends and the low-high becomes better in
terms of residual velocity (kinetic energy reduction). This reversal point seems to be around
1,041 m/s for these particular cases. This means that numerically, there are ranges of striking
velocities for which one armor configuration is better than the other, low-high being better for
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velocities higher than 1,041 m/s and vice-versa. The numerical simulations’ ballistic limit
approximations were conservative for all data points.
Table 8.7
FSP
Projectile
[mm]

Spaced armor configuration plate order study
Armor
Configuration
[mm]

VS
[m/s]

VR1
[m/s]

VR2
[m/s]

V50(E)
[m/s]

V50(N)
[m/s]

950
575
0
990
614
71
1,000 623
83
1,050 670
132
12.7
6.35 (89) 7.94
1,100 722
179
1,415
969
1,125 747
194
1,150 763
205
1,175 789
220
1,200 812
234
950
480
0
990
517
0
1,000 532
45
1,050 581
140
12.7
7.94 (89) 6.35
1,100 625
186
1,288
996
1,125 651
215
1,150 677
237
1,175 703
242
1,200 727
261
Numerical results for the plate order effects on ballistic limit sub-study.
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Percent
Error
[%]

31.5

22.7

Figure 8.12

Armor configuration plate order sub-study results

Vertical lines represent the numerical V50(N) approximation for the respective armor
configurations
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CHAPTER IX
MODEL PERFORMANCE AND ARMOR CONFIGURATION PHENOMENA SUMMARY
In this chapter, this research’s results are summarized into two categories: spaced armor
configuration modeling method performance, and qualitative effects of configuration
characteristics on armor V50.
9.1

Spaced Armor Configuration Ballistic Limit Modeling Methods

A summary of the performance all different methods studied for modeling spaced armor
configurations on this research is presented in Table 9.1. These methods were kinetic energy
literature Method #1, kinetic energy literature Method #2, numerical FE simulations, and the
Monte Carlo method developed for this research. The different models’ performances were
quantified and compared by using the MAPE metric. Monolithic 12.7-mm plate versus 12.7-mm
FSP data point was excluded for MAPE calculations. The Monte Carlo methodology developed
and presented in this research achieved the highest accuracy among all the methods tested, with
an overall MAPE of 6.88%. The model is conservative in its predictions, which makes it ideal
for protection assessment for decision support tools. This is especially so when it models cases
where there is high amounts of projectile deformation and break up.
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Table 9.1

Modeling methods results summary

FSP
Projectile
[mm]
7.62
12.7
12.7
12.7
12.7
12.7
12.7
12.7
12.7
12.7
12.7
12.7
12.7
12.7
12.7
12.7
20

Armor
V50(E)
V50(M1) V50(M2) V50(N) V50(MC)
Configuration
[m/s]
[m/s]
[m/s]
[m/s]
[m/s]
[mm]
6.35 (1,016) 6.35 >1,910
1,248
1,453 >2600
1,812
830
12.7
1,049
1,045
1,045
1,050
863
6.35 (0) 6.35
1,153
753
830
1,010
--6.35 (13) 6.35
1,143
753
830
1,076
--6.35 (25) 6.35
1,201
753
830
1,076
--6.35 (51) 6.35
1,155
753
830
1,076
--6.35 (76) 6.35
1,125
753
830
1,076
--6.35 (89) 6.35
1,083
753
830
1,077
876
6.35 (140) 6.35
1,084
753
830
1,077
879
6.35 (1,016) 6.35
1,109
753
830
1,084
--9.53 (89) 6.35
>1,636
953
1,044
1,309
--6.35 (89) 9.53
>1,645
953
1,084
1,389
--7.94 (76) 6.35
1,379
849
934
1,191
996
7.94 (89) 6.35
1,288
849
934
1,191
969
6.35 (89) 7.94
1,415
849
953
1,231
--15.9 (76) 6.35
>2,197
1,404
1,508
1,789
490
6.35 (1,016) 6.35
651
369
566
684
MAPE
35.2
26.5
24.0
6.88
Modeling methods results and model performance in terms of the mean absolute percentage error
(MAPE).
9.2

Spacing, Layering, and Plate Order Qualitative Effects

Spacing magnitude in the armor configuration, the layer number, and plate ordering were
analyzed in order to determine underlying qualitative generalizations regarding their effects on
the ballistic limit of an armor configuration. Table 9.2 presents a summary of the qualitative
effects of these concepts on the performance of an armor configuration according to the
respective models considered. Out of all the models considered, the FE simulations and the
Monte Carlo method had the best agreement with the effects observed in the experimental data.
However, the accuracy and the computational efficiency of the Monte Carlo method make it the
most cost-effective. As an example of this, a single FE simulation of a 12.7-mm FSP versus a
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6.35-mm (1,016-mm) 6.35-mm A36 armor configuration took on average of 168 hours to run on
a supercomputer using 144 cores. The number of simulations used to determine the
configuration’s V50 was five, which means that to determine the V50 for the armor configuration
approximately 120,960 CPU-hours were needed. On the other hand, the Monte Carlo method is
capable of modeling the same configuration, with a higher accuracy, in under 1.5 minutes with a
single core, yielding a total of 0.025 CPU-hours. This amounts to 99.99997933% in CPU-hours
savings by using the Monte Carlo method as opposed to FE simulations.
Table 9.2
Effect

Armor configuration effects summary
Method
#1

Method
#2

𝑉50 = 𝑐𝑜𝑛𝑠𝑡

𝑉50 = 𝑐𝑜𝑛𝑠𝑡

𝑉50𝑀 < 𝑉50𝐿

𝑉50𝑀 > 𝑉50𝐿

𝑉50𝑀 < 𝑉50𝑆
𝑉50 (𝑇1 < 𝑇2 )
>
𝑉50 (𝑇1 > 𝑇2 )

Experimental
1
𝑇𝐴
𝑇𝐴 < 89 − 𝑚𝑚

FE
Simulations

Monte
Carlo

𝑉50 ∝ 𝑇𝐴

𝑉50 ∝ 𝑇𝐴

𝑉50𝑀 > 𝑉50𝐿

𝑉50𝑀 < 𝑉50𝐿

𝑉50𝑀 > 𝑉50𝐿

𝑉50𝑀 > 𝑉50𝑆 𝑉50𝑀 > 𝑉50𝑆
𝑉50 (𝑇1 < 𝑇2 ) 𝑉50 (𝑇1 < 𝑇2 )
=
>
𝑉50 (𝑇1 > 𝑇2 ) 𝑉50 (𝑇1 > 𝑇2 )
Symbol List

𝑉50𝑀 < 𝑉50𝑆
𝑉50 (𝑇1 < 𝑇2 )
<
𝑉50 (𝑇1 > 𝑇2 )

𝑉50𝑀 < 𝑉50𝑆
𝑉50 (𝑇1 < 𝑇2 )
>
𝑉50 (𝑇1 > 𝑇2 )

𝑉50 ∝

Spacing
Magnitude

𝑉50 ∝ 𝑇𝐴
𝑇𝐴 > 89 − 𝑚𝑚
Layering

Ordering

𝑉50 = Ballistic limit
𝑉50𝑀 = Equivalent monolithic armor ballistic limit
𝑉50𝐿 = Layered armor configuration ballistic limit
𝑉50𝑆 = Spaced armor configuration ballistic limit
𝑇𝐴 = Spacing magnitude
𝑇1 = Thickness of first plate
𝑇2 = Thickness of second plate
Qualitative effects of spacing magnitude, layering, and plate ordering on the ballistic limit of an
armor configuration.
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CHAPTER X
CONCLUSIONS
This research studied the ballistic limit of spaced and layered A36 mild steel armor
configurations against FSPs. Four methods for analyzing and predicting V50 of such armors were
evaluated and compared to experimental data of spaced and layered armors. The first two
methods were fast-running analytical methods found in open literature, the third method was
high-fidelity FE simulations using EPIC, and finally, the fourth method was a new fast-running
Monte Carlo method developed for this research. Empirical models for predicting the V50 and VR
of single monolithic A36 plates were developed and presented in this document. These empirical
models leverage similitude relations to scale experimental data, grouping it into single
generalized curves for FSP projectiles, which were then fitted. The same models were used for
calculating V50 and VR for each individual plate in the spaced and layered armor predictions
using the aforementioned fast-running methods. FE simulations were performed with the EPIC
code, using material models and parameters available in the open literature for the A36 mild steel
plates and 4340 steel FSP projectiles. Mesh refinement study yielded a 1-mm mesh size as the
optimum resolution for these numerical simulations. Due to the high computational resources
needed to run these numerical simulations, representative cases were chosen to assess method
performance and accuracy.
In terms of accuracy performance, the Monte Carlo method developed in this research
proved to be the most accurate of all methods with a MAPE of 6.88% relative to the spaced and
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layered armor experimental data. The literature methods and the numerical simulations all
proved to be inferior in accuracy with two digit MAPEs. Iteration sensitivity analysis showed a
number of 100,000 iterations is optimum for achieving convergence in the Monte Carlo method
results. In terms of computational time performance, the Monte Carlo method exhibited a
dramatic decrease in computational time requirements relative to FE simulation method, which is
the next best method in terms of accuracy. This research achieved over 99.9% in CPU-hours
savings in the most complex runs using the Monte Carlo method as opposed to FE simulations. It
should be noted that these efficiency gains do not consider or reflect the considerable amount of
experimentation, resources, and research and development necessary to develop the terminal
ballistic models used. The Monte Carlo model is fast and is conservative in its predictions, which
makes it ideal for protection assessment in decision support tools. The method is especially
conservative when modeling cases with high amounts of projectile deformation and break up.
The literature review summarized the effects of spaced and layered armor configuration
characteristics into three main categories. These are spacing magnitude, layering, and plate
ordering effects. Findings contradictions among the studies in the literature review are evident,
indicating a knowledge gap in the understanding of this problem. For spacing magnitude effects,
the literature review indicated an increase in the spacing magnitude increases armor
performance. However, relative to the performance of an equivalent total thickness monolithic or
layered configuration, results in the literature review were contradicting so it was unclear if
spacing serves as an advantage or disadvantage. For layering effects, there were again
contradicting findings among the studies in the literature review summary. However, most of the
studies suggest that for armors having the same total thickness, monolithic armor configurations
exhibit better performance than their layered counterparts do. Furthermore, the studies suggest
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that for a layered armor configuration of constant thickness, increasing the number of layers
composing the armor decreases the armor performance. For plate ordering effects, there are also
contradicting findings among the studies in the literature review summary. However, more
studies suggest a higher performance is achieved when layers are arranged in decreasing
thickness order.
The experimental data and predictions from the methods considered in this research were
used to explore the nature of these effects on the predicted armor configuration ballistic limit.
For the effects of spacing magnitude, the experimental data presents an inversely proportional
behavior between the spacing magnitude and the ballistic limit for spacings under 89-mm and a
directly proportional behavior for spacings over 89-mm. Literature Method #1 and Method #2
yielded constant ballistic limits independent of the spacing magnitude. Lastly, the FE simulations
and the Monte Carlo methods presented a directly proportional behavior between spacing
magnitude and ballistic limit. For the layering effects, the experimental data and the FE
simulations presented lower ballistic limit velocities for equivalent thickness monolithic plates
than for layered and spaced configurations. Method #1 and Method #2 presented the opposite
behavior with monolithic being higher than layered and spaced. Lastly, the Monte Carlo method
exhibited higher ballistic limits for equivalent thickness monolithic plates relative to layered
configurations, but lower relative to spaced configurations. Finally, for the ordering effects, the
experimental data, Method #2, and the Monte Carlo method suggest higher ballistic limits are
achieved arranging the plates in the configuration in increasing plate thickness. Method #1
yielded a constant ballistic limit independent of ordering scheme. Lastly, the FE simulations
suggested higher ballistic limits are achieved arranging the plates in the configuration in
decreasing plate thickness.
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