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Abstract 
The reliability of composite structures depends, among other damage mechanisms, on their 
ability to withstand delaminations. In order to have a better understanding of the cohesive 
zone method technique for delamination simulations, a complete analysis of the multiple 
parameters influencing the results is necessary. In this paper the work is concentrated on the 
cohesive zone method using cohesive elements. First a summary of the theory of the cohesive 
zone method is given. A numerical investigation on the multiple parameters influencing the 
numerical simulation of the mode I and mode II delamination tests has been performed.  The 
parameters such as the stabilization method, the output frequency, the friction and the 
computational efficiency have been taken into account. The results will be compared to an 
analytical solution obtained by linear elastic fracture mechanics. Additionally the numerical 
simulation results will be compared to the experimental results of a glass-fibre reinforced 
composite material for the mode I Double Cantilever Beam (DCB) and to a carbon fibre 5-
harness satin weave reinforced polyphenylene sulphide composite for the mode I DCB and 
mode II End Notched Flexure (ENF). 
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1. Introduction 
Delamination is one of the most difficult and common types of damage in laminated 
composite structures due to the relatively weak interlaminar strengths. Delamination starts 
generally at geometrical discontinuities, such as laminate free edges and cut-outs. This is so 
because the state of stress close to a free edge in a laminate is three-dimensional, with nonzero 
interlaminar stresses, which grow without bound due to a singularity in the stress field at the 
intersection of the free-edge and the interface. Delaminations may arise in a composite under 
various circumstances, e.g. when subject to transverse concentrated loads, such as low/high 
velocity impacts arising from a falling mass, and propagate due to the loads of the structure 
such as dynamic loading. Finally the behaviour of the entire structure changes and in most 
cases a failure is unavoidable. 
Since decades, methods based on fracture mechanics have been used to model delamination 
problems. These methods rely on the assumption of an initial existing crack or void and 
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cannot be applied directly without it. In many papers stress based methods are used in order to 
predict the delamination initiation and this precedes the propagation calculations using the 
fracture mechanics. The parameters such as stress intensity factors or energy release rates 
require information of several elements around the crack front. Some examples of fracture 
mechanics based methods which were implemented in commercial finite element codes are:  
 Virtual Crack Closure Technique (VCCT): Rybicki and Kanninen (1977) [1], Krueger 
(2004) [2]. 
 J-Integral: Rice (1968) [3] 
Later, models using the cohesive zone method (CZM) became more and more popular for the 
simulation of fracture processes. The initial LEFM approaches from Inglis [4] to Westergaard 
[5] and Griffith [6] lead to infinite stresses at the crack tip of a perfectly sharp crack. This, of 
course, is non-physical since it would mean that the materials would have zero strength. 
Barenblatt (1959) [7] and Dugdale (1960) [8] developed a concept avoiding this infinity at the 
crack tip.  
The cohesive zone method can be summarized as follows [9,10]: all the inelastic effects that 
occur at the vicinity of a crack can be concentrated into a surface namely the cohesive damage 
zone. Based on the concept of continuum modelling, the interfacial damage mechanics takes 
into account the irreversible damage consistent with the laws of thermodynamics. The 
advantage over the continuum modelling is the ability of the technique to allow two or more 
material points to coexist in the same location of the undeformed body. A difference between 
the two techniques is the formulation: the continuum model formulates the work conjugacy 
based on the stresses and strains, whereas tractions τj and displacement jumps δ are used to 
calculate the work conjugacy in the interfacial damage mechanics. Damage initiation is 
related to the interfacial strength τ0. When the area under the traction - displacement jump 
relation is equal to the fracture toughness Gc, the traction is reduced to zero and new crack 
surfaces are created. The new crack surfaces are completely formed when the displacement 
jump is equal to or greater than the final displacement jump δf. In other words, the energy 
dissipated at the crack propagation must be equal to the fracture toughness and following 
relation must be fulfilled: 
∫         
  
 
 
 
(1) 
 
Through the years several traction-separation softening laws have been developed as those 
given by Barenblatt and Dugdale for example [11]; Needleman developed a 
phenomenological model to predict the normal separation using a polynomial fit (1987) [12], 
Tvergaard and Hutchinson (1992) [13] proposed a trapezoidal traction; Xu and Needleman 
(1993) [14] and (1994) [15] used the models of Needleman to study the void nucleation at the 
interface between the particle and matrix, and the dynamic fracture growth at the bi-material 
interfaces predicting shear and normal separation; Camacho and Ortiz (1996) [16] used a 
linear cohesive zone method with tensile and shear cohesive relation to simulate multiple 
cracks under impact damage in brittle materials predicting failure by shear and normal 
separation in tension and shear in compression; Geubelle and Baylor (1998) [17] used a 
bilinear traction-separation law to simulate the crack initiation and propagation of transverse 
matrix cracks and delamination fronts in thin composite plates under low-velocity impact. 
 
In this work the attention is given to the bilinear softening equation (Fig 1). 
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Fig 1 Bilinear cohesive traction separation law [10] 
The cohesive zone model with the boundary value problem, the kinematics and constitutive 
relations for the formulation of the model for the delamination initiation and propagation are 
nicely presented by Turon and Camanho (2006) in [10]. In this manuscript the cohesive zone 
method, more specifically with the cohesive elements, was used for the numerical modelling 
of a mode I double cantilever beam (DCB) test and the mode II end notched flexure (ENF) 
test. The mathematical implementation can be found in [18].  
 
2. Goal 
A lot of research on the numerical simulation of delaminations has been performed the last 
decade in which multiple parameters have been studied in order to verify their impact on the 
results. For example Turon et al. [10] developed a material model for the cohesive element 
and studied the impact of the stiffness K and the strength τ0 (Fig 1) and developed an 
approach for the selection of the adequate mesh length of the cohesive elements in the 
numerical models. In [19], Alfano et al. declared that the impact of the interfacial strength is 
negligible unless the chosen strength is too low leading to inaccurate results. However in this 
work will be proven through a numerical investigation on a mode I double cantilever beam 
(DCB) and a mode II end notched flexure (ENF) test that not only the strength has an impact, 
but moreover it is the combination of the different parameters like stiffness, strength, 
numerical stabilization, output frequency, mesh size, and in the case of mode II the friction 
(external and internal), position of the sample and other parameters which will steer the 
results.  
 
3. Experimental / analytical / numerical references 
In order to validate the numerical results the numerically obtained load-displacement curves 
will be benchmarked to the analytical solutions. Additionally experimental results will be 
used for the validation of the numerical results. In the last decades a lot of research has been 
made in order to create standardization of methods for the material characterization and a 
survey can be found in [20] (1998) and in [21] followed by a more recent version (2008) [22]. 
In the contrary to the Mode I DCB standardization, no consensus was found after round Robin 
for obtaining a Mode II standard for ENF yet. One of the reasons is the unstable crack growth 
for some materials, the crack initiation point, the influence of friction effects on the results 
and the appearance of hackles for example. Alternatives were introduced like for example the 
4ENF (4 point bending) test by Martin and Davidson [23], which also faced some difficulties. 
The influence of friction on the 3ENF and the 4ENF was described by Davidson et al. (2005) 
[24]. However extensive work has been done by the research community, not all necessary 
parameters are implemented in the manuscripts when dealing with mode I and mode II 
simulations, even when experimental analyses have proven that the parameters have an 
important impact on the final results (for example friction).   
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3.1. Mode I – DCB 
Concerning the mode I DCB simulations, a parametric analysis was performed on the material 
used by Turon et al. in [10]. This allowed having a good reference when obtaining numerical 
results of the mode I DCB tests. The material properties (elastic and damage properties) of the 
simulated test specimen, which is a unidirectional carbon-fibre reinforced epoxy composite, 
are shown in Table 1. 
 
Elastic properties 
E11, [GPa] E22=E33, GPa] G12=G13, [GPa] G23, GPa] ν12= ν13 ν23 
120.0 10.5  5.25  3.48  0.3 0.5 
Damage related parameters 
  
 , [MPa] GIC, [N/mm] K, [N/mm³]    
15  0.26  1e6     
Table 1 Material properties of the carbon fibre reinforced epoxy [10] 
where E11 = Longitudinal Young’s modulus, [GPa] 
 E22 ; E33 = Young’s modulus in transverse directions, [GPa] 
 Gij i=1,2,3 and j =1,2,3  = Shear moduli in different directions, [GPa] 
 νij i=1,2,3 and j =1,2,3 = Poisson coefficients 
   
  = strength at failure initiation in normal direction,  [MPa] 
 GIc = mode I critical strain energy release rate, [N/mm]  
 K = Penalty stiffness, [N/mm³] 
Once all the influencing parameters of the numerical simulations were analysed, the gained 
knowledge was applied on a unidirectional glass/fibre reinforced epoxy material. The mode I 
DCB tests of this material are explained below. Additionally the results of a mode I DCB test 
on CETEX material (CF/PPS 5-harness satin weave composite) will be shown. 
 
Mode I DCB tests  
The objective of a DCB test is to determine the GIc for an interlaminar interface and the 
commonly used standard is the ASTM-D5528 standard [25].  
3.1.1. Test setup 
All tests have been performed on an electromechanical Instron 5800R tensile machine A 
calibrated load cell of 1 kN has been used and the forces and displacements were recorded 
using the Blue Hill software throughout the experiment. The tests were displacement driven 
with accurate control of speed (1 mm/min) and position. All the results were post-processed 
in Excel. The behaviour of the material under the mode I loading condition was captured 
visually by using a microscope at a frame rate of 30 FPS. 
3.1.2. Material and Results 
GF/Epoxy 
GF/Epoxy plates were produced with the resin transfer moulding (RTM) technique.  Eight 
layers of non-crimp GF UD fabric are packed in a mould cavity which has the shape of the 
desired part and the mould is closed. The polymer resin is then pumped into the cavity where 
an under-pressure is built up with a vacuum pump. In the last phase, the curing cycle, the 
mould is heated and the resin is polymerized to finally become a fibre reinforced composite. 
In order to obtain mode I test specimens, a kapton film (13μm thick) is placed in the centre of 
the stacking of the reinforcing fibre layers. This non-adhesive film will form the initiation of 
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delamination of the composite. The mechanical properties for the UD GF/Epoxy composite 
can be found in Table 2. The plates were sawed using a diamond saw in the dimensions 
corresponding to the requirements given in the ASTM standard D5528 [25]. 
 
GF/ Epoxy 
Elastic properties 
E11, 
[GPa] 
E22, 
[GPa] 
E33, 
[GPa] 
ν12, 
 [-] 
ν13,  
[-] 
ν23,  
[-] 
G12, 
[MPa] 
G13, 
[MPa] 
G23, 
[MPa] 
38.90 13.30 - 0.25 - - 5130.0 - - 
Table 2 Elastic properties of the UD GF/Epoxy material 
In an initial phase, 3 specimens (GFE1, GFE2 and GFE3 in Table 3) with the dimensions 
conform to those given in the ASTM standard D5528 were tested in order to evaluate the 
ASTM standard method for the fracture toughness calculations with one polished side of the 
specimens. Since large deflections were observed for the DCB tests for samples GFE1to 
GFE3 an additional test sample (GFE5 in Table 3) with L = 105 mm was tested.  
 
  GFE1 GFE2 GFE3 GFE5 
Thickness t, [mm] 3.00 3.00 3.00 3.00 
Width b, [mm] 23.15 23.15 23.25 21.30 
Length L, [mm] 123.40 123.35 123.60 105.00 
a0, [mm] 47.95 47.95 47.95 29.45 
a0 (after precrack), [mm] 56.95 56.95 57.45 35.45 
Table 3 Dimensions of the GF/Epoxy (GFE1 – GFE5) test specimens 
The experimental load-displacement curves for the GF/Epoxy composite samples can be 
found in Fig 2. GFE5 will be used as experimental benchmark for the numerical simulations. 
   
 
Fig 2 Load - Displacement curves for test specimens GFE1- GFE5 
Conform to the procedure explained in the ASTM standard D5528, a mode I critical strain 
energy was calculated at initiation (GIc, ini = 0.961N/mm) and at propagation (GIc, prop = 1.125 
6 
 
N/mm) depending on the calculation method used viz. the modified beam theory (MBT), the 
compliance calibration (CC) and the modified compliance calibration (MCC), using following 
equations (2–4)): 
MBT:     
   
       
 
(2) 
CC:     
   
   
 
(3) 
MCC     
       
     
 
(4) 
 
where: P = load applied on the hinges, [N] 
 δ = load point deflection, [m] 
 b = width of the test specimen, [m] 
 a = total delamination length, [m] 
 C = compliance, given by δ/P, [m/N] 
 h = thickness of the test specimen, [m] 
 ∆, n, A1 = correction factors, [m], [-], [-] 
 
If the large displacements of the beam have to be taken into account, the critical energy 
release rates have to be multiplied with the correction factor F. With these equations, one can 
calculate the R-curves for the different test samples. An example of such a R-curve is given 
for test sample GFE3. 
 
 
Fig 3: Delamination resistance curve (R-curve) for the GFE3 test specimen 
A summarizing table of the obtained values for the critical strain energy release rat GIc at 
initiation and propagation can be found in Fig 4. 
 
7 
 
 
Fig 4: Resulting GIc for test samples GFE1 – GFE3 
It must be noted that the crack path could deviate from the centre of the DCB sample and a 
numerical investigation will be done concerning asymmetric substrate heights (4.2). 
  
CETEX 
The material used here is a polyphenylene sulphide (PPS) reinforced with a 5-harness satin 
weave carbon fibre (CF) fabric also known as CETEX. The plates with the insertion of a 
kapton film (13μm thick) in the midplane of the [(0, 90)4, (90, 0)4]s stacking exist of a total of 
16 fabric layers. These plates were produced and delivered by TenCate (Netherlands). The 
plates were sawed using a diamond saw in the dimensions corresponding to the requirements 
given in the ASTM standard D5528 [25]. The elastic properties for the CETEX CF/PPS 
composite can be found in Table 4 and were obtained using a meso-scale homogenization as 
described in [26] as well as through experiments.  
 
CF/PPS (CETEX) 
Elastic properties from meso-scale homogenization 
E11, 
[GPa] 
E22, 
[GPa] 
E33, 
[GPa] 
ν12, 
[-] 
ν13, 
[-] 
ν23, 
[-] 
G12, 
[MPa] 
G13, 
[MPa] 
G23, 
[MPa] 
56.2 56.21 10.66 0.08 0.42 0.42 4390.28 3227.19 3228.68 
Elastic properties from experiments 
57±1 57±1 -  0.05±0.02 - - 4360±60 - - 
Table 4 Material properties used for the construction of the DCB model of the CETEX material 
The dimensions of the test samples can be found in  
 
Specimen Width, [mm] a0 before pre-crack, [mm] a0 after pre-crack, [mm] 
CET 1 22.5 48.3 52.0 
CET 2 22.5 48.3 52.7 
CET 3 22.5 47.8 55.1 
CET 4 22.5 48.3 52.6 
Table 5 Dimensions of the cracks before and after pre-crack of test specimen CET 1 – CET 4  
In Fig 5 all the force-displacement curves are shown, with (i) a continuous displacement of 
the crosshead of the tensile machine for test specimens CET 1 – CET 3 and (ii) a stepwise 
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loading of test sample CET 4. CET 4 was loaded until crack propagation and unloaded 
sequentially until complete failure was achieved. The goal of the CET 4 experiment was to 
evaluate the effect of fibre bridging. By closing the specimen after each loading, any fibre 
bridging in the crack area is most likely crushed or buckled, hence eliminating the bridging 
force. The unloading of the test specimen CET 4 in Fig 5 is not shown for clarity purpose.  
 
 
Fig 5: Force-displacement curves for the mode I DCB test for all the CETEX test specimens 
 
A detailed procedure leading to the resulting critical energy release rates for mode I can be 
found in [27] leading to a GIc, min = 0.83 N/mm and GIc, max = 0.983 N/mm.  
3.1.3. Analytical solution for the mode I DCB test 
A lot of research has been effectuated on the analytical calculation of the mode I fracture 
toughness GIc. Multiple data reduction methods based on Linear Elastic Fracture Mechanics 
(LEFM) have been developed and can be categorized as: the compliance calibration methods 
based on experiments defining the relationship of the compliance versus the crack length 
[28,29,30]; the compliance calibration methods derived from the classical and modified beam 
theory [31,32,33]; an approach determining the energy release rate from the ratio of change in 
strain energy to the change in crack area [33,34] and finally a reduction method using the J-
integral as a fracture parameter [3,35]. The expressions for GIc used in this work are based on 
the work of Williams [31,36] and Hashemi et al. [33] leading to the equations below. 
 
The necessary force P for crack propagation is given by: 
 
  √
          
         
 (5) 
where GIc = critical strain energy release rate, [N/m] 
 b = the width of the specimen, [mm] 
 h = half of the thickness of the specimen, [mm] 
 E11 = longitudinal Young’s modulus, [Pa] 
 χh = compensation term for the crack tip rotation effect, [mm] 
 a = the length of the delamination, [mm] 
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The corresponding displacement δ is given by: 
 
   
        
      
 (6) 
 
Eliminating        in equations (5) and (6), one obtains: 
 
   √ (
   
  
)
 
  
√ 
        
           
     (7) 
 
3.2. Mode II – ENF 
 
The objective of an End Notch Flexural (ENF) test is to determine the GIIc for an interlaminar 
interface. This test is not a standard yet, but the work item (ASTM WK22949) has been 
initiated in 2009 and still needs further development [37]. In the research community, a lot of 
research has been made on the determination of the mode II critical strain energy release GIIc 
with the following three most popular experimental configurations: (i) the End Notch Flexure 
(ENF) test [38], (ii) the End Loaded Split (ELS) test [39,40] and (iii) the 4ENF test [41]. The 
ENF test is the simple three point bending test on a pre-cracked test specimen. A disadvantage 
of the ENF test method is the possibility of having unstable crack propagation. Referring to 
the work of Carlsson and Gillespie (1989) [40,41], the ENF test requires a ratio a/L > 0.7. 
 
3.2.1. Test setup  
All tests have been performed on the same electromechanical Instron 5800R tensile machine 
with a calibrated load cell of 1 kN and the forces and displacements were recorded using the 
Blue Hill software throughout the experiment. The three rods, two supporting rods and one 
load introducing rod, have a diameter of 10 mm.  
3.2.2. Material and results 
The same material as described in 3.1.2 was used. The dimensions of the test samples can be 
found in Table 6. 
 
Specimen 
Width, 
[mm] 
Half span L, 
 [mm] 
Crack length a0, 
[mm] 
Testing speed, 
[mm/min] 
CET 7 16.1 100.0 70 0.5 
CET 8 16.1 100.0 70 1 
Table 6 Dimensions of the CETEX test specimens (CET 7 - CET 8) 
The load-displacement curves of the test samples CET 7 and CET 8 can be found in Fig 1 and 
show reproducible results. 
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Fig 6: Force-displacement curves for the mode II DCB test for the CETEX test specimens 
The procedure for the calculation of the Mode II GIIc propagation (GIIc, prop) and its results can 
be found in [27] leading to an average GIIc, prop = 3400 J/m². 
 
3.2.3. Analytical solution for the mode II ENF test 
The analytical solution for the ENF test can be split in the three stages of the load-
displacement curve as defined earlier [42]. The load and displacement can be calculated with 
following equations:   
Linear part: 
 
  
     
      
       
 (8) 
 
 
Displacement and load during crack propagation with a < L: 
 
  
          
       
 (9) 
   √
             
   
 (10) 
 
Displacement and load during crack propagation with a > L: 
 
  
 
       
[    
(
  
         
   )
   
 √   
] (11) 
   √
             
   
 
(12) 
where: GIIc = critical mode II strain energy release rate, [J/m²] 
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 B = width of the test sample, [m] 
 h = half of the thickness of the test sample, [m] 
 E11 = longitudinal Young’s modulus, [Pa] 
 P = applied force, [N] 
 a = the crack length, [m] 
 L = half of the span, [m] 
The last part of the analytical solution has not been proven, but it has been added here for 
completeness of the analytical expressions. 
 
4. Numerical simulations on the mode I - DCB 
A lot of research has been accomplished on this topic [9,18,19,42,43,44,45] and many papers 
are related to the simulation of delaminations in a double cantilever beam test. But in many 
cases not all the different parameters are given in order to reproduce the same simulations 
using the same models and material parameters. Therefore,  in following sections 
research has been done on all the different parameters having an impact on the finite element 
results, including the load-displacement curves.  
4.1. Parametric analysis 
4.1.1. Numerical model 
The dimensions of the model studied here can be found in Fig 7 with a pre-crack a0 = 40 mm 
and correspond to the models used by Turon et al in [10]. The same geometry has been used 
for both the 3D model using shell and solid elements. In order to simulate the motion of the 
hinges, the displacement has been introduced as given in Fig 7, where the sections 
representing the contact with the hinges are allowed to rotate and translate as it is in real life 
experiments.  
 
 
Fig 7: Geometrical dimensions of the DCB model used for the parametrical study 
The load-displacement curves resulting from two numerical models, a 2D and a 3D as 
described below, will be compared to each other and to the analytical results calculated with 
the analytical solution for a DCB. The FE results were obtained taking into account the 
material properties given above and the geometrical properties (see section 3) as can be found 
in Fig 7 with following models: 
 a 2D model with different types of elements and mesh densities  
 a 3D model with different mesh densities and types of elements like for example shell 
elements and solid brick elements 
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The delamination initiation and propagation are simulated by inserting a layer of cohesive 
elements in between the two substrates of the DCB test specimen. The different parameters 
impacting the results of numerical simulation of a DCB test will be proposed in following 
sections such as: 
1. Stabilization method 
2. Mesh 
3. Output frequency of the data 
4. Models (2D, 3D, shell, solid) 
4.1.2. Stabilization method 
In a finite element calculation a linear implicit analysis solves the linear part of the equation 
of motion: 
[ ]{ }  { } (13) 
where [K] is the stiffness matrix, {u} is the displacement vector and {F} is the force vector. In 
this equation time does not play any role. Basically the objective of the solver is to find a 
solution for the load-displacement curve by solving a single system of linear equations. The 
standard implicit solver tries to calculate the equilibrium of the forces of the quasi-static 
analysis in all nodes as: 
          (14) 
 
where Fex are the external forces and Fin are the internal forces resulting from the stress acting 
in the finite elements. This means that the internal forces and external forces will not be in 
equilibrium unless the stiffness is for the given step. However a non-linear analysis, like the 
simulation of a DCB test is, will generate convergence errors not leading to any results. 
Therefore a non-linear analysis is approached by specifying the load as function of time and it 
is incremented in order to obtain the non-linear response by correcting the displacements. 
Abaqus™ segments the simulation into a number of time increments and searches for an 
acceptable solution for the equilibrium of forces at each time increment by using a Newton 
iteration to minimize the residual force vector.  Therefore, in order to stabilize unstable quasi-
static problems like the DCB test simulation, the software provides the following different 
mechanisms for the stabilization of the problem and used in this manuscript: 
 Viscous regularization of the cohesive zone 
 Automatic stabilization method 
Basically both techniques will integrate a dashpot in the system in order to stabilize the 
unstable increments and thus stabilizing the dynamic effects due to the delamination of the 
substrates of the double cantilever beam. One big difference between both techniques is the 
fact that the viscous regularization is applied on an element set, whereas automatic 
stabilization is applied on the whole model. By using an adaptive damping factor, the 
software ensures that the ratio of the stabilization energy over the total strain energy does not 
exceed a user chosen accuracy tolerance. Often in literature the influence of these stabilization 
factors omitted. In Fig 8 the load-displacement curves are shown for varying damping factors 
of the viscous regularization method and for the automatic stabilization method. The 3D 
model consists of 6080 shell elements (S4) and 2520 cohesive elements (COH3D8) and with 
the material properties as given above, a stress based damage initiation was chosen with an 
energy based damage evolution method.  
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Fig 8 Effect of the stabilization on the load-displacement curve of a DCB test simulation 
As can be seen in Fig 8, once the viscous regularization factor is sufficiently small (<1e-7) the 
load-displacement curves are overlapping and converging, but from a certain order of 
magnitude (1e-6) it leads to inaccurate results. Therefore it is important to perform a 
convergence analysis for the viscous regularization factor. After each simulation an analysis 
of the dissipated energy over the total strain energy has to be made and this ratio has to 
remain under a tolerance (<1%). The different dissipated energy ratio’s and additionally the 
corresponding wall clock times needed for the calculation of the simulations can be found in 
Table 7. As can be seen the energy of the most accurate results with damping factors from 1e-
7 to 1e-9 and the automatic stabilization lead to dissipated energy ratio’s lower than 1% but 
for these models the needed calculation time increases drastically. The highest value for the 
calculation times is obtained for the automatic stabilization method which is as expected since 
the damping is applied to the entire model whereas by using the viscous regularization 
method, the damping is only applied to the selected element set. Therefore, for bigger 
simulations the viscous regularization method would lead to smaller calculation times, but a 
convergence study needs to be performed and therefore the automatic stabilization method 
could be as fast or faster. A script can be written in which initially the automatic stabilization 
method is used and after the first increment has been calculated, an estimation of the 
stabilization damping factor is obtained. If one reduces this obtained value a by factor of 10, a 
good estimation of the viscous regularization factor could be obtained. For example, the 
initial damping factor for this given model using the automatic stabilization method is 6.46e-
7. So a good estimation for the viscous damping regularization factor would be 6.46e-8.  
 
 Viscous regularization factor  
 1e -9 1e -8 1e -7 1e -6 1e -5 1e -4 Auto Stab 
Wall clock, [s] 1298 800 855 330 184 62 1367 
Max energy ratio, [%] 0.002 0.002 0.056 2.882 4.691 6.524 0.484 
Table 7 Maximum dissipated energy ratio's and wall clock times for different viscous regularization 
factors 
4.1.3. Output frequency of the results 
When describing the test method and test setup used in experimental studies, the researchers 
are expected to specify at which sample rate the data are captured and extracted. However 
when numerical simulations are described (except for linear elastic calculations) this 
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specification is mostly not implemented in the manuscripts. But the output frequency will 
drive the virtual time steps of the calculation and thus the precision of the results. In Fig 9, the 
effect of different output frequencies on the load displacement curves are shown and it can be 
notified that the maximum force as well as the displacement at which the non-linearity 
initiates can vary.  The model used for the calculations here is the same as the one used with 
automatic stabilization as proposed in previous section. Only the top of the load-displacement 
graph is shown (see scale of the x and y axis). 
 
 
Fig 9 Effect of the output frequency on the load-displacement curve of a DCB test simulation 
4.1.4. Models 
When a numerical simulation has to be made, the engineers will try to approach the reality as 
closely as possible through the finite element results. A first important choice has to be made, 
viz. the type of model representing the part under the load conditions as defined in the 
experimental setup or under real loading conditions. This model in most cases has to be 
accurate and computationally efficient. In this work three different models representing the 
DCB test were studied and compared: (i) a 2D model; (ii) a 3D model consisting of shell 
elements and (iii) a 3D model consisting of solid brick elements. 
For these three models different finite element mesh types were used like: linear shell 
elements, quadratic shell elements, linear solid elements and linear plane stress elements. The 
impact of the different mesh types and sizes will be presented in the next section (4.1.5). 
The 3D solid model exists of 34600 linear hexahedral elements for the substrates and 2400 
cohesive elements for a total amount of 55668 nodes. Each substrate has 4 elements through 
the thickness. The 3D shell model is the same as the one used in the previous sections and 
consists of 6080 shell elements (S4) and 2520 cohesive elements (COH3D8). The 2D model 
was built up with 7970 linear quadrilateral elements (CPS4I) with 800 cohesive elements 
linking both substrates. The CPS4I element in Abaqus is an incompatible mode first order 
element adding incompatible deformation modes internally to the element avoiding the 
element being too stiff (due to shear stresses) in bending. A good correlation between the 
three models is achieved, but of course the calculation times, depending on the mesh size, 
increase from 2D to 3D shell to 3D solid model since there are more nodes and integration 
points. 
4.1.5. Mesh 
Another important parameter to study when dealing with damage simulations is the impact of 
the finite element mesh on the results. Effects of the mesh size of the finite element model 
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including the cohesive elements can be found in different literature as for example in [46]. 
But it will be shown that it is more the combination of all the different parameters that have 
an impact on the results instead of the parameters individually. All the different models trying 
to predict the length of the cohesive zone have the form [46]: 
          
  
     
 (15) 
where E = Young’s modulus 
    = maximum interfacial strength 
      = Parameter depending on the cohesive zone model 
 Gc = critical strain energy release rate  
Dugdale and Barenblatt [7,8] estimated the cohesive length of the fracture process zone (FPZ) 
for an elastic-plastic solid and a brittle material respectively. Others like Hui et al., Irwin, 
Rice and Falk, Hilleborg et al. [46] obtained for different materials similar expressions with a 
different MFPZ (varying from 0.21 to 1) and these expressions were generalized in equation 
(15) by Camanho and Turon [46]. For slender substrates with constitutive models having non-
zero tractions when the displacement jump is zero, the characteristic length can be calculated 
as [47]: 
     [ 
  
     
]
   
      (16) 
The number of elements in the FPZ can be calculated as: 
   
    
  
  (17) 
where le is the length of a finite element of a mesh in the direction of the crack propagation. In 
literature [46,48] one can find a lot of different minimum lengths of the cohesive element 
mesh needed in the fracture process zone, going from 2 to more than 10 elements in the 
cohesive zone. However it is not always that obvious, since it is the combination of the 
different parameters which result in an accurate set of FE results. Here the influence of the 
length of the cohesive elements as well as the influence of the length of the continuum mesh 
will be analysed. Considering the material properties given in section 3.1 and considering 
both equations (15) and (16) one calculates the minimum length of the cohesive zone as given 
in Table 8: 
 
General 
τ0, [MPa] Ne lFPZ, [mm] le, [mm] 
15 4 10.72 2.68 
60 4 0.67 0.17 
Slender 
τ0, [MPa] Ne lFPZ, [mm] le, [mm] 
15 4 2.59 0.65 
60 4 1.30 0.32 
Table 8 Length of the cohesive zone and cohesive elements in the FPZ 
The most used values for MFPZ are the ones described by Rice and Falk (MFPZ = 0.88) and 
Hilleborg et al. (MFPZ = 1) [10]. Table 8 shows that with MFPZ = 0.88 and a strength τ0 of 
15MPa a cohesive zone length of 10.7 mm would be obtained using the general method 
leading to a cohesive element length le of 2.7 mm (when using 4 elements in the FPZ). For the 
same strength and the same number of elements in the FPZ (Ne=4) but by applying the 
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equation for slender bodies (equation (16)) one obtains a cohesive element mesh length le of 
0.65 mm. This strength of 15 MPa will be used in the 2D and 3D models.   
2D models 
In order to study the effect of the mesh refinement of the cohesive elements, several 
simulations were produced for different mesh sizes of the cohesive elements and with 
constant mesh for the substrates of the DCB model. The output frequency of the results 
corresponds to each calculated time increment (automatically defined by the solver). Fig 10 
shows the load-displacement results for the 2D numerical model consisting of 9170 mesh 
elements (with an element length of 0.15 mm in the FPZ) for the substrates with increasing 
number of cohesive elements as can be found in the figure. The numerical models were 
calculated with viscous regularization (= VIS in the names of the curves). The model with a 
fine mesh length of 0.25 mm already shows an accurate solution compared to the analytical 
solution. But the model with a mesh length of 1 mm did not give any error with also a good 
correlation regarding the elastic part and the propagation part of the graph, but not capturing 
the correct force during the initiation of the crack. Therefore it is important to check the 
results in an adequate manner, since if one only would base on the energies and have an 
automatic optimization by fitting the FE results on the analytical solution, an error of around 
15% on the maximum force would not have been seen. From a cohesive element length of 
0.65 mm the results are getting very close to the analytical solution and the finer the mesh, the 
smoother the load-displacement curve. The elastic part of the curve shows some deviation 
when compared to the analytical, but this can be improved by changing the strength 
parameter. One can see that a mesh size corresponding to the size predicted by the slender 
body equation (16) shows already good correlation by using 4 elements in the FPZ, but a 
smooth result is obtained with finer meshes. However when applying a high output frequency 
and thus inducing small time increments for the calculation of the numerical results, the load-
displacement curve of the model using 1 mm cohesive elements gives a good correlation with 
the analytical results (see model “2D – 1 mm Coh mesh – VIS – Output = 0.001” in Fig 10). 
This means that a good combination of parameters is important. By increasing the strength τ0, 
the size of the cohesive element will decrease quite drastically leading to very fine meshes 
and high calculation times.  
 
 
Fig 10 Cohesive mesh size influence on the load-displacement results with stabilization – τ0 = 15MPa 
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When keeping the cohesive element length constant and with mesh refinement of the mesh of 
the substrates, one obtains the load-displacement solutions as given in Fig 11. As can be seen 
the mesh has an influence on the stability of the calculation. It can be seen that it is 
recommended to have smaller cohesive element lengths compared to the “regular” mesh, 
since instabilities can occur (see model B in Fig 11). But when the substrates’ mesh is too big 
(e.g. > 1 mm), the simulation results diverge when keeping the stabilization identical to lower 
mesh sizes.   
 
 
Fig 11 Mesh influence of the substrates with constant cohesive mesh length 
In Fig 12 the load-displacement curves are shown for different cohesive and regular mesh 
elements combinations. For a model consisting of exactly the same mesh for both the 
cohesive elements mesh and the mesh of the substrates, the stabilization factor had to be 
refined (from 1e-7 (model A) to 1e-8 (model B)) in order to obtain a representative load-
displacement curve. After a displacement of 3.8 mm for model A the solution of the 
calculation was diverging and stopped. The same happened for model B, but at a 
displacement of 6 mm. Model D and E show the influence of having multiple elements 
through the thickness with only one element per substrate for model D and four elements in 
the thickness direction for model E. One can conclude that for different meshes, it is 
important to check the results, the load-displacement curves and the energies in the model. 
Obtaining converged solutions is not a guarantee for having accurate results, and multiple 
parameters influence this like the mesh density in the longitudinal direction as well as through 
the thickness, the corresponding mesh nodes between the cohesive elements and the regular 
mesh. But also the combinations between different parameters like the mesh and stabilization.  
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Fig 12 Influence of the mesh elements combinations on the load-displacement curves 
3D models 
In a simulation of a realistic part or assembly, mostly 3D models will have to be calculated. 
Therefore some mesh influence analysis was performed on a 3D shell and a 3D solid model. 
In Table 9 the different 3D models used for the modelling of the DCB are presented. All the 
3D models were calculated using the automatic stabilization method with an output of the 
required parameters at each time increment. Three models (Quad Solid 1, 2 and 3 in the ID 
column of Table 9) were built with quadratic elements based on the same mesh as the 
equivalent linear element models (Linear Solid 1, 2 and 3). 
 
  ID Type Order Number 
Length in 
longitudinal dir, 
[mm] 
number of el. through 
the thickness 
shell 
Linear Shell 1 
S4 1 3460 0.5 1 
COH3D8 1 1200 0.5 1 
Linear Shell 2 
S4 1 6920 0.5 1 
COH3D8 1 2400 0.5 1 
Linear Shell 3 
S4 1 6920 0.25 1 
COH3D8 1 2400 0.25 1 
Quad Shell 1 
S8 2 1730 1 1 
COH3D8 1 1200 0.5 1 
Quad Shell 2 
S8 2 3460 0.5 1 
COH3D8 1 1200 0.5 1 
Solid 
Linear Solid 1 
C3D8 1 3460 1 4 
COH3D8 1 1200 0.5 1 
Linear Solid 2 
C3D8 1 6920 0.5 4 
COH3D8 1 1200 0.5 1 
Linear Solid 3 
C3D8 1 13840 0.25 4 
COH3D8 1 2400 0.25 1 
Linear Solid 4 
C3D8 1 17300 0.5 10 
COH3D8 1 1200 0.5 1 
Solid Linear Solid 5 
C3D8 1 34600 0.25 10 
COH3D8 1 2400 0.25 1 
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Quad Solid 1 
C3D20 2 3460 1 4 
COH3D8 1 1200 0.5 1 
Quad Solid 2 
C3D20 2 6920 0.5 4 
COH3D8 1 1200 0.5 1 
Quad Solid 3 
C3D20 2 13840 0.25 4 
COH3D8 1 2400 0.25 1 
Quad Solid 4 
C3D20 2 20232 0.25* 4 
COH3D8 1 2400 0.25 1 
Quad Solid 5 
C3D20 2 40464 0.25* 8 
COH3D8 1 2400 0.25 1 
Table 9 Mesh properties for multiple shell and solid element models with cohesive elements  
 
The *-sign describing the length in the longitudinal direction for models “Quad Solid 4” and 
“Quad Solid 5” means that the mesh was created with a concentration of a fine mesh (0.25 
mm) in the part where the crack propagates and with a coarser mesh outside this zone. In Fig 
13 the results of the load-displacement curves obtained during a mesh convergence analysis 
are shown. Since linear solid elements do not have rotational degrees of freedom, the curve 
obtained with model E (see Fig 13), existing of 10 elements through the thickness, approaches 
more accurately the analytical prediction than model A existing of 2 elements through the 
thickness as expected. This is logic since the more elements through the thickness, the better 
the rotations of the substrates can be captured. 
 
 
Fig 13 Mesh convergence results for the linear solid elements 
When comparing the linear solid element numerical models to their quadratic equivalent (Fig 
14), meaning an additional number of degrees of freedom, and thus a more accurate approach 
of the reality, it is obvious that a sufficient amount of degrees of freedom through the 
thickness will lead to more precise results. Of course the time needed for obtaining a solution 
increases drastically with increasing degrees of freedom.  
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Fig 14 Mesh convergence results for the quadratic solid elements with comparison with the equivalent 
linear element models 
A similar study for the quadratic elements was performed on the accuracy of the results due to 
the increasing number of degrees of freedom in the thickness direction allowing a smooth 
bending of the individual substrates of the DCB test model. If the number of elements is too 
low, the bending will not be represented ideally and the bending stiffness will be 
overestimated. This overestimation will be cumulated and for higher displacements the 
numerical load-displacement results will tend to diverge from the analytically predicted 
values. Of course it is the number of degrees of freedom which is important, since for a fine 
mesh (10 elements) with linear elements through the thickness equivalent results will be 
obtained with a coarser mesh but with higher order elements. Ideally a convergence test has to 
be performed in order to reduce the mesh effects on the results.  
 
The same analysis can be made for the 3D shell model with linear and quadratic elements. In 
Table 9 one can see that models “Linear Shell 2” and “Linear Shell 3” are built up with the 
same amount of finite element mesh elements, but the elements of model “Linear Shell 2” are 
bigger than for model “Linear Shell 3”. This is because model “Linear Shell 2” has more 
elements in the width direction compared to the other model. Basically the same conclusions 
can be made as for the solid brick elements concerning the number of degrees of freedom 
leading to more accurate results. 
 
4.1.6. Strength 
If a closer look is taken at Fig 10 one notices the difference between the analytically 
calculated peak force and the simulated peak force. A parameter which can influence this, is 
the maximum strength chosen in the traction-separation law τ0. The influence of this strength 
on the load-displacement curves, keeping all other parameters unchanged, can be found in Fig 
15. The linear elastic part of the curve becomes stiffer and the force at crack initiation 
increases with the increasing strength parameter τ0 from 15 MPa to 60 MPa. A side effect 
when changing the value of this parameter, which also happened when changing the mesh 
parameters, is that when using viscous regularization, the stability factor needed to be adapted 
in order to obtain a converged solution. With higher strength values, one approaches the 
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analytical values almost perfectly, but the solution tends to diverge. Therefore in a damage 
initiation and propagation analysis on a real life design part, a trade-off will have to be made 
concerning the choice of the parameters. Alfano and Crisfield (2001) [19] stipulated that 
changing the maximum interfacial strength does not have a big influence on the delamination 
propagation results, and lower strengths improve the convergence of the results. Therefore the 
technique used the most for obtaining the maximum strength nowadays is by optimizing the 
parameter by comparing the numerical load-displacement results and the experimentally 
obtained results. It has only a small influence on the DCB results regarding the load-
displacement graphs, but it can have quite a big influence on the total behaviour due to the 
stiffness changes, especially in the mode II simulations. 
 
 
Fig 15 Influence of the strength parameter τ0 of the traction separation law on the load-displacement 
results 
4.1.7. Stiffness 
The last parameter in the constitutive definition of the traction separation law with an 
influence on the simulated load-displacement curves is the stiffness. Considering an increase 
of the stiffness K from 1e0 N/mm³ to 1e9 N/mm³, the obtained simulated results are shown in 
Fig 16. For a stiffness beneath a minimum threshold and above a maximum threshold the 
results are converging but far from the analytical prediction, for example for K=1e0 N/mm³, 
K=1e1 N/mm³, K=1e8 N/mm³ and K=1e9 N/mm³. The penalty stiffness  (“2D – K =  
Calculated” in Fig 16) given by K = Eeff / heff (= 10500 N/mm³) approaches accurately the 
analytical solution and even better if K=1e5 N/mm³ or K=1e6 N/mm³. 
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Fig 16 Influence of the stiffness parameter on the simulated load-displacement curves while keeping 
all other parameters constant 
4.2. Numerical study of a GF/Epoxy DCB test sample 
4.2.1. Geometry  
The dimensions of the GF/Epoxy DCB test sample CET 5 can be found in 3.1. A pre-crack a0 
of 35.45 mm was taken into account with the height h of each substrate equal to 1.5 and a 
strength τ0 = 60 MPa. The strength corresponds to the value of the tensile strength of the 
Epicote RIMR 135 epoxy resin [49]. A 2D model was built and the finite element mesh of the 
substrates was constructed using 7800 linear quadrilateral (CPS4I) elements with 5 elements 
through the thickness per substrate. For the crack initiation and propagation simulation, a 
layer of cohesive elements was inserted in between the substrates existing of 425 linear 
quadrilateral cohesive elements (l = 0.2 mm). In order to verify the effect of the asymmetric 
thicknesses of the substrates of the DCB test specimen, two models with different heights of 
the individual substrates were simulated. The first model has a height h1 = 1.4 mm of the half 
of the thickness of the DCB specimen with h2 = 1.6 mm being the height of the opposite 
substrate. The second model was built with h1 = 1.45 mm and h2 = 1.55 mm. Using the 
material properties defined in combination with a stiffness K = 1e5 N/mm³ and a viscous 
regularization factor of 1e-7, one obtains the results as given in section 4.2.2. 
 
4.2.2. Results 
Model A and model B in Fig 17 show the numerically obtained load-displacement curves 
corresponding to the critical strain energy release rate values of GIc, ini = 0.961 J/m² and GIc, 
prop = 1.125 J/m² determined experimentally as mean values in [27]. The curves correlate with 
the analytically defined curves, but are diverging from the experimental results. Therefore the 
influence on the differences in thickness of the substrates (half of the DCB specimens) was 
analysed and result in the curves shown in model C, D and E in Fig 17. One notices that a 
small difference in thickness, 0.05 mm, has a big impact on the obtained load-displacement 
curves leading to more accurate approximation of the experimental results. Model E correlates 
well with the experiments with GI, prop = 1.125 N/mm. 
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Fig 17 Numerical load-displacement results obtained for a DCB simulation of the GF/Epoxy - GFE 5 
4.3. Numerical study of a CETEX DCB test sample 
4.3.1. Geometry and properties 
The dimensions of the double cantilever beam test specimen CET 3 of the CETEX material 
used for the creation of the numerical model can be found in Table 5. A pre-crack a0 of 55.1 
mm was taken into account with the height h of each substrate equal to 2.4 mm with a non-
cracked length L1 = 66.92 mm (see Fig 6). A 2D model was built and the finite element mesh 
of the substrates was constructed using 24410 linear quadrilateral (CPS4I) elements with 5 
elements through the thickness per substrate. For the crack initiation and propagation 
simulation, a layer of cohesive elements was inserted in between the substrates existing of 
1338 linear quadrilateral cohesive elements. A very fine mesh (0.05 mm) was needed in order 
to be able to obtain converged results with a crack initiation strength τ0=90MPa. The reason 
this value of strength is used, is that the tensile strength for PPS is around 90MPa [50]. A 
stabillity factor of 1E-7 with a stiffness = 100000 N/mm³ were used. 
4.3.2. Results 
Fig 18 shows that the numerically calculated load-displacement curves correlate very well 
with the analytically predicted curves and with the experiments for the CET 3 test specimen. 
Both simulation results with GIc, Min and GIc, Max define a band in which the experimental 
results can fit. 
 
 
Fig 18 Numerical load-displacement results obtained for a DCB simulation of the CETEX material 
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5. Numerical simulation of a mode II ENF test 
Like mentioned for the DCB mode I simulations, a lot of research has been accomplished on 
the simulation of the mode II end notched flexure (ENF) test. Again in many cases not all the 
different parameters are given in order to reproduce the same simulations using the same 
models and material parameters. Together with the parameters highlighted in the previous 
section 4, the influence of some extra parameters has been investigated like:  
1. position of the supporting and loading rod on the sample 
2. influence of the thickness of the substrates and the strength 
3. influence of the friction (internal and external) 
 
The geometrical dimensions of the ENF test sample CET 7 and CET 8, together with the 
material properties for the CETEX test samples can be found in section 3. The geometrical 
properties of the numerical ENF model can be found in Fig 19.   
 
 
Fig 19 Geometrical properties of the ENF model of the CETEX CET 7 and CET 8 test sample 
In between the different rods (Steel) and the contact surfaces of the substrates (PPS) of the 
ENF sample, friction was taken into account. Friction was also introduced in between the 
substrates of the sample itself in the region of the pre-crack. While the supporting rods are 
fixed, a displacement is imposed to the load inserting rod which will introduce the load into 
the numerical ENF test sample as it is done in real experimental test setups. In order to be 
sure to capture the different numerical aspects of the ENF simulation, two models, a 2D and a 
3D model have been constructed. After a mesh convergence for the two models and 
stabilization convergence, further study was made using a 2D model existing of 22000 linear 
quadrilateral elements (CPS4I) and 1400 linear quadrilateral cohesive elements (l = 0.1 mm) 
and 2366 elements for the rods. The 3D model was built using 18400 linear quadrilateral shell 
elements (S4) and 400 linear quadrilateral cohesive elements with variation in lengths (lmin = 
0.2 mm and lmax = 1 mm) reducing the calculation time, plus the elements needed to represent 
the rods. The mode II average critical energy release rates GIIc (= 3400 J/m²) [27] is used in 
the simulations. The results were exported at each time increment. A stabilization 
convergence study concerning the viscous regularization factor for the 3D numerical models 
of the ENF test was performed. The friction coefficient between the PPS substrates and the 
steel rods equals 0.25 [51] and is simulated with a master-slave contact interaction with a 
finer mesh of the slave part compared to the master part. The influence of this friction 
coefficient has been studied by variation of the friction coefficient which will be shown in 
later section 5.1.3. The shear strength of PPS [50] is around 60 MPa, therefore this value will 
be used together with a value of 30 MPa and 90 MPa in order to show the influence of the 
strength parameter. A stiffness of 1e6 and a viscous regularization factor between 1e5 – 1e8 
was used in the simulations. The 3D model with a strength τ0 = 90 MPa will be considered as 
a reference in following studies since this value corresponds the closest to the analytical 
solution. 
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5.1. Parametric study 
In order to capture the impact of the variations of different parameters, multiple studies have 
been effectuated and compared to a reference.  
5.1.1. Position of the rods 
 
Translations 
The reference model has a half span La = 100 mm and Lb = 100 mm (Fig 19) and this has 
been changed in order to check the sensitivity of the results to such variations. A study was 
performed with an asymmetric support with a half span on one side La = 98 mm while 
keeping the original Lb = 100 mm on the other side (Fig 19) and can be find as model TRAN 
C in Fig 20. A similar simulation was made but with opposite asymmetry with La = 100 mm 
and Lb = 98 mm (Fig 19), see model TRAN C. The results as given in Fig 20 show that some 
variations may occur when the positions of the rods are changed. For example when 
comparing model TRAN A, TRAN B and TRAN C, a small shift of the load-displacement 
curve can be noticed which represents a stiffening of the response due to the decrease of the 
leverage. One can also see that if the central rod, inducing the load on the test sample, is 
slightly shifted (TRAN D and TRAN E), one can obtain a difference in maximum force 
between the ideal positioning (La = Lb = 100 mm) and the shifted ones of approximately 3% 
for this material and configuration. 
 
 
Fig 20 Influence of the position of the rods - Translations - on the numerical load-displacement curves 
of the ENF simulation 
 
Rotations 
The influence of the rotations of the supporting rods and the central rod as depicted in Fig 21, 
was investigated. Model ROT B and ROT C show the load-displacement results for the 
simulations where both supporting rods are rotated like given in point A and point B of Fig 21 
by 1 degree respectively 2 degrees. The last model presents the results of a model where only 
the central, load inserting rod, has been rotated by 2 degrees. 
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Fig 21 Rotation of a rod by α degrees 
A small rotation of the two supporting or the central rods does not have any significant effect 
on the resulting load-displacement curves. All the load-displacement curves of the different 
models coincide with the reference model with the ideally positioned rods. 
 
5.1.2. Influence of the thickness of the substrates and the strength 
This study aims to check the influence of the thickness of half of the total thickness of the test 
sample h (Fig 19). The models used for this study are based on the reference 2D model. The 
thicknesses of the substrates of this model have been changed from 2 x (h = 2.4 mm) into htop 
= 2.35 mm and hbot = 2.45 mm. htop represents the thickness of the substrate at the top in 
contact with the load inserting rod. Additionally the thickness htop has been reduced to htop = 
2.3 mm with hbot = 2.5 mm. The influence of the thickness of the substrates of the ENF 
simulated test sample cannot be noticed in contrary to the similar graphs shown for the DCB 
simulation.  
5.1.3. Influence of the friction 
Since it is not always mentioned in the reports or papers dealing with experimental ENF tests 
what the friction coefficient between the rods and the contact surface of the substrates of the 
test sample is, a numerical study was effectuated in order to find out what the impact could be 
on the resulting load-displacement curves. Therefore it was chosen to perform the quasi-static 
simulations using the 3D reference model with different friction coefficients at multiple 
failure strengths τ0 (30, 60 and 90 MPa). Both the impact of the friction between the 
substrates of the ENF model (INT) as well as the friction at the contact surface between the 
rods and the substrates (EXT) has been studied. At last a combination of the effect due to the 
friction at the contact surface and the strength is shown. The internal friction is 
experimentally very hard to measure and this is future work to be done. On the other hand the 
friction between the rods and the test samples can be measured easily.  
 
Internal friction between the substrates of the model 
The influence due to the friction between the surfaces of the substrates of the numerical test 
sample is very low. Only a small shift of the curve can be noticed comparing a friction 
coefficient of 0.01 to a friction coefficient of 0.4 leading to a maximum force difference of 
less than 1%.  
 
External friction between the substrates and the rods 
Here it is investigated what the effect of the friction between the rods and the substrates can 
be. Since in reality these rods are supposed to produce very little friction, the values for the 
friction coefficient were varied between 0.01 for model EXT A, 0.33 for model EXT B and 
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0.4 for model EXT C. The strength τ0 at failure initiation used for this investigation equals 30 
MPa. All the results of the output were written out at each time increment of the simulation. 
Although the shape of the load-displacement curves of the results (Fig 22) remains similar, a 
shift in loads can be observed. A difference between the minimum load for model EXT A 
(corresponding to almost no friction) and model EXT C reaches up to 8% which is not 
negligible.  
 
 
Fig 22 Influence of the friction between the substrates and the rods (EXT) on the numerical load-
displacement curves of the ENF simulation 
Combination of friction and strength 
When combining the influences due to the external friction and the strength in one graph (Fig 
23) it is obvious that these effects impact a lot the simulated results. A difference in maximum 
force between the minimum value obtained with model COM C and the maximum value 
obtained with model COM D represents an increase of approximately 20%.  
 
 
Fig 23 Load-displacement curves of ENF numerical simulations with combinations of influences due 
to friction and strength 
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If the lessons from these studies are applied to the simulation of an ENF test one obtains a 
good correlation between the experimental results (CET 7 and CET 8) as defined in section 3 
and the numerical load-displacement curves (Fig 24). The analytical curves have been 
constructed with the maximum and minimum critical strain energy release rates GIIc defined 
experimentally [27]. The difference between the experimental and analytical results is due to 
the friction between the rods and the substrates and the failure strength τ0 in the traction-
separation law. This proves the added value of such numerical simulations.  
 
 
Fig 24 Load-displacement curves of the ENF numerical and experimental test results 
 
6. Conclusions 
After a complete analysis on the parameters influencing the numerical results, a good 
correlation was obtained between the simulated, the experimental and the analytical load-
displacement curves when the different factors combined are taken into account. It was 
numerically proven that for the mode I (DCB) analysis a small change in thickness of one of 
the two substrates composing the composite can lead to other results than expected by the 
analytical solution. A same conclusion can be drawn concerning the friction for the mode II 
(ENF) and the supporting rods leading to different results between the crack propagation parts 
of the load-displacement curves.  
A general conclusion when dealing with numerical and experimental tests of mode I and 
mode II or delaminations in general is that when one wants to achieve a correlation between 
the experimental and numerical curves, it would be better to give a range in which the 
numerically obtained curves would be using different parameters, than giving a result 
correlating with one curve because of the impact of the different numerical parameters. It is 
advised that for all numerical simulations, all details needed for the numerical simulations 
would be given in the manuscripts.  
Finally a summary of the parameters with their impact on the results can be found in Table 
10. Since all parameters can influence one another, no explicit values can be advised, but the 
table will help the reader checking the parameters. 
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Table 10: Summarizing table of the parameters and their impact on the numerical results 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Parameter Comment Mode
Stabilization method the maximum dissipated energy has to be checked I and II
viscous regularization
the lower the stability factor the higher the 
computational time
I and II
automatic stabilization
the automatic stabilization has a big impact on the 
computational time but can be used to define the 
value for viscous regularization (see manuscript) 
I and II
Output frequency of data
Sufficient amount of data points have to be 
considered in order to capture the maxima
I and II
I and II
I and II
Models (2D, 3D, shell , solid)
Simular results can be achieved but of course there is 
an impact on computationakl times
I and II
I and II
Mesh
very fine meshes in the crack tip area (cohesive zone) 
are needed in order to capture the maxima and the 
mesh is dependent on all other parameters
I and II
I and II
Strength 
an impact on the maxima can be observed as well as 
on the linear part of the load-displacement graph
I and II
Stiffness
correct results will be obtained for stiffnesses 
beneath a maximum and above a minimum threshold 
however the results will converge for stiffnesses out 
of this zone
I and II
thickness of the substrates
for mode I simulations a big impact can be noticed; 
less influence is observed for mode II simulations
I and II
position of the rods rotation
for small angles, no significant influence on the 
obtained numerical results can be noticed
II
translation
the positioning of the central / supporting rods will 
have an impact on the final maxima and the load-
displacement curves of the mode II results
II
Friction internal friction a small impact on the results was observed II
external friction significant diffrences of the load-displacement curves 
are computed using different friction coefficients
II
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