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Pairing and Phase Coherence in High Temperature Superconductors
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Mobile holes in an antiferromagnetic insulator form a slowly fluctuating array of quasi one-dimensional metallic
stripes, which induce a spin gap or pseudogap in the intervening Mott-insulating regions. The mobile holes on
an individual stripe acquire a spin gap via pair hopping between the stripe and its environment; i.e. via a mag-
netic analog of the usual superconducting proximity effect. This process is the analog of pairing in conventional
superconductors. At non-vanishing stripe densities, Josephson coupling between stripes produces a dimensional
crossover to a state with long-range superconducting phase coherence. In contrast to conventional superconduc-
tors, the superconducting state is characterised by a high density of (spin) pairs, but the phase stiffness, which is
determined by the density and mobility of holes on the stripes, is very low.
1. Introduction
Superconductivity in metals requires pairing
and long-range phase coherence [1]. In clean ho-
mogeneous conventional superconductors, pairing
involves a relatively small fraction of the con-
duction electrons [2], but the superfluid density
(which determines the phase stiffness) involves all
of them. Here we argue that, in the high temper-
ature superconductors [4], it is just the other way
round: most of the holes are involved in pairing,
but the superfluid density is proportional to the
density of doped holes.
The poor phase stiffness of the high tempera-
ture superconductors is well known, and it implies
that the transition temperature Tc is much less
than the pairing temperature, ∼ ∆0/2, where ∆0
is the energy gap at zero temperature. This sepa-
ration of the energy scales has been demonstrated
on phenomenological grounds [3]. In underdoped
and optimally doped materials, Tc is determined
by the onset of phase coherence, which occurs
at a temperature of about h¯2ns(0)/4m
∗. Here
ns(0), the two-dimensional superfluid density at
zero temperature, determines the phase stiffness,
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and it is low because the high temperature super-
conductors are doped Mott insulators.
The need for a different approach to pair-
ing is clear in view of the difficulty of achiev-
ing a high transition temperature via the con-
ventional mechanisms. The problem is that a
high pairing scale requires a strong attractive in-
teraction which may favor other instabilities or,
alternatively, produce a large mass renormaliza-
tion which depresses the phase coherence temper-
ature. Moreover, as the pairing energy increases,
retardation becomes less effective, so it is all the
more difficult to overcome the Coulomb repul-
sion. This problem is especially acute for the high
temperature superconductors, which are doped
Mott insulators with relatively poor screening.
Angle resolved photoemission spectroscopy [5]
(ARPES) suggests that the energy gap has the
form cos kx − cos ky. This implies that, in real
space, the gap function (and hence the pairing
force) has a range of one lattice spacing, where
the bare Coulomb interaction is very large.
In short, a theory of high temperature super-
conductivity must show how to obtain a large
temperature scale for local superconductivity,
without detriment to global phase coherence, de-
spite poor screening of the Coulomb interaction.
There are several phenomenological constraints
on such a theory. First of all the order param-
2eter has charge 2e [6], i.e. there is some kind
of pairing. However ARPES experiments, which
show that the chemical potential is near the cen-
ter of the bare hole band, rule out real-space pair-
ing, which anyway is implausible for a d-wave su-
perconductor with a strong and poorly-screened
Coulomb repulsion between electrons. More gen-
erally, the conventional view of superconductiv-
ity as a Fermi surface instability resulting from
an attractive interaction between quasiparticles
is inapplicable, since, according to analyses of re-
sistivity [7] and ARPES data [8] there are no well-
defined quasiparticles or Fermi surface in the nor-
mal state of high temperature superconductors.
2. Spin-gap Proximity effect
We have proposed [9] that the high tempera-
ture superconductors satisfy these constraints in
a unique manner. The mechanism of pairing is
a form of internal magnetic proximity effect in
which a spin gap is generated in Mott-insulating
antiferromagnetic (AF) regions through spatial
confinement by charge stripes, and communicated
to the stripes by pair hopping. Many of the prob-
lems listed above are avoided because the order
parameter relies on spin-pairing and does not re-
quire the existence of bound pairs of holes. The
successive steps in the argument are as follows:
An AF insulator tends to expel holes [10]. For
neutral holes this leads to phase separation into
hole-rich and hole-free regions [11], whereas, for
charged holes, it gives rise to local charge inhomo-
geneity, typically in the form of topological dop-
ing [12], in which metallic stripes are separated
by insulating antiphase AF regions [13]. There is
much experimental evidence of ordered or fluctu-
ating structures of this kind [14,15].
Topological doping [12] is a general feature of
doped Mott insulators, and it amounts to a strong
(anti)correlation of spin and charge. However,
within a metallic stripe or the intervening un-
doped regions there is a separation of spin and
charge [16], as in the one-dimensional electron
gas (1DEG). In the 1DEG, the boson represen-
tation of the operator ψ1,↑ψ2,↓ − ψ1,↓ψ2,↑ (which
annihilates pairs of fermions at opposite Fermi
points, labelled by 1,2) may be written in the form
exp(−iθc) cosφs, where θc and φs are associated
with the charge and spin degrees of freedom re-
spectively. This is an operator relation, and θc,
the superconducting phase field, is a property of
the charge modes. On the other hand, pairing
(or, equivalently a well-defined amplitude) cor-
responds to a finite expectation value of cosφs,
which requires a spin gap [17].
A large spin gap (or pseudogap) arises natu-
rally in a spatially-confined AF region, such as
the medium between stripes. This behavior is
well documented for clusters [18], frustrated spin
chains [19], and spin ladders [20]. In general, if
there are N spins in a unit cell, all spin excita-
tions are gapped if N is even, but one excitation
is ungapped if N is odd, i.e. there is a pseudo-
gap. Such a spin gap does not conflict with the
Coulomb interaction since the energetic cost of
having localized holes in Cu 3d orbitals has been
paid in the formation of the material.
The spin degrees of freedom of the 1DEG ac-
quire a spin gap by pair hopping between the
stripe and the AF environment [9]. Because of
the local separation of spin and charge, the spin-
gap fixed point is stable even in the presence of
strong Coulomb interactions, and there is no mass
renormalization to depress the onset of phase co-
herence. Thus the phase stiffness of the mobile
holes on the stripes is large enough to give a high
superconducting transition temperature.
Both superconducting and charge density wave
correlations develop on a given stripe. They com-
pete at longer length scales, although they may
coexist in certain regions of the phase diagram.
2.1. Symmetry of the order parameter:
If stripe order breaks the four-fold rotational
symmetry of the crystal, the superconducting
order will have strongly mixed extended-s and
dx2−y2 symmetry. This will happen in a stripe-
ordered phase, such as in La1.6−xNd0.4SrxCuO4,
or in a possible “stripe nematic” phase, in which
the stripe positional order is destroyed by quan-
tum or thermal melting or quenched disorder, but
the stripe orientational order is preserved. Such
phases also would display large induced asymme-
tries in the electronic response in the ab-plane.
In tetragonal materials, the order parameter
3must have a pure symmetry, but the way in which
it emerges from the short-distance physics is very
different from more conventional routes. If dop-
ing is not too high, dx2−y2 order should give the
long distance behavior because the extended-s or-
der parameter (cos kx + cos ky) is small on the
Fermi surface of the noninteracting system. Nev-
ertheless, if the stripe fluctuations exhibit sub-
stantial orientational order at intermediate length
scales, the interplay between the two types of su-
perconducting order may be more subtle than in
conventional, homogeneous materials.
2.2. Phase diagram
A feature of the stripe model is that, in lightly
doped materials, the temperature scale, Tpair, at
which pairing occurs on a single stripe is para-
metrically larger than the superconducting tran-
sition temperature, Tc, which is governed by the
Josephson coupling between stripes. Moreover,
both Tpair and Tc must be less than the temper-
ature scale, TAF , at which the local AF corre-
lations are developed. The crossovers observed
experimentally in underdoped high temperature
superconductors have tentatively been identified
[22,9] with these two phenomena.
3. Evidence for Spin Pairing
The idea that there is pairing in a large range
of temperatures above Tc is an immediate con-
sequence of the fact that Tc is significantly sup-
pressed by phase fluctuations; i.e. that Tc is close
to the value obtained from the phase stiffness de-
rived from the London penetration depth at zero
temperature. Moreover the idea that “pairing”
means a high density of singlets between stripes,
rather than bound Cooper pairs provides a very
natural explanation of the spin-gap behavior that
has been widely observed in planar copper NMR
measurements in underdoped cuprates [23]. The
interpretation of the spin gap as a superconduct-
ing gap has recently received considerable sup-
port from ARPES experiments [24] which find
that the magnitude and wave vector dependence
of the pseudogap above Tc is similar to that of
the gap seen well below Tc in both underdoped
and optimally doped materials. The temperature
above which this gap structure disappears cor-
relates well with the pairing scale deduced from
NMR. The in-plane optical response, which shows
a narrowing of the “Drude-like” peak, rather than
a pseudogap structure [25], also is consistent with
the idea of spin pairing.
3.1. Spectroscopic evidence
The most direct evidence for the proposed pair-
ing mechanism would be the observation of an
isolated spin-1, charge zero excitation, with an
energy of order the superconducting gap, which
could be identified as the low-energy excitation of
a small undoped region [26]. Neutron scattering
experiments on optimally-doped YBa2Cu3O7−δ
[27] have indeed found a spin triplet excitation,
with wave vector (pi/a, pi/a) and energy 40meV
which first appears in the neighborhood of Tc.
At lower doping [28], the energy of the mode de-
creases, and it first appears above Tc, although its
intensity is enhanced below Tc. Recently, ARPES
data in Bi2Sr2CaCu2O8+δ have been interpreted
as evidence for such a mode [29].
It is natural to interpret these experiments in
terms of excitations of the pairs that give rise to
high temperature superconductivity [27]. How-
ever it is important to note that the observed
cross section and Cu-Cu bilayer modulation of
the triplet mode are very close to those of AF spin
waves in the undoped antiferromagnet. (See e.g.
Fig. 4 of ref. [27].) This strongly suggests that
the mode is associated with undoped regions of
the material and not with mobile holes. The point
is that the wave function of the mobile holes has
a strong admixture of O(2p) orbitals and there-
fore a different magnetic form factor than in the
undoped material, in which Cu(3d) orbitals pre-
dominate. Furthermore, in a conventional BCS
picture, the intensity of the peak would be quite
small because it is proportional to N(0)∆0.
In our model [9], there is a composite order
(involving the stripe and the AF regions), which
does not break gauge invariance, but associates a
superconducting phase factor exp(−iθc) with sin-
glets in the AF regions. Thus, the triplet mode
should appear below TAF , and its intensity should
begin to increase below Tpair (where significant
phase fluctuations begin), then grow substantially
4near Tc (where long-range phase order is estab-
lished). In optimally-doped YBa2Cu3O7−δ, TAF ,
Tpair and Tc are very close together [22,9], so it
is reasonable that the mode is first observed close
to Tc. The position and width of the peak re-
flect the wave function of the singlets; it occurs
at (pi/a, pi/a) because the singlets involve spins
on opposite sublattices, and it it corresponds to
a singlet size of a few lattice spacings. A more
detailed description of this behavior will be given
in a future publication.
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