Abstract. We prove the Yoneda lemma inside an elementary higher topos, generalizing the Yonda lemma for spaces.
Introduction
In classical category theory the Yoneda lemma states that there is an embedding from each category to the category of set-valued presheaves C → F un(C op , Set).
In the world of higher categories this has been generalized to an embedding from an (∞, 1)-category to the (∞, 1)-category of space-valued presheaves
One particular instance is the case when C is an ∞-groupoid, which is the data of a space. In this case C is equivalent to C op and thus we get an embedding C → F un(C, Spaces).
Thus we can always embed a space in the (∞, 1)-category of space valued functors.
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An elementary higher topos is an (∞, 1)-category that shares many characteristics with the category of spaces. The goal of this paper is to show that we can use those properties to show that the Yoneda embedding for spaces also holds in an elementary higher topos.
The Yoneda Lemma for Elementary Toposes
Before we tackle the higher categorical setting we review the 1-categorical case first. In order to make things concrete we will start with sets first.
Let S be a set. The diagonal map ∆ : S → S × S is always a monomorphism of sets. We can think of this map as the reflexive relation. In other words (x, y) ∈ ∆(S) ⇔ x = y As it is a subset it has a characteristic function χ ∆ : S × S → {0, 1} and pullback square
The map χ ∆ sends a pair (x, y) to 1 if and only if x = y. This characteristic map has an adjoint S → {0, 1}
S
In order to characterize this map we first realize that {0, 1} S is the powerset of S, P S. Thus we are looking for a map from S to its powerset. From this perspective the map can be characterized as the map that sends an element s ∈ S to the subset {s} ⊂ S. We will thus denote this map by
This map is itself a monomorphism. There is a categorical way to think about this monomorphism. If C is a 1-category then by the Yoneda lemma there is a embedding from C into the category of presheaves
If C is a set (a category with only identity maps) then we still have the Yoneda embedding, however every representable presheaf takes values in the subcategory {∅, {1}}. Indeed for any two objects c, d in C we either have
Combining these two facts we get an embedding of categories
However, at this stage we are dealing with sets and the set of maps from C to {∅, 1} is just the powerset. Recall that Y(c) : C → {∅, 1} is the map that takes c to 1 and everything else to ∅. Thus the corresponding powerset is the subset {c}.
What we have shown in the previous paragraph is that the Yoneda embedding Y is equal to the singleton map {·} C . The most interesting aspect of this result is that it can be generalized to an elementary topos, which is a 1-category that shares characteristics with the category of sets.
Here we will only give the definition of an elementary topos and refer to [MM92] or [Ra18c, Subsection 1.2] for more details. Definition 1.1. An elementary topos E is a 1-category which is locally Cartesian closed and has a subobject classifier Ω.
As before, for any object A in E, the diagonal map A → A × A is a monomorphism. The subobject classifier Ω characterizes all monomorphisms (which is the role {0, 1} played in sets). Thus we have a pullback square in E.
A 1
Using adjunctions we get the map, which we will also denote by {·} A .
The axioms of an elementary topos allow us to generalize the result above thusly.
Lemma 1.2. [MM92, Lemma IV.1.1] Let E be an elementary topos and A an object. Then the map
The goal for the coming sections is two-fold. First we review the Yoneda lemma for spaces similar to the case for sets. Then we prove that it generalizes to elementary higher toposes the same way the case for sets generalized to elementary toposes.
The Yoneda Lemma for Spaces
In this section we want to see how we can witness the Yoneda lemma in the context of spaces. In this case the diagonal map is replaced by the path fibration:
In order to understand it we have to gain a better understanding of spaces first.
Remark 2.1. Let Spaces be the category of small spaces. Then we denote the maximal subgroupoid as Spaces core and notice that it is itself a space. We define Spaces * as the category of pointed small spaces and recall that there is a forgetful functor U : Spaces * → Spaces. This induces a map of (large) spaces U core : (Spaces * ) core → Spaces. One beautiful result about spaces is that this the map U core classifies other maps. Concretely for every space X we have an equivalence of spaces with small fiber over X and maps X into Spaces
where the equivalence is given by pulling back along U core . In order to check that a map over p : Y → X is characterized by a certain morphism f : X → Spaces core it suffices to show that the fiber of p over each point is equivalent to the value of f at that point.
We can define a map P ath(−, −) : X × X → Spaces core which sends each pair of points (x, y) to the space of paths that start at x and end with y, P ath X (x, y). This maps gives us a pullback square:
Indeed this follows from the fact that for every two points x, y in X we have a pullback square
In light of the remark above what we are saying is that path fibration is classified by the map P ath(−, −).
The map P ath X (−, −) : X × X → Spaces core has an adjoint
We want to prove that this map is an embedding of spaces using the tools of algebraic topology. All we have to do is to show that for any two objects x, y the map of spaces
is an equivalence (Notice the similarity to the Yoneda lemma that we will later come back to).
In order to do that we first use the remark above to characterize the map P ath X (, x) : X → Spaces core as a map over X. We can see that we have the following pullback diagram
where P ath X (x) is the space of paths in X that end at x. Indeed the value at each point y and the fiber over y are both the space P ath X (y, x) (here we again used Remark 2.1).
Thus P ath X (, x) and P ath(, y) are equivalent to the maps of spaces from P ath X (x) to P ath X (y) over X. That is a commutative diagram of the following form.
P ath X (x)
P ath X (y)
So, our original question is equivalent to showing that
is an equivalence of spaces.
Here we can use the power of algebraic topology. The space P ath X (x) is contractible with contraction point the identity path at x and so any such commutative triangle above is equivalent to a commutative triangle of the form * P ath X (y)
But the space of such diagrams is just the fiber of s y : P ath X (y) → X over x, which is by definition P ath X (x, y). Hence we have shown that the desired map is an embedding.
This same result can also be witnessed form the perspective of the Yoneda lemma in higher category theory. If C is a higher category ( (∞, 1)-category), then by the Yoneda lemma we have a diagram
If C is a groupoid then it is just a space and we can simplify the diagram to
However, if C is a space then any functor C → Spaces will factor through the maximal subgroupoid C → Spaces core ֒→ Spaces. Thus we can simplify the map above to
By the Yoneda lemma this map is also an embedding. The image of a point x in C is the representable functor Y x : C → Spaces core that takes a point y to the space map C (y, x). However, C is a just a space and so map C (y, x) is by definition P ath C (y, x). So, the Yoneda embedding then corresponds to the result we stated in the previous paragraph.
Remark 2.2. It is instructive to see how the case for spaces differs from the case of sets. Let X be a 0-type, by which which we mean a space which has no non-trivial homotopy groups above level 0. Alternatively we can characterize it as a disjoint union of contractible spaces. In this case the path space P ath(x, y) for any two points is either empty (if they are not equivalent) or contractible (if they are equivalent). Then the path fibration is precisely the diagonal map we used in the preious section, which implies that the case for sets is a special case of spaces.
The Yoneda Lemma for Elementary Higher Toposes
We now want to generalize the Yoneda lemma for spaces to the setting of an elementary higher topos. First we have following definition. We want to repeat the steps we took in the previous section. The main problem is that X ∆[1] → X × X does not exists in an arbitrary topos as ∆[1] does not exists. However, notice that the map X ∆[1] → X × X is equivalent to the diagonal map X → X × X. As all constructions in a higher category are homotopy invariant we can thus just work with the diagonal map.
Remark 3.2. If the statement above is true then why did we choose the path fibration in the previous section? The path fibration map is a Kan fibration and so is normally used in algebraic topology as it allows us to use the classical definition of a pullback. In an arbitrary elementary higher topos, however, there is no notion of fibration and so we have to work with the diagonal map.
Having decided that we want to use the diagonal map, we now have to characterize it. Here is where we use the fact that elementary higher toposes have universes. By assumption there is a universe U such that there is following pullback diagram.
That is exactly the role played by Spaces core in the case of spaces. The map
has an adjoint (as E is locally Cartesian closed)
We are finally in a position to state and prove the Yoneda lemma.
Theorem 3.3. Let X be an object in E and let U be a universe that classifies the diagonal map ∆ : X → X × X in the sense that we have following pullback square
Then the adjoint map
Proof. In order to prove Y X is an embedding we have to show that for every object Z the induced map
is an embedding of spaces. By adjointness this is equivalent to the map
being an equivalence.
Let S be the class of maps classified by the universe U. Then we have an equivalence of spaces
Composing with the original map means that it suffices to prove that the map
We will do this in two steps. First we determine the points in (E S /Z×X ) core for which the fiber of the map is non-empty. Then we show that map E (Z, X) is equivalent to the image we characterized in the previous step.
For the first step we will prove that a map p : E → Z × X has a non-trivial fiber if and only if there exists a map g : Z → X and equivalence over
The fiber over this point is the subspace of map E (Z, X) generated by maps g : Z → X such that the following is a pullback square in E.
We can extend the diagram.
As the bottom square is always a pullback square, the top one is a pullback square if and only if the rectangle is a pullback square. However, π 1 • ∆ = id X : X → X and so the pullback π 1 • g : E → Z is an equivalence. This prove that one side of our condition.
For the other side let g : Z → X be a map. We will show the map (id Z , g) : Z → Z × X has a non-trivial fiber. First of all we can construct the pullback square
Moreover, the map (id Z , g) : E → Z × X is in S as it is the pullback of ∆ X : X → X × X which is in S by assumption and S is closed under pullback. We have just shown that p : E → Z × X has a non-trivial fiber if and only if there exists a map g : Z → X and an equivalence E → Z over Z × X.
Now we need to show that map(Z, X) is equivalent to the image. The map
core has a Kan fibration over the space (E S ) core . We can take the fiber over the point Z : * → (E S ) core . This gives us an equivalence
Here map(Z × X, U) Z is the subspace of map(Z × X, U) generated by point g : Z × X → U such that g * (U * ) ≃ Z. Also, the space map S E (Z, Z × X) is the subspace of map E (Z, Z × X) generated by maps f : Z → Z × X such that f ∈ S. In the previous paragraph we proved that the map ϕ : map E (Z, X) → (E S /Z×X ) core will factor through map S E (Z, Z × X) and so it suffices to prove that
We can actually do one more restriction. Let map E (Z, Z × X) idZ consist of the following pathcomponents in map
is an embedding. Moreover, the map ϕ will factor again to a map ϕ :
In order to finish the proof it suffices to show that this map is an equivalence.
Before we do that we will make one side note about map E (Z, Z × X) idZ . Although it is a subspace of map S E (Z, Z × X), which is restricted by S, we did not include S in the definition of map E (Z, Z × X) idZ . That is because every map in map E (Z, Z × X) idZ is automatically in S as it is the pullback of ∆ : X → X × X by the map g × id X : Z × X → X × X. Thus map E (Z, Z × X) idZ is not restricted or related to S in any way anymore.
Coming back to the proof, until now we constructed a map
and we want to prove that this map is an equivalence. Note that map E (Z, Z × X) idZ fits into the following homotopy pullback square.
By the property of products the right hand map is an equivalence. This implies that we have an equivalence
We can think of π as the map that takes a map (id Z , g) : Z → Z × X to the map g : Z → X. Thus the map πϕ : map E (Z, X) → map E (Z, X) is an equivalence. By 2 out of 3 we get that ϕ is also an equivalence.
Application of the Yoneda Lemma
In the last section we look at couple applications of the Yoneda lemma in an elementary topos.
Let X be a 0-truncated object in an elementary higher topos E. Then the map X → X × X is an embedding in E.Thus the map X × X → U stated in Theorem 3.3 factors through X × X → Ω, where Ω is the subobject classifier in E. This gives us a pullback square Let X be a −1-truncated object in E, meaning that the diagonal ∆ : X → X × X is an equivalence. This means we have an equivalence
The Yoneda map in map E (X, U X ) corresponds to the map X → U classifying id X : X → X. Indeed we have the diagram of pullbacks
