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Abstract 
In  this  paper  we  propose  and  implement  a  Bayesian  procedure  for  the  empirical 
valuation of bond options given the observed term structure of interest rates, and given 
assumptions about the time series behavior of the instantaneous spot rate. The Bayesian 
approach is motivated by the extreme multicollinearity in the cross-sectional data. The 
multicollinearity  is  caused  by  some  local  identification  problems  in  the  likelihood 
function. These same singularities motivate the choice of prior. The proposed method is 
applied to a  dataset of Dutch bond prices. 
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i.  introduction 
One of the major applications of models of the term structure of interest rates 
is  in  the  pricing  of  interest  rate  derivative  instruments  like  bond  options. 
According to some popular models the valuation  of bond options depends on 
a  few  structural  parameters  characterising  the time series behavior of interest 
rates, like volatility and mean reversion. 1 To apply these models the parameters 
have  to  be  estimated,  for  which  several  approaches  are  available.  The  mean 
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reversion and volatility parameters refer to time series characteristics of interest 
rates and could in principle be estimated from time series data. 2 Alternatively 
these parameters can be estimated from the observed cross-sectional yield curve 
at any given date. 3 Both methods have their merits and drawbacks, with most 
applications in finance nowadays 
ences  between  the cross-sectional 
misspecification. Despite apparent 
a good fit, and  remain a  valuable 
bond market. 5 
stressing a  good cross-sectional fit. 4 Differ- 
and  time series results are an  indication of 
misspecification the models can still provide 
tool for describing the main features of the 
In  this  paper  we  consider  the  cross-sectional  approach,  and  suggest  a 
Bayesian solution to some of the empirical problems. Some of the arguments for 
insisting on a good cross-sectional fit are that it rules out arbitrage opportuni- 
ties, and  that  in  order  to  price a  derivative security with  any credibility, the 
model  should  at  least  be  able  to  price  the  underlying  assets  on  which  the 
derivative is written with reasonable accuracy. We will therefore mostly concen- 
trate  on  the  empirical  modelling of the  term  structure,  stressing  the  cross- 
sectional fit of the models. 
In equilibrium the current -~3rices of bonds with different maturities convey 
information about the expectations of agents with regard to the future develop- 
ments of interest rates. This information enables the estimation of the implicit 
volatility and  mean reversion  parameters, and  hence  the  pricing of bond  op- 
tions. However, the accuracy of the estimated option price also depends on the 
precision  of the estimates  of the  structural  parameters  of the  term  structure 
model. Previous empirical research on the cross-sectional estimation has been 
disappointing in that respect, because the parameter estimates tend to be very 
erratic. For example. Brown and  Dybvig (1986), using U.S. data, report results 
that would imply negative v~lriances of interest rates during some {sub)periods. 
DeMunnik  and  Schotman (1994,  DMS) find  the  same for a  data  set  for the 
z See Chan, Karolyi,  Longstatt; and Sanders (19921 for a  recent empirical example. 
"~ See Brown and  Dybvig (1986) and  Brown and Schaefer (1994) for empirical examples. 
'~The  time series methods  require  very  long data  series,  while  the estimated  parameters do  not 
necessarily provide a good fit for the term structure. Some cross-sectional structure will always be 
necessary, since time series data for a single asset will generally not be sutticient to identify the risk 
preference parameters, or the risk-adjusted (risk-neutral) parameters needed to price other securities. 
"ihe cross-sectional estimation allows time variation in the parameters, which however violates the 
assumptions of the theoretical  model. See Lo (1986} for a discussion  related to the use of implicit 
volatilities in  pricing options  on  stocks,  l)cMunnik  (1992} provides  an  overview of the different 
methods in  applications to  the  bond  market. See  Heath, Jarrow,  and  Morton  {1992) for further 
discussion  of the choice  between  time :~crics and cross-sectional  methods  and  for an  alternative 
cross-sectional approach. 
5 See Stambaugh (1988), Campbell and Shiller (1987}, and especially Jacquier and Jarrow (1995} on 
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Dutch  bond  market. Tile nonsensical  parameter estimates are due  to  severe 
multicollinearity and not to a lack of fit of the simple one-factor models of the 
term structure. DMS find that the likelihood function is usually fiat along a high 
and steeply sloped ridge. A large set of parameter values provides almost the 
same good fit. Although various parameter combinations lead to indistinguish- 
able term  structures,  they imply completely different  option  prices.  For that 
reason we would like to impose some temporal stability in the estimates from 
the daily cross-section of bond prices. 
This state of affairs motivates a Bayesian solution. First, the Bayesian frame- 
work is ideally suited to deal with the multicollinearity. One is not confined to 
a  single point estimate which  happens  to  be the maximum of the likelihood 
function.  Instead  the  posterior  distribution  and  moments  of  the  object  of 
interest,  i.e., an  option  price,  can  be  evaluated  directly.  A  little  bit  of prior 
information keeps the parameters away from the inadmissible region. Second, 
the Bayesian approach allows for a  practical, yet formal, way to combine the 
historical time series information (prior) with the cross-sectional bond price data 
(likelihood).  This  prior  also  achieves  the  necessary  temporal  stability in  the 
parameter estimates. Third, the Bayesian approach immediately provides a full 
posterior distribution of the value of an option, incorporating the uncertainty of 
the underlying structural parameters. 
Cross-sectional analysis of the  term  structure  is also interesting in  its own 
right, since it leads to new evidence on the importance of the unit root hypothe- 
sis. In discrete time the term structure model that we consider is derived from 
a first-order autoregressive process. The shape of the yield curve and the price of 
at-the-money bond options are both sensitive to small changes in the autore- 
gressive coefficient close to the unit root. 
The remainder of the paper is organized in seven sections. Section 2 describes 
the finance implications of the assumed time series process for the instantaneous 
spot interest  rate.  Section 3 transforms this mode! to a  tractable econometric 
model, dealing with  the practical  complications related  to coupon  bonds.  In 
Section 4 we review the maximum likelihood estimates. Sections 5 and 6 discuss 
the prior for the term structure model. Section 5 deals with uninformative priors, 
which are shown to lead to either improper o~" else intractable posteriors. Two 
different informative priors are developed in Section 6. The posterior empirical 
results and a sensitivity analysis are discussed in Section 7. Section 8 concludes. 
2.  The Vasicek model 
Several single-factor models of the term structure have been proposed. The 
simplest is the  Mertoh (1973) model, which  ,'ests on  the assumption that  the 
instantaneous spot rate is a pure Brownian motion. A serious drawback of this 
specification is the implication that long-term interest rates must be negative for 1~6  P. Sehotman  /,Iournal of Econometrics  75 (1996) 183-2!5 
sufficiently long maturities. A slight generalization is the Vasicek model (1977), 
which posits that the spot rate is a mean-reverting Ornstein-Uhlenbeck process. 
In this specification  the spot rate can  theoretically still become negative, but, 
given a positive spot rate and suitable parameter values, yields on all bonds will 
be positive. The Cox, Ingersoll, and Ross (1985, CIR) model is designed to rule 
out negative spot rates completely, at the cost of complicating the econometric 
analysis.  DMS compared  the empirical performance  of the  Vasicek  and  CIR 
models for a  Dutch dataset, and  found that  the fit of the yield curve and the 
implications for option pricing were almost identical. For that reason we confine 
ourselves  here  to  exploring  the  econometrics  of the  simpler  Vasicek  model, 
employing the same dataset as DMS. 
The term structure model of Vasicek (1977) is based on the following assump- 
tion with regard to the continuous time process for the instantaneous  risk-free 
rate r(t): 
dr  =  x(la -  r)dt  +  adZ,  (1) 
where x >  0 is the mean reversion parameter, g  >  0 is the unconditional mean 
of  the  risk-free  rate,  0-  is  the  instantaneous  standard  deviation,  and  dZ  is 
a standard  Brownian motion. With this stochastic specification Vasicek (1977) 
derives the yields R0:) of all default-free discount  bonds with maturity T as 
1  -e  .......  (1  -e-K')  2 
R(r)  =  0  +  (r(t)  -  0)  +  0-2  (2) 
xz  4K3"c  ' 
with 0 a constant parameter. Using continuous discounting the price of the bond 
is  related  to  the  yield  by  P(r)= exp(-  I:R(~)). The  yields  depend  on  time 
through  the  risk-free rate  r(t).  if r +  0, the yield approaches  the  risk-free rate 
r(t).  If  ~ ~  ~,,,  the  yield  converges  to  the  parameter  0,  which  can  thus  be 
interpreted as the yield on a bond with infinite maturity. From (2) it follows that 
yields of all maturities will be positive if the spot rate r(t ) and 0 are both positive. 
The parameter 0 is related to the unconditional mean p of the spot rate, which is 
not identified  in the cross-section of yields, 
0  -2 
0 =  ,lim-,,,~  R(r)-= p  +  2  2~:2  (3) 
where 2  is the market  price of risk. Conditional  on t.: the yield on a  discount 
bond  is  linear  in  the  risk-free  rate  r(t),  the  i,finite  maturity  yield 0,  and  the 
volatility 0  -2. The mean reversion parameter x determines the speed at which the 
yield R(z) goes to its constant mean 0. The larger x, the steeper the initial slope of 
the yield curve and the faster R(z) approaches 0, TI-.e variance 0  .2 determines the 
curvature of the yield curve. For any given date lhe parameters x, 0, 0  "2, and r(t) 
can be estimated from cross-section data on bonds with different maturities. The P. Schotman  / Journal tf Econometrics  75 (1996)  183-215  187 
parameterization using the infinite maturity yield 0 ensures positive yields and 
forward rates at all maturities as !ong as 0 >  0. 
One of the major applications of the model is ia option pricing. The value of 
a  European  call  option  expiring  at  time  t +  z l,  written  on  a  discount  bond 
maturing at time t +  172, and with exercise price K, can be written as 
C(171,172, K) =  F,t [exp( -  ~[ +'' r(s)ds)max(Pt +  z,('c2  --  171)  -  K, 0)],  (4) 
where C is the price of the call option and where the expectation E is taken with 
respect to the risk-neutral process of the spot rate obtained by replacing/z by 
/~ +  2  in  the short  rate process (1) (see  Duffle,  1992).  For the Vasicek  model 
a  closed form solution for the call option price exists and is given by 
C(17:, z2, K) = P('c2)N(dl)-  KP(zl)N(d2),  (5) 
where 
1 In/'  P(z2) 
dl 
= v  \KP(T, )  } 
+½v, 
d2  =  d l  -  V, 
(  ) 
v2 =  tr 2  1 -  e- ~(r, -,,)  2  2Krt 
x  }-~"  ' 
and  N(.)  is  the  cumulative  normal  distribution  function. 6 The  value  of the 
option consists of two parts: the intrinsic value and the time value  The intrinsic 
value is  the  difference  between  the  exercise  price  K  and  the current  price  of 
bonds with maturity r2 -  z l, and is react@ observable. The time value depends 
on the structural parameters of the model. In the empirical part of the paper we 
will concentrate on the time value of the options. For that purpose we consider 
at-the-money options, i.e., options with an exercise price equal to the forward 
price of the underlying bond.  For at-the-money options  Eq. (5) simplifies to 
C  r2, p(r,)} 
The  parameter  v  is  a 
=  P(T2)(2N(½v(z1, ~2))-  1).  (6) 
function  of  the  mean  reversion  parameter  K and  the 
volatility 0 .2  only. The price of the long-term bond P(r2) is directly observable. 
~'The valuation formula for bond options ,lifters  from the familiar Black Scholes h)rmula for two 
reasons. First, since the price of the bond is known with certainty to be equal to the principal, the 
price is mean reverting, and  behaves like a  Brownian  bridge.  For long-term bonds the price risk 
decreases towards maturity. The second reason is the assumed mean-reverting Ornstein-Uhlenbeck 
process for the underlying state variable r(t), which is a generalization of the pure Brownian motion 
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The  yield  curve  and  option  price  formulas  critically  depend  on  the  mean 
reversion  of  the  spot  rate.  In  the  limit,  as  x ~0  the  spot  rate  process  (1) 
approaches  a  pure  Brownian  motion.  The  model  with  K =  0  is  known  as 
the  Merton  (1973) model,  and  implies  the  term  structure  [the  limit  of (2)  as 
K 
R(z) =  r(t) + 
z2tr  Co  "2 
2  6 
(7) 
while  the  parameter  V  2  in  thc  option  valuation  formula,  Eq.  (5),  becomes 
v  2 =  a2zl(z2 -  rl) 2. The quadratic  yield curve implies that  long-term  interest 
rates diverge to minus infinity, while long-term option prices explode to positive 
infinity, no matter what parametec values are inserted. 
3.  An econometric model 
Frequently traded long-term bonds all carry coupons. A coupon bond can be 
thought of as a portfolio of discount bonds. Let C  =  (ct, ... ,c,,) be the cashflow 
generated by the bond, and let r  =  ('r l, ..., z,,) be the corresponding maturities. 
Then  the price of this bond is given by 
I1 
P(C) =  E  cjP(Tj). 
j=  1 
t8) 
The yield to maturity of the coupon  bond is delined as the discount  rate R(C) 
that solves the nonlinear equation 
P(C) =  ~  c~e .... ~,R,c,.  (9) 
j=! 
The yield R(C) is not a linear function of the yields of the underlying portfolio of 
discount bonds, and therefore it is also nonlinear in the parameters r(t), 0  "2, and 
0 of the Vasicek model. In order to obtain a  tractable econometric model, the 
yield  to  maturity  is  linearized  with  respect  to  the  yields  of the  n  underlying 
discount bonds. 
Most bonds are priced close to par. The yield on a  par bond, normalized as 
Po =  1, is the discouat  rate Ro that solves 
I! 
~"  C~e .... ~,~" =  1.  (10) 
j=t 
Note that  Ro is a  function of the cashflow and  maturities only, and not of the 
price. Taking a first-order expansion around Ro in both (8) and (9) one obtains P. &,hotman / Journal of Econometrics  75 (1996)  183-215  189 
the linearizations 
P(C)  = 1-  y'  cjrje  ~,R"(R('rj)--Ro) 
j=l 
=1-(~  c~r~e-*,R")(R(C)-Ro). 
j  =  1 
(11) 
(12) 
Combining (11) and (12) and simplifying gives a  linear relation between  R(C) 
and the n discount yields 
t  n  t  ]!  ~_,  cjTje -*'R''  R(C)=  ~  c~rje-*,"" R(rj).  113) 
j=l  j=l 
The term in parentheses is the duration of the par bond. The linearized yield is 
a weighted average of the yields of the underlying discount bonds. The approxi- 
mation (12)is very accurate in practice, v In the theoretical model (2) bond prices 
are a  deterministic function of the risk-free rate and the underlying structural 
parameters. With the actual data the model will not fit perfectly. One reason for 
an error term is the bid-ask spread. The observed data are transactions prices, 
which can be either the bid or the ask price; they differ from the mid-price by 
a  random error.  A  second  reason  for a  (small) error  term  is the linearization 
error.  A  plausible  stochastic  specification  is,  following  Brown  and  Dybvig 
(1986), 
P(C) =  P(r(t),l¢,0,o'} +  e,  (14) 
where  P(C)  is  the  observed  price,  P(r(t), x, O, a)  is  the  theoretical  price  as 
a  function of the risk-free rate and the parameters, and e is an error term with 
mean zero and variance ~o 2. We will assume that the error term is i.i.d, both with 
respect  to  bonds  at  different  dates  t  as  ~ell  as  with  respect  to  bonds  with 
different cashflows C. s Substituting (12) for the left-hand side of (14), and (11) for 
P(r(t),a,', O,a) at the right-hand side, and simplifying we obtain 
i  I!  1  t!  cszje ....... ~,R"  R(C) =  ~  csz~e ..... ~,R,, R(zj) +  e.  (15) 
j=t  j=1 
The error terms in (14) and (15) are the same, as can be verified from (13). With 
homoskedastic errors for the price, a transformation to an equation for the yield 
7 in discrete time a similar linearization is extensively used in Shiller {1979) and Campbell and Shiller 
(1987). 
s Alternative stochastic specifications can arise from different assumptions about Ille nature of the 
error term. Jacquier  and  Jarrow {1995} distinguish  between  model errors and  market errors. The 
specilication in tills paper would fall in the category of market errors. Gourieroux and Scaillet (1994) 
assume a modrl-related error, which leads them to put the error on the discount price relation 12). 190  P.  Schotman  'r  '~r ~t'~*:  ~" Econometrics  75  (1996)  183-2 i 5 
R(C)  implies that the error term on the yield is heteroskedastic and proportional 
to  the duration  of the  bend.  A  homoskedastic  error term  on  the yield is  less 
plausible  though,  since  long-term  yields  fluctuate  much  less  than  short-term 
yields, and are known with high accuracy. The heteroskedasticity arises because 
a  small change in  the  yield of a  long-term bond causes  a  large  price change, 
proportional to the duration. 
With this linearization of the yields the model is again linear in r(t), O, and cr z. 
At any given date t we have a sample of N(t)  different bonds. Let the subscripts 
i and t denote the ith bond in the sample at date t. The econometric model can 
be written 
,,  x.(h')r(t)  +  w.0¢)0 +  z.(te)a z +  e..  (16) 
where 
y"  ="  R(Ci,)  tt 
t! 
2  DJ. it, 
j=t 
Xit(K  )  -" 
j = l  Krj..  ] 
w. (l~)  =  Dj.it  l- 
j  ~ !  IfTj.  it 
:i,  (t,')  = 
,,  (,,  c  ,  2) 
Di.,  ........  , 
j :=. ~  4If3Tj it 
Dj, it  =  ('j, itTi, ite  ' .... t¢ .... . 
The explanatory variables x, w, and z are highly nonlinear fupctions of the mean 
reversion  parameter h'.  In  the specification  the data  are pooled  for  T  periods 
(days). The structural  parameters are fixed over the entire sample, ~,'~ ttle spot 
rates r(t)  can take on a different value every day. The instantaneous spot rates 
tit)  are  unobservable  and  will  be  estimated jointly  with  the  structural  para- 
meters. Conditional on h the model has a panel data struclt're with fixed ¢i%,;ts 
r =  (r(l), ... ,tiT))'. 
4.  Maximom Ukelihood estimation 
F'or a sample of T different dates and N{t) bonds at date t, the term structure 
model (16) can be written compactly in  matrix notation as 
y  =  X(tOfl  +  u,  (l 7) P. Sehotman / Journal ~?/"  Econometrics  75 (1996)  183-2 i 5  191 
where y  and u  are vectors of length N  =  ~'= 1 N(t); X(h) is an (N × m) matrix 
with m =  T  +  2 columns, depending on the scalar parameter h, and structured 
as 
X  = 
/X 1  0  ...  0  W 1  ZI~ 
0  X 2  W 2  Z 2 
•  0 
0  ...  0  Xr  w.r  z,r/ 
with x, =  (x~,, ..., xm,L,)' and analogous stacking for w and z; fl =  (r' 00"2) ' is an 
(m × 1) vector of parameters. Assuming that e, is i.i.d, normal, the log-likelihood 
function is written  as 
In L(~', 3, cot  - 
N  1 
2 In c,9 z  u'u.  (18) 
O) 2 
Conditional on ~- the model can be estimated efficiently by standard panel data 
methods  using  a  series  of  partial  regressions.  The  concentrated  likelihood 
function of h" is 
N 
In L(~) -  ln(y'My),  (19) 
2 
with M =  M(x)  =  (I -  X(X'X)-~  X'). 9 Since the residual sum of squares y' My is 
bounded for all possible X(Ic), the likelihood function will be extremely flat over 
a wide range of values of i,. The concentrated likelihood function can (and often 
will) have multiple local optima. 
A second  problem  is  the singularity  of the  matrix  X'X  fo~" some  i,.  First,  if 
i¢ -,  :~,  the  variables xi,  and  z;,  tend  to zero.  At  the  other extreme,  as  h ~  0, 
w,  tends  to zero. The singularity  of the design  matrix X  at  both ends creates 
strong  multicollinearity  among  the  elements  of  [/.  These  properties  of  the 
likelihood  function  are institutionally  determined,  since  the explanatory  vari- 
ables solely depend  on  the cashflows and  maturities  of the  bonds.  The  same 
general  properties  will  hold  for  any  country  and  any  sample  period.  These 
problems are not  unique  to the Vasicek model, but also arise in  the CIR and 
other term structure  models. 
The  remainder  of  this  section  illustrates  the  properties  of the  likelihood 
function  for  a  sample  of actively  traded  Dutch  government  bonds  for  each 
trading day during  1989 and  1990• For each  bond we have data on  the clean 
closing  price  and  accrued  interest,  and  the  cashflow  patterns  consisting  of 
coupon payments, redemption, and corresponding payment dates. The number 
of actively  traded  bonds  on  a  day  varies  between  33  and  47.  The  longest 
'} For notational  brcvily the argument  (~,t  in M  and X will often be suppressed. 192  P. Schotman /Journal of Econometrics 75 (1996) 183-215 
maturity  in  this  dataset  is  about  11  years,  while  the  duration  of the  longest 
bonds  is on average somewhat  less than  seven years.  During these two years 
short-term interest  rates have risen from  5.5°,/0 to 9.5%.  Most  of the time the 
yield curve has been very flat, with the spread between the yield on the longest 
and shortest maturity bond ranging between  -  100 and  +  100 basis points. 
The data have been previously analyzed in DeMunnik and Schotman (1994, 
DMS). Here we briefly review the main results in order to illustrate the behavior 
of the likelihood function and to motivate the Bayesian approach which follows. 
DMS found that the cross-sectional data were not very informative about the 
structura'  parameters.  If estimated day by day, the parameter estimates  were 
erratic and completely useless for option pricing applications.  Data had to be 
pooled for at least a month to obtain any significant estimates of h" and 0 at all. 
Table  1 summarizes the monthly pooled estimation  results for model (16). ~° 
The fit of the model, measured by the standard deviation of the price residuals 
(o,~), could hardly be better at 16 cents per 100 guilders, and is very constant over 
the sample months. This is, however, the only good news about the results. The 
parameter estimates themselves are useless for any application of pricing interest 
rate derivative securities.  For most  months  the  unrestricted  maximum  of the 
likelihood function yields negative estimates for the volatility parameter 0  .2 , and 
in  25%,  of cases  for  ~c.  For  only  one  out  of the  24  months  do  all  parameter 
estimates satisfy the positivity constraints. The spot rates are the only param- 
eters that can be estimated very precisely. The infinite horizon yield 0 can only 
be estimated if the mean reversion is large enough. Otherwise 0 can go anywhere 
with a large standard error. Maximum ~ikelihood estimates under the restriction 
h" >  0  and  [~ >  0  will  usually end  up at  the edge of the  parameter space with 
a combination of h', or, and 0 equal to zero, and will therefore not be very useful 
for pricing bond options. 
As  a  tirst  empirical  indication  of the  multicollinearity  Table 2  gives  some 
summary statistics  of the estimated  correlation  matrix  of the  parameter esti- 
mates.  The  parameter  covariance  matrix  is  estimated  as  the  inverse  of  the 
information matrix, which  by straightforward  algebra lollows as 
E  -  Ot/~O~b  J  =  o,  -3 \  X'ZJl  X'X  J'  (20) 
where  tk =  (x[i'j'  and  Z  =  Z(x)= OX(x)/~x.  Conditional  on  ~<  the  parameter 
covariance matrix reduces to to2(X 'X) ..... t. The thing to notice in the table is the 
near singularity of the estimated covariance matrices, which is indicated by the 
t~ DMS did  not employ the linearization  and estimated  all  T  +  3 parameters  by nonlinear least 
squares of Eq. {  14}. The cstimatcs for the linearized  model turn oul to bc very close to the nonlinear 
estimates in  DMS. P. Schotman / Journal t?f Econometrics  75 (1996)  183-215  193 
Table 1 
Monthly pooled unrestricted maximum likelihood 
Parameter estimates 
Month  Obs.  ~  s(~)  I~'l  S(~1 )  0  s(O)  t~  2  S(~  2)  tb 
8901  737  0.372  0.023  6.07  0.06  7.04  0.03  -  76.6  14.6  0.14 
8902  686  0.147  0.013  6.37  0.02  6.94  0.05  -  1.05  0.64  0.12 
8903  735  0.118  0.035  7.16  0.04  7.77  0.53  -  6.72  2.10  0.17 
8904  702  0.152  0.032  7.07  0.04  7.86  0.36  -  13.2  3.66  0.14 
8905  757  0.072  0.012  7.06  0.02  10.3  1.04  -  5.80  0.7."  ~.., :., 
8906  817  0.034  0.018  7.42  0,04  20.8  14.8  -  4.23  0.79  0.19 
8907  798  0.235  0.039  7.21  0.05  7.20  0.13  -  28.4  7.81  0.20 
8908  875  0.122  0.020  7.12  0.03  8.24  0.49  -  12.7  2.09  0.17 
8909  819  0.185  0.025  7.53  0.04  7.43  0.17  -  20.2  3.63  0.16 
8910  862  0.352  0.050  8.29  0.07  7.05  0.03  -  51.9  11.4  9.16 
8911  880  0.114  0.020  8.07  0.03  8.44  0.56  -  12.4  1.68  0.17 
8912  768  0.527  0.149  9.20  0.17  7.26  0.02  -  117.0  49.1  0.22 
9001  919  0.026  0.018  8.32  0.02  34.2  40.0  -  4.95  0.79  0.22 
9002  840  0.069  0.009  8.49  0.03  10.1  0.75  -  5.10  0.66  0.23 
9003  924  0.021  0.011  9.27  0.02  36.9  33.8  -  3.48  0.41  0.20 
9004  757  -  0.074  0.010  8.69  0.01  1  I.I  0.57  -  0.92  0.13  0.16 
9005  946  -  0.022  0.025  8.94  0.02  19.6  20.4  -  0.69  0.20  0.19 
9006  863  -  0.165  0.023  8.71  0.01  8.90  0.06  -  0.11  0.04  0.16 
9007  970  0.062  0.035  8.72  0.02  9.67  1.33  -  2.24  0.53  0.16 
9008  1035  0.010  0.014  8.46  0.02  -  5.52  27.3  0.26  0.20  0.13 
9009  901  -  0.127  0.013  8.76  0.01  8.55  0.09  0.37  0.08  0.12 
9010  1059  0.036  0.030  8.85  0.01  4.45  6.95  1.48  0.50  0.13 
9011  1034  ~- 0.420  0.023  8.79  (I.00  8.80  (I.00  0.01  0.00  0.12 
9012  893  -- 0.()39  0.023  8.96  0.01  15.7  7.28  -,  1.26  0.26  0.16 
The entries are unrestricted M L estimates. The colun'ms .s (.)  contain estimated standard errors, i:or 
the spot rates r(t ) in a given month the restnlts are only reported for the tirst element of the vector r, 
instead of for every single day. 
Table 2 
M ulticollinearity  diagnostics 
Minirnum  Averagc  Maxirn urn 
! !nconditional M 1. 
Conditional on i, 
470.5  7.85 x  10 s  7.36 x  10  ~' 
190.5  1.05 x  !04  1.24 × 10 ~ 
Tile entries report  summary statistics of the condition numbers of the correlation matrix of the 
paramctcr cstimales. The condition numbers are detined as the ratio of the largest over the smallest 
eigenvalue of the estimated correlation matrix of thc information matrix evaluated at the maximum 
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Table 3 
Parameter correlations 
Full correlation matrix  Conditional correlations 
I~  t~'l 
A  .~  A 2  ;'r  0  ~2  rl  rr  0  a 
March  1989 
1 
t~'l  0.81  1 
f'r  0.70  0.94 
0  -  0.99  -  0.71 
r? 2  -  0.95  -  0.94 
1 
1  0.89  1 
-  0.59  1  0.86  0.86  1 
-  0.87  0.88  !  -  0.91  -  0.91  -  0.99 
October  1990 
t~  1 
rt  -0.13  1 
;"r  -  0.72  0.68 
0  1.00  -  0.05 
d 2  0.89  -  0.51 
I 
I  0.87  1 
-  0.67  1  0.87  0.87  1 
-  0.92  0.85  I  -  0.88  -  0.88  -  !.00 
The  correlations  havc  been  computed  using  the  inverse  of the  information  matrix  {20}. The  left 
panels contain  the normalized inverse of the full information matrix; the right  panels are based on 
IX'X)  t. Correlations entered as  1.00 are larger than 0.998.  f',  is the tirst element of k  f"r the last 
element. 
high average of the condition numbers of the correlation tnatrices. ~  Part of the 
near singularity is due to the correlation between ~" and 0, which sometimes is as 
big as  -  0.998. and the correlation I ctween  ~  2  "~"  O and a  , which is around  -  0.991 
if k >  0 (and  +  0.99 if g,° <  0). But even conditional on g: the correlations are big 
with  the average conditional  correlation  between  0  and 6  equal  to  -  0.97. 
The irregular behavior of the likelihood function is best illustrated  by exam- 
pies  for  some  particular  months.  Table  3  reports  the  estimated  correlations 
between  the parameter estimates  for  March  1989  and  October  1990.  There  is 
serious multicollinearity among all the individual parameters. Most remarkable 
is the change in sign between the unconditional  and the conditional correlation 
between 0 and 8  "2 in every month. Another thing to notice is the difference in sign 
of the unconditional  correlation between  ~" and 0 in the two months, swtiching 
from  -  0.99 to  +  1.00. 
The occurence of multiple local optima is illustt aled in Fig. I, which shows the 
concentrated  likelihood  function  of to. 
z~ The condition  number  is  the  ratio  of the highest  to  the  lowest  eigenvalue  of a  matrix.  To give 
meaning  to  the  abs~'  • )lute"  magnitude  of  these  numbers  and  fi~r  comparison  across  months  the 
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Fig.  1.  Concentrated  likelihood  of h. 
The figure shows the concentraled log-likelihood function of the mean reversion parameter ~, in the 
Vasicek term structure  model tor the months October  1989 and October  1990. The functions are 
drawn in deviation of the maxi~num. 
5.  Uninformative prior 
The unrestricted maximum of the likelihood function most often is at a nega- 
tive volatility estimate. Imposing the positivity restrictions the maximum  will 
then  normally end  up  at  the  boundary  of the  parameter  space.  Due  to  the 
multicollinearity there will, however, be points in the interior of the parameter 
space with similar likelihood values. It is  usually possible to move ic, 0, and 
o around without seriously compromising the fit of the model -  measured by 
tb  -  since for most months the likelihood function is flat along a steep ridge. The 
idea of a Bayesian approach is to average the implied option values over many 
points in the parameter space, using the likelihood values as weights. A formal 
Bayesian analysis requires the specification of a prior, which is discussed in this 
section. Some technical difficulties arise related to the existence of the relevant 
integrals. 
The simplest reference prior is the flat prior on the parameters !,, [/, and In ~o. 
With this prior the joint posterior becomes 
N oxp(  ,  )  ,u'u  ,  (21) 
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where D denotes conditioning on the data. Using the standard integration steps 
the marginal posterior of h" is 
p(~c[D) oc ix'xi- i,,2  (22) 
As  shown  in  Section  4,  the  sum  of squares y My  in  the  posterior  does  not 
produce declining tails for the marginal density of ~c. '2 The factor IX'Xl- ~/2 will 
in general be O(1) so that the posterior is improper. In the specific application to 
the Vasicek model the matrix X'X even becomes singular at x =  0 and x --. ~, 
causing spikes in the posterior. 
The Jeffreys prior is an  alternative  to  the  flat  prior and  designed  to  over- 
come singularities in the likelihood function.  The prior is proportional  to the 
determinant  of the  information  matrix,  and  therefore  puts  little  prior  prob- 
ability mass in regions where the likelihood function is fiat. ~3 The information 
matrix for the Vasicek model is given in (20) in Section 4. Jeffreys prior follows 
as 
pj(~) ~  0~-~+ 2)lx,xil/2 (fl, Qfl)l/2  (23) 
where Q = Z'MZ. ~4 The IX'XI  part of the prior compensates for the singular- 
ity of the design. The prior is zero for fl =  0, as it should to balance the flatness of 
the likelihood as a function  of x  at [jr =  0. 
Combining Jeffreys prior and  the likelihood results in the posterior, 
p(I,.',  fl, .~ID)  ~  r,J .... ~N,,,,a~(fl,Qfl)~/2exp(  1  )  II'  H  .  (24) 
The facto," (fl'Qfl)'/"  is computationally inconvenient, since it is impossible to 
marginalize  the  posterior  analytically  with  respect  to  fl,  and  thus  requires 
high-dimensional  numerical  integration.  An  approximate marginal  density  of 
x  is  obtained  by applying the  Laplace integration  formula, ignoring the con- 
straint fl >  0: 
ptxl o)  I"-' ¢.v'My) -  (25) 
2 This is a general phenomenon that arises also in other models with a singularity in the parameter 
space.  The  CIR  model  is  another  term  structure  example.  It  also  arises  in  many  structural 
simultaneous equations econometric models. This pathology resulting from local n¢~mu,;ntdlcatlon"  '  " "  " 
is studied in more detail in K leibergcn ( ! 994) and Schotman (1994).  Dufour (1994) discusses classical 
'impossibility" of obtaining confidence intervals for such  parameters. 
t.~ See Zellner 11971, Ch.  I) for an overview of the properties of the Jeffreys prior. 
t a The infor,nation matrix 120) is augmented with the partial derivatives with respect to ~,h giving the 
additional  factor oJ  t/a in (23). P.  Schotman / Jot~rnal of Ecom,:,',,trics  75 (1996)  183-215  197 
with fl = (X'X)-  ~  X'y a function of t,:. As with the fiat prior the 'residual sum of 
squares'y'My is bounded. The factor (['~,Qfl)~/2 is the square root of the residual 
sum  of squares  of the  regression  Zfl =  X~ +  ~,  and  its  behavior  for  K--, 
follows after some algebra as being of order 1/x meaning that this approxi:nate 
density is not integrable. Whether the exact density (24) is also improper is not 
clear, since the constraints fl >  0 can be crucial. The convergence problem of the 
density  (25)  is  due  to  #2,  an  element  of fl,  being  of order  x 2.  For  our  data 
8" always goes to minus infinity, implying that the integral  over tr >  0  will be 
much smaller than the Laplace approximation. Under the restriction fl >  0, the 
Laplace  approximation  will  therefore  be  poor  for  large  h"  and  very  much 
~werestimate the correct marginal density in the tail. 
A simulation algorithm to analyse the exact posterior will face similar difficul- 
ties related to the inequality restrictions. Sampling from the conditional poste- 
rior of fl given (x, to) is not very hard if fl >  0. The quadratic form ([3'Qfl)1/2  is 
negligible in the tails, so that the conditional posterior can be approximated by 
a normal, with mean equal to the mode of the posterior and a covariance matrix 
slightly larger than to2(X'X) - ~. An accept/reject algorithm is usually efficient. It 
does not work,  though, when  the  unrestricted  mode occurs for some element 
fli <  0 (usually the volatility!). ~5 
6.  informative prior 
From  the  analysis  in  Sections  4  and  5  we  see  several  motivations  for  an 
infornaative  prior.  First,  and  most  important,  genuine  prior  information  is 
available from  time series data  on  short-term  interest  rates.  The  information 
cannot  come  fi'om  more  cross-sectional  data,  since  that  is  not  available:  we 
already include  all  actively traded  bonds.  Second,  prior information  helps  to 
reduce  the  multicollinearity  in  the  model.  Third,  the  constraints,  especially 
0-2> 0,  contain  vital  information  for  the  analysis  of this  model.  Fourth,  an 
uninformative prior does not necessarily provide a proper posterior, and is also 
computationally intractable. The prior provides a  natural way to combine the 
historical time series estimates with the information that is implicit in the term 
structure at a  given date. 
15 The other problem  is that sampling fl'om the conditional  posterior of i, given (fl, to), although 
a univariate problem, requires a computationally intensive numerical approach, it turns out that the 
conditional posterior is often very concentrated around a i,'¢~ very close to the current h'. As a result 
a  Gibbs  sampler converges  extremely slow.  The  slow  convergence  is  no  surprise  given  the  also 
extreme multicoilinearity between !, and the other parameters. 198  P. Schotman  / Journal g/" Econometrics  75 (i 996)  183-215 
Below  we  will  elicit  a  prior  for  r,  i,-, a,  and  0  that  allows  exact  analytical 
marginalization  with respect  to r  and 0. The resulting bivariate posterior only 
contains  the parameters  of interest h- and or. and will be anaiy:~.e~,'  --1  ~-,ame.rienily, ..... 
6.1.  Prior of ~" 
The priors  of ~: and a  are  based on  the time  series properties  of short-term 
interest  rates.  According  to  the  Vasicek  model  the  short-term  interest  rate 
follows an  AR(1) process, 
r,  =  It(!  p) +  pr,_ ~ +  t:,,  (26) 
which is  the discrete time analog  to  the Ornstein-Uhlenbeck  process (1). The 
parameter h" is related to p as ~," =  -  In p/s, with s the length of the time interval 
between successive observations. Since we measure time in years, s equals 1,/250. 
A stylized fact from time series analysis of short-term  interest rates is the near 
unit root behavior. A unit root can never be rejected, but neither can one reject 
the hypothesis of stationarity. The time series data are not very conc!usive on 
the long-run  properties.  An easy to use reference prior for x  is the exponential 
distribution, 
I 
p(s,') =  -- exp(  -  x/l¢{,  ).  (27) 
/c o 
With an  exponential  prior on  ~¢ the implicit  prior on  p  is 
I 
P(P)  =  ........... t' .... t,  t/,,,..  (28) 
Slqo 
This form of the prior is motivated by the priors studied by Geweke (1994}. qhe 
prior will be fiat if xo =  l/s.  The prior of p  is upward sloping towards the unit 
root  if h'o <  l/s. 
The exact  form of the exponential  distribution  and  the choice of t,'o are not 
very  important  for  the  results.  Most  important  is  that  the  prior  excludes 
negative  values of ~', and  that  it exponentially  downweights  very large  values 
in  order  to  avoid  the  existence  problems  related  to  the  Jeffreys  prior.  Since 
large  values  of h" correspond  to  low autocorrelation,  downweighting  the large 
values is well motivated by the time series evidence. In tile empirical application 
h'o =  0.2. 
6.2.  Prior on  a 
Whereas  time  series data  do  not  contain  much  information  on  ~c,  the  time 
series volatility can  be very  precisely estimated  fr3m  daily data.  DMS  use six P.  Schotman /Journal of Econometrics  75 (1996)  183-215  199 
years of dail} Dutch short-term interest rates, and find 6  =  150 basis points per 
year and a confidence interval not wider than (140, 160). Since the purpose of the 
cross-sectional  estimation  is  to  learn  about  the  implied  volatility,  we do  not 
want to impose such a  very tight prior. 
A simple reference prior for a  is the inverted Gamma (see Zellner,  1971): 
p(0.)  oc  o  T'' +'  T° 0.2"~  (29) 
exp  2  ~~ ~/" 
In the empirical work 0.0 is set equal to the time series mode 8-, while To =  T, the 
number of trading days in a month. The most important property of the prior is 
that it ensures o  .2 >  0 and also keeps the conditional posterior of 0  .2 given ~ from 
drifting away to infinity at order ~2 as in the uninformative priors driven by the 
determinant of X'X.  Independence between ~ and 0. is motivated by the usual 
independence between location and scale parameters. 
6.3.  Prior on  r 
For the prior on the risk-free rate we exploit the time series assumption that 
r is normally distributed  and follows the AR.t!) process (26) with prior mean l~o 
and covariance matrix 
V  =  El(r-tl o)(r  -  tits,)]' 
--  ~1 ¸ 
1  -  p" 
I  i~  ......  pl  i 
p  I  p  ...  p'r  z 
p2  ij  ]  ...  p1'  3 
tfl'  I  p'r  2  p'r  3  ...  I 
(30) 
with  p =  exp(  -  t¢s). The explicit  dependence  of V on  s," and  its  singularity  at 
a¢ =  0 are the most important characteristics of this prior• The covariance matrix 
is scaled by 0., and this leads to a  term 0.- "r in the prior, which is a second way 
(besides the marginal prior on a) by which the volatility is kept positive. ~' The 
*~'Technically the  Bayesian  prior on  r  proposed  ill  this section  is equivalent  to a  random  efli:cts 
panel data model. The prior on r  cnuld alternatively be introduced  by treating the instantaneous 
spot rate r(t)as random effects instead as tixed effects as in (18}. in a classical maximum likelihood 
r in the likelihood and effectively restrid.s a 2 t,~ he  analysis this assumption also leads to a factor cr 
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important assumption  in the prior is whether the prior covariance matrix  V is 
scaled by the random variable 0  .2 or by the prior constant tro. Equally important 
is the choice between the random variable x or a constant x0 in the first-order 
autocorrelation parameter p  in  V. The consequences  for the posterior will be 
explored in Section 7. The prior has one theoretical defect, as it does not restrict 
r  to  be  positive.  Although  the  prior  probability  of  negative  spot  rates  is 
substantial for small h', the probability of negative spot rates in the posterior will 
be negligible, because the likelihood is exceptionally informative on r at small h', 
where  r(t)  must  be  almost  equal  to  the  average  yield  at  day  t,  and  negative 
interest  rates do not occur in  the data.  The prior mean l~o is set  at  7.4%, the 
average interest  rate over the last 25 years. 
6.4.  Prior on  0 
The prior on 0 is assumed  to  be normal with  mean I'o and  variance  I//2  -- 
a2/(2Ths).  The variance increases with h" to express the local nonidentification of 
0  at  h  =  0.  The  motivation  for  this  type  of  prior  in  models  with  locally 
nonidentified  parameters  is  discussed  in  Schotman  (1994).  The  scaling  with 
a2/(2Ths)  reflects  the  variance  of the  maximum  likelihood  estimator  of the 
mean of an AR(I) time series with  7" observations. The effect of the dependence 
on  x  and  a  will  be  illustrated  by  comparing  the  rc~,ulting  posterior  with 
the  alternative  assumption  that  the  variance  is  equal  to  the  constant 
I//,, =  rr¢,/127 I<,,s~. 
Just  as  with  the  prior on  r,  the  prior on  0  leavc~  a  n~ nzelo  probability for 
negative values, which is nonnegligible at small values of t,'. Contrary to the case 
of r,  however,  the  likelihood  is  also  nonintk~rmative  close  to  ~," =  0.  We  will 
ignore this problem, both with the prior variance depending on h" as well as with 
xo,  thereby  somewhat  overstating  the  evidence  for  small  values  of h"  in  the 
posterior. 
6.5.  Prior on  .J 
Finally, the standard deviation of the pricing errors of the cross-sectional dat:,. 
is assumed to be known exactly as t,h, =  0.17. We need this assumption in ord.::r 
to obtain conjugate priors on r and 0 conditional on h" and o-. it is especially ,,he 
fact  that  the prior on  r  is conjugate  which greatly reduces  the computat;onal 
effort in empirical work. Assuming t,~: known reduces tile numerical anal?sis to 
a  bivariate  problem  in  the  two  parameters  of interest,  which  can  b,:  easily 
handled by graphical methods and a simple grid search. At the same zime ~o is 
just a nuisance parameter, which in the likelihood function is independent of the 
other parameters, so that the choice of ~o will not be critical. Finally, given the 
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Fig. 2.  Prior densities of option price; r~  =  2, z 2 =  4. 
This figure shows the prior density of the price of an at-the-money European option maturing in two 
years on  a  four-year discount  bond.  The  price  is expressed  as  a  percentage  of the  vab.-  of the 
underlying bond, based  on the closed form (6). 
~,~ will be very tight, so that conditioning on the maximum likelihood estimate 
will not  make any practical difference. ~  ~ 
6.6.  Prior on  v (zl. z2) 
The implicit prior on the at-the-money option prices in (6) can be calculated 
fi'om  the  (independent)  marginal  priors  for  h  and  tr.  Using  an  option  ot~ 
a  four-year discount  bond  maturing  in  two  years,  both  the  mean  reversion 
and  the  volatility  will  be  important.  The  prior  density  of  the  factor 
(2N(½v(r~, r2)) -  1)is shown in Fig. 2 for three different combinations of S,o and 
tro. The baseline marginal priors for i, and tr imply option values that are about 
1% of the value of the two-year bond. As the figure shows, increasing the prior 
mean reversion decreases the mean option value; increasing the prior volatility 
increases the option  value. 
~7 Under the alternative assurnption of a  inverted Gamma prior for ,,J we weuid need a  simulation 
algorithm to compute the posterior. For example, the Gibbs sarnplcr can easily produce draws from 
the  conditional  posteri,~rs  p(O, rl.;,a,h)  and  p(t,~lO, r, tr, tc),  but  drawing  frorn  the  posterior 
pb,, trl 0, r,..~) will  be intractable and expensive. See also the discussion at the end of Section  5. 202  P. Schotman / Journal of Econometrics  75 (1996)  183-215 
7.  Posterior  results 
7.1.  Posterior density 
Combining the likelihood (18) with the prior gives the joint posterior 
p(K,a,O, rlD) oc e  -  ~:,'~o  O" -  ( To  +  1 ) exp (  To ao2"~ 
2 
x o-- r ~/'1  -  p 2 exp( --~(r -  llol)'V- t (r -  lLoi)) 
(  '  )  (  ,3,,  x O- l exp  02(0  --  ,/10)  2  exp  20)0  ] 
The alternative prior we consider puts  Xo for x  and Oo for o  in  the priors  for 
r and 0; the resulting posterior is denoted po('lD). 
Integrating PC" ID) with respect to r and 0, we obtain the marginal posterior of 
~ and a. To perform this integration step partition the matrix X  =  (WIz), with 
W a (N x (T +  1)) matrix and z a vector of length N defined below (17). Further 
define the matrix 
0), ..... 
I[12 
The marginal  posterior follows as 
p(Ic, o'lD) ,~i e  ~ ""o" ~r.,, r, -'~exp  ,aoo.~j ~1  ~  pz V, sc IS~ i  ~,  7  /2 
t  S  '  Sil tSo  )),  x  exp(  -  ~(  oo-  Sol  t  (32) 
where 
Soo  =  l?ot't'z  +  (y  -  za2)' ,  -- za2)/o  , 
Sot  =  poPI  +  W'(y -  ~a'-  ")/~o~,, 
II.l[/'t  IllP 1  2  Sit  =  P  +  Pr w/m~. 
To  obtain  the alternative  marginal  posterior define  a  matrix  Po  by  replacing 
V by  Vo and ~2  by ~,  and  replace P  by Po in (32). 
Tile differences between  the two posteriors  are due to the different order of 
dependence  of IS~tl  on  t~  as  t, -, 0.  With  both  V and  ~b  depending  on  a,,  the 
determinant of St|  iS proportional of ~: for small h'. The product  clSlt I- t then 
converges to a constant, so that the posterior density will be zero at h- =  0 due to 
the  factor  /1-  p2.  With  only  ~  depending  on  h',  but  V =  Vo,  the  factor 
/ 
,,/1  -  p2o remains positive. In both cases the singularity in S~  due to the local 
nonidentification of 0 is of the same order as the singularity in the prior and less P. Schotman / Journal of Ecomm~etrics 75 (1996)  183-215  203 
than the order of singularity in the data, which is of order K  "2. The higher order of 
singularity in the data causes the nonintegrability of the posterior around ~: -  0 
under a  flat prior. 
With both V =  Vo and ~b =  ~'o, there are no singularities in the prior, and the 
posterior  density  is  well-behaved  at  x-  0,  simply  because  the  full  prior  is 
proper. The  prior  IS asymptotically negligible for large N  in  both p(. ID) and 
Po(" ID). However,  if the  data  are  not  very  informative  on  ~c,  then  the  prior 
influence is much stronger in po(" ID). This is because the prior on 0 vanishes at 
-  0. 3o that it corresponds more closely to the local flatness of the likelihood 
function.  Schotman  (1094)  provides  a  further  analysis  of the  effects  of prior 
dependence between ~" a~d 0 in models of the form (17) with a singularity in the 
parameter space. 
Finally the singularity in the data as h -, oG  does not influence the posterior 
anymore due to the exponential  prior exp(-i¢/~:o). 
7.2.  Empirical results 
Tables 4 and 5 summarise the posterior results for the bond price data. Figs. 
3  to  6  plot  the  marginal  posterior  densities  of K and  tr  for  some  particular 
months, while Figs. 7 and 8 show the bivariate contours for these months. The 
posterior  means  are  more  stable  over  time  then  the  M L  estimates,  partly 
because the  prior  for every month  is  the same.  Negative values for ~  or a  of 
cou: ~;: no longer occur. 
The  posterior  means  los" ic can  be  divided  in  two  groups:  large and  small. 
Whenever there is a  large posterior mean tbr ~c with the conditional priors (see 
months 8907, 8909 8912 in Table 4),  there is also a  large value for ~c with  the 
independent  priors  (Table  5 even  has  one  more oullier: 9010).  Most  of these 
months  were  already  problematical  in  the  maximum  likelihood  estimation 
because of the existence of two local optima (see Fig.  1 for 8910 and 9010). The 
large values of x for months in the second half of 1989 coincide with months that 
saw a sharp rise in interest rates. This suggests that the large values of x might be 
the result of an omitted second factor related to the change in the spot rate or the 
volatility in the spo: rate, that is particular forceful in this period bvt not very 
influential in the other part of the sample. 
When the posterior mean of i, is large, the data contain no information on a. 
The  posterior  mean  of ~r  in  these  months  equals  the  prior  mean.  The  most 
extreme example of ~his behavior is Fig. 6, in which the post~  ,or of tr is exactly 
the same as the prior.  Fig. 4 shows the same phenomenon,  ltowever, this only 
occurs with independence between the priors on (i~, a) and (r, 0). The conditional 
priors  always take  into  account  the  time series  information  in  one  month  of 
daily  data  to  provide  some  inference  on  volatility.  In  general  the  posterior 
means are lower than the prior means for tr, indicating that the implicit volatility 
in  the  cross-sectional  bond  price  data  is  less  than  the  historical  time  series 204  P. Schotman  /Journal of Econometrics  75 (1996) 183-215 
Table 4 
Posterior moments (independent priors) 
Month  E[h]  S[h]  E[p]  S[p]  S[a]  S[a]  E[v]  S[v]  E[C]  S[C] 
8901  0.185  0.016  0.831  0.013  1.052  0.089  0.021  0.002  0.833  0.071 
8902  O. 173  0.020  0.841  0.017  1.272  O. 142  0.026  0.003  1.030  0.113 
8903  0.312  0.072  0.734  0.052  1.214  0.153  0.019  0.002  0.772  0.092 
8904  0.117  0.035  0.890  0.031  0.888  0.080  0.020  0.001  0.798  0.058 
8905  0.111  0.014  0.895  0.013  0.898  0.067  0.020  0.001  0.816  0.057 
8906  0.059  0.018  0.943  0.017  0.809  0.055  0.020  0.001  0.813  0.049 
8907  2.245  0.535  0.120  0.055  1.555  0.253  0.004  0.001  0.140  0.051 
8908  0.234  0.034  0.792  0.027  1.027  0.095  0.019  0.002  0.746  0.061 
8909  0.996  0.093  0.371  0.034  1.552  0.252  0.010  0.002  0.380  0.073 
8910  I. 105  0.069  0.332  0.023  i.559  0.250  0.008  0.001  0.336  0.059 
8911  0.709  0.057  0.493  0.028  1.510  0.227  0.013  0.002  0.526  0.085 
8912  1.216  0.076  0.297  0.023  1.567  0.272  0.008  0.001  0.301  0.057 
9001  0.115  0.020  0.892  0.018  0.878  0.067  0.020  0.001  0.792  0.053 
9002  0.090  0.007  0.914  0.006  0.899  0.066  0.021  0.002  0.85 !  0.061 
9003  0.072  0.010  0.931  0.010  0.868  0.060  0.022  0.001  0.85 !  0056 
9004  0.018  0.004  0.982  0.004  0.815  0.056  0.(}22  0.001  0.888  0.059 
9005  0.103  0.026  0.903  0.023  1.066  O. 101  0.025  0002  0.983  0.08 I 
9006  0.039  0.017  0.962  0.016  0.923  0.075  0.024  0.002  0.964  0.069 
9007  0.176  0.039  0.839  0.032  1.113  0.114  0.022  0.002  0.897  0.083 
9008  (I,043  0,012  0.958  0.012  1.096  0,(}88  0,028  0,002  I, 135  0,084 
9009  0,025  0,006  0.976  0.006  1.215  0.096  0.033  0,002  1.305  0,098 
90 I0  3,716  0,874  0.1)34  0,03 !  !. 551  0.241  0.002  0,001  0,068  0,030 
9011  0,022  0,005  0.979  0,005  1.074  0,1)79  0.029  0,002  I, 160  0,08 ! 
9012  0.142  0,035  0.868  0.030  1,001  0.101  0.022  0.002  0.858  0.073 
Avg,  0,501  0,087  0.741  0.022  I, 142  0.128  0,019  0,1102  0,760  0,069 
Std.d.  0.851  0.194  0.286  0.013  0,264  0.1174  0.008  0,000  0.309  0.018 
M in,  0,018  0.004  0,034  0,004  0,809  0,055  0,002  0.001  0.068  0,030 
Max,  3,716  0.874  0,982  0,055  1.567  0.272  0,033  0,003  1,305  O, I 13 
The entries  are  posterior  means El. ] and standard  deviations  S [. ]  obtained  from independent 
priors  for  ~',  a,  r,  and  0  with  ~o = 0.2, a(, =  1.5, To =  T,  l(o =  7.2, and  coo = 0.17. The  option 
parameters v and C pertain to a two-year European call option on a four-year discount bond. The 
last four rows contain summary statistics  of the monthly results. 
volatility. But although the posteriors for the individual months differ from the 
common prior, the time series of 24 months of posterior means is remarkably 
constant, showing  the same division  in two groups as for the mean reversion. 
in general the posterior means of h" resulting from the conditional  prior are 
also somewhat smaller than the corresponding moments with the independent 
priors. This is in line with the theoretical predictions in Schotman (1994). Other- 
wise the two priors lead  to similar posterior results.  When  the cross-sectional 
data are informative they always point at a rnean reversion that is smaller than P. Schotman  /Journal of Econometrics  75 119961 183-215  205 
Table 5 
Posterior moments (conditional priors) 
Month  EEh]  S[h]  E[p]  S[p]  E[~]  S[a]  E[v]  S[v]  E[C]  S[C] 
8901  O. 172  0.015  0.842  0.013  1.020  0.077  0.021  0.002  0.829  0.061 
8902  0.156  0.019  0.856  0.016  1.142  0.109  0.024  0.002  1.955  0.087 
8903  O. 173  0.046  0.842  0.039  1.018  O. 109  0.021  0.002  0.824  0.062 
8904  0.036  0.021  0.964  0.020  0.739  0.056  0.019  0.001  0.775  0.046 
8905  0.094  0.014  0.910  0.013  0.845  0.059  0.020  0.001  0.793  0.050 
8906  0.030  0.013  0.970  0.013  0.727  0.046  0.019  0.001  0.773  0.043 
8907  1.216  0.212  0.303  0.062  2.112  0.273  0.010  0.002  0.412  0.073 
8908  O. 178  0.028  0.837  0.024  0.955  0.079  0.019  0.001  0.766  0.050 
8909  0.881  0.085  0.416  0.035  1.887  0.216  0.013  0.002  0.527  0.066 
8910  1.q41  0.069  0.354  0.023  2.019  0.222  0.012  0.001  0.467  0.055 
8911  0.651  0.054  0.522  0.028  1.679  0.181  0.016  0.002  1t.633  0.069 
8912  1.153  0.073  0.317  0.023  2.098  0.248  0.011  0.001  0.429  0.054 
9001  0.081  0.018  0.922  0.017  0.801  0.058  0.019  0.001  0.770  0.045 
9002  0.086  0.007  0.9 ! 8  0.006  0.856  0.058  0.020  0.001  0.817  0.054 
9003  0.061  0.010  0.941  0.010  0.807  0.053  0.020  0.001  0.808  0.049 
9004  0.012  0.003  0.988  0.003  0.752  0.050  0.02 !  0.001  0.829  0.054 
9005  0.056  0.022  0.946  0.020  0.899  0.077  0.023  0.002  0.907  0.063 
9006  0.020  0.009  0.980  0.009  0.816  0.058  0.022  0.001  0.884  0.059 
9007  O. !01  0.031  0.904  0.028  0.947  0.087  0.022  0.002  0.876  0.062 
9008  0.029  0.011  0.971  0.010  0.952  0.073  0.025  11.002  1.013  0.073 
9009  0.015  0.005  0.985  0.005  1.064  0.088  0.029  0.002  1.166  0.094 
9010  0.109  0.075  0.899  0.064  1.235  0.138  0.028  0.003  1.131  0.133 
9011  0.013  0.004  11.987  0.004  0.953  0.070  (I.1126  0.002  1.047  0.075 
9012  0.072  0.028  0.930  0.026  0.844  0.078  0.021  0.001  0.825  0.056 
Avg,  0.028  0.002  0.972  0.002  1.560  0.053  O. I ! 2  0.003  0.802  0.064 
Std.d.  0.003  0.000  0.003  0.0(10  O. 171  0,007  0.011  0.000  0.194  0.019 
Min.  0.023  0.001  0.966  0.001  1.352  0.044  0.098  0.003  0.412  0.043 
Max.  0.035  0.003  0.977  0.003  1.905  0.068  0.134  0.004  I.  166  0.133 
"l'he entries are posterior  means E[. ]  and standard  deviations S  [. ]  obtained from independent 
priors for x and cr and priors for r and 0 that are conditional on x and a. The prior hyperparameters 
are xo =  0.2, ao =  1.5, To =  T, po :  7.2, and too  =  0.17. The option parameters v and C pertain to 
a  wo-year at-the-money  European call option on a  four-year discount bond. The last four rows 
contain summary statistics of the monthly results. 
implied by the time series estimate of p. To fit the cross-sectional data the time 
series process should  be close to the random walk. 
The bivariate posterior densities of ~," and a are all well-behaved, without any 
bimodality  and  without  extreme  multicollinearity.  Especially  the  posteriors 
resulting from independent  priors imply, not entirely unexpected, almost zero 
correlation in the bivariate posterior (see Fig. 8). Only when the posterior of ~c is 
concentrated  close  to  the  singularity  point  ~c =  0  do  the  contours  take  on 
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I:ig. 3.  Marginal posteriors: March  1989. 
The option prices resulting from the two priors are very similar. Their time 
series  behavior  over  the  two-year sample  reflects  the  time  variation  in  the 
implicit mean  reversion  and  volatility. The posterior standard  deviations on 
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Fig.  4.  Marginal  posteriors:  October  1989. 
months  in  the  second  half of  1989,  where  tile  Vasicek  model  appears  most 
misspecified. 
The last piece of empirical evidence is a sensitivity analysis with respect to the 
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Fig. 5.  Marginal posteriors: April 1990. 
graphically summarised in Fig. 9. In the sensitivity analysis the hyperparameter 
~'o is changed from 0.2 to 0.5; alternatively tTo is changed from 1.5% to 2.5%. The 
posterior means of 0~ are not affected by the change in the prior; in the upper part 
of Fig. 9 the posterior means are all on the 45 degree line. The posterior means of 
c; are more sensitive to the prior, especially for the months in the second half of 
1989 for which we already know that the data contain  no information at all. 
8.  Conclusions 
The main purpose of this paper is to implement a practical method for the 
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Table 6 
Sensitivity analysis 
Independent priors  Conditional  priors 
Ko =  0.2  h'o =  0.5  t% =  0.2  Xo =  0.5 
ao =  2.5  ao =  1.5  cro =  2.5  ao =  1.5 
Month  E[~']  E[a]  E[x]  E[a]  E[K]  E[a]  E[x]  E[a] 
8901  0.197  1.444  0.186  1.052  0.188  1.366  0.172  1.021 
8902  0.192  !.776  0.174  1.273  0.177  1.588  0.157  1.144 
8903  0.523  2.095  0.329  1.232  0.355  1.694  0.179  1.029 
8904  0.240  1.427  0.121  0.893  0.182  1.268  0.038  0.741 
8905  0.139  1.255  0.112  0.898  0.126  1.183  0.095  0.846 
8906  0.115  I. 182  0.060  0.811  0.091  1.903  0.031  0.728 
8907  2.301  2.587  6.535  1.556  1.427  2.650  1.389  2.229 
8908  0.339  1.62  0.237  1.031  0.230  1.448  0.181  0.959 
8909  1.011  2.580  1.024  1.554  0.933  2.379  0.903  1.905 
8910  1.1 I0  2.615  1.121  1.560  1.066  2.479  !.054  2.029 
8911  0.773  2.442  0.719  1.513  0.691  2.181  0.660  1.689 
8912  1.219  2.624  1.234  1.568  1.176  2.541  !.169  2.109 
9001  0.176  1.309  0.116  0.880  0.149  1.205  0.082  0.803 
9002  0.097  1.209  0.090  0.899  0.094  1.153  0.086  0.856 
9003  0.091  I. ! 97  0.072  0.869  0.084  1.129  0.06 !  0.808 
9(I14  0,022  1.078  (I.021  0.818  0.017  1.021  0.012  0.752 
9(X15  0.168  1.607  O. 105  1.070  (1.133  ! .404  0.058  0.902 
9(~)6  (1. I 18  1.4 ! 8  0.(143  (I.930  0.075  1.229  0.020  (1.817 
9(107  (t,283  1.754  (1.18(1  I. 119  0.209  1,493  0.1(14  0.952 
9r'~  0,068  1.459  0.045  I. 100  (I.(155  1.329  0.030  (I.953 
9009  0,029  1.464  0.028  1.221  0,020  1,356  0,015  1.064 
9010  3.900  2,585  7.7(11  1.551  0.393  1.980  0.125  1.251 
9(111  (I.(127  1.340  0.025  1.080  (I.019  1.245  0.013  (I.953 
9012  0.256  i.614  0.146  1.006  0.192  1.390  0.075  0.849 
Avg.  0.556  1.737  0.851  1.145  0.339  1.575  0.280  !.141 
Std.d.  0.870  0.529  !.929  0.264  0.397  0.494  0.407  0.461 
Min.  0.022  1.078  0.021  0.811  0.017  1.021  0.012  0.728 
Max.  3.900  2.624  7.701  1.568  1.427  2.650  !.389  2.229 
The entries are posterior means E [. ] of a and h under alternative priors for h" and a. Results can be 
compared with Tables 4 and 5. The last four rows contain summary statistics of tile monthly results. 
observed  yield  curve.  The  Bayesian  approach  is  motivated  by  the  extreme 
multicollinearity  in  the  likelihood  function,  which  often  leads  to  nonsensical 
point estimates for the structural parameters, despite the overall good fit of the 
simple one-factor term structure models. 
The  usefulness  of the  Bayesian  procedure  depends  on  the  credibility  and 
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Fig. 9.  Sensitivity  analysis. 
This tigure  shows  the effect  of changing  one  of the  hyperparameters  in  the  prior of ~c or  o.  The 
X-coordinate  represents  the  posterior  means  of  t,  or  a  ,ruder  the  baseline  prior  be,-  0.2, 
a o =  1.5%); the  Y-coordinate corresponds to the posterior mean for the alternative values of h. or 
a,.  On the 45 degree line the prior does not  have any effect on  the posterior means. 214  P. Schotman  / Journal of Econometrics  75 (1996)  183-215 
sense that they employ the time series characteristics of the spot rate of interest. 
The priors correspond to a random effects panel data assumption. One of the 
priors takes the time series information as exogenously given, while the second 
prior also explicitly takes into account the dependence between the time series 
and cross-sectional parameters. The latter is similar to the type of priors that 
Schotman and van Dijk (1991) used in the analysis of a,a AR(1) model, which is 
specifically designed to handle singularities in the parameter space close to the 
unit root. 
The posterior results lead, by construction, to admissible parameter values. 
For most months in the sample the posterior density of mean  reversion and 
volatility appears sharp enough to have practical use for the pricing of interest 
rate  derivatives.  The  months  that  the  posterior  density  is  not  informative 
coincide with months in which there were large changes in the spot rate; the 
one-factor Vasicek model is likely to be severely misspecified for such periods. In 
the remainder of the sample both the implied volatility as well as the implied 
mean reversion are generally lower than one would have obtained from a time 
series analysis. 
Although this paper deals exclusively with the Vasicek model, similar results 
will hold for the Cox, Ingersoll, and Ross model, since that model has the same 
theoretical singularities, so one can expect the same extreme multicollinearity. 
The numerical analysis in this paper is limited to two-dimensional numerical 
integration. More advanced techniques will be necessary, if one wishes to change 
the prior structure, which relies heavily on conditionally conjugate priors. 
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