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ABSTRAK 
Pengangguran yang meningkat ditiap tahunnya menjadi masalah yang harus diselesaikan 
oleh pemerintah. Maka dilakukanlah penelitian yang menerapkan optimasi Backpropagation 
neural network (BPNN) menggunakan metode algoritma genetika (AG) dalam memprediksi 
jumlah pengangguran di Provinsi Riau, sehingga bisa menjadi salah satu pertimbangan pemerintah 
dalam menyediakan lapangan pekerjaan  sesuai dengan tenaga kerja yang ada. Metode AG 
digunakan  untuk menentukan  nilai learning rate terbaik yang akan digunakan pada pengujian 
BPNN.Parameter yang digunakan yaitu penduduk menurut kelompok umur dan jenis kelamin, 
data histiris TPAK (Tingkat Partisipasi Angkatan Kerja), angkatan kerja, tingkat pengangguran 
terbuka (TPT), penduduk yang bekerja menurut lapangan usaha, PDRB ( Penduduk Domestik 
Regional Bruto) atas dasar harga konstan 2010 menurut lapangan usaha, data historis penduduk 
usia 15 tahun keatas status, pendidikan dan jenis pekerjaan, data pengangguran reality dilapangan 
tahun 2011 sampai dengan 2018.Pada pengujian menggunakan BPNN mendapatkan nilai MSE 
0.0138 dengan learning rate 0.3 dan epoch 1500.Sedangkan pengujian menggunakan metode AG-
BPNN memiliki nilai MSE 0.00634 dengan Pc 0.2, Pm 0.8 pada generasi ke 100 dan epoch 5000. 
Diperoleh kesimpulan bahwa AG-BPNN mendapatkan nilai MSE terkecil dibandingkan 
menggunakan BPNN, sehingga metode algoritma genetika dapat mengoptimasi BPNN dalam  
memprediksi jumlah penganggurann di Provinsi Riau.  
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ABSTRACT 
Unemployment which increases every year becomes a problem that must be resolved by the 
government. So a study was conducted that applied backpropagation neural network (BPNN) 
optimization using the genetic algorithm (GA) method in predicting the number of unemployed in 
Riau Province, so that it can become one of the government's considerations in providing jobs in 
accordance with the existing workforce. The GA method is used to determine the best learning rate 
that will be used in BPNN testing.The parameters used are the population by age group and 
gender, TPAK historical data (Labor Force Participation Rate), labor force, open unemployment 
rate (TPT), residents who work according to business field, GRDP (Gross Regional Domestic 
Population) based on constant 2010 prices by business, historical data of population aged 15 
years and above status, education and type of work, reality unemployment data in the field of 2011 
to 2018. In testing using BPNN get an MSE value of 0.0138 with a learning rate of 0.3 and epoch 
1500. While testing using the GA-BPNN method has a MSE value of 0.00634 with Pc 0.2, Pm 0.8 
in the 100th generation and epoch 5000. It was concluded that GA-BPNN gets the smallest MSE 
value compared to using BPNN, so the genetic algorithm method can optimize BPNN in predicting 
unemployment in Riau Province. 
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BAB I  
PENDAHULUAN  
1.1. Latar Belakang  
Pembangunan adalah wadah pengembangan perekenomian disuatu wilayah. 
Efektifnya sebuah pembangunan bisa dilihat dari penggunaan sumber-sumber 
daya yang ada sehingga menyerap anggota kerja yang tersedia (Sukirno, 2004). 
Pertumbuhan perekonomian yang sangat meningkat tentu disesuaikan dengan 
jumlah tenaga kerja yang sesuai pada bidangnya. Upaya dalam menyesuaikan 
tingkat angkatan kerja dengan bidangnya sedikit sekali bisa untuk dilakukan. 
Mengakibatkan banyak dari masyarakat yang tidak mendapatkan pekerjaan sesuai 
dengan bidangnya, sehingga ada yang tidak mendapatkan pekerjaan sama sekali. 
Masyarakat ini bisa dikatakan tidak mempunyai pekerjaan atau disebut 
pengangguran. 
Pengangguran adalah suatu keadaan di mana seseorang yang tergolong dalam 
angkatan kerja ingin mendapatkan pekerjaan tetapi belum dapat memperolehnya. 
Seseorang yang tidak bekerja, tetapi tidak secara aktif mencari pekerjaan tidak 
tergolong sebagai penganggur. Pengangguran dapat terjadi disebabkan oleh tidak 
seimbangan pada pasar tenaga kerja. Hal ini menunjukkan jumlah tenaga kerja 
yang ditawarkan melebihi jumlah tenaga kerja yang diminta. (Sukirno, 2004)  
Deskripsi tentang data yang bersumber dari Badan Pusat Statistika Provinsi 
Riau  terjadi ketidak stabilan jumlah pengangguran ditiap tahunnya, sehingga 
menunjukkan bahwa pengangguran merupakan permasalahan yang dihadapi oleh 
Provinsi Riau. Pada tahun 2010 jumlah tingkat pengangguran terbuka di Provinsi 
Riau mencapai 8,72 persen, tahun 2011 berjumlah 10,27 persen, pada tahun 2012 
berjumlah 6,64 persen, tahun 2013 berjumlah 5,48 persen, tahun 2014 berjumlah 
6,56 persen, tahun 2015 berjumlah 7,83 persen, tahun 2016 berjumlah 7,43 persen 





Apabila disuatu daerah pertumbuhan ekonominya meningkat, hal tersebut akan 
berpengaruh pada kenaikan jumlah pengangguran. Permasalahan utama yang 
mendasar dalam hal ini adalah kesiapan pemerintah dalam mengantisipasi dan 
menekan jumlah pengangguran yang masih tidak tepat sasaran. Data 
pengangguran yang kadang tidak stabil ini menjadi salah satu masalah yang 
dihadapi oleh pemerintah. 
Penelitian sebelumnya oleh (Hm, 2018) tentang Potret Ketenaga kerjaan, 
Pengangguran, dan Kemiskinan di Indonesia menyatakan perlunya pengawasan 
yang itensif dalam penanggulangan program pengangguran dan kemiskinan. 
Penanganan terhadap pengangguran perlunya pendekatan antara usaha mikro kecil 
mandiri dan mensinergikan antara kebijakan pusat dengan daerah. Upaya yang 
dilakukan untuk mengatasi pengangguran ini dengan menyediakan program – 
program penanggulangan dari Pemerintah disetiap tahunnya seperti menyediakan 
lapangan pekerjaan. maka diperlukan sebuah sistem yang dapat memprediksi 
jumlah pengangguran pada Provinsi Riau.  
Backpropagation neural network adalah salah satu metode dari kecerdasan 
buatan untuk mengatasi masalah yang menarik yang kita temukan, salah satunya 
peramalan (forecasting). Konsep yang akan diambil dari prediksi ini akan diambil 
dari data - data sebelumnya, lalu dimasukkan kedalam sistem. Setelah itu akan 
dilakukan proses pelatihan dengan backpropagation neural network. Pada tahun 
2010 ada penelitian dari Sofi Dwi Purwanto tentang implementasi jaringan syaraf 
tiruan backpropagation sebagai estimasi laju tingkat pengangguran terbuka pada 
Provinsi Jawa Timur menyatakan setelah dilakukan percobaan variasi jumlah 
neuron hidden layer dalam proses pelatihan dan pengujian sistem dapat diperoleh 
tingkat akurasi terbaik adalah sebesar 87% dengan rata-rata tingkat akurasi 
sebesar 81,375% .  
 Algoritma genetika termasuk  kelompok Soft modelling thecnology yang 
merupakan  algoritma pencarian yang berdasarkan kepada mekanisme seleksi 




yang disebut populasi. Setiap solusi dari pada populasi pada algoritma ini diwakili 
oleh satu individu atau kromosom. Algoritma genetika pada awalnya digunakan 
sebagai algoritma pencarian parameter - parameter pada permasalahan optimasi. 
Perkembangan berikut dari algoritma ini adalah mulai diaplikasikannya dalam 
berbagai ranah permasalahan seperti teori pembelajaran, pemrograman otomata, 
peramalan dan lainnya oleh (Syarif, 2014) Algoritma genetika terbukti efisien 
dalam memecahkan masalah optimasi dan apalagi banyak teknik evolusi telah 
dikembangkan untuk menentukan beberapa optimasi dari fungsi tertentu. 
Algoritma genetika merupakan teknik untuk memprediksi kinerja generalisasi 
berdasarkan sifat statis jaringan seperti aktifation function dan hidden neuron akan 
cukup kuat untuk mencari solusi. hal ini dapat memecahkan masalah yang ada 
pada metode neural network yaitu optimasi yang dihasilkan kurang optimal. Pada 
tahun 2012 ada penelitian mizza dan amaliah tentang Implementasi Algoritma 
Genetika pada Struktur Backpropoagation Neural Network untuk Klasifikasi 
Kanker Payudara mendapatkan hasil akurasi yang cukup tinggi yaitu 97%.  Pada 
tahun 2013 ada penelitian tentang Optimasi Neural Network untuk Mendeteksi 
penyakit Diabetes dengan Algoritma genetika yang mendapatkan jumlah akurasi 
98,57 %. 
Maka dari itu dilakukan sebuah penelitian “Optimasi Backpropagation 
Neural Network Menggunakan Metode Algoritma Genetika Untuk 
Memprediksi Jumlah Pengangguran“ penelitian ini menggunakan metode 
algoritma genetika untuk mengoptimasi backpropagation neural network dalam  
memprediksi jumlah pengangguran pada Provinsi Riau dengan bertujuan untuk 
salah satu pertimbangan pemerintah daerah untuk dapat menyediakan lapangan 
pekerjaan sesuai dengan tenaga kerja yang ada.   
1.2. Rumusan Masalah 
Bagaimana penerapan optimasi algoritma genetika dalam backpropagation 





1.3. Batasan Masalah 
Berdasarkan uraian latar belakang dan perumusan masalah di atas, maka 
dibuat batasan masalah sebagai berikut: 
1. Memprediksi pengangguran pada 1 tahun kedepan  dimulai dari data tahun 
2011 sampai 2018 
2. Mengoptimasi algoritma genetika pada nilai bobot pada Learning rate  
3. Menggunakan crossover one-point   
4. Jenis pengangguran yang di prediksi adalah pengangguran terbuka 
5. Parameter yang digunakan dalam penelitian ini : penduduk menurut 
kelompok umur dan jenis kelamin, data histiris TPAK ( Tingkat Partisipasi 
Angkatan Kerja), angkatan kerja, tingkat pengangguran terbuka (TPT), 
penduduk yang bekerja menurut lapangan usaha, PDRB ( Penduduk 
Domestik Regional Bruto) atas dasar harga konstan 2010 menurut lapangan 
usaha, data historis penduduk usia 15 tahun keatas status, pendidikan dan 
jenis pekerjaan, data pengangguran reality dilapangan tahun 2011 sampai 
dengan 2018  
1.4. Tujuan Penelitian 
Tujuan penelitian ini adalah untuk mengoptimasi backpropagation neural 
network menggunakan algoritma genetika dalam memprediksi pengangguran di 
Provinsi Riau. 
1.5. Sistematika Penulisan 
Sistematika penulisan dalam penyusunan tugas akhir ini adalah sebagai 
berikut: 
BAB I    PENDAHULUAN 
   Bab ini berisi uraian mengenai latar belakang, rumusan masalah, batasan 






BAB II    LANDASAN TEORI 
      Bab ini berisi uraian teori-teori umum yang digunakan untuk penelitian 
yang dilakukan seperti pengangguran dan metode yang digunakan 
backpropagation neural network  dan algoritma genetika.  
 
BAB III   METODOLOGI 
     Bab ini berisi uraian proses - proses yang dilakukan dalam penelitian 
tugas akhir ini seperti identifikasi masalah, perumusan masalah, studi pustaka, 
analisa sistem, perancangan sistem, implementasi sistem, pengujian implememtasi 
dan kesimpulan saran.  
 
BAB IV   ANALISA DAN PERANCANGAN  
    Bab ini berisi uraian tengtang analisa data, analisa proses algoritma 
genetika, alur pengoperasian sistem, serta berisi perancangan database dari sistem.  
 
BAB V   IMPLEMENTASI DAN PENGUJIAN 
      Bab ini membahas tentang implementasi sistem, batasan sistem, serta 
hasil pengujian dari sistem.  
 
BAB VI   PENUTUP 
       Bab ini berisi kesimpulan dari penelitian ini serta saran yang terkait 







BAB II  
LANDASAN TEORI 
 
2.1 Prediksi   
Menurut Kamus Besar Bahasa Indonesia pengertian prediksi adalah sesuatu 
yang dilakukan untuk memperkirakan atau meramalkan. Prediksi ini juga 
didasarkan pada keahlian keputusan yang pada gilirannya didasarkan pada data 
historis dan pengalaman. 
Prediksi sama halnya dengan memperkirakan apa yang terjadi dimasa 
depan, dengan cara memproyeksikan data – data dimasa lalu ke masa depan 
dengan menggunakan model matematika maupun perkiraan yang berbentuk 
subyektif.  
Proses peramalan menurut (Hanke, 2003) adalah apa saja bentuk dari jenis 
peramalan yang dilakukan terdapat 5 proses yaitu:  
1. Formulasi masalah dan pengumpulan data  
Pada tahap ini jika menggunakan metode kuantitatif maka data yang di 
gunakan harus relevan. Jika tidak, mengulang datanya kembali.  
2. Manipulasi dan pembersihan data  
Pada pengumpulan data ada data yang tidak relevan dengan masalah, atau 
hilang nya data yang memiliki nilai yang harus di estimasi, atau data yang ada 
didalam history yang di gunakan diprode tertentu saja. Sehingga diperlukannya 
peramalan untuk mengambil data yang dibutuhkan dengan prosedur tertentu.  
3. Pembentukan dan evaluasi model  
Menyesuaikan data tertentu dengan proses suatu peramalan yang sesuai dengan 
meminimalkan galat peramalan.  




5. Peramalan yang sebenarnya yaitu jika data yang terpilih  telah terkumpul  dan 
terpilihnya proses peramalan yang sesuai. Data yang terpilih ini yang sudah 
didalam history seringkali digunakan untuk pengecekan keakuratan didalam 
proses.  
6. Evaluasi peramalan  
Evaluasi yang dilakukan menyangkut terhadap perbandingan antara nilai 
ramalan dengan nilai history. Setelah model peramalan sudah terbentuk akan 
dibandingkan dengan data history yang sudah diketahui. Pengujian pada pola 
galat biasanya analisis melakukan perubahan pada prosedur peramalan.  
Jangka watu peramalan terbagi dalam 3 kelompok yaitu: 
1. Jangka pendek, yaitu peramalan yang dilakukan dibawah dari 3 bulan.  
2. Jangka menengah, yaitu peramalan yang dilakukan antara 3 bulan sampai 3 
tahun.  
3. Jangka Panjang, yaitu peramalan yang dilakukan lebih dari 3 tahun.  
2.2 Pengangguran  
Pengangguran adalah suatu keadaan di mana seseorang yang tergolong dalam 
angkatan kerja ingin mendapatkan pekerjaan tetapi belum dapat memperolehnya. 
Seseorang yang tidak bekerja, tetapi tidak secara aktif mencari pekerjaan tidak 
tergolong sebagai penganggur. Pengangguran dapat terjadi disebabkan oleh tidak 
seimbangan pada pasar tenaga kerja. Hal ini menunjukkan jumlah tenaga kerja 
yang ditawarkan melebihi jumlah tenaga kerja yang diminta. (Sukirno, 2004) 
Tingkat pengangguran adalah bagian dari angkatan kerja yang tidak 
memperoleh pekerjaan. Misalnya, pada tahun 1982, tingkat pengangguran di AS 
meningkat sebesar hampir 10,6 persen. Merupakan tingkat pengangguran tertinggi 
padakurun waktu setelah perang dunia II. Lebih dari seorang dari tiap 10 pencari 
kerja tidak memperoleh pekerjaan. Tingkat pengangguran seperti ini belum 






Angka pengangguran adalah persentase jumlah penganggur terhadap jumlah 
angkatan kerja. Penduduk yang sedang mencari pekerjaan tetapi tidak sedang 
mempunyai pekerjaan disebut penganggur. dalam indicator ketenagakerjaan, 
pengangguran merupakan penduduk yang tidak bekerja tetapi sedang mencari 
pekerjaan atau sedang mempersiapkan suatu usaha baru atau penduduk yang tidak 
mencari pekerjaan karena sudah diterima bekerja tetapi belum mulai 
bekerja.(Sukirno, 2004) 
Pengangguran adalah masalah makro  ekonomi yang mempengaruhi 
manusia secara langsung dan merupakan yang paling berat. Bagi kebanyakan 
orang, kehilangan pekerjaan berarti penurunan standar kehidupan dan tekanan 
psikologis. Jadi tidaklah mengejutkan jika pengangguran menjadi topik yang 
sering dibicarakan dalam perdebatan politik dan para politisi sering mengklaim 
bahwa kebijakan yang mereka tawarkan akan membantu menciptakan lapangan 
kerja. Ada 3 hal yang dikatakan orang sebagai penganggur yaitu: (Dombusch, 
2000)  
1. Orang yang tidak mempunyai pekerjaan sama sekali  
2. Orang yang sedang mencari pekerjaan   
3. Orang yang bekerja kurang dari 2 hari dalam seminggu  
4. Orang yang sedang mencari pekerjaan yang layak 
Dalam standar pengertian yang sudah ditentukan secara internasional, 
yang dimaksudkan pengangguran adalah seseorang yang sudah digolongkan 
dalam angkatan kerja, yang secara aktif sedang mencari pekerjaan pada suatu 
tingkat upah tertentu, tetapi tidak dapat memperoleh pekerjaan yang 
diinginkannya. Pengangguran menunjukkan sumber daya yang terbuang. Para 
pengangguran memiliki potensi untuk memberikan kontribusi pada pendapatan 
nasional, tetapi mereka tidak dapat melakukannya. Pencarian pekerjaan yang 
cocok dengan keahlian mereka adalah menggembirakan jika pencarian itu 
berakhir, dan orang orang yang menuggu pekerjaan di perusahaan yang 






Jika dalam standar pengertian yang sudah ditentukan secara internasional, 
yang dimaksudkan pengangguran adalah seseorang yang sudah digolongkan 
dalam angkatan kerja yang sedang aktif dalam mencari pekerjaan pada suatu 
tingkat upah tertentu, tetapi tidak dapat memperoleh pekerjaan yang 
diinginkannya. Maka menurut (Amir, 2007) sebab terjadinya pengangguran 
digolongkan kepada tiga jenis yaitu:   
1. Pengangguran friksional 
Pengangguran friksional adalah pengangguran yang terjadi karena 
kesulitan temporer dalam mempertemukan pencari kerja dan lowongan kerja yang 
ada. Kesulitan temporer ini dapat berbentuk sekedar waktu yang diperlukan 
selama prosedur pelamaran dan seleksi, atau terjadi karena faktor jarak atau 
kurangnya informasi.  
Pengangguran friksional tidak bisa dielakkan dari perekonomian yang 
sedang berubah. Untuk beberapa alasan, jenis-jenis barang yang dikonsumsi 
perusahaan dan rumah tangga bervariasi sepanjang waktu.  Ketika permintaan 
terhadap barang bergeser, begitu pula permintaan terhadap tenaga kerja yang 
memproduksi barang-barang tersebut.  
2. Pengangguran struktural 
Pengangguran struktural terjadi karena ada problema dalam struktur atau 
komposisi perekonomian. Perubahan struktur yang demikian memerlukan 
perubahan dalam keterampilan tenaga kerja yang dibutuhkan sedangkan pihak 
pencari kerja tidak mampu menyesuaikan diri dengan ketrampilan baru tersebut. 
3. Pengangguran konjungtur 
Pengangguran konjungtur terjadi karena kelebihan pengangguran alamiah 
dan berlaku sebagai akibat pengangguran dalam permintaan agregat.  
2.2.1 Klasifikasi pengangguran 
Menurut (Sukirno, 2004) mengklasifikasikan pengangguran berdasarkan 
cirinya, dibagi menjadi empat kelompok:  
1. Pengangguran Terbuka 
Pengangguran ini adalah tenaga kerja yang sungguh-sungguh tidak 





belum mendapat pekerjaan padahal telah berusaha secara maksimal dan sebagai 
akibat pertambahan lowongan pekerjaan yang lebih rendah daripada pertambahan 
tenaga kerja.  
Efek dari keadaan ini di dalam suatu jangka masa yang cukup panjang 
mereka tidak melakukan suatu pekerjaan. Jadi mereka menganggur secara nyata 
dan separuh waktu, dan oleh karenaya dinamakan pengangguran terbuka. 
Pengangguran terbuka dapat pula wujud sebagai akibat dari kegiatan ekonomi 
yang menurun, dari kemajuan teknologi yang mengurangi penggunaan tenaga 
kerja, atau sebagai akibat dari kemunduran perkembangan suatu industri.  
2. Pengangguran Tersembunyi 
Pengangguran ini adalah tenaga kerja yang tidak bekerja secara optimal 
karena suatu alasan tertentu. Salah satunya adalah karena kecilnya perusahaan 
dengan tenaga kerja yang terlalu banyak sehingga untuk menjalakan kegiatannya 
tidak efisien. Kelebihan tenaga kerja yang digunakan digolongkan dalam 
pengangguran tersembunyi.  
3. Setengah Menganggur 
         Pengangguran ini adalah tenaga kerja yang tidak bekerja secara optimal 
karena tidak ada lapangan pekerjaan, biasanya tenaga kerja setengah menganggur 
ini merupakan tenaga kerja yang bekerja kurang dari 35 jam selama seminggu. 
Mereka mungkin hanya bekerja satu hingga dua hari dalam seminggu, atau satu 
hingga empat jam sehari. Pekerja-pekerja yang mempunyai masa kerja seperti ini 
digolongkan sebagai setengah menganggur.  
4. Pengangguran Bermusim 
         Pengangguran ini adalah tenaga kerja yang tidak bekerja karena terikat pada 
musim tertentu. Pengangguran seperti ini terutama di sektor pertanian dan 
perikanan. Pada umumnya petani tidak begitu aktif di antara waktu sesudah 
menanam dan panen. Apabial dalam masa tersebut mereka tidak melakukan 
pekerjaan lain maka mereka terpaksa menganggur. 
Dalam membicarakan mengenai pengangguran yang selalu diperhatikan 
bukanlah mengenai jumlah pengangguran, tetapi mengenai tingkat pengangguran 





keterjangkauan pekerja (kesempatan bekerja), maka digunakan rumus Tingkat 
Pengangguran Terbuka. Definisi dari Tingkat pengangguran terbuka ialah 
persentase penduduk yang mencari pekerjaan, yang mempersiapkan usaha, yang 
tidak mencari pekerjaan, karena merasa tidak mungkin mendapatkan pekerjaan, 
yang sudah mempunyai pekerjaan tetapi belum mulai bekerja dari sejumlah 
angkatan kerja yang ada. (Dombusch, 2000) 
Tingkat pengangguran terbuka memberikan indikasi tentang penduduk 
usia kerja yang termasuk dalam kelompok penganggur. Tingkat pengangguran 
kerja diukur sebagai persentase jumlah penganggur terhadap jumlah angkatan 
kerja. Untuk mengukur tingkat pengangguran terbuka pada suatu wilayah bisa 
didapat dari persentase membagi jumlah pengangguran dengan jumlah angkatan 
kerja dan dinyatakan dalam persen. 
Tingkat Pengangguran Terbuka (TPT) adalah angka yang menunjukkan 
banyaknya pengangguran terhadap 100 penduduk yang masuk kategori angkatan 
kerja. Pengangguran terbuka (open unemployment) didasarkan pada konsep 
seluruh angkatan kerja yang mencari pekerjaan, baik yang mencari pekerjaan 
pertama kali maupun yang sedang bekerja sebelumnya. Sedang pekerja yang 
digolongkan setengah penganguran (underemployment) adalah pekerja yang 
masih me ncari pekerjaan penuh atau sambilan dan mereka yang bekerja dengan 
jam kerja rendah (di bawah sepertiga jam kerja normal, atau berarti bekerja 
kurang dari 35 jam dalam seminggu). Namun masih mau menerima pekerjaan, 
serta mereka yang tidak mencari pekerjaan namun mau menerima pekerjaan itu. 
Pekerja digolongkan setengah pengangguran parah (severely underemployment) 
bila ia termasuk setengah menganggur dengan jam kerja kurang dari 25 jam 
seminggu. (Mankiw, 2000) 
Menurut BPS, Pengangguran terbuka terdiri atas:   
a. Penduduk yang sedang mencari pekerjaan  
b. Penduduk yang sedang mempersiapkan usaha  
c. Penduduk yang merasa tidak mungkin mendapat pekerjaan   





Pengangguran terbuka biasanya terjadi pada generasi muda yang baru 
menyelesaikan pendidikan menengah dan tinggi. Ada kecenderung mereka yang 
baru menyelesaikan pendidikan berusaha mencari kerja sesuai dengan aspirasi 
mereka. Aspirasi mereka biasanya adalah bekerja disektor modern atau di kantor. 
Untuk mendapatkan pekerjaan itu mereka bersedia menunggu untuk beberapa 
lama. Tidak tertutup kemungkingan mereka berusaha mencari pekerjaan itu di 
kota atau di provinsi atau daerah yang kegiatan industry telah berkembang. Ini 
yang menyebabkan angka pengangguran terbuka cenderung tinggi di kota atau 
daerah yang kegiatan industry atau sektor modern telah berkembang.17 
Sebaliknya angka pengangguran terbuka rendah di daerah atau provinsi yang 
kegiatan ekonomi masih bertumpu pada sektor pertanian. Apalagi tingkat 
pendidikan di daerah tersebut rendah. Pada umumnya, mereka yang 
berpendidikan rendah bersedia bekerja apa saja untuk menopang kehidupan. Bila 
sektor pertanian kurang dapat menjamin kelangsungan hidup, mereka bersedia 
berusaha di kantor informal. Mereka tidak memperdulikan apakah jam kerja 
panjang atau penghasilan rendah. Bagi mereka yang penting dapat bertahan hidup 
(Amir, 2007) 
2.2.2  Dampak pengangguran  
Beberapa akibat buruk dari pengangguran dibedakan kepada dua aspek 
dimana dua aspek tersebut yaitu (Mankiw, 2000) : 
1. Akibat buruk  atas kegiatan perekonomian 
Tingkat pengangguran yang relatif tinggi tidak memungkinkan masyarakat 
mencapai pertumbuhan ekonomi yang teguh. Hal ini dapat dengan jelas dilihat 
dari memperlihatkan berbagai akibat buruk yang bersifat ekonomi yang 
ditimbulkan oleh masalah pengangguran. Akibat-akibat buruk tersebut dapat 
dibedakan sebagai berikut :  
a. Pengangguran menyebabkan masyarakat tidak memaksimumkan tingkat 
kemakmuran yang mungkin dicapainya. Hal ini terjadi karena pengangguran 
bias menyebabkan pendapatan nasional riil (nyata) yang dicapai masyarakat 





yang seharusnya). Oleh karena itu, kemakmuran yang dicapai oleh 
masyarakat punq akan lebih rendah.   
b. Pengangguran menyebabkan pendapatan pajak pemerintah berkurang. 
Pengangguran diakibatkan oleh tingkat kegiatan ekonomi yang rendah, dan 
dalam kegiatan ekonomi yang rendah pendapatan pajak  pemerintah semakin 
sedikit. Jika penerimaan pajak rendah, dana untuk kegiatan ekonomi 
pemerintah juga akan berkurang sehingga kegiatan pembangunan pun akan 
terus menurun.   
c. Pengangguran tidak menggalakkan pertumbuhan ekonomi. Pengangguran 
menimbulkan dua akibat buruk kepada kegiatan sektor swasta. Yang 
pertama, pengangguran tenaga buruh diikuti pula oleh kelebihan kapasitas 
mesin-mesin perusahaan. Kedua, pengangguran yang diakibatkan keuntungan 
kelesuan berkurang. Kegiatan Keuntungan perusahaan yang rendah 
menyebabkan mengurangi keinginan untuk melakukan investasi.  
2. Akibat buruk untuk individu dan masyarakat 
Pengangguran akan mempengaruhi kehidupan individu dan kestabilan 
sosial dalam masyarakat. Menurut sadono sukirno beberapa keburukan sosial 
yang diakibatkan oleh pengangguran adalah :  
a. Pengangguran menyebabkan kehilangan mata pencarian dan pendapatan.  
b. Pengangguran dapat menyebabkan kehilangan keterampilan. Keterampilan 
dalam mengerjakan suatu pekerjaan hanya dapat dipertahankan apabila 
keterampilan tersebut digunakan dalam praktek.   
c. Pengangguran dapat menimbulkan ketidakstabilan sosial dan politik. 
Kegiatan ekonomi yang lesu dan pengangguran yang tinggi dapat 
menimbulkan rasa tidak puas masyarakat kepada pemerintah.  
2.3 Jaringan Syaraf Tiruan (Neural Network)  
Jaringan syaraf tiruan adalah salah satu cabang dari kecerdasan buatan yang 
sistem proses informasinya didesain dengan menirukan kerja otak manusia dalam 
menyelesaikan masalah. Jaringan syaraf tiruan ini terdiri dari distribusi pararel  





menyimpan pengetahuan yang diperoleh secara eksperimental dan siap pakai 
untuk berbagai tujuan. (Kusumadewi, 2003) 
Jaringan syaraf tiruan memiliki proses yang sama seperti jaringan syaraf 
biologis dimana setiap sel syaraf (neuron) akan memiliki satu inti sel yang 
bertugas untuk melakukan pemroresan informasi. Informai yang datang akan 
diterima dendrit. Selain menerima informasi, dendrit juga menyertai axon sebagai 
keluaran dari pemprosesan informasi. Informasi yang telah diolah ini akan yang 
akan diinputkan pada neuron lainnya dimana antar dendrit kedua sel tersebut 
dipertemukan dengan sinapsisnya. Informasi yang dikirimkan antar neuron ini 
berupa rangsangan yang dilewatkan melalui dendrit. Informasi yang dating dan 
diterima dendrit akan dijumlahkan dan dikirim melalui axon lain. Informasi ini 
akan di terima oleh neuron lain jika memenuhi batasan tertentu dikenal dengan 
nilai ambang (threshold) atau yang teraktivasi. (Siang, 2009)  
2.3.1 Model Neuron   
Satu sel saraf terdiri dari tiga bagian, yaitu : fungsi penjumlah (summing function), 
fungsi aktivasi (activation function), dan keluaran (output).  
  
Gambar 2.1 Model Neuron (Puspitaningrum, 2006) 
Jika dilihat pada gambar 2.2, neuron buatan mirip dengan sel neuron bioligis. 
Informasi  (input)  akan  dikirimkan  ke  neuron  dengan  bobot  tertentu.  Input  ini  akan 





Hasil penjumlahan kemudian akan dibandingkan dengan suatu nilai ambang 
(threshold) tertentu melalui fungsi aktivasi setiap neuron. Apabila input tersebut 
melewati suatu nilai ambang tertentu,  maka  neuron  tersebut akan  diaktifkan, jika  
tidak,  maka neuron tersebut tidak akan diaktifkan. Apabila neuron tersebut diaktifkan, 
maka neuron tersebut akan mengirimkan output melalui bobot-bobot output ke semua 
neuron yang berhubungan dengannya. (Puspitaningrum, 2006) 
2.3.2 Arsitektur jaringan Saraf Tiruan. 
Pada jaringan syaraf tiruan neuron–neuron akan dikumpulkan didalam 
lapisan (layer) yang disebut dengan lapisan neuron.  Neuron–neuron pada satu 
lapisan akan dihubungkan dengan lapisan-lapisan sebelum dan sesudahnya. 
Informasi yang diberikan pada jaringa syaraf akan dirambatkan lapisan ke lapisan, 
mulai dari lapisan masukan sampai lapisan keluaran melalui lapisan tersembunyi 
(Hidden layer). Faktor terpenting dalam menentukan kelakuan suatu neuron 
adalah fungsi aktivasi pada pola bobotnya. Umumnya neuron-neuron yang 
terletak pada lapisan yang sama akan memiliki keadaan yang sama sehingga pada 
setiap lapisan yang sama neuron-neuron memiliki fungsi aktivasi yang sama. Bila 
neuron-neuron pada suatu lapisan (missal lapisan tersembunyi) akan dihubungkan 
dengan neuron-neuron pada lapisan lain (missal lapisan keluaran). Terdapat 3 
macam arsitekstur jaringa syaraf tiruan , yaitu : (Kusumadewi, 2003) 
1. Jaringan dengan lapisan tunggal (single layer net)  
Jaringan tunggal adalah jaringan dengan lapisan yang hanya memiliki 
satu lapisan dengan bobot-bobot terhubung. Jaringan ini hanya 
menerima input kemudian secara langsung akan mengolahnya menjadi 
outpun tanpa harus melalui lapisan tersembunyi.  
2. Jaringan dengan banyak lapisan (multilayer net)   
Jaringan ini dengan banyak lapisan memiliki satu atau lebih lapisan 
yang terletak diantara lapisan input dan lapisan output  (memiliki satu 
atau lebih lapisan tersembunyi). Umumnya ada lapisan bobot-bobot 
yang terletak diantara 2 lapisan yang bersebelahan. Jaringan dengan 





daripada jaringan dengan lapisan tunggal, tetntu saja dengan 
pembelajaran yang lebih rumit. pada pengoptimasian learning rate   
menggunakan satu hidden layer untuk mendapatkan nilai akurasi yang 
baik (Zamani dan Amaliah, 2012) 
3. Jaringan dengan lapisan kompetitif (competitive layer net)  
 Jaringan ini memiliki bentuk yang berbeda dari jaringan yang lainnya, 
dimana antar neuron saling dihubungkan. Jaringan ini sering disebut 
dengan feedback loop karena unit output ada yang memberikan 
informasi terhadap unit masukan.  
2.3.3  Normalisasi      
Normalisasi adalah transformasi nilai menjadi kisaran 0 dan 1. Normalisasi 
merupakan proses penskalaan nilai atribut dari data sehingga bias jatuh pada range 
tertentu . Tujuan dari normalisasi data adalah untuk mendapatkan data dengan ukuran 
yang lebih kecil, mewakili data asli tanpa menghilangkan karakteristiknya. Metode min 
– max adalah metode normalisasi dengan melakukan transformasi linier terhadap data 
asli. Metode pencarian min-max adalah sebagai berikut (Kusumadewi, 2003):  
                                       
        
             
     (2.1) 
Keterangan : 
X’ = nilai setelah dinormalisasi  
X  = nilai sebelum dinormalisasi 0 
Min(X) = nilai minimum dari fitur  
Max(X) – nilai maksimum dari fitur  
2.3.4 Fungsi Aktivasi   
Ada beberapa fungsi aktivasi yang sering digunakan pada jaringan syaraf 
tiruan (Siang, 2009): 
1. Fungsi sigmoid biner  
Fungsi ini digunakan untuk jaringan syaraf yang dilatih menggunakan metode 





Karena itu, fungsi ini sering digunakan untuk jaringan syaraf yang 
membutuhkan nilai keluaran yang terletak pada interval 0 sampai 1.  Fungsi 
sigmoid biner dirumuskan sebagai berikut:  
                                                  
 
     
      (2.2) 
2.4  Backpropagation Neural Network 
Backpropagation merupakan pelatihan yang  terawasi dengan 
menggunakan banyak lapisan untuk mengubah bobot-bobot yang terhubung 
dengan neuron-neuron yang ada pada lapisan tersembunyi. Algoritma 
backpropagation merupakan error keluaran untuk mengubah nilai bobot-
bobotnya dalam arah mundur (backward). Untuk mendapatkan error ini,tahap 
perambatan maju (forward propagation) harus dikerjakan terlebih dahulu. 
(Mistianingsih, 2010) 
Pengenalan  pola menggunakan algoritma backpropagation, proses  
pelatihan dilakukan menjadi dua tahap yaitu tahap  feedforward dan tahap 
backpropagation. Tahap feedforward menghasilkan output yang dibandingkan 
dengan target tiap data input, jika selisih yang dihasilkan lebih besar dari 
toleransi   error   maka   dilakukan   koreksi   bobot dengan tahap 
backpropagation. (Susrama, 2007)  
2.4.1 Arsitektur Backpropagation  
Backpropagation memiliki beberapa unit yang ada di dalam satu atau lebih 
layar tersembunyi. Dapat dilihat pada Gambar 2.4. Arsitektur backpropagation 
dengan n masukan dan sebuah layar tersembunyi yang terdiri dari p unit  serta m 










Gambar 2 .2 Arsitektur Backpropagation (Sumber: Siang, 2009) 
Terdapat vji yang merupakan bobot garis dari unit masukan xi ke unit layar 
tersembunyi zj (vj0 merupakan bobot garis yang menghubungkan bias di unit 
masukkan ke unit layar tersembunyi zj ) sedangkan wkj merupakan bobot dari unit 
layar tersembunyi zj ke unit keluaran yk (wk0 merupakan bobot dari bias di layar 
tersembunyi ke unit keluaran zk) (Siang, 2009). 
2.4.2 Algoritma Pelatihan Backpropagation  
Algoritma pelatihan backpropagation ini terdiri dari 2 tahapan yaitu 
feedforward dan backward propagation. Backpropagation ini diberikan 
sekumpulan contoh pelatihan yang disebut dengan set pelatihan. Set pelatihan 
digambarkan dengan sebuah vector feature yang disebut dengan vector input yang 
diasosiasikan dengan sebuah output yang menjadi target pelatihannya. Dengan 
kata lain set pelatihan terdiri dari vector input dan juga vector output target. 
Keluaran dari jaringan yang berupa sebuah vector output actual. Selanjutnya 
dilakukan perbandingan antara output actual yang dihasilkan dengan output target  
dengan cara melakukan pengurangan diantara kedua output tersebut.Hasil dari 
pengurangan berupa error. Error dijadikan sebagai dasar dalam melakukan 






Setiap perubahan bobot yang terjadi dapat mengurangi error. Siklus 
perubahan bobot (epoch) dilakukan pada set pelatihan sehingga kondisi berhenti 
dicapai, yaitu bila mencapai jumlah epoch yang diinginkan atau hingga sebuah 
nilai ambang yang ditetapkan terlampaui. (Puspitaningrum, 2006) 
Algoritma pelatihan jaringan backpropagation terdiri dari 3 tahapan yaitu 
(Kusumadewi, 2003) : 
1. Tahap Feedforward   
2. Tahap Backforward   
3. Tahap pembaruan bobot dan bias   
Pelatihan backpropagation neural network akan diuraikan sebagai berikut : 
Langkah 0 : Inisialisasi semuah bobot dengan bilangan acak   
Langkah 1 : Jika kondisi penghentian belum terpenuhi, maka lakukan langkah 2-9 
Langkah 2 : Untuk setiap pasang data pelatihan, lakukan langkah 3-8  
Tahap Feedforward 
Langkah 3  : Untuk tiap input neuron (Xi, i=1,2,3,...,n) menerima input xi dan 
menyebarkan   sinyal tersebut ke seluruh neuron kepada lapisan atasnya (lapisan 
tersembunyi). 
 Langkah 4  : Untuk   hidden   neuron   (Zi, j=1,2,3,...,p) dihitung nilai input 
dengan menggunakan nailai bobotnya. Kemudian hasilnya dimasukkan kedalam 
fungsi aktivasi. 
z_       =     +  ∑   
 
          (2.3) 
Fungsi   aktivasi   yang   digunakan adalah     fungsi     sigmoid     biner   yang 
mempunyai persamaan pada (2.2)  
Hasil  fungsi tersebut  dikirim kesemua neuron pada lapisan diatasnya. 
Langkah 5    : Untuk  tiap  output  neuron (Yk, k=1,2,3,...,m) dihitung    nilai input 
dengan  nilai     bobotnya dengan persamaan :  
 y_ink = wko + ∑   
 
                                                    (2.4) 
Kemudian   dihitung   nilai   output dengan  menggunakan fungsi aktivasi: 
             
 
          





Tahap Backward propagation 
Langkah 6    : Untuk  tiap  output  neuron (Yk,   k=1,2,3,...,m)   menerima   pola   
target yang bersesuaian dengan pola input   dan kemudian dihitung informasi 
kesalahan: 
 = (   –    ) f ’ (y -    )                                                          (2.6)   
Kemudian dihitung koreksi  nilai bobot yang kemudian akan digunakan 
untuk memperbaharui nilai      dengan persamaan : 
                                   (2.7) 
Hitung  koreksi  nilai  bias  yang  kemudian akan adigunakan untuk 
memperbaharui nilai     dengan persamaan:  
     =                                              (2.8) 
Dan kemudian nilai δk dikirim ke neuron pada lapisan sebelumnya.  
Langkah 7 : Untuk  tiap  hidden  neuron (Zj, j=1,2,3,...,p) dihitung delta input 
yang berasal  dari  neuron  pada  layer  diatasnya:   
δ_inj = ∑   
 
                                                               (2.9) 
kalikan  nilai turunan dari fungsi aktivasi untuk menghitung informasi kesalahan 
dengan persamaan :   
 δ  = δ_inj  f ’ (z_inj)                          (2.10) 
Hitung koreksi nilai bobot  yang kemudian digunakan untuk 
memperbaharui  Vij dengan persamaan :   
 Δvji = α δj xi                                                    (2.11)     
Dan hitung nilai koreks bias yang kemudian digunakan untuk memperbaharui 
nilai  v0j dengan persamaan :  
            v0j = α δj              (2.12) 





Langkah 8 : Tiap  nilai  bias  dan  bobot (j=0,...,p) pada output neuron (Yk, 
k=1,2,3,...,m) diperbaharui: 
vji (baru) = vji (lama) + Δvji                                                    (2.13)  
     Tiap – tiap unit output (Yk,    k = 1,2,3…m) memperbaiki bias dengan bobotnya 
( j = 0,1,2,….p) dengan persamaan:  
        wjk  (baru) = wjk (lama) + Δ wjk                                                                       (2.14) 
Langkah 9 : Menguji   apakah   kondisi berhenti   sudah terpenuhi. Kondisi 
berhenti ini terpenuhi jika nilai kesalahan yang dihasilkan  lebih kecil dari  nilai 
kesalahan referensi.  
2.4.3 Algoritma Pengujian Backpropagation  
Setelah mendapatkan nilai output yang paling mendekati target, maka bobot 
dan bias akhir dari pelatihan disimpan dan dilakukan proses pengajuan. Algoritma 
oengujian backpropagation adalah sebagai berikut:  
1. Langkah 0 = Inisialisasi bobot dan bias sesuai dengan bobot yang dihasilkan 
pada proses pelatihan.  
2. Langkah 1 = Setiap unit input (Xi,  i= 1,…n) menyebarkan sinyal input pada 
seluruh hidden unit.   
3. Langkah 2 = Setiap hidden unit ( Zj,  j= 1,…p) akan menghitung sinyal-
sinyal input dengan bobot dan biasnya.   
        z_    =     +  ∑   
 
                  (2.15)  
4. Setiap unit output  (Yk,  k=1,…m) akan menghitung sinyal-sinyal dari 
hidden unit dengan bobot dan biasnya menggunakan rumus pada persamaan 
2.9.                            
5. Langkah 5 = Menggunakan fungsi aktivasi yang telah ditentukan 
memperoleh sinyal output dari unit output tersebut menggunakan rumus 






2.5 Algoritma Genetika   
    Algoritma genetika adalah  suatu metode komputasi yang dirancang untuk 
mensimulasikan proses evolusi dan seleksi alam dalam organisme. Algoritma 
genetika merupakan salah satu algoritma yang sangat tepat digunakan dalam 
menyelesaikan masalah optimasi kompleks, yang sulit dilakukan oleh metode 
konvernsional (Mallang, Jayanegara dan Asih, 2014) banyak masalah optimasi 
yang sulit dipecahkan dengan teknik optimasi yang determenistik. Para peneliti 
kemudian meniru proses evolusi atau makhluk hidupnya dalam usahanya untuk 
memecahkn masalah tersebut. Pendekatan ini melahirkan teknik optimasi yang 
disebut evolutionary algorithms.    
2.4.1 Sejarah Algoritma Genetika  
Algoritma genetika di temukan oleh John H. Holland dari University of 
Michigan yang memulai penelitinnya pada awal tahun 1960. Penelitian 
pertamanya yang dipublikasikan adalah “adaption in Natural and Artificial 
Systems” pada tahun 1975. Menurut Holland “Apabila evolusi dapat bekerja 
dengan sangat baik untuk organisme, mengapa tidak dapat digunakan untuk 
program komputer?”. Penelitian Holland menyimpulkan dua hal yaitu untuk 
menjelaskan dan memepelajari proses adaptasi sistem alami, dan untuk mendesain 
atau merancang sistem cerdas yang mempunyai persamaan atau mengandung 
mekanisme dengan sistem yang alami. Penerapan algoritma genetika terutama 
dikaitkan dengan metode adaptif untuk memecahkan masalah pencarian dan 
optimasi. Teori dasarnya ialah genetik bawaan dari populasi yang ada secara 
potensial memiliki solusi, atau solusi yang lebih baik, terhadap masalah yang akan 
dihadapi. Solusi ini belum aktif karena kombinasi genetik yang dialami terpecah 
dalam beberapa subjek. Algoritma genetika merupakan cabang dari algoritma 
evolusi yang merupakan metode adaptif yang biasa digunakan untuk memecahkan 
suatu pencarian nilai dalam sebuah masalah optimasi. Algoritma genetika adalah 
teknik pencarian stokastik yang bekerja berdasarkan mekanisme seleksi alami dan 





presentasikan sebagai suatu solusi awal terhadap masalah yang sedang ditemui. 
(Berlianty dan Intan, 2010) 
Pada genetika,  kromosom tersusun dari gen-gen. Tiap gen mempunyai sifat 
tertentu (alele) 
, dan posisi tertentu (locus).Satu atau lebih kromosom bergabung membentuk 
paet genetik yang disebut genotif. Interaksi genotif dengan lingkungannya disebut 
fenotif. Pada algoritma genetik, kromosom berpadanan dengan string, dan gen 
dengan karakter. Setiap karakter mempunyai posisi (locus) dan arti tertentu 
(allele). Satu atau lebih string bergabung membentuk struktur (genotif), dan bila 
struktur tersebut di-decode-kan akan diperoleh salah satu alternatif solusi (fenotif). 
(Badrul, 2016) 
2.4.2 Struktur Algoritma Genetika  
Operasi Genetika meniru proses penurunan gen-gen pada proses evaluasi 
untuk menghasilkan offspring pada setiap generasi. Operasi evaluasi meniru 
proses dari evaluasi Darwin (Darwinian evolution) untuk menghasilka populasi 
dari generasi ke generasi berikutnya. Ada beberapa struktur algoritma yang perlu 
diketahui yaitu (Berlianty dan Intan, 2010) :  
1. Teknik Pengkodean  
 
Teknik pengkodean adalah bagaimana mengodekan gen dari kromosom, 
dimana gen merupakan bagian dari kromosom. Satu gen biasanya akan mewakili 
satu variabel. Agar dapat diproses melalui algoritma genetik, maka alternatif 
solusi tersebut harus dikodekan terlebih dahulu kedalam bentuk kromosom. 
Masing-masing kromosom berisi sejumlah gen yang mengodekan informasi yang 
disimpan didalam kromosom. Berdasarkan jenis symbol yang digunakan sebagai 
suatu nilai gen, metode pengkodean dapat diklasifikasikan sebagai berikut : 
pengkodean biner, bilangan riil, bilangan bulat dan struktur data (Desiani  dan 
Arhami, 2006)  
a. Pengkodean Biner 
Pengkodean biner merupakan cara pengkodean yang paling 





genetika oleh Holland. Keuntungan pengkodena ini adalah sederhana untuk 
diciptakan dan mudah dimanipulsi (Desiani dan Arhami, 2006)Pengkodean 
biner memberikan banyak kemungkinan untuk kromosom walaupun dengan 
jumlah nilai-nilai yang terjadipada suatu gen yang sedikit  (0 dan 1).  
Penelitian dari Paul dkk, 2004 pembentukan sejumlah kromosom 
dipresentasikan dalam bentuk  bilangan  biner 9 bit masing-masing bit 
merupakan bilangan biner 1 dan 0.  Hasil akhir dari bilangan biner tersebut 
dikonversi kembali ke bentuk decimal menggunakan rumus: 
Konversi biner = 
 ∑           
∑           
     (2.16) 
b. Pengkodean bilangan riil  
Pengkodean bilangan riil adalah satu pengkodean bilangan yang berbentuk 
riil. Masalah optimalisasi fungsi dan optimalisasi kendala lebih tepat jika 
diselesaikan dengan pengkodean bilangan riil karena struktur topologi ruang 
genotif untuk pengkodean bilangan riil identic dengan ruang fenotifnya, sehingga 
mudah membentuk operator genetika yang efektif dengan cara memakai 
tekniknyang dapat digunakan yang berasal dari metode konvensional. (Desiani 
dan Arhami, 2006) 
c. Pengkodean bilangan bulat  
Pengkodean bilangan bulat adalah metode yang mengodekan bilangan dalam 
bentuk bilangan bulat. Pengkodean ini baik digunakan untuk masalah optimasi 
kombinatorial  
d. Pengkodean struktur data 
Pengkodean struktur data adalah  model pengkodean yang menggunakan 
struktur data. Pengkodean ini digunakan untuk masalah kehidupan yang lebih 
kompleksseperti perencanaan jalur robot dan pewarnaan graph. 
  
2. Individu  
 
Individu menyatakan salah satu solusi yang mungkin. Individu dapat 
dikatakan sama dengan kromosom, yang merupakan kumpulan gen. Beberapa 





menggunakan algoritma genetika. Istilah-istilah tersebut dapat disebutkan sebagai 
berikut (Berlianty dan Intan, 2010):  
a. Kromosom, merupakan tempat penyimpanan informasi gentika. Di dalam  
algoritma genetika pada umumnya string dianalogikan sebagai kromosom.  
b. Genotype(struktur), kombinasi satu atau beberapa kromosom yang 
membentuk fungsi kerja suatu organisme. Interaksi sekumpulan kromosom 
disenut dengan genotype. Di dalam algoritma gentika struktur dianalogikan 
sebagai genotype.  
c. Phenotype (set parameter), interaksi di dalam struktur terjadi karena adanya 
proses transformasi kode-kode genetika. Modifikasi ini disebut phenotype. 
Phenotype tersebut merupakan representasi set parameter masalah yang 
sedang dihadapi. Representasi kode dapat berupa numerik atau non numerik.  
d. Genes, suatu kromosom yang dibentuk oleh beberapa gen.  
e. Alleles (feature value), suatu feature yang memiliki nilai feature tertentu 
yang disebut dengan allele.  
f. Locus (positioning), letak gen dalam suatu kromosom. Setiap 
featurememiliki urutan posisi di dalam string. 
3. Membangkitkan Populasi Awal  
Kebanyakan metode optimasi klasik memasukkan urutan deterministik dan 
komputasi berdasarkan gradien atau turunan dengan orde lebih tinggi dari fungsi 
objektif. Metode ini diterapkan pada titik tunggal dalam space search. Pendekatan 
point to point ini dapat menyebar pada lokal optimal. Algoritma genetika 
menampilkan mutiple directional search dengan menjaga populasi dari solusi 
potensial (Berlianty dan Intan, 2010). 
Membangkitkan populasi awal adalah proses membangkitkan sejumlah  
individu secara acak atau melalui procedure tertentu. Ukuran untuk populasi 
tergantung pada masalah yang akan diselesaikan dan jenis operator genetika yang 
akan diimplementasikan. Setelah ukuran populasi ditentukan, kemudian dilakukan 
pembangkitan populasi awal. Teknik dalam pembangkitan populasi awal ini ada 





a. Seperti pada metode random search, pencarian solusi dimulai dari suatu titik 
uji tertentu. Titik uji tersebut dianggap sebagai alternative solusi yang disebut 
sebagai populasi.   
b. Random Generator adalah melibatkan pembangkitan bilangan random untuk 
nilai setiap gen sesuai dengan representasi kromosom yang digunakan.  
c. Pendekatan tertentu (memasukan nilai tertentu kedalam gen)  adalah dengan 
memasukan nilai tertentu kedalam gen dari populasi awal yang dibentuk.  
d. Permutasi Gen adalah penggunaan permutasi josephus dalam permasalahan 
kombinatorial seperti TSP.  
4.  Fungsi fitness 
Suatu individu atau kromosom dievaluasi berdasarkan suatu fungsi 
tertentu sebagai ukuran performasinya.Fungsi yang digunakan untuk mengukur 
nilai kecocokan atau derajat optimalitas suatu kromosom disebut dengan fitness 
function.Nilai yang dihasilkan dari fungsi tersebut menandakan seberapa optimal 
solusi yang diperoleh. Nilai yang dihasilkan oleh fungsi fitness merepresentasikan 
seberapa banyak jumlah persyaratan yang dilanggar, sehingga dalam kasus 
penjadwalan perkuliahan semakin kecil jumlah pelanggaran yang dihasilkan maka 
solusi yang dihsilkan akan semakin baik. (Zukhri, 2014) 
 5.  Seleksi 
Setiap kromosom yang terdapat dalam populasi akan melalui proses 
seleksi untuk dipilih menjadi orang tua. Sesuai dengan teori Evolusi Darwin maka 
kromosom yang baik akan bertahan dan menghasilkan keturunan yang baru untuk 
generasi selanjutnya. Ada beberapa metode seleksi, yaitu: (Syarif, 2014)  
 
a. Seleksi Roulette Wheel 
    Model seleksi ini merupakan model yang paling besar variansinya. Munculnya 
individu superior sering terjadi pada model ini, sehingga perlu strategi lain 
menangani hal ini. Roulette Wheel salah satu metode yang  paling sederhana dan 
banyak yang menggunakan.  Pada metode ini induk akan dipilih sesuai dari nilai 
fitnessnya, jika nilai fitness dari induk itu baik maka semakin besar induk itu akan 





potongan lingkaran roda secara proposional sesuai dengan nilai fitnessnya. Cara 
kerja metode ini adalah sebagai berikut :  
a. Dihitung nilai inverse fitness (Q) dari masing-masing kromosom (dimana i 
adalah individu ke-1 dan seterusnya) dengan persamaan:   
       
 
       
            (2.17) 
b.  Digitung nilai total dengan menjumlahkan semua nilai inverse fitness yang telah 
dicari. 
c. Dihitung probabilitas (P) dari masing-masing individu   
      
    
     
            (2.18) 
d. Dari probabilitas tersebut, akan mulai terlihat kromosom yang mempunyai fitness 
paling kecil mempunyai probabilitas untuk terpilih pada generasi selanjutnya lebih 
besar dari individu yang lainnya. 
e. Sebelum dilakukannya proses seleksi menggunakan roulette wheel terlebih dahulu 
dicari nilai komulatif probabilitas (C)  
                         (2.19)  
f. Setelah didapatkan nilai komulatif probabilitas (C) maka proses seleksi dengan 
menggunakan roulette wheel dapat dilakukan. Prosesnya adalah dengan 
membangkitkan bilangan acak R dalam range 0 – 1. Putar roulette wheel 
sebanyak populasi yang dibangkitkan.   
b. Seleksi Rangking 
    Seleksi ini memperbaiki proses seleksi yang sebelumnya yaitu roulette wheel 
karena pada seleksi tersebut kemungkinan selain satu kromosom mempunyai nilai 
fitness yang mendominasi hingga 90% bisa terjadi.Sehingga nilai fitness yang lain 
akan mempunyai kemungkinan yang sangat kecil untuk terpilih. Seleksi rangking 
dipakai untuk mengatasi masalah di atas, pertama-tama, diurutkan seluruh 
kromosom berdasarkan bagus-tidaknya solusi berdasarkan nilai fitness-
nya.Setelah diurutkan, kromosom terburuk diberi nilai fitness baru sebesar 1, 
kromosom kedua terburuk diberi nilai fitness baru sebesar 2, dan 
seterusnya.Kromosom terbaik diberi nilai fitness baru sebesar n dimana n adalah 
banyak kromosom dalam suatu populasi.  





    Metode ini tidak banyak digunakan dalam proses seleksi karena dilakukan 
dengan mempertahankan individu yang terbaik. Pada setiap generasi, akan dipilih 
beberapa kromosom-kromosom yang memiliki nilai fitness terburuk akan 
digantikan dengan offspring yang baru. Sehingga pada generasi selanjutnya akan 
terdapat beberapa populasi yang dipertahankan. 
d. Seleksi Turnamen 
    Merupakan metode seleksi lainnya yang didasari fenomena alamiah seperti 
turnamen antar individu dalam populasi.Dilakukan dengan memilih secara acak 
beberapa kromosom dari populasi. Individu-individu yang terbaik dalam 
kelompok ini akan diseleksi sebagai induk. 
e. Truncation Random 
    Metode ini lebih mudah diterapkan jika dibandingkan dengan metode Roulette 
Wheel, pemilihan kromosom dilakukan secara acak tetapi tidak semua kromosom 
mendapatkan kesempatan tersebut, hanya kromosom terbaik saja yang 
berpeluang. 
6. Cross-Over atau Kawin Silang 
    Proses kawin silang adalah salah satu operator penting dalam algoritma 
genetika, metode dan tipe crossover yang dilakukan tergantung dari encoding dan 
permasalahan yang diangkat. Kawin silang ini adalah  operasi yang bekerja untuk 
menggabungkan dua kromosom orang tua (parent) menjadi kromosom baru 
(offspring). Memilih secara acak indeks diantara dua kromosom untuk dijadikan 
acuan crossover. Posisi indeks dipilih secara acak dengan banyak kemungkinan 
nya adalah panjang bit kromosom dikurangi 1.  
Hasil penelitian yang sudah pernah dilakukan oleh praktisi algoritma 
genetika menunjukkan bahwa angka probabilitas crossover sebaiknya cukup 
tinggi, yaitu antara 80% sampai 95% untuk memberikan hasil yang baik.Untuk 
beberapa masalah tertentu probabilitas crossover 60% memberikan hasil yang 
lebih baik (Marek, 1998 dikutip oleh Desiani, 2006). Terjadi atau tidaknya proses 
ini dilakukan pada setiap kromosom, ditentukan oleh nilai probabilitas (cp) 
tertentu, sehinggaa dapat didefenisikan sebagai sebuah persamaan sebagai berikut 
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   (2.20) 
 
r : bilangan acak antara 0 dan 1  
cp : crossover Probability 
jika kromosom sejumlah n semuanya mengalami crossover, maka jumlah 
offspring yang dihasilkan tersebut selanjutnya digunakan untuk proses mutasi gen.  
Ada beberapa cara yang bisa digunakan untuk melakukan crossover sesuai 
dengan encodingnya sebagai berikut:  
a. Single Point Crossover   
  
Crossover ini melakukan pertukaran gen dari satu kromosom dengan kromosom 
yang lainnya sehingga menghasilkan kromosom yang baru melalui satu titik 
potong.  
  
Gambar 2 .3 Single Crossover (Berlianty dan Arifin, 2010) 
               
b. Two Point Crossover 
 Crossover ini melakukan pertukaran gen dari satu kromosom dengan 
kromosom yang lainnya sehingga menghasilkan kromosom yang baru melalui dua 
titik potong.  
  






c. Uniform Crossover 
Crossover ini melakukan pertukaran gen dari satu kromosom dengan kromosom 
yang lainnya melalui tiap index berdasarkan probabilitas 
  
Gambar 2.5 Uniform Crossover (Berlianty dan Arifin, 2010) 
 
7. Mutasi 
Mutasi merupakan proses mengubah nilai dari satu atau beberapa gen 
dalam suatu kromosom. Mutasi ini berperan untuk menggantikan gen yang hilang 
dari populasi akibat seleksi yang memungkinkan munculnya kembali gen yang 
tidak muncul pada inisialisasi populasi.  
Terjadi atau tidaknya proses mutasi gen setiap kromosom ditentukan 
dengan probabilitas tertentu (mp). Probabilitas mutasi diset untuk mendapatkan 
rata-rata satu mtasi perkromosom yaitu angka / allele = 1/(panjang kromosom). 
Hsil yang pernah diuji cobakan menunjukkan bahwa probabilitas mutasi terbaik 
antara 0.5 % sampai 1%. Hal ini karena tujan mutasi yaitu menjaga perbedaan 
kromosom dalam populasi, untuk menghindari terjadinya konvergensi premature  
Untuk beberapa bit yang dimutasi ditentukan secara acak dengan batasan 
panjang bit dari tiap kromosom. Posisi bit mana yang akan dimutasi juga 
ditentukan seecara acak, sehingga dapat didefenisikan sebagai sebuah persamaan 
berikut (Zamani dan Amaliah, 2012) : 
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        (2.21) 
 
r : bilangan acak antara 0 dan 1  






Beberapa cara operasi mutasi yang diterapkan dalam algoritma genetika, 
antara lain:  
a. Mutasi Kromosom dengan Representasi bit. 
   Caranya dengan memilih bit dan kemudian dibalikkan, apabila tadinya 0 maka 
dibalikkan menjadi 1, dan sebaliknya.  
 
Gambar 2.6 Mutasi Kromosom dengan Representasi Bit 
 
b. Mutasi Kromosom dengan Representasi Integer. 
    Caranya dengan melakukan penukaran urutan dengan memilih dua titik dan 
menukarkan posisinya. 
(1 2 3 4 5 6 7 8 9) => (1 8 3 4 5 6 7 2 9)  
 
 c. Mutasi Kromosom dengan Representasi Floating Point. 
    Caranya dengan melakukan penambahan bilangan kecil untuk pengkodean 
bilangan rill. 
(1,43 1,29 4,61 9,01 6,94) => (1,43 1,19 4,51 9,01 6,94)  
 
d. Mutasi dalam pengkodean pohon 
    Mutasi dalam pengkodean pohon dapat dilakukan antara lain dengan cara 
mengubah operator ( +, -, *, / ) atau nilai yang terkandung dalam suatu verteks 






Gambar 2. 7 Mutasi dalam Representasi Tree 
 
8. Kondisi Selesai 
Jika kondisi telah terpenuhi, maka algoritma genetika akan menghentikan 
proses pencariannya, tetapi jika belum terpenuhi maka algoritma genetika akan 
kembali ke evaluasi fitness   
2.7 Mean Square Error (MSE)  
MSE merupakan cara yang digunakan untuk mengukur tingkat kesalahan 
dan error pada sebuah model peramalan (sanny dkk, 2013). 
MSE = 
∑         
  
   
 
      (2.22) 
Dengan: 
   : nilai aktual data   
   : nilai prediksi data 
N   : jumlah data yang diprediksi  
2.8 Denormalisasi 
Denormalisasi adalah proses dimana data dikembalikan ke  nilai asalnya. 
Berikut persamaan untuk proses denormalisasi. 






Y          = hasil output jaringan  
        = data dengan nilai maksimum  
         = data dengan nilai minimum  
2.10 Penelitian Terkait  
Penelitian terkait ini bertujuan untuk memudahkan penulis untuk menggarap 
penelitian ini nantinya. Sehingga menjadi referensi bagi penulis dengan adanya 
penelitian sebelum-sebelumnya.    
Tabel 2.1 Penelitian Terkait 
No Penulis & Tahun Judul Metode Hasil 
1.   ( Adam, Bilqis 
















Hasil uji coba 10 









rata akurasi yang 
cukup tinggi yaitu 
97,00 %, lebih baik 
dari metode naïve 
Bayesian yang 
menghasilkan rata-
rata akurasi 96,24% 
dan juga lebih baik 





































2009 yang dilakukan 
oleh BPS Kalimatan 
Timur adalah 
139.830 



















98,50% dan nilai 
AUC sebesar 0,982 
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6.   (Kusumantara 














hidden node 50, nilai 
learning rate 0,015 
dan nilai ,momentum 
0,6 dan toleransi 
MAPE 0,001%. 












BBM jnis premium 
dikota Denpasar 
cukup baik dengan 
nilai error yang 
dihasilkan yaitu 
MAPE sebesar 
553,2690 dan MAPE 










BAB III   
METODOLOGI PENELITIAN  
3.1  Tahapan Penelitian 
Metodologi penelitian adalah tahapan yang sistematis dalam menjalankan 
penelitian yang bertujuan untuk mendapatkan hasil penelitian yang sesuai dengan 
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       2. Data Sekunder
Analisa 
                           1. Analisa Kebutuhan Data 
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3.2 Identifikasi Masalah  
 Tahapan ini akan mengoptimasi backpropagation neural network  
terhadap masalah prediksi pengangguran di Provinsi Riau ,dalam mengidentifikasi 
ditemukannya sebuah masalah kurang optimal dari tingkat akurasi yang dilakukan 
dengan metode Backpropagation neural network. 
3.3 Perumusan Masalah  
Berdasarkan identifikasi terhadap masalah tersebut maka dapat dirumuskan 
permasalahannya bagaimana mengoptimasi backpropagation neural network 
menggunakan algoritma genetika untuk memprediksi pengangguran pada Provinsi 
Riau.  
3.4 Studi Pustaka  
Pada tahapan ini dilakukan  pengumpulan informasi, referensi dan study 
literature lainnya yang berhubungan dengan penelitian yang sedang dilakukan. 
Sehingga diketahui model yang digunakan dalam menyelesaikan permasalahan 
dalam penelitian tugas akhir ini. 
3.5 Pengumpulan Data     
 Tahapan ini menjelaskan tentang pengumpulan data mengenai penelitian 
yang akan dilakukan. Data tentang penelitian ini dilakukan dengan beberapa 
tahap, diantaranya :  
3.5.1  Wawancara   
Tahap wawancara ini dilakukan sebelum memperoleh data pengangguran 
Provinsi Riau. Kebutuhan data untuk memprediksi penganguran ini divalidasi 
terlebih dahulu dari pihak instansi BPS Provinsi Riau yaitu wiwit handayani 
sebagai staf diruangan data statistik. Karena setiap kebutuhan data pada penelitian 






3.5.2 Data Sekunder 
Tahap ini bisa dilakukan setelah data valid. Data yang diambil berupa print 
out dari pihak instansi hanya membolehkan 10 lembar saja, yang berisi 9 
parameter dari tahun 2011 sampai 2018. Jika ada penambahan data, dari pihak 
BPS Provinsi Riau hanya membolehkan mengambil data dengan cara difoto.  
3.6 Analisa  
Tahapan ini adalah tahapan yang mendasar dalam sebuah penelitian. 
Menganalisa ini bertujuan untuk mempermudah dalam menganalisa masalah yang 
akan digunakan dalam penelitian agar mendapatkan sebuah ide, untuk merancang 
dan menyelesaikan masalah kedalam sebuah sebuah tools. Tahapan analisa ini 
terbagi beberapa yaitu :   
3.6.1 Analisa Kebutuhan Data    
Analisa kebutuhan data yaitu untuk melaukan pembagian data dan variable 
masukan yang akan digunakan sebagai kebutuhan pada penelitian yang akan 
dilakukan. Kebutuhan data yang dilakukan yaitu:  
1. Pengumpulan data   
Tahapan pengumpulan data ini diambil dari data yang diperoleh dari 
BPS Provinsi Riau masih dalam bentuk data asli. Data yang diperoleh 
akan dipilih data-data yang dibutuhkan untuk menjadi variable masukan. 
2. Pembagian data 
Tahapan analisa kebutuhan data yaitu untuk membagi data latih dan data 
uji sebagai berikut : 
a. Data latih  
Data latih merupakan data yang digunakan pada tahap pelatihan 
dalam membangun sebuah sistem. Data latih yang digunakan sebanyak 
35 data yang diambil dari tahun 2011 sampai 2017. Pembagian dari data 




latih dan 90% data latih yang bertujuan untuk mendapatkan nilai 
parameter untuk menguji seberapa akurat prediksi yang dihasilkan.  
b. Data uji 
Data uji merupakan data yang digunakan pada tahap pengujian 
dalam sebuah sistem. Pengujian ini dibagi kedalam 3 kali percobaan 
yaitu 10% data latih, 20% data latih dan 30% data latih.  
3. Variabel masukan  
Variabel masukan ini bertujuan untuk menganalisa variabel apa saja 
yang akan dimasukkan kedalam sistem. Variabel dari X1 – X7 sebagai data 
masukan yang akan diproses dengan perhitungan backpropagation neural 
network dan algoritma genetika. Variabel masukan dilihat ditabel 3.1   
Tabel 3.1 Variabel Masukan  
Variabel Keterangan 
X1 Penduduk menurut kelompok umur dan jenis kelamin 
X2 Data historis TPAK (Tingkat Partisipasi Angkatan Kerja) 
X3 Angkatan Kerja 
X4 Tingkat Pengangguran Terbuka (TPT) 
X5 Penduduk yang bekerja menurut lapangan usaha 
X6 
PDRB (Penduduk Domestik Regional Bruto) atas dasar harga 
konstan 2010 menurut lapangan usaha 
X7 
Data historis penduduk usia `15 tahun keatas, status, 








3.6.2 Analisa Model   
Tahapan ini akan menjelaskan tentang komponen backpropagation yang 
dioptimasi oleh algoritma genetika yang digunakan dalam perancangan sistem 
tahapannya sesuai pada Gambar 3.3 
Pelatihan Pengujian
Tentukan panjang 
kromosom sesuai dengan 
bobot dan bias pada 
BPNN
Inisialisasi populasi awal 
dengan 
mempresentasikan 
kromosom dalam bentuk 
biner secara random
Cari nilai MSE  dari 
setiap kromosom 
menggunakan BPNN 
untuk mendapatkan nilai 
fitnes
Seleksi Kromosom 
































      Kebutuhan yang digunakan adalah sebagai berikut:      
1. Memulai dengan pembagian data yaitu data latih dan data uji, yang mana data 
uji akan digunakan pada pengujian parameter. 
2. Parameter data latih yang diinputkan akan diakukan normalisasi terlebih 
dahulu dari x1 sampai x7 dengan menggunakan persamaan (2.1) 
3. Tentukan panjang kromosom sesuai dengan bobot dan bias pada BPNN 
dengan menggunakan rumus pada persamaan (2.3) sampai (2.15)  
4. Inisialisasikan populasi awal dengan mempresentasikan kromosom yang di 
ubah ke bentuk biner secara random. Kromosom dipresentasikan dalam 
bentuk bilangan biner berjumlah 6 bit yang terdiri dari bilangan 0 dan 1. 6 bit 
ini mempresentasikan jumlah unit learning rate.  Hasil dari Nilai kromosom 
didapatkan dengan cara normalisasi dari penjumlahan biner dibagi dengan 
total jumlah biner, nilai itulah yang akan dijadikan sebagai nilai dari learning 
rate.  
5. Cari nilai MSE disetiap kromosom menggunakan BPNN dengan persamaan 
(2.23) untuk mendapatkan nilai fitness disetiap kromosom. 
6. Apabila generasi sudah tercapai atau nilai rata-rata fitness pada 5 generasi 
terakhir tidak berubah atau konvergen atau mendapatkan nilai MSE terkecil 
maka lanjut ke prediksi menggunakan feedforward dan jika belum maka 
berlanjut kepada tahap seleksi. 
7. Tahap seleksi ini menggunakan Roulette Wheel Selection. Mengambil nilai 
acak dari nilai probabilitas yang telah didapat. Kromosom yang telah terpilih 
akan dibangkitkan kembali sehingga menghasilkan popoulasi baru. 
8. Lakukan crossover (perkawinan silang) pada kromosom yang telah dipilih 
menjadi induk.  
9. Hasil dari crossover (perkawinan silang) lakukan mutasi. 
10. Hasil dari mutasi terbentuklah populasi terbaru atau nilai learning rate terbaru. 
11. Tahap selanjutnya cek kembali generasi maksimal atau nilai rata-rata fitness 




prediksi menggunakan feedforward jika belum mencapai kembali ke tahap 
pelatihan BPNN. 
3.7 Perancangan  
Perancangan sistem pada penelitian ini terdiri atas perancangan tampilan 
atau interface yang terdiri dari Prototype dan struktur menu yang dibangun serta 
dikembangkan. 
3.8 Implementasi   
Implementasi sistem dilakukan dengan spesifikasi sebagai berikut: 
Perangkat keras:  
Processor : Intel-Core i3-2348M Processor 2.30 GHz. 
Memory (RAM) : 2,00 GB  
 
Perangkat lunak: 
Sistem operasi : Windows 7  
Bahasa pemrograman : Matlab R2010b 
Database : MAT-File 
3.9 Pengujian   
Tahapan ini akan dilakukan tingkat akurasi pada sistem yang akan dibangun 
untuk memprediksi jumlah pengangguran di Provinsi Riau dengan 
backpropagation neural network di optimasi dengan metode algoritma genetika. 
Setelah mendapatkan modelnya, dilakukan pengujian menggunakan whitebox 
yaitu pengujian fungsional tentang sistem yang telah dibangun. 
3.10 Kesimpulan dan Saran  
Tahapan ini dilakukan penarikan kesimpulan terhadap hasil penelitian yang 
dilakukan untuk mengetahui implementasi algoritma genetika dalam memprediksi 




keinginan. Selain itu, tahapan ini juga memberi saran guna untuk 

























BAB IV  
ANALISA DAN PERANCANGAN 
4.1 Analisa Kebutuhan Data   
Tahapan analisa data ialah tahapan analisa akan kebutuhan data penelitian 
untuk mengoptimasi Backpropagation Neural Network menggunakan algoritma 
genetika memprediksi pengangguran. Adapun proses bagian dalam analisa ini 
sebagai berikut:  
4.1.1 Pengumpulan Data  
Pengumpulan data adalah suatu data yang asli yang belum diproses oleh 
sistem bertujuan untuk melihat permasalahan pada  data yang akan menjadi data 
masukan nantinya. Sehingga permasalahan dapat dipecahkan dan kebutuhan 
pengguna sistem dapat dipenuhi. Pengumpulan data ini diambil dari situs web 
resmi dari BPS Provinsi Riau. Data yang diambil dari website BPS Provinsi Riau 
adalah 2 buku tahunan yang diterbitkan tiap tahunnya yaitu Riau dalam angka dan 
keadaan angkatan kerja Provinsi Riau dalam bentuk pdf. Setiap buku tahunan 
yang diterbitkan bisa mencapai sekitaran 500 sampai 600 halaman. Data yang 
akan dikumpulkan itu antara lain sebagai berikut : 
1. Data Penduduk Menurut Kelompok Umur dan Jenis Kelamin dari tahun 2011 
sampai 2017  
Data ini diambil dari Riau dalam angka tahun 2011, pada data ini terdapat 
kolom kelompok umur, laki–laki, perempuan dan jumlah. Data yang akan 
dimasukkan pada sistem diambil dari jumlah total  keseluruhan yaitu 5726241, 
dapat dilihat pada Gambar 4.1  dan data pada tahun selanjutnya dapat dilihat pada 






Gambar 4.1 Penduduk Menurut Kelompok Umur dan Jenis Kelamin  
 
2. Data Angkatan Kerja ,Tingkat Pengangguran Terbuka dan Data Historis TPAK 
(Tingkat Partisipasi Angkatan Kerja)   
Data ini diambil pada buku keadan angkatan kerja Provinsi Riau tahun 2012, 
pada data Ini terdapat 3 parameter yang akan diambil sebagai data masukan yaitu 
jumlah angkatan kerja yang berjumlah 2506776, tingkat pengangguran terbuka 




dapat dilihat pada Gambar 4.2 untuk data  tahun selanjutnya dapat dilihat pada 
lampiran A 
Gambar 4.2 Angkatan Kerja ,Tingkat Pengangguran Terbuka dan Data 
Historis TPAK (Tingkat Partisipasi Angkatan Kerja) 
 
3. Penduduk yang Bekerja Menurut Lapangan Usaha   
Data ini diambil pada buku keadan angkatan kerja Provinsi Riau tahun 2012, 
pada data ini terdapat kolom jam kerja pada pekerjaan utama, 9 sektor lapangan 
pekerjaan utama,dan jumlah. Penduduk yang bekerja menurut lapangan usaha 
pada data ini ada 9 sektor yaitu meliputi : 
a. Sektor 1 yaitu pertanian, kehutanan, dan perikanan  
b. Sektor 2 yaitu pertambangan dan penggalian  
c. Sektor 3 yaitu industry pengolahan 
d. Sektor 4 yaitu pengadaan listrik dan gas  
e. Sektor 5 yaitu pengadaan air, pengelolaan sampah, limbah dan daur ulang 




g. Sektor 7 yaitu perdagangan besar dan eceran, reparasi dan perawatan mobil 
dan sepeda motor 
h. Sektor 8 yaitu transportasi dan pergudangan 
i. Sektor 9 yaitu penyediaan akomodasi makan dan minum  
Pada tahun 2017 dan 2018 dari pihak BPS Provinsi Riau menambahkan 8 
sektor yaitu sebagai berikut :  
j. Sektor 10 yaitu informasi dan komunikasi 
k. Sektor 11 yaitu jasa keuangan dan ansuransi 
l. Sektor 12 yaitu jasa persewaan bangunan  
m. Sektor 13 yaitu jasa perusahaan  
n. Sektor 14 yaitu administrasi pemerintahan, pertanahan dan jaminan sosial 
o. Sektor 15 yaitu jasa pendidikan  
p. Sektor 16 yaitu jasa kesehatan dan kegiatan sosial 
q. Sektor 17 yaitu jasa lainnya 
Data yang akan dijadikan data masukan diambil dari jumlah keseluruhan yaitu 
2399002. Data tersebut dapat dilihat pada Gambar 4.3 dan untuk data tahun 
selanjutnya dapat dilihat pada lampiran A.  
 




4. Penduduk Domestik Regional Bruto (PDRB) Atas Dasar harga Konstan 2010 
Menurut Lapangan Usaha   
Data ini diambil dari Riau dalam angka tahun 2014, pada data ini terdapat 
PDRB atas dasar harga konstan 2010 menurut lapangan usaha pada tahun 2010 
sampai 2014. Data yang akan dimasukkan pada sistem diambil dari jumlah total  
keseluruhan yaitu pada tahun 2011 yang berjumlah 410215, dapat dilihat pada 
Gambar 4.5  dan data pada tahun selanjutnya dapat dilihat pada Lampiran A 
  
Gambar 4.4 Penduduk Domestik Regional Bruto (PDRB) Atas Dasar 






5. Data Historis Penduduk Usia 15 Tahun keatas, Status, Pendidikan dan Jenis 
Pekerjaan   
Data ini diambil pada buku keadan angkatan kerja Provinsi Riau tahun 2012, 
pada data ini terdapat kolom jenis pekerjaan utama, tidak/belum pernah 
sekolah,tidak/belum tamat SD,pendidikan tertinggi yang ditamatkan dan jumlah. 
Data yang akan dijadikan data masukan jumlah dari keseluruhan yaitu 2399002. 
Data tersebut dapat dilihat pada Gambar 4.4 dan data pada tahun selanjutnya dapat 
dilihat pada lampiran A.  
 
Gambar 4.5 Historis Penduduk Usia 15 Tahun keatas, Status, Pendidikan 
dan Jenis Pekerjaan  
4.1.2 Normalisasi 
Tahapan normalisasi data ini dilakukan  agar data yang digunakan dalam 
proses pembelajaran backpropagation neural network memiliki rentang data 0 






4.1.3 Pembagian Data   
Pembagian data yang dilakukan pada penelitian ini dilakukan dengan 
membagi data latih dan data uji. Jumlah seluruh data yang digunakan dalam 
penelitian ini yaitu data sekunder yang diambil dari Badan Pusat Statistik Provinsi 
Riau sebanyak 56 data yang terdiri 9 parameter. Setiap parameter diambil dari 
tahun 2011 sampai tahun 2018.   
1. Data Latih  
Pada data latih telah ditetapkan nilai target yang ingin dihasilkan. Jumlah data 
latih yang digunakan sebanyak 28 data dari tahun 2011 sampai 2017. Pembagian 
dari data latih ini di bagi menjadi 3 kali percobaan  yaitu 70% data latih, 80% data 
latih dan 90% data latih yang bertujuan untuk mendapatkan nilai parameter untuk 
menguji seberapa akurat prediksi yang dihasilkan.  
2. Data Uji  
Data uji merupakan data yang akan diuji menggunakan metode Algoritma 
Genetika pada sistem. Bertujuan untuk penyesuaian prediksi pengangguran 
terhadap data latih yang telah dilakukan sebelumnya. Pengujian ini dibagi 
kedalam 3 kali percobaan yaitu 10% data latih, 20% data latih dan 30% data latih.
3. Variabel Masukan 
Variabel masukan ini bertujuan untuk menganalisa variabel apa saja yang 
akan dimasukkan kedalam sistem. Variabel dari X1 sampai X7 sebagai data 
masukan yang akan diproses dengan perhitungan backpropagation neural network 
dan algoritma genetika. Variabel masukan dapat dilihat ditabel 3.1    
4.2 Analisa Model  
Analisa model yang dilakukan dalam penelitian ini adalah analisa 






4.2.1 Analisa Arsitektur Backpropagation Neural Network dan Algoritma 
Genetika   
 Pada langkah ini akan dilakukan analisa menggunakan metode 
Backpropagation neural network - Algoritma Genetika (BPNN-AG) untuk 
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Gambar 4.6 Flowchart BPNN-AG 
 





Tahap I : Memasukkan Parameter untuk Data Latih  
Data latih yang dimasukkan dalam memprediksi pengangguran meliputi 7 
parameter sebagai nilai X1 sampai X7 yaitu  
X1 : Jumlah penduduk menurut kelompok umur dan jenis kelamin (Jutaan) 
X2 : Jumlah data historis TPAK (Tingkat Partsipasi Angkatan Kerja) (Persen) 
X3 : Jumlah Angkatan kerja (Jutaan) 
X4 : Jumlah tingkat pengangguran terbuka (Persen) 
X5 : Jumlah pendduk yang bekerja menurut lapangan usaha (Jutaan) 
X6 : Jumlah PDRB (Penduduk Domestik Regional Bruto) atas dasar harga 
konstan 2010 menurut lapangan usaha (Milyaran) 
X7 : Jumlah data historis penduduk usia 15 tahun keatas, status, pendidikan dan 
jenis pekerjaan (Jutaan)  
Target :  Jumlah pengangguran reality (Jutaan) 
Data yang akan diambil dimasukkan kedalam perhitungan manual untuk 
memprediksi pengangguran Provinsi Riau pada tabel 4.2   
Tabel 4.1 Parameter prediksi pengangguran  
No X1 X2 X3 X4 X5 X6 X7 Target 
1 5726241 63.21 2461112 6.09 2424180 410.215 2424180 136222 
2 5879109 62.9 2506776 4.37 2399002 425.625 2399002 107774 
3 6033268 63.44 2623310 5.48 2479493 436.206 2479493 143817 
4 6188442 63.31 2695247 6.56 2518485 447.616 2518485 184564 
5 6344402 63.22 2771349 7.83 2554296 448.991 2554296 222006 
6 6500971 66.25 2987952 7.43 2765946 458.769 2765946 217053 
7 6657911 64 2965585 6.22 2781021 471.081 2781021 176762 
8 6814909 65.23 3108398 6.2 2915597 482087 2915597 192801 
 
Normalisasi data   
Langkah kedua yaitu normalisasi data untuk proses transformasi nilai menjadi 
kisaran 0 dan 1. Tujuannya untuk mendapatkan data dengan ukuran yang lebih 
kecil, mewakili data aslinya tanpa kehilangan karateristiknya.Normalisasi data 
menggunakan persamaan (2.1)  
( X1= 5726241, X2= 5879109, X3= 6033268, X4= 6188442, X5= 6344402, X6= 
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 = 0.140      
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Tahap II : Membangkitkan Populasi Awal (Algoritma Genetika)   
 Menginisialisasi populasi awal dengan bilangan biner yang dirandom dan 
jumlah gen pada setiap kromosom yang dibangkitkan sesuai dengan arsitektur 
BPNN yang sudah dirancang sebelumnya. Populasi awal yang dibangkitkan 
merupakan 5 kromosom yang dipresentasikan dalam bentuk bilangan biner 
berjumlah 6 bit yang terdiri dari bilangan 0 dan 1. 6 bit ini mempresentasikan 
jumlah unit learning rate.  Proses pembentukan kromosom dimulai dari 
pembangkitan jumlah biner secara acak. Nilai learning rate didapatkan dengan 
cara representasi learning rate dari penjumlahan biner dibagi dengan total jumlah 
biner, nilai itulah yang akan dijadikan sebagai learning rate.      
 
  
Gambar 4.7 Representasi Learning Rate dari Biner ke dalam Bentuk 
Decimal  
Berikut adalah beberapa kromosom yang dibangkitkan secara acak terdapat pada 





Tabel 4.2 Normalisasi Learning Rate dari Biner 
C1 1 1 0 1 1 1 
C2 1 1 1 1 0 1 
C3 1 0 0 1 1 1 
  
Pada kromosom pertama mendapatkan hasil biner berjumlah 55 dengan total biner 
yang berjumlah 63. Setelah mendapatkan nilai dari tiap-tiap kromosom, pencarian 












 = 0.6   
(α1 = 0.8, α2= 0.9, α3= 0.6 )   
Setelah dilakukan proses normalisasi data seperti perhitungan diatas, maka 
diperoleh hasil dari semua data seperti pada Tabel 4.4  
Tabel 4.3 Normalisasi Parameter  
X1 X2 X3 X4 X5 X6 X7 
0 0.092 0 0.497 0.048 0 0.048 
0.140 0 0.070 0 0 0.214 0 
0.282 0.161 0.070 0.320 0.155 0.361 0.155 
0.424 0.122 0.361 0.632 0.231 0.520 0.231 
0.567 0.095 0.479 1 0.300 0.539 0.300 
0.711 1 0.813 0.884 0.710 0.675 0.710 
0.855 0.328 0.779 0.534 0.739 0.846 0.739 
1 0.695 1 0.528 1 1 1 
 
Inisialisasi bobot dan bias  
 Inisialisasi bobot dan bias yaitu memberi nilai awal secara acak sembarang 
nilai untuk seluruh bobot antara bobot awal ke hidden dan bobot awal ke hidden 
output dan begitu juga dengan bias. Berikut nilai bobot dan bias yang sudah saya 





1. Bobot awal ke hidden layer  
Bobot awal ke hidden layer yang telah diacak berjumlah 64. Dapat dilihat pada 
tabel dibawah ini :   
Tabel 4.4 Bobot Awal ke Hidden Layer  
N0 V1 V2 V3 V4 V5 V6 V7 V8 
1 0.5 0.4 0.1 0.1 0.2 0.2 0.1 0.2 
2 0.1 0.6 0.2 0.5 0.5 0.2 0.6 0.2 
3 0.4 0.1 0.6 0.7 0.3 0.4 0.2 0.4 
4 0.9 0.5 0.7 0.2 0.6 0.7 0.5 0.7 
5 0.3 0.7 0.2 0.9 0.5 0.1 0.3 0.1 
6 0.1 0.6 0.2 0.5 0.5 0.2 0.1 0.2 
7 0.9 0.5 0.7 0.2 0.6 0.7 0.2 0.7 
 
2. Bias dari input layer ke hidden layer   
Bias dari input layer ke hidden layer yang telah di acak berjumlah 8, dapat 
dilihat pada tabel dibawah ini:   











3. Bobot dari Hidden layer ke output layer  
Bobot dari Hidden layer ke output layer yang telah diacak berjumlah 8, dapat 


















4. Bias Dari hidden layer ke output layer  
Bias Dari hidden layer ke output layer yang telah diacak berjumlah 1, dapat 
dilihat pada tabel dibawah ini:   
Tabel 4.7 Bias dari Hidden Layer ke Output Layer 
Persamaan  Hasil 
W0 0.5 
 
Tahap III : Evaluasi (Tahap Backpropagation)   
 Mencari nilai akurasi disetiap kromosom menggunakan BPNN untuk 
mendapatkan nilai fitness setiap kromosom. Setelah mendapatkan bobot w dan v 
masuk ketahap pengujian BPNN untuk menguji seberapa akurat jumlah prediksi 
yang dihasilkan. Tahapan ini akan menghasilkan nilai y yang akan dibandingkan 
dengan target, apabila nilainya sama maka prediksinya benar. Jika tidak  maka 
masuk ketahap algoritma genetika untuk mendapatkan learning rate yang terbaik 
untuk mendapatkan jumlah prediksi yang benar.   
Kromosom 1 
Pada tahapan ini dilakukan perhitungan manual pada kromosom kedua 
dengan learning rate 0,9, yang didapat pada proses normalisasi learning rate 




Data ke 1 = (X1= 0, X2= 0.140, X3= 0.282, X4= 0. 567, X5=0.711, X6= 0.855, 
X7= 1)  
Tahap Feedforward  
   Tahapan ini menghitung sinyal input seperti bobot dan bias  pada tabel 4.5 
dan 4.6 dengan cara menjumlahkan semua sinyal yang telah diinputkan pada 
hidden layer menggunakan persamaan (2.3)  
      = 0.1 + 0.5 (0) + 0.1 (0.140) + 0.4 (0.282) + 0.9 (0. 567) + 0.3 (0.711) + 0.1 
(0.855) + 0.9 (1)  
 = 0.61513 
      = 0.2 + 0.4 (0) + 0.6 (0.140) + 0.1 (0.282) + 0.5 (0. 567) + 0.7 (0. 711) + 0.6 
(0.855) + 0.5 (1)  
 = 1.03819  
      = 0.3 + 0.1 (0) + 0.2 (0. 140) + 0.6 (0.282) + 0.7 (0. 567) + 0.2 (0. 711) + 
0.2 (0.855) + 0.7 (1)  
 = 0.71034   
 
Lakukan penjumlahan yang sama sampai ke      , untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.9  
Tabel 4.8 Sinyal Input ke Hidden Layer 
                                                
0.61513 1.03819 0.71034   0.39930 0.69814 0.60547 0.42844 0.50547 
 
Hitung sinyal keluaran pada hidden layer dengan fungsi aktivasi sigmoid biner 
menggunakan persamaan (2.2)  
   = 
 
           
 = 0.64911 
   = 
 
           
 = 0.73850   
   = 
 
           





Lakukan penjumlahan yang sama sampai ke   , untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.10 
Tabel 4.9 Nilai Fungsi Aktivasi pada Hidden Layer 
                        
0.64911 0.73850   0.67047 0.59852 0.66777 0.64690 0.60550 0.62374 
Setelah diperoleh sinyal keluaran dari hidden layer, maka sinyal tersebut 
disebarkan kesemua unit pada lapisan output. Operasi pada Output layer ini 
menggunakan persamaan (2.4) 
     =  0.5 + 0.1(0.64911) + 0.2(0.73850) + 0.6(0.67047) + 0.7(0.59852) + 0.2( 
0.66777) + 0.2(0.64690) + 0.1(0.60550)+0.2(0.62374)  
   = 1.98209 
Fungsi aktivasi sigmoid biner pada output layer menggunakan persamaan (2.11)  
   = 
 
           
 = 0.87890 
 
Tahap Backward   
Pada tahap proses feedforward selesai, maka dilanjutkan dengan proses 
backward . Tahap pertama menghitung error pada setiap unit output, pada tahap 
ini menggunakan persamaan (2.6) 
   = (0 – 0.87890) 0.87890 (1 - 0.87890) 
  = -0.0935 
Hitung nilai koreksi bobot yang digunakan untuk memperbaiki nilai bobot 
antara hidden layer dan lapisan output.. Hitung koreksi bobot pada unit k 
menggunakan persamaan (2.7) 
   = ( 0.8 ) (-0.0935) (0.64911) 
   -0.04858 
   = ( 0.8 ) (-0.0935) (0.73850) 
   -0.05527    
    = ( 0.8 ) (-0.0935) (0.67047) 




Lakukan penjumlahan yang sama sampai ke    , untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.11 
Tabel  4.10 Koreksi Bobot pada Lapisan Output 
                                
-0.04858 -0.05527    -0.05017 -0.04479 -0.04997 -0.04841 -0.04531 0.04668 
 
Hitung kolerasi bias antara hidden layer dan lapisan output menggunakan 
persamaan (2.8)  
    = (0.8) (-0.0935) 
        = -0.07483 
Hitung factor   pada hidden layer berdasarkan error bobot hidden layer ke lapisan 
output menggunakan persamaan (2.9)  
     = (-0.0935) (0.1) 
        = -0.00935 
     = (-0.0935) (0.2) 
        = -0.01871   
     = (-0.0935) (0.6) 
        = -0.05613  
Lakukan penjumlahan yang sama sampai ke     , untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.12 
Tabel  4.11 Sinyal Input dari Lapisaan Output 
                                        
-0.00935 -0.01871 -0.05613 -0.06548 -0.01871 -0.01871 -0.00935 0.01871 
 
Kalikan nilai      dengan turunan dari fungsi aktivasinya untuk menghitung 
informasi error pada unit  j dengan menggunakan persamaan (2.10) 
   = -0.00935 (0.64911) (1-0.64911)  
      = -0.00213 
   = -0.01871  (0.73850) (1-0.73850)  
      = -0.00361 




      = -0.0124 
Lakukan penjumlahan yang sama sampai ke   , untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.13 
Tabel  4.12 Nilai Error pada Hidden Layer 
                        
-0.00213 -0.00361 -0.0124 -0.01573 -0.00415 -0.00427 -0.00223 -0.00439 
 
Kemudian hitung koreksi bobot antara lapisan input dan lapisan yang 
tersembunyi yang untuk memperbaiki nilai bobot dan bias antara lapisan input 
dan lapisan tersembunyi tersebut. Menghitung koreksi bobot (yang nantinya akan 
digunakan untuk memperbaiki nilai    ) dengan menggunakan persamaan (2.11)   
α = 0.8 
∆    = (0.8) (-0.00213) (0.5)  
         = -0.00085 
∆    = (0.8) (-0.00361) (0.1)  
         = -0.00017   
∆    = (0.8) (-0.0124) (0.4)  
         = -0.00068   
Lakukan penjumlahan yang sama sampai ke ∆    dan seterusnya untuk hasil  
nilai keseluruhan bisa dilihat pada tabel 4.14   
Tabel  4.13 Koreksi Bobot Lapisan Input dan Hidden Layer 
No ∆   ∆   ∆   ∆   ∆   ∆   ∆   ∆   
1 -0.0008 -0.0011 -0.0009 -0.0012 -0.0006 -0.0006 -0.0001 -0.0007 
2 -0.0001 -0.0017 -0.0019 -0.0062 -0.0014 -0.0005 -0.0010 -0.0007 
3 -0.0006 -0.0002 -0.0059 -0.0088 -0.001 -0.0013 -0.0003 -0.0014 
4 -0.0015 -0.0014 -0.0069 -0.0025 -0.0019 -0.0023 -0.0008 -0.0024 
5 -0.0005 -0.0020 -0.0019 -0.0113 -0.0016 -0.0003 -0.0005 -0.0003 
6 -0.0001 -0.0017 -0.0019 -0.0062 -0.0016 -0.0006 -0.0001 -0.0007 





Hitung koreksi bias pada lapisan input dan lapisan tersembunyi dengan  
menggunakan persamaan (2.12)  
∆    = (0.8) (-0.00213)  
= -0.00170 
∆    = (0.8) (-0.00361)  
= -0.00289    
∆    = (0.8) (-0.0124)  
= -0.00992   
Lakukan penjumlahan yang sama sampai ke ∆    untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.15 
Tabel  4.14 Koreksi Bias Lapisan Input dan Hidden Layer 
∆    ∆    ∆    ∆    ∆    ∆    ∆    ∆    
-0.00170 -0.00289 -0.00992 -0.01259 -0.00332 -0.00342 -0.00179 -0.00351 
 
Memperbarui nilai bobot dan nilai bias menuju hidden layer menggunakan 
persamaan (2.13)  
Bobot awal input ke hidden layer 
∆    = 0.5 + (-0.00085)  
= 0.4991 
∆    = 0.1 + (-0.00017)  
= 0.0998  
∆    = 0.4 + (-0.00068)  
= 0.3993  
Lakukan penjumlahan yang sama sampai ke ∆    dan seterusnya untuk hasil  










Tabel  4.15 Perubahan Bobot pada Lapisan Output 
No ∆   ∆   ∆   ∆   ∆   ∆   ∆   ∆   
1 0.4991 0.3988 0.0990 0.0987 0.1993 0.1993 0.0998 0.1992 
2 0.0998 0.5982 0.1980 0.4937 0.4985 0.1994 0.5989 0.1992 
3 0.3993 0.0997 0.5940 0.6911 0.2990 0.3986 0.1996 0.3985 
4 0.8984 0.4985 0.6930 0.1974 0.5980 0.6976 0.4991 0.6975 
5 0.2994 0.6979 0.1980 0.8886 0.4983 0.0996 0.2994 0.0996 
6 0.0998 0.5982 0.1980 0.4937 0.4983 0.1993 0.0998 0.1992 
7 0.8984 0.4985 0.6930 0.1974 0.5980 0.6976 0.1996 0.6975 
 
Bobot awal bias ke hidden layer  
Perhitungan untuk ubah bias input ke neuron hidden dengan menggunakan 
persamaan (2.12)   
∆   = 0.1 – (-0.00170) 
= 0.1017 
∆   = 0.2 – (-0.00289) 
= 0.2029   
∆   = 0.3 – (-0.00992) 
= 0.3099    
Lakukan penjumlahan yang sama sampai ke ∆    untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.17 
Tabel  4.16 Perubahan Bias pada Hidden Layer 
∆    ∆    ∆    ∆    ∆    ∆    ∆    ∆    
0.1017 0.2029 0.3099 0.2126 0.3033 0.2034 0.1018 0.1035 
 
Memperbarui nilai bobot dan nilai bias menuju output layer menggunakan 
persamaan (2.14)   
Bobot awal input ke hidden layer 
   = 0.1+ (-0.0485)  
 = 0.0514 




 = 0.1447    
   = 0.6 + (-0.0501)  
 = 0.5498    
Lakukan penjumlahan yang sama sampai ke     untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.18  
Tabel  4.17 Perubahan Bobot pada Lapisan Output 
            ∆                    
0.0514 0.1447    0.5498    0.6552 0.1500 0.1516 0.0547 0.1533 
 
Ubah bobot pada unit keluaran dengan menggunakan persamaan (2.14) 
Bobot awal bias ke hidden layer  
   = 0.5 + (-0.07483) 
= 0.4252 
Kromosom Kedua   
 Pada tahapan ini dilakukan perhitungan manual pada kromosom kedua 
dengan learning rate 0,9, yang didapat pada proses normalisasi learning rate 
dengan biner yang dibangkitkan secara acak. 
Tahap Feedforward  
   Tahapan ini menghitung sinyal input seperti bobot dan bias  pada tabel 4.5 
dan 4.6 dengan cara menjumlahkan semua sinyal yang telah diinputkan pada 
hidden layer menggunakan persamaan (2.3)  
Data ke 1 = (X1= 0, X2= 0.140, X3= 0.282, X4= 0. 567, X5=0.711, X6= 0.855, 
X7= 1)  
      = 0.1 + 0.5 (0) + 0.1 (0.140) + 0.4 (0.282) + 0.9 (0. 567) + 0.3 (0.711) + 0.1 
(0.855) + 0.9 (1)  
 = 0.61513 
      = 0.2 + 0.4 (0) + 0.6 (0.140) + 0.1 (0.282) + 0.5 (0. 567) + 0.7 (0. 711) + 0.6 
(0.855) + 0.5 (1)  
 = 1.03819  
      = 0.3 + 0.1 (0) + 0.2 (0. 140) + 0.6 (0.282) + 0.7 (0. 567) + 0.2 (0. 711) + 




 = 0.71034   
Lakukan penjumlahan yang sama sampai ke      , untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.1 
Tabel  4.18 Sinyal Input ke Hidden Layer   
                                                
0.61513 1.03819 0.71034   0.39930 0.69814 0.60547 0.42844 0.50547 
 
Hitung sinyal keluaran pada hidden layer dengan fungsi aktivasi sigmoid biner 
menggunakan persamaan (2.2)  
   = 
 
           
 = 0.64911 
   = 
 
           
 = 0.73850   
   = 
 
           
 = 0.67047 
Lakukan penjumlahan yang sama sampai ke   , untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.20 
Tabel  4.19 Nilai Fungsi Aktivasi pada Hidden Layer 
                        
0.64911 0.73850   0.67047 0.59852 0.66777 0.64690 0.60550 0.62374 
 
Setelah diperoleh sinyal keluaran dari hidden layer, maka sinyal tersebut 
disebarkan kesemua unit pada lapisan output. Operasi pada Output layer ini 
menggunakan persamaan (2.4) 
     =  0.5 + 0.1( 0.64911) + 0.2( 0.73850 ) + 0.6( 0.67047 ) + 0.7( 0.59852 ) + 
0.2( 0.66777 ) + 0.2( 0.64690 ) + 0.1( 0.60550 ) + 0.2( 0.62374)  
   = 1.982099 
Fungsi aktivasi pada output layer menggunakan persamaan (2.5)  
   = 
 
            







Tahap Backward  
Pada tahap proses feedforward selesai, maka dilanjutkan dengan proses 
backward . Tahap pertama menghitung error pada setiap unit output, pada tahap 
ini menggunakan persamaan (2.6) 
   = (0 – 0.878905) 0.878905 (1 - 0.878905) 
  = -0.0935 
Hitung nilai koreksi bobot yang digunakan untuk memperbaiki nilai bobot 
antara hidden layer dan lapisan output.. Hitung koreksi bobot pada unit k 
menggunakan persamaan (2.7) 
   = ( 0.9 ) (-0.0935) (0.64911) 
   -0.05465 
   = ( 0.9 ) (-0.0935) (0.7385) 
   -0.06217   
    = ( 0.9 ) (-0.0935) (0.67047) 
   -0.05645 
Lakukan penjumlahan yang sama sampai ke    , untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.21 
Tabel  4.20 Koreksi Bobot pada Lapisan Output 
                                
-0.05465 -0.06217 -0.05645 -0.05039 -0.05622 -0.05446 -0.05098 -0.05251 
 
Hitung kolerasi bias antara hidden layer dan lapisan output menggunakan 
persamaan (2.8)  
    = (0.9) (-0.0935) 
        = -0.08419 
Hitung factor   pada hidden layer berdasarkan error bobot hidden layer ke lapisan 
output menggunakan persamaan (2.9)  
     = (-0.0935) (0.1) 
        = -0.00935 




        = -0.011871   
     = (-0.0935) (0.6) 
        = -0.05613 
Lakukan penjumlahan yang sama sampai ke     , untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.22 
 Tabel  4.21 Sinyal Input dari Lapisaan Output 
                                        
-0.00935 -0.01187 -0.05613 -0.06548 -0.01817 -0.01871 -0.00935 -0.01871 
 
Kalikan nilai      dengan turunan dari fungsi aktivasinya untuk menghitung 
informasi error pada unit  j dengan menggunakan persamaan (2.10) 
   = -0.00935 (0.64911) (1-0.64911)  
      = -0.00213 
   = -0.01187  (0.7385) (1-0.7385)  
      = -0.00361 
   = -0.05613 (0.67047) (1-0.67047)  
      = -0.0124 
Lakukan penjumlahan yang sama sampai ke   , untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.23 
Tabel  4.22 Nilai Error pada Hidden Layer 
                        
-0.00213 -0.00361 -0.0124 -0.01573 -0.00415 -0.00427 -0.00223 -0.00439 
 
Kemudian hitung koreksi bobot antara lapisan input dan lapisan yang 
tersembunyi yang untuk memperbaiki nilai bobot dan bias antara lapisan input 
dan lapisan tersembunyi tersebut. Menghitung koreksi bobot (yang nantinya akan 
digunakan untuk memperbaiki nilai    ) dengan menggunakan persamaan (2.11)   
α = 0.9 
∆    = (0.9) (-0.00213) (0.5)  
         = -0.0009 




         = -0.0001   
∆    = (0.9) (-0.0124) (0.4)  
         = -0.0007   
Lakukan penjumlahan yang sama sampai ke ∆    dan seterusnya untuk hasil  nilai 
keseluruhan bisa dilihat pada tabel 4.24 
Tabel  4.23 Koreksi Bobot Lapisan Input dan Hidden Layer 
No ∆   ∆   ∆   ∆   ∆   ∆   ∆   ∆   
1 -0.0009 -0.0013 -0.0011 -0.0014 -0.0007 -0.0007 -0.0002 -0.0007 
2 -0.0001 -0.0019 -0.0022 -0.0070 -0.0018 -0.0007 -0.0012 -0.0007 
3 -0.0007 -0.0003 -0.0067 -0.0099 -0.0011 -0.0015 -0.0004 -0.0015 
4 -0.0017 -0.0016 -0.0078 -0.0028 -0.0022 -0.0026 -0.0010 -0.0027 
5 -0.0005 -0.0022 -0.0022 -0.0127 -0.0018 -0.0003 -0.0006 -0.0004 
6 -0.0001 -0.0019 -0.0022 -0.0070 -0.0018 -0.0007 -0.0002 -0.0007 
7 -0.0017 -0.0016 -0.0078 -0.0070 -0.0022 -0.0026 -0.0004 -0.0027 
 
Hitung koreksi bias pada lapisan input dan lapisan tersembunyi dengan  
menggunakan persamaan (2.12)  
∆    = (0.9) (-0.00213)  
= -0.00192 
∆    = (0.9) (-0.00361)  
= -0.00325    
∆    = (0.9) (-0.0124)  
= -0.01116   
Lakukan penjumlahan yang sama sampai ke ∆    dan seterusnya untuk hasil  
nilai keseluruhan bisa dilihat pada tabel 4.25 
Tabel  4.24 Koreksi Bias Lapisan Imput dan Hidden Layer 
∆    ∆    ∆    ∆    ∆    ∆    ∆    ∆    






Bobot awal input ke hidden layer  
Lakukan perhitungan untuk ubah bias input ke neuron hidden dengan 
menggunakan persamaan (2.13)   
∆    = 0.5 + (-0.00096)  
= 0.4990 
∆    = 0.1 + (-0.00019)  
= 0.0998  
∆    = 0.4 + (-0.00077)  
       = 0.3992 
Lakukan penjumlahan yang sama sampai ke ∆    untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.26 
Tabel  4.25 Perubahan Bobot pada Lapisan Output  
No ∆   ∆   ∆   ∆   ∆   ∆   ∆   ∆   
1 0.4990 0.3986 0.0988 0.0985 0.1992 0.1992 0.0997 0.1992 
2 0.0998 0.5980 0.1977 0.4929 0.4981 0.1992 0.5987 0.1992 
3 0.3992 0.0996 0.5933 0.6900 0.2988 0.3984 0.1995 0.3984 
4 0.8982 0.4983 0.6921 0.1971 0.5977 0.6973 0.4989 0.6972 
5 0.2994 0.6977 0.1977 0.8872 0.4981 0.0996 0.2993 0.0996 
6 0.0998 0.5980 0.1977 0.4929 0.4981 0.1992 0.0997 0.1992 
7 0.8982 0.4983 0.6921 0.1971 0.5977 0.6973 0.1995 0.6972 
 
Bobot awal bias ke hidden layer  
Lakukan perhitungan untuk ubah bias input ke neuron hidden dengan 
menggunakan persamaan (2.12)   
∆   = 0.1 – (-0.00192) 
= 0.1019 
∆   = 0.2 – (-0.00325) 
= 0.2033   
∆   = 0.3 – (-0.01116) 




Lakukan penjumlahan yang sama sampai ke ∆    untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.27 
Tabel  4.26 Perubahan Bias pada Hidden Layer  
∆    ∆    ∆    ∆    ∆    ∆    ∆    ∆    
0.1019 0.2033 0.3112 0.2142 0.3037 0.2038 0.1020 0.1039 
 
Memperbarui nilai bobot dan nilai bias menuju output layer menggunakan 
persamaan (2.14)  
Bobot awal input ke hidden layer 
   = 0.1+ (-0.0546)  
 = 0.0454 
   = 0.2 + (-0.0621)  
 = 0.1378    
   = 0.6 + (-0.0564)  
 = 0.5436    
Lakukan penjumlahan yang sama sampai ke     untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.28 
Tabel  4.27 Perubahan Bobot pada Lapisan Output  
            ∆                    
0.0454 0.1378 0.5436 0.6496 0.1438 0.1455 0.0490 0.1474 
 
Bobot awal bias ke hidden layer  
Ubah bobot pada unit keluaran dengan menggunakan persamaan (2.14) 
   = 0.5 + (-0.08419) 
= 0.4158 
Kromosom Ketiga  
Pada tahapan ini dilakukan perhitungan manual pada kromosom ketiga 
dengan learning rate 0,6 yang didapat pada proses normalisasi learning rate 
dengan biner yang dibangkitkan secara acak.  
Data ke 1 = (X1= 0, X2= 0.140, X3= 0.282, X4= 0. 567, X5=0.711, X6= 0.855, 





Tahap Feedforward  
  Tahapan ini menghitung sinyal input seperti bobot dan bias  pada tabel 4.5 
dan 4.6 dengan cara menjumlahkan semua sinyal yang telah diinputkan pada 
hidden layer menggunakan persamaan (2.3)  
      = 0.1 + 0.5 (0) + 0.1 (0.140) + 0.4 (0.282) + 0.9 (0. 567) + 0.3 (0.711) + 0.1 
(0.855) + 0.9 (1)  
 = 0.61513 
      = 0.2 + 0.4 (0) + 0.6 (0.140) + 0.1 (0.282) + 0.5 (0. 567) + 0.7 (0. 711) + 0.6 
(0.855) + 0.5 (1)  
 = 1.03819  
      = 0.3 + 0.1 (0) + 0.2 (0. 140) + 0.6 (0.282) + 0.7 (0. 567) + 0.2 (0. 711) + 
0.2 (0.855) + 0.7 (1)  
 = 0.71034   
Lakukan penjumlahan yang sama sampai ke      , untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.29 
Tabel  4.28 Sinyal Input ke Hidden Layer  
                                                
0.61513 1.03819 0.71034   0.39930 0.69814 0.60547 0.42844 0.50547 
 
Hitung sinyal keluaran pada hidden layer dengan fungsi aktivasi sigmoid biner 
menggunakan persamaan (2.2)  
   = 
 
           
 = 0.64911 
   = 
 
           
 = 0.73850   
   = 
 
           
 = 0.67047  
Lakukan penjumlahan yang sama sampai ke   , untuk hasil  nilai keseluruhan 






Tabel  4.29 Nilai Fungsi Aktivasi pada Hidden Layer 
                        
0.64911 0.73850   0.67047 0.59852 0.66777 0.64690 0.60550 0.62374 
 
 Setelah diperoleh sinyal keluaran dari hidden layer, maka sinyal tersebut 
disebarkan kesemua unit pada lapisan output. Operasi pada Output layer ini 
menggunakan persamaan (2.4) 
     =  0.5 + 0.1( 0.64911 ) + 0.2( 1.73850 ) + 0.6( 0.67047 ) + 0.7( 0.59852 ) + 
0.2( 0.66777 ) + 0.2( 0.64690 ) + 0.1( 0.60550 ) + 0.2(0.62374)  
   = 1.98209 
Fungsi aktivasi pada output layer menggunakan persamaan (2.5)  
   = 
 
           
 = 0.878905 
 
Tahap Backward  
Pada tahap proses feedforward selesai, maka dilanjutkan dengan proses 
backward . Tahap pertama menghitung error pada setiap unit output, pada tahap 
ini menggunakan persamaan (2.6) 
   = (0 – 0.878905) 0.878905 (1 - 0.878905) 
  = -0.0935 
Hitung nilai koreksi bobot yang digunakan untuk memperbaiki nilai bobot 
antara hidden layer dan lapisan output.. Hitung koreksi bobot pada unit k 
menggunakan persamaan (2.7) 
   = ( 0.7 ) (-0.0935) (0.64911) 
   -0.0425  
   = ( 0.7 ) (-0.0935) (0.7385) 
   -0.0483 
    = ( 0.7 ) (-0.0935) (0.6704) 




Lakukan penjumlahan yang sama sampai ke    , untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.31  
Tabel  4.30 Koreksi Bobot pada Lapisan Output 
                                
-0.0425 -0.0483 -0.0439 -0.0391 -0.0437 -0.0423 -0.0396 -0.0408 
 
Hitung kolerasi bias antara hidden layer dan lapisan output menggunakan 
persamaan (2.8)  
    = (0.7) (-0.0935) 
        = -0.06548 
Hitung factor   pada hidden layer berdasarkan error bobot hidden layer ke lapisan 
output menggunakan persamaan (2.9)  
     = (-0.0935) (0.1) 
        = -0.00935 
     = (-0.0935) (0.2) 
        = -0.01871   
     = (-0.0935) (0.6) 
        = -0.05613  
Lakukan penjumlahan yang sama sampai ke     , untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.32 
Tabel  4.31  Sinyal Input dari Lapisaan Output 
                                        
-0.00935 -0.01871 -0.05613 -0.06548 -0.01871 -0.01871 -0.00935 -0.01871 
 
Kalikan nilai      dengan turunan dari fungsi aktivasinya untuk menghitung 
informasi error pada unit  j dengan menggunakan persamaan (2.10) 
   = -0.00935 (0.64911) (1-0.64911)  
      = -0.00213 
   = -0.021871 (0.7385) (1-0.7385)  
      = -0.00361 




      = -0.0124 
Lakukan penjumlahan yang sama sampai ke   , untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.33 
Tabel  4.32 Nilai Error pada Hidden Layer 
                        
-0.00213 -0.00361 -0.0124 -0.0157 -0.00415 -0.00427 -0.00223 -0.00439 
 
Kemudian hitung koreksi bobot antara lapisan input dan lapisan yang 
tersembunyi yang untuk memperbaiki nilai bobot dan bias antara lapisan input 
dan lapisan tersembunyi tersebut. Menghitung koreksi bobot (yang nantinya akan 
digunakan untuk memperbaiki nilai    ) dengan menggunakan persamaan (2.11)   
α = 0.7 
∆    = (0.7) (-0.00213) (0.5)  
         = -0.0008 
∆    = (0.7) (-0.00361) (0.1)  
         = -0.00016   
∆    = (0.7) (-0.0124) (0.4)  
         = -0.00064   
Lakukan penjumlahan yang sama sampai ke ∆    dan seterusnya untuk hasil  
nilai keseluruhan bisa dilihat pada tabel 4.34  
Tabel  4.33 Koreksi Bobot Lapisan Input dan Hidden Layer 
No ∆   ∆   ∆   ∆   ∆   ∆   ∆   ∆   
1 -0.0007 -0.0010 -0.0008 -0.0011 -0.0005 -0.0006 -0.0001 -0.0006 
2 -0.0001 -0.0015 -0.0017 -0.0055 -0.0014 -0.0006 -0.0009 -0.0006 
3 -0.0006 -0.0002 -0.0052 -0.0077 -0.0008 -0.0012 -0.0003 -0.0012 
4 -0.0013 -0.0012 -0.0060 -0.0022 -0.0017 -0.0020 -0.0007 -0.0021 
5 -0.0004 -0.0017 -0.0017 -0.0099 -0.0014 -0.0003 -0.0004 -0.0003 
6 -0.0001 -0.0015 -0.0017 -0.0055 -0.0014 -0.0006 -0.0001 -0.0006 





Hitung koreksi bias pada lapisan input dan lapisan tersembunyi dengan  
menggunakan persamaan (2.12)  
∆    = (0.7) (-0.00213)  
= -0.00149 
∆    = (0.7) (-0.00361)  
= -0.00253 
∆    = (0.7) (-0.0124)  
= -0.00868   
Lakukan penjumlahan yang sama sampai ke ∆    dan seterusnya untuk 
hasil  nilai keseluruhan bisa dilihat pada tabel 4.35 
Tabel  4.34 Koreksi Bias Lapisan Imput dan Hidden Layer 
∆    ∆    ∆    ∆    ∆    ∆    ∆    ∆    
-0.00149 -0.00253 -0.00868 -0.01101 -0.00291 -0.00299 -0.00156 -0.00307 
 
Bobot awal input ke hidden layer  
Lakukan perhitungan untuk ubah bias input ke neuron hidden dengan 
menggunakan persamaan (2.13)   
∆    = 0.5 + (-0.0007)  
= 0.4992 
∆    = 0.1 + (-0.00015)  
= 0.0998  
∆    = 0.4 + (-0.0006)  
= 0.3994  
Lakukan penjumlahan yang sama sampai ke ∆    untuk hasil  nilai 










Tabel  4. 35 Perubahan Bobot pada Lapisan Output  
No ∆   ∆   ∆   ∆   ∆   ∆   ∆   ∆   
1 0.4992 0.3989 0.0991 0.0988 0.1994 0.1994 0.0998 0.1993 
2 0.0998 0.5984 0.1982 0.4944 0.4985 0.1994 0.5990 0.1993 
3 0.3994 0.0997 0.5947 0.6922 0.2991 0.3988 0.1996 0.3987 
4 0.8986 0.4987 0.6939 0.1977 0.5982 0.6979 0.4992 0.6978 
5 0.2995 0.6982 0.1982 0.8900 0.4985 0.0997 0.2995 0.0996 
6 0.0998 0.5984 0.1982 0.4944 0.4985 0.1994 0.0998 0.1993 
7 0.8986 0.4987 0.6939 0.1977 0.5982 0.6979 0.1996 0.6978 
 
Bobot awal bias ke hidden layer   
Lakukan perhitungan untuk ubah bias input ke neuron hidden dengan 
menggunakan persamaan (2.12)   
∆   = 0.1 – (-0.00149) 
= 0.1015 
∆   = 0.2 – (-0.00253) 
= 0.2025   
∆   = 0.3 – (-0.00868) 
= 0.3087    
Lakukan penjumlahan yang sama sampai ke ∆    untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.37 
Tabel  4.36 Perubahan Bias pada Hidden Layer  
∆    ∆    ∆    ∆    ∆    ∆    ∆    ∆    
0.1015 0.2025 0.3087 0.2110 0.3029 0.2030 0.1016 0.1030 
 
Bobot awal input ke hidden layer 
Memperbarui nilai bobot dan nilai bias menuju output layer menggunakan 
persamaan (2.14)   
   = 0.1+ (-0.0425)  
 = 0.0575 




 = 0.1516    
   = 0.6 + (-0.0439)  
 = 0.5561    
Lakukan penjumlahan yang sama sampai ke     untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.38  
Tabel  4.37 Perubahan Bobot pada Lapisan Output  
            ∆                    
0.0575 0.1516 0.5561 0.6608 0.1563 0.1576 0.0604 0.1591 
 
Bobot awal bias ke hidden layer  
Ubah bobot pada unit keluaran dengan menggunakan persamaan (2.14) 
   = 0.5 + (-0.06548) 
= 0.4296 
   Setelah 3 learning rate yang dibangkitkan secara acak telah diproses pada tahap 
backpropagation, selanjutnya hasil bobot w dan bobot v masukkan kepada 
pengujian untuk mencari nilai MSE yang akan dijadikan fitness pada tahap 
algoritma genetika. Tahapan ini menggunakan data yaitu : 
Data ke 1 = (X1= 0, X2= 0.140, X3= 0.282, X4= 0. 567, X5=0.711, X6= 0.855, 
X7= 1)  
Tahapan ini menghitung sinyal input seperti bobot dan bias  pada tabel 4.5 
dan 4.6 dengan cara menjumlahkan semua sinyal yang telah diinputkan pada 
hidden layer menggunakan persamaan (2.3) 
      = 0.1 + 0.4 (0) + 0.09 (0.140) + 0.3 (0.282) + 0.8 (0. 567) + 0.2 (0.711) + 
0.09 (0.855) + 0.8 (1)  
 = 0.6160 
Lakukan penjumlahan yang sama sampai ke        untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.39 
Tabel  4.38 Sinyal Input ke Hidden Layer 
                                                





Hitung sinyal keluaran pada hidden layer dengan fungsi aktivasi sigmoid biner 
menggunakan persamaan (2.2)  
   = 
 
          
 = 0.65 
Lakukan penjumlahan yang sama sampai ke     untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.40 
Tabel  4.39 Nilai Fungsi Aktivasi ke Hidden Layer 
                        
0.65 0.64 0.67 0.60 0.67 0.65 0.76 0.79 
 
 Setelah diperoleh sinyal keluaran dari hidden layer, maka sinyal tersebut 
disebarkan kesemua unit pada lapisan output. Operasi pada Output layer ini 
menggunakan persamaan (2.4) 
     =  0.4 + 0.05( 0.65 ) + 0.1( 0.64 ) + 0.5( 0.67 ) + 0.6( 0.60 ) + 0.1( 0.67) + 
0.1( 0.65 ) + 0.05( 0.76 ) + 0.1(0.79)  
   = 1.67601 
Fungsi aktivasi pada output layer menggunakan persamaan (2.5)  
   = 
 
           
 = 0.842375 
Lakukan perhitungan denormalisasi untuk mengembalikan nilai ke awal dengan 
menggunakan persamaan (2.23)  
 Y = 0.842375 (222006-107774) + 107774 
      = 204000.22 
Hasil dari denormalisasi tidak sama dengan hasil target, maka dilanjutkan 
mencari nilai MSE untuk mendapatkan nilai fitness untuk di optimasi ke dalam 
algoritma genetika .  
Cari nilai MSE setiap kromosom menggunakan BPNN, Hasilnya diperoleh 
nilai MSE pada populasi awal dijadikan sebagai nilai fitness sebagai berikut :  
Tabel  4.40 Nilai MSE 
         





Hasil dari nilai akurasi yang didapat dijadikan sebagai nilai  yang  akan 
diproses ke tahap algoritma genetika.   
         = 0.050292 
         = 0.049338 
         = 0.051229 
Tahap IV : Seleksi (Tahap Algoritma Genetika)    
Tahap seleksi ini bertujuan untuk mencari nilai fitness yang optimal untuk 
dijadikan sebagai induk nantinya dengan menggunakan metode roulette wheel 
selection. Hitung nilai invers fitness dari masing-masing kromosom menggunakan 
persamaan (2.17) 
   = 1 / fitness  
   = 1 / 0.050292 
         =  19.8835   
Lakukan perhitungan yang sama sampai ke    dan nilai total dari inverse fitness, 
dapat dilihat keseluruhan pada tabel 4.42 
Tabel  4.41 Nilai Inverse Fitness (Q) 
         Total 
19.8835   20.2684 19.5200 59.6789 
 
Kemudian menghitung nilai probabilitas dari masing-masing kromosom 
menggunakan persamaan (2.18) 
   =    / total fitness  
   = 19.8835  / 59.6789 
     = 0.333213   







Tabel  4.42 Nilai Probabilitas 
         
0.333213   0.339664 0.327121 
 
Menghitung nilai probabilitas komulatif menggunakan persamaan (2.19)  
   = 0.333213   
   = 0.333213  + 0.339664= 0.672878    
Lakukan perhitungan yang sama sampai ke   , dapat dilihat keseluruhan pada 
tabel 4.44 
Tabel  4.43 Nilai Komulatif Probabilitas ( C ) 
         
0.33308 0.672878    1 
 
Kromosom yang didapat dibangkitkan secara acak dalam range 0-1 dan diputar 
sebanyak jumlah populasi yang dibangkitkan dalam hal ini menggunakan metode 
Roulette Wheel      
 
 
Gambar 4.8 Hasil Fitness pada Roulette Wheel 
Roulette wheel yang diputar sebanyak jumlah populasi yang dibangkitkan 








   =  0.843529 
   = 0.098735 
   =  0.554443      
Berdasarkan nilai acak diatas, nilai acak yang pertama = 0.843529 terlihat 
bahwa   >    maka kromosom ke 3 terpilih menjadi kromosom baru yang 
pertama.  Nilai acak yang kedua = 0.098735 terlihat bahwa   >   maka 
kromosom 1 terpilih menjadi kromosom yang kedua. Nilai acak yang ketiga = 
0.554443 terlihat bahwa   >    maka kromosom ke 3 terpilih menjadi 
kromosom baru yang ketiga. Hasil dari niali acak yang telah diurutkan dapat 
dilihat pada tabel 4.45`        
Tabel  4.44 Hasil Random pada Roulette Wheel 
Kromosom Kromosom sebelum diseleksi Nilai 
      0.051229 
      0.050292 
      0.049338 
Setelah mendapatkan hasil random menggunakan roulette wheel maka didapat kan 
3 kromosom yang akan diproses pada tahap crossover     
Tahap V : Crossover    
Kromosom-kromosom dari hasil seleksi akan dilakukan proses crossover 
atau perkawinan silang, metode yang digunakan adalah I-point crossover. Nilai pc 
yang digunakan 0.7.  Lakukan nilai acak (R) sesuai dengan sebanyak jumlah 
populasi yang dibangkitkan dengan hasil sebagai berikut: 
   = 0.8435 
    = 0.3934 
    = 0.6789  
Proses Crossover 
Cek nilai acak yang telah dibangkitkan , jika nilai R<Pc maka akan terjadi 




crossover. Dapat dilihad pada   <Pc maka    termasuk dalam proses 
crossover. Dapat dilihad pada   <Pc maka    termasuk dalam proses 
crossover. Maka ada 2 kromosom yang akan terjadi crossover yaitu  
  dan     Proses tersebut dapat dilihat sebagai berikut: 
Proses Crossover =   =    x    
induk 1 1 1 0 1 1 1 
induk 2 1 1 1 1 0 1 
   
Hasil dari perkawinan silang yang terjadi antara    dan     mendapatkan 
populasi baru seperti terlihat dibawah ini:  
Anak 1 1 1 0 1 0 1 
 
 Selanjutnya yang akan terjadi proses crossover yaitu   dan     proses tersebut 
dapat dilihat sebagai berikut: 
Proses Crossover    =    x    
induk 1 1 1 1 1 0 1 
induk 2 1 1 0 1 1 1 
 
Hasil dari perkawinan silang yang terjadi antara    dan     mendapatkan 
populasi baru seperti terlihat dibawah ini:  
Anak 2  1 1 1 1 1 1 
 
Setelah perkawinan silang yang terjadi antara kromosom   dan    menghasilkan 
anak 1 dan anak 2. Hasil dari keseluruhan induk dan populasi baru dapat dilihat 







Tabel  4.45 Induk pada Crossover 
   1 0 0 1 1 1 
   1 1 0 1 1 1 
   1 1 1 1 0 1 
   1 1 0 1 1 1 
   1 1 1 1 1 1 
 
Tahap V : Mutasi    
Tahap mutasi dilakukan setelah mendapatkan kromosom-kromosom dari 
hasil crossover.Proses mutasi ini akan menggantikan gen yang ada didalam 
kromosom sehingga menghasilkan populasi yang baru. Nilai pm yang digunakan 
0.1.   
 
Membangkitkan nilai acak (R) : 
   = 0.0624 
   = 0.3934  
   = 0.2890  
 
Pm = 0.1 x 36 = 3.6  
Jadi, bit yang ke 3 akan dilakukan mutasi  
 
Tahap VI : Mutasi 
Cek nilai acak yang telah dibangkitkan , jika nilai R < pm maka akan terjadi 
mutasi.  Pada nilai acak yang telah dibangkitkan   < Pm maka dapat dilakukan  
proses mutasi. Sedangkan nilai acak yang kedua dapat dilihat   < Pm maka tidak 
dapat dilakukan mutasi, dan nilai acak yang ketiga dapat dilihat   < Pm maka 
tidak dapat dilakukan mutasi. Kesimpulannya yang dapat dilakukan mutasi 






 Kromosom 1 
   1 0 0 1 1 1 
 
Hasil dari mutasi yang terjadi pada nilai acak yang pertama (  ) mendapatkan 
populasi baru seperti terlihat dibawah ini:  
Anak 1 = 1 0 1 1 1 1 
 
Setelah mutasi yang pada nilai acak yang pertama (  ) mendapatkan populasi 
baru. Hasil dari keseluruhan induk dan populasi baru dapat dilihat pada tabel 4.47 
dibawah ini: 
Tabel 4.46 Induk pada Mutasi 
   1 0 0 1 1 1 
   1 1 0 1 1 1 
   1 1 1 1 0 1 
   
1 1 0 1 1 1 
   
1 1 1 1 1 1 
   1 0 1 1 1 1 
 
Pilih nilai fitnes yang terbaik (nilai akurasi tertinggi)  urutkan sampai 3 
kromosom, kemudian setelah itu lakukan pelatihan dan pengujian BPNN. Syarat 
berhenti  adalah jika sudah  maksimal generasi dan nilai rata-rata fitness pada 5 
generasi terakhir tidak berubah atau konvergen.    
Setelah mendapatkan kromosom yang terbaik dilanjutkan dengan proses 
pelatihan BPNN sebanyak 5000 epoch dan 30 generasi agar mendapatkan bobot 
atau kromosom terbaik dan nilai MSE yang terkecil dan akan diujikan dalam 









2. Tahap Pengujian 
Mulai
Masukkan data input x1, 
x2, x3 …. X8
Masukkan kromosom 








   
Gambar 4.9 Diagram Alir Tahap Pengujian 
 
Tahap pengujian ini dilakukan dengan menggunakan kromosom bobot  
terbaik  dari hasil pelatihan  yang dijadikan sebagai learning rate dalam proses 
pengujian. Parameter dari data prediksi pengangguran dijadikan sebagai 
inputan dan target nya adalah pengangguran reality untuk proses pengujian. 
Tahap pengujian ini menggunakan feedforward untuk mendapatkan prediksi 
pengangguran.  
Melakukan pengujian terhadap data prediksi pertama menggunakan tahun  
2018 dalam proses feedforward data yang digunakan sudah dinormalisasi dapat 
dilihat sebagai berikut: 
(X1= 1, X2= 0.695, X3= 1, X4= 0.528, X5=1, X6= 1, X7= 1)  
Tahapan ini menghitung sinyal input seperti bobot dan bias dengan cara 
menjumlahkan semua sinyal yang telah diinputkan pada hidden layer 




      = 0.1 + 1 (4.1) + 0.695 (1.6) + 1 (-4.2) + 0.528 (4.3) + 1 (3.3) + 1 (1.8) + 
1(2.2)  
= -11.243   
      = 0.1 + 1 (-0.9) + 0.695 (1.6) + 1 (-3.0) + 0.528 (-3.0) + 1 (-4.2) + 1 (-1.8) + 
1(-3.7)  
= -0.8787   
      = 0.2 + 1 (2.6) + 0.695 (1.8) + 1 (-1.5) + 0.528 (4.8) + 1 (-4.2) + 1 (-0.3) + 
1(-0.9)  
= 7.546 
Lakukan penjumlahan yang sama sampai ke      , untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.48 
Tabel  4.47  Sinyal Input ke Hidden Layer 
                                                
14.53 -1.21 0.11 5.55 5.38 7.29 -1.87 -0.63 
 
Hitung sinyal keluaran pada hidden layer dengan fungsi aktivasi sigmoid biner 
menggunakan persamaan (2.2)  
   = 
 
         
 = 0.9999 
   = 
 
         
 = 0.2292 
   = 
 
        
 = 0.5287 
Lakukan penjumlahan yang sama sampai ke   , untuk hasil  nilai keseluruhan 
bisa dilihat pada tabel 4.49 
Tabel  4.48 Nilai Fungsi Aktivasi ke Hidden Layer 
                        
0.9999 0.2292 0.5287 0.9961 0.9954 0.9993 0.1326 0.3458 
 Setelah diperoleh sinyal keluaran dari hidden layer, maka sinyal tersebut 
disebarkan kesemua unit pada lapisan output. Operasi pada Output layer ini 




     =  0.7 + 0.9999 (0.6) + 0.2292 (5.9) + 0.5287 (-3.6) + 0.9961 (3.7) + 0.9954 
(1.6) + 0.9993 (2.3) + 0.1326 (-0.2) + (-15(0.3458)) 
   = 4.3887 
Fungsi aktivasi sigmoid biner pada output layer menggunakan persamaan (2.5)  
   = 
 
          
 = 0.9887 
Setelah diperoleh hasil outputnya kemudian Lakukan persamaan 2.23 yaitu 
denormalisasi untuk mengembalikan ke nilai aslinya.  
Y = 0.9887 (222006-107774) + 107774 
      = 220605    
Berdasarkan perhitungan tersebut, maka hasil prediksi pengangguran 
Provinsi Riau tahun 2018 adalah 220605 
4.3   Perancangan Antar Muka  
Perancangan antar muka adalah tahapan komunikasi pertama kali 
antara sistem dan pengguna. Tampilan yang dirancang  mudah dimengerti dan 
fitur yang digunakan sudah familiar. Desain tampilan pada prediksi 
pengangguran ini meliputi sebagai berikut :  
 
1. Halaman Utama    
Pertama kali pengguna berinteraksi dengan sistem akan muncul halaman 
utama. Halaman ini meliputi Data, Pelatihan Backpropagation, Pelatihan dan 












   
Gambar 4.10 Halaman Utama 
2. Halaman Data   
Halaman data ini menampilkan fitur pilih file xslx yaitu bisa menginputkan 
data yang berbentuk xslx  kedalam sistem, data yang sudah diinputkan akan 
tampil ke form data awal. Setelah itu ada fitur normalisasi yang mana data 
yang sudah diinputkan tadi langsung terjadi proses normalisasi data dan akan 
ditampilkan di form data normalisasi. Apabila sudah selesai ada fitur kembali 
dan keluar. Tampilan halaman bisa di lihat pada Gambar 4.11    
 
Pilih file XSLX Normalisasi Kembali Keluar
Data Awal Data Normalisasi
  
Gambar 4.11 Halaman Data   
3. Halaman Pelatihan Backpropagation  
Pada halaman pelatihan backpropagation, terdapat form data untuk 




menampilkan 3 pilihan data yang akan ditampilkan yaitu 70% data latih dan 
30% data uji, 80% data latih dan 20% data uji, dan 90% data latih dan 10% 
data uji. Setelah data dipilih akan ditampilkan pada tabel data latih dan tabel 
data uji. Ada  parameter BPNN yang akan diinput diantaranya epoch, 
jumlah neuron dan learning rate, setelah itu lakukan pelatihan BPNN untuk 




















Gambar 4.12 Halaman Pelatihan Backpropagation 
4. Halaman Pelatihan dan Optimasi   
Pada halaman pelatihan dan optimasi terdapat tabel data yang berisikan 
data normalisasi yang telah dilakukan di halaman data sebelumnya. Data 
normalisasi itulah yang akan di proses dengan menggunakan metode BPNN 
dan algoritma genetika. Sel anjutnya ada tabel inputan Parameter Algen yaitu 
jumlah kromosom, generasi, nilai Pc dan nilai Pm. Setelah itu ada inputan 
Parameter BPNN yaitu epoch dan jumlah neuron. Klik button optimasi, lalu 
akan muncul hasil kromosom yang terbaik, learning rate dan MSE pada tabel 
kromosom awal dan tabel kromosom akhir pengujian. Tampilan halaman bisa 







Nilai Pc Nilai Pm


















Data Latih Data Uji
Gambar 4.13  Halaman Pelatihan dan Optimasi 
5. Halaman Prediksi   
Pada halaman  prediksi ini ada beberapan parameter inputan diantaranya 
tahun, kelompok umur dan jenis kelamin, tingkat partisipasi angkatan kerja, 
angkatan kerja, pengangguran terbuka pekerja menurut lapangan usaha, 
domestic bruto dan penduduk usia 15 tahun. Hasil dari pelatihan parameter 
tersebut menggunkan BPNN dan algoritma genetika akan mendapatkan 
prediksi pengangguran realty tahun berikutnya. Tampilan halaman bisa dilihat 
pada gambar 4.14  
Proses
Kelompok Umur dan Jenis Kelamin
Tingkat Partisipasi Angkatan Kerja
Angkatan Kerja 
Pengangguran Terbuka
Pekerja Menurut Lapangan Usaha
Domestik Bruto












6.1 Kesimpulan   
Tahapan-tahapan yang telah dilalui dalam menyelesaikan prediksi 
pengangguran menggunakan backpropagation neural network dan algoritma 
genetika. Maka penulis dapat menyimpulkan dari hasil penelitian ini sebagai 
berikut : 
1. Algoritma genetika dapat mengoptimasi Backpropagation neural network 
dalam memprediksi jumlah pengangguran. 
2. Pelatihan dan pengujian yang telah dilakukan menghasilkan nilai prediksi yang 
berbeda-beda, karena disebabkan fungsi nilai random pada bobot v dan bobot 
w serta inputan nilai biner pada kromosom.     
3. Pada pengujian menggunakan backpropagation neural network  mendapatkan 
nilai MSE yaitu 0.0138. Sedangkan pengujian menggunakan metode algoritma 
genetika – backpropagation neural network mendapatkan nilai MSE yaitu 
0,00634. Maka dari itu yang mendapatkan nilai MSE terkecil pada system ini 
menggunakan metode algoritma genetika yaitu dengan nilai probabilitas 
crossover 0.2 probabilitas mutation 0.8 generasi 100.Hasil dari pengujian yang 
dilakukan  membuktikan bahwa sistem ini dapat digunakan untuk memprediksi 
jumlah pengangguran ditahun yang akan mendatang. 
4. Pada penelitian ini algoritma genetika - Backpropagation  mendapatkan nilai 
MSE yang terkecil dibandingkan dengan menggunakan metode 
backpropagation neural network saja. 
6.2 Saran  
Penelitian optimasi pada prediksi pengangguran menggunakan algoritma 





pengembambangan lebih lanjut  yaitu menggunakan data yang lebih banyak untuk 
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2. Data Angkatan Kerja , Tingkat Pengangguran Terbuka dan Data Historis TPAK (Tingkat Partisipasi Angkatan Kerja)  


















































































4. Penduduk Domestik Regional Bruto (PDRB) Atas Dasar  Harga Konstan 2010 Menurut 
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