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Abstract
During visual perception of complex objects, humans fixate on salient regions of a
particular object, moving their gaze from one region to another in order to gain
information about that object. The Bayesian Integrate and Shift (BIAS) model is a
recently proposed model for learning visual object categories that is modeled after the
process of human visual perception, integrating information from within and across
fixations.
Previous works have described preliminary evaluations of the BIAS model and
demonstrated that it can learn new object categories from only a few examples.
In this thesis, we introduce and evaluate improvements to the learning algorithm,
demonstrate that the model benefits from using information from fixating on multiple
regions of a particular object, evaluate the limitations of the model when learning
different object categories, and assess the performance of the learning algorithm when
objects are partially occluded.
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Chapter 1
Introduction
The human visual system is remarkable in its ability to learn visual object categories
from only a small number of examples. However, despite significant progress in recent
years, many artificial intelligence systems designed for recognizing visual object cate-
gories still require large numbers of training examples (often hundreds or thousands).
A number of recent works have introduced methods for learning new object categories
from few examples.
Fei-Fei et al. introduced a Bayesion method to learn object categories from as
few as one to five examples [2]. The model learns the local appearance of a number
of parts and the overall structure of the parts, represented using the constellation
model. A probabilistic method is used to learn generic information about a number
of object categories in order to form a prior distribution. This, however, requires
that object categories used to learn the prior be trained from hundreds of examples.
Afterwards, new object categories can be learned using just a few training examples.
Furthermore, the model is capable of learning object categories incrementally, instead
of batched.
Serre et al. proposed a method for learning objects that models the feedforward
processing of information in the visual cortex [10]. It uses a set of biologically plausible
features that are scale and translation invariant and runs a SVM on the features. The
method is able to learn from a small number of training examples, but requires about
an order of magnitude more examples than [2] to achieve good performance.
Tommasi et al. introduced a transfer-learning approach for learning new object
categories using few examples that also runs a SVM [12]. Similar to [2], the ap-
proach involves learning a number of prior categories. However, while [2] uses all
prior information equally and indiscriminately, [12] uses only a subset of previously
learned object categories and a weighting of each of the included categories that is
most informative for learning the new category. Furthermore, [12] uses significantly
fewer examples for each object category included in the prior, although, it uses more
categories. The approach sees improved performance over [2] using similar numbers
of training examples for new object categories.
Neskovic et al. recently proposed the Bayesian Integrate and Shift (BIAS) model,
a biologically inspired, feature-based model for learning visual object categories from
few examples [8, 9]. The model captures various properties of the human visual
system, including the processing of visual information by receptive fields and the
integration of information across multiple saccades. In the BIAS model, objects are
learned from various points of view. The local regions around the centers of these
views may correspond to what are conventionally described as parts in parts-based
models [1, 3, 2, 11, 13]. Parts describe the appearance of localized regions of an
object using interest points, such as SIFT [6] or scale-invariant Harris keypoints [7],
or descriptive regions, such as Kadir-Brady salient regions [5]. Because parts only
capture information from localized regions that do not cover the whole object, they
do not utilize all the available information. In contrast, views in the BIAS model use
information from all regions of the object, as well as information from the background.
In the BIAS model, a single view is sufficient to identify an object, but recognition
can be improved by using multiple views.
This thesis focuses on the problem of improving the BIAS model, and the con-
tributions of this thesis are twofold. First, we implement two improvements to a
recognition system based on the BIAS model. Second, we evaluate the ability of
the recognition system to learn a number of object categories after implementing the
improvements. The results emphasize the recognition system's ability to learn object
categories using only a small number of training examples.
The remainder of this thesis is organized as follows: Chapter 2 describes the basis
for this thesis, the BIAS model. Chapter 3 presents the experimental methods used
in the experiments for this thesis. Particularly, it presents the common experimental
setup and the method used to evaluate performance of the recognition system. Chap-
ter 4 presents the improvements that we make to the recognition system. Chapter 5
then presents the performance results of the recognition system in learning a number
of object categories. Finally, Chapter 6 concludes the work of this thesis and describes
possible avenues of exploration for future works.
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Chapter 2
BIAS Model
The BIAS model serves as the basis for the work described in this thesis. In this
chapter, we provide a brief description of the BIAS model, emphasizing the aspects
of the model that are relevant for this thesis. More detailed descriptions of the BIAS
model can be found in [8, 9].
The BIAS model for visual object recognition is inspired by a number of properties
in the human visual system. First, a viewer's visual field is determined by where in
his environment he is gazing. The viewer's fixation point represents the point of view
from which he views his environment, as well as the center of his visual field. When
a viewer shifts his gaze from one point to another, his visual field shifts from one
centered on the original fixation point to one centered on the subsequent fixation
point. Second, information in a viewer's visual field is distributively processed by
many neurons in the visual system. When a viewer fixates on a specific point in his
environment, each neuron processes information from a specific region in the visual
field relative to the fixation point. That region is the neuron's receptive field. Third,
the size of a receptive field depends on its distance relative to the fixation point [4].
Receptive fields near the fixation point are the smallest in size and increase in size
with distance relative to the fixation point. Fourth, neurons known as simple cells in
the early processing stages of the visual system are tuned to respond to edges with a
particular orientation and size present in its receptive field. Finally, when a viewer is
trying to identify an object, he may fixate on multiple regions of the object in order
to more confidently identify what he is viewing.
This chapter describes how these properties of the human visual system are rep-
resented in the BIAS model and how the model learns visual object categories.
2.1 Receptive Fields
The BIAS model utilizes a grid of receptive fields that are fixed in position relative to
each other. The centermost receptive field is called the central receptive field, and all
other receptive fields are arranged in concentric rings around it. The grid of receptive
fields can be shifted to different locations of an image, representing the shifting in a
viewer's visual field due to his changing gaze. Any point in an image can represent a
fixation point, and just as a fixation point is the center of a viewer's visual field, the
fixation point serves as the point on which the central receptive field, and thus the
grid of receptive fields, is always centered.
(a) (b)
Figure 2-1: Grid of all receptive fields (a). Close up depicting only receptive fields in
the first four rings (b).
Figure 2-1 depicts the grid of receptive fields used by the BIAS model. Each
receptive field is represented as a square region. Around the central receptive field are
nine concentric rings of receptive fields, each ring with eight receptive fields evenly
spaced at intervals of r/4. Every other ring is offset by 7r/8 to form a hexagonal
packing of the receptive fields. The sizes of the receptive fields depend on which
ring they are on. The central receptive field is the smallest in size with a radius of
15 pixels. A receptive field on the n-th ring has radius r(n) = B - r(n - 1), where
the scaling parameter B is set to 1.4 for the experiments described in this thesis.
Additionally, receptive fields in a particular ring overlap the receptive fields in the
previous ring by an amount defined by the overlap parameter, OP, which is set to 0.5
for the experiments described in this thesis. The radius of the n-th ring surrounding
the central receptive field is then R(n) = R(n - 1) + r(n) + r(n - 1)(1 - 20P).
2.2 Feature Detectors
Each receptive field is associated with a number of feature detectors. A feature
detector detects the presence of a feature-an edge with a specific orientation and
size-in the receptive field. Furthermore, the feature detector is not sensitive to
the specific location of a feature within the receptive field, but only to its presence.
Features are extracted from an image using Gabor filters. The Gabor filter function
can be expressed as
lbfO'O,~O'(X, Y) siM(27fo(x cos 0 + y sin 0o)) (2.1)
v27rJ-O
exp - (4(x cos Oo + y sin 00) 2 + (y cos Oo - x sin 0o)2)
where 00 and uo describe the orientation and size, respectively, of the feature that
the filter is most attuned to. The recognition system described in this thesis uses 16
feature detectors for each receptive field. The 16 Gabor filters associated with the
feature detectors have the parameters 0 {0, r/4, r/2,37r/4} and uo = {2, 4, 6, 8}.
The remaining parameter, fo, depends on the value of aor according to the following
expression:
27foo-o = 2vin 2(20 + 1)/(2 - 1).
For each feature detector, the maximum filter response is then computed over the
portion of the image covered by its associated receptive field. The output of a feature
detector, dr, specific to feature k, with parameters fk, Ok, and ok, in receptive field r,
covering the region x C Xr, y E Y in the image, can be expressed as
dr = arg max X/>,k,,ykXY.
xEXr,YEYr,
Thus, each feature detector indicates the strength of the strongest feature present
anywhere within the receptive field. Using only the max response, without the cor-
responding location information, allows the feature detectors to be more robust to
variation in the specific location of features within the receptive field. Because recep-
tive fields increase in size with distance from the fixation point, feature detectors in
receptive fields that are distant from the fixation point tolerate more uncertainty in
the location of features compared to those near the fixation point.
2.3 Bayesian Inference
The BIAS model uses Bayesian inference to determine whether fixations over an
image correspond to specific locations of an object (e.g. the tip of the nose). For each
fixation, information is integrated over the feature detectors from all of the receptive
fields.
As before, we denote dr the output of a feature detector specific to feature k in
receptive field r. Furthermore, we denote zo the location of a fixation point, HC
the hypothesis that the fixation point is located within a particular object from the
object category c, and Hc the hypothesis that the fixation point is located at a specific
location v within that particular object.
The BIAS model considers the hypothesis Hv rather than Hc, because the depen-
dency between feature detector outputs in the model makes it difficult to determine
the probability of the hypothesis HC for a particular fixation point. The difficulty of
this calculation can be seen by considering a fixation point zo and the outputs from
just two feature detectors, dr and ds. Given the location of the fixation point and the
information provided by the two feature detector output, Bayes' rule can be used to
determine the posterior probability:
H rds -_ p(d-ds, Hc, zo)p(HcId', zo)
P(HcdIk, dI, XO) = _ , .) (2.2)p(d |d, xo)
However, under the hypothesis He, when the fixation point is within an object
from the object category c, the outputs of the two feature detectors dr and ds are
dependent. The dependency between feature detector outputs makes calculating the
posterior probability of HC intractable. However, by considering the more specific
hypothesis, Hc, that the fixation is not only within an object, but at some specific
location v within the object, the dependency between feature detector outputs is
reduced. The model simply approximates the reduced dependency as independence
of the feature detector outputs. Under the independence assumption, the likelihood
term in (2.2) can be re-expressed as p(drdI, Hv, Yo) = p(d lHXiO). The posterior
probability Hv can be generalized to use information from all feature detector outputs.
We denote D = {dJk C K, r E R} the set of all feature detector outputs over all
features k E K and all receptive fields r E R. We also denote C the set of all
object categories and Vc the set of all locations for a specific object category c. The
generalized posterior probability can be expressed as
_ HRK P(dJHv, zo)p(H 'O)p(Hv|D, 7o) = . (2.3)
Ec've HR,K p(dk,|IHv, Y) pt HvI gx'o)
However, while using a more specific hypothesis allows the BIAS model to reduce
the dependency between feature detector outputs, the number of possible hypotheses
for a specific object category becomes infinite, as there are a limitless amount of
locations within the object. The number of hypothesis can be reduced by aggregating
points into what is considered a view, a region of the object in which fixations will
elicit similar feature detector outputs. The regions, however, need to be relatively
small in order for the independence assumption to hold. Currently, view regions are
selected for an object category by a human user.
In the BIAS model, the likelihood term p(dl Hv, zo) in (2.3) is modeled using a
Gaussian distribution
1 -pr - d)2
p(d'I Hc, fo) exp k2k (2.4)
og/ 2(ow
where p[ and o" are the mean and variance, respectively, of the feature detector
output dr for fixations within the specific view v of object category c.
2.4 Learning and Classification
In the training phase, the BIAS model learns the means and variances used to model
the Gaussian distribution in Equation 2.4. In the testing phase, the BIAS model uses
the Bayesian inference method described in Section 2.3, along with the classification
function described later in this section, to determine whether fixations over an image
belong to a specific view of an object or to the background (anywhere outside of the
view).
2.4.1 Learning
The BIAS model learns the model parameters for a specific view of an object by
making random fixations within the view in a number of training examples. The
model parameters are the means and variances of feature detectors outputs specific to
a particular view of an object. The model parameters are incrementally learned using
the using the following expressions for incremental calculations of the parameters:
(t - 1)p [(t - 1) + d (t)
Pk~t = (2.5)t
c()=(t -- 1)(ou (t - 1) + pg (t - 1)) ± di(t) 1 T t 26
t-
2.4.2 Classification
In order to determine whether a fixation point belongs to a hypothesized view, the
posterior probability of the point belonging to the view (Equation 2.3) is compared
with the posterior probability of the point belonging to the background (anywhere
outside of the view). Denoting B as the hypothesis that a fixation point belongs to the
background, we express the ratio of the posterior probability of the point belonging
to the view and the posterior probability of the point belonging to the background
as the likelihood ratio
R p(H|D, zo) _ JIR,KP (dr| Hc, 7o) p(H1|4o)R - p( BD, o) p(dCB, zo)p( Bo) (2.7)
The classification decision is then
hypothesized view, if R > A
Classi fi'cation(x ) = (2.8)
background, if R < A,
for some threshold A.
2.5 Utilizing Information from Different Fixations
Additionally, the BIAS model can use information from multiple fixations to improve
the confidence of its classification.
Consider a situation where the recognition system has classified the fixation point
at Y1 as belonging to view vi of object category c and the fixation point at X2 as
belonging to view v2 of the same object category. The system has also classified the
fixation point at '3 as belonging to view v3 but wants to improve its confidence in
the classification. To do so, it first determines the distance between $3 and the two
other fixations points. We denote the distances zvl = Xi - x 3 and zV2 = X2 - X3.
This information can then be used to assemble a new posterior probability for HvC,
the hypothesis that the fixation point belongs to view v3 of object category c. The
posterior probability can be expressed as
cV e - p(z" 1 |H , z 2 , D 3 , X')p(H 3 Iz , D 3 , X3 )p(H 3 Izz 2 ,D 3 ,x3 ) = Z12 1 2 3  , (2.9),D3, X3p(z1 I|Z2 ,D3, za)
where D 3 is the set of all feature detector outputs fixation point at 3.
Unfortunately, the location of an object view does depend on the location of
other object views, even when conditioned on the specific hypothesis that the current
fixation point belongs within a specific view of the object. However, to make the model
computationally tractable, the BIAS model assumes that the location of an object
view is independent of the location of other object views, conditioned on the specific
hypothesis. This thesis, as well as [8] and [9], demonstrate that this assumption still
results in good performance of the recognition system.
Furthermore, since the location of the classified fixation point at '2 does not
depend on the feature detector outputs for the fixation point at 3, the likelihood
term in Equation 2.9 can be rewritten as
p(z1| H 3, Z2 , D 3, X3) = p(z"1 H 3, X3 ).
This allows us to generalize to the posterior probability Hg,, the hypothesis that
the fixation point belongs to view v, of object category c, by using the fixation
points at X1 ... E_1, which have been classified as views vi .V.. 1 , respectively. The
posterior probability can be expressed as
finp(zf (' Hc,,, ' )p(Hvcn IDn, X'n)p(H Zn, f (n), D ,x ) - ,, (2.10)
Zv Hi<np(zf ( )|H , A )p(Hn DI , A)
where Z = {z 1 ... zn_1} and the function f(i) maps the location of a fixation point
at Yi to a specific classification. The likelihood term p(zf() HI, th) is modeled as
a Gaussian distribution for each pair of object views. The term p(Hv|Dn, zA) is
computed using Equation 2.3 above.
The classification decision when using information from multiple fixations is sim-
ilar to that described by Equation 2.8. The ratio of the posterior probability of the
fixation point belonging to the hypothesized view and the posterior probability of the
fixation point belonging to the background can be expressed as the likelihood ratio
R' = pHZtn , f (t), Dn, Xn)
p(BI ZtIf (t), Di A)
The classification decision is then
Classification(' ) =
(2.11)f Wp(z I|HC, ' )p(HcD, )
fRi p(zf( |B, ' )p(Bl D, 's
hypothesized view, if R' > A'
background, if R' < A',
for some threshold A'.
(2.12)
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Chapter 3
Experimental Methodology
In this chapter, we describe the experimental procedure used in Chapter 5 to evaluate
the performance of the recognition system in learning a number of different object
categories using the improvements introduced in Chapter 4. Section 3.1 describes the
setup of the experiments used to evaluate the recognition system, and Section 3.2
describes the method used to measure the performance of the recognition system.
3.1 Experimental Setup
This section describes the experimental setup for the experiments described in Chap-
ter 5. In the experiments, the recognition system is trained on specific views of a
specific object. (A view is a region of the object in which fixations will likely elicit
similar feature detector outputs). The recognition system is tested on each of the
specific views by presenting it with images containing the specific object. The sys-
tem's objective is to fixate over each image, determining whether fixations belong
to the specific view or to the background (any region outside of the specific view).
In this section, we describe the image dataset that is used for training and testing
the recognition system. We also describe the process of labeling images with specific
views. Finally, we describe the procedures and system parameters for training and
testing the recognition system. The testing procedure described in this section uses
only information from a single fixation to make a classification decision. Chapter 4
introduces a new method to use contextual information from multiple fixations to
make a classification decisions. We therefore defer discussion of the experimental
setup using contextual information to Chapter 4.
3.1.1 Caltech 101 Dataset
The experiments in this thesis use images from the Caltech 101 dataset [2]. The Cal-
tech 101 dataset is a popular digital image dataset containing 101 object categories,
with 40 to 800 images per category, as well as a background category. In this thesis,
we evaluate the performance of the recognition system in learning the airplane, car
(side view), face, motorbike, and leopard categories from the Caltech 101 dataset.
Airplanes, cars, faces, and motorbikes are rigid objects. Images in each of these
categories contain the specific object in similar orientations. For example, all cars
in images from the car category are facing left and all airplanes in images from the
airplane category are facing right. On the other hand, leopards are flexible and also
highly textured, a property that the recognition system is not able to take advantage
of. The orientations of leopards in the images from the leopard category is also much
more variable. Some images contain the leopard facing left, facing right, or even
facing forward. Because of the high variability, it is difficult to select views that are
present in all of the leopard images. Therefore, we chose to evaluate the performance
of the recognition system on two subsets of the leopard images. One subset consists
of a number of images in which the leopards are oriented differently, but have all
selected views present, so that the images can be labeled consistently. The second
subset consists of images in which the leopard is strictly facing left. These two subsets
allow us to assess the system's ability to learn the leopard category either as a set
of unconstrained flexible objects or as a set of flexible objects constrained by their
orientation.
The recognition system requires that the images it uses be minimally prepro-
cessed. The five categories from the Caltech 101 dataset contain both color images
and grayscale images. However, the recognition system does not use color information,
so all images used by the system are converted to grayscale. No further processing
is needed-images do not have to be rescaled, as the images within each category
contain the specific object at similar scales.
3.1.2 Labeling View Regions
The recognition system is trained in a supervised manner on specific object views.
The system therefore requires a teacher, who decides which views of the specific object
the system will be trained on and labels those views in the images that the system
uses. Recall that a view is a region of an object in which fixations will likely elicit
similar feature detector outputs. Naturally, possible views include well defined parts
of an object, such as the nose of the face. Other possibilities include relative locations
on an object, such as the "middle of the fuselage" of the airplane. For each object
category, fifty images are selected randomly from the Caltech 101 dataset, and each
image is labeled by the teacher with the views that he has selected for the specific
object. Random subsets of the fifty labeled images are then used for all experiments
evaluating the performance of the recognition system on the specific object category.
Views are represented as small, rectangular regions of an object, so the labeling
procedure is simple, only requiring the teacher to mark each view with a rectangle.
3.1.3 Training
The recognition system is able to distinguish between fixations made within a specific
object view and those made in the background by learning model parameters for the
specific object view, as well as learning model parameters for the background category.
To learn the model parameters for the background category, the system is trained
on images from the background category of the Caltech 101 dataset. Specifically,
fifty images are selected randomly from the 467 images in the background category.
The system makes 40 random fixations over each of the selected background images,
learning the means and variances of the feature detector outputs for a general back-
ground. However, when the system fixates over an image, some receptive fields may
lie outside of the image. Furthermore, model parameters for a receptive field are only
updated when the receptive field lies entirely inside of the image. In order to initial-
ize the background category model parameters for each receptive field, the system
randomly selects 50 pixel x 50 pixel patches from the selected background images.
The set of 16 feature detectors is then applied to each patch. The resulting mean
and variance of the feature detector outputs are then used as the initial background
category model parameters for each receptive field.
To learn the model parameters for the specific object views, the system is trained
on labeled images from the specific object category in the Caltech 101 dataset. Specif-
ically, ten images are selected randomly from the 50 labeled images for the specific
object category. Then, for each view, the system makes ten fixations within the object
view in each selected image, learning the means and variances of the feature detector
outputs for each view. Again, some receptive fields may lie outside of an image when
the system fixates over the image. For example, for a fixation point at the center of a
typical 500 pixel x 300 pixel image from the face category in the Caltech 101 dataset,
only 29 receptive fields lie entirely inside the image. Therefore, to initialize the model
parameters for all of the receptive fields, the model parameters for the background
category are used as the initial model parameters for the specific object view.
3.1.4 Testing
The recognition system is evaluated on its ability to learn specific object views. To
test the recognition system on a specific object view, the system is presented with
images containing the object. The system's objective is to fixate over each image,
determining whether each fixation belongs to the specific view or to the background.
To test the recognition system in this manner, the system is presented with ten im-
ages selected randomly from the 50 labeled images for the specific object category
(distinct from the images used to train the system). The system then fixates over each
image, calculating the likelihood ratio described by Equation 2.7 for each fixation. A
classification decision for a fixation is then made by comparing the likelihood ratio
to some threshold as in Equation 2.8. Note that, as in training, only receptive fields
that lie completely entirely inside of an image contribute information. This means
that for different fixations, a different number of receptive fields may be contributing
information. However, using the likelihood ratio essentially normalizes for this differ-
ence. Fixations are made randomly over the image, but in order to ensure that there
are fixations within the specific object view, the system makes 10 random fixations
within the specific view and 500 random fixations outside of the view.
3.2 Evaluation Method
This section describes the method used to evaluate the performance of the recognition
system in learning object categories. For evaluating the performance, we look at two
common techniques of analysis: the Receiver Operating Characteristic (ROC) curve
and the associated Area Under the ROC Curve (AUC). We discuss the method of gen-
erating the ROC curve and calculating the associated AUC value for the recognition
system.
3.2.1 Receiver Operating Characteristic (ROC) Curve
The receiver operating characteristic (ROC) curve is a commonly used method for
analyzing the performance of a binary classifier as the discriminative threshold of the
classifier is varied. The ROC curve displays the tradeoff between the true positive
rate and false positive rate of a system.
The performance of the recognition system can be characterized through the fol-
lowing process. For each fixation, the recognition system classifies the fixation as
belonging to a specific view if the likelihood ratio is above some threshold, and the
system classifies the fixation as belonging to the background if the likelihood ratio
is below the threshold. The classification that the recognition system assigns to the
fixation is its hypothesized class. The fixation's true class is the ground truth classifi-
cation of the fixation. Since test images presented to the system are also labeled with
the specific object views, the true class of a fixation is determined by checking to see
whether its location is inside or outside the labeled view in the test image. The rela-
tionship of the hypothesized class to the true class of a fixation can be characterized
in four ways:
1. true positive - classified as belonging to the specific view and actually does
belong to the view
2. false positive - classified as belonging to the specific view but actually belongs
to the background
3. true negative - classified as belonging to the background and actually does
belong to the background
4. false negative - classified as belonging to the background but actually belongs
to the specific view.
The true positive rate can be expresses by
positive rate- = # True Positives over all test images
# Hypothesized Positives over all test images
And the false positive rate can be expressed by
# False Positives over all test images
# Hypothesized Positives over all test images
The true positive rate and false positive rate is calculated for all possible thresholds
of the likelihood ratio in order to generate a 2-D plot with true positive rates on the
vertical axis and false positive rates on the horizontal axis. The possible thresholds
that can be used in plotting the ROC curve are the likelihood ratios of the fixations
across all of the test images.
The ROC space is divided into the space above and below the diagonal line.
The diagonal line represents the outcome of a system that randomly assigns the
classification of a fixation. Points below the diagonal line represent systems that
perform worse than chance. Systems with optimal performance will have ROC curves
that grow quickly towards the top left corner- the point that represents all true
positives and no false positives-and then level off along the top of graph. One way
to quantitatively compare the curves is by comparing the total area under the ROC
curve.
3.2.2 Area Under the ROC Curve (AUC)
The AUC provides a compact summary of the information provided by the ROC
curve. The area under the curve of the diagonal line representing a system that
makes random assignments is 0.5, and the area under the curve of a perfect system
is 1. The performance of intermediate systems is often graded using the common
academic scale:
* 0.9 - 1.0 A - Very good
* 0.8 - 0.9 B - Good
* 0.7 - 0.8 C - Average
* 0.6 - 0.7 D Poor
* 0.5 - 0.6 F Very poor.
To calculate the AUC for a curve containing a discrete number of points, we
approximate the area under the graph between two successive points in the ROC curve
as a trapezoid. The area under the curve can is then the sum over all such trapezoids.
Given thresholds 1, ... , N and the associated false positive rates fi, ... , fN and true
positive rates t1 , ... , tN, the area under the curve can be expressed as
IN
AUC ~ (fi - fi_1)(ti + ti_1 ). (3.3)
i=2
The AUC curve allows us to summarize the performance of the system using different
thresholds with a single number instead of an entire curve.
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Chapter 4
Improvements to the BIAS Model
This chapter describes the two improvements that were made to the recognition sys-
tem. Section 4.1 describes a method for normalizing feature detector outputs to re-
duce the effects of lighting variation across images, and Section 4.2 describes a method
for the recognition system to use contextual information from multiple fixations when
classifying fixations.
4.1 Normalizing feature detector outputs
Because the original implementation of the recognition system learns the model pa-
rameters from the raw feature detector outputs, the system is susceptible to perfor-
mance degradation due to lighting variations across both training and testing images.
By normalizing the feature detector outputs and modifying the system to learn the
model parameters from the normalized feature detector outputs instead, the recogni-
tion system becomes much more robust to lighting variations.
The original implementation of the recognition system is designed to learn the
model parameters (i.e. means and variances) from the raw feature detector outputs.
When the system fixates on a point within an image, each receptive field produces
a set of 16 feature detector outputs. To determine each feature detector output,
the image is first convolved with the corresponding Gabor filter. The output of the
feature detector is the maximum filter response within the receptive field. Due to
lighting variations, receptive fields that cover similar structures in different images
may produce feature detector outputs that have very different values. Because the
recognition system is trained by learning the model parameters from the raw feature
detector outputs, significant variations in the outputs during training or large devia-
tions of the outputs from the learned model parameters during testing can result in
performance degradation.
Figure 4-1 illustrates the sensitivity of the original implementation of the recog-
nition system to lighting variations. Figure (a) is an image from the face category
of the Caltech 101 dataset. Figure (b) is the same image with contrast increased
using the imadjust function in MATLAB. Figure (c) is a plot of the feature detector
outputs for a single receptive field covering the right eye of the face in the original
image (depicted by the box in the image). Figure (d) is a plot of the feature detector
outputs for a single receptive field covering the same region in the contrast-enhanced
image. Figure (e) is the result of normalizing the feature detector outputs from (c),
and (f) is the result of normalizing the feature detector outputs from (d). The values
in (d) are up to 30% different than those in (c), while the output values in (f) are only
up to 10% different than those in (e). It is clear that variations in lighting conditions
can affect the filter response outputs, even those of receptive fields that cover the
same underlying structure.
While similar structures in different images may elicit different feature detector
outputs, we expect the profile of the feature detector outputs to be similar. This
was evidenced in Figure 4-1, where there is a significant difference between the raw
feature detector outputs of a receptive field covering the same structure in two images
with different lighting conditions. However, normalizing the feature detector outputs
produces results that are much more similar to each other. Therefore, normalizing
the feature detector outputs of a receptive field covering similar structures in two
completely different images should also produce results that are much more similar
to each other than just the raw outputs.
Two possible methods for normalization are global normalization-normalizing
over all of the receptive fields-and local normalization-normalizing over each re-
(a) (b)
1.6 '
C(c) (d)
161
()0.8 0.8
o306 0.
2 Feature detector number Feature detector number
.00
a) C
a) CD
00
(e) (d)
o .2 0.
00 2488 10 1 4 i 064a 1 1 4 i
(e) Mi
Figure 4-1: Face image from the Caltech 101 dataset (a) and a contrast-enhanced
version of the image (b). The feature detector outputs of a receptive field covering
the area marked by a square in the original image (c) and in the contrast-enhanced
version of the image (d). The normalized feature detector outputs for the original
image (f) and the normalized feature detector outputs for the contrast-enhanced
version of the image (f).
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ceptive field individually. The output of a feature detector d' normalized using global
normalization can be expressed as
dr
dr krmx~I~) (4.1)
arg max,k(|dr|)
where r is the index of the receptive field and k is the index of the feature detector.
Because the grid of receptive fields cover an entire image, a receptive field normalized
using global normalization would remain susceptible to outliers-lighting variations
in local regions, even those outside of the object. Normalizing over each receptive
field individually does not have this disadvantage. The output of a feature detector
d' normalized using local normalization can be expressed as
kd
dd
armar(dk ) (4.2)
karg MaXk(JrD
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Figure 4-2: Performance of system in learning face images using raw feature detector
output values (a) and feature detector outputs that have been normalized over each
receptive field individually (b)
To gauge the actual effectiveness of normalization, the system was trained and
tested on face images using raw feature detector outputs and feature detector out-
puts that had been normalized over each receptive field individually. The results
illustrated in Figure 4-2 indicate that using normalized feature detector outputs can
. ......... . ..... - --- __- -_- -_-
significantly improve the performance of the system over just using the raw feature
detector outputs, especially when the system has only been presented with a small
number of training images.
4.2 Using Contextual Information from Multiple
Fixations
The recognition system is generally able to determine whether a point belongs to a
specific object view or to the background with high confidence even from a single
fixation. However, the system can improve its confidence of a classification, as well
as reduce the number of false positives, by using contextual information from fixating
within different regions of the image. This section describes two possible methods
for the system to use contextual information when determining whether a fixation
belongs to a specific view: one that uses information provided by the location of view
centers for other views and one that searches for supporting evidence provided by
fixations classified as other views.
4.2.1 Training
In order to use contextual information during classification, the recognition system
needs to learn additional model parameters. These additional model parameters are
the means and variances of the distances between views of a specific object. More
specifically, for each pair of views, the system learns the mean and variance of the
distances between random fixations within one view and random fixations within the
other view. The system first makes a number of random fixations within each object
view. Then, the system enumerates all possible pairs of fixations from two views and
calculates the distance between each pair of fixations. Finally, the mean and variance
of the calculated distances are determined.
4.2.2 Testing
By using contextual information from multiple fixations, the classification task for a
specific view is aided by information regarding the locations of other views. Fixations
for a specific view are first classified without using contextual information (using the
testing procedure described in Section 3.1.4). The equilibrium point threshold, the
threshold for which the false positive rate is equal to the false negative rate, is used
for the classification decision. The system then uses information about the locations
of other views in order to improve its confidence for each positively classified fixation
of a specific view.
Contextual Information from View Centers
One method for using contextual information involves finding the distance between a
positive classified fixation of a view and the view center for each of the other views.
The view center for a specific view is the average location (or center of mass) of the
positively classified fixations for that view. In order to determine the view center of
a specific view, the system first performs the testing procedure described in Section
3.1.4 for that view, classifying fixation points using the equilibrium threshold. Then,
the locations of all positively classified fixations for a specific view are averaged to
determine the view center.
The system tries to improve its confidence for each positively classified fixation of a
specific view. For each positively classified fixation, the distance between the fixation
and the view center of each of the other views is calculated. This information is
then used to calculate the likelihood ratio of that fixation using Equation 2.11, which
takes into account the location information. Fixations that have high support from
the view centers will have greater likelihood ratios than those that have low support
from the view centers. The performance of the system is then evaluated with the AUC
using all of the new likelihood ratios as thresholds to generate the intermediate ROC
curve. While this method for using contextual information is simple, it can be prone
to error when the system produces many false positives for a specific view during the
initial classification. Too many false positives for a view can cause the view center
of the view to shift significantly (from where it should actually be located). Then
the distance between a fixation and the view center may be significantly different
from the mean distance that has been learned, causing the system to undervalue the
likelihood that the fixation belongs to the specific object view.
Active Search for Contextual Information
Instead of using view centers to aid the classification task, another method for us-
ing contextual information involves actively searching for supporting fixations that
belong to other views. As in the first method, the system first performs the testing
procedure described in Section 3.1.4 for each view, classifying fixation points using
the equilibrium threshold.
The system then tries to improve its confidence for each positively classified fix-
ation of a specific view. For each positively classified fixation of a view, the system
searches for supporting fixations from each of the other views. A supporting fixa-
tion from a particular view is a fixation that has been positively classified as that
view. To constrain the search space, we take advantage of the new model parameters
learned in the training phase (the means and variances of the distances between pairs
of object views). Search for a supporting fixation from a particular view begins at
a distance determined by the mean distance between the two views. The size of the
search region is initially constrained to the learned variance of the distance between
the two views. If a supporting fixation is found within the search region, the distance
between the fixation and the supporting fixation is calculated. If multiple supporting
fixations are found within the search region, the point nearest to the center of the re-
gion is selected. However, if no supporting fixation is found within the search region,
the region is expanded, up to three times, after which the system just assumes that
any supporting fixation would exist far outside of the search region. The distance
between the fixation and the selected supporting fixation for each of the other views
is then used to calculate the new likelihood ratio of the fixation using Equation 2.11.
The performance of the system is then evaluated with the AUC using all of the new
likelihood ratios as thresholds to generate the intermediate ROC curve. The search
process is illustrated in the figure below.
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Figure 4-3: Search process for finding supporting fixations from other views.
In Figure 4-3, the system has used the equilibrium threshold to classify fixations
for two views-the right eye, represented by the red box, and the left eye, represented
'by the blue box. The red points are positive classifications for the right eye, and the
blue points are positive classifications for the left eye (a). However, there are some
false positives (points lying outside the of colored boxes). In (b), the system searches
for a supporting (blue) point for the topmost red point. However, the system is unable
to find a supporting point and expands the search region (c). The system is unable
to find a supporting point in the expanded search region, so the system stops, and
its confidence for the topmost red point is low. The system moves on to another red
point, the bottommost red point (d) and finds two supporting points, so its confidence
for the bottommost red point is high. The system is also able to find a supporting
point for the centermost red point (e), so its confidence for the centermost red point
is also high. With an appropriate threshold, the system removes the false positive for
the right eye view (f). The system can similarly remove the false positives for the left
..... .......
eye view by searching for supporting points for each of the blue points.
Using this method, a fixation that actually belongs to a specific view is likely to
find supporting fixations from all of the other views, resulting in a higher likelihood
ratio than a fixation that is unable to find supporting fixations (from any or all of
the other views). A fixation that does not actually belong to a specific view may
find supporting fixations for some of the other views, possibly because there are false
positives for those views, but it is unlikely that it will find support from all of the other
views. With an appropriate threshold, only fixations that have found supporting
fixations from all of the other views will be classified as belonging to the specific
view. Therefore, the system can improve its confidence of a positive classification by
performing a second stage of classification using contextual information from multiple
fixations.
The remaining analyses of the BIAS recognition system in this thesis uses the
active search method for integrating contextual information from multiple fixations.
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Chapter 5
Experimental Results
Previous work on the BIAS model [8, 9] evaluated the recognition system's per-
formance in learning the airplane, car (back view), face, and motorbike categories
from the Caltech 101 dataset. However, in [8, 9], few views were evaluated for each
category-besides the face category, which was evaluated with up to nine views, the
object categories were evaluated with only two views each. In this thesis, we assess
the system's performance in learning similar categories-airplanes, cars (side view),
faces, and motorbikes, as well as leopards-for five or more views per object cate-
gory. The basic experimental setup for evaluating the system's ability to learn an
object category was described in Chapter 3, and the method used to integrate con-
textual information when testing the system was described in Chapter 4. In Section
5.1, we present the results of testing the system on five object categories, with and
without using contextual information. Then in Section 5.2, we present the results of
testing the system with occluded images, again with and without using contextual
information.
5.1 Comparing single vs multiple fixations
In this section, we present the results from evaluating the recognition system's ability
to learn the airplane, car, face, motorbike, and leopard categories. The performance
of the system is assessed when it uses a single fixation (i.e. only information about a
single view) to classify a fixation and when it uses multiple fixations (i.e. information
from multiple views) to classify a fixation.
5.1.1 Airplanes
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Figure 5-1: (a) Example airplane image with labeled views. (b) Performance of the
recognition system on airplane images using a single fixation for classification. (c)
Performance of the system using multiple fixations for classification.
Figure 5-1 illustrates the average performance of the system over ten trials on
airplane images for five views. The views are
1. Cockpit 4. Rear of fuselage
2. Center of fuselage 5. Tip of tail
3. 3/4 of the way down fuselage
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and are labeled on an example airplane image in (a). The performance of the system
using just a single fixation to classify a fixation is illustrated in (b), and the perfor-
mance of the system using multiple fixations to classify a fixation is illustrated in
(c). As expected, performance of the system increases with the number of training
examples. It is also clear that the system is significantly aided by using multiple
fixations when it has only been exposed to a small number of training examples.
5.1.2 Cars (side view)
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Figure 5-2: (a) Example car image with labeled views. (b) Performance of the recog-
nition system on car images using a single fixation for classification. (c) Performance
of the system using multiple fixations for classification.
Figure 5-2 illustrates the average performance of the system over ten trials on car
__ - -- -- ____ - ............ .
images (side view) for seven views. The views are
1. Front wheel hub
2. Rear wheel hub
3. Center of car
4. Center of front side window
5. Center of rear side window
6. Headlight
7. Breaklight
and are labeled on an example car image in (a). The performance of the system using
just a single fixation to classify a fixation is illustrated in (b), and the performance of
the system using multiple fixations to classify a fixation is illustrated in (c). Again,
performance increases with the number of training examples. Also,- for small num-
bers of training examples, the performance of the system using multiple fixations is
significantly higher than that of the system using only a single fixation.
5.1.3 Faces
Figure 5-3 illustrates the average performance of the system over ten trials on face
images for nine views. The views are
1. Right eye
2. Left eye
3. Bridge of nose
4. Tip of nose and nostrils
6. Chin
7. Right cheek
8. Left cheek
9. Center of forehead
5. Mouth
and are labeled on an example face image in (a). The performance of the system using
just a single fixation to classify a fixation is illustrated in (b), and the performance
of the system using multiple fixations to classify a fixation is illustrated in (c). The
system performs well on the face images both when using just a single fixation and
when using multiple fixations. However, for small numbers of training examples, only
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Figure 5-3: (a) Example face image with labeled views. (b) Performance of the recog-
nition system on face images using a single fixation for classification. (c) Performance
of the system using multiple fixations for classification.
the performance of the system on parts 5 (mouth) and 6 (chin) seem to benefit from
using multiple fixations.
5.1.4 Motorbikes
Figure 5-4 illustrates the average performance of the system over ten trials on motor-
bike images for six views. The views are
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Figure 5-4: (a) Example motorbike image with labeled views. (b) Performance of the
recognition system on motorbike images using a single fixation for classification. (c)
Performance of the system using multiple fixations for classification.
and are labeled on an example motorbike image in (a). The performance of the
system using just a single fixation to classify a fixation is illustrated in (b), and the
performance of the system using multiple fixations to classify a fixation is illustrated
in (c). As with the airplane and car images, performance of the system for small
numbers of training examples benefits from using multiple fixations.
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5.1.5 Leopards (all orientations)
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Figure 5-5: (a) Example leopard image with labeled views. (b) Performance of the
recognition system on leopard images using a single fixation for classification. (c)
Performance of the system using multiple fixations for classification.
Figure 5-5 illustrates the average performance of the system over ten trials on the
first subset of leopard images, which contain the leopard in different orientations, for
five views. The views are
1. Face 4. Center of torso
2. Back of neck 5. Attachment of rear leg
3. Attachment of front leg
and are labeled on an example leopard image in (a). The performance of the system
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using just a single fixation to classify a fixation is illustrated in (b), and the perfor-
mance of the system using multiple fixations to classify a fixation is illustrated in (c).
Performance of the system on the subset of leopard images containing the leopard in
different orientations is generally poor. Even using multiple fixations does not signif-
icantly improve the performance. Furthermore, for view 1 (face), the performance of
the system using just a single fixation is better than that of the system using mul-
tiple fixations due to the large uncertainty of the other view locations. Using single
fixations, which incorporates more local information, is more beneficial in this case.
5.1.6 Leopards (facing left)
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Figure 5-6: (a) Example left-facing leopard image with labeled views. (b) Performance
of the recognition system on left-facing leopard images using a single fixation for
classification. (c) Performance of the system using multiple fixations for classification.
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Figure 5-6 illustrates the average performance of the system over ten trials on the
second subset of leopard images for six views. The second subset of leopard images
contain the leopard in only one orientation-facing left. The views for the second
subset of leopard images are
1. Face 4. Rear of torso
2. Back of neck 5. Front paw
3. Center of torso 6. Rear paw
and are labeled on an example leopard image in (a). The performance of the
system using just a single fixation to classify a fixation is illustrated in (b), and the
performance of the system using multiple fixations to classify a fixation is illustrated in
(c). Performance of the system on the subset of leopard images containing the leopard
facing left is poor for few training examples, even more so than for the subset of
leopard images containing the leopard in different orientations. However the system's
performance improves significantly with increasing numbers of training examples and
is aided by using multiple fixations for small numbers of training examples.
5.1.7 Summary
The results from evaluating the recognition system's ability to learn the airplane,
car, face, motorbike, and leopard categories indicate that the system benefits from
using contextual information when it has little information about an object. The
results also indicate that the system is best able to learn an object category when it
is constrained to a particular orientation. The system's performance in learning the
first subset of leopard images (containing the leopard in all orientations) highlights
the system's inability to learn objects that are presented to it in many different
orientations. These results are expected, as the system is not inherently orientation-
invariant. Since receptive fields do not share information with other receptive fields,
objects that have undergone simple transformations, such as rotation or reflection, will
elicit different feature detector responses for a given receptive field, leading the system
(a) (b)
Figure 5-7: Positive classifications for a motorcycle view using information from a
single fixation (a) and contextual information (b).
to believe that the objects are actually different from the original. Furthermore, due
to the design of the receptive fields and their layout, the system is not scale-invariant.
However, the system is not affected by this shortcoming in the experiments presented
here, because images for a specific object category of the Caltech 101 dataset are all
similar in size.
Classification results of the recognition system on specific images indicate that
some false positives may be attributed to the arbitrariness of view labelings. Figure 5-
7 is an example motorbike image illustrated with the positive classifications for view
1 (front wheel hub) classified using the equilibrium threshold with information from
only a single fixation (a) and information from multiple fixations (b). In (a), there
are some false positives at the top of the handlebar and in the gray background, as
well as some on the front wheel outside of the rectangle indicating the labeled view.
In (b), after incorporating contextual information, the false positives at the top of
the handlebar and in the gray background have been removed. The remaining false
positives on the front wheel are located near the view. Had the view simply been
larger in size, many of the false positives would actually be considered true positives.
Since views are labeled by a human teacher, it may be difficult for the teacher to
select suitable and consistent views for an object. Therefore, it may by appropriate
to consider positive fixations located near an object view to be true positives as well.
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5.2 Occlusions
In this thesis, we further assess the performance of the recognition system in learning
the airplane, car, face, and motorbike categories by testing each of the categories
with images containing partial occlusions of the specific object. In this section, we
present the results from testing the system with images containing occlusions. Images
containing occlusions were obtained by manually adding black rectangular regions to
images in the Caltech 101 dataset. As in the experiments presented in Section 5.1, the
performance of the system is assessed when it uses information from a single fixation
to classify a fixation and when it uses information from multiple fixations to classify
a fixation.
5.2.1 Airplanes
For the airplane category, the system is tested on images with three different partial
occlusions of the airplane: the front quarter occluded, the front occluded, and the
rear quarter occluded.
Airplanes - front quarter occluded
Figure 5-8 illustrates the average performance of the system over ten trials on the
airplane category when tested in which the front quarter of the airplane is occluded.
An example of the occlusion is illustrated in (a). The performance of the system using
just a single fixation to classify a fixation is illustrated in (b), and the performance
of the system using multiple fixations to classify a fixation is illustrated in (c). The
performance of the system is most significantly impacted for view 1 (cockpit), since
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Figure 5-8: (a) Example airplane image with the front quarter of the airplane oc-
cluded. (b) Performance of the recognition system on airplane images containing the
occlusion using a single fixation for classification. (c) Performance of the system using
multiple fixations for classification.
the view is obstructed by the occlusion. Using just a single fixation for classification,
the performance of the system on view 1 ranges from slightly below chance to slightly
above chance. Using multiple fixations significantly improves the performance of the
system on the view.
Airplanes - front half occluded
Figure 5-9 illustrates the average performance of the system over ten trials on the
airplane category when tested with images in which the front half of the airplane
is occluded. An example of the occlusion is illustrated in (a). The performance
of the system using just a single fixation to classify a fixation is illustrated in (b),
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Figure 5-9: (a) Example airplane image with the front half of the airplane occluded.
(b) Performance of the recognition system on airplane images containing the occlusion
using a single fixation for classification. (c) Performance of the system using multiple
fixations for classification.
and the performance of the system using multiple fixations to classify a fixation is
illustrated in (c). Although both view 1 (cockpit) and view 2 (center of airplane) are
obstructed by the occlusion, the performance on view 2 suffers the most. Furthermore,
the performance of the system on view 2 remains steady regardless of the number of
training examples. Using multiple fixations increases the system's performance on the
view, but increasing the number of training examples still has no effect. Interestingly,
the system's performance on view 1 when tested with images front half of the airplane
occluded is better than that when tested with images with the front quarter of the
airplane occluded. In the images with the front quarter of the airplane occluded, the
left edge of the occlusion is located near the cockpit. The results of this experiment
indicate that the strong edges of the rectangular-shaped occlusion may significantly
disrupt the feature detector outputs of the central receptive field and, as a result, the
system's ability to recognize the view. In the images with the front half of the airplane
occluded, the left edge of the occlusion is located further away from the cockpit. The
system can then rely on other receptive fields to aid recognition.
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Figure 5-10: (a) Example airplane image with the rear quarter of the airplane oc-
cluded. (b) Performance of the recognition system on airplane images containing the
occlusion using a single fixation for classification. (c) Performance of the system using
multiple fixations for classification.
Figure 5-10 illustrates the average performance of the system over ten trials on the
airplane category when tested with images in which the rear quarter of the airplane
is occluded. An example of the occlusion is illustrated in (a). The performance of the
system using just a single fixation to classify a fixation is illustrated in (b), and the
performance of the system using multiple fixations to classify a fixation is illustrated
in (c). The system's performance on view 4 (rear of fuselage) and view 5 (tip of
tail) are severely affected by the occlusion. When using just a single fixation, the
system performs below chance on the two views. Using multiple fixations increases
the system's performance of the two views to above change. However, the system's
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performance on the two views decreases with the number of training examples. This
suggests that, for the two views, the most distinguishing feature detector outputs are
in receptive fields near or in the central receptive field. With increasing numbers of
training examples, the system becomes more specific to the local appearance of the
rear of the fuselage and tip of the tail, resulting in increasingly worse performance on
the views in the occluded images.
5.2.2 Cars (side view)
For the car category, the system is tested on images with three different partial
occlusions of the car: the front quarter occluded, the front occluded, and the rear
quarter occluded.
Cars (side view) - front quarter occluded
Figure 5-11 illustrates the average performance of the system over ten trials on the car
category when tested with images in which the front quarter of the car is occluded. An
example of the occlusion is illustrated in (a). The performance of the system using just
a single fixation to classify a fixation is illustrated in (b), and the performance of the
system using multiple fixations to classify a fixation is illustrated in (c). View 1 (front
wheel hub) and part 6 (headlight) are obstructed by the occlusion. The performance
of the system on view 6 is affected the most. However, the performance of all views
are affected by the occlusion. Using multiple fixations improves the performance of
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Figure 5-11: (a) Example car image with the front quarter of the car occluded. (b)
Performance of the recognition system on car images containing the occlusion using a
single fixation for classification. (c) Performance of the system using multiple fixations
for classification.
all the views, but not to the same level of performance as when the system is tested
using normal images without occlusions. This suggests that information from the
occluded portion of the car is important to the system in recognizing all the views of
the car, not just the ones obstructed by the occlusion.
Cars (side view) - front half occluded
Figure 5-12 illustrates the average performance of the system over ten trials on the
car category when tested with images in which the front half of the car is occluded.
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Figure 5-12: (a) Example car image with the front half of the car occluded. (b)
Performance of the recognition system on car images containing the occlusion using a
single fixation for classification. (c) Performance of the system using multiple fixations
for classification.
An example of the occlusion is illustrated in (a). The performance of the system using
just a single fixation to classify a fixation is illustrated in (b), and the performance
of the system using multiple fixations to classify a fixation is illustrated in (c). The
occlusion obstructs view 1 (front wheel hub), 3 (center of car), 4 (center of front side
window), and 6 (headlight). Again, the system's performance on all views suffer from
the occlusion and is improved by using multiple fixations. Using multiple fixations
improves the performance on views 1, 4, and 6 from below to chance to a significant
amount above change.
Cars (side view) - rear quarter occluded
Figure 5-13 illustrates the average performance of the system over ten trials on the
car category when tested with images in which the rear quarter of the car is occluded.
An example of the occlusion is illustrated in (a). The performance of the system using
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just a single fixation to classify a fixation is illustrated in (b), and the performance
of the system using multiple fixations to classify a fixation is illustrated in (c). The
occlusion obstructs view 2 (rear wheel hub) and 7 (taillights), and the performance
on those views noticeably suffer when they are obstructed, although the performance
on all of the views suffer from the occlusion. Since the system learns a view from
both the local area surrounding a fixation within the view and the rest of the image
with respect to the fixation, views are sensitive to occlusions to important structures
of an object. As expected, when information from multiple fixations are used for
classification, the performance of the system is improved.
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Figure 5-13: (a) Example car image with the rear quarter of the car occluded. (b)
Performance of the recognition system on car images containing the occlusion using a
single fixation for classification. (c) Performance of the system using multiple fixations
for classification.
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5.2.3 Faces
For the face category, the system is tested on images with three different partial oc-
clusions of the face: the left eye occluded, both eyes occluded, and the nose occluded.
Faces - left eye occluded
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Figure 5-14: Example face image with the left eye occluded. (b) Performance of the
recognition system on face images containing the occlusion using a single fixation for
classification. (c) Performance of the system using multiple fixations for classification.
Figure 5-14 illustrates the average performance of the system over ten trials on the
face category when tested with images in which the left eye is occluded. An example
of the occlusion is illustrated in (a). The performance of the system using just a
single fixation to classify a fixation is illustrated in (b), and the performance of the
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system using multiple fixations to classify a fixation is illustrated in (c). The occlusion
obstructs view 2 (left eye), however the system's performance on view 2, as well as
on the other views, is largely unaffected by the occlusion. These results reiterate the
point that views are learned from not only local information but information from
other parts of the image.
Faces - both eyes occluded
Average AUC over 10 trials (single fixation)
"~~*-+Part 1
+ Part 2
-+ Part 3
+ Part 4
+ Part 5
Part 8
Part 7
-Part 8
--Part 9
2 4 6 8
Number of training examples
10
0.9
0 0.8
cc
CD
0.7
Ca
% 0.6
a)
0.5
0~)01 0.5-
*0
Average AUC over 10 trials (multiple fixations)
-+-Part 1
+-Part 2
- Part 3
-+- Part 4
- Part 5
Part 6
-+- Part 7
+ Part 8
-- Part 9
2 4 6 8 10
Number of training examples
Figure 5-15: Example face image with both eyes occluded. (b) Performance of the
recognition system on face images containing the occlusion using a single fixation for
classification. (c) Performance of the system using multiple fixations for classification.
Figure 5-15 illustrates the average performance of the system over ten trials on the
face category when tested with images in which both eyes are occluded. An example
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of the occlusion is illustrated in (a). The performance of the system using just a
single fixation to classify a fixation is illustrated in (b), and the performance of the
system using multiple fixations to classify a fixation is illustrated in (c). While, views
1 (right eye), 2 (left eye), and 3 (bridge of nose) are obstructed by the occlusion, the
performance on all views of the face suffer from the occlusion. However, the perfor-
mance of the system on all views increases with the number of training examples, and
is aided by using multiple fixations.
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Figure 5-16: Example face image with the nose occluded. (b) Performance of the
recognition system on face images containing the occlusion using a single fixation for
classification. (c) Performance of the system using multiple fixations for classification.
S0.9-
0
C 0.8
5 0.7-
Ca
$D
' 0.6(D
0.5 -
0.4-
..... - - -__- -
Figure 5-16 illustrates the average performance of the system over ten trials on the
face category when tested with images in which the nose is occluded. An example of
the occlusion is illustrated in (a). The performance of the system using just a single
fixation to classify a fixation is illustrated in (b), and the performance of the system
using multiple fixations to classify a fixation is illustrated in (c). As with the occlusion
of the left eye, the performance of the system is largely unaffected by the occlusion of
the nose. This suggests that for the views of the face, the central receptive field is not
necessarily the most informative receptive field, since information for the surrounding
receptive fields is enough for good classification performance.
5.2.4 Motorbikes
For the motorbike category, the system is tested on images with two different partial
occlusions of the motorbike: the front portion and the rear portion.
Motorbikes - front portion occluded
Figure 5-17 illustrates the average performance of the system over ten trials on the
motorbike category when tested with images in which the front portion of the motor-
bike is occluded. An example of the occlusion is illustrated in (a). The performance of
the system using just a single fixation to classify a fixation is illustrated in (b), and the
performance of the system using multiple fixations to classify a fixation is illustrated
in (c). The occlusion obstructs view 1 (front wheel hub) and view 2 (headlight), and
these are exactly the views for which the performance of the system suffers. Using
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Figure 5-17: Example motorbike image with the front portion occluded. (b) Per-
formance of the recognition system on motorbike images containing the occlusion
using a single fixation for classification. (c) Performance of the system using multiple
fixations for classification.
multiple fixations improves the system's performance on the two views, but it is still
lower than for the other views.
Motorbikes - rear portion occluded
Figure 5-18 illustrates the average performance of the system over ten trials on the
motorbike category when tested with images in which the rear portion of the motor-
bike is occluded. An example of the occlusion is illustrated in (a). The performance
of the system using just a single fixation to classify a fixation is illustrated in (b),
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Figure 5-18: Example motorbike image with the rear portion occluded. (b) Per-
formance of the recognition system on motorbike images containing the occlusion
using a single fixation for classification. (c) Performance of the system using multiple
fixations for classification.
and the performance of the system using multiple fixations to classify a fixation is
illustrated in (c). The occlusion obstructs views 2 (rear wheel hub), 4 (rear of mo-
torbike), and 6 (seat). The performance of the system on these views is degraded by
the occlusion. The performance on the views is improved by using multiple fixations.
5.2.5 Summary
The results from evaluating the recognition system's ability to classify fixations in
images from the airplane, car, face, and motorbike categories with partial occlusions
indicate that the system is able to classify fixations for learned object categories even
with partial occlusion. In fact the system can correctly classify fixations of a specific
view even if that view is occluded, simply because the system can use information from
other receptive fields. The results also illustrate a few key properties of the recognition
system. First, when the system has little information about a view, either because
the system has been only presented with a few training examples or because the
view is obstructed by an occlusion, it benefits substantially from using information
from multiple fixations. Otherwise, using information from only a single fixation
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is generally sufficient. Second, in order to classify a fixation, the system integrates
information from receptive fields covering all of the image. Which receptive fields, as
well as the regions of the image that they cover, are important is different for each
view. For some views, the system's performance is unaffected by occlusions that only
obstruct the view. However, enlarging the occlusion to obstruct other regions of the
object can then degrade the system's performance on the view. For other views, even
occlusions that (only) obstruct regions of object outside of the view can negatively
affect the performance of the system. The system therefore places different emphasis
on the information collected from certain receptive fields for different views. However,
using information from multiple views in concert can help resolve some ambiguity.
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Chapter 6
Conclusions and Future Work
In this thesis, we presented two modifications that were made to the BIAS recogni-
tion system in order to improve its performance. We also assessed the recognition
systems performance in learning the airplane, car (side view), face, motorbike, and
leopard categories. We compared the performance of the system when it uses only
the information from a single fixation to classify a particular fixation and when it uses
information from multiple fixations to classify a particular fixation. For the airplane,
car, face, and motorbike categories, we constructed images with partial occlusions of
the object, and evaluated the performance of the system when tested on the images
containing occlusions.
The two modifications made to the recognition system consisted of a method
for normalizing the outputs of feature detectors in each receptive field and a new
method for using information from multiple fixations to classify a particular fixation.
Normalizing the outputs of feature detectors over each receptive field allowed the
system to learn the output profile of feature detectors in a receptive field, instead of
the raw output values of the feature detectors. The normalization method decreased
the sensitivity of the recognition systems to lighting variations among images. The
method for using information from multiple fixations introduced in this thesis actively
searches for supporting information instead of assuming the location of supporting
information, allowing the system to better use the available information from other
fixations.
The two modifications were implemented in the recognition system, and the per-
formance of the recognition system was evaluated not only to demonstrate the effec-
tiveness of the modifications, but to augment the assessments of previous work on
the BIAS system. The results of evaluating the system indicated that the system is
best able to learn objects presented to it in the same orientation, but is also able
to learn, to a degree, objects which are flexible and are presented to the system in
different orientations. Furthermore, the results indicated that the system benefits
from using information from multiple fixations for recognition when it does not have
much information to make a classification. In general, the performance of the system
after only a few training examples is significantly improved by using multiple fixation.
When there are occlusions in an image, using multiple fixations similarly improves
the performance for views of an object that are affected by the occlusion.
The result of the evaluations also indicated a number of possibilities for future
work. Results from testing the system with occluded images suggest that the impor-
tance of specific receptive fields for recognizing a view is different for each view. We
can then explore which receptive fields are the most useful for recognizing a specific
view and even whether certain receptive fields are detrimental to the system's ability
to recognize views. Furthermore, when using multiple fixations, the system uses in-
formation about available views for an object. However, the system may not benefit
from information from all the views, so therefore determining the useful support for
a view is another area to explore. Finally, this thesis has demonstrated the ability
of the system to classify fixations within an image containing an object as belonging
to a view of the object or belonging to the background. Further work will be needed
to implement a system based on the BIAS model that performs classification across
images that contain or don't contain the object. Further work will also be needed to
add orientation and scale invariance to the system. Nonetheless, the current system
shows promise with its current ability to learn various object categories.
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