Abstract. The problem of private database search has been well studied. The notion of privacy considered is twofold: i) the querier only learns the result of the query (and things that can be deduced from it), and ii) the server learns nothing (in a computational sense) about the query. A fundamental drawback with prior approaches is that the query computation is linear in the dataset. We overcome this drawback by making the following assumption: the server has its dataset ahead of time and is able to perform linear precomputation for each query. This new model, which we call the precomputation model, is appropriate in circumstances where it is crucial that queries are answered efficiently once they become available. Our main contribution is a precomputed search protocol that requires linear precomputation time but that allows logarithmic search time. Using this protocol, we then show how to answer the following types of queries with sublinear query computation in this precomputation model: i) point existence queries, ii) rank queries, iii) lookup queries, and iv) one-dimensional range queries.
Introduction
There are many privacy/confidentiality concerns when querying a database about personal information. For example, if a user is querying information about a medical condition, religious beliefs, or political leanings then the query should remain private. Furthermore, a corporation asking a query may fear that revealing the query is a risk to their competitive advantage. Furthermore, even if the database owner is trusted, there is always the fear that a corrupt insider at the database owner's organization would leak the query information. The desire to protect the queries is not only a concern of the querying entity, but the database owner might not want this information due to liability concerns. One way to mitigate these concerns is to make the database publicly available, but this is not always an option. For example, if the database contains information about individuals, then revealing this information publicly may not be legal. Also, if the database owner wants to charge for queries, then revealing the information publicly is not a option. Example 1 gives a more detailed example that demonstrates the need for private querying. Example 1. A federal agency wants the ability to query a transaction database to determine if a suspect (for which the agency has a warrant) is contained in the database.
Furthermore, the federal agency wants to keep the identity of the suspect private, because: i) revealing this information might compromise the investigation, and ii) to avoid possible litigation if the suspect is innocent. The owner of the database wants to help the agency, but does not want to violate the privacy rights of the other people in the database.
Any secure function evaluation/secure multi-party computation, such as [17] , can be used to solve this private database querying problem. Unfortunately, these solutions require the server and the client to perform computation and communication that is linear in the size of the dataset. Overcoming this linear bound appears impossible. If the server doesn't "touch" every item in the dataset, then the server learns some information about the query. To overcome this linear bound, we introduce a new model, which we call the precomputation model. In this model, queries are divided into the following two phases:
1. Precomputation Phase: In this phase the server does computation on its dataset.
Furthermore, the server generates a message that is sent to the client. This phase assumes that the server's information is known, but that the query is unknown, and this phase is allowed to require linear complexity. The precomputation message can be sent (perhaps on a DVD) to the client before the query is known. 2. Query Phase: After the query is made available, this phase captures the interaction between the client and the server.
The two main goals of a protocol in this precomputation model are: i) that the computation/communication of the interactive query phase and the client computation phase is sublinear in the size of the dataset, and ii) that the total computation/communication is "close" to that required by the general solutions. Returning to Example 1 the database owner may be willing to precompute information, so that when the query becomes available the federal agency will be able to obtain its result as quickly as possible. Furthermore, the owner might compute several messages and send the information to the federal agency before the query is being asked.
The rest of this manuscript is organized as follows: Section 2 introduces the problems which can be solved by our protocol and the contribution of this paper. Section 3 and 4 introduce the building blocks and new tools used in the remainder of the manuscript. In section 5, a protocol for the private database search problem in the precomputation model is given. Section 6 gives a sketch of the security analysis. In section 7, we present experiments and results of comparison between naive scheme and our protocol. Finally, Section 8 describes related work and Section 9 concludes the paper and gives future work.
Problem Definition and Contributions
We consider the following general database search problem SEARCH(s 0 , . . . , s n , m 1 , . . . , m 2n−1 ; q): where the server has a sorted sequence of points s 0 , s 1 , . . . , s n and a sequence of messages m 1 , . . . , m 2n−1 ; furthermore a client has a query point q. Without loss of generality we assume s 0 = −∞ and s n = ∞ (this can be accomplished by padding the list with values that are smaller/larger than any q value). At the end of the protocol the client obtains message m where: i) = 2i if s i = q and ii) = 2i − 1 if s i−1 < q < s i . That is, if the query point is in the server's dataset, then the client learns the corresponding message, and otherwise the client learns a message that is assigned to values between two search keys. The security requirement is that the server should learn nothing (computationally) about the query point, and the client should learn nothing other than the message. For example, the client should not learn if the query is an exact match or an in-between match, unless the messages reveals this information. Furthermore, the protocol should be secure against a semi-honest server and a malicious client.
This private database search problem can be used to solve the following types of common database queries in a private manner:
1. Existence: The server has a set S = {s 1 , . . . , s n−1 } and the client has a query point q. The boundary of all elements in S and q is (s 0 , s n ). At the end of the query the client should learn whether q ∈ S. Let Π be the permutation that sorts S and let m i = 1 if i is even and otherwise let m i = 0. The existence problem is solved by
Message Lookup: Suppose that the server has a set of tuples where the first element is a key and the second element is a message associated with that key, i.e., S = {(s 1 , m 1 ), . . . , (s n−1 , m n−1 )}, and that the client wants to lookup the message associated with key q. The boundary of the keys and q is (s 0 , s n ). More formally, the client wants to learn m i such that s i = q and if no such match exists then the client should learn ⊥. Let Π be the permutation that sorts {s 1 , . . . , s n−1 } and let m i = m Π(i) if i is even and otherwise let m i =⊥. The message lookup problem is solved by SEARCH(s 0 , s Π(1) , . . . , s Π(n−1) , s n , m 1 , . . . , m 2n−1 ; q). 3. Rank: Another variation is for the client to learn the rank of its query in the set.
That is, the server has a sorted sequence s 1 , . . . , s n−1 , the client has a query q, and the answer to the query is the value |{s i : q > s i }|. The boundary of all elements in S and q is (s 0 , s n ). If we let m i = i−1 2 , then this is easily solved by SEARCH(s 0 , s Π(1) , . . . , s Π(n−1) , s n , m 1 , . . . , m 2n−1 ; q). 4. One-dimensional range query: Suppose that the server has a set of points S = {s 1 , . . . , s n−1 } and the client has a query interval [a, b). Also, the boundary of a, b, and all elements in S is (s 0 , s n ). The desired output of this protocol is |{s i : a ≤ s i < b}|. This can be solved with two calls to search, but we postpone the discussion of this solution until section 3.4.
In this paper we are interested in solving the private database search problem in the precomputation model. In this model, the server is allowed to perform precomputation on the values for each query. Furthermore, the server is allowed to send the client a single message before the protocol begins. While this assumption is unreasonable in some environments, it is applicable in some situations (for example in the database search problems considered in the introduction). The goal of such a protocol is to minimize the time it takes to answer the query once the client's query is known. Moreover, the goals of the protocol are:
1. The precomputation phase should require at most linear computation.
2. The message should be at most linear in the size of the database. 3. The query phase of the protocol should require sublinear computation and communication. Also, the client should perform at most linear computation.
In this paper we introduce a new protocol for private database search that requires the server to perform O(n) work in the precomputation phase and O(1) modular exponentiations in the query phase. Furthermore, the size of the precomputation message is O(n). The client and server perform O(1) communication in the query phase and the client performs O(1) modular exponentiations. Finally, the client performs only O(log n) computation during the query phase.
A related problem is that of keyword search [4] . This problem is identical to the message lookup protocol described above. While keyword search is less flexible, then the problem described above it is still useful to compare the efficiency of these two approaches for message lookup. In the keyword search protocol described in [4] , the total communication is O(polylogN ) and the client performs only O(log N ) modular exponentiations. However, in this protocol the server must perform O(N ) modular exponentiations and the query still requires O(N ) computation. Thus while the communication of this scheme is lower than the communication required by our scheme, our protocol has significantly more efficient query processing in the precomputation model. Table 1 compares the performance of the keyword search protocol for message lookup. Table 1 also compares our scheme versus the standard naive scheme admitted by traditional SFE solutions (such as [17] ). More specifically, this naive solution would be a circuit that performed O(N ) equality comparisons followed by a logical or of the results of theses comparisons. In this naive scheme, during the precomputation phase the server would compute the circuit and this garbled circuit would constitute the precomputation message. Note that the performance of these schemes is asymptotically the same in all aspects except client computation and query computation. Notice that our new scheme achieves a significant performance improvement in the query phase, which is the main motivation for the precomputation model.
Category
Our Scheme Naive Scheme Keyword Search 
is the most significant bit. The symbol || is used to represent concatenation. When a value is used in a superscript and is surrounded by () then this corresponds to a string label and not the value itself. When given a boolean value B, the value B is the complement of B. When specifying a protocol with two parties, the two parties inputs are separated by a semi-colon.
Oblivious Transfer
A well-known building block for privacy-preserving computations is chosen 1-out-of-k OT. In this protocol the sender inputs k values v 0 , . . . , v k−1 , the chooser inputs a choice σ ∈ [0, k − 1], and at the end of the protocol the chooser learns v σ . Furthermore, the chooser should not learn anything about any values other than v σ and the sender should not learn anything about σ. The OT functionality is defined as
where ⊥ is the empty string. In the remainder of this paper we only utilize the case where k = 2 and denote the OT protocol as OT (v 0 , v 1 ; σ). An efficient twomessage protocol for OT was given in [13] . In this protocol the chooser and sender must perform O(1) computation, modular exponentiations, and communication to achieve chosen 1-out-of-2 OT.
Permuted Encodings
A method, introduced in [17] , for splitting a Boolean value, v, between two parties so that neither knows the value is as follows: one party chooses two encodings for the value w 0 and w 1 which are randomly chosen from a large domain 1 . The other party obtains the encoding w v . The first party knows the meaning of the encodings, but does not know the actual value, and the second party knows the actual encoding value but does not know what it means. We use the variation, introduced in [14] , which is: the first party chooses a permutation value λ, and the other party learns the values v ⊕λ and w v . This extra piece of information is useful to improve the efficiency of the underlying scheme. When given a b-bit value v, we use
We use EGEN (1 κ ) to denote the process of generating a permuted encoding given a security parameter κ; that is, EGEN (1 κ ) produces a set of values {λ, e 0 , e 1 } which are a permutation bit, a zero-encoding, and a one-encoding.
Scrambled Circuit Evaluation
Yao's scrambled circuit evaluation [17] allows for the computation of any function in a privacy-preserving manner. At a high level this approach works by creating a circuit that computes the desired function, and then one party, the generator, scrambles the circuit, and the other party, the evaluator, evaluates the scrambled circuit. The specific version of Yao's protocol that is used in this paper was described in [14] . This version of Yao's protocol was implemented in the Fairplay system [12] and was shown to be efficient for some problems. Recently, this technique has been proven secure in [11] . As this paper utilizes Yao's protocol extensively we review it next (we refer the reader to [14, 11] for a full description).
1. The generator creates the scrambled circuit as follows:
(a) For each wire of the circuit, the generator chooses a permutation and two encodings (one for each possible value) of the wire. (b) For each gate of the circuit, the generator creates a PEGLT that will allow the user to obtain the permuted encoding of the output wire based on the permuted encodings of the two input wires. 2. The generator sends the gates' PEGLTs to the evaluator along with the permuted encoding values for all of the wires corresponding to generator inputs. 3. The generator and evaluator engage in a 1-out-of-2 OT protocol for each of the wires corresponding to evaluator inputs, where the evaluator learns the permuted encodings for these wires. 4. The evaluator uses the PEGLTs and the encodings of the input wires to obtain the permuted encodings for all wires of the circuit. 5. The result of the computation can either remain split or can be revealed to either participant. For example, to reveal the result to the evaluator, the generator simply sends the permutation bit for each output wire.
In the remainder of the manuscript we use the following notations: Finally, the set of permuted encodings for the output wire is {λ, g 0 , g 1 }). As output this creates the gate gadgets (i.e., the PEGLTs) for the circuit computing operation •.
the scrambled circuit C given the encodings for x and y. If C was generated for operation •, then the result of this evaluation is r ⊕ λ, g r where r is the value of the predicate x • y. That is, this returns the permuted encoding of the result of the circuit.
Achieving One-dimensional Range Querying A tool for private database search can be used in conjunction with scrambled circuit evaluation to answer one-dimensional range queries. That is, suppose that the server has a set of points S = {s 1 , . . . , s n }, the client has a query interval [a, b), and the desired client output of this protocol is |{s i : a ≤ s i < b}|. This can be computed by computing rank S (b) − rank S (a) where rank S (x) is the rank of x in S. Thus to compute the result securely, the server can create a subtraction circuit, and then use two private database searches. In the first search the client can obtain the encodings used in the subtraction circuit for rank S (a) and in the second search the client can learn the encodings in the subtraction circuit for rank S (b). Then the client can evaluate the circuit to obtain the desired result without revealing either rank S (a) or rank S (b).
New Tool: Chained PEGLTs
In this section we present a generalization of the gate gadget that is used in Yao's SFE [17] called Permuted Encrypted Garbled Lookup Tables (PEGLT) . In this protocol the two parties have b bits split between them using permuted encodings. That is for Boolean values v 1 , . . . , v b , the server has a set of encodings {(λ i , e (1)). At the end of the protocol, the client should learn M v1v2···v b and nothing else, and the server should not learn anything about the split value.
Due to page constraints we do not give the protocol for a traditional PEGLT, but instead give a variation of PEGLTs where the client and server engage in n different PEGLTs where each PEGLT uses the same encodings as the previous PEGLT but has an additional encoding. That is the servers inputs in the successive protocols are {(λ i , e 
Furthermore, the server's messages are the sets {M
Another requirement is that the server should be able to generate all of the lookup tables at the same time without interaction from the client, and the correctness and security requirements are the same as those in the previous section.
The main idea of this protocol is that server will choose n + 1 sets of keys, denoted by K 0 , . . . , K n where K j = {k j i : i ∈ {0, 1} j }. Now, these keys will be appended to the end of the messages used in the scheme; that is, for each j ∈ [1, n] and i ∈ {0, 1} j , M . Thus the j PRF evaluations that were done for these encodings in the (j + 1)st table can be replaced by a single PRF using this key.
In Figure 1 we describe the details of the table generation phase of chained PEGLT. In this scheme the server generates all n lookup tables, without interacting with the client.
To help clarify this protocol we do an example with n = 2. In this case the server has inputs {(λ 1 , e 
}. Now the server creates two tables, the first of which is the ordered set {(r 0 , F k 0
The second table (which is the more interesting table) will be the ordered set (recall that λ 1 = 0 and λ 2 = 1):
In the table lookup phase, the client will have the message k 0 ⊥ , T 1 , . . . , T n and it will sequentially obtain the permuted encodings for the value v. In Figure 2 we describe the details of the protocol for the jth lookup (where the user will learn a message and a key). , which is what is expected. In chained PEGLT server needs to perform only O(1) pseudorandom functions per table entry. Since there are only O(2 n ) entries in all n tables, the server needs to perform O(2 n ) computation. Furthermore, the client only performs O(1) PRF evaluations per lookup, and thus performs only O(n) computation. Finally, the efficiency of the above scheme can be improved slightly by removing the first encryption key and the last encryption key (i.e., keys is K 0 and K n ). However, this improvement does not change the asymptotic complexity of the protocol.
Private Database Search Protocol
In this section, the main result of this paper is presented. Specifically, a protocol for the private database search problem in the precomputation model is given that requires the client only perform sublinear (in the size of the database) computation and communication. In the private database search problem the server has a sorted sequence of points s 1 , s 2 , . . . , s N (where each s i ∈ {0, 1} b ) and a sequence of messages m 1 , . . . , m 2N +1 ; furthermore the client has a query point q ∈ {0, 1}
b . For ease of presentation we assume 2 that N is a power of 2 and denote n = log N . The main idea of this protocol is to use a standard binary search to achieve computation and communications that is logarithmic in the dataset size. We often refer to the binary search as a navigation through a complete binary search tree where the leaf nodes of the tree are the values in the server's set in sorted order. The difficulty with performing a private binary search is that the path of the search (i.e., whether the search goes left or right at a specific node) must be hidden from both the client and the server. This path cannot be revealed to the server because it would reveal a small range that contains the query, and the path cannot be revealed to the client, because this would reveal the rank of the query. Neither of these things are revealed by the result alone. To hide the search path, we utilize the well known technique of permuted encodings for these values. These permuted encodings are used in scrambled circuit evaluations to perform the comparison at each node on the search path, and chained PEGLTs are used to obtain the encodings for the nodes in the search tree. To make this discussion more concrete we present some formal notation.
We organize the values into a complete binary search tree, where the root node is denoted by T , and the intermediate nodes are denoted by T i1i2···im where all i values are in {0, 1} and m ∈ [1, n]. The intermediate nodes are organized such that the left (resp. right) child of T i1i2···ij is T i1i2···ij 0 (resp. T i1i2···ij 1 ). The value of node T i1i2···ij is denoted by v i1i2···ij . Note that the leaf nodes of the tree contain the values in set S is sorted order; that is, v i = s i for all i ∈ {0, 1} n . The levels of the tree are denoted by L 0 , L 1 , . . . , L n where L 0 is the root level of the tree and L n is the leaf level. When performing a binary search on the tree, a comparison is made between q and a specific value at each level of the tree. We denote the result of the comparison at level L j as R j , where R j is 0 (resp. 1) if q is less than or equal to (resp. greater than or equal to) the value at level L j . Finally, note that the comparison at level L j is between q and v R0R1···Rj−1 .
The querier will obtain three types of permuted encodings in our scheme, including:
1. Querier's value: These correspond to the permuted encodings for the value q. The Communication size (cf. Figure 6 ). Both schemes require linear communication size. The data jumps in certain number of input for our scheme. That's because the size of message depends on the height of the search tree.
OT time. There is no difference between our scheme and naive scheme in OT time, because the client does same OT in both scheme for its input. Due to page constraints we do not provide the comparison figure.
Evaluation time (cf. Figure 7) . Our scheme significantly improves the performance in evaluation time. In further experiments, the evaluation time for our solution is still under 0.002 seconds even server's input size increases to 50000. 
Related Work
Secure Multiparty Computation (SMC) is the problem of creating a privacy-preserving protocol for any function f 4 ; that is, creating a protocol that computes f over distributed inputs while revealing only the result and inferences that can be made from this result. General results state that any function can be computed in such a secure manner. The first constructions for secure two-party SMC were given in [16, 17] ; these assumed that the adversary of the protocol was honest-but-curious (HBC) in that the adversary will follow the protocol exactly but will attempt to make additional inferences. Later a construction was given for multiple parties [8] in the malicious adversary model (where the adversary deviates arbitrarily from the protocol) assuming that a majority of the participants are honest. There have also been many other papers attempting to improve the efficiency of these protocols to make the general results practical. However, to our knowledge all of these protocols require linear computation and/or communication when solving the private data querying problem.
An area that is related is private information retrieval (PIR) [3, 10, 1] . In PIR, the server has a sequence of bits v 1 , . . . , v N and the client has a specific index i ∈ N . The goal of PIR is that the client should learn v i without revealing anything about the index to the serve, while requiring only sublinear communication. While PIR is related to accessing a database in a private manner, there are important differences between PIR and the work in this manuscript. First, it is not clear how PIR could be used to solve the problems solved in this manuscript. That is, PIR allows the client to access a specific bit, but this doesn't appear to solve problems like message lookup and range queries. Secondly, PIR requires linear computation, whereas the goal of this paper is to have sublinear computation in the query phase.
Another related problem is the area of oblivious RAM [9] . In oblivious RAM, a data owner wants to access a dataset but desires to hide the access pattern from an adversary that holds the data. Techniques have been developed which allow an access cost that requires sublinear computation and communication (in an amortized sense). Furthermore, recent results [15] have shown that these schemes can be practical. However, the oblivious RAM model does not apply to the problems considered in this paper, because the Oblivious RAM model assumes that the accessing party has all of the data. In our case this would correspond to the client having all of the data and querying its own data.
Conclusions/Future Work
In summary, in this paper we introduce the precomputation model for privately accessing a database. In this model, the database owner performs linear precomputation on the dataset for each query, but this step can be completed without the query being fixed. We also present several protocols in this model where the query time is sublinear based on a new building block of a private database search. As future work we propose the following problems: A limitation of the current approach is that the precomputation must be done for each query. It would be interesting if the precomputation information could be shared for multiple queries. Perhaps the current techniques could be combined with the approach in [5] that uses fully homomorphic encryption [6] . Also, the current approach only works for the honest but curious model. An interesting extension would be to extend this to the malicious adversary model.
