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Abstract. In this work, we introduce a new discretization to the frac-
tional Laplacian and use it to elaborate an approximation scheme for
fractional heat equations perturbed by a multiplicative cylindrical white
noise. In particular, we estimate the rate of convergence.
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1. Introduction
In this work, we are interested in the space approximation of the solutions
of fractional stochastic heat equations. Equations where leading operators
are fractional or more general pseudo-differential operators are widely used
to model complex phenomena. For example, they are ubiquitous in the
study of the quasi geostrophic flow, the fast rotating fluids, the dynamic
of the frontogenesis2 in meteorology, the diffusions in fractal or disordered
medium, the pollution problems, the mathematical finance and the transport
problems, see e.g. [2, 5, 6, 17, 19, 26, 27, 32] and the references therein. The
wellposedness of these equations, in the deterministic and stochastic cases,
has been extensively studied see e.g. [2, 4, 5, 6, 9, 18, 30]. Although the
numerical approximation of the solution is needed in applications, the num-
ber of numerical schemes relevant to such approximations is quite restricted.
The main difficulty of the numerical approximation of fractional equations
is related to the fractional operator. For example, contrarily to second or-
der differential operators, the fractional operators can not be discretized by
three points. Using the classical schemes and as a global operator, all the
values on the grid should be used in every step. Via the integro-differential
representation of the fractional operator, a direct discretization is based on
the discretization of the integrals. This idea has been used in the numerical
study of the deterministic conservation law driven by fractional power of
the Laplacian in [10]. Unfortunately, as it is mentioned in the paper, the
Date: June 14, 2018.
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2The frontogenesis is the terminology used by atmosphere scientists for describing the
formation in finite time of a discontinuous temperature front.
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convergence of the scheme elaborated is slow and leads to some unreason-
able values. Moreover, in the theoretical study, the author did not give an
explicit form to the discretized operator. The discretization of the integrals
has been already used for the Liouville and Riemann fractional operators
and has yielded the Gru¨nwald formula, see for short list [7, 16, 24].
During the preparation of this work, we found the work of Westphal [31],
on an approach to fractional powers of operators via fractional differences.
The approximation given by Westphal provides a rigorous mathematical
support to a numerical discretization of fractional operators. Westphal de-
fined the fractional operator of the infinitesimal generator A of a semigroup
S(t), defined on Banach space X, by:
Ar := s− lim
τց0
τ−r(I − S(τ))r, 0 < r < 1,
where
(I − S(τ))r :=
∞∑
j=0
C−r−1j S(jτ) =
∞∑
j=0
Γ(j − r)
Γ(j + 1)Γ(−r)S(jτ)
and s− lim means the strong limit, i.e. the limit in the space X of τ−r(I −
S(τ))rf , for every f ∈ X. In particular, she proved:
(1.1) lim
τց0
τ−r
[x/τ ]∑
j=0
C−r−1j f(x− jτ) = Drf(x)
where [x/τ ] is the integer part of x/τ and Dr is the fractional differential
Riemann-Liouville operator defined on R+. An intuitive way to discretize
the operator Dr can be obtained by taking τ = 1n :
Drnf(.) := n
r
[nx]∑
j=0
C−r−1j f(.−
j
n
).
To encounter the difficulties of the direct discretization of the fractional
operator, probabilistic technics have been used. In particular, in [25] the
authors used the Monte Carlo method to approximate numerically the so-
lution of some deterministic fractional partial differential equations, among
them the Burgers equations. In [22] the authors used wavelet techniques to
approximate the Kolmogorov equation driven by the infinitesimal generator
of a Feller process.
Our idea to discretize a fractional operator Aγ is to discretize first the
operator A then to take the fractional power of the discrete operator. As
far as the authors know, this idea is new.
In this work, we discretize the fractional Laplacian, in the way described
above, and we elaborate a scheme to approximate the fractional stochastic
heat equation. Our aim is also to calculate explicitly the rate of the conver-
gence and to show its dependence on the fractional power of the Laplacian.
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We are also interested in the critical values of the fractional order which
insures the convergence of the scheme as well.
We consider the following fractional stochastic heat equation:
(1.2)

∂
∂tu(t, x) =
∂α
∂xαu(t, x) + g(u(t, x))
∂2W
∂t∂x (t, x), t > 0, x ∈ (0, 1),
u(0, x) = u0(x), x ∈ (0, 1),
u(t, 0) = u(t, 1) = 0, t > 0,
where ∂
α
∂xα = (−∆)
α
2 , α > 1 is the fractional power of the Laplacian. Let
us denote by Aα = A
α
2 , where A = −∆ is the Laplacian with boundary
Dirichlet conditions, defined on D(A) = H2,2(0, 1) ∩ H1,20 (0, 1). Hk,p(0, 1),
for k ∈ N, p ∈ [1,∞) is the Sobolev space of order k. The fractional operator
Aα = A
α
2 is well defined, see e.g. Lemma 2.6.6 in [20] and it is given by the
formula (see [20] pp 72-73):
(1.3) Aα = (−∆)
α
2 :=
sin αpi2
π
∫ ∞
0
z
α
2
−1A(Iz +A)−1dz.
The operator Aα is a closed densely defined operator with domain of defini-
tion given via the complex interpolation of order α2 : D(Aα) = [H,D(A)]α2 ,
see e.g. [15, 29] and Theorem 4.2 in [28]. More precisely,
D(Aα) = D(A
α/2) = {v ∈ L2(0, 1) :
∞∑
k=1
λαk v
2
k <∞},
where vk = 〈v, ek〉 =
√
2
∫ 1
0 v(x) sin kπx dx and λk = k
2π2, k ∈ N are the
eigenvalues of the operator A corresponding to the eigenfunctions: {ek =√
2 sin kπ·}k∈N. The map g : R → R, is a bounded Lipschitz continuous
function on R. The operator g is regarded as a nonlinear operator from
H = L2(0, 1) to L(H), the set of bounded linear operators on H, defined by
g(u)(h) = {(0, 1) ∋ x 7→ g(u(x))h(x) ∈ R}. In other words, the nonlinear
operator g is the Nemytski map associated with function g. For v ∈ H,
g(v) is given as a multiplicative operator. From the hypothesis that g is
bounded we have ‖g(v)‖ ≤ b0, where b0 = supR |g(x)|. {W (t), t ≥ 0} is a
cylindrical Wiener process on the probability space (Ω,F , {F}t≥0,P). The
initial condition u0 is a L
2(0, 1)-valued F0-measurable function. In section
5, we will suppose stronger condition on the diffusion term g and on the
initial condition u0. In particular we will suppose that A
δg is a bounded
Nemytski map for some δ > 0; ‖Aδg(v)‖ ≤ bδ with bδ = supR |Aδg(x)| and
u0 belongs to a given fractional Sobolev space.
We rewrite the equation (1.2) in the following form:
(1.4)
{ du(t) = −Aαu(t) dt+ g(u(t)) dW (t), t > 0,
u(0) = u0.
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Let us denote by {Sα(t), t ≥ 0} the semigroup generated by −Aα and by
Hν,2 the fractional Sobolev space of order ν. By a solution of the equation
(1.4), we mean, see e.g. [8]:
Definition 1.1. Suppose that α > 1. An Ft-adapted Hθ,2-valued continuous
process u = {u(t), t ≥ 0} is called a mild solution of equation (1.4) with
initial condition u0 ∈ Hη,2, η > 0, iff for some p > 2αα−1−2θ where θ <
min{α−12 , η}
(1.5) E sup
t∈[0,T ]
|u(t)|p
Hθ,2
<∞, T > 0
and for all t ≥ 0, a.s. the following identity holds
(1.6) u(t) = Sα(t)u0 +
∫ t
0
Sα(t− s)g(u(s)) dW (s).
We introduce the space:
Definition 1.2. Let T > 0 and p ∈ [1,∞] be fixed and H a Hilbert space. By
ZT,θ,p(H) we denote the space of all H
θ,2-valued continuous and Ft-adapted
processes u = {u(t), t ∈ [0, T ]} such that
(1.7) ‖u‖pT,θ,p := E sup
t∈[0,T ]
|u(t)|p
Hθ,2
= ‖u‖Lp(Ω,L∞(0,T )×Hθ,2) <∞.
If θ = 0, we use shortly the notation ZT,p(H).
The following result of existence and uniqueness of the solution of equation
(1.4) can be concluded from the calculus in [4]:
Theorem 1.3. Let α > 1 and let u0 be a H
η,2-valued F0-measurable func-
tion such that
E|u0|pHη,2 <∞
for some p > 2αα−1 , 0 ≤ θ < min{α−12 − αp , η} and let T > 0. Then there
exists a unique mild solution u ∈ ZT,θ,p, of equation (1.4).
The paper is organized in the following way. In section 2 we describe the
discretization of the fractional operator. In particular, we apply the idea for
the Galerkin approximation and for the finite difference method. In section
3 we elaborate a numerical scheme to approximate the solution of the frac-
tional stochastic heat equation (1.4). In section 4, we give some preliminary
estimations of the Green functions corresponding to the fractional operator
and to the approximated operator. The section 5 is devoted to prove the
convergence of the approximated solution to the solution of the equation
(1.4). In the end of this introduction, let us mention the following refer-
ences where the the approximations of certain stochastic partial differential
equations are treated [1, 12, 13, 14, 21]. Let us also mention that, we take in
the whole paper p, α > 1 and the values of the constants may change from
line to line.
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2. Discretization of the fractional operator
Let us first recall notions about the approximations of the Laplacian −A,
see e.g. [3]. We consider the Gelfand triple (V,H, V ′), where V →֒ H =
H ′ →֒ V ′ densely, where V = H10 (0, 1) and V ′ is its dual. The operator A
defines a coercive bilinear form on V by
a(u, v) := 〈Au, v〉 = 〈u′, v′〉, u, v ∈ V,
where u′, v′ are the first derivatives of u and v in the distribution sense. It
is widely accepted that to approximate the Laplacian −A, it is sufficient to
approximate the bilinear form a.
Let Vn be a finite dimensional subspace of V generated by a basis (fj)nj=1.
It is easily seen from the formula: a(un, vn) =
∑n
i,j=1 uivja(fi, fj), for uVn :=∑n
j=1 ujfj, vVn :=
∑n
j=1 vjfj ∈ Vn that the projection of the bilinear form
a on Vn, denoted by aVn := aPVn is well defined via the double series index
(a(fi, fj))i,j . Using Riesz representation we can rewrite the bilinear form
aVn as:
aVn(uVn , vVn) = 〈AVnuVn , vVn〉 =
n∑
i,j=1
uivj〈AVnfi, fj〉,
where AVn is a positive bounded linear operator on Vn which is well defined
via the stiffness matrix AVn := (a(fi, fj) = 〈AVnfi, fj〉)ni,j=1.
Now we define the fractional power of the approximated operator AVn by
the following formula (see [20] pp 72-73):
A
α
2
Vn
=
sinπα2
π
∫ ∞
0
z
α
2
−1AVn (zI +AVn)
−1 dz(2.1)
and the fractional bilinear form
aVn,α(uVn , vVn) = 〈A
α
2
Vn
uVn , vVn〉.
The fractional stiffness matrix A
α
2
Vn
is then given by (aVn,α(fi, fj) = 〈A
α
2
Vn
fi, fj〉)ni,j=1.
Our idea is to investigate how and on what rate the operator AαVn and the
bilinear form aVn,α are good approximations to the operator A
α respectively
the bilinear form aα := 〈Aα2 u, v〉.
Before going through this calculus, let us apply this method to calculate
the approximation of the fractional operator and of the stiffness matrix
corresponding to the following two methods; the Galerkin method and the
finite difference method.
2.1. Approximation by Galerkin method. Let Vn be the subspace gen-
erated by the basis (ej)
n
j=1 defined above. Recall that ej(.) :=
√
2 sin(jπ.).
It is known that the operator A and A
α
2 are diagonizable under the basis
(ej)
∞
j=1. Consequently the approximating operator AVn and the stiffness
matrix AVn are diagonal with respect to the basis (ej)
n
j=1 and with corre-
sponding eigenvalues (λi)
n
i=1. Thanks to the boundness of the approximation
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operator AVn , it is also easy to define AVn on the basis as: A
α
2
Vn
ei = λ
α
2
i ei,
see also Lemma C.1.
2.2. Approximation by finite difference method. Let {xi := in , i =
0, . . . , n} be the set of grid points and let φi, i ∈ {1, . . . , n−1} be a pyramid
function, i.e. a function, which takes value 1 at the grid point in , vanishes
at the other grid points and is linear between the grid points. The approx-
imating space Vn−1 is then generated by {φi}n−1i=1 . For an implementation
reasons, we will focus on the stiffness matrix. It is well known that the
stiffness matrix AVn−1 corresponding to the finite difference approximation
of the operator A is given by:
aij =

2, i = j,
−1, i = j + 1 or i = j − 1,
0, otherwise.
Using the matrix theory it is easy to calculate the fractional power of the
AVn−1 , denoted by A
α
2
Vn−1
via the formula:
(2.2) A
α
2
Vn−1
=
sin α2π
π
∫ ∞
0
z
α
2
−1
AVn−1(Iz + AVn−1)
−1dz.
3. Discretization of the fractional stochastic Heat equations
Let us first observe that the eigenvalues of AVn−1 are given by λjn :=
j2π2cjn, j = 1, 2, ...n − 1 where cjn := sin2( jpi2n )/( jpi2n )2, the corresponding
eigenvectors enj = ((ejk)k) are given by [1]:
ejk =
√
2
n
sin(j
k
n
π).
From Lemma C.1, it is easy to see that λ
α
2
jn j = 1, 2, ...n−1 are the eigenval-
ues of A
α
2
Vn−1
corresponding to the eigenvectors enj = ((
√
2
n sin(j
k
nπ))k), j =
1, 2, ...n − 1. The semi group Snα(t) generated by A
α
2
Vn−1
is given by:
(3.1) Snα(t)x := ((
n−1∑
j=1
Gnα(t, i, j)xj)i),
where Gnα(t, i, j) :=
∑n−1
k=1 e
−tλ
α
2
knenkie
n
kj and x = (xj)1≤j≤n−1. Let us de-
fine now the operators: Pn : L
2(0, 1) → Rn−1 and En : Rn−1 → L2(0, 1),
called projection respectively interpolation operators given by the following
formula:
For all f ∈ L2(0, 1) and for all x ∈ Rn−1:
(3.2) Pnf :=
n−1∑
k=1
(Pnf)ke
n
k ,
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where
(3.3) (Pnf)k :=
n−1∑
j=1
〈f, ej〉enj (xk).
(3.4) Enx :=
n−1∑
k=1
〈x, enk 〉ek,
It is easy to see that the operators Pn and En satisfy the properties:
Lemma 3.1. • Pn and En are bounded linear operators such that
||Pn|| ≤ 1 and ||En|| = 1.
• PnEn = In, where In is the identity matrix in Rn−1.
• EnPn = P̂n, where P̂n is the projection on the finite dimensional
space in L2 generated by e1, e2, ..., en−1. i.e. P̂nf :=
∑n−1
j=1 〈f, ej〉ej .
• Pnej = enj , if j = 1, 2, ...n − 1 and zero if j ≥ n.
• Enenj = ej , j = 1, 2, ...n − 1.
• {ej , j = 1, 2, ...n−1} are the eigenfunctions of the operator EnA
α
2
Vn−1
Pn
corresponding to the eigenvalues λ
α
2
jn.
• The Green function of EnA
α
2
Vn−1
Pn, which is also the kernel of the
semigroup: Ene
−tA
α
2
Vn−1Pn, is given by
Gnα(t, x, y) :=
n−1∑
k=1
e−tλ
α
2
knek(x)ek(y).
Lemma 3.2. For 0 ≤ δ < 14 + 34α and γ > 1α −4 δα , there exists K > 0, such
that ∀t ∈ (0, T ],
|Sα(t)− Ene−tA
α
2
Vn−1Pn|L(H→D(A−δ)) + ‖A−δ
(
Sα(t)−Ene−tA
α
2
Vn−1Pn
)‖HS
≤ Kφα,δ,γ(t, n),(3.5)
where
(3.6) φα,δ,γ(t, n) :=
{
n−α
γ
2
−2δt−
γ
2 + n−
α
2 t−
1+α−4δ
2α , 0 ≤ δ ≤ 14
n−2δ + n−
α
2 t−
1+α−4δ
2α , 14 < δ <
1
4 +
3
4α.
Let us make the following convention to write φα,δ,γ shortly as φα,δ when
γ is not presented, i.e. when 14 < δ <
1
4 +
3
4α.
Let us now discretize the diffusion term g. We denote by gn the matrix
which is given by the column vectors: (Pn((g◦En)ej))j , 1 ≤ j ≤ n− 1, where
◦ is the composition of the two operators: En and the Nymetsky map g. For
y ∈ Rn−1, the operator (g ◦En)y acts as the Nemytski map associated with
the function g(Eny(.)), i.e. ((g ◦ En)y)h = {(0, 1) ∋ x 7→ g(Eny(x))h(x) ∈
R}. We denote byWn(t) the vector (B1(t), B2(t), ..., Bn−1(t)) of independent
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Brownian motions. We introduce the following multidimensional stochastic
differential equation, where un(t) := (u
k
n(t))1≤k≤n−1:
(3.7)
{
dun(t) = −A
α
2
Vn−1
un(t)dt+ gn(un(t)) dWn(t), t > 0,
un(0) := Pn(u0).
For the existence and uniqueness of the solution of the stochastic differential
equation (3.7), we refer e.g. to Theorem 2.3 in [11]:
Theorem 3.3. There exists a continuous-Rn−1 valued Ft−adapted process
un = {un(t), t ≥ 0} solution of the problem (3.7) such that :
(3.8) un(t) = e
−tA
α
2
Vn−1un(0) +
∫ t
0
e
−(t−s)A
α
2
Vn−1 gn(un(s))dWn(s), a.s.
Furthermore, there exists a constant CT,n,||g|| such that
(3.9)
E sup
t∈[0,T ]
|un(t)|pRn−1 ≤ CT,n,||g||(1+E|u0|
p
L2
), for all T > 0 and p ∈ [1,∞).
We define the L2−valued stochastic process un(t) := Enun(t). We prove,
see Appendix A, that:
Lemma 3.4. The process un(t) := Enun(t) satisfies the following stochastic
integral equation:
un(t) = Ene
−tA
α
2
Vn−1Pnu0 +
∫ t
0
Ene
−(t−s)A
α
2
Vn−1Png(u
n(s))dW n(s), a.s,
(3.10)
where∫ t
0
Ene
−(t−s)A
α
2
Vn−1Png(u
n(s))dW n(s) :=
n−1∑
j=1
∫ t
0
En(e
−(t−s)A
α
2
Vn−1 gn(un(s)))jdBj(s)
=
n−1∑
j=1
∫ t
0
Ene
−(t−s)A
α
2
Vn−1Png(u
n(s))ejdBj(s)
and (e
−(t−s)A
α
2
Vn−1 gn(un(s)))j is the j’s column of the matrix e
−(t−s)A
α
2
Vn−1 gn(un(s)).
Furthermore, for all T > 0 and p ∈ [1,∞),
E sup
t∈[0,T ]
|un(t)|p
L2
≤ CT,n,||g||(1 + E|u0|pL2).
In other words, un(t) satisfies the stochastic partial differential equation:{
dun(t) = −EnA
α
2
Vn−1
Pnu
n(t) dt+ g(un(t))dW n(t), t > 0,
un(0) = EnPnu0.
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4. Preliminary estimates
In this section we give a priori estimations to the Green functions, Gnα and
Gα, corresponding to
∂
∂t−A
α
2 respectively ∂∂t−A
α
2
Vn−1
and to their difference.
Lemma 4.1. For 0 ≤ δ < 14 + 34α and for all γ > 1α − 4 δα , there exists
K > 0, such that ∀t ∈ (0, T ],
(4.1)
n−1∑
j=1
λ−2δj |e−tλ
α
2
j − e−tλ
α
2
jn |2 ≤ Kn−αt−1− 1α+4 δα
(4.2)
∞∑
j=n
λ−2δj e
−2tλ
α
2
j ≤ K
(
n−αγ−4δt−γX[0, 1
4
](δ) + n
−4δX( 1
4
, 1
4
+ 3
4
α)(δ)
)
,
where XB is the characteristic function of the set B:
XB(b) :=
{
1, b ∈ B
0, b 6∈ B.
Proof. To get the estimation (4.1), we use the mean value theorem. We
obtain,
n−1∑
j=1
λ−2δj |e−λ
α
2
j t − e−λ
α
2
jnt|2 =
n−1∑
j=1
λ−2δj e
−2t(pij)α |1− e(1−c
α
2
jn)(jpi)
αt|2
≤
n−1∑
j=1
λ−2δj e
−2t(pij)α |1− c
α
2
jn|2(jπ)2αt2e2(1−c
α
2
jn)(jpi)
αtτ , τ ∈ [0, 1]
≤
n−1∑
j=1
(jπ)−4δ |1− c
α
2
jn|2(jπ)2αt2e2(−1+(1−c
α
2
jn))(jpi)
αt
We know that: ( 2pi )
α ≤ c
α
2
jn := | sin( jpi2n)/( jpi2n )|α ≤ 1. Taking 1 − c
α
2
jn =
O( jpi2n)
2α, we obtain
n−1∑
j=1
λ−2δj |e−λ
α
2
j t − e−λ
α
2
jnt|2 ≤ Kt2n−4α
n−1∑
j=1
j6α−4δe−2
α+1jαt
≤ Kt2n−α
n−1∑
j=1
j3α−4δe−2
α+1jαt
≤ Kt2n−α
∫ ∞
0
x3α−4δe−2
α+1xαtdx
≤ Kt−1− 1α+4 δαn−α
∫ ∞
0
y3α−4δe−2
α+1yαdy.
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The integral
∫∞
0 y
3α−4δe−2
α+1yαdy converges provided 0 ≤ δ < 14 + 34α.
Hence, there exists K > 0 such that:
n−1∑
j=1
λ−2δj |e−λ
α
2
j t − e−λ
α
2
jnt|2 ≤ Kt−1− 1α+4 δαn−α.
(4.3)
To get the second estimation (4.2), let us first consider the case δ ∈ [0, 14 ].
We use the known result: for all γ > 0, there exists a constant k = kγ such
that e−x ≤ K 1xγ , we get
∞∑
j=n
λ−2δj e
−2λ
α
2
j t ≤
∞∑
j=n
K
(2λ
α
2
j t)
γλ2δj
≤ Kn−αγ−4δt−γ
∞∑
j=n
(
n
j
)αγ+4δ .(4.4)
But
∑∞
j=n(
n
j )
αγ+4δ ≤ K ∫ +∞1 x−αγ−4δdx <∞, provided 1α − 4 δα < γ. Hence
∞∑
j=n
λ−2δj e
−2λ
α
2
j t ≤ Kn−αγ−4δt−γ .(4.5)
For δ ∈ (14 , 14 + 34α), we use the inequality:
∑∞
j=n λ
−2δ
j e
−2λ
α
2
j t ≤∑∞j=n λ−2δj ,
than we arguing as above and using the condition δ > 14 , we obtain
∞∑
j=n
λ−2δj e
−2λ
α
2
j t ≤
∞∑
j=n
λ−2δj ≤ Kn−4δ
∞∑
j=n
(
n
j
)4δ ≤ Kn−4δ.(4.6)

Lemma 4.2. For 0 ≤ δ < 14 + 34α and γ > 1α −4 δα , there exists K > 0, such
that ∀t ∈ (0, T ], we have
(4.7) sup
x∈[0,1]
|A−δx
(
Gα(t, x, .) −Gnα(t, x, .)
)|H ≤ Kφα,δ,γ(t, n),
where φα,δ,γ(t, n) is given by (3.6).
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Proof. Using the definitions of the functions Gα(t, x, y) and G
n
α(t, x, y) and
the fact that the orthonormal basis (ek)k≥1 ⊂ L∞(0, 1), we get
|A−δx (Gα(t, x, .) − Gnα(t, x, .))|H
= |
n−1∑
j=1
(e−λ
α
2
j t − e−λ
α
2
jnt)A−δx ej(x)ej +
∞∑
j=n
e−λ
α
2
j tA−δx ej(x)ej |H
≤ |
n−1∑
j=1
(e−λ
α
2
j t − e−λ
α
2
jnt)A−δx ej(x)ej |H + |
∞∑
j=n
e−λ
α
2
j tA−δx ej(x)ej |H
≤ |
n−1∑
j=1
(e−λ
α
2
j t − e−λ
α
2
jnt)λ−δj ej(x)ej |H + |
∞∑
j=n
e−λ
α
2
j tλ−δj ej(x)ej |H
≤ ( n−1∑
j=1
(e−λ
α
2
j t − e−λ
α
2
jnt)2λ−2δj (ej(x))
2
) 1
2 +
( ∞∑
j=n
e−2λ
α
2
j tλ−2δj (ej(x))
2
) 1
2
≤ ( n−1∑
j=1
λ−2δj (e
−λ
α
2
j t − e−λ
α
2
jnt)2
) 1
2 +
( ∞∑
j=n
λ−2δj e
−2λ
α
2
j t
) 1
2 .
(4.8)
Replacing (4.2) and (4.1) in (4.8), we get the result.

As a consequence of Lemma 4.2, we obtain:
Corollary 4.3. Under the same conditions in Lemma 4.2,
(4.9) |A−δ(Gα(t, ., .) −Gnα(t, ., .))|H×H ≤ Kφα,δ,γ(t, n).
Proof of Lemma 3.2. Let f ∈ H. The semigroups Sα and Ene−tA
α
2
Vn−1Pn
are acting on an element f via their Green functions in the following:
(Sα(t)f)(x) =
∫ 1
0
Gα(t, x, y)f(y)dy
and
(Ene
−tA
α
2
Vn−1Pnf)(x) =
∫ 1
0
Gnα(t, x, y)f(y)dy.
Applying the Ho¨lder inequality, we get:
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|A−δ(Sα(t)− Ene−tA
α
2
Vn−1Pn)f |H =
[ ∫ 1
0
|A−δ((Sα(t)− Ene−tA
α
2
Vn−1Pn)f)(x)|2dx
] 1
2
=
[ ∫ 1
0
|
∫ 1
0
A−δx (Gα(t, x, y)−Gnα(t, x, y))f(y)dy|2dx
] 1
2
≤ [ ∫ 1
0
dx(
∫ 1
0
|A−δx (Gα(t, x, y) −Gnα(t, x, y))|2dy)
] 1
2 |f |H
≤ [ ∫ 1
0
|A−δx (Gα(t, x, .) −Gnα(t, x, .))|2Hdx
] 1
2 |f |H
≤ |A−δx (Gα(t, ., .) −Gnα(t, ., .)|H×H |f |H .
Using (4.9), we get the result. For the second estimation, we have by a direct
application of the definitions of Hilbert-Schmidt norm and the properties of
the semigroups Sα(t) and Ene
−tA
α
2
Vn−1Pn,
‖A−δ(Sα(t)− Ene−tAα2Vn−1Pn)‖2HS := ∞∑
j=1
|A−δ(Sα(t)− Ene−tAα2Vn−1Pn)ej |2H
≤
n−1∑
j=1
λ−2δj |e−tλ
α
2
j − e−tλ
α
2
jn |2|ej |2H +
∞∑
j=n
λ−2δj e
−2tλ
α
2
j |ej |2H
≤
n−1∑
j=1
λ−2δj |e−tλ
α
2
j − e−tλ
α
2
jn |2 +
∞∑
j=n
λ−2δj e
−2tλ
α
2
j .
(4.10)
Thanks to the basic inequality (a + b)
1
2 ≤ a 12 + b 12 for a, b ≥ 0 and by the
formula (4.1) and (4.2), we get the result.
5. Convergence of the scheme
Now we are ready to give the main result of this work.
Theorem 5.1. For α > 1,
(5.1)
1
4
+
α
4
< η <
1
4
+ 3
α
4
,
(5.2) max{1
2
,
1
4
+
α
8
} < δ < 1
4
+
3
4
α
and
(5.3) p > max{ 2α
α− 2 ,
α
2δ − 1 ,
2α
8δ − α− 2}
assume that:
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• (Hg) the diffusion term is the Nemytski operator defined by the Lip-
schitz function g ∈ D(Aδ) and such that bδ := supx∈R |Aδg(x)| <∞.
• (Hu0) the initial condition u0 is an D(Aη)−valued Lp random vari-
able i.e. u0 ∈ Lp(Ω,D(Aη)).
Then un = {un(t), t ∈ [0, T ]} converges to u := {u(t), t ∈ [0, T ]} in the space
ZT,p(L
2(0, 1)). Furthermore, there exists a constant K > 0, such that,
‖u(t) − un(t)‖ZT,p(L2(0,1)) ≤ KT,|u0|D(Aη),bδn−ξ,
(5.4)
where ξ is given by
ξ = min{α
2
, 2δ}.(5.5)
In particular, for 1 < α ≤ 2, the rate of convergence ξ := α2 .
Remark 1. Let us remark that the rate of convergence is independent of
the regularity of the diffusion term when the dissipation order α is less than
the Laplacian dissipation. In this case, it is enough to take g ∈ H1.
Theorem 5.2. Assume that α > 2, p > 2αα−2 , g and u0 satisfy respectively
(Hg) with δ = 0 and (Hu0), with η satisfying (5.1). Then u
n = {un(t), t ∈
[0, T ]} converges to u := {u(t), t ∈ [0, T ]} in the space ZT,p(L2(0, 1)) and
‖u(t)− un(t)‖ZT,p(L2(0,1)) ≤ KT,|u0|D(Aη),b0n
−(α
4
− 1
2
− α
2p
)
.
(5.6)
First let us introduce some lemmata which we will use in the proof of the
convergence.
Lemma 5.3. The operator A−δ commutes with Sα(t) and with Ene
−A
α
2
Vn−1
t
Pn,
for all t ≥ 0.
Proof. For the proof see the Appendix B. 
Lemma 5.4. Suppose that z ∈ Lq(0, 1) for q ∈ [2,∞]. Let Z denote the
multiplication operator by z. Then, for β < 1 − 1α , there exists a constant
K > 0, such that∫ ∞
0
s−β‖Ene−sA
α
2
Vn−1PnZ‖2HS ds ≤ K
( +∞∑
k=1
k−α(1−β)
)|z|2Lq <∞.
(5.7)
Proof. Let us first estimate the term ‖Ene−sA
α
2
Vn−1PnZ‖2HS . Using Lemma
3.1, we have
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‖Ene−sA
α
2
Vn−1PnZ‖2HS =
∞∑
k=1
|Ene−sA
α
2
Vn−1PnZek|2L2 =
∞∑
k=1
|ZEne−sA
α
2
Vn−1Pnek|2L2
=
n−1∑
k=1
|ZEne−sA
α
2
Vn−1enk |2L2 =
n−1∑
k
|ze−λ
α
2
knsEne
n
k |2L2
=
n−1∑
k
e−λ
α
2
kn
s|zek|2L2 .
Let us observe that by the Ho¨lder inequality, |zek|L2 ≤ |z|Lq |ek|Lr , where
1
r +
1
q =
1
2 . Moreover, since |ek|L2 = 1 and |ek|L∞ = 21/2 it follows by
applying the Ho¨lder inequality that |ek|Lr ≤ 21/q . Let us recall that λ
α
2
kn :=
(ckn(kπ)
2)
α
2 , where ckn :=
sin2(kpi
2n
)
(kpi
2n
)2
, we get,
‖Ene−sA
α
2
Vn−1PnZ‖2HS ≤ 2
2
q |z|2Lq
n−1∑
k=1
e−λ
α
2
kns
≤ 2 2q |z|2Lq
n−1∑
k=1
e−(|ckn|kpi)
αs.
Therefore and thanks to the fact that: ( 2pi )
α ≤ |ckn|
α
2 = | sin(kpi2n )/(kpi2n )|α ≤ 1,∫ ∞
0
s−β‖EnesA
α
2
Vn−1PnZ‖2HS ds ≤ 2
2
q |z|2Lq
∫ ∞
0
s−β
n−1∑
k=1
e−(ckn)
α
2 (kpi)αs ds
= 2
2
q |z|2Lq
n−1∑
k=1
(ckn)
1
2
(αβ−α)(kπ)αβ−α
∫ ∞
0
τ−βe−τdτ
≤ K|z|2Lq
+∞∑
k=1
(kπ)αβ−α
∫ ∞
0
τ−βe−τdτ
≤ K|z|2Lq
+∞∑
k=1
k−α(1−β).
Since by our assumptions α(1 − β) > 1 the series on the RHS above is
convergent and the result follows. 
The following Lemma is a special case of Lemma 2.7 from [4]:
Lemma 5.5. Provided that ν > p−1 the operator Rν : L
p(0, T ;L2(0, 1)) →
C([0, T ];L2(0, 1))) given by
Rνh(t) =
∫ t
0
(t− s)ν−1Sα(t− s)h(s) ds, h ∈ Lp(0, T ;L2(0, 1))
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is well defined, linear and bounded. Moreover, there exists a constant Cp,ν >
0 such that for all h ∈ Lp(0, T ;L2(0, 1))
|Rνh|C([0,T ];L2(0,1)) ≤ Kp,νT ν−
1
p |h|Lp(0,T ;L2(0,1)).(5.8)
Lemma 5.6. Let 14 < δ <
1
4 +
3
4α and p > max{1, 2αα−1+4δ }, then there
exists ν, satisfying max{0, 12 + 12α − 2δα + 1p} < ν < 1, such that the operator
Gn,ν : L
p(0, T ;D(Aδ))→ C([0, T ];L2)) given by
Gn,νh(t) =
∫ t
0
(t−s)ν−1[Sα(t−s)−Ene−(t−s)Aα2Vn−1Pn]h(s) ds, h ∈ Lp(0, T ;D(Aδ))
is well defined, linear and bounded. Moreover, there exists a constant Kp,T >
0 such that for all h ∈ Lp(0, T ;D(Aδ))
|Gn,νh|C([0,T ];L2) ≤ KT,p(n−2δ + n−
α
2 )|h|Lp(0,T ;D(Aδ)).(5.9)
Proof. Let us fix h ∈ Lp(0, T ;D(Aδ)). Then for t ∈ (0, T ) and thanks to
Lemma 5.3, we have
|Gn,νh(t)|L2 = |
∫ t
0
(t− s)ν−1[Sα(t− s)− Ene−(t−s)Aα2Vn−1Pn]A−δAδh(s) ds|L2
≤
∫ t
0
(t− s)ν−1|A−δ[Sα(t− s)−Ene−(t−s)Aα2Vn−1Pn]Aδh(s)|L2 ds
≤
∫ t
0
(t− s)ν−1‖Sα(t− s)− Ene−(t−s)A
α
2
Vn−1Pn‖L(H→D(A−δ))|Aδh(s)|L2 ds.
From Lemma 3.2, ((3.5) and (3.6)) and by applying the Ho¨lder inequality,
we get
|Gn,νh(t)|L2 ≤ K
∫ t
0
(t− s)ν−1φα,δ(t− s, n)|Aδh(s)|L2 ds
≤ K( ∫ T
0
(sν−1φα,δ(s, n))
p
p−1 ds
) p−1
p
( ∫ T
0
|Aδh(s)|p
L2
ds
) 1
p .
Thanks to the basic inequality: (x+y)θ ≤ cθ(xθ+yθ), for θ > 1 and x, y ≥ 0,
we have
∫ T
0
(sν−1φα,δ(s, n))
p
p−1 ds =
∫ T
0
(sν−1(n−2δ + n−
α
2 s−
1+α−4δ
2α ))
p
p−1 ds
≤ cp(n−2δ
p
p−1T ν + n
−α
2
p
p−1
∫ T
0
s
(ν−1− 1+α−4δ
2α
) p
p−1 ds).
(5.10)
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The last integral in the RHS of (5.10) converges provided ν > 12+
1
2α− 2δα + 1p .
Hence ( ∫ T
0
(sν−1φα,δ(s, n))
p
p−1 ds
) p−1
p ≤ cp,T (n−2δ + n−
α
2 ).
The choice of ν such that 12 +
1
2α − 2δα + 1p < ν < 1 is possible thanks to the
condition p > 2αα−1+4δ . Finally, we have for all t ≥ 0
|Gνh(t)|L2 ≤ KT,p(n−2δ + n−
α
2 )|h|Lp(0,T ;D(Aδ)).
Proof of Theorem 5.1. Let
(5.11) Mn := ||u− un||pT,p = E sup
t∈[0,T ]
|u(t)− un(t)|pH .
We have from equations (1.6) and (3.10),
|u(t)− un(t)|pH ≤ cp(A(t) +B(t))
where
A(t) := |Sα(t)u0 − Ene−tA
α
2
Vn−1Pnu0|pH
(5.12)
B(t) := |
∫ t
0
Sα(t− s)g(u(s))dW (s) −
∫ t
0
Ene
−(t−s)A
α
2
Vn−1Png(u
n(s))dW n(s)|pH
(5.13)
Estimation of A(t): Using Lemmata 5.3 and 3.2, ((3.5) and (3.6)), We ob-
tain,
A(t) := |(Sα(t)− Ene−tA
α
2
Vn−1Pn)u0|pH
= |A−η(Sα(t)− Ene−tA
α
2
Vn−1Pn)A
ηu0|pH
≤ |(Sα(t)− Ene−tA
α
2
Vn−1Pn|pL(H→D(A−η))|Aηu0|
p
H
≤ |u0|pD(Aη)φpα,η(t, n)
≤ |u0|pD(Aη)
(
n−2η + n−
α
2 t−
1+α−4η
2α
)p
.
Thanks to the condition: η > 14 +
α
4 , the power −1+α−4η2α is positive, hence
A(t) ≤ KT |u0|pD(Aη)
(
n−2η + n−
α
2
)p
.
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Consequently:
E
[
sup
[0,T ]
A(t)
] ≤ KTE|u0|pD(Aη)(n−2η + n−α2 )p
≤ KTE|u0|pD(Aη)
(
n−2pη + n−
pα
2
)
.
(5.14)
Estimation of B(t): Let us first introduce the transformations
n︷︸︸︷. defined
on the set of Nemytsky maps N, such that for h ∈ N :
(5.15)
n︷︸︸︷
h(u) ej :=
{
h(u)ej j < n,
0, j ≥ n
Then we write the second stochastic integral in RHS of (5.13), as
∫ t
0
Ene
−(t−s)A
α
2
Vn−1Png(u
n(s))dW n(s) :=
n−1∑
j=1
∫ t
0
Ene
−A
α
2
Vn−1
(t−s)
Png(u
n(s))ejdBj(s)
=
∫ t
0
Ene
−(t−s)A
α
2
Vn−1Pn
n︷ ︸︸ ︷
g(un(s)) dW (s).
(5.16)
Using the factorization method see e.g. [4] and [8], we can again rewrite the
integrals in (5.13) for 0 < ν < 1 as:∫ t
0
Sα(t− s)g(u(s))dW (s) =
∫ t
0
(t− s)ν−1Sα(t− s)Y (s)ds
and
∫ t
0
Ene
−(t−s)A
α
2
Vn−1Pn
n︷ ︸︸ ︷
g(un(s)) dW (s) =
∫ t
0
(t− s)ν−1Ene−(t−s)A
α
2
Vn−1PnYn(s)ds,
where
Y (s) :=
∫ s
0
(s− r)−νSα(s− r)g(u(r))dW (r)(5.17)
and
Yn(s) :=
∫ s
0
(s− r)−νEne−Aαn(s−r)Pn
n︷ ︸︸ ︷
g(un(r)) dW (r)(5.18)
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Consequently,
B(t) = |
∫ t
0
(t− s)ν−1Sα(t− s)Y (s)ds −
∫ t
0
(t− s)ν−1Ene−(t−s)A
α
2
Vn−1PnYn(s)ds|pH
≤ cp(|
∫ t
0
(t− s)ν−1Sα(t− s)
(
Y (s)− Yn(s)
)
ds|pH
+ |
∫ t
0
(t− s)ν−1
[
Sα(t− s)−Ene−(t−s)A
α
2
Vn−1Pn
]
Yn(s)ds|pH)
(5.19)
Using Lemmata 5.5 and 5.6 and taking
max{p−1, 1
2
+
1
2α
− 2δ
α
+
1
p
} < ν < 1
we deduce that
E
[
sup
[0,T ]
B(t)
]
≤ cpE sup
[0,T ]
(
|
∫ t
0
(t− s)ν−1Sα(t− s)
(
Y (s)− Yn(s)
)
ds|pH
+ |
∫ t
0
(t− s)ν−1
[
Sα(t− s)− Ene−(t−s)A
α
2
Vn−1Pn
]
Yn(s)ds|pH
)
≤ KT,p
[
E|Y − Yn|pLp(0,T ;L2(0,1)) + (n−2δ + n−
α
2 )pE|Yn|pLp(0,T ;D(Aδ))
]
(5.20)
Calculation of E|Yn|pLp(0,T ;D(Aδ)). By the Burkholder’s inequality and Lemma
5.4, there exists a constant Cp > 0 such that∫ T
0
E
∣∣Yn(s)∣∣pD(Aδ) ds ≤ Cp ∫ T
0
E
(∫ s
0
(s− r)−2ν‖AδEne−(s−r)A
α
2
Vn−1Png(u(r))‖2HSdr
) p
2
ds
≤ Kp
∫ T
0
E
(∫ s
0
(s− r)−2ν‖AδEne−(s−r)A
α
2
Vn−1PnA
−δAδg(u(r))‖2HSdr
) p
2
ds
≤ Kp
∫ T
0
E
(∫ s
0
(s− r)−2ν‖Ene−(s−r)A
α
2
Vn−1Pn‖2HS sup
r∈[0,T ]
|Aδg(u(r))|2L∞(H)dr
) p
2
ds
≤ Kpbpδ
∫ T
0
( ∫ s
0
r−2ν‖Ene−rA
α
2
Vn−1Pn‖2HSdr
) p
2
ds
≤ KpbpδT
( +∞∑
k=1
k−α(1−2ν)
) p
2
.
(5.21)
Since p > max{ α2δ−1 , 2αα−1} and δ > 12 , we can chose ν, such that
max{p−1, 1
p
+
1
2
+
1
2α
− 2δ
α
} < ν < 1
2
− 1
2α
what implies that α(1−2ν) > 1 we infer that the last term in (5.21) is finite.
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Calculation of E|Y −Yn|pLp(0,T ;L2(0,1)). Using the formula (5.17) and (5.18),
we have:
|Y (s)− Yn(s)|pH ≤ cp
(∣∣∣ ∫ s
0
(s− r)−ν(Sα(s− r)− Ene−(s−r)Aα2Vn−1Pn)g(u(r))dW (r)∣∣∣p
H
+
∣∣∣ ∫ s
0
(s− r)−νEne−(s−r)A
α
2
Vn−1Pn
(
g(u(r))−
n︷ ︸︸ ︷
g(un(r))
)
dW (r)
∣∣∣p
H
)
.
By Burkholder’s inequality, we have
E|Y (s)− Yn(s)|pH ≤ cp
(
E
( ∫ s
0
(s− r)−2ν‖(Sα(s− r)− Ene−(s−r)Aα2Vn−1Pn)g(u(r))‖2HSdr) p2
+ E
(∫ s
0
(s− r)−2ν‖Ene−(s−r)A
α
2
Vn−1Pn
(
g(u(r))−
n︷ ︸︸ ︷
g(un(r))
)‖2HSdr) p2).
(5.22)
Using the well known functional inequality ‖AB‖HS ≤ ‖A‖HS |B|L(H), we
estimate the first term in the RHS of (5.22) as follow:
∫ s
0
(s − r)−2ν‖(Sα(s− r)− Ene−(s−r)Aα2Vn−1Pn)g(u(r))‖2HSdr
≤
∫ s
0
(s− r)−2ν‖A−δ(Sα(s − r)− Ene−(s−r)Aα2Vn−1Pn)Aδg(u(r))‖2HSdr
≤
∫ s
0
(s− r)−2ν‖A−δ(Sα(s − r)− Ene−(s−r)Aα2Vn−1Pn)‖2HS |Aδg(u(r))|2L(H)dr
≤ b2δ
∫ s
0
(s − r)−2ν‖A−δ(Sα(s− r)− Ene−(s−r)Aα2Vn−1Pn)‖2HSdr
(5.23)
Thanks to (3.5) (3.6), we have
∫ s
0
(s − r)−2ν‖A−δ(Sα(s− r)− Ene−(s−r)Aα2Vn−1Pn)‖2HSdr
≤ K
∫ s
0
(s− r)−2νφ2α,δ(s− r, n)dr
≤ K
(
n−4δ
∫ s
0
r−2νdr + n−α
∫ s
0
r−2ν−1−
1
α
+ 4δ
α dr
)
.
The integral
∫ s
0 r
−2νdr is finite thanks to the condition ν < 12 − 12α < 12
and the integral
∫ s
0 r
−2ν−1− 1
α
+ 4δ
α dr converges thanks to the conditions ν <
min{2δα − 12α , 12 − 12α}. Hence, we take the parameter ν which satisfies the
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following inequalities:
max{p−1, 1
p
+
1
2
+
1
2α
− 2δ
α
} < ν < min{2δ
α
− 1
2α
,
1
2
− 1
2α
}.(5.24)
The parameter ν exists thanks to the conditions: δ > 14 +
α
8 and p >
max{ 2α8δ−2−α , α2δ−1}. Hence∫ s
0
(s − r)−2ν‖Sα(s− r)− Ene−(s−r)A
α
2
Vn−1Pn‖2HSdr
≤ KT
(
n−4δ + n−α
)
(5.25)
By replacing (5.25)in (5.23), we get∫ s
0
(s − r)−2ν‖(Sα(s− r)− Ene−(s−r)Aα2Vn−1Pn)g(u(r))‖2HSdr
≤ b2δKT
(
n−4δ + n−α
)
.
Hence,
E
( ∫ s
0
(s − r)−2ν‖(Sα(s− r)− Ene−(s−r)Aα2Vn−1Pn)g(u(r))‖2HSdr) p2
≤ bpδKT
(
n−4δ + n−α
) p
2
≤ bpδKT
(
n−2pδ + n−p
α
2
)
(5.26)
Now we estimate the second term in (5.22). Arguing as in the proof of
Lemma 3.2, we have
‖Ene−(s−r)A
α
2
Vn−1 Pn
(
g(u(r)) −
n︷ ︸︸ ︷
g(un(r))
)‖2HS
= ‖(g(u(r)) − n︷ ︸︸ ︷g(un(r)) )Ene−(s−r)Aα2Vn−1Pn‖2HS
=
∞∑
j=1
|(g(u(r)) − n︷ ︸︸ ︷g(un(r)) )Ene−(s−r)Aα2Vn−1Pnej |2H .
From Lemma 3.1, we have
Ene
−(s−r)A
α
2
Vn−1Pnej =
{
e−(s−r)λ
α
2
jnej , j ∈ {1, · · ·, n− 1}
0, j ≥ n,
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using the definition of
n︷ ︸︸ ︷
g(un(r)), the Lipschitz property of g and Lemma 3.1,
we get
‖Ene−(s−r)A
α
2
Vn−1 Pn
(
g(u(r)) −
n︷ ︸︸ ︷
g(un(r))
)‖2HS
=
n−1∑
j=1
e−2(s−r)λ
α
2
jn |(g(u(r)) − g(un(r)))ej |2H
≤
n−1∑
j=1
e−2(s−r)λ
α
2
jn |g(u(r)) − g(un(r))|2L(H)
≤
n−1∑
j=1
e−2(s−r)λ
α
2
jn |u(r)− un(r)|2H .
≤ sup
r∈[0,s]
|u(r)− un(r)|2H
n−1∑
j=1
e−2(s−r)λ
α
2
jn .
Hence,
E
(∫ s
0
(s − r)−2ν‖Ene−(s−r)A
α
2
Vn−1Pn
(
g(u(r)) −
n︷ ︸︸ ︷
g(un(r))
)‖2HSdr) p2)
≤ E sup
r∈[0,s]
|u(r)− un(r)|pH
( n−1∑
j=1
∫ s
0
r−2νe−2rλ
α
2
jndr
) p
2
.
(5.27)
Arguing as in the proof of Lemma 5.4, we get a constant K which depends
only on ν, such that
E
(∫ s
0
(s − r)−2ν‖Ene−(s−r)A
α
2
Vn−1Pn
(
g(u(r)) −
n︷ ︸︸ ︷
g(un(r))
)‖2HSdr) p2)
≤ KE sup
r∈[0,s]
|u(r)− un(r)|pH
( ∞∑
j=1
j−α(1−2ν)
) p
2
≤ KE sup
r∈[0,s]
|u(r)− un(r)|pH
(5.28)
since 0 < ν < 12 − 12α . Now replacing (5.26) and (5.28) in (5.22), we obtain
E|Y (s)− Yn(s)|pH ≤ Kp,T,bδ
((
n−4δ + n−α
) p
2
+ E sup
r∈[0,s]
|u(r)− un(r)|pH
)
(5.29)
22 DEBBI L. AND DOZZI M.
consequently,
E|Y − Yn|pLp(0,T ;L2(0,1)) =
∫ T
0
E|Y (s)− Yn(s)|pHds
≤ Kp,T,bδ
((
n−4δ + n−α
) p
2
+
∫ T
0
E sup
r∈[0,s]
|u(r)− un(r)|pHds
)
≤ Kp,T,bδ
(
n−2δp + n−
pα
2 +
∫ T
0
E sup
r∈[0,s]
|u(r)− un(r)|pHds
)
(5.30)
and by replacing (5.21) and (5.30) in (5.20), we obtain
E
[
sup
[0,T ]
B(t)
]
≤ Kp,T,bδ
[
n−2δp + n−
pα
2 +
∫ T
0
E sup
r∈[0,s]
|u(r)− un(r)|pHds
]
.
(5.31)
Finally, we join the estimations in (5.31) and (5.14), we obtain,
E
[
sup
[0,T ]
|u(t)− un(t)|pH
] ≤ Kpp,T,|u0|D(Aη),bδ(
∫ T
0
E sup
r∈[0,s]
|u(r)− un(r)|pHds
+ n−2ηp + n−2δp + n−
pα
2
)
.
(5.32)
Thanks to Gronwall Lemma,
E
[
sup
[0,T ]
|u(t)− un(t)|pH
] ≤ Kpp,T,|u0|D(Aη),bδ(n−2ηp + n−2δp + n− pα2 ).
Now it is easy to see that from the conditions on η, that α2 ≤ 2η, hence
E
[
sup
[0,T ]
|u(t)− un(t)|pH
] ≤ KpT,|u0|D(Aη),bδn−ξp,
(5.33)
where ξ is given by (5.5). Furthermore, if 1 < α ≤ 2, then α2 ≤ 12 + α4 ≤ 1 <
2δ, which implies that ξ = α2 .

To prove Theorem 5.2, we will use the same scheme as before, but with
different estimations:
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Lemma 5.7. For γ > 1α , 0 < β < 1, there exists K > 0, such that ∀t ∈
(0, T ],
|Sα(t)− Ene−tA
α
2
Vn−1Pn|L(H) + ‖Sα(t)− Ene−tA
α
2
Vn−1Pn‖HS
≤ K(n−αγ2 t− γ2 + n−α−αβ2 t− 1+α−αβ2α ),(5.34)
Proof. The proof follows the same steps as in Lemmata 3.2 and 4.1 and by
considering the following key estimation:
n−1∑
j=1
|e−λ
α
2
j t − e−λ
α
2
jnt|2 ≤ Kt2n−4α
n−1∑
j=1
j6αe−2
α+1jαt
≤ Kt2n−α+αβ
n−1∑
j=1
j3α−αβe−2
α+1jαt
≤ Kt2n−α+αβ
∫ ∞
0
x3α−αβe−2
α+1xαtdx
≤ Kt−1− 1α+βn−α+αβ
∫ ∞
0
y3α−αβe−2
α+1yαdy
≤ Kt−1− 1α+βn−α+αβ.
(5.35)

Lemma 5.8. Provided p > 2α2α−1 ,
1
α < γ < 2
p−1
p and
2
p +
1
α − 1 < β, there
exists ν satisfying: max{1+α−αβ2α + 1p , γ2 + 1p} < ν < 1, such that the operator
Gn,ν : L
p(0, T ;L2(0, 1))→ C([0, T ];L2)) given by
Gn,νh(t) =
∫ t
0
(t−s)ν−1[Sα(t−s)−Ene−(t−s)Aα2Vn−1Pn]h(s) ds, h ∈ Lp(0, T ;L2(0, 1))
is well defined, linear and bounded. Moreover, there exists a constant Kp,ν >
0 such that for all h ∈ Lp(0, T ;L2(0, 1))
|Gn,νh|C([0,T ];L2) ≤ Kp,ν(n−α
γ
2 + n−
α−αβ
2 )|h|Lp(0,T ;L2(0,1)).(5.36)
Proof. Let h ∈ Lp(0, T ;L2(0, 1)). Then for t ∈ (0, T ) we have
|Gn,νh(t)|L2 ≤
∫ t
0
(t− s)ν−1‖[Sα(t− s)− Ene−(t−s)Aα2Vn−1Pn]‖L(H)|h(s)|L2 ds.
From Lemma 5.7 and by applying the Ho¨lder inequality, we get
|Gn,νh(t)|L2 ≤ K
∫ t
0
(t− s)ν−1(n−αγ2 (t− s)− γ2 + n−α−αβ2 (t− s)− 1+α−αβ2α )|h(s)|L2 ds
≤ K( ∫ T
0
(
sν−1(n−α
γ
2 s−
γ
2 + n−
α−αβ
2 s−
1+α−αβ
2α )
) p
p−1 ds
)p−1
p
( ∫ T
0
|h(s)|p
L2
ds
) 1
p .
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Thanks to the basic inequality: (x+y)θ ≤ cθ(xθ+yθ), for θ > 1 and x, y ≥ 0,
we have
∫ T
0
(sν−1(n−α
γ
2 s−
γ
2 + n−
α−αβ
2 s−
1+α−αβ
2α ))
p
p−1 ds ≤ cp(n−α
γ
2
p
p−1
∫ T
0
(s
(ν−1− γ
2
) p
p−1 ds
+ n−
α−αβ
2
p
p−1
∫ T
0
s(ν−1−
1+α−αβ
2α
) p
p−1 ds).
(5.37)
For p > 2α2α−1 ,
1
α < γ < 2
p−1
p there exists ν >
γ
2 +
1
p , such that the first
integral in the RHS of (5.37) converges. Furthermore, if β > 2p +
1
α − 1
then we can chose ν satisfying also the inequality ν > 1+α−αβ2α +
1
p and
hence the second integral in the RHS of (5.37) converges also. Hence for
ν > max{1+α−αβ2α + 1p , γ2 + 1p}, we have:( ∫ T
0
(sν−1(n−α
γ
2 s−
γ
2 + n−
α−αβ
2 s−
1+α−αβ
2α ))
p
p−1 ds
) p−1
p ≤ cp(n−α
γ
2 + n−
α−αβ
2 ).
Hence for all t ≥ 0
|Gνh(t)|L2 ≤ KT,p(n−α
γ
2 + n−
α−αβ
2 )|h|Lp(0,T ;L2(0,1)).

Proof of Theorem 5.2. We arguing as in the proof of Theorem 5.1. We
define
(5.38)
Mn := ||u−un||pT,p = E sup
t∈[0,T ]
|u(t)−un(t)|pH ≤ cp
(
E sup
t∈[0,T ]
A(t)+E sup
t∈[0,T ]
B(t)
)
,
where A(t) and B(t) are given respectively by (5.12) and (5.13). The term
E supt∈[0,T ]A(t) is estimated thanks to the inequality (5.14). To estimate
the term B(t), we use Lemmata 5.5 and 5.8
E
[
sup
[0,T ]
B(t)
]
≤ cpE sup
[0,T ]
(
|
∫ t
0
(t− s)ν−1Sα(t− s)
(
Y (s)− Yn(s)
)
ds|pH
+ |
∫ t
0
(t− s)ν−1
[
Sα(t− s)− Ene−(t−s)A
α
2
Vn−1Pn
]
Yn(s)ds|pH
)
≤ KT,p
[
E|Y − Yn|pLp(0,T ;L2(0,1)) + (n−
αγ
2 + n−
α−αβ
2 )E|Yn|pLp(0,T ;L2(0,1))
]
(5.39)
Now we calculate E|Y − Yn|pLp(0,T ;L2(0,1)) and E|Yn|
p
Lp(0,T ;L2(0,1))
. By the
Burkholder’s inequality and Lemma 5.4, there exists a constant Cp > 0 such
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that∫ T
0
E
∣∣Yn(s)∣∣pL2 ds ≤ Kp ∫ T
0
E
(∫ s
0
(s− r)−2ν‖Ene−(s−r)A
α
2
Vn−1Png(u(r))‖2HSdr
) p
2
ds
≤ Kp
∫ T
0
E
(∫ s
0
(s− r)−2ν‖Ene−(s−r)A
α
2
Vn−1Pn‖2HS |g|2L∞dr
) p
2
ds
≤ Kpbp0
∫ T
0
(∫ s
0
r−2ν‖Ene−rA
α
2
Vn−1Pn‖2HSdr
) p
2
ds(5.40)
≤ Kpbp0T
( +∞∑
k=1
k−α(1−2ν)
) p
2
.
Since 0 < ν < 12 − 12α what implies that α(1− 2ν) > 1 we infer that the last
term is finite. In the aim to get an estimation to E|Y − Yn|pLp(0,T ;L2(0,1)), we
use the inequality (5.22). Let us remark that the estimation (5.28) remains
true for the second term in the RHS of (5.22). Let us now estimate the first
term in RHS of this inequality. We have:
∫ s
0
(s − r)−2ν‖Sα(s− r)− Ene−(s−r)A
α
2
Vn−1Png(u(r))‖2HSdr
≤
∫ s
0
(s− r)−2ν‖Sα(s− r)− Ene−(s−r)A
α
2
Vn−1Pn‖2HS‖g(u(r))‖2L(H)dr
≤ b20
∫ s
0
(s − r)−2ν‖Sα(s − r)− Ene−(s−r)A
α
2
Vn−1Pn‖2HSdr
(5.41)
Thanks to Lemma 5.7, we have
∫ s
0
(s − r)−2ν‖Sα(s− r)− Ene−(s−r)A
α
2
Vn−1Pn‖2HSdr
≤ K
(
n−α+αβ
∫ s
0
r−2ν−1−
1
α
+βdr + n−αγ
∫ s
0
r−2ν−γdr
)
.
The last two integrals converge provided ν < min{β2 − 12α , 1−γ2 }. Hence,
E
( ∫ s
0
(s − r)−2ν‖(Sα(s− r)− Ene−(s−r)Aα2Vn−1Pn)g(u(r))‖2HSdr) p2
≤ bp0KT
(
n−α+αβ + n−αγ
) p
2
.
(5.42)
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By accumulating the conditions, the parameter ν should satisfy:
max{1 + α− αβ
2α
+
1
p
,
γ
2
+
1
p
} < ν < min{β
2
− 1
2α
,
1− γ
2
,
1
2
− 1
2α
}.
(5.43)
Since α > 2 and p > 2αα−2 , it is possible to choose γ ∈ ( 1α , 12 − 1p) and
β ∈ ( 1α + 1p + 12 , 1) (notice that p > 2αα−2 ⇔ 1α < 12 − 1p ⇔ 1α + 12 + 1p <
1). With such choice of γ and β, we can find ν satisfying (5.43). In fact
2
α +
1
p − 1 < 2α + 2p < 1α + 1p + 12 < β < 1 and γ + 1α + 2p < 1α + 1p + 12 < β.
From (5.28) and (5.42), we have
E
[
sup
[0,T ]
B(t)
]
≤ KT,p,b0
[
n−α
p
2
+αβ p
2 + n−αγ
p
2 +
∫ T
0
E sup
r∈[0,s]
|u(r)− un(r)|pHds
]
.
(5.44)
Finally, we join the estimations in (5.44) and (5.14) and applying the Gron-
wall Lemma, we get
||u− un||T,p :=
(
E
[
sup
[0,T ]
|u(t)− un(t)|pH
]) 1p
≤ KT,|u0|D(Aη),b0
(
n−2pη + n−α
p
2 + n−α
p
2
+αβ p
2 + n−αγ
p
2
) 1
p
.
(5.45)
To get a good precision of estimation, we push β to its lower bound and γ
to its upper bound, i.e. we take β := 12 +
1
α +
1
p and γ =
1
2 − 1p , then we get:
||u− un||T,p ≤ KT,|u0|D(Aη),b0
(
n−2pη + n−α
p
2 + n
−α p
2
+α p
2
( 1
2
+ 1
p
+ 1
α
)
+ n
−α p
2
( 1
2
− 1
p
)
) 1
p
≤ KT,|u0|D(Aη),b0
(
n−2pη + n
−(α
p
4−α
2
− p
2
)
) 1
p
(5.46)
Thanks to the condition (5.1), we have αp4 − α2 − p2 < p2 + αp2 < 2ηp. Now,
it is easy to get the inequality (5.6).
Appendix A. Proof of Lemma 3.4
We apply on the both sides of equation (3.8) the operator En, we get
(A.1)
Enun(t) = En
(
e
−tA
α
2
Vn−1un(0)
)
+ En
(∫ t
0
e
−(t−s)A
α
2
Vn−1 gn(un(s))dWn(s)
)
.
Using the definitions of the two operators Pn and En and by the fact that
PnEn = I, the RHS in (A.1) is equal to u
n(t). Moreover
Ene
−tA
α
2
Vn−1un(0) = Ene
−tA
α
2
Vn−1Pnu0.
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Let us now explain here how to get the stochastic term. We denote by (·)k
the component of a vector and by (·)kj the component of a matrix. We have
En
(∫ t
0
e
−(t−s)A
α
2
Vn−1 gn(un(s)) dWn(s)
)
:=
n−1∑
k=1
(∫ t
0
e
−(t−s)A
α
2
Vn−1 gn(un(s))dWn(s)
)
k
ek
=
n−1∑
k=1
∫ t
0
n−1∑
j=1
(
e
−(t−s)A
α
2
Vn−1 gn(un(s))
)
kj
dBj(s)ek
=
n−1∑
j=1
∫ t
0
n−1∑
k=1
(
e
−(t−s)A
α
2
Vn−1 gn(un(s))
)
kj
ekdBj(s).
But
n−1∑
k=1
(
e
−(t−s)A
α
2
Vn−1 gn(un(s))
)
kj
ek = En
(
e
−(t−s)A
α
2
Vn−1 gn(un(s))
)
j
,
where
(
e
−(t−s)A
α
2
Vn−1 gn(un(s))
)
j
is the column ”j” of the matrix e
−(t−s)A
α
2
Vn−1 gn(un(s)).
Hence we have the first result:
En
(∫ t
0
e
−(t−s)A
α
2
Vn−1 gn(un(s))dWn(s)
)
=
n−1∑
j=1
∫ t
0
En(e
−(t−s)A
α
2
Vn−1 gn(un(s)))jdBj(s)
.
We know from the basic calculus on matrices that:(
e
−(t−s)A
α
2
Vn−1 gn(un(s))
)
j
= e
−(t−s)A
α
2
Vn−1
(
gn(un(s))
)
j
.
By the definition of the matrix gn, the column ”j” of the matrix gn(un(s)):
((gn(un(s)))j) is equal to Pn((g ◦ En)ej), hence we have
En
(∫ t
0
e
−(t−s)A
α
2
Vn−1 gn(un(s))dWn(s)
)
=
n−1∑
j=1
∫ t
0
En(e
−A
α
2
Vn−1
(t−s)
gn(un(s)))jdBj(s)
=
n−1∑
j=1
∫ t
0
Ene
−A
α
2
Vn−1
(t−s)
Png(u
n(s))ejdBj(s)
and we denote these integrals by
∫ t
0
Ene
−A
α
2
Vn−1
(t−s)
Png(u
n(s))dW n(s).
To get the estimation of un(t), we use Lemma 3.1 and Theorem 3.3, then
we have
E sup
t∈[0,T ]
|un(t)|p
L2
≤ E sup
t∈[0,T ]
||En|||un(t)|pRn−1 ≤ CT,n,||g||(1+E|u0|
p
L2
), for each T > 0.
28 DEBBI L. AND DOZZI M.
Appendix B. Proof of Lemma 5.3
In fact, the operators Sα(t), Ene
−A
α
2
Vn−1
t
Pn, and A
−δ are bounded and we
have A−δSα(t)ej = Sα(t)A
−δej andEne
−A
α
2
Vn−1
t
PnA
−δej = A
−δEne
−A
α
2
Vn−1
t
Pnej ,
for all ej , j ∈ N.
Appendix C. Lemma C.1
Lemma C.1. Let (λk)k≥0 be the sequence of the eigenvalues corresponding
to the eigenfunctions (ek)k≥0 of the positive operator A. Then (ek)k≥0 are
also eigenfunctions of A
α
2 corresponding to the eigenvalues (λ
α
2
k )k≥0.
Proof. Using the definition of the fractional operator (1.3):
A
α
2 ek =
sin αpi2
π
∫ ∞
0
t
α
2
−1A(tI +A)−1ekdt
=
sin αpi2
π
∫ ∞
0
t
α
2
−1λk(t+ λk)
−1dtek
= λ
α
2
k
(sin αpi2
π
∫ ∞
0
ξ
α
2
−1(t+ ξ)−1dξ
)
ek.
(C.1)
By the residues theory, we have
(1− eipiα)
∫ ∞
0
ξ
α
2
−1(t+ ξ)−1dξ = 2πiRes(−1, ξ α2−1(t+ ξ)−1) = −2πieipi α2
so, ∫ ∞
0
ξ
α
2
−1(t+ ξ)−1dξ =
π
sin αpi2
.

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