Abstract-The estimation of unknown parameters of deterministic time-varying signals contaminated with additive Gausaian white noise is considered, and an upper bound is obtained for the mean-square estimation error. As an example, the theory is applied to the synchronous demodulation of pulse frequency-modulated (PFM) signals in Gaussian white noise.
I. INTRODUCTION
A challenging area of research in both communications and control theory is the identification of the parameters of stochastic nonlinear signal models [1] . One thrust of such research is to develop optimal or near optimal parameter estimators for some criterion of optimality. The performance analysis of such estimators is another area of current investigation [2] . It turns out that valuable insights can be obtained for more general problems by first studying relatively simple classes of signal models.
In this correspondence we develop some theoretical tools by focusing attention on the following class of nonlinear signal modqls
Y(T) = S(7,U) + W(T),

to<T<t
( 1) wheres ( ., . ) is some known function of time and the unknown parameter a and w ( . ) is white Gaussian noise. This type of signal model is suitable for application to pulse transmission systems, radar systems, telemetry, and sonar. It is also an elementary model which could be used for certain system identification problems.
In [1] , an approach to the design of estimators for the above signal models is outlined with the specific application of the demodulation of pulse frequency-modulated (PFM) signals in mind. The parameter space is discretized into a finite number of points and the a posterior probability density evaluated at these points. The correct parameter value is assumed to lie in a neighboring region of that discretized point with the maximum a posterior probability. A local maximization of the a posterior density is then performed within this region. The somewhat heuristic approach taken in [1] leads to very useful estimators, but there is a need to provide a firmer theoretical basis for it.
In [4] , the performance of Bayes conditional mean (CM) parameter estimators is analyzed for discrete-time signal models. The main result is that, on a finite parameter space, such estimates exhibit a mean-square error that diminishes exponentially (to zero) with the number of observations, the observations being assumed to be independent and identically distributed. Two situations are discussed: the true parameter is included in the parameter space and the true parameter is not included in the parameter space. In the latter case the existence of an information function must be invoked to demonstrate the exponential convergence rate (though the error in this case does not tend to zero).
Extensions to the work of [4] are carried out in this correspondence.
1) We consider a continuous time model (1) since for many parameter estimation problems the continuous time formulation yields more elegant and informative results.
2) For this type of model, upper bounds are derived on the mean-square error of both maximum a posteriori (MAP) and CM parameter estimators. The bounds for the MAP estimators are tighter than those for the CM estimators. Only CM estimators are considered in [4] .
3) We study the properties of suboptimal parameter estimatorscbased on parameter space discretization as a necessary first step in the design of more sophisticated parameter estimators where local estimation is included. In this context, the analysis for the MAP estimator derived here appears to be of greater use than the corresponding CM analysis. 4) The concept of decision regions is introduced here, and the question of convergence on the boundaries of such regions is investigated.
5) The mean-square error bounds obtained in this correspondence are compared with those derived in [3] which are relevant to this type of signal model.
6) The performance bound results obtained in this correspondence are applied to the specific problem of demodulating PFM signals.
7) The choice of discretization of the parameter space is studied. We find that the information function provides valuable insights into the question of how the nonfinite parameter space should be discretized. The upper bounds which can be derived on the mean-square error allow a quantitative comparison to be made between different discretizations.
In Section II background material is given. Section III contains the main theorems of the correspondence for the mean-square error bounds. The theory is illustrated by the PFM example in Section IV. This enables comparisons to be made with previous results'. The significance of these results for more general estimation problems is discussed in Section V. 
II. BACKGROUND
where the parameter a is a random vector in R n with known a priori probability density pa(A), 
S T(T,A)W-lS(T,A) '7 to
to where $ denotes a stochastic integral. The CM estimate~~m, (which minimizes Bayes' risk for a quadratic loss function) is given by~:
The MAP estimate~~p is given by
Usually the estimators of (5) and (6) cannot be readily implemented, and we are led to consider suboptimal estimators. as in (11) . For low signal to noise ratio E/No, the variation in the error bound with A suggests that nonuniform spacings .A could be advantageous.
The upper bounds of meansquare error of this correspondence take into account only pairwise interactions between the correlators and this possibly accounts for the fact that the bound does not achieve the CramerRao bound even in the low noise case as N is increased. However, the bounds achieved in the high noise region appear to be quite good.
It is worthwhile noting that the analysis of Seidman does involve the approximation of assuming a finite-dimensional representation for a signal model which is, of course, a good one in many practical cases. The bounds of this correspondence are tighter than those of Seidman in the high hoise case but are not expected to compete in the low noise case unless a local estimation performance analysis is included. It would appear that the calculation required to obtain the bounds of this correspondence and those of Seidman are on a par. For a given ratio of E/No, the number of correlators N can be chosen to give the best upper bound on mean-square error.
V. DISCUSSION
For 13ayesian parameter estimation with the class of signal models of this correspondence, the assumption of a finite parameter set where the true parameter can in fact take values outside this set results in an estimator bias. However, the fact that the Bayesian estimator picks out the nearest member of the finite set to the true parameter value allows a more precise estimate to be determined via some local estimation method as discussed in [12] . In [11] , analogous results are obtained for the case of stochastic linear dynamical signal models. Together with the results of this correspondence, they suggest that these methods can be applied to a wide range of signal models.
AppENDIX
The proofs of Theorems 3.1 and 3.2 rely on the following properties [5], [10] of the stochastic integral In this Appendix, we also denote Bounds for the expectation of products of a posterior probabilities can also be obtained.
4) From the inequality,
the striking similarity between the results of Theorems 3.1 and 3.2 becomes clear. Examining the two results, we see that as expected the bounds of Theorem 3.1 will be tighter in cases of practical interest because of the term [27r]'1/2a-l. The larger number of terms in (24), Theorem 3.2 b), compared with (20), Theorem 3. lb), [~2 compared with fV] also makes the error bounds of Theorem 3.2b) weaker than the bounds of Theorem 3.lb).
5) The asymptotic behavior as W + Oof the CM parameter estimator is seen to be very much the same as that of the MAP estimator. No interpolation between the discrete points of 4 is achieved by using the CM estimator. 6) Simple examples can be found which demonstrate the need to treat separately the cases (22) and (23) 
This information function determines which member of A is nearest to the true parameter value A via Definition 2.2.
1) It is helpful to view the information measure as a distance measure on the parameter space. The fact that it is not a true metric merely reflects the nonlinear nature of the parameter estimation problem at hand.
2) If the discretization is too coarse on [-fia., fia. ], then, because of the side lobes in J(A,Ai ), the decision regions may not be connected. This would no doubt introduce problems if finer estimates were to be sought subsequently using some local estimation technique.
Computer Results: The computer results given in this subsection show the effect upon the upper bound for the meansquare error of the finite MAP estimator (Theorem 3.1) obtained when the fineness of the discretization 4 is varied. The graphs of Figs. 1 and 2 give the reciprocal normalized mean-square error (in decibels) versus E/N. (in decibels). In both figures, the approximate performance curve frequently taken as a reference for this problem [1, p. 278] is labeled "approx." In Fig. 2 , the upper bound on the mean-square error obtained by Seidman [3] for maximum likelihood estimators included for comparison is labeled "Seidman."
The remaining curves give the upper bound of this correspondence on mean-square error for N = 2, 4,8, 16, 32, and 64. In Fig. 1 , the time-bandwidth product parameter (in where the a posteriori probabilities are (9) to The MAP estimate on~,~~p, (10) A,E4
The mean-square error of an estimator is defined as
is the mean-square error of estimation for fixed signal parameter 
JI(AI,A2) = %! J ' [s(T,AI) to -S(T,A2)]TW-l[S( T,A1) -s(7,AJ] dr (15)
and J2(AI,AJ = lnb~(Al)/p~(Aa)]
as the information associated with the measurement record Zf and the a priori information, respectively.
Comments 1) For the continuous parameter space considered here, the information function is defined analogously to Kullback [8, p. 4] for the binary decision problem. This type of function is discussed also in [4] . Related functions, the divergence, and Bhattacharyya distance, have been used in detection, pattern recognition, and signal design [9] .
2) The information function proves to be instrumental in achieving the main objective of this correspondence, namely, obtaining performance bounds for the suboptimal estimators defined earlier.
3) As noted in [8, p. 26] , the information measure JI(AI,A2) introduced in this section can be related to Fisher's information measure.
Decision Regions
The following assumption introduces an obviously desirable restriction on the finite estimator set.4. 
Assumption (Al ):
III. PERFORMANCE BOUNDS
The two main theorems of this correspondence are now stated. The upper bounds given in these theorems are useful in studying the performance of the suboptimal parameter estimators defined in Section II.
In the fiit theorem an upper hound is given on the probability that the MAP estimate on A, A-'nap, is not the nearest member of .A (Definition 2.2) to the true parameter value A. It then follows that the mean-squme error in the estirna~~~p can also be bounded.
The second theorem contains mean-square error bounds for the conditional mean estimate on 4~~m.
In both theorem statements, Aj refers to the nearest member of~to a given point A~R" (refer to Definition 2.2). Also, II " II denotes the usual Euclidean norm, viz., for x G R", 11x II2 = x 'x. 
where 
b) The mean-square error of the finite MAP parameter estimator (10) is bounded via (11) <L, ll, =L, , a =A} .(L1, ... , Lr_l, L, +l, .O., L, VIIF = L, , a = A)dL1, . . . , dL, _ldL, +l, . . . , dLN. (A.7) By setting certain of the upper limits on the integrals to infinity and employing J:. p (x Iy) dx = 1, we obtain Using (Al) to (A.5) and (9) 
Proof of Theorem 3.2:
The proof is not given in detail for brevity. A detailed proof can be found in [12] , and the arguments used are analogous to those used in [4] . The bounds obtained are parametrized by a scalar A S [0,1]. The Agiving tbe tightest bound is substituted in the result stated here. Other more general bounds can be obtained by using the. inequality [5] [6] 
