We prove a Leibniz rule for BV functions in a complete metric space that is equipped with a doubling measure and supports a Poincaré inequality. Unlike in previous versions of the rule, we do not assume the functions to be locally essentially bounded and the end result does not involve a constant C ≥ 1, and so our result seems to be essentially the best possible. In order to obtain the rule in such generality, we first study the weak* convergence of the variation measure of BV functions, with quasi semicontinuous test functions.
Introduction
The Leibniz rule for functions of bounded variation (BV functions) says that if u, v ∈ BV(R n ) ∩ L ∞ (R n ), then the variation measures satisfy dD(uv) = u dDv + v dDu, (1.1) where u, v are the so-called precise representatives of u and v; see [30] or [31, Section 4.6.4] . More precisely, this result is proved in the above references with somewhat weaker assumptions; in particular, the boundedness assumption can be weakened to only one of the functions being locally (essentially) bounded. In the past two decades, a theory of BV functions as well as other topics in analysis has been developed in the abstract setting of metric measure spaces. The standard assumptions in this setting are that (X, d, µ) is a complete metric space equipped with a Borel regular, doubling outer measure µ, and that X supports a Poincaré inequality. See Section 2 for definitions. In this setting, the following Leibniz rule for BV functions was proved in [16] .
Proposition 1.2 ([16, Proposition 4.2])
. Let u, v ∈ BV(X) ∩ L ∞ (X) be nonnegative functions. Then uv ∈ BV(X) ∩ L ∞ (X) such that
for some constant C ≥ 1 that depends only on the doubling constant of the measure and the constants in the Poincaré inequality.
Note that in metric spaces, one cannot talk about the vector measure Du, only the total variation Du . In the above Leibniz rule, we see that again the functions are assumed to be in L ∞ (X). Additionally, there is a multiplicative constant C ≥ 1 that arises from the use of a discrete convolution technique in the proof of the Leibniz rule. This is a common technique in metric space analysis, and sometimes the constant C appearing in an end result cannot be removed, see e.g. [12, Remark 4.7, Example 4.8] . On the other hand, for the upper gradients of Newton-Sobolev functions (a generalization of Sobolev function to metric spaces), one has the Leibniz rule g uv ≤ ug v + vg u , which does not involve a constant C. Thus it is natural to ask whether the constant C, as well as the L ∞ -assumption, can be dropped from the BV Leibniz rule, and in this paper we show that this is indeed the case. Our main result is the following. Since neither of the functions u, v is assumed to be in L ∞ loc (Ω), we do not automatically even have uv ∈ L 1 loc (Ω), but we are able to prove this assuming that the right-hand side is finite, and then we also obtain D(uv) (Ω) < ∞. Moreover, we do not assume the functions u, v to be BV functions even locally, so the measures Du , Dv could be large; it is only necessary that the two integrals are finite. If this is the case, then we can obtain 4) as measures on Ω, improving on Proposition 1.2 -see Remark 4.9. In fact, due to our minimal assumptions, our result seems to give a slight improvement on what is known even in Euclidean spaces. On the other hand, in Example 4.13 we show that unlike in Euclidean spaces, in metric spaces it is not possible to replace the representatives u ∨ , v ∨ by u, v, and that equality may hold in (1.4). Thus our Leibniz rule appears to be essentially the best possible in every respect. It can be said that the Leibniz rules for BV functions that are found in the literature are already quite sufficient for most applications, typically in the calculus of variations. Thus perhaps the main interest of this paper is in the methods that we employ. Indeed, to prove the Leibniz rule in the above generality, we use several rather strong tools and also develop a few new ones. To avoid having to assume that u, v are BV functions, we use an extension property that relies on Federer's characterization of sets of finite perimeter proved in [17] . The most significant effort is required in ensuring that the constant C does not appear in the end result. For this, we use two tools: one is a result on the pointwise convergence of BV functions given in [21] . The other is a result on the weak* convergence of variation measures in the case of quasi semicontinuous test functions, which we derive in Section 3 and which is based on results in [20] .
Preliminaries
In this section we present the necessary notation, definitions, assumptions, and a few background results.
Throughout this paper, (X, d, µ) is a complete metric space that is equipped with a metric d and a Borel regular outer measure µ satisfying a doubling property, meaning that there exists a constant C d ≥ 1 such that 0 < µ(B(x, 2r)) ≤ C d µ(B(x, r)) < ∞ for every ball B(x, r) := {y ∈ X : d(y, x) < r}. When a property holds outside a set of µ-measure zero, we say that it holds almost everywhere, abbreviated a.e.
As a complete metric space equipped with a doubling measure, X is proper, that is, closed and bounded sets are compact. All functions defined on X or its subsets will take values in [−∞, ∞]. Given a µ-measurable set A ⊂ X, we define L 1 loc (A) as the class of functions u on A such that for every x ∈ A there exists r > 0 such that u ∈ L 1 (A∩B(x, r)). Other local spaces of functions are defined analogously. For an open set Ω ⊂ X, a function is in the class
Here Ω ′ ⋐ Ω means that Ω ′ is a compact subset of Ω.
For any set A ⊂ X and 0 < R < ∞, the restricted Hausdorff content of codimension one is defined as
The codimension one Hausdorff measure of A ⊂ X is then defined as
By a curve we mean a nonconstant rectifiable continuous mapping from a compact interval of the real line into X. A nonnegative Borel function g on X is an upper gradient of a function u on X if for all curves γ, we have
where x and y are the end points of γ and the curve integral is defined by using an arc-length parametrization, see [14, Section 2] where upper gradients were originally introduced. We interpret |u(x) − u(y)| = ∞ whenever at least one of |u(x)|, |u(y)| is infinite. We say that a family of curves Γ is of zero 1-modulus if there is a nonnegative Borel function ρ ∈ L 1 (X) such that for all curves γ ∈ Γ, the curve integral γ ρ ds is infinite. A property is said to hold for 1-almost every curve if it fails only for a curve family with zero 1-modulus. If g is a nonnegative µ-measurable function on X and (2.1) holds for 1-almost every curve, we say that g is a 1-weak upper gradient of u. By only considering curves γ in A ⊂ X, we can talk about a function g being a (1-weak) upper gradient of u in A.
Given a µ-measurable set H ⊂ X, we let
where the infimum is taken over all 1-weak upper gradients g of u in H. The substitute for the Sobolev space W 1,1 in the metric setting is the Newton-Sobolev space
which was first introduced in [29] . We understand a Newton-Sobolev function to be defined at every x ∈ H (even though · N 1,1 (H) is then only a seminorm). It is known that for any u ∈ N 1,1 loc (H) there exists a minimal 1-weak upper gradient of u in H, always denoted by g u , satisfying g u ≤ g a.e. in H, for any 1-weak upper gradient g ∈ L 1
loc (H) of u in H, see [4, Theorem 2.25] .
We will assume throughout the paper that X supports a (1, 1)-Poincaré inequality, meaning that there exist constants C P > 0 and λ ≥ 1 such that for every ball B(x, r), every u ∈ L 1 loc (X), and every upper gradient g of u, we have
where
The 1-capacity of a set A ⊂ X is defined as
where the infimum is taken over all functions u ∈ N 1,1 (X) such that u ≥ 1 in A. The variational 1-capacity of a set A ⊂ D with respect to a set D ⊂ X is defined as
where the infimum is taken over functions u ∈ N 1,1 (X) such that u ≥ 1 on A and u = 0 on X \ D.
Next we present the basic theory of functions of bounded variation on metric spaces. This was first developed in [1, 27] ; see also the monographs [2, 8, 9, 11, 32] for the classical theory in Euclidean spaces. We will always denote by Ω an open subset of X. Given a function u ∈ L 1 loc (Ω), we define the total variation of u in Ω as
where each g u i is the minimal 1-weak upper gradient of [27] , local Lipschitz constants were used in place of upper gradients, but the theory can be developed similarly with either definition.) We say that a function u ∈ L 1 (Ω) is of bounded variation, and denote u ∈ BV(Ω), if Du (Ω) < ∞. For an arbitrary set A ⊂ X, we define
In general, we understand the expression Du (A) < ∞ to mean that there exists some open set Ω ⊃ A such that u is defined on Ω with u ∈ L 1 loc (Ω) and
is a Borel measure on Ω. Note that this result does not require that Du (Ω) < ∞, as can be seen from the proof in [27] . We call Du the variation measure of u. A µ-measurable set E ⊂ X is said to be of finite perimeter if D χ E (X) < ∞, where χ E is the characteristic function of E. The perimeter of E in a set A ⊂ X is also denoted by
The measure-theoretic boundary ∂ * E of a set E ⊂ X is defined as the set of points x ∈ X at which both E and its complement have strictly positive upper density, i.e. lim sup
For an open set Ω ⊂ X and a µ-measurable set E ⊂ X with P (E, Ω) < ∞, we know that for any Borel set A ⊂ Ω,
where 
If Du (Ω) < ∞, then the formula holds with Ω replaced by any Borel set A ⊂ Ω. From this combined with (2.4), we obtain the absolute continuity
If we apply the (1, 1)-Poincaré inequality to sequences of approximating locally Lipschitz functions in the definition of the total variation, we get the following BV version: for every ball B(x, r) and every u ∈ L 1 loc (X), we have
The lower and upper approximate limits of a function u on X are defined respectively by
It is straightforward to check that these are always Borel functions. Unlike Newton-Sobolev functions, we understand BV functions to be µ-equivalence classes. To study fine properties, we need to consider the pointwise representatives u ∧ and u ∨ .
Recall that Newton-Sobolev functions are quasicontinuous; BV functions have the following partially analogous quasi-semicontinuity property, which was first proved in the Euclidean setting in [7, Theorem 2.5] .
Proof. This follows from [22 
This class was previously considered in [24] . It follows rather easily from the coarea formula (2.5) that for u ∈ BV 0 (D, Ω), defining u = 0 (a.e.) on Ω \ D, we have
see [24, Proposition 3.14].
Next we define the fine topology in the case p = 1.
Definition 2.12. We say that A ⊂ X is 1-thin at the point
We also say that a set U ⊂ X is 1-finely open if X \ U is 1-thin at every x ∈ U . Then we define the 1-fine topology as the collection of 1-finely open sets on X.
We denote the 1-fine interior of a set H ⊂ X, i.e. the largest 1-finely open set contained in H, by fine-int H. We denote the 1-fine closure of H, i.e. the smallest 1-finely closed set containing H, by H Throughout this paper we assume that (X, d, µ) is a complete metric space that is equipped with a doubling measure µ and supports a (1, 1)-Poincaré inequality.
3 Weak* convergence of the variation measure
In this section we prove some new results concerning the weak* convergence of the variation measure. First we collect some necessary existing results.
It follows almost directly from the definition of the total variation that this quantity is lower semicontinuous with respect to L 1 -convergence in open sets. We also have the following stronger fact.
Recall that we understand the expression Du (U ) < ∞ to mean that there is some open set Ω ⊃ U such that u ∈ L 1 loc (Ω) and Du (Ω) < ∞. We also have the following.
where each g u i is the minimal 1-weak upper gradient of u i in U .
From this it follows that if
where each g u i is the minimal 1-weak upper gradient of u i in U ; naturally any other 1-weak upper gradient can also be used. Note that integrals over a 1-quasiopen set U make sense, since every such set is µ-measurable, see [5, Lemma 9.3] . The variation measure is always absolutely continuous with respect to the 1-capacity, in the following sense. 
by Lemma 3.4. The set H is Du -measurable since it is a Borel set, and then also U is Du -measurable. Lemma 3.6. Let U ⊂ X be 1-quasiopen and let V ⊂ U be 1-quasiopen with respect to U . Then V is 1-quasiopen. then Du i → Du weakly* as measures in Ω. Using Theorem 3.1 we will show that in fact the measures converge in a stronger topology, namely in the dual of quasicontinuous functions instead of continuous ones. This result may naturally be of independent interest and so we prove it in somewhat greater generality than is necessary for our purposes.
where each g u i is the minimal 1-weak upper gradient of u i in U , then
for every bounded 1-quasicontinuous function η on U .
Proof. We follow an argument that can be found e.g. in [2, Proposition 1.80]. Let η be a 1-quasicontinuous bounded function on U . By replacing η by aη +b for suitable a, b ∈ R, we can assume that 0 ≤ η ≤ 1. Note that every super-level set {η > t}, t ∈ R, is 1-quasiopen with respect to U , and thus 1-quasiopen by Lemma 3.6. By Lemma 3.5, 1-quasiopen sets are Du -measurable, and so the integrals in the formulation of the proposition make sense. Let ρ be a nonnegative real-valued 1-quasicontinuous function on U . By Cavalieri's principle, Fatou's lemma, and Theorem 3.1 we have 
and using the fact that Du i (U ) → Du (U ) as well as (3.8) with the choices ρ = η and ρ = 1 − η, we obtain the first claim. The second claim if proved analogously, using (3.3) instead of Theorem 3.1.
Now we get the following result which we will use in the sequel.
for every nonnegative bounded 1-quasi upper semicontinuous function η on U .
Proof. Take M > 0 such that 0 ≤ η ≤ M on U . For each j ∈ N we find an open set G j ⊂ X such that Cap 1 (G j ) < 1/j and η| U \G j is upper semicontinuous. Then each η j := χ U \G j η is upper semicontinuous on U . Let
It is easy to check that η j ≤ η j,k ≤ M , η j,k ∈ Lip(U ), and η j,k ց η j pointwise as k → ∞. Fix ε > 0. By Lemma 3.4 we find 0 < δ < ε such that whenever A ⊂ U with Cap 1 (A) < δ, then Du (A) < ε. Choose j ∈ N such that Cap(G j ) < δ. Then, using Lebesgue's dominated convergence theorem, choose
By Theorem 2.14 we know that X \ G j 1 is a 1-quasiopen set, and then so is U \ G j 1 , since it is easy to check that the intersection of two 1-quasiopen sets is 1-quasiopen (this fact is also proved in [10, Lemma 2.3]). Thus by (3.10) and (3.3) we have that
Since ε > 0 was arbitrary, we have the result.
Proof of the Leibniz rule
In this section we prove the Leibniz rule for BV functions, Theorem 1.3. Again, Ω always denotes an open set. First we note that the total variation is lower semicontinuous not only with respect to L 1 loc -convergence, but also pointwise convergence.
Proposition 4.1. Let u be finite a.e. on Ω and let
In particular, if the right-hand side is finite, then u ∈ L 1 loc (Ω).
Proof. We can assume that the right-hand side is finite. Let B(x, r) be a ball such that B(x, λr) ⊂ Ω. By the Poincaré inequality (2.8),
by Fatou's lemma. Since lim i→∞ (u i ) + exists and is finite a.e., we conclude that lim inf i→∞ ((u i ) + ) B(x,r) is finite. By another application of Fatou's lemma, it follows that (u + ) B(x,r) is finite.
(Ω) by Lebesgue's dominated convergence theorem, and so
On the other hand, since we now know that u ∈ L 1 loc (Ω), we also know that u M → u in L 1 loc (Ω) as M → ∞, and so
The result follows.
Now we turn to the proof of the Leibniz rule. As we recall from the introduction, the Leibniz rule for Newton-Sobolev functions is a standard result also in metric spaces. We begin by noting that the rule is easy to extend to the case where one of the functions is a BV function.
Proof. By the definition of the total variation, we find a sequence (
By truncating if necessary, we can assume that
, and by passing to a subsequence (not relabeled) we can assume that u i → u a.e. in Ω. Also, ηu i → ηu in L 1 loc (Ω), and so by lower semicontinuity and the Leibniz rule for Newton-Sobolev functions (see [4, Theorem 2.15] 
by the second part of Proposition 3.7 (recall that the Newton-Sobolev function η is quasicontinuous by e.g. [4, Theorem 5.29] ) and by Lebesgue's dominated convergence theorem.
This first step of proving the BV Leibniz rule was essentially the same as in [16] . However, to handle the case where both functions are BV functions (or even more generally locally integrable functions), we will rely on the theory of Section 3 as well as the following results.
Next we note that Federer's characterization of sets of finite perimeter holds also in metric spaces. In both cases it follows that x / ∈ ∂ * {u > t}. Clearly this is true also for every x ∈ Ω \ W . In conclusion, H(∂ * {u > t} ∩ Ω \ W ) = 0 for every t = 0. By the coarea formula (2.5) we know that P ({u > t}, W ) < ∞ for a.e. t ∈ R. For such t = 0, by (2.4) we have
By Theorem 4.4 it follows that
where the last equality follows from the coarea formula (2.5). Since now ∞ −∞ P ({u > t}, Ω) dt < ∞, by another application of the coarea formula we find that Du (Ω) < ∞. From (4.6) we easily get u ∧ (x) = u ∨ (x) = 0 for H-a.e. x ∈ Ω \ W . In conclusion, u ∈ BV 0 (W, Ω). Now we prove our main result, which we restate here. Proof of Theorem 4.7. First assume that Ω is bounded, that u, v ∈ L ∞ (Ω), and that
Under our assumptions, we can in fact also assume that (u i ) ⊂ N 1,1 (Ω) with u i → u in L 1 (Ω). By (2.7) and by the lower semicontinuity of the total variation, it follows that also lim i→∞ Du i (Ω) = Du (Ω). By Lemma 4.2 we have for
We pass to a subsequence of (u i ) (not relabeled) for which the conclusion of Theorem 4.3 holds. Note that now also for H-a.e. x ∈ Ω, lim sup
Since the u i are continuous functions, of course u i = u ∧ i = u ∨ i . Now by Theorem 4.3 we have for H-a.e. x ∈ Ω, and thus also for Dv -a.e. x ∈ Ω (recall (2.6)) lim sup 
Since Dv (Ω) < ∞, clearly also D|v| (Ω) < ∞, and so by Proposition 2.9, |v| ∨ is a bounded 1-quasi upper semicontinuous function on Ω. Thus we have by Proposition 3.9
, by lower semicontinuity and by (4.10) we now have
which is the desired result. Now we drop the assumption that Du (Ω) < ∞ and Dv (Ω) < ∞. We can assume that the right-hand side of (4.8) is finite. Let
Then necessarily Du (A k ) < ∞ and Dv (A k ) < ∞, and so for some open set W k with
Letting k → ∞, by Theorem 2.3 we get for consisting of the two coordinate axes. Equip this space with the Euclidean metric inherited from R 2 , and let µ be the 1-dimensional Hausdorff measure. It is straightforward to check that this measure is doubling and supports a (1, 1)-Poincaré inequality. Let u := χ X − χ {x 2 >0} ∈ BV loc (X) and v := χ X − χ {x 1 >0} ∈ BV loc (X).
For brevity, denote the origin (0, 0) by 0. It is straightforward to check that Du (X) = Du (0) = Dv (X) = Dv (0) = 1, and that D(uv) (X) = D(uv) (0) ≤ 2. To see that in fact equality holds, take a sequence (u i ) ⊂ Lip loc (X) such that u i → uv in L 1 loc (X). Passing to a subsequence (not relabeled) we have also u i → uv a.e. in X. Thus we find 0 < t < 1 such that for the points x 1 := (t, 0), Since ε > 0 was arbitrary, it follows that D(uv) (X) ≥ 2 and so in fact equality holds.
In conclusion, Remark 4.14. Consider inequality (4.10) in the proof of Theorem 4.7,
In the proof of the Leibniz rule given in [16] (recall Proposition 1.2), the functions u i were taken to be discrete convolution approximations of u, because such approximations and their upper gradients can be described by explicit formulas which enables analysis of limiting behavior. However, this produces the constant C ≥ 1 in the end result. We are able to avoid this constant by exploiting the convenient way in which two BV functions "pair up" on the right-hand side of (4.10): the pointwise convergence of (u i ) is Dv -almost everywhere, and the weak* convergence of g u i dµ is in a strong enough topology that |v| ∨ can act as a test function.
