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Introduction
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The problem of data visualization consists of generating a bi-dimensional projection of a high-dimensional data set. One 43 of its aims is to make the different classes in the original data set be shown as distinct clusters in a bi-dimensional projection. 44 In this sense, a good projection will have two desirable characteristics: no instances of a certain class in the original data set 45 will be placed in the cluster of a different class in the projection, and the clusters for the different classes should be well 46 defined and separated from each other. 47 An optimized (concerning classification) bi-dimensional projection of the data may allow a visual inspection of the data 48 sets, retrieving information about shape and separation of the clusters. When new data instances are presented to this cal-49 culated projection, it is possible to easily assess how strongly the new data points are associated to the classes by looking at 50 their location in the projected space. Even in case a data point lays far away from all the clusters, this may lead the profes-51 sional examining the data to suspect the existence of a new class not previously considered, or that this data point does not 52 in fact belong to any of the groups. In other words, a good projection is a tool for increasing the understanding of a data set. 53 Data visualization is very important for medical applications. One such example is flow cytometry, a widely used tech-54 nique essential to the diagnosis and follow-up of a wide spectrum of diseases, including HIV-infection and clonal hemato-55 logical disorders such as acute and chronic leukemias and non-Hodgkin's lymphomas [16] . Flow cytometry data sets contain 56 from tens of thousands to millions of observations, with dozens of attributes. Due to the unique way in which a disease pre-57 sents itself in different patients, it is important not only to classify a particular data point as one of multiple sub-classes, but 58 also to observe how far it deviates from the known clusters. For this task, observation of projected data sets by experienced 59 practitioners is essential. There is a lot of interest in applying computational methods for the analysis of flow cytometry 60 problems [3, 17, 18] . 61 An early proposal of the use of projections to visualize multidimensional data was the Grand Tour [1] . The Grand Tour 62 uses a series of rotations of an orthogonal bi-dimensional projection to provide multiple views of the same data. However, 63 it does not include a criterion for choosing one projection over another. One such criterion is the PCA [11] , where the two 64 directions with greatest variance are used as the bi-dimensional projection. Supervised criteria have also been used to 65 choose the best projection for visualization. We mention among these the LDA [8] , and the LF [30] . 66 A different family of visualization methods includes multidimensional scaling (MDS) [22] and its variations, such as the 67 supervised MDS [27] . These methods are essentially different from the previous ones in that they calculate the bi-dimen-68 sional data points based on the distances among the observations, instead of making a linear transformation of the original 69 attributes. 70 In this paper, we propose a new method for generating bi-dimensional projections for data visualization, aiming at better 71 cluster separation on R 2 . A Differential Evolution algorithm is used to generate projections with an optimal value for the 72 Cauchy-Schwartz divergence measure. 73 Differential Evolution (DE) is a meta-heuristic for parameter optimization [19, 23] . Based on Evolutionary Algorithms, the 74 DE creates a random set of candidate solutions to the optimization problem, and mixes the best performing solutions 75 through a set of genetics-based operations (mutation and crossover). 76 Recently, DE has seen a lot of use in the fields of data clustering [6, 14] and classification [5] . The problem of data visu-77 alization is closely related to the clustering and classification problems, in that it is important to define a measure of diver-78 gence between data points, and determine whether data clusters contain points of a single label. Because of this, DE success 79 in these field is of special interest to us. In particular, DE has been shown to be robust regarding noise in the classification 80 domain [12] , something that is also hinted at in the results of this work. 81 The proposed method is tested on a number of experiments, both from synthetic and real world data sets. The results of 82 these experiments are compared with those of the classic PCA and a newer visualization method based on the optimization 83 of a likelihood measure. 84 The results indicate that the proposed method is able to generate projections with good cluster separation. The proposed 85 method is robust regarding initial conditions and noisy attributes. 86 
Methodology
87
Let X be a sample of size n comprised of a set of m-dimensional observations fx 1 ; x 2 ; . . . ; x n ; x i 2 R m ; i ¼ 1; . . . ng. To each 88 observation x i we assign one out of k possible labels, L 1 , L 2 , . . . , L k . 89 The problem of visualization as described in this paper consists of finding a function PðxÞ ¼ x 0 , P : R m ! R 2 , where m is the 90 number of dimensions in the original data set. In other words, a ''projection function'' that transforms a point x in R m into a 91 point x 0 in R 2 . 92 A successful projection function P is one that, given a point x 2 R m belonging to class L i , then PðxÞ 2 R 2 will be close to 93 other points labeled as L i and distant from points labeled as L j , ij. Such a projection is said to have well separated clusters 94 corresponding to each label. 95 A key issue when addressing this problem is how to define ''well separated clusters'' [10] . Divergence measures allow the 96 quantification of the difference between two probability distributions [4] . Let us consider a divergence measure D(X 0 ) that 97 increases as the clusters in X 0 are well separated. In this case, the visualization problem turns into finding the projection func-98 tion P(X) that maximizes D(P(X)).
99
To solve this problem we propose the use of a Differential Evolution algorithm to generate bi-dimensional projections 100 that maximize the Cauchy-Schwartz divergence measure among the projected clusters. Each component will be detailed 101 in the following subsections. 102 2.1. Cauchy-Schwartz divergence measure 103 We use the distance between probability distribution functions to quantify how far one cluster is from another. Accord-104 ingly, we propose the use of the Cauchy-Schwartz divergence D CÀS [28] as a measure of the distance between clusters in the 105 projected space where X 0 lays. For two probability distribution functions (pdf's) p and q, D CÀS is calculated as
108 108
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In this equation, log R p 2 ðxÞ dx is the estimation for the quadratic density of p. This is equivalent to the negative of the Renyi 110 quadratic entropy of p. In the same way, À2 log R pðxÞqðxÞ dx measures the interaction between the two pdf's p and q.
111
Note that, clearly, D CÀS (p, p) = 0 and D CÀS (p, q) = D CÀS (q, p) for any pdf's p and q. Besides, D CÀS (p, q) P 0 [21, 28] . Neverthe-112 less, it is worth noting that the D CÀS is not a metric, since it does not satisfy the triangle inequality [28] . 113 Let us consider a data set with two associated labels, L 1 and L 2 , as having been generated by two pdf's p and q resulting in 114 the projected observations X 0 1 and X 0 2 , respectively. It follows that the distance between clusters associated to L 1 and L 2 may Please cite this article in press as: R.T. Peres be measured through D CÀS (p,q). Therefore, if there are two projections where the D CÀS value calculated for the second pro-116 jection is greater than the one calculated for the first, then the clusters in the second projection are better separated than 117 those in the first one. 118 The divergence calculation implies, in general, the necessity of estimating the involved pdf's. This can be especially hard 119 for continuous problems, due to the need of some sort of discretization procedure. The Information Theoretic Learning (ITL) 120 approach overcomes this setback. It was proposed in [20], and is briefly described below. 121 Let N 1 and N 2 be the sizes of the samples generated by pdf's p and q, respectively. These pdf's may be estimated 122 through a Parzen Windows approach [7]. Accordingly, let G r 2 ðxÞ be the Gaussian probability function with zero mean and 123 variance r 2 124
An estimatep of the pdf p, using G r 2 p as kernel, is given by Zp The last equality in Eq. (4) results from the convolution theorem for Gaussians [21, 25] . It is quite interesting to note that the 136 final expression of Eq. (4) depends exclusively on the observations x i and the kernel width r 2 p þ r 2 q .
137
In a similar manner we have
140 140 141 and 142 Zq 2 ðxÞ dx ¼ 1 
The D CÀS was originally proposed for cases with two labels. We define a simple extension of the D CÀS measure for k pdf's p 1 , 150 p 2 , . . . , p k . Each pdf is associated to one of k, and the number of observations in X associated with each label is n i P k i n i ¼ n . 151 Let us divide Eq. (7) in two parts, the first where we calculate the estimation of the quadratic density for each pdf (com-152 posed of Eqs. (5) and (6)), and the second where we calculate the interaction between the pdf's (Eq. (4)). 153 We can extend the first part for k labels by adding the estimation of the quadratic density of the pdf's associated to every 154 label. First, let's define x li as the ith element in X with label l. Now, for each label l 2 1, 2, . . . , k, we calculate 155
The second part of Eq. (7) calculates the Clustering Evaluation Function (CEF), as defined in [9] . The CEF measures the dis-159 tance between the clusters using an information theoretic approach. In [9], a generalization of the CEF is defined for multiple 160 clusters. If one associates each of the k labels to a cluster, the CEF can be written as 161 In any optimization algorithm based on a utility measure, such as the Differential Evolution (DE), the computational com-172 plexity of the utility measure is of great concern.
173 By close inspection of Eqs. (8)- (10), we can deduce that the computational cost of D CS is quadratic on the number of data 174 points (n). 175 Let's assume a constant cost for the calculation of G r (x i À x j ) (this can be assumed because we know that x 0 i 2 R 2 ). Because 176 of the membership function M(x i , x j ) in (9), we can calculate the sum of both Eqs. (8) and (9) for i = 1 to n do Having defined a quality measure for the class separation of a projection, the next goal is to build a routine to search the 201 projection that maximizes this measure. 202 In this work, we will search for a linear projection. This linear projection is defined by two parameter vectors A 1 and A 2 , 203 where A i ¼ a i1 ; a i2 ; . . . ; a im j a ij 2 R. The projection function is then defined as
. Therefore, We want to 204 find A 1 and A 2 that maximize D CÀS for the projection. 205 We use Differential Evolution (DE) [19,23] to search for these parameter vectors. DE is a simple and powerful populational 206 optimization heuristic inspired by biological evolutionary processes. Its main steps can be briefly described as follows. 207 DE starts with a set P of p candidate solutions, each generated randomly. Each candidate solution A i 2 P is represented as 208 array of parameters A i ¼ a i 1; a i 2; . . . ; a i m j a ij 2 R, where m is the number of dimensions (attributes) given by the data set. 209 The values of a 1 , . . . , a m for each A i in the initial set P are randomly drawn from a uniform distribution from À1 to 1. In DE 210 literature, the set P is sometimes called a population, and each candidate solution A i an individual.
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The next step is to iterate this candidate set. At every iteration (sometimes called a generation), each candidate A i 2 P is 212 evaluated using the D CS . The resulting utility value is stored as V(A i ). 213 After the evaluation step, each candidate solution A i tries to create a new candidate solution A 0 i using a procedure called 214 ''differential crossover''. This procedure takes three steps. First, three solutions A a , A b and A c 2 Pjabc, are randomly se-215 lected. Then, a temporary individual A t is generated as
218 218 219 where F is the differential weight parameter. The third step is to generate A 0 i from A t and A i as follows. For each j 2 1. . .m, the 220 value of a 0 ij in A 0 i is taken from either A t (with probability CR) or from A i (with probability 1 À CR). The parameter CR is called 221 the Crossover Probability.
222
After A 0 i is generated, its utility value VðA 0 i Þ is calculated. If VðA 0 i Þ > AðA i Þ, then A 0 i replaces A i in P. Else, it is discarded. 223 The evaluation and differential crossover step composes one iteration of the DE algorithm. Iterations are repeated until a 224 certain stop criterion, such as a fixed number of iterations or a fixed number of evaluations, is reached. At that moment, the 225 candidate solution in P with the highest utility value is chosen as the projection generated by the algorithm. 226 By using the differential crossover operator, DE is able to sample the solution space at promising locations. This operator, 227 allied with a large number of solutions in the initial set, allows DE to avoid getting stuck in local optima [15] . This makes DE 228 particularly useful for real-valued, multi modal parameter optimization domains. 229 In this work, the values used for the DE parameters are: Size of the initial set p = 50, F = 0.8, CR = 0.9, and maximum num- The DE optimization method generates an array of values in R. These values are weights for the attributes in the data set, 233 and define a one-dimensional projection of the data set that maximizes the D CÀS measure. 234 In order to acquire a second projection, allowing for a bi-dimensional visualization, we execute the DE optimization of 235 D CÀS a second time. Furthermore, we force the second projection to be orthogonal to the first. Some ways to do this are de-236 scribed by Zhu [29] . In this work we use a transformation on the data based on the first projection. 237 To calculate this transformation for solution A given by DE, we find the matrix T such that To analyze and validate the performance of the proposed method, we executed two sets of experiments. In the first set of 251 experiments, synthetic data sets were used to test the robustness of the optimization heuristic to its initial conditions and 252 the robustness of the method to very noisy dimensions, respectively. In the second set of experiments, the proposed method 253 was exposed to real world data sets. The first data set is composed of 600 R 2 observations. For each observation, 2 values, x 1 and x 2 , were drawn from a uni-256 form distribution between 0 and 1 inclusive. Each observation where 1 3 < x 1 < 2 3 was assigned to class 1, and the other obser-257 vations assigned to class 2. The resulting data set can be seen in Fig. 2a , where the circles represent class 1, and the triangles 258 represent class 2. 259 The two classes in this data set are in fact separable in just one dimension. The purpose of this experiment was to test how 260 reliably the different methods were able to pick this dimension as the optimal projection. 261 The following five data sets were designed to test the robustness of the methods to noise. Each data set has 600 obser-262 vations belonging to three classes (200 observations for each class). Each data set has 3,4,7,12 and 22 dimensions. For each 263 data set, the observations were generated as follows: x 1 was drawn from a Normal distribution with standard deviation 1 and 264 mean 0 for classes 1 and 3, and mean À6 or 6 (equal probability) for class 2; x 2 was drawn from a Normal distribution with 265 standard deviation 1 and mean 0 for classes 1 and 2, and mean À6 or 6 (equal probability) for class 3; all the other dimen-266 sions x i j i > 2 were drawn from a uniform distribution from À10 to 10.
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In other words, the first two dimensions are the same for all sets, and then each set has an increasing number of noise 268 dimensions (1, 2, 5, 10 and 20, respectively). A plot of the first two dimensions can be seen in Fig. 1.   269 
Real world data sets 270
The third and fourth data sets are the ''Pen Digits'' and the ''Lung Cancer'' data sets, taken from the UCI Machine Learning 271 Repository. 272 The ''Pen Digits'' data set consists of 16 features (attributes) extracted from samples of hand written digits from 0 to 9. The 273 goal was to recognize the difference between these digits. For ease of visualization, we select three digits at a time. In this 274 paper we report the results for the following digit groups: (0, 6, 9), (1, 3, 7), (1, 4, 7) and (2, 5, 8). The data set was separated 275 into a training and a validation subset. The projection was generated from the training subset, and then it was applied to 276 the validation subset for analysis of the results. The sixth data set compares monocytes and neutrophils (classes 1 and 2) These classes have 5582 and 8989 observations, 289 respectively. We took 300 observations from each class (600 total), and used these as the training set. The optimal projection 290 was calculated from the training set. The remaining observations were used as the validation data to display the results. 291 The seventh data set compares plasmocytoid dendritic cells and neutrophils (classes 1 and 2) These classes have 140 and 292 8989 observations, respectively. We took all 140 observations from class 1 and 200 observations from class 2 for the training 293 data set. All the observations are used for the validation set. 294 3.3. Two methods for comparison 295 We compared the results of our method in the described experiments with those of two methods for data visualization: 296 the classical Principal Component Analysis (PCA) [11] and the Zhu-Hastie method (ZH) [30] . 297 To generate two projection dimensions with the PCA, we used the first and the second principal components as the first 298 and the second dimensions in the projection. The LR measure used by the Zhu-Hastie method, and the Dcs measure used in the proposed method both depend on the 306 kernel width parameter. The choice of kernel width has a significant impact on results [13, 24] , and is a hard problem in gen-307 eral for divergence measures that compare pdfs. 308 We used a grid search methodology to find the best kernel value for each method. In each experiment, we execute both 309 methods using the following values as the kernel width for each label l: {r l , r l /20, r l /40, r l /60, r l /80 and r l /100}. The best 310 result for each method is reported here (along with its respective kernel value). 311 As a general trend, we found out that smaller kernel values (larger denominators) produced less reliable results for the 312 proposed method. For the Zhu-Hastie method, on the other hand, we could not find such a noticeable trend. Table 1 illus-313 trates this findings. 314 It is important to note that on Table 1 , higher divergence values do not necessarily represent better solutions. While we 315 are interested in maximizing the divergence value for a given projection, decreasing the kernel width usually results in an Fig. 1 . The separable part of the data for experiment 2. To this data, a number of noise dimensions is added. Circles, crosses and stars represent the three different labels. In the first experiment we evaluated the robustness of the optimization heuristic to random initialization. The goal of 321 each run was to find the one-dimensional projection that best separates the two classes in the data set. Fig. 2a shows the 322 original data. For this data set, the ideal projection is to simply take the value in the horizontal axis. 323 We executed a hundred runs with the ZH method and with the proposed method. To evaluate the results, we calculated 324 the distance between the projections found by each method and the ideal projection. This distance is calculated as the cosine 325 between the projection and the horizontal axis. An optimal projection would have a cosine value of 1. 326 Fig. 2b and c shows the distances of the projections found by each method as a histogram of cosine values. The ZH method 327 turned out to be quite sensitive to initialization, reaching a number of non-optimal solutions. The proposed method was able 328 to find the optimal projection in almost all the runs. 329 In Table 2 we see the average cosine value for the solutions generated by two methods, and its standard deviation. We 330 also added the cosine value of the projection found by the PCA which does not depend on initial conditions. We can see that 331 the PCA was not able to separate well in this experiment, since the direction with greatest variance of the data set is the 332 diagonal of the rectangle described by the data. 333 In the second experiment the three methods (the proposed method, PCA, and ZH) were requested to find a bi-dimensional 334 projection for a data set composed of 2 dimensions with actual data (as shown in Fig. 1 ), and 1, 2, 5, 10 or 20 noise dimen-335 sions. The results can be seen in Fig. 3 . 336 The results can be seen in Fig. 3 . 337 For the instance with only 1 noise dimension, the PCA was not able to separate two of the three classes. This is expected, 338 since the variance in the noise dimension is much higher than the variance of the other two dimensions. The ZH Method 339 performed better than the PCA, but two of the three clusters were still very mixed. The proposed method found a bi-dimen-340 sional projection of the data with well separated clusters. 341 For the instance with two noise dimensions, the PCA is no longer able to separate the classes at all. The ZH method also 342 fails to separate the classes, but a sort of ''layer'' structure is kept. The proposed method still manages to generate a well 343 separated projection. 344 For 5 and 10 noise dimensions, both the PCA and the ZH are unable to separate the data, and show similar results. The 345 proposed method is still able to separate the classes, but for 10 noise dimensions the clusters start to mix. For 20 noise 346 dimensions, all three methods show the same mixed result (not shown in the figure). the data sets including the digits 1 and 7, the proposed method has a slightly better separation of these two clusters than the 353 ZH and the PCA. In the ''0, 3 and 9'' and the ''2, 5 and 8'', it is harder to tell which is the better projection. 354 Fig. 5 shows the results for the Lung Cancer. Here, the PCA and the ZH methods did not separate the clusters at all 355 (although the PCA roughly ordered the cases by cluster in the X axis). The proposed method managed to separate the classes, 356 but a few elements of class 2 fell in the wrong cluster. 357 Figs. 6-8 show the results for the flow cytometry data sets. In the first cytometry data set ( Fig. 6) , with three classes, the 358 PCA was not able to separate the monocytes-related dendritic cluster from the plasmocytoid dendritic cluster, and barely 359 managed to separate these two clusters from the B-lymphocytes class. The ZH method generated different clusters for 360 the three classes, but the clusters were too close to each other, and there was a confusion region in the borders. The proposed 361 method, on the other hand, clearly separated the three classes into visually different clusters. For the other two cytometry data sets (Figs. 7 and 8) all methods created well defined clusters, but the projections of the 363 ZH and the proposed method were more compact than those of the PCA. This is desirable, since it suggests that out-of-364 sample points are less likely to be placed in the wrong cluster. Also, the distance between the two clusters is much larger 365 in the proposed method than in the ZH or PCA. 366 
Discussion and conclusion
367
In this paper, we have introduced a new system for the visualization of multi-dimensional data as a bi dimensional image. 368 This system uses an extension of the Cauchy-Schwartz divergence measure for multiple clusters as the measure of the projection's quality, and Differential Evolution to generate a projection function that maximizes this measure. Using this 370 method, we promote the bi-dimensional visualization of high-dimensional data sets with optimized cluster separation. 371 Using experiments with synthetic data, we have shown that our method is generally robust, specially regarding the 372 addition of noise to the data set. We compared this result with the PCA, a well established and broadly used method for data 373 visualization, and a recently proposed method that also uses a divergence measure as its metric. 374 It is worth mentioning that very good results were recently published using the PCA for flow cytometry data [2] . The pro-375 posed method produced clearly better results than the PCA for some of the cytometry data sets (Fig. 6a and c) . This shows a 376 promising perspective concerning its application in this area. 377 On the experiments with real world data sets, the proposed method was generally competent at generating informative 378 projections of the data. For these experiments, it is harder to set an objective measure of cluster separation: each method 379 optimizes a different divergence measure, so their value cannot be used to compare the methods directly. 380 Still, we can observe that the Cauchy-Schwartz divergence measure was able to define projections where the clusters are 381 well separated. The sum of the quadratic densities of the labels promotes compact clusters, while the use of the Cluster 382 Evaluation Function (CEF) promotes the separation between them. 383 Differential Evolution showed to be a good method for optimizing a projection based on D CÀS as a utility measure. Further The findings on this work suggest a number of ways that research can take place in order to improve available solutions to 387 the data visualization problem. 388 Firstly, there is a concern regarding the time complexity of the D CS . While the method as is has performed well on current 389 problems, it may be slower to train on data sets with a larger number of cases. However, population-based meta-heuristic 390 optimization methods, such as DE, are ''embarrassingly parallel'' algorithms. We are currently concentrating our efforts on 391 the development of a parallel version of the DE-DCS system. 392 Also, we observe that the two parts of the D CÀS , the CEF and the Quadratic Density, measure essentially different things. 393 Because of this, it would be interesting to try and treat them as different objectives in a multi-objective optimization system. 394 This would generate a Pareto set of solutions, allowing for the selection of the most appropriate ones, depending on the pri-395 orities for the visualization of a particular data set. 396 Another interesting topic is how to evaluate the quality of bi-dimensional data projections for human consumption. For 397 two different divergence criteria, how to determine which one, when optimized, produces the better image? In this case 398 ''better'' is heavily dependent on the context of the problem being approached, and a careful selection of human judges 399 or comparison metrics is necessary. 400 
