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Abstract
This paper proposes a simple encoding scheme for words using principles of Vector Symbolic
Architectures. The proposed encoding allows ﬁnding a valid word in the dictionary for a
given permuted word (represented using the proposed approach) using only a single operation
– calculation of Hamming distance to the distributed representations of valid words in the
dictionary. The proposed encoding scheme can be used as an additional processing mechanism
for models of word embedding, which also form vectors to represent the meanings of words, in
order to match the distorted words in the text to the valid words in the dictionary.
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1 Introduction
In recent years word embedding models capturing similarity of usage and meaning of words have
gained signiﬁcant attention in the research community. These models represent words as vectors
in a high-dimensional space. Vectors are formed by processing large text corpora, for example,
by counting the co-occurrence of words in documents. Other models take into account a window
of words around the current word of interest. There are many word embedding vector models,
for example, Latent Semantic Analysis [1], Random Indexing [2], Context Vectors, Word2Vec
[3], and BEAGLE [4]. These models have several potential applications in the area of natural
language processing including [5] document retrieval, synonym tests, semantic similarity search,
word sense disambiguation, and bilingual information extraction.
Despite the ability of these models to form the representation of the usage and semantics
of words, the models are brittle to distorted input strings such as typographical errors. This
is unlike human beings, who are able to cope with the distorted words. A simple example of
this fact is an Internet meme, the so-called “Cambridge test”. Readers are presented with a
text of words with scrambled letters (referred to later as permuted words). It appears that
most people do not have any problems understanding the text similar to one illustrated in
the left box in Figure 1. Note, that this “Cambridge test” should not be considered as a well
studied scientiﬁc eﬀect. As it is described in [6, 7] there was no such study done at Cambridge
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University. Some related research can be traced to the work of Graham Rawlinson [8], which
found that randomizing letters in the middle of words has little or no eﬀect on the ability to
understand the text. For human readers the multi-word context also plays an important role.
The relevant point for the purposes of this paper is that permutation of the letters within a
word does not prevent its recognition and the presence of the correct letters, even though in
the wrong order, provides some cues to recognition. This eﬀect was our inspiration to create
an encoding scheme forming a distributed representation of a word, which resists the eﬀect of
locally permuted letters.
Figure 1: The reconstruction process of the permuted text the of “Cambridge test”.
To the best of our knowledge the approaches used in text editors and search engines [9]
account only for simple permutations, e.g. permutation of two adjacent letters, because it
would require non-linear complexity to estimate the similarity between an arbitrarily distorted
word and valid words in the dictionary. For example, Levenshtein distance, which handles
arbitrary distortion (permuting letters, substitution of a letter by another letter, and insertion
of a new letter), requires O(n · m) operations for every pair of words where n and m are the
lengths of the two words. This paper considers only the case of permuted words.
This paper proposes an encoding scheme that allows a valid word to be found in the dic-
tionary from a given permuted word, using only a single operation – calculation of Hamming
distance to the distributed representations of valid words in the dictionary. The overhead of
the approach (see Figure 1) is the maintenance of the memory storing the distributed repre-
sentations of words from the dictionary. The distributed representation of a word is formed
using high-dimensional random vectors and operations on them. The paradigm of such a data
representation is called Vector Symbolic Architectures (VSAs).
This article is structured as follows. Section 2 provides the fundamentals of the theory of
Vector Symbolic Architectures and Binary Spatter Codes (a speciﬁc instance of VSA) relevant
to the scope of the article. Section 3 presents the main contribution of this article – a VSA-
based, permutation invariant, encoding scheme for words. The performance evaluation of the
proposed scheme is given in Section 4. The conclusions are presented in Section 5.
2 Fundamentals of Vector Symbolic Architecture
Distributed data representation is widely used for computer based semantic reasoning [10], [11].
The cognitive capabilities achievable using distributed representations have been demonstrated
by creating systems capable of solving Raven’s progressive matrices [12, 13] and via the imitation
of concept learning in honey bees [14, 15]. Recently they were also applied in several distributed
semantic [16] and signal processing [17, 18, 19, 20, 21, 22, 23] applications.
VSAs are a family of bio-inspired high-dimensional vector representations of structured
knowledge and operations on those vector representations. In this paper we use only the Binary
Spatter Code variant of VSAs [10], in which the individual elements only take the binary values
“0” or “1”. Their development was stimulated by studies on brain activity that showed that
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the processing of even simple mental events involves simultaneous activity in many dispersed
neurons. The activity pattern of a population of neurons can be modelled as vector in a vector
space by associating each neuron with a basis dimension of the space and representing the
activity level of each neuron as the projection of the vector onto the dimension corresponding
to the neuron.
VSAs can be viewed as an abstraction of distributed neural systems that can be easily
mapped back to a neural implementation, but the interesting properties of the VSA system arise
from the mathematical properties of the vector space rather than its neural implementation.
Information in VSAs is represented in a distributed fashion. A single, unitary concept is
represented with a codeword instantiated as a high dimensional vector (HD-vector). These
representational vector vector spaces are generally of dimension at least 500, and typically
much higher.
Randomness means that the values of each element of an HD-vector are independent of
each other, and “0” and “1” components have approximately the same density, i.e. ρ0 ≈
ρ1 ≈ 0.5. In very high dimensional spaces, the Hamming distance between two arbitrarily
chosen HD-vectors is very strongly concentrated around 0.5. That is, arbitrarily chosen HD-
vectors are, with overwhelmingly high probability, almost orthogonal (i.e. eﬀectively dissimilar).
This is similar to the behaviour of symbolic representations – arbitrarily chosen symbols are
generally diﬀerent. Interested readers are referred to [10] and [24] for comprehensive analysis
of probabilistic properties of the hyperdimensional representation space.
Similarity metric. The similarity between two binary vector representations is character-
ized by the Hamming distance (i.e. the Hamming weight of the result of the bit-wise XOR of
the two vectors). This measures the number of positions in the two compared vectors in which
they have diﬀerent values: ΔH(A,B) =
‖A⊗B‖1
n =
∑n−1
i=0 ai⊗bi
n , where ai, bi are bits at position
i in vectors A and B of dimension n, ‖.‖1 is the Hamming weight (the count of elements having
the value 1), and ⊗ denotes the bit-wise XOR operation.
Generation of HD-vectors. Several random binary vectors with the above properties
can be generated from one such vector via permutation, of which the cyclic shift operation
[25] is an instance. Using this operation, a sequence of K vectors, which are dissimilar to a
given initial random HD-vector A (i.e. the normalized Hamming distance between them equals
approximately 0.5) are obtained by cyclically shifting A by i positions, where −K ≤ i ≤ K 
d. This operation is denoted here as Sh(A, i). The cyclic shift operation has the following
properties:
• it is invertible, i.e. if B = Sh(A, i) then A = Sh(B,−i),
• it is associative in the sense that Sh(B, i+ j) = Sh(Sh(B, i), j) = Sh(Sh(B, j), i),
• it preserves the Hamming weight of the result: ‖B‖1 = ‖Sh(B, i)‖1, and
• the result is dissimilar to the vector being shifted: ΔH(B, Sh(B, i)) ≈ 0.5.
Note that the cyclic shift is a special case of the permutation operation [10]. In the context
of VSA, permutations have been used to encode a variety of data structures, including sequences
of semantically-bound elements [16].
Bundling of vectors. The bundling operation is used to combine multiple entities into
one structure, analogous to adding elements to a set. It is implemented here by a thresholded
sum of the HD-codes representing the entities. A bit-wise thresholded sum of n vectors yields 0
when n/2 or more arguments are 0, and 1 otherwise. If the sum produces an even number, the
resulting tie is broken randomly. This is equivalent to adding an extra random HD-code [10].
The terms “thresholded sum” and “majority sum” are used interchangeably in this work,
and both refer to the sum [A+B + C]. The relevant properties of the majority sum are:
• the result is a random vector, i.e. the density of ‘1’ components is approximately equal to
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the density of ‘0’ components: ρ0 ≈ ρ1 ≈ 0.5;
• the result is similar to all vectors included in the sum;
• as the number of HD-codes that are operands of the majority sum operator increases, the
Hamming distance between the result of the operation and any of the operands tends to 0.5
(which is the expected similarity of any two HD-codes selected at random). That is, the
information capacity of the result vector is ﬁnite and information about the operands is lost as
more of them are combined.
The algebra on VSA includes another operation, binding. Since this operation is not used
in the scope of this article the description of its properties is omitted.
3 VSA-based encoding of words
The encoding starts with the generation of random vectors for the alphabet, i.e. the dictionary
of letters containing 26 HD-vectors is created at initialization. This ﬁxed dictionary is used
throughout the life cycle of the system in order to form distributed representations of words.
The encoding of a word into the distributed representation constructs a bag-of-letters rep-
resentation consisting of two parts. The ﬁrst part of the bag-of-letters encoding consists of the
HD-vectors corresponding to each of the letters present in the word. Note, that if a letter is
used in the word n times its representation is also used n times for the encoding. This part of
the encoding ensures that words consisting of similar sets of letters have similar representations.
That is, the bag-of-letters based on only this encoding step is identical for all permutations of
the input word.
Figure 2: Illustration of the scheme for VSA representation of a
word by encoding all its letters and their cyclic shifts and taking
the majority sum of the individual HD-vectors. As an example of
the encoding scheme consider the word “bica”.
Figure 3: The dictio-
nary of valid words.
The entries are ordered
by similarity to the
ﬁrst input word “aocc-
drnig”.
The second part encodes each letter in its speciﬁc absolute position in the word. The cyclic
shift operation is applied on the initial HD-vector representing a letter where the value of the
shift equals the position number of this letter in the word. The resultant HD-vector represents
the letter-position combination. This part of the encoding represents the order of the letters
in the word. Therefore, even if two words consist of the same letters (e.g. reversed words) this
part of their representations will be diﬀerent because the letters are not in the same positions.
Finally, the majority sum operation is applied to all the HD-vectors (letters and ordered
letters). The result of the majority rule operation is the distributed representation of the word.
That is, a representation has been constructed of a bag-of-letters where the components are
both letters and letter-position combinations.
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The encoding process is illustrated for the word “bica” in Figure 2. First, 4 HD-vectors for
letters “a”, “b”, “c”, and “i” are taken from the dictionary of letters. Next, 4 letter-position
vectors are formed by cyclic shift of the letter HD-vectors. For example letter “b” is in the
ﬁrst position, therefore, its letter-position in the word “bica” is represented as Sh(b, 1), where
b is the initial HD-vector from the dictionary of letters. Due to the fact that the number of
vectors participating in the majority sum should be odd, a ﬁxed random vector R is added to
components. Finally, the 9 HD-vectors are used as input to the majority sum operation. The
output is also a binary HD-vector. This vector is the distributed representation of the word
“bica”.
4 Performance evaluation
This section presents the evaluation of the proposed representational scheme when the system is
presented with a permuted text. The goal is to reconstruct the original text. The dimensionality
of vectors for all experiments was ﬁxed to 10,000 elements. This dimensionality is a typical
choice when using distributed representations [10], while smaller dimensionality, e.g. 1,000
could also be used, the accuracy of word recognition decreases.
During the reconstruction, the permuted text of the “Cambridge test” was used as an input.
The example of distorted text from Figure 1, which reads: “aoccdrnig to rseearhcer at cmabrigde
uinervtisy it deos not mttaer in waht oredr the ltteers in wrod are the olny iprmoetnt tihng is
taht the frist and lsat ltteer be at the rghit pclae the rset can be toatl mses and you can sitll
raed it wouthit porbelm tihs is bcuseae the huamn mnid deos not raed ervey lteter by istlef but
the wrod as wlohe”. In this text the ﬁrst and last letters of each word are unaltered, while the
interior letters of each word are randomly permuted. Our algorithm takes words from the input
text one by one. Punctuation characters and articles were deleted. All letters were mapped to
lower case. The whole process is outlined in Figure 1.
The dictionary of valid words used in the original text is created at system initialization.
The dictionary contains the 48 words shown in Figure 3. (The VSA algorithm is completely
insensitive to the order of the words in the dictionary. For presentation purposes the words in the
dictionary have been ordered by similarity to the ﬁrst test word.) The distributed representation
(HD representation) of each valid word was formed according to the encoding scheme presented
above. The dictionary includes all 48 words and their corresponding distributed representations.
It is depicted as “HD representation of the dictionary” in Figure 1.
During the operating phase, when a new permuted word is presented, the system ﬁrst
encodes the word into its distributed representation. Next, the Hamming distance from the
distributed representation of the permuted word to each representation in the dictionary is
calculated. Finally, the dictionary word corresponding to the minimal Hamming distance from
the test word is issued as the output.
The simulation of the task was repeated 100 times. During every run new HD-vectors for
the dictionary of letters were initialized at random. The results within each simulation run are
completely deterministic as the representations are ﬁxed. However, there is random variation
between runs due to the random choice of vectors for each letter representation. It will be seen
in the results later that the variation in similarity due to the random choice of letter vectors
is very small compared to the variations in similarity due to the diﬀerences in structure of the
words. That is, the representations reﬂect the structural variations between the words far more
than they reﬂect the random variations of the vectors used to construct the representations. In
every simulation run, all the permuted words in the input text were correctly transformed to
the corresponding valid words from the dictionary.
The results of the Hamming distance calculation during one of the simulations for the ﬁrst
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Figure 4: The results of Hamming distance calculation for the ﬁrst input word “aoccdrnig”.
input word “aoccdrnig” to 48 alternatives in the dictionary are presented in Figure 4. The
Hamming distances are sorted in ascending order (i.e. decreasing similarity to the input word).
The dictionary of words is displayed in the same order in Figure 3.
This input word is clearly most similar to the dictionary word “according” (has the minimal
Hamming distance). The next three closest alternatives are “can”, “and”, and “cambridge”.
All letters of the dictionary words “and” and “can” are present in the input word. Moreover,
“and” and “aoccdrnig” have the letter “a” in the same position. The similarity of the input
word to the dictionary word “can” is increased because the letter “c” is encoded twice in the
input word, which doubles the contribution to the similarity. The input word “aoccdrnig” and
dictionary word “cambridge” have 6 letters in common (none in the same position).
5 Conclusion
In this article an encoding scheme for words based on the usage of high-dimensional distributed
representations and Vector Symbolic Architectures is proposed. This encoding allows a valid
word to be found in a dictionary from a given permuted word. It is also worth noting that
this correction process is based on very simple arithmetic manipulation of HD-vectors whereas
traditional approximate string similarity methods require more complex computations, such
as dynamic programming. These simple arithmetic manipulations could be implemented very
rapidly and cheaply in a specialized processor, such as a GPU. These (and similar) calculations
are also very suitable for calculation with neural networks. As it was mentioned above the
choice of dimensionality of representations aﬀects the accuracy of the recognition process. The
encoding with 1,000 element vectors shows worse accuracy than the encoding with 10,000
element vectors. On the other hand calculations with 10,000 element vectors require more
computational resources as well as memory for the storage of distributed representations. Thus,
the choice of the particular dimensionality is application speciﬁc and requires trade oﬀ between
the recognition accuracy and computational resources.
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