ABSTRACT: Genetic susceptibility and environmental exposure both play an important role in the aetiology of many diseases. Case-control studies are often the first choice to explore the joint influence of genetic and environmental factors on the risk of developing a rare disease. In practice, however, such studies may have limited power, especially when susceptibility genes are rare and exposure distributions are highly skewed. We propose a variant of the classical case-control study, the exposure enriched case-control (EECC) design, where not only cases, but also high (or low) exposed individuals are oversampled, depending on the skewness of the exposure distribution. Of course, a traditional logistic regression model is no longer valid and results in biased parameter estimation. We show that addition of a simple covariate to the regression model removes this bias and yields reliable estimates of main and interaction effects of interest. We also discuss optimal design, showing that judicious oversampling of high/low exposed individuals can boost study power considerably. We illustrate our results using data from a study involving arsenic exposure and detoxification genes in Bangladesh.
Background
Many common diseases are now believed to be the result of interdependence between genetic and environmental factors [Chatterjee and Carroll, 2005; Liu et al., 2012; Mukherjee et al., 2010] . Gene-environment interaction refers to the setting where the effects of an environmental exposure are enhanced in a particular genetic subgroup. Consequently, identification of gene-environment (GE) interactions plays an important role in understanding the aetiology of underlying diseases and hence, developing disease prevention and intervention strategies. However, the classic case-control design can have limited power for studying gene-environment interaction, especially in the case of rare genetic variants and also when exposure distributions are skewed [Foppa and Spiegelman, 1997; García-Closas and Lubin, 1999; Luan et al., 2001] . To address this, various complex sampling strategies have been proposed (see [Thomas, 2010] for a recent review). In one of the first such approaches, White (1982) proposed a two stage design where exposure (or an appropriate surrogate) is first measured in a large number of case and control subjects (Stage I). At Stage II, detailed covariate information is obtained for a subset from each strata defined by case-control and exposure status. Breslow and Cain (1988) formalized and generalized White's approach to a general two-stage design with analysis proceeding via logistic regression applied to stage II data, but including an offset terms that reflects the stage I sampling probabilities. Weinberg and Wacholder (1990) suggest a slightly simpler approach to the analysis of two stage designs, based on a so-called pseudo likelihood approach that conditions on being sampled in the second stage. Their method also requires inclusion of an offset reflecting sampling probabilities into the logistic regression. While these approaches all provide consistent estimate of main and interaction effects, they require knowledge of the first-stage selection probabilities. In this paper, we propose an alternative approach that does not require knowledge of these probabilities.
Our work is motivated by a study designed to explore the relationship between drinking water arsenic levels, genetic polymorphisms, and skin lesions in Pabna, Bangladesh [Breton et al., 2007] . Because the distribution of arsenic exposure is generally high and right skewed in Bangladesh [Ravenscroft et al., 2005] , study investigators had oversampled low exposed individuals (< 50 micrograms per liter) among controls. Consequently, traditional logistic regression analysis was no longer valid, since the sampling mechanism had violated the key assumption for a case-control study, namely that sampling should be independent of exposure status.
Our approach is designed for settings where interest lies in characterizing a dose-response relationship and associated interactions based on a continuous exposure. Our exposure enriched case-control (EECC) design oversamples subjects based on case-control status, as well as a categorical assessment of exposure (e.g., high vs. low). We show that as expected, selection of individuals based on high (or low) exposure results in biased estimation of the regression coefficients when standard logistic regression is used. However, we further show that valid statistical inference can be achieved simply by the addition of a single covariate that reflects this exposure-related category. We illustrate via computer simulations that judicious oversampling of individuals based on exposure can significantly boost study power. We also investigate the relative importance of each of the parameters that determine power for detecting interaction effects.
Methods
Suppose the probability of disease occurrence in the general population satisfies a logistic regression model
where D = 1 denotes the diseased and D = 0 the nondiseased state, E denotes the level of a continuous environmental exposure, G is a binary indicator of genetic-susceptibility, EG is the gene-environment interaction and where β 0 , β E , β G , β G E are the associated regression coefficients. Genetic susceptibility is defined as the presence of one or more gene mutations thought to be associated with the disease of interest. In practice, the susceptible group will generally correspond to those with the less common variant of the allele of interest [WHO, 2016] .
It is well known that while ordinary logistic regression analysis of case-control study data results in incorrect estimation of the intercept (β 0 ), all other regression coefficients are estimated correctly. This is due to the fact that instead of selecting a random sample from the source population, a biased sample based on case-control status was recruited. There are many approaches to understanding why ordinary logistic regression works, despite the fact that sampling is biased in the case-control setting [Prentice and Pyke, 1979; Weinberg and Wacholder, 1990] . We find it particularly useful to consider a derivation based on Bayes' rule [Hosmer and Lemeshow, 2004] . We use the same principle to show that it is possible to boost study power to detect an interaction effect by oversampling not only cases, but also high (or low) exposed individuals. Similar probabilistic logic was also used by Weinberg and Wacholder [1990] .
Define as the sampling indicator with = 1 if the individual is selected into the study sample and 0 otherwise. Also denote the probability of selecting an individual into the sample who has disease status D, exposure level E and genetic characteristic G by
. Then some simple algebra and an application of Bayes rule leads to the probability of being diseased conditional on exposure, gene and being included in the study sample as (see technical eAppendix A for details).
Note that the additional term in model (2), compared with model (1), is the log odds of selection for cases vs. controls, conditional on environmental exposure status and genetic susceptibility. This term is associated with the mechanism of recruitment of the study sample, is within the control of investigators and is to be fixed as part of the design. Depending on the recruitment of individuals in the sample, Equation (2) leads to a variety of familiar designs, including:
1. If the sampling probability ρ(D, E , G ) is constant, i.e., a simple random sample of subjects is chosen from the population then model (2) will estimate the true population intercept, β 0 . This design is popularly known as the prospective cohort study [Prentice and Pyke, 1979] . 2. If the sampling probability ρ(D, E , G ) depends on the disease status, D but is independent of genetic status
, then the above model (2) represents an ordinary case-control design with the intercept of the model corresponding to β * 0 = log (ρ(D = 1)/ρ(D = 0)) + β 0 . That is, the estimated intercept of the model (2) will be incorrect without the knowledge of the disease prevalence. This result explains the well-known fact that standard logistic regression applied to case-control data yields valid esimates of all regression coefficients except the intercept. 3. If the sampling probability ρ(D, E , G ) depends on disease and level of exposure, then its effect on Equation (2) depends on the nature of the relationship. It is Case (3) that we examine in more detail in this paper.
Consider a situation where the selection of individuals depends on a certain cut-off value, k, of the observed exposure, E, that characterizes the high or low exposure. Let p 11 and p 10 denote the probability of selecting a case in the sample with high (i.e., a subject with D = 1 and E > k) and low (i.e., a subject with D = 1 and E < k) exposure, respectively. Similarly, let p 01 and p 00 denote the probability selecting a control subject in the sample with high (i.e., D = 0 and E > k) and low (i.e., D = 0 and E < k) exposure, respectively. Then Equation (2) can be reexpressed as
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is an indicator representing whether the environmental exposure E is above the specified level k. The parameter β * * 0 represents the intercept in the low exposed group and can be expressed as a function of true intercept β 0 and the log odds of selection for cases vs. controls in the low exposed group, i.e., β * * 0 = log (
) + β 0 . Similarly, λ represents difference between the log odds of the selection of cases vs. controls in the high vs. the low exposed group, i.e., log (
). Equation (3) suggests a simple approach of adding an indicator variable for high vs. low exposure into the logistic regression on case-control status. Hence, prospective analysis [Prentice and Pyke, 1979] via logistic regression with the addition of this covariate will yield consistent maximum likelihood estimation and inference of regression coefficients associated with exposure, gene, and interaction. Additional covariates can also be included if desired. Throughout this paper, we assume that the sampling depends only on the case-control status and environmental exposure, but is independent of genetic susceptibility.
Simulation Study
In this section, we discuss a simulation study designed to evaluate the finite sample properties of the estimated parameters under the EECC design. We also explore power properties of the proposed methods under various alternatives.
Data Generation
We generated a hypothetical population of one million subjects. A genetic susceptibility covariate, G, was generated as a Bernoulli random variable with prevalence 0.2. The environmental exposure, E, was generated as an exponentially distributed random variable with rate 1. The outcome data were generated using model (1) where parameters β 0 , β E , β G , and β GE were set to -4.60, 1.15, 0.8, and 0.406, respectively. The intercept parameter ensures the rare disease assumption with 1% disease prevalence in the control population with nonsusceptible gene. We defined high (or low) exposed individuals if its exposure level was greater (or smaller) than an exposure level of 2, which corresponds to having 13.5% of the exposure data in the upper tail area. We then selected a total sample of 1100 observations from the above population equally stratified by exposure level and case status. An equal number of high and low exposed subjects in the sample thus result in oversampling from high exposed group.
Parameter Estimation
We estimated relevant parameters of our proposed method applying logistic regression with an indicator variable (3) to the data generated according to the scheme described above. We also compare these estimates with a naive analysis that excludes the indicator variable. The sampling and estimation procedure was repeated 1000 times.
Power Calculation
We use a simulation based technique to calculate power for testing H 0 : β G E = 0 vs. H A : β G E = 0 via a standard Wald test [Cox and Hinkley, 1974] . To estimate the power of the test, we simulated data under the alternative hypothesis, H A and EECC design, fitted model (3). Again, there were 1,000 simulated datasets. The estimated power is the proportion of the 1000 replicates whose test statistics exceeds the relevant critical value of ±1.96 (at 5% level of significance). Though we use 5% level of significance, a smaller level of significance can also be incorporated in testing the hypothesis. All calculations were performed using R [RCoreTeam 2014 ].
Simulation Results
We first show that ignoring the sampling scheme and performing standard logistic regression results in biased estimation. We then show that the bias can be removed through addition of an indicator variable, indicating high exposure, in the logistic regression model (3). We later calculate power of our proposed method by varying different parameters that govern the power to detect gene-environment interaction. Figure 1 compares the distribution of the estimated regression coefficients using logistic regression ignoring the over sampling of high exposed subjects (Fig. 1A) and accounting for high exposed subject in the sample (Fig. 1B) . In this case, data were generated according to the EECC design and using the parameters values describe in the data generation section above. The dotted lines indicate the true value of the corresponding parameters. As the boxplots indicate, performing a standard logistic regression results in incorrect estimates of all the parameters of the logistic regression model (Fig. 1A) . However, adding an extra covariate indicating high exposure yields reliable estimates of the true parameters (Fig. 1B) .
Parameters Estimation
We also conducted additional simulations to exposure the nature of the bias in estimated regression coefficients when there is no interaction (γ = 0) or a negative interaction (γ = -0.406) in the true model. The results are given in eFigure 1. The results are quite similar to the results with positive interaction parameters, i.e., traditional analysis ignoring sampling provides biased estimates, however, analysis by adding an indicator variable in the model provides reliable estimates of the true parameters.
We further conduct a simulation study similar to the data collection in our motivating example where cases were randomly selected without stratification and low exposed controls are oversampled. Specifically, we set a lower cut off value (of k = 0.4, which for the exponential exposure distribution corresponds to 33% being in the low exposed group. We then sampled equal number of controls from high/low exposed group based on above cut-off. All other parameters involved in this simulation were similar to values presented in Figure 1 . The results are given in eFigure 2. The EECC design in this case also provides reliable estimates of the true regression coefficients.
Power Estimation
In this section, we will compare power to detect geneenvironment interaction effect employing EECC design and traditional case-control design (sampling from case and control population independent of exposure status). Given a particular value of the gene-environment interaction parameters under the alternative hypothesis, the power is a function of the following parameters: the magnitude of the type I error (α), the sample size (n), the gene frequency (P G ), the exposure distribution (E), the control to case ratio(r c ), the ratio of high and low exposed sample(r H ), and the cut-off, k above (or below) which the exposure is considered to be high (or low). Therefore, we estimate power by varying one of the aforementioned parameters, the remaining parameters were held fixed. For all the power comparisons, unless stated otherwise the exposure distribution is considered as exponential (rate = 1) and distribution of gene prevalence is considered as Binomial (P G = 0.2). Figure 2 illustrates the power comparison to detect the interaction parameter β G E using traditional case-control design and EECC design for different values of the prevalence of genetic susceptibility, P G and a total sample size of 2000. As expected, power to detect interaction parameter decreases with low disease prevalence. However, the EECC design yields better power compare to traditional design for all cases with various probability of gene susceptibilities.
Relation Between Power and Gene Frequency

Relation Between Power and Case-Control Ratio
In Figure 3 , the power is shown as a function of control-case ratio (r C ) for a given number of cases using EECC design, see Figure 3A , and using traditional case-control design; see Figure 3B . Power increases as the number of controls increases for a fixed number of cases in both the design. Similar to the classical case-control studies [Taylor 1986 ], most of the gain is evident if the control to case ratio is at most 4 in EECC design. However, the EECC design outperforms the traditional case-control design in obtaining power to detect gene-environment interaction.
Relation Between Power and Ratio of High and Low Exposed Sample
In Figure 4 , the power is shown as a function of high to low exposure ratio (r H ) in the sample with equal number of case and control. Sampling of more high exposed subjects compared to low exposed subjects resulted in increased power for exponential (rate = 1) distribution. Most of the gain in terms of power is achieved if the ratio of high to low exposed subjects is between 1 and 3.
Relation Between Power and Asymmetry of the Exposure Distribution
In Table 1 , we evaluate the estimated regression coefficients, their standard errors and power for detecting the geneenvironment interaction effect as a function of the asymmetry of the exposure distribution and level of exposure cut off, k. Various values of cut off were examined to ensure varying proportions (5-95%) of exposure information lies above (or below) the cut off. Specifically, we simulated exposure distribution following Beta (6, 2), Beta (6, 6), and Beta (2, 6), where beta (α, β) represents Beta distribution with shape parameters α and β. Under the above specification the exposure distribution is either negatively skewed, symmetric, or positively skewed. The true parameter values used in this particular simulation is given in the first row of the Table 1 . As expected, the power to detect a significant interaction effect increases considerably with oversampling from the skewed tail area of the exposure distribution. In the case of a symmetric exposure distribution, oversampling from lower tail areas boosts in power. The estimated regression coefficients remain consistent to the true values. Furthermore, if the cut off for oversampling is selected appropriately, there is a gain in efficiency for estimating gene and gene-environment interaction effect. However, addition of an indicator variable related to exposure status decrease efficiency for the continuous exposure effect. Exponential with rate 1, Weibull (shape 1.5, scale = 1), and Gamma (shape = 3, rate = 2). The various cut off ensures 10% of the total exposure data lies above these cut offs.
Relation Between Power and Exposure Distributions
To examine the performance of our proposed method with other exposure distribution, we compared the performance of EECC design with traditional case-control design for various right tailed exposure distributions, e.g., exponential (rate = 1), Weibull (shape = 2.5, scale = 1), and gamma (shape = 3, rate = 2). We select suitable cut off values so that a 10% of the total exposure information lies above these cut off. The results are given in the Table 2 . For all the sample sizes and exposure distribution compared, the EECC design resulted in higher power for detecting the interaction effect than the traditional case-control study design.
Relation Between Power/Probability of Type I Error With the Signs of Interaction Parameter
We also estimate the power and probability of type I error in simulation studies corresponding to the true interaction parameters -0.406 and 0, respectively with exponential exposure distribution. The power to detect negative interaction parameter remains similar to that of positive interaction parameters with the same cut off for oversampling. This indicates that power does not depend on the sign of the interaction parameters rather the skewness of the true exposure distribution. Moreover, type I error probability corresponding to testing interaction parameter 0, for the EECC design remained closed to 0.05 (results not shown in table).
Application to the Arsenic Exposure Data From Bangladesh
We reanalyze data from a case-control study designed to evaluate the joint effect of genetic polymorphisms and drinking water arsenic exposure on skin lesions [Breton et al., 2007] . These data were collected from 23 villages of the Pabna district in Bangladesh, where a range of high and low well water arsenic levels were suspected due to their proximity to the Ganges river. Therefore, to ensure a sufficient range of drinking water arsenic exposure and to prevent overmatching on exposure, the study investigators made sure that 80% of the controls were selected from communities having suspected low exposed arsenic contamination (< 50μ g /l). More detailed descriptions of the data collection have been given elsewhere [Breton et al., 2007; McCarty et al., 2006] .
Previously, analyzing these data, Breton et al. (2007) , reported that the X-ray repair cross complementing group 1 (XRCC1 Arg194Trp) polymorphism has a significant interaction with toenail arsenic concentrations. We evaluate this relationship employing our proposed method. We defined an indicator variable that indicates whether or not the sample is obtained from high exposed communities (ࣙ 50μ g /l). We assessed the gene-environment interaction in a crude and adjusted logistic regression model, with the latter accounting for the potential confounders such: age, sex, village, body mass index (BMI), education, ever smoked status, and ever chewed betel nuts status. These models were then compared with modified crude and adjusted logistic regression model (3).
Of the 1,800 participating cases and controls, 1,756 (98%) were genotyped successfully for XRCC1 Arg194Trp genotypes. Complete information on well water arsenic, toenail arsenic, BMI, education, smoking, and betel nut chewing was available for 1,676 (839 controls and 837 cases) of these participants. The resulting data were analyzed using both the traditional logistic regression analysis and EECC. Crude and adjusted odds ratios along with 95% CI and P-values for both methods are displayed in Table 3 . The results are qualitatively similar in that we see a significant association between arsenic exposure and skin lesions, as well as a significant gene-environment interaction. Specifically, participants with the Trp/Arg genotype have a significantly stronger dose response associated with arsenic exposure. However, the magnitudes of estimated effects are different between the traditional and EECC analyses. Whereas the traditional analysis suggested an adjusted odds ratio of 4.06 (95% CI: 3.14-5.25), 
Discussion
In this paper, we have introduced the EECC study that oversamples according to case-control status, as well as a categorization of exposure (e.g., high vs. low). We have shown via simulations that the EECC can significantly boost the power to detect gene-environment interaction, especially in the case of rare genetic variants and skewed exposure distributions. Stenzel et al. (2015) also use the term "Exposure Enriched" and argue that oversampling high exposure can boost the power to detect gene-environment interactions [Stenzel et al., 2015] . However, they analyzed the resulting data via ordinary methods and did not suggest any analysis strategy to remove the biased induced by oversampling highly exposed individuals. Our EECC method removes the bias induced by oversampling high exposed individuals through the addition of a simple indicator covariate that reflects high vs. low exposure. Our approach assumes that case-control status will be modeled as a function of a continuous exposure variable, genetic susceptibility, and their interactions. Our approach differs from other analysis methods for data collected via biased sampling in that it does not require knowledge of the explicit sampling probabilities [Breslow and Cain, 1988; Weinberg and Wacholder, 1990; White, 1982] . Our proposed EECC method has the advantage of simplicity since no specialized software is required.
Although existing two stage case-control designs [Breslow and Cain, 1988] and their matched variant, counter matching [Andrieu et al., 2001] , are known to have higher power than traditional case-control design, they can only be used if surrogate information on gene, exposure or both is available. The efficiency obtained from these two designs though similar, counter matching designs are complex and require two specific and sensitive surrogates for the risk factor of interest [Andrieu et al., 2001] . Our EECC design is simpler and use similar underlying probability principle as pseudolikelihood analysis based on a two stage design, hence will results in similar efficiency for an appropriate oversampling of high exposed individuals. Other designs such as familybased designs (see [Thomas, 2010] for a recent review) are appealing in gene-environment interaction studies. However, they generally have less power to test main effects, relative to case-control studies using unrelated controls [Thomas, 2010] . Moreover, they are very sensitive to the independence assumptions of gene and environment effects [Albert et al., 2001] . The empirical comparison of the above designs with our proposed EECC design is beyond the scope of the current paper. However, interested reader might consider recent review [Thomas, 2010] for a detailed comparison among some of these methods.
While our paper has focussed primarily on introducing the EECC method, we have also presented a reanalysis of data from a case-control study from Bangladesh, where low exposed control subjects had been oversampled [McCarty et al., 2006] . McCarty et al. (2006) had used traditional logistic regression with a sensitivity analysis to explain the effect of this biased sampling. However, the authors reported that they were not able to make a succinct conclusion about the observed exposure-response relationship between arsenic levels in tube-well drinking water and skin lesions, due to oversampling of controls from the low exposed area. Our EECC approach rectifies the analysis with the addition of an extra covariate indicating the oversampling rules in the model.
Although our proposed EECC methodology has a number of appealing features, there are some limitations that could be addressed in future studies. We assumed a linear relationship between the log-odds of disease and exposure. Additional simulation studies suggest that misspecification of this assumption will produce bias results for both traditional case-control studies and EECC designs (results not shown in the Table) . It should be straightforward to relax the linearity assumption for the EECC design and the method will work so long as we assume a smooth relationship between exposure and the log-odds of disease. Essentially the EECC design exploits the fact that a discontinuity in the exposure response relationship is induced by oversampling individuals with exposure levels above a cut-off value k.
In practice, there may be limitations in terms of the availability of subjects who meet a specified selection criteria. For example, suppose a study design aims to recruit equal Genetic Epidemiology, Vol. 40, No. 7, 570-578, 2016 numbers of case and control subjects in both high and low exposure categories. If the cut-off is set too high (or low), then there may not be enough high (or low) exposure subjects available. Therefore, one might need to adjust the cut-off values to ensure that the design is feasible.
Our proposed EECC design is currently allows only a binary cut off variable to represent oversampling from tail area. However, in application more than one exposure levels in the tail area might be of interest. Future work need to accommodate such extension. In environmental epidemiology, exposure is often susceptible to measurement error [Huque et al., 2014] . In the case of exposure misclassification, it is well known that the estimates of the regression coefficients will be attenuated [Stefanski and Carroll, 1985] and may distorts the power gain of exposure enriched design. Although various methods have been proposed in the literature to correct the effect exposure measurement error in gene-environment interaction studies [Lobach et al., 2010; Lobach et al., 2011; Spiegelman et al., 2000; Zhang et al., 2008] , however, further research is needed to evaluate and incorporate such extension into our proposed EECC methodology.
Despite these potential limitations, our EECC design can be regarded as a simple alternative to traditional two-stage designs. Furthermore the EECC methodology enhances power to detect the joint influence of genetic and environment exposure for a given sample size compare to traditional casecontrol studies. Therefore, it has a very strong potential to be used in practice. This design also has potential to be used in context of risk analysis where interest lies in quantifying dose response relationships [Piegorsch, 2010] .
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