This paper describes the application of two fire field models to the description of fire induced flows in domestic sized rooms. A systematic and critical comparison is made of two commonly used CFD codes for fire modelling, PHOENICS and FLOW3D. Comparisons are based on upper-layer room temperatures, mass fluxes in and out of the fire compartment and door-way vertical and horizontal temperature and velocity profiles. Given identical meshes, both models agree reasonably well with the observed trends. A close examination of the horizontal door-way velocity profiles highlights the need for careful modelling and experimental practices.
INTRODUCTION
Over the past 10 years considerable effort has been expended in developing field models capable of predicting the development of hazardous conditions within fire enclosures [l-41. At the heart of these fire field models is the Computational Fluid Dynamics (CFD) code and a large proportion of these models are based on commercial CFD software such as PHOENICS [S] and FLOW3D [6] . The former is the core of the JASMINE [7] code and an aircraft cabin fire code [3] while the latter has been used to investigate the Kings Cross Underground fire [2] as well as aircraft [8] and high rise building fire scenarios [8] .
While most specialist fire field models are compared with specialist experimental data, little effort has been invested in the systematic comparison of these models or their core software with common experimental data. This is due, for the most part, to the lack of suitable experimental benchmark fire data. The majority of fire experiments are not conducted for model validation purposes and a significant number of those that are, are specifically designed for the validation of the less demanding zonal models. In most of these cases insufficient
The thorough 'validation' of fue field models demands considerable thought and precision from both the modeller and experimenter. The modeller must accurately specify the geometry and the relevant physics/chemistry as well as take into consideration numerical aspects relating to the operation of the software. The experimenter must not only make accurate and relevant measurements but must also precisely position the measuring devices. The 'validation' process is a non-trivial task as even the simplest steady-state field model typically involves in excess of 40,000 degrees of freedom. A thorough validation would require each degree of freedom to be compared with a corresponding measurement. Clearly, this is not practical and so in practice any validation exercise involves a series of compromises.
In this paper a comparison is made of two commonly used CFD codes for fire modelling, PHOENICS and FLOW3D. The ability of the codes to model a series of room fire experiments [9] is examined and further comparisons are made with earlier published studies produced using the JASMINE code [lo] and a code produced by the National Fire Laboratory of Canada [Ill.
THE EXPERIMENTS:
A series of 45 experiments were conducted by Steckler et al [9] to investigate fire induced flows in a compartment measuring 2.8 m X 2.8 m in plan and 2.18 m in height. The walls were 0.1 m thick and the walls and ceiling were covered with a light-weight ceramic fibre insulation board. The series of experiments consisted of a gas burner placed systematically in 8 different floor locations with a variety of single compartment openings ranging from small windows to wide doors. The 0.3m diameter burner was supplied with commercial grade methane at a fixed rate producing constant fue strengths of 31.6, 62.9, 105.3 and 158 kW. Near steady-state conditions were achieved within 30 minutes.
An array of bi-directional velocity probes and bare-wire thermocouples were placed within the room opening to measure velocities and temperatures within the centre of the door jamb. In addition, a stack of aspirated thermocouples were placed in the front corner of the room to measure the gas temperature profile.
NUMERICAL SIMULATIONS:
A number of simulations were performed based on five fire locations, three door widths and two f i e sizes [12, 13] . Here, the results for the 62.9 kW centre fire location will be reported. By considering the heat convected out of the room it is estimated that typically 3 kW of heat is lost to the walls and through the effects of radiation. In the numerical model, the heat release rate is adjusted to take account of this figure. The door openings used in these simulations measured 1.83 m in height and 0.24, 0.74 and 0.99 m in width. The simulations were performed using both the PHOENICS (V 1.6) and FLOW3D (V 2.3.3) software.
The starting point of the analysis is the set of three-dimensional, partial differential equations that govern the phenomena of interest here. This set consists, in general, of the following equations: the continuity equation; the three momentum equations that govern the conservation of momentum per unit mass in each of the three space dimensions; the equation for conservation of energy; and, the equations for a turbulence model, in this case the k-epsilon model with buoyancy modifications. The precise formulation of the differential equations describing the model will not be given here as they may be found elsewhere [6, 7, 14] . Combustion and radiation are ignored in the simulations presented here.
The initial temperature was set to the experimentally measured ambient temperature while the INSULATING walls of the compartment were modelled with no-slip conditions for the velocities and adiabatic conditions for the temperature. The usual 'wall functions' [IS] were used to compute shear stresses at the wall. In order to correctly model the flow through the open door, the numerical grid was extended by 1.4 m to include a region outside the fire compartment. A fixed pressure boundary condition was used on all external boundaries.
A mesh of 8280 cells in total was used to discritise the geometry (6480 internal and 1800 external cells). The mesh consisted of 23 cells in length, 20 cells in width and 18 cells in height. This mesh was used by both codes however, the FLOW3D model requires 2 additional non-participating dummy cells in each direction in order to facilitate the boundary conditions. The mesh was non-uniformly distributed with refinements in the wall, floor, ceiling, fire and doorway regions.
FLOW3D was run in transient mode, typically requiring 200 time steps before reaching steady-state conditions. Within each time step, convergence was assumed if either the maximum number of iterations (100) was reached or the mass source residual fell to 1x10'". Steady-state is considered to be achieved when the maximum change between spot values falls to less than 1% between time steps.
The PHOENICS code was run in steady-state mode, typically requiring 1000 sweeps to achieve convergence. This was deemed to be attained when the mass imbalance fell to below 1~1 0 -~~, residuals fell to less than 1% of average variable values and spot values differed by less than 0.1%. Both codes used the hybrid differencing scheme throughout however different linear equation solvers were used in each code.
The primary purpose of this work is to provide a basis of comparison for two CFD codes which are frequently used for fire field modelling applications. For this reason, boundary conditions and problem specification have been kept deliberately simple, ensuring that the problem specification is identical in both cases while also being a reasonable approximation to the experiment. Studies investigating the effects of radiation and boundary conditions are the subject of a later publication.
RESULTS AND DISCUSSION:
The gross features observed in the experiment have been captured by both codes (see table  1 ). As the door width is increased from 0.24 m to 0.99 m, the height of the neutral plane is observed to increase. Throughout the simulations, both codes have tended to underestimate the location of the neutral plane by similar amounts. This is to be expected as both codes used identical meshes and the accuracy of the neutral plane location is constrained by the mesh resolution within the doorway.
Similarly, as the door width increases the mass flow rates into and out of the fire compartment increase. Here the two codes again produce similar results with FLOW3D being on average within 5% while PHOENICS being within 9% of the measured values. For the 0.74 m door, FLOW3D predicts the in-and out-mass flow rates to be within 5% and 4% respectively of the measured values, while the corresponding PHOENICS results are within 7% and 4%. The results reported for a similar model (without radiation) using the JASMINE code [lo] -on a slightly coarser mesh (6270 cells) -are within 8% and 11% respectively.
The average upper layer temperature decreases with increasing door width. This temperature was determined experimentally by averaging the temperature values in the upper layer as measured by the thermocouple stack located in the corner of the room. In table 1, two upper layer temperatures are presented for each case, the 'stack' value represents a mean temperature determined in a similar manner to the experimental values while the 'plane' values are a mean value over an entire plane 1.8 m above the floor. Once again the two codes produce similar results with FLOW3D being on average within 15% while PHOENICS being within 16% of the measured values. Predictions of doorway centreline velocities as a function of door width are depicted in figure  1 for the FLOW3D code (figure la) and the PHOENICS code (figure lb). Both codesproduce good agreement with experimental data, however they both tend to under-predict velocities in the upper most portion of the door. This behaviour was also reported in the JASMINE predictions [lo] all-be-it for a different case and by Hadjisophocleous [ll] .
Further mesh refinement produces an appreciable improvement in the overall level of agreement (see figure 4b ), however the maximum velocity is still under-predicted. The accuracy of the experimental results in this region are questionable. In order to achieve meaningful results, the bi-directional velocity probes must be aligned parallel to the velocity streamlines. The velocity probes in the experiment were placed with their axes horizontalie parallel to the floor. However, in the vicinity of the door edgesparticularly the top edge where the hot buoyant gases exit the roomthe streamlines intercept the door plane at acute angles leading to the possibility of substantial measurement errors.
Predictions of doorway centreline temperatures as a function of door width are depicted in figure 2 for the FLOW3D (figure 2a) and PHOENICS codes ( figure 2b ). Both codes produce reasonable agreement with experimental data and are capable of predicting the observed trends as do,or widths decrease. Of the two codes, FLOW3D appears to be more successful at predicting the cold and hot layer temperatures. Both codes appear to have greatest difficulty with the narrow door case, PHOENICS over-predicting the upper-layer temperature by some 47°C (26%) and FLOW3D by 80°C (40%). This is probably due to poor mesh refinement in the narrow door case as only 2 cells were used across the width of the door compared with 8 cells in the wide door case. However, in all cases, both codes fail to accurately predict the sharp transition between the hot and cold layers. This could be due to substantial smearing due to false diffusion resulting from the use of the upwind scheme, inadequacies in the turbulence model andlor the lack of a radiation model.
The poorest level of overall agreement was observed for the corner stack temperatures ( figure  3 ). With the exception of the narrow door case, both codes provide a good approximation to the upper layer temperatures. However, they tend to over-predict the lower layer temperatures and fail to predict the transition between hot and cold layers. PHOENICS (figure 3b) in particular has severely smeared the temperature profile in the lower regions.
A possible explanation for the difference between the FLOW3D and PHOENICS results concerns the treatment of wall boundary conditions. As the measuring station is located close to the confining walls, the boundary conditions will have a significant effect on the temperature profile. While identical wall boundary conditions were specified in each code, their internal implementation may be different. Furthermore, the difference between the numerical results and the experimental data is possibly due to the simple nature of the wall boundary condition specification.
In addition, the overall level of mesh refinement will influence the degree to which both codes agree with the experimental data. For the FLOW3D results it was noted that while coarser meshes revealed similar overall flow features to those produced on the 8280 cell mesh, suggesting mesh independence, a significant mesh refinement to 45,356 cells (exploiting geometry symmetry) [12] reveals considerable improvements in the agreement with the measured results for some of the profiles ( figure 4) .
The degree to which the fire plume is deflected backwards by the induced incoming flow can be seen in figure 5 for the 0.74 m door. While it is extremely difficult to make accurate measurements, the inclination of the FLOW3D (figure 5a) produced plumeat approximately 70" to the horizontalappears to be less pronounced than the 45" suggested by the PHOENICS (figure 5b) results. The PHOENICS result appears to agree more closely with the observations of Quintiere et al [16] in an earlier series of experiments. Using an identical experimental setup, they observed the flame angle for this case to lie between 33" and 43".
A significant observation to emerge from the experimental work concerned the nature of the horizontal velocity distribution within the door jamb. In most of the cases, the velocity profile was observed to peak at the door edges with a minimum in the middle. Steckler et al [17] have argued that these results are consistent with potential flow theory if the flow is assumed to be irrotational and inviscid. However, in their JASMINE simulation, Kumar et al [lo] noted completely the opposite result, ie peak velocities were predicted in the centre of the door. Similar trends were also noted by Hadjisophocleous [ll] . In the JASMINE simulation, the door wall appears to have been modelled through the use of a thin surface.
Using this approach, the high faces of the last cells within the room are closed off thereby defining a soffit and door jamb of zero thickness. As PHOENICS uses a staggered velocity mesh, velocity vectors are located at the cell faces in line with the zero thickness soffit (see figure 6a ). However, the pressures which are used to determine the velocity are obtained from the neighbouring cell centres located just outside and inside the fire compartment. In most applications this is a fair approximation, however if detailed comparisons with experimental data derived from within the door jamb are required then this may prove too crude an approximation.
To gauge the significance of this approximation, a series of simulations were performed using the PHOENICS code in which the soffit was modelled as a thin surface of zero thickness, a single cell 0.1 m thick and two cells measuring 0.05 m each. The case presented here relates to the 31.6 kw central f i e with 0.74 m door.
With two cells defining the door soffit three velocities are produced within the door jamb, one at its centre, one at its inside edge and another at its outside edge (see figure 6b ). All three velocities have at least one driving pressure point located within the door jamb. Figure 7 depicts horizontal velocity profiles at 1.66 m above the floor for the experiment, the thin surface soffit representation and the two cell soffit at the inside edge, centre and outside edge locations. The experimental velocity curve peaks towards the door edges producing a concave profile. The thin surface soffit curve is virtually flat with a slight decrease at the edges. This is similar to the velocity profile in the centre of the two cell soffit, however in this case there appears to be a greater down turn towards the door edges. The velocity profile at the inside edge of the jamb agrees most closely with the trends revealed in the experiment producing a concave profile while the profile at the outside edge appears inverted with the velocity attaining minimum values towards the door edges.
Clearly, a velocity gradient exists through the thickness of the door jamb which is impossible to detect by a thin surface representation of the soffit. If a two cell soffit representation is used, the numerical velocity profile matches the measured profile but its location appears to be displaced by as much as 0.05 m towards the inside edge of the jamb. With regard to the experimental results there are two issues concerning their accuracy which need to be considered. First, as mentioned above, the velocity measurements in the vicinity of the door edges are prone to large errors if the bi-directional probes are not aligned parallel to the flow. Secondly, the velocity probes function by converting a measured pressure difference across a small but finite distancetypically of the order of 0.02 minto a velocity. As the door jamb is 0.1 m thick, the exact positioning of the probe becomes crucial if detailed comparisons with field models are to be attempted.
There appear to be no significant differences in the vertical velocity profile located in the centre of the door for the plate, single cell and two cell soffit representation [12] . However, the mass fluxes in and out of the compartment have changed from 0.500 kglsec (for both cases) as determined by the plate soffit to 0.551 kglsec (for both cases) for the two cell soffit, an increase of 10%. The experimental values were 0.461 kglsec out and 0.430 kglsec in. While the shape of the temperature profiles has not altered, the value for the upper layer temperatures within the centre of the door and in the stack have decreased by about 8"C, bringing them within 5°C of the measured temperatures. This decrease is to be expected as the mass flux out of the room has increased.
Finally, consider the numerical efficiency of the two software packages. Both the PHOENICS and FLOW3D software were run on a 40 Mhz SUN SPARC 10 'workstation rated at 13.7 MFLOPS on the standard LINPACK benchmark. A typical transient simulation using the FLOW3D software required 26.26 hrs of CPU, while the equivalent steady-state PHOENICS simulation required 1.63 hrs. 
