As wind power grows from its present 4% market share in the US, knowing how often the wind fails and power must be supplied by other generators becomes important. The statistics of these low probability events have "thin tails"; the wind fails less frequently than would be predicted by a Gaussian distribution. In order to investigate a future in which wind plants are geographically numerous, we examine the occurrence frequency of low wind-power levels for arrays of wind generators simulated from anemometer data at nine tall-tower sites spread across the contiguous United States. We find that the number of low-power hours per year declines exponentially with the number N of sites comprising the array. Power levels below 5% of total capacity, for example, drop by a factor of about 60, from 2140 h/y for the median single site to 36 h/y for the generation aggregated from all nine sites. The systematic dependence of the low-power duration on both N and on power threshold is in accord with an explanation based on the theory of Large Deviations. Combining this theory for tail behaviour with the normal distribution for behavior near the mean allows us to estimate the entire generation duration curve as a function of the number of sites in the array.
Introduction
The benefit of geographic diversity in reducing the variability of wind power has been investigated since integration of wind generation into the electric grid was first seriously considered. Based on his analysis of 5,000 wind speed data points recorded by the U.S. Weather Bureau at twenty cities east of the Mississippi River, Thomas speculated in 1945 that firm capacities of 50-60% of average generation could be obtained, 1 while shortly thereafter Putnam assessed the capacity value of geographic diversity to be worth less than the cost of transmission needed to achieve it. 2 The smoothing benefit provided by geographic diversity would have considerable economic importance if it allowed a grid system to meet reliability targets with less conventional "dispatchable" generating capacity than would otherwise be needed for a similar amount of unsmoothed wind power. In the terminology of grid reliability this is equivalent to asking to what extent geographic diversity increases wind power's effective load carrying capacity (ELCC). [3] [4] [5] [6] The probability that the aggregated power from an array of wind generators falls below some small generation level is of particular importance in determining ELCC, as pointed out by Kahn 3 and by Haslett and Diesendorf. 4 Characterizing such "tail" probabilities and modeling how they depend on factors such as the number and geographic layout of wind plants making up the array can be challenging. Conventional measures of variation around the mean, such as the variance or standard deviation, reveal little about tail probabilities. Even though the power statistics of large arrays of independent wind generators approach the normal distribution, as required by the Central Limit Theorem, they remain distinctly non-normal for small power levels near the hard lower bound at zero output.
Some previous studies have characterized the occurrence of low wind levels empirically by examining historical wind-speed records. In a 1978 study of data from 25 weather stations in what was then West Germany, Molly found that the times during which total generation of arrays of hypothetical wind plants was zero declined from 1500-7200 hours per year for single sites to less than 5 h/y for arrays of 18 sites within the 800-km (N-to-S) national region. 7 A more recent study by Archer and Jacobson using wind-speed data from meteorological stations in the U.S. Midwest found that the incidence of average afternoon wind speed less than a typical turbine cut-in speed (i.e. v < 3 m/s) dropped from 7.6% of the time for single sites to 2.6% for three sites spread over a 120 × 160 km area, to what they said was 0% for eight sites spread over a 550 × 700 km area. 8 From the duration curve they present in follow-on work 9 one can see that wind generation was below 5% of turbine capacity 21% of the time for a single site, 10% of the time for a 7-site array, and 1.6% of the time for DRAFT. Do Not Cite or Quotea 19-site array. In a study of the Nordic region using actual wind generation records, Holttinen found that while Denmark alone had production below 1% of capacity nearly 5% of the time during the years 2000-2002, the entire Nordic region never fell that low. 10 Using numerical-weather-model reanalysis data roughly corresponding to the territory of the Midwest Midcontinent independent system operator (MISO) Fisher et al. found that for a network of 108 sites the output level that could be counted upon all but 10% of the time was 7% of capacity during the winter and 3% of capacity during the summer.
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A number of studies have attempted to estimate the complete probability distributions of aggregated wind power, including the tails, in terms of parameters determined from the contributing generators. Justus and Mikhail 12 devised an interesting technique wherein they supposed that an entire array of wind generators was characterized by a single "effective" array wind speed having a Weibull distribution with its shape parameter chosen to make its standard deviation σ N smaller than the standard deviation for a single site σ 1 according to the number of sites in the array and their average correlation ̅ :
They then modelled the array output power distribution by transforming the array wind speed distribution through a new power curve that cut in at a lower wind speed and reached rated capacity at a higher speed than did the turbines supposed to be deployed at the individual sites. This produces a complete model output-power probability density function; the "narrowing" of the wind-speed distribution and the "widening" of the power curve act in concert to greatly diminish the probability of low array power. Kahn used their extensive data and pioneering method to calculate the ELCC for wind arrays in California. 3 Carlin and Haslett pursed an alternate approach where they assumed the square-root of site wind speed was approximately normally distributed, allowing the probability of zero array power to be calculated almost exactly from the characteristics of contributing individual sites. 13 They noted "that the effect of dispersal on the probabilities of zero and rated power is significantly more marked than on the coefficient of variation of windpower," a result we concur with and further quantify here. Hasche fit array outputpower probability distributions to the Pearson-family Type I (beta) distribution by using empirical functions to match observed and model moments. 14 The chosen beta distribution has the advantage that it naturally accommodates the bounds on array output power at zero and total turbine capacity. Alternately, non-parametric distributions can be defined using kernel estimators. 15 Some recent investigations have focused on the effects of spreading arrays of wind generators over especially large distances. Kempton et al. 16, 17 considered an array of offshore wind plants distributed along the entire extent of the U.S. East Coast, while Fertig et al. 18 and Louie 19 evaluated the smoothing effect on wind generation of interconnections between independent system operators (ISOs) across the U.S. Huang et al. used reanalysis data to study the variability of coupled wind plants spread over the Great Plains of the U.S. from Montana to Texas. 20 A common feature of these studies is a sharp decline with increased geographic diversity of the fraction of time the aggregated wind power falls below small generation thresholds. Here, we attempt to provide a systematic explanation for the dependence of this behavior on the number of sites being aggregated and the characteristics of the individual wind-power distributions.
Methods

Simulated wind-power data
We investigate the number of hours per year that aggregate wind power is less than a chosen threshold by simulating the power output of arrays of widely separated wind plants using historic wind speed data. We select 9 wind plant sites in the continental United States, shown in Figure 1 hours. Most sites have anemometers at multiple heights; we used the data from the height with mean wind speed closest to 6 m/s because that is the speed range for which data is available at the largest number of sites. We exclude any measurements identified as bad by the supplier, measurements less than 0 or greater than 40 m/s, or measurements inconsistent with those taken by other sensors on the same tower at the same time. This quality control excludes 9-38% of the data from the individual sites and leaves 1.46 × 10 4 hours when data are available from all sites simultaneously. The mean wind speeds from these nine sites, shown in Table 1 , are lower than would typically be selected for commercial wind power development, but that is the range for which we could get the largest number of sites with similar wind speeds.
Wind power is simulated from the historical wind speed data using a turbine power curve based on the Vestas V110 2.0 MW turbine, 21 with a cut-in wind speed of 3 m/s, reaching rated power normalized to 1 at wind speed of 11 m/s, and cut-out wind speed of 25 m/s. Details of the functional form of the power curve are given in the Electronic Supporting Information (ESI).
We count the number of hours per year that the simulated power aggregated from combinations of N sites is less than a chosen threshold p 0 , for N ranging from 1 (individual site) to 9 (all sites combined), and plot p 0 vs. the count in the form of a generation duration curve. This curve, which depicts the same information as a cumulative distribution function (cdf), is a plot with the power threshold p 0 on the y-axis and the number of hours per year that aggregate power is less than p 0 on the x-axis. (Here we plot hours less than threshold rather than the conventional hours greater than threshold, but on an x-axis with its origin at the right where values increase to the left. The curves thus retain their conventional form but allow the use of a logarithmic axis to portray small duration values.) For each combination of sites, the duration curve was calculated by averaging the individual sites' simulated power at each hour (excluding any hour for which data was missing from one or more of the sites comprising that array).
To characterize a single site with behavior "representative" of the nine sites we also pooled all Figure 2 , taking care to separately accumulate those simulated power values that were exactly 0 (δ 0 ) or exactly 1 (δ 1 ). We use a histogram with 72 bins (70 full-width and 2 zero-width for δ 0 and δ 1 ), but we show in the ESI that our results are not sensitive to the number of bins. For these nine sites the "representative" wind plant produces zero power approximately 2000 h/y, and full power about 520 h/y. Its capacity factor or average output power is μ = 31%. The 0.00-0.014 bin is empty because the minimum non-zero power output of the simulated turbine is 0.014, which is the power produced at the cut-in wind speed.
Large Deviations Theory model
Although the simulated power outputs of the sites in Figure 1 are neither independent nor identical we nevertheless model the simulated aggregate wind power of an N-site array as the mean of N independent identically distributed (i.i.d.) copies of a "representative" random variable X having the probability distribution given by the histogram shown in Figure 2 . Large Deviations Theory (LDT) gives, under quite broad conditions, tight bounds on the probability that this mean is less than some small value (see Lewis and Russell 22 for an accessible introduction to LDT). According to LDT, Pr falls with N as . The "rate function" Q(p 0 ) is given as the Legendre transform of the random variables' cumulant generating function λ(θ):
with 〈•〉 denoting expectation. Although the exponential of the rate function captures the leading asymptotic dependence of probability on N, following Rozovsky 23 a more complete expression is given by:
where ϑ is the value of θ at which the supremum in equation (1) is found, and the second derivative of the cumulant generating function gives σ(ϑ) = [λʺ(ϑ)] ½ . With bin heights y k for the histogram in Figure 2 normalized to represent the total fraction of samples in each of the 70 bins, we calculated the cumulant generating function as:
Finding the maximum of equation (1) by numerical search gives Q and ϑ; evaluating the second derivative of λ(θ) at ϑ let us calculate the desired probability in equation (2) . In this simple model, the variability-reducing benefit of aggregating wind power from N sites is largely determined by the magnitude of rate function Q. As seen in Figure 3 , Q rises as power threshold p 0 is decreased below mean μ, indicating that modeled variability reduction through geographic 22 and is shown in Figure 3 as well. Both go to zero at μ, but for thresholds ("deviations") away from the mean, the tail of the mean of normally-distributed variables, which extends to −∞, declines at a slower rate than does the tail of the mean of our bounded wind-power variables. That is, for bounded distributions like wind power, LDT shows the distribution's tails are thinner than those of the normal distribution. The effect of changes in δ 0 and in the output-power distribution on the rate function is further illustrated by the dashed curve, which shows the rate function calculated from the simulated wind power distribution for a site in Sweetwater, TX (see ESI) where higher average wind-speeds (7.9 m/s) result in the modeled turbine being above cut-in all but 6.3% of the time.
We said above that LDT provides good estimates of the probability that mean aggregate power is less than some small value of p 0 , but we did not define "small value." For the purposes of LDT, p 0 is considered "small" if there is a small probability that is less than p 0 , i.e. if p 0 is far from the centre of the distribution of . For the cases we investigate in this paper with N ≤ 9 and the distribution shown in Figure 2 with μ = 0.31, p 0 values less than 0.07 can be considered "small." When p 0 is not small, i.e. when it is close to the mean, the Central Limit Theorem tells us that, at least for large N, Pr ~ Φ / /√ , where Φ is the cdf of the unit normal distribution and μ and σ are the mean and standard deviation of the distribution in Figure 2 . We illustrate the ranges of p 0 for which LDT and a normal distribution provide good estimates of the probabilities with Figures S1 and S2 in the ESI.
Results and discussion
The number of hours per year that simulated wind power aggregated from an N-site array is less than a given threshold p 0 decreases essentially exponentially with the number N of aggregated sites, as shown in Figure 4 . The box-plot shows the range of durations for all possible combinations of N of the 9 sites shown in Figure 1 . The durations of low-wind events for our nine sites are significantly higher than would be expected at a typical commercial wind site as shown by the red crosses. Using the rate-function values shown in Figure 3 we calculated the dependence of Pr 0 on N, with the results shown by the solid curves in Figure 4 . The correspondence of these results to the simu- Figure 4 . According to the correlation coefficients listed in Table  1 our sites are not completely independent, with two of the site-pairs having correlation coefficients in excess of 0.2. Nevertheless, the partial correlation seems not to prevent a close correspondence of the LDT curves to the median simulated wind-power data in Figures 4 and 5 . Additional insight into the degree of correlation between sites can be had by comparing the variances of the N-site arrays to the variances of the underlying individual sites over which the array averages; if the individual sites were uncorrelated the array variance should be equal to 1/N times the sum of the individual variances. The variance of the 9-site array simulated wind power (0.0154) is actually 7.6 times smaller than the average single-site variance of the distribution in Figure 2 (0.118), indicating that its behaviour might be closer to that of an array of 8 uncorrelated sites: partial correlation effects are modest but definitely not negligible.
We now return to the question posed in the title: "Is it always windy somewhere?" A more useful question to answer is "How windy is it almost always?" This is the question asked by the system planner who decides how much non-wind reserve generation must be available. To provide an answer we measure the aggregate simulated wind power capacity available except for allowed outages of 5, 50, and 500 h/y ("firm capacity") as a function of the number of sites N. These results, plotted DRAFT. Do Not Cite or Quote 8
in Figure 6 , unsurprisingly show that the capacity available at a given reliability level increases with the number of sites. For example, doubling the number of sites from N = 4 to N = 8 increases the median capacity available at least 50 h/y from 0.01 to 0.047. The results in Figure 6 also show that increasing the desired reliability level (i.e. tightening the definition of "almost always") decreases the available capacity. For example decreasing the allowed outage rate from 50 h/y to 5 h/y for N = 8 decreases the available wind power capacity from 0.047 to 0.02. For large N (not shown), the LDT curves approach a horizontal asymptote equal to average capacity factor μ.
Conclusions
The model presented here provides a quantitative basis for understanding the increase in firm capacity with geographic diversity. However, relating the predictions of our model to the variability of real wind power plants depends critically on the extent to which the number of statistically independent sites is a good proxy for geographic diversity. The empirical results presented here evidence good agreement with model results based on the assumption that the sites are independent. We presume that this agreement is a consequence of the weak correlation of our widely spread sites. The data we analyze inform speculation neither about the performance of arrays of more-closely spaced wind plants nor about achieving more than nine effectively independent sites within the contiguous U.S. This work may be useful in addressing planning for future modifications to the electric power grid. It demonstrates that aggregating wind plants can decrease the occurrence frequency of low-power events more dramatically than it decreases the magnitude of typical of variations around the mean. For weakly correlated sites we find the occurrence of low-power events in fact declines exponentially with N, in accord with Large Deviations Theory. For comparison, according to the Bienaymé Formula, the standard deviation of the mean decreases as 1/√ . Thus, to decrease the odds of aggregated wind power falling below 1% of capacity by a factor of 20 for a 3-site array requires an increase in the number of aggregated sites from 3 to 6, at least for sites with characteristics similar to those investigated here. Cutting the standard deviation by a similar factor would require increasing the number of independent sites from 3 by a factor of 400 to 1200-almost certainly unfeasible.
For our data year-to-year variations in the simulated wind power distribution have only modest effects on the rate function (see ESI, Fig. S4 ). This may allow a grid planner to extrapolate the firm wind power capacity available with a given reliability from limited historical data. With regard to smoothing benefits in general, it is important to note the important caveat that our results do not calculate the time duration of individual low-wind-power events, i.e. they do not distinguish between ten one-hour periods and one ten-hour period of low power.
Additional work is needed to determine to what extent the methods and results presented above apply to situations with the higher inter-site correlations that typically result from clustering wind plants in areas with the best wind. The Gärtner-Ellis theorem 24 allows generalization of the Large Deviations approach to correlated non-identical random variables. Alternately, an array of partially- DRAFT. Do Not Cite or Quote 9 correlated sites may be characterized as comprising a smaller effective number 25 N* of independent sites, with array statistics obeying LDT in terms of N*. 26 The methods and results we present do not yet allow us to estimate the capacity value or ELCC of wind power as they neglect the correlation of wind generation with electrical load. However, the deviations of regional loads from their daily and seasonal cycles (i.e. the load "anomaly") might yield variables that could be combined with regional wind generation in a way suitable for a treatment like the one employed here. DRAFT 
Sensitivity analysis for "representative" power distribution
In order to use LDT to model the distribution of the aggregate power of several non-identical wind plants, we developed a distribution for a hypothetical single site intended to be "representative" of all the individual sites. This "representative" distribution, shown in the main body of the paper as Figure 2 , was calculated by pooling all the hourly simulated wind-power samples and then binning them into a single histogram. We show below that our results are not particularly sensitive to the data used to calculate the representative distribution. Figure S 3 shows the results of LDT calculations using the power distribution of individual sites and using the representative distribution. It is clear that LDT using the "representative" power distribution matches the empirical duration curve (blue) far better than LDT using any single-site power distribution. (Fig. 2 in main body) , and 9-site aggregate empirical curve. Figure S 4 shows the results of LDT calculations carried out as before, but instead of using the all-years "representative" distribution we substituted a histogram calculated from all sites but only for individual years. Each thin black line represents the LDT prediction from the pooled distribution for a different year. This figure shows that the distribution changes very little from year to year. This also suggests that a single year of data is probably sufficient to extrapolate the probabilities of events that occur less frequently than once per year. Fig. 2 (main body) , and 9-site aggregate empirical curve. Each histogram retains zero-width bins to accumulate incidence of output power levels of exactly zero and exactly one.
Turbine power curve
We transformed wind-speed samples to simulated wind power using the turbine power curve shown in Figure S 6 , which approximates the manufacturer's curve for the Vestas V110 2.0 MW turbine. The turbine cuts in at v = 3 m/s, at which point its output steps discontinuously from 0 to 1.6% of capacity. For wind speeds greater than 11 m/s the output normalized by turbine capacity is unity, until the turbine cuts out at 25 m/s.
Historical wind-speed data sites 
