Abstract-This work considers the behavior of the degree distributions of capacity-approaching low-density parity-check (LDPC) code ensembles via linear programming (LP) bounds. These LP bounds are information-theoretic, and they apply to finite-length LDPC codes and to the asymptotic case of an infinite block length. Analytical solutions of these bounds are given in closed form, and the bounds are com pared for the BEC with some specific degree distributions of capacity-achieving sequences of LDPC code ensembles. These LP bounds are shown to be informative and are easy to calculate. Due to space limitations, the derivation of the LP bounds is outlined, and the reader is referred to the full paper version [9] for complete proofs and further discussions.
I. INTRODUCTION
paper are information-theoretic bounds which hold under ML decoding or any sub-optimal decoding algorithm. Although the degree distributions of the parity-check nodes are often set to be regular (or almost regular), and the irregularity often refers to the degree distributions of the variable nodes, this is not necessarily the case for capacity-approaching ensembles. For example, [7, Section VI] introduces some capacity-achieving sequences of accumulate-repeat-accumulate code ensembles for the BEC, which also possess a bounded complexity per information bit under BP decoding; they are designed in a way where the degree distributions of the LDPC code ensembles after a proper graph reduction (as explained in [7, Section II] ) are self-matched and are both irregular. The irregularity of the parity-check degree distributions in the design of LDPC codes appears to be useful in various cases under BP decoding (see, e.g., [1] , [3] , [6] , and [10] ).
Low-density parity-check (LDPC) codes form a class of II. LP BOUNDS ON THE DEGREE DISTRIBUTIONS OF LDPC powerful error-correcting codes which are efficiently encoded CODE ENSEMBLES and decoded with low-complexity algorithms. In this paper, the following question is addressed:
This section provides LP bounds on the degree distributions Question: How do the degree distributions of capacity-of LDPC code ensembles. Due to space limitations, the proofs approaching LDPC code ensembles behave as a function of are outlined here, and the reader is referred to [9] for full the achievable gap (in rate) to capacity ? proofs and further discussions. These bounds are formulated Consider the case where the transmission takes place over in terms of the target bit error probability and the gap (in rate) a memoryless binary-input output-symmetric (MBIOS) chan-to capacity required to achieve this target. The following LP nel. The behavior of the degree distributions of capacity-bounds refer to the node and edge perspectives of the degree approaching LDPC code ensembles is addressed in the full distributions, and they provide upper bounds on the fraction paper version [9] via the derivation of some information-of edges or nodes up to a degree k where k is a positive theoretic bounds. The bounds are expressed in terms of the integer. The LP bounds that are introduced in this section gap (in rate) to capacity with a target bit (or block) error hold under ML decoding, and they are therefore general in probability. These linear programming (LP) upper bounds on terms of the decoding algorithm. These LP bounds apply to the degree distributions of LDPC code ensembles are general finite-length LDPC code ensembles, and also to the asymptotic with respect to the decoding algorithm, and they also hold for case of an infinite block length. Analytical solutions of these ensembles of finite-length codes or for the asymptotic case of LP bounds are provided in closed form, and these bounds an infinite block length.
are also compared with some capacity-achieving sequences of In this context, two LP problems are formulated in [1] for LDPC code ensembles for the BEC under BP decoding. In the optimizing the degree distributions of finite-length LDPC code continuation to this section, we denote ensembles whose transmission takes place over a BEC, and 91~IE [tanh 2 (L/2)J also a convex optimization problem is formulated in [2] for optimizing the degree distributions of LOpe code ensembles
with the goal of obtaining a good tradeoff between perforin mance and decoding complexity. It is noted that the LP-based where L is a random variable which refers to the log-likelihood optimizations in [1] and [2] hold under belief propagation (BP) ratio (LLR) at the channel output, given that the binary input decoding, whereas the LP bounds which are derived in this symbol to the channel is zero, the symbol IE denotes the • LPl: 'LPI' forms an LP upper bound on the degree distribution of the parity-check nodes for LDPC code ensembles whose transmission takes place over an MBIOS channel, and let C designate the channel capacity in bits per channel use. The first version of this bound gives an upper bound on the fraction of parity-check nodes up to an arbitrary degree k (where k 2:: 1 is an integer) as a function of the achievable rate (and its fraction from the channel capacity) with a given bit error probability Pb.
From [9] , the following optimization problem follows:
where the optimization variables are {I' i} i2:1, and k is a parameter. The function ba, which appears in the first inequality constraint of the LP 1 bound, designates the binary entropy function, i.e., 
Outline of the proof
Let us assume in the following that the transmission of a binary linear block code takes place over an MBIOS channel. Let L designate the LLR at the channel output, given that the channel input is zero, and let a designate the probability density function (pdf) of L.
Let us consider a binary linear block code C of length n and rate R, and let X and Y be the transmitted codeword and received sequence, respectively. Assume 225 ISIT 2009, Seoul, Korea, June 28 - July 3, 2009 that the codewords of C have no bits which are set a-priori to zero. We first assume that the code C is represented by a parity-check matrix H which is full rank (i.e., the rows of H are linearly independent). For an arbitrary full-rank parity-check matrix of a binary linear block code C, let I'k designate the fraction of the parity-checks involving k variables, and let f(x)~Lk fkXk. The following lower bound on the conditional entropy of the transmitted codeword, given the received sequence at the channel output, holds (see [11] ):
The above lower bound on the conditional entropy in (2) holds for any representation of the code by a full-rank parity-check matrix. Note that the derivation of the lower bound in (2) relies on the assumption that the paritycheck matrix is full rank. Though it seems like a feasible requirement for specific binary linear block codes, this poses a problem when considering ensembles of LDPC codes. In the latter case, a parity-check matrix which corresponds to a randomly chosen bipartite graph with a given pair of degree distributions may not be full rank.
To this end, the following lemma is provided in [9] : Lemma 1: For (regular/ irregular) ensembles of binary LDPC codes, the inequality in (2) stays valid for every code from the ensemble with the following modifications: -The rate R of the code is replaced with the design rate (Rd) of the ensemble.
-The sequence [T k} refers to the degree distribution of the parity-check nodes of the ensemble (where the representation of a code by a parity-check matrix, with the given degree distribution, possibly includes some linearly dependent rows).
Proof" See [9, Appendix I].
• The derivation of the first inequality constraint in the LP 1 problem relies on the extension of the validity of (2) to the case where the parity-check matrix is not necessarily full rank, as given in Lemma 1, and it also relies on the inequality 9p 2:: (91)P which holds for every p 2:: 1 (this inequality follows directly from Jensen's inequality). Finally, its proof is completed by relying on the power series expansion of the binary entropy function From the standard transition from the degree distributions from the node perspective to degree distributions from the edge perspective (see [8] ), the following equality holds:
The substitution of this equality in the first constraint of the above LP bound gives the following optimization problem for the degree distribution of the parity-check nodes from the edge perspective (Le., we get an upper bound on the fraction of edges which are connected to parity-check nodes up to degree k 2:: 1):
and edge perspectives are similar to the corresponding formulations of the LP1 bound, except of the replacement of 91 in the LP1 bounds with the channel capacity C.
Hence, their analytical solution is similar to the LP 1 bound, except of this simple replacement. • LP3: 'LP3' provides an LP upper bound on the degree distribution of the variable nodes (from the edge perspective) for LDPC code ensembles whose transmission takes place over an MBIGS channel. This bound provides an upper bound on the fraction of edges which are connected to variable nodes up to degree k for a parameter k 2:: 2, and it is expressed in terms of the required achievable rate (and its gap to capacity) with a given bit error probability
Ph. This LP bound gets the following form (see [9] ):
where the optimization variables are {Ai}i2:2. The bound is valid under ML decoding (or any other decoding algorithm). It holds for finite block-length as well as in the asymptotic case where we let the block length tend to infinity. The first inequality constraint in the LP3 bound follows from the improved lower bound on the average degree of the variable nodes, as given in [9, Theorem 1], and the other two constraints are trivial. • LP4: 'LP4' provides a universal LP upper bound on the degree distribution of the variable nodes for LDPC code ensembles (from the edge perspective). It gets the following form (see [9] ):
where the optimization variables are {Pi}i>l. These two LP bounds are valid under ML decoding (hence, they also hold under any other decoding algorithm). These bounds hold for finite-length codes and also for the asymptotic case of an infinite block length. Based on strong duality for LP problems (which holds unless the primal and the dual LP problems are both not feasible [4] ), an analytical solution of the LP1 bound is given in [9, Appendix VII]. This bound is also tightened in [9, Appendix VII] for the BEC, followed by its analytical solution.
• LP2: 'LP2' provides a universal LP upper bound on the degree distribution of the parity-check nodes for LDPC code ensembles as a function of the required achievable rate (and its fraction E from the channel capacity) with a required bit error probability Ph. This bound gets the form:
where the optimization variables are {Pi}i2:1, and the bound holds under the same conditions as in the previous item. However, the LP2 bound is universal in the sense that it holds for all MBIGS channels which exhibit a given capacity C. The LP2 bound follows from the same reasoning which leads to the LP1 bound with the additional property which states that 91 2:: C for all MBIGS channels with capacity C, and this inequality holds with equality for a BEC. The LP2 bounds from the node 226 Ai 2:: 0, i == 2, 3, ...
where the optimization variables are {Ai}i2:2. This bound holds for all MBIGS channels with a given capacity C.
The only difference between the LP3 and LP4 bounds is that the parameter 91 in the first inequality constraint of the LP3 bound is replaced with the capacity C in the LP4 bound (similarly to the difference between the LP1 and LP2 bounds).
Analytical solutions for the LPI and LP2 bounds: The LPI problem can be expressed in the following equivalent form:
The LPI upper bound is equal to -dk~d* • • For values of k larger than or equal to ko, the LPI upper bound is equal to 1 (hence, it becomes trivial). A similar solution is obtained for the LP2 bound where the only difference is that gl in the definition of the sequence { d i } is replaced by the channel capacity C. These analytical solutions match the numerical solutions obtained via [5] .
An analytical solution for the LPI bound is obtained in [9, Appendix VII] (via the use of strong Lagrange duality).
In the following, the final solution of the LP 1 bound is presented. To this end, note that for indices i large enough, 
(N-I)a .
which satisfies the equality~a (1 -Pa(1 -x) ) == x for all a > o. Starting with the heavy-tail Poisson distribution as above and proceeding along the lines in [8, Section 3.15], the following two steps are performed for the construction of capacity-approaching LDPC code ensembles for the BEC:
• The degree distribution~a ( X ) is truncated so that it consists of the first N terms of its Taylor series expansion (up to and including the term x N -1 ) .
• The truncated power series~~N) (x) is normalized so that it is equal to 1 at x == 1. The left degree distribution (from the edge perspective) is then equal to )...~) (x) ==~r:; (x) .
An (1)
The right degree distribution, Pa(x), is not modified. This procedure provides the following degree distributions:
where H(k)~2:7=1 t for k 2:: 1 is a truncated harmonic sum. Straightforward calculus shows that the design rate of the corresponding LDPC code ensemble is equal to
We need to determine the parameters a and N so that the design rate in (5) forms (at least) a fraction 1 -e of the capacity of the BEC. Let p designate the erasure probability of the channel, and let r == (1 -c)(1 -p) be the lower bound on the required design rate. We need to choose a and N to a=Hi_~I), N=i l:r l+1.
In the following, we calculate the heavy-tail Poisson distribution in (4) with the choice of parameters in (6). The resulting degree distribution of the parity-check nodes (from the edge perspective) is compared with the LPI bound for the BEC where the analytical solution of this bound is given in [9, Appendix VII] .
Comparisons between the heavy-tail Poisson distribution and the LPI bound are shown in Figure 1 . We note that the LPI bound is an upper bound on the parity-check degree distribution which is valid under ML decoding (and hence, it is general for any decoding algorithm), whereas the heavytail Poisson distribution is designed to achieve a certain gap to capacity under BP decoding. We also show in this figure the fixed degree of the parity-check nodes for the rightregular LDPC code ensemble; this calculation is done via [9, Eqs. (112), (113) and (118)] where the right degree is equal to aR == r~l + 1. Although the latter case corresponds to a step 227 k == 1,2, ... In the following, we compare the LPI bound for the BEC and the degree distributions of two capacity-achieving sequences of LDPC code ensembles under iterative message-passing decoding.
The first capacity-achieving sequence for the BEC refers to the heavy-tail Poisson distribution, and it was introduced in [6, Section IV], [10] (see also [8, Problem 3.20] ). The second capacity-achieving sequence refers to the right-regular LDPC code ensembles [10] , based also on the analysis in the proof of [9, Proposition 1] .
This first capacity-achieving sequence is obtained via the pair of degree distributions Degree of parity-check nodes (k) (7) The closed form solution of the LP4 bound is the same as in (7), except of replacing the parameter 91 by C.
Example 2 (LP3 bound): Consider LDPC code ensembles whose design rate is one-half bit per channel use, and whose transmission takes place over a BIAWGN channel. Lets assume that we wish to find upper bounds on the fraction of edges up to degree k (for a parameter k~2) for the setting of a bit error probability of (at most) .Fb = 10-10 under ML decoding (or any sub-optimal decoding algorithm) at~~= 0.188 dB. This implies a gap to capacity which is equal to E: = 1.42 X 10-4 • From (7), we obtain the following inequalities (which are also verified numerically via 
