Introduction
Everyone knows that Gauss invented Gaussian elimination, and, excepting a quibble, everyone is right. 1 What is less well known is that Gauss introduced the procedure as a mathematical tool to get at the precision of least squares estimates. In fact the computational component in the original description is so little visible, that it takes some doing to see an algorithm in it.
Gaussian elimination, therefore, was not conceived as a general numerical algorithm with applications in statistics and least squares. Rather it was a procedure that sprang from the interface of statistics and computation. Since the full story is known only to the few who have consulted the original sources, I hope my readers will be interested to see how Gauss did things. But there is more than the satisfaction of idle curiosity here. Gauss and Laplace were the premier statisticians of their day, and Gauss alone was the premier numerical analyst. Today we still have something to learn from observing Gauss's practices.
Chronicles
The principle of least squares arose from the problem of combining sets of overdetermined equations to form a square system that could be solved for the unknowns. The problem went under the name of the combination of observations, and has been well surveyed by Stigler 23] in his History of Statistics. By way of background, I will relate in chronological order the major events in the story of least squares, from Gauss's rst discovery to his nal treatment in the 1820's.
In his correspondence, Gauss asserted that he had discovered the principle of least squares in 1824 (or 1825, the dates vary). Gauss seems to have had little regard for the principle itself, and even said he thought others must have used it before him. In June of 1828 Gauss 11, v. 10] made the following entry in the little diary of discoveries he kept from 1796 to 1814: \Probability calculus defended against Laplace." 2 Laplace, following Boscovich 1, 16] , had suggested that observations be combined by minimizing the sum of the absolute values of the residuals subject to the condition that the residuals sum to zero. Gauss felt that this way of combining observations violated the dictates of probability theory, and his alternative was the rst probabilistic justi cation of least squares.
The following entry in the diary, also dated June 1898, contains the statement: \The problem of elimination resolved in such a way that nothing more can be desired." 3 I take this entry to be the rst reference to Gaussian elimination. But a decade was to pass before Gauss published either the probabilistic justi cation or the elimination procedure.
Although we tend to regard Gauss chie y as a mathematician, it was as an astronomer that he rst made his mark. On New Year's Day of 1801, the astronomer Piazzi discovered the asteroid Ceres. The new planet became unobservable after only nine degrees of an arc had been recorded, and astronomers were faced with problem of determining where to look for it next. Gauss undertook the calculation, using new techniques in physical astronomy and presumably his principle of least squares. At the end of 1801, he predicted where in the heavens the asteroid would be found, and his reputation was made.
Gauss, who was generally slow to publish, began work in 1805 on his Theoria Motus Corporum Coelestium, in which he described his techniques for computing orbits and gave his rst probabilistic justi cation of the principle of least squares. He nished in 1806, but his publisher, worried by German losses to Napoleon, insisted he translate the treatise into Latin. In consequence it did not appear until 1809 2] . In the meantime, Legendre 20] published and named the method of least squares (la m ethode des moindres quarr es) in an appendix to a memoir appearing in 1805. When the Theoria Motus nally appeared, Legendre found that Gauss had claimed the principle for his own, and he took exception. The result was a priority dispute, which need not concern us here. 4 In the Theoria Motus, Gauss had assumed the errors in the observations were normally distributed. In 1811, Laplace 17] used his central limit theorem to give an essentially di erent justi cation of least squares. This is not the place to enter into details, but brie y Laplace showed that the solutions of a combination of equations were asymptotically normal and from this concluded that the least squares combination would minimize the mean absolute error in the solutions. Laplace's approach does not readily extend beyond two unknowns.
The nal chapter occurred in the 1820's when Gauss 5, 6, 8] published two memoirs on least squares. The rst, in two parts, contains yet another justi cation of least squares | Gauss's famous minimum variance theorem. These papers also contain some nice algorithmics, which will concern us later.
The Precision of Estimates
The rst appearance of Gaussian elimination in print occurs in Section 182 of the Theoria Motus. In order to understand what Gauss is about, we will have to sketch some background.
Gauss (after a linearization) considers the model 5
where X is n p. The errors e i are assumed to be independent random variables with common distribution '(e). Gauss introduces the function
where the x T i are the rows of X and uses a Bayesian argument with a uniform prior to argue that the value of b that maximizes (3.1) is the most probable value of the unknowns.
Gauss now supposes the distribution of the e i is normal; that is, '(e) / e ?h 2 e 2 . He identi es the parameter h with the precision 6 5 We will make free use of matrices in what follows, but only as a means of abbreviating Gauss's scalar equations. 6 We must not use terms like variance or standard deviation here. The number h is simply a parameter in a speci c distribution. Only in the Theoria Combinationis will Gauss introduce the second moment of a general distribution as a measure of variation.
is the residual sum of squares. Thus, Gauss's most probable value is obtained by minimizing the residual sum of squares, which justi es the principle of least squares. The normal equations can be derived as usual by di erentiation.
Gauss next turns to the problem of estimating the precision of the least squares estimates. His technique is to integrate all but the last unknown out of (3.2), after which the precision can be read o . However, to perform the required integrations must be expressed in a special form, and the tool for arriving at that form is Gaussian elimination.
The procedure as given by Gauss is the following. Let It is ironic that the Theoria Motus should have become the principle reference for Gaussian elimination as a computational tool. As we have seen, Gauss used elimination to give a derivation of one of the most important results of linear regression theory. He was certainly aware of the computational consequences of his elimination procedure, and promised to describe them in a later work. But computational considerations are absent from the Theoria Motus itself. Gauss merely points out that the normal equations can be solved by ordinary elimination (eliminatio vulgaris), presumably a variant of what we now call Gauss{Jordan elimination. An extension, which Gauss will later call general elimination (eliminatio inde nite), can be used to pass from the normal equations (3.5) to the inverse system (3.6). In the expression on the right, we recognize the formulas for performing one step of Gaussian elimination, as we understand it today, on a matrix whose elements are a ij . This is essentially the algorithm Gauss describes in the Disquisitio.
The Scalar Connection
To complete the solution of the normal equations by Gaussian elimination, note that since = Continuing in this manner, we can determine estimates for all the unknowns b i . This of course is nothing more than the back substitution phase of Gaussian elimination.
The Matrix Connection
The above description of the algorithm is incomplete, in the sense that it does not give formulas for the constant parts s i of the functions u i . To see where they come from, it will be useful to express the algorithm in terms of matrices.
The function can be written in the form Thus Gaussian elimination, as practiced by Gauss, amounts to factoring the augmented cross-product matrix into a lower triangular matrix, a diagonal matrix, and the transpose of the lower triangular matrix. It is common practice today to work with the augmented cross-product matrix.
The vector u whose components are the functions u i can be written in the form u = Rb ? s:
The process sketched above of setting the u i to zero and back-solving amounts to solving the triangular system Rb = s:
The Computation of Variances
Writing in 1821, Gauss 4] summarized his and Laplace's justi cations of least squares as follows.
From the foregoing we see that the two justi cations each leave something to be desired. The rst depends entirely on the hypothetical form of the probability of the error; as soon as that form is rejected, the values of the unknowns produced by the method of least squares are no more the most probable values than is the arithmetic mean in the simplest case mentioned above. The second justi cation leaves us entirely in the dark about what to do when the number of observations is not large. In this case the method of least squares no longer has the status of a law ordained by the probability calculus and has only the simplicity of the operations it entails to recommend it.
In the Pars Prior of his memoir Theoria Combinationis Observationum Erroribus Minimis Obnoxiae 7], Gauss resolved the dilemma by introducing the notion of mean square error as a measure of variance and showing that among all linear combinations of the observations that produced exact estimates in the absence of error the least squares estimates have least mean square error.
In the Pars Posterior of the Theoria Combinationis 6], Gauss addresses the problem of computing variances. He points out that his elimination method gives only the variance of the last unknown. Since (he continues) a general elimination to invert the normal equations is expensive, some calculators have adopted the practice of performing the elimination with another unknown placed last. 7 Gauss says that he will give a better way.
Gauss actually gives two solutions to the problem. In the rst he shows that if one inverts the system Rb = s to get Ts = b, then the matrix V obtained by passing from (3.5) to (3.6) can be written
Thus the diagonal elements of V can be computed as a weighted sum of squares of the rows of T. Gauss gives two algorithms for computing T, one of them particularly advantageous when only a few variances are to be computed.
The second method is a very general result for computing the variance of an arbitrary linear combination t = g T b + of the unknowns b. Speci cally, if we pass from the variables b to the variables u, so that t assumes the form t = h T u +t; thent is the value of t at the least squares estimates of the unknowns, 8 and its variance is proportional to h T Dh: Moreover, h may be obtained by solving the triangular system R T h = g:
Thus Gauss reduces the problem of computing a variance to that of solving a triangular system. A modern practice in numerical linear algebra is to compute a matrix decomposition and then use it in a variety of computations. Although it would be anachronistic to call Gauss a decompositionalist, he calculated like one. The results of his elimination serve as a computational platform from which both estimates and variances can be obtained.
Computational Complexity
Did Gaussian elimination represent an improvement over the practices of the day? If we assume that people were using Gauss{Jordan elimination to solve systems, they would have performed roughly 1 2 p 3 multiplications and about the same number of additions. Gaussian elimination, on the other hand, requires about 1 6 p 3 multiplications and additions. Thus Gaussian elimination represents an improvement of a factor of about three.
If variances are required, the inversion of the normal equations by GaussJordan elimination would cost an additional 1 3 p 3 multiplications and additions for a total of 5 6 p 3 . With Gauss's approach the total is 1 3 p 3 , an improvement by a factor 5 2 .
In an age in which a workstation can solve a system of order 100 with barely a hiccup, it is easy to be cavalier Dr. H ugel, of Hessen, Germany, states that he has solved 10 normal equations in from 10{12 hours, using a log. Gauss's notation for elimination is equally well considered. Here as above, a pair of letters indicates the position in the normal equations. The appended numerals indicate the level of elimination. Incidentally, this seems to be the rst appearance of the inner product form of the algorithm, in which the matrix R is generated row by row. It is the preferred form for hand calculation, since one need only record an array of 1 2 p 2 numbers.
Legacy
The casting of Gauss's results in matrix notation in some sense trivializes them. With our knowledge of matrix algebra, we can leap ahead to results that researchers of Gauss's time could only arrive at by more pedestrian routes. Yet we must be careful not to be patronizing. Gauss and his successors accomplished a great deal with their techniques and notation. For example, Gauss's presentation of his algorithm as elimination in a quadratic form strikes us as unusual today. Yet it was the rst of many reductions of quadratic and bilinear forms that later became our familiar matrix decompositions, including among others the LU decomposition, the Jordan canonical form, and the singular value decomposition. As Kline points out in his book Mathematical Thought from Ancient to Modern Times 13, Ch. 33], by the time the use of matrices had become widespread, many of the principal results of matrix theory had already been established.
Gauss's algorithms, written in his notation, survived into the twentieth century, especially in books on geodesy. Thereafter, as people began to use presentday notation, his contributions became less visible. By 1959, when I rst began working with computers, Gaussian elimination had come to mean any triangularization of a system of equations, symmetric or nonsymmetric, followed by a back substitution, and none of us had an idea of what Gauss had actually done.
Yet what he did is worth recalling. Gauss worked with real-life problems and got his hands dirty solving them. He always looked for the best, most e cient algorithm; and when he had it, he expressed it in a clean notation that suggested how to use it. These virtues are no less important today than in Gauss's time.
