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Abstract
We introduce a notion of weak isospectrality for continuous deformations. Consider the Laplace-
Beltrami operator on a compact Riemannian manifold with boundary with Robin boundary condi-
tions. Given a Kronecker invariant torus Λ of the billiard ball map with a Diophantine vector of
rotation we prove that certain integrals on Λ involving the function in the Robin boundary condi-
tions remain constant under weak isospectral deformations. To this end we construct continuous
families of quasimodes associated with Λ. We obtain also isospectral invariants of the Laplacian
with a real-valued potential on a compact manifold for continuous deformations of the potential.
These invariants are obtained from the first Birkhoff invariant of the microlocal monodromy operator
associated to Λ. As an application we prove spectral rigidity of the Robin boundary conditions in
the case of Liouville billiard tables of dimension two in the presence of a (Z/2Z)2 group of symmetries.
1 Introduction
This is a part of a project (cf. [42]-[44]) concerned with the spectral rigidity and integral geometry of
compact Liouville billiard tables of dimensions n ≥ 2. The general strategy is first to find a list of spectral
invariants and then to prove for certain manifolds that these invariants imply spectral rigidity.
Substantial progress in the inverse spectral problem has been done recently due to the wave-trace
formula [17], [19], [28], [29], [31], [50]-[54], and the semi-classical trace formulas [28], [29], [21], [22]. The
wave-trace formula, known in physics as the Balian-Bloch formula and treated rigorously by Y. Colin de
Verdie`re [8] and by J. Duistermaat and V. Guillemin [14] (see also [20], [31], [39], [45], [46]), as well its
semi-classical analogue - the Gutzwiller trace formula relate the spectrum of the operator with different
invariants of the corresponding closed geodesics such as their lengths and the spectrum of the linear
Poincare´ map. It is especially fruitful for deformations of closed manifolds with negative curvature. V.
Guillemin and D. Kazhdan [18] and C. Croke and V. Sharafutdinov [11] proved that such manifolds
are spectrally rigid. There are several positive results on the inverse spectral problem for manifolds of
non-negative curvature. It has been proved in [17], [50], [51], [28], [29], that for certain non-degenerate
closed geodesics one can extract the Birkhoff Normal Form (BNF) from the singularity expansions of the
wave-trace and even to reconstruct the boundary of analytic planar domains [52] - [55]. The wave-trace
method requires certain technical conditions such as simplicity of the length spectrum (a non-coincidence
condition) and non-degeneracy of the corresponding closed geodesic and its iterates which are difficult to
check.
We propose in this paper another approach which avoids the wave-trace formulas and works with-
out assuming any non-coincidence or non-degeneracy conditions. Our aim here is to present a simple
idea of how quasimodes can be used in inverse spectral problems. This idea works well for isospectral
deformations whenever continuous with respect to the parameter of the deformation quasimodes can be
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constructed for the corresponding eigenvalue problem. In the currant paper, given a compact billiard
table (X, g) with a smooth Riemannian metric g and the corresponding Laplace-Beltrami operator on
it, we consider continuous deformations either of the function K in the Robin boundary condition or
of a real-valued potential V on X (further applications of the method will be discussed in Sect. 5.2).
To construct quasimodes we assume that there is an exponent Bm, m ≥ 1, of the corresponding bil-
liard ball map B which admits an invariant Kronecker torus Λ with a Diophantine vector of rotation
ω. By a Kronecker torus we mean an embedded Lagrangian submanifold Λ of the coball bundle of the
boundary, diffeomorphic to the torus Tn−1 := Rn−1/2πZn−1 and invariant with respect to Bm, and such
that the restriction of Bm to Λ is smoothly conjugated to the rotation Rω with a constant vector ω on
Tn−1. Any regular invariant torus of a completely integrable system, is a Kronecker torus. Moreover, the
Kolmogorov-Arnold-Moser (KAM) theorem provides families of Kronecker tori for close to completely
integrable systems. These tori have Diophantine vectors of rotation and their union is of a positive
Lebesgue measure in the phase space. If the deformation is isospectral we prove that certain integrals
of the function K (of the potential V ) on any Kronecker torus Λ with a Diophantine vector of rotation
remain constant under the deformation. These integrals are related to the first Birkhoff invariant of
the corresponding microlocal monodromy operator associated to Λ. In comparison with the wave-trace
method [17], [19], [28], [29], [50]-[54], here, instead of looking for all the coefficients (or Birkhoff invariants)
of the singular expansion of the wave-trace related to a single closed geodesic γ and its iterates, we make
use only of the first Birkhoff invariant of the microlocal monodromy operator but for a large family of
Kronecker tori Λ, which can be considered as a Radon transform associated to that family. In particular,
our method requires only finite regularity of the function K (the potential V ).
Typical examples of completely integrable billiard tables are the Liouville billiard tables (L.B.T.s)
[44]. In the case of L.B.T.s we treat these integral invariants as values of a suitable Radon transform.
Then the spectral rigidity follows from the injectivity of the Radon transform. Liouville billiard tables of
dimension two have been studied in [42]. Liouville billiard tables of dimension n ≥ 2 are introduced in
[44], where the integrability of the corresponding billiard ball map is obtained using a simple variational
principle. A typical example of a L.B.T. is the interior of the n-axial ellipsoid in Rn [44]. The injectivity
of the Radon transform for L.B.T.s in higher dimensions is investigated in [43].
To summarize, we point out that the method can be applied whenever a continuous quasimode of the
problem exists. The notion of continuous quasimodes is introduced in Sect. 2.1. The construction of the
continuous quasimodes here is related on Birkhoff normal forms.
A billiard table (X, g) is a smooth compact Riemannian manifold of dimension dimX = n ≥ 2
equipped with a smooth Riemannian metric g and with a C∞ boundary Γ := ∂X 6= ∅. Let ∆ be the
“positive” Laplace-Beltrami operator on (X, g). Given a real-valued function K ∈ Cℓ(Γ,R), ℓ ≥ 0, we
consider the operator ∆ with domain
D :=
{
u ∈ H2(X) : ∂u
∂ν
|Γ = Ku|Γ
}
, (1.1)
where ν(x), x ∈ Γ, is the inward unit normal to Γ with respect to the metric g. We denote this operator
by ∆g,K . It is a selfadjoint operator in L
2(X) with discrete spectrum
Spec∆g,K := {λ1 ≤ λ2 ≤ · · · } ,
where each eigenvalue λ = λj is repeated according to its multiplicity, and it solves the spectral problem ∆u = λu in X ,∂u
∂ν
|Γ = K u|Γ .
(1.2)
1.1 Invariants of isospectral families
The method we use requires only finite regularity of K. Fix ℓ ≥ 0, and consider a continuous family of
real-valued functions Kt in the Ho¨lder space C
ℓ(Γ,R), t ∈ [0, 1], which means that the map [0, 1] ∋ t 7→ Kt
2
is continuous in Cℓ(Γ,R). To simplify the notations we denote by ∆t the corresponding operator ∆g,Kt .
The family ∆t is said to be isospectral if
∀ t ∈ [0, 1] , Spec (∆t) = Spec (∆0) . (1.3)
We are going to introduce a weaker notion of isospectrality. Consider the union I of infinitely many
disjoint intervals going to infinity, with lengths tending to zero, and which are polynomially separated.
More precisely, fix two positive constants d > 1/2 and c > 0, and suppose that
(H1) The set I ⊂ (0,∞) is a union of infinitely many disjoint intervals [ak, bk], k ∈ N, such that
• lim ak = lim bk = +∞,
• lim (bk − ak) = 0, and
• ak+1 − bk ≥ cb−dk for any k ∈ N.
More generally, fix an integer s ≥ 0 and instead of (H1) consider the stronger condition (H1)s, where the
second assumption is replaced by
lim a
s/2
k (bk − ak) = 0 as k →∞ . (1.4)
We impose the following “weak isospectral assumption”:
(H2) There is a ≥ 1 such that ∀ t ∈ [0, 1] , Spec (∆t) ∩ [a,+∞) ⊂ I .
Using the asymptotic of the eigenvalues λj as j → ∞ we will show in Sect. 2.1 that the conditions
(H1)-(H2) are “natural” for any d > n/2 and c > 0. By “natural” we mean that for any d > n/2 and
c > 0 the isospectral condition (1.3) implies that there exists a union of infinitely many disjoint intervals
I such that (H1)-(H2) are satisfied – see Lemma 2.2 and Remark 2.3 for details. Note that (H1)-(H2)
and (H1)s-(H2) are well adapted for the semi-classical analysis.
The elastic reflection of geodesics at Γ determines continuous curves on X called billiard trajectories
as well as a discontinuous dynamical system on T ∗X – the billiard flow. The latter induces a discrete
dynamical system B defined on an open subset B˜∗Γ of the open coball bundle B∗Γ of Γ called billiard
ball map (see Sect. 2.1 for a definition). The map B : B˜∗Γ→ B∗Γ is symplectic. We suppose also that
there is an integer m ≥ 1 such that the map P = Bm admits an invariant Kronecker torus of a vector of
rotation ω satisfying the following (κ, τ)-Diophantine condition:
There is κ > 0 and τ > n− 1 such that ∀ (k, kn) ∈ Zn, k = (k1, . . . , kn−1) 6= 0 :
|〈ω, k〉+ kn| ≥ κ
(∑n−1
j=1 |kj |
)−τ
.
(1.5)
For example, if dimX = 2, and Γ is locally strictly geodesically convex (with respect to the outward
normal −ν(x)), then by a result of Lazutkin the union of the invariant circles of P = B with Diophantine
numbers of rotation is of a positive Lebesgue measure in T ∗Γ. If γ is a suitable elliptic broken geodesic
withm vertices in X , dimX ≥ 2, applying the KAM theorem, we get a family of invariant tori of P = Bm
with Diophantine vectors of rotation the union of which has a positive measure in T ∗Γ.
More precisely, we impose the following dynamical condition.
(H3) There is an embedded submanifold Λ of B
∗Γ diffeomorphic to Tn−1 and an integer m ≥ 1 such
that Bj(Λ), 0 ≤ j ≤ m − 1, belong to the domain of definition B˜∗Γ of B, Λ is invariant with
respect to P = Bm, and the restriction of P to Λ is C∞ conjugated to the translation R2πω(ϕ) =
ϕ− 2πω (mod 2π) in Tn−1, where ω satisfies the Diophantine condition (1.5).
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Then Λ ⊂ B∗Γ is Lagrangian (see [23], Sect. I.3.2). Moreover, it follows from (1.5) that P is uniquely
ergodic on Λ, i.e. there is a unique probability measure dµ on Λ (associated with the corresponding
Borelian σ-algebra) which is invariant under P . Obviously, dµ is the pull-back of the Lebesgue measure
(2π)1−ndϕ on Tn−1 via the diffomorphism in (H3). Set Λj = B
j(Λ), j = 0, 1, . . . ,m − 1, and dµj =
(B−j)∗(dµ). Then Λj is a Kronecker invariant torus of P with a vector of rotation 2πω and dµj is the
unique probability measure on it which is invariant with respect to P . Denote by πΓ : T
∗Γ → Γ the
canonical projection. Given (x, ξ) ∈ B∗Γ, we denote by ξ+ ∈ T ∗xX the corresponding outgoing unit
covector which means that the restriction of ξ+ to TxΓ equals ξ and 〈ξ+, ν(x)〉 ≥ 0, where 〈·, ·〉 stands
for the paring between vectors and covectors, and we define
θ = θ(x, ξ) ∈ [0, π/2] by sin θ = 〈ξ+, ν(x)〉.
We require only finite Cℓ-Holder regularity on K. Fix d > 1/2 and τ > n− 1 and let
ℓ > ([2d] + 1)(τ + 2) + 2n+ (n− 1)/2 , (1.6)
where [p] stands for the entire part of the real number p. In what follows d will be the exponent in (H1),
and τ > n− 1 the exponent in the Diophantine condition (1.5). Our main result is:
Theorem 1.1 Let Λ be an invariant Kronecker torus of P = Bm with a vector of rotation 2πω, where
ω is (κ, τ)-Diophantine. Fix ℓ and d > 1/2 such that (1.6) holds. Let
[0, 1] ∋ t 7→ Kt ∈ Cℓ(Γ,R) ,
be a continuous family of real-valued functions on Γ such that ∆t satisfy the isospectral condition (H1)−
(H2) with exponent d. Then
∀ t ∈ [0, 1],
m−1∑
j=0
∫
Λj
Kt ◦ πΓ
sin θ
dµj =
m−1∑
j=0
∫
Λj
K0 ◦ πΓ
sin θ
dµj . (1.7)
The invariant in (1.7) will be obtained from the first Birkhoff invariant (for a definition see Remark 3.9)
of the corresponding microlocal monodromy operator. To prove that higher order Birkhoff invariants are
isospectral invariants, one should impose the isospectral condition (H1)s− (H2) for some s ∈ N (see Sect.
5.2).
Theorem 1.1 is inspired by a result of Guillemin and Melrose [19, 20]. They consider a connected clean
submanifold Λ of fixed points of P = Bm, m ≥ 2, satisfying the so called “non-coincidence” condition1.
Let TΛ,m be the common length of the family of closed broken geodesics issuing from Λ and having m
reflexions at Γ. The “non-coincidence” condition means that the broken geodesics of that family are
the only closed generalized geodesics in X of length TΛ,m. Under this condition, Guillemin and Melrose
prove that if Kj , j = 1, 2, are two real-valued C
∞ functions on Γ such that Spec (∆g,K1) = Spec (∆g,K2),
then certain integrals of Kj/ sin θ, j = 1, 2, on Λ are equal. In the case when X ⊂ R2 is the interior
of an ellipse Γ they obtain an infinite sequence of confocal ellipses Γj ⊂ X tending to Γ such that the
corresponding invariant circles Λj of B satisfy the non-coincidence condition. As a consequence they
obtain in [19] spectral rigidity of (1.2) in the case of the ellipse for C∞ functions K which are invariant
with respect to the symmetries of the ellipse. The main tool in the proof is the trace formula for the
wave equation with Robin boundary conditions in X (see [20]). This result was generalized in [42] for
two-dimensional Liouville billiard tables of classical type.
There is little hope to apply the wave-trace formula in our situation. An invariant Kronecker torus
Λ of the billiard ball map B could be approximated with periodic points of P = Bm using a variant of
the Birkhoff-Lewis theorem and a “Birkhoff normal form” of P near Λ. Unfortunately, we do not know
if the corresponding closed broken geodesics are non-degenerate. Moreover, it will be difficult to check if
the non-coincidence condition holds even in the case of ellipsoidal billiard tables.
1The integer m is not necessarily the minimal exponent so that P (̺) = Bm(̺) for ̺ ∈ Λ
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We propose a simple idea which relies on a quasimode construction. It is natural to use quasimodes for
this kind of problems since quasi-eigenvalues are close to eigenvalues and they contain a lot of geometric
information. A quasimode with discrepancy ε > 0 of a selfadjoit operator L in L2(X) is a pair (λ, u),
where λ is a real number, u belongs to the domain of definition of L, ‖u‖ = 1, and ‖Lu− λu‖ ≤ ε. By
the spectral theorem, this implies
dist (Spec (L) , λ) ≤ ε . (1.8)
In order to prove (1.7), we construct continuous families of quasimodes (µq(t)
2, uq(t, ·)) of ∆t with dis-
crepancies εq = CMµ
−M
q , where M = [2d] + 1 is the entire part of 2d + 1, d is the exponent in (H1), q
belongs to an unbounded index setM⊂ Zn and CM is a positive constant independent of q and of t. By
continuous quasimodes we mean that the quasi-eigenvalues µq(t)
2 are continuous functions of t ∈ [0, 1].
More precisely, we obtain by Theorem 2.2 quasimodes (µq(t)
2, uq(t, ·)) of ∆t such that
µq(t) = µ
0
q + cq,0 + cq,1(t)(µ
0
q)
−1 + · · ·+ cq,M (t)(µ0q)−M ,
where µ0q and cq,0 are independent of t, lim|q|→∞ µ
0
q = +∞, and cq,j , q ∈ M, is an uniformly bounded
sequence of continuous functions in t ∈ [0, 1]. The function cq,1 is of the form
cq,1(t) = c
′
q,1 + c
′′
1
m−1∑
j=0
∫
Λj
Kt ◦ πΓ
sin θ
dµj ,
where c′q,1 and c
′′
1 6= 0 are independent of t and c′′1 does not depend on q either. Now (1.8) reads
dist
(
Spec (∆t) , µq(t)
2
) ≤ CM (µq)−M .
Since M > 2d, it follows from (H2) that the quasi-eigenvalues µq(t)
2, |q| ≥ q0 ≫ 1, belong to the union
of intervals [ak − ca−dk /4, bk + cb−dk /4] which do not intersect each other in view of (H1). Since µq(t)2 is
continuous in [0, 1], it can not jump from one interval to another. Using (H1), this allows us to show that
cq,1(t)− cq,1(0) = µ0q|µq(t)− µq(0)|+O(µ0q)−1
tend to 0 as |q| → ∞ for any t ∈ [0, 1], which proves (1.7). A more general argument involving the
condition (H1)s is given in Lemma 2.5.
Theorem 2.6 provides a construction of quasimodes, which depend continuously on K ∈ Cℓ(Γ,R),
where ℓ > M(τ +2)+2n+(n− 1)/2 and τ is the exponent in the Diophantine condition (1.5). Choosing
M = [2d] + 1 we obtain that the index of regularity ℓ of Kt in Theorem 1.1 should satisfy (1.6).
The construction of continuous quasimodes is provided in Sect. 3. This section is quite long and we
divide it into several subsections.
In Sect. 3.1 we reduce the spectral problem (1.2) microlocally near Λ to an equation with respect to
(λ, v) ∈ C× C∞(Γ) of the form
(W0(λ)− Id)v = OM (λ−M−1)v,
where W0(λ) is the corresponding “microlocal monodromy operator”. The idea of the reduction at the
boundary is explained in the beginning of Sect. 3.1. The monodromy operator has the form
W0(λ) = [Q
0(λ) + λ−1Q1(λ)]S(λ),
where S(λ) is a “classical” Fourier Integral Operator with a large parameter λ (λ-FIO) whose canon-
ical relation is the graph of the Poincare´ map P = Bm, and with a C∞-smooth compactly supported
amplitude in any local chart, Q0(λ) is a “classical” pseudodifferential operator with a large parameter λ
(λ-PDO) with a C∞-smooth compactly supported amplitude in any local chart, and Q1(λ) is a λ-PDO
with a compactly supported amplitude of finite regularity. Moreover, S(λ) and Q0(λ) do not depend
on K, while Q1(λ) depends continuously on K. The symbol of Q1(λ) in any local chart has the form
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∑M−1
j=0 q
0
j (x, ξ)λ
−j+OM (λ
−M ), where q0j are compactly supported functions. Moreover, q
0
j are polynomi-
als of K and of its derivatives of order ≤ 2j with smooth coefficients, while the reminder term OM (λ−M )
depends continuously on K and on its derivatives of order ≤ 2M . The symbols of finite regularity that
we need are introduced in the Appendix. The reduction to the boundary is similar to that in [5] and it is
close also to the construction of a parametrix for the mixed problem for the wave equation in the C∞ case
which has been done by Chazarain [6] and V. Guillemin and R. Melrose in [20]. A similar construction
has been used recently by H. Hezari and S. Zelditch [24]. The reduction to the boundary is based on
a construction of a parametrix for the Helmholtz equation with Dirichlet boundary conditions which is
done in Appendix A.1.
Starting from a Birkhoff Normal Form of P in a neighborhood of Λ, we find a Quantum Birkhoff
Normal Form (shortly QBNF) of the monodromy operator W0(λ) in Sect. 3.4 solving at any step
a suitable homological equation. In particular, we obtain a spectral decomposition of W0(λ) modulo
OM (λ
−M ), which allows us to construct the quasimodes. The third term cq,1(t) of the corresponding
quasi-eigenvalues is given by the first Birkhoff invariant of the QBNF of the monodromy operator. It
turns out that higher order Birkhoff invariants of W0(λ) are also isospectral invariants (see Sect. 5.2).
Similar construction of quasimodes has been provided in [5] and in [38]. The method of the “microlocal
monodromy operator” has been developed in the context of the wave-trace and the semi-classical trace
formulas in [46]. It allows also to investigate the contribution of degenerate closed geodesics to the
wave-trace (see also [39]).
To get a normal form of W0(λ) we make use of Wiener spaces with weights As(Tn−1). A function in
Tn−1 belongs to such a space if the series of its Fourier coefficients multiplied by a suitable polynomial
weight is absolutely convergent. These spaces are perfectly adapted for solving the homological equation
(see Lemma 3.7). At any iteration we lose exactly τ derivatives, which makes Mτ in total. On the
other hand, Cq(Tn−1) ⊂ As(Tn−1) ⊂ Cs(Tn−1) for any s ≥ 0 and q > s + (n − 1)/2, and the inclusion
maps are continuous by a theorem of Bernstein. We need also 2n derivatives on the amplitude of the
corresponding λ-FIO acting on Tn−1 to prove L2-continuity. Finally, to construct continuous with respect
to K ∈ Cl(Γ,R) quasimodes we have to assume that l > 2M + τM + (n− 1)/2 + 2n.
1.2 Applications. Spectral rigidity in the presence of (Z/2Z)2 symmetries.
Kronecker invariant tori usually appear in Cantor families (with respect to the Diophantine vector of
rotation ω satisfying (1.5) with τ > n − 1), the union of which has positive Lebesgue measure in T ∗Γ,
and Theorem 1.1 applies to any single torus Λ of that family. Consider for example a strictly convex
bounded domain X ⊂ R2 with C∞ boundary Γ, and fix τ > 1. It is known from Lazutkin (cf. [30],
Theorem 14.21) that for any 0 < κ ≤ κ0 ≪ 1 there is a Cantor set Ξκ ⊂ (0, ε0], ε0 ∼ √κ0 ≪ 1, of
(κ, τ)-Diophantine numbers ω such that for each ω ∈ Ξκ there is a KAM (Kolmogorov-Arnold-Moser)
invariant circle Λω ⊂ B∗Γ of B satisfying (H3) with m = 1 and with a rotation number 2πω. Moreover,
Ξκ is of a positive Lebesgue measure in (0, ε0], the Lebesgue measure of the complement of Ξ := ∪Ξκ in
(0, ε] is O(ε) as ε → 0, and so is the Lebesgue measure of the complement to the union of the invariant
circles in an ε-neighborhood of S∗Γ in B∗Γ. More generally, the result of Lazutkin holds for any compact
billiard table (X, g), dimX = 2, with connected boundary Γ which is locally strictly geodesically convex.
The corresponding completely integrable map is obtained by means of the “approximate interpolating
Hamiltonian” [31]. Applying Theorem 1.1 to any KAM circle Λω, ω ∈ Ξ, we obtain the following
Corollary 1.2 Let (X, g), dimX = 2, be a compact locally strictly geodesically convex billiard table with
a smooth connected boundary Γ. Let [0, 1] ∋ t 7→ Kt ∈ Cℓ(Γ,R) be a continuous family of functions such
that ∆t satisfy (H1)− (H2). Let ℓ > ([2d]+1)(τ +2)+9/2, where d > 1/2 is the exponent in (H1). Then
∀ω ∈ Ξ , ∀ t ∈ [0, 1],
∫
Λω
Kt ◦ πΓ
sin θ
dµ =
∫
Λω
K0 ◦ πΓ
sin θ
dµ . (1.9)
Another example can be obtained applying the KAM theorem to the Poincare´ map P = Bm of a periodic
broken geodesic γ with m vertexes (in any dimension n ≥ 2). To this end we suppose that γ is elliptic,
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that there are no resonances of order ≤ 4 and that the corresponding Birkhoff normal form of P is
non-degenerate (see Sect. 4.1 for definitions). If the dimension of X is two these conditions mean that P
is a twist map. Consider in more details the case of a bouncing ball trajectory γ (m = 2) with vertices
x1 and x2 in a two-dimensional billiard table. Assume that there is a neighborhood U of γ in X and two
involutions Jk : U → U , k = 1, 2, acting as isometries on U , such that J1(xj) = xj and J2(x1) = x2 and
suppose that J1 and J2 commute. Denote by I(Γ∩U) ∼= Z2⊕Z2 the group of local isometries generated
by the restrictions of J1 and J2 to Γ ∩ U . For any f ∈ C(Γ ∩ U) we consider the average
f#(x) =
1
4
∑
g∈I(Γ∩U)
f(g.x) , x ∈ Γ ∩ U.
Corollary 1.3 Let (X, g) be a compact billiard table of dimension dimX = 2 with a smooth boundary
Γ. Let γ be an elliptic bouncing ball trajectory with end points x1 and x2 satisfying the hypothesis above.
Let [0, 1] ∋ t 7→ Kt ∈ Cℓ(Γ,R) be a continuous family of real-valued functions on Γ such that ∆t satisfy
(H1) − (H2) and let ℓ > 3[2d] + 15/2, where d is the exponent in (H1). Then for any t ∈ (0, 1] there is
an infinite sequence {yk}k∈N in Γ \ {x1} such that lim yk = x1 and K#t (yk) = K#0 (yk) for any k ∈ N.
In particular, the Taylor polynomials of K#t at xj , j = 1, 2, of degree less than [ℓ] + 1 do not depend on
t ∈ [0, 1].
In particular, if Γ is analytic and K0 and K1 are real-analytic and invariant with respect to J1 and J2,
then K0 = K1. Using higher order Birkhoff invariants one could remove the symmetries of Kt (see Sect.
5.2). Corollary 1.3 will be proved in Sect. 4.1.
Similar results can be obtained from the singular expansion of the wave-trace at γ and its iterates by
the method developed by Zelditch [52, 53]. As we have mentioned above the two methods are of different
nature. Here we use only one Birkhoff invariant but for infinitely many invariant circles which requires
the condition lim (bk − ak) = 0 in (H1). By the wave-trace method one obtains all the terms of the
singular expansion of the wave-trace related to only one closed geodesic γ and its iterates, which would
require the stronger condition lim ask(bk − ak) = 0 for any s ∈ N.
Theorem 1.1 can be applied as well in the completely integrable case, for example for the ellipse or
the ellipsoid, or more generally for Liouville billiard tables of classical type [42, 43, 44] in any dimension
n ≥ 2. We are going to prove spectral rigidity of the Robin boundary problem for two dimensional
Liouville billiard tables of classical type (see Sect. 4.2 for definitions). Such billiard tables have a group
of isometries I(X) ∼= Z2 ⊕ Z2 which induces a group of isometries I(Γ) ∼= Z2 ⊕ Z2 on the boundary.
Given f ∈ C(Γ) we consider its average f# with respect to I(Γ). We denote by Symmℓ(Γ) the space of
all Cℓ real-valued functions which are invariant with respect to I(Γ), i.e. a smooth function f belongs to
Symmℓ(Γ) if f = f# . Applying Theorem 1.1 for Diophantine numbers of rotation ω, we show that any
continuous weakly isospectral deformation of K in Symmℓ(Γ) is trivial. More precisely, we have
Corollary 1.4 Let (X, g), dimX = 2, be a Liouville billiard table of classical type. Let Kt, t ∈ [0, 1], be
a continuous family of real-valued functions in Cℓ(Γ,R) such that ∆t satisfy (H1) − (H2). Suppose that
ℓ > 3[2d] + 15/2, where d is the exponent in (H1). Then K
#
t ≡ K#0 for any t ∈ [0, 1]. In particular, if
K0,K1 ∈ Symmℓ(Γ) then K0 = K1.
It seems that even for the ellipse this result has not been known. We point out that the Liouville billiard
tables that we consider are not analytic in general and the methods used in [19] and [42] can not be
applied. Corollary 1.4 will be proved in Sect. 4.2.
In the same way we treat the operator ∆t = ∆ + Vt in X with fixed Dirichlet or Robin (Neumann)
boundary conditions on Γ, where Vt ∈ Cℓ(X), t ∈ [0, 1], is a continuous family of real-valued potentials
in X . The corresponding results are proved in Sect. 5.1. Injectivity of the Radon transform and spectral
rigidity of Liouville billiard tables in higher dimensions is investigated in [43].
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2 Quasimodes and spectral invariants
2.1 Quasimodes and isospectral deformations
First we shall show that the isospectral condition (H1)-(H2) is natural for any d > n/2 and c > 0. Given
d > n/2, c > 0, and α≫ 1 we consider the set
I˜ ≡ I˜(∆0) :=
{
λ ≥ α : | Spec (∆0) − λ| ≤ 2cλ−d
}
.
Let us write I˜ as a disjoint union of connected intervals [ak, bk], 1 ≤ k ≤ m ≤ ∞.2
Lemma 2.1 The intervals [ak, bk] are infinitely many and limk→∞ ak = limk→∞ bk =∞.
Proof of Lemma 2.1. Assume that m is finite and bm = ∞. Let λs, λs+1, ..., limj→∞ λj = ∞, be the
eigenvalues of ∆0 (listed with multiplicities) that belong to the interval [am,∞). Clearly,∑
j≥s
|λj+1 − λj | =∞ . (2.1)
By Weyl’s formula there exists v > 0 such that
λj = 2vj
2/n(1 + o(1)) as j →∞ . (2.2)
On the other hand, for any j ≥ s, there exists x∗ ∈ [λj , λj+1] such that |λj−x∗| ≤ 2cx−d∗ and |λj+1−x∗| ≤
2cx−d∗ . Hence, ∀j ≥ s,
|λj+1 − λj | ≤ 4cx−d∗ ≤ 4cλ−dj . (2.3)
By (2.2), (2.3), and d > n/2 we get,∑
j≥s
|λj+1 − λj | ≤ C
∑
j≥s
λ−dj ≤ C
∑
j≥s
j−
2d
n ≤ C
∫ ∞
s
t−
2d
n dt <∞ ,
where C stands for different positive constants. The last inequality contradicts (2.1). Hence, any of the
intervals [ak, bk], 1 ≤ k ≤ m, is finite. Finally, as limj→∞ λj = ∞ and λj ∈ I˜ we get m = ∞ and
limk→∞ ak = limk→∞ bk =∞. ✷
Now, for any k ∈ N we set ak = ak + 32ca−dk and bk = bk − 32 cb
−d
k . By definition, there is λ, λ
′ ∈
Spec (∆0) such that λ− ak = 2ca−dk and bk − λ′ = 2cb
−d
k , hence, bk − ak ≥ 2c(a−dk + b
−d
k ), and we obtain
bk − ak ≥ 12c(a−dk + b
−d
k ) > 0. By construction
ak+1 − bk > 3
2
cb
−d
k (2.4)
since the intervals [ak, bk] are disjoint. Hence, the intervals [ak, bk], k ∈ N, are disjoint as well. Denote
by I = I(∆0) the union of the disjoint intervals [ak, bk], k ≥ 1. Note that I depends also on the choice
of the constant α≫ 1.
Lemma 2.2 For any d > n/2 and c > 0 there exists α ≫ 1 such that the set I (∆0) satisfies (H1). In
particular, the isospectral condition (1.3) implies (H1) - (H2) with I = I (∆0).
Proof of Lemma 2.2. The first condition in (H1) follows from Lemma 2.1. Let us prove the second one.
Fix k ∈ N and consider the interval [ak, bk]. Let λs ≤ · · · ≤ λr be the eigenvalues of ∆0 in [ak, bk]. Then,
by (2.3),
0 ≤ λj+1 − λj ≤ 4cλ−dj (2.5)
2We do not exclude a priori the case when m is finite and bm =∞.
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for s ≤ j ≤ r. On the other hand, by Weyl’s formula (2.2) and Lemma 2.1 there exists k0 ∈ N and a
constant v > 0 such that for any k ≥ k0
vj2/n ≤ λj ≤ 4vj2/n . (2.6)
Then by choosing k ≥ k0, we get from (2.5) and (2.6) that
bk − ak = 1
2
ca−dk +
∑
s≤j≤r−1
(λj+1 − λj) + 1
2
cb
−d
k ≤ ca−dk + 4c
∑
s≤j≤r−1
λ−dj ≤
= ca−dk + C
∑
s≤j≤r−1
j−2d/n ≤ ca−dk + C
∫ ∞
s
t−2d/n dt ≤ ca−dk + Cs1−
2d
n ≤
= ca−dk + Cλ
n
2 (1−
2d
n )
s ≤ ca−dk + Ca
n
2
−d
k ≤ 2Ca
n
2
−d
k (2.7)
where C stands for different positive constants. Hence, bk−ak = o(1) as d > n/2. This proves the second
condition in (H1).
We have,
bk = bk − 3
2
cb
−d
k = bk(1 + o(1)) as k →∞. (2.8)
Combining this with (2.4) and taking k0 ≥ 1 sufficiently large we see that for any k ≥ k0,
ak+1 − bk > cb−dk .
Hence, the set I satisfies (H1) for α ≥ ak0 . This completes the proof of the first statement of the lemma.
It is clear from construction that I satisfies (H2) for any a ≥ α. ✷
Remark 2.3 It follows from Lemma 2.2 and inequality (2.7) that for any d > n/2 and c > 0 the
isospectral condition (1.3) implies (H1)s-(H2) with I = I(∆0) and 0 ≤ s < 2d− n.
Indeed, as in (2.8) we get
ak = ak +
3
2
ca−dk = ak(1 + o(1)) as k →∞. (2.9)
Then, taking k0 ≫ 1 we get form (2.7) that
0 < bk − ak ≤ 2Ca
n
2
−d
k ≤ cas/2k .
We are going to give now a formal argument which allows one to get spectral invariants from continuous
quasimodes.
Definition 2.4 Let At, t ∈ [0, 1], be a family of selfadjoint operators in a Hilbert space H. By a contin-
uous quasimode of order M ≥ 1 of At we mean a sequence (µq(t)2, uq(t)), q ∈ N, such that
• uq(t) belongs to the domain of definition D(At) of At and ‖uq(t)‖ = 1,
• there is a constant CM > 0 independent of q and of t such that∥∥(At − µq(t)2)uq(t)∥∥ ≤ CM µq(t)−M (2.10)
for any q ∈ N and t ∈ [0, 1],
• µq(t) ∈ R and
µq(t) = µ
0
q + cq,0(t) + cq,1(t)(µ
0
q)
−1 + · · ·+ cq,M (t)(µ0q)−M ,
where
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(i) µ0q are independent of t and limµ
0
q = +∞ as q →∞,
(ii) {cq,j ∈ C([0, 1],R) : q ∈ N, 0 ≤ j ≤M} is a bounded family of continuous functions.
We have the following
Lemma 2.5 Suppose that the family of selfadjoint operators At, t ∈ [0, 1], in the Hilbert space H is
isospectral in the sense of (H1)s-(H2), where s ≥ 0 is an integer. Let (µq(t)2, uq(t)), q ∈ N, be a
continuous family of quasimodes of order M > max{2d, s} such that
(iii) cq,j is independent of t for j ≤ s,
(iv) cq,s+1(t) = c
′
q,s+1 + c(t), where c
′
q,s+1 does not depend on t and c(t) does not depend on q.
Then c(t) = c(0) for any t ∈ [0, 1].
Proof. It is easy to see that for any q ∈ N and t ∈ [0, 1], the distance from µq(t)2 to the spectrum of At
can be estimated above by
dt,q :=
∣∣ Spec (At) − µq(t)2∣∣ ≤ CM µq(t)−M .
Indeed, if dt,q 6= 0 the spectral theorem and (2.10) yield
1
dt,q
≥ ‖(At − µq(t)2)−1‖ ≥ ‖(At − µq(t)2)uq(t)‖−1 ≥ µq(t)
M
CM
.
For any q ∈ N and t ∈ [0, 1] let us take λt,q ∈ Spec (At) such that∣∣λt,q − µq(t)2∣∣ ≤ CMµq(t)−M .
The properties (i) and (ii) of the quasimode imply that limµq(t) =∞ as q →∞ uniformly with respect
to t ∈ [0, 1]. There is q0 ≫ 1 such that
∀ q ≥ q0, ∀ t ∈ [0, 1] : 1
4
(µ0q)
2 ≤ 1
2
µq(t)
2 ≤ λt,q ≤ 2µq(t)2 ≤ 4(µ0q)2, (2.11)
and for any q ≥ q0 and t ∈ [0, 1] we get∣∣λt,q − µq(t)2∣∣ ≤ C′λ−M/2t,q (2.12)
where C′ = 2M/2CM . Moreover, (2.11) and (i) imply that
limλt,q =∞ as q →∞ uniformly with respect to t ∈ [0, 1]. (2.13)
In particular, there is q0 ≥ 1 such that λt,q ≥ a for any q ≥ q0 and t ∈ [0, 1], where a ≥ 1 is the constant
in (H2). Now using (H2) we get for any q ≥ q0 and t ∈ [0, 1] an integer k = k(q, t) ≥ 1 such that
λt,q ∈ [ak, bk]. (2.14)
Fix β so that M > β > max{2d, s}. Then choosing q0 ≫ 1 we obtain from (2.12), (2.13) and (2.14) that
for any q ≥ q0 and t ∈ [0, 1] the quasi-eigenvalue µq(t)2 belongs to the interval [ak− c2λ−β/2q,t , bk+ c2λ−β/2q,t ],
where c > 0 is the constant of the third assumption of (H1). Since λt,q > ak, we get
∀ q ≥ q0, ∀ t ∈ [0, 1] : µq(t)2 ∈ Ik :=
[
ak − c
2
a
−β/2
k , bk +
c
2
a
−β/2
k
]
, (2.15)
where k = k(q, t). In particular,
bk(q,t) ≥ µq(t)2 − c
2
a
−β/2
k(q,t) ≥
1
2
(µ0q)
2 − c
2
a
−β/2
1 ,
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which implies that k(q, t) = ∞ as q → ∞ uniformly with respect to t ∈ [0, 1]. On the other hand, using
the third assumption of (H1), the relation bk = ak(1 + o(1)) as k →∞, which follows from the first two
assumptions in (H1), and the inequality β > 2d, we get
(ak+1 − c
2
a
−β/2
k+1 )− (bk +
c
2
a
−β/2
k ) = (ak+1 − bk)−
c
2
a
−β/2
k+1 −
c
2
a
−β/2
k ≥ cb−dk − ca−β/2k > 0
for any k ≥ k0 and k0 ≫ 1. This shows that the intervals Ik in (2.15) do not intersect each other for
k ≥ k0. Choose q0 ≫ 1 so that k(q, t) ≥ k0 for any q ≥ q0 and t ∈ [0, 1]. The function µq(t)2 is continuous
on [0, 1], hence, it can not jump from one interval to another for q ≥ q0. Consequently, k(q, t) does not
depend on t for q ≥ q0. We have proved that for any q ≥ q0 there is k = k(q) ∈ N independent of t such
that
∀ t ∈ [0, 1] : µq(t)2 ∈
[
ak − c
2
a
−β/2
k , bk +
c
2
a
−β/2
k
]
. (2.16)
Moreover, k(q)→∞ as q →∞ and we obtain
µq(t)
2 = ak(q) +O(bk(q) − ak(q)) +O(a−β/2k(q) ) = ak(q)(1 + o(1)), as q →∞ ,
uniformly in t ∈ [0, 1]. On the other hand (i) and (ii) imply
µq(t) = µ
0
q(1 + o(1)), as q →∞ ,
uniformly in t ∈ [0, 1]. The last two formulas combined with (2.16) show that for any q ≥ q0 ≫ 1
(µ0q)
s+1|µq(t)− µq(0)| ≤ Cµq(t)s|µq(t)2 − µq(0)2| ≤ C
(
a
s/2
k(q)
(
bk(q) − ak(q)
)
+ ca
(s−β)/2
k(q)
)
:= ǫq
where C > 0 stands for different constants which are independent of q and of t. The inequality β > s
and (1.4) imply that ǫq → 0 as q →∞. Moreover, (iii) and (iv) yield
µq(t)− µq(0) = (c(t)− c(0))(µ0q)−(s+1) +O((µ0q)−(s+2)) as q →∞ .
Thus
|c(t)− c(0)| ≤ (µ0q)s+1|µq(t)− µq(0)|+O((µ0q)−1) = ǫq +O((µ0q)−1)→ 0 (2.17)
as q →∞, which proves the claim since c(t) does not depend on q. ✷
We point out that there is no restriction on the nature of the spectrum of the operators At. An analogue
of the lemma can be proved in the case of resonances close to the real axis replacing the intervals in
condition (H1)s-(H2) by boxes [bk, ck] + i[0, dk], where dk > 0, lim dk = 0, and ak < bk satisfy (H1)s,
and using results of Stefanov [47], and Tang and Zworski [49] about the localization of resonances near
quasi-eigenvalues.
2.2 Billiard ball map
We recall from Birkhoff [3] (see also [48]) the definition of the billiard ball map B associated to a billiard
table (X, g) with a smooth boundary Γ. We are interested here only in the “broken geodesic flow” given
by the elastic reflection of geodesics hitting transversally the boundary. It induces a discrete dynamical
system at the boundary which can be described as follows.
Denote by h the Hamiltonian on T ∗X corresponding to the Riemannian metric g on X via the
Legendre transformation and by h0 the Hamiltonian on T
∗Γ corresponding to the induced Riemannian
metric on Γ. The billiard ball map B lives in an open subset of the open coball bundle
B∗Γ = {(x, ξ) ∈ T ∗Γ : h0(x, ξ) < 1}
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and it is defined as follows. Let B∗Γ be the closure of B∗Γ in T ∗Γ. Denote by S∗X the cosphere bundle
of X which consists of all (x, ξ) ∈ T ∗X such that h(x, ξ) = 1, and set
Σ = S∗X |Γ := {(x, ξ) ∈ S∗X : x ∈ Γ} and Σ± := {(x, ξ) ∈ Σ : ±〈ξ, ν(x)〉 > 0} .
Consider the natural projection πΣ : Σ → B∗Γ assigning to each (x, η) ∈ Σ the covector (x, η|TxΓ). Its
restriction to B∗Γ admits two smooth inverses
π±Σ : B
∗Γ → Σ± , π±Σ (x, ξ) = (x, ξ±) , (2.18)
which can be extended continuously on the closed coball bundle B∗Γ. The covector ξ+ is called “outgoing”
and ξ− “incoming”. Take (x, ξ) in B∗Γ and consider the integral curve exp(tXh)(x, ξ
+) of the Hamiltonian
vector field Xh starting at (x, ξ
+) ∈ Σ+. If it intersects transversally Σ at a time t1 > 0 and lies entirely
in the interior of S∗X for t ∈ (0, t1), we set
(y, η−) = J(x, ξ+) = exp(t1Xh)(x, ξ+) ∈ Σ− ,
and define B(x, ξ) := (y, η), where η := η−|TyΓ. Notice that by construction (y, η) ∈ B∗Γ. We denote by
B˜∗Γ the set of all such points (x, ξ). In this way we obtain a smooth exact symplectic map B : B˜∗Γ →
B∗Γ, given by B = πΣ ◦ J ◦ π+Σ .
2.3 Quasimodes
Fix a positive integer M and letM⊂ Zn be an infinite set. Recall that the domain of definition of ∆g,K
is given by (1.1). Then by a quasimode Q of ∆g,K of order M and with a index set M we mean an
infinite sequence (µq, uq)q∈M, such that µq are positive, limµq = +∞, uq belongs to the Sobolev space
H2(X), ‖uq‖L2(X) = 1, and there is a constant CM > 0 such that
∥∥∆uq − µ2q uq∥∥ ≤ CM µ−Mq in L2(X) ,
∂uq/∂ν|Γ − K uq|Γ = 0 .
(2.19)
Denote by A(̺) the action along the broken bicharacteristic starting at ̺ ∈ Λ and with endpoint P (̺) ∈ Λ.
Note that 2A(̺) > 0 is just the length of the corresponding geodesic arc. Denote by πΓ : T
∗Γ → Γ the
inclusion map. Recall that for any (x, ξ) ∈ B∗Γ the angle θ = θ(x, ξ) ∈ (0, π/2] is determined by
sin θ = 〈ξ+, ν(x)〉, where 〈·, ·〉 stands for the pairing between vectors and covectors.
Theorem 2.6 Let Λ be a Kronecker torus satisfying (H3). Fix a positive integer M ≥ 2 and ℓ >
M(τ + 2) + 2n+ (n− 1)/2, where τ > n− 1 is the exponent in (1.5). Then for any K ∈ Cℓ(Γ,R) there
is a quasimode (µq(K), uq(K))q∈M of ∆g,K of order M satisfying (2.19) and with an infinite index set
M⊂ Zn independent of K, such that
µq = µ
0
q + cq,0 + cq,1(µ
0
q)
−1 + · · ·+ cq,M (µ0q)−M
where
(i) µ0q is independent of K and there is C
0 > 0 such that µ0q ≥ C0|q| for any q ∈M,
(ii) the function cq,j : C
ℓ(Γ,R) → R assigning to each K ∈ Cℓ(Γ,R) the corresponding coefficient
cq,j(K) of µq(K) is continuous.
(iii) the coefficients cq,j(K) and the positive constant CM (K) in (2.19) are uniformly bounded on any
bounded subset B of Cℓ(Γ,R), which means that there is C = C(B) > 0 such that CM (K) ≤ C and
|cq,j(K)| ≤ C for any q ∈M, 0 ≤ j ≤M , and any K ∈ B,
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(iv) cq,0 is independent of K and
cq,1(K) = c
′
q,1 + c
′′
1
m−1∑
j=0
∫
Λj
K ◦ πΓ
sin θ
dµj ,
where c′q,1 is independent of K, and c
′′
1 =
2∫
ΛA(̺) dµ
.
To prove Theorem 1.1 we denote by B the set {Kt : t ∈ [0, 1]}. Take M = [2d] + 1, the smallest positive
integer bigger than 2d, and consider the continuous quasimode (µq(Kt)
2, uq(Kt)), t ∈ [0, 1], given by
Theorem 2.6. Then apply Lemma 2.5 with s = 0.
3 Construction of continuous quasimodes
The proof of Theorem 2.6 is quite long and we divide it in several steps as follows. In Sect. 3.1 we reduce
the problem to the boundary and introduce the corresponding microlocal monodromy operator W (λ).
This is a λ-FIO whose canonical relation is just the graph of P . Our goal is to ”separate the variables”
microlocally near Λ and then to obtain quasimodes of W (λ) concentrated at Λ. For this reason we first
find a symplectic Birkhoff normal form of P in Sect. 3.2. Then conjugating W (λ) with a suitable λ-FIO
we get a λ-FIO W1(λ) with a simple phase function in Sect. 3.3. In Sect. 3.4 we obtain a microlocal
Birkhoff normal form W 0(λ) of W1(λ) by conjugating it with a suitable λ-PDO and solving at any step
the corresponding homological equation. In this way we separate microlocally the variables near Λ, which
means that the amplitude of W 0(λ) does not depend on the angular variables but only on the action
variables. A microlocal ”spectral decomposition” of W (λ) near Λ is obtained in Sect. 3.5. In Sect. 3.6
we get quasi-eigenvalues zq(λ) of W (λ), where q belongs to a unbounded subset of Z
n, and then we solve
the equations zq(λ) = 1, which gives the desired quasimodes of the problem.
3.1 Reduction to the boundary.
We are going to give a brief idea of the reduction to the boundary, which is a variant of the reflection
method for the wave equation. Consider an “outgoing” solution of the Helmlotz equation (∆ − λ2)u =
ON (|λ|−N ) at high frequencies (|λ| → ∞) with “initial data” Ψ0(λ)f at Γ microlocalized near Λ0 = Λ,
where Ψ0(λ) is a λ-PDO having a frequency set (semi-classical wave front set) in a neighborhood of
Λ. The solution u is given by u = H0(λ)f , where H0(λ) is a λ-FIO. The construction of the operator
H0(λ) is provided in Appendix A.1. The restriction of u at Γ is given modulo ON (|λ|−N ) by u|Γ =
Ψ0(λ)f + G0(λ)f , where G0(λ) is a λ-FIO of order 0 and its canonical relation is the graph of the
billiard ball map near Λ0 (see Lemma A.3 and (A.25)). To satisfy the boundary conditions near Λ1 =
B(Λ0) in the case when m ≥ 2 we use the reflexion method. Namely, we add to H0(λ) an operator
G˜1(λ) = H1(λ)Q1(λ)G0(λ), where H1(λ) is an “outgoing” parametrix of the Helmlotz equation in X
with Dirichlet boundary conditions microlocalized near Λ1 and Q1(λ) is a suitable λ-PDO supported
near Λ1, and then consider u = H0(λ)f + G˜1(λ)f . In the case of Dirichlet boundary conditions one
can take Q1(λ) to be −Id microlocally near Λ1. In the case of Robin boundary conditions one uses the
observation that the trace of the normal derivative of H0(λ)f at Γ is given by the action of a suitable
λ-PDO of order one on the trace of H0(λ)f at Γ. The same is valid for the trace of the normal derivative
of G˜1(λ) at Γ. In this way one reduces the Robin boundary condition microlocally near Λ1 to an equation
with respect to Q1(λ) (see (3.7)). The solution of this equation is given by (3.8) and (3.9). Similarly
one can treat the boundary conditions near Λj = B
j(Λ) for any 0 < j < m which leads to a solution
G(λ)f = H0(λ)f + G˜1(λ)f + · · · + G˜m−1(λ)f of the Helmholtz equation modulo ON (|λ|−N ) satisfying
the boundary conditions microlocally in a neighborhood of Λj for any 0 < j < m. To satisfy the
boundary conditions in a neighborhood of Λm = Λ0 we obtain in the same way an equation of the form
(W (λ) − Id)f = 0, where W (λ) is the monodromy operator (3.13). The construction of the parametrix
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G(λ) is similar to that in [5] and it is close that of the mixed problem for the wave equation which has
been done by Chazarain [6] and by Guillemin and Melrose [20] (see also [35] and [45]).
We proceed now with the construction of the parametrix. If m ≥ 2, without loss of generality we
can suppose that Λj = B
j(Λ) 6= Λ for 1 ≤ j < m. Indeed, P acts transitively on each Λj since ω is
Diophantine, hence, Λi ∩ Λj = ∅ if 0 < |i − j| < m and m ≥ 2. Choose neighborhoods Uj ⊂ B˜∗Γ of
Λj, 0 ≤ j ≤ m, such that Uj+1 is a neighborhood of the closure of B(Uj) for j = 0, . . . ,m − 1 and
U0 ⊂ Um. Moreover, if m ≥ 2 we assume that Ui ∩Uj = ∅ for 0 < |i− j| < m. Consider a C∞ extension
(X˜, g˜) of (X, g) across Γ such that any integral curve γ of the Hamiltonian vector field Xh˜ (h˜ being the
Hamiltonian corresponding to g˜) starting at π+Σ (Uj), j = 0, . . . ,m− 1, satisfies
γ ∩ T ∗X˜ |Γ ⊂ π+Σ (Uj) ∪ π−Σ (Uj+1). (3.1)
Then γ intersects transversally T ∗X |Γ and for each ̺ ∈ Uj there is a unique Tj(̺) > 0 such that
exp(Tj(̺)Xh˜)(π
+
Σ (̺)) ∈ π−Σ (B(Uj)) .
Let ψj(λ), j = 0, 1, . . . ,m, be classical λ-pseudodifferential operators (λ-PDOs) of order 0 on Γ with a
large parameter λ and compactly supported amplitudes in Uj such that
WF′(Id− ψj) ∩ Λj = ∅ ,
and
WF′(ψj+1) ⊂ B(Uj) , WF′(Id− ψj+1) ∩B(WF′(ψj)) = ∅ for j = 0, . . .m− 1 . (3.2)
Hereafter WF′(ψj) stands for the frequency set of ψj (the semi-classical ~-wave front with ~ = 1/λ
[12], [15], [34]), and by a “classical” λ-PDO we mean that in any local coordinates the corresponding
distribution kernel is of the form (A.31) where the amplitude has an asymptotic expansion q(x, ξ, λ) ∼∑∞
k=0 qk(x, ξ)λ
−k and qk are C
∞ smooth and uniformly compactly supported (see Appendix A.1). In
particular the distribution kernel OPλ(q)(·, ·) is smooth for each λ fixed. We take λ in a complex strip
D := {z ∈ C : |Im z| ≤ D0, Re z ≥ 1} , (3.3)
D0 > 0 being fixed.
We are looking for a microlocal outgoing parametrix Hj(λ) : L
2(Γ) → C∞(X˜), of the Dirichlet
problem for the Helmholtz equation with “initial data” concentrated in Uj such that
∀N ∈ N , (∆− λ2)Hj(λ) = ON (|λ|−N ) (3.4)
in a neighborhood of X in X˜ . Hereafter,
ON (|λ|−N ) : L2(Γ) −→ L2(X˜)
stands for any family of continuous operators depending on λ with norms ≤ CN (1 + |λ|)−N , CN > 0.
We will also denote by ON (|λ|−N ) : L2(Γ) −→ L2(Γ) any family of continuous operators depending on
λ with norms uniformly bounded by CN (1 + |λ|)−N , CN > 0. We take N = M to be the order of the
quasimode we are going to construct.
The operator Hj(λ) is a Fourier integral operator of order −1/4 with a large parameter λ ∈ D (λ-
FIO) the distribution kernel of which is an oscillatory integral in the sense of Duistermaat [13] and it is
constructed in Appendix A.1. In any local coordinates its amplitude is C∞ smooth, uniformly compactly
supported for λ ∈ D and it has an asymptotic expansion in powers of λ up to any negative order. In
particular, Hj(λ)u is a C
∞ smooth function for any fixed λ and u ∈ L2(Γ). The corresponding canonical
relation lies in T ∗X˜ × T ∗Γ and it is given by
Cj :=
{(
exp(sXh˜)(π
+
Σ (̺)); ̺
)
: ̺ ∈ Uj , −ε < s < Tj + ε
}
, ε > 0 .
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Consider the operator of restriction ı∗Γ : C
∞(X˜) → C∞(Γ), ı∗Γ(u) = u|Γ, as a λ-FIO of order 1/4, the
canonical relation R of which is just the inverse of the canonical relation given by the conormal bundle
of the graph of the inclusion map ıΓ : Γ → X˜ . The composition R ◦ Cj is transversal for any j and
it is a disjoint union of the diagonal in Uj × Uj (for s = 0) and of the graph of the billiard ball map
B : Uj → Uj+1 (for s = Tj) (see Lemma A.3 ). Let Ψj(λ), 1 ≤ j ≤ m − 1, be a λ-PDO of order 0 such
that
WF′(Ψj) ⊂ Uj and WF′(Ψj − Id) ∩WF′(ψj) = ∅.
Taking Ψj(λ) as initial data at Γ for s = 0 in Lemma A.3 we obtain an operator Hj(λ) satisfying (3.4).
Moreover, by (A.25) and (A.26) we have
ı∗ΓHj(λ) = Ψj(λ) +Gj(λ) +OM (|λ|−M ) , (3.5)
where Gj(λ) = E(λ)
−1G0j(λ)E(λ), E(λ) is a λ-PDO of order 0 with a frequency set contained in B˜
∗Γ and
which is elliptic in a neighborhood of ∪mj=0U j . Moreover, G0j(λ) is a λ-FIO of order 0 and its canonical
relation is the graph of the billiard ball map B : Uj → Uj+1. Parameterizing the graph of B : Uj → Uj+1
by ̺ ∈ Uj , the principal symbol of G0j (λ) becomes
σ(G0j (λ))(̺) = exp (iπϑj/4) exp(iλAj(̺)) (3.6)
in a neighborhood of WF′(ψj), where ϑj ∈ Z is a Maslov’s index and Aj(̺) =
∫
γj(̺)
ξdx is the action
along the integral curve γj(̺) of the Hamiltonian vector field Xh˜ starting at ̺ ∈ Uj and with endpoint
B(̺) ∈ Uj+1 (see (A.26)). Hereafter, to simplify the notations we trivialize the corresponding half-
density bundles using for example the volume form on X˜ . In particular, the frequency set WF ′ of Gj(λ)
is contained in Uj+1 × Uj for any j = 0, . . . ,m − 1. Note that 2Aj(̺) is just the length Tj(̺) of the
corresponding geodesic γ˜j(̺) in X and we have
πΣ
(
exp(2Aj(̺)Xh˜)(π
+
Σ (̺))
)
= B(̺) , ̺ ∈ Uj .
Fix a bounded set B in Cℓ(Γ,R) and takeK ∈ B. Consider the operatorN = ∂/∂ν˜−K˜ in a neighborhood
of Γ in X˜, where ν˜ is a normal vector field to Γ and K˜ is a Cℓ-smooth extension of K with compact
support contained in a small neighborhood of Γ. To construct K˜ we extendK as a constant on the integral
curves of ν˜ and then multiply it with a suitable cut-off function. In this way we obtain a continuous map
K → K˜ from Cℓ(Γ,R) to Cℓ0(X˜,R).
Suppose first that m = 1. Then Λ = B(Λ) and U0 ∪B(U0) ⊂ U1. Set G(λ) = H0(λ)ψ0(λ). We have
(∆ − λ2)G(λ) = OM (|λ|−M ) in a neighborhood of X in X˜, in view of (3.4). To satisfy the boundary
conditions we should have ı∗Γ N G(λ) = OM (|λ|−M ). Using the symbolic calculus, (3.2) and (3.5) we
obtain
ı∗Γ N G(λ) = ψ1(λ)(λR+0 −K)ψ0(λ) + ψ1(λ)(λR−1 −K)G0(λ)ψ0(λ) +OM (|λ|−M ) .
Here, R+0 (λ) is a classical λ-PDO of order 0 on Γ independent of K, with a C
∞
0 -symbol in any local
coordinates, and with principal symbol
σ(R+0 )(̺) = i
√
1− h0(̺) , ̺ ∈ U0 ,
and R−1 is a classical λ-PDO of order 0 on Γ independent of K with principal symbol
σ(R−1 )(̺) = −i
√
1− h0(̺) , ̺ ∈ U1 .
We consider the following equation with respect to Q1
ψ1(λ)
[
λR−1 (λ)−K + (λR+0 (λ) −K)Q1(λ)
]
= OB(|λ|−M ) , (3.7)
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which we solve using the classes PDOℓ,2,M (Γ;B;λ) introduced in Appendix A.2 (see Definition A.6).
Hereafter,
OB(|λ|−M ) : L2(Γ)→ L2(Γ)
denotes any family of continuous operators depending on K ∈ B and on λ ∈ D with norms uniformly
bounded by CB(1 + |λ|)−M , where CB > 0 is a constant independent of K ∈ B and λ.
Let
(
R+0
)−1
(λ) be a classical λ-PDO such that WF′
((
R+0
)−1
R+0 − Id
)
∩WF′(ψ1) = ∅. Then a
solution of (3.7) is given by
Q1 = Q
0
1 + λ
−1Q11
where
Q01 = −
(
R+0
)−1
R−1 and Q
1
1 =
M−2∑
j=0
λ−j
((
R+0
)−1
K
)j+1 [
Id− (R+0 )−1R−1 ] . (3.8)
The operator Q11(λ) belongs to PDOℓ,2,M (Γ;B;λ) in view of Remark A.10, and it is well defined modulo
OB(|λ|−M ). The corresponding principal symbols are
σ0
(
Q01
)
(x, ξ) = 1 and σ0
(
Q11
)
(x, ξ) = − 2iK(x)√
1− h0(x, ξ)
= − 2iK(x)
sin θ(x, ξ)
(3.9)
in a neighborhood of WF′(ψ1) in U1. In this way the equation
ı∗Γ N G(λ)v = OM (|λ|−M )v
reduces to (W (λ)− Id )ψ0(λ)v = OB(|λ|−M−1)v, where W (λ) := Q1(λ)G0(λ) represents the microlocal
monodromy operator.
Suppose now that m ≥ 2. In order to satisfy the boundary conditions at Uj+1, 0 ≤ j ≤ m− 2, we are
looking for a λ-PDO Qj+1(λ) such that
ψj+1(λ)ı
∗
ΓN Hj+1(λ)Qj+1(λ)Gj(λ) + ψj+1(λ)ı∗ΓN Hj(λ) = OB(|λ|−M ) . (3.10)
Using the symbolic calculus we write
ψj+1(λ)ı
∗
Γ N Hj+1(λ)Qj+1(λ)Gj(λ) = ψj+1(λ)(λR+j+1(λ) −K)Qj+1(λ)Gj(λ) +OM (|λ|−M )
where R+j+1(λ) is a classical λ-PDO of order 0 on Γ independent of K, with a C
∞
0 -symbol in any local
coordinates, and with principal symbol
σ(R+j+1)(̺) = i
√
1− h0(̺) , ̺ ∈ Uj+1 .
In the same way we obtain
ψj+1(λ)ı
∗
ΓN Hj(λ) = ψj+1(λ)(λR−j+1 −K)Gj(λ) +OM (|λ|−M ),
where R−j+1 is a classical λ-PDO of order 0 on Γ independent of K with principal symbol
σ(R−j+1)(̺) = −i
√
1− h0(̺) , ̺ ∈ Uj+1 .
Then (3.10) reduces into the equation
ψj+1(λ)
[
(λR+j+1 −K)Qj+1 + λR−j+1 −K
]
= OB(|λ|−M ) (3.11)
on Uj+1, which we solve as above in the classes PDOℓ,2,M (Γ;B;λ). More precisely, we obtain an operator
Qj+1 = Q
0
j+1 + λ
−1Q1j+1
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which is well defined modulo OB(|λ|−M−1), where Q0j+1 is a classical λ-PDOs of order 0 independent of
K and with a C∞ symbol, and Q1j+1 ∈ PDOℓ,2,M (Γ;B;λ). The corresponding principal symbols are
σ0(Q
0
j+1)(x, ξ) = 1 , σ0(Q
1
j+1)(x, ξ) = −
2iK(x)√
1− h0(x, ξ)
= − 2iK(x)
sin θ(x, ξ)
in a neighborhood of WF′(ψj+1) in Uj+1.
Consider the family of operators G(λ) : L2(Γ)→ C∞(X˜), λ ∈ D, defined by
G(λ) = H0(λ)ψ0(λ) +
m∑
k=2
Hk−1(λ)
(
Πk−2j=0Qj+1(λ)Gj(λ)
)
ψ0(λ) . (3.12)
Using (3.2) - (3.5) and (3.10) we obtain{
(∆− λ2)G(λ) = OB(|λ|−M ) ,
ı∗ΓN G(λ) = ψm(λ)(λR+0 −K)ψ0(λ) + ψm(λ)(λR−m −K) W˜ (λ)ψ0(λ) +OB(|λ|−M ) ,
where
W˜ (λ) = ı∗ΓHm−1(λ)Π
m−2
j=0 (ψj+1(λ)Qj+1(λ)Gj(λ)) ,
and R+0 and R
−
m are defined as above. As in (3.7) we find Qm = Q
0
m + λ
−1Q1m such that
ψm(λ)
[
λR−m −K + (λR+0 −K)Qm(λ)
]
= OB(|λ|−M ) ,
where Qkm, k = 0, 1, are as above. Denote
W (λ) := Qm(λ)W˜ (λ) = Π
m−1
j=0 (ψj+1(λ)Qj+1(λ)Gj(λ)) . (3.13)
Then the boundary problem above becomes{
(∆− λ2)G(λ) = OB(|λ|−M ) ,
ı∗ΓN G(λ) = ψm(λ)(λR+0 −K)(Id − W (λ))ψ0(λ) +OB(|λ|−M ) .
In this way we reduce the equation ı∗ΓN G(λ)v = OB(|λ|−M )v to the following one
(W (λ)− Id )ψ0(λ)v = OB(|λ|−M−1)v . (3.14)
The operator W (λ) defined by (3.13) will be called a microlocal monodromy operator. We summarize
the above construction by the following
Proposition 3.1 Suppose that there is a sequence (λq , vq) ∈ R+ × L2(Γ), q ∈ M, such that M⊂ Zn is
an infinite index set, lim|q|→∞ λq = +∞, ‖vq‖L2(Γ) = 1, and
(W (λq)− Id )ψ0(λq)vq = OB(λ−M−1q ) .
Set uq = G(λq)vq. Then {
(∆− λ2q)G(λq) = OB(λ−Mq ) ,
ı∗ΓN uq = OB(λ−Mq ) .
We are interested in the structure of the monodromy operator. Recall from (3.5), (A.25) and (A.26)
that Gj(λ) = E(λ)
−1G0j (λ)E(λ), where E(λ) is a λ-PDO of order 0 which is elliptic on the union of U j ,
1 ≤ j ≤ m, and that the principal symbol of G0j (λ) is given by (3.6). Set
S(λ) := Πm−1j=0 G
0
j (λ).
By construction Gj(λ) is elliptic on WF
′(ψjQj), and using Lemma A.9 we can commute Gj(λ) with
ψjQj. Since PDOℓ,2,M (Γ;B;λ) is closed under multiplication (see Remark A.10), we get another λ-PDO
of the same class which we commute with Gj+1(λ) and so on. Then setting ψ˜0(λ) := E(λ)
−1ψ0(λ)E(λ)
and ψ˜m(λ) := E(λ)
−1ψm(λ)E(λ) we obtain the following
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Proposition 3.2 The microlocal monodromy operator can be written as follows
W0(λ) := E(λ)W (λ)E(λ)
−1 = ψ˜m(λ)
(
Q0(λ) + λ−1Q1(λ)
)
S(λ)ψ˜0(λ) +OB(λ
−M−1) ,
where Q0(λ) is a classical λ-PDOs on Γ with a C∞ symbol independent of K and with a principal symbol
equal to one in a neighborhood of Λ, and Q1 ∈ PDOℓ,2,M (Γ;B;λ). Moreover, the principal symbol of
Q1(λ) is
σ0(Q
1)(x, ξ) = −2i
m−1∑
j=0
K(πΓ(x
j , ξj))
sin θ(xj , ξj)
, (xj , ξj) = B−j(x, ξ) ,
in P (U0). The operator S(λ) does not depend on K, and it is a classical λ-FIO of order 0 with a
large parameter λ ∈ D. The canonical relation of S(λ) is given by the graph of the symplectic map
P = Bm : U0 → Um. Moreover, parameterizing graphP by its projection on U0, the principal symbol of
S(λ) becomes exp
(
i 12ϑ
)
exp(iλA(x, ξ)), (x, ξ) ∈ U0, where ϑ ∈ Z and A(x, ξ) =
∑m−1
j=0 Aj(x
j , ξj) is the
action along the corresponding broken geodesic.
The principal symbol σ0(Q
1) of the operator Q1 is obtained by means of the Egorov’s theorem (see
Lemma A.9). In what follows we will find a simple microlocal normal form of W0(λ). To this end we will
use a suitable symplectic normal form of P .
3.2 Birkhoff normal form of P .
The exact symplectic map P = Bm : U0 → Um can be put in a symplectic Birkhoff normal form in a
neighborhood of Λ as follows. Denote by f : Tn−1 → B∗Γ a smooth embedding given by (H3) such that
Λ = f(Tn−1) and the diagram
Tn−1
R2piω−→ Tn−1
↓ f ↓ f
Λ
P−→ Λ
(3.15)
is commutative, where ω satisfies the Diophantine condition (1.5). Denote by γ0j , j = 1, . . . , n − 1, the
cycles γ0j := {(0, . . . , 0, ϕj , 0, . . . , 0) : ϕj ∈ T} of Tn−1 and set γj = f ◦ γ0j . Then γj , j = 1, . . . , n− 1, is
a basis of cycles of the first homology group H1(Λ,Z), and we set I
0 = (I01 , . . . , I
0
n−1), where
I0j = (2π)
−1
∫
γj
ξdx .
Denote by ı : Tn−1 → T ∗Tn−1 the embedding ı(ϕ) = (ϕ, I0). Then Proposition 9.13, [30], implies
Proposition 3.3 There is a neighborhood A = Tn−1 × D′ of Tn−1 × {I0} in T ∗Tn−1 and an exact
symplectic map χ : A→ Um ⊂ B∗Γ such that
(i) χ ◦ ı = f ,
(ii) the symplectic map P 0 := χ−1 ◦ P ◦ χ is defined by a generating function
Φ1(x, I) = 〈x, I〉+Φ(x, I) , (x, I) ∈ Rn−1 ×D , (3.16)
where Φ ∈ C∞(Rn−1 ×D) is 2π-periodic in x, D is a neighborhood of I0, and
(iii) Φ(x, I) = L(I) + Φ0(x, I), where ∇L(I0) = 2πω and ∂αI Φ0(x, I0) = 0, for any x ∈ Rn−1, and
α ∈ Nn−1.
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To simplify the notations we denote the class of x ∈ Rn−1 in Tn−1 by the same letter x. Recall that the
function Φ1(x, I) in (3.16) is a generating function of the symplectic map P 0 in Rn−1 ×D if
P 0
(∇IΦ1(x, I), I) = (x,∇xΦ1(x, I)) , (x, I) ∈ Rn−1 ×D .
In particular, we have χ(Tn−1 × {I0}) = Λ and
∀N ∈ N , P 0(ϕ, I) = (ϕ −∇L(I), I) +ON (|I − I0|N ) . (3.17)
Proposition 9.13, [30], provides a symplectic mapping χ with the desired properties. Hereafter we take
D′ to be a small ball in Rn−1 centered at I0. Then χ is exact symplectic in A due to the choice of I0.
Indeed, the integrals of the closed one-form α := χ∗(ξdx) − Idϕ on the cycles γ0j × {I0} are all zeros,
hence, the class of α in the first cohomology group H1(A,R) is zero and α is exact on A.
The function L is defined modulo a constant and in what follows we shall give a natural choice of
L(I0) which is related to the choice of the phase function in (3.27). Moreover, we shall give a geometric
interpretation of L.
Consider the “flow-out” T of Λ in T ∗X by means of the broken bicharacteristics of h. Actually, the
propagation along the broken bicharacteristics of h is not even continuous because of the reflections at
the boundary. To work with smooth objects one can use the compressed cotangent bundle or equivalently
the symplectic gluing technique which we explain below.
Recall that the broken bicharacteristic flow of h can be extended continuously from the interior of
T ∗X to the compressed cotangent bundle by gluing together π−Σ (̺) and π
+
Σ (̺) for ̺ ∈ B∗Γ. Moreover,
one can use the method of the symplectic gluing ([30], Chapter 1.4, see also [43], Appendix) to extend it
smoothly across the boundary near Λj , j = 1, . . . ,m − 1. More precisely, there exists a unique smooth
symplectic gluing of the symplectic manifold T ∗X across a neighborhood U ⊂ T ∗X |Γ of ∪m−1j=1 π±ΣΛj into
a symplectic manifold T˜ ∗X and a unique extension of h to a smooth Hamiltonian h˜ on T˜ ∗X such that the
canonical projection p : T ∗(X \ Γ) ∪ U → T˜ ∗X is a smooth symplectic map on T ∗(X \ Γ), and h˜ ◦ p = h
on T ∗(X \ Γ) ∪ U . In this way, the broken bicharacteristic flow is represented locally by the smooth
Hamiltonian flow (t, ̺) → exp(tXh˜)(̺), ̺ ∈ T˜ ∗X, and the flow-out of Λ is a smooth Lagrangian torus
T in T˜ ∗X, invariant with respect to the flow of h˜. Now Λ can be considered as a smooth section of T ,
P can be identified with the corresponding Poincare´ map, and 2A(̺), ̺ ∈ Λ, is the first return time. In
particular, there is a diffeomorphism φ : T → Tn conjugating the restriction of the Hamiltonian flow of
h˜ on T to the linear flow (ϕ, ϕn)→ (ϕ, ϕn)− t(ω, 1), (ϕ, ϕn) ∈ Tn.
We choose the constant L(I0) as follows. Let ρ0 = χ(ϕ0, I0) ∈ Λ. Denote by γn1(ρ0) the broken
bicharacteristic arc in T issuing from ρ0 and having endpoint at P (ρ0), and by
γn2(ρ
0) := χ(ϕ0 + (s− 1)2πω, I0) , s ∈ [0, 1],
an arc connecting P (ρ0) and ρ0 in Λ. Let γn be the union of the two arcs. We denote by L(I
0) the action
along γn, i.e.
L(I0) =
∫
γn
ξdx . (3.18)
Note that the integral above depends only on the homology class of the loop γn in the Lagrangian torus
T . We can give now a geometric interpretation of L which will be needed later. The Poincare´ identity
gives
P ∗(ξdx) = ξdx + dA, (3.19)
where ξdx is the fundamental one-form on T ∗Γ and A(ρ), ρ = χ(ϕ, I), |I − I0| ≪ 1, stands for the action
along the broken bicharacteristic γn1(ρ). Since χ is exact symplectic in A ⊂ T ∗Tn−1 we have
χ∗(ξdx) = Idϕ+ dΨ (3.20)
with a suitable smooth function Ψ ∈ C∞(A).
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Lemma 3.4 We have
L(I)− 〈I,∇L(I)〉 = A(χ(ϕ, I)) + Ψ(ϕ, I)−Ψ(P 0(ϕ, I)) +Op(|I − I0|p)
for any p ∈ N..
Proof. Combining (3.19) and (3.20) we obtain
(P 0)∗(Idϕ) − Idϕ = d((A ◦ χ) + Ψ−Ψ ◦ P 0).
In view of (3.17) this implies
L(I)− 〈I,∇L(I)〉 = A(χ(ϕ, I)) + Ψ(ϕ, I)−Ψ(P 0(ϕ, I)) + C +Op(|I − I0|p)
for any p ∈ N, where C ∈ R. Notice that C should be zero since for I = I0 and ω = ∇L(I0)/2π it follows
by (3.18) and (3.20) that
L(I0)− 〈I0,∇L(I0)〉 = L(I0)− 2π〈I0, ω〉 =
∫
γn
ξdx−
∫
γ0n2
I0dϕ
=
∫
γn1(ρ0)
ξdx +Ψ(ϕ0, I0)−Ψ(ϕ0 − 2πω, I0) = A(χ(ϕ0, I0)) + Ψ(ϕ0, I0)−Ψ(P 0(ϕ0, I0)) ,
where γ0n2 := (ϕ
0 + (s− 1)2πω, I0) = χ−1(γn2(ρ0)). This proves the Lemma. ✷
Lemma 3.5 We have
L(I0)− 2π〈I0, ω〉 =
∫
Λ
A(̺) dµ > 0.
Proof. Set ̺j = P j(̺0) = χ(ϕ0 − 2πjω, I0). The measure dµ = (2π)−n+1χ∗(dϕ) on Λ is invariant with
respect to the map P : Λ → Λ which is ergodic since ω satisfies (1.5). The Birkhoff ergodicity theorem
implies
L(I0)− 2π〈I0, ω〉 = lim
j→∞
1
j
j−1∑
k=0
A(̺k) =
∫
Λ
A(̺) dµ .
✷
3.3 Quantization of χ.
Using the embedding f in (3.15) we identify the first cohomology groupsH1(Λ,Z) = H1(Tn−1,Z) = Zn−1,
and we denote by ϑ0 ∈ Zn−1 the Maslov class of the invariant torus Λ. As in [7] we consider the flat
Hermitian line bundle L over Tn−1 which is associated to the class ϑ0. The sections s in L can be
identified canonically with functions s˜ : Rn−1 → C so that
s˜(x+ 2πp) = ei
pi
2
〈ϑ0,p〉s˜(x) (3.21)
for each x ∈ Rn−1 and p ∈ Zn−1. An orthonormal basis of L2(Tn−1,L) is given by ek, k ∈ Zn−1, where
e˜k(x) = exp (i〈k + ϑ0/4, x〉) .
We quantize the exact symplectic transformation χ : A = Tn−1×D′ → T ∗Γ as in [7]. More precisely, we
find a classical λ-FIO
T (λ) : C∞(Tn−1,L)→ C∞(Γ)
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of order 0 the canonical relation of which is just the graph of χ and such that
WF′(T (λ)T (λ)∗ − IdΓ) ∩A0 = ∅.
The last formula means that T (λ) is a microlocally unitary operator over A0 := Tn−1 ×D0, where D0 is
a small ball centered at I0 and contained in D′. One can take the principal symbol of T (λ) to be equal
to one in Tn−1 ×D0 modulo a Liouville factor which is given by exp(iλΨ(ϕ, I)), where the function Ψ
satisfies (3.20) (see (A.13)). Consider the operator
T (λ)∗W0(λ)T (λ) =
[
T (λ)∗
(
Q0(λ) + λ−1Q1(λ)
)
T (λ)
]
[T (λ)∗S(λ)T (λ)] .
Using Lemma A.9 and Remark A.10 we write the first factor as a sum P 0(λ) + λ−1P 1(λ), where P 0(λ)
is a classical λ-PDO of order 0 acting on C∞(Tn−1,L) with a C∞ symbol independent of K and with a
principal symbol equal to one in a neighborhood of A0, while P 1 is in PDOℓ,2,M (T
n−1,L;B;λ) and its
principal symbol is σ0(P
1)(x, I) = σ0(Q
1)(χ(x, I)).
The second factor is a composition of three λ-FIOs, whose canonical relations are graphs of exact
symplectic transformations. Then S0(λ) is a λ-FIO of order 0 and its canonical relation C is the graph of
P 0 = χ−1 ◦P ◦χ, i.e. C := {(P 0(̺), ̺) : ̺ ∈ A}. Denote by C′ the corresponding Lagrangian submanifold
of T ∗(Tn−1 × Tn−1) via the relation (A.4). It follows from the λ-FIO calculus and Proposition 3.2 that
parameterizing C by the variables ̺ = (ϕ, I) ∈ A the principal symbol of S0(λ) becomes
σ(S0(λ))(ϕ, I) = exp
(
i
1
2
ϑ
)
exp(iλf(ϕ, I)),
where the exponent of the Liouville factor is
f(ϕ, I) = A(χ(ϕ, I)) + Ψ(ϕ, I)−Ψ(P 0(ϕ, I)). (3.22)
On the other hand, P 0 is defined by the generating function Φ1(x, I) = 〈x, I〉+Φ(x, I), (x, I) ∈ Tn−1 ×
D′, in Proposition 3.3, hence, the Lagrangian manifold C′ is defined globally by any phase function
Φ˜(x, y, η) := Φ1(x, I) − 〈y, I〉 + C, where C ∈ R is a constant. By the λ-FIO calculus there is C ∈ R
and a smooth amplitude s(x, I, λ) = s0(x, I) + λ
−1s1(x, I) + · · · , (x, I) ∈ Rn−1×D′, of order 0, which is
2π-periodic with respect to x and uniformly compactly supported in I ∈ D′, such that
S˜0(λ)u(x) =
(
λ
2π
)n−1 ∫
R2n−2
eiλ(〈x−y,I〉+Φ(x,I)+C) s(x, I, λ)J(x, I) u˜(y) dIdy ,
for any u ∈ C∞(Tn−1,L), where
J(x, I) =
∣∣∣∣det (IdR2n−2 + ∂2Φ∂x∂I (x, I)
)∣∣∣∣−1/2 .
In particular, s0(x, I) = exp
(
i 12ϑ
)
in Rn−1 ×D0. Calculating the Liouville factor in terms of the phase
function 〈x− y, I〉+Φ(x, I) + C (see (A.13)) we shall show that C = 0. Indeed,
C′ = C′
Φ˜
= {(x, x+Φ′I(x, I), I +Φ′x(x, I),−I) : (x, I) ∈ Tn−1 ×D},
and we get f(x, I) = Φ(x, I)− 〈I,Φ′I(x, I)〉+C. Hereafter, to simplify the notations we denote the class
of x ∈ Rn−1 in Tn−1 by x as well. Comparing it with (3.22) at (x, I0) and using Lemma 3.4 we get C = 0.
Using Remark A.10 we obtain
T (λ)∗W0(λ)T (λ) =
(
P 0(λ) + λ−1P 1(λ)
)
S0(λ) = eiπϑ/2W1(λ) +OB(|λ|−M ), (3.23)
where
W˜1(λ)u(x) =
(
λ
2π
)n−1 ∫
R2n−2
eiλ(〈x−y,I〉+Φ(x,I))w(x, I, λ)J(x, I) u˜(y) dIdy ,
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for any u ∈ C∞(Tn−1,L). The symbol w(x, I, λ), (x, I) ∈ Rn−1 × D, is 2π-periodic with respect to x
and uniformly compactly supported in I ∈ D, and w = w0 + λ−1w0, where w0 ∈ C∞(Rn−1 × D) is
independent of K, w0(x, I) = 1 for any x ∈ Rn−1 and I ∈ D0, and
w0 =
M−1∑
j=0
w0j (x, I)λ
−j ∈ Sℓ,2,M (Tn−1 ×D;B;λ) . (3.24)
Moreover,
w00(x, I) = iw
′
0(x, I)− 2i
m−1∑
j=0
(
K ◦ πΓ
sin θ
)(
B−jχ(x, I)
)
, (3.25)
where w′0 is a C
∞ real-valued function independent of K . Moreover,
∀N ∈ N , J(x, I) = 1 +ON (|I − I0|N ) , (3.26)
since Φ0 is flat at I = I0. We summarize the above construction by the following
Proposition 3.6 There is a classical λ-FIO T (λ) : C∞(Tn−1,L)→ C∞(Γ) of order 0 with a canonical
relation given by the graph of χ : A→ T ∗Γ which is microlocally unitary over A0 = Tn−1 ×D0 and with
a principal symbol equal to one in A0 modulo a Liouville factor, and such that
T (λ)∗W0(λ)T (λ) = e
iπϑ/2W1(λ) +OB(|λ|−M ),
where W1(λ) : C
∞(Tn−1,L)→ C∞(Tn−1,L) is a λ-FIO of order zero with a canonical relation given by
the graph of P 0 over A. Moreover, the Schwartz kernel of W1(λ) is of the form
W˜1(x, y, λ) =
(
λ
2π
)n−1 ∫
Rn−1
eiλ(〈x−y,I〉+Φ(x,I))w(x, I, λ)J(x, I) dI , (3.27)
where the phase function Φ is given by Proposition 3.3, w = w0 + λ
−1w0, w0 ∈ C∞(Rn−1 × D′) is
independent of K and compactly supported in D′, w0(x, I) = 1 for (x, I) ∈ Rn−1×D0, w0 satisfies (3.24)
and (3.25), and the Jacobian J satisfies (3.26).
3.4 Homological equation and Quantum Birkhoff Normal Form.
Our goal is to get rid of the angle variable x in w(x, I, λ). To explain the main ideas in the construction
below consider the “essential part” of W˜1(λ, x, y) which is given by
W˜2(x, y, λ) =
(
λ
2π
)n−1 ∫
Rn−1
eiλ(〈x−y,I〉+L(I)) (w0(I) + λ
−1w00(x, I)) dI ,
and denote byW2(λ) the corresponding λ-FIO. We have neglected the terms ON (|I−I0|N ) since I−I0 ∼
λ−1 on the frequency support of the quasimode that we are going to construct. We are looking for a
λ-FIO A(λ) of order 0 which is elliptic at Tn−1 × {I0} and such that
W2(λ)A(λ) = A(λ)W
0
2 (λ) +O(|λ|−2), (3.28)
where
W˜ 02 (x, y, λ) =
(
λ
2π
)n−1 ∫
Rn−1
eiλ(〈x−y,I〉+L(I)) (w0(I) + λ
−1p0(I) dI ,
The symbol of A(λ) has the form a0(x, I) + λ
−1a0(x, I) + O(|λ|−2) and we can take a0 = 1 in a neigh-
borhood of Tn−1 × {I0}. Then the zero order terms of the symbols of the operators in (3.28) equal one
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in a neighborhood of Tn−1 × {I0}. Comparing the corresponding symbols of order −1 we obtain the
homological equation
a0(x−∇L(I), I)− a0(x, I) = w0(x, I) − p0(I) , I ∈ D0.
We are looking for a pair of functions a0(x, I) and p0(I) satisfying the above equation modulo O(|I−I0|N )
for suitable N ≥ 1. We show below that this equation can be solved when I = I0 since ∇L(I0) = 2πω
and ω is Diophantine. Then taking the Taylor polynomials of w0(x, I) at I = I0 we can find successively
the Taylor coefficients of a0(x, I) and p0(I) at I = I0 up certain order which suffices for our purposes.
Consider the homological equation
Lωu(ϕ) := u(ϕ− 2πω)− u(ϕ) = f(ϕ), ϕ ∈ Tn−1. (3.29)
The solution u, if it exists, is less regular than f . The lost of regularity depends on the exponent τ in
the the small denominator condition (1.5). In order to give sharp estimates on the regularity of u it is
convenient to use weighted Wiener spaces As(Tn−1), s ≥ 0, which are defined as follows (see also [33]).
Given u ∈ C(Tn−1), we denote by uk, k ∈ Zn−1, the corresponding Fourier coefficients, and for any
s ∈ R+ := [0,+∞) we define the corresponding weighted Wiener norm of u by
‖u‖s :=
∑
k∈Zn−1
(1 + |k|)s|uk| ,
where |k| = |k1| + · · · + |kn−1| for any k ∈ Zn−1. We denote by As(Tn−1) the Banach space of all
u ∈ C(Tn−1) such that ‖u‖s <∞. We list below some useful properties of these spaces. If u ∈ As(Tn−1)
and α ∈ Nn−1 with |α| ≤ s, then ∂αu ∈ As−|α|(Tn−1). The space As(Tn−1) is a Banach algebra, if
u, v ∈ As(Tn−1) then ‖uv‖s ≤ ‖u‖s‖v‖s, and if u 6= 0, then 1/u ∈ As(Tn−1) as well. Moreover, the
following relations between Wiener spaces and Ho¨lder spaces on the torus Tp, p ≥ 1, hold
Cq(Tp) →֒ As(Tp) →֒ Cs(Tp) , (3.30)
for any s ≥ 0 and q > s+ p/2, and the corresponding inclusion maps are continuous. The first relation
(cf. [2, Sect. 3.2]) is a special case of a theorem of Bernstein (p = 1) and its generalizations for p ≥ 2.
One should be careful when changing the variables on the torus, since a continuous map φ : Tp → Tp
preserves As(Tp) if and only if φ is affine linear. Wiener spaces are perfectly adapted for solving (3.29),
provided that ω satisfies the Diophantine condition (1.5). We have the following
Lemma 3.7 Let ω be (κ, τ)-Diophantine and let s ≥ τ . Then for any f ∈ As(Tn−1) satisfying∫
Tn−1
f(ϕ)dϕ = 0
the homological equation
Lωu = f ,
∫
Tn−1
u(ϕ)dϕ = 0
has one and only one solution u ∈ As−τ (Tn−1). Moreover, the solution u satisfies the estimate
‖u‖s−τ ≤ 1
4κ
‖f‖s.
Proof. Comparing the Fourier coefficients uk and fk, 0 6= k ∈ Zn−1, of u and f respectively, we get f0 = 0
and
uk =
fk
1− exp(2πi〈k, ω〉) , k 6= 0 ,
and we set set u0 = 0. Using (1.5) we obtain
|1− exp(2πi〈k, ω〉)| = 2| sin(π(kn − 〈k, ω〉))| ≥ 4κ|k|−τ ≥ 4κ(1 + |k|)−τ
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for k 6= 0, where kn − 〈k, ω〉 ∈ (−1/2, 1/2). Hence,
|uk| ≤ 1
4κ
(1 + |k|)τ |fk| , k ∈ Zn−1 .
Summing up we get the function u and the estimate of ‖u‖s−τ . In this way we obtain a unique solution
u ∈ As−τ (Tn−1) of (3.29) normalized by ∫
Tn−1
u(ϕ) dϕ = 0. ✷
The frequencies I of the quasimode we are going to construct will satisfy I−I0 ∼ λ−1, where λ2 are the
corresponding quasi-eigenvalues. For that reason we neglect systematically terms of order ON (|I − I0|N )
and consider the Taylor polynomials of the symbols at I = I0 up to certain order. The corresponding
class of symbols is defined as follows.
Let ψ ∈ C∞0 (D) and ψ = 1 in a neighborhood of I0. Fix ℓ, l ≥ 2, s ≥ 2, s′ ≥ 1, and a positive
integer N ≥ 1 such that s ≥ s′ and l ≥ sN + 2n. For any bounded set B ⊂ Cℓ(Γ,R) we denote by
Al,Ns,s′(Tn−1 ×D;B;λ) the class of symbols depending on K ∈ B of the form
a(ϕ, I, λ) =
N−1∑
j=0
aj,K(ϕ, I)λ
−j ,
aj,K(ϕ, I) = ψ(I)
∑
|α|≤N−j−1
(I − I0)αaj,α,K(ϕ)
(3.31)
where
aj,α,K = ∂
α
I aj,K(·, I0)/α! ∈ Al−sj−s
′ |α|(Tn−1),
for j + |α| ≤ N − 1, and such that the corresponding maps
Cℓ(Γ,R) ⊃ B ∋ K → aj,α,K ∈ Al−sj−s′ |α|(Tn−1)
are continuous. We also say that r belongs to the residual class of symbols R˜N (T
n−1 ×D;B;λ) if
r(ϕ, I, λ) =
N−1∑
j=0
rj,K(ϕ, I)λ
−j ,
rj,K(ϕ, I) =
∑
|α|=N−j
(I − I0)αrj,α,K(ϕ, I)
(3.32)
where rj,α,K ∈ Cn0 (Tn−1 ×D), the support of rj,α,K is contained in a fixed compact subset of Tn−1 ×D
independent of K, and ‖rj,α,K‖Cn ≤ CB, where CB > 0 does not depend on K ∈ B. Note that the factor
space Al,Ns,s′/R˜N does not depend of ψ. Moreover,
Al,Ns,s′(Tn−1 ×D;B;λ) ⊂ Sl,s,N (Tn−1 ×D;B;λ), (3.33)
where the class of symbols Sl,s,N (T
n−1 ×D;B;λ) is introduced in Definition A.6. In particular, the cor-
responding λ-PDOs are uniformly bounded in L2 by Lemma A.8. The λ-PDOs with symbols rj,α,K(ϕ, I)
are also uniformly bounded in L2 by Remark A.7.
We shall take below s = τ+2 and s′ = τ which is suggested by Lemma 3.7. From now on we will drop
the index K keeping in mind that the corresponding symbols depend on K. The following Proposition
provides a normal form of the microlocal monodromy operator W1(λ) given by Proposition 3.6.
Proposition 3.8 Fix l ≥M(τ +2)+ 2n and ℓ > l+(n− 1)/2, and suppose that K belongs to a bounded
subset B of Cℓ(Γ,R). Then there exists a λ-PDO A(λ) of order 0 acting on C∞(Tn−1,L) and a λ-FIO
W 0(λ) of the form (3.27) such that
W1(λ)A(λ) = A(λ)W
0(λ) +R0(λ) + OB(|λ|−M−1) ,
where
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(1) the full symbols of A(λ) and of W 0(λ) are
σ(A)(ϕ, I, λ) = a0(I) + λ
−1a0(ϕ, I, λ) and σ(W 0)(ϕ, I, λ) = p0(I) + λ
−1p0(I, λ) , where
(2) a0, p0,∈ C∞0 (D) do not depend on K, a0(I) = p0(I) = 1 in a neighborhood D0 of I0, and
the symbol a0(ϕ, I, λ) = ψ(I)
∑
j+|α|≤M−1
λ−j(I − I0)αa0j,α,K(ϕ)
belongs to Al−τ,Mτ+2,τ (Tn−1 ×D;B;λ) ;
p0(I, λ) =
M−1∑
j=0
λ−jp0j(I) and p
0
j(I) = ψ(I)
∑
|α|≤M−j−1
(I − I0)αp0j,α ,
(3.34)
(3) the maps Cℓ(Γ,R) ∋ K → p0j,α ∈ C, j + |α| ≤M − 1, are continuous, and
p00,0 =
1
(2π)n−1
∫
Tn−1
w00(ϕ, I
0)dϕ , (3.35)
where w00 is given by (3.25),
(4) R0 is a λ-FIO of the form (3.27) with symbol
r =
M∑
j=0
rjλ
−j ∈ R˜M+1(Tn−1 ×D;B, λ) , (3.36)
Proposition 3.8 will be proved in the Appendix A.2. The main idea of the proof is given in the beginning
of this section.
Remark 3.9 The operator W 0(λ) is called a Quantum Birkhoff Normal Form (shortly QBNF) of the
monodromy operator W (λ). The coefficients p0j,α, j + |α| ≤M − 1 are the corresponding Birkhoff invari-
ants. It can be shown that the Birkhoff invariants do not depend on the choice of the operators T (λ) and
A(λ).
Taking into account (3.25) and (3.35) we obtain
p00(I
0) = ic − 2i
(2π)n−1
m−1∑
j=0
∫
Tn−1
K ◦ πΓ
sin θ
(B−jχ(ϕ, I0)) dϕ = ic − 2i
m−1∑
j=0
∫
Λj
K ◦ πΓ
sin θ
dµj , (3.37)
where c is independent of K.
3.5 Spectral decomposition of W (λ) near Λ.
In what follows we shall find solutions (λ, v(λ)) of the equation (3.14) of the form v(λ) = E(λ)−1T (λ)A(λ)e(λ).
In view of (3.23) and Proposition 3.8, e(λ) should satisfy the equation
eiπϑ/2W 0(λ)e(λ) + eiπϑ/2R0(λ)e(λ) = e(λ) + OB(|λ|−M−1)e(λ). (3.38)
Candidates for e(λ) are the sections ek, k ∈ Zn−1. Since λ ∈ D is complex, we consider an almost
analytic extensions of order 3M + 3 of the phase function Φ in I = ξ + iη, |η| ≤ C, which is given by
Φ(x, ξ + iη) = L(ξ + iη) + Φ0(x, ξ + iη), where
L(ξ + iη) =
∑
|α|≤3M+3
∂αξ L(ξ)(iη)
α(α!)−1 and Φ0(x, ξ + iη) =
∑
|α|≤3M+3
∂αξ Φ
0(x, ξ)(iη)α(α!)−1 .
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It is easy to see that ∂IΦ(x, ξ + iη) = O(|η|3M+3) as η → 0. Moreover,
Φ0(x, ξ + iη) = O
(|ξ − I0|3M+3) , |η| ≤ C. (3.39)
In the same way we construct an almost analytic extension of orderM of the function ψ, which was used
in (3.34). We have ψ(ξ + iη) = 1 in a complex neighborhood of I0 and ψ(ξ + iη) = 0 for ξ /∈ D.
Proposition 3.10 Fix C > 1. Then for any λ ∈ D, |λ| > 1, and any k ∈ Zn−1, such that |k| ≤ C|λ| we
have
W 0(λ)ek(ϕ) = exp
[
iλΦ(ϕ, (k + ϑ0/4)λ
−1)
]
× (p0 + λ−1p0) ((k + ϑ0/4)λ−1, λ) ek(ϕ) + OB(|λ|−M−1) , (3.40)
and
R0(λ)ek(ϕ) = OB
(|λ|−M−1 + |I0 − (k + ϑ/4)λ−1|M+1) . (3.41)
The proof of the proposition is given in the Appendix.
Now choosing λ and k so that (k + ϑ0/4)λ
−1 ∼ I0 we can get rid of Φ0(ϕ, (k + ϑ0/4)λ−1) which will
allow us to obtain quasi-eigenvalues of W 0(λ).
3.6 Construction of quasimodes.
3.6.1 Quantization conditions.
The index setM of the quasimode Q we are going to construct is defined as follows. Fix dn > 0 such that
2dn is greater than the diameter of [0, 1]
n−1× [0, 2π] in Rn. We say that the pair q = (k, kn) ∈ Zn−1 ×Z
belongs to M if there exists λ = µ0q ≥ 1 such that the following quantization conditions hold:∣∣λ(I0, L(I0)) − (k + ϑ0/4, 2πkn − πϑ/2)∣∣ ≤ dn , (3.42)
where | · | is the Euclidean norm in Rn. We have (I0, L(I0)) 6= (0, 0) in view of Lemma 3.5, hence, M
is an infinite subset of Zn. Moreover, there is C > 0 such that µ0q ≥ C|q|. Choose a sequence
(
µ0q
)
q∈M
such that λ = µ0q ≥ 1 satisfies (3.42). Fix C0 > 0 and set
B(µ0q) := {λ ∈ C : |λ− µ0q| ≤ C0} .
Then (3.42) implies
sup
λ∈B(µ0q)
∣∣λ(I0, L(I0)) − (k + ϑ0/4, 2πkn − πϑ/2)∣∣ = O(1) (3.43)
uniformly with respect to q ∈M. Using (3.39), (3.40) and (3.43) for q ∈M and λ ∈ B(µ0q) we obtain
W 0(λ)ek = Zq(λ) ek + OB(|λ|−M−1)ek ,
where
Zq(λ) = e
iλL((k+ϑ0/4)λ
−1)
[
1 + λ−1p0((k + πϑ0/4)λ
−1, λ)
]
= exp
[
iλL((k + ϑ0/4)λ
−1) + Log
(
1 + λ−1p0((k + ϑ0/4)λ
−1, λ)
)]
,
where Log z = ln |z|+ i arg z, −π < arg z < π. On the other hand, (3.41) and (3.43) imply
R(λ)ek = OB(|λ|−M−1) ek for λ ∈ B(µ0q) .
Hence,
eiπϑ/2W1(λ)A(λ)ek = e
iπϑ/2A(λ)
(
W 0(λ)ek +R
0(λ)ek
)
= eiπϑ/2Zq(λ)A(λ)ek +OB(|λ|−M−1)ek .
(3.44)
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and (3.38) reduces to the equation
eiπϑ/2Zq(λ) = 1 , λ ∈ B(µ0q) , (3.45)
modulo OB(|λ|−M−1).
3.6.2 Solving (3.45).
In order to solve (3.45) we are looking for a perturbation λ = µq ∈ B(µ0q) of µ0q such that
µqL
(
k + ϑ0/4
µq
)
+ πϑ/2
+
1
i
Log
[
1 +
1
µq
p0
(
k + ϑ0/4
µq
, µq
)]
= 2πkn +OB(|µq|−M−1) .
Introduce a small parameter εq = (µ
0
q)
−1. We are looking for µq = µ
0
q + cq,0 + cq,1εq + · · · cq,MεMq ,
ζq = I
0 + bq,0εq + · · · bq,MεM+1q + bq,M+1εM+2q
(3.46)
such that 
µqζq = k + ϑ0/4
µqL(ζq) = 2πkn − πϑ/2− 1
i
Log
(
1 + µ−1q p
0(ζq, µq)
)
+OB(ε
M+1
q ) .
(3.47)
Using (3.46) we write
µqζq − k − ϑ0/4 =
M∑
j=0
εjq
[
bq,j + cq,jI
0 −Wq,j
]
+ εM+1q [(εqµq)bq,M+1 −Wq,M+1] ,
where 
Wq,0 = k + ϑ0/4− µ0qI0 , Wq,j = −
∑
r+s=j−1
cq,rbq,s for 1 ≤ j ≤M, and
Wq,M+1 = −
M∑
s=0
M∑
r=M−s
cq,rbq,s.
(3.48)
Recall that
p0(ζq, µq) =
M−1∑
m=0
∑
|α|≤M−m−1
p0m,α(ζq − I0)αµ−mq .
Then
Log
(
1 + µ−1q p
0(ζq , µq)
)
=
M∑
j=1
(−1)j−1εjq
j
(
1 + εq
M−1∑
r=0
cq,rε
r
q
)−j
×
 ∑
m+|α|≤M−1
εm+|α|q p
0
m,α
(
M−1∑
s=0
bq,sε
s
q
)α(
1 + εq
M−1∑
r=0
cq,rε
r
q
)−mj +OB(εM+1q )
=
M∑
j=1
uq,jε
j
q +OB(ε
M+1
q ) ,
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where
uq,j = p
0
j−1,0 +
j−2∑
m=0
∑
|α|=j−m−1
p0m,αb
α
q,0 + vq,j ,
and vq,j is a polynomial of cq,r, bq,r′ and of p
0
m,α, where 0 ≤ r, r′ ≤ j − 1 and m+ |α| ≤ j − 2. Using the
Taylor expansion of L(I) at I0 up to order M + 1 we obtain
µqL(ζq) =
∑
|α|≤M+1
µq
(ζq − I0)α
α!
∂αL(I0) +OB(ε
M+1
q )
= µqL(I
0) +
M∑
j=1
εjq
[
L(I0)cq,j + 2π〈ω, bq,j〉+ u′q,j
]
+OB(ε
M+1
q ),
where u′q,j are polynomials of cq,r and bq,r′ , 0 ≤ r, r′ ≤ j − 1.
We obtain from (3.47) the following linear systems bq,j + cq,jI
0 = Wq,j
L(I0)cq,j + 2π〈ω, bq,j〉 = Vq,j ,
for for 0 ≤ j ≤M , and we put bq,M+1 = (εqµq)−1Wq,M+1, where Wq,j is given by (3.48),
Vq,j = −1
i
p0j−1,0 −
1
i
j−2∑
m=0
∑
|α|=j−m−1
p0m,αb
α
q,0 + V
′
q,j , (3.49)
and V ′q,j is a polynomial of cq,r, bq,r′ and of p
0
m,α, where 0 ≤ r, r′ ≤ j − 1 and m + |α| ≤ j − 2. In
particular,
Vq,1 = −1
i
p00,0 − 2π〈ω, bq,0〉 −
1
2
〈∇2L(I0)bq,0, bq,0〉. (3.50)
In view of Lemma 3.5, the corresponding determinant is
D(I0) := L(I0)− 2π〈I0, ω〉 = 1
(2π)n−1
∫
Λ
A(̺) dµ > 0 ,
and we obtain a unique solution (cq,j , bq,j), 0 ≤ j ≤M − 1. More precisely, cq,j = D(I
0)−1 [Vq,j − 2π〈ω,Wq,j〉]
bq,j =Wq,j − cq,jI0.
(3.51)
We have  Wq,0 = k + ϑ0/4− µ
0
qI
0 = O(1),
Vq,0 = 2πkn − πϑ/2− µ0qL(I0) = O(1) , q ∈M ,
in view of (3.42). Hence, bq,0 and cq,0 are uniformly bounded and they do not depend on K. By
recurrence we prove that bq,j and cq,j are continuous with respect to K and uniformly bounded with
respect to q ∈ M and K ∈ B. To evaluate bq,M+1 observe that εqµq = 1 + O(εq). For j = 1 we obtain
from (3.48) and (3.50) 
Vq,1 = −1
i
p00,0 − 2π〈ω, bq,0〉 −
1
2
〈∇2L(I0)bq,0, bq,0〉,
Wq,1 = −cq,0bq,0
(3.52)
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and we get from (3.37) that
cq,1 = c
′
q,1 +
2∫
Λ1
A(̺)dµ1
m−1∑
j=0
∫
Λj
K ◦ πΓ
sin θ
dµj ,
where c′q,1 does not depend on K.
3.6.3 Quasimodes
For each q = (k, kn) ∈M we set
v0q := E(λ)
−1T (µq)A(µq)ek and u
0
q := G(µq)v
0
q = G(µq)E(λ)
−1T (µq)A(µq)ek .
Recall that T (λ) is defined by Proposition 3.6, A(λ) by Proposition 3.8, and G(λ) by (3.12). Using (3.44),
we obtain
(W (µq)− Id )v0q = OB(|µq|−M−1) v0q , (3.53)
and by Proposition 3.1 we get∣∣∣∣∣∣
(
∆ − µ2q
)
u0q = OB(|µq|−M )u0q in L2(X) ,
Nu0q|Γ = OB(|µq|−M )u0q in L2(Γ) .
It remains to estimate the L2-norm of u0q and to satisfy the boundary conditions in (2.19) adding to u
0
q
a term of magnitude OB(|µq|−M ).
Lemma 3.11 There is C > 1 such that
C−1 ≤ ‖u0q‖L2(X) ≤ C
for any q ∈ M.
Proof. The operator A(λ) is of the form A(λ) = A0(λ) + λ
−1A0(λ), where A0(λ) is a classical λ-PDO of
order 0 of symbol a0 and it is elliptic on T
n−1 ×D0, while A0(λ) has a symbol a0 in Sl−τ,τ+2,M(Tn−1 ×
D;B;λ) according to Proposition 3.8 and (3.33). By Lemma A.8 the family of operatorsA0(λ) is uniformly
bounded in L2 with respect to λ ∈ D and K ∈ B since l ≥ (τ + 2)M + 2n. Moreover, E(λ)−1T (λ) is a
classical λ-FIO of order 0 the canonical relation of which is the graph of a canonical transformation χ.
Moreover, it is elliptic over a neighborhood of the frequency set of {ek : q = (k, kn) ∈ M}. Then there
is C > 1 such that
∀ q ∈ M , C−1 ≤ ‖v0q‖L2(Γ) ≤ C .
We write G(λ) =
∑m−1
j=0 G˜j(λ), where G˜0(λ) = H0(λ)ψ0(λ) and
G˜j(λ) = Hj(λ)Π
j−1
s=0 (Qs+1(λ)Gs(λ))ψ0(λ)
for 1 ≤ j ≤ m − 1 and m ≥ 2 (see (3.12)). Then using Proposition A.4 for Hj(λ) : L2(Γ) → L2(X˜),
0 ≤ j ≤ m− 1, we find C > 0 such that C−1 ≤ ‖u0q‖ ≤ C for any q ∈ M, which completes the proof of
the lemma. ✷
To satisfy the boundary conditions in (2.19) we choose κ ∈ C∞0 ((−ε, ε)), κ ≥ 0 such that κ = 1 in a
neighborhood of 0, and set
u˜q(x
′, t) = tκ(t)
(
∂u0q
∂t
(x′, 0)−K(x′)u0q(x′, 0)
)
,
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where (x′, t) ∈ Γ×R are normal coordinates to the boundary Γ. Then ‖u˜q‖L2(X) ≤ C′Bµ−Mq and u0q − u˜q
satisfies the boundary condition. We put now
wq = u
0
q − u˜q + (∆K − µ2q − i)−1(∆− µ2q)u˜q .
Notice that the L2-norm of the second and the third terms can be estimated by OB(µ
−M
q ) and
‖(∆− µ2q)wq‖L2(X) ≤ CBµ−Mq .
Moreover, wq belongs to the domain of definition of ∆K . Normalizing uq = wq‖wq‖−1 and using Lemma
3.11, we obtain a quasimode (µq, uq) of order M . Next we show that µq can be chosen real-valued.
Applying Green’s formula we get
|µ2q − µq 2| = |〈µ2quq, uq〉 − 〈uq, µ2quq〉| = OB(|µq|−M ) ,
which allows us to take µq in R. Choosing |q| ≫ 1 we can suppose that µq is positive. Notice that K
should be in Cℓ(Γ,R) with l > M(τ + 2) + 2n+ (n− 1)/2.
4 Spectral rigidity in the presence of a (Z/2Z)2-group of sym-
metries.
4.1 Spectral rigidity for a bouncing ball geodesic.
Let γ be a closed broken geodesic in (X, g), dimX ≥ 2, with m ≥ 2 vertices xj , 0 ≤ j ≤ m− 1. Denote
by ̺j = (xj , ξj) = B
j(ρ0), 0 ≤ j ≤ m− 1, the corresponding periodic trajectory of B. Then ̺0 is a fixed
point of the symplectic map P = Bm. Recall that γ is called elliptic if ̺0 is an elliptic fixed point of P
which means that the spectrum of dP (̺0) : T̺0Γ→ T̺0Γ lies on the unit circle of the complex plane and
it consist of distinct eigenvalues different from one, i.e.
Spec (DP (̺0)) = {e±i2παj : 1 ≤ j ≤ n− 1}, where 0 < α1 < · · · < αn−1 ≤ 1/2 .
Set α = (α1, . . . , αn−1). It is said that γ admits no resonances of order less or equal to 4 if the scalar
product 〈α, k〉 is not integer for any integer vector k = (k1, . . . , kn−1) ∈ Zn−1 different from 0 and such
that |k1|+ · · ·+ |kn−1| ≤ 4. In this case P admits a Birkhoff normal form
P (θ, r) = (θ +∇B(r) + 0(|r|3/2), r + 0(|r|2)), (θ, r) ∈ Tn−1 × Rn−1+ ,
where (r, θ) are suitable polar symplectic coordinates in a neighborhood of ̺0 such that r(̺0) = 0, and
B(r) = 〈α, r〉 + 〈Ar, r〉/2, where A is a symmetric matrix. The Birkhoff normal form of P is non-
degenerate if detA 6= 0. In this case, applying the KAM theorem we get a family of invariant tori Λω,
called KAM tori, satisfying (H2) and having Diophantine vectors of rotations ω ∈ Ξ (see [30], Theorem
13.6). Moreover, for any neighborhood U of ̺0 in B
∗Γ the union of the KAM tori lying in U has a
positive Lebesgue measure. Now Theorem 1.1 applies to any single torus of the family.
Proof of Corollary 1.3. Consider in more details the case of a bouncing ball trajectory in a two-dimensional
billiard table (n = 2 and m = 2). Denote the restrictions of the two involutions to Γ ∩ U also by J1 and
J2 and by J˜j : T
∗(Γ ∩ U) → T ∗(Γ ∩ U) the corresponding lifts. In this case Γ ∩ U has two connected
components Γj , j = 1, 2, and J1(Γj) = Γj while J2(Γ1) = Γ2. Since J1 and J2 act as isometries and
commute with each other, using the definition of B in Sect. 2.1, we obtain that the involutions J˜j ,
j = 1, 2, commute with each other and also with B.
For any ω ∈ Ξ we set Λ1ω = Λω and Λ2ω = B(Λω). Then J˜1(Λjω), j = 1, 2, are also invariant circles of
P = B2 of rotation number ω and Λjω = J˜1(Λ
j
ω) for j = 1, 2, while Λ
2
ω = J˜2(Λ
1
ω). To prove it we use the
following argument. Since dimT ∗Γj = 2 the KAM circle Λ
j
ω divides T
∗Γj into two connected components,
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and it contains the elliptic fixed point ̺j = (xj , 0) of P in its interior Dj . Moreover, J˜j(̺j) = ̺j , hence,
J˜1(Λ
j
ω) contains ̺j in its interior J˜1(Dj) as well. On the other hand, J˜1 preserves the volume form of
T ∗Γ1, hence, Λ
j
ω intersects J˜1(Λ
j
ω). This implies Λ
j
ω = J˜1(Λ
j
ω), since P acts transitively on both of them.
In the same way we prove that Λ2ω = J˜2(Λ
1
ω).
For any K ∈ C(Γ) we have ∫
Λ1ω
K ◦ πΓ
sin θ
dµ1 =
∫
Λ1ω
(
K ◦ πΓ
sin θ
◦ J˜1) dµ1 .
Since (BJ˜2)
∗dµj = dµj , we have as well∫
Λ2ω
K ◦ πΓ
sin θ
dµ2 =
∫
Λ1ω
(
K ◦ πΓ
sin θ
◦B) dµ1 =
∫
Λ1ω
(
K ◦ πΓ
sin θ
◦ J˜2) dµ1 .
On the other hand, dµj and sin θ are invariant with respect to J1, and we obtain∫
Λ1ω
K# ◦ πΓ
sin θ
dµ1 =
1
2
(∫
Λ1ω
K ◦ πΓ
sin θ
dµ1 +
∫
Λ2ω
K ◦ πΓ
sin θ
dµ2
)
.
Now Theorem 1.1 implies that ∫
Λω
(K#t −K#0 ) ◦ πΓ
sin θ
dµ = 0 (4.1)
for any t ∈ [0, 1]. Parametrize Γ1 by the arclength s ∈ [−a, a] so that s(x1) = 0. Then J1(s) = −s for
any s. Fix t ∈ (0, 1] and set f = K#t −K#0 . For any invariant circle Λω, ω ∈ Ξ, there is sω > 0 such that
πΓ(Λω) = [−sω, sω]. We are going to show that there exists an infinite sequence (yj)j∈N ⊂ (0, b) such that
lim yj = 0 and f(yj) = 0. Indeed, suppose that f(s) 6= 0 in (0, b) for some b > 0. Take ω ∈ Ξ such that
sω < b. Since f(s) is even it does not change its sign in the interval [−sω, sω]. Moreover, sin θ > 0 since
θ ∈ (0, π/2] on the interior of B∗Γ. Hence, (f ◦ πΓ)/ sin θ does not change its sign and it is non null on
Λω, which contradicts (4.1). This proves the existence of an infinite sequence {yj}j∈N such that f(yj) = 0
and yj 6= x1 for any j ∈ N and lim yj = x1. Now there exists an infinite sequence (y′j)j∈N ⊂ (0, b) such
that yj ≤ y′j ≤ yj+1 and dfds (y′j) = 0, and so on. This implies that the Taylor polynomials of f of order
less then [ℓ] + 1, ℓ ≤ +∞, vanish at s = 0, which proves the assertion. ✷
4.2 Spectral rigidity for Liouville billiard tables
We recall from [42] the definition of Liouville billiard tables of dimension two. We consider two even
functions f ∈ C∞(R), f(x+ 2π) = f(x), and q ∈ C∞([−N,N ]), N > 0, such that
(i) f > 0 if x /∈ πZ, and f(0) = f(π) = 0, f ′′(0) > 0;
(ii) q < 0 if y 6= 0, q(0) = 0 and q′′(0) < 0;
(iii) f (2k)(πl) = (−1)kq(2k)(0), l = 0, 1, for every natural k ∈ N.
Consider the quadratic forms
dg2 = (f(x) − q(y))(dx2 + dy2)
dI2 = (f(x) − q(y))(q(y)dx2 + f(x)dy2)
defined on the cylinder C = T1 × [−N,N ].
The involution σ0 : (x, y) 7→ (−x,−y) induces an involution of the cylinder C, that will be denoted by
σ0 as well. We identify the points m and σ0(m) on the cylinder and denote by C˜ := C/σ0 the topological
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quotient space. Let σ : C → C˜ be the corresponding projection. A point x ∈ C is called singular if
σ−1(σ(x)) = x, otherwise it is a regular point of σ. Obviously, the singular points are F1 = σ(0, 0) and
F1 = σ(1/2, 0). It is shown in [42] that the quotient space C˜ is homeomorphic to the unit disk D
2 in
R2 and that there exist a unique differential structure on C˜ such that the projection σ : C → C˜ is a
smooth map, σ is a local diffeomorphism in the regular points, and the push-forward σ∗g gives a smooth
Riemannian metric while σ∗I is a smooth integral of the corresponding billiard flow on it. We denote
by X the space C˜ provided with that differentiable structure and call (X, σ∗g) a Liouville billiard table.
Any Liouville billiard table possesses the string property which means that any broken geodesic starting
from the singular point F1 (F2) passes through F2 (F1) after the first reflection at the boundary and the
sum of distances from any point of Γ to F1 and F2 is constant.
We impose the following additional conditions:
(iv) the boundary Γ of X is locally geodesically convex which amounts to q′(N) < 0;
(v) f(x) = f(π − x) for any x and f is strictly increasing on the interval [0, π/2];
Liouville billiard tables satisfying the conditions above will be said to be of classical type. One of the
consequences of the last condition is that there is a group I(X) ∼= Z2×Z2 acting on (X, g) by isometries.
It is generated by the involutions σ1 and σ2 defined by σ1(x, y) = (x,−y) and σ2(x, y) = (π − x, y). We
point out that in contrast to [42] we do not assume f and q to be analytic. Examples of Liouville billiard
tables of classical type on surfaces of constant curvature and quadrics are provided in [42]. The only
Liouville billiard table in R2 is the interior of the ellipse because of the string property.
Proof of 1.4. A first integral of B in B∗Γ is the function I(x, ξ) = f(x) − ξ2 the regular values h of
which belong to (q(N), 0)∪ (0, f(π/2)) (see [42], Lemma 4.1 and Proposition 4.2). Each regular level set
Lh consists of two connected circles Λ
±(h) which are invariant with respect to B for h ∈ (q(N), 0) and
to B2 for h ∈ (0, f(1/4)). The Leray form on Lh is
λh =

dx√
f(x)−h
, ξ > 0 ,
− dx√
f(x)−h
, ξ < 0 .
Given a continuous function K on Γ we consider the corresponding “Radon transform” assigning to each
circle Λ±(h) the integral
RK(Λ
±(h)) =
∫
Λ±(h)
K ◦ πΓ
sin θ
λh .
We have
sin θ =
√
h− q(N)
f(x)− q(N) ,
hence,
RK(Λ
±(h)) = ± 1√
h− q(N)
2π∫
0
K(x)
√
f(x)− q(N)
f(x)− h dx , h ∈ (q(N), 0) ,
Fix the exponent τ > 1 in the small denominator condition (1.5) sufficiently small so that ℓ > ([2d] +
1)(τ + 2) + 4 + 1/2. For any κ > 0 denote by Ωτκ the set of all ω ∈ Rn−1 satisfying (1.5). Then applying
Theorem 1.1 for n = 2 we obtain
∀ t ∈ [0, 1] , RKt(Λ±(h)) = RK0(Λ±(h)) (4.2)
for each regular value h such that the corresponding frequency ω(h) belongs to Ωτκ. On the other hand,
the union A = ∪κ>0Ωτκ has full Lebesgue measure in R.
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Lemma 4.1 There is ε > 0 such that the set of all regular values h ∈ (q(N), q(N)+ε), the corresponding
frequencies ω(h) of which belong to A, is dense in (q(N), q(N) + ε).
The proof of the Lemma follows immediately from Proposition 4.4 [42], which claims that the rotation
function ρ−(h) := ω(h) is strictly increasing and smooth in an interval (q(N), q(N) + ε). Then ω−1(A)
is dense in that interval.
As the function RGt(Λ
±(h)) is analytic in h ∈ (q(N), 0), using the Lemma we obtain (4.2) for any
h ∈ (q(N), 0). Since Kt, t = 0, 1, are invariant with respect to the action of I(X), this implies K0 ≡ K1
as in [42]. ✷
Spectral rigidity for higher dimensional Liouville billiard tables will be obtained in [43]. We point out
that we do not need analyticity and the billiard tables we consider are supposed to be smooth only.
5 Concluding remarks
5.1 Spectral invariants for continuous deformations of potentials
Let Vt, t ∈ [0, 1], be a continuous family of Cℓ real-valued potentials in X , ℓ ∈ N, which means that the
map [0, 1] ∋ t 7→ Vt is continuous in Cℓ(X,R). Denote by ∆t the selfadjoint operators ∆ + Vt in L2(X)
with Dirichlet boundary conditions on Γ. Consider the corresponding spectral problem{
∆u + Vtu = λu in X ,
u|Γ = 0 in Γ ,
We suppose as above that there is a Kronecker torus Λ of P = Bm satisfying (H3). Without loss of general-
ity we can assume that Bj(Λ) 6= Λ for any 0 < j < m. Consider the “flow-out” T = {exp(sXh)(π+(x, ξ)) :
(x, ξ) ∈ Λ} of Λ with respect to the “broken bicharacteristic flow”, where π+ : T ∗Γ → T ∗X |Γ is defined
in Sect. 2.2. As in Sect. 3.2 we identify T with a smooth Lagrangian torus in T˜ ∗X. We provide T
with “coordinates” (̺, t), ̺ ∈ Λ, 0 ≤ t ≤ T (̺) = 2A(̺), using the map (̺, t) → exp(tXh˜)(π+(̺)) and
introduce a natural measure dµ˜ = dµdt on it. Recall that T (x, ξ) = 2A(x, ξ) is the corresponding return
time function. The measure dµ˜ can be related also with the mapping cylinder construction introduced in
[16]. Moreover, dµ˜ is the unique measure on T which is invariant with respect to the flow of h˜ and such
that vol(T ) = ∫
Λ
T (̺)dµ(̺). Let πX : T˜ ∗X → X be the canonical projection.
Fix ℓ > ([2d] + 1)(τ + 2)+ 2n+ (n− 1)/2, where τ > n− 1 is the exponent in the small denominator
condition (1.5).
Theorem 5.1 Let Λ be a Kronecker torus of the billiard ball map with a (κ, τ)-Diophantine vector of
rotation. Let Vt, t ∈ [0, 1], be a continuous family of real-valued potentials in Cℓ(X,R) such that ∆t
satisfy the isospectral condition (H1)− (H2) for the Dirichlet problem. Then
∀ t ∈ [0, 1],
∫
T
Vt ◦ πXdµ˜ =
∫
T
V0 ◦ πXdµ˜.
To prove the theorem we construct as in Theorem 2.6 a continuous family of quasimodes
(µq(t), uq(t))q∈M , M⊂ Zn ,
of ∆t of order M such that
µq(t) = µ
0
q + cq,0 + cq,1(t)(µ
0
q)
−1 + · · ·+ cq,N (t)(µ0q)−M
where µ0q and cq,0 are independent of t, µ
0
q ≥ C|q|, C > 0, and cq,j(t) is continuous in t ∈ [0, 1]. Moreover,
cq,1(t) = c
′
q,1 + c
′′
1
∫
T
Vt ◦ πXdµ˜ ,
33
c′q,1 is independent of t, and
c′′1 = 2
(∫
Λ
A(̺) dµ
)−1
=
4
vol(T ) .
To construct the quasimodes we consider for each j = 0, . . . ,m − 1 a microlocal outgoing parametrix
H˜j : C
∞(Γ)→ C∞(X˜) of the Dirichlet problem for ∆− λ2 − V satisfying
(∆− λ2 − Vt)H˜j(λ) = OM (|λ|−M ) in X˜ .
We are looking for H˜j(λ) of the form H˜j(λ) = Hj(λ) + λ
−1H0j,t(λ), where Hj(λ) is introduced in Sect.
3.1 and H0j,t(λ) is a λ-FIO of order 1/4 having the same canonical relation as Hj(λ) and such that
(∆− λ2 − Vt)H0j,t(λ)− VtHj(λ) = OM (|λ|−M ) in X˜ .
The principal symbol p0j(x, ξ) of H
0
j,t(λ) satisfies the equation {h, p0j} = iVt in T ∗X . Taking into account
the boundary values at Uj we get
p0j(̺, s) = i
∫ s
0
Vt(exp(uXh)(̺)) du , ̺ ∈ Uj .
As in Sect. 3.1 we get
ı∗ΓH˜j(λ) = Ψj(λ) + G˜j(λ) +OM (|λ|−M ) , (5.1)
where
G˜j(λ) := E(λ)(G
0
j (λ) + λ
−1G˜0j(λ))E(λ)
−1
is a λ-FIO the canonical relation of which is just the graph of the restriction of the billiard ball map
B : Uj → Uj+1. Recall that the principal symbol of G0j(λ) is given by (3.6). Moreover, the principal
symbol of G˜0j (λ) is equal to
exp (iπϑj/4) exp(iλAj(̺))p
0
j (̺, Tj(̺)), ̺ ∈ Uj ,
where Tj(̺) is defined in Sect. 3.2 as the first return time (at Γ) for the flow starting at Uj. The
corresponding parametrix has the form
G(λ) = H0(λ)ψ0(λ) +
m∑
k=2
(−1)k−1Hk−1(λ)
(
Πk−2j=0 G˜j(λ)
)
ψ0(λ) ,
and we get the equation
(W˜ (λ)− Id )ψ0(λ)v = OB(|λ|−M−1)v , (5.2)
where
W˜ (λ) := (−1)m−1Πm−1j=0
(
ψj+1(λ)G˜j(λ)
)
.
As in Proposition 3.2 we get
W˜ 0(λ) := E(λ)W˜ (λ)E(λ)−1 = (−1)m−1ψm(λ)
(
Q0(λ) + λ−1Q1(λ)
)
S(λ)ψ0(λ) +OB(λ
−M−1) .
Here, Q0(λ) is a classical λ-PDOs on Γ with a C∞ symbol independent of Vt and with principal symbol
1 in a neighborhood of Λ, and Q1 ∈ PDOl,2,M (Γ;B;λ). By Egorov’s theorem (see Lemma A.9) the
principal symbol of Q1(λ) is
σ0(Q
1)(̺) = 2i
m−1∑
j=0
p0j(B
j(̺), Tj(B
j(̺))) = 2i
∫
T
V0 ◦ πXdµ˜
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in P (U0). The operator S(λ) (see Sect. 3.1) does not depend on Vt, and it is a classical λ-FIO of order
0 with a large parameter λ ∈ D. Its canonical relation is the graph of P : U0 → Um, and its principal
symbol is given by exp (iπϑ/4) exp(iλA(̺)), ̺ ∈ U0. Arguing as in Sect. 3 we complete the construction
of the quasimodes. The invariants obtained in Theorem 5.1 are related to the first Birkhoff invariant of
the monodromy operator.
In the same way one can deal with the spectral problem with Neumann (Robin) boundary condi-
tions. By the same method one can obtain invariants of continuous deformations of the potential for the
Schro¨dinger operator in closed manifolds.
5.2 Further remarks
1. Are the Birkhoff coefficients of the monodromy operator W (λ) isospectral invariants?
Consider the Birkhoff invariants p0j,α of the QBNF of the monodromy operatorW (λ) given by Proposition
3.8. We are going to show that for almost any torus of a non-degenerate (in the sense of Kolmogorov)
completely integrable system and more generally of a KAM system, p0j,α are isospectral invariants. To
this end we fix s ∈ N and suppose that the continuous family Kt ∈ Cℓ(Γ;R), t ∈ [0, 1], satisfies the
isospectral condition (H1)s - (H2). Denote by M the smallest integer such that M > max{2d, s} and
fix ℓ > M(τ + 2) + 2n+ (n − 1)/2. Consider the continuous family of quasimodes of order M given by
Theorem 2.6, which is associated to the Kronecker torus Λ and to the continuous family B := {Kt : t ∈
[0, 1]} ⊂ Cℓ(Γ;R). Recall that the quasi-eigenvalues of the quasimode in Theorem 2.6 associated with
the Kronecker torus Λ are given by
µq(t) = µ
0
q + cq,0 + cq,1(t)(µ
0
q)
−1 + cq,2(t)(µ
0
q)
−2 + · · ·+ cq,M (t)(µ0q)−M ,
where µ0q and cq,0 do not depend on t. The coefficients cq,j(t), 1 ≤ j ≤M , are obtained by (3.51). Taking
s = 0 we have shown that cq,1(t) does not depend on t. Then (3.51) and (3.52) imply that bq,1(t) and
p00,0 do not depend on t either.
Fix 1 ≤ j ≤ s + 1 and consider the system (3.51). Recall from (3.48) that Wq,j are polynomials
of cq,r and bq,r′ , 0 ≤ r, r′ ≤ j − 1, and Vq,j is given by (3.49). Suppose that the functions t → p0l,α,
l+ |α| < j − 2, t→ bq,l(t) and t→ cq,l(t), l < j, do not depend on t. Using Lemma 2.5 we would like to
show that the functions t → p0l,α, l + |α| = j − 1, t → bq,j(t) and t → cq,j(t) do not depend on t either.
At first glance this does not seem possible since there are too many unknown functions. To get rid of the
terms p0l,α, where l + |α| = j − 1 and |α| > 0, we suppose that either P = Bm is completely integrable
and non-degenerate (in the sense of Kolmogorov) or that it is a small perturbation of such a system
(KAM system). In both cases there is a large family of invariant tori Λ(ω) of P with frequencies ω ∈ Θτκ
satisfying a (κ, τ)-Diophantine condition, where κ > 0 and τ > n− 1 are fixed and κ is sufficiently small.
These tori are parameterized by their frequencies ω ∈ Θτκ, and their union is of a positive Lebesgue
measure in the phase space. Moreover, the frequency map ω → I0(ω) assigning to each ω ∈ Θτκ the
corresponding action I0(ω) on Λ(ω) can be extended to a smooth map ω → I0(ω) in a neighborhood
of Θτκ which is a diffeomorphism locally (cf. [30, 36, 40, 41]). In particular, one can parameterize the
invariant tori by the corresponding action variables I0 = I0(ω).
Consider the set Θ˜τκ of frequencies ω ∈ Θτκ of positive Lebesgue density in Θτκ. By definition, a
frequency ω ∈ Θτκ belongs to Θ˜τκ if the intersection of any neighborhood of ω with Θτκ has a positive
Lebesgue measure. The advantage of working with Θ˜τκ is that if a smooth function is zero on Θ˜
τ
κ then
any partial derivative of that function is also zero on Θ˜τκ. Moreover, the complement of Θ˜
τ
κ in Θ
τ
κ
has Lebesgue measure zero. On the other hand one can prove (using a suitable KAM theorem and a
simultaneous QBNF for all the invariant tori Λ(ω) with frequencies ω ∈ Θ˜τκ) that the Birkhoff invariants
p0j,0(I
0) associated with Λ(ω) depend smoothly on I0 = I0(ω), ω ∈ Θ˜τκ, in a Whitney sense. In particular,
p0l,α(I
0) = ∂αp0l,0(I
0), for l+|α| ≤ j−1 and any I0 = I0(ω), where ω ∈ Θ˜τκ. Hence, p0l,α(I0), l+|α| = j−1,
|α| > 0, does not depend on t by the inductive assumption. Now Lemma 2.5, (3.49) and (3.51) imply
that that the functions t→ p0j−1,0(I0), t→ bq,j(t) and t→ cq,j(t), do not depend on t for any I0 = I0(ω),
where ω ∈ Θ˜τκ.
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The Birkhoff invariants p0j,0(I
0), j ≤ s, would give further isospectral invariants for the problem (1.2)
involving integrals of polynomials of the derivatives of Kt. It can be shown that p
0
2,0 is of the form
m−1∑
j=0
∫
Λj
[(
K ◦ πΓ
sin θ
)2
+D(K ◦ πΓ)
]
dµj ,
whereD is a differential operator of degree 2. This invariant could be used to remove one of the symmetries
for the function K in Corollary 1.3 and Corollary 1.4. Using further invariants one may remove all the
symmetries. Further invariants could be obtained in the case of Theorem 5.1 as well. The details will be
given elsewhere.
2. Deformations of the Riemannian metric. Our method can be applied as well in the case of
deformations of the Riemannian metric using a variant of Lemma 2.5 and combining it with certain results
of [40] and [41]. It could be proved in this way that KAM tori with Diophantine vectors of rotation in Θ˜τκ
are isospectral invariants (up to a symplectic conjugation) of deformations of the Riemannian metric on
compact manifolds with or without boundary. In particular, the Liouville classes of these tori (cf. [40])
will be constant along the deformation. Using [43] one could generalize the results of Hezari and Zelditch
[25] for Liouville billiard tables in dimensions 2 and 3.
3. Elliptic tori. Continuous families of quasimodes can be constructed as well for elliptic low-
dimensional tori under suitable Diophantine conditions, which will give further isospectral invariants.
An elliptic closed geodesic can be considered as an elliptic torus of dimension one. Elliptic tori of dimen-
sion ≥ 2 usually appear in Cantor families and can be constructed via the KAM theory [37].
4. Resonances for exterior problems. We point out that the method we use can be applied whenever
there exists a continuous family of quasimodes of the spectral problem. It can be used also for the
Laplacian ∆K in the exterior X = R
n \ Ω of a bounded domain in Rn with a C∞-smooth boundary
with Robin boundary conditions on it. In this case an analogue of (H1)-(H2) can be formulated for the
resonances of ∆K close to the real axis replacing the intervals in the definition of I by boxes in the
complex upper half plain of the form [ak, bk] + i[0, dk], dk > 0, lim dk = 0. Given a Kronecker torus Λ
of B we obtain continuous in K quasimodes of ∆K associated to Λ. By a result of Tang and Zworski
[49] and Stefanov [47] the corresponding quasi-eigenvalues are close to resonances and one obtains an
analogue of Lemma 2.5 and of Theorem 1.1.
A Appendix.
A.1 Parametrix of the Dirichlet problem for the Helmholtz equation at high
frequencies.
We are going to construct a microlocal outgoing parametrix H(λ) : L2(Γ) → C∞(X˜) of the Dirichlet
problem for the Helmholtz equation. We consider H(λ) as a Fourier integral operator with a large
parameter λ or equivalently as a semiclassical Fourier integral operator with a small parameter ~ = 1/λ.
It will be obtained by means of Maslov’s canonical operator as it was presented by Duistermaat [13]
(see also [1], [5], [10], [15], [32], [34]). The operator H(λ) will satisfy the Helmholtz equation at high
frequencies (|λ| → ∞), i.e.
∀N ∈ N , (∆− λ2)H(λ)u = ON (|λ|−N )u (A.1)
in a neighborhood of X in the smooth extension X˜ of the Riemannian manifold X with suitable “initial
data” on Γ.
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The corresponding canonical relation is an embedded Lagrangian submanifold of T ∗X˜ × T ∗Γ given
by
C :=
{
(̺′, ̺) ∈ T ∗X˜ × T ∗Γ : ̺′ = exp(sXh˜)(π+Σ (̺)) , ̺ ∈ U , −ε < s < T (̺) + ε
}
, ε > 0 , (A.2)
where U is an open subset of the domain of definition B˜∗Γ of the billiard ball map. Recall that h˜
is the Hamiltonian corresponding to the Riemannian metric g˜ via the Legendre transform, Xh˜ is the
corresponding Hamiltonian vector field, and the map π+Σ : B
∗Γ→ Σ+ is defined by (2.18). In particular,
exp(sXh˜)(π
+
Σ (̺)) lies on the cosphere bundle
Σ˜ := S∗X˜ = {(x, ξ) ∈ T ∗X˜ : h˜(x, ξ) = 1}. (A.3)
Moreover, T : U → (0,+∞) is the “return time function” which assigns to each ̺ ∈ U the time of the
first impact at the boundary, i.e. the smallest positive time t = T (̺) such that
exp(tXh˜)(π
+
Σ (̺)) ∈ Σ− .
We suppose that U is a connected open subset of B˜∗Γ and that its closure U is still in B˜∗Γ. Then T
is a smooth function and its image is a finite interval (a, b), 0 < a < b. Denote by C′ the corresponding
Lagrangian submanifold of T ∗(X × Γ) given by
(x, y, ξ, η) ∈ C′ ⇔ (x, ξ, y,−η) ∈ C. (A.4)
C can be parameterized by the variables (s, ̺) in (A.2) which gives also a parametrization of C′. Notice
that C′ is always an exact Lagrangian submanifold of T ∗(X×Γ) although U may not be simply connected.
This is important for the existence of globally defined oscillatory integrals associated to C′.
Lemma A.1 The pull-back α′ = α|C′ of the canonical one-form α := ξdx + ηdy of T ∗(X˜ × Γ) to C′ via
the inclusion map is exact.
Proof. To prove it let us identify the open co-ball bundle B∗Γ with the symplectic manifold Σ+ via
the diffeomorphism π+Σ and set U˜ := π
+
Σ (U). The symplectic two-form of Σ
+ is −dαΣ, where αΣ is
the pull-back of the fundamental one-form ηdy of B∗Γ under πΣ. We have also αΣ = ı
∗
Σ(ξdx), where
ıΣ : Σ
+ → T ∗X˜ is the inclusion map. Consider the submanifold
C˜ :=
{
((x, ξ), (y, η)) ∈ T ∗X˜ × Σ+ : (x, ξ) = exp(sXh˜)(y, η), (y, η) ∈ U˜ , −ε < s < T (πΣ(y, η)) + ε
}
of the symplectic manifold T ∗X˜ × Σ+ equipped with the symplectic two-form −dα˜, where α˜ := ξdx −
αΣ. By construction, C˜ is a Lagrangian submanifold of T ∗X˜ × Σ+. On the other hand, any closed
parameterized C1 curve on C˜ can be written in the form γ(t) = (γ1(t); γ0(t)), t ∈ [0, t0], where γ1(t) :=
exp(s(t)Xh˜)(γ0(t)), s : [0, t0] → R is C1, and γ0 : [0, t0] → Σ+ is a closed C1 curve , i.e. γ0(t0) = γ0(0).
The cylinder
C := {exp(sXh˜)(γ0(t)) : 0 ≤ ±s ≤ ±s(t), 0 ≤ t ≤ t0}
is an isotrope submanifold of T ∗X˜ and by Stock’s theorem the integral of the fundamental one-form ξdx
on its boundary is zero, which implies that the integral of α˜ on γ is zero. Consequently the pull-back
of the fundamental one-form to C via the inclusion map is an exact one-form which means that C is an
exact Lagrangian submanifold of T ∗X˜ × T ∗Γ. ✷
Hence, C′ is an exact Lagrangian submanifold of T ∗(X˜ × Γ) which allows us to associate to it a class
of oscillatory integrals defined by non-degenerate phase functions as in [13]. For sake of completeness we
recall some basic facts about oscillatory integrals which we need below.
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Let Md be a smooth paracompact manifold of dimension d and Λ an embedded Lagrangian sub-
manofold of T ∗Md. Recall from [13] and [27] that a real valued phase function Φ(x, θ) defined in a
neighborhood of a point (x0, θ0) ∈ Rd × RN with dθΦ(x0, θ0) = 0 is non-degenerate at (x0, θ0) if
rank d(x,θ)dθΦ(x
0, θ0) = N,
hence, there is a neighborhood V of (x0, θ0) such that CΦ := {(x, θ) ∈ V : dθΦ = 0} is a smooth manifold
of dimension d. Moreover, the map
ıΦ : CΦ ∋ (x, θ) −→ (x, dxΦ(x, θ)) ∈ ΛΦ := ıΦ(CΦ) (A.5)
is of rang d, and the non-degenerate function Φ(x, θ), (x, θ) ∈ V is said to define locally Λ near ν0 ∈ Λ
if the map (A.5) is a diffeomorphism onto an open neighborhood of ν0 of Λ. The collection (ΛΦ, ı
−1
Φ )
provides Λ with an atlas of local carts.
Given m ∈ R, one can define a class of oscillatory integrals associated to Λ of order m as follows.
An oscillatory integral of that class is a collection of smooth functions u(·, λ), λ ∈ D, in Md, where D
is an unbounded subset of C lying in a band |Imλ| < C, such that for any ν0 = (x0, ξ0) ∈ Λ there exist
local coordinates x in a neighborhood of x0, a non-degenerate real valued phase function Φ(x, θ), and a
classical amplitude b(x, θ, λ) of order 0 such that Φ(x, θ) defines Λ locally near ν0, and the oscillatory
integral
u0(x, λ) =
(
λ
2π
)m+ d+2N
4
∫
RN
eiλΦ(x,θ)b(x, θ, λ) dθ (A.6)
represents microlocally u(x, λ) in a neighborhood of ν0 (cf. [1], [13], [32], [34], and also [27], Section 25.1).
The latter means that there is a neighborhood U ⊂ T ∗Md of ν0 such that
WF(u − u0) ∩ U = ∅,
where WF stands for the frequency set or semiclassical ~-wave-front with ~ = 1/λ (cf. [1], [12], [15]). If
N = 0, then u0(x, λ) =
(
λ
2π
)m+ d
4 eiλΦ(x)b(x, λ).
By a classical symbol of order 0 we mean a collection of complex valued functions b(·, λ) in C∞0 (Rd ×
RN), λ ∈ D, such that the family b(·, λ), λ ∈ D, is uniformly compactly supported, and the symbol b
admits an asymptotic expansion
b(x, ξ, λ) ∼ b0(x, ξ) + b1(x, ξ)λ−1 + · · · , as |λ| → ∞ ,
which means that for any k ≥ 0 and any multi-indices α, β ∈ Nn−1 there is a constant Ck,α,β > 0 such
that ∣∣∂αx ∂βξ (b(x, ξ, λ)− k∑
j=0
bj(x, ξ)λ
−j
)∣∣ ≤ Ck,α,β(1 + |λ|)−k−1 (A.7)
in Rd×RN ×D. In particular, the functions bj , j ≥ 0, belong to C∞0 (Rd×RN ) and there is a compact V
of Rd ×RN such that the support supp bj of bj is a subset of V for any j ≥ 0. From now on we consider
u(x, λ) as a half-density on Md and denote the class of these oscillatory integrals by Im(Md,Λ;Ω
1/2
Md
).
The canonical relation C defined by (A.2) is quite special, since for any s fixed it is a graph of a
canonical transformation, and one can define locally the Lagrangian manifold C′ by a non-degenerate
phase function as follows.
Fix ν0 = (x0, y0, ξ0, η0) ∈ C′ and choose a smooth submanifold M of X˜ of dimension n − 1 passing
through x0 and transversal to the geodesic starting from y0 with codirection (η0)+. Let x = (x′, xn)
be normal coordinates to M . Then M is given locally by the equation {xn = 0} and the Hamiltonian
h˜ is of the form h˜(x, ξ) = ξ2n + h˜0(x, ξ
′). If x0 ∈ Γ, we take M to be a neighborhood of x0 in Γ, then
h˜0(x, ξ
′) = h0(x, ξ
′).
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Lemma A.2 There exist local coordinates y ∈ Rn−1 in a neighborhood of y0 in Γ, and a non degenerate
phase function
Φ(x, y, θ) = φ(x, θ) − 〈y, θ〉 (A.8)
defined in a neighborhood W of (x0, y0, θ0), θ0 = −η0, in Rn × Rn−1 × Rn−1 such that locally C′Φ = C′.
The proof of the Lemma is the same as in Ho¨rmander [27], Proposition 25.3.3. The non-degeneracy of
the phase function means that
det
∂2φ
∂x′∂θ
(x, θ) 6= 0 (A.9)
in a neighborhood of (x0, θ0). We take φ(x′, xn, θ) = 〈x′, θ〉+O(xn) if the image of ν0 by the involution
in (A.4) belongs to Σ+ × U , which means that ν0 = (y0, y0,−(η0)+, η0).
From now on we take the set D to be as in (3.3), and we consider the corresponding oscillatory integrals
as 1/2-densities by multiplying (A.6) by the half-density |dx|1/2 [15]. In the same way, we consider the
Helmholtz operator as an operator acting on 1/2-densities u ∈ C∞(X˜,Ω1/2).
We are looking for a parametrix H(λ) of (A.1) in the class I−1/4(X˜,Γ, C; Ω1/2) which means that its
Schwartz kernel KH(x, y, λ) is in I
−1/4(X˜ ×Γ, C′; Ω1/2
X˜×Γ
). The order −1/4 comes from the “initial data”
at the boundary which will be given by a classical λ-PDO Ψ(λ) of order zero (see Lemma A.3 below).
Moreover, as we shall see below, operators of that class are uniformly bounded as operators from L2(Γ)
to L2(X˜). In any local chart of Γ the Schwartz kernel of a λ-PDO Ψ(λ) is a 1/2-density KΨ|dx|1/2|dy|1/2,
where KΨ is an oscillatory integral of the form
KΨ(x, y, λ) :=
(
λ
2π
)n−1 ∫
Rn−1
eiλ〈x−y,ξ〉q(x, ξ, λ) dξ , λ ∈ D , (A.10)
and q ∼ q0 + q1λ−1 + · · · is a classical amplitude of order zero.
To any non-degenerate phase function Φ(x, θ) of the form (A.8) generating C′ near a point ν0 there is
a classical amplitude b(x, θ, λ) ∼ b0(x, θ) + b1(x, θ)λ−1 + · · · such that the Schwartz kernel of H(λ) can
be written microlocally near ν0 as a 1/2-density IΦ|dx|1/2|dy|1/2, where
IΦ(x, y, λ) =
(
λ
2π
)n−1 ∫
Rn−1
eiλΦ(x,y,θ)b(x, θ, λ)dθ (A.11)
(see (A.6)). In particular, H(λ)u is a C∞ smooth function for any fixed λ and u ∈ L2(Γ) (the essential
support of b with respect to θ is a compact set) but it highly oscillates at its frequency set. We are going
to describe the principal symbol of H(λ).
By Lemma A.1 the Lagrangian manifold C′ is exact. Then the principal symbol of H(λ) is of the form
(λ/2π)−1/4σ(H), where
σ(H) = eiλf σ1 ⊗ σ2, (A.12)
σ1 and σ2 are smooth sections of the half-density bundle Ω1/2(C′) and the Maslov bundle M(C′), respec-
tively, and f is a smooth function representing the Liouville factor (cf. [13]). The function f is defined
locally by means of the phase functions Φ in (A.11) as follows
f(ν) = Φ˜(ν) := Φ(ı−1Φ (ν)), ν ∈ C′Φ ⊂ C′, (A.13)
where ıΦ is given by (A.5). Such a function f(ν) exists globally on C′ since the latter is exact. Indeed,
we have locally
dΦ˜ =
(
ı−1Φ
)∗ (
d
(
Φ|CΦ
))
=
(
ı−1Φ
)∗(∂Φ
∂x
dx +
∂Φ
∂y
dy +
∂Φ
∂θ
dθ
)
|CΦ
=
(
ı−1Φ
)∗(∂Φ
∂x
dx+
∂Φ
∂y
dy
)
|CΦ
= α′.
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If IΦ1 is another microlocal representation of H near ν
0 given by (A.11) with a phase function Φ1, then
dΦ˜ = α′ = dΦ˜1 and Φ˜(ν
0) = Φ˜1(ν
0)
which implies Φ˜ = Φ˜1 in a neighborhood of ν
0. Since C′ is exact, there exists a globally defined exponent
f of the Liouville factor. Note that the function f is uniquely determined on C′ modulo a constant,
hence, it is enough to know f at a single point in order to recover it on the whole manifold C′. We have
f = 0 for any ν0 = (y0, y0,−(η0)+, η0), where (x0,−η0) ∈ U . Parameterizing C′ by the variables (s, ̺)
we obtain that f(s, ̺) = 2s is just the action along the corresponding bicharacteristic arc.
Consider the flow St : C → C defined by
St(x, ξ, y, η) = St(exp(sXh˜)(y, η), y, η) = (exp((s+ t)Xh˜)(y, η), y, η), (A.14)
and denote by Y = (Xh˜, 0) the corresponding vector field. We use the same notations for the corre-
sponding flow and vector field on C′. We are going to choose a half-density invariant with respect to
St.
Consider the volume form β0 on C′ given by ds∧ (dy1 ∧dη1)∧· · · ∧ (dyn−1 ∧dηn−1) in the coordinates
(s, y, η). It is obviously invariant with respect to the flow St or equivalently, the Lie derivative LY β0
vanishes. Then the 1/2-density σ0 := |β|1/2 on C′ is invariant with respect to St, and we set
σ1 = b˜0σ0, b˜0 ∈ C∞0 (C′). (A.15)
There is another way to describe the half-density σ0. The cosphere bundle Σ˜ in (A.3) is a contact manifold
with a contact one-form α0 = ı
∗(ξdx) given by the pull-back of the fundamental one-form ξdx of T ∗X˜ to
Σ˜ via the embedding ı : Σ˜→ T ∗X˜. Consider the map
ψ : (s, y, η) 7→ (x(s, y, η), ξ(s, y, η)) := exp(sXh˜)(π+Σ (y, η)) ∈ Σ˜.
Then we have
ψ∗(α0) = ξ(s, y, η)
∂x
∂s
(s, y, η)ds+ (π+Σ )
∗
(
exp(sXh˜)
)∗
α0
= ξ
∂h˜
∂ξ
ds+ (π+Σ )
∗α0 + α1 = 2ds+ ηdy + α1,
where α1 = a dy + b dη is a closed form, which implies that
σ0 = ψ
∗
(( |α0 ∧ (dα0)n−1|
2(n− 1)!
)1/2)
. (A.16)
Consider as above the local coordinates (x′, xn) near x
0 which are normal to the submanifold M =
{ xn = 0 } ⊂ X˜ and recall that h˜(x, ξ) = ξ2n+h˜0(x, ξ′). Setting ξn = ±
√
1− h˜0(x, ξ′) and parameterizing
Σ˜ near (x0, ξ0) by (x, ξ′) we easily obtain
β0 :=
α0 ∧ (dα0)n−1
(n− 1)! =
ξn − n−1∑
j=1
ξj
∂ξn
∂ξj
 dxn ∧ (dx1 ∧ dξ1) ∧ · · · ∧ (dxn−1 ∧ dξn−1)
=
dxn ∧ (dx1 ∧ dξ1) ∧ · · · ∧ (dxn−1 ∧ dξn−1)
ξn
in a neighborhood of (x0, ξ0) ∈ S∗X˜ . Then (A.15) and (A.16) imply
σ0 =
|dx ∧ dξ′|1/2√
2|ξn|
and σ1 =
b˜0√
2|ξn|
|dx ∧ dξ′|1/2 (A.17)
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in the coordinates (x, ξ′), where |dx ∧ dξ′| := |dx1 ∧ · · · ∧ dxn ∧ dξ1 ∧ · · · ∧ dξn−1|. Notice also that β0
is a Leray form of Σ˜, i. e. ±β0 = ı∗β1, where ı : Σ˜ → T ∗X˜ is the corresponding embedding and β1 is a
2n− 1 - form on T ∗X˜ such that β1 ∧ dh˜ = dx ∧ dξ.
We are going to relate the leading term b0 of the amplitude of the oscillatory integral (A.11) to the
function b˜0 in (A.15). There are two natural choices of σ1 depending on the parametrization of C′. Recall
that
C′ = {(x, dθφ(x, θ), dxφ(x, θ),−θ)}
in a neighborhood of ν0, where φ is given by (A.8). Firstly, parameterizing C′ by the variables (x, η),
η = −θ, and using the definition of the principal symbol as in Ho¨rmander [27], Sect. 25.3, we get locally
near ν0 that
σ1 = b0(x,−η)|dx ∧ dη′|1/2.
On the other hand, parameterizing C′ by the variables (x, ξ′) we get
|dx ∧ dη′| = |detφ′′x′θ(x,−η(x, ξ′))|−1 |dx ∧ dξ′| ,
where η = η(x, ξ′) is obtained from ξ′ = φ′x′(x,−η) by the implicit function theorem. Hence,
σ1 = b0(x,−η(x, ξ′)) |detφ′′x′θ(x,−η(x, ξ′))|−1/2 |dx ∧ dξ′|1/2 .
and taking into account (A.17) we obtain
b0(x,−η(x, ξ′)) = b˜
′
0(x, ξ
′)√
2|ξn|
|detφ′′x′θ(x,−η(x, ξ′))|1/2 (A.18)
in a neighborhood of (x0, ξ0), where
ξn = ±
√
1− h˜0(x, ξ′) , b˜′0(x, ξ′) = b˜0(π−11 (x, ξ′, ξn)),
and π1 : C′ → Σ˜ ⊂ T ∗X˜ stands for the local projection π1(x, y, ξ, η) = (x, ξ).
The Keller-Maslov bundle M(C′) of C′ is trivial. We recall from Ho¨rmander [26] that a section of the
line bundle M(C′) is given by a family of functions fΦ : C′Φ → C, where Φ is a non-degenerate generating
function of C′ and C′Φ is defined by (A.5) such that fΦ˜ = exp
{
iπ4
(
sgnΦ′′θθ − sgn Φ˜′′θ˜θ˜
)}
fΦ on C′Φ ∩ C′Φ˜.
Moreover, sgnΦ′′θθ − sgn Φ˜′′θ˜θ˜ ∈ 2Z and it is constant on C′Φ ∩ C′Φ˜. In our case, we can trivialize M(C′)
in a band 0 < s < δ using the phase functions Φ given by Lemma A.2. Indeed, C′ is generated in a
neighborhood of any point ν0 = (y0, y0,−(η0)+, η0) by a phase function Φ(x, y, θ) = φ(x, θ) − 〈y, θ〉,
which is a local solution of the Hamilton-Jacobi equation φ′xn(x, θ) =
√
1− h0(x, φ′x′(x, θ)) with Cauchy
data φ(x′, 0, θ) = 〈x′, θ〉. In particular,
Φ(x, y, θ) = 〈x′ − y, θ〉+ xnq(x′, θ) +O(x2n),
where q(x′, θ) :=
√
1− h0(x′, 0, θ). Moreover, q′′θθ(x′, θ) is a negative definite matrix since θ → h0(x′, 0, θ)
is a positive definite quadratic form, and we obtain that sgnΦθθ(x, y, θ) = −n+1 for any 0 < xn < δ and
(y, θ) in a neighborhood of (y0, θ0). This yields a trivialization of the Keller-Maslov bundle in a band
C′∩{0 < s < δ} for some δ > 0. Moreover, it gives a global section σ2 ofM(C′), which is locally constant.
In particular, the Lie derivative LY σ2 vanishes.
The oscillatory integral (∆x − λ2)KH(x, y, λ) belongs to I3/4(X˜ × Γ, C′; Ω1/2X˜×Γ), and its principal
symbol is just the Lie derivative LY σ(H) of (A.12) multiplied by (λ/2π)3/4 (cf. [13], Sect. 1.3 as well
as [27], Theorem 25.2.4) since the subprincipal symbol of the Laplace-Beltrami operator is 0. Moreover,
the Lie derivative with respect to Y of the sections σ0 = |ds ∧ dy ∧ dη|1/2 and σ2 and of the function f
vanishes, hence, the transport equation LY σ(H) = 0 becomes
(St)∗b˜0 = b˜0, (A.19)
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where b˜0 is given by (A.15). Multiplying b˜0 with a suitable cut-off function, which equals 1 in a neighbor-
hood of C′ ∩ T ∗(X × Γ), we can suppose that b˜0 has a compact support with respect to (s, y, η). In this
way we obtain an operatorH0(λ) ∈ I−1/4(X˜,Γ, C; Ω1/2) such that (∆x−λ2)H0(λ) ∈ I−1/4(X,Γ, C; Ω1/2).
Repeating this procedure we get an operator H1(λ) such that H0(λ) +H1(λ) solves (A.1) modulo a λ-
FIO of order −5/4 and so on. The initial data b˜0|s=0 will be determined by Lemma A.3, where taking
G0(λ) := Ψ(λ) as initial data at Γ for s = 0 we determine b˜0|s=0, and so on.
Denote by ı∗Γ : C
∞(X˜)→ C∞(Γ) the operator of restriction ı∗Γ(u) = u|Γ. We would like to represent
ı∗Γ microlocally as a λ-FIO. To this end, denote by N the conormal bundle of the graph of the inclusion
map ıΓ : Γ→ X˜ and by R = N−1 the corresponding inverse canonical relation. In other words,
R := {(x, ξ;x, ξ˜) ∈ T ∗Γ× T ∗X˜ : x ∈ Γ, ξ = ξ˜|TxΓ}.
The operator ı∗Γ can be considered microlocally as a λ-FIO of the class I
1/4(Γ, X˜,R; Ω1/2) (the compo-
sition ı∗Γ ◦ A(λ) belongs to that class for any classical λ-PDO A(λ) of order 0). Moreover, its principal
symbol can be identified with (λ/2π)1/4 modulo the corresponding 1/2-density. Indeed, fix (x0, ξ0) ∈ T ∗X˜
such that x0 ∈ Γ and introduce as above normal coordinates x = (x′, xn) to Γ in a neighborhood of x0.
Then Γ = {xn = 0} and h˜(x, ξ) = ξ2n + h0(x, ξ′) in the local coordinates (x, ξ) in T ∗X˜. The Schwartz
kernel of ı∗Γ is represented microlocally in a neighborhood of (x
0, ξ0|TxΓ, x0,−ξ0) ∈ T ∗(Γ × X˜) by the
half-density K|dx′|1/2|dz|1/2, where
K(x′, z, λ) :=
(
λ
2π
)n ∫
Rn
eiλ(〈x
′−z′,ξ′〉−znξn)κ(x, ξ) dξ , λ ∈ D , (A.20)
and κ = 1 in a neighborhood of (x0, ξ0). In particular, this gives m = 1/4 in (A.6).
In what follows, we shall investigate the composition ı∗ΓI(λ) of λ-FIOs, where I(λ) ∈ Im(X˜,Γ, C; Ω1/2).
Firstly, notice that the composition R◦C of the corresponding canonical relations is transversal. Indeed,
introduce
Z := T ∗Γ×∆
(
T ∗X˜ × T ∗X˜
)
× T ∗Γ,
where ∆ stands for the diagonal, and consider Z, R×C and (R×C)∩Z as submanifolds of Y := T ∗Γ×
T ∗X˜×T ∗X˜×T ∗Γ. We have codim (Z) = 2n, codim (R×C) = 4n− 2, and codim ((R×C)∩Z) = 6n− 2,
which implies that the intersection of Z and R × C is transversal along (R × C) ∩ Z in Y . Denote by
σ(I) = (λ/2π)meiλf b˜0 σ0 ⊗ σ2 the principal symbol of I(λ), where b˜0 ∈ C∞0 (C′) and the half-density σ0
is given by (A.16). Recall that π1 : C → T ∗X and π2 : C → T ∗Γ are the projections π1(x, y, ξ, η) = (x, ξ)
and π2(x, y, ξ, η) = (y, η). Denote by dv(̺) := dy ∧ dη the symplectic volume form on T ∗Γ, and recall
that ν(x) ∈ TxX˜ is the unit inward normal to Γ, and that π±Σ (x, ξ) = (x, ξ±) ∈ Σ± (see Sect. 2.2). Now
we have
Lemma A.3 The composition of canonical relations R◦C is transversal and it is a disjoint union ∆0⊔C0
of the diagonal ∆0 in U × U (for s = 0) and the graph C0 of the billiard ball map B : U → B(U) (for
s = T ). Moreover,
ı∗ΓI(λ) = P (λ) +G(λ) +OM (|λ|−M ) , (A.21)
where P (λ) is a classical λ-PDO on Γ of order m+1/4 and G(λ) ∈ Im+1/4(Γ,Γ, C0; Ω1/2). The principal
symbol of the operator P (λ) can be identified by(
λ
2π
)m+1/4
b˜0(π
−1
2 (̺))(2|〈ξ+, ν〉(̺)|)−1/2|dv(̺)|1/2, ̺ ∈ U.
The principal symbol of G(λ) can be identified with(
λ
2π
)m+1/4
b˜0(π
−1
1 (π
−
Σ (̺)))|2〈ξ−, ν〉(̺)|−1/2eiλA(B
−1(̺))eiπm/2|dv(̺)|1/2, ̺ ∈ B(U),
where A(̺) =
∫
γ(̺) ξdx is the action along the integral curve γ(̺) of the Hamiltonian vector field Xh˜
starting from π+Σ (̺) with endpoint π
−
Σ (B(̺)) and m ∈ Z is a Maslov’s index.
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Proof. Let (̺′, ̺) ∈ R ◦ C. Then there is s ≥ 0 such that exp(sHh˜(π+Σ (̺))) ∈ Σ, hence, ̺′ = ̺ if s = 0
and J ◦ π+Σ (̺) = π−Σ (̺′) if s = T (̺) and we get ̺′ = B(̺) in the second case (see Sect. 2.2). Hence,
R◦C = ∆0⊔C0, where ∆0 = {(y, η, y, η) : (y, η) ∈ U} and C0 = {(x, ξ, y, η) : (x, ξ) = B(y, η), (y, η) ∈ U}.
The statement about the principal symbol follows from the global calculus of λ-FIOs. It can be proved
easily as well using the calculus in local coordinates. For pedagogical reason we give the complete proof
for readers who are not well familiar with the global calculus of λ-FIOs. Take ν0 = (x0, y0, ξ0, η0) ∈ C′0
so that (x0, ξ0) = B(y0, η0). Choose as above normal to Γ coordinates (x′, xn) in a neighborhood of
x0 such that xn < 0 in the interior of X . Using Lemma A.2, choose local coordinates y
′ in a neigh-
borhood of y0 in Γ and a non-degenerate phase function Φ of the form Φ(x, y′, θ) = φ(x, θ) − 〈y′, θ〉
which defines locally C′ near (ν0)− = (x0, y0, (ξ0)−, η0), where (x0, (ξ0)−) = π−Σ (x0, ξ0), and then take
normal to Γ coordinates y = (y′, yn) such that yn > 0 in the interior of X . Using (A.6) we write mi-
crolocally the Schwartz kernel of I(λ) as an oscillatory integral with a phase function Φ(x, y′, θ) and
amplitude (λ/2π)m+n−3/4b(x, θ, λ)|dx|1/2|dy′|1/2, where b = b0 + λ−1b1 + · · · is a classical amplitude.
Then the Schwartz kernel of the composition can be written microlocally near ν0 as a half-density
K˜1 := K1|dx′|1/2|dy′|1/2, where K1 is given by the oscillatory integral
K1(x
′, y′, λ) :=
(
λ
2π
)m+2n−3/4 ∫
R3n−1
eiλΦ1(x
′,y′,z,ξ,θ)a(x′, z, ξ, θ, λ) dzdξdθ ,
with phase function Φ1(x
′, y′, z, ξ, θ) = 〈x′ − z′, ξ′〉 − znξn +φ(z, θ)− 〈y′, θ〉 and amplitude a, the leading
term of which is a0(x
′, z, ξ, θ) = κ(x′, ξ)b0(z, θ). The stationary points with respect to (z, ξ) are given by
z′ = x′, zn = 0, and ξ = φ
′
z(z, θ), and they are non-degenerate. Applying the stationary phase method
one gets
K1(x
′, y′, λ) :=
(
λ
2π
)m+1/4+(n−1) ∫
Rn−1
eiλΦ0(x
′,y′,θ)w(x′, θ, λ) dθ , (A.22)
where Φ0(x
′, y′, θ) = φ(x′, 0, θ) − 〈y′, θ〉, and w(x′, θ, λ) is a classical symbol of order 0 with a leading
term
w0(x
′, θ) = b0(x
′, 0, θ)κ(x′, 0, φ′x(x
′, θ)).
The phase function Φ0(x
′, y′, θ) generates the Lagrangian submanifold C′0 of T ∗Γ in a neighborhood of
ν0, since J ◦ π+Σ (φ′θ(x′, 0, θ), θ) = (x′, 0, φ′x(x′, 0, θ)) = π−Σ (x′, φ′x′(x′, 0, θ)). The half-density part of the
principal symbol of K˜1 can be identified in a neighborhood of ν
0 in C′0 with
σ := b0(x, 0, θ)|dx′ ∧ dθ|1/2 = b0(x′, 0, θ(x′, ξ′)) |(detφ′′x′θ(x′, 0, θ(x′, ξ′)))|−1/2 |dx′ ∧ dξ′|1/2,
where θ = θ(x′, ξ′) is the solution of ξ′ = φ′x′(x
′, 0, θ). Then setting (x′, 0, ξ−) := π−Σ (x
′, ξ′), where
ξ− = (ξ′, ξn) and ξn = −
√
1− h0(x′, 0, ξ′) = 〈ξ−, ν〉(x′, ξ′), and taking into account (A.18), we obtain
σ = b˜0(π
−1
1 (x
′, 0, ξ−))(2|〈ξ−, ν〉(x′, ξ′)|)−1/2|dx′ ∧ dξ′|1/2.
On the other hand, the trivialization of the Keller-Maslov bundle of C′ by σ2 induces a trivialization of
the Keller-Maslov bundle of C′0 and we can identify the principal symbol of G(λ) with(
λ
2π
)m+1/4
eiλA(B
−1(̺))eiπm/2σ,
where m ∈ Z.
Consider now the case when s = 0, taking the phase function Φ in (A.8) so that φ(x′, 0, η′) = 〈x′, η′〉.
The corresponding phase function of (A.22) is Φ0(x
′, y′, η′) = 〈x′ − y′, η′〉 and (A.22) becomes
K0(x
′, y′, λ) :=
(
λ
2π
)m+1/4+(n−1) ∫
Rn−1
eiλ〈x
′−y′,η′〉q(x′, η′, λ) dη′ ,
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where q(x′, η′, λ) is a classical symbol of order 0 with a principal term q0(x
′, η′). Setting (y′, 0, η+) :=
π+Σ (y
′, η′), where η+ = (η′, ηn) and ηn =
√
1− h0(y′, 0, η′) = 〈η+, ν〉(y′, η′) we obtain as above
q0(x
′, η′) = b˜0(π
−1
1 (y
′, 0, η+)(2|〈η+, ν〉(y′, η′)|)−1/2.
✷
Applying Lemma A.3 to the λ-FIO H0(λ), which is of order m = −1/4, we shall complete the
construction of H(λ). Let Ψ(λ) be a classical λ-PDO of order 0 with frequency set in U and principal
symbol Ψ0(̺), ̺ ∈ U . We take Ψ(λ) as initial data of H0(λ) as s = 0, setting P (λ) = Ψ(λ) in Lemma
A.3. Recall that b˜0 satisfies (A.19). On the other hand (x
′, ξ′) = B(y′, η′) if and only if π−11 (x
′, 0, ξ−) =
ST (y
′,η′)(π−12 (y
′, η′)), and (A.19) implies
b˜0(π
−1
1 (x
′, ξ′, ξn)) = b˜0((π
−1
2 (y
′, η′))) = q0(y
′, η′)(2|〈η+, ν〉(y′, η′)|)1/2.
Then parameterizing C′0 by the variables (y′, η′) ∈ U we obtain
σ(H0(λ)) = Ψ0(y
′, η′)
|〈η+, ν〉(y′, η′)|1/2
|〈ξ−, ν〉(B(y′, η′))|1/2 e
iλA(y′,η′)eiπm/2|dy′ ∧ dη′|1/2. (A.23)
In the same way, using Lemma A.3 we determine the initial conditions of H1(λ) and so on. In this way
we obtain an operator H(λ) = H0(λ)+H1(λ)+ · · · in I−1/4(X˜,Γ, C; Ω1/2) satisfying (A.1) and such that
P (λ) = Ψ(λ). From now on, to simplify the notations we drop the corresponding half-density. Denote
by E(λ) a classical λ-PDO of order 0 on Γ with a principal symbol E0 ∈ C∞0 (B˜∗Γ) such that
E0(̺) = |〈ξ+, ν〉(̺)|1/2 = |〈ξ−, ν〉(̺)|1/2 (A.24)
in a compact neighborhood of U in B˜∗Γ. Then using Egorov’s theorem, (A.23) and (A.24) we obtain
ı∗ΓH(λ) = Ψ(λ) + E(λ)
−1G0(λ)E(λ) +OM (|λ|−M ) , (A.25)
where the principal symbol of G0(λ) can be identified with
Ψ0(̺)e
iλA(̺)eiπm/2|dv(̺)|1/2, ̺ ∈ U. (A.26)
In particular, the frequency set WF ′ of G(λ) = E(λ)−1G0(λ)E(λ) is contained in B(U)× U .
Consider the adjoint operator H(λ)∗ of H(λ) in L2, which is well-defined for any λ ∈ D fixed as an op-
erator from L2(X˜) to L2(Γ). Moreover, it can be considered as a λ-FIO of the class I−1/4(Γ, X˜, C−1; Ω1/2).
Proposition A.4 The operator C(λ) := H(λ)∗H(λ) : L2(Γ) → L2(Γ) is a classical λ-PDO of order 0.
Its principal symbol can be identified with
C0(y, η) :=
∫
R
|˜b0(s, y, η)|2ds , (y, η) ∈ U.
Moreover,
C0(y, η) ≥ 2A(y, η)|〈ξ+, ν〉(y, η)|Ψ0(y, η)|2 , (y, η) ∈ U.
Indeed, the composition C−1 ◦ C of the canonical relations C−1 and C is clean with excess 1, which means
that the “diagonal”M1 := T
∗Γ×∆(T ∗X˜ ×T ∗X˜)×T ∗Γ intersect cleanly M2 := C−1×C along M1 ∩M2
in T ∗Γ× T ∗X˜ × T ∗X˜ × T ∗Γ with excess 1. The fiber over any (̺, ̺) ∈ C−1 ◦ C under the corresponding
projection M1 ∩M2 → C−1 ◦ C can be identified with the Hamiltonian trajectory starting from π+Σ (̺).
Moreover, b˜0(s, y, η) = (2|〈ξ+, ν〉(y, η)|)1/2Ψ0(y, η), for s ∈ [0, T (y, η)] and T (y, η) = 2A(y, η), which
proves the claim. One can prove the Proposition using only the local theory of λ-FIOs representing
microlocally H(λ) by an oscillatory integral with a phase function given by (A.8). ✷
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A.2. Symbols of finite smoothness.
We start this section by recalling a result of Boulkhemair [4] about the L2 boundedness of a class of
λ-FIOs. Consider a λ-FIO Aλ, λ ∈ D, acting on C∞0 (Rn−1) by
Aλu(x) = (λ/2π)
n−1
∫
eiλ(〈x,ξ〉+ψ(x,ξ))q(x, ξ, λ) uˆ(λξ) dξ , (A.27)
where D is given by (3.3) and uˆ is the Fourier transform of u. The distribution kernel of Aλ is
KAλ(x, y) = (λ/2π)
n−1
∫
eiλ(〈x−y,ξ〉+ψ(x,ξ))q(x, ξ, λ) dξ . (A.28)
Suppose that the amplitude q satisfies the following conditions
(i) qλ := q(·, ·, λ) ∈ Cn(Rn−1 × Rn−1) for any λ ∈ D,
(ii) sup
λ∈D
‖qλ‖Cn(R2n−2) <∞,
(iii) there is compact F ⊂ T ∗Rn−1 such that for any λ ∈ D the support of the function qλ is contained
in F .
Suppose also that the phase function S(x, ξ) = 〈x, ξ〉 + ψ(x, ξ) is C∞-smooth in a neighborhood U of F
and that | det(∂x∂ξS)| ≥ δ > 0 in U .
Using a result of Boulkhemair [4], we are going to show that
‖Aλ‖L(L2) ≤ C sup
λ∈D
‖qλ‖Cn , (A.29)
where C = C(S, F ) > 0 does not depend on qλ and L(L2) stands for the space of linear continuous
operators in L2(Rn−1). To this end we extend the phase function S in T ∗Rn−1 so that | det(∂x∂ξS)| ≥ δ/2
in the whole space. Indeed, let ̺0 ∈ F and
F ⊂ Bε(̺0) := {̺ ∈ T ∗Rn−1 : |̺− ̺0| < ε} ⊂ B2ε(̺0) ⊂ U.
If ε > 0 is sufficiently small we can extend S to a globally defined smooth function S˜ in T ∗Rn−1 which
coincides with S in Bε(̺
0) and equals the Taylor polynomial of degree 2 of S(x, ξ) at ̺0 outside B2ε(̺
0)
and such that | det ∂x∂ξS˜| ≥ δ/2 in T ∗Rn−1. Now applying [4], Corollary 1, to the oscillatory integral
with phase function S˜ and amplitude qλ we obtain
‖Aλu‖L2 ≤ C (|λ|/2π)(n−1)/2 sup
λ∈D
‖qλ‖Cn‖uˆ(λ ·)‖L2 = C sup
λ∈D
‖qλ‖Cn‖u‖L2 .
In the general case we use a suitable partition of the unity on F .
Consider now the oscillating integral
qλ(x, ξ) = λ
n−1
∫
R2n−2
e−iλ〈v,u〉aλ(x, ξ, u, v) dvdu , λ ∈ D , (A.30)
where aλ = a(·, λ) ∈ C2n(Rn−1 × Rn−1 × Rn−1 × Rn−1), and
(a) supλ∈D ‖aλ‖C2n <∞,
(b) aλ is uniformly compactly supported with respect to v ∈ Rn−1, which means that there is a compact
subset F of Rn−1 such that the support of the function v → aλ(x, ξ, u, v) is contained in F for any
(x, ξ, u, λ) ∈ Rn−1 × Rn−1 × Rn−1 ×D.
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Lemma A.5 Let aλ ∈ C2n satisfy (a) and (b). Then
‖qλ‖Cn ≤ C‖aλ‖C2n ,
where C = C(n, F ) > 0. Moreover, if aλ is uniformly compactly supported with respect to (x, ξ, v), then
the operator (A.27) is bounded in L2 and
‖Aλ‖L(L2) ≤ C sup
λ∈D
‖qλ‖Cn ≤ C′ sup
λ∈D
‖aλ‖C2n .
Proof. Set z = (x, ξ). For any α ∈ N2n−2 with |α| ≤ n we get
∂αz qλ(x, ξ) =
∫
Rn−1
bλ(x, ξ, u/λ, u) du ,
where
bλ(x, ξ, w, u) =
∫
Rn−1
e−i〈v,u〉∂αz aλ(x, ξ, w, v) dv .
Integrating by parts with respect to v in the oscillating integral above we get
(1 + |u|)n|bλ(x, ξ, w, u)| ≤ C‖aλ‖C2n ,
where C = C(n, F ) > 0. The last assertion of the Lemma follows from (A.29). ✷
We consider families of λ-PDOs with symbols of finite smoothness which depend continuously on
K ∈ Cℓ(Γ). Let Y be a smooth paracompact manifold of dimension n − 1, n ≥ 2. Let B = Bℓ be a
bounded subset of Cℓ(Γ,R). We denote by OB(|λ|−N ) : L2(Y ) → L2(Y ), λ ∈ D, any family of linear
continuous operators depending on K ∈ B, the norm of which is uniformly bounded by CB(1+ |λ|)−N for
some positive constant CB.
Definition A.6 Let l˜ ≥ 0, N ≥ 1 and m ≥ 2 be such that l˜ ≥ mN+2n. We say that a family of operators
Q(λ,K) : C∞(Y ) → C∞(Y ), λ ∈ D, depending on K ∈ Bℓ ⊂ Cℓ(Γ,R) belongs to PDOl˜,m,N (Y ;Bℓ;λ)
if in any local coordinates Q(λ,K) can be written in the form OPλ(q) +OB(|λ|−N ), where the Schwartz
kernel of OPλ(q) is
OPλ(q)(x, y) := (λ/2π)
n−1
∫
eiλ〈x−y,ξ〉q(x, ξ, λ) dξ , (A.31)
with amplitude
q(x, ξ, λ) =
N−1∑
k=0
qk(x, ξ)λ
−k , (A.32)
and qk ∈ C l˜−mk0 (T ∗Rn−1), 0 ≤ k ≤ N − 1, depends continuously in K ∈ Cℓ(Γ,R) in the sense that the
support of qk is contained in a fixed compact set independent of K and the map
Cℓ(Γ,R) ∋ K → qk ∈ C l˜−mk(T ∗Rn−1)
is continuous. We denote the class of symbols q by Sl˜,m,N(T
∗Rn−1;Bℓ;λ).
Throughout the paper we take Y to be either Γ or Tn−1 and Rn−1. To simplify the notations we write
B and Q(λ) instead of Bℓ and Q(λ,K) respectively.
Remark A.7 Let qλ,K(·, ·) ∈ Cn(T ∗Rn−1), λ ∈ D, be a family of symbols depending on K ∈ B. Suppose
that sup
λ∈D,K∈B
‖qλ,K‖Cn(T∗Rn−1) < CB and that there is a compact F ⊂ T ∗Rn−1 such that the support of
the function qλ,K is contained in F for any λ ∈ D and K ∈ B. Then by (A.29) the family of operators
OPλ(λ
−N qλ,K) is OB(|λ|−N ) : L2(Rn−1)→ L2(Rn−1).
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In particular, we obtain (see also the L2-continuity theorem, [27], Theorem 18.1.11′) that
Lemma A.8 Let Y be compact and l˜ ≥ m(N − 1)+n. Than any family of operators Q(λ,K), λ ∈ D, in
PDOl˜,m,N (Y ;B;λ) is uniformly bounded in L2 with respect to K ∈ B and λ ∈ D, i.e. there exists CB > 0
such that ‖Q(λ,K)‖L(L2) ≤ CB for any K ∈ B and any λ ∈ D.
We shall see in Remark A.10 that the class PDOl˜,m,N (Y ;B;λ), l˜ ≥ mN+2n, is closed under multiplication
and transposition and that it does not depend on the choice of the local coordinates.
The frequency set WF′(Q) (modulo O(|λ|−N )) of a λ-PDO Q(λ) with symbol q locally given by (A.32)
is
WF′ (Q(λ)) := ∪N−1j=0 supp (qj)
in each local cart (the essential support of the symbol).
Using Lemma A.5 we are going to investigate the composition of λ-PDOs in PDOl˜,s,N (Y,B;λ) with
classical λ-FIOs A(λ) associated to a smooth canonical transformation κ : T ∗Y → T ∗Y and having C∞0
amplitudes in each local cart.
Lemma A.9 If Q(λ) ∈ PDOl˜,m,N (Y ;B;λ), l˜ ≥ mN + 2n, and the λ-FIO A(λ) is elliptic on WF′(Q),
then there exists Q′(λ) ∈ PDOl˜,m,N(Y ;B;λ) such that
Q(λ)A(λ) −A(λ)Q′(λ) = OB(|λ|−N ) : L2(Y ) −→ L2(Y ) (A.33)
and wise versa, if Q′(λ) ∈ PDOl˜,m,N (Y ;B;λ) and A(λ) is elliptic on WF′(Q′), then there exists Q(λ) ∈
PDOl˜,m,N (Y ;B;λ) such that (A.33) holds. Moreover, the principal symbols of Q(λ) and Q′(λ) are related
by the Egorov’s theorem, σ(Q′) = σ(Q) ◦ κ.
Proof. We defineQ′ = BQA, whereWF′(AB−I)∩WF′(Q) = ∅. To prove thatQ′(λ) ∈ PDOl˜,m,N (Y ;B;λ),
we choose local coordinates x in Y and write the distribution kernel of Q(λ) in the form (A.31) with
symbol q ∈ Sl˜,m,N(T ∗Rn−1;B;λ). We can suppose that the distribution kernel of A(λ) is given microlo-
cally by (A.28), where 〈x, ξ〉 + ψ(x, ξ) is a generating function of the symplectic transformation κ and a
is a smooth compactly supported amplitude.
More generally, we suppose that a ∈ Sl˜,m,N (T ∗Rn−1;B;λ). Then the distribution kernel of Q(λ)A(λ)
is given modulo OB(|λ|−N ) by the oscillatory integral (A.28) with amplitude given by the oscillatory
integral
KQA(x, ξ, λ) =
(
λ
2π
)n−1 ∫
R2n−2
eiλ(〈x−z,η−ξ〉+ψ(z,ξ)−ψ(x,ξ)) q(x, η, λ)a(z, ξ, λ) dηdz .
The amplitude of the oscillatory integralKQA is uniformly compactly supported with respect to (x, z, ξ, η).
We are going to write it as a symbol in Sl˜,m,N(T
∗Rn−1;B;λ). Set
ψ1(x, z, ξ) =
∫ 1
0
∇xψ(x + τz, ξ)dτ .
Changing the variables and using Lemma A.5 we get
KQA(x, ξ, λ) =
N−1∑
j=0
∑
r+s=j
λ−j
(
λ
2π
)n−1 ∫
R2n−2
e−iλ〈z,η〉Ar,s(x, ξ, z, η) dηdz +OB(|λ|−N ) ,
where the amplitude
Ar,s(x, ξ, z, η) = qr(x, η + ξ + ψ1(x, z, ξ))as(z + x, ξ)
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has a compact support. We expand Ar,s by Taylor formula with respect to η at η = 0 up to order
O(|η|N−j)
Ar,s(x, ξ, z, η) =
∑
|β|<N−j
ηβ
β!
(∂βηAr,s)(x, ξ, z, 0)
+ (N − j)
∫ 1
0
(1− t)N−j−1
∑
|β|=N−j
ηβ
β!
(∂βηAr,s)(x, ξ, z, tη)dt.
Integrating β times by parts with respect to z in the corresponding oscillatory integrals we obtain
KQA(x, ξ, λ) =
N−1∑
j=0
Fj(x, ξ)λ
−j + FN (x, ξ, λ)λ
−N ,
where
Fj(x, ξ) =
∑
r+s+|β|=j
1
β!
[
(−i∂z)β
(
∂βη qr(x, η + ξ + ψ1(x, z, ξ) as(z + x, ξ)
)]
|z=0,η=0 (A.34)
for j ≤ N − 1. Hence, Fj ∈ C l˜−mj0 (T ∗Rn−1), 0 ≤ j ≤ N − 1, and it depends continuously on K.
Consider now the reminder term FN . Notice that for |β| ≤ N − j ≤ N − r we have ∂βη qr ∈
C l˜−mr−|β|(T ∗Rn−1), where
l˜ −mr − |β| = |β|+ l˜ −mr − 2|β| ≥ |β|+ l˜−m(r + |β|) ≥ |β|+ l˜ −mN ≥ |β|+ 2n. (A.35)
Then ∂γz ∂
β
η qr ∈ C2n(T ∗Rn−1) if |γ| ≤ |β| ≤ N − j. In the same way we get ∂γz as ∈ C2n(T ∗Rn−1) if
|γ| ≤ |β| ≤ N − j. Now using Lemma A.5 (with v = z and u = η) and the definition of the class of
symbols Sl˜,m,N(T
∗Rn−1;B;λ), we estimate the reminder term by
sup
λ
‖FN‖Cn ≤ C
∑
r+s≤N−1 ‖qr‖C2n ‖as‖C2n
≤ C∑r≤N−1(‖qr‖2C l˜−mr + ‖ar‖2C l˜−mr ) ≤ CB.
In the same way, we write A(λ)Q′(λ) modulo OB(|λ|−N ) as a λ-FIO with distribution kernel (A.28)
with amplitude given by the oscillatory integral
KAQ′(x, ξ, λ) =
N−1∑
j=0
∑
s+r=j
λ−j
(
λ
2π
)n−1 ∫
R2n−2
e−iλ〈z,η〉 as(x, η + ξ)q
′
r(z + x+ ψ2(x, ξ, η), ξ)dηdz ,
where ψ2(x, ξ, η) =
∫ 1
0 ∇ξψ(x, ξ + τη)dτ . We get as above
KAQ′(x, ξ, λ) =
N−1∑
j=0
Hj(x, ξ)λ
−j +HN (x, ξ, λ)λ
−N
where
‖HN‖Cn ≤ C
∑
r≤N−1
(‖ar‖2C l˜−mr + ‖q′r‖2C l˜−mr ) ≤ CB
and
Hj(x, ξ) =
∑
r+s+|β|=j
1
β!
[
(−i∂η)β
(
as(x, η + ξ)∂
β
z q
′
r(z + x+ ψ2(x, ξ, η), ξ)
)]
|η=0,z=0 (A.36)
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for 0 ≤ j ≤ N − 1. Hence, Hj ∈ C l˜−mj0 (T ∗Rn−1), 0 ≤ j ≤ N − 1, and it depends continuously on K.
Note that ψ1(x, 0, ξ) = ∇xψ(x, ξ), ψ2(x, ξ, 0) = ∇ξψ(x, ξ), and that locally
graphκ = {(x, ξ +∇xψ(x, ξ), x +∇ξψ(x, ξ), ξ)}.
In particular, this relation implies that σ(Q′) = σ(Q) ◦ κ. Since A(λ) is elliptic on WF′(Q) we obtain
that a0(x, ξ) 6= 0 on the support of the functions (x, ξ) → qr(x, ξ +∇xψ(x, ξ)), and we determine q′j by
recurrence from the equations
Hj(x, ξ) = Fj(x, ξ) , j = 0, . . . , N − 1.
It is easy to see by recurrence that q′j ∈ C l˜−mj0 (T ∗Rn−1) and that it depends continuously with respect
to K ∈ Cℓ(Γ). If A(λ) is elliptic on WF′(Q′), we obtain Q(λ) in the same way. ✷
Remark A.10 We have proved in particular that if Q(λ), λ ∈ D, is a λ-PDO of order 0 in Rn−1
defined by (A.31) with symbol q ∈ Sl˜,m,N(T ∗Rn−1;B;λ) and if the distribution kernel of A(λ) is given
by (A.28) with amplitude a ∈ Sl˜,m,N (T ∗Rn−1;B;λ), then Q(λ)A(λ) and A(λ)Q(λ) are λ-FIOs in Rn−1
with distribution kernels (A.28) and amplitudes in Sl˜,m,N (T
∗Rn−1;B;λ). Their principal symbols are
given by the product of the corresponding principal symbols. By the same argument, the class of zero
order λ-PDOs with symbols in Sl˜,m,N(T
∗Rn−1;B;λ) is closed under multiplication and transposition and
it does not depend on the choice of the local coordinates (modulo OB(|λ|−N )).
A.2 Proof of Proposition 3.8.
Given f ∈ CN (Tn−1 ×D) we denote by TNf its Taylor polynomial with respect to I at I = I0
TNf(ϕ, I) =
∑
0≤|α|≤N
(I − I0)α fα(ϕ) ,
where fα(ϕ) = ∂
α
I f(ϕ, I
0)/α! are the corresponding Taylor coefficients. Recall that W1(λ) is a λ-FIO
operator of the form (3.27) with symbol σ(W1)(x, I, λ) = w0(x, I) + λ
−1w0(x, I, λ), where w0 = 1 in
Tn−1 × D0 and w0 satisfies (3.24) with given ℓ and M such that ℓ ≥ 2M + 2n. In this notations,
w0j,α(ϕ) = ∂
α
I w
0
j (ϕ, I
0)/α! and (3.24) implies w
0
j,α ∈ Cℓ−2j−|α|(Tn−1) for 0 ≤ j ≤M − 1 and |α| ≤ ℓ− 2j , and
the map K → w0j,α ∈ Cℓ−2j−|α|(Tn−1) is continuous in K ∈ B ⊂ Cℓ(Γ,R).
(A.37)
We need the following
Lemma A.11 Let A(λ) be a λ-PDO on Tn−1 with a symbol σ(A)(ϕ, I, λ) = a0(I) + λ
−1a0(ϕ, I, λ), and
let W 0(λ) be a λ-FIO operator of the form (3.27) with a symbol σ(W 0)(ϕ, I, λ) = p0(I) + λ
−1p0(I, λ).
Suppose that a0(I) = p0(I) = 1 in a neighborhood D
0 of I0, and that the symbols
a0(ϕ, I, λ) = ψ(I)
∑
j+|α|≤M−1
λ−j(I − I0)αa0j,α(ϕ)
and p0(I, λ) =
∑M−1
j=0 λ
−jp0j(I) satisfy (2) and (3) in Proposition 3.8 with l ≥ M(τ + 2) + 2n and
ℓ > l + (n− 1)/2. Set
R(λ) :=W1(λ)A(λ) −A(λ)W 0(λ).
Then
R(λ) = λ−1R1(λ) +R
0(λ) +OB(|λ|−M−1) ,
where R1(λ) and R
0(λ) are λ-FIOs of order 0 of the form (3.27) and such that
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(1) the symbol of R0(λ) satisfies (3.36),
(2) the symbol of R1(λ) has the form
R1(ϕ, I, λ) =
M−1∑
j=0
R1j(ϕ, I)λ
−j ,
where
(3) for any 0 ≤ j ≤M − 1 we have
R1j(ϕ, I) = a
0
j(ϕ− 2πω, I)− a0j (ϕ, I) + TM−j−1w0j (ϕ, I) − p0j(I) + h0j(ϕ, I) , (A.38)
where h0j = f
0
j − g0j , 0 ≤ j ≤M − 1, are such that
(i) the Taylor coefficients f0j,α(ϕ) := ∂
α
I f
0
j (ϕ, I
0)/α!, |α| ≤ M − j − 1, are linear combinations,
with coefficients independent of K, of terms of the form
(a) ∂βϕa
0
j,γ(ϕ− 2πω), where |β|+ |γ| ≤ |α| and |β| ≥ 1,
(b) ∂βϕa
0
s,γ(ϕ− 2πω), where s ≤ j − 1, |γ| ≤ |α|, and |β|+ |γ| ≤ 2(j − s) + |α|,
(c) w0r,δ(ϕ)∂
β
ϕa
0
s,γ(ϕ−2πω), where r+s ≤ j−1, |γ| ≤ |α| and |β|+|δ|+|γ| ≤ 2(j−1−r−s)+|α|,
(ii) g00 = 0 and the Taylor coefficients
g0j,α(ϕ) := ∂
α
I gj(ϕ, I
0)/α! , 1 ≤ j ≤ N − 1 , |α| ≤M − j − 1 ,
are linear combinations, with coefficients independent of K, of functions
p0k,β a
0
j−k−1,γ(ϕ) , where 0 ≤ k ≤ j − 1 , and β + γ = α . (A.39)
Remark A.12 h0j does not depend on a
0
r for r > j. Moreover, h
0
j,α does not depend on a
0
j,γ for |γ| ≥ |α|.
The proof of the lemma is given below. We proceed with the proof of Proposition 3.8. Our goal is first to
solve the system of equations R1j = 0, 0 ≤ j ≤ N − 1, with respect to p0j,α and a0j,α in the corresponding
classes of functions and then to apply Lemma A.11 in order to prove that the reminder term R0(λ)
satisfies (3.36). More precisely, we are going to find by recurrence
p0j,α ∈ C and a0j,α ∈ Al−τ−j(τ+2)−τ |α|(Tn−1) , 0 ≤ j ≤M − 1 , |α| ≤M − j − 1 ,
so that R1j = 0, where R1j is given by (A.38). Moreover, we shall prove that the maps
K 7→ p0j,α ∈ C , K 7→ a0j,α ∈ Al−τ−j(τ+2)−τ |α|(Tn−1) (A.40)
are continuous with respect to K ∈ Cℓ(Γ,R). In order to obtain uniqueness of the solutions we normalize
a0j,α by
∫
Tn−1
a0j,α(ϕ) dϕ = 0.
For j = 0 we have h00 = f
0
0 , where f
0
0,α(ϕ) is a linear combination of ∂
β
ϕa
0
0,γ(ϕ−2πω), where |β|+ |γ| ≤
|α| and |γ| < |α|, and we put
p00,α =
1
(2π)n−1
∫
Tn−1
w00,α(ϕ) dϕ , |α| ≤M − 1 .
Setting uα := a0,α and fα := p
0
0,α−w0j,α−f00,α we obtain from (A.38) the homological equations (3.29) for
any α with |α| ≤ N − 1, which we solve by recurrence with respect to |α|. By Remark A.12 h00,α = f00,α
does not depend on a0,γ , |γ| ≥ |α|, hence, the homological equation has a unique solution a0,α, |α| ≤ N−1,
normalized by
∫
Tn−1
a0,α(ϕ) dϕ = 0.
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Recall from (A.37) and (3.30) that for 2j + |α| ≤ l the map
Cℓ(Γ,R) ∋ K → w0j,α ∈ Cℓ−2j−|α|(Tn−1) →֒ Al−2j−|α|(Tn−1) (A.41)
is continuous since ℓ > l + (n − 1)/2. Now using Lemma 3.7 and (A.41) for j = 0 and |α| ≤ M − 1 we
obtain that p00,α ∈ C and a0,α ∈ Al−τ−τ |α|(Tn−1) and we prove that the corresponding maps (A.40) are
continuous. Moreover,
p00(I
0) =
1
(2π)n−1
∫
Tn−1
w00(ϕ, I
0)dϕ .
Fix 1 ≤ j ≤ M − 1 and suppose that the inductive assumption holds for all indices k ≤ j − 1.
Moreover, take 0 ≤ α0 ≤M − j− 1 and suppose as well that the inductive assumption holds for any pair
(j, α) with 0 ≤ |α| < α0 if α0 > 0. We shall prove that the inductive assumption holds for any pair (j, α)
with |α| = α0. Firstly, using Lemma A.11 (i) and (ii) we are going to show that the maps
K 7→ hj,α ∈ Al−j(τ+2)−τ |α|(Tn−1) , |α| = α0 ≤M − j − 1 ,
are continuous with respect to K ∈ Cℓ(Γ,R).
Let |α| = α0. If α0 > 0 the function ϕ → ∂βϕa0j,γ(ϕ − 2πω) in Lemma A.11 (3)-(i)-(a), where
|β|+ |γ| ≤ |α| = α0 and |β| ≥ 1 (then |γ| < |α| = α0), belongs to Ap(Tn−1), where
p := l − j(τ + 2)− τ |γ| − |β| > l − j(τ + 2)− τ(|β|+ |γ|)
≥ l − j(τ + 2)− τ |α|.
The term ∂βϕa
0
s,γ in (b) belongs to Ap(Tn−1), where
p := l − τ − s(τ + 2)− τ |γ| − |β|
= l − τ − s(τ + 2)− (τ − 1)|γ| − (|β|+ |γ|)
≥ l − τ − s(τ + 2)− (τ − 1)|α| − (2(j − s) + |α|)
= l − (s+ 1)τ − 2j − τ |α| ≥ l − j(τ + 2)− τ |α|.
Consider now the terms in (c). By (A.41) we have
w0r,δ ∈ Al−2r−|δ|(Tn−1) ⊂ Al−j(τ+2)−τ |α|(Tn−1)
and it depends continuously on K ∈ Cℓ(Γ,R) in these spaces, since 2r + |δ| ≤ 2(j − 1) + |α|. Moreover,
∂βϕas,γ(ϕ− 2πω) belongs to Ap(Tn−1), where
p := l − τ − s(τ + 2)− τ |γ| − |β| = l − (s+ 1)τ − (τ − 1)|γ| − (2s+ |β + γ|)
≥ l − j(τ + 2)− τ |α| ,
hence, ∂βϕa
0
s,γ(ϕ − 2πω) belongs to Al−j(τ+2)−τ |α|(Tn−1) and it depends continuously on K ∈ Cℓ(Γ,R).
We have proved that f0j,α ∈ Al−j(τ+2)−τ |α|(Tn−1) for any multi-index α with length |α| = α0 and
that it depends continuously on K ∈ Cℓ(Γ). In the same way, using (A.39), we obtain that g0j,α ∈
Al−j(τ+2)−τ |α|(Tn−1) and that it depends continuously on K ∈ Cℓ(Γ,R). Moreover,
w0j,α ∈ Al−j(τ+2)−τ |α|(Tn−1)
and it depends continuously on K ∈ Cℓ(Γ,R).
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We set as above
p0j,α =
1
(2π)n−1
∫
Tn−1
(w0j,α(ϕ)− hj,α(ϕ)) dϕ .
Obviously it depends continuously on K ∈ Cℓ(Γ,R). Setting u = aj,α and f = p0j,α − w0j,α + hj,α ∈
Al−j(τ+2)−τ |α|(Tn−1), |α| = α0 ≤ M − j − 1, we solve (3.29) by Lemma 3.7, first for α0 = 0, then for
α0 = 1, and so on, and we prove as above that the maps (A.40) are continuous. In this way we obtain
symbols p0 and a0 satisfying (2) and (3) in Proposition 3.8 with l ≥M(τ +2)+ 2n and ℓ > l+(n− 1)/2
and such that R1j = 0 for 1 ≤ j ≤M − 1. Now Lemma A.11 implies that R(λ) = R0(λ) +OB(|λ|−M−1),
where R0(λ) satisfies (3.36). This completes the proof of Proposition 3.8. ✷
Proof of Lemma A.11. The proof of the Lemma is similar to that of Lemma A.9. First we write the
Schwartz kernel the operator ˜W1(λ)A(λ) as an oscillatory integral(
λ
2π
)n−1 ∫
Rn−1
eiλ(〈x−y,I〉+Φ(x,I)) F (x, I, λ) dxdI ,
where the amplitude F is given by the oscillatory integral
F (x, I, λ) =
(
λ
2π
)n−1 ∫
R2n−2
eiλ(〈x−z,ξ−I〉+Φ(x,ξ)−Φ(x,I))w(x, ξ, λ)a(z, I, λ)J(x, ξ) dξdz
modulo OB(|λ|−M−1). Recall that the function Φ(x, I) = L(I) + Φ0(x, I) is C∞-smooth, and
∇L(I0) = 2πω and Φ0(x, I) = ON (|I − I0|N ) for any N ∈ N. (A.42)
Set
Ψ(x, I, η) =
∫ 1
0 ∇IΦ(x, I + τη)dτ = L0(I, η) +H0(x, I, η), where
L0(I, η) =
∫ 1
0
∇IL(I + τη)dτ and H0(x, I, η) =
∫ 1
0
∇IΦ0(x, I + τη)dτ .
Changing the variables z = v + x+Ψ(x, I, η), ξ = I + η, and using (3.31) and Lemma A.5 we obtain
F (x, I, λ) = F˜0(x, I, λ) +
M−1∑
j=0
λ−j−1F˜ 0j (x, I, λ) + F˜ (x, I, λ) , (A.43)
modulo OB(|λ|−M−1), where F˜ belongs to the residual class R˜M+1(Tn−1 ×D;B;λ), and
F˜0(x, I, λ) =
(
λ
2π
)n−1 ∫
R2n−2
e−iλ〈v,η〉 c0(x, I, v, η) dηdv ,
F˜ 0j (x, I, λ) =
(
λ
2π
)n−1 ∫
R2n−2
e−iλ〈v,η〉c0j(x, I, v, η) dηdv .
Moreover,
c0(x, I, v, η) = w0(x, I + η)J(x, I + η)a0(I),
c0j(x, I, v, η) = w
0
j (x, I + η)J(x, I + η)a0(I)
+
∑
|γ|≤M−j−1
c0j,γ(x, I, v, η)J(x, I + η) (I − I0)γ
and
c0j,γ(x, I, v, η) = ψ(I)w0(x, I + η) a
0
j,γ(v + x+Ψ(x, I, η))
+
∑
r+s=j−1
ψ(I)w0r(x, I + η)a
0
s,γ(v + x+ Ψ(x, I, η)) ,
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where ψ ∈ C∞0 (Rn−1) and ψ = 1 in a neighborhood D0 of I = I0. Hereafter, to simplify the notations
we denote the class of x ∈ Rn−1 in Tn−1 by x as well. Recall that the function J(x, ξ) − 1 vanishes up
to any order at ξ = I0, hence,
J(x, ξ) = 1 +O(|ξ − I0|M+1),
and as in the proof of Lemma A.9 we obtain
F˜0(x, I, λ) = w0(x, I)a0(I)J(x, I) = 1 +O(|I − I0|M+1) .
In the same way we write
F˜ 0j (x, I, λ) = w
0
j (x, I) +
∑
|γ|≤M−j−1
F 0j,γ(x, I, λ) (I − I0)γ +O(|I − I0|M+1) ,
where the amplitude of F 0j,γ(x, I, λ) is c
0
j,γ(x, I, v, η)J(x, I + η). Consider the composition
Tn−1 ×D1 × T n−1 ×D2 ∋ (x, I, v, η)→ a0j,γ(v + x+ Ψ(x, I, η)) , (A.44)
where D1 and D2 are suitable neighborhoods of I = I
0 and η = 0 respectively such that Ψ ∈ C∞(Tn−1×
D1 ×D2). One should be careful when changing variables on the torus since the class Aq(Tn−1) is not
conserved except in the case when the corresponding diffeomorphism is affine linear. By assumption a0
satisfies (3.34), where l ≥M(τ + 2) + 2n. Then the second relation of (3.30) implies
a0j,γ ∈ Aq(Tn−1) ⊂ Cq(Tn−1) for j + |γ| ≤M − 1,
and a0j,γ depends continuously on K ∈ Cℓ(Γ,R) in these spaces, where
q := l − τ − j(τ + 2)− τ |γ| ≥M(τ + 2)− (j + |γ|+ 1)τ − 2j + 2n ≥ 2(M − j) + 2n. (A.45)
In particular, the map (A.44) belongs to Cq(Tn−1 ×D1 × T n−1 ×D2) and it depends continuously on
K ∈ Cℓ(Γ,R).
We proceed as in the proof of Lemma A.9. We develop a0j,γ(v + x+ Ψ) in Taylor series with respect
to v at v = 0 up to order O(|v|M−j−|γ|) using the Taylor formula with an integral reminder term. For
any |β| ≤M − j and j + |γ| ≤M − 1 we have ∂βxa0j,γ ∈ Ap(Tn−1) ⊂ Cp(Tn−1), where by (A.45) we get
p = l − τ − j(τ + 2)− τ |γ| − |β| ≥ 2(M − j)− |β|+ 2n ≥ |β|+ 2n . (A.46)
Moreover, ∂βxa
0
j,γ ∈ A|β|+2n(Tn−1) ⊂ C|β|+2n(Tn−1) depends continuously on K ∈ B if |β| ≤ M − j and
j+ |γ| ≤M − 1. Integrating β times by parts with respect to η in the corresponding oscillatory integrals,
we get in view of (A.46) and Lemma A.5 that
F 0j,γ(x, I, λ) =
∑
|β|≤M−j−|γ|
λ−|β|
β!
[
(−i∂η)β(∂βx a0j,γ)(x −Ψ(x, I, η))
]
|η=0
+
∑
r+s=j−1
∑
|β|≤M−j−1−|γ|
λ−|β|
β!
[
(−i∂η)β
(
w0r(x, I + η) (∂
β
x a
0
s,γ)(x− Ψ(x, I, η))
)]
|η=0
+λ−M+j+|γ|F˜j,γ(x, I, λ) ,
where supλ ‖F˜j,γ‖Cn ≤ CB, hence λ−M+j+|γ|F˜j,γ belongs to the residual class. It follows from (A.42)
that all the derivatives of H0 vanish at (η, I) = (0, I
0), and we have ∂γηH0(x, I, 0) = O(|I − I0|M+1) for
any γ, hence,
F (x, I, λ) = F0(x, I) +
M−1∑
j=0
F 0j (x, I)λ
−j−1 + F 1(x, I, λ) ,
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where F0 = 1 in T
n−1 ×D0,
F 0j (x, I) = a
0
j(x− 2πω, I) + w0j (x, I) + f0j (x, I) , 0 ≤ j ≤M − 1 , (A.47)
f00 = a
0
0(x−∇L(I), I)− a00(x − 2πω, I), and for j ≥ 1 we have
f0j (x, I) = a
0
j(x−∇L(I), I)− a0j(x− 2πω, I)
+
j−1∑
s=0
∑
|β|=j−s
∑
|γ|≤M−j−1
(I − I0)γ
β!
[
(−i∂η)β∂βx a0s,γ(x − L0(I, η))
]
|η=0
+
∑
r+s+|β|=j−1
∑
|γ|≤M−j−1
(I − I0)γ
β!
[
(−i∂η)β
(
w0r(x, I + η) ∂
β
x a
0
s,γ(x− L0(I, η))
)]
|η=0
.
(A.48)
We have also F 1 ∈ R˜M+1(Tn−1 ×D;B, λ) in view of (A.46) and Lemma A.5. Expanding the right hand
side of (A.48) in Taylor series with respect to I at I0 up to order M − j − 1, we obtain
f0j (x, I) =
∑
|α|≤M−j−1
f0j,α(x)(I − I0)α +
∑
|α|=M−j
f˜0j,α(x, I)(I − I0)α,
where f˜0j,α ∈ C2n(Tn−1 × D) is bounded in K ∈ B and it contributes to the residual term. We write
f0j,α = f
0,1
j,α + f
0,2
j,α + f
0,3
j,α , where f
0,1
j,α comes from the first line in the right hand side of (A.48), f
0,2
j,α comes
from the second one, and f0,3j,α from the third line.
Case 1. Since ∇L(I0) = 2πω, expanding a0j(x −∇L(I), I) in Taylor series with respect to I at I0 up to
order M − j, we get
a0j(x−∇L(I), I) = a0j(x − 2πω, I) + b0j(x− 2πω, I) + cj(x, I),
where b0j(x − 2πω, I) is a linear combination of terms
∂βxa
0
j,γ(x− 2πω)(I − I0)α, where j + |α| ≤ N − 1, |β|+ |γ| ≤ |α| and |β| ≥ 1,
while cj(x, I) =
∑
|α|=N−j cj,α(x, I)(I − I0)α and cj,α ∈ C2n(Tn−1 × D) is bounded in K ∈ B. Hence,
∂βxa
0
j,γ(x − 2πω) is in the set described by (a) and λ−j−1cj is a residual symbol.
Case 2. Consider the term f0,2j,α , j + |α| ≤M − 1. The derivative
∂βη ∂
β
x a
0
s,γ(x− L0(I, η))|η=0
is a linear combination of terms ∂β+β
′
x a
0
s,γ(x−L(I))Lβ′(I, 0), where |β′| ≤ |β| and Lβ′(I, η) is polynomial
of derivatives of L0. Expanding the function
∂β+β
′
x a
0
s,γ(x− L(I))Lβ′(I, 0)(I − I0)γ ,
in Taylor series at I = I0 up to order O(|I − I0|N−j) and taking the coefficients of (I − I0)α we obtain
that f0,2j,α is a linear combination of terms
∂β+β
′+δ
x a
0
s,γ(x− 2πω) ,
where s ≤ j − 1 , s+ |β| = j , β′ ≤ β , |γ|+ |δ| ≤ |α|. Hence f0,2j,α can be written as a linear combination
of
∂βxa
0
s,γ(x − 2πω) , where s ≤ j − 1 , |γ| ≤ |α| , and |β|+ |γ| ≤ 2(j − s) + |α| ,
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and we obtain the terms in (b).
Case 3. Consider the term f0,3j,α . The function
∂βη
(
w0r(x, I + η) ∂
β
x a
0
s,γ(x− L0(I, η))
)
is a linear combination of terms
(∂β
′
η w
0
r)(x, I + η) (∂
β+β′′
x a
0
s,γ)(x− L0(I, η))Lβ′,β′′(I, η)
where |β′ + β′′| ≤ |β| and Lβ′,β′′(I, η) are polynomials of derivatives of L0. Taking η = 0 and using the
Taylor expansion at I = I0, we obtain as above that f
0,3
j,α is a linear combination of terms
w0r,δ′+β′(x) ∂
β+β′′+δ′′
x a
0
s,γ(x− 2πω) ,
where
r + s+ |β| = j − 1 , |β′ + β′′| ≤ |β| , |δ′ + δ′′ + γ| ≤ |α| .
Hence, f0,3j,α can be written as a linear combination of
w0r,δ(x)∂
β
xa
0
s,γ(x− 2πω) ,
where
r + s ≤ j − 1 , |γ| ≤ |α| , |β|+ |δ|+ |γ| ≤ 2(j − 1− r − s) + |α|.
This gives (c) and completes the proof of (i).
In the same way we write A(λ)W0(λ) in the form (3.27) with amplitude G(x, I, λ) given by the
oscillatory integral(
λ
2π
)n−1
(p0 + λ
−1p0)(I, λ)
∫
R2n−2
eiλ(〈x−z,ξ−I〉+Φ(z,I)−Φ(x,I)) a(x, ξ, λ)dξdz .
Changing the variables we obtain G = a(p0 + λ
−1p0) + G˜, where G˜ is given by(
λ
2π
)n−1
(p0 + λ
−1p0)(I, λ)
∫
R2n−2
e−iλ〈v,η〉[a(x, η + I +H1(x, v, I), λ) − a(x, η + I, λ)] dηdv ,
and
H1(x, v, I) =
∫ 1
0
∇xΦ0(x+ τv, I)dτ = ON (|I − I0|N )
for any N ∈ N. Using Taylor formula and Lemma A.5 we obtain that G˜ is a residual symbol satisfying
(3.36), and we get
G(x, I, λ) = G0(x, I) +
M−1∑
j=0
G0j(x, I)λ
−j−1 +G1(x, I, λ) ,
where G1 ∈ R˜M+1(Tn−1 ×D;B, λ). Moreover, G0 = 1 in Tn−1 ×D0, and
G0j (x, I) = a
0
j(x, I) + p
0
j(I) + g
0
j (x, I) ,
where, g00 = 0 and
g0j (x, I) =
j−1∑
k=0
a0j−k−1(x, I)p
0
k(I)
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for j ≥ 1. Now it is easy to see that g0j,α(x), j + |α| ≤ N − 1, are linear combinations of terms given by
(A.39). Finally,
R1(x, I, λ) =
M−1∑
j=0
TM−j−1(F
0
j −G0j )(x, I)λ−j ,
and R1(λ) is the corresponding λ-FIO. ✷
A.4. Proof of Proposition 3.10.
We obtain as above
W˜ 0(λ)ek(x) = e˜k(x) e
iλΦ(x,ξk)
×
(
λ
2π
)n−1 ∫
R2n−2
eiλ〈x−y+Φ0(x,ξk,ηk),ηk〉 (p0 + λ
−1p0)(I, λ) dI dy ,
where Φ0(x, ξ, η) =
∫ 1
0 ∇ξΦ(x, ξ + τη)dτ , ξk = (k + ϑ0/4)/λ and ηk = I − (k + ϑ0/4)/λ. Deforming the
contour of integration we obtain
W 0(λ)ek(ϕ) = ek(x) e
iλΦ(ϕ,(k+ϑ0/4)/λ)
×
(
λ
2π
)n−1 ∫
R2n−2
e−iλ〈u,v〉 (p0 + λ
−1p0)(v + (k + ϑ0/4)/λ, λ) du dv + OB(|λ|−M−1) ,
which implies (3.40).
To prove (3.41) we write ˜R0(λ)ek(x) as an oscillatory integral as above, and then we change the
contour of integration with respect to y by
y → v = y − x− Φ0(x, (k + ϑ0/4)/λ, I − (k + ϑ0/4)/λ) .
This implies
R0(λ)ek(ϕ) = ek(ϕ) e
iλΦ(ϕ,(k+ϑ0/4)/λ)
×
(
λ
2π
)n−1 ∫
R2n−2
e−iλ〈v,I−(k+ϑ0/4)/λ〉 (r0 + λ
−1r0)(ϕ, I, λ) dI dv
modulo OB(|λ|−M−1). We have
r0(ϕ, I) =
∑
|α|=M+1
(I − I0)αr0,α(ϕ, I) ,
where r0,α ∈ C∞0 (Tn−1 ×D) does not depend on K, and we write now r0 in the form (3.32). Integrating
by parts with respect to v in the corresponding oscillatory integral with amplitude r0j,α(ϕ, I)(I − I0)α,
|α| =M − j, we replace (I − I0)α by ((k + ϑ0/4)/λ)− I0)α . Hence,
R0(λ)ek(ϕ) = ek(ϕ)e
iλΦ(ϕ,(k+ϑ0/4)/λ)
×
(
λ
2π
)n−1 ∫
R2n−2
e−iλ〈v,I−(k+ϑ0/4)/λ〉 fk(ϕ, I, λ) dI dv + OB(|λ|−M−1) ,
where
fk(ϕ, I, λ) =
∑
|α|=M+1 ((k + ϑ0/4)/λ− I0)αr0,α(ϕ, I)
+
M∑
j=0
∑
|α|=M−j
λ−j ((k + ϑ0/4)/λ− I0)α r0j,α(ϕ, I) .
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Since r0j,α ∈ Cn0 (Tn−1×D) is continuous with respect to K ∈ B, integrating n times by parts with respect
to I in the last integral we gain OB((1 + |λv|)−n), and we obtain (3.41). ✷
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