Abstract. The coefficients of polynomial trend surfaces are a function of the origin and orientation of the grid coordinate system chosen for the analysis. This hampers the interregional comparison of such surfaces. In this paper, some transformations of the calculated surface coefficients are defined which are invariant of grid origin and orientation. Their use is illustrated with an application to some housing density data for fifteen US metropolitan areas.
Introduction
Suppose that the value of a variate, Z, has been measured at each of i = 1,2,..., n points in the plane, or for n areal units. Let z t denote the value at the zth location. For example, we might have collected the population density for each census tract in a city, or the official rate of unemployment in the area of each employment exchange in the UK. A common geographical procedure is to model the spatial variation in the variate values in terms of functions of the x and y Cartesian coordinates of the locations from which the values are collected. The usual model employed is the familiar polynomial regression (trend-surface) equation, m n 2= I X ft/xy + e,
i = o / = o which is fitted by ordinary least squares (OLS). The {e} are assumed to be independently normally distributed error terms with zero mean and variance o 2 and, provided the usual regression assumptions are met, the OLS estimates, {fty}, are statistically sufficient and summarise all the information which the data can provide about the fty. The model has a long history of use, and appears in the statistics literature as early as Student (1914) as a method for eliminating spurious correlation due to the position of the observation in time or space. Recent applications in physical and human geography are summarised in Davis (1973) , Bassett (1972) , Unwin and Hepple (1975) , and Cliff et al (1975, chapter 4) .
A particular application to which the model has been put is in the comparison of different regions at the same point in time. So, for example, interregional comparisons of map surfaces on the basis of the calculated values of the trend-surface coefficients, {]%}, are discussed in Sneath and Sokal (1973, pages 447-448) , Haggett (1968) , and Haggett and Bassett (1970) . In particular, Merriam and Sneath (1966) have suggested the following procedure:
(1) use the coefficients of the cubic trend surface, excluding the constant term, to define a nine-dimensional space. The coefficients are assumed to have been standardised, over the n regions to be compared, to have zero mean and unit variance; (2) plot the position of each region as a point in the space, and compute a matrix of interpoint distances in the space as a basis for grouping 'similar' or 'near' regions. However, as noted in Cliff et al (1975, page 58) , classification of regional trend surfaces on the basis of the calculated coefficients of the polynomial terms is complicated by the fact that the trend-surface parameters are not invariant under changes in the location and orientation of the coordinate system. It is the purpose of this paper to review this problem briefly and then to propose transformations of the coefficients which overcome the difficulty. Surfaces up to order three (cubic) are considered, since these are the ones most commonly employed in empirical work. Although recent workers have been aware of the problems posed above, the transformations to be described are new. Some of the results are illustrated by application to the population data for American cities given in Haggett and Bassett (1970) .
2 Problem details 2.1 Dependence on grid location and orientation Figures 1 and 2 illustrate the nature of the problem. Figure 1(a) shows a contoured surface. If the trend-surface model of equation (1) is fitted to the data with the origin of the coordinate system placed at the shaded corner, A, in figure 1(b) , the calculated values of the trend-surface coefficients shown in figure 1(c . This reference origin is described as having 0° rotation. Note that the surface coefficients obtained are a function of the origin of the coordinate grid. Location of the grid origin in the centre of the map does not eliminate the problem (figure 2), although the magnitude of the fluctuations is reduced.
Problem solution 3.1 Invariant parameters
One approach is to seek functions of the coefficients, {fty}, of the fitted surface which do not depend upon the coordinate system chosen. Finding such invariants, as they are called, is not a trivial task; indeed, it gave rise to a major field of mathematics in the nineteenth century (see Dieudonne and Carrell, 1971; Gurevich, 1964) . Functions of the calculated coefficients which are invariant both under translation of origin and rotation of the coordinate grid are the quantities a l3 . b Xi and Ci-c 3 defined below. 
It is possible to extend the analysis to the cubic surface, but life is too short for the computational task involved. Mathematical details of procedures for obtaining invariants can be found in Dieudonne and Carrell (1971) and Gurevich (1964) . The sets of invariants given in equations (2) to (6) are complete in the sense that any invariant function of the coefficients of a given fitted surface can be expressed as a function of the invariants defined in those equations.
If we agree with Norcliffe (1969) and Whitten (1975) , trend-surface analysis should only be carried out where we are aware of what underlying spatial process has generated the data; we shall then know on theoretical grounds what order of surface should be fitted to the data (a quadratic, say, to examine variations in population density in a city), and the modelling procedure will not simply be a curve-fitting exercise. If the surface order is known a priori, surface fitting serves to identify the process, and use of the invariants (2) to (6) presents no difficulty.
Frequently, however, we have little knowledge of the underlying process that has generated the data, and trend-surface analysis is used as a search procedure. Use of the invariants defined above may then present problems, as the following examples show: 1 By definition, because the statistics (2) to (6) are invariant both of translation of the origin and also of the orientation of the coordinate grid, they would produce the same values for the two data sets shown in figure 3 . The surfaces are the same except for a translation and, in effect, the choice of region over which the data have been collected has fixed the origin of the coordinate system. If we believed that the data in both cases were generated by the same underlying process, which we were only trying to identify, the invariants proposed would be perfectly reasonable summaries of these data. When this is not the case, we should regard the surfaces shown in figures 3(a) and 3(b) as being quite different. 2 The choice of region may also have implications for the orientation of the coordinate system. Consider the data contoured in figures 4(a) and 4(b). These could be segments from the same linear surface, but, without a priori reasons for deciding that this is so, it would not be safe to conclude that they are 'the same', even though they would produce the same invariants. The difficulty is less serious with square regions, but it is still present. Unless we are able to make assumptions about an underlying surface generating the data, the best we can do is to compare data collected for identically-sized circular regions, with the origin of the coordinate system at the centre of the disc. We may then fit a polynomial of fixed degree to the data and use, as summary statistics for intersurface comparison, functions of the coefficients which are invariant only under rotation of the coordinate system [and not also under translation of the origin, as are those given in equations (2) to (6)]. Such functions are given in equations (7) to (23).
Fitted surface Invariants
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(15) The invariants given in equations (7) to (23) are continuous functions of the coefficients. This is an advantage; if the invariants were not continuous, then situations would arise in which a small change in the data could cause an unduly large change in the statistics summarising the .data. This defect rules out an alternative method of summarising the data: choose the orientation of the coordinate system so that the coefficient of x is positive a&d that of y is zero and then use the nonzero coefficients as statistics. The sets of invariants given by this method are not quite complete. For example, two segments from a quadratic surface which are mirror images of each other would have the same invariants Ci-c 5 . We have not given complete sets of invariants since these possess serious drawbacks. The invariants would be either discontinuous or functionally dependent on one another (essentially because Euclidean space is not the natural manifold associated with invariants).
A complete set of invariants for an rcth-degree polynomial must have at least \(n + \)(n + 2) -1 terms, even if such a set can be found. An approach used by Cliff et al (1975, chapter 4) , which cuts down the number of statistics that summarise the surface, is to measure the sum of squares explained by the linear surface, and then the extra sum of squares explained by allowing a quadratic surface, and so on. Thus if surfaces up to degree n are considered, the overall sum of squares of the data can be divided into n + \ components, including the residual sum of squares, after the ftth-degree polynomial has been fitted. These n + 1 statistics are clearly independent of the coordinate system used. Often the sum of squares explained by the polynomials of low degree is large, and in such cases it may be desirable to record in more detail the low-degree behaviour of the data. This can be done by refining the method just described. First fit a constant surface and measure the sum of squares (SS) before the general cubic form. The statistics obtained are independent of the coordinate system used, since a surface of the form (24) or (26) will remain of the same form, albeit with different coefficients, under a change of coordinate system. 4 Regional application To illustrate some of the methods described in section 3, we have taken the data considered in Haggett and Bassett (1970) and Cliff et al (1975, chapter 4) . These data give the percentage, p, of the area of fifteen United States metropolitan regions occupied by single-family detached houses. The data were collected on a regular grid overlaid on each city; each cell in the grid was 0-25 x 0-25 km 2 , and p was recorded for each cell. Locational coordinates were defined for the midpoints of each grid square, and the origin of the grid was taken to be the centre of each map. Polynomial trend surfaces were fitted. Figure 5 shows the cubic surfaces for the urban regions, and table 1 gives the corresponding trend-surface coefficients. Classification of the cities by the use of single-linkage analysis was then undertaken on the following bases:
(1) From Cliff et al (1975, chapter 4) , the increase in the cumulative percentage of variance explained by adding linear, quadratic, and cubic trend-surface terms was used to define a three-dimensional space; the position of each city in the space was plotted. As discussed in section 3, these quantities are invariant under grid orientation. Classification on the basis of Euclidean distance between the points is straightforward and produces the taxonomic tree shown in figure 6 . (2) The trend-surface coefficients were used to define a ten-dimensional space, and the positions of the cities in the space were plotted by making use of the results given in table 1. Each axis in the space was standardised to have zero mean and unit variance. This time the positions of the cities in the space are a function of grid orientation and location. The taxonomic tree is given in figure 7 . (3) Since the grid origin was located in the centre of each city map, it is reasonable to use the invariants defined in equations (15) to (23) to define a nine-dimensional taxonomic space; each space axis was standardised as before to have zero mean and unit variance. The use of invariants removes the problem of the dependence of the trend-surface coefficients upon grid orientation. The taxonomic tree for this method appears in figure 8 . In comparing figures 6 to 8, the following points may be noted: 1 All three group Los Angeles and Milwaukee first. 4 The very marked visual difference between Cleveland and the other cities (figure 5) is reflected in the large 'distance' of that city from others in the taxonomic spaces for methods (2) and (3) above. The approach which uses the percentage variance explained does not detect this. 5 The visual similarity of the surfaces for Philadelphia and New Orleans is picked up by the invariant-parameters approach; these two cities follow each other in the taxonomic tree. 
Summary
In this paper, the classification of regional surfaces by making use of trend-surface analysis has been considered. It has been shown that the coefficients of the trendsurface terms are dependent upon the Cartesian coordinate system used. Some parameters which are functions of the trend-surface coefficients, but which do not depend on the orientation and location of the coordinate grid, have been defined. The use of these invariants in classification has been illustrated by an application to data on the density of houses in fifteen US cities.
