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The Bottleneck Traveling Salesman Problem (BTSP) is the problem of finding a Hamiltonian tour in 
a complete weighted digraph that minimizes the longest traveled distance between two successive 
vertices. The BTSP is studied in a graph where the distance matrix D = (d[i, j]) is given by 
d[i,j] = a[i]*b[ j] with a[l] 5 a[21 2 “’ I a[n] and b[l] 2 b[2] 2 “. 2 b[n]. It is observed 
that such so-called ordered product matrices (OPMs) have the following property. They are either 
“doubly graded matrices” or special “max-distribution matrices”. Using this characterization, it is 
shown that there is an O(n) algorithm to solve the BTSP restricted to OPMs. 
1. Introduction 
The Traveling Salesman Problem (TSP) is the problem of finding a shortest 
Hamiltonian tour in a complete weighted directed graph G = (V, P, d), with 
V={l,...,n}thesetofvertices,P=([i,j]Ii,j,y}thesetofarcsandD=(d[i,.j]) 
the matrix with distances associated with the arcs in P. The two probably most 
well-known variants of the TSP are the Sum TSP (STSP) and the Bottleneck TSP 
(BTSP). In case of the STSP the objective is to minimize the total traveled distance, 
i.e., to solve 
[STSP] min is a Hamiltonian tour 
Correspondence to: Professor J.A.A. van der Veen, Department of Quantitative Methods, Nijenrode, 
Straatweg 25, 3621 BG Breukelen, Netherlands. 
* This research was performed while the author was working at the Department of Econometrics, 
University of Groningen, Netherlands. 
0166-218X/93/.%06.00 0 1993-Elsevier Science Publishers B.V. All rights reserved 
58 J.A.A. van der Veen 
In case of the BTSP the problem is to find the Hamiltonian tour that minimizes the 
longest traveled distance between two successive vertices, i.e., to solve 
[BTSP] min{max{d[i,cp(i)]Ii= l,...,n}IcpisaHamiltoniantour). 
The STSP and BTSP are both well known to be NP-hard. However, for some 
special classes of distance matrices the STSP and/or the BTSP can be solved in 
polynomial time. For the STSP well-solvable special cases are reported in e.g. [3,4,9]. 
Well-solvable special cases of the BTSP are given in [l]. An excellent survey on 
(well-solvable) special cases of both STSPs and BTSPs can be found in [S]. 
A (distance) matrix D is called a product matrix if D = A l B’ with A = (a[i]) and 
B = (b[i]) two n-dimensional real vectors. Throughout, we will, without loss of 
generality, assume that a[l] 5 a[21 I ... I a[n]. In [lo] (see also [S]) it is shown 
that the STSP restricted to general product matrices (general in the sense that there is 
not an ordering assumed on B) remains NP-hard. In [S] (see also [7]) an application 
and a heuristic for this problem is given. 
In this paper we consider distance matrices that are special product matrices; in 
addition to a[11 I a[21 I ... _< a[n] it is assumed that also b[l] 2 b[2] 2 ... 2 
b[n] holds. Such matrices will be called ordered product matrices (OPMs). In [S] it is 
shown that the STSP restricted to OPMs can be solved in O(n’) time by finding 
a shortest pyramidal tour (see Section 2 for a definition). Such a tour is optimal since 
an OPM is a distribution matrix (i.e., d [i, j] + d[k, I] I d[i, I!] + d[k, j] for all i < k 
and j < I). In [l] it is shown that also the BTSP restricted to OPMs is solvable in 
0(n2) time. The proof is based on the observation that an OPM is either a graded 
matrix (i.e., d[i,j] I d[i + l,j] for all i and j) or a max-distribution matrix (i.e., 
max{d[i, j], d[k, l]} 5 max{d[i, 11, d[k,j]} f or all i < k and j < I). In this paper we 
sharpen this observation by showing that an ordered product matrix is either doubly 
graded or a max-distribution matrix of a special type. This characterization enables us 
to formulate our main result, an O(n) algorithm to solve the BTSP restricted to 
OPMs. 
In Section 2 some notations and definitions are given. In Section 3 it is shown that 
the BTSP restricted to doubly graded matrices is solvable in O(n) time. In Section 4 
max-distribution matrices are introduced and studied. Section 5 is devoted to the 
BTSP restricted to ordered product matrices, and here the main theorem is stated. In 
Section 6 some extensions and open problems are given. 
2. Preliminaries 
A permutation 
( 1 2 dJ = 4(l) 442) .‘. 4b, 1 
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will be written in its factored form, for instance 
will be written as C$ = (1, 2, 5)(3)(4,6). Furthermore, 4(i) will be called the successor 
and C$ -i(i) the predecessor of a vertex i. We will use o to denote the reuerse 
permutation (o(i) = n + 1 - i for all i) and E to denote the identity permutation (c(i) = i 
for all i). A permutation is a cyclic permutation or Hamiltonian tour if it has exactly 
one factor. The bottleneck length of a (cyclic) permutation cp is given by 
bd(cp):= max{d[i, q(i)] 1 i = 1, . . . . n}. 
A Hamiltonian tour is a pyramidal tour if it is of the form 
(1, il, b,...,ik, n,j1,h,...,.L-k-2) 
with iI < i2 < ... < ik and j, > j, > ... > j,_,_,. So, for instance, (1, 3, 5, 4,2) is 
a pyramidal tour but (1, 3,5,2,4) is not a pyramidal tour (5 > 2 -C 4). A vertex v is 
called a peak of a permutation 4 if u > max{ 4-l (u), 4(o)} and a oalley if 
v < min{ #-i(o), 4(u)}. Clearly, a permutation is a pyramidal tour iff it has exactly 
one peak (namely n) or equivalently, exactly one valley (namely 1). A shortest 
pyramidal tour can be found by using an O(n’) dynamic programming algorithm 
(for the sum criterion see [S], for the bottleneck criterion [l] and for a more general 
case [2]). 
A path from vertex u to vertex w will be denoted by [v, . . . . w]. If all vertices with 
index between u and w are visited in ascending (descending) order this will be denoted 
by [a to b]. For instance, the path [7, 8,9, 10, 1 l] is denoted by [7 to 11-J and the path 
[9, 8, 7, 6, 51 by [9 to 51. 
Replacing the matrix D by a matrix D * = (d*[i, j]) is called a feasible transforma- 
tion if this transformation preserves the ordering of the Hamiltonian tours according 
to bottleneck length, i.e., if for all Hamiltonian tours cp and p it holds that 
bd(cp) < bd(p) iff bd*(cp) I bd*(p) (with bd*(cp) := max(d*[i, q(i)] Ii = 1, . . ..n>). 
The following lemma is stated in [S]. 
Lemma 2.1. Zf M is a lower bound for the BTSP with respect to D (i.e., for all 
Hamiltonian tours cp it holds that bd( cp) 2 M) then replacing D by D* = (d * [i, j J) with 
d*[i, j] = max{d[i, j] - M, 0} is a feasible transformation. 
A lower bound that is often used for the TSP is the length of an optimal assignment. 
Using the bottleneck criterion, an optimal solution of the Bottleneck Assignment 
Problem (BAP) is a permutation C$ that solves 
PAPI min {max{d[i, 4(i)] (i = 1, . . . . n}}. 
Q 
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For general matrices the BAP can be solved in 0(n2(nlog n)i”) time (see [6]). 
However, in Section 6 it will be shown that the BAP restricted to (ordered) product 
matrices can be solved more efficiently. For this we will use the following result. 
Lemma 2.2. Let M be a lower bound for the BAP, and D* the matrix with entries 
d*[i,j] = max(d[i,j] - M, O}. For all permutations C#I and rc it holds that 
bd( 4) I bd(rc) ifs bd*( 4) < bd*(n). 
3. The BTSP restricted to doubly graded matrices 
In Section 5 we will show that an ordered product matrix is (or can be transformed 
to) either a doubly graded matrix or a max-distribution matrix. In this section we will 
define doubly graded matrices and show that the BTSP restricted to doubly graded 
matrices can be solved in O(n) time. 
Definition 3.1. (1) A matrix D is upwards (respectively downwards) graded on its 
rows iff 
d[i, j] < d[i, j + 11 (d[i, j] 2 d[i, j + 11) for all i and j. 
(2) A matrix D is upwards (respectively downwards) graded on its columns iff 
d[i,j] 2 d[i + 1, j] (d[i,j] I d[i + l,j]) for all i and j. 
A matrix will be called doubly graded if it is graded (upwards or downwards) both on 
its rows and its columns. There are four possible combinations. These will be called 
after the position of the “smallest” entry. 
(3) A matrix is left-lower graded or LLG (respectively right-higher graded or RHG) 
if it is upwards (downwards) graded on both its rows and its columns. 
(4) A matrix is left-higher graded or LHG (respectively right-lower graded or RLG) 
if it is upwards (downwards) graded on its rows and downwards (upwards) graded on 
its columns. 
Example 3.2. 
4 5 8 12 13 
7 9 14 19 20 
6 6 7 10 32 
3 4 4 11 12 
-11 12 12 20 27 
(1) 
1 5 8 2 4 
2 9 14 9 IO 
2 10 15 10 10 
13 11 15 11 13 
-14 12 16 20 21_ 
(2) 
L 
9 11 13 17 18 
7 9 10 13 15 
6 6 7 10 12 
3 4 4 7 8 
1 2 2 5 6 
(3) 
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10 5 4 2 2 
11 9 5 3 2 
12 10 7 7 5 
13 11 8 7 6 
14 12 12 10 9 
(4) 
24 15 8 7 7 
12 11 8 6 6 
9 9764 
7 5 5 4 2 
6 5221 
(5) 
4 5 8 12 13- 
7 9 10 13 20 
10 10 11 14 20 
10 12 12 15 23 
11 12 12 20 27 
(6) 
(1) is upwards graded on its rows. (2) is downwards graded on its columns. (3) is LLG. 
(4) is RHG. (5) is RLG. (6) is LHG. 
Whereas the STSP restricted to (doubly) graded matrices remains NP-hard, the 
BTSP restricted to graded matrices is solvable in 0(n2) time (see [S]). It will be shown 
that for doubly graded matrices this can be improved to O(n). 
First note that we can restrict ourselves to LLG and LHG matrices. This follows 
from the following observation. Define D, = (d,[i,j]) with d,[i,j] := d[w(i), o(j)] 
and w the reverse permutation. It is easy to see that if D is a RLG matrix (respectively 
RHG matrix) then D, is a LHG matrix (LLG matrix). So for instance the BTSP 
restricted to RLG matrices can be solved by renumbering the vertices and then 
solving a BTSP restricted to LHG matrices. 
The following theorem can be found in [S]. 
Theorem 3.3. The BTSP restricted to LLG matrices is solved by (1, 2, . . . . n). 
In order to solve the BTSP restricted to LHG matrices we will make use of two lower 
bounds. The first lower bound is based on the corresponding assignment problem. 
Theorem 3.4. The BAP restricted to LHG matrices is solved by the reverse permutation CO. 
Proof. It has to be shown that bd(4) 2 bd(w) for every permutation 4. To that end, 
consider the following algorithm. 
Algorithm Optimal_Assign_LHG. 
Input: A permutation 4. 
Output: The permutation o. 
Step 1. Define I := {il4(i) > o(i)}. 
If I = 0 then stop: rp = CU. 
Else find i*:= max{iliEZ}. 
Step 2. Define j:= 4(i*), k:= $-‘(o(i*)), 1 = w(i*). 
Redefine 4 by 
i 
1, if i = i*, 
4(i):= j, if i = k, 
4(i), otherwise 
and return to Step 1. 
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‘* J i* 
** J 
i* 
w(i*) 
w( i*) 
Fig. 1. “Forbidden” entries in D. 
It is clear that this algorithm takes at most n - 1 iterations. In order to show that 
bd(w) I bd( b), it suffices to show that the transformation in Step 2 does not increase 
the length of the permutation, i.e., that max{d[i*, I], d[k,j]} i max{d[i*,j], 
d[k, r]}. Note that 4(i) = w(i) for every i > i *. Furthermore, note that 1~ j (follows 
from i* E I) and k < i* (from 4(i) = w(i) for all i > i*). So, because D is LHG, d[i*, j] 
is the largest of the four entries. 0 
From Lemma 2.1 and Theorem 3.4 it follows that if D is a LHG matrix, replacing 
D by D * = (d* [i, j]) with d * [i, j] : = max {d [i, j] - bd(o), 0) is a feasible transforma- 
tion. Furthermore, D* is also a LHG matrix. So, in the remaining of this section we 
may, without loss of generality, assume that D is a LHG matrix with zero entries in the 
left upper triangle (i + j I n + l), and bd(o) = 0. 
The second lower bound we will use is 
LB:=max{min{d[i,w(i)+ l],d[o(i)+ l,i]}li=2,...,Li(n+ l)J}. 
Lemma 3.5. Let D = (d[i, j]) be a LHG matrix. For every Hamiltonian tour cp it holds 
that bd(cp) r LB. 
Proof. Assume there is a Hamiltonian tour z with bd(T) < LB. Let (i*, j*) be a pair 
such that i* + j* = n + 2 (i.e., i* = w(i*) + 1) and d[i*, j*] = LB. Assume (without 
loss of generality) that i* > j*. From the fact that D is a LHG matrix and 
d[j*, i*] 2 d[i*,j*] = LB > bd(z) 
it follows that all elements (i, z(i)) have to be in the nonshaded area of Fig. 1. So for all 
iE{i*,..., n}itholdsthatt(i)~{l,...,o(i*)}andt~’(i)~{l,...,w(i*)}.Hence,zmust 
contain a (sub)tour in { 1, . . , o(i*)}. Since i* 2 2 this gives a contradiction. 0 
It will be shown that there is a Hamiltonian tour z such that bd(z) = LB. With this 
in mind, Lemma 3.5 can be interpreted as follows. If z is an optimal tour then for any 
i,j(i#j)withi+j=n+2(i.e.,j=w(i)+ l),eitherz(i)=jorz(j)=i,dependingon 
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whether d[i,j] I d[j, i] or d[i, j] > d[ j, i]. This gives some so-called fixed elements 
(i,j) or ( j, i). These fixed elements can be enlarged to a tour by using elements in the 
left upper triangle (i + j I n + 1) of the distance matrix D. Recall that, by Theorem 
3.4, we may assume that these elements have zero value. So, the bottleneck length of 
the Hamiltonian tour is determined by the largest value of the fixed elements, i.e., is 
equal to LB. Constructing the Hamiltonian tour can be done by repeatedly inserting 
an arc from vertex u to vertex w where u (w) is the vertex with lowest (highest) number 
such that z(u) (z l(w)) is not fixed previously. More formally, this gives the following 
algorithm. 
Algorithm Optimal-Tour-LHG. 
Input: A LHG matrix D. 
Output: A Hamiltonian tour z. 
Step 0 (Initialization). Set IN(i) = OUT(i) = 0 for i = 1,. . , n. 
Step 1. For i:= 2,...,Li(n + 1) J do 
If d[i, w(i) + l] I d[o(i) + 1, i] 
Then z(i):= w(i) + 1; IN(o(i) + 1) := 1; OUT(i):= 1. 
Else t(o(i) + 1) : = i; IN(i) := 1; OUT(w(i) + l):= 1. 
Step 2. Set i:= n; j:= 1; iter:= 1. 
While iter I rf(n + l)J do 
While OUT(i) = 1 do i = i - 1 
While IN(j) = 1 do j:= j + 1 
r(i):= j; IN(j):= 1; OUT(i):= 1; iter := iter + 1. 
Example 3.6. Let 
- 4 4 7 9 10 12- 
7 8 10 12 13 16 
8 9 11 14 16 18 
D= 
’ 9 10 12 15 18 20 
10 13 17 18 20 21 
14 15 18 20 23 25 
bd(w) = 14, so 
D* = 
00000 0 
1 
00000 2 
00002 4 
00014 6’ 
00346 7 
p 1 4 6 9 11 
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Use D* as input for Algorithm Optimal-Tour-LHG to get: (Step 1) i = 2: 
2 = d[2,6] > d[6,2] = 1 so ~(6) = 2. i = 3: 2 = d[3,5] I d[5,3] = 3 so ~(3) = 5. 
(Step 2) IN = [0 1 0 0 1 01, OUT = [0 0 1 0 0 11. So ~(5) = 1, ~(4) = 3, ~(2) = 4, 
s(l) = 6. This gives z = (1,6,2,4, 3, 5). With respect to D*, T has length 2. With 
respect to D, T has length 2 + 14 = 16. 
Theorem 3.7. The BTSP restricted to LHG matrices can be solved in O(n) time. 
Proof. Clearly, Algorithm Optimal_Tour_LHG is an O(n) algorithm. By the 
arguments above it follows that Algorithm Optimal-Tour-LHG produces a 
tour with bottleneck length equal to LB. So, by Lemma 3.5, this is an optimal 
tour. 0 
From Theorems 3.3 and 3.7 we obtain the following result. 
Theorem 3.8. The BTSP restricted to doubly graded matrices can be solved in O(n) 
time. 
4. Max-distribution matrices 
In the next section it will be shown that an ordered product matrix is (or can be 
transformed to) either a max-distribution matrix or a doubly graded matrix. In this 
section we will study the BAP and BTSP restricted to the class of max-distribution 
matrices. 
In [S] distribution matrices are introduced, and it is shown that the STSP restricted 
to distribution matrices is solvable in O(n’) time by computing a shortest pyramidal 
tour. In [l] it was shown that for the max variant of distribution matrices (the 
operator “ + ” replaced by “max”) the BTSP is also solvable by computing a shortest 
bottleneck pyramidal tour in O(n2) time. These two results are generalized in [2] for 
the algebraic TSP (instead of “ + ” or “max” an operator is taken that generalizes 
“ + ” and “max”). 
Definition 4.1. A matrix is a max-distribution matrix if for all i < k and allj < 1 it holds 
that max{d[i, j], d[k, 1]} I max(d[i, 11, d[k, j]} (see Fig. 2). 
Theorem 4.2. The BAP restricted to max-distribution matrices is solved by the identity 
permutation E. 
Proof. It has to be shown that bd(4) 2 bd(&) for every permutation 4. To that end, 
consider the following algorithm. 
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j 1 
i 
MAX{A,B} I MAX{P,Q} 
k 
Fig. 2. A max-distribution matrix. 
Algorithm OptimaLAssigLMaxDist. 
Input: A permutation 4. 
Output: The permutation E. 
Step 1. Find the smallest i such that 4(i) # i. 
If such an i does not exist stop: d, = E. 
Step 2. Define k:= &l(i) and 1:= 4(i). 
Adjust $ by replacing [k, i, 11 by [i, i] and [k, I]. 
Return to Step 1. 
Note that this algorithm takes at most n - 1 iterations. In order to prove the 
theorem, it suffices to show that the transformation in Step 2 does not increase the 
length of the tour, i.e., that max{d[i, i], d[k, I]} < max{d[k, i], d[i, 11). This follows 
directly from Definition 4.1 by taking j := i and observing that i < k and j < 1. 0 
The following theorem can be found in [l]. 
Theorem 4.3. If D is a max-distribution matrix then there exists a pyramidal tour that 
solves the BTSP. 
From Theorem 4.3 it follows that the BTSP restricted to max-distribution matrices 
can be solved in O(n’) time. However, as will be shown in the next section, ordered 
product matrices are special types of max-distribution matrices, and an optimal 
(pyramidal) tour for this class of matrices can be found in O(n) time. 
5. The BTSP restricted to ordered product matrices 
In this section the main theorem will be proved. 
Theorem 5.1. The BTSP restricted to OPMs can be solved in O(n) time. 
First we will introduce some notation and make some preliminary remarks. 
Defining &‘:= {iIa[i] < 0}, d”:= {ila[i] 2 0}, W:= {ilb[i] 2 0}, ~23’ := 
{ilb[i] < 0}, CI:= 1~41 and /?:= 191, it follows that _&‘= {l,...,x}, 
d” = {a + 1, . . . . n}, 93 = (1, . . ., fl} and gc = {p + 1, . . . . n}, Furthermore, define 
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nr:= min{a,fl},n,:= Ia - Pl,n,:= n - max{a,p) and m := n, + n2. Note that 
n, + rr2 + n3 = m + n3 = n. D can be partitioned as follows: 
with Dij a (ni x nj)-matrix for i, j = 1,2, 3. 
Note that some of the submatrices may not exist. For instance if A 2 0 then & = 0, so 
n, = 0 and hence D,,, D2r, D,,, D,, and Or3 do not exist. 
The following lemma can be found in [l]. 
Lemma 5.2. If D is an OPM and there is a pair (i, j) with d[i, j] 2 0 then bd(cp) 2 Ofor 
each Hamiltonian tour cp. 
Proof. We will assume {c(, fl} A {0, n} = 0, i.e., that all sets ,QI, d”, 69 and gc are not 
empty. The cases with {a, p) n (0, n} # 8 can be treated similarly. Suppose there is 
a Hamiltonian tour z with bd(r) < 0. So d[i, T(i)] = a[i] l b[T(i)] < 0 for i = 1, . . . . n. 
So, z(i) E 93 for all i E d and r(i) E %?’ for all i E d”. This means that all pairs (i, z(i)) 
are in the nonshaded area of Fig. 3. As r is a permutation, CI = /I. Moreover, 5 must be 
a cyclic permutation. However, the nonshaded area does not allow arcs from vertices 
in _c$ to vertices in 8’ which gives a contradiction. Cl 
From Lemmas 2.1 and 5.2 it follows that if D contains at least one non- 
negative entry, replacing D by D* with d*[i, j] := max{d[i, j], 0) is a feasible 
transformation. 
We now show that there are basically two types of OPMs namely doubly graded 
matrices and max-distribution matrices. Which one we have depends on the sign 
of the elements of the vectors A and B. There are three possibilities for A: (1) A 2 0, 
(2) A I 0 and (3) a[l] l a[n] < 0, and similarly three for B. Table 1 shows the type of 
matrices for each of the nine possibilities. 
B t?= 
A 
AC q 
Fig. 3. “Forbidden” entries. 
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Table 1 
Different types of OPMs. The (*) indicates that D* has the given property 
(with d*[i, j] : = max{d[i, j], 0)). 
BzO B<O b[l]*b[n] < 0 
A>0 RHG RLG RHG (*) 
AsO LHG LLG LLG (*) 
a[l]*a[n] < 0 RHG (*) LLG (*) max-dist (*) 
4 20 
6 30 
8 40 
(2) 
(3) (3*) 
In(l)A=[l 123](20)andB=[-1 -3 -4 
In(2)A=[-1234](a[l]*a[n]<O),B=[321 
- 5]( I 0). This is a RLG matrix. 
0] ( 2 0). (2*) is a RHG matrix. In 
(3) A = [ - 12 3 43 (a[l]*a[n] < 0), B = [4 3 - 1 - 21 (b[l] l b[n] < 0). (3*) is 
a max-distribution matrix. 
We now start with the proof of Theorem 5.1. By Theorem 3.8, the BTSP restricted 
to doubly graded matrices is solvable in O(n) time. So, in order to prove Theorem 5.1, 
it remains to be shown that there is an O(n) algorithm if a[l] l a[n] < 0 and 
b[l] l b[n] < 0. We will distinguish between the cases (I) c( = /?, (II) CI < 1 and (III) 
c( > b. 
Case I: c1 = p. 
Since n2 = 0, the partitioning of D becomes 
with D, 1 I 0, D13 2 0, Djl 2 0 and D,, I 0. Clearly, D13 is LLG and D,, is RHG. 
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Example 5.4. Let A = [ -4 - 3 -2 151 and B= [73 1 -2 
1,2,3}. d” = ac = {4,5}. GI = p = 3. 
--28 -12 -4 8 12’ 
- 21 -9 -3 6 9 
D= -14 -6 -2 4 6 
7 3 1 -2 -3 
35 15 5 - 10 - _ 15. 
- 31. d = B= 
0 00812- 
0 006 9 
0 004 6. 
7 310 0 
35 15 5 0 o_ 
As DT1 = 0 and D T3 = 0, it follows that the length of a Hamiltonian tour is 
determined by the steps from a vertex in d to a vertex in d’ and vice versa. As D * is 
a max-distribution matrix, it follows from Theorem 4.3 that we only have to consider 
pyramidal tours. Moreover, we can restrict ourselves to pyramidal tours using exactly 
one step from a vertex in d to a vertex in d” and exactly one step in the other 
direction. On top of this, D T3 is LLG and D z1 is RHG, so we only have to consider the 
following four cases. 
(1) q1 = (1 to n, - 1, n, + 1, n to nl + 2, nl) with bd(cp’) = max(d[nr - 1, n1 + 11, 
d[n, + 2, nI]}. See Fig. 4. 
(2) ‘p2 = (1 to n, - 1, nl + 2 to n, nl + 1,ni) with bd(q?) = max(d[n, - 1, 
n, + 21, d[nl + 1, nI]}. See Fig. 5. 
(3) (p3 = (1, nl, nl + 2 to n, n, + 1, n, - 1 to 2) with bd(cp3) = max{d[n,, n, + 21, 
d[nl + 1, n, - 111. See Fig. 6. 
(4) ‘p4 = (1, n,, nl + 1, n to nl + 2, n1 - 1 to 2) with bd(cp4) = max{d[ni, nl + 11, 
d[n, + 2, n, - 11). See Fig. 7. 
If nl = 1 or n, = n - 1 then the number of cases can be reduced from four to two. 
Note that cpi is the reverse tour of (p3 and (p4 is the reverse of 50’. 
Because it takes constant time to compute the shortest of these four tours, and O(n) 
time to construct the shortest tour, there is an O(n) algorithm to solve the BTSP 
restricted to this class of matrices. 
Example 5.4 (continued). bd(cp’) = max{d[2,4], d[5,3]) = 6; bd(q’) = max{d[2,5], 
d[4,3]} = 9; bd((p3) = max{d[4,2], d[3,5]} = 6; bd(gD4) = max{d[5,2], d[3,4]} 
= 15. So for instance cp ’ = (1,2,4, 5, 3) is an optimal tour. 
Case II: c1 < /I. 
Note that in this case min (nl , n2, n3} > 0, which means that all submatrices in the 
partitioning of D exist. Furthermore, Dil _ < 0, 012 < 0, 013 2 0, D,I 2 0, DU 2 0, 
Dz3 I 0, D13 2 0, Dz3 2 0 and D,, IO. 
Lemma 5.5. If D is an ordered product matrix with min 
is solved by the identity permutation E. 
:nl, n2, n3} > 0, then the BAP 
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Fig. 4. The tour ‘pl, The boxes represent the sets d and JZJ”. Wiggly edges between vertices i and j represent 
the paths [i to j]. 
Fig. 5. The tour cp’ 
Fig. 6. The tour (p3 
Fig. 7. The tour (p4. 
Proof. Clearly, for every permutation 4 it holds that bd( 4) 2 0 (a similar argument as 
in the proof of Lemma 3.5 can be used). So, by Lemma 2.2, replacing D by D* with 
entries d*[i, j] := max(d[i, j], 0} preserves the ordering of permutations. As already 
stated, D* is a max-distribution matrix. From Theorem 4.2 it follows that E is the 
optimal assignment with respect to D *. Hence, E is also the optimal assignment with 
respect to D. Cl 
From Lemmas 2.1 and 5.5 it follows that replacing D by D* with entries d*[i,j] 
:= max{d [i, j] - bd(c), 0} IS a easible transformation. As Dz2 2 0, we have bd(s) 2 0. f 
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D* has the following properties. D T1 = 0, DT2 = 0, DT3 2 0 and a LLG matrix, 
and a RHG matrix, DT2 is a lower triangular matrix, Dq3 = 0 and D& = 0. 
Example 5.6. Let A = [ - 17 - 12 - 9 18 11 13 15 181 and B = [24 16 14 109 
6 5 - 7 - lo]. So = n, 3, It2 = 4, n3 = 2. 
- 408 - 272 - 238 - 170 - 153 
- 288 - 192 - 168 - 120 - 108 
D= 
- 216 - 144 - 126 - 90 
24 16 14 10 
192 128 112 80 
264 176 154 110 
312 208 182 130 
360 240 210 150 
432 288 252 180 
bd(s) = 72. 
D* = 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
120 56 40 8 0 0 0 
192 104 82 38 27 0 0 
240 136 110 58 45 6 0 
288 168 138 78 63 18 3 
360 216 180 108 90 36 18 
- 81 
- 102 - 85 119 170 
- 72 - 60 84 120 
- 54 - 4.5 63 90 
9 6 
72 48 
99 66 
117 78 
135 90 
162 108 
47 98 
12 48 
0 18 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
5 -7 -10 
40 - 56 - 80 
55 - 77 - 110 
65 - 91 - 130 
75 - 105 - 150 
90 - 126 - 180 
Decompose the vertex set into three disjoint sets VI:= {l,...,nr} 
VZ := {nl + 1, . . . . m} and V, := (m + 1, . . . , n}. From the structure of D * as described 
above, we have the following. There are zero costs to travel within the sets VI and P’s, 
zero cost to go from VI to VZ, and to go from P’, to V,, and within V, there are zero 
costs to go from a vertex with a lower index to a vertex with higher index. So the 
length of a Hamiltonian tour is determined by the steps from a vertex in VI to a vertex 
in V3 or vice versa, steps from a vertex in V3 to a vertex in V,, steps from a vertex in 
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V, to a vertex in VI and the steps in V, from a vertex with higher index to a vertex with 
lower index. 
Lemma 5.7. A shortest path from n to 1 is the Hamiltonian path [n to 11, with length 
L:= max(d[i, i - I] 1 i = nl + 1, . . . . m + 11. 
Proof. Suppose there is a path p from n to 1 with bd(p) < L. Let u be a vertex in 
{nr + l,..., m + 1) such that d[v, u - l] = L. Because 
[;I: ;;:I 
is RHG, p cannot use pairs (i, p(i)) that are in the left lower side of D*, i.e., p cannot 
use an arc from one of the vertices in (0, . . . . n} tooneoftheverticesin {l,...,u- l} 
(see Fig. 8). This contradicts with the fact that p is a path from n to 1. q 
Clearly, L is a lower bound for the BTSP. From this, the fact that we only have to 
consider pyramidal tours (D* is a max-distribution matrix), the fact that D& is lower 
triangular, and the fact that the nonzero submatrices are doubly graded, it follows 
that we only have to consider the following five cases. 
(1) Let v be the vertex in {nl + 2,...,m + 1) that minimizes d[i, i - 21. 
‘pl = (1, u - 1, n to v, v - 2 to 2) with bd(cp’) = max{d[v, v - 21, L}. See Fig. 9. 
(2) 50’ = (1 to n1 - 1, m + 2 to n, m + 1 to nr) with bd(cp2) = max{d[nr - 1, 
m + 23, L}. See Fig. 10. 
(3) (p3 = (1 to n, - 1, m + 1, n to m + 2, m to nr) with bd(cp3) = max{d[m + 2, m], 
d[n, - 1, m + 11, L}. See Fig. 11. 
(4) (p4 = (1, nl, m + 2 to II, m + 1 to n, + 1, n1 - 1 to 2) with bd(cp4)= 
max{d[n, + l,n, - 11, d[nl, m + 21, L}. See Fig. 12. 
(5) ‘P’ = (1, nl, m + 1, n to m + 2, m to n1 + 1, n, - 1 to 2) with bd((p5)= 
max{d[n, + 1, n1 - 11, d[m + 2, m], d[n,, m + 11, L}. See Fig. 13. 
Computing the shortest of these five tours takes m - n, + 4 steps, so can be done in 
O(n) time. Constructing the shortest tour also takes O(n) time. Hence there is an O(n) 
algorithm to solve the BTSP restricted to this class of matrices. 
Example 5.6 (continued). n, = 3 and m = 7, so VI = { 1,2,3}, V2 = (4,5,6,7} and 
V, = {S, 9). L = max{ - 126,75,78,99,80,14, - 144, - 288) = 99. v = 8 so 
cpr = (1, 7, 9, 8, 6, 5, 4, 3, 2); bd(cp’) = max(90, 99) = 99. So there exists a Hamil- 
tonian tour with length equal to L, so this is an optimal tour. 
For completeness we give also the other tours. 
q2 = (1, 2,9, 8, 7, 6, 5,4, 3); bd(cp2) = max(l20,99> = 120, 
(p3 = (1,2, 8, 9, 7, 6, 5,4, 3); bd(cp3) = max{90, 84, 99} = 99, 
‘p4 = (1, 3, 9, 8, 7, 6, 5,4,2); bd(cp4) = max(l6,90,99} = 99, 
q5 = (1, 3, 8, 9, 7, 6, 5,4,2); bd(cp’) = max{l6,90, 63,99} = 99. 
nl 
V 
m 
J.A.A. uan der Veen 
n1 v m 
Fig. 8. Forbidden entries 
Fig. 9. The tour cp’. The boxes represent the sets V, , V, and V, 
Fig. 10. The tour cp’. 
Fig. 11. The tour cp3 
Case III: a > fi. 
We will show that this case can be treated in the same way as Case II. Define the 
vectors E = (e[i]) and F = (f[i]) as follows, E: = - B and F := - A. Further, 
define the matrix D’ with entries d’[i, j] = e[i]*S[ j] = b[i]*a[ j]. So D’ is the 
transposed of D. This means that (I, il, . . , i, _ 1) is an optimal tour with respect to D’ 
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LaWCA _ 1 n,-1 n1 n,tl m mtl mt2 n 
Fig. 12. The tour (p4. 
Fig. 13. The tour (p5 
iff (1, in-i, . . ..ii) is an optimal tour with respect to D. Note that 
e[l] I e[2] I ... _< e[n] and f[l] 2f[2] 2 ... >f[n], so D' is also an OPM. 
Further note that fiD, = clD and a,, = fiD (the subscripts refer to the appropriate 
distance matrices). So, if zD > BD it follows that a,, < pD,. This means that it is 
possible to use the procedure treated in Case II to.compute an optimal tour with 
respect to D'. Since computing E and F and reversing the optimal tour takes no more 
than O(n) time, there exists an O(n) algorithm to solve the BTSP restricted to this 
class of matrices. 
This completes the proof of Theorem 5.1. 0 
6. Extensions and open problems 
It still is an open problem whether the BTSP restricted to general product matrices 
is NP-hard or polynomially solvable. However, in some cases this problem is effici- 
ently solvable. As can be seen in Table 2, in some cases the matrix D is (or can be 
transformed to) a matrix that is graded up or down on its columns (we will assume 
that a[l] 2 ... 5 a[n] and 4 is defined such that b[4(1)] 2 ... 2 b[4(n)]). Note 
that in the cases marked with (*), D contains a row or column with nonnegative 
entries, which means that every tour has nonnegative bottleneck length. So replacing 
D by D* with d*[i,j] = max(d[i,j], O> . IS a feasible transformation. In [S] an O(n’) 
algorithm is given for the BTSP restricted to graded matrices. So the remaining 
question is whether the BTSP restricted to product matrices with a[l] l a[n] < 0 and 
b[ 4(l)] l b[4(n)] < 0 is NP-hard or polynomially solvable. 
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An interesting case is the one of the so-called contra ordered product matrices 
(COPMs): matrices D such that there exist vectors A and B with 
a[l] I a[21 I ... I a[n] and b[l] I b[2] I ... I b[n] with D = A-B’. In Table 3 
different types of COPMs are given. Note that replacing D by D* is a feasible 
transformation (can be proved similarly as Lemma 5.2). A matrix is contra max- 
distributive if for all i < k and allj < 1: max{d[i,j], d[k, 1]} 2 max{d[i, I], d[k,j]} (so 
all the inequality signs are in the “opposite” direction). It is an open problem whether 
the BTSP restricted to contra max-distribution matrices is polynomially solvable. Again 
product matrices yield a special type of contra max-distribution matrices, which might 
be used to find a polynomial time algorithm for the BTSP restricted to COPMs. 
We close this paper with the remark that the BAP restricted to (general) product 
matrices can be solved more efficiently than the O(n’(n log n)“‘) for general distance 
matrices. 
Theorem 6.1. The BAP restricted to product matrices can be solved by the following 
O(n log n) algorithm. 
Algorithm Opt-Assign-PM. 
Input: Two n-dimensional vectors A and B. 
Output: A bottleneck optimal assignment 7~. 
Step 1. Find a permutation 4 such that b[4(1)] 2 ... 2 b[4(n)]. 
Step 2. If (A 2 0 and B < 0) or (A I 0 and B 2 0) 
then z := w (the reverse permutation) 
else r:+ E (the identity permutation). 
Step 3. An optimal assignment is rr:= @r (n(i) := 4(z(i)) Vi). 
Table 2 
Grading on columns of product matrices. An (*) indicates that D* has the given 
property. 
BsO BrO bC4(t)l*bC~(41 < 0 
ASO UP DOWN UP (*) 
ATO UP DOWN UP (*) 
a[11 *a[n] < 0 UP (*) DOWN (*) NOT 
Table 3 
Different types of COPMs. The (*) indicates that D* has the given property (with 
d*[i,j] := max{d[i,j],O}). 
B20 B<O b[l]*b[n] < 0 
A20 LHG LLG LHG (*) 
As0 RHG RLG RLG (*) 
a[l]*a[n] < 0 LHG (*) RLG (*) contra max-dist (*) 
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Proof. That 7~ is an optimal assignment follows directly from Theorem 3.3, Lemma 5.5 
and Table 1. The complexity of the algorithm is O(nlogn) because the sorting in 
Step 1 takes O(n log n) time and Steps 2 and 3 can be done in O(n) time. 0 
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