A finite element method for solving nonlinear differential equations on a grid, with potential applicability to computational fluid dynamics (CFD), is developed and tested.
Introduction
Through development and testing in the well known case of lid-driven cavity flow (see Figure 1 for details) the current method is shown to have potential applicability to CFD. Steady state solutions of the Navier-Stokes equations for incompressible two-dimensional flow are computed for this test case with Reynolds number Re ≤ 4 × 10 4 . Obtaining a steady-state flow solution in a two-dimensional lid-driven cavity becomes increasingly challenging as the Reynolds number increases. Computing a steady-state flow solution is therefore useful as a bench-mark for the quality of numerical schemes, although the solution does not necessarily describe a physical fluid. In order to compute a solution, which accurately represents details at high Reynolds numbers, the most successful approaches have been using very high grid resolutions [Erturk et al., 2005 , Wahba, 2012 . The current approach obtains comparable results with much lower grid resolutions.
The current solutions have up to 9'th order (polynomial degree) of spatial accuracy and the highest grid resolution is 135 by 135 grid points. Several other high order solutions to the liddriven cavity have previously been presented. Barragy and Carey [1996] present solutions for the lid-driven cavity up to Re = 12500 (as well as an under-resolved solution for Re = 16500) with spatial accuracies from 6'th to 8'th order. Other works which present high order solutions include Schreiber and Keller [1982] (8'th order), and Nishida and Satofuka [1992] (10'th order). Wahba [2012] present reliable steady state solutions of comparably high Reynolds numbers (Re ≤ 35 × 10
3 ) but this is the first time reliable high order (above fourth, in polynomial degree) steady state solutions for Reynolds number, Re ≥ 20000, to the lid-driven cavity in two dimensions have been presented.
The explicit definition of derivatives employed by the current method is a feature which is partially shared by the CIP method [Takewaki et al., 1984] , since the CIP method includes the gradient of unknown quantities as a free parameter. The CIP method is a third order method used successfully, for example, to simulate acoustic wave propagation.
The current method is a finite element type of approach and solves nonlinear differential equations through several steps. First a discretization is defined to contain information about the unknown functions in a given set of differential equations. This information includes both the value, and the value of the derivatives, of the unknown functions at specific positions (grid points) in a computational domain. Next, the differential equations are formulated as a nonlinear system of equations (weak form) depending on the information contained in the grid. This system of equations is solved through an iteration, which minimizes the square of a uniformly weighted residual. Each iteration has both a linear and a nonlinear stage, and finds an approximate solution that improves the previous approximate solution.
The specific details involved in each of these steps will be thoroughly explained in Sections 2 -5. Results of particular interest will be presented in Section 6. The complete data of all the computed results can be obtained from the author upon request.
Notation and Mathematical Framework 2.1 Notation
Square brackets will be used to identify components in matrices. A component in a twodimensional matrix, A, will thus be referred to as A [r, c] , where r is the row index and c is the column index. Indices in an R × C matrix are defined to go from 0 to R − 1 (rows) and 0 to C − 1 (columns). If C = 1, then the matrix may be referred to as a column vector and if R = 1, then the matrix may be referred to as a row-vector. A matrix of matrices will be equivalent to a four dimensional matrix, Q, where c, τ, ν] . If a matrix, A, is square and nonsingular, its inverse will be written as A −1 . For brevity, the evaluation of a derivative of a function, Φ(ζ), at a certain point, ζ 0 , will in unambiguous cases be written as shown on the right-hand side of Eq.(1):
For functions of two variables, the first and the second argument will be referred to as the x-, and the y-component (or variable), respectively. Mapping of indices from double index form to single index form will, unless otherwise stated, be on the form a = b + cD, where D is a positive integer and b, c ∈ {0, . . . , D − 1} and a ∈ {0, . . . , D 2 − 1}. The indices, b and c, may also a single index form of other index tuples, in which case the mapping will recursively follow the given form. 
Order of Continuity
Consider a discretization of a function, f (x, y), on a uniform two-dimensional grid. Let the matrices x and y be composed of the x and y components, respectively, of the position of the grid points. Let the value of the function, f (x, y), and its derivatives up to, and including, the (Ω − 1)'th order in each direction be explicitly defined for each grid point in terms of the (four dimensional) matrix, F, with components given by Eq.(2):
where α ∈ {0, . . . , Ω−1}, β ∈ {0, . . . , Ω−1}, and the indices, k and l, identify the grid point. The discretization is then by definition continuous and has continuous derivatives up to (Ω − 1)'th order at the grid points (
. This is referred to as C Ω−1 continuity.
Grid Structure
For the sake of simplicity the grid will be oriented and scaled such that the location of each grid point is uniquely determined by its indices, k and l, as shown in Eq. (3):
defining a uniform square grid.
Polynomial Basis-function Expansion
Let the functions, b m,n (x, y), be a set of polynomial basis functions where the value of m is the polynomial degree of the first variable, x, and the value of n is the polynomial degree of the second variable, y. Let the matrix of column vectors, f , the row vector-function, b(x, y), and the matrix, B, be defined as shown in Eqs.(4-6), respectively:
where τ = α + βΩ + Ω 2 (i + 2j), i ∈ {0, 1}, j ∈ {0, 1}, m ∈ {0, . . . , N − 1}, n ∈ {0, . . . , N − 1} and N = 2Ω. It follows that each column vector in the matrix, f , then has (2Ω) 2 = N 2 components, that the matrix, B, is a N 2 × N 2 square matrix and that the row vector-function, b(x, y), has N 2 components. The four neighboring points:
, surround a square region which will be referred to as the k, l'th grid-cell.
Within the k, l'th grid-cell, the function, f (x, y), may be approximated by a weighted sum of the polynomial basis functions, b m,n (x, y), written in matrix form in Eq.(7):
where
From the definitions, Eqs.(4-6), it is clear that the approximation, b(x , y )B −1 f [k, l], matches up exactly with the discretization, F, at the four grid points, i.e.:
where i ∈ {0, 1} and j ∈ {0, 1} as previously.
Hermite Splines
The idea of approximating a function by sampling both its value and the value of its derivatives is known as Hermite interpolation. The approximation,
, is a two-dimensional generalization of a Hermite spline, equivalent to recursively interpolating a set of Hermite splines.
Choice of Basis Functions
The condition number, cond(B), defined in Eq. (9), gives an estimate of the relative numerical accuracy of the matrix product,
In Eq.(9), σ max (B) is the largest singular value of B, and σ min (B) is the smallest singular value of B. When numerically solving a linear system, f = Bc, using floating point numbers with machine precision, m , an error of order O ( m cond (B)) should be expected. The reader may refer to Trefethen and Bau [1997, pg. 95 ] for a more detailed explanation of the condition number and numerical accuracy of linear equation systems. The condition number, cond(B), depends on the choice of basis functions, b m,n (x, y), and on the order of continuity (in other words, the value of Ω).
For the computations in this paper, the basis functions, b m,n (x, y), are defined in terms of the Bernstein polynomials, B λ,Λ (x), given in Eq.(10):
as Table 1 shows that the condition number of the matrix, B, increases exponentially with the value of Ω. The machine precision is a limiting factor for the computation of the function approximation, Eq.(7). For higher orders of continuity, it may be considered an ill-conditioned system. As a result one should not expect the coefficients of the function approximation, Eq. (7), to be accurate down to machine epsilon. For this reason, the main results presented in this paper have been computed using 64 bit floating point numbers (double in C++ syntax) rather than the more common 32 bit float. The corresponding ISO C standard definition of machine epsilon is 2 −52 ≈ 2.2 × 10 −16 , referred to in this paper as 64 . Figure 1) . The Navier-Stokes Equations for steady state incompressible flow in two dimensions, where the physical variables have been scaled with appropriate scales, read
where u and v are the x-and y-components of the flow velocity, respectively, p is the pressure and Re = Re/(L − 1). The definition of the Reynolds number, Re, is the same as in the references [Ghia et al., 1982 , Erturk et al., 2005 , Wahba, 2012 . However, since the the computational domain used by the references is the two dimensional interval [0, 1] × [0, 1], the Reynolds number, Re, must be scaled with the size of the current domain, L − 1, so that Eqs.(12a-12c) remain mathematically equivalent to the equations solved in the references. The variables u, v and p will be referred to as the flow-variables and are functions of the two variables x and y. Additionally, the pair (u, v) will be referred to as the flow-velocity.
The pressure-velocity form of the Navier-Stokes equations (Eqs.(12a-12c)) is usually transformed into an equivalent vorticity-streamfunction form which, in the two dimensional case, has one less flow variable to deal with. Most published papers dealing with the lid-driven cavity in two dimensions use the vorticity-streamfunction form. In the current work, however, we solve for the pressure and velocity directly. 
Boundary Conditions
The no-slip Dirichlet boundary condition is imposed on the flow velocity, (u(x, y), v(x, y)). Figure  1 shows the details of the boundary of the computational domain of the grid. This test case is known as the lid-driven cavity for two dimensions. No boundary values are required for the pressure during the iterative solution process. The origin of the pressure is implicitly determined by the initial condition for the iteration (see Section 5).
Figure 1: This figure shows the computational domain of the grid and its boundary conditions. The flow velocity, u(x, y) and v(x, y), along the edges is given. The lower edge, where y = 0, is a "lid" which drives the flow by sliding horizontally (positive x-direction) at a constant speed equal to one. At the three remaining edges, both components of the flow velocity are zero. This system is referred to as a lid-driven cavity.
Navier-Stokes Equations in Matrix Form
The flow-variables, velocity and pressure, are discretized as shown in Section 2, with U,V, and P being the discrete counterparts of u(x, y), v(x, y) and p(x, y), respectively. In each grid-cell, the flow variables are approximated by
where u, v and p are defined in terms of U,V, and P in the same way as f was defined in terms of F in Section 2. Let the row vector-functions, c α,β (x, y) and s(x, y), and the matrix of row vector-functions, m(x, y), be defined as shown in Eq. (14), Eq. (15) and Eq. (16):
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The Navier-Stokes equations, Eqs.(12a-12c), are then approximated, within a grid-cell as
As indicated in Eqs.(17a-17c), the formal polynomial order of accuracy is reduced due to the differentation with respect to x and y. From now on, the indication of polynomial order of accuracy, O(. . . ), will be omitted. Eqs.(17a-17c), can be written in the form of a single matrix equation, as shown in Eq. (18):
where the 3 × 3N 2 matrix-functions, E[k, l](x, y), and the 3N 2 × 1 column vectors, z [k, l] , are defined by Eq. (19) and Eq. (20), respectively, as:
and
Boundary Components of the Grid
In accordance with the definition of the grid structure, Eq.(3), and the boundary conditions for the lid-driven cavity (Figure 1 ), a grid component of the flow velocity,
(boundary parallel to the y-axis). Note that derivatives, parallel to the boundary, at the boundary are also defined as boundary components. The values of the boundary components are all zero, except in the cases given by Eq. (21) and Figure 2 . The components which are not defined to be boundary components will be referred to as internal components or as internal flow components.
4 Linear Approximation of the Navier-Stokes Equations
Integrated Error-Squared
In this subsection (4.1), the grid-cell indices, [k, l], will be omitted occasionally for the sake of brevity. Unless otherwise stated, the equations and definitions will be understood to correspond to a single, arbitrary grid-cell. The error-squared, R 2 , for each grid-cell will be defined, using the approximated NavierStokes equations on matrix form (Eq.(18)), as
A linear approximation of the derivatives of the error-squared, R 2 [k, l], with respect to the components of the column vector, z, is
The derivative, given in Eq. (23), is an approximation because the matrix, E, is taken to be constant (while, in fact, it depends on the flow velocity through its dependence on the matrix,
It is possible to compute the integral, Eq. (23), analytically. But, by using numerical integration, the following procedure is more flexible (with future modifications and extensions in mind).
Let the points, (x s , y s ), for s ∈ {0, . . . , S 2 − 1} form a uniform set of sample positions, defined in Eq. (24):
8 where s = s x + s y S and s x , s y ∈ {0, . . . , S − 1}. From Eq. (24) it is clear that 0 < x s < 1 and 0 < y s < 1. The approximation of the derivatives of the error-squared, R 2 [k, l], with respect to the components of the column vector, z [k, l] , where the integral has been replaced by a sum over the samples, (x s , y s ), read:
4.2 Sub-cell System to Grid-wide System 
To find an approximate minimum of the error-squared, R 2 [k, l], for all the grid-cells, we formulate the equation system given in Eq.(28) from which a solution for the internal flow components is implied.
Recall that the matrices, u, v and p (and thus also z), are defined in terms of the three fourdimensional matrices U,V, and P. From the definition given in Eq. (4) In order to employ efficient techniques for solving linear systems, it is convenient to formulate the set of systems for each grid cell, Eq.(28), into a single system for the entire grid, given in Eq. (29):
where Π is a square, symmetric matrix and w and t are column vectors. This is done by defining a one to one index mapping from all the internal flow components to the components in the column vector, w. Coefficients of the components in the grid cell systems (i.e. components in the symmetric matrix, R[k, l] in Eq. (28) It is convenient to arrange components so that the matrix, Π, gets a narrow band structure, allowing more efficient computations on the system. For computations presented in this paper the order is arranged by first sorting the internal flow components according to their location in the grid (indices k, l), then by what type of flow component (x-velocity, y-velocity or pressure), then by the order of the derivative (indices α, β).
Note that Algorithm 1 shows the entire matrix, Π, being assembled. In the implementation of this algorithm the sub-diagonal elements are not stored since the matrix is symmetric.
Algorithm 1 This pseudo-code shows the details of how the set of grid-cell systems (Eq. (28)) is reformulated into the system given by Eq.(29). The variables, k, l, m, n, L and N are all integers following their previous definitions from Section 2. The temporary variables r and c are also integers and contain the row and column indices for the matrix Π. Internal flow components are ordered, first by the grid point location, then by what type of flow component, and then by the order of the derivative, into a contiguous list. The method, index(. . . ), returns the position in this list if its arguments correspond to a an internal component. Otherwise, a negative number is returned. 
Iterative Solution of the Nonlinear System of Equations
The Navier-Stokes equations on matrix form, Eq.(18), are solved by an iteration over several stages. Initially the internal flow components are either set to zero (velocity) and one (pressure) or corresponding to a solution for a lower Reynolds number, forming an initial approximate matrix, Π 0 , and an approximate solution, w 0 , of the system given in Eq.(29).
Linear Substep
At the (κ − 1)'th iteration, the system, Eq. (29), is formed using the approximate values, w κ−1 . A new approximate solution, w κ−1 , is found using the linear conjugate gradient iteration [see for example Trefethen and Bau, 1997, chap. 38] . The linear conjugate gradient iteration is terminated when the relative improvement factor,r κ−1 , defined in Eq.(30), of the solution of the linear system reaches a predetermined value,r κ−1 ≤ω 1.
The approximation, w κ−1 , is used to define a search direction, ∆w κ−1 , as shown in Eq.(31):
The search direction is defined to have corresponding grid-cell components given by Eq.(32):
where the mapping from z κ−1 to w κ−1 is the same as used in Algorithm 1 for internal components. 
where θ u , θ v and θ p are three parameters to be determined in each iterative step and
in accordance with the definition given in Eq.(20).
Nonlinear Substep
Consider the integrand of the grid-cell residual squared (Eq. (22)) at the κ'th stage:
According to Eq.(33), the column vector, z κ , depends linearly on the parameters θ u , θ v and θ p , and the matrix, E κ (x, y), depends linearly on the parameters θ u and θ v . Eq.(35) can thus be written as a fourth degree polynomial of θ u , θ v and θ p , shown in Eq.(36) (36) is integrated numerically over the entire grid by the sum given in Eq. (37):
The function, P (θ u , θ v , θ p ), is then minimized with respect to the parameters θ u , θ v , θ p . The minimization of Eq. (38) is not a computationally expensive step since the function, P (θ u , θ v , θ p ), is a fourth degree polynomial depending on only three variables. For the purposes of this paper, the nonlinear conjugate gradient iteration was sufficient. A fixed number of iterations (50) was used and the Fletcher-Reeves method determined the line search direction (the reader may refer to Shewchuk [1994] for details concerning the nonlinear conjugate gradient iteration).
With the parameters θ u , θ v , θ p determined, the flow components are updated as shown in Eq.(33) and the iteration may be repeated until desired accuracy is reached or until errors, due to limited floating point precision or due to the approximate nature of the discretization, prevents further improvement.
Results
Solutions were computed for Reynolds numbers, Re ∈ {100, 1000, 5000, 10000, 20000, 30000, 40000}. The data from all the computations is too extensive to be displayed in detail in this paper but is available from the author upon request. In Subsections 6.1-6.3 details of a selection of the computed solutions are discussed.
Velocity Profiles
The x-component of the velocity, u(x, y), through the geometric center of the cavity, from the center of the "lid", (x = (L − 1)/2, y = 0), to the opposing side, (x = (L − 1)/2, y = L − 1), is shown in Figures 3-5 . This will simply be referred to as a velocity profile from now on.
For Reynolds number, Re = 100, the well known results from Ghia et al. [1982] are used as a comparison (Figure 3) . For Reynolds number, Re = 20000, the current results are compared 1 with the very fine-grid solutions from Erturk et al. [2005] and Wahba [2012] (Figure 4) . Additionally, the interesting features for various high Reynolds numbers from Re = 5000 to Re = 40000 is compared with each other (Figure 5) . Figure 3 , which shows the velocity profile for Reynolds number, Re = 100, confirms that the current results agree with established results [Ghia et al., 1982] for this Reynolds number. Figure 4 , which shows the velocity profile for Reynolds number, Re = 20000, shows a small deviance from the reference solutions by Erturk et al. [2005] and Wahba [2012] . In this case the current solution tends to agree with the references where they coincide and tends to lie between the references where they do not coincide. 
The dotted circles show results presented by Ghia et al. [1982] as a comparison. Figure 5 shows how the upper and lower parts of the velocity profile evolve as the Reynolds number increases. The upper part shows a systematic trend where minimum drops while shifting increasingly closer to the edge. The lower part shows a similar trend for Re = 5000 to Re = 20000. However from Re = 20000 to Re = 40000, the local minimum move toward the edge at a much smaller rate while increasing in magnitude at a greater rate. Figure 7 shows the velocity profiles for Reynolds number, Re = 1000, obtained with increasing values of Ω and decreasing values of L, compared with the results given by Ghia et al. [1982] , Erturk et al. [2005] . The value of L was the lowest value which did not give any significant deviance from solutions obtained using a higher resolution. These results illustrate how an increase of the order of continuity allows for a lower grid resolution while still achieving results of similar accuracy. Also note that the amount of data contained in the grid (proportional to L 2 Ω 2 in a two dimensional grid) decreases with increasing values of Ω. Figure 7 shows visualizations of computed flow configurations. Due to the high polynomial degree of the solution, flow features below grid resolution are resolved. This can be seen in the close-up plot in Subfigure 7(b). At higher Reynolds numbers the required grid resolution is higher compared to the scale of the main vortices of the flow. However, secondary, tertiary and quaternary vortices all split up in several sub-vortices at high Reynolds numbers. It seems reasonable to assume that the higher resolution requirement is connected to this phenomenon.
Flow Configurations

Computation Time and Convergence
The computation times were achieved on a standard desktop computer (quad core Xeon W3565 CPU at 3.2 GHz with 12 GB RAM). The computation times are not comparable to what might be achieved on a high end system utilizing parallel computing, but might have some use for internal comparison. Up to four separate computations were run simultaneously (each single threaded) each utilizing 23-25 percent of the CPU capacity. grid resolutions and order of continuity. The linear conjugate gradient iteration (see Subsection 5.1) accounted for most of the computation time (typically about 95 %). For higher Reynolds numbers, a higher grid resolution was required to achieve convergence. For Reynolds number, Re > 5000, computations were only carried out with Ω = 5 since the required grid resolution for lower values of Ω made computations on the current system too time consuming. For the highest Reynolds number, Re = 40000, the computation was run for approximately 72 hours with L = 135 and Ω = 5.
The error, √ P , plotted with empty squares in Figure 8 , shows a rapid initial convergence followed by a much slower rate of convergence. It is clear, however, when comparing with the reference figures from Erturk et al. [2005] , plotted with solid squares in Figure 8 , that the computed solutions still undergo changes during the final iterations. This may be explained by the fact that, while the quantity √ P only measures how well the solution conforms to the given differential equations (independently) at each point in the computational domain, the quantity RM S ref depends on the value of the solution at specific points which may be affected by the accumulation of small errors elsewhere in the computational domain. Additionally, some areas of the computational domain (e.g. near the lower corners where the velocity is discontinuous) may suffer from large errors compared to the rest of the grid, dominating the value of the quantity √ P in the later stages of the iteration. The residual of the solutions computed by the references [Erturk et al., 2005 , Wahba, 2012 converge to a smaller factor than the error of the current solutions. However, the error between grid points is not taken into consideration by Erturk et al. [2005] , Wahba [2012] , whereas in the current work the error is computed over a large number of sub-grid sample points. , 60, 100, 120, 135} and Ω = 5 where
It is clear that both an increase of the grid resolution, L, and the order of continuity, Ω − 1, increases the size of the linear system, Π (see Eq. (29)), and thus the required computation time and the required amount of memory. It should also be noted, however, that increasing the order of continuity (i.e. increasing Ω) also increases the number of nonzero sub/super-diagonals of the linear system, Π, which also increases memory requirements and computation time. Despite this disadvantage for higher orders of continuity, it was found that using higher values of Ω was more efficient at computing solutions for high Reynolds numbers (Re 2500), yielding solutions of acceptable accuracy for lower values of the grid resolution, L. The value of Ω is limited by the floating point errors, as shown in Subsection 2.6. For this reason, a maximum value of 5 was chosen (i.e. Ω ≤ 5 in all computations), corresponding to a spatial 4'th order of continuity (C 4 ) and a polynomial accuracy of order 9.
Conclusion and Outlook
An increase in spatial order (polynomial degree) of the grid (p-refinement) has advantages compared to increasing the grid resolution (h-refinement) in some cases when using the current method, as shown by the high Re solutions for the lid-driven cavity. These solutions, computed on an ordinary desktop computer, are among the highest Reynolds numbers at which steady state solutions for the lid-driven cavity have been published, even though obvious optimizations (e.g. mesh grading or parallel computation) were not used.
Unlike pseudo-time finite differencing approaches, the current method for arriving at a steady state solution does not yield periodic solutions as artifacts. Instability may appears if the grid resolution is insufficient, but it is chaotic, and does not resemble a periodic flow configuration.
It is clear from physical evidence that, for the high Reynolds numbers (Re 5000), the presented steady state solutions do not correspond to a physical three dimensional flow. It is, however, interesting to note that small perturbations, which are thought to initiate turbulence in a real flow, may be mimicked by numerical inaccuracies and potentially initiate turbulence or periodic behavior in simulations. The large differences in reported Reynolds number at which steady state solutions have been obtained for the lid-driven cavity in two dimensions may be Erturk et al. [2005] and Ghia et al. [1982] .
explained by the different nature and magnitude of these inaccuracies. If a periodic behavior, observed when solving the two dimensional system, was exclusively due to the mathematical qualities of the of the system (i.e. due to Poincaré-Andronov-Hopf bifurcation), it is reasonable to assume that this behavior would have occurred at similar Reynolds numbers even though different numerical schemes were used. The grids with the highest order of continuity, Ω = 5 (equivalent to a polynomial degree of 9, see Subsection 2.2-2.4), were the most efficient for computing steady state solutions for high Reynolds number flows, but the numerical accuracy imposed limitations on further increase of the order of continuity. An improvement, for example by using increased floating point precision or by finding basis functions with better numerical properties, is clearly possible.
It is clear from the mathematical framework (see Section 2) that the current method can be generalized to higher dimensions. Further, linear terms (e.g. time derivative, for unsteady flows) may also be added to the governing equations in matrix form (see Subsection 3.3) without fundamentally changing the properties of the method. With the current method, and other finite-element based methods, one obtains coupled sets of equations depending on information in a grid. The computational cost required to solve these systems tend to grow exponentially with the number of grid points. However, the computational cost of the numerical integration, which defines the equation set for the current method (see Subsection 4.1) grows linearly with the number of grid points. This is an advantage because, instead of adapting the grid to complex geometry or to different fluid phases, with the current method it is possible to select different governing equations independently at different sample points. One can also increase the density of sample points in some areas if necessary (assuming appropriate weighting is applied). Inter-action with objects smaller than the grid scale can thus be incorporated. An interface between immiscible fluid phases can be incorporated in the same way. The latter will be demonstrated with three-dimensional unsteady flow in a forthcoming paper. [Erturk et al., 2005] on a logarithmic scale for four separate computations, run through several iterations until comparable accuracy was reached. The error, √ P , (plotted with empty squares) is the root-mean-square grid-cell error (numerically integrated over the entire grid). The quantity, P , is given in Eq.(37) as a function of the parameters θ u ,θ v and θ p which are determined as explained in Subsection 5.2. The quantity, RM S ref , (plotted with solid squares) is the root-mean-square deviance of the computed solution as compared with the figures given by Erturk et al. [2005] for the x-component of the velocity along a vertical line through the geometric center of the cavity. Subfigures 8(a) and 8(b) shows these quantities over 25 iterations using L = 20, Ω = 3 and L = 11, Ω = 4, respectively, and with Reynolds number, Re = 1000, where an approximate solution for Reynolds number, Re = 400, was used to initialize the flow components. Subfigures 8(c) and 8(d) shows these quantities over 30 and 50 iterations using L = 200, Ω = 2 and L = 40, Ω = 5, respectively, with Reynolds number, Re = 5000, where an approximate solution for Reynolds number, Re = 2500, was used to initialize the flow components.
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