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1.1  研究背景 
 内閣府の調査によると，デジタルカメラの普及率は 58.9%，スマートフォンの普及率は
60.3%，特に 29 歳以下の若者のスマートフォン普及率は 93.9%とカメラが人々にとって身
近なものとなっている [1]．また，コミュニケーションツールや情報発信ツールとして SNS 
(Social Networking Service)が台頭している．総務省の調査によると，SNS の利用者の割














が，物体検出の分野では You Only Look Once (YOLO) [6]や Single Shot MultiBox Detector 


















































 𝑢 = 𝑥1𝑤1 + 𝑥2𝑤2 + 𝑥3𝑤3 (2.1) 










出力層と呼ぶ．隠れ層の 3 つのユニットは入力層の四つのユニットから𝑥1, 𝑥2, 𝑥3, 𝑥4を入力
として受け取る．ユニット間の個々の結合にはそれぞれ異なる重みが与えられており，それ
らを用いてそれぞれの隠れ層のユニットで総入力が計算される．それらに活性化関数が適
用されたものが隠れ層の出力となる．入力層のユニットを𝑖 = 1,2, … , 𝐼，隠れ層のユニット
を𝑗 = 1,2, … , 𝐽，入力層のユニット𝑖から出力層のユニット𝑗への重みを𝑤𝑗𝑖，出力層の各ユニ
 
図 2.2 順伝播型ニューラルネットワークの基本構造 
 





 𝑢𝑗 = ∑ 𝑤𝑗𝑖𝑥𝑖
𝐼
𝑖=1
+ 𝑏𝑗 (2.3) 








2.2  畳み込みニューラルネットワーク 
2.2.1  畳み込みニューラルネットワークの基本構造 











図 2.3 畳み込みニューラルネットワークの基本構造 
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 第 𝑙層の畳み込み層において，直前の第 𝑙 − 1層から K チャネルの画像𝑧𝑖𝑗𝑘
(𝑙−1) (𝑘 =







 𝑢𝑖𝑗𝑚 = ∑ ∑ ∑ 𝑧𝑖+𝑝,𝑗+𝑞,𝑘










= 𝑓(𝑢𝑖𝑗𝑚) (2.6) 
 
2.2.3  プーリング層 
 プーリング層は，一定領域内の畳み込み結果をまとめることで，一定領域内での平行移動
普遍性を獲得した特徴を抽出する層である [13]．プーリングの例を図 2.5に示す． 
 
 
図 2.5 プーリング実行例(最大プーリング) 
 












図 2.6 全結合層の概要図 
 













































2.3  DCGAN 
2.3.1  GAN 
 Generative Adversarial Network (GAN) [15]は，学習させた画像と似た特徴を持つ画像
を生成するアルゴリズムである．GANは Generatorと Discriminatorの二つのネットワー









Generator と Discriminator の学習を交互に進めていくことで，互いに高め合うように学







𝑉(𝐷, 𝐺) = 𝔼𝒙~𝑝𝑑𝑎𝑡𝑎(𝒙)[log 𝐷(𝒙)] + 𝔼𝒛~𝑝𝑧(𝒛)[log(1 − 𝐷(𝑮(𝒛)))] (2.9) 
 
 ここで，GはGenerator，DはDiscriminator，𝒙 は学習データ，𝒛 は乱数を．Discriminator
が正しく画像を判別できるようになると，𝐷(𝒙)は大きくなり，𝐷(𝑮(𝒛))は小さくなる．その
ため，log 𝐷(𝒙) , log(1 − 𝐷(𝑮(𝒛))は大きくなるため，Discriminatorはこの目的関数を最大化
しようとする．一方，Generatorが Discriminatorを欺けるようになると𝐷(𝑮(𝒛))は大きく
なるため，log(1 − 𝐷(𝑮(𝒛))は小さくなる．そのため，Generatorはこの目的関数を最小化し
ようとする．このように，Generator と Discriminator は対立的に目的関数を最適化する． 
 
2.3.2  DCGAN 
 Deep Convolutional Generative Adversarial Network (DCGAN) [8]は，GAN の









deconvolution や transposed convolution とも呼ばれる  [17] ． fractional-strided 
図 2.7 GANの概念図 
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 CNN では最終層で全結合層を用いることがよくあるが，DCGAN の discriminator では






 Generator の出力層以外の層と Discriminator の入力層以外の層にバッチ正規化 [19]を




・ReLU, Leaky ReLU の適用 
 Generator の出力層以外の各層に ReLU を，Discriminator の全ての層に Leaky ReLU
を適用する．Leaky ReLU は以下の式であらわされる．また，そのグラフを図 2.9に示す． 
 
 𝑓(𝑥) = max (𝛼𝑥, 𝑥) (Leaky ReLU) (2.10) 
 
 ここで𝛼はパラメータであり，DCGANでは𝛼 = 0.2が使用されている． 






2.4  YOLO 




1. 入力画像を S×S個のセルに分割する． 





































3.2  CNNと YOLOの二段階手法 
 提案手法では，YOLO と CNN を組み合わせた二段階手法による猫・犬の顔検出及び品




図 3.2 提案手法 1の概要図 (”The Oxford-IIIT-Pet Dataset” [21]) 
 





3.3  DCGANを用いたデータオーギュメンテーション 
3.3.1  DCGANを用いたデータオーギュメンテーションの概要 
 提案手法 1 の後段の品種識別用 CNN の学習において，DCGAN で生成した類似ペット
顔画像を CNNの学習データセットに加えるデータオーギュメンテーションを行う．これを







1. CNNの学習用データセットを用いて，品種ごとに DCGANを学習させる． 
2. 学習させた DCGAN で類似画像を生成する． 
3. 生成した類似画像の品質評価を行い，品質の良い生成画像を取り出す． 
4. 品質の良い生成画像を CNNの学習用データセットに加える． 
5. 類似画像を加えた CNN の学習用データセットに通常のデータオーギュメンテーショ
ンを施す． 
 













 DCGAN の Generator は Discriminator の CNN が本物かどうか区別できないような画
像を生成する．よって，その画像は DCGAN の学習画像に類似した CNN 特徴量を持つと
考えられる．そのため，DCGAN の生成画像は CNN の学習画像としても働くと考えられ，
CNNのデータオーギュメンテーションに使用できると考えられる． 
 
3.3.2  画像の品質評価値 




・評価指標 1：DCGANの Discriminatorの出力 




・評価指標 2：事前学習した品種識別用 CNNの出力 




・評価指標 3：事前学習した品種識別用 CNNの出力から求める Inception score 




I = exp(𝔼𝑥𝐾𝐿(𝑝(𝑦|𝑥)||𝑝(𝑦))) 

























3.4  提案手法 3 
 提案手法 3 は，提案手法 1 の後段の品種識別用 CNN の学習に，提案手法 2 の DCGAN







図 3.4 理想的な確率分布の例 







4.1  実験の概要 
 本研究では，提案手法の評価実験として次の 5つの評価実験を行った． 
 
実験 1： 提案手法 1の評価実験 
実験 2： 提案手法 2の評価実験 1 (生成画像付加の有無) 
実験 3： 提案手法 2の評価実験 2 (生成画像品質の与える影響) 
実験 4： 提案手法 2の評価実験 3 (品質評価指標) 
実験 5： 提案手法 2の評価実験 4 (追加画像枚数) 
実験 6： 提案手法 3の評価実験 
 
 実験 1 で提案手法 1 の評価を，実験 2-5 で提案手法 2 の評価及び最適なパラメータの探
索を，そして実験 6で提案手法 1と 2をまとめた提案手法 3の評価を行った． 
 
4.1.1  データセット 
 本研究では，オックスフォード大学が公開している動物画像データセット，”The Oxford-
IIIT-Pet Dataset” [21]より猫・犬それぞれ 12品種ずつを使用する．1 クラスに約 200枚の
画像が存在し，そのうち 50枚をテストに，残りを学習に使用した．使用した品種の一覧を








Abyssinian (Ab) American Bulldog (AB) 
Bengal (Ben) American Pit Bull Terrier (AP) 
Birman (Bi) Basset Hound (BH) 
Bombay (Bom) Beagle (Bea) 
British Shorthair (BS) Boxer (Box) 
Egyptian Mau (EM) Chihuahua (Ch) 
Maine Coon (MC) English Cocker Spaniel (EC) 
Persian (Pe) English Setter (ES) 
Ragdoll (Ra) German Shorthaired (GS) 
Russian Blue (RB) Great Pyrenees (GP) 
Siamese (Si) Havanese (Ha) 
Sphynx (Sp) Japanese Chin (JC) 
 
表 4.1 使用した品種の一覧 
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F値：Precisionと Recallの調和平均．Precisionと Recallを統合して評価する指標 
 
各評価指標の式を式(4.1) ~ (4.4)に，式中で用いた用語の表を表 4.2に示す． 
  
 



















 F 値 =






表 4.2 スレットスコア 
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4.2  実験 1：提案手法 1の評価実験 
4.2.1  実験概要 




4.2.2  実験結果 
 従来手法の結果を表 4.3に，提案手法 1の結果を表 4.4にそれぞれ示す． 
 
 









Ab Ben Bi Bo BS EM MC Pe Ra RB Si Sp cat
Precision 0.840 0.700 0.654 0.787 0.729 0.556 0.732 0.745 0.622 0.642 0.705 0.794 0.709
Recall 0.412 0.135 0.680 0.960 0.700 0.800 0.600 0.760 0.560 0.680 0.620 0.540 0.621
F値 0.553 0.226 0.667 0.865 0.714 0.656 0.659 0.752 0.589 0.660 0.660 0.643 0.662
cat
AB AP BH Bea Bo Ch EC ES GS GP Ha JC dog all
Precision 0.589 0.444 0.818 0.667 0.643 0.842 0.571 0.400 0.700 0.717 0.772 0.974 0.678 0.693
Recall 0.660 0.640 0.180 0.200 0.180 0.640 0.320 0.400 0.560 0.860 0.880 0.760 0.523 0.572
F値 0.622 0.524 0.295 0.308 0.281 0.727 0.410 0.400 0.622 0.782 0.822 0.854 0.591 0.627
dog
Ab Ben Bi Bom BS EM MC Pe Ra RB Si Sp cat
Precision 0.786 0.675 0.769 0.845 0.860 0.917 0.841 0.917 0.868 0.889 0.816 0.696 0.823
Recall 0.863 0.519 0.800 0.980 0.860 0.660 0.740 0.880 0.660 0.800 0.800 0.780 0.779
F値 0.823 0.587 0.784 0.908 0.860 0.768 0.787 0.898 0.750 0.842 0.808 0.736 0.800
cat
AB AP BH Bea Box Ch EC ES GS GP Ha JC dog all
Precision 0.800 0.698 0.646 0.615 0.756 0.702 0.549 0.647 0.795 0.778 0.875 0.930 0.733 0.778
Recall 0.720 0.600 0.620 0.480 0.680 0.660 0.560 0.660 0.700 0.840 0.840 0.800 0.680 0.729




4.2.3  考察 
 実験の結果，従来手法では Precisionが 0.693，Recallが 0.572，F値が 0.627となった．
一方提案手法 1 では，Precision が 0.778，Recall が 0.729，F 値が 0.753 となった．よっ




 従来手法と提案手法 1により検出された物体数を表 4.5に示す．表 4.5から，提案手法 1
は従来手法よりもペットの顔を 114個多く検出していることがわかる．この検出数の差が，
従来手法と提案手法 1の性能差の一因であると考えられる．提案手法 1の YOLOでは猫か














表 4.5 検出した物体数 
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4.3  DCGANにより生成された画像 













4.4  実験 2：提案手法 2の評価実験 1 (生成画像付加の有無) 
4.4.1 実験概要 
 実験 2では，提案手法 2 である DCGANを用いたデータオーギュメンテーションの評価
実験として，DCGANの生成画像を CNNの学習データセットに加えることが CNNの性能
に与える影響の調査を行った．実験としては，生成画像を CNNの学習データセットに加え
ない場合 (以下，従来手法)と，品質をランダムに一品種あたり 100 枚の生成画像を学習デ
ータセットに加えた場合 (以下，提案手法 2)の CNNの性能の比較を行った． 
 
4.4.2  実験結果 
 猫の実験結果を表 4.6に，犬の実験結果を表 4.7にそれぞれ示す． 
 
 









Ab Ben Bi Bom BS EM MC Pe Ra RB Si Sp cat
従来手法 0.902 0.750 0.840 1.000 0.880 0.820 0.840 0.960 0.720 0.900 0.820 0.780 0.851
提案手法 0.902 0.750 0.840 0.980 0.860 0.800 0.880 0.900 0.780 0.860 0.860 0.860 0.856
AB AP BH Bea Box Ch EC ES GS GP Ha JC dog
従来手法 0.800 0.620 0.820 0.600 0.900 0.940 0.840 0.660 0.840 0.960 0.840 0.860 0.807
提案手法 0.800 0.660 0.900 0.520 0.900 0.940 0.780 0.720 0.860 0.940 0.900 0.820 0.812
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4.4.3  考察 
 実験の結果，猫の場合，従来手法の accuracyが 0.851， 提案手法 2の accuracyが







4.5  実験 3：提案手法 2の評価実験 2 (生成画像品質の与える影響) 
4.5.1 実験概要 




価指標として評価指標 1：DCGANの Discriminatorの出力を使用した． 
 
4.5.2  実験結果 












Ab Ben Bi Bom BS EM MC Pe Ra RB Si Sp cat
従来手法 0.902 0.750 0.840 1.000 0.880 0.820 0.840 0.960 0.720 0.900 0.820 0.780 0.851
提案手法(品質ランダム) 0.902 0.750 0.840 0.980 0.860 0.800 0.880 0.900 0.780 0.860 0.860 0.860 0.856
提案手法(品質良い) 0.922 0.769 0.840 1.000 0.900 0.740 0.920 0.940 0.720 0.880 0.840 0.880 0.862
提案手法(品質悪い) 0.882 0.788 0.860 1.000 0.960 0.720 0.900 0.940 0.700 0.860 0.860 0.820 0.857
AB AP BH Bea Box Ch EC ES GS GP Ha JC dog
従来手法 0.800 0.620 0.820 0.600 0.900 0.940 0.840 0.660 0.840 0.960 0.840 0.860 0.807
提案手法(品質ランダム) 0.800 0.660 0.900 0.520 0.900 0.940 0.780 0.720 0.860 0.940 0.900 0.820 0.812
提案手法(品質良い) 0.760 0.680 0.900 0.680 0.920 0.940 0.800 0.680 0.840 0.920 0.860 0.860 0.820
提案手法(品質悪い) 0.820 0.740 0.820 0.600 0.920 0.900 0.780 0.640 0.780 0.900 0.900 0.880 0.807
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4.5.3  考察 
実験の結果，猫の場合，従来手法の accuracyが 0.851， 提案手法 2で品質ランダムに画
像を追加した場合の accuracyが 0.856，品質の良い画像のみを追加した場合の accuracyが
0.862，品質の悪い画像のみを追加した場合の accuracyが 0.857となった．犬の場合，従来
手法の accuracy が 0.807， 提案手法 2 で品質ランダムに画像を追加した場合の accuracy


























4.6  実験 4：提案手法 2の評価実験 3 (品質評価指標) 
4.6.1 実験概要 
 実験 3より，品質の良い画像を加える方が高い性能を示すことがわかった．実験 4では，
提案手法 2 である DCGAN を用いたデータオーギュメンテーションの評価実験として，以
下の三つの画像品質の評価指標の評価実験を行った．三つの評価指標に基づき選び出され
た品質の良い画像を，一品種あたり 100枚ずつ加えた際の CNNの性能の比較を行った． 
 
評価指標 1：DCGANの Discriminatorの出力 
評価指標 2：事前学習した品種識別用 CNNの出力 
評価指標 3：事前学習した品種識別用 CNNの出力から求める Inception score 
 
4.6.2  実験結果 
 猫の実験結果を表 4.10に，犬の実験結果を表 4.11にそれぞれ示す． 
 
 




表 4.11 実験 4の実験結果(犬) 
 
  
Ab Ben Bi Bom BS EM MC Pe Ra RB Si Sp cat
評価指標1 0.922 0.769 0.840 1.000 0.900 0.740 0.920 0.940 0.720 0.880 0.840 0.880 0.862
評価指標2 0.882 0.808 0.800 1.000 0.880 0.780 0.900 0.900 0.680 0.900 0.800 0.860 0.849
評価指標3 0.882 0.769 0.860 0.980 0.900 0.860 0.860 0.960 0.740 0.920 0.820 0.800 0.862
AB AP BH Bea Box Ch EC ES GS GP Ha JC dog
評価指標1 0.760 0.680 0.900 0.680 0.920 0.940 0.800 0.680 0.840 0.920 0.860 0.860 0.820
評価指標2 0.760 0.660 0.820 0.620 0.880 0.940 0.800 0.720 0.820 0.900 0.840 0.880 0.803
評価指標3 0.740 0.660 0.860 0.640 0.880 0.940 0.860 0.660 0.820 0.940 0.900 0.920 0.818
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4.6.3  考察 
 実験の結果，猫の場合は評価指標 1 を用いた場合 accuracyが 0.862，評価指標 2 を用い
た場合 accuracyが 0.849，評価指標 3を用いた場合 accuracyが 0.862となった．犬の場合
は評価指標 1を用いた場合 accuracyが 0.820，評価指標 2を用いた場合 accuracyが 0.803，
評価指標 3を用いた場合 accuracyが 0.818となった．つまり，猫では評価指標 1及び評価
指標 3を用いた場合が，犬では評価指標 1を用いた場合が最も高い性能を示した．よって，






4.7 実験 5：提案手法 2の評価実験 4 (追加画像枚数) 
4.7.1 実験概要 
 実験 5では，提案手法 2 である DCGANを用いたデータオーギュメンテーションの評価
実験として，加える DCGAN の生成画像の枚数が CNN の性能に与える影響の調査を行っ




4.7.2  実験結果 
 猫の実験結果を表 4.12 に，犬の実験結果を表 4.1 にそれぞれ示す．また，結果をグラフ
化したものを図 4.6, 4.7に示す． 
 




表 4.13 実験 5の実験結果(犬) 
 
 
追加枚数 Ab Ben Bi Bom BS EM MC Pe Ra RB Si Sp cat
0 0.902 0.750 0.840 1.000 0.880 0.820 0.840 0.960 0.720 0.900 0.820 0.780 0.851
25 0.863 0.808 0.800 1.000 0.940 0.760 0.920 0.960 0.680 0.920 0.800 0.880 0.861
50 0.843 0.846 0.840 1.000 0.900 0.740 0.920 0.920 0.700 0.920 0.820 0.900 0.862
100 0.922 0.769 0.840 1.000 0.900 0.740 0.920 0.940 0.720 0.880 0.840 0.880 0.862
150 0.804 0.827 0.900 1.000 0.940 0.720 0.900 0.940 0.680 0.860 0.800 0.880 0.854
200 0.843 0.750 0.840 1.000 0.900 0.760 0.880 0.900 0.680 0.880 0.800 0.840 0.839
250 0.902 0.769 0.840 1.000 0.880 0.780 0.900 0.900 0.780 0.820 0.820 0.840 0.852
300 0.843 0.788 0.900 1.000 0.900 0.780 0.900 0.920 0.760 0.900 0.780 0.780 0.854
追加枚数 AB AP BH Bea Box Ch EC ES GS GP Ha JC dog
0 0.800 0.620 0.820 0.600 0.900 0.940 0.840 0.660 0.840 0.960 0.840 0.860 0.807
25 0.720 0.680 0.860 0.680 0.900 0.920 0.800 0.640 0.820 0.940 0.880 0.940 0.815
50 0.760 0.680 0.860 0.640 0.920 0.920 0.780 0.700 0.840 0.900 0.880 0.900 0.815
100 0.760 0.680 0.900 0.680 0.920 0.940 0.800 0.680 0.840 0.920 0.860 0.860 0.820
150 0.720 0.660 0.840 0.660 0.900 0.940 0.780 0.700 0.860 0.940 0.840 0.900 0.812
200 0.760 0.700 0.900 0.660 0.920 0.900 0.840 0.680 0.800 0.900 0.840 0.900 0.817
250 0.720 0.640 0.880 0.700 0.920 0.940 0.700 0.720 0.800 0.900 0.860 0.840 0.802















4.7.3  考察 
 実験の結果，猫の場合は追加枚数が50, 100枚の時が最も性能が高く，accuracyが 0.862，
犬の場合は追加枚数が 100枚の時が最も性能が高く，accuracyが 0.820となった．よって，

















4.8  実験 6：提案手法 3の評価実験 
4.8.1 実験概要 
 実験 6 では，提案手法 1 である YOLO と CNN を組み合わせた二段階手法と提案手法 2
である DCGAN を用いたデータオーギュメンテーションを組み合わせた提案手法 3 の評価
実験を行った．YOLO単体で猫・犬の顔の検出と品種識別を行う一段階の手法(以下，従来
手法)と提案手法 1，そして提案手法 3の性能の比較を行った．実験 2~5 の結果を踏まえ，
提案手法 2 として画像の品質評価指標 1 に基づき選び出された品質の良い画像を 1 クラス
あたり 100枚追加して実験を行った． 
 
4.8.2  実験結果 









表 4.15 実験結果のまとめ 
 
  
Ab Ben Bi Bom BS EM MC Pe Ra RB Si Sp cat
Precision 0.768 0.730 0.818 0.845 0.885 0.971 0.837 0.932 0.844 0.976 0.843 0.771 0.852
Recall 0.843 0.519 0.900 0.980 0.920 0.680 0.820 0.820 0.760 0.820 0.860 0.740 0.805
F値 0.804 0.607 0.857 0.907 0.902 0.800 0.828 0.872 0.800 0.891 0.851 0.755 0.828
cat
AB AP BH Bea Box Ch EC ES GS GP Ha JC dog all
Precision 0.786 0.651 0.653 0.649 0.791 0.655 0.605 0.632 0.745 0.804 0.891 0.933 0.733 0.792
Recall 0.660 0.560 0.640 0.480 0.680 0.720 0.520 0.720 0.700 0.820 0.820 0.840 0.680 0.743
F値 0.717 0.602 0.646 0.552 0.731 0.686 0.559 0.673 0.722 0.812 0.854 0.884 0.705 0.767
dog
Precision Recall F値
従来手法 0.693 0.572 0.627
提案手法1 0.778 0.729 0.753
提案手法3 0.792 0.743 0.767
 38 
 
4.8.3  考察 
実験の結果，提案手法 3では Precision が 0.792，Recall が 0.743，F値が 0.767 となっ
た．従来手法と提案手法 1，提案手法 3の結果を比較すると，提案手法 3が最も高い性能を















は従来手法と比べて Precision で 0.099，Recall で 0.171，F 値で 0.14 の性能向上を達成
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