We introduce a novel implicit approach for single object segmentation in 3D images. The boundary surface of this object is assumed to contain two known curves (the constraining curves), given by an expert. The aim of our method is to find the wanted surface by exploiting as much as possible the information given in the supplied curves and in the image. As for active surfaces, we use a cost potential which penalizes image regions of low interest (most likely areas of low gradient or too far from the surface to be extracted). In order to avoid local minima, we introduce a new partial differential equation and use its solution for segmentation. We show that the zero level set of this solution contains the constraining curves as well as a set of paths joining them. We present a fast implementation which has been successfully applied to 3D medical and synthetic images.
Introduction
The common use of deformable models, introduced by Kass et al. [12] , in 2D and 3D image segmentation consists in introducing an initial object in the image and deforming it until it reaches a desired target. In [10] , Cohen and Kimmel present a segmentation approach in 2D where the final state of the active curve stands for the global minimum of an image dependent energy. Their model only requires two points located on the boundary to be segmented as additional information. Unfortunately their approach cannot be extended to find the global minimum for an active surface in a 3D image. In the lower position we have traced some minimal paths between the two constraining curves and a 3D representation of the zero level set, the minimal paths are traced on this surface.
Minimal Paths

Global minimal paths between two points
Cohen and Kimmel give in [10] a method to find the global minimal path, connecting two points p 1 and p 2 , with respect to a given cost function P > 0, also called potential function. In other words, they find the global minimum of the geodesic active contour's energy
when imposing to the curve its two end points. L is the length of the curve and s is the arclength. The potential function P is defined on the image domain and corresponds to the features we want the curve to follow. For example, if I is the image, with P = I, the curve will follow dark structures. With P = 1 1+ ∇I 2 , the curve will extract high values of the gradient, and that corresponds to contours.
Notice that in the special case where P is a constant, the energy is proportional to the length of the curve, and we are looking for minimal geodesics.
Authors of [10] show that a globally minimal curve for equation (1) is obtained by following the opposite gradient direction on the minimal action map U p 1 , defined by
The minimal path between p 2 and p 1 is thus obtained by solving the problem: dC ds (s) = −∇U p1 (C(s)) with C(0) = p 2 .
A proof of this will be given in Theorem 4. In order to compute U p 1 , Cohen and Kimmel [10] use the fact that this map is solution of the Eikonal equation ( [5] ):
∇U p1 = P and U p1 (p 1 ) = 0.
A rigorous proof can be found in [5, 14] . Let us however give some ideas to understand this equation. First, notice that when P = 1, U p 1 (p) is the minimal length of a path between p and p 1 . Thus U p 1 is equal to the distance to p 1 , and this is known that a distance map satisfies ∇U p 1 = 1. In the general case, U p 1 can be seen as a weighted distance to p 1 . Second, let us consider the level sets of U p 1 , and call L(t) the curve(s) on which U p 1 = t. Now assume δ is a small positive number, and p is a point on L(t + δ). A minimal path between p 1 and p will cross L(t) at some point q. By definition of the two level sets, the energy of the whole path t + δ is equal to the energy of the path between p 1 and q, which is t, plus the energy of the small path between p and q. Admitting that when δ gets very small, this small path will be close to a segment of length l, and normal to both level sets, that is in the direction of ∇U p 1 , we have T + δ = t + lP(p). This means that the local distance l between the two level sets is equal to δ P(p) . From these remarks, we can understand that the curves L(t) satisfy the evolution equation
, where n(s, t) is the unit normal vector to the curve L(., t). The last idea is that by differentiation of the identity U p 1 (L(s, t)) = t with respect to t, we have ∇U p 1 · ∂L(s,t) ∂t = 1. Replacing ∂L(s,t) ∂t by 1 P n(s, t) and noticing that the normal to level sets of U p 1 is the normalized gradient vector
, which leads to ∇U p 1 = P. Equation (3) can be numerically solved by simple ordinary differential equations techniques like Newton's or Runge-Kutta's. To numerically solve equation (4) , classic finite differences schemes tend to be unstable. In [19] , Tsitsiklis introduced a new method that was independently reformulated by Sethian in [17] . It relies on a one-sided derivative looking in the up-wind direction of the front, and it gives the correct viscosity solution. This algorithm is known as the Fast Marching algorithm and is now widely used. It was used in [10] to solve equation (4) and find globally minimizing contours in images. More details on its background and implementation can be found in [18, 9] . It is important to highlight a major advantage of this algorithm. After a simple initialization of U p 1 over the grid domain, setting U p 1 (p 1 ) = 0 and U p 1 (p) = ∞ for all other points p, only one pass over the grid is needed. By using a min-heap data structure, an O(N log N ) complexity can be ensured on a grid of N nodes.
Euler-Lagrange and Eikonal equations
We are now working in a 3D space. The definition of the geodesic active energy related to curves remains the same when considering a curve traced in 3D. Henceforth, E will then denote this curve energy. We are now interested in the relation between the critical curves of energy E (definition given below) and the Eikonal equation solution U p 1 (viscosity solution). We use the following usual definitions, the unit tangent vector of curve C at point C(t) is T = C (t)/ C (t) . If s is the arclength parameterization of C, the curvature κ relative to C is defined by κ = Vectors n and b are the normal and the binormal vectors of C and κ its curvature (see [6] for more details on curves in 3D).
Proof:
We are looking for a necessary condition for a curve to be a minimum of the geodesic energy E. We consider then an open curve C parameterized on [0, 1] and we suppose this curve to be a local minimum of E. We compute the first variation of E around C. Let γ be a differential curve also parameterized on [0, 1], such that γ(0) = γ(1) = 0 (we assume the extremities of C are fixed). The first variation of E in the direction of γ, around C is obtained by
. We now use the definition of E = P(C(s))ds and so we have
(6) Then, by chain rule derivation we obtain,
By integration by parts, we modify the form of the second term of (6), note that the values at 0 and 1 of γ are null, hence we have
At last, by replacing T in equation (8), and by using the expression A of equation (7), we obtain the new form of (6):
However, since we suppose that curve C is a local minimum of E, the first variation of this energy around this curve is zero, and this is true for all direction γ. We thus deduce the Euler-Lagrange equation:
Let us project this equation onto the Frenet basis T , n, b so that we get at last equation (5) .
Notice that since C (s) = T and C (s) = κ n, equation (9) can be rewritten as
Strictly speaking, the converse of the Euler-Lagrange condition is false. Not all solutions of this equation are local minima. This is why we give the following definition Definition 2 (Critical curves) We say that C is a critical curve of the energy E if C is a solution of the Euler-Lagrange equation (5) .
We now study the link between critical curves and the viscosity solution, U p 1 , of the Eikonal equation. To that end we introduce
Definition 3 (field lines) We will say that C is a field line of ∇U p 1 if it is the solution of the ordinary differential equation
where p is a point of the image domain.
And we have the following property:
Theorem 4 (Field Lines and Euler-Lagrange equation)
Proof: Let p be a point in the image domain such that, in p, the viscosity solution of the Eikonal equation U p 1 is of class C 2 ( p is such that equation (11) has only one solution). We can then compute the derivative of the two members of the squared Eikonal equation ∇U p 1 2 = P 2 at point p, which drives us to
Consider now a field line of ∇U p 1 . After a reparameterization C 1 (s) = C(L− s) in order to change the sign of the first equality of (11), if s is the arclength parameterization of C 1 , we can write:
(13) since U p 1 satisfies the Eikonal equation. We thus have P C 1 (s)
The computation of the derivative of this last equation with respect to s gives
using equation (12), and this is exactly the Euler Lagrange equation of energy E as written in (10) .
Note that Kimmel et al. presented a similar proof in the two dimensional case in [13] . Our proof is valid for any dimension (in particular in 3D). On the other hand, we know that the action map U p 1 is the unique viscosity solution bounded from below of the Eikonal equation (see [14] ). In the present case, where the boundary condition is only U p 1 (p 1 ) = 0, the regularity of U p 1 only depends on the regularity of the potential function P. In this paper we do not consider the problem concerning points where the action map is not regular enough for its gradient to be defined. In practice, numerical approximations can solve the problem when the only goal is to compute a minimal path between two points. As a matter of fact, one of the main interests of theorems 1 and 4 is that they allow us to consider efficient numerical approaches in order to compute minimal paths to point p 1 from any point in the image domain. An extension to 3D of Fast Marching and minimal paths is straightforward. The authors of [11] used it to find centerlines in 3D tubular structures. After the computation of the action map by this extension, the minimal path is obtained by gradient descent, solving equation (3), like in the 2D case. We now present our first extension of minimal paths to surface segmentation.
Minimal paths between two curves
We now seek to extract a surface that contains two constraining curves Γ 1 and Γ 2 using the method of minimal paths outlined in the previous section, that is we look for an extension to 3D surface of the minimal path segmentation. Intuitively, we see that, if potential P is correctly tailored, every minimal path between a point p 1 ∈ Γ 1 and a point p 2 ∈ Γ 2 should belong (or at least be close enough) to the surface we wish to extract. A naive approach for the generation of a 'surface' is to build minimal paths between all the points of Γ 1 and Γ 2 (Note that the Hopf-Rinow theorem (see section 5-3 of [6] ) ensures the existence of a minimal path between any two points in the metric space induced by potential P). Hence, each point of Γ 1 would be associated to every point of Γ 2 . Clearly, from a computational point of view, this would be expensive (at least n action maps to build and n×n gradient descents, if n is the number of points of the discretized versions of Γ 1 and Γ 2 ), and many of these numerous associations would not be relevant. We thus propose to exploit the set of minimal paths between each point of curve Γ 2 and curve Γ 1 considered as a whole. We then have to work with paths between points and curves.
Definition 5 (Path between a point and a curve)
We call path between a point p and a curve Γ, a curve γ such that γ(0) = p and γ(1) ∈ Γ (γ is parameterized in
Expecting a result similar to theorem 4, it is natural to introduce an action map with respect to one of the curves given by the user. 
{E(γ)} = min
γ between
Notice that the minimal path between p and Γ is the path having the minimal geodesic energy among all curves between a point q ∈ Γ and p. Function U Γ is a distance function from Γ in the Riemannian space induced by P and thus U Γ = min q∈Γ {U q } . This equality anticipates the following result, for which a rigorous proof can be found in the work of Mantegazza and Mennucci in [14] .
Theorem 7 The action map U Γ is the only viscosity solution bounded from below of the Eikonal equation
Notice that if there exists only one point
The difficulty is that the uniqueness of point q 0 is not always satisfied. Again, a major interest of this last property, is the fact that the Fast Marching algorithm can also be used to rapidly compute a numerical approximation of U Γ , the only difference is that we have a different boundary condition. The following property will then provide us a tool for rapidly computing minimal paths between a point and a curve.
Theorem 8 (Field Lines of
then C is a critical curve of the geodesic energy E between point p and curve Γ.
Concerning this property, mathematically speaking, we are not ensured that U Γ is regular enough to define its gradient. As Mennucci shows in [15] , the regularity of U Γ depends upon the regularity of P but also on the regularity of Γ. Notice also that whatever the shape of curve Γ is, even if the potential P is C ∞ , there always exist points where U Γ is not C 1 . The interesting fact is that the set of these points has a zero H 3 − measure (Hausdorff measure of third degree), so that in practice, ambiguities in the determination of the gradient can easily be solved.
Minimal path set between two curves Γ 1 and Γ 2
Let us now define our minimal path set. Curves Γ 1 and Γ 2 are exploited as the initialization of the model and as incorporated user information. The approach is based on considering a network of paths that globally minimizes an energy associated to the image. This network is used to generate a surface that contains the constraining curves and provides a segmentation of the object lying between them. A curve γ q Γ 1 is a path between a point q and curve
, between the points of Γ 2 and curve Γ 1 , is the set
By solving equation (16), using each point of Γ 2 as part of the initial condition (C q Γ1 (0) = q), we globally minimize the energy, producing a minimal energy network:
Definition 9
We call minimal path set between Γ 1 and the set of points of Γ 2 , with respect to potential P, the set
U Γ 1 being the solution to the Eikonal equation
The minimal network is thus the set of all solutions of the ordinary differential equation (16) when varying its initial condition along Γ 2 . Up to a reparameterization, assume every minimal path (respectively curve Γ 2 ) is parameterized on an interval J (respectively I). S
can then be considered as a mapping (since minimal paths cannot cross without merging) from I × J to Ω, such that for all pair
(v). Using this map for segmentation follows the same intuition as in [3] , where the hypothesis is made that each path of S Γ 2 Γ 1 is within a small distance from the surface to extract. If potential P is correctly chosen, the set of curves S Γ 2 Γ 1 should be near the surface that we wish to extract. In order to illustrate this fact, consider the synthetic example given in figure 2. There we show some curves belonging to S Γ 2 Γ 1 when the potential is obtained from a binary synthetic image of a vase.
Unfortunately, as can be understood from [14] , and illustrated in figure 6 middle, in the general case the map S continuity. For that reason, it is insufficient for segmentation. In order to cope with this difficulty, two different solution were proposed in [3] . However, they still have some constraints and therefore we introduce in the next section a novel approach for the generation of a surface using the minimal path network. This surface shall be defined as the zero level set of a function Ψ which solves a certain transport equation.
Implicit defi nition of a surface containing the minimal path set
In order to simplify our description, Γ 1 and Γ 2 are assumed to be two non-intersecting planar, closed curves. We look for a real function Ψ, defined on the image domain Ω, such that S Γ 2 Γ 1 is contained in its zero level set (further noted Ψ −1 ({0})). Having no a priori knowledge on the properties Ψ should satisfy, we shall suppose that Ψ is continuously differentiable and we first look for a necessary condition based on our knowledge of the minimal path network. Further, this condition is exploited to formulate a sufficient condition and finally give a consistent description of function Ψ. 
Searching for an implicit function
As in section 2.4, we denote by C q Γ 1 a minimal path from a point q ∈ Ω to curve Γ 1 , and we suppose that J is its parameterization interval. The minimal path set S
can also be considered as a subset of Ω, p ∈ S
means that p is a point belonging to a minimal path (joining a point of Γ 2 and Γ 1 ). Let us first assume that Ψ is a continuously differentiable function, defined on Ω such that S 
The perpendicularity of the two gradient vector fields is only necessary on the points of the minimal path network. Hardening this condition and demanding that Ψ satisfies a relation similar to (18) everywhere in Ω, should lead to a sufficient relation for the minimal paths to be contained in Ψ −1 ({0}).
It is interesting to note that we only want to act on the zero level set of Ψ; this gives the opportunity to introduce a regularization term in the previous equation. For this purpose we introduce a regular (at least continuously differentiable) real function G that satisfies G(0) = 0. We have the following proposition :
Theorem 11 (Sufficient condition) If Ψ is C 1 satisfying :
then the minimal path network S Γ 2 Γ 1 is contained in the zero level set of Ψ.
Proof: For every point q ∈ Γ 2 , the values taken by function Ψ along the minimal
. We have, for all s ∈ J:
. Thus, the function f q satisfies over the interval J the ordinary differential equation
Furthermore, recall that C q Γ 1 (0) = q and q ∈ Γ 2 . Condition (C 2 ) establishes then that f q (0) = 0. Consequently, since G is a differentiable function such that G(0) = 0, the unique solution to (20) compared to [3] , obtained with our method. A good example is given in figure 6 , which demonstrates, on a synthetic image, how this approach gives good results where clearly S
is insufficient for segmentation. In the next sections we explicitly give the problem to be solved in order to build the segmentation of an object from the two constraining curves. Most likely traced by a human user (or a 2D segmentation process), Γ 1 and Γ 2 will be supposed to be planar curves.
Using minimal paths for surface segmentation
We further denote by Π 1 , Π 2 the intersection of the planes containing Γ 1 and Γ 2 with the image domain (remember that this is purely a practical condition, it is not necessary that these curves are planar but, if not, the description of the boundaries of our problem is more complicated). The functions d 1 , d 2 are the signed distance functions to these curves, positive in their interior and defined on Π 1 and Π 2 respectively. Notice that at each point q ∈ Γ 2 , d 2 (q) = 0. Consider now the closed set V 2 η = {p ∈ Π 2 such that |d 2 (p)| ≤ η} , where η is a real positive value (see figure 4) . Inspired by theorem 11, we consider the open set O = int(Ω) − V 2 η , where int(Ω) is the interior of the image domain, and search for Ψ as the solution to the Cauchy problem defined on Ω:
δΩ is the boundary of the image domain Ω. Notice that outside Γ 2 , the signed distance d 2 is negative, and thus the minimum value taken in the third equation of (21) is the largest distance to Γ 2 in Π 2 with a minus sign. This is a stationary transport problem where the function G stands for the source term. It is beyond the scope of this paper to present the theoretical details of the existence and uniqueness. As a matter of fact, numerical approaches (see section 3.4) that take in consideration the presence of possible discontinuities of the function Ψ were proposed before a theoretical framework was established. Let us now observe the influence on our problem of the choice of the function G.
Choice of the function G
As presented in the previous section, the function G is only required to be continuously differentiable and satisfy G(0) = 0. It is interesting to examine some possible choices of G and to see its influence on the solution Ψ. G = 0: With this choice, problem (21) becomes a stationary transport problem. Equation (20) is in this case dfq ds = 0, so that for every point p of Ω function
is constant (Ψ is constant along any minimal path). Ψ 'transports' the values of the boundary V 2 η ∪ δΩ along the minimal paths (the transport problem has been studied from a theoretical point of view see for example [1] and references within, results of existence and uniqueness have been given by Bouchut et. al. in [4] and L. Ambrosio in [1] ). Even though this choice seems the most natural, the resulting Ψ may present discontinuities. By construction, every curve solution of problem (16) (a minimal path) will join curve Γ 1 . If p and q are two points of
, Ψ will take these two different values. This supposes that the different values transported by Ψ from the boundaries will 'collapse' on curve Γ 1 producing discontinuities.
In figure 5 (a) we show a synthetic example where the surface to extract is a cylinder-like object having a spherical protuberance, the two constraining curve being traced on parallel planes, normal to the cylinder's axis. We show some level sets of function Ψ (obtained using the numerical method presented in section 3.4) on two orthogonal planes, these level sets collapse within a short distance of curve Γ 2 . This phenomenon is similar to the merging of minimal paths that caused interpolation problems in [3] . G • Ψ = αΨ: α is supposed to be a positive constant. With this choice, equation (20) becomes dfq ds = −αf q , whose solution is f q (s) = Ψ(q) exp(−αs). Along minimal paths,the function Ψ is no longer constant, its value decreases in a exponential manner. With this simple approach it is possible to avoid the collapsing effect of the previous case, and have level sets of Ψ that are more regularly spaced. This can be seen as a way to regularize our problem without the necessity of adding smoothing term based on higher degree derivatives. In our implementation, α is still a parameter but automatic approaches to find this constant are being studied.
In figure 5(b) we show the effect of this regularization on the same synthetic image as in figure 5(a) .
Implementation Issues
We now describe an efficient algorithm for the numerical implementation of the transport problem (21). Unlike [3] , minimal paths are not to be computed directly in this implicit approach. We only numerically calculate solutions to the Eikonal and stationary transport equations. To numerically solve the Eikonal equation (15) classic finite difference schemes tend to be unstable. Generally it is preferable to use consistent algorithms using upwind differences (derivative approximations are chosen looking in the direction from which the information is flowing) as fast marching [17] . The stationary transport equation, as with most first order partial differential equations whose characteristics intersect, is difficult to solve numerically. In fact, in the general case (P is supposed to be a bounded and continuous function), there is no classical solution defined in all Ω, and the weak solution Ψ can present discontinuities. Many implementations of the transport equation in its non-static expression have been proposed in the modeling of geophysical phenomena. Here we will concentrate on a first order, fast algorithm which is less constrained since only the zero level set of the solution matters in our approach.
In order to simplify notation, the symbol V shall be used to refer to the gradient ∇U Γ 1 . One of the first numerical approaches for solving the transport equation proposes a first order approximation of the gradient ∇Ψ that follows the direction in which information propagates. This discretization is the upwind approach and consists in choosing the approximation of ∂Ψ ∂δ following the sign of the components V δ (where δ = x, y ou z) of V . Recently, A. Yezzi and J. L. Prince used this scheme in [20] for the numerical solution of equation ∇Ψ · T = 1 (where T was a known vector field). At last, although this scheme is of relatively low precision and dissipative, it gives satisfactory results in our experiments with an acceptable convergence speed.
If Ψ i,j,k is the value of the numerical approximation of Ψ at point [i; j; k] of the discrete square grid, we shall denote the left and right approximations of the partial derivatives by:
(similarly in the y and z directions) where h is the discretization step, identical in all three spatial directions. Our scheme for solving the stationary transport problem 
where the value of the vector V at grid point
). In our problem, the direction in which information propagates is given by the vector −V . Therefore, denoting by H the heaviside function defined by H(x) = 1, if x ≥ 0 0, else. , the upwind approximation is:
Then, denoting I = (i + 1) if V x > 0, i − 1 otherwise, and similarly for J and K, we have V
which, by grouping terms with Ψ i,j,k , finally leads to the update expression of our algorithm:
Thus Ψ i,j,k is an expression of three of its neighbor grid points. V is assumed to be known everywhere from the first step computing the minimal action to one curve or to a set of curves. The Ψ i,j,k are known at the beginning on the boundary grid points. We can use a classical sweeping algorithm with this formula.
These equalities can also be exploited, as presented in [20] , in a fast marching type scheme that achieves a first order approximation of the solution to our problem in only one grid pass and with a N log N complexity. When only two of these neighbors are known, we use a reduced formula. For example, when the third one is missing:
In the same way, when only one neighbor is known, for example the first one, we use the formula:
In the end, our algorithm consists of solving the Eikonal equation first, then the transport equation by means of the same implementation. We thus can achieve very rapid computing times. In the next section we give some results. 
Applications
We apply our method to some synthetic and real 3D images. In all our examples we used a potential defined for p in the image domain as: P(p) = ρh 1 (|∇I σ (p)|) + (1 − ρ)h 2 (∆I σ (p)), where h 1 and h 2 are two functions bounded between 0 and 1 and where I σ is the convolution of the given image with a Gaussian kernel of variance σ. Typically, h 1 (x) = 1 1+x 2 /λ 2 , where λ is a user defined contrast factor that can be computed as an average gradient value, and h 2 is chosen to be a zero crossing detector. Figure 6 represents a sphere blended with a plane. The set of minimal paths S
is unable to provide enough information for the extraction of the surface, since no minimal path 'climbs' on the sphere surface. Nonetheless, the zero level set of the corresponding Ψ function reconstructs perfectly the surface. Our implicit method recovers more information than the minimal paths and we obtain the complete surface.
In figure 7 we show the extraction of the surface of the left ventricle from the 3D ultrasound image shown in figure 1. For this ultrasound image of size 256 × 256 × 256 we used a personal computer with a 1.4Ghz processor and 512 Mb of RAM. The segmentation was obtained in less than 15 seconds.
Conclusion
In this paper we have presented a method that generalizes globally minimal paths for curve segmentation in 2D to surface segmentation in 3D. Our model is initialized by two user-supplied curves which we maximally exploit, partly by the fact that the surface we generate is constrained to contain them. We have developed a novel implicit approach that, through a linear partial differential equation, exploits the solution to the Eikonal equation and generates a function whose zero level set contains all the globally minimal paths between the constraining curves. Hence, our approach is not prone to local minima traps as are other active surface approaches.
