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Despite over 70 years of extensive research, the factors controlling how clouds entrain 
environmental air are still not well understood, a problem contributing to the poor quantitative 
precipitation forecast skill of numerical weather prediction models and the highly sensitive 
precipitation biases in climate models.  Inspired by a recent field investigation of convection 
over England in 2013, the research presented in this dissertation seeks to improve the current 
understanding of entrainment by investigating mechanisms that may influence the properties of 
entrained air and potentially alter the rates of convective rainfall. 
An idealized, simulated cumulus congestus was used to analyze how successive thermals 
diluted differently when entraining air locally modified by their predecessors. Directly-calculated 
entrainment rates were found to be strongest at the rear of each successive thermal, but the 
entrainment rates alone cannot predict the erosion rate of the high liquid water content cores. A 
novel analysis of sampling entrained and detrained air within each successive thermal 
demonstrates how humid, positively buoyant air was preferentially entrained by later thermals 
that rose in the wakes of their predecessors, limiting their dilution.  
 Extending this approach, a series of idealized simulations were performed where a 
number of cumulus congestus clouds were allowed to develop as a linear population with 
different cloud separation distances. A strong dependency of the resulting convective rainfall on 
the distance between neighboring clouds revealed the importance of interacting cold pools in 
forcing subsequent generations of convection. Substantial moistening of the locally entrained air 
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The mutual exchange of cloud and environmental air is a principle concept in the 
atmospheric sciences. The introduction of environmental air into a cloud, called entrainment, 
produces a negative feedback on cumulus development, and is thus a determining factor for the 
vertical transport of heat, moisture, and momentum into the upper levels of the troposphere, 
influencing the climate and large-scale dynamics in the long term. On shorter time scales, 
entrainment and mixing of that air inside the cloud produces variability in supersaturation, drop 
size distributions, and the spatial distribution of liquid water inside the cloud, affecting the 
precipitation efficiency through the warm rain process (Cooper et al. 2013), the accretion of 
liquid water onto riming ice particles (Cooper and Lawson 1984), and the potency of ice 
multiplication processes (Blyth and Latham 1997). 
Despite over 70 years of extensive research, the factors controlling the rates of 
entrainment and cloud dilution are still not well understood, a problem reflected in the poor 
quantitative precipitation forecast skill of numerical weather prediction models (Fritsch and 
Carbone 2004; Barthold et al. 2015) and highly sensitive precipitation biases in climate models 
(e.g., Bechtold et al. 2004; Klocke et al. 2011). Inspired by a recent field investigation of 
cumulus convection over England in 2013, the research presented in this dissertation seeks to 
improve the current understanding of entrainment by investigating mechanisms that may 
influence the properties of entrained air and potentially alter cloud development and the rates of 
convective rainfall. 
2 
1.2 Thermodynamics of cumulus entrainment 
In its simplest form, the ascent of a non-entraining saturated air parcel may be described 
as a moist adiabatic process where the incremental changes in properties of the parcel (e.g., 
temperature T, pressure p, and saturated water vapor mixing ratio ws) can be predicted from an 











where cp (cv) is the specific heat capacity of air at constant pressure (volume), k = (cv-cp)/cp, and 
L is the latent heat of vaporization. For example, if a saturated cloud parcel comprised of 1 kg of 
dry air with a saturated water vapor mixing ratio of ws undergoes an incremental decrease in 
pressure dp by adiabatic ascent, then the parcel will cool by dT, experience a decrease in water 
vapor by dws, and an increase in condensed liquid water –dws. By integrating these changes over 
the vertical ascent of the parcel starting from the lifting condensation level (LCL), the adiabatic 
liquid water content of the cloudy parcel (ALWC) and the adiabatic temperature of the parcel 
can be readily computed as a function of the LCL pressure, temperature, and water vapor mixing 
ratio. 
In situ measurements of cumulus clouds revealed the infeasibility of modeling clouds as 
idealized sets of moist adiabatic processes. In the mid-1940s, oceanographer Henry Stommel 
(1947) found the temperatures and liquid water contents of updrafts in tropical clouds sampled 
near Puerto Rico were far less than their theoretical moist adiabatic values. These observations 
led to his seminal paper where he envisioned clouds entrained and mixed large amounts of 
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environmental air into their updrafts, reducing their buoyancy and partly evaporating their liquid 
water. 
Stommel (1947) made several simplifying assumptions in order to formulate the 
thermodynamic effects on the updraft. These were as follows: 
 Environmental air is entrained laterally into the updraft, i.e., the entrained air originates 
from the same vertical level at a rate that preserves mass continuity. 
 The entrained air is mixed instantaneously and homogeneously into the updraft. 
 Air is entrained continuously into an air parcel as it ascends. 
Under this framework of assumptions, a cloudy updraft with mass m and a horizontally-
averaged property Ac (e.g. condensed liquid water mixing ratio) ascending in an environment 
with a corresponding horizontally-averaged property Aε can be considered. As the cloudy air 
ascends, the updraft entrains an environmental mass of (Δm)ε and detrains a cloudy mass of 
(Δm)δ. The mass conservation of A can be expressed, following Stommel (1947) and Houze 
(2014), as 
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where the overbars represent horizontally-averaged properties, and the last term describes 
sources and sinks of Ac within the cloud updraft apart from entrainment and detrainment. As     
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If Ac is a conserved during moist adiabatic ascent, such as the equivalent potential temperature, 
total water mixing ratio, or moist static energy, then the dilution of Ac can be expressed as 
 


















In other words, the dilution of an updraft is determined by the differences between the properties 
of the environment and in-cloud properties, and the rate at which air from the environment is 
entrained. The larger the entrainment rate and (or) the larger the difference between the 
properties of the environment and updraft, the further the updraft properties will depart from 
those properties predicted by moist adiabatic ascent for a fixed length of time. Notably, the 
detrainment of cloud mass does not directly factor into dilution of an updraft. Instead, 
detrainment affects the properties of the environment, and therefore is considered as an important 
feedback of convection on the larger-scale environment. 
Later observations of convection in the 1940s confirmed Stommel’s previous 
observations and concept of entrainment. Bunker et al. (1949) measured temperature lapse rates 
in tropical cumulus clouds that were also closer to the environmental values alongside variations 
evident from random turbulent mixing. Using a primitive method of measuring the fractional rate 
of change of the area bounded by triangles with vertices at the points of released pilot balloons, 
the Thunderstorm Project (Byers and Hull 1949) provided evidence of significant entrainment of 
environmental air through the sides of thunderstorms. 
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Two overarching questions were prevalent in the early studies of entrainment. 
1) What factors determined the rate at which clouds entrain environmental air?  
2) From where in the environment relative to the location of mixing does the entrained air 
originate? 
These questions are important because from Eq. (1.4) the rate at which a cloud entrains 
air and the properties of the entrained air (determined by its origin in the environment) govern 
the rate of dilution of a cloudy parcel. 
 
1.3 Schematic models of cumulus entrainment 
During the 1950s, researchers attempted to answer these questions by treating clouds as 
fundamental fluid dynamic systems having laboratory analogues already in existence. In lieu of 
the computational resources of later years, investigators instead utilized dimensional analysis and 
similarity theory to determine relationships between entrainment and various schematic models 
of cumulus convection. These early schematic models were the jet, plume, and bubble. 
In the plume (jet) model, a constant buoyancy (momentum) source powers an updraft into 
which environmental air is entrained laterally at its sides. In the laboratory, plumes were 
observed to be approximately steady-state, incompressible, symmetric about their vertical axis, 
and expanded with height, i.e., the vertical mass flux increased with height (Houze 2014). 
Following these assumptions, it can be shown that any change in the vertical mass flux M is 
equal to any change in the entrained mass flux to satisfy mass continuity, and the entrainment 











where b is the radius of the updraft at a particular height, and αe is a proportionality constant 
empirically determined to be about 0.1 (Morton et al. 1956; Squires and Turner 1962; Turner 
1962). 
By assuming a cloud updraft to behave like an entraining jet, Houghton and Cramer 
(1951) were the first to write a cloud model that incorporated entrainment. Their calculations 
were able to demonstrate similar reductions in lapse rates and liquid water contents with height 
previously observed in situ. They also recognized that although dynamical lateral entrainment 
can occur to preserve mass continuity, a random turbulent entrainment component that would 
produce heterogeneity in the cloud was crucially missing in the plume and jet conceptual models 
of entrainment. 
It is not surprising to find that some researchers contested the fundamental steady-state 
assumption in the plume and jet schematic models. Clouds are notoriously non-steady and 
display great heterogeneity with their “cauliflower” appearance. Discrete regions of buoyancy 
are known to exist that birds and glider pilots utilize to remain aloft for hours at a time. 
Unsatisfied by the jet model and inspired by recent research into immiscible bubbles (Davies and 
Taylor 1950) an alternate schematic model was proposed by Scorer and Ludlam (1953): the 
warm bubble. 
In the bubble schematic model, an ensemble of buoyant regions or “bubbles” of warm air 
are envisioned to ascend and penetrate into the stratified environment. As each bubble rises, the 
cooler air above the bubble is forced around it, and by mixing with the outer edges of the bubble, 
7 
negatively buoyant air is detrained into a turbulent, moist wake. New bubbles may rise later 
through this wake and benefit from the moistened environment and erode more slowly, 
increasing the cloud top height. Therefore, a cloud was envisioned as a series of increasingly 
penetrative convective bubbles. 
There was one glaring problem with the warm bubble model at the time. The warm 
bubble model did not incorporate any entrainment into its interior and instead would propose the 
existence of adiabatic regions over the whole depth of the cloud. This was in direct disagreement 
with the current field observations at the time (e.g., Stommel 1947; Warner 1955) where clouds 
were found to be diluted well below their adiabatic limits. Malkus (1954) also found that her 
observations of Caribbean cumulus clouds agreed well with the cloud model of Houghton and 
Cramer (based upon jets) after accounting for a lateral “gross entrainment” of environmental 
mass. Ultimately, these setbacks meant the bubble theory would never be adopted without 
modifications. 
Efforts in improving the bubble schematic model did persist, however. A series of bubble 
experiments commenced in the latter half of the 1950s using negatively buoyant salt solutions in 
laboratory tanks to simulate the ascent of warm, cloudy air (Scorer and Ronne 1956; Scorer 
1957; Woodward 1959). These bubbles were found to entrain significantly after forming a 
toroidal-shaped region of concentrated vorticity. The velocity structure of the toroidal circulation 
was examined most closely by Woodward (1959) who found the air in the circulation flowed 
outward from its vertical axis everywhere except at the bottom of the circulation where strong 
inflow occurred. Instead of entrainment occurring laterally through the sides of the updraft at all 
levels, entrainment was found to occur in turbulent eddies much smaller than the scale of the 
toroidal circulation along the leading edge of the ascending thermal, and at the rear of the 
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thermal where unmixed ambient fluid entered. The entraining toroidal circulation resembled that 
of a Hill’s vortex (Lamb 1932), and analytic expressions for describing the circulation and the 
associated entrainment were published by Levine (1959). Woodward, a glider pilot herself, 
named these entraining bubbles “thermals” as they were already called in aviation terminology. 
The thermal was idealized as a spherical buoyant element, where like a bubble, it may also occur 
in series, although only single thermal laboratory experiments were conducted during this time 
period. A turbulent wake was often found behind the rising thermal as it detrained negatively 
buoyant mixtures. 











where αe was determined empirically to be 0.2 for thermals (Scorer 1957; Turner 1964). 
Therefore, thermals were found to entrain at three times the rate of jets and plumes, but were 
primarily found near the tops of clouds (e.g. Saunders 1961). 
 
1.4 Observational evidence of thermals in cumulus clouds 
Dispute over which conceptual model best represented entrainment inevitably occurred. 
Building upon the work by Malkus (1954), Simpson et al. (1965) compared observations of 
Caribbean cumulus clouds and results from a numerical entraining plume model. By tuning 
entrainment parameters, the model was able to show good agreement with the observed vertical 
velocity and height of the cloud, but the computed updraft temperatures and liquid water 
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contents were overestimated. Warner (1970) pointed out the serious problem of tuning the 
entrainment parameters to fit the observations, and concluded that 1-D plume models could not 
accurately predict simultaneously the depth of a cloud and its liquid water content. Cotton and 
Tripoli (1978) showed that 3-D models capable of explicitly resolving the airflow of a cloud 
could make better predictions of both quantities, supporting Warner’s objections to the 1-D 
models. 
Meanwhile, a growing body of evidence was suggesting cumulus clouds were comprised 
of thermals. Warner (1970) used aircraft observations to document large turbulent overturning 
motions near cloud top resembling those of the toroidal circulations of thermals. MacPherson 
and Isaac (1977) also observed that the pattern of air flow near cloud top followed roughly that 
of a toroidal circulation. The presence of downdrafts around the edges of clouds, a key feature of 
the toroidal circulation, were also reported from numerous field studies (e.g., Knupp and Cotton 
1985; Blyth et al. 1988; Raga et al. 1990). Stith (1992) used aircraft to release passive tracers 
near cloud top, and for the next ten minutes observed some of the tracers being swept into 
narrow downdrafts flanking the cloud top, and then mixing into the cloud several hundred meters 
below through its sides. This observation was more consistent with the laboratory findings of 
Johari (1992), who found narrow sheets of environmental fluid descending around thermals and 
then entering at their rear before prominent mixing occurred, in contrast with the early view of 
cloud top mixing by Scorer (1957). 
Blyth et al. (1988) suggested growing clouds behaved much like shedding thermals 
(Scorer and Ronne 1956) after analyzing more than eighty cumulus clouds over Montana. From 
their airborne observations, they determined that the source of the entrained air into a cloud 
originated near or within 1 km above the aircraft sampling level of the cloud, and was 
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transported in strong, narrow downdrafts along the edges of the cloud. They declared that the 
“simplest picture” of a single cumulus cloud consisted of a thermal that initially contains 
undiluted air within it. As the thermal rises, air from above is swept around its edges and 
entrained into the rear of the thermal, gradually eroding away at the undiluted core of the 
thermal. As the thermal erodes, negatively buoyant mixtures are detrained or shed into a 
turbulent wake behind the thermal. The ascent halts when the core of the thermal dilutes to a 
point when it is no longer buoyant (Fig. 1.1). 
The shedding thermal concept explained several features of clouds that the entraining 
plume could not. Large regions of undiluted cloudy air are retained for some time during the 
ascent of a thermal (e.g., Heymsfield et al. 1978; Jensen et al. 1985; Raga et al. 1990) as it 
gradually erodes. In the entraining plume model, undiluted air would not be found because the 
updraft would be laterally entraining and mixing environmental air instantaneously and 
homogeneously. Conserved scalar analyses by (Blyth et al. 1988), following the method of 
Paluch (1979), showed air within a cloud was a linear mixture between undiluted sub-cloud air 
and air circulated from above cloud top, supporting the shedding thermal concept. Lastly, the 
shedding thermal conceptual model also offered an explanation for the observations that clouds 
detrained a spectrum of mixed air parcels below or at their level of neutral buoyancy (e.g., 
Telford and Wagner 1974; Raymond and Wilkening 1985). An entraining plume model, on the 
other hand, would only detrain at the level where its updraft became neutrally buoyant at cloud 
top. 
Damiani et al. (2006) provided some of the most definitive evidence of thermals in 
cumulus clouds. Using the high-resolution, dual-Doppler 95 GHz University of Wyoming Cloud 
Radar, the velocity fields of air motions at the tops of cumulus clouds were sampled and 
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analyzed. A toroidal ring of vorticity enclosing a center region of strong updrafts was clearly 
identified in several of the cases, along with regions of lower reflectivity at dry air intrusions. 
The authors concluded that the clouds behaved like shedding thermals. 
 
1.5 Large-eddy simulations of cumulus entrainment 
The advent of 3-D large-eddy simulations (LES) in the 1990s allowed researchers to 
directly resolve the largest eddies to better understand entrainment. Carpenter et al. (1998) 
simulated non-precipitating, cumulus congestus clouds over many cycles of development and 
decay. They found that for over most of the cloud lifetime, that they were comprised of multiple 
thermals, that undiluted parcels of sub-cloud air were present at all levels within the cloud, and 
that thermals were responsible for the vast majority of the entrainment and detrainment. 
Entrained air was calculated to originate several hundred meters above the location of mixing, 
supporting the observations of Blyth et al. (1988). Evaporative cooling and condensate loading 
often caused the collapse of cloud turrets which then descended below their level of neutral 
buoyancy before detraining. The results of this study provided further evidence that cumulus 
clouds behaved as shedding thermals. 
Blyth et al. (2005) compared in situ observations of shallow Florida cumulus clouds with 
a corresponding high-resolution LES of a cumulus cloud and found several consistencies with 
the shedding thermal model. Strong horizontal divergence was found near the tops of clouds, and 
downdrafts were found on the outward flanks of relatively strong updrafts where maximum 
LWC gradually decreased with height. The most remarkable finding from this study was the 
documentation of completely evaporated LWC regions at the rear of the observed toroidal 
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circulations, as well as the simulated one, due to the strong inflow of environmental air. This key 
signature of “holes” in thermals was first observed in the laboratory thermal experiments by 
Scorer (1957) and later by Sànchez et al. (1989). 
At the same time, Zhao and Austin (2005) were performing numerical investigations of 
the ascending cloud tops of a simulated field of shallow cumulus. They found similar entraining 
toroidal circulations at cloud top, distorted by the wind shear into “P-circulations”, similar to 
those observed in the balloon measurement experiment by Kitchen and Caughey (1981). As 
reported in previous observations and numerical experiments, undiluted ascent of sub-cloud air 
was also found to occur over a large depth of the cloud within the ascending cloud top. Zhao and 
Austin concluded their LES results supported the conceptual model of the shedding thermal. 
Three-dimensional LES has also been used to determine the role of entrainment on the 
spectral distribution of droplet sizes and subsequently collision-coalescence to produce warm 
rain. The importance of environmental mixing (both homogeneous and inhomogeneous) on 
droplet size distributions had been studied previously in 1-D parcel models (e.g., Mason and 
Chien 1962; Warner 1973; Baker et al. 1980; Su et al. 1998; and others) but had been criticized 
for the simplicity of the dynamics in a 1-D model framework (Warner and Mason 1975; Jonas 
and Mason 1982, 1983; Telford and Chai 1983). Lasher-Trapp et al. (2005) calculated backward 
air parcel trajectories within the 3-D simulated cloud of Blyth et al. (2005) to demonstrate the 
importance of entrainment by thermals in broadening cloud droplet size distributions. 
Entrainment during ascent was found to produce large variability in the supersaturation of a 
number of air parcels, supporting earlier theoretical suggestions by Cooper (1989), and 
reproduced broad, bimodal droplet size distributions that are important for initiating collision-
coalescence. A follow-up study by Cooper et al. (2013) found the broadening mechanism due to 
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entrainment was crucial for producing rainfall at realistic time scales, i.e., 20 minutes or less in 
tropical cumulus. 
On the other hand, some 3-D LES of cumulus clouds have favored the plume model of 
entrainment. Through the Lagrangian tracking of one million particles in a LES of a field of 
trade cumuli, Heus et al. (2008) found air was predominantly entrained laterally through the 
clouds at all levels and showed no preference for entrainment near cloud top, the latter to be 
expected from thermals. The entrained air parcels appeared to originate significantly lower than 
the observation level, in direct contradiction to the observations of Blyth et al. (1988) who 
concluded from the Paluch (1979) technique that the entrained air originated near the observed 
level or slightly above. Furthermore, Heus and Jonker (Jonker 2008) showed that lateral mixing, 
through evaporative cooling at cloud edge, creates a shell of negatively buoyant, moist air that 
subsequently subsides around the updraft. By their reasoning, the subsidence of this moist shell, 
instead of a cloud top toroidal circulation, could alternatively explain why air is sometimes 
observed to originate above the flight level of aircraft. 
Other recent LES studies have focused upon the dynamics of thermals. Conditional 
sampling of thermals in LES (e.g., Sherwood et al. 2013; Romps and Charn 2015) has been used 
to quantify the relative strengths of the buoyancy, perturbation pressure drag, and entrainment 
terms of the vertical momentum equation, to better alleviate convection biases in climate models 
(e.g., Zhang et al. 2010). The vertical momentum equation of a thermal, as presented by Houze 
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where B is the buoyancy term of the thermal, DR is the perturbation pressure drag, and Λ is the 
momentum entrainment rate. If thermals behaved as Hill’s vortices, and therefore did not 
experience any DR, the vertical momentum equation would only be governed by the balance 
between buoyancy and entrainment. 
The assumption of significant or negligible pressure perturbation drag has large 
consequences on the momentum entrainment rate which is sometimes also referred to as 
“entrainment drag”. A vertical momentum equation dominated by the balance between B and DR 
would require little entrainment drag, a notion supported by recent simulations that show the 
term to be relatively unimportant (Dawe and Austin 2011a; Sherwood et al. 2013). If the vertical 
momentum equation neglects DR, then the momentum of the parcel would be primarily 
dependent on buoyancy. However, there is still debate to this day on whether thermals actually 
behave as Hill’s vortices and experience drag, or not. Conditional sampling of thermals in LES 
by Sherwood et al. (2013) support the theory that thermals are “slippery”, i.e. have no 
perturbation drag and behave as Hill’s vortices, but was countered convincingly by Romps and 
Charn (2015) who showed thermals were unlike Hill’s vortices, experiencing significant 
perturbation drag, and therefore are “sticky”. In the latter case, the vertical momentum equation 
would then be governed primarily by the balance of buoyancy and perturbation pressure. 
However, “slippery” thermals would be required to mix more with their environments for the 
same vertical momentum budget of “sticky” thermals because “slippery thermals” neglect 




1.6 General overview of entrainment in cumulus parameterizations 
Despite the large advances in computing power over recent decades, the turbulent 
motions of cumulus clouds are far too small to be explicitly resolved in operational numerical 
weather prediction (NWP) models or general circulation models (GCM), and therefore the 
interaction of the large-scale environment with an ensemble of cumulus clouds is often 
parameterized. Most contemporary convective parameterization schemes use a mass-flux 
formulation based on a steady-state entraining and detraining plume, due to its simpler 
mathematical treatment compared to the highly transient nature of thermals. The first example of 
this parameterization was based upon Arakawa and Schubert (1974) who considered an 
ensemble of cumulus clouds in quasi-equilibrium with the large-scale environment as a function 
of the convective vertical mass flux M. In this formulation, the mass flux is determined by a 
separation of time and height dependencies of M 
 ( , ) ( ) ( )BM z t M t z  (1.9) 
 
where MB is the time-dependent vertical mass flux at cloud base and determined by the large-
scale environment, and η is the vertical structure of the cumulus ensemble determined by a 
steady-state entraining and detraining plume (Yano 2014). The quantity η is a fractional modifier 
of M, and is defined as the fraction of the horizontal area occupied by the cumulus ensemble 
relative to the horizontal area of a grid-cell. From Eq. (1.6), the structure of the vertical mass flux 
of an entraining plume is determined by the entrainment rate and can be extended to incorporate 











where ε and δ are the fractional entrainment and detrainment rates, respectively (de Rooy et al. 
2013; Yano 2014). In other words, ε and δ are the ratios of the entrained and detrained mass flux 
relative to the convective vertical mass flux per unit height, and directly determine the vertical 
structure of the plume. 
Following Arakawa and Schubert (1974), a spectrum of convective mass fluxes Mi, each 
with their own vertical structure ηi governed by its own prescribed εi and δi, is then determined 
by some closure condition. Each ensemble member is then coupled to a prognostic 1-D updraft 
model that computes the thermodynamic and microphysical behavior of the cumulus ensemble 
member. The resulting sub-grid scale tendencies are then collectively fed back into the resolved 
fields of the NWP model or GCM. An alternative and more common approach is to treat the 
whole cumulus ensemble, composed of many clouds with different sizes and at different states of 
their lifetimes, as one bulk steady-state plume. This assumption is valid if the cumulus ensemble 
is in quasi-equilibrium with the large-scale environment. 
Studies by Simpson and Wiggert (1969) and Simpson (1971) suggested the fractional 
entrainment rates were dependent on the radius of the cloud updraft, and so the relationship of 
Eq. (1.6) was often used to parameterize ε (e.g., Tiedtke 1989; Gregory and Rowntree 1990; 
Kain and Fritsch 1990). For example, Tiedtke (1989) proposed shallow, narrower clouds had a 
radius b ≈ 0.67 km (ε = 0.3 km
-1
) so that they entrained more quickly than deeper, wider clouds 
(b ≈ 2.0 km; ε = 0.1 km
-1
). Some schemes (e.g., Raymond and Blyth 1986; Kain and Fritsch 
1990) also introduced a two-step mixing model where buoyancy sorting was incorporated. Based 
on the model of Raymond and Blyth (1986), mixing into the updraft is assumed to create a 
spectrum of mixtures between undiluted sub-cloud air and the environment. Negatively buoyant 
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mixtures are assumed to detrain to their level of neutral buoyancy, better representing the vertical 
redistribution of moisture and heat by convection, while positively buoyant mixtures are retained 
within the updraft and further modify its properties. Some schemes assumed a Gaussian 
distribution of mixtures (e.g., Kain and Fritsch 1990) while others assumed a uniform 
distribution of mixtures (e.g., Bretherton et al. 2004). 
Because early cumulus parameterizations assumed entrainment and detrainment rates 
were based on relatively arbitrary choices for cloud radii, LES of cumulus cloud fields were 
performed to more realistically assess entrainment and detrainment rates over a cumulus 
ensemble. Siebesma and Cuijpers (1995) performed such a simulation and found the bulk 
entrainment and detrainment rates of the cumulus field were nearly an order of magnitude greater 
than those used in early schemes. This result caused the authors to hypothesize that the bulk 
entrainment rate of a cumulus ensemble was weighted strongly by the presence of many small 
clouds, later supported by Neggers et al. (2003), despite these clouds contributing the least to 
deeper convective mass transport. LES studies have also revealed that detrainment varies more 
than entrainment with height, due largely to the variation of cloud top heights where detrainment 
is particularly strong (de Rooy and Siebesma 2008, 2010). Therefore, the cloud size distribution 
ultimately governs the vertical structure of the convective mass flux (de Rooy et al. 2013). A 
strong correlation between detrainment rates and buoyancy sorting was noted by de Rooy and 
Siebesma (2008),: weakly buoyant updrafts that required mixing of only low amounts of 
environmental air to become negatively buoyant exhibited rapid detrainment and little depth. 
Thus, the detrainment rate, and a large part of the vertical structure of the convective mass flux, 
could be parameterized from the buoyancy of the updraft and humidity of the environment. 
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On the other hand, there is a noticeable lack of consensus on how to parameterize the 
entrainment rate ε which is fundamentally important for determining the buoyancy of clouds, 
their depth, and precipitation production. LES studies have shown that the simple relationship 
between ε and cloud radius greatly underestimates the entrainment. Several LES studies have 
shown the transition from shallow to deep convection coincides with a substantial decrease in the 
entrainment rate (e.g., Kuang and Bretherton 2006; Del Genio and Wu 2010; de Rooy et al. 
2013); however, this transition still hints at the importance of cloud radius on entrainment, i.e. 
deeper convection is generally wider. Comparisons between single-column models and LES by 
Derbyshire et al. (2004) also showed that convection parameterizations could not adequately 
describe the changes in the vertical mass flux structure with different ambient humidity, inspiring 
formulations of ε that decreased with increasing humidity in the troposphere (e.g., Bechtold et al. 
2008). It is also noted that this formulation is opposite that of Kain and Fritsch (1990) where ε 
actually increases with atmospheric humidity. An alternative approach is to parameterize ε and 
its variability as a stochastic process. First suggested by Raymond and Blyth (1986) in their 
buoyancy sorting concept, and supported recently by Romps and Kuang (2010), there has been 
recent success in capturing the convective variability by treating entrainment rates stochastically 
(e.g., Sušelj et al. 2013; Romps 2016). 
The lack of general consensus on the factors controlling ε is disconcerting considering the 
large sensitivity of NWP models and GCMs to entrainment. For instance, Bechtold et al. (2004) 
reported the simulated diurnal cycle of tropical precipitation was highly sensitive to the 
parameterized entrainment rate. Klock et al. (2011) performed climate model sensitivity tests 
using the Tiedtke (1989) entrainment parameterization and found that their GCM was most 
sensitive to the prescribed entrainment rate. Oueslati and Bellon (2013) found that increasing the 
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entrainment rate helped reduce the “double ITCZ syndrome” famous in GCMs, but at the 
expense of overestimated precipitation in the center of convergence zones. Hirota et al. (2014) 
concluded from their entrainment sensitivity tests that “an appropriate treatment of convective 
treatment is essential for determining the spatial distributions of and temporal variations in 
precipitation”. Overall, current cumulus parameterizations suffer from the dilemma that there is 
no nominal value for the entrainment rate. A larger entrainment rate helps to prevent biases in 
overestimating precipitation from spurious deep convection, but at the expense of a lower 
precipitation forecast skill for shallow convection and an unstable stratification bias where too 
much heat and moisture is constrained to the lower and middle levels of the troposphere (Mapes 
and Neale 2011). 
 
1.7 The importance of the locally entrained air on cloud dilution 
Traditionally entrainment and detrainment rates have been diagnosed from conserved 
scalar budgets, e.g., total water mixing ratio, in LES and not directly from the flow of the velocity 
fields. Mixing is treated as a function of the “bulk” entrainment rate, the horizontally-averaged 
cloud updraft properties, and the large-scale environment, as formulated by Eq. (1.4). As a 
consequence, the bulk entrainment and detrainment rates are dependent on the response of the 
scalar fields to mixing, which can lead to instances where the true entrained mass fluxes are 
underestimated if the properties of the entrained air are not representative of the large-scale 
environment. For example, if a turbulent eddy detrained an air parcel that was then quickly 
entrained back into the updraft by the same or a different eddy, then the air parcel would have 
experienced limited mixing with the environment, retaining properties similar to the updraft. The 
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scalar response of the updraft to the entrainment of this air parcel would then be negligible, and 
the entrained mass flux by the turbulent eddy would not be incorporated into the diagnosed bulk 
entrainment rate. 
The early 2010s saw an advance in how entrainment and detrainment rates can be 
diagnosed from LES. These new “direct” methods calculate the entrainment and detrainment 
rates directly from the resolved velocity fields, and do not depend upon the response of 
horizontally-averaged scalar properties. Chapter 2 reviews one of these methods that is utilized 
in this study extensively. 
Studies incorporating direct calculations (Romps 2010; Dawe and Austin 2011b) have 
determined entrainment and detrainment rates to be nearly twice as strong as previously 
diagnosed by bulk methods, and highlight the importance of the characteristics of the locally 
entrained air which is neglected entirely in bulk methods. Dawe and Austin (2011a) attributed 
the disparity in rates to the presence of a moist shell of air surrounding the updrafts of clouds that 
is preferentially entrained, instead of drier air representative of the large-scale environment. In a 
simulation of a deep convective cloud, Yeo and Romps (2013) calculated that over half of all 
entrained parcels were previously detrained from the cloud, and thus held higher equivalent 
potential temperatures than the environment, slowing cloud dilution by entrainment. 
These recent studies using direct calculations of entrainment indirectly highlight an 
important limitation of previous entrainment investigations. Clouds in previous entrainment 
studies have largely been treated as isolated, independent entities where the entrained air is 
assumed to represent the large-scale environment instead of the local environment surrounding a 
cloud. These perspectives limit insight on how clouds may entrain and dilute in scenarios where 
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the local environment is perturbed substantially from the large-scale environment, such as from 
the local effects (i.e., moistening and temperature changes) of the moist air shell, reincorporation 
of detrained air parcels into the updraft, or by other mechanisms. Improved knowledge of factors 
that govern the properties of the locally entrained air may help future entrainment 
parameterizations better predict the dilution of cumulus clouds, and subsequently resolve 
outstanding issues in convective rainfall biases and the vertical distribution of heat and moisture 
in the troposphere. 
 
1.8 Summary 
From this review of the literature, beginning with the seminal work of Stommel (1947), 
current knowledge of entrainment and detrainment can be summarized into several main points: 
 Entrainment of environmental air is responsible for diluting a cumulus cloud, reducing its 
lapse rate to near that of the environment, evaporating or sublimating cloud condensate, 
and limiting the depth of the cloud. 
 Detrainment of cloud mass into the environment is crucial for the moistening and heating 
of the middle and upper troposphere on larger scales. 
 Conceptual models of entrainment into cumulus clouds are based mainly on laboratory 
analogues of the entraining plume or the thermal. In the entraining plume model, lateral 
entrainment through all sides of the updraft is postulated to be the dominant mode of 
mixing, while in the thermal model entrainment primarily occurs at the rear of a large 
toroidal circulation. 
22 
 A substantial amount of field evidence and LES results support the conceptual model that 
clouds behave as one or more shedding thermals. 
 Despite this evidence, cumulus clouds are parameterized in operational NWP models and 
GCMs as steady-state entraining plumes, due to their relative mathematical and 
computational simplicity to implement, in contrast to highly transient thermals. The 
steady-state assumption can be defended if the cumulus ensemble represented by a 
spectrum of plumes or a single bulk plume, composed of many clouds with different sizes 
and at different states of their lifetimes, is in quasi-equilibrium with the large-scale 
environment. 
 While the factors determining the detrainment rate in parameterization schemes are 
relatively well understood, there is no general consensus on how to appropriately 
determine the entrainment rate from the mean state variables, and thus many different 
schemes treat entrainment with ad hoc methods. 
 The problem of how to better parameterize the entrainment rate is compounded by the 
existence of biases in NWP models and GCMs, especially in regards to precipitation, that 
are highly sensitive to the entrainment rate. 
 Recent “direct” methods of calculating entrainment and detrainment have provided a new 
realm of possibilities in understanding factors that govern entrainment. Considerable 
evidence has pointed toward the importance of the properties of the locally entrained air 




1.9 Research Objectives 
The Convective Precipitation Experiment (COPE) field campaign was held during the 
summer of 2013 to help improve knowledge of the microphysical and entrainment processes 
governing the rates of convective rainfall (Leon et al. 2016). Remote and in situ observations 
from the FAAM BAE-146 and the University of Wyoming King Air (UWKA) research aircraft, 
along with ground-based X-band radar imagery, documented the development of cumulus clouds 
over Southwestern England. Cumulus clouds in this region featured cool bases (10-12 °C), low 
CAPE, moderately shallow depth (3-6 km), and relatively low droplet concentrations of 
approximately a few hundred per cubic centimeter. While these metrics are not inspiring from a 
heavy convective rainfall perspective, this region was selected for its ability to develop abundant 
precipitation resulting in flash flooding, notably during the 2004 Boscastle flood (Golding et al. 
2005). 
On 3 August 2013 a tightly-packed, quasi-stationary line of precipitating cumulus clouds 
oriented SW - NE was observed in-situ by the University of Wyoming King Air and FAAM 
BAE-146 aircraft, and remotely sensed by a ground-based X-band radar situated at the now 
defunct Davidstow Moor airfield. Cloud tops ranged in height from 4-6 km above sea level in a 




), and the CAPE was approximately 350 J kg
-1
. The 
strongest updrafts measured were typically found between 10-15 m s
-1
. Younger clouds 
developed typically upwind of older clouds (Leon et al. 2016); however; successive thermal 
development was observed in regions of decaying growth throughout the line (Taylor et al. 2016; 
Leon et al. 2016).  
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Radar echo maxima up to 60 dBZ were detected by the X-band radar along with high 
differential reflectivity values indicative of large raindrops (Plummer et al. 2018 [in prep.]) 
above the melting level. Both the King Air and BAE-146 aircraft measured ice concentrations, 
for sizes exceeding 100 μm, greater than several hundred per liter above the -8 C isotherm in 
some clouds, and were mainly attributed to an active Hallett-Mossop process (Taylor et al. 2016; 
Jackson et al. 2018 [in prep.]). Jackson et al. also noted that clouds with tops below -10 C 
exhibited an active warm rain process. With  supercooled LWC over 2 g m
-3
 (approximately 50% 
of the adiabatic LWC) above the melting layer and substantial riming, graupel exceeding 1 mm 
diameter were observed in clouds with tops above -10 C (Taylor et al. 2016; Jackson et al. 
2018). Modeling simulations by Lasher-Trapp et al. (2018 [in prep.]) corroborated the influence 
of the rime-splintering process on ice number concentrations for clouds with tops above 5 km (-
15 C). They noted the dominant pathway to precipitation in their simulations was the freezing 
of supercooled raindrops which then grew by riming before falling out of the cloud and melting 
to produce surface rainfall.  
While these studies have greatly illuminated the relative importance of various 
microphysical processes on the convective rainfall, no studies have yet examined the factors 
controlling the strength of entrainment and cloud dilution, and their impact on convective 
rainfall, on 3 August. In addition, any study of entrainment needs to account for the local 
properties of the entrained air which have been shown in past studies to deviate substantially 
from the large-scale environment. Importantly, the potential effects of multiple, successive 
thermals and the closely packed nature of cloud development over the convergence line observed 
on 3 Aug may have a significant impact on the local environment and entrainment, and need to 
be explored in detail. 
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This dissertation describes a modeling investigation into the entrainment behavior of 
cumulus clouds tightly packed along a convergence line observed during the Convective 
Precipitation Experiment on 3 Aug 2013. First, a detailed simulation of a cumulus congestus 
representative of those observed on that day, comprised of multiple successive thermals, 
investigates the strength of the entrainment and detrainment processes, and the spatial and 
temporal changes in strength over the lifetime of the cloud using direct methods, to better 
understand the role of successive thermals in governing the dilution. Second, the dilution of an 
individual cumulus is ascertained and linked to the entrainment fluxes calculated, and quantifies 
the effects of the successive thermals on the local properties of the entrained air. The third part of 
this study addresses how clouds developing in mutual close proximity, as part of a linearly 
organized population, differ dynamically and microphysically from those that develop in relative 
isolation, in particular assessing differences in entrainment and the precipitation they produce. 
The remainder of this thesis is organized as follows: 
Chapter 2 first briefly describes the two cloud-resolving LES models used in this study, 
the Straka Atmospheric Model and the CM1 Model, and explains the theory and implementation 
of a direct method for calculating entrainment and detrainment necessary for completing the 
objectives of this work. 
Chapter 3 examines a detailed simulation of an idealized cumulus congestus 
representative of those observed on August 3. The magnitudes of entrainment and detrainment 
into and out of the high liquid water content cores are tracked along the emergence of several 
successive thermals comprising the cloud. A novel method of directly determining the properties 
of the locally entrained and detrained air is introduced to analyze the influence of earlier 
thermals within the cloud, and to ascertain the effects of the locally entrained air on the dilution 
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of each thermal. Chapter 3 is adapted from a journal article published in the Journal of 
Atmospheric Sciences in February 2017. 
Chapter 4 details a series of idealized simulations where a number of cumulus congestus 
clouds, each forced similarly to the cloud discussed in Chapter 3, are allowed to develop as a 
linear population. A number of simulations are presented that use different cloud separation 
distances. The resulting dependence of the convective rainfall upon the proximity of neighboring 
clouds is assessed by the exploration of several potential cloud-cloud interactions, including 
interacting cold pools, changes in the characteristics of the locally entrained air by neighboring 
cloud detrainment, and ramifications upon the microphysical production of precipitation. An 
adaptation of this chapter will be submitted for publication to the Journal of Applied 
Meteorology and Climatology. 
Chapter 5 presents the final conclusions of this dissertation and comments on its 
implications for the development of convective rainfall, as well as its limitations and where 
future work is required.  The potential impacts and consequences of successive thermals and 
cloud organization relating to the treatment of entrainment and detrainment in cumulus 




Figure 1.1. Conceptual model of a shedding thermal, where entrainment occurs through a strong 
toroidal circulation near cloud top and the detrainment of negatively buoyant air is detrained at 




MODEL DESCRIPTIONS AND METHOD OF ENTRAINMENT CALCULATION 
2.1 Appropriate cloud-resolving models for entrainment investigations 
Simulations of precipitating, mixed-phase cumulus congestus clouds require a numerical 
cloud-resolving model (CRM) capable of meeting key prerequisites. First, the numerical model 
must be able to accurately depict turbulent features of a cumulus cloud. The model should have 
the capability to resolve the largest eddies associated with the main entraining circulations, and 
also parameterize the effects of turbulent diffusion at the sub-grid scale (SGS). Secondly, the 
model must include microphysical prognostic equations for hydrometeors observed in 
precipitating, mixed-phase cumulus, including water vapor, cloud water, and several species of 
cloud ice (small single ice crystals, snow, graupel and possibly hail), and also represent the 
complicated network of microphysical interactions and pathways between hydrometeors. 
For several decades, two-dimensional CRMs have been able to perform simulations at 
high spatial resolutions with grid spacing on the order of 1-10 m (e.g., Klaassen and Clark 1985; 
Kirshbaum 2011). These spatial resolutions are useful for resolving small eddies, but suffer from 
the intrinsic limitation of an inaccurate representation of the energy cascade in the spectral 
inertial-subrange of turbulence. 2-D models produce the undesired upscale transfer of turbulent 
kinetic energy (TKE) into larger scales, and are therefore unsuitable for realistic studies of 
entrainment. An alternative approach is to use axisymmetric geometry where a cloud is assumed 
to be symmetrical around the z-axis and varies radially, such as in the CRM study of mixed-
phase clouds over southwest England by Huang et al. (2008). Axial symmetry limits the 
simulation to a wind field without vertical shear, which has implications for the structure and 
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location of the main entraining circulation. Kitchen and Caughey (1981) demonstrated the 
importance of wind shear to upstream and downstream features of the toroidal circulation, and a 
CRM used in a realistic, vertically-sheared wind field should be able to replicate these features. 
In short, 2-D models are not appropriate for investigations into cumulus entrainment. 
The Straka Atmospheric Model, hereafter “SAM” for brevity, was chosen for its ability 
to satisfy the key prerequisites for adequately simulating precipitating, mixed-phase cumulus 
congestus. Previous studies with the model were able to resolve airflow circulations associated 
with thermals (e.g., Blyth et al. 2005) and entrainment and detrainment layers observed in non-
precipitating cumulus congestus over New Mexico (Carpenter et al. 1998). For larger 
atmospheric phenomena, SAM has also been employed to simulate mesoscale storms (Gilmore 
et al. 2004). 
CM1 (Bryan and Fritsch 2002) was employed in the latter part of this study because of its 
various advantages over SAM and its continued support by its author. CM1 provides data output 
in NETCDF format which greatly simplifies and accelerates post-processing analysis. CM1 
offers double-moment microphysics schemes, whereas SAM was only single-moment. Because 
of its flexibility and availability, CM1 has been used in plethora of studies, including simulations 
of squall lines (e.g., Letkewicz and Parker 2011; Bryan and Morrison 2012), orographic flow and 
convection (e.g., Kirshbaum 2011; Miglietta and Rotunno 2009; Soderholm et al. 2014), 
tornadoes (e.g., Nolan et al. 2017; Dahl et al. 2017), and tropical cyclones (e.g., Bryan 2012; 




2.2 Model descriptions 
Both models use forms of the Navier-Stokes equations to conduct the model integration.  
SAM solves the time-variant, non-hydrostatic quasi-compressible form of the Navier-Stokes 
equations in the form proposed by Anderson et al. (1985). It uses the quasi-compressible set of 
equations which introduce supercompressibility (Chorin 1967) by artificially reducing the 
propagation speed of acoustic waves to mitigate their effects. The quasi-compressible set 
bypasses the need for a numerical anelastic solver, which filters out sound waves altogether, and 
avoids the need for a complicated elliptic differential equation for pressure. The quasi-
compressible system has been determined to be as accurate as an anelastic system if the fictitious 
speed of sound cs is at least greater than twice the magnitude of the fastest advective velocity 
(Anderson et al., 1985; Droegemeier and Davies-Jones 1987). Furthermore, a time-splitting 
option similar to that used by Klemp and Wilhelmson (1978) is also used for acoustic terms for 
computational efficiency. Overall, the quasi-compressible system is a computationally efficient 
alternative for the fully-compressible set of equations, while retaining its simplistic 
implementation. On the other hand, CM1 instead solves the fully-compressible form of the 
Navier-Stokes equations without any supercompressibility option, but it does offer time-splitting 
for the explicit treatment of acoustic waves. Consequentially, CM1 does require a slightly 
smaller time step than SAM to retain numerical stability for identical grid spacing and air flow.  
The time-invariant, hydrostatically balanced, horizontally homogeneous base state 
conditions are derived from an input sounding. SAM numerically solves the prognostic equations 
for the three velocity components, u, v, and w; perturbation pressure p’; potential temperature θ; 
and sub-grid scale turbulent kinetic energy e. CM1 solves prognostic equations for these 












where p is the pressure, p0 is the reference pressure (1000 mb), Rd is the dry air gas constant (Rd 








) is the specific heat capacity at constant pressure. 
Using the Exner function, temperature T in CM1 can be simply solved by 
 T  . (2.2) 
 















The equation of state for moist air is 
 
d vp R T  (2.3) 
 
and the virtual temperature Tv is approximated by 
 (1 0.608 )v vT T q   (2.4) 
 
where qv is the water vapor mixing ratio. 
Following the nomenclature presented by Carpenter (1994), the prognostic equations for 
the momentum equations in index notation are 
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where the terms on the right-hand side of the equation represent advection, the pressure gradient 









) are the heat capacity at constant volume and constant 
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pressure, respectively. The terms Advui, Turbui, and Filtui are advection, sub-grid scale turbulent 
diffusion, and spatial filtering (also referred to as computational mixing), respectively, and each 
have different numerical scheme options. 
For simplicity, a general form of the prognostic equations for scalars ϕ, except for 
pressure, is presented following the nomenclature of Carpenter (1994) 
 
Adv Mphys Turb Filt
t
   
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where Advϕ, Mphysϕ,Turbϕ, and Filtϕ are advection, the microphysical sources and sinks, sub-grid 
scale turbulent diffusion, and spatial filtering, respectively. Sub-grid scale TKE does not have 
contributions from the Mphysϕ and Turbϕ terms. 
In SAM, a single-moment, bulk microphysics parameterization scheme solves prognostic 
equations for six mixing ratios: water vapor qv, cloud water qc, rain qr, cloud ice qi, aggregates qs, 
graupel qg, and hail qh, along with density tracking for graupel and hail. The simulations using 
CM1 in this study employ the double-moment NSSL microphysics scheme (Mansell et al. 2010) 
which predicts the mass and number concentration of cloud water, cloud ice, rain, graupel, hail, 
and aggregates. The NSSL scheme includes the warm-rain parameterization of Ziegler (1985) 
and the ice nucleation parameterization of Phillips et al. (2001), which incorporates contact-
freezing (Meyers et al. 1992), Hallett-Mossop rime-splintering (Cotton et al. 1986), and the 
freezing of raindrops (Bigg 1953). 
Both models employ an Arakawa-C staggered grid architecture where the scalars are 
located at the centers of the grid cells and normal velocities are located at the grid cell faces. The 
advantage of such architecture is the retention of velocity divergence U  at the center of the 
cell (Holton and Hakim 2013). 
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Accuracy of the vertical momentum equation is improved by not assuming hydrostatic 
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where p is the pressure, ρ is the density and g is the acceleration due to gravity. 
In SAM, advection of momentum is handled by a second-order box scheme (Kurihara 
and Holloway 1967) and second-order leapfrog time integration. A time-filter (Asselin 1972) 
with a weak coefficient of 0.1 is employed to prevent odd-even decoupling with the leapfrog 
time integration. Advection for scalars is handled by a sixth-order flux Crowley scheme 
(Tremback et al. 1987). In CM1, advection of both momentum and the scalars are handled by 
fifth-order spatial derivatives that are integrated forward in time with a third-order Runge-Kutta 
time difference scheme. The exact form of these finite difference equations can be found in 
Wicker and Skamarock (2002). 
 
The quasi-compressible form for the pressure tendency equation in SAM is 
 










where the fictitious speed of sound cs is set to 100 m s
-1
. The equations responsible for 
generating undesired acoustic waves are the pressure tendency equation and momentum 
equations, and thus need to be integrated at a finer temporal resolution. It is computationally 
expensive to integrate all terms at a smaller Δt, so the terms Advui, Turbui, and Filtui are held 
34 
constant during the time-splitting procedure. For each large time step, 20 small time steps are 
computed. 
The sub-grid scale (SGS) turbulent diffusion from (2.6) in both SAM and CM1 is treated 
similarly to the method of Klemp and Wilhelmson (1978), and it is detailed here due to its 
importance to turbulent entraining eddies. Using a 1.5 order turbulence closure scheme, the 
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where KH is the eddy mixing coefficient for scalars and single primes indicate SGS quantities 
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Klemp and Wilhelmson predict E first and then find KM by 
 1/2




where CM is a proportionality constant and 
1/3
max ( )l x y z      is the effective mixing length 
scale. SAM alternatively uses a prognostic equation for Km first and then finds E using the above 
relationship. In addition to CM, a turbulent kinetic energy dissipation constant Ce and subgrid 
Prandtl number Pr influence the parameterization for E. Ce is proportional to the rate in which E 
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where Ds is the dissipation rate. Mixing length scale l is approximately equal to maxl  in highly 
turbulent regions (Deardorff 1980), but in stably stratified, less turbulent regions, should be 


























Therefore, a Ce of 0.2 is appropriate for stably stratified regions, but higher values, such as 0.93 
used by Carpenter et al. (1998), is more fitting for regions of strong turbulence like those 
associated with cumulus congestus. 
Pr is defined as the relationship between momentum and thermal viscosity and can be 
defined as KM/KH (Stull 1988). Historically, the subgrid Prandtl number has been enigmatic. The 
turbulent Prandtl number has been consistently reported to be near values 0.8-0.9 (Landau and 
Lifshitz 1959; Yakhot et al. 1987), but the subgrid Prandtl number has been reported to work 
nominally under a wide range of values from 0.3-0.85 (Ciofalo 1994). Previous studies (e.g., 
Carpenter et al. 1998; Klemp and Wilhelmson 1978) offered different values such as Pr = 0.44 or 
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Pr = 0.33, with the latter being based on prior work by Deardorff (1972) and used as the default 
value for the Weather Research and Forecasting model. Stull (1988) suggested a Pr of 0.74 for 
statically neutral conditions. As in the case for Ce, Deardorff (1980) expressed a range of values 











so that laminar flow is best described by a Pr of 1 and highly turbulent flow by a Pr of 0.33. The 
constants used in this investigation for both SAM and CM1 are similar to those used by Moeng 
and Wyngaard (1988) and Carpenter (1994): Ce = 0.9, Cm = 0.1, and Pr = 0.44. These constants 
support slower diffusion of moment and scalars by SGS turbulent eddies and place more 
importance on the resolved entrainment motions. 
Finally, Filtui and Filtφ in (2.6) represent additional numerical mixing by a sixth-order 
spatial filter. A sixth-order filter targets and dissipates problematic higher wavenumbers while 
minimizing the dampening of larger wavelengths in the inertial subrange. 
 
2.3 Direct calculation of entrainment and detrainment 
With growing computing power over the last few decades, cloud-resolving models are 
increasingly able to resolve the smaller scales of 3-D turbulent motion within a cloud, such as 
those with sizes on the scale of O(10 m). Using LES, entrainment and detrainment were 
quantified using budgets of conserved variables, such as total cloud water or liquid water 
potential temperature in warm, non-precipitating clouds. 
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Siebesma and Cuijpers (1995) derived the following equations for entrainment E and 
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where ϕ is any conserved variable during moist adiabatic ascent, ρ is the air density, w is the 
vertical velocity, c and e represent the horizontally averaged cloud core (defined as the positively 
buoyant cloudy updraft) and environment, respectively, a is the fractional horizontal area of the 
domain occupied by the cloud core, M is the fractional vertical mass flux equal to ρaw, and 
forcing is any combination of large-scale sources or sinks. Several unrealistic assumptions are 
made using this method: 
1. All clouds in the ensemble are treated as one bulk entity without regard to the various 
different stages of the cloud lifecycles, when entrainment and detrainments may vary 
greatly. 
2. Conserved scalars are horizontally averaged to one homogeneous value. Cloud core 
variability is thus ignored. 
3. The environment outside of the cloud is also horizontally averaged and thus also ignores 
variations in the environment where local properties of the entrained air may deviate 
substantially from the mean state. 
Under these assumptions, entrainment and detrainment rates are calculated based on the 
response of the mean scalar fields to mixing with the environment, and therefore do not truly 
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reflect the actual resolved turbulent velocity fields. Siebesma (1998) derived the following 
mathematical expressions for entrainment and detrainment rates based directly on the local 
velocity fields at the cloud core-environment boundary 
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where A is the cross-sectional area of the cloud, ρ is the air density, u is the velocity vector of the 
air, ui is the velocity vector of the cloud core surface, and dl is the line integral around the cloud 
core surface at a constant vertical level. This “direct” form of the entrainment and detrainment 
calculations has the advantage of being mathematically simple to understand, is determined 
directly by the flow of the air, and independent of any conserved scalars, i.e., it does not require 
a non-precipitating model framework. The main disadvantage to the direct form is that, while 
mathematically simple, it is not trivial to express within a computational framework.  
Romps (2010) was the first to implement a computational form of the direct method by 
averaging mass fluxes into and out of the cloud core over the time it takes air from a single grid 
cell to transition from the cloud core to the environment. The expression for these average fluxes 
for a single grid cell can be written as 
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where u is the air velocity vector and Ψ is an “activity value”. Ψ is either 1 when the grid cell is 
part of the cloud core, or 0 when the grid cell is part of the environment. Positive net values of e-
d are considered local entrainment e, and negative net values are considered local detrainment d. 
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The horizontal sums of e and d per vertical level are then calculated to be the total entrainment E 
and detrainment D, respectively. While the Romps method was the first to solve for entrainment 
and detrainment based sole on the velocity fields, a major disadvantage of the method is that it 
cannot diagnose the instantaneous rates of entrainment and detrainment because it relies on a 
minimum length of time per grid cell to average the mass fluxes. Therefore, a complete 
determination of entrainment and detrainment over the cloud core surface at any one time is not 
possible, because there will always be some grid cells in between entirely within the core, or the 
environment (Dawe and Austin 2011b). 
Dawe and Austin (2011b) developed a different direct method that could calculate 
instantaneous entrainment and detrainment rates directly from the velocity fields, and ensure 
complete coverage over the entire cloud core. In this method, a cloud core surface is tracked in 
time at the sub-grid scale by decomposing each grid cell volume into 48 tetrahedrons and 
determining where the cloud core surface intersects each individual tetrahedron. The main 
advantage of this technique over other direct entrainment calculation methods, e.g., Romps 
(2010), is the ability to determine entrainment fluxes over smaller temporal and spatial scales. 
The main limitation is the dependency of its accuracy on grid point spacing. Dawe and Austin 
concluded grid-point spacing at or below 50 m was sufficient for accurate calculations in small 
cumulus clouds. 
Using the mathematic formulation of entrainment and detrainment in Siebesma (1998) as 
the foundation, Dawe and Austin equivalently defined entrainment and detrainment as a mass 
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), ρ is the 
moist air density, u is the velocity vector of the air, ui is the velocity vector of the surface, and C 
is the vector normal to the cloud core surface area (units of m
2
). Like Romps (2010), entrainment 
occurs locally when the net e – d is positive, and detrainment occurs when the net e – d is 
negative. While air density and velocity are predicted by the numerical model, ui and C are not 
trivial to determine from an Arakawa-C numerical grid structure. With some manipulation, Eq. 
(2.23) can be redefined in terms less difficult to express in a model framework. The following 
derivation for a model-equivalent expression is reproduced from Dawe and Austin (2011b) for 
clarity. 
One may apply the Leibnitz integral rule to decompose the time derivative of cloud core 
mass into the following terms: 
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where W is the vector oriented normal to the grid cell walls and has a magnitude equal to the grid 
wall area occupied by the cloud core volume (units of m
2
). By assuming ∂ρ/∂t to be negligible 
(the local ∂ρ/∂t after one time step is typically small) and recognizing ui is zero at the grid cell 
walls because the grid cell walls are stationary, Eq. (2.24) reduces to 
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Physically, the first term of e – d describes an increase of mass flux into the cloud core when the 
volume of the cloud core expands. In other words, when the cloud core volume expands, the 
velocity of the cloud core surface relative to the environment points inward toward the core 
surface and produces an inward mass flux. The second term tends to decrease the inward mass 
flux when the air flows outward across the cloud core surface. Hence, any Lagrangian movement 
of the cloud surface will result in zero entrainment or detrainment because the two terms would 
cancel, i.e. the expansion of a cloud volume by only advection of the cloud surface is not counted 
as entrainment or detrainment. 
It is still too difficult to diagnose Eq. (2.26) from a model, so more mathematical 
treatment is required. Applying Gauss’ divergence theorem for the mass flux ρu through the 
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Since ∂ρ/∂t is negligible, then the equation of mass continuity implies   0 u , and Eq. 
(2.27) reduces to: 
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Because u is allowed to be non-zero at the grid cell walls, only the net air flow into the grid cell 
across W contributes to the local net mass flux into or out of the grid cell. Therefore, the second 
term will be non-zero only under the conditions below: 
 A grid cell must contain the surface of the cloud core. If the grid cell is completely 
encompassed by the cloud core or the environment, then dW is zero. The first term will 
also be zero in the same circumstances. 
 At the grid cell walls in the x, y, or z direction, the magnitude of ui+1Wi+1 – uiWi must be 
non-zero. 
Following Romps (2010) and considering only net values of e–d, the local entrainment and 

























u W  (2.31) 
 
The final form of Eq. (2.23) may now be conveniently calculated in a model. For 
example, the staggered air velocities are located directly at the grid cell walls in an Arakawa C-
grid. Fig. 2.1 illustrates these vectors on a grid cell. Expanding the terms of Eq. (2.29), one can 
now directly compute entrainment and detrainment rates for an Arakawa C-grid: 
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The horizontal sums of e and d per vertical level are then calculated to be the total entrainment E 
and detrainment D, respectively, as functions of altitude. 
 
2.4 The subgrid-scale tetrahedronal interpolation scheme 
In an Arakawa-C grid, scalar values at the center of the grid cell are the only indication 
whether an entire grid cell may be part of the cloud core or the environment. This is problematic 
because the three-dimensional space of a grid cell is not homogeneous. A cloud core surface may 
intersect a grid cell, and only a portion of the grid volume will actually be within the cloud core 
while the rest is in the “environment”. The term dV/dt will be significantly overestimated or 
underestimated if the entire grid cell is assumed to occupy core or environment when actually 
only the center scalar value has transitioned between the core and the environment. Accurate 
entrainment and detrainment calculations would then not be feasible unless the grid spacing is 
very, very small. 
Dawe and Austin (2011b) proposed the solution of interpolating the subgrid-scale cloud 
core surface by subdividing a grid cell into 48 tetrahedrons, as shown in Fig. 2.2, where the 
vertices of each tetrahedron are the scalar values located at the center of the grid cell (orange 
vertex), the center of a grid cell wall (blue vertex), the center of a grid cell wall’s edge (red 
vertex), and the corner of a grid cell (black vertex). The center of the grid cell is the location of 
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the scalar variable in the model by default. The other vertices have to be interpolated from the 
values at the centers of the adjacent cells. 
To determine the scalar value at the center of the grid face, two adjacent grid points are 
averaged (Fig. 2.3a). This is performed six times for each grid cell. The center of each grid cell’s 
wall edge is interpolated by averaging the four grid points that surround the edge (Fig. 2.3b). The 
corner of each grid cell is found by averaging the eight points that surround the corner (Fig. 
2.3c). This procedure is repeated for every grid cell containing the core-environment boundary 
throughout the domain. 
Once all of the vertices for the tetrahedrons are computed, it is then possible to determine 
how the cloud core surface intersects the tetrahedron. Each of the four tetrahedron vertices may 
be either cloudy or non-cloudy. If they all meet the cloud core definition, then the entire 
tetrahedron is assumed to be within the core. If all of the vertices do not meet the core definition, 
then the tetrahedron is fully non-cloudy. These cases only consist of two of the 16 possible 
outcomes. Four cases consist of one vertex located in the core and the other three in the 
environment. Determined by linear interpolation, there lies a point along the line between a core 
vertex and an environmental vertex that meets the core definition. The core surface is then 
formed from a plane connecting the interpolated points (Fig. 2.2; blue surface). W is the surface 
area of the tetrahedron bounding the core volume, and is part of the grid cell face (Fig. 2.2; 
purple surface). The core volume, bounded by the plane and core vertices, is subdivided into 
tetrahedrons which are summed to find the volume of the core within the tetrahedron. The 
volume of each tetrahedron may be computed from the position vectors of its four vertices (a, b, 
c, and d) by 
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Conversely, four other cases occur when three vertices are inside the core and one vertex is 
located in the environment. The 6 remaining cases occur with some combination of two vertices 
in the core and two vertices in the environment. With subgrid-scale tetrahedronal interpolation, 
core surface features as small as Δx/2 may now be interpolated where without interpolation only 
2Δx sizes are resolved. 
After the cloud core volume of each tetrahedron is determined, the total core volume of 
the grid cell is simply the sum of all core volumes contributed from each tetrahedron. The area of 
each grid cell wall bounding the core volume W must also be quantified (Fig. 2.2; purple 
surface). Once the geometry of the case is identified, the cloudy area of the grid face may be 
calculated by the cross-product area formula 










The area is only non-zero if the tetrahedron contains a portion of the cloud core, except for one 
special case where only the tetrahedron vertex that shares the center of the grid cell is within the 
core and the other three tetrahedron vertices are in the environment. After the area of each 
tetrahedron is computed, the total area of the grid wall area is found by summing the areas of 
each of the eight tetrahedrons that compose the grid cell face (48 in total for each grid cell). After 
the grid cell volume is determined, W can be found to calculate entrainment and detrainment 
rates using Eq. (2.32). 
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2.5 Subgrid-scale tetrahedronal interpolation tests 
A series of tests were implemented to ensure the tetrahedronal interpolation algorithm 
was functioning correctly. Sixteen tests were crafted for each of the sixteen permutations of a 
plane intersecting a tetrahedron. The objective of these tests was to validate the accuracy of the 
geometric calculations that determine the core volume bounded by the intersecting plane, the 
surface area of the plane bounding the core volume, and the area of each grid cell wall. These 
values were calculated manually for each permutation and compared to the computed values 
from the algorithm. For simplicity, the core and environment vertices of a tetrahedron were 
prescribed a value so that the intersection of the plane always laid exactly halfway between each 
pair of core and environment vertices. For example, suppose the cloud core consists of the 




. Now supposed one core vertex 









). Using linear interpolation, the intersecting isosurface would lie exactly 
halfway between the pair of core-environment vertices. By assigning these artificial values to the 
vertices, the test area and volume of each geometric configuration could be calculated manually 
with no difficulty. 
The results of the tests are summarized in Table 2.1 for a grid cell consisting of all 48 
tetrahedrons experiencing the same intersection permutation, with a grid spacing of 50 m in all 
directions. The algorithm had to calculate the exact values for each test (excluding rounding 
errors) in order to be considered successful. A comparison of the results with their bolded 
theoretical values in Table 2.1 indicates the algorithm passed these tests. 
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Another test utilized an idealized scenario where a cube containing only core air entrains 
and detrains uniformly. In this test, the air density is assumed to be 1 kg m
-3
 everywhere, the 
cube contains (10)
3
 grid cells, and a uniform u wind of 1 m s
-1
 is applied everywhere. The v and 
w wind components are zero. Air is then entrained on the upstream side, and then detrained 
equally on the downstream side. No advection of the cube is enabled in this test for simplicity. 
The cross-sectional area and total surface area of the cube (from 48,000 tetrahedrons) is also 
computed by the algorithm. The grid spacing is uniform in all directions at 50 m. The algorithm 
has to calculate the exact values for the cube test (excluding rounding errors) in order to be 
considered successful. Fig. 2.4 illustrates the setup for this test. The results are in Table 2.2a, and 
illustrate that the algorithm passed this test. 
Another test assessed the accuracy of the algorithm’s capability of approximating a 
perfectly spherical core volume, cross-sectional area, and surface area. Three spheres of differing 
radii were evaluated. Unlike the previous cube and tetrahedron tests, the tetrahedronal 
interpolation process cannot replicate the exact shape of a sphere, so the computed results are 
only approximate representations. The results of the algorithm and their theoretical values are in 
Table 2.2b. A comparison with the theoretical results shows that the algorithm consistently 
overestimates the surface area and volume of the sphere because it cannot adequately resolve the 
curvature of the sphere.  As the sphere increases in size, a smaller fraction of the volume is 
subject to the tetrahedron interpolation process, and the error decreases. The same cannot be said 
of the sphere’s surface area where the systematic error remains approximately constant (13-14% 
at 50 m). Reduction of this systematic error can only be achieved by reducing the grid spacing of 
the domain where the curvature of the spherical surface will be better resolved. Because the 
surfaces of cumulus clouds are typically round, the algorithm should overestimate the volume, 
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horizontal cross-sectional area, and surface areas of the cloud cores. Therefore entrainment and 
detrainments calculations normalized by any of these geometrical values will underestimate the 
true rates to a degree determined by the grid spacing of the model, i.e. coarser grid spacing will 
underestimate the true rates more. 











where a is the fractional cross-sectional area of the cloud core, M is the fractional vertical mass 
flux, ρ is the air density, and E and D are the horizontally-averaged values of the directly 
calculated entrainment and detrainment. Only general agreement is required for the test to be 
considered successful. There should not be an exact 1:1 relationship because the left-hand side of 
Eq. (2.35) was calculated without any interpolation of the cloud surfaces. A test on a simulated 
cumulus congestus (from Chapter 3) was performed where Eq. (2.35) was averaged over the time 
at which the cloud top is clearly ascending. The results are plotted in Fig. 2.5 and demonstrate 
good qualitative agreement with the bulk plume continuity equation. Therefore, the algorithm 
accurately diagnoses entrainment and detrainment rates that determine the vertical mass flux 
structure of clouds and satisfy overall mass continuity. 
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2.6. FIGURES AND TABLES 
Individual Tetrahedron Tests 
a. One Core Vertex, Three Environment Vertices 
Test Core Volume (m
3
) Grid Face Area (m
2
) Intersection Area (m
2
) 
1 15625 (15625) 0 (0) 3750 (3750) 
2 15625 (15625) 625 (625) 5303.3 (5303.3) 
3 15625 (15625) 625 (625) 5303.3 (5303.3) 
4 15625 (15625) 625 (625) 3750 (3750) 
 
b. One Environment Vertex, Three Core Vertices 
Test Core Volume (m
3
) Grid Face Area (m
2
) Intersection Area (m
2
) 
5 109375 (109375) 2500 (2500) 3750 (3750) 
6 109375 (109375) 1875 (1875) 5303.3 (5303.3) 
7 109375 (109375) 1875 (1875) 5303.3 (5303.3) 
8 109375 (109375) 1875 (1875) 3750 (3750) 
 





c. Two Core Vertices, Two Environment Vertices 
Test Core Volume (m
3
) Grid Face Area (m
2
) Intersection Area (m
2
) 
9 62500 (62500) 625 (625) 7500 (7500) 
10 62500 (62500) 1875 (1875) 7500 (7500) 
11 62500 (62500) 1875 (1875) 10606.6 (10606.6) 
12 62500 (62500) 625 (625) 10606.6 (10606.6) 
13 62500 (62500) 625 (625) 12990.4 (12990.4) 
14 62500 (62500) 1875 (1875) 12990.4 (12990.4) 
 
d. All Core Vertices 
Test Core Volume (m
3
) Grid Face Area (m
2
) Intersection Area (m
2
) 
15 125000 (125000) 2500 (2500) 0 (0) 
 
e. All Environment Vertices 
Test Core Volume (m
3
) Grid Face Area (m
2
) Intersection Area (m
2
) 
16 0 (0) 0 (0) 0 (0) 
 
Table 2.1 (cont). 
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b. Sphere Geometry Test 
Radius (m) Volume (m
3
) Cross-Sectional Area (m
2
) Surface Area (m
2
) 
500 5.15 x 10
8
 (5.24 x 10
8
) 7.62 x 10
5
 (7.85 x 10
5
) 3.56 x 10
6
 (3.14 x 10
6
) 
1000 4.17 x 10
9
 (4.19 x 10
9
) 3.12 x 10
6
 (3.14 x 10
6
) 1.43 x 10
7
 (1.26 x 10
7
) 
2000 3.34 x 10
10
 (3.35 x 10
10
) 1.25 x 10
7
 (1.26 x 10
7
) 5.73 x 10
7










Figure 2.1. A cloud core isosurface intersecting a grid cell. The blue area represents the 
horizontal cross-section of the core volume. The core volume is bounded by the area of the walls 





Figure 2.2. The vertices of each tetrahedron are the scalar values located at the center of the grid 
cell (orange vertex), the center of a grid cell face (blue vertex), the center of a grid cell wall’s 
edge (red vertex), and the corner of a grid cell (black vertex). The blue plane represents the core 
isosurface, and the purple plane represents the area of the grid cell face that bounds a portion of 






Figure 2.3. An illustration of how adjacent cells are used to find all other scalar values at the 








Figure 2.5. (Left) The blue vertical profile is computed from the left-hand side of the bulk plume 
continuity Eq. (2.35), and the green vertical profile is calculated directly by the tetrahedronal 
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Since the early thermal studies of the 1950s, it has long been suggested that cumulus 
clouds may result from a series of rising thermals (or pulses) after separating from a heated 
boundary layer (Scorer and Ludlam 1953; Malkus and Scorer 1955; Harrington 1958; Scorer 
1957; Woodward 1959). The transient, pulsating nature of clouds by successive thermals has 
been documented in modern aircraft observations (Blyth and Latham 1993; Damiani et al. 2006) 
and numerical simulations (Carpenter et al. 1998; Zhao and Austin 2005; Heus et al. 2009). The 
potential for earlier thermals to moisten their local environment has also long been recognized 
(Scorer and Ludlam 1953; Saunders 1961). Successive thermals can rejuvenate the cloud updraft, 
causing a long term increase in the maximum updraft speed, cloud water content, and cloud top 
height, and may aid the transition from shallow to deep convection (e.g., Kirshbaum 2011). 
Cloud top height and radar reflectivity have been observed to increase when thermals ascend 
through the remnants of their predecessors (French et al. 1999). Successive thermals are 
prominent throughout the development stages of storms (e.g., Dye et al. 1983; Raymond and 
Blyth 1989) and can influence their spatial charge distributions (Mitzeva et al. 2003). The 
proliferation of ice and graupel has also been associated with successive thermals (Blyth and 
Latham 1993). 
The evolution of an individual cloud is largely dependent on the growth and decay of 
each individual thermal and the microphysical processeses occurring within it, which are 
modified by entrainment. Entrainment of environmental air into a cumulus cloud via a primary 
thermal circulation is well established (e.g., Scorer 1957; Woodward 1959; MacPherson and 
Isaac 1977; Blyth et al. 1988; Stith 1992; Carpenter et al. 1998; Blyth et al. 2005; Damiani et al. 
2006; and others). Entrainment limits the cloud vertical extent and its longevity, and thus over a 
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multitude of clouds influences the vertical transport of heat, moisture, and momentum into the 
upper levels of the troposphere, influencing the climate, large-scale dynamics, and atmospheric 
radiation budgets. On smaller temporal and spatial scales, entrainment and mixing produces 
variability in supersaturation, drop size distributions, and thus liquid water content, affecting for 
example the efficiency of the warm rain process (Cooper et al. 2013) or ice processes resulting 
from riming (Cooper and Lawson 1984). Its importance to cloud strength, longevity, and 
precipitation have promoted much study and debate regarding the underlying mechanism (e.g., 
Warner 1970; Simpson 1971; Paluch 1979; Raymond and Wilkening 1982; Blyth et al. 1988; 
Taylor and Baker 1991; Siebesma 1998; Blyth et al. 2005; Heus et al. 2008; and others). 
Past modeling studies have illustrated the potential importance of successive thermals in 
enhancing precipitation processes, but have been limited by artificial, 1-D modeling frameworks. 
Mason and Jonas (1974) selectively placed a second parcel into a 1-D parcel model to represent a 
successive thermal, and forced the second parcel to mix (in a prescribed manner) with the first 
thermal as it collapsed. The resulting droplet size distribution was argued to qualitatively 
resemble the broad, bimodal distributions measured in-situ by Warner (1969). Roesner et al. 
(1990) extended this 1-D modeling approach beyond two thermals and included collision-
coalescence of drops, and concluded that a sequence of thermals was capable of producing 
raindrops when a solitary thermal was not. Blyth and Latham (1997) used a prescribed multi-
thermal 1-D model framework to conclude that the replenishment of liquid water by successive 
thermals had the greatest impact on ice production, and thus precipitation, in the observed 
cumuli. While the applicability of these 1-D models were questioned in part for having artificial, 
unrealistic interaction between the successive thermals (Warner and Mason 1975; Hobbs and 
Rangno 1998), they emphasize the potential importance of successive thermals to precipitation. 
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No modeling study has examined entrainment within distinct successive thermals and 
carefully analyzed the dynamics and thermodynamics of the process to assess their role in 
maintaining high liquid water content cores in the clouds. Fields of cumulus clouds simulated 
with cloud-resolving models have often been used in studies of entrainment and detrainment 
(Siebesma and Cuijpers 1995; Heus et al. 2008; Dawe and Austin 2013) and can be useful for 
statistical analyses of the bulk cloud properties. However, such temporal and spatial averaging 
misses the transient nature of successive thermals within each cloud in order to better determine 
cloud feedbacks on the large-scale environment. Simulations of one or a few clouds (Carpenter 
et al. 1998; Blyth et al. 2005; Zhao and Austin 2005; Heus et al. 2009; Yeo and Romps 2013), 
while very detailed, have not analyzed successive thermals. The identification of different 
thermals within a single cloud can be a labor-intensive task that is not easily automated. 
Recent advances in the direct calculation of entrainment (e.g., Romps 2010; Dawe and 
Austin 2011b) have opened new opportunities for its quantification in successive thermals. 
Historically, entrainment and detrainment were calculated from numerical simulations using bulk 
methods (e.g., Tiedtke 1989; Schumann and Moeng 1991; Siebesma and Cuijpers 1995; 
Siebesma 1996), where the exchange between cloud and environmental air is inferred by tracing 
the change in some conserved thermodynamic scalar variable (such as total water or liquid 
potential temperature) within the cloud or its environment. Direct methods, on the other hand, 
calculate entrainment and detrainment directly from the resolved local cloud velocity fields, and 
have found rates twice as strong as bulk rates (Romps 2010; Dawe and Austin 2011b). This 
disparity highlights the importance of the local entrained air on influencing the dilution of the 
cloud. Much of the entrained air into the buoyant updraft cloud cores shared properties of the 
moist cloudy shell surrounding the cores which ultimately bias bulk calculations towards weaker 
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rates (Dawe and Austin 2011a). Yeo and Romps (2013) calculated that over half of all entrained 
parcels in their simulated deep convective cloud were associated with “recycled” parcels that 
were previously detrained from the cloud and held higher equivalent potential temperatures than 
the environment. As shown by these studies, the moist cloud shell certainly influences dilution of 
the cloud by entrainment, but how this aspect might differ for successive thermals requires 
investigation. 
The potential importance of successive thermals in cumuli is well recognized, but basic 
knowledge that ties together entrainment, dilution, and successive thermals is noticeably lacking. 
Because of the slow and tedious nature of manually and carefully identifying individual 
thermals, only a single cloud simulation is examined. Entrainment and detrainment are quantified 
using the direct calculation method of Dawe and Austin (2011b; hereafter noted as DA11) in 
order to provide the most detail over the small temporal and spatial scales represented in the 3-D 
model. While the magnitudes of entrainment and dilution rates are of direct interest for many 
problems in atmospheric science, the emphasis of the current study is on comparing those rates 
calculated for a single thermal versus successive thermals in a relative sense. Future work with a 
large domain will address a comparison of similar simulations with observations of mixed-phase 
convective precipitation from the COnvective Precipitation Experiment (COPE; Leon et al. 







3.2.1 Model description 
The Straka Atmospheric Model (Straka and Anderson 1993; Gilmore et al. 2004) is a 3-D 
cloud-resolving model that has been used to reliably study entrainment in non-precipitating 
cumulus at scales (≤ 50 m) within the inertial subrange (Carpenter et al. 1998; Blyth et al. 2005; 
Cooper et al. 2013). Here a grid point spacing of 50 m was also used in all directions over the 
entire domain (8.0 km in the horizontal and 7.5 km in the vertical), with a 0.75 s time step. A 
single-moment, bulk microphysics parameterization scheme (based on Lin et al. 1983) predicts 
six mixing ratios: water vapor, cloud water, rain, cloud ice, aggregates, graupel, and hail; it is 
described in detail by Gilmore et al. (2004). Sedimentation of all hydrometeors was turned off 
unless otherwise noted, in order to track the influence of entrainment alone upon depletion of the 
hydrometeors inside the cloud. 
3.2.2 Simulation setup 
The computational domain was initialized from a sounding taken over Southwestern 
England (Fig. 3.1) that supported shallow convection (up to ~ 4.5 km) that eventually 
precipitated heavily. The directional wind shear was weak up to this height in the observed 
sounding, and was made unidirectional to simplify the analysis. The wind shear below cloud 
base was also eliminated (i.e. winds had constant direction and magnitude) to promote wide 
thermals.  
The cloud forcing method is identical to that introduced by Klaassen and Clark (1985) 
and used by Carpenter et al. (1998). Sensible heating is applied to the lowest levels of the 
domain, starting from the surface value of 50 W m
-2
 and decreasing by an e-folding length α of 
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300 m, so that heating is approximately zero at cloud base. A Gaussian heating function was also 
applied at the center of the domain, where the peak heating (450 W m
-2
) occurred, decreasing 
with distance, at a standard deviation σ of 2000 m. Approximately 50% of all heating occurs 
within a 1000 m radius from the heating center, typically producing a cloud of updraft width σ. 
This main Gaussian heating function linearly increased for 15 min, after which the cloud was 
formed, was then sustained at its maximum strength for 5 min, and then reduced to zero within 1 
min (total forcing time of 21 min). 
Turbulence is a prerequisite for simulating realistic cumulus congestus. Consistent with 
the method of Carpenter et al. (1998), turbulence was initiated in the environment by forcing 
four “priming” thermals (produced by Gaussian heating functions with σ = 1000 m and peak 
values of 350 W m
-2
) throughout the domain, before initating the central Gaussian heating 
function that produced the main cloud for analysis. One hour of simulation time proved adequate 
to saturate all scales of motion with turbulence, i.e., the horizontally-averaged value of 
∂TKE(z)/∂t ≈ 0, after which time the main Gaussian heating function was activated as described 
above. 
3.2.3 Quantification of dilution 
In this study, dilution refers to the reduction of the total water mass (water vapor, cloud 
water, and ice combined, that would otherwise be conserved in an adiabatic parcel lacking 
precipitation) resulting from the incorporation of entrained air into the cloud. Here, the change in 
qT (i.e., the sum of the mixing ratios of water vapor, cloud water, cloud ice, snow, and graupel) 
with height of the least diluted parcel (LDP) contained within each thermal is tracked, which is 
essentially a dilution rate expressed per unit distance instead of time. These parcels are 
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responsible for the maximum cloud top height, are regions of precipitation initiation/production, 
and contain the maximum buoyancy and vertical velocity.  
The LDP was defined as the (100 m)
3
 volume having the highest mean qT  following 
Zhao and Austin (2005), and was tracked manually through the simulation. The locations of 
thermals were determined by regions of strong vorticity (associated with the toroidal circulation), 
large buoyancy perturbations, maxima in the vertical buoyancy fluxes, and relatively high 
adiabatic LWC fractions plotted at 30 sec intervals. The cap and rear of each thermal were 
recorded, the latter recognizable from the strong inflow of the toroidal circulation, and within 
this depth the maximum mean qT over any (100 m)
3
 volume was plotted as a function of height. 
The location of the LDP within a thermal could be then identified as a distinct maximum in the 
qT curve, always occurring above a local minimum where the entrained air at the rear of the 
circulation had depleted qT. In the early stages of each thermal, there was frequently a region of 
undiluted (i.e., adiabatic) air from cloud base extending up into each thermal. The location of the 
LDP in these cases was selected to be the highest extent of this undiluted region. Typically, the 
LDP was located within 200 m of the thermal cap. 
3.2.4 Quantification of entrainment and detrainment 
Entrainment here is calculated from the inflow of air into the cloud core as described 
earlier in Section 2.3. The rates of mass exchange with the air outside the core, and the properties 
of the entrained and detrained air, are sensitive to the definition of the cloud core. The cloud core 
was defined as the surface containing vertical velocity exceeding 1 m s
-1
, and the sum of cloud 
water and ice mixing ratios exceeding 1 g kg
-1
, and thus the cloud core can be located within 
thermals and in the space between successive thermals. These criteria are more restrictive than 
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order to quantify entrainment into the high LWC regions deeper inside the cloud here. Less 
restrictive definitions may increase entrainment and detrainment rates from those calculated here. 
The sub-grid tetrahedronal interpolation method of DA11 was implemented to identify 
the cloud core surface for computing entrainment and detrainment during the simulation. 
Following Romps (2010) and DA11, for each grid cell, net positive values of equation  (2.32) are 









Fractional entrainment ε and detrainment δ are often examined in large eddy simulations 
of cumulus fields to scale the horizontal mass fluxes with the vertical mass fluxes of the updrafts. 
Fractional entrainment (detrainment) is defined as E/M (D/M) where M is the fractional vertical 
mass flux of the cloud core, equivalent to ρacw, where ρ is the air density of the cloud core, w is 
the core updraft speed, and ac is the fraction of the domain horizontal area that contains cloud 
core. Similar calculations are also shown here to relate to past studies, but ε and δ values near 
cloud top become artificially exaggerated due to the small sampling volumes and weak vertical 
mass fluxes, and thus are less reliable there than the E and D vertical profiles. 
 
3.3 Cloud development as a sequence of thermals 
Vertical cross-sections of the fraction of the adiabatic liquid water content (ALWC) 
through the center of the cloud (Fig. 3.2) illustrate the progression of its dilution by entrainment 
(sedimentation of all hydrometeors was turned off). After five minutes from the cloud inception 
(Fig. 3.2a), little entrainment had occurred, as shown by the majority of the cloud having in 
excess of 90% ALWC. Two large eddies evident by the wind velocity vectors and slightly lower 
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ALWC fraction on the left side of the cloud have begun to introduce dry air inward. By this time, 
the surface heating had been applied for 20 minutes, and was transitioning into a one minute cool 
down period, after which the surface heat flux was turned off. 
Five minutes later (Fig. 3.2b), cloud top had increased to 2.5 km. Strong entrainment and 
mixing at the sides of the cloud near cloud top, coinciding with a large toroidal circulation 
(mostly enclosed in the blue box, and more dominant on the left side) depleted the total 
condensed water content (TWC) to 40% of the ALWC in some places. Other eddies are present 
along the edges of the cloud farther below, e.g., near 1.5 km and near cloud base, but do not mix 
dry air as far into the interior of the cloud. The rear inflow of the toroidal circulation near 2 km is 
introducing dry air deeply into the cloud core, substantially diluting it there compared to lower 
altitudes. This region is directly below a region of maximum vertical velocity and buoyancy (Fig. 
3.3; blue curve). The location of the toroidal circulation near the ascending cloud top with 
respect to the locations of maximum w and the domain-averaged vertical kinematic flux of the 
perturbation virtual potential temperature, 〈w’θv’〉, as well as the disappearance of undiluted 
parcels near the cloud top, agree with the schematic model of a single rising thermal (Fig. 1.1). 
The cloud top continued to ascend, reaching 3.0 km height by 12.5 minutes (Fig. 3.2c), 
and the first thermal (blue box; hereafter denoted “Thermal 1”) began to tilt to the right as it 
encountered stronger environmental winds. The toroidal circulation continued to erode and dilute 
the thermal (Fig. 3.2d). A second ascending thermal was located behind Thermal 1 (Fig. 3.2c, 
red box, hereafter denoted “Thermal 2”). Meanwhile the first thermal climbed to a maximum 
height of 3.4 km where entrainment and mixing diminished most of its buoyancy and 
condensate. By 15 minutes (Fig. 3.2d), Thermal 1 was no longer buoyant, and its remaining 
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cloudy elements descended and detrained, settling at a height near 3.0 km, the location of a 
stable layer in the sounding. 
Thermal 2 ascended just below Thermal 1. Two 〈w’θv’〉 maxima in the vertical profiles at 
12.5 min are evident (green lines; Fig. 3.3 right), one associated with Thermal 1 centered at a 
height of 2.6 km and the other with Thermal 2, near 2.0 km. By 15 minutes (Fig. 3.2d), Thermal 
2 had diverted around a negatively buoyant “hole”, and continued to ascend through some 
remnants of Thermal 1 at 3.0 km. Above 3.2 km, Thermal 2 encountered pristine environmental 
air (Fig. 3.2e), where the maximum TWC started to decline. The circulation on the right hand 
side had widened, encompassing nearly the entire remnants of Thermal 1, as the cloud ascended 
into a layer of stronger environmental winds. Mixing of the entrained air caused rapid cooling of 
the cloud top, eroding the remaining positive buoyancy in Thermal 2, but it still ascended to 4.0 
km (Fig. 3.2f) due to its positive vertical momentum. After reaching its apex, the cloud top began 
to collapse and descend. The non-buoyant cloudy remnants of Thermal 2, like those from 
Thermal 1, descended and detrained into a shallow layer at a height of 3.0 km. 
A third thermal (“Thermal 3”) appeared at 1.8 km height, below Thermal 2 (Fig. 3.2d), 
shown enclosed by a yellow box in Fig. 3.2e. Unlike Thermal 2, Thermal 3 was not ascending in 
close proximity behind its predecessor; there was a 1.2 km gap between the second and third 
thermals. The longer delay between successive thermals was due to the weakening residual 
surface heat perturbation at this time. The 〈w’θv’〉 maximum at this time (Fig. 3.3 right, red line) 
associated with Thermal 3 (located near 2.2 km) was weaker compared to the earlier thermals 
ascending through this altitude. Like the previous two thermals, Thermal 3 also exhibited a 
toroidal circulation where the majority of its entrainment occurred initially. It only ascended to 
3.2 km, however, where it encountered a broad region of negatively buoyant, descending cloud 
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air associated with the collapsing cloud top after 20 min (not shown). Incapable of pushing 
through the collapsing Thermal 2, Thermal 3 stalled and fell apart. By this time the surface heat 
perturbation had diminished to the point where no additional thermals were generated. 
Fig. 3.4 (solid lines) summarizes the time evolution of the cloud top, maximum updraft 
and downdraft speeds, and hydrometeor water contents. Cloud base height was 0.8 km (Fig. 
3.4c) with a temperature of 9.6 C. In time, as the cloud ascended through a more unstable layer, 
the maximum updraft speed peaked at 13 m s
-1
 (Fig. 3.4b). By 18 min, the cloud reached a 
maximum height of 4.0 km (~ 10C), nearly as high as the equilibrium level for an undiluted 
parcel (4.5 km). By 17 minutes (Fig. 3.4a), the maximum total water content of all hydrometeors 
(TWC) reached 3.6 g m
-3
 and consisted of mainly cloud water (80%) and some graupel (20%) 
produced from freezing and subsequent riming of rain. The ALWC was 4.4 g m
-3
 at 4.0 km 
height. 
In an extra simulation when hydrometeors were allowed to sediment (Fig. 3.4; dashed 
lines), the LWC becomes markedly less as falling rain and graupel scavenge more cloud water 
(Fig. 3.4a), and illustrates the importance of successive thermals to the development of 
precipitation. Thermal 1 creates very little rain or graupel, while the second and third thermals 
help to produce an order of magnitude more. Between 10 and 15 minutes, some raindrops 
(dashed red line) initially formed in Thermal 1, but rain production was boosted between 15 and 
17 minutes by the reintroduction of high LWC into the cloud by Thermal 2. Some of this rain 
was even transported by the rejuvenated updraft to colder regions where it subsequently froze 
into graupel (dashed purple line between 17 and 19 minutes), and eventually fell back into 
warmer air and melted into rain. Raindrops were then again reintroduced into the high LWC of 
the ascending Thermal 3, creating the most rain in the cloud lifetime at 20 min. This scenario 
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demonstrates the efficacy of successive thermals to magnify precipitation production when a 
single thermal may be incapable of producing much at all. The key mechanism is the repeated 
replenishment of the liquid water in the updraft by successive thermals, which is in turn partly 
controlled by the entrainment into each. Here, the focus is upon the understanding the differences 
in entrainment resulting from these successive thermals that govern the production of the high 
LWC core. To simplify the analysis, the simulation without sedimentation of hydrometeors (Fig. 
3.4; solid lines) is used hereafter to isolate the influence of entrainment apart from scavenging of 
cloud water by falling precipitation. 
 
3.4 Direct calculation of entrainment and detrainment 
To study the evolution of entrainment in the context of multiple, successive thermals, it 
must be diagnosed over short time scales and tracked in time. Entrainment and detrainment into 
or out of the cloud core were evaluated at every 0.75 s time step following the method outlined 
in Section 3.2.3, averaged over thirty-second periods, and horizontally averaged to produce mean 
vertical profiles (Fig. 3.5 a-f). For reference, the corresponding fractional values are also shown 
(Fig. 3.6 a-f). In all but Fig. 3.5f where the updraft has died, the inflow of boundary layer air into 
the cloud base appears as strong “entrainment” at 1.1 km (where the 1 g kg
-1
 cloud core 
definition begins); it is shown only for perspective. Here too, ε and δ values near the cloud base 
in Fig. 3.6f, like those at cloud top, become artificially exaggerated due to the weakened vertical 
mass flux, and thus are less reliable than the E and D vertical profiles there. 
3.4.1 Thermal 1 
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At 5 min (Fig. 3.5a) and above the artificial maximum at cloud base, entrainment 






 (fractional rate  less than 1.0 km-1 in 
Fig. 3.6a). This entrainment was ineffective in diluting the cloud core, as nearly adiabatic parcels 
were present over all levels within the cloud (Fig. 3.2a). Thermal 1’s toroidal circulation required 
some time/vertical distance to form, as it was not yet evident at five minutes (Fig. 3.2a), but by 
ten minutes (Fig. 3.2b), it was clear in the flow velocities. This development was reflected in E 






 and 1.6 km
-1
, 
respectively. The maximum E (Fig. 3.5b, 3.6b) occurred at the rear of the main thermal 
circulation near 2.0 km height. 
3.4.2. Thermal 2 
By 12.5 minutes, the toroidal circulation of Thermal 2 gained strength, and appeared as a 







 (ε= 2.1 km
-1
). It was also collocated with the rear inflow of its toroidal circulation. 
Thermal 1 continued to ascend with E and  values half as large. By 15 min (Figs. 3.5d, 3.6d) 






; max. ε = 2.6 km
-1
) as 
the thermal ascended through and above the remnants of Thermal 1 into drier air. Once its 






 and ε 
decreased to 1.1 km
-1
 (not shown).  
3.4.3 Thermal 3 
By 20 min, the toroidal circulation of Thermal 3 (visible in Fig. 3.2e) has developed, and 






 at 2.2 km, less than the strongest rates of 
Thermal 2, but still producing a large ε of 2.6 km
-1
 (Fig. 3.6e). Since ε scales with the fractional 
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vertical mass flux, Thermal 3 entrained strongly for its weaker vertical mass flux with ε rates 
reaching as high as those for Thermal 2. The surface heating had been off for 14 minutes by this 
time, limiting its maximum buoyancy (Fig. 3.3 right; red line) which contributed to a weaker 
updraft. By 22.5 minutes (Fig. 3.5f) the inflow into the base of the cloud had nearly ceased and E 
had waned over all levels of the cloud, now dominated by detrainment. Large ε values are 
sporadic through the cloud depth (Fig. 3.6f), but these are likely spurious as the maximum 
fractional vertical mass flux has decreased to about 10% of its previous peak value, thus making 
determination of the core volume questionable and tending to artificially exaggerate the 
fractional rates, as also found by DA11. 
 
3.5 Dilution of initial and successive thermals 
A thermal is composed of many parcels which experience various levels of dilution from 
entrainment. The least diluted parcel (LDP) within a thermal not only controls its maximum 
height and updraft speed, but also the development of precipitation as discussed earlier in 
Section 3.3. The LDP within each thermal was tracked with height as described in Section 3.2c, 
and their eventual dilution is shown in Fig. 3.7. Dilution rates are based on the decrease in scalar 
quantities (here qT) with ascent distance (or time) which can be affected by the parameterization 
for sub-grid scale turbulent mixing. The parameterization used in the Straka model is from 
Klemp and Wilhelmson (1978), where the turbulent kinetic energy dissipation coefficient Ce and 
the turbulent Prandtl number Pr are prescribed. Dilution rates were recalculated for other 
simulations run using coefficients spanning the ranges recommended by Deardorff (1980) for 
stably stratified conditions (Ce = 0.20, Pr = 1.00) and turbulent, convective conditions (Ce = 
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0.90, Pr = 0.33). Resulting changes in the dilution rates were negligible, indicating that resolved 
eddy motions are responsible for the dilution rates shown in Fig. 3.7. All of the thermals 
contained undiluted parcels up to 2.4 km altitude, near the distance above cloud base where the 
toroidal circulation could be first identified visually. The LDP for Thermal 2 was tracked 
separately for two different phases: “Thermal 2a” denotes the time while it ascended in the wake 
and remnants of Thermal 1, and “Thermal 2b” for when it emerged from those remnants and was 
entraining pristine environmental air. 
Once above 2.4 km altitude, the qT of the LDP of Thermal 1 decreased up to its 




 (inverse slope of best fit line in Fig. 3.7). 




), as far 
as 3.2 km, until emerging from the remnants of Thermal 1. Fig. 3.8 is a horizontal cross-section 
through the center of Thermal 2a (containing a high fraction of ALWC, but also identified 
through its positive buoyancy; not shown) as it ascended through the wake of Thermal 1 at a 
height of 2.7 km, 14 minutes after the cloud formed. It is surrounded by cloudy air left in the 
wake of Thermal 1 which is entrained by the main toroidal circulation. Once Thermal 2 reached 
a height of 3.2 km (now called Thermal 2b), it began to emerge from the detritus of Thermal 1 




















 (ε = 2.6 km
-1
). Although Thermal 1 had also climbed through pristine air, its 
rate of dilution was slightly weaker than that of Thermal 2b because the latter was entraining 









 as it encountered the collapsing cloud top. 
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From this analysis, it is clear that the maximum entrainment rate is not the sole control on 
the rate of dilution of a thermal, as shown in some past studies, but here expanded to investigate 
effects on successive thermals. A summary comparison of dilution rates and fractional 
entrainment rates (ε) among the thermals is shown in the second and fourth columns of Table 
3.1, along with the corresponding mean radii of a sphere enclosing each thermal in the fifth 
column. While the greatest ε occurred for Thermal 2a, its dilution rate was much smaller as it 
ascended through the remnants of Thermal 1. Its width was the greatest of all the thermals, but 
the high value of ε calculated at the core surface clearly shows that the core was not protected 
from entrainment by this greater width. Later when it had ascended into pristine environmental 
air (Thermal 2b), its dilution rate was over twice that of Thermal 1 (that had also interacted with 
unperturbed environmental air). One might assume its dilution was aided by its smaller width, 
and yet its ε was lower. Its faster dilution was due to the entrainment of much drier 
environmental air compared to Thermal 1. In contrast, Thermal 3 initially had a lower dilution 
rate owing to its ascent in the wake of its predecessor, but later the very high rate of dilution 
(also listed in Table 3.1) corresponds to the time of the collapse of Thermal 2 upon it, which with 
subsequent mixing quickly decreased the properties of its LDP.  
 
3.6 Characteristics of the entrained air 
The properties of the air entrained into, and detrained out of, the cloud core can be 
estimated for each thermal using a slightly modified version of Eq. (2.32) that characterizes the 
air within the mass fluxes into each grid cell at the isosurface defining the cloud core. For each 
grid cell, the mean properties (qT, TWC, and the virtual potential temperature v) of the entrained 
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air were calculated as an average of the properties of each nearest grid cell neighbor upstream 
from the entraining grid cell, weighted by the entrained mass flux: 
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where a is the scalar value at the center of the grid cell of interest, aup is the scalar value of the 
neighboring upstream grid cell (in x, y, or z directions) that was being entrained, ρ is the moist 
air density, and W is the surface area of the core on the faces of the grid cell (found using the 
same tetrahedronal interpolation method as used earlier). Equation (3.2) is applied only at grid 
cells containing portions of the core surface (still defined as having a vertical velocity exceeding 
1 m s
-1
 and a condensed water mixing ratio exceeding 1 g kg
-1
), which changes location in time. 
To better understand the dilution of the LDP for each thermal, only grid cells at the vertical 
levels encompassing the LDP and the immediate five levels (250 m) below (to also capture air 
entrained at the rear of the toroidal circulation) were analyzed. 
The calculations were run at each time step for two minutes during the middle of the time 
period when the LDP of each thermal was tracked; entrainment/detrainment resulted in O(10
4
) 
“samples” of qT, TWC, and θv. The samples were then placed into 100 bins to create a probability 
density function (PDF) for each variable, either entrained into the core or detrained from the 
core. A PDF of these same variables over all grid cells within the entire core (not just at the core 
edge) was also constructed over the same time period and altitudes. The calculated qT values 


















where qTCB is the undiluted cloud base value of qT (8.6 g kg
-1
), and qTE is the environmental qT at 
the sample altitude. Thus, a qT* of 0 represents unperturbed environmental air at the sampling 
level, and a value of 1 represents undiluted cloud base air. The values of TWC were normalized 
by the ALWC at the sampling level, and the values of θv were converted to perturbation values 
(θv’) by subtracting the sample value from the environmental value at the sampling level, to track 
the total amount of condensate and buoyancy within the samples, respectively. A summary of 
some statistics comparing similar aspects of these distributions is given in Table 3.1. The shapes 
of the resulting distributions are frequently similar to a normal distribution, and thus the standard 
deviation σ is used to quantify their variability.  
3.6.1 Thermal 1 
The qT* PDF of entrained air (red) for Thermal 1 (Fig. 3.9, upper left) is quite broad (σ = 
0.18) with parcels exhibiting a variety of values. About half of all the entrained samples 
contained qT* less than 0.2, and a quarter had values less than 0.10, indicating many entrained 
samples were mostly composed of environmental air. Very few samples (17%) had qT* values 
that overlapped (pink and purple bins) with air originating from the core (white) or air that was 
detrained from it (blue bins). The shapes of the TWC/ALWC distributions (Fig. 3.9 upper 
middle) were nearly identical to those for qT*. Despite conducting this sampling well inside the 
cloud, at the core edge, purely cloud-free samples are common (~25%), and result from the 
strong entrainment at the rear of the thermal that introduced dry air into the center of the thermal, 
visible in Fig. 3.2c. Most of the entrained air (85%; Fig. 3.9 upper right) was negatively buoyant 
(θv’< 0), having cooled by evaporating some cloudy air before being introduced into the core, as 
also noted in the trajectory analysis of Yeo and Romps (2013).  
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3.6.2 Thermals 2a and 2b 
The entrained samples of Thermal 2a frequently had qT* values (bottom left Fig. 3.9) 
noticeably greater than for Thermal 1; the probability of entraining low values of qT* (< 0.25) 
were 15% and 59%, for Thermals 2a and 1, respectively. The entrainment of pristine, 
environmental air (qT* = 0) was nearly nonexistent in Thermal 2a. Rather, a strong mode was 
located at qT* ≈ 0.6 with a weaker mode located at qT* ≈ 0.35. The former is closely aligned with 
the modes of the core and detrainment PDFs, indicating a significant amount of entrained 
samples had qT values identical to the core, which would not contribute toward its dilution. 
Fewer of the entrained samples contained no condensate (3%; lower middle plot of Fig. 3.9), as 
opposed to Thermal 1 (25%), and far fewer (26%) held TWC/ALWC fractions less than 0.25. In 
strong contrast to Thermal 1, less than half (40%) of the entrained parcels were negatively 
buoyant (as compared to 85% in Thermal 1). The other mode at qT* ≈ 0.35 does not overlap with 
the core PDF, and likely represents the aged, decaying cloudy remnants of Thermal 1. Overall, it 
is clear that the entrainment of low qT*, low TWC, and negatively buoyant mixtures is 
significantly reduced as Thermal 2a climbed through the detritus of Thermal 1, resulting in 
slower dilution despite its higher rate of entrainment, as summarized in Table 3.1.  
The air entrained into Thermal 2b (Fig. 3.10, top row) that was ascending in the pristine 
environmental air contrasts sharply with that surrounding Thermal 2a, and is qualitatively similar 
to that entrained into Thermal 1 (Fig. 3.9 top row). The probability of entraining samples with 
qT* < 0.25 more than doubles (Table 3.1). The variability of the entrained air increased from σ = 
0.17 to 0.23. The air entrained into the core overlapped less with air detrained from the core 
(33%) compared to Thermal 2a (49%), resulting in a larger fraction of the entrained air being 
effective in diluting the cloud core. Most (86%) of the air entrained into the core was again 
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negatively buoyant (Fig. 3.10 top row, right) after strong evaporation of condensate, also evident 
by the number of entrained samples containing no condensate (22%; Fig. 3.10 top row, middle). 
3.6.3 Thermal 3 
The collapse of the cloud top onto the third thermal resulted in the dilution of Thermal 3 
by a different mechanism. The PDF analysis is thus shown only for the time before the effects of 
the collapsing cloud top were realized. During this time, Thermal 3 (Fig. 3.10, bottom row) also 
ascended into the wake of its predecessor and entrained moistened, cloudy air similar to that of 
Thermal 2a, but exhibiting less variability in the qT* of entrained air (σ = 0.10) and rarely 
entraining air with qT* < 0.25 (Table 3.1). Interestingly, the qT* mode is located near 0.45, lower 
than the mode of 0.6 for Thermal 2, indicating the entrained air was not as moist for Thermal 3, 
and likely owing to the longer delay between Thermal 2 and Thermal 3. Similar to Thermal 2a, 
only 36% of the entrained air was negatively buoyant, indicating minimal evaporative cooling. 
As a result, most entrained parcels had TWC/ALWC fractions ≈ 0.45. Despite similar calculated 
maximum values of entrainment, mean radii, and depth of ascent to Thermal 1 (Table 3.1), 
Thermal 3 diluted slowly as a result of ascending in the wake of Thermal 2. 
 
3.7 Summary and Discussion 
The entrainment, detrainment, and dilution of three thermals occurring in succession in a 
fully 3-D simulated cumulus congestus were analyzed individually, and in detail, to understand 
and illustrate the maintenance of high LWC cores in such clouds that can significantly increase 
precipitation formation. Past 1-D modeling studies artificially prescribed such a succession to 
show its potential impact on precipitation formation, and thus could not investigate the dilution 
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mechanism realistically. Other more recent modeling studies have noted that clouds modify their 
environment and thus entrain air that can be quite different than that present farther from the 
cloud edge, but have not studied how this modification changes with the passage of successive 
thermals. This study has shown: 
 Each thermal consists of a large toroidal circulation, and entrainment rates calculated 
directly, at the edge of the cloud core, show they are maximized at its rear inflow. 
Entrainment maxima are thus a transient feature over the lifetime of a multi-thermal 
cloud. 
 These transient entrainment maxima in a multi-thermal cloud affect the dilution of the 
high LWC core of the cloud, and as found in other recent studies (not focused on multiple 
thermals) entrainment rates are not the sole determinant on the rate of dilution of the high 
LWC core. The least diluted parcel was tracked in each thermal as it ascended to estimate 
dilution rates. Dilution rates are higher when a given thermal ascends through 
undisturbed environmental air, and lower when thermals rise through the wakes of 
previous thermals, despite sometimes having stronger calculated entrainment rates. Past 
studies have explained this effect resulting from entrainment of the “moist shell” around 
an individual cloud, rather than pristine environmental air, but this effect is even more 
pronounced in successive thermals. 
 Using a unique PDF analysis of air entrained and detrained into the core of each thermal, 
such “shells” are even more altered by the passage of previous thermals. The entrained 
air is not only more moist in the wakes of previous thermals, but can also contain high 
amounts of condensate (depending upon the time interval between thermals) and be 
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positively buoyant, both aspects only contributing minimally towards diluting the cloud 
core. Entrainment of this “less erosive” air by thermals traveling through the wakes of 
their predecessors allows the high LWC cores in clouds to persist, capable of producing 
rain and graupel when a single thermal could not, as hypothesized by previous 1-D 
modeling studies.  
A significant limitation of this study is that the analysis is applied to a single simulated cloud, 
but was necessary due to the detailed, labor-intensive analysis of manually identifying the 
thermals and their LDPs. A large parameter space yet needs to be explored, including different 
thermodynamic environments, different wind shear profiles, and the effects of precipitation. The 
relative timing between successive thermals also needs further examination: as shown here, the 
forceful collapse of a rigorous thermal can destroy a subsequent thermal ascending beneath it, 
and hints at the possibility of cyclic behavior in thermal development. Perhaps using new 
proposed algorithms to automate the identification of separate thermals in simulations of cloud 
fields (e.g., Dawe and Austin 2012; Sherwood et al. 2013; Heus and Seifert 2013; Park et al. 
2016), studies of ensembles of clouds over a broad parameter space could evaluate the generality 
of the present results. Future simulations of successive thermals using multi-moment bulk or bin 
microphysical schemes are also required to revisit the influence of successive thermals on 
precipitation, given the computational advances since the earlier modeling studies nearly forty 
years ago. A forthcoming study expanding upon the current simulation, to include a system of 
precipitating clouds observed in Southwestern England, will apply the techniques used here to 
further understand how precipitation processes might have been enhanced by successive 
thermals and  cloud interactions on that day. 
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While it is beyond the scope of the current study to investigate the implications of these 
results to current cumulus parameterizations used in larger-scale models, future exploration does 
appear warranted. Many clouds consist of multiple thermals, and these entities have been shown 
not only to produce transient, discrete maxima in entrainment, but also provide a means to 
maintain more buoyancy and higher LWC in the cores of later thermals within the cloud lifetime. 
The undiluted parcels found throughout the lower half of the cloud for much of its lifetime, and 
undiluted ascent at higher altitudes later, differs from those predicted by time-averaged 
entrainment and detrainment profiles typically calculated from bulk estimation methods and 
employed in most cumulus parameterizations. While mean fractional entrainment rates can 
predict the dilution of the mean properties of the cloud core, they cannot represent the least 
diluted parcels (noted by Siebesma and Cuijpers 1995) that ultimately govern the maximum 
cloud top height, updraft speeds, and LWC. Some attempt to include the diversity in convective 
updrafts, that could result in part from successive thermals, is currently being made by 
introducing stochastic entrainment events over a field of cumuli into parameterizations (e.g., 
Romps and Kuang 2010; Sušelj et al. 2013; Romps 2016). It is unclear at this point how 
important representation of the details of multiple thermals are for larger-scale models, however. 
The “average” response of an entraining plume model over multiple thermals may be sufficient 
when the atmosphere is strongly unfavorable for deep convection. When it is marginally 
favorable, however, the neglect of enhanced buoyancy and high LWC cores supplied by 













































θv' < 0 
1 0.8 0.5 x 10
-4
 1.6 174 17% 0.18 59% 73% 85% 
2a 0.2 1.0 x 10
-4
 2.6 208 49% 0.17 15% 26% 40% 
2b 1.8 0.5 x 10
-4
 1.1 158 33% 0.23 33% 52% 86% 
3 0.6 - 3.4 0.6 x 10
-4
 2.6 180 32% 0.09 2% 6% 36% 
 




Figure 3.1. Model “environment” conditions modified from an atmospheric sounding sampled 




Figure 3.2. Zoomed in vertical cross-sections of the fraction of TWC/ALWC (filled contours; 
scale upper right) with in-plane velocity vectors, plotted at every other grid point, overlaid at 
times noted. Colored boxes indicate position of identified thermals as discussed in the text. 
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Figure 3.3. The maximum updraft speed and 〈w’θv’〉 over the computational domain at 10 




Figure 3.4. Time series of the maxima of total water content (TWC), liquid water content 
(LWC), and rain or graupel mass content (top panel), maximum updraft and downdraft speeds 
(middle panel), and cloud top height (bottom panel) from the simulated cloud, for simulations 
with hydrometeor sedimentation disabled (solid lines) and enabled (dashed lines). 
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Figure 3.5. Directly calculated rates of entrainment (E; blue lines) and detrainment (D; dashed 




Figure 3.6. As for Fig. 3.5, except for fractional rates of entrainment (; blue line) and 
detrainment (; dashed green line) at the cloud core surface. 
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Figure 3.7. Change in total water mixing ratio qT and fraction of adiabatic water content 
TWC/ALWC with altitude for the least diluted parcel within each thermal. Dilution rate DqT/Dz 
quantified as the inverse slope of regression lines as labeled for Thermals 1, 2a and 2b.  Legend 




Figure 3.8. Horizontal cross-section at 14 minutes at the altitude of the rear of the second 
thermal, showing the fraction of ALWC at a height of 2.7 km, with in plane wind vectors 
overlaid. The core of the second thermal is contained mainly within the 0.6 shaded contour, 
surrounded by the cloudy remnants of the first thermal. 
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Figure 3.9. Probability density functions of entrained/detrained/core samples of qT*, 
TWC/ALWC, and θv’ for Thermal 1 between 11.5 minutes and 13.5 minutes (top), and for 




Figure 3.10. As in Fig. 3.9, except for Thermal 2b (after emerging from the wake of Thermal 1) 
between 16.5 minutes and 18.5 minutes (top), and for Thermal 3 while it ascended in the wakes 




THE DEPENDENCE OF ENTRAINMENT AND CONVECTIVE RAINFALL                     
UPON CLOUD SPACING 
An adaptation of this chapter will be submitted for publication to the American Meteorological 
Society Journal of Applied Meteorology and Climatology by Moser and Lasher-Trapp (2018). 
4.1. Introduction 
Advances in computational power over the past few decades have allowed numerical 
weather prediction (NWP) models to simulate convective systems with greater detail and 
accuracy. Despite these advances, quantitative precipitation forecasts still suffer poor skill (e.g., 
Fritsch and Carbone 2004), especially during the warm season where precipitation is frequently 
driven by smaller scale convection (Barthold et al. 2015). Partially responsible for this problem 
is insufficient grid-spacing to resolve the major entraining eddies of convective cumulus clouds, 
as well as uncertainties in the rates at which microphysical processes occur. The problem is 
difficult especially in mixed-phase convection where interactions between warm rain and ice-
phase processes, which can be modified by entrainment, must be considered. These challenges 
inspired a recent field campaign investigating mixed-phase convection, the Convective 
Precipitation Experiment (COPE), held in Southwestern England in Summer 2013 (Leon et al. 
2016). 
It is well established that the production of convective rainfall in cumuliform clouds is 
strongly related to cumulus entrainment. The mixing of the relatively cool, dry environmental air 
into the cloud gradually weakens its buoyancy and often limits its top to well below the 
equilibrium level of undiluted parcels. Entrainment is responsible for evaporating large amounts 
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of liquid water inside a cloud, slowing the rates of collision-coalescence and riming processes, 
and reducing the overall amount of rainfall.  
There has been a growing interest in mechanisms that may limit the magnitude of cloud 
dilution resulting from entrainment, with a new focus on the importance of the locally entrained 
air, rather than assuming entrainment of air with the mean environmental properties. New 
methods of directly calculating entrainment in cloud-resolving models have shown the entrained 
air in clouds is often moistened by previously detrained air and recycled into updrafts, slowing 
dilution (Romps 2010; Dawe and Austin 2011a; Yeo and Romps 2013). Within a single 
simulated cumulus congestus, Chapter 3 showed successive thermals entrained air substantially 
more humid than the environment when they ascended through the shed wakes of preceding 
thermals, minimizing dilution of the high liquid water content core, even during periods of strong 
entrainment, leading to increased microphysical production rates of graupel and rain. 
While some insight has been gained by careful examination of the locally entrained air 
into an individual cloud, there is little understanding of how the locally entrained air is modified 
by a population of clouds. Numerous studies have examined the effects of detrainment of a cloud 
ensemble upon the larger-scale thermodynamic environment, with the objective of improving 
parameterized feedbacks (e.g., Randall and Huffman 1982; de Rooy and Siebesma 2010; Dawe 
and Austin 2013; and others), but very few studies have examined the effects of detrained air on 
the individual cloud scale. Aircraft observations of isolated cumulus clouds by Perry and Hobbs 
(1996) showed significant humidity enhancements around the clouds which they called 
“humidity halos”; their horizontal extent depended heavily on the age of the cloud and 
magnitude of the wind shear. Older clouds were observed to frequently humidify their local 
downshear environment up to two cloud radii from the cloud edge. Subsequent studies of marine 
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cumulus have shown similar observations of humidity halos (e.g., Lu et al. 2003; Laird 2005; 
Twohy et al. 2009; Rauber et al. 2013). Wang and Geerts (2011) observed patchy humidity 
enhancements nearly 50% above the mean environmental values downwind of individual 
cumulus clouds over the Santa Catalina Mountains, and hypothesized that this moistened 
environment would be less detrimental to new cloud development. Such reasoning is similar in 
many ways to the “mutual protection hypothesis” proposed by Randall and Huffman (1980) 
where neighboring clouds exist longer in the moistened local environments of their neighbors, 
and also the “moisture-convection feedback” where the immediate regions of younger 
convection are moistened by preceding convection (e.g., Scorer 1957; Cotton 1975; and others). 
It is often assumed that the spacing between clouds is important for entrainment, i.e., closer 
spaced clouds are more susceptible to entraining locally moistened air, limiting cloud dilution, 
deepening convection, and produce more rainfall, e.g. the “near environment” hypothesis (Böing 
et al. 2012). No study in the literature has directly quantified the extent of this moistening effect 
on the entrained air. Further study is needed to examine how these humidity enhancements may 
potentially modify the entrainment and dilution of neighboring clouds, and subsequently possibly 
impact their precipitation production. 
Any potential modification to entrainment by neighboring clouds must be examined 
together with their possible cloud dynamical interactions in order to ascertain their relative 
importance to convective rainfall. Early 3-D simulations of neighboring clouds by Turpeinen 
(1982) demonstrated several examples of possible cloud interactions, such as the downdraft 
flanking the cloud-top circulation suppressing the ascent of nearby neighboring clouds, and the 
displacement of turbulent eddies downstream into other clouds that increased the entrainment of 
dry air. A simulation of neighboring warm bubbles by Kogan and Shapiro (1996) suggested a 
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mutual interference of the organized inflow of sub-cloud air into their updrafts, limiting their 
convective development and rainfall, prior to merging. Observations of cloud mergers led 
Simpson et al. (1980) to postulate that the converging outflows of two neighboring, precipitating 
clouds resulted in new, vigorous convection that bridged the two older clouds, a mechanism 
supported by the results of later simulations (Tao and Simpson 1989). The low-level moisture 
convergence by the colliding outflows of adjacent precipitating clouds has been recently 
identified as a crucial process in accurately describing the organization and diurnal cycle of 
convective rainfall (Moseley et al. 2016). Feng et al. (2015) concluded from their simulations 
that the intersection of outflows was crucial for reducing cloud separation, creating cloud clusters 
and self-organized convection, and qualitatively argued that the clouds would “shield” each other 
from the entrainment of dry air. On the other hand, Glenn and Krueger (2017) contended that the 
merging of closely spaced updrafts is more important for promoting deeper convection because 
the merged updrafts are wider and thus the updraft core would be less susceptible to dilution by 
entrainment. Overall, both mechanisms link interactions with neighboring clouds to mitigated 
entrainment and require more investigation. 
The importance of modified entrainment and/or cloud dynamical interactions to the 
microphysical processes leading to precipitation are also of interest. Cores of high liquid water 
content could potentially be maintained longer by the entrainment of moister air, and may lead to 
a more efficient warm rain process lower in the cloud, and/or enhanced riming above the melting 
layer (e.g., Cooper and Lawson 1984; Blyth and Latham 1993). Secondary ice production via the 
Hallett-Mossop process (Mossop and Hallett 1974) has also been shown to be highly sensitive to 
the amount of supercooled liquid water present (e.g., Blyth and Latham 1997) and thus may be 
sensitive to any potential decrease in the effects of entrainment. 
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During the COPE field campaign, the characteristics of a tightly-packed, quasi-stationary 
line of precipitating cumulus clouds on 3 Aug 2013 were measured in situ by multiple aircraft, 
and remotely by airborne and ground-based radars. Cloud tops ranged in height from 4-6 km 




), and renewed cloud development 
through multiple thermals was observed throughout the line (Leon et al. 2016). Radar echo 
maxima up to 60 dBZ were detected by the X-band radar, along with high differential reflectivity 
values indicative of large raindrops (Plummer et al. 2018) carried above the melting level in the 
updrafts. Aircraft measurements revealed ice exceeding 100 m in diameter sometimes in 
number concentrations of several hundred per liter above the -8 C isotherm, and were consistent 
with an active Hallett-Mossop process (Taylor et al. 2016; Jackson et al. 2018). Clouds with tops 
below the -10 C level appeared to have an active warm rain process, before transitioning to 
mainly ice processes for those clouds that grew deeper above 4 km MSL (Taylor et al. 2016; 
Jackson et al. 2018). Simulations by Lasher-Trapp et al. (2018) corroborated the influence of the 
Hallett-Mossop process on ice concentrations for clouds with tops above 5 km (-15 C) and 
found the dominant pathway to precipitation was the freezing of supercooled raindrops to 
produce graupel, which then grew by riming before falling out of the cloud and melting. They 
also concluded that although the Hallett-Mossop process exhibited a large impact on ice 
concentrations, it was largely inconsequential for the total rainfall in the deeper clouds on August 
3. While these studies have illuminated the relative importance of various microphysical 
processes on the convective precipitation of 3 Aug, the influence of the closely-spaced clouds 
upon entrainment, and its importance to convective rainfall, has yet to be examined.  
The objective of this study is to understand and quantify how clouds developing in close 
proximity, as part of a linearly organized population, differ dynamically and microphysically 
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from those that develop in relative isolation, and to determine if those differences influence their 
convective rainfall. Numerical simulations based upon the COPE observations of the 
precipitating convection on 3 Aug 2013 are employed for: 
 comparing entrainment rates and the properties of entrained air for clouds developing 
closer together within a line compared to those spaced further apart; 
 examining the sensitivity of overall cloud development to the distance between 
neighboring clouds; 
 analyzing differences in microphysical processes resulting from potential modifications 
to entrainment by nearby neighboring clouds 
 evaluating the combined effects upon surface rainfall. 
4.2 Methods 
4.2.1 Model description 
CM1 (Bryan and Fritsch 2002) is a 3-D, non-hydrostatic model that integrates the quasi-
compressible set of the Navier-Stokes equations forward in time using a third-order Runge-Kutta 
scheme. Sub-grid scale turbulence is parameterized by a 1.5-order turbulence closure scheme. 
Several microphysics parameterizations are available in the model; the double-moment NSSL 
microphysics scheme (Mansell et al. 2010), which predicts the mass and number concentration 
of cloud water, cloud ice, rain, graupel, hail, and aggregates (snow), was chosen for this study. 
The NSSL scheme includes the warm-rain parameterization of Ziegler (1985) and the ice 
nucleation parameterization of Phillips et al. (2001), which incorporates primary ice nucleation 
and contact-freezing (Meyers et al. 1992), the Hallett-Mossop process (Cotton et al. 1986; 
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second formulation based on cloud droplet size), and immersion freezing of raindrops (Bigg 
1953). 
4.2.2. Simulation setup 
The base state for the model was initialized from a sounding launched in the vicinity of 
the line of cumulus congestus clouds at 10 UTC on August 3, 2013 (Fig. 4.1). The 
thermodynamic conditions of the environment supported convection up to heights of 5 km (-16° 
C), with cloud bases located at 0.7 km (10° C) AGL. The vertical wind shear over the cloud 
depth was only 6 m/s, and the winds were approximately unidirectional from the southwest. The 
southwest winds were rotated to westerly to allow for easier analysis. 
Five identical Gaussian-shaped sensible heat fluxes (e.g., Klaasen and Clark 1985, 
Carpenter et al. 1998) were applied at the surface to force five separate clouds in a line parallel to 
the x-axis, with their centers placed exactly halfway along the y-axis, and separated by a fixed 
distance specified for each simulation: 4 km, 5 km, 5.5 km, 6 km, 7 km, 8 km, or 9 km, hereon 
referred to respectively as 4KM, 5KM, 5.5KM, 6KM, 7KM, 8KM, or 9KM. Observational 
estimates of distances between cloud centers along the convective line on 3 Aug, using images of 
radar reflectivity (or converted to rainrate) from the UK Meteorological Office operational radars 
at Predannack and Cobbacombe Cross, the high-resolution NCAS portable X-band radar, and the 
University of Wyoming airborne cloud radar, are shown in Fig. 4.2. The distances were 
computed by assuming precipitation from each cloud fell near the updraft (due to the weak 
vertical wind shear on this day), and thus using distances between reflectivity (or rainfall rate) 
maxima. The coarser resolution of the UK operational radar could not detect the detail of the 
NCAS portable radar nor the airborne cloud radar, and thus its estimates are higher. In addition, 
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the UK operational radar diagnosed rain rates derived from the reflectivity using a Marshall-
Palmer relationship and had lower resolution in the maxima detected. Using the more detailed 
radar data, the simulations performed with a spacing of the Gaussian heating functions 5 km 
apart are thought to best represent the real conditions on 3 Aug. 
A mean sensible heat flux was applied to the lowest levels of the domain, starting from 
the surface value of 150 W m
-2
 and decreasing by an e-folding length of 350 m, so that heating is 
approximately 1/10 of its maximum value at the height of the cloud bases. The Gaussian-shaped 
heat fluxes had peak values of 450 W m
-2
 that decreased with radius by a standard deviation of 
2250 m, except for two modified 5KM runs, where the standard deviation was decreased to 2000 
m (labeled “small” in the label when plotted) or increased to 2500 m (labeled “large” in the label 
when plotted), designed to ascertain any sensitivity to the width of the heat flux.. The vast 
majority of the surface heating occurs within one standard deviation of the center of each heat 
flux, resulting in updraft widths of approximately 2 km, being slightly greater or less when the 
heat fluxes were widened or narrowed. The heating was increased linearly in time from zero to 
its maximum value at 30 minutes, and applied continuously afterward until the end of the 
simulations at 150 minutes. 
The domain size varied depending upon the spacing of the Gaussian heat fluxes for each 
simulation.  The domain was always 14.4 km and 8.25 km in the y and z directions, respectively. 
The length of the domain in the x-direction was extended to accommodate the larger distances 
between surface heat fluxes, ranging from 32 km in run 4KM to 52 km in run 9KM. A uniform 
grid-spacing of 50 m was used in all simulations with a time step of 0.25 s. An 8.5 m s
-1
 domain 
translation was applied to keep the clouds over their respective zones of forcing to emulate 
continued forcing over a persistent convergence line. 
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4.2.3 Entrainment and detrainment calculations 
Entrainment here is calculated from the inflow of air into the cloud core as described 
earlier in Section 2.3. The cloud core in these simulations was defined as the volume containing 
vertical velocity exceeding 1 m s
-1





. The definition of the cloud core has implications for the entrainment analysis here 
which are discussed in detail at the end of Section 4.3.2. The properties of the entrained or 
detrained air can be estimated by Eq. (3.1) in Section 3.6. 
 
4.3. Results 
4.3.1. General simulated cloud behavior 
In each simulation, the first thermals reached the LCL and formed clouds after 35 min of 
forcing. Over the next 30 minutes, the clouds underwent repeated pulsing motion as new 
successive thermals rose from the sub-cloud layer, often into the wakes of preceding thermals, 
and the clouds progressively became taller with time up to 90 min. Fig. 4.3 illustrates how the 
line of clouds eventually fills in for run 5 KM as the simulation progressed; similar behavior is 
observed in runs 4KM, 5KM, and 6 KM. On average cloud tops reached a height of 3 km by 50 
min and 4 km by 80 min, at which time there was substantial variability in cloud tops when 
comparing across all simulations (Fig. 4.4, left). The mean cloud top heights of the closer-spaced 
clouds, i.e. runs 4KM and 5KM, experienced a noticeable lag in growth (≈ 500 m difference in 
height) compared to the clouds spaced farther apart, especially before 70 min, but this trend 
reverses after 80 min when all runs had begun precipitating. The slower cloud development in 
the 4KM and 5KM runs is also seen by their weaker updrafts between 60 min and 80 min, as 
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shown in Fig. 4.4 (right). The maximum updraft speeds in the clouds of 4KM and 5KM, on 
average, were 8-10 m s
-1
, while the maximum updraft speeds of the 8KM and 9KM runs were, 
on average, 10-12 m s
-1
. In Fig. 4.5 are time series plots of the maximum surface rainfall at any 
point over the domain for each of the different simulations, including the two modified 5KM 
runs with wider and narrower heat fluxes. The first surface precipitation occurred at 65 min in 
run 8KM, followed by 9KM at 72 min, 7KM at 76 min, and 6KM and 4 KM at 78 min. Runs 
5.5KM and 5KM did not produce any surface rainfall until 80 min, 15 minutes later than run 
8KM. The runs with clouds spaced further apart generated rainfall generally sooner than clouds 
developing closer together, mimicking the trends in the cloud top heights as seen in Fig. 4.4, but 
this trend does not hold for every cloud in each run as will be shown later. By 90 min some 
parity existed across the runs; the maximum rainfall varied between 6-8 mm. 
Despite the initial slower development of precipitation in run 5KM, rain rates in excess of 
40 mm hr
-1
 beyond 90 min enabled 4 KM and 5KM to produce a maximum rainfall of 25 mm by 
130 min. The mean cloud top height was also higher in 4 KM and 5KM after 90 min (Fig. 4.4). 
These taller clouds and their associated greater rainfall resulted from a “second generation” of 
clouds that developed in 4 KM and 5KM that were not produced in the other runs, and will be 
investigated further in Sections 4.3.5 and 4.3.6. Runs 6KM - 9KM were only capable of 
producing approximately half the rainfall of 4KM and 5KM. The rainfall dependency on cloud 
spacing suggests that the observed rainfall on 3 Aug might have been attributed in part to the 
observed tight packing of the clouds within the convective line. To determine the underlying 
factor(s) behind this trend, the next sections explore the sensitivity of entrainment, dynamics, and 
microphysics to the distance between neighboring clouds. 
4.3.2 Entrainment before the first rainfall 
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Entrainment and detrainment rates were calculated every 5 seconds for the 5-9 KM runs, 
and averaged over two minute intervals beginning at 50 min, 60 min, 70 min, and 80 min to 
analyze any differences before the first surface rainfall. Fig. 4.6 displays the entrainment (E; top 
row) and detrainment (D; middle row) rates normalized over the surface area of the cloud for the 
five runs over each of these two-minute periods. At 50 min, when cloud tops were most similar 
across the runs, the calculated entrainment fluxes generally varied little across the different 
simulations, with some eddies entraining more strongly in the 8KM and 9KM runs. By 60 min, 
the 7KM and 8KM runs were entraining more near their higher tops, compared to the rates for 
the 5KM, 6KM, and 9KM runs near their lower cloud tops. At 70-72 min, differences in 
entrainment rates (and cloud tops) were less prominent. At 80-82 min, the highest mean 
entrainment rates for all simulations were greater than at earlier times, with particularly high 
values near the cloud tops for runs 6KM, 7KM, and 8KM. While the 5KM entrainment rates 
were sometimes weaker compared to the other runs, overall there is no strong evidence of a 
systematic dependency of the entrainment rates on cloud separation. Detrainment rates are 
included for completeness in Fig. 4.6, but again do not show any striking dependence upon cloud 
separation distance. Thus, the mean turbulent entraining motions of the clouds separated by these 
distances are not affected by the presence of other nearby clouds. If the surface forcing for the 
clouds were moved even closer together, eventually the clouds would have to interact 
dynamically, as the influence of the width of the heating functions initiating the clouds would 
overlap. 
While the entraining fluxes into the updrafts appear to be independent of the cloud 
spacing used here, the apparent sensitivity of cloud top heights, maximum updraft speeds, and 
timing of rainfall upon the distance between clouds as shown in Figs. 4.4 and 4.5 suggest there 
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may be a dependency of vertical mass flux upon the cloud spacing. Between 50-52 min when the 
cloud top heights and maximum updraft speeds were most similar, differences between the 
magnitude of the vertical mass fluxes (M; Fig. 4.6, bottom row) are smallest. During 60-62 min 
and 70-72 min, however, when the mean cloud top and mean updraft speeds vary the most 
between simulations, a clear systematic increase in updraft mass flux with increasing cloud 
spacing is evident. By 80 min, this trend is not as clear, but all simulations have precipitating 
clouds at this time that alter the vertical mass fluxes. Otherwise, in the absence of precipitation, 
the updrafts are systematically less vigorous when brought closer together. This dependency on 
cloud proximity is similar to idealized bubble simulations previously conducted by Kogan and 
Shapiro (1996), which showed the competition for sub-cloud inflow increased between two 
clouds when they were closer, weakening their updrafts. 
The properties of the entrained, detrained, and core air were quantified following the 
method detailed in Section 3.6 and binned into cumulative distribution functions (CDFs). The 
calculated non-precipitating total water content qT* was calculated using equation (3.2). 
Precipitating hydrometeors (e.g., snow, graupel, hail and rain) were not included in these 
calculations because they are too large to follow with the entrained air. Values of liquid water 
content were normalized by the ALWC at the sampling level, and values of θv were converted to 
perturbation values (θv’) by subtracting the sample value from the environmental value at the 
sampling level, to track the total amount of condensate and buoyancy within the samples, 
respectively. 
Normalized CDFs of the entrained (red), detrained (blue), and cloudy updraft (black) qT* 
are presented in Fig. 4.7 for all runs over the various time periods. The entrained air CDFs show 
only subtle differences across the runs for each of the times. Entrained qT* values encompassed a 
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range of mixtures between undiluted and purely environmental air. Negligible differences existed 
in the qT* values of the 25%, 50%, and 75% percentiles across the runs (solid red, dashed red, 
and solid red vertical lines, respectively). The percentage of entrained parcels that contain 
precipitation content below 0.5 g m
-3
 (Fig. 4.7, parentheses) increased in as the clouds developed 
toward the first rainfall between 70-80 min, but this increase in precipitation did not substantially 
affect the LWC in the entrained parcels (Fig. 4.8). No dependency upon cloud spacing is 
apparent in Fig. 4.8, where the percentiles of the entrained LWC/ALWC were nearly identical 
across the runs with different cloud spacing. CDFs of the entrained θv’ (not shown) were also 
nearly identical among the runs with only a gradual tendency for the clouds to entrain slightly 
warmer air with time (the 75% percentile shifted from 0.1 K at 50 min to 0.2 K at 80 min). In 
summary, the calculations suggest the rates and characteristics of the entrained air in these 
simulations are unaffected by the proximity of neighboring clouds as they developed and 
produced the first convective rainfall.  Thus these results are more representative of the average 
composition of the entrained air among a group of clouds, while the study in Chapter 3 focused 
only on the air entrained in a single thermal at a time, within a single cloud. 
The method of calculating entrainment used here limits the smaller range of cloud 
separation distances that can be tested, because the defined cloud core surfaces must be separate 
entities. Attempts at applying the same analysis to cloud spacing below 5 km proved futile as the 
clouds would often merge and no longer remain individually identifiable to the entrainment 
algorithm. Using a more restrictive definition of the cloud-core, such as a minimum 1 g kg
-1
 
condensed mass threshold, would help retain the unique boundaries of each cloud core, but 
creates difficulties in determining whether the entrained air was depleted of condensate by 
mixing or other microphysical processes (e.g. collection of the cloud water by larger 
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precipitation particles). By using a lower cloud condensate threshold of 0.1 g kg
-1
, this analysis 
focuses only upon those parcels entrained at the periphery of the updraft where the entrainment 
of environmental air is more probable, where the LWC of air parcels is less affected by 
microphysical sources and sinks, and where the composition of air parcels would be more likely 
to be affected by neighboring clouds. 
4.3.3 Microphysical properties of first-generation clouds 
The microphysical behavior in the first generation of clouds before 90 min was similar 
across the runs. Time series of vertical profiles of maximum mass mixing ratios from a cloud 
within run 9KM is shown in Fig. 4.9 for illustration. The first raindrops were formed by 
collision-coalescence in thermals rising through a height of 3 km before the appearance of any 
ice (not shown). Initial rain amounts in turrets near cloud top grew to mixing ratios near  1-2 g 
kg
-1
 (Fig. 4.9d at 60 min) as these thermals rose several hundred meters more before subsiding. 
Large increases in the rain production occurred when new thermals rose through existing cloud 
volumes containing newly formed raindrops. These pre-existing collector drops benefited greatly 
from the arrival of nearly adiabatic turrets having high LWC not depleted yet by their own warm 
rain process or entrainment (as seen by the proximity of the LWC curves to the adiabatic values 
in Fig. 4.9a). By 80 min, raindrop mixing ratios grew to larger than 4 g kg
-1
. Initial ice 
concentrations (Fig. 4.9b) at 60 min were only approximately 0.1 L
-1
 as the cloud tops ascended 
above 3.0 km (-4 °C), as prescribed by the Meyers et al. (1992) parameterization for contact 
freezing. Only very small amounts of graupel, totaling less than 0.01 g kg
-1
 (Fig. 4.9c), were 
formed by the riming of supercooled cloud water, abundant in quantities greater than 2 g m
-3
. 
The Hallett-Mossop process occurred immediately as the graupel transited the Hallett-Mossop 
temperature regime and increased the maximum ice number concentrations to 1 L
-1
 at a height of 
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3.2 km (-5 C). Consequently the maximum graupel mixing ratios in these early clouds increased 
to a maximum of 0.1 g kg
-1
, some of which melted and contributed to the surface rainfall. The 
rain, produced mainly by collision-coalescence, typically fell within the updrafts, producing 
strong negative buoyancy loading and facilitating their collapse. Although some ice processes 
were minimally active in the first generation of clouds, the bulk of the convective rainfall in the 
early clouds was dominated by the warm rain process. 
4.3.4 Sub-cloud convergence and second-generation clouds 
To understand the production of a second generation of clouds in some of the runs, the 
mean convergence below each cloud base was calculated over a 4 km x 4 km x 0.8 km volume 
(the approximate volume of the boundary layer heating over each surface heat flux) and plotted 
as a time series for each cloud and each run in Fig. 4.10 (top row). For all the simulations, the 
magnitudes of the mean convergence before 70 min were very similar for all of the clouds, 
except for Cloud 5 which showed a systematic decrease as the cloud spacing decreased. Before 
90 min, the initial amount of rainfall (Fig. 4.10, bottom row) shows little if any dependency on 
the spacing. Rainfall generally varied between 4-9 mm before 90 min. Clouds 1 and 2 typically 
precipitated sooner in the larger spacing runs, but this trend is less so for Cloud 3, and does not 
exist for Clouds 4 and 5. The particularly low convergence and rainfall for Cloud 5 during runs 
4KM and 5KM is attributed to the advection of Cloud 5 away from its heat flux by the radially 
directed inflow into Cloud 4. 
After the first rainfall (near 70 min; Fig. 4.10 bottom row), the sub-cloud convergence 
began to exhibit large differences between the closer spaced clouds (4KM, 5KM, 5.5KM, and 
6KM runs) and those further apart (7KM, 8KM, and 9KM runs). During runs 7-9KM, the mean 
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convergence for each cloud had generally reached its maximum magnitude and subsequently 
declined or plateaued by 80 min, due to evaporative cooling of rain beneath the cloud bases, 
despite the fact that the surface heat fluxes were still operating. On the other hand, the mean sub-
cloud convergence below Clouds 2, 3 and 4 in runs 4KM-6KM continued to strengthen beyond 
80 min, reaching magnitudes sometimes double the maxima earlier in the runs. As the lines of 
clouds precipitated, rain-driven downdrafts reached the surface and created outflows that 
propagated laterally like those described by Simpson et al. (1980). These outflows soon met and 
produced strong sub-cloud convergence in between Clouds 1 and 2, 2 and 3, and 3 and 4, 
beginning at 80 min and continuing afterwards. This effect was especially pronounced for the 
4KM, 5KM, and 5.5KM runs, as seen as large increases in the sub-cloud convergence for these 
clouds beyond 80 min in Fig. 10 (top row), where as a result new updrafts were subsequently 
forced.  
Fig. 4.11 illustrates the forcing of one such second-generation cloud in the 5 KM run. At 
85 min (Fig. 4.11a), Cloud 3 and Cloud 4 had begun to precipitate. Later precipitation-driven 
outflows eventually converged in between the two clouds (Fig. 4.11b, yellow box), forming a 
new updraft and cloud named “Cloud B” (Fig. 4.11c,d). This second generation cloud climbed 
only slightly higher than the first generation, reaching a height of near 5 km (as seen in Fig. 4.4) 
before reaching a stable layer in the environment (Fig. 4.1).  
Two of these second-generation clouds, formed by the interacting outflows of 
precipitating neighboring clouds, are hereafter referred to as Cloud A (formed between Clouds 2 
and 3) and Cloud B (formed between Clouds 3 and 4) and are further examined in run 5KM 
because they produced the most rainfall. As labeled in Fig. 4.10, the 4KM, 5KM, and 5.5KM 
runs rapidly produced rainfall for the newly formed Clouds A and B (partly reflected in the 
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panels for Clouds 2, 3 and 4 because they lie in between) after a major increase in the sub-cloud 
convergence. 
4.3.5 Entrained air into the second-generation of clouds 
The ascent of Clouds A and B in between the remnants of their parent clouds occurred at 
a later time when the local environment may have been substantially humidified by the 
detrainment of the first generation of clouds, moistening the air entrained into the second 
generation, slowing dilution of their updrafts, and dilution of the high LWC cores in those 
clouds. The distances between the centers of the second-generation and the first-generation 
clouds from which they were forced were approximately half the distance between the centers of 
forcing (≈ 2.5 km for run 5KM, and ≈ 3KM for run 6 KM). With cloud widths ≈ 2-2.5 km wide, 
this reduced spacing caused the cloud boundaries between the first and second-generation clouds 
to overlap or nearly overlap (as seen in Fig. 4.11c,d), potentially moistening the air entrained into 
the upstream and downstream flanks of the second generation.  
To better understand the evolution of the entrained air, time-height diagrams of the 25% 
percentile qT* mixture at each altitude are plotted for runs 5KM, 6KM, 7KM, 8KM, 9 KM in 
Fig. 4.12 (first column), with lower percentages indicating more pristine environmental air being 
entrained. Entrained qT* mixtures are generally comparable across the runs before 100 min, 
consistent with the results shown in Fig. 4.7. Beyond 100 min, as the second-generation clouds 
develop in the closer-spaced runs, the entrained air moistens, especially below 3 km (Fig. 4.12 
first column), as seen in the small shift in quartiles for runs 5KM and 6KM towards more humid 
qT* values (Fig. 4.12, second column). There is essentially no difference across the simulations 
in the percentiles of LWC in the entrained air (Fig. 4.12, third column), but the percentage of air 
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parcels containing precipitation greater than 0.5 g m
-3
 (listed  in parentheses in second column) 
tended to increase as the clouds were closer. Some of this additional precipitation would have 
originated in the second-generation clouds, but some may also be left over from the first 
generation. It is not clear how much scavenging of liquid water by precipitation occurred within 
the entrained parcels. In addition, the high frequency of precipitation in the entrained parcels 
suggests the potential microphysical impact of entraining precipitating hydrometeors into the 
second-generation clouds could be important, but is beyond the scope of this study. Because 
precipitation consists of larger hydrometeors that may not follow the flow of entraining eddies, it 
is not possible with the current entrainment calculation framework to quantify how much 
precipitation is actually entrained. 
The amount of humidification of the entrained air is greatest for run 5KM, where the 75% 
percentile of the entrained qT* increased to 0.53 from 0.50 in the 9KM run (Fig. 4.12, middle 
column). The 25% percentile shifted from 0.34 to 0.38, indicating that the driest 25% of the 
entrained air moistened as the clouds were less susceptible to entraining the environment. The 
amount of humidification is less for run 6KM, because of the greater distance between the 
second-generation clouds and decaying first-generation clouds. For distances between cloud 
centers of 7 km and greater, no humidification is found beyond 100 min, and the entrained air 
properties are almost identical. The wider heat flux for run 5KM large, used to create slightly 
wider clouds (not shown), led to a slightly stronger humidification of the entrained air, where the 
75% percentile of qT* increased to 0.54, due to more overlap between edges of the second-
generation and first-generation clouds, and the percentage of entrained parcels containing 
precipitation more than 0.5 g m
-3
 also increased to 41%. The narrower heat flux in run 5KM 
small (not shown) resulted in weaker humidification of the entrained air as the 75% percentile of 
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qT* decreased to 0.52, and there was a substantially lower frequency of parcels with 
precipitation, down to 19%, due to a greater distance between the cloud edges of the first and 
second generation of clouds. Thus, while no entrainment dependency upon cloud spacing was 
evident for the first-generation clouds, the entrained air into the second-generation clouds 
demonstrates some small influence from their mutual proximity, especially below distances of 6 
km. Because the differences between CDFs are not large and to test whether the differences are 
statistically significant, Kolmogorov-Smirnov tests were conducted to ensure the CDFs were 
non-identical to a p-value of 0.01. 
Reducing the separation between the first-generation clouds to distances < 4 km was 
impractical from an analysis standpoint. Two updrafts of these sizes in such close vicinity would 
cause the neighboring clouds to quickly merge by mutually advecting the radial inflow of the 
other, leaving the two updrafts indistinguishable; the time until merging is proportional to the 
squared distance between the centers of two updrafts (Kogan and Shapiro 1996). This particular 
problem of merging is avoided in the case of the second generation developing closely to the first 
generation because the radial inflow into the decaying first-generation is weak or non-existent. 
4.3.6 Microphysical properties of second-generation clouds 
The microphysical pathway to precipitation in second-generation Clouds A and B was 
different from the first generation, and from each other, and are illustrated as a series of vertical 
profiles in Fig. 4.13 using run 5KM. Early in their lifetime, raindrops formed similarly to the first 
generation as young turrets ascended through the 3.0 km level (bottom row Fig. 4.13). Unlike the 
first generation of clouds, the new generation did not climb through pristine, undisturbed 
environmental air. Small concentrations of ice crystals were advected from both Cloud 2 and 
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Cloud 3 downstream into the rising tops of Clouds A and B. While this residual ice was not 
exceedingly plentiful (≈1 L
-1
 at 105 min; Fig. 4.13, second row), it was approximately an order 
of magnitude higher than the concentrations predicted by the primary ice nucleation 
parameterization (Meyers et al. 1992) at these temperatures. Sufficient supercooled LWC in 
quantities greater than 2.0 g m
-3
 was available between 3 km (-4 C) and 4 km (-10 C) for both 
Clouds A and B (Fig. 4.13, top row), assisting the growth of graupel by riming in this altitude 
range. The maximum LWC in Cloud B was nearly adiabatic up to 3.4 km (3.0 g m
-3
) while the 
maximum LWC in Cloud A remained near 2.0 g m
-3
. The difference in maximum LWC is 
mainly attributed to the differences in updraft width; the width of Cloud A varied between 1.5–
2.0 km while Cloud B benefited from a width of 2.5 km. Thus Cloud A was more susceptible to 
dilution resulting from entrainment, reducing its LWC. 
Due to the initially low ice concentrations in this temperature range, only small amounts 
of graupel (0.1 g kg
-1
 and 0.1 L
-1
) were initially present in the new clouds before 108 min (Fig. 
4.13, third and fourth rows), during which time some was immediately transported in downdrafts 
and contributed to the rainfall, while others remained within the updraft. Like the first generation 
of clouds, the Hallett-Mossop process became active immediately when graupel and supercooled 
water coexisted between -3 C and -8 C (horizontal light blue lines in Fig. 4.13), which 
occurred when cloud tops transited this temperature regime. From 105 min to 115 min, ice 
concentrations in Cloud A increased to 18 L
-1
 in this range of temperatures. In contrast, Cloud B 
showed relatively very little Hallett-Mossop activity, with cloud ice concentrations of only 2 L
-1
, 
despite similar initial ice concentrations and greater amounts of supercooled LWC within its 
updraft (Fig. 4.13, third row). The differences here are simply attributed to the graupel in Cloud 
A falling through regions of the cloud where the LWC was higher. While Cloud B had higher 
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amounts of LWC within its updraft, its graupel fell mainly outside of the high LWC core, 
preventing significant secondary ice production. Thus, graupel concentrations and mixing ratios 
increased to 1.0 L
-1
 and 1.0 g kg
-1
, respectively in Cloud A, a near ten-fold increase in graupel 
mass over the first-generation clouds despite a cloud top height increase of only 200 m. The rain 
water mixing ratio in Cloud A at 108 min, the time when the Hallett-Mossop process began, 
exceeded 2 g kg
-1
 between 2.2 km and 3.8 km height, peaking at 4 g kg
-1
 near 2.5 km height (Fig. 
4.13, bottom row). Rain in Cloud A began to fall by 105 min, and by 115 min the rain rate 
intensified as the majority of the melting graupel and rain water precipitated from the base of the 
cloud. 
On the other hand, Cloud B had a less active Hallett-Mossop process, only reaching a 
maximum graupel concentration of 0.2 L
-1
 and mixing ratio of 0.6 g kg
-1
, and yet, ultimately 
produced the most rainfall. Cloud B exhibited vigorous warm rain development as seen by the 
large rain mixing ratios attained (Fig. 4.13, bottom row). Cloud top ascended to 3.0 km by 102 
min, reaching 4.0 km by 110 min. As noted previously, the wider updraft and moistened 
environment limited the effects of entrainment and enabled the LWC to remain nearly adiabatic 
up to 3.4 km. The small amounts of ice and relatively large amounts of liquid water created an 
environment conducive to the rapid growth of raindrops by collision-coalescence. The strong 
updraft formed by the converging outflows of Cloud 3 and 4 rapidly delivered new cloud water 
into this region between 3.0 km and 4.0 km height. The forcing for this new updraft was 
sustained for about 20 min, increasing the time raindrops could be suspended and grow by 
collision-coalescence. The maximum LWC within the updraft were sustained to approximately 
80-90% of their adiabatic values (Fig. 4.13, top row) due to the weak dilution, supporting a 
strong warm rain process. In Fig. 4.14, the vertical cross-sections of the rain mixing ratio are 
113 
plotted with in-plane winds for Cloud A (left) and Cloud B (right). At 115 minutes, the rain 
formed in Cloud A was already falling through the updraft while Cloud B with its strong updraft 
continued to suspend large amounts of rain in the upper portions of the cloud. Consequently, the 
maximum rain mixing ratio in Cloud B grew from 4 g kg
-1
 to over 12 g kg
-1
 in five minutes, 
yielding over three times as much rainfall as any first-generation clouds. 
4.3.7. Sensitivity to the warm rain process 
A sensitivity test was performed to assess how the strength of the warm rain process 
affected the outflow-convergence mechanism that forced Clouds A and B in the closer cloud 
spacing runs, and to also evaluate the dependency of the overall precipitation on the warm rain 





 (referred to as the high CCN case) to artificially weaken the warm rain process, or 
decreased to 100 cm
-3
 (referred to as the low CCN case) to accelerate the warm rain process. As 
seen in Fig. 4.15 (top row), the evolution of the sub-cloud convergence (calculated over a 4 km x 
4 km x 0.8 km volume centered over each heat flux) for the control run and the modified CCN 
runs were again identical until the clouds began to precipitate (as early as 75 min for the low 
CCN run; bottom row). The maximum magnitude of the buoyancy term B (second row; over the 
same volume as the first row) and minimum magnitude (third row) were also plotted and 
formulated to include the effects of precipitation loading: 
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where g is the acceleration due to gravity, qr is rain mass mixing ratio, qg is the graupel mass 
mixing ratio, qh is the hail mixing ratio, and qs is the aggregate (snow) mixing ratio. Modifying 
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the CCN concentration essentially changed the speed of qr production, as designed, and evident 
in the bottom row of Fig. 4.15 by the order of the onset of rainfall in the three simulations. The 
high CCN concentration case had the most buoyancy in the sub-cloud region (Fig. 4.15, second 
row) due to the weakest precipitation loading (by the lack of rain in the updraft), while the 
control and low CCN concentration cases had greater loading and thus less buoyancy. 
Consistently, the minimum buoyancy (Fig. 4.15, third row) was often less in the low CCN case 
compared to the high CCN case because of the greater precipitation loading in the former, but 
did not have a major effect on the mean convergence. Stronger precipitation loading typically 
resulted in weaker sub-cloud convergence before 100 min (the time when the outflows 
converged). Therefore, weakening the warm rain process did not reduce the overall sub-cloud 
convergence, despite the convergence for the second-generation clouds being driven by 
interacting neighboring outflows. Instead, the weaker buoyancy loading from the weaker warm 
rain process allowed the clouds to ascend quicker and higher (Fig. 4.16), increasing the sub-
cloud convergence as a result of drawing air at a faster rate into the sub-cloud updraft. Thus, 
although the origin of the initial precipitation for the 5KM first-generation clouds was 
predominantly due to the warm rain process, it appears to produce competing effects in forcing 
the precipitation outflows that generate the secondary clouds, as well as acting as a drag on the 
cloud updrafts.  Based on these limited tests, the observed cloud droplet number concentration on 
3 Aug appears to have been optimal for producing warm rain sufficient to produce strong 




4.4 Summary and Discussion 
The dynamical and microphysical characteristics of 3-D simulated cumulus congestus 
clouds, separated by various distances, were compared to understand and quantify how clouds 
developing in close proximity, as part of an organized convective line, differ macroscopically 
and microphysically from those that develop in relative isolation, and the ultimate effects upon 
surface rainfall. This study is one of the first to quantify how closely-spaced clouds alter 
entrainment by conditioning the environmental air surrounding neighboring clouds. 
 
The main findings of this study are: 
 When the distance between the centers of neighboring, precipitating clouds was less than 
6 km, their outflows interacted strongly and subsequently forced new clouds from where 
the most rainfall fell. Expressing this distance as a ratio of the updraft width (≈ 2 km 
here), strong outflow interactions occurred when this ratio was less than 3. 
 
 The main microphysical pathway to rainfall in the first-generation clouds was the warm-
rain process, but the intake of pre-existing ice left over from the first-generation into the 
second-generation clouds and higher cloud tops promoted more active ice processes that 
contributed more significantly to the second-generation rainfall.  
 
 As the spacing was reduced, precipitation was more frequently collocated with the air 
entrained into the updrafts of the second-generation as their boundaries were closer to the 
decaying first generation. 
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 Entrainment showed essentially no dependence on the relative distance between the first 
generation of neighboring clouds, at spacings down to twice the cloud width. 
 
 On the other hand, the second-generation clouds showed a tendency to entrain air that 
was more humid due to their very close proximity to the decaying previous generation 
where the cloud-edge boundaries would often overlap. This modification to the 
entrainment could possibly mitigate dilution and allow for more productive precipitation 
processes; however, the subtle humidification of the entrained air here prevented 
conclusive verification of such an effect. 
 
 CCN concentration sensitivity tests showed that the maximum and minimum buoyancy 
of the sub-cloud air was dependent upon the magnitude of the precipitation loading, but 
stronger loading did not facilitate stronger sub-cloud convergence for the second-
generation clouds. On the contrary, weaker precipitation loading above the cloud bases in 
the high CCN case caused stronger sub-cloud convergence as sub-cloud air was drawn 
into the more vigorous updrafts. 
There are some limitations to this study. The simulated clouds were forced in a 
prescribed, artificial manner instead of evolving naturally from a general line of convergence as 
observed during COPE, limiting the variability of the timing and convective development of 
individual cumulus clouds relative to their neighbors. The simulated clouds were less deep than 
some of the tallest clouds observed by the ground-based X-band radar (cloud top heights ≈ 6 
km), but do reproduce many of the shallower clouds with tops that varied between 4 km and 5 
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km (Leon et al. 2016; Plummer et al. 2017). Taylor et al. (2016) and (Jackson et al 2017) noted 
that precipitation was mainly formed by the warm rain process for cloud tops warmer than -10 
°C, a result supported by the strong warm rain process below the -10 °C isotherm in the 
simulations presented here. An active Hallett-Mossop process was also present in these 
simulations as observed on 3 Aug (Taylor et al. 2016; Jackson et al. 2017), although weaker than 
observed due to the low graupel concentrations produced in the relative warm cloud tops here. 
The shallower cloud tops simulated here also prevented rain drops from entering colder 
temperatures where the Bigg (1953) freezing of raindrops or freezing of raindrops by the 
collision with ice crystals would be more frequent,  thus also limiting graupel number 
concentrations. Therefore, the results of these simulations are representative of only a small 
subset of the large parameter space that governed convection on 3 Aug 2013 during COPE. 
While the entrained air into the second-generation clouds was moistened, the extent of 
this effect appears to be marginal at the spacing tested, and the significance of its overall impact 
on rainfall is questionable. Of possibly greater importance to rainfall is the increasing presence 
of precipitation collocated with the entrained air as the second-generation developed closer to the 
first-generation. If residual raindrops or graupel remaining from the first-generation clouds are 
introduced into the new updrafts of the next generation of clouds, then it is possible the warm-
rain process and Hallett-Mossop process would accelerate and lead to more copious rainfall (e.g. 
Roesner et al. 1990; Blyth and Latham 1997). However, this hypothesis could not be tested in the 
current framework, because the entrainment algorithm can only diagnose Lagrangian variables, 
and the model would need a method to track the trajectories of precipitation-sized particles (e.g., 
Naumann and Seifert 2016; Hoffmann et al. 2017). 
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The large sensitivity of the convective rainfall to cloud spacing in this study places 
additional importance on the organization of convection, in particular to the spacing of clouds 
and their outflows. While clusters of first and second-generation clouds coexisting very close 
together showed a tendency to entrain more humid mixtures in these simulations, supporting the 
“near environment hypothesis” (e.g., Böing et al. 2012; Feng et al. 2015), the direct dynamical 
interactions of intersecting outflows is ultimately deemed to be more important for convective 
rainfall than the entrainment effects. Mapes and Neale (2011) hypothesized a time dependency 
on the sub-grid scale organization of convection, i.e., the earlier generations of convection are 
shallow and suppressed by entrainment, but the preconditioning of the local environment and 
outflow interactions increase organization over time, leading to later development of deep 
convection and better reproducing the observed variability of convective rainfall (e.g. Fritsch and 
Camborne 2004). The dependency of convective rainfall, and to a lesser extent entrainment, on 
the organization of convection in the modeling simulations here supports the need for an 
organization-related parameter in convective parameterizations. However, similar analyses over 
many more thermodynamic environments, wind shear profiles, and successive generations of 




Figure 4.1. An atmospheric sounding sampled near the line of cumulus congestus clouds over 





Figure 4.2. Manually estimated distances between centers of adjacent high reflectivity cells along 
the convergence line sampled by the University of Wyoming King Air cloud radar, NCAS X-
band ground-based radar, and the UK Met Office (UKMET) operational radar on 3 Aug 2013 
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Figure 4.3: Snapshots of the cloud development for the 5KM simulation, showing cloud water 
only, with darker colors having greater cloud water content, at (a) 70 minutes into the simulation, 




Figure 4.4. (Left) Time series of the mean cloud top height for each simulation (bold lines) and 
the tallest cloud top height of clouds that reside over the five surface heat fluxes. (Right) Same as 




Figure 4.5. Maximum rainfall at any surface grid point in the domain for each simulation, 
including two sensitivity tests with smaller and larger heat flux sizes for the 5KM run as 





Figure 4.6. Vertical profiles of the mean entrainment (E; top), detrainment (D; middle) rates, 
normalized by the surface area of the cloud core at that height, and the vertical mass flux (M; 




Figure 4.7. Cumulative distributions functions (CDFs) of entrained (red)/detrained (blue)/core 
(white) samples of qT*. Rows correspond to the same simulation but at different times; columns 
correspond to the same time across all simulations. Vertical red lines represent the 25%, 50%, 
and 75% percentiles of qT* for the sampled entrained air. The values in parentheses are the 










Figure 4.9. Vertical profiles of the maximum (a) cloud liquid water content, (b) ice number 
concentrations, (c) graupel mixing ratios, and (d) rain mixing ratios for Cloud 1 in run 9KM. 
Adiabatic cloud water values shown by bold black curve in panel a. Horizontal lines in all panels 
denote environmental heights of 0 C isotherm (red), rime-splintering temperature zone of -3 C 





Figure 4.10. Time series of the mean sub-cloud convergence for each of the five clouds in each of the runs (top) and surface rainfall 
(bottom) calculated over a 4 km x 4 km x 0.8 km volume centered over each cloud’s forcing. Because the second-generation clouds 
were frequently formed across the sampling volume boundaries, arrows denote the forcing of which second-generation cloud for the 
specific sampling region. 
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Figure 4.11. Zoomed in vertical cross-sections of the total hydrometeor mass mixing ratio (filled contours; scale upper right) with in-
plane velocity vectors, for Clouds 3 and 4 of the 5KM run at various times when their precipitation-driven downdrafts converge (at the 
location of the yellow boxes) and subsequently force a new cloud. 
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Figure 4.12. Time-height diagrams of the median entrained value of qT* where the color scale 
denotes the magnitude of the qT* mixture (left), and the cumulative probability functions of 
entrained (red)/detrained (blue)/core (white) qT* (middle) and LWC/ALWC (right) between 100-
120 min for air between cloud base and 3 km height. The vertical lines on the CDFs represent the 
25%, 50%, and 75% percentiles of the entrainment CDFs. The values in parentheses are the 






Figure 4.13. As in Fig. 4.9, except vertical profiles of the maximum LWC (first row), ice number 
concentration (second row), graupel number concentration (third row), and graupel (fourth row; 










Figure 4.14. Vertical cross-sections of the rain mixing ratios for Cloud A (left) and Cloud B 




Figure 4.15. The mean sub-cloud convergence (top), maximum magnitude of the buoyancy term (second row), minimum buoyancy 
term (third row), and the maximum surface rainfall (bottom) for run 5KM with 350 cm-3 CCN (control), run 5KM with 900 cm-3 
CCN (high CCN), and run 5KM with 100 cm-3 CCN (low CCN). All calculations were over a 4 km x 4 km area centered at each 
cloud’s forcing, and the sub-cloud convergence is averaged over a depth of 0.8 km. 
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DISCUSSION AND CONCLUSIONS 
 
5.1 Summary 
This dissertation describes a modeling investigation into the entrainment behavior of 
cumulus clouds tightly packed along a convergence line observed during the Convective 
Precipitation Experiment (COPE) on 3 Aug 2013. The research detailed here investigated 
specific mechanisms that influence the properties of the locally entrained air and affect 
convective rainfall. These effects are generally ignored in convective parameterizations. This 
research has expanded on previous work by verifying in a 3-D modeling framework the effects 
of successive thermals on cumulus entrainment using advanced entrainment calculation 
techniques, and is one of the first to test and quantify how closely-spaced clouds alter 
entrainment by conditioning the environmental air surrounding neighboring clouds. 
First, a detailed simulation of a cumulus congestus representative of those observed on 
that day, comprised of multiple successive thermals, investigated the strength of the entrainment 
and detrainment processes, and the spatial and temporal changes in strength over the lifetime of 
the cloud using direct methods, to better understand the role of successive thermals in governing 
the dilution. The tetrahedronal interpolation scheme by Dawe and Austin (2011b) was 
implemented and was used to track the highly transient nature of eddy-driven entrainment by 
thermals. 
Second, the dilution of an individual cumulus was ascertained and linked to the 
entrainment fluxes calculated, and quantified the effects of the successive thermals on the local 
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properties of the entrained air. A novel method was developed here to quantify the local 
thermodynamic properties of the entrained and detrained air into each thermal. Probability 
distribution functions showed large variability in the properties of locally entrained air, and were 
linked to the turbulent wakes detrained by previous shedding thermals.  
Third, a series of simulations was explored to determine how cumulus congestus 
representative of those observed on 3 Aug 2013, as part of a linearly organized population, may 
have differed dynamically and microphysically from those that developed in relative isolation, 
and assessed the sensitivities of entrainment fluxes and properties of the locally entrained air to 
the precipitation they produce. The sensitivity of the overall cloud development, and potential 
differences in microphysical processes resulting from entrainment or other factors, were then 
examined, and related to observational studies of the 3 Aug 2013 precipitating convection. 
 
5.2 Main findings 
1. Individual cumulus congestus clouds consist of several successive thermals, each with a 
large toroidal circulation where the strongest entrainment rates are maximized at its rear 
inflow. The entrainment maxima are highly transient features as clouds develop over 
multiple cycles of successive thermal growth. 
 
2. The entrainment maxima affect the dilution of the high LWC cores found within the 
thermals, but are not the only determinant of the rate of dilution. The dilution rate of 
thermals is fastest when the thermals ascend through the undisturbed environment, and 
138 
slowest, and at times nullified, when a successive thermal ascends through the wake of its 
predecessor, despite at times have much stronger entrainment rates.  
 
3. The moist shells of air surrounding thermals are found to be altered by the previous 
passage of preceding thermals. The entrained air is moister in the wakes shed behind 
preceding thermals, contains condensate, and is more likely to be positively buoyant. The 
properties of the wakes contributed minimally to the dilution of the later thermal. 
Therefore, the dilution of thermals shows a strong dependency on the local properties of 
the entrained air. 
 
4. When the distance between the centers of neighboring, precipitating clouds was less than 
6 km, their outflows interacted strongly and subsequently forced new clouds from where 
the most rainfall fell. Expressing this distance as a ratio to the updraft width (≈ 2 km 
here), strong outflow interactions occurred when this ratio was less than 3. 
 
5. The main microphysical pathway to rainfall in the first-generation clouds was the warm-
rain process, but the intake of pre-existing ice left over from the first-generation into the 
second-generation clouds and higher cloud tops promoted more active ice processes that 
contributed more significantly to the second-generation rainfall.  
 
6. As the spacing was reduced, precipitation was more frequently collocated with the air 
entrained into the updrafts of the second-generation as their boundaries were closer to the 
decaying first generation. 
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7. Entrainment showed no dependence on the relative distance between the first generation 
of neighboring clouds at the spacing able to be tested here (twice the cloud width). 
 
8. The second-generation clouds showed a tendency to entrain air that was more humid due 
to their very close proximity to the decaying previous generation where the cloud-edge 
boundaries would often overlap. This modification to the entrainment could possibly 
mitigate dilution and allow for more productive precipitation processes; however, the 
small humidification of the entrained air here prevented the authors from conclusively 
verifying these microphysical effects. 
 
5.3 Discussion and conclusions 
The findings of this dissertation confirm the importance of the locally entrained air on 
convection during 3 August 2013, and in general advocate for the consideration of its effects in 
convective parameterizations. Improved knowledge of factors that govern the properties of the 
locally entrained air may help future entrainment parameterizations better predict the dilution of 
cumulus clouds, and subsequently resolve outstanding issues in convective rainfall biases and the 
vertical distribution of heat and moisture in the troposphere. The dilution of a single cumulus 
congestus cloud is dependent on the dilution of its individual thermals which in turn is heavily 
influenced by the modifications to the local environment by the detrainment of preceding 
thermals. The simulations conducted in this modeling investigation, and supported by the 
observational analyses by Taylor et al. (2016) and Jackson et al. (2018), highlight the importance 
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of the initial convective rainfall on the presence of successive thermals. Without successive 
thermals, an individual cumulus congestus would struggle to produce substantial amounts of 
rainfall because of the first thermal’s susceptibility to strong dilution. 
The main dynamical mechanism responsible for copious rainfall production in these 
simulations is the convergence of outflows generated by neighboring, precipitating clouds. The 
strong convergence produced by the interacting outflows is in turn dependent on the distance 
separating the two neighbors, i.e. clouds closer together experienced stronger interactions. The 
moistening effect on the locally entrained air is also more enhanced when neighboring clouds are 
closer together, slowing cloud dilution and strengthening the warm rain process. Thus, the 
“moisture-convection feedback” mechanism where the immediate regions of younger convection 
are moistened by preceding convection (Scorer 1957; Cotton 1975, and others), “near-field” 
hypothesis (Böing et al. 2012; Feng et al. 2015), and the mechanism of interacting outflows 
between neighboring clouds by (e.g. Simpson et al. 1980) are intrinsically linked and serve to 
generate more convective rainfall in organized systems. Therefore, the cumulus clouds within the 
tightly-packed convergence lines observed during COPE are advantageous for producing larger 
rainfall amounts than similar clouds developing in relative isolation. 
There are apparent ramifications for convective parameterizations. The large variability 
in dilution of a single cumulus congestus investigated in this dissertation argues for its effects to 
be represented in parameterizations. A single entrainment rate governing the mixing of the cloud 
with the large-scale environment is too limited to realistically depict the dilution of a single 
cloud. Some recent attempts have been made to incorporate greater diversity of entrainment and 
dilution in convective parameterizations by introducing stochastic entrainment rates that would 
partially reflect the effects of successive thermals (e.g., Romps and Kuang 2010; Sušelj et al. 
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2013; Romps 2016). However, these effects of successive thermals should only be emulated in 
parameterizations when the large-scale conditions create an environment conducive for renewed 
convective growth, e.g. convergence lines, orographic convection, and environments where 
convection transitions from shallow to deep. More investigation into determining the factors that 
dictate such environments may help to better understand when to incorporate these effects from 
successive thermals on entrainment rates. In addition, the unknown range of plausible stochastic 
entrainment rates, to reflect the variability of dilution rates of thermals, requires more 
investigation that explores larger parameter spaces that vary the thermodynamic environment, 
forcing strength, time interval between successive thermals, and wind shear profiles. 
The importance of convective organization has also seen recent discussion in the context 
of cumulus parameterizations. The org parameter proposed by Mapes and Neale (2011) that 
would predict the subgrid-scale convective organization in NWP models and GCMs is a possible 
pathway moving forward. Convection with a larger org would be biased toward reduced mixing 
rates, slower dilution, wider updrafts, and form near humidified regions of air moistened by prior 
clouds. Mapes and Neale (2011) importantly hypothesized a time dependency on org, i.e., the 
earlier generations of convection are shallow and suppressed by entrainment, but the 
humidification of the local environment and outflow convergence increase org over time leads to 
deeper convection, thus capturing the wide variability in convection and avoiding problems of 
precipitation biases in current schemes (e.g., Fritsch and Carborne 2004). The strong dependency 
of convective rainfall, and to a lesser extent entrainment, on the organization of convection in the 
modeling simulations here supports the need for an organization-related parameter. Mapes and 
Neales (2011) parameterized org as a function of rain evaporation (as a proxy for cold pool 
formation) which led to improved spatiotemporal representation of precipitation variability in 
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their model, but other sources for org that selectively determine the scales of organization, such 
as convergence lines, topography, gravity waves, and horizontal convective rolls, can be 
considered. 
While the entrained air into the second-generation clouds was moistened, the extent of 
this effect appears to be marginal at the spacing tested. Of possibly greater importance to rainfall 
is the increasing presence of precipitation collocated with the entrained air as the second-
generation developed closer to the first-generation. If residual raindrops or graupel left over from 
the first-generation clouds are introduced into the young updrafts of the new generation, then it is 
possible the warm-rain process and Hallett-Mossop process would accelerate and lead to more 
copious rainfall (e.g. Roesner et al. 1990; Blyth and Latham 1997). However, this hypothesis 
cannot be tested in the current framework because the entrainment algorithm here can only 
diagnose Lagrangian variables, and the model would need a method to track the trajectories of 
precipitation-sized particles (e.g. Naumman and Seifart 2016; Hoffmann et al. 2017). Future 
investigations are required to better understand how the spacing (and thus organization) of a 
cloud system may affect the entrainment of precipitation-sized particles into neighboring clouds 
and its implications for convective rainfall development. 
 
5.4 Limitations 
The modeling investigation into the effects of successive thermals used here is limited by 
its analysis to a single cloud, due to the labor-intensive analysis of manually tracking the 
thermals. Future work that employs automated tracking of thermals (e.g., Sherwood et al. 2013; 
Park et al. 2016) can be used to explore larger parameter spaces that vary the thermodynamic 
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environment, forcing strength, time interval between successive thermals, and wind shear 
profiles. In addition, past 1-D modeling studies highlight the importance of successive thermals 
on the microphysical development of clouds, and these need to be explored further using a 
detailed multi-moment or bin microphysics scheme in a fully 3-D framework. 
Another limitation of this study is that the lines of cumulus congestus clouds detailed in 
Chapter 4 were forced in a prescribed, artificial manner instead of evolving naturally from a 
general line of convergence as observed during COPE, limiting the variability of the convective 
development and timing of individual cumulus clouds relative to their neighbors. The simulated 
clouds were less deep than some of the tallest clouds observed by the ground-based X-band radar 
(cloud top heights ≈ 6 km), but do reproduce many of the shallower depths where heights of 
clouds tops varied between 4 km and 5 km (Leon et al. 2016; Plummer et al. 2018). Therefore, 
the results of these simulations are representative of only a small subset of the large parameter 
space that governed convection on 3 August 2013. A larger parameter space needs to be tested to 
understand the generality of the results presented here. The selection of scales for convection and 
its organization in this parameter space should also be reflected by factors not considered in this 
study, such as topography, gravity waves, and horizontal convective rolls. 
In addition, the generality of the results in Chapter 4 are similarly limited. Only one 
thermodynamic environment with weak wind shear was explored, and thus the sensitivity of 
cloud interactions to instability or wind shear has not been considered. Therefore, the importance 
of incorporating an automated form of thermal or cloud conditional sampling, where a similar 
entrainment analysis may be applied in many different environments, is strongly recommended 
for future research. 
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The entrainment algorithm is also subject to several limitations. All entrainment and 
detrainment calculations depend on the definition of the cloud core which is prescribed. As a 
consequence, the only entrainment or detrainment information is located at the boundaries of the 
core, and thus no information on where the entrained air originates and where it ultimately ends 
is directly ascertained. Therefore, the user of the algorithm has to decide on the definition of the 
core based on the goals of the study. For example, if a study is interested in air that is entrained 
into the least diluted parcels of the cloud, then the user will have to prescribe a core definition 
that constrains the core boundaries to the innermost portion of the cloud, losing information on 
the air entrained at the outer boundaries of the cloud. The cloud core over which entrainment and 
detrainment is calculated should also be contiguous with height, i.e., the definition of the cloud 
core should not be too restrictive so that its volume is broken up into multiple sub-volumes. If 
the volume is non-contiguous with height, then spurious entrainment and detrainment fluxes will 
be calculated through the bottom and top of these sub-volumes, reducing the accuracy of the 
calculations. On other hand, if the core definition is not restrictive enough, then the lateral 
boundaries of the core volume between closely-spaced clouds may overlap, causing the 
algorithm to spuriously calculate entrainment and detrainment over one large volume instead of 
each core volume per cloud. Plotting cross-sections of the core volume or using 3-D 
visualization software is recommended to check that the core definition is suitable for the study. 
These limitations prevented this investigation from analyzing entrainment in the most closely 
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