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A straightforward proof of a result of R. P. Kertz (1986, J. Multivariate Anal. 19,
88112) is given, concerning the complete comparison of the values to a statistician,
observing sequentially a sequence X1 , ..., Xn of iid, [0, 1]-valued random variables,
and the value to a prophet, observing that same sequence, and picking the largest
observation to occur.  2001 Elsevier Science
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1. PRELIMINARIES
For fixed n, let X, X1 , ..., Xn be iid, [0, 1]-valued random variables
(r.v.’s). For i=0, ..., n&1 define vi (X)=vi (Xi+1 , ..., Xn)=sup[EXt : t is a
stopping rule for Xi+1 , ..., Xn]. I.e., v i (X) is the expected return of an
optimal stopper, sequentially observing Xi+1 , ..., Xn . Moreover, let m(X)=
m(X1 , ..., Xn)=E(max1in Xi) be the expected reward of a ‘‘prophet,’’
overlooking the whole sequence. Kertz [3], among other things, proved
the following theorem:
Theorem 1. For n>1, the set of ordered pairs [(x, y): x=v0(X1 , ..., Xn)
and y=m(X1 , ..., Xn) for some iid r.v.’s X1 , ..., Xn taking values in [0, 1]] is
precisely the set [(x, y): x y1n(x); 0x1], where 1n is the non-
negative, strictly increasing, strictly concave function given explictly in terms
of recursively defined functions in formula (VVV), below.
Everybody familiar with [3] will agree that it is quite involved, techni-
cally challenging and in some places hard to check, as many crucial details
are left to the reader. (Nevertheless, [3] is an impressive and comprehen-
sive piece of work!) Therefore a simple derivation of the upper boundary
function 1n and thus of the whole prophet region given in Theorem 1 (see
Kertz [3, p. 100]) might be of interest. It may also help solve the (partially)
still open questions posed by Hill and Kertz [2], concerning the best possible,
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i.e., smallest, positive constants an , bn in the ‘‘prophet inequalities’’ m(X)
an v0(X), and m(X)&v0(X)bn for iid, [0, 1]-valued r.v.’s.
Our reasoning is based on the following simple analytic lemma:
Lemma 1. For q0, i=1, ..., n, and n=2, 3, ... define
fi, n(q)=\ nn&1 f n&1i&1, n(q)+qn+
1n
,
where f0, n(q)=q. Then (i) fi, n(0)=0, (ii) fi, n(q)>0 if q>0, (iii) limq   fi, n(q)
=, (iv) fi, n is continuous and strictly increasing, (v) For n, q>0 fixed, fi, n(q)
is strictly increasing in i.
Proof. Parts (i)(iv) are obvious. Part (v) follows by induction on i:
First, f0, n(q)< f1, n(q)  q<( nn&1 q
n&1+qn)1n  0<q. Second, the inductive
claim immediately gives
fi+1, n(q)=\ nn&1 f n&1i, n (q)+qn+
1n
> fi, n(q)
=\ nn&1 f n&1i&1, n(q)+qn+
1n
 fi, n(q)> fi&1, n(q). K
2. THE PROPHET PROBLEM
A now standard technique in prophet theory, introduced by Hill and
Kertz [1] is to ‘‘balayage’’ or ‘‘dilate’’ a r.v. Y. A balayage on a non-
degenerate interval [a, b] ‘‘sweeps’’ the mass given by Y to the interval to
the endpoints, but leaves the expected value of the r.v. unchanged. For
details see the aforementioned article.
Fix n2, let vn=0, and suppose U, U1 , ..., Un are iid r.v.’s. Hill and
Kertz [2] prove that in the present situation it is possible to succes-
sively dilate X on the intervals [v1 , 1], [v2 , v1], ..., [vn , vn&1] in order to
obtain a r.v. U having the following properties: (i) vi :=vi (U)=vi (X),
i=0, ..., n&1, (ii) m(U)m(X), and (iii) P(U=1)+ni=1 P(U=vi)=1.
As the cases v0=0 and v0=1 are trivial, we will assume 0<v0<1 in the
sequel. Notice, that if U is not a constant, one has P(U=1)>0 and
vn< } } } <v0<m(U). Thus for the quest in identifying 1n(v0), we may
assume without loss of generality that U is not a constant. Given this,
Schmid [4], p. 88, showed that
m(U)=1&
(1&v0)n
(1&v1)n&1
& :
n&1
i=1
(vi&1&vi)n
(v i&vi+1)n&1
=: Fv0(v1 , ..., vn), (V)
is an elegant reparametrization of Hill and Kertz’s expression [2].
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To obtain (V), one uses the definition of a balayage, and computes the
distribution of U, which is given by P(U=1)= v0&v11&v1 , P(U=v1)=
1&
v0&v1
1&v1
&
v0&v1
v1&v2
, P(U=vi)=
vi&2&vi&1
vi&1&vi
&
vi&1&vi
vi&vi+1
for i=2, ..., n&1, and
P(U=vn)=
vn&2&vn&1
vn&1&vn
. Moreover, if G denotes the distribution function of
U, the distribution function of max1in Ui is just Gn. Thus m(U)=
Gn(vn) } vn+n&1i=1 (G
n(vi)&Gn(vi+1)) } vi+(1&Gn(v1)), which readily
yields (V).
In order to find 1n , one has to maximize (V) subject to the condition,
that v0 remains unchanged, and 0vn } } } v0 . Let v0*=v0 . For i=1, ...,
n&1, vi  vi&1 or vi  vi+1 implies Fv0(v1 , ..., vn)v0<1n(v0), thus any
solution v1*, ..., vn* of the maximization problem has to satisfy 2i* :=
v*i&1&vi*$>0 (i=1, ..., n). We now proceed in a series of steps, which
are going to yield the maximizing point.
Step 1. Differentiation of Fv0 gives the following system of equations
(for details see Schmid [4, p. 91])
Fv0(v1 , ..., vn)vn=&(n&1)((vn&2&vn&1)(vn&1&vn))
n=: &: (1)
Fv0(v1 , ..., vn)vn+Fv0(v1 , ..., vn)vn&1=&: (2)
} } }
Fv0(v1 , ..., vn)vn+ } } } +Fv0(v1 , ..., vn)v2=&: (n&1)
Fv0(v1 , ..., vn)vn+ } } } +Fv0(v1 , ..., vn)v1=&:. (n)
Notice, that : is nonnegative, and that all other partial derivatives have
been set equal to zero. Using the notation of Lemma 1, v&1=1,
2i=vi&1&vi , and q=(:(n&1))1n it follows that the latter system of
equations is equivalent to
2n&1=2n f0, n(q) (1)
2n&2=2n&1 f1, n(q) (2)
} } }
21=22 fn&2, n(q) (n&1)
20=(20+21) fn&1, n(q). (n)
Moreover, as v0 is fixed, we have the boundary condition
:
n
i=1
2i*=1&20=v0 , (n+1)
where, because of (1), w.l.o.g. vn*=0.
Step 2. Obviously, q=0 is no solution of (1)(n), as then 20=0.
Also any q1 cannot be a solution of (1)(n), as Lemma 1v) gives q=
f0, n(q)< fn&1, n(q)=20 (20+21)1. For any solution q* of (1)(n) we
thus have 0<q*<1.
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Because of the first lemma we also have for every q in the open interval
(0, 1)
f0, n(q)< f1, n(q)< } } } < fn&2, n(q)< fn&1, n(q)

2n&1
2n
<
2n&2
2n&1
< } } } <
21
22
<
20
20+21
1, (VV)
and therefore 21*<22*< } } } <2*n&1<2n*<1. In order to find some 2*v0=
2*=(21* , ..., 2n*), define
21(q) :=20 fn&1, n(q)&20 , (n$)
then 21(q) is continuous and strictly decreasing in q. Moreover, q  0
implies 21(q)  , and q  1 implies fn&1, n(q)  c, where c is some constant
strictly larger than 1. Thus
q  1 O 21(q)  c$=20 c&20=20(1&c)c<0.
Elementary calculus yields that the inverse function q(21) is also continuous
and strictly decreasing in 21 . If h denotes the inverse function of fn&1, n(q),
then we have because of (n),
q(21)=h(20 (20+21)) for all c$<21<.
Step 3. Let 21(21)=21 . Lemma 1 gives that for every nonnegative
21 , there exist uniquely determined 2i (21) defined in the following way:
22(21) :=22(21 , q(21))=21  fn&2, n(q(21))
23(21) :=22(21) fn&3, n(q(21))=21( fn&2, n(q(21)) fn&3, n(q(21)))
} } }
2n(21) :=2n&1(21)f0, n(q(21))=21< ‘
n&2
i=0
fi, n(q(21)).
By construction, 21(21), ..., 2n(21) solve (1)-(n).
Step 4. Notice that 21=0 implies 2i (21)=0 for i=1, ..., n. Notice
also, that each 2i (21) is continuous and strictly increasing in 21 , and thus
the function S(21)=ni=1 2i (21) has these same properties. Now, (VV)
yields
=0 if 21=0
S(21) {>0 if 21>0>v0 if 21=v0 n.
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Consequently, there exists exactly one vector 2*=(21*, ..., 2n*) with corre-
sponding q*=q(21*) (and corresponding v i*), which solves (1)(n+1).
Step 5. 2* indeed maximizes Fv0 , as the random variable U* defined
by
P(U*=0)=2*n&12n*=q*= f0, n(q*)>0
P(U*=vi*)=2*i&1 2i*&2i* 2*i+1= fn&i, n(q*)& fn&(i+1), n(q*)>0
for i=2, ..., n&1,
P(U*=v1*)=20 (20+21*)&21* 22*= fn&1, n(q*)& fn&2, n(q*)>0
P(U*=1)=21* (20+21*)>0
has a nondegenerate (n+1)-point distribution, and if U*, U 1*, ..., U n*, are
iid r.v.’s, vi*=vi (U*i+1 , ..., U n*) holds. Thus U*=(U1*, ..., U n*) is extremal,
attaining equality in (VVV):
Fv0(v1 , ..., vn)=1&\1&v01&v1+
n
(1&v1)& :
n&1
i=1 \
v i&1&vi
vi&vi+1+
n
(vi&v i+1)
1& f nn&1, n(q*)(20+21*)& :
n&1
i=1
f nn&(i+1), n(q*) 2*i+1
=1n(v0). (VVV)
Remark. As a result of the derivation, we further know that 0<21*
< } } } <2n*<v0 , 21*<v0 n, and may obtain 2* as the (unique) solution of
the equation
v0=1&20= :
n
i=1
2i (21)
=
21 >n&2i=0 fi, n(q(21))+21 >
n&3
i=0 fi, n(q(21))
fn&2, n(q(21)) } } } f0, n(q(21))
+ } } } +
21 f0, n(q(21))+21
fn&2, n(q(21)) } } } f0, n(q(21))
=
21(1+n&2j=0 >
j
i=0 f i, n(q(21)))
>n&2i=0 f i, n(q(21))
.
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