CT images are widely used in pathology detection and follow-up treatment procedures. Accurate identification of pathological features requires diagnostic quality CT images with minimal noise and artifact variation. In this work, a novel Fourier-transform based metric for image quality (IQ) estimation is presented that correlates to additive CT image noise. There is presently a need to optimize contrast enhancement to ensure As Low As Reasonably Achievable (ALARA) dosage with diagnostic IQ. In the proposed method, two windowed CT image subset regions are analyzed together to identify the extent of variation in the corresponding Fourier-domain spectrum. The two square windows are chosen such that their center pixels coincide and one window is a subset of the other. The Fourier-domain spectral difference between these two sub-sampled windows is then used to isolate spatial regions-of-interest (ROI) with low variation (ROI-LV) and high variation (ROI-HV), respectively. Finally, the number of pixels within the spatial ROI-LV is correlated with image acquisition parameters that serve as IQ metrics. We observe that the number of pixels in thresholded ROI-LV regions strongly correlate with the imaging tube current (in mA) in phantom CT images (r = 0.9648 , p = 0.0018, R 2 = 0.9308) and patient abdominal CT images (r = 0.9283 , R 2 = 0.8617). Thus, the proposed method can be useful to quantitatively estimate the diagnostic CT image quality.
I. INTRODUCTION
Computed Tomography (CT) is a widely used imaging technology that allows volumetric visualization of the internal micro-structure of a scanned object [1] . Various medical applications can be found in thoracic, cardiac, angiographic and colon imaging where CT images play a crucial role in pathology diagnosis and treatment management. CT image acquisition can operate at various combinations of machine settings, such as the x-ray tube voltage (kV p ) and current (mA), detector collimation, helical pitch, reconstruction filter, slice thickness, and so on. Associated with each scan setting, the resulting CT volumetric data will have different resolution and noise properties, which can subsequently impact the accuracy of pathology detection [2] . Additionally, the present day CT imaging community faces serious concerns regarding the risks of diagnostic radiation exposure. This encourages the implementation of optimized CT imaging protocols with sufficient diagnostic image quality (IQ) at the lowest achievable dosage levels. The goal of keeping contrast enhanced dosages As Low As Reasonably Achievable (ALARA) while also ensuring that IQ is sufficient for accurate diagnoses underscores the importance of a quality metric [3] . Such a generalizable quality metric could be used to give automated feedback regarding IQ in an effort to attain ALARA.
Current attempts at evaluating IQ rely on 1-D and 2-D correlations in multi-slice CT scans [2] , noise estimation by conventional approaches [4] , maximum-likelihood [5] , Bayesian maximum-a-posteriori [5] , linear estimator [6] , or adaptive non-local means estimates [7] . However, none of these methods are generalizable and none have been translated to clinical use.
In our attempt to find a generalizable quality metric, we begin with a few common notions. First, that IQ can be evaluated in terms of additive noise, such that CT images without or with low additive noise are considered to be high quality while those with greater amounts of additive noise are of lower quality. This additive noise is taken to be random. Second, in the case where there is no noise, the Fourierdomain (FFT) estimate within a uniform spatial region should be independent of sample size. As a result, variations in the FFT of different sample sizes within a uniform spatial region is indicative of additive noise, and the degree of variation in the FFT spectra can be used as a metric for IQ. This paper makes two key contributions. First, a novel windowed Fourier-domain based distance metric (WFDM) is introduced that is capable of estimating the extent of variation in a relatively uniform spatial region due to additive noise. WFDM is found to identify thresholded spatial regions that correlate with the image acquisition parameters. Second, the WFDM is analyzed using phantom and real patient CT image data to ensure robustness and reliability of the proposed metric. 
II. PROPOSED METHOD
In order to assess the quality of a CT image, we first extract the region-of-interest [ROI] . Specifically, the ROI with low variation in the signal (ROI-LV) is chosen, based on domain knowledge, in order to maximize the contribution of noise to the variance in that region. Fat is one example of an ROI-LV, and radiologists can sample sections of these regions to estimate noise variance and assess IQ.
For an abdominal CT image, the ROI-LV region is observed to have a low Fourier-domain frequency spectrum. Conversely, the ROI with high variation (ROI-IV) is observed to have a higher, or more distributed, Fourier-domain spectrum. This suggests that such a technique could be used to identify the ROI-LV within an image or subset of an image. Fig. 1 shows an example of a CT slice, a corresponding mask of the region of interest, followed by the extracted region of interest. This type of region selection is performed by fixed thresholding, where pixels within a similar range of intensities are set to a value of 1 while all other intensities are set to 0. However, depending on the thresholding range used, there can be regions where the pixel intensities fall within that range but show high amounts of variation spatially, whereas other regions may have pixels that fall within the same range with little variation spatially. Fixed thresholding does not distinguish between these regions, but for the purpose of noise estimation and image quality detection, it is useful to select regions of low variation. To achieve this, we propose a windowed Fourier distance metric (WFDM) as a means of locating regions of low variation that could be used to better correlate noise and image quality.
A. The Windowed Fourier Distance Metric (WFDM)
The WFDM process follows the scheme shown in Fig. 2 , below. Fig. 2 . The high-pass filtered image, I HP F , is analyzed in the Fourier domain of two subsets of different size, w l and ws. The Euclidean distance between the two spectra, D (x,y) , is found and stored at position (x, y) in the distance image, I D .
We begin with an ideal image of size [n × n] (1) .
We assume that noise N is additive, resulting in a noisy image, I n (2). This image is passed through a high-pass filter (3), so that the local average intensities do not bias the measurement of low or high local variation.
At this point, two windows centered at (x, y) are used to extract subsets of the image.
The smaller window, w s , has a dimension of
Taking the Fourier transform of these results in the Fourier spectra of each sub-image.
To compare the two spectra, a region around the center of F w l is sub-sampled, so that both F ws and F w l are sized proportionally to w s (8 and 9). Now, both frequency subsets, F w l ws and F ws ws , are used to find the Euclidean distance between them (10). This value is then stored at (x, y) in a distance image, I D (11).
Therefore, the value at any point (x, y) in I D corresponds to the degree of change in the Fourier spectrum with changing sample size around the pixel at that same point in the noise image, I n (x, y). We know that regions of low variation are expected to have Fourier spectra largely independent of sample size, resulting in low values for D. Conversely, regions of high variation are expected to have Fourier spectra dependent on the sample size, resulting in a larger distance, D, between the spectra of the two window sizes. Setting a threshold, q, for the maximum value of D in I D results in a binary image, U T (12). Applying this mask to I n will include only the regions of I n that fall within the threshold q for change in Fourier spectra due to sample size. Since the effect of sample size on the Fourier spectrum is observed to relate to the degree of variation in the image, this mask can be used to select regions by degree of variation.
The data used for this work came from both phantom and patient scans. For an IRB approved study, CT scans were performed on two patients with a Lightspeed 16-slice scanner, where most settings were kept constant (helical, However, this method can be useful for extracting the overall cross-section of the tissue by finding masks such as (f). pitch 1.375, 20mm collimation, 120kV p) and only the tube current was varied. For the patient whose scans were used in this study, the tube current values were 48mA and 5mA, respectively. Both patient studies had 354 slices from head to toe, but we extracted only the 101 slices that correspond to the abdominal CT region. The phantom data was acquired using the tube current values of 10, 25, 75, 125, 175, and 350mA, respectively. Fig. 3 demonstrates the thresholding method from Fig. 1  now applied to an image taken from a patient at 48mA tube current. Fig. 3(a) is the original image, and Fig. 3(c) is the extracted ROI by applying the mask in Fig. 3(b) . We observe that a few, high intensity regions have been removed but otherwise the original image persists. The creation of a more selective mask by narrowing the threshold range results in Fig.  3(e) . However, this simply shows regions of similar intensities, not variation, as some of the darker regions of low variation in Fig. 3(c) have now been removed, while some regions of high variation remain.
C. CT Image Visualization
Comparing the extracted regions in Fig. 4(b) and Fig.  3(d) , the difference between thresholding and WFDM become clear. The thresholding method removed some regions of low variation that had intensities outside the threshold, while allowing some features regions of higher variation that fell within the threshold. On the other hand, the region extracted by WFDM keeps regions that have low variation while excluding regions of higher variation.
D. Analysis
The image slices in these datasets were analyzed by WFDM. The ROI-LV were extracted and used to calculate variance, standard deviation, and coefficient of variation of the noisy image, I n . var :
cov :
Since the mask, U T , used to extract these regions depends on the threshold q, several values of q were compared These values were defined as fractions of the mean of distances in each slice (17).
The number of pixels that fell below each threshold, ν, was also calculated (18). 
Since the ROI-LV is a fraction of the overall tissue region in an image, slices with more cross-sectional area covered by tissue have more pixels than those with smaller areas. This is especially true when comparing images of different people or people and phantoms. In this case, the value ν will vary across datasets making direct comparisons inaccurate. The cross-sectional area of the tissue can be isolated by a fixed thresholding mask, as shown earlier in Fig. 3(f) . Using a binary mask for the tissue cross-section, U M , we can relate the number of pixels in the ROI-LV, ν, to the number of pixels in the cross-sectional mask (19) and (20) . This is the same as finding what portion of Fig. 3 (f) remains in Fig. 4(a) .
Using the fraction of points in the tissue, ν , that fall within a threshold, q, the fraction of regions that result in a similar WFDM across datasets can be found and compared. First, we looked at var in the phantom images, both within an ROI chosen by thresholding and within the ROI-LV found by the WFDM, as shown in Fig. 5 . The std resulting in similar trends, and the cov did not show much significance, given that q itself was a function of the mean.
III. RESULTS
Next, for the phantom images, we analyzed ν , the percentage of low variation pixels in the ROI, with respect to tube currents. This was done at thresholding values of q = [ μ 4 , μ 5 , μ 6 , μ 7 ], respectively ( Fig. 6 ). In Table I , the correlating trends of the WFDM with tube currents are observed. The patient datasets were similarly analyzed. The variance, standard deviation, coefficient of variation, and ν at μ 3 were plotted ( Fig. 7) . Finally, the values of ν in the patient CT images were also compared to those of the phantom CT images (Fig. 8 ). 
IV. CONCLUSION & DISCUSSION
The results of the variance in the phantom datasets was shown in Fig. 5 . The higher values of imaging current should correlate with higher IQ, so the expectation was that data acquired at higher imaging current would have lower variance. Generally, this trend was observed. For the ROI extracted by fixed thresholding, Fig. 5(a) , this trend is observed clearly for the lower values of imaging current. As the current increases, however, the variances begin to level off. Similarly, this trend is clearly observable in Fig. 5(b) and (c), where the variance is now measured within the ROI-LV. In the case of Fig. 5(b) , this ROI-LV was thresholded at q = μ 3 , while for Fig. 5 (c) q = μ 4 . As the threshold is lowered farther from the mean, the variances are dragged down and level off. As a result, a similar trends were observed in the standard deviations. The coefficient of variation was relatively consistent throughout, since the thresholding itself was done with respect to the mean, and so could not effectively be used to correlate WFDM with image quality.
To better understand these results, we observed the relationship of ν to the tube current, shown in Fig. 6 . Here, the value of ν , which is the proportion of pixels below the low variation threshold,q, relative to the total number of pixels within the ROI, is compared across the different phantom CT images for different values of q. Starting at Fig. 6(a) with q = μ 4 and increasing incrementally to Fig. 6(d) with q = μ 7 , it was observed that the CT images acquired at higher tube currents had a greater number of pixels at smaller thresholds. This is to be expected since ν was found by finding the number of pixels in I D that fall below the threshold q, and low values of I D correspond to lower spectral distances in the Fourierdomain, by WFDM, which in turn correspond to regions of lower spatial variation. It is therefore expected that images acquired at higher tube currents, which we consider to be higher quality, would also have a larger number of regions of low spatial variation as compared to those taken at lower tube currents.
Returning to the trends in var, it was observed that as the thresholding value q decreased, the measure of var in the higher quality images was less affected than the var in the lower quality images. We observed that the number of available pixels used in calculating var decreased significantly in the low quality images as q decreased. At some value of q, there were image slices in the lower quality datasets that did not have any pixels fall within the threshold, which resulted a var of 0. This is supported by the greater spread of values towards 0 in the lower quality images with decreasing q, and is the reason var is dragged down for those datasets.
Returning to Fig.6 , we observe a potential use for ν as an indicator of image quality, since changing the value of q makes images of different qualities more discernible. Fig. 6 (c) and (d), especially, show a relatively linear trend for the higher quality images, and Table I supports this correlation between ν and IQ.
Applying the same measures to the two patient datasets reveals a similar trend. Fig. 7 shows the variances, standard deviations, coefficients of variation, and ν for the two datasets, and the trends are as expected. The variances and standard deviations decrease with increasing values of current, the coefficient of variation remains relatively equal across the two datasets, and the number of pixels below the threshold is higher for the image with higher quality. While trends are useful, the goal is to find a generalizable measure of image quality. As such, we compared ν across both the phantom and patient datasets for different values of q, which can be seen in Fig. 8 .
As q is decreased, the value of ν in the higher quality datasets decreases as well. However, the rate at which this happens seems to differ between the phantom and patient datasets. At higher values of q, the phantom datasets have larger values of ν at a given IQ than the patient datasets, while at lower values of q, the phantom datasets have lower values of ν at a give IQ than the patient datasets. There is a threshold value, in the case of these datasets, where it appears that the datasets are all well correlated, as seen in Fig. 8(c) . This occurred at q = μ 5 . It remains to be tested with different datasets whether there is a relationship in the choice of q and the imaging current that yields a correlation across datasets of similar quality.
Using our proposed metric, WFDM, we extracted regions that common methods such as fixed thresholding could not, and these regions were effective in evaluating relative image quality with respect to variations in imaging modality. These trends were separately supported in phantom and patient datasets, respectively.
