We study the problem of scheduling parallel machines online, allowing preemptions while disallowing migration of jobs that have been scheduled on one machine to another. For a given job, we measure the quality of service provided by an algorithm by the stretch of the job, defined as the ratio between the amount of time spent by the job in the system (the response time) and its processing time. For a sequence of jobs, we measure the performance of an algorithm by the average stretch achieved over all jobs. The scheduling goal is to minimize the average stretch. This problem is of relevance in many applications, e.g., wireless data servers and distributed server systems in wired networks. We prove an Oð1Þ competitive ratio for this problem. The algorithm for which we prove this result is the one proposed in Awerbuch et al. 1999, pp. 198-205) simultaneously performs well for average response time as well as average stretch. We prove the Oð1Þ competitive ratio against an adversary who not only knows the entire input ahead of time, but is also allowed to migrate jobs. Thus, our result shows that migration is not necessary to be competitive for minimizing average stretch; in contrast, we prove that preemption is essential, even if randomization is allowed. r
Introduction
There is increasing wireless support for data networks because of the growth in mobile clients (e.g., palm tops) as well as ''data-centric'' applications (e.g., traffic information systems, stock or sports tickers, wireless internet access, etc.). Data servers in wireless networks receive a continuous stream of requests for documents from users, requests varying over several orders of magnitude in size. They feed data to the users over multiple channels 2 . Scheduling the delivery of data over multiple channels is an instance of the problem we study here. A similar scheduling problem arises in wired data networks as well. In order to increase the capacity of servers in wired networks, systems use distributed servers [10] . Requests for documents arrive at a central dispatcher which must schedule them to one of the multiple servers for delivery.
Scheduling data delivery as in the two motivating applications above is the classical multiprocessor scheduling problem where each channel or server may be thought of as a machine, and each request for a document as a job. Data must be delivered in a responsive manner-this is typically abstracted as the problem of scheduling jobs on the multiprocessor system to optimize some metric.
There are two issues to clarify further, namely, the model for scheduling jobs and the metric to be optimized.
In our model, jobs may be preempted, that is, a job that is being processed may be interrupted and resumed later after processing other jobs in the interim. Preemption improves the system performance, however there is a penalty. In multiprocessor computer systems, it requires a context switching at a processor but this cost is reasonably small 3 . In the case of the distributed server system we described, interrupting the delivery of a large file to service small ones is reasonable if it improves system performance because the end users see bursty data delivery in any case due to the network behaviour once the data leave the server. The cost of preemption here is the space needed to buffer partly delivered documents. There are additional costs in the wireless data server case, such as the energy spent by a mobile client to stay connected for the duration of the document delivery, which is typically larger on average if jobs get preempted. In current wireless systems, clients can go into doze (dormant) mode and wake up in time to receive the remainder of a transmission (there is a control channel to regulate this). This mechanism reduces the cost of preemption. To summarize, the cost of preemption is quite reasonable in existing applications.
In our model, jobs may not be migrated, that is, once a machine begins processing a job, that job must be processed only by that machine; in particular, if one job is preempted, no other machine may process that job even if it is idle. Like preemption, migration also improves the performance of the system but it is expensive. In multiprocessor computer systems and distributed server systems, moving a job from one machine to another calls for communication and data transfer between machines, which is time consuming. It requires clients to switch channels in wireless data servers which may be expensive too. It is thus desirable to avoid migration but still guarantee reasonable performance.
The metric to be optimized depends on the notion of responsiveness. Traditionally, the time a job spends in the system, namely, the response time of a job defined as the difference between its completion time and its arrival time, has been considered a suitable measure. More recently, stretch, namely, the factor by which a request is slowed down relative to the time it takes on an unloaded system, has emerged as a more suitable measure. Formally, the stretch of a job is the ratio between its response time and its processing time. Intuitively, it relates the users' waiting time to their demands and measures the quality of service provided to a job in proportion to its requirements. The performance of a system is measured as the average performance per user. Average stretch (equivalently, total stretch) may be a better indicator of the system performance than average response time because it reflects per user expectation better, and it is a good indicator of the overall system load-a system with a large average stretch is necessarily overloaded while one with a large average response time need not be overloaded, since a single large job would result in large response times. Stretch, more precisely the average stretch, has been used to study the performance of several applications, e.g., in databases [17] and operating systems [12] . It is also the chosen metric in the context of Web servers and database servers [6, 1] .
We study the problem of online scheduling to minimize the average stretch on multiple machines; we do not allow migration, but do allow preemption. Our main result is to show an Oð1Þ competitive algorithm for this problem. 4 In fact, the algorithm that achieves Oð1Þ competitive ratio for average stretch is the one proposed by Awerbuch et al. [2] , which we refer to as AALR. AALR was previously shown to achieve logarithmic upper bound for average response time against a migratory adversary and this bound is tight [2] . Combined with our result, it follows that AALR performs well for both measures simultaneously. (When migration is allowed, a similar phenomenon occurs: the algorithm shortest remaining processing time (SRPT) simultaneously achieves the best asymptotic competitive ratio for average response time [16] as well as average stretch [8] .)
Our main technical contribution is the competitive analysis of AALR for the average stretch metric. We show that this algorithm is Oð1Þ competitive even if the optimal offline adversary is allowed to migrate jobs; the algorithm of course does not migrate jobs. Thus migration is not necessary to be Oð1Þ-competitive for minimizing average stretch. On the other hand, preemption is essential. We show an OðDÞ lower bound on the competitive ratio of randomized online algorithms, where D is the ratio between the maximum and the minimum processing time of a job.
The role of migration in scheduling has been studied for a long time. There has been some progress recently. Following the work of [15] , Kalyanasundaram and Pruhs [13] investigated the effect of migration in real-time multiprocessor scheduling with preemption, showing that nonmigratory schedules can be competitive if they are allowed to use 6m À 5 processors against an adversary who only uses m processors. As mentioned earlier, Awerbuch et al. [2] presented AALR for minimizing the total flow time without migration and its logarithmic competitive ratio is asymptotically tight. 4 The competitive ratio of an online algorithm [19] is defined as the maximum over any input sequence of the ratio between the cost of the online algorithm and the cost of the adversary that knows the whole input sequence in advance and serves it optimally.
ARTICLE IN PRESS
While average response time has been studied extensively [3, 14, 16, 2] , the analytical study of stretch was initiated only recently [4] . All results presented in [4] , however, are for the maximum stretch metric only. Minimizing the maximum stretch is suitable for making worst case per job guarantees; however, it may overload the system and the average performance seen by users may suffer. The average stretch measure, although experimentally evaluated in many applications, was not formally studied until recently [8] . There the authors showed that the optimal competitive ratio for average stretch is greater than the optimal competitive ratio for average response time; in contrast, average stretch is easier than average response time on multiprocessor machines. Their results assume that jobs may be migrated (One can easily generate an input on which the SRPT algorithm analyzed in [8] induces OðnÞ migrations where n is the number of outstanding requests at any time).
Overview of our analysis: AALR holds a pool of jobs that have not yet been assigned to a machine and a stack for each machine comprising jobs that have already begun processing on that machine (and will be processed up to completion on that machine). The jobs in a machine's stack are ordered by increasing remaining processing time. The job on the top of the stack is scheduled for processing. Roughly speaking, a job is moved from the pool to a stack if its processing time is smaller than the remaining processing time of every other job in the stack by at least a factor 2 or if the stack is empty. There are two contributions to the stretch of a job. The first contribution is obtained from the time spent in a machine's stack. When a new job is assigned to a machine, all jobs in that machine's stack are further delayed by the processing time of the newly assigned job. AALR implies that the jobs in a stack have exponentially decreasing processing times (see Lemma 1); hence, the total increase in the stretch of the jobs in the stack is bounded by 2 (see Lemma 2) which proves the Oð1Þ bound for this first contribution by using the number of released jobs as a trivial lower bound on the optimum average stretch. The second contribution to the total stretch of the jobs is given by the time spent in the system's pool. Roughly speaking, Lemma 6 states that at any time, the difference between the number of jobs with about the same processing times waiting in the pool and the number of jobs with equal or smaller processing time uncompleted in the optimal solution is at most 6m; where m is the number of machines. We then observe that the m smallest jobs in the pool are responsible for most of the additional contribution to the total stretch with respect to the optimal solution. Finally, Lemma 9 allows to infer that the total stretch of the m smallest jobs in the pool is bounded by Oð1Þ times the number of jobs that are released, which leads us to our main result.
The entire analysis we present is in some sense simpler than the one in [8] for migratory schedules. The analysis also follows quite different lines from [2, 16] . The proof of Oðlog PÞ competitiveness for average flow time for AALR or SRPT relies on local competitiveness, i.e., at any time the number of uncompleted jobs is at most Oðlog PÞ times the optimum. We do not know of any proof based on local competitiveness for average stretch. We need to relate the difference in contribution to total stretch on the entire schedule to the total number of jobs released. On the other hand, the proof is much simpler than the proof of Oðlog nÞ competitiveness for AALR and SRPT with respect to average flow time.
Structure of the paper: In Section 2, we define our scheduling problem formally and state the algorithm we analyze. We define notation in Section 3. In Section 4, we analyze the AALR algorithm to show that it is Oð1Þ-competitive. The constant here is 49. In Section 5, we present our randomized non-preemptive lower bound and in Section 6 concluding remarks.
Problem definition and algorithm

Problem definition
We are given a set J of n jobs and a set of m identical machines. Each job is described by a pair ðr j ; p j Þ; where r j is the release time of job j and p j its processing time. The model we consider allows preemption, but not migration of jobs. Namely, a job running on a certain machine may be preempted and its execution may be resumed later, but once a job has been assigned to a machine it will be processed on that machine until completion, hence a preempted job must resume its execution on the same machine on which its processing started. Each machine can process at most one job at any time and a job cannot start being processed before its release time. Let C j be the completion time of job j; F j ¼ C j À r j be the response time (also called flow time) of job j; then the stretch of job j upon completion is
The average stretch of a schedule is defined as
The goal is to minimize the average stretch, or equivalently the total stretch S ¼ P jAJ F j p j for every instance of the problem. In the off-line version of the problem all jobs (for each job, its release time and processing time) are known in advance, while in the on-line setting jobs arrive over time and at any instant, the algorithm has to make its decisions without knowledge of jobs that have not yet been released.
Algorithm
In this section, we describe the algorithm AALR that was first presented in [2] . We then introduce some notation and definitions which will be useful in the sequel. In the following, a job is called alive at time t if it has been released, but it has not yet been completed. A job j is of class k if p j lies in the interval ½2 k ; 2 kþ1 Þ: Observe that the class of a job does not change with time. We denote by k min and k max the minimum and maximum class, respectively.
The algorithm classifies jobs that are alive according to their remaining processing time. Given a job j; denote by r j ðtÞ its remaining processing time at t: The rank of a job j is k at time t if r j ðtÞ falls in ½2 k ; 2 kþ1 Þ: Notice that while the class of a job is fixed, its rank changes during execution. AALR holds a pool of jobs that are alive but have not been processed at all (so their ranks are the same as their classes). In addition, for each machine the algorithm holds a stack of jobs. The stack of machine i holds jobs that are alive and have already been processed by machine i:
We observe that the definition of rank given here coincides with the definition of class given in [2] , while in our paper the class only refers to the size of jobs when they are released. The algorithm works as follows:
* Each machine processes the job on top of its stack. * When a new job arrives, the algorithm looks for a machine that is currently idle or is processing a job whose rank is higher than the class of the newly released one. If it finds one, the new job is pushed into that machine's stack and its processing begins. Otherwise the job is inserted into the pool. * When a job is completed on some machine, it is popped from its stack. The algorithm then compares the rank of the job now on top of that machine's stack with the minimum class of a job in the pool. If the minimum is in the pool then a job in the pool whose class achieves this minimum is pushed on top of the machine's stack and its processing begins.
When a job enters some machine's stack it remains there until completion, so no migration occurs.
Preliminaries
An alternative (but equivalent) definition of the total stretch of a set of jobs is as follows. Let QðtÞ be the set of alive jobs at time t for a generic algorithm. The total stretch S ¼ P jAJ F j p j of a set J of jobs can be defined as
We consider OPT, the offline optimal algorithm, as our adversary; OPT is further allowed to migrate jobs. Let S A and S OPT denote the total stretch of the algorithms AALR and OPT, respectively. Trivially, S OPT Xn; a lower bound we use later. Let Q A ðtÞ be the set of alive jobs in AALR's schedule at time t: Q A ðtÞ is partitioned between Q A;P ðtÞ and Q A;S ðtÞ; respectively denoting the set of jobs in the pool and in the system stacks of AALR at time t: T denotes the set of time instants in which the pool is not empty. S A can be seen as being the sum of two terms, S 
Analysis
We show in this section that AALR achieves an Oð1Þ competitive ratio with respect to OPT. More precisely, here we prove an upper bound 49 on the competitive ratio of AALR.
We separately bound the contribution to the total stretch given by the alive jobs in the system's stacks and the contribution to the total stretch given by the alive jobs in the system's pool. We start by bounding the contribution to the total stretch given by the alive jobs in the system's stacks, namely S A;S : The following lemma (a similar claim is also in [2] ) states that, at any time and for any stack, no two jobs in the same stack may have the same rank or be in the same class. Lemma 1. In each stack the jobs are ordered in (i) strictly increasing rank order; (ii) strictly increasing class order.
Proof. Consider a machine's stack. If the stack is empty, part (i) and (ii) of the claim hold. By induction, assume the claim is true for all jobs currently held by the stack. Three different events may happen: (a) a job is moved from the pool to the stack; (b) a job in the stack is completed; (c) the rank of the currently processed job is decreased by 1. In case (a), a job is pushed into the stack for execution. The rank of the job, which equals its class, is lower than the rank of any other job in the stack and the claim still holds. If case (b) occurs, the claim is obviously still true. In case (c), the rank of the job with lowest rank is decreased by 1, hence the claim is still true. &
Lemma 2. S
A;S p3S
OPT :
Proof. The release of a job increases the total stretch by at least 1. We prove the claim by showing that the assignment of a job to a machine determines an increase of S A;S of at most 3. Assume job j is assigned to machine i: The corresponding increase of S A;S is given by the stretch that will be paid by job j if processed non-preemptively up to completion on machine i plus the increase in the stretch of all jobs previously in stack i whose completion will be delayed by p j : Consider the stack of the ith machine. Assume job j moved from the pool to the ith stack at time t: Assume q jobs are in stack i at time t prior to the arrival of job j: Order those jobs from 1 to q by increasing class, and denote by k 1 ; y; k q the classes of those jobs. By Lemma 1, k 1 o?ok q : The increase in the stretch of the q jobs is then bounded
since job j is of class strictly less than k 1 : We should also consider an additional contribution of 1 for the stretch of job j for which the claim is proved. &
In the following we will turn our attention to the contribution to the total stretch due to the jobs in the pool of AALR, namely S A;P ¼ R tAT P jAQ A;P ðtÞ
Since the size of a job of class k is in ½2 k ; 2 kþ1 Þ; we bound S A;P by
Consider a time instant tAT and let ðt 0 ; t denote the maximum left open interval ending at time t and contained in T: Let t k ; t 0 pt k pt denote the last time a job of rank bigger than k was executed by AALR on a machine. Only jobs of rank at most k are executed on the m machines in the interval ðt k ; t: Proof. Consider any e40 sufficiently small. Then V A;P pk ðt k À eÞ ¼ 0 from the definition of t k : Two cases may arise:
In this case there is an idle machine at t k À e; hence the pool is empty at t k : * t k 4t 0 : A job of rank strictly greater than k is processed at t k À e; for any e sufficiently small, hence the pool contains no job of class k or less at any instant sufficiently close to t k : All jobs of class at most k released at time t k contribute to both V OPT ðt k Þ and V A;P ðt k Þ then implying the claim. & Lemma 5. 8tAT : D pk VðtÞpm2 kþ2 :
Proof. No job of rank higher than k is processed by AALR in ðt k ; t; hence no job of class higher than k is pushed into a stack in ðt k ; t: The only jobs of class higher than k that are processed in ðt k ; t are those in the stacks at time t k : D pk V ðtÞ may grow only because these jobs are processed in ðt k ; t by the algorithm, while OPT may only work on jobs of class less than or equal to k: However, the overall volume of these jobs that is processed in ðt k ; t is at most m2 kþ2 over all m machines, i.e., by Lemma 1, at most one job for each rank less or equal than k: The claim follows since no machine in AALR schedule is idle in ðt k ; t and from the claim of Lemma 4. & In the following, we omit t when clear from the context. Lemma 6. For any k min pk 1 pk 2 pk max and for any tAT we have
Proof. We can write
Observing
we obtain
Finally, from Lemma 5, we conclude after straightforward manipulations 
where the third inequality follows from Lemma 6. To prove our Oð1Þ bound we will separately limit the first two terms of Eq. (1) we will show R tAT S l ðtÞ dt ¼ Oð1ÞS OPT : We partition every maximal continuous subset of time instants contained in T (set of instants when the pool is not empty) into a collection of disjoint intervals I s ¼ ½t s ; r s Þ; s ¼ 1; y : Interval I 1 starts with the beginning of the first maximal subset. Interval I s starts with the end of I sÀ1 : Interval I s ends with the end of the maximal subset or when one among the bottom m jobs, let us say of class k I s ; remains in the pool within interval I s for a continuous subinterval of length 2 k Is þ1 : Let I be the generic interval contained in T: Denote by n I the number of jobs that are either released, moved to execution or completed in interval I: In the following we will prove a bound on
More precisely, we prove the following.
Lemma 9.
Z tAI S l ðtÞ dtp2n I :
Proof. We first consider the contribution to R tAI S l ðtÞ dt of those jobs that are among the bottom m jobs for the whole I: (Observe that there are no such jobs if I is the last interval of a maximal subset of T:) At most m jobs are among the bottom m jobs for the whole I: The total stretch of these jobs is upper bounded by 2m; since none of these jobs has been in the pool during I for more than twice its processing time. By the definition of interval I; during a subinterval of I of size 2 k I þ1 ; a job of class k I was always in the pool. All jobs in execution in this subinterval are of rank at most k I : It follows that at least m jobs must be completed on the m machines during interval I: We then have a contribution to n I of at least m due to those jobs that are completed during I:
To complete the proof, we still have to consider the contribution to R tAI S l ðtÞ dt of those jobs that have entered or left the bottom m jobs during interval I: All these jobs have not been in the pool for a continuous interval bigger than twice their processing time, otherwise interval I would have been interrupted. Their contribution to the total stretch in I for every continuous interval of time in which they have been among the bottom m jobs is then less than 2. Such jobs have left the bottom m jobs either because they have been pushed onto a stack or because they have been replaced among the bottom m jobs by other jobs that have been released. Then, we match every continuous interval in which a job is among the bottom m jobs with a job that is either released or with a job that is pushed onto a stack. The claim is then proved. & Proof. Partition T into a set of intervals as described above. Let I be the generic interval, let n I be the set of jobs that are either released, pushed onto a stack or completed during interval I: Then: 
Randomized lower bound for non-preemptive scheduling
In this section we prove that, while migration is not a fundamental aspect in order to obtain asymptotic good competitive ratios, an algorithm that is not allowed to employ preemption can yield very poor performance in the worst case even if randomization is allowed.
In the following, we assume that the scheduling algorithm cannot preempt a job, but it may delay the service of a job as long as necessary. Let D denote the ratio between the biggest and the smallest size of a job. We prove that any non-preemptive randomized on-line algorithm cannot behave but very poorly. The following theorem holds.
Theorem 12. The competitive ratio of any non-preemptive, on-line randomized algorithm for the minimization of the average stretch on m parallel machines is OðDÞ:
Proof. We use the application of Yao's lemma to prove lower bounds for randomized on-line algorithms [5] . We give a lower bound on the ratio between the expected cost of any deterministic algorithm and the optimal off-line cost for a specific distribution one the input sequences for the problem. The adversary presents a sequence drawn from the following probability distribution, where s is a parameter that will be fixed equal to D 2 :
for i ¼ 1; 2; y; s We will now compute a lower bound on the average increase of the stretch of jobs of type 2 and 3 of size 1=D due to the scheduling of jobs of size 1 in interval i: We will first give the following general claim.
Lemma 13. Assume a set of c jobs of size 1 is scheduled during an interval ½t; t þ k=DÞ; kpD; while at each time t h ¼ t þ h=D; h ¼ 0; y; k À 1; m jobs of size 1=D are released. The increase of the total stretch of the jobs of size 1=D due to the scheduling of the c jobs of size 1 is at least ck 2 =2:
Proof. The increase in the stretch due to the schedule of the jobs of size 1 is equal to the overall time spent by the jobs of size 1=D while not assigned to a machine divided by 1=D: At each time t h ; h ¼ 0; y; k À 1; c additional jobs of size 1=D are released and not scheduled. Hence, the overall increase in the stretch due to the c jobs of size 1 is at least
Assume c jobs of size 1 are released by time t and scheduled starting at time t or later. Then the overall stretch of these jobs is at least c 2 =4m:
Proof. We consider two cases:
* co2m: In this case, the overall stretch of the jobs is at least c: The thesis then follows by observing that cX c 2 2m X c 2 Ic=mm:
Then, for j ¼ 1; 2; y; d; at least m jobs are in the system at least j time units. As a consequence, the overall stretch of the c jobs is at least
since cXm: This proves the thesis. &
ARTICLE IN PRESS
Assume a deterministic on-line algorithm A schedules x ¼ P i x i jobs of size 1 before time ð 5 2 Þs: Let X i be a random variable indicating the number of jobs of size 1 that are started in interval i and scheduled during a time interval ½t; t þ k=DÞ; kXD=4; where m jobs of size 1=D are released at each time t þ h=D; h ¼ 0; y; k À 1: Let X ¼ P s i¼1 X i :
Proof. Consider interval i: Jobs of size 1 started in interval i are partitioned as described above between the sets J Hence, the expected value of the overall stretch for algorithm A is at least 
Concluding remarks
We studied the problem of on-line scheduling to minimize average stretch on multiprocessor machines with preemptions, but no migrations. We proved the AALR algorithm proposed in [2] to be Oð1Þ competitive against an optimal, offline adversary who is allowed to migrate jobs. In Section 5, we proved that no non-preemptive on-line randomized algorithm can be better than OðDÞ-competitive. These results show that: (i) migration is not crucial to be competitive on-line; (ii) minimizing on-line average stretch is easier than minimizing average response time, for which an Oðmaxflog P; log n=mgÞ lower bound is known [16] , where P ¼ max i p i min i p i
; and n and m denote the number of jobs and machines, respectively; (iii) differently from migration, preemption is crucial to be competitive.
At the beginning, we briefly described two motivating applications: wireless data servers and distributed server systems. There are many details involved in modeling the precise scheduling problem in these scenarios. In particular, a crucial issue is how to ''guess'' the processing time needed to service a request. See [1, 6, 9, 21] for more details on the applications. The algorithm in [2] is certainly applicable and simple, hence it will be useful in these applications; our analysis provides insight into why it is desirable in terms of its performance in minimizing the average stretch.
