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INTRODUCTION AND BACKGROUND
Systems for evaluating teaching and course quality in higher education have long been created in many countries, including Australia. Though the style of student evaluations differs from country to country or from institution to institution, the ultimate purpose of evaluation is to ensure "accountability, benchmarking and continuous improvement".
One of the instruments that has been most widely used to measure performance and quality assurance in Australian higher education is the Course Experience Questionnaire (CEQ).
Designed by Ramsden (1991) , it has been in use since 1992 as a national survey (as part of the Australian Graduate Survey). It aims to uncover what Australian university graduates thought of the coursework program that they had recently completed, including their perceptions of course quality, their self-rated skill levels and their overall satisfaction with their courses during their program. The CEQ, despite its role as a performance indicator in higher education, suffers from some limitations. One of the main limitations is the lagging and aggregate nature of the CEQ data (Davies, et. al, 2010) . It is difficult for a higher education institution to gain information on student perceptions of individual courses without developing its own instruments.
A critical issue often missed in research on course evaluation is student participation. Zumrawi et al. (2014) provided an in-depth analysis of the adequacy of response rates and suggested acceptable response rates for a range of variability scenarios, class sizes, confidence level and margin of error. Ernst (2014) found very low response rates for online administration of course evaluation questionnaire relative to paper-based administration due to differing feeling of obligation in the two formats. Given that universities are increasingly moving toward online administration of course evaluation, low response rates could be particularly worrying.
The university, whose data form the empirical basis of this study, uses student evaluation of courses (SEC) questionnaire. Each time a course is offered, students enrolled in that course are invited to evaluate their course mainly to serve for "quality assurance" processes including curriculum review. Generally, three groups of variables can affect the SEC scores.
These relate to the characteristics of the students, courses and instructors. Using these variables, this paper investigates the determinants of student evaluations of economics courses offered by the university between 2010 and 2013 inclusive.
In Australia, there has been a number of national initiatives to obtain feedback from university students (Chalmers, 2011) . The government has taken an active role in promoting quality assurance in universities since the 1980s. In 1989, the government commissioned a team led by Professor Russell Linke to define performance indicators to evaluate the quality of higher education. Subsequently, in 1991 the "Linke Committee" was commissioned to examine the indicators (Linke, 1991) . An outcome of the team's recommendations was the creation of the CEQ. The CEQ survey, which has been administered by all Australian university graduated since 1993, is about the perceptions of graduates towards their courses and the skills they acquired during their student years. Despite the widespread use as an instrument of teaching performance indicator, CEQ suffers from several limitations (Barrie and Ginns, 2007; Davies, et. al, 2010; Henman and Luong-Phan, 2014) . One criticism of the CEQ is related to the aggregate nature of the data. Because the CEQ assesses a whole field of study, disaggregation is limited. This implies that each university has to conduct its evaluations about specific courses and individual instructors rather than programs or degrees.
Another limitation of the CEQ is related to the time-lagging nature of the data given that the CEQ data are collected after graduation. For that reason, each university has to conduct its evaluations after completion of each semester.
Student feedback on courses plays a vital role in improving student learning outcomes.
Course evaluation is different from teaching evaluation because it seeks student opinions about the courses in which they have been enrolled. It is not specific to the instructor, nor is it directly related to processes measuring teaching performance. At this university, student course evaluation was administered for the first time in semester 2, 2003. At that time, the idea was to administer the instrument, called Institutional Course Evaluation (iCEVAL), each semester and apply to no more than one-sixth of courses in a program or sequence of study each semester, so that by the end of a three year cycle all courses in a program/sequence of study will have been evaluated. 2 In 2009, the Australian Universities Quality Agency (AUQA) recommended that the university extend its proposed requirement that all courses be evaluated every semester (AUQA, 2009) . During the time, university's major student surveys on teaching and learning were assessed to determine if new instruments were required, consider improvement to the existing tools and identify whether changes needed to be made.
2 The iCEVAL instrument contained 16 quantitative items regarding the course experience, and had a 6-point scale ranging from 5 (strongly agree) to 0 (not applicable).
As a result, a combined student evaluation of course and teaching (SECaT) questionnaire was developed and started to be implemented from Semester 1, 2010 after the validity and reliability of the instrument was examined in Semester 2, 2009 through psychometric testing.
The student evaluation of course questionnaire consists of eight quantitative and two qualitative items. The first seven quantitative items are measured on a five-point scale ranging from "Strongly Agree (5) on one end to "Strongly Disagree" (1) on the other with "Neither Agree not Disagree" (3) in the middle. The eighth quantitative item, which measures an overall rating of the course, is also measured on a five-point scale but rated "Very Poor"
(1) on one end to "Outstanding" (5) on the other with "Satisfactory" (3) in the middle. The two qualitative items ask students to comment on best aspect of the course and on how to improve the course.
Until recently, the university was conducting student evaluation using paper-based surveys.
The transition to online evaluation began in semester 2, 2014. Morrison (2013) (Anderson et al. 2005; Ballantyne, 2004; Donovan et al. 2006; Handwerk et al. 2000; Heath et al. 2007; Johnson 2003; Kasiar et al. 2002; Layne et al. 1999 ).
However, online evaluations have several disadvantages. One disadvantage mentioned most often is lower response rate (Avery et al. 2006; McGourty et al. 2002; Meredith and Umbach, 2011; Sax et al. 2003; Thorpe, 2002) . However, this does not necessarily mean that there is a significant difference in the ratings given by students on paper comparing to online (Burton, et al. 2012) . Another disadvantage of online survey is that student may forget to complete the evaluation before the closing date. To some extent, online evaluation may encourage some students to write disparaging comments.
The present study uses the aggregate weighted average responses of the eight (quantitative) survey items to investigate factors that determine economics course ratings at one of Australia's top eight universities. For each course, the average of all the responses attributable to each question does not make much sense because it has decimal points. 4 For that reason, this paper follows the standard the university parameters used to categorise mean responses. The university divides mean responses into four categories: (1) < 3.50; (2) 3.50 to <3.75; (3) 3.75 to < 4.25; and (4) ≥ 4.25. This paper proceeds as follows. Section 2 describes data and presents the econometric model and estimation procedure. Results are then reported and discussed in Section 3 while conclusions and implications are elucidated in Section 4. (1) I had a clear understanding of the aims and goals of the course.
MATERIAL AND METHOD

Data
(2) The course was intellectually stimulating.
(3) The course was well structured.
(4) The learning materials assisted me in this course.
(5) Assessment requirements were made clear to me.
(6) I received helpful feedback on how I was going in the course.
(7) I learned a lot in this course.
(8) Overall, how would you rate this course?
The survey instrument also included two qualitative questions:
4 For instance, if the average of all responses received to the first item is 3.46, where is 0.46 of the distance between 3 and 4 on the scale we started with? It does not exist. Given the ordinal nature of the data, median is the appropriate measure to use.
5 SI-net is a core business application of the university that supports student related activities across all aspects including admission, enrolments, examinations, calculation and charging of fees and degree progress checking.
(1) What were the best aspects of this course?
(2) What improvements would you suggest?
However, the unavailability of data on the two qualitative questions limited the analysis to only the quantitative data.
The course evaluation report is available to academic staff at the end of each semester after grades have been released to students. In addition to course information contained in the evaluation report, data were collected relating to some student attributes, course characteristics and course-coordinator characteristics. For each economics course evaluated during the 2010-2013 period the proportion of domestic students, the proportion of students who passed the course, the proportion of male students, the average number of students who responded to the eight survey items, total number of students enrolled, and the proportion of students who responded to the eight survey items are calculated to capture student characteristics. Course level (undergraduate or postgraduate level) and courses evaluated by semester and year are used to represent course characteristics. Instructor attributes such as linguistic background, gender, academic position and whether or not the instructor has taught the course before are used to capture course-coordinator characteristics.
As can be seen from Table 1 , the aggregate average course evaluation rate for the eight quantitative items was 3.95 (on a scale 1-5) while 8.59% of the economics courses evaluated by students between 2010 and 2013 had an aggregate average response of less than 3.5 to the eight survey questions. For the same survey questions, 17.45%, 51.80% and 22.16% of the courses evaluated by students had an aggregate average response between 3.5 and < 3.75, between 3.75 to < 4.25 and ≥ 4.25, respectively. Data on student characteristics show that around 52% of the students enrolled in the relevant economics courses were from domestic sources. The pass rate for the evaluated economics courses was around 89%. Of those who enrolled in economics courses around 57% were male. While the average number of students enrolled in the economics courses during the study period was around 150, the average number of students who responded to all the survey questions was only 63 (an average response rate of 42%).
Regarding course characteristics, 55.4% of the economics courses evaluated between 2010 and 2013 were undergraduate level (i.e. 12.74% first year level, 20.78% second year level and 21.88% third year level). Relatively, a higher percentage of the surveyed economics courses (around 54%) were offered in Semester 2.
Of the instructors who taught the economics courses that were evaluated during the relevant period, around 70% were male, 46% were from English-speaking background (ESB), 65%
had a lecturer or senior lecturer status, and 63% had taught the course before. Note: rg and sd denote reference group and standard deviation respectively.
Given that the dependent variable (i.e. the categorical variable we created for the aggregate average response data) in this study is ordinal in nature, the Ordinary Least Squares (OLS) method is not a suitable approach (Greene, 2012) . Thus, random effects ordered probit (with Mundlak correction) are estimated. This model has the advantage of controlling for unobserved time-invariant individual heterogeneity. The panel used in this study is relatively short, implying that differences across courses rather than changes within a course were likely to have more influence on course evaluation ratings. This is known as the incidental parameters problem. Thus, it is reasonable to use random effects instead of fixed effects (Lancaster, 2000) .
The econometric model of course evaluation ratings has the general form: 
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The conditional probability of a given observation can be expressed as:
where j in our case is aggregate average response and ranges between 1 and 4. The probability that an economics course receiving an aggregate average response of j given the explanatory variables ( 
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In this paper, the dependent variable (i.e. the categories created from aggregate average response) is categorised into 4 scaling and coded as aggregate average response of less than 3.50 = 1, aggregate average response between 3.50 and less than 3.75 = 2, aggregate average response between 3.75 to less than 4.25 = 3 and aggregate average response greater than or equal to 4.25 = 4.
Results and Discussion
Results from random effects ordered probit model show that economics course evaluation ratings are determined by course level, enrolment number, instructors' course-specific experience and instructors' linguistic background. The coefficients presented in Table 2 show that the evaluation ratings for undergraduate economics courses (especially second and thirdyear level courses) were significantly lower compared to postgraduate economics courses.
Course evaluation ratings were significantly lower in large enrolment courses. Student course evaluation scores were significantly higher for instructors who taught a course before and for those from ESB. The regression results also indicate that course evaluation ratings were significantly lower in 2010 and 2012 compared to 2013. Economics course evaluation ratings do not differ significantly due to: number of students participating in the course evaluation; course pass rate; course commencement; student gender composition in a course; the proportion of domestic students in a course; course evaluation period; and instructors' academic position and gender. The Likelihood Ratio (LR) Chi-square test with an associated p-value shows that at least one of the coefficients in the model is significantly different from zero, hence confirming the overall quality of the estimated model. (23) 50.66*** (0.00) Note: *** p < .01, ** p < .05 and * p < .10. m(.) denotes the Mundlak correction terms.
The sign of the coefficients presented in Table 2 gives the direction and the effect but not the marginal effect. Therefore, the predicted probabilities that the dependent variable equals 1, 2, 3 or 4, given the independent variables measuring student, course and instructor characteristics are presented in Table 3 .
As can be seen from Table 3 , the predicted probability of a second year (third year) economics course receiving the lowest evaluation cut-off score (i.e. < 3.5 on a 5-point Likert scale) increases by 8.5 (6.8) percentage points as compared to a postgraduate economics course. To the contrary, the predicted probability of a second year (third year) economics course receiving the highest evaluation ratings (i.e. greater than or equal to 4.25) decreases by 15.8 (12.8) percentage points as compared to a postgraduate economics course. The predicted probability of an economics course receiving the lowest (highest) evaluation cut-off score increases (decreases) by 0.03 (0.06) percentage point if the number of students enrolled in that course increases by one. The predicted probability of an economics course receiving the lowest (the highest) evaluation cut-off score decreases (increases) by 4.5 (8.5) percentage points if delivered by a lecturer who has taught the course before. The predicted probability of an economics course receiving the lowest (highest) evaluation cut-off score decreases (increases) by 4.6 (8.6) percentage points if the course is taught by a lecturer from ESB. The predicted probability of an economics course receiving the highest evaluation cut-off score is almost 12 percentage points less in 2012 than in 2013. Table 3 . The determinants of student evaluations of courses scores: Marginal effects
Independent Variables
Marginal effect for average ratings (p-value) < 3.50 3.50 -< 3. 
CONCLUSIONS AND IMPLICATIONS
While student evaluation of courses (SEC) in higher education is an intensely researched area, the existing literature has not paid due attention to rigorous econometric analysis of the This study underscores the critical importance of student-specific responses capturing student heterogeneity in preference to class-average data including students' academic performance, discipline destination, linguistic background, age and indicators of effort-level. It raises survey instrument implications e.g., sub-scales, data on course contents providing intellectual challenges, real world applications, and problem-solving skills.
There are a number of critically important issues that the data gathered through the instrument are unable to address. First, the very purpose of a SEC survey is unclear about whether it wants to measure the 'course quality' or merely reflects students' perceptions about the course. It is most likely that this is the case, and may be more a subjective measure than an objective measure. In that case, as Judge et al. (1988, p. 582) put it:
In some cases in empirical analysis, the variables we measure are not really what we want to measure....The proxy variables may be subject to large measurement errors. Even for the observable variables, the data may be subject to a variety of errors. Errors may be introduced by the wording of the survey questionnaires.
Weak and strong may imply different things to different respondents.
Universities regard the development of analytical abilities and critical judgement of students as a central graduate attribute. Thus, the SEC procedures may favour non-academic styles of teaching that entails less rigorous analysis than desirable at a university level e.g., a deep learning approach reminiscent of Level 3 teaching (Biggs and Tang, 2011) . Therefore, an unintended consequence could be that this method of evaluations reduces the emphasis on reading and consideration of competing intellectual points of view and could reduce the intrinsic quality of university courses.
The scores provided by SEC data are averages. The distribution of those scores and what influences them, would be worthy of consideration. For example, a course may be highly rated by one group but not by another. Is it the quality or the nature of the course content rather more than the quality of teaching that affects the score? No constructive use of SEC data of this type appears to be made in this respect. The process of averaging implies that each student in the sample receives an equal weight. This is despite the fact that some students are much better informed, intellectually superior, and less inclined toward superficial treatment of the subject matter and more interested in the substance than appearance than those from the other end of the spectrum.
This study underscores the critical importance of making available student-specific responses that can capture heterogeneity within a student cohort while an analysis based on class averages masks it. This paper emphasises the need to incorporate variables typifying diversity of student population including academic performance, discipline destination, ethnolinguistic background, age and indicators of students' effort. It raises broader implications such as sub-scales, inclusion of items on course contents, intellectual challenge, real world applications, and problem-solving skills.
