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1. Introduction
One of the themes of the Mini-cours at the Lens conference was the extension theorem of
MacWilliams. In its original form, this theorem says that any linear isomorphism between linear codes
defined over a finite field that preserves the Hamming weight must extend to a monomial transformation.
This result has been generalized in several directions, including: for linear codes defined over finite Frobe-
nius rings with respect to the Hamming weight [12] or the homogeneous weight [7]; for linear codes defined
over finite Frobenius rings with respect to symmetrized weight compositions [11] (with an improved proof
in [2]); for linear codes defined over finite commutative chain rings with respect to any weight function
satisfying certain conditions [13, 14]; for linear codes equipped with a weight function having maximal
symmetry and satisfying certain conditions, defined over products of finite chain rings [6] or over a finite
principal ideal ring [5].
Despite all this progress, there are glaring gaps in our knowledge: does the extension theorem hold
for linear codes defined over Z/NZ with respect to the Lee weight or the Euclidean weight? In general,
we do not know.
The purpose of this paper is to describe what we do know. In [15, Examples 3.7 and 3.9], it was
claimed that the extension theorem holds for the Lee and Euclidean weights over the rings Z/2kZ, Z/3kZ,
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and Z/pZ for a prime p of the form p = 2q + 1 with q prime. Proofs of those claims will constitute the
bulk of this paper. Barra [1] has proved that the extension theorem holds for the Lee weight over Z/pZ
for a prime p of the form p = 4q+ 1 with q prime. In [15, Example 3.8], it was claimed that the extension
theorem holds for Euclidean PSK weight over the rings Z/3kZ and Z/pZ for a prime p of the form
p = 2q + 1 with q prime. For this weight, we give a simple proof that works for all Z/NZ. This proof is
similar to the proof in [2, Theorem 6.6] for the homogeneous weight over any finite Frobenius ring.
2. Background
Let R = Z/NZ be the ring of integers modulo N . Every element x of R is represented uniquely by
an integer a satisfying −N/2 < a ≤ N/2 with x ≡ a mod N . The Lee weight wL(x) (resp., Euclidean
weight wE(x)) of x ∈ R is the ordinary absolute value |a| (resp., the square |a|2) of the representative
a. Alternatively, if one represents x ∈ R by a unique integer representative b satisfying 0 ≤ b < N with
x ≡ b mod N , then the Lee weight and the Euclidean weight have the form
wL(x) =
{
b, 0 ≤ b ≤ N/2,
N − b, N/2 ≤ b < N ;
wE(x) =
{
b2, 0 ≤ b ≤ N/2,
(N − b)2, N/2 ≤ b < N.
There is another Euclidean weight, the Euclidean PSK weight wPSK, which is used in phase-shift
key modulation. It is defined using the squared Euclidean distance in the complex numbers; for x ∈ R,
wPSK(x) = |exp(2piix/N)− 1|2 = 2− 2 cos(2pix/N).
Note that all three weights satisfy w(−x) = w(x), for x ∈ R.
The Lee and the Euclidean weights can be extended to real-valued functions (still denoted by wL,
wE , and wPSK) on the product Rn:
wL(x) =
n∑
i=1
wL(xi),
wE(x) =
n∑
i=1
wE(xi),
wPSK(x) =
n∑
i=1
wPSK(xi),
for x = (x1, x2, . . . , xn) ∈ Rn.
A monomial transformation T on Rn is an R-module isomorphism T : Rn → Rn of the form
T (x1, x2, . . . , xn) = (u1xσ(1), u2xσ(2), . . . , unxσ(n)),
for (x1, x2, . . . , xn) ∈ Rn, where u1, u2, . . . , un are units of R and σ is a permutation of the set {1, 2, . . . , n}.
If G is a subgroup of the group of units of R and each ui ∈ G, we say that T is a G-monomial transfor-
mation. In the case where G = {±1}, i.e., each ui = ±1, we say that T is a signed permutation. The
following proposition is now immediate.
Proposition 2.1. Suppose T : Rn → Rn is a signed permutation. Then T preserves the Lee and
Euclidean weights. That is, for every x ∈ Rn, wL(T (x)) = wL(x), wE(T (x)) = wE(x), and wPSK(T (x)) =
wPSK(x).
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Conversely, the signed permutations are precisely the linear isometries of Rn with respect to any of
the three weights.
Proposition 2.2. Let w be one of the weights wL, wE , wPSK, and suppose f : Rn → Rn is an R-module
homomorphism that preserves w: w(f(x)) = w(x), for all x ∈ Rn. Then f is a signed permutation.
Proof. Observe that f is injective. Indeed, only the zero vector has weight zero, so if f(x) = 0, then
0 = w(f(x)) = w(x) implies x = 0. Because Rn is a finite set, f is also surjective, hence an R-module
isomorphism.
Let ei = (0, . . . , 0, 1, 0, . . . , 0), with the 1 in position i, 1 ≤ i ≤ n. Then w(1) = w(ei) = w(f(ei)).
But w(1) = w(−1) is the smallest positive value of w on R, so it follows that f(ei) = ±ej for some j,
1 ≤ j ≤ n. Because f is known to be an isomorphism, it follows that f is a signed permutation.
Again, let w be one of the weights wL, wE , wPSK. We say that R = Z/NZ has the extension property
with respect to w if the following property is satisfied for every R-submodule C ⊆ Rn and every R-
module homomorphism f : C → Rn: if f preserves w, w(f(x)) = w(x), x ∈ C, then f extends to a signed
permutation. That is, there exists a signed permutation T defined on all of Rn such that T (x) = f(x)
for x ∈ C. Another way to view the extension property is that every linear w-isometry on C extends to
a linear w-isometry on Rn.
The main results of this paper are the following theorems.
Theorem 2.3. The rings in the following list have the extension property with respect to the Lee weight
wL and the Euclidean weight wE:
1. R = Z/2`+1Z, l ≥ 0;
2. R = Z/3`+1Z, l ≥ 0;
3. R = Z/pZ, with prime p of the form p = 2q + 1, q prime.
Remark 2.4. Barra proved that R = Z/pZ, with prime p of the form p = 4q + 1, q prime, has the
extension property with respect to the Lee weight wL [1].
Remark 2.5. (Added in proof.) After the submission of this paper, the authors, together with Serhii
Dyshko, have extended Theorem 2.3, first to the cases R = Z/pZ for all primes p [3], and then to the
cases R = Z/p`+1Z for all primes p and ` ≥ 0 [P. Langevin, J. A. Wood, The extension theorem for the
Lee and Euclidean weights over Z/pkZ, in preparation, 2016]. The methods used for the new results are
very different from those of Sections 4 and 5 of this paper.
Theorem 2.6. For any positive integer N , the ring R = Z/NZ has the extension property with respect
to the Euclidean PSK weight wPSK.
After an explanation of the method of attack in Section 3 and an analysis of cases in Section 4, the
proof of Theorem 2.3 appears in Section 5. The proof of Theorem 2.6 appears in Section 6.
3. Method of attack for Theorem 2.3
In this section we will describe how the proof of Theorem 2.3 reduces to showing that certain Fourier
coefficients are nonzero. In both this section and the next, we will use some basic facts from number
theory, such as the structure of the group of units for Z/NZ and the form of cyclotomic polynomials,
which may be found in textbooks such as [10].
There is an extension theorem for general weight functions over a finite Frobenius ring, [13, The-
orem 3.1]. The theorem below is the form that this theorem takes in the context of the Lee or the
Euclidean weights on the Frobenius ring R = Z/NZ.
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To establish notation, let R = Z/NZ and let w be one of wL, wE , or wPSK on R. Let m = bN/2c
be the largest integer less than or equal to N/2. Form an m ×m real matrix Aw as follows. The entry
of Aw in position (i, j), 1 ≤ i, j ≤ m, equals w(ij), the value of the weight function on the product of i
and j in the ring R.
Theorem 3.1 ([13, Theorem 3.1]). If the matrix Aw is nonsingular over C, then R has the extension
property with respect to w.
Remark 3.2. In fact, Theorem 3.1 applies to any complex-valued weight w on R that satisfies two
properties: w(0) = 0 and Sym(w) = {±1}. Here, Sym(w) denotes the symmetry group of the weight w:
Sym(w) = {u ∈ R : u is a unit, and w(ux) = w(x) for all x ∈ R}.
Example 3.3. For R = Z/9Z, the determinants of the matrices for wL and wE are
detAL = det
1 2 3 42 4 3 13 3 0 3
4 1 3 2
 = 189,
detAE = det
 1 4 9 164 16 9 19 9 0 9
16 1 9 4
 = 45 927.
Remark 3.4. Maple has been used to verify that R = Z/NZ has the extension property for wL and
wE for N ≤ 2048. The smallest singular values of the matrices AL and AE were calculated and seen to
be nonzero. Barra has verified the extension property for wL over R = Z/pZ for the first 2012 primes p
[1, p. 44].
Now assume that R = Z/NZ is a local ring, so that N equals a prime power; R is then a finite
commutative chain ring. We continue to assume that w is one of wL, wE , wPSK. In this chain ring
context, the determinant detAw can be factored into linear expressions that are Fourier transforms of
values of the weight function w, [14, Theorem 7]. We explain this next.
Suppose R = Z/p`+1Z, with p prime. Let U be the group of units of R. Then |U| = φ(p`+1) =
p`(p− 1), where φ is Euler’s totient function. The group U is cyclic when p is an odd prime. For powers
of 2, U is cyclic for Z/2Z and Z/4Z; for Z/2`+1Z, l ≥ 2, U is isomorphic to the product of a cyclic group
of order 2 times a cyclic group of order 2`−1, with generators for the two cyclic factors being the residue
classes of −1 and 5, respectively.
The group U acts on the ring R by ring multiplication. The orbits have the form Oi = {upi : u ∈ U},
i = 0, 1, . . . , `+ 1. The orbit Oi equals the set-theoretic difference of ideals (pi)\(pi+1), where (a) = Ra
denotes the principal ideal generated by a ∈ R. Because U is abelian, the stabilizer subgroup of a point
in an orbit Oi, i = 0, 1, . . . , `+1, is independent of the point chosen; the stabilizer subgroup depends only
on the orbit. Denote the stabilizer subgroup of a point of Oi by Ui. Then Ui = {u ∈ U : upi = pi}, and
Oi can be identified with the coset space U/Ui. The ideal (pi) has order |(pi)| = p`+1−i, i = 0, 1, . . . `+ 1,
so that |Oi| = p`+1−i − p`−i = p`−i(p− 1) and |Ui| = pi.
The group of complex characters (group homomorphisms from U to the multiplicative group of
nonzero complex numbers) of the group U will be denoted Û . A pair (pi,Oi) consisting of a character
pi ∈ Û and a U-orbit Oi is admissible if Ui ⊆ kerpi. For pi ∈ Û , let ipi be the largest integer j ≤ ` such that
(pi,Oj) is admissible. Because U0 = {1}, every pair (pi,O0) is admissible, so that ipi ≥ 0 for all pi ∈ Û .
Given a subgroup H ⊆ U , the annihilator (Û : H) of H in Û is defined by (Û : H) = {pi ∈ Û :
pi(H) = 1}. Let U = {±1} ⊆ U . Suppose a character pi satisfies (1) pi ∈ (Û : U) and (2) (pi,Oi) is
admissible. For w equal to wL, wE , wPSK, we define
wˇ(pi, i) =
∑
u∈U/UUi
w(upi)pi(u). (1)
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Observe that this character sum is well-defined.
Here is the factorization of detAw, for w equal to wL, wE , wPSK.
Theorem 3.5 ([14, Theorem 7]). Let R = Z/p`+1Z and U = {±1} ⊆ U . For w equal to wL, wE , wPSK,
there exists a nonzero integer constant C such that
detAw = C
∏
pi∈(Û :U)
wˇ(pi, ipi)
1+ipi .
Remark 3.6. Theorem 3.5 also holds for any weight w satisfying the conditions in Remark 3.2. Theo-
rem 3.5 can be viewed as a generalization of the factorization of the group determinant given by Dedekind
and Frobenius in 1896 [4].
Example 3.7. For R = Z/9Z, the factorizations have the form
detAw = 3w(3)2[w(1) + w(2)ζ + w(4)ζ2][w(1) + w(2)ζ2 + w(4)ζ]
= 3w(3)2[w(1)2 − w(1)w(2)− w(1)w(4)
+ w(2)2 − w(2)w(4) + w(4)2],
where ζ is a primitive third root of unity in C. Using wL, wE , we recover the values of detAw in
Example 3.3. For additional details of this computation, see [14, Example 12].
Remark 3.8. In order to prove Theorem 2.3, we will show that wˇ(pi, ipi) 6= 0 for all pi ∈ (Û : U) and
then appeal to Theorems 3.1 and 3.5.
To illustrate the type of argument that will be used in the next two sections, consider the factorization
of detAw in Example 3.7. Under what conditions could one of the factors vanish? In the example, there
are three factors. One possibility is w(3) = 0. For the other two factors, make use of the minimal
polynomial for ζ over Q, i.e., ζ2 + ζ + 1 = 0. Then
w(1) + w(2)ζ + w(4)ζ2 = (w(1)− w(4)) + (w(2)− w(4))ζ,
w(1) + w(4)ζ + w(2)ζ2 = (w(1)− w(2)) + (w(4)− w(2))ζ.
Both these factors would vanish when w(1) = w(2) = w(4), and, if the values of w are rational numbers,
this is the only way in which these factors could vanish. For wL and wE , it is easy to see that the factors
do not vanish.
4. Analysis of cases
In this section we will analyze the structure of the orbits Oi and the stabilizer subgroups Ui that
occur in the character sum (1).
The case where N = 2`+1
Let R = Z/2`+1Z. When R = Z/2Z or R = Z/4Z, the extension property for wL or wE follows
easily from Theorem 3.1 (also, see Remark 3.4). For the rest of the discussion, we assume ` ≥ 2. Then
the group of units U of R is isomorphic to the product of a cyclic group B of order 2 and a cyclic group
C of order 2`−1, with B and C generated by the residue classes of −1 and 5, respectively. In particular,
B = U = {±1}.
In Theorem 3.5, it is the characters pi ∈ (Û : U), i.e., characters such that pi(−1) = 1, that contribute
to the factorization of detAw. Since (Û : U) ∼= (U/U)̂ and U ∼= U ×C, we see that U/U ∼= C is a cyclic
group of order 2`−1, and (Û : U) ∼= Ĉ.
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The orbits of U on R have the form
Oi = {u2i : u ∈ U}, i = 0, 1, . . . , `+ 1,
and the stabilizer subgroup of the point 2i ∈ Oi is
Ui = {1 +m2`+1−i : 0 ≤ m < 2i}, i = 0, 1, . . . , `.
When i = `+ 1, U`+1 = U . The stabilizer subgroups satisfy
{1} = U0 ⊂ U1 ⊂ · · · ⊂ Ul = U`+1 = U ,
and |Ui| = 2i (for 0 ≤ i ≤ `). Observe that −1 ∈ Ui only for i = ` or `+ 1. Thus, for i < `, the image of
Ui under the projection U ∼= U × C → C ∼= U/U is the unique subgroup in C of order 2i. In particular,
Ui is cyclic, for i < `.
Proposition 4.1. Let R = Z/2`+1Z, ` ≥ 2, and U = {±1}. If pi ∈ (Û : U), then kerpi = UUipi .
Proof. Take any pi ∈ (Û : U). Under the isomorphism (Û : U) ∼= Ĉ, we can view pi as a character
on C. From that perspective, kerpi is a subgroup E of C of order 2k, for some k ≤ ` − 1 (since C is a
group of order 2`−1). Note that E is the image of Uk under the projection U → C. When we view pi as
a character on U , we see that Uk ⊂ kerpi, that kerpi ∼= U ×E (since pi ∈ (Û : U)), and that kerpi = UUk.
If k < `− 1, we claim that k = ipi, i.e., that k is the largest integer j such that Uj ⊂ kerpi. On the
one hand, kerpi ∼= U × E has order 2k+1 but is not cyclic. If Uk+1 ⊂ kerpi, then Uk+1 = kerpi, because
both groups have order 2k+1. But Uk+1 is cyclic, forcing kerpi to be cyclic as well; contradiction. Thus,
if k < `− 1, we have ipi = k and kerpi = UUipi .
If k = ` − 1, then kerpi ∼= U × E has order 2`, so that kerpi = U and pi is the trivial character. In
that case, ipi = `, so that kerpi = U = U` = UU`.
The case where N = 3`+1
We first assume that N = p`+1, with p an odd prime. We will specialize to p = 3 later. Set
R = Z/p`+1Z, and let U be its group of units. The group U is cyclic of order p`(p− 1). Let U = {±1};
then U/U is cyclic of order p`(p− 1)/2.
The orbits of U on R have the form
Oi = {upi : u ∈ U}, i = 0, 1, . . . , `+ 1,
and the stabilizer subgroup of the point pi ∈ Oi is
Ui = {1 +mp`+1−i : 0 ≤ m < pi}, i = 0, 1, . . . , `.
When i = `+ 1, U`+1 = U . The stabilizer subgroups satisfy
{1} = U0 ⊂ U1 ⊂ · · · ⊂ U` ⊂ U`+1 = U ,
and |Ui| = pi (for 0 ≤ i ≤ `). Observe that −1 ∈ Ui only for i = `+ 1.
Proposition 4.2. Let R = Z/3`+1Z and U = {±1}. If pi ∈ (Û : U), then kerpi = UUipi .
Proof. Take any pi ∈ (Û : U). Viewing pi as a character on U/U , kerpi is a subgroup of the cyclic group
U/U , which, for a general odd prime p, has order p`(p − 1)/2. For a general odd prime p, there is not
much control on the order of kerpi. But this proposition assumes that p = 3, so that the cyclic group
U/U has order 3`. Thus kerpi is the unique subgroup of order 3k for some k ≤ l.
Under the projection U → U/U , Ui projects to a subgroup of order 3i (for i ≤ `) because −1 6∈ Ui.
Thus, when we view pi as a character on U , we see that Uk ⊂ kerpi, and kerpi = UUk has order 2 · 3k.
Note that Uk+1 6⊆ kerpi by size considerations, so that ipi = k and kerpi = UUipi . For i = `+ 1, kerpi = U ,
so that ipi = ` and kerpi = UUipi .
212
P. Langevin, J. A. Wood / J. Algebra Comb. Discrete Appl. 4(2) (2017) 207–217
The case where N = p = 2q + 1, p, q prime
Let R = Z/pZ, where p is prime and p = 2q + 1, with q prime. Then the group of units U is cyclic
of order p− 1 = 2q. Set U = {±1}; then U/U is cyclic with prime order q.
Because R is a field, the orbit structure of U acting on R is very simple. There are only two orbits:
O0 = U = R \ (0) and O1 = (0). The stabilizer subgroups of a point are U0 = {1} and U1 = U ,
respectively.
Proposition 4.3. Let R = Z/pZ, with prime p satisfying p = 2q + 1, q prime. Set U = {±1}. If
pi ∈ (Û : U), then kerpi = UUipi .
Proof. Take any pi ∈ (Û : U). Because U/U has prime order, kerpi (viewed as a subgroup of U/U) is
either trivial or all of U/U . When viewing pi as a character on U , kerpi = U or kerpi = U . In the first
case, ipi = 0, so that kerpi = U = UU0; in the second case, ipi = 1, and kerpi = U = UU1.
A common corollary
Propositions 4.1, 4.2, and 4.3 all lead to a common corollary.
Corollary 4.4. Let R = Z/NZ, with, respectively, N = 2`+1, N = 3`+1, or N = p = 2q + 1, with p and
q prime. Let U = {±1}. Let w be wL or wE on R. For any pi ∈ (Û : U),
• the quotient groups U/UUj are cyclic groups of prime power order;
• the character pi, viewed as a homomorphism pi : U/UUipi → C, is injective; and
• the function f : U/UUipi → Q, f(u) = w(upipi ), is well-defined and injective. (Here, p is 2, 3, or p,
respectively.)
Proof. The group U/UUj is a quotient of the group U/U , which is cyclic of prime power order (under
the hypotheses on N). By Propositions 4.1, 4.2, and 4.3, kerpi = UUipi , so that the character pi viewed as
pi : U/UUipi → C is injective. That the function f is well-defined and injective follows from the definition
of Uipi and the ±-symmetry of w (i.e., w(−x) = w(x), for x ∈ R).
5. Proof of Theorem 2.3
The proof of Theorem 2.3 will depend upon understanding the Fourier transform of a function defined
on a cyclic group of prime power order. In this section we isolate the necessary lemma that will be used
and then prove Theorem 2.3.
Let p be a prime, and suppose G is a cyclic group of order pk. Let γ ∈ G be a generator of G. Given
any function f : G→ C, the Fourier transform of f is a function fˆ : Ĝ→ C, given by
fˆ(pi) =
∑
g∈G
pi(g)f(g), pi ∈ Ĝ.
Lemma 5.1. Assume G is a cyclic group of order pk, p prime. If pi ∈ Ĝ is injective as a function
pi : G→ C and f : G→ Q is any injective function with rational values, then fˆ(pi) 6= 0.
Proof. The image ξ = pi(γ) under pi of the generator γ of G is a pkth root of unity. Because pi is
assumed to be injective, ξ is a primitive pkth root of unity. As g = γj varies over G, the images pi(g) = ξj
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vary over all the pkth roots of unity. The Fourier transform of f has the form
fˆ(pi) =
pk−1∑
j=0
f(γj)ξj . (2)
The summation in (2), with 0 ≤ j < pk, can be written as a double summation by making use of
the residue class m of j mod pk−1. Write j = ipk−1 +m, with 0 ≤ i < p and 0 ≤ m < pk−1. As a double
summation, the Fourier transform is
fˆ(pi) =
p−1∑
i=0
pk−1−1∑
m=0
f(γip
k−1+m)ξip
k−1+m. (3)
To simplify (3), we make use of the minimal polynomial of ξ over Q. The minimal polynomial of ξ
over Q has degree φ(pk) = pk−1(p− 1), and the minimal polynomial itself is the cyclotomic polynomial
Φpk(x) = x
(p−1)pk−1 + x(p−2)p
k−1
+ · · ·+ xpk−1 + 1. (4)
In (3), those terms where i = p − 1 will be replaced by the following expression derived from the
minimal polynomial (4):
ξ(p−1)p
k−1+m = −
p−2∑
i=0
ξip
k−1+m. (5)
After substituting the expressions from (5) into (3), the form of fˆ(pi) becomes
fˆ(pi) =
p−2∑
i=0
pk−1−1∑
m=0
{f(γipk−1+m)− f(γ(p−1)pk−1+m)}ξipk−1+m. (6)
Observe from (6) that fˆ(pi), as a polynomial in ξ, has degree < (p − 1)pk−1, the latter being the
degree of the minimal polynomial of ξ over Q. If fˆ(pi) = 0, then all the (rational) coefficients of the
powers of ξ must vanish. This contradicts f being injective.
Proof of Theorem 2.3. When N = 2`+1, N = 3`+1, or N = p = 2q + 1, p, q prime, Corollary 4.4 shows
that the groups U/UUj are cyclic of prime power order. It also shows that a character pi ∈ (Û : U) is
injective on U/UUj when j = ipi. Set G = U/UUipi , and define f : G→ Q by f(u) = w(upipi ), where w is
wL or wE . This is a well-defined injective function on G.
Under the assumptions above, Lemma 5.1 implies that
wˇ(pi, ipi) =
∑
u∈U/UUipi
w(upipi )pi(u) 6= 0
(see (1)). Because the wˇ(pi, ipi) are the factors of detAw in Theorem 3.5, we conclude that detAw 6= 0.
By Theorem 3.1, the extension property holds in the cases claimed in the statement of the theorem.
The same arguments show that Theorem 2.3 holds for any rational -valued weight satisfying the
conditions of Remark 3.2 such that w(x) = w(y) implies y = ±x. Rational weights yield rational
coefficients in (6), which are needed to apply the minimal polynomial argument.
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Remark 5.2. Consider the case where R = Z/pZ, with p = 4q + 1 and p, q prime, as in Remark 2.4.
The group U/U is cyclic of order 2q. For any pi ∈ (Û : U), kerpi (viewed as a subgroup of U/U) will be
cyclic of order 1, 2, q, or 2q. Barra provides separate arguments for each of the four cases. Refer to [1,
Theorem 5.28] for the details.
For other values of N , the type of analysis given above quickly becomes very complicated. The group
U/U need not be cyclic, and even in cases (such as N prime) where U/U is cyclic, it need not have prime
power order. The degree and form of the cyclotomic polynomial becomes complicated, and the number
of different cases to consider quickly gets out of hand.
6. An egalitarian weight and the proof of Theorem 2.6
Theorem 2.6 will be a special case of a general result valid over any finite module with a cyclic
socle, in particular, over any finite Frobenius ring. The treatment here generalizes that for Frobenius
bimodules in [18, Section 2.3] and will be rather brisk. Readers wanting more background information
are also referred to [16].
We work in the following context. Let R be a finite ring with 1, and let A be a finite unitary left
R-module. Suppose χ is an generating character for A, i.e., χ : A → C× is a homomorphism from the
additive group of A to the multiplicative group of nonzero complex numbers that has the property that
kerχ contains no nonzero left R-submodules. Such a generating character exists if and only if the socle
of A is cyclic [17, Proposition 14] (and in the case where A = R, a generating character exists if and
only if the ring R is Frobenius [12, Theorem 3.10]). It follows that any character pi on A is a right scalar
multiple of χ; i.e., pi = χr, for some r ∈ R, where χr(a) = χ(ra) for a ∈ A.
Let G be a subgroup of the automorphism group GLR(A). We will write elements g ∈ GLR(A) as
acting on the right of A, so that the preservation of scalar multiplication takes the form (rx)g = r(xg),
for r ∈ R, x ∈ A, and g ∈ GLR(A).
Define a weight wG : A→ C on A by
wG(x) = 1− 1|G|
∑
g∈G
χ(xg), x ∈ A.
A weight w on A is egalitarian if there exists a nonzero constant γ such that
∑
x∈B w(b) = γ|B| for
any nonzero left R-submodule B ⊆ A.
Proposition 6.1. The weight wG has the following properties.
1. The value wG(0) = 0.
2. The weight wG is right G-invariant; i.e., wG(xg) = wG(x), for all x ∈ A and g ∈ G.
3. The weight wG is egalitarian with γ = 1. Moreover, wG is egalitarian on cosets with γ = 1; i.e.,∑
b∈B wG(x0 + b) = |B| for any nonzero left R-submodule B ⊆ A and element x0 ∈ A.
Proof. Because χ(0) = 1, the first result is immediate. The right invariance follows immediately by a
re-indexing argument. To prove that wG is egalitarian on cosets, let x0 ∈ A and B ⊆ A be a nonzero
submodule. We calculate:
∑
b∈B
wG(x0 + b) =
∑
b∈B
1− 1|G|∑
g∈G
χ((x0 + b)g)

= |B| − 1|G|
∑
g∈G
χ(x0g)
∑
b∈B
χ(bg) = |B|,
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where we have used the fact that
∑
b∈B χ(bg) = 0 for any nonzero left submodule B. Indeed, because
kerχ contains no nonzero left submodules, there exists some b0 ∈ B with χ(b0g) 6= 1. By re-indexing
(b = b0 + c), we see that
∑
b∈B χ(bg) = χ(b0g)
∑
c∈B χ(cg). Thus,
∑
b∈B χ(bg) = 0.
Remark 6.2. When A = R and G = U(R), the group of units of R, the resulting weight wU(R) is the
homogeneous weight on R [9]. The egalitarian property for the homogeneous weight was proved in [8,
Theorem 2]. The proof of the next theorem generalizes that for the homogeneous weight found in [2,
Theorem 6.6].
Theorem 6.3. The weight wG has the extension property. That is, if C ⊆ An is a left R-linear code in
An and f : C → An is an injective homomorphism of R-modules that preserves wG, wG(xf) = wG(x)
for all x ∈ C, then f extends to a G-monomial transformation of An.
Proof. Write the components of f as f = (f1, f2, . . . , fn); each fi : C → A is a homomorphism of left
R-modules. Inputs to fi are written on the left. Weight preservation and the definition of wG yield, for
all x ∈ C,
n∑
i=1
1− 1|G|∑
g∈G
χ((xfi)g)
 = n∑
i=1
1− 1|G|∑
g∈G
χ(xig)
 .
This simplifies to
n∑
i=1
∑
g∈G
χ((xfi)g) =
n∑
i=1
∑
g∈G
χ(xig), x ∈ C. (7)
This is an equation of functions on C, specifically, linear combinations of characters on C. Because
characters are linearly independent over the complex numbers, if we set i = 1 and g = idG on the left
side of (7), there exist i = σ(1) and g1 ∈ G on the right side so that χ(xf1) = χ(xσ(1)g1) for all x ∈ C.
This implies that the image of the module homomorphism C → A, x 7→ xf1 − xσ(1)g1, is contained in
kerχ. But kerχ contains no nonzero left submodules, so xf1 = xσ(1)g1 for all x ∈ C.
It now follows, by re-indexing, that∑
g∈G
χ(xf1g) =
∑
g∈G
χ(xσ(1)g1g) =
∑
g∈G
χ(xσ(1)g)
for all x ∈ C. This allows us to reduce by one the size of the outer summation in (7) and to proceed
by induction to produce a permutation σ of {1, 2, . . . , n} and elements gi ∈ G with xfi = xσ(i)gi for all
x ∈ C and i = 1, 2, . . . , n.
Proof of Theorem 2.6. Let R = Z/NZ, A = R, and G = {±1}. A generating character for Z/NZ is
χ(x) = exp(2piix/N), x ∈ Z/NZ, where exp is the usual complex exponential function. Then χ(x) +
χ(−x) = 2 cos(2pix/N), so that
wG(x) = 1− cos(2pix/N), x ∈ Z/NZ.
Up to a factor of 2, wG(x) equals wPSK.
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