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Outline
• LHC and experiments
• Preliminaries for precision physics
★ LHC 900 GeV collisions
★ Standard Model as Standard Candle
• EW Physics measurements
focus on 2010 data and
prospects for high luminosity measurements
★ W and Z cross sections
★ Drell-Yan diﬀerential shapes
★ W mass
★ Di-boson studies
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• LHC key parameters
★ p-p collisions at 14 TeV 
(x7 wrt Tevatron)
★ design luminosity of 1034 cm-2s-1
(x100 wrt Tevatron)
★ bunch crossing of 40 MHz, 
1GHz pp collisions
★ Heavy particles production rates
10+3...-6 Hz  (W,Z,top,H,SUSY,..)
with high sensitivity to New Physics
• At regime: ∼6x106s of pp collision
physics running per year 
★ ∼0.6 fb-1/year if L=1032 cm-2s-1
★ ∼6 fb-1/year if L=1033 cm-2s-1
• Physics run 2010 starting mid February
★ 3.5(5) TeV beam energy with the goal to integrate
100-200 pb-1 ⇒ Standard Model re-discovering ! 






(√s = 14 TeV)
Events 
100 pb-1 Total statistics 
W → µυ 106 104 LEP, 106-7 TeVatron
Z → µµ 105 106 LEP, 105-6 TeVatron
tt → WbWb → µυ + X 104 103-4 TeVatron
QCD jets pT > 1 TeV >103 -
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ATLAS & CMS detectors
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• General purpose detectors
with complementary concepts
• For details see
★ G. Aad et al (ATLAS Collaboration) 
J. Instrum. 3. s08003 (2008)
★ S.Chatrchysn (CMS Collaboration) 
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• Eﬀect of misaligned detectors on muon reconstruction
★ high reconstruction eﬃciency
★ major impact on momentum resolution
• Use Z boson mass constraint to derive misalignments
parameters from data
★ broader invariant mass spectrum with scale quite unaﬀected 
due to first order compensation of opposite charge eﬀects
★ percent precision already after 1 day at 1033 cm-2s-1
or Z bosons. The relatively small decrease in the reconstruction efficiency is mainly due to the fact that
the used definition of efficiency is based on a simple η and φ matching and does not take into account
the measured transverse momentum of the muons. The reconstruction efficiency could be increased in
the misaligned case by applying softer cuts in the pattern recognition stage of the track reconstruction.
Figure 7(a) and 7(b) show the impact of a misali ned muon spectromet r on the fractional transverse
momentum resolution; the resolution is highly degraded. The overall observed fractional muon spec-
trometer resolution σtot can be expressed as the quadratic sum of the intrinsic fractional pT -res lution at




This leads to σAlignment ≈ 0.14 for muons with pT ≈ 50 GeV as expected from the relationship be-
tween sagitta and momentum. The effect on the momentum scale is relatively small for the overall muon
spectrometer, since random misalignments cancel to a certain extent. In physics signatures, such as the
decay of a Z boson into two muons, the impact on the average momentum scale is even less, since a
misaligned geometry has the opposite effect for opposite charged muons to first order.
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(a) Overall pT -resolution
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(b) pT -resolution vs. η
Figure 7: Comparison of the fractional pT -resolution for an aligned muon spectrometer and a misaligned
muon spectrometer.
The impact of initial misalignment of the muon spectrometer on the Z resonance is shown in Figure
8. It is expected that the mean of the invariant mass distribution does not change significantly, since the
momentum scale of the reconstructed muon pT is hardly affected by misalignment. On the other hand a
large broadening of the distribution due to the degradation of the pT -resolution of the muons is expected,
which is shown in Figure 8. The dependence of the reconstructed width of the Z boson mass distribution
on the size of the misalignment is shown in Figure 9. σ scalem is a scaling factor applied to the initial
misalignment of 1 mm and 1 mrad. The observed dependence is the basis for the determination of the
muon spectrometer resolution with data, which is discussed in section 4. A more detailed discussion of
misalignment impacts on the muon spectrometer performance can be found in [8].
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Fit
-1CMS Preliminary. L= 10 pb
Figure 8: Left: Reconstructed transverse mass (MT) distribution in QCD background events.
The magenta histogram is the distribution in the signal region (events fullfilling the isolation
criteria), and the green histogram is the distribution in the QCD-enriched region (events not
passing the isolation cut). Right: Reconstructed transverse mass (MT) distribution for a fake
data sample (black points). It is fitted to the background template shown in the left plot (green
histogram) plus the signal template obtained from Z→ µ+µ− events and presented in Figure 7
(red histogram). The result of the fit is shown in blue.
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Figure 9: Bias in the Z reconstructed mass as a function of the muon pseudorapidity before and
after the calibration procedure (left): the fit is done with a parabolic function. Effect on the Z
boson mass of the misalignment and of the uncertainties on the magnetic field after the muon
scale calibration procedure (right): the fit are sums of a Lorentzian and a linear function.
CMS
ATLAS
misalignment of <1mm> , <1mrad>
arXiv:0901.0512; CERN-OPEN-2008-020 (14 TeV)
CMS PAS 2007/002 (14 TeV)
ATLAS
<σx> = 1 mm 
<σα> = 1 mrad 
Z → μμ
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• Determination of momentum
resolution/scale for muons 
• Calorimeter inter-calibration and
energy scale for electrons 
★ fitting Z boson lineshape
- Energy range about 20-80 GeV
- Use peak position and width
to get scale and resolution parameters
• Fitting the invariant mass lineshape
after background subtraction 
★ selection based on high-pT tracks
★ few days of data taking at 1033 cm-2s-1
- Muon scale can be estimated to about 1%
- Electromagnetic scale known at 0.2% 
and resolution constant term at about 0.7%
Momentum/energy calibration from Z → ll (l=e,μ)
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3.6. Commissioning 145
Mu+mu- invariant mass (GeV)
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Figure 3.38: The reconstructed mass spectrum for 2 isolated muon tracks with pT >
20and10 GeV/c, respectively, as expected from 1 day of data taking at L = 2×1033 cm−2 s−1:
a) all reconstructed dimuon events (solid line: Z signal, dashed line: QCD background); b)
both muons in the ”barrel region” (η < 0.8); c) 1 muon in the ”overlap region” (0.8 < η < 1.2)
and 1 muon in the ”endcap region” (η > 1.2).
QCD
CMS
arXiv:0901.0512; CERN-OPEN-2008-020 (14 TeV)
CERN-LHCC-2006-001 (14 TeV) 
ATLAS
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(a) !fit (solid) and !true (dashed).
true! - fit!















(b) Difference between !fit and !true.
Figure 37: Fit results with distorted geometry and !inj = 0.
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(a) !fit integrated over " as a function of # .
#












(b) !fit int grated over # as a function of " , fitted in two
separate regions.
Figure 38: !fit distributions with !inj = 0 and with distorted/ideal (full/open circles) geometry.
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(a) !fit (solid) and !true+!inj (dashed).
true! - inj! - fit!















(b) Difference between !fit and !true+!inj.
Figure 39: Fit results with distorted geometry and additional injected biases.
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  extra material + 2% bias
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8 5 Theory uncertainties



















Figure 10: Comparison of µ+µ− invariant mass distributions for the process Z/γ∗ →
µ+µ−(nγ) in MC@NLO with PHOTOS (red squares) and Resbos-A (black circles).


















Figure 11: Z/γ∗ → µ+µ− acceptance and uncertainty band due to PDF variations for different
values of the muon |η| cut. The CTEQ6.5 PDF set is used.
W,Z to leptons cross sections
• Acceptance and PDFs uncertainties
★ EW and QCD NLO modelling to get
experimental acceptance (eﬀects at 7-10%)
★ At the EW scale LHC will explore low-x partons
- 10-4<x<0.1 over measurable range (|y|<2.5)
★ Scattering between sea quarks: gluon dominated
9
• PDFs constrai ts from LHC 
★ caveat on PDF assumptions
- s-sbar violations changes W/Z ratio
⇒ need W±,Z diﬀerential shapes and ratios
• low-x gluon distribution determined
by shape parameter λ (xg(x)∼x–λ)
★ BEFORE λ = -0.199 ± 0.046
★ AFTER   λ = -0.186 ± 0.027




















CMS PAS 2007/002 (14 TeV)
HERA and the LHC - A workshop on the implications of HERA for LHC physics
CERN-2005-014, DESY-PROC-2005-001 arXiv:hep-ph/0601012v3 (14 TeV)
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W,Z to leptons cross sections
• Eﬃciencies measurements in data
★ Tag&Probe method on Z → ll 
★ Trigger and oﬄine reconstruction, isolation
eﬃciencies controlled in data
- Systematics of the method at % level
- Local statistical uncertainty about 
7(3)% with 10(50) pb-1
10
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Figure 10: Electron detection efficiency vs. η , as measured from the tag-and-probe method and
compared to the truth, for 50 pb−1. The product of the e20 trigger efficiency, and Medium electron
identification efficiency is represented.
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Muon Id: Monte Carlo truth
Muon Id: Tag & Probe 
Trig: Monte Carlo truth
Trig: Tag & Probe 
Figure 11: Muon detection efficiency vs. η , as measured from the tag-and-probe method and com-
pared to the truth, for 50 pb−1. The mu20 trigger efficiency, and the combined muon reconstruction
efficiency are represented.
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4 4 Misalignment and miscalibration effects
)µ (!












µµ#Isolation Efficiency from Z
MC Isolation Efficiency
 Stats)-1Tag&Probe Efficiency (10 pb
CMS Preliminary
Figure 4: Isolation efficiency for high-pT muons (pT > 20GeV) as a function of η. The measured
values using tag-and-probe methods on a Z → µ+µ− sample satisfying selection cuts and
corresponding to an integrated luminosity of 10 pb−1 are compared with the xact efficiencies
obtained using Monte Carlo generator level information.
A transverse mass template for the background is obtained requiring the full set of selection
criteria but reverting the isolation one. Figure 8, left, shows the reconstructed transverse mass
distributions for events in the signal region (events with an isolated muon) and in the QCD-
enriched region (events where the muon is non-isolated). Both distributions are in good agree-
ment (at the 0.5% level) in the whole MT range, and therefore, the latter one can be applied as
an MT template in the signal region.
The template method for background evaluation was applied to a sample of fake data built
with reconstructedW→ µν candidates from background and signal samples, corresponding to
an integrated luminosity of 10 pb−1. Fake data was fitted, by means of an extended maximum
likelihood method to a two components distribution: signal plus background, using for them
the templates presented before. Figure 8 (right) shows the result of the fit.
4 Misalignment and miscalibration effects
Misalignment and miscalibration biases and uncertainties have also an impact on the mea-
sured cross sections. Figure 9 shows the distortions in the reconstructed Z boson mass due to
the muon momentum scale corrections, misalignment and the uncertainties on the magnetic
field. These distortions assume a detector pre-calibrated with an integrated luminosity below
10 pb−1. For central and muon tracking detector, this is equivalent to a situation in which
only metrology, cosmic commissioning data and early J/ψ, Υ samples are used. The dominant
systematic uncertainty, ∼ 2.7%, is due to momentum scale corrections.
average. Figure 15 shows the distribution of the in-situ determined efficiencies for all 320 regions. The
overall reconstruction efficiency can be determined to a high statistical precision even for relatively low
integrated luminosities. A statistical precision of 1% of the overall muon spectrometer reconstruction
efficiency can be reached with less than 1 pb−1. Figure 16 illustrates the statistical uncertainty averaged
over all 320 regions versus the integrated luminosity.
rec∈efficiency 
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ATLAS
Figure 15: Distribution of muon reconstruction
efficiency of the 320 muon spectrometer regions.
 ]-1Integrated Luminosity [pb





















Figure 16: Average statistical error of reconstruc-
tion efficiency of the 320 regions vs. integrated
luminosity.
A possible correlation between tag and probe muons could be caused by the trigger. The probability
of reconstructing a muon is significantly higher if it was triggered, as shown in Figure 17. Hence, it might
be suspected that this correlation implies also a correlation in real data, since data events must contain
at least one muon which has been triggered. This is not a problem as long as the trigger requirement is
only applied on the tag muon.
In Section 3.1.1 it was already mentioned that the tag and probe approach has problems in detecting
inefficiencies which have a φ ≈ π symmetry. Dividing the data sample in two parts differing in the
angle ∆Φ could overcome this problem. One part contains reconstructed tag and probe muons with
∆Φ < 2.8 rad the second sa ple with ∆Φ > 2.8 rad. The chosen value of 2.8 rad leads to roughly
equally sized samples. Applying the tag and probe method on both sub-samples will lead to different
efficiency distributions in case of φ -symmetric inefficiencies. Monte Carlo studies showed that for the
presently simulated detector layout we expect only small differences (Fig. 18).
Table 3 summarizes statistical and systematic uncertainties of the in-situ determined stand-alone








|ε iin−situ− ε itrue| (4)
where the index i runs over all bins in η-direction. This is treated as primary source of systematic
uncertainty. One should note that the given systematic error has a strong statistical component from the
Monte Carlo statistics which is reflected in the large decrease of the systematic uncertainty in Table 3.
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1 Selection of W and Z samples
We reconstruct Z → µ+µ− decays from pairs of reconstructed muons with opposite charge.
Each muon track must have hits in both the tracker system and the muon chambers, and satisfy
a requirement on the transverse momentum: pT > 20GeV/c. At least one of the muons must be
compatible with a High Level Trigger muon track that triggered the event. A simple and robust
single non-isolatedmuon trigger is applied. In order to select isolatedmuons, we require the pT
sum of all tracks in a ∆R(=
￿
(∆η2 + (∆φ)2) cone of 0.3 around the muon direction to be less
than 3 GeV/c. The invariant mass of the µ+µ− pair must be greater than 20 GeV/c2. Figure 1
shows the invariant mass distribution of dimuon candidates from Drell-Yan and background
processes after the selection requirements. The distributions are normalized to an integrated
luminosity of 10 pb−1.
)2 (GeV/cµ µm













-1CMS preliminary, L = 10 pb
 = 10 TeVs
µ µ -> tt 
τ τZ->
ν µW -> 
QCD bkg
µ µZ->
Figure 1: Invariant mass of the selected Z → µ+µ− candidates in CMS for signal and back-
ground processes, and assuming an integrated luminosity of 10 pb−1. The predicted shapes
are obtained from the leading order generator program PYTHIA, interfaced with a detailed sim-
ulation of the CMS detector.
Candidates for W→ µν events must have a reconstructed muon with pT > 25GeV and |η| < 2
and be isolated. The isolation criteria for W→ µν requires the pT sum of all tracks in a ∆R cone
of 0.3 around the muon direction, normalized to the muon pT, to be less than 0.09.
Figure 2 shows the reconstructed transverse mass, MT, of the W system after W→ µν selection
cuts. The W system is built in the plane transverse to the beam by combining the measured
muon and the missing transverse energy in the event. The latter is interpreted as a measure-
ment of the transverse momentum of the undetected neutrino. The figure shows that the QCD
background is largely suppressed with the cut MT > 50GeV.
To estimate the amount of QCD background left after selection, several data-driven methods
were devised for that purpose. Determination of reconstruction, isolation, and trigger efficien-
cies relies on tag-and-probe methods with high purity Z→ µ+µ− samples. More details about
these methods can be found in ref. [1].
• Signal selections
★ high-pT leptons (>15-20 GeV)
(+ missing energy for W)
★ Tracking (and Calorimeter) 
isolation
★ (QCD) background shapes
and normalizations from data
- like-signs and/or isolation
rejected selections to get
QCD enriched samples
- e-μ selections to get
ttbar and Z→ττ
Z background estimates
★ Uncertainties at level of 5%
in early data (about 50 pb-1)
(luminosity excluded)
• W/Z ratio to measure 
indirectly W width
E237/E277































Figure 5: The electron identification criteria described in the text: cluster width in the second
calorimeter sampling (left) and electron isolation variable (right). The distributions are normalised
to the number of background entries.
Selection Z→ ee jets
Trigger 6.70 ± 0.01 3110 ± 40
ET > 15 GeV, |η |< 2.4, 80 GeV <Mee < 100GeV 2.76 ± 0.01 11.1 ± 0.8
Electron ID 2.64 ± 0.01 0.8 ± 0.2
Isolation 2.48 ± 0.01 0.2 ± 0.1
Table 5: Number of expected signal and background events (×104) in the Z → ee channel after all
selections, for an integrated luminosity of 50 pb−1. The quoted uncertainties refer to the finite Monte-
Carlo statistics only; systematic uncertainties are discussed in the text.
Electrons identified as above are then required to be isolated. The isolation variable is computed from
the total measured energy in a cone of size ∆R = 0.45 around and excluding the electron, divided by
the electron energy. Electrons are isolated if this ratio is smaller than 0.2. Distributions of this variable
for the signal and the background are shown in Fig. 5.
The number of signal and background events after the successive cuts are given in Table 5 for an inte-
grated luminosity of 50 pb−1. The expected signal counting rate is N = (2.48±0.02)×104 events.The
uncertainty quoted here is obtained by scaling the statistics of the Monte-Carlo sample to 50 pb−1. The
resulting di-electron invariant mass distribution is shown in Fig. 6.
Background estimation. As in theW → eν analysis, the simulation-based jet background estimate
of Table 5 is replaced by a data-driven estimate. In this analysis, the signal and background fractions
are estimated simultaneously, via a fit to both contributions. The signal is described by the convolution
of a Breit-Wigner and a Gaussian resolution function, and the background, completely dominated by
jet events, by an exponential function.
At the preselection level (just ahead of the electron identification and without the Mee cut), the back-
ground largely dominates the signal and allows to determine the exponential slope. After the identifi-
cation and isolation cuts, the fit yields a background fraction of (8.5±1.5)%, or B= (0.23±0.04)×
10

























Figure 2: Transverse mass distribution in the W → eν channel, for signal and background after all
selections, forL = 50 pb−1 after all selections exceptMT cut.
rejection of /ET cut, allowing a realistic estimation of the jet background in theW → eν s lection.
In this approach, the signal sample is obtained by applying the same trigger, kinematics and electron
identification selection as described before and removing in addition events with a second high-pT
electromagnetic cluster giving an invariant mass, together with first selected electron, close to the Z
boson mass (65<Mll < 130 GeV).
The jet background control sample is selected using a single photon trigger with ET > 20 GeV, and
subsequent photon identification using the same calorimetric variables as the electron identification.
The photon cluster should also satisfy the same kinematics cuts of the electron candidate in the signal
sample. There should be no Inner Detector track matching the photon cluster, to reject events with
true electrons (e.g. W events) contaminating this photon sample. Simulation studies show that these
selections provide a sample essentially composed of jet events, even at high values of /ET , and that the
shape of the /ET distribution is identical, within the statistical precision, to that of the jet background in
theW → eν sample (see Fig. 3). Above /ET > 10 GeV, the slope can be described with the convolution
of an exponential and a second degree polynomial function.
After the subtraction of the estimated background to the signal sample, the analysis then proceeds
applying the /ET selection mentioned above. This data-driven estimation yields a jet background
fraction of (0+4−0)%. The uncertainty corresponds to a number of events, δB= 0.92×104 events.
Besides, a relative uncertainty of 3% is assumed on the W → τν background, as estimated from
the experimental uncertainties on the W and τ branching fractions. This process thus contributes
δB= 0.01×104 events.
3.2 Z→ ee
Event selection. This analysis relies on the e10 trigger. Events are further preselected by requiring
two EM clusters with ET > 15 GeV and |η | < 2.4. The presence of two electrons in the final state al-
lows applic tion of the Loose electron identification criteria, which we briefly describe below. Three
8
STANDARD MODEL – ELECTROWEAK BOSON CROSS-SECTION MEASUREMENTS
32
754
W,Z to leptons cross sections
11
3
4. Zµt sample. Defined by only requiring that one of the muon tracks has hits in the tracker
system. The other muon track must have hits in both the tracker and muon systems and
must satisfy the trigger requirements.
5. Znotisoµµ sample. Defined by requiring that at least one of the muons does not satisfy the
isolation requirement. At least one of the muons must satisfy the trigger requirements.
The signal yield a d the relevant efficiencies are determined by a simultaneous chi-square fit to
the invariant mass distributions of the Z→ µ+µ− samples in themass region [60− 120]GeV/c2.
We use a signal shape description taken from the invariant mass distribution of the Z→ µ+µ−
candidates surviving the standard selection, since the background is negligible. We use phe-
nomenological descriptions of the background shapes in the Zµs, Zµt, and Znotisoµµ samples,
which are taken from sidebands.
The analysis strategy has been tested on samples of fake data built from detailed simulations of
the CMS detector response to signal and background processes. All the simulations assume a
perfect knowledge of detector conditions. The statistics of the samples corresponds to different
luminosities scenarios: 5, 10, 45, and 133 pb−1. Figure 3 illustrates the stability of the cross
section determination for ifferent luminosity scenarios.
)-1 L dt (pb∫
5 10 45 13











Fitted cross s ction normalized to
 result-1133 pb
 = 10 TeVs
Figure 3: Fitted Z→ µ+µ− cross section in fake data samples with a statistics corresponding to
different luminosity scenarios. The simulations assume a perfect knowledge of detector con-
ditions. The esults are normalized to the cross section determination in the 133 pb−1 sample.
Only the statistical errors are shown.
References
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Drell-Yan diﬀerential cross sections
• Diﬀerential shapes measurement
★ to constrain uncertainties on PDF (7%) 
and non perturbative eﬀects
★ bin-by-bin corrections to account for
reconstruction eﬃciencies and acceptances
• Low-mass Drell-Yan production
★ statistical uncertainty on integrated
cross section of 4(1)% with 50 pb-1(1 fb-1)
★ need to exploit full e-identification
• Z production in muon
and electron channels
★ cross section as a function
of boson pT and rapidity
• Dominant background
from QCD events
★ to be checked in data
12
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ATLAS MCMeasured, before corrections
Measured, after corrections
Figure 14: Left: dσZ/dy, integrated over pT . Right: dσZ/dpT , integrated over −2.7 < y < 2.7.
Distributions obtained in the electron channel, with a precision corresponding to an integrated lumi-
nosity of 200 pb−1. The black line histograms correspond to the generated cross-section, the dashed
histograms to the measured cross-section before corrections are applied, while the crosses show the
measured cross-section after all corrections have been applied.
|Z rapidity|








































80 MCMeasured, before corrections
Measured, after corrections
ATLAS
Figure 15: Left: dσZ/dy, integrated over pT . Right: dσZ/dpT , integrated over −2.7 < y < 2.7.
Distributions obtained in the muon channel, with a precision corresponding to an integrated lumi-
nosity of 200 pb−1. he black line histograms correspond to the generated cross-section, the dashed
histograms to the measured cross-section before corrections are applied, while the crosses show the
measured cross-section after all corrections have been applied. .
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Figure 9.1. Left: Reconstructed and generated Z mass distribution with all cuts. Right: Generated
rapidity distribution for all Z candidates and for those where both electrons were generated
within the geometrical acceptance of the electromagnetic calorimeter. For comparison, the rapidity
distribution of the finally accepted Z events is already shown here.
transverse supercluster energy has to be smaller than 0.2. Only tracks with a transverse
momentum above 1.5GeV/c and with at least four hits in the central tracker which are
close to the interaction vertex are considered.
9.1.2.1. pp→ Z→ eeX Selection. We analyse events where one e+e− pair consistent with
the Z mass is found (if more than two electrons pass the selection criteria, only those two
with the highest transverse momenta are considered). The generated and reconstructed mass
distribution are shown in Figure 9.1 (left). For now, the “electron” clusters are not corrected
for bremsstrahlung within the tracker and the reconstructed Z peak is found to be about 1GeV
lower than the generated one.
Using this selection, the rapidity distribution of the accepted Z events is shown in Fig. 9.1
(right). In addition, the rapidity distribution of the potentially accepted Z bosons, separated for
the three cases where both decay electrons are within the acceptance of the barrel calorimeter
(BB) |ηBB|< 1.4, both within the endcaps (EE) 1.6< |ηEE|< 2.4 or one within the barrel and
the other one in the endcaps (EB) are also shown. In the case that both generated electrons are
in the barrel, a Z detection efficiency of about 60% is reached.
Here the electron efficiency is defined by the ratio of reconstructed electrons from
accepted Z events to the number of electrons from generated Z events, where the generated
electrons fulfilled the condition |ηegen|< 1.4. Fig. 9.2 (left) shows the efficiency distribution
for all supermodules folded such that the local φ angle for all odd supermodules goes from
0–20 degrees and for all even supermodules from 20–40 degrees.
The efficiency drop of about 10% between the supermodules is clearly visible with
the available sample of Z events corresponding to roughly 0.2 fb−1. Similar inefficiencies
were found in the η direction at supermodule boundaries. From the analysis of the
reconstruction efficiency as function of the phi angle, we get an efficiency of 27.1%± 0.4% (if
the inter-supermodule regions are excluded) while the average over the whole phi range is
26.5± 0.4%.
The average Z efficiency, when both electrons are generated and reconstructed in
the barrel calorimeter, is found to be 57.3 ± 0.2% (where the uncertainties are from
the finite number of Monte Carlo events). Half the efficiency loss is caused by the
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Figure 9: Expected differential cross section for low-mass electron pairs using the 2EM3 trigger menu
item and the offline selection in linear (left) and log (right) scale. Shown s the invari nt di- lectron
mass distribution reconstructed using tracks for J/ψ → ee decays (dotted histogram), ϒ→ ee decays
(dashed histogram) and Drell-Yan production (full histogram). Also shown is th expected background
(full circles). The invariant mass is reconstructed with direction taken from the inner detector and energy
from the electromagnetic calorimeter.
without any selection on the electrons themselves. A better estimation of this number requires combining
a single muon trigger with a trigger for electromagnetic final states a described in section 3.3.
5.2 Quality of the mass reconstruction with initial data
In this section, we study the offline reconstruction of the J/ψ and ϒ particles from their decay products.
After a short description of the algorithm, we study the performance of the reconstruction for J/ψs
originating from the bb¯ decays. The invariant mass has been reconst ucted wi h he inner detector only,
combining information from the inner detector and the electromagnetic calorimeter, and using only the
latter information. For the reconstruction with inner detector information we present results with and
without the bremsstrahlung recovery procedure included. For direct production of J/ψ and ϒ, we only
show results using mass reconstruction with the inner detector.
5.2.1 Reconstruction of J/ψ and ϒ events
The identification of electrons is performed using the electron reconstruction algorithm described above.
Electrons are identified with either the “tight” cuts for isolated electrons, or based on the likelihood
method tuned to an electron identification efficiency of 80%. Pairs of electrons are thus selected. These
pairs define the overall detection efficiency of J/ψ (or ϒ) events which is the product of the losses due to
the removal of clusters located in the crack in the electromagnetic calorimeter, the track quality cuts, and
the electron identification efficiency.
Pairs of reconstructed opposite-charge tracks are fitted to a common vertex. Only events with a
quality of the fit with χ2 per degree of freedom < 6 are retained Fig. 10 shows the distribution of the
reconstructed transverse decay length Lxy for direct J/ψ events and events originated from B hadrons
decay. It is defined as: Lxy =
￿D·￿pT (J/ψ)
||￿pT (J/ψ)|| , where D is the distance between the primary and secondary
vertices and pT (J/ψ) is the J/ψ reconstructed transverse momentum. It is used to distinguish between
the prompt J/ψ , which have a pseudo-proper time of zero (Lxy < 0.4 mm) , and B-hadron decays into
J/ψ+X having an exponentially decaying pseudo-proper time distribution due to the non-zero lifetime of
the parent B-hadrons (Lxy > 0.25 mm).
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• SM masses of top quark, W and Higgs bosons are related through radiative corrections 
• Precise measurements of Mtop and MW allow 
★ consistency check of SM 
★ give hints of new physics 
★ constrain the mass of SM Higgs boson
• Up to date values1
★ Mtop = 173.1 ± 0.6 (stat) ± 1.1 (syst) GeV
★ MW = 80.399 ± 0.023 GeV
★ MH  = 87     GeV (68% CL)
MH < 157 (186) GeV (95% CL)2
• LHC 1 year at 1033 cm-2s-1 ⇒ 6 fb-1 
★ about 2⋅107 W events selected per lepton decay
with combined statistical sensitivity at 2 MeV
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1 186 GeV limit when including the LEP-2 direct search limit of 114 GeV shown in yellow
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• Early data analysis focus on 10-20 pb-1 with 
expected statistical precision of 120 MeV
★ W transverse mass
★ lepton transverse momentum or energy
• Non trivial eﬀects from det. smearing and pQCD
★ No analytic approach is possible 
⇒ numerical methods and template fits are used
W mass measurement
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pared to the accuracy of the missing transverse energy determination, which has a resolution of about
20-30% [9]. Finally, the W transverse mass combines the two momenta along with the azimuthal
angle between them.
All of the above distributions have a Jacobian peak either at mW /2 (p!T and p!T ) or mW (mWT ), which is
sensitive to the W mass. The sharpness of the peak is affected both by the resolution and the boson
pT . While the lepton pT has a very good resolution, the pT of the boson smears this Jacobian edge.
On the contrary, mWT is to first order insensitive to the pT of the boson, but here the edge is smeared
by the poor resolution of the missing transverse energy (see Figure 3). Finally, p!T suffers from both
effects, and is therefore the poorest candidate for a fitting variable. Since mWT is formed from p!T and
p!T , it is of course statistically correlated with p!T . However, the statistical correlation between mWT and
p!T is only about 30%, and since they have different systematic errors, combining the measurements
based on these observables could improve the sensitivity.
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Figure 3: Fitted distributions of p!T (a) and mWT (b), showing the Jacobian peak, and the effects of
finite detector resolution (i.e. smearing) and recoil (i.e. pT of the W ). While p!T is more sensitive to
the recoil than to the resolution, the converse is true for the mWT distribution.
2.4 Fitting theW mass with templates
The lepton transverse momentum and W transverse mass distributions, p!T and mWT , shown in Fig-
ure 3, are the result of several non trivial effects. For this reason no analytical expression describes
the distributions in detail, and one is forced to use numerical methods. One method for fitting these
distributions is template fitting [10, 11]. Templates of the p!T and mWT distributions are produced with
varying mW values, and compared to the corresponding distribution observed in data (see Figure 6).
The comparison is based on a binned ! 2 method.
To estimate the impact of a given effect on theW mass determination, templates unaware of the effect
under consideration are produced and subsequently fitted to data, which includes this effect. Assuming
an unbiased fit, when the effect is not included in the data (see Sections 3 and 4), the resulting shift
in fit value measures the systematic error on the W mass from not including the effect. By gradually
changing the size of an effect, the systematic error on the W mass as a function of this effect can be
determined. As most effects are small, the dependencies are approximately linear. They are in general
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ATLAS
Figure 16: (a) Reconstructed mWT distribution (middle curve) alo g with templates produced with
the W mass hypothesis 78.792 GeV (left curve) and 82.008 GeV (right curve), before any kinematic
selections. (b) !2 value of fitting templates to the reconstructed distribution as a function of the
template’s (fraction of) W mass hypothesis (compared to the nominal mass). The fit yields 80.421±
0.059 GeV in agreement with the input value of 80.405 GeV.
4.3 Fitting the transverseW mass using the Z events for calibration
The dependence of the m f itW on the relative recoil scale and resolution uncertainty was determined to
be [15]:
"mW/"#recoil =−200 MeV/%, "mW/"$recoil =−25 MeV/%. (6)
These parameters can again be measured on Z events. To test the portability from the W to the Z of
the mWT fit, we model the missing momentum using the Z events and compare this to the one obtained
from theW events. However, unlike the lepton case, the detector response is not exactly the same for
W and Z events. The difference is caused by the /ET reconstruction algorithm, which in its current
state does not correctly subtract lepton calorimetric signals from the hadronic recoil. This results in a
difference betweenW events where only one lepton is present, and Z events containing two leptons.
To illustrate this point, consider again the parallel and perpendicular axes defined in the previous sec-
tion. The residuals of the recoil momentum components are projected on both axes, and the response
in W and Z events is compared, cf. Figure 17. Along the parallel axis, the average difference be-
tween the residuals is !W−Z = 17± 35 MeV. Along the perpendicular axis, the difference is larger,
!W−Z = 1964±35 MeV. Using a Z-based calibration in the W mass fit is thus expected to be biased;
performing this exercise indeed yields m f itW = 79.752± 0.062 GeV compared to the input value of
80.405 GeV. The Z based recoil calibration is thus not exploitable at present.
Instead, we assume that the needed improvements to the /ET reconstruction algorithm will be done
in time for the measurement, providing equal response between W and Z events. The statistical
sensitivity based on the Z-based calibration is about 50 MeV for 15 pb−1, serving as a lower bound.
Given the present uncertainties and the performance of similar analysis [16], we assume that the in situ
calibration can be performed with a precision of 1 % with an associated uncertainty %mW = 200 MeV,
according to Equation 6. The effect of pile-up on the missing momentum has not been studied.
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• Scaling observables from Z 
kinematics and correcting 
for detector eﬀects
• In-situ calibration from Z 
events
★ cale, resolution and 
eﬃciencies
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Figure 9.9. Comparison of the scaled electron ET spectra for Z (dots) and W boson (line) events
(left) and χ2 dependence on MW (right) for 1 fb−1 of integrated luminosity.
predicted. The uncertainty related to the issing orders in the perturbative expansion can
be quantified by the dependence of the available NLO prediction on the choice of the
renormalisation and factorisation scales. A conservative figure of 30 MeV/c2 for the mass
uncertainty is deduced. This will become the dominant error at 10 fb−1. Yet the reduction of
this error by extending the calculation one order higher in αS is technically feasible [353].
9.3.4. W→ µν
As a complementary method, the transverse mass distribution of W events in the muon
channel is modelled from Z→ µ+µ− ev nts by a kinematic transformation. In the rest frame
of the Z boson, the lepton momenta are scaled such that their invariant mass distribution
represents that of the W boson [352]. After removing one randomly chosen muon to mimic a
neutrino, the whole system is bo sted back into t e detector frame, thus obtaining a template
for the xpected distribution of W events, which dep nds on the W and Z boson masses
and widths as parameters. By iterating the procedure for different W boson masses, the best
agreement with the observed transverse mass distribution in W events is determined using
a χ2 criterion. In practice, weighting factors take into account unavoidable differences
between theW and Z samples, such as the acceptance for the second lepton, photon radiation,
and differences in η and pT of W and Z bosons. Thus perfect agreement of the distributions
at the nominal W mass and for the simulated detector is ensured, while systematic effects are
studied by introducing distorti ns of experi ental or theoretical origi . The resulting shifts in
the extracted W mass are taken as the related systematic uncertainties.
The dominant systematic error arises from scale and resolution uncertainties in the
missing energy determined from the calorimeters. These can be controlled by using the Z
sample, where the boson pT can be measured from the two charged leptons, as is shown in
Fig. 9.10. The observed differences of 2% on the scale and 5% on the resolution are taken as
the systematic uncertainties.
9.3.5. Expected precision and systematic uncertainties
The expected size of various detector effects for the early detector operation, after the
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W mass measurement
• Summary of estimated uncertainties in early data and prospects for higher luminosities
• Systematic uncertainties in early data (15 pb-1) dominated by
★ energy scale for electron channel (pT based analysis)
★ recoil calibration for muon channel (MT based analysis)
• Prospects for higher luminosities (1 to 10 fb-1)
★ improved constraints from Z analysis, better PDFs knowledge from LHC
★ combining information from both channels can give systematic uncertainties < 20 MeV
★ clearly an ultimate fight against systematics to exploit as much as possible statistical power of LHC
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Contribution δmW in MeV ATLAS pT e(µ) ATLAS MT e(µ) ATLAS pT e(µ) ATLAS MT e(µ) CMS e(µ) CMS e(µ)
Int. Luminosity (fb-1) 0.015 10 1 10
Statistics 120 (106) 61 (57) 2 40* 15*
Electromagnetic scale 110 110 4 4 10 (14) 2 (<10)
Hadron recoil, MET scale - 200 - 5** 15 (38) <10 (<20)
Resolution (efficiency) 5 5 1 (4.5 e, <1 µ) 1 (4.5 e, <1 µ) 5 (30) 2 (<10)
Backgrounds 3 3 2 2 10 (4) 2 (-)
Total experimental 114 230 6.5 (5) 7.5 (6.5) 40 (64) <20 (<30)
PDFs (QCD, QED corr.) 25 25 3 2 20 <10
Total 167 (158) 239 (238) 7 (6) 8 (7) 25 <20
* scaled to Z statistics, ** extrapolated from Tevatron
ATLAS arXiv:0805.2093v2 [hep-ex] 13 Jun 2008
           arXiv:0901.0512; CERN-OPEN-2008-020
CMS    J. Phys. G: Nucl. Part. Phys. 34 (2007) 995–1579 
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Table 8: Yield and total event detection efficiency of the WW selection for 1 fb−1 of data. The errors
shown are statistical only.
efficiency NWW Nbackground Nsig./Nbkg.
Selection-A gg→WW qq¯→WW gg→WW qq¯→WW
ee 2.1% 1.3% 1.3±0.05 17.4 ± 1.1 1.4 ±0.3 13.3±3.0
µµ 4.1% 2.8% 2.4±0.08 36.4 ± 2.2 10.7 ± 2.1 3.6± 0.8
eµ 2.8% 1.9% 3.3±0.13 50.6± 1.8 7.2 ± 1.2 7.5 ± 1.3
ll 3.0% 2.0% 7.0±0.16 104.4±2.4 19.3±2.4 5.8 ± 0.8
Selection-B
ee 0.94% 0.92% 0.6±0.04 12.0 ± 0.9 2.8± 1.2 4.5 ± 1.9
µµ 2.1% 2.0% 1.1±0.03 25.5 ± 1.8 4.8±1.0 5.5 ± 1.2
eµ 1.3% 1.4% 1.5±0.09 35.3 ± 1.5 7.4± 1.3 5.0 ± 0.9




















































Figure 4: Transverse momentum distributions of leptons (left) and lepton pairs (right) after applying
kinematic cuts from Selection-B. The distributions are shown for sum of signal and various backgrounds,
and for separated backgrounds for L=1 fb−1.
in this table. For initial measurements using early LHC data based on 0.1 fb−1 of integrated luminosity,
the application of BDT is compelling. As inferred from Table 8, the initial data is expected to yield a total
for all decay channels of ∼ 10 signal events using conventional cuts, whereas the BDT-based analysis,
which gives a similar signal to background ratio as the conventional cuts is expect to yield total 47 signal
events. With an estimated background contribution of 9.2 events the W+W− detection significance is
about 10σ (including 20% background systematic uncertainties).
3.6 Zγ → ￿+￿−γ selection
Zγ signals are produced through initial state radiation (ISR) of the photon from the quarks as illustrated
by the t- and u-channel diagrams shown in Figure 1. The s-channel Zγ production contains the ZγV (V =
Z,γ) vertex, which is forbidden at tree-level in the StandardModel. The cross-section measurement of the
Zγ production would provide a sensitive probe to anomalous ZγV couplings, which can be investigated
through this channel by measuring the ET (γ) distribution, expecially at large values.
The cleanest Zγ experimental signature is two high pT leptons from the decay of the Z boson and an
13
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• Studies of WW,WZ,ZZ,Wγ,Zγ productions in lepton/photon final states (rateLHC ≈ 100⋅rateTevatron)
★ test beyond Standard Model physics, TGC anomalous couplings, backgrounds for Higgs/SUSY searches
• Production cross sections
★ Cut-based and multivariate
analysis on e-μ-γ ID, isolation, 
missing energy
★ SM signals 5σ significance
w/ 0.1-0.3 fb-1 (1 fb-1 ZZ→4l)
with about 20% syst.
9
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Figure 4: Expected signal significance for WZ0 production as a function of integrated lumi-
nosity. We use a frequentist approach to estimate variation of expected signal and background
events. The corresponding 68% and 95% C.L. regions are displayed as red and green bands,
respectively.
CMS PAS EWK-08-003 (14 TeV)
Di-Boson production
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• TGC anomalous couplings
★ 95% CL intervals for 
WWZ couplings 
- systematics relevant 
only for 30 fb-1
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Figure 11: Left: WW transverse mass, MT , distributions. Events are generated with the Standard Model
coupling (black line) and anomalous couplings (colored symbols); Right: the corresponding differential
cross-section ratio.
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Figure 12: The expected signal+background of the Standard Model, superimposed with ‘mock data’
(points with error bars showing statistical uncertainty), and the non-Standard Model (anomalous cou-
plings) predicted signal+background histograms (dashed and dotted histograms). The left plot is for
1 fb−1 of data and the right plot is for 30 fb−1 of data.
events were generated to obtain the theoretical ’reference’ distributions. The fully simulated events with
the Standard Model couplings are required to pass the event selection cuts, and then reweighted accord-
ing to the parton level kinematics. The weighted events are equivalent to fully simulated events with the
corresponding anomalous couplings. The distributions of variables, sensitive to the anomalous coupling,
such as lepton pT , of the data events, can be compared to those of simulated events with anomalous cou-
plings included, to extract the limits on the anomalous couplings. In this study the Standard Model ‘mock
data’ are used to probe the ATLAS detector sensitivities to anomalous triple gauge boson couplings.
5.2 WWZ anomalous TGC sensitivity inW±Z analysis
TheW±Z diboson production involves exclusively theWWZ coupling, in contrast to theW+W− diboson
final state which contains bothWWZ andWWγ couplings. To extract the 95%C.L. sensitivity intervals of
the anomalous parameters, ∆κZ,∆gZ1 , and λZ , from theW±Z diboson final state, both the transverse mass
ofW±Z (MT (W±Z)) and the transverse momentum of Z (pT (Z)) spectra are used to fit the anomalous
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Figure 13: The l ft plot: 95% C.L. WWZ TGC limit contour of λZ vs. ∆κZ = ∆gZ1 ; without the sys-
tematic uncertainties. The right plot: the 95% C.L.WWZ TGC limit contour of λZ vs. ∆κZ = ∆gZ1 , with
systematic uncertainties (σS = 9.2%, σB = 18.3%) included. The anomalous c upling li it contours
from outer to inner corresponding integra e lumin sities of 0.1, 1, 10 a d 30 fb−1, respe tively. The
systematic uncertainties become significant when the integrated luminosity reaches 30 fb−1.
Table 19: Comparison ofWWZ one-dimensional anomalous coupling parameter 95% C.L. sensitivities
for different systematic uncertainties. Results obtained in this table are using the pT (Z) fit for Λ= 2 TeV
for integrated luminosities of 0.1, 1, 10 and 30 fb−1.
Systematic Int. Lumi ∆κZ λZ ∆gZ1
uncertainties (fb−1)
σS = 0 0.1 [-0.942, 1.130] [-0.203, 0.193] [-0.227, 0.324]
σB = 0 1.0 [-0.561, 0.664] [-0.093, 0.082] [-0.106, 0.154]
10.0 [-0.233, 0.231] [-0.033, 0.024] [-0.025, 0.061]
30.0 [-0.128, 0.136] [-0.024, 0.013] [-0.009, 0.047]
σS = 7.2% 0.1 [-0.950, 1.140] [-0.204, 0.194] [-0.228, 0.325]
σB = 12.0% 1.0 [-0.574, 0.692] [-0.093, 0.083] [-0.106, 0.158]
10.0 [-0.228, 0.302] [-0.033, 0.027] [-0.022, 0.070]
30.0 [-0.164, 0.212] [-0.026, 0.018] [-0.009, 0.055]
σS = 9.2% 0.1 [-0.956, 1.150] [-0.204, 0.194] [-0.229, 0.326]
σB = 18.3% 1.0 [-0.583, 0.706] [-0.094, 0.084] [-0.106, 0.159]
10.0 [-0.241, 0.316] [-0.033, 0.028] [-0.024, 0.071]
30.0 [-0.184, 0.228] [-0.028, 0.020] [-0.011, 0.056]
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Λ = 2 TeV, w/ syst. signal (7.2%) and bkg (18.3%)
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• A precision measurements of sin2ϑeﬀ
★ consistency of SM, indirect constraint 
on H mass and eﬀects of new physics
• High statistics needed to be competitive
with δsin2ϑeﬀ ≈ 1.6 x 10-4 (world-average)
★ studies for 100 fb-1 with forward electrons 
preferred over muons due to calorimeter coverage
★ backgrounds from di-jets, ttbar, W+X (γ-jet mis-id)
★ high-pT electrons tracks + shower shapes (calo only 
in forward regions)  + |y(e+e-)|>1 (valence-sea quarks)
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Figure 1: SM prediction of the forward-backward charge asymmetry AFB in the electron pair channel
versus th di-electron invariant mass Me+e− for |ye+e− | >1 and for at least one electron in the central













2.1 Dependence of AFB on Me+e−
In Figure 1 we show the Standard Model prediction, using MRST PDF [6], of the forward-backward
charge asymmetry as function of the di-electron invariant mass. At the Z-pole we see a small asymmetry
(as expected) which is dominated by a small vector coupling in Z → e+e− with the dominant axial
coupling. Around the Z mass the asymmetry is linear with the weak mixing angle sin2 θ lepte f f . It was
estimated that (in a good approximation) the weak mixing angle can be determined from the measurement
of the forward-backward asymmetry (this is the raw forward backward asymmetry measured at detector
level) when averaged over the rapidity of the electron pair as follow [7, 8, 9]:
AFB = b(a− sin2 θ lepte f f ) (11)
the parameters a and b depend on the parton distribution functions (PDFs).
At large invariant mass, AFB is dominated by the properties of the interference between the propaga-
tors of the γ∗ and the Z and is almost constant at a large positive value, close to 0.6, independent of the
invariant mass.
3 Detector overview
The ATLAS detector has been described in detail in [10]. It consists of an inner tracking system, with
pseudo-rapidity coverage of |η | < 2.5, inside a 2 T solenoidal magnetic field, followed by the calorime-
ters, and an outer muon spectrometer, with pseudo-rapidity coverage of |η | < 2.7, installed in a large
toroidal magnet system. We briefly describe the parts of the detector relevant to this analysis.
Figure 2 shows a schematic transversal view of the ATLAS calorimeter system. It has been designed
to be hermetic to |η | < 4.9 with a fine lateral and longitudinal segmentation. A liquid argon (LAr) sam-
pling calorimeter in a barrel-endcap geometry provides the electromagnetic and hadronic calorimetry. At
|η |<1.2 the hadronic calorimetry is completed by a tile (Iron/scintillator) hadronic calorimeter.
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Figure 21: Forward backward as mmetry AFB versus the weak mixing angle sin2 θ lepte f f at the Z pole. The
straight line is a χ2 fit to the points shown. Fast simulated events are used.
the ATLAS detector is very important for the measurement. In this region an electron ID efficiency of
80% is achieved with less than 3% QCD background.
The main systematic effects rel van for fo ward-backward asymmetry measurements with 100 fb−1
of data are addressed, including systematic uncertainties on detector effects and MRST PDF uncertainty.
An advanced technique was developed and used to estimate the error due to the PDF uncertainties. This
study showed that the uncertainty in the weak mixing angle determination due to PDF’s is of the same
order as the measurement statistical error, which means that the precision on the weak mixing angle
at LHC can be competitive to the current world average. In addition we expect that in the future the
knowledge of the PDF’s will improve from the constraints imposed by Tevatron, HERA and first LHC
measurements (e.g. using W asymmetry), and the systematic uncertainty due the uncertainty in the
PDF’s should decrease by the time ATLAS high luminosity data is available. If this is not the case, the
asymmetry measurements can be used, conversely, to constrain the parton distribution functions.
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STANDARD MODEL – FORWARD-BACKWARD ASYMMETRY IN pp→ Z0/γ → e+e− EVENTS
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Figure 18: The forward-backward asymmetry for each MRST eigenvector; the red star is the central
value.
10.2 Background subtraction
The determination of AFB (with real data) requires knowledge of the number of background events and
the forward-backward charge asymmetry of the background events. Thus the central value of AFB we
showed above can be obtained from the data events by subtracting the background events in the forward
and backward regions separately from the raw forwar -b ckward asymmetry. The number of back-
ground events estimated thus gives rise to a source of s stematic uncertainties on AFB.
The systematic uncertainty is evaluated by varying the estimated numbers of background events by
30%. The uncertainty value is taken as the shift in AFB. The largest shift is less than 0.01%.
10.3 Detector performance
Various effects due to uncertainties on the knowledge of th detector perfo mance have to be taken into
account:
Energy scale The electron energy scale uncertainty, which arises from calorimeter calibration uncer-
tainties, affects the forward-backward asymmetry by causing a shift in the e+e− invariant mass over
which we integrate AFB. The effect is significant in the Z-pole region as can be seen in Figure 1. To take
these effects into account, the central calorimeter scale is varied by 0.1% and the forward calorimeter
scale is varied by 0.5% to estimate the systematic uncertainties. The positive and negative variations are
considered separately and the largest shift is taken as the uncertainty.
Reconstruction efficiency The impact of the uncertainties on the electron reconstruction in the AFB
measurement can be estimated by removing 0.2% and 0.5% fraction of the reconstructed electrons in the
central region and forward region respectively. These values used here are based on our study on the
forward calorimeters reconstruction.
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MRST eigenvectors ±1σ variations
δsin2ϑ+ = 1.3⋅10-4    δsin2ϑ- = 2.4⋅10-4 
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AFB ∝ sin2θleptef f
12 GeV window
Forward-backward asymmetry in Z → e+e-
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Outlook
• First data will be fundamental to calibrate/understand ATLAS & CMS detectors
★ 900 GeV data confirms an already very good detector simulation 
★ W/Z production with lepton decays as “standard candles”  
• “Re-discover” Standard Model electroweak physics measuring at √s = 7(10) TeV
★ Inclusive and diﬀerential cross section measurements
★ More sophisticated measurements as W mass, di-bosons studies and Z forward-backward asymmetry 
will follow as statistic will increase (some preliminary measurements already w/ order 100 pb-1)
★ SM processes as backgrounds for New Physics ⇒ preparing the road to discoveries
• Theoretical predictions very often are limited by the PDF uncertainties
★ At LHC gluon/sea interaction are dominant at low-x: explore new kinematical regions
★ Current uncertainties (∼4% on σW,Z - diﬀerent sets agree within 7%, 1% on asymmetries) 
could be reduced using first LHC data
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 LHC physics already started in 2009, looking forward for an exciting 2010 ! 
