A two-dimensional coupling model of the discrete element method (DEM) and the lattice Boltzmann method (LBM) was used to study the fluid flow through porous media. The fluid flow was modeled at a mesoscale level by using the LBM. The particle motion was modeled at microscale level by means of the DEM. The interfacial interaction between the fluid and the solids is resolved by an implicit immersed boundary method (IBM). The proposed method has validated by comparing the numerical results with theoretic solutions in the literature. It demonstrates the ability of the proposed method to simulate fluid flows through complex porous media.
Introduction
Fluid flows through porous media are found in many industrial processes ranging from filtration to petroleum exploration and recovery and have been subjected to considerable scientific investigation. Substantial efforts have been made in the past to develop numerical techniques for modelling fluid flows in porous media. The techniques applied require generally two essential steps including the numerical construction of the packed particle sample (solid skeleton) and the modelling of the fluid flow in the porous spaces. Due to the fluid-solid interaction in porous media flow occurs at the pore scale, it seems more natural to simulate the process from a microscopic or mesoscopic perspective. To this end, we develop a LBM-DEM coupling scheme to simulate the porous media flow. In this model, fluid flow in the pore structure is explicitly modeled using the LBM [1] ; the geometrical representation and the mechanical behavior of the solid skeleton are simulated by the particulate DEM [2] ; the interfacial interaction between the fluid and the solids is resolved by an IBM [3] . The key issue in the IBM is the computation of restoring force. The widely used way is the penalty method [3, 4] . This method introduces a user-defined spring parameter which may have a significant effect on the computational efficiency and accuracy. To avoid using the user-defined parameter, Feng and Michaelides [5] propose the direct forcing method. As direct forcing method needs to solve N-S equations to compute the force at the boundary point, it may spoil the merits of LBM when IBM is combined with it. Recently, a simple method for computing the restoring force was proposed by Niu et al [6] , in which the momentum exchange at the boundary is used to compute the force. Within the conventional IBM, the forcing term is computed explicitly in advance. However, the no-slip condition at the walls cannot be guaranteed, and streamline penetration may be observed. In order to overcome this drawback, Wu and Shu [7] introduced an implicit IBM in which the forcing term is treated as an unknown and determined by enforcing the non-slip boundary condition. In this study, the DEM and implicit IBM are coupled to simulate fluid flows in porous media.
Methodology

Implicit IB-LBM
The implicit IB-LBM developed in the work of Wu and Shu [7] is based on the scheme proposed by Guo et al. [8] which can be written as
Here f is the force density at the Eulerian point; is the single relaxation parameter; f is the distribution function; e is the particle velocity; w a are the coefficients in the equilibrium distribution function; c s =c/ is the sound speed of the model, where c = x/ t, x and t are the lattice spacing and time step. For the case of x= t, c is taken as 1. For the D2Q9 model used in this work, the corresponding equilibrium distribution function is
The physical velocity at a fluid node can be written as
where
is the velocity correction.
In the IBM, the boundary of rigid body is represented by a set of Lagrangian points l B X , l = 1, 2, …., m (see Fig.   1 ). An unknown velocity correction vector l B
U is set at every Lagrangian point. The velocity correction u at the Eulerian point can be obtained by
, where S l is the arc length of the boundary element, D ij is the continuous kernel distribution proposed by Peskin [3] . Fig. 1 . Immersed boundary illustration.
To satisfy the non-slip boundary condition, the following equation system must be satisfied
which can be further re-written as the following matrix form
the elements of matrix A are only related to the Lagrangian boundary points and their neighboring Eulerian points. This matrix can be inverted in order to solve for the unknown velocities u . When these are known, the forces in the Eulerian frame can be obtained. The detailed solution procedure of present approach can be found in reference [7] .
DEM
In fluid-particle systems, the translational and rotational motions of a particle can be described individually according to Newton's second law:
in which t is the time M , I, U, are the mass, momentum of inertia, linear velocity, and angular velocity, respectively, of the solid particle. g is the body force (gravity) per unit mass, F c , T c are the contact force and torque due to particle-particle interaction respectively. F fp , T fp are respectively the force and torque due to fluid-particle interaction. In the contact force calculation, the Hertz theory [9] is used in modelling the normal force-displacement relationship while the Mindlin and Deresiewicz theory [10] is employed for the tangential forcedisplacement calculations. The fluid-particle interaction force on a single solid particle given by ds fp f F and
, where X C is centre of the circle particle, is the boundary of solid particle.
Numerical examples
Flows over a circular cylinder
To verify the developed LBM-DEM code for fluid-particle interaction, we modeled a flow past a cylinder of radius=0.5 as that shown in Fig. 2 . The computational domain is taken as 50 × 40 and the corresponding LBM grid is 500 × 400. The cylinder is located at (20, 20) . The cylinder surface is represented by 120 Lagrangian points with uniform distribution. The fluid density is taken as =1.0 and the free stream velocity is U =0.1, The computation starts with the given free stream velocity. At the far field boundaries the equilibrium distribution functions are used to implement the boundary conditions. The Reynolds number Re=U D/v used in this case is 100 .
In the present work, the force can be directly computed from the velocity correction. Fig. 3 shows the time evolution of the drag coefficient on the surface of cylinder. We can see that the present time-averaged drag coefficient c d =1.365 agrees with the second-order result of Lai and Peskin [11] . Fig. 4 shows the streamlines. Fig. 5 shows the instantaneous vorticity contours of vortex shedding, where the dotted and solid lines denote the negative and positive levels of vorticity respectively. The Karman vortex street of the flow over a circular cylinder can be clearly seen in these figures. 
Pore-scale fluid flow through idealized porous media
In this section, we simulated the pore-scale fluid flow in idealized porous media using the proposed method. A channel of height H and width 4H is filled with cylindrical objects of diameter H/8 and distance H/8 as that shown in Fig. 6 right outlet has a prescribed reference pressure P 0 =0. The fluid density is taken as =1000. The computational domain is discretized by 256 x 64 LBM grids. Each cylinder surface is represented by 24 Lagrangian points with uniform distribution. Fig. 7 shows the pressure contours with streamlines. Fig. 8 shows two pressure plots along two different horizontal lines. The results have a well agreement with that of Geller et al. [12] . 
Conclusions
In this paper, we proposed an approach to investigate fluid flow through porous media using the discrete element method for modeling particles dynamics and the lattice Boltzmann method for simulating the fluid motion. The interfacial interaction between the fluid and the solids is resolved using an implicit immersed boundary method. Some preliminary results of simulation of porous flows using the proposed LBM-DEM model are presented. It is demonstrated that the developed lattice Boltzmann-discrete element coupling system is a powerful fundamental research tool for investigating porous media flow. More research in this direction is required. Our future work will address the issue of hardware acceleration using GPU technology.
