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The structural properties of the Jagla fluid are studied by Monte Carlo (MC) simulations, numeri-
cal solutions of integral equation theories, and the (semi-analytical) rational-function approximation
(RFA) method. In the latter case, the results are obtained from the assumption (supported by our
MC simulations) that the Jagla potential and a potential with a hard core plus an appropriate piece-
wise constant function lead to practically the same cavity function. The predictions obtained for
the radial distribution function, g(r), from this approach are compared against MC simulations and
integral equations for the Jagla model, and also for the limiting cases of the triangle-well potential
and the ramp potential, with a general good agreement. The analytical form of the RFA in Laplace
space allows us to describe the asymptotic behavior of g(r) in a clean way and compare it with MC
simulations for representative states with oscillatory or monotonic decay. The RFA predictions for
the Fisher–Widom and Widom lines of the Jagla fluid are obtained.
I. INTRODUCTION
Substances such as water, phosphorous, carbon, or sili-
con, whose intermolecular interactions depend on the ori-
entation between their bonds, can all exhibit anomalous
static and/or dynamic behavior. In order to understand
and deal with such behavior, it is convenient to rely on
simple models which may shed light on the mechanisms
leading to it. Ever since the appearance of the pioneering
work by Hemmer and Stell [1, 2] on fluid systems whose
molecules interact through spherically symmetric core-
softened pair potentials, these and closely related models
have been considered in the literature for the previous
purpose. Among the problems that have been addressed,
one finds such models in attempts to describe reen-
trant melting [3–8], thermodynamic anomalies [3, 9–43],
anomalous transport [34, 41, 43–49], liquid-liquid phase
transitions and phase diagrams [21, 33, 36, 42, 50–74],
and glassy behavior [11, 17, 20, 26, 28, 49, 53, 67, 70, 75–
77].
Among the family of core-softened pair potentials, one
that is able to predict multiple fluid transitions and some
of the water-type thermodynamic and dynamic anoma-
lies is the Jagla ramp potential (hard core plus a linear
repulsive ramp and a linear attractive ramp) [11] given
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by
φ(r) =

∞, r < σ,
ε1(λ1 − r) − ε2(r − σ)
λ1 − σ
, σ ≤ r ≤ λ1,
−
ε2(λ2 − r)
λ2 − λ1
, λ1 ≤ r ≤ λ2,
0, r ≥ λ2.
(1)
The explicit form of this potential is determined by five
parameters, namely three lengths (the hard-core diame-
ter σ and the ranges λ1 and λ2) and two energies (the
height ε1 of the repulsive ramp and the depth ε2 of the
attractive well, both taken to be positive). It includes
the two interesting limiting cases of the triangle-well po-
tential (λ1 = σ, λ2 = λ, ε2 = ε) and the ramp poten-
tial (ε2 = 0, ε1 = ε, λ1 = λ2 = λ). Figures 1(a)–1(c)
sketch the Jagla, triangle-well, and ramp potentials, re-
spectively.
For such fluids, we take σ = 1 as the length unit and
εref = ε2 = 1 (Jagla potential), εref = ε = 1 (triangle-
well potential), or εref = ε = 1 (ramp potential) as the
energy unit. Reduced units (ρ∗ = ρσ3 for the density and
T ∗ = kBT/εref for the temperature) are used, so that the
additional relevant parameters are ε1/ε2, λ1, and λ2 for
the Jagla potential, and λ for the triangle-well and ramp
potentials.
While there has been a lot of work in the literature con-
cerning the thermodynamic properties of the Jagla fluid,
as far as we know no work other than the paper by Gibson
and Wilding [60] has been devoted to the structural prop-
erties of a fluid whose molecules interact through such a
potential. Therefore, the major aim of this paper is to
present a semi-analytical approach based on the rational-
function approximation (RFA) [78–80] to obtain the ra-
dial distribution function g(r) of the Jagla fluid, including
its asymptotic behavior for large r. The application of
the RFA to the Jagla fluid is made by assuming that a
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FIG. 1. Sketch of (a) the Jagla potential, (b) the triangle-
well potential, and (c) the ramp potential. (d) A sketch of
the discretized version of the Jagla potential with n = 10.
representation of the potential consisting in a hard core
plus an appropriate piecewise constant function leads to
essentially the same cavity function as the original Jagla
potential. The outcome of the RFA approach will be
assessed by testing its validity against integral equation
results [both the Percus–Yevick (PY) and hypernetted-
chain (HNC) approximations will be considered] and our
own Monte Carlo (MC) simulation data.
The paper is organized as follows. Section II discusses
how the radial distribution function of the Jagla fluid
can be approximately obtained from that of a discretized
n-step potential. Next, in order to make the paper self-
contained, in Sec. III we summarize the RFA method
leading to the structural properties of the n-step fluid.
This is followed in Sec. IV by the comparison between
the results obtained with the present approach for var-
ious cases of Jagla, triangle-well, and ramp fluids, and
those of the PY and HNC approximations when tested
against our MC simulation data. Section V deals with
the Fisher–Widom and Widom lines, as well as with the
static structure factor, of the Jagla fluid. The paper is
closed in Sec. VI with some discussion and concluding
remarks.
II. MAPPING TO PIECEWISE CONSTANT
POTENTIALS
Suppose we want to replace the actual potential (1) by
a discretized version φ(n)(r) consisting of a sequence of
n steps of “heights” ǫj and widths (ℓj − ℓj−1) (with the
conventions ℓ0 = σ and ℓn = λ2), namely [70, 81]
φ(n)(r) =

∞, r < σ,
ǫ1, σ < r < ℓ1,
ǫ2, ℓ1 < r < ℓ2,
...
...
ǫn, ℓn−1 < r < ℓn,
0, r > ℓn.
(2)
The simplest choice for φ(n)(r) to mimic the original po-
tential φ(r) is to take ǫj = φ((ℓj−1+ℓj)/2) and a constant
step width ∆r = (λ2 − σ)/n, so that ℓj = σ+ j∆r. This
is illustrated in Fig. 1(d) for the case n = 10.
Once the representation φ(r)→ φ(n)(r) has been done,
the next step in the mapping consists in approximating
the cavity function,
y(r) ≡ g(r)eβφ(r), β ≡
1
kBT
, (3)
of the Jagla fluid with the one of the n-step fluid,
y(n)(r) ≡ g(n)(r)eβφ
(n)(r), namely
y(r) ≈ y(n)(r) (4)
or, equivalently,
g(r) ≈ g(n)(r)eβ[φ
(n)(r)−φ(r)]. (5)
Clearly, the practical usefulness of the method rests on
considering a relatively small number of steps in the dis-
cretization.
While the MC results that are presented in Secs. IV
and V have been obtained for the true Jagla potential
(1), we have performed additional MC simulations for
the discretized potential (2), with different choices of n,
in order to test the reliability of the ansatz (4).
For illustration purposes, in Figs. 2(a) and 2(b) we
show, respectively, the cavity functions y(r) and y(n)(r),
and the deviations y(n)(r) − y(r) (with n = 5, n = 10,
n = 15, and n = 20) for a representative Jagla fluid.
Here, the potential parameters correspond to λ1 = 1.3,
λ2 = 1.6, and ε2 = ε1, while the reduced density and
temperature are ρ∗ = 0.6 and T ∗ = 1, respectively. One
can observe in Fig. 2 that the functions y(n)(r) are prac-
tically indistinguishable from the true Jagla cavity func-
tion y(r). It is also clear that the cavity function y(n)(r)
with n = 5 underestimates the contact value and the val-
ues up to the first minimum, while such limitations are
widely corrected with n = 10, n = 15 and, especially,
n = 20. To the best of our knowledge, the strong in-
sensitivity of the cavity function to the “details” of the
potential (such as the number of steps), and hence the
practical validity of Eqs. (4) and (5), has not been noted
before.
Nevertheless, a word of caution and some technical is-
sues are pertinent here, since not everything is as clearcut
as the previous analysis could suggest. Paradoxically,
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FIG. 2. (a) MC results for the cavity function at ρ∗ = 0.6 and
T ∗ = 1. The circles correspond to the true Jagla potential
with λ1 = 1.3, λ2 = 1.6, and ε1/ε2 = 1, while the lines
correspond to the discretized version of the same potential
with n = 5 (—), n = 10 (- - -), n = 15 (· · · ), and n = 20
(–·–·–). (b) Difference between the MC cavity function of
the discretized potential and the MC cavity function of the
genuine Jagla potential.
the differences y(n)(r) − y(r) with n = 10 are typically
smaller than with n = 15. This shows that the con-
vergence y(n)(r) → y(r) is not monotonic with increas-
ing n. In particular, we have observed that in the case
(λ1, λ2) = (1.3, 1.6) the optimal values are n = even, but
other choices are more appropriate for other values of
(λ1, λ2).
A convenient predictor of the optimal values of n relies
on the use of the second virial coefficient [80, 82]
B2 = −2π
∫ ∞
0
dr r2
[
e−βφ(r) − 1
]
. (6)
Our MC simulations suggest that a reliable criterion to
predict the qualitative dependence on n of the difference
between y(n)(r) and y(r) is based on the analysis of the
relative difference δB
(n)
2 ≡
∣∣∣B(n)2 /B2 − 1∣∣∣ between the
second virial coefficient, B
(n)
2 , of the discretized poten-
tial φ(n)(r) and the second virial coefficient, B2, of the
continuous potential φ(r). Figure 3 shows that δB
(n)
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FIG. 3. Relative difference
∣
∣
∣B
(n)
2 /B2 − 1
∣
∣
∣ versus the number
of steps n for the Jagla potential with ε1/ε2 = 1, T
∗ = 1,
λ2 = 1.6, and (a) λ1 = 1.1, (b) λ1 = 1.2, (c) λ1 = 1.3, (d)
λ1 = 1.4, and (e) λ1 = 1.5. The lines are a guide to the eye.
presents local minima at certain (optimal) values of n,
which follow regular patterns depending on the values of
(λ1, λ2). For instance, in the case of Fig. 3(e), one can
observe that the choice n = 13 is better than the higher
values n = 14, 15, and 16. We have checked that the
qualitative dependence of δB
(n)
2 on n is not affected by
the values of T ∗ and ε1/ε2. Finally, although not shown,
it should be stressed that the convergence with increasing
n is monotonic in the cases of the ramp and triangle-well
potentials. In any case, the choice n = 10 seems to be a
reasonable one in most instances.
III. RFA APPROACH FOR PIECEWISE
CONSTANT POTENTIALS WITH A HARD
CORE
In this section we provide the essential steps leading
to the computation of the radial distribution function
g(n)(r) of the fluid with the n-step potential (2). For
further details, we refer the reader to Refs. 78–80. We
4begin by expressing the Laplace transform of rg(n)(r) as
G(n)(s) = s
F (n)(s)e−s
1 + 12ηF (n)(s)e−s
, (7)
where η ≡ π6 ρ
∗ is the packing fraction. Further, F (n)(s)
is decomposed as
F (n)(s) =
n∑
j=0
R
(n)
j (s)e
−(ℓj−1)s (8)
to reflect the discontinuities of g(n)(r) at r = ℓj .
We next assume the following rational-function ap-
proximation for R
(n)
j (s):
R
(n)
j (s) =−
1
12η
a
(n)
j + b
(n)
j s
1 + S
(n)
1 s+ S
(n)
2 s
2 + S
(n)
3 s
3
,
j = 0, . . . , n. (9)
The 2n + 5 constants {a
(n)
j , b
(n)
j ; j = 0, . . . , n} and
{S
(n)
k ; k = 1, 2, 3} must satisfy certain consistency con-
ditions. First, the exact physical requirement G(n)(s) =
s−2 + O(s0) implies
a
(n)
0 = 1−
n∑
j=1
a
(n)
j , (10a)
b
(n)
0 = c
(n)
1 +
η/2
1 + 2η
[
6c
(n)
2 + 4c
(n)
3 + c
(n)
4
]
+
1 + η/2
1 + 2η
,
(10b)
S
(n)
1 = b
(n)
0 − c
(n)
1 − 1, (10c)
S
(n)
2 =
1
2
− b
(n)
0 + c
(n)
1 +
1
2
c
(n)
2 , (10d)
S
(n)
3 =
1
2
b
(n)
0 −
1
2
c
(n)
1 −
1
2
c
(n)
2 −
1
6
c
(n)
3 −
1 + 2η
12η
, (10e)
where
c
(n)
k ≡
n∑
j=1
[
a
(n)
j (ℓj − 1)
k − kb
(n)
j (ℓj − 1)
k−1
]
. (11)
Thus, the five coefficients a
(n)
0 , b
(n)
0 , S
(n)
1 , S
(n)
2 , and
S
(n)
3 are linear combinations of the 2n parameters
{a
(n)
j , b
(n)
j ; j = 1, . . . , n}. Next, one must account for
the fact that the cavity function y(n)(r) is continuous at
r = ℓj . Specifically,
b
(n)
j
S
(n)
3
=
3∑
α=1
[
eβ(ǫj−ǫj+1) − 1
]
s
(n)
α eℓjs
(n)
α
S
(n)
1 + 2S
(n)
2 s
(n)
α + 3S
(n)
3 s
(n)2
α
×
j−1∑
i=0
[
a
(n)
i + b
(n)
i s
(n)
α
]
e−ℓis
(n)
α , j = 1, . . . , n,
(12)
with the convention ǫn+1 = 0 and where s
(n)
α (α = 1, 2, 3)
are the three roots of the cubic equation 1 + S
(n)
1 s +
S
(n)
2 s
2 + S
(n)
3 s
3 = 0. Finally, for simplicity, the parame-
ters {a
(n)
j } are set to their low-density values, namely
a
(n)
j = e
−βǫj+1 − e−βǫj , j = 1, . . . , n. (13)
Insertion of Eqs. (10) and (13) into Eq. (12) yields a
set of n coupled transcendental equations for {b
(n)
j ; j =
1, . . . , n} that has to be solved numerically. This task
can be undertaken with the help of a computer algebra
system and turns out to be rather manageable, even for
n = 20. Once the solution is found, Eqs. (7)–(9) pro-
vide the explicit s dependence of the Laplace transform
G(n)(s). Laplace inversion of Eq. (7) yields a useful rep-
resentation of g(n)(r) as
g(n)(r) = r−1
∞∑
m=1
(−12η)m−1f (n)m (r−m)Θ(r−m), (14)
where f
(n)
m (r) is the inverse Laplace transform of
s[F (n)(s)]m and Θ(r) is the Heaviside step function. In
particular, the contact value is
g(n)(1+) = lim
s→∞
s2F (n)(s) =
b
(n)
0
S
(n)
3
. (15)
We have checked that the dependence of y(n)(1) on n
follows essentially the same pattern as the second virial
coefficient B
(n)
2 .
Once the RFA provides the radial distribution function
g(n)(r) for the n-step potential (2), the ansatz (5) allows
one to obtain the RFA prediction for the continuous po-
tential.
IV. RADIAL DISTRIBUTION FUNCTION. MC
SIMULATIONS AND THEORETICAL RESULTS
In this section we present the results of the compu-
tations performed with the RFA approach and those of
NVT MC simulations of a fluid of particles that interact
with the Jagla, triangle-well, and ramp potentials (see
Fig. 1). Numerical solutions of the PY and HNC integral
equations are also presented. It must be remarked that,
as said before, the MC simulations were performed on
the true Jagla potential (1). The same happens with the
numerical solutions of the PY and HNC integral equa-
tions. On the other hand, the results corresponding to
the RFA were obtained by the method described in Sec.
III and application of Eq. (5).
In the MC simulations, we considered a system with
N = 1372 particles. The system was simulated during
106 MC steps (each one consisting of N displacement
attempts) for equilibration plus 2 × 106 additional MC
steps to collect data every 50 MC steps, taking averages
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FIG. 4. Radial distribution function of a fluid with a Jagla potential (λ1 = 1.3, λ2 = 1.6, ε1/ε2 = 1) at (a) (T
∗, ρ∗) = (2, 0.3),
(b) (T ∗, ρ∗) = (1, 0.3), (c) (T ∗, ρ∗) = (2, 0.6), and (d) (T ∗, ρ∗) = (1, 0.6). The symbols, solid lines, dashed lines, and dash-
dotted lines correspond to MC simulations, the RFA with n = 10, the PY integral equation, and the HNC integral equation,
respectively.
every 1000 recorded data points. Moreover, 50 indepen-
dent simulations were performed for each given case. The
radial distribution function g(r) was averaged over the 50
simulations and evaluated with a bin size δr = 0.01.
For the sake of illustration, in what follows we have
taken λ = 1.6 for the triangle-well and ramp potentials,
and λ1 = 1.3, λ2 = 1.6, and ε1/ε2 = 1 for the Jagla
potential. We have chosen four representative states
(ρ∗ = 0.3 and 0.6, T ∗ = 1 and 2). The results are dis-
played in Figs. 4–6.
It is worth pointing out that, for the cases presented,
the RFA approach leads to very good agreement with the
MC simulation results. In fact, such an agreement is as
good as, and in some instances better than, the solution
of either the PY or the HNC integral equations. This
is especially noteworthy since the RFA only requires the
numerical solution of a few (actually n) nonlinear equa-
tions, whereas the PY and HNC integral equations are
numerically solved by introducing a cutoff distance, re-
placing the integrals by sums involving a large number
of unknown local values, and iterating until certain con-
vergence criteria are satisfied.
As expected [78, 79], the performance of the RFA tends
to worsen as density increases and/or temperature de-
creases, especially near contact. On the other hand, even
in those cases, the oscillations of g(r) for larger distances
are well accounted for, a feature that is addressed with
more detail in Sec. V.
Also remarkable is the fact that, with a relatively small
number of steps (in all of these cases we took n = 10),
one gets a rather reasonable description of the structure
of the fluid. This shows that, as confirmed by Fig. 2,
the replacement of the original potential φ(r) by a dis-
cretized version φ(n)(r), and the subsequent application
of Eq. (5), indeed represent a practical route to obtain
the structural properties of the fluid.
V. FISHER–WIDOM AND WIDOM LINES FOR
THE JAGLA FLUID
According to general arguments [83–86], the total cor-
relation function h(r) ≡ g(r) − 1 can be written as
rh(r) =
∑
i
Aie
sir = A1e
s1r +A2e
s2r +A3e
s3r + · · · ,
(16)
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FIG. 5. Radial distribution function of a fluid with a triangle-well potential (λ = 1.6) at (a) (T ∗, ρ∗) = (2, 0.3), (b) (T ∗, ρ∗) =
(1, 0.3), (c) (T ∗, ρ∗) = (2, 0.6), and (d) (T ∗, ρ∗) = (1, 0.6). The symbols, solid lines, dashed lines, and dash-dotted lines
correspond to MC simulations, the RFA with n = 10, the PY integral equation, and the HNC integral equation, respectively.
where the sum runs over the discrete set of nonzero poles
si of the Laplace transform G(s) of rg(r), the ordering
0 > Re(s1) ≥ Re(s2) ≥ Re(s3) ≥ · · · is adopted, and
the amplitudes Ai = Res [G(s)]si are the associated (in
general complex) residues. The asymptotic decay of h(r)
is determined by the nature of the pole(s) with the largest
real part.
In general, in the case of potentials with an attractive
part, the three dominating terms in Eq. (16) are those
associated with a pair of complex conjugate poles s1,2 =
−γ±ıω (or s2,3 = −γ±ıω), where ı denotes the imaginary
unit, and a real pole s3 = −κ (or s1 = −κ). Thus, the
dominant behavior of h(r) at large r is
h(r) ≈
1
r
{
2|Aγ |e
−γr cos(ωr + ψ), γ < κ,
Aκe
−κr, γ > κ,
(17)
where ψ is the argument of the residue Aγ , i.e., Aγ =
|Aγ |e
±ıψ. Thus, the asymptotic behavior of h(r) results
from the competition between the real parts closest to the
origin of the poles of G(s). If γ < κ, a pair of conjugate
complex poles dominate and the decay of the total corre-
lation function is oscillatory. On the other hand, if κ < γ,
a real pole is the dominant one and then the asymptotic
decay is monotonic. In the latter case, ξ = κ−1 repre-
sents the correlation length.
The oscillatory decay reflects the effects of the repul-
sive part of the interaction potential on spatial pair cor-
relations, while the effects of the attractive part are re-
flected by the monotonic decay. Thus, at a given tem-
perature, the first type of decay takes place at suffi-
ciently high values of density, whereas the monotonic de-
cay occurs at sufficiently low values of density. Following
Fisher and Widom [84], the locus of transition points
from one type to the other one (γ = κ) defines a line, the
so-called Fisher–Widom (FW) line, in the temperature-
versus-density plane. This line has been the subject of
many investigations for different fluid models [83, 86–89].
Since the RFA works, by construction, in Laplace space
[see Eq. (7)] and provides an explicit dependence of G(s)
on s, it is ideally suited to determine the poles with a real
part closest to the origin. As a representative example,
we consider the Jagla fluid with λ1 = 1.3, λ2 = 1.6, and
ε1/ε2 = 1. Moreover, the RFA with n = 10 is generally
employed.
Figure 7 shows the density dependence of both γ and κ
at several temperatures. While, at a given temperature
T ∗, γ monotonically decreases with increasing density, κ
presents a nonmonotonic behavior. As a consequence,
both curves cross at a certain point of density ρ∗FW(T
∗),
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FIG. 6. Radial distribution function of a fluid with a ramp potential (λ = 1.6) at (a) (T ∗, ρ∗) = (2, 0.3), (b) (T ∗, ρ∗) = (1, 0.3),
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FIG. 7. Density dependence of the damping coefficients γ
(thick lines) and κ (thin lines) in a fluid with a Jagla potential
(λ1 = 1.3, λ2 = 1.6, ε1/ε2 = 1), as predicted by the RFA
(n = 10). The temperatures are T ∗ = 1.2 (- - -), T ∗ = 0.8
(– · – ·), T ∗ = 2/3 (– – –), and T ∗ = 0.58 (—). At each
temperature, the open circle marks the intersection point γ =
κ (FW transition point). The minima of the curves for κ (solid
circles) define the Widom line.
such that γ ≤ κ (oscillatory decay) if ρ∗ ≥ ρ∗FW(T
∗) and
κ < γ (monotonic decay) if ρ∗ < ρ∗FW(T
∗).
The locus of points ρ∗FW(T
∗) defines the FW line,
which is plotted in Fig. 8. The FW line predicted by
the RFA with n = 5, as well as a few points obtained
with n = 20, are also shown in Fig. 8. Although quali-
tatively analogous, the line with n = 5 differs from that
with n = 10. However, moving from n = 10 to n = 20 has
practically no effect on the FW line. Since y(r) = g(r)
for r > λ2, the excellent agreement between the FW lines
with n = 10 and n = 20 is a fine-grained test of the ansatz
(4).
The nonmonotonic behavior of κ versus ρ∗ at fixed T ∗
observed in Fig. 7 implies the occurrence of a minimum
value at a certain density ρ∗W(T
∗). The locus ρ∗W(T
∗) is
also plotted in Fig. 8. Although it extends to the region
of oscillatory decay, the line ρ∗W(T
∗) is relevant only in
the region of monotonic decay, i.e., below the FW line,
where the asymptotic behavior is h(r) ∼ r−1e−κr [see Eq.
(17)]. In that region, the line ρ∗W(T
∗) marks the states
where the correlation length ξ = κ−1 presents a maxi-
mum at a given temperature, so that it can be termed
a Widom line. In general, a Widom line refers to a lo-
cus of maximum response that ends at a critical point
[20, 26, 45, 59, 70, 90, 91]. Thus, it represents an exten-
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FIG. 8. Phase diagram in the T ∗-ρ∗ plane for a fluid with a
Jagla potential (λ1 = 1.3, λ2 = 1.6, ε1/ε2 = 1), as predicted
by the RFA (n = 10). The FW line (solid curve) splits the
diagram into the hatched region where the decay of h(r) is
monotonic (i.e., κ < γ) and the region where the decay is
oscillatory (i.e., γ ≤ κ). The dash-dotted curve represents
the Widom line, where, at a given temperature, κ presents a
minimum value. The Widom line inside the monotonic decay
region terminates at the critical point (solid circle), where
κ → 0. The dashed curve is the FW line obtained from the
RFA with n = 5, while the open circles are points of the FW
line obtained from the RFA with n = 20.
sion of the coexistence line into the one-phase region. As
shown in Fig. 7, the Widom point at T ∗ = 0.58 corre-
sponds to a value of κ rather close to zero, so T ∗ = 0.58
is only slightly above the critical temperature T ∗c (where
κ → 0). A more precise estimate of the critical point
yields T ∗c = 0.574 and ρ
∗
c = 0.162.
In order to assess the reliability of the RFA predic-
tion for the FW line, we performed detailed MC simula-
tions of the Jagla fluid (again with λ1 = 1.3, λ2 = 1.6,
and ε1/ε2 = 1). While a pole analysis similar to the
one performed above can also be carried out using sim-
ulation data as input [83], here we focus on the direct
measurement of h(r) for large r. In this instance, we
took N = 5324 particles and 2000 independent simula-
tions for each physical state, divided into four blocks of
500 simulations each. In the first block, the system was
aged for 105 MC steps to reach equilibration and then
2×105 additional MC steps were performed for data col-
lection. The final equilibrated states of the first block
were taken as the initial states for the second block, and
so on. Along the equilibrated 2× 105 MC steps for each
simulation, data were recorded every 50 MC steps and
averaged every 1000 saved configurations. The averaged
function g(r) was evaluated with a bin size δr = 0.01.
We chose two representative states: (A) (T ∗, ρ∗) =
(2/3, 0.2) and (B) (T ∗, ρ∗) = (2/3, 0.4). According to
Figs. 7 and 8, the RFA predicts that state A lies in
the monotonic-decay region, while state B lies in the
oscillatory-decay region. These predictions are confirmed
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FIG. 9. Semilogarithmic plot of r|h(r)| for a fluid with a Jagla
potential (λ1 = 1.3, λ2 = 1.6, ε1/ε2 = 1) at (a) (T
∗, ρ∗) =
(2/3, 0.2) and (b) (T ∗, ρ∗) = (2/3, 0.4). The solid, dashed,
and dotted lines correspond to MC simulations, and to the
RFA with n = 10 and n = 20, respectively.
by Fig. 9, which shows r|h(r)| as measured in our MC
simulations and as obtained from the RFA (with n = 10
and n = 20). It must be noted that, due to unavoidable
finite-size effects, the asymptotic value g∞ of g(r) in the
MC simulations is slightly smaller than 1, and this needs
to be taken into account in the MC evaluation of h(r)
as h(r) = g(r) − g∞. In particular, g∞ = 0.99912(1)
and g∞ = 0.99987(1) at states A and B, respectively.
Therefore, the error in h(r) is of order 10−5 and this is
why the maximum accessible distance is r ∼ 10, which
corresponds to r|h(r)| ∼ 10−4.
Figure 9 not only confirms that the decay at states
A and B is monotonic and oscillatory, respectively, but
also that the RFA produces reasonable estimates of the
damping coefficients γ and κ, respectively. While the true
values of γ and κ are somewhat smaller than the RFA val-
ues, Fig. 9(b) shows an excellent theoretical prediction of
the wavelength 2π/ω. Moreover, a very good agreement
exists between the results of the RFA approach and the
MC simulation data for the region prior to the asymp-
totic regime (r . 4).
Next, we turn to another issue related to the asymp-
totic behavior of h(r) for the Jagla fluid. The (static)
structure factor S(q) and the total correlation function
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FIG. 10. Structure factor of a fluid with a Jagla potential
(λ1 = 1.3, λ2 = 1.6, ε1/ε2 = 1) at (a) (T
∗, ρ∗) = (2/3, 0.2)
and (b) (T ∗, ρ∗) = (2/3, 0.4). The solid, dashed, and dotted
lines correspond to MC simulations, and to the RFA with
n = 10 and n = 20, respectively.
h(r) are related by [80, 82]
S(q) = 1 + ρh˜(q), (18)
where
h˜(q) =
∫
dr e−ıq·rh(r)
=
4π
q
∫ ∞
0
dr r sin(qr)h(r) (19)
is the Fourier transform of the total correlation function.
Thus, it is easy to check the following exact relationship
between S(q) and G(s) [80],
S(q) = 1− 12η
[
G(s) −G(−s)
s
]
s=ıq
. (20)
Since S(0) coincides with the (reduced) isothermal
compressibility, the low-q behavior of S(q), which is
deeply related to the asymptotic behavior of h(r) at
large r, provides us with another source for performing
the evaluation of the RFA approach regarding thermo-
dynamic properties. The structure factors for the same
two cases A and B examined in Fig. 9 are shown in Fig.
10. The RFA curves were obtained from the analytic
function G(n)(s) by application of Eq. (20), so they ac-
tually represent the discretized potential φ(n)(r). How-
ever, we have checked that the “refined” structure factor
obtained by making use of Eq. (5) is practically indis-
tinguishable from the one obtained from G(n)(s). As for
the MC curves, they were computed by a numerical inte-
gration using the MC values of h(r) from r = 0 up to a
cutoff distance r = rc ≈ 12, plus the analytic integration
from rc to infinity using the expressions of h(r) at large
r given by Eq. (17), with a fit of Aκ and κ in case A, and
of |Aγ |, γ, ω, and ψ in case B.
In agreement with what is observed in Fig. 9, the RFA
structure factors with n = 10 and n = 20 are practi-
cally indistinguishable from each other. Only a small in-
crease of S(0) (of about 3%) can be seen in Fig. 10(a)
when going from n = 10 to n = 20, thus reflecting
a corresponding increase of the correlation length from
ξ = κ−1 = 1.364 to ξ = κ−1 = 1.398. Regarding the
comparison with the MC curves, a very good general
agreement exists, except in the region 0 ≤ q . 2. In that
region, for the two cases A and B considered in Figs. 9
and 10, S(q) is rather sensitive to the asymptotic behav-
ior of h(r). On the other hand, although not shown, it is
important to point out here that the agreement between
the results of the RFA approach and the MC simulation
data for the structure factor S(q) is very good, even near
q = 0, for states (such as those considered in Fig. 4) with
a relatively rapid decay of h(r).
VI. CONCLUDING REMARKS
The results of the previous sections deserve further
consideration. By replacing the actual Jagla potential
by a discretized version consisting of a hard-core and
a suitable piecewise constant function, and assuming a
common cavity function, we have been able to compute
a semi-analytical RFA for the radial distribution func-
tion of the Jagla fluid, and also for the two limit cases
of the triangle-well fluid and the ramp fluid. In the il-
lustrative examples that we have presented, this leads
to a highly satisfactory agreement between the results of
the RFA approach and the MC data. Such agreement is
in some instances superior to the one exhibited by the
results of the PY and HNC integral equation approxi-
mations. Although not shown, we have found that the
above performance of the RFA improves when the poten-
tial range λ2 decreases. On the other hand, it becomes
poorer as either the temperature decreases or the den-
sity increases. Since the number n of steps involved in
the discretization leads to feasible numerical solutions of
Eq. (12), the method represents an excellent compromise
between accuracy and simplicity. This is reinforced by
the fact that going from n = 10 to n = 20 steps does not
produce a significant difference in the numerical values
of the radial distribution function.
The analysis of the asymptotic behavior of the total
correlation function for large distances, as represented by
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the Fisher–Widom and Widom lines, also confirms that
the RFA approach for the Jagla fluid is both simple and
useful. In fact, it produces very reasonable estimates of
the damping coefficients for either the monotonic or oscil-
latory behavior and, in this latter instance, it even leads
to an excellent theoretical prediction of the wavelength.
All of the above provides support to the idea that a sim-
ilar approach to the one followed here for the Jagla fluid
may be profitably employed to compute the structural
properties of fluids whose molecules interact with other
continuous potentials.
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