The study of matrices with displacement structure is mainly concerned with a recursion for the so-called generator matrices. The recursion usually involves free parameters, which can be chosen in several ways so as to simplify the resulting algorithm. In this paper we exhibit a choice for the parameters that is motivated by a maximum-entropy formulation. This choice further motivates the introduction of so-called generalized re ection coe cients which are, in general, di erent from the better known Schur coe cients.
I. Introduction
The maximum entropy extension (or loading) problem has attracted considerable attention in the literature. The rst solution by Burg 1] treated Toeplitz matrices and emphasized their parametrization in terms of so-called re ection coe cients, also known as Schur coe cients. In this paper, we exploit the fact that the Toeplitz/Schur ideas can be extended to more general classes of matrices by invoking the concept of displacement structure 2], and show that a very general formulation of the 1 maximum entropy problem is possible. In particular, we provide both global and recursive solutions to the generalized problem.
The connection between maximum entropy extensions and structured matrices will be established in terms of cascade or transmission-line structures, which arise naturally when the Cholesky factorizations of structured matrices are e ciently computed via a generalized Schur algorithm 2].
For a given structured matrix R, the algorithm operates recursively on its so-called generator matrix G and provides, for each step, a rst-order section (or transfer function/operator). Each section is usually parametrized in terms of two free parameters: a J?unitary rotation matrix i and a complex scalar i that is restricted to lie on a circle of given radius. The details of the algorithm in the time-variant scenario are provided in 3, 4] . A sequence of (n + 1) steps of the generalized Schur algorithm would lead to a cascade of n such sections, known as a transmission-line and which we will denote by T (see Fig. 1 ). Under certain positivity and nite-dimensionality conditions 3], the cascade T is known to map, in a certain way, contractive operators K to contractive operators S, written simply as S = T K]. Now di erent choices for f i ; i g lead to di erent expressions for the rst-order sections and to di erent forms for the generator recursion itself. For example, one particular choice for f i ; i g, which will be discussed in Section 5.1, allows the generator recursion to be written in a simpli ed socalled proper form, which is often desirable from a computational point of view, e.g., in interpolation problems 3, 4, 5].
Other choices for f i ; i g, while leading to di erent forms for the rst-order sections and for the generator recursion, further allow to impose other desirable properties on the cascade T. The present paper addresses one such issue. More speci cally, it shows how to construct a cascade T, and in particular how to choose the above mentioned free parameters f i ; i g, such that the resulting cascade T will map the zero load (K = 0) to the maximum-entropy solution, as in the classical re-2 sult 1]. We shall see that, in general, the cascade that corresponds to the proper choice for f i ; i g does not map the zero-load to the maximum-entropy solution. Moreover, we shall be motivated to introduce a new set of contractive coe cients, one for each section of the cascade, and which will be shown, in general, to be distinct from the Schur parameters encountered in the proper case (see, e.g., 4, Sec. 5] and 3]).
A. Related works in the literature Similar issues of relating the maximum entropy solution to the central solution (corresponding to the zero load) have been addressed in the literature 6, 7, 8] .
The work 6] deals with time-dependent entropy problems and also considers contractive extension problems. The reference 7] employs the framework of the lifting of commutants, while the reference 8] employs tools of the W-transform technique studied in 9]. In particular, the work 8] poses a maximum entropy problem in the context of linear fractional transformations that arise in time-variant discrete-time H 1 control. The work shows how to choose a particular contractive load that maximizes a time-variant entropy measure, and provides state-space formulae and global expressions for the entropy operator.
The current work departs from these earlier works in the sense that it focuses on a recursive (rather than a global) construction of the maximum entropy solution. This is useful in situations when the available data is updated and it is desired to re-evaluate the corresponding maximum entropy solution by exploiting the available cascade from the earlier calculations. A recursive procedure allows us to evaluate this new solution by simply appending a new section to the earlier cascade. Global expressions, on the other hand, need to be evaluated afresh whenever the data is modi ed, which is not convenient in recursive scenarios that arise, for example, in adaptive schemes.
We have chosen to present the results of this paper in an operator setting for generality of exposition. The results, however, can be easily specialized to particular situations.
B. Notation
The symbol Z Z denotes the set of integers, and for two Hilbert spaces H and H 0 we write L(H; H 0 ) to denote the set of bounded linear operators acting from H into H 0 . We further consider three families fU(t); V(t); R(t)g t2Z Z of Hilbert spaces depending on the parameter t 2 Z Z, two families of bounded linear operators G(t) 2 L(U(t) V(t); R(t)) and F(t) 2 L(R(t ? 1); R(t)), and we de ne the symmetry J(t) = (I U(t) ?I V(t) ) acting on U(t) V(t), where I U(t) denotes the iden-tity operator on the space U(t): We partition G(t) = U(t) V (t) ; where U(t) 2 L(U(t); R(t)) and V (t) 2 L(V(t); R(t)): We also use the symbol * to denote the adjoint operator and we write F (t) = (F (t)) .
De nition 1: A family of operators fR(t) 2 L(R(t))g t2Z Z is said to have a time-variant displacement structure with respect to fF(t); G(t)g t2Z Z if fR(t)g t2Z Z is uniformly bounded, viz., there exists r > 0 such that kR(t)k r for all t 2 Z Z; and R(t) satis es the time-variant Lyapunov (or displacement)
The cardinal number r(t) = dim U(t) + dim V(t) is called the displacement rank of R(t) in (1) . We say that (1) has a Pick solution if R(t) is positive-semide nite for every t 2 Z Z:
Throughout the paper we assume that the following conditions hold (viz., conditions (8a) ?(8e) in 4]): (a) there exists a positive integer n such that R(t) = n?1 i=0 R i (t), for all t; (b) dim R i (t) are all equal and nite; (c) dim U(t) and dim V(t) are nite; (d) fF(t)g is a uniformly bounded family of lower triangular operators with stable families of diagonal entries ff i (t)g n?1 i=0 (i.e. there exist c i > 0 such that kf i (t)k c i < 1 for all t); (e) fG(t)g is a uniformly bounded family. Under these assumptions, the in nite block matrices U(t) = : : : F(t)F(t ? 1)U(t ? 2) F(t)U(t ? 1) U(t) ; V(t) = : : : F(t)F(t ? 1)V (t ? 2) F(t)V (t ? 1) V (t) ; are well-de ned bounded linear operators, and the displacement equation (1) is guaranteed to have a unique uniformly bounded solution that is given by R(t) = U(t)U (t) ? V(t)V (t): We further assume the following so-called nondegeneracy condition: (f) the operator U(t)U (t) is uniformly bounded from below, viz., 9 > 0 such that U(t)U (t) > 0 for all t 2 Z Z. Let S denote the set of all upper-triangular strictly-contractive operators S that satisfy (2) . For every such S 2 S it follows that I ?S S is a positive operator. Let S denote its spectral factor (as de ned in 10, 11, 12] ). In the following, we write D(A) to denote the diagonal of an upper-triangular operator A. The operator T will be said to be J?inner ( As mentioned earlier in the introduction, the above statement provides a global characterization of the maximum entropy solution (and has also been studied in 6, 7, 8] ). In particular, note that the expression for the required load is given in terms of the (block) entries of the entire cascade T. The contribution of this paper is to exhibit a recursive construction of the maximum-entropy solution S 0 that does not require prior knowledge of the global expression for T. The details are presented in the remaining sections.
III. A Recursive Solution
The recursive procedure will follow from an algorithm derived in 3, 4] for the triangular factorization of time-variant matrices with displacement structure.
To clarify this, consider block matrices R(t) = r lj (t)] n?1 l;j=0 and let R i (t) denote the Schur complement of the leading i i block submatrix of R(t): If l i (t) and d i (t) stand for the rst block column and the (0; 0) block entry of R i (t); respectively, then the successive Schur complements of R(t) are recursively related as follows:
We further note that the positive-de niteness of R(t) guarantees d i (t) > 0 for all i. Also, the notation d ?1 (t) stands for d(t) ?1 : After n consecutive Schur complement steps we obtain the block triangular factorization of R(t); where D(t) = diagfd 0 (t); : : : ; d n?1 (t)g is a block diagonal matrix, and the (nonzero parts of the) columns of the block lower triangular matrix L(t) are fl 0 (t) : : : ; l n?1 (t)g: It was shown in 4, 3] that for structured matrices R(t) as in (1), the triangular factor at time t ? 1; viz., L(t ? 1); can be time-updated to the triangular factor at time t, L(t), via a recursive procedure on the generator matrix G(t) as described below: Start with F 0 (t) = F(t); G 0 (t) = G(t); and repeat for i 0 : Choose uniformly bounded sequences fh i (t); k i (t)g t2Z Z that satisfy the following timevariant embedding relation:
where g i (t) denotes the top block row of G i (t).
Apply the recursion f i (t) h i (t)J(t)
5 :
Moreover, d i (t) = f i (t)d i (t ?1)f i (t) + g i (t)J(t)g i (t); and R i+1 (t) satis es the time-variant displacement equation R i+1 (t) ? F i+1 (t)R i+1 (t ? 1)F i+1 (t) = G i+1 (t)J(t)G i+1 (t);
where F i+1 (t) is the submatrix obtained after deleting the rst row and column of F i (t). Let After n recursive steps we obtain a cascade of sections T = T 0 T 1 : : : T n?1 ; which may be regarded as a generalized transmission line. This is the J?inner operator that parametrizes all S 2 S in (4).
The choice of fh i (t); k i (t)g in (6) is nonunique and, therefore, the generator matrix G i+1 (t) in (7) is also nonunique. Each choice for fh i (t); k i (t)g would lead to a valid G i+1 (t). There are, for instance, special choices for fh i (t); k i (t)g that would lead to considerable simpli cations in the computational requirements, since they lead to what are known as proper generators, as developed in 18] for the time invariant case and in 3] for the time-variant case. But these choices do not generally lead to a maximum-entropy solution.
We shall show, however, that it is always possible to nd fh i (t); k i (t)g, usually distinct from the choice in the proper case, so as to result in a cascade T whose central value, viz., T 0] = ?T 12 T ?1 22 , will correspond to the maximum-entropy solution. To achieve this, all we need to do is to exhibit uniformly bounded choices for fh i (t); k i (t)g that would result in a cascade T for which D( ) = But rst let us elaborate on the nonunique choice of fh i (t); k i (t)g t2Z Z so as to satisfy the embedding relation (6) . For this purpose, we recall a result in 4, Thm 4.1] where it was shown that the following choices for h i (t)(t) and k i (t) satisfy (6) . A speci c choice for i (t), along with the choice i (t) = I, was shown in 4] to guarantee the corresponding fh i (t); k i (t)g t2Z Z , which we shall denote by f h i (t); k i (t)g t2Z Z , to be uniformly bounded. But other choices for ( i (t); i (t)g that would guarantee the uniform boundedness of the corresponding fh i (t); k i (t)g t2Z Z are also possible. Examples to this e ect, with speci c values for ( i (t); i (t)g, are given later (see, e.g., (13)).
With each uniformly bounded choice k i (t), we associate a strict contraction i (t) that is de ned below, and which will be referred to as a generalized re ection coe cient.
De nition 2: Let f k i (t)g t2Z Z be any uniformly bounded sequence that satis es the embedding relation (6), and partition it accordingly with J(t), k i (t) = 2 6 4 k (11) i (t) k (12) i (t) k The corresponding generalized re ection coe cient i (t) is de ned by i (t) = ? k (12) i (t)( k (22) i (t)) ?1 2 L(V(t); U(t)):
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We can now state the main result of this paper. We have indicated above that it is always possible to nd uniformly bounded families f h i (t)g t2Z Z ;
f k i (t)g t2Z Z such that the embedding relation (6) 
(t); g i (t); h i (t); k i (t)g, as in (8). We conclude from the embedding relation (6) that h i (t)d i (t?1) h i (t)+ k i (t)J(t) k i (t) = J(t); and, consequently, J(t)? k i (t)J(t) k i (t) = h i (t)d i (t?
1) h i (t) 0. Since dim U(t) < 1 and dim V(t) < 1, we also conclude that J(t) ? k i (t)J(t) k i (t) 0 for all t 2 Z Z: If we partition k i (t) accordingly with J(t),
i (t) k (12) i (t) k (21) i (t) k we then obtain k i (t) I + k (12) i (t) k (12) i (t):
i (t)(t) is invertible and k( k (22) i (t)) ?1 k 1: We also know that k k (22) i (t)(t)k M for a certain M > 0: We now de ne the corresponding generalized re ection coe cient i (t) = ? k (12) i (t)( k (22) i (t)) ?1 2 L(V(t); U(t)); (10) which satis es I ? i (t) i (t) k i (t) i (t)) ?1 i (t) we obtain that I? i (t) i (t)) 1+M 2 : We further de ne the family of J(t)?unitary matrices i (t) = H( i (t)), and remark that it is uniformly bounded. Using this choice for i (t) in (9) we conclude that the choices h i (t) = ?1 i (t) h i (t); k i (t) = ?1 i (t) k i (t); 10 satisfy the embedding relation (6), are uniformly bounded over t, and result in D(T 21;i ) = 0 since the choice for i (t) forces k i (t) to be block-lower triangular or, equivalently, J(t)k i (t) J(t) to be block-upper triangular.
We should note, however, that the construction used in the previous proof is only one, among Let us rst concentrate on the case of strictly lower-triangular matrices F(t); viz., f i (t) = 0 for all t 2 Z Z and i = 0; : : : ; n ? 1:
We begin with the additional assumption dim R i (t) = dim U(t) for all t 2 Z Z; i = 0; 1; : : :; n ? 1:
The more general case can be similarly treated and we ommit the details. Let g i (t) = u i (t) v i (t) denote the top block row of G i (t), and note that it follows from the displacement equation for R i (t) that g i (t)J(t)g i (t) = d i (t) > 0. This implies that there exists a uniquely determined matrix i (t), k i (t)k < 1; such that v i (t) = u i (t) i (t);
and we can de ne the J(t)?unitary rotation H( i (t)): It reduces the top row of G i (t) to the form g i (t)H( i (t)) = i (t) 0 V(t) ], and we say that G i (t) is reduced to proper form. This will allow us to further simplify the generator recursion (7) as detailed ahead. We shall refer to the i (t) as the Schur parameters associated with the displacement equation (1), when F(t) is strictly lower triangular.
Consider further the following uniformly bounded choices (recall (9)),
where i (t) is unitary and i (t) = I. We further partition k i (t) accordingly with J(t), and introduce the generalized re ection coe cients i (t) = ? k (12) i (t)( k (22) i (t)) ?1 :
Despite of the simple proof, the following result is quite unexpected.
Theorem 2: Consider the setting of Theorem 1 and let R(t) be the unique Pick solution of (1), viz., R(t) > I > 0 for a constant and for all t 2 Z Z: Assume further that F(t) is strictly lower-triangular and dim R i (t) = dim U(t) for all t 2 Z Z and i = 0; 1; : : : ; n ? 1: Then the Schur parameters f i (t)g, de ned via (12) , and the generalized re ection coe cients f i (t)g, de ned via (14) , coincide, i (t) = i (t) for t 2 Z Z; i = 0; 1; : : :; n ? 1:
Proof: Since dim R i (t) = dim U(t) for all t 2 Z Z; i = 0; 1; : : : ; n ? 1; and u i (t)u i (t) + v i (t)v i (t) for a certain > 0, we get that u i (t) are invertible matrices. Consequently,
(I + i (t)u i (t)(u i (t)(I ? i (t) i (t))u i (t)) ?1 u i (t) i (t)) ?1 ; = (I ? i (t) i (t)) ?1 i (t)(I + i (t)(I ? i (t) i (t)) ?1 i (t)) ?1 ; = (I ? i (t) i (t)) ?1 i (t)(I ? i (t) i (t)) = i (t):
This result also follows by noting that the generator recursion (7) gets simpli ed once we incorporate into it the special choice i (t) = H( i (t)) and use (9) to write
where f h i (t); k i (t)g are as in (13) . We readily conclude J(t)k i (t)J(t) = H( i (t)) Because of the assumption dim R i (t) = dim U(t) for all t 2 Z Z; i = 0; 1; : : : n ? 1, and the fact that i (t) i (t) = g i (t)J(t)g i (t) = d i (t); it follows from a simple Schur complement argument that I ? i (t)d ?1 i (t) i (t) = 0: These facts further allow us to choose the unitary matrix i (t) so as to is block upper-triangular, and the entire cascade will exhibit D(T 21 ) = 0.
We can also obtain an expression for the value of (3). and the required result now follows.
The previous discussion can be extended even if we drop assumption (11), viz., that dim R i (t) = dim U(t) for all t 2 Z Z and i = 0; 1; : : : ; n ? 1: We omit the details here.
We may add that the case of strictly lower-triangular F(t) covers the band completion problems 
