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PIERRE BALDI AND ROMAN VERSHYNIN
Abstract. A simple way to generate a Boolean function is to take the sign of a real polyno-
mial in n variables. Such Boolean functions are called polynomial threshold functions. How
many low-degree polynomial threshold functions are there? The partial case of this problem
for degree d = 1 was solved by Zuev in 1989, who showed that the number T (n, 1) of linear
threshold functions satisfies log2 T (n, 1) ≈ n2, up to smaller order terms. However the num-
ber of polynomial threshold functions for any higher degrees, including d = 2, has remained
open. We settle this problem for all fixed degrees d ≥ 1, showing that log2 T (n, d) ≈ n
(
n
≤d
)
.
The solution relies on connections between the theory of Boolean threshold functions, hyper-
plane arrangements, and random tensors. Perhaps surprisingly, it uses also a recent result
of E. Abbe, A. Shpilka, and A. Wigderson on Reed-Muller codes.
Contents
1. Introduction 1
2. Hyperplane arrangements 6
3. Tensor lift 8
4. Random tensors 9
5. The Littlewood-Offord lemma 12
6. Resilience 14
7. Proof of Corollary 1.2 17
8. Further questions 21
Appendix A. Bounds on binomial sums 24
References 25
1. Introduction
1.1. The problem. Neural networks and deep learning models and applications [85] rely on
a simplified neuronal model that goes back at least to the work of W. McCulloch and W. Pitts
in the 1940s [56]. In this model, a neuron is viewed as a processing unit which, given n inputs
x = (x1, . . . , xn), produces an output of the form y = f(s) = f(
∑
wixi + t) where the
coefficients wi represent the synaptic weights, t is a threshold, the weighted average s is the
activation, and f is the transfer function. When the inputs are restricted to the Boolean
cube {−1, 1}n and f is the sign function (f = sgn), the neuron operates as a Boolean linear
threshold function.
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In search for both more powerful computational models, as well as greater biological realism
that may take into account non-linear interactions between synapses along neuronal dendritic
trees, it is natural to replace the linear activation with a polynomial activation p(x) of degree
d so that y = f(p(x)) [9]. Again, considering the Boolean case, a Boolean function f :
{−1, 1}n → {−1, 1} is called a polynomial threshold function if it has the form:
f(x) = sgn(p(x))
for some real-valued polynomial p : Rn → R that has no roots in the Boolean cube {−1, 1}n.
Thus, f takes the value 1 at any point where the polynomial p is positive, and −1 at any
point where the polynomial p is negative. Up to a factor of two due to the sgn operation,
polynomial threshold functions can be identified with partitions of the Boolean cube {−1, 1}n
into two classes by polynomial surfaces corresponding to p(x) = 0. Figure 1 illustrates the
partitions of the two-dimensional cube obtained by linear and quadratic threshold functions,
associated with polynomials of degree one and two respectively. The main goal in this paper
is to estimate the number of different polynomial threshold functions of degree d.
Figure 1. On the left, all 7 possible linear partitions of the Boolean square {−1, 1}2
are shown. These define 14 Boolean linear threshold functions of two variables. On
the right, using quadratic surfaces (ellipses), one can realize on additional partition,
for a total of 8 possible quadratic partitions. These partitions are associated with
2 · 8 = 16 Boolean quadratic threshold functions of two variables corresponding, in
this case, to all possible Boolean functions of two variables.
1.2. General background. As previously indicated, the study of linear and polynomial
threshold functions is implicit in some of the first models of neural activity by W. McCulloch
and W. Pitts in the 1940s [56]. Linear threshold functions were studied by T. Cover [28],
S. Muroga [60], M. Minsky and S. Papert in their book on perceptrons [59], and others in
the 1960s. Since then, linear and polynomial threshold functions have been extensively used
and studied in complexity theory, machine learning, and network theory; see, for instance,
[8, 9, 10, 21, 83, 16, 51, 87, 7, 18, 3, 46, 47, 30, 68, 69, 17, 43]. An introduction to polynomial
threshold functions can be found in [67, Chapter 5], [6, Chapter 4], and [83]. Linear and
polynomial threshold functions remain a fundamental model for biological or neuromorphic
neurons and, together with their continuous approximations, are at the center of all the
current developments and applications of deep learning [85, 12].
1.3. The notion of capacity. The standard description of the neuronal model given above
focuses on the processing aspect of the neuron, its input-output function. However, there
is a second, at least equally important aspect, which is the storage aspect. As described,
a neuron is also a storage device capable of storing information in the linear or polynomial
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synaptic weights of its activation function. Thus it is natural to ask how many bits can be
stored in a neuron. This question is intimately related to the recently-introduced notion of
capacity [13, 14] .
Given a class of functions A, such as all the functions that can be implemented by a
neuron–or a network of neurons–as the synaptic weights are varied, we define the capacity
of C(A) as the binary logarithm C(A) = log2 |A|. In the discrete case, the only one to be
considered here, |A| is simply the number of functions in A (in the continuous case, one
must define a notion of volume). Thus the capacity is the number of bits required to specify
an element of A. Remarkably, when A is associated with a neural architecture comprising
one or many neurons, the capacity can be viewed as the number of effective bits that can
be extracted from a training set and stored in the neural architecture[14]. Estimating the
capacity of a single linear threshold function has a long history reviewed below and, recently,
we were able to estimate the capacity of networks of linear threshold function. Thus, the
primary goal here is to begin extending these results beyond the linear case by estimating
the capacity of a single polynomial threshold function.
1.4. The capacity of linear threshold functions. There are 22
n
Boolean functions of n
variables. Let T (n, d) denote the number of polynomial threshold functions of fixed degree
d. The asymptotical behavior of T (n, d) has been known only for the linear case d = 1.
The work of T. Cover [28] and others used a simple hyperplane counting argument to show
that T (n, 1) is upperbounded by 2n
2
. Recursive constructions by S. Muroga [60] and others
provided lower bounds of the form 2αn
2
with values of α that were significantly below 1.
Yu. Zuev [109, 110] was finally able to show in 1989 that the upper bound 2n
2
is asymp-
totically tight: the number of linear threshold functions satisfies:(
1− 10
log n
)
· n2 ≤ log2 T (n, 1) ≤ n2. (1.1)
J. Kahn, J. Komlo´s, E. Szemere´di [41, Section 4] further improved this result to:
log2 T (n, 1) = n
2 − n log2 n±O(n).
Although Zuev’s breakthrough led to some progress in understanding linear threshold func-
tions (see e.g. [71, 111, 31, 39, 40, 44]), the same problem for higher degrees has remained
open. M. Saks explicitly asked about the asymptotical behavior of T (n, d) in 1993 [83, Prob-
lem 2.35]. Even the asymptotic behavior of the number of quadratic threshold functions
T (n, 2) has so far remained unknown.
1.5. The capacity of polynomial threshold functions: the main result. Each of the
22
n
Boolean functions of n variables can be expressed as a polynomial of degree at most n: to
see this, write the function f in conjunctive (or disjunctive) normal form, or take the Fourier
transform of f . In particular, every Boolean function f is a polynomial threshold function,
but the polynomial that represents f often has high degree. A conjecture of J. Aspnes et
al. [7] and C. Wang and A. Williams [104] states that, for most Boolean functions f(x), the
lowest degree of p(x) such that f(x) = sgn(p(x)) is either bn/2c or dn/2e. M. Anthony [5]
and independently N. Alon (see [83]) proved one half of this conjecture, showing that for most
Boolean functions the lower degree of p(x) is at least dn/2e. The other half of the conjecture
was settled, in an approximate sense, by R. O’Donnell and R. A. Servedio [68] who gave an
upper bound n/2 +O(
√
n log n) on the degree of p(x).
While low degree polynomial threshold functions may be relatively rare within the space
of Boolean functions, they are of particular interest both theoretically and practically, due
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to their functional simplicity and their utilization in biological modeling and neural network
applications. Thus the most fundamental open question regarding low-degree polynomial
threshold functions is:
How many low-degree polynomial threshold functions are there? Equivalently,
how many different ways are there to partition the Boolean cube by polynomial
surfaces of low degree? Equivalently how many bits can effectively be stored
in the coefficients of a polynomial threshold function?
In the following theorem, we settle the problem for all fixed degrees d ∈ N.
Theorem 1.1. For any positive integers n and d such that 1 ≤ d ≤ n0.9, the number of
Boolean polynomial threshold functions T (n, d) satisfies1(
1− C
log n
)d · n( n≤ d
)
≤ log2 T (n, d) ≤ n
(
n
≤ d
)
.
In this theorem and the rest of the paper, C denotes a positive absolute constant; its value
does not depend on n or d. The exact value of C may be different in different parts of this
paper. For linear threshold functions, i.e. for d = 1, Theorem 1.1 yields Zuev’s result (1.1)
up to the absolute constant C.
The upper bound in Theorem 1.1 holds for all 1 ≤ d ≤ n; this bound is known and can
be derived from counting regions in hyperplane arrangements; we reprove it in Section 3 for
completeness. The lower bound in Theorem 1.1 is new. It will be clear from the argument
that the exponent 0.9 in the constraint on d can be replaced by any constant strictly less
than 1 at the cost of changing the absolute constant C.
For small degrees d, namely for d = o(log n), the factor (1 − C/ log n)d becomes 1 − o(1)
and Theorem 1.1 yields in this case the asymptotically tight bound on the capacity:
log2 T (n, d) = (1− o(1)) · n
(
n
≤ d
)
.
To better understand this bound, note that a general polynomial of degree d has
(
n
≤d
)
mono-
mial terms. Thus, Theorem 1.1 yields the following result on communication complexity, and
learning:
To communicate a polynomial threshold function, one needs to spend approx-
imately n bits per monomial term. During learning, approximately n bits can
be stored per monomial term.
In some situations, it may be desirable to have a simpler estimate of T (n, d) that is free of
binomial sums. For this purpose, we can simplify the conclusion of Theorem 1.1 and state it
as follows:
Corollary 1.2. For any integers n and d such that n > 1 and 1 ≤ d ≤ n0.9, the number of
Boolean polynomial threshold functions T (n, d) satisfies:(
1− C
log n
)d · nd+1
d!
< log2 T (n, d) <
nd+1
d!
.
The upper bound in Corollary 1.2 actually holds for all n > 1, 1 ≤ d ≤ n. We derive
Corollary 1.2 from Theorem 1.1 in Section 7 by a careful analysis of the underlying binomial
sums.
1Here and in the rest of the paper,
(
n
≤d
)
denotes the binomial sum up to term d, i.e.
(
n
≤d
)
:=
(
n
0
)
+
(
n
1
)
+
· · ·+ (n
d
)
.
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For small degrees d, namely for d = o(log n), the factor (1 − C/ log n)d becomes 1 − o(1)
and Corollary 1.2 yields in this case the asymptotically tight bound on the capacity:
log2 T (n, d) = (1− o(1)) ·
nd+1
d!
.
1.6. Prior work. Prior to our work, an upperbound on T (n, d) that scales like nd+1/d! was
known [9, 6]. The upperbounds given in Theorem 1.1 and Corollary 1.2 are more precise and
general. The best known lower bound was given by M. Saks [83] in 1993:
log2 T (n, d) ≥
(
n
d+ 1
)
. (1.2)
For all small degrees d, there is a multiplicative gap of size approximately d + 1 between
the optimal upper bound n
(
n
≤d
)
in Theorem 1.1 and the lower bound (1.2). For example,
T (n, 2) ≤ n( n≤2) ≈ n3/2 but (1.2) only gives T (n, 2) ≥ n3/6. Our work closes this gap.
The asymptotically sharp result (1.1) about linear threshold functions has a remarkably
short proof [110]. It quickly follows from a combination of two results, one in enumera-
tive combinatorics and the other one in probability. The combinatorial result is a conse-
quence of Zaslavsky’s formula for hyperplane arrangements [107], and the probabilistic result
is Odlyzko’s theorem on spans of random vectors with independent ±1 coordinates [66].
Odlyzko’s theorem is a stronger, resilience version of known results on the singularity of ran-
dom matrices, results that state that a random matrix with ±1 entries has full rank with high
probability. The original results on the singularity problem are due to J. Komlo´s [49, 50].
More recently, the singularity problem has been actively studied in random matrix theory.
A significant number of extensions and improvements on the result of J. Komlo´s are now
available, see e.g. [41, 90, 26, 91, 75, 95, 76, 77, 2, 78, 93, 20, 79, 62, 64, 100, 81, 36, 15, 96,
97, 54, 24, 98], culminating in the very recent proof by K. Tikhomirov [99] providing optimal
estimates for the probability that a random ±1 matrix be singular.
1.7. Our approach. Zuev’s approach can be extended from linear threshold functions to
polynomial threshold functions by lifting the problem into the tensor product space (Rn)⊗d.
The combinatorial part of the argument generalizes without any problem, but the probabilis-
tic part is less obvious, because the theory of random tensors is not sufficiently developed yet.
In [11] we developed some of theory in order to prove a version of Theorem 1.1, but recently
found a theorem by E. Abbe, A. Shpilka, and A. Wigderson [1] on the singularity of random
tensors, developed in the context of Reed-Muller codes, that allows one to simplify the proof.
The forthcoming paper [102] gives an alternative, more general and quantitative, approach
to the singularity problem for random tensors. In the current paper, we prove a version
of Odlyzko’s resilience result [66] for random tensors. Our proof of resilience is inspired by
Odlyzko’s proof and it uses the result of [1]. The argument is non-trivial due to the lack of
independence – even if the entries of a random vector x are stochastically independent, the
entries of the random tensor x⊗d are not.
1.8. Outline of paper. The rest of the paper is devoted to the proof of Theorem 1.1. The
next two sections deal with the combinatorial part of the argument. In Section 2, we explain
a canonical correspondence between linear threshold functions and hyperplane arrangements,
and we discuss known bounds on the number of regions determined by hyperplane arrange-
ments. In Section 3, we linearize polynomial threshold functions by lifting them into the
tensor product space, which then reduces polynomial threshold functions to linear threshold
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functions and the corresponding hyperplane arrangements. This allows us to quickly prove
the (known) upper bound in Theorem 1.1 at the end of Section 3.
Next we turn to the probabilistic part of the argument, in order to derive the lower bound.
In Section 4, we explain the result of E. Abbe, A. Shpilka, and A. Wigderson [1] on the linear
independence of random tensors (Theorem 4.1), and state a new resilience version of this
result (Theorem 4.2). In Section 4.4, using this resilience version, we derive the lower bound
of Theorem 1.1. In Sections 5 and 6, we prove the resilience result for random tensors. The
argument uses the Littlewood-Offord Lemma for sums of independent random variables, so we
explain the Littlewood-Offord lemma in Section 5. In Section 6, we prove the resilience result
(Theorem 4.2), thus completing the entire argument. In Section 7, we deduce Corollary 1.2.
In Section 8, we describe several possible extensions and related open questions.
Acknowledgements. The authors are grateful to Michael Forbes who drew their attention
to the work of E. Abbe, A. Shpilka, and A. Wigderson [1], which lead to a great simplification
of the original proof of Theorem 1.1. The authors also thank the anonymous reviewers for
their useful comments and suggestions.
2. Hyperplane arrangements
There is a natural correspondence between threshold functions and regions of hyperplane
arrangements, a classical topic in enumerative combinatorics that has been studied for decades
[107]; see [88], [55, Section 6]. To see the connection, let us fix a finite subset S ⊂ Rn \ {0}
and consider all homogeneous linear threshold functions on S, i.e. functions f : S → R of the
form
fa(x) = sgn(〈a, x〉)
where a ∈ Rn is a fixed vector. Consider the collection (“arrangement”) of hyperplanes
{x⊥ : x ∈ S},
where x⊥ = {z ∈ Rn : 〈z, x〉 = 0} is the hyperplane through the origin with normal vector
x. Two vectors a and b define the same homogeneous linear threshold function fa = fb if
and only if a and b lie on the same side of each of these hyperplanes. In other words, fa = fb
if and only if a and b lie in the same open component of the partition of Rn created by the
hyperplanes x⊥, with x ∈ S. Such open components are called the regions of the hyperplane
arrangement ( Figure 2). Thus we have the following lemma:
Figure 2. The set of points S = {x, y, z} in the plane defines the arrangement of
hyperplanes (lines in this cases) x⊥, y⊥, z⊥. These hyperplanes partition the plane
into six regions. Each region defines a different linear threshold function on S by the
rule fa(x) = sgn(〈a, x〉), where a is any point taken from that region.
Lemma 2.1 (Threshold functions and hyperplane arrangements). The number of homoge-
neous linear threshold functions on a given finite set S ⊂ Rn \ {0} equals the number of
regions of the hyperplane arrangement {x⊥ : x ∈ S}.
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This leads us to the following general question: how many regions are there in a given hy-
perplane arrangement? An exact formula was found by Zaslavsky [107]; see [88]. It expresses
the number of regions via the Mo¨bius function of the poset of the intersection spaces associ-
ated with the hyperplanes. Computing the Mo¨bius function, however, may be a challenging
task. Nevertheless, there are convenient bounds on the Mo¨bius function, which yields the
following result:
Lemma 2.2 (Counting regions of hyperplane arrangements). Consider an arrangement of
p affine hyperplanes in Rm, where p ≥ m. Let r(p,m) denote the number of regions of this
arrangement.
1. We have:
r(p,m) ≤
(
p
≤ m
)
. (2.1)
2. r(p,m) is bounded below by the number of all intersection subspaces2 defined by the hy-
perplanes.
3. If the hyperplanes are in general position, then the upper and lower bounds are the same,
and each bound becomes an equality.
4. If all hyperplanes are central, i.e. pass through the same point, then the upper bound
improves to
r(p,m) ≤ 2
(
p− 1
≤ m− 1
)
. (2.2)
5. If the normal vectors to the hyperplanes are in general position, then the inequality in
(2.2) becomes an equality.
To illustrate the first three parts of Lemma 2.2, consider first the line arrangement on the
left in Figure 3. This line arrangement is in general position, it has seven regions, which is
the same as
(
3
≤2
)
and also the same as the number of intersection subspaces, corresponding
to: three points, three lines, and one plane. As for the last two parts of Lemma 2.2, consider
the line arrangement on the right of Figure 3. It has six regions but only five intersection
subspaces. Moreover, since the normal vectors to the lines are in general position, part 4 of
Lemma 2.2 states that the number of regions must be bounded by 2
(
2
≤1
)
= 6, which is sharp.
Figure 3. Two hyperplane arrangements in R2
Lemma 2.2 can be derived from Zaslavsky’s formula [107] and the basic properties of
the Mo¨bius function of geometric lattices [74, Section 7]; see e.g. [88, Proposition 2.4] for
the derivation of (2.1) and [71] for (2.2). Originally, the upper bound (2.1) goes back to
R. C. Buck [22] and the lower bound (property 2 in the lemma) was noted by Yu. Zuev [110].
2An intersection subspace in this lemma refers to the intersection of any subfamily of the original hyper-
planes. The dimensions of an intersection subspace may range from zero (a single point) to m (intersecting
an empty set of hyperplanes gives the entire space Rm).
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Both the upper and lower bounds can also be proven directly – without Zaslavsky’s formula
– using simple inductive arguments, see [55, Section 6] for the upper bound and [110] for the
lower bound. The bound (2.2) can also be proven by induction, as in the original proof of
this result due to L. Schla¨fli [86, pp. 209–212], which is reproduced e.g. in [106] and, more
explicitly, in [6, Theorem 4.1]. See also [105].
3. Tensor lift
Our next goal is to extend the correspondence between linear threshold functions and
the regions associated with hyperplane arrangements to polynomial threshold functions of
arbitrary degree. There is a very simple way to achieve this by lifting the problem into a
tensor product space.
Definition 3.1 (d-th power of vectors and sets). The d-th power of a vector x = (x1, . . . , xn) ∈
Rn is the vector x≤d ∈ R( n≤d) whose coordinates are purely homogeneous monomials in
x1, . . . , xn. More precisely, the components of x
≤d are indexed by all subsets I ⊂ [n] =
{1, 2, . . . , n} that have at most d elements, with:
(x≤d)I =
∏
i∈I
xi.
The product over an empty set is defined to be 1. The d-th power of a set S ⊂ Rn is the set
S≤d ⊂ R( n≤d) defined as
S≤d =
{
x≤d : x ∈ S
}
.
For example, for n = 3 and d = 2 we have
(x1, x2, x3)
≤2 = (1, x1, x2, x3, x1x2, x1x3, x2x3).
The notion of the d-th power of a vector is closely related to the notion of tensor power of a
vector. Indeed, the d-th tensor power of x ∈ Rn can be identified with the vector x⊗d ∈ Rnd
indexed by multisets I ⊂ [n] that have exactly d elements, possibly with repetitions, and
where the coefficients are defined similarly:
(x⊗d)I =
∏
i∈I
xi.
Although not as ubiquitous as tensor power, the concept of tensor lift x≤d appears naturally,
although often implicitly, in coding theory. The list of all vectors x≤d for x ∈ {0, 1}n be seen
as the
(
n
≤d
)× 2n evaluation matrix, or a truth table, of all Boolean monomials of degree d [1];
the rows of this matrix can be identified with Walsh functions that arise in Fourier analysis
of Boolean functions [67].
The notion of d-th power allows us to establish a canonical correspondence between affine
polynomials p(x) in n variables of degree at most d with homogeneous monomials and ho-
mogeneous linear functions of x≤d:
p(x) =
∑
I:|I|≤d
aI
∏
i∈I
xi = 〈a, x≤d〉, where x ∈ Rn, a ∈ R(
n
≤d).
This correspondence give the following Lemma.
Lemma 3.2 (Linearizing polynomial threshold functions). Let S ⊂ {−1, 1}n. There are as
many different polynomial threshold functions of degree d on S as there are homogeneous
linear threshold functions on S≤d.
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This simple fact and the link to hyperplane arrangements described in Section 2 leads to
the following upper known bound on T (n, d), which is implicit in [9]; see [6, Theorem 4.7].
Theorem 3.3 (Upper bound). For any 1 ≤ d ≤ n, we have:
T (n, d) ≤ 2
(
2n − 1
≤ m− 1
)
where m =
(
n
≤ d
)
.
Proof. By Lemma 3.2, the number of Boolean polynomial threshold functions T (n, d) equals
the number of homogeneous threshold functions on ({−1, 1}n)≤d. By Lemma 2.1, this is
the same as the number of regions of the arrangement of hyperplanes (x≤d)⊥, x ∈ {−1, 1}n.
These are 2n central hyperplanes in Rm, where m =
(
n
≤d
)
. Thus part 4 of Lemma 2.2 yields:
T (n, d) ≤ r(2n,m− 1) ≤ 2
(
2n − 1
≤ m− 1
)
,
as claimed. 
By simplifying this bound, we can prove the upper bound of Theorem 1.1:
Proof of the upper bound in Theorem 1.1. Due to Theorem 3.3, it is enough to check that
B(n,m) := 2
(
2n − 1
≤ m− 1
)
≤ 2nm
for all integers n ≥ 1 and m ≥ 2.
If m ≥ 4, then an elementary bound on the binomial coefficients (Lemma A.1 in the
Appendix) gives
B(n,m) ≤ 2
( e2n
m− 1
)m−1 ≤ 2 · 2n(m−1) ≤ 2nm.
Here we used that m− 1 ≥ 3 ≥ e.
The two remaining cases to check are m = 2 and m = 3. If m = 2, then, setting N := 2n,
we get
B(n,m) = 2
(
N − 1
≤ 1
)
= 2N ≤ N2 = 2nm,
since N = 2n ≥ 2. Finally, if m = 3, then we similarly have
B(n,m) = 2
(
N − 1
≤ 2
)
= N2 −N + 2 ≤ N2 ≤ N3 = 2nm.
Theorem 1.1 is proved. 
4. Random tensors
4.1. General position. It remains to prove the lower bound in Theorem 1.1. Let us try to
reverse the argument that we gave for the upper bound in the proof of Theorem 3.3. There
we noted that T (n, d) is the same as the number of regions of the hyperplane arrangement
x⊥, x ∈ X , where
X := ({−1, 1}n)≤d ⊂ R( n≤d).
Suppose for a moment that the points in X are in general position (in reality they are not).
Then every subset of X consisting of m < ( n≤d) points would span a different subspace in
R(
n
≤d). The orthogonal complements of these different subspaces are different, too. These
complements are intersections of some hyperplanes from our arrangement x⊥, x ∈ X ; we
called them intersection subspaces in Lemma 2.2. According to part 2 of this lemma, the
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number of regions of our hyperplane arrangement is bounded below by the number of all
intersection subspaces, which is at least as many as there are m-element subsets of X . This
gives:
T (n, d) ≥
(|X |
m
)
=
(
2n(
n
≤d
)− 1
)
if we choose m =
(
n
≤d
) − 1. This would be an almost matching lower lower bound for the
upper bound in Theorem 3.3.
4.2. Linear independence. The problem with this heuristic argument is that the points in
the d-th power of the Boolean hypercube ({−1, 1}n)≤d, and even in the Boolean hypercube
{−1, 1}n itself, are very far from being in general position. For example, the affine hyperplane
spanned by a (n−1)-dimensional face of the Boolean cube contains 2n−1 points. Nevertheless,
we might be able to say that most subsets of points are in the general position. This is where
probabilistic reasoning becomes useful, allowing us to interpret “most” as random.
The first result in this direction was recently proved by E. Abbe, A. Shpilka, and A. Wigder-
son [1, Theorem 4.5] in the context of their study of Reed-Solomon codes. Their result states
that a random subset ({−1, 1}n)≤d is linearly independent with high probability:
Theorem 4.1 (Linear independence [1]). Let n, d,m be positive integers such that
m <
(
n− log ( n≤d)− t
≤ d
)
.
Consider independent random vectors x1, . . . , xm uniformly distributed in {−1, 1}n. Then,
with probability larger than 1 − 2−t, the random vectors x≤d1 , . . . , x≤dm ∈ R(
n
≤d) are linearly
independent.
The special case of Theorem 4.1 obtained with d = 1 states that a n×m random matrix
with columns xk has full rank with high probability, if m < n−C log n. This statement is not
difficult to prove, and much more precise results are known about the singularity of random
matrices [41, 90, 26, 91, 75, 95, 76, 77, 2, 78, 93, 20, 79, 62, 64, 100, 81, 36, 15, 96, 97, 54, 24, 98].
The original version of Theorem 4.1 from [1] guaranteed linear independence over the finite
field F2, which is stronger than the linear independence over R.3 Moreover, in the original
version of this theorem, the coordinates of the vectors x1, . . . , xm were uniformly distributed
in {0, 1} rather than in {−1, 1}, but the proof can be easily adapted to random {−1, 1} valued
random variables.4
4.3. Resilience. However, linear independence of random vectors x≤d1 , . . . , x
≤d
m is still too
weak for our purposes. What we really need is to be able to show that the span of random
vectors x≤d1 , . . . , x
≤d
m does not contain any vector of the form u
≤d, u ∈ {−1, 1}n, that is
different from all the ±xdi . This is a resilience property of linear independence, as it states
3If some Boolean vectors are linearly dependent over R, then one can find a non-trivial linear combination
that equals zero, and whose all coefficients are rational, and thus even integer. (This can be seen e.g. by
performing the Gauss elimination.) Moreover, without loss of generality, not all of the coefficients are even:
otherwise we can divide both sides by 2. Taking mod 2 of both sides of this equation, we obtain a linear
dependence over F2.
4Most of the argument of [1] extends to {−1, 1} without any change. The only place that needs attention
is Lemma 4.10 [1], which states that there exists a lot of linearly independent polynomials on any large subset
of Fm2 . Obviously, there is the same number of polynomials on any affine transformation of Fm2 , in particular
on {−1, 1}m.
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that not only the set of vectors are independent, but independence holds even if we add any
vector u≤d, u ∈ {−1, 1}n, to the set. The following new result establishes the resilience of
linear independence for random tensors:
Theorem 4.2 (Resilience of linear independence). Let n, d,m be positive integers such that
dn0.02 ≤ t ≤ 0.001n and
m <
(
n− Cnlogn − t
≤ d
)
.
Consider independent random vectors x1, . . . , xm uniformly distributed in {−1, 1}n. Then,
with probability larger than 1 − 2−t/4, the span of the random vectors x≤d1 , . . . , x≤dm does not
contain any other vector of the form u≤d, u ∈ {−1, 1}n, that is different from ±x≤di .
This result is not an easy consequence of Theorem 4.1, and it requires additional proba-
bilistic tools. The partial case of Theorem 4.2 where d = 1 was proved by Odlyzko [66] with a
very sharp bound on the probability, which we do not need here. It was later noticed that for
d = 1, the probabilities for linear independence and resilience are asymptotically equivalent
[103]. Odlyzko’s result was used in Zuev’s argument [110] to prove (1.1). For tensors of any
order d > 1, Theorem 4.2 is new. We derive it from Theorem 4.1 using an argument that is
inspired by Odlyzko’s method.
4.4. Proof of the lower bound in Theorem 1.1. Let us assume for a moment that the
Resilience Theorem 4.2 is valid, and show how it yields the lower bound in our main result,
Theorem 1.1.
Lemma 4.3 (Lots of unique subspaces). Let n, d,m be positive integers such that 1 ≤ d ≤ n0.9
and
m ≤
(
n− Cnlogn
≤ d
)
.
Then there exist at least 12
(
2n
m
)
different subspaces of the form span(S≤d) where S are subsets
of {−1, 1}n of cardinality m.
Proof. Given a subset S ⊂ {−1, 1}n, let us call it good if span(S≤d) does not contain any
vector of the form u≤d, u ∈ {−1, 1}n, that is different from all ±x≤d, x ∈ S. Call S
bad otherwise. Obviously, if S and T are two different good subsets, then span(S≤d) and
span(T≤d) are two different subspaces. Thus, to complete the proof, it suffices to show that
at least half of all m-element subsets S of the Boolean hypercube {−1, 1}n are good.
Let us apply Theorem 4.2 with the value t := Cn/ log n, which obviously satisfies the
assumptions for sufficiently large n. The theorem implies that if S is a random set obtained
by sampling m points from {−1, 1}n with replacement, then:
P {S is bad} ≤ 1
4
. (4.1)
The probability that there are no repetitions among these m points is:
P {no repeat} =
m−1∏
i=1
(
1− i
2n
)
≥
(
1− m− 1
2n
)m−1 ≥ 1− (m− 1)2
2n
≥ 1
2
. (4.2)
To check the last bound, recall that d ≤ n0.9, so for sufficiently large n we get:
logm ≤ log
(
n
≤ d
)
≤ d log(en) ≤ n− 1
2
,
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which implies (m− 1)2 ≤ 2n−1 and yields the bound in (4.2).
Thus, the probability that a random m-element subset S, sampled without replacement
from {−1, 1}n, is bad, is be bounded by:
P {S is bad}
P {no repeat} ≤
1/4
1/2
=
1
2
.
Hence, at most a half of the m-elements subsets of {−1, 1}n are bad. The proof of the lemma
is complete. 
Proof of the lower bound in Theorem 1.1. According to the Linearization Lemma 3.2, T (n, d)
is the number of linear threshold functions on the set
X := ({−1, 1}n)≤d ⊂ R( n≤d).
This number, according to Lemmas 2.1 and 2.2, is bounded below by the number of all
intersection subspaces, which are the linear subspaces generated by intersecting various hy-
perplanes z⊥, z ∈ X . The orthogonal complement of each intersection subspace is the linear
span of a subset of X . Thus, the number of intersection subspaces equals the number of
subspaces obtained as spans of subsets of X . The number of spans can be bounded below
using Lemma 4.3. This line of reasoning yields:
T (n, d) ≥ 1
2
(
2n
m
)
where m =
(
n− Cnlogn
≤ d
)
.
It remains to simplify this bound. Taking logarithms of both sides and using a simple bound
on binomial coefficients (Lemma A.1 in the Appendix), we get:
log2 T (n, d) ≥ m(n− logm)− 1 ≥ m(n− 2 logm).
Another elementary bound on binomial sums (Lemma A.2 in the Appendix) gives
m ≥
(
1− 2C
log n
)d( n
≤ d
)
,
and using Lemma A.1 again we see that
logm < log
(
n
≤ d
)
≤ d log(en) ≤ Cn
log n
.
Thus
log2 T (n, d) >
(
1− 2C
log n
)d+1
n
(
n
≤ d
)
≥
(
1− 4C
log n
)d
n
(
n
≤ d
)
.
This competes the proof of the main theorem. 
5. The Littlewood-Offord lemma
In this section and the next one, we prove the Resilience Theorem 4.2. Our argument is
inspired by the proof of the partial case of this result for d = 1 due to Odlyzko [66]. The
proof is based on the classical Littlewood-Offord lemma about anti-concentration of sums of
independent random variables.
Let ξ1, . . . , ξn be independent random variables and a1, . . . , an ∈ R be fixed coefficients. A
classical question, which goes back to J. E. Littlewood and A. C. Offord [53] is to determine
the probability that the sum of independent random variables
∑
akξk hits a given number
u ∈ R. The first general result on this problem, now commonly known as the Littlewood-
Offord Lemma, was proved by J. E. Littlewood and A. C. Offord [53] and sharpened by
P. Erdo¨s [32].
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Lemma 5.1 (Littlewood-Offord Lemma [32]). Let ξ1, . . . , ξn be independent, zero-mean, ran-
dom variables taking values in {−1, 1}, and let a1, . . . , an be nonzero real numbers. Then, for
every fixed u ∈ R, we have5
P
{
n∑
k=1
akξk = u
}
≤ 2−n
(
n
bn/2c
)
=: P (n).
A slightly more general version of Lemma 5.1, which bounds the probability that the sum
falls in a given neighborhood of u, quickly follows from Sperner’s theorem in combinatorics
[32], see [19, Chapter 4].
Note that the probability bound in the Littlewood-Offord lemma is sharp: it reduces to an
equality if all coefficients ak are the same and u = 0. For many other vectors of coefficient
a = (a1, . . . , an), one can obtain better bounds depending on the arithmetic structure of a.
Such bounds have been extensively studied in connection to number theory, combinatorics
and, more recently, random matrix theory; see, for instance, [32, 84, 37, 34, 95, 76, 78, 94,
65, 100, 63, 25, 58, 82], and the surveys [92, 79].
Using Stirling’s approximation to estimate the binomial coefficient, we can derive the
following, less precise but simpler, bound on the probability in the Littlewood-Offord Lemma.
Lemma 5.2 (Probability bounds in Littlewood-Offord Lemma). We have:
P (n) ≤ C√
n
for all n ≥ 1; P (n) ≤ 3
8
for all n ≥ 3.
Proof. The first bound follows from Stirling’s formula. Furthermore, one can easily check
that the numbers P (n) form a non-increasing sequence and P (3) = 3/8. This gives the
second bound. 
The bound in the Littlewood-Offord Lemma 5.1 can be slightly strengthened if u 6= 0.
Although the following may seem like a small improvement, it can be critical for small values
of n.
Lemma 5.3. If u 6= 0 in the Littlewood-Offord Lemma 5.1, then
P
{
n∑
k=1
akξk = u
}
≤ P (n+ 1).
Proof. Let ξn+1 be a mean zero random variable taking values in {−1, 1}, and which is
independent of ξ1, . . . , ξn. Then
P
{
n∑
k=1
akξk = u
}
= P
{
n∑
k=1
akξk = uξn+1
}
(by symmetry)
= P
{
n+1∑
k=1
akξk = 0
}
(where an+1 := −u)
≤ P (n+ 1).
The proof is complete. 
5Here bmc denotes the floor of m, i.e. the largest integer that is less or equal to m.
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6. Resilience
To prove Theorem 4.2, we have to show that it is unlikely that there exists a vector
u ∈ {−1, 1}n, and coefficients a1, . . . , am ∈ R at least two of which are non-zero, such that:
m∑
k=1
akx
≤d
k = u
≤d. (6.1)
Our argument will be a little different depending on how many coefficients ak are nonzero.
We will first analyze the case of “long combinations” where at least n0.01 coefficients are
nonzero, and then the remaining case of “short combinations”.
6.1. Long combinations. Let Plong denote the probability that there exists a vector u ∈
{−1, 1}n and coefficients a1, . . . , am ∈ R at least n0.01 of which are nonzero, and such that
(6.1) holds. Our goal is to bound Plong.
Step 1. Extracting two batches of equations. We can view (6.1) as a system of
(
n
≤d
)
linear
equations in variables a1, . . . , am, and we can write it as
m∑
k=1
ak
(
x≤dk
)
I
=
(
u≤d
)
I
, or equivalently as
m∑
k=1
ak
∏
i∈I
xki =
∏
i∈I
ui,
for each subset I ⊂ [n] with at most d elements. We will consider two subsets, or “batches”,
of these equations. The first batch will be used to determine the coefficients (ak), and the
second batch will be used to bound the probability.
Fix an integer 1 ≤ n0 ≤ n whose value will be determined later. The first batch will be
defined by the subsets:
I ⊂
(
[n0]
≤ d
)
and the second batch, by the subsets:
I ⊂
(
n0 + 1, . . . , n
1
)
.
Thus,
∑m
k=1 ak
∏
i∈I xki is a polynomial in the first n0 variables x1, . . . , xn0 in the first batch,
and we have a linear form in the remaining variables xn0+1, . . . , xn in the second batch.
This gives us two systems of stochastically independent equations. We can rewrite them
as follows. The first batch is given by:
m∑
k=1
akx¯
≤d
k = u¯
≤d (6.2)
where the vector u¯ ∈ {−1, 1}n0 is obtained from u ∈ {−1, 1}n by keeping only the first n0
coefficients, and similarly for the vectors x¯k ∈ {−1, 1}n0 . The second batch is given by:
m∑
k=1
akxki = ui, n0 < i ≤ n.
Step 2: The first batch determines the coefficients, the second batch bounds the probability.
Suppose that n0 is chosen so that:
m <
(
n0 − log
(
n0
≤d
)− t
≤ d
)
. (6.3)
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Then, by Theorem 4.1, the random vectors x¯≤d1 , . . . , x¯
≤d
m are linearly independent with prob-
ability larger than 1 − 2−t. In this case, the first batch of equations has full rank. Let us
condition on a realization of x¯1, . . . , x¯m for which the linear independence does hold.
Suppose the event Plong occurs. The vector u ∈ {−1, 1}n in (6.1) can be chosen in 2n ways;
let us fix it. Since x¯≤dk and u¯
≤d are fixed at this point, linear independence implies that the
coefficients (ak) are uniquely determined by the first batch of equations. Thus the coefficients
(ak) are now fixed, too. Put them in the second batch of equations, which is stochastically
independent from the first. This reasoning gives
Plong ≤ 2−t + 2n ·max
a,u
P
{
m∑
k=1
akxki = ui, n0 < i ≤ n
}
(6.4)
where the maximum is over all vectors a = (ak) with at least n
0.01 nonzero coefficients, and
over all vectors u = (ui) with ±1 coefficients.
Step 3: Applying the Littlewood-Offord Lemma. The Littlewood-Offord Lemma (Lemma 5.1
and Lemma 5.2) can help us bound the probability of each equation in (6.4). Indeed, since
at least n0.01 coefficients ak are nonzero, we get
P
{
m∑
k=1
akxki = ui
}
≤ P (n0.01) ≤ C
′
n1/8
for each i. Since all n−n0 such equations in (6.4) are stochastically independent, this implies
Plong ≤ 2−t + 2n ·
( C ′
n1/8
)n−n0
.
Now is a good time to select a value for n0. Let us set:
n0 = n− C
′′n
log n
(6.5)
where the absolute constant C ′′ is large enough. This choice allows us to have: 2n·(C ′′/n1/8)n−n0 ≤
2n · 2−2n = 2−n. Furthermore, since t ≤ n by assumption, 2−n ≤ 2−t, and we obtain the
bound:
Plong ≤ 21−t.
Step 4: Checking the bound on m. It remains to check that our choice of n0 also makes our
bound (6.3) valid. An elementary bound on binomial sums (Lemma A.1 in the Appendix)
yields:
log
(
n
≤ d
)
≤ d log(en0) ≤ d log(en) ≤ n
log n
by the assumption on d. Here we also used that n can be assumed to be sufficiently large
(larger than any given absolute constant); otherwise the assumption on m in Theorem 4.2 is
vacuous if the absolute constant C is chosen large enough. Similarly, m and t can be assumed
to be sufficiently large. We will repeatedly use this in the rest of the argument.
This and our choice (6.5) of n0 give:(
n0 − log
(
n0
≤d
)− t
≤ d
)
≥
(
n− (C′′+1)nlogn − t
≤ d
)
> m
where the last inequality is the theorem’s assumption on m with C = C ′′ + 1. We have
checked that (6.3) is valid, and thus completed the analysis of the long combinations.
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6.2. Short combinations. Let Pshort denote the probability that there exists a vector u ∈
{−1, 1}n, and coefficients a1, . . . , am ∈ R at least two and at most n0.01 of which are nonzero,
such that (6.1) holds. Our goal is to bound Pshort.
Step 1: Fixing the pattern of non-zero coefficients. Let us first address a simpler problem
where the pattern of non-zero coefficients ak is fixed. Namely, let us require that the non-zero
coefficients ak be exactly the first m0 ones, where
m0 ∈ [2, n0.01]
is a fixed integer. Denote the probability in this simplified problem by Pm0 . Thus, Pm0 is the
probability that there exists a vector u ∈ {−1, 1}n and nonzero coefficients a1, . . . , am0 ∈ R,
satisfying:
m0∑
k=1
akx
≤d
k = u
≤d. (6.6)
Step 2: Two batches of equations. We define and analyze two batches of equations in the
same way as in our analysis of long combinations in Section 6.1, except that the value of n0
in this case will be chosen differently later in the proof. Indeed, if:
m0 <
(
n0 − log
(
n0
≤d
)− t
≤ d
)
, (6.7)
repeating the argument from Section 6.1 we get:
Pm0 ≤ 2−t + 2n ·maxa,u P
{
m∑
k=1
akxki = ui, n0 < i ≤ n
}
(6.8)
where the maximum is over all vectors a = (ak) with all nonzero coefficients, and over all
vectors u = (ui) with ±1 coefficients.
Step 3: Applying the Littlewood-Offord Lemma. The Littlewood-Offord Lemma (Lemma 5.3
and Lemma 5.2) can help us bound each probability term in (6.4). Indeed, since all ak and
ui are nonzero, we get for each i:
P
{
m0∑
k=1
akxki = ui
}
≤ P (m0 + 1) ≤ 3
8
.
Since all n− n0 such equations in (6.8) are stochastically independent, this implies:
Pm0 ≤ 2−t + 2n
(3
8
)n−n0
.
Now is a good time to select a value for n0. Let us set:
n0 = 0.1n. (6.9)
This choice guarantees that 2n(3/8)n−n0 ≤ (0.82)n. Furthermore, since t ≤ n/4 by assump-
tion, we have (0.82)n ≤ 2−t. Thus we conclude that:
Pm0 ≤ 21−t.
Step 4: Unfixing the pattern of non-zero coefficients. In the beginning of the proof, we
made a simplifying assumption that the support of the coefficient vector a = (ak) be the set
[m0]. The same argument holds if we replace [m0] by any other subset of [m] of cardinality
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m0. Thus, taking the union bound over all
(
m
m0
)
ways of choosing the support of a, and over
all m0 ∈ [2, n0.01] allowed sizes of the support, we obtain:
Pshort ≤
n0.01∑
m0=2
(
m
m0
)
Pm0 ≤
(
m
n0.01
)
21−t.
Recall that n, t and m < log
(
n
≤d
)
are sufficiently large, so using elementary bounds on the
binomial coefficients (Lemma A.1 in the Appendix) we get:
log
(
m
n0.01
)
≤ 2n0.01d log n ≤ t/2
by the assumption on t. This allows us to conclude that:
Pshort ≤ 2t/221−t = 21−t/2 ≤ 2−t/3.
Step 4: Checking the bound on m0. It remains to be checked that our choice of n0 is
consistent with the bound (6.7). Note that using elementary bounds on binomial coefficients
(Lemma A.1):
log
(
n0
≤ d
)
≤ d log(en0) ≤ d log n ≤ 0.01n
3
=
n0
3
by our assumption on d. Similarly:
t ≤ 0.001n ≤ 0.01n
3
=
n0
3
.
This yields: (
n0 − log
(
n0
≤d
)− t
≤ d
)
>
(
n0/3
≤ d
)
≥ n0
3
≥ 0.01n ≥ m0
where the last inequality follows for large n from the constraint m0 ≤ n0.01. Thus we have
checked that (6.3) is valid, completing the analysis of the case of short combinations.
Step 5: Conclusion of the proof of Theorem 4.2. Combining our results for long and short
combinations, we obtain that the overall failure probability is at most
Plong + Pshort ≤ 21−t + 2−t/3 ≤ 2−t/4
for sufficiently large t. This concludes the proof of Theorem 4.2. 
7. Proof of Corollary 1.2
We will derive both lower and upper bounds from Theorem 1.1. Let us start from the
lower bound, which is much simpler.
7.1. Lower bound. Note that(
n
≤ d
)
>
(
n
d
)
=
n(n− 1) · · · (n− d+ 1)
d!
>
(n− d)d
d!
=
(
1− d
n
)d · nd
d!
.
Then Theorem 1.1 yields
log2 T (n, d) >
[(
1− C
log n
)(
1− d
n
)]d · nd+1
d!
≥
(
1− 2C
log n
)d · nd+1
d!
,
The last inequality holds whenever d/n ≤ C/ log n; if C is sufficiently large, this always holds
in the range 1 ≤ d ≤ n0.9. Rename 2C to C to complete the proof of the lower bound in
Corollary 1.2.
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7.2. Upper bound: five cases. As we are about to show, the upper bound in Corollary 1.2
holds in the entire range n > 1, 1 ≤ d ≤ n. The argument will again follow from Theorem 1.1
together with fine estimates of binomial sums. The desired inequality is exact and holds even
for small values of d and n. The argument is elementary but somewhat long since several
different cases must be considered.
Our reasoning will be different depending on whether the numbers n and d are small or
large, and also on the size of the ratio n/d. These distinctions break the argument into five
cases, which are summarized in Figure 4 below. As we see from the figure, the critical ratio
for n/d in the argument is given by:
α = 3.0528. (7.1)
Figure 4. The proof has five cases, which are determined by the five regions the points
(n, d) belong to. In region 1, the bound is trivial since it exceeds the number of all
Boolean functions. In regions 2 and 3, the result is derived using fine approximations
of binomial sums. In the finite regions 4 and 5, the bound is tested numerically by
computer for all pairs (n, d) in those regions.
7.3. Case 1: 8 ≤ n ≤ αd. We are going to check that in this range:
nd+1
d!
> 2n. (7.2)
This would trivially yield the upper bound in Corollary 1.2, since T (n, d) is bounded by the
total number of Boolean functions 22
n
. And this would yield:
log2 T (n, d) ≤ 2n <
nd+1
d!
.
In order to show (7.2), Stirling’s approximation can be used to check that the bound:
d! ≤ (d/e)d
√
d e (7.3)
holds for all positive integers d, and so we have:
nd+1
d!
≥
(en
d
)d n
e
√
d
>
(en
d
)d
.
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In the last step, we used that n
e
√
d
> 1 due to the constraints n ≥ 8 and d ≤ n. Thus, in
order to complete the proof in this case, it suffices to show that(en
d
)d ≥ 2n.
Taking logarithms on both sides, we see that this is the same as showing that
log2(ex) ≥ x where x = n/d.
A quick check shows that log2(ex) ≥ x for all values x ∈ [1, α] where α = 3.0528 as in
(7.1). It remains to note that the specific value x = n/d falls into the interval [1, α]: the
lower bound holds since d ≤ n, and the upper bound is exactly our assumption that n ≤ αd.
The proof in Case 1 is complete.
7.4. Case 2: n > αd, d ≥ 36. In this regime, we use Theorem 3.3. To simplify its conclusion,
let us find a convenient bound on:
m =
(
n
≤ d
)
.
Lemma A.3 gives:
m ≤ n
d
d!
· n+ 1− d
n+ 1− 2d.
Furthermore, we have:
n+ 1− d
n+ 1− 2d = 1 +
d/n
1 + 1/n− 2d/n ≤ 1 +
d/n
1− 2/α
where the last inequality follows since 1/n ≥ 0 and d/n ≤ 1/α. Thus:
m ≤
⌊
nd
d!
(
1 +
d/n
1− 2/α
)⌋
=: m0. (7.4)
Using Theorem 3.3, we obtain:
T (n, d) < 2
(
2n
≤ m0
)
≤ 2
(
e2n
m0
)m0
,
where we used Lemma A.1 in the last step. Thus:
log2 T (n, d) < 1 +m0 (log2 e+ n− log2m0) . (7.5)
To proceed, we need a convenient lower bound on log2m0. The definition of m0 and
Stirling’s approximation (7.3) give:
m0 ≥ n
d
d!
≥
(en
d
)d 1√
d e
,
so:
log2m0 ≥ d log2
(en
d
)
− 1
2
log2 d− log2 e
≥ d log2(eα)−
1
2
log2 d− log2 e (since n > αd by assumption).
Substituting this lower bound and the definition (7.4) of m0 into (7.5), yields:
log2 T (n, d) < 1 +
nd
d!
(
1 +
d/n
1− 2/α
)
(n− f(d))
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where
f(d) := d log2(eα)−
1
2
log2 d− 2 log2 e.
Redistributing the powers of n, this is the same as:
log2 T (n, d) ≤ 1 +
nd+1
d!
(
1 +
d/n
1− 2/α
)(
1− f(d)
n
)
.
We claim that:
f(d) ≥ d
1− 2/α for all d ≥ 36. (7.6)
By definition of f(d), we can write this desired inequality as:(
log2(eα)−
1
1− 2/α
)
d− 1
2
log2 d− 2 log2 e > 0. (7.7)
Since α = 3.0528 by (7.1) and since 2 log2 e ≈ 2.88539, this inequality is (slightly) weaker
than:
0.1528d− 0.5 log2 d− 2.8854 ≥ 0.
A quick verification shows that this inequality holds for all real values d ≥ 36, so the claim
(7.6) is true.
Using (7.6) we obtain:
log2 T (n, d) < 1 +
nd+1
d!
(
1 +
d/n
1− 2/α
)(
1− d/n
1− 2/α
)
= 1 +
nd+1
d!
(
1−
(
d/n
1− 2/α
)2)
=
nd+1
d!
+ 1− n
d+1
d!
(
d/n
1− 2/α
)2
.
Now, by (7.1) 0 < 2/α < 1, so (1− 2/α)2 < 1. Thus:
nd+1
d!
(
d/n
1− 2/α
)2
>
nd+1
d!
(
d
n
)2
=
nd−1
(d− 1)! · d ≥ 1
since n ≥ d ≥ 1. This shows that:
log2 T (n, d) <
nd+1
d!
,
which completes the proof in Case 2.
7.5. Case 3: n ≥ 259, d ≤ 35. In this regime:
n
d
≥ 259
35
= 7.4.
Thus, we may repeat the argument of Case 2 for the larger, and thus better, value α = 7.4.
With this value of α, the inequality (7.7) is (slightly) weaker than:
2.9598d− 0.5 log2 d− 2.8854 ≥ 0.
It is easy to check numerically by computer that this inequality holds for all real values d ≥ 1.
The rest of the argument is identical to that of Case 2.
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7.6. Case 4: 8 ≤ n ≤ 258, d ≤ 35, n > αd. Theorem 3.3 and Lemma A.1 on the binomial
sum yield:
T (n, d) < 2
(
2n − 1
≤ m
)
≤ 2
(
e(2n − 1)
m
)m
.
Taking logarithms on both sides gives:
log2 T (n, d) < 1 +m log2
(
e(2n − 1)
m
)
=: t(n, d).
It is easy to check numerically by computer that:
t(n, d) ≤ n
d+1
d!
for all pairs (n, d) in the current range.
7.7. Case 5: 1 < n ≤ 7, 1 ≤ d ≤ n. This is similar to Case 4, except we will not use any
bounds on the binomial sum. As before:
T (n, d) < 2
(
2n − 1
≤ m
)
and it is easy to check numerically by computer that:
log2
[
2
(
2n − 1
≤ m
)]
≤ n
d+1
d!
for all pairs (n, d) in the current range.
The proof of Corollary 1.2 is complete. 
8. Further questions
The results and especially the methods of this paper lead to a number of interesting
directions for further study.
8.1. Polynomial capacity of sets. Given a finite set S of points in Rn, we can define the
capacity Cd(S) to be the base two logarithm of the number of different ways S can be split
by polynomials of degree d. We can derive some bounds on the polynomial capacity of sets.
Theorem 8.1 (Polynomial set capacity). Consider a finite subset S ⊂ Rn, where n > 1.
Then, for any degree 1 < d ≤ n, we have:
Cd(S) ≤ 1 + log2
( |S| − 1
≤ m− 1
)
≤ m log2 |S|,
where:
m =
(
n+ k − 1
≤ d
)
≤
(2en
d
)d
.
Proof. First, it is easy to see that the number of coefficients of a polynomial of degree d
in n variables x1, . . . , xn is given by m =
(
n+k−1
≤d
)
, including the constant term (bias). A
vector x ∈ Rn can be canonically and injectively mapped into a vector f(x) ∈ Rm−1 whose
components are the various monomials. Using this mapping, we can represent any polynomial
p(x) of degree d over Rn as a linear affine function over f(x). And vice versa, any linear
affine function over f(x) is a polynomial of degree d over x. For example, if d = 2, the vector
x = (x1, x2) ∈ R2 is canonically mapped to the vector f(x) = (x1, x2, x1x2, x21, x22) ∈ R5. Any
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polynomial p(x) = a0 + a1x1 + a2x2 + a12x1x2 + a11x
2
1 + a22x
2
2 over R2 is clearly an affine
function of f(x), and vice versa. Therefore:
Cd(S) = C1(f(S)) = C(f(S)).
We complete the proof by applying the known bounds on the capacity of sets with respect to
linear threshold functions (see [14]) to the set f(S) ⊂ Rm−1, noting that f(S) has the same
cardinality as S since f is injective. 
Note that if we apply Theorem 8.1 to the hypercube S = Hn, we get:
Cd(H
n) ≤ n
(2en
d
)d
,
which is somewhat weaker asymptotically than the result in [11] giving:
Cd(H
n) = Cd(n, 1) =
nd+1
d!
(1 + o(1)).
Note also that the general lower bound: 1 + log2 |S| ≤ Cd(S), and its improved version when
S is a subset of the Boolean cube ([14]: log22 |S|/16 ≤ Cd(S) are trivially satisfied. Thus an
open research area here is to obtain better estimates of the polynomial capacity of finite sets
of points, including subsets of the hypercube.
8.2. Polynomial threshold functions with high degrees. In this paper we determined
the asymptotic behavior of T (n, d), the number of n-variable polynomial threshold functions
with bounded or slowly growing degrees d. It would be interesting to find out what happens
if the degree d grows rapidly, for example linearly with n. It is plausible that the upper
bound on T (n, d) that we stated in Theorem 3.3 may be tight, and the following conjecture
mentioned by M. Anthony [5] could hold:
Conjecture 8.2. The number T (n, d) of n-variable polynomial threshold functions of degree
d satisfy
T (n, d) = (2− o(1))
(
2n − 1
≤ m− 1
)
where m =
(
n
≤ d
)
(8.1)
for all degrees 1 ≤ d ≤ n as n→∞.
This conjecture might be too strong and it possibly holds only after we take logarithms on
both sides of (8.1).
For bounded or mildly growing degrees d, Conjecture 8.2 easily implies the main result of
this paper, Theorem 1.1. For d = n/2, Conjecture 8.2 and a careful asymptotic analysis of
the bound (8.2) implies the Wang-Williams conjecture mentioned in the introduction, which
states that most Boolean functions can be expressed as polynomial threshold functions of
degree n/2 (see [5]). Finally, for d = n, Conjecture 8.2 is trivial. In this case it gives
T (n, n) = 22
n
, which is equivalent to the fact that all Boolean functions are polynomial
threshold functions of degree at most n.
8.3. Polynomial threshold functions with restricted coefficients. In some applica-
tions (e.g. discrete synapses in neural networks), it is useful to consider polynomial threshold
functions f(x) = sgn(p(x)) where p(x) is required to have bounded, discrete, or positive
coefficients.
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8.3.1. Integer coefficients. By an easy perturbation argument, we can always force p(x) to
have integer coefficients. How large are these coefficients? If d = 1, i.e. in the case of linear
threshold functions, all coefficients of p(x) are bounded by nn/2+o(n). This bound is tight due
to results of J. H˚astad [38] and N. Alon and V. Vu [4]. For any higher degree d ≥ 2, a similar
result is described in [73].
Beyond these results, it may be natural to look for a bound on the coefficients of p(x)
that holds for most (or many) polynomial threshold functions f(x) = sgn(p(x)), e.g. for
2(1+o(1))n
d+1/d! of them. What is then the optimal bound? Is it significantly smaller than
nn/2+o(n), the bound that holds for all functions f(x)? This question seems to be open for
all degrees including d = 1.
A related problem is when we require the integer coefficients of p(x) to be bounded by a
given number M . How many polynomial threshold functions f(x) = sgn(p(x)) can be gen-
erated with this restriction? What if we consider polynomials p(x) with all ±1 coefficients?
Since each such polynomial consists of
(
n
≤d
)
monomial terms and each term is assigned an
±1 coefficient, there are at most 2( n≤d) polynomials with ±1 coefficients. Thus the number of
corresponding polynomial threshold functions is bounded by 2(
n
≤d). Is this bound asymptot-
ically tight? It is easy to check that the answer is positive for d = 1, but for higher degrees
the problem is non-trivial.
8.3.2. Positive coefficients. In some other situations (e.g. excitatory neurons in neural net-
works), it is natural to consider polynomial threshold functions f(x) = sgn(p(x)) where the
polynomials p(x) have positive coefficients. How many polynomial threshold functions can
be generated with this restriction?
For d = 1, one can answer this question easily by leveraging the symmetry of the Boolean
cube {−1, 1}n with respect to signs. Due to this symmetry, the number of homogeneous
linear threshold functions f(x) = sgn(a1x1 + · · · anxn) whose coefficients ak follow a given
sign pattern is the same for each pattern. It follows that
T¯+(n, 1) =
T¯ (n, 1)
2n
where T¯ (n, 1) denotes the number of homogeneous linear threshold functions, and T¯+(n, 1)
denotes the number of such functions with positive coefficients. Since log2 T¯ (n, 1) = n
2 −
o(n2), we get
log2 T¯
+(n, 1) = n2 − o(n2)− n = n2 − o(n2).
However, for higher degrees d ≥ 2, the symmetry argument fails and the problem remains
open.
8.4. Connections to information theory. The main result of this paper, Theorem 1.1,
implies that we need essentially nd+1/d! bits to communicate a polynomial threshold function
of degree d. This can be viewed as nd/d! binary vectors of dimension n and can intuitively
be understood as communicating nd/d! support vectors, that is the nd/d! vectors of the
Boolean hypercube that are closest to and on one side of the corresponding separating surface
p(x) = 0. Thus in this case, the set of vectors depends on the function and thus it needs
to be be communicated. However we may consider fixing a set of vectors in advance – one
set for any function being communicated. In this scheme, we need to send only the value of
the function f(x) on this set. How well will such a scheme work? How large does the set
of vectors needs to be for exact or approximate communication of any (or most) polynomial
threshold functions of a given degree d?
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8.5. Boolean networks. In neural networks and other applications, one is interested in the
behavior of entire networks (or circuits) of polynomial threshold functions, rather than single
polynomial threshold functions. For a given circuit, one would like to estimate the number
of different Boolean functions that can be realized using different weights. This question has
seemed hopeless for a long time but we believe the results presented here can be used to make
some progress, at least in the case of particular circuits that are widely used in applications.
Results in this direction are described in [13, 14] where we show how to estimate the number
of functions that can be computed by fully connected networks, as well as shallow and deep
layered feedforward networks of polynomial threshold gates.
8.6. The geometry of boolean threshold functions. As we noted in Section 2, homo-
geneous linear threshold functions correspond to the regions of the hyperplane arrangement
x⊥, x ∈ {−1, 1}n. These regions are polyhedral cones in Rn, and to study their geometry
it is convenient to intersect them with the unit Euclidean sphere. Thus we are looking at a
decomposition of the sphere by 2n central hyperplanes. From (1.1) we know that there are
approximately 2n
2
regions in this decomposition. What else do we know about them? For
example, what is the distribution of their area? We can of course ask the same questions for
d > 1 as well.
These problems are related to the classical study of random Poission tessellations in sto-
chastic geometry [23]; see also [72] for random tessellations on the sphere. However, the main
new challenge here is to handle the discrete distribution induced by the Boolean cube.
Appendix A. Bounds on binomial sums
Throughout the main body of this paper, we repeatedly used the following elementary and
well known bounds on binomial sums.
Lemma A.1 (see e.g. Exercise 0.0.5 in [101]). For any integers 1 ≤ d ≤ n, we have:(n
d
)d ≤ (n
d
)
≤
(
n
≤ d
)
≤
(en
d
)d
.
Lemma A.2. For any integers d and n such that 1 ≤ d ≤ n/2 and for any integer 1 ≤ k ≤
n− d+ 1, we have: (
1− 2k
n
)d( n
≤ d
)
≤
(
n− k
≤ d
)
≤
(
n
≤ d
)
.
Proof. Let us first prove a similar but simpler fact for binomial coefficients:(
1− 2k
n
)d(n
d
)
≤
(
n− k
d
)
≤
(
n
d
)
(A.1)
The upper bound is non-trivial. To prove the lower bound, combine the terms in the definition
of the binomial coefficients and get:(
n−k
d
)(
n
d
) = d−1∏
i=0
(
1− k
n− i
)
≥
(
1− k
n− d+ 1
)d
.
Since n− d+ 1 ≥ n/2, the lower bound in (A.1) follows.
Next, we can deduce the conclusion of the lemma from (A.1) as follows:
d∑
i=1
(
n− k
i
)
≥
d∑
i=1
(
1− 2k
n
)i(n
i
)
≥
(
1− 2k
n
)d d∑
i=1
(
n
i
)
,
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which is the lower bound we claimed. 
Lemma A.3. For any integers 1 ≤ d ≤ n/2, we have:(
n
≤ d
)
≤
(
n
d
)
n+ 1− d
n+ 1− 2d.
Proof. Let us bound the ratio(
n
≤d
)(
n
d
) = (nd)+ ( nd−1)+ ( nd−2)+ · · ·(n
d
)
= 1 +
d
n− d+ 1 +
(
d
n− d+ 1
)(
d− 1
n− d+ 2
)
+ · · ·
≤ 1 + d
n− d+ 1 +
(
d
n− d+ 1
)2
+ · · ·
=
n+ 1− d
n+ 1− 2d (by summing the geometric series).
This proves the lemma. 
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