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1. Consider the almost linear system of first order differential 
equations 
x’ = Ax +f(t, x), (1) 
for t > 0, where x and f are n-dimensional vectors, A is a constant 12 x 21 
matrix, andf(t, x) is continuous in (t, x) for t > 0, / x 1 < co. Here j] denotes 
any convenient vector norm. We are concerned with the asymptotic relation- 
ships between the solutions of (1) and those of the unperturbed linear system 
y’ = Ay (4 
One question frequently posed concerning the relationship between (1) 
and (2) is that of asymptotic equivalence: Given a solution z(t) of (1) does 
there exist a solution y(t) of (2) such that 
I 4t> -Y(t)1 = o(l), t-+cm, (3) 
and conversely, given a solution y(t) of (2) does there exist a solution x(t) of 
(1) such that (3) holds9 Results on this problem may be found in papers by 
Levinson [13], [14J, Weyl 1221, Brauer [2], [Fj, Onuchic [16j, [17], Hale and 
Onuchic [7], Kato [12], and Brauer and Wong [4]. A good account of earlier 
* This research was supported in part by the U. S. Army Research Office, Contracts 
No. DA-31-124-ARO-D-268 and DA-31-124-ARO-D-462. 
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developments in this area may be found in the book by Sansone and Conti [Is]. 
Another question concerns the relative asymptotic growth of solutions of 
the two systems. We find it convenient to break this question down into the 
following two problems: 
(PI) For each solution y(t) of (2) h s ow that there exists a solution x(t) 
of (1) such that 
I X(t) - YP>l = 41 YW t+ CD. (4) 
(Pa) For each solution x(t) of (1) h s ow that there exists a solution y(t) of 
(2) such that (4) holds. 
These problems have been studied in papers by Dunkel [6], Hartman and 
Wintner [IO], [ZZ], Szmydt [20], [21], Olech [15], Hartman and Onuchic 
[9], and Onuchic [I??]. In these results it is usually assumed that the perturbing 
term f(t, X) is either small compared to / x 1 for sufficiently small 1 x / or 
small for sufficiently large t and all X. In our previous work [4], we have 
attempted to relax the requirements on f to include nonlinearities obeying a 
condition of the form 
where +(t, r) is a continuous scalar function for t > 0, r > 0 which is 
monotone non-decreasing in r for each fixed t. However, in [Jj we considered 
only the question of asymptotic equivalence of (1) and (2). Here we shall 
discuss the question of relative asymptotic growth, that is the problems 
PI) and (Pa). 
Theorem 1 below is a generalization of the basic result of Levinson [Z.?] 
on asymptotic equivalence, that if ]f(t, x)] < h(t)1 x: j where jr A(t) dt < 0~) 
and all solutions of (2) are bounded, then (1) and (2) are asymptotically 
equivalent. Theorem 2 gives a reduction of the problem of asymptotic 
growth to the problem of asymptotic equivalence, and in particular gives a 
solution of the problem (PI). Theorem 3 is concerned with the problem (Pa) 
and shows that for certain higher nonlinearities analogues of the results 
given in the book by Coppel [.5] remain valid for solutions with sufficiently 
small initial values. Theorem 4 establishes that the systems (1) and (2) have 
the same Lyapunov type numbers under weaker integrability conditions 
than those required in Theorems 2 and 3. Finally, we present some examples 
demonstrating the application of our results to specific classes of problems. 
2. We begin with an asymptotic equivalence result on perturbations 
of a linear system with variable coefficients. This result, a generalization 
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of Theorem 11, C.hapter 3 of [5], will be used to study the problem (PI) 
Consider the system 
16’ = c(t) u + g(t, u), (6) 
where u and g are n-dimensional vectors, C(t) is an n x n matrix function 
continuous for 0 < t < co, and g(t, u) is continuous in (t, U) for t > 0, 
/ zc 1 < co. We compare (6) with the unperturbed linear system 
v’ = C(t) v (7) 
THEOREM 1. Let V(t) be a fundamental matrix for (7). Suppose that there 
exist supplementary projections PI , Pz and a positive constant K suclz that 
I V(t) Pl Ws)l d K O<s<t 
I V(t) P,V-l(s)\ < K, O<t<s 
(8) 
and liq+, V(t) PI = 0. Suppose also that g satisfes 
I g(4 4 < q4 I u I), 19) 
zuhere Y(t, Y) is a continuous scalar function for 0 < t < co, 0 < r < M) 
zchich is monotone nondecreasittg in Y for each fkxed t and satisfies 
c 
m Y(t, c) dt < CD 
‘0 
for every c > 0. Then to each bounded solution v(t) of (7) there corresponds a 
solution u(t) of (6) such tlzat 
pJu(t> - v(t)] = 0. (11) 
Conversely, to each bounded solution u(t) of (6) th eye 
of (7j such that (11) holds. 
corresponds a solution v(t) 
pro@. We fix to > 0 and for every continuous bounded vector-valued 
function zc(t) we define the norm 
Let v(t) be a bounded solution of (7) with 11 ZI I/ < p for some positive constant 
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p > 0. We define B,, = {w / I( w I/ < p}. For u E B,, we define the integral 
operator 
T%(t) = v(t) + /IO V(t) PIV-‘(s)g(s, u(s)) ds 
- .r m V(t) P2 V-‘(s) g(s, u(s)) ds t 
for t > t,, . We now choose t, sufficiently large that 
(13) 
which can be done because of (10). For u E B,, , v E B, we have 
so that 3% E B,, . We next show that B is continuous. For each E > 0 we 
pick tl > to such that K St !P(s, 2~) ds < l a . If u, E B,, and u%(t) --+ u(t) 
uniformly on any finite interval, then 
II 9% - 9% II < K f; I g(s, zc,(s)) - g(s, u(s))/ ds + E 
Since U,(t) -+ u(t) uniformly on any finite interval [to , t,] and u, E B,, , 
it follows that g(t, un(t)) + g(t, u(t)) uniformly on the same finite interval, 
and we see that 
Since E is arbitrary, we conclude that S&(t) + Su(t) uniformly on any 
finite interval, and thus that ‘3 is continuous. For fixed v E B, ,3u is uniformly 
bounded for all u E B,, since 9% E B,, . Since v is a solution of (7), 9% is a 
solution of 
x’ = C(t) z + g(t, u(t)) (14) 
and therefore has a uniformly bounded derivative on any finite interval. 
Thus the family of functions 9(B,) is equicontinuous and the hypothesis 
of the Schauder fixed point theorem is satisfied. Consequently, the operator 
equation 9% = u has a solution u(t) in B,, . This solution, because of (14), 
is a solution of (6). From (12) we see that 
1 u(t) - v(t)1 < ) j-” v(t) PlV-l(s) &, u(s)) ds j + K j-m Y(s, 2p) ds. (15) 
0 t 
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The first integral on the right hand side of (15) may be estimated as follows. 
j j-1 v(t) PIV-l(s) g(s, u(s)) ds j 
< / V(t) PI 1 f’ j v-l(s)g(s, u(s))] ds -5 K 1” Y(s, 2p) ds. 
0 t1 
For any E > 0, we choose tr so that 2K jt Y(s, 2~) cls < E. We then pick 
t2 3 tl so that for t > t, , 
J V(t) PI 1 f’ j v--1(s)g(s, zL(s))l ds < 42. 
0 
Because of (lo), the second integral on the right hand side of (15) can be 
made arbitrarily small by taking t large enough. Since E is arbitrarily, (11) 
follows. 
The proof in the other direction is simpler. Let z&(t) be a bounded solution 
of (6) and define 
a(t) = u(t) - r” V(t) PIF1(s) g(s, u(s)) ds 
- to 
+ J-y v(t) P:,V-l(s) g(s, u(s)) dss. (16) 
It is easy to see that v(t) defined by (16) is a solution of (7). Since u(t) is 
bounded, it follows from (10) that v(t) is also bounded, and this completes 
the proof of Theorem 1. 
We note that the condition (8) is satisfied if C(t) is a constant matrix whose 
eigenvalues with zero real part are of simple type. We obtain the following 
corollary to Theorem 1, which is a natural extension of the theorem of 
Levinson [Z3] mentioned above. Levinson’s result is the special case in which 
k = 1 and all solutions of (2) are bounded. 
COROLLARY. Suppose that f(t, x) satisjes 
if(f, 41 < WI x IP (171 
for some k > 0 ~zvith ST h(t) dt < co. Suppose that all eigenvalrues of A with 
zero real part are of simple type. Tbt to each bozmded solution x(t) af (1) there 
corresponds a solution y(t) of (2) such that 
pi [x(t) -y(t)] = 0. (18) 
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Conversely, to every bounded solution y(t) of (2) there corresponds a solution 
x(t) of (1) such that (18) holds. 
Proof. We simply apply Theorem 1, taking PI to be the projection which 
corresponds to eigenvalues of the matrix -4 with negative real parts, and 
taking Pz to be the projection which corresponds to eigenvalues of A with 
zero or positive real parts. 
3. We are now ready to attack the problem (PI). 
THEOREM 2. In the Jordan canonicalform of A, let m > 0 be the maximum 
order of those blocks which correspond to eigenvalues of A with real part equal 
to p. Let y(t) be a solution of (2) which is not iderztically zero and whiclz is of 
order at most theut, that is 
lim+$up t-he-Ut( y(t)1 < 00, 
where h is an integer, 0 < h < m. Suppose that f(t, x) satisfies (5), where 4 
satisfies 
s 
m 
tnz-h-le-ut$(t, cthewt) dt < to (20) 
for every c > 0. Then there is a solution x(t) of (1) such that 
x(t) = y(t) + o(t”eUt), t-+m. (21) 
Proof. This result generalizes Theorem 4, Chapter 4 of [5], which treats 
the special case $(t, r) = h(t) Y. Th e p roof is similar to that in [.5], but for 
the sake of completeness we sketch the proof. Without loss of generality, 
we may assume that A is in Jordan canonical form, 
where Ji is a square matrix of order mi with hi on the diagonal, 1 on the 
subdiagonal, and 0 elsewhere, RXi = p. (i = l,..., s). Also A, is a square 
matrix of order p, with all eigenvalues having real part less than p and A, 
is a square matrix of order p, with all eigenvalues having real part greater 
than p. Here m = maxlgiGsmi. Let D,(t) = diag[l, t,..., t”-l] and make 
the change of variable x = T(t) a, where 
and 
T = Tl @ .** @ T, @ eUtIsl @ eutIVe 
T,- = th+l-m*ebJ~Dm,(t), (i = 1, 2 ,..., s). 
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It is easy to verify that the matrix T(t) and its inverse satisfy the estimates 
/ T(t)\ = O(t%+), 1 T-l(t) = O(tnz-h-le--ut), (t -+ co). 
With the change of variable x = T(t) U, the perturbed system (1) takes the 
form 
24’ = C(t) u + g(4 u), (6) 
where 
C(t) = F(t) AT(t) - T-l(t) T’(t) 
= t-IF1 @ **- + t-IF, 0 6% - P4JJ 0 (4 - d,*) (22) 
with Fi = diag[mi - 11 - 1, - 12 - 2 -121, (i mi ,..., = 1, 2 s), ,..., and 
g(4 4 = T-Yt)f(t, T(t) 2.4. (23) 
By a rearrangement of coordinates we can write 
where 
C(t) = (“b’“’ &) 3 
C,(t) = t-l$ ( 
0 A, -- y& 1 ’ (i= 1,2) 
and A, , A, are diagonal matrices whose entries are all negative and non- 
negative integers respectively. Then for the unperturbed system (7) we 
obtain the fundamental matrix 
et(Ai-iJ,i) 9 O ) (i = 1,2) 
Corresponding to this partitioning of V(t), we can easily introduce two 
projections PI and Pz for which (8) is satisfied and lim,,, V(‘(t) PI = 0. 
We note also that 
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for some constants fil, , Mz . Let y(t) be a nontrivial solution of (2), which 
can be represented as y(t) = @y(O). For y(t) to satisfy (19), the initial vector 
y(0) must have the form y(0) = q @ a-- @ u, @ b, @ 6, , where 4 is 
arbitrary, b, = 0, and ai has its first (mi - h - 1) coordinates zero 
(i = 1,2,..., s). It follows from the definition of T(t) that v(t) = T-l(t) y(t) 
satisfies lim s~p~+~ 1 v(t)\ < 00. Since (23) and (20) imply (lo), an application 
of Theorem 1 to the systems (6) and (7), with C(t) and g(t, u) given by (22) 
and (23) respectively, gives 
which proves (21). 
We note that if the solution y(t) of (2) is of exact order Peut, that is 
0 < liy@f t-he--ntl y(t)! < li;:zup t+Ptl y(t)\ < a, -+ 
then the conclusion (21) may accordingly be strengthened to 
44 = y(t) + o(! Y@)O, (t----F a> (24) 
If4(t, r) has the special form+(t, Y) = x(t) r 6, where k 2 0, the integrability 
condition (20) becomes 
s m t’“-l’h’~~-le~‘~-l’t~h(t) d’ < ~0 (25) 
This gives the following result. 
COROLLARV 1. Let TV, m, and y(t) be as in Theorem 2. Suppose that 
j(t, 41 < WI x I6 
where k > 0 and (25) is satisjed. Thert there is a solution x(t) of (1) such that 
(21) holds. 
Again, if y(t) is of exact order t h e lrt, then (21) can be strengthened to (24). 
In the special case when f(t, X) is linear in X, f(t, X) = B(t) X, Theorem 2 
implies the following two corollaries (cf. Onuchic [18]). 
COROLLARY 2. Let Y(t) = (yl(t), y.Jt),..., y,(t)) be the jundumental matrix 
of (2) with Y(t,,) = I, and let X(t) = (xl(t), x*(t),..., xJt)> be a matrix OS 
solutions of 
x’ = Ax + II(t) x (26) 
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sativfying 
xi(t) - Y&) + 41 YiWl), (t --+ co)(i = 1, 2,..., n). 
Then X(t) is a fundamental matrix of (26). 
(27) 
Proof, Suppose that the set xl(t),..., x,(t) is linearly dependent, so that 
there exist constants c, ,..., c, , not all zero, such that ~~=r c,xi(t) = 0 for all 
t >, t, . We may suppose that yi(t),..., y,(t) are solutions of (2) such that 
yi(t) = o(\ yj(t)\) for j <p if i > p and ci f 0. Let x:‘)(t) denote the kth 
component of xi(t) and observe that from (27), 
o = Cbl w?'(t) 
j =& cj yj(t)i + O(l), 
k = 1, 2,..., 22; t-i- co. cw 
Let (tn> be any sequence which tends to +60 as n -+ co. Since all finite- 
dimensional vector norms are equivalent, we may for convenience use the 
maximum norm, / x(t)\ = rnaxlGkGt2, / x(“)(t)l. For each n there exists k, 
such that xyZ1 cj y~~‘=‘(t,,J = & ( Cf=, cj yj(tJl. Thus there must exist 
one component k, and a subsequence (tnj> such that xF=, ~~y~‘~~(t~~,) = 
j C%, ci yi(t, .>I. Substituting t = t, in (28) and letting j + co, we obtain 
a contradict&i, and this proves the3corollary. 
COROLLARY 3. Let p > 0 be the maximum order of all blocks in the Jordan 
canonical form of A and suppose that B(t) satisfies 
J 
.m 
t”-‘1 B(t)/ dt < 03 (2% 
Then for every nontrivial solution x(t) of (26) th eye exists a solution y(t) of (2) 
such that (4) holds. 
Proof. Let xi(t) be a solution of (26) which satisfies (27) for i = l,,.., 7~. 
(Since (29) implies (20) in this case, the existence of xi(t) follows from 
Theorem 2.) Let x(t) be a solution of (25). Since xl(t),..%, x,,(t) is a fundamental 
set of solutions for (26) by Corollary 2, we may write 
$t) = zg* C&(t) = fl CiY&> I- 0 (g CiY&i) 7 (t+ a> 
for some set of constants cr ,..., c,~ , not all zero. Consequently the function 
y(t) = zF=, ciyi(t) is a solution of (2) and satisfies (4). 
It should be noted that Corollary 3 provides a solution of the problem (P.J 
in the case of a linear perturbing term. 
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Theorem 2 also yields the following result, due to Hartman and Wintner 
LZO 
COROLLARRP 4. IB the Joydan canonical form of A, let m. > 0 be the 
maximum order of those blocks which correspond to e&envalues with real part 
p < 0, and let y(t) b e a solution of (2) satisfying (19). Suppose that f(t, x) 
satisfies 
If(C 41 6 X(1 x’ I) 
for t b t, , where X((Y) is a nondecreasing function of Y satisfuing 
- I Y-21 log Y / “-1X(]? dr < co +o (30) 
Then the perturbed system (1) has a solution x(t) safisj@ng (21). 
Proof. In view of Theorem 2, it suffices to prove the convergence of 
the integral 
I,= m 
s 
tm-h.-le-ptX(Ctherrt)dt 
for every c, as this is the condition (20). We make the change of variable 
r(t) = ctheut, noting that for sufficiently large t, / log Y / > (p/2) t and 
dr/dt > (p/2) Y. Using these estimates in 1, , we find that IG is bounded 
above by some constant multiple of the integral in (30) which converges by 
hypothesis. 
To discuss the asymptotic relationship between the solutions of (1) and 
(2) further, we must require that the perturbing term f(t, x) satisfies 
1 f(t, x)1 = 0( 1 x I) as 1 x 1 + 0. More specifically, we assume that the function 
+(t, I) in (5) may be written in the special form 4(t, r) = rO(t, r), where 
B(t, r) is a continuous scalar function for 0 < t < 03, 0 < r < CO which 
is monotone nondecreasing in r for each fixed t. Let 01 be the largest real part 
of an eigenvalue of A, and let a be the maximum order of those blocks in the 
Jordan form of A which correspond to eigenvalues with real part 01. We can 
now give the following result concerning the problem (PI). 
COROLLARY 5. Let 01 and a be as defined above and let p be the maximum 
order of all blocks in the Jordan form of A (as in Corollary 3). Suppose that 
f(t, x) satisfies 
If@, x)1 < I x I w, I x I), (31) 
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.where e(t, r) is monotone nondecreasing in r for each jixed t and 
I rm tp-le(t, cta-leort) dt < 00 (32) 
for every c > 0. Then to every solution y(t) of (2) there corresponds a solution 
x(t) of (1) such that (4) holds. 
Proof. We simply apply Theorem 2 with (b(t, 7) = rS(t, t). The condition 
(32) implies (20) for every admissible p, IIZ, and 12. 
4, Before we can give results, corresponding to those obtained 
in Section 3, for the problem (PJ, we must obtain an a priori bound for 
solutions of (1) in terms of solutions of (2) 
LEMMA 1. Let 01 be the largest real part of an eigenvalue of A and a the 
maximum order of those blocks in the Jordan canonical form of A corresponding 
to eigenvalues with real part 01. Suppose that f(t, x) satisfies (5) with 
s 03 e-%#(t, eta--lest) dt < CC (33) 
for every positive constant c. Then for every solution x(t) of (I) with suflciently 
small initial value 1 x(t,)l, there exists a constant M > 0 such that 
(t > h), (34) 
for some t, 2 t, . 
Proof. Let Y(t) be a fundamental matrix of (2). It satisfies 
j Y(t)( < MOP--lest (35) 
for sufficiently large t, say t > t, . We write (1) in the equivalent integral 
equation form 
X(t) = Y(t) [x(4,) + jlo Y-l(s)f (s, .x(s)) ds] (36) 
Estimating (36) with the aid of (35) we have 
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or 
PaePt[ x(t)\ < Al&l x(t,)( + MO 11, (1 - *)~-‘e-%#(~, [ +)I) 1zs 
for t > tl > t, + 1. By the comparison principle for bounds for solutions 
of integral inequalities (see [I], or [S]; p. 29), tl-Qe-at ] x(t)1 is no greater 
than the maximal solution of the differential equation 
r’ = -oe-nt$(t, ta-leolty), %) = 4l I &)I (37) 
for some constant &?s > MO, when restricted to sufficiently large values 
of t. To show that solutions ,r(t) with sufficiently small initial values satisfy 
(34), it suffices to prove that (37) has b ounded solutions for sufficiently 
small initial values r(t,). The differential equation (37) is equivalent to the 
integral equation 
r(t) = MO1 x(&,)1 + I&, /lo ecES#(s, a-lea+(s)) ds (38) 
Now, given any constant c > 0 we can choose to large enough and 1 x(t& 
small enough that (38) h as a bounded solution r(t), with ( r(t)\ < c. The 
argument, via the Schauder fixed point theorem, is similar to that given in 
Theorem 1, and will not be repeated here. 
Two special cases of Lemma 1 are of interest, namely the cases &t, r) = 
x(t) rk: for K > 0 and +(t, r) = h(t) T. We see that if jf(t, x)/ < h(t)] x IL 
with s” t. - e h(a l) a(n-l)th(t) dt < co, the estimate (34) is valid for solutions 
with sufficiently small initial values. Also, if /f(t, x)I < h(t)1 N 1 with 
srn ta-lb(t) dt < co, the estimate (34) is valid for all solutions of (1) since 
in this case all solutions of (38) are bounded. 
We can now obtain a partial converse to Corollary 5 of Theorem 2, a 
partial solution to the problem (P,). 
THEOREM 3. Letp be t?ze maximum order of all blocks in the Jordan canonical 
form of the matrix -4, and a the maximum order of those blocks which correspond 
to eigenvalues with largest real part 01. Suppose that f(t, x) satisfies (31) with 
e(t, r) satisfying (32) for every c > 0. Then to every solution x(t) of (1) with 
sq’jkiently small initial value there corresponds a solution y(t) of (2) such that 
holds. 
I x(t) - YP)l = 4 YW, (t - a>, (4) 
Proof. Let x(t) be a nontrivial solution of (1) with initial value small 
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enough for Lemma 1 to be applicable. (Note that Lemma 3 may be used 
since (32) implies (33).) We consider the linear system 
Z’ = AZ + B(t) 2: (3% 
with 
where xT denotes the transpose of x and [j // denotes the Euclidean norm. 
Because of (31) and (34), B(t) is a continuous matrix function with 
/I B(t)\\ < byt, .m+?““). 
Now, (32) shows that (29) is satisfied, so that we may apply Corollary 3 of 
Theorem 2. Thus there is a solution y(t) of (2) such that (4) holds. 
If the integrability condition (32) is not satisfied, the conclusion of Theorem 
3 may still hold for those solutions of (1) which do not grow too rapidly. 
Examination of the proof of Theorem 3 yields the following result. 
COROLLARY 1. Suppose thatf(t, x) sutisfis (31), and let x(t) be n solution 
of (1) which is known to satisfy an inequality of the form 
s cr tVl(t, I/ x(t)jlj dt < a 
Then there exists a solution y(t) of (2) such that (4) holds. 
The particular choice +(t, r) = A(t) yR, which corresponds to 6(t, 7) = 
A(t) yk-1 , yields the following results. 
COROLLARY 2. Let p, a, 01 be as in Theorem 3. Suppose that 
for some k > 1, where 
.m 
J 
t(a-l'(~-l)+p-le(g-l,uth(t) dt < co 
Then to every solution x(t) of (1) with su.ciently small values the corresponds 
a solution y(t) of (2) such that (4) holds. In the case k = 1, the conch&on holds 
for all solutions of(l), not only those with su.ciently small initial values. 
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COROLLARY 3. Let f(t, x) satisfy (40) for some k 2 1 and a function h(t) 
such that 
s 
io t(m-l)(~-l)+~lerr(k-l)~~(:h(t)dt < co 
for some ,u and some integer m > 0, where p is the maximum order of all blocks 
in the Jordan canonical form of A. Then to every solution x(t) of (1) which is 
known to satisfy an inequality 
1 x(t) J ,< ctm-lePt 
there corresponds a solution y(t) of (2) such that (4) holds. 
Finally, we consider asymptotic integration of (1) on a logarithmic scale. 
Detailed discussions of this topic may be found in the books by Coppel [.5l, 
Hartman [a], and Sansone and Conti [19]. We first note that Theorem 2 
implies that for a given I*, the real part of an eigenvalue of A, there exists a 
solution x(t) of (1) such that 
;z f log 1 x(t)1 = p 
On the other hand, Theorem 3 shows that for a given nontrivial solution 
x(t) of (1) with sufficiently small initial value, the limit (41) must exist and 
must be equal to the real part of an eigenvalue of A. These conclusions 
concerning (41) are actually valid under weaker integrability hypotheses 
than (32). Application of Theorem 5, Chapter 4 of [.5] with y(t) = e(t, x(t)), 
together with Lemma 1, gives the following result. 
THEOREM 4. Let 01 be the largest real part of an eigenvalue of A and let a 
be the maximum order of those blocks in the Jordan form of A which correspond 
to eigenvalues with real part 01. Suppose that f(t, x) satisjes (31), wlrere 0(t, r) 
satisfies 
F+% j
tt1 
9(s, c~-lea’~) ds = 0 (42) 
t 
for every c > 0. Then for every nontrivial solution x(t) of (I) with suficiently 
small initial value, the limit (41) exists and is equal to the real part of one of the 
eigenvalues of A. 
In particular, Theorem 4 is applicable if / f(t, x)1 < h(t)1 x Ik, where k > 1 
and 
tt1 
lim 
f tFx0 t 
s(a-l)(K-l)e(B-l)orsX(S) ds = 0 
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Just as in the case of Theorem 3, we can give an analogue of Theorem 4 
applying to those solutions x(t) of (1) for which 
s 
t+1 
lim 
t+m t 
qs, ] x(s)/ ds = 0 
In particular, if \f(t, x)] < h(t)\ x Ik, where k >, 1 and 
St+1 
lim I t-a, t 
S(m-l)(~-l)e(K-l)rrsX(S) ds = 0, 
then for every solution x(t) of (1) which is known to satisfy an inequality 
j x(t)1 < ctm--leut the limit (41) exists and is equal to the real part of an 
eigenvalue of A. 
5‘ We now give some examples demonstrating the various 
applications of the results developed in the preceeding sections. We consider 
first the fourth order equation 
div) - x =f(t, x), (43) 
where ]f(t, x)I < h(t)/ x lk f or some k > 0. We compare (43) with the 
unperturbed equation 
@iv) --y = 0. 
Applying Theorem 2, we see that if j” e-o-lJtX(t) dt < co, there is a solution 
xl(t) of (43) such that xl(t) et = 1 + o(1). If j” e(7c-1%i(t) dt < cx), there is 
a solution x2(t) of (43) such that x2(t) edt = 1 + o(1). If l” h(t) dt < co, 
there are solutions xX(t), x$(t) of (43) such that x3(t) = cos t + o(l), 
q(t) = sin t + o(1). From Theorem 3 we see that if R > 1 and 
s 
m e(k-l)th(t) dt < co, 
then every solution of (43) which exists on 0 < t < #co satisfies 
x(f) = clet + c2e-t + c3 cos t + c4 sin t + o(et). 
If we know that 1 x(t)\ is bounded, then cr = 0 and the term o(e’) may be 
replaced by o(1). 
By a similar approach we can treat the equation 
$iv) + x” =f(t, x), 
comparing with the unperturbed equation 
.+) + x” = 0 
(44) 
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If If(t, x)I < h(t)1 x Ik with K 3 1 and s” t%(t) dt < co. then Theorem 3 
shows that every solution of (44) can be written 
x(t) = cl cos t + c2 sin t + ca + c,t + o(t). 
Again, if 1 x(t)\ * k 1s nown to be bounded, cq = 0 and the term o(t) may be 
replaced by o(l). 
Finally we consider the damped oscillator, described in elementary 
physics by the linear equation 
yH + 2by’ + w”y = 0, (45) 
where b > 0, w > 0, and b < w. This description ignores various approxi- 
mations, and it would be more appropriate to describe the problem by the 
nonlinear equation 
XII + 2bx’ + dx =f(t, x, x’), (46) 
where 
If@! 2, x’>I < M(l x’ I + I x’ I)” (47) 
for sufficiently small ( x 1 and I 3~’ I, and some constants M > 0, K > 1. 
Every solution of (45) can be written 
y(t) 2 Ae-bt cos(at + B), 
where c = (w” - b”)li2 and A, B are constants determined by the initial 
conditions. We can apply Theorem 3 to equation (46) with f (t, x, x’) satisfying 
(47). Here e(t, r) = &V”, p = I, 01 = --6, a = 1, and the condition (32) 
is obviously satisfied. We conclude that every solution of (46) with sufficiently 
small initial values can be written 
x(t) = e-bt[A cos(ot + B) + o(l)]. 
Observe that the classical stability theorem of Perron shows only that x(t) -+ 0. 
Our results show that x(t) oscillates with exponentially decreasing amplitude, 
just as is predicted by the linear approximation (45). Actually, this can be 
shown directly from Theorem 1 together with the change of variable x = eebtu 
in (46). It does not, however, appear to follow from any of the results of 
either [4] or [5l. 
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