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Abstract. Kerov polynomials describe normalized irreducible characters of the symmetric
groups in terms of the free cumulants associated with Young diagrams. We suggest well-
suited counterparts of the Kerov polynomials in spin (or projective) representation settings.
We show that spin analogues of irreducible characters are polynomials in even free cumulants
associated with double diagrams of strict partitions. Moreover, we present a conjecture for
the positivity of their coefficients.
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1 Introduction
1.1 Characters of symmetric groups
Irreducible representations of symmetric groups Sn are indexed by partitions λ of n, or equiva-
lently by Young diagrams of size n. The corresponding character χλ takes values at conjugacy
classes Cν in Sn, which are also indexed by partitions ν of n. The character values χ
λ
ν = χ
λ(Cν)
have been studied for a long time by innumerable researchers, see, e.g., [20]. Recently, for se-
veral problems in the asymptotic representation theory, we often deal with the χλν , fixing ν and
letting λ vary. More precisely, for a partition ν of k and a partition λ of n with k ≤ n, we define
Chν(λ) = n(n− 1) · · · (n− k + 1)
χλ
ν∪(1n−k)
fλ
, (1.1)
where fλ := χλ
(1|λ|) denotes the dimension of the irreducible representation of the symmetric
group S|λ| associated with λ. We set Chν(λ) = 0 whenever k > n. Then the Chν are functions
on all Young diagrams. An approach from this point of view is sometimes referred to as dual
approach or dual combinatorics to characters of symmetric groups [6, 9].
1.2 Kerov polynomials
Biane and Kerov discovered that free cumulants play an important role in the asymptotic rep-
resentation theory of symmetric groups [1, 2]. Here the free cumulants Rj(λ) (j = 1, 2, . . . )
of the transition measure of a Young diagram λ are sequences of real numbers defined in the
framework of the free probability theory. (Note that R1 ≡ 0.) Then the normalized character
Chk := Ch(k) for one-row partition ν = (k) can be expressed as a polynomial in R2, . . . , Rk+1
with integer coefficients.
This paper is a contribution to the Special Issue on the Representation Theory of the Symmetric Groups
and Related Topics. The full collection is available at https://www.emis.de/journals/SIGMA/symmetric-groups-
2018.html
ar
X
iv
:1
80
3.
01
12
1v
2 
 [m
ath
.C
O]
  2
 Ju
n 2
01
8
2 S. Matsumoto
Theorem 1.1 (Kerov’s character formula [2]). For each k = 1, 2, 3, . . . , there exists a polyno-
mial Kk in k variables with integer coefficients, such that
Chk(λ) = Kk(R2(λ), R3(λ), . . . , Rk+1(λ))
for all partitions λ. Furthermore, Kk is of the form
Kk(R2, . . . , Rk+1) = Rk+1 + (a polynomial in R2, . . . , Rk−1).
Example 1.2 ([2]).
K1 = R2,
K2 = R3,
K3 = R4 +R2,
K4 = R5 + 5R3,
K5 = R6 + 15R4 + 5R
2
2 + 8R2,
K7 = R8 + 70R6 + 84R4R2 + 56R
2
3 + 14R
3
2 + 469R4 + 224R
2
2 + 180R2,
K9 = R10 + 210R8 + 300R6R2 + 480R5R3 + 270R
2
4 + 360R
2
3R2 + 270R4R
2
2 + 30R
4
2
+ 5985R6 + 10548R4R2 + 6714R
2
3 + 2400R
3
2 + 26060R4 + 14580R
2
2 + 8064R2.
Here we omit K6 and K8 because we will compare odd-numbered polynomials with Example 1.5
below. We can see a complete list of Kk up to k = 11 in [2].
The polynomials Kk in the theorem are called Kerov polynomials. We can observe that all
coefficients in the above examples are nonnegative integers. This surprising phenomenon is
very nontrivial and had been called the Kerov (positivity) conjecture. It was finally proved by
Fe´ray [7]. The authors in [5] obtained clearer combinatorial interpretations.
Theorem 1.3 (Fe´ray [7]). All coefficients of Kk are nonnegative integers.
Recently, a generalization of Kerov polynomials involving Jack polynomials has been actively
studied in [4, 16, 21]. In this paper, we work on research in another direction. Our aim here is to
present an answer to the following question: What is the counterpart of the Kerov polynomials
in the spin representation setting?
1.3 Spin representations
Spin (or projective) representation theory of symmetric groups was introduced by Schur. Cur-
rently, it can be understood via a double covering of the symmetric group or via the Hecke–
Clifford algebra, see, e.g., [22]. In the spin case, the corresponding character values Xλν are
indexed by strict partitions λ and odd partitions ν. For a fixed odd partition ν, we can define
a spin version pν of (1.1), which is a function on the set of all strict partitions. The function pν
was first introduced by Ivanov [12, 13] (with notation p#ν ) and developed in author’s recent
work [18].
1.4 Results
To define a spin analogue of Kerov polynomials, we need to find a spin analogue of free cumu-
lants Rj(λ). Furthermore, it is natural to expect that the same statement of Theorem 1.3 holds
in the spin setting. The aim in this paper is to establish a spin analogue of Kerov polynomials
by using a spin analogue R2j(λ) of Rj , which is defined as the half of even free cumulants of
the double diagram of a strict partition λ. Indeed, we obtain the following theorem for p2k−1
with one-row odd partition ν = (2k − 1).
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Theorem 1.4. For each k = 1, 2, 3, . . . , there exists a polynomial Kspin2k−1 in k variables with
rational coefficients, such that
p2k−1(λ) = K
spin
2k−1(R2(λ),R4(λ), . . . ,R2k(λ))
for all strict partitions λ. Furthermore, Kspin2k−1 is of the form
Kspin2k−1 = R2k + (a polynomial in R2,R4, . . . ,R2k−2 of degree at most 2k − 2).
Here we only show that the coefficients in Kspin2k−1 are rational numbers. The degree of R2k is
regarded as degR2k = 2k − 1. We call the polynomial Kspin2k−1 a spin Kerov polynomial.
Example 1.5.
Kspin1 = R2,
Kspin3 = R4 + R2,
Kspin5 = R6 + 15R4 + 10R
2
2 + 8R2,
Kspin7 = R8 + 70R6 + 168R4R2 + 56R
3
2 + 469R4 + 560R
2
2 + 180R2,
Kspin9 = R10 + 210R8 + 600R6R2 + 540R
2
4 + 1080R4R
2
2 + 240R
4
2
+ 5985R6 + 23016R4R2 + 9120R
3
2 + 26060R4 + 41628R
2
2 + 8064R2.
It seems that formulas in Example 1.5 resemble those in Example 1.2. The proof of Theo-
rem 1.4 is accomplished by observing relations among some collections of generators in a sym-
metric function algebra Γ. We obtain formulas in Example 1.5 as the by-products. Not only
Theorem 1.4 but also Example 1.5 is an important result in this paper because the latter one
indicates a spin analogue of Theorem 1.3 to us.
Conjecture 1.6 (spin Kerov conjecture). All coefficients in spin Kerov polynomials are non-
negative integers.
1.5 Discussion and outline
Comparing Example 1.5 with Example 1.2, we can find some interesting coincidences for coeffi-
cients. For example, the coefficient of linear terms R2j in K
spin
2k−1 likely coincides with that of R2j
in K2k−1. Furthermore, if 2s2 + 4s4 + · · · = 2k− 2, the coefficient of Rs22 Rs44 · · · in Kspin2k−1 likely
coincide with 2s2+s4+···−1 times the coefficient of Rs22 R
s4
4 · · · in K2k−1. We do not discuss their
coincidence or combinatorial interpretations here. We leave them in future work.
We give the proof of Theorem 1.4 and how to derive Example 1.5 with precise definitions
in Section 3 after the review of preliminary facts for free cumulants Section 2. As mentioned,
the ordinary Kerov conjecture was first proved by Fe´ray [7]. After that, the authors of [5] gave
alternative proof by using Stanley–Fe´ray polynomials. The Stanley–Fe´ray polynomials were
analyzed by using Young symmetrizers [8]. In order to attack Conjecture 1.6, it is a natural
practice to study projective Young symmetrizers. The projective Young symmetrizer was studied
in [15, 19]. Unfortunately it was quite complicated, so it seems difficult to apply it to our problem.
In Section 4, we try another choice for free cumulants. The another free cumulants R2k(λ)
comes from a symmetrized double diagram D(λ) of λ. The symmetrized diagrams D(λ) are
useful for the study of asymptotics of Plancherel measures in the spin setting (see [13] and [3,
Chapter 4]). Since odd-numbered quantities R2k−1 vanish by virtue of the symmetry of D(λ),
they are simpler than free cumulants of D(λ) in a sense. Even if we replace R2k with R2k, we can
show the existence of “spin Kerov polynomials” easily. However, the corresponding polynomial
for p2k−1 with k = 2 has a non-integer coefficient. In this sense, we view the R2k as being
unsuitable for spin Kerov polynomials. We thus believe that the R2k are the most appropriate
choice in the spin setting.
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2 Preliminary
In the present section, we review the transition measures of a partition according to [11, 14].
2.1 Partitions
A partition λ = (λ1, λ2, . . . ) is a weakly decreasing sequence of nonnegative integers satisfying
|λ| = ∑
i≥1
λi <∞. When |λ| = n, we say λ to be a partition of n and sometimes write as λ ` n.
The number of nonzero λi is called the length of λ and written as `(λ).
We usually identity a partition with its Young diagram. We denote by λ′ = (λ′1, λ′2, . . . ) the
conjugate partition of λ, i.e., the Young diagram of λ′ is the transpose of that of λ with respect
to the diagonal line. Define d = d(λ) by the number of boxes on the diagonal line in the Young
diagram of λ. The modified Frobenius notation
[a1, . . . , ad | b1, . . . , bd]
of λ is determined by
ai = λi − i+ 1
2
, bi = λ
′
i − i+
1
2
, i = 1, 2, . . . , d.
Note that
d∑
i=1
(ai + bi) = |λ|. For example, the modified Frobenius notation of λ = (5, 4, 4, 1, 1) `
15 is
[
4 + 12 , 2 +
1
2 , 1 +
1
2 | 4 + 12 , 1 + 12 , 0 + 12
]
.
2.2 Free cumulants
Let µ be a probability measure on R with a compact support. Define the Cauchy transform of µ
by
Gµ(z) =
∫
R
1
z − xµ(dx) =
∞∑
k=0
Mk[µ]
zk+1
, z ∈ C \ R, |z|  1,
where the Mk[µ] are moments of µ:
Mk[µ] =
∫
R
xkµ(dx).
Free cumulants Rk[µ] (k = 1, 2, . . . ) of µ are defined via the famous free cumulant-moment
formula, see, e.g., [11, Chapter 1]. We do not need the explicit definition here. We only use the
relation
Rk = Mk +
∑
ν=(ν1,ν2,... )`k
ν1<k
cνMν1Mν2 · · · (2.1)
with some integer coefficients cν .
2.3 Kerov’s transition measures
We draw the Young diagram of a partition λ in Russian style, see, e.g., [11, Fig. 2.1]. Let
x1 < y1 < · · · < xr−1 < yr−1 < xr
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be the corresponding local minimas and maximas, which are integers by definition. We call
these numbers the Kerov interlacing coordinates of λ. It is known that they satisfy the relation
[11, Lemma 2.1]
r∑
i=1
xr =
r−1∑
j=1
yj . (2.2)
For each partition λ, we define a probability measure mλ on R via the Cauchy transform
Gmλ(z) =
r−1∏
i=1
(z − yi)
r∏
i=1
(z − xi)
.
This probability measure, called Kerov’s transition measure of λ, is supported by the set
{x1, . . . , xr}. Denote by Rk(λ) (k = 1, 2, . . . ) the free cumulant of the measure mλ: Rk(λ) =
Rk[mλ]. It has the expression [2, Theorem 2]
Rk(λ) = − 1
k − 1
[
z−1
]
Gmλ(z)
−(k−1) (2.3)
for k ≥ 2.
2.4 Super power-sums psuperk
For each partition λ with modified Frobenius expression [a1, . . . , ad | b1, . . . , bd] and for k =
1, 2, . . . , we define
psuperk (λ) =
d∑
i=1
(aki + (−1)k−1bki ).
These are also determined via
φ(z;λ) :=
d∏
i=1
z + bi
z − ai = exp
( ∞∑
k=1
psuperk (λ)
k
1
zk
)
. (2.4)
Note that psuper1 (λ) =
d∑
i=1
(ai + bi) = |λ|.
Lemma 2.1 ([11, Proposition 2.1]). For each partition λ, we have
zGmλ(z) =
φ
(
z − 12 ;λ
)
φ
(
z + 12 ;λ
) .
2.5 Rayleigh measures
For each partition λ with Kerov’s interlacing coordinate x1 < y1 < · · · < yr−1 < xr, we introduce
an R-valued measure τλ on R by
τλ =
r∑
i=1
δxi −
r−1∑
i=1
δyi ,
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where δx is the Dirac measure at a point x. This is called the Rayleigh measure of λ. The
moments are clearly given by
Mk[τλ] =
r∑
i=1
xki −
r−1∑
i=1
yki
for k = 1, 2, . . . . Note that M1[τλ] = 0 by (2.2).
Lemma 2.2 ([11, Proposition 2.4]). For n ≥ 2,
Mn[τλ] =
b(n/2)−1c∑
j=0
(
n
2j + 1
)
2−2jpsupern−2j−1(λ) = np
super
n−1 (λ) + · · · .
2.6 Relations between two measures
Two measures mλ and τλ have the following relation, which is nothing but that the relation
between complete symmetric functions and power-sum symmetric functions.
Lemma 2.3 ([11, Proposition 2.2]).
1 +
∞∑
n=1
Mn[mλ]
1
zn
= exp
( ∞∑
k=1
Mk[τλ]
k
1
zk
)
.
Equivalently,
Mn[mλ] =
∑
ν=(ν1,ν2,... )`n
z−1ν Mν1 [τλ]Mν2 [τλ] · · · ,
where zν =
∏
i≥1
imimi! with mi = mi(ν) = |{j ≥ 1 | νj = i}|.
Combining above formulas, we can express free cumulants Rk(λ) in terms of functions
psuperj (λ) in principle. This fact will be applied in the next section.
3 Spin Kerov polynomials
Our goal of this section is to define the counterpart of the Kerov polynomial in the spin repre-
sentation setting.
3.1 Strict and odd partitions
A partition λ = (λ1, λ2, . . . ) is said to be strict if its nonzero parts λi are distinct. Let SP be
the set of all strict partitions. For a strict partition λ = (λ1 > λ2 > · · · > λl > 0), we define the
double of λ by
D(λ) =
[
λ1 +
1
2 , λ2 +
1
2 , . . . , λl +
1
2 |λ1 − 12 , λ2 − 12 , . . . , λl − 12
]
(3.1)
in the modified Frobenius notation. Note that |D(λ)| = 2|λ|.
Example 3.1. For a strict partition λ = (5, 4, 2, 1), we have three kinds of diagrams as below.
On the left, the Young diagram (in English style) is a collection of left-justified rows of boxes
where the i-th row has λi boxes reading from top to bottom. On the middle, the shifted diagram
is obtained from the Young diagram by shifting the i-th row (i− 1) boxes to the right, for each
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i ≥ 2. Moreover, on the right, the Young diagram of D(λ), or the double diagram of λ, is
obtained by combining the shifted diagram with its reflection (the gray area) on the diagonal.
A (not necessary strict) partition ρ = (ρ1, ρ2, . . . ) is said to be odd if all nonzero ρi are odd.
It is well known that the number of strict partitions of n coincides with that of odd partitions
of n.
3.2 Symmetric functions
We review some symmetric functions according to Macdonald’s book [17, Chapter III.8]. Recall
the power-sum symmetric function
pk(x) = x
k
1 + x
k
2 + x
k
3 + · · ·
in infinitely many variables x = (x1, x2, x3, . . . ). For an odd partition ρ = (ρ1, . . . , ρl), set
pρ = pρ1pρ2 · · · pρl .
Let Γ be the Q-algebra generated by odd power-sum symmetric functions pk (k = 1, 3, 5, . . . ).
The degree on Γ is naturally defined by
deg pk = k, k = 1, 3, 5, . . . .
For each λ ∈ SP, denote by Pλ Schur’s P -function, see the definition in [17, Chapter III.8].
The family {Pλ |λ ∈ SP} and {pρ | ρ are odd partitions} form a linear basis of Γ, respectively.
The quantity Xλρ , where λ is a strict partition and ρ is an odd partition with |λ| = |ρ|, is defined
via the relation
pρ =
∑
λ:|λ|=|ρ|
XλρPλ.
Put gλ = Xλ
(1|λ|). These quantities X
λ
ρ are integers and encode character values of irreducible
spin representations of symmetric groups [10]. In particular, a positive integer gλ times a power
of 2 coincides with the dimension of an irreducible spin representation of symmetric groups.
Each symmetric function f in Γ is regarded as a Q-valued function on SP, by
f(λ) = f(λ1, λ2, . . . , λl, 0, 0, . . . ), λ = (λ1 > λ2 > · · · > λl > 0).
In particular, pk(λ) =
l∑
i=1
λki . For two functions f, g ∈ Γ, it holds f(λ) = g(λ) for all λ ∈ SP if
and only if f = g [12, Proposition 6.2].
3.3 Spin characters
The spin (or projective) analogue of Chν given in (1.1) is defined as follows [12, 13, 18]. For an
odd partition ρ of k and strict partition λ of n with k ≤ n, we define
pρ(λ) = n(n− 1) · · · (n− k + 1)
Xλ
ρ∪(1n−k)
gλ
,
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where ρ ∪ (1n−k) = (ρ1, ρ2, . . . , ρl, 1, 1, . . . , 1) ` n. Set pρ(λ) = 0 for k > n. In this paper, we
focus the spin characters p2k−1 = p(2k−1) for one-row odd partitions ρ = (2k − 1).
The collection {p2k−1 | k = 1, 2, 3, . . . } forms an algebraic basis of Γ [12, Proposition 6.4].
More specifically, we have
p2k−1 = p2k−1 + (a polynomial in p1, p3, . . . , p2k−3 of degree smaller than 2k − 1). (3.2)
Example 3.2. The functions p2k−1 for 1 ≤ k ≤ 5 are expanded in terms of pj as follows
p1 = p1,
p3 = p3 − 3p21 + 2p1,
p5 = p5 − 10p3p1 + 55
3
p3 +
50
3
p31 − 50p21 + 24p1,
p7 = p7 − 14p5p1 − 7p23 + 77p5 + 98p3p21 −
1862
3
p3p1 − 343
3
p41
+
2128
3
p3 +
2744
3
p31 − 1764p21 + 720p1,
p9 = p9 − 18p7p1 − 18p5p3 + 222p7 + 162p5p21 + 162p23p1 − 2538p5p1 − 1026p23 − 972p3p31
+
37401
5
p5 + 14094p3p
2
1 +
4374
5
p51 − 52704p3p1 − 14580p41
+ 47492p3 + 70632p
3
1 − 109584p21 + 40320p1.
These examples are obtained by using the formula given in [13, Proposition 3.3]: For odd
k = 1, 3, 5, . . . ,
pk(λ) =
[
z−1
](− 1
4k
)
(2z − k)
k−1∏
j=1
(z − j) · Φ(z;λ)
Φ(z − k;λ) ,
where Φ(z;λ) is defined by (3.3) or (3.4) below. Here
[
z−1
]
Q(z) stands for the coefficient of z−1
in the Laurent series expansion of Q(z) at z =∞.
Remark 3.3. The formulas in Example 3.2 are also obtained in the following way. First, we
expand pρ in terms of factorial Schur P -functions P
∗
λ . Second, we expand each P
∗
λ in terms
of (ordinary) Schur P -functions Pν . Finally, we expand each Pν in terms of odd power-sum
symmetric functions pσ. See [18, Example 3.3] for details.
3.4 Super symmetric polynomials
Let λ be a strict partition. Put
Φ(z;λ) =
`(λ)∏
i=1
z + λi
z − λi . (3.3)
It is easy to see that
log Φ(z;λ) = 2
∞∑
k=1
p2k−1(λ)
2k − 1
1
z2k−1
. (3.4)
Recall functions psupern introduced in Section 2.4. The following proposition is a key in the proof
of Theorem 1.4.
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Proposition 3.4. For each strict partition λ and n = 1, 2, 3, . . . , we have
psupern (D(λ)) =
b(n−1)/2c∑
j=0
(
n
2j + 1
)
1
2n−2j−2
p2j+1(λ).
In particular, for each k = 1, 2, 3, . . . ,
psuper2k−1(D(λ)) = 2p2k−1(λ) + · · · and psuper2k (D(λ)) = 2kp2k−1(λ) + · · · ,
where dots are linear combinations of {p2j−1}j=1,2,...,k−1 with Q≥0-coefficients. Therefore the
family
{
psuper2k−1(D(·))
}
k=1,2,3,...
is an algebraic basis of Γ.
Proof. Using (2.4) and (3.1), we have
φ(z;D(λ)) =
`(λ)∏
i=1
z +
(
λi − 12
)
z − (λi + 12) = Φ
(
z − 12 ;λ
)
. (3.5)
Taking the logarithm of the right hand side and expanding it at z =∞,
log Φ
(
z − 12 ;λ
)
=
∞∑
k=0
2p2k+1(λ)
2k + 1
(
z − 12
)−(2k+1)
=
∞∑
k=0
2p2k+1(λ)
2k + 1
1
z2k+1
∞∑
j=0
(2k + 1)(2k + 2) · · · (2k + j)
j!
1
(2z)j
.
Changing variable j 7→ n = 2k + j + 1, we have
log Φ
(
z − 12 ;λ
)
=
∞∑
n=1
1
zn
b(n−1)/2c∑
k=0
2p2k+1(λ)
(2k + 2)(2k + 3) · · · (n− 1)
(n− 2k − 1)!
1
2n−2k−1
=
∞∑
n=1
1
nzn
b(n−1)/2c∑
k=0
p2k+1(λ)
(
n
2k + 1
)
1
2n−2k−2
.
On the other hand, from (2.4) we have
log φ(z;D(λ)) =
∞∑
n=1
1
nzn
psupern (D(λ)).
Comparing the coefficient of z−n in the above equations, we obtain the desired identity. 
3.5 Moments of Rayleigh measures
Recall the Rayleigh measure τλ defined in Section 2.5.
Proposition 3.5. For a strict partition λ and k = 1, 2, 3, . . . , we have
M2k[τD(λ)] = 4kp2k−1(λ) + · · · and M2k+1[τD(λ)] = 2k(2k + 1)p2k−1(λ) + · · · ,
where dots are linear combinations of {p2j−1(λ)}j=1,2,...,k−1 with Q≥0-coefficients. Therefore the
family {M2k[τD(·)]}k=1,2,... is an algebraic basis of Γ.
Proof. From Lemma 2.2 we have Mn[τD(λ)] = np
super
n−1 (D(λ)) + · · · , where dots are a linear
combination of psuperj (D(λ)) (j = 1, 2, . . . , n − 2), with Q≥0-coefficients. The desired claim
follows from Proposition 3.4 immediately. 
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3.6 Moments and free cumulants of transition measures
Recall the transition measure mλ defined in Section 2.3.
Proposition 3.6. For strict partition λ and k = 1, 2, 3, . . . , we have
M2k[mD(λ)] = 2p2k−1(λ) + · · · and M2k+1[mD(λ)] = 2kp2k−1(λ) + · · · ,
where dots are functions in Γ of degree at most 2k−2 with Q≥0-coefficients. Therefore the family
{M2k[mD(·)]}k=1,2,... is an algebraic basis of Γ.
Proof. Lemma 2.3 implies that
Mn[mD(λ)] =
1
n
Mn[τD(λ)] +
∑
ν=(ν1,ν2,... )`n
ν1<n
z−1ν Mν1 [τD(λ)]Mν2 [τD(λ)] · · · . (3.6)
We here apply Proposition 3.5. Let n = 2k + 1. Then 1nMn[τD(λ)] = 2kp2k−1(λ) + fk(λ), where
fk∈Γ is of degree at most 2k−2. We will estimate the degree of each termMν1 [τD(λ)]Mν2 [τD(λ)]· · ·
in (3.6). A partition ν ` 2k+1 with ν1 < 2k+1 has at least one odd part νs with degMνs [τD(λ)] =
νs − 2 and has another part νt (t 6= s) with degMνt [τD(λ)] ≤ νt − 1. Hence the degree of each
term Mν1 [τD(λ)]Mν2 [τD(λ)] · · · is at most (2k + 1)− 3 = 2k − 2. The case with n = 2k is similar
(and easier). 
Now using the free cumulant-moment formula (2.1), we obtain the following result for free
cumulants Rn(D(λ)) = Rn[mD(λ)].
Corollary 3.7. For strict partition λ and k = 1, 2, 3, . . . , we have
R2k(D(λ)) = 2p2k−1(λ) + · · · and R2k+1(D(λ)) = 2kp2k−1(λ) + · · · ,
where dots are functions in Γ of degree at most 2k−2 (with Q-coefficients). Therefore the family
{R2k(D(·))}k=1,2,... is an algebraic basis of Γ.
3.7 Proof of main theorem
For each k = 1, 2, 3, . . . and λ ∈ SP, we set
R2k(λ) =
1
2
R2k(D(λ)).
The degree of R2k in Γ is 2k − 1 as we proved in Corollary 3.7.
Proof of Theorem 1.4. As we saw in (3.2), the difference p2k−1 − p2k−1 belongs to Q[p1, p3,
. . . , p2k−3] and has degree at most 2k − 2. So does the difference R2k − p2k−1 by Corollary 3.7.
Therefore
p2k−1 −R2k = (p2k−1 − p2k−1)− (R2k − p2k−1)
belongs to Q[p1, p3, . . . , p2k−3] and is of degree at most 2k − 2. Again, using Corollary 3.7,
we see that Q[p1, p3, . . . , p2k−3] = Q[R2,R4, . . . ,R2k−2]. Hence p2k−1 −R2k is a polynomial in
R2,R4, . . . ,R2k−2 of degree at most 2k − 2. 
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3.8 Computations for spin Kerov polynomials
In this subsection, we explain how to obtain formulas in Example 1.5. We use Okounkov’s idea
which is employed in [2] for ordinary Kerov polynomials. Recall the function Gmλ(z) defined in
Section 2.3, which is the Cauchy transform of the transition measure associated with λ.
Proposition 3.8. For each strict partition λ, we have
GmD(λ)(z) =
Φ(z − 1;λ)
zΦ(z;λ)
.
Proof. Immediate from Lemma 2.1 and the identity (3.5). 
Proposition 3.9. For a strict partition λ and each k = 1, 2, . . . , we have
R2k(λ) = − 1
2(2k − 1)
[
z−2k
]( Φ(z;λ)
Φ(z − 1;λ)
)2k−1
. (3.7)
Proof. Using (2.3) we have
R2k(λ) =
1
2
R2k(D(λ)) = − 1
2(2k − 1)
[
z−1
]
GmD(λ)(z)
−(2k−1).
The desired expression follows immediately from Proposition 3.8. 
The expression (3.7) can be rewritten by (3.4) as
R2k(λ) = − 1
2(2k − 1)
[
z−2k
]exp
(2k − 1) ∞∑
j=1
2p2j−1(λ)
2j − 1 z
−(2j−1)

× exp
−(2k − 1) ∞∑
j=1
2p2j−1(λ)
2j − 1 (z − 1)
−(2j−1)
 .
Using this with computer, we can obtain expansions of R2k in terms of power-sums.
Example 3.10.
R2 = p1,
R4 = p3 − 3p21 + p1,
R6 = p5 − 10p3p1 + 10
3
p3 +
50
3
p31 − 15p21 + p1,
R8 = p7 − 14p5p1 − 7p23 + 7p5 + 98p3p21 −
266
3
p3p1 − 343
3
p41 + 7p3 + 196p
3
1 − 35p21 + p1,
R10 = p9 − 18p7p1 − 18p5p3 + 12p7 + 162p5p21 + 162p23p1 − 198p5p1 − 96p23 − 972p3p31
+
126
5
p5 + 1674p3p
2
1 +
4374
5
p51 − 330p3p1 − 2430p41 + 12p3 + 810p31 − 63p21 + p1.
Proof of Example 1.5. It can be obtained by comparing Examples 3.2 and 3.10. 
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4 Another double diagrams
In this section, we deal with another double diagram of a strict partition λ. It is considered
in [13] and De Stavola’s thesis [3]. We denote it by D(λ) and call it the symmetrized double
diagram. We do not give its explicit definition here, see [3, Fig. 11]. The diagram D(λ) is not
a Young diagram associated to any partition but we can extend notions in Section 2 to such
diagrams, see [11, Chapter 2.2].
The diagram D(λ) is drawn in the Russian style and has Kerov’s interlacing coordinate
x−m < y−m < x−1 < y−1 < x0 < y1 < x1 < · · · < ym < xm,
where x−i = −xi, y−i = −yi, and x0 = 0. Note that these numbers except x0 belong to Z+ 12 .
The corresponding Kerov’s transition measure mD(λ) is characterized by its Cauchy transform
GmD(λ)(z) =
m∏
i=1
(z − y−i)(z − yi)
(z − x0)
m∏
i=1
(z − x−i)(z − xi)
=
m∏
i=1
(
z2 − y2i
)
z
m∏
i=1
(
z2 − x2i
) .
Lemma 4.1 ([13, Proposition 2.6]). For a strict partition λ, we have
GmD(λ)(z) =
Φ
(
z − 12 ;λ
)
zΦ
(
z + 12 ;λ
) .
Compare this lemma with Proposition 3.8. The remaining discussion is the same with that
in the previous section, so we write only results.
For each k = 1, 2, 3, . . . and λ ∈ SP, we set
Rk(λ) =
1
2
Rk[mD(λ)].
Then it has the expression
Rk(λ) = − 1
2(k − 1)
[
z−k
](Φ(z + 12 ;λ)
Φ
(
z − 12 ;λ
))k−1
= − 1
2(k − 1)
[
z−k
]exp
(k − 1) ∞∑
j=1
2p2j−1(λ)
2j − 1
(
z + 12
)−(2j−1)
× exp
−(k − 1) ∞∑
j=1
2p2j−1(λ)
2j − 1
(
z − 12
)−(2j−1) .
It is easy to see that Rk = 0 for odd k. We remark that Rk(D(λ)) does not vanish even if k is
odd.
Example 4.2. R2 = p1, R4 = p3 − 3p21 + 14p1.
Proposition 4.3. For each k = 1, 2, 3, . . . , the spin character p2k−1 is a polynomial in R2, R4,
. . . , R2k of the form
p2k−1 = R2k + (a polynomial in R2, R4, . . . , R2k−2).
Example 4.4. p1 = R2, p3 = R4 +
7
4R2.
From this example, we find that coefficients of polynomials in Proposition 4.3 are not in-
tegers. This indicates that these polynomials are ineligible for “spin Kerov polynomials”. We
thus believe that the R2k defined in Section 3 are the most appropriate choice for spin Kerov
polynomials.
A Spin Analogue of Kerov Polynomials 13
Acknowledgements
The author acknowledges useful discussions with Valentin Fe´ray and Dario De Stavola. The
research was supported by JSPS KAKENHI Grant Number 17K05281.
References
[1] Biane P., Representations of symmetric groups and free probability, Adv. Math. 138 (1998), 126–181.
[2] Biane P., Characters of symmetric groups and free cumulants, in Asymptotic Combinatorics with Applica-
tions to Mathematical Physics (St. Petersburg, 2001), Lecture Notes in Math., Vol. 1815, Springer, Berlin,
2003, 185–200.
[3] De Stavola D., Asymptotic results for representations of finite groups, Ph.D. Thesis, Universita¨t Zu¨rich,
2017, arXiv:1805.04065.
[4] Do le¸ga M., Fe´ray V., Gaussian fluctuations of Young diagrams and structure constants of Jack characters,
Duke Math. J. 165 (2016), 1193–1282, arXiv:1402.4615.
[5] Do le¸ga M., Fe´ray V., S´niady P., Explicit combinatorial interpretation of Kerov character polynomials as
numbers of permutation factorizations, Adv. Math. 225 (2010), 81–120, arXiv:0810.3209.
[6] Do le¸ga M., Fe´ray V., S´niady P., Jack polynomials and orientability generating series of maps, Se´m. Lothar.
Combin. 70 (2013), Art. B70j, 50 pages, arXiv:1301.6531.
[7] Fe´ray V., Combinatorial interpretation and positivity of Kerov’s character polynomials, J. Algebraic Combin.
29 (2009), 473–507, arXiv:0710.5885.
[8] Fe´ray V., S´niady P., Asymptotics of characters of symmetric groups related to Stanley character formula,
Ann. of Math. 173 (2011), 887–906, math.RT/0701051.
[9] Fe´ray V., S´niady P., Zonal polynomials via Stanley’s coordinates and free cumulants, J. Algebra 334 (2011),
338–373, arXiv:1005.0316.
[10] Hoffman P.N., Humphreys J.F., Projective representations of the symmetric groups. Q-functions and shifted
tableaux, Oxford Mathematical Monographs, Oxford Science Publications, The Clarendon Press, Oxford
University Press, New York, 1992.
[11] Hora A., The limit shape problem for ensembles of Young diagrams, SpringerBriefs in Mathematical Physics,
Vol. 17, Springer, Tokyo, 2016.
[12] Ivanov V., The Gaussian limit for projective characters of large symmetric groups, J. Math. Sci. 121 (2004),
2330–2344.
[13] Ivanov V., Plancherel measure on shifted Young diagrams, in Representation theory, dynamical systems,
and asymptotic combinatorics, Amer. Math. Soc. Transl. Ser. 2 , Vol. 217, Amer. Math. Soc., Providence,
RI, 2006, 73–86.
[14] Ivanov V., Olshanski G., Kerov’s central limit theorem for the Plancherel measure on Young diagrams, in
Symmetric Functions 2001: Surveys of Developments and Perspectives, NATO Sci. Ser. II Math. Phys.
Chem., Vol. 74, Kluwer Acad. Publ., Dordrecht, 2002, 93–151, math.CO/0304010.
[15] Jones A.R., The structure of the Young symmetrizers for spin representations of the symmetric group. I,
J. Algebra 205 (1998), 626–660.
[16] Lassalle M., Jack polynomials and free cumulants, Adv. Math. 222 (2009), 2227–2269, arXiv:0802.0448.
[17] Macdonald I.G., Symmetric functions and Hall polynomials, 2nd ed., Oxford Mathematical Monographs,
Oxford Science Publications, The Clarendon Press, Oxford University Press, New York, 1995.
[18] Matsumoto S., Polynomiality of shifted Plancherel averages and content evaluations, Ann. Math. Blaise
Pascal 24 (2017), 55–82, arXiv:1512.04168.
[19] Nazarov M., Young’s symmetrizers for projective representations of the symmetric group, Adv. Math. 127
(1997), 190–257.
[20] Sagan B.E., The symmetric group. Representations, combinatorial algorithms, and symmetric functions,
2nd ed., Graduate Texts in Mathematics, Vol. 203, Springer-Verlag, New York, 2001.
[21] S´niady P., Asymptotics of Jack characters, arXiv:1506.06361.
[22] Wan J., Wang W., Lectures on spin representation theory of symmetric groups, Bull. Inst. Math. Acad. Sin.
(N.S.) 7 (2012), 91–164, arXiv:1110.0263.
