Phase velocities derived from ambient-noise cross-correlation are compared with phase velocities calculated from cross-correlations of waveform recordings of teleseismic earthquakes whose epicentres are approximately on the station-station great circle. The comparison is conducted both for Rayleigh and Love waves using over 1000 station pairs in central Europe. We describe in detail our signal-processing method which allows for automated processing of large amounts of data. Ambient-noise data are collected in the 5-80 s period range, whereas teleseismic data are available between about 8 and 250 s, resulting in a broad common period range between 8 and 80 s. At intermediate periods around 30 s and for shorter interstation distances, phase velocities measured from ambient noise are on average between 0.5 per cent and 1.5 per cent lower than those observed via the earthquake-based method. This discrepancy is small compared to typical phase-velocity heterogeneities (10 per cent peak-to-peak or more) observed in this period range.We nevertheless conduct a suite of synthetic tests to evaluate whether known biases in ambient-noise cross-correlation measurements could account for this discrepancy; we specifically evaluate the effects of heterogeneities in source distribution, of azimuthal anisotropy in surface-wave velocity and of the presence of near-field, rather than far-field only, sources of seismic noise. We find that these effects can be quite important comparing individual station pairs. The systematic discrepancy is presumably due to a combination of factors, related to differences in sensitivity of earthquake versus noise data to lateral heterogeneity. The data sets from both methods are used to create some preliminary tomographic maps that are characterized by velocity heterogeneities of similar amplitude and pattern, confirming the overall agreement between the two measurement methods.
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E.D. Kästle et al. Agius & Lebedev 2013) . Because the frequency of a surface wave controls the depth range over which particle motion is excited, high-frequency signals contain information on the shallow part of the earth (e.g. Udías 1999 ), making ambient-noise studies ideal to assess the structure of the crust and upper mantle. Recordings of earthquake-generated teleseismic surface waves are dominated by lowerfrequency signal and thus sensitive to larger depths; their combination with ambient-noise data results in a data set that is sensitive to a broader depth range than ever previously achieved (Yao et al. 2006 (Yao et al. , 2008 Ritzwoller et al. 2011; Köhler et al. 2012; Zhou et al. 2012) . We only treat surface-wave phase velocity in this work, which has the advantage that group velocity can be derived from it, while the opposite is not possible. Furthermore, phase velocities are to be preferred in tomographic inversions (e.g. Zhou et al. 2006) .
Phase-velocity measurements made from ambient noise are only valid under certain conditions such as a uniform distribution of noise sources in space and time, a laterally homogeneous medium velocity, and far-field sources. As these conditions are not strictly met in practical situations, errors in the measured phase velocity are to be expected. These errors have been quantified for certain situations analytically and by synthetic models (Tsai 2009; Weaver et al. 2009; Yao & Van Der Hilst 2009; Tsai & Moschetti 2010; Tsai 2011) . It is, however, not always possible to correct for them due to the complexity of these effects. It is therefore important to validate data obtained from ambient-noise analysis by comparison with equivalent measurements obtained from earthquake observations by classical methods. We focus here on ambient-noise reconstruction of Rayleigh-and Love-wave dispersion in Europe, comparing our observations with the two-station, earthquake-based dispersion database of Soomro et al. (2016) .
A similar approach was followed before by Harmon et al. (2008) , Yang et al. (2008a,b) , Yao et al. (2008) , Ritzwoller et al. (2011) , Köhler et al. (2012) , Zhou et al. (2012) and Shen et al. (2013) . Yao et al. (2008) present a direct comparison of phase-velocity dispersion curves. The other authors compare mapped phase-velocity differences for specific regions. In all cases where differences have been analysed in detail, it is evident that velocities measured from ambient noise tend to be slightly lower, with reported differences between 0.07 and 0.001 km s −1 . This indicates that there might be a systematic effect which influences one or both of the methods.
The first objective of this work is to present the automated processing of ambient-noise data in the frequency domain. Our algorithm is based on the ideas of Aki (1957) and Ekström et al. (2009) ; it is essentially an improved version of the 'frequency domain' method employed by Boschi et al. (2013) and Korostelev et al. (2015) , who did not describe in detail the underlying theory. In this approach, the zero crossings of the real part of the cross-correlation spectrum are evaluated to derive the phase-velocity dispersion. Importantly, this means that the Green's function's amplitude does not have to be reconstructed, which is the case when phase is to be determined by analysis of time-domain traces (Bensen et al. 2007; Lin et al. 2008; Zhou et al. 2012; Verbeke et al. 2012) . We verify that our algorithm can successfully measure the phase velocity of both Love and Rayleigh waves from ambient noise. Ekström (2014) , among others, already showed that Love-wave phase velocity can be determined from ambient noise. However, his data set was constructed in the assumption that wave polarization does not affect the data analysis procedure. We verify via synthetic tests that this approximation is acceptable at most periods and explain how to correct for it when taking measures at long periods.
The second objective is to validate ambient-noise observations by comparison with earthquake-based ones. We select central Europe as our study region to exploit the good station coverage found alone and around the Alpine chain. We compare the noise-and earthquake-based data at the same station couples in order to estimate the discrepancy in phase velocity from ambient-noise and earthquake records. The residuals are compared to known effects from noise theory and tested against synthetic experiments. By doing so, we prove the validity of results obtained from ambient noise and justify combining the two data sets in joint phase-velocity mapping.
A M B I E N T -N O I S E T H E O RY

Vertical component (Rayleigh waves)
Let us consider a Rayleigh wave in the frequency domain. The displacement is given, for example, by Aki & Richards (2002), eq. (7.144) . For now, we are only interested in the displacement along the z-component (perpendicular to the surface) and ignore all higher modes, assuming that the ambient-surface wavefield is dominated by the fundamental mode (Halliday & Curtis 2008) . Source and receiver are assumed to be at the surface so that the depth dependent eigenfunctions can be ignored. The amplitude is normalized according to Snieder (1986 Snieder ( , 2004 . With these simplifications the vertical displacement can be expressed as U 1 (ω) = A(ω)e iφ(ω) 2c ( 
where A(ω) and φ(ω) are the source's amplitude and phase spectra, i is the imaginary unit, ω the angular frequency, c(ω) the dispersive phase velocity and r 1 is the distance travelled from the source to receiver 1. The expression for the Green's function is analogous to eq. (14) in Snieder (2004) and eq. (E17) in , except that we prefer here to employ the notation of Aki & Richards (2002) . The same wave recorded at a second station will have a slightly different phase and amplitude, according to the difference in distance travelled The cross-correlation of the displacement at two stations located at r 1 and r 2 , caused by a single source, is given, in the frequency domain, by multiplication with the complex conjugate (denoted by the superscript * )
For sources distributed along a circle of large radius R, measured from the centre of the coordinate system in Fig. 1 , the expressions r 1 r 2 and r 1 − r 2 can be approximated according to Fig. 1 ,
where is the distance between the stations and θ is the angle towards the source. Strictly speaking, the above formula is only valid if sources are infinitely far away from the receivers, that is, for plane waves. The error introduced from this simplification will be discussed below with the help of synthetic tests. We now sum the cross-correlation for a large number of sources which we assume to correspond, approximately, to measuring the two-receiver cross-correlation over a long time period. Substituting the expressions from eq. (4) in eq. (3) and summing over N sources gives
C(ω) is the stacked cross-correlation resulting from an infinitely dense source distribution. Eq. (5) differs from its pure plane-wave counterpart in that the geometrical spreading term 1/R is kept. We expressed the sum as an integral over all azimuths, where A 2 (ω, θ ) is now an amplitude density depending on the azimuth θ of the incoming wave. Note that A 2 includes an implicit normalization dependent on the density of the discrete sources (i.e. it includes a constant with units rad −1 ), which ensures that the evaluation of the integral and the result of the summation give equal values and have equal units. In case of simultaneously acting sources, constructive interference of signal coming from different sources gives rise to spurious traveltime delays. These spurious peaks in the cross-correlation are generally referred to as 'cross-terms' (e.g. Weemstra et al. 2015) . Assuming the behaviour of different sources is uncorrelated, however, stacking over time renders these cross-terms negligible. Consequently, even if some of the N sources in eq. (5) act simultaneously, the time-averaged cross-correlation will still coincide with the right-hand side of eq. (5). Summing cross-correlations over time is what is generally implemented in practice (e.g. Bensen et al. 2007) .
Exact integration
We assume that the amplitude term in eq. (5) is independent of θ, that is, there are sources with equal intensity everywhere around the receivers. It then follows that
where the definition of the Bessel function of the first kind and order n from Abramowitz & Stegun (1964) (eq. 9.1.21) has been used:
1496 E.D. Kästle et al. Eq. (6) is equivalent to eq. (72) in . The important result from eq. (6) is that cross-correlating the noise wavefield at two locations of known separation , gives an estimation of the phase velocity c(ω) between the stations (the detailed procedure is explained in the following sections). This relationship was first derived by Aki (1957) and is at the basis of the SPAC (spatial autocorrelation) method (Aki 1957; Bettig et al. 2001) for local arrays. The equivalence of temporal (as in this work) and spatial cross-correlation (as in the SPAC method) is discussed by Tsai & Moschetti (2010) .
We obtained eq. (6) in the assumption that A is independent of the direction of propagation. For a strongly non-uniform illumination pattern, the deviations from a Bessel function can be quite large and the imaginary part will not vanish (Tsai 2009; Weaver et al. 2009; Yao & Van Der Hilst 2009; Basini et al. 2013) . This can result in erroneous phase velocities. In most applications, however, this approximation is good enough. Examples using synthetic tests are shown below.
Stationary-phase integration
It is also possible to solve the integral in eq. (6) by a stationary-phase approximation (e.g. Snieder 2004; . In this case, ω and/or is assumed to be large, which means that exp (i(ω cos θ/c)) is a rapidly oscillating function of θ. A rapid oscillation around zero means equal positive and negative contributions to the integral over θ which will approximately cancel out. It is thus enough to evaluate the integral at the stationary points where the phase term ψ(θ) = cos θ/c is stationary, that is, dψ(θ)/dθ = 0. This gives
for a single stationary point at a, valid for ω → ∞ and assuming that the second derivative ψ with respect to θ is not zero at θ = a (e.g. Bender & Orszag 1978) . The sign of π/4 in the exponent is positive for ψ (a) ≥ 0 and negative otherwise. If we have a definite integral and the stationary point is at one of the integration limits, a factor of 1 2 has to be included. In eq. (6), there are three stationary points at
with two of the stationary points at the integration limits. We can thus solve the integral in eq. (6),
Since A(ω, −π ) = A(ω, π ), we can write
The terms exp(±i(
)) describe a wave travelling from receiver 1 to receiver 2 and vice versa, which are often referred to as causal and anti-causal parts of the cross-correlation.
Eq. (11) shows that the contributions to the cross-correlation associated with sources at θ = 0 and θ = π have phases of ω /c − π/4 and ω /c + π/4, respectively. This π/4 phase shift was something being thought of as a 'discrepancy' between causal/acausal terms and the phase of an impulse travelling with speed c between the locations. Due to the fact that we are dealing with a circular source distribution, the solution is characterized by a Bessel function (eq. 6). In the high-frequency and/or long interstation distance limit, the Bessel function is approximated by a cosine with π/4 phase shift (Fig. 2) . This explains the stationary-phase solution in eq. (11). Most time-domain approaches use this approximation and consequently it is important to apply the π/4 correction. However, this introduces an error at low frequencies and/or short interstation distance (Tsai 2009; Boschi et al. 2013) . The frequency-domain algorithm presented here does not require such correction as we determine phase velocities using directly the properties of the Bessel function.
The source intensity A in eq. (11) is allowed to be a smoothly varying function of θ. We can see that the forward and backward terms are scaled by the amplitude term in 0-and π -direction, that is, aligned with the station pair (Fig. 1) . This means that in the infinite frequency limit, only sources on the x-axis contribute constructively. For lower frequencies, the Fresnel zone is characterized by two hyperbolae aligned with the x-axis (e.g. Snieder 2004 ). The azimuths where noise sources contribute constructively can be expressed in an approximate formula from Yao & Van Der Hilst (2009) 
referring to the definition of and θ from Fig. 1 . Note that in the stationary-phase approach, eq. (11) can be derived as well without the plane wave approximations from eq. (4) . Bessel function (black line) compared to its high-frequency/long interstation distance approximation (grey), which is often used in time domain approaches. Both curves are shown with respect to interstation distance and at three different periods. The velocity c is set to 3.5 km s −1 for both curves. In time domain approaches, the phase velocity is determined by evaluating the phase of the stacked cross-correlation spectrum and correcting it by π/4. This introduces an error at long periods and short interstation distances, plotted here as red curve. Accordingly, data associated with short (typically less than three wavelengths, blue dashed line) interstation distance are often discarded (e.g. Bensen et al. 2007 ).
Using i = exp (iπ/2), eq. (11) can be rewritten as
which contains the far-field approximation of the Hankel function (eq. C4-5 in , yielding
If we assume as before, that A(ω, θ) is equal for all directions we get
which is the same as eq. (6). It is clear from the above treatment that if A(0) = A(π ) the imaginary part of the cross-correlation spectrum does not vanish. From eq. (14), it may also look like that in this case the real part of the cross-correlation spectrum still follows a Bessel function. However, this is strictly speaking only true in the high frequency limit, for which the stationary-phase result was derived.
Horizontal components (Rayleigh and Love waves)
When applying this method to Love waves, we are interested in the horizontal displacement, perpendicular to the great-circle identified by the receiver locations (y-axis in Fig. 1 ). With the same assumptions as for eq. (1), eq. (7.143) from Aki & Richards (2002) can be simplified as
which is the same as eq. (1), apart from the cos (θ) term, where θ is the angle from station 1 towards the source (Fig. 1) . Hence, the cos (θ ) term assures that, for Love waves and the geometry in Fig. 1 , we are only looking at the y-component of the displacement. The radial (parallel to the receiver-receiver great circle) Rayleigh-wave displacement has the same expression, with A R and c R replacing A L and c L , respectively. With the same far-field assumptions as above (meaning also that θ is equal for both stations), the cross-correlation of horizontal surface-wave displacement at the two stations reads (15) and (19), respectively, for the particular case of constant c = 3.5 km s −1 (no dispersion). In the literature, the contribution of J 2 to the horizontal component is sometimes neglected, resulting in an error that can be significant at low frequencies and/or short interstation distances. We quantify this error by applying our measurement algorithm on the cross-correlations of the top panel, and plotting (bottom panel) the difference between the resulting dispersion curves. The secondary x-axis of the bottom plot shows the number of wavelengths that correspond to an interstation distance of 200 km and a phase velocity of 3.5 km s −1 at the respective frequency.
where A and c have to be adapted for Rayleigh and Love waves, accordingly. Eq. (17) can be seen as the radial-and transverse counterpart of eq. (6). Making use of the trigonometric identity for cos 2 (θ ) = (cos (2θ) + 1)/2 and rearranging yields
After substituting eq. (7) into eq. (18), the latter equation takes the simpler form
This result is also given by Aki (1957) and Sánchez-Sesma & Campillo (2006) . Alternatively, the integral in eq. (17) can be solved via the stationary-phase approximation, since cos 2 (θ) is smooth relative to the rapid oscillation of the phase term for high ω. This gives for the three stationary points at −π , 0 and π (19) . This is consistent with the high frequency behaviour of eq. (19), which we have verified numerically as shown in Fig. 3 , that is,
Estimating phase velocities of Love waves or the horizontal component of Rayleigh waves with a simple Bessel function will therefore introduce an error, but only at low frequencies. An example of this effect is shown in Fig. 3 . Most researchers do not apply the ambient-noise method (ANM) at periods longer than 30 s (0.033 Hz), where the discrepancy shown in Fig. 3 is lower than 0.03 km s −1 (0.9 per cent) for an at Delft University of Technology on October 26, 2016
http://gji.oxfordjournals.org/ Downloaded from interstation distance of 200 km. With increasing interstation distance this effect reduces further. Discarding all data where the interstation distance is shorter than three wavelengths (e.g. Bensen et al. 2007 ) reduces the error to 0.25 per cent over all frequencies. Consequently, this issue is often ignored when extracting Love waves (e.g. Lin et al. 2008; Ekström 2014) . However, Fig. 3 shows that at low frequencies the error can be as large as 10-20 per cent, which corresponds to typically mapped peak-to-peak phase-velocity differences in the earth (e.g. Verbeke et al. 2012; Ekström 2014; Soomro et al. 2016 ). As we aim to exploit all available data and extend the limits of the method to lower frequencies, we include this modification in the presented procedure.
Pre-processing and correlation
Our algorithm measures the phase-velocity curve for a given station couple by cross-correlation and stacking of noise records. It is applied to pairs of sufficiently long seismograms, which ensures that signals from a relatively large number of sources at different azimuths are recorded. At regional/continental scale, it is preferable to work with one-year-long recordings, since the azimuth of noise propagation has been shown to change seasonally (e.g. Stehly et al. 2006; Yang & Ritzwoller 2008) . For the same reason, the benefit of using more than one year of data with respect to one full year might be negligible. More detailed discussions on the time span of noise recordings can be found in Bensen et al. (2007) and Seats et al. (2012) . Records are filtered in the frequency band of interest (2-200s). First, this allows decimation (reduction of sample rate) for all seismograms where 1 Hz sampling rate data are not readily available, which saves disk space and speeds up processing. Second, it restricts the following restitution filtering to a valid frequency range. In our case, pre-processing includes removing the instrument response (restitution), to avoid that different phase responses of used seismometers change the phase-velocity measurement. However, broad-band instruments have often a zero phase shift over a large frequency range and our tests show accordingly that the effects from restitution are marginal.
Wherever gaps appear in the recordings we zero-pad the data in order to get continuous time series. The data is then cut into overlapping time windows (e.g. half an hour with 50 per cent overlap), cosine-tapered at both ends and Fourier transformed. The effects of different window lengths and overlaps are discussed by Seats et al. (2012) . Spectral whitening (e.g. Bensen et al. 2007 ) equalizes all amplitudes, therefore broadening the spectrum, downweighting strong signals from earthquakes and reducing influence from monochromatic sources:
There are also other approaches to achieve this (e.g. Bensen et al. 2007; Ekström et al. 2009); Ekström (2014) , however, notes that effects of whitening or removal of earthquake signals have only very small influence on the phase-velocity measurement.
This procedure is applied to the Z-or R-component recordings for Rayleigh waves and T-component recordings for Love waves. The R direction is defined as parallel to the great circle connecting the station pair; T is perpendicular to both R and Z.
Phase-velocity determination
In the following, we discard the imaginary part of the stacked cross-correlation spectrum which should ideally be zero (eq. 14). Its real part is often characterized by strong high-frequency variability that causes additional, spurious zero crossings (Fig. 4) . This can be overcome by a smoothing filter, in our case a simple low-pass filter. The corner frequency depends on the interstation distance and on estimated minimum phase velocity. In the next step, the zero crossings of the smoothed curve are identified and compared to the Bessel function.
Let us denote z m (m = 1, 2, . . . , ∞) the discrete set of values of the argument of J 0 , such that J 0 (z m ) = 0. Eq. (6) shows that the vertical-component ambient-noise cross-correlation coincides with the Bessel function J 0 (ω /c(ω)). By estimating a realistic minimum value for the phase velocities c(ω), we can reduce z m to a finite set, m = 1, 2, . . . , M. Ekström et al. (2009) proposed to estimate the dispersion curve c(ω) from the observed ambient-noise cross-correlation, by simply identifying the values ω n of ω for which the observed cross-correlation is zero. Each ω n corresponds to a discrete frequency where the spectrum is zero.
from which we can derive all possible phase velocities as
giving M possible phase velocities corresponding to ω n . This number of possible values can be reduced by one half by only taking into account the zero crossings where the derivative of the Bessel function has the same sign as that of the (real part of the) observed spectrum. The problem is further simplified by limiting the result to a range of realistic phase velocities for the region, which is especially helpful at long periods where only a few points to choose from remain. To measure Love-wave phase velocity, or to have an alternative estimate of Rayleigh wave phase velocity via the radial component, the zero crossings of J 0 (z) − J 2 (z) have to be determined; recall, however, that at high frequencies those coincide approximately with the zero crossings of J 0 (z). In Fig. 4(b) , an example of the real part of a cross-correlation spectrum and its smoothed version are shown. For each of the zero crossings at the frequencies ω n , all of the M resulting phase velocities are plotted in Fig. 4(c) . The goal is now to implement an automated procedure that chooses the most realistic dispersion curve c(ω) by picking the right phase velocities. The least ambiguity is found at the low frequency end, where only few possible phase velocities fall within a realistic range. In order to choose the most likely value, the algorithm relies on a reference model (yellow curve in Fig. 4c ). This model may come from a reference earth model, previous studies or by manual picking the dispersion curve for a couple of station pairs that represent a good average in the region of interest.
At the low frequency end, the automated picking relies only on this reference curve and will choose the phase velocities that are closest to it. After the first few values have been determined, more criteria are taken into account. Such criteria are defined based on the properties of Bessel functions:
(i) The frequency step dω from one zero crossing to the next is approximately π , which becomes clear when one looks at the asymptotic approximation of the Bessel function by a cosine with π/4 phase shift. So when choosing the next phase-velocity value at frequency ω k+1 , it should be verified that
assuming that c(ω k ) is not too different from c(ω k+1 ). This should be the case since surface-wave velocity implicitly averages, and thus smooths, Earth structure over depth. If the frequency step dω is much smaller than the prediction, the spectrum is probably noisy, resulting in spurious zero crossings and therefore a jump to a higher phase velocity. Consequently, values of ω n are ignored (up to an acceptable threshold) until a zero crossing is found whose frequency has an acceptable frequency-step width. On the other hand it can also happen that the spectrum does not have any zero crossing in a realistic range. This causes the algorithm to stop, because it is not possible to choose the next phase-velocity value without ambiguity.
(ii) In Fig. 4(c) , several branches are visible that are sub-parallel to the red curve. The existence of these branches is linked to the ambiguity in m. The velocity jump from one branch to the next, that is, z m to z m ± 2 in eq. (24), is associated with 2π (z m ± 1 has another crossing direction as z m and can therefore be excluded). As phase velocities are supposed to vary smoothly, only picks that are at a certain threshold below 2π are considered.
Each picked phase-velocity value has to comply with the two above criteria. After a couple of points have been picked, a linear extrapolation over the last picks predicts the next possible value for the dispersion curve. Additional stabilizing criteria are a comparison of the gradient of the picked curve with the reference model, for example when steeply increasing phase velocities are picked while the model indicates rather decreasing values. The algorithm also tries to choose automatically where to start the picking of the phase-velocity curve, when the cross-correlation spectrum is very noisy at low frequencies. For example, in Fig. 4(e) , it only starts at 0.04 Hz and stops at 0.11 Hz, because the dω criterion (i) has been violated too often.
S Y N T H E T I C T E S T S O F S O U RC E D I S T R I B U T I O N E F F E C T S
In this section, a station pair is placed in a simple medium with homogeneous velocity. Point sources are distributed in a number of ways around the station couple. Each source has a random amplitude and phase spectrum and the signal at the station is calculated by convolution with the 2-D Green's function (e.g. Boschi & Weemstra 2015, E15) . The synthetic signals are cross-correlated for each source and the cross-correlation spectrum is stacked. No additional random error is applied to the data. The synthetic data are cross-correlated and evaluated in the same way as the real data, as explained in the previous section, in order to obtain a phase-velocity curve.
Far-/near-field sources
In Fig. 5 , we compare the effects of far-and near-field source distributions. We use a dispersive phase-velocity distribution as 'input model'. We first assume a far-field source distribution covering all azimuths (green circles in Fig. 5a ), reproducing the idealized setup assumed in the analytical derivation of Section 2. A source-receiver distance of 1000 km corresponds to 3.3 wavelengths at a period of 80 s and velocity of 3.8 km s −1 , which is large enough to meet the far-field criteria and indeed, the dispersion curve is perfectly recovered as shown in Fig. 5(b) .
In this setup, the maximum azimuth difference for a given source amounts to 28
• .
In a second test, we assume again a circular source distribution, but with the circle lying in the near field of the receivers (red circles in Fig. 5a ). The resulting discrepancy between input and output dispersion curves, illustrated in Fig. 5(b) , can be explained in terms of the approximations made in the derivation of Section 2.1, which can be summarized as follows:
(i) to simplify our forward calculations, we have made use of a far-field approximation of the Green's function (eq. 1); (ii) eq. (4) is valid for far-field sources (plane waves) only; (iii) the stationary phase approximation in eq. (11) is valid only for high frequencies and/or large interstation distance .
Point (iii) is not relevant to the rest of this study because our algorithm does not rely on the stationary-phase solution but uses the solution of the exact integration, that is, a Bessel function (eq. 6 or 15). The problem arising from (ii) is associated with the fact that in the near field the distance difference from source to station 1 and source to station 2 is generally smaller than what the far-field approximation requires (eq. 4). It is possible to correct for this effect by taking the exact definition of r 1 − r 2 which invokes, however, an estimation of the average distance R of sources providing the main contribution to observations. It is thus necessary to repeat the derivation that lead to eq. (5) without the far-field approximations from eq. (4). Again, we assume a circular source distribution, but with sources at a relatively small radius R. We find,
According to Fig. 1 , we can write 
We now define another function f(x) which is independent of c(ω),
For a given station couple with interstation distance , making a reasonable guess for R and assuming an idealized source distribution A(ω, θ ), which is 1 for all θ , we can integrate the right hand side of eq. (29) numerically. We can then extract (also numerically) the zero crossings z m of f(x). The following procedure is the same as described in Section 2.4. Each zero-crossing of the data-derived spectrum C(ω) is compared to the zero crossings of the near-field corrected function f(x). All possible phase velocities c m (ω 0 ) for a zero crossings in C(ω) at ω 0 are given by
This is the same as eq. (24), but without , which we already took into account when we integrated eq. (29) numerically. If the signal is whitened prior to cross-correlation (eq. 22) and if sources are not acting simultaneously, the
term in eq. (26) cancels out. This has to be taken into account when integrating eq. (29). This approach results in the dashed red line of Fig. 5 . An analytical near-field correction is proposed by Tsai (2009) which is, however, only valid if /R ≤ 1, which is not the case in the presented example. His approximation also requires an estimation of R.
The remaining difference between the dashed red line in Fig. 5 and the input model is due to (i): the far-field approximation of the Green's function. Note also that in the test setup we worked with point sources which is unlikely to be realistic for longer period waves. It is clear from Fig. 5 that the near-field effects are only important at long periods. Additional tests (not shown here) indicate that the near-field error becomes larger with smaller interstation distance. The effect reduces quickly with increasing R, as seen from the magenta curve in Fig. 5(b) .
For a combination of far-and near-field sources, no correction is necessary. Fig. 5 shows that this holds even in the presence of attenuation. a denotes the attenuation factor which reduces the signal amplitude by exp(−a ), where is the distance between source and receiver. snr is the signal-to-noise ratio, defined by taking the time-domain cross-correlation and comparing the average absolute amplitude in the signal window to the amplitude in the trailing noise window. An attenuation value of a = 0.005 could be realistically found at around 5 s (e.g. Prieto et al. 2009 ). In all our tests, geometrical spreading is also modelled. Attenuation only shows an effect on the phase velocity in combination with random noise. Otherwise, whitening the contributions from each individual source would cancel out any attenuation effect. Our tests show that for very high attenuation values far sources get damped enough to see some near-field effect. In standard situations we recover the dispersion curve reasonably well. Weemstra et al. (2014) show that for simultaneously acting sources there is no effect from attenuation on the phase-velocity estimation.
We infer that only when near-field signal is dominant, and a reasonable guess of the average distance R can be made, it is worth comparing the fit to a corrected function f(x) (eq. 29). Such a near-field correction might be necessary in the case of island stations, where the main noise caused by the surge is very close and where a good approximation of R can be made.
Non-uniform illumination pattern
Ambient-noise imaging relies on the assumption that sources of ambient noise be uniformly distributed with respect to azimuth (A being independent of θ as in eq. 6). In real-world applications, this can only be approximately true. The influence of a non-uniform illumination pattern is shown in Fig. 6 . In this example, the intensity of the sources changes with azimuth. The distribution roughly resembles the average source intensities for central Europe, with more sources in the North, associated with the Atlantic Ocean. Details on the determination of the azimuthal dependent source intensity in Europe are given in the following section. The changing number of noise sources causes deviations from the spatially uniform velocity of 3.8 km s −1 . Depending on the orientation of the station pair, the errors are around ±0.02 km s −1 at 30 s, corresponding to about 0.5 per cent (Fig. 6c) . The behaviour is complex and the relation between the source distribution and the velocity bias is non-linear, changing with period and azimuth of the station couple (see also Yang & Ritzwoller 2008; Tsai 2009; Weaver et al. 2009; Yao & Van Der Hilst 2009) . Averaging over all station pairs gives, however, the velocity of the initial model. This well-known fact is used in the SPAC method, where no homogeneous distribution of noise sources is needed because of the averaging over different station-station azimuths (Aki 1957; Tsai & Moschetti 2010) . As explained above, only the symmetric part of the cross-correlation spectrum is considered (i.e. the imaginary part is discarded). Therefore, the velocity deviations in Fig. 6 (c) are symmetric for a station couple orientation ±180
The influence of a non-uniform illumination pattern gets smaller at high frequencies and large interstation distance (Weaver et al. 2009; Yao & Van Der Hilst 2009 ), which can be understood when looking at eq. (12), showing that the area of noise sources contributing to the measurement reduces in this case. If only few sources in a very narrow area contribute, the variability in source density is negligible. With increasing period (or smaller interstation spacing), the Fresnel area gets larger and the effect of source distribution becomes more important, causing larger deviations from the medium velocity. This explains the behaviour seen in Fig. 6(b) , where the variability gets larger with increasing period. Weaver et al. (2009) show that the velocity bias from a non-uniform source illumination is approximately proportional to
, where B(θ ) is the source intensity in dependence of the angle θ and B (θ) is its second derivative with respect to θ. In Fig. 6(c) , we show that the approximation fits well the general pattern of the velocity bias. The fit becomes better towards shorter periods (not shown here). This is due to 1504 E.D. Kästle et al. (Fig. 6c) .
the high-frequency approximation applied by Weaver et al. (2009) . Note that in Fig. 6(c) we use a symmetric version of the formula of Weaver et al. (2009) . This way we account for the fact that in the presented method we only consider the symmetric part of the cross-correlation spectrum.
Azimuthal anisotropy of surface-wave velocity
In Fig. 7 , the influence of an anisotropic surface-wave velocity model is shown, with 1 per cent velocity increase on the fast axis and a 1 per cent decrease on the slow axis. The fast direction is indicated in Fig. 7(a) . Recovered phase velocities are exactly the same as in the model. This apparently contradicts the calculations of Yao & Van Der Hilst (2009) , who expect a negative velocity bias in this situation. However, this is explained by their assumption of plane waves, as opposed to our derivation in terms of point sources. As this difference in method concerns the calculation of the synthetic data, we expect no discrepancy in applications to real data for azimuthal anisotropy.
The velocity curve in Fig. 7(d) shows the effect of anisotropic velocities in combination with a non-homogeneous source distribution. The same velocity curve can be obtained by summing the effects of anisotropy and non-homogeneous source distribution separately from the corresponding curves in Fig. 6(c) and Fig. 7 .
We infer that azimuthal anisotropy can be recovered without bias by the ANM-at least with the straight ray assumption in this work. The results might be slightly different when ray bending is allowed or finite frequency kernels are used.
C O M PA R I S O N B E T W E E N A M B I E N T -N O I S E A N D E A RT H Q UA K E DATA
The 'Two-Station Method' for measuring surface-wave phase velocity (e.g. Sato 1955; Kovach 1978; Meier et al. 2004; Soomro et al. 2016) is based on using earthquakes as signal sources. When the epicentre is approximately aligned with the station couple, the phase term of the cross-correlation can be evaluated and gives an estimate of the phase velocity. However, selection of smooth parts of the dispersion curves and averaging over a large number of events is necessary to obtain a reliable path-average phase velocity (de Vos et al. 2013; Soomro et al. 2016) . In this section, the phase-velocity measurements from the ANM described above are compared to those obtained from the two-station or 'earthquake' method (EQM). Since the parameters of interest are the same as well as the wave types (Rayleigh and Love), the methods are supposed to give coherent results. However, the signal sources are completely independent, although some scattered earthquake coda waves are certainly making a minor contribution to the ambient-noise wavefield. The difference in approach leads to different, method-specific problems. The EQM has to cope with the influence of strong heterogeneity between the stations and on the path from the epicentre to the stations, the influence of higher modes and noise. It has been shown that time-frequency analysis of the cross-correlation, averaging and selection of smooth parts of single event measurements diminish these effects strongly. However, especially at shorter interstation distances a small positive bias may remain (Soomro et al. 2016) . The ANM hinges on the assumption of a perfect distribution of sources and scatterers that have to be uncorrelated and suffers from the low energy content of the coherent part of the wavefield.
The presented data were recorded in central Europe, mostly the Alpine region and are publicly available. The ambient-noise data is prepared and evaluated according to the method presented above. Details on the compilation of the earthquake-based data set based on an automated processing scheme involving a number of quality checks are given in Soomro et al. (2016) .
Dispersion curves
In Fig. 8 , we compare phase-velocity dispersion curves as measured via EQM versus ANM for several station couples. The phase velocity has been picked using the averaged EQM as reference in order to introduce no bias (see also Fig. 4) . We have not noticed any dependence of the results on the reference curve as long as it does not deviate more than ±1 km s −1 from the expected value. Both Love and Rayleigh wave phase velocities agree well, with discrepancies generally well below 0.1 km s −1 . The effects from the Love wave correction from eq. (19), that is, including the J 2 term, are shown (see also Fig. 3) . The difference is largest at long period and short interstation distance, and becomes approximately negligible below 40 s. Not all measurements are of equal quality: just one or two wrong picks due to noise at the low-frequency end of the cross-correlation spectrum can lead to important deviations such as for station couple MOA-WILA. Fig. 9 provides a more general comparison by showing the averaged measurements from all station pairs for which data from both methods are available. The average discrepancies are as large as almost 0.05 km s −1 for Rayleigh and 0.06 km s −1 for Love waves; in both cases this amounts to approx. 1 per cent of the reference velocity. Fewer Love-wave dispersion measurements are available which could cause the slightly higher discrepancies seen in Fig. 9(b) . Apart from the dispersion curves, also the data coverage for the ANM depending on the period is shown. For this comparison, we choose only station pairs where measurements at all sampled periods between 20 and 50 s are available. The Love-wave discrepancy is reduced, on average, by accounting for the J 2 term in Love-wave cross-correlation (Section 2.4). The effect of the J 2 term is also shown for the R-component dispersion curve. However, this correction alone cannot explain the discrepancies between the methods. The differences between ANM and EQM are highest between 25 and 35 s. The histogram in Fig. 9(d) shows how the differences between the two methods are distributed at 25 s period. Few outliers can be identified for the Rayleigh-wave comparison, but they are not numerous enough to contribute significantly to this discrepancy.
Average faster velocities from the EQM in comparison to the ANM have also been reported by Zhou et al. (2012) curves) -all taken around 30 s. Without stating whether the discrepancy is positive or negative, Köhler et al. (2012) also find residuals of up to 1.5 per cent at 25 s. To our knowledge, there are no studies that show faster measurements from the ANM, which leads us to believe that this discrepancy is systematic. There are several possible reasons for the bias between ambient-noise and earthquake results:
(i) In Fig. 5 , we show that near-field sources represent a possible reason for erroneous phase-velocity measurements from ambient noise. However, we can infer from Fig. 9 that our ANM measurements are not biased by the (a priori possible) presence of many near-field sources: this would have resulted in ANM estimates of velocity being higher than EQM ones, contradicting the data in Fig. 9 . This is in agreement with the fact that most ambient-noise signal recorded in Europe is generated in the surrounding seas/oceans.
(ii) Non uniformity in noise-source distribution with respect to azimuth. This influence is hard to quantify as the effects of a non-uniform illumination pattern are complex and can cause positive as well as negative velocity deviations (e.g. Yang & Ritzwoller 2008; Tsai 2009 ; Figure 11 . Difference in the Rayleigh-wave phase velocity from earthquake (v EQ ) and ambient-noise (v AN ) measurements in km s −1 . The differences are an average of all station couples sorted according to the azimuth of the station couple orientation (left) and interstation distance (right) at three different periods. An azimuth of zero stands for a north-south orientation. The variability gets higher with longer periods, which is because of the decrease in number of measurements but also because of the larger Fresnel zone. The Fresnel zone effect is also visible in the variation with distance, getting smaller for large interstation distances.
(iv) Teleseismic, single-event measurements will have a broader sensitivity kernel. This effect is diminished by averaging (de Vos et al. 2013) . In general, the sensitivity to structure will be slightly different for the ANM and the EQM, which can give different velocity estimations when the medium velocity is laterally changing.
(v) Soomro et al. (2016) mention the influence of surface-wave overtones as another possible cause for a positive bias in the EQM estimates of phase velocity. This effect is minimized by the time-frequency analysis. No fk-filter or time window selection is done in case of the ambientnoise data. The relative contribution of higher modes to the ambient-noise wavefield are estimated quite differently in the literature and seem to be dependent of the region. However, most authors state that fundamental-mode surface waves dominate the ambient-noise records, especially at periods longer than 5 s (Lacoss et al. 1969; Pedersen & Krüger 2007; Nishida et al. 2008; Yao et al. 2011) . Some preliminary numerical tests of our method indicate that even in the presence of a secondary, faster signal emitted by each noise source, roughly corresponding to the first higher mode, the fundamental mode phase-velocity signal dominates the phase-velocity measurement procedure and the fundamental mode phase velocity is correctly reconstructed. Finally, it should be noted that misidentification of fundamental-mode versus overtone phases would result in an overestimate (rather than the observed, suspected underestimate) of fundamental mode phase velocity. We infer that higher mode contamination in the ambient-noise measurements is unlikely to explain the observed EQM-ANM discrepancy.
(vi) In principle, scattering may introduce spurious correlations and therefore influence the measured velocity (e.g. Boschi et al. 2013 ). However, on the scale considered here, it is reasonable to assume that many scattering structures are present and that their geographic distribution is relatively uniform. In such a situation, it has been shown (Larose et al. 2008 ) that scatterers will actually contribute to a better reconstruction of the Green's function. If present, scattering might have some systematic effects on EQM data, but these are presumably small and their analysis is beyond the scope of this study.
We show in Fig. 10 phase-velocity estimates from both ANM and EQM at 30 s period, for all possible station couples, as a function of receiver-receiver azimuth. The discrepancy between ANM and EQM does not show any strong dependence on azimuth, indicating that, if the European crust/upper mantle is azimuthally anisotropic, both methods should resolve this equally well. Indeed, Fig. 10 does suggest that the region of interest is anisotropic. Fry et al. (2010) show that, at 30 s, the average anisotropy fast direction in the western and central Alpine region is around 0
• with 2.5 per cent anisotropic anomaly. The magnitude fits our results very well, with 2.5 per cent of 3.8 km s −1 being around 0.1 km s −1 . The direction deviates slightly from the one shown in Fig. 10 , but this is probably because we average over a larger region. Signal-to-noise ratio at different periods according to the azimuth. A high signal-to-noise ratio shows strong sources generating ambient noise coming from the specific direction. The periods at 8 and 14 s stand for the primary and secondary microseisms band, respectively. In both cases, the strongest source activity comes from the Atlantic. The long-period sources are distributed more isotropically. The distribution at 30 s serves as model for the synthetic test in Fig. 7 . Fig. 11 separates the effects from station couple orientation, interstation distance and period. The effect of the sensitivity kernels can be recognized easily: the variability of the noise data increases as the station-station spacing gets smaller and with increasing period. This effect could be explained with a non-uniform illumination pattern as indicated above (Fig. 7) .
The fluctuations with azimuth are most likely not associated with anisotropy, since that seems to be resolved by both ANM and EQM (Fig. 10) . In the shown case, the average velocity discrepancies are as high as 2.5 per cent for certain orientations. The difference decreases for longer interstation distances. This might be partly caused by a small remaining positive bias in the EQM for small interstation distances. Fig. 12 shows the signal-to-noise ratio for Rayleigh waves at different periods, obtained by filtering the stacked cross-correlations and comparing the maximum signal amplitude with the trailing noise in the time domain, according to Yang & Ritzwoller (2008) . The bounds of the signal window are given by the interstation distance divided by the maximum (5 km s −1 ) and minimum (2 km s −1 ) expected velocity, respectively. We thus obtain a signal-to-noise estimate for each station couple for the forward (waves travelling from station 1 to 2) and backwards (vice-versa) empirical Green's function. In the first and secondary microseisms band, a preferential direction of noise sources is clearly visible with most of the energy coming from the Atlantic (Pedersen & Krüger 2007; Campillo & Roux 2015) . The illumination pattern used to construct synthetic data in Section 3 (Fig. 7) was derived from the signal-to-noise distribution at 30 s shown in Fig. 12 . We already demonstrated that such noise source distribution does not cause any systematic bias. Further synthetic tests of ANM, focused on the effects of non-uniform station distribution (results not shown here in the interest of brevity) did not result in systematic errors, either. This suggests that the actual station distribution covers sufficiently well the whole azimuthal range. The synthetic tests, however, significantly simplify the illumination pattern and the medium. For example, the source intensity distribution will change for every station pair considered, so that the zero-average bias, as seen in the synthetic test, might not hold. A non-uniform velocity model causes also deviations from the ray-theoretical measurement between two stations (e.g. Tsai 2009 ). The expected effects are, however, small for a sufficiently large number of stations considered.
Distribution of noise sources
Phase-velocity maps
The analysis of Section 4 suggests that a small, but possibly significant discrepancy exists between phase-velocity estimates based on the ANM and the EQM. To quantify its practical relevance, we next determine phase-velocity maps from both ANM and EQM data and evaluate their agreement (Fig. 13) . The phase velocities at a period of 25 s are taken as an intermediate value where both approaches have good data coverage. In the inversion process. the test region is divided in 0.1
• wide squares and the sensitivities are calculated in ray-theory approximation, following, for example, Verbeke et al. (2012) . Both ANM and EQM inversions are parametrized and regularized in the same way, via roughness damping only (e.g. Boschi & Dziewonski 1999) . Importantly, we only include in this exercise station couples for which data from both methods are available at the period in question. The Rayleigh-wave maps (Fig. 13) should be seen as a depth-average of the lower-crust/upper mantle velocity structures. Both ANM and EQM show the thickened crust underneath the Alpine orogen, corresponding to low phase velocities. Pronounced velocity reductions characterize also the Po-plain basin in northern Italy and the Apennines. The overall structures of Fig. 13 are in good agreement with phase-velocity maps from Stehly et al. (2009); Verbeke et al. (2012) ; Molinari et al. (2012) .
Differences between ANM and EQM are in the range of ±0.3 km s −1 for both Love-and Rayleigh waves. The inversion and smoothing process suppresses outliers that are visible in 9d. Otherwise, discrepancies in the phase-velocity maps are comparable to the ones from direct comparison of the phase-velocity curves. Several studies similarly compare Rayleigh phase-velocity maps: Zhou et al. (2012) report maximum phase-velocity differences of 0.2 km s −1 , but with a smaller mean of −0.012 km s −1 . Yang & Ritzwoller (2008) find deviations of 0.15 km s −1 . Very small discrepancies are found in the maps of Shen et al. (2013) who give a maximum of 0.08 km s −1 and a mean of −0.001 km s −1 . This is similar to the small mean deviation of −0.004 km s −1 reported by Ritzwoller et al. (2011) .
Phase-velocity curves from the EQM are determined for each event aligned with a station pair, and then averaged over all such events. This results in smoother estimates of the phase-velocity dispersion. Additionally, (Soomro et al. 2016 ) applied certain smoothness constraints, discarding parts of the dispersion curve that are particularly rough. We do not smoothen our phase-velocity curves and some roughness remains as seen in Fig. 4 . This results in higher standard deviations and higher/lower maximum/minimum values of c. We have seen that an inhomogeneous source distribution influences the measured phase velocity for individual station couples: we show above that this does not influence the mean, but it could cause a higher standard deviation.
Love waves at a given period are sensitive to shallower structures than Rayleigh waves at the same period. The Love-wave maps of Fig. 13 show similar structures as the Rayleigh-wave ones. Higher sensitivities to shallower crustal structures result in a very prominent low-velocity zone associated with the Po-plain. The mean discrepancy gets smaller in the phase-velocity map comparison, compared to the phase-dispersion curves (Fig. 9) . This is presumably explained by the geographic distribution of station-station phase-velocity measurements on the map and by the smoothing in the inversion process. To our knowledge, no other studies compare the results of ANM and EQM for Love waves. Our results suggest that the bias between the methods is independent of the wave type.
We evaluate the size of the structures that are resolvable by the station configuration of Fig. 13 with a checkerboard test in Fig. 14. Theoretical receiver-receiver dispersion curves corresponding to this synthetic model are computed using ray-theory (but neglecting ray bending) and a finer parametrization (1 km) than that of the tomographic inversions. They are then inverted with the same parametrization and regularization parameters as on the maps above. The comparison shows that high discrepancies in Fig. 13 even occur in regions of good coverage. 
C O N C L U S I O N S
In this work, we prove the validity of the ANM by comparison with the well-established EQM (Sato 1955; Kovach 1978; Meier et al. 2004; Soomro et al. 2016) . The basic theory of the ANM is revised in order to evaluate its limitations and the approximations that it involves. This includes a far-field assumption, the effects of anisotropic source distribution and azimuthal velocity anisotropy, whose influence is examined using synthetic tests. We also discuss in detail how Love-wave phase velocity can be extracted from ambient noise, show that the mathematical expression for noise cross-correlation is slightly different for Love waves with respect to the vertical component of Rayleigh waves, and verify that the error caused by neglecting such difference (as has sometimes been done) is, generally, small, but can become important for short interstation distance and long periods. We show that the same issue arises when extracting Rayleigh waves from the radial, rather than vertical component of recorded noise.
The central European Alps are taken as example region to test the differences between the two methods. A good agreement in the resulting phase velocities is found with average discrepancies smaller than 0.06 km s −1 . ANM-based velocity estimates are, on average, slightly lower than those obtained by the EQM, as indicated also by other authors (Yao et al. 2008; Ritzwoller et al. 2011; Zhou et al. 2012; Shen et al. 2013) , reporting average discrepancies for Rayleigh-wave phase velocity of −0.07, −0.004, −0.012 and −0.001 km s −1 , respectively. The fact that this bias seems to be very stable and not randomly changing with period, distance and/or azimuth suggests that it should be explained by methodological differences. The largest average discrepancy is found for both Love and Rayleigh waves at periods around 30 s, where Rayleigh waves are particularly sensitive to heterogeneous Moho topography (Meier et al. 1997) .
We extract the azimuthally dependent signal-to-noise ratio at this period and use it in a synthetic model in order to test for the effects of a non-uniform illumination pattern. Our synthetic results suggest that, on average, the observed bias in noise-source distribution does not affect significantly our ANM phase-velocity estimates. We verify also that azimuthal anisotropy in surface-wave velocity can be reconstructed properly by the ANM. We infer that the small residual discrepancy between EQM and ANM dispersion measurements is the result of a combination of factors, including lateral velocity variations and differences in sensitivity of EQM versus ANM data to structure, which are not accounted for if, like here, the ray-theory approximation is used. We also assume a small influence from higher modes on the EQM. Further research will be necessary to fully explain the bias between the methods.
We finally show that, in the context of applications to crust and upper mantle imaging, the discussed discrepancy is sufficiently small to be negligible with respect to other effects: the good agreement between phase-velocity maps based on EQM versus ANM is illustrated by Fig. 13 . This compatibility is key to combining the results of both methods in order to cover a wider period range as done, for example, by Yao et al. (2008) or Zhou et al. (2012) . We suggest that joint inversion of ANM and EQM dispersion data will provide 3-D images of the uppermost mantle at resolution significantly higher than achieved by either data set when inverted alone. In this endeavour, it will be important to take into account some complex effects that we quantified here, namely the contribution of J 2 to the Love-wave and radial-component ANM cross-correlation spectra.
