We provide a variant of cross-polytope locality sensitive hashing with respect to angular distance which is both optimal in asymptotic sensitivity and provably fast. Precisely, we substitute the random rotation on S d−1 in the standard cross-polytope scheme for a fast Johnson-Lindenstrauss transform followed by lifted rotation to reduce the time for hash comptations from
Introduction
In recent years, the nearest neighbor search problem has become important in a wide array of applications including data compression, information retrieval, image storage, computer vision, and pattern recognition. Nearest neighbor search (NN) can be stated as follows: given a metric space (X, D) and a set of points P = {x 1 , ..., x n } ⊂ X, for a query point x ∈ P find y = argmin xi∈P \{x} D(x i , x). In high dimensions, it is known that no algorithm can perform better than a linear search (see [WSB] ); that is, for a query point x ∈ P , any algorithm for NN must essentially compute the distances between x and each point in P \ {x}.
One way to improve on linear search is to relax the problem, and instead solve (R, c) nearest neighbor search ((R, c)-NN): given a query point x ∈ P and the assurance of a point y ′ ∈ P such that D(y ′ , x) < R, find y ∈ P such that D(y, x) < cR. In particular, it is known that approximate nearest neighbor search can be solved in sublinear time using locality sensitive hashing (LSH). The idea in LSH is to specify a function from the domain X to a discrete set of hash values -a so-called hash function -which sends closer points to the same hash value with higher probability than points which are far apart. Then, for a set of points P = {x 1 , ..., x n } ⊂ X and a query point x ∈ P, search within its corresponding hash bucket for a nearest neighbor. To quantify the notion of how sensitive a hash function is, we let p 1 be the probability of collision for points that are distance R from each other and p 2 the probability of collision for points that are distance cR from each other (for c > 1). Note that ideally for any fixed radius R, we want p 2 to decrease rapidly as a function of c. For this reason, we study the parameter ρ = . In the case of the unit sphere endowed with euclidean distance, spherical LSH ( [AINR14] , [AR15a] ) has been shown to satisfy the optimal asymptotic sensitivity ρ = 1 c 2 [OWZ14] ; however, the corresponding hash functions are not practical to compute. The work [AIL + 15] showed the existence of an LSH scheme with both optimal sensitivity and hash functions which are practical to implement; namely, the cross-polytope LSH scheme which had been previously proposed in [TT07] (see also [AR15b] , [OWZ14] , [MNP06] 
Our contribution. The goal of this paper is to provide a hash function with optimal sensitivity parameter ρ that is computable in time O(d ln d) where d is the dimension of the data. In particular, we introduce a variant of cross-polytope LSH which first embeds the points in ln(d) dimensions via a fast Johnson-Lindenstrauss transform before lifting back up to S d−1 and hashing. This is to our knowledge the first hashing scheme over the unit sphere with euclidean metric to provably achieve the optimal sensitivity parameter ρ with efficient hash computations. Additionally, by discretizing our hashing matrix, we extend this result to a scheme that uses only O(ln 9 d) bits of randomness while still achieving the asymptotically optimal ρ. then a random projection matrix is applied. The authors exploit the fact that the random projection matrix will have the restricted isometry property, which preserves pairwise distances between any two sparse vectors. This result is notable in that the reduced dimension has no dependence on n, the number of points. See section 5 for more discussion.
Notation
We now establish notation that will be used in the remainder.
) for some finite valued function g : (0, 2) → R. The expression o(1) is a quantity such that lim d→∞ o(1) = 0. H ∈ R d×d is the Hadamard matrix. D b ∈ R d×d is a diagonal matrix whose entries are i.i.d. Rademacher variables. For a matrix M ∈ R d×d , M S will denote the restriction of M to its rows indexed by the set S ⊂ {1, ..., d}. The variable G will always denote a matrix with i.i.d. standard normal Gaussian entries, where the matrix may vary in size. The variable G will always denote a matrix with i.i.d. copies of a discrete random variable X which roughly models a Gaussian, details of which can be found in the appendix. The variables C i will denote constants that are bounded independent of the dimension. We will use m to denote the projected dimension of our points, where 
•
We primarily care about the case where r 1 = R, r 2 = cR, in which case we study the parameter
as a measure of sensitivity for our hashing scheme. For a hash function with sensitivity ρ, there exists an algorithm that, with constant probability, solves (R, c)-NN with query time O(dn ρ ) where n is the number of points to be hashed (see Theorem 1 in [IDIM04] ). The optimal sensitivity is ρ = 1 c 2 ; note that as ρ decreases (or as c increases), we get more improvement in query time compared to linear search.
Cross-polytope LSH
The cross-polytope LSH scheme (which is actually a special case the spherical LSH algorithm from [TT07] ) is of interest because it is simple and achieves the asymptotically optimal sensitivity. Given a Gaussian matrix G ∈ R d×d with i.i.d. N (0, 1) entries, the cross polytope hash of a point
where
is the standard basis for R d . A recent paper of Andoni, Indyk, Laarhoven, and Razenshteyn [AIL + 15] gives the following collision probability for cross-polytope LSH.
Proposition 2 (Theorem 1 in [AIL
, and H is the hash family defined in (2). Then,
Consequently,
Johnson Lindenstrauss Transforms
Johnson Lindenstrauss (JL) transforms have been used in a wide variety of applications to reduce the dimension of data sets while preserving pairwise distances according to a given metric. Formally, given
. In our case, we consider the unit sphere with euclidean metric, and our data set is simply the two points we want to hash, along with their difference. There has been a lot of recent work towards constructing fast JL transforms (to name a few, see [AC09, AL13, KW11]), many of which involve subsampling Hadamard or Fourier matrices. We consider a scheme where first we multiply x ∈ S d−1 by a diagonal matrix D b ∈ R d×d with i.i.d. Rademacher variables, followed by a subsampled Hadamard matrix H S ∈ R m×d . Here, S ⊂ {1, ...d} is a random subset of size |S| = m.
The following lemma combines a recent improvement on the restricted isometry property for partial Hadamard matrices [HR15] with a reduction from RIP to Johnson-Lindenstrauss transforms in [KW11] ; we defer the proof to the appendix.
Main Results
In order to speed up the cross-polytope LSH algorithm, we first use a JL transform to embed our data into a lower dimension m ≪ d, then "lift" the points back into dimension d
to the sparse vector x 0 ; therefore, assuming the distortion of our points due to the JL transform is not too large, this fast scheme should behave the same as the original cross-polytope LSH scheme. For practical purposes it would be ideal to lift the dimension as little as possible, but this results in empirically higher collision probabilities when points are far apart (see section 6). We can define the hash function for fast cross-polytope LSH as follows.
It is easy to see that for this scheme, hash computation
Gaussian matrix multiplication and O(d ln d) time from the JL transform. Table 1 contains the construction of the original cross-polytope LSH scheme, our fast cross-polytope scheme, as well as the discretized version which we will present later. We now formalize the above intuition about how this scheme behaves relative to cross-polytope LSH. 
LSH Family Hash Function
Cross-Polytope LSH h(x) = argmin
and this hashing scheme runs in time O(d ln d).
A few remarks are in order.
• This sensitivity ρ matches that of standard cross-polytope LSH in Proposition 2, and for R ∈ [0, R 0 ] and R 0 < 2, is optimal up to factor
• When hashing n points simultaneously, the embedded dimension m picks up a factor of ln(n). Assuming that n is polynomial in d, the result in Theorem 4 still holds simultaneously over all pairs of points.
In addition to creating a fast hashing scheme, one can reduce the amount of randomness involved. In particular, we show that a slight alteration of the scheme still achieves the optimal ρ-value while using only O(ln 9 d) bits of randomness. The idea is to replace the Gaussian matrix by a matrix of i.i.d. discrete random variables. Some care is required in tuning the size of this matrix so that the correct number of bits is achieved. As a consequence the number of hash values for this scheme is of order O(m) (i.e. we lift up to a smaller dimension), which lowers performance in practice, but does not affect the asymptotic sensitivity ρ. We additionally use a JL transform developed by Nelson and Kane [KN14] that only uses O(ln(d) ln(ln d)) bits of randomness. Specifically, the hash function for this scheme is
′ ×m is a matrix with i.i.d. copies of a discrete random variable X which roughly models a Gaussian, and Z ∈ R d×m is the JL transform constructed in [KN14] . Our analysis allows us to pick the threshold value d ′ = m to minimize the number of random bits.
Theorem 5 There is a hash family H with O(ln 9 d) bits of randomness that achieves the bound
and runs in time O(d ln d).
Open Problems
Although we achieve a logarithmic number of bits of randomness in Theorem 5, there is no reason to believe this is optimal among all hash families. More generally, given a particular rate of convergence to the optimal asymptotic sensitivity we would like to know the minimal number of required bits of randomness. We can state this as follows. such that ρ ≥ 1 c 2 + f (d) with the fastest hash computations. It would be natural to extend our theoretical analysis to the case of hashing a collection of n points simultaneously. In this setting, the embedding dimension of the JL matrix would inherit an additive factor depending on ln(n). Inspired by the construction in [LJC + 13] which first sparsifies the data then exploits the restricted isometry property which applies uniformly over all sparse vectors, we can aim for a construction that doesn't depend on the number of data points.
Problem 6 Given a rate of convergence f (d, R) such that for each
0 < R < 2, lim d→∞ f (d, R) = 0,
Numerical Experiments
To illustrate our theoretical results in the low dimensional case, we ran Monte Carlo simulations to compare the collision probabilities for regular cross-polytope LSH as well as the fast and discrete versions for various values of the original and lifted dimension. We refer to [AIL + 15] for an in depth comparison of run times for cross-polytope LSH and other popular hashing schemes. The experiments were run with N = 20000 trials. The discretized scheme used 10 bits of randomness for each entry. The fast, discrete, and regular cross-polytope LSH schemes exhibit similar collision probabilities for small distances, with fast/discrete cross-polytope having marginally higher collision probabilities for larger distances. It is clear that as the lifted dimension decreases, the fast and discrete versions have higher collision probabilities at further distances, which decreases the sensitivity of the schemes. Roger Weber, Hans-Jörg Schek, and Stephen Blott. A quantitative analysis and performance study for similarity-search methods in high-dimensional spaces.
Appendix

Proof of Lemma 3
Define the event
Combining Theorem 4.5 of [HR15] and Theorem 3.1 of [KW11] , we know that for any η ∈ (0, 1), any s ≥ 40 ln(12/η), some C 0 > 0, and provided
and the lemma follows.
Proof of Theorem 4
First we state an elementary limit result that we will apply to the proofs of both Theorem 4 and Theorem 5.
Proof. We know that for any ǫ > 0 and d large enough,
and by positivity the inequality is an equality. This implies that
.
The same argument on the reciprocal shows that
This means that we can reduce to finding bounds for the angular distance between x and y and use the results for the regular polytope LSH. Note that
From Lemma 3, with probability 1 − C 1 d −γ (with the choice m = C 2 γ(ln d) 4 ln 4 (ln d)) we can bound the inner product above by
where the inequality follows from (4), (5), (6). The same argument shows that
Now, combining (4), (5), (8), (9),
Using the reverse inequalities, we get
Let F d be the event that
Recalling that x − y 2 2 = R 2 , this motivates the definition
and similarly for R − (using the bounds in (10)). Given that F d holds, combining (10) and Theorem 2,
We now note that for large enough d, R + and R − are bounded away from 2 so that O R+ (ln
, where C + and C − are constants that are bounded inde-pendent of the dimension. This implies that
with the choice
A similar but less delicate argument shows that (for the same choice of γ),
In particular, this implies that
We make a technical note that we need d large enough that R 2 − , R 2 + are bounded away from 4 so that the above expression isn't undefined.
Proof of Theorem 5
We will use the following result (formulated as an analogue to lemma 3) , due to Kane and Nelson, that reduces the amount of randomness require to perform a JL transform. 
First we want to construct a hash scheme that uses a Gaussian rotation with which to compare our discretized scheme. Define h
where G ′ ∈ R m×m is a standard i.i.d. Gaussian matrix. The following elementary lemma gives us a suitable replacement for each Gaussian in the matrix G ′ .
Lemma 10 Suppose g ∼ N (0, 1). Then, there is a symmetric, discrete random variable X taking 2 b values such that for any x ∈ R,
It is now easy to check that (12) is satisfied and X is symmetric.
The discretized scheme can now be constructed by
where the entries of G ∈ R 
As we will see, we can choose γ and b to be a power of ln(d) while still achieve the optimal asymptotic ρ. For this we have the following lemma.
Lemma 11 Let x, y ∈ R d be such that x − y 2 = R, x = Zx, and let h, h ′ be as defined in (13) and
Proof. Note that since the entries of G x are symmetric and i.i.d., the probability of hashing to one value is equal for all hash values, so we get 
Our goal is to bound the probability Pr[( G x) 1 ≥ |( G x) 2 |, ( G y) 1 ≥ |( G y) 2 |] in terms of the probability ... ... Finally, by our choice of γ, b in the above lemma, we know that there are O(ln 9 (d)) bits of randomness.
