Cohomologie d'intersection des vari\'et\'es modulaires de Siegel, suite by Morel, Sophie
Cohomologie d’intersection des varie´te´s modulaires de
Siegel, suite
Sophie Morel
Abstract
In this work, we study the intersection cohomology of Siegel modular varieties. The
goal is to express the trace of a Hecke operator composed with a power of the Frobenius
endomorphism (at a good place) on this cohomology in terms of the geometric side of
Arthur’s invariant trace formula for well-chosen test functions.
Our main tools are the results of Kottwitz about the contribution of the cohomology
with compact support and about the stabilization of the trace formula, Arthur’s L2 trace
formula and the fixed point formula of [M1]. We “stabilize” this last formula, ie express
it as a sum of stable distributions on the general symplectic groups and its endoscopic
groups, and obtain the formula conjectured by Kottwitz in [K7].
Applications of the results of this article have already been given by Kottwitz, assuming
Arthur’s conjectures. Here, we give weaker unconditional applications in the cases of the
groups GSp4 and GSp6.
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Sophie Morel
Introduction
Cet article est la suite de l’article [M1], et il est paralle`le au livre [M2], dont il suit globalement
la structure et utilise certains des re´sultats. Son but est de continuer l’e´tude de la cohomologie
d’intersection de la compactification de Satake-Baily-Borel des varie´te´s modulaires de Siegel (l’objet
de [M2] e´tait le cas des varie´te´s de Shimura associe´es aux groupes unitaires sur Q).
La me´thode utilise´e est celle de´veloppe´e par Ihara, Langlands et Kottwitz : comparaison de la
formule des points fixes de Grothendieck-Lefschetz et de la formule des traces d’Arthur-Selberg.
Le premier pas, c’est-a`-dire le calcul de la trace sur la cohomologie d’intersection d’une correspon-
dance de Hecke compose´e avec une puissance (assez grande) du morphisme de Frobenius en une
bonne place, e´tait l’objet de l’article [M1] (comple´te´ par le chapitre 1 de [M2]). On exprime ici
la formule obtenue en fonction du coˆte´ ge´ome´trique de la formule des traces stable sur le groupe
ge´ne´ral symplectique et ses groupes endoscopiques. Notons que cette “stabilisation” utilise le lemme
fondamental et certains cas du lemme fondamental tordu ; ces re´sultats sont de´sormais disponibles
graˆce aux travaux de Laumon-Ngo ([LN]), Ngo ([N]) et Waldspurger ([W1], [W2], [W3]).
Pour la partie elliptique de la formule des points fixes (c’est-a`-dire la partie qui provient de
la cohomologie a` supports compacts de la varie´te´ de Shimura), la stabilisation modulo les lemmes
fondamentaux est due a` Kottwitz ([K7]). On applique ici la me´thode de Kottwitz aux sous-groupes
de Levi du groupe ge´ne´ral symplectique pour obtenir la stabilisation des termes non elliptiques ; pour
faire le lien entre les sous-groupes de Levi des groupes endoscopiques et les groupes endoscopiques
des sous-groupes de Levi, on utilise aussi des me´thodes de Kottwitz (cf [K8]). Le seul point qui est
vraiment plus difficile que dans le cas des varie´te´s de Shimura compactes est la stabilisation de la
partie a` l’infini (qui prend d’ailleurs la moitie´ de cet article).
Le the´ore`me principal est le the´ore`me 5.3.2. Son corollaire 5.3.3 est la formule conjecture´e par
Kottwitz dans [K7] (10.1) (pour les varie´te´s modulaires de Siegel) :
The´ore`me. Soit SK la varie´te´ modulaire de Siegel associe´e au groupe G = GSp2n et de niveau
K ⊂ G(Af ) net. On note IH∗(SK, V ) la cohomologie d’intersection de la compactification de Satake-
Baily-Borel de SK a` coefficients dans une repre´sentation alge´brique V de G. Soit p un nombre
premier tel que K = G(Zp)Kp, avec Kp ⊂ G(Apf ) ; on note Frobp ∈ Gal(Q/Q) un rele`vement
du Frobenius ge´ome´trique en p. Alors, pour toute fonction f∞ ∈ C∞c (K \ G(Af )/K) telle que
f∞ = f∞,p1lG(Zp) et pour tout entier j assez grand, on a
Tr(Frobjp × f∞, IH∗(SK, V )) =
∑
(H,s,η0)
ι(G,H)STH(f
(j)
H ),
ou` la somme est sur les classes d’e´quivalence de triplets endoscopiques elliptiques (H, s, η0) de G
tels que HR admette un tore maximal elliptique, les f
(j)
H sont des fonctions sur H(A) de´termine´es
par f∞, j et V et STH est le coˆte´ ge´ome´trique de la formule des traces stable sur H.
Les notations pre´cises sont explique´es dans 5.3. Signalons tout de meˆme ce que l’on entend par
“coˆte´ ge´ome´trique de la formule des traces stable”. Pour les fonctions qui apparaissent lorsque l’on
calcule la cohomologie des varie´te´s de Shimura (c’est-a`-dire les fonctions cuspidales stables a` l’infini),
Arthur a donne´ dans [A] (formule (3.5) et the´ore`me 6.1) une expression simple de la formule des
traces invariante. Kottwitz a stabilise´ le coˆte´ ge´ome´trique de cette expression dans [K8] ; notons que
cette stabilisation n’utilise que le lemme fondamental (et pas le lemme fondamental ponde´re´). On
utilise ici la formule de Kottwitz. Malheureusement, l’article [K8] n’est pas publie´, et il ne conside`re
que le cas des groupes a` groupe de´rive´ simplement connexe, alors que les groupes endoscopiques des
groupes symplectiques ne ve´rifient pas tous cette condition. Cependant, il ne fait aucun doute que
les me´thodes de [K8] s’adapteraient au cas ge´ne´ral, avec plus de complications techniques. C’est la
formule de [K8] qui est utilise´e dans cet article.
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Si l’on admet les conjectures d’Arthur sur la description du spectre discret des groupes symplec-
tiques et orthogonaux-symplectiques de 1.1, alors on peut de´duire d’une formule comme celle du
corollaire 5.3.3 la description comple`te de la cohomologie d’intersection. Cela a e´te´ fait par Kottwitz
dans les section 8 a` 10 de [K7]. Arthur a annonce´ une preuve de ses conjectures pour les groupes
orthogonaux et symplectiques (en admettant la stabilisation de la formule des traces tordue). Ce-
pendant, on aurait besoin ici des conjectures d’Arthur pour les groupes ge´ne´raux symplectiques (et
certains groupes ge´ne´raux orthogonaux-symplectiques). Plutoˆt que d’utiliser les re´sultats annonce´s
par Arthur pour tenter de donner des applications aussi ge´ne´rales que possible du corollaire 5.3.3,
on a choisi de donner des applications inconditionnelles pour les groupes GSp4 et GSp6, ou` la
situation est particulie`rement simple (principalement parce que le groupe PSO4 est isomorphe a`
PGL2 ×PGL2, cf la proposition 5.2.1). On obtient par exemple le re´sultat suivant sur la fonction
L du complexe d’intersection (proposition 6.2) :
Corollaire. On garde les notations du the´ore`me ci-dessus, et on suppose que G = GSp4 ou
G = GSp6. Alors
logLp(s, IH
∗(SK, V )) =
∑
pif
cG(pif ) dim(pi
K
f ) logL(s−
d
2
, pip, r−µ)
+
∑
piH,f
cH(piH,f ) Tr(piH,f ((1lK)
H))
∑
µH∈MH
ε(µH) logL(s− d
2
, piH,p, r−µH ).
Dans cette formule, H est e´gal a` GSO4 si G = GSp4 et a` G(Sp2 × SO4) si G = GSp6, la
premie`re (resp. deuxie`me) somme est sur l’ensemble des classes d’isomorphisme de repre´sentations
irre´ductibles admissibles pif (resp. piH,f ) de G(Af ) (resp. H(Af )), les cG(pif ) et cH(piH,f ) sont
des coefficients de´finis dans la section 6, (1lK)
H est un transfert de 1lK, MH est un ensemble de
cocaracte`res de H, les ε(µh) sont des signes, r−µ (resp. r−µH ) est la repre´sentation alge´brique de Ĝ
(resp. Ĥ) de plus haut poids −µ (resp. −µH) et d = dim(SK).
Signalons enfin que le cas du groupe GU(2, 1) est traite´ dans le livre [LR] (plus comple`tement,
puisque les conjectures d’Arthur sont connues dans ce cas par les travaux de Rogawski, cf [R]),
celui des groupes unitaires sur Q est traite´ dans le livre [M2] (dont on utilisera souvent les lemmes
techniques) et que, dans le cas du groupe GSp4, Ge´rard Laumon a applique´ les meˆmes me´thodes a`
l’e´tude de la cohomologie a` supports compacts (cf [Lau1], [Lau2]).
Donnons une description rapide des diffe´rentes sections.
La section 1 est consacre´e a` des de´finitions et des rappels sur la formule des points fixes. La
formule des points fixes que l’on utilise ici (the´ore`me 1.2.1) est celle de [M2] 1.7 ou` on a un peu
re´arrange´ les termes pour rendre la stabilisation plus facile.
La section 2 contient des rappels sur l’endoscopie et le calcul des donne´es endoscopiques el-
liptiques du groupes GSp2n et de ses sous-groupes de Levi. En particulier, on rappelle dans 2.2
quelques de´finitions non standard de [K8].
Les sections 3 et 4 prouvent les re´sulats locaux qui sont utilise´s dans 5.3. La section 4 est
consacre´e aux calculs a` la place p et la section 3 a` ceux a` la place infinie (cette dernie`re section, avec
son appendice 7, contient la partie la plus technique et pe´nible de l’article, et celle ou` la diffe´rence
avec le cas des groupes unitaires est la plus grande).
La section 5 e´nonce le re´sultat de Kottwitz ([K8]) sur le coˆte´ ge´ome´trique de la formule des
traces stable et donne la stabilisation de la formule des points fixes.
Enfin, la section 6 donne des applications des re´sultats de 5.3 dans le cas des groupes GSp4 et
GSp6. On y prouve une formule pour la trace d’une puissance du Frobenius sur les composantes
isotypiques (pour l’action de GSp2n(Af )) de la cohomologie d’intersection (the´ore`me 6.1.1).
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de ce texte, et m’a patiemment aide´e a` de´busquer une erreur tenace dans l’appendice.
Dans tout cet article, on utilisera la notation suivante : Soient F un corps, G un groupe alge´brique
sur F et γ ∈ G(F ). Alors on note Gγ = CentG(γ)0.
1. La formule des points fixes
Le but de cette section est de rappeler la formule des points fixes du chapitre 1 de [M2] (cf aussi
[M1] pour le cas d’une correspondance de Hecke triviale), sous une forme un peu plus commode
pour le processus de stabilisation de la section 5.
1.1 De´finition des groupes et des donne´es de Shimura
Dans ce paragraphe, on de´finit les groupes symplectiques et leurs donne´es de Shimura, et on rap-
pelle la description de leurs sous-groupes paraboliques. On introduit aussi les groupes orthogonaux,
car ceux-ci apparaissent comme groupes endoscopiques des groupes symplectiques (cf 2.1).
Pour n ∈ N∗, on note
I = In =
 1 0. . .
0 1
 ∈ GLn(Z)
An =
 0 1. . .
1 0
 ∈ GLn(Z)
et
Bn =
(
0 An
−An 0
)
∈ GL2n(Z).
Soient n ∈ N∗ et J ∈ GLn(Q) une matrice syme´trique. On de´finit des groupes alge´briques
GO(J) et GSp2n sur Q en posant, pour toute Q-alge`bre A :
GO(J)(A) = {g ∈ GLn(A)|tgJg = c(g)J, c(g) ∈ A×}
GSp2n(A) = {g ∈ GL2n(A)|tgBng = c(g)Bn, c(g) ∈ A×}.
On a des morphismes de groupes alge´briques sur Q :
c : GO(J) −→ Gm et det : GO(J) −→ Gm
c : GSp2n −→ Gm et det : GSp2n −→ Gm.
On note O(J) = Ker(c) et SO(J) = Ker(c) ∩Ker(det) (resp. Sp2n = Ker(c) = Ker(c) ∩Ker(det)).
Le groupe GO(J) n’est pas force´ment connexe (il a deux composantes connexes si n est pair) ; on
note GSO(J) = GO(J)0.
Le groupe SO(J) (resp. Sp2n) est le groupe de´rive´ de GSO(J) (resp. de GSp2n). Les groupes
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GSO(J) et GSp2n sont re´ductifs connexes, et le groupe Sp2n est semi-simple simplement connexe.
On note GSOn = GSO(An). Le groupe GSOn est la forme inte´rieure quasi-de´ploye´e du groupe
GSO(J), pour toute J ∈ GLn(Q) syme´trique, et il est de´ploye´ de rang semi-simple bn/2c. D’autre
part, le groupe GSp2n est de´ploye´ sur Q, de rang semi-simple n.
Enfin, on note GSp0 = GSO0 = Gm, et (c : Gm −→ Gm) = id.
Remarque 1.1.1. Si la matrice J est dans GLn(Z), on peut e´tendre GO(J) en un sche´ma en groupes
G′ sur Z en posant, pour toute Z-alge`bre A,
G′(A) = {g ∈ GLn(A)|tgJg = c(g)J, c(g) ∈ A×}.
Alors G := (G′)0 est un sche´ma en groupes sur Z qui e´tend GSO(J) et, pour tout nombre premier
`, GF` est un groupe alge´brique re´ductif connexe sur F`.
On a e´videmment une construction similaire pour les groupes GSp2n.
On de´finit maintenant les donne´es de Shimura. On note S = RC/RGm. On fixe n ∈ N∗, et on note
G = GSp2n. On note X+n ou X+ (resp. X−n ou X−) l’ensemble des morphismes h : S −→ GR qui
induisent une structure de Hodge pure de type {(0, 1), (1, 0)} sur Q2n, et tels que la forme biline´aire
R2n ×R2n −→ R, (v, w) 7−→ tvBnh(i)w soit syme´trique de´finie positive (resp. ne´gative). Le groupe
G(R) agit transitivement (par conjugaison) sur X = X+ ∪ X−, et le morphisme
h : z = a+ ib 7−→
(
aIn −bAn
bAn aIn
)
est dans X+, donc X ' G(R)/StabG(R)(h). Le triplet (G,X , h) est une donne´e de Shimura pure
au sens de [P1] 2.1. Remarquons au passage que le cocaracte`re µ : Gm,C −→ GC associe´ a` h comme
dans (par exemple) [K7] §1 est z 7−→ diag(zIn, In) ; en particulier, il est de´fini sur Q, donc le corps
reflex de la donne´e (G,X , h) est Q.
Rappelons la description des sous-groupes paraboliques des groupes symplectiques.
Un tore maximal de G est
T =

 λ1 0. . .
0 λ2n
 , λ1, . . . , λn ∈ Gm, λ1λ2n = λ2λ2n−1 · · · = λnλn+1
 .
Il est de´ploye´. L’intersection P0 de G avec le sous-groupe des matrices triangulaires supe´rieures de
GL2n est un sous-groupe de Borel de G contenant T. Les sous-groupes paraboliques standard de
G sont indexe´s par les sous-ensembles de {1, . . . , n} de la manie`re suivante.
Soit S ⊂ {1, . . . , n}. On e´crit S = {r1, r1 + r2, . . . , r1 + · · ·+ rm} avec r1, . . . , rm ∈ N∗ et on note
r = r1 + · · ·+ rm. Le sous-groupe parabolique standard PS correspondant est l’intersection avec G
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du groupe 
GLr1 ∗
. . .
GLrm
GSp2(n−r)
GLrm
. . .
0 GLr1

.
En particulier, les sous-groupes paraboliques maximaux standard de G sont les
Pr := P{r} =
 GLr ∗GSp2(n−r)
0 GLr
 ∩G
pour r ∈ {1, . . . , n}, et on a PS =
⋂
r∈S
Pr.
On note NS (ou NPS ) le radical unipotent de PS , MS (ou MPS ) le sous-groupe de Levi e´vident
(forme´ des matrices diagonales par blocs) et AMS le sous-tore de´ploye´ maximal du centre de MS .
Si on e´crit comme plus haut S = {r1, . . . , r1 + · · ·+ rm} et r = r1 + · · ·+ rm, on a un isomorphisme
MS
∼−→ GLr1 × · · · ×GLrm ×GSp2(n−r)
diag(g1, . . . , gm, g, hm, . . . , h1) 7−→ (c(g)−1g1, . . . , c(g)−1gm, g) .
L’image re´ciproque par cet isomorphisme de GLn1 ×· · ·×GLrm est appele´e partie line´aire de MS ;
on la note LS ou MS,l. L’image re´ciproque de GSp2(n−r) est appele´e partie hermitienne de MS , et
note´e Gr ou MS,h. On voit en particulier que les sous-groupes paraboliques maximaux de G ve´rifient
l’hypothe`se de la section 1.1 de [M2]. Remarquons aussi que, graˆce au choix de l’isomorphisme entre
MS et GLr1 × · · · × GLnr × GSp2(n−r), l’image du cocaracte`re µ : Gm,C −→ GC est contenue
dans la partie hermitienne Gr ; le cocaracte`re de Gr que l’on obtient est l’analogue de µ pour
Gr ' GSp2(n−r).
1.2 Formule des points fixes
Les re´fe´rences pour tous les faits e´nonce´s dans ce paragraphe sont donne´es dans le chapitre 1 de
[M2]. Comme dans [M2], on fixe une fois pour toutes des cloˆtures alge´briques Q de Q et Qp de Qp,
pour tout nombre premier p, et des inclusions Q ⊂ Qp et Q ⊂ C.
On fixe n ∈ N∗, et on note G = GSp2n. Soit K un sous-groupe compact ouvert net de G(Af )
(cf [P1] 0.6). On note SK la varie´te´ de Shimura de niveau K de´finie par la donne´e (G,X , h) de 1.1 ;
c’est une varie´te´ alge´brique quasi-projective sur Q, dont l’ensemble des points complexes est donne´
par la formule
SK(C) = G(Q) \ (X ×G(Af )/K).
Soit j : SK −→ SK la compactification de Satake-Baily-Borel de SK ; la varie´te´ SK est aussi de´finie
sur Q, et elle est projective et normale, mais elle n’est pas lisse si n > 2. Soit V une repre´sentation
alge´brique de G. Comme G est de´ploye´, V est de´finie sur Q. On fixe un nombre premier ` et un
isomorphisme Q` ' C. Alors il est bien connu qu’on peut associer a` V un faisceau `-adique lisse
FKV sur SK de fibre V ⊗QQ` en tout point ge´ome´trique de SK (voir par exemple la section 5.1 de
[P2]). Le complexe d’intersection sur S
K
a` coefficients dans V est par de´finition
ICKV = (j!∗(FKV [d]))[−d],
ou` d est la dimension de SK (donc d = n(n+1)/2). La cohomologie de ICKV est une repre´sentation
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(gradue´e) de Gal(Q/Q) × HK, ou` HK = H(G(Af ),K) est l’alge`bre de Hecke des fonctions de
C∞c (G(Af ),C) qui sont bi-invariantes par K.
On fixe f∞ ∈ HK et un nombre premier p 6= ` tel que K = KpG(Zp) avec Kp ⊂ G(Apf ) et
f∞ = f∞,p1lG(Zp) avec f
∞,p ∈ C∞c (G(Apf )). Soit Frobp ∈ Gal(Q/Q) un rele`vement du Frobenius
ge´ome´trique en p. On va rappeler la formule de [M2] 1.7 pour la trace de Frobjp × f (j >> 0) sur
la cohomologie de ICKV .
Rappelons (cf [K8] 1.5) qu’un sous-groupe de Levi M de G est dit cuspidal si (M/AM )R admet
un tore maximal anisotrope (sur R), ou` AM est la partie de´ploye´e du centre de M. Il est facile de
voir que les sous-groupes de Levi cuspidaux de G sont ceux isomorphes a` un groupe Grm ×GLt2 ×
GSp2(n−r−2t), avec r, t ∈ N et r + 2t 6 n.
Soit M un sous-groupe de Levi cuspidal standard de G et soit Mh sa partie hermitienne. Alors
µ : Gm −→ G se factorise par Mh, donc on peut utiliser µ pour de´finir l’ensemble des triplets
de Kottwitz associe´ a` Mh et a` j ∈ N∗ (les de´finitions sont celles de [K7] §2 et §3) : Soit j ∈ N∗.
On note L l’extension non ramifie´e de degre´ j de Qp dans Qp et σ ∈ Gal(L/Qp) le rele`vement
du Frobenius arithme´tique. Alors un triplet de Kottwitz est un triplet (γ0; γ, δ), ou` γ0 ∈ Mh(Q),
γ = (γv)6=p,∞ ∈ Mh(Apf ) et δ ∈ Mh(L), qui ve´rifie un certain ensemble de conditions, note´es (C)
dans [M2] 1.6 (on utilisera la meˆme notation ici). On renvoie a` [K7] §2 pour l’e´nonce´ pre´cis de
ces conditions : notons simplement ici qu’en particulier, on demande que γ0 soit semi-simple et
elliptique dans Mh(R), que γv et γ0 soient stablement conjugue´s pour toute place v 6= p,∞ de Q et
que Nδ := δσ(δ) . . . σj−1(δ) et γ0 soient stablement conjugue´s. On dit que deux triplets de Kottwitz
(γ0; γ, δ) et (γ
′
0; γ
′, δ′) sont e´quivalents, et on note (γ0; γ, δ) ∼ (γ′0; γ, δ), si γ0 et γ′0 sont stablement
conjugue´s, γ et γ′ sont conjugue´s dans Mh(Apf ) et δ et δ
′ sont σ-conjugue´s dans Mh(L) (ie il existe
x ∈Mh(L) tel que δ′ = xδσ(x)−1). Enfin, dans [K7] §2, Kottwitz associe a` tout (γ0; γ, δ) un invariant
cohomologique α(γ0; γ, δ) ∈ K(I0/Q)D (I0 = Mh,γ0 , cf loc. cit. pour les autres notations), qui ne
de´pend que de la classe d’e´quivalence de (γ0; γ, δ) (en un sens pre´cise´ dans loc. cit.). Si (γ0; γ, δ) est
tel que α(γ0; γ, δ) = 0, Kottwitz de´finit dans [K7] §3 une forme inte´rieure I de I0 telle que I/AMh
soit anisotrope sur R, que IQv 'Mh,γv pour v 6= p,∞ et que I(Qp) 'Mh(L)σδ (le σ-centralisateur
de δ dans Mh(L), ie l’ensemble des x ∈Mh(L) tels que xδσ(x)−1 = δ) ; on note alors
c(γ0; γ, δ) = vol(I(Q) \ I(Af ))
(l’autre facteur dans la de´finition de [K7] §3 disparaˆıt graˆce au lemme 2.1.2). Comme dans [M2]
1.6, on note CMh,j l’ensemble des classes d’e´quivalence de triplets de Kottwitz (γ0; γ, δ) tels que
α(γ0; γ, δ) = 0. Si Mh est un tore, on a un sous-ensemble C
′
Mh,j
de CMh,j de´fini dans la remarque
1.6.5 de [M2] : c’est le sous-ensemble des classes d’e´quivalence de triplets (γ0; γ, δ) tels que c(γ0) > 0.
Si Mh n’est pas un tore, on note C
′
Mh,j
= CMh,j . Rappelons aussi que l’on de´finit une fonction φ
Mh
j
de H(Mh(L),Mh(OL)) par
φMhj = 1lMh(OL)µ($−1L )Mh(OL) ∈ H(Mh(L),Mh(OL)),
ou` $L est une uniformisante de L.
Soit M un sous-groupe de Levi standard de G (pas force´ment cuspidal). On notera dans la
suite Ml et Mh les parties line´aire et hermitienne de M. Soit Nor
′
G(M) = NorG(M)∩NorG(Ml)∩
NorG(Mh) (le sous-groupe de NorG(M) qui pre´serve la de´composition de M en sa partie line´aire
et sa partie hermitienne). On note P(M) l’ensemble des paires (Q, g), ou` Q est un sous-groupe
parabolique standard de G et g est un e´le´ment de G(Q) tel que gMhg−1 = GQ et gMlg−1 soit un
sous-groupe de Levi de LQ. On conside`re la relation d’e´quivalence suivante sur P(M) : (Q, g) ∼
(Q′, g′) si et seulement si Q = Q′ et il existe h1 ∈ MQ(Q) et h2 ∈ M(Q) tels que g′ = h1gh2.
Pour tout (Q, g) ∈ P(M), la classe de MQ(Q)-conjugaison du sous-groupe de Levi gMg−1 de MQ
ne de´pend que de la classe d’e´quivalence de (Q, g). Soit P le sous-groupe parabolique standard
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de G de sous-groupe de Levi M. On e´crit P = PS , avec S ⊂ {1, . . . , n}. Pour tout (ts)s∈S ∈
ZS , on a de´fini dans [M1] 4.2 les complexes de cohomologie tronque´e H∗(Lie(NS), V )<ts,s∈S et
H∗(Lie(NS), V )>ts,s∈S ; ce sont des sous-M-repre´sentations (gradue´es) de H
∗(Lie(NS), V ). Si ts =
s(s + 1)/2 − n(n + 1)/2 pour tout s ∈ S, on note H∗(Lie(NS), V )<0 et H∗(Lie(NS), V )>0 au lieu
de H∗(Lie(NS), V )<ts,s∈S et H
∗(Lie(NS), V )>ts,s∈S .
Enfin, pour tout sous-groupe parabolique P de G, tous sous-groupes de Levi M ⊂M′ de G et
toute place v de Q, si γ ∈ P(Qv) et γM ∈M(Qv), on note
δP (Qv)(γ) = | det(Ad(γ), Lie(NP ))|v
DM
′
M (γM ) = det(1−Ad(γ), Lie(M′)/Lie(M))
nGM = |NorG(M)(Q)/M(Q)|.
Soit M un sous-groupe de Levi standard cuspidal de G. Pour tout γM ∈ M(R) semi-simple
elliptique, on pose
LM (γM ) =
∑
(Q,g)∈P(M)/∼
|(Nor′G(M)/(Nor′G(M) ∩ g−1MQg))(Q)|−1mQ(−1)dim(AgMg−1/AMQ )
(n
MQ
gMg−1)
−1|DMQ
gMg−1(gγMg
−1)|1/2δ1/2Q(R)(gγMg−1) Tr(gγMg−1,H∗(Lie(NQ), V )>0),
ou` mQ est e´gal a` 2 si la partie hermitienne de MQ est un tore, et a` 1 sinon. On note
TrM (f
∞, j) =
∑
γL
∑
(γ0;γ,δ)∈C′Mh,j
χ(Ml,γL)c(γ0; γ, δ)δ
1/2
P (Qp)(γLγ0)OγLγ(f
∞,p
M )OγL(1lMl(Zp))TOδ(φ
Mh
j )LM (γLγ0),
ou` γL parcourt l’ensemble des classes de conjugaison de Ml(Q), χ(Ml,γL) est comme dans [GKM]
7.10 et P est le sous-groupe parabolique standard de sous-groupe de Levi M. Les de´finitions des
inte´grales orbitales Oγ , des inte´grales orbitales tordues TOδ et du terme constant f
∞,p
M sont rappele´es
dans [M2] 1.6 et 1.7. On normalise les mesures de Haar comme dans [M2] 1.6 (c’est la convention
de [K7] §3) : On utilise sur Ml(Qp) (resp. Mh(L)) la mesure de Haar telle que le volume de Ml(Zp)
(resp. Mh(OL)) soit e´gal a` 1. On prend sur I(Apf ) (resp. I(Qp), resp. Ml(Apf )γM , resp. Ml(Qp)γL)
une mesure de Haar telle que les volumes des sous-groupes ouverts compacts soient des nombres
rationnels, et on utilise les torseurs inte´rieurs de [K7] §3 pour transporter les deux premie`res mesures
sur Mh(Apf )γ et Mh(L)
σ
δ .
The´ore`me 1.2.1. Si j est assez grand, alors
Tr(Frobjp × f∞, H∗(SKQ, ICKV )) =
∑
M
TrM (f
∞, j),
ou` la somme est sur l’ensemble des sous-groupes de Levi cuspidaux standard de G. De plus, si
f∞ = 1lK, alors le the´ore`me est vrai pour tout j ∈ N∗.
On aurait bien entendu un re´sultat similaire pour les espaces de cohomologie ponde´re´e de [M1].
Ce the´ore`me se de´duit facilement du the´ore`me 1.7.1 de [M2].
2. Endoscopie
2.1 Groupes endoscopiques des groupes symplectiques
Dans cette section, on s’inte´resse aux triplets endoscopiques elliptiques (H, s, η0) des groupes G
de´finis dans 1.1. On utilise la de´finition des triplets endoscopiques et des isomorphismes de triplets
endoscopiques de [K3] 7.4 et 7.5.
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On commence par rappeler la de´finition des groupes ge´ne´raux spinoriels (cf [B] 2.2(5)). Soit
n ∈ N. Le groupe {±1} s’identifie au sous-groupe central Z de Spinn tel que Spinn/Z = SOn (avec
la convention Spin0 = {±1}). On pose
GSpinn = (Gm × Spinn)/{±1},
ou` {±1} est plonge´ diagonalement dans Gm×Spinn. Le caracte`re Gm×Spinn −→ Gm, (z, g) 7−→ z2,
passe au quotient et donne un caracte`re c : GSpinn −→ Gm, dont le noyau s’identifie a` Spinn. De
meˆme, si n1, . . . , nr ∈ N, on pose
G(Spinn1 × · · · × Spinnr) = (Gm × Spinn1 × . . .Spinnr)/{±1},
ou` {±1} est plonge´ diagonalement. Le groupe G(Spinn1 ×· · ·×Spinnr) s’identifie a` {(g1, . . . , gr) ∈
GSpinn1 × · · · ×GSpinnr |c(g1) = · · · = c(gr)}.
Soit n ∈ N∗. On note G = GSp2n. Soient T le tore diagonal de G (c’est un tore maximal de
G) et B le sous-groupe de G forme´ des matrices triangulaires supe´rieures (c’est un sous-groupe de
Borel de G). On a un isomorphisme
T = {(λ1, . . . , λ2n)|∃λ ∈ Gm, ∀i ∈ {1, . . . , n}λiλ2n+1−i = λ}
' Gm ×Gnm
donne´ par la formule (λ1, . . . , λ2n) 7−→ (λ1λ2n, (λ1, . . . , λn)). Pour tout i ∈ {1, . . . , n}, on note ei le
caracte`re de T de´fini par
ei(λ1, . . . , λ2n) = λi.
Alors le groupe des caracte`res de T est
X∗(T) = Zc⊕
n⊕
i=1
Zei.
Donc le tore dual de T est
T̂ = C× × (C×)n,
avec l’action triviale de Gal(Q/Q). Pour tout i ∈ {1, . . . , n}, on note êi le caracte`re (λ, (λ1, . . . , λn)) 7−→
λi de T̂. L’ensemble des racines de T dans Lie(G) est
Φ = Φ(T,G) = {±(ei − c
2
)± (ej − c
2
), 1 6 i < j 6 n} ∪ {±(2ei − c), 1 6 i 6 n}.
Le sous-ensemble de racines simples de´termine´ par B est
∆ = {αi := ei − ei+1, 1 6 i 6 n− 1} ∪ {αn := 2en − c}.
L’ensemble des coracines est
Φ̂ = {±êi ± êj , 1 6 i < j 6 n} ∪ {±êi, 1 6 i 6 n}.
En particulier, Z(Ĝ) =
⋂
α̂∈Φ̂
Ker(α̂) = C× × {1}. Le groupe de Weyl de T dans G est {±1}n oSn,
agissant sur T ' Gm ×Gnm par
((ε1, . . . , εn)o σ, (λ, (λ1, . . . , λn))) 7−→ (λ, (λλε1σ−1(1), . . . , λλεnσ−1(n)))
(et sur T̂ par une formule similaire).
Enfin, le groupe dual de G est
Ĝ = GSpin2n+1(C),
avec l’action triviale de Gal(Q/Q) (cf [B] 2.2(5)).
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Proposition 2.1.1. Soit K un corps local ou global de caracte´ristique 0. Un triplet endoscopique
elliptique (H, s, η0) de GK est uniquement de´termine´ par la donne´e de s. On peut supposer que
s ∈ T̂, et on a force´ment s ∈ Z(Ĝ)({1} × {±1}n) dans ce cas. Un ensemble de repre´sentants des
classes d’e´quivalence de s est
{sn1 := (
n1︷ ︸︸ ︷
1, . . . , 1,
n−n1︷ ︸︸ ︷
−1, . . . ,−1)|0 6 n1 6 n, n1 6= n− 1},
et le groupe endoscopique correspondant a` sn1 est
H = G(Sp2n1 × SO2(n−n1))K := {(g1, g2) ∈ GSp2n1,K ×GSO2(n−n1),K |c(g1) = c(g2)}.
Le groupe Λ(H, s, η0) de [K3] 7.5 est e´gal a` {±1} si n− n1 > 2 et a` {1} si n = n1.
De plus, si K = Q ou R, alors HR admet un tore maximal elliptique si et seulement si n − n1
est pair.
Soit (H, s, η0) un triplet endoscopique elliptique de GK . Comme G et H sont de´ploye´s sur K, on
a un prolongement e´vident de η0 : Ĥ −→ Ĝ en un L-morphisme η : LH −→ LG, qui est η0× idWK .
Si H = G(Sp2n1 × SO2n2)K (avec n1 + n2 = n et n2 6= 1), alors Ĥ = G(Spin2n1+1 × Spin2n2).
De´monstration. Comme G est de´ploye´ sur K et de centre connexe, tous ses groupes endosco-
piques sont de´ploye´s sur K (cf la de´finition 1.8.1 de [N]). Ceci implique qu’un triplet endoscopique
(H, s, η0) est uniquement de´termine´ par s.
Soit (H, s, η0) un triplet endoscopique elliptique de GK . Comme H et G sont de´ploye´s sur K,
la condition d’ellipticite´ s’e´crit simplement Z(Ĥ)0 ⊂ Z(Ĝ). Quitte a` remplacer (H, s, η0) par un
triplet e´quivalent, on peut supposer que s ∈ T̂ et
s = (1, (
n1︷ ︸︸ ︷
s1, . . . , s1, . . . ,
nr︷ ︸︸ ︷
sr, . . . , sr)),
avec s1, . . . , sr ∈ C× deux a` deux distincts et n1, . . . , nr ∈ N∗ tels que n = n1 + · · ·+ nr. Supposons
qu’il existe t ∈ {1, . . . , r} tel que st 6∈ {±1}. Quitte a` permuter les si (ce qui remplace (H, s, η0) par
un triplet e´quivalent), on peut supposer que t = r ; on note n′ = n1 + · · ·+ nr−1. Alors le syste`me
de coracines Φ̂H de H, qui est l’ensemble des coracines de G annulant s, ve´rifie
Φ̂H ⊂ {±êi ± êj , 1 6 i < j 6 n′} ∪ {±êi, 1 6 i 6 n′} ∪ {±(êi − êj), n′ + 1 6 i < j 6 n},
donc
Z(Ĥ) =
⋂
α̂∈Φ̂H
Ker(α̂) ⊃ C× × {1}n′ × (C×)nr .
Ceci contredit le fait que Z(Ĥ)0 ⊂ Z(Ĝ). On en de´duit que s1, . . . , sr ∈ {±1} (donc que r 6 2). Un
argument similaire (calcul de Z(Ĥ)) montre que la multiplicite´ de −1 dans s ne peut pas eˆtre e´gale
a` 1. Ceci prouve l’assertion sur la description des classes d’e´quivalence de s possibles.
Soit n1 ∈ {1, . . . , n} − {n− 1}, et soit H le groupe endoscopique associe´ comme dans l’e´nonce´.
Alors le syste`me de coracines de H est
Φ̂H = {±êi ± êj , 1 6 i < j 6 n1} ∪ {±êi, 1 6 i 6 n1} ∪ {±êi ± êj , n1 + 1 6 i < j 6 n},
donc le syste`me de racines de H est isomorphe a`
{±(ei− c
2
)±(ej− c
2
), 1 6 i < j 6 n1}∪{±(2ei−c), 1 6 i 6 n1}∪{±(ei− c
2
)±(ej− c
2
), n1+1 6 i < j 6 n},
c’est-a`-dire de type Cn1 × Dn−n1 . La formule pour H re´sulte facilement de ceci. Pour calculer
Λ(H, s, η0), on remarque que, si n 6= n1, alors il existe, a` translation par Ĥ pre`s, un unique e´le´ment
g ∈ Ĝ− Ĥ qui normalise Ĥ : c’est un rele`vement de l’e´le´ment de longueur maximale du groupe de
Weyl de Bn.
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Enfin, si K = Q ou R, H admet un R-tore maximal elliptique si et seulement s’il existe un
e´le´ment de son groupe de Weyl qui agit par −1 sur les e´le´ments d’un ensemble de racines simples.
Le syste`me de racines Cn1 ve´rifie cette proprie´te´ pour tout n1, mais Dn−n1 ne ve´rifie cette proprie´te´
que si n− n1 est pair.

Un calcul de nombres de Tamagawa
Lemme 2.1.2. (i) Soit G un groupe re´ductif connexe de´ploye´ sur Q. Alors Ker1(Q,G) = {1}.
(ii) On a
τ(G(Sp2n1 × SO2n2)) =
{
1 si n2 = 0
2 si n2 > 2
.
(iii) Soient F une extension finie de Q et L = RF/QGLn,F , avec n ∈ N∗. Alors τ(L) = 1.
De´monstration. Rappelons d’abord que, d’apre`s [K3] 4.2.2 et 5.1.1, [K6] et [C], pour tout groupe
alge´brique G re´ductif connexe sur Q, on a
τ(G) = |pi0(Z(Ĝ)Gal(Q/Q))|.|Ker1(Q,G)|−1.
(i) D’apre`s [K3] 4.2, on a une bijection canonique Ker1(Q,G) −→ Ker1(Q, Z(Ĝ))D, donc il
suffit de montrer que Ker1(Q, Z(Ĝ)) = {1}. Comme Z(Ĝ) est commutatif et que Gal(Q/Q)
agit trivialement sur Z(Ĝ), cela re´sulte du the´ore`me de densite´ de Cˇebotarev.
(ii) D’apre`s le rappel ci-dessus et (i), il suffit de calculer |pi0(Z( ̂G(Sp2n1 × SOn2)))|. En raison-
nant comme dans la preuve de la proposition 2.1.1, on voit que
Z( ̂G(Sp2n1 × SOn2)) '
{
C× si n2 = 0
C× × {±1} si n2 > 2 .
La conclusion de (ii) en re´sulte.
(iii) C’est le (ii) du lemme 2.3.3 de [M2].

2.2 Sous-groupes de Levi et groupes endoscopiques
Dans ce paragraphe, on rappelle quelques notions de la section 7 de [K8]. On utilise les notations
et les de´finitions de la section 7 de [K3].
Soit G un groupe re´ductif connexe sur un corps local ou global F . On note E(G) l’ensemble
des classes d’isomorphisme de triplets endoscopiques elliptiques de G (au sens de [K3] 7.4) et L(G)
l’ensemble des classes de G(F )-conjugaison de sous-groupes de Levi de G. Soit M un sous-groupe
de Levi de G. On a un plongement canonique Gal(F/F )-e´quivariant Z(Ĝ) −→ Z(M̂).
De´finition 2.2.1. ([K8] 7.1) Un G-triplet endoscopique de M est un triplet endoscopique (M′, sM , ηM,0)
de M tel que :
(i) l’image de sM dans Z(M̂′)/Z(Ĝ) soit fixe par Gal(F/F ) ;
(ii) l’image de sM dans H
1(F,Z(Ĝ)) (via le morphisme (Z(M̂′)/Z(Ĝ))Gal(F/F ) −→ H1(F,Z(Ĝ))
induit par la suite exacte 1 −→ Z(Ĝ) −→ Z(M̂) −→ Z(M̂)/Z(Ĝ) −→ 1) est dans
Ker1(F,Z(Ĝ)).
On dit que (M′, sM , ηM,0) est elliptique s’il est elliptique en tant que triplet endoscopique de M.
Soient (M′1, s1, η1,0) et (M′2, s2, η2,0) deux G-triplets endoscopiques de M. Un isomorphisme de
G-triplets endoscopiques de (M′1, s1, η1,0) sur (M′2, s2, η2,0) est un isomorphisme α : M′1 −→M′2 de
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triplets endoscopiques de M (au sens de [K3] 7.5) tel que les images de s1 et α̂(s2) dans Z(M̂′1)/Z(Ĝ)
soient e´gales.
Dans [K8] 3.7 et 7.4, Kottwitz explique comment associer une classe d’isomorphisme de tri-
plets endoscopiques de G a` un G-triplet endoscopique de M (cette construction est rappele´e
dans [M2] 2.4). On note EG(M) l’ensemble des classes d’isomorphisme de G-triplets endosco-
piques elliptiques de M telles que la classe d’isomorphisme de triplets endoscopiques de G as-
socie´e soit elliptique. On a des applications e´videntes EG(M) −→ E(M) et EG(M) −→ E(G).
Pour tout (M′, sM , ηM,0) ∈ EG(M), on note Aut(M′, sM , ηM,0) le groupe des G-automorphismes de
(M′, sM , ηM,0) et ΛG(M′, sM , ηM,0) = Aut(M′, sM , ηM,0)/M′ad(Q) le groupe des G-automorphismes
exte´rieurs ; si M = G, on omet l’indice G.
Rappelons que l’on note nGM = |NorG(M)(Q)/M(Q)|.
Le lemme 2.2.2 ci-dessous est un cas particulier du lemme 7.2 de [K8]. Comme [K8] n’est pas
publie´, on le prouve directement par un calcul pour les groupes conside´re´s dans ce texte. On suppose
de´sormais que G = GSp2n, n ∈ N. Si (M′, sM , ηM,0) ∈ EG(M) et (H, s, η0) est son image dans
E(G), alors on voit facilement que M′ de´termine une classe de H(Q)-conjugaison de sous-groupes
de Levi de H. (Cette remarque est vraie en ge´ne´ral et prouve´e dans [K8], mais on n’a pas besoin
de ce fait ; cf la note 3 de [M2] 2.4.)
Lemme 2.2.2. Soit ϕ :
∐
(H,s,η0)∈E(G)
L(H) −→ C. Alors
∑
(H,s,η0)∈E(G)
|Λ(H, s, η0)|−1
∑
MH∈L(H)
(nHMH )
−1ϕ(H,MH)
=
∑
M∈L(G)
(nGM )
−1 ∑
(M′,sM ,ηM,0)∈EG(M)
|ΛG(M′, sM , ηM,0)|−1ϕ(H,MH),
ou`, dans la deuxie`me somme, (H, s, η0) est l’image de (M
′, sM , ηM,0) dans E(G) et MH est l’e´le´ment
de L(H) associe´ a` (M′, sM , ηM,0).
(On e´crira parfois M′ au lieu de MH , car M′ et MH sont isomorphes.)
Nous n’utiliserons ce lemme que pour des fonctions ϕ qui s’annulent de`s que leur deuxie`me
argument n’est pas un sous-groupe de Levi cuspidal. Dans ce cas, le lemme re´sulte facilement du
lemme ci-dessous, qui se prouve comme la proposition 2.1.1. (Il serait facile aussi mais plus fastidieux
de montrer le lemme pour ϕ quelconque par un calcul explicite.)
Lemme 2.2.3. Soit n ∈ N∗ ; on note G = GSp2n. On note T le tore diagonal de G, et on identifie
T̂ a` C× × (C×)n comme dans 2.1. Soit M un sous-groupe de Levi cuspidal de G. Alors M est
isomorphe a` Grm×GLt2×GSp2m, avec m, r, t ∈ N tels que n = m+ r+2t. Soit TM le tore diagonal
de M. On choisit un isomorphisme T̂M ' T̂ tel que l’ensemble des coracines du facteur GSp2m de
M soit {±êi ± êj , r + 2t+ 1 6 i < j 6 n} ∪ {±êi, r + 2t+ 1 6 i 6 n} et celui du facteur GLt2 soit
{±(êr+2i−1 − êr+2i), 1 6 i 6 t} (les notations sont celles de 2.1).
Alors un e´le´ment (M′, sM , ηM,0) de EG(M) est uniquement de´termine´ par la donne´e de sM et
si on suppose (comme on peut le faire) que sM ∈ T̂M ' T̂, on a ne´cessairement sM ∈ Z(Ĝ)({1} ×
{±1}n). Pour tous A ⊂ {1, . . . , r}, B ⊂ {1, . . . , t} et m1,m2 ∈ N tels que m = m1 +m2 et m2 6= 1,
on note
sA,B,m1,m2 = (s1, . . . , sr, s
′
1, . . . , s
′
2t,
m1︷ ︸︸ ︷
1, . . . , 1,
m2︷ ︸︸ ︷
−1, . . . ,−1),
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avec si = −1 si i ∈ A et si = 1 si i 6∈ A, et s′2i−1 = s′2i = −1 si i ∈ B et s′2i−1 = s′2i = 1 si i 6∈ B.
Alors l’ensemble des (1, sA,B,m1,m2) est un ensemble de repre´sentants des classes d’e´quivalence de
sM possibles.
Soit sM = (1, (s1, . . . , sn)) ∈ {1} × {±1}n dans l’ensemble de repre´sentants ci-dessus. Soit
(M′, sM , ηM,0) l’e´le´ment de EG(M) associe´ a` sM , et (H, s, η0) son image dans E(G). Soient n1 =
|{i ∈ {1, . . . , n}|si = 1}, n2 = n − n1, m1 = |{i ∈ {r + 2t + 1, . . . , n}|si = 1}|, m2 = m − m1,
r1 = |{i ∈ {1, . . . , r}|si = 1}|,r2 = r−r1, t = 12 |{i ∈ {r+1, . . . , r+2t+1}|si = 1}|, t2 = t− t1 (graˆce
aux hypothe`ses sur sM , t1 et t2 sont entiers et n2 etm2 diffe´rents de 1). Alors H = G(Sp2n1×SO2n2),
M′ = Grm×GLt2×G(Sp2m1×SO2m2), et nHM ′ = 2r+t(r1)!(t1)!(r2)!(t2)!. Enfin, |ΛG(M′, sM , ηM,0)| =
1 si M 6= G.
On finit cette section en rappelant le re´sultat de [K8] 7.3. On suppose a` nouveau que G est un
groupe re´ductif connexe sur un corps local ou global F . Soit M un sous-groupe de Levi de G.
De´finition 2.2.4. Soit γ ∈M(F ) semi-simple. Un G-quadruplet endoscopique de (M, γ) est un qua-
druplet (M′, sM , ηM,0, γ′), ou` (M′, sM , ηM,0) est un G-triplet endoscopique de M et γ′ ∈M′(F ) est
un e´le´ment semi-simple (M,M′)-re´gulier tel que γ soit une image de γ′ (cf [K5] 3 pour la de´finition
de ces termes). Un isomorphisme de G-quadruplets endoscopiques α : (M′1, sM,1, ηM,0,1, γ′1) −→
(M′2, sM,2, ηM,0,2, γ′2) est un isomorphisme de G-triplets endoscopiques α : M′1 −→ M′2 tel que
α(γ′1) et γ′2 soient stablement conjugue´s.
Soit I un sous-groupe re´ductif connexe de G qui contient un tore maximal de G. On a une in-
clusion canonique Gal(F/F )-e´quivariante Z(Ĝ) ⊂ Z(Î). On note KG(I/F ) l’ensemble des e´le´ments
de (Z(Î)/Z(Ĝ))Gal(F/F ) dont l’image par le morphisme (Z(Î)/Z(Ĝ))Gal(F/F ) −→ H1(F,Z(Ĝ)) est
triviale si F est local, dans Ker1(F,Z(Ĝ)) si F est global.
Remarque 2.2.5. ([K8] (7.2.1)) Si I est inclus dans M, alors on a une suite exacte
1 −→ (Z(M̂)/Z(Ĝ))Gal(F/F ) −→ KG(I/F ) −→ KM(I/F ) −→ 1.
Cette remarque est de´montre´e dans la preuve du lemme 6.3.4 de [M2].
On fixe γ ∈M(F ) semi-simple, et on note I = Mγ . Soit (M′, sM , ηM,0, γ′) un G-quadruplet en-
doscopique de (M, γ). On note I ′ = M′γ′ . Comme γ
′ est (M,M′)-re´gulier, I ′ est une forme inte´rieure
de I (cf [K5] 3), donc on a un isomorphisme canonique Z(Î) ' Z(Î ′). On note κ(M′, sM , ηM,0, γ′)
l’image de sM par le morphisme Z(M̂′) ⊂ Z(Î ′) ' Z(Î).
Lemme 2.2.6. L’application (M′, sM , ηM,0, γ′) 7−→ κ(M′, sM , ηM,0, γ′) induit une bijection de l’en-
semble des classes d’isomorphisme de G-quadruplets endoscopiques de (M, γ) sur KG(I/F ). De
plus, tout automorphisme d’un G-quadruplet endoscopique de (M, γ) est inte´rieur.
Ce lemme est le lemme 7.1 de [K8]. Il s’agit d’une ge´ne´ralisation du lemme 9.7 de [K5], et il se
prouve de la meˆme manie`re que ce lemme.
3. Calculs en la place infinie
3.1 Notations et rappels
Soit G un groupe alge´brique re´ductif connexe sur R. Dans cette section, on forme les L-groupes
en utilisant le groupe de Weil WR. Rappelons que WR = WC unionsqWCτ , avec WC = C×, τ2 = −1 et,
pour tout z ∈ C×, τzτ−1 = z, et que WR agit sur Ĝ via son quotient Gal(C/R) 'WR/WC. On note
Π(G(R)) (resp. Πtemp(G(R))) l’ensemble des classes d’e´quivalence de repre´sentations admissibles
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irre´ductibles (resp. et tempe´re´es) de G(R). Pour tout pi ∈ Π(G(R)), on note Θpi le caracte`re de
Harish-Chandra de pi (c’est une fonction analytique re´elle sur Greg(R)).
On suppose maintenant que G(R) a une se´rie discre`te. Soient AG le sous-tore de´ploye´ (sur R)
maximal du centre de G et G la forme inte´rieure de G telle que G/AG soit anisotrope sur R. On
pose q(G) = dim(X)/2, ou` X est l’espace syme´trique de G(R). On note Πdisc(G(R)) ⊂ Π(G(R))
l’ensemble des classes d’e´quivalence de repre´sentations de la se´rie discre`te.
L’ensemble Πdisc(G(R)) est re´union disjointe de sous-ensembles finis tous de meˆme cardinal,
qui sont appele´s L-paquets et parame´tre´s par les classes d’e´quivalence de parame`tres de Langlands
elliptiques ϕ : WR −→ LG ou, ce qui revient au meˆme, par les repre´sentations irre´ductibles de
G(R). On note Π(ϕ) (resp. Π(E)) le L-paquet associe´ au parame`tre ϕ (resp. a` la repre´sentation
irre´ductible E de G(R)), et d(G) le cardinal des L-paquets de Πdisc(G). Rappelons que, si E est
une repre´sentation irre´ductible de G(R), alors Π(E) est l’ensemble des e´le´ments de Πdisc(G(R)) qui
ont le meˆme caracte`re central et le meˆme caracte`re infinite´simal que E.
Soit pi ∈ Πdisc(G(R)). On note fpi un pseudo-coefficient de pi (cf [CD]).
Pour tout parame`tre de Langlands elliptique ϕ : WR −→ LG, on note
SΘϕ =
∑
pi∈Π(ϕ)
Θpi.
On va maintenant calculer l’entier d(G) dans le cas des groupes symplectiques.
Soit n ∈ N∗. On note G = GSp2n et T le tore diagonal de G. On a AG = GmI2n. Soit
Tell =


a1 0
. . .
0 an
0 b1
. .
.
bn 0
0 −bn
. .
.
−b1 0
an 0
. . .
0 a1

, a21 + b
2
1 = · · · = a2n + b2n 6= 0

.
Alors Tell est un tore maximal de G, et Tell/AG est anisotrope sur R. Notons
uG =
1√
2
(
In iAn
iAn In
)
∈ Sp2n(C).
La conjugaison par u−1G induit un isomorphisme α : Tell,C
∼−→ TC. On utilise α pour identifier
T̂ell et T̂. On note ΩG = W (Tell(C),G(C)) et ΩG(R) = W (Tell(R),G(R)) les groupes de Weyl
de Tell sur C et sur R. On a ΩG ' W (T(C),G(C)) ' {±1}n o Sn, ou` Sn agit sur {±1}n par
(σ, (ε1, . . . , εn)) 7−→ (εσ−1(1), . . . , εσ−1(n)). Le sous-groupe ΩG(R) de ΩG est le groupe engendre´ par
(−1, . . . ,−1) ∈ {±1}n et par Sn, donc d(G) = 2n−1.
Remarque 3.1.1. Soit E = Q[
√−1]. On note U(1) le groupe des e´le´ments de norme 1 de E et
G(U(1)n) = {(x1, . . . , xn) ∈ E×, x1x1 = · · · = xnxn}. Alors le tore Tell est isomorphe a` G(U(1)n)
par le morphisme
βG :
(
diag(a1, . . . , an) diag(b1, . . . , bn)An
−Andiag(b1, . . . , bn) diag(an, . . . , a1)
)
7−→ (a1 + ib1, . . . , an + ibn).
On aura aussi besoin de connaˆıtre un tore maximal elliptique d’un groupe orthogonal. Soit
n ∈ N∗. On note G = GSO2n et T le tore diagonal de G. On a AG = GmI2n. Si n est impair, alors
GR n’a pas de tore maximal elliptique. On suppose a` partir de maintenant que n est pair, et on
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note q = n/2. On note Tell le sous-groupe de G forme´ des matrices
g =

a1 b1
−b1 a1 0 0
d1 c1
c1 −d1
. . . . .
.
0
aq bq
−bq aq
dq cq
cq −dq 0
0
−dq cq
cq dq
aq −bq
bq aq
0
. .
. . . .
−d1 c1
c1 d1
0 0
a1 −b1
b1 a1

,
avec ar, br, cr, dr ∈ Ga tels que arcr + brdr = 0 pour tout r ∈ {1, . . . , q} et a21 + b21 + c21 + d21 = · · · =
a2q +b
2
q +c
2
q +d
2
q 6= 0 (on a c(g) = a21 +b21 +c21 +d21). Alors Tell est un tore maximal de G, et Tell/AG
est anisotrope sur R (donc G est cuspidal). Notons
uG =
1
2

1 i
i −1 0 0
i 1
1 −i
. . . . .
.
0
1 i
i −1
i 1
1 −i 0
0
i 1
1 −i
−1 −i
−i 1 0
. .
. . . .
i 1
1 −i 0 0
−1 −i
−i 1

∈ SO2n(C).
La conjugaison par u−1G induit un isomorphisme α : Tell,C
∼−→ TC. On utilise α pour identifier T̂ell
et T̂.
Remarque 3.1.2. Le tore Tell est isomorphe a` G(U(1)
n) (ce groupe est de´fini dans la remarque
3.1.1) par le morphisme βG qui envoie la matrice g ci-dessus sur
(a1 + ib1 + c1 + id1, a1 + ib1 − c1 − id1, . . . , aq + ibq + cq + idq, aq + ibq − cq − idq).
Remarque 3.1.3. Soient n1, n2 ∈ N et G = G(Sp2n1 × SO2n2). Alors GR ne peut avoir un tore
maximal elliptique (sur R) que si n2 est pair. On suppose que n2 est pair. En utilisant les exemples ci-
dessus, on construit facilement un tore maximal elliptique Tell de G (en particulier, G est cuspidal)
et un e´le´ment uG ∈ Gder(C) tel que Int(u−1G ) envoie Tell sur le tore diagonal. On obtient aussi un
isomorphisme βG : Tell
∼−→ G(U(1)n1+n2).
Rappelons une construction d’Arthur et Shelstad.
Soit G un groupe re´ductif connexe sur R. Un caracte`re virtuel Θ sur G(R) est une combinaison
line´aire a` coefficients dans Z de fonctions Θpi, pi ∈ Π(G(R)). On dit que Θ est stable si Θ(γ) = Θ(γ′)
pour tous γ, γ′ ∈ Greg(R) stablement conjugue´s.
Soit T un tore maximal de G. On note A le sous-tore de´ploye´ maximal de T et M = CentG(A)
(un sous-groupe de Levi de G). Pour tout γ ∈M(R), on note (comme dans 1.2)
DGM (γ) = det(1−Ad(γ), Lie(G)/Lie(M)).
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Lemme 3.1.4. ([A] 4.1, [GKM] 4.1) Soit Θ un caracte`re virtuel stable sur G(R). Alors la fonction
γ 7−→ |DGM (γ)|1/2Θ(γ)
sur Treg(R) s’e´tend en une fonction continue sur T(R), qu’on notera ΦM (.,Θ) ou ΦGM (.,Θ).
Dans la suite, on conside´rera parfois ΦM (.,Θ) comme une fonction sur M(R) de´finie de la manie`re
suivante : si γ ∈ M(R) est conjugue´ a` γ′ ∈ T(R), alors ΦM (γ,Θ) = ΦM (γ′,Θ) ; si γ ∈ M(R) n’a
aucun conjugue´ dans T(R), alors ΦM (γ,Θ) = 0.
Remarque 3.1.5. La fonction ΦM (.,Θ) sur M(R) est invariante par conjugaison par NorG(M)(R)
(car Θ et DGM le sont).
Soit V une repre´sentation alge´brique irre´ductible de GC. On peut voir V comme une repre´sentation
irre´ductible de G(R), donc on a un L-paquet Π(V ) associe´ a` V . On note ϕ un parame`tre de Lan-
glands de Π(V ). On va rappeler la formule pour ΦGM (., SΘϕ) qui est donne´e dans [GKM] §4.
On rappelle que, si (X,X∗, R,R∨) est un syste`me de racines tel que R engendre X et que −1
soit dans le groupe de Weyl de R, alors on a une fonction cR : Xreg×X∗reg −→ Z, dont les proprie´te´s
sont donne´es (par exemple) dans [GKM] §3. On a note´ ici Xreg (resp. X∗reg) l’ensemble des e´le´ments
re´guliers de X (resp. X∗). 1
On note B(T) l’ensemble des sous-groupes de Borel de GC contenant T, et on fixe B ∈ B(T).
Pour tout B′ ∈ B(T), on pose ρB′ = 12
∑
α∈Φ(T,B′)
α ∈ X∗(T) ⊗Z Q, ∆B′ =
∏
α∈Φ(T,B′)
(1 − α−1), et
on note λB′ le plus haut poids de V relativement a` B
′. On note Φ+ = Φ(T,B). Soit Ω le groupe
de Weyl de T(C) dans G(C). Pour tout ω ∈ Ω, on note Φ(ω) = Φ+ ∩ (−ωΦ+), `(ω) = |Φ(ω)| la
longueur de ω, ε(ω) = (−1)`(ω). Le groupe Ω agit simplement transitivement sur B(T). Si B′ ∈ B(T)
est e´gal a` ωB, alors ρB′ = ωρB et λB′ = ωλB.
Soit T(R)1 le sous-groupe compact maximal de T(R). On a T(R) ' A(R)0 × T(R)1. On note
p : X∗(T)⊗Z R −→ X∗(A)⊗Z R le morphisme induit par la restriction. Comme V est irre´ductible,
le tore central AG de G agit sur V par un caracte`re, que l’on note λ0. Le Q-espace vectoriel
X∗(AG) ⊗Z Q est de manie`re naturelle un facteur direct de X∗(T) ⊗Z Q, donc on peut aussi voir
λ0 comme un e´le´ment de X
∗(T)⊗Z Q.
On note R l’ensemble des racines re´elles dans Φ. Soit γ ∈ T(R). On note Rγ = {α ∈ R|α(γ) > 0},
R+γ = {α ∈ R|α(γ) > 1} et εR(γ) = (−1)Φ
+∩(−R+γ ). On e´crit γ = exp(x)γ1, avec x ∈ X∗(A)⊗Z R =
Lie(A) et γ1 ∈ T(R)1, et on suppose que γ ∈ Treg(R). On de´finit des entiers n(γ,B′), B′ ∈ B(T),
de la manie`re suivante : Si γ n’est pas dans Z(G)(R)Im(Gsc(R) −→ G(R)), alors n(γ,B′) = 0 pour
tout B′ ∈ B(T) (Z(G) est le centre de G, et Gsc −→ Gder est le reˆvetement universel du groupe
de´rive´ Gder de G). Sinon, alors −1 est dans le groupe de Weyl de Rγ (cf [GKM] §4), donc Rγ donne
une fonction
c = cRγ : (X∗(A/AG)⊗Z R)reg × (X∗(A/AG)⊗Z R)reg −→ Z,
et, pour tout B′ ∈ B(T), on pose
n(γ,B′) = c(x, p(λB′ + ρB′ − λ0)).
Enfin, on note P le sous-groupe parabolique de GR de sous-groupe de Levi M qui contient B et
BM = B ∩M (un sous-groupe de Borel de M). Comme le tore maximal T de M est tel que T/A
est elliptique (sur R), P est de´fini sur Q (cf [GKM] §5).
1. La de´finition d’un e´le´ment re´gulier de X∗ est celle de la section 3 de [GKM].
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Fait 3.1.6. On a
Tr(γ, V ) =
∑
B′∈B(T)
λB′(γ)
−1∆B′(γ)−1 = ∆B(γ)−1
∑
ω∈Ω
ε(ω)(ωλB)(γ)
∏
α∈Φ(ω)
α−1(γ),
SΘϕ(γ) = (−1)q(G)
∑
B′∈B(T)
n(γ,B′)λB′(γ)∆B′(γ)−1
et ΦGM (γ, SΘϕ) est e´gal a`
(−1)q(G)εR(γ)δ1/2P(R)(γ)∆BM (γ)−1
∑
ω∈Ω
ε(ω)n(γ, ωB)(ωλB)(γ)
∏
α∈Φ(ω)
α−1(γ).
De´monstration. La premie`re formule pour Tr(γ, V ) est celle de [GKM] §4 (c’est la formule du
caracte`re de Weyl) ; la deuxie`me formule s’en de´duit imme´diatement. La formule pour SΘϕ est celle
de [GKM] §4. Pour en de´duire la formule pour ΦGM (γ, SΘϕ), il suffit de montrer que
|DGM (γ)|1/2 = δ1/2P(R)(γ)∆B(γ)∆BM (γ)−1(−1)|Φ
+∩(−R+γ )|.
Or on a
DGM (γ) = det(1−Ad(γ), Lie(G)/Lie(M)) =
∏
α∈Φ+−Φ(T,BM )
(−α(γ))(1− α−1(γ))2,
donc
|DGM (γ)|1/2 =
∏
α∈Φ+−Φ(T,BM )
|α(γ)|1/2|1− α−1(γ)| = δ1/2P(R)(γ)|∆B(γ)∆BM (γ)−1|.
Toutes les racines imaginaires de T sont dans Φ(T,M), donc une racine dans Φ+−Φ(T,BM ) est soit
complexe, soit re´elle. Soit α ∈ Φ+−Φ(T,BM ). Si α est complexe, alors il existe α′ ∈ Φ+−Φ(T,BM ),
α′ 6= α, telle que (1−α−1(γ))(1−α′−1(γ)) = |1−α−1(γ)|2 > 0. Si α est re´elle, alors 1−α−1(γ) < 0
si et seulement si α ∈ −R+γ . Ceci finit la preuve.

Remarque 3.1.7. Si G = GSp2n, alors le groupe de´rive´ de G est simplement connexe, donc
Im(Gsc(R) −→ G(R)) est simplement Gder(R). On voit facilement qu’un e´le´ment g de G(R)
est dans Z(G)(R)Gder(R) si et seulement si c(g) > 0.
3.2 Transfert
Rappelons d’abord quelques de´finitions de [K7] §7.
Soit G un groupe alge´brique re´ductif connexe sur Q. Pour tout tore maximal T de G, on note
BG(T) l’ensemble des sous-groupes de Borel de GC contenant T. On suppose que G a un tore
maximal TG tel que (TG/AG)R soit anisotrope, et on note G une forme inte´rieure de G sur R telle
que G/AG,R soit anisotrope. On note ΩG = W (TG(C),G(C)). Soit ϕ : WR −→ LG un parame`tre
de Langlands elliptique.
Soit (H, s, η0) un triplet endoscopique elliptique de G. On suppose qu’il existe un L-morphisme
η : LH −→ LG qui prolonge η0 : Ĥ −→ Ĝ (ceci est vrai si Gder est simplement connexe d’apre`s
la proposition 1 de [Lan1]), et on note ΦH(ϕ) l’ensemble des classes d’e´quivalence de parame`tres
de Langlands ϕH : WR −→ LH tels que η ◦ ϕH et ϕ soient e´quivalents. On suppose que le tore
TG provient d’un tore maximal TH de H, et on fixe un isomorphisme admissible j : TH
∼−→ TG
(ie obtenu comme a` la fin de [Lan2] II.4). On note ΩH = W (TH(C),H(C)). On a j∗(Φ(TH ,H)) ⊂
Φ(TG,G), donc j induit une application j
∗ : BG(TG) −→ BH(TH) et un morphisme injectif ΩH −→
ΩG, qu’on utilise pour identifier ΩH a` un sous-groupe de ΩG.
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Soient B ∈ BG(TG) et BH = j∗(B). On note
Ω∗ = {ω ∈ ΩG|j∗(ω(B)) = BH}
= {ω ∈ ΩG|ω−1(j∗(Φ(TH ,BH))) ⊂ Φ(TG,B)}.
Alors, pour tout ω ∈ ΩG, il existe un unique couple (ωH , ω∗) ∈ ΩH ×Ω∗ tel que ω = ωHω∗. De plus,
on a une bijection ΦH(ϕ)
∼−→ Ω∗ : a` un e´le´ment ϕH ∈ ΦH(ϕ), on associe l’unique ω∗(ϕH) ∈ Ω∗ tel
que (ω∗(ϕH)−1 ◦ j,B,BH) soit aligne´ avec ϕH (au sens de [K7] §7 p 184).
Le sous-groupe de Borel B de´finit aussi un L-morphisme ηB :
LTG −→ LG, unique a` conjugaison
par Ĝ pre`s (cf [K7] p 183). Ce morphisme ve´rifie ηB(WC) ⊂ LGad ⊂ LG et, pour tout z ∈WC = C×,
ηB(z) = ηB(z
ρz−ρ) o z, ou` ρ = ρB et ou` on utilise les conventions de [K7] p 183 (ou [B] 9.1) pour
noter les morphismes C× −→ T̂G.
Rappelons la normalisation des facteurs de transfert utilise´e dans [K7] §7.
De´finition 3.2.1. Avec les notations ci-dessus, on pose, pour tout γH ∈ TH(R),
∆j,B(γH , γ) = (−1)q(G)+q(H)χB(γ)
∏
α∈Φ(TG,B)−j∗(Φ(TH ,BH))
(1− α(γ−1)),
ou` γ = j(γH) et χB est le quasi-caracte`re de TG(R) associe´ au 1-cocyle a : WR −→ T̂G tel que
η ◦ ηBH ◦ ĵ et ηB.a soient conjugue´s par Ĝ.
Remarques 3.2.2. (1) Soit ϕH ∈ ΦH(ϕ) tel que ω∗(ϕH) = 1. Quitte a` conjuguer ϕ (resp. ϕH) par
Ĝ (resp. Ĥ), on peut e´crire ϕ = ηB ◦ϕB (resp. ϕH = ηBH ◦ϕBH ), ou` ϕB (resp. ϕBH ) est un
parame`tre de Langlands pour TG (resp. TH). On note χϕ,B (resp. χϕH ,BH ) le quasi-caracte`re
de TG(R) (resp. TH(R)) associe´ a` ϕB (resp. ϕBH ). Alors χB = χϕ,B(χϕH ,BH ◦ j−1)−1.
(2) Soit ω ∈ ΩG. On e´crit ω = ωHω∗, avec ωH ∈ ΩH et ω∗ ∈ Ω∗. On note, comme dans 3.1,
Φ(ω) = Φ(TG,B) ∩ (−ωΦ(TG,B)) et ΦH(ωH) = Φ(TH ,BH) ∩ (−ωHΦ(TH ,BH)). Alors
χBχ
−1
ω(B) =
 ∏
α∈j∗ΦH(ωH)
α
 ∏
α∈Φ(ω)
α
−1 .
On en de´duit en particulier que ∆j,ω(B) = ε(ω∗)∆j,B.
Comme dans 3.1, on fixe une repre´sentation alge´brique irre´ductible V de GC, et on note ϕ un
parame`tre de Langlands du L-paquet associe´ a` V . On note λ le plus haut poids de V relativement
a` B. Remarquons que la restriction de λ a` TG(R) est e´gale au quasi-caracte`re χϕ,B du point (1) de
la remarque ci-dessus.
On peut supposer que ϕ(WC) ⊂ T̂G et que la restriction de ϕ a` WC = C× est de la forme
z 7−→ zλ+ρzµ, ou` µ ∈ X∗(TG)⊗ZC est tel que λ+ρ−µ ∈ X∗(TG). Comme dans la de´finition 3.2.1
ci-dessus, on note a : WR −→ T̂G le 1-cocycle tel que η ◦ ηBH ◦ ĵ et ηB.a soient conjugue´s par Ĝ.
La proposition ci-dessous est imme´diate.
Proposition 3.2.3. On suppose que le quasi-caracte`re χB de TG(R) associe´ au 1-cocycle a est
alge´brique (d’apre`s le (2) de la remarque 3.2.2 ci-dessus, cette condition est inde´pendante du choix
de B). Pour tout ω∗ ∈ Ω∗, on note VH,ω∗ la repre´sentation alge´brique irre´ductible de HC de plus
haut poids (ω∗λ−χω∗B)◦ j relativement a` BH et ϕH,ω∗ un parame`tre de Langlands du L-paquet de
la se´rie discre`te de H(R) associe´ a` VH,ω∗ . Alors ΦH(ϕ) = {ϕH,ω∗ , ω∗ ∈ Ω∗}. Si de plus la restriction
de χB a` AG est triviale (par exemple, si η envoie
LHad dans
LGad), alors AG agit par le meˆme
caracte`re sur V et sur les VH,ω∗ , ω∗ ∈ Ω∗ (on identifie AG a` un sous-groupe de H en utilisant j).
On remarque que les conditions de la proposition sont ve´rifie´es pour les groupes symplectiques
si on choisit les morphismes η comme dans 2.1 (sous la proposition 2.1.1) et 5.3 (cf l’exemple 3.2.4
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ci-dessous). En fait, comme (TG/AG) est anisotrope sur R, χB est alge´brique si et seulement si sa
restriction a` AG(R) est alge´brique (ce qui est vrai en particulier si cette restriction est triviale).
Exemple 3.2.4. Soient n ∈ N∗ et n1, n2 ∈ N tels que n2 soit pair et n = n1+n2. On pose G = GSp2n,
et on prend pour (H, s, η0) le triplet endoscopique elliptique de G associe´ a` n1 comme dans la
proposition 2.1.1 (donc H = G(Sp2n1 × Sp2n2)). On choisit le prolongement e´vident η de η0.
On a de´fini dans 3.1 des tores maximaux elliptiques TG = TG,ell et TH = TH,ell de G et H,
et des isomorphismes βG : TG
∼−→ G(U(1)n) et βH : TH ∼−→ G(U(1)n). On prend j = β−1G ◦ βH :
TH
∼−→ TG. On a aussi de´fini uG ∈ G(C) tel que Int(u−1G ) envoie TG,C sur le tore diagonal de GC,
et on utilise la conjugaison par uG pour identifier ΩG et {±1}n oSn. Avec cette identification, on
a ΩH = Ω1 × Ω2, ou` Ω1 = {±1}n1 oSn1 et Ω2 = {(ε1, . . . , εn2) ∈ {±1}n2 |ε1 . . . εn2 = 1}oSn2 (le
groupe Ω1 × Ω2 se plonge de manie`re e´vidente dans {±1}n oSn).
Soit
B = Int(uG)
 ∗ ∗. . .
0 ∗
 ∈ BG(TG).
Alors Ω∗ est l’ensemble des (ε1, . . . , εn) o σ dans {±1}n o Sn tels que σ−1|{1,...,n1} et σ
−1
|{n1+1,...,n}
soient croissants et que ε1 = · · · = εn−1 = 1. On pourrait aussi donner une description explicite de
la bijection ΦH(ϕ)
∼−→ Ω∗, comme dans la remarque 3.3.3 de [M2].
Calculons le 1-cocyle a de la de´finition 3.2.1. Soit BH = j
∗B. On choisit des plongements
T̂G ⊂ Ĝ et T̂H ⊂ Ĥ tels que le diagramme suivant commute :
Ĥ
η0 // Ĝ
T̂H
OO
T̂G
OO
ĵ
∼oo
On peut supposer que les restrictions de ηB et ηBH a` T̂G et T̂H sont donne´es par ces plongements.
Les restrictions de ηB et ηBH a` WC sont de´termine´es par la de´finition des ces morphismes. Enfin,
on a ηB(τ) = ΦG × τ (resp. ηBH (τ) = ΦH × τ), ou` ΦG (resp. ΦH) est un rele`vement dans Ĝ
(resp. T̂) de l’e´le´ment (−1, . . . ,−1)o1 (resp. ((−1, . . . ,−1)o1)× ((−1, . . . ,−1)o1)) du groupe de
Weyl W (T̂G, Ĝ) ' {±1}n oSn (resp. W (T̂H , Ĥ) ' Ω1 × Ω2). On peut choisir ΦG et ΦH tels que
η0(ΦH) = ΦG. On a alors a(τ) = 1, et la restriction de a a` WC est z 7−→ zρBH−ρBzρB−ρBH . Donc le
quasi-caracte`re χB de TG(R) associe´ a` a est le caracte`re (alge´brique) (ρBH ◦ j−1)ρ−1B (on remarque
que ρB et ρBH sont des caracte`res). Autrement dit, on a
χB ◦ Int(uG)(λ1, . . . , λ2n) = (λ1 . . . λn1)n2λn1+1 . . . λn.
On suppose a` nouveau que G est quelconque. Soit M un sous-groupe de Levi cuspidal de G,
et soit (M′, sM , ηM,0) ∈ EG(M) (cf 2.2) dont l’image dans E(G) est (H, s, η0). On a une classe de
conjugaison de sous-groupes de Levi de H associe´e a` (M′, sM , ηM,0), et on note MH un e´le´ment
de cette classe ; on suppose que MH est cuspidal. On fixe des tores maximaux elliptiques TM et
TMH de M et MH . On fixe uM ∈ G(C) et uMH ∈ H(C) tels que u−1M TM (C)uM = TG(C) et
u−1MHTMH (C)uMH = TH(C), et on suppose qu’il existe un isomorphisme admissible jM : TMH
∼−→
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TM tel que le diagramme suivant soit commutatif
TM,C
Int(u−1M ) // TG,C
TMH ,C
Int(u−1MH )
//
jM
OO
TH,C
j
OO
L’isomorphisme jM induit comme ci-dessus des applications jM∗ : Φ(TMH ,H) −→ Φ(TM ,G) et
j∗M : BG(TM ) −→ BH(TMH ) (et des applications similaires si on remplace G par M et H par MH).
On utilise la conjugaison par uM (resp. uMH ) pour identifier ΩG (resp. ΩH) et W (TM (C),G(C))
(resp. W (TMH (C),H(C))). Si B ∈ BG(TM ), on lui associe le sous-ensemble Ω∗ ⊂ ΩG et la bijection
ΦH(ϕ)
∼−→ Ω∗ de´finis par Int(u−1M )(B) ∈ BG(TG).
On note R (resp. RH) l’ensemble des racines re´elles de Φ(TM ,G) (resp. Φ(TMH ,H)). On a
jM∗(RH) ⊂ R. Si γ ∈ TM (R) et γH ∈ TMH (R), on de´finit des signes εR(γ) et εRH (γH) comme
dans 3.1. Soit γ ∈ TM,reg(R). On de´finit des entiers nH(γ,B), B ∈ B(TM ), de manie`re simi-
laire aux entiers n(γ,B) de 3.1, mais en utilisant jM∗(RH) au lieu de R (si j−1M (γ) n’est pas dans
Z(H)(R)Im(Hsc(R) −→ H(R)), on prend nH(γ,B) = 0 pour tout B ∈ B(TM )). On de´finit une
fonction SΘHϕ sur TM,reg(R) en utilisant la formule du fait 3.1.6 pour SΘϕ ou` on a remplace´ n(γ,B)
par nH(γ,B). La preuve du lemme 4.1 de [GKM] s’adapte facilement a` ce cas et implique que la
fonction ΦGM (., SΘ
H
ϕ ) := |DGM |1/2SΘHϕ se prolonge par continuite´ a` TM (R).
D’apre`s [K8] p 23, le morphisme η de´termine un L-morphisme ηM :
LMH =
LM′ −→ LM,
unique a` conjugaison par M̂ pre`s, et qui prolonge ηM,0.
2 On utilise ce morphisme ηM pour de´finir
des facteurs de transfert ∆jM ,BM , pour tout BM ∈ BM (TM ) : pour tout γH ∈ TMH (R), on pose
∆jM ,BM (γH , γ) = (−1)q(G)+q(H)χBM (γ)
∏
α∈Φ(TM ,BM )−jM∗(Φ(TMH ,BMH ))
(1− α(γ−1))
(noter le signe), ou` γ = jM (γH), BMH = j
∗
M (BM ) et χBM est le quasi-caracte`re de TM (R) associe´
au 1-cocyle aM : WR −→ T̂M tel que ηM ◦ ηBMH ◦ ĵM et ηBM .aM soient conjugue´s par M̂.
La proposition suivante est une ge´ne´ralisation des calculs de [K7] p 186.
Proposition 3.2.5. On suppose que la condition de la proposition 3.2.3 sur η est ve´rifie´e. On fixe
B ∈ BG(TM ) (qui de´termine Ω∗ et ΦH(ϕ) ∼−→ Ω∗), et on note BM = B∩M. Soient γH ∈ TMH (R)
et γ = jM (γH). Alors :
εR(γ
−1)εRH (γ
−1
H )∆jM ,BM (γH , γ)Φ
G
M (γ
−1, SΘHϕ ) =
∑
ϕH∈ΦH(ϕ)
ε(ω∗(ϕH))ΦHMH (γ
−1
H , SΘϕH ).
Remarque 3.2.6. Comme ∆jM ,BM (γH , γ) = 0 si γH n’est pas (M,MH)-re´gulier, le terme de droite
dans l’e´galite´ de la proposition est non nul seulement si γH est (M,MH)-re´gulier.
Remarque 3.2.7. Pour les groupes unitaires de [M2] 2.1, on a toujours jM∗(RH) = R. La proposition
3.3.4 de [M2] est donc un cas particulier de la proposition ci-dessus.
De´monstration de la proposition. Soient BH = j
∗
MB et BMH = j
∗
MBM . Soit P (resp. PH) le
sous-groupe parabolique de G (resp. H) de sous-groupe de Levi M (resp. MH) et contenant B (resp.
BH). On note Φ
+ = Φ(TM ,B), Φ
+
M = Φ(TM ,BM ), Φ
+
H = Φ(TMH ,BH) et Φ
+
MH
= Φ(TMH ,BMH ).
Soit B0 = Int(uM )B ∈ BG(TG). D’apre`s les hypothe`ses, le caracte`re χB0 de TG(R) est alge´brique.
2. Si G = GSp2n, il existe un choix e´vident pour ce morphisme, puisque M et M
′ sont de´ploye´s sur Q.
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On note χB le caracte`re χB0 ◦jM de TM , et on de´finit de meˆme un caracte`re χω(B), pour tout ω ∈ Ω.
Il re´sulte des de´finitions que la quasi-caracte`re χBM de TM (R) est e´gal a` χB
∏
α∈Φ+−(Φ+M∪Φ+H)
|α|1/2 =
χBδ
1/2
P(R)(δ
−1/2
PH(R) ◦ j
−1
M ).
Comme j−1M (TM,reg(R)) est dense dans TMH (R) et que les deux coˆte´s de l’e´galite´ a` prouver
sont des fonctions continues, on peut supposer que γ est re´gulier dans G. Le facteur de transfert
∆jM ,BM (γH , γ) est alors e´gal a`
(−1)q(G)+q(H)χB(γ)δ1/2P(R)(γ)δ
−1/2
PH(R)(γH)∆BM (γ
−1)∆BMH (γ
−1
H )
−1.
Soient ϕH ∈ ΦH(ϕ) et ω∗ = ω∗(ϕH). D’apre`s le fait 3.1.6, on a
ΦHMH (γ
−1
H , SΘϕH ) = (−1)q(H)εRH (γ−1H )δ−1/2PH(R)(γH)∆BMH (γ
−1
H )
−1
∑
ωH∈ΩH
ε(ωH)n(γ
−1
H , ωHBH)((ωHω∗λ)(ωHχω∗B)
−1)(γ−1)
∏
α∈ΦH(ωH)
α(γH).
Or n(γ−1H , ωHBH) = nH(γ
−1, ωHω∗B) et
(ωHχω∗B)(γ) = χωHω∗B(γ) = χB(γ)
∏
α∈Φ(ωHω∗)
α(γ)
∏
α∈ΦH(ωH)
α−1(γH)
(cf la remarque 3.2.2), donc εR(γ
−1)εRH (γ
−1
H )∆jM ,BM (γH , γ)
−1ε(ω∗)ΦHMH (γ
−1
H , SΘϕH ) est e´gal a`
(−1)q(G)εR(γ−1)δ−1/2P(R)(γ)
∑
ωH∈ΩH
ε(ωHω∗)nH(γ−1, ωHω∗B)(ωHω∗λ)(γ−1)
∏
α∈Φ(ωHω∗)
α(γ).
Ceci implique le re´sultat cherche´.

Exemple 3.2.8. On utilise les notations du lemme 2.2.3. On a M ' Grm × GLt2 × GSp2m, avec
r+ 2t+m = n. Soit TM un tore maximal elliptique de MR. On a TM = Grm,R×T1× · · · ×Tt×T,
ou` T1, . . . ,Tt sont des tores maximaux elliptiques de GL2,R et T est un tore maximal elliptique de
GSp2m,R. Pour tout i ∈ {1, . . . , r}, on note ei : TM −→ Gm,R la projection sur le i-ie`me facteur
Gm,R. Pour tout j ∈ {1, . . . , t}, on note αj : TM −→ Gm le compose´ de la projection sur le facteur
Tj et du morphisme det : Tj −→ Gm,R. Alors l’ensemble R des racines re´elles de TM dans GSp2n,R
est e´gal a` {±(ei−ei′), 1 6 i < i′ 6 r}∪{±(ei+ei′+c), 1 6 i 6 i′ 6 r}∪{±(α1+c)}∪· · ·∪{±(αt+c)}.
Donc R est de type Cr ×At1. Soit j ∈ {1, . . . , t}. Le quotient de Tj par le centre Gm,RI2 de GL2,R
est anisotrope sur R, donc (Tj/Gm,RI2)(R) est connexe. On en de´duit que αj(g) > 0 pour tout
g ∈ TM (R).
On suppose que sM est e´gal a` l’e´le´ment (1, sA,B,m1,m2) de´fini dans le lemme 2.2.3 (A ⊂ {1, . . . , r},
B ⊂ {1, . . . , t}, m1,m2 ∈ N tels que m2 6= 1 et m = m1 + m2). Alors MH ' Grm × GLt2 ×
G(Sp2m1×SO2m2). Comme MH est cuspidal, m2 est force´ment pair. On peut supposer que TMH =
Grm,R × T1 × · · · × Tt × T′, ou` T′ est un tore maximal elliptique de G(Sp2m1 × SO2m2), et que
jM : TMH
∼−→ TM est l’identite´ sur Grm,R×T1× · · · ×Tt. On note A1 = {1, . . . , r}−A et A2 = A.
Alors l’image par jM∗ de l’ensemble RH des racines re´elles de TMH dans H est {±(ei − ei′), i <
i′, i, i′ ∈ A1}∪{±(ei+ei′+c), i, i′ ∈ A1}∪{±(ei−ei′), i < i′, i, i′ ∈ A2}∪{±(ei+ei′+c), i < i′, i, i′ ∈
A2} ∪ {±(α1 + c)} ∪ · · · ∪ {±(αt + c)}. Donc jM∗(RH) est de type Cr1 ×Dr2 ×At1, ou` r1 = |A1| et
r2 = |A2|. On voit aussi que jM∗(RH) = R si et seulement si r2 = 0.
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On se place dans la situation de l’exemple ci-dessus. On suppose de plus que M est standard
et que l’isomorphisme M ' Grm ×GLt2 ×GSp2m est, a` l’ordre des facteurs dans la partie line´aire
pre`s, celui de´fini dans 1.1. On note ΩM le groupe d’automorphismes de M engendre´ par les auto-
morphismes suivants :
- pour tout i ∈ {1, . . . , r}, le morphisme
ui : (λ1, . . . , λr, g1, . . . , gt, g) 7−→ (λ1, . . . , λi−1, c(g)−1λ−1i , λi+1, . . . , λr, g1, . . . , gt, g),
- pour tout j ∈ {1, . . . , t}, le morphisme
vj : (λ1, . . . , λr, g1, . . . , gt, g) 7−→ (λ1, . . . , λr, g1, . . . , gj−1, c(g)−1A2tg−1j A2, gj+1, . . . , , gt, g),
(λ1, . . . , λr ∈ Gm, g1, . . . , gt ∈ GL2, g ∈ GSp2m, A2 =
(
0 1
1 0
)
∈ GL2(Z)). Alors ΩM agit sur M
par conjugaison par des e´le´ments de G(Q). On fait agir ΩM sur MH ' Grm ×GLt2 ×G(Sp2m1 ×
SO2m2) par les meˆmes formules. On note εκ : Ω
M −→ {±1} le morphisme qui envoie les v1, . . . , vt
sur 1 et tel que, pour tout i ∈ {1, . . . , r}, εκ(ui) = −1 si et seulement si i ∈ A. On voit facilement
qu’un e´le´ment ω de ΩM agit sur MH par conjugaison par un e´le´ment de H(Q) si et seulement si
εκ(ω) = 1.
Corollaire 3.2.9. On se place dans la situation de la proposition 3.2.5, et on de´finit une fonction
ψ : MH(R) −→ C par la formule suivante : pout tout γH ∈MH(R),
ψ(γH) =
∑
ϕH∈ΦH(ϕ)
ε(ω∗(ϕH))ΦHMH (γ
−1
H , SΘϕH ).
Alors, pour tous γH ∈MH(R) et ω ∈ ΩM, on a
ψ(ω(γH)) = εκ(ω)ψ(γH).
De´monstration. Comme Ker(εκ) agit sur MH par conjugaison par des e´le´ments de H(Q) et que
ψ est clairement invariante par conjugaison par H(R), il suffit de montrer l’e´galite´ du corollaire
pour un ω ∈ ΩM tel que εκ(ω) = −1, par exemple ω = ui, avec i ∈ A.
Soit γH ∈MH(R). Si γH n’est pas elliptique ou n’a pas d’image dans M(R), alors il en est de
meme de ω(γH), et ψ(γH) = ψ(ω(γH)) = 0. On peut donc supposer qu’il existe des tores maximaux
elliptiques TM et TMH de MR et MH,R et un isomorphisme jM : TMH
∼−→ TM comme ci-dessus
tels que γH ∈ TMH (R). On note γ = jM (γH) ; il est clair que ui(γ) = jM (ui(γH)). D’apre`s la
proposition 3.2.5,
ψ(γH) = εR(γ
−1)εRH (γ
−1
H )∆jM ,BM (γH , γ)Φ
G
M (γ
−1, SΘHϕ ).
On voit facilement, en utilisant le fait que jM∗(R+H) est stable par ui, que Φ
G
M (γ
−1, SΘHϕ ) =
ΦGM (ui(γ)
−1, SΘHϕ ). Il est tout aussi facile de ve´rifier que ∆jM ,BM (ui(γH), ui(γ)) = ∆jM ,BM (γH , γ).
Il suffit donc de montrer que :
εR(ui(γ)
−1)εRH (ui(γH)
−1) = −εR(γ−1)εRH (γ−1H ).
Il est facile de voir que ui fait changer de signe exactement une racine de R
+
γ (2ei + c ou −(2ei + c),
avec les notations de l’exemple 3.2.8), donc εR(ui(γ)
−1) = −εR(γ−1). Comme i ∈ A, cette racine
n’est pas dans jM∗(RH), donc ui pre´serve R+H,γH , et εRH (ui(γH)
−1) = εRH (γ
−1
H ). Ceci finit la preuve.

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3.3 Calcul de certains ΦM (γ,Θ)
Soit n ∈ N∗. On note G = GSp2n. Soient M un sous-groupe de Levi cuspidal standard de G et
P le sous-groupe parabolique standard de G de sous-groupe de Levi M. On note B le sous-groupe
des matrices triangulaires supe´rieures de G (c’est un sous-groupe de Borel contenu dans P). On
note Ml la partie line´aire de M et Mh sa partie hermitienne. Soit TM un (R)-tore maximal (R-
)elliptique de MR. On note R l’ensemble des racines re´elles de TM dans G, et R
+ l’ensemble des
racines de R qui sont positives pour l’ordre donne´ par P.
Soit γM ∈ TM (R). On note I = MγM . On fixe κM ∈ KM(I/R), et on note (M′, sM , ηM,0, γ′)
le M-quadruplet endoscopique de (M, γM ) associe´ a` κM (cf la fin de 2.2 ; on remarque que γ
′
est (M,M′)-re´gulier par construction). Pour tout κ ∈ KG(I/R), on note (M′κ, sM,κ, ηM,κ,0, γ′κ)
le G-quadruplet endoscopique de (M, γM ) associe´ a` κ, et (Hκ, sκ, ηκ,0) le triplet endoscopique
de G associe´ a` (M′κ, sM,κ, ηM,κ,0) (meˆme re´fe´rence). Si l’image de κ par l’application naturelle
KG(I/R) −→ KM(I/R) est κM , alors il existe un isomorphisme M′κ 'M′ qui envoie γ′κ sur γ′, et
on peut supposer que ηM,0 = ηM,κ,0 et sMZ(M̂) = sM,κZ(M̂). On note KG(I/R)e l’ensemble des
κ ∈ KG(I/R) tels que :
• les triplets endoscopiques (Hκ, sκ, ηκ,0) et (M′κ, sM,κ, ηM,κ,0) sont elliptiques ;
• les groupes M′κ et Hκ admettent des R-tores maximaux elliptiques (sur R).
Soient r, t,m ∈ N tels que Ml ' Grm × GLt2 et Mh ' GSp2m ; on a n = r + 2t + m. Pour
tout i ∈ {1, . . . , r}, on note ei : M −→ Gm la projection sur le i-ie`me facteur Gm. Pour tout
j ∈ {1, . . . , t}, on note αj : M −→ Gm le compose´ de la projection sur le j-ie`me facteur GL2 et du
morphisme det : GL2 −→ Gm.
Soient m1,m2 ∈ N tels que m = m1 +m2, m2 6= 1 et M′ = Ml ×G(Sp2m1 × SO2m2). Comme
M′ contient un R-tore maximal elliptique sur R, m2 est force´ment pair. On peut supposer que sM =
(1, s∅,∅,m1,m2), ou` les notations sont celles du lemme 2.2.3. Alors il re´sulte facilement de ce lemme
et de la remarque 2.2.5 que {κ ∈ KG(I/R)e|κ 7−→ κM} s’identifie a` l’ensemble des (1, sA,B,m1,m2),
avec A ⊂ {1, . . . , r} tel que |A| soit pair et B ⊂ {1, . . . , t}. Pour tout s = (s1, . . . , sn) ∈ {±1}n,
il existe une unique permutation σ ∈ Sn telle que σ−1|{i∈{1,...,n}|si=1} et σ
−1
|{i∈{1,...,n}|si=−1} soient
croissantes et que σ.s := (sσ−1(1) . . . , sσ−1(n)) soit de la forme (1, . . . , 1,−1, . . . ,−1) ; on la note
σ(s). Si κ ∈ KG(I/R)e et (1, sA,B,m1,m2) est associe´ a` κ comme ci-dessus, on note ε(κ) la signature
de σ(sA,B,m1,m2) et, pour tout C ⊂ {1, . . . , t}, on note εC(κ) = (−1)|B∩C|.
Proposition 3.3.1. Soit V une repre´sentation alge´brique irre´ductible de G. Soit ϕ : WR −→ LG
un parame`tre de Langlands du L-paquet de la se´rie discre`te de G(R) associe´ a` la contragre´diente
de V . Si c(γM ) < 0 (ce qui peut arriver seulement si Mh est un tore), alors Φ
Hκ
M′κ
(γ′κ
−1, SΘϕH ) = 0
pour tout κ ∈ KG(I/R)e et tout parame`tre de Langlands elliptique ϕH de Hκ. On suppose que
c(γM ) > 0, et on fixe κM ∈ KM (I/R) et (M′, sM , ηM,0, γ′) comme plus haut.
(i) Soit C ⊂ {1, . . . , t} non vide. Alors∑
κ∈KG(I/R)e
κ 7−→κM
∆MM′,sM,κ,∞(γ
′, γM )−1ε(κ)εC(κ)
∑
ϕH∈ΦHκ (ϕ)
ε(ω∗(ϕH))ΦHκM′ (γ
′−1, SΘϕH ) = 0.
(ii) Si ei(γM )
2c(γM ) 6 1 et αj(γM )c(γM ) 6 1 pour tous i ∈ {1, . . . , r} et j ∈ {1, . . . , t}, alors :
2r+t
k(M)
k(G)
(nGM )
−1(−1)q(G)+dim(AM/AG)
∑
κ∈KG(I/R)e
κ 7−→κM
∆MM′,sM,κ,∞(γ
′, γM )−1ε(κ)
∑
ϕH∈ΦHκ (ϕ)
ε(ω∗(ϕH))ΦHκM′ (γ
′−1, SΘϕH ) = LM (γM ),
ou` LM (γM ) est de´fini dans 1.2 (on utilise B pour former les bijections ϕH 7−→ ω∗(ϕH) dans
23
Sophie Morel
le membre de gauche). 3
On utilise la normalisation des facteurs de transfert de 3.2. Les notations Φ(ϕ), ω∗(ϕH), SΘϕH
et ΦHκM′ sont de´finies dans 3.1 et 3.2, et les notations k(M), k(G) et n
G
M sont de´finies dans 5.2.
De´monstration. Si c(γM ) < 0, alors, pour tout κ ∈ KG(I/R)e, on a c(γ′κ) = c(γM ) < 0, donc
γ′k 6∈ Z(Hκ)(R)Im(Hκ,sc(R) −→ Hκ(R)). Ceci prouve l’annulation de tous les ΦHκM′κ(γ
′
κ
−1, SΘϕH ).
On e´crit γM = (γl, γh), avec γl ∈ Ml(R) et γh ∈ Mh(R). Alors c(γM ) = c(γh). Soit T un R-tore
maximal elliptique de Mh tel que γh ∈ T(R). Alors T/(Gm,RI2m) est anisotrope sur R, donc le
groupe de ses R-points est connexe. On suppose que Mh n’est pas un tore, c’est-a`-dire que m > 0.
Alors la restriction de c a` Gm,RI2m est λI2m 7−→ λ2, donc envoie le groupe des R-points de Gm,RI2m
dans R+∗, et on a c(T(R)) ⊂ R+∗. Donc c(γM ) > 0.
On suppose a` partir de maintenant que c(γM ) > 0 (avec m quelconque), et on utilise librement
les notations de 1.2. Soit TM (resp. TM ′) un R-tore maximal elliptique de M (resp. M′) tel que γM ∈
TM (R) (resp. γ′ ∈ TM ′(R)). Comme dans l’exemple 3.2.8, on e´crit TM = Grm,R×T1×· · ·×Tt×T
et TM ′ = Grm,R × T1 × · · · × Tt × T′, et on choisit jM : TM ′ ∼−→ TM qui est l’identite´ sur
Grm,R ×T1 × · · · ×Tt. On peut supposer que γM = jM (γ′).
Soient A ⊂ {1, . . . , r} et B ⊂ {1, . . . , t} tels que |A| soit pair. On note sA,B = (1, sA,B,m1,m2)
et, si κ correspond a` sA,B, on note HA,B = Hκ. Soit σ ∈ Sr l’unique permutation telle que σ−1|A
et σ−1|{1,...,r}−A soient croissantes et σ
−1(A) = {n + 1 − |A|, . . . , n} ; on note ε(A) la signature de
σ. On voit facilement (en utilisant le fait que |A| est pair) que ε(κ) = ε(A). Donc le membre
de gauche de l’e´galite´ du point (i) (resp. (ii)) de la proposition est e´gal a` (resp. au produit de
2r+tk(M)k(G)−1(nGM )
−1(−1)q(G)+dim(AM/AG) et de)∑
A,B
∆MM′,sA,B ,∞(γ
′, γM )−1ε(A)(−1)|B∩C|
∑
ϕH∈ΦHA,B (ϕ)
ε(ω∗(ϕH))Φ
HA,B
M′ (γ
′−1, SΘϕH )
(resp. la meˆme somme mais sans le facteur (−1)|B∩C|), ou` A parcourt l’ensemble des sous-ensembles
de cardinal pair de {1, . . . , r} et B parcourt l’ensemble des sous-ensembles de {1, . . . , t}. En parti-
culier, les membres de gauche dans (i) et (ii) sont des fonctions continues de γM ∈ TM (R). Il est
clair que les membres de droite sont aussi des fonctions continues de γM . On peut donc supposer
que γM est G-re´gulier, et dans (ii), on peut supposer que ei(γM )
2c(γM ) < 1 pour tout i ∈ {1, . . . , r}
et que αj(γM )c(γM ) < 1 pour tout j ∈ {1, . . . , t}.
On note MG(i) = MG(i)(γM , V, C) (resp. MG = MG(γM , V ), resp. MD = MD(γM , V )) le
membre de gauche de l’e´galite´ de (i) (resp. le membre de gauche de l’e´galite´ de (ii), resp. le membre
de droite de l’e´galite´ de (ii)).
Calculons MG(i) et MG. On remarque d’abord que MG(i)(γM , V, C) = MG
(i)(γ−1M , V
∗, C) (ou`
V ∗ est la contragre´diente de V ). Donc, quitte a` remplacer ϕ par un parame`tre de Langlands du
L-paquet de la se´rie discre`te de G(R) associe´ a` V , on peut remplacer γM et γ′ par γ−1M et γ
′−1 dans
le membre de gauche.
On a nGM = 2
rr!2tt! et, d’apre`s le lemme 5.2.2, k(G) = 2n−1 et k(M) = 2m−1 si m > 1 (si m = 0,
on a M = Grm ×GLt2 ×Gm, donc k(M) = 1). Donc
(nGM )
−1k(M)
k(G)
= mP 2
−2r−3t(r!)−1(t!)−1
3. Si ei(γM )
2c(γM ) > 1 et αj(γM )c(γM ) > 1 pour tous i ∈ {1, . . . , r} et j ∈ {1, . . . , t}, on a un e´nonce´ similaire en
remplac¸ant tout les H∗(Lie(NQ), V )>0 dans la de´finition de LM (γM ) par des H∗(Lie(NQ), V )<0.
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(d’apre`s la de´finition de mP dans 1.2, on a mP = 1 si m > 1 et mP = 2 si m = 0), donc
MG = mP 2
−r−2t(r!)−1(t!)−1(−1)q(G)+dim(AM/AG)MG(i)(γM , V,∅).
On a (cf l’exemple 3.2.8) R = {±(ei−ej), 1 6 i < j 6 r}∪{±(ei+ej+c), 1 6 i 6 j 6 r}∪{±(αi+
c), 1 6 i 6 t} et R+ = {ei − ej , 1 6 i < j 6 r} ∪ {ei + ej + c, 1 6 i 6 j 6 r} ∪ {αi + c, 1 6 i 6 t}.
Comme MG(i) et MD ne changent pas si on remplace γM par gγMg
−1 avec g ∈ Nor′G(M)(Q), on
peut supposer que :
• il existe r′ ∈ {1, . . . , r} tel que ei(γM ) > 0 pour i ∈ {1, . . . , r′}, et ei(γM ) < 0 pour i ∈
{r′ + 1, . . . , r} ;
• si 1 6 i < i′ 6 r′ ou r′ + 1 6 i < i′ 6 r, alors (0 <)ei(γM )ei′(γM )−1 < 1.
Soient A ⊂ {1, . . . , r} et B ⊂ {1, . . . , t} ; on suppose que |A| est pair. On note RA,B =
jM∗(RHA,B ), R
+
A,B = jM∗(R
+
HA,B
) = R+ ∩ RA,B. Une formule explicite pour RA,B est donne´e dans
l’exemple 3.2.8. D’apre`s la proposition 3.2.5, on a
∆MM′,sA,B ,∞(γ
′−1, γ−1M )
∑
ϕH∈ΦHA,B (ϕ)
ε(ω∗(ϕH))Φ
HA,B
M′ (γ
′, SΘϕH ) = εR(γM )εRH (γ
′)ΦGM(γM , SΘ
A,B
ϕ ),
ou` SΘA,Bϕ = SΘ
HA,B
ϕ . D’apre`s le fait 3.1.6 (dont on utilise les notations), ΦGM(γM , SΘ
A,B
ϕ ) est e´gal
a`
(−1)q(G)εR(γM )δ1/2P(R)(γM )∆BM (γM )−1
∑
ω∈Ω
ε(ω)nA,B(γM , ωB)(ωλ)(γM )
∏
α∈Φ(ω)
α−1(γM ),
ou` λ est le plus haut poids de V relativement a` B et nA,B = nHA,B .
Calculons RγM . On sait (cf l’exemple 3.2.8) que αi(γM ) > 0 pour tout i ∈ {1, . . . , t} (et on a
suppose´ que c(γM ) > 0). Donc {±(α1 + c), . . . ,±(αt + c)} ⊂ RγM . On note I+ = {1, . . . , r′} =
{i ∈ {1, . . . , r}|ei(γM ) > 0} et I− = {r′ + 1, . . . , r} = {i ∈ {1, . . . , r}|ei(γM ) < 0}. Alors RγM ∩
{±(ei − ej), 1 6 i < j 6 r} = {±(ei − ej)|i < j et i, j ∈ I+} ∪ {±(ei − ej)|i < j et i, j ∈ I−}, et
RγM ∩ {±(ei + ej + c), 1 6 i 6 j 6 r} = {±(ei + ej + c), i, j ∈ I+} ∪ {±(ei + ej + c), i, j ∈ I−}.
Si de plus γM ve´rifie les conditions de (ii), alors 0 < α(γM ) < 1 pour tout α ∈ R+ ∩RγM , donc
R+γM = RγM ∩ (−R+). Donc, dans ce cas, Φ+∩ (−R+γM ) = Φ+∩RγM est de cardinal t+ |I+|2 + |I−|2,
et
εR(γM ) = (−1)t+|I+|2+|I−|2 = (−1)t+|I+|+|I−| = (−1)r+t.
On voit de meˆme que, si γM ve´rifie les hypothe`ses de (ii), alors εRH (γ
′) = (−1)r1+t1+t2 , ou` r1, r2, t1, t2
sont de´finis comme dans le lemme 2.2.3. Comme r2 = |A| est pair, on en de´duit que εR(γM ) =
εRH (γ
′) dans ce cas.
D’autre part, on a dim(AM/AG) = r + t.
On obtient donc :
MG(i) = (−1)q(G)εRH (γ′)δ1/2P(R)(γM )∆BM (γM )−1
∑
ω∈Ω
ε(ω)(ωλ)(γM )
∏
α∈Φ(ω)
α−1(γM )
∑
A,B
ε(A)(−1)|B∩C|nA,B(γM , ωB)

et
MG = mP 2
−r−2t(r!)−1(t!)−1δ1/2P(R)(γM )∆BM (γM )
−1
∑
ω∈Ω
ε(ω)(ωλ)(γM )
∏
α∈Φ(ω)
α−1(γM )
∑
A,B
ε(A)nA,B(γM , ωB)
 ,
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ou`, dans la dernie`re somme de ces deux expressions, A parcourt l’ensemble des sous-ensembles de
cardinal pair de {1, . . . , r}, et B parcourt l’ensemble des sous-ensembles de {1, . . . , t}.
On remarque que RA,B ne de´pend pas de B, donc∑
A,B
ε(A)(−1)|B∩C|nA,B(γM , ωB) =
(∑
B
(−1)|B∩C|
)(∑
A
ε(A)nA,∅(γM , ωB)
)
.
Si C 6= ∅, alors ∑
B
(−1)|B∩C| = 0. Ceci finit la preuve de (i). On s’inte´resse maintenant a` l’e´galite´
de (ii), donc au cas ou` C = ∅. Alors
∑
B
(−1)|B∩C| = 2t, c’est-a`-dire que∑
A,B
ε(A)nA,B(γM , ωB) = 2
t
∑
A
ε(A)nA,∅(γM , ωB).
On utilise les formules de l’article [H] de Herb pour calculer
∑
A
ε(A)nA,∅(γM , ωB). On note RA,∅ =
RA et nA,∅ = nA. On note R
+
A,γM
= RA ∩R+γM = RA ∩RγM ∩ (−R+). On note A1 = {1, . . . , r}−A,
A2 = A, A
+
1 = A1 ∩ I+, A−1 = A1 ∩ I−, A+2 = A2 ∩ I+, A−2 = A2 ∩ I−. Alors RA,γM est le produit
direct du syste`me de racines de type C|A+1 | sur les racines ei + c/2, i ∈ A
+
1 , du syste`me de racines
de type C|A−1 | sur les racines ei + c/2, i ∈ A
−
1 , du syste`me de racines de type D|A+2 | sur les racines
ei + c/2, i ∈ A+2 , du syste`me de racines de type D|A−2 | sur les racines ei + c/2, i ∈ A
−
2 et des
t syste`mes de racines de type A1 sur les racines αi + c, 1 6 i 6 t. Donc −1 est dans le groupe
de Weyl de RA,γM si et seulement si |A+2 | et |A−2 | sont pairs, ce qui revient a` demander que |A−2 |
soit pair (car |A2| est pair) ; on voit facilement que ceci est e´quivalent au fait que γ′ soit dans
Z(HA,B)(R)Im(HA,B,sc(R) −→ HA,B(R)), pour un B ⊂ {1, . . . , t} (ou pour tout B ⊂ {1, . . . , t} ;
cette condition ne de´pend pas de B). Si cette condition n’est pas ve´rifie´e, alors nA(γM , ωB) = 0
pour tout ω ∈ Ω. On suppose donc a` partir de maintenant que que |A−2 | est pair.
Pour tous a, b ∈ R, on note
c1(a) =
{
1 si a > 0
0 sinon
c2,C(a, b) =
{
1 si 0 < a < b ou 0 < −b < a
0 sinon
c2,D(a, b) =
{
1 si a > |b|
0 sinon
et
c2(a, b) = c2,C(a, b) + c2,D(a, b) =

0 si a+ b 6 0 ou a 6 0
1 si a > 0 et b > 0
2 sinon
.
Comme dans la section 7, on note, pour tout ensemble fini I, P062(I) l’ensemble des partitions (non
ordonne´es) {Iz, z ∈ Z} de I telles que |Iz| 6 2 pour tout z ∈ Z et qu’au plus un des Iz soit de
cardinal 1. Si I = {1, . . . , r}, on note P062(r) = P062(I). Soit p = {Iz, z ∈ Z} ∈ P062(r). On choisit
une e´nume´ration z1, . . . , zk de Z, et on note σ l’e´le´ment de Sr tel que :
• si 1 6 i < i′ 6 k, alors, pour tous s ∈ σ(Izi) et s′ ∈ σ(Izi′ ), on a s < s′ ;
• pour tout z ∈ Z tel que |Iz| = 2, si Iz = {s1, s2} avec s1 < s2, alors σ(s1) < σ(s2).
Alors la signature de σ ne de´pend pas de l’e´nume´ration de Z choisie, et on la note ε(p). (Cette
de´finition est la meˆme que celle de la section 7.) Si I est un ensemble fini totalement ordonne´
et p ∈ P062(I), on de´finit ε(p) en utilisant l’ordre pour identifier I a` {1, . . . , |I|}. D’autre part,
soient µ = (µ1, . . . , µr) ∈ Rr et I un sous-ensemble de {1, . . . , r} de cardinal 1 ou 2. Si |I| = 1
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et I = {s}, on note cI(µ) = cI,C(µ) = c1(µs) ; si |I| = 2 et I = {s1, s2} avec s1 < s2, on note
cI,C(µ) = c2,C(µs1 , µs2), cI,D(µ) = c2,D(µs1 , µs2) et cI(µ) = c2(µs1 , µs2). Si µ ∈ Rr, I ⊂ {1, . . . , r}
et p = {Iz, z ∈ Z} ∈ P062(Z), on pose
cC(p, µ) =
∏
z∈Z
cIz ,C(µ).
On de´finit de meˆme cD(p, µ) (si |I| est pair) et c(p, µ).
On remarque que AM = Grm×Gtm×Gm, et que le sous-groupe AG de AM est le dernier facteur
Gm. Donc (e1, . . . , er, α1, . . . , αt) est une base de X∗(AM/AG) ⊗Z R. Soit χ ∈ (X∗(AM/AG) ⊗Z
R)reg. On e´crit χ =
∑r
i=1 µiei +
∑t
j=1 νjαj , avec µ = (µ1, . . . , µr) ∈ Rr et ν1, . . . , νt ∈ R. On
e´crit, comme dans 3.1, γM = exp(x)γ1, avec x ∈ X∗(AM ) ⊗Z R et γ1 ∈ TM (R)1. Alors, d’apre`s le
the´ore`me 2.12 de [H] (et les hypothe`ses sur γM ), le coefficient cRA,γM (x, χ) est e´gal au produit de
2r+tc1(ν1) . . . c1(νt) et de∑
p+1
∑
p−1
∑
p+2
∑
p−2
ε(p+1 )ε(p
+
2 )ε(p
−
1 )ε(p
−
2 )cC(p
+
1 , µ)cC(p
−
1 , µ)cD(p
+
2 , µ)cD(p
−
2 , µ),
ou` p+i parcourt P062(A+i ) et p−i parcourt P062(A−i ). On en de´duit que
∑
A
ε(A)cRA,γM (x, χ) (ou` A
parcourt l’ensemble des sous-ensembles de cardinal pair de {1, . . . , r}) est le produit de 2r+t et de
c(x, χ) := c1(ν1) . . . c1(νt)
∑
p+∈P062(I+)
∑
p−∈P062(I−)
ε(p+)ε(p−)c(p+, µ)c(p−, µ).
On revient au calcul de
∑
A,B
ε(A)nA,B(γM , ωB). On fixe ω ∈ Ω. Par de´finition (cf 3.1), on a
nA,B(γM , ωB) = cRA,γM (x, p(ω(λ + ρ − λ0))), ou` ρ = ρB, λ est toujours le plus haut poids de V
relativement a` B et λ0 est comme dans 3.1 le caracte`re par lequel AG agit sur V . D’apre`s les calculs
ci-dessus, on a donc ∑
A,B
ε(A)nA,B(γM , ω(B)) = 2
r+2tc(x, p(ω(λ+ ρ− λ0))).
Finalement :
MG = mP (r!)
−1(t!)−1δ1/2P(R)(γM )∆BM (γM )
−1
∑
ω∈Ω
ε(ω)c(x, p(ω(λ+ ρ− λ0)))(ωλ)(γM )
∏
α∈Φ(ω)
α−1(γM ).
On calcule maintenant le membre de droite MD de l’e´galite´ de (ii). Pour tout j ∈ {1, . . . , t}, soit
uj ∈ GL2(C) tel que Int(uj) envoie Tj,C sur le tore diagonal de GL2,C. Soit v ∈ GSp2m(C) tel que
Int(v) envoie TC sur le tore diagonal de GSp2m,C. On note u = (1, . . . , 1, u1, . . . , ut, v) ∈M(C) =
(C×)r ×GL2(C)t ×GSp2m(C). Alors Int(u) envoie TM,C sur le tore diagonal T0,C de GSp2n,C,
et Int(u)(P) ⊃ B. On utilise la conjugaison par u pour identifier X∗(T0) et X∗(TM ), et on note
BM = MC ∩ Int(u)−1(BC) (c’est un sous-groupe de Borel de MC contenant TM,C).
Comme dans la section 7, on note Pord(r, t) l’ensemble des partitions ordonne´es P de {1, . . . , r+
2t} telles que, pour tout i ∈ {1, . . . , t}, r + 2i − 1 et r + 2i soient dans le meˆme ensemble de P .
Soit P = (I1, . . . , Ik) ∈ Pord(r, t). On note |P | = k et si = |Ii|, pour tout i ∈ {1, . . . , k}. Soit
σP l’unique permutation de Sr+2t telle que, pour tout i ∈ {0, . . . , k − 1}, σ−1P soit croissante sur
{s1 + · · ·+ si + 1, . . . , s1 + · · ·+ si+1} et envoie {s1 + · · ·+ si + 1, . . . , s1 + . . . , si+1} sur Ii. On note
ε(P ) la signature de σP .
27
Sophie Morel
Soit P = (I1, . . . , Ik) ∈ Pord(r, t). On va associer a` P un e´le´ment (Q, g) = (QP , gP ) de P(M)
(les notations sont celles de 1.2). Pour tout i ∈ {1, . . . , k}, on note si = |Ii|, ri = |Ii ∩ {1, . . . , r}|
et ti =
1
2(si − ri) ; on a t1, . . . , tk ∈ N d’apre`s la de´finition de Pord(r, t). On prend Q = PS ,
ou` S = {s1, s1 + s2, . . . , s1 + · · · + sk}. Donc LQ = GLs1 × · · · × GLsk et GQ = GSp2m. On
note Pr = (I1 ∩ {1, . . . , r}, . . . , Ik ∩ {1, . . . , r}) et Pt = (J1, . . . , Jk) avec, pour tout i ∈ {1, . . . , k},
Ji = {l ∈ {1, . . . , t}|r+ 2l ∈ Ii}. On associe a` Pr et Pt des permutations σr ∈ Sr et σt ∈ St comme
on l’a fait pour P (le fait que certains des ensembles composant Pr et Pt peuvent eˆtre vides n’a pas
d’importance pour cette construction). On choisit g tel que :
• La restriction a` Mh de Int(g) est l’identite´ Mh −→ GQ (comme MQ et M sont standard,
on a Mh = GQ) ;
• Int(g) envoie Ml sur un sous-groupe de Levi standard de LQ.
• Pour tout i ∈ {0, . . . , k−1}, le compose´ du morphisme Ml −→ LQ ci-dessus et de la projection
de LQ sur le facteur GLsi+1 est e´gal au morphisme qui envoie (x1, . . . , xr, g1, . . . , gt) ∈ Grm×
GLt2 sur
diag(xσ−1r (r1+···+ri+1), . . . , xσ−1r (r1+···+ri+1), gσ−1t (t1+···+ti+1), . . . , gσ−1t (t1+···+ti+1)).
• Soit uP ∈ LQ(C) tel que, pour tout i ∈ {0, . . . , k − 1}, le projete´ de uP sur le facteur
GLsi+1(C) soit diag(1, . . . , 1, uσ−1t (t1+···+ti+1), . . . , uσ−1t (t1+···+ti+1)). Si on utilise la conjugai-
son par u pour identifier (TM ∩Ml)C a` (T0 ∩Ml) = Gr+2tm,C et la conjugaison par uP pour
identifier Int(g)(TM ∩Ml)C a` (T0 ∩ LQ)C = (T0 ∩Ml)C, alors Int(g) est l’application qui
envoie (z1, . . . , zr+2t) sur (zσ−1P (1)
, . . . , zσ−1P (r+2t)
).
On note γ = Int(g)(γM ). On remarque que, pour tout i ∈ {1, . . . , k}, l’intersection de gBg−1
avec le facteur GLsi de LQ est le sous-groupe des matrices triangulaires supe´rieures. On note
M0 = gMg
−1 = L0×GQ, TM0 = Int(g)(TM ) (le tore maximal de M0,R qui contient γ) et P0 ⊂ Q
le sous-groupe parabolique standard de sous-groupe de Levi M0. On utilise la conjugaison par
(uP , v) pour identifier X
∗(TM0) et X∗(T0).
On utilise le the´ore`me de Kostant (voir par exemple [GHM] §11) pour calculer H∗(Lie(NQ), V )>0.
On note Ω le groupe de Weyl de T0(C) dans G(C), ΩMQ le groupe de Weyl de T0(C) dans
MQ(C) et Φ+ = Φ(T0,B). Pour tout ω ∈ Ω, on note comme avant Φ(ω) = Φ+ ∩ (−ωΦ+). Alors
Ω′Q := {ω ∈ Ω|Φ(ω) ⊂ Φ(T0, Lie(NQ))} est un ensemble de repre´sentants de ΩMQ \ Ω. D’apre`s le
the´ore`me de Kostant, on a, pour tout i ∈ N,
Hi(Lie(NQ), V ) '
⊕
ω′∈Ω′Q,`(ω′)=i
VMQ,ω′(λ+ρ)−ρ,
ou` ` : Ω −→ N est la fonction longueur, λ ∈ X∗(T0) est le plus haut poids de V relativement a` B,
ρ = 12
∑
α∈Φ+
α et, pour tout µ ∈ X∗(T0) dominant, VMQ,µ est la repre´sentation alge´brique de MQ
de plus haut poids µ relativement a` B ∩MQ. Pour tout s ∈ {1, . . . , n}, on note
$s : Gm −→ T0, λ 7−→
 λIs 0I2(n−s)
0 λ−1Is
 .
Alors, par de´finition de Hi(. . . )>0 dans 1.2 (et de l’ope´ration de troncature dans [M1] 4.2), on a
pour tout i ∈ N un isomorphisme
Hi(Lie(NQ), V )>0 '
⊕
ω′
VMQ,ω′(λ+ρ)−ρ,
ou` ω′ parcourt l’ensemble des e´le´ments de Ω′Q ve´rifiant `(ω
′) = i et 〈ω′(λ + ρ) − ρ,$s〉 > −ns +
1
2s(s − 1) pour tout s ∈ S. Comme ω(λ0) = λ0 pour tout ω ∈ Ω et 〈ρ,$s〉 = ns − 12s(s − 1) et
28
Cohomologie d’intersection des varie´te´s modulaires de Siegel, suite
〈λ0, $s〉 = 0 pour tout s ∈ {1, . . . , n}, on peut remplacer la deuxie`me condition par la condition :
pour tout s ∈ S, 〈ω′(λ+ ρ+ λ0), $s〉 > 0.
D’apre`s la formule du caracte`re de Weyl (c’est-a`-dire la premie`re formule du fait 3.1.6), on a,
pour tout ω′ ∈ Ω′Q,
Tr(γ, VMQ,ω′(λ+ρ)−ρ) = ∆B∩MQ(γ)
−1 ∑
ωM∈ΩMQ
ε(ωM )(ωM (ω
′(λ+ ρ)− ρ))(γ)
∏
α∈ΦMQ (ωM )
α−1(γ),
ou` ΦMQ = Φ(T0,MQ). Soient ω
′ ∈ Ω′Q et ωM ∈ ΩMQ . Comme $s est invariant par ΩM pour tout
s ∈ S, on a, pour tout s ∈ S :
〈ωMω′(λ+ ρ+ λ0), $s〉 > 0⇐⇒ 〈ω′(λ+ ρ+ λ0), $s〉 > 0.
D’autre part, on voit facilement que
ωMω
′(ρ)− ωM (ρ)−
∑
α∈ΦMQ (ωM )
α = −
∑
α∈Φ(ωMω′)
α.
On note Φ+MQ = Φ
+ ∩ ΦMQ et Φ+0 = Φ+ ∩ Φ(T0,M0). On a
|DMQM0 (γ)|1/2 =
∏
α∈Φ+MQ−Φ
+
0
|α(γ)|1/2|1− α−1(γ)|,
δ
1/2
Q(R)(γ) =
∏
α∈Φ+−Φ+MQ
|α(γ)|1/2,
δ
1/2
P0(R)(γ) =
∏
α∈Φ+−Φ+0
|α(γ)|1/2,
∆B∩MQ(γ) =
∏
α∈Φ+MQ
(1− α−1(γ))
et
∆B∩M0(γ) =
∏
α∈Φ+0
(1− α−1(γ)).
Donc
|DMQM0 (γ)|1/2δ
1/2
Q(R)(γ)∆B∩MQ(γ)
−1 = ηQ(γ)δ
1/2
P0(R)(γ)∆B∩M0(γ)
−1,
avec
ηQ(γ) =
∏
α∈Φ+MQ−Φ
+
0
|1− α−1(γ)|
1− α−1(γ) .
Comme γ est elliptique dans M0(R), les racines de Φ+MQ − Φ+0 sont re´elles ou complexes quand
elles sont vues comme caracte`res sur TM0(C). Si α ∈ Φ+MQ − Φ+0 est complexe, alors il existe
α′ ∈ Φ+MQ − Φ+0 telle que α′ 6= α et α′(γ) = α(γ), et on a
|1− α−1(γ)|
1− α−1(γ)
|1− α′−1(γ)|
1− α′−1(γ) = 1.
Si α ∈ Φ+MQ −Φ+0 est une racine re´elle, alors |1− α−1(γ)|(1− α−1(γ))−1 est e´gal a` 1 si α(γ) < 0 ou
α(γ) > 1, et a` −1 sinon. Donc, si on note comme avant R+γ l’ensemble des racines re´elles α de Φ
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telles que α(γ) > 1, alors
ηQ(γ) = (−1)|Φ
+
MQ
∩(−R+γ )|
.
On en de´duit que |DMQM0 (γ)|1/2δ
1/2
Q(R)(γ)Tr(γ, Lie(NQ, V )>0) est e´gal a`
ηQ(γ)δ
1/2
P0(R)(γ)∆B∩M0(γ)
−1∑
ω
ε(ω)(ωλ)(γ)
∏
α∈Φ(ω)
α−1(γ),
ou` ω parcourt l’ensemble des e´le´ments de Ω tels que 〈ω(λ+ ρ+ λ0), $s〉 > 0 pour tout s ∈ S.
On plonge Sr+2t dans Sn en faisant agir Sr+2t de manie`re habituelle sur {1, . . . , r + 2t}, et
trivialement sur {r + 2t + 1, . . . , n}. Comme Ω ' {±1}n o Sn, on en de´duit un plongement de
Sr+2t dans Ω, qu’on utilise pour identifier Sr+2t a` un sous-groupe de Ω. On remarque que, pour
tout ω ∈ Ω, ε(ω) = ε(P )ε(σ−1P ω) et (ωλ)(γ) = (σ−1P ωλ)(γM ). Soit µ ∈ X∗(T0) ⊗Z R. On lui
associe l’e´le´ment yµ = (y1, . . . , yr+2t) de Rr+2t de´fini de la manie`re suivante : y1 = 〈µ,$1〉 et, pour
tout i ∈ {2, . . . , r + 2t}, yi = 〈µ,$i〉 − 〈µ,$i−1〉. On e´crit µ >P 0 si, pour tout i ∈ {1, . . . , k},∑
j∈I1∪···∪Ii
yj > 0 (c’est-a`-dire si et seulement si, avec les notations de la section 7, yµ,P > 0). Alors il
est facile de voir que, pour tout ω ∈ Ω, on a 〈ω(λ+ρ+λ0), $s〉 > 0 pour tout s ∈ S si et seulement
si σ−1P ω(λ + ρ + λ0) >P 0. Calculons ηQ(γ). On a ηQ(γ) = (−1)
|Φ+MQ∩(−R
+
γ )|
, et Φ+MQ ∩ (−R+γ )
est l’ensemble des racines α ∈ Φ+MQ qui sont re´elles sur Int(gP )(TM ) et telles que 0 < α(γ) < 1.
L’ensemble Int(gP )
−1(Φ+MQ ∩ (−R+γ )) est inclus dans l’ensemble des racines de la forme ei−ei′ , avec
i < i′ et i, i′ dans le meˆme ensemble de P ; en fait, c’est le sous-ensemble des racines α de cette
forme et ve´rifiant 0 < α(γM ) < 1. D’apre`s les hypothe`ses sur γM , on a donc
|Φ+MQ ∩ (−R+γ )| =
1
2
k∑
i=1
(|I+i |(|I+i | − 1) + |I−i |(|I−i | − 1)),
ou`, pour tout i ∈ {1, . . . , k}, I+i = Ii ∩ I+ et I−i = Ii ∩ I−. Donc le signe ηQ(γ) ne de´pend que de
P . On note P+ = (I+1 , . . . , I
+
k ), P
− = (I−1 , . . . , I
−
k ) et ε
′(P±) = (−1)
1
2
k∑
i=1
|I±i |(|I±i |−1)
. Alors
ηQ(γ) = ε
′(P+)ε′(P−).
De plus, on a
δ
1/2
P0(R)(γ)
∏
α∈Φ(ω)
α−1(γ) =
∏
α∈Φ+
|α(γ)|1/2
∏
α∈Φ+0
|α(γ)|−1/2
∏
α∈Φ+∩(−ωΦ+)
α−1(γ)
=
∏
α∈σ−1P Φ+
|α(γM )|1/2
∏
α∈Φ+0
|α(γ)|−1/2
∏
α∈σ−1P Φ+∩(−σ−1P ωΦ+)
α−1(γM )
et
δ
1/2
P(R)(γM )
∏
α∈Φ(σ−1P ω)
α−1(γM ) =
∏
α∈Φ+
|α(γM )|1/2
∏
α∈Φ+M
|α(γM )|−1/2
∏
α∈Φ+∩(−σ−1P ωΦ+)
α−1(γM ),
ou` Φ+M = Φ(TM ,BM ). Il est facile de voir que
∏
α∈Φ+0
α(γ) =
∏
α∈Φ+M
α(γM ). Donc
δ
1/2
P0(R)(γ)
∏
α∈Φ(ω)
α−1(γ)δ−1/2P(R)(γM )
∏
α∈Φ(σ−1P ω)
α(γM ) =
∏
α∈Φ+∩(−σ−1P Φ+)
|α(γM )|α−1(γM ).
On rappelle qu’on a de´fini un e´le´ment u ∈ G(C) tel que Int(u) envoie TM,C sur le tore diagonal
T0,C. Pour tout i ∈ {1, . . . , n}, on note ei : TM,C −→ Gm,C le compose´ de Int(u) et du morphisme
T0,C −→ Gm,C, diag(x1, . . . , x2n) 7−→ xi (ceci est cohe´rent avec la de´finition de e1, . . . , er plus
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haut). Alors l’ensemble Φ+ ∩ (−σ−1P Φ+) = Φ(σ−1P ) est inclus dans l’ensemble des ei − ej avec
1 6 i < j 6 r + 2t et j 6= i + 1 mod 2 si i ∈ {r + 1, . . . , r + 2t} (ceci re´sulte directement du fait
que P ∈ Pord(r, t)). Donc les racines de Φ(σ−1P ) sont re´elles ou complexes (mais pas imaginaires)
sur TM (R). De plus, comme σP , vu comme e´le´ment du groupe de Weyl de TM (C) dans G(C), est
dans le groupe de Weyl de TM (R) dans G(R) (et meˆme dans (NorG(TM )/TM )(Q)), si α ∈ Φ(σ−1P )
est complexe, alors sa racine conjugue´e est aussi dans Φ(σ−1P ). On en de´duit que∏
α∈Φ(σ−1P )
|α(γM )|α−1(γM ) = (−1)|{α∈Φ(σ
−1
P )|α(γM )∈R et α(γM )<0}|.
Si α = ei− ej avec 1 6 i < j 6 r+ 2t, on a α(γM ) ∈ R si et seulement si j 6 r, et, si cette condition
est ve´rifie´e, on a α(γM ) < 0 si et seulement si i ∈ I+ et j ∈ I−. Donc le signe ci-dessus ne de´pend
que de P ; on le note ε′′(P ). On a
ε′′(P ) = (−1)|{(i,j)∈I+×I−|i<j et σ−1P (i)>σ−1P (j)}|.
Enfin, on remarque que, comme P ∈ Pord(r, t), on a ε(P ) = ε(Pr). En utilisant les ordres sur I+ et
I− he´rite´s de l’ordre sur {1, . . . , r}, on peut de´finir des signes ε(P+) et ε(P−), et on voit facilement
que
ε(Pr)ε
′′(P ) = ε(P+)ε(P−).
Les calculs ci-dessus montrent que |DMQM0 (γ)|1/2δ
1/2
Q(R)(γ)Tr(γ, Lie(NQ, V )>0) est e´gal a`
δ
1/2
P(R)(γM )∆BM (γM )
−1 ∑
ω∈Ω
ε(ω)(ωλ)(γM )
∏
α∈Φ(ω)
α−1(γM )
(−1)|P |ε(P+)ε(P−)ε′(P+)ε′(P−)1lω(λ+ρ+λ0)>P 0.
D’autre part, on a par de´finition (cf 1.2) mQ = 1 si m > 0, et mQ = 2 si m = 0 ; donc mQ = mP .
De plus,
dim(AM0/AMQ) = r + t− k = r + t− |S|
n
MQ
M0
= r1!t1! . . . rk!tk!
|(Nor′G(M)/(Nor′G(M) ∩ g−1MQg))(Q)| = r!t!(r1!t1! . . . rk!tk!)−1.
Donc
|(Nor′G(M)/(Nor′G(M) ∩ g−1MQg))(Q)|−1mQ(−1)dim(AM0/AMQ )(nMQM0 )−1 =
mP (−1)r+t(r!t!)−1(−1)|S|,
et seul le facteur (−1)|S| de´pend de Q. Donc le terme de MD associe´ a` (Q, g) est e´gal a`
mP (−1)r+t(r!t!)−1δ1/2P(R)(γM )∆BM (γM )−1
∑
ω∈Ω
ε(ω)(ωλ)(γM )
∏
α∈Φ(ω)
α−1(γM )
(−1)|P |ε(P+)ε(P−)ε′(P+)ε′(P−)1lω(λ+ρ+λ0)>P 0.
De plus, lorsque P parcourt Pord(r, t), (QP , gP ) parcourt un ensemble de repre´sentants de
P(M)/ ∼. Finalement, MD est e´gal a`
mP (−1)r+t(r!t!)−1δ1/2P(R)(γM )∆BM (γM )−1
∑
ω∈Ω
ε(ω)(ωλ)(γM )
∏
α∈Φ(ω)
α−1(γM )
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P∈Pord(r,t)
(−1)|P |ε(P+)ε(P−)ε′(P+)ε′(P−)1lω(λ+ρ+λ0)>P 0.
En comparant cette formule avec la formule obtenue plus haut pour MG, on voit que, pour
conclure, il suffit de montrer que, pour tout µ ∈ X∗(T0)R,
c(x, p(µ)) = (−1)r+t
∑
P∈Pord(r,t)
(−1)|P |ε(P+)ε(P−)ε′(P+)ε′(P−)1lµ>P 0.
Mais ceci re´sulte directement du corollaire 7.5, applique´ a` yµ (on remarque que, si yµ = (y1, . . . , yr+2t)
et p(µ) =
r∑
i=1
µiei +
t∑
j=1
νjαj , alors yi = µi pour tout i ∈ {1, . . . , r} et yr+2j−1 + yr+2j = νj pour
tout j ∈ {1, . . . , t}).

4. Inte´grales orbitales en p
Soit p un nombre premier. Si G est un groupe de la forme GLn1×· · ·×GLnr×G(Sp2m1×SO2m2),
on note, pour toute extension L de Qp, HG(L) l’alge`bre de Hecke des fonctions G(L) −→ C a`
support compact et bi-invariantes par G(OL) (munie du produit de convolution). Cette alge`bre est
commutative.
Soit a ∈ N∗. On fixe une cloˆture alge´brique Qp de Qp et on note L l’extension non ramifie´e de
degre´ a de Qp dans Qp. Soit σ ∈ Gal(L/Qp) le rele`vement du Frobenius arithme´tique. On fixe n ∈ N,
et on note G = GSp2n. Soient M un sous-groupe de Levi cuspidal standard de G et P le sous-groupe
parabolique standard de G de sous-groupe de Levi M. On e´crit M = Ml×Mh ' Grm×GLt2×GSp2m
et on note ΩM le groupe d’automorphismes de M de´fini a` la fin de 3.2.
Soient (M′, sM , ηM,0) ∈ EG(M), (H, s, η0) son image dans E(G) et MH un sous-groupe de Levi
de H associe´ a` M′. On peut supposer que s = sM = sA,B,m1,m2 (avec les notations du lemme 2.2.3),
ou` A ⊂ {1, . . . , r}, B ⊂ {1, . . . , t} et m1 +m2 = m. On suppose que m2 et |A| sont pairs (c’est-a`-dire
que H et M′ sont cuspidaux). On fait agir ΩM sur MH ' Grm ×GLt2 ×G(Sp2m1 × SO2m2) par
les meˆmes formules que celles qui de´finissent son action sur M. On note εsM : Ω
M −→ {±1} le
morphisme qui e´tait note´ εκ dans 3.2.
On note s′M = s∅,∅,m1,m2 ∈ Z(M̂′) (donc les composantes dans M̂h de sM et s′M sont les meˆmes,
et la composante dans M̂l de s
′
M est triviale). Alors (M
′, s′M , ηM,0) est un triplet endoscopique
elliptique de M, qui est e´quivalent a` (M′, sM , ηM,0) en tant que M-triplet endoscopique.
Dans [K7] p 179-180, Kottwitz a explique´ comment associer a` la donne´e endoscopique (H, s, η0)
de G et a` L un morphisme de “transfert tordu” b : HG(L) −→ HH(Qp) (attention, ce morphisme
de´pend de s, et pas seulement de son image dans Z(Ĝ)/Z(Ĥ)). Cette construction est rappele´e
dans la section 9.1 de [M2]. On notera bM : HM(L) −→ HM′(Qp) le morphisme de transfert tordu
obtenu en utilisant le triplet endoscopique (M′, s′M , ηM,0) de M.
Soit µ : Gm −→ G, λ 7−→
(
λIn 0
0 In
)
. Le cocaracte`re µ se factorise par M, et on note encore
µ le cocaracte`re de M de´duit de µ. Soit $L une uniformisante de L. On pose
φ = 1lG(OL)µ($−1L )G(OL) ∈ HG(L)
φM = 1lM(OL)µ($−1L )M(OL) ∈ HM(L).
On note fH = b(φ) ∈ HH(Qp), fHMH ∈ HMH(Qp) le terme constant de fH en MH , φM ∈ HM(L) le
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terme constant de φ en M, ψM
′
= bM (φM) ∈ HM′(Qp) = HMH(Qp) et fM
′
= bM (φ
M) ∈ HM′(Qp) =
HMH(Qp).
Enfin, on e´crit M′ = MH = MH,l ×MH,h, avec MH,l = Ml et MH,h ' G(Sp2m1 × SO2m2).
Pour tout γH = (λ1, . . . , λr, h1, . . . , ht, g) ∈ MH(Qp) = (Q×p )r ×GL2(Qp)t ×MH,h(Qp) d’image γ
dans M(Qp) (un tel γ existe toujours, car M est de´ploye´), on note
I(γH) = I(γ) = {i ∈ {1, . . . , r}, |λi|p = p−a}.
Proposition 4.1. Soit γH ∈ MH(Qp). Soit γ une image de γH dans M(Qp). Si OγH (fHMH ) 6= 0,
alors |c(γH)|p = |c(γ)|p = pa. De plus :
(i) Si γ ∈Ml(Zp)Mh(Qp), alors
OγH (f
H
MH
) = δ
1/2
P(Qp)(γ)OγH (f
M′).
(ii) Il existe C ⊂ {1, . . . , t}, inde´pendant du choix de A et B (mais de´pendant de γH), tel que
OγH (f
H
MH
) = (−1)|I(γH)∩A|εC(sM )OγH (ψM
′
),
ou` εC(sM ) = (−1)|C∩B|. De plus, C est non vide si et seulement si ΩM(γ)∩Ml(Zp)Mh(Qp) =
∅.
(iii) Pour tout ω ∈ ΩM,
Oω(γH)(f
H
MH
) = εsM (ω)OγH (f
H
MH
).
Pour tout δ ∈M(L) σ-semi-simple, on de´finit αp(γ, δ) comme l’article [K7] de Kottwitz (§7, p
180). En appliquant le lemme fondamental tordu dont l’e´nonce´ est rappele´ dans la section 5.3 de
[M2] (et en utilisant le fait que, avec la normalisation de 5.1, les facteurs de transfert sont les meˆmes
pour sM et s
′
M ), on obtient donc le corollaire suivant :
Corollaire 4.2. (i) Si γ ∈Ml(Zp)Mh(Qp), alors
SOγH (f
H
MH
) = δ
1/2
P(Qp)(γ)
∑
δ
< αp(γ,δ), s
′
M > ∆
M
MH ,sM ,p
(γH , γ)e(δ)TOδ(φ
M).
(ii) Il existe C ⊂ {1, . . . , t}, inde´pendant du choix de A et B (mais de´pendant de γH), tel que
SOγH (f
H
MH
) = εC(sM )(−1)|I(γH)∩A|
∑
δ
< αp(γ, δ), s
′
M > ∆
M
MH ,sM ,p
(γH , γ)e(δ)TOδ(φM).
De plus, C est non vide si et seulement si ΩM(γ) ∩Ml(Zp)Mh(Qp) = ∅.
Dans les deux sommes ci-dessus, les facteurs de transfert sont normalise´s comme dans 5.1, δ
parcourt l’ensemble des classes de σ-conjugaison de M(L) telles que γ soit conjugue´ dans G(Qp) a`
Nδ := δσ(δ) . . . σa−1(δ), et e(δ) = e(Gσδ ), ou` G
σ
δ est le σ-centralisateur de δ dans G (cf [K7] p 181,
ou 1.2) et e est le signe de [K1].
De´monstration de la proposition. Soient T le tore diagonal de G, B le sous-groupe de Borel
standard de G, ρ = 12
∑
α∈Φ(T,B)
α et ρM =
1
2
∑
α∈Φ(T,B∩M)
α. Alors
< ρ, µ >=
1
2
n(n+ 1)
< ρM , µ >=
1
2
m(m+ 1).
On identifie C[X∗(T)] a` C[X±1, X±11 , . . . , X±1n ] de la manie`re suivante ; on envoie X sur le coca-
racte`re µ et, pour tout i ∈ {1, . . . , n}, on envoie Xi sur le cocaracte`re λ 7−→ diag(a1(λ), . . . , a2n(λ)),
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ou`
aj(λ) =

λ si j = i
λ−1 si j = 2n+ 1− i
1 sinon
.
Soit Ω le groupe de Weyl de T dans G (absolu ou relatif, cela ne change rien dans ce cas). On a
Ω ' {±1}n oSn, et ce groupe agit sur C[X±1, X±11 , . . . , X±1n ] de la manie`re suivante :
• Soit σ ∈ Sn. Alors σ(X) = X et, pour tout i ∈ {1, . . . , n}, σ(Xi) = Xσ−1(i).
• Soit e = (e1, . . . , en) ∈ {±1}n. On note I = {i ∈ {1, . . . , n}|ei = −1}. Alors e(X) =
X
∏
i∈I
X−1i et, pour tout i ∈ {1, . . . , n}, e(Xi) = Xeii .
D’apre`s le the´ore`me 2.1.3 de [K2] (et la reformulation de ce the´ore`me sous la formule (2.3.4) de cet
article), la transforme´e de Satake de φ est
pan(n+1)/2X−1
∑
I⊂{1,...,n}
∏
i∈I
Xi.
On identifie T aux tores diagonaux de M, H et MH . On peut choisir ces identifications (sim-
plement en respectant l’ordre naturel sur les coordonne´es de T) de manie`re a` ce que :
• La transforme´e de Satake de φM soit e´gale a` celle de φ.
• La transforme´e de Satake de φM soit e´gale a`
pam(m+1)/2X−1
∑
I⊂{r+2t+1,...,n}
∏
i∈I
Xi.
• La transforme´e de Satake de fM′ soit e´gale a`
pam(m+1)/2X−a
∑
I⊂{r+2t+1,...,n}
(−1)|I∩K′|
∏
i∈I
Xai ,
ou` K ′ = {r + 2t+m1 + 1, . . . , n}.
• Les transforme´es de Satake de fH et fHMH soient toutes les deux e´gales a`
pan(n+1)/2X−a
∑
I⊂{1,...,n}
(−1)|I∩K|
∏
i∈I
Xai ,
ou` K = A ∪ {r + 2j − 1, r + 2j, j ∈ B} ∪K ′.
• La transforme´e de Satake de ψM′ soit e´gale a`
pan(n+1)/2X−a
∑
I⊂{1,...,n}
(−1)|I∩K′|
∏
i∈I
Xi.
Pour tout I ⊂ {1, . . . , r}, on note ψI la fonction de transforme´e de Satake
∏
i∈I
Xai sur le facteur
(Grm)(Qp) de MH,l(Qp). Pour tout j ∈ {1, . . . , t}, on note ψ(0)j (resp. ψ(1)j , resp. ψ(2)j ) la fonction de
transforme´e de Satake 1 (resp. Xar+2j−1 +X
a
r+2j , resp. X
a
r+2j−1X
a
r+2j) sur le j-ie`me facteur GL2(Qp)
de MH,l(Qp). Enfin, on note ψh la fonction de transforme´e de SatakeX−a
∑
I⊂{r+2t+1,...,n}
(−1)|I∩K′| ∏
i∈I
Xai
sur MH,h(Qp). Alors, d’apre`s les calculs ci-dessus :
fM
′
= pam(m+1)/2ψ∅ψ
(0)
1 . . . ψ
(0)
t ψh
ψM
′
= pan(n+1)/2
 ∑
I⊂{1,...,r}
ψI
 t∏
j=1
(ψ
(0)
j + ψ
(1)
j + ψ
(2)
j
ψh
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fHMH = p
an(n+1)/2
 ∑
I⊂{1,...,r}
(−1)|I∩A|ψI
 t∏
j=1
(ψ
(0)
j − ψ(1)j + ψ(2)j )
ψh.
Soient γH et γ comme dans l’e´nonce´ de la proposition. Il est clair que OγH (f
H
MH
) 6= 0 seulement
si |c(γH)|p = pa, et que c(γ) = c(γH). Dans la suite de la preuve, on suppose que OγH (fHMH ) 6= 0
(sinon, toutes les e´galite´s a` prouver sont triviale).
Montrons (i). On suppose que γ ∈ Ml(Zp)Mh(Qp). Alors γH ∈ MH,l(Zp)MH,h(Qp). Soient
I ⊂ {1, . . . , r} et a1, . . . , at ∈ {0, 1, 2}. Alors
OγH (ψI(
t∏
j=1
ψ
(aj)
j )ψh) = 0
sauf si I = ∅ et a1 = · · · = at = 0. Donc
OγH (f
H
MH
) = pan(n+1)/2OγH (ψ∅ψ
(0)
1 . . . ψ
(0)
t ψh).
Pour conclure, il suffit de remarquer que, comme γ ∈Ml(Zp)Mh(Qp), on a δ1/2P(Qp) = |c(γ)|
(n(n+1)−m(m+1))/2
p =
pan(n+1)/2p−am(m+1)/2.
Montrons (ii). On sait que :
- les supports des fonctions des fonctions ψI , I ⊂ {1, . . . , r}, dont deux a` deux disjoints ;
- pour tout j ∈ {1, . . . , t}, les supports des fonctions h 7−→ Oh(ψ(0)j ), h 7−→ Oh(ψ(1)j ) et h 7−→
Oh(ψ
(2)
j ) sont deux a` deux disjoints (cela re´sulte par exemple du fait qu’un h ∈ GL2(Qp)
qui est dans le support de h′ 7−→ Oh′(ψ(k)j ) ve´rifie | det(h)|p = p−ak).
On en de´duit qu’il existe un unique I ⊂ {1, . . . , r} et d’uniques a1, . . . , at ∈ {0, 1, 2} tels que
OγH (ψIψ
(a1)
1 . . . ψ
(at)
t ψh) 6= 0. On note C = {j ∈ {1, . . . , t}|at = 1}. Il est clair que I(γH) = I.
L’e´galite´ de (ii) re´sulte des formules ci-dessus pour fHMH et ψ
MH . Enfin, il est clair d’apre`s la
de´finition de l’action de ΩM que C 6= ∅ si et seulement si ΩM(γ) ∩Ml(Zp)Mh(Qp) = ∅.
Montrons (iii). Il est clair d’apre`s la de´finition de ψM
′
que Oω(γH)(ψ
M′) = OγH (ψ
M′) pour tout
ω ∈ ΩM. D’apre`s (ii), il suffit donc de voir comment C et I(γH) varient. Il est facile de voir que
l’ensemble C est le meˆme pour tous les ω(γH), ω ∈ ΩM. On utilise les notations u1, . . . , ur, v1, . . . , vt
de la fin de 3.2 pour les ge´ne´rateurs de ΩM. Si j ∈ {1, . . . , t}, alors I(vj(γH)) = I(γH). Si i ∈ I(γH),
alors I(ui(γH)) = I(γH) − {i} ; si i ∈ {1, . . . , r} − I(γH), alors I(ui(γH)) = I(γH) ∪ {i}. Le point
(iii) re´sulte de ces observations et de la de´finition de εsM : Ω
M −→ {±1}.

5. Stabilisation
On commence par rappeler les normalisations des mesures de Haar et des facteurs de transfert
que l’on utilise (ce sont celles du chapitre 5 de [M2]). On renvoie a` [M2] 5.3 pour le rappel de ce qui
est su sur les lemmes fondamentaux et conjectures de transfert qui apparaissent dans cet article (en
re´sume´, tous les re´sultats ne´cessaires sont maintenant de´montre´s graˆce aux travaux de Kottwitz,
Clozel, Labesse, Hales, Waldspurger, Laumon-Ngo et Ngo).
5.1 Normalisations
Mesures de Haar On utilise les re`gles suivantes pour normaliser les mesures de Haar :
(1) Lorsque l’on est dans la situation du the´ore`me 1.2.1 on utilise les normalisations de´finies
juste avant ce the´ore`me.
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(2) Soit G un groupe re´ductif connexe sur Q. On choisit toujours sur G(Af ) une mesure de Haar
telle que les volumes des sous-groupes compacts ouverts soient des nombres rationnels. Soit
p un nombre premier en lequel G est non ramifie´, et soit L une extension finie non ramifie´e
de Qp ; alors on choisit sur G(L) la mesure de Haar telle que le volume des sous-groupes
compacts hyperspe´ciaux soit 1. Si on a fixe´ une mesure de Haar dgf sur G(Af ), alors on
choisit la mesure de Haar dg∞ sur G(R) telle que dgfdg∞ soit la mesure de Tamagawa sur
G(A) (cf [O]).
(3) (cf [K5] 5.2) Soient F un corps local de caracte´ristique 0, G un groupe re´ductif connexe sur
F et γ ∈ G(F ) semi-simple. On note I = Gγ , et on choisit des mesures de Haar sur G(F ) et
I(F ). Si γ′ ∈ G(F ) est stablement conjugue´ a` γ, alors I ′ = Gγ′ est une forme inte´rieure de I,
donc la mesure sur I(F ) donne une mesure sur I ′(F ). Lorsque l’on forme l’inte´grale orbitale
stable en γ d’une fonction de C∞c (G(F )), on utilise ces mesures sur les centralisateurs des
e´le´ments stablement conjugue´s a` γ.
(4) Soient F un corps local ou global de caracte´ristique 0, G un groupe re´ductif connexe sur F
et (H, s, η0) un triplet endoscopique elliptique de G. Soit γH ∈ H(F ) un e´le´ment semi-simple
(G,H)-re´gulier. On suppose qu’il existe une image γ ∈ G(F ) de γH . Alors I = Gγ est une
forme inte´rieure de IH = HγH ([K5] 3.1). On choisit toujours des mesures de Haar qui se
correspondent sur I(F ) et IH(F ).
(5) Soit G un groupe re´ductif connexe sur Q comme dans 1.2, et soit (γ0; γ, δ) un triplet ve´rifiant
les conditions (C) de 1.2 et tel que l’invariant α(γ0; γ, δ) soit trivial. Alors on peut associer
a` (γ0; γ, δ) un groupe (re´ductif connexe sur Q) I comme dans 1.2 tel que IR soit une forme
inte´rieure de I(∞) := GR,γ0 . Si on a choisi une mesure de Haar sur I(R) (par exemple en
suivant la re`gle (2), si on a de´ja` une mesure de Haar sur I(Af )), alors on prend sur I(∞)(R)
la mesure de Haar correspondante.
Facteurs de transfert On renvoie a` [K5] pour l’e´nonce´ des proprie´te´s des facteurs de transfert
que l’on utilisera ici. Noter que les facteurs de transfert ont e´te´ de´finis en toute ge´ne´ralite´ (pour
l’endoscopie ordinaire) par Langlands et Shelstad, cf [LS1] et [LS2]. La relation de [K5] 5.6 est
prouve´e dans [LS2] 4.2, et la conjecture 5.3 de [K5] est prouve´e dans la proposition 1 (section 3) de
[K6].
Soit G un groupe re´ductif connexe sur Q, et soit (H, s, η0) un triplet endoscopique elliptique de
G. On choisit un L-morphisme η : LH −→ LG qui prolonge η0. Les facteurs de transfert locaux
associe´s a` η ne sont de´finis qu’a` un scalaire pre`s. On suppose de´sormais que G = GSp2n, n ∈ N, et
on fixe une normalisation des facteurs de transfert.
En la place infinie, on normalise le facteur de transfert comme dans [K7] §7 p 184-185 (cette
normalisation est rappele´e dans 3.2), en utilisant le morphisme j de 3.2 et le sous-groupe de Borel
standard.
Soit p un nombre premier tel que G et H soient non ramifie´s en p. On normalise le facteur de
transfert en p comme dans [K7] §7 p 180-181. Si η est non ramifie´ en p, alors cette normalisation
est celle donne´e par les Zp-structures sur G et H, de´finie par Hales (cf [Ha] II 7 et [W3] 4.6).
On choisit les facteurs de transfert aux autres places de manie`re a` ce que la proprie´te´ [K5] 6.10
(b) soit ve´rifie´e. On note ∆GH,v les facteurs de transfert ainsi normalise´s.
Soit M un sous-groupe de Levi de G, et soit (M′, sM , ηM,0) ∈ EG(M) d’image (H, s, η0) dans
E(G). Comme dans 2.2, 3.2 et 4), on associe a` (M′, sM , ηM,0) un sous-groupe de Levi MH 'M′ de
H et un L-morphisme ηM :
LMH =
LM′ −→ LM qui prolonge ηM,0. On va de´finir une normalisation
des facteurs de transfert pour ηM associe´e a` ces donne´es.
En la place infinie, on normalise le facteur de transfert comme dans 3.2, pour le sous-groupe de
Borel de M intersection avec M du sous-groupe de Borel de G choisi ci-dessus.
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Si v est une place finie de Q, on normalise le facteur de transfert en v pour que
∆MMH ,v(γH , γ) = |DHMH (γH)|1/2|DGM(γ)|−1/2∆GH,v(γH , γ),
si γH ∈MH(Qv) est semi-simple G-re´gulier et γ ∈M(Qv) est une image de γH (cf [K8] lemme 7.5).
On note ∆MMH ,sM ,v les facteurs de transfert ainsi normalise´s. On remarque que, si p est une place
finie ou` G et H sont non ramifie´s, alors ∆MMH ,sM ,p ne de´pend que de l’image de (M
′, sM , ηM,0) dans
E(M) (car c’est simplement le facteur de transfert en p pour ηM normalise´ comme dans [K7] p
180-181, c’est-a`-dire, si ηM est non ramifie´ en p, avec la normalisation donne´e par les Zp-structures
sur M et MH). En revanche, les facteurs de transfert ∆
M
MH ,sM ,v
en la place infinie, en les places
finies ou` G ou H est ramifie´ de´pendent en ge´ne´ral de (M′, sM , ηM,0) ∈ EG(M), et pas uniquement
de son image dans E(M) (d’ou` le “sM” dans la notation).
5.2 Le coˆte´ ge´ome´trique de la formule des traces stables, d’apre`s Kottwitz
On rappelle ici la formule de Kottwitz sur le coˆte´ ge´ome´trique de la formule des traces stable
pour une fonction cuspidale stable en la place infinie. La re´fe´rence est [K8].
On utilise les notations de 3.1. Soit G un groupe alge´brique sur Q. On suppose que G est
cuspidal (c’est-a`-dire que (G/AG)R a un tore maximal anisotrope). Soit K∞ un sous-groupe compact
maximal de G(R). Soient G∗ une forme inte´rieure de G sur Q qui est quasi-de´ploye´e, G une forme
inte´rieure de G sur R telle que (G/AG,R)(R) soit compact et Te un tore maximal elliptique de GR.
On note
v(G) = e(G) vol(G(R)/AG(R)0)
(e(G) est le signe associe´ a` G dans [K1]), et
k(G) = |Im(H1(R,Te ∩Gder) −→ H1(R,Te))|.
Pour tout sous-groupe de Levi M de G, on note comme dans 2.2
nGM = |(NorG(M)/M)(Q)|;
de plus, si γ ∈M(Q), on note
ιM (γ) = |(CentM (γ)/CentM (γ)0)(Q)|.
Soit ν un quasi-caracte`re de AG(R)0. On note Πtemp(G(R), ν) (resp. Πdisc(G(R), ν)) l’ensemble des
e´le´ments pi de Πtemp(G(R)) (resp. Πdisc(G(R))) tels que la restriction a` AG(R)0 du caracte`re central
de pi est ν. On note C∞c (G(R), ν−1) l’ensemble des fonctions f∞ : G(R) −→ C lisses a` support
compact modulo AG(R)0 et telles que, pour tout (z, g) ∈ AG(R)0 ×G(R), f∞(zg) = ν−1(z)f∞(g).
On dit que f∞ ∈ C∞c (G(R), ν−1) est cuspidale stable si f∞ est K∞-finie a` droite et a` gauche et si
la fonction
Πtemp(G(R), ν) −→ C, pi 7−→ Tr(pi(f∞))
est nulle en dehors de Πdisc(G(R), ν) et constante sur les L-paquets de Πdisc(G(R), ν).
Soit f∞ ∈ C∞c (G(R), ν−1). Pour tout L-paquet Π de Πdisc(G(R), ν), on note Tr(Π(f∞)) =∑
pi∈Π
Tr(pi(f∞)) et ΘΠ =
∑
pi∈Π
Θpi. Pour tout sous-groupe de Levi cuspidal M de G, on de´finit une
fonction SΦM(., f∞) = SΦGM (., f∞) sur M(R) par la formule
SΦM(γ, f∞) = (−1)dim(AM/AG)k(M)k(G)−1v(Mγ)−1
∑
Π
ΦM(γ
−1,ΘΠ)Tr(Π(f∞)),
ou` Π parcourt l’ensemble des L-paquets de Πdisc(G(R), ν) et Mγ = CentM(γ). On a bien suˆr
SΦM(γ, f∞) = 0 si γ n’est pas semi-simple elliptique dans M(R). Si M n’est pas cuspidal, on pose
SΦGM = 0.
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Soit f : G(A) −→ C. On suppose que f = f∞f∞, avec f∞ ∈ C∞c (G(Af )) et f∞ ∈ C∞c (G(R), ν−1).
Pour tous sous-groupe de Levi M de G, on note
STGM (f) = τ(M)
∑
γ
ιM (γ)−1SOγ(f∞M)SΦM(γ, f∞),
ou` γ parcourt l’ensemble des classes de conjugaison stables dans M(Q) qui sont semi-simples et
elliptiques dans M(R), et f∞M est le terme constant de f∞ en un sous-groupe parabolique de G de
sous-groupe de Levi M. On pose
STG(f) =
∑
M
(nGM )
−1STGM (f),
ou` M parcourt l’ensemble des classes de conjugaison (sous G(Q)) de sous-groupes de Levi de G.
Dans le cas ou` le groupe de´rive´ de G est simplement connexe et G est quasi-de´ploye´, Kottwitz a
montre´ ([K8], the´ore`me 5.1) que STG(f) est le coˆte´ ge´ome´trique de la formule des traces stable pour
G si f∞ est stable cuspidale. Il y a deux proble`mes si l’on veut utiliser ce re´sultat. D’abord, [K8]
n’est pas publie´. Ensuite, il n’est connu que dans le cas ou` Gder est simplement connexe, alors que
l’on voudrait l’utiliser pour les groupes endoscopiques des groupes symplectiques, qui ne ve´rifient
pas cette proprie´te´ en ge´ne´ral (ceci n’est sans doute pas se´rieux, car, dans la stabilisation de la
formule des points fixes, les termes correspondant aux e´le´ments de centralisateur non connexe sont
automatiquement nuls). Cependant, rien ne nous empeˆche d’utiliser la distribution STG (qui est
bien de´finie) au lieu du coˆte´ ge´ome´trique de la formule des traces stable, et c’est ce que nous ferons
dans la suite.
On peut tout de meˆme, en utilisant le meˆme raisonement que dans l’article [Lau1] de Laumon,
montrer le re´sultat ci-dessous, qui est essentiellement une conse´quence triviale du the´ore`me 5.1 de
[K8] et qui permettra d’obtenir des applications de la stabilisation de la formule des points fixes
pour GSp4 et GSp6.
Proposition 5.2.1. Notons, pour G re´ductif connexe sur Q, TG la distribution de la formule des
traces invariante d’Arthur. Alors, si G = GSp2n ou G(Sp2n × SO4) et si f = f∞f∞ : G(A) −→ C
est comme ci-dessus, avec f∞ cuspidale stable, alors TG(f) = STG(f).
De´monstration. Supposons d’abord que G = GSp2n. Alors, d’apre`s la preuve du lemme 3.1 de
[Lau1], les κ-inte´grales orbitales de f∞ sont nulles si κ 6= 1 (cela re´sulte du fait que f∞ est cuspidale
stable et que H1(R,GSp2n) = {1}). Le meˆme raisonnement montre que, pour tout sous-groupe
de Levi cuspidal M de G, les analogues pour ΦGM (., f∞) des κ-inte´grales orbitales (de´finies comme
dans le lemme 8.3.2 de [M2]) s’annulent si κ 6= 1. Graˆce a` ces observations, il suffit pour obtenir le
re´sultat d’appliquer a` tout Levi cuspidal M le processus de pre´stabilisation de la partie elliptique
de la formule des traces, qui est de´crit par exemple dans le de´but de la preuve du the´ore`me 9.6 de
[K5] (cf en particulier la formule (9.6.5) de loc. cit.).
Supposons maintenant que G = G(Sp2n×SO4). Remarquons d’abord que GSO4 est isomorphe
au groupe H = GL1 \ (GL2 × GL2) de [Lau1] (de´fini dans (2.6) de cet article), et qu’on peut
choisir un isomorphisme qui envoie c : GSO4 −→ Gm sur le morphisme GL1 \ (GL2 × GL2),
(g1, g2) 7−→ det(g1) det(g2). 4 Soient F un corps local ou global, M un sous-groupe de Levi de G
et γ ∈M(F ). On note I = Mγ , G1 = GSp2n, M1 = M ∩G1 (un sous-groupe de Levi de G1) et
4. Indiquons comment construire un tel isomorphisme. (Cette construction est celle de [D], Chapitre IV, section
8, point 7.) Le groupe GSO4 est isomorphe au groupe GSO(M2(Q), 〈., .〉), ou` M2(Q) est l’alge`bre des matrices
carre´es de taille 2 sur Q, vue ici simplement comme un Q-espace vectoriel de dimension 4, et 〈., .〉 est la forme
biline´aire syme´trique sur M2(Q) qui envoie (X,Y ) sur Tr(tXJY J−1), avec J =
(
0 1
−1 0
)
. On de´finit un morphisme
u : GL2 ×GL2 −→ GL(M2(Q)) en envoyant (g1, g2) ∈ GL2 ×GL2 sur l’automorphisme line´aire X 7−→ g1Xg2 de
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I1 = I ∩M1. Si γ = (γ1, γ2) avec γ1 ∈ GSp2n et γ2 ∈ GSO4, alors il est clair que γ1 ∈M1(F ) et
I1 = M1,γ1 . En utilisant le raisonnement de le preuve du lemme 3.2 de [Lau1] (avec la suite exacte
1 −→ G1 −→ G −→ PGL2 ×PGL2 −→ 1 au lieu de la suite exacte 1 −→ Gm −→ H −→ H −→ 1
de loc. cit.), on montre facilement que le morphisme e´vident KG1(I1/F ) −→ KG(I/F ) est un
isomorphisme. Une fois cette e´galite´ connue, on peut finir la preuve exactement comme dans le cas
G = GSp2n.

Enfin, on calcule k(G) pour G un groupe orthogonal-symplectique.
Lemme 5.2.2. Soient n1, n2 ∈ N avec n2 pair. On note n = n1 + n2 et G = G(Sp2n1 × SO2n2).
Alors
k(G) =

1 si n = 0
2n−1 si n > 1 et n2 = 0
2n−2 si n > 1 et n2 > 1
.
En particulier, k(Gm) = k(GSp0) = 1 = k(GL2) = k(GSp2) = 1.
De´monstration. On note Γ(∞) = Gal(C/R). Soit T un tore maximal elliptique de GR. D’apre`s
[K8] (7.9.3) (cf la preuve du lemme 5.4.2 de [M2]), on a
k(G) = |pi0(T̂Γ(∞))||pi0(Z(Ĝ)Γ(∞))|−1.
On utilise le tore maximal T = Tell de G de´fini dans 3.1. Comme G est de´ploye´, Γ(∞) agit
trivialement sur Z(Ĝ), donc |pi0(Z(Ĝ)Γ(∞))| = |pi0(Z(Ĝ))|. Or on a de´ja` vu (dans la preuve du
lemme 2.1.2) que |pi0(Z(Ĝ))| est e´gal a` 1 si n2 = 0, et a` 2 si n2 > 1. De plus, on a vu dans la
remarque 3.1.3 que T ' G(U(1)n), ou` U(1) est le groupe des e´le´ments de norme 1 de E = Q[√−1].
Donc T̂Γ(∞) = T̂Gal(E/Q) est calcule´ dans le point (i) du lemme 2.3.3 de [M2], et la conclusion
re´sulte de ce calcul.

Lemme 5.2.3. ([K8] (7.8.1)) Soient M un sous-groupe de Levi de G := GSp2n, (M
′, sM , ηM,0) ∈
EG(M) et (H, s, η0) le triplet endoscopique elliptique de G associe´. On suppose que M, M′ et H
sont cuspidaux. Alors
τ(G)
τ(H)
τ(M′)
τ(M)
=
k(H)
k(G)
k(M)
k(M′)
.
Il s’agit d’un re´sultat ge´ne´ral, qui est de´montre´ dans [K8] 8.1. Ici, il est facile de le ve´rifier
directement en utilisant les lemmes 2.1.2, 2.2.3 et 5.2.2.
5.3 Stabilisation de la formule des points fixes
Soit n ∈ N. On note G = GSp2n, et on conside`re la donne´e de Shimura de 1.1. On fixe
un nombre premier p, un entier naturel non nul j, une repre´sentation alge´brique V de G et une
fonction fp,∞ =
∏
v 6=p,∞
fv ∈ C∞c (G(Apf )). On note ϕ : WR −→ Ĝ×WR un parame`tre de Langlands
du L-paquet de la se´rie discre`te de G(R) associe´ a` la contragre´diente de V (cf 3.1, apre`s la remarque
3.1.5). On identifie l’ensemble E(G) de 2.2 a` l’ensemble des donne´es de´termine´es comme dans la
proposition 2.1.1 par les entiers n1 tels que 0 6 n1 6 n et n1 6= n − 1, et on note E0(G) le
M2(Q). Alors le noyau de u est GL1 (plonge´ dans GL2 ×GL2 par λ 7−→ (λI2, λ−1I2) comme dans [Lau1] (2.6)), et
l’image de u est GSO(M2(Q), 〈., .〉).
39
Sophie Morel
sous-ensemble des donne´es de´termine´es par un n1 tel que n − n1 soit pair. Pour tout sous-groupe
de Levi cuspidal M de G, on note E0G(M) l’ensemble des e´le´ments de EG(M) dont l’image dans
E(G) est e´quivalente a` un e´le´ment de E0(G). On identifie EG(M) et E0G(M) avec les ensembles de
repre´sentants donne´s par le lemme 2.2.3.
Soit (H, s, η0) ∈ E0(G). On choisit comme prolongement η : LH −→ LG de η0 le morphisme
η0 × idWQ . On de´finit une fonction f (j)H = f (j)H,p
∏
v 6=p
fH,v ∈ C∞(H(A)) de la manie`re suivante (cf la
section 7 de [K7]) :
• Pour toute place v 6= p,∞ de Q, fH,v est un transfert de fv (au sens habituel, qui est rappele´
dans [M2] 5.3).
• f (j)H,p est la fonction de H(H(Qp),H(Zp)) obtenue par transfert tordu a` partir de φGj en
utilisant η0×idWQp comme prolongement de η0 (cf la section 4, et cf la preuve de la proposition
4.1 pour le calcul explicite de la transforme´e de Satake de f
(j)
H,p).
• On utilise les notations de la section 3. Pour tout parame`tre de Langlands elliptique ϕH :
WR −→ ĤoWR, on pose
fϕH = d(H)
−1 ∑
pi∈Π(ϕH)
fpi.
On note B le sous-groupe de Borel standard de GC (c’est-a`-dire le groupe des matrices
triangulaires supe´rieures). Il de´termine comme dans 3.2 un sous-ensemble Ω∗ ⊂ ΩG et une
bijection ΦH(ϕ)
∼−→ Ω∗, ϕH 7−→ ω∗(ϕH). On prend
fH,∞ = (−1)q(G)
∑
ϕH∈ΦH(ϕ)
det(ω∗(ϕH))fϕH .
Remarque 5.3.1. Dans [K7] §7, on a un facteur < µ, s > dans fH,∞, ou` µ est le cocaracte`re de
GC de´termine´ par la donne´e de Shimura comme dans 1.1. Ici, comme (H, s, η0) ∈ E0(G), on a
< µ, s >= 1.
On note f∞ = f∞,p1lG(Zp).
The´ore`me 5.3.2. Soit M un sous-groupe de Levi cuspidal standard de G. Alors, pour j assez
grand,
TrM (f
∞, j) = (nGM )
−1 ∑
(M′,sM ,ηM,0)∈E0G(M)
τ(G)τ(H)−1|ΛG(M′, sM , ηM,0)|−1STHM ′(f (j)H ),
ou` TrM (f
∞, j) est de´fini au-dessus du the´ore`me 1.2.1 et, pour tout (M′, sM , ηM,0) ∈ E0G(M),
(H, s, η0) est l’e´le´ment de E0(G) correspondant.
Pour M = G, ce the´ore`me est duˆ a` Kottwitz ([K7] the´ore`me 7.2).
Corollaire 5.3.3. Si j est assez grand, alors
Tr(Frobjp × f∞,H∗(SKQ, ICKV )) =
∑
(H,s,η0)∈E0(G)
ι(G,H)STH(f
(j)
H ).
De´monstration. Comme G est de´ploye´, le corollaire re´sulte imme´diatement du the´ore`me ci-dessus
et du lemme 2.2.2.

Remarque 5.3.4. Comme dans [M2] 7.1, on pourrait donner un sens au corollaire (ou meˆme au
the´ore`me) pour tout j ∈ Z et prouver que la validite´ du corollaire pour j >> 0 implique sa validite´
pour tout j ∈ Z.
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De´monstration du the´ore`me. Comme j est fixe´, on omet l’exposant (j) dans cette preuve. Soit
P le sous-groupe parabolique standard de G de sous-groupe de Levi M. On note Ml la partie
line´aire de M et Mh sa partie hermitienne. Comme dans 1.1, on a m, r1, . . . , rk ∈ N tels que
n = m+ r1 + · · ·+ rk, Mh ' GSp2m et Ml ' GLr1 × · · · ×GLrk . Comme M est cuspidal, ri 6 2
pour tout i ∈ {1, . . . , k} ; on a donc, quitte a` changer l’ordre des facteurs, Ml ' Grm ×GLt2, avec
r, t ∈ N tels que r + 2t = n−m.
Comme le the´ore`me est de´ja` connu pour M = G, on peut supposer que M 6= G. D’apre`s le
lemme 2.2.3, on a |ΛG(M′, sM , ηM,0)| = 1 pour tout (M′, sM , ηM,0) ∈ EG(M). Notons, avec les
conventions de l’e´nonce´,
Tr′M = (n
G
M )
−1 ∑
(M′,sM ,ηM,0)∈E0G(M)
τ(G)τ(H)−1STHM ′(fH).
D’apre`s la de´finition de STHM ′ dans 5.2, on a
Tr′M = (n
G
M )
−1τ(G)
∑
(M′,sM ,ηM,0)∈E0G(M)
τ(H)−1τ(M′)
∑
γ′
SOγ′((f
∞
H )M′)SΦ
H
M ′(γ
′, fH,∞),
ou` γ′ parcourt l’ensemble des classes de conjugaison stable semi-simples de M′(Q) qui sont elliptiques
dans M′(R). D’apre`s la proposition 3.2.5 (et la remarque 3.2.6), seuls les termes indexe´s par une
classe de conjugaison γ′ qui est (M,M′)-re´gulie`re peuvent eˆtre non nuls. D’apre`s le lemme 2.2.6,
on a
Tr′M = (n
G
M )
−1τ(G)
∑
γ0,M
∑
κ∈KG(IM/Q)e
τ(M′)τ(H)−1ψ(γ0,M , κ),
ou` :
• γ0,M parcourt l’ensemble des classes de conjugaison stable semi-simples de M(Q) qui sont
elliptiques dans M(R).
• IM = Mγ0,M et KG(IM/Q) est de´fini au-dessus du lemme 2.2.6.
• Soient γ0,M comme ci-dessus et κ ∈ KG(IM/Q). Soit (M′, sM , ηM,0, γ′) un G-quadruplet
endoscopique associe´ a` κ par le lemme 2.2.6 ; on choisit toujours (M′, sM , ηM,0) dans l’en-
semble de repre´sentants du lemme 2.2.3 (donc sM est uniquement de´termine´ par κ). Le sous-
ensemble KG(IM/Q)e de KG(IM/Q) est l’ensemble des κ tels que (M′, sM , ηM,0) ∈ E0G(M).
Si κ ∈ KG(IM/Q)e, on note
ψ(γ0,M , κ) = SOγ′((f
∞
H )M′)SΦ
H
M ′(γ
′, fH,∞),
ou` H a la meˆme signification qu’avant.
Donc
Tr′M = (n
G
M )
−1 ∑
γ0,M
∑
κM∈KM (IM/Q)
Ψ(γ0,M , κM ),
ou`, avec les meˆmes notations qu’avant,
Ψ(γ0,M , κM ) = τ(G)
∑
κ∈KG(IM/Q)e
κ 7−→κM
τ(M′)τ(H)−1ψ(γ0,M , κ).
(Il y a un morphisme canonique KG(IM/Q) −→ KM(IM/Q), cf la remarque 2.2.5.)
On de´finit le groupe d’automorphismes ΩM de M comme dans 3.2 et 4. Rappelons que ce groupe
agit sur M par conjugaison par des e´le´ments de G(Q). On a clairement ΩM ' {±1}r×{±1}t, donc
|ΩM| = 2r+t.
On fixe γ0,M et κ ∈ KG(IM/Q)e comme ci-dessus, et on note κM l’image de κ dans KM(IM/Q).
On e´crit γ0,M = γ0,Lγ0, avec γ0,L ∈Ml(Q) et γ0 ∈Mh(Q). Calculons ψ(γ0,M , κ). Soit (M′, sM , ηM,0, γ′)
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un G-quadruplet endoscopique associe´ a` κ par le lemme 2.2.6. On note (H, s, η0) l’e´le´ment de E0(G)
associe´ a` (M′, sM , ηM,0), et on de´finit s′M comme dans 4 (c’est-a`-dire e´gal a` sM dans la composante
M̂h, et trivial dans la composante M̂l) ; on remarque que s
′
M ne de´pend pas de κ, mais uniquement
de κM . D’apre`s le (ii) du lemme 5.3.6, on a
SOγ′((f
p,∞
H )M′) =
∑
γM
∆M,∞,pM′,sM (γ
′, γM )e(γM )OγP (f
∞,p
M ),
ou` γM parcourt l’ensemble des classes de conjugaison semi-simples de M(Apf ) et e(γM ) =
∏
v 6=p,∞
e(MQv ,γM,v)
(e est le signe de [K1]). D’apre`s [K5] 5.6, cette dernie`re somme est e´gale a`
∆M,∞,pM′,sM (γ
′, γ0,M )
∑
γM
< α(γ0,M , γM ), κ > e(γM )OγM (f
∞,p
M ),
ou` γM parcourt l’ensemble des classes de conjugaison de M(Apf ) qui sont stablement conjugue´es a`
γ0,M en toute place v 6= p,∞ et α(γ0,M , γM ) est note´ inv(γ0,M , γM ) dans [K5] (l’article [K5] ne fait
qu’e´noncer une conjecture, mais cette conjecture a e´te´ de´montre´e depuis, voir [M2] 5.3 pour des
explications).
Pour tout γM ∈M(Apf ), on e´crit γM = γLγ, avec γL ∈Ml(Apf ) et γ ∈Mh(Apf ). Rappelons que
la partie line´aire de M est isomorphe a` Grm×GLt2, et elle est aussi isomorphe a` la partie line´aire de
M′. Donc, si γ0,M et γM sont stablement conjugue´s, alors γ0,L et γL sont conjugue´s, et la formule
ci-dessus devient
SOγ′((f
p,∞
H )M′) = ∆
M,∞,p
M′,sM (γ
′, γ0,M )
∑
γ
< α(γ0, γ), s
′
M > e(γ)Oγ0,Lγ(f
∞,p
M ),
ou` γ parcourt l’ensemble des classes de conjugaison de Mh(Apf ) qui sont stablement conjugue´es a` γ0
en toute place v 6= p,∞ et α(γ0, γ), e(γ) sont de´finis comme ci-dessus. En particulier, l’expression
ci-dessus ne de´pend que de κM (et pas de κ).
D’autre part, d’apre`s le corollaire 4.2 (et avec les notations de ce corollaire), on a
SOγ′((fH,p)M′) = εC(sM )(−1)|I(γ0,M )∩A|
∑
δM
< αp(γM , δM ), s
′
M > ∆
M
MH ,sM ,p
(γH , γM )e(δM )TOδM (φM),
ou` δM parcourt l’ensemble des classes de σ-conjugaison de M(L) telles que γ0,M ∈ N δM . Si de plus
γ0,M ∈Ml(Zp)Mh(Qp) (ie γ0,L ∈Ml(Zp)), alors, d’apre`s le meˆme corollaire,
SOγ′((fH,p)M′) = δ
1/2
P(Qp)(γ0,M )
∑
δM
< αp(γ0,M , δM ), s
′
M > ∆
M
M′,sM ,p(γ
′, γ0,M )e(δM )TOδM (φ
M
j ),
ou` δM parcourt le meˆme ensemble d’indices ; graˆce au re´sultat principal de [K4] et au fait que
φMj = 1lMh(OL)φ
Mh
j (cette dernie`re fonction est de´finie dans 1.2), cette expression est e´gale a`
δ
1/2
P(Qp)(γ0,M )
∑
δ
< αp(γ0, δ), s
′
M > ∆
M
M′,sM ,p(γ
′, γ0,M )e(δ)Oγ0,L(1lMh(Zp))TOδ(φ
Mh
j ),
ou` δ parcourt l’ensemble des classes de σ-conjugaison de Mh(L) telles que γ0 ∈ N δ et αp(γ0, δ),
e(δ) sont de´finis de manie`re analogue a` αp(γ0,M , δM ), e(δM ). On remarque que la seule partie de
cette dernie`re expression qui pourrait de´pendre de κ est ∆MM′,sM ,p(γ
′, γ0,M ).
Enfin, on a < α∞(γ0), s′M >= 1, ou` α∞(γ0) est comme dans [K7] p 167 (cf la remarque 5.3.1).
On en de´duit que ψ(γ0,M , κ) est e´gal au produit de
ψ∞(γ0,M , κM ) := ∆MM′,sM ,∞(γ
′, γ0,M )−1SΦHM′(γ
′, fH,∞)
et de
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ψ∞(γ0,M , κ) := εC(sM )(−1)|I(γ0,M )∩A|
∑
γ
∑
δM
< α(γ0, γ), s
′
M >< α(γ0,M , δM ), s
′
M >
e(γ)e(δM )Oγ0,Lγ(f
∞,p
M )TOδM (φM),
ou` γ et δM parcourent les meˆmes ensembles d’indices qu’avant. De plus, si γ0,L ∈ Ml(Zp), alors
ψ∞(γ0,M , κ) est e´gal a`
δ
1/2
P (Qp)(γ0,M )
∑
(γ,δ)
< α(γ0; γ, δ), s
′
M > e(γ)e(δ)Oγ0,Lγ(f
∞,p
M )Oγ0,L(1lMl(Zp))TOδ(φ
Mh
j ),
ou` γ et δ parcourent les meˆmes ensembles d’indices qu’avant et α(γ0; γ, δ) est comme dans 1.2 (ie
de´fini dans [K7] §2).
Par de´finition de SΦHM′ (cf 5.2) et avec les notations de 3.3, SΦ
H
M′(γ
′, fH,∞) est e´gal a`
(−1)dim(AM/AG)+q(G)k(M′)k(H)−1v(IM )−1ε(κ)
∑
ϕH∈ΦH(ϕ)
det(ω∗(ϕH))ΦHM′(γ
′−1, SΘϕH ).
Le signe ε(κ) est la` car les morphismes η : LH −→ LG (donc les ensembles Ω∗ de 3.2) ne sont pas
les meˆmes selon que l’on voit H comme le premier e´le´ment d’un triplet endoscopique de E0(G) (ce
que l’on fait pour de´finir fH,∞), ou comme le premier e´le´ment du triplet endoscopique de´termine´
par sM (ce que l’on fait dans la formule ci-dessus).
Supposons que ΩM(γ0,M )∩Ml(Zp)Mh(Qp) = ∅. Alors l’ensemble C qui apparaˆıt dans le point
(ii) du corollaire 4.2 (et dans la formule pour ψ∞(γ0,M , κ)) est non vide. D’apre`s le point (i) de la
proposition 3.3.1 et le lemme 5.2.3, Ψ(γ0,M , κM ) = 0 (noter que le signe qui est note´ εC(sM ) ici et
dans 4 est le signe εC(κ) de 3.3).
D’autre part, il re´sulte du point (ii) du lemme 5.3.6 et de la normalisation des facteurs de
transfert dans 5.1, si v 6= p,∞, alors SOγ′((fH,v)M′) ne change pas si on remplace γ′ par ω(γ′),
ω ∈ ΩM (remarquer que, bien que le groupe ΩM n’agisse pas sur M′ par conjugaison par des
e´le´ments de H(Q), la fonction γ′ 7−→ |DHM ′(γ′)|v est invariante par ΩM). En appliquant le point (iii)
de la proposition 4.1 et le corollaire 3.2.9, on en de´duit que ψ(ω(γ0,M ), κ) = ψ(γ0,M , κ), pour tout
ω ∈ ΩM (quel que soit γ0,M ∈M(Q) semi-simple).
On de´duit des calculs ci-dessus que
Tr′M = (n
G
M )
−12r+t
∑
γ0,M
∑
κM∈KM (IM/Q)
Ψ(γ0,M , κM ),
ou`, dans la premie`re somme, on se restreint aux γ0,M qui sont dans Ml(Zp)Mh(Qp).
On fixe γ0,M et κM ∈ KM(IM/Q) comme ci-dessus, avec γ0,M ∈Ml(Zp)Mh(Qp). Alors, d’apre`s
le calcul des ψ(γ0,M , κ) ci-dessus, Ψ(γ0,M , κM ) est e´gal au produit de
Ψ∞(γ0,M , κM ) := δ
1/2
P(Qp)(γ0,M )
∑
(γ,δ)
< α(γ0; γ, δ), s
′
M > e(γ)e(δ)Oγ0,Lγ(f
∞,p
M )Oγ0,L(1lMl(Zp))TOδ(φ
Mh
j )
(ou` γ et δ parcourent les meˆmes ensembles d’indices qu’avant) et de
Ψ∞(γ0,M , κM ) := τ(G)
∑
κ∈KG(IM/Q)e
κ 7−→κM
τ(M′)τ(H)−1∆MM′,sM ,∞(γ
′, γ0,M )−1SΦHM′(γ
′, fH,∞).
On veut utiliser la proposition 3.3.1 pour calculer Ψ∞(γ0,M , κM ), donc il faut ve´rifier les condi-
tions de cette proposition. Soient e1, . . . , er, α1, . . . , αt : M −→ Gm comme dans l’exemple 3.2.8.
Comme γ0,M ∈ Ml(Zp)Mh(Qp), on a |e1(γ0,M )|p = · · · = |er(γ0,M )|p = |α1(γ0,M )|p = · · · =
|αt(γ0,M )|p = 1. D’apre`s la remarque 1.7.5 de [M2], la fonction γM 7−→ OγM ((f∞,p)M) sur M(Apf )
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est a` support compact modulo conjugaison. Donc il existe D ∈ R+∗ (de´pendant uniquement de M)
tel que, pour tout γM ∈M(Apf ) ve´rifiant OγM ((f∞,p)M) 6= 0, on ait
inf( inf
16i6r
|ei(γM )2c(γM )|Apf , inf16j6t |αj(γM )c(γM )|Apf ) > D.
On suppose que j est assez grand pour que pjD > 1. Alors, si γ0,M est tel que Ψ∞(γ0,M , κM ) 6= 0
(et γ0,M ∈Ml(Zp)Mh(Qp)), on a, pour tout i ∈ {1, . . . , r},
|ei(γ0,M )2c(γ0,M )|∞ = |ei(γ0,M )2c(γ0,M )|−1p |ei(γ0,M )2c(γ0,M )|−1Apf 6 p
−jD−1 6 1,
et, pour tout j ∈ {1, . . . , t},
|αj(γ0,M )c(γ0,M )|∞ = |αj(γ0,M )c(γ0,M )|−1p |αj(γ0,M )c(γ0,M )|−1Apf 6 p
−jD−1 6 1,
car |c(γ0,M )|p = pj d’apre`s la proposition 4.1. Donc, d’apre`s la proposition 3.3.1, le lemme 5.3.5 et
le lemme 5.2.3, on a
Ψ∞(γ0,M , κM ) = 2−(r+t)(nGM )τ(M)e(IM (∞))LM (γ0,M ) vol(IM (∞)(R)/AM (R)0)−11lc(γ0,M )>0,
ou` IM (∞) est une forme inte´rieure sur R de IM telle que IM (∞)/AM soit anisotrope.
On pose IL = Ml,γ0,L et I = Mh,γ0 . Soit IL(∞) (resp. I(∞)) une forme inte´rieure sur R de IL
(resp. I) qui est anisotrope modulo AIL (resp. AI). D’apre`s [GKM] 7.10 (et le fait que, avec les
notations de cet article, τ(IL) = D(IL) = 1), on a
χ(IL) = e(IL) vol(IL(∞)(R)/AIL(R)0)−1.
Donc Ψ(γ0,M , κM ) est e´gal a`
2−(r+t)(nGM )τ(M)δ
1/2
P(Qp)(γ0,M )LM (γ0,M ) vol
−1 1lc(γ0,M )>0∑
(γ,δ)
< α(γ0; γ, δ), s
′
M > e(γ)e(δ)e(I(∞))Oγ0,Lγ(f∞,pM )Oγ0,L(1lMl(Zp))TOδ(φ
Mj
j ),
ou` on a e´crit vol pour vol(I(∞)(R)/AI(R)0).
Finalement, on trouve que Tr′M est e´gal a`
τ(Mh)
∑
γ0,M
δ
1/2
P(Qp)(γ0,M )χ(IL)LM (γ0,M ) vol
−1 1lc(γ0)>0
∑
κM
∑
(γ,δ)
< α(γ0; γ, δ), s
′
M > e(γ)e(δ)e(I(∞))Oγ0,Lγ(f∞,pM )Oγ0,L(1lMl(Zp))TOδ(φMj ),
ou` les ensembles d’indices sont les meˆmes que plus haut (on peut omettre la condition γ0,M ∈
Ml(Zp)Mh(Qp), car elle est ne´cessaire pour que le terme associe´ a` γ0,M dans la somme ci-dessus soit
non nul). Cette formule re´sulte des calculs ci-dessus et du fait que τ(M) = τ(Mh) (car τ(Ml) = 1)
et c(γ0,M ) = c(γ0). De plus, en utilisant a` nouveau le fait que Ml est isomorphe a` un produit direct
de groupes Gm et GL2, il est facile de voir que, pour tout γ0,M , KM(IM/Q) = KMh(I/Q). Donc,
en appliquant le raisonnement de [K7] §4 a` Mh, on trouve que Tr′M est e´gal a`∑
γ0,L
∑
(γ0;γ,δ)∈C′Mh,j
χ(IL)c(γ0; γ, δ)δ
1/2
P(Qp)(γ0,Lγ0)Oγ0,Lγ(f
∞,p
M )Oγ0,L(1lMl(Zp))TOδ(φ
M
j )LM (γ0,Lγ0),
ou` γ0,L parcourt l’ensemble des classes de conjugaison de Ml(Q) qui sont semi-simples et elliptiques
dans Ml(R). Ceci est l’expression pour TrM (f∞, j) donne´e dans 1.2.

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Comme dans le the´ore`me ci-dessus, soit M un sous-groupe de Levi cuspidal standard de G.
Soit γM ∈ M(Q) semi-simple et elliptique dans M(R). On note IM = MγM , et on utilise la no-
tation KG(IM/Q)e de la preuve du the´ore`me. Rappelons qu’on a de´fini dans 3.3 un sous-ensemble
KG(IM/R)e de KG(IM/R).
Lemme 5.3.5. Le morphisme canonique KG(IM/Q) −→ KG(IM/R) (obtenu en restreignant l’in-
clusion (Z(ÎM )/Z(Ĝ))
Gal(Q/Q) ⊂ (Z(ÎM )/Z(Ĝ))Gal(C/R)) induit une bijection KG(IM/Q)e ∼−→
KG(IM/R)e.
Ce lemme re´sulte facilement de la description explicite des G-triplets endoscopiques elliptiques
de M (sur un corps local ou global F ) dans le lemme 2.2.3 et de la remarque 2.2.5 (cf le de´but
de 3.3 pour plus de de´tails sur la manie`re d’en de´duire la description de KG(IM/F )e dans le cas
F = R ; le point est que cette description ne de´pend pas de F ).
Lemme 5.3.6. (cf [K8] 7.10 et lemme 7.6) On fixe une place v de Q. Soient M un sous-groupe de Levi
de G, (M′, sM , ηM,0) ∈ EG(M) et (H, s, η0) l’image de (M′, sM , ηM,0) dans E(G). Comme le lemme
2.2.2, on identifie M′ a` un sous-groupe de Levi de H. On choisit des prolongements compatibles
η : LH −→ LG et ηM : LM′ −→ LM de η0 et ηM,0, et on normalise les facteurs de transfert comme
dans 5.1.
(i) Soit f ∈ Cc(G(Qv)). Alors, pour tout γ ∈M(Qv) semi-simple et G-re´gulier, on a
SOγ(fM) = |DGM (γ)|1/2v SOγ(f).
(On rappelle que DGM (γ) = det(1−Ad(γ), Lie(G)/Lie(M).)
(ii) Soit f ∈ C∞c (G(Qv)), et soit fH ∈ C∞c (H(Qv)) un transfert de f . Alors, pour tout γH ∈
M′(Qv) semi-simple (M,M′)-re´gulier, on a
SOγH ((f
H)M′) =
∑
γ
∆MM′,sM (γH , γ)e(Mγ)Oγ(fM),
ou` γ parcourt l’ensemble des classes de conjugaison semi-simples de M(Qv) qui sont des
images de γH .
Le lemme ci-dessus est le lemme 6.3.3 de [M2], et la preuve de Kottwitz est rappele´e dans [M2]
loc. cit.
6. Applications
Dans cette section, on donne une application de la formule des points fixes stabilise´e au calcul des
composantes isotypiques de la cohomologie d’intersection, dans le cas ou` G = GSp4 ou G = GSp6.
On a choisi de se restreindre a` ces cas car la stabilisation du coˆte´ ge´ome´trique de la formule des
traces est alors inconditionnelle (et triviale), cf la proposition 5.2.1. Si l’on accepte d’utiliser les
re´sultats de [K8] (et leur extension au cas ou` Gder n’est pas simplement connexe), alors les re´sultats
de cette section ont des analogues (plus complique´s) pour GSp2n (voir la section 7.1 de [M2]).
5
Notons cependant qu’on ne peut pas utiliser la re´currence sur les groupes endoscopiques de la section
7.2 de [M2] dans le cas des groupes symplectiques.
On suppose donc que G = GSp4 ou GSp6. Si G = GSp4, on note H = GSO4 ; si G = GSp6,
on note H = G(Sp2 × SO4). Alors, d’apre`s la proposition 2.1.1, G et H sont les seuls groupes
endoscopiques elliptiques de G qui apparaissent dans la stabilisation de la formule des points fixes.
5. Bien suˆr, si on admet les conjectures d’Arthur sur le spectre discret des groupes G(Sp2n1 × SO2n2), alors on
peut faire encore mieux, comme cela est explique´ dans les sections 8 a` 10 de [K7].
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On a ι(G,H) = 14 d’apre`s les calculs de 2.1. On note η :
LH −→ LG le prolongement e´vident du
morphisme η0 de 2.1.
Soit K un sous-groupe compact ouvert net de G(Af ). On fixe, comme dans 1.2, une repre´sentation
alge´brique irre´ductible V de G, un nombre premier ` et un isomorphisme Q` ' C. On note
HK = H(G(Af ),K) := C∞c (K \G(Af )/K), et on de´finit un objet W` du groupe de Grothendieck
des repre´sentations de HK ×Gal(Q/Q) dans un Q`-espace vectoriel de dimension finie par
W` =
∑
i>0
(−1)i[Hi(SKQ, ICKVQ)].
On a la de´composition isotypique de W` ⊗Q` Q` en tant que HK-module,
W` ⊗Q` Q` =
∑
pif
W`(pif )⊗ piKf ,
ou` pif parcourt l’ensemble des classes d’e´quivalence de repre´sentations admissibles irre´ductibles de
G(Af ) telles que piKf 6= 0 et ou` les W`(pif ) sont des repre´sentations virtuelles de Gal(Q/Q) dans
des Q`-espaces vectoriels de dimension finie. Comme il n’existe qu’un nombre fini de pif telles que
W`(pif ) 6= 0, les repre´sentations virtuelles W`(pif ) sont de´finies sur une extension finie de Q`.
Notation 6.1. Soient G′ un groupe alge´brique re´ductif connexe sur Q et ξ un quasi-caracte`re sur
AG′(R)0. On note Π(G′(A), ξ) l’ensemble des classes d’isomorphisme de repre´sentations admissibles
irre´ductibles de G′(A) sur lesquelles AG′(R)0 agit par ξ. Pour toute pi ∈ Π(G′(A), ξ), on note
mdisc(pi) la multiplicite´ avec laquelle pi apparaˆıt comme facteur direct dans L
2(G′(Q)\G′(A), ξ) (cf
[A], §2). On note Πdisc(G′(A), ξ) l’ensemble des pi ∈ Π(G′(A), ξ) telles que mdisc(pi) 6= 0.
Soit ξG le quasi-caracte`re par lequel le groupe AG(R)0 agit sur la contragre´diente de V . On
conside`re le morphisme
ϕ : WR
j−→ LHR η∞−→ LGR p−→ L(AG)R,
ou` j est l’inclusion e´vidente, η∞ est induit par η et p est le dual de l’inclusion AG −→ G. Le
morphisme ϕ est le parame`tre de Langlands d’un quasi-caracte`re sur AG(R), et on note χ la
restriction a` AG(R)0 de ce quasi-caracte`re. Comme AH = AG, on peut de´finir un quasi-caracte`re
ξH sur AH(R)0 par
ξH = ξGχ
−1.
Ce quasi-caracte`re ve´rifie la proprie´te´ suivante : si ϕH : WR −→ LHR est un parame`tre de Langlands
correspondant a` un L-paquet de repre´sentations de H(R) de caracte`re central ξH sur AH(R)0, alors
η∞ ◦ ϕH : WR −→ LGR correspond a` un L-paquet de repre´sentations de G(R) de caracte`re central
ξG sur AG(R)0. (Cette construction est celle de [K8] 5.5).
On note ΠG = Πdisc(G(A), ξG) et ΠH = Πdisc(H(A), ξH).
Soit MH l’ensemble des classes de H(Q)-conjugaison de cocaracte`res µH : Gm −→ H tels que
µH , vu comme un cocaracte`re de G graˆce a` l’isomorphisme e´vident entre le tore diagonal de H et
celui de G, soit conjugue´ (par G(Q)) au cocaracte`re µ : Gm −→ G de 1.1. Pour tout µH ∈ MH ,
on note r−µH la repre´sentation de
LH associe´e a` −µH par Kottwitz (cf [K2] 2.1.2, [K7] p 193) ;
la repre´sentation r−µH est triviale sur WQ, et sa restriction a` Ĥ est alge´brique de plus haut poids
−µH . On a de meˆme une repre´sentation r−µ de LG associe´e a` −µ. On va de´finir une fonction
ε : MH −→ {±1}. Si G = GSp4, alors un syste`me de repre´sentants de MH est z 7−→ diag(z, z, 1, 1)
et z 7−→ diag(z, 1, z, 1) ; on envoie le premier cocaracte`re sur 1, et le deuxie`me sur −1. Si G = GSp6,
alors un syste`me de repre´sentants de MH est z 7−→ diag(z, z, z, 1, 1, 1), z 7−→ diag(z, 1, 1, z, z, 1),
z 7−→ diag(z, 1, z, 1, z, 1) et z 7−→ diag(z, z, 1, z, 1, 1) ; on envoie les deux premiers cocaracte`res sur
1 et les deux derniers sur −1.
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Comme dans 5.3, on associe a` V des fonctions cuspidales stables fG,∞ = f∞ ∈ C∞(G(R)) et
fH,∞ ∈ C∞(H(R)).
Pour toute repre´sentation irre´ductible admissible pif de G(Af ), on note
cG(pif ) =
∑
pi∞∈Π(G(R)),
pif⊗pi∞∈ΠG
mdisc(pif ⊗ pi∞) Tr(pi∞(f∞))
(cette somme n’a qu’un nombre fini de termes non nuls, car il n’existe qu’un nombre fini de pi∞ ∈
Π(G(R)) telles que Tr(pi∞(f∞)) 6= 0). Pour toute repre´sentation irre´ductible admissible piH,f de
H(Af ), on note
cH(piH,f ) =
∑
piH,∞∈Π(H(R)),
piH,f⊗piH,∞∈ΠH
mdisc(piH,f ⊗ piH,∞) Tr(piH,∞(fH,∞))
(cette somme est finie pour la meˆme raison que dans le cas de cG(pif )).
Soit pif =
⊗
p
pip une repre´sentation irre´ductible admissible de G(Af ). Alors on note RH(pif )
l’ensemble des classes d’e´quivalence de repre´sentations irre´ductibles admissibles piH =
⊗
p
piH,p de
H(Af ) telles que, pour presque tout nombre premier p ou` pif et piH,f sont non ramifie´es, le morphisme
η : LH −→ LG envoie un parame`tre de Langlands de piH,p sur un parame`tre de Langlands de pip.
Soit p un nombre premier. On a fixe´ des plongements Q ⊂ Q ⊂ Qp, qui de´terminent un
morphisme Gal(Qp/Qp) −→ Gal(Q/Q). On note Frobp ∈ Gal(Qp/Qp) un rele`vement du Frobe-
nius ge´ome´trique, et on utilise la meˆme notation pour son image dans Gal(Q/Q). Si G′ est un
groupe re´ductif non ramifie´ sur Qp et pip est une repre´sentation non ramifie´e de G′(Qp), on note
ϕpip : WQp −→ LG′ un parame`tre de Langlands de pip.
The´ore`me 6.1.1. Soit pif une repre´sentation irre´ductible admissible de G(Af ) telle que piKf 6= 0.
Alors il existe une fonction f∞ ∈ C∞c (G(Af )) telle que, pour presque tout nombre premier p et
pour tout m ∈ Z, on ait
Tr(Frobmp ,W`(pif )) = p
md/2cG(pif ) dim(pi
K
f ) Tr(r−µ ◦ ϕpip(Frobmp ))
+ι(G,H)pmd/2
∑
piH,f∈RH(pif )
cH(piH,f ) Tr(piH,f ((f
∞)H))
∑
µH∈MH
ε(µH) Tr(r−µH ◦ ϕpiH,p(Frobmp )),
ou` (f∞)H est un transfert de f∞ et d = dimSK (donc d = 3 si G = GSp4 et d = 6 si G = GSp6).
On pourrait facilement de´duire de ce the´ore`me des re´sultats sur la valeur absolue des valeurs
propres de Hecke de pif en presque toute place, comme dans le the´ore`me 7.5 de [Lau1] ou la section
6.2 de [M2]. Nous ne le ferons pas ici.
De´monstration. Il suffit de prouver l’e´galite´ du the´ore`me pour m assez grand (ou` la signification
de “assez grand” peut de´pendre de p).
Pour tout ensemble fini S de nombres premiers, on note AS =
∏
p∈S
Qp, ASf =
∏
p 6∈S
′Qp et KS =∏
p 6∈S
G(Zp). Pour tout KS ⊂ G(AS), on note H(G(AS),KS) et H(G(ASf ),KS) les alge`bres de Hecke
des fonctions a` support compact sur G(AS) (resp. G(ASf )) qui sont bi-invariantes par KS (par KS).
Si pi′f =
⊗ ′pi′p est une repre´sentation irre´ductible admissible de G(Af ), on note pi′S = ⊗
p∈S
pi′p et
pi′S =
⊗
p 6∈S
′ pi′p.
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Notons R′ l’ensemble des classes d’isomorphisme de repre´sentations irre´ductibles admissibles pi′f
de G(Af ) telles que pi′f 6' pif , que (pi′f )K 6= 0, et que W`(pi′f ) 6= 0 ou cG(pi′f ) 6= 0. Alors R′ est fini,
donc il existe une fonction h dans HK telle que Tr(pif (h)) = 1 et Tr(pi′f (h)) = 0 pour toute pi′f ∈ R′.
Soit T un ensemble fini de nombres premiers tel que ` ∈ T , que toutes les repre´sentations de R′
soient non ramifie´es en dehors de T , que K = KTK
T avec KT ⊂ G(AT ) et que h = hT 1lKT avec hT ∈
H(G(AT ),KT ). Alors, pour toute fonction gT de H(G(ATf ),KT ), on a Tr(pif (hT gT )) = Tr(piT (gT ))
et Tr(pi′f (hT g
T )) = 0 si pi′f ∈ R′.
Soit R′H l’ensemble des classes d’e´quivalence de repre´sentations irre´ductibles admissibles ρf
de H(Af ) telles que ρf 6∈ RH(pif ) et que cH(ρf ) 6= 0. Alors R′H est fini, donc il existe gT ∈
H(G(ATf ),KT ) telle que Tr(piT (gT )) = 1 et, pour tout ρf ∈ R′H , si kT est la fonction sur H(ATf )
obtenue par transfert non ramifie´ a` partir de gT en utilisant le morphisme η, on ait Tr(ρT (kT )) = 0.
Soit S ⊃ T un ensemble fini de nombres premiers tel que gT = gS−T 1lKS , avec gS−T une fonction
sur G(AS−T ). On pose
f∞ = hT gT .
Soit p 6∈ S ∪ {`} un nombre premier. Alors f∞ = f∞,p1lG(Zp), donc on peut, pour tout m ∈ N∗,
associer a` f∞ des fonctions f (m)G = f
(m)
G,p
∏
v 6=p
fG,v ∈ C∞(G(A)) et f (m)H = f (m)H,p
∏
v 6=p
fH,v ∈ C∞(H(A))
comme dans 5.3. On remarque que
∏
v 6=∞,p
fG,v = f
∞,p.
D’apre`s le corollaire 5.3.3 et la proposition 5.2.1, pour m assez grand,
Tr(Frobmp × f∞,W`) = TG(f (m)G ) + ι(G, H)TH(f (m)H ).
D’apre`s les calculs de [A] p 267-268, on a
TG(f
(m)
G ) =
∑
ρ∈ΠG
mdisc(ρ) Tr(ρ(f
(m)))
TH(f
(m)
H ) =
∑
ρH∈ΠH
mdisc(ρH) Tr(ρH(f
(m)
H )).
Soit ρH = ρ
∞,p
H ⊗ ρH,p ⊗ ρH,∞ = ρH,f ⊗ ρH,∞ ∈ ΠH. On a
Tr(ρH(f
(m)
H )) = Tr(ρ
∞,p
H (f
∞,p
H )) Tr(ρH,p(f
(m)
H,p )) Tr(ρH,∞(fH,∞)).
Comme f
(m)
H,p ∈ H(H(Qp),H(Zp)), on voit que la trace ci-dessus s’annule si ρH est ramifie´e en p.
Supposons que ρH est non ramifie´e en p. Alors on a
Tr(ρ∞,pH (f
∞,p
H )) = Tr(ρH,f (f
∞,p
H 1lH(Zp))) = Tr(ρH,f ((f
∞)H))
(car ρ
H(Zp)
H,p est de dimension 1), et, en utilisant le calcul de f
(m)
H,p dans la preuve de la proposition
4.1 (ou` cette fonction est note´e fH), on voit que
Tr(ρH,p(f
(m)
H,p )) = p
md/2
∑
µH∈MH
ε(µH) Tr(r−µH ◦ ϕρH,p(Frobmp )).
Enfin, d’apre`s le choix de f∞, on a
cH(ρH,f ) Tr(ρH,f ((f
∞)H)) = 0
si ρH,f 6∈ RH(pif ).
De meˆme, pour toute ρ = ρf ⊗ ρ∞ ∈ ΠG, on a Tr(ρ(f (m)G )) = 0 si ρ est ramifie´e en p et, si ρ est
non ramifie´e en p, alors
cG(ρf ) Tr(ρf ((f
(m)
G )
∞)) = cG(ρf ) Tr(ρf (f∞)) = 0
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si ρf 6' pif et
Tr(ρ(f
(m)
G )) = dim(pi
K
f ) Tr(ρ∞(f∞))p
md/2 Tr(r−µ ◦ ϕpip(Frobmp ))
si ρf ' pif .
Le the´ore`me re´sulte imme´diatement de ces calculs.

En appliquant les me´thodes de la preuve ci-dessus a` toute la cohomologie d’intersection, on
obtient la proposition suivante :
Proposition 6.2. Pour tout nombre premier p tel que K = G(Zp)Kp avec Kp ⊂ G(Apf ), on a
logLp(s,H
∗(SKQ, IC
KVQ)) =
∑
pif
cG(pif ) dim(pi
K
f ) logL(s−
d
2
, pip, r−µ)
+
∑
piH,f
cH(piH,f ) Tr(piH,f ((1lK)
H))
∑
µH∈MH
ε(µH) logL(s− d
2
, piH,p, r−µH ),
ou` la premie`re (resp. deuxie`me) somme est sur les classes d’isomorphisme de repre´sentations irre´ductibles
admissibles pif (resp. piH,f ) de G(Af ) (resp. H(Af )), et (1lK)H) est un transfert de 1lK.
7. Appendice : lemmes combinatoires
Cet appendice contient les lemmes combinatoires qui sont utilise´s dans la preuve de la proposition
3.3.1.
Soit n ∈ N. On fait agir Sn sur Rn par (σ, (λ1, . . . , λn)) 7−→ (λσ−1(1), . . . , λσ−1(n)). On note τ
l’e´le´ment de Sn qui envoie i ∈ {1, . . . , n− 1} sur i+ 1 et n sur 1.
Soit λ = (λ1, . . . , λn) ∈ Rn. On dit que λ > 0 si λ1 > 0, λ1 + λ2 > 0, . . . , λ1 + · · ·+ λn > 0, et on
note S(λ) = {σ ∈ Sn|σ(λ) > 0}.
Soient I un ensemble fini et λ = (λi)i∈I ∈ RI . Pour tout J ⊂ I, on note sJ(λ) =
∑
i∈J
λi. On
note δ(λ) le minimum des sJ(λ)/|J |, pour J parcourant l’ensemble des sous-ensembles de I tels que
sJ(λ) > 0 (s’il n’existe pas de tel J , alors δ(λ) = −∞) ; si δ(λ) > 0, on note N(λ) le minimum des
|J |, pour J ⊂ I tel que sJ(λ)/|J | = δ(λ).
On note P(I) l’ensemble des partitions de I, et Pord(I) l’ensemble des partitions ordonne´es
de I. On a une application e´vidente d’oubli de l’ordre oub : Pord(I) −→ P(I), et une partition
p ∈ P(I) a |p|! ante´ce´dents par cette application, ou` |p| est le nombre d’ensembles composant p.
Pour P ∈ Pord(I), on note |P | = | oub(P )|. Pour tout k ∈ N, on note Pk(I) l’ensemble des partitions
de P(I) qui ont exactement 2k ou 2k+ 1 ensembles de cardinal impair, et Pkord(I) = oub−1(Pk(I)).
On note P062(I) l’ensemble des partitions de P0(I) dont tous les ensembles sont de cardinal 6 2
(donc, si p ∈ P062(I), tous les ensembles de p sont de cardinal 2, sauf peut-eˆtre un qui est de cardinal
1). Enfin, on note D(I) l’ensemble des couples (I1, I2), ou` I1 et I2 sont des sous-ensembles disjoints
(e´ventuellement vides) de I tels que I = I1 ∪ I2. Si I = {1, . . . , n}, on note P(I) = P(n), etc.
Soit J un sous-ensemble de I. Si P (resp. p) est une partition ordonne´e (resp. une partition) de
I, on note P ∩ J (resp. p ∩ J) la partition ordonne´e (resp. la partition) de J que l’on obtient en
intersectant les ensembles de P (resp. p) avec J et en omettant les intersections vides.
Soit n ∈ N. Soit P = (I1, . . . , Ik) ∈ Pord(n). Pour tout i ∈ {1, . . . , k}, on note ni = |Ii|. Il
existe une unique permutation σ ∈ Sn telle que, pour tout i ∈ {0, . . . , k−1}, la restriction de σ−1 a`
{n1 + · · ·+ni+1, . . . , n1 + · · ·+ni+1} soit croissante, et σ−1({n1 + · · ·+ni+1, . . . , n1 + · · ·+ni+1}) =
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Ii+1. On note cette permutation σP , et on pose ε(P ) = sgn(σP ) (ou` sgn : Sn −→ {±1} est
le morphisme signature). Si I est un ensemble fini totalement ordonne´ et P ∈ Pord(I), on utilise
l’ordre sur I pour de´finir ε(P ). On remarque de plus que, si p ∈ P0(I), alors la restriction a` oub−1(p)
de l’application ε : Pord(I) −→ {±1} est constante ; on note ε(p) sa valeur. Si (J,K) ∈ D(I), on
peut lui associer une permutation σ(J,K) de la meˆme fac¸on (le fait que J et K puissent eˆtre vides
n’a aucune importance pour cette construction) ; on note ε(J,K) = sgn(σ(J,K)).
Soit a` nouveau I un ensemble fini quelconque. Pour toute p = {Iα, α ∈ A} ∈ P(I), on pose
ε′(p) = (−1) 12
∑
α∈A |Iα|(|Iα|−1).
Si P ∈ Pord(I), on note ε′(P ) = ε′(oub(P )). On remarque que, pour tout k ∈ N, l’application ε′ est
constante sur Pk(I), de valeur (−1)m−k, ou` m est la valeur entie`re de n/2. 6
Soient I+, I− deux sous-ensembles disjoints (e´ventuellement vides) de I. Si P ∈ Pord(I), on note
P+ = P ∩ I+ et P− = P ∩ I−. On suppose que I est totalement ordonne´, et on munit I+ et I− des
ordres he´rite´s de l’ordre sur I. On peut alors de´finir, pour P ∈ Pord(I), des signes ε(P+) et ε(P−).
Soit λ = (λi)i∈I ∈ RI . Pour toute P = (I1, . . . , Ik) ∈ Pord(I), on note λP = (sI1(λ), . . . , sIk(λ)) ∈
Rk. On note
Pord(λ) = {P = (I1, . . . , Ik) ∈ Pord(I)|λP > 0}
P(λ) = {p = {Iα, α ∈ A} ∈ P(I)|∀α ∈ A, sIα(λ) > 0}.
On note P0ord(λ) = Pord(λ) ∩ P0ord(I) et P062(λ) = P062(I) ∩ P(λ).
On de´finit des fonctions c1 : R −→ N et c2 : R2 −→ N par les formules suivantes :
c1(a) =
{
0 si a 6 0
1 si a > 0
c2(a, b) =

0 si a+ b 6 0 ou a 6 0
1 si a > 0 et b > 0
2 sinon
.
On suppose que I est muni d’un ordre total (par exemple, I ⊂ {1, . . . , n}, avec l’ordre habituel
sur {1, . . . , n}). Soit p = {Iα, α ∈ A} ∈ P062(I). Soit α ∈ A. Si Iα a un seul e´le´ment, on e´crit
Iα = {i} et on pose cIα = c1(λi) ; si Iα a deux e´le´ments, on e´crit Iα = {i1, i2} avec i1 < i2 et on
pose cIα(λ) = c2(λi1 , λi2). On note
c(p, λ) =
∏
α∈A
cIα(λ)
(bien suˆr, on a c(p, λ) = 0 si p 6∈ P062(λ)).
Soient n,m ∈ N. On note P(n,m) le sous-ensemble de P(n + 2m) forme´ des partitions p de
{1, . . . , n + 2m} telles que, pour tout i ∈ {1, . . . ,m}, n + 2i − 1 et n + 2i soient dans le meˆme
ensemble de p. On note Pord(n,m) = oub−1(P(n,m)). Si λ ∈ Rn+2m, on note Pord(n,m, λ) =
Pord(n,m) ∩ Pord(λ).
Proposition 7.1. Soient R un anneau commutatif et I un ensemble fini totalement ordonne´. On se
donne, pour tout sous-ensemble I ′ de I, des fonctions aI′ , bI′ : D(I ′) −→ R et cI′ , dI′ : Pord(I ′) −→ R
ve´rifiant la condition suivante : pour tous P = (I1, . . . , Ir) ∈ Pord(I ′) et (J,K) ∈ D(I ′) tels qu’il
existe k ∈ {1, . . . , r} avec J = I1 ∪ · · · ∪ Ik, on a
cI′(P ) = aI′(J,K)cJ(P ∩ J)cK(P ∩K)
dI′(P ) = bI′(J,K)dJ(P ∩ J)dK(P ∩K).
6. Je remercie le referee qui m’a signale´ ce fait utile.
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Soient λ = (λi)i∈I ∈ RI et (I+, I−) ∈ D(I). On note λ+ = (λi)i∈I+ ∈ RI+ et λ− = (λi)i∈I− ∈
RI− . Alors∑
P∈Pord(λ)
(−1)|P |cI+(P∩I+)dI−(P∩I−) =
∑
P+∈Pord(λ+)
(−1)|P+|cI+(P+)
∑
P−∈Pord(λ−)
(−1)|P−|dI−(P−).
Exemple 7.2. Donnons des exemples de fonctions aI′ et cI′ ve´rifiant la condition de la proposition
ci-dessus.
(1) aI′ = 1 et cI′ = 1.
(2) aI′ = 1 et cI′ e´gale a` la fonction Pord(I ′) −→ Z, P 7−→ ε′(P ).
(3) aI′ e´gale a` la fonction D(I ′) −→ Z, (J,K) 7−→ ε(J,K), et cI′ e´gale a` la fonction Pord(I ′) −→
Z, P 7−→ ε(P ).
(4) aI′ e´gale a` la fonction D(I ′) −→ Z, (J,K) 7−→ ε(J,K), et cI′ e´gale a` la fonction Pord(I ′) −→
Z, P 7−→ ε(P )ε′(P ).
(5) En ge´ne´ral, il est clair que, si l’on a des fonctions aI′ , bI′ , cI′ , dI′ comme dans la proposition
ci-dessus, alors les fonctions aI′bI′ et cI′dI′ ve´rifient la condition de cette proposition.
(6) Soient aI′ , bI′ , cI′ , dI′ comme dans la proposition ci-dessus. Soient I
+, I− deux sous-ensembles
disjoints de I. Pour tout sous-ensemble I ′ de I, on de´finit des fonctions abI′ : D(I ′) −→ R et
cdI′ : Pord(I ′) −→ R par les formules suivantes : pour tous (J,K) ∈ D(I ′) et P ∈ Pord(I ′),
abI′(J,K) = aI′∩I+(J ∩ I+,K ∩ I+)bI′∩I−(J ∩ I−,K ∩ I−)
cdI′(P ) = cI′∩I+(P ∩ I+)dI′∩I−(P ∩ I−).
Alors il est facile de voir que ces fonctions satisfont la condition de la proposition ci-dessus.
De´monstration de la proposition 7.1. On raisonne par re´currence sur le couple (|I|, |Pord(λ)|) (on
utilise l’ordre lexicographique). Si I = ∅, le re´sultat est e´vident. Si Pord(λ) = ∅, alors
∑
i∈I
λi 6 0,
donc
∑
i∈I+
λi 6 0 ou
∑
i∈I−
λi 6 0, donc Pord(λ+) = ∅ ou Pord(λ−) = ∅, et le re´sultat est vrai aussi.
On suppose donc que I 6= ∅ et Pord(λ) 6= ∅. On suppose aussi que I+ 6= ∅ et I− 6= ∅, car sinon le
re´sultat est trivial. On distingue deux cas : N(λ) = |I| et N(λ) < |I|.
Traitons d’abord le cas ou` N(λ) < |I|. On utilise les notations δ, J , λ′, µ, ν, etc du lemme 7.14.
Si cela est possible, on choisit J tel que J ⊂ I+ ou J ⊂ I−. On note de plus K = I−J , J± = J∩I±,
K± = K ∩ I±, et on de´finit λ′±, µ±, ν± de manie`re similaire a` λ±. D’apre`s le lemme 7.14, on a
Pord(λ) = Pord(λ′) unionsq P ′(λ), ou` P ′(λ) = P ′ord(I) ∩ Pord(λ), et on a de plus une bijection naturelle
P ′(λ) ∼−→ Pord(µ)×Pord(ν). Comme sJ(λ) > 0, on a sJ+(λ) > 0 ou sJ−(λ) > 0. Quitte a` intervertir
I+ et I−, on peut supposer que sJ+(λ) > 0 (donc en particulier J+ 6= ∅). Alors, d’apre`s le lemme
7.11, on a sJ−(λ) 6 0. Supposons d’abord J ∩ I− 6= ∅. D’apre`s le choix de J , pour tout L ⊂ I±
tel que sL(λ) > 0, on a sL(λ)/|L| > δ, et sL(λ)/|L| > δ si L ⊂ J (on ne peut pas avoir L = J , car
J+, J− 6= ∅), donc sL(λ′) = sL(λ)− δ|L∩J | > 0. On en de´duit que Pord(λ±) = Pord(λ′±). De plus,
comme sJ−(λ) 6 0, on a Pord(µ−) = ∅. En appliquant l’hypothe`se de re´currence a` µ ∈ RJ , on en
de´duit que ∑
P1∈Pord(µ)
(−1)|P1|cJ+(P1 ∩ J+)dJ−(P1 ∩ J−) = 0,
donc∑
P∈P ′(λ)
(−1)|P |cI+(P ∩ I+)dI−(P ∩ I−) = aI+(J+,K+)bI−(J−,K−)
∑
P1∈Pord(µ)
(−1)|P1|
cJ+(P1 ∩ J+)dJ−(P1 ∩ J−)
∑
P2∈Pord(ν)
(−1)|P2|cK+(P2 ∩K+)dK−(P2 ∩K−) = 0
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(on applique les hypothe`se sur cI+ et dI− aux partitions (J
+,K+) et (J−,K−)), donc∑
P∈Pord(λ)
(−1)|P |cI+(P ∩ I+)dI−(P ∩ I−) =
∑
P∈Pord(λ′)
(−1)|P |cI+(P ∩ I+)dI−(P ∩ I−).
L’e´galite´ cherche´e re´sulte de l’hypothe`se de re´currence applique´e a` λ′ (et du fait que Pord(λ′±) =
Pord(λ±)). Supposons maintenant que J ∩I− = ∅, c’est-a`-dire que J ⊂ I+. En appliquant le lemme
7.14 a` I+, on voit que Pord(λ+) = Pord(λ′+)unionsqP ′(λ+), ou` P ′(λ+) = P ′ord(I+)∩Pord(λ+) et P ′ord(I+)
est de´fini comme P ′ord(I), mais en utilisant J+ ⊂ I+ (au lieu de J ⊂ I). D’autre part, on a µ = µ+
et λ− = λ′− = ν−. Comme Pord(λ) = Pord(λ′) unionsq P ′(λ), on a∑
P∈Pord(λ)
(−1)|P |cI+(P ∩ I+)dI−(P ∩ I−) =
∑
P∈Pord(λ′)
(−1)|P |cI+(P ∩ I+)dI−(P ∩ I−) +
∑
P∈P ′(λ)
(−1)|P |cI+(P ∩ I+)dI−(P ∩ I−).
D’apre`s l’hypothe`se sur cI+ (et le fait que I
− = K−), on a∑
P∈P ′(λ)
(−1)|P |cI+(P ∩ I+)dI−(P ∩ I−) =
aI+(J,K
+)
∑
P1∈Pord(µ)
(−1)|P1|cJ(P1)
∑
P2∈Pord(ν)
(−1)|P2|cK+(P2 ∩K+)dI−(P2 ∩ I−).
En appliquant l’hypothe`se de re´currence a` ν, on trouve que ceci est e´gal a`
aI+(J,K
+)
∑
P1∈Pord(µ)
(−1)|P1|cJ(P1)
∑
P+2 ∈Pord(ν+)
(−1)|P+2 |cK+(P+2 )
∑
P−∈Pord(λ−)
(−1)|P−|dI−(P−).
D’autre part, en appliquant l’hypothe`se de re´currence a` λ′, on trouve∑
P∈Pord(λ′)
(−1)|P |cI+(P ∩ I+)dI−(P ∩ I−) =
∑
P+∈Pord(λ′+)
(−1)|P+|cI+(P+)
∑
P−∈Pord(λ−)
(−1)|P−|dI−(P−).
L’e´galite´ cherche´e re´sulte de ces calculs et du fait que Pord(λ+) = Pord(λ′+)unionsqP ′(λ+), avec P ′(λ+) ∼−→
Pord(µ)× Pord(ν+).
Il reste a` traiter le cas ou` N(λ) = |I|. D’apre`s le lemme 7.11, on a sI+(λ) 6 0 ou sI−(λ) 6 0.
Quitte a` e´changer I+ et I−, on peut supposer que sI+(λ) 6 0. Donc le membre de droite de l’e´galite´
de la proposition est nul, et il s’agit de montrer que
∑
P∈Pord(λ)
(−1)|P |cI+(P ∩ I+)dI−(P ∩ I−) = 0.
On note P ′ le sous-ensemble de Pord(λ) forme´ des P = (I1, . . . , Ik) telles qu’il existe r ∈ {1, . . . , k}
ve´rifiant l’une des deux conditions suivantes :
(a) r 6 k − 1, Ir ⊂ I− et Ir+1 ⊂ I+ ;
(b) Ir ∩ I+ 6= ∅, Ir ∩ I− 6= ∅, et (I1, . . . , Ir−1, Ir ∩ I−, Ir ∩ I+, Ir+1, . . . , Ik) ∈ Pord(λ).
On de´finit une application ι : P ′ −→ P ′ de la manie`re suivante : Soit P = (I1, . . . , Ik) ∈ P ′. Soit r le
plus petit e´le´ment de {1, . . . , k} qui ve´rifie (a) ou (b). Si r ve´rifie (a), on pose ι(P ) = (I1, . . . , Ir−1, Ir∪
Ir+1, Ir+2, . . . , Ik). Si r ve´rifie (b), on pose ι(P ) = (I1, . . . , Ir−1, Ir ∩ I−, Ir ∩ I+, Ir+1, . . . , Ik). Il est
clair que, pour tout P ∈ P ′, (−1)|P | = −(−1)|ι(P )|, ι(P ) ∩ I± = P ∩ I± et ι(ι(P )) = P . Donc∑
P∈P ′
(−1)|P |cI+(P ∩ I+)dI−(P ∩ I−) = 0.
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Il suffit donc de montrer que P ′ = Pord(λ). Soit P = (I1, . . . , Ik) ∈ Pord(λ) − P ′. On va montrer
que P ∩ I+ ∈ Pord(λ+) ; ceci contredit le fait que sI+(λ) 6 0, donc finit la preuve. On note
P ∩ I+ = (J1, . . . , Jl). Montrons par re´currence sur r que, pour tout r ∈ {1, . . . , l},
r∑
i=1
sJi(λ) > 0.
Soit r ∈ {1, . . . , l} ; on suppose que l’hypothe`se de re´currence est ve´rifie´e pour tout r′ < r. Soit
m ∈ {1, . . . , k} tel que Jr ⊂ Im.
On se place d’abord dans le cas ou`, pour tout i ∈ {1, . . . ,m}, Ii ⊂ I+ ou Ii ⊂ I− ; en particulier,
comme Im ∩ I+ = Jr 6= ∅, on a Im ⊂ I+, donc Im = Jr. Comme P 6∈ P ′, on a Ii ⊂ I+ pour
tout i ∈ {1, . . . ,m − 1} ; donc r = m et Ii = Ji pour tout i ∈ {1, . . . , r}. Comme P ∈ Pord(λ),
r∑
i=1
sJi(λ) =
r∑
i=1
sIi(λ) > 0.
On traite maintenant le cas ou` il existe i ∈ {1, . . . ,m} tel que Ii ∩ I+ 6= ∅ et Ii ∩ I− 6= ∅. Soit
n le plus grand e´le´ment de {1, . . . ,m} tel que In ∩ I+ 6= ∅ et In ∩ I− 6= ∅. Soit s ∈ {1, . . . , r} tel
que Js = In ∩ I+. On note K = In − Js = In ∩ I−. D’apre`s la de´finition de n, on a Ii ⊂ I+ ou
Ii ⊂ I− pour tout i ∈ {n+ 1, . . . ,m− 1}. Si m = n, alors Ii ⊂ I+ pour tout i ∈ {n+ 1, . . . ,m− 1}
(trivialement). Si m > n, alors Im ⊂ I+ ou Im ⊂ I− (par de´finition de n), donc Im ⊂ I+ (car
Im ∩ I+ = Jr 6= ∅) ; comme P 6∈ P ′, on a donc force´ment Ii ⊂ I+ pour tout i ∈ {n+ 1, . . . ,m− 1}.
Dans les deux cas, on en de´duit que r − s = m − n et In+i = Js+i pour tout i ∈ {1, . . . , r − s}.
D’apre`s l’hypothe`se de re´currence (si s > 2) ou trivialement (si s = 1), on a
s−1∑
i=1
sJi(λ) > 0. De plus,
on a (
n−1∑
i=1
sIi(λ)
)
+ sJs(λ) + sK(λ) +
r∑
i=s+1
sJi(λ) =
m∑
i=1
sIi(λ) > 0
(car P ∈ Pord(λ)), et (
n−1∑
i=1
sIi(λ)
)
+ sK(λ) 6 0
(car P 6∈ P ′), donc
r∑
i=s
sJi(λ) > 0, et on en de´duit que
r∑
i=1
sJi(λ) > 0.

Corollaire 7.3. Soient n ∈ N∗ et λ = (λ1, . . . , λn) ∈ Rn. Alors∑
P∈Pord(λ)
(−1)|P | =
{
(−1)n si λr > 0 pour tout r ∈ {1, . . . , n}
0 sinon
.
De´monstration. On raisonne par re´currence sur n. Le re´sultat est e´vident si n = 1. On suppose
que n > 2, et que le re´sultat du corollaire est connu pour n−1. On applique la proposition 7.1, avec
les choix suivants pour aI , bI , cI , dI : pour tout I, on prend aI = bI = cI = dI = 1. La proposition
7.1, pour I = {1, . . . , n}, I+ = {1, . . . , n− 1} et I− = {n}, dit que :∑
P∈Pord(λ)
(−1)|P | =
∑
P∈Pord(λ1,...,λn−1)
(−1)|P |
∑
Q∈Pord(λn)
(−1)|Q|.
L’e´galite´ cherche´e re´sulte alors de l’hypothe`se de re´currence applique´e a` (λ1, . . . , λn−1) (et du cas
n = 1).

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Proposition 7.4. Soient n ∈ N et λ ∈ Rn. Alors∑
P∈Pord(λ)
(−1)|P |ε(P )ε′(P ) = (−1)n
∑
p∈P062(n)
ε(p)c(p, λ).
Corollaire 7.5. Soient n,m ∈ N, λ = (λ1, . . . , λn+2m) ∈ Rn+2m et I+, I− des sous-ensembles
disjoints de {1, . . . , n} tels que {1, . . . , n} = I+ ∪ I−. Pour tout i ∈ {1, . . . ,m}, on note λ′i =
λn+2i−1 + λn+2i. Alors∑
P∈Pord(n,m,λ)
(−1)|P |ε(P+)ε(P−)ε′(P+)ε′(P−) =
(−1)n+mc1(λ′1) . . . c1(λ′m)
∑
p+∈P062(I+)
∑
p−∈P062(I−)
ε(p+)ε(p−)c(p+, λ)c(p−, λ),
ou`, pour toute P ∈ Pord(n,m), P+ = P ∩ I+ et P− = P ∩ I−.
De´monstration. Soit u : {1, . . . , n+ 2m} −→ {1, . . . , n+m} de´finie par les formules suivantes :
u(i) = i si 1 6 i 6 n, et, pour tout i ∈ {1, . . . ,m}, u(n + 2i − 1) = u(n + 2i) = n + i. Soit
ϕ : Pord(n,m) −→ Pord(n+m) l’application qui envoie (I1, . . . , Ik) sur (u(I1), . . . , u(Ik)). Il est clair
que ϕ est bijective et que, pour toute P ∈ Pord(n,m), on a |P | = |ϕ(P )|, P ∩ I± = ϕ(P ) ∩ I±
et P ∈ Pord(n,m, λ) si et seulement si ϕ(P ) ∈ Pord(µ), ou` µ = (λ1, . . . , λn, λ′1, . . . , λ′m). Donc le
membre de gauche de l’e´galite´ de la proposition est e´gal a`∑
P∈Pord(µ)
(−1)|P |ε(P ∩ I+)ε(P ∩ I−)ε′(P ∩ I+)ε′(P ∩ I−).
On applique la proposition 7.1 a` ({1, . . . , n}, {n + 1, . . . , n + m}) ∈ D({1, . . . , n + m}), avec, pour
tout I ⊂ {1, . . . , n + m}, aI : (J,K) ∈ D(I) 7−→ ε(J ∩ I+,K ∩ I+)ε(J ∩ I−,K ∩ I−), cI : P ∈
Pord(I) 7−→ ε(P ∩I+)ε(P ∩I−)ε′(P ∩I+)ε′(P ∩I−) (cf les points (4) et (6) de l’exemple 7.2), bI = 1
et dI = 1. On trouve que la somme ci-dessus est e´gale a`∑
P∈Pord(λ1,...,λn)
(−1)|P |ε(P ∩ I+)ε(P ∩ I−)ε′(P ∩ I+)ε′(P ∩ I−)
∑
Q∈Pord(λ′1,...,λ′m)
(−1)|Q|.
D’apre`s le corollaire 7.3, ∑
Q∈Pord(λ′1,...,λ′m)
(−1)|Q| = (−1)mc1(λ′1) . . . c1(λ′m).
On applique une deuxie`me fois la proposition 7.1, cette fois a` (I+, I−) ∈ D({1, . . . , n}), avec, pour
tout I ⊂ {1, . . . , n}, aI = bI : (J,K) ∈ D(I) 7−→ ε(J,K) et cI = dI : P ∈ Pord(I) 7−→ ε(P )ε′(P ).
On trouve que
∑
P∈Pord(λ1,...,λn)
(−1)|P |ε(P ∩ I+)ε(P ∩ I−)ε′(P ∩ I+)ε′(P ∩ I−) est e´gal a`
∑
P+∈Pord(λ+)
(−1)|P+|ε(P+)ε′(P+)
∑
P−∈Pord(λ−)
(−1)|P−|ε(P−)ε′(P−),
ou` λ± = (λi)i∈I± . L’e´galite´ du corollaire re´sulte donc de la proposition 7.4, applique´e a` λ+ et λ−.

De´monstration de la proposition 7.4. Comme dans la preuve de la proposition 7.1, on raisonne
par re´currence sur le couple (n, |Pord(λ)|). Si n 6 1 ou si Pord(λ) = ∅, le re´sultat est e´vident.
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Supposons que n = 2 et Pord(λ) 6= ∅ (donc λ1 + λ2 > 0). Alors P062(λ) = {{1, 2}}, donc∑
p∈P062(λ)
ε(p)c(p, λ) = c({{1, 2}}, λ). Si λ1 > 0 et λ2 > 0, alors Pord(λ) = {{1, 2}, ({1}, {2}), ({2}, {1})},
donc
∑
P∈Pord(λ)
(−1)|P |ε(P )ε′(P ) = 1. Si λ1 > 0 et λ2 6 0, alors Pord(λ) = {{1, 2}, ({1}, {2})}, donc∑
P∈Pord(λ)
(−1)|P |ε(P )ε′(P ) = 2. Si λ1 6 0 et λ2 > 0, alors Pord(λ) = {{1, 2}, ({2}, {1})}, donc∑
P∈Pord(λ)
(−1)|P |ε(P )ε′(P ) = 0. Dans tous les cas, l’e´galite´ cherche´e est vraie.
Supposons que n > 3 et Pord(λ) 6= ∅. Comme Pord(λ) 6= ∅, on a λ1 + · · · + λn > 0 et
δ := δ(λ) > 0. Soient J et λ′ comme dans le lemme 7.14, dont on utilise les notations. On note
P ′ord = Pord(λ) ∩ P ′ord(n) et P ′ = P062(λ) ∩ P ′(n). D’apre`s le (ii) du lemme 7.14, on a Pord(λ) =
Pord(λ′) unionsq P ′ord, P062(λ) = P062(λ′) unionsq P ′ et |Pord(λ′)| < |Pord(λ)|. Soit p = {Iα, α ∈ A} ∈ P062(λ′).
Soit α ∈ A. Si J ∩ Iα = ∅, on a e´videmment cIα(λ′) = cIα(λ). Si Iα ⊂ J , on a Iα 6= J car p ∈ P(λ′),
donc, d’apre`s le (i) du lemme 7.14, cIα(λ
′) = cIα(λ). Si |J ∩ Iα| = 1 et J ∩ Iα 6= J , alors, toujours
d’apre`s le (i) du lemme 7.14, cIα(λ
′) = cIα(λ). Finalement, on trouve que cp(λ′) = cp(λ) sauf si
|J | = 1, et, si |J | = 1, le seul e´le´ment α de A tel que cIα(λ′) 6= cIα(λ) est celui qui ve´rifie J ⊂ Iα.
Supposons que |J | > 3. Alors P ′ = ∅ (d’apre`s le (i) du lemme 7.11), donc∑
p∈P062(λ)
ε(p)c(p, λ) =
∑
p∈P062(λ′)
ε(p)c(p, λ) =
∑
p∈P062(λ′)
ε(p)c(p, λ′).
D’autre part, si µ ∈ R|J | est de´fini comme dans le lemme 7.14, on aN(µ) = |J |, donc ∑
P∈Pord(µ)
(−1)|P |ε(P )ε′(P ) =
0 d’apre`s les lemmes 7.7 et 7.9. En utilisant les points (iii) et (iv) du lemme 7.14, on en de´duit
que
∑
P∈P ′ord
(−1)|P |ε(P )ε′(P ) = 0, donc que ∑
P∈Pord(λ)
(−1)|P |ε(P )ε′(P ) = ∑
P∈Pord(λ′)
(−1)|P |ε(P )ε′(P ).
L’e´galite´ cherche´e re´sulte alors de l’hypothe`se de re´currence, applique´e a` λ′.
Supposons que |J | = 2. On utilise toujours les notations du lemme 7.14. D’apre`s les points (iii)
et (iv) de ce lemme,
∑
P∈Pord(λ)
(−1)|P |ε(P )ε′(P ) est e´gale a`
∑
P∈Pord(λ′)
(−1)|P |ε(P )ε′(P ) + ε0
∑
P1∈Pord(µ)
(−1)|P1|ε(P1)ε′(P1)
∑
P2∈Pord(ν)
(−1)|P2|ε(P2)ε′(P2).
D’autre part, comme |J | est pair, l’application ϕ du lemme 7.14 induit une bijection P ′ ∼−→ P062(µ)×
P062(ν). Donc, d’apre`s les points (iii) et (iv) de ce lemme et le fait que c(p, λ) = c(p, λ′) pour toute
p ∈ P062(λ′),
∑
p∈P062(λ)
ε(p)c(p, λ) est e´gale a`
∑
p∈P062(λ′)
ε(p)c(p, λ′) + ε0
∑
p1∈P062(µ)
ε(p1)c(p1, µ)
∑
p2∈P062(ν)
ε(p2)c(p2, ν).
L’e´galite´ cherche´e re´sulte alors de l’hypothe`se de re´currence, applique´e a` λ′, µ et ν.
Supposons que |J | = 1. On a comme avant, d’apre`s les points (iii) et (iv) du lemme 7.11 et
l’hypothe`se de re´currence applique´e a` λ′, µ et ν,∑
P∈Pord(λ)
(−1)|P |ε(P )ε′(P )
=
∑
P∈Pord(λ′)
(−1)|P |ε(P )ε′(P ) + ε0
∑
P1∈Pord(µ)
(−1)|P1|ε(P1)ε′(P1)
∑
P2∈Pord(ν)
(−1)|P2|ε(P2)ε′(P2)
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= (−1)n
∑
p∈P062(λ′)
ε(p)c(p, λ′) + (−1)nε0
∑
p1∈P062(µ)
ε(p1)c(p1, µ)
∑
p2∈P062(ν)
ε(p2)c(p2, ν).
On traite d’abord le cas ou` n est impair. Si n est impair, alors ϕ induit une bijection P ′ ∼−→
P062(µ)× P062(ν), donc la somme ci-dessus est e´gale a`
(−1)n
∑
p∈P062(λ′)
ε(p)c(p, λ′) + (−1)n
∑
p∈P ′
ε(p)c(p, λ),
et il reste a` montrer que ∑
p∈P062(λ′)
ε(p)c(p, λ′) =
∑
p∈P062(λ′)
ε(p)c(p, λ).
Soit p ∈ P062(λ′). Soient α0, α1 ∈ A tels que |Iα0 | = 1 et J ⊂ Iα1 . On e´crit Iα0 = {i0} et Iα1 = {i1, i2},
avec J = {i1}. On de´finit p′ ∈ P(n) par p′ = {Iα, α ∈ A−{α0, α1}}∪{{i0, i1}, {i2}} ; comme λ′i1 = 0
et sIα1 (λ
′) > 0, on a λ′i2 > 0, donc p
′ ∈ P062(λ′). L’application p 7−→ p′ est donc une involution
(sans points fixes) de P062(λ′), et on ve´rifie facilement (en examinant toutes les possibilite´s pour les
positions relatives de i0, i1 et i2) que
ε(p)c(p, λ) + ε(p′)c(p′, λ) = ε(p)c(p, λ′) + ε(p′)c(p′, λ′).
L’e´galite´ cherche´e en re´sulte.
On traite enfin le cas ou` n est pair (et |J | = 1). Dans ce cas, on a P ′ = ∅, donc il faut montrer
que
∑
p∈P062(λ)
ε(p)c(p, λ) est e´gale a`
∑
p∈P062(λ′)
ε(p)c(p, λ′) + ε0
∑
p1∈P062(µ)
ε(p1)c(p1, µ)
∑
p2∈P062(ν)
ε(p2)c(p2, ν).
Soit p = {Iα ∈ A} ∈ P062(λ′). Soit α0 ∈ A tel que J ⊂ Iα0 . On e´crit Iα0 = {i1, i2}, avec J = {i1}.
Comme sIα0 (λ
′) > 0 et λ′i1 = 0, on a λ
′
i2
> 0. On pose p1 = {{i1}} et p2 = {Iα, α ∈ A − {α0}} ∪
{{i2}}. Alors l’application p 7−→ (p1, p2) induit une bijection P062(λ′) ∼−→ P062(µ)×P062(ν). De plus,
on voit facilement (en distinguant les cas i1 < i2 et i1 > i2) que
ε(p)c(p, λ) = ε(p)c(p, λ′) + ε0ε(p1)c(p1, µ)ε(p2)c(p2, ν).
L’e´galite´ cherche´e en re´sulte.

Lemme 7.6. Soient n ∈ N et λ = (λ1, . . . , λn) ∈ Rn.
Alors ∑
P∈P0ord(λ)
(−1)|P |ε(P )ε′(P ) = (−1)n
∑
p∈P062(λ)
ε(p).
De´monstration. Comme dans la preuve de la proposition 7.1, on raisonne par re´currence sur
(n, |Pord(λ)|). Le re´sultat est imme´diat si n 6 2 ou si Pord(λ) = ∅. On suppose donc que n > 3 et
que Pord(λ) 6= ∅ (c’est-a`-dire que λ1 + · · ·+λn > 0). On note δ = δ(λ). Soient J et λ′ comme dans le
lemme 7.14, dont on utilise les notations. On note P ′ord = P ′ord(n)∩P0ord(λ) et P ′ = P ′(n)∩P062(λ).
D’apre`s le (ii) du lemme 7.14, on a |Pord(λ′)| < |Pord(λ)|, P0ord(λ) = P0ord(λ′) unionsq P ′ord et P062(λ) =
P062(λ′)unionsqP ′. En appliquant l’hypothe`se de re´currence a` λ′, on trouve
∑
P∈P0ord(λ′)
(−1)|P |ε(P )ε′(P ) =
(−1)n ∑
p∈P062(λ′)
ε(p). Il suffit donc de montrer que
∑
P∈P ′ord
(−1)|P |ε(P )ε′(P ) = (−1)n ∑
p∈P ′
ε(p).
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On rappelle qu’on utilise les notations du lemme 7.14 ; en particulier, on note m = N(λ)(= |J |).
Si m = n (c’est-a`-dire J = {1, . . . , n}), on a P ′ord = P0ord(λ) (car P ′ord(n) = Pord(n) par de´finition)
et P ′ = P062(λ) = ∅ (car P(λ) = {{1, . . . , n}} d’apre`s le (i) du lemme 7.11, et n > 3), donc l’e´galite´
cherche´e re´sulte du lemme 7.7 ci-dessous. Si m et n − m sont tous les deux impairs, alors il est
clair que P ′ord = P ′ = ∅. On peut donc supposer que m < n, et que m et n − m ne sont pas
tous les deux impairs. Alors le (iv) du lemme 7.14 implique que ϕord(P ′ord) = P0ord(µ)× P0ord(ν) et
ϕ(P ′) = P062(µ)×P062(ν). L’e´galite´ cherche´e re´sulte donc de l’hypothe`se de re´currence applique´e a`
µ et a` ν et du point (iii) du lemme 7.14.

Lemme 7.7. On suppose que n > 3. Soit λ = (λ1, . . . , λn) ∈ Rn tel que λ1 + · · · + λn > 0 et
N(λ) = n. Alors ∑
P∈P0ord(λ)
(−1)|P |ε(P )ε′(P ) = 0.
De´monstration. On note m la partie entie`re de n/2. D’apre`s la remarque sous la de´finition de
ε′, on a ε′(P ) = (−1)m pour toute P ∈ P0ord(n). Il suffit donc de montrer que∑
P∈P0ord(λ)
(−1)|P |ε(P ) = 0.
Soit P ′ord le sous-ensemble de P0ord(λ) forme´ des partitions ordonne´es P telles que, pour tout i ∈
{1, . . . ,m}, 2i et 2i− 1 soient dans le meˆme ensemble de P . On de´finit par re´currence descendante
sur i ∈ {1, . . . ,m} des sous-ensembles P ′′ord,i de P0ord(n) de la manie`re suivante : P ′′ord,i est l’ensemble
des P ∈ P0ord(n)−
m⋃
j=i+1
P ′′ord,j telles que 2i et 2i− 1 soient dans des ensembles diffe´rents de P . Pour
tout i ∈ {1, . . . ,m}, on note P ′′ord,i(λ) = P ′′ord,i ∩ Pord(λ). Alors P0ord(λ) − P ′ord est union disjointe
des P ′′ord,i(λ), 1 6 i 6 m.
D’apre`s les lemmes 7.11 et 7.13, pour toute p ∈ P(n), le cardinal de oub−1(p) ∩ Pord(λ) est
(|p| − 1)!, c’est-a`-dire | oub−1(p)|/|p|.
Soit i ∈ {1, . . . ,m}. On note P ′′i = oub(P ′′ord,i). D’apre`s la remarque ci-dessus, pour tout k ∈ N∗ :∑
P∈P ′′ord,i(λ),|P |=k
(−1)|P |ε(P ) = (−1)k(k − 1)!
∑
p∈P ′′i ,|p|=k
ε(p).
On de´finit une involution de P ′′i en envoyant une partition p sur la partition p′ obtenue en e´changeant
2i et 2i− 1. On a alors ε(p′) = −ε(p) et |p′| = |p| ; donc, pour tout k ∈ N∗,∑
p∈P ′′i ,|p|=k
ε(p) = 0.
On en de´duit que, pour tout i ∈ {1, . . . ,m}, ∑
P∈P ′′ord,i(λ)
(−1)|P |ε(P ) = 0, donc que
∑
P∈P0ord(λ)
(−1)|P |ε(P ) =
∑
P∈P ′ord
(−1)|P |ε(P ).
D’autre part, on remarque que ε(P ) = 1 pour toute P ∈ P ′ord. Donc∑
P∈P0ord(λ)
(−1)|P |ε(P ) =
∑
P∈P ′ord
(−1)|P |.
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Notons µ = (λ1+λ2, . . . , λn−1+λn) si n est pair, et µ = (λ1+λ2, . . . , λn−2+λn−1, λn) si n est impair.
Alors P ′ord est de manie`re e´vidente en bijection avec Pord(µ) (et cette bijection est compatible avec
les applications P 7−→ |P |), donc le lemme re´sulte du corollaire 7.3 (on utilise ici l’hypothe`se n > 3
pour voir que les coordonne´es de µ ne peuvent pas eˆtre toutes strictement positives).

Remarque 7.8. Le lemme 7.6 reste valable si l’on remplace tous les “> 0” par des “> 0” dans les
de´finitions de P(λ) et Pord(λ) (c’est-a`-dire si l’on remplace P(λ) par l’ensemble des p = {Iα, α ∈
A} ∈ P(n) telles que sIα(λ) > 0 pour tout α ∈ A et Pord(λ) par l’ensemble des P = (I1, . . . , Ir) ∈
Pord(n) telles que sI1(λ) + · · ·+ sIi(λ) > 0 pour tout i ∈ {1, . . . , r}).
En effet, si l’on de´finit λ′ ∈ Rn par λ′ = (λ1 + η, . . . , λn + η) avec η > 0 assez petit, alors, pour
tout I ⊂ {1, . . . , n}, sI(λ) > 0 si et seulement si sI(λ′) > 0. Il suffit alors d’appliquer le lemme 7.6
a` λ′.
On rappelle que, pour tout k ∈ N, on a note´ Pk(n) l’ensemble des p = {Iα, α ∈ A} dans
P(n) telles que le cardinal de l’ensemble {α ∈ A, |Iα| est impair} soit 2k ou 2k + 1, et Pkord(n) =
oub−1(Pk(n)). Pour tous λ ∈ Rn et k ∈ N, on note Pkord(λ) = Pkord(n) ∩ Pord(λ).
Lemme 7.9. On suppose que n > 3. Soit λ = (λ1, . . . , λn) ∈ Rn tel que λ1 + · · · + λn > 0 et
N(λ) = n. Alors, pour tout k > 1, ∑
P∈Pkord(λ)
(−1)|P |ε(P )ε′(P ) = 0.
L’e´galite´ du lemme est bien suˆr vraie aussi si k = 0, puisque c’est le re´sultat du lemme 7.7
dans ce cas. (On a se´pare´ les deux lemmes, car le lemme 7.6, qui utilise le lemme 7.7, sert dans la
de´monstration du lemme 7.9.)
De´monstration. On note m la partie entie`re de n/2. D’apre`s la remarque sous la de´finition de
ε′, on a ε′(P ) = (−1)m−k pour toute P ∈ Pkord(n). Il suffit donc de prouver que∑
P∈Pkord(λ)
(−1)|P |ε(P ) = 0.
On suppose d’abord que n est impair. On va montrer un re´sultat plus pre´cis. Soit p = {Iα, α ∈
A} ∈ P(n) telle que deux au moins des Iα aient un cardinal impair. Montrons que∑
P∈Pord(λ)∩oub−1(p)
ε(P ) = 0.
Soit P = (I1, . . . , Ik) ∈ oub−1(p). D’apre`s le lemme 7.11 (applique´ a` λP ), il existe un unique l ∈
{1, . . . , k} tel que P ′ := (Il, . . . , Ik, I1, . . . , Il−1) soit dans Pord(λ). De plus, on a σP = τ |I1|+···+|Il−1|σP ′ ,
donc ε(P ′) = ε(P ) (comme n est impair, sgn(τ) = 1). On en de´duit que∑
P∈Pord(λ)∩oub−1(p)
ε(P ) =
1
|p|
∑
P∈oub−1(p)
ε(P ).
On e´crit p = {Iα, α ∈ A}. Soient α1, α2 ∈ A distincts tels que |Iα1 | et |Iα2 | soient impairs. On
conside`re l’involution ι de oub−1(p) qui e´change les places des ensembles Iα1 et Iα2 . Alors ε(ι(P )) =
−ε(P ) pour tout P ∈ oub−1(p), donc ∑
P∈oub−1(p)
ε(P ) = 0.
On suppose maintenant que n est pair. Soit k ∈ N∗. Soit P = (I1, . . . , Ir) ∈ Pkord(λ). On note µ =
λP ∈ Rr (donc µi = sIi(λ)). Comme n est pair, il y a exactement 2k indices i ∈ {1, . . . , r} tels que |Ii|
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soit impair. On les note i1, . . . , i2k, avec i1 < · · · < i2k. On utilise les notions introduites au-dessus
du lemme 7.15, et on note P = Q1 . . . Q2k la de´composition de P en blocs de centres Ii1 , . . . , Ii2k
(cf le (iii) du lemme 7.15). Dans la suite de la preuve, on utilisera toujours cette de´composition en
blocs, et on l’appellera la de´composition en blocs de P . On remarque que les blocs sont tous de
taille impaire.
On note P ′ l’ensemble des P ∈ Pkord(λ) telles que, pour tout m ∈ {1, . . . , k}, Q2m−1 soit positif
et Q2m ne´gatif. On de´finit par re´currence sur l ∈ {1, . . . , 2k − 1} des sous-ensembles P ′′l de Pkord(λ)
de la manie`re suivante :
• pour tout m ∈ {1, . . . , k}, P ′′2m−1 est l’ensemble des P ∈ Pkord(λ) −
⋃
16l62m−3
P ′′l tels que
Q2m−1 et Q2m soient tous les deux positifs ;
• pour tout m ∈ {1, . . . , k − 1}, P ′′2m est l’ensemble des P ∈ Pkord(λ) −
⋃
16l62m−2
P ′′l tels que
Q2m+1 et Q2m soient tous les deux ne´gatifs.
Alors on a Pkord(λ) = P ′ unionsq
∐
16l62k−1
P ′′l .
Soit l ∈ {1, . . . , 2k−1}. Soit P ∈ P ′′l . Soient Q1, . . . , Q2k les blocs de P . On note ι(P ) la partition
ordonne´e qu’on obtient en e´changeant les blocs Ql et Ql+1. Alors, d’apre`s le (ii) du lemme 7.15,
ι(P ) est encore dans Pord(λ), |ι(P )| = |P |, ε(ι(P )) = −ε(P ). De plus, il est clair que ι(P ) ∈ P ′′l .
Donc l’application P 7−→ ι(P ) est une involution de P ′′l . On en de´duit que
∑
P∈P ′′l
(−1)|P |ε(P ) = 0.
Finalement, ∑
P∈Pkord(n)
(−1)|P |ε(P ) =
∑
P∈P ′
(−1)|P |ε(P ).
Il reste a` montrer que
∑
P∈P ′
(−1)|P |ε(P ) = 0. Supposons d’abord que k > 2. Soit P ∈ P ′, et soit
P = Q1 . . . Q2k la de´composition en blocs de P . Soit S
′
2k l’ensemble des permutations σ ∈ S2k qui
envoient les entiers impairs entre 1 et 2k sur des entiers impairs (donc σ envoie les entiers pairs
sur des entiers pairs). On note Q l’ensemble des partitions ordonne´es de {1, . . . , n} de la forme
Qσ(1) . . . Qσ(2k), avec σ ∈ S′2k. Il suffit de montrer que
∑
P ′∈P ′∩Q
(−1)|P ′|ε(P ′) = 0 (quelle que soit la
partition ordonne´e P de de´part). Soit P ′ = Qσ(1) . . . Qσ(2k), avec σ ∈ S′2k. D’apre`s le (iv) du lemme
7.15, il existe un unique a ∈ {1, . . . , 2k} tel que P ′′ := Qσ(a) . . . Qσ(2k)Qσ(1) . . . Qσ(a−1) ∈ Pord(λ).
Comme une partition de Pord(λ) ne peut pas commencer par un bloc ne´gatif, a est pair ; donc
P ′′ ∈ Q et ε(P ′′) = ε(P ). On en de´duit que∑
P ′∈Q∩P ′
(−1)|P ′|ε(P ′) = 1
k
∑
P ′∈Q
(−1)|P ′|ε(P ′).
Notons, pour toute P ′ = Qσ(1) . . . Qσ(2k) ∈ Q, ι(P ′) la partition ordonne´e obtenue a` partir de P ′ en
e´changeant Qσ(1) et Qσ(3). Alors ι est une involution de Q, et |ι(P ′)| = |P ′| et ε(ι(P ′)) = −ε(P ′)
pour toute P ′ ∈ Q. Donc ∑
P ′∈Q
(−1)|P ′|ε(P ′) = 0.
Traitons enfin le cas ou` k = 1. Soit J ⊂ {1, . . . , n} de cardinal impair. On note PJ l’ensemble
des partitions ordonne´es P ∈ P1ord(λ) telles que J soit le deuxie`me ensemble de cardinal impair de
P . On a PJ =
∐
(J1,J2)
PJ,J1,J2 , ou` :
• (J1, J2) parcourt l’ensemble des partitions en deux ensembles de {1, . . . , n} − J telles que
|J1| est impair (donc |J2| est pair), sJ1(λ) > 0 et sJ2(λ) 6 0 (noter qu’alors on a force´ment
sJ1∪J(λ) > 0) ;
• PJ,J1,J2 est l’ensemble des P = (I1, . . . , Ik) ∈ PJ telles que, si le deuxie`me ensemble de
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cardinal impair de P est Ir (i.e., Ir = J), alors J1 = I1 ∪ · · · ∪ Ir−1 et J2 = Ir+1 ∪ · · · ∪ Ik.
Soient µ = (λi)i∈J1 et ν ∈ R|J2| l’e´le´ment obtenu a` partir de (−λi)i∈J2 en inversant l’ordre sur les
indices. Alors se donner un e´le´ment de P de PJ,J1,J2 revient a` se donner un e´le´ment P1 de P0ord(µ)
et un e´le´ment P2 de l’analogue de P0ord(ν) qu’on obtient en remplac¸ant toutes les ine´galite´s strictes
par des ine´galite´s larges dans la de´finition.
En appliquant le lemme 7.6 (et la remarque 7.8) a` µ et ν, on trouve, pour tout (J1, J2) comme
ci-dessus : ∑
P∈PJ,J1,J2
(−1)|P |ε(P )ε′(P ) = (−1)n+1−|J |+ 12 |J |(|J |−1)
∑
p∈P ′J,J1,J2
ε(p),
ou` :
• P ′J,J1,J2 est l’ensemble des partitions p = {Iα, α ∈ A} ∈ P(n) telles qu’il existe une partition
A = A1 unionsqA2 unionsq {α0} de A avec :
- J = Iα0 , J1 =
⋃
α∈A1
Iα, J2 =
⋃
α∈A2
Iα ;
- pour tout α ∈ A1 (resp. A2), |Iα| 6 2 (resp. |Iα| = 2) et sIα(λ) > 0 (resp. 6 0) ;
- il existe un unique α ∈ A1 tel que |Iα| = 1 ;
• pour toute p ∈ P ′J,J1,J2 , on note ε(p) = ε(P ), ou` P ∈ oub−1(p) est obtenue en choisissant un
ordre sur les ensembles de p qui place J apre`s l’autre ensemble de cardinal impair (ε(P ) ne
de´pend que de l’ordre des ensembles de cardinal impair de P ).
Soit P ′J l’ensemble des p = {Iα, α ∈ A} ∈ P(n) telles que :
• il existe α0 ∈ A tel que Iα0 = J ;
• il existe α1 ∈ A− {α0} tel que |Iα1 | = 1 et sIα1 (λ) > 0 ;• pour tout α ∈ A− {α0, α1}, |Iα| = 2.
Alors P ′J =
∐
(J1,J2)
P ′J,J1,J2 , ou` (J1, J2) parcourt le meˆme ensemble d’indices que ci-dessus. De plus,
n + 1 − |J | est pair et |J | est impair, donc n + 1 − |J | + 12 |J |(|J | − 1) = 12(|J | − 1) mod 2. Donc∑
P∈PJ
(−1)|P |ε(P )ε′(P ) = (−1) 12 (|J |−1) ∑
p∈P ′J
ε(p).
Soit k ∈ {1, . . . , n}. On note P ′′k l’ensemble des partitions p = {Iα, α ∈ A} ∈ P(n) telles que :
• il existe α0 ∈ A tel que Iα0 = {k} ;
• il existe α1 ∈ A− {α0} tel que |Iα1 | soit impair ;
• pour tout α ∈ A− {α0, α1}, |Iα| = 2.
Pour toute p ∈ P ′′k , on pose ε(p) = ε(P ), ou` P ∈ oub−1(p) est obtenue en choisissant un ordre
sur les ensembles de p qui place {k} avant l’autre ensemble de cardinal impair, et on note ε′′(p) =
(−1) 12 (m−1), ou` m est le cardinal de l’ensemble de cardinal impair de p qui n’est pas {k}.
Alors ∑
J
(−1) 12 (|J |−1)
∑
p∈P ′J
ε(p) =
∑
k
∑
p∈P ′′k
ε(p)ε′′(p),
ou`, dans la premie`re somme, J parcourt l’ensemble des sous-ensembles de cardinal impair de
{1, . . . , n} et, dans la deuxie`me somme, k parcourt l’ensemble des e´le´ments de {1, . . . , n} tels que
λk > 0. Donc :∑
P∈P1ord(λ)
(−1)|P |ε′(P )ε(P ) =
∑
J
∑
P∈PJ
(−1)|P |ε′(P )ε(P ) =
∑
J
(−1) 12 (|J |−1)
∑
p∈P ′J
ε(p) =
∑
k
∑
p∈P ′′k
ε(p)ε′′(p),
ou` J et k parcourent les meˆmes ensembles que plus haut.
Soit k ∈ {1, . . . , n}. Montrons que ∑
p∈P ′′k
ε(p)ε′′(p) = 0 (ce qui finit la preuve du lemme). On voit
facilement que ceci re´sulte du lemme 7.10 ci-dessous (applique´ a` n− 1, qui est bien impair et > 3).
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
Lemme 7.10. Soit n > 3 impair. On note P l’ensemble des partitions p ∈ P(n) telles que l’un des
ensembles de p soit de cardinal impair et tous les autres ensembles de p soient de cardinal 2. Pour
toute p ∈ P, on note ε′′(p) = (−1) 12 (|I|−1), ou` I est l’ensemble de cardinal impair de p. Alors∑
p∈P
ε(p)ε′′(p) = 0
(ε(p) est de´fini pour p ∈ P, car p a un seul ensemble de cardinal impair).
De´monstration. Le raisonnement ressemble beaucoup a` celui de la preuve du lemme 7.7. On
note m = (n − 1)/2. Soit P ′ le sous-ensemble de P forme´ des partitions p telles que, pour tout
i ∈ {1, . . . ,m}, 2i et 2i−1 soient dans le meˆme ensemble de p. On de´finit par re´currence descendante
sur i ∈ {1, . . . ,m} des sous-ensembles P ′′i de P de la manie`re suivante : P ′′i est l’ensemble des
p ∈ P −
m⋃
j=i+1
P ′′j telles que 2i et 2i− 1 soient dans des ensembles diffe´rents de p.
Soit i ∈ {1, . . . ,m}. On de´finit une involution de P ′′i en envoyant une partition p sur la partition
p′ obtenue en e´changeant 2i et 2i− 1. On a alors ε(p′) = −ε(p) et ε′′(p′) = ε′′(p) ; donc∑
p∈P ′′i
ε(p)ε′′(p) = 0.
On en de´duit que
∑
p∈P
ε(p)ε′′(p) =
∑
p∈P ′
ε(p)ε′′(p). D’autre part, on remarque que ε(p) = 1 pour toute
p ∈ P ′. Donc ∑
p∈P
ε(p)ε′′(p) =
∑
p∈P ′
ε′′(p).
On remarque qu’une partition de P ′ est entie`rement de´termine´e par la donne´e de son ensemble de
cardinal impair. Soit p ∈ P ′, et soit I son ensemble de cardinal impair ; alors :
- n ∈ I ;
- I est entie`rement de´termine´ par son intersection avec l’ensemble J := {2i − 1, 1 6 i 6 m},
et tous les sous-ensembles de J apparaissent de cette manie`re ;
- |I ∩ J | = 12(|I| − 1).
Finalement, ∑
p∈P ′
ε′′(p) =
m∑
k=0
(−1)kCkm = 0.

Lemme 7.11. Soit λ = (λ1, . . . , λn) ∈ Rn tel que λ1 + · · ·+ λn > 0. Alors :
(i) Les conditions suivantes sont e´quivalentes :
(a) N(λ) = n ;
(b) il n’existe pas de partition (I1, I2) de {1, . . . , n} telle que sI1(λ) > 0 et sI2(λ) > 0.
(ii) Il existe k ∈ Z tel que τk(λ) > 0. De plus, s’il n’existe pas de partition (I1, I2) de {1, . . . , n}
telle que sI1(λ) > 0 et sI2(λ) > 0, alors un tel entier k est uniquement de´termine´ modulo n.
De´monstration. Montrons (i). Supposons que N(λ) = n et qu’il existe une partition (I1, I2) de
{1, . . . , n} telle que sI1(λ) > 0 et sI2(λ) > 0. D’apre`s la de´finition de δ(λ), on a sI1(λ) > δ(λ)|I1| et
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sI2(λ) > δ(λ)|I2|, donc λ1 + · · · + λn = sI1(λ) + sI2(λ) > nδ(λ), contradiction. Donc (a) implique
(b).
Re´ciproquement, supposons que N(λ) < n, et soit I1 ⊂ {1, . . . , n} tel que sI1(λ)/|I1| = δ(λ) et
|I1| = N(λ). On note I2 = {1, . . . , n}− I1. Alors sI2(λ) = λ1 + · · ·+λn−sI1(λ) > (n−|I1|)δ(λ) > 0.
Donc (b) implique (a).
Montrons (ii). On note s = min{λ1 + · · · + λl, 1 6 l 6 n}. Soit k le plus grand e´le´ment de
{1, . . . , n} tel que λ1 + · · ·+ λk = s. Si l ∈ {k + 1, . . . , n}, on a λ1 + · · ·+ λl > λ1 + · · ·+ λk, donc
λk+1 + · · ·+ λl > 0. Si l ∈ {1, . . . , k}, on a
λk+1 + · · ·+ λn + λ1 + · · ·+ λl = (λ1 + · · ·+ λn)− (λ1 + · · ·+ λk) + (λ1 + · · ·+ λl)
> −(λ1 + · · ·+ λk) + (λ1 + · · ·+ λl)
> 0.
Ceci prouve que τk(λ) = (λk+1, . . . , λn, λ1, . . . , λk) > 0.
Montrons la dernie`re assertion de (ii). On suppose qu’il existe k, l ∈ {1, . . . , n} tels que k < l,
τk(λ) > 0 et τ l(λ) > 0. On note I1 = {k + 1, . . . , l} et I2 = {1, . . . , n} − I1. Alors sI1(λ) =
λk+1 + · · ·+ λl > 0 car τk(λ) > 0, et sI2(λ) = λl+1 + · · ·+ λn + λ1 + · · ·+ λk > 0 car τ l(λ) > 0.

Remarque 7.12. L’entier k de´fini dans la preuve de la premie`re partie de (ii) du lemme ci-dessus est
l’unique e´le´ment de {1, . . . , n} ve´rifiant les deux proprie´te´s suivantes :
(a) pour tout l ∈ {k + 1, . . . , n}, λk+1 + · · ·+ λl > 0 ;
(b) pour tout l ∈ {2, . . . , k}, λl + · · ·+ λk 6 0.
(Un tel k existe meˆme si λ1 + · · ·+ λn 6 0.)
Lemme 7.13. Soit λ = (λ1, . . . , λn) ∈ Rn. On suppose que λ1 + · · ·+ λn > 0 et qu’il n’existe pas de
partition {I1, I2} de {1, . . . , n} telle que sI1(λ) > 0 et sI2(λ) > 0. Alors |S(λ)| = (n− 1)!.
De´monstration. D’apre`s le lemme 7.11, Sn est union disjointe des sous-ensembles τ
kS(λ), 0 6
k 6 n− 1. La conclusion du lemme en re´sulte.

Lemme 7.14. Soit λ = (λ1, . . . , λn) tel que λ1 + · · ·+λn > 0. On note δ = δ(λ). Soit J ⊂ {1, . . . , n}
tel que sJ(λ)/|J | = δ et |J | = N(λ). On de´finit λ′ = (λ′1, . . . , λ′n) ∈ Rn par :
λ′i =
{
λi si i 6∈ J
λi − δ si i ∈ J .
On note P ′ord(n) l’ensemble des P = (I1, . . . , Ik) ∈ Pord(n) telles qu’il existe r ∈ {1, . . . , k} avec
J = I1 ∪ · · · ∪ Ir, et P ′(n) = oub(P ′ord(n)). Alors :
(i) Pour tout K ⊂ {1, . . . , n} tel que K 6= J , on a sK(λ′) > 0 si et seulement si sK(λ) > 0.
(ii) On a
Pord(λ) = Pord(λ′) unionsq (P ′ord(n) ∩ Pord(λ))
P(λ) = P(λ′) unionsq (P ′(n) ∩ P(λ)).
En particulier, |Pord(λ′)| < |Pord(λ)| et |P(λ′)| < |P(λ)|.
Notons m = N(λ)(= |J |). On e´crit J = {i1, . . . , im} avec i1 < · · · < im et K := {1, . . . , n}−J =
{j1, . . . , jn−m} avec j1 < · · · < jn−m. On a des bijections uJ : J ∼−→ {1, . . . ,m}, ir 7−→ r et
uK : K
∼−→ {1, . . . , n −m}, jr 7−→ r. Soit σ ∈ Sn de´fini par σ(ir) = r pour tout r ∈ {1, . . . ,m} et
σ(jr) = m + r pour tout r ∈ {1, . . . , n −m} (autrement dit, σ = σ(J,K)). On note ε0 = sgn(σ)(=
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ε(J,K)). On de´finit une application ϕord : P ′ord(n) −→ Pord(m) × Pord(n − m) de la manie`re
suivante : si P = (I1, . . . , Ik) ∈ P ′ord(n) et si r ∈ {1, . . . , k} est tel que I1 ∪ · · · ∪ Ir = J , on
pose ϕord(P ) = ((uJ(I1), . . . , uJ(Ir)), (uK(Ir+1), . . . , uK(Ik))). On de´finit de manie`re similaire une
application ϕ : P ′(n) −→ P(m) × P(n − m). Enfin, on de´finit µ = (µ1, . . . , µm) ∈ Rm et ν =
(ν1, . . . , νn−m) ∈ Rn−m par µr = λu−1J (r) = λir et νr = λu−1K (r) = λjr . Alors :
(iii) Pour toute P ∈ P ′ord(n), si ϕord(P ) = (P1, P2) alors ε(P ) = ε0ε(P1)ε(P2) et ε′(P ) =
ε′(P1)ε′(P2).
(iv) L’application ϕord induit une bijection P ′ord(n) ∩ Pord(λ)
∼−→ Pord(µ)×Pord(ν), et l’appli-
cation ϕ induit une bijection P ′(n) ∩ P(λ) ∼−→ P(µ)× P(ν).
De´monstration. Montrons (i). Soit K ⊂ {1, . . . , n}. Alors, par de´finition de λ′, sK(λ′) = sK(λ)−
δ|K ∩ J |. Il est clair que sK(λ) > 0 si sK(λ′) > 0. On suppose que sK(λ) > 0. Si K 6⊂ J , alors
sK(λ) > δ|K| et |K| > |K ∩ J |, donc sK(λ′) > 0. Si K ⊂ J et K 6= J , alors sK(λ) > δ|K| (car
|K| < |J | = N(λ)), donc sK(λ′) > 0.
Montrons (ii). Comme λ′i 6 λi pour tout i ∈ {1, . . . , n} et sJ(λ′) = 0, il est clair que P(λ′) ⊂
P(λ), Pord(λ′) ⊂ Pord(λ), P(λ′) ∩ P ′(n) = ∅ et Pord(λ′) ∩ P ′ord(n) = ∅.
Soit P = (I1, . . . , Ik) ∈ Pord(λ) − P ′ord(n) ; montrons que P ∈ Pord(λ′). Il suffit de montrer que
sI1(λ
′) > 0, car (I1 ∪ · · · ∪ Ir, Ir+1, . . . , Ik) ∈ Pord(λ)− P ′ord(n) pour tout r ∈ {1, . . . , k}. Or I1 6= J
et sI1(λ) > 0, donc ceci re´sulte de (i).
Soit p = {Iα, α ∈ A} ∈ P(λ) − P ′(n) ; montrons que p ∈ P(λ′). Soit α ∈ A. On a Iα 6= J et
sIα(λ) > 0, donc, d’apre`s (i), sIα(λ
′) > 0.
La dernie`re assertion de (ii) re´sulte du fait que (J, {1, . . . , n} − J) ∈ Pord(λ) ∩ P ′ord(n) et
{J, {1, . . . , n} − J} ∈ P(λ) ∩ P ′(n).
Le point (iii) re´sulte facilement des de´finitions. Montrons (iv). Il est clair que ϕord et ϕ sont
injectives, et que ϕ−1ord(Pord(µ) × Pord(ν)) ⊂ Pord(λ) et ϕ−1(P(µ) × P(ν)) = P(λ). Soit P =
(I1, . . . , Ik) ∈ P ′ord(n) ∩ P(λ) ; montrons que ϕord(P ) ∈ Pord(µ) × Pord(ν). Soit r ∈ {1, . . . , k}
tel que J = I1 ∪ · · · ∪ Ir. Il s’agit de montrer que, pour tout s > r + 1, sIr+1∪···∪Is(λ) > 0. Comme
on peut, sans changer le proble`me, remplacer P par (I1 ∪ · · · ∪ Ir, Ir+1 ∪ . . . Is, Is+1, . . . , Ik) (qui est
aussi dans P ′ord(n) ∩ Pord(λ)), on peut supposer que r = 1 (donc J = I1) et s = 2. On a alors
sI2(λ) = sJ∪I2(λ)− sJ(λ) = sJ∪I2(λ)− δ|J | > δ(|J ∪ I2| − |J |) > 0.

Soient λ = (λ1, . . . , λn) ∈ Rn et Q = (I1, . . . , Ir) une partition ordonne´e d’un sous-ensemble
I de {1, . . . , n}. Si k ∈ {1, . . . , r}, on dit que Q est un bloc de centre Ik (pour λ) si, pour tous
i ∈ {1, . . . , k − 1} et j ∈ {k + 1, . . . , r}, on a sI1(λ) + · · · + sIi(λ) > 0 et sIj (λ) + · · · + sIr(λ) 6 0.
On dit que Q est un bloc s’il existe k ∈ {1, . . . , r} tel que Q soit un bloc de centre Ik (noter qu’un
tel k n’est pas force´ment unique) ; la taille du bloc Q est par de´finition |I|, et le support de Q est
I. On dit qu’un bloc Q de support I est positif si sI(λ) > 0, et ne´gatif sinon.
Soit P ∈ Pord(n). On dit que (Q1, . . . , Qk) est une de´composition en blocs de P si :
• pour tout l ∈ {1, . . . , k}, Ql = (I l1, . . . , I lrl) est une partition ordonne´e d’un sous-ensemble de{1, . . . , n}, et Ql est un bloc ;
• P = (I11 , . . . , I1r1 , . . . , Ik1 , . . . , Ikrk).
On e´crira souvent P = Q1 . . . Qk.
Lemme 7.15. (i) Soit Q = (I1, . . . , Ir) un bloc pour λ. Si Q est positif (resp. ne´gatif), alors,
pour tout i ∈ {1, . . . , r}, sI1(λ) + · · ·+ sIi(λ) > 0 (resp. sIi(λ) + · · ·+ sIr(λ) 6 0).
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(ii) Soient P ∈ Pord(n), P = Q1 . . . Qk une de´composition en blocs de P et l ∈ {1, . . . , k −
1}. On suppose que P ∈ Pord(λ) et que Ql est ne´gatif ou Ql+1 est positif. Alors P ′ :=
Q1 . . . Ql−1Ql+1QlQl+2 . . . Qk ∈ Pord(λ). De plus, on a |P ′| = |P | et ε(P ′) = (−1)nlnl+1ε(P ),
ou` nl (resp. nl+1) est la taille de Ql (resp. Ql+1).
Dans la suite du lemme, on suppose que λ1 + · · ·+ λn > 0 et que N(λ) = n. Alors :
(iii) Soient P = (I1, . . . , Ir) ∈ Pord(λ), soit k ∈ {1, . . . , r} et soient i1, . . . , ik ∈ {1, . . . , r} tels
que i1 < · · · < ik. Alors il existe une unique de´composition en blocs P = Q1 . . . Qk telle que
Iil soit un centre de Ql pour tout l ∈ {1, . . . , k}. De plus, Q1 est positif et, si k > 2, Qk est
ne´gatif.
(iv) Soient P = (I1, . . . , Ir) ∈ Pord(λ) et P = Q1 . . . Qk une de´composition en blocs de P . Alors
il existe un unique s ∈ {1, . . . , r} tel que P ′ := (Is, . . . , Ir, I1, . . . , Is−1) ∈ Pord(λ), et P ′ est
de la forme P ′ = Ql . . . QkQ1 . . . Ql−1, pour un l ∈ {1, . . . , k} uniquement de´termine´.
De´monstration.
(i) Soit k ∈ {1, . . . , r} tel que Ik soit un centre de Q. On suppose que Q est positif. D’apre`s la
de´finition d’un bloc de centre Ik, on a sI1(λ) + · · ·+ sIi(λ) > 0 pour tout i ∈ {1, . . . , k − 1}.
D’autre part, pour tout i ∈ {k, . . . , r},
sI1(λ) + · · ·+ sIi(λ) = (sI1(λ) + · · ·+ sIr(λ))− (sIi+1(λ) + · · ·+ sIr(λ))
> sI1(λ) + · · ·+ sIr(λ) > 0.
Le cas ou` Q est ne´gatif se traite de manie`re similaire.
(ii) On e´crit Ql = (I1, . . . , Ir) et Ql+1 = (J1, . . . , Js), et on note S la somme des sI(λ), pour I
parcourant les ensembles de Q1, . . . , Ql−1. Pour tous i ∈ {1, . . . , r} et j ∈ {1, . . . , s}, on note
Bi = sIi(λ) et Cj = sJj (λ). Comme P ∈ Pord(λ), on a S > 0. Il s’agit de montrer que, pour
tous i ∈ {1, . . . , r} et j ∈ {1, . . . , s},
S + C1 + · · ·+ Cj > 0
et
S + C1 + · · ·+ Cs +B1 + · · ·+Bi > 0.
On suppose que Ql+1 est positif. Alors la premie`re ine´galite´ re´sulte imme´diatement du point
(i), et la deuxie`me ine´galite´ re´sulte du fait que C1 + · · ·+Cs > 0 et que S+B1 + · · ·+Bi > 0
pour tout i ∈ {1, . . . , r} (car P ∈ Pord(λ)). On suppose que Ql est ne´gatif. Soit j ∈ {1, . . . , s}.
Alors
S + C1 + · · ·+ Cj = (S +B1 + · · ·+Br + C1 + · · ·+ Cj)− (B1 + · · ·+Br)
> S +B1 + · · ·+Br + C1 + · · ·+ Cj > 0
(la premie`re ine´galite´ vient du fait que Ql est ne´gatif, et la deuxie`me du fait que P ∈ Pord(λ)).
Soit i ∈ {1, . . . , r}. Alors
S + C1 + · · ·+ Cs +B1 + · · ·+Bi
= (S +B1 + · · ·+Br + C1 + · · ·+ Cs)− (Bi+1 + · · ·+Br)
> S +B1 + · · ·+Br + C1 + · · ·+ Cs > 0.
Enfin, la dernie`re phrase de (ii) est e´vidente.
(iii) On note µ = λP ∈ Rr (donc µi = sIi(λ)). On remarque que :
(a) Pour tout i ∈ {1, . . . , i1 − 1} (et meˆme {1, . . . , r}), µ1 + · · ·+ µi > 0.
(b) Pour tout i ∈ {ik + 1, . . . , n} (et meˆme {2, . . . , r}), µi + · · ·+ µr 6 0.
(c) Soit l ∈ {1, . . . , k − 1}. Il existe un unique i ∈ {il + 1, . . . , il+1 − i} tel que, pour tout
j ∈ {i+ 1, . . . , il+1− 1}, on ait µi+1 + · · ·+µj > 0 et, pour tout j ∈ {il + 1, . . . , i}, on ait
µj + · · ·+ µi 6 0.
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En effet, le point (a) re´sulte du fait que P ∈ Pord(λ). Le point (b) re´sulte du fait que
P ∈ Pord(λ) et du fait, d’apre`s l’hypothe`se N(λ) = n et le lemme 7.11, il n’existe pas de
partition (I, J) de {1, . . . , n} telle que sI(λ) > 0 et sJ(λ) > 0. Enfin, le point (c) re´sulte de
la remarque 7.12, applique´e a` (µil , . . . , µil+1−1) ∈ Ril+1−il .
Autrement dit, on peut e´crire de manie`re unique
P = (A11, . . . , A
1
r1 , B1, C
1
1 , . . . , C
1
s1 , . . . , A
k
1, . . . , A
k
rk
, Bk, C
k
1 , . . . , C
k
sk
)
avec :
• pour tout l ∈ {1, . . . , k}, Bl = Iil ;
• pour tout l ∈ {1, . . . , k}, pour tous i ∈ {1, . . . , rl} et j ∈ {1, . . . , sl}, sAl1(λ)+· · ·+sAli(λ) >
0 et sClj
(λ) + · · ·+ sClsl (λ) 6 0.
On pose, pour tout l ∈ {1, . . . , k}, Ql = (Al1, . . . , Alrl , Bl, C l1, . . . , C lsl). Il est clair (d’apre`s les
points (a) et (b) ci-dessus) que Q1 est positif et Qk ne´gatif.
(iv) L’existence et l’unicite´ de s re´sultent du lemme 7.11. Pour tout a ∈ {1, . . . , k}, on note µa la
somme des sI(λ), pour I parcourant les ensembles de Qa. Alors, en appliquant le lemme 7.11 a`
(µ1, . . . , µk), on voit qu’il existe un unique l ∈ {1, . . . , k} tel que (µl, . . . , µk, µ1, . . . , µl−1) > 0.
On note P ′′ = Ql . . . QkQ1 . . . Ql−1. Pour prouver (iv), il suffit de montrer que P ′′ ∈ Pord(λ).
On se rame`ne donc a` montrer l’e´nonce´ suivant (ou` les notations ne sont plus les meˆmes) :
Soient P ∈ Pord(n) et P = Q1 . . . Qk une de´composition en blocs de P . Pour tout a ∈
{1, . . . , k}, on note µa la somme des sI(λ), pour I parcourant les ensembles de Qa. On
suppose que (µ1, . . . , µk) > 0. Alors P ∈ Pord(λ).
Pour tout a ∈ {1, . . . , k}, on e´crit Qa = (Ia1 , . . . , Iara). Soient a ∈ {1, . . . , k} et i ∈ {1, . . . , ra}.
On veut montrer que
µ1 + · · ·+ µa−1 + sIa1 (λ) + · · ·+ sIai (λ) > 0.
Si le bloc Qa est positif, cela re´sulte de (i) (et de la positivite´ de (µ1, . . . , µk)). Supposons
que Qa est ne´gatif. Alors, toujours graˆce a` (i) :
µ1 + · · ·+ µa−1 + sIa1 (λ) + · · ·+ sIai (λ) = µ1 + · · ·+ µa − (sIai+1(λ) + · · ·+ sIara (λ))
> µ1 + · · ·+ µa > 0.

Re´fe´rences
A J. Arthur, The L2-Lefschetz numbers of Hecke operators, Inv. Math. 97 (1989), p 257-290
B A. Borel, Automorphic L-functions, dans Automorphic forms, representations, and L-functions (Proc.
Symposia in Pure Math., volume 33, 1977), tome 2, p 26-61
C V.I. Chernousov, The Hasse principle for groups of type E8, Soviet Math. Dokl. 39 (1989), p 592-596
CD L. Clozel et P. Delorme, Pseudo-coefficients et cohomologie des groupes de Lie re´ductifs re´els, C.R.
Acad. Sc. Paris 300, se´rie I (1985), p 385-287
D J. Dieudonne´, La ge´ome´trie des groupes classiques. Troisie`me e´dition, Ergebnisse der Mathematik und
ihrer Grenzgebiete, Band 5, Springer (1971)
GHM M. Goresky, G. Harder et R. MacPherson, Weighted cohomology, Invent. math. 166 (1994), p 139-213
GKM M. Goresky, R. Kottwitz et R. MacPherson, Discrete series characters and the Lefschetz formula for
Hecke operators, Duke Math. J. 89 (1997), p 477-554 et Duke Math. J. 92 (1998), no. 3, p 665-666
Ha T. Hales, A simple definition of transfer factors for unramified groups, in Representation theory of
groups and algebras, e´dite´ par J. Adams, R. Herb, S. Kudla, J.-S. Li, R. Lipsman et J. Rosenberg,
Contemporary Mathematics 145 (1993), p 109-134
65
Cohomologie d’intersection des varie´te´s modulaires de Siegel, suite
H R. Herb, Characters of averaged discrete series on semisimple real Lie groups, Pac. J. Math. 80 (1979),
p 169-177
K1 R. Kottwitz, Sign changes in harmonic analysis on reductive groups, Trans. A.M.S. 278 (1983), p
289-297
K2 R. Kottwitz, Shimura varieties and twisted orbital integrals, Math. Ann. 269 (1984), p 287-300
K3 R. Kottwitz, Stable trace formula : cuspidal tempered terms, Duke Math. J. 51 (1984), p 611-650
K4 R. Kottwitz, Base change for units of Hecke algebras, Compositio Math. 60 (1986), p 237-250
K5 R. Kottwitz, Stable trace formula : elliptic singular terms, Math. Ann. 275 (1986), p 365-399
K6 R. Kottwitz, Tamagawa numbers, Ann. of Math. 127 (1988), p 629-646
K7 R. Kottwitz, Shimura varieties and λ-adic representations, dans Automorphic forms, Shimura varieties
and L-functions, partie I, Perspectives in Mathematics vol. 10, Academic Press, San Diego, CA (1990),
p 161-209
K8 R. Kottwitz, non publie´
Lan1 R. Langlands, Stable conjugacy : definitions and lemmas, Can. J. Math. 31 (1979), p 700-725
Lan2 R. Langlands, Les de´buts d’une formule des traces stable, Publ. Math. Univ. Paris VII vol. 13, Paris
(1983)
LR R. Langlands et D. Ramakrishnan (e´diteurs), The zeta function of Picard modular surfaces, publications
du CRM (1992), Montre´al
LS1 R. Langlands and D. Shelstad, On the definition of transfer factors, Math. Ann. 278 (1987), p 219-271
LS2 R. Langlands and D. Shelstad, Descent for transfer factors, The Grothendieck Festschrift, Vol. II,
Progr. Math. 87, Birkha¨user (1990), p 485-563
Lau1 G. Laumon, Sur la cohomologie a` supports compacts des varie´te´s de Shimura pour GSp(4)Q, Compo-
sitio Math. 105 (1997), no. 3, p 267-359
Lau2 G. Laumon, Fonctions zeˆta des varie´te´s de Siegel de dimension trois, dans Formes automorphes II. Le
cas du groupe GSp(4), Aste´risque 302 (2005), p 1-66
LN G. Laumon and B.-C. Ngo, Le lemme fondamental pour les groupes unitaires, Annals of Math. 168
(2008), no. 2, p 477-573
M1 S. Morel, Complexes ponde´re´s sur les compactifications de Baily-Borel. Le cas des varie´te´s de Siegel,
Journal of the AMS 21 (2008), no. 1, p 23-61
M2 S. Morel, On the cohomology of certain non-compact Shimura varieties (a` paraˆıtre
dans la se´rie Annals of Mathematics Studies de Princeton University Press),
http://www.math.ias.edu/∼morel/stabilisation.pdf
N B. C. Ngo, Le lemme fondamental pour les alge`bres de Lie (soumis), arXiv:0801.0446
O T. Ono, On Tamagawa numbers, in Algebraic groups and discontinuous subgroups, e´dite´ par A. Borel
et G. Mostow, Proceedings of Symposia in Pure Math. 9 (1966)
P1 R. Pink, Arithmetical compactification of mixed Shimura varieties, the`se, Bonner Mathematische Schrif-
ten 209 (1989)
P2 R. Pink, On `-adic sheaves on Shimura varieties and their higher direct images in the Baily-Borel
compactification, Math. Ann. 292 (1992), 197-240
R J. Rogawski, Automorphic representations of unitary groups in three variables, Annals of Mathematics
Study 123, Princeton University Press (1990)
W1 J.-L.Waldspurger, Le lemme fondamental implique le transfert, Comp. Math. 105 (1997), n◦2, p 153-236
W2 J.-L.Waldspurger, Endoscopie et changement de caracte´ristique, J. Inst. Math. Jussieu 5 (2006), n◦3,
p 423-525
W3 J.-L.Waldspurger, L’endoscopie tordue n’est pas si tordue, Mem. Amer. Math. Soc. 194 (2008), no. 908
Sophie Morel morel@math.harvard.edu
Department of Mathematics, Harvard University, One Oxford Street, Cambridge, MA 02138, USA
66
