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Introduction
Les ondelettes sont considérées comme un domaine très vaste en mathématiques.
Il a beaucoup dapplications réussies, surtout dans le traitement du signal et images nu-
mériques. Il y a deux déférentes méthodes dintroduire la transformée en ondelettes, une
façon qui considère les ondelettes comme fonctions de base pour lespace L2(R), cela veut
dire que chaque fonction dans lespace L2(R) peut être décomposée dune façon unique
en termes de la base des ondelettes, les coe¢ cients de cette décomposition sont classiés
en deux catégories : la partie des basses fréquences qui décrit la moyenne des propriétés
locales de la fonction, et la partie des hautes fréquences représente les di¤érences locales.
Il est bien connu que lapproximation par les ondelettes (i.e tronquer les coe¢ cients de
haute fréquence) peut approximer les fonctions régulières dune manière e¢ cace, à travers
la sélection dune base dondelettes et à travers la concentration dénergie dans les basses
fréquences.
Par exemple, dans di¤érentes études de R. R. Coifman et Y. Meyer, P. G. Lemarié (9,
24), les ondelettes sont adoptées comme une alternative à lanalyse de Fourier, conduisant
au développement de nouveaux types dondelettes qui génèrent une base orthonormale pour
lespace des fonctions intégrables carrées. Dans la littérature, plusieurs bases dondelettes
ont été proposées. R. R. Coifman et Y. Meyer, S. Mallat (9, 26) ont développés un nouveau
concept pour concevoir la fonction déchelle des ondelettes appelée analyse multirésolution
en établissant des liens avec di¤érentes méthodes utilisées dans dautres domaines. Dans
une autre étude, une nouvelle famille de bases dondelettes orthogonales à support compact
de L2(R) a été proposée par I. Daubechies (11), cette base explorée plus tard dans le
traitement du signal numérique à travers des bancs de ltres.
Dans la théorie dapproximation, grâce à leurs caractéristiques de moment de fuite,
les ondelettes ont révélé de bons résultats en reproduisant des polynômes avec des fonctions
déchelle. C. Vonesh, T. Blu et M. Unser (38), proposèrent une généralisation des ondelettes
de Daubechies orthonormées en maintenant les conditions suivantes : (i) support compact,
(ii) orthonormalité et (iii) symétrie. La principale di¤érence avec la construction standard
réside dans le fait que les fonctions déchelle de londelette reproduisent un ensemble de
polynômes exponentiels sous la forme P (t)et; où P (t) est un polynôme et  est un para-
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mètre complexe. Plus de détails sur les polynômes exponentiels peuvent être trouvés dans
les travaux de M. L. Mazure et K. Melkemi (29, 30).
Dans ce contexte, lobjectif de cette thèse est la construction dune large famille
dondelettes non-stationnaires avec des propriétés spéciques, et la sélection de la meilleure
base dondelettes qui sadapte avec di¤érentes applications.
Notre travail est organisé comme suit :
Dans le premier chapitre en va donner les notions et les propriétés des ondelettes
stationnaires, dans laquelles sont introduites à travers lanalyse multirésolution standard
dans L2 (R) : Et par la suite nous présentons les notions du symbole de la fonction donde-
lette, le symbole de la fonction déchelle et le lien entre eux. Une étude sur les B splines
et les bases dondelettes biorthogonales stationnaires sera donnée à la n du ce chapitre.
Le deuxième chapitre traite la notion de lanalyse multirésolution non stationnaire
dans L2 (R) ainsi des concepts sur les ondelettes non stationnaires; ensuite nous exposons
quelques dénitions et quelques propriétés sur B splines exponentielles. Dautre part, nous
présentons une méthode de construire une base dondelette orthogonale non stationnaire
basée sur les B splines exponentielles.
Notre contribution apparaît dans le troisième chapitre, où nous allons construire une
ondelette non stationnaire à travers de lensemble des solutions positives de léquation de
Bézout sur linterval [ 1; 1] ; ensuite on va approximer cette solution par les polynômes de
Bernstein avec la conservation de sa positivité cest dans le but dappliquer la factorisation
spéctrale. Nous terminons ce chapitre par une application à la compréssion dimages.
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I. Analyse Multirésolution et Ondelettes Standards
Dans ce chapitre, nous allons présenter une dénition dune base dondelettes stan-
dards dans le cas orthogonale et le cas biorthogonales dans L2 (R) : Ensuite on va donner
les dénitions du symbole de la fonction déchelle et la fonction dondelette dans les deux
cas et le liens entre eux, on termine ce chapitre par des notions sur les B splines.
1.1 Analyse Multirésolution stationnaire
Ce concept est dû à Stéphane Mallat(26) et Yves Meyer(31).
Dénition 1 Soit Vj ; j 2 Z une suite des sous-espaces de L2 (R) : On dit que fVjgj2Z est
une analyse multirésolution de L2 (R) (AMR) si :
 Vj  Vj+1;
 [j2ZVj = L2 (R) ;
 \j2ZVj = f0g ;





 il existe une fonction ' (t) 2 V0; avec
R
R
' (t) dt 6= 0; ' (t) sappelle la fonction
déchelle telle que lensemble f' (t  k)gk2Z est une base orthonarmale de V0:
Convention 1 : 1) Daprés la dénition 1 on suppose que la fonction déchelle ' (t)
est une fonction réelle avec :
Z
R
' (t) dt =
p
2b' (0) = 1: (1.1)






2) Lespace V0 de Haar engendré par les fonctions ' (t) est dénie par
V0 = span f:::; ' (t+ 1) ; ' (t) ; ' (t  1) ; :::g \ L2 (R)
= span f' (t  k)gk2Z \ L
2 (R)
 V0 est un sous-espace de L2 (R) :
 ' (t  k) sont linéairement indépendante.


























1.2 Les fonctions 'j;k (t)
Dans la suite nous développons les propriétés de lanalyse multirésolution, il est utile
de maintient lanalyse multirésolution de Haar alors que nous apprenons à propos de ces
propriétés. Nous commençons de dénir les fonctions 'j;k (t).
Dénition 2 Supposons que ' (t) est une fonction déchelle de lanalyse multirésolution
fVjgj2Z de L2 (R) ; pour k 2 Z; on dénit les fonctions 'j;k (t) par :







A partir de cette dénition on introduire la proposition suivante
Proposition 3 Pour tout k 2 Z; 'j;k (t) 2 Vj et
'j;k (t) = 1:
Preuve. Soit k 2 Z; comme f (t) = ' (t  k) est une base de V0 il résulte daprés












donc 'j;k (t) 2 Vj : Reste à
démontrer que
'j;k (t) = 1; comme f' (t  k)gk2Z est une base orthonormale pour V0
2
donc on sait que k' (t)k = 1 cest à dire
k' (t)k2 = 1()
Z
R
(' (t))2 dt = 1











242 j2'  2jy   k









'j;k (t) = 1:
Exemple 4 Déterminer le support des fonctions 'j;k (t) dans les cas suivants et tracer la
courbe de la fonction ' 2; 1 (t) :
(a) j = 3; k = 4
(b) j =  2; k = 1
(c) j =  1; k =  2
(d) j = 5; k = 18:
Solution 5  Pour j = 3; k = 4 on a : '3; 7 (t) = 2
p
2' (8t  4) ; on sait que supp (' (t)) =


































[ 4;   2] :
 Pour j = 5; k = 18 on a : '5; 18 (t) = 4
p












Le graphe de la fonction ' 2; 1 (t) sur Fig 1.
3
Fig 1 : La fonction ' 2;1 (t) :
Dans le cas génaral on a la proposition suivante :














Preuve. Comme supp (' (t)) = [0; 1] on a : 0  2jt   k  1 donc k
2j




































Proposition 7 Supposons que f (t) et g (t) sont des fonctions de L2 (R) et k; l; m 2 Z:
alors
hf (t  k) ; g (t  l)i = hf (t) ; g (t  (l   k))i
et
hf (2mt  k) ; g (2mt  l)i = 2 m hf (t) ; g (t  (l   k))i (1.3)
Preuve. On a :
hf (t  k) ; g (t  l)i =
Z
R
f (t  k) g (t  l) dt
4
posons y = t  k =) dt = dy donc :
Z
R
f (t  k) g (t  l) dt =
Z
R




f (y) g (y   (l   k)) dt
= hf (y) ; g (y   (l   k))i
Reste de démontrer (1.3), on a :
hf (2mt  k) ; g (2mt  l)i =
Z
R
f (2mt  k) g (2mt  l) dt
é¤éctuons le changement suivant : y = 2mt  k =) dy = 2mdt trouvons
Z
R
f (y) g (y + k   l) 2 mdy = 2 m
Z
R
f (y) g (y   (l   k)) dy
= 2 m hf (y) ; g (y   (l   k))i :
Dans la proposition suivante on va montrer que lensemble f' (t  k)gk2Z forme une
base orthonormale pour Vj :
Proposition 8 ( Base orthonormale de Vj ) Supposons que fVjgj2Z est une analyse
multirésolution de L2 (R) avec les fonctions déchelle ' (t) : supposons que j 2 Z avec




k2Z est une base orthonormale de Vj :
Preuve. daprés la proposition 3 on a 'j;k (t) 2 Vj et
'j;k (t) = 1: supposons
maintenant que k; l 2 Z avec k 6= l et consédirons le produit scalaire





























on utilise (1.3) dans la proposition 7 on peut écrire (1.4) comme suite






' (u)' (u  (l   k)) du = h' (u) ; ' (u  (l   k))i mais on sait
que l   k 6= 0 et comme ' (u) et ' (u  (l   k)) sont des éléments distincts de la base
orthonormal de V0 alors : h' (u) ; ' (u  (l   k))i = 0 donc


'j;k (t) ; 'j;l (t)

= 0 ce qui




k2Z est orthonormale de Vj : Reste à démontere que S est une





2 V0; comme f' (t  k)gk2Z est une base orthonarmal de V0 alors pour tout k 2 Z il







ak' (t  k) ; remplaçant t par 2jt; divisons et multiplions
chaque terme par 2
j




















'j;k (t) donc f (t) 2
Vj est une combinaison linéaire des éléments de S dou S engendre Vj :Montrons maintenant
que S est linéairement indépandente, soit
X
k2Z
k'j;k (t) = 0 =)
X
k2Z














'j;k (t) ; 'j;m (t)

= 0
pour m = k on obtient : k = 0; donc S est libre.




































1; si k = m
0; sinon,
il réulte alors que


f (t) ; 'j;k (t)

= ck:
1.3 Léquation de dilatation et résultats liés
Dans la proposition suivante on va montrer que la fonction déchelle ' (t) satisfaite
léquation de dilatation.
Proposition 10 Supposons que ' (t) la fonction déchelle de lanalyse multirésolution











' (t) ; '1;k (t)

; (1.7)




hk 2l'j+1;k (t) : (1.8)
Les coe¢ cients hk; k 2 Z sont appelés les ltres déchelle, généralement on note ce ltre
par h = (:::; h 1; h0; h1; :::) :
Preuve. Comme Vj sont emboités, on particulier V0  V1 donc si ' (t) 2 V0 alors
' (t) 2 V1; daprés le corollaire 9 on peut écrire ' (t) comme une combinaison linéaire des
7

























' (t)' (2t  k) dt;

























2j+1t  (k + 2l)

; (1.9)
posons m = k + 2l et multiplions (1.9) par 2
j




















Inversement, nous pouvons montrer dans la proposition suivante que si la fonction
déchelle ' (t) satisfaite (1.6) alors les propriétés de lanalyse multirésolution sont satis-
faites.







2 (R) et ' (t) 2 V0 vé-
















































2j+1t  2k   l

; (1.11)
























2j+1t  (l + 2k)
!
;








































Donc f (t) 2 Vj+1:
Quelques propriétés sur le ltre h sont données dans la proposition suivante.
Proposition 12 Supposons que fVjgj2Z est une analyse multirésolution de L2 (R) avec la





















hk' (2t  k) ;
donc Z
R







hk' (2t  k) dt:
9
On pose dans cette égalité y = 2t k =) dy = 2dt; et on sait que
R
R





































hk' (2t  k) on multiplier les deux cotés par
'0;l (t) on trouve















































'1;k (t) ; '0;l (t)

;
daprés la proposition 10 on a











on distingue deux cas :
10
 Si : l = 0 alors
R
R
' (t)'0;l (t) dt =
R
R
' (t)'0;0 (t) dt = k' (t)k2 = 1 donc la relation
au dessus devienne comme suite X
k2Z
hkhk 2l = 1:
 Si : l 6= 0 alors la relation
R
R








'0;0 (t) ; '0;l (t)

= 0:




1.4 Projéction dans lespace Vj







f (t) ; 'j;k (t)

'j;k (t) : (1.12)
Comme les éspaces Vj sont emboités, nous pouvons passer dans la proposition sui-
vante dun espace dapproximation plus n Vj+1 à un espace plus grossier Vj :
Proposition 14 Supposons que fVjgj2Z est une analyse multirésolution de L2 (R) avec la




ak'j+1;k (t) : (1.13)











'j;l (t) ; (1.14)
où hk; k 2 Z sont les ltres déchelle dénies dans la proposition 10.



























'j+1;k (t) ; 'j;l (t)

'j;l (t) ;
dautre part daprés (1.8) on a

















'j+1;k (t) ; 'j+1;m (t)

; (1.15)
mais 'j+1;k (t) et 'j+1;m (t) font partie dune base orthonarmale pour Vj+1 donc






0; k 6= m
1; k = m;
alors il ya un seul terme non nul dans le cas où k = m doù la relation (1.15) devienne
comme suite 

'j+1;k (t) ; 'j;l (t)

= hk 2l:1 = hk 2l:
1.5 La fonction ondelette
Dans la suit on va donner quelques dénitions et quelques propriétés sur les les
fonctions ondelettes et les espaces dondelettes générales.
Dénition 15 Supposons que fVjgj2Z est une analyse multirésolution pour L2 (R) avec






gk' (2t  k) ; (1.16)
12
et la fonction  j;k (t) 2 Vj+1 par







pour j; k 2 Z les ltres dondelette sont donnés par g = f:::; g 1; g0; g1; :::g où
gk = ( 1)k h1 k; k 2 Z: (1.18)
La relation (1.18) sera démontrée dans la proposition 51.
Exemple 16 (La fonction ondelette de Haar)
Considérons la multirésolution de Haar (Fig 2).
' (t) =
8>>><>>>:
1; 0  t < 1
0; si non.
Fig 2 : La fonction ' (t) :
13




et hk = 0; ailleurs. Daprés (1.16)











































 t < 1
0; ailleurs.
(1.20)
Fig 3 : La fonction  (t) :
On particulier on a la dénition suivante.
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Dénition 17 Soit  (t) la fonction ondelette de Haar dénie dans (1.20), alors pour tout







Exemple 18 Déterminer le support des fonctions  j;k (t) dans les cas suivants et tarcer
la courbe de la fonction   2;4 (t) :
(a) j = 1; k =  2
(b) j =  2; k = 4
(c) j = 4; k =  5
Solution 19  Pour j = 1; k =  2 on a :  1; 2 (t) =
p
2 (2t+ 2) et comme le support



















= [16; 20] :











Pour tracer le graphe de la fonctions   2;4 (t) (Fig4) on a :




; si 16  t < 18
 1
2
; si 18  t < 20
0; ailleurs.
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Fig 4 : La fonction   2;4 (t) :
Dans le cas général on a :




2 ; si 0  2jt  k < 12
 2
j
2 ; si 0  2jt  k < 1
0; ailleurs.
Proposition 20 (Support de  j;k (t) ) Soit  j;k (t) la fonction ondelette dénie dans









Preuve. Comme le support de  (t) cest [0; 1] il est facile de vérier que le support




































où,  (t) est la fonction dénie dans (1.20).
Exemple 22 Tracer les courbes des fonctions suivantes :
(a) f1 (t) = 2  2;  1 (t)  6  2; 1 (t) + 4  2;  2 (t) 2W 2:
(b) f2 (t) =
k= 1P
k= 4
( 1)k k2 (8t  k) 2W3:
On peut simplier les fonction f1 comme suit






















1; si   4  t <  2
 1; si   2  t < 0
 3; si 4  t < 6
3; si 6  t < 8
2; si 8  t < 10
 2; si 10  t < 12
0; ailleurs.
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Fig 5 : La fonction f1 (t) :
De même manière on trouve :
f2 (t) = 16 (8t+ 4)  9 (8t+ 3) + 4 (8t+ 2)   (8t+ 1) :
Fig 6 : La fonction f2 (t) :





k2Z est une base orthonormée de Wj :
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Proposition 24 (33)(Orthogonalité de 'j;k et  l;m) Pour tout j; k; l; m 2 Z avec l  j;
on a : 

'j;k (t) ;  l;m (t)

= 0:
Proposition 25 (Orthogonalité de Vj et Wl) Supposons que j; l 2 Z avec l  j: Alors Vj
?Wl:













ck'j;k (t) et g (t) =
X
m2Z
dm l;m (t) ;
le produit entre f (t) et g (t) donne
hf (t) ; g (t)i =
Z
R


















'j;k (t) l;m (t) dt = 0:
Donc Vj ?Wl:








1; si j = l et k = m
0; ailleurs.
Proposition 27 Soient j; l 2 Z aves j 6= l; alors Wj?Wl:
Preuve. Similaire à la preuve de la proposition 25.
Dans la proposition suivante on va voir comment sécrit 'j;0 (t) et 'j;k (t) en Vj+1:




















'j+1;1 (t) : (1.22)
Proposition 29 (33) (Equation de dilatation de  j;0 (t) et  j;k (t)) Pour tout entiers j et
k on a :








'j+1;2k+1 (t) ; (1.23)
en particulier








'j+1;1 (t) : (1.24)
Proposition 30 (33) (Projéction des fonctions dans Vj+1 en Vj) Soit fj+1 2 Vj+1 telle
que fj+1 (t) =
P
m2Z

















(a2k + a2k+1) = h:a
k= ak = [a2k; a2k+1]










Proposition 31 (33) (La fonction résuduelle gj (t) dans Wj) Soit fj+1 (t) 2 Vj+1 telle
que fj+1 (t) =
P
m2Z
am'j+1;m (t) ; supposons que fj (t) la projéction de fj+1 (t) en Vj ; si
gj (t) = fj+1 (t)   fj (t) la fonction résuduelle en Vj+1; alors gj (t) =
P
k2Z















Comme les fonctions déchelle 'j;k; la proposition suivante prouver que les fonctions
dondelettes  j;k satisfont également léquation de dilatation.






; j; k 2 Z:
Pour tout entier l 2 Z; on a :






( 1)k h1+2l k'j+1;k (t) : (1.25)
Preuve. Cest la même idée dans la preuve de la proposition 10.
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1.6 Le complément orthogonal Wj à Vj dans Vj+1
Le résultat suivant, dû à Stéphane Mallat (27) et Yves Meyer (31), identie le com-
plément orthogonal Wj à Vj dans Vj+1 et établit une base orthonormale pour Wj :
Théorème 33 Soient fVjgj2Z une analyse multirésolution pour L2 (R) avec la fonction





hk' (2t  k) ; on suppose que le ltre h = f:::; h 1; h0; h1; :::g






alors Wj est le complément orthonormale de Vj dans Vj+1 cest à dire





k2Z forme une base de Wj :
Preuve. La preuve de ce théorème est assez technique, S. G. Mallat (27) et Y. Meyer
(31) utilisent la transformée de Fourier. Une très belle preuve de ce théorème nutilise pas
la transformée de Fourier apparaît dans le livre de Boggess (4). Ici, les auteurs établissent
le résultat pour j = 0; puis utilisent la condition déchelle de la dénition 1 pour compléter
la preuve dun arbitraire j. Comme noté dans les travaux de I. Boggess (4), prouver le
résultat pour j = 0, il faut dabord montrer que


 0;m (t) ;  0;n (t)

= h (t m) ;  (t  n)i = m;n; (1.28)
on suite on démontre que V0 ?W0 cest à dire : les deux fonctions '0;m (t) = ' (t m) et
 0;n (t) =  (t  n) satisfaisent
h' (t m) ;  (t  n)i = 0; (1.29)
rappelons que W0  V1 donc daprés la relation (1.17) les fonctions  0;l (t) =  (t  l) ;
l 2 Z sont des éléments de V1 dautre part et de (1.27) on sait que W0 est contenue dans le
complément orthonormal de V0 dans V1; reste à démontrer que le complément de V0 dans
V1 est contenue dans W0 et on obtient que V1 = V0 W0:
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Supposons que m; M 2 Z avec m < M et fVjgj2Z est une analyse multirésolution
pour L2 (R) : On utilise le théorème 33 on peut écrire VM = VM 1 WM 1; on applique
le théorème 33 récursivement sur les éspaces VM 1; :::; Vm on obtient :
VM = VM 1 WM 1
= VM 2 WM 2 WM 1
= VM 3 WM 3 WM 2 WM 1
= Vm Wm Wm+1  :::WM 1: (1.30)
Maintenant, les espaces Vj sont imbriqués de sorte que VM contient Vj pour tout j < M .
Ainsi commeM  !1, la propriété de la densité de la dénition 1 indique que VM devient
une meilleure approximation de L2 (R). Dun autre côté, la propriété de séparation de la
dénition 1 et la nature imbriquée des espaces Vj indique que comme m  !1 les espaces
Vm ressemblent à lespace constitué uniquement de la fonction f(t) = 0. Cet argument
heuristique conduit au théorème important suivant dans la theorie des ondelettes.
Ce théorème concerne lorthogonale innie et somme des éspaces dondelettes.
Théorème 34 (39) Soit fVjgj2Z une analyse multirésolution pour L2 (R) et soit fWjgj2Z
léspace des ondelettes dénit dans (1.26) alors
L2 (R) = :::W 2 W 1 W1 W2:::
et lensemble fWj;k (t)gj;k2Z est une base orthonormale de L
2 (R) :
Daprés ce théorème en déduire que toute fonction f (t) 2 L2 (R) sécrire sous la
forme f (t) =
P
j2Z
wj (t) où wj (t) 2Wj et wj (t) ? wl (t) si j 6= l; de plus :
L2 (R) = VJ WJ WJ 1 WJ 2  :::
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= a0'3;0 (t) + a1'3;1 (t) + a2'3;2 (t) + a3'3;3 (t) + a4'3;4 (t)
+a5'3;5 (t) + a6'3;6 (t) + a7'3;7 (t)
= 3'3;0 (t) + '3;1 (t)  2'3;2 (t) + 4'3;3 (t) + 5'3;4 (t) + '3;5 (t)  2'3;6 (t)  4'3;7 (t)
= 6
p
2' (8t) + 2
p
2' (8t  1)  4
p
2' (8t  2) + 8
p





2' (8t  5)  4
p
2' (8t  6)  8
p
2' (8t  7) :
On obtient le graphe de f3 (t) dans la (Fig 7)
Fig 7 : la fonction f3 (t) :
Maintenant on va déterminer les fonctions f0 (t) de V0 et g0 (t) ; g1 (t) ; g2 (t) de W0;
W1; W2 telle que
f3 (t) = f0 (t) + g0 (t) + g1 (t) + g2 (t) ;
on sait que V3 = V2W2 donc f3 (t) = f2 (t)+ g2 (t) où f2 (t) 2 V2 et g2 (t) 2W2; de
plus f2 (t) et g2 (t) sont les projéction de f3 (t) dans V2 et W2 on utilise alors les résultats






bk'2;k (t) et g2 (t) =
X
k2Z










(a2k   a2k+1) ;





2; b2 = 3
p





2; c1 =  3
p






f2 (t) = 4
p
2' (4t) + 2
p
2' (4t  1) + 6
p
2' (4t  2)  6
p
2' (4t  3) ;




2 (4t  1) + 4
p
2 (4t  2) + 2
p
2' (4t  3) :
Les graphes des fonctions f2 (t) et g2 (t) sont obbtient sur (Fig 8) et (Fig 9)
Fig 8 : La fonction f2 (t) :
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Fig 9 : La fonction g2 (t) :




bk'1;k (t) et g1 (t) =
X
k2Z
ck 1;k (t) ;
Fig 10 : la fonction f1 (t) :
Fog 11 : la fonction g1 (t) :
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de même manière précédente on trouve
f1 (t) = 3
p
2' (2t) et g1 (t) =
p
2 (2t) + 6
p
2 (2t  1) :
Finallement reste à déterminer les fonctions f0 (t) et g0 (t), on a :
f0 (t) = b0'0;0 (t) et g0 (t) = c0 0;0 (t) ;

















On obtient les graphes des fonctions f0 (t) et g0 (t) dans les (Fig12)-(Fig13).
Fig 12 : La fonction f0 (t) :
Fig 13 : La fonction g0 (t) :
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Donc on utilise la relation (1.19) et aprés un calcul simple on peut vérier que :
f3 (t) = f0 (t) + g0 (t) + g1 (t) + g2 (t) :
1.7 Projection de Vj+1 sur Wj
Pour décomposer une fonction fj+1 (t) 2 Vj+1 on utilise le fait que Vj+1 = Vj Wj
et on écrire fj+1 (t) = fj (t)+wj (t) ; wj (t) sont orthogonaux, fj (t) 2 Vj est la projection
orthogonale de fj+1 (t) dans Vj et wj (t) 2 Wj la projection orthogonale de fj+1 sur Wj :
Nous avons déjà la formule de fj (t) (1.14). Maintenant, nous cherchons une formule pour
wj (t) ; pour cela on a la proposition suivante :
Proposition 36 Supposons que fVjgj2Z est une analyse multirésolution de L2 (R) avec
la fonction déchelle associée ' (t) : Supposons que fj+1 (t) 2 Vj+1 telle que fj+1 (t) =P
k2Z
ak'j+1;k (t) où ak =


fj+1 (t) ; 'j+1;k (t)





















 j;l (t) : (1.31)
Preuve. La preuve est presque identique à celle de Proposition 14.
1.8 Reconstruction
Il est simple de récupérer fj+1 (t) 2 Vj+1 avec la projéction de fj+1 sur Vj et Wj :



























 j;l (t) ; (1.34)




















ak ( 1)k h1+2l k =


wj (t) ;  j;l (t)

;
pour la reconstruction, on suppose que bl; cl sont connus et on utilise ces valeurs
pour récupérer ak; k; l 2 Z:





bl'j;l (t) + cl j;l (t)

;






























de la proposition 14 on a


'j;l (t) ; 'j+1;k (t)









blhk 2l + cl ( 1)k h1+2l k

: (1.36)
1.9 Vue du domaine de transformation
Certains problèmes sont plus faciles à résoudre dans le domaine de la transformation.
Souvent, nous pouvons convertir des problèmes di¢ ciles aux problèmes plus faciles dune
nature algébrique. Le travail dans le domaine de transformation donne un aperçu de lana-
lyse de fréquence pour certaines applications. Nous avons dabord transformer léquation
de dilatation (1.6) et on dénit un symbole connexe H (!) pour la fonction déchelle ' (t)
ce qui aidera dans nos études. Après dérivant quelques propriétés de b' (!) et H (!), nous
développons une paire de résultats pour léchelle danalyse multirésolution et propriétés
dorthonormalité dans le domaine de la transformation. Nous considérons également les ra-
mications pour la transformation de Fourier b (t) de la fonction dondelette. Ces résultats
abstraits sont examinés pour lanalyse multirésolution de Haar dans toute la section.
1.9.1 Le symbole de ' (t). Dans le théorème suivant on va présenter léquation de
dilatation (1.6) dans le domaine de la transformée.





hk' (2t  k) si et seulement si sa transformée de Fourier b' (!) satisfait léquation










Preuve. Posons f (t) = ' (2t  k) donc :









' (2t  k) e i!tdt:
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On pose 2t  k = u on trouve :













































hk' (2t  k) si et seulement si





















donc nous avons prouvé que ' (t) satisfait léquation de dilatation de domaine temps si et
seulement si b' (!) vérie (1.37).
Notons que la version du domaine de transformation de léquation de dilatation (1.37)
implique que b' (!) est égal à lui-même (dilaté) fois un polynôme trigonométrique :














La fonction H (!) a un rôle important dans la théorie des ondelettes, et pour cela on
a la dénition suivante :
Dénition 38 Soit ' (t) une fonction déchelle, la fonction H (!) est appellée le symbole
de ' (t) :










 Nous utilisons fréquemment les notations H(z) et H (!) de façon interchangeable,
car chacun est un moyen utile de regarder le symbole H en fonction du contexte. Le
contexte devrait préciser si nous utilisons ! ou z = e i! notation.
 Il se trouve que des nombreuses propriétés intéressantes de ' sont codées dans
H (!). Par exemple, le degré de polynôme H(z) est ni alors le support de ' (t) est aussi
ni comme on va voir dans le théorème suivant.
Théorème 39 Supposons que la fonction ' (t) a un support compact et engendre une
analyse multirésolution. Alors le support de ' (t) est [0; N ] pour certains entiers N  1;







Preuve. Rappelons dabord que la forme deH(z)montre que léquation de dilatation






hk' (2t  k) :





k; et soit [A; B] le support compact de ' (t) : Supposons
pour la contradiction que B > N; et consédirons ' (y) pour
N +B
2
< y < B: Pour k  N
on a 2y k > 2 (N +B)
2







hk' (2y   k) = 0; (1.41)
pour tout N+B2 < y < B; cela implique que le bon point nal du compact le soutien de
' est au plus N+B2 ; Cela contredit notre hypothèse supp (') = [A; B] avec B > N donc
B  N: de même manière on démontre que B  N et A = 0 doù [A; B] = [0; N ] :
(=)?) Maintenant on suppose que supp (') = [0; N ] ; on sait que le support de































à dire 0 = L2 et N =
M+N









Exemple 40 (Support de Haar)























donc h0 = h1 =
1p
2

















daprés le théorème 40 on déduire que le support de la fonction déchelle de Haar cest
[0; 1] :
Dans la proposition suivante on va donner les propriétés de la fonction b' et le symbole
H (!) :
Proposition 41 Supposons que ' (t) est une fonction déchelle génére une analyse mul-
tirésolution fVjg de L2 (R) ; alors les propriétés suivantes sont vrais :
(a) kb'k = 1
(b) b' (0) = 1p
2
(c) H (0) = 1
(d) H (!) est périodique et de période 2 cest à dire H (! + 2n) = H (!) pour tout
! 2 R et pour tout n 2 N:
Preuve. (a) On a kb'k = k'k dautre part, de la proposition 3 on a k'k = 1 donc
kb'k = 1:
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(b) Daprés la dénition de la transformée de Fourier on a :













car de la convention 1 on a :
R
R
' (t) dt = 1.
Pour démonter (c) On pose ! = 0 dans (1.38) on trouve b' (0) = H (0) b' (0) cest à
dire H (0) = 1:



































= H (!) :
1.9.2 La fonction de stabilité.
Dénition 42 On dit que A (!) est une fonction de stabilité si elle vériée linégalité de
stabilité suivante 0 < A  A (!)  B <1; où A et B sont des nombres réels strictement
positifs.
Nous dérivons maintenant une condition remarquable qui nous permet de réa¢ rmer





jb' (! + 2l)j2 ; (1.43)
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nous pouvons montrer que A (!) est une fonction périodique de période 2: Cette
fonction apparaît fréquemment dans le développement de la théorie des ondelettes.
Dans lexemple suivant on va étudier la fonction A (!) dans le cas où ' (t) = u (t)
fonction déchelle de Haar.
















































Pour voir le comportement des sommes partielles
MP
l= M
jb' (! + 2l)j2 on va représen-
ter quelques cas, par exemple pour M = 2; 3; 4: (Fig14).
Cette gure montre que les sommes partielles convergent à une constante, cest-à-
dire ; A (!)  0:16 pour tout ! 2 R: Nous verrons dans le théorème suivant que cela est
vrai pour toute fonction déchelle et que le valeur constante exacte c  0:16:
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Fig 14 : M = 2 ne, M = 3 discontinue, M = 4
gras.
Théorème 44 Supposons que ' (t) 2 L2 (R) ; alors lensemble f' (t  k)gk2Z est ortho-




jb' (! + 2l)j2 = 1
2
; (1.44)
pour tout ! 2 R:
Preuve. Supposons que f' (t  k)gk2Z est orthonormal et démontrons que A (!) =
1
2 : Rappelons que
R
R













jb' (!)j2 ei!kd!: (1.45)
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Maintenant nous divisons R en une union dintervalles de longueur 2 cest à dire
R = ::: [ [ 4;   2] [ [ 2; 0] [ [0; 2] [ [2; 4] [ :::










jb' (!)j2 ei!kd!; (1.46)
on pose u = !   2l dans chaque intégral on obtient
2(l+1)Z
2l
jb' (!)j2 ei!kd! = 2Z
0




jb' (u+ 2l)j2 eiukdu;
donc Z
R




jb' (t+ 2l)j2 eitkdt:






jb' (t+ 2l)j2 eitkdt = 0;k; (1.47)





jb' (t+ 2l)j2 dt = 1: (1.48)
Ceci est cohérent avec ce que nous souhaitons prouver, mais notre argument ne montre pas
encore que A (!) est une fonction constante. Pour compléter largument nous notons que
(1.47) implique que A(t) peut être vu comme une fonction 2 périodique orthogonale à
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tous fonctions exponentielles complexes eitk pour tous les entiers k 6= 0, nous pouvons donc
voir que A(t) = c pour tout t 2 R: Pour dénir c on reporte A(t) =
P
l2Z
jb' (t+ 2l)j2 = c
dans (1.48) on trouve
2Z
0
cdt = 1 =) c = 1
2
:
Daprès la proposition 41 (b), nous savons que b' (0) = 1p
2
; dans le corollaire suivant
on va déterminer les valeurs de b' (2l) pour tout entier l 6= 0:
Corollaire 45 Soit ' (t) une fonction déchelle engendre une analyse multirésolution fVjg
de L2 (R) ; alors b' (2l) = 0 pour tout l 6= 0:
Preuve. daprés le théorème 44 on a :
X
l2Z
jb' (! + 2l)j2 = 1
2
;
on peut écrire cette relation sous la forme
jb' (!)j2 +X
l 6=0
jb' (! + 2l)j2 = 1
2
:
Pour ! = 0; on trouve
jb' (0)j2 +X
l 6=0
jb' (2l)j2 = 1
2
;













jb' (2l)j2 = 0
=) jb' (2l)j = 0 pour tout l 6= 0;
cest à dire : b' (2l) = 0 pour tout l 6= 0:
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Une autre conséquence du théorème 44 est que nous pouvons écrire nimporte quelle
constante comme une somme de ' (t  k) termes, pour toute fonction déchelle ' (t) : Ceci
est une propriété dapproximation utile pour les fonctions déchelle.
Proposition 46 Supposons que ' (t) une fonction déchelle engendre une analyse multi-
résolution fVjg de L2 (R) ; alors
P
k2Z





' (t  k) ;
on a pour tout t 2 R;
F (t+ 1) =
X
k2Z












; k0 = k   1
= F (t) ;
donc F est une fonction périodique de période 1;on pourra la représentée comme une série

































































= ( 1)m F (u) ;




















' (u  k) e 2imudu;










maintenant on utilise la transformé de Fourier de la fonction ' on trouve































=) F (t) = 1:
Finalement : X
k2Z
' (t  k) = 1:
1.9.3 Lorthogonalité et le symbole ' (t). Selon le théorème 44, la propriété clé de
' (t) pour ce résultat était lorthogonalité des fonctions f' (t  k)gk2Z. Nous navions pas
besoin le faite que ' (t) satisfait léquation de dilatation (1.6). Si nous voulons une condition
impliquant le symbole H (!) caractérise lorthogonalité de ' (t) et ' (t  k) ; et le fait que
' (t) satisfait une équation de dilatation, alors nous avons sûrement besoin dutiliser la
version de fréquence-domaine de léquation de dilatation (1.38) avec le théorème que nous
venons de démontrer. Voici la condition souhaitée, ce qui sera très utile pour la construction
dautres fonctions déchelle orthogonales et ondelettes.
Théorème 47 Supposons que ' (t) une fonction déchelle engendre une analyse multiré-
solution fVjg de L2 (R) ; alors H (!) le symbole de ' (t) vérié
jH (!)j2 + jH (! + )j2 = 1: (1.49)
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pour tout ! 2 R:
Preuve. On utilise les relation (1.38) et la dénition 42 de A(!) et en remplace
chaque b' (! + 2l) par H  !+2l2  b'  !+2l2  on obtient :
X
l2Z
H ! + 2l2
2 b'! + 2l2
2 = 12 ;
pour tout ! 2 R: Maintenant on sépare cette somme a une somme des indices pairs et une













+  (2j + 1)
2 b'!
2









































b'! + 22 + 2j
2 = 12 ;















remplaçant !2 par ! et multipliant par 2 on trouve :
jH (!)j2 + jH (! + )j2 = 1:
 Le symbole H (!) = 1 + e
 i!
2
de la fonction déchelle de Haar ' (t) = u (t) vérie
(1.49).
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 Nous avons vu que la fonction déchelle de Haar avait un symbole H (z) = 1 + z
2
 Il savère que chaque fonction déchelle aura 1 + z comme facteur de son symbole H(z)
comme on le voit dans le corollaire ci-dessous.
Corollaire 48 Supposons que ' (t) une fonction déchelle engendre une analyse multiré-
solution fVjgj2Z de L2 (R) ; pour z = e i! le symbole H (z) de ' (t) satisfait
jH (z)j2 + jH ( z)j2 = 1; (1.51)
et H(z) a le facteur 1 + z:
Preuve. On a :
jH (!)j2 + jH (! + )j2 = 1;


















































= H ( z) ; z = e i!;
on reporte H (!) et H (! + ) dans la relation jH (!)j2 + jH (! + )j2 = 1 on trouve que
jH (z)j2 + jH ( z)j2 = 1:
42
Reste a démontrer que  1 est un racine de H (z) : On a
















donc  1 est un racine de H (z) doù H(z) a le facteur 1 + z:
 Par exemple : on considère le symbole de Haar H (z) = 1 + z
2
; z = e i!: Il est facile
de vérier que jH (z)j2 + jH ( z)j2 = 1; et de plus il est clair que H(z) a le facteur 1 + z:
 Le théorème 47 donne une condition nécessaire pour les fonctions déchelle, on peut
trouver aussi une condition su¢ sante. La su¢ sance est souhaitable, car cela signierait que
trouver des fonctions déchelle nouvelles et intéressantes peut être fait en construisant des
symboles H (!) satisfaisant (1.49), Il savère que prouver linverse du théorème 47 est assez
di¢ cile et nécessite une autre condition sur H (!) ; pour cela on a le théorème suivant.
Théorème 49 (13) Soit H (!) un symbole de degré ni satisfait (1.49), H (0) = 1 et





S (z) ; où S (z) satisfait :
max
jzj=1
jS (z)j  2N 1; (1.52)
alors, il existe une fonction déchelle ' (t) génnère une analyse multirésolution fVjgj2Z de
L2 (R) qui a H (!) comme symbole.
1.9.4 Le symbole G (!) de la fonction ondelette. Selon la dénition 38, nous dé-
nissons le symbole de la fonction dondelette  (t) comme suit.
Dénition 50 Soit  (t) une fonction dendelette satisfaite la condition de dilatation, on





















Dans la proposition suivante on donne quelques propriétés du symbole G (!) :
Proposition 51 Supposons que ' (t) une fonction déchelle engendre une analyse multi-
résolution fVjgj2Z de L2 (R) ; et soit  (t) la fonction dondelette dénie dans (1.16), alors
les propriétés suivantes sont vraies
(a) b (t) = G  !2  b'  !2  pour tout ! 2 R
(b) G (!) =  e i!H (! + )
(c) G (0) = 0
(d) Pour z = e i!; le polynôme G(z) doit avoir le facteur 1  z:





gk' (2t  k), on e¤ectue la transformée de Fourier
aux deux cotés on trouve :



























































on pose k = 1  l on obtient :


































=) G (!) =  e i!H (! + ):
(c) On pose ! = 0 dans de la partie (b) on trouve G (0) = H () ; nous avons
H () = 0 donc G (0) = 0.
(d) On sait que G(0) = 0 de la partie (c); mais ! = 0 implique que z = 1; donc en
termes de z nous avons G(1) = 0; ce qui signie que (1  z) doit être un facteur de G (z) :
Dans la proposition 51 (c), nous avons appris que G(0) = 0; Cette identité a des
conséquences non seulement sur le ltre dondelettes g; mais aussi sur le ltre déchelle h:
Proposition 52 Soit ' (t) une fonction déchelle engendre une analyse multirésolution
fVjgj2Z de L2 (R) ; et soit  (t) la fonction dondelette dénie dans (1.16), pour le ltre







































































































































































on observe que, les termes impairs de la série ci-dessus sont nuls et les termes à indice














Nous avons vu du théorème 47 que le symbole H (!) satisfait la relation
jH (!)j2 + jH (! + )j2 = 1: (1.56)
Lidentité est vraie car les fonctions f (t  k)gk2Z sont orthonormales et  (t) satisfait
léquation de dilatation (1.2), comme  (t) satisfait également une équation de dilatation
et lensemble f (t  k)gk2Z est orthonormé, il est naturel de voir si le symbole G (!)
satisfait également une relation comme (1.56), pour cela on a dabord lexemple suivant :
Exemple 53 Trouver G (!) ; pour lanalyse multirésolution de Haar, et vérier que :
jG (!)j2 + jG (! + )j2 = 1:
Solution 54 Cherchons G (!) ; de la proposition 51 on a :
















































2 + e i! + ei!

= 1:
Nous savons également que ' (t) et  (t) sont orthogonales, donc une équation reliant les
polynômes H (!) et G(!) vaut la peine dêtre recherchée, nous utilisons (1.42) et après
47
quelques calculs, nous trouvons que


















Il savère que les équations que nous avons étudiées dans lexemple 53 sont valables
en général pour toute analyse multirésolution, comme indiqué dans le théorème suivant.
Théorème 55 Supposons que ' (t) est une fonction déchelle générer une analyse multi-
résolution fVjgj2Z de L2 (R) et la fonction dondelette  (t) déni par (1.16), alors :
jG (!)j2 + jG (! + )j2 = 1; (1.58)
H (!)G (!) +H (! + )G (! + ) = 0: (1.59)
Pour tout ! 2 R:
Preuve. Prouvons que :
jG (!)j2 + jG (! + )j2 = 1;
de la partie (b) de la proposition 51 on a :
G (!) =  ei!H (! + );
donc
jG (!)j2 + jG (! + )j2 =
 ei!H (! + )2 +  ei(!+)H (! + 2)2
=
 ei! H (! + )2 +  ei(!+) H (!)2
=
H (! + )2 + H (!)2
= jH (! + )j2 + jH (!)j2 = 1: (Théorème 47)
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Reste à démontrer (1.49), on a :
H (!)G (!) +H (! + )G (! + ) =  H (!) ei!H (! + ) H (! + ) ei(!+)H (! + 2)
=  ei!H (!)H (! + ) + ei!H (! + )H (! + 2) ;
mais H (! + 2) = H (!) car H (!) est périodique de période 2; donc
 ei!H (!)H (! + ) + ei!H (! + )H (! + 2) = 0;
doù, H (!)G (!) +H (! + )G (! + ) = 0:
Une propriété importante sur les fonctions ondelettes apparaître dans la proposition
suivante.
Proposition 56 Soit  (t) une fonction dondelette, alors
b (0) = Z
R
 (t) dt = 0: (1.60)






G(0) = 0; donc :









 (t) dt = 0:
La proposition 56 indique que le graphe de  (t) doit varier également au-dessus et
au-dessous laxe t, grosso modo, le graphique de londelette  (t) aura un aspect ondulé.




Nous présontons dans cette section une introduction aux B-splines. Ces fonctions
sont polynômes par morceaux qui jouent un rôle important dans le domaine de la théorie
dapproximation.
Dénition 57 (B spline) La B spline dordre 1 est la fonction 0 (t) dénie comme suit
0 (t) = u (t) ; cest-à-dire :
0 (t) =
8>>><>>>:
1; si 0  t < 1
0; ailleurs.






Où  le produit de convolution entre deux fonctions réelles ou complexes f et g noté
f  g et déni par :
(f  g) (x) =
Z +1
 1
f (x  t) g (t) dt =
Z +1
 1
f (t) g (x  t) dt:
Exemple 58 1) La B spline dordre 2 est la fonction
1 (t) = (0  u) (t) = (u  u) (t) ;
aprés un calcul simple on trouve que :
1 (t) =
8>>>>>>>>><>>>>>>>>>:
t; si 0  t < 1
2  t; si 1  t < 2
0; ailleurs,
= ^ (t) la fonction triangle.
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Fig 15 : La B spline 1 (t) :





; si 0  t < 1
 2t2 + 6t  3
2
; si 1  t < 2
t2   6t+ 9
2
; si 2  t < 3
0; ailleurs.
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Fig 16 : La B spline 2 (t) :
1.10.1 Les propriétés des B splines. Les B splines satisfont plusieurs propriétés
et nous les énonçons dans la suit. La première propriété note que n (t) est une fonction
polynomiale par morceaux de degré n:
Proposition 59 La B spline n (t) est une fonction polynomiale par morçeaux de degré
n:
Preuve. La démonstartion sera fait par récurrence, pour n = 0 on a : 0 (t) = u (t)
est une fonction polynomiale par morçeaux.
Supposons que n (t) est polynomiale par morçeaux de degré n et démontrons que




n (u) du; (1.62)
donc pour obtenir n+1 (t) ; nous intégrons un polynôme par morçeaux de degré n:
La primitive résultante est un polynôme par morçeaux de degré n+ 1:
Proposition 60 (Support de B spline) Pour tout n = 0; 1; 2; 3; :::on a n (t)  0 et
supp (n) = [0; n+ 1] : De plus n (t) > 0 pour tout t 2 ]0; n+ 1[ :
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Preuve. Par récurrence, pour n = 0; 0 (t) = u (t) cette fonction est positive et
supp (0) = [0; 1] : Notons aussi que 0 (t) = 1 > 0 pour 0 < t < 1:
Supposons que n (t)  0; n (t) > 0 pour 0 < t < n+ 1 et supp (n) = [0; n+ 1] et
démontons que n+1 (t)  0; n+1 (t) > 0 pour 0 < t < n + 2 et supp (n) = [0; n+ 2] :
Comme n (t)  0 et daprés (1.62) il résulte que n+1 (t)  0 dautre part on a :
n+1 (t) = (n  u) (t) =
Z 1
0




n (t  u) du: (1.63)
Donc n (t  u)  0 pour 0  t  u  n+ 1 cest-à-dire u  t  u+ n+ 1 pour tout
0  u  1: Lintervalle où lintégrante (1.63) sera positive cest 0  t  n + 2; hors cette
intervalle n+1 (t) = 0; donc supp (n) = [0; n+ 2] et de plus n+1 (t) strictement positive
sur lintérieur de lintervalle [0; n+ 2] :
Les B splines sont des fonctions symétriques comme on se voit dans la proposition
suivante.
Proposition 61 Soit n un entirer positif, alors la B spline n (t) est symétrique par
rapport à la droite t =
n+ 1
2
; cest-à-dire n (t) = n (n+ 1  t) :
Preuve. Par récurrence, pour n = 0 on a 0 (t) = u (t) mais 0 (t) = 0 (1  t) donc
0 (t) symétrique par rapport à t =
1
2 :
Supposons que n (t) est symétrique par rapport à la droite t =
n+1
2 et démontrons
que n+1 (t) est symétrique par rapport à la droite t =
n+2
2 ; cest-àdire :
n+1 (t) = n+1 (n+ 2  t) :
On a :
n+1 (n+ 2  t) =
Z n+2 t
n+1 t
n (u) du; (1.64)
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on pose dans (1.64) v = n+ 1  u on trouve
n+1 (n+ 2  t) =  
Z t 1
t
n (n+ 1  v) dv =
Z t
t 1
n (n+ 1  v) dv;
mais n (n+ 1  v) = n (v) donc
n+1 (n+ 2  t) =
Z t
t 1
n (v) dv = n+1 (t) :
La transformée de Fourier de la B spline est donnée dans la proposition suivante.
Proposition 62 La transformée de Fourier de la B spline n (t) est la fonction cn (!)
où :
cn (!) = (2) 12 e  iw (n+ 1)2 sincn+1 !2  : (1.65)











Preuve. On va trouver dabordc0 (!) ;c1 (!) ensuite en déduire la valeur de cn (!) :
54
On a































































































2 ) = ie i
!
2 donc
































De même manière on trouve que :








daprés un calcul simple on trouve :
c1 (!) = (2)  12 e i!sinc2 !2  :
De ce qui précédé, on déduire la relation récurrente ci-desous









on applique les mêmes étapes précédents on trouve que :













Après simplication on trouve le résultat demandé suivant :
cn (!) = (2) 12 e  iw (n+ 1)2 sincn+1 !2  :
Pour mieux comprendre les avantages et les problèmes liés à lutilisation desB splines
pour lapproximation on considère lexemple suivant :
Exemple 63 (Approximation par les B splines) Dans cet exemple on sinteresse par lap-
proximation de la fonction a¢ ne par morçeaux f (t) 2 V0 suivante par les B splines.
f (t) =
8>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
3t+ 3; si   1  t  0
3; si 0  t  1
 2t+ 5; si 1  t  2
t  1; si 2  t  3
 2t+ 8; si 3  t  4
0; ailleurs.
Donc on peut écrire f sous la forme :
f (t) = a 11 (t+ 1) + a01 (t) + a11 (t  1) + a21 (t  2) :
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Pour les constantes ak; k =  1; 0; 1; 2: On peut facilement calculer ak en utilisant le
corollaire 9 et en calculant h1 (t  k) ; f (t)i ; en e¤et, on multipliant la relation au dessus
par 1 (t  k) et en intégrant,Z
R
f (t)1 (t  k) dt = a 1
Z
R
1 (t+ 1)1 (t  k) dt+ a0
Z
R




1 (t  1)1 (t  k) dt+ a2
Z
R
1 (t  2)1 (t  k) dt:
Pour k =  1; 0; 1; 2:































a 1 = 3; a0 = 3; a1 = 1 et a2 = 2;
doù :
f (t) = 31 (t+ 1) + 31 (t) + 1 (t  1) + 21 (t  2) :
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Fig 17 : f (t) 2 V0 et 1 (t  k) ; k =  1; 0; 1; 2:
1.11 Biorthogonale des fonctions déchelles et ondelettes
Dans cette section, nous construisons une structure biorthogonale appelée analyse
multirésolution double qui permet la construction de ltres des fonctions déchelles symé-
triques et qui peut incorporer des fonctions splines. Un travail supplémentaire est impliqué
dans cette construction. Par exemple, au lieu dune simple paire de ltres de mise à léchelle
et dondelettes h et g; la nouvelle construction donne deux paires : une paire de la fonction
déchelle et la fonction ondelettes eh; eg pour la décomposition et une paire h; g pour la
reconstruction. Au lieu dune seule fonction déchelle ' (t) et de la fonction dondelettes
 (t) ; lanalyse multirésolution double nécessite une paire de fonctions déchelles ' (t) ete' (t) liées par une condition de dualité, et une paire de fonction des ondelettes associées
 (t) et e (t) :
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Pour illustartions, considérons la B spline linéaire 1 (t) (Cf. Exemple 58) et dé-
nissons e' (t) par e' (t) = 1 (1 + t) : Où :
1 (1 + t) =
8>>>>>>>>><>>>>>>>>>:
1 + t; si   1  t < 0
1  t; si 0  t < 1
0; ailleurs.
Fig 18 : La fonction e' (t) = 1 (1 + t) :
Dénition 64 (Ensemble biorthogonale et espace double) Soient ' (t) et e' (t) deux fonc-
tions de lespace L2 (R) et dénies les espaces
V0 = span f' (t  k)gk2Z et eV0 = span fe' (t  k)gk2Z ;
lensemble fe' (t  k)gk2Z est biorthogonale à lensemble f' (t  k)gk2Z si, pour tout m;
k 2 Z on a :
he' (t m) ; ' (t  k)i = Z
R
e' (t m)' (t  k) dt = m;k: (1.66)
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On dit que ' (t) et e' (t) sont générateurs doubles et V0 et eV0 sont des espaces doubles.
 Lune des conséquences du double générateur que les ensemble biorthogonauxe' (t m) et ' (t  k) sont automatiquement linéairement indépendantes.
Proposition 65 Soient ' (t) et e' (t) double générateurs dans L2 (R) : Alors les ensembles




ecme' (t m) = 0 et X
k2Z



















pour m = k on trouve ecmck = 0 donc ecm = 0 et ck = 0:
Dans la suit on va donner les formules des fonctions e'j;k (t) et 'j;k (t) :
Dénition 66 Supposons que e' (t) et ' (t) sont double générateurs du eV0 et V0: Pour tout
entiers j et k; on dénit les fonctions e'j;k (t) et 'j;k (t) comme suit :
e'j;k (t) = 2 j2 e'  2jt  k et 'j;k (t) = 2 j2'  2jt  k : (1.67)
Proposition 67 Supposons que j; k et m sont des entiers. Alors les fonctions e'j;k (t) et
'j;k (t) sont biorthogonales, cest-à-dire :

e'j;k (t) ; 'j;m (t) = m;k: (1.68)
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Preuve. On a :

e'j;k (t) ; 'j;m (t) = D2 j2 e'  2jt  k ; 2 j2'  2jt mE
= 2j





e'  2jt  k'  2jt m dt;
on pose 2jt = u on trouve

e'j;k (t) ; 'j;m (t) = Z
R
e' (u  k)' (u m) du
= he' (u  k) ; ' (u m)i = m;k:
Dénition 68 (Les espaces eVj et Vj) Soient j; k 2 Z; on dénit les espaces double eVj et
Vj comme suit :
eVj = spane'j;k (t)	k2Z et Vj = span'j;k (t)	k2Z :
Dénition 69 (Projéctions biorthogonales) Soit f (t) 2 L2 (R) et soient Vj et eVj deux
espaces doubles. les projéctions de f (t) dans Vj et eVj sont données par :8>>>>><>>>>>:











f (t) ; e'j;k (t) et eaj;k = 
f (t) ; 'j;k (t) :
Dans le théorème suivant nous allons donné une relation importante entre les co-
e¢ cients du ltre fhkg et fehkg lorsque nous avons des fonctions doubles satisfaisant les
équations de dilatation.
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Théorème 70 (33)Supposons que e' (t) et ' (t) satisfairent les équations de dilatation
suivantes : e' (t) = p2X
k2Z
ehke' (2t  k) et ' (t) = p2X
k2Z
hk' (2t  k) : (1.69)
Alors, ces fonctions sont des générateurs doubles si, et seulement si, pour tout k 2 Z :
X
l2Z
ehlhl 2k = k;0: (1.70)
La formule des ltres ehk sera donnée dans la dénition suivante.































+ 1; si n pair
0; ailleurs,
où C lm =
m!
l! (m  l)! :
Exemple 72 Trouvez les ltres de spline associés à 1 (t+ 1) ; 2 (t+ 1) et 3 (t+ 1) :
Solution 73  Pour 1 (t+ 1) on a n = 1 impair donc,
ehk = p2
4
C1 k2 ; k =  1; 0; 1:













 Pour 2 (t+ 1) ; n = 2 pair, on a :
ehk = p2
8
C1+k3 ; k =  1; 0; 1; 2:


















 Pour 3 (t+ 1) ; n = 3 impair,
ehk = p2
16
C2 k4 ; k =  2;   1; 0; 1; 2:
Cela veut dire que





















Proposition 74 Le ltre eh est symétrique cest-à-dire :
8>>><>>>:
ehk = eh k; si n impair
ehk = eh1 k; si n pair.
Preuve. La preuve est facile, il su¢ t dutiliser la dénition de C lm:
Dans la suit, nous présontons la relation entre la condition (1.70) de coe¢ cient du
ltre et les symboles de fonction déchelle eH (!) et H (!) :
1.11.1 Conditions de biorthogonalité pour les symboles et espaces des ondelettes.
Dans le théorème suivant on va donner la condition du symbole de dualité.













les symboles satisfaisont :
eH (!)H (!) + eH (! + )H (! + ) = 1; (1.71)
pour tout ! 2 R; si est seulement si, pour tout k 2 Z :
X
l2Z
ehlhl 2k = k;0: (1.72)
Proposition 76 (Construction eG (!) et G (!)) Supposons eH (!) et H (!) sasfaisons(1.71).
Si eG (!) et G (!) sont donnés par :
eG (!) =  e i!H (! + ) et G (!) =  e i! eH (! + ): (1.73)
Alors :
eG (!)G (!) + eG (! + )G (! + ) = 1 (1.74)
eH (!)G (!) + eH (! + )G (! + ) = 0 (1.75)
H (!) eG (!) +H (! + ) eG (! + ) = 0 (1.76)
Preuve. On utilise (1.71) et (1.73) pour prouver (1.74), on a donc :
eG (!)G (!) + eG (! + )G (! + )
=  e i!H (! + )

 e i! eH (! + )+  e i(!+)H (! + 2) e i(!+) eH (! + 2)
= H (! + ) eH (! + ) + e i!H (!)ei! eH (!)
= H (! + ) eH (! + ) +H (!) eH (!) = 1:
Démontrons (1.75), on a :
eH (!)G (!) + eH (! + )G (! + )
=  ei! eH (!) eH (! + ) + ei! eH (! + ) eH (!) = 0:
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De même on trouve :
H (!) eG (!) +H (! + ) eG (! + )
=  ei!H (!)H (! + ) + ei!H (! + )H (!) = 0:
Une fois que nous avons les symboles eG (!) et G (!) ; nous pouvons déterminer les
coe¢ cients de ltre associés, comme on va voir dans la proposition suivante.
Proposition 77 Les coei¢ cients des ltres eG (!) et G (!) sont données par :
egk = ( 1)k h1 k et gk = ( 1)k eh1 k: (1.77)
























on pose 1  k = m on trouve :





Doù : egm = ( 1)m h1 m cest-à-dire egk = ( 1)k h1 k:
De meme méthode on trouve que gk = ( 1)k eh1 k:
 Dans le théorème 75 nous avons appris linteraction entre les symboles eH (!) ; H (!)
et les ltres déchelle eh et h. Des relations existent également pour les symboles eG (!) et
G (!) dans la proposition suivante.
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Proposition 78 Pour tout k 2 Z on a :
eH (!)G (!) + eH (! + )G (! + ) = 0()X
j2Z
ehj 2kgj = 0; (1.78)
et
eG (!)H (!) + eG (! + )H (! + ) = 0()X
j2Z
egj 2khj = 0: (1.79)
En outre, si eH (!) et H (!) satisfaisant le théorème 75, alors pour tout k 2 Z on a :
eG (!)G (!) + eG (! + )G (! + ) = 1()X
j2Z
egjgj 2k = k;0: (1.80)
Preuve. Aprés un calcul simple on trouve que :






















ehkgj 1 + ( 1)k j e i(k j)!;
on pose m = j   k on trouve :








ehj mgj (1 + ( 1)m) eim!: (1.81)
Si m pair, alors 1+ ( 1)m = 2; sinon 1+ ( 1)m = 0: Le remplacement de m par 2m
dans (1.81) et interchange de lordre des sommations donne :















1A ei2m! = 0: (1.82)
Nous considérons (1.82) comme une série de Fourier avec des coe¢ cients de FourierP
j2Z





De même manière (1.79) et (1.80) seront démontrées.
De ce qui précède, nous pouvons maintenant dénir les fonctions e (t) et  (t) :
Dénition 79 Soient ' (t) et ' (t) les fonctions dénies dans (1.69), les fonctions e (t)
et  (t) sont dénies comme suit :
e (t) = p2X
k2Z
egke' (2t  k) et  (t) = p2X
k2Z
gk' (2t  k) : (1.83)
Où les coe¢ cients egk et gk sont donnés dans la proposition 77.
Exemple 80 On prendre (voir exemple 89)
8>>>>>>><>>>>>>>:




































on utilise les formules egk = ( 1)k h1 k et gk = ( 1)k eh1 k on trouve :8>>>>>>><>>>>>>>:



































Donc le symbole eG (!) est donné par :




















le module du eG (!) est  eG (!) tel que :
 eG (!) = p2
8
p
4 cos 3x  8 cos 2x  20 cosx+ cos 4x+ 23:
Dautre part on a :










e' (2t  1) + 1
2
e' (2t  2) + 1
4
e' (2t  3) :


























' (2t)  ' (2t  1) + 1
2
' (2t  2) :
Finalement : 8>>>><>>>>:












 eG (!) et  eH (!) sont tracés sur (Fig 19), jG (!)j et jH (!)j sont tracés sur (Fig 20)
et e (t) sur (Fig 21).
Fig 19 :
 eG (!) ligne continue, eH (!) ligne discontinue.
Fig 20 : jG (!)j ligne continue,
jH (!)j ligne discontinue.
69
Fig 21 : La fonction e (t) :
Dénition 81 (Les fonctions e j;k (t) et  j;k (t)) Soient e (t) et  (t) les fonctions dénies
dans (1.83), pour tout entiers j; k on dénit les fonctions e j;k (t) et  j;k (t) par :
e j;k (t) = 2 j2 e  2jt  k et  j;k (t) = 2 j2  2jt  k : (1.84)
On peut maintenant dénir les espaces fWj et Wj :
Dénition 82 Soient j; k des entiers, alors les espaces fWj et Wj sont dénies comme
suit : fWj = spanne j;k (t)o
j;k






La relations dorthogonalité pour les fonctions déchelle et dondelettes est donnée
dans le théorème suivant :
Théorème 83 (39) Pour touts entiers j; k; l et m on a :
D
'j;k (t) ;
e j;l (t)E = 0 (1.86)

e'j;k (t) ;  j;l (t) = 0 (1.87)De j;k (t) ;  m;l (t)E = j;mk;l (1.88)
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Corollaire 84 (33) (Orthogonalité des espaces) On a :
Vj ? fWj et eVj ?Wj (1.89)
Dans le résultat suivant nous devons prouver la décomposition des espaces Vj+1 eteVj+1:
Théorème 85 (33)On a :
Vj+1 = Vj +Wj et eVj+1 = eVj +fWj (1.90)
Dénition 86 Si les deux fonctions e' (t) et ' (t) vériants la condition de biorthogona-
lité (1.68), peuvent être construires via les équations de dilatation (1.69), et satisfont le
théorème 75, alors on dit que e' (t) et ' (t) sont les fonctions déchelle biorthgonales.
Dénition 87 (Analyse multirésolution biorthogonale) Supposons que fVjgj2Z et
neVjo
j2Z
deux multirésolutions de L2 (R) ; on dit que fVjgj2Z et
neVjo
j2Z
forment une analyse muti-
résolution double ou une analyse mutirésolution biorthogonale de L2 (R) ; si f' (t  k)gk2Z
et fe' (t  k)gk2Z sont des bases de Riesz de V0 et eV0 respectivement.
Dénition 88 On dit que eh et h sont une paire de ltres biorthogonaux si
eH (!)H (!) + eH (! + )H (! + ) = 1;
avec
H () = eH () = 0 et H (0) = eH (0) = 1:
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Exemple 89 Choisissez eh comme ltre de la fonction linéaire B spline e' (t) = 1 (t+ 1)
et trouvez une ltre symétrique h de longueur 5 tel que h = (h2; h1; h0; h1; h2) de sorte
que eh et h soient biorthogonaux.
Solution 90 On sait de lexemple 72 que eh 1 = p2
4
; eh0 = p2
2
; eh1 = p2
4
; daprés le













































 ik0 = 1 =) h 2 + h 1 + h0 + h1 + h2 =
p
2
=) 2h2 + 2h1 + h0 =
p
2:










































































Qui est souvent appelé pair de ltres spline (5; 3) biorthogonaux.
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II. Analyse Multirésolution et ondelettes non stationnaires
Lanalyse multirésolution non stationnaire est un ensemble des sous espaces dap-
proximations emboités et invariants par translation, où chaque fonction déchelle di¤érente
génère un sous espace, ce concept est encarté par C. de Boor, R.A. DeVore and A. Ron
(5). Dans ce chapitre on va présenter une étude sur lanalyse multirésolution non station-
naire, les B splines exponentielles et le lien entre eux. On termine ce chapitre par quelques
exemples sur les B  slpines exponentielles n:
Dénition 91 Soit fVjgj2Z une suite des sous-espace fermés et emboités de L2 (R) ; on
dit que fVjgj2Z est une analyse multirésolution non-stationnaire (AMNS) de L2 (R) si,
pour tout j 2 Z tel que j  j0; j0 2 Z on a :
(1) Vj  Vj+1;
(2) [jj0Vj = L2 (R) ;
(3) \jj0Vj = f0g ;











k2Z est une base de Riesz pour Vj ; cest à dire : pour














sont appelés les fonctions déchelle, dans le cas stationnaire
'j = ':
Propriétés







de l2 (Z) ; j  j0; vériée







k 'j+1 (2t  k) : (2.1)
 Dans le cas fréquentiel léquation (2.1) sécrire comme suit :
c'j (!) = 12H [j] !2 ['j+1 !2  ; (2.2)
où ; bf est la transformée de Fourier dune fonction f et







Convention Pour toute fonction 'j on a :Z
R
'j (t) dt = c'j (0) = 1; (2.4)
si on applique successivement (2.2), avec c'j (0) 6= 0 (2.4); on obtient









avec ! 2 R et j  j0:
 Daprés M. Unser (37), Le produit (2.5) converge pour chaque valeur de !.
 Quand b' 2 L2 (R) ; les fonctions  c'jjj0 2 L2 (R) et
'j   'L2(R) ! 0; lorsque j ! +1:
 La convergence de lanalyse multirésolution est sùr grâce à La condition de la
densité (2) dans la dénition 91.




















2 (Z) ; il existe un pair (Aj ; Bj) 2












= H [j] (!) :
 Aj ; Bj sont les bornes de Riesz, dans le cas orthogonale on a Aj = Bj et dans le
cas orthonormé Aj = Bj = 1:
 On dit que 'j (:) et 'j (:  k) sont orthogonales si, pour chaque j  j0; j 2 Z;


'j (:) ; 'j (:  k)





1; si k = 0
0; si k 6= 0:
2.1 Transformé en z
Les transformés en z des ltres déchelle vériants léquation
h[j] (z) :h[j] (z) + h[j] ( z)h[j] ( z) = 4; (2.10)
où ;









Le complément orthogonale Wj dans Vj+1 de chaque Vj à chaque niveau j  j0 est
déni comme suit
Vj+1 = Vj Wj ; (2.12)
avec
jj0Wj = L2 (R) : (2.13)
 Quand Wj est orthogonale à Vj alors
Wj ?Wk; 8j 6= k: (2.14)
 Les sous-espaces Wj na pas les même propriétés demboîtés à celle Vj ; par contre
la conservation des propriétés déchelle et linvariance par translation est garantie.
Dénition 92 (Ondelette non-stationnaire) A partir des fonctions déchelle non-stationnaires
'j ; pour chaque niveau j  j0; j 2 Z on dénit la fonction ondelette non-stationnaire  j
de L2 (R) comme suit





















telles que  j;k sont les fonctions dilatées et translatées et de plus elles engendrent Wj :
 La stabilité des bases dondelettes non-stationnaire

 j;k; j  j0; k 2 Z
	
; nest
pas imliquée par la fonction déchelle, M. L. Mazure et K. Melkemi (29).


 j;k; j  j0; k 2 Z
	













est une base de Riesz pour L2 (R) ; R.Q. Jia, Y. J. lee (19, 23)





























2.3 Construction danalyse multirésolution non-stationnaire à travers les B-splines expo-
nentielles
A travers les B splines exponentielles, il est possible de construire une analyse multi-
résolution non-stationnaire (Vj)jj0 ; les B splines exponentielles sont utiles aux plusieurs
applications comme ; la forme géométrique, linterpolation dun signal, N. Dyn, M. Unser
(14, 37), la préservation dajustement dune courbe,..., sans oublier leurs importance dans
la construction des ondelettes.
Dénition 93 (Espace de Chebyshev géneralisé) On considère lopérateur di¤érentiel li-




(D   iI) : (2.21)
D; lopérateur de dérivation et I est lidentité.
Le noyau de cet opérateur di¤érentiel
Bn = kerTn ; (2.22)
est un EC (espace de Chebyshev géneralisé), Y. J. Lee (22); sur R:
 Pour tout entier on utilise la notation [] au lieu de ; ::: ( fois).
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où 1; :::; r sont des réels distincts et n1; :::; nr des entiers positives, tels que : n1 +
:::+ nr = n:
 On peut construire une famille des fonctions
eix; xeix; :::; xni 1:eix; i = 1; :::; r;



















avec 1 = 0; 2 = a; 3 =  a: Cela signié que la base est : e0x; xe0x; eax;
e ax cest à dire 1; x; eax; e ax:
 Il est logique dadopter de nouveau choix de bases dans cette espace. Pour cela, nous




i (0) = 0; si j = 0; :::; i  2 et f
(i 1)
i (0) = 1; (2.23)
les fonctions f1; :::; fn ainsi dénies, forment une base de Bn :
En particulier, si i = 0 pour tout i = 1; :::; n; la base précédente est la base (f1; :::; fn)
de polynôme Pn 1; dénie par :
fi (x) =
xi 1
(i  1)! ; (2.24)
les fonctions ; fn; fn (:+ 1) ; :::; fn (:+ n  1) forment aussi une base de lespace Bn :
Dénition 94 (espace des splines cardinales de Chebyshev) Lespace des splines cardinales
de Chebyshev associé à lopérateur Tn est lespace S
n
 déni comme suit
Sn =
n




 Pour n = 1 : dans ce cas, nous pouvons exprimer les éléments de S1 à partir des
translatées entières de la fonction 1 qui dénie par
1 (x) = e
x:X[0; 1[; x 2 R; (2.26)
avec  = 1 2 R: En e¤et, si S est un élément de S1 ; nous connaissons une suite
(ak)k2Z telle que :
S (x) = ake
x; x 2 [k; k + 1[ ; k 2 Z; (2.27)






 (x  k) ; x 2 R; (2.28)
où
ck = ake
x; 8k 2 Z: (2.29)
Dans la suite, on va donner la dénition de la fonction Green associée à lopérateur
Tn :
Dénition 95 La fonction Green G1 associée à lopérateur T
1
 ; est dénie par :
G1 (x) = e
x:X[0; +1[ (x) : (2.30)
 Dans ce cas on peut écire la fonction 1 par la formule suivante
1 (x) = G
1
 (x)  eG1 (x  1) ; x 2 R: (2.31)




fn (x) ; x  0;
0; x < 0;
(2.32)
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où, fn 2 Bn ; avec les conditions :
f
(j)
i (0) = 0; si j = 0; :::; i  2 et f
(i 1)
i (0) = 1:
 Si i = 0 pour tout i = 1; :::; n; alors Gn (x) est dénie par
Gn (x) =
xn 1+
(n  1)! ; x 2 R; (2.33)
avec, x+ = max (x; 0) :
Dans la dénition suivante, on utilise lopérateur aux di¤érences 4n ; Y. Meyer (31),
pour généraliser la notion de B spline.
Dénition 97 Pour tout n 2 N et pour tout  = (1; :::; n) 2 Rn; lopérateur aux
di¤érences 4n est déni par :




où, pour tout réel  et pour tout fonction f dénie de R dans R :
41f (x) := f (x)  ef (x  1) ; x 2 R:
Proposition 98 La fonction n dénie par :
n = 4n :Gn ; (2.34)
est un élément de lespace Sn des splines associées à lespace Bn pour tout  = (1; :::; n) 2
Rn et pour tout naturel n non nul.
Preuve. Par la dénition même de lopérateur aux di¤érences 4n ; n est une com-
binaison linéaire des n + 1 fonctions Gn (:  k) ; k = 0; :::; n: Linvariance par translation
de lespace Bn et le fait que la fonction Gn 2 Cn 2 (R) ; Gn (x) = 0 pour tout x < 0 et
Tn G
n
 (x) = 0 pour x  0 donc Tn n (x) = 0; doù n 2 Bn :
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ei1+:::+ik = 1 pour k = 0; et pour tout fonction








1Ah (x  k) ; x 2 R; (2.35)








1AGn (x  k) ; (2.36)
donc (2.36) montre que :
 Si x < k; alors n (x) = 0;
 si x  k; cest à dire x   k  0 pour chaque k = 0; :::; n: On applique lopérateur
4n à une fonction de lespace Bn pour calculer n :
Dans la suite on va donner quelques dénitions et qulques propriétées concernant les
B splines.
Dénition 100 La fonction n est appelée la B spline de Chebyshev dordre n associée
à lopérateur Tn :











(x  y) dy; pour tout n  2: (2.38)
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et on suppose que n  2: De la déntion de la











 (x) = G
n




enyGn 1 (x  y) dy  
Z x 1
0
en(y+1)Gn 1 (x  1  y) dy:
Si on pose t = y + 1 la deuxième intégrale devienne comme suit
Z x
1







entGn 1 (x  t) dt+
Z 1
x




entGn 1 (x  t) dt;
cela veut dire que
41nG
n




De la dénition du produit de convolution et de la dénition 97, il est facile de vérier
que pour tout réel ; et toutes fonctions f; g telles que :




















= 11  
1
2
 :::  1n 1 ;




 :::  1n :
 1i (x) > 0 pour chaque i 2 f1; 2; :::; ng et pour tout x 2 ]0; 1[ ; dans le cas des
B splines dordre n on a le résultat suivant :
Corollaire 102 (28) Le support de la B spline n est [0; n] : De plus n (x) > 0 pour
tout x appartient à lintérieur de [0; n] :
Corollaire 103 On considère le vecteur  = (1; :::; n) 2 Rn; alors pour tout entier















e1tf (x  t) dt;

























































= 411f (x) : (2.42)
On peut appliquer la formule (2.42) avec la fonction f = n 1(2; 3;:::;n) telle que la
B spline dordre n  1 soit continue, autrement dit si n  3: On obtient la formule (2.46)
avec i = 1:
On utilisant le fait que T 1 et 41 commutent et par récurrence on obtient légalité
(2.41) dans le cas général.
Proposition 104 (30) Pour tout spline S 2 Sn ; il existe une unique suite (ck)k2Z de






 (x  k) ; x 2 R: (2.43)
Dénition 105 (La B spline adjointe) Soit Tn lopérateur dénit dans (2.21), la B spline
adjointe de n ; notée 
n





(D + i:I) : (2.44)
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 Lespace adjoint des splines de Chebyshev Sn associé a lopérateur Tn ; est dénit
comme lespace des splines cardinales associées à Tn :
 Si n = kerTn ; lespace Sn dénit par :
Sn =

f 2 Cn 2 (R) ; fj[k; k+1[ 2 Bn ; k 2 Z
	
;





11 (x) = e
 1xX[0;1[ (x) ; x 2 R;







(x  t) dt; x 2 R:
Dans la proposition suivante on va voir le lien exact entre n et 
n
 :
Proposition 106 Pour tout entier n  2 et pour tout vecteur  appartient à Rn; on a :





n (n  x) ; x 2 R: (2.45)
Pour n = 1; la relation (2.45) valable uniquement sur R  f0; 1g :
Preuve. La preuve sera fait par récurrence sur n 2 N: Pour n = 1; on a, pour tout
réel x;
11 (x) = e
 1xX[0;1[ (x)
= e 1e1(1 x)X[0;1[ (x) ;
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cest-à-dire,
11 (x) = e
 1e1(1 x) = e 111 (1  x) ; pout tout x 6= 0; 1:
Supposons que légalité (2.45) vraie pour n  1 et démontrons quelle est vraie pour












(n  1  x) :















(n  1  x+ t) dt;
a laide du changement de variable s = 1  t; n (x) sécrire comme suit :




























(n  x  s) ds
doù





n 1 (n  x) :












 Si k = 0; k = 1; :::; n (cas polynomial), on trouve que n = n ; ce qui preuve que
la B spline est symétrie par rapport à laxe x = n2 :
 De plus, elle nous donne une condition nécessaire et su¢ sante sur lopérateur Tn
pour que la B spline associée soit symétrique.
Corollaire 107 (30) La forme des opérateurs di¤érentiels dordre n à coé¢ cients réels








D2   2i I
i ;





La B spline exponentielle, est une généralisation dune B spline polynomiale.
La transformée de Fourier dune B spline est donnée dans la proposition suivante.
Proposition 108 Soit  = (1; :::; n) 2 Cn; alors, la transformée de Fourier de la
B spline n est donnée par
cn (!) = nY
k=1
F (k   i!) ; (2.46)





si x 6= 0;
1 si x = 0:
(2.47)
Preuve. En utilisant la proposition 101, puis on applique lune des propriétés clas-
siques de la transformation de Fourier, [u  v = bu:bv (récursivement). Alors pour prouver
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(2.46) ;il su¢ t de vérier que, pour k = 1; :::; n;
d1k (!) = F (k   i!) :























= F (k   i!) :
 Le cas  = 0; correspond à la B spline polynomiale.
 Dans le domaine temporel, on obtient la fonction n 2 L2 (R) dont son support
compact est [0; n]; I. Boggess (4), De plus, cette fonction est (n   2)-fois continûment
di¤érentiable, I. daubechies (12). Dautre part, sur chaque intervalle [k; k+1]; n coïncide
avec une fonction dans Gn :
 Les translatées de n sont linéairement indépendants si et seulement si
k   j =2 2iZ  f0g ; 8k; j 2 Z: (2.48)
En outre, lorsque nous conservons la condition (2.46), chaque f 2 Gn ; peut être
exprimée comme une combinaison linéaire des translatées de n :
Dautre part, de la dénition de la transformée de Fourier de n nous avons :





































































; de plus, elle est par morceaux dans Gn ; (avec des points de discontinuités
à des demi-entiers).









les générateurs j ; alors satisfaire aux équations de ra¢ nement non-stationnaire
bj (!) = 2A:2 j 1  !2j  dj+1 (!) : (2.53)
Nous observons que 2A2 j 1
 !
2j














où, k (x1; :::; xn) : est le polynôme homogène symétrique de degré k:





















Si nous voulons normalisée la base j ; cest à dire
jL1(R) = 1; et daprés les









telle que 1 indique la B spline de premier ordre, cest à dire :
1 (x) = X[0; 1[ (x) =
8>>><>>>:
1 si 0  x < 1;
0; ailleurs,
(2.56)
et j : est le facteur de normalisation, M. Unser (37).
Une façon pratique de représenter une B spline exponentielle dordre n; est avec le
polynôme de Laurent comme suit :
















; j  j0; (2.57)











La relation entre la reproduction des polynômes exponentiels par j ; et les zéros du
polynôme de Laurent H [j] (z) correspondants, est bien détaillée par M. Unser (37).





et obtenir de cette façon, la décomposition :
L2 (R) =  1j+1Wj ; (2.60)
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est valable pour la décomposition en ondelette, sur la base de toute B spline expo-
nentielle.
Un problème intéressant et important dans le cadre des bases dondelette non sta-
tionnaire, est le problème de la stabilité. En e¤et ;







Alors, lespace des ondelettes Wj ; dénit par :
Vj+1 = Vj Wj ; (2.61)
est un espace invariant par translation, relative à la dilatation 2 j ; généra par  j :
Daprès (2.55) ; et (2.57) et C. de Boor (5) nous pouvons en déduire que, pour chaque
j  j0; les translatées entières de j sont linéairement indépendants si et seulement si :
(k   l) =2 2j+1iZ; pour k 6= l; k; l = 1; :::; n; (2.62)
dautre part, daprés T. Lyche (25) un concept lié lindépendance linéaire, avec la
notion de la stabilité de j ; cest-à-dire ;
Si les translatées entières de j ; sont linéairement indépendants, la stabilité de j ;






; k 2 Z
o
; est une base de Riesz pour
Vj :
La densité des B splines exponentielles, dans les espaces L2 (R) ; est prouvé par O.
Christensen (7).
Dans la suit on donne des exemples sur la construction des graphes de quelques
B splines exponentielles n :
Exemple 109 La B spline
1 (x) =
8<: ex si 0  x  10; ailleurs
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2 ;   1; 1
	
(Fig22):






2 ; 1 (De bas
en haut)








2 ;   1; 1
	
:
On a 2 (x) = 
1
1
(x)  11 (x) daprés un calcul simple on trouve que :
2 (x) =
8>>><>>>:
xe1x; si 0  x  1






















(De bas en haut)
En particulier si 1 = 0; on obtient la B spline de second ordre, fonction triangle
^ (x) =
8>>>>>>>>><>>>>>>>>>:
x; si 0  x < 1




2 (x) = x:X[0; 1[ (x) + (2  x) :X[1; 2[ (x) :
Exemple 111 Pour n = 3;  = (0; ia;   ia) on a
3 (x) = 
1
1




= 10 (x)  1ia (x)  1 ia (x)
=
 
10 (x)  1ia (x)

 1 ia (x) ;
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; si x 2 [0; 1]
cos (ax  2a) + cos (ax  a)  2 cos a
a2
; si x 2 [1; 2]
1  cos (ax  3a)
a2
; si x 2 [2; 3] :
On va tracer maintenant la fonction 3 (x) pour les valeurs suivantes de  : 4:3; 3:8;
 et 2:5 (Fig 24).
Fig 24 : La B spline
3 (x) ;  = 4:3; 3:8; ; 2:5 (De bas en haut)
La droite déquation x = 32 est un axe de symétrique.





; si x 2 [0; 1]
2
2
; si x 2 [1; 2]
1 + cos (x)
2
; si x 2 [1; 3] :
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III. Construction dune ondelette non stationnaire à partir de la solution positive
de léquation de Bézout
Dans ce chapitre, on propose une nouvelle technique de conception dondelettes non
stationnaires selon les travaux réalisés par M. Unser (38). A partir de lensemble des solu-
tions de léquation de Bézout et en considérant la solution la plus courte, nous construisons
une solution positive sur lintervalle [ 1; 1]; en utilisant les polynômes de Bernstein, nous
approchons cette solution dans le but de¤ectuer la factorisation spectrale. Pour ullistrer
notre idée on va donner un exemple à la n de ce chapitre.
3.1 Dénitions de base et propriétés de lanalyse multirésolution non stationnaire
Dans ce contexte, nous nous intéressons à la structure fondamentale proposée par C.
de Boor (5).













= k 2 Z
o
;
on dit que Vj dénit une analyse multirésolution non-stationnaire si, et seulement si :
 pour tout j  j0; 'j (t) engendre une base de Riesz ;








Vj = f0g :





est appelée la fonction déchelle.






sont indépendants de lentier j:
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le coe¢ cient hj est appelé le ltre déchelle. dans le domaine fréquentiel, la relation
(3.1) équivalente à :
2b'j+1 (2!) = Hj  ei! b'j (!) ; (3.2)
où b' (!) est la transformée de Fourier de ':








3.2 Lensemble du z domaine et banc de ltres
Dans cette section, nous nous concentrons sur la conception des fonctions déchelle
'j (t) qui génèrent une mutiresolution non stationnaire (Vj). Daprés S.Mallat (26), la
propriété suivante donne une condition de lorthogonalité pour les ltres déchelle.
Propriétés





engendre une analyse multiresolution,
de valeurs réelles et de support compact. Alors, pour tout j  j0   1; le ltre déchelle










Par conséquent, nous pouvons construire le ltre dondelettes à partir des ltres
déchelle comme suit







où mj 2 Z. Par suite, londelette correspondante est donnée par
 j+1 (t) =
X
k2Z
gj [k]'j (2t  k) :
 Les fonctions de base  j;k (t) sont obtenus par dilatation et translation de londelette
 j comme suit :
















= k 2 Z
o
:
 La contrainte dorthogonalité implique que :8<: Vj = Vj+1 Wj+1;Wj+1?Vj+1:
3.3 B Splines Exponentielles et Multiresolution
Comme proposé par M. Unser (38), nous pouvons construire une multirésolution non
stationnaire à travers la B spline exponentielle. Dans cette section, nous allons montrer
quelques dénitions et propriétés liées à la B Spline.
Soit  ! = (1; :::; M ) 2 CM un paramètre-vecteur complexe, la B spline exponen-
tielle correspondante est dénie par la transformée de Fourier comme suit :






  !  L2 (R) ;
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 Supp( ! ) = [0;M ] ;
 Si  ! =  !0 dans CM ; alors la B splines exponentielle tend vers la B splines
classique.
Corollaire 113 Soit b la fonction dénie dans (3.4), alors :









Preuve. on a :



























 b2j ! (!) :
Si on suppose que 'j (t) = 2j ! (t) et Hj (z) = 2
1 MR2j ! (z) ; on peut dénir la








= k 2 Z
	
;
Vj est appelé lespace emboité de décalage invariant.
La fonction 2j ! (t) engendre une base de Riesz, si et seulement si,
 ! na pas de







pour certains k 2 Z:
Proposition 114 (21) Les B spline exponentielles sont dense dans L2 (R).
3.4 Problème de conception des ondelettes non stationnaires en utilisant léquation de
Bezout
Dans cette section, nous serons intéresse par la construction des ltres déchelle non
stationnaires Hj (z) en utilisant léquation de Bézout. Comme montré par M. Unser (38),
a partir de la condition dorthogonalité (3.3), le problème de conception se présente sous
la forme suivante :










Hj(z) = R2j ! (z)Qj (z) :
(3.6)
Dans la proposition suivante on va donner une équation équivalente au (3.6)
Proposition 115 Léquation (3.6) équivalente à léquation de Bézout suivante :
Dj (Z)Cj (Z) +Dj ( Z)Cj ( Z) = 2: (3.7)
De plus il existe un réel positif cj tel que :
z
M






Cj (Z) = z
M


























Preuve. Démontrons (3.7), on a
Hj(z) = R2j ! (z)Qj (z) ;
























































donc la relation au dessus devienne comme suit :
1
cj
Cj (Z) 2cjDj (Z) +
1
cj
Cj ( Z) 2cjDj ( Z) = 4;
doù
Cj (Z)Dj (Z) + Cj ( Z)Dj ( Z) = 2:
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Reste à démontrer (3.8), on a :
z
M












































































 La résolution de léquation (3.6) a conduit aux deux étapes suivants :
Etape 1 : Résoudre pour Dj (Z) léquation (3.7).











 Concernant la première étape, le théorème de Bézout a¢ rme que léquation (3.7)
a une solution si et seulement si Cj (Z) et Cj ( Z) nont pas de racines communes, ce qui





= i (2k + 1);8j  j0   1;8k 2 Z;
lensemble des solutions pour léquation (3.7) est caractérisé par :













 D0 (Z) est appelée la solution de Bézout la plus courte obtenue par la résolution




; k = 1; :::;M sont les racines de
C (Z) cest à dire C (Zk) = 0; de plus, D0 ( Zk)C ( Zk) = 2 implique que D0 ( Zk) =
2
C( Zk) ; tel que C ( Zk) 6= 0; ce qui prouve que D0 (Z) est polynôme dinterpolation de la
fonction f (Z) = 2C(Z) dans les points  Zk; k = 1; :::;M:
La deuxième étape est possible si la solution de léquation (3.7) Dj (Z) vérier le
lemme (Fejér-Riesz) suivant :
Lemme 117 (12) Étant donné un polynôme S [Z] 2 R [Z] ; il existe un polynôme Laurent











si et seulement si S (Z)  0 pour Z 2 [ 1; 1] :
Dans notre cas, S (Z) = 2cjDj (Z) où cj > 0.
 Si la solution Bézout la plus courte D0j (Z) est non positive sur [ 1; 1] ; nous
essayons de construire une solution de degré supérieur selon (3.10) sur la base du résultat
suivant :
Proposition 118 Soit P (Z) une fonction polynomiale, si P (Z) a des racines hors lin-
tervalle [ 1; 1] et P (0) > 0 alors P (Z) est positive sur lintervalle [ 1; 1] :
Ce qui considéré comme lidée clé de notre approche proposée.
Preuve. Il est facile de démontrer graphiquement cette proposition (Fig25).
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Fig 25 : Polynme P (Z) :
3.5 Méthode dobtention dune solution positive de léquation de Bézout
Dans cette section, nous avons lintention dexpliquer notre idée concernant la métho-
dologie pour déterminer la solution positive de léquation (3.7), qui est facile à mettre en
uvre dans di¤érentes applications comme : Le traitement du signal, traitement dimage,...
etc.
Si Cj (Z) 2 R [Z] satisfait les conditions de Bézout, alors il existe un polynôme
Dj (Z) 2 R [Z] sous la forme :








2 R [Z] :
Qui vérie la condition suivante
8>>><>>>:
Dj (Z)Cj (Z) +Dj ( Z)Cj ( Z) = 2;
et
Dj (Z)  0 pour Z 2 [ 1; 1] :
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La condition su¢ sante pour la positivité de Dj (Z) sur [ 1; 1] est donné dans le
lemme suivant :
Lemme 119 (2) Soit Dj (Z) une solution de léquation (3.7) telle que :








2 R [Z] ;
si Dj (0) > 0 et  vérié la condition suivante :
  Z2  jD0j (Z)jjCj ( Z)j ; (3.12)
alors Dj (Z) est positive sur [ 1; 1] :
Preuve. Soit Z0 une racine de Dj (Z) alors :









) jD0j (Z0)j =
Z0  Z20Cj ( Z0)




) jZ0j  1;
donc, les racines de Dj (Z) sont hors lintervalle [ 1; 1] et Dj (0) > 0 (voir annexe), ce qui
prouve la positivité de Dj (Z) sur [ 1; 1] :
An de construire une solution positive de léquation (3.7) sur [ 1; 1] ; notre idée est




















est une solution positive de léquation (3.7).
Preuve. Il est clair que Kj (Z) est une solution de léquation (3.7), le reste de la
preuve en ce qui concerne la positivité de Kj (Z) sur [ 1; 1] est basé sur le Lemme 119,












2 + (Cj ( Z))2
D0j ( Z)Cj (Z)
(D0j ( Z))2 + (Cj (Z))2
)
	  Z2 =  D0j (Z)Cj ( Z)(D0j (Z))2 + (Cj ( Z))2










(D0j ( Z))2 + (Cj (Z))2






	  Z2  jD0j (Z)jj(Cj ( Z))j ;
et Kj (0) = D0j (0) > 0 (voir appendix), daprés le lemme 119 Kj (Z) est positive sur
lintervalle [ 1; 1] :
Proposition 121 (2)( Approximation de la solution Kj(Z) ). Basé sur le théorème de
Weierstrass et les polynômes de Bernstein (voir annexe), on approxime sur lintervalle
[ 1; 1] la fraction F (Z) par les polynômes de Bernstein Bn (F ) (Z) tel que, nous obtenons
la solution polynomiale Dj (Z) de léquation (3.7) avec les mêmes propriétés de Kj (Z) ;
si on pose :
























= Bn (F ) (Z)Bn (F ) ( Z) ;
alors :






Est une solution positive de léquatuion (3.7).
Preuve. En utilisant la condition (3.12) et le théorème suivant, on peut prouver que
Dj (Z) est une solution polynomiale positive de léquation (3.7) sur [ 1; 1] :
Théorème 122 (2) Soit f une fonction continue sur lintervalle [ 1; 1] et soit h une
fonction positive sur lintervalle Dh; où Dh est lensemble de dénition de la fonction h;
Bn (f) (Z) est lapproximation polynomiale de la fonction f: si :
jf (Z)j  h (Z) pour tout Z 2 [ 1; 1] : (3.15)
Alors :
jBn (f) (Z)j  h (Z) ; pour tout Z 2 [ 1; 1] : (3.16)
Preuve. On a :










(1 + Z)k (1  Z)n k ;
alors :



















Comme f est continue sur le compacte [ 1; 1] ; alors jf j est égallement continue sur le
même intervalle, donc, il existe une constante c 2 [ 1; 1] telle que : jf (c)j = sup
Z2[ 1;1]
jf (Z)j ;
équivalent à : jf (Z)j  jf (c)j ; 8Z 2 [ 1; 1] en paticulier
f   kn  jf (c)j ; 8k 2
f0; 1; :::; ng ; doù, la relation (3.17) devienne comme suit :













2n jf (c)j  h (Z) :
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Finalement :
jBn (f) (Z)j  h (Z) .




2 + (Cj ( Z))2
= F (Z) et h (Z) =
jD0j (Z)j
jCj ( Z)j






	  Z2  h (Z) ; alors,   Z2 aussi satisfaire  Z2  h (Z) :
Preuve. On a :
	  Z2 = jf (Z) f ( Z)j  h (Z) alors jf (Z)j  h(Z)jf( Z)j tel que
f ( Z) 6= 0; on utilise (3.15) et (3.16) on obtient :




jBn (f) (Z)Bn (f) ( Z)j 
h (Z)
jf ( Z)j jBn (f) ( Z)j  h (Z) :
Si f (Z) 6= 0, de même manière, nous obtenons :
jBn (f) (Z)Bn (f) (Z)j  h (Z) :
Finalement, on conclure que : si
	  Z2  h (Z) alors
  Z2  h (Z) : (3.18)
Linégalité (3.18) montre que les racines du polynôme :






sont hors lintervalle [ 1; 1] et avec Dj (0) = D0j (0) > 0; on déduire que Dj (Z) est positive
sur [ 1; 1] :
Pour illusterer notre idée, on consider lexemple suivant.
3.6 Exemple illustratif
Si on prendre  = 0; 1 = 0; N = 1; j = 1; n = 1 on trouve







































4  8Z + 4Z2

:










































+ (4 + 8Z + 4Z2)2
 
4  8Z + 4Z2

;
est une solution positive de léquation de Bézout sur [ 1; 1] ( Fig 26).
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Fig 26 : La solution K (Z) :
Il reste dapproximer cette solution par les polynômes de Bernstein. On a :










(1 + Z)k (1  Z)1 k
B1 (F ) (Z) =
1
2

























































il est clair que D (Z) est positif sur [ 1; 1] (Fig 27)
Fig 27 : Solution polynmiale
D (Z) :
Donc on applique le lemme de Fejér-Riesz on obtient
Q (z) = 0:4794z4   0:1217z3   0:0056z2 + 0:0019z   0:0005;






H(z) = 0:4749z4 + 0:8371z3 + 0:2304z2   0:1310z   0:0023 + 0:0009z 1   0:0005z 2;
donc les coecients de la fonction ' sont donnés par :








doù les ltres donde mère résulte de la relation suivante gk = ( 1)k h1 k; cest-à-dire
8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
g 1 =  h2 = 0:0005
g0 = h1 = 0:0009
g1 =  h0 = 0:0023
g2 = h 1 =  0:1310
g3 =  h 2 =  0:2304
g4 = h 3 = 0:8371




gk = 0; on applique maintenant lalgorithme de cascade on obtient les
gures 28 et 29.
Figure 28 : La fonction dechelle ':
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Figure 29 : Londe mere  :
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Quelques exemples sur les ondelettes de Daubechies :
Fig 30 : La fonction echelle db3
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Fig 31 : Onde mere db3
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Fig 32 : Foction echelle db2
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Fig 33 : Onde mere db2
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3.7 Application à la compession dimages
La compression dimage est basée sur le nombre de zero, puisque si on a dans une
information le nombre de zero est élevé lopération du codage donne un bonne résultat
cest-à-dire, on peut coder linformation avec un peut de coe¢ cients.
3.7.1 Résultas obtenus. On é¤ectue une simulation sous-Matlab dans le but de
calculer le nombre de zéro obtenu aprés la décomposition dune image par la transformée
on ondelettes. Dans notre cas nous avons utilisé limage Lena 512 et nous avons comparé
notre résultas avec un ensemble dondelettes connus (ondelette de Daubechies), surout la
bior4.4 qui à utilisée beaucoup par la communauté des ingénieurs dans le domaine de la
compression. Les résultats du tableau ci-dessous clarié la domination de notre ondelette
non stationnaire.
Ondelette db1 db2 db3 db4 db5 bior4.4 notre ondelette
Nombre de zéro 106645 105679 105842 106234 106831 106813 107023
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3.7.2 Figures de la décomposition.
Fig 34 : Image originale
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Fig 35 : Image dcompose par londelette non stationnaire.
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Conclusion
Dans ce travail, une conception dondelettes stationnaires et non stationnaires a
été présentée. La nouvelle technique utilisée dans ce travail est la suivante : à partir du
lensemble des solutions positives sur lintervalle [ 1; 1] de léquation de Bézout, nous avons
fourni une méthode dune construction dune ondelette non stationnaire et nous avons
utiliser les polynômes de Bernstein pour approcher cette solution avec la préservation de
la positivité sur lintervalle [ 1; 1]: Les coe¢ cients du ltre déchelle sont obtenus daprés
lutilisation dune factorisation spectrale. En raison de la simplicité dans limplémentation,
la procédure proposée peut être adoptée dans di¤érents domaines de lingénierie tels que
le traitement du signal et de limage.
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IV. Annexe
Démonstration que Dj (0) > 0 :
On a Dj (0) = D0j (0) et D0j (0)Cj (0) = 1 dautre part on a
















> 0 alors Dj (0) > 0:
4.1 Théorème de Weierstrass
Théorème 124 (33) : Supposons que f est une fonction a valeurs réelles et continue
sur [a; b]: Pour tout " > 0; il existe un polynôme p(x) tel que pour tout x dans [a; b]; on a
j f (x)  p(x)j < "; ou de manière équivalente, la norme supremum jj f   pjj < ".
4.2 Les polynômes de Bernstein
4.2.1 Famille des polynômes de Bernstein. Pour n 2 N et 0  k  n on appelle




Ckn (1 + x)
k (1  x)n k ;
où Ckn =
n!
k! (n  k)! :
Propriétés




Bk;n (x) = 1 pour tout x 2 [ 1; 1] ;
 Bk;n est positif sur [ 1; 1] ;
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 Bk;n = 0 pour k < 0 ou k > n;
 Bk;n atteint son maximum sur [ 1; 1] ;
 (Bk;n)
0
(x) = n (Bk 1;n 1 (x) Bk;n 1 (x))
 (Bk+1;n+1)
0
(x) = (1  x) (Bk+1;n)
0
(x) + x (Bk;n)
0
(x)
Théorème 125 Pour tout n 2 N; les polynômes (Bk;n)0kn forment une base de Rn [X] :
4.2.2 Polynômes de Bernstein associés à une fonction.
Dénition 126 Soit f une fonction continue sur lintervalle [ 1; 1] pour tout entier non
nul n; le polynôme de Bernstein associé à f est dénit par :










(1 + x)k (1  x)n k :
on dit que la suite Bn (f) est une approximation polynomiale de la fonction f sur
lintervalle [ 1; 1] :
Théorème 127 Soit f une fonction continue sur [ 1; 1] ; alors la suite Bn (f) converge
uniformément vers f sur [ 1; 1] :
Proposition 128 Soit f une fonction admette une dérivée second sur lintervalle [ 1; 1] ;
alors lerreur dapproximation par les polynômes de Bernstein est donnée par la formule
suivante :













Pour plus des détailles sur les polynômes de Bernstein voir D. F. Walnut (39)
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    Ce travail a présenté une étude sur les ondelettes stationnaires et non 
stationnaires ainsi des concepts sur l'analyse multirésolution stationnaire et non 
stationnaire avec l'utilité des B-splines exponentielles dans la construction des 
ondelettes non stationnaires. Une présentation d'une nouvelle technique de 
construction une ondelette non stationnaire à partir de l'ensemble des solutions 
positives de l'équation de Bézout à été donnée. Par la suite nous avons 
approximé cette solution par les polynômes de Bernstein avec l'intention de 
réaliser une factorisation spectrale par laquelle les coefficients d'ondelettes sont 
déterminés.  
    Mots clés : Ondelettes stationnaires, ondelettes non stationnaires, analyse 
multirésolution, équations de Bézout, B-splines exponentielles. 
 
Abstract 
This work presented a study on stationary and non-stationary wavelets as well as 
concepts on stationary and non-stationary multiresolution analysis with the 
utility of exponential B-splines in the construction of non-stationary wavelets. A 
presentation of a new technique for constructing a non-stationary wavelet from 
the set of positive solutions of the Bézout’s equation was given. Subsequently 
we approximated this solution by Bernstein polynomials with the intention to 
perform a spectral factorization by which the wavelet coefficients are 
determined.    
 Key words: stationary wavelets, non-stationary wavelets, multiresolution 
analysis, Bézout's equation, exponentials B-splines. 
 
صــخـلــم  
وغير الثابتة باإلضافة إلى بعض المفاهيم حول التحليل متعدد  المويجات الثابتة حول قدم هذا العمل دراسة
كما يقدم هذا  الثابتة،أهمية الخطوط االسية في بناء المويجات غير  إبرازمع  الثابتوغير الحل الثابت 
 بيزوت،العمل عرضا جديدا حول بناء مويجات غير ثابتة إنطالقا من مجموعة الحلول الموجبة لمعادلة 
الذي  يفيتحقيق التحليل الط من أجل وهذا هذا الحل باستعمال كثيرات حدود برنشتاينقمنا بتقريب ها دبع
.اتعيين معامالت المويجيتم ت عن طريقه  
 ،بيزوتمعادلة  المتعدد،تحليل الحل  الثابتة،المويجات غير  الثابتة،المويجات  المفتاحية: الكلمات
.الخطوط األسية   
 
