Service cost minimization
Introduction
Wireless sensor networks (WSNs) have been used in many application domains, including industrial control, home automation, military sensing, asset tracking, habitat monitoring, soil analysis, and so on [19, 14] . Traditionally, the base station is deployed at a pre-defined strategic location in the network and data generated from sensors is transmitted to the base station through multi-hop relays using low-power radios such as IEEE 802. 15.4 . In this paper we consider a remote monitoring scenario where a homogeneous sensor network with unreliable wireless communications is deployed in a region that is geographically different from the one of the monitoring center. Such a scenario is driven by many real applications. For example, a farmer who lives in Canberra deploys sensor networks on his remote farms to monitor crops growth, where the farms are geographically located in other states such as Queensland, Tasmania, and Western Australia. The sensing data generated by the sensors from the sensor networks is to be sent back to the monitoring center in Canberra in real-time for further processing and decision-making. Clearly, the limited transmission range of low-power radio http://dx.doi.org/10.1016/j.inpa.2014. 10 .001 2214-3173 Ó 2014 China Agricultural University. Production and hosting by Elsevier B.V. All rights reserved.
by the sensor and the long distance between the monitoring center and the deployed sensor networks (at least several hundreds of kilometers away) make the traditional multihop data transfer paradigm inapplicable. Instead, the farmer must employ the long-distance data transfer service provided by a third party telecommunication company. As illustrated in Fig. 1 , some sensor nodes in the sensor network must register themselves to the service so that they are able to access to the third party network and all sensing data must be relayed through them to the remote monitoring center. We refer to such sensor nodes as the gateways.
It requires high-bandwidth radios on the gateways to communicate with the facilities of the third party network, such as 3G or 4G radio communications. Due to the high energy consumption of 3G/4G radios [2] , gateways usually work in the following two modes. One is to utilize low-power radios, e.g., IEEE 802.15.4, for data communication within the sensors in the sensor network. Data transmission over low-power radios is unreliable and thus causes data loss. The other is to adopt high-bandwidth radios to transmit the collected data to a third party network. We assume that such communication is reliable as it is beyond the control of the sensor network owner. However, this does incur a service cost that must be paid by the sensor network owner [23] . We thus assume that every sensor node is equipped with dual-radios (a high-bandwidth radio and a low-power radio) and can be chosen to act as a gateway. Once the gateways are chosen, the other sensors will forward their sensing data to the gateways for further relay.
The service cost incurred for transmitting the collected data over the third party network is usually comprised of a fixed cost for a data quota as well as a penalty cost for any exceeding data usage beyond the data quota, and charged on a fixed period basis (e.g., monthly for mobile plans), referred to as the charging period. The volume of data successfully received by the monitoring center within a charging period is defined as the network throughput. In most sensing monitoring applications, different users usually have different monitoring quality requirements. For example, the monitoring center must receive at least a certain percentage of all generated data in a given period. In this paper we refer to the given percentage of all generated data within a charging period as the network throughput requirement. If higher throughput is required, a large volume of sensing data has to be sent via the third party network and a more expensive service cost will be incurred, and vice versa. Our objective in this paper thus is to minimize the service cost, subject to a specified network throughput requirement. In addition, due to relaying data and the large energy consumption on highbandwidth radio communications, gateways consume their batteries faster than that of other nodes. To balance the energy consumption among sensor nodes, gateways are required to be periodically rotated in order to prolong the network lifetime, where the network lifetime is defined as the first node failure due to its battery expiration [6] .
To solve this constrained optimization problem, we need to jointly determine the number of gateways employed and the data routing structure. This is because (i) the number of gateways plays an important role in the service cost. If the number of gateways is small, quotas might be severely overused at gateways and expensive penalties will be applied. On the other hand, if the number of gateways is large, the fixed cost would be high, and a large fraction of data quotas at most gateways would certainly be under-utilized and will be wasted. A fine tradeoff must be explored to make the best use of data quota and to avoid or minimize the penalties. (ii) The volume of data relayed by each individual gateway depends on not only the number of sensors forwarding their data to the gateway but also the end-to-end reliability between each of these sensors and the gateway. Sensors are to be allocated to gateways and a set of routing trees rooted at the gateways are to be built to span all sensors such that the sum of the service cost of all gateways is minimized, while the expected volume of data relayed by the gateways meets the network throughput requirement.
Since we consider the link-unreliable wireless sensor networks, the volume of received data through routing trees and the resultant cost are the expected results. That is, the actual received data volume may not meet the pre-defined throughput requirement, and also the actual service cost could exceed the expected one. The probability analysis on these cases will be conducted to show the quality of the solution.
Our main contributions in this paper are as follows. We first formulate a novel constrained optimization problemthe throughput guaranteed service cost minimization problem and show its NP-completeness. We then propose a heuristic, which includes identifying gateways dynamically and finding an energy-efficient forest of routing trees rooted at the gateways. We also conduct theoretical analysis on the performance of the obtained solution. We finally perform experiments by simulations to evaluate the performance of the proposed algorithm and study the impact of different constraint parameters on its performance. Experimental results demonstrate that the proposed algorithm outperforms other algorithms in terms of the service cost and the network lifetime. To the best of our knowledge, this is the first time that the problem of minimizing the service cost for remote monitoring scenarios is considered, and a feasible solution is provided.
The remainder of the paper is organized as follows. Section 2 discusses the related work. Section 3 introduces the system model, notions, the problem definition, and proves that the problem is NP-complete. Section 4 proposes a heuristic and Section 5 provides theoretical analysis on the quality of the solution. Section 6 conducts extensive experiments to evaluate the performance of the proposed algorithm, and Section 7 concludes the paper. 
Related work
Data gathering is one primary function of wireless sensor networks, which has been extensively explored in the past decade [17, 8, 10, 11, 22, 25] . Previous studies on this problem can be classified into three categories based on different routing protocols adopted [4] : flat-based routing, hierarchical-based routing, and location-based routing. (i) In the flat-based routing, all sensors are assigned with equal capabilities and play the same roles. This type of routing protocols includes directed diffusion [9] , rumor routing [5] , random-walks-based routing [16] , and so on. (ii) In the hierarchical-based routing, sensors are clustering into different clusters, the network has intra-cluster and inter-cluster layers, and sensors serve as different roles (cluster heads and cluster members) [8, 22, 21] . Cluster heads gather data from their members and relay data to the base station, while cluster members only communicate with each other in the same cluster. (iii) In the location-based routing, the locations of sensors are not given but can be obtained either through information exchanges between neighboring nodes or GPS [26] . Our paper falls into category (ii). The idea of periodic gateway identification in this paper is similar to the cluster head selection and rotation scheme in LEACH [8] . However, LEACH selects cluster heads by assigning each sensor a random probability while our proposed algorithm chooses sensors with relatively high residual energy as gateways. Besides, in our algorithm, the routing trees rooted at gateways are built to guarantee that the expected volume of data collected from these trees meets the network throughput requirement, based on the assumption that wireless links are not reliable in the sensor network. Furthermore, unlike most existing works that focus on the network lifetime, this paper focuses on minimizing the service cost by transmitting data to the remote monitoring center.
The dual-radio wireless sensor network has been studied recently. Most studies in literature focus on energy conservation [18, 12, 7] . This is directly driven by the fact that highbandwidth radios (e.g., IEEE 802.11b/g) are more energy efficient in data transmission yet costly in idling energy consumption and start-up overhead [15] , compared to lowbandwidth radios (e.g., IEEE 802.15.4). The main challenge of these works is to find a fine tradeoff by minimizing the amount of time spent by the high-bandwidth radio in idle status while using the lower-power radio as a paging and control channel for resource discovery and mobility support [15] . Stathopoulos et al. [18] considered dual-radio, dual-processor nodes in WSNs which provide both low-energy operations as well as increased computational performance and communication bandwidth. In such systems, low-power radios always remain vigilant while high-bandwidth radios are to be triggered by the applications. Because the high-bandwidth radio works at a low operating duty cycle to conserve energy, end-to-end paths do not always exist. They proposed a topology control mechanism which uses vigilant low-power radios to selectively wake up the mostly-off high-bandwidth radios for bulk traffic. The mechanism reduces energy consumption while incurring only a moderate increase in application latency. Lymberopoulos et al. [12] considered to opportunistically use two or more types of radios to achieve energy efficient design of a sensor platform. They concluded that high bandwidth radios are energy efficient only when the amount of data to be sent is large. Different from these studies, this paper adopts the dual-radio model not for the purpose of saving energy, but for remote data transmission. In the above works, two types of radios are both working for data transmission within the network. Whereas in our paper, only the low-bandwidth radio is used within the sensor network for data transmission, while the high-bandwidth radio is used to communicate with the third party facilities outside the sensor network. We investigate the cost incurred by data transmission over the high-bandwidth radios, which is a significant departure from existing studies.
The remote monitoring scenario with dual-radio platform was studied in our previous work [23] . Assuming that the number of gateways is given and not all generated data needs to be collected, Xu et al. studied the problem of throughput guaranteed network lifetime maximization. They analyzed the energy cost models of the two radios and proposed a heuristic to assign the gateways and build routing forest for energy-efficient data collection, which does not necessarily include all deployed nodes. This work differs from [23] in that we consider link unreliability that compromises the network throughput. The routing forest establishment strategy in [23] is not applicable to this scenario, because it does not take into account the data loss during data transmission. Rather, a new algorithm is to be developed so that the volume of data collected through the routing forest is no less than the required amount. The study of this paper is an extension of the work in paper [24] , by providing theoretical analysis on the quality of the solution obtained and extensively experimental evaluations.
Preliminaries
We consider a dual-radio wireless sensor network G ¼ ðV; EÞ deployed in a region that is geographically far away from the monitoring center of the network, where V is the set of sensor nodes and E is the set of links, n ¼ jVj. Sensors have identical data generation rates r g and their locations are stationary and known a priori. Each sensor is equipped with two radio interfaces: a low-power radio and a high-bandwidth radio, and can work on either type of the radios or both of them. The low-power radio is used for sensed data and communicating with other sensors within the sensor network.
There is a link between two sensors if they are within the low-power radio's transmission range of each other. The link reliability of such a link e 2 E, denoted by pðeÞ, however is determined by the path loss, concurrent transmission interferences, and ambient noises on wireless channels. We assume that the successful probabilities of any two data transmissions at different times over the same link e are independent, either of which only depends on pðeÞ. The highbandwidth radios are employed to communicate with a third party network, and the data transmission over such radios is assumed reliable (beyond the control of the sensor network owner). The high-bandwidth radio at a sensor is only turned on when the sensor is a gateway and its buffered data needs to be sent immediately. We define the sensors that engage both of the two radios as gateways, Denote by GW the set of gateways and let m ¼ jGWj be the number of gateways which will be determined case by case. Sensors in V n GW only employ low-power radios to communicate with other sensors in the network.
To enable the sensing data from each source node to reach the remote monitoring center, the sensed data must go through the following three stages: it is first transmitted from its source node to a gateway (omitted if it is generated by the gateway itself) along a path in the routing tree rooted at the gateway, then relayed out of the sensor network by the gateway, and finally forwarded to the monitoring center by the third party network. Let T i be the tree rooted at gateway g i 2 GW and VðT i Þ be the set of nodes in T i ; 1 6 i 6 m. For a given gateway g i , the volume of data received at g i via T i within a period of t is denoted by D ðtÞ ðiÞ. Let e 1 ; e 2 ; . . . ; e h be the link sequence in the path of T i from a sensor node v 2 VðT i Þ to gateway g i . Denote by pðv; g i Þ the end-to-end reliability between v and g i , then pðv; g i Þ ¼ Q h i¼1 pðe i Þ. We treat each attempt of v sending its data to g i as one trial and each trial is an i:i:d event. Denote by Dðv; g i Þ a 0-1 variable to represent whether one trial succeeds, i.e.,
Dðv; g i Þ ¼
1 if the try is successful; 0 otherwise: ð1Þ
Following the definition of Poisson trials [13] , the expected volume of data collected by gateway g i in T i within a period of t is
Service cost
The service cost of remote monitoring is determined by the number of gateways and the extra volume of data beyond the data quota at each gateway, as telecommunication companies usually provide the data relay service for each gateway through optional data plans, each of which is with a fixed cost c f for a data quota Q for a fixed period of s (e.g. the mobile plan), and a penalty rate c p for exceeding every MB data transfer during a charging period s will be applied. Usually, the penalty rate is much more expensive than the data rate in the quota, i.e., c p > c f Q
. Denote by C ex the service cost, then
where E½D ðsÞ ðiÞ is the expected volume of data received by gateway g i within a charging period s. The first term of the right hand side of Eq. (3) is the sum of the fixed cost of the m gateways, the second term is the total penalties incurred. The penalty to a gateway g i is either 0 if the expected volume of transmitted data by the gateway does not exceed the quota Q, or ðE½D ðsÞ ðiÞ À QÞ Á c p . Since the penalty depends on the expected volume of data exceeding the quota, the amount of the service cost itself is an expected value, too. For the sake of convenience, we still refer to it as service cost.
Network throughput
Recall that the volume of data received by the monitoring center within a charging period is the network throughput.
To ensure the required data integrity and the monitoring quality by a specific application, we define the network throughput requirement as D ðsÞ req ¼ a Á n Á r g Á s, which is a percentage of the total volume of generated data during the charging period s. And a is a pre-defined constant referred to as the network throughput threshold with 0 < a 6 1. As we assume that data transmission within the sensor network is unreliable, this will result in data loss during its transmission. The network throughput, P m i¼1 D ðsÞ ðiÞ, will not be deterministic, and its expectation is
To meet the specified throughput requirement, E½ P m i¼1 D ðsÞ ðiÞ P D ðsÞ req should hold.
Problem definition
Given a dual-radio link-unreliable sensor network G ¼ ðV; EÞ deployed for monitoring a region of interest, there is a monitoring center geographically located far away from the region of the sensor network G itself. Sensed data is transferred over high-bandwidth radios employed by some nodes to a third party network which will further forward the data to the monitoring center. Such data transfer by hiring service from a third party telecommunication company incurs cost and the amount of the cost is determined by the volume of data transferred and which data plan chosen. Data transmission over low-power radios within the sensor network causes data loss, yet it is required a certain percentage of sensing data generated by all sensors in a given charging period must be received by the monitoring center. The throughput guaranteed service cost minimization problem in G thus is defined as follows. Given a network throughput threshold a and a specified data plan with a charging period of s, the problem is to identify a set of nodes acting as gateways and find a forest of routing trees rooted at the gateways to transmit the sensing data generated within this period to the monitoring center such that the incurred service cost is minimized, subject to the throughput requirement.
To provide an efficient solution to the defined constrained optimization problem is challenging. The core difficulty lies in jointly determining the number of gateways and finding a routing tree rooted at each gateway. The volume of data received at each root is desirable to roughly equal the quota of the chosen data plan in order to avoid the penalty due to exceeding the quota, and the waste of money if the expected data volume is always below the quota. In each routing tree, nodes are to be spanned according to their remaining energy to balance the energy consumption in the network.
3.4.
NP-completeness Theorem 1. The decision version of the throughput guaranteed service cost minimization problem is NP-complete.
Proof. We show the claim by a reduction from the subset sum problem, which is NP-complete [20] . Given a set of positive integers S ¼ fa 1 ; a 2 ; . . . ; a n g, the subset sum problem is to find a partition of S which will result in two disjoint subsets S 1 and S 2 such that
There are two gateway nodes g 1 and g 2 , corresponding to sets S 0 and S 00 respectively. There is an edge in E between each sensor node and either of the gateways, or two sensors if they are within the transmission range of each other. Assume that the reliability of a link between sensor v i and either of these two gateways is p i ¼ a i =T, where T ¼ maxfa i j 1 6 i 6 ng þ 1 is the duration of the given monitoring period. We further assume that the reliability of each link between any two sensors is 1. Let 2K be the throughput requirement for the period of T.
Assume that the data generation rate of sensors is r g ¼ 1, and the data plan is with a fixed cost c for the data quota of K within the charging period of T. The decision version of this special case of the throughput guaranteed service cost minimization problem is to ask: whether there are two routing trees rooted at gateways g 1 and g 2 such that the service cost is 2c, subject to the throughput requirement being met. If there is a solution with the expected throughput 2K, the expected volume of data received from either tree is K, and the total service cost is 2c. That is,
, where V i is the set of sensors in the tree rooted at g i with i ¼ 1; 2. Otherwise, if the expected volume of data received from one of the trees is less than K, to meet the 2K throughput requirement, the expected volume from another tree must be strictly larger than K, which incurs a cost more than c and the total service cost will be larger than 2c. Clearly, if there is a solution to the above instance of the special throughput guaranteed service cost minimization problem, there is a solution to the instance of the subset sum problem. Since the subset sum problem is NP-complete and such a reduction is polynomial, the decision version of the throughput guaranteed service cost minimization problem thus is NP-hard. Meanwhile, it is easy to verify whether a given solution incurs a cost 2c with the expected throughput 2K in polynomial time. The problem of concern thus is in NP class. Therefore, the throughput guaranteed service cost minimization problem is NP-complete. h
Heuristic
Due to the NP-completeness of the problem, in this section we propose a heuristic. We start by giving a brief overview of the proposed algorithm, followed by providing the algorithm details.
Overview
Given a specific data plan for gateways, the service cost in a charging period is determined by the number of gateways, and the penalty for exceeding the quota at each individual gateway. Intuitively, if there is a solution to the problem, the minimum service cost can be achieved when neither the data quota is under-utilized nor any penalty is applied. That is, the amount of data relayed by each gateway within the charging period is exactly equal to its data quota. However, in reality, the volumes of data relayed by different gateways may not be balanced, which will result in money waste at some gateways which relay data less than the quota, or penalties at some others which relay data more than the quota.
To minimize the service cost while maintaining the throughput requirement, the proposed heuristic needs to identify an appropriate number of gateways, and design routing trees rooted at the gateways spanning the rest of sensors such that the service cost is minimized while the expected throughput requirement is maintained. As different number of gateways result in different service costs, we aim to find the one with the minimum service cost. A small number of gateways means the total fixed cost is relatively low. However, the quotas might be severely overused at some gateways and expensive penalties will be applied. If the total penalty is greater than the fixed cost of a gateway, it is worthwhile to employ one more gateway to share the work load among the gateways, the chance of exceeding the quota at each gateway becomes small, and the service cost can be reduced. On the other hand, a large number of gateways means that each gateway undertakes less data relay and small penalties or no penalty will be applied. However, the data quotas assigned to some gateways will be severely underutilized, and a large fraction of the fixed costs of these gateways will be wasted. If the volume of data relayed by a gateway can be redistributed to some other gateways without causing any quota exceeding among the involved gateways, its fixed cost will be saved by removing this gateway. Therefore, an appropriate number of gateways is to be found to fully utilize the data quota at each gateway and do not incur penalties.
Given the number of gateways m, we need to address which sensors should be identified as the gateways. The choice of gateways is guided by the following rationale. Gateways should have relatively high residual energy, this is because gateways relay data over the high-bandwidth radios and thus consume much more energy than other sensor nodes. If a sensor with low residual energy serves as a gateway, it may run out of energy before the end of the charging period, and the network lifetime will be significantly shortened. Once the gateways are identified, we construct the routing tree rooted at the gateways spanning all the other nodes in the network to balance the energy consumption overall the network.
Algorithm with a fixed number of gateways
For the sake of simplicity, in the following we first assume that the number of gateways m is given, and we aim to identify the m gateways and find m routing trees rooted at the gateways. We will remove this assumption later.
To select m gateways from n nodes, we first sort the nodes by their residual energy in non-increasing order. Denote by erðvÞ the residual energy of node v at this moment. Let v What follows is to find a forest that consists of routing trees rooted at the m gateways in GW and spanning all the other nodes in V n GW. Due to the energy imbalance among sensor nodes, the remaining energy at each node should be considered when it is added to a routing tree to prolong the network lifetime. IE is the initial energy of each sensor, pðu; vÞ is the link probability of its corresponding edge ðv; uÞ 2 E, and k > 1 is a positive constant determining the impact of residual energy on the weight, referred to as the weight adjustment parameter. Note that all outgoing edges from a node v have identical weights, and for each edge ðv; uÞ 2 E, there are two directed edges hv; ui and hu; vi in E 0 with asymmetric weights. Initially, erðvÞ ¼ IE at each node v 2 V. As nodes consume more and more energy as the network operates, the residual energy of each node becomes smaller and the weights of outgoing edges of the node will increase. The less the residual energy a node v has, the higher the weight of each of its outgoing edges. Having the auxiliary graph G d , we now describe the construction of routing trees in G d . A single-source shortest path tree F in G d rooted at s is constructed, using Dijkstra's algorithm [20] . Let Lðv; uÞ be the shortest path from node v to node u in graph G d . In path Lðs; vÞ from the virtual sink s to any node v 2 V, the first and second vertices in Lðs; vÞ are s and a gateway g 2 GW, because the virtual sink can only connect to gateways. The removal of s and its incident edges from the shortest path tree F, a forest F ¼ fT i j 1 6 i 6 mg consisting of routing trees rooted at the m gateways then follows. Note that the higher the link reliability pðv; uÞ or the higher the residual energy at the node v, the lower the weight xðhv; uiÞ, and the more likely the link is arranged in the higher level of a routing tree or vice versa.
For any node v 2 VðT i Þ, it sends its sensing data to gateway g i along the reverse path Lðg i ; vÞ in T i . The expected network throughput is calculated by Eq. (4) and the service cost is calculated by Eq. (3). The detailed algorithm is described in Algorithm 1.
Algorithm 1. Iden_GW

4.3.
Algorithm without the given number of gateways
In this subsection we propose an algorithm for the problem by removing the fixed number of gateways assumption as follows. We focus on finding an appropriate value of m to minimize the service cost. Let m 0 be such a value of m leading to the minimum service cost. In this ideal scenario, the expected volume of data collected by the m 0 gateways meets the throughput requirement, and the volume of generated data is evenly distributed (and relayed) to m 0 gateways, where
, the expected volume of data collected by the m 0 gateways will meet the throughput requirement. This will lead to the minimum service cost C opt ¼ m 0 Á c f , because the data quota at every gateway is fully utilized and no data exceeding occurs. However, such a solution may never exist because its existence is fully determined by the network topology and link probabilities. In reality, the volume of data relayed by the m 0 gateways may not be balanced, either a larger or smaller number of gateways than m 0 may result in a lower service cost. In the following we develop a greedy heuristic to find a solution such that the service cost is the minimum among several candidate solutions. The proposed heuristic is to identify the value of m first, then applies the algorithm in the previous section to find the solution to the problem. The rest is to find the value m, which proceeds iteratively in the two intervals ½1; m 0 and ½m 0 þ 1; n separately. We first find the appropriate value of m in the interval ½1; m 0 by setting m ¼ m 0 and decreasing its value by one in each iteration. Within each iteration, it first calls algorithm Iden_GW with the current value of m as the input, and obtains a solution with a corresponding service cost. It then checks whether the service cost is the minimum one among all found candidate solutions so far. If not, the procedure continues until such a solution is found or the value of m is decreased to 1. Similarly, starting from m ¼ m 0 þ 1, we increase the value of m by one and compare the service cost with the minimum service cost found so far. In the end, a candidate solution with the minimum service cost will be chosen as the solution to the problem. The detailed description of algorithm Min_Cost is in Algorithm 2.
Algorithm 2. Min_Cost
Notice that algorithm Min_Cost will be applied after every period of s. We now analyze the computational complexity of algorithm Min_Cost by the following theorem.
Theorem 2. Given a dual-radio sensor network GðV; EÞ with unreliable links and a data plan, there is an algorithm for the throughput guaranteed service cost minimization problem in G, which takes Oðn 3 Þ time, where n ¼ jVj is the number of sensors in the network.
Proof. For a given m, identifying gateways takes Oðn log nÞ time by sorting, while finding routing trees rooted at the gateways takes OðjEj þ jVj log jVjÞ ¼ Oðn 2 Þ time [20] . Finding an appropriate number of gateways takes at most n iterations, the computational complexity of algorithm Min_Cost thus is Oðn 3 Þ. h
Theoretical analysis
Since wireless communications in the sensor network are unreliable, the network throughput and service cost delivered by algorithm Min_Cost are the expected results. It is very likely that the actual volume of data received by the gateways may be below the network throughput requirement, or the actual service cost may be beyond the expected service cost.
In the following we analyze the quality of the solution delivered by algorithm Min_Cost in this regard. We first study the probability that the actual volume of data received by all gateways in F ; P m i¼1 D ðsÞ ðiÞ is less than the
We refer to this probability as the throughput failure probability, denoted by h Note that the throughput failure probability only depends on the value of D ðsÞ req , because once the routing trees are identified, the end-to-end reliability between any node to its gateway is determined, too. The larger the value of D ðsÞ req , the greater the throughput failure probability.
We then analyze the probability that the actual service cost is greater than the expected service cost of the solution
delivered by algorithm Min_Cost, and we refer to this probability as the cost exceeding probability, denoted by Cex . Two special cases of this general setting can be derived: (i) when 0 < h 6 1;
Pr½C ðsÞ P ð1 þ hÞ Á C ex 6 e ÀCexÁh 2 =3 ; (ii) when h P 5; Pr½C ðsÞ P ð1 þ hÞ Á C ex 6 2 Àð1þhÞÁCex . We therefore conclude that a large value of h will lead to a small cost exceeding probability. In summary, both the throughput failure probability and cost exceeding probability in the solution delivered by the proposed algorithm Min_Cost are bounded.
6.
Performance evaluation
In this section we evaluate the performance of the proposed algorithm and investigate the impact of several constraint parameters on the network performance in terms of service cost and network lifetime (in month). We consider a sensor network consisting of 100 to 500 sensors randomly deployed in a 1; 000m Â 1; 000m square region. We adopt the CC2420 radio [1] and a typical 3G radio based on WCDMA 2100@24dBm standard [2] at each sensor. The initial energy capacity of each sensor IE is 1; 000Joules. We adopt three different data plans provided by Vodafone Theseplansthesamepenaltyrate c p ¼ $0:02=MB. In the default simulation setting, Plan (II) will be adopted, the data generation rate r g ¼ 50Bytes=s, the search space percentage b ¼ 0:1, the weight adjustment parameter k ¼ 2, the link reliability is a random value within the interval ½0:5; 0:9, and the network throughput threshold a ¼ 0:7. Each value in figures is the mean of the results by applying the mentioned algorithm to 50 different network topologies of the same size.
Performance comparison of different algorithms
We first study the performance of algorithm Min_Cost against that of the other two algorithms. The only difference between these algorithms is in the identification of gateways. The number of gateways m is delivered by algorithm Min_Cost.
One algorithm randomly selects m sensor nodes from all sensors as the gateways. We refer to this algorithm as Random_GW.
The other is a variant of algorithm LEACH [8] which selects P percentage of nodes as the gateways, where P ¼ m=n is the ratio of the number of gateways to the total number of sensors. Nodes serving as gateways in the current charging period cannot be selected as gateways for the next 1=P periods. This algorithm is referred to as LEACH_GW. The rest of these three algorithms is identical, that is, the routing forest is built by adopting the forest establishment Algorithm 1. We compare the performance of these three algorithms in terms of the service cost and network lifetime by varying n from 100 to 500 while fixing a ¼ 0:7 and r g ¼50 Bytes=s; k ¼ 2, and Plan (II) is adopted. Fig. 2 shows that algorithm Min_Cost outperforms the other two in both the service cost and the network lifetime. On average, the service cost delivered by algorithm Min_Cost is 20% and 8% less than, and the network lifetime is 32% and 27% longer than those of algorithms Random_GW and LEACH_GW, respectively. From Fig. 2(a) , it is observed that with the increase in n, the service cost of the solution delivered by each algorithm goes up, because larger volume of data is required to be sent to the remote monitoring center and a higher cost is incurred. With the growth of n, the gap between the three service cost curves is further enlarged. Fig. 2(b) illustrates that the curves of network lifetime drop with the growth of n. The superiority of algorithm Min_Cost lies in a more efficient gateway identification strategy to better balance the energy consumption among the sensor nodes. We also note that in terms of network lifetime, algorithm LEACH_GW outperforms algorithm Random_GW in most cases. The reason behind is that the nodes in algorithm LEACH_GW cannot be repeatedly selected as the gateways in a number of consecutive rounds, while algorithm Random_GW does not pose such a restriction, which potentially increases the chances for more balanced energy distribution and a longer network lifetime.
Impact of constraint parameters on network performance
We now investigate the impact of different constraint parameters on the performance of algorithm Min_Cost in terms of the service cost and network lifetime.
We start with the impact of the network throughput threshold a on the network performance by varying a from 0.5 to 1.0. As shown in Fig. 3 , the service cost increases while the network lifetime decreases as the value of a goes up. This is because the higher the throughput requirement, the larger the volume of sensing data collected from the sensor network, thereby resulting in a higher service cost and more energy consumption among sensors, thus a shorter network lifetime. However, note that when prior to a ¼ 0:8, the service cost and network lifetime vary slowly and are flat, while a reaches 0.8, both of them change dramatically. The rationale behind is that a larger a does not necessarily mean that the amount of data relayed by each gateway increases accordingly. With the growth of a from 0.5 to 0.8, the forest of routing trees may not experience many changes, resulting in slight changes in the service cost and network lifetime. However, with further increase in a, a large number of gateways is expected to be used in order to meet the network throughput requirement, resulting in a greater service cost. The similar explanation applies to the trend of network lifetime, too.
We then investigate the impact of weight adjustment parameter k on the network performance by varying k from 2 to 10. Fig. 4 indicates that the increase of k results in a higher service cost yet a longer network lifetime. Recall that the weight of a directed edge hv; ui is xðv; uÞ ¼ IE Á k 1ÀerðvÞ=IE =pðv; uÞ.
The value of k affects weights of edges thus the routing forest construction. The larger the value of k, the greater the impact of the residual energy on the edge weight, and the more balanced energy consumption. However, a larger k leads to a higher service cost, as shown in Fig. 4(a) . In each iteration of (a) Service cost (b) Network lifetime I n f o r m a t i o n P r o c e s s i n g i n A g r i c u l t u r e 1 ( 2 0 1 4 ) 8 3 -9 4
searching the optimal number of gateways m, the routing forest algorithm with a larger k delivers a forest with a lower throughput, compared to that delivered by the same algorithm with a smaller k, which very likely does not meet the specified throughput requirement. As a result, a larger number of gateways is required and a higher service cost is incurred. We also address the impact of the data generation rate r g on the network performance by varying r g from 20 Bytes=s to 100 Bytes=s with the increment of 20 Bytes=s. Fig. 5 shows that with a fixed r g , the larger the network size n, the higher the service cost, and the shorter the network lifetime, because more data is required to be transmitted and a larger number of gateways is required. This can also explain that with the increase in the data generation rate r g , the service cost will go up while the network lifetime will drop.
What follows is to investigate the impact of different data plans on the network performance. Fig. 6(a) indicates that adopting Plan (I) incurs the highest service cost among the three plans. Adopting Plan (II) is the cheapest when n 6 300, and when n > 300 Plan (III) leads to the smallest service cost. Recall that the number of gateways m is searched around m 0 ¼ b aÁnÁsÁrg Q c.
A smaller data quota Q indicates a larger number of gateways needed and a higher service cost incurred, it is because transmitting the same amount of data by adopting a data plan with a smaller data quota usually incurs a higher cost than that of adopting a plan with a larger data quota, as illustrated by the following example. Assume that there is 20 GB collected data to be sent, and the amount of data sent through each gateway is equal to the data quota. Corresponding to plans (I), (II), and (III), the numbers of gateways needed are 10 (2 GB at each gateway), 5 (4 GB at each gateway), and 2 (10 GB at each gateway), and the corresponding service costs are $ 190, $145, $79 respectively. Though the penalty is not considered, the fixed cost is dominant in the service cost. This explains the higher cost caused by Plan (I) in comparison with the other two plans. It is also interesting to see that when n > 300, adopting Plan (III) results in a lower cost compared with Plan (II). It is because when Plan (II) is adopted, a higher penalty is incurred, which depends on the quota usage on individual gateways. In other words, adopting a plan with a larger quota (e.g., Plan (III)) means a smaller fixed cost yet might be accompanied with an expensive penalty, and results in a high service cost in the end. We finally evaluate the impact of charging period s on the network lifetime by the proposed algorithm. Assume that cost by adopting Plan (II) (s ¼ 4 weeks) and its two varieties. Fig. 7 shows that the shorter the charging period, the longer the network lifetime delivered by the proposed algorithm, as this results in more frequent changes of gateways, thus more balanced energy consumption among the sensors.
Conclusions
In this paper we studied a novel remote monitoring cost minimization problem for a link-unreliable dual-radio sensor network, subject to the user-specified network throughput requirement. We formulated the problem as a constrained optimization problem and showed its NP-completeness. We then proposed a heuristic for the problem by jointly identifying gateways and finding energy-efficient routing trees rooted at the gateways spanning the other nodes. We also conducted theoretical analysis on the quality of the solution obtained. We finally evaluated the performance of the proposed algorithm by simulations. Experimental results demonstrate that the proposed algorithm outperforms other heuristics in terms of both the service cost and the network lifetime significantly.
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