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Περίληψη 
Στην παρούσα εργασία μελετούνται οι τεχνολογίες που συνθέτουν ένα ιδιωτικό 
νέφος, αναλύονται τα απαραίτητα λογισμικά διαχείρισης υποδομής ως υπηρεσία και 
υλοποιείται ένα μικρό σε κλίμακα ιδιωτικό νέφος.  
Συγκεκριμένα αναλύεται το μοντέλο υπηρεσίας υποδομή ως υπηρεσία και το 
μοντέλο ανάπτυξης ιδιωτικού υπολογιστικού νέφους. Γίνεται αναλυτική παρουσίαση 
των διαθέσιμων hypervisors συγκρίνοντας τα χαρακτηριστικά τους όπως επίσης 
αναλύεται η τεχνολογία της εικονικοποίησης επισημαίνοντας τα οφέλη που επιφέρει στις 
λειτουργίες ενός τμήματος ΙΤ και γενικότερα σε μεγάλους οργανισμούς και εταιρίες. 
Επίσης γίνεται εκτεταμένη αναφορά στους hypervisors XenServer, VMware ESXi και 
Microsoft Hyper-V καθώς επίσης και στα λογισμικά διαχείρισης υποδομής ως υπηρεσία 
OpenNebula, OpenStack, VMware Cloud vSuite και Microsoft System Center. 
Τέλος, υλοποιείται ένα μικρό σε κλίμακα ιδιωτικό νέφος στη πλατφόρμα 
Microsoft System Center και παρουσιάζονται  θεμελιώδεις λειτουργίες του όπως η 
άμεση ελαστικότητα, η υψηλή διαθεσιμότητα και η αυτό-εξυπηρέτηση κατά απαίτηση.  
 
 
Λέξεις Κλειδιά: Υπολογιστική Νέφους, Υποδομή ως Υπηρεσία, Ιδιωτικό Νέφος, 
Δημόσιο Νέφος, OpenNebula, OpenStack, VMware ESXi, VMware vCenter, Microsoft 
System Center, Microsoft Hyper-V, Εικονική Μηχανή, Εικονικός Δίσκος, Εικονική 
Υποδομή. 
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Abstract 
This thesis studies the technologies that comprise a private cloud and analyzes 
infrastructure as a service management software. Furthermore, a small scale private cloud 
is implemented.  
Particularly, the service model of infrastructure as a service and the deployment 
model of a private cloud computing are thoroughly studied. There is an analytic 
presentation of the available hypervisors comparing their capabilities as well as the 
technology of virtualization emphasizing on the advantages, which can transform the 
operations of an IT department. Also, there is an extended study of hypervisors, such as 
XenServer, VMware ESXi and Microsoft Hyper-V as well as the management software 
of infrastructure as a service, such as OpenNebula, OpenStack, VMware Cloud vSuite 
and Microsoft System Center. 
Finally, a small scale private cloud is implemented by utilizing Microsoft System 
Center platform and basic operations such as rapid elasticity, high availability and self-
service on demand are presented.  
 
 
Keywords: Cloud Computing, Infrastructure as a Service, Private Cloud, Public 
Cloud, OpenNebula, OpenStack, VMware ESXi, VMware vCenter, Microsoft System 
Center, Microsoft Hyper-V, Virtual Machine, Virtual Disk, Virtual Infrastructure. 
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Εισαγωγή 
1.1 Πρόβλημα – Σημαντικότητα του θέματος 
Η διπλωματική μελετά τις σύγχρονες τεχνολογίες που συνθέτουν τα 
υπολογιστικά νέφη και κυρίως το ιδιωτικό υπολογιστικό νέφος. Αναλύεται σε βάθος η 
τεχνολογία της εικονικοποίησης που είναι ο θεμελιώδης λίθος των υπολογιστικών 
νεφών. Εξηγεί τους λόγους και τα οφέλη για τα οποία οργανισμοί και εταιρείες θα πρέπει 
να αναθεωρήσουν τον επιχειρησιακό τρόπο λειτουργίας τους στο κομμάτι του IT και να 
υιοθετήσουν το νέο μοντέλο διάθεσης υπηρεσιών. Οι εξελίξεις στο χώρο της 
πληροφορικής είναι ραγδαίες και η υπολογιστική νέφους είναι πολλά υποσχόμενη και 
έχει στόχο να αλλάξει τον τρόπο διάθεσης υπηρεσιών και αντίληψης των λειτουργιών 
των τμημάτων IT.  
Η διπλωματική επικεντρώνεται στα λογισμικά διαχείρισης υποδομών ως 
υπηρεσία σε ένα ιδιωτικό νέφος στοχεύοντας στις διαχειριστικές τους δυνατότητες και 
λειτουργίες. Η κατανόηση αυτών των διαχειριστικών λογισμικών είναι κρίσιμη διότι η 
πολυπλοκότητα ως προς την σύνθεση τους και η διαλειτουργικότητα ως προς την 
συνεργασία ετερογενών νεφών καθιστούν αυτά το λογισμικά αναγκαία σε πολλαπλά 
επίπεδα λειτουργιών των εικονικών υποδομών. 
Στη συνέχεια γίνεται ο σχεδιασμός και η υλοποίηση ενός ιδιωτικού νέφους. 
Περιγράφονται όλα τα συστατικά μέρη λογισμικό και υλικό που το συνθέτουν. Η 
υλοποίηση γίνεται με το λογισμικό hypervisor Microsoft Hyper-V 2012 και η διαχείριση 
των λειτουργιών της εικονική υποδομής με το λογισμικό Microsoft System Center 2012. 
Ως προς την διάθεση κατά απαίτηση των εικονικών μηχανών από τους χρήστες 
χρησιμοποιούνται λειτουργικά συστήματα Windows Server 2012, Windows 7 και 
Ubuntu 12.04. 
 
 1.2 Σκοπός – Στόχοι 
Βασικός στόχος της διπλωματικής είναι να αναδείξει τα οφέλη του νέου 
μοντέλου διάθεσης υπηρεσιών του ιδιωτικού νέφους. Έχει στόχο την παρουσίαση των 
δυνατοτήτων των λογισμικών διαχείρισης υποδομών ως υπηρεσία και των βασικών 
λειτουργιών του ιδιωτικού νέφους ώστε οργανισμοί και τμήματα IT που ενδιαφέρονται 
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στην υιοθέτηση αυτού του μοντέλου διάθεσης υπηρεσιών να έχουν εκ του πρακτέος 
κάποιο παράδειγμα υλοποίησης και ταυτόχρονα το απαραίτητο θεωρητικό υπόβαθρο. 
1.3 Συνεισφορά 
Η παρούσα διπλωματική ασχολείται με τη τεχνολογία υπολογιστική νέφους και 
πιο συγκεκριμένα : 
1. Έγινε μια εκτενής βιβλιογραφική επισκόπηση όλων των τεχνολογιών που 
συνθέτουν μια υποδομή ως υπηρεσία σε ένα ιδιωτικό νέφος με στόχο την 
κατανόηση και υιοθέτηση αυτών των νέων τεχνολογιών από οργανισμούς και 
τμήματα IT. 
2. Παρουσιάζεται μια υλοποίηση μικρής κλίμακας ιδιωτικού νέφους 
αναδεικνύοντας κάποιες από τις βασικές λειτουργίες του όπως η άμεση 
ελαστικότητα, η υψηλή διαθεσιμότητα και η αυτό-εξυπηρέτηση κατά απαίτηση. 
1.4 Βασική Ορολογία 
Cloud Computing – Υπολογιστική νέφους 
IaaS Infrastructure as a Service 
PaaS Platform as Service 
SaaS Software as Service 
Hypervisor – επόπτης λογισμικού 
API – Application Programming Interface  
Workload – φόρτος εργασίας 
Virtualization – Εικονικοποίηση 
Grid Computing – Υπολογιστική Πλέγματος 
VM – Virtual Machine 
VD – Virtual Disk 
Host – Εξυπηρετητής που φιλοξενεί VM 
On demand – Κατά απαίτηση 
On Premise – Οι εγκαταστάσεις βρίσκονται εντός των κτιρίων της εταιρίας 
 1.5 Διάρθρωση της μελέτης 
Για την πλήρη κατανόηση της αρχιτεκτονικής του ιδιωτικού νέφους και τα 
συστατικά μέρη που το απαρτίζουν, είναι απαραίτητη η εξερεύνηση της εξέλιξης από 
την  τεχνολογία πλέγματος στην τεχνολογία υπολογιστικών νεφών, των τεχνολογιών 
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λογισμικού διαχείρισης, της τεχνολογίας εικονικοποίησης και των hypervisors και το 
πώς όλα αυτά τα συστατικά μέρη συνεργάζονται. 
Πιο συγκεκριμένα το πρώτο κεφάλαιο αφορά την εξέλιξη και ιστορική αναδρομή 
του υπολογιστικού νέφους. Γίνεται αναφορά στη τεχνολογία πλέγματος αφού από εκεί 
δημιουργήθηκε η ανάγκη της ιδέας του νέφους. Στο δεύτερο κεφάλαιο παρουσιάζεται η 
αρχιτεκτονική του υπολογιστικού νέφους περιγράφοντας τις δυνατότητες, τα μοντέλα 
υπηρεσίας και μοντέλα ανάπτυξης. 
Στο τρίτο κεφάλαιο αναλύεται η τεχνολογία της εικονικοποίησης εξετάζοντας 
τους τρόπους, τις μεθόδους και τα είδη που υπάρχουν. Παρουσιάζονται τα οικονομικά 
και επιχειρησιακά  οφέλη της τεχνολογίας εικονικοποίησης που αφορούν όλα τα επίπεδα 
λειτουργίας ενός τμήματος ΙΤ. Στο τέταρτο κεφάλαιο αναλύονται τα λογισμικά 
hypervisors όπως Microsoft Hyper-V 2012, VMware ESXi και XenServer παραθέτοντας 
πληθώρα δυνατοτήτων και συγκριτικά στοιχεία. 
 Στο πέμπτο κεφάλαιο περιγράφονται λογισμικά διαχείρισης υποδομής ως 
υπηρεσία ιδιωτικού νέφους όπως OpenNebula, OpenStack, VMware vCloud Director και 
Microsoft System Center. Αναλύονται όλα τα συστατικά τους μέρη και πως όλα αυτά 
συνθέτουν το πάζλ ενός ιδιωτικού νέφους.  
Στο έκτο κεφάλαιο αναπτύσσουμε  όλα τα στάδια υλοποίησης ενός ιδιωτικού 
νέφους, Παρουσιάζεται το υλικό και λογισμικό που χρησιμοποιήθηκε και όλες οι 
απαραίτητες παραμετροποίησης που χρειάστηκαν να γίνουν. 
 
Η Εξέλιξη του Cloud Computing 
2.1 Ιστορική Αναδρομή 
Η ιστορία του Cloud Computing ξεκινάει στις αρχές της δεκαετίας του 1960 και 
συγκεκριμένα το 1961 όταν ο John McCarthy είχε οραματιστεί ότι οι υπολογιστικές 
λειτουργίες θα διατίθενται κάποια μέρα  ως υπηρεσίες κοινής ωφέλειας (Utility 
Computing) όπως η υπηρεσία της τηλεφωνίας. Ο κάθε συνδρομητής θα πληρώνει 
ανάλογα με την χρήση που κάνει και ταυτόχρονα θα έχει πρόσβαση σε όλα τα εργαλεία 
ανάπτυξης λογισμικών και κατανομής πόρων. Με αυτά τα λόγια προέβλεψε ο John 
McCarthy το υπολογιστικό νέφος. Ο όρος νέφος πηγάζει από τη γραφική αναπαράσταση 
του συστήματος που θυμίζει σύννεφο. Σαν νέφος αναπαρίσταται ένα απομακρυσμένο 
σύνολο υπηρεσιών το οποίο χρησιμοποιεί ένας οργανισμός, χωρίς ωστόσο να εμπλέκεται 
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στην ενδότερη λειτουργία του. Το ίδιο συμβαίνει και με τις υπηρεσίες κοινής ωφέλειας 
όπως η τηλεφωνία, η ύδρευση  και η ηλεκτροδότηση , εξ ου και όρος ωφέλιμη 
υπολογιστική (Utility Computing) του McCarthy.  
Το 1965 , η εταιρία IBM κατορθώνει και υλοποιεί τον πρώτο Hypervisor , ένα 
ειδικό λογισμικό όπου επιτρέπει την κατανομή υπολογιστικών πόρων ανάλογα με της 
ανάγκες της εφαρμογής ή του χρήστη. Αυτή η κατανομή επέτρεπε στα mainframes να 
εκτελούν πολλαπλά προγράμματα και διεργασίες παράλληλα σε απομονωμένα 
περιβάλλοντα. Με αυτό τον τρόπο έλυσαν το πρόβλημα της περιορισμένης αξιοποίησης 
και της ακαμψίας που διακατείχαν τα mainframes. Συνεπώς γεννήθηκε η τεχνολογία της 
εικονικοποίησης (Virtualization) υπολογιστικών πόρων η οποία αποτελεί σήμερα τον 
θεμελιώδη λίθο του υπολογιστικού νέφους. 
2.2 Σύγκριση με το Grid Computing 
Στα μέσα της δεκαετίας του 1990, πρωτοεμφανίζεται ο όρος Πλέγμα (Grid) για 
να περιγράψει τις τεχνολογίες όπου οι χρήστες θα είχαν την δυνατότητα να αποκτήσουν 
υπολογιστική δύναμη κατά απαίτηση. Ο Ian Foster μαζί με άλλους επιστήμονες 
τοποθετήθηκαν επί του θέματος και πρότειναν την τυποποίηση των πρωτοκόλλων από 
όπου θα αιτούνται οι χρήστες υπολογιστική δύναμη, καθιστώντας τη δημιουργία της 
τεχνολογίας υπολογιστικής πλέγματος (Computing Grid) σαν και αυτή της 
ηλεκτροδότησης (Power Grid). Πολλοί ερευνητές ανέπτυξαν ιδέες με βάση αυτήν την 
θεωρία, ομοσπονδιακά συστήματα μεγάλης κλίμακας (TeraGrid,Open Science Grid, 
caBIG, EGEE, Earth System Grid) όπου εκτός της παροχής υπολογιστικής δύναμης 
παρέχουν πρόσβαση σε δεδομένα και λογισμικά κατά απαίτηση. Κύριος σκοπός αυτής 
της τεχνολογίας ήταν και είναι η δυνατότητα για παράλληλες, κατανεμημένες και 
υψηλών επιδόσεων υπολογιστικές λειτουργίες (Foster I. 2001). 
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Εικόνα 1: Η υιοθέτηση της ΙΒΜ για την εξέλιξη του Cloud Computing (Stanoevska 
Slabeva  K. και Wozniak  T. 2009) 
 
Το πραγματικό και συγκεκριμένο πρόβλημα που εντοπίζεται στην υπολογιστική 
πλέγματος είναι η συντονισμένη κατανομή των υπολογιστικών πόρων και η επίλυση 
προβλημάτων ανεξαρτήτου κλίμακας με τρόπο δυναμικό αποτελούμενο από πολλούς 
μηχανισμούς, έναν μεγάλο εικονικό μηχανισμό. Η κατανομή που ενδιαφέρει τον χρήστη 
δεν είναι πρωταρχικά η ανταλλαγή δεδομένων αλλά η απευθείας πρόσβαση σε 
υπολογιστικούς πόρους και λογισμικό. Αυτές οι νέες απαιτήσεις προάγονται από 
κλάδους όπως τη βιομηχανία, την επιστήμη και τη μηχανική  όπου χρειάζονται πλέον  
νέους και συντονισμένους τρόπους για την επίλυση προβλημάτων καθώς και την 
αποτελεσματική διαμεσολάβηση των πόρων συστήματος. 
Είναι κοινή διαπίστωση πως το Grid Computing και το Cloud Computing έχουν 
πολλά κοινά στοιχεία. Σκοπός τους είναι να μειώσουν τα κόστη υπολογιστικής 
λειτουργίας , αυξάνοντας την αξιοπιστία και την ευελιξία μετατρέποντας τους 
υπολογιστές από κάτι που αγοράζουμε και χρησιμοποιούμε εμείς οι ίδιοι σε κάτι το 
οποίο λειτουργείται από τρίτους. (Ian Foster, et al. (2008)). 
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Πίνακας 1: Τεχνικές διαφορές μεταξύ Grid και Cloud Computing (Stanoevska   
Slabeva  K. και Wozniak  T. 2009) 
 Grid Computing Cloud Computing 
Μέσα χρησιμοποίησης Ανάθεση πολλαπλών 
εξυπηρετητών σε μια μόνο 
εργασία. 
Ενοποίηση εξυπηρετητών, 
ένας να μπορεί 
εξυπηρετήσει πολλές 
εργασίες ταυτόχρονα. 
Είδος τυπικής χρήσης Εκτέλεση κώδικα, ενός 
προγράμματος για 
περιορισμένο χρόνο. 
Πιο συχνά χρησιμοποιείται 
για την υποστήριξη και 
διάθεση υπηρεσιών σε 
βάθος χρόνου. 
Επίπεδο αφαίρεσης Εκθέτει υψηλού επιπέδου 
λεπτομέρειες. 
Παρέχει υψηλότερου 
επιπέδου αφαιρέσεις. 
 
Αυτό που διαχωρίζει αυτές τις δυο τεχνολογίες είναι ότι το Cloud Computing 
χρησιμοποιεί βέλτιστα την τεχνολογία της εικονικοποίησης για να μεγιστοποιήσει την 
υπολογιστική δύναμη διαχωρίζοντας το λογικό από το φυσικό πόρο. Είναι κοινή 
διαπίστωση ότι ενώ το Grid Computing επιτυγχάνει την  μέγιστη χρήση των πόρων μέσω 
της κατανομής πολλαπλών εξυπηρετητών για μια διεργασία , η εικονικοποίηση των 
εξυπηρετητών στο Cloud Computing επιτυγχάνει την μέγιστη χρήση επιτρέποντας έναν 
εξυπηρετητή να εκτελεί πολλαπλές διεργασίες ταυτόχρονα  
Το Cloud Computing όχι μόνο υπερέχει του Grid Computing, αλλά αποτελεί 
εξέλιξη αυτού και στηρίζεται σε αυτό, καθώς αποτελεί την ραχοκοκαλιά και δομή 
υποστήριξης του. Η εξέλιξη αυτή εστιάζει στην  αλλαγή δομής προσφοράς και 
πρόσβασης σε αποθηκευτικούς και υπολογιστικούς πόρους(Grid Computing) σε μια 
δομή που να στηρίζεται σε πιο ελαστικούς και ταυτόχρονα δυναμικούς πόρους και 
υπηρεσίες Cloud Computing. 
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Πίνακας 2: Συγκριτικό χαρακτηριστικών Grid και Cloud (Luis M. Vaquero, Luis 
Rodero-Merino, Juan Caceres, Maik Lindner 2009) 
Χαρακτηριστικό Grid Cloud 
Κοινή χρήση πόρων. Σε επίπεδο συνεργατικό. Οι πόροι ανατίθενται δεν 
μοιράζονται.  
Ετερογενείς πόροι. Συνάθροιση των ετερογενών 
πόρων. 
Συνάθροιση των 
ετερογενών πόρων. 
Εικονικοποίηση Εικονικοποίηση των δεδομένων 
και υπολογιστικών πόρων. 
Εικονικοποίηση του 
υλικού και ου 
λογισμικού. 
Ασφάλεια Χρήση διαβαθμισμένων 
διαπιστευτηρίων  
Χρήση της απομόνωσης 
Υπηρεσίες υψηλού 
επιπέδου 
Πληθώρα υπηρεσιών Δεν έχουν οριστεί ακόμη.
Αρχιτεκτονική Προσανατολισμένη στην 
υπηρεσία 
Ο χρήστης επιλέγει 
αρχιτεκτονική 
Εξαρτήσεις Λογισμικού Λογισμικό εξαρτημένο σε 
επίπεδο περιοχής  
Λογισμικό ανεξάρτητο 
σε επίπεδο περιοχής 
Επίγνωση πλατφόρμας Το λογισμικό πελάτη θα πρέπει 
να είναι GRID ενεργοποιημένο. 
Το λογισμικό του 
παρόχου υπηρεσιών 
δουλεύει σε ένα 
παραμετροποιημένο 
περιβάλλον 
Ροη εργασιών λογισμικού  Εφαρμογές χρειάζονται μια 
προκαθορισμένη ροη εργασιών 
από υπηρεσίες.  
Η ροη εργασιών δεν 
είναι σημαντική για τις 
περισσότερες εφαρμογές. 
Κλιμάκωση Κλιμάκωση σε κόμβους και 
τοποθεσίες  
Κλιμάκωση σε κόμβους 
τοποθεσίες και στο 
υλικό. 
Αυτό-διαχείριση Ευέλικτη παραμετροποίηση Ευέλικτη 
παραμετροποίηση και 
αυτό-διόρθωση 
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Βαθμός κεντρικής 
διαχείρισης 
Αποκεντροποιημένος έλεγχος  Κεντρικός έλεγχος 
Τυποποίηση Τυποποίηση και 
διαλειτουργικότητα 
Έλλειψη τυποποίησης 
στη διαλειτουργικότητα 
των νεφών. 
Ευχρηστία Δύσκολη διαχείριση Φιλικό προς το χρήστη 
Πρόσβαση χρήστη Διαφανής πρόσβαση στο τελικό 
χρήστη 
Διαφανής πρόσβαση στο 
τελικό χρήστη 
Μοντέλο χρέωσης Όχι ευέλικτο  Πολύ ευέλικτο 
Ποιότητα υπηρεσίας  Περιορισμένη υποστήριξη Αυξημένη υποστήριξη, 
εστιάζει στη 
διαθεσιμότητα και τον 
χρόνο λειτουργίας 
 
 
2.3 Υιοθέτηση του Cloud Computing 
Η σκέψη και μόνο ότι τα δεδομένα ενός οργανισμού ή μιας εταιρίας θα 
βρίσκονται στο υπολογιστικό νέφος δημιουργεί κάποιους ενδοιασμούς όσον αφορά την 
υιοθέτηση της τεχνολογίας. Οι οργανισμοί που ταξινομούν τα δεδομένα τους ανάλογα με 
την αξία που έχουν , διστάζουν να αποθηκεύσουν αυτά τα δεδομένα με αξία για τον 
οργανισμό στο νέφος για ευνόητους λόγους. Νιώθουν μεγαλύτερη σιγουριά όταν τα 
δεδομένα τους βρίσκονται  στις δικές τους υποδομές. Συνεπώς για την υιοθέτηση του 
Cloud Computing , απαιτείται ενημέρωση αλλά και ωριμότητα από την πλευρά του 
οργανισμού. Για τις μικρές επιχειρήσεις, είναι πιο εύκολη η μετάβαση στο υπολογιστικό 
νέφος αφού έχουν λιγότερες απαιτήσεις ως προς τον τρόπο και τη τοποθεσία 
αποθήκευσης των δεδομένων τους. 
Συνήθως, καθοριστικό ρόλο για την μετάβαση στο Cloud Computing έχουν  
οικονομικοί, κοινωνικοί, πολιτικοί παράγοντες όπως κόστη, εμπιστευτικότητα, 
γεωγραφική τοποθεσία του νέφους και έλεγχος της υπηρεσίας. Από την πλευρά των 
παρόχων Cloud Computing δίνονται όλες εκείνες διαβεβαιώσεις όπου διασφαλίζεται το 
απόρρητο των δεδομένων ενός οργανισμού. Φυσικά κάτι τέτοιο είναι πολύ δύσκολό για 
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έναν οργανισμό να βασιστεί είτε στα λόγια είτε στα συμφωνητικά παροχής 
υπηρεσιών(Service Level Agreements). (Armbrust  M.  2009). 
Έχουν καταγραφεί δέκα πιο σημαντικά εμπόδια που επιδρούν αρνητικά στην 
υιοθέτηση του Cloud Computing από οργανισμούς, εταιρίες και τελικούς χρήστες. 
Παράλληλα υπάρχουν και λύσεις που κάμπτουν αυτά τα εμπόδια και ευνοούν την 
υιοθέτηση και τη πιο εύκολη προσαρμογή. 
Συνοπτικά στο παρακάτω πίνακα περιγράφονται τα εμπόδια υιοθέτησης του 
Cloud Computing καθώς και τρόποι αντιμετώπισης τους. 
 
Πίνακας 3: Εμπόδια και τρόποι αντιμετώπισης της υιοθέτησης του Cloud 
Computing (Armbrust  M.  2009). 
Εμπόδια Αντιμετώπιση 
Διαθεσιμότητα και Επιχειρησιακή συνέχεια Χρήση πολλαπλών παρόχων νέφους 
Εγκλωβισμός δεδομένων  Χρήση τυποποιημένων προγραμματιστικών 
διεπαφών, Χρήση υβριδικών νεφών 
Εμπιστευτικότητα και επιθεώρηση δεδομένων Χρήση κρυπτογράφησης, Vlans, Τοίχοι 
Προστασίας 
Συμφορήσεις στη μεταφορά αρχείων  Δίσκοι υψηλών ταχυτήτων, Μεταγωγείς 
υψηλών ταχυτήτων 
Αστάθεια στις επιδόσεις Βελτίωση της υποστήριξης των εικονικών 
μηχανών 
Κλιμακωτή αποθήκευση Διερεύνηση λύσεων κλιμακωτής αποθήκευσης 
SAN 
Σφάλματα σε μεγάλα κατανεμημένα συστήματα Διερεύνηση λύσεων αποσφαλμάτωσης σε 
κατανεμημένες εικονικές μηχανές 
Γρήγορη κλιμάκωση Διερεύνηση λύσεων πραγματικής μετάβασης, 
Χρήση στιγμιότυπων εικονικών δίσκων 
Μηχανισμός καθολικής λειτουργίας – ενιαία 
λειτουργία και διακοπή  
Παροχή προστατευμένων υπηρεσιών όπως το 
email, υπηρεσία ως οντότητα 
Αδειοδότηση λογισμικού Συνδρομητική τύπου χρέωση – άδειες. 
Πληρώνω για όσο κάνω χρήση 
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Αρχιτεκτονική του Cloud Computing 
Το Εθνικό Ινστιτούτο Τυποποιήσεων και Τεχνολογίας ( NIST – National Institute 
of Standards and Technology) είναι ένα ίδρυμα ευρέως γνωστό σε παγκόσμιο επίπεδο 
για την έρευνα και την προσφορά του στον τομέα της τεχνολογίας πληροφοριών. 
Το NIST ορίζει την αρχιτεκτονική του Cloud Computing περιγράφοντας πέντε 
ουσιώδη χαρακτηριστικά, τρία μοντέλα υπηρεσίας και τέσσερα μοντέλα ανάπτυξης 
Cloud Computing (Peter Mell και Tim Grance,NIST, 2009) 
3.1 Ουσιώδη χαρακτηριστικά Cloud Computing 
Πέντε είναι τα ουσιώδη χαρακτηριστικά προσδιορίζουν και περιγράφουν τις 
λειτουργίες και τις δυνατότητες που παρέχει το Cloud Computing (Lee Badger,et 
al.(2012) 
 
1. Αυτοεξυπηρέτηση κατά απαίτηση (On-demand self-Service) 
Οι χρήστες μπορούν μονομερώς να χρησιμοποιούν ή να αποδεσμεύουν 
διαθέσιμες υπηρεσίες  ανάλογα με τις ανάγκες τους χωρίς να απαιτείται η ανθρώπινη 
διαμεσολάβηση από την πλευρά του παρόχου υπηρεσιών. 
 
2. Ευρεία δικτυακή πρόσβαση (Broad network access) 
Οι υπηρεσίες είναι διαθέσιμες μέσω δικτύου και προσβάσιμες από ευρέως 
γνωστούς μηχανισμούς που προάγουν την χρήση ετερογενών τερματικών συσκευών 
όπως σταθεροί και φορητοί υπολογιστές, κινητά τηλέφωνα κ.α. 
 
3. Διάθεση πόρων (Resource Pooling) 
Οι πόροι υποδομής του παρόχου διατίθενται παράλληλα σε πολλαπλούς χρήστες  
χρησιμοποιώντας το μοντέλο «πολύ-ενοικιαστή» (multi-tenant) αξιοποιώντας 
διαφορετικούς πόρους είτε φυσικούς είτε εικονικούς όπου δυναμικά κλιμακώνονται 
ανάλογα των απαιτήσεων των χρηστών. Αυτή η διάθεση των παρεχόμενων πόρων δεν 
προέρχεται από κάποια συγκεκριμένη τοποθεσία και οι χρήστες δεν γνωρίζουν ούτε 
έχουν τον  έλεγχο αυτής της τοποθεσίας αλλά τους δίνεται η δυνατότητα να επιλέξουν 
τοποθεσία με βάση πιο γενικών προσδιορισμών όπως χώρα, γεωγραφική περιοχή, κέντρο 
δεδομένων κ.α.). Περιπτώσεις όπου διατίθενται τέτοιου είδους πόροι είναι οι 
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αποθηκευτικός χώρος, επεξεργαστική ισχύς, μνήμη (RAM), εύρος χρήσης δικτύου και 
πλήρη συστήματα όπως εικονικές μηχανές. 
 
4. Άμεση ελαστικότητα ( Rapid elasticity) 
Οι πόροι που παρέχονται μπορούν να κλιμακώνονται πολύ γρήγορα με ευέλικτο 
τρόπο και μερικές φορές αυτό να γίνεται εντελώς αυτόματα. Για τους χρήστες οι 
υπηρεσίες αυτές στην ουσία είναι απεριόριστες και μπορούν να τις προμηθεύονται ή να 
αποδεσμεύονται από αυτές σε οποιαδήποτε ποσότητα και ανά πάσα στιγμή. 
 
5. Μετρούμενη υπηρεσία (Measured Service) 
Τα συστήματα Cloud Computing  οργανώνουν και βελτιστοποιούν αυτόματα τη 
διάθεση των πόρων παρέχοντας ένα μηχανισμό μέτρησης αυτών ανάλογα με το είδος της 
υπηρεσίας όπως η αποθήκευση, η επεξεργαστική ισχύς, το εύρος χρήσης δικτύου και οι 
ενεργοί λογαριασμοί χρηστών. Η χρήση των πόρων εποπτεύεται, ελέγχεται και 
καταγράφεται με διαφανή τρόπο ανάμεσα στον πάροχο υπηρεσιών και τον χρήστη 
αποσκοπώντας σε μια σχέση διαφανή και εμπιστοσύνης. 
3.2 Μοντέλα υπηρεσίας Cloud Computing 
Τρία είναι τα μοντέλα υπηρεσίας που προσδιορίζουν και περιγράφουν τις 
λειτουργίες και τις δυνατότητες που παρέχει το Cloud Computing (Lee Badger, Tim 
Grance, Robert Patt-Corner και Jeff Voas,NIST, 2012) 
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Εικόνα 2: Η στοίβα του Cloud Computing 
 
1. Λογισμικό νέφους ως υπηρεσία (Software as a Service - SaaS) 
Η δυνατότητα που παρέχεται στον χρήστη να τρέχει εφαρμογές οι οποίες 
βρίσκονται σε μια υποδομή νέφους. Οι εφαρμογές είναι προσβάσιμες μέσω διαφόρων 
τερματικών συσκευών και διαμέσου μιας διεπαφής της συσκευής και του χρήστη όπως 
ένας περιηγητής ιστού (Web Browser). Ο χρήστης δεν διαχειρίζεται ούτε ελέγχει την 
υποκείμενη υποδομή νέφους συμπεριλαμβανομένων  και των επιμέρους συστημάτων 
όπως δικτύωση, λειτουργικά συστήματα, αποθήκευση. Πιθανή εξαίρεση είναι η 
δυνατότητα  παραμετροποίησης της εφαρμογής μέσα σε ένα περιορισμένο και 
συγκεκριμένο πλαίσιο ως προς τις απαιτήσεις του χρήστη. 
 
2. Πλατφόρμα νέφους ως υπηρεσία (Platform as a Service – PaaS) 
Η δυνατότητα που παρέχεται στον χρήστη να αναπτύσσει και να δημιουργεί 
εφαρμογές χρησιμοποιώντας γλώσσες προγραμματισμού και εργαλεία του παρόχου 
υπηρεσιών. Αυτές οι εφαρμογές φιλοξενούνται στην υποδομή νέφους όπου ο χρήστης 
δεν διαχειρίζεται ούτε ελέγχει την υποκείμενη υποδομή συμπεριλαμβανομένων  και των 
επιμέρους συστημάτων όπως δικτύωση, εξυπηρετητές , λειτουργικά συστήματα  και  
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αποθήκευση. Ο χρήστης έχει την δυνατότητα ελέγχου της εφαρμογής που αναπτύσσει 
και διαθέτει όπως επίσης και την δυνατότητα πιθανής παραμετροποίησης του 
περιβάλλοντος φιλοξενίας αυτής. 
 
3. Υποδομή νέφους ως υπηρεσία (Infrastructure as a Service – IaaS) 
Η δυνατότητα που παρέχεται στον χρήστη να χρησιμοποιεί και να εποπτεύει 
θεμελιώδεις υπολογιστικούς πόρους όπως λειτουργίες επεξεργασίας, αποθήκευσης και 
δικτύωσης και παράλληλα να αναπτύσσει και να τρέχει οποιασδήποτε μορφής λογισμικό 
είτε είναι αυτό λειτουργικό σύστημα είτε μια εφαρμογή. 
3.3 Μοντέλα ανάπτυξης Cloud Computing 
Τέσσερα είναι τα μοντέλα ανάπτυξης που προσδιορίζουν και περιγράφουν τις 
λειτουργίες και τις δυνατότητες που παρέχει το Cloud Computing (Lee Badger,et al, 
2011) 
1. Ιδιωτικό νέφος (Private Cloud) 
Η υποδομή του ιδιωτικού νέφους λειτουργεί και υποστηρίζει αποκλειστικά έναν 
οργανισμό. Αυτή η υποδομή μπορεί να διαχειριστεί από τον ίδιο οργανισμό ή από 
κάποιον τρίτο και είναι μέρος των υφιστάμενων κτιριακών υποδομών του οργανισμού. 
Κύριο συστατικό της υποδομής αυτής είναι η αξιοποίηση της τεχνολογίας 
εικονικοποίησης (virtualization) η οποία προσφέρει έναν αποδοτικότερο τρόπο χρήσης 
του υλικού όπως η ενοποίηση εξυπηρετητών, ευελιξία λειτουργιών και αυξημένη 
διαθεσιμότητα υπηρεσιών. 
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Εικόνα 3: Απεικόνιση Private Cloud (Oracle, Sun Microsystems, 2009) 
 
2. Δημόσιο Νέφος (Public Cloud) 
Η υποδομή του δημόσιου νέφους είναι διαθέσιμη σε όλο το κοινό ή σε μια 
μεγάλη ομάδα αποτελούμενη από οργανισμούς που παρέχουν υπηρεσίες νέφους. 
Συνήθως όλοι ενδεχόμενοι χρήστες της υπηρεσίας έχουν πρόσβαση μέσω του διαδικτύου 
και δεν υπάρχει κάποιος περιορισμός ως προς το είδος των χρηστών. 
 
 
 
Εικόνα 4: Απεικόνιση Public Cloud (Oracle, Sun Microsystems, 2009) 
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3. Υβριδικό Νέφος (Hybrid Cloud) 
Η υποδομή του υβριδικού νέφους αποτελείται από δύο ή περισσότερα 
διαφορετικού είδους νέφη. Αυτά τα νέφη διατηρούν ακέραια την οντότητα τους αλλά 
επιτρέπουν την διαλειτουργικότητα μεταφέροντας δεδομένα και εφαρμογές εντός αυτών. 
 
 
 
Εικόνα 5: Απεικόνιση Hybrid Cloud (Oracle, Sun Microsystems, 2009) 
 
 
4. Νέφος κοινότητας (Community Cloud) 
Η υποδομή του νέφους κοινότητας διαμοιράζεται σε αρκετούς οργανισμούς και 
υποστηρίζει συγκεκριμένους οργανισμούς που έχουν κοινά ενδιαφέροντα και κοινές 
ανάγκες σε διάφορα πεδία όπως επιχειρησιακοί στόχοι, απαιτήσεις ασφάλειας, 
συμμόρφωση πολιτικών και διαδικασιών. 
 
Επίσης είναι σημαντικό να επισημανθεί σε κάθε περίπτωση μοντέλου υπηρεσίας ποιο 
είναι το κομμάτι διαχείρισης που αναλογεί στην πλευρά του παρόχου και ποιο στη 
πλευρά του καταναλωτή-χρήστη. Στη περίπτωση όπου οι υποδομές υλικού και 
λογισμικού βρίσκονται εντός των κτιριακών εγκαταστάσεων μια εταιρίας (on premise) 
τότε τη συνολική διαχείριση αυτής της υποδομής όπως επίσης και το κόστος αυτής το 
αναλαμβάνει η ίδια εταιρία.  Παρατηρούμε ότι όσο ανεβαίνει το επίπεδο από υποδομή σε 
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πλατφόρμα και από πλατφόρμα σε λογισμικό η συμμετοχή της εταιρίας στη διαχείριση 
αλλά και στο κόστος απόκτησης της υποδομής μειώνεται.  
 
Εικόνα 6: Απεικόνιση τμημάτων διαχείρισης ανά μοντέλο υπηρεσιών νέφους. 
(Microsoft 2013) 
 
Virtualization - η βάση του Cloud Computing 
4.1 Σχέση Virtualization με το Cloud Computing 
Η υπολογιστική νέφους θεμελιώνεται κυρίως από δυο βασικές αρχές, την 
εικονικοποίηση και την αφαίρεση. Η εικονικοποίηση αναφέρεται στην ύπαρξη εικονικών 
μηχανών που υπάρχουν στο ίδιο φυσικό μηχάνημα. Η εικονικοποίηση επιτρέπει την 
παράλληλη εκτέλεση πολλαπλών λειτουργικών συστημάτων στο ίδιο φυσικό 
υπολογιστή. Ακόμη η εικονικοποίηση μαζί με την δυναμική μεταφορά των εικονικών 
μηχανών επιτρέπει στην υπολογιστική νέφους να κατανέμει και να αξιοποιεί στο έπακρο 
τους διαθέσιμους φυσικούς πόρους. Παράλληλα η υπολογιστική νέφους αφαιρεί τις 
τεχνικές πληροφορίες υλοποίησης του συστήματος  από τους τελικούς χρήστες και τους 
προγραμματιστές. Εφαρμογές τρέχουν σε φυσικά συστήματα τα οποία δεν έχουν 
καθοριστεί, τα δεδομένα αποθηκεύονται σε άγνωστες γεωγραφικές τοποθεσίες, η 
διαχείριση των συστημάτων μεταβιβάζεται σε τρίτους και η πρόσβαση από τους 
τελικούς χρήστες είναι ευρέως διαδεδομένη. Στην ουσία για τους τελικούς χρήστες ή 
συνδρομητές ή ακόμη και για τους προγραμματιστές η υπολογιστική νέφους είναι μια 
 17 
αφηρημένη έννοια εξ ου και ότι μερικές φορές λέμε «κάπου στο σύννεφο». (Barrie 
Sosinsky, 2011) 
 
Τρία είναι τα πιο σημαντικά οφέλη της εικονικοποίησης συστημάτων : 
 Ενοποίηση Εξυπηρετητών – Server Consolidation: Στις μέρες μας το κόστος 
του υλικού είναι σχετικά φθηνό και ταυτόχρονα το υλικό υπερτερεί κατά πολύ 
του λογισμικού με την έννοια ότι συνηθισμένες εμπορικές εφαρμογές απαιτούν 
πολύ λιγότερους πόρους από ότι είναι διαθέσιμοι. Είναι εφικτό πλέον κάθε 
εφαρμογή να τρέχει αποκλειστικά σε εικονική μηχανή διασπώντας έναν φυσικό 
υπολογιστή σε πολλούς μικρούς εικονικούς υπολογιστές με αποτέλεσμα στις 
μέρες μας να έχει καταργηθεί πλήρως η έννοια μια εφαρμογή σε έναν 
εξυπηρετητή. Οι οργανισμοί μπορούν να συνδυάζουν ετερογενή συστήματα  και 
workloads διατηρώντας την επιθυμητή απομόνωση μέσω της χρήσης των 
εικονικών μηχανών.  Αυτή η προσέγγιση αυξάνει κατακόρυφα την 
αποδοτικότητα του εξοπλισμού πληροφορικής και παράλληλα μειώνει το 
συνολικό κόστος απόκτησης αυτού. Η εικονικοποίηση συστημάτων σε σχέση με 
την ανάγκη πολλών εξυπηρετητών σε μια υποδομή μπορεί να μειώσει το 
συνολικό κόστος όσον αφορά τα έξοδα υλικού, τη μειωμένη κατανάλωση 
ενέργειας, τη μειωμένη απαίτηση χώρου στο κέντρο δεδομένων καθώς και το 
μειωμένο χρόνο συντήρησης των εξυπηρετητών. 
 
 Επιχειρησιακή συνέχεια – Business Continuity: Η εικονικοποίηση των 
συστημάτων παρέχει όλα τα απαραίτητα μέσα για την  πλήρη και αδιάλειπτη 
λειτουργία των συστημάτων αξιοποιώντας τις αστραπιαίες τεχνικές υλοποίησης 
των εφεδρικών αντιγράφων και την επαναφορά αυτών. Η εικονικοποίηση των 
συστημάτων μπορεί και προσφέρει μοναδική υψηλή διαθεσιμότητα συστημάτων 
και υπηρεσιών που μπορεί να φτάσει μέχρι και το 99,9%. Επίσης στη περίπτωση 
χρησιμοποίησης ενός μεγάλου εξυπηρετητή ο οποίος τρέχει πολλές εφαρμογές, 
μπορεί μια γενική ή συγκεκριμένη αποτυχία υλικού ή λογισμικού να επηρεάσει 
αρνητικά τη συνολική λειτουργία του εξυπηρετητή  καθιστώντας τις υπηρεσίες 
μη διαθέσιμες. Αντίθετα με τη χρήση της εικονικοποίησης επιτυγχάνουμε την 
απομόνωση των εφαρμογών ανά εικονική μηχανή χωρίς να υπάρχει ο κίνδυνος 
καθολικής αποτυχίας. Αυτό βοηθάει και στα σχέδια ανάκαμψης από καταστροφή 
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καθώς οι εικονικές μηχανές μπορούν τρέξουν ανά πάσα στιγμή και από άλλο 
διαθέσιμο εξυπηρετητή. Συνεπώς για μια επιχείρηση ή έναν οργανισμό μειώνεται 
κατά πολύ ο κίνδυνος ή το ρίσκο μη διάθεσης υπηρεσιών και ταυ6τόχρονα 
διασφαλίζεται η διαθεσιμότητα των πόρων πληροφορικής ανεξαρτήτως από τα 
αίτια που προκάλεσαν τη διακοπή τους. 
 
 Ευελιξία - Agility: Η εικονικοποίηση συστημάτων παρέχει ευελιξία και 
βελτιστοποιεί τις επιχειρησιακές λειτουργίες των τμημάτων πληροφορικής. Έχει 
μειωθεί δραστικά ο χρόνος διάθεσης ενός εξυπηρετητή καθώς με τη χρήση 
εικονικών μηχανών τέτοιου είδους αιτήματα μπορούν να εξυπηρετηθούν 
ταχύτατα. Επίσης οι χρόνοι αναβαθμίσεων λογισμικών ή υλικού και οι χρόνοι 
συντήρησης αυτών έχουν μειωθεί παρα πολύ. Ακόμη και στη περίπτωση μη 
σχεδιασμένης-προγραμματισμένης  απαίτησης ή αιτήματος η κλιμάκωση και η 
διάθεση περισσότερων πόρων πχ χωρητικότητας γίνεται χωρίς να υπάρξει χρόνος 
σταματήματος. Επιπρόσθετα, σε επίπεδο λειτουργικών συστημάτων πελατών,  
υπήρχε παλιότερα ένα μεγάλο πρόβλημα  της συμβατότητας του λειτουργικού 
συστήματος με το υλικό πχ τον επεξεργαστή, ένα παλιό λειτουργικό σύστημα δεν 
μπορούσε να εγκατασταθεί σε σύγχρονο υπολογιστή, αυτή η εξάρτηση δεν 
υφίσταται πλέον χάρη στη τεχνολογία της εικονικοποίησης. Οι εικονικές μηχανές 
είναι πλήρως συμβατές με τους x86 επεξεργαστές και είναι ανεξάρτητες από τον 
τύπο υλικού του εξυπηρετητή που τα φιλοξενεί. Τέλος, η εικονικοποίηση 
συστημάτων επιτρέπει την αύξηση ή την συρρίκνωση των πόρων ή ακόμη και 
την μετακίνηση των εικονικών μηχανών χωρίς την τροποποίηση των υλικών 
πόρων. (VMware 2010). 
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Εικόνα 7: Τα στρώματα αρχιτεκτονικής της τεχνολογίας εικονικοποίησης 
 
4.2 Ανασκόπηση της x86 Αρχιτεκτονικής – CPU Virtualization 
Τα λειτουργικά συστήματα x86 είναι σχεδιασμένα να τρέχουν απευθείας στο 
υλικό με τρόπο τέτοιο ώστε ολοκληρωτικά να τους ανήκει. Όπως φαίνεται στο σχήμα η 
αρχιτεκτονική x86 διαθέτει τέσσερις δακτυλίους(rings) ή αλλιώς περιοχές (domains) με 
διαβαθμισμένα προνόμια γνωστά ως 0,1,2 και 3 στα λειτουργικά συστήματα και τις 
εφαρμογές για την διαχείριση της πρόσβασης στο υλικό. Όπως οι εφαρμογές επιπέδου 
χρηστών συνήθως λειτουργούν στη περιοχή 3, τα λειτουργικά συστήματα που 
χρειάζονται άμεση πρόσβαση στη μνήμη και στο υλικό πρέπει να εκτελεί αυτές τις 
διαβαθμισμένες και προνομιούχες εντολές στη περιοχή 0. Θέλοντας να επιτύχουμε την 
εικονικοποίηση στην x86 αρχιτεκτονική, απαιτείται η τοποθέτηση του στρώματος 
λογισμικού εικονικοποίησης κάτω από το λειτουργικό σύστημα στη πιο προνομιούχα 
περιοχή 0 ώστε να μπορεί να δημιουργεί και να διαχειρίζεται εικονικές μηχανές που 
ενσωματώνουν διαμοιραζόμενους πόρους υλικού. Το επιθυμητό αποτέλεσμα της 
εικονικοποίησης της αρχιτεκτονικής x86 είναι να μπορέσει αποτελεσματικά να 
εικονικοποιήσει-μεταφράσει κάποιες ευαίσθητες εντολές που έχουν διαφορετική 
σημασιολογία όταν αυτές δεν εκτελούνται στη περιοχή 0. Αυτή η δυσκολία στο να 
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εγκλωβίζουν και να μεταφράζουν αυτές τις αιτήσεις που περιέχουν ευαίσθητες και 
προνομιούχες εντολές σε χρόνο εκτέλεσης φάνταζε αδύνατη την εικονικοποίηση της 
αρχιτεκτονικής x86. (Michael Pearce, Sherali Zeadally, Ray Hun, 2013) 
 
 
Εικόνα 8: Γραφική απεικόνιση της εικονικοποιημένης αρχιτεκτονικής 
x86.(VMware 2009) 
 
Η τεχνολογία της εικονικοποίησης επιτυγχάνεται μέσω ενός ειδικού στρώματος 
λογισμικού που βρίσκεται ανάμεσα στο υλικό και το λειτουργικό σύστημα. 
Αυτό το ενδιάμεσο στρώμα λογισμικού ευθύνεται για την παράλληλη εκτέλεση 
πολλαπλών λειτουργικών συστημάτων την ίδια χρονική στιγμή αξιοποιώντας το ίδιους 
πόρους υλικού. Αυτό το ενδιάμεσο ειδικό λογισμικό αναφέρεται ως Hypervisor ή ως 
Virtual Machine Monitor (VMM). 
4.3 Τύποι Hypervisors 
Διακρίνουμε κυρίως δυο τύπους τέτοιων ενδιάμεσων λογισμικών Hypervisors 
 
Τύπου 1: Εγκαθίσταται απευθείας στο σύστημα εξ ου και ο αγγλικός όρος «Bare 
Metal» και έχει άμεση πρόσβαση στο υλικό, δεν είναι απαραίτητη η χρήση των 
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προγραμμάτων οδήγησης καθώς εκμεταλλεύεται το ειδικό σετ εντολών του επεξεργαστή 
(Intel-VT, Amd-V). Αυτό το στρώμα λογισμικού βρίσκεται κάτω από το λειτουργικό 
σύστημα. Αυτός ο τύπος είναι ο πιο γρήγορος και συνίσταται σε μεγάλης κλίμακα 
υποδομές Cloud Computing. Ευρέως γνωστοί Hypervisors τύπου 1 είναι οι Microsoft 
Hyper-V, VMware ESXi, KVM και XenServer. Σε αυτή τη κατηγορία διακρίνονται  2 
τύποι hypervisor για τον τρόπο που διαχειρίζονται τις υπέρ-κλήσεις (hyper-calls) από τα 
λειτουργικά συστήματα και τις εφαρμογές. Ο τύπος micro-kernel hypervisor 
περιλαμβάνει μόνο τις βασικές και αμετάβλητες λειτουργίες όπως η διαχείριση της 
φυσική μνήμης και ο χρονοπρογραμματισμός του επεξεργαστή (processor scheduling). 
Τα προγράμματα οδήγησης καθώς και τα οποιαδήποτε μεταβλητά συστατικά 
παραμένουν εκτός του hypervisor. Ευρέως γνωστοί hypervisors που ενσωματώνουν αυτή 
την αρχιτεκτονική είναι oι Microsoft Hyper-V, Citrix XenServer και ο ανοικτού κώδικα 
XenServer. (Brandon Baker & William Arbaugh, 2008) 
O άλλος τύπος monolithic hypervisor περιλαμβάνει τις προαναφερθείσες 
λειτουργίες και επιπρόσθετα ενσωματώνει τα προγράμματα οδήγησης. Οι επιδόσεις και 
η συμβατότητα εξαρτώνται από τα διαθέσιμα προγράμματα οδήγησης των 
κατασκευαστών υλικού. Ευρέως γνωστός hypervisor που ενσωματώνει αυτή την 
αρχιτεκτονική είναι ο VMware ESXi. (IBM, 2009 και VMware 2009). 
 
Τύπου 2: Αυτό το είδος αναφέρεται ως φιλοξενούμενο-εγκατεστημένο στο 
λειτουργικό σύστημα. Αυτό το στρώμα λογισμικού βρίσκεται πάνω  από το λειτουργικό 
σύστημα. Ευρέως γνωστά είναι τα VMware WorkStation, Microsoft Virtual Machine, 
Oracle Virtual Box και το Parallels Desktop. 
 
Τύπος 1 Bare Metal Hypervisor          Τύπος-2 Φιλοξενούμενο στο Λειτουργικό σύστημα 
  
Εικόνα 9: Γραφική απεικόνιση Hypervisors 
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  Monolithic Hypervisor                        Micro-Kernel Hypervisor
 
Εικόνα 10: Γραφική απεικόνιση monolithic και micro-kernel hypervisor 
(Brandon Baker & William Arbaugh, 2008) 
     
4.4 Τεχνικές υλοποίησης εικονικοποίησης  
Τρείς είναι οι τεχνικές υλοποίησης και περιγράφονται ως εξής: 
 Full-Virtualization: Συνήθως έχουμε τη χρήση τύπου 1 Hypervisor όπου στην 
εικονική μηχανή που φιλοξενείται, έχουν αφαιρεθεί όλα τα φυσικά 
χαρακτηριστικά του υλικού. Το λειτουργικό σύστημα της εικονικής μηχανής 
προσομοιώνει τους φυσικούς πόρους του συστήματος και είναι ακέραιο δηλαδή 
δεν έχει γίνει οποιαδήποτε τροποποίηση ώστε να γνωρίζει ότι είναι εικονικό. Η 
τεχνική Full Virtualization επιτυγχάνει τη καλύτερη απομόνωση και ασφάλεια 
μεταξύ των εικονικών μηχανών και του Hypervisor καθώς επίσης απλοποιεί τις 
διαδικασίες μεταφερσιμότητας και μετάβασης σε άλλους ίδιους ή διαφορετικών 
εταιριών Hypervisors. Ο Hypervisor αναλύει τη ροή των εντολών και 
αναγνωρίζει τις προνομιούχες και τις ευαίσθητες εντολές που περιέχουν 
μηχανισμούς ελέγχου. Όταν αυτές αναγνωριστούν από τον hypervisor, 
εγκλωβίζονται στον hypervisor ο οποίος προσομοιώνει τη συμπεριφορά αυτών 
των εντολών. Αυτή η μέθοδος της προσομοίωσης των εντολών  λέγεται δυαδική 
μετάφραση (binary translation). Συνεπώς η τεχνική full-virtualization συνδυάζει 
δυαδική μετάφραση και απευθείας εκτέλεση. (Michael Pearce, Sherali Zeadally, 
Ray Hun, 2013) 
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Εικόνα 11: Απεικόνιση  τεχνικής full-virtualization σε σχέση με την αρχιτεκτονική 
x86. (VMware 2008)  
 
 Para-Virtualization - O πυρήνας κάθε λειτουργικού συστήματος έχει 
τροποποιηθεί ώστε να γνωρίζει ότι πρόκειται περί εικονικής μηχανής. Ένα 
προνομιούχο λειτουργικό σύστημα τρέχει πάνω από τον Hypervisor και είναι 
υπεύθυνο για τη διαχείριση όλων των εικονικών μηχανών. Εφόσον η τεχνική 
Para-Virtualization δεν υποστηρίζει μη τροποποιημένα λειτουργικά συστήματα , 
η χρήση αυτών (Windows) έχει περιορισμούς ως προς τη συμβατότητα και τη 
μεταφερσιμότητας τους. Η χρήση της Para-Virtualization προσπαθεί να μειώσει 
το φόρτο της εικονικοποίησης με σκοπό να αυξήσει ρις επιδόσεις αλλάζοντας 
μόνο το πυρήνα του φιλοξενούμενου λειτουργικού συστήματος. Όταν τα 
φιλοξενούντα λειτουργικά συστήματα παρά-εικονικοποιηθούν, βοηθιούνται από 
έναν έξυπνο μεταγλωττιστή που αντικαθιστά τις μη εικονικοποιημένες εντολές 
από το λειτουργικό σύστημα σε υπέρ-κλήσεις(hyper-calls).  
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Εικόνα 12: Απεικόνιση  τεχνικής paral-virtualization σε σχέση με την 
αρχιτεκτονική x86. (VMware 2008) 
 
 Host Based ή OS Based Virtualization: Αυτή η τεχνική εγκαθιστά το στρώμα 
λογισμικού εικονικοποίησης πάνω από το φιλοξενών λειτουργικό σύστημα. Αυτό 
είναι υπεύθυνο για τη διαχείριση του υλικού και τα φιλοξενούμενα λειτουργικά 
συστήματα είναι εγκατεστημένα πάνω από αυτό το στρώμα λογισμικού 
εικονικοποίησης. Εφαρμογές μπορούν να τρέξουν αποκλειστικά είτε στο 
εικονικό είτε στο φυσικό απευθείας. Ένα μεγάλο πλεονέκτημα είναι ότι το 
στρώμα λογισμικού εικονικοποίησης μπορεί βασίζεται στο φιλοξενών 
λειτουργικό σύστημα για να παρέχει προγράμματα οδήγησης και άλλες 
υπηρεσίες χαμηλού επιπέδου. Ενώ αυτό από τη μια πλευρά απλοποιεί τη 
σχεδίαση και κάνει πιο εύκολη την υλοποίηση από την άλλη πλευρά μειώνει 
δραστικά τις επιδόσεις. Όταν μια εφαρμογή χρειαστεί πρόσβαση στο υλικό , 
εμπλέκονται τέσσερις περιοχές για αντιστοίχιση και μετάφραση των εντολών.  
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Εικόνα 13: Απεικόνιση  τεχνικής Host Based Virtualization σε σχέση με την 
αρχιτεκτονική x86. (VMware 2008) 
 
4.4 Microsoft Hyper-V 
Η Microsoft ξεκίνησε τις πρώτες προσπάθειες για να φτιάξει ένα περιβάλλον 
εικονικοποίησης το 2005 με το προϊόν Virtual Server 2005. Είναι τύπου-2 hypervisor και 
πλέον δεν χρησιμοποιείται ευρέως λόγω περιορισμένων δυνατοτήτων του. Το 2008 
ανέπτυξε  το πρώτο της τύπου-1 hypervisor με το όνομα Microsoft Hyper-V 2008 και 
έχει φτάσει στην έκδοση Hyper-V 2012 μέχρι σήμερα. Θεωρείται ανερχόμενη δύναμη 
στο χώρο των λύσεων εικονικοποίησης και υπολογιστικών νεφών εκμεταλλεύοντας στο 
έπακρο το πλεονέκτημα του περιβάλλοντος διαχείρισης που μοιάζει  με αυτού του 
λειτουργικού συστήματος. Σύμφωνα με την αναφορά TechNavio 2013 το μέρισμα 
αγοράς έχει φτάσει περίπου στο 26% και ο ρυθμός αύξησης είναι πολύ μεγάλος σε 
σχέση με τον ανταγωνισμό. 
Η υλοποίηση του Hyper-V υποστηρίζει την απομόνωση των εικονικών μηχανών 
με τον χρήση των διαμερισμάτων (partitions). Ένα  διαμέρισμα είναι μια λογική μονάδα 
απομονωμένη όπου εκτελούνται μόνο λειτουργικά συστήματα. Ο Hyper-V απαρτίζεται 
υποχρεωτικά από ένα τουλάχιστον διαμέρισμα που αναφέρεται ως ρίζα (root) ή γονέας 
(parent) όπου είναι εγκατεστημένο το λειτουργικό σύστημα Windows Server 2008 x64 
και άνω. Το στρώμα λογισμικού εικονικοποίησης τρέχει στο διαμέρισμα γονέα και έχει 
απευθείας πρόσβαση στους  πόρους υλικού. Μέσα από το διαμέρισμα γονέα μπορούν 
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δημιουργηθούν πολλά διαμερίσματα ως παιδί (child) τα οποία θα φιλοξενούν τα εικονικά 
λειτουργικά συστήματα. Η επικοινωνία μεταξύ γονέα και παιδιών διαμερισμάτων γίνεται 
μέσω μιας ειδικής  προγραμματιστικής διεπαφής που αναφέρεται  ως υπερκλήση 
(hypercall). Τα διαμερίσματα δεν έχουν πρόσβαση στο φυσικό επεξεργαστή ούτε 
μπορούν να χειριστούν διακοπές επεξεργαστή, αντιθέτως έχουν μια ιδεατή εικόνα του 
επεξεργαστή και τρέχουν σε ένα διάστημα εικονικών διευθύνσεων μνήμης όπου αυτό το 
διάστημα είναι αποκλειστικό για κάθε διαμέρισμα παιδί. Επίσης ο Hyper-V μέσω 
επιταχυντή υλικού  την μετάφραση των διευθύνσεων από εικονικές σε εικονικές 
χρησιμοποιώντας τη μονάδα διαχείρισης μνήμης εισόδου εξόδου( Input Output Memory 
Management Unit(IOMMU)) η οποία λειτουργεί ανεξάρτητα από τη διαχείριση μνήμης 
υλικού που χρησιμοποιεί ο επεξεργαστής.  
Τα διαμερίσματα παιδιά επίσης δεν έχουν απευθείας πρόσβαση στους πόρους 
υλικού και αναπαρίστανται ως εικονική οντότητα από πόρους σαν εικονικές 
συσκευές(VDevs). Τα αιτήματα των εικονικών συσκευών ανακατευθύνονται  είτε 
διαμέσου του εικονικού δίαυλου (VMBus) είτε κατευθείαν στο hypervisor του 
διαμερίσματος γονέα. Ο εικονικός δίαυλος είναι  ένα λογικό δια-διαμερισματικό κανάλι 
επικοινωνίας. Το διαμέρισμα γονέας φιλοξενεί τους παρόχους υπηρεσιών 
εικονικοποίησης ( Virtualization Service Providers VSPs) οι οποίοι επικοινωνούν μέσω 
του εικονικού διαύλου για να χειριστεί τα αιτήματα πρόσβασης στο υλικό από τα 
διαμερίσματα παιδιά. Από την άλλη, τα διαμερίσματα παιδιά φιλοξενούν  τους  
καταναλωτές υπηρεσιών εικονικοποίησης (Virtualization Service Consumers VSCs) οι 
οποίοι ανακατευθύνουν τις αιτήσεις υλικού στους παρόχους υπηρεσιών εικονικοποίησης 
μέσω του εικονικού διαύλου προς το διαμέρισμα γονέα. Όλη αυτή η διαδικασία είναι 
διαφανή στο φιλοξενούμενο εικονικό λειτουργικό σύστημα.  
Οι εικονικές συσκευές μπορούν επίσης να εκμεταλλευτούν το ειδικό 
χαρακτηριστικό εικονικοποίησης που υπάρχει μέσα στο Windows Server, ονομαζόμενο 
Enlightened I/O, για τα υποσυστήματα αποθήκευσης, δικτύωσης και γραφικών. Το 
Enlightened I/O είναι μια εξειδικευμένη υλοποίηση ενήμερη εικονικοποίησης 
αποτελούμενη από υψηλού επιπέδου πρωτόκολλα επικοινωνίας όπως το Small Computer 
System Interface (SCSI)  τα οποία χρησιμοποιούν απευθείας τον εικονικό δίαυλο, 
προσπερνώντας οποιοδήποτε στρώμα υλικού εξομοιωτή.  Αυτή η προηγμένη λειτουργία 
επιτυγχάνεται μέσω της εγκατάστασης ειδικού λογισμικού που λέγεται Hyper-v 
υπηρεσίες ενσωμάτωσης ( Hyper-V Integration Services) που είναι διαθέσιμα για τα 
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περισσότερα ευρέως διαδομένα λειτουργικά συστήματα. Το λογισμικό αυτό περιέχει τα 
εικονικά προγράμματα οδήγησης εξυπηρετητών πελατών (Virtual Server Clients VSCs).  
Τα παρακάτω διάγραμμα απεικονίζει συνοπτικά την αρχιτεκτονική του Hyper-V 
 
 
Εικόνα 14: Αρχιτεκτονική Hyper-V (Microsoft Developer Network) 
 
Ακρωνύμια και όροι που αναφέρονται στο διάγραμμα επεξηγούνται παρακάτω 
 
 APIC – Advanced Programmable Interrupt Controller – Μια συσκευή που 
επιτρέπει τα επίπεδα προτεραιοτήτων να ανατεθούν στις εξόδους διακοπής τους. 
 Child Partition – Διαμέρισμα που φιλοξενεί τα εικονικά λειτουργικά συστήματα, 
όλες οι προσβάσεις προς τη φυσική μνήμη και τις φυσικές συσκευές από το 
διαμέρισμα παιδί παρέχονται από τον εικονικό δίαυλο ή από τον hypervisor.   
 Hypercall – Προγραμματιστική διεπαφή για την επικοινωνία με τον hypervisor. 
 Hypervisor – ‘Eνα στρώμα λογισμικού το οποίο βρίσκεται ανάμεσα στο υλικό 
και το λειτουργικό σύστημα. Πρωταρχική του δουλειά είναι να παρέχει 
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απομονωμένα περιβάλλοντα εκτέλεσης που λέγονται διαμερίσματα. Ο hypervisor 
ελέγχει και διαιτητεύει την πρόσβαση στο υποκείμενο υλικό. 
 IC – Integration component – Συστατικό που επιτρέπει στα διαμερίσματα παιδιά 
να επικοινωνούν μεταξύ τους αλλά και με τον hypervisor. 
 I/O stack – Στοίβα εισόδου/εξόδου 
 MSR – Memory Service Routine – Υπηρεσία ρουτίνας μνήμης 
 Root Partition – Διαχειρίζεται λειτουργίες επιπέδου μηχανής όπως προγράμματα 
οδήγησης, διαχείριση ενέργειας και εν θερμώ προσθήκη-αφαίρεση συσκευής. Το 
διαμέρισμα γονέα είναι το μόνο που έχει απευθείας πρόσβαση στη φυσική μνήμη 
και στο υλικό. 
 VID – Virtualization Infrastructure Driver – Παρέχει στα διαμερίσματα 
υπηρεσίες διαχείρισης εικονικών επεξεργαστών, μνήμης και διαμερισμάτων  
 VMBus – Μηχανισμός καναλιού επικοινωνίας για την δια-διαμερισματική 
επικοινωνία και την απαρίθμηση συσκευών του συστήματος  
 VMMS – Virtual Machine Management Service – Υπηρεσία διαχείρισης 
εικονικής μηχανής. Επιβλέπει και διαχειρίζεται τη κατάσταση όλων των 
εικονικών μηχανών σε όλα τα διαμερίσματα παιδιά. 
 VMWP – Virtual Machine Worker Process – Ένα συστατικό επιπέδου χρήστη 
του στρώματος εικονικοποίησης. Αυτή η υπηρεσία παράγει πολλαπλές 
διαδικασίες χρήστη για κάθε εικονική μηχανή. 
 VSC – Virtualization Service Client – Υπηρεσία Πελάτη Εικονικοποίησης. Μια 
συνθετική παρουσία συσκευής που βρίσκεται στο διαμέρισμα παιδί. Αυτή η 
υπηρεσία κάνει χρήση των πόρων υλικού που παρέχονται από τους παρόχους 
υπηρεσιών εικονικοποίησης. Επικοινωνούν με του αντίστοιχους παρόχους στο 
διαμέρισμα γονέα και μέσω του εικονικού δίαυλου ικανοποιούν όλες τις αιτήσεις 
συσκευών εισόδου-εξόδου που προέρχονται από διαμερίσματα παιδιά. 
 VSP – Virtualization Service Provider – Πάροχος υπηρεσίας εικονικοποίησης. 
Βρίσκεται στο διαμέρισμα γονέα και παρέχει συνθετική υποστήριξη συσκευών 
στα διαμερίσματα παιδιά μέσω του εικονικού δίαυλου. 
 WinHv – Windows Hypervisor Interface Library – Βιβλιοθήκη διεπαφής του 
hypervisor Είναι μια σημαντική γέφυρα μεταξύ των προγραμμάτων οδήγησης 
ενός λειτουργικού συστήματος διαμερίσματος και του hypervisor η οποία 
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επιτρέπει στα προγράμματα οδήγησης να καλούν τον hypervisor 
χρησιμοποιώντας τυποποιημένους κανόνες κλήσεων των Windows. 
 WMI – Windows Management Instrumentation – Προγραμματιστικές διεπαφές 
APIs χρησιμοποιούνται για τη διαχείριση και έλεγχο των εικονικών μηχανών. 
   
 4.5 XenServer Hypervisor 
Ο XenServer hypervisor ξεκίνησε ως ερευνητικό πρόγραμμα στο Πανεπιστήμιο 
του Cambridge στα τέλη της δεκαετίας του 1990 με στόχο να αναπτύξουν μια αποδοτική 
και αποτελεσματική  πλατφόρμα για κατανεμημένους υπολογισμούς. Το 2002 ο 
XenServer έγινε λογισμικό ανοικτού κώδικα επιτρέποντας το καθένα να συνεισφέρει στη 
βελτίωση των δυνατοτήτων και χαρακτηριστικών του. Με έντονα τα ελπιδοφόρα 
μηνύματα του λογισμικού οι ιθύνοντες θέλησαν να το προωθήσουν στην αγορά 
λογισμικού πληροφορικής  και για αυτό το σκοπό ιδρύσαν την εταιρία XenSource to 
2004. Το 2005 τρείς μεγάλες εταιρίες ,η RED HAT, η NOVELL και η SUN 
ενσωμάτωσαν τον XenServer hypervisor στις λύσεις λογισμικού που προσέφεραν στο 
ευρύ κοινό. Δυο χρόνια μετά το 2004, η εταιρία Citrix Systems αγόρασε την XenSource 
για το ενσωματώσει στις δικές της λύσεις λογισμικού. Στην εταιρία πήγαν και οι δυο 
συνιδρυτές του XenServer από το Πανεπιστήμιο του Cambridge οι Keir Fraser και Ian 
Pratt. Μέχρι σήμερα υπάρχουν δυο εκδόσεις XenServer, μια εμπορική της Citrix που 
παρέχει επίσημη υποστήριξη και ενημερώσεις ασφαλείας και μια έκδοση κοινότητας 
ανοικτού κώδικα που είναι ελεύθερη σε όλους. Πριν λίγες μέρες και συγκεκριμένα στις 
25 Ιουνίου 2013, η εταιρία Citrix ανακοίνωσε την νέα έκδοση XenServer 6.2 που είναι 
πλέον μία και εξολοκλήρου λογισμικό ανοικτού κώδικα υπό την άδεια GNU GPL v2. 
Η αρχιτεκτονική του XenServer και του Hyper-V έχουν πάρα πολλές ομοιότητες. 
Ο XenServer υποστηρίζει την απομόνωση και αφαίρεση του υλικού των εικονικών 
μηχανών με τον χρήση των περιοχών. (domains). Μια περιοχή είναι μια λογική μονάδα 
απομονωμένη όπου εκτελούνται μόνο λειτουργικά συστήματα. Ο XenServer απαρτίζεται 
υποχρεωτικά από ένα τουλάχιστον διαμέρισμα που αναφέρεται ως περιοχή 0 (Dom 0) 
όπου είναι εγκατεστημένο το λειτουργικό σύστημα Linux. Το στρώμα λογισμικού 
εικονικοποίησης τρέχει στο στη περιοχή 0 (Dom 0) και έχει απευθείας πρόσβαση στους  
πόρους υλικού. Μέσα από το περιοχή 0 (Dom 0)  μπορούν να δημιουργηθούν πολλές 
περιοχές U μη προνομιούχες (Dom U) τα οποία θα φιλοξενούν τα εικονικά λειτουργικά 
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συστήματα. Το γράμμα U βγαίνει από την λέξη unprivileged (μη προνομιούχος) και 
αναφέρεται στα προνόμια εκτέλεσης και πρόσβασης στον επεξεργαστή και γενικότερα 
στην πρόσβαση στο υλικό. (Paul Barham et al. 2003). 
Στη περιοχή 0 βρίσκεται εγκατεστημένος ένας τροποποιημένος πυρήνας Linux 
που τρέχει αποκλειστικά τον XenServer hypervisor με προνόμια απευθείας πρόσβασης 
στο υλικό. Οι φιλοξενούμενες στη περιοχή U εικονικές μηχανές διαχωρίζονται σε 
παραεικονικές (Para-virtualized PV) και υλικού (Hardware Virtual Machines HVD) . 
Στη περιοχή 0 περιλαμβάνονται δυο προγράμματα οδήγησης για την υποστήριξη των 
αποθηκευτικών και δικτυακών αιτήσεων από τις εικονικές μηχανές που βρίσκονται στη 
περιοχή U. Για τις δικτυακές αιτήσεις υπεύθυνο είναι το πρόγραμμα οδήγησης Network 
Backend Driver ενώ για τις αποθηκευτικές το Block Backend Driver. 
 
Εικόνα 15: Παραεικονικές Μηχανές – Προγράμματα Οδήγησης 
Στη περιοχή U οι παραεικονικοποιημένες  εικονικές μηχανές PV είναι ενήμερες 
ότι δεν έχουν απευθείας πρόσβαση στο υλικό και αναγνωρίζουν πως και άλλες εικονικές 
μηχανές μοιράζονται το ίδιο φυσικό μηχάνημα. Αντιθέτως οι εικονικές μηχανές υλικού 
HVM δεν γνωρίζουν ότι μοιράζονται χρόνο επεξεργαστή και ότι άλλες εικονικές 
μηχανές είναι παρούσες στο ίδιο φυσικό μηχάνημα. ( ΧΕΝ, 2008, «How Does 
XenServer Work») 
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Εικόνα 16: Εικονικές Μηχανές Υλικού– Προγράμματα Οδήγησης 
Μια φιλοξενούμενη εικονική μηχανή υλικού HVM δεν έχει τα προαναφερθέντα 
προγράμματα οδήγησης ενσωματωμένα σ ’αυτή. Αντιθέτως στη περιοχή 0 υπάρχει ένας 
ειδικός «δαίμονας» (Daemon) για κάθε μια εικονική μηχανή  και εξυπηρετεί τις 
δικτυακές και αποθηκευτικές αιτήσεις. Αυτός ο ειδικός «δαίμονας» ονομάζεται Qemu-
dm. Αυτή η εικονική μηχανή υλικού χρειάζεται ένα ειδικό εικονικό υλικό-λογισμικό το 
οποίο θα εξομοιώνει τις λειτουργίες ενός BIOS (Basic Input Output System) φυσικού 
υπολογιστή.  
 
 
Εικόνα 17: Γραφική αναπαράσταση λειτουργιών Qemu-DM 
 
Διαχείριση και έλεγχος των περιοχών 
Μια σειρά από Linux «δαίμονες» έχουν αναγνωρισθεί ως διαχειριστές και 
ελεγκτές των περιοχών από τη κοινότητα ανοικτού λογισμικού. 
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 Xend: Ο «δαίμονας» Xend είναι μια εφαρμογή σε python και θεωρείται ο 
διαχειριστής συστήματος για περιβάλλον XenServer. Ενσωματώνει τη 
βιβλιοθήκη libXenctrl για να κάνει αιτήσεις προς το ΧΕΝ hypervisor. Όλες αυτές 
οι εκπληρωμένες αιτήσεις παραδίδονται πίσω μέσω μιας διεπαφής XML RPC 
από το Xm. 
 Xm: Είναι εργαλείο εντολών το οποίο παίρνει ως είσοδο αιτήσεις χρήστη και τις 
στέλνει στο Xend μέσω της διεπαφής XML RPC. 
 Xenstored: O «δαίμονας» Xenstored διατηρεί ένα μητρώο πληροφοριών από 
συνδέσμους καναλιών μνήμης και συμβάντων μεταξύ της περιοχής0 και όλων 
των άλλων περιοχώνU. Η εικονική μηχανή που βρίσκεται στη περιοχή0 
χρησιμοποιεί αυτό το μητρώο για να εγκαταστήσει κανάλια συσκευών με άλλες 
εικονικές μηχανές. 
 LibXenctrl: Είναι μια βιβλιοθήκη C η οποία παρέχει στο Xend την δυνατότητα 
να επικοινωνήσει με το XenServer hypervisor μέσω της περιοχής 0. Ένα ειδικό 
πρόγραμμα οδήγησης εντός της περιοχής 0, το privcmd στέλνει την αίτηση στο 
hypervisor. 
 
 
Εικόνα 18: Γραφική αναπαράσταση Λειτουργίες «Δαιμόνων» 
 
 Qemu-dm: Σε ένα περιβάλλον XenServer, κάθε εικονική μηχανή υλικού 
χρειάζεται το δικό της «δαίμονα» Αυτό το εργαλείο χειρίζεται όλες τις δικτυακές 
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και αποθηκευτικές αιτήσεις και επιτρέπει την πλήρη εικονικοποίηση μια μηχανής 
σε ένα περιβάλλον XenServer. Ο Qemu πρέπει να βρίσκεται εκτός του hypervisor 
εξαιτίας της ανάγκης του να έχει πρόσβαση στο υλικό, συνεπώς το βρίσκουμε 
στη περιοχή 0. Ένα νέο εργαλείο έχει αναπτυχτεί το Stub-dm το οποίο θα 
αντικαταστήσει το Qumu και θα παρέχει ένα σύνολο υπηρεσιών προς κάθε 
εικονική μηχανή υλικού. 
 XenServer Virtual Firmware: Είναι ένα υλικό-λογισμικό BIOS που 
ενσωματώνεται σε κάθε εικονική μηχανή υλικού και παρέχει στο κάθε 
λειτουργικό σύστημα όλες τις τυποποιημένες εντολές εκκίνησης που απαιτεί. 
 
 
Εικόνα 19: Αρχιτεκτονική XenServer Hyper-V (DELL, An Overview of XenServer 
Virtualization) 
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 4.6 VMware ESXi 
Η εταιρία VMware ιδρύθηκε το 1998 και υπήρξε η πρώτη που ανέπτυξε και 
διάθεσε εμπορική λύση λογισμικού  εικονικοποίησης x86. Το 2001 υλοποίησε τον 
τυπου-1 hypervisor VMware ESX. Η κλασική έκδοση ESX ξεκίνησε το 2007 με την 3.7 
και πήγε μέχρι την έκδοση 4.1 το 2010. Από το 2011 και μετά υπάρχει η νεότερη και 
εξελιγμένη έκδοση ESXi 5 και έχει φτάσει μέχρι στιγμής την 5.1.  
Σύμφωνα με τη αναφορά  Gartner 2012,  Magic Quadrant for x86 Server 
Virtualization Infrastructure , η εταιρία VMware κατέχει περίπου το 60%-70% των 
εγκαταστάσεων λύσεων εικονικοποίησης σε μεσαίες και μεγάλες επιχειρήσεις. Αυτό το 
μέρισμα της αγοράς μπορεί να μην είναι πάντα αντίστοιχο με τις δυνατότητες και την 
ποιότητα του λογισμικού όμως στη περίπτωση της VMware αυτό που ισχύει είναι ότι τα 
τελευταία δέκα χρόνια είναι πρωτοπόρος στις λύσεις εικονικοποίησης. 
Η αρχιτεκτονική VMware ESXi αποτελείται από ένα θεμελιώδη λειτουργικό 
σύστημα που ονομάζεται VMkernel και διεκπεραιώνει κάθε είδους αίτηση πρόσβασης 
στο υλικό από τις εικονικές μηχανές. Το λειτουργικό σύστημα VMkernel  παρέχει όλα 
εκείνα τα απαραίτητα μέσα για να τρέξουν οι διεργασίες συστήματος, 
συμπεριλαμβανομένου τις εφαρμογές διαχείρισης, τα λογισμικά agents όπως επίσης και 
τις εικονικές μηχανές. Έχει τον έλεγχο όλων των συσκευών υλικού και διαχειρίζεται 
τους πόρους εκ μέρους των εφαρμογών. Οι κύριες διεργασίες που τρέχουν πάνω από 
αυτό είναι: 
 Direct Console User Interface (DCUI): Είναι η χαμηλού επιπέδου διεπαφή 
παραμετροποίησης και διαχείρισης, προσβάσιμη μέσω της κονσόλας του 
εξυπηρετητή για την  κυρίως αρχική παραμετροποίηση του συστήματος. 
 Virtual Machine Monitor (VMM): Παρέχει το περιβάλλον εκτέλεσης εντολών για 
τις εικονικές μηχανές, καθώς επίσης και τη βοηθητική διεργασία γνωστή ως 
VMX. Κάθε εικονική μηχανή έχει τα δικά της VMM και VMX. 
 Διάφορα λογισμικά agents χρησιμοποιούνται για τη διάθεση υψηλού επιπέδου 
διαχείρισης υποδομής από απομακρυσμένες εφαρμογές. 
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Εικόνα 20: Αρχιτεκτονική VMware ESXi (VMware, 2008, «The Architecture of 
VMware ESXi») 
 
 VMkernel: Είναι λειτουργικό σύστημα τύπου POSIX και αναπτύχθηκε 
αποκλειστικά από την εταιρία VMware και παρέχει συγκεκριμένες λειτουργίες 
όμοιες με άλλων κοινών λειτουργικών συστημάτων όπως δημιουργία διεργασιών, 
μηχανισμούς ελέγχων και σημάτων, αρχείο συστήματος και νήματα διεργασιών. 
Έχει σχεδιαστεί με σκοπό να τρέχει πολλαπλές εικονικές μηχανές παρέχοντας 
λειτουργίες πυρήνα όπως Χρονοπρογραμματισμό πόρων, I/O στοίβες και  
προγράμματα οδήγησης συσκευών. Κάποια από τα πιο σημαντικά συστατικά του 
αναλύονται παρακάτω¨ 
 Users and Groups: Οι χρήστες και οι ομάδες χρηστών ορίζονται τοπικά στο ESXi 
hypervisor ώστε να υπάρχει διαβάθμιση δικαιωμάτων πρόσβασης μέσω του 
εικονικού πελάτη υποδομής, των απομακρυσμένων διεπαφών γραμμής εντολών ή 
του VIM API. Οι χρήστες και οι ομάδες χρηστών λειτουργούν ακριβώς όπως τα 
γνωρίζουμε και σε άλλα λειτουργικά συστήματα. 
 User Worlds: O όρος “user worlds” αναφέρεται σε μια διεργασία που τρέχει στο 
λειτουργικό σύστημα VMkernel. Παρέχει μόνο τα απαραίτητα δικαιώματα για να 
τρέξει ο hypervisor, είναι κατά πολύ περιορισμένο σε σχέση με οποιοδήποτε 
άλλο επίπεδο χρήστη σε ένα γενικού τύπου λειτουργικό σεισίματος  POSIX 
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συμβατό. Για παράδειγμα: το σύνολο των διαθέσιμων σημάτων είναι 
περιορισμένο, το προγραμματικό περιβάλλον του συστήματος είναι υποσύνολο 
του POSIX και το αρχείο συστήματος /proc είναι πολύ περιορισμένο. 
 Direct Console User Interface: Είναι η τοπική διεπαφή χρήστη που εμφανίζεται 
μόνο στη κονσόλα του ESXi hypervisor. Παρέχει ένα μενού ρυθμίσεων του 
συστήματος με αρχικό σκοπό την αρχικοποίηση και την αντιμετώπιση 
προβλημάτων αυτού. 
 Other User World Processes:  Είναι τα λογισμικά agents και «δαίμονες» που 
χρησιμοποιούνται από την VMware για να υλοποιήσει συγκεκριμένες 
διαχειριστικές δυνατότητες από τις υπηρεσίες συστήματος κονσόλας προς τους 
άλλους user worlds. Ο agent hostd παρέχει προγραμματιστική διεπαφή προς το 
VMkernel και υποστηρίζει τις απευθείας συνδέσεις χρηστών στο σύστημα. Ο 
agent vpxa έχει αποκλειστικό ρόλο τη σύνδεση του hypervisor με το 
VirrualCenter, ένα κέντρο διαχείρισης πολλαπλών hypervisor. Υπάρχει και ο 
κλασικός «δαίμονας» syslog που βρίσκεται στο user world και καταγράφει και 
αρχειοθετεί τα συμβάντα συστήματος. 
 Common Information Model (CIM): Είναι ένα ανοικτό πρότυπο το οποίο ορίζει 
πως οι υπολογιστικοί πόροι μπορούν να αναπαριστούν και να διαχειρίζονται. 
Αυτό το μοντέλο ενεργοποιεί ένα περιβάλλον εργασίας τυποποιημένο σε 
πρότυπα γνωστά για την παρακολούθηση των πόρων υλικού του hypervisor ESXi 
χωρίς την ανάγκη ύπαρξης διαφόρων λογισμικών agents. Αυτό το περιβάλλον 
αποτελείται από τον διαχειριστή αντικειμένων (object manager) CIM , που 
αναφέρεται και ως μεσολαβητής (broker) και ένα σύνολο από παρόχους 
(providers) CIM. Αυτοί οι πάροχοι χρησιμοποιούνται ως ένας μηχανισμός  
παροχής διαχειριστικής πρόσβασης στα προγράμματα οδήγησης  συσκευών και 
στο υποκείμενο υλικό.  Οι κατασκευαστές υλικού μπορούν να αναπτύξουν δικούς 
τους providers για την καλύτερη διαχείριση των συσκευών τους μέσω της 
ανοικτής προγραμματιστικής διεπαφής CMPI. Ο μεσολαβητής CIM αντλεί όλες 
τις πληροφορίες από όλους τους providers και τις παρουσιάζει στο εξωτερικό 
σύστημα διαχείρισης μέσω ανοικτών προτύπων συμπεριλαμβανομένου και του 
WS-MAN. 
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Εικόνα 21: Γραφική αναπαράσταση Common Information Model (VMware, 2008, 
«The Architecture of VMware ESXi») 
 
Πίνακας 4: Σύγκριση βασικών λειτουργιών - Hypervisors 
 Hyper-V 2012 ESXi 5.1 XenServer 6.2 
Προέλευση/Πρώτη 
Έκδοση Microsoft (2008) VMware (2001) 
University of 
Cambridge (2002) 
OS Support Windows, Certified Linux Distributions
Windows, Linux, 
Unix 
Windows, Linux, 
Unix 
Γνωστές 
υλοποιήσεις 
Windows Azure, 
SMEs 
Banks, ISPs, 
Universities 
Amazon, 
Rackspace 
Μερίδιο Αγοράς 25-30% 50-55% 10-15% 
Τύπος Hypervisor Bare metal Bare metal Bare metal 
Τεχνική 
Virtualization Full-Virtualization Full-Virtualization Full-Virtualization 
Τύπος 
άδειας/Λογισμικό Εμπορικός/Κλειστό Εμπορικός/Κλειστό 
GNU GPL 
v2/Ανοικτό 
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Πίνακας 5: Σύγκριση τεχνικών χαρακτηριστικών - Hypervisors 
  Hyper-V 2012 ESXi 5.1 XenServer 6.2 
Host Πυρήνες 320 160 160 
 Φυσική Μνήμη 4TB 2TB 1TB 
 Εικονικοί 
επεξεργαστές ανά 
host 
2048 2048 3250 
VM Εικονικοί 
επεξεργαστές ανά 
VM 
64 64 16 
 Μέγιστος αριθμός 
VM στο host 
1024 512 500 
 Μνήμη ανά VM 1TB 1TB 128GB 
Cluster Μέγιστος αριθμός 
κόμβων 
64 32 16 
 Μέγιστος αριθμός 
VM στο cluster 
4000 
 
3000 960 
Storage Virtual Fiber 
Channel 
ΝΑΙ ΝΑΙ OXI 
 
 MPIO ΝΑΙ ΝΑΙ NAI 
 SR-IOV ΝΑΙ ΝΑΙ NAI 
 Μέγιστο μέγεθος 
VD 
64TB 2TB 2TB 
Network Extensible Switch ΝΑΙ ΝΑΙ ΝΑΙ 
 Nic Teaming ΝΑΙ ΝΑΙ ΝΑΙ 
 Vlans ΝΑΙ ΝΑΙ ΝΑΙ 
 Port Mirroring ΝΑΙ ΝΑΙ ΝΑΙ 
 Open VSwitch ΝΑΙ OXI ΝΑΙ 
Live 
Migration 
VM live migration ΝΑΙ ΝΑΙ ΝΑΙ 
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Λογισμικά Διαχείρισης Υποδομής ως Υπηρεσία σε Ιδιωτικό 
Νέφος 
Η υποδομή ως υπηρεσία είναι ένα από τα τρία μοντέλα απεικόνισης και 
υλοποίησης του υπολογιστικού νέφους. Κυρίως αναφέρεται μαζί με το μοντέλο 
ανάπτυξης ιδιωτικό υπολογιστικό νέφος αφού συνδυάζει όλες εκείνες τις τεχνολογίες 
αιχμής για την ορθή διαχείριση του. Η υποδομή ως υπηρεσία είναι σαν την υπηρεσία 
φιλοξενίας ιστοχώρων που διαθέτουν οι πάροχοι υπηρεσιών διαδικτύου μόνο που σε 
αυτή την περίπτωση αντί για ιστοχώρους φιλοξενούνται εικονικές μηχανές. Το μεγάλο  
πλεονέκτημα  της υπηρεσίας ως υποδομή είναι η ελαστικότητα στην διάθεση και 
κατανομή των πόρων ενός ενιαίου συνόλου εικονικών μηχανών, υπηρεσιών 
αποθήκευσης, υπηρεσίες δικτύωσης και υπολογιστικής ισχύς. Ο εξοπλισμός υλικού και 
λογισμικού που απαρτίζουν την υποδομή ως υπηρεσία ανήκει με καθεστώς ιδιοκτησίας 
στους παρόχους και αυτοί με τη σειρά τους διαθέτουν και τιμολογούν την υπηρεσία είτε 
μέσω συμβολαίου είτε με βάση τη χρήση που αναλογεί κάθε φορά. Ο τελικός 
καταναλωτής έχει το πλεονέκτημα της χρήσης της υπηρεσίας με τρόπο μη δεσμευτικό 
και δεν μπορεί να εγκλωβιστεί σε ένα μόνο πάροχο. 
Γενικά χαρακτηριστικά και συστατικά του IaaS περιλαμβάνουν τα: 
 Υπηρεσία τύπου κοινής ωφέλειας και αντίστοιχο μοντέλο χρέωσης 
 Αυτοματοποίηση των διαχειριστικών καθηκόντων 
 Δυναμική κλιμάκωση κατανομής πόρων 
 Εικονικοποίηση λειτουργικών συστημάτων πελατών 
 Υπηρεσίες βασισμένες σε πολιτικές που ορίζουν το τύπο και τη διάρκεια χρήσης 
 
Η υποδομή ως υπηρεσία για ένα ιδιωτικό υπολογιστικό νέφος από την πλευρά 
του χρήστη παρέχει ένα ειδικό περιβάλλον που αποτελείται από εικονικά συστήματα. Ο 
τελικός χρήστης μέσω μιας διαδικτυακής διεπαφής αποκτάει πρόσβαση στην υπηρεσία. 
Στη συνέχεια μπορεί κατά απαίτηση να δημιουργήσει εικονικές μηχανές είτε 
προκαθορισμένες από τον πάροχο είτε να επιλέξει ο ίδιος τους απαραίτητους πόρους 
υλικού. Εφόσον δημιουργηθεί η εικονική μηχανή μπορεί έπειτα να καταργηθεί ή να 
αναπαραχθεί ως κλώνος. Ο πάροχος μέσα από το λογισμικό διαχείρισης της υποδομής 
διαθέτει αυτοματοποιημένα εργαλεία απλουστεύοντας τις διαδικασίες δημιουργίας, 
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κατάργησης και αναπαραγωγής. Στη συνέχεια θα μελετήσουμε τα λογισμικά διαχείρισης 
των υποδομών ως υπηρεσία δίνοντας βάρος κυρίως στην αρχιτεκτονική και τα 
χαρακτηριστικά τους. Στη συνέχεια θα μελετήσουμε δυο ανοικτού τύπου λογισμικά 
διαχείρισης υποδομής τα OpenNebula και OpenStack και δυο εμπορικά τα VMware 
vCenter και κυρίως το Microsoft System Center.  
 
5.1 OpenNebula 
Το λογισμικό διαχείρισης IaaS OpenNebula αναπτύχθηκε αρχικά ως ερευνητικό 
πρόγραμμα το 2005 από τους Ignacio M. LIorente και Ruben S. Montero στο University 
Complutense της Μαδρίτης.  Χρειάστηκαν τρία χρόνια και συγκεκριμένα το 2008 για να 
δημοσιευτεί και να ενταχθεί ως λογισμικό ανοικτού κώδικα υπό την άδεια Apache 2. Ο 
κώδικάς είναι σε C++, Ruby και Shell. Αυτό που το διαχωρίζει σε σχέση με άλλα 
λογισμικά είναι ότι υλοποιεί το πρωτόκολλο Open Cloud Computing Interface (OCCI). 
Η βιομηχανία των λογισμικών αυτών προσπαθεί να βρει και υιοθετήσει ένα στάνταρτ 
πρωτόκολλο που θα μπορεί να αλληλεπιδρά με οποιοδήποτε άλλη υποδομή ως υπηρεσία 
υπολογιστικού νέφους. Εκτός από αυτό, το OpenNebula υλοποιεί ένα υποσύνολο 
βασικών λειτουργιών της προγραμματιστικής διεπαφής EC2 (Elastic Computing) που 
αναπτύχτηκε από την εταιρία Amazon. Το OpenNebula έχει υιοθετηθεί από το μεγάλο 
ευρωπαϊκό εργαστήριο CERN. 
Η αρχιτεκτονική του OpenNebula αποτελείται από δυο εξυπηρετητές-Nodes. O 
πρώτος αναφέρεται Frond-end και ο άλλος είναι μια συστάδα κατανεμημένων nodes. 
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Εικόνα 22: Αρχιτεκτονική OpenNebula (http://OpenNebula.org) 
  
Front-end: Αυτό το node παρέχει ένα περιβάλλον γραμμής εντολών το οποίο 
επιτρέπει τους εξωτερικούς χρήστες να αλληλεπιδρούν με το λογισμικό. Αναφέρεται ως 
κεντρικό node της υποδομής. Σε αυτό το node υλοποιούνται τα πρωτόκολλα OCCI και 
το περιορισμένο EC2  με τα οποία γίνεται η επικοινωνία με τις συστάδες nodes. Τα 
προγράμματα οδήγησης (drivers) επιτρέπουν στους εξωτερικούς χρήστες να 
χρησιμοποιήσουν συσκευές αποθήκευσης καθώς και λογισμικά παρακολούθησης της 
κατάστασης του συστήματος. Τα αποτυπώματα δίσκων συστήματος(images) είναι ο 
αποθηκευτικός χώρος στον οποίο είναι αποθηκευμένοι οι εικονικό δίσκοι. Το συστατικό 
ONED είναι υπεύθυνο για τις χαρακτηριστικές λειτουργίες όπως ο 
χρονοπρογραμματισμός, η διαχείριση των εικονικών δίσκων και μηχανών, η διαχείριση 
του εικονικού δικτύου και φυσικού συστήματος. (Sushil Bhardwaj et al. 2010) 
Cluster Nodes: Σε κάθε cluster node τρέχει ένας συμβατός hypervisor που 
παρέχει και κατανέμει όλους τους απαιτούμενους πόρους στις εικονικές μηχανές. Η 
επικοινωνία μεταξύ συστήματος Front-end και cluster nodes για την πρόσβαση στα 
αποτυπώματα εικονικών δίσκων γίνεται μέσω του πρωτοκόλλου NFS (Network File 
System). Για την ασφαλή κρυπτογραφημένη επικοινωνία χρησιμοποιείται  το 
πρωτόκολλο SSH (Secure Shell). Η χρήση του δικτυακού αρχείου συστήματος NFS 
μπορεί μερικές φορές να αποτελέσει την πηγή συμφόρησης λόγω είτε μικρού και μη 
ευέλικτου διαθέσιμου αποθηκευτικού χώρου είτε λόγω αργής ρυθμοαπόδοσης σε σχέση 
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με άλλα  πρωτόκολλα αποθήκευσης όπως τα ISCSI (Internet Small Computer System 
Interface0, FC (Fiber Channel) και FCoE (Fiber Channel over Ethernet). (VMware, 
2012). Επίσης σε αντίθεση με την ευελιξία του δικτυακού αρχείου συστήματος δεν 
υποστηρίζει κρυπτογράφηση που σημαίνει ότι είναι ευάλωτο σε επιθέσεις υποκλοπής 
δικτυακών πακέτων. Σίγουρα υπάρχουν τρόποι αντιμετώπισης και τεχνικές όπως η 
χρήση SSH και πιστοποιητικών για την ασφαλή επικοινωνία σημείων από node σε node 
και εξωτερικό χρήστη σε node.  
Στο Frond-end node κυριαρχεί το OpenNebula Sunstone ένα επιχειρησιακό 
κέντρο υπολογιστικού νέφους  που αποσκοπεί στην εύκολη και φιλική προς το χρήστη 
διαχείριση  των λειτουργιών υποδομών ιδιωτικών και υβριδικών υποδομών 
υπολογιστικού νέφους.  
Το λογισμικό διαχείρισης υποδομής ως υπηρεσία OpenNebula υποστηρίζει μια 
πληθώρα hypervisors όπως τους ανοικτού κώδικα XenServer και KVM και του 
εμπορικού VMware ESXi. Θεωρείται ένα από τα πιο ανοικτά λογισμικά καθώς η 
διαλειτουργικότητα και η μεταφερσιμότητα  του αποτρέπει τον εγκλωβισμό μόνο σε 
έναν κατασκευαστή λογισμικού, προωθείται κυρίως από τους ιδιωτικούς και δημόσιους 
φορείς της Ευρωπαϊκής Ένωσης και συνίσταται κυρίως όταν απαιτείται η  διαχείριση 
υβριδικών υπολογιστικών νεφών. 
 
5.2 OpenStack 
Το λογισμικό διαχείρισης υποδομής ως υπηρεσία OpenStack αναπτύχθηκε από 
την εταιρία RackSpace (πάροχος υπηρεσιών υπολογιστικών νεφών) και την ευρέως 
γνωστή σε όλους μας NASA. Το 2010 και υπό την άδεια του οργανισμού Apache 2.0 
έκανε τη πρώτη του εμφάνιση στο ευρύ κοινό ως λογισμικό ανοικτού κώδικα. Η 
αποστολή του σύμφωνα με τους κατασκευαστές του είναι να διαδοθεί  ευρέως ως 
ανοικτού κώδικα πλατφόρμα διαχείρισης υπολογιστικών νεφών και να υιοθετηθεί από 
παρόχους και οργανισμούς ανεξαρτήτως μεγέθους με το να είναι απλό και ευέλικτο στην 
υλοποίηση και ταυτόχρονα ικανό για μαζική κλιμάκωση.  
Το λογισμικό διαχείρισης υποδομών ως υπηρεσία αποτελείται κυρίως από τρία 
μέρη: Object Store με κωδική ονομασία Swift,Compute με κωδική ονομασία  Nova και 
Image με κωδική ονομασία Glance, όλα γραμμένα σε γλώσσα Python.  Παρακάτω 
αναλύονται όλα τα συστατικά του OpenStack έκδοση Folsom ( OpenStack, 2013)  
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 Swift: Είναι μια υπηρεσία που σχεδιάστηκε και αναπτύχθηκε από την RackSpace 
για να παρέχει πλεονασμό στο τρόπο που αποθηκεύει και ανακτά αντικείμενα 
αποθήκευσης που αφορούν μόνο αρχεία και όχι φακέλους.  
 Nova: Είναι η υπηρεσία που σχεδιάστηκε και αναπτύχθηκε από τη NASA για να 
παρέχει εικονικές μηχανές κατά απαίτηση.  
 Glance: Είναι η υπηρεσία αυτή παρέχει έναν κατάλογο και ένα αποθετήριο 
αποτυπωμένων εικονικών δίσκων. Αυτή η υπηρεσία κυρίως αλληλεπιδρά με την 
υπηρεσία Nova. 
 Horizon: Παρέχει μια αρθρωτή διαδικτυακή διεπαφή χρήστη για όλες τις 
υπηρεσίες OpenStack. Μέσα από αυτή τη διεπαφή μπορεί ο διαχειριστής να 
αναθέσει πόρους υλικού όπως RAM,CPU,Storage ή να παραμετροποίησει  
εικονικές μηχανές αναθέτοντας IP διευθύνσεις και διαβαθμισμένα δικαιώματα. 
 Keystone: Παρέχει το μηχανισμό αυθεντικοποίησης και εξουσιοδότησης για όλες 
τις υπηρεσίες χρησιμοποιώντας το πρωτόκολλο LDAP. 
 Quantum: Παρέχει δικτυακές λειτουργίες ως υπηρεσία κυρίως στην υπηρεσία 
Nova. Η υπηρεσία επιτρέπει τον διαχειριστή να αναθέσει απευθείας φυσικούς 
δικτυακούς πόρους. Λόγω ότι διαμεσολαβούν πολλοί κατασκευαστές και πολλές 
τεχνολογίες  δικτυακών συσκευών κυρίως μεταγωγεων και καρτών δικτύου, 
δίνεται η δυνατότητα μέσα από ένα επιπρόσθετο λογισμικό να υποστηρίξει όλες 
αυτέ τις τεχνολογίες. Στη τελευταία έκδοση γίνεται προσπάθεια ένταξης του 
Open VSwitch λογισμικό ανοικτού κώδικα που επιτρέπει την μαζική 
αυτοματοποίηση του δικτύου μέσω προγραμματιστικών επεκτάσεων και 
ταυτόχρονα να είναι συμβατό με όλα τα πρότυπα διαχειριστικών διεπαφών και 
πρωτοκόλλων (NetFlow, sFlow, SPAN κ.α). 
Cinder: Παρέχει ένα μόνιμο και συνεχές αποθηκευτικό χώρο τύπου μπλοκ 
(μονάδα μεταφοράς πληροφορίας) στις εικονικές μηχανές και όχι τύπου αρχείου όπως το 
NFS και το CIFS. 
Η επικοινωνία ανάμεσα σε όλους τους ελεγκτές  νέφους, 
χρονοπρογραμματισμού,  δικτύου και τόμων γίνεται μέσω το πρωτοκόλλου AMQ 
(Advanced Message Queue Protocol) χρησιμοποιώντας ασύγχρονη επικοινωνία. Το 
OpenStack χρησιμοποιεί το cloudaudit για τις ανάγκες καταγραφής συμβάντων, αγαθών, 
τεκμηρίωσης και διασφάλισης ανάπτυξης όπως απαιτείται από τους σύγχρονους κανόνες 
συμμόρφωσης προτύπων. (Sumayah Alrwais, 2011) 
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Σήμερα το OpenStack είναι το μοναδικό  λογισμικό διαχείρισης υποδομών ως 
υπηρεσία που υποστηρίζει και συμμορφώνεται με όλους τους διαθέσιμους hypervisors 
XenServer, Citrix XenServer,KVM, VMware ESXi, Qemu, Microsoft Hyper-V) 
 
 
Εικόνα 23: OpenStack Architecture  (Sumayah Alrwais, 2011) 
 
5.3 Σύγκριση λογισμικών διαχείρισης υποδομής ως υπηρεσία. 
 
Στη παρακάτω εικόνα παρατηρούμε τη συχνότητα των ανακοινώσεων νέων 
εκδόσεων, με το OpenNebula να ανανεώνεται περίπου κάθε 4 μήνες ενώ στη περίπτωση 
του OpenStack η ανανέωση γίνεται κάθε έξη μήνες. Πάντως σε κάθε περίπτωση είναι 
προφανές ότι και τα δυο λογισμικά αναπτύσσονται με γοργούς ρυθμούς και 
ανταγωνίζονται επάξια τις αντίστοιχες εμπορικές λύσεις λογισμικών.   
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Εικόνα 24: Συχνότητα νέων εκδόσεων OpenNebula και OpenStack 
 
Στη παρακάτω εικόνα βλέπουμε τo σύνολο των γραμμών κώδικα και αρχείων 
που χρειάστηκαν για να αναπτυχθούν τα λογισμικά OpenStack και OpenNebula. 
Παρατηρούμε ότι η αναλογία γραμμές κώδικά προς αρχεία για το OpenStack είναι 207 
ενώ για το OpenNebula είναι 457. Πρέπει να αποσαφηνίσουμε ότι ο κώδικας του Linux 
Kernel, του Apache Webserver και των προγραμμάτων οδήγησης δεν 
συμπεριλαμβάνονται στις μετρήσεις. 
 
 
Πίνακας 6: Σύνολο γραμμών κώδικα και αρχείων/Λογισμικά διαχείρισης υποδομής 
ως υπηρεσία. (Baset,S. A., 2012) 
 OpenStack (Folsom) OpenNebula (3.6.0) 
Σύνολο γραμμές κώδικα 210051 109.245 
Σύνολο αρχείων 1016 457 
 
 Στο παρακάτω πίνακα βλέπουμε σε ποια γλώσσα προγραμματισμού έχουν 
αναπτυχθεί τα λογισμικά OpenStack και OpenNebula. Η γλώσσα Python έχει επιλεχθεί  
για το OpenStack ενώ C και Ruby έχουν επιλεχτεί για το OpenNebula. 
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Πίνακας 7: Γλώσσες προγραμματισμού/Λογισμικά διαχείρισης υποδομής ως 
υπηρεσία. (Baset,S. A., 2012) 
Γλώσσα 
Προγρ. 
OpenStack 
(Folsom) Κώδικας 
OpenNebula 
(3.6.0) Κώδικας 
OpenStack 
(Folsom) Αρχεία 
OpenNebula 
(3.6.0) Αρχεία 
Python 210051  996  
Java  7073  30 
Shell 
scripts 
970 3560 20 29 
Perl     
C/C++  72725  232 
Ruby  25887  166 
 
Επίσης ένα άλλο συγκριτικό στοιχείο είναι η συμμετοχή της κοινότητας στην 
επίλυση προβλημάτων καθώς και ο ρυθμός των ανοικτών συζητήσεων, των λιστών 
email, και γενικά πόσα και σε ποια συχνότητα είναι τα μηνύματα που ανταλλάσσονται 
σε μια κοινότητα. Οι παρακάτω εικόνες δείχνουν  ενδεικτικά το μέγεθος των ανοικτών 
συζητήσεων και μηνυμάτων αλλά είναι δύσκολο να διακρίνουμε για ποιο θέμα 
αναφέρονται πχ για σφάλματα στο κώδικα, για διαχείριση ή για εγκατάσταση. 
Χρειάζεται περισσότερη έρευνα για να καταλήξουμε σε ασφαλή συμπεράσματα που 
έχουν σχέση με τη ποιότητα συμμετοχής της κάθε κοινότητας στα λογισμικά OpenStack 
και OpenNebula. Στους παρακάτω πίνακες αναφέρονται και τα άλλα δυο εξίσου 
ανταγωνιστικά λογισμικά διαχείρισης υποδομής ως υπηρεσία Eucalyptus και 
CloudStack. 
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Εικόνα 25: Αριθμός συζητήσεων ανά μήνα στις περιοχές συζητήσεων των 
κοινοτήτων υποστήριξης. (Qingye Jiang, 2012) 
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Εικόνα 26: Αριθμός μηνυμάτων ανά μήνα στις περιοχές συζητήσεων των 
κοινοτήτων υποστήριξης. (Qingye Jiang, 2012) 
 
 5.4 VMware vCloud Suite 
Το VMware vCloud Suite είναι λύση λογισμικού διαχείρισης υποδομής ως 
υπηρεσία σε ένα υπολογιστικό νέφος. Είναι λύση εμπορική και απευθύνεται κυρίως σε 
μεγάλους οργανισμούς και εταιρίες που αναζητούν πιστοποιημένες, συμμορφωμένες από 
διεθνής οίκους τυποποίησης   (πχ ISO, HIPPA) και έτοιμες λύσεις εικονικής υποδομής. 
Γενικά για τις εμπορικές λύσεις γνωρίζουμε ελάχιστα έως καθόλου για τις γλώσσες και 
τεχνικές προγραμματισμού που χρησιμοποιούνται. 
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Εικόνα 27: vCloud Suite : Συστατικά μέρη 
 
Πολλά και σύνθετα είναι τα μέρη που απαρτίζουν τη λύση της VMware όπως 
αναλύονται παρακάτω 
 vCenter Orchestrator: Ο ενορχηστρωτής είναι μια αυτοματοποιημένη μηχανή 
διεργασιών ενός τμήματος ΙΤ που βοηθάει την ενσωμάτωση  της σουίτας 
VMware vCloud με τα υπόλοιπα συστήματα διαχείρισης. Μερικά από τα 
πλεονεκτήματα του είναι, μειώνει γενικά το χρόνο, αφαιρεί τα χειροκίνητα λάθη 
χρηστών, μειώνει τα λειτουργικά έξοδα και απλοποιεί την διαχείριση 
πληροφοριακών συστημάτων.    
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 vCenter Chargeback: Αυτή η υπηρεσία παρέχει ακριβείς μετρήσεις κόστους, 
αναλύσεις και αναφορές χρήσης των εικονικών μηχανών που προσφέρονται. 
Ιδιοκτήτες και επιχειρηματίες μπορούν να γνωρίζουν τα πραγματικά κόστη της 
εικονικής υποδομής τους. 
 vCloud Request Manager: Αυτή η υπηρεσία βρίσκεται πάνω από την υπηρεσία 
vCloud Director και παρέχει ένα ιστοχώρο αιτήσεων και έναν μηχανισμό ροής 
εργασιών που επικοινωνεί με τον vCloud Director μέσω του vCloud API. 
Περιλαμβάνει ακόμη, έναν αυτόματο μηχανισμό ροής εργασιών για να 
επισπεύσει την διάθεση της υπηρεσίας, διαχείριση αδειών λογισμικού για 
δυναμικά και ετερογενή περιβάλλοντα νεφών και τέλος ένα τυποποιημένο 
περιβάλλον που επιβάλει πολιτικές και διαδικασίες για τη διαχείριση του νέφους. 
 vCloud API: Είναι το προγραμματιστικό περιβάλλον ανάπτυξης λογισμικών 
διαχείρισης και ενσωμάτωσης των υποκειμένων στην εικονική υποδομή. 
Επιτρέπει το ανέβασμα/κατέβασμα των vApps καθώς και την εγκατάσταση, 
παραμετροποίηση και διάθεση αυτών. Είναι βασισμένο σε ανοικτά εικονικά 
πρότυπα και σε ένα πλήρες ελεγχόμενο προγραμματιστικό περιβάλλον. Ένα από 
τα χαρακτηριστικά που το διακρίνει είναι ότι ανήκει στη κατηγορία RESTFul 
(Representational State Transfer) προγραμμάτων που βασίζονται στις έμφυτες 
ιδιότητες των υπερμέσων για να δημιουργήσουν και να τροποποιήσουν την 
κατάσταση ενός αντικειμένου του οποίου η σειριακή αναπαράσταση του είναι 
προσβάσιμη σε ένα URL. 
 vCloud Director: Ο Director έχει το κύριο ρόλο στην εικονική υποδομή. Είναι 
μια λύση λογισμικού που επιτρέπει στους οργανισμούς το χτίσουν ασφαλή , 
πολύ-ενοικιαζόμενα ιδιωτικά σύννεφα διαθέτοντας ένα σύνολο από πόρους 
υποδομής μέσα στα κέντρα δεδομένων τους. Οι χρήστες μέσω ιστοχώρου και 
προγραμματικές διεπαφές έχουν πρόσβαση σε πλήρως αυτοματοποιημένες και 
ταξινομημένες με βάση καταλόγου υπηρεσίες. 
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Εικόνα 28: Αρχιτεκτονική VMware vCloud Director (Intel 2011) 
 
 vShield: Όπως το λέει και λέξη πρόκειται περί ασπίδα προστασίας από δικτυακές 
απειλές. Είναι μέρος του VMware hypervisor ESXi παίρνοντας το ρόλο του 
δικτυακού τείχους προστασίας. Περιλαμβάνει παρακολούθηση της ροής 
δικτυακών πακέτων για την ανάλυση της δικτυακής κυκλοφορίας μεταξύ των 
εικονικών μηχανών και την δυναμική επιβολή πολιτικών ασφαλείας. Με αυτό 
τον τρόπο δεν χρειάζεται η προμήθεια αποκλειστικού δικτυακού εξοπλισμού για 
την  δικτυακή απομόνωση (Vlans) των εικονικών μηχανών. 
 vCloud Connector: Αυτή η υπηρεσία επιτυγχάνει την σύνδεση και επικοινωνία 
μεταξύ υβριδικών εικονικών υποδομών και νεφών. Είναι ένα κοινό σημείο 
επικοινωνίας όπου υπάρχουν εφαρμογές, διάφορα φορτία εργασίας και πρότυπα 
τα οποία είναι διαθέσιμα σε κάθε είδους εικονική υποδομή που συμμετάσχει. 
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Χρησιμοποιεί συμπίεση και ένα προηγμένο βελτιστοποιημένο πολλαπλό 
μονοπάτι μεταφοράς επιτυγχάνοντας γρήγορες και αξιόπιστες συναλλαγές.  
 VMware vSphere: Είναι η καρδιά της υποδομής ως υπηρεσία. Αποτελείται από 
πολλά συστατικά μέρη από τα οποία τα πιο σημαντικά είναι αδιαμφισβήτητα μια 
πληθώρα hypervisors όπως ESXi, Hyper-V, XenServer, Citrix XenServer και τα 
ακόλουθα:  
 VMware vCenter Server: Είναι το κεντρικό σημείο διαχείρισης, 
διάθεσης και παραμετροποίησης εικονικών περιβάλλων. 
 VMware vMotion: Επιτρέπει την «ζωντανή» μετάβαση των εικονικών 
μηχανών που λειτουργούν από έναν φυσικό εξυπηρετητή σε έναν άλλον 
με μηδενικό χρόνο μετάπτωσης, αδιάλειπτη διαθεσιμότητα υπηρεσίας και 
διασφάλιση της ακεραιότητας της μεταφοράς. 
 
 
Εικόνα 29: Συστατικά μέρη VMware vCloud Director (VMware 2012) 
 
 vCenter Site Recovery Manager: Είναι ένα λογισμικό ειδικό για την ανάκαμψη 
ενός συστήματος ή ολόκληρου κέντρου δεδομένων από καταστροφή. 
Διασφαλίζει με τον πιο απλό και αξιόπιστο τρόπο την προστασία από 
καταστροφή για όλες τις εικονικές υποδομές. Αυτό το επιτυγχάνει με τον 
αποτελεσματικό μηχανισμό αντιγράφων (replicas) και  στιγμιότυπων (snapshots) 
που διαθέτει και ταυτόχρονα παρέχει πολλαπλά σχέδια ανάκαμψης τα οποία 
συντονίζονται ανάμεσα σε όλα τα επίπεδα υποδομής. Δίνεται η δυνατότητα για 
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ασκήσεις ετοιμότητας για να διαπιστωθεί η κατάσταση των υποκείμενων 
επιχειρησιακών λειτουργιών ενός κέντρου δεδομένων. Τέλος αυτοματοποιεί όλες 
τις πιθανές μεταπτώσεις που συμβαίνουν  είτε σε επίπεδο εξυπηρετητή είτε σε 
επίπεδο εικονικής υποδομής. 
 5.5 Microsoft System Center 
Το Microsoft System Center είναι λύση λογισμικού διαχείρισης υποδομής ως 
υπηρεσία σε ένα υπολογιστικό νέφος και όπως με το αντίστοιχο λογισμικό της VMware 
απευθύνεται κυρίως σε μεγάλους οργανισμούς και εταιρίες που αναζητούν 
πιστοποιημένες, συμμορφωμένες από διεθνής οίκους τυποποίησης (πχ ISO, HIPPA) και 
έτοιμες λύσεις εικονικής υποδομής και ιδιωτικού υπολογιστικού νέφους. Η Microsoft 
επικαλείται τον όρο Cloud OS (λειτουργικό σύστημα νέφους) για να δείξει από τη μία 
την ανάγκη της εξειδίκευσης λογισμικών διαχείρισης εικονικής υποδομής και από την 
άλλη την ανάγκη της δημιουργίας μιας νέας τεχνολογικά πλατφόρμας που θα 
επικεντρώνεται στη μεταμόρφωση δυναμικών κέντρων δεδομένων, διάθεση μοντέρνων 
εφαρμογών, διαχείριση δεδομένων ανεξαρτήτως κλίμακας. Σε ένα υπολογιστικό νέφος 
όλα είναι εφικτά  και αυτό προάγεται στους ανθρώπους-στελέχη τμημάτων IT. Επίσης 
θα πρέπει να αναφέρουμε και την νέα πλατφόρμα Windows Azure που εξυπηρετεί 
καθαρά λύσεις δημοσίου νέφους. Είναι μια ανοικτή πλατφόρμα που επιτρέπει στο 
χρήστη τη δημιουργία και την εκτέλεση εφαρμογών υψηλής διαθεσιμότητας χωρίς να 
επικεντρώνεται στις υποδομές λογισμικού και υλικού. Επιπρόσθετα χάρη στη μεγάλη 
γκάμα βιβλιοθηκών ο χρήστης μπορεί να εκτελέσει και να αναπτύξει μια εφαρμογή σε 
οποιαδήποτε γλώσσα ή εργαλειοθήκη λογισμικού. Όλα αυτά σε συνδυασμό και με τους 
απεριόριστους εξυπηρετητές και αποθηκευτικούς χώρους που διαθέτει, το Windows 
Azure είναι μια πολλά υποσχόμενη κορυφαία λύση στα δημόσια νέφη. 
Σε αυτή την εργασία θα αναφερθούμε  στην έκδοση System Center 2012, και θα 
αναλύσουμε τις δυνατότητες και τα  συστατικά του μέρη. 
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Εικόνα 30: Τα συστατικά μέρη του System Center 2012. (Microsoft TechNet, 2013) 
  
Η δυνατότητα διαχείρισης εφαρμογών (Application Management) εξυπηρετεί 
τους ιδιοκτήτες λογισμικού ώστε να τις διαθέτουν παράλληλα και ισοδύναμα στα 
τμήματα των επιχειρήσεων. Βοηθάει στη διαχείριση ενός πλήρη κύκλου ζωής μιας 
εφαρμογής από τον αρχική προετοιμασία υπηρεσιών μέχρι τη κανονική λειτουργία. Τα 
συστατικά μέρη App Controller, VMM ( Virtual Machine Manager) και Operations 
Manager(Διαχειριστής Λειτουργιών) απαιτούνται για την υποστήριξη της δυνατότητας 
διαχείρισης εφαρμογών. 
Η δυνατότητα διάθεσης υπηρεσιών και αυτοματοποίησης διαδικασιών 
εξυπηρετεί στην απλοποίηση και τυποποίηση του κέντρου δεδομένων. Για να επιτευχθεί 
αυτό χρειάζονται τα συστατικά μέρη Orchestrator (Ενορχηστρωτής) και Service 
Manager (Διαχειριστής Υπηρεσιών). 
Η δυνατότητα Infrastructure Management (Διαχείριση Υποδομής) εξυπηρετεί 
στην ρύθμιση-παραμετροποίηση, εφοδιασμό, παρακολούθηση και λειτουργία των 
φυσικών και εικονικών υποδομών. Τα συστατικά Configuration Manager (Διαχειριστής 
Ρυθμίσεων), Data Protection Manager(Διαχειριστής Προστασίας Δεδομένων), VMM 
(Διαχειριστής Εικονικών Μηχανών) και Operation Manager χρειάζονται για την 
δυνατότητα Infrastructure Management. 
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Όλα τα συστατικά μέρη του System Center 2012 περιγράφονται αναλυτικά 
παρακάτω 
Virtual Machine Manager: Ο VMM είναι μια καθολική λύση διαχείρισης για το 
κέντρο δεδομένων. Επιτρέπει την παραμετροποίηση και διαχείριση των φυσικών 
εξυπηρετητών, δικτυακών και αποθηκευτικών πόρων για τη δημιουργία και διάθεση 
εικονικών μηχανών και υπηρεσιών στο ιδιωτικό νέφος. Μια από τις λειτουργίες που 
προσφέρει είναι η υποστήριξη πολλών διαφορετικών κατασκευαστών εικονικών 
μηχανών και hypervisors όπως VMware ESXi και Citrix XenServer. Ακόμη διαθέτει 
μηχανισμό «ζωντανής» μετάβασης που επιτρέπει τις εικονικές μηχανές να μπορούν να 
αλλάζουν τοποθεσία φιλοξενίας δυναμικά όταν αυτό χρειάζεται. Έπειτα παρέχει ένα 
αναγκαίο διαβαθμισμένο περιβάλλον διαχείρισης αναθέτοντας συγκεκριμένα καθήκοντα 
σε χρήστες που να τους επιτρέπει να φτιάξουν τις δικές τους εικονικές μηχανές. 
Operations Manager: O διαχειριστής λειτουργιών παρακολουθεί και εποπτεύει 
τις υπηρεσίες, τις συσκευές και τις λειτουργίες πολλών συστημάτων υπολογιστών μέσα 
από μια κονσόλα. Οι διαχειριστές έχουν στη διάθεση τους την πλήρη και συνολική 
εικόνα όλων των υπηρεσιών που τρέχουν ανάμεσα σε διαφορετικά συστήματα και 
workloads του περιβάλλοντος ιδιωτικού νέφους. Επιτρέπει την ταυτόχρονη εποπτεία 
λειτουργικών συστημάτων Microsoft, Linux, Unix και VMware. Μέσα από τη κονσόλα 
διαχείρισης παρακολουθούνται και απεικονίζονται όλα τα αντικείμενα και σε αυτά που 
έχουν πιθανό πρόβλημα στέλνει προειδοποιητικά μηνύματα (emails)   παρέχοντας 
ταυτόχρονα πληροφορίες για την επίλυση και την αιτία του προβλήματος. 
Orchestrator: Ο ενορχηστρωτής είναι μια λύση αυτοματοποίησης των 
διαδικασιών IT για τα ιδιωτικά νέφη όπου επιτρέπει την αυτοματοποίηση των 
διαδικασιών δημιουργίας, παρακολούθησης και ανάπτυξης σημαντικών πόρων. Οι 
διαχειριστές ιδιωτικών νεφών καθημερινά εκτελούν μια σειρά από εργασίες για να 
διασφαλίσουν ότι η υποδομή  τους είναι υψηλή διαθέσιμη και αξιόπιστη. Ο 
ενορχηστρωτής μπορεί να συνδυάσει ανόμοιες εργασίες και διαδικασίες διαχειριστών με 
τη βοήθεια του υπολογισμικού Runbook Designer για να δημιουργήσει αξιόπιστες, 
ευέλικτες και αποτελεσματικές από άκρο σε άκρο λύσεις στο ιδιωτικό νέφος. Στόχος του 
είναι να βελτιώσει την επιχειρησιακή αποδοτικότητα. 
Service Manager: Ο Service Manager παρέχει την αυτοματοποίηση και 
υιοθέτηση των βέλτιστων πρακτικών διαχείρισης ΙΤ υπηρεσιών. Παρέχει όλους τους 
απαραίτητους μηχανισμούς που έχουν στόχο στη μείωση του χρόνου επίλυσης 
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προβλημάτων δίνοντας τη δυνατότητα στο χρήστη να αυτοεξυπηρετηθεί, βελτιώνει την 
γενικότερη αποδοτικότητα του ιδιωτικού νέφους παρέχοντας μια κεντρική διαχείριση 
διαδικασιών από περιστατικά, προβλήματα και χρεώσεις. Επίσης οι ενσωματωμένες 
διαδικασίες που διαθέτει είναι βασισμένες σε βιομηχανικές βέλτιστες πρακτικές  όπως τα 
βρίσκουμε σε γνωστούς φορείς τυποποίησης διαχείρισης υπηρεσιών ITIL και MOF. 
Data Protection Manager: Ο DPM παρέχει προστασία και ανάκτηση 
δεδομένων σε μέσα αποθήκευσης δίσκων και κασετών για εξυπηρετητές Microsoft SQL, 
Exchange, SharePoint, Εικονικούς εξυπηρετητές καθώς και τα λειτουργικά συστήματα 
σταθμών εργασίας και φορητών υπολογιστών. Επιτρέπει την ανάκτηση ολόκληρου 
συστήματος χωρίς την φόρτωση του λειτουργικού συστήματος και προσφέρει μια 
κεντρική κονσόλα διαχείρισης για όλους τους DPM εξυπηρετητές που βρίσκονται στο 
ιδιωτικό νέφος. Επίσης παρέχει διαβαθμισμένα δικαιώματα πρόσβασης ανά εργασία 
προστασίας και ανάκτησης με σκοπό τον διαχωρισμό πρόσβασης στους διαχειριστές. 
Τέλος προσφέρει ισχυρή κρυπτογράφηση δεδομένων, τόμων δίσκων και εικονικών 
δίσκων επιτυγχάνοντας μεγάλη ασφάλεια και ακεραιότητα στα αποθηκευμένα αντίγραφα 
ασφαλείας. 
Configuration Manager: O Configuration Manager καταγράφει ευρέως τα 
αγαθά της υποδομής, εγκαθιστά αυτοματοποιημένα λειτουργικά συστήματα και 
ενημερώνει εξυπηρετητές, σταθμούς εργασίας και συσκευές που ανήκουν μεταξύ άλλων 
σε εικονικά, φυσικά, κατανεμημένα και φορητά περιβάλλοντα. Ακόμη προσφέρει έτοιμο 
προκαθορισμένο λογισμικό στους χρήστες με ευέλικτο τρόπο ανά πάσα στιγμή 
βελτιώνοντας την παραγωγικότητα τους και έχει τη δυνατότητα να προλαμβάνει 
περιστατικά μειωμένων πόρων παρακολουθώντας και αναφέροντας τα σε πραγματικό 
χρόνο στους διαχειριστές μέσω κεντρικής κονσόλας. 
App Controller: Χρησιμοποιώντας τον App Controller δίνεται η δυνατότητα 
διαχείρισης ολόκληρων ιδιωτικών νεφών που έχουν δημιουργηθεί από τον VMM αλλά 
και δημόσια νέφη που «τρέχουν» πλατφόρμα Windows Azure. Παρέχει ένα ενιαίο και 
κεντρικό ιστοχώρο όπου υπάρχει διασύνδεση με τo περιβάλλον VMM και αντλεί 
στοιχεία όλων των υποκείμενων εικονικών μηχανών, επιχειρησιακών μονάδων νέφους 
και όλες τις βιβλιοθήκες. Διαχειριστές ιδιωτικών νεφών μπορούν να δημιουργούν 
υπηρεσίες είτε νέες είτε προκαθορισμένες αποθηκευμένες σε κάποιο πρότυπο. Επίσης 
δίνεται η δυνατότητα από τη μια να διαχειρίζεται την ανάπτυξη μιας υπηρεσίας που 
«τρέχει» στο δημόσιο νέφος και στο περιβάλλον Windows Azure και από την άλλη να 
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διαχειρίζεται την υλοποίηση μιας υπηρεσίας προς παραγωγή στο ιδιωτικό νέφος και στο 
περιβάλλον VMM. 
 
Πίνακας 8: Σύγκριση τεχνικών χαρακτηριστικών λογισμικών διαχείρισης υποδομής 
ως υπηρεσία. 
 OpenStack Folsom 
OpenNebula 
3.6.0 
VMware vSuite 
5.1 
System Center 
2012 SP1 
Hypervisors 
Hyper-V, 
ESXi, 
XenServer, 
KVM 
ESXi, 
XenServer, 
KVM 
ESXi, Hyper-V, 
XenServer 
ESXi, Hyper-V, 
XenServer 
Πεδίο δράσης Εικονική Υποδομή 
Εικονική 
Υποδομή 
Εικονική 
Υποδομή 
Εικονική 
Υποδομή 
Μοντέλα 
ανάπτυξης 
Ιδιωτικό και 
Δημόσιο 
Νέφος            
Ιδιωτικό και 
Δημόσιο 
Νέφος            
Ιδιωτικό και 
Δημόσιο Νέφος    
Ιδιωτικό και 
Δημόσιο Νέφος     
Μοντέλα 
υπηρεσίας IaaS IaaS IaaS IaaS 
Περιβάλλον 
Προγραμματισμ
ού 
Python,Shell C++,Java, Rubhy, Shell C++, Java C# 
Λειτουργικά 
Συστήματα Linux Linux VMware ESXi Windows Server 
Live Migration NAI NAI NAI NAI 
Clusters NAI NAI NAI NAI 
Ασφάλεια 
χρηστών 
Περιορισμένη 
διαβάθμιση 
ρόλων και 
δικαιωμάτων 
Περιορισμέν
η διαβάθμιση 
ρόλων και 
δικαιωμάτων 
Πλήρης 
διαβάθμιση 
ρόλων και 
δικαιωμάτων 
Πλήρης 
διαβάθμιση 
ρόλων και 
δικαιωμάτων 
Τύπος 
άδειας/Λογισμικ
ό 
Apache 
2.0/Ανοικτό 
Apache 
2.0/Ανοικτό 
Εμπορικό/Κλεισ
τό 
Εμπορικό/Κλειστ
ό 
Δυναμική 
ανάθεση πόρων 
ΝΑΙ, 
περιορισμένη 
ΝΑΙ, 
περιορισμένη Ναι, πλήρης Ναι, πλήρης 
Όρια ανάθεσης 
πόρων (quota) ΝΑΙ ΝΑΙ ΝΑΙ ΝΑΙ 
Υβριδικά νέφη ΝΑΙ, πλήρης ΝΑΙ, περιορισμένη 
ΝΑΙ, 
περιορισμένη 
ΝΑΙ, 
περιορισμένη 
Διαχείριση 
Εικονικών 
δίσκων 
ΝΑΙ ΝΑΙ ΝΑΙ ΝΑΙ 
Διαχείριση 
Εικονικών 
δικτύων 
ΝΑΙ ΝΑΙ ΝΑΙ ΝΑΙ 
Πρωτόκολλα 
Αποθήκευσης 
SAS, FC, 
FCoE, ISCSI 
SAS, FC, 
FCoE, ISCSI 
SAS, FC, FCoE, 
ISCSI 
SAS, FC, FCoE, 
ISCSI 
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Διεπαφές νέφους 
OpenStack, 
OCCI, 
Amazon 
EC2,  
OCCI, 
Amazon 
EC2, Libvirt, 
Κλειστού 
τύπου, Libvirt, 
VMware SDKs 
Κλειστού τύπου, 
Microsoft SDKs 
 
 
 
Σενάριο Υλοποίησης Ιδιωτικού Νέφους 
Στη συγκεκριμένο σενάριο θα παρουσιαστούν κάποιες από τις βασικές 
λειτουργίες της υποδομής ως υπηρεσία σε ένα ιδιωτικό νέφος όπως η άμεση 
ελαστικότητα, η υψηλή διαθεσιμότητα και η αυτό-εξυπηρέτηση κατά απαίτηση. 
Αναφορά θα γίνει στο υλικό και τα λογισμικά που χρησιμοποιηθήκαν καθώς και τα 
βήματα εγκατάστασης και παραμετροποίησης που έγιναν σε αυτό. Συνοπτικά το σενάριο 
περιλαμβάνει: 
 Δημιουργία failover cluster και site to site replicas (αντίγραφα σε διαφορετικές 
τοποθεσίες( για την υποστήριξη της λειτουργίας υψηλής διαθεσιμότητας και 
επιχειρησιακής συνέχειας στην εικονική υποδομή. 
 Δημιουργία ενός διαμοιραζόμενου αποθηκευτικού χώρου με βάση το 
πρωτόκολλο SMB 3.0 για την αποθήκευση των εικονικών μηχανών. 
 Ρυθμίσεις διαχείρισης εικονικής υποδομής, κυρίως στους Virtual Machine 
Manager και AppController. 
 Δημιουργία εικονικών μηχανών και προτύπων εικονικών μηχανών για τη 
φιλοξενία εφαρμογών και υπηρεσιών 
 Δημιουργία χρηστών και ανάθεση ρόλων και δικαιωμάτων για την 
αποτελεσματικότερη διαχείριση της λειτουργίας αυτό-εξυπηρέτησης. 
6.1 Τεχνική Περιγραφή 
Για τη συγκεκριμένη υλοποίηση χρησιμοποιήθηκαν 3 υπολογιστές με την 
ακόλουθη τεχνική σύνθεση:   
 Επεξεργαστής  - Intel i7-870 (4 πυρήνες και 4 νήματα) 
 Μνήμη – 16GB DDR3 
 Σκληρός Δίσκος – 1ΤΒ 7200RPM, 32MB Buffer 
 Κάρτες Δικτύου : Realtek Gigabit και Dual Intel Port Server Gigabit 
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Στο παρακάτω πίνακα φαίνονται τα λειτουργικά συστήματα, οι ρόλοι και οι 
λειτουργίες που έχουν ανατεθεί στους τρείς φυσικούς εξυπηρετητές όπως επίσης και οι 
απαραίτητες IP διευθύνσεις, τη μια για τη επικοινωνία με το εσωτερικό δίκτυο και τη 
άλλη για την αποκλειστική χρήση του cluster. Αυτά τα δυο δίκτυα έχουν απομονωθεί 
φυσικά χρησιμοποιώντας ξεχωριστούς μεταγωγείς.  
 
Πίνακας 9: Φυσικοί εξυπηρετητές - Ρυθμίσεις 
Όνομα Ρόλος Πυρήνες Μνήμη Δίσκος Δίκτυο 
Κύρια 
διεύθυν
ση 
Διεύθυν
ση 
Cluster 
HYPERV02 
Windows 
Server 2012 
SMB 3.0 
αποθήκευση     4 16GB 1TB 
3 
φυσικές 
κάρτες 
δικτύου 
192.168.
1.2 
172.24.1
00.2 
HYPERV03 
Windows 
Server 2012 
Fail-over 
Cluster, 
Replica 
Broker 
    4 16GB 1TB 
3 
φυσικές 
κάρτες 
δικτύου 
192.168.
1.21 
172.24.1
00.21 
HYPERV04 
Windows 
Server 2012 
Fail-over 
Cluster     4 16GB 1TB 
3 
φυσικές 
κάρτες 
δικτύου 
192.168.
1.22 
172.24.1
00.22 
 
Στο επόμενο πίνακα αναφέρονται οι ρόλοι που έχουν ανατεθεί καθώς και οι 
πόροι υλικών που έχουν κατανεμηθεί από τους Hyper-V hosts. 
 
 
Πίνακας 10: Εικονικοί Εξυπηρετητές – Ρυθμίσεις 
Όνομα Ρόλος Πυρήνες Μνήμη Δίσκος Διεύθυνση 
VMM 
Virtual 
Machine 
Manager 
2 6 95GB 192.168.1.4 
AD Domain 2 1 65GB 192.168.1.10
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Controller 
Guest01 Virtual Guest 2 2 65GB 192.168.1.30
AppController AppController           2 2      65GB 192.168.1.5 
 
Τα λογισμικά που χρησιμοποιήθηκαν είναι διαθέσιμα σε ηλεκτρονική μορφή iso 
και vhd (virtual hard disk). Μπορούμε να κατεβάσουμε τις πλήρεις εκδόσεις από το 
MSDN εφόσον είμαστε συνδρομητές ή τις δοκιμαστικές εκδόσεις από to Microsoft 
TechNet. Επίσης για τη διευκόλυνση και ταχύτερη παραμετροποίηση τω συστημάτων θα 
χρησιμοποιηθεί η γλώσσα σεναρίου (scripting language ) Microsoft PowerShell. Το 
PowerShell είναι ένα περιβάλλον προγραμματισμού που ενσωματώνει ολόκληρα σύνολα 
γραμμών εντολών πλήρως παραμετροποίησημα και βοηθάνε στη διαχείριση και 
αυτοματοποίηση εργασιών που αφορούν κυρίως λειτουργικά συστήματα, ρόλους και 
χαρακτηριστικά αυτών. 
 
6.2 Εγκατάσταση και παραμετροποίηση λογισμικών 
 
Βήμα 1: Στους Hyper-V εξυπηρετητές εγκαθιστούμε το λειτουργικό σύστημα 
Windows Server 2012, ορίζουμε όνομα υπολογιστή, IP διεύθυνση και ενεργοποιούμε τον 
ρόλο Hyper-V.  
 
Πίνακας 11: Εντολή PowerShell εγκατάστασης του ρόλου Hyper-v 
Install-WindowsFeature hyper-v. 
 
Η πρώτη φυσική κάρτα δικτύου ανατίθεται στους Hyper-v(Hosts). Μέσα από το 
περιβάλλον διαχείρισης του Hyper-v δημιουργούμε μια εικονική κάρτα δικτύου και την 
αναθέτουμε σε όλες τις εικονικές μηχανές που φιλοξενούνται. Η τρίτη κάρτα δικτύου 
ανατίθεται αποκλειστικά για το cluster. 
Βήμα 2: Απαραίτητη προϋπόθεση είναι η ύπαρξη βασικής υποδομής Active 
Directory. 
Στον host Ηyperv02 δημιουργούμε μια δημιουργία εικονική μηχανή για να 
φιλοξενήσει το Active Directory και κατανέμουμε τους επιθυμητούς πόρους υλικού. Το 
όνομα του Domain θα είναι το IaaS.local. Χρησιμοποιούμε το εργαλείο VHDTOOL και 
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δημιουργούμε έναν εικονικό δίσκο τύπου fixed και χωρητικότητας 65GB για την 
εγκατάσταση του λειτουργικού συστήματος. 
Πίνακας 12: Εντολή δημιουργίας εικονικού δίσκου 
vhdtool /create c:\vhds\ad.vhd 65000000000 
 
Πίνακας 13: PowerShell Script για την εγκατάσταση του Domain Controller και 
DNS 
Import-Module ADDSDeployment 
Install-ADDSDomainController  
-NoGlobalCatalog:$false  
-InstallDns:$true 
-CreateDnsDelegation:$false 
-CriticalReplicationOnly:$false 
-DatabasePath "C:\Windows\NTDS" 
-LogPath "C:\Windows\NTDS" 
-SysvolPath "C:\Windows\SYSVOL" 
-DomainName "IaaS.local" 
-NoRebootOnCompletion:$false 
-SiteName "SiteName" 
-Force:$true 
 
Έπειτα θα πρέπει και οι τρεις Hyper-V hosts να ενσωματωθούν (join) στο 
domain. Για την ευκολότερη κεντρική διαχείριση ρυθμίσεων των φυσικών και εικονικών 
υπολογιστών θα δημιουργήσουμε στο Active Directory μια OU (Organizational Unit) με 
το όνομα IaaS Servers και θα μετακινήσουμε τους υπολογιστές εκεί. Μετά θα φτιάξουμε 
ένα αντικείμενο πολιτικής ομάδος (GPO) που θα περιέχει τις ρυθμίσεις: απενεργοποίηση 
του τείχους προστασίας, ενεργοποίηση απομακρυσμένης διαχείρισης και θα το 
συνδέσουμε στη OU IaaS Servers. Αυτό το κάνουμε ώστε όποιος υπολογιστής 
μετακινείται στο συγκεκριμένο OU να του επιβάλλονται οι επιθυμητές πολιτικές που 
εμείς έχουμε ορίσει. 
Βήμα 3: Δημιουργία εικονικής μηχανής VMM (Virtual Machine Manager)  
Στον host Hyperv02 αφού δημιουργήσουμε την εικονική μηχανή δηλαδή να 
έχουμε εγκαταστήσει το λειτουργικό σύστημα Windows Server 2012 και να 
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ενσωματώσουμε την εικονική μηχανή στο domain, προχωράμε στην εγκατάσταση του 
λογισμικού System Center 2012 Virtual Machine Manager SP1. Πρώτα εγκαθιστούμε 
τον SQL Server 2012 SP1 επιλέγοντας τα Database Engine Services και τα 
προεπιλεγμένα Management Tools. Αφήνουμε τις προεπιλεγμένες ρυθμίσεις ως έχει, 
Default Names and Instances, Default Service Accounts και προσθέτουμε στο τρόπο 
ταυτοποίησης Mixed Mode τον τρέχοντα λογαριασμό διαχειριστή domain. Έπειτα 
εγκαθιστούμε το VMM, πρέπει ήδη να έχουμε εγκαταστήσει το λογισμικό Windows 
Assessment and Deployment Kit επιλέγοντας μόνο τα Deployment tools και Windows 
Preinstallation Environment. Στις επιλογές εγκατάστασης της βάσης δεδομένων, 
δημιουργούμε μια βάση με το όνoμα «VirtualManagerDB» στο προεπιλεγμένο Instance 
Name «MSSQLSERVER». Ο λογαριασμός που είναι υπεύθυνος για όλες τις λειτουργίες 
είναι ο Domain Admin (διαχειριστής του Domain). Τέλος για τη σύνδεση στο Web-
Based περιβάλλον διαχείρισης η δικτυακή πόρτα TCP είναι η 8100 και το URL 
πρόσβασης είναι http://VMM:8100. 
Βήμα 4: Δημιουργία διαμοιραζόμενου αποθηκευτικού χώρου με το πρωτόκολλο 
SMB3.0 
Εγκαθιστούμε πρώτα την υπηρεσία με την παρακάτω εντολή. 
 
Πίνακας 14: Εντολή PowerShell εγκατάστασης των fileservices 
Install-WindowsFeature -fileservices 
 
Μετά από τη κονσόλα server manager επιλέγουμε Shares και Tasks New Share.  
Επιλέγουμε το profile «SMB Share-Applications» και στη συνέχεια επιλέγουμε ένα τόμο 
δίσκου που να έχει τουλάχιστον 100GB ελεύθερο χώρο.  
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Εικόνα 31: Δημιουργία διαμοιραζόμενου αποθηκευτικού χώρου SMB3Share 
Δηλώνω το «SMB3Share» για όνομα του διαμοιραζόμενου χώρου και στις 
επιλογές των permissions προσθέτω τους hosts hyperv03 και hyperv04 και τους δίνω 
«full control». 
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Εικόνα 32: Ανάθεση δικαιωμάτων στο SMB3Share 
 
Βήμα 5: Failover Cluster εγκατάσταση και παραμετροποίηση. 
Στους hosts Hyperv03 και Ηyperv04 ενεργοποιούμε το Fail-over clustering με 
την εντολή PowerShell  
 
Πίνακας 15: Εντολή PowerShell εγκατάστασης Failover clustering 
Install-WindowsFeature -Name Failover-Clustering –IncludeManagementTools 
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Εφόσον γίνει η απαραίτητη επανεκκίνηση, ανοίγουμε την κονσόλα Fail-over 
clustering και δημιουργούμε ένα νέο cluster με τους hyperv03 και hyperv04. 
 
Εικόνα 33: Μενού Failover Cluster Manager 
 
Πριν τη δημιουργία του cluster γίνεται ένας εξονυχιστικός έλεγχος για την 
απόκτηση της εγκυρότητας (validation test) για να εντοπιστούν τυχόν ασυμβατότητες ή 
όχι σωστή παραμετροποίηση των hosts που συμμετέχουν.  
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Εικόνα 34: Τεστ Εγκυρότητας Failover Cluster 
 
Έπειτα δηλώνουμε το όνομα του cluster: Evalcluster και δηλώνουμε την IP 
διεύθυνση 192.168.1.30. 
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Εικόνα 35: Προβολή κονσόλας διαχείρισης Failover Cluster Manager 
 
Για τις ανάγκες του σεναρίου θα χρειαστεί η υπηρεσία Hyper-V Replica Broker 
στον host hyperv03. Από την κεντρική κονσόλα επιλέγουμε «configure role» και 
ενεργοποιούμε το «Hyper-V Replica Broker». Δίνουμε το όνομα: EvalBroker και IP 
διεύθυνση 192.168.1.31.  
 68 
 
Εικόνα 36: Δημιουργία Replica Broker 
 
Μετά στην κονσόλα του EvalBroker επιλέγουμε Replication settings και στο 
πεδίο «allow replication from any authenticated server» εισάγω το UNC μονοπάτι 
«\\hyperv02.IaaS.local\smb3share\». Τέλος, στο host hyperv02 θα πρέπει να 
ενεργοποιήσουμε την λειτουργία Replica Server. Μέσα από την κονσόλα διαχείρισης 
του hyperv2, επιλέγουμε «Replication Configuration» και ενεργοποιούμε το «Enable this 
computer as a Replica server». Στη συνέχεια στο πεδίο «allow replication from any 
authenticated server» εισάγω τη τοπική διαδρομή «F:\Virtual Machines» εκεί που 
αποθηκεύονται οι εικονικές μηχανές. 
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Εικόνα 37: Ρυθμίσεις Replication 
 
 Βήμα 6: Προσθήκη του Evalcluster στο Virtual Machine Manager και 
δημιουργία εικονικής μηχανής Guest01 στο hyperv02. 
Από τη κεντρική κονσόλα επιλέγω «all hosts» και add «Hyper-V Hosts and 
Clusters» ακολουθούμε τον οδηγό και εισάγουμε το Evalcluster και τον host hyperv02. 
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Εικόνα 38: VMM- Εισαγωγή των Hyperv hosts και του Evalcluster 
Παραμετροποιούμε το Evalcluster ώστε να επιτρέπονται οι μεταβάσεις σε 
πραγματικό χρόνο (live migrations) με μέγιστο αριθμό δυο ταυτόχρονα. Επιλέγουμε 
πρωτόκολλο αυθεντικοποίησης «Kerberos»  
 
Εικόνα 39: Προβολή ρυθμίσεων μετάβασης εικονικών δίσκων 
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6.3 Ιδιωτικό Νέφος – Δυνατότητες 
6.4 Υψηλή Διαθεσιμότητα 
Εφόσον εκτελέσαμε επιτυχώς τα παραπάνω βήματα, τώρα μπορούμε να δούμε 
πως επιτυγχάνεται η υψηλή διαθεσιμότητα. Στόχος είναι η εικονική μηχανή guest1 να 
μεταφερθεί από τον hyperv02 στο Evalcluster και συγκεκριμένα στο hyperv03. Η 
τρέχουσα κατάσταση είναι ότι η εικονική μηχανή guest1 φιλοξενείται στο hyperv02, αν 
αποτύχει για οποιοδήποτε λόγο ο hyperv02 τότε ο guest1 δεν θα είναι διαθέσιμος. Όταν 
ο guest1 μεταβεί στο Evalcluster τότε θα φιλοξενείται είτε στοn hyperv03 είτε στον 
hyperv04 επιτυγχάνοντας υψηλή διαθεσιμότητα. 
 
Εικόνα 40: Προβολή διαθέσιμων host για μετάβαση (Live Migration) 
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Εικόνα 41: Προβολή διαδρομής αποθήκευσης των μεταφερόμενων εικονικών 
μηχανών 
 
 
Εικόνα 42: Τελικό στάδιο μετάβασης (Live migration) 
 
 Αν υποθέσουμε τώρα πως θέλουμε να αποφύγουμε το σενάριο της ολικής 
αποτυχίας μια τοποθεσίας (site) και να διασφαλίσουμε την επιχειρησιακή συνέχεια, θα 
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πρέπει να έχουμε ένα αντίγραφο (replica) της εικονικής μηχανής αυτής που θέλουμε να 
προστατεύσουμε σε μια άλλη γεωγραφική τοποθεσία. Εφόσον ο guest1 φιλοξενείται στη 
x τοποθεσία με την υποστήριξη του Evalcluster τότε σε περίπτωση αποτυχίας της 
τοποθεσίας, ο guest1 δεν θα είναι διαθέσιμος. Για να το αποτρέψουμε αυτό, στη 
τοποθεσία y και σε έναν οποιοδήποτε hyperv host δημιουργούμε ένα αντίγραφο (replica) 
του guest1. Ο hyperv02 στη τοποθεσία y θα αναλάβει τον ρόλο του replica server και θα 
μπορεί να διαθέσει την εικονική μηχανή guest1 σε περίπτωση ολικής αποτυχίας της 
τοποθεσίας x.  
 
Εικόνα 43: Δήλωση Replica Server  
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Εικόνα 44: Επιλογή εικονικών δίσκων για replication 
 
 
Εικόνα 45: Προβολή κατάστασης της διαδικασίας replication 
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6.5 Άμεση Ελαστικότητα 
Στη συνέχεια θα δείξουμε πως μπορούν να αυξομειωθούν οι πόροι υλικού μιας 
εικονικής υποδομής ανάλογα με τις απαιτήσεις του διαχειριστή, των εφαρμογών και των 
υπηρεσιών. Πολύ σημαντική λειτουργία μια εικονικής υποδομής είναι να ελέγχει και να 
επιβάλει δυναμικά πολιτικές χρήσης του εύρους του δικτύου. Στην εικονική μηχανή 
guest1, σε ένα παράδειγμα δικτυακής αντιγραφής ενός αρχείου το εύρος καναλιού είναι 
100Mbit και ο μέγιστος ρυθμός μετάδοσης είναι περίπου 11MB/s. Παράλληλα με την 
εργασία της δικτυακής αντιγραφής θα ορίσουμε όριο ρυθμού μετάδοσης ίσο με 1MB/s 
το οποίο θα εφαρμοστεί σε πραγματικό χρόνο. 
 
Εικόνα 46: Επιβολή ορίου εύρους δικτύου 
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Εικόνα 47: Πριν και μετά την επιβολή ορίου – Ρυθμοί μετάδοσης 
 
Μια άλλη σημαντική λειτουργία είναι η υποστήριξη της δυναμικής μνήμης που 
μπορεί να επιφέρει μεγαλύτερο λόγο ενοποίησης εξυπηρετητών και να βελτιώσει την 
αξιοπιστία όσον αφορά τις επανεκκινήσεις των εικονικών μηχανών. Παράλληλα αυξάνει 
την ευελιξία της εικονικής υποδομής όσον αφορά τις ανάγκες δέσμευσης περισσότερης 
μνήμης. Με αυτό τον τρόπο, η εικονική υποδομή ανταποκρίνεται πιο αποτελεσματικά 
αφού δυναμικά αναθέτει κάθε φορά το ποσό της μνήμης που χρειάζεται μια εικονική 
μηχανή. 
Πρώτα θα ενεργοποιήσουμε την επιλογή «Dynamic RAM» στον guest1 και θα 
του ορίσουμε το ποσό 512MB ως ελάχιστο και 1024MB ως μέγιστο όριο. Μετά στον 
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guest1 που έχουμε ήδη εγκατεστημένο τον SQL Server 2012 SP1 θα κάνουμε attach την 
βάση «Adventure Works 2012» που διατίθεται από το Codeplex (τοποθεσία που 
φιλοξενεί προγράμματα ανοικτού κώδικα)  για εκπαιδευτικούς σκοπούς. 
 
Εικόνα 48: Ανάθεση δυναμικής μνήμης στο guest1 
 
Εικόνα 49: SQL Server – Attach database «Adventure Works 2012» 
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Έπειτα με τον παρακάτω κώδικα SQL θα φτιάξουμε έναν μεγάλο πίνακα και θα 
δημιουργήσουμε μια διαδικασία (procedure) η οποία θα φτιάξει 5,500,000 στήλες των 
1000 κομματιών (blocks) εισάγοντας τιμές.. 
 
Πίνακας 16: Κώδικας SQL για τη δημιουργία και το γέμισμα του πίνακα Bigtable 
--create the table 
create table bigtable ( 
id integer not null identity(1,1), --8 bytes 
pad char(192) default '' not null, --192 bytes 
PRIMARY KEY (id) --? bytes 
); 
go 
--fill with data 
create procedure bootstrap_database 
as 
begin 
declare @cur integer = 0, 
@block integer = 1000, 
@table_max integer = 55 * 100000, --approx 1 GB every 5,500,000 rows 
@sql nvarchar(max) = 'insert into bigtable (pad) values ' 
while @cur < @block 
begin 
set @sql = @sql + 
N'(''qqqqqqqqqqwwwwwwwwwweeeeeeeeeerrrrrrrrrrttttttttttyyyyyyyyy''),' 
set @cur = @cur + 1 
end 
--trim trailing , 
set @sql = substring(@sql, 0, len(@sql)) 
set @cur = 1 
declare @handle integer; 
exec sp_prepare @handle output, N'', @sql 
while IDENT_CURRENT('bigtable') < @table_max 
begin 
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exec sp_execute @handle 
set @cur = @cur + @block 
end 
exec sp_unprepare @handle 
end 
go 
exec bootstrap_database 
 
Μετά ακριβώς θα ελέγξουμε την μνήμη που κατέλαβε ο SQL Server. 
 
 
Εικόνα 50: SQL Server – Κατανομή σχεδόν όλης της διαθέσιμης μνήμης 
 
Διακρίνουμε ότι ο SQL server κατέλαβε σχεδόν όλη τη διαθέσιμη μνήμη, για να 
αντιμετωπίσουμε την πιθανή αύξηση δέσμευσης μνήμης μέσω του hyperv03 θα δώσουμε 
στον guest1 4GB μνήμη 
 
. 
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Εικόνα 51: Αύξηση της δυναμικής μνήμης στον guest1 
 
Στη συνέχεια εκτελούμε τον παρακάτω κώδικα, ζητώντας να μας επιστρέψει 
50000 τυχαίες εγγραφές. Διακρίνουμε αμέσως ότι η δέσμευση μνήμης από τον SQL 
Server αυξήθηκε  κατακόρυφα. 
 
Πίνακας 17: Κώδικας SQL για την επιστροφή 50000 τυχαίων εγγραφών 
declare @table_max int = 55 * 100000; --approx 1 GB every 5,500,000 rows 
declare @random_id int = cast(rand() * @table_max as int) 
select * from bigtable where id > @random_id and id < @random_id + 50000; 
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Εικόνα 52: SQL Server - Κατανομή μνήμης μετά την εκτέλεση κώδικα 
 
Με αυτό τον τρόπο διαπιστώσαμε πως η μνήμη ανατίθεται δυναμικά  ανάλογα με 
τα workloads στον SQL Server. Είναι πολύ σημαντικό για μια εφαρμογή και ένα 
σύστημα να αντλεί δυναμικά πόρους όταν τους χρειάζεται και να απελευθερώνει πόρους  
όταν δεν τους έχει ανάγκη.  
Όμοια ευελιξία κατανομής πόρων μπορεί γίνει και σε επίπεδο αποθήκευσης, 
Υπάρχει η δυνατότητα της προσθαφαίρεσης εικονικών δίσκων σε εικονικές μηχανές 
καθώς επίσης και η αναπροσαρμογή του χώρου σε υφιστάμενους εικονικούς δίσκους. 
 
6.6 Αυτό-εξυπηρέτηση κατά απαίτηση 
Η δυνατότητα της αυτό-εξυπηρέτησης  κατά απαίτηση σημαίνει πως πρέπει να 
φτιάξουμε ένα νέφος που να διαθέτει εικονικές μηχανές και υπηρεσίες και να εξυπηρετεί 
τους χρήστες με βάση προκαθορισμένων διαβαθμισμένων δικαιωμάτων και έτοιμων 
προτύπων. Στο σενάριο της εργασίας θα δημιουργήσουμε δυο εικονικές μηχανές και θα 
τις διαθέσουμε σε ένα νέφος αποτελούμενο από τρείς hyper-V hosts. 
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Πρώτα θα δημιουργήσουμε στον hyperv02 δυο VMs ένα με Windows 7 και ένα  
με Ubuntu Desktop 12.04. 
Πίνακας 18 : Ρυθμίσεις εικονικών μηχανών στο νέφος 
Όνομα Ρόλος Πυρήνες Μνήμη Δίσκος Διεύθυνση 
Demo 
Windows 7 Cloud VM 2 2GB 40GB DHCP 
Demo Ubuntu 
Desktop 12.04 Cloud VM 2 2GB 40GB DHCP 
 
Στο Active Directory θα πρέπει να δημιουργήσουμε δυο ομάδες χρηστών  με βάση το 
παρακάτω πίνακα. 
Πίνακας 19: Χρήστες και ομάδες της εικονικής υποδομής 
Ομάδα χρηστών Μέλη Κύρια ομάδα χρηστών
IaaS Users demo Domain users 
IaaS Admins administrator Domain Admins 
  
Στον VMM δημιουργούμε ένα νέφος με το όνομα «Demo IaaS» δηλώνοντας τις εξής 
παραμέτρους: General, Resources, Logical Networks, Library και Capacity. 
 
Εικόνα 53: Οδηγός δημιουργίας νέφους 
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Ο PowerShell κώδικας για τη δημιουργία του νέφους δίνεται παρακάτω 
 
Πίνακας 20: PowerShell κώδικας για τη δημιουργία νέφους 
Set-SCCloudCapacity -JobGroup "8724c9c8-cfa9-42a8-a0fa-5c526c33aa2d" -
UseCustomQuotaCountMaximum $true -UseMemoryMBMaximum $true -
UseCPUCountMaximum $true -UseStorageGBMaximum $true -UseVMCountMaximum 
$true 
$resources = @() 
$resources += Get-SCLogicalNetwork -ID "19a1090f-64a9-4398-b76e-aa697659ddd7" 
Set-SCCloud -JobGroup "8724c9c8-cfa9-42a8-a0fa-5c526c33aa2d" -
RunAsynchronously -ReadWriteLibraryPath 
"\\VMM.IaaS.local\MSSCVMMLibrary\VHDs\StoredVms" -AddCloudResource 
$resources 
$hostGroups = @() 
$hostGroups += Get-SCVMHostGroup -ID "0e3ba228-a059-46be-aa41-
2f5cf0f4b96e" 
New-SCCloud -JobGroup "8724c9c8-cfa9-42a8-a0fa-5c526c33aa2d" -VMHostGroup 
$hostGroups -Name "demo iaas" -Description "" -RunAsynchronously 
 
Έπειτα δημιουργούμε δυο χρήστες-ενοικιαστές demo user 1 και demo user 2 με 
το προφίλ «Application Administrator (self-service user). Δηλώνουμε το όνομα του 
νέφους που θα συμμετάσχουν, τους διαθέσιμους πόρους όπως επίσης τις επιτρεπτές 
ενέργειες που μπορούν να εκτελέσουν. 
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Εικόνα 54: Επιλογή προφίλ Application Administrator 
 
 
Εικόνα 55: Ανάθεση διαθέσιμων πόρων 
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Εικόνα 56: Επιτρεπτές ενέργειες χρήστη 
 
Ο PowerShell κώδικας για τη δημιουργία του χρήστη-ενοικιαστή δίνεται παρακάτω 
Πίνακας 21: PowerShell κώδικας για τη δημιουργία χρήστη-ενοικιαστή 
$scopeToAdd = @() 
 
$scopeToAdd += Get-SCCloud -ID "d85f111c-6708-4605-8191-0fa583d50c8a" 
Set-SCUserRole -JobGroup "393f67c6-fa8a-4d7b-b0b5-d676fea2541d" -AddScope  
 
$scopeToAdd -Permission @("Author", "Checkpoint", "CreateFromVHDOrTemplate", 
"AllowLocalAdmin", "PauseAndResume", "CanReceive", "RemoteConnect", "Remove", 
"Save", "CanShare", "Shutdown", "Start", "Stop", "Store") -ShowPROTips $false 
 
$cloud = Get-SCCloud -ID "d85f111c-6708-4605-8191-0fa583d50c8a" 
Set-SCUserRoleQuota -Cloud $cloud -JobGroup "393f67c6-fa8a-4d7b-b0b5-
d676fea2541d" -UseCPUCountMaximum -UseMemoryMBMaximum -
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UseStorageGBMaximum -UseCustomQuotaCountMaximum -UseVMCountMaximum 
Set-SCUserRoleQuota -Cloud $cloud -JobGroup "393f67c6-fa8a-4d7b-b0b5-
d676fea2541d" -QuotaPerUser -UseCPUCountMaximum -UseMemoryMBMaximum -
UseStorageGBMaximum -UseCustomQuotaCountMaximum -UseVMCountMaximum 
 
$libResource = Get-SCVirtualMachine -Name "Demo windows for cloud" -ID 
"a24d10b4-488c-4cc1-b6c5-6017a56b01cc" 
Grant-SCResource -Resource $libResource -JobGroup "393f67c6-fa8a-4d7b-b0b5-
d676fea2541d" 
 
$libResource = Get-SCRunAsAccount -Name "vmmrunas" -ID "0ddee5e0-cf84-485b-
bff5-080e09d543af" 
Grant-SCResource -Resource $libResource -JobGroup "393f67c6-fa8a-4d7b-b0b5-
d676fea2541d" 
 
$libResource = Get-SCVMNetwork -Name "External Host Virtual" -ID "8dd44d31-f6ad-
4768-a7a8-9ee565e866ae" 
Grant-SCResource -Resource $libResource -JobGroup "393f67c6-fa8a-4d7b-b0b5-
d676fea2541d" 
 
New-SCUserRole -Name "demo user3" -UserRoleProfile "SelfServiceUser" -Description 
"" -JobGroup "393f67c6-fa8a-4d7b-b0b5-d676fea2541d" 
 
Στη συνέχεια στον VMM, στο μενού «Library Server» δημιουργούμε ένα 
πρότυπο εικονικής μηχανής από ένα ήδη υπάρχων στο host hyperv02. Είναι τα δυο VMs 
που φτιάξαμε στην αρχή του σεναρίου. Αφήνουμε τις ρυθμίσεις προεπιλογής καθώς 
κληρονομούνται όλες οι ρυθμίσεις από το αρχικώς δημιουργημένο VM. 
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Εικόνα 57: Οδηγός δημιουργία προτύπου εικονικής μηχανής 
 
 Ο PowerShell κώδικας για τη δημιουργία προτύπου δίνεται παρακάτω 
 
Πίνακας 22: PowerShell κώδικας για δημιουργία προτύπου VM 
# ------------------------------------------------------------------------------ 
# Create VM Template Wizard Script 
# ------------------------------------------------------------------------------ 
# Script generated on Τρίτη, 25 Ιουνίου 2013 2:34:01 μμ by Virtual Machine Manager 
#  
# For additional help on cmdlet usage, type get-help <cmdlet name> 
# ------------------------------------------------------------------------------ 
 
New-SCVirtualScsiAdapter -VMMServer localhost -JobGroup 7a36717f-65db-4206-
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a5c0-6eedd7ca4af7 -AdapterID 255 -ShareVirtualScsiAdapter $false -
ScsiControllerType DefaultTypeNoType  
 
New-SCVirtualDVDDrive -VMMServer localhost -JobGroup 7a36717f-65db-4206-
a5c0-6eedd7ca4af7 -Bus 1 -LUN 0  
 
$VMNetwork = Get-SCVMNetwork -VMMServer localhost -Name "External Host 
Virtual" -ID "8dd44d31-f6ad-4768-a7a8-9ee565e866ae" 
 
New-SCVirtualNetworkAdapter -VMMServer localhost -JobGroup 7a36717f-65db-
4206-a5c0-6eedd7ca4af7 -MACAddressType Dynamic -VirtualNetwork "External Host 
Virtual" -Synthetic -EnableVMNetworkOptimization $false -IPv4AddressType Dynamic 
-IPv6AddressType Dynamic -VMNetwork $VMNetwork  
 
Set-SCVirtualCOMPort -NoAttach -VMMServer localhost -GuestPort 1 -JobGroup 
7a36717f-65db-4206-a5c0-6eedd7ca4af7  
 
Set-SCVirtualCOMPort -NoAttach -VMMServer localhost -GuestPort 2 -JobGroup 
7a36717f-65db-4206-a5c0-6eedd7ca4af7  
 
Set-SCVirtualFloppyDrive -RunAsynchronously -VMMServer localhost -NoMedia -
JobGroup 7a36717f-65db-4206-a5c0-6eedd7ca4af7  
 
$CPUType = Get-SCCPUType -VMMServer localhost | where {$_.Name -eq "3.60 GHz 
Xeon (2 MB L2 cache)"} 
 
New-SCHardwareProfile -VMMServer localhost -CPUType $CPUType -Name 
"Profile9825a2f5-7182-4ca2-800d-42aace5a0bc8" -Description "Profile used to create a 
VM/Template" -CPUCount 2 -MemoryMB 1024 -DynamicMemoryEnabled $false -
MemoryWeight 5000 -VirtualVideoAdapterEnabled $false -
CPUExpectedUtilizationPercent 20 -DiskIops 0 -CPUMaximumPercent 100 -
CPUReserve 0 -NumaIsolationRequired $false -NetworkUtilizationMbps 0 -
CPURelativeWeight 100 -HighlyAvailable $false -DRProtectionRequired $false -
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NumLock $false -BootOrder "CD", "IdeHardDrive", "PxeBoot", "Floppy" -
CPULimitFunctionality $false -CPULimitForMigration $false -JobGroup 7a36717f-
65db-4206-a5c0-6eedd7ca4af7  
 
$VM = Get-SCVirtualMachine -VMMServer localhost -Name "Demo Linux" -ID 
"a5f47269-02d1-4270-96c4-59e391d996a1" | where {$_.VMHost.Name -eq 
"hyperv02.iaas.local"} 
$LibraryServer = Get-SCLibraryServer -VMMServer localhost | where {$_.Name -eq 
"VMM.IaaS.local"} 
$HardwareProfile = Get-SCHardwareProfile -VMMServer localhost | where {$_.Name -
eq "Profile9825a2f5-7182-4ca2-800d-42aace5a0bc8"} 
 
$OperatingSystem = Get-SCOperatingSystem -VMMServer localhost -ID "6d5fa36c-
8f2a-4a9d-ae8f-bab30f9694f9" | where {$_.Name -eq "64-bit edition of Windows Server 
2012 Standard"} 
 
$template = New-SCVMTemplate -Name "Demo Linux" -RunAsynchronously -VM 
$VM -LibraryServer $LibraryServer -SharePath 
"\\VMM.IaaS.local\MSSCVMMLibrary\VHDs\StoredVms" -HardwareProfile 
$HardwareProfile -JobGroup 7a36717f-65db-4206-a5c0-6eedd7ca4af7 -ComputerName 
"*" -TimeZone 130 -LocalAdministratorCredential $null  -FullName "" -
OrganizationName "" -Workgroup "WORKGROUP" -AnswerFile $null -
OperatingSystem $OperatingSystem  
 
Έπειτα πάλι στον VMM, στο μενού «VM’s and Services» δημιουργούμε ένα VM 
επιλέγοντας ως πηγή το πρότυπο που φτιάξαμε προηγουμένως. Επιλέγουμε ως 
προορισμό ανάπτυξης των εικονικών μηχανών το «private  cloud» και συγκεκριμένα 
στον hyperv02 host που είναι ένας από τρεις hosts που το συνθέτουν. 
 
Ο κώδικας PowerShell για τη δημιουργία VM δίνεται παρακάτω 
Πίνακας 23: PowerShell κώδικας για δημιουργία VM 
# ------------------------------------------------------------------------------ 
# Create Virtual Machine Wizard Script 
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# ------------------------------------------------------------------------------ 
# Script generated on Τρίτη, 25 Ιουνίου 2013 2:31:45 μμ by Virtual Machine Manager 
#  
# For additional help on cmdlet usage, type get-help <cmdlet name> 
# ------------------------------------------------------------------------------ 
 
New-SCVirtualScsiAdapter -VMMServer localhost -JobGroup c3cf9c71-4579-4f88-
80d4-30a1cf77d803 -AdapterID 255 -ShareVirtualScsiAdapter $false -
ScsiControllerType DefaultTypeNoType  
 
New-SCVirtualDVDDrive -VMMServer localhost -JobGroup c3cf9c71-4579-4f88-80d4-
30a1cf77d803 -Bus 1 -LUN 0  
 
$VMNetwork = Get-SCVMNetwork -VMMServer localhost -Name "External Host 
Virtual" -ID "8dd44d31-f6ad-4768-a7a8-9ee565e866ae" 
 
New-SCVirtualNetworkAdapter -VMMServer localhost -JobGroup c3cf9c71-4579-4f88-
80d4-30a1cf77d803 -MACAddressType Dynamic -VirtualNetwork "External Host 
Virtual" -Synthetic -EnableVMNetworkOptimization $false -IPv4AddressType Dynamic 
-IPv6AddressType Dynamic -VMNetwork $VMNetwork  
 
Set-SCVirtualCOMPort -NoAttach -VMMServer localhost -GuestPort 1 -JobGroup 
c3cf9c71-4579-4f88-80d4-30a1cf77d803  
 
Set-SCVirtualCOMPort -NoAttach -VMMServer localhost -GuestPort 2 -JobGroup 
c3cf9c71-4579-4f88-80d4-30a1cf77d803  
 
Set-SCVirtualFloppyDrive -RunAsynchronously -VMMServer localhost -NoMedia -
JobGroup c3cf9c71-4579-4f88-80d4-30a1cf77d803  
 
$CPUType = Get-SCCPUType -VMMServer localhost | where {$_.Name -eq "3.60 GHz 
Xeon (2 MB L2 cache)"} 
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New-SCHardwareProfile -VMMServer localhost -CPUType $CPUType -Name 
"Profile640fbda8-c081-47de-92d1-da81986ddc42" -Description "Profile used to create a 
VM/Template" -CPUCount 2 -MemoryMB 2048 -DynamicMemoryEnabled $false -
MemoryWeight 5000 -VirtualVideoAdapterEnabled $false -
CPUExpectedUtilizationPercent 20 -DiskIops 0 -CPUMaximumPercent 100 -
CPUReserve 0 -NumaIsolationRequired $false -NetworkUtilizationMbps 0 -
CPURelativeWeight 100 -HighlyAvailable $false -DRProtectionRequired $false -
NumLock $false -BootOrder "CD", "IdeHardDrive", "PxeBoot", "Floppy" -
CPULimitFunctionality $false -CPULimitForMigration $false -JobGroup c3cf9c71-
4579-4f88-80d4-30a1cf77d803  
 
$Template = Get-SCVMTemplate -VMMServer localhost -ID "2cf929f6-56f1-4e4a-
92ab-60f1dd8a2c18" | where {$_.Name -eq "Demo Windows"} 
$HardwareProfile = Get-SCHardwareProfile -VMMServer localhost | where {$_.Name -
eq "Profile640fbda8-c081-47de-92d1-da81986ddc42"} 
 
New-SCVMTemplate -Name "Temporary Template45b788b9-551d-420a-ac28-
9c4b3125b6f1" -Template $Template -HardwareProfile $HardwareProfile -JobGroup 
c3cf9c71-4579-4f88-80d4-30a1cf77d803  
 
$template = Get-SCVMTemplate -All | where { $_.Name -eq "Temporary 
Template45b788b9-551d-420a-ac28-9c4b3125b6f1" } 
$virtualMachineConfiguration = New-SCVMConfiguration -VMTemplate $template -
Name "Demo windows for cloud" 
Write-Output $virtualMachineConfiguration 
$cloud = Get-SCCloud -Name "demo iaas" 
New-SCVirtualMachine -Name "Demo windows for cloud" -VMConfiguration 
$virtualMachineConfiguration -Cloud $cloud -Description "" -JobGroup "c3cf9c71-
4579-4f88-80d4-30a1cf77d803" -ReturnImmediately -StartAction 
"NeverAutoTurnOnVM" -StopAction "SaveVM" 
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Εικόνα 58: Επιλογή πηγής προτύπου VM 
 
Εικόνα 59: Επιλογή ανάπτυξης των εικονικών μηχανών στο νέφος 
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Τέλος στον hyperv04 έχουμε εγκαταστήσει ένα VM με το λογισμικό System 
Center 2012 AppController SP1. Με τον AppController και μέσω διαδικτύου θα 
προσφέρουμε την δυνατότητα της αυτό-εξυπηρέτησης σε ένα ιδιωτικό νέφος. Πρώτα θα 
πρέπει να δημιουργήσουμε μια σύνδεση με τον VMM και την ονομάζουμε «IaaS 
Demo». Μόλις γίνει η σύνδεση, στο μενού «virtual machines» θα εμφανιστούν τα 
διαθέσιμα virtual machines. Ο χρήστης θα μπορεί να δημιουργήσει, να ξεκινήσει, να 
σταματήσει, να κάνει παύση, να καταστρέψει και να ξαναδημιουργήσει μια εικονική 
μηχανή. Αυτές οι ενέργειες είναι συγκεκριμένες ανά χρήστη και ανά εικονική μηχανή. 
 
Εικόνα 60: Δημιουργία σύνδεσης με τον VMM 
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Εικόνα 61: Τελικό στάδιο διάθεσης VM στο ιδιωτικό νέφος 
 
Επίλογος 
Στην παρούσα εργασία περιγράφουμε όλα εκείνα τα απαραίτητα συστατικά μέρη 
που συνθέτουν ένα ιδιωτικό νέφος. Τα λογισμικά που χρησιμοποιήθηκαν είναι η κορυφή 
στη κατηγορία τους και μας βοήθησαν να καταλάβουμε κάποιες από τις λειτουργίες της 
υποδομής ως υπηρεσία σε ένα ιδιωτικό νέφος. Επίσης σκοπός της εργασίας είναι να 
καθορίσει όλα τα συστατικά μέρη που μπορούν να χαρακτηρίσουν ένα ιδιωτικό νέφος 
και αναλύσει τις λειτουργίες τους. 
7.1 Σύνοψη και συμπεράσματα 
Για πολλά χρόνια, παραδοσιακά μοντέλα υπολογιστικής συνδύαζαν την μεγάλη 
ανάπτυξη κέντρων δεδομένων με τη διαχειριστική αναποτελεσματικότητα πολλών 
εξυπηρετητών. Στελέχη IT προμηθευόντουσαν σημαντικά μεγάλες ποσότητες από 
μεμονωμένους εξυπηρετητές και αρχικά ανάθεταν για κάθε φόρτο εργασίας (workload) 
έναν εξυπηρετητή. Η δυνατότητα εκτέλεσης πολλαπλών workloads σε έναν μονάχα 
εξυπηρετητή επιτυγχάνει ενοποίηση εφαρμογών και εξυπηρετητών. Αυτή η μείωση σε 
πόρους υλικού σε σχέση με τη σημερινή επεξεργαστική ισχύς (πολυπύρηνοι 
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επεξεργαστές) και το χαμηλό κόστος απόκτησης τους, καθιστούν την υπολογιστική 
νέφους και τις εικονικές υποδομές απαραίτητες για κάθε κέντρο δεδομένων ανεξαρτήτως 
κλίμακας. Η χρήση της νέας τεχνολογίας είναι πολύ ελπιδοφόρα, καθώς 
μεταμορφώνονται προς το καλύτερο όλοι οι τρόποι διάθεσης και ανάπτυξης υπηρεσιών 
σε ένα κέντρο δεδομένων. Επίσης η χρήση της τεχνολογίας υπολογιστικής νέφους οδηγεί 
από τη μια στη μαζική αύξηση της αξιοποίησης του διαθέσιμου υλικού και από την άλλη 
στη δραστική μείωση των δαπανών και της κατανάλωσης ενέργειας. 
Το τρέχων μοντέλο υπολογιστικής νέφους προσφέρει ελαστικότητα πόρων, 
κλιμάκωση σχεδίασης και αξιοπιστία διάθεσης των εφαρμογών. Χρειάζεται η 
κατανόηση των απαιτήσεων και των προκλήσεων που συνιστά το υπολογιστικό νέφος 
πριν την υιοθέτηση και αφομοίωση του από οργανισμούς και στελέχη τμημάτων IT. Με 
την διαμοιραζόμενη εικονική υποδομή , υπολογιστικά, αποθηκευτικά και δικτυακά 
αγαθά εικονικοποιούνται και διανέμονται μαζί. Η αυτοματοποίηση των καθηκόντων 
βοηθάει στην αποτελεσματικότερη διάθεση των υπηρεσιών και ταυτόχρονα 
απελευθερώνει χρόνο από τους διαχειριστές ώστε να μπορούν να ασχολούνται με άλλα 
καθήκοντα. Επίσης η αυτοεξυπηρέτηση των χρηστών μειώνει το διαχειριστικό φόρτο 
των διαχειριστών εφαρμογών έχοντας απευθείας πρόσβαση σε πόρους χωρίς πολύπλοκες 
διαδικασίες έγκρισης και χωρίς την ανάγκη να περιμένουν τους υπεύθυνους διαχειριστές. 
7.2 Μελλοντικές Επεκτάσεις 
Η παρούσα διπλωματική εργασία ασχολείται κυρίως  με το μοντέλο υποδομή ως 
υπηρεσία και το ιδιωτικό νέφος. Πέρα όμως από αυτά υπάρχουν και άλλα μοντέλα όπως 
η πλατφόρμα ως υπηρεσία και το λογισμικό ως υπηρεσία που χρειάζονται ανάλυση. Μια 
ενδιαφέρουσα μελλοντική κατεύθυνση θα ήταν η ανάπτυξη μιας διεπαφής και ενός 
λογισμικού ροής εργασιών για την παράλληλη εκτέλεση πειραμάτων σε περιβάλλον 
MPI. Ένας χρήστης να έχει την δυνατότητα να εκτελέσει κώδικα, να εποπτεύει τα στάδια 
εκτέλεσης και να λαμβάνει αποτελέσματα.  
Επίσης, ένα συγκριτικό επιδόσεων hypervisor θα ήταν πολύ ενδιαφέρον ώστε να 
αναδειχτούν τα μειονεκτήματα και πλεονεκτήματα του καθενός. Η μεθοδολογία και το 
λογισμικό που θα χρησιμοποιηθεί θα πρέπει να είναι ικανό τρέξει σε προϊόντα είτε 
ανοικτού κώδικα είτε εμπορικά. 
 Επιπλέον, η ανάλυση και η καταγραφή ετερογενών υβριδικών υπολογιστικών 
νεφών θα καθιστούσε μια πολύ ενδιαφέρουσα έρευνα. Η εξερεύνηση και η ανάδειξη 
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κυρίως ανοικτών λογισμικών διαχείρισης υποδομής ως υπηρεσία  θα βοηθούσε στη 
περεταίρω ανάπτυξη λειτουργιών ενός υπολογιστικού νέφους όπως η κοστολόγηση σε 
πραγματικό χρόνο και έκδοση σχετικών παραστατικών, η μεσολάβηση διαθέσιμων 
όμοιων υπηρεσιών μεταξύ διαφορετικών υπολογιστικών νεφών.  
 Η χρήση των τεχνολογιών υπολογιστικών νεφών εγείρει το θέμα της 
ιδιωτικότητας των χρηστών και της ασφάλειας των δεδομένων. Μια ενδιαφέρουσα 
μελέτη θα ήταν να εξερευνηθούν οι μηχανισμοί προστασίας των δεδομένων και οι 
διεθνείς κανόνες συμμόρφωσης ιδιωτικότητας που εφαρμόζουν αν εφαρμόζουν  μεγάλοι 
πάροχοι υπηρεσιών νεφών όπως Google, Microsoft και Amazon.  
Τέλος, η σύγχρονη τάση για τα λεγόμενα πράσινα κέντρα δεδομένων δημιουργεί 
την ανάγκη μελέτης, ,με ποιες μεθόδους και μηχανισμούς μπορούν τα υπολογιστικά 
νέφη και εικονικές υποδομές να συνδράμουν. Νέες τεχνολογίες δυναμικών νεφών με 
κλιμάκωση της χρήσης των πόρων ανάλογα με τη ζήτηση επιβάλλει την υιοθέτηση 
πράσινων λειτουργιών και διαδικασιών.  
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