This note is concerned with the problem of determining approximate solutions of Fredholm integral equations of the second kind. Approximating the solution of a given integral equation by means of a polynomial, an over-determined system of linear algebraic equations is obtained involving the unknown coefficients, which is finally solved by using the least-squares method. Several examples are examined in detail.
Introduction
Integral equations can be viewed as equations which are results of transformation of points in a given vector space of integrable functions by the use of certain specific integral operators to points in the same space. If, in particular, one is concerned with function spaces spanned by polynomials for which the kernel of the corresponding transforming integral operator is separable being comprised of polynomial functions only, then several approximate methods of solution of integral equations can be developed. Recently, Mandal and Bhattacharya [1] has described a special approximate method of solution of Fredholm integral equations by using Bernstein polynomials which suits the integral equations associated with function spaces spanned by polynomials only.
Varieties of integral equations have been solved numerically in recent times by several workers, utilizing various approximate methods (see Mandal and Bhattacharya [1] , Chakrabarti et al. [2] , Chakrabarti and Mandal [3] , Golberg and Chen [4] , Kanwal [5] , Mandal and Bera [6] and Polyanin and Manzhirov [7] ).
In the present note, we have developed a straightforward method involving expansion of the unknown function of a Fredholm integral equation of the second kind in terms of polynomials fx j g n j¼0 and obtained an approximate solution of the given integral equation by the use of the method of least-squares. Simple illustrative examples have been dealt with.
We consider here the problem of solving approximately the integral equation of the form The above system of Eq. (1.7) is different from the one obtained by Mandal and Bhattacharya [1] , which was derived by multiplying the relation (1.5) by B jÀ1;n ðxÞ and integrating. We observe that the above procedure of the determination of the coefficients c iÀ1 ði ¼ 1; 2; . . . ; n þ 1Þ gives rise to computational difficulties because of the fact that a large number of integrals need to be evaluated which involve the Bernstein polynomials, even by selecting n to be as small as n ¼ 4. We have avoided these difficulties by recasting the expression (
We now make the following observations: If an approximate solution of the Eq. (1.1) is expressed in the form of a polynomial, as given by But, if the integral in the above Eq. (1.1) is replaced by a quadrature formula (see Fox and Goodwin [8] ), we get
ð1:12Þ
where w k are the weights and t k 's are appropriately chosen interpolation points. The Eq. (1.12) represents an over-determined system of linear algebraic equations for the determination of N þ 1 unknowns /ðt k Þ ðk ¼ 0; . . . ; NÞ.
So, if from theoretical considerations it is already known that the given integral Eq. (1.1) possesses a unique solution, then varieties of methods can be used to cast the over-determined system of Eq. (1.12) into a system of ðN þ 1Þ equations and the method of least-squares provides the most appropriate procedure to handle the situation completely.
Note that one can obtain exactly ðN þ 1Þ equations for the ðN þ 1Þ unknowns / 0 ; . . . ; / N from the over-determined system of Eq. (1.12) by selecting ðN þ 1Þ interpolating points x ¼ t k ; k ¼ 0; 1; 2; . . . ; N; ð0 < x < 1Þ.
Substituting the approximate solution (1.11) into the integral Eq. (1.1) we obtain the relation
ð1:13Þ giving rise to an over-determined system of linear algebraic equations for the determination of the unknown constants a iÀ1 ði ¼ 1; 2; . . . ; N þ 1Þ where
On using the least-squares method, we obtain the normal equations The solution of the system of Eq. (1.15) along with the relation (1.11), finally determines an approximate solution /ðxÞ.
Illustrative examples
We illustrate the above procedure through the following examples.
It can be verified that all the above integral equations possess a unique solution, by examining the eigenvalues of the associated operators.
Solution:
Using the method described in Section 1, if /ðxÞ is approximated by the relation (1.11), then we find that the constants a iÀ1 ði ¼ 1; 2; . . . ; N þ 1Þ satisfy the system of Eq. (1.15) where in example 2(i),
18Þ This example was also considered in [1] where an approximate solution of the integral equation was determined by choosing n ¼ 4.
Hence, we find that approximating the solution by means of a polynomial is better than the approximation by using Bernstein polynomials for n ¼ 2.
In example-2(ii),
; ð2:21Þ For an approximate solution by least-squares method, we follow the procedure described in Section 1 and obtain From the values of the norms and the results in Table 1 , it is observed that the least-squares solution is better than the one obtained artificially. Applying least-squares method to the system (2.35), we obtain the normal equations as given by
ð2:37Þ
Solving the system of Eqs. (2.36) and (2.37), we find an approximate solution as given by
ð2:38Þ
Now, multiplying the Eq. (2.35) by 1 and x, and integrating from x ¼ 0 to x ¼ p, we obtain
ð2:40Þ
Solving the Eqs. (2.39) and (2.40), we get an approximation solution as given by
As in the example-(iii), here also we find that jj/ À / 1 jj ¼ 0:5509 and jj/ À / 2 jj ¼ 0:5510, where the norm, jj:jj is same as given by the relation (2.33) with the interval ½0; p.
Here also, the values of /ðxÞ and then the errors are calculated by using the exact expression (2.24) and the approximate expressions (2.27) and (2.31) at the points x ¼ 0; 0:25; 0:5; 0:75; 1 and are presented in the Table 2 .
A better approximate solution of the form /ðxÞ ¼ a 0 þ a 1 x þ a 2 x 2 , can also be derived easily. It is seen that the leastsquares solution is better than the solution obtained artificially.
Remark
(A) If the integral Eq. (1.1) has a unique solution then multiplying both sides of the relation (1.5) by any arbitrary function and integrating with respect to x from x ¼ a to x ¼ b, gives rise to a linear system of equations of the form
. . . ; n þ 1 which may be solvable only in certain special circumstances, depending heavily on the kernel kðx; tÞ as well as the forcing term f ðxÞ.
(B) We emphasize that if we multiply the Eq. (1.5) by any arbitrary function and integrate, we may obtain a system of linear algebraic equations giving rise to a matrix which may be singular for non-eigenvalues of the corresponding integral equation. The following examples clarify this:
Example-I:
/ðxÞ À k
dt ¼ f ðxÞ; 0 6 x 6 1: ð3:42Þ -l, giving rise to difficulties. (C) Since the relation (1.5) (see also (1.13)) represents an over-determined system of linear equations, if we apply the least-squares method then a solvable determinate system of linear equations (see the Eqs. (1.7)-(1.9) and (1.15)-(1.17)) can be obtained.
(D) Though the above method of least-squares solution is expected to work well enough for Fredholm integral equations of the second kind, it may give rise to non-unique solutions of integral equations of the first kind involving varieties of kernels, as illustrated by the following examples:
Solution:
Using the method described in Section 1, if /ðxÞ is approximated by the relation (1.11), then we find that a iÀ1 ði ¼ 1; 2; . . . ; N þ 1Þ satisfy the system of normal Eqs. (1.15) where For example (a):
; ð3:56Þ It is verified that this /ðtÞ satisfies the integral equation exactly. Again, if we choose N ¼ 2, we encounter the same situation giving rise to a singular matrix as obtained in example (a). The reason for encountering such singular matrices in these examples is to be attributed to the fact that the integral equations here are of the first kind, which generally produce non-unique solutions. In fact /ðxÞ ¼ À24x þ 36x 2 is another solution of both the integral equations considered in the above examples. Though we have found in the above examples that singular systems occur for integral equations of the first kind for the special choices of the order N of the polynomial solutions where exact solutions become available for N À 1, it is not straight forward to establish the opposite fact in general.
Conclusion
In order to solve a special class of Fredholm integral equations of the second kind the unknown function is approximated by a polynomial and the least-squares method is used to solve the resulting over-determined system of equations. Several illustrative examples are examined in detail.
