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Introduction
We live in an interconnected world, where communication plays a central role. It
is not strange, then, that mathematicians and engineers have spent so much
time studying how information can be transmitted on a network. Networks are
represented by digraphs, which are one of the most well studied objects in
Mathematics. Thus, the study of some information/communication problems
can be reduced to the study of digraphs. Among these problems, the emerging
areas of Network Coding, Index Coding, and Guessing Games are of special
interest - the first two for their potential applications in communication, the last
one for its recreational appeal.
We have a network with a set of sources and a set of receivers where each
receiver requires some of the messages generated by the sources; roughly
speaking, Network Coding deals on how information should be codified using
some algebraic structure, like a finite field, and how data should be operated on
the edges of the network in order to satisfy the receivers’ demands. On the other
side, Index coding try to answer what is the minimum number of broadcast
transmissions necessary to satisfy some clients’ demands, where these clients
already have some of the information required by the other clients.
Network Coding was introduced in [1], and Index Coding in [3]; since then,
many papers has been written in these areas - some about their theoretical
aspects, some about their potential applications and some about how they can
be implemented. The theoretical aspects are of special interest for
mathematicians, since areas like Graph Theory, Linear Algebra, Matroid Theory
an Information Theory have been used to build the foundations.
Finally, we have the Guessing Games, which were introduced in [5]. The game
consist of a group of n player; we assign to each of them a number from
{1, . . . , s}. Each player cannot see his or her own number but is able to see the
numbers of some of the other players. The group of players wins if all of them
guess right their own numbers; they all lose if any of them guesses incorrectly.
The idea is to try to find a strategy that maximize the probability of winning.
iii
iv INTRODUCTION
Although seemingly different at first sight, these areas -Network Coding, Index
Coding, and Guessing Games- are strongly connected. The present paper is a
monograph in some of the relations among Network Coding, Index Coding, and
Guessing Games, but we have focused on the linear case.
The reasons to write this monograph are the following ones. Usually papers on
these areas are written taken the engineers as audience, making them difficult to
read for mathematicians. We want to write a monograph with the usual
mathematical rigor for mathematicians with no prior knowledge in the study of
networks. Also, some of the results presented in this monograph come from
different papers, putting them in a single place gives us a better appreciation of
them and shows us how they are connected.
The prerequisites are a basic knowledge in linear algebra (operations with
matrices, vector spaces, linear transformations, the Rank-Nullity Theorem) and
abstract algebra (integers modulo n and finite fields), and the ones in Chapter 1.
In Chapter 1 we present the necessary prerequisites to read the next chapters.
We present some basic concepts and results in finite fields, linear algebra, and
graph theory. We also introduce some of the notation used throughout the work.
Chapter 2 is devoted to Network Coding. We define the concepts of network,
multiple-unicast network, network code, and solution. We explain the process of
reducing a general network into a multiple-unicast network presented in [4].
Chapter 3 is devoted to Index Coding. We define the concepts of index code and
linear index code. We present an important result concerning linear index codes
from [2]. This result plays a central role in connection with guessing games.
The last chapter, Chapter 4, is about Guessing Games. We present a detailed
exposition of some of the most important concepts and results in [5] and [7].
Among these concepts, the guessing number of a digraph is of special interest;
among these results, we highlight those that connect Guessing Games with
Network Coding and Index Coding.
Chapter1
Preliminaries
1.1 Alphabets and Finite Fields
In this section, we introduce some of the notation and basic terminology we will
use throughout this monograph. We use the notation Z+ for the set of the
positive integers, and [n] for the set of the first n positive integers, that is,
[n] := {1, 2, . . . , n}. As it is usual, Fq represents the finite field with q elements,
where q = pm for some prime p and positive integer m. We use the notation Zn
to represent the ring of integers modulo n.
An alphabet is a finite set with two or more elements. It is sometimes convenient
to treat an alphabet A with s elements as it were the ring Zs. The following
procedure justifies the preceding assertion: Let f be a bijection between A and
Zs, then for a, b ∈ A, we define a ⊕ b := f−1(f(a) + f(b)) and
a⊗ b := f−1(f(a)f(b)). Clearly, A with these operations forms a ring isomorphic
to Zs. Along the same lines, if s = pm for some prime p and positive integer m,
then A can be treated as Fpm .
If A and B are two non-empty finite sets, we denote the set of all functions
x : A −→ B as BA. For x ∈ BA and a ∈ A, sometimes we use xa to represents
the value that takes a under x instead of x(a); moreover, we use the notation
x = (xa)a∈A to represent the function x ∈ BA. Also, if S is a non-empty subset
of A, xS : S −→ B is the restriction of x ∈ BA to S; we also use the notation x|S
for this purpose when the function already has a subscript.
Also, as usual, An := {(x1, . . . , xn) : x1, . . . , xn ∈ A}. If x ∈ An, then xi is the
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ith-component of x; moreover, if J = {j1, . . . , jk} ⊆ [n] where j1 < . . . < jk and
x =
x1...
xn
 ∈ An,
then xJ ∈ Ak is defined as
xJ :=
xj1...
xjk
 .
Finally, we use Mm×n(F) for the set of m×n matrices with coefficients in the field
F; when m = n, we simply use Mn(F). If A ∈ Mm×n(F), then Aij is the ij-entry
of A.
Lemma 1.1.1. If A ∈Mn(Fq), then dim Kernel(A) = logq |Kernel(A)|.
Proof. If dim Kernel(A) = k, then Kernel(A) is isomorphic to Fkq ; therefore,
|Kernel(A)| = qk and logq |Kernel(A)| = k.
Definition 1.1.2. Let F be a finite field. For A,B ∈Mn(F), we say that A ≤ B
if Aij = 0 whenever Bij = 0.
Example 1.1.3. Consider the field F2, and the matrices
A =
1 0 00 0 1
0 1 1
 , B =
1 0 01 1 1
1 1 1
 and C =
1 1 00 1 1
0 1 1
 .
Then, A ≤ B and A ≤ C, but B and C are incomparable.
1.2 Linear Algebra
Let V be a finite vector space over the field F. It is well known that the set V ∗
of all linear transformation from V to F is also a vector space over F and
dimV = dimV ∗.
We now introduce some basic results about bilinear forms. You may find these
results in some linear algebra textbooks; we recommend [6].
Definition 1.2.1 (Bilinear Form). Let V be a vector space over F. The function
〈 , 〉 : V × V −→ F is a bilinear form over V if
〈αx+ βy, z〉 = α〈x, z〉+ β〈y, z〉
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and
〈z, αx+ βy〉 = α〈z, x〉+ β〈z, y〉,
for all x, y, z ∈ V and α, β ∈ F.
Furthermore, if 〈w, v〉 = 0 whenever 〈v, w〉 = 0, then 〈 , 〉 is called a reflexive
bilinear form.
Definition 1.2.2 (Orthogonal Complement). Let V be a vector space over F,
and let 〈 , 〉 : V ×V −→ F be a reflexive bilinear form over V . If W is a subspace
of V , the orthogonal complement of W is defined as
W⊥ := {x ∈ V : 〈w, x〉 = 0,∀w ∈ W}.
It is easy to show that if W is a subspace of V , then W⊥ is also a subspace of V
and W ⊆ (W⊥)⊥.
Theorem 1.2.3 (Riesz Representation Theorem). Let V be a finite vector space
over F, and let 〈 , 〉 : V × V −→ F be a reflexive bilinear form over V such that
V ⊥ = {0}. For each f ∈ V ∗ there is a unique z ∈ V such that f(x) = 〈x, z〉, for
all x ∈ V .
Proof. For each v ∈ V , we consider the function ϕv : V −→ F where
ϕv(x) := 〈x, v〉, for all x ∈ V . From the definition of bilinear form, it is easy to
check that ϕv ∈ V ∗, for all v ∈ V . It is also easy to check that the function
ψ : V −→ V ∗
v 7−→ ϕv
is linear and
Kernel(ψ) = {v ∈ V : ϕv = 0}
= {v ∈ V : 〈x, v〉 = 0,∀x ∈ V }
= V ⊥
= {0}.
Therefore, ψ is injective and dimψ(V ) = dimV = dimV ∗. Since ψ(V ) is a
subspace of V ∗, then ψ(V ) = V ∗, that is, ψ is surjective.
Let f ∈ V ∗. Since ψ is surjective, there is z ∈ V such that f(x) = 〈x, z〉, for all
x ∈ V ; since ψ is injective, z is unique.
Proposition 1.2.4. Let V be a finite vector space over F, and let
〈 , 〉 : V × V −→ F be a reflexive bilinear form over V . If V ⊥ = {0}, then for
every subspace W we have:
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a) dimW + dimW⊥ = dimV .
b) (W⊥)⊥ = W .
Proof. a) We consider the function ϕv defined in the proof of the last theorem.
It is readily seen that ϕv|W ∈ W ∗. Let
ρ : V −→ W ∗
v 7−→ ϕv|W .
We notice that ρ is linear and
Kernel ρ = {v ∈ V : ϕv|W = 0} = {v ∈ V : 〈w, v〉 = 0, ∀w ∈ W} = W⊥.
Also, ρ(V ) = W ∗. Indeed, let f ∈ W ∗; since 〈 , 〉|W×W is a bilinear form over
W , we can use the last theorem to obtain a z ∈ W such that
f(x) = 〈x, z〉|W×W = 〈x, z〉, for all x ∈ W . It is clear, then, that ρ(z) = f .
Using the Rank-Nullity Theorem, we obtain
dimV = dim ρ(V ) + dim Kernel ρ
= dimW ∗ + dimW⊥
= dimW + dimW⊥.
b) We know that
dimW + dimW⊥ = dimV.
Applying a) to W⊥, we obtain
dimW⊥ + dim(W⊥)⊥ = dimV.
Using these two equalities, we have dimW = dim(W⊥)⊥. Since W ⊆ (W⊥)⊥,
then W = (W⊥)⊥.
The following bilinear form will be useful in the proof of Theorem 3.3.5 in Chapter
3. Let F be field. For x, y ∈ Fn, we define
x • y := x1y1 + x2y2 + . . .+ xnyn.
It is readily seen that the mapping (x, y) 7−→ x • y defines a reflexive bilinear
form over F. In this case, (Fn)⊥ = 0. Indeed, 0 ∈ (Fn)⊥, and if x ∈ (Fn)⊥,
then xi = x • ei = 0, for all i ∈ [n], that is, x = 0 (ei ∈ Fn is the vector whose
ith-component is 1 and whose other components are 0). By part b) of the above
proposition, W = (W⊥)⊥, for all subspace W of Fn.
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1.3 Graph Theory
Definition 1.3.1 (Digraph). The pair D = (V,E), where V is a nonempty finite
set and E is a subset of (V × V ) − {(v, v) : v ∈ V }, is called a digraph. The
elements of V and E are called the vertices and edges of D, respectively.
If e = (a, b) is and edge of D, we call a and b the tail and the head of e,
respectively. We use the notation tail(e) = a and head(e) = b.
Sometimes the vertices and edges of D will be denoted by V (D) and E(D),
respectively.
Definition 1.3.2. Let D = (V,E) be a digraph, and let v be a vertex of D. We
define ND(v) := {w ∈ V : (w, v) ∈ E} and N+D (v) := {w ∈ V : (v, w) ∈ E}.
If we are working with a fixed digraph, we simply use N(v) and N+(v), instead
of ND(v) and N
+
D (v).
Definition 1.3.3. Let D = (V,E) be a digraph. For every edge e = (a, b) of D,
we define
In(e) := {e′ ∈ E : head(e′) = a}.
Also, if v ∈ V , we define
In(v) := {e′ ∈ E : head(e′) = v}.
Definition 1.3.4 (Complete Digraph). The digraph D = (V,E) where V = [n]
and E = (V × V )− {(v, v) : v ∈ V } is called the complete digraph on n vertices
and is denoted by Kn.
1 1 2 3
1
2
1
4
2
3
Figure 1: K1, K2, K3, and K4.
Definition 1.3.5 (Subdigraph). Let D be a digraph. A subdigraph of D is a
digraph H such that V (H) ⊆ V (D) and E(H) ⊆ E(D).
Definition 1.3.6 (Directed Cycle). The digraph C = (V,E) is called a directed
cycle if E = {(v1, v2), (v2, v3), . . . , (vn, v1)}, where V = {v1, v2, . . . , vn}.
Furthermore, if C is a subdigraph of D, then C is called a directed cycle of D.
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Definition 1.3.7 (Acyclic Digraph). A digraph is acyclic if it has no directed
cycles.
Definition 1.3.8 (Induced Subdigraph). Let D = (V,E) be a digraph. If W ⊆ V ,
then D [W ] := (W,EW ), where EW := {(v, w) ∈ W ×W : (v, w) ∈ E}, is called
the subdigraph of D induced by W .
Definition 1.3.9. For any digraph D and S ⊆ V (D), we define the digraph
D − S := D [V (D)− S].
Definition 1.3.10 (Disjoint Union). Let D = (V,E) and D′ = (V ′, E ′) be two
vertex-disjoint digraphs, that is, V ∩ V ′ = ∅ (and therefore E ∩ E ′ = ∅). The
digraph D∪D′ = (V ∪V ′, E ∪E ′) is called the disjoint union between D and D′.
Definition 1.3.11. Let D = (V,E) be a digraph. We define ν(D) to be the
maximum number m such that there are m pairwise vertex-disjoint directed cycles
C1, C2, . . . , Cm of D, that is, the maximum number of pairwise vertex-disjoint
directed cycles of D we can take. We define τ(D) to be the size of the smallest
subset S of V such that D−S is acyclic, that is, the minimum number of vertices
we need to remove from D to make it acyclic.
Sometimes, like in the following definition, it is convenient to suppose that for a
given digraph D, V (D) = [n] where n is the number of vertices of D.
Definition 1.3.12 (Adjacent Matrix). Let D = ([n], E) be a digraph. The
adjacent matrix AD of D is defined to be the n× n matrix whose ij-entry is 1 if
(i, j) ∈ E, and 0 otherwise.
Notice that since the adjacent matrix’s entries are 0s or 1s, then we can see it
as a matrix over any field. If we are working with a fixed field F, then it will
be understood that AD ∈ Mn(F). For the rest of this section we assume that
V (D) = [n], for some n ∈ Z+.
Definition 1.3.13. Let D be a digraph with n vertices and adjacent matrix AD,
and let F be a finite field. We say that A ∈ Mn(F) fits D, if Aii = 1 for all
1 ≤ i ≤ n and Aij = 0 whenever (AD)ij = 0 for i 6= j.
Definition 1.3.14. Let D be a digraph with adjacent matrix AD, and let Fq be
a finite field. We define
minrank(D, q) := min
A fits D
rankA.
In the linear case, the minrank plays a central role connecting Index Coding and
Guessing Games.
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Lemma 1.3.15. Let D be a digraph with adjacent matrix AD, and let Fq be a
finite field. Then
minrank(D, q) = min
A≤AD
rank(A+ I) = min
A≤AD
rank(A− I).
Proof. The first equality follows directly from definitions 1.1.2 and 1.3.13. Since
A ≤ AD iff −A ≤ AD, and rankB = rank(−B), it follows that
min
A≤AD
rank(A+ I) = min
A≤AD
rank(−A+ I) = min
A≤AD
rank(A− I).
Definition 1.3.16. Let D = (V,E) be a digraph. We define the digraph
DT := (V,ET ), which has same vertices of D and set of edges
ET := {(w, v) ∈ V × V : (v, w) ∈ E}. That is, DT is obtained from D by
reversing the direction of each edge of D.
Lemma 1.3.17. minrank(D, q) = minrank(DT , q).
Proof. Clearly, A fits D iff AT fits DT ; hence
minrank(D, q) = min
A fits D
rankA
= min
AT fits DT
rankA
= min
AT fits DT
rankAT
= min
A fits DT
rankA
= minrank(DT , q).
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Chapter2
Network Coding
2.1 Introduction
Suppose you have a network (digraph). In this network there are some nodes
(vertices) called sources and some called receivers. Each receiver demands a
message generated by one of the sources. We codify the messages using the
elements of an alphabet A. Sometimes, it is convenient that the alphabet is an
algebraic structure, for example a finite field. Information must travel from the
sources to the receivers trough the channels (edges) of the network in order to
satisfy the receivers’ demands. But just only one element from A can travel
through each channel.
Suppose that each node is just only able to replicate the data it generates or
receives from the incoming channels, and send these replications through the
outgoing channels. This scenario may cause some bottlenecks, and some
receivers may not receive their messages. As an example, consider the network
in Figure 2 called the Butterfly Network, which is the standard example to
introduce Network Coding.
Here, the receivers r1 and r2 demand the messages generated by the sources s1
and s2, respectively. That is, if s1 generates X ∈ A and s2 generates Y ∈ A,
then r1 and r2 need to receive X and Y , respectively (for all X, Y ∈ A). Notice
that a bottleneck occurs on edge e5, and therefore just only one receiver is able
to obtain its message (depending whether you send X or Y through channel e5).
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r2 r1
b
a
s1 s2
e1 e4e5
e2 e3
e7e6
Figure 2: Butterfly Network
But Network Coding, which was introduced in [1], is a recently new paradigm
that solves the above difficulty. The key of Network Coding is that you can
operate data and not just only replicate it. To exemplify this, consider that A is
Zn. We send X through edges e1 and e2, and Y through e3 and e4. Node a
receives X and Y , and sends X + Y through e5. See Figure 3. Since receiver r1
receives Y and X + Y , r1 can recover X = (X + Y ) − Y . Also, r2 can recover
Y = (X + Y )−X.
The purpose of Network Coding is to determine how the nodes of the network
need to operate the data so that the receivers’ demands can be satisfied.
r2 r1
b
a
s1 s2
X YX + Y
X Y
X + YX + Y
Figure 3
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2.2 Networks, Network Codes and Solutions
Since we want to study Network Coding from a mathematical perspective, we have
to give rigorous definitions of networks, sources, receivers, and network codes.
Readers should be aware that different papers on Network Coding define these
concepts in slightly different ways. The definitions presented here are the most
suitable for the purpose of this monograph.
Definition 2.2.1. Let D be a digraph. A vertex s of D is called a source if
N(s) = ∅. On the other hand, a vertex r of D is called a receiver if N+(r) = ∅.
Lemma 2.2.2. An acyclic digraph always has at least one source and one receiver.
Proof. Let D be an acyclic digraph. We will prove that D has at least one
source (the proof that D has at least one receiver is similar).
Let v0 be any vertex of D. If v0 is a source, we are done; otherwise, there is
v1 ∈ V (D) such that v1 ∈ N(v0) and v1 /∈ {v0} since D is acyclic. If v1 is a
source, we are done; otherwise, there is v2 ∈ V (D) such that v2 ∈ N(v1) and
v2 /∈ {v0, v1} since D is acyclic. This process ends since V (D) is finite; therefore,
we can always find a source.
Definition 2.2.3 (Network). Let D be an acyclic digraph, and let τ : R −→ S
be a surjective function from the set of receivers R onto the set of sources S. The
pair N = (D, τ) is called a network.
A vertex of D is also called a vertex of N ; likewise, an edge of D is also called
an edge of N . Finally, the set of sources and the set of receivers of D will be
denoted by S(N ) and R(N ), respectively; by lemma 2.2.2 we know that both
S(N ) and R(N ) are nonempty.
According to the problem presented in the introductory section, τ(r) = s means
that the receiver r required the message generated by the source s.
Before giving a rigorous definition of a network code, we notice that Network
Coding is only necessary on edges where a bottleneck occurs. This motivates the
following definition.
Definition 2.2.4. Let N be a network. The set C(N ) is defined as the set of all
edges e of N such that | In(e)| ≥ 2.
Definition 2.2.5 (Network Code). Let N be a network. A network code F over
the alphabet A is a collection of functions
fe : AIn(e) −→ A,
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one for each edge e in C(N ), and functions
fr : AIn(r) −→ A,
one for each receiver r.
We will use the notation F = (fe, fr)e∈C(N ),r∈R(N ) to denote a network code.
Definition 2.2.6 (Message assignment). Let N be a network with set of sources
S, and let A be an alphabet. A function ω : S −→ A is called a message
assignment for the network N over the alphabet A.
A message assignment is a way of codifying the messages generated by the sources,
more precisely, the message generated by source s is represented by the element
ω(s) ∈ A. The receivers need to recover the messages they required regardless
the codification used, that is, regardless the message assignment. Obviously the
information that travels trough each edge depends on the message assignment and
the network code used. This motivates the following definitions.
Definition 2.2.7. Let N be an network, and let F = (fe, fr)e∈C(N ),r∈R(N ) be a
network code over the alphabet A. For each edge e and each message assignment
ω for the network N over the alphabet A, we define e¯(ω) recursively as follows.
If | In(e)| = 0, that is, e = (s, v) for some source s, then e¯(ω) := ω(s).
If | In(e)| = 1, that is, In(e) = {e′} for some edge e′, then e¯(ω) := e¯′(ω).
If | In(e)| ≥ 2, that is, e ∈ C(N ), then e¯(ω) := fe((e¯′(ω))e′∈In(e)).
Finally, for each receiver r and each message assignment ω for the network N
over the alphabet A, we define r¯(ω) := fr((e¯′(ω))e′∈In(r)).
We notice that e¯(ω) and r¯(ω) are well defined since we are working with acyclic
digraphs.
Definition 2.2.8 (Solution). Let N be a network. A network code F over an
alphabet A is a solution of N over the alphabet A, if r¯(ω) = ω(τ(r)), for every
message assignment ω ∈ AS(N ) and every receiver r.
If a solution of N over the alphabet A exists, we say that N is solvable over A.
Sometimes, it is convenient to suppose that the edges of N = (D, τ) are ordered,
that is, E(D) = {e1, . . . , em}. This order induces an order in each of the sets
In(e) and In(r). In this way, we can work with the sets A| In(e)| and A| In(r)|
instead of AIn(e) and AIn(r). This changes the domains of the functions fe and fr
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of a network code. Moreover, if S(N ) = {s1, s2, . . . , sk} is ordered, we can
suppose that message assignments are elements of Ak instead of AS(N ).
Finally, if the alphabet is a finite field and the edges and sources are ordered,
then a network code F = (fe, fr)e∈C(N ),r∈R(N ) is said to be linear if all the
functions fe and fr are linear. If a linear solution of N over the finite field F
exists, we say that N is linearly solvable over F.
2.3 Multiple-Unicast Networks
Definition 2.3.1 (Multiple-Unicast Network). A network N = (D, τ) is called a
multiple-unicast network if τ is bijective.
We now present a result from [4]. This result shows us how to reduce the study
of general networks to the study of multiple-unicast networks.
Theorem 2.3.2. For every network N , there is a multiple-unicast network N ′
such that:
(a) If A is an alphabet, then N is solvable over A iff N ′ is solvable over A.
(b) If F is finite field, then N is linearly solvable over F iff N ′ is linearly solvable
over F.
Proof. There is nothing to prove if N is already a multiple-unicast network. If
N = (D, τ) is not a multiple-unicast network is because there are two receivers
r1 and r2 such that τ(r1) = τ(r2) = s1 for some source s1. Consider now the
network N1 = (D1, τ1) that is obtained from N by adding the gadget depicted in
Figure 4.
From now on, we will use the notation in Figure 4. Notice that this new network
has a new source s0 and two new receivers r and r0 (r1 and r2 are no longer
receivers). The message generated by s0 and s1 are demanded by r0 and r,
respectively; that is, τ1(r0) = s0 and τ1(r) = s1. If F is a solution to N , figure 5
depicts an extension of F that solves N1. It is clear that if F is linear, the
extension is also linear.
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r r0
s0 r1
...
r2
...
e1 e7e4
e2 e3
e6e5
Figure 4
r
X = (X + Y )− Y
r0
Y = (X + Y )−X
s0 r1
...
r2
...
Y XX + Y
Y X
X + YX + Y
Figure 5
On the other hand, let F ′ be a solution of N1. We need to construct a solution
F = (fe, fv)e∈C(N ),v∈R(N ) of N . We take fe := f ′e, for each e ∈ C(N ), where f ′e is
the function of F ′ associated to the edge e. We also take fv := f ′v, for each
v ∈ R(N ) − {r1, r2}, where f ′v is the function of F ′ associated to the receiver v.
According to this, we only need to construct the decoding functions for the
receivers r1 and r2.
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Let f , g, and h be the functions of F ′ associated to the edge e4, the receiver r,
and the receiver r0, respectively. Let S(N1) = {s0, s1, . . . , sk}. Since F ′ is
solution of N1, then for every message assignment ω = (m0,m1, . . . ,mk) ∈ Ak+1
we have:
e¯4(ω) = f(m0, e¯3(ω)), (1)
m1 = g(m0, e¯4(ω)), (2)
m0 = h(e¯4(ω), e¯7(ω)). (3)
From (1) and (2),
m1 = g(m0, f(m0, e¯3(ω))). (4)
From (2) and (3),
m1 = g(h(e¯4(ω), e¯7(ω)), e¯4(ω)). (5)
Observe that e¯3(ω) and e¯7(ω) depend only on m1, . . . ,mk and not on m0. If d
′ is
the function of F ′ associated to e3 (d′ is the identity in case that e3 /∈ C(N1)),
we can see from (4) that, for a fixed m0 ∈ A, d1 := g(m0, f(m0, d′)) works as
decoding function for the sink r1 of the network N (In the linear case, take
m0 = 0, so d1 is linear).
Let γ = (m1, . . . ,mk) ∈ Ak. For every m ∈ A, we define
γm := (m,m1, . . . ,mk) ∈ Ak+1
and eγ4(m) := e¯4(γm).
If eγ4(m) = e
γ
4(m
′), that is, e¯4(γm) = e¯4(γm′), then
h(e¯4(γm), e¯7(γm)) = h(e¯4(γm′), e¯7(γm′)),
since e¯7(γm) = e¯7(γm′) (e¯7 depends only on γ). By (3), m = m
′. So eγ4 : A −→ A
is a one-to-one function and therefore bijective (since A is finite) for every
γ ∈ Ak.
We fix α ∈ A. If γ = (m1, . . . ,mk) ∈ Ak, there is m0 ∈ A, such that
e¯4(γm0) = e
γ
4(m0) = α. From (5), it follows that m1 = g(h(α, e¯7(γm0)), α). If d
′′
is the function of F ′ associated to e7 (remember that e¯7 does not depend on
m0), then d2 := g(h(α, d
′′), α) works as decoding function for the sink r2 of the
network N (In the linear case, take α = 0, so d2 is linear).
We continue adding gadgets until each receiver demands a different message.
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Chapter3
Index Coding
3.1 Introduction
Index Coding, which was introduced in [3], is a relatively new area that has an
impact on how information is transmitted. In general terms, there is a group of
n clients each one demanding specific information, which is different for each
client. A broadcast source in order to satisfy the clients’ demands needs to do n
transmissions, one for each client. Broadcast means that each transmission
reaches to every client, so each client receive unnecessary information. But if
each client already knows information required by the other clients, Index
Coding tries to take advantage of this in order to reduce the number of
transmissions necessary to satisfy the clients’ demands.
We now explain how the above problem can be reduced to the study of an
appropriate digraph D. The digraph is obtained as follows. We identify the
clients with the vertices of D, where there is an edge from v to w if and only if
the client w already knows the information required by the client v.
As an example consider a group of three clients. Let xi be the information
required by the ith-client. Suppose that each xi belongs to Zn, that is, the
information required has been codified using Zn. Also, each client knows the
information of the other two clients, that is, the first client knows x2 and x3, the
second client knows x1 and x3, and the third client knows x1 and x2. According
to these conditions, it is clear that the associated digraph is K3.
With three transmissions each client is able to obtain his or her information
(send xi in the ith-transmission). Nevertheless, we can do better. We can use
only one transmission. The broadcast source only needs to send x1 + x2 + x3.
Since the first client knows x1 + x2 + x3, x2, and x3, this client is able to recover
17
18 CHAPTER 3. INDEX CODING
x1 = (x1 + x2 + x3)− x2 − x3. Similarly, the second and third client can recover
x2 and x3, respectively.
It is not difficult to see that in the generalization of the above case where there
are m clients, and each client knows the information of the other clients, we still
need only one transmission.
3.2 Index Codes
In this chapter, definitions are based on paper [2]. We formalize the above problem
with the following definition.
Definition 3.2.1 (Index Code). Let D = (V,E) be a digraph, and let A be an
alphabet. An index code C of D over A is formed by:
i) an encoding function f : AV −→ Ac, for some positive integer c.
ii) a decoding function dv : Ac × AN(v) −→ A, for each vertex v of D, which
satisfies dv(f(x), xN(v)) = xv for every x ∈ AV .
The parameter c is called the length of C and denoted length(C).
An element x = (xv)v∈V ∈ AV can be interpreted in the following way: the element
xv is the information required by client v. The number c plays the role of the
number of transmissions. Finally, the condition dv(f(x), xN(v)) = xv tell us that
client v can recover xv using the information f(x) transmitted by the broadcast
channel and the information xN(v) he or she already knows. Our purpose is to
minimize the number of transmissions necessary to satisfy the clients’ demands,
that is, to find the minimum c such that an index code of length c exists.
Definition 3.2.2 (Optimal Index Code). Let D be a digraph, and let A be and
alphabet of size s. We define
l(D, s) := min{length(C) : C is an index code of D over A}.
An index code C of D over A is optimal if length(C) = l(D, s).
Since length(C) ≥ 1, for any index code C of D over A, we have
l(D, s) ≥ 1.
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3.3 Linear Index Codes
In the linear case, it is convenient to assume that V (D) = [n], for some n ∈ Z+.
We maintain this assumption for the rest of this section. In this case, we
redefine the definition of an index code when the alphabet is a finite field F.
An index code is composed then by an encoding function f : Fn −→ Fc, where
c ∈ Z+, and a decoding function di : Fc × F|N(i)| −→ F for each i ∈ [n], such that
di(f(x), xN(i)) = xi, ∀x ∈ Fn.
Definition 3.3.1 (Linearly-encodable index codes). Let D be a digraph with n
vertices, and let F be a finite field. An index code C is called linearly-encodable
if the encoding function f is linear, that is, there is a matrix A ∈ Mlength(C)×n(F)
such that f(x) = Ax for all x ∈ Fn.
Definition 3.3.2 (Linearly-decodable index codes). Let D be a digraph with n
vertices, and let F be a finite field. An index code C is called linearly-decodable if
the decoding functions fi are linear for all i ∈ [n]. That is, for each vertex i ∈ [n],
there is ai ∈ Flength(C)×F|N(i)| such that di(x) = x•ai for all x ∈ Flength(C)×F|N(i)|.
Definition 3.3.3 (Linear index codes). Let D be a digraph, and let F be a finite
field. An index code C is called linear if it is linearly-encodable and linearly-
decodable.
Definition 3.3.4. Let D be a digraph, and let Fq be a finite field. We define
llinear(D, q) := min{length(C) : C is a linear index code of D over Fq}.
It is clear, then, that 1 ≤ l(D, q) ≤ llinear(D, q).
We end this section with a result from [2].
Theorem 3.3.5. Let D be a digraph, and let Fq be a finite field. Then
llinear(D, q) = minrank(D, q).
Proof. i) In the first place, we will prove that there is a linear index code of
length minrank(D, q) (therefore, llinear(D, q) ≤ minrank(D, q)).
Let A be a matrix that fits D and satisfies minrank(D, q) = rankA. If
k := rankA, let a1, . . . ak be k linearly independent rows of A.
We define the linear encoding function
f =
f1...
fk

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as follows. We set (for all j = 1, ..., k) fj(x) := aj • x, for all x ∈ Fnq , or
equivalently,
f(x) :=
a
T
1
...
aTk
x.
We know that each row Ai (the ith-row of A) can be expressed as
Ai =
∑k
j=1 αijaj (αij ∈ Fq). Therefore,
Ai • x =
k∑
j=1
αij(aj • x) =
k∑
j=1
αijfj(x). (1)
We now define the linear decoding function for the vertex i as
di(f1(x), . . . , fk(x), xv1 , . . . , xvr) :=
k∑
j=1
αijfj(x)−
r∑
j=1
Avjixvj ,
where N(i) = {v1, . . . , vr}.
Finally, we prove that indeed we have and index code. For this, we need to
show that di(f1(x), . . . , fk(x), xv1 , . . . , xvr) = xi, for all i ∈ [n] and x ∈ Fnq .
Taking into consideration that Ati = 0 (t 6= i), if t /∈ N(i) (since A fits D),
we have, for x ∈ Fnq ,
(Ai − ei) • x =
r∑
j=1
Avjixvj . (2)
From (1) and (2), it follows that
di(f1(x), . . . , fk(x), xv1 , . . . , xvr) =
k∑
j=1
αijfj(x)−
r∑
j=1
Avjixvj
= Ai • x− (Ai − ei) • x
= ei • x
= xi.
ii) We will proceed to prove that the length of any linear index code of D over
Fq is great or equal to minrank(D, q) (therefore,
minrank(D, q) ≤ llinear(D, q)).
Consider the linear index code C of length c with encoding function
f =
f1...
fc
 ,
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and decoding functions d1, . . . , dn.
Since f is linear, for each k ∈ [c], there is a vector ak ∈ Fnq such that
fk(x) = ak • x for all x ∈ Fnq . We fix i ∈ [n] and set
W := span({a1, . . . , ac} ∪ {ej : j ∈ N(i)}).
Suppose that ei /∈ W . Since (W⊥)⊥ = W , we have ei /∈ (W⊥)⊥. So there is
y ∈ W⊥ such that ei • y 6= 0 and therefore
yi 6= 0. (3)
Since y ∈ W⊥, it follows that
fk(y) = ak • y = 0, for all k ∈ [c]. (4)
Also, it follows that y • ej = 0, for all j ∈ N(i), that is,
yj = 0, for all j ∈ N(i). (5)
Since C is an index code, di(f(x), xN(i)) = xi, for all x ∈ Fnq . In particular,
for y and the zero vector 0 in Fnq , we have di(f(y), yN(i)) = yi and
di(f(0),0N(i)) = 0i = 0. But actually, from (4) and (5),
f(y) =
0...
0
 = f(0)
and
yN(i) =
0...
0
 = 0N(i);
therefore, yi = 0, contradicting (3).
We have proved that ei ∈ W ; therefore,
ei =
c∑
k=1
αikak +
∑
k∈N(i)
βikek
for some αik’s and βik’s in Fnq . The vector
Ai :=
c∑
k=1
αikak = ei −
∑
k∈N(i)
βikek
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belongs to the span of {a1, . . . , ac}; hence, the matrix A with rows
A1, A2, . . . , An satisfies
rankA ≤ c.
Also, Ai has value 0 in components outside N(i) ∪ {i} and 1 in the ith-
component; therefore, A fits D. Thus,
minrank(D, q) ≤ rankA.
Combining the last two inequalities, we obtain minrank(D, q) ≤ c.
Actually, part i) of the above proof shows us how to construct a linear index
code of minimum length if we know a matrix A that fits D and such that
minrank(D, q) = rankA. In the case of K3,
A =
1 1 11 1 1
1 1 1
 .
According to part i), f(x) := [1, 1, 1]Tx = x1 + x2 + x3; also,
d1(f(x), x2, x3) := f(x)− x2 − x3,
d2(f(x), x1, x3) := f(x)− x1 − x3,
d3(f(x), x1, x2) := f(x)− x1 − x2.
We also see that 1 ≤ l(K3, q) ≤ llinear(K3, q) = minrank(K3, q) = 1; hence,
l(K3, q) = llinear(K3, q) = 1.
Chapter4
Guessing Games
4.1 Introduction
Consider the following puzzle from [5]: In a group of n players, each player has a
number from {0, 1, . . . , s − 1} (s ≥ 2) on his forehead, selected uniformly at
random. Each player is able to see the numbers of the others but not his or her
own number. Now, each player has to guess simultaneously his or her own
number. All players win if all of them guess correctly, otherwise they lose. Is
there any strategy (no communication allow, that is, each player’s guess is a
function of the information the player already knows, in this case, the numbers
of the other players) that guarantees success with a probability higher than
(1/s)n? Find a strategy with the highest probability of winning.
Before giving a solution, we consider now a more general type of game called
guessing game, which was introduced in [5]: Let D be a digraph, and let A be
an alphabet of size s. Each vertex represents a player, and we assign to each
them a number, selected uniformly at random, from A. For each v ∈ V (D), the
player v can only see those numbers assigned to the elements of N(v). Again, all
players win if all of them guess correctly, and we are interested in finding a
strategy with the highest probability of winning.
Notice that the puzzle corresponds to the guessing game played over the
complete graph Kn with an alphabet of s elements. We present now the solution
from [5] of the above puzzle.
Since every player does not know his or her own number, then the probability of
a player to guess correctly his or her own number is 1/s. Let
xi ∈ {0, 1, . . . , s− 1} be the number assigned to the i-th player. Let
yi := −(x1 + x2 + · · ·+ xi−1 + xi+1 + · · ·+ xn−1 + xn)
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(where the sum is over Zs), if the i-th player guesses that xi = yi for all i ∈ [n],
we claim that this is the best strategy players can use.
If x1 = y1, then x1 + x2 + · · ·+ xn = 0; therefore,
xi = −(x1 + x2 + · · ·+ xi−1 + xi+1 + · · ·+ xn−1 + xn),
for all i ∈ [n]. The above affirmation says that all players guess correctly with
this strategy if the first player guesses correctly. Moreover, it is clear that the the
first player guesses correctly with this strategy if all player guess correctly. We
conclude, then, that the probability of the first player to guess correctly is equal
to the probability of all players to guess correctly. Since the probability of the first
player to guess correctly is 1/s, the probability of all players to guess correctly is
also 1/s.
4.2 Strategies and the Guessing Number
In this and the next section, we present some definitions from [7] of concepts
related to guessing games.
Definition 4.2.1 (Configuration). Let D be a digraph, and let A be an alphabet.
A configuration is a function from V (D) to A. The set of all configuration will
be denoted by Ω(D,A).
Definition 4.2.2 (Strategy). Let D be a digraph, and let A be an alphabet. A
strategy F is a collection of functions fv : AN(v) −→ A, one for each vertex v of
D. The set of strategies will be denoted by S(D,A).
Configurations and strategies depend on D and A. Sometimes, the context
makes clear the digraph and the alphabet we are working with, in that case, we
use Ω and S, instead of Ω(D,A) and S(D,A). Also, we use the notation
F = (fv)v∈V (D) to express that the strategy F is formed by the functions fv,
v ∈ V (D).
We use the following convention: if v ∈ V (D) with N(v) = ∅, then fv has to be
necessarily a constant function.
Definition 4.2.3. Let D = (V,E) be a digraph, and let A be an alphabet of size
s. If F = (fv)v∈V is a strategy and Ω is the set of configurations, we define the
set of configurations fixed by F as
Fix(F) := {x ∈ Ω : fv(xN(v)) = xv for all v ∈ V },
and the probability of success of F as
P (F) := |Fix(F)|
s|V |
.
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Definition 4.2.4 (Guessing Number). Let D be a digraph, and let A be an
alphabet of size s. If F is a strategy, we define g(D, s,F) as the unique number
such that
P (F) = 1
s|V |−g(D,s,F )
,
or equivalently
g(D, s,F) := logs |Fix(F)|.
The number
g(D, s) := max
F
g(D, s,F) = max
F
logs |Fix(F)|,
where F runs over all strategies, is called the guessing number.
Example 4.2.5. Let D = (V,E) be a digraph, and let A be an alphabet of size
s. We define the strategy Fσ = (fv)v∈V , where σ ∈ Ω, as the strategy such that
each fv is constant and takes the value σv. It is clear that Fix(Fσ) = {σ} and,
therefore, g(D, s,Fσ) = 0. These strategies are called constant strategies.
Definition 4.2.6 (Optimal Strategy). Let D be a digraph, and let A be an
alphabet of size s. A strategy F is said to be optimal if g(D, s) = g(D, s,F).
4.3 Linear Strategies and the Linear Guessing
Number
Definition 4.3.1 (Linear Strategy). Let D = (V,E) be a digraph, and let F be
a finite field. A strategy F = (fv)v∈V is called a linear strategy if fv is linear for
all v ∈ V , that is, for each v ∈ V , there are αi1 , αi2 , . . . , αik ∈ F, such that
fv(xN(v)) = αi1xvi1 + αi2xvi2 + . . .+ αikxvik ,
for all x ∈ Ω, where N(v) = {vi1 , vi2 , . . . , vik}.
Definition 4.3.2 (Linear Guessing Number). Let D be a digraph, and let Fq be
a finite field. The linear guessing number is defined as
glinear(D, q) := maxF is linear
g(D, q,F) = max
F is linear
logq |Fix(F)|,
where F runs over all linear strategies.
We have the obvious relation glinear(D, q) ≤ g(D, q), when q = pm for some prime
p and positive integer m.
The following theorem is from [7]; its relation with theorem 3.3.5 is evident.
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Theorem 4.3.3. Let D = (V,E) be a digraph, and let Fq be a finite field. Then
glinear(D, q) = |V | −minrank(D, q).
Proof. Without loss of generality, suppose that V = [n]. In this way, the set of
configuration Ω may be treated as Fnq . Then, a linear solution F is a collection of
functions fj, j ∈ [n], such that for all (x1, . . . , xn) ∈ Fnq
fj(x1, . . . , xn) =
n∑
i=1
αijxi
with αij = 0 whenever i /∈ N(j) (remember that fj depends only on the elements
of N(j)). The matrix A = [αij] represents the linear solution F and satisfies
A ≤ AD (AD is the adjacent matrix of D). Moreover, a matrix A such that
A ≤ AD defines a linear strategy. Therefore,
x ∈ Fix(F)⇐⇒ Ax = Ix
⇐⇒ (A− I)x = O
⇐⇒ x ∈ Kernel(A− I).
By lemma 1.1.1, we conclude that
dim Kernel(A− I) = logq |Kernel(A− I)| = logq |Fix(F)|;
hence,
glinear(D, q) = maxF is linear
logq |Fix(F)|
= max
A≤AD
dim Kernel(A− I)
= max
A≤AD
{n− rank(A− I)}
= n− min
A≤AD
rank(A− I)
= |V | −minrank(D, q),
where the last equality follows from lemma 1.3.15.
Corollary 4.3.4. Let D = (V,E) be a digraph, and let Fq be a finite field. Then
llinear(D, q) + glinear(D, q) = |V |.
4.4 Basic Results
In this section, we present some basic results about guessing games. These results
are from [7].
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Proposition 4.4.1. For any digraph D = (V,E),
0 ≤ g(D, s) ≤ |V | − 1.
Proof. If C is a constant strategy (example 4.2.5), then
0 = g(D, s, C) ≤ g(D, s).
Let F = (fv)v∈V be an optimal strategy, and let w ∈ V be a fixed vertex. If
x ∈ Fix(F), we define Tx := {x′ ∈ Ω : x′v = xv if v 6= w, and x′w 6= xw}; it is clear
that |Tx| = s − 1. If x′ ∈ Fix(F) ∩ Tx, then fw(x′N(w)) = x′w (since x′ ∈ Fix(F))
and xN(w) = x
′
N(w) (since x
′ ∈ Tx); but since x ∈ Fix(F), we conclude that
xw = fw(xN(w)) = fw(x
′
N(w)) = x
′
w, a contradiction. So, Tx ⊆ Ω − Fix(F) for all
x ∈ Fix(F), and therefore ⋃
x∈Fix(F)
Tx ⊆ Ω− Fix(F).
Now, for x, y ∈ Fix(F), we prove that Tx∩Ty = ∅ whenever x 6= y. Let z ∈ Tx∩Ty.
We have
zv = xv = yv if v 6= w. (1)
Hence, xN(w) = yN(w). Since x, y ∈ Fix(F), then
xw = fw(xN(w)) = fw(yN(w)) = yw. (2)
From (1) and (2), it follows that x = y.
Hence,
(s− 1)|Fix(F)| ≤ |Ω− Fix(F)|
s|Fix(F)| ≤ |Ω− Fix(F)|+ |Fix(F)|
s|Fix(F)| ≤ |Ω|
s|Fix(F)| ≤ s|V |
|Fix(F)| ≤ s|V |−1.
We conclude that g(D, s) = logs |Fix(F)| ≤ |V | − 1.
Corollary 4.4.2. Let D = (V,E) be a digraph. If q = pm for some prime p and
positive integer m, then
0 ≤ glinear(D, q) ≤ g(D, q) ≤ |V | − 1.
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Proof. If C is a constant strategy (and therefore linear), then
0 = g(D, q, C) ≤ glinear(D, q).
The rest is obvious.
We want to find a relation between the guessing numbers (over an alphabet of s
elements) of H and D if H is a subdigraph of D. Without loss of generality,
suppose that the alphabet is Zs. For that purpose, we want to extend a strategy
F = (fv)v∈V (H) ∈ S(H,Zs) to a strategy F¯ ∈ S(D,Zs). Let x ∈ Ω(D,Zs). We
define F¯ = (f¯v)v∈V (D) by f¯v(xND(v)) := fv(xNH(v)) if v ∈ V (H), and
f¯v(xND(v)) := 0 if v /∈ V (H).
Also, if x ∈ Ω(H,Zs), we can extend it to x¯ ∈ Ω(D,Zs), where x¯v := xv if
v ∈ V (H), and x¯v := 0 if v /∈ V (H).
Lemma 4.4.3. If H is a subdigraph of D, then g(H, s) ≤ g(D, s).
Proof. Let F ∈ S(H,Zs) be an optimal strategy. If x ∈ Fix(F), then x¯ ∈ Fix(F¯).
Let x, y ∈ Fix(F), since x 6= y implies that x¯ 6= y¯, we have
|Fix(F)| ≤ |Fix(F¯)|.
Therefore,
g(H, s) = g(H, s,F) = logs |Fix(F)| ≤ logs |Fix(F¯)| = g(D, s, F¯) ≤ g(D, s).
Lemma 4.4.4. If C is a directed cycle, then g(C, s) ≥ 1.
Proof. Take the strategy F = (id)v∈V (C). It is clear that
Fix(F) = {x ∈ Ω : ∃c ∈ A such that xv = c,∀v ∈ V (C)};
therefore, |Fix(F)| = s. So, 1 = logs |Fix(F)| = g(C, s,F) ≤ g(C, s).
We prove later that g(C, s) = 1 if C is a directed cycle.
Lemma 4.4.5. Let D be a digraph, then g(D, s) = 0 iff D is acyclic.
Proof. ⇒) If D is cyclic, there is a subdigraph C such that C is a directed cycle.
Using the last two lemmas, 1 ≤ g(C, s) ≤ g(D, s) and therefore g(D, s) 6= 0.
⇐) If D is acyclic, without loss of generality, we can suppose that
V (D) = {1, 2, . . . , n}; and if (i, j) ∈ E(D), then i < j.
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Let F = (fi)i∈[n] be a strategy and suppose that x = (xi)i∈[n] ∈ Fix(F). Since D
is acyclic, f1 ≡ c is constant (N(1) = ∅) and therefore x1 is uniquely determined
(x1 = c). Now, N(2) = ∅ (f2 is constant) or N(2) = {1} (x2 = f2(x1)); in both
cases, x2 is uniquely determined since x1 is uniquely determined. In general, we
can determine xk uniquely after determining x1, . . . , xk−1. So, if Fix(F) 6= ∅,
then |Fix(F)| = 1. Thus, g(D, s) ≤ 0. By proposition 4.4.1, we have
g(D, s) = 0.
If F = (fv)v∈V (D),F ′ = (f ′v)v∈V (D) ∈ S(D,Zs), we define
F + F ′ := (fv + f ′v)v∈V (D) ∈ S(D,Zs)
by (fv + fv′)(xN(v)) := fv(xN(v)) + fv′(xN(v)), where the last sum is over Zs.
Lemma 4.4.6. For two vertex-disjoint digraphs H1 and H2, we have
g(H1 ∪H2, s) = g(H1, s) + g(H2, s).
Proof. Without loss of generality, we suppose that the alphabet is Zs. Since H1
and H2 are subdigraphs of the disjoint union D = H1 ∪ H2, we can use the
notation introduced before lemma 4.4.3.
If F1 ∈ S(H1,Zs) and F2 ∈ S(H2,Zs), then F := F¯1 + F¯2 ∈ S(H1 ∪H2,Zs). On
the other hand, if F ∈ S(H1 ∪H2,Zs), then there are unique F1 ∈ S(H1,Zs) and
F2 ∈ S(H2,Zs) such that F = F¯1 + F¯2. The same argument can be used for
configurations.
Let F = F¯1 + F¯2 and x = x¯1 + x¯2. It is clear that x ∈ Fix(F) iff xi ∈ Fix(Fi) for
i = 1, 2, and therefore
|Fix(F)| = |Fix(F1)||Fix(F2)|.
So,
g(H1 ∪H2, s,F) = logs |Fix(F)|
= logs |Fix(F1)|+ logs |Fix(F2)|
= g(H1, s,F1) + g(H2, s,F2).
If F = F¯1 + F¯2 ∈ S(H1 ∪H2,Zs) is an optimal strategy, then
g(H1 ∪H2, s) = g(H1 ∪H2, s,F)
= g(H1, s,F1) + g(H2, s,F2)
≤ g(H1, s) + g(H2, s).
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On the other hand, if F1 ∈ S(H1,Zs) and F2 ∈ S(H2,Zs) are optimal strategies,
then for F = F¯1 + F¯2, we have
g(H1, s) + g(H2, s) = g(H1, s,F1) + g(H2, s,F2)
= g(H1 ∪H2, s,F)
≤ g(H1 ∪H2, s).
In conclusion, g(H1 ∪H2, s) = g(H1, s) + g(H2, s).
Lemma 4.4.7. Let H1 and H2 be two vertex-disjoint digraphs. If q = p
m for
some prime p and positive integer m, then
glinear(H1 ∪H2, q) = glinear(H1, q) + glinear(H2, q).
Proof. Similar to the proof of the above lemma.
Lemma 4.4.8. Let D be a digraph. If H is an induced subdigraph of D, then
g(D, s) ≤ g(H, s) + |V (D)− V (H)|.
Proof. i) If |V (D)− V (H)| = 0, then D = H and g(D, s) = g(H, s).
ii) If |V (D) − V (H)| = 1, let F = (fv)v∈V (D) ∈ S(D,A), where A is an
alphabet with s elements, and let w be the only vertex that belongs to
V (D)− V (H).
For a ∈ A, we define the strategy Fa = (fav )v∈V (H) ∈ S(H,A) as follows: for
all v ∈ V (H) such that w /∈ ND(v), fav := fv; otherwise, for every
configuration x ∈ Ω(H,A), fav (xNH(v)) := fv(xˆND(v)), where xˆ ∈ Ω(D,A) is
the configuration defined by xˆw := a and xˆV (H) := x.
We define Fixa(F) := {x ∈ Fix(F) : xw = a}, so Fix(F) =
⋃
a∈A Fixa(F),
where the union it is actually a disjoint union. Clearly, x, y ∈ Fixa(F) with
x 6= y implies xH , yH ∈ Fix(Fa) with xH 6= yH . We conclude that
|Fix(F )| =
∑
a∈A
|Fixa(F)| ≤
∑
a∈A
|Fix(Fa)|.
If F ∈ S(D,A) and F ′ ∈ S(H,A) are optimal strategies, then
g(D, s) = g(D, s,F)
= logs |Fix(F)|
≤ logs(
∑
a∈A
|Fix(Fa)|)
≤ logs(s|Fix(F ′)|)
= 1 + logs |Fix(F ′)|
= 1 + g(H, s).
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iii) For the general case, V (D) − V (H) = {v1, . . . , vn}, we define
Vi := V (H) ∪ {v1, . . . , vi}. Let Hi be the subdigraph of D induced by
Vi. Applying ii) consecutively, we have
g(D, s) ≤ g(Hn−1, s) + 1 ≤ g(Hn−2, s) + 2 ≤ . . .
≤ g(H1) + n− 1 ≤ g(H) + |V (D)− V (H)|.
Proposition 4.4.9. For any digraph D, ν(D) ≤ g(D, s) ≤ τ(D).
Proof. If ν(D) = n, then there are n disjoint cycles of D, C1, . . . , Cn. We have
ν(D) ≤ g(C1, s) + . . .+ g(Cn, s) = g(C1 ∪ · · · ∪ Cn, s) ≤ g(D, s).
If τ(D) = m, then there is a subset S of V (D), of size m, such that
D − S = D [V (D)− S] is acyclic. So,
g(D) ≤ g(D − S, s) + |V (D)− V (D − S)| = 0 +m = m.
Corollary 4.4.10. Let D be a digraph. If q = pm for some prime p and positive
integer m, then ν(D) ≤ glinear(D, q) ≤ g(D, q) ≤ τ(D).
Corollary 4.4.11. If C is a directed cycle, then g(C, s) = 1.
Proof.
1 = ν(C) ≤ g(C, s) ≤ τ(C) = 1.
4.5 The Relation between Network Coding and
Guessing Games
In [5], guessing games are introduced and also a connection between guessing
games and network coding is presented. We end this monograph presenting this
connection. General speaking, the idea is to associate a digraph DN to each
multiple-unicast network N such that the problem of finding optimal strategies
of DN over the alphabet A is equivalent to the problem of finding solutions of N
over A. This connection, together with the ones in Theorem 2.3.2, Theorem
3.3.5, and Theorem 4.3.3, give us a good appreciation on how Network Coding,
Index Coding, and Guessing Games are connected.
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The results presented in this section are from [5]. We follow the general idea in
[5], but we introduce some additional notation we think makes the construction
of DN and the proofs easier to understand.
Let s ∈ S(N ) and r ∈ R(N ), we use the notation s → r if there are edges
e1, . . . , em ∈ E(N ) − C(N ) such that s = tail(e1), head(e1) = tail(e2),. . .,
head(em−1) = tail(em), head(em) = r.
Let s ∈ S(N ) and e ∈ C(N ), we use the notation s → e if there are edges
e1, . . . , em ∈ E(N ) − C(N ) such that s = tail(e1), head(e1) = tail(e2),. . .,
head(em−1) = tail(em), head(em) = tail(e).
Let e, e′ ∈ C(N ), e 6= e′, we use the notation e→ e′ if head(e) = tail(e′) or there
are edges e1, . . . , em ∈ E(N ) − C(N ) such that head(e) = tail(e1),
head(e1) = tail(e2),. . ., head(em−1) = tail(em), head(em) = tail(e′).
Finally, let e ∈ C(N ) and r ∈ R(N ), we use the notation e→ r if head(e) = r or
there are edges e1, . . . , em ∈ E(N ) − C(N ) such that head(e) = tail(e1),
head(e1) = tail(e2),. . ., head(em−1) = tail(em), head(em) = r.
Roughly speaking, if a → b, the information in a is the same as the information
in b, since the information travels from a to b trough edges of E(N ) − C(N ),
that is, edges where codification is not required.
Notice that this notation can be used in any network, not necessarily a
multiple-unicast network. We can put the additional condition in definition
2.2.3, that we never have τ(r) → r for some receiver r. The reason is that if
τ(r) → r, there are e1, . . . , em ∈ E(N ) − C(N ) such that
τ(r) = tail(e1), head(e1) = tail(e2), . . . , head(em−1) = tail(em), head(em) = r. We
can send the message generated by τ(r) through these edges, and the receiver r
will always be able to receive the message it needs.
From now on, we suppose that every network N satisfies the above condition.
This condition is required in order to guarantee that DN has no loops (edges
whose tail and head are the same).
We are now in position to construct DN . Let N be a multiple-unicast network,
where S(N ) = {s1, . . . , sn}, R(N ) = {r1, . . . , rn}, and τ(ri) = si, for all i ∈ [n].
The digraph DN is defined by V (DN ) := C(N ) ∪ R(N ), and the edges of DN
are constructed as follows:
? If si → rj, si ∈ S(N ), rj ∈ R(N ), then (ri, rj) ∈ E(DN ).
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? If si → e, si ∈ S(N ), e ∈ C(N ), then (ri, e) ∈ E(DN ).
? If e→ e′, e, e′ ∈ C(N ), e 6= e′, then (e, e′) ∈ E(DN ).
? If e→ ri, e ∈ C(N ), ri ∈ R(N ), then (e, ri) ∈ E(DN ).
As an example, consider the butterfly network (Figure 6). Here, τ(r1) = s1 and
τ(r2) = s2.
r2 r1
s1 s2
e
Figure 6
We see that s1 → r2, s1 → e, s2 → e, s2 → r1, e → r2, e → r1. Then,
V (DN ) = {e, r1, r2} and E(DN ) = {(r1, r2), (r1, e), (r2, e), (r2, r1), (e, r2), (e, r1)}.
Figure 7 depicts DN , which may be treated as K3.
r1
e
r2
Figure 7
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Lemma 4.5.1. Let N = (D, τ) be a multiple-unicast network. Then
g(DN [C(N )], s) = 0.
Proof. We know that (e, e′) is and edge of DN [C(N )] iff e→ e′.
Suppose that DN [C(N )] is not acyclic, that is, there are e1, . . . , ek ∈ C(N ) such
that (e1, e2), (e2, e3), . . . , (ek, e1) are edges of DN [C(N )]. Therefore,
e1 → e2, e2 → e3, . . . , ek → e1. This implies that D is not acyclic. This is a
contradiction since D is acyclic by the same definition of a network; therefore,
DN [C(N )] is acyclic. Using lemma 4.4.5, we have g(DN [C(N )], s) = 0.
Lemma 4.5.2. Let N be a multiple-unicast network with n receivers. Then,
g(DN , s) ≤ n.
Proof. Using lemma 4.4.8 and the above lemma,
g(DN , s) ≤ [g(DN [C(N )], s) + |V (DN )− C(N )| = 0 + n = n.
The idea is to associate strategies in DN to network codes in N such that
optimal strategies correspond to solutions. We notice that in both cases
(strategies in DN and network codes in N ) we assign a function fv to each
element in C(N ) ∪ R(N ). The difference is the domain where this function is
defined. In the first case, the domain is AN(v). In the latter case, the domain is
AIn(v). With this in mind, the first thing we need to do is to find a bijection
from N(v) onto In(v).
Let N = (D, τ) be a multiple-unicast network. Since we are working with two
digraphs at the same time, DN and D, it is important to distinguish which
digraph we are talking about when we use notation like N(v) or In(v), where
v ∈ C(N ) ∪R(N ). When we use the notation N(v), we are referring to DN . On
the other hand, when we use the notation In(v), we are referring to D.
Let e ∈ C(N ). We define a bijection ge : N(e) −→ In(e) in the following way:
? If e′ ∈ N(e), e′ ∈ C(N ), then head(e′) = tail(e) or there are
e1, . . . , em ∈ E(N )∪C(N ) such that head(e′) = tail(e1),. . .,head(em) = tail(e).
In the first case, ge(e
′) := e′. In the latter case, ge(e′) := em.
? If r ∈ N(e), r ∈ R(N ), then τ(r) → e, that is, there are
e1, . . . , em ∈ E(N ) − C(N ) such that τ(r) = tail(e1), . . . , head(em) = tail(e).
In this case, ge(r) := em.
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Let r ∈ R(N ). We define a bijection gr : N(r) −→ In(r) in the following way:
? If e ∈ N(r), e ∈ C(N ), then head(e) = r or there are e1, . . . , em ∈ E(N )−C(N )
such that head(e) = tail(e1), . . . , head(em) = r. In the first case, gr(e) := e. In
the latter case, gr(e) := em.
? If r′ ∈ N(r), r′ ∈ R(N ), then τ(r′) → r, that is, there are
e1, . . . , em ∈ E(N )−C(N ) such that τ(r′) = tail(e1) . . . , head(em) = r. In this
case, gr(r
′) := em.
Using the above functions, we can now find a bijection hv : AIn(v) −→ AN(v), for
each v ∈ C(N ) ∪R(N ). The function hv is defined, for each x ∈ AIn(v), by
hv(x) : N(v) −→ A
w 7−→ x(gv(w)).
According to this, there is a correspondence between the strategy (fv)v∈C(N )∪R(N )
and the network code (fv◦hv)v∈C(N )∪R(N ). Equivalently, there is a correspondence
between the network code (fv)v∈C(N )∪R(N ) and the strategy (fv ◦h−1v )v∈C(N )∪R(N ).
Theorem 4.5.3. Let N = (D, τ) be a multiple-unicast network with n receivers,
and let A be an alphabet with s elements.
The strategy (fv)v∈C(N )∪R(N ) of DN over A is optimal iff the network code
(fv ◦ hv)v∈C(N )∪R(N ) of N over A is a solution. Equivalently, the network code
(fv)v∈C(N )∪R(N ) of N over A is a solution iff the strategy (fv ◦ h−1v )v∈C(N )∪R(N )
of DN over A is optimal.
Moreover, N is solvable over A iff g(DN , s) = n.
Proof. Let F = (fv)v∈C(N )∪R(N ) be a network code of N over A, and consider its
associated strategy H = (fv ◦ h−1v )v∈C(N )∪R(N ) of DN over A.
Let ω ∈ AS(N ) be a message assignment. The configuration ω˜ ∈ AC(N )∪R(N ) is
defined by ω˜r := ωτ(r) if r ∈ R(N ), and ω˜e := e¯(ω) if e ∈ C(N ).
We have the following equivalences:
F is a solution of N ⇐⇒ω˜ ∈ Fix(H), ∀ω ∈ AS(N )
⇐⇒sn ≤ |Fix(H)|
⇐⇒n ≤ g(DN , s,H) ≤ g(DN , s)
⇐⇒n = g(DN , s,H) = g(DN , s) (lemma 4.5.2)
⇐⇒H is a optimal strategy of DN over A
and g(DN , s) = n.
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From the preceding implications, the only non-trivial is
sn ≤ |Fix(H)| =⇒ ω˜ ∈ Fix(H),∀ω ∈ AS(N ).
We now prove it. Let ω ∈ AS(N ). We define the strategy Hω := (fωe )e∈C(N ) of
DN [C(N )] over A as follows: If x ∈ AC(N ), then fωe (x) := (fe ◦ h−1e )(xˆ) where
xˆC(N ) := x and xˆr := ωτ(r), for all r ∈ R(N ).
It is clear that the configuration z = (ze)e∈C(N ) ∈ AC(N ), where ze := e¯(ω),
e ∈ C(N ), belongs to Fix(Hω). Therefore, 1 ≤ |Fix(Hω)|. On the other hand,
|Fix(Hω)| ≤ 1 since g(DN [C(N )], s) = 0 (lemma 4.5.1). Thus, |Fix(Hω)| = {z}.
If there exists y ∈ Fix(H) such that yr = ωτ(r), for all r ∈ R(N), then it is clear
that yC(N ) ∈ Fix(Hω); hence, yC(N ) = z, that is, ye = e¯(ω), for all e ∈ C(N ). In
conclusion, y = ω˜.
Since |S(N )| = |R(N )| = n (N is a multiple-unicast network), there is a
bijection between AS(N ) and AR(N ). This implies that for each y ∈ Fix(H),
there is a unique ω ∈ AS(N ) such that yr = ωτ(r), for all r ∈ R(N ), and therefore
y = ω˜. We have proved that Fix(H) ⊆ {ω˜ : ω ∈ AS(N )}.
It is clear that each ω ∈ AS(N ) determines a unique ω˜. Hence,
sn ≤ |Fix(H)| ≤ |{ω˜ : ω ∈ AS(N )}| = |AS(N )| = sn.
Therefore, Fix(H) = {ω˜ : ω ∈ AS(N )}. This completes the proof.
Corollary 4.5.4. Let N be a multiple-unicast network with n receivers, and let
Fq be a finite field. The following statements are equivalent:
i) N is linearly solvable over Fq.
ii) glinear(DN , q) = n.
iii) llinear(DN , q) = |C(N )|.
iv) minrank(DN , q) = |C(N )|.
Proof. We noted earlier that there is a correspondence between network codes and
strategies. If H is the strategy associated to the network code F , it is clear that F
is linear iff H is linear. From this observation and the last theorem, equivalence
i)⇔ii) follows. The other equivalences are consequences of Theorem 3.3.5 and
Theorem 4.3.3.
Conclusions
In this monograph, we have explored some interesting relations among Network
Coding, Index Coding, and Guessing games, but we have focused on the linear
case. This is just an invitation to explore the relations in the general case. Even
in the linear case, there are more things to say, for example, what happens if the
alphabet is a finite ring instead of a finite field?
Apart from the adjacent matrix, other matrices are associated to digraphs and
graphs; since linear algebra was used extensively in this monograph, this raises
the question of how much information can we get from these matrices that helps
us to calculate parameters like the guessing number g(D, s), and the minimum
length of an index code l(D, s).
Further studies may include the analysis of particular classes of digraphs and
graphs, and the presentation of more examples with explicit calculations of
g(D, s) and l(D, s). This may include examples of digraphs such that g(D, s)
and l(D, s) change when s changes. The design of algorithms and the use of
Information Theory to calculate these parameters are also of special interest.
Also, there are many other well-studied digraph parameters, especially for
graphs, that may tell us something about the topics treated here.
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