After having shifted from Web 1.0 to Web 2.0, scientists welcome the advent of Web 3.0, an environment where meaning is added to data. While in the Semantic Web people are no longer users, but part of the emerging applications, producers, subjects and beneficiaries of the Big Data, however, opaque processing of personal data poses tremendous risks and dangers for individuals. Given the new era of Big Data this paper studies firms' purposes and practices to detect some emerging privacy risks. Moreover, theories that deal with social networks are examined to conclude that, even if people state that they value their privacy, however, they often disclose a huge volume of personal information. Taking into account that today's European concept of privacy is conceptualized in negative terms this paper also proposes the implementation of trust and loyalty into the privacy concept through flexible fiduciary laws. Furthermore, data portability is discussed to detect its potential as a strategic feature, a key tool that will enhance trust. Finally, further scenarios and proposals are submitted, in our attempt to answer the question whether the European concept of privacy could be re-shaped for the benefit of individuals.
Introduction
In 1983, Time magazine nominated the Personal Computer as -the machine of the year‖ to announce the entry of the Informational Age into our homes 1 . In 2006, a computer was again displayed in the above magazine's cover, albeit, this time the computer screen was a mirror reflecting the person of the year: -You.‖, the very user, the hero of the Information Age 2 .
After having shifted from Web 1.0 (First Era) 3 to Web 2.0 (Second Era) 4 , scientists speak of the Semantic Web 5 (Web 3.0)
For instance, job seekers reveal online information that they would not disclose during an -offline interview‖, while minors may reveal sensitive data, like their sexual orientation or their ethnic origins, just by updating their status, or posting a comment, or uploading images 13 . In fact, people can disclose their deepest secrets and, thus, some authors argue that privacy needs to be reshaped. Is it about secrecy 14 ? Is it a right to be let alone 15 ?
Today's users can access social networks' platforms and disclose their personal data 16 , such as their physical location (for instance, GPS or IP location), while they may not be aware that the very location -of their mobile device-is constantly being recorded, regardless of use -or non use-of the device 17 . Moreover, people's behaviors and relationships have changed as well. Our kids may have -more friends‖ than us -and we are not one of them-while, at the same time, a social network's platform may be regarded as a place where minors (and people in general) exchange information and communicate with their peers; enter a parent and the party is over 18 . There is no distinction between lovers, schoolmates, and strangers and they are all, thus, sorted into same group (-friends‖) 19 .
Given the above radical changes, this paper studies the processing of personal data in the age and the economy of Big Data to detect purposes -and risks-of such practices. Furthermore, the hedonic use of social networks and several theories (such as the social capital theory, altruism and reciprocity), with regard to such networks, are examined to argue that, although people may state that they value their privacy, albeit, they rarely refuse to share personal information. Current concept of privacy is brought to the discussion table to comment on its negative approach and to propose the introduction of trust and loyalty through flexible fiduciary laws. Moreover, data portability, one of the most important rights that the GDPR introduces, is studied to support its potential as a strategic element that will safeguard and enhance trust. Finally, further proposals are submitted to support that the European concept of privacy could, indeed, be re-shaped for the benefit of individuals.
Personal Data in the Age and the Economy of Big Data
Some authors referring to the wealth of data flooding the digital environment -often described as Big Data-have defined Web 3.0 as -Semantic Web technologies integrated into, or powering, large-scale Web applications‖ 20 . Web 3.0 could be understood as a phenomenon in which individuals are no longer users; they are part of the applications that emerge and disappear; they are also producers, subjects and beneficiaries of Big Data 21 . In particular, Big Data refers to the exponential growth and availability of data in an environment, where the three -V‖ characteristics are identified; the Volume of data, which is collected and processed, the Velocity, meaning the speed, with which data is being produced and processed, and the Variety of sources 22 . 37 See Elizabeth Dwoskin, Craig Timberg, Google now knows when its users go to the store and buy stuff, May 23, Measurement) matches goods, which are purchased in traditional stores, to the -clicking‖ of online ads (-Bricks to Clicks‖). Thus, the firm is aware of whether a consumer bought the product, on the ad of which she clicked 38 .
Another good example is Target, a firm which not only collected, but also produced personal data, meaning the information that a consumer was pregnant. This was, actually, true and the very consumer had not known 39 . […] ‖), available at https://law.stanford.edu/publications/clinical-genomics-big-data-and-electronic-medical-records-reconciling-patient-righ ts-with-research-when-privacy-and-science-collide/. 40 See, for example, recent Youtube's practices with regard to advertising: Chaim Gartenberg, YouTube plans to annoy music listeners into subscribing by playing more ads, ‗Frustrate and seduce' users into signing up, The Verge, March 21, 2018, available at https://www.theverge.com/platform/amp/2018/3/21/17147800/youtube-streaming-service-lyor-cohen-ads-music-industr y-spotify-free. 41 To do so, people are profiled and sorted into groups 42 and, thus, further discrimination 43 issues are raised 44 .
Setting aside the above practices and risks, let us now move on to social networks' environment to examine the extent, to which people value their privacy, and study some motivations that encourage us to share personal information.
The Hedonic Use of (and Several Theories on) Social Networks
Social networks, such as Facebook or Twitter, look for ways to collect a huge volume of data that relate to individuals' online behavior. The more accurate the data collected, the more effective the targeted advertising efforts, which are to be fueled 45 50 . As many authors argue, privacy attitudes may quite often be in stark contrast with privacy behaviors 51 and this could be explained by powerful hedonic motivations 52 , which encourage users to share their information.
Indeed, social networks can be understood as -hedonic information systems‖, meaning that their primary goal is self-fulfillment that enables users to experience fun 53 . In this context, people use networks for hedonic purposes 54 , such as sharing information and personal data -like personal images-or playing games, watching movies, and so forth. Thus, this use may relate to gratification, meaning escapism or fantasy, social interaction, achievement or self-presentation 55 (and, thus, recognition).
Others support the social capital theory, in accordance with which mutual support, shared norms, social trust and sense of mutual obligations could be detected in social networks 56 . Social capital could, in fact, be understood as the value that an individual may derive from belonging to a community. Moreover, some authors regard -Ubuntu‖, the central concept of social and political organization in African philosophy, as a way to understand users' behaviors in social networks 57 . This concept consists of the principles of sharing and caring for one another 58 : To be a human is -to affirm one"s humanity by recognizing the humanity of others and, on that basis, establish humane respectful relations with them‖ 59 and -to be‖ is -to belong‖ 60 . Ubuntu worldview is a community-based mindset, opposed to Western libertarianism and individualism, and close to communitarianism 61 . It is based on values of intense humanness, caring, and associated values to ensure a happy and qualitative community life in a spirit of family. This means that privacy might be considered as less important from this perspective 62 . Hence, as some authors have observed, an image that is shared in social networks and which shows, for instance, one person close to another could, not raise issues of privacy but, prove such relationships, through which one can feel healthy and achieve self-fulfillment 63 .
Furthermore, altruism, as the acts of caring about the well-being of other individuals without any expectations and regardless of any direct benefit to oneself 64 , could be found in peoples' behavior, while interacting in social networks. For example, individuals may send (e.g. birthday) virtual gifts to their digital friends or might spend some time to write a decent post on a friend's -wall‖ -for others to see it and-to -honor‖ this person. The above actions are, of course, undertaken without the expectance of something in return; the very deed is itself the -reward‖, the intrinsic enjoyable act that comes from helping others 65 .
Finally, reciprocity 66 could also be regarded as an important element of peoples' interaction in social networks. Namely, a -friend request‖ could be treated as a transaction, a request to trade personal data with the expectation that the -offer‖ will be accepted. A -status update‖ could be treated as an attempt, undertaken by an individual, who aims to catch attention. Thus, reputation could motivate people to participate in social networks 67 . One could also argue that competition 68 , the desire to win in interpersonal situations, could be detected in the above interactions, since people might see it as a pleasure act to e.g. acquire as many friends and followers as possible or to win in games and applications.
Although people may state that they value their privacy, they rarely refuse to share their personal data. Indeed, the above hedonic uses and theories assert that individuals use social network systems to fulfill their need for entertainment or relationships and identity construction. To some, this overrides their privacy concern 69 . So, could there be another way to conceptualize privacy?
Negative Conceptualization of Privacy: A Need for Trust and Loyalty
One could argue that trust, as the willingness to accept vulnerability to the actions of others 70 , is an essential element of any activity, in which people are involved, such as friendship, commerce, and so forth. Trust can be detected everywhere, since people trust their lawyers or doctors, or that the train will arrive safely to the correct destination. Without trust, politics, commerce and many other fields of everyday life would probably fail. So, could rules be provided to safeguard trust, with regard to privacy policies? Today, privacy is conceptualized in negative terms. For example, legislators focus on potential harm or data breach, and attention is drawn to the capacity of a person to opt-out. One could argue that privacy is regarded as a -tax on profits‖, albeit, if trust were incorporated in privacy rules and policies, the latter could encourage information relationships.
As noted above, personal data is collected and processed in ways an individual may not understand or know. This creates confusion and further clouds the image. Thus, it is a problem not only for consumers, but also for governments and firms; when there is no trust, people share less information; when less information is shared, it is hard to achieve economically and socially useful purposes 71 .
Under the current regime, rules, which govern personal data, protect -amongst others-interests in informational self-determination 72 . As authors consistently claim, the right to the protection of personal data refers to control over -the processing of-personal data 73 . Thereafter, the key tool for successfully and effectively exercising control is the subject's consent 74 to the above processing.
This concept of control and consent focuses on the harm that has to be avoided or the consent that has to be obtained. In this context, some regard social networks' advertising practices as something creepy 75 , or speak of -surveillance‖ that aims to subject individuals to criminal punishment or deny access to health, work and other essential fields 76 . In other words, attention is mainly devoted to harm, rather than opportunities, and, hence, privacy is treated as a negative element that has to be balanced against innovation, efficiency or security.
However, control and privacy self-management is in practice impossible and innumerous jokes on terms of use 77 can prove this. Furthermore, the -choice‖ to disclose personal data is an illusion; one has no choice to opt-out of profiling by firms, of whose existence she is unaware.
On the other hand, opting-out of the alleged -firms' and governments'-surveillance 78 would mean opting-out of society 79 . So, what if trust were enabled, with regard to privacy laws, to allow people to safely share their personal data for the benefit of both individuals and firms?
Trust is the key element of healthy relationships and societies 80 . It has been defined as a willingness to rely on another, and, in particular, as -a psychological state comprising the intention to accept vulnerability based upon positive expectations of the intentions or behavior of another‖ 81 . To put it simply, trust is a state that enables an individual to be willing to make herself vulnerable to another party, to rely on another, despite potential risks -that the latter will act in a way that can harm the former 82 .
In the context of privacy, trust would mean the willingness to become vulnerable to a person or entity by sharing personal data. In this case, the party (individual), who discloses her information, would be the -trustor‖ 83 , the act of disclosing data would be the -entrusting‖, and the recipient of the data would be the -entrustee‖ 84 . Indeed, in present-day societies, we are all -trustors‖, since we entrust firms, when disclosing information to, for instance, a search engine or any other digital firm. Furthermore, one becomes vulnerable, when she faces the risk of misuse or unauthorized disclosure of her data. Namely, vulnerability may refer to the potential risk of an employee being fired, or the risk of selling data to third parties.
If the concept of trust were introduced in privacy regime and laws, it could further enable honesty and loyalty. This could be achieved through flexible fiduciary 85 laws 86 , the main goal of which is to protect against exploitation of a vulnerability created by trusting another 87 . Hence, these rules impose duties of loyalty and care. In particular, a fiduciary is a person who has a relationship of trust with a party -the beneficiary-and who is authorized to hold something valuable (for instance, the beneficiary's assets) and manage them on the beneficiary's behalf 88 . So, fiduciary laws could, indeed, apply in a flexible way 89 to protect individuals. Moreover, an affirmative obligation of honesty could be introduced, since fiduciaries have duties of disclosure, care and loyalty, while they are also obliged to keep the beneficiary informed 90 .
This way, individuals (as beneficiaries) would very likely, not only know what information would be disclosed but also, understand both information and processing techniques. Furthermore, firms (as fiduciaries) could very well be obliged to consult with individuals (their beneficiaries) and give them the opportunity to express their -best interests‖ (or even opinions) in accordance with which data would be shared 91 . Maybe such rules could oblige firms to implement internal policies and other safeguards, such as employee training. Contracts to forbid e.g. re-identification of anonymized 92 data might also be introduced. If this were the case, trust would be enhanced and, thus, more information would be safely disclosed for the benefit of both firms and humans.
Fiduciary laws are, indeed, flexible and could, thus, apply to processing of personal data. One more reason to be very optimistic, with regard to the above potential to enhance trust, is the novelty introduced by the GDPR: the right to data portability.
The Right to Data Portability: a Novelty and a Potential to Enhance Trust
One of the most important rights that the GDPR introduces is the right to data portability 93 . Under Article 20 of the GDPR, the data subject shall have the right to receive the personal data concerning him or her, which he or she has provided 94 to a controller, in a structured, commonly used and machine-readable format 95 and have the right to transmit those data to another controller without hindrance 96 from the controller to which the personal data have been provided, where the processing is based on consent or on a contract, and where the processing is carried out by automated means 97 . While data subjects exercise their right to data portability they should have the right to have the personal data transmitted directly 91 Party, Guidelines on the right to data portability, id, at p. 15 (where it is mentioned that such hindrance could be fees asked for delivering data, lack of interoperability or access to a data format or API or the provided format, excessive delay or complexity to retrieve the full dataset, deliberate obfuscation of the dataset, or specific and undue or excessive sectorial standardization or accreditation demands). 97 See Article 20(1) of the GDPR. See also Recital (68) of the GDPR. from one controller to another, where technically feasible 98 .
The right to data portability 99 can be regarded as an economic right, which aims to let individuals -share wealth‖ created by new technologies 100 and benefit from digital services. One of its purposes is to create a competitive market environment that will enable consumers to switch providers 101 . The above right, however, aims, not only to enforce competition and consumer protection but also, to promote interconnection of services and interoperability
102
. Hence, user-centric platforms could be introduced and developed for the benefit of individuals' interests 103 . So, the right to data portability is not just an economic right, but it also aims to enhance individuals' rights 104 and promote transparency and minimization of unfair and discriminatory practices 105 . 98 See Article 20(2) of the GDPR. Under Article 20(3-4) of the GDPR - […] This new right is a unique opportunity, with regard to competition law 106 and business practices 107 , while at the same time -and most importantly-it will very likely help increase trust 108 and transparency 109 , promote innovation 110 , and turn passive data subjects into active re-users 111 , who will, indeed, share wealth that new technologies create 112 .
For instance, thanks to this novelty, users could provide their data, without the need to manually add it to each new service or platform. While individuals would add or change their information, this would be updated on other services, without the need to visit other platforms to re-enter it. Firms would receive such data and there would be no need to -fill forms‖, a factor that could drive people away. At the same time, individuals would share experiences, and their data could be automatically updated on a provider's service, if the data subject permitted it. Thus, relationship between users and providers would not only remain up-to-date but also encourage continuous usage. Thereafter, mutual benefit could be achieved.
Discussion
In other fields of law, authors have proposed 113 the introduction of trust to overcome weaknesses with regard to missing, inadequate, or inaccurate information. For instance, concerning biobanks, information provided to donors, relating to secondary uses of samples, is inadequate. Trust could, thus, be introduced to develop a new model of consent, where healthcare providers, researchers, patients, and participants could consult. Such consultation could reshape classic models of -informed consent‖ and values could be communicated between healthcare providers and researchers, while patients' choices would very likely be activated. A more realistic and applicable model could, hence, be developed for cases, in which access to information is denied or information is inadequate -and providing an -informed consent‖ is impossible. This model would reconstruct relationships between patients, participants, healthcare providers, and researchers, and values of trust and reciprocity could be introduced. In this context, decision making process would probably focus on patients and their needs. For the above reasons, some authors 114 regard the -model of trust‖ as a more appropriate way to approach consent -and overcome weaknesses relating to inadequate or inaccurate information.
Similar proposals have been submitted to effectively and successfully exercise the -American--right to try‖; a right that allows terminally ill patients to request access to early stage experimental medical products, such as drugs or experimental treatments, directly from the producer, removing the approval of the Food and Drug Administration 115 . Justifications for the above right (to try) laws are based on the ethical principles of autonomy, beneficence and justice 116 . These proposals could very well constitute a prescription for the implementation of flexible solutions and the activation of mechanisms in other fields, where consent of the individual plays an important role in examining whether specific procedures are lawful. In particular, after having studied personal data processing practices that firms conduct, several risks and dangers were detected 117 . Moreover, users' behaviors in social networks revealed that, while individuals may believe that they value their privacy, albeit, they often disclose a huge volume of personal data on a daily basis. Current negative conceptualization of privacy calls for a positive approach by introducing the concept of trust to safeguard individuals' rights and interests. This could be achieved by applying flexible fiduciary laws, in conjunction with the promising new right to data portability.
Indeed, re-shaping current European privacy model could be a welcome proposal; it is not only a model that has been regarded as -the triumph of individualism‖ 118 , where consent may abrogate the unjust nature of data processing (a processing, which is by definition unlawful), but it is also a model that permits consent to be given by -a single-mouse-click‖ on terms of use, i.e. by ticking a box in a website 119 . If trust were introduced, such contradictions would probably be avoided.
In present-day societies, the protection of privacy may not relate that much -or may not relate just-to the -right to be let alone‖, which Warren and Brandeis 120 defined many years ago. Maybe, it relates more -or relates especially-to trust and loyalty that shall govern relationships between firms and individuals.
Perhaps, trust should be implemented in the European model of privacy, where -consent‖ is any -freely given, specific, informed and unambiguous indication of the data subject's wishes by which he or she, by a statement or by a clear affirmative action, signifies agreement to the processing of personal data relating to him or her‖ 121 , to add values of loyalty and reciprocity in relationships between data subjects and processors. Decision making process could, then, focus on individuals and their needs for transparent processing of personal data for the benefit of the data subjects. This way, individuals would very likely share wealth created by Big Data, while at the same time opaque procedures of data processing would come to an end 122 
