Neuroimaging data from multiple subjects can be analysed using fixedeffects (FFX) or random-effects (RFX) analysis. FFX analysis is used for reporting case studies and RFX is used to make inferences about the population from which subjects are drawn. We demonstrate both methods on data from a multiple subject PET study and describe the mathematical basis of the two approaches. Finally, in neuroimaging, RFX is implemented using the computationally efficient 'summary-statistic' approach. We show that this is mathematically equivalent to the more computationally demanding maximum likelihood procedure.
Introduction
In this chapter we are concerned with making statistical inferences from functional imaging studies involving many subjects [2] . One can envisage two main reasons for studying multiple subjects. The first is that one may be interested in individual differences, as in many areas of psychology. The second, which is the one that concerns us here, is that one is interested in what is common to all of the subjects. In other words, we are interested in the stereotypical effect in the population from which the subjects are drawn.
As any experimentalist knows, a subject's response may be different on different occasions. Further, this response will vary from subject to subject. These two sources of variability, within-subject (also called between scan) and betweensubject, must both be taken into account when making inferences about the population.
The majority of early studies in neuroimaging combined data from multiple subjects using a 'Fixed-Effects' (FFX) approach. This methodology only takes into account the within-subject variability. It is used to report results as case studies. It is not possible to make formal inferences population effects using FFX. Random-Effects (RFX) analysis, however, takes into account both sources of variation and makes it possible to make formal inferences about the population from which the subjects are drawn.
In this chapter we describe FFX and RFX analyses of a multiple-subject PET study. In section 2, we show how the analyses are implemented and in section 3 describe the underlying mathematical models. In neuroimaging, RFX is implemented using the computationally efficient 'summary-statistic' approach. We also show in section 3 that this is mathematically equivalent to the more computationally demanding maximum likelihood procedure.
Analysis of multi-subject data
Throughout this chapter we illustrate the different analysis methods using data from a PET study of verbal fluency. These data come from 5 subjects and were recorded under two alternating conditions. Subjects were asked to either repeat a heard letter or to respond with a word that began with that letter. These tasks are referred to as word shadowing and word generation and were performed in alternation over 12 scans and the order randomized over subjects. Both conditions were identically paced with one word being generated every two seconds. PET images were re-aligned, normalised and smoothed with a 16mm isotropic Gaussian kernel. 
Fixed-Effects Analysis
Analysis of multiple-subject data takes place within the machinery of the General Linear Model (GLM) as described in earlier chapters. However, instead of having data from a single-subject at each voxel we now have data from multiple subjects. This is entered into a GLM by concatenating data from all subjects into the single data vector Y . Commensurate with this augmented data vector is an augmented multi-subject design matrix 2 , X, which is shown in Figure 4 . Columns 1 and 2 indicate scans taken during the word shadowing and word generation conditions respectively. Columns 3 to 10 indicate these conditions for the other subjects. The time variables in columns 11 to 15 are used to probe habituation effects. These variables are not of interest to us in this chapter but we include them to improve the fit of the model. The GLM can be written as
where w are regression coefficients and E is a vector of errors. The effects of interest can then be examined using an augmented contrast vector, c. For example, for the verbal fluency data the contrast
would be used to examine the differential effect of word generation versus word shadowing, averaged over the group of subjects. The corresponding t-statistic,
where Var[] denotes variance, highlights voxels with significantly non-zero differential activity. The resulting Statistical Parametric Map is shown in Figure 4 (b).
It is also possible to look for differential effects in each subject separately using subject-specific contrasts. For example, to look at the activation from subject 2 one would use the contrast The corresponding subject-specific SPMs are shown in Figure 4 (a).
We note that we have been able to look at subject-specific effects because the design matrix specified a 'subject-separable model'. In these models the parameter estimates for each subject are unaffected by data from other subjects. This arises from the block-diagonal structure in the design matrix.
Random-Effects Analysis via Summary-Statistics
An RFX analysis can be implemented using the 'Summary-Statistic (SS)' approach as follows [3] , [6] .
1. Fit the model for each subject using different GLMs for each subject or by using a multiple-subject subject-separable GLM (as described in the last section). The latter approach may be procedurally more convenient whilst the former is less computationally demanding.
2. Define the effect of interest for each subject with a contrast vector. Each contrast produces a contrast image containing the contrast of the parameter estimates at each voxel.
Feed the contrast images into a GLM that implements a one-sample t-test.
Modelling in step 1 is referred to as the 'first-level' of analysis whereas modelling in step 3 is referred to as the 'second-level'. For the SS approach to be valid we require that the design matrices for each subject are identical, that is, that we have a balanced design. A necessary property of balanced designs is that all subjects have the same number of scans. If there are, say, two populations of interest and one is interested in making inferences about differences in the populations then a two-sample t-test is used at the second level. It is not necessary that the numbers of subjects in each population be the same, but it is necessary to have the same design matrices for subjects in the same population ie. balanced designs at the first-level.
In
Step 3, we have specified that only one contrast per subject be taken to the second level. This constraint may be relaxed if one takes into account the possibility that the contrasts may be correlated or be of unequal variance. This is discussed further in [5] .
An SPM of the RFX analysis is shown in Figure 4 (c). We note that, as compared to the SPM from the average group effect analysis, there are far fewer voxels deemed significantly active. This is because RFX analysis takes into account the between-subject variability. If, for example, we were to ask the question 'Would a new subject drawn from this population show any significant posterior activity ?', the answer would be uncertain. This is because three of the subjects in our sample show such activity but two subjects do not. Thus, based on such a small sample, we would say that our data do not show sufficient evidence against the null hypothesis that there is no population effect in posterior cortex. In contrast, the average group effect (in Figure 4(b) ) is significant over posterior cortex. But this inference is with respect to the group of five subjects, not the population.
We end this section with a disclaimer which is that the results presented in section 2, have been presented for tutorial purposes only. This is because between-scan variance is so high in PET that results on single subjects are unreliable. For this reason, we have used uncorrected thresholds for the SPMs and given that we have no prior anatomical hypothesis this is not the correct thing to do [2] . But as our concern is merely to present a tutorial on the difference between RFX and FFX we have neglected these otherwise important points.
Variance components
In this section we describe the mathematical models underlying RFX and FFX. We also show that the SS approach to RFX is identical to the maximum likelihood approach.
In what follows E[] denotes the expectation operator, Var[] denotes the variance and we will make use of the following results. Under a linear transform y = ax + b, the variance of x changes according to
Secondly, if Var[
Random effects using maximum likelihood estimators
Underlying RFX analysis is a probability model defined as follows. We first envisage that the mean effect in the population (ie. averaged across subjects) is of size d pop and that the variability of this effect between subjects is σ 2 b . The mean effect for the ith subject (ie. averaged across scans), d i , is then drawn from a Gaussian with mean d pop and variance σ 2 b . This process reflects the fact that we are drawing subjects at random from a large population. We then take into account the within-subject (ie. across scan) variability by modelling the jth observed effect in subject i as being drawn from a Gaussian with mean d i and variance σ 2 w . This two-stage process is shown graphically in Figure 4 . Given a data set of effects from N subjects with n replications of that effect per subject, the population contrast is modelled by a two level process
where d i is the true mean effect for subject i and d ij is the jth observed effect for subject i. For the PET data the effect is a differential effect (the difference in activation between word generation and word shadowing). The first equation captures the within-subject variability and the second equation the betweensubject variability. 
The maximum-likelihood estimate of the population mean iŝ
This estimate has a mean E[d pop ] = d pop and a variance given by
The variance of the population mean estimate contains contributions from both the within-subject and between-subject variance.
Fixed Effects
Implicit in FFX analysis is a single-level model
The parameter estimates for each subject arê
which have a variance given by
The estimate of the group mean is then
which has a variance
The variance of the fixed-effects group mean estimate contains contributions from within-subject terms only. It is not sensitive to between-subject variance. We are not therefore able to make formal inferences about population effects using FFX. We are restricted to informal inferences based on separate case studies or summary images showing the average group effect (eg. Figure 4 (a) or Figure 4 (b)).
Random effects using summary statistics
Implicit in the summary-statistic RFX approach is the two-level model
where d i is the true mean effect for subject i,d i is the sample mean effect for subject i and d pop is the true mean differential effect for the population.
The summary-statistic approach is of interest because it is computationally much simpler to implement than the full random effects model of equation 7. This is because it is based on the sample mean value,d i , rather than on all of the samples d ij . This is important for neuroimaging as the images are so large.
In the first level we consider the variation of the sample mean for each subject around the true mean for each subject. The corresponding variance is 
The population mean is then estimated aŝ
Thus, the variance of the estimate of the population mean contains contributions from both the within-subject and between-subject variances. Importantly, both E[d pop ] and Var[d pop ] are identical to the maximum-likelihood estimates derived in section 3.1. This validates the summary-statistic approach. Informally, the validity of the summary-statistic approach lies in the fact that what is brought forward to the second-level is a sample mean. It contains an element of withinsubject variability which when operated on at the second level produces just the right balance of within and between subject variance.
Discussion
We have shown how neuroimaging data from multiple subjects can be analysed using fixed-effects (FFX) or random-effects (RFX) analysis. FFX analysis is used for reporting case studies and RFX is used to make inferences about the population from which subjects are drawn. In neuroimaging, RFX is implemented using the computationally efficient summary-statistic approach. We have shown that this is mathematically equivalent to the more computationally demanding maximum likelihood procedure. For unbalanced designs, however, the maximum-likelihood estimate of the population effect and its variance both change and the summary-statistic approach is no longer equivalent.
For more advanced treatments of random effects analysis 3 see eg. [8] . These allow, for example, for subject-specific within-subject variances, unbalances designs and for Bayesian inference [1] . For a recent application of these ideas in neuroimaging see [4] .
A general point to note, especially for fMRI, is that because the betweensubject variance is larger than the within-subject variance your scanning time is best used to scan more subjects rather than to scan individual subjects for longer. In practice, this must be traded off against the time required to recruit and train subjects [7] . 
