Abstract. The reliable segmentation of retinal vasculature can provide the means to diagnose and monitor the progression of a variety of diseases affecting the blood vessel network, including diabetes and hypertension. We leverage the power of convolutional neural networks to devise a reliable and fully automated method that can accurately detect, segment, and analyze retinal vessels. In particular, we propose a novel, fully convolutional deep neural network with an encoder-decoder architecture that employs dilated spatial pyramid pooling with multiple dilation rates to recover the lost content in the encoder and add multiscale contextual information to the decoder. We also propose a simple yet effective way of quantifying and tracking the widths of retinal vessels through direct use of the segmentation predictions. Unlike previous deep-learning-based approaches to retinal vessel segmentation that mainly rely on patch-wise analysis, our proposed method leverages a whole-image approach during training and inference, resulting in more efficient training and faster inference through the access of global content in the image. We have tested our method on two publicly available datasets, and our state-ofthe-art results on both the DRIVE and CHASE-DB1 datasets attest to the effectiveness of our approach.
Introduction
The retina and its vasculature are directly visible due to the optically clear media of the human eye. As the only part of the central nervous system that can be rapidly and non-invasively imaged with a variety of modalities in the out-patient setting, the retina provides a window into the human body, thus offering the opportunity to assess changes associated with systemic diseases such as hypertension, diabetes, and neurodegenerative disorders. The sequelae of these conditions, specifically stroke, heart disease, and dementia represent major causes of morbidity and mortality in the developed world. To date, all classification schemes for retinal vascular changes in these conditions, particularly in the early stages of disease, have been based on qualitative changes based on human assessment. We and others hypothesize that biomarkers of seriously adverse health events exist in the quantitative assessment of retinal vasculature changes associated with early, even asymptomatic, diabetes, hypertension, or neurodegenerations. Specifically, high blood pressure, for example, causes structural changes in the macro-and micro-vasculature of vital organs throughout the body, including the brain, heart, and kidney. The retinal vasculature is similarly impacted but has the advantage of accessibility to multimodal imaging, providing the opportunity to quantitatively assess prognosis, risk, and response to treatment. Narrowing of retinal vessels has been described as an early, classic sign of hypertension. However, this early sign is difficult to use in everyday clinical practice, which usually includes only non-quantitative, subjective visual assessment of the retina by examination, photograph, or even angiography. An automated, quantitative, reliable, reproducible tool that measures changes in the retinal vasculature in response to disease and intervention might augment and disrupt current evaluation and treatment paradigms by allowing physicians to detect disease, predict outcomes, and assess interventions much earlier in the course of disease, thereby opening the potential for improved outcomes in major unmet public health needs.
A critical step in tracking important structural changes of the retinal vasculature is segmentation of the retinal vessels, as it enables locating the veins and arteries and extracting relevant information such as a profile of the width changes of the vessels. Since the manual segmentation of vessels by clinicians is a notoriously laborious and error-prone process, it is important to establish fully automated and reliable segmentation methods that can be leveraged for extracting the aforementioned information with minimal supervision.
Since the advent of deep learning, Convolutional Neural Networks (CNNs) have become popular due to their powerful, nonlinear feature extraction capabilities in many computer vision related applications [5, 7, 14, 16, 2] . Several researchers have applied CNNs to the task of retinal vessel segmentation in fundus images. However, most are patch-wise methods that ignore the global context in the image and are usually inefficient during inference. Melinščak et al. [11] employed a simple 10-layer CNN architecture based on a patch-wise technique, but their results suffer from low sensitivity in comparison to other techniques. Fu et al. [4] treated the problem of segmentation as a boundary detection problem and combined a CNN with a conditional random field to address the segmentation of retinal vessels, but their method is slower than whole-image CNNs and is outperformed by a number of other proposed methods in different metrics. Zhuang [17] proposed an architecture based on U-Net [13] , which utilizes multiple-path networks that leverages a path-wise formulation in segmenting retinal vessels.
In the present paper, we exploit the power of CNNs to create a reliable, fully automated, method that can accurately detect and segment retinal vessels, and we devise an algorithm for the automatic quantification of widths in retinal vessels directly from the segmentation masks, which can be employed toward the creation the aforementioned biomarkers. In particular, we introduce an encoder-decoder CNN architecture that leverages a new dilated spatial pyramid pooling with multiple dilation rates, which preserves resolution yet adds multiscale information to the decoder. Figure 1 shows an input fundus image with its corresponding ground-truth and the vascular segmentation output by our network.
Method

Vessel Segmentation
We propose a fully convolutional encoder-decoder architecture, as depicted in Figure 2 , which leverages dilated residual blocks along with deep supervision at multiple scales for effectively learning the multiresolution details of retinal vessels. Each convolutional layer with kernel W is followed by a rectified linear unit (ReLU) Re(X) = max(0, X) and a batch normalization BN γ,β (X) with parameters γ, β that are learned during training. Consequently, every location i in the output of a convolutional layer followed by ReLU and batch normalization can be represented as
where r is the dilation rate. We employ both standard and dilated convolutional layers for which the value of r in the former is 1 and in the latter depends on where it is used. In this work, we utilize dilated residual blocks that consist of two consecutive dilated convolutional layers whose outputs are fused with the input. Our encoder-decoder architecture spans four different resolutions. In the encoder, each path consist of 2 consecutive 3 × 3 convolutional layers, followed by a dilated residual unit with a dilation rate of 2. Before being fed into the dilated residual unit, the output of these convolutional layers are added with the output feature maps of another 2 consecutive 3 × 3 convolutional layers that learn additional multiscale information from the re-sized input image in that resolution. At the third stage of our architecture, we utilize a series of 3 consecutive dilated residual blocks with dilation rates of 1, 2, and 4, respectively. Finally, we incorporate a dilated spatial pyramid pooling layer with 4 different dilation rates of 1, 6, 12 and 18 in order to recover the content lost in the learned feature maps during the encoding process.
Subsequently, the decoder in our architecture receives the learned multiscale contextual information of the dilated spatial pyramid pooling layer and is connected to the dilated residual units at each resolution via skip connections. In each path of the decoder, the image is up-sampled and 2 consecutive 3 × 3 convolutional layers are used before proceeding to the next resolution. Moreover, each scale branches to an additional convolutional layer whose output is resized to the original input image size and is followed by another convolutional layer with sigmoid activation function.
These multiscale prediction maps contribute to the final loss layer. We utilize a soft Srensen-Dice loss function as our basis and aggregate throughout each of the four resolutions:
where N , P n,m , and G n denote the total number of pixels, the label prediction of pixel n in scale m, and the ground truth label of pixel n, respectively, is a smoothing constant, and λ is the weight decay regularization hyper-parameter. 
Vessel Width Estimation
We propose a simple, yet effective method for the automatic estimation of vessel width profiles by leveraging the segmentation masks obtained by our CNN. Similar to [15] , we first obtain the skeleton of the image by successively identifying the borderline pixels and removing the corresponding pixels that maintain the connectivity of the vessels. This operation approximates the center line of the vessel and represents its topology. We then calculate the distance of each pixel to the derived center-lines by applying an Euclidean distance transform to the generated feature map. Finally, we extract the contour of the original segmentation mask and overlay the generated distance transform onto this map to create the final width map of the retinal vessels. Needless to say, our formulation is only valid in areas where these vessels exist, otherwise the width value is set to zero. Figure 3 illustrates our width estimation algorithm in more detail. Unlike competing methods, our method does not rely on hand-crafted geometric equations nor on user interaction.
Experiments
Implementation Details
We have implemented our CNN in TensorFlow [1] . All the input images are converted to gray-scale, transformed by contrast-limited adaptive histogram equalization, resized to a predefined size of 512×512, and intensity normalized between 0 and 1. Our model is trained, with a batch size of 2, on an Nvidia Titan XP GPU and an Intel Core i7-7700K CPU @ 4.20GHz. We use the Adam optimization algorithm with an initial learning rate of 0.001 and exponentially decay its rate. The smoothing constant in the loss function and the weight decay hyperparameter are set to 10 −5 and 0.0008, respectively. Since the number of images is limited, we perform common data augmentation techniques such as rotating, flipping horizontally and vertically, and transposing the image.
Datasets
We have tested our model on two publicly available retinal vessel segmentation datasets-DRIVE and CHASE-DB1. The DRIVE dataset consists of 40 twodimensional RGB images with each image having a resolution of 565×584 pixels, divided into a training set and test set, each comprising 20 images. The CHASE-DB1 dataset includes 28 images, collected from both eyes of 14 children. Each image has a resolution of 999 × 960 pixels. We divided the CHASE-DB1 dataset into a training set of 20 images and a testing set of 8 images.
Results
We used the following metrics to measure the performance of our model: With TP, TN, FP, FN denoting true positive, true negative, false positive, and false negative, respectively, the sensitivity and specificity are given as
the accuracy and precision as
and the recall as Fig. 4 : Evaluation of our model's performance on the DRIVE and CHASE-DB1 datasets.
The score
is the same as the Dice coefficient. Table 1 compares to competing methods the performance of our model on the DRIVE and CHASE-DB1 datasets. On the DRIVE dataset, our model exceeds the state-of-the-art performance on the F1 score and sensitivity while being very competitive to [6] in specificity and accuracy. Figure 4 presents the precisionrecall curve as well as the box and whisker plot of our model's performance on the DRIVE dataset. The F1 scores are between 0.80 to 0.84 with no outliers falling outside the interquartile range.
In addition, for the CHASE-DB1 dataset our model exceeds the state-ofthe-art performance for all metrics except specificity, for which [12] performs slightly better. The F1 scores are between 0.78 to 0.82. The precision-recall curve in Figure 4 demonstrates a similar performance on both th DRIVE and CHASE-DB1 datasets with a marginal lead for the latter dataset.
For 4 images from the DRIVE dataset and 2 images from the CHASE-DB1 dataset, Figure 5 demonstrates the final segmentation of our model compared to the masks that were manually created by clinicians as well as the generated width profiles. Clearly, our model successfully captures the intricate arteries and veins without the presence of any additional false positives as are present in the outputs of the competing methods.
Discussion
Our substantially improved state-of-the-art results on two publicly available datasets, DRIVE and CHASE-DB1, confirm the effectiveness of our model. Unlike the competing patch-wise approaches, our method operates on the entire image. This has proven to be beneficial as our model is significantly faster than the patch-wise approaches that must slide moving windows of multiple sizes over the image. Additionally, our model produces more natural and continuous segmentation masks and is able to capture finer details because it benefits from a dilated spatial pyramid pooling layer that recovers the content lost during encoding by leveraging different dilation rates and aggregating the multiscale feature maps into the decoder. Furthermore, introducing the input image at multiple scales throughout our architecture and introducing supervision at each of these scales helps our model to effectively aggregate the outputs of different stages. Our technique for estimating the width profiles of retinal vessels by leveraging the generated segmentation masks has also proven to be effective. Its accuracy promises to help in quantifying new relevant biomarkers that correlate with the narrowing and structural changes of vessels.
Conclusion
We have presented a novel, fully automated method for retinal vessel segmentation and width estimation. Our deep CNN employs spatial dilated pyramid pooling and introduces the input image at multiple scales with supervision to segment retinal vessels in order to capture the smallest structural details. Our method was tested on two publicly available datasets. It has achieved better than state-of-the-art results in sensitivity and accuracy while being comparable in F1 score on the DRIVE dataset. It also achieves competitive results on the CHASE-DB1 dataset. In addition, we have introduced a method that employs the vessel segmentation maps to estimate the width profiles of retinal vessels. Such information may be very helpful to clinicians as they explore novel biomarkers and in the quantitative assessment of retinal vasculature changes associated with diseases such as diabetes and hypertension.
