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PREFACE
This book is addressed to those readers who have been through Rotman† (or its equiv-
alent), possess a wellthumbed copy of Spanier‡, and have a good background in algebra
and general topology.
Granted these prerequisites, my intention is to provide at the core a state of the art
treatment of the homotopical foundations of algebraic topology. The depth of coverage is
substantial and I have made a point to include material which is ordinarily not included,
for instance, an account of algebraic K−theory in the sense of Waldhausen. There is also
a systematic treatment of ANR theory (but, reluctantly, the connections with modern
geometric topology have been omitted). However, truly advanced topics are not consid-
ered (e.g., equivariant stable homotopy theory, surgery, infinite dimensional topology, etale
K−theory, . . .). Still, one should not get the impression that what remains is easy: There
are numerous difficult technical results that have to be brought to heel.
Instead of laying out a synopsis of each chapter, here is a sample of some of what is
taken up.
(1) Nilpotency and its role in homotopy theory.
(2) Bousfield’s theory of the localization of spaces and spectra.
(3) Homotopy limits and colimits and their applications.
(4) The James construction, symmetric products, and the Dold−Thom theorem.
(5) Brown and Adams representability in the setting of triangulated categories.
(6) Operads and the May−Thomason theorem on the uniqueness of infinite
loop space machines.
(7) The plus construction and theorems A and B of Quillen.
(8) Hopkins’ global picture of stable homotopy theory.
(9) Model categories, cofibration categories, and Waldhausen categories.
(10) The Dugundji extension theorem and its consequences.
A book of this type is not meant to be read linearly. For example, a reader wishing
to study stable homotopy theory could start by perusing §12 and §15 and then proceed
to §16 and §17 or a reader who wants to learn the theory of dimension could immediately
turn to §19 and §20. One could also base a second year course in algebraic topology on
§3− §11. Many other combinations are possible.
Structurally, each § has its own set of references (both books and articles). No attempt
†An Introduction to Algebraic Topology, Springer Verlag (1988).
‡Algebraic Topology, Springer Verlag (1989).
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has been made to append remarks of a historical nature but for this, the reader can do no
better than turn to Dieudonne´†. Finally, numerous exercises and problems (in the form of
“examples” and “facts”) are scattered throughout the text, most with partial or complete
solutions.
†A History of Algebraic and Differential Topology 1900-1960, Birkha¨user (1989); see also, Adams, Proc.
Sympos. Pure Math. 22 (1971), 1-22 and Whitehead, Bull. Amer. Math. Soc. 8 (1963), 1-29.
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PREFACE (bis)
This project which started almost thirty years ago has for various reasons remained
dormant now for almost twenty-five years. At the time that this book was finished, it was
very much up to date but, of course, since then there have been a number of developments
which are not included. Still, there is a lot of material to be covered and the numerous
detailed examples are a feature which sets it apart from other accounts.
N.B. As regards model category theory, the author has written a greatly expanded
exposition, Categorical Homotopy Theory, which does include more recent material and
can be found at https://sites.math.washington.edu/~warner/CHT_Warner.pdf.
ACKNOWLEDEMENT David Clark undertook the heroic task of converting the orig-
inal manuscript, which was formatted in a now obsolete “language”, to AMS-TeX.
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NOTATION
(1) N, the positive integers;
Z, the integers;
Q, the rational numbers;
P, the irrational numbers;
R, the real numbers;
C, the complex numbers;
H, the quaternions;
Π, the prime numbers.
(2) Rn = R× · · · × R (n factors);
Dn = {x ∈ Rn : ‖x‖ ≤ 1};
Bn = {x ∈ Rn : ‖x‖ < 1};
Sn−1 = {x ∈ Rn : ‖x‖ = 1};
Tn = S1 × · · · × S1 (n factors).
(3) ∆n = {x ∈ Rn+1 :
∑
i
xi = 1 & ∀ i, xi ≥ 0};
◦
∆n = {x ∈ Rn+1 :
∑
i
xi = 1 & ∀ i, xi > 0};
∆˙n = {x ∈ Rn+1 :
∑
i
xi = 1 ∀ i, xi = 0};
(4) ω = first infinite ordinal; Ω = first uncountable ordinal.
(5) cl = closure, fr = frontier, wt = weight, int = interior, osc = oscillation.
(6) Given a set S, χS is the characteristic function of S and #(S) is the
cardinality of S.
(7) Given a topological space X, C(X) is the set of real valued continuous
functions on X and BC(X) is the set of real valued bounded continuous functions
on X.
(8) Given a topological space X, X∞ is the one point compactification of X.
(9) Given a completely regular Hausdorff space X, βX is the Stone-Cech
compactification of X.
(10) Given a completely regular Hausdorff space X, νX is the R-compactification
of X.
9
.10
§0. CATEGORIES AND FUNCTORS
In addition to establishing notation and fixing terminology, background material from
the theory relevant to the work as a whole is collected below and will be referred to as the
need arises.
Given a category C, denote by ObC its class of objects and by Mor C its class of
morphisms. If X,Y ∈ ObC is an ordered pair of objects, then Mor(X,Y ) is the set of
morphisms (or arrows) from X to Y . An element f ∈ Mor(X,Y ) is said to have domain X
and codomain Y . One writes f : X → Y or X
f
→ Y . Functors preserve the arrows, while
cofunctors reverse the arrows, i.e. a cofunctor is a functor on COP, the category opposite
to C.
Here is a list of frequently occurring categories.
(1) SET, the category of sets and SET∗, the category of pointed sets. If X, Y
∈ ObSET, then Mor(X,Y ) = F (X,Y ), functions from X to Y , and if (X,x0), (Y, y0)
∈ ObSET∗, then Mor((X,x0), (Y, y0)) = F (X,x0;Y, y0), the base point preserving func-
tions from X to Y .
(2) TOP, the category of topological spaces, and TOP∗, the category of pointed
topological spaces. If X, Y ∈ ObTOP, then Mor(X,Y ) = C(X,Y ), the continuous
functions from X to Y , and if (X,x0), (Y, y0) ∈ ObTOP∗, then Mor((X,x0), (Y, y0)) =
C(X,x0;Y, y0), the base point preserving continuous functions from X to Y .
(3) SET2, the category of pairs of sets, and SET2∗, the category of pointed
pairs of sets. If (X,A) (Y,B) ∈ ObSET2, then Mor((X,A), (Y,B)) = F (X,A;Y,B),
the functions from X to Y that take A to B, and if (X,A, x0) (Y,B, y0) ∈ ObSET
2
∗, then
Mor((X,A, x0), (Y,B, y0)) = F (X,A, x0;Y,B, y0), the base point preserving functions from
X to Y that take A to B.
(4) TOP2, the category of pairs of topological spaces, and TOP2∗, the category of
pointed pairs of topological spaces. If (X,A) (Y,B) ∈ ObTOP2, then Mor((X,A), (Y,B)) =
C(X,A;Y,B), the continuous functions from X to Y that take A to B, and if (X,A, x0)
(Y,B, y0) ∈ ObTOP
2
∗, then Mor((X,A, x0), (Y,B, y0)) = C(X,A, x0;Y,B, y0), the base
point preserving continuous functions from X to Y that take A to B.
(5) HTOP, the homotopy category of topological spaces, and HTOP∗, the ho-
motopy category of pointed topological spaces. If X, Y ∈ ObHTOP, then Mor(X,Y ) =
[X,Y ], the homotopy classes in C(X,Y ) and if (X,x0), (Y, y0) ∈ ObHTOP∗, then
Mor((X,x0), (Y, y0)) = [(X,x0), (Y, y0)], the homotopy classes in C(X,x0;Y, y0).
(6) HTOP2, the homotopy category of pairs of topological spaces, and HTOP2∗,
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the homotopy category of pointed pairs of topological spaces. If (X,A), (Y,B) ∈ ObHTOP2
then Mor((X,A), (Y,B)) = [X,A;Y,B], the homotopy classes in C(X,A;Y,B) and if
(X,A, x0), (Y,B, y0) ∈ ObHTOP
2
∗, then Mor((X,A, x0), (Y,B, y0)) = [X,A, x0;Y,B, y0],
the homotopy classes in C(X,A, x0;Y,B, y0).
(7) HAUS, the full subcategory of TOP whose objects are the Hausdorff spaces
and CPTHAUS, the full subcategory of HAUS whose objects are the compact spaces.
(8) ΠX, the fundamental groupoid of a topological space X.
(9) GR, AB, RG (A-MOD) or (MOD-A), the category of groups, abelian
groups, rings with unit (left or right A-modules, A ∈ ObRG).
(10) 0, the category with no objects and no arrows. 1, the category with one
object and one arrow. 2, the category with two objects and one arrow not the identity.
A category is said to be discrete if all its isomorphisms are identities. Every class is
the class of objects of a discrete category.
[Note: A category is small if its class of objects is a set; otherwise it is large. A
category is finite (countable) if its class of morphisms is a finte (countable) set.]
In this book, the foundation for category theory is the “one universe” approach taken by Herrlich-
Strecker and Osborne referenced at the end of the §). The key words are “set”, “class”, and “conglomerate”.
Thus the issue is not only one of size but also membership (every set is a class and every class is a
conglomerate). Example: {ObSET} is a conglomerate, not a class (the members of a class are sets).
[Note: A functor F : C→ D is a function from MorC to MorD that preserves identities and respects
composition. In particular: F is a class, hence {F} is a conglomerate.]
A metacategory is defined in the same way as a category except that the objects and the morphisms
are allowed to be conglomerates and the requirement that a conglomerate of morphisms between two objects
be a set is dropped. While there are exceptions, most categorical concepts have metacategorical analogs or
interpretations. Example: The “category of categories” is a metacategory.
[Note: Every category is a metacategory. On the other hand it can happen that a metacategory is
isomorphic to a category but is not itself a category. Still, the convention is to overlook this technical nicety
and treat such a metacategory as a category.]
Given categories A , B , C and functors
 T : A→ CS : B→ C , the comma category |T, S|
is the category whose objects are triples (X, f, Y ) :
 X ∈ ObAY ∈ ObB &f ∈ Mor(TX,SY )
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and whose morphisms (X, f, Y ) → (X ′, f ′, Y ′) are the pairs (φ,ψ) :
 φ ∈ Mor(X,X ′)ψ ∈Mor(Y, Y ′)
for which the square
TX SY
TX ′ SY ′
Tφ
f
Sψ
f ′
commutes. Composition is define component-
wise and the identity attached to (X, f, Y ) is (idX , idY ).
(A\C) Let A ∈ ObC and write KA for the constant functor 1→ C with value A
−then A\C ≡ |KAidC| is the category of objects under A .
(C/B) Let B ∈ ObC and write KB for the constant functor 1 → C with value
B −then C/B ≡ |idC;KB | is the category of objects over B .
Putting together A\C & C/B leads to the category of objects under A and over B:
A\C/B. The notation is incomplete since it fails to reflect the choice of the structural
morphism A → B. Examples: (1) ∅\TOP/∗ = TOP; (2) ∗\TOP/∗ = TOP∗; (3)
A\TOP/∗ = A\TOP ; (4) ∅\TOP/B = TOP/B; (5) B\TOP/B = TOP(B), the
“exspaces” of James (with structural morphism idB).
The arrow category C(→) of C is the comma category |idC, idC|. Examples: (1)
TOP2 is a subcategory of TOP(→); (2) TOP2∗ is a subcategory of TOP∗(→).
[Note: There are obvious notions of homotopy in TOP(→) or TOP∗(→), from which
HTOP(→) or HTOP∗(→).]
The comma category |KA,KB | is Mor(A,B) viewed as a discrete category.
A morphism f : X → Y in a category C is said to be an isomorphism if there exists a
morphism g : Y → X such that g ◦ f = idX and f ◦ g = idY . If g exists, then g is unique.
It is called the inverse inverse of f and is denoted f−1. Objects X, Y ∈ ObC are said
to be isomorphic , written X ≈ Y is there is an isomorphism f : X → Y . The relation
“isomorphic to” is an equivalence relation on ObC.
The isomorphisms in SET are the bijective maps, in TOP the homeomorphisms, in HTOP the
homotopy equivalences. The isomorphisms in any full subcategory of TOP are the homeomorphisms.
Let
 F : C→ DG : C→ D be functors −then a natural transormation Ξ from F to G is
a function that assigns to each X ∈ ObC and element ΞX ∈ Mor(FX,GX) such that
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for every f ∈ Mor(X,Y ) the square
FX GX
FY GY
Ff
ΞX
Gf
ΞY
commutes, Ξ being termed a
natural isomorphism if all the ΞX are isomorphisms, in which case F and G are said to be
naturally isomorphic written F ≈ G.
Given categories
 CD , the functor category [C,D] is the metacategory whose ob-
jects are the functors F : C → D and whose morphisms are the natural transformations
Nat(F,G) from F to G. In general [C,D] need not be isomorphic to a category, although
this will be true if C is small.
[Note: The isomorphisms in [C,D] are the natural isomorphisms.]
Given categories
 CD and functors
 K : A→ CL : D→ B , there are functors [K,D] : [C,D]→ [A,D][C, L] : [C,D]→ [C,B] defined by
 precompostionpostcompostion . If Ξ ∈ Mor([C,D]), then
we shall write
 ΞKLΞ in place of
 [K,D]Ξ[C, L]Ξ , so L(ΞK) = (LΞ)K.
There is a simple calculus that governs these operations: Ξ(K ◦K
′) = (ΞK)K′
(Ξ′ ◦ Ξ)K = (Ξ′K) ◦ (ΞK)
and
 (L
′ ◦ L)Ξ = L′(LΞ)
L(Ξ′ ◦ Ξ) = (LΞ′) ◦ (LΞ)
.
A functor F : C→ D is said to be faithful (full) if for any ordered pair X, Y ∈ ObC,
the map Mor(X,Y ) → Mor(FX,FY ) is injective (surjective). If F is full and faithful,
then F is conservative , i.e., f is an isomorphism iff Ff is and isomorphism.
A category C is said to be concrete if there exists a faithful functor U : C→ SET. Example: TOP
is concrete but HTOP is not.
[Note: A category is concrete iff it is isomorphic to a subcategory of SET.]
Associated with any object X in a category C is the functor Mor(X,−) ∈ Ob[C,SET]
and the cofunctor Mor(−,X) ∈ Ob[COP,SET]. If F ∈ Ob[C,SET] is a functor or if
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F ∈ Ob[COP,SET] is a cofunctor, then the Yoneda lemma establishes a bijection ιX be-
tween Nat(Mor(X,−), F ) or Nat(Mor(−,X), F ) and FX, viz. ιX(Ξ) = ΞX(idX). There-
fore the assignments
 X → Mor(X,−)X → Mor(−,X) lead to functors
 C
OP → [C,SET]
C→ [COP,SET]
that
are full, faithful, and injective on objects, the Yoneda embeddings . One says that F is
representable by X if F is naturally isomorphic to Mor(X,−) or Mor(−,X). Representing
objects are isomorphic.
The forgetful functors TOP → SET, GR → SET, RG → SET are representable. The power set
cofunctor SET→ SET is representable.
A functor F : C→ D is said to be an isomorphism if there exists a functor G : D→ C
such that G ◦F = idC and F ◦G = idD. A functor is an isomorphism iff it is full, faithful,
and bijective on objects. Categories C and D are said to be isomorphic provided there is
an isomorphism F : C→ D.
[Note: An isomorphism between categories is the same as an isomorphism in the
“category of categories”.]
A full subcategory of TOP whose objects are the A spaces is isomorphic to the category of ordered
sets and order preserving maps (reflexive + transitive = order).
[Note: An A space is a topological space X in which the intersection of every collection of open sets
is open. Each x ∈ X is contained in a minimal open set Ux and the relation x ≤ y iff x ∈ Uy is an order on
X. On the other hand, if ≤ is an order on a set X, then X becomes an A space by taking as a basis the
sets Ux = {y : y ≤ x} (x ∈ X).]
A functor F : C→ D is said to be an equivalence if there exists a functor G : D→ C
such that G ◦ F ≈ idC and F ◦G ≈ idD. A functor is an equivalence iff it is full, faithful,
and has a representative image i.e., for any Y ∈ ObD there exists an X ∈ ObC such that
FX is isomorphic to Y . Categories C and D are said to be equivalent provided there is
an equivalence F : C → D. The object isomorphism types of equivalent categories are in
a one-to-one correspondence.
[Note: If F and G are injective on objects, then C and D are isomorphic (categorical
“Schroeder-Bernstein”).]
The functor from the category of metric spaces and continuous functions to the category of metriz-
able spaces and continuous functions which assigns to a pair (X, d) the pair (X, τd), τd the topology on X
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determined by d, is an equivalence but not an isomorphism.
[Note: The category of metric spaces and continuous functions is not a subcategory of TOP.]
A category is skeletal if isomorphic objects are equal. Given a category C, a skeleton
of C is a full, skeletal subcategory C for which C→ C had a representative image (hence
is an equivalence). Every category has a skeleton and any two skeletons of a category are
isomorphic. A category is skeletally small is it has a small skeleton.
The full subcategory of SET whose objects are the cardinal numbers is a skeleton of SET.
A morphism f : X → Y in a category C is said to be a monomorphism if it is left
cancellable with respect to composition, i.e., for any pair of morphisms u, v : Z → X such
that f ◦ u = f ◦ v, there follows u = v.
A morphism f : X → Y in a category C is said to be a epimorphism if it is right
cancellable with respect to composition, i.e., for any pair of morphisms u, v : Y → Z such
that u ◦ f = v ◦ f , there follows u = v.
A morphism is said to be a bimorphism if it is both a monomorphism and an epimor-
phism. Every isomorphism is a bimorphism. A category is said to be balanced if every
bimorphism is an isomorphism. The categories SET, GR, and AB are balanced but the
category TOP is not.
In SET, GR, and AB, a morphism is a monomorphism (epimorphism) iff it is injective (surjective).
In any full subcategory of TOP∗, a morphism is a monomorphism iff it is injective. In the full subcategory
of TOP∗ whose objects are the connected spaces, there are monomorphism that are not injective on the
underlying sets (covering projections in this category are monomorphisms). In TOP, a morphism is an
epimorphism iff it is surjective but in HAUS, a morphism is an epimorphism iff it has a dense range. The
homotopy class of a monomorphism (epimorphism) in TOP need not be a monomorphism (epimorphism)
in HTOP.
Given a category C and an object X in C, let M(X) be the class of all pairs (Y, f),
where f : X → Y is a monomorphism. Two elements (Y, f) and (Z, g) of M(X) are
deemed equivalent if there exists an isomorphism φ : Y → Z such that f = g ◦ φ. A
representative class of monomorphisms in M(X) is a subclass of M(X) that is a system
of representatives for this equivalence relation. C is said to be wellpowered provided that
each of its objects has a representative class of monomorphisms which is a set.
Given a category C and an object X in C, let E(X) be the class of all pairs (Y, f),
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where f : X → Y is an epimorphism. Two elements (Y, f) and (Z, g) of E(X) are deemed
equivalent if there exists an isomorphism φ : Y → Z such that g = φ ◦ f . A representative
class of epimorphisms in E(X) is a subclass of E(X) that is a system of representatives for
this equivalence relation. C is said to be cowellpowered provided that each of its objects
has a representative class of epimorphisms which is a set.
SET, GR, AB, TOP (or HAUS) are wellpowered and cowellpowered. The category of ordinal
numbers is wellpowered but not cowellpowered.
A monomorphism f : X → Y in a category C is said to be extremal provided that in
any factorization f = h ◦ g, if g is an epimorphism, then g is an isomorphism.
An epimorphism f : X → Y in a category C is said to be extremal provided that in
any factorization f = h ◦ g, if h is an monomorphism, then h is an isomorphism.
In a balanced category, ever monomorphism (epimorphism) is extremal. In any cat-
egory, a morphism is an isomorphism iff it is both a monomorphism and an extremal
epimorphism iff it is both an extremal monomorphism and an epimorphism.
In TOP, a monomorphism is extremal iff it is an embedding but in HAUS, a monomorphism is
extremal iff it is a closed embedding. In TOP or HAUS, an epimorphism is extremal iff it is a quotient
map.
A source in a category C is a collection of morphisms fi : X → Xi indexed by a set I
and having a common domain. An n-source is a source for which #(I) = n.
A sink in a category C is a collection of morphisms fi : Xi → X indexed by a set I
and having a common codomain. An n-sink is a sink for which #(I) = n.
A diagram in a category C is a functor ∆ : I → C, where I is a small category, the
indexing category. To facilitate the introduction of sources and sinks associated with ∆,
we shall write ∆i for the image in ObC of i ∈ ObI.
(lim) Let ∆ : I → C be a diagram −then a source {fi : X → ∆i} is said to be
natural if for each δ ∈ Mor I, say i
δ
→ j, ∆δ ◦ fi = fj. A limit of ∆ is a natural soure
{ℓi : L→ ∆i} with the property that if {fi : X → ∆i} is a natural soure, then there exists
a unique morphism φ : X → L such that fi = ℓi ◦ φ for all i ∈ ObI. Limits are essentially
unique. Notation: L = limI∆ (or lim∆).
(colim) Let ∆ : I → C be a diagram −then a a sink {fi : ∆i → X} is said to
be natural if for each δ ∈ MorI, say i
δ
→ j, fi = fj ◦∆δ. A colimit of ∆ is a natural sink
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{ℓi : ∆i → L} with the property that if {fi : ∆i → X} is a natural sink, then there exists a
unique morphism φ : L→ X such that fi = φ ◦ ℓi for all i ∈ ObI. Colimits are essentially
unique. Notation: L = colimI∆ (or colim∆).
There are a number of basic constructions that can be viewed as a limit or a colimit
of a suitable diagram.
Let I be a set; let I be the discrete category with ObI = I. Given a collection
{Xi : i ∈ I} of objects in C, define a diagram ∆ : I→ C by ∆i = Xi (i ∈ I).
(Products) A limit {ℓi : L → ∆i} of ∆ is said to be a product of the Xi.
Notation: L =
∏
i
Xi (or X
I if Xi = X for all i), ℓi = pri, the projection from
∏
i
Xi
to Xi. Briefly put: Products are limits of diagrams with discrete indexing categories. In
particular, the limit of a diagram having 0 for its indexing category is a final object in C.
[Note: An object X is a category C is said to be final if for each object Y there is
exactly one morphism from Y to X.]
(Coproducts) A colimit {ℓi : ∆i → L} of ∆ is said to be a coproduct of the
Xi. Notation: L =
∐
i
Xi (or X · I if Xi = X for all i), ℓi = ini, the injection from Xi to∐
i
Xi. Briefly put: Coproducts are colimits of diagrams with discrete indexing categories.
In particular, the colimit of a diagram having 0 for its indexing category is an initial object
in C.
[Note: An object X is a category C is said to be initial if for each object Y there is
exactly one morphism from X to Y .]
In the full subcategory of TOP whose objects are the locally connected spaces, the product is the
product in SET equipped with the coarsest locally connected topology that is finer than the product topol-
ogy. In the full subcategory of TOP whose objects are the compact Hausdorff spaces, the coproduct is the
Stone-C˘ech compactification of the coproduct in TOP.
Let I be the category 1 •
a
⇒
b
• 2. Given a pair of morphisms u, v : X → Y in C, define
a diagram ∆ : I→ C by
 ∆1 = X∆2 = Y &
 ∆a = u∆b = v .
(Equalizers) An equalizer in a category C of a pair of morphisms u, v : X → Y
is a morphism f : Z → X with u ◦ f = v ◦ f such that for any morphism f ′ : Z ′ → X
with u ◦ f ′ = v ◦ f ′ there exists a unique morphism φ : Z ′ → Z such that f ′ = f ◦ φ.
The 2-source X
f
←− Z
u◦f
−→ Y is a limit of ∆ iff Z
f
→ X is an equalizer of u, v : X → Y .
Notation: Z = eq(u, v).
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[Note: Every equalizer is a monomorphism. A monomorphism is regular if it is an
equalizer. A regular monomorphism is extremal. In SET, GR, AB, TOP, (or HAUS),
an extremal monomorphism is regular.]
(Coequalizers) A coequalizer in a category C of a pair of morphisms u, v : X → Y
is a morphism f : Y → Z with f ◦ u = f ◦ v such that for any morphism f ′ : Y → Z ′ with
f ′ ◦ u = f ′ ◦ v there exists a unique morphism φ : Z → Z ′ such that f ′ = φ ◦ f . The 2-sink
Y
f
−→ Z
f◦u
←− X is a colimit of ∆ iff Y
f
→ Z is a coequalizer of u, v : X → Y . Notation:
Z = coeq(u, v).
[Note: Every coequalizer is a epimorphism. A epimorphism is regular if it is an co-
equalizer. A regular epimorphism is extremal. In SET, GR, AB, TOP, (or HAUS), an
extremal epimorphism is regular.]
There are two aspects to the notion of equalizer and coequalizer, namely: (1) Existence of f and (2)
Uniqueness of φ. Given (1), (2) is equivalent to requiring that f be a monomorphism or an epimorphism. If
(1) is retained and (2) is abandoned, then the terminology is weak equalizer or weak coequalizer . For ex-
ample,HTOP∗ has neither equalizers nor coequalizers but does have weak equalizers and weak coequalizers.
Let I be the category 1•
a
→ •
3
b
← 2. Given morphisms
 f : X → Zg : Y → Z in C, define a
diagram ∆ : I→ C by

∆1 = X
∆2 = Y
∆3 = Z
&
 ∆a = f∆b = g .
(Pullbacks) Given a 2-sinkX
f
→ Z
g
← Y , a commutative diagram
P Y
X Z
ξ
η
g
f
is said to be a pullback square if for any 2-source X
ξ′
← P ′
η′
→ Y with f ◦ ξ′ = g ◦ η′ there
exists a unique morphism φ : P ′ → P such that ξ′ = ξ ◦ φ and η′ = η ◦ φ. The 2-source
X
ξ
← P
η
→ Y is called a pullback of the 2-sink X
f
→ Z
g
← Y . Notation: P = X ×Z Y .
Limits of ∆ are pullback squares and conversly.
Let I be the category 1•
a
← •
3
b
→ 2. Given morphisms
 f : Z → Xg : Z → Y in C, define a
diagram ∆ : I→ C by

∆1 = X
∆2 = Y
∆3 = Z
&
 ∆a = f∆b = g .
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(Pushouts) Given a 2-sourceX
f
← Z
g
→ Y , a commutative diagram
Z Y
X P
f
g
η
ξ
is said to be a pushout square if for any 2-sink X
ξ′
→ P ′
η′
← Y with ξ′ ◦f = η′ ◦g there exists
a unique morphism φ : P → P ′ such that ξ′ = φ◦ξ and η′ = φ◦η. The 2-sink X
ξ
→ P
η
← Y
is called a pushout of the 2-source X
f
← Z
g
→ Y . Notation: P = X ⊔
Z
Y . Colimits of ∆ are
pushout squares and conversly.
The result of dropping uniqueness in φ is weak pullback or weak pushout . Examples are the commu-
tative squares that define fibration and cofibration in TOP.
Let I be a small category, ∆ : IOP × I→ C a diagram.
(Ends) A source {fi : X → ∆i,i} is said to be dinatural if for each δ ∈ MorI,
say i
δ
→ j, ∆(id, δ) ◦ fi = ∆(δ, id) ◦ fj. An end of ∆ is a dinatural source {ei : E → ∆i,i}
with the property that if {fi : X → ∆i,i} is a dinatural source, then there exists a unique
morphism φ : X → E such that fi = ei ◦ φ for all i ∈ ObI. Every end is a limit (and every
limit is an end.) Notation: E =
∫
i
∆i,i (or
∫
I
∆).
(Coends) A sink {fi : ∆i,i → X} is said to be dinatural if for each δ ∈ MorI,
say i
δ
→ j, fi ◦∆(δ, id) = fj ◦∆(id, δ). A coend of ∆ is a dinatural sink {ei : ∆i,i → E}
with the property that if {fi : ∆i,i → X} is a dinatural sink, then there exists a unique
morphism φ : E → X such that fi = φ ◦ ei for all i ∈ ObI. Every coend is a colimit (and
every colimit is a coend.) Notation: E =
∫ i
∆i,i (or
∫ I
∆).
Let
 F : I→ CG : I→ C be functors −then the assignment (i, j)→ Mor(Fi,Gj) defines a diagram IOP ×
I→ SET and Nat(F,G) is the end
∫
i
Mor(Fi,Gj).
INTEGRAL YONEDA LEMMA Let I be a small category, C a complete and
cocomplete category −then for every F in [IOP,C],
∫ i
Mor(−, i) ·Fi ≈ F ≈
∫
i
FiMor(i,−).
Let I 6= 0 be a small category −then I is said to be filtered if
(F1) Given any pair of objects i, j in I, there exists an object k and morphisms i→ kj → k ;
(F2) Given any pair of morphisms a, b : i→ j in I, there exists an object k and
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a morphism c : j → k such that c ◦ a = c ◦ b.
Every nonempty directed set (I,≤) can be viewed as a filtered category I, where
Ob I = I and Mor(i, j) is a one element set when i ≤ j but empty otherwise.
Example: Let [N] be the filtered category associated with the directed set of nonnega-
tive integers. Given a category C, denote by FIL(C) the functor category [[N],C] −then an
object (X, f) in FIL(C) is a sequence {Xn, fn}, where Xn ∈ ObC & fn ∈ Mor(Xn,Xn+1),
and a morphism φ : (X, f)→ (Y,g) in FIL(C) is a sequence {φn}, where φn ∈ Mor(Xn, Yn)
& gn ◦ φn = φn+1 ◦ fn.
(Filtered Colimits) A filtered colimit in C is the colimit of a diagram ∆ : I→ C,
where I is filtered.
(Cofiltered Limits) A cofiltered limit in C is the limit of a diagram ∆ : I → C,
where I is cofiltered.
[Note: A small category I 6= 0 is said to be cofiltered provided that IOP is filtered.]
A Hausdorff space is compactly generated iff it is the filtered colimit in TOP of its compact subspaces.
Every compact Hausdorff space is the cofiltered limit in TOP of compact metrizable spaces.
Given a small category C, a path in C is a diagram σ of the form X0 → X1 ← · · · →
X2n−1 ← X2n (n ≥ 0). One says that σ begins at X0 and ends at X2n. The quotient of
ObC with respect to the equivalence relation obtained by declaring that X ′ ∼ X ′′ iff there
exists a path in C which begins at X ′ and ends at X ′′ is the set π0(C) of components of
C, C being called connected when the cardinality of π0(C) is one. The full subcategory of
C determined by a component is connected and is maximal with respect to this property.
If C has an initial object or a final object, then C is connected.
[Note: The concept of “path” makes sense in any category.]
Let I 6= 0 be a small category −then I is said to be pseudofiltered if
(PF1) Given any pair of morphisms
 a : i→ jb : i→ k in I, there exists an object ℓ and morphisms c : j → ℓd : k → ℓ such that c ◦ a = d ◦ b;
(PF2) Given any pair of morphisms a, b : i → j in I, there exists a moprhism c : j → k such
that c ◦ a = c ◦ b.
I is filtered iff I is connected and pseudofiltered. I is pseudofiltered iff its components are filtered.
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Given small categories
 IJ , a functor ∇ : J → I is said to be final provided that
for every i ∈ ObI, the comma category |Ki,∇| is nonempty and connected. If J is filtered
and ∇ : J→ I is final, the I is filtered.
[Note: A subcategory of a small category is final if the inclusion is a final functor.]
Let ∇ : J → I be final. Suppose that ∆ : I → C is a diagram for which colim∆ ◦ ∇
exists −then colim∆ exists and the arrow colim∆ ◦ ∇ → colim∆ is an isomorphism.
Corollary: If i is a final object in I, then colim∆ ≈ ∆i.
[Note: Analogous considerations apply to limits so long as “final” is replaced through-
out by “initial”.]
Let I be a filtered category −then there exists a directed set (J,≤) and a final functor ∇ : J→ I.
Limits commute with limits. In other words, if ∆ : I × J → C is a diagram, then
under obvious assumptions
lim
I
lim
J
∆ ≈ lim
I×J
∆ ≈ lim
J×I
∆ ≈ lim
J
lim
I
∆.
Likewise, colimits commute with colimits. In general, limits do not commute with
colimits. However, if ∆ : I × J → SET and if I is finite and J is filtered, then the arrow
colimJ limI∆→ limI colimJ∆ is a bijection, so that in SET filtered colimits commute with
finite limits.
[Note: In GR, AB, or RG filtered colimits commute with finite limits. But, e.g.,
filtered colimits commute do not commute with finite limits in SETOP.]
In AB (or any Grothendieck category), pseudofiltered colimits commute with finite limits.
A category C is said to be complete (cocomplete) if for each small category I, every
∆ ∈ Ob[I,C] has a limit (colimit). The following are equivalent.
(1) C is complete (cocomplete).
(2) C has products and equalizers (coproducts and coequalizers).
(3) C has products and pullbacks (coproducts and pushouts).
(4) C has a final object and multiple pullbacks (initial object and multiple
pushouts).
[Note: A source {ξi : P → Xi} (sink {ξi : Xi → P}) is said be be a multiple pullback
(multiple pushout) of a sink {fi : Xi → X} (source {fi : X → Xi}) provided that
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fi ◦ ξi = fj ◦ ξj (ξi ◦ fi = ξj ◦ fj) ∀
 ij and if for any source {ξ′i : P ′ → Xi} (sink
{ξ′i : Xi → P
′}) with fi ◦ ξ
′
i = fj ◦ ξ
′
j (ξ
′
i ◦ fi = ξ
′
j ◦ fj) ∀
 ij , there exists a unique
morphism φ : P ′ → P (φ : P → P ′) such that ∀ i, ξ′i = ξi ◦ φ (ξ
′
i = φ ◦ ξi). Every multiple
pullback (multiple pushout) is a limit (colimit).]
The categories SET, GR, and AB are both complete and cocomplete. The same is true of TOP
and TOP∗ but not of HTOP and HTOP∗.
[Note: HAUS is complete; it is also cocomplete, being epireflective in TOP.]
A category C is said to be finitely complete ( finitely cocomplete) if for each finite
category I, every ∆ ∈ Ob[I,C] has a limit (colimit). The following are equivalent.
(1) C is finitely complete (finitely cocomplete).
(2) C has finite products and equalizers (finite coproducts and coequalizers).
(3) C has finite products and pullbacks (finite coproducts and pushouts).
(4) C a final object and pullbacks (initial object and pushouts).
The full subcategory of TOP whose objects are the finite topological spaces is finitely complete and
finitely cocomplete but neither complete nor cocomplete. A nontrivial group, considered as a category, has
multiple pullbacks but fails to have finite products.
If C is small and D is finitely complete and wellpowered (finitely cocomplete and
cowellpowered), then [C,D] is wellpowered (cowellpowered).
SET(→), GR(→), AB(→), TOP(→) (or HAUS(→)) are wellpowered and cowellpowered.
[Note: The arrow category C(→) of any category C is isomorphic to [2,C].]
Let F : C→ D be a functor.
(a) F is said to preserve a limit {ℓi : L → ∆i} (colimit{ℓi : ∆i → L}) of a
diagram ∆ : I → C if {Fℓi : FL → F∆i} ({Fℓi : F∆i → FL}) is a limit (colimit) of the
diagram F ◦∆ : I→ D.
(b) F is said to preserve limits (colimits) over an indexing category I if F pre-
serves all limits (colimits) of diagrams ∆ : I→ C.
(c) F is said to preserve limits (colimits) if F preserves limits (colimits) over all
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indexing categories I.
The forgetful functor TOP→ SET preserves limits and colimits. The forgetful functor GR→ SET
preserves limits and filtered colimits but not coproducts. The inclusion HAUS → TOP preserves limits
and coproducts but not coequalizers. The inclusion AB→ GR preserves limits but not colimits.
There are two rules that determine the behavior of
 Mor(X,−)Mor(−,X) with respect to
limits and colimits.
(1) The functor Mor(X,−) : C→ SET preserves limits. Symbolically, therefore,
Mor(X, lim ∆) ≈ lim(Mor(X,−) ◦∆).
(2) The cofunctor Mor(−,X) : C→ SET converts colimits into limits. Symbol-
ically, therefore, Mor(colim∆,X) ≈ lim(Mor(−,X) ◦∆).
REPRESENTABLE FUNCTOR THEOREM Given a complete category C, a func-
tor F : C → SET is representable iff F preserves limits and satisfies the solution set
condition: There exists a set {Xi} of objects in C such that for each X ∈ ObC and each
y ∈ FX, there is an i, a yi ∈ FXi, and an f : Xi → X such that y = (Ff)yi.
Take for C the category opposite to the category of ordinal numbers −then the functor C → SET
defined by α→ ∗ has a complete domain and preserves limits but is not representable.
Limits and colimits in functor categories are computed “object by object”. So, if C
is a small category, then D (finitely) complete =⇒ [C,D] (finitely) complete and D
(finitely) cocomplete =⇒ [C,D] (finitely) cocomplete.
Given a small category C, put Ĉ = [COP,SET] −then Ĉ is complete and cocomplete.
The Yoneda embedding YC : C→ Ĉ preserves limits; it need not, however, preserve finite
colimits. The image of C is “colimit dense” in Ĉ, i.e., every cofunctor C → SET is a
colimit of representable cofunctors.
An indobject is a small category C is a diagram ∆ : I → C, where I is filtered.
Corresponding to an indobject ∆, is the object L∆ in Ĉ defined by L∆ = colim(YC ◦∆).
The indcategory IND(C) of C is the category whose objects are the indobjects and whose
morphisms are the sets Mor(∆′,∆′′) = Nat(L∆′ , L∆′′). The functor L : IND(C) → Ĉ
that sends ∆ to L∆ is full and faithful (although in general not injective on objects), hence
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establishes an equivalence between IND(C) and the full subcategory of Ĉ whose objects
are the cofunctors C → SET which are filtered colimits of representable cofunctors. The
category IND(C) has filtered colimits; they are preserved by L, as are all limits. More-
over, in IND(C), filtered colimits commute with finite limits. If C is finitely cocomplete,
then IND(C) is complete and cocomplete. The functor K : C → IND(C) that sends
X to KX , where KX : 1 → C is the constant functor with value X, is full, faithful, and
injective on objects. In addition, K preserves limits and finite colimits. The composition
C
K
−→ IND(C)
L
−→ Ĉ is the Yoneda embedding YC . A cofunctor F ∈ ObĈ is said to be
indrepresentable if it is naturally isomorphic to a functor of the form L∆, ∆ ∈ ObIND(C).
An indrepresentable cofunctor converts finite colimits into finite limits and conversely, pro-
vided that C is finitely cocomplete.
[Note: The procategory PRO(C) is by definition IND(COP)OP. Its objects are the
proobjects in C, i.e., the diagrams defined on cofiltering categories.]
The full subcategory of SET whose objects are the finite sets is equivalent to a small category. Its
indcategory is equivalent to SET and its procategory is equivalent to the full subcategory of TOP whose
objects are the totally disconnected compact Hausdorff spaces.
[Note: There is no small category C for which PRO(C) is equivalent to SET. This is because in
SET, cofiltered limits do not commute with finite colimits.]
Given categories
 CD , functors
 F : C→ DG : D→ C are said to be an adjoint pair
if the functors
 Mor ◦ (FOP × idD)Mor ◦ (idCOP ×G) from COP × D to SET are naturally isomor-
phic, i.e., if it is possible to assign to each ordered pair
 X ∈ ObCY ∈ ObD a bijective map
ΞX,Y : Mor(FX, Y ) → Mor(X,GY ) which is functorial in X and Y . When this is so,
F is a left adjoint for G and G is a right adjoint for F . Any two left (right) adjoints for
G (F ) are naturally isomorphic. Left adjoints preserve colimits; right adjoints preserve
limits. In order that (F,G) be an adjoint pair, it is necessary and sufficient that there ex-
ist natural transformations
 µ ∈ Nat(idC, G ◦ F )ν ∈ Nat(F ◦G, idD) subject to
 (Gν) ◦ (µG) = idG(νF ) ◦ (Fµ) = idF .
The data (F,G, µ, ν) is referred to as an adjoint situation, the natural transforamtions µ : idC → G ◦ Fν : F ◦G→ idD being the arrows of adjunction.
0-15
(UN) Suppose that G has a left adjoint F −then for each X ∈ ObC, each
Y ∈ ObD, and each f : X → GY , there exists a unique g : FX → Y such that f =
Gg ◦ µX .
[Note: When reformulated, this property is characeristic.]
The forgetful functor TOP→ SET has a left adjoint that sends a set X to the pair (X, τ ), where τ
is the discrete topology, and a right adjoint that sends a set X to the pair (X, τ ), where τ is the indiscrete
topology.
Let I be a small category, C a complete and cocomplete category. Examples: (1) The constant
diagram functor K : C → [I,C], has a left adjoint, viz. colim : [I,C] → C, and a right adjoint viz.
lim : [I,C]→ C; (2) The functor C→ [IOP × I,C] that sends X to (i, j) → Mor(i, j) ·X is a left adjoint
for end and the functor that sends X to (i, j)→ XMor (j,i) is a right adjoint for coend.
GENERAL ADJOINT FUNCTOR THEOREM Given a complete category D, a
functor G : D → C has a left adjoint iff G preserves limits and satisfies the solution set
condition: For each X ∈ ObC, there exists a source {fi : X → GYi} such that for every
f : X → GY , there is an i and a g : Yi → Y such that f = Gg ◦ fi.
The general adjoint functor theorem implies that a small category is complete iff it is cocomplete.
KAN EXTENSION THEOREM Given small categories
 CD , a complete (co-
complete) category S, and a functor K : C → D, the functor [K,S] : [D,S] → [C,S] has
a right (left) adjoint ran (lan) and preserves limits (colimits).
[Note: If K is full and faithful, then ran (lan) is full and faithful.]
Suppose that S is complete. Let T ∈ Ob[C,S] −then ranT is called the right Kan
extension of T along K. In terms of ends, (ranT )Y =
∫
X
TXMor(Y,KX). There is a “uni-
versal” arrow (ranT ) ◦K → T . It is a natural isomorphism if K is full and faithful.
Suppose that S is cocomplete. Let T ∈ Ob[C,S] −then lanT is called the left Kan
extension of T along K. In terms of coends, (lanT )Y =
∫ X
Mor(KX,Y ) · TX. There is
a “universal” arrow T → (lanT ) ◦K. It is a natural isomorphism if K is full and faithful.
Application: If C and D are small categories and if F : C→ D is a functor, then the
precomposition functor D̂→ Ĉ has a left adjoint F̂ : Ĉ→ D̂ and F̂ ◦ YC = YD ◦ F .
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[Note: One can always arrange that F̂ ◦ YC = YD ◦ F .]
The construction of the right (left) adjoint of [K,S] does not use the assumption that
D is small, its role being to ensure that [D,S] is a category. For example, if C is small and
S is cocomplete, then taking K = YC, the functor [YC,S] : [Ĉ,S]→ [C,S] has a left adjoint
that sends T ∈ Ob[C,S] to ΓT ∈ Ob[Ĉ,S], where ΓT ◦ YC = T . On an object F ∈ Ĉ,
ΓTF =
∫ X
Nat(YCX,F )·TX =
∫ X
FX ·TX. ΓT is the realization functor; it is a left ad-
joint for the singular functor ST , the composite of the Yoneda embedding S→ [S
OP,SET]
and the precomposition functor [SOP,SET]→ [COP,SET], thus (STY )X = Mor(TX, Y ).
[Note: The arrow of adjunction ΓT ◦ ST → idS is a natural isomorphism iff ST is full
and faithful.]
CAT is the category whose objects are the small categories and whose morphisms
are the functors between them: C,D ∈ ObCAT =⇒ Mor(C,D) = Ob[C,D]. CAT
is concrete and complete and cocomplete. 0 is an initial object in CAT and 1 is a final
object in CAT.
Let π0 : CAT → SET be the functor that sends C to π0(C), the set of components of C; let
dis : SET→ CAT be the functor that sends X to disX, the discrete category on X; let ob : CAT→ SET
be the functor that sends C to Ob C, the set of objects in C; let grd : SET → CAT be the functor that
sends X to grdX, the category whose objects are the elements of X and whose morphisms are the elements
of X ×X −then π0 is a left adjoint for dis, dis is a left adjoint for ob, and ob is a left adjoint for grd.
[Note: π0 preserves finite products; it need not preserve arbitrary products.]
GRD is the full subcategory of CAT whose objects are the groupoids, i.e., the
small categories in which every morphism is invertible. Example: The assignment
Π :
 TOP→ GRDX → ΠX is a functor.
Let iso : CAT→ GRD be the functor that sends C to isoC, the groupoid whose objects are those
of C and whose morphisms are the invertible morphisms in C −then iso is a right adjoint for the inclusion
GRD → CAT. Let π1 : CAT→ GRD be the functor that sends C to π1(C), the fundamental groupoid
of C, i.e., the localization of C at MorC −then π1 is a left adjoint for the inclusion GRD→ CAT.
∆ is the category whose objects are the ordered sets [n] ≡ {0, 1, . . . , n} (n ≥ 0) and
whose morphisms are the order preserving maps. In ∆, every morphism can be written
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as an epimorphism followed by a monomorphism and a morphism is a monomorphism
(epimorphism) iff it is injective (surjective). The face operators are the monomorphisms
δni : [n − 1] → [n] (n > 0, 0 ≤ i ≤ n) defined by omitting the value i. The degeneracy
operators are epimorphisms σni : [n + 1] → [n] (n ≥ 0, 0 ≤ i ≤ n) defined by repeating
the value i. Suppressing superscripts, if α ∈ Mor([m][n]) is not the identity, then α has
a unique factorization α = (δi1 ◦ · · · ◦ δip) ◦ (σj1 ◦ · · · ◦ σjq), where n ≥ i1 > · · · > ip ≥ 0,
0 ≤ j1 < · · · < jq < m, and m + p = n + q. Each α ∈ Mor([m][n]) determines a linear
transformation Rm+1 → Rn+1 which restricts to a map ∆α : ∆m → ∆n. Thus there is a
functor ∆? : ∆ → TOP that sends [n] to ∆n and α to ∆α. Since the objects of ∆ are
themselves small categories, there is also an inclusion ι :∆→ CAT.
Given a category C, write SIC for the functor category [∆OP,C] and COSIC for the
functor category [∆,C] −then by definition, a simplicial object in C is an object in SIC
and a cosimplicial object in C is an object in COSIC. Example: Y∆ ≡ ∆ is a cosimplicial
object in ∆̂.
Specialize to C = SET −then an object in SISET is called a simplicial set and
a morphism in SISET is called a simplicial map. Given a simplicial set X, put Xn =
X([n]), so for α : [m] → [n], Xα : Xn → Xm. If
 di = Xδisi = Xσi , then di and si are
connected by the simplicial identities:
 di ◦ dj = dj−1 ◦ di (i < j)si ◦ sj = sj+1 ◦ si (i ≤ j) , di ◦ sj =

sj−1 ◦ di (i < j)
id (i = j or i = j + 1).
sj ◦ di−1 (i > j + 1)
The simplicial standard n-simplex is the simplicial set ∆[n] = Mor(−, [n]), i.e., ∆[n] is the
result of applying ∆ to [n], so for α : [m]→ [n], ∆[α] : ∆[m]→ ∆[n]. Owing to the Yoneda
lemma, if X is a simplicial set and if x ∈ Xn, then there exists one and only one simplicial
map ∆x : ∆[n]→ X that takes id[n] to x. SISET is complete and cocomplete, wellpowered
and cowellpowered.
Let X be a simplicial set −then one writes x ∈ X when one means x ∈
⋃
n
Xn. With
this understanding, an x ∈ X is said to be degenerate if there exists an epimorphism
α 6= id and a y ∈ X such that x = (Xα)y; otherwise, x ∈ X is said to be nondegenerate.
The elements of X0 (= vertexes of X) are nondegenerate. Every x ∈ X admits a unique
representation x = (Xα)y where α is an epimorphism and y is nondegenerate. The non-
degenerate elements in ∆[n] are the monomorphisms α : [m]→ [n] (m ≤ n).
A simplicial subset of a simplicial set X is a simplicial set Y such that Y is a subfunc-
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tor of X, i.e., Yn ⊂ Xn for all n and the inclucions Y → X is a simplicial map. Notation:
Y ⊂ X. The n-skeleton of a simplicial set X is the simplicial subset X(n) (n ≥ 0) of X
defined by stipulating that X
(n)
p is the set of all x ∈ Xp for which there exists an epimor-
phism α : [p] → [q] (q ≤ n) and a y ∈ Xq such that x = (Xα)y. Therefore X
(n)
p = Xp
(p ≤ n); furthermore, X(0) ⊂ X(1) ⊂ · · · and X = colimX(n). A proper simplicial subset
of ∆[n] is contained in ∆[n](n−1), the frontier ∆˙[n] of ∆[n]. Of course, ∆˙[0] = ∅. X(0) is
isomorphic to X0 ·∆[0]. In general, let X
#
n be the set of nondegerate elements of Xn. Fix
a collection {∆[n]x : x ∈ X
#
n } of simplicial standard n-simplexes indexed by X
#
n −then
the simplicial maps ∆x : ∆[n]→ X (x ∈ X
#
n ) determine an arrow X
#
n ·∆[n]→ X(n) and
the commutative diagram
X#n · ∆˙[n] X(n−1)
X#n ·∆[n] X(n)
is a pushout square. Note too that
∆˙[n] is a coequalizer: Consider the diagram
∐
0≤i<j≤n
∆[n− 2]i,j
u
⇒
v
∐
0≤i≤n
∆[n− 1]i,
where u is defined by the ∆[δn−1j−1 ] and v is defined by the ∆[δ
n−1
i ] −then the ∆[δ
n
i ] define
a simplicial map f :
∐
0≤i≤n
∆[n−1]i → ∆[n] that induces an isomorphism coeq(u, v)→ ∆˙[n].
Call ∆n the full subcategory of ∆ whose objects are the [m] (m ≤ n). Given a category C, denote
by SICn the functor category [∆
OP
n ,C]. The objects of SICn are the “n-truncated simplicial objects” in
C. Employing the notion of the Kan extension theorem, take for K the inclusion ∆OPn → ∆OP and write
tr(n) in place of [K,C], so tr(n) : SIC→ SICn. If C is complete (cocomplete), then tr(n) has a left (right)
adjoint sk(n) (cosk(n)). Put sk(n) = sk(n)◦tr(n) (the n-skeleton), cosk(n) = cosk(n)◦tr(n) (the n-coskeleton).
Example: Let C = SET −then for any simplicial set X, sk(n)X ≈ X(n).
(Geometric Realizations) The realization functor Γ∆? is a functor SISET →
TOP such that Γ∆? ◦ ∆ = ∆
?. It assigns to a simplicial set X a topological space
|X| =
∫ [n]
Xn · ∆
n, the geometric realization of X, and to a simplicial map f : X →
Y a continuous function |f | : |X| → |Y |, the geometric realization of f . In particular,
|∆[n]| = ∆n and |∆[α]| = ∆α. There is an explicit description of |X|: Equip Xn with
the discrete topology and Xn ×∆
n with the product topology −then |X| can be identified
with the quotient
∐
n
Xn × ∆
n/ ∼, the equivalence relation being generated by writing
((Xα)x, t) ∼ (x,∆αt). These relations are respected by every simplicial map f : X → Y .
Denote by [x, t] the equivalence class corresponding to (x, t). The projection (x, t)→ [x, t]
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of
∐
n
Xn×∆
n onto |X| restricts to a map
∐
n
X#n ×
◦
∆n → |X| that is in fact a set theoretic
bijection. Consequently, if we attach to each x ∈ X#n the subset ex of |X| consisting of all
[x, t] (t ∈
◦
∆n), then the collection {ex : x ∈ X
#
n (n ≥ 0)} partitions |X|. It follows from
this that a simplicial map f : X → Y is injective (surjective) iff its geometric realization
|f | : |X| → |Y | is injective (surjective). Being a left adjoint, the functor |?| : SISET →
TOP preserves colimits. So, e.g., by taking the geometric realization of the diagram
∐
0≤i<j≤n
∆[n− 2]i,j
u
⇒
v
∐
0≤i≤n
∆[n− 1]i,
and unraveling the definitions, one finds that
∣∣∣∆˙[n]∣∣∣ can be identified with ∆˙n.
[Note: It is also true that the arrow |∆[m]×∆[n]| → |∆[m]| × |∆[n]| associated
with the geometric realization of the projections
 pm : ∆[m]×∆[n]→ ∆[m]pn : ∆[m]×∆[n]→ ∆[n] is a home-
omorphism but this is not an a priori property of |?|.]
(Singular Sets) The singular functor S∆? is a functor TOP → SISET that as-
signs to a toplogical space X a simplicial set sinX, the singular set of X: sinX([n]) =
sinnX = C(∆
n,X). |?| is a left adjoint for sin. The arrow of adjunction X → sin |X| sends
x ∈ Xn to |∆x| ∈ C(∆
n, |X|), where |∆x| (t) = [x, t]; it is a monomorphism. The arrow of
adjunction |sinX| → X sends [x, t] to x(t); it is an epimorphism.
There is a functor T from SIAB to the category of chain complexes of abelian groups: Take an X
and let TX be X0
∂← X1 ∂← X2 ∂← · · · , where ∂ =
n∑
0
(−1)idi (di : Xn → Xn−1). That ∂ ◦ ∂ = 0 is implied
by the simplicial identities. One can then apply the homology functor H∗ and end up in the category of
graded abelian groups. On the other hand, the forgetful functor AB → SET has a left adjoint Fab that
sends X to the free abelian group FabX on X. Extend it to a functor Fab : SISET → SIAB. In this
terminology, the singular homology H∗(X) of a topological space X is H∗(TFab(sinX)).
(Categorical Realizations) The realization functor Γι is a functor SISET→ CAT
such that Γι ◦∆ = ι. It assigns to a simplicial set X a small category cX =
∫ [n]
Xn · [n]
called the categorical realization of X. In particular, c∆[n] = [n]. In general, cX can be
represented as a quotient category CX/ ∼. Here, CX is the category whose objects are
the elements of X0 and whose morphisms are the finite sequences (x1, . . . , xn) of elements
of X1 such that d0xi = d1xi+1. Composition is concatenation and the empty sequences are
the identities. There relations are s0x = idx (x ∈ X0) and (d0x) ◦ (d2x) = d1x (x ∈ X2).
(Nerves) The singular functor Sι is a functor CAT→ SISET that assigns to a
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small category C a simplicial set nerC, the nerve of C: nerC([n]) = nernC, the set of all
diagrams in C of the form X0
f0
−→ X1 → · · · → Xn−1
fn−1
−→ Xn. Therefore, ner0C = ObC
and ner1C = MorC. c is a left adjoint for ner . Since ner is full and faithful, the arrow of
adjunction c ◦ ner → idCAT is a natural isomorphism. The classifying space of C is the
geometric realization of its nerve: BC ≡ |nerC|. Example: BC ≈ BCOP.
The composite Π = π1 ◦ c is a functor SISET → GRD that sends a simplicial set X to its
fundamental groupoid ΠX. Example: If X is a topological space, then ΠX ≈ Π(sinX).
Let C be a small category. Given a cofunctor F : C → SET, the Grothendieck
construction on F is the category groCF whose objects are the pairs (X,x), where X is
an object in C with x ∈ FX, and whose morphisms are the arrows f : (X,x) → (Y, y),
where f : X → Y is a morphism in C, with (Ff)y = x. Denoting by πF the projection
groCF → C, if S is cocomplete, then for any T ∈ Ob[C,S], ΓTF ≈ colim(groCF
πF−→
C
T
−→ S). In particular, F ≈ colim(groCF
πF−→ C
YC−→ Ĉ).
[Note: The Grothendieck construction on a functor F : C → SET is the category
groCF show objects are the pairs (X,x), where X is an object in C with x ∈ FX and
whose morphisms are the arrows f : (X,x) → (Y, y), where f : X → Y is a morphism in
C with (Ff)x = y. Example: groCMor(X,−) ≈ X\C.]
Let γ : C → CAT be the functor that sends X to C/X −then the realization functor Γγ assigns to
each F in Ĉ its Grothendieck construction, i.e., ΓγF ≈ groCF .
A full, isomorphism closed subcategory D of a category C is said to be a reflective
(coreflective) subategory of C if the inclusionD→ C has a left (right) adjoint R, a reflector
(coreflector) for D.
[Note: A full subcategory D of a category C is isomorphism closed provided that
every object in C which is isomorphic to an object in D is itself an object in D.]
SET has precisely three (two) reflective (coreflective) subcategories. TOP has precisely two reflective
subcategories whose intersection is not reflective. The full subcategory of GR whose objects are the finite
groups is not a reflective subcategory of GR.
Let D be a reflective subcategory of C, R a reflector for D −then one may attach
to each X ∈ ObC a morphism rX : X → RX in C with the following property: Given
any Y ∈ ObD and any morphism f : X → Y in C, there exists a unique morphism
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g : RX → Y in D such that f = g ◦ rX . If the rX are epimorphisms, then D is said to be
an epireflective subcategory of C.
[Note: If the rX are monomorphisms, then the rX are epimorphisms, so “monocore-
flective” =⇒ “epireflective”.]
A reflective subcategory D of a complete (cocomplete) category C is complete (co-
complete).
[Note: Let ∆ : I→ D be a diagram in D.
(1) To calculate a limit of ∆, postcompose ∆ with the inclusion D → C and let
{ℓi : L→ ∆i} be its limit in C −then L ∈ ObD and {ℓi : L→ ∆i} is a limit of ∆.
(2) To calculate a colimit of ∆, postcompose ∆ with the inclusion D → C and
let {ℓi : ∆i → L} be its colimit in C −then {rL ◦ ℓi : ∆i → RL} is a colimit of ∆.]
EPIREFLECTIVE CHARACTERIZATION THEOREM If a category C is complete,
wellpowered, and cowellpowered, then a full, isomorphism closed subcategory D of C is
an epireflective subcategory of C iff D is closed under the formation in C of products and
extremal monomorphisms.
[Note: Under the same assumptions on C, the intersection of any conglomerate of
epireflective subcategories is epireflective.]
A full, isomorphism closed subcategory of TOP (HAUS) is an epireflective subcat-
egory iff it is closed under the formation in TOP (HAUS) of products and embeddings
(products and closed embeddings).
(hX) HAUS is an epireflective subcategory of TOP. The reflector sends X to
its maximal Hausdorff quotient hX.
(crX) The full subcategory of TOP whose objects are the completely regu-
lar Hausdorff spaces is an epireflective subcategory of TOP. The reflector sends X to its
complete regularization crX.
(βX) The full subcategory of HAUS whose objects are the compact spaces is an
epireflective subcategory of HAUS. Therefore the category of compact Hausdorff spaces
is an epireflective subcategory of the category of completely regular Hausdorff spaces and
the reflector sends X to βX, the Stone-C˘ech compactification of X.
[Note: If X is Hausdorff, then β(crX) is its compact reflection.]
(νX) The full subcategory of HAUS whose objects are the R-compact spaces is
an epireflective subcategory of HAUS. Therefore the category of R-compact spaces is an
epireflective subcategory of the category of completely regular Hausdorff spaces and the
reflector sends X to νX , the R-compactification of X.
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[Note: If X is Hausdorff, then ν(crX) is its R-compact reflection.]
A full, isomorphism closed subcategory of GR or AB is an epireflective subcategory iff it is closed
under the formation of products and subgroups. Example: AB is an epireflective subcategory of GR, the
reflector sending X to its abelianization X/[X,X].
If C is a full subcategory of TOP (HAUS), then there is a smallest epireflective
subcategory of TOP (HAUS) containing C, the epireflective hull of C. If X is a topo-
logical space (Hausdorff topological space), then X is an object in the epireflective hull of
C in TOP (HAUS) iff there exists a sest {Xi} ⊂ ObC and an extremal monomorphism
f : X →
∏
i
Xi.
The epireflective hull in TOP (HAUS) of [0, 1] is the category of completely regular Hausdorff spaces
(compact Hausdorff spaces). The epireflective hull in TOP of [0, 1]/[0, 1[ is the full subcategory of TOP
whose objects satisfy the T0 separation axiom. The epireflective hull in TOP (HAUS) of {0, 1} (discrete
topology) is the full subcategory of TOP (HAUS) whose objects are the zero dimensional Hausdorff spaces
(zero dimensional compact Hausdorff spaces). The epireflective hull in TOP of {0, 1} (indiscrete topology)
is the full subcategory in TOP whose objects are the indiscrete spaces.
[Note: Let E be a nonempty Hausdorff space −then a Hausdorff space X is said to be E-compact
provided that X is in the epireflective hull of E in HAUS. Example: A Hausdorff space in N-compact iff
it is Q-compact iff it is P-compact. There is no E such that every Hausdorff space is E-compact. In fact,
given E, there exists a Hausdorff space XE with #(XE) > 1 such that every element of C(XE , E) is a
constant.]
A morphism f : A → B and an object X in a category C are said to be orthogonal
(f ⊥ X) if the precomposition arrow f∗ : Mor(B,X) → Mor(A,X) is bijective. Given a
class S ⊂ MorC, S⊥ is the class of objects orthogonal to each f ∈ S and given a class
D ⊂ ObC, D⊥ is the class of morphisms orthogonal to each X ∈ D. One then says that
a pair (S,D) is an orthogonal pair provided that S = D⊥, and D = S⊥. Example: Since
⊥⊥⊥=⊥, for any S, (S⊥⊥, S⊥) is an orthogonal pair, and for any D, (D⊥,D⊥⊥) is an
orthogonal pair.
[Note: Suppose that (S,D) is an orthogonal pair −then (1) S contains the isomor-
phisms of C; (2) S is closed under composition; (3) S is cancellable , i.e., g ◦ f ∈ S &
f ∈ S =⇒ g ∈ S and g ◦ f ∈ S & g ∈ S =⇒ f ∈ S. In addition, if
A A′
B B′
f f ′ is
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a pushout square, then f ∈ S =⇒ f ′ ∈ S, and if Ξ ∈ Nat(∆,∆′), where ∆,∆′ : I → C,
then Ξi ∈ S (∀ i) =⇒ colimΞi ∈ S (if colim∆, colim∆
′ exist).]
Every reflective subcategory D of C generates an orthogonal pair. Thus, with
R : C → D the reflector, put T = ι ◦ R, where ι : D → C is the inclusion, and denote by
ǫ : idC → T the associated natural transformation. Take for S ⊂ MorC the class consisting
of those f such that Tf is an isomorphism and take for D ⊂ ObC the object class of D,
i.e., the class consisting of those X such that ǫX is an isomorphism −then (S,D) is an
orthogonal pair.
A full, isomorphism closed subcategory D of a category C is said to be an orthogonal subcategory of
C if ObD = S⊥ for some class S ⊂ MorC. If D is reflective, then D is orthogonal but the converse is false
(even in TOP).
[Note: Let (S,D) be an orthogonal pair. Suppose that for each X ∈ ObC there exists a morphism
ǫX : X → TX in S, where TX ∈ D −then for every f : A → B in S and for every g : A → X there exists
a unique t : B → TX such that ǫX ◦ g = t ◦ f . So, for any arrow X → Y , there is a commutative diagram
X TX
Y TY
ǫX
ǫY
, thus T defines a functor C → C and ǫ : idC → T is a natural transformation. Since
ǫT = Tǫ is a natural isomorphism, it follows that S⊥ = D is the object class of a reflective subcategory of C.]
(κ−DEF) Fix a regular cardinal κ −then an object X in a complete category
C is said to be κ-definite provided that ∀ regular cardinal κ′ ≥ κ, Mor(X,−) preserves
colimits over [0, κ′[, so every diagram ∆ : [0, κ′[→ C, the arrow colim Mor(X,∆α) →
Mor(X, colim ∆α) is bijective.
Given a group G, there is a κ for which G is κ−definite and all finitely presented groups are ω−definite.
REFLECTIVE SUBCATEGORY THEOREM Let C be a cocomplete category. Sup-
pose that S0 ⊂ MorC is a set with the property that for some κ, the domain and codomain
of each f ∈ S0 are κ-definite −then S
⊥
0 is the object class of a reflective subcategory of C.
(P -Localization) Let P be a set of primes. Let Sp = {1} ∪ {n > 1 : p ∈ P =⇒
p 6 |n} −then a group G is said to be P -local if the map
 G→ Gg → gn is bijective ∀ n ∈ SP .
GRP , the full subcategory of GR whose objects are the P -local groups, is a reflective
subcategory of GR. In fact, ObGRP = S
⊥
P , where now SP stands for the homomorphisms
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 Z→ Z1→ n (n ∈ SP ). The reflector LP :
 GR→ GRPG→ GP is called P -localization.
P -localization need not preserve short exact sequences. For example 1 → A3 → S3 → S3/A3 → 1,
when localized at P = {3}, gives 1→ A3 → 1→ 1→ 1.
A category C with finite products is said to be cartesian closed provided that each of
the functors −×Y : C→ C has a right adjoint Z → ZY , so Mor(X×Y,Z) ≈Mor(X,ZY ).
The object ZY is called an exponential object. The evaluation morphism evY,Z is the mor-
phism ZY ×Y → Z such that for every f : X × Y → Z there is a unique g : X → ZY such
that f = evY,Z ◦ (g × idY ).
In a cartesian closed category:
(1) XY×Z ≈ (XY )Z ; (3) X
∐
i
Yi
≈
∏
i
(XYi);
(2)
(∏
i
Xi
)Y
≈
∏
i
(XYi ); (4) X ×
(∐
i
Yi
)
≈
∐
i
(X × Yi).
SET is cartesian closed but SETOP is not cartesian closed. TOP is not cartesian closed but does
have full, cartesian closed subcategories, e.g., the category of compactly generated Hausdorff spaces.
[Note: If C is cartesian closed and has a zero object, then C is equivalent to 1. Therefore neither
SET∗ nor TOP∗ is cartesian closed.]
CAT is cartesian closed: Mor(C ×D,E) ≈ Mor(C,ED), where ED = [D,E]. SISET is cartesian
closed: Nat(X × Y,Z) ≈ Nat(X,ZY ), where ZY ([n]) = Nat(Y ×∆[n], Z).
[Note: The functor ner : CAT→ SISET preserves exponential objects.]
A monoidal category is a category C equipped with a functor ⊗ : C×C→ C (the
multiplication and an object e ∈ ObC (the unit), together with natural isomorphisms R,
L, and A, where
 RX : X ⊗ e→ XLX : e⊗X → X and AX,Y,Z : X ⊗ (Y ⊗Z)→ (X ⊗Y )⊗Z, subject
to the following assumptions.
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(MC1) The diagram
X ⊗ (Y ⊗ (Z ⊗W )) (X ⊗ Y )⊗ (Z ⊗W ) ((X ⊗ Y )⊗ Z)⊗W
X ⊗ ((Y ⊗ Z)⊗W ) (X ⊗ (Y ⊗ Z))⊗W
A
id⊗A
A
A
A⊗id
commutes.
(MC2) The diagram
X ⊗ (e⊗ Y ) (X ⊗ e)⊗ Y
X ⊗ Y X ⊗ Y
A
id⊗L R⊗id
commutes.
[Note: The “coherency” principle then asserts that “all” diagrams built up from
instances of R, L, A (or their inverses), and id by repeated applications of ⊗ necessarily
commute. In particular, the diagrams
e⊗ (X ⊗ Y ) (e⊗X)⊗ Y
X ⊗ Y X ⊗ Y
A
L L⊗id
X ⊗ (Y ⊗ e) (X ⊗ Y )⊗ e
X ⊗ Y X ⊗ Y
A
id⊗R R
commute and Lǫ = Rǫ : e⊗ e→ e.]
Any category with finite products (coproducts) is monoidal: Take X ⊗ Y to be X∏ Y (X∐ Y ) and
let e be a final (initial) object. The category AB is monoidal: Take X ⊗ Y to be the tensor product and
let e be Z. The category SET∗ is monoidal: Take X ⊗ Y to be the smash product X#Y and let e be the
two point set.
A symmetry for a monoidal category C is a natural transformation T, where TX,Y :
X⊗Y → Y ⊗X, such that TY,X ◦TX,Y : X⊗Y → X⊗Y is the identitiy, RX = LX ◦TX,e,
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and the diagram
X ⊗ (Y ⊗ Z) (X ⊗ Y )⊗ Z Z ⊗ (X ⊗ Y )
X ⊗ (Z ⊗ Y ) (X ⊗ Z)⊗ Y (Z ⊗X)⊗ Y
id⊗T
A T
A
A T⊗id
commutes. A symmetric monoidal category is a monoidal category C endowed with a
symmetry T. A monoidal category can have more than one symmetry (or none at all).
[Note: The “coherency” principle then asserts that “all” diagrams built up from in-
stances of R, L, A, T (or their inverses), and id by repeated application of ⊗ necessarily
commute.]
Let C be the category of chain complexes of abelian groups; let D be the full subcategory of C whose
objects are the graded abelian groups. C and D are both monoidal: Take X ⊗ Y to be the tensor product
and let e = {en} be the chain complex defined by e0 = Z and en = 0 (n 6= 0). If
 X = {Xp}Y = {Yq} and
if
 x ∈ Xpy ∈ Yq , then the assignment
 X ⊗ Y → Y ⊗Xx⊗ y → (−1)pq(y ⊗ x) is a symmetry for C and there are no
others. By contrast, D admits a second symmetry, namely the assignment
 X ⊗ Y → Y ⊗Xx⊗ y → y ⊗ x .
A closed category is a symmetric monoidal category C with the property that each
of the functors − ⊗ Y : C → C has a right adjoint Z → hom(Y,Z), so Mor(X ⊗ Y,Z) ≈
Mor(X,hom(Y,Z)). The functor COP × C → C is called an internal hom functor. The
evaluation morphism evY,Z is the morphism hom(Y,Z) ⊗ Y → Z such that for every
f : X⊗Y → Z there is a unique g : X → hom(Y,Z) such that f = evY,Z ◦(g⊗ idY ). Agree-
ing to write Ue for the functor Mor(e,−) (which need not be faithful), one has Ue ◦hom ≈
Mor. Consequently, X ≈ hom(e,X) and hom(X ⊗ Y,Z) ≈ hom(X,hom(Y,Z)).
A cartesian closed category is a closed category. AB is a closed category but is not
cartesian closed.
TOP admits, to within isomorphism, exactly one structure of a closed category. For let X and Y
be topological spaces −then their product X ⊗ Y is the cartesian product X × Y supplied with the final
topology determined by the inclusions
 {x} × Y → X × YX × {y} → X × Y (x ∈ X, y ∈ Y ), the unit being the one
point space. The associated internal hom functor hom(X,Y ) sends (X,Y ) to C(X,Y ), where C(X,Y )
carries the topology of pointwise convergence.
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Given a monoidal category C, a monoid in C is an object X ∈ ObC together with
morphisms m : X ⊗X → X and ǫ : e→ X subject to the following assumptions.
(MO1) The diagram
X ⊗ (X ⊗X) (X ⊗X)⊗X X ⊗X
X ⊗X X
id⊗m
A m⊗id
m
m
commutes.
(MO2) The diagrams
e⊗X X ⊗X
X X
L
ǫ⊗id
m
X ⊗X X ⊗ e
X X
m
id⊗ǫ
R
commute.
MONC is the category whose objects are the monoids in C and whose morphisms
(X,m, ǫ) → (X ′,m′, ǫ′) are the arrows f : X → X ′ such that f ◦m = m′ ◦ (f ⊗ f) and
f ◦ ǫ = ǫ′.
MONSET is the category of semigroups with unit. MONAB is the category of rings with unit.
Given a monoidal category C, a left action of a monoid X in C on an object Y ∈ ObC
is a morphism l : X ⊗ Y → Y such that the diagram
X ⊗ (X ⊗ Y ) (X ⊗X)⊗ Y X ⊗ Y e⊗ Y
X ⊗ Y Y Y
id⊗l
A m⊗id
l
e⊗id
L
l
commutes.
[Note: The definition of a right action is analogous.]
LACTX is the category whose objects are the left actions of X and whose morphisms
(Y, l)→ (Y ′, l′) are the arrows f : Y → Y ′ such that f ◦ l = l′ ◦ (id ⊗ f).
If X is a monoid in SET, then LACTX is isomorphic to the functor category [X,SET], X the cate-
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gory having a single object ∗ with Mor(∗, ∗) = X.
A triple T = (T,m, ǫ) in a category C consists of a functor T : C → C and natural
transformations
 m ∈ Nat(T ◦ T, T )ǫ ∈ Nat(idC, T ) subject to the following assumptions.
(T1) The diagram
T ◦ T ◦ T T ◦ T
T ◦ T T
Tm
mT
m
m
commutes.
(T2) The diagrams
T T ◦ T
T T
id
ǫT
m
T ◦ T T
T T
m
Tǫ
id
commute.
[Note: Formally, the functor category [C,C] is a monoidal category: Take F ⊗G to
be F ◦G and let e be idC. Therefore a triple in C is a monoid in [C,C] (and a cotriple in
C is a monoid in [C,C]OP), a morphism of triples being a morphism in the metacategory
MON[C,C].]
Given a triple T = (T,m, ǫ) in C a T-algebra is an object X in C and a morphism
ξ : TX → X subject to the following assumptions.
(TA1) The diagram
T (TX) TX
TX X
mX
Tξ
ξ
ξ
commutes.
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(TA2) The diagram
X TX
X X
id
ǫX
ξ
commutes.
T-ALG is the category whose objects are the T-algebras and whose morphisms
(X, ξ)→ (Y, η) are the arrows f : X → Y such that f ◦ ξ = η ◦ Tf .
[Note: If T = (T,m, ǫ) is a cotriple in C, then the relevant notion is T-coalgebra and
the relevant category is T-COALG .]
Take C = AB. Let A ∈ ObRG. Define T : AB → AB by TX = A ⊗ X, m ∈ Nat(T ◦ T, T ) by
mX :
 A⊗ (A⊗X)→ A⊗Xa⊗ (b⊗ x)→ ab⊗ x , ǫ ∈ Nat(idAB, T ) by ǫX :
 X → A⊗Xx→ 1⊗ x −then T-ALG is isomor-
phic to A-MOD.
Every adjoint situation (F,G, µ, ν) determines a triple in C, viz. (G ◦F,GνF, µ) (and
a cotriple in D, viz. (F ◦G,FµG, ν)). Different adjoint situations can determine the same
triple. Conversely, every triple is determined by at least one adjoint situation, in general by
many. One realization is the construction of Eilenberg-Moore: Given a triple T = (T,m, ǫ)
in C, call FT the functor C → T-ALG that sends X
f
→ Y to (TX,mX)
Tf
−→ (TY,mY ),
call GT the functor T-ALG → C that sends (X, ξ)
f
→ (Y, η) to X
f
→ Y , put µX = ǫX ,
and ν(X,ξ) = ξ −then FT is a left adjoint for GT and this adjoint situation determines T.
Suppose that C = SET, D = MONSET. Let F : C → D be the functor that sends X to the free
semigroup with unit on X −then F is a left adjoint for the forgetful functor G : D → C. The triple
determined by this adjoint situation is T = (T,m, ǫ), where T : SET → SET assigns to each X the set
TX =
∞⋃
0
Xn, mX : T (TX) → TX is defined by concatenation and ǫX : X → TX by inclusion. The
corresponding category of T-algebras is isomorphic to MONSET.
Let (F,G, µ, ν) be an adjoint situation. If T = (G ◦ F,GνF, µ) is the associated
triple in C, then the comparison functor Φ is the functor D → T-ALG that sends Y to
(GY,GνY ) and g to Gg. It is the only functor D → T-ALG for which Φ ◦ F = FT and
GT ◦ Φ = G.
Consider the adjoint situation produced by the forgetful functor TOP → SET −then T-ALG =
SET and the comparison functor TOP→ SET is the forgetful functor.
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Given categories
 CD , a functorG : D→ C is said to be monadic (strictly monadic)
provided that G has a left adjoint F : C→ D and the comparison functor Φ : D→ T-ALG
is an equivalence (isomorphism) of categories.
In order that G be monadic, it is necessary that G be conservative. So, e.g., the forgetful functor
TOP → SET is not monadic. If D is the category of Banach spaces and linear contractions and if
G : D → SET is the “unit ball” functor, then G has a left adjoint and is conservative, but not monadic.
Theorems due to Beck, Duskin, and others lay down conditions that are necessary and sufficient for a func-
tor to be monadic or strictly monadic. In particular, these results imply that if D is a “finitary category
of algebraic structures”, then the forgetful functor D → SET is strictly monadic. Therefore the forgetful
functor from GR, RG, . . ., to SET is strictly monadic.
[Note: No functor from CAT to SET can be monadic.]
Among the possibilities of determining a triple T = (T,m, ǫ) in C by an adjoint situ-
ation, the construction of Eilenberg-Moore is “maximal”. The “minimal” construction is
that of Kleisli: KL(T) is the category whose objects are those of C, the morphisms from
X to Y being Mor(X,TY ) with ǫX ∈ Mor(X,TX) serving as the identity. Here, the com-
position of

X
f
→ TY
Y →
g
TZ
in KL(T) is mZ ◦Tg ◦ f (calculated in C). If KT : C→ KL(T)
is the functor that sends X
f
→ Y to X TY
ǫY ◦f
and if LT : KL(T) → C is the
functor that sends X
f
→ TY to X TY,
mY ◦Tf
then KT is a left adjoint for LT with
arrows of adjunction ǫX , idTX and this adjoint situation determines T.
[Note: Let G : D → C be a functor −then the shape of G is the metacategory
SG whose objects are those of C, the morphisms from X to Y being the conglomerate
Nat(Mor(Y,G−),Mor(X,G−)). While ad hoc arguments can sometimes be used to show
that SG is isomorphic to a category, the situation is optimal when G has a left adjoint
F : C→ D since in this case SG is isomorphic to KL(T), T the triple in C determined by
F and G.]
Consider the adjoint situation produced by the forgetful functor GR → SET −then KL(T) is iso-
morphic to the full subcategory of GR whose objects are the free groups.
A triple T = (T,m, ǫ) in C is said to be idempotent provided that m is a natural
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isomorphism (hence ǫT = m−1 = Tǫ). If T is idempotent, then the comparison functor
KL(T) → T-ALG is an equivalence of categories. Moreover, GT : T-ALG → C is full,
faithful, and injective on objects. Its image is a reflective subcategory of C, the objects
being those X such that ǫX : X → TX is an isomorphism. On the other hand, every
reflective subcategory of C generates an idempotent triple. Agreeing that two idempotent
triples T and T ′ are equivalent if there exits a natural isomorphism τ : T → T ′ such that
ǫ′ = τ ◦ ǫ (thus also τ ◦ m = m′ ◦ τT ′ ◦ Tτ), the conclusion is that the conglomerate of
reflective subcategories of C is in a one-to-one correspondence with the conglomerate of
idempotent triples in C module equivalence.
[Note: An idempotent triple T = (T,m, ǫ) determines an orthogonal pair (S,D).
Let f : X → Y be a morphism −then f is said to be T-localizing if there is an isomorphism
φ : TX → Y such that f = φ◦ǫX . For this to be the case, it is necessary and sufficient that
f ∈ S and Y ∈ D. If C′ is a full subcategory of C and if T′ = (T ′,m′, ǫ′) is an idempotent
triple in C′, then T or (T ) is said to extend T′ or (T ′) provided that S′ ⊂ S and D′ ⊂ D
(in general, (S′)⊥ ⊃ D ⊃ (D′)⊥⊥, where orthogonality is meant in C).]
Let (F,G, µ, ν) be an adjoint situation −then the following conditions are equivalent: (1) (G ◦
F,GνF, µ) is an idempotent triple; (2) µG is a natural isomorphism; (3) (F ◦ G,FµG, ν) is an idempo-
tent cotriple; (4) νF is a natural transformation. And: (1), . . . , (4) imply that a full subcategory Cµ of
C whose objects are the X such that µX is an isomorphism is a reflective subcategory of C and the full
subcategory Dν of D whose objects are the Y such that νY is an isomorphism is a coreflective subcategory
of D.
[Note: Cµ and Dν are equivalent categories.]
Given a category C and a class S ⊂MorC, a localization of C at S is a pair (S−1C, LS),
where S−1C is a metacategory and LS : C→ S
−1C is a functor such that ∀ s ∈ S, LSs is
an isomorphism, (S−1C, LS) being initial among all pairs having this property, i.e., for any
metacategory D and for any functor F : C→ D such that ∀ s ∈ S, Fs is an isomorphism,
there exists a unique functor F ′ : S−1C → D such that F = F ′ ◦ LS. S
−1C exists, is
unique up to isomorphism, and there is a representative that has the same objects as C
itself. Example: Take C = TOP and let S ⊂ MorC be the class of homotopy equivalences
−then S−1C = HTOP.
[Note: If S is the class of all morphisms rendered invertible by LS (the saturation of
S), then the arrow S−1C→ S
−1
C is an isomorphism.]
Fix a class I which is not a set. Let C be the category whose objects are X, Y , and {Zi : i ∈ I} and
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whose morphisms, apart from the identities, are fi : X → Zi and gi : Y → Zi. Take S = {gi : i ∈ I} −then
S−1C is a metacategory that is not isomorphic to a category.
[Note: The localization of a small category at a set of morphisms is again small.]
Let C be a category and let S ⊂ MorC be a class containing the identities of C and
closed with respect to composition −then S is said to admit a calculus of left fractions if
(LF1) Given a 2-source X
′ s← X
f
→ Y (s ∈ S), there exists a commutative square
X Y
X ′ Y ′
s
f
t
f ′
, where t ∈ S;
(LF2) Given f, g : X → Y and s : X
′ → X (s ∈ S) such that f ◦ s = g ◦ s, there
exists t : Y → Y ′ (t ∈ S) such that t ◦ f = t ◦ g.
[Note: Reverse the arrows to define “calculus of right fractions” .]
Let S ⊂ MorC be a class containing the identities of C and closed with respect to composition such
that ∀ (s, t): t ◦ s ∈ S & s ∈ S =⇒ t ∈ S −then S admits a calculus of left fractions if every 2-source
X ′
s← X f→ Y (s ∈ S) can be completed to a weak pushout square
X Y
X ′ Y ′
s
f
t
f ′
, where t ∈ S. For an
illustration, take C = HTOP and consider the class of homotopy classes of homology equivalences.
Let C be a category and let S ⊂ MorC be a class admitting a calculus of left fractions.
Given X,Y ∈ ObS−1C, Mor(X,Y ) is the conglomerate of equivalence classes of pairs
(s, f): X
f
→ Y ′
s
← Y , two pairs
 (s, f)(t, g) being equivalent iff there exists u, v ∈ MorC: u ◦ sv ◦ t ∈ S, with u ◦ s = v ◦ t and u ◦ f = v ◦ g . Every morphism in S−1C can be
represented in the form (LSs)
−1LSf and if LSf = LSg, then there is an s ∈ S such that
s ◦ f = s ◦ g.
[Note: S−1C is a metacategory. To guarantee that S−1C is isomorphic to a category,
it suffices to impose a solution set condition: For each X ∈ ObC, there exists a source
{si : X → X
′
i} (si ∈ S) such that for every s : X → X
′ (s ∈ S), there is an i and a
u : X ′ → X ′i such that u ◦ s = si. This, of course, is automatic provided X\S, the full
subcategory of X\C whose objects are the s : X → X ′ (s ∈ S), has a final object.]
0-33
If C is the full subcategory of HTOP∗ whose objects are the pointed connected CW complexes and
if S is the class of pointed homotopy classes of pointed n-equivalences, then S admits a calculus of left
fractions and satisfies the solution set condition.
Let (F,G, µ, ν) be an adjoint situation. Assume: G is full and faithful or, equivalently,
that ν is a natural isomorphism. Take for S ⊂ MorC the class consisting of those s such
that Fs is an isomorphism (so, F = F ′ ◦ LS) −then {µX} ⊂ S and S admits a calculus
of left fractions. Moreover, S is saturated and satisifies the solution set condition (in fact,
∀ X ∈ ObC, X\S has a final object, viz. µX : X → GFX). Therefore S
−1C is isomorphic
to a category and LS : C → S
−1C has a right adjoint that is full and faithful, while
F ′ : S−1C→ D is an equivalence.
[Note: Suppose that T = (T,m, ǫ) is an idempotent triple in C. Let D be the
corresponding reflective subcategory of C with reflector R : C → D, so T = ι ◦ R, where
ι : D → C is the inclusion. Take for S ⊂ MorC the class consisting of those f such
that Tf is an isomorphism −then S is the class consisting of those f such that Rf is an
isomorphism, hence S admits a calculus of left fractions, is saturated, and satisfies the
solution set condition. The Kleisli category of T is isomorphic to S−1C and T factors as
C→ S−1C→ D→ C, the arrow S−1C→ D being an equivalence.]
Let (F,G, µ, ν) be an adjoint situation. Put
 S = {µX} ⊂ MorCT = {νY } ⊂ MorD −then
 S
−1C
T−1D
are isomor-
phic to categories and
 FG induce functors
 F
′ : S−1C→ T−1D
G′ : T−1D→ S−1C
such that
 G
′ ◦ F ′ ≈ idS−1C
F ′ ◦G′ ≈ idT−1D
,
thus
 S
−1C
T−1D
are equivalent. In particular, when G is full and faithful, S−1C is equivalent to D (the
saturation of S being the class consisting of those s such that Fs is an isomorphism, i.e., S is the “S”
considered above.).
Given a category C, a set U of objects in C is said to be a separating set if for every
pair X
f
⇒
g
Y of distinct morphisms, there exists a U ∈ U and a morphism σ : U → X such
that f ◦σ 6= g ◦σ. An object U in C is said to be a separator if {U} is a separating set, i.e.,
if the functor Mor(U,−) : C → SET is faithful. If C is balanced, finitely complete, and
has a separating set, then C is wellpowered. Every cocomplete, cowellpowered category
with a separator is wellpowered and complete. If C has coproducts, then a U ∈ ObC is a
separator iff each X ∈ ObC admits an epimorphism
∐
U → X.
[Note: Suppose that C is small −then the representable functors are a separating set
for [C,SET].]
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Every nonempty set is a separator for SET. SET×SET has no separators but the set {(∅, {0}), ({0}, ∅)}
is a separating set. Every nonempty discrete topological space is a separator for TOP (or HAUS). Z is
s separator for GR and AB, while Z[t] is a separator for RG. In A-MOD, A (as a left A-module) is a
separator and in MOD-A, A (as a right A-module) is a separator.
Given a category C, a set U of objects in C is said to be a coseparating set if for every
pair X
f
⇒
g
Y of distinct morphisms, there exists a U ∈ U and a morphism σ : Y → U such
that σ ◦f 6= σ ◦g. An object U in C is said to be a coseparator if {U} is a coseparating set,
i.e., if the cofunctor Mor(−, U) : C → SET is faithful. If C is balanced, finitely cocom-
plete, and has a coseparating set, then C is cowellpowered. Every complete, wellpowered
category with a coseparator is cowellpowered and cocomplete. If C has products, then a
U ∈ ObC is a coseparator iff each X ∈ ObC admits an monomorphism X →
∏
U .
Every set with at least two elements is a coseparator for SET. Every indiscrete topological space with
at least two elements is a coseparator for TOP. Q/Z is a coseparator for AB. None of the categories GR,
RG, HAUS has a coseparating set.
SPECIAL ADJOINT FUNCTOR THEOREM Given a complete wellpowered cate-
gory D which has a coseparating set, a functor G : D→ C has a left adjoint iff G preserves
limits.
A functor from SET, AB, or TOP to a category C has a left adjoint iff it preserves limits and a
right adjoint iff it preserve colimits.
Given a category C, an object P in C is said to be projective if the functor Mor(P,−) :
C → SET preserves epimorphisms. In other words: P is projective iff for each epimor-
phism f : X → Y and each morphism φ : P → Y , there exists a morphism g : P → X such
that f ◦ g = φ. A coproduct of projective objects is projective.
A category C is said to have enough projectives provided that for any X ∈ ObC there
is an epimorphism P → X, with P projective. If a category has enough projectives and a
separator, then it has a projective separator. If a category has coproducts and a projective
separator, then it has enough projectives.
The projective objects in the category of compact Hausdorff spaces are the extremally disconnected
spaces. The projective objects in AB or GR are the free groups. The full subcategory of AB whose objects
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are the torsion groups has no projective objects other than the initial objects. In A-MOD or MOD-A,
an object is projective iff it is a direct summand of a free module (and every free module is a projective
separator).
Given a category C, an object Q inC is said to be injective if the cofunctor Mor(−, Q) :
C → SET converts monomorphisms into epimorphisms. In other words: Q is injective
iff for each monomorphism f : X → Y and each morphism φ : X → Q, there exists a
morphism g : Y → Q such that g ◦ f = φ. A product of injective objects is injective.
A category C is said to have enough injectives provided that for any X ∈ ObC, there
is a monomorphism X → Q, with Q injective. If a category has enough injectives and a
coseparator, then it has an injective coseparator. If a category has products and a injective
coseparator, then it has enough injectives.
The injective objects in the category of compact Hausdorff spaces are the retracts of products
∏
[0, 1].
The injective objects in the category of Banach spaces and linear contractions are, up to isomorphism
the C(X), where X is an extremally disconnected compact Hausdorff space. In AB, the injective objects
are the divisible abelian groups (and Q/Z is an injective coseparator) but the only injective objects in GR
or RG are the final objects. The module HomZ(A,Q/Z) is an injective coseparator in A-MOD orMOD-A.
A zero object in a category C is an object which is both initial and final. The cat-
egories TOP∗, GR, and AB have zero objects. If C has a zero object 0C (or 0), then
for any ordered pair X, Y ∈ ObC there exists a unique morphism X → 0C → Y , the
zero morphism 0XY (or 0) in Mor(X,Y ). It does not depend on the choice of zero object
in C. An equalizer (coequalizer) of an f ∈ Mor(X,Y ) and 0XY is said be be a kernel
(cokernel ) of f . Notation: ker f (coker f).
[Note: Suppose that C has a zero object. Let {Xi : i ∈ I} be a collection of ob-
jects in C for which
∏
i
Xi and
∐
i
Xi exist. The morphisms δij : Xi → Xj defined by idXi (i = j)0XiXj (i 6= j) then determine a morphism t :
∐
i
Xi →
∏
i
Xi such that prj ◦ t ◦ ini =
δij . Example: Take #(I) = 2 −then this morphism can be a monomorphism (in TOP∗),
an epimorphism (in GR), or an isomorphism (in AB).]
A pointed category is a category with a zero object.
Let C be a category with a zero object. Assume that C has kernels and cokernels.
Given a morphism f : X → Y , an image (coimage) of f is a kernel of a cokenel (cokernel
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of a kernel) for f . Notation: im f (coimf). There is a commutative diagram
ker f X Y coker f
coimf im f,
f
f
where f is the morphism parallel to f . If parallel morphisms are isomorphisms, the C is
said to be an exact category .
[Note: In general, f need be neither a monomorphism nor an epimorphism and f can
be a bimorphism without being an isomorphism.]
A category C that has a zero object is exact iff every monomorphism is the kernel of a
morphism, every epimorphism is the cokernel of a morphism, and every morphism admits
a factorization: f = g ◦ h (g a monomorphism, h an epimorphism). Such a factorization is
essentially unique. An exact category is balanced; it is wellpowered iff it is cowellpowered.
Every exact category with a separator or a coseparator is wellpowered and cowellpowered.
If an exact category has finite products (finite coproducts), then it has equalizers (coequal-
izers), hence if finitely complete (finitely cocomplete).
AB is an exact category but the full subcategory of AB whose objects ar the torsion free abelian
groups is not exact. Neither GR nor TOP∗ is exact.
Let C be an exact category.
(EX) A sequence · · · → Xn−1
dn−1
−→ Xn
dn−→ Xn+1 → · · · is said to be exact
provided that im dn−1 ≈ ker dn for all n.
[Note: A short exact sequence is an exact sequence of the form 0 → X ′ → X →
X ′′ → 0.]
(Ker-Coker Lemma) Suppose that the diagram
X1 X2 X3 0
0 Y1 Y2 Y3
f1 f2 f3
is commutative and has exact rows −then there is a morphism δ : ker f3 → coker f1, the
connecting morphism , such that the sequence
ker f1 → ker f2 → ker f3
δ
→ coker f1 → coker f2 → coker f3
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is exact. Moreover, if X1 → X2 (Y2 → Y3) is a monomorphism (epimorphism), then
ker f1 → ker f2 (coker f2 → coker f3) is a monomorphism (epimorphism).
(Five Lemma) Suppose that the diagram
X1 X2 X3 X4 X5
Y1 Y2 Y3 Y4 Y5
f1 f2 f3 f4 f5
is commutative and has exact rows.
(1) If f2 and f4 are epimorphisms and f5 is a monomorphism, then f3 is an
epimorphism.
(2) If f2 and f4 are monomorphisms and f1 is an epimorphism, then f3 is a
monomorphism.
(Nine Lemma) Suppose that the diagram
0 0 0
0 X ′ X X ′′ 0
0 Y ′ Y Y ′′ 0
0 Z ′ Z Z ′′ 0
0 0 0
is commutative, has exact columns, and an exact middle row −then the bottom row is
exact iff the top row is exact.
In an exact category C, there are two short exact sequences associated with each morphism f : X → Y ,
viz.
 0→ ker f → X → coimf → 00→ im f → Y → coker f → 0 .
An additive category is a category C that has a zero object and which is equipped with
a function + that assigns to each ordered pair f, g ∈ MorC having common domain and
codomain, a morphism f + g with the same domain and codomain satisfying the following
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conditions.
(ADD1) On each morphism set Mor(X,Y ), + induces the structure of an abelian
group.
(ADD2) Composition is distributive over +:
 f ◦ (g + h) = (f ◦ g) + (f ◦ h)(g + h) ◦ k = (g ◦ k) + (h ◦ k) .
(ADD3) The zero morphisms are identities with respect to +: 0+ f = f +0 = f .
An additive category has finite products iff it has finite coproducts and when this is
so, finite coproducts are finite products.
[Note: If C is small and D is additive, then [C,D] is additive.]
AB is an additive category but GR is not. Any ring with unit can be viewed as an additive category
having exactly one object (and conversely). The category of Banach spaces and continuous linear transfor-
mations is additive but not exact.
An abelian category is an exact category C that has finite products and finite co-
products. Every abelian category is additive, finitely complete, and finitely cocomplete.
A category C that has a zero object is abelian iff it has pullbacks, pushouts, and every
monomorphism (epimorphism) is the kernel (cokernel) of a morphism. In an abelian cate-
gory, t :
n∐
i=1
Xi →
n∏
i=1
Xi is an isomorphism.
[Note: If C is small and D is abelian, then [C,D] is abelian.]
AB is an abelian category, as is its full subcategory whose objects are the finite abelian groups but
there are full subcategories of AB which are exact and additive, yet not abelian.
A Grothendieck category is a cocomplete abelian category C in which filtered colimits
commute with finite limits or, equivalently, in which filtered colimits of exact sequences
are exact. Every Grothendieck category with a separator is complete and has an injective
coseparator, hence has enough injectives (however there exists wellpowered Grothendieck
categories that do not have enough injectives). In a Grothendieck category, every fil-
tered colimit of monomorphisms is a monomorphism, coproducts of monomorphisms are
monomorphisms, and t :
∐
i
Xi →
∏
i
Xi is a monomorphism.
[Note: If C is small and D is Grothendieck, then [C,D] is Grothendieck.]
AB is a Grothendieck category but its full subcategory whose objects are the finitely generated
abelian groups, while abelian, is not Grothendieck. If A is a ring with unit, then A-MOD and MOD-A
are Grothendieck categories.
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Given exact categories
 CD , a functor F : C → D is said to be left exact (right
exact) if it preserves kernels (cokernels) and exact if it is both right and left exact. F is
left exact (right exact) iff for every short exact sequence 0→ X ′ → X → X ′′ → 0 in C, the
sequence 0 → FX ′ → FX → FX ′′ (FX ′ → FX → FX ′′ → 0) is exact in D. Therefore
F is exact iff F preserves short exact sequences or still, iff F preserves arbitrary exact
sequences.
[Note: F is said to be half exact if for every short exact sequence 0 → X ′ → X →
X ′′ → 0 in C, the sequence FX ′ → FX → FX ′′ is exact in D.]
The projective (injective) objects in an abelian category are those for which Mor(X,−) (Mor(−, X))
is exact. In AB, X ⊗ − is exact iff X is flat or here, torsion free. If I is small and filtered and if C is
Grothendieck, then colim : [I,C]→ C is exact.
Given additive categories
 CD , a functor F : C → D is said to be additive if for
all X, Y ∈ ObC, the map Mor(X,Y ) → Mor(FX,FY ) is a homomorphism of abelian
groups. Every half exact functor between abelian categories is additive. An additive functor
between abelian categories is left exact (right exact) iff it preserves finite limits (finite col-
imits). The additive functor category [C,D]+ is the full submetacategory of [C,D] whose
objects are the additive functors. There are Yoneda embeddings
 C
OP → [C,AB]+
C→ [COP,AB]+
.
If C and D are abelian categories with C small, if K : C → D is additive, and if S is a
complete (cocomplete) abelian category, then there is an additive version of Kan extension
applicable to
 [C,S]+[D,S]+ . The functors produced need not agree with those obtained by
forgetting the additive structure.
Let A be a ring with unit viewed as an additive category having only one object −then A-MOD is
isomorphic to [A,AB]+ and MOD-A is isomorphic to [AOP,AB]+.
[Note: A right A-module X and a left A-module Y define a diagram AOP×A→ AB (tensor product
over Z) and the coend
∫ A
X ⊗ Y is X ⊗A Y , the tensor product over A.]
If C is small and additive and if D is additive, then
(1) D finitely complete and wellpowered (finitely cocomplete and cowellpowered)
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=⇒ [C,D]+ wellpowered (cowellpowered);
(2) D (finitely) complete =⇒ [C,D]+ (finitely) complete and D (finitely) co-
complete =⇒ [C,D]+ (finitely) cocomplete;
(3) D abelian (Grothendieck) =⇒ [C,D]+ =⇒ abelian (Grothendieck).
[Note: Suppose that C is small. If C is additive, then [C,AB]+ is a complete
Grothendieck category and if C is exact and additive, then [C,AB]+ has a separator
which as a functor C→ AB is left exact.]
Given a small abelian category C and an abelian category D, write LEX(C,D) for the
full, isomorphism closed subcategory of [C,D]+ whose objects are the left exact functors.
DERIVED FUNCTOR THEOREM If C is a small abelian category and if D is a
wellpowered Grothendieck category, then LEX(C,D) is a reflective subcategory of [C,D]+.
As such, it is Grothendieck. Moreover, the reflector is an exact functor.
[Note: The reflector sends F to its zeroth right derived functor R0F .]
If C is a small abelian category, then LEX(C,AB) is a Grothendieck category with
a separator. Therefore LEX(C,AB) has enough injectives. Every injective object in
LEX(C,AB) is an exact functor. The Yoneda embedding COP → [C,AB]+ is left exact.
It factors through LEX(C,AB) and is then exact.
[Note: Since C is abelian, every object in [C,AB]+ is a colimit of representable
functors and every object in LEX(C,AB) is a filtered colimit of representable functors.
Thus LEX(C,AB) is equivalent to IND(COP) and so LEX(C,AB)OP is equivalent to
PRO(C).]
The full subcategory of AB whose objects are the finite abelian groups is equivalent to a small cat-
egory. Its procategory is equivalent to the opposite of the full subcategory of AB whose objects are the
torsion abelian groups.
Given an abelian category C, a nonempty class C ⊂ ObC is said to be a Serre class
provided that for any short exact sequence 0 → X ′ → X → X ′′ → 0 in C, X ∈ C iff X ′X ′′ ∈ C or equivalently, for any exact sequence X ′ → X → X ′′ in C,
 X ′X ′′ ∈ C
=⇒ X ∈ C.
[Note: Since C is nonempty, C contains the zero objects of C.]
Given an abelian category C with a separator and a Serre class C, let SC ⊂ MorC
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be the class consisting of those s such that ker s ∈ C and coker s ∈ C −then SC admits a
calculus of left and right fractions and SC = SC , i.e., SC is saturated. The metacategory
S−1C C is isomorphic to a category. As such, it is abelian and LSC : C→ S
−1
C C is exact and
additive. An object X in C belongs to C iff LSCX is a zero object. Moreover, if D is an
abelian category and F : C→ D is an exact functor, then F can be factored through LSC
iff all the objects of C are sent to zero objects by F .
[Note: Supppose that C is a Grothendieck category with a separator U −then for
any Serre class C, LSC : C→ S
−1
C C has a right adjoint iff C is closed under coproducts, in
which case S−1C C is again Grothendieck and has LSCU as a separator.]
Take C = AB and let C be the class of torsion abelian groups −then C is a Serre class and S−1C C is
equivalenct to the category of torsion free divisible abelian groups or still, to the category of vector spaces
over Q.
Given a Grothendieck category C with a separator, a reflective subcategory D of C
is said to be a Giraud subcategory provided that the reflector R : C → D is exact. Ev-
ery Giraud subcategory of C is Grothendieck and has a separator. There is a one-to-one
correspondence between the Serre classes in C which are closed under coproducts and the
Giraud subcategories of C.
[Note: The Gabriel-Popescu theorem says that every Grothendieck category with a
separator is equivalent to a Giraud subcategory of A-MOD for some A.]
Attached to a topological space X is the category OP(X) whose objects are the open subsets of X
and whose morphisms are the inclusions. The functor category [OP(X)OP,AB] is the category of abelian
presheaves on X. It is Grothendieck and has a separator. The full subcategory of [OP(X)OP,AB] whose
objects are the abelian sheaves on X is a Giraud subcategory.
Fix a symmetric monoidal category V −then a V-category M consists of a class
O (the objects) and a function that assigns to each ordered pair X,Y ∈ O an object
HOM(X,Y ) in V plus morphisms CX,Y,Z : HOM(X,Y ) ⊗ HOM(Y,Z) → HOM(X,Z),
IX : e→ HOM(X,X) satisfying the following conditions.
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(V-cat1) The diagram
HOM(X,Y )⊗ (HOM(Y,Z)⊗HOM(Z,W )) HOM(X,Y )⊗HOM(Y,W )
(HOM(X,Y )⊗HOM(Y,Z))⊗HOM(Z,W )
HOM(X,Z)⊗HOM(Z,W ) HOM(X,W )
A
id⊗C
C
C⊗id
C
commutes.
(V-cat2) The diagram
e⊗HOM(X,Y ) HOM(X,Y ) HOM(X,Y )⊗ e
HOM(X,X) ⊗HOM(X,Y ) HOM(X,Y ) HOM(X,Y )⊗HOM(Y, Y )
I⊗id
L R
id⊗I
C C
commutes.
[Note: The opposite of a V-category is a V-category and the product of two V-
categories is a V-category.]
The underlying category UM of a V-category M has for its class of objects the class
O, Mor(X,Y ) being the set Mor(e,HOM(X,Y )). Composition Mor(X,Y ) × Mor(Y,Z)
→ Mor(X,Z) is calculated from e ≈ e⊗ e
f⊗g
−→ HOM(X,Y )⊗HOM(Y,Z) → HOM(X,Z),
while IX serves as the identity in Mor(X,X).
[Note: A closed category V can be regarded as a V-category (take HOM(X,Y ) =
hom(X,Y )) and UM is isomorphic to V.]
Every category is a SET-category and every additive category is an AB-category.
A morphism F : V → W of symmetric monoidal categories is a functor F : V → W, a morphism
ǫ : e→ Fe, and morphisms TX,Y : FX ⊗ FY → F (X ⊗ Y ) natural in X, Y such that the diagrams
Fe ⊗ FX F (e⊗X)
e⊗ FX FX
T
FLǫ⊗id
L
FX ⊗ Fe F (X ⊗ e)
FX ⊗ e FX
T
FRid⊗ǫ
R
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FX ⊗ (FY ⊗ FZ) (FX ⊗ FY )⊗ FZ
FX ⊗ F (Y ⊗ Z) F (X ⊗ Y )⊗ FZ
F (X ⊗ (Y ⊗ Z)) F ((X ⊗ Y )⊗ Z)
id⊗T
A
T⊗id
T T
FA
commute with FTX,Y ◦ TX,Y = TY,X ◦ TFX,FY .
Example: Given a symmetric monoidal category V, the representable functor Mor(e,−) determines
a morphism V→ SET of symmetric monoidal categories.
Let F : V → W be a morphism of symmetric monoidal categories. Suppose that M is a V-
category. Definition: F∗M is the W-category whose object class is O. the rest of the data being
FHOM(X,Y ), FHOM(X,Y ) ⊗ FHOM(Y,Z) T−→ F (HOM(X,Y ) ⊗ HOM(Y,Z)) FC−→ F (HOM(X,Z), e ǫ→
Fe
FI−→ FHOM(X,X).
[Note: Take W = SET and F = Mor(e,−) to recover U M.]
Fix a symmetric monoidal category V. Suppose given V-cateogories M, N −then a
V-functor F :M→ N is the specification of a rule that assigns to each object X in M an
object FX in N and the specification of a rule that assigns to each ordered pair X, Y ∈ O
a morphism FX,Y : HOM(X,Y )→ HOM(FX,FY ) in V such that the diagram
HOM(X,Y )⊗HOM(Y,Z) HOM(X,Z)
HOM(FX,FY )⊗HOM(FY,FZ) HOM(FX,FZ)
FX,Y⊗FY,Z
C
FX,Z
C
commutes with FX,X ◦ IX = IFX .
[Note: The underlying functor UF : UM → UN sends X to FX and f : e →
HOM(X,Y ) to FX,Y ◦ f .]
Example: HOM :MOP ×M→ V is a V-functor if V is closed.
A V-catetory is small if its class of objects is a set; otherwise it is large . V-CAT ,
the category of small V-categories and V-functors, is a symmetric monoidal category.
Take V = AB −then an additive functor between additive categories “is” a V-functor.
Fix a symmetric monoidal category V. Suppose given V-cateogories M, N and V-
functors F,G : M → N −then a V-natural transformation Ξ from F to G is a class of
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morphisms ΞX : e→ HOM(FX,GX) for which the diagram
e⊗HOM(X,Y ) HOM(FX,GX) ⊗HOM(GX,GY )
HOM(X,Y ) HOM(FX,GY )
HOM(X,Y )⊗ e HOM(FX,FY )⊗HOM(FY,GY )
ΞX⊗GX,Y
C
R−1
L−1
FX,Y⊗ΞY
C
commutes.
Assume that V is complete and closed. Let M, N be V-categories with M small −then the category
V[M,N] whose objects are the V-functors M → N and whose morphism are the V-natural transfor-
mations is a V-category if Hom(F,G) =
∫
X
HOM(FX,GX), the equalizer of
∏
X∈O
HOM(FX,GX) ⇒∏
X′,X′′∈O
hom(HOM(X ′, X ′′),HOM(FX ′, GX ′′)).
Let C be a category with pullbacks −then an internal category (or a category object)
in C consists of an object M , an object O, and morphisms s : M → O, t : M → O,
e : O → M , c : M ×O M → M satisfying the usual category theoretic relations (here,
M ×O M M
M O
t
s
). Notation: M = (M,O,s,t,e,c).
[Note: There are obvious notions of internal functor and internal natural transformation.]
An internal category in SET is a small category. An internal category in SISET is a simplicial object
in CAT.
An internal category in CAT is a (small) double category.
[Note: Spelled out, such an entity consists of objects X,Y, . . ., horizontal morphisms f, g, . . ., ver-
tial morphisms φ, ψ, . . ., and bimorphisms (represented diagramatically by squares). The objects and
the horizontal morphisms form a category with identities X
hX−→ X. The objects and the vertical mor-
phisms form a category with identities
X
X
vX . The bimorphisms have horizontal and vertical laws of
composition
• • •
• • •
,
• •
• •
• •
under which they form a category with identities
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X X
idφ
Y Y
φ
hX
φ
hY
,
X Y
idf
X Y
vX
f
vY
f
. In the situation
• • •
• • •
• • •
, the result of com-
posing horizontally and then vertically is the same as the result of composing vertically and then hori-
zontally. Furthermore, horizontal composition of vertical identities gives a vertical identity and vertical
composition of horizontal identities gives a horizontal identity. Finally, the horizontal and the vertical
identities
X X
idvX
X X
vX
hX
vX
hX
,
X X
idhX
X X
vX
hX
vX
hX
coincide.]
Example: Let C be a small category −then dbC is the double category whose objects are those of
C, whose horizontal and vertical morphisms are those of C, and whose bimorphisms are the commutative
squares in C. All sources, targets, identities, and compositions come from C.
Let C be a category with pullbacks. Given an object O in C, an O-graph is an object
A and a pair of morphisms s, t : A → O. O-GR is the category whose objects are the
O-graphs and whose morphisms (A, s, t)→ (A′, s′, t′) are the arrows f : A→ A′ such that
s = s′ ◦ f , t = t′ ◦ f . If A×O A
′ is defined by the pullback square
A×O A
′ A′
A O
t′
s
and if the structural morphisms are A×O A
′ → A′
s′
→ O, A×O A
′ → A
t
→ O, then A×O A
′
is an O-graph. Therefore O-GR is a monoidal category: Take A⊗A′ to be A×OA
′ and let
e be (O, idO, idO). A monoidM in O-GR is an internal category in C with object element
O.
Let C be a category with pullbacks. Given an internal category M in C the nerve
nerM of M is the simplicial object in C defined by ner 0M = O, ner 1M = M , nernM =
M ×O · · · ×O M (n factors). At the bottom,
 d0d1 : ner 1M→ ner 0M is
 ts , while
higher up, in terms of the underlying projections, d0 = (π1, . . . , πn−1), dn = (π2, . . . , πn),
di = (π1, . . . , c ◦ (πn−i, πn−i+1), . . . , πn) (0 < i < n), and at the bottom, s0 : ner 0M →
ner 1M is e, while higher up, si = ei ◦ σi, where σi inserts O at the n− i+1 spot and ei is
id×O · · · ×O e×O · · · ×O id placed accodingly (0 ≤ i ≤ n).
[Note: An internal functor M→M′ induces a morphism nerM→ nerM′ of simpli-
cial objects.]
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Suppose that C is a small category. Consider nerC −then an element f of nernC is a diagram of the
form X0
f0→ X1 → · · · → Xn−1 fn−1→ Xn and
dif =

X1 → · · · → Xn (i = 0)
X0 → · · · → Xi−1 Xi+1fi◦fi−1 → · · · → Xn (0 < i < n),
X0 → · · · → Xn−1 (i = n)
sif = X0 → · · · → Xi
idXi→ Xi → · · · → Xn. The abstract definition thus reduces to these formulas since f
corresponds to the n-tuple (fn−1, . . . , f0).
LetC be a category with pullbacks. Given an internal categoryM inC, a left M-object
is an object T : Y → O in C/O and a morphism λ :M ×O Y → Y such that
M ×O M ×O Y M ×O Y O ×O Y
M ×O Y Y Y
id×Oλ
c×Oid
λ
e×Oid
L
λ
and
M ×O Y Y
M O
λ
T
t
commute, where M ×O Y is defined by the pullback square
M ×O M Y
M O
T
s
. Example: Take C = SET −then M is a small category and the
category of left M-objects is equivalent to the functor category [M,SET].
[Note: A right M-object is an object S : X → O in C/O and a morphism ρ : X×OM
→ X such that the analogous diagrams commute, where X×OM is defined by the pullback
square
M ×O M M
X O
t
S
Example: Take C = SET −then M is a small category
and the category of right M-objects is equivalent to the functor category [MOP,SET].
Let C be a category with pullbacks. Given an internal category M in C and
a left M-object Y , the translation category tranY of Y is the category object MY =
(MY , OY , sY , tY , eY , cY ) in C, where MY = M ×O Y , OY = Y , sY is the projection
M ×O Y → Y , tY is the action λ :M ×O Y → Y , and eY , cY are derived from e : O →M ,
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c :M×OM →M . Example: Take C = SET, letM be a small category, and suppose that
G : M → SET is a functor −then G determines a left M-object YG and the translation
category of YG can be identified with the Grothendieck construction of G.
Let G be a semigroup with unit, G the category having a single object ∗ with Mor(∗, ∗) = G. Suppose
that Y is a left G-set, i.e., an object in LACTG or still, a left G-object. The translation category of Y
is (G × Y, Y, sY , tY , eY , cY ), where sY (g, y) = y, tY (g, y) = g · y, eY (y) = (e, y), cY ((g2, y2), g1, y1)) =
(g2g1, y1). Specialize and let Y = G −then the objects of the translation category of G are the elements of
G and Mor(g1, g2) ≈ {g : gg1 = g2}.
Let C be a category with pullbacks. Given an internal category M in C, and a
right M-object X and a left M-object Y , the bar construction bar(X;M;Y ) on (X,Y )
is the simplicial object in C defined by barn(X;M;Y ) = X ×O nernM ×O Y . Note that
ρ appears only in dn and λ appears only in d0. The translation category tran(X,Y ) of
(X,Y ) is the category object MX,Y = (MX,Y , OX,Y , sX,Y , tX,Y , eX,Y , cX,Y ) in C, where
MX,Y = X ×O M ×O Y , OX,Y = X ×O Y , sX,Y = ρ ×O idY , tX,Y = idX ×O λ, eX,Y &
cX,Y being definable in terms of e & c. Therefore bar(X;M;Y ) ≈ nerMX,Y . Example:
O can be viewed as a right M-object via O ×O M
L
→ M
s
→ O and as a left M-object via
M×OO
R
→M
t
→ O, and M can be viewed as a rightM-object viaM×OM
c
→M
s
→ O and
as a leftM-object viaM×OM
c
→M
t
→ O, so bar(O;M;O), bar(O;M;M), bar(M ;M;O),
bar(M ;M;M) are meaningful.
Let G be a group, G the groupoid having a single object ∗ with Mor(∗, ∗) = G. View G as a left
G-set −then bar(∗;G;G) is isomorphic to the nerve of grdG. In fact, the objects of grdG are the ele-
ments of G and the morphisms of grdG are the elements of G × G (s(g, h) = g, t(g, h) = h, idg = (g, g),
(h, k) ◦ (g, h)= (g, k)), thus nerngrdG= G× · · · ×G (n+1 factors) and di(g0, . . . , gn)= (g0, . . . , ĝi, . . . , gn),
si(g0, . . . , gn)=(g0, . . . , gi, gi, . . . , gn). On the other hand, bar(∗;G;G) is the nerve of the translation cat-
egory of G. The functor tranG → grdG which is the identity on objects and sends a morphism (g, h)
in tranG to the morphism (h, g · h) in grdG induces an isomorphism ner tranG → ner grdG of simpli-
cial sets. For (g0, . . . , gn) → (gn, gn−1gn, . . . , g0, · · · gn) is the arrow nern tranG → nern grdG, its in-
verse being (g0, . . . , gn) → (gng−1n−1, gn−1g−1n−2, . . . , g0). Both ner tranG and ner grdG are simplicial right
G-sets, viz. (g0, . . . , gn) · g = (g0, . . . , gng) and (g0, . . . , gn) · g = (g0g, . . . , gng), and the isomorphism
ner tranG→ ner grdG is equivariant.
Let T = (T,m, ǫ) be a triple in a category C −then a right T-functor in a category V
is a functor F : C→ V plus a natural transformation ρ : F ◦T → F such that the diagrams
0-48
F ◦ T ◦ T F ◦ T
F ◦ T F
Fm
ρT
ρ
ρ
,
F F ◦ T
F
Fǫ
ρ commute and a left T-functor in a cate-
goryU is a functorG : U→ C plus a natural transformation λ : T ◦G→ G such that the di-
agrams
T ◦ T ◦G T ◦G
T ◦G G
mG
Tλ
λ
λ
,
G T ◦G
G
ǫG
λ commute. The bar construction
bar(F ;T, G) on (F,G) is the simplicial object in [U,V] defined by barn(F ;T;G) = F ◦
T n ◦ G, where d0 = ρT
n−1G, di = FT
i−1mT n−i−1G (0 < i < n), dn = FT
n−1λ, and
si = FT
iǫT n−iG. In particular: bar1(F ;T;G) = F ◦ T ◦ G, bar0(F ;T;G) = F ◦ G, and
d0, d1 : F ◦ T ◦G→ F ◦G are ρG, Fλ, while s0 : F ◦G→ F ◦ T ◦G is FǫG.
Example: If X is a T-algebra in C with structural morphism ξ : TX → X, then X
determines a left T-functor G : 1→ C and one writes bar(F ;T;X) for the associated bar
construction.
Take V = C, F = T , ρ = m, and put τ = ǫTG (thus τ : T ◦G→ T ◦ T ◦G). There is a commutative
diagram
T ◦G G
T ◦ T ◦G T ◦G
T ◦G G
τ
λ
ǫG
mG
Tλ
λ
λ
from which it follows that λ : T ◦ G → G is a coequalizer of (d0, d1) = (mG,Tλ). Consider the string of
arrows T ◦Tn ◦G d0−→ T ◦Tn−1 ◦G −→ · · · −→ T ◦T ◦G d0−→ T ◦G λ−→ G ǫG−→ T ◦G s0−→ T ◦T ◦G→ · · · −→
T ◦Tn−1 ◦G s0−→ T ◦Tn ◦G. Viewing G as a constant simplicial object in [∆OP, [C,V]], there are simplicial
morphisms G→ bar(T ;T;G), bar(T ;T;G)→ G viz. sn0 ◦ ǫG : G→ T ◦Tn ◦G, λ◦dn0 : T ◦Tn ◦G→ G, and
the composition G→ bar(T ;T;G)→ G is the identity. On the other hand, if hi : T ◦Tn ◦G→ T ◦Tn+1 ◦G
is defined by hi = s
i
0(ǫT
n−i+1G)di0 (0 ≤ i ≤ n), then d0 ◦ h0 = id, dn+1 ◦ hn = sn0 ◦ ǫG ◦ λ ◦ dn0 , and
di ◦ hj =

hj−1 ◦ di (i < j)
di ◦ hi−1 (i = j > 0)
hj ◦ di−1 (i > j + 1)
, si ◦ hj =
 hj+1 ◦ si (i ≤ j)hj ◦ si−1 (i > j) .
[Note: Take instead U = C, G = T , λ = m −then with τ = FTǫ, ρ : F ◦ T → F is a coequalizer of
(d1, d0) = (Fm,ρT ) and the preceding observations dualize.]
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§1. COMPLETETLY REGULAR HAUSDORFF SPACES
The reader is assumed to be familiar with the elements of general topology. Even so,
I think it best to provide a summary of what will be needed in the sequel. Not all terms
will be defined; most proofs will be omitted.
Let X be a locally compact Hausdorff space(LCH).
PROPOSITION 1 A subspace X is locally compact iff it is locally closed, i.e. has
the form A ∩ U , where A is closed and U is open in X.
The class of nonempty LCH spaces is closed under formation in TOP of finite products and arbitrary
coproducts.
[Note: An arbitrary product of nonempty LCH spaces is a LCH space iff all but finitely many of the
factors are compact.]
In practice, various additional conditions are often imposed on a LCH space X. The
connections among the most common of these can be summarized as follows:
metrizable paracompact normal
compact metrizable
compact σ-compact
Lindelo¨f
EXAMPLE Let Ω be the first uncountable ordinal and consider [0,Ω] (in the order topology) −then
[0,Ω] is Hausdorff. And: (i) [0,Ω] is compact but not metrizable, (ii) [0,Ω[ is locally compact and normal
but not paracompact; (iii) [0,Ω]× [0,Ω[ is locally compact but not normal.
Here are some important points to keep in mind.
(LCH1) X is completely regular, i.e., X has enough real valued continuous func-
tions to separate points and closed sets in the sense that for every point x ∈ X and every
closed subset A ⊂ X not containing x, there exists a continuous function φ :X→ [0, 1] such
that φ(x) = 1, φ|A = 0.
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(LCH2) X is σ-compact iff X possesses a sequence of exhaustion, i.e., an increas-
ing sequence {Un} of relatively compact open sets Un ⊂ X such that Un ⊂ Un+1 and
X =
⋃
n
Un.
(LCH3) X is paracompact iff X admits a representation X =
∐
i
Xi, where the
Xi are pairwise disjoint nonempty open σ-compact subspaces of X.
(LCH4) X is second countable iff X is σ-compact and metrizable.
(a) If X is metrizable, then X is completely metrizable.
(b) If X is metrizable and connected, then X is second countable.
Let X be a topological space −then a collection S = {S} of subsets of X is said to be:
point finite if each x ∈ X belongs to at most finitely many S ∈ S;
neighborhood finite if each x ∈ X has a neighborhood meeting at most finitely many
S ∈ S;
discrete if each x ∈ X has a neighborhood meeting at most one S ∈ S.
A collection which is the union of a countable number of

point finite
neighborhood finite
discrete
subcollections is said to be 
σ-point finite
σ-neighborhood finite
σ-discrete
.
A collection S = {S} of subsets of X is said to be closure preserving if for every subcollection S0 ⊂ S ,⋃
S0 =
⋃
S0, S0 the collection {S : S ∈ S0}.
A collection which is the union of a countable number of closure preserving subcollections is said to be
σ-closure preserving.
Every neighborhood finite collection of subsets of X is closure preserving but the converse is certainly
false since any collection of subsets of a discrete space is closure preserving. A point finite closure preserv-
ing closed collection is neighborhood finite. However, this is not necessarily true if “closed” is replaced by
“open” as can be seen by taking X = [0, 1], S = {]0, 1/n[ : n ∈ N}.
Let S = {S} a collection of subsets of X. The order of a point x ∈ X with re-
spect to S, written ord(x,S), is the cardinality of {S ∈ S : x ∈ S}. S is of finite order if
ord(S) = sup
x∈X
ord(x,S) < ω. The star of a subset Y ⊂ X with respect to S, written st(Y,S),
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is the set
⋃
{S ∈ S : S ∩ Y 6= ∅}. S is star finite if ∀ S0 ∈ S : #{S ∈ S : S ∩ S0 6= ∅} < ω.
Suppose that U = {Ui : i ∈ I} is a covering of X −then a covering V = {Vj : j ∈ J}
of X is a refinement (star refinement) of U if each Vj (st(Vj ,V)) is contained in some Ui
and is a precise refinement of U if I = J and Vi ⊂ Ui for every i. If U admits a point finite
(open) or neighborhood finite (open, closed) refinement, then U admits a precise point
finite (open) or neighborhood finite (open, closed) refinement.
To illustrate the terminology, recall that if X is metrizable, then every open covering of
X has an open refinement that is both neighborhood finite and σ-discrete.
Let X be a completely regular Hausdorff space (CRH space).
(C) X is compact iff every open covering of X has a finite (neighborhood finite,
point finite) subcovering.
(P) X is paracompact iff every open covering of X has a neighborhood finite
open (closed) refinement.
(M) X is metacompact iff every open covering of X has a point finite open re-
finement.
The following conditions are equivalent to paracompactness.
(P1) Every open covering of X has a closure preserving open refinement.
(P2) Every open covering of X has a σ-closure preserving open refinement.
(P3) Every open covering of X has a closure preserving closed refinement.
(P4) Every open covering of X has a closure preserving refinement.
PROPOSITION 2 A LCH space X is paracompact iff every open covering of X has
a star finite open refinement.
[Suppose that X is paracompact. Given an open covering U = {Ui} of X, choose a
relatively compact open refinement V = {Vj} of U such that V j is contained in some Ui
−then every neighborhood finite open refinement of V is necessarily star finite.]
A collection S = {S} of subsets of a CRH space X is said to be directed if for all S1, S2 ∈ S , there
exists S3 ∈ S such that S1 ∪ S2 ⊂ S3.
The following condition is equivalent to metacompactness.
(MD) Every directed open covering of X has a closure preserving closed refinement.
Given an open covering U of X, denote by UF the collection whose elements are the unions of the finite
subcollections of U −then UF is directed and refines U if U itself is directed. So the above characterization
of metacompactness can be recast:
(MF ) For every open covering U of X, UF has a closure preserving closed refinement.
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It is therefore clear that a LHC space X is metacompact iff X admits a representation X =
⋃
i
Ki, where
{Ki} is a closure preserving collection of compact subsets of X.
A CRH space X is said to be subparacompact if every open covering of X has a σ-
discrete closed refinement.
[Note: This definition is partially suggested by the fact that X is paracompact iff
every open covering of X has a σ-discrete open refinement.]
Suppose that X is subparacompact. Let U = {U} be an open covering of X −then U
has a closed refinement A =
⋃
n
An, where each An is discrete. Every A ∈ An is contained
in some UA ∈ U . The collection
Vn = {UA − (∪An −A) : A ∈ An} ∪ {U − ∪An : U ∈ U}
is an open refinement of U and ∀ x ∈ X ∃ nx: ord(x,Vnx) = 1.
FACT X is subparacompact iff every open covering of X has a σ-closure preserving closed refinement.
A CRH space X is said to be submetacompact if for every open covering U of X there
exists a sequence {Vn} of open refinements of U such that ∀ x ∈ X ∃ nx: ord(x,Vnx) < ω.
FACT X is submetacompact iff every directed open covering of X has a σ-closure preserving closed
refinement.
These properties are connected by the implications:
metacompact submetacompact
compact paracompact
subparacompact
Each is hereditary with repsect to closed subspaces and, apart from compactness, each
is hereditary with respect to Fσ-subpsaces (and all subspaces if this is so of open subspaces).
EXAMPLE (The Thomas Plank) Let L0 = {(x, 0) : 0 < x < 1} and for n ≥ 1, let Ln =
{(x, 1/n) : 0 ≤ x < 1}. Put X =
∞⋃
0
Ln. Topologize X as follows: For n ≥ 1, each point of Ln
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except for (0, 1/n) is isolated, basic neighbnorhoods of (0, 1/n) being subsets of Ln containing (0, 1/n)
and having finite complements, while for n = 0, basic neighborhoods of (x, 0) are sets of the form
{(x, 0)} ∪ {(x, 1/m)} : m ≥ n} (n = 1, 2, . . .). X is a LCH space. Moreover, X is metacompact: Ev-
ery open covering of X has an open refinement consisting of one basic neighborhood for each x ∈ X and
any such refinement is point finite since the order of each x ∈ X with respect to it is at most three. But X
is not paracompact. In fact, X is not even normal: A = {(0, 1/n) : n = 1, 2, . . .} and B = L0 are disjoint
closed subsets of X and every neighborhood of A contains all but countably many points of
∞⋃
1
Ln, while
every neighborhood of B contains uncountably many points of
∞⋃
1
Ln. Finally, X is subparacompact. This
is because X is a countable union of closed paracompact subspaces.
EXAMPLE (The Burke Plank) Take X = [0,Ω+[×[0,Ω+[−{(0, 0)}, Ω+ the cardinal successor of
Ω. For 0 < α < Ω+, put  Hα = [0,Ω
+[×{α}
Vα = {α} × [0,Ω+[ .
Topologize X as follows: Isoslate all points except those on the vertical or horizontal axis, the basic neigh-
borhoods of
 (0, α)(α, 0) being the subsets of
 HαVα containing
 (0, α)(α, 0) and having finite complements.
X is a metacompact LCH space. But X is not subparacompact. To see this, first observe that if S and
T are subsets of X such that S ∩Hα and T ∩ Vα are countable for every α < Ω+, then X 6= S ∪ T . Let
U = {Hα : 0 < α < Ω+} ∪ {Vα : 0 < α < Ω+}. U is an open covering of X and the claim is: U does not
have a σ-discrete closed refinement V = ⋃
n
Vn. To get a contradiction suppose that such a V does exist.
Let Sn and Tn be the elements of Vn which are contained in {Hα : 0 < α < Ω+} and {Vα : 0 < α < Ω+},
respectively −then Vn = Sn ∪ Tn. Write

S =
⋃
n
Sn
T =
⋃
n
Tn
, where
 Sn =
⋃Sn
Tn =
⋃ Tn . Since the Vn are
discrete, S ∩Hα and T ∩ Vα are countable for every α < Ω+, thus X 6= S ∪ T = ∪V and so V does not
cover X.
[Note: Why does one work with Ω+ rather than Ω? Reason: In general, if the weight of X is ≤ Ω,
then X is subparacompact iff X is submetacompact.]
EXAMPLE (Isbell-Mro´wka Space) Let D be an infinite set. Choose a maximal infinite collec-
tion S of almost disjoint countably infinite subsets of D, almost disjoint meaning that ∀ S1 6= S2 ∈ S ,
#(S1 ∩ S2) < ω. Observe that S is uncountable. Put Ψ(D) = S ∪D. Topologize Ψ(D) as follows: Isolate
the points of D and take for the basic neighborhoods of a point S ∈ S all sets of the form {S} ∪ (S −F ), F
a finite subset of S. Ψ(D) is a LCH space. In addition: S is closed and discrete, while D is open and dense.
Specialize and let D = N −then X = Ψ(N) is subparacompact, being a Moore space (cf. p. 1-17), but is
not metacompact. In fact, since S is uncountable, the open covering {N} ∪ {{S} ∪ S : S ∈ S} cannot have
a point finite open refinement.
[Note: The Isbell-Mro´wka space Ψ(N) depends on S . Question: Up to homeomorphism how many
distinct Ψ(N) are there? Answer: 22
ω
.]
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The coproduct of the Burke plank and the Isbell-Mro´wka space provides an example of a submeta-
compact X that is neither metacompact nor subparacompact.
EXAMPLE (The van Douwen Line) The object is to equip X = R with a first countable,
separable topology that is finer than the usual topology (hence Hausdorff) and under which X = R is locally
compact but not submetacompact. Given x ∈ R, choose a sequence {qn(x)} ⊂ Q such that |x− qn(x)| <
1/n. Next, let {Cα : α < 2ω} be an enumeration of the countable subsets Cα of R with #(Cα) = 2ω. For
α < 2ω, N = 0, 1, 2, . . ., pick inductively a point
xαN ∈ Cα − (Q ∪ {xβM : β < α or β = α and M < N}).
Put  S0 = {xα0 : α < 2
ω}
SN = {xαN : α < 2ω and Cα ⊂ C0} (N = 1, 2, . . .)
and write S in place of R−
∞⋃
1
SN . Observe that Q ∪ S0 ⊂ S and that the SN are pairwise disjoint. Given
x = xαN ∈ R − S, choose a sequence {cm(x)} ⊂ Cα(⊂ S0 ⊂ S) such that |x− cm(x)| < 1/m. Topologize
X = R as follows: Isolate the points of Q and take for the basic neighborhoods of
 x ∈ S −Qx ∈ R− S the sets
 Kk(x) = {x} ∪ {qn(x) : n ≥ k}Kk(x) = {x} ∪ {cm(x) : m ≥ k} ∪ {qn(cm(x)) : m ≥ k, n ≥ m} (k = 1, 2, . . .)
This prescription defines a first countable, separable topology on the line that is finer than the usual
topology. And, since the Kk are compact, it is a locally compact topology. However, it is not a sub-
metacompact topology. Thus let UN = S ∪ SN −then UN is open and U = {Un} is an open covering
of X. Consider any sequence {VM} of open refinements of U . For M = 1, 2, . . . and N = 1, 2, . . . let
WMN =
⋃
{V ∈ VM : V ∩ SN 6= ∅} and form W0 = S0 ∩
⋂
M,N
WMN = S0 −
⋃
M,N
(S0 − WMN). Since
#(S0) = 2
ω and since the S0−WMN are countable, W0 is nonempty. But any x0 in W0 necessarily belongs
to infinitely many distinct elements of VM (M = 1, 2, . . .). Consequently, the topology is not submetacom-
pact.
JONES’ LEMMA If a Hausdorff space X contains a dense set D and a closed discrete subspace
S with #(S) ≥ 2#(D), then X is not normal.
Application: The van Douwen line is not normal.
[In fact, each SN is closed and discrete with #(SN ) = 2
ω.]
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Let X be a LCH space. Under what conditions is it true that X metacompact =⇒
X paracompact? For example, is it true that if X is normal and metacompact , then X
is paracompact? This is an open question. There are no known counterexamples in ZFC
or under any additional set theoretic assumptions. Two positive results have been obtained.
(1) (Daniels†) A normal LCH spaceX is paracompact provided that it is boundedly
metacompact, i.e. every open covering of X has an open refinement of finite order.
(2) (Gruenhage‡) A normal LCH space X is paracompact provided that it is
locally connected and submetacompact.
Suppose that X is normal and metacompact −then on general grounds all that one can say is this.
Consider any open covering U of X: By metacompactness, U has a point finite open refinement V which,
by normality, has a precise open refinementW with the property thatW is a precise closed refinement of V.
FACT Let X be a CRH space. Suppose that X is submetacompact −then X is normal iff every
open covering of X has a precise closed refinement.
A Hausdorff space X is said to be perfect if every closed subset of X is a Gδ. The
Isbell-Mro´wka space Ψ(N) is perfect; however, it is not normal (cf. 1-12).
A Hausdorff space X is said to be perfectly normal if it is perfect and normal. The
ordinal space [0,Ω], while normal, is not perfectly normal since the point {Ω} is not a Gδ .
On the other hand, X metrizable =⇒ X perfectly normal. Every perfectly normal LCH
space X is first countable.
[Note: The assumption of perfect normality can be used to upgrade the strength of a
covering property.
(1) (Arhangel’ski˘i‖) Let X be a LCH space. If X is perfectly normal and meta-
compact, then X is paracompact.
(2) (Bennett-Lutzer∗) Let X be a LCH space. If X is perfectly normal and sub-
metacompact, then X is subparacompact.]
A CRH space X is countably paracompact if every countable covering of X has a
neighborhood finite open refinement. The ordinal space [0,Ω[ is countably paracompact
(being countably compact) and normal, whereas the ordinal space [0,Ω] × [0,Ω[ is count-
ably paracompact (being compact × countably compact ≡ countably compact) but not
normal. On the other hand, X perfectly normal =⇒ X countably paracompact.
† Canad. J. Math. 35 (1983), 807-823; see also Topology Appl. 28 (1988), 113-125.
‡Topology Proc. 4 (1979), 393-405.
‖Soviet Math. Dokl. 13 (1972), 517-520.
∗General Topology Appl. 2 (1972), 49-54.
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To recapitulate:
paracompact
metrizable normal countably paracompact
perfectly normal
FACT Suppose that X is normal −then X is countably paracompact iff every countable open cov-
ering of X has a σ-discrete closed refinement.
So: In the presence of normality, X subparacompact =⇒ X countably paracompact. This implica-
tion is strict since the ordinal space [0,Ω[ is normal and countably paracompact; however, it is not even
submetacompact (cf. p 1-12). On the other hand: (i) The ordinal space [0,Ω] × [0,Ω[ is nonnormal and
countably paracompact but not subparacompact; (ii) The The Isbell-Mro´wka space Ψ(N) is nonnormal and
subparacompact but not countably paracompact (cf. p. 1-12).
[Note: To verify that X = [0,Ω] × [0,Ω[ is not subparacompact, let A = {Ω, α) : α < Ω} and
B = {(α, α) : α < Ω} −then A and B are disjoint closed subsets of X. Therefore X = U ∪ V , where
U = X −A and V = X −B. Since the open covering {U, V } has no σ-discrete closed refinement, X is not
subparacompact.]
Is every normal LCH space countably paracompact? This question is a reinforcement
of the “Dowker problem”. Dropping the supposition of local compactness, a Dowker space
is by definition a normal Hausdorff space which fails to be countably paracompact or,
equivalently, whose product with [0, 1] is not normal. Do such spaces exist? The answer is
“yes”, the first such example within ZFC being a construction due to M.E. Rudin†. Her
example is not locally compact and only by imposing assumptions beyond ZFC has it been
possible to produced locally compact examples.
The ordinal space [0,Ω]× [0,Ω[ is neither first countable nor separable. Can one construct an example
of a nonnormal countably paracompact LCH space with both of these properties” The answer is “yes”.
Let S and T be subsets of N. Write S ≤ T if #(S−T ) < ω; write S < T if S ≤ T and #(T −S) = ω.
LEMMA (Hausdorff) There exist collections
 S
+ = {S+α : α < Ω}
S− = {S−α : α < Ω}
of subsets of N with the
following properties:
(1) ∀ α : #(N− (S+α ∪ S−α )) = ω.
(2) ∀ α ∀ β: β < α =⇒ S+β < S+α and S−β < S−α .
(3) ∀ α: #(S+α ∩ S−α ) < ω.
†Fund. Math. 73 (1971) 179-186; see also Balogh, Proc. Amer. Math. Soc. 124 (1996), 2555-2560.
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(4) ∀ α ∀ n ∈ N: #{β : β < α & S+α ∩ S−β ⊂ Fn} < ω (Fn = {1, . . . , n}).
There is no H ⊂ N such that ∀ α: S+α ≤ H and S−α ≤ N−H .
[We shall establish the existence of S+ and S− by constructing their elements via induction on α.
Start by setting S+0 = ∅ and S−0 = ∅. Given S+α and S−α , decomposse N − (S+α ∪ S−α ) into three infinite
pairwise disjoint sets N+α , N
−
α , and Nα. Put S
+
α+1 = S
+
α ∪N+α
S−α+1 = S
−
α ∪N−α
( =⇒ N− (S+α+1 ∪ S−α+1) ⊃ Nα).
Then this definition handles successor ordinals < Ω. Suppose now that 0 < Λ < Ω is a limit ordi-
nal. Choose a strictly increasing sequence {αi} ⊂ [0,Ω[: α1 = 0, supαi = Λ. Fix ni ∈ N such that
S+αi∩
⋃
j≤i
S−αj ⊂ Fni and write T+Λ for
⋃
i
(S+αi−Fni). Note that ∀ α < Λ: S+α < T+Λ and ∀ i: #(T+Λ ∩S−αi) < ω.
If Ii = {α : αi ≤ α < αi+1 & T+Λ
⋂
S−α ⊂ Fi} and if I =
⋃
i
Ii, then each Ii is finite and so I ∩ [0, α[ is finite
for every α < Λ. Assign to each nonzero α ∈ Ii the infinite set S−α −
⋃
{S−αj : αj < α} and denote by n(α)
its minimum element in N− Fi. Relative to this data, define S+Λ = T+Λ ∪ {n(α) : α ∈ I(α 6= 0)}. Then it is
not difficult to verify that  ∀ α < Λ : S
+
α < S
+
Λ and ∀ i : #(S+Λ ∩ S−αi) < ω
∀ n ∈ N : #{α : α < Λ & S+Λ ∩ S−α ⊂ Fn} < ω.
As for S−Λ , observe that (N− S+Λ )−
⋃
j≤i
S−αj is infinite, thus there exists an infinite set LΛ ⊂ (N− S+Λ ) such
that LΛ ∩ S−αj is finite for every i. Defining S−Λ = N− (S+Λ ∪ LΛ), we have ∀ α < Λ : S
−
α < S
−
Λ
S+Λ ∩ S−α = ∅, #(N− (S+Λ ∪ S−Λ )) = ω,
which completes the induction. There remains the assertion of nonseparation. To deal with it, assume that
there exists an H ⊂ N such that S+α −H and S−α ∩H are both finite for every α < Ω. Choose an n ∈ N:
W = {α : S−α ∩ H ⊂ Fn} is uncountable. Fix an α ∈ W with the property that W ∩ [0, α[ is infinite. If
S+α −H ⊂ Fm, then {β : β < α & S+α ∩ S−β ⊂ Fmax(m,n)} contains W ∩ [0, α[. Contradiction.]
EXAMPLE (van Douwen Space) Let
 X
+ = {+1}×]0,Ω[
X− = {−1}×]0,Ω[
and put X = X+ ∪ X− ∪ N. Topologize X as follows: Isolate the points of N and take for the basic
neighborhoods of a point
 (+1, α) ∈ X
+
(−1, α) ∈ X−
all sets of the form
 K(+1, α : β, F ) = {(+1, γ) : β < γ ≤ α} ∪ ((S
+
α − S+β )− F )
K(−1, α : β, F ) = {(−1, γ) : β < γ ≤ α} ∪ ((S−α − S−β )− F ),
where β < α and F ⊂ N is finite. Since the K(±1, α : β, F ) are compact, X is a LCH space. Obviously, X
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is first countable and separable; in addition, X is countably paracompact, X± being a copy of ]0,Ω[. Still,
X is not normal.
[Suppose that the disjoint closed subsets X+ and X− can be separated by disjoint open sets U+
and U−. Given α ∈]0,Ω[, select an ordinal f(α) < α and a finite subset F (α) ⊂ N such that K(±, α :
f(α), F (α)) ⊂ U±. Choose κ < Ω and a cofinal K ⊂ [0,Ω[ such that f |K = κ (by “pressing down”, i.e.,
Fodor’s lemma). Put  H
+ = {S+κ ∪ (N ∩ U+))− S−κ
H− = {S−κ ∪ (N ∩ U−))− S+κ .
Then H+ ∩H− = ∅. Let α < Ω be arbitrary. Using the cofinality of K and the relation f |K = κ, one finds
that S±α ≤ H±. Contradiction.]
A CRH space X is said to be countably compact if every countable open covering of X
has a finite subcovering or, equivalently, if every neighborhood finite colletion of nonempty
subsets of X is finite. The ordinal space [0,Ω[ is countably compact but not compact. The
van Douwen space is not countably compact but is countably paracompact.
Associated with this ostensibly simple concept are some difficult unsolved problems. Sample: Within
ZFC, does there exist a first countable separable, countably compact LCH space X that is not compact?
This is an open question. But under CH, e.g., such an X does exist (cf. p. 1-17). Consider the assertion:
Every perfectly normal, countably compact LCH space X is compact. While innocent enough, this state-
ment is undecidable in ZFC (Ostaszewski†, Weiss‡).
PROPOSITION 3 X is a countably compact iff every point finite open covering of
X has a finite subcovering.
[Suppose that X is countably compact. Let U be a point finite open covering of X
−then, on general grounds, U admits an irreducible subcovering V. The minimal covering
must be finite: For otherwise there would exist an infinite subset S ⊂ X such that each
x ∈ X has a neighborhood containing exactly one point of S, an impossibility.
Suppose that X is not countably compact −then there exists a countably infinite
discrete closed subset D ⊂ X, say D = {xn}. Choose a sequence {Un} of nonempty
open sets whose closures are pairwise disjoint such that ∀ n: xn ∈ Un. The collection
{X −D,U1, U2, . . .} is a point finite open covering of X which has no finite subcovering.]
A CRH space X is said to be pseudocompact if every countable open covering of X
has a finite subcollection whose closures cover X or, equivalently, if every neighborhood
†J. London Math. Soc. 14 (1976), 505-516.
‡Canad J. Math. 30 (1978), 243-249
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finite collection of nonempty open subsets of X is finite. The Isbell-Mro´wka space Ψ(N) is
pseudocompact but not countably compact (cf. p. 1-12).
PROPOSITION 4 X is a pseudocompact iff every real valued continuous function
on X is bounded.
[Suppose X is not pseudocompact −then there exists a countably infinite neighbor-
hood finite collection {Un} of nonempty open subsets of X. Choose a point xn ∈ Un.
Since X is completely regular, there exists a continuous function fn : X → [0, n] such that
fn(xn) = n, fn|X − Un = 0. Put f =
∑
n
fn: f is continuous and unbounded.]
A CRH space X is said to be countably metacompact if every countable open covering
of X has a point finite open refinement. The ordinal space [0,Ω[ is countably metacompact
but not metacompact (cf. p. 1-12). Every perfect X is countably metacompact.
The relative positions of these conditions is shown by:
compact paracompact metacompact
countably compact countably paracompact countably metacompact
pseudocompact
FACT X is countably metacompact iff for every countable open covering U of X there exists a
sequence {Vn} of open refinements of U such that ∀ x ∈ X ∃ nx: ord(x,Vnx ) < ω.
[The point here is to show that the stated condition forces X to be countably metacompact. Enumer-
ate the elements of U : Un (n = 1, 2, . . .). Write Wn for the set of all x ∈ Un such that ∀ m ≤ n ∃ V ∈ Vm:
x ∈ V and V 6⊂ ⋃
i<n
Ui. Then W = {Wn} is a point finite open refinement of U = {Un}.]
So: X submetacompact =⇒ X countably metacompact. The van Douwen line is not countably
metacompact (inspect the argument used to establish nonsubmetacompactness). The Tychonoff plank is
countably metacompact but is neither submetacompact nor countably paracompact (cf. p. 1-12).
PROPOSITION 5 If X is a pseudocompact and either normal or countably para-
compact, then X is countably compact.
[Suppose that X is normal. If X is not countably compact, then there exists a count-
ably infinite discrete closed subset D ⊂ X, say D = {xn}. By the Tietze extension
theorem, there exists a continuous function f : X → R such that f(xn) = n (n = 1, 2, . . .).
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Contradiction.
Suppose that X is countably paracompact. If X is not countably compact, then there
exists a countable open covering {Un} of X that cannot be reduced to a finite covering.
Let {Vn} be a precise neighborhood finite open refinement of {Un} −then there exists a
finite subset F ⊂ N such that Vn = ∅ iff n ∈ F . But
⋃
n
Vn = X. Contradiction.]
EXAMPLE The Isbell-Mro´wka space Ψ(N) is not not countably compact. However, Ψ(N) is pseu-
docompact so, by the above, it is neither normal nor countably paracompact.
[Put X = Ψ(N) and suppose that f : X → R is continuous but unbounded. Since ∀ S ∈ S , {S}∪ S is
compact, f |S is bounded. This means that there exists a sequence {xn} of distinct points in X such that
(i) |f(xn)| ≥ n and (ii) ∀ S ∈ S , #({xn} ∩ S} < ω. The maximality of S then implies that {xn} ∈ S .
Contradiction.]
EXAMPLE (The Tychonoff Plank) Let X = [0,Ω]× [0, ω]− {(Ω, ω)}. X is not countably
compact (consider {(Ω, n) : 0 ≤ n < ω}). However, X is pseudocompact so, by the above, it is neither
normal nor countably paracompact.
[Suppose that f : X → R is continuous −then it suffices to show that f extends continuously to
{(Ω, ω)}. Because every real valued continuous function on [0,Ω[ is constant on some tail [α,Ω[, ∀ n ≤ ω,
there exists αn < Ω and a constant rn such that f(α, n) = rn ∀ α ≥ αn. Put α0 = supαn −then α0 < Ω.
One can therefore let f(Ω, ω) = rω.]
PROPOSITION 6 If X is countably compact and submetacompact, then X is com-
pact.
[Let U be an open covering of X. Let {Vn} be a sequence of open refinements of U
such that ∀ x ∈ X ∃ nx: ord(x,Vnx) < ω). Write Amn for {x : ord(x,Vn) ≤ m} −then
Amn is a closed subspace of X, hence is countably compact, and Vn is point finite on the
Amn. Proposition 3 therefore implies that Amn can be covered by finitely many elements
of Vn. Every x ∈ X is in some Amn, so there is a countable covering of X made up of the
elements from the sequence {Vn}. This covering has a finite subcovering, thus so does U .]
Consequently, the ordinal space [0,Ω[ is not submetacompact. It then follows from this that the Ty-
chonoff plank is not submetacompact (since [0,Ω[ sits inside it as a closed subspace).
Let X be a CRH space. A π-basis for X is a collection P of nonempty open subsets
of X such that if O is a nonempty open subset of X, then for some P ∈ P, P ⊂ O.
LEMMA Suppose that X is Baire. Let U be a point finite open covering of X −then
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there exists a π-basis P for X such that ∀ P ∈ P and ∀ U ∈ U , either P ⊂ U or P ∩U = ∅.
[For n = 1, 2, . . ., denote by Xn the subset of X consisting of those points that are in
at most n elements of U . Each Xn is closed and X =
⋃
n
Xn. Let O be a nonempty open
subset of X. Since O =
⋃
n
O ∩Xn, there will be an n such that O ∩Xn has a nonempty
interior. Let n(O) be the smallest such n. Let UO ⊂ O ∩ Xn(O) be a nonempty open
subset of X. Choose xO ∈ UO that belongs to exactly n(O) elements of U and write P
for their intersection with UO −then P = {P} is a π-basis for X with the stated properties.]
Suppose that X is pseudocompact −then X is Baire. To see this, let {On} be a de-
creasing sequence of dense open subsets of X. Let U be a nonempty open subset of X.
Inductively choose nonempty open sets Vn: V1 = U & V n+1 ⊂ U ∩ On ∩ Vn. By pseudo-
compactness,
⋂
n
V n 6= ∅, hence U ∩
(⋂
n
On
)
6= ∅.
PROPOSITION 7 If X is pseudocompact and metacompact, then X is compact.
[Let O be an open covering of X. Let U = {U} be a point finite open refinement of
O with the property that U = {U} refines O. Use the lemma to determine a π-basis P for
X per U . Fix P1 ∈ P. Consider {U ∈ U : U ∩ P1 6= ∅}. Since U ∩ P1 6= ∅ =⇒ P1 ⊂ U
and since U is point finite, it is clear that this is a finite set. If X = st(P1,U), then finitely
many elements of O cover X and we are done. Otherwise, proceed inductively and, using
the fact that P is a π-basis for X, given n ∈ N choose Pn+1 ∈ P such that
Pn+1 ⊂ X −
⋃
m≤n
st(Pm,U)
We claim that the process terminates, from which the result. Suppose the opposite −then,
due to the pseudocompactness of X, {Pn} cannot be neighborhood finite. Therefore there
exists x ∈ Ux ∈ U with Ux ∩ Pn 6= ∅ for infinitely many n, contrary to construction.]
One cannot replace “metacompact” by “submetacompact” in the preceding result: The Isbell-Mro´wka
space Ψ(N) is pseudocompact and submetacompact but not compact. However, the argument does go
through under the weaker condition: Every open covering of X has a σ-point finite open refinement.
PROPOSITION 8 If X is normal and countably metacompact, then X is countably
paracompact.
One can check:
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(CP) X is countably paracompact iff for every decreasing sequence {An} of
closed sets such that
⋂
n
An = ∅, there exists a decreasing sequence {Un} of open sets with
An ⊂ Un for every n and such that
⋂
n
Un = ∅.
(CM) X is countably metacompact iff for every decreasing sequence {An} of
closed sets such that
⋂
n
An = ∅, there exists a decreasing sequence {Un} of open sets with
An ⊂ Un for every n and such that
⋂
n
Un = ∅.
It remains only to note that for normal X, CP ⇐⇒ CM.
If X is the Tychonoff plank, then X = Y ∪ Z, where Y =
⋃
n<ω
[0,Ω] × {n} and Z = [0,Ω[×{ω}.
Since Y is an open paracompact subspace of X and Z is a closed countably compact subspace of X, it is
clear that X is countably metacompact. Because X is not countably paracompact, Proposition 8 allows
one to infer once again that X is not normal (cf. Proposition 5).
A Hausdorff space X is said to be collectionwise normal if for every discrete collection
{Ai : i ∈ I} of closed subsets of X there exists a pairwise disjoint collection {Ui : i ∈ I} of
open subsets of X such that ∀ i ∈ I: Ai ⊂ Ui.
Of course, X collectionwise normal =⇒ X normal. On the other hand, X normal
and countably compact =⇒ X collectionwise normal. So, the ordinal space [0,Ω[ is col-
lectionwise normal. However, it is not perfectly normal since the set of all limit ordinals
α < Ω, while closed, is not a Gδ. Rudin’s Dowker space is collectionwise normal.
LEMMA Suppose that X is collectionwise normal. Let {Ai : i ∈ I} be a discrete
collection of closed subsets of X −then there exists a discrete collection {Oi : i ∈ I} of
opens subsets of X such that ∀ i ∈ I: Ai ⊂ Oi.
[Let {Ui : i ∈ I} be a pairwise disjoint collection of open subsets of X such that
∀ i ∈ I: Ai ⊂ Ui. Choose an open set U subject to
⋃
i
Ai ⊂ U ⊂ U ⊂
⋃
i
Ui and then put
Oi = Ui ∩ U .]
Suppose that X is normal. Let {An} be a countable discrete collection of closed subset
of X −then there exists a countable pairwise disjoint collection {Un} of open subsets of
X such that ∀ n: An ⊂ Un. In fact, given n ∈ N, choose a pair (On, Pn) of disjoint open
subsets of X such that On ⊃ An, Pn ⊃
⋃
m6=n
Am and then put Un = On ∩
⋂
m<n
Pm.
PROPOSITION 9 If X is paracompact, then X is collectionwise normal.
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[Let {Ai : i ∈ I} be a discrete collection of closed subsets of X. Put Oi = X−
⋃
j 6=i
Aj
−then the collection {Oi : i ∈ I} is an open covering of X, hence in view of the para-
compactness of X, has a precise neighborhood finite closed refinement {Ci : i ∈ I}. If
Ui = X −
⋃
j 6=i
Cj , then {Ui : i ∈ I} is a pairwise disjoint collection of open subsets of X
such that ∀ i ∈ I: Ai ⊂ Ui. Therefore X is collectionwise normal.]
PROPOSITION 10 If X is collectionwise normal and metacompact then X is para-
compact.
[It is enough to prove that a given point finite open coverig O = {O} of X has a
σ-discrete open refinement U =
⋃
n
Un. Put An = {x : ord(x,O) ≤ n} −then An is a closed
subspace of X and X =
⋃
n
An. Assign to each x ∈ X the open set Ox =
⋂
{O ∈ O :
x ∈ O}. Using the Ox, we shall construct the Un by induction. To start off, observe that
{Ox ∩ A1 : x ∈ A1} is a discrete collection of closed subsets of X covering A1. So, by
collectionwise normality, there exists a discrete collection U1 of open subsets of X covering
A1 such that each element of U1 is contained in some element of O. Proceding, suppose
that
n⋃
m=1
Um is a covering of An by open subsets of X, each of which is contained in some
element of O, with Um discrete. Let Un =
⋃
{U : U ∈ Um, 1 ≤ m ≤ n} −then Un ⊃ An and
{Ox ∩ (An+1−Un) : x ∈ An+1−Un} is a discrete collection of closed subsets of X covering
An+1−Un. Once again, by collectionwise normality, there exists a discrete collection Un+1
of open subsets of X covering An+1 − Un such that each element of Un+1 is contained in
some element of O. And An+1 ⊂
n+1⋃
m=1
Um .]
Trifling modifications in the preceding argument allow one to replace “metacompact” by “submeta-
compact” and still arrive at the same conclusion.
Kemoto † has shown by very different methods that if a normal LCH space X is submetacompact,
then X is subparacompact. Example: The Burke plank is not normal.
Let X be a LCH space. Does the chart
paracompact collectionwise normal normal
collectionwise normal
†Fund. Math. 132 (1989), 163-169.
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admit any additional arrows? We do know that there exists a paracompact X that is not
perfectly normal and a collectionwise normal X that is not paracompact.
(Qa) Is every normal LCH space X collectionwise normal?
[There are counterexamples under MA + ¬ CH (cf. 1-18). Consistency has been
established modulo the consistency of the existence of a supercompact cardinal.]
(Qb) Is every perfectly normal LCH space X collectionwise normal?
[This is undecidable in ZFC.]
(Qc) Is every perfectly normal LCH space X paracompact?
[The Kunen line under CH and the rational sequence topology over a CUE-set under
MA +¬ CH are counterexamples. However, under ZFC alone, ths issue has not been re-
solved.]
There questions (and many others) are discussed by Watson†.
The construction of topologies by transfinite recursion is an important technique that can be used
to produce a variety of illuminating examples.
EXAMPLE [Assume CH] (The Kunen Line) The object is to equip X = R with a
first countable, separable topology that is finer than the usual topology (hence Hausdorff) and under which
X = R is locally compact and perfectly normal but not Lindelo¨f, hence not paracompact (since paracompact
+ separable = Lindelo¨f). It will then turn out that the resulting topology is even hereditarily separable
and collectionwise normal.
Let {xα : α < Ω} be an enumeration of R and put Xα = {xβ : β < α}, so XΩ = R. Let {Cα : α < Ω}
be an enumeration of the countable subsets of R such that ∀ α: Cα ⊂ Xα. We shall now construct by
induction on α ≤ Ω a collection {τα : α ≤ Ω}, where τα is a topology on Xα (with closure operator clα)
subject to:
(a) ∀ α: τα is a first countable, zero dimensional, locally compact topology on Xα that is finer
than the usual topology on Xα (as a subspace of R) and, if α < Ω, is metrizable.
(b) ∀ β < α: (Xβ , τβ) is an open subspace of (Xα, τα).
(c) ∀ γ ≤ β < α: If xβ ∈ clR(Cγ), then xβ ∈ clα(Cγ).
First, take τα discrete if α ≤ ω. Assume next that ω < α ≤ Ω. If α is a limit ordinal, take for τα
the topology on Xα generated by
⋃
β<α
τβ. If α is a successor ordinal, say α = β + 1, then the problem is to
define τα on Xα = Xβ ∪ {xβ} and for that we distinguish two cases.
(∗) If there is no γ ≤ β such that xβ ∈ clR(Cγ), isolate xβ and take for τα the topology generated
by τβ and {xβ}.
¬(∗) Let {γn} enumerate {γ ≤ β : xβ ∈ clR(Cγ)}, each γ being listed ω times. Put In =
]xβ − 1/n, xβ +1/n[ and pick a sequence {yn} of distinct points yn ∈ Cγn ∩ In. Choose a discrete collection
{Kn,β} of τβ-clopen compact sets Kn,β: yn ∈ Kn,β ⊂ In. To complete the induction, take for τα the
topology generated by τβ and the sets {xβ} ∪
⋃
m≥n
Km,β (n = 1, 2, . . .).
†In: Open Problems in Topology, J. van Mill and G. Reed (ed.), North Holland (1990), 37-76.
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It follows that R or still, XΩ =
⋃
α<Ω
Xα is a first countable, LCH space under τΩ. Because each Xα is
τΩ-open, XΩ is not Lindelo¨f. Every x ∈ XΩ has a countable clopen neighborhood.
Claim: Let S ⊂ R −then #(clR(S)− clΩ(S)) ≤ ω.
[Fix a countable subset C ⊂ S such that clR(C) = clR(S). Write C = Cα0 (some α0 < Ω). If α > α0
and if xα ∈ clR(C), then xα ∈ clΩ(C). Therefore clR(S)− clΩ(S) ⊂ {xα : α ≤ α0}.]
The fact that XΩ is hereditarily separable is thus immediate. To establish perfect normality, suppose
that A ⊂ XΩ is closed −then it is a question of finding a sequence {Un} ⊂ τΩ such that A =
⋂
n
Un
=
⋂
n
clΩ(Un). Since R is perfectly normal, there exists a sequence {On} of R-open sets such that clΩ(A) =⋂
n
On =
⋂
n
clΩ(On). From the claim, clR(A) − A can be enumerated: {an}. Each an ∈ XΩ − A, so
∃ Kn ∈ τΩ: an ∈ Kn ⊂ XΩ − A, Kn clopen. Bearing in mind that τΩ is finer than the usual topology on
R, we then have
A =
⋂
n
On ∩
⋂
n
(XΩ −Kn) =
⋂
n
clΩ(On) ∩
⋂
n
(XΩ −Kn).
The final point is collectionwise normality. But as CH is in force, Jones’ lemma implies that XΩ, being
separable and normal, has no uncountable closed discrete subspaces.
[Note: XΩ is not metacompact (cf. Propostion 10). However, XΩ is countably paracompact (being
perfectly normal).]
Retaining the assumption CH and working with XΩ = N ∪ ({0} × [0,Ω[)Xα = N ∪ {(0, β) : β < α},
one can employ the foregoing methods and construct an example of a first countable, separable, countably
compact, noncompact LCH space (cf. p. 1-10). Recursive techniques can also be used in conjunction with
set theoretic hypotheses other than CH to manufacture the same type of example.
A CRH space X is said to be a Moore Space if it admits a development.
[Note: A development for X is a sequence {Un} of open coverings of X such that
∀ x ∈ X; {st(x,Un)} is a neighborhood basis at x.]
Every Moore space is first countable and perfect. Any first countable X that is ex-
pressible as a countable union of closed discrete subspaces Xn is Moore, so, e.g., the
Isbell-Mro´wka space Ψ(N) is Moore.
FACT Suppose that X is a Moore space −then X is subparacompact.
[Let O = {Oi : i ∈ I} be an open covering of X −then the claim is that O has a σ-discrete closed
refinement. Fix a development {Un} for X. Equip I with a well ordering < and put
Ai,n = X −
(
st(X −Oi,Un) ∪
⋃
j<i
Oj
)
⊂ Oi,
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Each Ai,n is closed and their totality A covers X. Denote by An the collection {Ai,n : i ∈ I} −then An is
discrete, so A =
⋃
n
An is a σ-discrete closed refinement of O.]
The metrization theorem of Bing says: X is metrizable iff X is a collectionwise nor-
mal Moore space. Equivalently: X is metrizable iff X is a paracomplact Moore space (cf.
Proposition 9).
The Kunen line is not a Moore space. For if it were, then, being collectionwise normal, it would be
metrizable, hence paracompact, which it is not. Variant: The Kunen line is not submetacompact, therefore
is not subparacompact (cf. the remark following the proof of Proposition 10), proving once again that it is
not a Moore space.
Let X be a LCH space. If X is locally connected, normal, and Moore, then X is
metrizable (Reed-Zenor). Proof: (1) X Moore =⇒ X subparacompact; (2) X locally
connected, normal, and subparacompact (hence submetacompact) =⇒ X paracompact
(via the result of Gruenhage mentioned on p. 1-7). Now cite Bing.
Question: Is every locally compact normal Moore space metrizable? It turns out this question is
undecidable in ZFC.
(1) Under V = L, every locally compact normal Moore space is metrizable.
[Watson† proved that under V = L, every normal submetacompact LCH space X is paracompact.
This leads at once to the result.]
(2) Under MA +¬ CH, there exist locally compact normal Moore spaces that are not metrizable.
[Many examples are known that illustrate this phenomenon. A particularly simple case in point is
that of the rational sequence topology over a CUE-set. By definition a CUE-set S is an uncountable subset
of R with the property that ∀ T ⊂ S, there exists a sequence {Un} of open subsets of R such that
T = S ∩ (⋂
n
Un
)
, i.e., T is a relative Gδ. Assuming MA +¬ CH, it an be shown that every uncountable
subset of R having cardinality < 2ω is a CUE-set. This said, let S be any uncountable subset of the
irrationals of cardinality < 2ω. Put X = (Q ×Q) ∪ (S × {0}). Topologize X as follows: Isolate the points
of Q × Q and take for the basic neighborhoods of (s, 0) (s ∈ S) the sets {(s, 0)} ∪ {(sm, 1/m) : m ≥ n}
(n = 1, 2, . . .), where {sn} is a fixed sequence of rationals converging to s in the usual sense. X is a separable
LCH space. It is clear that X is Moore but not metrizable, hence (i) X is perfect but not collectionwise
normal and (ii) X is subparacompact but not metacompact (since separable + metacompact =⇒ Lindelo¨f
=⇒ paracompact). Nevertheless, X is normal. Indeed, given T ⊂ S, it suffices to produce disjoint open
sets U, V ⊂ X: U ⊃ T and V ⊃ S − T . Using the fact that S is a CUE-set, write T = S ∩ (⋂
n
Un
)
and S − T = S ∩ (⋂
n
Vn
)
, where {Un} and {Vn} are sequences of open subsets of R : ∀ n, Un ⊃ Un+1 &
†Canad. J. Math. 34 (1982), 1091-1096.
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Vn ⊃ Vn+1. Choose open sets On, Pn ⊂ X:
 T − Vn ⊂ On(S − T ) ∩On = ∅,
 (S − T )− Un ⊂ PnT ∩ Pn = ∅.
Then put 
U =
⋃
n
(On −
⋃
m≤n
Pm)
V =
⋃
n
(Pn −
⋃
m≤n
Om).]
A topological space X is said to be locally metrizable if every point in X has a metriz-
able neighborhood. If X is paracompact and locally metrizable, then X is metrizable.
Proof: Fix a neighborhood finite open covering U = {Ui : i ∈ I} of X consisting of metriz-
able Ui and choose a development {Ui(n)} for Ui such that ∀ n: Ui(n + 1) refines Ui(n)
−then the sequence
{⋃
i
Ui(1),
⋃
i
Ui(2), . . .
}
is a development for X.
FACT Suppose that X is submetacompact and locally metrizable −then X is a Moore space.
[Under the stated conditions, every open covering of X has a closed refinement that is neighborhood
countable (obvious definition). Construct a σ-closure preserving closed refinement for the latter and thus
conclude that X is subparacompact (by the characterization mentioned on p. 1-4). Suppose, then, that
X is subparacompact and locally metrizable or, more generally, locally developable in the sense that every
x ∈ X has a neighborhood Ux with a development {Un(x)}. Let V =
⋃
n
Vn be a σ-discrete closed refinement
of {Ux : x ∈ X}. Assign to each V ∈ Vn an element xV ∈ X for which V ⊂ UxV , put UV = X−(∪Vn − V ),
and let Um,n(V ) = UV ∩ Um(xV ). The collection Um,n = {U : U ∈ Um,n(V )(V ∈ Vn)} ∪ {X − ∪Vn} is an
open covering of X and the sequence {Um,n} is a development for X.]
A topological manifold (or an n-manifold) is a Hausdorff space X for which there
exists a nonnegative integer n such that each point of X has a neighborhood that is home-
omorphic to an open subset of Rn.
[Note: We shall refer to n as the euclidean dimension of X. Homeomorphic topolog-
ical manifolds have the same euclidean dimension (cf. p. 19-24).]
Let X be a topological manifold −then X is a LCH space. As such, X is locally con-
nected. The components of X are therefore clopen. Note too that X is locally metrizable.
FACT Let X be a second countable topological manifold of euclidean dimension n. Assume: X is
connected −then there exists a surjective local homeomorphism Rn → X.
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PROPOSITION 11 Let X be a topological manifold −then X is metrizable iff X is
paracompact.
[Note: Taking into account the results mentioned on p. 1-2, it is also clear that X is
metrizable iff each component of X is σ-compact or, equivalently, iff each component of X
is second countable.]
A topological manifold is a Moore space iff it is submetacompact.
EXAMPLE (The Long Line) Put X = [0,Ω[×[0, 1[ and order X by stipulating that (α, x) <
(β, y) if α < β or α = β and x < y. Give X the associated order topology −then the long ray L+ is
X − {(0, 0)} and the long line L is X∐X/ ∼, ∼ meaning that the two origins are identified. Both L and
L+ are normal connected 1-manifolds. Neither L nor L+ is σ-compact, so neither L nor L+ is metrizable.
Therefore neither L nor L+ is Moore: Otherwise, Reed-Zenor would imply that they are metrizable. Vari-
ant: Moore =⇒ perfect, which they are not. So, neither L nor L+ is submetacompact. Finally, observe
that L is not homeomorphic to L+. Reason: L is countably compact but L+ is not.
EXAMPLE (The Pru¨fer Manifold) Assign to each r ∈ R a copy of the plane R2r = R2×{r}
= {(a, b, r) ≡ (a, b)r}. Denote by Lr the closed lower half plane in R2r, Lr the lower half plane in R2r, and
∂Lr the horizontal axis in R
2
r. Let H stand for the open upper half plane in R
2. Put X = H ∪
⋃
r
Lr.
Topologize X as follows: Equip H and each Lr with the usual topology and take for the basic neighborhoods
of a typical point (a, 0)r ∈ ∂Lr the sets N(a : r : ǫ), a given such being the union of the open rectangle
in Lr with corners at (a ± ǫ, 0)r and (a ± ǫ,−ǫ)r and the open wedge consisting of all points within ǫ
of (r, 0) in the open sector of H bounded by the lines of slope 1/(a − ǫ) and 1/(a + ǫ) emanating from
(r, 0). So, e.g., the sequence (r+1/n, 1/n(a+ ǫ)) converges to (a+ ǫ, 0)r in the topology of X (although it
converges to (r, 0) in the usual topology). The subspace H ∪{(0, 0)r : r ∈ R} (which is not locally compact)
is homeomorphic to the Niemytzki plane:
 (x, y) 7→ (x, y
2)
(0, 0)r 7→ (r, 0)
. X is a connected 2-manifold. Reason: A
closed wedge with its apex removed is homeomorphic to a closed rectangle with one side removed. It is
clear that X is not separable. Moreover, X is not second countable, hence is not metrizable (and therefore
not paracompact). But X is a Moore space: Let Un be the collection comprised of all open disks of radius
1/n in H and the Lr together with all the N(a : r : 1/n) −then {Un} is a development for X. This
remark allows one to infer that X is not normal: Otherwise, Reed-Zenor would imply that X is metrizable.
Explicitly, if
 A = {(0, 0)r : r rational}B = {(0, 0)r : r irrational} , then A and B are disjoint closed subsets of X that fail to
have disjoint neighborhoods. Since A is countable, this means that X cannot be countably paracompact.
However, X is Moore, thus is subparacompact. Still, X is not metacompact. For X is locally separable
(being locally euclidean) and locally separable + metacomplact =⇒ paracompact. Apart from all this, X
is contractible and so is simply connected.
[Note: There are two other nonmetrizable, nonnormal connected 2-manifolds associated with this
construction.
(1) Take two disjoint copies of H ∪
⋃
r
∂Lr and identify the corresponding points on the various
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∂Lr. The result is Moore and separable but has an uncountable fundamental group.
(2) Take H ∪ ⋃
r
∂Lr and ∀ r identify (a, 0)r and (−a, 0)r. The result is Moore and separable
but has trivial fundamental group.
According to Reed-Zenor, every normal topological Moore manifold is metrizable. What happens if
we drop “Moore” but retain perfection? In other words’: Is every perfectly normal topological manifold
metrizable? It turns out this question is undecidable in ZFC.
(1) Under MA +¬ CH, every perfectly normal topological manifold is metrizable.
[Lane† proved that under MA +¬ CH, every perfectly normal, locally connected LCH space X is
paracompact. This leads at once to the result.]
(2) Under CH, there exist perfectly normal topological manifolds that are not metrizable.
[let D = {(x, y) ∈ R2 : −1 < x < 1 & 0 < y < 1} −then the idea here is to coherently paste Ω
copies of [0, 1[ to D via a modification of the Kunen technique (cf. p. 1-16). So let {Iα : α < Ω} be a
collection of copies of [0, 1[ that are unrelated to D or to each other. Let {xα : α < Ω} be an enumeration
of D−D. Put Xα = D∪
( ⋃
β<α
Iβ
)
and X =
⋃
α<Ω
Xα. Let {Cα : α < Ω} be an enumeration of the countable
subsets of X such that ∀ α: Cα ⊂ Xα. Define a function φ : X → D : φ|D = idD & φ|Iα = xα. We shall
now construct by induction on α < Ω a topology τα on Xα subject to:
(a) ∀ α : (Xα, τα) is homeomorphic to D and φα = φ|Xα is continuous.
(b) ∀ β < α : (Xβ , τβ) is an open dense subspace of (Xα, τα).
(c) ∀ γ ≤ β < α : If xβ is a limit point of φ(Cγ) in D, then every element of Iβ is a limit point
of Cγ in (Xα, τα) .
Assign to D = X0 the usual topology. If α is a limit ordinal, take for τα the topology on Xα generated
by
⋃
β<α
τβ. Only condition (a) of the induction hypothesis requires verification. This can be dealt with by
appealing to a generality: Any topological space expressible as the union of an increasing sequence of open
subsets, each of which is homeomorphic to Rn, is itself homeomorphic to Rn (Brown‡). If α is a successor
ordinal, say α = β + 1, then Xα = Xβ ∪ Iβ and the problem is to define τα knowing τβ .
Write N =
∞∐
1
Nk: ∀ k,#(Nk) = ω and fix a bijection ιk : Nk → Q ∩ ]− 1, 1[.
Claim: Let {Un} be a sequence of connected open subsets of D and let {pn} be a sequence of distinct
points of D : ∀ n,
Un ⊃ Un+1 & D ∩
⋂
n
Un, pn ∈ Un.
Then there exists an embedding µ : D → D such that D − µ(D) is homeomorphic to [0, 1[ and
(i) ∀ k : Each point of D − µ(D) is a limit point of {µ(pn) : n ∈ Nk};
(ii) ∀ n : D − µ(D) is contained in the interior of the closure of µ(Un).
[To begin with, there exists a homeomorphism h : D → D such that ∀ n: h(Un) ⊃ Dn & h(pn) ∈
Dn − Dn+1, where Dn = {(x, y) ∈ D : 0 < y < 1/2n}. Choose next a homeomorphism g : D → D for
which the second coordinate of g(x, y) is again y but for which the first coordinate of g(h(pn)) is ιk(n)
(n ∈ Nk, k = 1, 2, . . .). Each point of {(x, 0) : −1 < x < 1} is therefore a limit point of {g(h(pn)): n ∈ Nk}.
†Proc. Amer. Math. Soc. 80 (1980), 693-696; see also Balogh-Bennett, Houston J. Math. 15 (1989),
153-162.
‡Proc. Amer. Math. Soc. 12 (1961), 812-814.
Finally, if F is the map with domain D∪{(x, 0) : −1 < x < 1} defined by
 F |D = idDF (x, 0) = (|x| , 0) , then the
image D ∪ {(x, 0) : 0 ≤ x < 1}, when given the quotient topology, is homeomorphic to D via f , say. The
embedding µ = f ◦ g ◦ h satisfies all the assertions of the claim.]
To apply the claim, we must specify the Un and the pn in terms of Xβ . Start by letting Un =
φ−1β (On(xβ)), where On(xβ) is the intersection of D with the open disk of radius 1/n centered at xβ. Fix
a bijection ι : [0, β] → N and choose the pn ∈ Un so that if γ ≤ β and if xβ is a limit point of φ(Cγ) in
D, then pn ∈ Cγ ∩ Un for all n ∈ Nι(γ). By assumption, there is a homeomophism ηβ : Xβ → D. Use
this to transfer the data from Xβ to D and determine an embedding µ : D → D. Put µβ = µ ◦ ηβ , write
D as µβ(Xβ) ∪ (D − µβ(Xβ)) and let νβ : Iβ :→ D − µβ(Xβ) be a homeomorphism. The pair (µβ , νβ)
defines a bijection Xα = Xβ ∪ Iβ → D. Take the for τα the topology on Xα that renders this bijection a
homeomrphism and thereby complete the induction.
Given X =
⋃
α<Ω
Xα the topology generated by
⋃
α<Ω
τα −then X is a connected 2-manifold. It is clear
that X is not Lindelo¨f. Because X is separable (in fact is hereditarily separable), it follows that X is
not paracompact, thus is not metrizable. There remains the verification of perfect normality. Let A be
a closed subset of X. Fix an α < Ω: Cα = A. Choose a sequence {On} of open subsets of D such
that φ(Cα) =
⋂
n
On =
⋂
n
On. Obviously, A ⊂ φ−1(φ(Cα)) =
⋂
n
φ−1(On) =
⋂
n
φ−1(On). But thanks to
condition (c) of the induction hypothesis, φ−1(φ(Cα)) − A is contained in Xα. So write Xα − A = ⋃
n
Kn,
Kn compact, and let Pn be a relatively compact open subset of X : Kn ⊂ Pn ⊂ Pn ⊂ X − A. To finish,
simply note that A =
⋂
n
. . .n =
⋂
n
. . .n, . . .n being φ
−1(On)− Pn. Corollary: X is not submetacompact.]
The preceding construction is due to Rudin-Zenor†. Rudin‡ employed similar methods to produce
within ZFC an example of a topological manifold that is both normal and separable, yet is not metrizable.
Is every normal topological manifold collectionwise normal? Recall that this question was asked of an
arbitrary LCH space X on p. 1-16. Using the combinatorial principal ⋄+, Rudin (ibid.) established the
existence of a normal topological manifold that is not collectionwise normal. On the other hand, since the
cardinality of a connected topological manifold is 2ω, there are axioms that imply a positive answer but I
shall not discuss them here.
Let X be a topological space. A collection {κi : i ∈ I} of continuous functions
κi : X → [0, 1] is said to be a partition of unity on X if the supports of the κi form a neigh-
borhood finite closed covering of X and for every x ∈ X,
∑
i
κi(x) = 1. If U = {Ui : i ∈ I}
is a covering of X, then a partition of unity {κi : i ∈ I} on X is said to be subordinate to
U if ∀ i: spt κi ⊂ Ui.
[Note: Given a map f : X → R, the support of f , written sptf , is the closure of
†Houston J. Math. 2 (1976), 129-134.
‡Topology Appl. 35 (1990), 137-152.
1-22
{x : f(x) 6= 0}.]
A numerable covering of X is a covering that has a subordinated partition of unity.
Examples: Suppose that X is Hausorff −then (1) Every neighborhood finite open covering
of a normal X is numerable; (2) Every σ-neighborhood finite open coveing of a countably
paracompact normal X is numberable; (3) Every point finite open covering of a collection-
wise normal X is numerable; (4) Every open covering of a paracompact X is numerable.
[Note: Numerable coverings and their associated partitions of unity allow one to pass
from the “local” to the “global” without the necessity of imposing a paracompactness as-
sumption, a point of some importance in, e.g., fibration theory.]
The requirement on the functions determining a numeration can be substantially weak-
ened.
(NU) Suppose given a collection {σi : i ∈ I} of continuous functions σi : X →
[0, 1] such that
∑
i
σi(x) = 1 (∀ x ∈ X) −then there exists a collection {ρi : i ∈ I} of
continuous functions ρi : X → [0, 1] such that ∀ i ∈ I : cl(ρ
−1
i (]0, 1])) ⊂ σ
−1
i (]0, 1]) and (a)
{ρ−1(]0, 1]) : i ∈ I} is neighborhood finite and (b)
∑
i
ρi(x) = 1 (∀ x ∈ X).
[Of course, at any particular x ∈ X, the cardinality of the set of i ∈ I such that
σi(x) 6= 0 is ≤ ω. Put µ = sup
i
σi −then µ is strictly positive. Claim: µ is continuous. In
fact, ∀ ǫ > 0, every x ∈ X has a neighborhood U : σi|U < ǫ for all but a finite number of i,
thus µ agrees locally with the maximum of finitely many of the σi and so µ is continuous.
Let σ =
∑
i
max{0, σi − µ/2} and take for ρi the normalization max{0, σi − µ/2}/σ.]
Suppose that H is a Hilbert space with orthonormal basis {ei : i ∈ I}. Let X be the unit sphere in
H and set σi(x) = |〈x, ei〉|2 (x ∈ X) −then the σi satisfy the above assumptions.
PROPOSITION 12 Every numerable open covering U = {Ui : i ∈ I} of X has a
numberable open refinement that is both neighborhood finite and σ-discrete.
[Let {κi : i ∈ I} be a partition of unity on X subordinate to U . Denote by F
the collection of all nonempty finite subsets of I. Assign to each F ∈ F the functions mF = minκi (i ∈ F )MF = maxκi (i /∈ F ) and put µ = maxF (mF −MF ), which is strictly positive. Write
µF in place of mF −MF − µ/2, σF in place of max{0, µF } and set VF = {x : σF (x) > 0}
−then V F ⊂ {x : mF (x) > MF (x)} ⊂
⋂
i∈F
Ui. The collection V = {VF : F ∈ F} is a
neighborhood finite open refinement of U which is in fact σ-discrete as may be seen by
defining Vn = {VF : #(F ) = n}. In this connection, note that F
′ 6= F ′′ & #(F ′) = #(F ′′)
=⇒ {x : mF ′(x) > MF ′(x)} ∩ {x : mF ′′(x) > MF ′′(x)} = ∅. The numerability of V follows
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upon considering the σF/σ (σ =
∑
F
σF ).]
Implicit in the proof of Proposition 12 is the fact that if U is a numerable open covering of X, then
there exists a countable numerable open covering O = {On} of X such that ∀ n, On is the disjoint union
of open sets each of which is contained in some member of U .
FACT (Domino Principle) Let U be a numerable open covering of X. Assume:
(D1) Every open subset of a member of U is a member of U .
(D2) The union of each disjoint collection of members of U is a member of U .
(D3) The union of each finite collection of members of U is a member of U .
Conclusion: X is a memeber of U .
[Work with the On introduced above, noting that there is no loss of generality in assuming that
On ⊂ On+1. Choose a precise open refinement P = {Pn} of O : ∀ n, Pn ⊂ Pn+1. Put Qn = Pn (n = 1, 2)Pn − Pn−2 (n ≥ 3) and write X =
∞⋃
1
Qn =
(∞⋃
1
Q2n−1
) ∪ (∞⋃
1
Q2n
)
= X1 ∪X2.]
Let X be a topological space −then by
 C(X)C(X, [0, 1]) we shall understand the set
of all continuous functions
 f : X → Rf : X → [0, 1] . Bear in mind that C(X) can consist of
constants alone, even if X is regular Hausdorff.
A zero set in X is a set of the form Z(f) = {x : f(x) = 0}, where f ∈ C(X).
The compliment of a zero set is a cozero set . Since Z(f) = Z(min{1, |f |}), C(X) and
C(X, [0, 1]) determine the same collection of zero sets. All sets of the form
 {x : f(x) ≥ 0}{x : f(x) ≤ 0}
(f ∈ C(X)) are zero sets and all sets of the form
 {x : f(x) > 0}{x : f(x) < 0} (f ∈ C(X)) are cozero
sets. The collection of zero sets in X is closed under the formation of finite unions and
countable intersections and the collection of cozero sets in X is closed under the formation
of countable unions and finite intersections. The union of a neighborhood finite collection
of cozero sets is a cozero set. On the other hand, the union of a neighborhood finite col-
lection of zero sets need not be a zero set. But this will be the case if each zero set in the
collection is contained in a cozero set, the totality of which is neighborhood finite.
[Note: Suppose that X is Hausdorff −then X is completely regular iff the collec-
tion of cozero sets in X is a basis for X. Every compact Gδ in a CRH space is a zero
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set. If X is normal, then
 closed Gδ = zero setopen Fσ = cozero set , so if X is perfectly normal, then closed set = zero setopen set = cozero set .]
A
 zero setcozero set covering of X is a covering consisting of
 zero setscozero sets . The
numerable coverings of X are those coverings that have a neighborhood finite cozero set
refinement. Example: Every countable cozero set U = {Un} of X is numerable. Proof:
Choose fn ∈ C(X, [0, 1]): Un = f
−1
n (]0, 1]), put φn = 1/2
n • fn/1 + fn & φ =
∑
n
φn, let
σn = φn/φ, and apply NU.
[Note: Every countable cozero set covering U = {Un} of X has a countable star finite
cozero set refinement. Proof: Choose fn ∈ C(X, [0, 1]) : Un = f
−1
n (]0, 1]), put f =
∑
n
2−nfn
and define
Vm.n = f
−1
n (]0, 1]) ∩
(
f−1
(] 1
m+ 1
, 1
])
− f−1
([ 1
m− 1
, 1
]))
(1 ≤ n ≤ m),
with the obvious understanding that if m = 1 −then the collection {Vm,n} has the proper-
ties in question.]
LEMMA Let U = {Ui : i ∈ I} be a neighborhood finite cozero set covering of
X −then there exists a zero set covering Z = {Zi : i ∈ I} and a cozero set covering
V = {Vi : i ∈ I} such that ∀ i: Zi ⊂ Vi ⊂ V i ⊂ Ui.
[Choose a partition of unity {κi : i ∈ I} on X subordinate to U . Put Vi = κ
−1
i (]0, 1])
and take for Zi there zero set of the function max
i
κi − κi.]
Let U = {Ui : i ∈ I} be a neighborhood finite cozero set covering of X; let Z =
{Zi : i ∈ I} and V = {Vi : i ∈ I} be as in the lemma. Denote by F the collection of all
nonempty finite subsets of I. Assign to each F ∈ F : WF =
⋂
i∈F
Vi ∩ (X −
⋃
i/∈F
Zi). The
collection W = {WF : F ∈ F} is a neighborhood finite cozero set covering X such that ∀ i:
st(Zi,W) ⊂ Vi. Therefore {st(x,W) : x ∈ X} refines V, hence U . Now repeat the entire
procedure with W playing the role of U . The upshot is the following conclusion.
PROPOSITION 13 Every numerable open covering of X has a numberable open star
refinement that is neighborhood finite.
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FACT Let U = {Ui : i ∈ I} be an open covering of X −then U is numerable iff there exists a metric
space Y , and an open covering V of Y , and a continuous function f : X → Y such that f−1(V) refines U .
[The condition is clearly sufficient. As for the necessity, let {κi : i ∈ I} be a partition of unity on
X subordinate to U . Let Y be the subset of [0, 1]I comprised of those y = {yi : i ∈ I} :
∑
i
yi = 1. The
prescription d(y′, y′′) =
∑
i
∣∣y′i − y′′i ∣∣ is a metric on Y . Define a continuous function f : X → Y by sending
x to {κi(x) : i ∈ I}. Consider the collection V = {Vi : i ∈ I}, where Vi = {y : yi > 0}.]
Application: Let U = {Ui : i ∈ I} be an open covering of X −then U is numerable iff there exists a
numerable open covering O = {Oi : i ∈ I} of crX such that ∀ i : cr−1(Oi) ⊂ Ui.
EXAMPLE Let G be a topological group; let U be a neighborhood of the identity in G −then the
open covering {xU : x ∈ G} is numberable.
Suppose given a set X and a collection {Xi : i ∈ I} of topological spaces Xi.
(FT) Let {fi : i ∈ I} be a collection of functions fi : Xi → X −then the
final topology on X determined by the fi is the largest topology for which each fi is con-
tinuous. The final topology is characterized by the property that if Y is a topological space
and if f : X → Y is a function, then f is continuous iff ∀ i the composition f ◦ fi : Xi → Y
is continuous.
(IT) Let {fi : i ∈ I} be a collection of functions fi : X → Xi −then the
initial topology on X determined by the fi is the smallest topology for which each fi is
continuous. The initial topology is characterized by the property that if Y is a topolog-
ical space and if f : Y → X is a function, then f is continuous iff ∀ i the composition
fi ◦ f : Y → Xi is continuous.
For example, in the category of topological spaces, coproducts carry the final topol-
ogy and products carry the initial topology. The discrete topology on a set X is the final
topology determined by the function ∅ → X and the indiscrete topology on a set X is
the initial topology determined by the function X → ∗. If X is a topological space and if
f : X → Y is a surjection, then the final topology on Y determined by f is the quotient
topology, while if Y is a topological space and if f : X → Y is an injection, then the initial
topology on X determined by f is the induced topology.
EXAMPLE Let E be a vector space over R −then the finite topology on E is the final topology
determined by the inclusions F → E, where F is a finite dimensional linear subspace of E endowed with
its natural euclidean topology. E, in the finite topology, is a perfectly normal paracompact Hausdorff
space. Scalar multiplication R × E → E is jointly continuous; vector addition E × E → E is separately
continuous but jointly continuous iff dimE ≤ ω. For a concrete illustration, put R∞ =
∞⋃
0
Rn, where
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{0} = R0 ⊂ R1 ⊂ · · · . The elements of R∞ are therefore the real valued sequences having a finite number
of nonzero values. Besides the finite topology, one can also give R∞ the inherited product topology τP or
any of the topologies τp (1 ≤ p ≤ ∞) derived from the usual ℓp norm. It is clear that τP ⊂ τp′ ⊂ τp′′
(1 ≤ p′′ < p′ ≤ ∞), each inclusion being proper. Moreover, τ1 is strictly smaller than the finite topology.
To see this, let U = {x ∈ R∞ : ∀ i, |xi| < 2−i} −then U is a neighborhood of the origin in the finite
topology but U is not open in τ1. These considerations exhibit uncountably many distinct topologies on
R∞. Nevertheless, under each of them, R∞ is contractible, so they all lead to the same homotopy type.
[Note: The finite topology on R∞ is not first countable, thus is not metrizable.]
PROPOSITION 14 Suppose that X is Hausdorff −then X is completely regular iff X
has the initial topology determined by the elements of C(X) (or, equivalently, C(X, [0, 1])).
[Note: Therefore, if τ ′ and τ ′′ are two completely regular topologies on X, then
τ ′ = τ ′′ iff, in the obvious notation C ′(X) = C ′′(X).]
When constructing the initial topology, it is not necessary to work with functions whose domain is all
of X.
Suppose given a set X, a collection {Ui : i ∈ I} of subsets Ui ⊂ X, and a collection {Xi : i ∈ I} of
topological spaces Xi. Let {fi : i ∈ I} be a collection of functions fi : Ui → Xi −then the initial topology
on X determined by the fi is the smalled topology for which each Ui is open and each fi is continuous.
The initial topology is characterized by the property that if Y is a topological space and if f : Y → X is a
function, then f is continuous iff ∀ i the composition f−1(Ui) f−→ Ui fi−→ Xi is continuous.
EXAMPLE Let X and Y be nonempty topological spaces −then the join X ∗ Y is the quotient of
X×Y × [0, 1] with respect to the relations
 (x, y
′, 0) ∼ (x, y′′, 0)
(x′, y, 1) ∼ (x′′, y, 1)
. Conventionally
 X ∗ ∅ = X∅ ∗ Y = Y , so
∗ is a functor TOP×TOP→ TOP. The projection p :
 X × Y × [0, 1]→ X ∗ Y(x, y, t) 7→ [x, y, t] sends X × Y ×{0}
(or X × Y × {1}) onto a closed subspace homeomorphic to X (or Y). Consider X ∗ Y as merely a
set. Let t : X ∗ Y −→ [0, 1] be the function [x, y, t] 7→ t; let
 x : t
−1([0, 1[)→ X
y : t−1(]0, 1])→ Y
be the functions
 [x, y, t]→ x[x, y, t]→ y −then the coarse join X ∗c Y is X ∗Y equipped with the initial topology determined by t,
x, and y. The identity map X ∗ Y →X∗cY is continuous; it is a homeomorphism if X and Y are compact
Hausdorff but not in general. The coarse join X ∗c Y of Hausdorff X and Y is Hausdorff, thus so is X ∗ Y .
The join X ∗ Y of path connected X and Y is path connected, thus so is X ∗c Y . Examples: (1) The cone
ΓX of X is the join of X and a single point; (2) The suspension ΣX of X is the join of X and a pair of
points. There are also coarse versions of both the cone and the suspension, say
 ΓcXΣcX . Complete the
picture by setting
 X ∗c ∅ = X∅ ∗c Y = Y .
[Note: Analogous definitions can be made in the pointed category TOP∗.]
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FACT Let X and Y be topological spaces −then the identity map X ∗ Y → X ∗c Y is a homotopy
equivalence.
[A homotopy inverse X ∗c Y → X ∗ Y is given by [x, y, t]→

[x, y, 0] (0 ≤ t ≤ 1/3)
[x, y, 3t − 1] (1/3 ≤ t ≤ 2/3).
[x, y, 1] (2/3 ≤ t ≤ 1)
Since
the homotopy type of X ∗ Y depends only on the homotopy type of X and Y and since the coarse join is
associative, it follows that the join is associative up to homotopy equivalence.]
EXAMPLE (Star Construction) The cone ΓX of a topological space X is contractible and
there is an embedding X → ΓX. However, one drawback to the functor Γ : TOP → TOP is that
it does not preserve embeddings or finite products. Another drawback is that while Γ does preserve
HAUS, within HAUS is need not preserve complete regularity (consider ΓX, where X is the Tychonoff
plank). The star construction eliminates these difficulties. Thus put ∅∗ = ∅ and for X 6= ∅, denote
by X∗ the set of all right continuous step functions f : [0, 1[→ X. So, f ∈ X∗ iff there is a partition
a0 = 0 < a1 < · · · < an < 1 = an+1 of [0, 1[ such that f is constant on [ai, ai+1[ (i = 0, 1, . . . , n). There is
an injection i : X → X∗ that sends x ∈ X to i(x) ∈ X∗, the constant step function with value x. Given
a, b : 0 ≤ a < b < 1, U an open subset of X, and ǫ > 0, let O(a, b, U, ǫ) be the set of f ∈ X∗ such that f is
constant on [a, b[, U is a neighborhood of f(a), and the Lebesgue measure of {t ∈ [a, b[: f(t) /∈ U} is < ǫ.
Topologize X∗ by taking the O(a, b, U, ǫ) as a subbasis −then i : X → X∗ is an embedding, which is closed
if X is Hausdorff. The assignment X → X∗ defines a functor TOP → TOP that preserves embeddings
and finite products. It restrits to a functor HAUS→ HAUS that respects complete regularity.
Claim: Suppose that X is not empty −then X∗ is contractible and has a basis of contractible open
sets.
[Fix f0 ∈ X∗ and define H : X∗ × [0, 1]→ X∗ by H(f, T )(t) =
 f0(t) (0 ≤ t < T )f(t) (T ≤ t < 1) .]
An expanding sequence of topological spaces is a system consisting of a sequence
of topological spaces Xn linked by embeddings fn,n+1 : Xn → Xn+1. Denote by
X∞ the colimit in TOP associated with this data −then for every n there is an arrow
fn,∞ : Xn → X∞ and the topology on X∞ is the final topology determined by the fn,∞.
Each fn,∞ is an embedding and X∞ =
⋃
n
fn,∞(Xn). One can therefore identify Xn with
fn,∞(Xn) and regard the fn,n+1 as inclusions.
[Note: If all the fn,n+1 are open (closed) embeddings, then the same holds for all
the fn,∞.]
If all the Xn are T1, then X
∞ is T1. If all the X
n are Hausdorff, then X∞ need not
be Hausdorff but there are conditions that lead to this conclusion.
(A) If all the Xn are LCH spaces, then X∞ is a Hausdorff space.
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[Let x, y ∈ X∞: x 6= y. Fix an index n0 such that x, y ∈ X
n0 . Choose open relatively
compact subsets Un0 , Vn0 ∈ X
n0 : x ∈ Un0 , & y ∈ Vn0 with Un0 ∩ V n0 = ∅. Since Un0 and
V n0 are compact disjoint subsets of X
n0+1, there exist open relatively compact subsets
Un0+1, Vn0+1 ∈ X
n0+1 : Un0 ⊂ Un0+1 & Vn0 ⊂ Vn0+1, with Un0+1 ∩ V n0+1 = ∅. Iterate
the procedure to build disjoint neighborhoods U =
⋃
n≥n0
Un and V =
⋃
n≥n0
Vn of x and y in
X∞.]
(B) Suppose that all the Xn are Hausdorff. Assume: ∀ n, Xn is a neighborhood
retract of Xn+1 −then X∞ is Hausdorff.
(C) If all the Xn are normal (normal and countably paracompact, perfectly
normal, collectionwise normal, paracompact) Hausdorff spaces and if ∀ n, Xn is a closed
subspace of Xn+1, then X∞ is a normal (normal and countably paracompact, perfectly
normal, collectionwise normal, paracompact) Hausdorff space.
[The closure preserving closed covering {Xn} is absolute, so the generalities on p. 5-4
can be applied.]
LEMMA Given an expanding sequence of T1 spaces, let φ : K → X
∞ be a continu-
ous function such that φ(K) is a compact subset of X∞ −then there exists an index n and
a continuous function φn : K → Xn such that φ = fn,∞ ◦ φn.
EXAMPLE Working in the plane, fix a countable dense subset S = {sn} of {(x, y) : x = 0}. Put
Xn = {(x, y) : x > 0} ∪ {s0, . . . , sn} and let fn,n+1 : Xn → Xn+1 be the inclusion −then X∞ is Hausdorff
but not regular.
EXAMPLE (Marciszewski Space) Topologize the set [0, 2] by isolating the points in ]0, 2[,
basic neighborhoods of 0 or 2 being the usual ones. Call the resulting space X0. Given n > 0, topologize
the set ]0, 2[×[0, 1] by isolating the points of ]0, 2[×]0, 1] along with the point (1, 0), basic neighborhoods
of (t, 0) (0 < t < 1 or 1 < t < 2) being the subsets of Ln that contain (t, 0) and have a finite complement,
where Ln is the line segment joining (t, 0) and (t + 1 − 1/n, 1) (0 < t < 1) or (t, 0) and (t − 1 + 1/n, 1)
(1 < t < 2). Call the resulting space Xn. Form X0
∐
X1
∐
. . .
∐
Xn and let X
n be the quotient obtained
by identifying points in ]0, 2[. Each Xn is Hausdorff and there is an embedding fn,n+1 : Xn → Xn+1.
But X∞ is not Hausdorff.
FACT Suppose that
 X
0 ⊂ X1 ⊂ · · ·
Y 0 ⊂ Y 1 ⊂ · · ·
are expanding sequences of LCH spaces −thenX∞×Y∞ =
colim (Xn × Y n).
Let X be a topological space −then a filtration on X is a sequence X0,X1, . . . of
subspaces of X such that ∀ n: Xn ⊂ Xn+1. Here, one does not require that
⋃
n
Xn = X.
A filtered space X is a topological space X equipped with a filtraton {Xn}. A filtered map
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f : X → Y of filtered spaces is a continuous function f : X → Y such that ∀ n :
f(Xn) ⊂ Y n. Notation: f ∈ C(X,Y). FILSP is the category whose objects are the fil-
tered spaces and whose morphisms are the filtered maps. FILSP is a symmetric monoidal
category: Take X ⊗Y to be X × Y supplied with the filtration n →
⋃
p+q=n
Xp × Y q, let
e be the one point space filtered by specifying that the initial term is 6= ∅, and make the
obvious choice for ⊤. There is a notion of homotopy in FILSP. Write I for I = [0, 1]
endowed with its skeletal filtration, i.e., I0 = {0, 1}, In = [0, 1] (n ≥ 1) −then filtered maps
f, g : X→ Y are said to be filter homotopic if there exists a filtered map H : X⊗ I→ Y
such that
 H(x, 0) = f(x)H(x, 1) = g(x) (x ∈ X).
Geometric realization may be viewed as a functor |?| : SISET → FILSP via consideration of
skeletons. To go the other way, equip ∆n with its skeleton filtration and let ∆n be the associated fil-
tered space. Given a filtered space X, write sinX for the simplicial set defined by sinX([n]) = sinnX =
C(∆n,X) −then the assignment X→ sinX is a functor FILSP→ SISET and (|?| , sin) is an adjoint pair.
If C is a full subcategory of TOP (HAUS) and if X is a topological space (Hausdorff
topological space), then X is an object in the monocoreflective hull of C in TOP (HAUS)
iff there exists a set {Xi} ⊂ ObC and an extremal epimorphism f :
∐
i
Xi → X (cf. p. 0-23
ff.). Example: The monocoreflective hull in TOP of the full subcategory of TOP whose
objects are the locally connected, connected spaces is the category of locally connected
spaces.
[Note: The categorical opposite of “epireflective” is “monocoreflective”.]
EXAMPLE (A Spaces) The monocoreflective hull in TOP of [0, 1]/[0, 1[ is the category of A
spaces.
EXAMPLE (Sequential Spaces) A topological space X is said to be sequential provided
that a subset U of X is open iff every sequence converging to a point of U is eventually in U . Every
first countable space is sequential. On the other hand, a compact Hausdorff space need not be sequential
(consider ([0,Ω]). Example: The one point compactification of the Isbell−Mro´wka Space Ψ(N) is sequential
but there is no sequence in N converging to ∞ ∈ N. If SEQ is the full, isomorphism closed subcate-
gory of TOP whose objects are the sequential spaes, then SEQ is closed under the formation in TOP
of coproducts and quotients. Therefore SEQ is a monocoreflective subcategory of TOP (cf. p. 0-22),
hence is complete and cocomplete. The coreflector sends X to its sequential modification sX. Topologi-
cally, sX is X equipped with the final topology determined by the φ ∈ C(N∞, X), where N∞ is the one
point compactification of N (discrete topology). The monocoreflective hull in TOP of N∞ is SEQ, so
a topological space is sequentiall iff it is a quotient of a first countable space. SEQ is cartesian closed:
C(s(X × Y ), Z) ≈ C(X,ZY ). Here, s(X × Y ) is the product in SEQ (calculate the product in TOP and
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apply s). As for the exponential object ZY given an open subset P ⊂ Z and any continuous function
φ : N∞ → Y , put O(φ, P ) = {g ∈ C(Y,Z) : g(φ(N∞)) ⊂ P} and call Cs(Y,Z) the result of topologizing
C(Y,Z) by letting O(φ, P ) be a subbasis −then ZY = sCs(Y,Z).
[Note: Every CW complex is sequential.]
A Hausdorff space X is said to be compactly generated provided that a subset U of
X is open iff U ∩K is open in K for every compact subset K of X. Examples (1) Every
LCH space is compactly generated; (2) Every first countable Hausdorff space is compactly
generated; (3) The product Rκ, κ > ω, is not compactly generated. A Hausdorff space
is compactly generated iff it can be represented as the quotient of a LCH space. Open
subspaces and closed subspaces of compactly generated Hausdorff spaces are compactly
generated, although this is not the case for arbitrary subspaces (consider N ∪ {p} ⊂ βN,
where p ∈ βN−N). However, Arhangel’ski˘i† has shown that if X is a Hausdorff space, then
X and all its subspaces are compactly generated iff for every A ⊂ X and each x ∈ A there
exists a sequence {xn} ⊂ A: lim xn = x. The product X × Y of two compactly generated
Hausdorff spaces may fail to be compactly generated (consider X = R−{1/2, 1/3, . . .} and
Y = R/N) but this will be true if one of the factors is a LCH space or if both factors are
first countable.]
EXAMPLE (Sequential Spaces) A Hausdorff sequential space is compactly generated. In
fact, a Hausdorff space is sequential provided that a subset U of X is open iff U ∩K is open in K for every
second countable compact subset K of X.
EXAMPLE Equip R∞ with the finite topology and let H(R∞) be its homeomorphism group. Give
H(R∞) the compact open topology −then H(R∞) is a perfectly normal paracompact Hausdorff space. But
H(R∞) is not compactly generated.
[The set of all linear homeomorphisms R∞ → R∞ is a closed subspace of H(R∞). Show that it is not
compactly generated. Incidentally, H(R∞) is contractible.]
For certain purposes in algebraic topology, it is desirable to single out a full, isomor-
phism closed subcategory of TOP, small enough to be “convenient” but large enough to
be stable for the “standard” constructions. A popular candidate is the category CGH of
compactly generated Hausdorff spaces (Steenrod‡). Since CGH is closed under the for-
mation in HAUS of coproducts and quotients, CGH is a monocoreflective subcategory of
HAUS (cf. p. 0-22). As such, it is complete and cocomplete. The coreflector sends X to
its compactly generated modification kX. Topologically, kX is X equipped with the final
†Czech. Math. J. 18 (1968), 392-395.
‡Michigan Math. J. 14 (1967), 133-152.
1-31
topology determined by the inclusions K → X, K running through the compact subsets of
X. The identity map kX → X is continuous and induces isomorphisms of homotopy and
singular homology and cohomology groups. IfX and Y are compactly generated, then their
product in CGH is X×kY ≡ k(X×Y ). Each of the functors −×kY : CGH→ CGH has
a right adjoint Z → ZY , the exponential object ZY being kC(Y,Z), where C(Y,Z) carries
the compact open topology. So one of the advantages of CGH is that it is cartesian closed.
Another advantage is that if
 X,X ′Y, Y ′ are in CGH and if
 f : X → X ′g : Y → Y ′ are quotient,
then f ×k g : X ×k Y → X
′ ×k Y
′ is quotient. But there are shortcomings as well. Item:
The forgetful functor CGH→ TOP does not preserve colimits. For let A be a compactly
generated subspace of X and consider the pushout square
A ∗
X P
in CGH −then
P = h(X/A), the maximal Hausdorff quotient of the ordinary quotient computed in TOP.
To appreciate the point, let X = [0, 1], A = [0, 1[ −then [0, 1]/[0, 1[ is not Hausdorff and
h([0, 1]/[0, 1[) is a singleton. Finally, it is clear that CGH is the monocoreflective hull in
HAUS of the category of compact Hausdorff spaces.
CGH∗, the category of pointed compactly generated Hausdorff spaces, is a closed category: Take
X ⊗ Y to be the smash product X#kY (cf. p. 3-30) and let e be S0. Here, the internal hom functor sends
(X,Y ) to the closed subspace of kC(X,Y ) consisting of the base point preserving continuous functions.
FACT Let X be a CRH space. Suppose that there exists a sequence {Un} of open coverings of X
such that ∀ x ∈ X: Kx ≡
⋂
x
st(x,Un)} is compact and {st(x,Un)} is a neighborhood basis of Kx (i.e., any
open U containing Kx contains some st(x,Un)) −then X is compactly generated. Example: Every Moore
space is compactly generated.
[Note: Jiang† has shown that any CRH space X realizing this assumption is necessarily submeta-
compact.]
In practice, it can be troublesome to prove that a given space is Hausdorff and
while this is something which is nice to know, there are situations when it is irrele-
vant. We shall therefore englarge CGH to its counterpart in TOP, the category CG
of compactly generated spaces (Vogt‡), by passing to the monocoreflective hull in TOP of
the category of compact Hausdorff spaces. It is thus immediate that a topological space
is compactly generated iff it an be represented as the quotient of a LCH space. Con-
sequently, if X is a topological space, then X is compactly generated provided that a
subset U of X is open iff φ−1(U) is open in K for every φ ∈ C(K,X), K any compact
†Topology Proc. 11 (1986), 309-316.
‡Arch. Math. 22 (1971), 545-555; see also Wyler, General Topology Appl. 3 (1973), 225-242.
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Hausdorff space. What has been said above in the Hausdorff case is now applicable in
general, the main difference being that the forgetful functor CG → TOP preserves co-
limits. Also, like CGH, CG is cartesian closed: C(X ×k Y,Z) ≈ C(X,Z
Y ). Of course,
X ×k Y ≡ k(X × Y ) and the exponential object Z
Y is defined as follows. Given any open
subset P ⊂ Z and any continuous function φ : K → Y , where K is a compact Hausdorff
space, put O(φ, P ) = {g ∈ C(Y,Z) : g(φ(K)) ⊂ P} and call Ck(Y,Z) the result of topol-
ogizing C(Y,Z) by letting O(φ, P ) be a subbasis −then ZY = kCk(Y,Z). Example: A
sequential space is compactly generated.
[Note: If X and Y are compactly generated and if f : X → Y is a continuous injec-
tion, then f is an extremal monomorphism iff the arrow X → kf(X) is a homeomorphism,
where f(X) has the induced topology. Therefore an extremal mmonomoprhism in CG
need not be an embedding (= extremal monomorphism in TOP). Extremal monomphisms
in CG are regular. Call them CG embeddings.]
EXAMPLE Partition [−1, 1] by writing [−1, 1] = {−1} ∪
⋃
0≤x<1
{x,−x} ∪ {1}. Let X be the asso-
ciated quotient space −then X is compactly generated (in fact, first countable). Moreover, X is compact
and T1 but not Hausdorff; X is also path connected.
FACT Let X and Y be compactly generated −then the projections
 X×kY → XX×kY → Y are open maps.
Given any class K of compact spaces containing at least one nonempty space, denote
by M the monoreflective hull of K in TOP and let R : TOP → M be the associated
coreflector. If X is a topological space, then a subset of U of RX is open provided that
φ−1(U) is open in K for every φ ∈ C(K,X), K any element of K. Write ∆-K for the full,
isomorphism closed subcategory of TOP whose objects are those X which are ∆-separated
by K, i.e., such that ∆X ≡ {(x, x) : x ∈ X} is closed in R(X ×X) −then ∆-K is closed
under the formation in TOP of products and embeddings. Therefore ∆-K is an epireflec-
tive subcategory of TOP (cf. p. 0-22). Examples: (1) Take for K the class of all finite
indiscrete spaces −then an X in TOP is ∆-separated by K iff it is T0; (2) Take for K the
class of all finite spaces −then an X in TOP is ∆-separated by K iff it is T1.
[Note: Recall that a topological space X is Hausdorff iff its diagonal is closed in X×X
(product topology).]
EXAMPLE (Sequential Spaces) Let X be a topological space −then every sequence in X
has at most one limit iff ∆X is sequentially closed in X × X, i.e., iff X is ∆X -separated by K = {N∞}.
When this is so, X must be T1 and if X is first countable, then X must be Hausdorff.
[Note: Recall that a topological space X is Hausdorff iff every net in X has at most one limit.]
If K is a compact space, then for any φ ∈ C(K,X), φ(K) is a compact subset of X.
1-33
In general, φ(K) is neither closed nor Hausdorff.
(K1) A topological space X is said to be K1 provided that ∀ φ ∈ C(K,X)
(K ∈ K), φ(K) is a closed subspace of X.
(K2) A topological space X is said to be K2 provided that ∀ φ ∈ C(K,X)
(K ∈ K), φ(K) is a Hausdorff subspace of X.
A topological space X which is simultaneously K1 and K2 is necessarily ∆-separated
by K.
Specialize the setup and take for K the class of compact Hausdorff spaces (McCord†),
so M = CG. Suppose that X is K1 (hence T1) −then X is K2. Proof: Let
 xy ∈ φ(K)
(φ ∈ C(K,X)): x 6= y, choose disjoint open sets
 UV ⊂ K :
 φ−1(x) ⊂ Uφ−1(y) ⊂ V and
consider
 φ(K)− φ(K − U)φ(K)− φ(K − V ) . Denote by ∆-CG the full subcategory of CG whose
objects are ∆-separated by K. There are strict inclusions CGH ⊂ ∆-CG ⊂ CG. Exam-
ple: Every first countable X in ∆-CG is Hausdorff.
LEMMA Let X be a ∆-separated compactly generated space −then X is K1.
[Let K, L ∈ K; let φ ∈ C(K,X), ψ ∈ C(L,X). Since φ×ψ : K ×L→X×kX is contin-
uous, (φ × ψ)−1(∆X) is closed in K × L. Therefore ψ
−1(φ(K)) = prL((φ × ψ)
−1(∆X)) is
closed in L.]
It follows from the lemma that every ∆-separated compactly generated space X is T1.
More is true: Every compact subspace A of X is closed in X. Proof: For any φ ∈ C(K,X)
(K ∈ K), A ∩ φ(K) is a closed subspace of A, thus is compact, so A ∩ φ(K) is a closed
subspace of φ(K), implying that φ−1(A) = φ−1(A ∩ φ(K)) is closed in K. Corollary: The
intersection of two compact subsets of X is compact.
Equalizers in CGH and∆-CG are closed (e.g. retracts) but∆-CG is better behaved
than CGH when it comes to quotients. Indeed, if X is in ∆-CG and if E is an equiv-
alence relation on X, then X/E is in ∆-CG iff E ⊂ X ×k X is closed. To see this, let
p : X → X/E be the projection. Because p×k p : X×kX→ X/E×kX/E is quotient, ∆X/E
is closed in X/E ×k X/E iff (p ×k p)
−1(∆X/E) = E is closed in X ×k X. Consequently, if
A ⊂ X is closed, then X/A is in ∆-CG.
[Note: Recall that if X is a topological space, then for any equivalence relation E on
†Trans. Amer. Math. Soc. 146 (1969), 273-298; see also Hoffman, Arch. Math. 32 (1979), 487-504.
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X, X/E Hausdorff =⇒ E ⊂ X × X closed and E ⊂ X × X closed plus p : X → X/E
open =⇒ X/E Hausdorff.]
∆-CG, like CG and CGH, is cartesian closed. For ∆-CG has finite products and if
X is in CG and if Y is in ∆-CG, then kCk(X,Y ) is in ∆-CG.
[Note: Suppose that B is ∆-separated −then CG/B is cartesian closed (Booth-
Brown†).]
CG∗ and ∆-CG∗ are the pointed versions of CG and ∆-CG. Both are closed categories.
[Note: The pointed exponential object ZY is hom(Y,Z).]
EXAMPLE Let X be a nonnormal LCH space. Fix nonempty disjoint closed subsets A and B of
X that do not have disjoint neighborhoods −then X/A and X/B are compactly generated Hausdorff spaces
but neither X/A nor X/B is regular. Put E = A× A ∪ B ×B ∪∆X . The quotient X/E is a ∆-separated
compactly generated space which is not Hausdorff. Moreover, X/E is not the continuous image of any
compact Hausdorff space.
[Note: Take for X the Tychonoff plank. Let A = {(Ω, n) : 0 ≤ n < ω} and B = {(α, ω) : 0 ≤ α < Ω}
−then X/E is compact and all its compact subspaces are closed. By comparison, the product X/E×X/E,
while compact, has compact subspaces that are not closed.]
EXAMPLE (k-spaces) The monocoreflective hull in TOP of the category of compact spaces
is the category of k-spaces. In other words, a topological space X is a k-space provided that a subset U of
X is open iff U ∩K is open in K for every compact subset K of X. Every compactly generated space is a
k-space. The converse is false: Let X be the subspace of [0,Ω] obtained by deleting all limit ordinals except
Ω −then X is not discrete. Still, the only compact subsets of X are the finite sets, thus kX is discrete.
The one point compactification X∞ of X is compact and contains X as an open subspace. Therefore X∞
is not compactly generated but is a k-space (being compact). The category of k-spaces is similar in many
respects to the category of compactly generated spaces. However, there is one major difference: It is not
cartesisan closed (C˘inc˘ura‡).
[Note: If K is the class of compact spaces, then HAUS ⊂ ∆-K and the inclusion is strict. Reason:
A topological space X is in ∆-K iff every compact subspace of X is Hausdorff.]
FACT Let X0 ⊂ X1 ⊂ · · · be an expanding sequence of topological spaces. Assume ∀ n, Xn is in
∆-CG and is a closed subspace of Xn+1 −then X∞ is in ∆-CG.
[That X∞ is in CG is automatic. Let K be a compact Hausdorff space; let φ ∈ C(K,X∞) −then,
from the lemma on p. 1-29, φ(K) ⊂ Xn (∃ n) =⇒ φ(K) is closed in Xn =⇒ φ(K) is closed in X∞.]
EXAMPLE (Weak Poducts) Let (X0, x0), (X1, x1), . . . be a sequence of pointed spaces in
∆-CG∗. Put X
n = X0 ×k · · · ×k Xn −then Xn is in ∆-CG∗ with base point (x0, . . . , xn). The pointed
map Xn → Xn+1 is a closed embedding. One writes (ω)
∞∏
1
Xn in place of X
∞ and calls it the weak product
†General Topology Appl. 8 (1978), 181-195.
‡Topology Appl. 41 (1991), 205-212.
1-35
of the Xn. By the above, (ω)
∞∏
1
Xn is in ∆-CG∗ (the base point is the infinite string made up of the xn).
[Note: The same construction can be carried out in TOP, the only difference being that Xn is the
ordinary product of X0, . . . , Xn.]
Every Hausdorff topological group is completely regular. In particular, every Hausdorff
topological vector space is completely regular. Every Hausdorff locally compact topological
group is paracompact.
[Note: Every topological group which satisfies the T0 separation axiom is necessarily
a CRH space.]
EXAMPLE Take G = Rκ (κ > ω) −then G is a Hausdorff topological group but G is not com-
pactly generated. Consider kG: Inversion kG → kG is continuous, as is multiplication kG ×k kG → kG.
But kG is not a topological group, i.e., multiplication kG× kG→ kG is not continuous. In fact, kG, while
Hausdorff, is not regular.
Let E be a normed linear space; let E∗ be its dual, i.e., the space of continuous linear functionals on E
−then E∗ is also a normed linear space. The elements of E can be regarded as scalar valued functions on E∗.
The initial topology on E∗ determined by them is called the weak∗ topology. It is the topology of pointwise
convergence. In the weak∗ topology, E∗ is a Hausdorff topological vector space, thus is completely regular.
If dimE ≥ ω, then every nonempty weak∗ open set in E∗ is unbounded in norm. By contrast, Alaoglu’s
theorem says that the closed unit ball in E∗ is compact in the weak∗ topology (and second countable if E
is separable). However, the weak∗ topology is metrizable iff dimE ≤ ω.
[Note: Let E be a vector space over R −then Kruse† has shown that E admits a complete norm (so
that E is a Banach space) iff dimE < ω or (dimE)ω = dimE. Therefore, the weak∗ topology on the dual
of an infinite dimensional Banach space is not metrizable.]
The forgetful functor from the category of topological groups to the category of topo-
logical spaces (pointed topological spaces) has a left adjoint X → FgrX ((X,x0) →
Fgr(X,x0)), where FgrX (Fgr(X,x0)) is the free topological group on X((X,x0)). Al-
gebraically, FgrX (Fgr(X,x0)) is the free group on X (X − {x0}). Topologically, FgrX
(Fgr(X,x0)) carries the finest topology compatible with the group structure for which the
canonical injection X → FgrX ((X,x0)→ (Fgr(X,x0)) is continuous. There is a commuta-
tive triangle
X FgrX
Fgr(X,x0)
and Fgr(X,x0) ≈ FgrX/〈x0〉 (〈x0〉 the normal subgroup
generated by the word x0). On the other hand, FgrX ≈ Fgr(X,x0)
∐
Z (
∐
the coproduct
†Math. Zeit. 83 (1964), 314-320.
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in the category of topological groups) and, of course FgrX ≈ (Fgr(X
∐
∗, ∗).
[Note: The arrow of adjunction X → FgrX ((X,x0) → Fgr(X,x0)) is an embedding
iff X is completely regular and is a closed embedding iff X is completely regular + Haus-
dorff (Thomas†).]
LEMMA If X is a compact Hausdorff space, then FgrX (Fgr(X,x0)) is a Hausdorff
topological group.
Application: If X is a CRH space, then Fgr(X) (Fgr(X,x0)) is a Hausdorff topological
group.
[Consider X → Fgr(βX) ((X,x0)→ Fgr(βX, βx0)).]
EXAMPLE It is easy to construct nonnormal Hausdorff topological groups. Thus, given a topolog-
ical space X, let FgrX be the free topological group on X −the, for X a CRH space, the arrow X → FgrX
is a closed embedding and FgrX is a Hausdorff topological group, so X not normal =⇒ FgrX not normal.
FACT Given a topological space X, Fgr(X,x′0) ≈ Fgr(X,x′′0 ) ∀ x′0, x′′0 ∈ X.
[Let µ′ : (X,x′0) → Fgr(X,x′0), µ′′ : (X,x′′0 ) → Fgr(X,x′′0 ) be the arrows of adjunction and con-
sider the pointed continuous functions f ′ : (X,x′0) → Fgr(X, x′′0 ), f ′′ : (X,x′′0 ) → Fgr(X,x′0), defined by
f ′(x) = µ′′(x)µ′′(x′0)
−1, f ′′(x) = µ′(x)µ′(x′′0 )
−1.]
The forgetful functor from the category of abelian topological groups to the cat-
egory of topological spaces (pointed topological spaces) has a left adjoint X → FabX
((X,x0)→ Fab(X,x0)) and when given the quotient topology, FgrX/[FgrX,FgrX] ≈ FabX
(Fgr(X,x0)/[Fgr(X,x0), Fgr(X,x0)] ≈ Fab(X,x0).
†General Topology Appl. 4 (1974), 51-72; see also Quaestiones Math. 2 (1977), 355-377.
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§2. CONTINUOUS FUNCTIONS
Apart from an important preliminary, namely a characterization of the exponential
objects in TOP, the emphasis in this § is on the properties possessed by C(X), where X
is a CRH space.
A topological space Y is said to be cartesian if the functor − × Y : TOP → TOP
has a right adjoint Z → ZY . Example: A LCH space is cartesian.
PROPOSITION 1 A topological space Y is cartesian iff −×Y preserves colimits (cf.
p. 0-35) or equivalently, iff −× Y preserves coproducts and coequalizers.
[Note: The preservation of coproducts is automatic and the preservation of coequal-
izers reduces to whether −× Y takes quotient maps to quotient maps.]
Notation: Given topological spaces X,Y,Z, Λ : F (X × Y,Z)→ F (X,F (Y,Z)) is the
bijection defined by the rule Λ(f)(x)(y) = f(x, y).
Let τ be a topology on C(Y,Z) −then τ is said to be splitting if ∀ X, f ∈ C(X×Y,Z)
=⇒ Λ(f) ∈ C(X,C(Y,Z)) and τ is said to be cosplitting if ∀ X, g ∈ C(X,C(Y,Z)) =⇒
Λ−1(g) ∈ C(X × Y,Z).
LEMMA If τ ′ is a splitting topology on C(Y,Z) and τ ′′ is a cosplitting topology on
C(Y,Z), the τ ′ ⊂ τ ′′.
Application: C(Y,Z) admits at most one topology which is simultaneously splitting
and cosplitting, the exponential topology.
EXAMPLE ∀ Y& ∀ Z, the compact open topology on C(Y,Z) is splitting.
EXAMPLE If Y is locally compact, then ∀ Z the exponential topology on C(Y,Z) exists and is
the compact open topology.
[Note: A topological space Y is said to be locally compact if ∀ open set P and ∀ y ∈ P , there exists
a compact set K ⊂ P with y ∈ int K. Example: The one point compactification Q∞ of Q is compact but
not locally compact.]
FACT Let Y be a locally compact space −then for all X and Z, the operation of composition
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C(X,Y )× C(Y,Z)→ C(X,Z) is continuous if the function spaces carry the compact open topology.
PROPOSITION 2 A topological space Y is cartesian iff the exponential topology on
C(Y,Z) exists for all Z.
EXAMPLE A locally compact space is cartesian.
FACT Suppose that Y is cartesian. Assume ∀ Z, the exponential topology on C(Y,Z) is the com-
pact open topology −then Y is locally compact.
Let Y be a topological space, τY its topology −then the open sets in the continuous
topology on τY are those collections V ⊂ τY such that (1) V ∈ V, V
′ ∈ τY =⇒ V
′ ∈ V if
V ⊂ V ′ and (2) Vi ∈ τY (i ∈ I),
⋃
i
Vi ∈ V =⇒ ∃ i1, . . . , in : Vi1 ∪ . . . ∪ Vin ∈ V.
LEMMA Let f ∈ F (X, τY ), where X is a topological space and τY has the continuous
topology −then f is continuous if {(x, y) : y ∈ f(x)} is open in X × Y .
Let T = {(P, y) : y ∈ P} ⊂ τY × Y −then a topology on τY is said to have property T if T is open in
τY × Y . Example: The discrete topology on τY has property T.
FACT The continuous topology τY is the largest topology in the collection of all topologies on τY
that are smaller than every topology on τY which has property T.
[If τY (T ) is τY in a topology having property T, then by the lemma, the identity function τY (T )→ τY
is continuous if τY has the continuous topology.]
Let Y be a topological space −then Y is said to be core compact if ∀ open set P and
∀ y ∈ P , there exists an open set V ⊂ P with y ∈ V such that every open covering of P
contains a finite covering of V . Example: A locally compact space is core compact.
There exists a core compact space with the property that every compact subset has an empty interior
(Hofman−Lawson†).
FACT Equip τY with the continuous topology −then Y is core compact iff ∀ open set P and ∀ y ∈ P
there exists an open V ⊂ τY such that P ∈ V and y ∈ int ∩ V.
EXAMPLE A topological space Y is core compact iff the continuous topology on τY has property
†Trans. Amer. Math. Soc. 246 (1978), 285-310 (cf. 304-306).
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T.
Let Y,Z be topological spaces −then the Isbell topology on C(Y,Z) is the initial topol-
ogy on C(Y,Z) determined by the eQ :
 C(Y,Z)→ τYf → f−1(Q) (Q ∈ τZ), where τY has the
continuous topology. Notation: isC(Y,Z). Examples: (1) isC(Y, [0, 1]/[0, 1[) ≈ τY ; (2)
isC(∗, Z) ≈ Z.
LEMMA The compact open topology on C(Y,Z) is smaller than the Isbell topology.
EXAMPLE ∀ Y & ∀ Z, the Isbell topology on C(Y,Z) is splitting.
[Fix an f ∈ C(X × Y,Z) and let g ∈ Λ(f) −then the claim is that g ∈ C(X, isC(Y,Z)). From the
definitions, this amounts to showing that ∀ Q ∈ τZ , eQ ◦ g is continuous. Write f−1(Q) as a union
of rectangles Ri = Ui × Vi ⊂ X × Y . Take an x ∈ X and consider any V: eQ(g(x)) ∈ V. Since
eQ(g(x)) =
⋃
i
{y : (x, y) ∈ Ri}, ∃ ik (k = 1, . . . , n) :
n⋃
k=1
{y : (x, y) ∈ Rik} ∈ V, so ∀ u ∈
n⋂
k=1
Uik ,
eQ(g(u)) ∈ V.]
FACT Let Y be a core compact space −then for all X and Z, the operation of composition
C(X,Y )× C(Y,Z)→ C(X,Z) is continuous if the function spaces carry the Isbell topology.
PROPOSITION 3 Let Y be a topological space −then Y is cartesian iff Y is core
compact.
[Necessity: Let τi run through the topologies on τY which have property T and put
Xi = (τY , τi). For the coproduct X =
∐
i
Xi and let f : X → τY be the function whose
restriction to each Xi is the identity, where τY carries the continuous topology −then f
is a quotient map (cf. p. 0-35) . Since Y is cartesian, it follows from Proposition 1 that
f × idY : X × Y → τY × Y is also quotient. But X × Y ≈
∐
i
Xi × Y and, by hypothesis,
T is open in Xi × Y ∀ i. Therefore T must be open in τY × Y as well, i.e., the continuous
topology on τY has property T, thus Y is core compact (cf. p. 2-2 ).
[Sufficiency: As has been noted above, the Isbell topology on C(Y,Z) is splitting, so to
prove that Y is cartesian it suffices to prove that the Isbell topology on C(Y,Z) is cosplitting
when Y is core compact (cf. Propostion 2). Fix g ∈ C(X, isC(Y,Z)) and put f = Λ−1(g).
Given a point (x, y) ∈ X × Y , let Q be an open subset of Z such that f(x, y) ∈ Q. Choose
an open P ⊂ Y : y ∈ P & f({x} × P ) ⊂ Q. Because Y is core compact, there exists an
open V ⊂ τY : P ∈ V and y ∈ int ∩ V. But eQ(g(x)) ⊃ P =⇒ eQ(g(x)) ∈ V and, from
the continuity of eQ◦g, ∃ a neighborhood O of x : eP (g(O)) ⊂ V, hence f(O×int∩V) ⊂ Q.]
2-3
Remark: Suppose that Y is core compact −then ∀ Z, “the” exponential object ZY is
isC(Y,Z), the exponential topology on C(Y,Z) being the Isbell topology.
[Note: The Isbell topology and the compact open topology on C(Y,Z) are one and
the same if Y is locally compact.
FACT Let f, g ∈ C(Y,Z). Assume: f, g are homotopic −then f, g belong to the same path compo-
nent of isC(Y, Z).
FACT Let f, g ∈ C(Y,Z). Assume: f, g belong to the same path component of isC(Y, Z) −then f, g
are homotopic if Y is core compact.
What follows is a review of the elementary properties possessed by C(X,Y ) when
equipped with the compact open topology (omitted proofs can be found in Engelking†).
Notation: Given Hausdorff spaces X and Y , let coC(X,Y ) stand for C(X,Y ) in the
compact open topology.
[Note: The point open topology on C(X,Y ) is smaller than the compact open topol-
ogy. Therefore coC(X,Y ) is necessarily Hausdorff. Of course, if X is discrete, then “point
open” = “compact open”.]
PROPOSITION 4 Suppose that Y is regular −then coC(X,Y ) is regular.
PROPOSITION 5 Suppose that Y is completely regular −then coC(X,Y ) is com-
pletely regular.
EXAMPLE It is false that Y normal =⇒ coC(X,Y ) normal. Thus take X = {0, 1} (discrete
topology) −then coC({0, 1}, Y ) ≈ Y × Y and there exists a normal Hausdorff space Y whose square is not
normal (.e.g, the Sorgenfrey line (cf. p. 5-10 )).
O’Meara‡ has shown that if X is a second countable metrizable space and Y is a metrizable space,
then coC(X, Y ) is perfectly normal and hereditarily paracompact.
EXAMPLE The loop space ΩY of a pointed metrizable space (Y, y0) is paracompact.
A Hausdorff space X is said to be countable at infinity if there is a sequence {Kn} of
compact subsets of X such that if K is any compact subset of X, then K ⊂ Kn for some
n. Example: A LCH space is countable at infinity iff it is σ-compact.
†General Topology, Heldermann Verlag (1989).
‡Proc. Amer. Math. Soc. 29 (1971), 183-189.
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[Note: X countable at infinity =⇒ Xσ-compact. Example: P is not σ-compact,
hence it is not countable at infinity.]
FACT Suppose that X is countable at infinity. Assume: X is first countable −then X is locally
compact.
EXAMPLE Q is σ−compact but Q is not countable at infinity.
EXAMPLE Fix a point x ∈ βN−N −then X = N∪ {x}, viewed as a subspace of βN, is countable
at infinity but it is not first countable.
[Note: The compact subsets of X are finite. However X is not compactly generated.]
EXAMPLE Let E be an infinite dimensional Banach space −then E∗ in the weak topology is
countable at infinity.
PROPOSITION 6 Suppose that X is countable at infinity −then for every metrizable
Y , coC(X,Y ) is metrizable.
PROPOSITION 7 Suppose that X is countable at infinity and compactly generated
−then for every completely metrizable Y , coC(X,Y ) is completely metrizable.
Notation: Given a topological space X, write H(X) for its set of homeomorphisms
−then H(X) is a group under composition.
Let us assume that X is a LCH space. Endow H(X) with the compact open topology.
Question: Is H(X) thus topologized a topological group? In general, the answer is “no”
(cf. infra) but there are situations in which the answer is “yes”.
[Note: The composition
 H(X) ×H(X)→ H(X)(f, g) 7→ g ◦ f is continuous, so the problem
is whether the inversion f → f−1 is continuous.]
Remark: The evaluation
 H(X) ×X → H(X)(f, x) 7→ f(x) is continuous.
Given subset A and B of X, put 〈A,B〉 = {f ∈ H(X) : f(A) ⊂ f(B)} −then by
definition the collection {〈K,U〉} (K compact and U open) is a subbasis for the compact
open topology on H(X).
PROPOSITION 8 If X is a compact Hausdorff space, then H(X) is a topological
group in the compact open topology.
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[For f ∈ 〈K,U〉 ⇔ f−1 ∈ 〈X − U,X −K〉.]
FACT If X is a compact metric space, then H(X) is completely metrizable.
LEMMA Let X be a locally connected LCH space −then the collection {〈L, V 〉},
where L is compact & connected with L 6= ∅ and V is open, constitute a subbasis for the
compact open topology on H(X).
PROPOSITION 9 IfX is a locally connected LCH space −then H(X) is a topological
group in the compact open topology.
[Fix an f ∈ H(X) and choose 〈L, V 〉 per the lemma: f−1 ∈ 〈L, V 〉. Determine rel-
atively compact O & P : f−1(L) ⊂ O ⊂ O ⊂ P ⊂ P ⊂ V ( =⇒ f((X − O) ∩ P )
⊂ (X − L) ∩ f(V )). Let x be any point such that f(x) ∈ int L −then 〈{x}, int L〉 ∩
〈(X−O)∩ P , (X−L) ∩ f(V )〉 is a neighborhood of f in H(X), call it Hf . Claim: g ∈ Hf
=⇒ g−1 ∈ 〈L, V 〉. To check this, note that g((X − O) ∩ P ) ⊂ (X − L) ∩ f(V ) =⇒
L∪ (X − f(V )) ⊂ g(O)∪ g(X −P ). But g(O), g(X −P ) are nonempty disjoint open sets,
so L is contained in either g(O) or g(X − P ) (L being connected). Since the containment
L ⊂ g(X − P ) is (impossible g(x) ∈ int L and x /∈ X − P ), it follows that L ⊂ g(O) or
still, g−1(L) ⊂ O ⊂ V , i.e., g−1 ∈ 〈L, V 〉. Therefore inversion is a continuous function.]
Application: The homeomorphism group of a topological manifold is a topological
group in the compact open topology.
EXAMPLE Let X = {0, 2n(n ∈ Z)} −then in the induced topology from R, X is a LCH space but
H(X) in the compact open topology in not a topological group.
Suppose that X is a LCH space, X∞ its one point compactification −then H(X) can
be identified with the subgroup of H(X∞) consisting of those homeomorphisms X∞ → X∞
which leave ∞ fixed. In the compact open topology, H(X∞) is a topological group (cf.
Proposition 8). Therefore H(X) is a topological group in the induced topology. As such,
H(X) is a closed subgroup of H(X∞).
[Note: This topology on H(X) is the complemented compact open topology. It has
for a subbasis all sets of the form 〈K,U〉, where K is compact and U is open, as well as all
sets of the form 〈X − V,X − L〉, where V is open and L is compact.]
An isotopy of a topological space X is a collection {ht : 0 ≤ t ≤ 1} of homeomorphisms of X such
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that
 h : X × [0, 1]→ Xh(x, t) = ht(x) is continuous.
[Note: When X is a LCH space, isotopies correspond to paths in H(X) (compact open topology).]
EXAMPLE A homeomorphism h : Rn → Rn is said to be stable if ∃ homeomorphisms h1, . . . , hk :
Rn → Rn such that h = h1 ◦· · · ◦hk, where each hi has the property that for some nonempty open Ui ⊂ Rn,
hi|Ui = idUi . Every stable homeomorphism of Rn is isotopic to the identity.
[Take k = 1 and consider a homeomorphism h : Rn → Rn for which h|U = idU . Define an isotopy
{ht : 0 ≤ t ≤ 1} of Rn as follows. Fix u ∈ U and put ht(x) =

h(x+ 2tu)− 2tu (0 ≤ t ≤ 1/2)
1
2− 2th1/2((2− 2t)x) (1/2 ≤ t < 1)
&
h1(x) = x.]
FACT Equip H(Rn) with the compact open topology and write HST (Rn) for the subspace of H(Rn)
consisting of the stable homeomoprhisms −then HST (Rn) is an open subgroup of H(Rn).
[Note: Therefore HST (R
n) is also a closed subgroup of H(Rn) (since H(Rn) is a topological group in
the compact open topology).]
Application: The path component of idRn in H(R
n) is HST(R
n).
[In view of the example, there is a path from every element of HST(R
n) to idRn . On the other hand,
if τ : [0, 1] → H(Rn) is a path with τ (1) = idRn but τ (0) /∈ HST(Rn), then τ−1(HST(Rn)) would be a
nontrivial clopen subset of [0, 1].]
[Note: It can be shown that H(Rn) is locally path connected (indeed, locally contractible (cf. p. 6-17
)).]
An isotopy {ht : 0 ≤ t ≤ 1} is said to be invertible if the collection {h−1t : 0 ≤ t ≤ 1} is an isotopy.
LEMMA An isotopy {ht : 0 ≤ t ≤ 1} is invertible iff the function H : X× [0, 1]→ X× [0, 1] defined
by the rule (x, t)→ (ht(x), t) is a homeomorphism.
[Note: H is necessarily one-to-one, onto, and continuous.]
FACT Let X be a LCH space −then every isotopy {ht : 0 ≤ t ≤ 1} of X is invertible.
[Show first that ∀ x ∈ X, h−1t (x) is a continuous function of t.]
FACT Let X be a LCH space −then every isotopy {ht : 0 ≤ t ≤ 1} of X extends to an isotopy of
X∞.
[Define ht : X∞ → X∞ by ht|X = ht & ht(∞) = ∞. To verify that h is continuous, extend H
to X∞ × [0, 1] via the prescription H(∞, t) = (ht(∞), t) so h = π∞ ◦ H , where π∞ is the projection of
X∞ × [0, 1] onto X∞. Establish the continuity of H by utilizing the continuity of H−1 (the substance of
the previous result.]
EXAMPLE Every isotopy {ht : 0 ≤ t ≤ 1} of Rn extends to an isotopy of Sn.
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Let X be a CRH space, (Y, d) a metric space. Given f ∈ C(X,Y ) and φ ∈ C(X,R>0),
put Nφ(f) = {g : d(f(x), g(x)) < φ(x) ∀ x}.
Observations: (1) If φ1, φ2,∈ C(X,R>0), then Nφ(f) ⊂ Nφ1(f) ∩ Nφ2(f), where
φ(x) = min{φ1(x), φ2(x)}; (2) If g ∈ Nφ(f), then Nψ(g) ⊂ Nφ(f), where ψ(x) = φ(x) −
d(f(x), g(x)).
Therefore the collection {Nφ(f)} is a basic system of neighborhoods at f . Accodingly,
varying f leads to a topology on C(X,Y ), the majorant topology .
[Note: Each φ ∈ C(X,R>0) determines a metric dφ on C(X,Y ), viz. dφ(f, g) =
min
{
1, sup
x∈X
d(f(x), g(x))
φ(x)
}
, and their totality defines the majorant topology on C(X,Y ),
which is thus completely regular. However, in general, the majorant topology on C(X,Y )
need not be normal (Wegenkitt†).]
Here is a proof that C(X, Y ) (majorant topology) is completely regular. Fix a closed subet A ⊂
C(X,Y ) and an f ∈ C(X,Y ) − A. Choose φ ∈ C(X,R>0): Nφ(f) ⊂ C(X,Y ) − A. Define a function
Φ : C(X,Y ) → [0, 1] by Φ(g) = sup
x∈X
d(f(x), g(x))
φ(x)
if g ∈ Nφ(f) and let it be 1 otherwise −then Φ is
continuous and Φ(f) = 0, Φ|A = 1.]
[Note: The verification of the continuity of Φ hinges on the observation that g ∈ Nφ(f) =⇒
d(f(x), g(x)) ≤ φ(x) ∀ x, hence ∀ g ∈ Nφ(f)−Nφ(f), sup
x∈X
d(f(x), g(x))
φ(x)
= 1.]
Example: Suppose that the sequence {fk} converges to f in C(R
n,Rn) (majorant
topology) −then ∃ a compact K ⊂ Rn and an index k0 such that fk(x) = f(x) ∀ k > k0 &
∀ x ∈ Rn −K.
EXAMPLE Suppose that f : Rn → Rn is a homeomorphism −then f has a neighborhood of
surjective maps in C(Rn,Rn) (majorant topology).
EXAMPLE Equip H(Rn) with the majorant topology −then the path component of idRn in H(Rn)
consists of those homeomorphisms that are the identity outside some compact set.
FACT The majorant topology on C(Rn,Rn) is not first countable.
LEMMA The compact open topology on C(X,Y ) is smaller than the majorant topol-
ogy.
[Fix a compact K ⊂ X, an open V ⊂ Y and a continuous f : X → Y such that
f(K) ⊂ V . Choose ǫ > 0 such that ∀ y ∈ f(K), d(y, y′) < ǫ =⇒ y′ ∈ V . Let
φ ∈ C(X,R>0) be the constant function x→ ǫ −then ∀ g ∈ Nφ(f), g(K) ⊂ V .]
†Ann. Global Anal. Geom. 7 (1989), 171-178; see also van Douwen, Topology Appl. 39 (1991), 3-32.
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Remark: The uniform topology on C(X,Y ) is the topology induced by the metric
d(f, g) = min
{
1, sup
x∈X
d(f(x), g(x))
}
. The proof of the lemma shows that the compact
open topology on C(X,Y ) is smaller than the uniform topology (which in turn is smaller
than the majorant topology).
FACT The compact open topology on C(X, Y ) equals the uniform topology if X is compact.
FACT The uniform topology on C(X,Y ) equals the majorant topology if X is pseudocompact.
Let M(Y ) be the set of all metrics on Y which are compatible with the topology of Y
−then the limitation topology on C(X,Y ) has for a neighborhood basis at f the Nm(f),
(m ∈M(Y )), where Nm(f) =
{
g : sup
x∈X
m(f(x), g(x)) < 1
}
.
[Note: If m1, m2 ∈ M(Y ), then Nm1+m2(f) ⊂ Nm1(f) ∩Nm2(f), and if g ∈ Nm(f),
then N(2
ǫ
)
m
(g) ⊂ Nm(f), where m(f(x), g(x)) ≤ 1− ǫ ∀ x.]
The limitation topology is defined by the metrics (f, g) → min
{
1, sup
x∈X
m(f(x), g(x))
}
(m ∈ M(Y )),
thus the uniform topology on C(X,Y ) is smaller than the limitation topology.
LEMMA Suppose that X is paracompact −then the limitation topology on C(X,Y )
is smaller than the majorant topology.
[Fix m ∈ M(Y ) and let f ∈ C(X,Y ). By compatibility, ∀ x ∈ X, ∃ ǫ(x) > 0:
d(f(x), y) < ǫ(x) =⇒ m(f(x), y) <
1
4
. Put Ox =
{
x′ : d(f(x), f(x′)) <
ǫ(x)
2
}
−then
{Ox} is an open covering of X. Let {Ux} be a precise neighborhood finite open refinement
and choose a subordinated parition of unity {κx}. Definition: φ =
∑ ǫ(x)
2
κx. Consider
now any x0 ∈ X and assume that d(f(x0), y) < φ(x0). Let κx1 . . . , κxn be an enumer-
ation of those κx whose support contains x0 and fix i between 1 and n:
ǫ(xj)
2
≤
ǫ(xi)
2
(j = 1, . . . , n) to get φ(x0) ≤
ǫ(xi)
2
. But x0 ∈ Uxi ⊂ Oxi . Therefore d(f(xi), f(x0)) <
ǫ(xi)
2(
=⇒ m(f(xi), f(x0)) <
1
4
)
=⇒ d(f(xi, y) < ǫ(xi) =⇒ m(f(xi), y) <
1
4
=⇒
m(f(x0), y) <
1
2
. And this shows that Nφ(f) ⊂ Nm(f).]
[Note: In general, the limitation topology is strictly smaller than the majorant topol-
ogy. To see this, observe that C(R,R) is a topological group under addition in the majorant
topology. On the other hand, there is a countable basis at a given f ∈ C(R,R) (limitation
topology) iff f is bounded, thus C(R,R) is not a topological group under addition in the
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limitation topology.]
FACT Take X = Y −then in the limitation topology, H(X) is a topological group.
REFINEMENT PRINCIPLE Let (Y, d) be a metric space −then for any open cover-
ing V = {V } of Y , ∃ m ∈ M(Y ) such that the collection {Vy} is a refinement of V, where
Vy = {y
′ : m(y, y′) < 1}.
[A proof can be found in Dugundji†.]
LEMMA Let (Y, d) be a metric space −then for any δ ∈ C(Y,R>0), ∃ m ∈ M(Y ):
d(y, y′) < δ(y) whenever m(y, y′) < 1.
[Choose an open covering V = {V } of Y such that the diameter of a given V is
≤
1
2
inf δ(V ). Using the refinement principle, fix an m ∈ M(Y ) such that the collection
{Vy} refines V. If (y, y
′) is a pair with m(y, y′) < 1, then Vy ⊂ V for some V, hence
y, y′ ∈ V =⇒ d(y, y′) ≤
1
2
δ(y) < δ(y).]
PROPOSITION 10 Take X = Y −then the limitation topology on H(X) is equal to
the majorant topology.
[Fix f ∈ H(X) and let φ ∈ C(X,R>0). Thanks to the lemma, ∃ m ∈ M(X):
d(x, x′) < φ ◦ f−1(x) whenever m(x, x′) < 1. If g ∈ H(X) and sup
x∈X
m(f(x), g(x)) < 1,
then d(f(x), g(x)) < φ ◦ f−1(f(x)) = φ(x) ∀ x, i.e., Nφ(f) ∩H(X) is open in H(X) (limi-
tation topology).]
Application: The homeomorphism group of a metric space is a topological group in
the majorant topology.
EXAMPLE Let X be a second countable topological manifold of euclidean dimension n −then in
the majorant topology, H(X) is a topological group. Moreover, C˘ernavski˘i‡ has shown that H(X) is locally
contractible.
[Note: X is metrizable (cf. §1, Proposition 11), so ∃ d: (X, d) is a metric space.]
Notation: ∀ f ∈ C(X,Y ), grf ⊂ X × Y is its graph.
Given an open subset O ⊂ X × Y , let ΓO = {f : grf ⊂ O} −then the collection {ΓO}
†Topology, Allyn and Bacon (1966), 196; see also Bessaga-Pelczyn´ski, Selected Topics in Infinite Dimen-
sional Topology, PWN (1975), 63.
‡Math. Sbornik 8 (1969), 287-333.
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is a basis for a topology on C(X,Y ), the graph topology.
[Note: In this connection, observe that ΓO ∩ ΓP = ΓO∩P .]
LEMMA The majorant topology on C(X,Y ) is smaller than the graph topology.
[The function (x, y) → φ(x) = d(f(x), y) from X × Y to R is continuous, thus
O = {(x, y) : d(f(x), y) < φ(x)} is an open subset of X × Y . But ΓO = Nφ(f).]
Rappel: A function f : X → R is lower semicontinuous (upper semicontinuous ) if for
each real number c, {x : f(x) > c} ({x : f(x) < c}) is open. Example: The characteristic
function of a subset S of X is lower semicontinuous (upper semicontinuous) iff S is open
(closed).
HAHN’S EINSCHIEBUNGSATZ Suppose that X is paracompact. Let g : X → R
be lower semicontinuous and G : X → R upper semicontinuous. Assume: G(x) < g(x)
∀ x ∈ X −then ∃ a continuous function f : X → R such that G(x) < f(x) < g(x) ∀ x ∈ X.
[Put Ur = {x : G(x) < r}∩{x : g(x) > r} (r rational). Each Ur is open andX =
⋃
r
Ur.
Let {κr} be a partition of unity subordinate to {Ur} and take f =
∑
r
rκr.]
The following result characterizes the class of X satisfying the conditions Hahn’s einschiebungsatz.
FACT Let X be a CRH space −then X is normal and countably paracompact iff for every lower
semicontinuous g : X → R and upper semicontinuous G : X → R such that G(x) < g(x) ∀ x ∈ X, ∃
f ∈ C(X,R): G(x) < f(x) < g(x) ∀ x ∈ X.
[Necessity: With r running through the rationals, there exists a neighborhood finite open covering
{Or} of X: Or ⊂ {x : G(x) < r < g(x)} ∀ r and a neighborhood finite open covering {Pr} of X:
P r ⊂ Or, ∀ r. Fix a continuous function fr : X → [−∞, r] such that fr(x) =
 −∞ (x /∈ Or)r (x ∈ P r) . Put
f(x) = sup
r
fr(x) −then f has the required properties.
Sufficiency: There are two parts.
X is normal. Thus let A, B be disjoint closed subsets of X. With G the characteristic function
of A, let g be defined by
 g(x) = 1 (x ∈ B)g(x) = 2 (x /∈ B) : g is lower semicontinuous, G is upper semicontinu-
ous, and G(x) < g(x) ∀ x ∈ X. Choose f ∈ C(X,R) per the assumption and let U = {x : f(x) > 1},
V = {x : f(x) < 1} −then
 UV are disjoint open subsets of X and
 A ⊂ UB ⊂ V , hence X is normal.
X is countably paracompact. Thus consider any decreasing sequence {An} of closed sets such
that
⋂
n
An = ∅. Put g(x) = 1
n+ 1
(x ∈ An − An+1, n = 0, 1, . . .) (A0 = X): g is lower semicontinuous.
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Take f ∈ C(X,R): 0 < f(x) < g(x) and let Un = {x : f(x) < 1
n+ 1
} −then {Un} is a decreasing sequence
of open sets with An ⊂ Un for every n and
⋂
n
Un = ∅. Since X is normal, this guarantees that X is also
countably paracompact (via CP (cf. p. 1-14) ).]
LEMMA Assume that X is paracompact and suppose given a neighborhood finite
closed covering {Aj : j ∈ J} of X and ∀ j, a positive real number aj −then ∃ a continuous
function φ : X → R>0 such that φ(x) < aj if x ∈ Aj .
[The function from X to R defined by the rule x → min{aj : x ∈ Aj} is lower semi-
continuous and strictly positive.]
PROPOSITION 11 The majorant topology on C(X,Y ) is independent of the choice
of d provided that X is paracompact.
[It suffices to show that the graph topology on C(X,Y ) is smaller than the majorant
topology (cf. p. 2-11). So fix an f ∈ ΓO and consider any x0 ∈ X. Choose a neighbor-
hood U0 of x0 and a positive real number a0 such that x ∈ U0 & d(f(x0), y) < 2a0 =⇒
(x, y) ∈ O. Choose further a neighborhood V0 of x0 such that V0 ⊂ U0 & d(f(x0), y) < a0
∀ x ∈ V0 −then {(x, y) : x ∈ V0 & d(f(x), y) < a0} ⊂ O. From this, it follows that one
can find a neighborhood finite closed covering {Aj : j ∈ J} of X and a set {aj : j ∈ J} of
positive real numbers for which {(x, y) : x ∈ Aj & d(f(x), y) < aj} ⊂ O. In view of the
lemma, ∃ a continuous function, φ : X → R>0 with φ(x) < aj whenever x ∈ Aj, hence
Nφ(f) ⊂ ΓO, i.e., every point of ΓO is an interior point in the majorant topology.]
To reiterate: If X is paracompact, then the majorant topology on C(X,Y ) equals the
graph topology.
[Note: The assumption of paracompactness can be relaxed (see below).]
Let X be a CRH space, (Y, d) a metric space. Given f ∈ C(X,Y ) and a lower semicontinuous
σ : X → R>0, put Nσ(f) = {g : d(f(x), g(x)) < σ(x)∀ x}.
Observations: (1) If σ1, σ2 : X → R>0 are lower semicontinuous, then Nσ(f) ⊂ Nσ1(f) ∩ Nσ2(f),
where σ(x) = min{σ1(x), σ2(x)}; (2) If g ∈ Nσ(f), then Nτ (g) ⊂ Nσ(f), where τ (x) = σ(x)−d(f(x), g(x)).
[Note: The minimum of two lower semicontinuous functions is lower semicontinuous, so, σ is lower
semicontinuous. On the other hand, the sum of two lower semicontinuous is lower semicontinuous. But
x→ d(f(x), g(x)) is continuous, thus x→ −d(f(x), g(x)) is lower semicontinuous, so τ is lower semicontin-
uous.]
Therefore, the collection {Nσ(f)} is a basic system of neighborhoods at f . Accordingly, varying f
leads to a topology on C(X,Y ), the semimajorant topology.
LEMMA The semimajorant topology on C(X,Y ) is smaller than the graph topology.
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[Let O = {(x, y) : d(f(x), y) < σ(x)} −then ΓO is open in C(X,Y ). Proof: Fix (x0, y0) ∈ O,
put ǫ =
1
3
(σ(x0) − d(f(x0), y0)), and note that the subset of O consisting of those (x, y) such that
σ(x) > σ(x0)− ǫ, d(f(x), f(x0)) < ǫ, and d(y, y0) < ǫ is open. And: Nσ(f) = ΓO.]
LEMMA The graph topology on C(X,Y ) is smaller than the semimajorant topology.
[Fix an f ∈ ΓO. Define a strictly positive function σ : X → R by letting σ(x0) be the supremum of
those a0 ∈]0, 1] for which x0 has a neighborhood U0 such that x0 ∈ U0 & d(f(x0), y) < a0 =⇒ (x, y) ∈ O.
Since Nσ(f) ⊂ ΓO , the point is to prove that σ is lower semicontinuous, i.e., that ∀ c ∈ R, {x : c < σ(x)}
is open. This is trivial if c ≤ 0 or c ≥ 1, so take c ∈ ]0, 1[ and fix x0: c < σ(x0). Put ǫ = (σ(x0) − c)/3
−then c + 2ǫ < σ(x0), thus ∃ a neighborhood U0 of x0 such that x ∈ U0 & d(f(x0), y) < c + 2ǫ =⇒
(x, y) ∈ O. Supposing further that x0 ∈ U0 =⇒ d(f(x0), f(x)) < ǫ, one has x ∈ U0 & d(f(x), y) < c + ǫ
=⇒ (x, y) ∈ O =⇒ c < c+ ǫ ≤ σ(x).]
FACT The semimajorant topology on C(X, Y ) equals the graph topology.
A CRH space X is said to be a CB space if for every strictly positive lower semicontinuous σ : X → R
there exists a strictly positive continuous function φ : X → R such that 0 < φ(x) ≤ σ(x) ∀ x ∈ X.
Example: If X is normal and countably paracompact, then X is a CB space (cf. p. 2-11 ).
Examples: (Mack†): (1) Every countably compact space is a CB space; (2) Every CB space is
countably paracompact.
EXAMPLE The Isbell-Mro´wka space Ψ(N) is a pseudocompact LCH space which is not countably
paracompact (cf. p. 1-12 ), hence is not a CB space.
FACT The majorant topology on C(X, Y ) equals the graph topology ∀ pair (Y, d) iff X is a CB
space.
[Necessity: Fix a strictly positive lower semicontinuous σ : X → R. Specialize to the case Y = R,
the assumption is that the majorant topology on C(X) equals the semimajorant topology, so working with
Nσ(0), ∃ φ: Nφ(0) ⊂ Nσ(0) =⇒ (1 − ǫ)φ ∈ Nφ(0) ⊂ Nσ(0) (0 < ǫ < 1) =⇒ 0 < φ(x) ≤ σ(x) ∀ x ∈ X,
thus X is a CB space.
Sufficiency: Since Nφ(f) ⊂ Nσ(f), the semimajorant topology on C(X,Y ) is smaller than the majo-
rant topology.]
If (Y, d) is a complete metric space, then coC(X,Y ) need not be Baire. Examples: (1)
coC([0,Ω[,R) is not Baire; (2) coC(Q,R) is not Baire.
[Note: Recall, however, that if X is countable at infinity and compactly generated,
then coC(X,Y ) is completely metrizable (cf. Proposition 7), hence is Baire.]
PROPOSITION 12 Assume: (Y, d) is a complete metric space −then C(X,Y ) (ma-
†Proc. Amer. Math. Soc. 16 (1965), 467-472.
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jorant topology) is Baire.
[Let {On} be a sequence of dense open subsets of C(X,Y ). Let U be a nonempty open
subset of C(X,Y ). Since U ∩ O1 is nonempty and open and since C(X,Y ) is completely
regular (cf. p. 2-8), ∃ f1 ∈ U ∩ O1 & φ1 ∈ C(X,R>0): {g : d(f1(x), g(x)) ≤ φ1(x) ∀ x} ⊂
U ∩O1, where φ1 < 1. Next, ∃ f2 ∈ Nφ1(f1) ∩O2 & φ2 ∈ C(X,R>0) : {g : d(f2(x), g(x) ≤
φ2(x) ∀x} ⊂ Nφ1(f1) ∩ O2, where φ2 < φ1/2. Proceeding, ∃ fn+1 ∈ Nφn(fn) ∩ On+1
& φn+1 ∈ C(X,R>0) : {g : d(fn+1(x), g(x)) ≤ φn+1(x) ∀ x} ⊂ Nφn(fn) ∩ On+1, where
φn+1 < φn/2. So ∀ x, d(fn+1(x), fn(x)) ≤
1
2n−1
, thus {fn(x)} is a Cauchy sequence in Y .
Definition: f(x) = lim fn(x). Becuase the convergence is uniform, f ∈ C(X,Y ). Moreover,
d(fn(x), f(x)) ≤ φn(x) ∀ n & ∀ x, which implies that f ∈ U ∩
(⋂
n
On
)
.]
FACT Assume: (Y, d) is a complete metric space −then C(X, Y ) (limitation topology) is Baire.
Convention: Maintaining the assumption that X is a CRH space, C(X) henceforth
carries the compact open topology.
LetK be a compact subset ofX. Put pK(f) = sup
K
|f | (f ∈ C(X)) −then pK : C(X)→
R is a seminorm on C(X), i.e., pK(f) ≥ 0, pK(f + g) ≤ pK(f)+ pK(g) pK(cf) = |c| pK(f).
[Note: More is true, viz. pK is multiplicative in the sense that pK(fg) ≤ pK(f)pK(g).]
Remark: The initial topology on C(X) determined by the pK as K runs through the
compact subsets of X is the compact open topology.
[Note: In the compact open topology, C(X) is a Hausdorff locally convex topological
vector space.]
Observation: If K ⊂ X is compact and if f ∈ C(K), then ∃ F ∈ BC(X): F |K = f . Proof: Apply
the Tietze extension theorem to K regarded as a compact subset of βX.
A CRH spaceX is said to be a kR-space provided that a real valued function f : X → R
is continuous whenever its restriction to each compact subset of X is continuous. Example:
A compactly generated space X is a kR-space (but not conversely (cf. infra)).
EXAMPLE Let X be a kR-space. Assume X is countable at infinity −then X is compactly gen-
erated.
[Fix a “defining” sequence {Kn} of compact subsets of X with Kn ⊂ Kn+1 ∀ n. Claim: A subset
A of X is closed if A ∩ Kn is closed in Kn for each n. For if not, then A has an accumulation point
a0: a0 /∈ A, which can be taken in K1 (adjust notation). Choose a continuous function f1 : K1 → R
such that f1(A ∩ K1) = {0} and f1(a0) = 1. Extend f1 to a continuous function f2 : K2 → R such that
f2(A∩K2) = {0}. Repeat the process to get a function f : X → R such that f(x) = fn(x) (x ∈ Kn). Since
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X is a kR-space, f is continuous. This, however, is a contradiction: f(A) = {0}, f(a0) = 1.]
FACT A kR-space X is compactly generated iff kX is completely regular.
[If X is a kR-space, then C(X) = C(kX). So, the supposition that kX is completely regular forces
X = kX (cf. §1, Proposition 14).]
[Note: Recall that in general, X completely regular 6=⇒ kX completely regular (cf. p. 1-36).]
PROPOSITION 13 C(X) is complete as a topological vector space iffX is a kR-space.
[Necessity: Suppose that f : X → R is a real valued function such that f |K is contin-
uous ∀ compact K ⊂ X. Let fK ∈ C(X) be an extension of f |K −then {fK} is a Cauchy
net in C(X), thus is convergent, say lim fK = F . But f = F .
Sufficiency: Let {fi} be a Cauchy net in C(X) −then ∀ compact K ⊂ X, the net
{fi|K} is Cauchy in C(K), hence has a limit, call it fK . If K1 ⊂ K2, then fK2|K1 = fK1 ,
so the prescription f(x) = fK(x) (x ∈ K) defines a function f : X → R. Since X is a
kR-space, f is continuous. And: lim fi = f .]
EXAMPLE Let κ be a cardinal > ω −then Nκ is a kR-space but Nκ is not compactly generated.
[Note: Nω is homeomorphic to P, thus is compactly generated.]
FACT Suppose that the closed bounded subsets of C(X) are complete −then X is a kR-space.
PROPOSITION 14 C(X) is metrizable iff X is countable at infinity (cf. Proposition
6).
[Let d be a compatible metric on C(X). Put Un = {f : d(f, 0) < 1/n}. Choose a
compact Kn ⊂ X and a positive ǫn : f(Kn) ⊂ ] − ǫn, ǫn[ =⇒ f ∈ Un −then for any
compact subset K of X, ∃ n : K ⊂ Kn. Therefore X is countable at infinity.]
PROPOSITION 15 C(X) is completely metrizable iff X is countable at infinity and
compactly generated (cf. Proposition 7).
[If C(K) is completely metrizable, then C(K) is complete as a topological vector space,
so X is a kR-space (cf. Proposition 13), thus X, being countable at infinity is compactly
generated (cf. p. 2-14).]
A CRH space X is said to be topologically complete if X is a Gδ in βX or still, if X is a Gδ in any
Hausdorff space containing it as a dense subspace. Example P is topologically complete but Q is not.
Examples: (1) Every completely metrizable space is topologically complete and every topologically
complete metrizable space is completely metrizable; (2) Every LCH space is topologically complete.
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[Note: A topologically complete space is necessarily compactly generated and Baire (Engleling†).]
Remark: It can be shown that Proposition 15 goes through if the hypothesis “completely regular” is
weakened to “topologically complete” (McCoy-Ntantu‡).
EXAMPLE Let X be a LCH space. Assume: X is paracompact −then C(X) is Baire.
[Using LCH3 (cf. p. 1-2), write X =
∐
i
Xi, where the Xi are pairwise disjoint nonempty open σ-
compact subspaces of X. Each Xi is countable at infinity and there is a homeomorphism C(X) ≈
∏
i
C(Xi).
But the C(Xi) are completely metrizable (cf. Proposition 15), hence are topologically complete, and it is
a fact that a product of topologically complete spaces is Baire (Oxtoby‖).]
[Note: The paracompactness assumption on X cannot be dropped. Example: Take X = [0,Ω[ −then
C(X) is not Baire. Proof: Since X is pseudocompact On =
⋃
x
{f : n < f(x) < n + 1} is a dense open
subset of C(X) and
⋂
n
On = ∅.]
FACT Suppose that X is first countable and C(X) is Baire −then X is locally compact.
STONE-WEIERSTRASS THEOREM Let X be a compact Hausdorff space. Suppose
that A is a subalgebra of C(X) which contains the constants and separates the points of
X −then A is uniformly dense in C(X).
EXAMPLE Let 0 < a < b < 1 −then every f ∈ C([a, b]) can be uniformly approximated by
polynomials
d∑
1
nkx
k, nk integral.
[It is enough to show that f =
1
2
can be so approximated. Given an odd prime p, put φp(x) =
1
p
(1 − xp − (1 − x)p) : φp is a polynomial with integral coefficients, no constant term, and pφp → 1 uni-
formly on [a, b] as p→∞. Now write p = 2q + 1, note that
∣∣∣∣12 − qp
∣∣∣∣ < 1p , and consider qφp.]
PROPOSITION 16 Suppose that X is a compact Hausdorff space −then C(X) is
separable iff X is metrizable.
[Necessity: If {fn} is a uniformly dense sequence in C(X), then the
{
x : |fn(x)| >
1
2
}
constitute a basis for the topology on X, therefore X is second countable, hence metrizable.
Sufficiency: Let d be a compatible metric on X. Choose a countable basis {Un} for
its topology and put fn(x) = d(x,X − Un) (x ∈ X) −then the fn separate the points of
X, thus the subalgebra of C(X) generated by 1 and the fn is uniformly dense in C(X), so
the same is true of the rational subalgebra of C(X) generated by 1 and the fn. But the
latter is a countable set.]
†General Topology, Heldermann Verlag (1989), 197-198.
‡SLN 1315 (1988), 75.
‖Fund. Math. 49 (1961), 157-166.
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EXAMPLE Assume that X is not compact and consider BC(X), viewed as a Banach space in
the supremum norm: ‖f‖ = sup
X
|f | −then BC(X) can be identified with C(βX) (f → βf : ‖f‖ = ‖βf‖).
Since βX is not metrizable, it follows that BC(X) is not separable.
[Note: To see that βX is not metrizable, fix a point x0 ∈ βX − X and, arguing by contradiction,
choose a sequence {xn} ⊂ X of distinct xn having x0 for their limit point. Put A = {x2n}, B = {x2n+1}
−then A and B are disjoint closed subsets of X, so, by Urysohn, ∃ φ ∈ BC(X) such that 0 ≤ φ ≤ 1 with
φ = 1 on A and φ = 0 on B. Therefore 1 = φ(x2n)→ βφ(x0) & 0 = φ(x2n+1)→ βφ(x0), an absurdity.]
PROPOSITION 17 C(X) is separable iff X admits a smaller separable metrizable
topology.
[Necessity: Fix a countable dense set {fn} in C(X) −then {fn} separates points of
X and the initial topology on X determined by the fn is a separable metrizable topology.
Reason: The arrow X → Rω defined by the rule x→ {fn(x)} is an embedding.
Sufficiency: Let X0 stand for X equipped with a smaller separable metrizable topol-
ogy. Embed X0 in [0, 1]
ω . Fix a countable dense set {φn} in C([0, 1]
ω) (cf. Proposition
16) and put fn = φn|X0 −then the sequence {fn} is dense in C(X0), thus C(X0) is sep-
arable. Indeed, given a compact subsest K0 of X0 and f0 ∈ C(X0), ∃ φ0 ∈ C([0, 1]
ω) :
φ0|K0 = f0|K0 & ∀ ǫ > 0, ∃ φn : pK0(φn − φ0) < ǫ =⇒ pK0(fn − f0) < ǫ. Finally, the
separability of C(X0) forces the separability of C(X). This is because a compact subset K
of X is a compact subset of X0 and the two topologies induce the same topology on K.]
Example: Take X = R (discrete topology) −then C(X) is separable.
EXAMPLE If X =
⋃
n
Kn, where each Kn is compact and metrizable, then C(X) is separable.
[There is no loss in generality in supposing that Kn ⊂ Kn+1 ∀ n. Choose a countable dense subset
{fn,m} in C(Kn) (cf. Proposition 16) and let Fn,m be a continuous extension of fn,m to X −then the initial
topology on X determined by the Fn,m is a separable metrizable topology which is smaller than the given
topology on X, so C(X) is separable (cf. Proposition 17).]
FACT Let X be a LCH space −then C(X) is separable and metrizable iff X is separable and
metrizable.
FACT Let X be a LCH space −then C(X) is separable and completely metrizable iff X is separable
and completely metrizable.
PROPOSITION 18 C(X) is first countable iff X is countable at infinity.
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PROPOSITION 19 C(X) is second countable iff X is countable at infinity and all
the compact subsets of X are metrizable.
[Necessity: C(X) is second countable =⇒ C(X) first countable =⇒ X is countable
at infinity (cf. p. Proposition 18). In addition, C(X) second countable =⇒ C(X) is
separable. So by Proposition 17, X admits a smaller separable metrizable topology which,
however, induces the same topology on each compact subset of X.
Sufficiency: The hypotheses on X guarantee that C(X) is separable (via the example
above) and metrizable (cf. Proposition 14).]
EXAMPLE Let E be an infinite dimensional locally convex topological vector space. Assume: E
is second countable and completely metrizable −then the Anderson-Kadec theorem says that E is home-
omorphic to Rω (for a proof, see Bessaga-Pelczyn´ski†). Consequently, if X is countable at infinity and
compactly generated and if all the compact subsets of X are metrizable, then C(X) is homeomorphic to
Rω.
FACT Suppose that X is second countable −then C(X) is Lindelo¨f.
Up until this point, the playoff between X and C(X) has been primarily “topologi-
cal”, little use having been made of the fact that C(X) is also a locally convex topological
vector space. It is thus only natural to ask: Can one characterize those X for which C(X)
has a certain additional property (e.g., barrelled or bornological)? While this theme has
generated an extensive literature, I shall present just two results, namely Propositions 20
and 21, these being du independently to Nachbin‡ and Shirota‖.
FACT C(X) is reflexive iff X is discrete.
[Assuming that C(X) is reflexive, its bounded weakly closed subsets are weakly compact. There-
fore the compact subsets of X are finite which means that C(X) is a dense subspace of RX (product
topology). But the reflexiveness of C(X) also implies that its closed bounded subsets are complete, hence
X is a kR-space (cf. p. 2-15). Thus C(X) is complete (cf. Proposition 13), so C(X) = R
X andX is discrete.]
A subset A of X is said to be bounding if every f ∈ C(X) is bounded on A. Example:
X is pseudocompact iff X is bounding.
†Selected Topics in Infinite Dimensional Topology, PWN (1975), 189.
‡Proc. Nat. Acad. Sci U.S.A. 40 (1954), 471-474.
‖Proc. Japan Acad. Sci. 30 (1954), 294-298.
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Given a subsetW of C(X), let K(W ) be the subset of X consisting of those x with the
property that for every neighborhood Ox of x there exists an f ∈ C(X) : f(X −Ox) = {0}
& f /∈W .
BOUNDING LEMMA If W is a barrel in C(X), then K(W ) is bounding.
[Suppose that K(W ) is not bounding and fix an infinite discrete collection O = {O} of
open subsets of X such that O ∩ K(W ) 6= ∅ ∀ O ∈ O. Choose an element O1 ∈ O. Since
O1 ∩ K(W ) 6= ∅, ∃ f1 ∈ C(X) : f1(X−O1) = {0} & f1 /∈W . On the other hand,W , being
a barrel, is closed, so ∃ a compact K1 ⊂ X and a positive ǫ1 : {g : pK1(f1−g) < ǫ1}∩W = ∅.
Choose next an element O2 ∈ O : O2∩K1 = ∅ and continue. The upshot is that there exist
sequences {On}, {fn}, {Kn}, {ǫn} with the following properties: (1) On+1 ∩
( n⋃
i=1
Ki
)
= ∅;
(2) fn(X −On) = {0} & fn /∈W ; (3) {g : pKn(fn− g) < ǫn}∩W = ∅. Take c1 = 1 and de-
termine cn+1 : 0 < cn+1 <
1
n+1 , subject to the requirement that cn+1pKn+1
( n∑
i=1
1
ci
fi
)
< ǫn+1
∀ n. Put f =
∞∑
i=1
1
ci
fi −then by (2) and the discreteness of {On}, f is continuous, and
(1) - (3) combine to imply that cn+1f /∈W ∀ n, thus W does not absorb the function f , a
contradiction.]
LEMMA OF DETERMINATION If W is a barrel in C(X) and if f is an element of
C(X) such that f(x) = 0 ∀ x ∈ U , where U is an open set containing K(W ), then f ∈W .
[Suppose false. Choose a compact K ⊂ X and a positive ǫ : {g : pK(f−g) < ǫ} ∩ W =
∅, and for each x ∈ K−U , choose a neighborhood Ox of x : g(X−Ox) = {0} =⇒ g ∈W .
Fix fx ∈ C(X, [0, 1]) : fx(x) = 1 & fx|X −Ox = 0, and let Ux = {y : fx(y) > 1/2}.
The Ux comprise an open covering of K − U , thus one can extract a finite subcovering
Ux1 , . . . , Uxn . Put κxi =
fxi
max{1/2, fx1 + · · · fxn}
(i = 1, . . . , n) −then
n∑
i=1
κxi |K − U = 1.
Since κxi(X − Oxi) = {0}, cκxif ∈ W (c ∈ R), therefore F = κx1f + · · · κxnf =
1
n
(nκx1f + · · ·nκxnf) ∈W . But by its very construction, F |K = f |K =⇒ F /∈W .]
PROPOSITION 20 C(X) is barrelled iff every bounding subset of X is relatively
compact.
[Necessity: Rephrased, the assertion is that for any closed noncompact subset S of
X, ∃ f ∈ C(X) : f is unbounded on S. Thus let BS = {f : sup
S
|f | ≤ 1} −then BS is
balanced and convex. Since BS is also closed and since the requirement that there be some
f ∈ C(X) which is unbounded on S amounts to the failure of BS to be absorbing, it need
only be shown that BS does not contain a neighborhood of 0. Assuming the opposite,
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choose a compact K and a positive ǫ : {f : pK(f) < ǫ} ⊂ BS. Claim: S ⊂ K. Proof:
If x ∈ S − K, ∃ f ∈ C(X) : f(K) = {0} & f(x) = 2, an impossibility. Therefore S is
compact (being closed), contrary to hypothesis.
Sufficiency: Fix a barrel W in C(X) −then the contention is that W contains a
neighborhood of 0. Owing to the bounding lemma, K(W ) is compact (inspect the def-
initions to see that K(W ) is closed). Accordingly, it suffices to produce a positive ǫ :
{f : pK(W )(f) < ǫ} ⊂ W . To this end, consider BC(X) viewed as a Banach space in the
supremum norm. Because BC(X) barrelled andW ∩ BC(X) is a barrel in BC(X), ∃ ǫ > 0
: ‖φ‖ ≤ 2ǫ =⇒ φ ∈ W (φ ∈ BC(W )). Assuming that pK(W )(f) < ǫ, fix an open set U
containing K(W ) such that |f(x)| < ǫ ∀ x ∈ U . Let F (x) = max{ǫ, f(x)}+min{−ǫ, f(x)}
−then 2F (x) = 0, (x ∈ U), thus the lemma of determination implies that 2F ∈ W .
But ∀ x ∈ X, |2(f(x)− F (x))| < 2ǫ =⇒ ‖2(f − F )‖ ≤ 2ǫ =⇒ 2(f − F ) ∈ W , so
1
2
(2F ) +
1
2
(2(f − F )) ∈W , i.e., f ∈W .]
Example: C([0,Ω[) is not barrelled.
EXAMPLE If X is a paracompact LCH space, then C(X) is Baire (cf. p. 2-16 ). Since Baire
=⇒ barrelled, it follows from Propostion 20 that the bounding subsets of X are relatively compact.
Notation: Every f ∈ C(X) can be regarded as an element of C(X,R∞), hence admits
a unique continuous extension f∞ : βX → R∞.
[Note: Put vfX = {x ∈ βX : f∞(x) ∈ R} −then the intersection
⋂
f∈C(X)
vfX is vX.]
FACT The elements of βX − vX are those x with the property that there exists a Gδ in βX con-
taining x which does not meet X.
Let W be a balanced, convex subset of C(X) −then W is said to contain a ball if ∃
r > 0: {f : sup
X
|f | ≤ r} ⊂W .
Example: Every balanced, convex bornivore W in C(X) contains a ball.
[Given f, g ∈ C(X) with f ≤ g, let [f, g] = {φ : f ≤ φ ≤ g}. Since ∀ compact K ⊂ X,
pK(φ) ≤ max{pK(f), pK(g)}, [f, g] is bounded, thus is absorbable by W . In particular: ∃
r > 0 such that [−r, r] ⊂W .]
FACT Suppose that W contains a ball. Let K be a compact subset of X. Assume: f(K) = {0}
=⇒ f ∈ W −then ∃ ǫ > 0: {f : pK(f) < ǫ} ⊂W .
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LetW be a balanced, convex subset of C(X) −then a compact subset K of βX is said
to be a hold of W if f ∈W whenever f∞(K) = {0}. Example: βX is a hold of W .
LEMMA Suppose thatW contains a ball−then a compact subsetK of βX is a hold of
W provided that f ∈W whenever f∞ vanishes on some open subset O of βX containing K.
Application: Under the assumption that W contains a ball, if K and L are holds of
W , then so is K ∩ L.
[Consider any f : f∞(O) = {0}, where O is some open subset of βX containing K ∩L.
Choose disjoint open subsets U, V of βX : K ⊂ U , L−O ⊂ V and let U ′, V ′ be open sub-
sets of βX: K ⊂ U ′ ⊂ U
′
⊂ U , L−O ⊂ V ′ ⊂ V
′
⊂ V . Fix φ ∈ C(X, [0, 1]) : βφ(U
′
) = {1},
βφ(V
′
) = {0}. Note that 2fφ vanishes on (O ∪ V ′)∩X. But O ∪ V ′ ⊂ (O ∪ V ′) ∩X =⇒
(2fφ)∞(O ∪ V
′) = {0}. On the other hand, L ⊂ O ∪ V ′, thus by the lemma, 2fφ ∈ W .
Similarly, 2f(1− φ) ∈W . Therefore f =
1
2
(2fφ) +
1
2
(2f(1− φ)) ∈W .]
Let W be a balanced, convex subset of C(X) −then the support , written sptW , is
the intersection of all the holds of W .
LEMMA Suppose that W contains a ball −then sptW is a hold of W .
[Since βX is a compact Hausdorff space, for any open O ⊂ βX containing sptW , ∃
holds K1, . . . Kn of W such that
n⋂
i=1
Ki ⊂ O.]
PROPOSITION 21 C(X) is bornological iff X is R-compact.
[Necessity: Assuming that X is not R-compact, fix a point x0 ∈ vX −X −then the
assignment f → f∞(x0) defines a nontrivial homomorphism x̂0 : C(X) → R, which is
necessarily discontinuous (cf. p. 2-24). So, to conclude that C(X) is not bornological, it
suffices to show that x̂0 takes bounded sets to bounded sets. If this were untrue, then there
would be a bounded set B ⊂ C(X) and a sequence {fn} ⊂ B such that x̂0(fn)→∞. The
intersection
⋂
n
{x : βX : (fn)∞(x) > (fn)∞(x0) − 1} is a Gδ in βX containing x0, thus it
must meet X (cf. p. 2-20) say at x00 hence fn(x00) → ∞. But then, as B is bounded,
fn
fn(x00)
→ 0 in C(X), which is nonsense.
Sufficiency: It is a question of proving that every balanced, convex bornivore W in
C(X) contains a neighborhood of 0. Because W contains a ball, the lemma implies that
sptW is a hold of W , thus the key is to establish the containment sptW ⊂ X since this
will allow one to say that ∃ ǫ > 0 : {f : psptW (f) < ǫ} ⊂ W (cf. p. 2-20). So take a
point x0 ∈ βX −X and choose closed subsets A1 ⊃ A2 ⊃ · · · of βX : ∀ n, x0 ∈ intAn &
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(⋂
n
An
)
∩X = ∅ (possible, X being R-compact (cf. p. 2-20)). Claim: At least one of the
βX − intAn is a hold of W ( =⇒ x0 /∈ sptW =⇒ sptW ⊂ X). If not, then ∀ n, ∃ fn
: (fn)∞(βX − int An) = 0 & fn /∈ W . The sequence {X − An} is an increasing sequence
of open subsets of X whose union is X. Therefore f = sup
n
n |fn| is in C(X). Fix d > 0 :
[−f, f ] ⊂ dW −then nfn ∈ dW ∀ n =⇒ fn ∈W ∀ n ≥ d, a contradiction.]
LEMMA A subset A of X is bounding iff its closure βX is contained in vX.
FACT If C(X) is bornological, then C(X) is barrelled.
[Note: Recall that in general, bornological 6=⇒ barrelled and barrelled 6=⇒ bornological.]
Remark: There are completely regular Hausdorff spaces X whose bounding subsets are relatively
compact but that are not R-compact (Gillman-Henriksen†). For such X, C(X) is therefore barrelled but
not bornological.
Given a closed subset A of X, let IA = {f : f |A = 0} −then IA is a closed ideal in
C(X). Examples: (1) I∅ = C(X); (2) IX = {0}.
SUBLEMMA Suppose that X is compact. Let I ⊂ C(X) be an ideal. Assume:
∀ x ∈ X, ∃ fx ∈ I: fx(x) 6= 0 −then I = C(X).
[∀ x ∈ X, ∃ a neighborhood Ux of x : fx|Ux 6= 0. Choose points x1, . . . , xn :
X =
n⋃
i=1
Uxi and let f =
n∑
i=1
f2xi : f ∈ I =⇒ 1 = f ·
1
f
∈ I =⇒ I ∈ C(X).]
LEMMA Suppose that X is compact. Let I ⊂ C(X) be an ideal and put A =⋂
f∈I
Z(f). Assume: A ⊂ U ⊂ Z(φ), where U is open and φ ∈ C(X) −then φ ∈ I.
[The restriction I|X − U is an ideal in C(X − U) (Tietze), hence by the sublemma,
equals C(X − U). Choose an f ∈ I : fX−U = 1 to get φ = fφ ∈ I.]
PROPOSITION 22 Suppose that X is compact. Let I ⊂ C(X) be an ideal −then
I = IA, where A =
⋂
f∈I
Z(f).
[Since I ⊂ IA, it need only be shown that IA ⊂ I. So let f be a nonzero ele-
ment of IA and fix ǫ > 0. Choose φ ∈ C(X, [0, 1]) : {x : |f(x)| ≤ ǫ/2} ⊂ Z(φ) &
{x : |f(x)| ≥ 3ǫ/4} ⊂ Z(1− φ). Because A ⊂ {x : |f(x)| < ǫ/4} ⊂ Z(fφ), the lemma gives
fφ ∈ I. And: ‖f − fφ‖ = sup
X
|f − fφ| < ǫ =⇒ f ∈ I.]
†Trans. Amer. Math. Soc. 77 (1954), 340-362 (cf. 360-362).
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PROPOSITION 23 The closed subsets of X are in a one-to-one correspondence with
the closed ideals of C(X) via A→ IA.
[Due to the complete regularity of X, the map A → IA is injective. To see that it
is surjective, it suffices to prove that for any closed ideal I in C(X) : I = IA, where
A =
⋂
f∈I
Z(f). Obviously, I ⊂ IA. On the other hand, ∀ compact K ⊂ X, the restriction
I|K is an ideal in C(K) (cf. p. 2-14), thus I/K = IA∩K (cf. Proposition 22), and from
this is follows that IA ⊂ I = I.]
Application: The points of X are in a one-to-one correspondence with the closed
maximal ideals of C(X) via x→ I{x}.
By comparison, recall that the points of βX are in a one-to-one correspondence with the maximal
ideals of C(X).
[Note: Assign to each x ∈ βX the subset mx of C(X) consisting of those f such that x ∈ clβX(Z(f))
−then mx is a maximal ideal and all such have this form. For details, see Walker†.]
A character of C(X) is a nonzero multiplicative linear functional on C(X), i.e., a ho-
momorphism C(X)→ R of algebras.
LEMMA If χ : R→ R is a nonzero ring homomorphism, then χ = idR.
[In fact, χ is order preserving and the identity on Q.]
Application: Every ring homomorphism C(X)→ R is R-linear, thus is a character.
LEMMA If χ : C(X)→ R is a character of C(X), then ∀ f , |χ(f)| = χ(|f |).
[For |χ(f)|2 = χ(f)2 = χ(f2) = χ(|f |2) = χ(|f |)2 and χ(|f |) is ≥ 0.]
By way of a corollary, if χ : C(X)→ R is a character of C(X) and if χ(f) = 0, then χ(min{1, |f |}) = 0.
Proof: 2χ(min{1, |f |}) = χ(1) + χ(f)− χ(|1− f |) = 1− |χ(1− f)| = 1− 1 = 0.
FACT Write vf for the unique extension of f ∈ C(X) to C(vX) −then C(X) “is” C(vX) and the
characters of C(X) are parameterized by the points of vX: f → vf(x) (x ∈ vX).
[If X is R- compact and if χ : C(X)→ R is a character, then in the terminology of p. 19-6 & p. 19-6,
Fχ = {Z(f) : χ(f) = 0} is a zero set ultrafilter on X. Claim Fχ has the countable intersection property.
Thus let {Z(fn)} ⊂ Fχ be a sequence and put f =
∞∑
1
min{1,|fn|}
2n
−then
∞⋂
1
Z(fn) = Z(f). To prove that
†The Stone-C˘ech Compactification, Springer Verlag (1974), 18.
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χ(f) = 0, write f =
n∑
i=1
min{1,|fi|}
2i
+ gn, where 0 ≤ gn ≤ 2−n, apply χ to get χ(f) = χ(gn) ≤ 2−n, and let
n → ∞. It therefore follows that ∩ Fχ is nonempty, say x ∈ ∩ Fχ (cf. p. 19-6). And: χ(f − χ(f)) = 0
=⇒ x ∈ Z(f − χ(f)) =⇒ χ(f) = f(x).]
Notation: Ĉ(X) is the set of continuous characters of C(X).
From the above, there is a one-to-one correspondence X → Ĉ(X), viz. x→ χx, where
χx(f) = f(x).
If X is not R-compact −then the elements of vX −X correspond to the discontinuous characters of
C(X).
Topologize Ĉ(X) by giving it the initial topology determined by the functions χ →
χ(f) (f ∈ C(X)) −then the correspondence X → Ĉ(X) is a homeomophism (cf. §1,
Proposition 14).
PROPOSITION 24 Let
 XY be CRH spaces. Assume:
 C(X)C(Y ) are isomorphic
as topological algebras −then
 XY are homeomorphic.
[Schematically,
X Y
Ĉ(X) Ĉ(Y )
and is a homeomorphism.]
FACT Let
 XY be CRH spaces. Assume:
 C(X)C(Y ) are isomorphic as algebras −then
 vXvY
are homeomorphic.
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§3. COFIBRATIONS
The machinery assembled here is the indispensable technical prerequisite for the study
of homotopy theory in TOP or TOP ∗.
Let X and Y be topological spaces. Let A → X be a closed embedding and let
f : A → Y be a continuous function −then the adjunction space X ⊔f Y corresponding
to the 2−source X A Y
f
is defined by the pushout square
A Y
X X ⊔f Y
f
, f
being the attaching map. Agreeing to identify A with its image in X, the restriction of the
projection p : X
∐
Y → X ⊔f Y to
 X −AY is a homeomorphism of
 X −AY onto
an
 openclosed subset of X ⊔f Y and the images
 p(X −A)p(Y ) partition X ⊔f Y .
[Note: The adjunction space X ⊔f Y is unique only up to isomorphism. For ex-
ample, if φ : X → X is a homeomorphism such that φ|A = idA, then there arises another
pushout square equivalent to the original one.]
(AD1) If A is not empty and if X and Y are connected (path connected), then
X ⊔f Y is connected (path connected).
(AD2) If X and Y are T1, then X ⊔f Y is T1 but if X and Y are Hausdorff, then
X ⊔f Y need not be Hausdorff.
(AD3) If X and Y are Hausdorff and if A is compact, then X ⊔f Y is Hausdorff.
(AD4) If X and Y are Hausdorff and if A is a neighborhood retract of X such
that each x ∈ X −A has a neighborhood U with A ∩ U = ∅, then X ⊔f Y is Hausdorff.
(AD5) If X and Y are normal (normal and countably paracompact, perfectly
normal, collectionwise normal, paracompact) Hausdorff spaces, then X ⊔f Y is a normal
(normal and countably paracompact, perfectly normal, collectionwise normal, paracom-
pact) Hausdorff space.
(AD6) If X and Y are in CG, (∆-CG), then X ⊔f Y is in CG, (∆-CG).
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EXAMPLE Working with the Isbell-Mro´wka space Ψ(N) = S ∪ N, consider the pushout square
S βS
Ψ(N) Ψ(N) ⊔f βS
f
. Due to the maximality of S , every open covering of Ψ(N) ⊔f βS has a finite
subcovering. Still Ψ(N) ⊔f βS is not Hausdorff.
The cylinder functor I is the functor I :
 TOP→ TOPX → X × [0, 1] , whereX×[0, 1] carries
the product topology. There are embeddings it :
 X → IXx→ (x, t) (0 ≤ t ≤ 1) and a projec-
tion p :
 IX → X(x, t)→ x . The path space functor P is the functor P :
 TOP→ TOPX → C([0, 1]),X) ,
where C([0, 1]),X) carries the compact open topology. There is an embedding j :
 X → PXx→ j(x) ,
with j(x)(t) = x, and projections pt :
 PX → Xσ → pt(σ) (0 ≤ t ≤ 1), with pt(σ) = σ(t).
(I, P ) is an adjoint pair: C(IX, Y ) ≈ C(X,PY ). Accordingly, two continuous functions f : X → Yg : X → Y determine the same morphisms in HTOP, i.e., are homotopic (f ≃ g), iff
∃ H ∈ C(IX, Y ) such that
 H ◦ i0 = fH ◦ i1 = g or equivalently, iff ∃ G ∈ C(X,PY ) such that p0 ◦G = fp1 ◦G = g .
Let A and Xbe topological spaces −then a continuous function i : A → X is said to
be a cofibration if it has the following property: Given any topological space Y and any
pair (F, h) of continuous functions
 F : X → Yh : IA → Y such that F ◦ i = h ◦ i0, there is a
continuous function H : IX → Y such that F = H ◦ i0 and H ◦ i1 = h. Thus H is a filler
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for the diagram
A IA
Y
X IX
i0
i0 i0
Ii
.
[Note: One can also formulate the definition in terms of the path space functor, viz.
A PY
X Y
i p0
.]
A continuous function i : A → X is a cofibration iff the commutative diagram
A X
IA IX
i
i0 i0
Ii
is a weak pushout square. Homeomorphisms are cofibrations. Maps with
an empty domain are cofibrations. The composite of two cofibrations is a cofibration.
EXAMPLE Let p : X → B be a surjective continuous function. Consider Cp = IX ∐ B/ ∼,
where (x′, 0) ∼ (x′′, 0) & (x, 1) ∼ p(x) (no topology). Let t : Cp → [0, 1] be the function [x, t] → t;
let x : t−1(]0, 1[) → X be the function [x, t] → x; let p : t−1(]0, 1]) → B be the function [x, t] → p(x).
Definition: The coordinate topology on Cp is the initial topology determined by t, x, p. There is a closed
embedding j : B → Cp which is a cofibration. For suppose that
 F : Cp → Yh : IB → Y are continuous functions
such that F ◦ j = h ◦ i0 −then the formulas H(j(b), T ) = h(b, T ),
H([x, t], T ) =

F
[
x, t+ T
2
]
(t ≥ 1/2, T ≤ 2− 2t)
h(p(x), 2t+ T − 2) (t ≥ 1/2, T ≥ 2− 2t)
F [x, t+ tT ] (t ≤ 1/2)
specify a continuous function H : ICp → Y such that F = H ◦ i0 and H ◦ Ij = h.
[Note: Cp also carries another (finer) topology (cf. p. 3-23). When X = B & p = idX , Cp is ΓcX,
and when B = ∗ & p(X) = ∗, Cp is ΣcX i.e., the coordinate topology is the coarse topology (cf. p. 1-27 ff.).]
LEMMA Suppose that i : A→ X is a cofibration −then i is an embedding.
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[Form the pushout square
A X
IA Y
i
i0 F
h
corresponding to the 2-source IA
i0←−
A
i
−→ X. The definitions imply that there is a continuous function G : Y → IX such
that
 G ◦ F = i0G ◦ h = Ii and a continuous function H : IX → Y such that
 H ◦ i0 = FH ◦ Ii = h .
Because H ◦ G = idY , G is an embedding. On the other hand, h ◦ i1 : A → Y is an
embedding, hence G ◦ h ◦ i1 : A→ i(A)× {1} is a homeomorphism.]
For a subspace A of X, the cofibration condition is local in the sense that if there exists a numerable
covering U = {U} of X such that ∀ U ∈ U , the inclusion A ∩ U → U is a cofibration, then the inclusion
A→ X is a cofibration (cf. p. 4-5).
When A is a subspace of X and the inclusion A → X is a cofibration, the com-
mutative diagram
i0A IA
i0X i0X ∪ IA
is a pushout square and there is a retraction
r : IX → i0X ∪ IA. If ρ : i0X ∪ IA → IX is the inclusion and if
 u : X → IXv : X → IX are
defined by
 u = i1v = ρ ◦ r ◦ i1 , then A is the equalizer of (u, v). Therefore the inclusion
A→ X is a closed cofibration provided that X is Hausdorff or in ∆-CG.
PROPOSITION 1 Let A be a subspace of X −then the inclusion A → X is a cofi-
bration iff i0X ∪ IA is a retract of IX.
Why should the inclusion A→ X be a cofibration if i0X ∪IA is a retract of IX? Here
is the problem. Suppose that φ : i0X ∪ IA→ Y is a function such that φ|i0X & φ|IA are
continuous. Is φ continuous? That the answer is “yes” is a consequence of a generality
(which is obvious if A is closed).
LEMMA If i0X ∪ IA is a retract of IX, then a subset O of i0X ∪ IA is open in
i0X ∪ IA iff its intersection with
 i0XIA is open in
 i0XIA .
[Let r be the retraction in question and assume that O has the stated property. Put
XO = {x : (x, 0) ∈ O}. Write Un for the union of all open U ⊂ X : A ∩ U × [0, 1/n[ ⊂ O.
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Note that A ∩ XO = A ∩
∞⋃
1
Un and X −
∞⋃
1
Un ⊂ A. Claim: XO ⊂
∞⋃
1
Un. Turn it
around and take an x ∈ X −
∞⋃
1
Un −then for any t ∈]0, 1], r(A × {t}) = A × {t}, so
r(x, t) ∈ (A−
∞⋃
1
Un)× [0, 1] = (A−XO)× [0, 1] ⊂ (X−XO)× [0, 1] =⇒ (x, 0) = r(x, 0) ∈
(X − XO) × [0, 1] =⇒ x ∈ X − XO, from which the claim. Thus O = O
′ ∪ O′′, where
O′ = O ∩ (A×]0, 1]) and O′′ = (i0X ∪ IA) ∩
∞⋃
1
(XO ∩Un × [0, 1/n[) are open in i0X ∪ IA.]
EXAMPLE Not every closed embedding is a cofibration: Take X = {0} ∪ {1/n : n ≥ 1} and
let A = {0}. Not every cofibration is a closed embedding: TakeX = [0, 1]/[0, 1[ = {[0], [1]} and let A = {[0]}.
EXAMPLE Given nonempty topological spaces
 XY , form their coarse join X ∗c Y −then
the closed embeddings
 XY → X ∗c Y are cofibrations.
[It suffices to exhibit a retraction r : I(X∗cY )→ i0(X∗cY )∪IY . To this end, consider r([x, y, 1], T ) =
([x, y, 1], T ),
r([x, y, t], T )

([
x, y,
2t
2− T
]
, 0
) (
0 ≤ t ≤ 2− T
2
)
(
[x, y, 1],
T + 2t − 2
t
) (2− T
2
≤ t ≤ 1) .]
FACT Let X0 ⊂ X1 ⊂ · · · be an expanding sequence of topological spaces. Assume: ∀ n, the
inclusion Xn → Xn+1 is a cofibration −then ∀ n, the inclusion Xn → X∞ is a cofibration.
[Fix retractions rk : IX
k+1 → i0Xk+1 ∪ IXk. Noting that IX∞ = colimIXn, work with the rk to
exhibit i0X
∞ ∪ IXn as a retract of IX∞.]
Application: Let X and Y be topological spaces; let A ⊂ X and B ⊂ Y be sub-
spaces. Suppose that the inclusions
 A→ XB → Y are cofibrations −then the inclusion
A×B → X × Y is a cofibration.
[Consider the inclusions figuring in the factorization A×B → X ×B → X × Y .]
Given t : 0 ≤ t ≤ 1, the inclusion {t} → [0, 1] is a closed cofibration and therefore, for
any topological space X, the embedding it : X → IX is a closed cofibration. Analogously,
the inclusion {0, 1} → [0, 1] is a closed cofibration and it too can be multiplied.
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PROPOSITION 2 Let
Z Y
X P
f
g
η
ξ
be a pushout square and assume that f is a
cofibration −then η is a cofibration.
[The cylinder function preserves pushouts.]
Application: Let A → X be a closed cofibration and let f : A → Y be a continuous
function −then the embedding Y → X ⊔f Y is a closed cofibration.
The inclusion Sn−1 → Dn is a closed cofibration. Proof: Define a retraction r : IDn →
i0D
n∪ISn−1 by letting r(x, t) be the point where the line joining (0, 2) ∈ Rn×R and (x, t)
meets i0D
n ⊔ ISn−1. Consequently, if f : Sn−1 → A is a continuous function, then the
embedding A→ Dn ⊔f A is a closed cofibration. Examples: (1) The embedding D
n → Sn
of Dn as the northern or southern hemisphere of Sn is a closed cofibration; (2) The em-
bedding Sn−1 → Sn of Sn−1 as the equator of Sn is a closed cofibration, so ∀ m ≤ n, the
embedding Sm → Sn is a closed cofibration.
FACT Let f : Sn−1 → A be a continuous function. Suppose that A is path connected −then
Dn ⊔f A is path connected and the homomorphism πq(A)→ πq(Dn ⊔f A) is an isomorphism if q < n− 1
and an epimorphism if q = n− 1.
VAN KAMPEN THEOREM Suppose that the inclusion A → X is a closed cofibration. Let
f : A → Y be a continuous function −then the commutative diagram
ΠA ΠY
ΠX Π(X ⊔f Y )
Πf
is a
pushout square in GRD.
[Note: If in addition A, X, and Y are path connected, then for every x ∈ A, the commutative diagram
π1(A, x) π1(Y, f(x))
π1(X,x) π1(X ⊔f Y, f(x))
f∗
is a pushout square in GR.]
Let A be a subspace of X, i : A→ X the inclusion.
(DR) A is said to be a deformation retract of X if there is a continuous function
r : X → A such that r ◦ i = idA and i ◦ r ≃ idX .
(SDR) A is said to be a strong deformation retract of X if there is a continuous
function r : X → A such that r ◦ i = idA and i ◦ r ≃ idX relA.
If i0X ∪ IA is a retract of IX, then i0X ∪ IA is a strong deformation retract of IX.
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Proof: Fix a retraction r : IX → i0X ∪ IA, say r(x, t) = (p(x, t), q(x, t)), and consider the
homotopy H : I2X → IX defined by H((x, t), T ) = (p(x, tT ), (1 − T )t+ Tq(x, t)).
PROPOSITION 3 Let A be a closed subspace of X and let f : A→ Y be a continu-
ous function. Suppose that A is a strong deformation retract of X −then the image of Y
in X ⊔f Y is a strong deformation retract of X ⊔f Y .
EXAMPLE The house with two rooms
is a strong deformation retract of [0, 1]3.
LEMMA Suppose that the inclusion A→ X is a closed cofibration −then the inclu-
sion i0X ∪ IA ∪ i1X → IX is a cofibration.
[Fix a homoemorphism Φ : I[0, 1] → I[0, 1] that sends I{0} ∪ i0[0, 1] ∪ I{1} to i0[0, 1]
−then the homeomophism idX × Φ : I
2X → I2X sends i0IX ∪ I(i0X ∪ IA ∪ i1X) to
i0IX ∪ I
2A. Since the inclusion IA→ IX is a cofibration, i0IX ∪ I
2A is a retract of I2X
and Proposition 1 is applicable.]
[Note: A similar but simpler argument proves that the inclusion i0X ∪ IA → IX is
a cofibration.]
PROPOSITION 4 If A is a deformation retract of X and if i : A→ X is a cofibration,
then A is a strong deformation retract of X.
[Choose a homotopy H : IX → X such that H ◦ i0 = idX and H ◦ i1 = i ◦ r, where
r : X → A is a retraction. Define a function h : I(i0X ∪ IA ∪ i1X)→ X by
h((x, 0), T ) = x (x ∈ X)
h((a, t), T ) = H(a, (1− T )t) (a ∈ A)
h((x, 1), T ) = H(r(x), 1 − T ) (x ∈ X)
.
Observing that i0X ∪ IA ∪ i1X can be written as the union of i0X ∪ A × [0, 1/2] and
A× [1/2, 1] ∪ i1X, the lemma used in the proof of Proposition 1 implies that h is contin-
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uous. But the restriction of H to i0X ∪ IA ∪ i1X is h ◦ i0, so there exists a continuous
function G : IX → X which extends h ◦ i1. Obviously, G ◦ i0 = idX , G ◦ i1 = i ◦ r, and
∀ a ∈ A, ∀ t ∈ [0, 1]: G(a, t) = a. Therefore A is a strong deformation retract of X.]
PROPOSITION 5 If i : A → X is both a homotopy equivalence and a cofibration,
then A is a strong deformation retract of X.
[To say that i : A → X is a homotopy equivalence means that there exists a con-
tinuous function r : X → A such that r ◦ i ≃ idA an i ◦ r ≃ idX . However, due to
the cofibration assumption, the homotopy class of r contains an honest retraction, thus A
is a deformation retract of X or still, a strong deformation retract of X (cf. Proposition 4).]
EXAMPLE (The Comb) Consider the subspace X of R2 consisting of the union ([0, 1]×{0})∪
({0} × [0, 1]) and the line segments joining (1/n, 0) and (1/n, 1) (n = 1, 2, . . .) −then X is contractible.
Moreover, {0} × [0, 1] is a deformation retract of X. But it is not a strong deformation retract. Therefore
the inclusion {0} × [0, 1]→ X, while a homotopy equivalence, is not a cofibration.
Let A be a subspace of X −then a Strøm structure on (X,A) consists of a continuous
function φ : X → [0, 1] such that A ⊂ φ−1(0) and a homotopy Φ : IX → X of idX relA
such that Φ(x, t) ∈ A whenever t > φ(x).
[Note: If the pair (X,A) admits a Strøm structure (φ,Φ) and if A is closed in X, then
A = φ−1(0). Proof: φ(x) = 0 =⇒ x = Φ(x, 0) = limΦ(x, 1/n) ∈ A.]
If the pair (X,A) admits a Strøm structure (φ0,Φ0) for which φ0 < 1 throughout
X, then A is a strong deformation retract of X. Conversely, if A is a strong deformation
retract of X and if the pair (X,A) admits a Strøm structure (φ,Φ), then the pair (X,A)
admits a Strøm structure (φ0,Φ0) for which φ0 < 1 throughout X. Proof: Choose a homo-
topy H : IX → X of idX relA such that H ◦ i1(X) ⊂ A and put φ0(x) = min{φ(x), 1/2},
Φ0(x, t) = H(Φ(x, t),min{2t, 1}).
COFIBRATION CHARACTERIZATION THEOREM The inclusion A → X is a
cofibration iff the pair (X,A) admits a Strøm structure (φ,Φ).
[Necessity: Fix a retraction r : IX → i0X ∪ IA and let X
p
←− IX
q
−→ [0, 1] be the
projections. Consider φ(x) = sup
0≤t≤1
|t− qr(x, t)|, Φ(x, t) = pr(x, t).
Sufficiency: Given a Strøm structure (φ,Φ) on (X,A), define a retraction r : IX →
i0X ∪ IA by
r(x, t) =
 (Φ(x, t), 0) (t ≤ φ(x))(Φ(x, t), t− φ(x)) (t ≥ φ(x)) .]
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One application of this criterion is the fact that if the inclusion A→ X is a cofibration,
then the inclusion A → X is a closed cofibration. For let (φ,Φ) be a Strøm structure on
(X,A) −then (φ,Φ), where Φ(x, t) = Φ(x,min{t, φ(x)}), is a Strøm structure on (X,A).
Another application is that if the inclusion A→ X is a closed cofibration, then the inclu-
sion kA→ kX is a closed cofibration. Indeed, a Strøm structure on (X,A) is also a Strøm
structure on (kX, kA).
EXAMPLE Let A ⊂ [0, 1]n be a compact neighborhood retract of Rn −then the inclusion
A→ [0, 1]n is a cofibration.
EXAMPLE Take X = [0, 1]κ (κ > ω) and let A = {0κ} be the “origin” in X −then A is a strong
deformation retract of X but the inclusion A→ X is not a cofibration (A is not a zero set in X).
FACT Let A be a nonempty closed subspace of X. Suppose that the inclusion A→ X is a cofibra-
tion −then ∀ q, the projection (X,A)→ (X/A, ∗A) induces an isomorphism Hq(X,A)→ Hq(X/A, ∗A), ∗A
the image of A in X/A.
[Note: With U running over the neighborhoods of A in X, show that Hq(X,A) ≈ limHq(X,U) and
then use excision.]
LEMMA Let X and Y be Hausdorff topological spaces. Let A be a closed subspace of X and let
f : A → Y be a continuous function. Assume: The inclusion A → X is a cofibration −then X ⊔f Y is
Hausdorff.
As we shall now see, the deeper results in cofibration theory are best approached by
implementation of the cofibration characterization theorem.
PROPOSITION 6 Let K be a compact Hausdorff space. Suppose that the inclusion
A→ X is a cofibration −then the inclusion C(K,A)→ C(K,X) is a cofibration (compact
open topology).
[Let (φ,Φ) be a Strøm structure on (X,A). Define φK : C(K,X) → [0, 1] by
φK(f) = sup
K
φ ◦ f and ΦK : IC(K,X) → C(K,X) by ΦK(f, t)(k) = Φ(f(k), t) −then
(φK ,ΦK) is a Strøm structure on (C(K,X), C(K,A)) .]
EXAMPLE If A is a subspace of X, then the inclusion PA→ PX is a cofibration provided that
the inclusion A→ X is a cofibration.
EXAMPLE Take A = {0, 1}, X = [0, 1] −then the inclusion A → X is a cofibration but the
inclusion C(N, A)→ C(N, X) is not a cofibration (compact open topology).
[The Hilbert cube is an AR but the Cantor set is not an ANR.]
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PROPOSITION 7 Let
 A ⊂ XB ⊂ Y , with A closed, and assume that the corre-
sponding inclusions are cofibrations −then the inclusion A × Y ∪ X × B → X × Y is a
cofibration.
[Let (φ,Φ) and (ψ,Ψ) be a Strøm structures on (X,A) and (Y,B). Define ω : X×Y →
[0, 1] by ω(x, y) = min{φ(x), ψ(y)} and define Ω : I(X × Y )→ X × Y by
Ω((x, y), t) = (Φ(x,min{t, ψ(y)}),Ψ(y,min{t, φ(x)})).
Since A is closed in X, φ(x) < 1 =⇒ Φ(x, φ(x)) ∈ A, so (ω,Ω) is a Strøm structures on
(X × Y,A× Y ∪X ×B) .]
[Note: If in addition, A (B) is a strong deformation retract ofX (Y ), then A×Y ∪X×B
is a strong deformation retract of X × Y . Reason: φ < 1 (ψ < 1) throughout X (Y ) =⇒
ω < 1 throughout X × Y .]
EXAMPLE If the inclusion A→ X is a cofibration, then the inclusion A×X ∪X×A→ X×X
need not be a cofibration. To see this, let X = [0, 1]/[0, 1[ = {[0], [1]}, A = {[0]} and, to get a contradiction,
assume that the pair (X × X,A × X ∪X × A) admits a Strøm structure (φ,Φ). Obviously, φ−1([0, 1[) ⊃
A×X ∪X × A = X × X (since A = X), so there exists a retraction r : X ×X → A × X ∪X × A. But
([1], [1]) ∈ {([0], [1])} =⇒ r([1], [1]) ∈ {r([0], [1])} = {([0], [1])} = {[0]} × {[1]} =⇒ r([1], [1]) = ([0], [1])
and ([1], [1]) ∈ {([1], [0])} =⇒ · · · =⇒ r([1], [1]) = ([1], [0]).
LEMMA Let A be a subspace of X and assume that the inclusion A → X is a
cofibration. Suppose that K,L : IX → Y are continuous functions that agree on i0X ∪ IA
−then K ≃ L rel i0X ∪ IA.
[The inclusion i0X ∪ IA ∪ i1X → IX is a cofibration (cf. the lemma preceding the
proof of Proposition 4). With this in mind, define a continuous function F : IX → Y
by F (x, t) = K(x, 0) and a continuous function h : I(i0X ∪ IA ∪ i1X → IX) → Y by h((x, 0), T ) = K(x, T )h((x, 1), T ) = L(x, T ) & h((a, t), T ) = K(a, T ) = L(a, T ). Since the restriction of F
to i0X ∪ IA ∪ i1X is equal to h ◦ i0, there exists a continuous function H : I
2X → Y
such that F = H ◦ i0 and H|I(i0X ∪ IA ∪ i1X) = h. Let ι : [0, 1]× [0, 1]→ [0, 1]× [0, 1] be
the involution (t, T ) → (T, t) −then H ◦ (idX × ι) : I
2X → Y is a homotopy between K
and L rel i0X ∪ IA.]
PROPOSITION 8 Let A and B be closed subspaces ofX. Suppose that the inclusions
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 A→ XB → X , A ∩B → X are cofibrations −then the inclusion A∪B → X is a cofibration.
[In IX, write (x, t) ∼ (x, 0) (x ∈ A ∩ B), call X˜ the quotient IX/ ∼, and let p : IX →
X˜ be the projection. Choose continuous functions φ,ψ : X → [0, 1] such that A = φ−1(0),
B = ψ−1(0). Define λ : X → X˜ by λ(x) =
[
x,
φ(x)
φ(x) + ψ(x)
]
if x /∈ A ∩ B, λ(x) = [x, 0] if
x ∈ A ∩B −then λ is continuous and
 λ(x) = [x, 0] on Aλ(x) = [x, 1] on B . Consider now a pair (F, h)
of continuous functions
 F : X → Yh : I(A ∪B)→ Y for which F |A ∪B = h◦i0. Fix homotopies HA : IX → YHB : IX → Y such that
 HA|IA = h|IAHB|IB = h|IB & F = HA ◦ i0 = HB ◦ i0 and, using the
lemma, fix a homotopy H : I2X → Y between HA and HB rel i0X ∪ I(A ∩B). With ι as
in the proof above, the composite H ◦ (idX × ι) factors through I
2X
p×id
−→ IX˜ , thus there is
a continuous function H˜ : IX˜ → Y that renders the diagram
I2X I2X
IX˜ Y
p×id
idX×ι
H
H˜
commu-
tative. An extension of (F, h) is then given by the composite H˜ ◦(λ× id) : IX → IX˜ → Y .]
FACT Let A and B be closed subspaces of a metrizable space X. Suppose that the inclusions
A ∩ B → A, A ∩ B → B, B → X, A − B → X − B are cofibrations −then the inclusion A → X is a
cofibration.
Let A be a subspace of X. Suppose given a continuous function ψ : X → [0,∞] such
that A ⊂ ψ−1(0) and a homotopy Ψ : Iψ−1([0, 1]) → X of the inclusion ψ−1([0, 1]) →
X relA such that Ψ(x, t) ∈ A whenever t > ψ(x) −then the inclusion A → X is a
cofibration. Proof: Define a Strøm structure (φ,Φ) on (X,A) by φ(x) = min{2ψ(x), 1},
Φ(x, t) =

Ψ(x, t) (2ψ(x) ≤ 1)
Ψ(x, t(2 − 2ψ(x))) (1 ≤ 2ψ(x) ≤ 2)
x (ψ(x) ≥ 1)
.
LEMMA Let A be a subspace of X and asume that the inclusion A→ X is a cofibra-
tion. Suppose that U is a subspace of X with the property that there exists a continuous
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function π : X → [0, 1] for which A ∩ U ⊂ π−1(]0, 1]) ⊂ U −then the inclusion A ∩ U → U
is a cofibration.
[Fix a Strøm structure (φ,Φ) on (X,A). Set π0(x) = inf
0≤t≤1
π(Φ(x, t)) (x ∈ X). Define
a continuous function ψ : U → [0,∞] by ψ(x) = φ(x)/π0(x). This makes sense since
φ(x) = 0 =⇒ π0(x) > 0 (x ∈ U). Next, ψ(x) ≤ 1 =⇒ π0(x) > 0 =⇒ π(Φ(x, t)) > 0
=⇒ Φ(x, t) ∈ U (∀ t). One can therefore let Ψ : Iψ−1([0, 1]) → U be the restriction of Φ
and apply the foregoing remark to the pair (U,A ∩ U).]
Let A, U be subspaces of a topological space X −then U is said to be a halo of A
in X if there exists a continuous function π : X → [0, 1] (the haloing function ) such that
A ⊂ π−1(1) and π−1(]0, 1]) ⊂ U . For example, if X is normal (but not necessarily Haus-
dorff), then every neighborhood of a closed subspace A of X is a halo of A in X but in a
nonnormal X, a closed subspace A of X may have neighborhoods that are not halos.
(HA1) If U is a halo of A in X, then U is a halo of A in X.
(HA2) If U is a halo of A in X, then there exists a closed subspace B of X:
A ⊂ B ⊂ X, such that B is a halo of A in X and U is a halo of B in X.
[A haloing function for π−1([1/2, 1]) is max{2π(x) − 1, 0}.]
Observation: If the inclusion A → X is a cofibration and if U is a halo of A in X,
then the inclusion A→ U is a cofibration.
[This is a special case of the lemma.]
PROPOSITION 9 If j : B → A and i : A→ X are continuous functions such that i
and i ◦ j are cofibrations, then j is a cofibration.
[Take i and j to be inclusions. Using the cofibration characterization theorem, fix a
halo U of A in X and a retraction r : U → A. Since U is also a halo of B in X, the
inclusion B → U is a cofibration. Consider a commutative diagram
B PY
A Y
j
g
p0
F
. To
construct a filler for this, pass to its counterpart
B PY
A Y
g
p0
F◦r
over U, which thus admits
a filler G : U → PY . The restriction G|A : A→ PY will then do the trick.]
EXAMPLE (Telescope Construction) Let X0 ⊂ X1 ⊂ · · · be an expanding sequence of
topological spaces. Assume: ∀ n, the inclusion Xn → Xn+1 is a closed cofibration −then ∀ n, the inclusion
Xn → X∞ is a closed cofibration (cf. p. 3-5). Write telX∞ for the quotient
∞∐
0
Xn × [n, n+ 1]/ ∼. Here,
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∼ means that the pair (x,n + 1) ∈ Xn × {n + 1} is identified with the pair (x,n + 1) ∈ Xn+1 × {n + 1}.
One calls telX∞ the telescope of X∞. It can be viewed as a closed subspace of X∞× [0,∞[. The inclusion
telnX
∞ ≡
n⋃
k=0
Xk × [k, k+1]→ X∞ × [0,∞[ is a closed cofibration (cf. Proposition 8), so the same is true
of the inclusion telnX
∞ → teln+1X∞ (cf. Proposition 9) and telX∞ = colim telnX∞. Denote by p∞ the
composite telX∞ → X∞ × [0,∞[→ X∞.
Claim: p∞ is a homotopy equivalence.
[It suffices to establish that telX∞ is a strong deformation retract of X∞ × [0,∞[. One approach is
to piece together strong deformation retractions Xn+1 × [0, n+ 1]→ Xn+1 × {n+ 1} ∪Xn × [0, n+ 1].]
Let
 X
0 ⊂ X1 ⊂ · · ·
Y 0 ⊂ Y 1 ⊂ · · ·
be expanding sequences of topological spaces. Assume: ∀ n, the inclusions
 X
n → Xn+1
Y n → Y n+1
are closed cofibrations. Suppose given a sequence of continuous functions φn : Xn → Y n
such that ∀ n the diagram
Xn Xn+1
Y n Y n+1
φn φn+1 commutes. Associated with the φ
n is a continuous
function φ∞ : X∞ → Y∞ and a continuous function telφ : telX∞ → telY∞, the latter being defined by
telφ(x,n+ t) =
 (φ
n(x), n+ 2t) ∈ Y n × [n, n+ 1] (0 ≤ t ≤ 1/2)
(φn(x), n+ 1) ∈ Y n+1 × {n+ 1} (1/2 ≤ t ≤ 1)
.
There is then a commutative diagram
telX∞ X∞
telY∞ Y∞
telφ φ∞ . The horizontal arrows are homotopy
equivalences. Moreover, telφ is a homotopy equivalence if this is the case of the φn, thus, under these
circumstances, φ∞ : X∞ → Y∞ itself is a homotopy equivalence.
[Note: One an also make the deduction from first principles (cf. Proposition 15).]
PROPOSITION 10 Let A be a closed subspace of a topological space X. Suppose
that A admits a halo U with A = π−1(1) for which there exists a homotopy Π : IU → X
of the inclusion U → X relA such that Π ◦ i1(U) ⊂ A −then the inclusion A → X is a
closed cofibration.
[Define a retraction r : IX → i0X ∪ IA as follows: (i) r(x, t) = (x, 0) (π(x) = 0);
(ii) r(x, t) = (Π(x, 2π(x)t), 0) (0 < π(x) ≤ 1/2); (iii) r(x, t) = (Π(x, t/2(1 − π(x))), 0)
(1/2 ≤ π(x) < 1 & 0 ≤ t ≤ 2(1 − π(x))) and r(x, t) = (Π(x, 1), t − 2(1 − π(x)))
(1/2 ≤ π(x) < 1 & 2(1− π(x)) ≤ t ≤ 1); (iv) r(x, t) = (x, t) (π(x) = 1).]
EXAMPLE If A is a subcomplex of a CW complex X, then the inclusion A → X is a closed
cofibration.
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A topological space X is said to be locally contractible provided that for any x ∈ X
and any neighborhood U of x there exists a neighborhood V ⊂ U of x such that the inclu-
sion V → U is inessential. If X is locally contractible, then X is locally path connected.
Example: ∀ X,X∗ is locally contractible (cf. p. 1-28).
[Note: The empty set is locally contractible but not contractible.]
A topological space X is said to be numerably contractible if it has a numerable covering {U} for
which each inclusion U → X is inessential. Example: Every locally contractible paracompact Hausdorff
space is numerably contractible.
[Note: the product of two numerably contractible spaces is numerably contractible.]
FACT Numerable contracibility is a homotopy type invariant. Proof: If X is dominated in homo-
topy by Y and if Y is numerably contractible, then X is numerably contractible.
Examples: (1) Every topological space having the homotopy type of a CW complex is numerably
contractible; (2) If the Xn of the telescope construction are numerably contractible, then X∞ is numerably
contractible (consider telX∞).
A topological space is said to be uniformly locally contractible provided that there ex-
ists a neighborhood U of the diagonal ∆X ⊂ X×X and a homotopy H : IU → X between
p1|U and p2|U rel∆X , where p1 and p2 are the projections onto the first and second factors.
Examples: (1) Rn, Dn, and Sn−1 are uniformly locally contractible; (2) The long ray L+
is not uniformly locally contractible.
EXAMPLE (Stratifiable Spaces) Suppose that X is stratifiable and in NES(stratifiable)
−then X is uniformly locally contractible. Thus put A = X × i0X ∪ (I∆X) ∪X × i1X, a closed subspace
of the stratifiable space I(X × X). Define a continuous function φ : A → X by
 (x, y, 0)→ x(x, y, 1)→ y &
(x, x, t) → x −then φ extends to a continuous function Φ : O → X, where O is a neighborhood of A in
I(X ×X). Fix a nieghborhood U of ∆X in X ×X : IU ⊂ O and consider H = Φ|IU .
[Note: Every CW complex is stratifiable (cf. p. 6-29) and in NES(stratifiable) (cf. p. 6-42). Every
metrizable topological manifold is stratifiable (cf. p. 6-29 ff.: metrizable =⇒ stratifiable) and, being an
ANR (cf. p. 6-27), is in NES(stratifiable) (cf. p. 6-44: stratifiable =⇒ perfectly normal + paracompact).]
FACT Let K be a compact Hausdorff space. Suppose that X is uniformly locally contractibled
−then C(K,X) is uniformly locally contractible (compact open topology).
LEMMA A uniformly locally contractible topological space X is locally contractible.
[Take a point x0 ∈ X and let U0 be a neighborhood of x0 −then I{(x0, x0)} ⊂H
−1(U0).
Since H−1(U0) is open in IU , hence open in I(X×X), there exists a neighborhood V0 ⊂ U0
of x0 : I(V0 × U0) ⊂ H
−1(U0). To see that the inclusion V0 → U0 is inessential, define
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H0 : IV0 → U0 by H0(x, t) = H((x, x0), t).]
[Note: The homotopy H0 keeps x0 fixed throughout the entire deformation. In addi-
tion, the argument shows that an open subspace of a uniformly locally contractible space
is uniformly locally contractible.]
EXAMPLE (A Spaces) Every A space is locally contractible. In fact, if X is a nonempty
A space, then ∀ x ∈ X, Ux is contractible, thus X has a basis of contractible open sets, so X is locally
contractible. But an A space need not be uniformly locally contractible. Consider, e.g., X = {a, b, c, d},
where
 c ≤ ad ≤ a ,
 c ≤ bd ≤ b .
FACT Let X be a perfectly normal paracompact Hausdorff space. Suppose that X admits a covering
by open sets U , each of which is uniformly locally contractible −then X is uniformly locally contractible.
[Use the domino principle.]
When is X uniformly locally contractible? A sufficient condition is that the inclusion
∆X → X×X be a cofibration. Proof: Fix a Strøm structure (φ,Φ) on the pair (X×X,∆X ),
put U = φ−1([0, 1[) and define H : IU → X by
H((x, y), t) =
 p1(Φ((x, y), 2t)) (0 ≤ t ≤ 1/2)p2(Φ((x, y), 2 − 2t)) (1/2 ≤ t ≤ 1) .
FACT Suppose that X is a perfectly normal Hausdorff space with a perfectly normal square −then
X is uniformly locally contractible iff the diagonal embedding X → X ×X is a cofibration.
[Use Proposition 10, noting that ∆X is a zero set.]
Application: If X is a CW complex or a metrizable topological manifold, then the diagonal embedding
X → X ×X is a cofibration.
FACT Let A be a closed subspace of a metrizable space X such that the inclusion A → X is a
cofibration. Suppose that A and X − A are uniformly locally contractible −then X is uniformly locally
contractible.
[Show that the inclusion ∆X → X ×X is a cofibration by applying the result on p. 3-11 to the triple
(X ×X,∆X , A× A).]
PROPOSITION 11 Supppose that A ⊂ X admits a halo U such that the inclusion
∆U → U × U is a cofibration. Assume: that the inclusion A → X is a cofibration −then
the inclusion ∆A → A×A is a cofibration.
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[Consider the commutative diagram
A A×A
U U × U
∆A
∆U
. The vertical arrows are
cofibrations, as is ∆U . That ∆A is a cofibration is therefore implied by Proposition 9.]
PROPOSITION 12 Let X be a Hausdorff space and suppose that the inclusion
∆X → X × X is a cofibration. Let f : X → [0, 1] be a continuous function such that
A = f−1(0) is a retract of f−1([0, 1[) −then the inclusion A→ X is a closed cofibration.
[Write r for the retraction f−1([0, 1[) → A, Fix a Strøm structure (φ,Φ) on the
pair (X × X,∆X), and let H : IU → X be as above. Define φf : X → [0, 1] by
φf (x) = max{f(x), φ(x, r(x))} (f(x) < 1) & φf (x) = 1 (f(x) = 1) −then φ
−1
f (0) = A.
Put Hf (x, t) = H((x, r(x)), t) to obtain a homotopy Hf : Iφ
−1
f ([0, 1[) → X of the inclusion
φ−1f ([0, 1[) → X relA such that Hf ◦ i1(φ
−1
f ([0, 1[)) ⊂ A. Finish by citing Proposition 10.]
Application: Let X be a Hausdorff space and suppose that the inclusion ∆X → X×X
is a cofibration. Let e ∈ C(X,X) be idemptotent: e ◦ e = e −then the inclusion e(X)→ X
is a closed cofibration.
[Define f : X → [0, 1] by f(x) = φ(x, e(x)).]
So, if X is a Hausdorff space and if the inclusion ∆X → X×X is a cofibration, then for
any retract A of X, the inclusion A→ X is a closed cofibration. In particular: ∀ x0 ∈ X,
the inclusion {x0} → X is a closed cofibration, which as seen above, is a condition realized
by every CW complex or metrizable topological manifold.
[Note: Let X be the Cantor set −then ∀ x0 ∈ X, the inclusion {x0} → X is closed
but not a cofibration.]
FACT Let X be in ∆-CG and suppose that the inclusion ∆X → X ×kX is a cofibration −then for
any retract A of X, the inclusion A→ X is a closed cofibration.
[Rework Proposition 12, noting that for any continuous function f : X → X, the function X → X×kX
defined by x→ (x, f(x)) is continuous.]
LEMMA Suppose that the inclusion
 A→ XA′ → X ′ are closed cofibrations and that X is a closed
subspace of X ′ with A = X ∩A′. Let
 f : A→ Yf ′ : A′ → Y ′ be continuous functions. Assume that the diagram
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X A Y
X ′ A′ Y ′
f
f ′
commutes and that the vertical arrows are cofibrations −then the induced
map X ⊔f Y → X ′ ⊔f ′ Y ′ is a cofibration and (X ⊔f Y ) ∩ Y ′ = Y .
[Consider a commuative diagram
X ⊔f Y PZ
X ′ ⊔f ′ Y ′ Z
g
p0
F ′
. To construct a filler H ′ for this,
work first with,
Y X ⊔f Y PZ
Y ′ X ′ ⊔f ′ Y ′ Z
g
p0
F ′
to get an arrow G : Y ′ → PZ. Next, look at
 A
′ f
′
−→ Y ′ G−→ PZ
X −→ X ⊔f Y g−→ PZ
. Since equality obtains on A = X ∩ A′, ∃ G′ ∈ C(X ∪ A′, PZ) : G′|A′ =
G ◦ f ′. But the inclusion X ∪ A′ → X ′ is a cofibration (cf. Proposition 8), so the commutative diagram
X ∪ A′ PZ
X ′ X ′ ⊔f ′ Y ′ Z
G′
p0
F ′
admits a filler H : X ′ → PZ which agrees with G ◦ f ′ on A′
and therefore determines H ′ : X ′ : ⊔f ′:Y ′ :→ PZ.]
FACT Let A → X be a closed cofibration and let f : A → Y be a continuous function. Suppose
that
 XY are in∆-CG and that the inclusions
 ∆X → X ×k X∆Y → Y ×k Y are cofibrations −then the inclusion
∆Z → Z ×k Z is a cofibration, Z the adjunction space X ⊔f Y .
[There are closed cofibrations
 A×k A→ X ×k A ∪A×k XY ×k Y → Z ×k Y ∪ Y ×k Z . Precompose these arrows with the
diagonal embeddings, form the commutative diagram
X A Y
X ×k X X ×k A ∪ A×k X Z ×k Y ∪ Y ×k Z
f
,
and apply the lemma.]
[Note: Proposition 7 remains in force if the product in TOP is replaced by the product in ∆-CG.
Take U = X in Proposition 11 to see that the inclusion ∆A → A×k A is a cofibration.]
Application: Let X and Y be CW complexes. Let A be a subcomplex of X and let f : A → Y be a
continuous function −then the inclusion ∆Z → Z ×k Z is a cofibration, Z the adjunction space X ⊔f Y .
[The inclusions
 ∆X → X ×X∆Y → Y × Y are cofibrations (cf. p. 3-15), thus the same is true of the inclu-
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sions
 ∆X → X ×k X∆Y → Y ×k Y (cf. p. 3-9). Z itself need not be a CW complex but, in view of the skeletal
approximation theorem, Z at least has the homotopy type of a CW complex.]
FACT Let A→ X be a closed cofibration and let f : A→ Y be a continuous function. Suppose that XY are uniformly locally contractible perfectly normal Hausdorff spaces with perfectly normal squares
−then X ⊔f Y is uniformly locally contractible provided that its square is perfectly normal.
[Note: A priori, X ⊔f Y is a perfectly normal Hausdorff space (cf. AD5).]
A pointed space (X,x0) is said to be wellpointed if the inclusion {x0} → X is a cofi-
bration. ΠX is the full groupoid of ΠX whose objects are the x0 ∈ X such that (X,x0)
is wellpointed. Example: Let X be a CW complex or a metrizable topological manifold
−then ∀ x0 ∈ X (X,x0) is wellpointed (cf. p. 3-16).
[Note: Take X = [0,Ω], x0 = Ω −then (X,x0) is not wellpointed.]
The full subcategory of HTOP∗ whose objects are the wellpointed spaces is not isomophism closed,
i.e., if (X,x0) ≈ (Y, y0) in HTOP∗, then it can happen that the inclusion {x0} → X is a cofibration but
the inclusion {y0} → Y is not a cofibration (cf. p. 3-9).
EXAMPLE Let X be a topological manifold −then ∀ x0 ∈ X (X,x0) is wellpointed.
FACT Let K be a compact Hausdorff space. Suppose that(X,x0) is wellpointed −then ∀ k0 ∈ K,
C(K, k0;X,x0) is wellpointed (compact open topology).
[Note: The basepoint in C(K, k0;X,x0) is the constant map K → x0.]
Given topological spaces
 XY , the base point functor ΠX × ΠY → SET sends
an object (x0, y0) to the set [X,x0;Y, y0]. To describe its behaviour on morphisms, let x0, x1 ∈ Xy0, y1 ∈ Y and suppose that both (X,x0) and (X,x1) are wellpointed. Let σ ∈ PX: σ(0) = x0σ(1) = x1 & let τ ∈ PY :
 τ(0) = y0τ(1) = y1 −then the pair (σ, τ) determines a bi-
jection [σ, τ ]# : [X,x0;Y, y0] → [X,x1;Y, y1] that depends only on the path classes of στ in
 ΠXΠY . Here is the procedure. Fix a homotopy H : IX → X such that
H ◦ i0 = idX , H(X1, t) = σ(1 − t), and put e = H ◦ i1. Take an f ∈ C(X,x0;Y, y0) and
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define a continuous function F : i0X ∪ I{x1} → X × Y by
 (x, 0)→ (e(x), f(e(x)))(x1, t)→ (σ(t), τ(t))
−then the diagram
i0X ∪ I{x1} X × Y
IX X
F
p
G
commutes, where G(x, t) = H(x, 1 − t).
To construct a filler Hf : IX → X × Y , let q : X × Y → Y be the projection, choose
a retraction r : IX → i0X ∪ I{x1} and set Hf (x, t) = (G(x, t), qF (r(x, t))). Write
f# = q ◦Hf ◦ i1 ∈ C(X,x1;Y, y1). Definition: [σ, τ ]#[f ] = [f#]. The fundamental group
π1(Y, y0) thus operates to the left on [X,x0;Y, y0] : ([τ ], [f ])→ [σ0, τ ]#[f ], σ0 the constant
path in X at x0. If f , g ∈ C(X,x0;Y, y0) then f ≃ g in TOP iff ∃ [τ ] ∈ π1(Y, y0) :
[σ0, τ ]#[f ] = [g]. Therefore the forgetful function [X,x0;Y, y0] → [X,Y ] passes to the
quotient to define an injection π1(Y, y0)\[X,x0;Y, y0] → [X,Y ] which, when Y is path
connected, is a bijection. The forgetful function [X,x0;Y, y0]→ [X,Y ] is one-to-one iff the
action of π1(Y, y0) on [X,x0;Y, y0] is trivial. Changing Y to Z by a homotopy equivalence
in TOP :
 Y → Zy0 → z0 leads to an arrow [X,x0;Y, y0]→ [X,x0;Z, z0]. It is a bijection.
FACT Suppose that X and Y are path connected. Let f ∈ C(X,Y ) and assume that ∀ x ∈ X,
f∗ : π1(X,x)→ π1(Y, f(x)) is surjective −then ∀ x ∈ X, f∗ : πn(X,x)→ πn(Y, f(x)) is injective (surjective)
iff f∗ : [S
n, X]→ [Sn, Y ] is injective (surjective).
LEMMA Suppose that the inclusion i : A → X is a cofibration. Let f ∈ C(X,X):
f ◦ i = i & f ≃ idX −then ∃ g ∈ C(X,X): g ◦ i = i & g ◦ f ≃ idX relA.
[Let H : IX → X be a homotopy with H ◦ i0 = f and H ◦ i1 = idX ; let G : IX → X
be a homotopy with G ◦ i0 = idX and G ◦ Ii = H ◦ Ii. Define F : IX → X by F (x, t) = G(f(x), 1 − 2t) (0 ≤ t ≤ 1/2)H(x, 2t− 1) (1/2 ≤ t ≤ 1) and put
k((a, t), T ) =
 G(a, 1 − 2t(1 − T )) (0 ≤ t ≤ 1/2)H(a, 1 − 2(1− t)(1− T )) (1/2 ≤ t ≤ 1)
to get a homotopy k : I2A→ X with F ◦Ii = k◦i0. Choose a homotopy K : I
2X → X such
that F = K ◦ i0 and K ◦ I
2i = k. Write K(t,T ) : X → X for the function x→ K((x, t), T ).
Obviously, K(0,0) ≈ K(0,1) ≈ K(1,1) ≈ K(1,0) all homotopies being relA. Set g = G ◦ i1
−then g ◦ f = F ◦ i0 = K(0,0) is homotopic relA to K(1,0) = F ◦ i1 = idX .]
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PROPOSITION 13 Suppose that
 i : A→ Xj : A→ Y are cofibrations. Let φ ∈ C(X,Y ):
φ ◦ i = j. Assume that φ is a homotopy equivalence −then φ is a homotopy equivalence in
A\TOP.
[Since j is a cofibration, there exists a homotopy inverse ψ : Y → X for φ with ψ◦j = i,
thus, from the lemma, ∃ ψ′ ∈ C(X,X) : ψ′ ◦ i = i & ψ′ ◦ ψ ◦ φ = idX rel i(A). This says
that φ′ = ψ′ ◦ ψ is a homotopy left inverse for φ under A. Repeat the argument with φ
replaced by φ′ to conclude that φ′ has a homotopy left inverse φ′′ under A, hence that φ′
is a homotopy equivalence in A\TOP or still, that φ is a homotopy equivalence in A\TOP.]
Application: Suppose that
 (X,x0)(Y, y0) are wellpointed. Let f ∈ C(X,x0; Y, y0) −then f is a homo-
topy equivalence in TOP iff f is a homotopy equivalence in TOP∗.
FACT Suppose that (X,x0) is wellpointed. Let f ∈ C(X,Y ) be inessential −then f is homotopic
in TOP∗ to the function x→ f(x0).
LEMMA Suppose given a commutative diagram
A X
B Y
φ
i
ψ
j
in which
 ij are
cofibrations and
 φψ are homotopy equivalences. Fix a homotopy inverse φ′ for φ and
a homotopy hA : IA → A between φ
′ ◦ φ and idA −then there exists a homotopy inverse
ψ′ for ψ with i ◦ φ′ = ψ′ ◦ j and a homotopy HX : IX → X between ψ
′ ◦ ψ and idX such
that HX(i(a), t) =
 i(hA(a, 2t)) (0 ≤ t ≤ 1/2)i(a) (1/2 ≤ t ≤ 1) .
[Fix some ψ′ with i ◦ ψ′ ◦ j (possible, j being a cofibration). Put h = i ◦ hA:
h ◦ i0 = i ◦ hA ◦ i0 = i ◦ φ
′ ◦ φ = ψ′ ◦ j ◦ φ = ψ′ ◦ ψ ◦ i =⇒ ∃ H : IX → X such
that ψ′ ◦ ψ = H ◦ i0 and H ◦ Ii = h. Put f = H ◦ i1: f ◦ i = i ◦ hA ◦ i1 = i &
f ≃ H ◦ i0 = ψ
′ ◦ ψ ≃ idX =⇒ ∃ g ∈ C(X,X): g ◦ i = i & g ◦ f ≃ idX rel i(A). Let
G : IX → X be a homotopy between g ◦ f and idX rel i(A). Define HX : IX → X by
H(X, t) =
 g(H(x, 2t)) (0 ≤ t ≤ 1/2)G(x, 2t− 1) (1/2 ≤ t ≤ 1) : HX is a homotopy between g ◦ψ′ ◦ψ and
idX and HX ◦ Ii = i ◦ h
′
A, where h
′
A(a, t) = hA(a,min{2t, 1}) is a homotopy between φ
′ ◦ φ
and idA. Make the substitution ψ
′ → g ◦ ψ′ to complete the proof.]
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PROPOSITION 14 Suppose given a commutative diagram
A X
B Y
φ
i
ψ
j
in which
 ij are cofibrations and
 φψ are homotopy equivalences −then (φ,ψ) is a homotopy
equivalence in TOP(→).
[The lemma implies that (φ′, ψ′) is a homotopy left inverse for (φ,ψ) in TOP(→).]
EXAMPLE Let
 f : X → Yf ′ : X ′ → Y ′ be objects in TOP(→). Write [f, f ′] for the set of homo-
topy classes of maps in TOP(→) from f to f ′. Question: Is it true that if
 f ≃ gf ′ ≃ g′ (in TOP), then
[f, f ′] = [g, g′]? The answer is “no”. Let f = g be the constant map S1 → (1, 0); let f ′ : S1 → D2 be the
inclusion and let g′ : S1 → D2 be the constant map at (1, 0) −then [f, f ′] 6= [g, g′].
PROPOSITION 15 Let
X0 X1 · · ·
Y 0 Y 1 · · ·
be a commutative ladder con-
necting two expanding sequences of topological spaces. Assume: ∀ n, the inclusions Xn → Xn+1Y n → Y n+1 are cofibrations and the vertical arrows φn : Xn → Y n are homotopy
equivalences −then the induced map φ∞ : X∞ → Y∞ is a homotopy equivalence.
[Using the lemma, inducitively construct a homotopy left inverse for φ∞.]
FACT Let X0 ⊂ X1 ⊂ · · · be an expanding sequence of topological spaces. Assume: ∀ n, the
inclusion Xn → Xn+1 is a cofibration and that Xn is a strong deformation retract of Xn+1 −then X0 is a
strong deformation retract of X∞.
[Bearing in mind Proposition 5, recall first that the inclusion X0 → X∞ is a cofibration (cf. p. 3-5).
Consider the commutative ladder
X0 X0 · · ·
Y 0 Y 1 · · ·
so see that the inclusion X0 → X∞ is also a
homotopy equivalence.]
FACT Let X0 ⊂ X1 ⊂ · · · be an expanding sequence of topological spaces. Assume: ∀ n, the
inclusion Xn → Xn+1 is a cofibration and inessential −then X∞ is contractible.
EXAMPLE Take Xn = Sn −then X∞ = S∞ is contractible.
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Let f : X → Y be a continuous function −then the mapping cylinder Mf of f is
defined by the pushout square
X Y
IX Mf
i0
f
. Special case: The mapping cylinder
of X → ∗ is ΓX, the cone of X (in particular, ΓSn−1 = Dn, so Γ∅ = ∗). There is a
closed embedding j : Y → Mf , a homotopy H : IX → Mf , and a unique continuous
function r : Mf → Y such that r ◦ j = idY and r ◦ H = f ◦ p (p : IX → X). One has
j◦r ≃ idMf rel j(Y ). The compositionH◦i1 is a closed embedding i : X →Mf and f = r◦i.
Suppose that X is a subspace of Y and that f : X → Y is the inclusion −then there is a continuous
bijectionMf → i0Y ∪IX. In general, this bijection is not a homeomorphism (consider X = ]0, 1], Y = [0, 1])
but will be if X is closed or f is a cofibration.
LEMMA j is a closed cofibration and j(Y ) is a strong deformation retract of Mf .
LEMMA i is a closed cofibration.
[Define F : X
∐
X → Y
∐
X by F = f
∐
idX and form the pushout square
X
∐
X Y
∐
X
IX IX ⊔F (Y
∐
X)
i0 i1
F
−then IX ⊔F (Y
∐
X) can be identified with Mf , i be-
coming the composite of the closed cofibrations X → Y
∐
X → IX ⊔F (Y
∐
X).]
It is a corollary that the embedding i of X into its cone ΓX is a closed cofibration.
EXAMPLE The mapping telescope is the functor tel : FIL(TOP) → FILSP defined on an
object (X, f) by tel(X, f) =
∐
n
IXn/ ∼, where (xn, 1) ∼ (fn(xn), 0), and on a morphism φ : (X, f)→ (Y,g)
by telφ([xn, t]) = [φn(xn), t]. Let teln(X, f) be the image of
 ∐
k≤n−1
IXk
∐ i9Xn, so teln(X, f) is ob-
tained from Xn via iterated application of the mapping cylinder construction. The embedding teln(X, f)→
teln+1(X, f) is a closed cofibration and tel(X, f) = colim teln(X, f). There is a homotopy equivalence
teln(X, f) → Xn viz. the assignment [xk, t] → (fn−1 ◦ · · · ◦ fk)(xk) (0 ≤ k ≤ n− 1), [xn, 0] → xn and the
diagram
teln(X, f) teln+1(X, f)
Xn Xn+1
commutes. Consequently, if all the fn are cofibrations, then it
follows from Proposition 15 that the induced map tel(X, f)→ colimXn is a homotopy equivalence.
[Note: Up to homeomorphism, the telescope construction is an instance of the above procedure.]
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PROPOSITION 16 Every morphism in TOP can be written as the composite of a
closed cofibration and a homotopy equivalence.
PROPOSITION 17 Let f : X → Y be a continuous function −then f is a homotopy
equivalence iff i(X) is a strong deformation retract of Mf .
[Note that f is a homotopy equivalence iff i is a homotopy equivalence and quote
Proposition 5.]
Let f : X → Y be a continuous function −then the mapping cone Cf of f is defined
by the pushout square
X Y
ΓX Cf
i
f
. Special case: The mapping cone of X → ∗ is ΣX,
the suspension of X (in particular, ΣSn−1 = Sn, so Σ∅ = S0). There is a closed cofibration
j : Y → Cf and an arrow Cf → ΣX. By construction, j ◦ f is inessential and for a any
g : Y → Z with g ◦ f inessential, there exists a φ : Cf → Z such that g = φ ◦ j.
[Note: The mapping cone sequence associated with f is given by X
f
→ Y → Cf →
ΣX → ΣY → ΣCf → Σ
2X → · · · . Taking into account the suspension isomorphism
H˜q(X) ≈ H˜q+1(ΣX), there is an exact sequence
· · · → H˜q(X)→ H˜q(Y )→ H˜q(Cf )→ H˜q−1(X)→ H˜q−1(Y )→ · · · .]
The mapping cylinder and the mapping cone can be viewed as functors TOP(→)→ TOP. With this
interpretation, i, j and r are natural transformations.
[Note: Owing to AD4, these functors restrict to functors HAUS(→)→ HAUS. Consequently, if X
and Y are in CGH, then for any continuous function f : X → Y , both Mf and Cf remain in CGH. On
the other hand, stability relative to CG or ∆-CG is automatic.]
FACT Suppose that
 f : X → Yg : X → Y are homotopic −then in HTOP2, (Mf , i(X)) ≈ (Mg, i(X)),
and in HTOP, Cf ≈ Cg.
FACT Let f ∈ C(X,Y ). Suppose that φ : X ′ → X (ψ : Y → Y ′) is a homotopy equivalence −then
the arrow (Mf◦φ, i(X
′))→ (Mf , i(X)) ((Mf , i(X))→ (Mψ◦f , i(X))) is a homotopy equivalence (in TOP2)
and the arrow Cf◦φ → Cf (Cf → Cψ◦f ) is a homotopy equivalence (in TOP).
EXAMPLE The suspension ΣX of X is the union of two closed subspaces Γ−X and Γ+X, each
homeomorphic to the cone ΓX of X, with Γ−X ∩Γ+X (identify the section i1/2X with X). Therefore ΣX
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is numerably contractible. The commutative diagram
X Γ+X
Γ−X ΣX
is a pushout square and the
inclusions
 Γ
−X → ΣX
Γ+X → ΣX
are closed cofibrations.
FACT Let f : X → Y be a continuous function. Suppose that Y is numerably contractible −then
Cf is numerably contractible.
[The image of X × [0, 1[ in Cf is contractible. On the other hand, the image of X×]0, 1] ∐ Y in Cf
has the same homotopy type as Y , hence is numerably contractible (cf. p. 3-14).]
[Note: Y and Mf have the same homotopy type, so Y numerably contractible =⇒ Mf numerably
contractible (cf. p. 3-14).]
Let X
f
←− Z
g
−→ Y be a 2-source −then the double mapping cylinder Mf,g of f , g
is defined by the pushout square
Z
∐
Z X
∐
Y
IZ Mf,g
i0 i1
f
∐
g
. The homotopy type of Mf,g
depends only on the homotopy classes of f and g and Mf,g is homeomorphic to Mg,f .
There are closed cofibrations
 i : X →Mf,gj : Y →Mf,g and an arrow Mf,g → ΣZ. The diagram
Z Y
X Mf,g
f
g
j
i
is homotopy commutative and if the diagram
Z Y
X W
f
g
η
ξ
is homo-
topy commutative, then there exists a φ :Mf,g → W such that
 ξ = φ ◦ iη = φ ◦ j . Example:
The double mapping cylinder of X ← X × Y → Y is X ∗ Y , the join of X and Y .
[Note: The mapping cylinder and the mapping cone are instances of the double
mapping cylinder (homeomorphic models arise from the parameter reversal t → 1 − t).
Consideration of
 Z × [0, 1/2]Z × [1/2, 1] leads to a pushout square
Z Mg
Mf Mf,g
.]
EXAMPLE (The Mapping Telescope) tel(X, f) can be identified with the double mapping-
cylinder of the 2-source
∐
n≥0
X2n ←
∐
n≥0
Xn →
∐
n≥0
X2n+1. Here, the left hand arrow is defined by x2n → x2n
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& x2n+1 → f2n+1(x2n+1) and the right hand arrow is defined by x2n+1 → x2n+1 & x2n → f2n(x2n).
Every 2-source X
f
←− Z
g
−→ Y determines a pushout square
Z Y
X P
f
g
η
ξ
and
there is an arrow φ : Mf,g → P characterized by the conditions
 ξ = φ ◦ iη = φ ◦ j & IZ →
Mf,g
φ
→ P =

ξ ◦ f ◦ p
||
η ◦ g ◦ p
.
PROPOSITION 18 If f is a cofibration, then φ :Mf,g → P is a homotopy equivalence
in Y \TOP.
[The arrow Mf → IX admits a left inverse IX →Mf .]
Application: Suppose that f : X → Y is a cofibration −then the projection Cf →
Y/f(X) is a homotopy equivalence.
[Note: If in addition X is contractible, then the embedding Y → Cf is a homotopy
equivalence. Therefore in this case the projection Y → Y/f(X) is a homotopy equivalence.]
EXAMPLE Let A be a nonempty finite subset of Sn (n ≥ 1) −then Sn/A has the homotopy
type of the wedge of Sn with (#(A)− 1) circles.
[The inclusion A→ Sn is a cofibration (cf. Propostion 8).]
Consider the 2-sources

X ← A
f
→ Y
X ← A→
g
Y
, where the arrow A → X is a closed cofi-
bration. Assume that f ≃ g −then Proposition 18 implies that X ⊔f Y and X ⊔g Y have
the same homotopy type relY . Corollary: If f ′ : A → Y ′ is a continuous function and
if φ : Y → Y ′ is a homotopy equivalence such that φ ◦ f ≃ f ′, then there is a homotopy
equivalence Φ : X ⊔f Y → X ⊔f ′ Y
′ with Φ|Y = φ.
FACT Suppose that A → X is a closed cofibration. Let f : A → Y be a homotopy equivalence
−then the arrow X → X ⊔f Y is a homotopy equivalence.
Denote by |∆, id|TOP the comma category corresponding to the diagonal functor ∆ : TOP →
TOP × TOP and the identity functor id on TOP × TOP. So, an object in |∆, id|TOP is a 2-source
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X
f← Z g→ Y and a morphism of 2-sources is a commutative diagram
X Z Y
X ′ Z′ Y ′
f g
f ′ g′
. The
double mapping cylinder is a functor |∆, id|TOP → TOP. It has a right adjoint TOP → |∆, id|TOP, viz.
the functor that sends X to the 2-source X
p0←− PX p1−→ X.
FACT Let
X Z Y
X ′ Z′ Y ′
f g
f ′ g′
be a commutative diagram in which the vertical arrows
are homotopy equivalences −then the arrow Mf,g →Mf ′,g′ is a homotopy equivalence.
Application: Suppose that
 A→ XA′ → X ′ are closed cofibrations. Let
 f : A→ Yf ′ : A′ → Y ′ be continuous
functions. Assume that the diagram
X A Y
X ′ A′ Y ′
f
f ′
commutes and that the vertical arrows
are homotopy equivalences −then the induced map X ⊔f Y → X ′ ⊔f ′ Y ′ is a homotopy equivalence.
EXAMPLE Suppose thatX = A ∪ B, where
 AB are closed and the inclusions
 A ∩B → AA ∩B → B
are cofibrations. Assume: A and B are contractible −then the arrow Σ(A ∩ B) → X is a homotopy
equivalence.
SEGAL-STASHEFF CONSTRUCTION Let X be a topological space. Fix a covering U =
{Ui : i ∈ I} of X. Equip I with a well ordering < and put I [n] = {[i] ≡ (i0, . . . , in) : i0 < · · · < in}.
Every strictly increasing α ∈ Mor([m], [n]) defines a map I [n]→ I [m]. Set U[i] = Ui0 ∩ · · · ∩ Uin and form
U([n]) =
∐
I[n]
U[i], a coproduct in TOP. Give U([n]) ×∆n the product topology and call BU the quotient∐
n
U([n]) × ∆n/ ∼, the equivalence relation being generated by writing ((x, [i]),∆αt) ∼ ((x,α[i]), t). Let
BU(n) be the image of
∐
m≤n
U([m]) ×∆m in BU , so BU = colimBU(n). The commutative diagram
∐
I[n]
U[i] × ∆˙n BU(n−1)
∐
I[n]
U[i] ×∆n BU(n)
is a pushout square in TOP and the vertical arrows are closed cofibrations. There is a projection
pU : BU → X induced by the arrows U[i] × ∆n → U[i], i.e., ((x, [i]), t) → x. Moreover, pU is a ho-
3-26
motopy equivalence provided that U is numerable. Indeed, any paritition of unity {κi : i ∈ I} on X
subordinate to U determines a continuous function sU : X → BU (since ∀ x, #{i ∈ I : x ∈ spt κi} < ω).
Obvoiusly, pU ◦ sU = idX and sU ◦ pU can be connected to the identity on BU via a linear homotopy.
FACT Let
 XY be topological spaces and let f : X → Y be a continuous function. Suppose
that
 U = {Ui : i ∈ I}V = {Vi : i ∈ I} are numerable coverings of
 XY such that ∀ i: f(Ui) ⊂ Vi. Assume ∀ [i], the
induced map f[i] : U[i] → V[i] is a homotopy equivalence −then f is a homotopy equivalence.
[There is an arrow F : BU → BV and a commutative diagram
BU BV
X Y
pU
F
pV
f
. Due to the
numerability of U and V, pU and pV are homotopy equivalences. Claim: ∀ n, the restriction F (n) : BU(n) →
BV(n) is a homotopy equivalence. This is clear if n = 0, For n > 0, consider the commutative diagram
∐
I[n]
U[i] ×∆n
∐
I[n]
U[i] × ∆˙n BU(n−1)
∐
I[n]
V[i] ×∆n
∐
I[n]
V[i] × ∆˙n BV(n−1)
By induction, F (n−1) is a homotopy equivalence, thus F (n) is too. Proposition 15 then implies that
F : BU → BV is a homotopy equivalence, so the same is true of f .]
Let u, v : X → Y be a pair of continuous functions −then the mapping torus Tu,v of
u, v is defined by the pushout square
X ∐ Y Y
IX Tu,v
v
u
i0 i1 . There is a closed cofibration
j : Y → Tu,v. From the definitions, j ◦ u ≃ j ◦ v and for any g : Y → Z with g ◦ u ≃ g ◦ v,
there exists a φ : Tu,v → Z such that g = φ ◦ j.
[Note: If u = v = idX , then Tu,v is the product X × S
1.]
EXAMPLE (The Scorpion) Let π : Sn → Dn be the restriction of the canonical map
Rn+1 → Rn; let p : Dn → Dn/Sn−1 = Sn be the projection. Put f = p ◦ π −then f : Sn → Sn is
inessential. The scorpion Sn+1 is the quotient of ISn with respect to the relations (x, 0) ∼ (f(x), 1) i.e.,
Sn+1 is the mapping torus of x → f(x) & x → x (x ∈ Sn). One may also describe Sn+1 as the quotient
Dn+1/ ∼, where x ∼ p(2x) (x ∈ (1/2)Dn). Fix a point x0 ∈ (1/2)Sn−1, let L0 be the line segment from x0
to p(2x0), and let C0 be the circle L0/ ∼ −then the inclusion C0 → Sn+1 is a homotopy equivalence, thus
Sn+1 is a homotopy circle. The dunce hat Dn+1 is the quotient Sn+1/C0. It is contractible.
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The formalities in TOP∗ run parallel to those in TOP, thus a detailed account of the
pointed theory is unnecessary. Of course, there is an important difference between TOP
and TOP∗: TOP∗ has a zero object but TOP does not. Consequently, if
 (X,x0)(Y, y0)
are in TOP∗, then [X,x0;Y, y0] is a pointed set with distinguished element [0], the pointed
homotopy class of the zero morphism, i.e., of the constant map X → y0. Functions f ∈ [0]
are said to be nullhomotopic: f ≃ 0.
[Note: The forgetful functor TOP∗ → TOP has a left adjoint TOP→ TOP∗ that
sends the space X to the pointed space X+ = X
∐
∗.]
The computation of pushouts in TOP∗ is expedited by noting that a pushout in
TOP of a 2-source in TOP∗ is a pushout in TOP∗. Examples: (1) The pushout
square
∗ (Y, y0)
(X,x0) X ∨ Y
defines the wedge X ∨ Y ; (2) The pushout square
X ∨ Y ∗
X × Y X#Y
defines the smash product X#Y .
[Note: Base points are suppressed if there is no need to display them.]
The wedge is the coproduct in TOP∗. If both of the inclusions
 {x0} → X{y0} → Y are cofibrations and
if at least one is closed, then the embedding X ∨Y → X ×Y is a cofibration (cf. Proposition 7) and X ∨Y
is wellpointed (cf. Proposition 9).
FACT Suppose that
 (X,x0)(Y, y0) are in TOP∗ −then ∀ n > 1, there is a split short exact sequence
0→ πn+1(X × Y,X ∨ Y )→ πn(X ∨ Y )→ πn(X × Y )→ 0.
Griffiths† proved that if (X,x0) is a path connected pointed Hausdorff space which is both first count-
able and locally simply connected at x0, then for any path connected pointed Hausdorff space (Y, y0), the
arrow π1(X,x0) ∗ π1(Y y0)→ π1((X,x0) ∨ (Y, y0)) is an isomorphism.
[Note: X is locally simply connected at x0 provided that for any neighborhood U of x0 there exists
a neighborhood V ⊂ U of x0 such that the induced homomorphism π1(V, x0)→ π1(U, x0) is trivial.]
Eda‡ has constructed an example of a path connected CRH space X which is locally simply connected
†Quart. J. Math. 5 (1954), 175-190.
‡Proc. Amer. Math. Soc. 109 (1990), 237-241; see also Morgan-Morrison, Proc, London Math. Soc.
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at x0 with the property that π1(X,x0) = 1 but π1((X,x0) ∨ (X,x0)) 6= 1. Moral: The hypothesis of first
countability cannot be dropped.
EXAMPLE (The Hawaiian Earring) Let X be the subspace of R2 consisting of the union
of the circles Xn, where Xn has center (1/n, 0) and radius 1/n (n ≥ 1).
Take x0 = (0, 0) −then X is first countable at x0, X is not locally simply connected at x0, the inclusion
{x0} → X is not a cofibration, and the arrow π1(X,x0) ∗ π1(X,x0) → π1((X,x0) ∨ (X,x0)) is injec-
tive but not surjective. Denote now by X0 the result of assigning to X the final topology determined
by the inclusions Xn → X. X0 is a CW complex. Take x0 = (0, 0) −then X0 is not first count-
able at x0, X0 is locally simply connected at x0, the inclusion {x0} → X is a cofibration an the arrow
π1(X,x0) ∗ π1(X,x0)→ π1((X,x0) ∨ (X,x0)) is an isomorphism (Van Kampen).
FACT Given a wellpointed space (X,x0), suppose that X = A∪B, where x0 ∈ A∩B and A∩B is
contractible. Assume: The inclusions
 A ∩B → AA ∩B → B &
 A→ XB → X are cofibrations. Take
 a0 = x0b0 = x0
−then the arrow A ∨ B → X is a pointed homotopy equivalence.
The smash product # is a functor TOP∗×TOP∗ → TOP∗. It respects homotopies, thus the pointed
homotopy type of X#Y depends only on the pointed homotopy type of X and Y . If both of the inclusions {x0} → X{y0} → Y are cofibrations and if at least one is closed, then X#Y is wellpointed.
[Note: Suppose that Y is a pointed LCH space −then it is clear that the functor −#Y : TOP∗ →
TOP∗ has a right adjoint Z → ZY which passes to HTOP∗: [X#Y, Z] ≈ [X,ZY ], ZY the set of pointed
continuous functions from Y to Z equipped with the compact open topology. One can say more: In fact,
Cagliari† has shown that for any pointed Y , the functor −#Y has a right adjoint in TOP∗ iff the functor
−× Y has a right adjoint in TOP, i.e., iff Y is core compact (cf. p. 2-2).]
(#1) X#Y is homeomorphic to Y#X.
(#2) (X#Y )#Z is homeomorphic to X#(Y#Z) if both X and Z are LCH spaces or if two of
X, Y , Z are compact Hausdorff.
[Note: The smash product need not be associative (consider (Q#Q)#Z and Q#(Q#Z)).]
(#3) (X ∨ Y )#Z is homeomorphic to (X#Z) ∨ (Y#Z).
(#4) Σ(X ∗ Y ) is homeomorphic to ΣX#ΣY if X and Y are compact Hausdorff.
[Note: The suspension can be viewed as a functor TOP → TOP∗. This is because the sus-
53 (1986), 562-576.
†Proc. Amer. Math. Soc. 124 (1996), 1265-1269.
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pension is the result of collapsing to a point the embedded image of a space in its cone. Example:
Sm−1 ∗ Sn−1 = Sm+n−1 =⇒ Sm#Sn = Sm+n.]
All the homeomorphisms figuring in the foregoing are natural and preserve the base points.
LEMMA The smash product of two pointed Hausdorff spaces is Hausdorff.
The pushout square
X ∨ Y ∗
X ×k Y X#kY
defines the smash product X#kY in CG, ∆-CG, or
CGH. It is associative and distributes over the wedge.
[Note: With #k as the multiplication and S
0 as the unit, CG∗, ∆-CG∗, and CGH∗ are closed
categories.]
The pointed cylinder functor I : TOP∗ → TOP∗ is the functor that sends (X,x0)
to the quotient X × [0, 1]/{x0} × [0, 1], i.e., I(X,x0) = IX/I{x0}. Variant: Let I+ =
[0, 1] ∐ ∗ −then I(X,x0) is the smash product X#I+. The pointed path space functor
P : TOP∗ → TOP∗ is the functor that sends (X,x0) to C([0, 1],X) (compact open topol-
ogy), the base point for the latter being the constant path [0, 1]→ x0. As in the unpointed
situation (I, P ) is an adjoint pair.
Using I and P , one can define the notion of a pointed cofibration. Since all maps and
homotopies must respect the base points, an arrow A→ X in TOP∗ may be a pointed cofi-
bration without being a cofibration. For example, ∀ x0 ∈ X, the arrow ({x0}, x0)→ (X,x0)
is a pointed cofibration but in general the inclusion {x0} → X is not a cofibration. On
the other hand, an arrow A→ X in TOP∗ which is a cofibration, when considered as an
arrow in TOP, is necessarily a pointed cofibration. Pointed cofibrations are embeddings.
If x0 ∈ A ⊂ X and if {x0} is closed in X, then the inclusion A→ X is a pointed cofibration
iff i0X ∪ IA/I{x0} is a retract of I(X,x0). Observe that for this it is not necessary that
A itself be closed.
Let (X,A, x0) be a pointed pair −then a Strøm structure on (X,A, x0) consists of
a continuous function φ : X → [0, 1] such that A ⊂ φ−1(0), a continuous function
ψ : X → [0, 1] such that {x0} = ψ
−1(0), and a homotopy Φ : IX → X of idX relA
such that Φ(x, t) ∈ A whenever min{t, ψ(x)} > φ(x).
[Note: Φ is therefore a pointed homotopy.]
POINTED COFIBRATION CHARACTERIZATION THEOREM Let x0 ∈ A ⊂ X
and suppose that {x0} is a zero set in X −then the inclusion A→ X is a pointed cofibration
iff the pointed pair (X,A, x0) admits a Strøm structure.
[Necessity: Fix ψ ∈ C(X, [0, 1]) : {x0} = ψ
−1(0) and let X
p
←− IX
q
−→ [0, 1] be
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the projections. Put Y = {(x, t) ∈ i0X ∪ IA : t ≤ ψ(x)}. Define a continuous function
f : i0X ∪ IA → Y by f(x, t) = (x,min{t, ψ(x)} and let F : IX → Y be some continuous
extension of f . Consider φ(x) = sup
0≤t≤1
|min{t, ψ(x)} − qF (x, t)|, Φ(x, t) = pF (x, t).
Sufficiency: Given a Strøm structure (φ,ψ,Φ) on (X,A, x0), define a retraction r :
I(X,x0)→ i0X ∪ IA/I{x0} by
r(x, t) =
 (Φ(x, t), 0) (tψ(x) ≤ φ(x))(Φ(x, t), t− φ(x)/ψ(x)) (tψ(x) > φ(x)) .]
LEMMA Let (X,A, x0) be a pointed pair. Suppose that the inclusions
 {x0} → A{x0} → X
are closed cofibrations and that the inclusion A → X is a pointed cofibration −then the
pair (X,x0) has a Strøm structure (f, F ) for which F (IA) ⊂ A.
[Fix a Strøm structure (fX , FX) on (X,x0). Choose a Strøm structure (φ,ψ,Φ) on
(X,A, x0) such that φ ≤ ψ = fX . Fix a Strøm structure (fA, FA) on (A, x0). Extend
the pointed homotopy i ◦ FA : IA → A
i
→ X to a pointed homotopy F : IX → X with
F ◦ i0 = idX . Put
f(x)
 (1− φ(x)/ψ(x))fA(Φ(x, 1)) + φ(x) (φ(x) < ψ(x))ψ(x) (φ(x) = ψ(x)) .
Then f ∈ C(X, [0, 1]), f |A = fA, and f
−1
(0) = {x0}. Consider f(x) = min{1, f(x) +
fX(F (x, 1))},
F (x, t) =
 F (x, t/f(x)) (t < f(x))FX(F (x, 1), t − f(x)) (t ≥ f(x)) .]
PROPOSITION 19 Let (X,A, x0) be a pointed pair. Suppose that the inclusions {x0} → A{x0} → X are closed cofibrations −then the inclusion A→ X is a cofibration iff it is
a pointed cofibration.
[To establish the nontrivial assertion, take (f, F ) as in the lemma and choose a Strøm
structure (φ,ψ,Φ) on (X,A, x0) with φ ≤ ψ = f . Define a Strøm structure (φ,Φ) on (X,A)
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by φ(x) = φ(x)− ψ(x) + sup
0≤t≤1
ψ(Φ(x, t)),
Φ(x, t) = F (Φ(x, t),min{t, φ(x)/ψ(x)}) (x 6= x0)
and Φ(x0, t) = x0.]
So, under conditions commonly occurring in practice, the pointed and unpointed no-
tions of cofibration are equivalent.
Let X
f
← Z
g
→ Y be a pointed 2-source −then there is an embeddingM∗,∗ →Mf,g and
the quotient Mf,g/M∗,∗ is the pointed double mapping cylinder of f, g. Here M∗,∗ is the
double mapping cylinder of the 2-source ∗ ← ∗ → ∗, which being ∗ × [0, 1], is contractible.
Thus if X, Y , and Z are wellpointed, then Mf,g/M∗,∗ is wellpointed and the projection
Mf,g →Mf,g/M∗,∗ is a homotopy equivalence (cf. p. 3-26).
[Note: The pointed mapping torus of a pair u, v : X → Y of pointed continuous
functions is Tu,v/T∗,∗, where T∗,∗ is ∗ × S
1, which is not contractible.]
The commutative diagram
Iz0 z0 ∐ z0 x0 ∐ y0
IX Z ∐ Z X ∐ Yi0
i1 f∐g
leads to an induced map of pushouts
Iz0 →Mf,g which we claim is a cofibration. Thus, since
 XY are wellpointed, the arrow x0∐y0 → X∐Y
is a cofibration. On the other hand, the pushout of the 2-source Iz0 ← z0 ∐ z0 → Z ∐ Z can be identified
with i0Z ∪ Iz0 ∪ i1Z (even though z0 is not assumed to be closed) and the inclusion i0Z ∪ Iz0 ∪ i1Z → IZ
is a cofibration (cf. p. 3-7). The claim is then seen to be a consequence of the proof of Proposition 4
in §12 (which depends only on the fact that cofibrations are pushout stable (cf. Proposition 2)). Con-
sideration of the pushout square
Iz0 ∗
Mf,g Mf,g/M∗,∗
now implies that Mf,g/M∗,∗ is wellpointed.
Finally, one can view Mf,g itself as a wellpointed space (take [z0, 1/2] as the base point). The projection
Mf,g → Mf,g/M∗,∗ is therefore a homotopy equivalence between wellpointed spaces, hence is actually a
pointed homotopy equivalence (cf. p. 3-20).
In particular: There are pointed versions of ΓX and ΣX of the cone and suspen-
sion of a pointed space X. Each is a quotient of its unpointed counterpart (and has the
same homotopy type if X is wellpointed). ΣX is a cogroup in HTOP∗. In terms of the
smash product, ΓX = X#[0, 1] (0 the base point of [0, 1]) and ΣX = X#S1 ((1, 0) the
base point of S1). Example: Γ(X ∨ Y ) = ΓX ∨ ΓY and Σ(X ∨ Y ) = ΣX ∨ ΣY . The
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mapping space functor Θ : TOP∗ → TOP∗ is the functor that sends (X,x0) to the sub-
space of C([0, 1),X) consisting of those σ such that σ(0) = x0 and the loop space functor
Ω : TOP∗ → TOP∗ is the functor that sends (X,x0) to the subspace of C([0, 1),X)
consisting of those σ such that σ(0) = x0 = σ(1), the base point in either case being the
constant path [0, 1]→ x0. ΩX is a group object in HTOP∗. (Γ,Θ) and (Σ,Ω) are adjoint
pairs. Both drop to HTOP∗ : [ΓX,Y ] ≈ [X,ΘY ] and [ΣX,Y ] ≈ [X,ΩY ].
[Note: If X is wellpointed, then so are ΘX and ΩX.]
The mapping space ΘX is contractible and there is a pullback square
ΩX ΘX
x0 X
p1 in TOP,
hence in TOP∗.
EXAMPLE (The Moore Loop Space) Given a pointed space (X,x0), let ΩMX be the
set of all pairs (σ, rσ): σ ∈ C([0, rσ], X) (0 ≤ rσ < ∞) and σ(0) = x0 = σ(rσ). Attach to each
(σ, rσ) ∈ ΩMX the function σ(t) = σ(min{t, rσ}) on R≥0) −then the assignment (σ, rσ) → (σ, rσ) in-
jects ΩMX into C(R≥0, X) × R≥0. Equip ΩMX with the induced topology from the product (compact
open topology on C(R≥0, X)). Define an associative multiplication on ΩMX by writing (τ + σ)(t) = σ(t) (0 ≤ t ≤ rσ)τ (t− rσ) (rσ ≤ t ≤ rτ+σ) , where rτ+σ = rτ + rσ, the unit thus being (0, 0) (0 → x0). Since “+”
is continuous, ΩMX is a monoid in TOP, the Moore loop space of X, and ΩMX is a functor TOP∗ →
MONTOP. The inclusion ΩX → ΩMX is an embedding (but it is not a pointed map).
Claim: ΩX is a deformation retract of ΩMX.
[Consider the homotopy H : IΩMX → ΩMX defined as follows. The domain of H((σ, rσ), t) is the
interval [0, (1− t)rσ + t] and there
H((σ, rσ), t)(T ) = σ
(
Trσ
(1− t)rσ + t
)
if rσ > 0, otherwise H((0, 0), t)(T ) = x0.]
One can also introduce ΘMX, the Moore mapping space of X. Like ΘX, ΘMX is contractible and
evaluation at the free end defines a Hurewicz fibration ΘMX → X whose fiber over the base point is ΩMX.
Let f : X → Y be a pointed continuous function, Cf its pointed mapping cone.
LEMMA If f is a pointed cofibration, then the projection Cf → Y/f(X) is a pointed
homotopy equivalence.
In general, there is a pointed cofibration j : Y → Cf and an arrow Cf → ΣX. Iterate
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to get a pointed cofibration j′ : Cf → Cj −then the triangle
Cf Cj
ΣX
commutes and
by the lemma, the vertical arrow is a pointed homotopy equivalence. Iterage again to get
a pointed cofibration j′′ : Cj → Cj′ −then the triangle
Cj Cj′
ΣY
commutes and by
the lemma, the vertical arrow is a pointed homotopy equivalence. Example: Given pointed
spaces
 XY , let X#Y be the pointed mapping cone of the inclusion f : X∨Y → X×Y
−then in HTOP∗, Cj ≈ Σ(X ∨ Y ) and Cj′ ≈ Σ(X × Y ).
Let f : X → Y be a pointd continuous function −then the pointed mapping cone
sequence associated with f is given by X
f
→ Y → Cf → ΣX → ΣY → ΣCf → Σ
2X →
· · · . Example: When f = 0, this sequence becomes X
0
→ Y → Y ∨ ΣX → ΣX → ΣY →
ΣY ∨ Σ2X → Σ2X → · · · .
[Note: If the diagram
X Y
X ′ Y ′
f
f ′
commutes in HTOP∗ and if the vertical
arrows are pointed homotopy equivalences, then the pointed mapping cone sequences of f
and f ′ are connected by a commutative ladder in HTOP∗, all of whose vertical arrows are
pointed homotopy equivalences.]
REPLICATION THEOREM Let f : X → Y be a pointed continuous function −then
for any pointed space Z, there is an exact sequence
· · · → [ΣY,Z]→ [ΣX,Z]→ [Cf , Z]→ [Y,Z]→ [X,Z]
in SET∗.
[Note: A sequence of pointed sets and pointed functions (X,x0)
φ
→ (Y, y0)
ψ
→ (Z, z0)
is said to be exact in SET∗ if the range of φ is equal to the kernel of ψ.]
EXAMPLE Let f : X → Y be a pointed continuous function, Z a pointed space. Given pointed
continuous functions α : ΣX → Z, φ : Cf → Z, write (α·φ)[x, t] =
 α(x, 2t) (0 ≤ t ≤ 1/2)φ(x, 2t− 1) (1/2 ≤ t ≤ 1) (x ∈
X) & (α · φ)(y) = φ(y) (y ∈ Y ) −then this prescription defines a left action of [ΣX,Z] on [Cf , Z] and the
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orbits are the fibers of the arrow [Cf , Z]→ [Y,Z].
FACT Given a pointed continuous function f : X → Y and a pointed space Z, put fZ = f#idZ
−then there is a commutative ladder
X#Z Y#Z CfZ Σ(X#Z) Σ(Y#Z) · · ·
X#Z Y#Z Cf#Z ΣX#Z ΣY#Z · · ·
id id
in HTOP∗, all of whose vertical arrows are pointed homotopy equivalences.
[Show that there are mutually inverse pointed homotopy equivalences
 φ : Cf#Z → CfZψ : CfZ → Cf#Z for which
the triangles
Cf#Z
Y#Z
CfZ
φ
Cf#Z
Y#Z
CfZ
ψ
commute.]
Given a pointed space (X,x0) let
̂
X be the mapping cylinder of the inclusion {x0} → X
and denote by
̂
x0 the image of x0 under the embedding i : {x0} →
̂
X −then (
̂
X,
̂
x0) is
wellpointed and {
̂
x0} is closed in
̂
X (cf. p. 3-32). The embedding j : X →
̂
X is a
closed cofibration (cf. p. 3-32). It is not a pointed map but the retraction r :
̂
X → X is
both a pointed map and a homotopy equivalence. We shall term (X,x0) nondegenerate if
r :
̂
X → X is a pointed homotopy equivalence.
[Note: Consider X ∨ [0, 1], where x0 = 0 −then
̂
X is homeomorphic to X ∨ [0, 1] with
̂
x0 ↔ 1.]
FACT Suppose that
 (X,x0)(Y, y0) are nondegenerate. Assume:
 XY are numerably contractible
−then X ∨ Y and X#Y are numerably contractible.
[To discuss X#Y , take
 (X,x0)(Y, y0) wellpointed with
 {x0} ⊂ X{y0} ⊂ Y closed. The mapping cone of
the inclusion X ∨ Y → X × Y is numerably contractible (cf. p. 3-24) and has the homotopy type of
X × Y/X ∨ Y = X#Y , which is therefore numerably contractible.]
FACT Suppose that
 (X,x0)(Y, y0) are nondegenerate. Let f ∈ C(X,x0;Y, y0) −then the pointed
mapping cone Cf is numerably contractible provided that Y is numerably contractible.
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[Consider the commutative diagram
X ∨ [0, 1] Y ∨ [0, 1]
X Y
f∨id
f
. By hypothesis, the vertical ar-
rows are pointed homotopy equivalences, so Cf∨id and Cf have the same pointed homotopy type. Look at
the unpointed mapping cone of f ∨ id.]
Application: The pointed suspension of any nondegenerate space is numerably contractible.
A pointed space (X,x0) is said to satisfy Puppe’s condition provided that there exists
a halo U of {x0} in X and a homotopy Φ : IU → X of the inclusion U → X rel{x0} such
that Φ ◦ i1(U) = {x0}. Every wellpointed space satisfies Puppe’s condition.
LEMMA Let (X,A, x0) be a pointed pair. Suppose that there exists a pointed ho-
motopy H : IX → X of idX such that H ◦ i1(A) = {x0} and H ◦ it(A) ⊂ A (0 ≤ t ≤ 1)
−then the projection X → X/A is a pointed homotopy equivalence.
PROPOSITION 20 Let (X,x0) be a pointed space −then (X,x0) is nondegenerate
iff it satisfies Puppe’s condition.
[Necessity: Let ρ : X →
̂
X be a pointed homotopy inverse for r. Fix a homotopy
H : IX → X of idX rel{x0} such that H ◦ i1 = r ◦ ρ. Put U = ρ
−1({x0}×]0, 1]) −then
U is a halo of {x0} in X with haloing function π the composite X
ρ
→
̂
X →
̂
X/X = [0, 1].
Consider Φ = H|IU .
Sufficiency: One can assume that U is closed (cf. p. 3-12). Set
Φ′(x, t) =
 Φ(x, 2t) (∈ X ⊂
̂
X) (0 ≤ t ≤ 1/2)
2t− 1 (∈ [0, 1] ⊂
̂
X) (1/2 ≤ t ≤ 1)
(x ∈ U).
Define a pointed homotopy H : I
̂
X →
̂
X by
(H ◦ it|X)(x) =
 x (x /∈ U)Φ′(x, tπ(x)) (x ∈ U)
and
(H ◦ it|[0, 1])(T ) =
 T (0 ≤ t ≤ 1/2)1− (1− T )(2− 2t) (1/2 ≤ t ≤ 1) .
The lemma implies that r :
̂
X →
̂
X/[0, 1] = X is a pointed homotopy equivalence.]
EXAMPLE Take X = [0, 1]κ (κ > ω) and let x0 = 0κ, the “origin” in X −then (X,x0) is not
wellpointed (cf. p. 3-9) but is nondegenerate.
FACT A pointed space (X,x0) is nondegenerate iff it has the same pointed homotopy type as (
̂
X,
̂
x0).
Application: Nondegeneracy is a pointed homotopy type invariant.
[Note: Compare this with the remark on p. 3-18.]
FACT Suppose that
 (X,x0)(Y, y0) are nondegenerate. Let f ∈ C(X,x0;Y, y0) −then f is a homotopy
equivalence in TOP iff f is a homotopy equivalence in TOP∗.
EXAMPLE (The Moore Loop Space) Suppose that the pointed space X is nondegenerate
−then ΩX and ΩMX are nondegenerate. Since the retraction of ΩMX onto ΩX is not only a homotopy
equivalence in TOP but a pointed map as well, it follows that ΩX and ΩMX have the same pointed
homotopy type.
PROPOSITION 21 Let (X,x0) be a pointed space −then (X,x0) is wellpointed and
{x0} is closed in X iff (X,x0) is nondegenerate and {x0} is a zero set in X.
[This is a consequence of Propositions 10 and 20.]
As noted above, nondegeneracy is a pointed homotopy type invariant. It is also a
relatively stable property: X nondegenerate =⇒ ΓX, ΣX, ΘX, ΩX nondegenerate and
X, Y nondegenerate =⇒ X × Y , X ∨ Y , X#Y nondegenerate.
To illustrate, consider X#Y . In HTOP∗, X#Y ≈
̂
X#
̂
Y , and since
 {
̂
x0} →
̂
X
{
̂
y0} →
̂
Y
are closed cofi-
brations,
̂
X#
̂
Y is wellpointed (cf. p. 3-29), hence a fortiori, nondegenerate. Thus the same is true of X#Y .
Given pointed spaces (X1, x1), . . . , (Xn, xn) , write X1∆ · · ·∆Xn for the subspace
({x1} ×X2 × · · · ×Xn) ∪ · · · ∪ (X1 × · · · ×Xn−1 × {xn})
of X1 × · · · ×Xn and let X1# · · ·#Xn be the quotient X1 × · · · ×Xn/X1∆ · · ·∆Xn.
PROPOSITION 22 LetX, Y , Z be nondegenerate −then (X#Y )#Z andX#(Y#Z)
have the same pointed homotopy type.
[There is a pointed 2-source (X#Y )#Z ← X#Y#Z → X#(Y#Z) arising from the
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identity. Both arrows are continuous bijections and it will be enough to show that they
are pointed homotopy equivalences. For this purpose, consider instead the pointed 2-
source (
̂
X#
̂
Y )#
̂
Z ←
̂
X#
̂
Y#
̂
Z →
̂
X#(
̂
Y#
̂
Z) and, to be specific, work on the left, calling
the arrow φ. Define pointed continuous functions
 u :
̂
X →
̂
X
v :
̂
Y →
̂
Y
by
 (u|X)(x) = x(v|Y )(y) = y
&
 (u|[0, 1])(t) = max{0, 2t− 1}(v|[0, 1])(t) = max{0, 2t − 1} −then u × v × idZ induces a pointed function ψ :
(
̂
X#
̂
Y )#
̂
Z →
̂
X#
̂
Y#
̂
Z. To check that ψ is continuous, introduce closed subspaces AB of
̂
X#
̂
Y : Points of A are represented by pairs (x, y), where x ≥ 1/2 (y ∈
̂
Y )
or y ≥ 1/2 (x ∈
̂
X), and points of B are represented by pairs (x, y) where
 x ∈ Xy ∈ Y
or
 x ≤ 1/2 (y ∈ Y )y ≤ 1/2 (x ∈ X) or x ≤ 1/2 & y ≤ 1/2. Since the projection (
̂
X#
̂
Y ) ×
̂
Z →
(
̂
X#
̂
Y )#
̂
Z is closed, the images
 AZBZ of
 A×
̂
Z
B ×
̂
Z
in (
̂
X#
̂
Y )#
̂
Z are closed and
their union fills out (
̂
X#
̂
Y )#
̂
Z. The continuity of ψ is a consequence of the continuity of
ψ|AZ and ψ|BZ (BZ is homeomorphic to B ×
̂
Z/B × {
̂
z0} and B ×
̂
Z is closed in both
(
̂
X#
̂
Y )×
̂
Z and
̂
X ×
̂
Y ×
̂
Z). To see that
 φψ are mutually invervse pointed homotopy
equivalences, define pointed homotopies
 H : I
̂
X →
̂
X
G : I
̂
Y →
̂
Y
by
 (H ◦ it|X)(x) = x(G ◦ it|Y )(y) = y & (H ◦ it|[0, 1])(T )(G ◦ it|[0, 1])(T ) = max
{
0,
2T − t
2− t
}
. H and G combine with idZ to define a pointed
homotopy on
̂
X ×
̂
Y ×
̂
Z which (i) induces a pointed homotopy on
̂
X#
̂
Y#
̂
Z between the
identity and ψ ◦φ and (ii) induces a pointed homotopy on (
̂
X#
̂
Y )#
̂
Z between the identity
and φ ◦ ψ .]
Application: If X and Y are nondegenerate −then in HTOP∗, Σ(X#Y ) ≈ ΣX#Y ≈
X#ΣY .
[Note: Nondegeneracy is not actually necessary for the truth of this conclusion (cf.
p. 3-35).]
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Within the class of nondegenerate spaces, associativity of the smash product is natural, i.e., if f :
X → X ′, g : Y → Y ′, h : Z → Z′ are pointed continuous functions, then the diagram
(X#Y )#Z X#(Y#Z)
(X ′#Y ′)#Z′ X ′#(Y ′#Z′)
(f#g)#h f#(g#h)
commutes in HTOP∗.
[Note: The horizontal arrows are the pointed homotopy equivalences figuring in the proof of Propo-
sition 22.]
PROPOSITION 23 Suppose that X and Y are nondegenerate −then the projection
X#Y → X#Y is a pointed homotopy equivalence.
[Consider the commutative diagram
̂
X#
̂
Y
̂
X#
̂
Y
X#Y X#Y
. The upper horizontal
arrow and the two vertical arrows are pointed homotopy equivalences, thus so is the lower
horizontal arrow.]
Given pointed spaces
 XY , the pointed mapping cone sequence associated with
the inclusion f : X ∨ Y → X × Y . reads: X ∨ Y
f
→ X × Y → X#Y → Σ(X ∨ Y ) →
Σ(X × Y )→ · · · .
LEMMA The arrow F : X#Y → Σ(X ∨ Y ) is nullhomotopic.
[There is a pointed injection X#Y → Γ(X × Y ). It is continuous (but not necessarily
an embedding). Write Σ(X ∨ Y ) = ΣX ∨ ΣY to realize F :
 F [x, y0, t] = [x, t] ∈ ΣXF [x0, y, t] = [y, t] ∈ ΣY
& F [x, y, 1] = ∗, the base point. Put
 ΣX = ΣX/{[x, t] : x ∈ X, t ≤ 1/2}ΣY = ΣY/{[y, t] : y ∈ Y, t ≥ 1/2} −then the
arrows
 ΣX → ΣXΣY → ΣY are pointed homotopy equivalences, hence the same holds for their
wedge: ΣX ∨ ΣY → ΣX ∨ ΣY . The assignment [x, y, t] →
 [x, t] (t ≥ 1/2)[y, t] (t ≤ 1/2) defines a
pointed continuous function Γ(X×Y )→ ΣX ∨ΣY . The composite X#Y → Γ(X×Y )→
3-39
ΣX∨ΣY is equal to the composite X#Y
F
→ ΣX∨ΣY → ΣX∨ΣY . But the first composite
is nullhomotopic. Therefore the second composite is nullhomotopic and this implies that
F ≃ 0.]
PUPPE FORMULA Suppose that X and Y are nondegenerate −then in HTOP∗,
Σ(X × Y ) ≈ ΣX ∨ ΣY ∨ Σ(X#Y ).
[The third term of the pointed mapping cone sequence of 0 → X#Y → Σ(X ∨ Y ) is
Σ(X ∨ Y ) ∨ Σ(X#Y ), so from the lemma, Cf ≈ Σ(X ∨ Y ) ∨ Σ(X#Y ). Using now the
notation of p. 3-34, there is a commutative triangle
X#Y Cj
Σ(X ∨ Y )
F
j′
in which
the vertical arrow is a pointed homotopy equivalence, thus Cj′ ≈ CF or still, Σ(X × Y ) ≈
Σ(X ∨ Y ) ∨ Σ(X#Y ) ≈ ΣX ∨ ΣY ∨Σ(X#Y ) (cf. Proposition 23).]
Thanks to Proposition 22, this result can be iterated. LetX1, . . . ,Xn be nondegenerate
−then Σ(X1 × · · · ×Xn) has the same pointed homotopy type as
∨
N
Σ
(
#
i∈N
Xi
)
, where N
runs over the nonempty subsets of {1, . . . , n}. Example: Σ(Sk1 × · · · × Skn) ≈
∨
N
SN , SN
a sphere of dimension 1 +
∑
i∈N
ki.
EXAMPLE (Whitehead Products) Let
 XY be nondegenerate −then for any pointed
space E, there is a short exact sequence of groups
0→ [Σ(X#Y ), E]→ [Σ(X × Y ), E]→ [Σ(X ∨ Y ), E]→ 0.
Here, composition is written additively even though the groups involved may not be abelian. This data
generates a pairing [ΣX,E] × [ΣY, E] → [Σ(X#Y ), E]. Take
 α ∈ [ΣX,E]β ∈ [ΣY, E] and use the embeddings [ΣX,E][ΣY, E] → [Σ(X × Y ), E] to form the commutator α+ β − α− β in [Σ(X × Y ), E]. Because it lies in
the kernel of the homomorphism [Σ(X×Y ), E]→ [Σ(X∨Y ), E], by exactness there exists a unique element
[α, β] ∈ [Σ(X#Y ), E] with image α+ β − α− β. [α, β] is called the Whitehead product of α, β. [α, β] and
[β, α] are connected by the relation [α, β] + [β, α] ◦ ΣT = 0, where T : X#Y → Y#X is the interchange.
Of course, [α, 0] = [0, β] = 0. In general, [α, β] = 0 if E is an H space (since then [Σ(X ×Y ), E] is abelian),
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hence, always Σ[α, β] = 0 (look at the arrow E → ΩΣE). There are left actions
 [ΣX,E]× [Σ(X#Y ), E]→ [Σ(X#Y ), E][ΣY, E]× [Σ(X#Y ), E]→ [Σ(X#Y ), E] :
 (α, ξ)→ α · ξ = α+ ξ − α(β, ξ)→ β · ξ = β + ξ − β (absuse of notation).
One has
 [α+ α
′, β] = α · [α′, β] + [α, β]
[α, β + β′] = [α, β] + β · [α, β′]
. These relations simplify if the cogroup objects
 ΣXΣY
are commutative (as would be the case, e.g., when
 X = ΣX
′
Y = ΣY ′
for nondegenerate
 X
′
Y ′
). Indeed,
under this assumption [Σ(X#Y ), E] is abelian. Therefore the
 α · [α
′, β]− [α′, β]
β · [α, β′]− [α, β′]
must vanish (“being
commutative”), implying that
 [α+ α
′, β] = [α, β] + [α′, β]
[α, β + β′] = [α, β] + [α, β′]
. The Whitehead product also satisifies a
form of the Jacobi identity. Precisely: Suppose given nondegenerate X, Y , Z whose associated cogroup
objects ΣX, ΣY , ΣZ are commutative −then
[[α, β], γ] + [[β, γ], α] ◦ Σσ + [[γ, α], β] ◦ Στ = 0
in the group [Σ(X#Y#Z), E], where
 σ : X#Y#Z → Y#Z#Xτ : X#Y#Z → Z#X#Y (cf. Proposition 22). The verification
is a matter of maniupulating commutator identities.]
A graded Lie algebra over a commutative ring R with unit is a graded R-module L =
⊕
n≥0
Ln together
with bilinear pairings [ , ] :→ Ln × Lm → Ln+m such that [x, y] = (−1)|x||y|+1[y, x] and
(−1)|x||z|[[x, y, ], z] + (−1)|y||x|[[y, z], x] + (−1)|z||y|[[z, x], y] = 0
L is said to be connected if L0 = 0. Example: Let A =
⊕
n≥0
An be a graded R-algebra. For x ∈ An, y ∈ Am,
put [x, y] = xy − (−1)|x||y|yx −then with this definition of the bracket, A is a graded Lie algebra over R.
[Note: As usual, an absolute value sign stands for the degree of a homogeneous element in a graded
R-module.]
EXAMPLE Let X be a path connected topological space. Given
 α ∈ πn(X)β ∈ πm(X) , the White-
head product [α, β] ∈ πn+m−1(X). One has [α, β] = (−1)nm+n+m[β, α]. Moreover, if γ ∈ πr(X), then
(−1)nr+m[[α, β], γ] + (−1)mn+r[[β, γ], α] + (−1)rm+n[[γ, α], β] = 0
Assume now that X is simply connected. Consider the graded Z-module π∗(ΩX) =
⊕
n≥0
πn(ΩX). Since
πn+1(X) = πn(ΩX), the Whitehead product determines a bilinear pairing [ , ] : πn(ΩX) × πm(ΩX) →
πn+m(ΩX) with respect to which π∗(ΩX) acquites the structure of a connected graded Lie algebra over Z.
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FACT Suppose that X is simply connected −then the Hurewicz homomorphism π∗(ΩX)→ H∗(ΩX)
is a morphism of graded Lie algebras, i.e., preserves the brackets.
[Note: Recall that H∗(ΩX) is a graded Z-algebra (Pontryagin product), hence can be regarded as a
graded Lie algebra over Z.]
A pair (X,A) is said to be n-connected (n ≥ 1) if each path component of X meets
A and πq(X,A, x0) = 0 (1 ≤ q ≤ n) for all x0 ∈ A or, equivalently, if every map
(Dq,Sq−1) → (X,A) is homotopic rel Sq−1 to a map Dq → A (0 ≤ q ≤ n). If A is
path connected, then ∀ x′0, x
′′
0 ∈ A, πn(X,A, x
′
0) ≈ πn(X,A, x
′′
0) (n ≥ 1). Examples: (1)
(Dn+1,Sn) is n-connected; (2) (Bn+1,Bn+1 − {0}) is n-connected.
[Note: Take A = {x0} −then πq(X, {x0}, x0) = πq(X,x0), so X is n-connected
(n ≥ 1) provided that X is path connected and πq(X) = 0 (1 ≤ q ≤ n). Example: S
n+1 is
n-connected.]
EXAMPLE If X is n-connected and Y is m-connected, then X ∗Y is ((n+1)+(m+1))-connected.
[Note: If X is path connected and Y is nonempty but arbitrary, then X ∗ Y is 1-connected.]
EXAMPLE Suppose that
 XY are nondegenerate and X is n-connected and Y is m-connected
−then X#Y is (n+m+ 1)-connected.
FACT Let Sn → A be a continuous function. Put X = Dn+1 ⊔f A −then (X,A) is n-connected.
EXAMPLE The pair (Sn × Sm,Sn ∨ Sm) is n+m− 1 connected.
HOMOTOPY EXCISION THEOREM Suppose that
 X1X2 are subspaces of X with
X = intX1 ∪ intX2. Assume:
 (X1,X1 ∩X2)(X2,X2 ∩X1) is
 n-connectedm-connected −then the arrow
πq(X1,X1∩X2)→ πq(X1∪X2,X2) induced by the inclusion (X1,X1∩X2)→ (X1∪X2,X2)
is bijective for 1 ≤ q < n+m and surjective for q = n+m.
[This is dealt with at the end of the §.]
LEMMA Let X be a strong deformation retract of Y and let A ⊂ X be a strong
deformation retract of B ⊂ Y −then ∀ n ≥ 1, πn(X,A) ≈ πn(Y,B).
[Use the exact sequence for a pair and the five lemma.]
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PROPOSITION 24 Let
 AB be closed subspaces of X with X = A ∪ B. Put
C = A ∩ B. Assume: The inclusions
 C → AC → B are cofibrations and
 (A,C)(B,C) is n-connectedm-connected −then the arrow πq(A,C) → πq(X,B) is bijective for 1 ≤ q < n +m
and surjective for q = n+m.
[SetX = i0A∪IC∪i1B,
 X1 = i0A ∪ ICX2 = IC ∪ i1B :X1∩X2 = IC and
 intX1 ⊃ X − i1BintX2 ⊃ X − i0A
=⇒ X = intX1 ∪ intX2. From the lemma
 πq(A,C) ≈ πq(X1, IC)πq(B,C) ≈ πq(X2, IC) =⇒
 (X1, IC)(X2, IC)
is
 n-connectedm-connected , thus the homotopy excision theorem is applicable to the triple
(X,X1,X2). Because the inclusions
 C → AC → B are cofibrations, i0A ∪ IC is a strong
deformation retract of IA and IC ∪ i1B is a strong deformation retract of IB (cf. p.
3-7. Therefore X is a strong deformation retract of IA ∪ IB = IX, so πq(X,X2) ≈
πq(IX, IB) ≈ πq(X,B) .]
LEMMA Let f : (X,A) → (Y,B) be a homotopy equivalence in TOP2 −then
∀ x0 ∈ A and any q ≥ 1, the induced map f∗ : πq(X,A, x0)→ πq(Y,B, f(x0)) is bijective.
PROPOSITION 25 Let A be a nonempty closed subspace of X. Assume: The
inclusion A → X is a cofibration and A is n-connected, (X,A) is m-connected −then the
arrow πq(X,A)→ πq(X/A, ∗) is bijective for 1 ≤ q ≤ n+m) and surjective for q = n+m+1.
[Denote by Ci the unpointed mapping cone of the inclusion i : A→ X. There are closed
cofibrations
 ΓA→ CiX → Ci and Ci = ΓA∪X, with ΓA∩X = A. Since the pair (ΓA,A) is
(n+ 1)-connected, it follows from Proposition 24 that the arrow πq(X,A)→ πq(Ci,ΓA) is
bijective for 1 ≤ q ≤ n+m and surjective for q = n+m+1. But ΓA is contractible, hence
the projection (Ci,ΓA)→ (Ci/ΓA, ∗) is a homotopy equivalence in TOP
2 (cf. Proposition
14). Taking into account the lemma, it remains only to observe that X/A can be identified
with Ci/ΓA.]
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FREUDENTHAL SUSPENSION THEOREM Suppose that X is nondegenerate and
n-connected −then the suspension homomorphism πq(X) → πq+1(ΣX) is bijective for
0 ≤ q ≤ 2n) and surjective for q = 2n+ 1.
[Take X wellpointed with a closed base point and, for the moment, work with its
unpointed suspension ΣX. Using the notation of p. 3-23, write ΣX = Γ−X ∪ Γ+X −then
∀ q, πq(X) ≈ πq(Γ
−X ∩ Γ+X) ≈ πq+1(Γ
−X,Γ−X ∩ Γ+X). On the other hand, Propo-
sition 25 implies that the arrow πq+1(Γ
−X,Γ−X ∩ Γ+X) → πq+1(ΣX) is a bijection for
1 ≤ q+1 ≤ 2n+1 and a surjection for q+1 = 2n+2. Moreover, X is wellpointed, therefore
its pointed and unpointed suspensions have the same homotopy type.]
[Note: This result is true if X is merely path connected, i.e., n = 0 is admissible
(inspect the proof of Proposition 25),]
Application: Suppose that n ≥ 1 −then (i) πq(S
n) = 0 (0 ≤ q < n); (ii) πq(S
n) ≈
πq+1(S
n+1) (0 ≤ q ≤ 2n − 2); (iii) πn(S
n) ≈ Z.
[As regards the last point, note that in the sequence π1(S
1)→ π2(S
2)→ π3(S
3)→ · · ·
the first homomorphism is an epimorphism, the others are isomorphisms, and π1(S
1) ≈ Z,
π2(S
2) ≈ Z (a piece of the exact sequence associated with the Hopf map S3 → S2 is
π2(S
3)→ π2(S
2)→ π1(S
1)→ π1(S
3)).]
The infinite cyclic group πn(S
n) is generated by [ιn], ιn the identity S
n → Sn. Form
the Whitehead product [ιn, ιn] ∈ π2n−1(S
n) −then the kernel of the suspension homomor-
phism π2n−1(S
n)→ π2n(S
n+1) is generated by [ιn, ιn] (Whitehead
† ).
The proof of the homotopy excision theorem is elementary but complicated. This is the downside.
The upside is that the highpowered approaches are cluttered with unnecessary assumptions, hence do not
go as far.
OPEN HOMOTOPY EXCISION THEOREM Suppose that
 X1X2 are open subspaces of X
with X = X1 ∪X2. Assume:
 (X1, X1 ∩X2)(X2, X2 ∩X1) is
 n-connectedm-connected −then the arrow πq(X1, X1 ∩X2)→
πq(X1 ∪X2, X2) induced by the inclusion (X1, X1 ∩X2) → (X1 ∪X2, X2) is bijective for 1 ≤ q < n +m
and surjective for q = n+m.
[Note: Goodwillie‡ has extended the open homotopy excision theorem to “(N+1)-ads”.]
†Elements of Homotopy Theory, Springer Verlag (1978), 549.
‡Memoirs Amer. Math. Soc. 431 (1990), 1-317.
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Admit the open homotopy excision theorem.
CW HOMOTOPY EXCISION THEOREM Suppose that
 K1K2 are subcomplexes of a
CW complex K with K = K1 ∪K2. Assume:
 (K1,K1 ∩K2)(K2,K2 ∩K1) is
 n-connectedm-connected −then the arrow
πq(K1,K1 ∩K2)→ πq(K1 ∪K2,K2) induced by the inclusion (K1, K1 ∩K2)→ (K1 ∪K2,K2) is bijective
for 1 ≤ q < n+m and surjective for q = n+m.
[Fix a neighborhood
 UV of K1 ∩K2 in
 K1K2 such that K1 ∩K2 is a strong deformation retract
of
 UV and put
 K
′
1 = K1 ∪ V
K′2 = K2 ∪ U
. Write
 U = O ∩K1V = P ∩K2 , where
 OP are open in K −then K
′
1 = P ∪ (K −K2)
K′2 = O ∪ (K −K1)
, hence
 K
′
1
K′2
are open in K and K = K′1∪K′2. Since
 K1 & VK2 & U are closed
in
 K
′
1
K′2
, the homotopy deforming
 VU into K1∩K2 can be extended to all of
 K
′
1
K′2
in the obvious
way, so
 K1K2 is a strong deformation retract of
 K
′
1
K′2
. On the other hand, K′1 ∩K′2 = U ∪ V and UV is closed in U ∪ V , thus the union of the deforming homotopies is continuous and K1 ∩ K2 is a
strong deformation retract of K′1 ∩ K′2. Therefore
 (K
′
1,K
′
1 ∩K′2)
(K′2,K
′
2 ∩K′1)
is
 n-connectedm-connected and the open
homotopy excision theorem is applicable to the triple (K,K′1, K
′
2). Consider the commutative triangle.
πq(K1,K1 ∩K2) πq(K′1,K′1 ∩K′2)
πq(K1 ∪K2,K2)
.]
The CW homotopy excision theorem implies the homotopy excision theorem. For choose a CW res-
olution L → X1 ∩ X2. There exist: (1) A CW complex K1 ⊃ L and a CW resolution f1 : K1 → X1
such that the square
K1 X1
L X1 ∩X2
commutes; (2) A CW complex K2 ⊃ L and a CW resolu-
tion f2 : K2 → X2 such that the square
K2 X2
L X2 ∩X1
commutes. Note that
 (K1, L)(K2, L) is
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 n-connectedm-connected . Define a CW complex K by the pushout square
L K2
K1 K
: K = K1 ∪K2 &
L = K1 ∩K2 −then there is an arrow f : K → X determined by
 f1f2 viz.
 f |K1 = f1f |K2 = f2 .
LEMMA f is a weak homotopy equivalence.
[Set K = i0K1 ∪ IL ∪ i1K2:
 U1 = K − i1K2U2 = K − i0K1 −then
 U1U2 are open in K and K = U1 ∪ U2.
Let p : K → K be the restriction of the projection p : IK → K and denote by f the composite
f ◦ p:
 f(U1) ⊂ X1f(U2) ⊂ X2 and
 f |U1f |U2 & f |U1 ∩ U2 are weak homotopy equivalences. But by assump-
tion X = intX1 ∪ intX2. Therefore f is a weak homotopy equivalence (cf. p. 4-55). The inclusions K1 → KK2 → K are closed cofibrations (cf. p. 3-13), hence K is a strong deformation retract of IK. Conse-
quently, p is a homotopy equivalence, so f is a weak homotopy equivalence.]
The CW homotopy excision theorem is applicable to the triple (K,K1,K2). Examination of the
commutative square
πq(K1,K1 ∩K2) πq(K1 ∪K2,K2)
πq(X1, X1 ∩X2) πq(X1 ∪X2, X2)
thus justifies the claim. Accordingly, it is the open homotopy excision theorem which is the heart of the
matter.
Given a p-dimensional cube C in Rq (q ≥ 1, 0 ≤ p ≤ q) denote by skd C its d-dimensional skeleton, i.e.,
the set of its d-dimensional faces. Put C˙ =
⋃
skp−1C −then the inclusion C˙ → C is a closed cofibration.
Analytically, C is specified by a point (c1 . . . cq) ∈ Rq , a positive number δ, and a subset P of {1, . . . , q} of
cardinality p : C is the set of x ∈ Rq such that ci ≤ xi ≤ ci+δ (i ∈ P ) & xi = ci (i /∈ P ). Here, if P = ∅, then
C = {(c1, . . . , cq)}. For 1 ≤ d ≤ q, let

Kd(C) = {x ∈ C : xi < ci + δ
2
for at least d indices i ∈ P}
Ld(C) = {x ∈ C : xi > ci + δ
2
for at least d indices i ∈ P}
.
When d > p, it is understood that
 Kd(C) = ∅Ld(C) = ∅ .
COMPRESSION LEMMA Fix a p-dimensional cube C in Rq (q ≥ 1, 1 ≤ p ≤ q), a positive
integer d ≤ p, and a pair (X,A). Suppose that f : C → X is a continuous function such that ∀ D ∈ skp−1 C,
f−1(A) ∩D ⊂ Kd(D) (Ld(C)) −then there exists a continuous function g : C → X with f ≃ g rel C˙ and
g−1(A) ⊂ Kd(C) (Ld(C)).
[Take p = q, C = [0, 1]q , and put x0 = (1/4, . . . , 1/4). Given an x ∈ [0, 1]q , let ℓ((x0, x) be the ray that
starts at x0 and passes through x. Denote by P (x) the intersection of ℓ(x0, x) with the frontier of [0, 1/2]
q ,
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Q(x) the intersection of ℓ(x0, x) with the frontier of [0, 1]
q . Let φ : [0, 1]q → [0, 1]q be the continuous
function that sends the line segment joining P (x) and Q(x) to the point Q(x) and maps the line segment
joining x0 and P (x) linearly onto the line segment joining x0 and Q(x). Note that φ ≃ id[0,1]q rel fr [0, 1]q .
Now set g = f ◦ φ. Assume: x ∈ g−1(A). Case 1: xi < 1/2 (∀ i) =⇒ x ∈ Kq([0, 1]q) ⊂ Kd([0, 1]q).
Case 2: xi ≥ 1/2 (∃ i) =⇒ φ(x) ∈ fr ([0, 1]q =⇒ φ(x) ∈ D (∃ D ∈ skp−1 [0, 1]q) =⇒ φ(x) ∈ Kd(D) =⇒
1/2 > φ(x)i = 1/4 + t(xi − 1/4) for at least d indices i =⇒ 1/2 > φ(x)i ≥ xi (t ≥ 1) for at least d indices
i =⇒ x ∈ Kd([0, 1]q).]
[Note: The parenthetical assertion is analogous.]
Notation: Put Iq = [0, 1]q , I˙q = fr [0, 1]q , Iq−10 = I
q−1 × {0}, (q > 0) & I00 = {0} (q = 1),
Jq−1 = I˙q−1 × I ∪ Iq−1 × {1} (q > 1), & J0 = {1} (q = 1), so I˙q = Iq−10 ∪ Jq−1 and I˙q−10 = Iq−10 ∩ Jq−1
−then for any pair (X,A, x0), πq(X,A, x0) = [Iq, I˙q, Jq−1;X,A, x0].
[Note: A continuous function f : (Iq, I˙q, Jq−1) → (X,A,x0) represents 0 in πq(X,A, x0) iff there
exists a continuous function g : Iq → A such that f ≃ g rel I˙q.]
There are two steps in the proof of the open homotoy excision theorem: (1) Surjectivity in the range
1 ≤ q ≤ n+m; (2) Injectivity in the range 1 ≤ q < n+m. The argument in either situation is founded on
the same iterative principle.
Starting with surjectivity, let α ∈ πq(X1 ∪X2, X2, x0), x0 ∈ X1 ∩ X2 the ambient base point. Rep-
resent α by an f : (Iq, I˙q, Jq−1) → (X1 ∪ X2, X2, x0). It will be shown that ∃ F ∈ α: pr(F−1(X −
X1)) ∩ pr(F−1(X − X2)) = ∅, pr : Iq → Iq−1 the projection. Granted this, choose a continuous function
φ : Iq−1 → [0, 1] which is 1 on pr(F−1(X − X1)) and 0 on I˙q−1 ∪ pr(F−1(X − X2)). Define Φ : Iq → Iq
by Φ(x1, . . . , xq) = (x1, . . . xq−1, t + (1 − t)xq), where t = φ(x1, . . . , xq−1), and put g = F ◦ Φ −then
g : (Iq, I˙q, Jq−1) → (X1, X1 ∩X2, x0) is a continuous function whose class β ∈ πq(X1, X1 ∩X2, x0) is sent
to α under the inclusion.
There remains the task of producing F . Since {f−1(X1), f−1(X2)} is an open covering of Iq, one can
subdivide Iq into a collection C of q-dimensional cubes C such that either f(C) ⊂ X1 or f(C) ⊂ X2.
Enumerate the elements in skd C (C ∈ C, d = 0, 1, . . . , q): D = {D}. In D, distinguish two sub-
collections
 {Dk : k = 1, . . . , r} : f(Dk) ⊂ X2{Dl : l = 1, . . . , s} : f(Dl) ⊂ X1 but
 f(Dk) 6⊂ X1f(Dl) 6⊂ X2 , arranging the indexing so that
dimDj ≤ dimDj+1.
(µ) There exist continuous functions µ0 = f , µk : I
q → X (k = 1, . . . , r) such that ∀ k: µk ≃ µ0
(as a map of triples), µ−1k (X2−X1 ∩X2)∩Dj ⊂ Kn+1(Dj) (j ≤ k), and ∀ D ∈ D :
 µ0(D) ⊂ X1µ0(D) ⊂ X2 =⇒ µk(D) ⊂ X1µk(D) ⊂ X2 or µ0(D) ⊂ X1 ∩X2 =⇒ µk(D) ⊂ X1 ∩X2. This is seen via induction on k, µ0 = f
being the initial step. Assume that µk−1 has been constructed.
Claim: ∃ a homotopy hk : IDk → X2 rel D˙k such that hk ◦i0 = µk−1|Dk and (hk ◦i1)−1(X2−X1∩X2)
⊂ Kn+1(Dk).
[Case 1: dimDk = 0. Here, Kn+1(Dk) = ∅ and the point µk−1(Dk) ∈ X2 can be joined by a
path in X2 to some point of X1 ∩ X2. Case 2: 0 < dimDk < n + 1. Here, Kn+1(Dk) = ∅ and the
induction hypothesis forces the containment µk−1(D˙k) ⊂ X1 ∩X2, hence µk−1|Dk represents an element of
πdk(X2, X1 ∩X2) = 0 (dk = dimDk). Case 3: dimDk ≥ n+ 1. Apply the compression lemma.]
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Extend hk to a homotopy Hk : I
q × I → X of µk−1 rel ∪ {D : f(D) ⊂ X1} ∪
k−1⋃
j=1
Dj such that
r⋃
j=k+1
Hk(IDj) ⊂ X2. Complete the induction by taking µk = Hk ◦ i1.
(ν) There exist continuous functions ν0 = µr, νl : I
q → X (l = 1, . . . s) such that ∀ l:
νl ≃ ν0 rel∪{D : f(D) ⊂ X2}, ν−1l (X1−X1∩X2)∩Dj ⊂ Lm+1(Dj) (j ≤ l), and ∀ D ∈ D:
 ν0(D) ⊂ X1ν0(D) ⊂ X2
=⇒
 νl(D) ⊂ X1νl(D) ⊂ X2 or ν0(D) ⊂ X1 ∩X2 =⇒ νl(D) ⊂ X1 ∩X2. As above, this is seen via induction on
l, ν0 = µr being the initial step. Observe that ∪{D : f(D) ⊂ X2} ⊃ I˙q ⊃ Jq−1.
Definition: F = νs ( =⇒ F ∈ α). If pr(F−1(X −X1))∩ pr(F−1(X −X2)) were nonempty, then there
would exist an x ∈ Iq−1 and a cube D ⊂ Iq−1:
 x ∈ Kn(D)x ∈ Lm(D) , an impossibility since q − 1 < n+m.
Turning to injectivity, let f, g : (Iq, I˙q, Jq−1) → (X1, X1 ∩X2, x0) be continuous functions such that
u ◦ f ≃ u ◦ g as maps of triples u : (X1, X1 ∩ X2, x0) → (X1 ∪ X2, x0) the inclusion. Fix a homo-
topy h : (Iq, I˙q, Jq−1) × I → (X1 ∪ X2, X2, x0):
 h ◦ i0 = u ◦ fh ◦ i1 = u ◦ g . Using the techniques employed in
the proof of surjectivity, one can replace h by another homotopy H such that pr × idI(H−1(X − X1)) ∩
pr × idI(H−1(X − X2)) = ∅. It is this extra dimension that accounts for the restriction q < n + m.
Choose a continuous function φ : Iq−1 × I → [0, 1] which is 1 on pr × idI(H−1(X − X1)) and 0 on
(I˙q−1 × I) ∪ (Iq−1 × I˙) ∪ pr × idI(H−1(X − X2)). Define Φ : Iq × I → Iq × I by Φ(x1, . . . , xq, xq+1) =
(x1, . . . , xq−1, t+(1− t)xq, xq+1), where t = φ(x1, . . . , xq−1, xq+1) −then the composite H ◦Φ is a homotopy
between f and g : H ◦ Φ(I˙q × I) ⊂ X1 ∩X2 & H ◦ Φ(Jq−1 × I) = {x0}.
Given a pair (X,A), let π0(X,A) be the quotient π0(X)/ ∼, where ∼ means that the path components
of X which meet A are identified. With this agreement, π0(X,A) is a pointed set. If f : (X,A) → (Y,B)
is a map of pairs, then f∗ : π0(X,A) → π0(Y,B) is a morphism of pointed sets and the sequence
∗ → π0(X,A)→ π0(Y,B) is exact in SET∗ iff (f∗)−1im (π0(B)→ π0(Y )) = im (π0(A)→ π0(X)).
LEMMA Let f : (X,A) → (Y,B) be a continuous function. Fix q ≥ 0 −then ∀ x0 ∈ A,
f∗ : πq(X,A, x0) → πq(Y,B, f(x0)) is injective and f∗ : πq+1(X,A, x0) → πq+1(Y,B, f(x0)) is surjec-
tive iff in any diagram
(X,A) (Y,B)
(Jq , I˙q0 ) (I
q+1, Iq0)
f
φ ψ , where f ◦ φ ≃ ψ on Jq by h : (Jq , I˙q0 )× I → (Y,B),
there exists a Φ : (Iq+1, Iq0) → (X,A) such that Φ|(Jq , I˙q0) = φ and an H : (Iq+1, Iq0 ) × I → (Y,B) such
that H |(Jq , I˙q0 )× I = h and f ◦ Φ ≃ ψ on Iq+1 by H .
[Note: When q = 0, replace injectivity by the statement “∗ → π0(X,A) → π0(Y,B)” is exact. Ob-
serve that f ◦ φ = ψ on Jq is permissible (h = constant homotopy) and implies by specialization the
direct assertion. In addtion, if Φ & H exist in this case, then Φ & H exist in general. Thus the point is
to show that the direct assertion entails the existence of Φ & H under the assumption that f ◦φ = ψ on Jq.]
FACT Suppose that
 X1X2 &
 Y1Y2 are open subspaces of
 XY with
 X = X1 ∪X2Y = Y1 ∪ Y2 .
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Let f : X → Y be a continuous function such that
 X1 = f
−1(Y1)
X2 = f
−1(Y2)
. Fix n ≥ 1. Assume: The sequence
∗ → π0(Xi, X1 ∩X2)→ π0(Yi, Y1 ∩Y2) is exact (i = 1, 2) and that f∗ : πq(Xi, X1 ∩X2)→ πq(Yi, Y1 ∩Y2) is
bijective for 1 ≤ q < n and surjective for q = n (i = 1, 2) −then the sequence ∗ → π0(X,Xi)→ π0(Y, Yi) is
exact (i = 1, 2) and f∗ : πq(X,Xi)→ πq(Y, Yi) is bijective for 1 ≤ q < n and surjective for q = n (i = 1, 2).
[Fix i0 ∈ {1, 2}, 0 ≤ q < n, and maps φ : (Jq, I˙q0 ) → (X,Xi0), ψ : (Iq+1, Iq0 ) → (Y, Yi0), satisfying
f ◦ φ = ψ on Jq . In view of the lemma, it suffices to exhibit an extension Φ : (Iq+1, Iq0 ) → (X,Xi0)
of φ and a homotopy H : (Iq+1, Iq0 ) × I → (Y, Yi0) such that H |(Jq, I˙q0 )× I is the constant homotopy
at f ◦ φ and f ◦ Φ ≃ ψ on Iq+1 by H . Subdivide Iq+1 into a collection C of (q + 1)-dimensional cubes
C : ∀ C ∈ C, ∃ iC ∈ {1, 2}: φ(C ∩ Jq) ⊂ XiC and ψ(C) ⊂ YiC (possible,
 φ
−1(X −X1) ∪ ψ−1(Y − Y1)
φ−1(X −X2) ∪ ψ−1(Y − Y2)
being disjoint and closed). Regard Iq+1 as Iq × I −then C restricts to a subdivision of Iq and induces
a partition of I into subintervals Ik = [ak−1, ak]: 0 = a0 < a1 < · · · < ar = 1. Break the subdivision of
Iq into its skeletal constituents D. Construct Φ on D × Ik & H on I(D × Ik) via downward induction on
k and for fixed k, via upward induction on dimD. Arrange matters so that: (1) ψ(D × Ik) ⊂ Yi =⇒
Φ(D × Ik) ⊂ Xi & H(I(D × Ik)) ⊂ Yi; (2) ψ(D × {ak−1}) ⊂ Y1 ∩ Y2 =⇒ Φ(D × {ak−1}) ⊂ X1 ∩ X2
& H(I(D × {ak−1})) ⊂ Y1 ∩ Y2. The first condition plus the second when k = 1 yield Φ(Iq0 ) ⊂ Xi0
& H(Iq0 × I) ⊂ Yi0 . At each stage, the induction hypothesis secures Φ on D˙ × Ik ∪ D × {ak} & H on
I(D˙ × Ik ∪ D × {ak}). Case 1: If either ψ(D × {ak−1}) is not contained in Y1 ∩ Y2 or ψ(D × Ik) is
contained in Y1 ∩ Y2, use the fact that D˙ × Ik ∪ D × {ak} is a strong deformation retract of D × Ik to
specify Φ on D × Ik & H on I(D × Ik). Case 2: If ψ(D × {ak−1}) is contained in Y1 ∩ Y2 and ψ(D × Ik)
is contained in just one of the Yi, realize Φ : (D˙ × Ik ∪ D × {ak}, D˙ × {ak−1}) → (Xi, X1 ∩ X2) &
H : (D˙ × Ik ∪ D × {ak}, D˙ × {ak−1}) × I → (Yi, Y1 ∩ Y2). Apply the lemma to produce the required
extension of Φ to D × Ik & H to I(D × Ik). Here, of course, the assumption on f comes in.]
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§4. FIBRATIONS
The technology developed below, like that of the preceeding §, underlies the founda-
tions of homotopy theory in TOP or TOP∗.
Let B be a toplogical space. An object in TOP/B is a topological space X together
with a continuous function p : X → B called the projection. For O ⊂ B, put XO = p
−1(O),
which is therefore an object in TOP/O (with projection pO = p|XO). The notation X|O
is also used. In particular: Xb = p
−1(b) is the fiber over b ∈ B. A morphism in TOP/B
is a continuous function f : X → Y over B, i.e. an f ∈ C(X,Y ) such that the triangle
X Y
B
f
p q
commutes. Notation: f ∈ CB(X,Y ), fO = f |XO (O ⊂ B).
The base space B is an object in TOP/B, where p = idB . An element s ∈ CB(B,X) is
called a section of X, written s ∈ secB(X).
[Note: The product of
 p : X → Bq : Y → B in TOP/B is the fiber product: X ×B Y . If
B′ is a topological space and if Φ′ ∈ C(B′, B), then Φ′ determines a functor TOP/B →
TOP/B′ that sends X to X ′ = B′ ×B X. Obviously, (X ×B Y )
′ = X ′ ×B′ Y
′.]
EXAMPLE Let X be in TOP/B −then the assignment O → secO(XO), O open in B, defines a
sheaf of sets on B, the sheaf of sections ΓX of X.
[Note: Recall that for any sheaf of sets F on B, there exists an X in TOP/B with p : X → B a
local homeomorphism such that F is isomorphic to ΓX . In fact, the category of sheaves of sets on B is
equivalent to the full subcategory of TOP/B whose objects are those X for which p : X → B is a local
homeomorphism.]
FACT Let X be in TOP/B −then the projection p : X → B is a local homeomorphism iff both it
and the diagonal embedding X → X ×B X are open maps.
FACT LetX be inTOP/B. Assume: X &B are path connected Hausdorff spaces and the projection
p : X → B is a local homeomorphism −then p is a homeomorphism iff p is proper and p∗ : π1(X)→ π1(B)
is surjective.
There is a functor TOP→ TOP/B that sends a topological space T to B×T (prod-
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uct topology) with projection B × T → B. An X in TOP/B is said to be trivial if there
exists a T in TOP such that X is homeomorphic over B to B × T , locally trivial if there
exists an open covering {O} of B such that ∀ O,XO is trivial over O.
[Note: Spelled out, local triviality means that ∀ O there exists a topological space
TO and a homeomorphism XO → O × TO over O. If TO can be chosen independent of O,
so ∀ O, TO = T , the X is said to be locally trival with fiber T . When B is connected, this
can always be arranged.]
FACT Let X be in TOP/IB. Suppose that X|(B × [0, 1/2]) and X|(B × [1/2, 1]) are trivial −then
X is trivial.
EXAMPLE Let X be in TOP/[0, 1]n (n ≥ 1). Suppose that X is locally trivial −then X is trivial.
A fiber homotopy is a homotopy over B : f ≃
B
g (f, g ∈ CB(X,Y )). Isomorphisms in
the associated homotopy category are fiber homotopy equivalences and any two
 XY in
TOP/B for which there exists a fiber homotopy equivalence X → Y have the same fiber
homotopy type. The fiber homotopy type of X ×B Y depends only on the fiber homotopy
types of X and Y . The objects in TOP/B that have the same fiber homotopy type of B
itself are said to be fiberwise contractible. Example: The path space PB with projection
p0 is in TOP/B and is fiberwise contractible (consider the fiber homotopy H : IPB → PB
defined by H(σ, t)(T ) = σ(tT )).
[Note: A fiber homotopy with domain IB is called a vertical homotopy.]
LEMMA Let X be in TOP/B. Assume: X is fiberwise contractible −then for any
Φ′ ∈ C(B′, B), X ′ is fiberwise contractible.
Let f : X → Y be a continuous function. View its mapping cylinder Mf as an object in TOP/Y
with projections r :Mf → Y −then j ∈ secY (Mf ) and Mf is fiberwise contractible.
Let X,Y be in TOP/B −then a fiber preserving function f : X → Y is said to be
fiberwise constant if f = t ◦ p for some section t : B → Y . Elements of CB(X,Y ) that are
fiber homotopic to a fiberwise constant function are fiberwise inessential.
Suppose that B is not in CG −then the identity map kB → B is continuous and constant on fibers
but not fiberwise constant.
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LEMMA Let X be in TOP/B −the X is fiberwise contractible iff idX is fiberwise
inessential.
EXAMPLE Take X = ([0, 1]×{0, 1})∪({0}× [0, 1]), B = [0, 1], and let p be the vertical projection
−then X is contractible but not fiberwise contractible.
EXAMPLE Let X be a subspace of B × Rn and suppose that there exists an s ∈ secB(X), say
b → (b, s(b)), such that ∀ b ∈ B, ∀ x ∈ Xb, {(b, (1 − t)s(b) + tx) : 0 ≤ t ≤ 1} ⊂ Xb −then X is fiberwise
contractible.
FACT Let X be in TOP/B; let f, g ∈ CB(X,X). Suppose that {O, P} is a numerable covering of
B for which
 fOgP are fiberwise inessential −then g ◦ f is fiberwise inessential.
[Fix fiber homotopies
 K : IXO → XOL : IXP → XP between
 fO & k ◦ pOgP & l ◦ pP , where
 k ∈ secO(XO)l ∈ secP (XP ) .
Through reparameterization, it can be assumed that
 K ◦ itL ◦ it are independent of t when 0 ≤ t ≤ 1/4,
3/4 ≤ t ≤ 1. Choose
 µν ∈ C(B, [0, 1]) :
 spt µ ⊂ Ospt ν ⊂ P & µ + ν = 1. Let ∆ be the triangle in R2
with the vertexes (0, 0), (1, 0), (0, 1). Note that the transformation (ξ, η)→ (ξ, (1− ξ)η) takes I [0, 1]− I{1}
homeomorphically onto ∆ − {(1, 0)}. The continuous fiber preserving function Φ : I2XO∩P → XO∩P
defined by Φ(x, (ξ, η)) = L(K(x, η, ξ) is independent of η when ξ = 1, thus it induces a continuous fiber
preserving function Φ∆ : XO∩P ×∆ → XO∩P . On XO∩P × fr∆, one has Φ∆(x, (t, 1− t)) = L(k(p(x)), t),
Φ∆(x, (0, t)) = g(K(x, t)), Φ∆(x, (t, 0)) = L(f(x), t). Write s(b) =

L(k(b), ν(b)) (b ∈ O ∩ P )
g(k(b)) (b ∈ O − P )
l(b) (b ∈ P −O)
−then
s ∈ secB(X) and g ◦ f is fiber homotopic to s ◦ p via
H(x, t) =

Φ∆(x, t(ν(b), µ(b))) (b ∈ O ∩ P )
g(K(x, t)) (b ∈ O − P )
L(f(x), t) (b ∈ P −O)
(x ∈ Xb).]
Consequently, if f1, . . . , fn ∈ CB(X,X) and if O1, . . . , On is a numerable covering of B such that ∀ i,
fOi is fiberwise inessential, then f1 ◦ · · · ◦ fn is fiberwise inessential. Example: XOi is fiberwise contractible
(i = 1, . . . , n) =⇒ X is fiberwise contractible (cf. p. 4-28).
Let X be in TOP/B −then X is said to have the section extension property (SEP)
provided that for each A ⊂ B, every section sA of XA which admits an extension sO to a
halo O of A in B can be extended to a section s of X: s|A = sA.
[Note: If X has the SEP, then secB(X) is nonempty (take A = ∅ = O.]
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Let X be in TOP/B and suppose that X has the SEP. Let s be a section of X|φ−1(]0, 1]), where
φ ∈ C(B, [0, 1]) −then ∀ ǫ, 0 < ǫ < 1, s|φ−1([ǫ, 1]) can be extended to a section sǫ of X but it is false in
general that s can be so extended.
EXAMPLE Suppose that B is a CW complex of combinatorial dimension ≤ n + 1 and T is
n-connected −then B × T has the SEP.
PROPOSITION 1 Let X, Y be in TOP/B and suppose that Y has the SEP. Assume:
∃
 f ∈ CB(X,Y )g ∈ CB(Y,X) : g ◦ f ≃B idX −then X has the SEP.
[Fix a fiber homotopy H : IX → X between idX and g ◦ f . Given A ⊂ B, let sA
be a section of XA which admits an extension sO to a halo O of A in B. Choose a closed
halo P of A in B: A ⊂ P ⊂ O and O a halo of P in B (cf. HA2, p. 3-12). Since Y has
the SEP, there exists a section t of Y : t|P = f ◦ sO|P . With π a haloing function of P ,
define s : B → X by s(b) =
 g ◦ t(b) (b ∈ π−1(0))H(sO(b), 1 − π(b)) (b ∈ P ) to get a section s of X:
s|A = sA.]
Application: Fiberwise contractible spaces have the SEP.
LEMMA Let X be in TOP/B and suppose that X has the SEP. Let O be a cozero
set in B −then XO has the SEP.
[There is no loss in generality in assuming that A = f−1(]0, 1]), where f ∈ C(O, [0, 1]).
Accordingly, given a section sA of XA, it will be enough to construct a section s of
XO which agrees with sA on f
−1(1). Fix φ ∈ C(B, [0, 1]) : O = φ−1(]0, 1]). Claim:
There exist sections s2, s3, . . . of X such that sn+1(b) = sn(b)
(
φ(b) >
1
n
)
and sn(b) =
sA(b)
(
f(b) > 1 −
1
n
& φ(b) >
1
n+ 1
)
. Granted the claim, we are done. Put F (b) = f(b)φ(b) (b ∈ O)0 (b ∈ B −O) : F ∈ C(B, [0, 1]). Since X has the SEP and sA is defined
on F−1(]0, 1]), a halo of F−1([1/6, 1]) in B, there exists a section of X that agrees with
sA on f
−1(]1/2, 1]) ∩ φ−1(]1/3, 1]). Call it s2, setting the stage for induction. Choose
continuous functions µn, νn : [0, 1] → [0, 1] subject to
1
n+ 3
< νn(x) < µn(x) ≤
1
n
with
µn(x) ≤
1
n+ 2
(
x ≥ 1 −
1
n+ 1
)
and νn(x) ≥
1
n+ 1
(
x ≤ 1 −
1
n
)
(n = 2, 3, . . .). Let
An = {b ∈ O : φ(b) > µn(f(b))}, On = {b ∈ O : φ(b) > νn(f(b))} −then On is a halo of An
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in B, a haloing function being 1 on {b ∈ O : µn(f(b)) ≤ φ(b)},
φ(b)− νn(f(b))
µn(f(b))− νn(f(b))
on {b ∈ O : νn(f(b)) ≤ φ(b) ≤ µn(f(b))},
and 0 on {b ∈ O : φ(b) ≤ νn(f(b))} ∪ B − O. To pass from n to n + 1, note that the
prescription b→

sn(b)
(
φ(b) >
1
n+ 1
)
sA(b)
(
f(b) > 1−
1
n
) defines a section of XOn . Its restriction to
An can therefore be extended to a section sn+1 of X with the required properties.]
SECTION EXTENSION THEOREM Let X be in TOP/B. Suppose that O = {Oi :
i ∈ I} is a numerable covering of B such that ∀ i, XOi has the SEP −then X has the SEP.
[Given A ⊂ B, let sA be a section of XA which admits an extension sO to a halo O of A
in B. Fix a haloing π for O and let {πi : i ∈ I} be a partition of unity on B subordinate to
O. Put ΠS =
∑
i∈S
(1− π)πi+ π (S ⊂ I). Consider the set S of all pairs (S, s): s is a section
of X|Π−1S (]0, 1]) & s|A = sA: S is nonempty (take S = ∅, s = sO|π
−1(]0, 1])). Order S by
stipulating that (S′, s′) ≤ (S′′, s′′) iff S′ ⊂ S′′ and s′(b) = s′′(b) when ΠS′(b) = ΠS′′(b) > 0.
One can check that every chain in S has an upper bound, so by Zorn, S has a maximal
element (S0, s0). Since ΠI = 1, to finish it need only be shown that S0 = I. Suppose not.
Select an i0 ∈ I − S0, set Π0 = ΠS0 & π0 = (1 − π)πi0 , and define a continuous function
φ0 : π
−1
0 (]0, 1]) → [0, 1] by φ0(b) = min{1,Π0(b)/π0(b)}. Owing to the lemma, X|π
−1
0 (]0, 1])
has the SEP (π−10 (]0, 1]) ⊂ Oi0). On the other hand, φ
−1
0 (]0, 1]) is a halo of φ
−1
0 (1) in
π−10 (]0, 1]) and s0|φ
−1
0 (1) admits an extension to φ
−1
0 (]0, 1]), viz. s0|φ
−1
0 (]0, 1]). Therefore
s0|φ
−1
0 (1) can be extended to a section si0 of X|π
−1
0 (]0, 1]). Let T = S0 ∪ {i0} and write
t(b) =
 s0(b) (π0(b) ≤ Π0(b))si0(b) (π0(b) ≥ Π0(b)) (ΠT (b) > 0) −then (T, t) ∈ S and (S0, s0) < (T, t),
contradicting the maximality of (S0, s0).]
FACT Let A be a subspace of X. Suppose that there exists a numerable covering U = {Ui : i ∈ I}
of X such that ∀ i, the inclusions A∩Ui → Ui is a cofibration −then the inclusion A→ X is a cofibration.
[Let {κi : i ∈ I} be a partition of unity on X subordinate to U . The lemma on p. 3-11 implies that ∀ i,
the inclusion A ∩ κ−1i (]0, 1]) → κ−1i (]0, 1]) is a cofibration. Therefore one can assume that U is numerable
and open. Fix a topological space Y and a pair (F, h) of continuous functions
 F : X → Yh : IA→ Y such that
F |A = h ◦ i0. Define a sheaf of sets F on X by assigning to each open set U the set of all continuous
functions H : IU → Y such that F |U = H ◦ i0 and H |I(A ∩ U) = h|I(A ∩ U). Choose a topological space
E and a local homeomorphism p : E → X for which F(U) = secU (EU ) at each U . Show that ∀ i, EUi has
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the SEP. The section extension theorem says then that ∃ H ∈ F(X).]
Let X be in TOP/B. Let E be in TOP; let φ ∈ C(E,B) −then a continuous function
Φ : E → X is a lifting of φ provided that p ◦ Φ = φ. Example: Every s ∈ secB(X) is a
lifting of idB .
FACT Suppose that X is fiberwise contractible. Let φ ∈ C(E,B) −then for any halo U of any A in
E and all ψ ∈ C(U,X): p ◦ ψ = φ|U , there exists a lifting Φ of φ : Φ|A = ψ|A.
[Note: The condition is also characteristic. First take E = B, A = ∅ = U , and φ = idB to see that
∃ s ∈ secB(X). Next let E = IX, A = i0X ∪ i1X, U = X × [0, 1/2[ ∪X×]1/2, 1], and define φ : IX → B
by φ(x, t) = p(x), ψ : U → X by ψ(x, t) =
 x (t < 1/2)s ◦ p(x) (t > 1/2) . Since U is a halo of A in IX, every
lifting of Φ of φ with Φ|A = ψ|A is a fiber homotopy between idX and s ◦ p, i.e., X is fiberwise contractible.]
(HLP) Let Y be a topological space −then the projection p : X → B is said
to have the homotopy lifting property with respect to Y (HLP w.r.t Y ) if given continu-
ous functions
 F : Y → Xh : IY → B such that p ◦ F = h ◦ i0, there is a continuous function
H : IY → X such that F = H ◦ i0 and p ◦ H = h.
If p : X → B has the HLP w.r.t. Y and if
 f ∈ C(Y,B)g ∈ C(Y,B) are homotopic, then f has a lifting
F ∈ C(Y,X) iff g has a lifting G ∈ C(Y,X).
EXAMPLE Take X = [0, 1] ∐ ∗, B = [0, 1] and define p : X → B by p(t) = t, p(∗) = 0. Fix a
nonempty Y and let f be the constant map Y → 0 −then the constant map Y → ∗ is a lifting F ∈ C(Y,X)
of f . Put h(y, t) = t, so h : IY → B. Obviously, p ◦ F = h ◦ i0 but there does not exist H ∈ C(IY,X):
F = H ◦ i0 and p ◦ H = h.
Let X be in TOP/B. Given a topological space Y and continuous functions F : Y → Xh : IY → B such that p ◦ F = h ◦ i0, let W be the subspace of Y × PX consist-
ing of the pairs (y, σ): F (y) = σ(0) & h(y, t) = p(σ(t)) (0 ≤ t ≤ 1). View W as an object
in TOP/Y with projection (y, σ)→ y.
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LEMMA The commutative diagram
Y X
IY B
i0
F
p
h
admits a filler H : IY → X
iff secY (W ) 6= ∅.
PROPOSITION 2 Suppose that p : X → B has the HLP w.r.t Y −then ∀ pair (F, h),
W has the SEP.
[Fix A ⊂ Y and let V be a halo of A in Y for which there exists a homotopy HV :
IV → X such that F |V = HV ◦ i0 and p ◦ HV = h|IV . To construct a homotopy
H : IY → X such that F = H ◦ i0 and p ◦ H = h, with H|IA = HV |IA, take V closed
(cf. HA2, p. 3-12) and using a haloing function π, put h(y, t) = h(y,min{1, π(y) + t}),
so h : IY → B. Define HV : i0Y ∪ IV → X by
 HV (y, 0) = F (y)HV (y, t) = HV (y, t) and define
F : Y → X by F (y) = HV (y, π(y)). Since p ◦ F = h ◦ i0, there is a continuous function
H : IY → X such that F = H ◦ i0 and p ◦ H = h. The rule
H(y, t) =
 HV (y, t) (0 ≤ t ≤ π(y))H(y, t− π(y)) (π(y) ≤ t ≤ 1)
then specifies a homotopy H : IY → X having the properties in question.]
Let Y be a class of topological spaces −then p : X → B is said to be a Y fibration
if ∀ Y ∈ Y, p : X → B has the HLP w.r.t. Y .
(H) Take for Y the class of topological spaces −then a Y fibration p : X → B is
called a Hurewicz fibration.
(S) Take for Y the class of CW complexes −then a Y fibration p : X → B is called
a Serre fibration.
Every Hurewicz fibration is a Serre fibration. The converse is false (cf. p. 4-8).
Observation: Let Y ∈ Y and suppose that p : X → B is a Y fibration −then any
inessential f ∈ C(Y,B) admits a lifting F ∈ C(Y,X).
[Note: It is thus a corollary that if B ∈ Y is contractible, then secB(X) is nonempty.]
Other possibilities suggest themselves. For example, one could consider p : X → B, where both X
and B are in CG, and work with the class Y of compactly generated spaces. This leads to the notion of
CG fibration. Any CG fibration is a Serre fibration. In general, if p : X → B is a Hurewicz fibration,
then kp : kX → kB is a CG fibration. Another variant would be to consider pointed spaces and pointed
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homotopies. Via the artifice of adding a disjoint base point (cf. p. 3-28), one sees that every pointed
Hurewicz fibration is a Hurewicz fibration. In the opposite direction, an f ∈ CB(X,Y ) is said to be a
fiberwise Hurewicz fibration if it has the fiber homotopy lifting property with repsect to all E in TOP/B.
Of course, if f is a Hurewicz fibration, then f is a fiberwise Hurewicz fibration. On the other hand, for any
X in TOP/B, the projection p : X → B is always a fiberwise Hurewicz fibration.
FACT Suppose that p : X → B is a Hurewicz fibration. Let E be a topological space with the ho-
motopy type of a compactly generated space −then a φ ∈ C(E,B) has a lifting E → X iff kφ ∈ C(kE, kB)
has a lifting kE → kX.
[The identity map kE → E is a homotopy equivalence.]
EXAMPLE For any topological space T , the projection B×T → B is a Hurewicz fibration. Take,
e.g., T = Dn, let X0 ⊂ B × Sn−1, and put X = B ×Dn −X0 −then the restriction to X of the projection
B ×Dn → B is a Hurewicz fibration.
EXAMPLE (Covering Spaces) A continuous function p : X → B is said to be a covering
projection if each b ∈ B has a neighborhood O such that XO is trivial with discrete fiber. Every covering
projection is a Hurewicz fibration.
[Note: A sheaf of sets F on B is locally constant provided that each b ∈ B has a basis B of neigh-
borhoods such that whenever, U , V ∈ B, with U ⊂ V , the restriction map F(V )→ F(U) is a bijection. If
p : X → B is a covering projection, then its sheaf of section ΓX is locally constant. Moreover, every locally
constant sheaf of sets F on B can be so realized.]
EXAMPLE Let X be the triangle in R2 with vertexes (0, 0), (1, 0), (0, 1) −then the vertical pro-
jection p : X → [0, 1] is a Hurewicz fibration but X is not locally trivial.
[Note: Ferry† has constructed an example of a Hurewicz fibration p : X → [0, 1] whose fibers are
connected n-manifolds but such that X is not locally trivial.]
LEMMA Let X be in TOP/B −then p : X → B is a Serre fibration iff it has the
HLP w.r.t. the [0, 1]n (n ≥ 0).
EXAMPLE Take X = {(x,−x) : 0 ≤ x ≤ 1} ∪
∞⋃
1
([0, 1] × {1/n}), B = [0, 1], and let p be the
vertical projection −then p is a Serre fibration but not a Hurewicz fibration.
[Note: p−1(0) and p−1(1) do not have the same homotopy type.]
EXAMPLE Let B be a topological space which is not compactly generated −then ΓB is not com-
pactly generated and the identity map kΓB → ΓB is a Serre fibration but not a Hurewicz fibration.
[For any compact Hausdorff space K, the arrow C(K, kΓB)→ C(K,ΓB) is a bijection.]
EXAMPLE Let B = [0, 1]ω , the Hilbert cube. Put X = B × B − ∆B and let p be the vertical
†Trans. Amer. Math. Soc. 327 (1991), 201-219; see also Husch, Proc. Amer. Math. Soc. 61 (1976),
155-156.
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projection, q the horizontal projection −then p : X → B is a Serre fibration. Moreover, B is an AR as are
the Xb (each being homeomophic to B × [0, 1[) but p : X → B is not a Hurewicz fibration.
[If so, then there would exist an s ∈ secB(X). Consider q ◦ s: It is a continous B → B without a fixed
point, contradicting Brouwer.]
Ungar† has shown that if X and B are compact ANRs of finite topological dimension, then a Serre
fibration p : X → B is necessarily a Hurewicz fibration.
The projection p : X → B is a Hurewicz fibration iff the commutative diagram
PX X
PB B
Pp
p0
p
p0
is a weak pullback square. Homeomorphisms are Hurewicz fibrations.
Maps with an empty domain are Hurewicz fibrations. The composite of two Hurewicz
fibrations is a Hurewicz fibration.
PROPOSITION 3 Let
 p1 : X1 → B1p2 : X2 → B2 be Hurewicz fibrations −then p1 × p2 :
X1 ×X2 → B1 ×B2 is Hurewicz fibration.
PROPOSITION 4 Let
X ′ X
B′ B
p′ p be a pullback square. Suppose that p is a
Hurewicz fibration −then p′ is a Hurewicz fibration.
Application: Let p : X → B be a Hurewicz fibration −then ∀ O ⊂ B, pO : XO → O is
a Hurewicz fibration.
PROPOSITION 5 Let p : X → B be a Hurewicz fibration −then for any LCH space
Y , the postcomposition arrow p∗ : C(Y,X) → C(Y,B) is a Hurewicz fibration (compact
open topology).
[Convert
E C(Y,X)
IE C(Y,B)
to
E × Y X
I(E × Y ) B
.]
†Pacific J. Math. 30 (1969), 549-553.
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Application: Let p : X → B be a Hurewicz fibration −then Pp : PX → PB is a
Hurewicz fibration.
PROPOSITION 6 Let i : A → X be a closed cofibration, where X is a LCH space
−then for any topological space Y , the precompostion arrow i∗ : C(X,Y )→ C(A,Y ) is a
Hurewicz fibration (compact open topology).
[Convert
E C(X,Y )
IE C(A,Y )
to
E ×X Y
I(E ×X) I(E ×A)
.]
Application: Let X be a topological space −then pt : PX → X (0 ≤ t ≤ 1) is a
Hurewicz fibration.
EXAMPLE Let i : A→ X be a closed cofibration, where X is a LCH space. Fix a0 ∈ A and put
x0 = i(a0) −then for any pointed topological space (Y, y0), the precomposition arrow i∗ : C(X,x0; Y, y0)→
C(A, a0;Y, y0) is a Hurewicz fibration (compact open topology).
[The commutative diagram
C(X,x0;Y, y0) C(X,Y )
C(A, a0;Y, y0) C(A,Y )
is a pullback square.]
FACT Let X be a topological space −then Π :
 PX → X ×Xσ → (σ(0), σ(1)) is a Hurewicz fibration. More-
over, X is locally path connected iff Π is open.
[Note: Fix x0 ∈ X −then the fiber of Π over (x0, x0) is ΩX, the loop space of (X,x0).]
STACKING LEMMA Given a topological space Y , let {Pi : i ∈ I} be a numerable
covering of IY −then there exists a numerable covering {Yj : j ∈ J} of Y and positive
real numbers ǫj (j ∈ J) such that ∀ t
′, t′′ ∈ [0, 1] with t′ ≤ t′′ & t′′ − t′ < ǫj , ∃ i ∈ I:
Yj × [t
′, t′′] ⊂ Pi.
[Let {ρi : i ∈ I} be a partition of unity on IY subordinate to {Pi : i ∈ I}. Put
J =
∞⋃
1
Ir. Take j ∈ J , say, j = (i1, . . . , ir) ∈ I
r, define πj ∈ C(Y, [0, 1]) by
πj(y) =
r∏
k=1
min
{
ρik(y, t) : t ∈
[
k − 1
r + 1
,
k + 1
r + 1
]}
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and set Yj = π
−1
j (]0, 1]), ǫj = 1/2r. Since Yj ⊂
r⋂
k=1
{
y : {y} ×
[
k − 1
r + 1
,
k + 1
r + 1
]
⊂ Pik
}
, the
ǫj will work. Moreover, due to the compactness of [0, 1], for each y ∈ Y there is: (1)
An index j ∈ Ir such that {y} ×
[
k − 1
r + 1
,
k + 1
r + 1
]
⊂ ρ−1ik (]0, 1]) (k = 1, . . . , r) and (2) A
neighborhood V of y such that IV meets but a finite number of the ρ−1i (]0, 1]). Therefore
{Yj : j ∈ J} =
∞⋃
1
{Yj : j ∈ I
r} is a σ-neighborhood finite cozero set covering of Y , hence
is numerable.]
LOCAL-GLOBAL PRINCIPLE Let X be in TOP/B. Suppose that O = {Oi : i ∈ I}
is a numerable covering of B such that ∀ i, pOi : XOi → Oi is a Hurewicz fibration −then
p : X → B is a Hurewicz fibration.
[Fix a topological space Y and a pair (F, h) of continuous functions
 F : Y → Xh : IY → B
such that p ◦ F = h ◦ i0. To establish the existence of an H : IY → X such that
F = H ◦ i0 and p ◦ H = h is equivalent to proving that secY (W ) 6= ∅ (cf. p. 4-6). For
this, we shall use the section extension theorem and show that W has the SEP, which
suffices. Set Pi = h
−1(Oi): {Pi : i ∈ I} is a numerable covering of IY and the stacking
lemma is applicable. Given j, put Wj = W |Yj, choose tk : 0 = t0 < t1 < · · · < tn = 1,
tk − tk−1 < ǫj, and select i accordingly: h(Yj × [tk−1, tk]) ⊂ Oi. The claim is that Wj
has the SEP. So let A ⊂ Yj, let V be a halo of A in Yj , and let HV : IV → X be a
homotopy such that F |V = HV ◦ i0 and p ◦ HV = hIV . With π a haloing function of
V , put Ak = π
−1([tk, 1]) (k = 1, . . . , n): Ak is a halo of Ak+1 in Yj and V is a halo
of A1 in Yj. Owing to Proposition 2, there exist homotopies Hk : Yj × [tk−1, tk] → X
having the following properties: p ◦ Hk = h|Yj × [tk−1, tk], Hk(y, tk−1) = Hk−1(y, tk−1)
(k > 1), H1(y, 0) = F (y), Hk|Al × [tk−1, tk] = HV |Ak × [tk−1, tk]. The Hk thus combine
to determine a homotopy H : IYj → X such that F |Yj = H ◦ i0, p ◦ H = h|IYj , and
H|IA = HV |IA.]
Application: Suppose that B is a paracompact Hausdorff space. Let X be in TOP/B.
Assume: X is locally trivial −then p : X → B is a Hurewicz fibration.
EXAMPLE Let B = L+, the long ray. Put X = {(x, y) ∈ L+ × L+ : x < y} and let p be the
vertical projection −then X is locally trivial but p : X → B is not a Hurewicz fibration.
FACT Let X be in TOP/B. Suppose that O = {Oi : i ∈ I} is an open covering of B such that ∀ i,
pOi : XOi → Oi is a Hurewicz fibration −then the projection p : X → B is a Y fibration, where Y is the
class of paracompact Hausdorff spaces.
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[Given Y ∈ Y and continuous functions
 F : Y → Xh : IY → B such that p ◦ F = h ◦ i0, consider the
pullback square
IY ×B X X
IY B
p
h
, observing that IY ∈ Y.]
[Note: It follows that p : X → B is a Serre fibration.]
Let f : X → Y be a continuous function −then the mapping track Wf of f is defined
by the pullback square
Wf py
X Y
p0
f
. Special case: ∀ y0 ∈ Y , the mapping track
of the inclusion {y0} → Y is the mapping space ΘY of (Y, y0). There is a projection
p : Wf → X, a homotopy G : Wf → PY , and a unique continuous function s : X → Wf
such that p ◦ s = idX and G ◦ s = j ◦ f (j : Y → PY ). One has s ◦ p ≃
X
idWf . The
composition p1 ◦ G is a projection q : Wf → Y and f = q ◦ s.
[Note: The mapping track is a functor TOP(→)→ TOP.]
LEMMA p is a Hurewicz fibration and Wf is fiberwise contractible over X.
LEMMA q is a Hurewicz fibration.
[To construct a filler for
E Wf
IE Y
i0
Φ
q
h
, write Φ(e) = (xe, τe) :
 xe ∈ Xτe ∈ PY &
f(xe) = τe(0), and define H : IE →Wf by H(e, t) = (xe, h(e, t)), where
h(e, t)(T ) =
 τe(2T (2− t)−1) (T ≤ 1− t/2)h(e, 2T + t− 2) (T ≥ 1− t/2) .]
PROPOSITION 7 Every morphism in TOP can be written as the composite of a
homotopy equivalence and a Hurewicz fibration.
FACT Let f : X → Y be a continuous function −then f can be factored as f =
 Φ ◦ kΨ ◦ l , where
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 ΦΨ is a Hurewicz fibration,
 kl is a clsoed cofibration, and
 kΨ is a homotopy equivalence.
[Per Proposition 7, write f = q ◦ s, form S = Is(X) ∪Wf×]0, 1] ⊂ IWf , and let ω : IWf → [0, 1]
be the projection. The restriction to S of the Hurewicz fibration IWf → Wf is a Hurewicz fibration, call
it p. Proof: Given continous functions
 F : Y → Sh : IY → Wf such that p ◦ F = h ◦ i0, consider H : IY → S,
where H(y, t) = (h(y, t), t+ (1− t)ω(F (y))). Next, if k : X → S is defined by k(x) = (s(x), 0), then k(X)
is both a strong deformation retract of S and a zero set in S (being (ω|S)−1(0)). Therefore k is a closed
cofibration (cf. §3, Proposition 10). And: f = q ◦ p ◦ k. To derive the other factorization, write f = r ◦ i
(cf. §3, Proposition 16) and decompose r as above.]
Let X be in TOP/B. Define λ : PX →Wp by σ → (σ(0), p ◦ σ).
PROPOSITION 8 The projection p : X → B is a Hurewicz fibration iff λ has a right
inverse Λ.
[Note: Λ is called a lifting function.]
FACT Let p : X → B be a Hurewicz fibration. Suppose that A is a subspace of X for which there
exists a fiber preserving retraction r : X → A −then the restriction of p to A is a Hurewicz fibration A→ B.
EXAMPLE Let X be a nonempty compact subspace of Rn. Realize ΓX in Rn+1 by writing
ΓX =
⋃
x
{(t, tx) : 0 ≤ t ≤ 1}, so Γ2X is
⋃
x
{(s, st, stx) : 0 ≤ s ≤ 1 & 0 ≤ t ≤ 1}, a subspace of
Rn+2. Claim: The projection p :
 Γ
2X → [0, 1]
(s, st, stx)→ s
is a Hurewicz fibration. To see this, consider
[0, 1] × ΓX =
⋃
x
{(s, t, tx) : 0 ≤ s ≤ 1 & 0 ≤ t ≤ 1} with projection (s, t, tx) → s and define a fiber
preserving retraction r : [0, 1] × ΓX → Γ2X by r(s, t, tx) =
 (s, s, sx) (t ≥ s)(s, t, tx) (t ≤ s) . the fibers of p over
the points in ]0, 1] can be identified with ΓX, while p−1(0) = ∗.
[Note: If X is the Cantor set, then ΓX is not an ANR.]
Let X be in TOP/B −then there is a morphism
X Wp
B
p
γ
q
. Here, in a
change of notation, γ sends x to (x, j(p(x))), j : B → PB the embedding.
PROPOSITION 9 Suppose that p : X → B is a Hurewicz fibration −then γ : X →
Wp is a fiber homotopy equivalence.
[Choose a lifting function Λ : Wp :→ PX. Define a fiber homotopy H : IX → X by
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H(x, t) = Λ(γ(x))(t) and a fiber homotopy G : IWp →Wp by G((x, τ), t) = (Λ(x, τ)(t), τt)
(τt(T ) = τ(t+ T − tT )) −then it is clear that the assignment (x, τ)→ Λ(x, τ)(1) is a fiber
homotopy inverse for γ.]
Application: The fibers of a Hurewicz fibration over a path connected base have the
same homotopy type.
[Note: This need not be true if “Hurewicz” is replaced by “Serre” (cf. p. 4-8). It can
also fail if “path connected” is weakened to “connected”. Indeed, for a connected B whose
path components are singletons, every p : X → B is a Hurewicz fibration.]
A Hurewicz fibration p : X → B is said to be regular if the morphism
X Wp
B
p
γ
q
has a
left inverse Γ in TOP/B.
FACT The Hurewicz fibration p : X → B is regular iff there exists a lifting function Λ0 :Wp → PX
with the property that Λ0(x, τ ) ∈ j(X) whenever τ ∈ j(B).
[Given a left inverse Γ for γ, consider the lifting function Λ0 : Wp → PX defined by Λ0(x, τ )(t) =
Γ(x, τt), where τt(T ) = τ (tT ).]
FACT The Hurewicz fibration p : X → B is regular iff every commutative diagram
Y X
IY B
i0
F
p
h
admits a filler H : IY → X such that H is stationary with h, i.e., h|I{y0} constant =⇒ H |I{y0} constant.
[Note: The local-global principle is valid in the regular situation (work with a suitable subspace of
W to factor in the stationary condition).]
A sufficient condintion for the regularity of the Hurewicz fibration p : X → B is that j(B) be a
zero set on PB. Thus let φ ∈ C(PB, [0, 1]): j(B) = φ−1(0). Define Φ ∈ C(PB,PB) by Φ(τ )(t) = τ (t/φ(τ )) (t < φ(τ ))τ (1) (φ(τ ) ≤ t ≤ 1) . Take any lifting function Λ and put Λ0(x, τ )(t) = Λ(x,Φ(τ ))(φ(τ )t) to
get a lifting function Λ0 :Wp → PX with the property that Λ0(x, τ ) ∈ j(X) whenever τ ∈ j(B). Example:
j(B) is a zero set in PB if ∆B is a zero set in B × B, e.g., if the inclusion ∆B → B × B is a closed
cofibration, a condition satisfied by a CW complex or a metrizable topological manifold (cf. p. 3-15).
EXAMPLE Let B = [0, 1]/[0, 1[ −then the Hurewicz fibration p0 : PB → B is not regular.
FACT Suppose that p : X → B is a regular Hurewicz fibration −then ∀ x0 ∈ X, p : (X,x0)→ (B, b0)
is a pointed Hurewicz fibration (b0 = p(x0)).
Let X be in TOP/B −then the projection p : X → B is said to have the slicing structure property if
there exists an open covering O = {Oi : i ∈ I} of B and continuous functions si : Oi ×XOi → XOi (i ∈ I)
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such that si(p(x), x) = x and p ◦ si(b, x) = b. Note that p is necessarily open. Example: X locally trivial
=⇒ p : X → B has the slicing structure property (but not conversely).
Observation: Suppose that p : X → B has the slicing structure property −then ∀ i, pOi : XOi → Oi
is a regular Hurewicz fibration.
[Consider the lifting function Λi defined by Λi(x, τ )(t) = si(τ (t), x).]
So, if p : X → B has the slicing structure property, then p : X → B must be a Serre fibration and is
even a regular Hurewicz fibration provided that B is a paracompact Hausdorff space.
FACT Let X be in TOP/B, where B is uniformly locally contractible. Assume: The projection
p : X → B is a regular Hurewicz fibration −then p has the slicing structure property.
Application: Suppose that B is a uniformly locally contractible paracompact Hausdorff space. Let X
be in TOP/B −then the projection p : X → B is a regular Hurewicz fibration iff p has the slicing structure
property.
[Note: It therefore follows that if B is a CW complex or a metrizable topological manifold, then the
Hurewicz fibrations with base B are precisely the p : X → B which have the slicing structure property.]
FACT Let p : X → B be a Serre fibration, where X and B are CW complexes −then p is a CG
fibration.
[An open subset of a CW complex is homeomorphic to a retract of a CW complex (cf. p. 5-12).]
[Note: If X ×B is compactly generated, the p is a Hurewicz fibration.]
Cofibrations are embeddings (cf. p. 3-3). By analogy, one might expect that surjec-
tive Hurewicz fibrations are quotient maps. However, this is not true in general. Example:
Take X = Q (discrete topology), B = Q (usual topology), p = idQ −then p : X → B is a
surjective Hurewicz fibration but not a quotient map.
PROPOSITION 10 Let p : X → B be a Hurewicz fibration. Assume: p is surjective
and B is locally path connected −then p is a quotient map.
[Consider the commutative diagram
PX Wp
X B
p1
λ
q
p
. Since λ and p1 have right
inverses, they are quotient, so p is quotient iff q is quotient. Take a nonempty subset
O ⊂ B: WO is open in Wp. Fix b ∈ O, x ∈ Xb, and choose a neighborhood Ob of
b : ({x} × POb) ∩Wp ⊂ WO. The path component O0 of Ob containing b is open. Given
b0 ∈ O0, ∃ τ ∈ POb connecting b and b0. But (x, τ) ∈ WO =⇒ b0 = q(x, τ) ∈ O =⇒
O0 ⊂ O. Therefore O is open in B, hence q is quotient.]
Application: Every connected locally path connected nonempty space B is the quo-
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tient of a contractible space.
[Fix b0 ∈ B and consider the mapping space ΘB of (B, b0) with projection τ → τ(1).]
Let p : X → B be a Hurewicz fibration −then for any path component A of X, p(A) is
a path component of B and A→ p(A) is a Hurewicz fibration. Therefore p(X) is a union
of path components of B. So, if B is path connected andX is nonempty, then p is surjective.
FACT Let p : X → B be a Hurewicz fibration. Assume: B is path connected and Xb is path
connected for some b ∈ B −then X is is path connected.
[Note: The fibers of a Hurewicz fibration p : X → B need not be path connected but if X is path
connected, then an two path components of a given fiber have the same homotopy type.]
FACT Suppose that B is path connected −then B is locally path connected iff every Hurewicz
fibration p : X → B is open.
PROPOSITION 11 Let p : X → B be a Hurewicz fibration. Suppose that the
inclusion O → B is a closed cofibration −then the inclusionXO → X is a closed cofibration.
[Fix a Strøm structure (φ,Φ) on (B,O). Let H : IX → X be a filler for the commu-
tative diagram
X X
IX B
i0
idX
p
h
, where h = Φ ◦ Ip. Define a Strøm structure (ψ,Ψ) on
(X,XO) by ψ = φ ◦ p, Ψ(x, t) = H(x,min{t, ψ(x)}).]
Application: Let p : X → B be a Hurewicz fibration. Let A be a subspace of X and
suppose that the inclusion A→ X is a closed cofibration. View A as an object in TOP/B
with projection pA = p|A −then the inclusion WpA →Wp is a closed cofibration.
EXAMPLE Let (X,x0) be a pointed space. Assume: The inclusion {x0} → X is a closed cofibra-
tion −then Proposition 11 implies that the inclusion j : ΩX → ΘX is a closed cofibration. Call θ the con-
tinuous function ΓΩX → ΘX that sends [σ, t] to σt, where σt(T ) = σ(tT ). The arrow i:
 ΩX → ΓΩXσ → [σ, 1]
is a closed cofibration and θ ◦ i = j. Consider the commutative diagram
ΩX ΓΩX
ΩX ΘX
i
θ
j
. Because
ΓΩX and ΘX are contractible, it follows from §3, Proposition 14 that the arrow (idΩX , θ) is a homotopy
equivalence in TOP(→).
LEMMA Let φ ∈ C(Y, [0, 1]) : A = φ−1(0) is a strong deformation retract of Y .
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Suppose that p : X → B is a Hurewicz fibration −then every commutative diagram
A X
Y B
i
g
p
f
has a filler F : Y → X.
[Fix a retraction r : Y → A and a homotopy Φ : IY → Y between i ◦ r and idY rel
A. Define a homotopy h : IY → Y by h(y, t) =
 Φ(y, t/φ(y)) (t < φ(y))Φ(y, 1) (t ≥ φ(y)) Since p is
a Hurewicz fibration, there exists a homotopy H : IY → X such that g ◦ r = H ◦ i0 and
p ◦ H = f ◦ h. Take for F : Y → X the continuous function y → H(y, φ(y)).]
[Note: The hypotheses on A are realized when the inclusion i : A → Y is both a
homotopy equivalence and a closed cofibration (cf. §3, Proposition 5).]
FACT Let i : A → Y be a continuous function with a closed image −then i is both a homotopy
equivalence and a closed cofibration iff every commutative diagram
A X
Y B
i p , where p is a Hurewicz
fibration, has a filler Y → X.
[First take X = PB, p = p0 to see that i is a closed cofibration. Next, identify A with i(A) and
produce a retraction r : Y → A from a filler for
A A
Y ∗
i
idA
. Finally, consider
A PY
Y Y × Y
i
j
Π
ρ
where ρ(y) = (y, r(y)) (Π as on p. 4-10).]
FACT Let p : X → B be a continuous function −then p is a Hurewicz fibration iff every commuta-
tive diagram
A X
Y B
i p , where i is both a homotopy equivalence and a closed cofibration, has a filler
Y → X.
FACT Let
X0 X1 · · ·
Y0 Y1 · · ·
be a commutative ladder of topological spaces. Assume:
∀ n, the horizontal arrows
 Xn ← Xn+1Yn ← Yn+1 are Hurewicz fibrations and the vertical arrows φn : Xn → Yn
are homotopy equivalences −then the induced map φ : limXn → lim Yn is a homotopy equivalence.
[The mapping cylinder is a functor TOP(→)→ TOP, so there is an arrow πn :Mφn+1 →Mφn . Use
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§3, Proposition 17 to construct a commutative triangle
X0 X0
Mφ0
i
id
r0
. The lemma then provides
a filler r1 : Mφ1 → X1 for
X1 X1
Mφ1 X0
i
id
r0 ◦π0
, hence, by induction, a filler fn+1 : Mφn+1 → Xn+1 for
Xn+1 Xn+1
Mφn+1 Xn
i
id
rn ◦πn
. Give the composite Yn
j→ Mφn rn−→ Xn a name, say, ψn and take limits to get
a left homotopy inverse ψ for φ.]
PROPOSITION 12 Let A be a closed subspace of Y and assume that the inclusion
A → Y is a cofibration. Suppose that p : X → B is a Hurewicz fibration −then every
commutative diagram
i0Y ∪ IA X
IY B
F
p
h
has a filler H : IY → X.
[Quote the lemma: i0Y ∪ IA is a strong deformation retract of IY (cf. p. 3-6) and
i0Y ∪ IA is a zero set in IY .]
Application: Let p : X → B be a Hurewicz fibration, where B is a LCH space.
Suppose that the inclusion O → B is a closed cofibration −then the arrow of restriction
secB(X)→ secO(XO) is a Hurewicz fibration.
EXAMPLE (Vertical Homotopies) Let p : X → B be a Hurewicz fibration. Suppose that
s′, s′′ ∈ secB(X) are homotopic −then s′, s′′ are vertically homotopic.
[Take any homotopy H : IB → X between s′ and s′′. Define G : IB → X by G(b, t) = H(b, 2t) (0 ≤ t ≤ 1/2)s′′ ◦ p ◦ H(b, 2− 2t) (1/2 ≤ t ≤ 1) . Since p ◦ G(b, t) = p ◦ G(b, 1 − t), it follows that p ◦ G is
homotopic rel B × {0, 1} to the projection B × [0, 1]→ B.]
LEMMA Let A be a closed subspace of Y and assume that the inclusion A → Y is
a cofibration. Suppose that p : X → B be a Hurewicz fibration. Let F : i0Y ∪ IA → X
be a continuous function such that ∀ a ∈ A: p ◦ F (a, t) = p ◦ F (a, 0) (0 ≤ t ≤ 1) −then
there exists a continuous function H : IY → X which extends F such that ∀ y ∈ Y :
p ◦ H(y, t) = p ◦ H(y, 0) (0 ≤ t ≤ 1).
[Choose φ ∈ C(Y, [0, 1]): A = φ−1(x) and fix a retraction r : IY → i0Y ∪ IA. Put
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f = p ◦ F ◦ r. Define G ∈ C(IY, PB) as follows:
G(y, t)(T ) =

f(y, (tφ(y)− T (2− φ(y)))/φ(y)) (0 ≤ T ≤ tφ(y)/2 & φ(y) 6= 0)
f(y, t) (0 ≤ T ≤ tφ(y)/2 & φ(y) = 0)
f(y, tφ(y)− T ) (tφ(y)/2 ≤ T ≤ tφ)y))
f(y, 0) (tφ(y) ≤ T ≤ 1)
Take a lifting function Λ : Wp → PX and set H(y, t) = Λ(F ◦ r(y, t), G(y, t))(tφ(y)).]
LIFTING PRINCIPLE Let p : X → B be a Hurewicz fibration. Let A be a subspace
of X and suppose that the inclusion A→ X is a closed cofibration. View A as an object in
TOP/B with projection pA = p|A and assume that pA : A→ B is a Hurewicz fibration. Let
ΛA : WpA → PA be a lifting function −then there exists a lifting function ΛX : Wp → PX
such that ΛX |WpA = ΛA.
[The inclusion WpA →Wp is a closed cofibration (cf. p. 4-16). Therefore the inclusion
i0Wp ∪ IWpA → IWp is a closed cofibration (cf. p. 3-7 or §3, Proposition 7). Fix a lifting
function Λ : Wp → PX. Define a continuous function F : i0IWp ∪ I(i0Wp ∪ IWpA) → X
by
F ((x, τ), t, T ) =

Λ(x, τ)(t) (T = 0 & (x, τ) ∈Wp)
x (t = 0 & (x, τ) ∈Wp)
ΛA(a, τ)(t) (0 ≤ t ≤ T & (a, τ) ∈WpA)
Λ(ΛA(a, τ)(T ), τ ∗ T )(t− T ) (T ≤ t ≤ 1 & (a, τ) ∈WpA)
Here, τ ∗ T (t)
 τ(t+ T ) (t ≤ 1− T )τ(1) (t ≥ 1− T ) . Apply the lemma to get a continuous func-
tion H : I2Wp → X which extends F such that ∀ ((x, τ), t) ∈ IWp: p ◦ H((x, τ)t, T ) =
p ◦ H((x, τ)t, 0). Put ΛX(x, τ)(t) = H((x, τ), t, 1) −then ΛX : Wp → PX is a lifting func-
tion that restricts to ΛA.]
PROPOSITION 13 Let X be in TOP/B. Suppose that X = A1 ∪ A2, where A1A2 are closed and the inclusions A0 = A1 ∩A2 →
 A1A2 are cofibrations. Assume: p1 = pA1 : A1 → Bp2 = pA2 : A2 → B & p0 = pA0 : A0 → B are Hurewicz fibrations −then p : X → B
is a Hurewicz fibration.
[Choose a lifting function Λ0 : WWp0 → PA0. Use the lifting principle to secure lift-
ing functions
 Λ1 : Wp1 → PA1Λ2 : Wp2 → PA2 such that
 Λ1|Wp0 = Λ0Λ2|Wp0 = Λ0 Define a lifting function
Λ : Wp → PX by Λ(x, τ) =
 Λ1(x, τ) ((x, τ) ∈Wp1)Λ2(x, τ) ((x, τ) ∈Wp2) and cite Proposition 8.]
FACT (Mayer-Vietoris Condition) Suppose that B = B1 ∪ B2, where
 B1B2 are closed
and the inclusions B0 = B1 ∩ B2 →
 B1B2 are cofibrations. Let
 X1 → B1X2 → B2 be Hurewicz fibrations.
Assume:
 X1|B0X2|B0 have the same fiber homotopy type −then there exists a Hurewicz fibration X → B
such that
 X1 & X|B1X2 & X|B2 have the same fiber homotopy type.
FACT Let
X0 B0 Y0
X B Y
p0 q0
p q
be a commutative diagram in which the vertical arrows
are inclusions and closed cofibrations. Assume that the projections
 p0p are Hurewicz fibrations −then
the induced map X0 ×B0 Y0 → X ×B Y is a closed cofibration.
[The inclusion p−1(B0) → X is a closed cofibration (cf. Proposition 11). Since X0 is contained in
p−1(B0) and since the inclusion X0 → X is a closed cofibration, the inclusion X0 → p−1(B0) is a closed
cofibration (cfl §3, Proposition 9). Proposition 13 then implies that the arrow i0p−1(B0) ∪ IX0 → B0 is a
Hurewicz fibration. Consequently, (cf. Proposition 12), the commutative diagram
i0p
−1(B0) ∪ IX0 i0p−1(B0) ∪ IX0
Ip−1(B0) B0
id
has a filler r : Ip−1(B0) → i0p−1(B0) ∪ IX0. Therefore the inclusion X0 ×B0 Y0 → p−1(B0) ×B Y0 is a
closed cofibration. On the other hand, the projection X×B Y → Y is a Hurewicz fibration (cf. Proposition
4) and the inclusion Y0 → Y is a closed cofibration, so the inclusion p−1(B0)×B Y0 → X ×B Y is a closed
cofibration (cf. Proposition 11).]
Application: Consider the 2-sink X
p→ B q← Y , where p : X → B is a Hurewicz fibration. Assume:
The inclusions ∆X → X × X, ∆B → B × B, ∆Y → Y × Y are closed cofibrations −then the diagonal
embedding X ×B Y → (X ×B Y )× (X ×B Y ) is a closed cofibration.
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Let X
p
→ B
q
← Y be a 2-sink −then the fiber join X ∗B Y is the double mapping
cylinder of the 2-source X
ξ
← X ∗B Y
η
→ Y . The fiber homotopy type of X ∗B Y depends
only on the fiber homotopy types of X and Y . There is a projection X ∗B Y → B and the
fiber over b is Xb ∗ Yb. Examples: (1) The fiber join of X
p
→ B ← B × {0} is ΓBX, the
fiber cone of X; (2) The fiber join of X
p
→ B ← B × {0, 1} is ΣBX, the fiber suspension
of X; (3) The fiber join of B × T1 → B ← B × T2 is B × (T1 ∗ T2); (4) The fiber join of
{b0} → B
p
← X is the mapping cone Cb0 of the inclusion Xb0 → X.
Let X be in TOP/B −then ΓBX can be identified with the mapping cylinder Mp and ΣBX an be
identified with the double mapping cylinder Mp,p
LEMMA Let f ∈ CB(X,Y ). Suppose that
 p : X → Bq : Y → B are Hurewicz fibrations
−then the projections π :Mf → B is a Hurewicz fibration.
[Fix lifting functions
 ΛX : Wp → PXΛY :Wq → PY . Define a lifting function Λ : Wπ → PMf
as follows: Given ((x, t), τ) ∈ IX ×B PB, put
Λ((x, t), τ)(T ) =

(ΛX(x, τ)(T ), (t − 1/2)(1 + T ) + (1− T )/2) (1/2 ≤ t ≤ 1)
(ΛX(x, τ)(T ), t − T/2) (0 ≤ t ≤ 1/2 & T ≤ 2t)
ΛY (f(ΛX(x, τ)(2t)), τ2t)(T − 2t) (0 ≤ t ≤ 1/2 & T ≥ 2t),
where τ2t(T ) = τ(min{2t+ T, 1}), and give (y, τ) ∈ Y ×B PB, put Λ(y, τ) = ΛY (y, τ).]
PROPOSITION 14 Suppose that
 p : X → Bq : Y → B are Hurewicz fibrations −then the
projection X ∗B Y → B is a Hurewicz fibration.
[Consider the pushout square
X ×B Y Mη
Mξ X ∗B Y
(cf. p. 3-24). Here, the ar-
rows X×B Y →
 MηMξ → X ∗B Y are closed cofibrations and the projections X×B Y →
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B,
 MηMξ → B are Hurewicz fibrations. That the projection X ∗B Y → B is a Hurewicz
fibration is therefore a consequence of Proposition 13.]
Application: Let p : X → B be a Hurewicz fibration−then the projections
 ΓBX → BΣBX → B
are Hurewicz fibrations.
Let X
p→ B q← Y be a 2-sink, where p is a Hurewicz fibration. There is a commutative diagram
X B Y
X B Wq
p q
γ
p
and γ is a homotopy equivalence, thus the induced map X×B Y → X×BWq
is a homotopy equivalence (cf. p. 4-26). Consideration of
X X ×B Y Y
X X ×B Wq Y
then leads
to a homotopy equivalence X ∗B Y → X ∗B Wq (cf. p. 3-26). Example: ∀ b0 ∈ B, X ∗B ΘB and Cb0 have
the same homotopy type.
Assume in addition that q is a closed cofibration and define P by the pushout square
X ×B Y Y
X P
ξ
η
−then Proposition 11 implies that ξ is a closed cofibration. Therefore the arrow X ∗B Y → P of §3, Propo-
sition 18 is a homotopy equivalence. Example ∀ b0 ∈ B such that the inclusion {b0} → B is a closed
cofibration, ΘB ∗B ΘB and ΘB/ΩB have the same homotopy type.
PROPOSITION 15 Suppose that
 p : X → Bq : Y → B are Hurewicz fibrations. Let φ ∈
CB(X,Y ). Assume that φ is a homotopy equivalence −then φ is a homotopy equivalence
in TOP/B.
[This is the analog of §3, Proposition 13. It is a special case of Proposition 16 below.]
Application: Let p : X → B be a homotopy equivalence −then Wp is fiberwise con-
tractible.
[Write p = q ◦ γ: p and γ are homotopy equivalences, thus so is q.]
[Note: Similar reasoning leads to another proof of Proposition 9.]
EXAMPLE Let p : X → B be a Hurewicz fibration. View PX as an object in TOP/Wp with
projection λ : PX →Wp −then PX is fiberwise contractible.
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FACT Let p : X → B be a continuous function −then p is both a homotopy equivalence and a
Hurewicz fibration iff every commutative diagram
A X
Y B
i p , where i is a closed cofibration, has a
filler Y → X.
[To discuss the necessity, use Proposition 12, noting that X is fiberwise contractible, hence ∃ s ∈
secB(X): s ◦ p ≃
B
idX .]
Application: Let
X ′ X
B′ B
p′ p be a pullback square. Suppose that p is a Hurewicz fibration and
a homotopy equivalence −then p′ is a Hurewicz fibration and a homotopy equivalence.
FACT Let i : A→ Y be a continuous function −then i is a closed cofibration iff every commutative
diagram
A X
Y B
i p , where p is both a homotopy equivalence and a Hurewicz fibration, has a filler
Y → X.
[To establish the sufficiency, first consider
A PX
Y X
i p0 to see that i is a cofibration. Taking i
to be an inclusion, put X = IA ∪ Y× ]0, 1] −then the restriction to X of the Hurewicz fibration IY → Y
is a Hurewicz fibration (cf. p. 4-13), call it p. Since p is also a homotopy equivalence, the commutative
diagram
A X
Y Y
i p has a filler f : Y → X (a → (a, 0) (a ∈ A)), therefore A is a zero set in Y , thus
is closed.]
FACT Let X
p→ B q← Y be a 2-sink, where p : X → B is a Hurewicz fibration. Denote by W∗
the mapping track of the projection X∗BY → B −thenX∗BWq andW∗ have the same fiber homotopy type.
LEMMA Suppose that ξ ∈ CB(X,E) is a fiberwise Hurewicz fibration. Let f ∈
C(X,X): ξ ◦ f = ξ & f ≃
B
idX −then ∃ g ∈ C(X,X) : ξ ◦ g = ξ & f ◦ g ≃
E
idX .
[Let H : IX → X be a fiber homotopy with H ◦ i0 = f and H ◦ i1 = idX ; let
G : IX → X be a fiber homotopy with G ◦ i0 = idX and ξ ◦ G = ξ ◦ H. Define
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F : IX → X by F (x, t) =
 f ◦ G(x, 1 − 2t) (0 ≤ t ≤ 1/2)H(x, 2t− 1) (1/2 ≤ t ≤ 1) and put
k((x, t), T ) =
 ξ ◦ G(x, 1 − 2t(1− T )) (0 ≤ t ≤ 1/2)ξ ◦ H(x, 1 − 2(1− t)(1− T )) (1/2 ≤ t ≤ 1)
to get a fiber homotopy k : I2X → E with ξ ◦ F = k ◦ i0. Choose a fiber homotopy
K : I2X → X such that F = K ◦ i0 and ξ ◦K = k. Write K(t,T ) : X → X for the function
x → K((x, t), T ). Obviously, K(0,0) ≃ K(0,1) ≃ K(1,1) ≃ K(1,0) all fiber homotopies being
over E. Set g = G ◦ i1 −then f ◦ g = F ◦ i0 = K(0,0) ≃
E
K(1,0) = F ◦ i1 = idX .]
[Note: Take B = ∗, E = B, ξ = p, so p : X → B is a Hurewicz fibration −then the
lemma asserts that ∀ f ∈ CB(X,X), with f ≃ idX , ∃ g ∈ CB(X,X): f ◦ g ≃
B
idX .]
PROPOSITION 16 Suppose that
 ξ ∈ CB(X,E)η ∈ CB(Y,E) are fiberwise Hurewicz fibra-
tions. Let φ ∈ C(X,Y ) : η ◦ φ = ξ. Assume that φ is a homotopy equivalence in TOP/B
−then φ is a homotopy equivalence in TOP/E.
[Since ξ is a fiberwise Hurewicz fibration, there exists a fiber homotopy inverse ψ :
Y → X for φ with ξ ◦ ψ = η, thus, from the lemma, ∃ ψ′ ∈ C(Y, Y ) : η ◦ ψ′ = η &
φ ◦ ψ ◦ ψ′ ≃
E
idY . This says that φ
′ = ψ ◦ ψ′ is a homotopy right inverse for φ over
E. Repeat the argument with φ replaced by φ′ to conclude that φ′ has a right homotopy
inverse φ′′ over E, hence that φ′ is a homotopy equivalence in TOP/E or still, that φ is a
homotopy equivalence in TOP/E.]
[Note: To recover Proposition 15, take B = ∗, E = B, ξ = p, and η = q.]
PROPOSITION 17 Suppose given a commutative diagram
X B
Y A
φ
p
ψ
q
in which
 pq are Hurewicz fibrations and
 φψ are homotopy equivalences −then (φ,ψ) is a
homotopy equivalence in TOP(→).
[This is the analog of §3, Proposition 14.]
Let X
f
→ Z
g
← Y be a 2-sink −then the double mapping track Wf,g of f, g is defined
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by the pullback square
Wf,g PZ
X × Y Z × Z
p0 p1
f×g
. The homotopy type of Wf,g depends
only on the homotopy classes of f and g and Wf,g is homeomorphic to Wg,f . There are
Hurewicz fibrations
 p : Wf,g → Xq : Wf,g → Y . The diagram
Wf,g Y
X Z
p
q
g
f
is homotopy com-
muatative and if the diagram
W Y
X Z
ξ
η
g
f
is homotopy commutative, then there exists a
φ : W →Wf,g such that
 ξ = p ◦ φη = q ◦ φ .
[Note: The commutative diagram
Wf,g Y
Wf Z
g
q
is a pullback square (f = q ◦ s).]
FACT Let X
f→ Z g← Y be a 2-sink −then the assignment (x, y, τ ) → (τ (1/2) defines a Hurewicz
fibration Wf,g → Z.
[Let
 W
+
f = {(x, τ ) : f(x) = τ (0), τ ∈ C([0, 1/2], Z)}
W−g = {(y, τ ) : g(x) = τ (1), τ ∈ C([1/2, 1], Z)}
. The projections
 W
+
f → Z
(x, τ )→ τ (1/2)
,
 W
−
g → Z
(y, τ )→ τ (1/2)
are Hurewicz fibrations and the commutative diagram
Wf,g W
−
g
W+f Z
is a pull-
back square.]
Every 2-sink X
f
→ Z
g
← Y determines a pullback square
P Y
X Z
ξ
η
g
f
and there
is an arrow φ : P → Wf,g characterized by the conditions
 ξ = p ◦ φη = q ◦ φ & P φ→ Wf,g →
PZ =

j ◦ f ◦ ξ
j ◦ g ◦ η
.
PROPOSITION 18 If f is a Hurewicz fibration, then φ : P → Wf,g is a homotopy
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equivalence in TOP/Y.
[Use Proposition 9 and the fact that the pullback of a fiber homotopy equivalence is a
fiber homotopy equivalence.]
Application: Let p : X → B is a Hurewicz fibration. Suppose that
 Φ′1Φ′2 ∈ C(B′, B)
are homotopic −then
 X ′1X ′2 have the same homotopy type over B′.
For example, under the assumption that p : X → B is a Hurewicz fibration, if
Φ′ : B′ → B is homotopic to the constant map B′ → b0, then X
′ is fiber homotopy
equivalent to B′ ×Xb0 .
FACT Suppose that p : X → B is a Hurewicz fibration. Let Φ′ : B′ → B be a homotopy equivalence
−then the arrow X ′ → X is a homotopy equivalence.
Denote by |id,∆|TOP the comma category corresponding to the identity functor id on TOP×TOP
and the diagonal functor ∆ : TOP→ TOP×TOP. So, an object in |id,∆|TOP is a 2-sink X
f→ Z g← Y
and a morphism of 2-sinks is a commutative diagram
X Z Y
X ′ Z′ Y ′
f g
f ′ g′
. The double mapping
track is a functor |id,∆|TOP → TOP. It has a left adjoint TOP→ |id,∆|TOP, viz. the functor that sends
X to the 2-sink X
i0→ IX i1← X.
FACT Let
X Z Y
X ′ Z′ Y ′
f g
f ′ g′
be a commutative diagram in which the vertical arrows
are homotopy equivalences −then the arrow Wf,g → Wf ′,g′ is a homotopy equivalence.
Application: Suppose that
 p : X → Bp′ : X ′ → B′ are Hurewicz fibrations. Let
 g : Y → Bg′ : Y ′ → B′ be con-
tinuous functions. Assume that the diagram
X B Y
X ′ B′ Y ′
p g
p′ g′
commutes and that the vertical
arrows are homotopy equivalences −then the induced map X×B Y → X ′×B′ Y ′ is a homotopy equivalence.
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EXAMPLE Suppose given a commutative diagram
X B
Y A
φ
p
ψ
q
in which
 pq are Hurewicz
fibrations and
 φψ are homotopy equivalences −then ∀ b ∈ B, the induced map Xb → Yψ(b) is a homo-
topy equivalence.
[Note: Let f : X → Y be a homotopy equivalence, fix x0 ∈ X and put y0 = f(x0), form the commu-
tative diagram
ΘX X {x0}
ΘY Y {y0}
p1 g
p1
, and conclude that the arrow ΩX → ΩY is a homotopy
equivalence.]
Given a 2-sink X
p→ B q← Y , let X BY be the double mapping cylinder of the 2-source X ←Wp,q →
Y . It is an object in TOP/B with projection
 x→ p(x)y → q(y) , ((x, y, τ ), t)→ τ (t).
FACT There is a homotopy equivalence X BY
φ→Wp ∗B Wq.
[Define φ by
 φ(x) = γ(x)φ(y) = γ(y) & φ((x, y, τ ), t) = ((x, τt), (y, τ t), t), where τt(T ) = τ (tT ) and τ t(T ) =
τ (tT + 1− T ).]
[Note: More is true if p : X → B is a Hurewicz fibration: X BY and X ∗B Y have the same
homotopy type. Indeed, Wp ∗B Wq has the same fiber homotopy type as X ∗B Wq which in turn has the
same homotopy type as X ∗B Y (cf. p. 4-21 ff.).]
Application: ∀ b0 ∈ B, ΣΩB and ΘB ∗B ΘB have the same homotopy type.
[Note: The suspension is taken in TOP, not TOP∗.]
Given f ∈ CB(X,Y ), let W be the subspace of X × PY consisting of the pairs (x, τ):
f(x) = τ(0) and p(x) = q(τ(t)) (0 ≤ t ≤ 1) −then W is in TOP/Y with projection
(x, τ)→ τ(1) and is fiberwise contractible if f is a fiber homotopy equivalence (cf. Propo-
sition 16).
[Note: W is an object in TOP/B with projection (x, τ)→ p(x). Viewed as an object
in TOP/Y, its projection (x, τ) → τ(1) is therefore a morphism in TOP/B and as such,
is a fiberwise Hurewicz fibration.]
LEMMA f admits a right fiber homotopy inverse iff secY (W ) 6= ∅.
PROPOSITION 19 Let f ∈ CB(X,Y ). Suppose that there exists a numerable cov-
ering O = {Oi : i ∈ I} of B such that ∀ i, fOi : XOi → YOi is a fiber homotopy equivalence
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−then f is a fiber homotopy equivalence.
[It need only be shown that secY (W ) 6= ∅. For then, by the lemma, f has a right fiber
homotopy inverse g and, repeating the argument, g has a right fiber homotopy inverse h,
which means that g is a fiber homotopy equivalence, thus so is f . This said, work with
fOi ∈ COi(XOi , YOi) and, as above, form WOi ⊂ XOi × PYOi. Obviously, W |YOi = WOi .
The assumption that fOi is a fiber homotopy equivalence implies thatWOi is fiberwise con-
tractible, hence has the SEP. But {YOi : i ∈ I} is a numerable covering of Y . Therefore,
on the basis of the section extension theorem, W has the SEP. In particular: secY (W ) 6= ∅.]
Application: Let X be in TOP/B. Suppose that there exists a numerable covering
O = {Oi : i ∈ I} of B such that ∀ i, XOi is fiberwise contractible −then X is fiberwise
contractible.
PROPOSITION 20 Let
 p : X → Bq : Y → B be Hurewicz fibrations, where B is numer-
ably contractible. Suppose that f ∈ CB(X,Y ) has the property that fb : Xb → Yb is a
homotopy equivalence at one point b in each path component of B −then f : X → Y is a
fiber homotopy equivalence.
[Fix a numerable covering O = {Oi : i ∈ I} of B for which the inclusions Oi → B are
inessential, say homotopic to Oi → bi, where fbi : Xbi → Ybi is a homotopy equivalence
−then ∀ i, fOi : XOi → YOi is a fiber homotopy equivalence (cf. p. 4-26), so Proposition
19 is applicable.]
EXAMPLE Take B = {0} ∪ {1/n : n = 1, 2, . . .}, T = B ∪ {n : n = 1, 2, . . .}, and put X = B × T .
Observe that B is not numerably contractible. Let k = 1, 2, . . . ,∞, l = 0, 1, 2, . . ., and define f ∈ CB(X,X)
as follows: (i) f(1/k, l) =

(1/k, l) (l < k)
(1/k, 1/k) (l = k 6= 1)
(1/k, l − 1) (l > k)
; (ii) f(1/k, 1/l) =
 (1/k, 1/l) (0 < l < k)(1/k, 1/(l + 1)) (l ≥ k)
−then f is bijective and ∀ b ∈ B, fb : Xb → Xb is a homeomorphism (Xb = {b}×T ). Nevertheless, f is not
a fiber homotopy equivalence. For if it were, then f would have to be a homeomorphism, an impossibility
(f−1 is not continuos at (0, 0)).
EXAMPLE (Delooping Homotopy Equivalences) Suppose that
 XY are path con-
nected and numerably contractible. Let f : X → Y be a continuous function. Fix x0 ∈ X and put
y0 = f(x0) −then f : X → Y is a homotopy equivalence iff Ωf : ΩX → ΩY is a homotopy equivalence.
In fact, the necessity is true without any restriction on X or Y (cf. p. 4-27). Turning to the sufficiency,
write f = q ◦ s, where q : Wf → Y . Since s is a homotopy equivalence, one need only deal with q. Form
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the pullback square
X ×Y ΘY ΘY
X Y
p1
f
. The map
 ΘX → X ×Y ΘYσ → (σ(1), f ◦ σ) is a morphism in TOP/X
which, when restricted to the fibers over x0, is Ωf , thus is a fiber homotopy equivalence (cf. Proposition
20). In particular: X ×Y ΘY is contractible. Consider now the triangle
Wf PY
Y
q p1
. The
fiber of p1 over y0 is contractible; on the other hand, the fiber of q over y0 is homeomorphic to X ×Y ΘY
(parameter reversal). The arrow Wf → PY is therefore a homotopy equivalence (cf. Proposition 20). But
p1 is a homotopy equivalence, hence so is q.
EXAMPLE (H Groups) In any H group (= cogroup object in HTOP∗), the operations of
left and right translation are homotopy equivalences (so all path components have the same homotopy
type). Conversely, let (X,x0) be a nondegenerate a homotopy associative H space with the property that
the operations of left and right translation are homotopy equivalences. Assume: X is numerably con-
tractible −then X admits a homotopy inverse, thus is an H group. To see this, consider the shearing map
sh :
 X ×X → X ×X(x, y)→ (x, xy) . Agreeing to view X × X as an object in TOP/X via the first projection,
Proposition 20 implies that sh is a homotopy equivalence over X. Therefore sh is a homotopy equivalence
or still, sh is a pointed homotopy equivalence, (X ×X, (x0, x0)) being nondegenerate (cf. p. 3-37). Conse-
quently, X is an H group.
[Note: If (X,x0) is a homotopy associative H space and if π0(X) is a group, then the operations of
left and right translation are homotopy equivalences.
Example: Let K be a compact ANR. Denote by HE(K) the subspace of C(K,K) (compact open
topology) consisting of the homotopy equivalences −then HE(K) is open in C(K,K), hence is an ANR (cf.
§6, Proposition 6). In particular: (HE(K), idK) is wellpointed (cf. p. 6-14) and numerably contractible
(cf. p. 3-14). Because HE(K) is a topological semigroup with unit under composition and π0(HE(K)) is
a group, it follows that HE(K) is an H group.
EXAMPLE (Small Skeletons) In algebraic topology, it is often necessary to determine whether
a given category has a small skeleton. For instance, if B is a connected, locally path connected, locally
simply connected space, then the full subcategory of TOP/B whose objects are the covering projections
X → B has a small skeleton. Here is a less apparent example. Fix a nonempty topological space F . Given
a numerably contractible topological space B, let FIBB,F be the category whose objects are the Hurewicz
fibrations X → B such that ∀ b ∈ B Xb has the homotopy type of F , and whose morphisms X → Y are
the fiber homotopy classes [f ] : X → Y . The functor FIBB,F → FIBB′,F determined by a homotopy
equivalence Φ′ : B′ → B induces a bijection ObFIBB,F → FIBB′,F , hence FIBB,F has a small skeleton
iff this is the case of FIBB′,F .
Claim: Consider the 2-soure B1
φ1← B0 φ2→ B2, where B0,
 B1B2 are numerably contractible. Suppose
that FIBB0,F ,
 FIBB1,FFIBB2,F have small skeletons −then FIBMφ1,φ2 ,F has a small skeleton.
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[Observing that the double mapping cylinderMφ1,φ2 is numerably contractible, write
 φ1 = r1 ◦ i1φ2 = r2 ◦ i2
where
 r1r2 are homotopy equivalences and
 i1i2 are closed cofibrations (cf. §3, Proposition 16). There
is a commutative diagram
Mi1 B0 Mi2
B1 B0 B2
r1
i1 i2
r2
φ1 φ2
and the arrow Mi1,i2 →Mφ1,φ2 is a homotopy
equivalence (cf. p. 3-26). Thus one can assume that
 φ1φ2 are closed cofibrations. But then if B is
defined by the pushout square
B0 B2
B1 B
φ1
φ2
, the arrow Mφ1,φ2 → B is a homotopy equivalence (cf.
§3, Proposition 18). So, with B0 = B1 ∩ B2,
 B1 ⊂ BB2 ⊂ B , take an X in FIBB,F and put X0 = X|B0, X1 = X|B1X2 = X|B2 to get a commutative diagram
X1 X0 X2
B1 B0 B2
ψ1 ψ2
φ1 φ2
in which
 ψ1ψ2 are closed
cofibrations (cf. Proposition 11). In the skeletons of FIBB0,F ,
 FIBB1,FFIBB2,F , choose objects Y0,
 Y1Y2
and fiber homotopy equivalences f0 : Y0 → X0,
 f1 : Y1 → X1f2 : Y2 → X2 :
 p1 ◦ f1 = q1p2 ◦ f2 = q2 (obvious nota-
tion). Let
 g1 : X1 → Y1g2 : X2 → Y2 be a fiber homotopy inverse for
 f1f2 . Set
 F1 = g1 ◦ ψ1 ◦ f0F2 = g2 ◦ ψ2 ◦ f0 : f1 ◦ F1 ≃ ψ1 ◦ f0f2 ◦ F2 ≃ ψ2 ◦ f0 . Write
 F1 = Ψ1 ◦ l1F2 = Ψ2 ◦ l2 , where
 Ψ1Ψ2 are Hurewicz fibrations and homotopy
equivalences and
 l1l2 are closed cofibrations (cf. p. 4-12), say
 l1 : Y0 → Y 1 & Ψ1 : Y 1 → Y1l2 : Y0 → Y 2 & Ψ1 : Y 2 → Y2 . Here Y 1Y 2 is an object in
 TOP/B1TOP/B2 with projection
 q1 ◦ Ψ1q2 ◦ Ψ2 and
 f1 ◦ Ψ1 : Y 1 → X1f2 ◦ Ψ2 : Y 2 → X2 is a fiber
homotopy equivalence (cf. Proposition 15). Change
 f1 ◦ Ψ1f2 ◦ Ψ2 by a homotopy over
 B1B2 into a map G1G2 such that
 G1 ◦ l1 = ψ1 ◦ f0G2 ◦ l2 = ψ2 ◦ f0 . Form the pushout square
Y0 Y 2
Y 1 Y
l1
l2
−then Y is in
TOP/B and there is a fiber homotopy equivalence f : Y → X i.e., this process picks up all the isomorphism
classes in FIBB,F .]
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Example: Let B be a CW complex −then B is numerably contractible (cf. p. 3-14) and FIBB,F has
a small skeleton. In fact, B = colimB(n), so by induction, FIBB(n),F has a small skeleton ∀ n. On the
other hand, B and telB have the same homotopy type (cf. p. 3-13) and telB is a double mapping cylinder
calculated on the B(n) (cf. p. 3-24).
FACT Let X be in TOP/B. Suppose that U = {Ui : i ∈ I} is a numerable covering of X such
that for ever nonempty finite subset F ⊂ I , the restriction of p to
⋂
i∈F
Ui is a Hurewicz fibration −then
p : X → B is a Hurewicz fibration.
[Equip I with a well ordering < and use the Segal-Stasheff construction to produce a lifting function
Λ :Wp → PX. Compare this result with Proposition 13 when I = {1, 2}.]
The property of being a Hurewicz fibration is not a fiber homotopy type invariant, i.e.,
if X and Y have the same fiber homotopy type and if p : X → B is a Hurewicz fibration,
then q : Y → B need not be a Hurewicz fibration. Example: Take X = [0, 1] × [0, 1],
Y = ([0, 1] × {0}) ∪ ({0} × [0, 1]), B = [0, 1], and let p, q be the vertical projections −then
X and Y are fiberwise contractible and p : X → B is a Hurewicz fibration but q : Y → B is
not a Hurewicz fibration. This difficulty can be circumvented by introducing still another
notion of “fibration”.
Let X be in TOP/B. Let Y be in TOP −then the projection p : X → B is said to
have the HLP w.r.t Y up to homotopy if given continuous functions
 F : Y → Xh : IY → B such
that p ◦ F = h ◦ i0, there is a continuous function H : IY → X such that F ≃
B
H ◦ i0 and
p ◦ H = h.
[Note: To interpret the condition F ≃
B
H ◦ i0, view Y as an object in TOP/B with
projection p ◦ F .]
LEMMA The projection p : X → B has the HLP w.r.t Y up to homotopy iff given
continuous functions
 F : Y → Xh : IY → B such that p ◦ F = h ◦ it (0 ≤ t ≤ 1/2), there is a
continuous function H : IY → X such that F = H ◦ i0 and p ◦ H = h.
Let X in TOP/B −then p : X → B is said to be a Dold fibration if it has the HLP
w.r.t. Y up to homotopy for every Y in TOP. Obviously, Hurewicz =⇒ Dold, but Dold
; Serre and Serre ; Dold. The pullback of a Dold fibration is a Dold fibration and the
local-global principal remains valid.
PROPOSITION 21 Let X, Y be in TOP/B and suppose that q : Y → B is a Dold
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fibration. Assume ∃
 f ∈ CB(X,Y )g ∈ CB(Y,X) : g ◦ f ≃B idX −then p : X → B is a Dold fibration.
[Fix a topological space E and continuous functions
 Φ : E → XΨ : IE → B such that p◦Φ =
ψ ◦ i0. Since q ◦ f = p, ∃ G : IE → Y with f ◦ Φ ≃
B
G ◦ i0, and q ◦ G = ψ. Put Ψ = g ◦ G:
Φ ≃
B
g ◦ f ◦ Φ ≃
B
Ψ ◦ i0 & p ◦ Ψ = p ◦ g ◦ G = q ◦ G = ψ.]
The property of being a Dold fibration is therefore a fiber homotopy type invariant.
Example: Take X = ([0, 1] × {0}) ∪ ({0} × [0, 1]), B = [0, 1], and let p be the vertical
projection −then p : X → B is a Dold fibration but not a Hurewicz fibration (nor is p an
open map (cf. p. 4-16)).
EXAMPLE Define f : [−1, 1] → [−1, 1] by f(x) = 2 |x| − 1. Put X = I [−1, 1]/ ∼, where
(x, 0) ∼ (f(x), 1), and let p : X → S1 be the projection −then p is an open map and a Dold fibration
but not a Hurewicz fibration.
FACT Suppose that B is numerably contractible, so B admits a numerable covering {O} for which
each inclusion O → B is inessential. Let X be in TOP/B −then the projection p : X → B is a Dold
fibration iff ∀ O there exists a topological space TO and a fiber homotopy equivalence XO → X × TO over
O.
The homotopy theorey of Hurewicz fibrations carries over to Dold fibrations. The
proofs are only slightly more complicated. Specifically, Propositions 15, 17, 18, and 20 are
true if “Hurewicz” is replaced by “Dold”.
PROPOSITION 22 Let X be in TOP/B −then X is fiberwise contractible iff p :
X → B is a Dold fibration and a homotopy equivalence.
[The necessity is a consequence of Proposition 21 and the sufficiency is a consequence
of Proposition 15.]
PROPOSITION 23 Let X be in TOP/B −then p : X → B is a Dold fibration iff
γ : X →Wp is a fiber homotopy equivalence.
[Bearing in mind that q : Wq → B is a Hurewicz fibration, the reasoning is the same
as that used in the proof of Proposition 22.]
Application: The fibers of a Dold fibration over a path connected base have the same
homotopy type.
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[Note: Take X = ([0, 1] × {0, 1}) ∪ ({0} × [0, 1]), B = [0, 1], and let p be the vertical
projection −then p : X → B is not a Dold fibration.]
EXAMPLE Let
 p : X → Bq : Y → B be Hurewicz fibrations −then the projection X BY → B is a
Dold fibration, hence X ∗B Y and X BY have the same fiber homotopy type.
EXAMPLE Let X be a topological space. Fix a numerable covering U = {Ui : i ∈ I} of X −then,
in the notation of p. 3-27, the projection pU : BU → X is a Dold fibration (for BU , as an object in
TOP/X, is fiberwise contractible).
Notation: Given b0 ∈ B, put B0 = B−{b0} and for X, Y in TOP/B, write X0, Y0 in place of Xb0 ,
Yb0 .
FACT (Expansion Principle) Let X be in TOP/B. Suppose that pB0 : XB0 → B0 is a Dold
fibration and b0 has a halo O ⊂ B contractible to b0, with O − {b0} numerably contractible. Assume:
r : XO → X0 is a homotopy equivalence which ∀ b ∈ O induces a homotopy equivalence rb : Xb → X0
−then there exists a Y in TOP/B and an embedding X → Y over B such that q : Y → B is a Dold
fibration and
 XX0 is a strong deformation retract of
 YY0 .
[The commutative diagram
X ′0 X0
O b0
(X ′0 = O×X0) is a pullback square. Since O → b0 is a
homotopy equivalence, X ′0 → X0 is a homotopy equivalence (cf. p. 4-26), thus the arrow r′ : XO → X ′0 de-
fined by x→ (p(x), r(x)) is a homotopy equivalence. Let Y be the double mapping cylinder of the 2-source
X ←− XO r
′−→ X ′0 : Y is in TOP/B and there is an embedding X → Y over B. It is a closed cofibration.
YO is the mapping cylinder of r
′, so XO is a strong deformation retract of YO (cf. §3, Proposition 17).
Therefore X is a strong deformation retract of Y (cf. §3, Proposition 3). Similar remarks apply to X0 and
Y0. Finally, to see that q is a Dold fibration, note that {O,B0} is a numerable covering of B. Accordingly,
taking into account the local-global principle, it is enough to verify that qO : YO → O and qB0 : YB0 → B0
are Dold fibrations. Consider, e.g., the latter. The hypotheses on r, in conjunction with Proposition 20,
imply that the embedding XB0 → YB0 is a fiber homotopy equivalence. But pB0 is a Dold fibration, hence
the same holds for qB0 .]
Let f : X → Y be a pointed continuous function −then the mapping fiber Ef of f is
defined by the pullback square
Ef Wf
{x0} Y
q
f
, i.e., Ef is the double mapping track of
the 2-sink X
f
→ Y ← {y0}. Example: The mapping fiber E0 of 0 : X → Y is X × ΩY .
EXAMPLE Let f : X → Y be a pointed continuous function. Assume: f is a Hurewicz fibration.
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Denote by Cy0 the mapping cone of the inclusion Xy0 → X −then the mapping fiber of Cy0 → Y has the
same homotopy type as Xy0 ∗ ΩY (cf. p. 4-21 ff.).
FACT LetX
p→ B q← Y be a 2-sink. Denote byW the mapping track of the projection X BY → B
−then Wp ∗B Wq and W has the same fiber homotopy type.
Application: The mapping fiber of the projection X BY → B has the same homotopy type as Ep∗Eq.
Let f : X → Y be a pointed continuous function −then Wf and Ef are pointed
spaces, the base point in either case being (x0, j(y0)). The pointed homotopy type of Wf
or Ef depends only on the pointed homotopy class of f . The projection q : Wf → Y is a
pointed Hurewicz fibration and the restriction π of the projection p : Wf → X to Ef is a
pointed Hurewicz fibrationw with π−1(x0) = ΩY . By construction, f ◦ π is nullhomotopic
and for any g : Z → X with f ◦ g nullhomotopic, there is a φ : Z → Ef such that g = π ◦ φ.
When is a pointed continuous function which is a Hurewicz fibration actually a pointed Hurewicz
fibration? Regularity, suitably localized, is what is relevant. Thus let p : X → B be a Hurewicz fibration
taking x0 to b0. Assume ∃ a lifting function Λ such that Λ(x0, j(b0)) = j(x0) −then p is a pointed Hurewicz
fibration.
[Note: For this, it is sufficient that {b0} be a zero set in B, any Hurewicz fibration p : X → B
automatically becoming a pointed Hurewicz fibration ∀ x0 ∈ Xb0 (argue as on p. 4-14). The condition is
satisfied if the inclusion {b0} → B is a closed cofibration.]
LEMMA Let X, Y , Z be pointed spaces; let
 f : X → Zg : Y → Z be pointed continuous functions
−then the projections
 Wf,g → XWf,g → Y & Wf,g → X ×Y are pointed Hurewicz fibrations, the base point of
Wf,g being the triple (x0, y0, j(z0)).
[To deal with p : Wf,g → X, define a lifting function Λ : Wp → PWf,g by Λ((x, y, τ ), σ)(t) =
(σ(t), y, τt), where
τt(T ) =

f ◦ σ(t− 2T ) (0 ≤ T ≤ t/2)
τ
(
2T − t
2− t
)
(t/2 ≤ T ≤ 1)
.
Obviously, Λ((x0, y0, j(z0)), j(x0)) = j(x0, y0, j(z0)), so p :Wf,g → X is a pointed Hurewicz fibration.]
PROPOSITION 24 Consider the pullback square
X ′ X
B′ B
p
Φ′
, where p is a Hurewicz
fibration. Suppose that
 XB & B′ are wellpointed, that the inclusions
 {x0} → X{b0} → B
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& {b′0} → B
′ are closed, and that p(x0) = b0 = Φ
′(b′0). Put x
′
0 = (b
′
0, x0) −then the
inclusion {x′0} → X
′ is a closed cofibration.
[The arrow Xb0 → X is a closed cofibration (cf. Proposition 11). Therefore the
composite Xb′0 → X
′ → X is a closed cofibration. On the other hand, the composite
{x′0} → X
′
b′0
→ X ′ → X is a closed cofibration. Therefore, the inclusion {x′0} → X
′
b′0
is a
closed cofibration (cf. §3, Proposition 9). But the arrow X ′b′0
→ X ′ is a closed cofibration
(cf. Proposition 11), thus the inclusion {x′0} → X
′ is a closed cofibration.]
Application: Let f : X → Y be a pointed continuous function. Assume:
 XY are
wellpointed with closed base points −then Wf and Ef are wellpointed with closed base-
points.
[PY is wellpointed with a closed base point (cf. §3, Proposition 6).]
FACT Let f : X → Y be a pointed continuous function. Suppose that φ : X ′ → X (ψ : Y → Y ′)
is a pointed homotopy equivalence −then the arrow Ef ◦φ → Ef (Ef → Eψ◦f ) is a pointed homotopy
equivalence.
Application: Let X be wellpointed with {x0} ⊂ X closed −then the mapping fiber of the diagonal
embedding X → X ×X has the same pointed homotopy type as ΩX.
[The embedding j : X → PX is a pointed homotopy equivalence and Π :
 PX → X ×Xσ → (σ(0), σ(1)) is a
pointed Hurewicz fibration.]
EXAMPLE Let
 XY be wellpointed with
 {x0} ⊂ X{y0} ⊂ Y closed.
(1) The mapping fiber of the inclusion X ∨ Y → X × Y has the same pointed homotopy type
as ΩX ∗ ΩY .
(2) The mapping fiber of the projection X ∨ Y → Y has the same pointed homotopy type as
X × ΩY/{x0} × ΩY .
[In both situations, replace Θ by ΓΩ as on p. 4-16.]
FACT Let
 f : X → Yg : Y → Z be pointed continuous functions −then there is a homotopy equivalence
Eg◦f →W , where W is the double mapping track of the 2-sink X f→ Y π← Eg.
[Consider the diagram
Eg◦f Eg ∗
X Y Z
.]
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Let f : X → Y be a pointed continuous function, Ef its mapping fiber.
LEMMA If f is a pointed Hurewicz fibration, then the embedding Xy0 → Ef is a
pointed homotopy equivalence.
In general, there is a pointed Hurewicz fibration π : Ef → X and an embedding
ΩY → Ef . Iterate to get a pointed Hurewicz fibration π
′ : Eπ → Ef −then the triangle
Eπ Ef
ΩY
commutes and by the lemma, the vertical arrow is a pointed homotopy
equivalence. Iterate again to get a pointed Hurewicz fibration π′′ : Eπ′ → Eπ −then the
triangle
Eπ′ Eπ
ΩX
commutes and by the lemma, the vertical arrow is a pointed homo-
topy equivalence. Example: Given pointed spaces
 XY , let X♭Y be the mapping fiber
of the inclusion f : X∨Y → X×Y −then inHTOP∗, Eπ ≈ Ω(X×Y ) and Eπ′ ≈ Ω(X∨Y ).
LEMMA Let
 XY be wellpointed with
 {x0} ⊂ X{y0} ⊂ Y closed. Denote by S the subspace of
X ∗ Y consisting of the
 [x, y0, t][x0, y, t] −then X ∗ Y/S = Σ(X#Y ) and the projection X ∗ Y → X ∗ Y/S is
a pointed homotopy equivalence.
[Note: The base point of X ∗ Y is [x0, y0, 1/2] and Σ is the pointed suspension.]
Application: Let
 XY be wellpointed with
 {x0} ⊂ X{y0} ⊂ Y closed −then X♭Y has the same pointed
homotopy type as Σ(ΩX#ΩY ).
EXAMPLE Suppose that X and Y are nondegenerate −then the Puppe formula says that in
HTOP∗, Σ(ΩX × ΩY ) ≈ ΣΩX ∨ ΣΩY ∨ Σ(ΩX#ΩY ), and by the above Σ(ΩX#ΩY ) ≈ X♭Y .
EXAMPLE (The Flat Product) In constrast to the smash product # (or its modification
#), the flat product ♭ does not possess the properties that one might expect to hold by analogy. Specif-
ically, for nondegenerate spaces, it is generally false that in HTOP∗: (1) (X♭Y )♭Z ≈ X♭(Y ♭Z); (2)
(X × Y )♭Z ≈ (X♭Z) × (Y ♭Z); (3) Ω(X♭Y ) ≈ ΩX♭Y . Counterexamples: (1) Take X = Y = P∞(C),
Z = P∞(H); (2) Take X = Y = Z = P∞(C); (3) Take X = Y = P∞(C). Look, e.g., at (1). Using the
fact that ΩP∞(C) ≈ S1, ΩP∞(H) ≈ S3, compute: P∞(C)♭P∞(C) ≈ ΩP∞(C) ∗ ΩP∞(C) ≈ S1 ∗ S1 ≈
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S3 & S3♭P∞(H) ≈ ΩS3 ∗ S3 ≈ Σ(ΩS3#S3) ≈ ΣΩS3#S3 ≈ ΣΩS3#Σ3S0 ≈ Σ4ΩS3#S0 ≈ Σ4ΩS3 =⇒
(P∞(C)♭P∞(C))♭P∞(H) ≈ Σ4ΩS3 Similarly, P∞(C)♭(P∞(C)♭P∞(H)) ≈ Σ2ΩS5. The singular homology
functor H8(−;Z) distinguishes these spaces: H8(Σ4ΩS3;Z) ≈ Z, H8(Σ2ΩS5;Z) ≈ 0.
If f : X → Y be a pointed continuous function −then the mapping fiber sequence as-
sociated with f is given by · · · → Ω2Y → ΩEf → ΩX → ΩY → Ef → X
f
→ Y . Example:
When f = 0, this sequence becomes · · · → Ω2Y → ΩX×Ω2Y → ΩX → ΩY → X×ΩY →
X
0
→ Y .
[Note: If the diagram
X Y
X ′ Y ′
f
f ′
commutes in HTOP∗ and if the vertical ar-
rows are pointed homotopy equivalences, then the mapping fiber sequences of f and f ′ are
connected by a commutative ladder in HTOP∗, all of whose vertical arrows are pointed
homotopy equivalences.]
FACT Let f : X → Y be a pointed Hurewicz fibration. Assume: The inclusion Xy0 → X is nullho-
motopic −then ΩY has the same pointed homotopy type as Xy0 × ΩX.
[For π : Ef → X is nullhomotopic, thus in HTOP∗: Eπ ≈ Ef × ΩX =⇒ ΩY ≈ Xy0 × ΩX.]
REPLICATION THEOREM Let f : X → Y be a pointed continuous function
−then for any pointed space Z, there is an exact sequence
· · · → [Z,ΩX]→ [Z,ΩY ]→ [Z,Ef ]→ [Z,X]→ [Z, Y ]
in SET∗.
If f : X → Y is a pointed Dold fibration or if f : X → Y is a Dold fibration and Z is
nondegenerate, then in the replication theorem one can replace Ef by Xy0 (cf. p. 3-19).
This replacement can also be made if f : X → Y is a Serre fibration provided that Z is
a CW complex (cf. infra). In particular, when f : X → Y is either a Dold fibration or a
Serre fibration, there is an exact sequence
· · · → π2(Y )→ π1(Xy0)→ π1(X)→ π1(Y )→ π0(Xy0)→ π0(X)→ π0(Y ).
LEMMA Let f : X → Y be a pointed continuous function. Assume: f is a Serre fibration −then
for every pointed CW complex Z, the arrow [Z,Xy0 ]→ [Z,Ef ] is a pointed bijection.
[Proposition 12 is true for Serre fibrations if the “cofibration data” is restricted to CW complexes.]
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Examples: Suppose that f : X → Y is either a Dold fibration or a Serre fibration,
where
 X 6= ∅Y 6= ∅ . (1) If Xy0 is simply connected, then ∀ x0 ∈ Xy0 , π1(X,x0) ≈ π1(Y, y0);
(2) If X is simply connected, then ∀ y0 ∈ f(X), there is a bijection π1(Y, y0) → π0(Xy0);
(3) If X is path connected and if Y is simply connected, then ∀ y0 ∈ Y , π0(Xy0) = ∗; (4)
If Y is path connected and Xy0 is path connected, then X is path connected.
LEMMA Let f : X → Y be a Hurewicz fibration. Fix y0 ∈ f(X) & x0 ∈ Xy0 and let (Z, z0) be
wellpointed with {z0} ⊂ Z closed −then there is a left action π1(X,x0)× [Z, z0;Xy0 , x0]→ [Z, z0;Xy0 , x0].
[Represent α ∈ π1(X,x0) by a loop σ ∈ Ω(X, x0). Given φ : (Z, z0) → (Xy0 , x0), consider the com-
mutative diagram
i0Z ∪ I{z0} X
IZ Y
F
f
h
, where F (z, t) =
 (i ◦ φ)(z) (t = 0)σ(t) (z = z0) (i the inclusion
Xy0 → X) and h(z, t) = (f ◦ σ)(t). Proposition 12 says that this diagram has a filler H : IZ → X. Put
ψ(z) = H(z, 1) to get a pointed continuous function ψ : (Z, z0)→ (Xy0 , x0). Definition: α · [φ] = [ψ].]
[Note: There is a left action π1(X,x0)× [Z, z0;X,x0]→ [Z, z0;X,x0] and a left action π1(Xy0 , x0)×
[Z, z0;Xy0 , x0] → [Z, z0;Xy0 , x0] (cf. p. 3-19). The arrow [Z, z0;Xy0 , x0] → [Z, z0;X,x0] induced by the
inclusion Xy0 → X is a morphism of π1(X,x0)-sets and the operation of π1(Xy0 , x0) on [Z, z0;Xy0 , x0]
coincides with that defined via the homomorphism π1(Xy0 , x0)→ π1(X,x0).]
EXAMPLE Let f : X → Y be a Hurewicz fibration. Fix y0 ∈ f(X) & x0 ∈ Xy0 and n ≥ 1 −then
there is a left action π1(X,x0)×πn(X,x0)→ πn(X,x0), and a left action π1(X,x0)×πn(Y, y0)→ πn(Y, y0),
and a left action π1(X,x0)× πn(Xy0 , x0)→ πn(Xy0 , x0). All the homomorphisms in the exact sequence
· · · → πn+1(Y, y0)→ πn(Xy0 , x0)→ πn(X,x0)→ πn(Y, y0)→ · · ·
are π1(X,x0)-homomorphisms.
[Note: Suppose that Xy0 is path connected −then there is a left action π1(Y, y0) × π∗n(Xy0 , x0) →
π∗n(Xy0 , x0), where π
∗
n(Xy0 , x0) is πn(Xy0 , x0) modulo the (normal) subgroup generated by the α · ξ − ξ
(α ∈ π1(Xy0 , x0), ξ ∈ πn(Xy0 , x0)).]
EXAMPLE Let f : X → Y be a Hurewicz fibration. Fix y0 ∈ f(X) & x0 ∈ Xy0 −then π1(Y, y0)
operates on the left of π0(Xy0) and the orbits are the fibers of the arrow π0(Xy0)→ π0(X).
FACT Let f : X → Y be a Hurewicz fibration. Fix y0 ∈ f(X) & x0 ∈ Xy0 −then ∀ n ≥ 1,
π1(Xy0 , x0) operates trivially on ker(πn(Xy0 , x0)→ πn(X,x0)).
EXAMPLE (Mayer-Vietoris Sequence) Let X, Y , Z be pointed spaces; let
 f : X → Zg : Y → Z
be pointed continuous functions −then the projection Wf,g → X × Y is a pointed Hurewicz fibration (cf.
p. 4-34) and there is a long exact sequence · · · → πn+1(Z) → πn(Wf,g) → πn(X) × πn(Y ) → πn(Z) →
· · · → π2(Z)→ π1(Wf,g)→ π1(X) × π1(Y )→ π1(Z)→ π0(Wf,g)→ π0(X × Y ).
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[Note: It follows that if X and Y are path connected and if every γ ∈ π1(Z) has the form
γ = f∗(α) · g∗(β) (α ∈ π1(X), β ∈ π1(Y )), then Wf,g is path connected.]
If f : X → Y is either a Dold fibration or a Serre fibration, then the homotopy groups
of X and Y are related to those of the fibers by a long exact sequence. As for the homology
groups, there is still a connection but it is intricate and best expressed in terms of a spectral
sequence.
[Note: In the simplest case, viz. that of a projection Y ×T → Y , the Ku¨nneth formula
computes the homology of Y × T in terms of the homology of Y and the homology of T .]
EXAMPLE Let f : X → Y be a Hurewicz fibration, whereX is nonempty and Y is path connected.
Fix y0 ∈ Y −then ∀ q ≥ 1, the projection (X,Xy0) → (Y, y0) induces a bijection πq(X,Xy0) → πq(Y, y0).
The analog of this in homology is false. Consider, e.g., the Hopf map S2n+1 → Pn(C) with fiber S1 :
Hq(S
2n+1,S1) = 0 (2 < q ≤ 2n) & H2q(Pn(C)) ≈ Z (1 < q ≤ n). However, a paritial result holds in
that if Xy0 is n-connected and Y is m-connected, then the arrow Hq(X,Xy0) → Hq(Y, y0) induced by
the projection (X,Xy0) → (Y, y0) is bijective for 1 ≤ q < n + m + 2 and surjective for q = n + m + 2.
Consequently, under these conditions, there is an exact sequence
Hn+m+1(Xy0)→ Hn+m+1(X)→ Hn+m+1(Y )→ Hn+m(Xy0)→ · · ·
→ H2(Y )→ H1(Xy0)→ H1(X)→ H1(Y ).
[One can assume that the inclusion {y0} → Y is a closed cofibration (pass to a CW resolution K → Y ),
hence that the inclusion Xyo → X is a closed cofibration (cf. Proposition 11). The mapping cone of the
latter is path connected and the mapping cone of Cy0 → Y has the same homotopy type as Xy0 ∗ΩY (cf. p.
4-33), which is (n+m+1)-connected (cf. p. 3-42). Thus the arrow Cy0 → Y is an (n+m+2)-equivalence, so
the Whitehead theorem implies that the induced map Hq(Cy0)→ Hq(Y ) is bijective for 0 ≤ q < n+m+2)
and surjective for q = n+m+2. But the projection Cy0 → X/Xy0 is a homotopy equivalence (cf. p. 3-25)
and Hq(X,Xy0) ≈ Hq(X/Xy0 , ∗) (cf. p. 3-9).]
Application: Suppose that X is (n + 1)-connected −then Hq(X) ≈ Hq−1(ΩX) (2 ≤ q ≤ 2n + 2).
[Note: It is a corollary that if X is nondegenerate and n-connected, then the arrow of adjunction
e : X → ΩΣX induces an isomorphism Hq(X) → Hq(ΩΣX) for 0 ≤ q ≤ 2n + 1. Therefore, by the White-
head theorem, the suspension homomorphism πq(X)→ πq+1(ΣX) is bijective for 0 ≤ q ≤ 2n and surjective
for q = 2n+ 1 (Fredenthal).]
Let X be a topological space, sinX its singular set −then sinX can be regarded as
a category:
∆m ∆n
X
∆α
(α ∈ Mor([m], [n])). The objects of [(sinX)OP,AB]
area called coefficient systems on X. Given a coefficient system G, the singular homology
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H∗X;G) of X with coefficients in G is by definition the homology of the chain complex⊕
σ0∈sin0X
Gσ0
∂
←−
⊕
σ1∈sin1X
Gσ1
∂
←−
⊕
σ2∈sin2X
Gσ2
∂
←− · · · ,
where ∂ =
n∑
0
(−1)n
⊕
σn∈sinnX
Gdi.
[Note: To interpret the Gdi, recall that there are arrows di : sinnX → sinn−1X
corresponding to the face operators δi : [n − 1] → [n] (0 ≤ i ≤ n). So, ∀ σ ∈ sinnX,
Gdi : G(∆
n σ→ X)→ G(∆n−1
diσ−→ X).]
Example: Fix an abelian groupG and define GG by
 GGσ = GGG∆α = idG −thenH∗(X;GG) =
H∗(X;G), the singular homology of X with coefficients in G.
A coefficient system G is said to be locally constant provided that ∀ α, G∆α is in-
vertible. LCCSX is the full subcategory of [(sinX)
OP,AB] whose objects are the locally
constant coefficient systems on X.
[Note: A coefficient system G is said to be constant if for some abelian group G, G is
isomorphic to GG.]
Suppose that X is locally path connected and locally simply connected −then the category of locally
constant coefficient systems on X is equivalent to the category of locally constant sheaves of abelian groups
on X.
PROPOSITION 25 LCCSX is equivalent to [(ΠX)
OP,AB].
[We shall define a functor G → GΠ from LCCSX to [(ΠX)
OP,AB] and a functor
G → Gsin from [(ΠX)
OP,AB] to LCCSX such that
 (GΠ)sin ≈ G(Gsin)Π ≈ G .
Definition of GΠ: Given x ∈ X, put GΠx = Gσx, where σx ∈ sin0X with σx(∆
0) = x.
Given a morphism [σ] : x → y, put GΠ[σ] = (Gd1) ◦ (Gd0)
−1, where σ ∈ sin1X with d1σ = xd0σ = y . In other words, GΠ[σ] is the composite Gy → Gσ → Gx. Note that GΠ[σ] is
welldefined. Indeed, if
 σ′σ′′ ∈ sin1X with
 d1σ′ = x = d1σ′′d0σ′ = y = d0σ′′ and [σ′] = [σ′′], then
there exists a τ ∈ sin2X such that
 d1τ = σ′d2τ = σ′′ and s0d0σ′ = d0τ = s0d0σ′′.
Definition of Gsin: Given σ ∈ sinnX, put Gsinσ = G(enσ(∆
0)), where en : sinnX →
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sin0X is the arrow associated with the vertex operator en : [0] → [n] that sends 0 to n.
Given a morphism
∆m ∆n
X
r
∆α
σ
, put Gsin∆
α = G(σ ◦∆θ), where θ : [1]→ [n]
is defined by
 θ(0) = α(m)θ(1) = n : σ ◦ ∆θ is a path in X which begins at emτ(∆0) and ends
at enσ(∆
0).]
Because of this result, one can always pass back and forth between locally constant co-
efficient systems on X and cofunctors ΠX → AB. The advantage of dealing with the latter
is that in practice a direct description is sometimes available. For example, fix n ≥ 2 and
assign to each x ∈ X the homotopy group πn(X,x) −then every morphism [σ] : x→ y de-
termines an isomorphism πn(X, y)→ πn(X,x) and there is a cofunctor πnX : ΠX → AB.
[Note: Suppose that G is in [(ΠX)OP,AB] −then ∀ x0 ∈ X, the fundamental group
π1(X,x0) operates to the right on Gx0 : Gx0 × π1(X,x0)→ Gx0. Conversely, if X is path
connected and if G0 is an abelian group on which π1(X,x0) opertates to the right, then
there exists a G in [(ΠX)OP,AB], unique up to isomorphism, with Gx0 = G0 and inducing
the given operation of π1(X,x0) on G0.]
Application: On a simply connected space, every locally constant coefficient system is
isomorphic to a constant coefficient system.
EXAMPLE Let f : X → Y be a Hurewicz fibration −then ∀ q ≥ 0, there is a cofunctor
Hq(f) : ΠY → AB that assigns to each y ∈ Y the singular homology group Hq(Xy) of the fiber Xy .
Thus let [τ ] : y0 → y1 be a morphism. Case 1:
 y0y1 /∈ f(X) In this situation, Xy0 & Xy1 are empty,
hence Hq(Xy0) = 0 = Hq(Xy1). Definition: Hq(f)[τ ] is the zero morphism. Case 2:
 y0y1 ∈ f(X).
Fix a homotopy Λ : IXy0 → X such that
 f ◦ Λ(x, t) = τ (t)Λ(x, 0) = x −then the arrow
 Xy0 → Xy1x→ Λ(x, 1) is a
homotopy equivalence. Definition: Hq(f)[τ ] is the inverse of the induced isomorphism Hq(Xy0)→ Hq(Xy1)
(it is independent of the choices).
LEMMA Suppose that X is path connected. Given a locally constant coefficient
system G, fix x0 ∈ X, put G0 = Gx0, and let H0 be the subgroup of G0 generated by the
g − g · α (g ∈ G0, α ∈ π1(X,x0)) −then H0(X;G) ≈ G0/H0.
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Let f : X → Y and f : X ′ → Y ′ be a pair of continuous functions. Call Hom(f ′, f)
the simplicial set specified by taking for Hom(f ′, f)n the set of all
 u ∈ C(∆n ×X ′,X)v ∈ C(∆n × Y ′, Y )
such that the diagram
∆n ×X ′ X
∆n × Y ′ Y
id×f ′
u
f
v
commutes and define
 disi in the obvious
way.
Now specialize, putting Y ′ = ∆0, so f ′ : X ′ → ∆0 is the constant map, and write
Hom(X ′, f) in place of Hom(f ′, f). In succession, let X ′ = ∆0,∆1, . . . to obtain a sequence
of simplicial sets and simplicial maps:
Hom(∆0, f) Hom(∆1, f) Hom(∆2, f) · · ·
Here, the arrows come from the face operators [0] [1], [1] [2], . . . . This data
generates a double chain complex K•• = {Kn,m : n ≥ 0,m ≥ 0} of abelian groups if we
write Kn,m = Fab(Hom(∆
n, f)m) and define
 ∂I : Kn,m → Kn−1,m∂II : Kn,m → Kn,m−1 as follows.
(∂I) The arrows Hom(∆
n, f)m Hom(∆
n−1, f)m
... lead to arrows
Kn,m Kn−1,m
... . Take for ∂I their alternating sum multiplied by (−1)
m.
(∂II) The arrows Hom(∆
n, f)m Hom(∆
n, f)m−1
... lead to arrows
Kn,m Kn,m−1
... . Take for ∂II their alternating sum.
One can check that ∂I ◦ ∂I = 0 = ∂II ◦ ∂II and ∂I ◦ ∂II +∂II ◦ ∂I = 0. Form the total
chain complex K• = {Kp}: Kp =
⊕
n+m=p
Kn,m, where ∂ = ∂I + ∂II −then there are first
quadrant spectral sequences IE2p,q =I Hp(IIHq(K••)) =⇒ Hp+q(K•)
IIE
2
p,q =II Hp(IHq(K••)) =⇒ Hp+q(K•)
.
LEMMA IE
2
p,q ≈
 Hq(X) (p = 0)0 (p > 0) .
[From the definitions, sinX = Hom(∆0, f). On the other hand, each projection
∆n → ∆0 is a homotopy equivalence and induces an arrow sinX → Hom(∆n, f). Since
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there are n + 1 commutative diagrams
sinX sinX
Hom(∆n, f) Hom(∆n−1, f)
id
, passing to
homology per ∂II gives
Hq(X)
(p=0)
Hq(X)
(p=1)
Hq(X)
(p=2)
· · ·0 id 0 .]
Thus the first spectral sequence IE collapses and H∗(K•) ≈ H∗(X). To explicate the
second spectral sequence IIE, given τ ∈ sinn Y , let Xτ be the fiber over τ of the induced
map sinnX → sinn Y , i.e., Xτ = {σ : f ◦ σ = τ}. View Xτ as a subspace of sinnX (com-
pact open topology). Put Hq(f)τ = Hq(Xτ ) and ∀ α, let Hq(f)∆
α be the homomorphism
on homology defined by the arrow Xτ → Xτ ◦∆α −then Hq(f) is in [(sinY )
OP,AB] or
still, is a coefficient system on Y.
[Note: ∀ y ∈ Y , Hq(f)τy = Hq(Xy), where τy ∈ sin0 Y with τy(∆
0) = y.]
LEMMA IIE
2
p,q ≈ Hp(Y ;Hq(f)).
[IHq(K••) can be identified with the chain complex on which the homology of Hq(f)
is computed.]
PROPOSITION 26 Suppose that f : X → Y is a Hurewicz fibration −then Hq(f) is
locally constant.
[Fix α ∈ Mor([m], [n]) −then α determines arrows
 C(∆n,X)→ C(∆m,X)C(∆n, Y )→ C(∆m, Y ) and
there is a commutative diagram
C(∆n,X) C(∆n, Y )
C(∆m, Y ) C(∆m, Y )
f∗
f∗
. According to Proposition
5, the horizontal arrows are Hurewicz fibrations. But the vertical arrows are homotopy
equivalences, thus ∀ τ ∈ C(∆n, Y ) the induced map Xτ → Xτ ◦∆α is a homotopy equiva-
lence (cf. p. 4-26), so Hq(f)∆
α : Hq(Xτ )→ Hq(Xτ ◦∆α) is an isomorphism.]
[Note: Retaining the assumption that f : X → Y is a Hurewicz fibration, one may
apply the procedure figuring in the proof of Proposition 25 to the locally constant coeffi-
cient system Hq(f). The result is the cofunctor Hq(f) : ΠY → AB defined in the example
on p. 4-41.]
Proposition 26 is also true if f : X → Y is either a Dold fibration or a Serre fibration.
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Consider the case when f is Dold −then Proposition 5 still holds and the validity of the relevant
homotopy theory has already been mentioned (cf. p. 4-31). As for the case when f is Serre, note that the
arrow C(∆n, X) → C(∆n, Y ) is again Serre (as can be seen from the proof of Proposition 5). Therefore,
thanks to the Whitehead theorem, the lemma below suffices to complete the argument.
LEMMA Suppose given a commutative diagram
X B
Y A
φ
p
ψ
q
in which
 pq are Serre fibra-
tions and
 φψ are weak homotopy equivalences −then ∀ b ∈ B, the induced map Xb → Yψ(b) is a weak
homotopy equivalence.
[If Xb is empty, then so is Yψ(b) and the assertion is trivial. Otherwise, let a = ψ(b) and apply the
five lemma to the commutative diagram
· · · πq+1(B) πq(Xb) πq(X) πq(B) · · ·
· · · πq+1(A) πq(Ya) πq(Y ) πq(A) · · ·
with the usual caveat at the π0 and π1 level.]
The coefficient system Hq(f) is defined in terms of the integral singular homology of
the fibers. Embelish the notation and denote it by Hq(f ;Z). One may then replace Z by
any abelian group G: Hq(f ;G), a coefficient system which is locally constant if f : X → Y
is either a Dold fibration or a Serre fibration.
FIBRATION SPECTRAL SEQUENCE Let f : X → Y be either a Dold fibration or a
Serre fibration −then for any abelian group G, there is a first quadrant spectral sequence
E = {Erp,q, d
r} such that E2p,q ≈ Hp(Y ;Hq(f ;G)) =⇒ Hp+q(X;G) and ∀ n, Hn(X;G)
admits an increasing filteration
0 = H−1,n+1 ⊂ H0,n ⊂ · · · ⊂ Hn−1,1 ⊂ Hn,0 = Hn(X;G)
by subgroups Hi,n−i where E
∞
p,q ≈ Hp,q/Hp−1,q+1.
[Note: The fibration spectral sequence is natural, i.e., if the diagram
X Y
X ′ Y ′
f
f ′
commutes, then there is a morphism µ : E → E′ of spectral sequences such that µ2p,q coin-
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cides with the homomorphism Hp(Y ;Hq(f ;G))→ Hp(Y
′;Hq(f
′;G)) induced by the arrow
Hq(f ;G)→Hq(f
′;G).]
WANG HOMOLOGY SEQUENCE Take Y = Sn+1 (n ≥ 1) and let f : X → Y be a Hurewicz
fibration with path connected fibers Xy −then there is an exact sequence
· · · → Hq(X)→ Hq−n−1(Xy)→ Hq−1(Xy)→ Hq−1(X)→ · · · .
EXAMPLE Suppose that n ≥ 1 −then Hkn(ΩSn+1) ≈ Z (k = 0, 1, . . .), while Hq(ΩSn+1) = 0
otherwise. Moreover, the Pontryagin ring H∗(ΩS
n+1) is isomorphic to Z[t], where t generates Hn(ΩS
n+1).
As formulated, the fibration spectral sequence applies to singular homology. There is also a companion
result for singular cohomology (with additional multiplicative structure when the coefficient group G is a
commutative ring).
WANG COHOMOLOGY SEQUENCE Take Y = Sn+1 (n ≥ 1) and let f : X → Y be a
Hurewicz fibration with path connected fibers Xy −then there is an exact sequence
· · · → Hq(X)→ Hq(Xy) θ→ Hq−n(Xy)→ Hq+1(X)→ · · · .
[Note: In the graded ring H∗(Xy), θ(α · β) = θ(α) · β + (−1)n|α|α · θ(β).]
EXAMPLE Suppose that n ≥ 1 −then θ : Hkn(ΩSn+1) → H(k−1)n(ΩSn+1) (k ≥ 1) is an iso-
morphism and H0(ΩSn+1) is the infinite cyclic group generated by 1. Put α0 = 1 and define αk (k ≥ 1)
inductively through the relation θ(αk) = αk−1. Case 1: n even. One has k!αk = α
k
1 , therefore H
∗(ΩSn+1)
is the divided polynomial algebra generated by α1, α2, . . .. Case 2: n odd. One has α
2
1 = 0, α1α2k = α2k+1,
α1α2k+1 = 0, and α
k
2 = k!α2k, thus α1 generates an exterior algebra isomorphic to H
∗(Sn) and α2, α4, . . .
generate a divided polynomial algebra isomorphic to H∗(ΩS2n+1), so H∗(ΩSn+1) ≈ H∗(Sn)⊗H∗(ΩS2n+1).
In what follows, we shall assume that X is nonempty and Y is path connected.
[Note: If f is Dold, then the Xy have the same homotopy type (cf. p. 5-15), while if
f is Serre, then Xy have the same weak homotopy type (cf. Proposition 31).]
(EDH) Let eH : E
∞
p,0 → E
2
p,0 be the edge homomorphism on the horizontal axis.
The arrow of augmentation H0(Xy, G)→ G is independent of y, so there is a homomophism
Hp(Y ;H0(f ;G))→ Hp(Y ;G). The composite Hp(X;G)→ Hp,0/Hp−1,1 ≈ E
∞
p,0
eH−→ E2p,0 ≈
Hp(Y ;H0(f ;G))→ Hp(Y ;G) is the homomorphism on homology induced by f : X → Y .
(EDV ) Let eV : E
2
0,q → E
∞
0,q be the edge homomorphism on the vertical axis.
Fix y ∈ Y −then there is an arrow Hq(Xy;G) → H0(Y ;Hq(f ;G)). The composite
Hq(Xy;G) → H0(Y ;Hq(f ;G)) ≈ E
2
0,q
eV−→ E∞0,q −→ Hq(X;G) is the homomorphism on
homology induced by the inclusion Xy → X.
Keeping to the preceding hypotheses, f : X → Y is said to be G-orientable provided
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that the Xy are path connected and ∀ q, Hq(f ;G) is constant, so ∀ y the right action
Hq(Xy;G)× π1(Y, y)→ Hq(Xy;G) is trivial.
[Note: If f : X → Y is G-orientable, then by the universal coefficient theorem, E2p,q ≈
Hp(Y ;Hq(Xy;G)) ≈ Hp(Y )⊗Hq(Xy;G) ⊗ Tor(Hp−1(Y ),Hq(Xy ;G)).]
EXAMPLE Let f : X → Y be G-orientable. Assume: Hi(Xy0 ;G) = 0 (0 < i ≤ n) and Hj(Y ;Z) =
0 (0 < j ≤ m) −then there is an exact sequence
Hn+m+1(Xy0 ;G)→ Hn+m+1(X;G)→ Hn+m+1(Y ;G)→ Hn+m(Xy0 ;G)→ · · ·
→ H2(Y ;G)→ H1(Xy0 ;G)→ H1(X;G)→ H1(Y ;G).
[For 2 ≤ r < n+m+ 2, combine the exact sequence
0→ E∞r,0 → Err,0 d
r→ Er0,r−1 → E∞0,r−1 → 0
with the exact sequence
0→ E∞r,0 → Hr(X;G)→ E∞r,0 → 0
observing that Hr(Y ;G) ≈ E2r,0 ≈ Err,0 and Hr−1(Xy0 ;G) ≈ E20,r−1 ≈ Er0,r−1, the arrow Hr(Y ;G) →
Hr−1(Xy0 ;G) being the transgression.]
[Note: The above assumptions are less stringent than those imposed earlier in the case G = Z (cf. p.
4-39).]
EXAMPLE Let f : X → Y be Λ-orientable, where Λ is a principal ideal domain −then the arrow
H∗(X; Λ) → H∗(Y ; Λ) is an isomorphism iff ∀ q > 0, the Hq(Xy0 ; Λ) = 0 and the arrow H∗(Xy0 ; Λ) →
H∗(X; Λ) is an isomorphism iff ∀ q > 0, Hq(Y ; Λ) = 0.
[Note: The formulation is necessarily asymmetric (take Y simply connected and consider ΘY → Y ).]
FACT Suppose that f : X → Y is Z-orientable −then any two of the following conditions imply the
third: (1) ∀ p, Hp(Y ) is finitely generated; (2) ∀ q, Hq(Xy0) is finitely generated; (3) ∀ n, Hn(X) is finitely
generated.
FACT Suppose that f : X → Y is Z-orientable −then any two of the following conditions imply the
third: (1) ∀ p > 0, Hp(Y ) is finite; (2) ∀ q > 0, Hq(Xy0) is finite; (3) ∀ n > 0, Hn(X) is finite.
Given pointed spaces
 XY , the mapping fiber sequence associated with the inclu-
sion f : X ∨Y → X ×Y reads: · · · → Ω(X ∨Y )→ Ω(X × Y )→ X♭Y → X ∨Y → X ×Y .
[Note: The homology of Ω(X ∨Y ) can be calculated in terms of the homology of ΩX
and ΩY (Aguade-Castellet†).]
†Collect. Math. 29 (1978), 3-6; see also Dula-Katz, Pacific J. Math. 86 (1980), 451-461.
LEMMA The arrow F : Ω(X × Y )→ X♭Y is nullhomotopic.
[Put
 ΩX = {σ : σ([1/2, 1]) = x0}ΩY = {τ : τ([0, 1/2]) = y0} −then the inclusions
 ΩX → ΩXΩY → ΩY are pointed
homotopy equivalences, hence the same holds for their product: ΩX ×ΩY → ΩX ×ΩY =
Ω(X×Y ). Use two parameter reversals to see that the composite ΩX×ΩY → Θ(X∨Y )→
X♭Y is equal to the composite ΩX × ΩY → Ω(X × Y )
F
−→ X♭Y , from which F ≃ 0.]
GANEA-NOMURA FORMULA Suppose that X and Y are nondegenerate −then in
HTOP∗, Ω(X ∨ Y ) ≈ ΩX × ΩY × ΩΣ(ΩX#ΩY ).
[The mapping fiber of 0: Ω(X×Y )→ X♭Y is Ω(X×Y )×Ω(X♭Y ) and by the lemma,
Ef ≈ Ω(X × Y ) × Ω(X♭Y ). Employing th notation of p. 4-36, there is a commutative
triangle
Eπ X♭Y
Ω(X × Y )
π′
F
. The vertical arrow is a pointed homotopy equivalence,
thus Eπ′ ≈ EF or still, Ω(X ∨Y ) ≈ Ω(X×Y )×Ω(X♭Y ) ≈ ΩX ×ΩY ×ΩΣ(ΩX#ΩY ) (cf.
p. 4-36).]
Given pointed spaces
 XY , the mapping fiber sequence associated with the pro-
jection f : X ∨ Y → Y reads: · · · → Ω(X ∨ Y )→ ΩY → Ef → X ∨ Y → Y .
LEMMA The arrow F : ΩY → Ef is nullhomotopic.
[Define g : Y → X ∨ Y by g(y) = (x0, y), so f ◦ g = idY . Let Z be any pointed space
−then in view of the replication theorem, there is an exact sequence [Z,Ω(X ∨ Y )] →
[Z,ΩY ] → [Z,Ef ]. Since Ωf has a right inverse, the arrow [Z,Ω(X ∨ Y )] → [Z,ΩY ] is
surjective. This means that the arrow [Z,ΩY ] → [Z,Ef ] is the zero map, therefore F is
nullhomotopic.]
GRAY-NOMURA FORMULA Suppose that X and Y are nondegenerate −then in
HTOP∗, Ω(X ∨ Y ) ≈ ΩY × Ω(X × ΩY/{x0} × ΩY ).
[Argue as in the proof of the Ganea-Nomura formula (Ef is determined on p. 4-35).]
PROPOSITION 27 Let X, Y be pointed spaces −then ΣX × Y/{x0} × Y has the
same pointed homotopy type as ΣX ∨ (ΣX#Y ).
[ΣX × Y/{x0} × Y ≈ ΣX#Y+ ≈ ΣX#(S
0 ∨ Y ) ≈ X#Σ(S0 ∨ Y ) ≈ X#(S1 ∨ΣY ) ≈
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(X#S1) ∨ (X#ΣY ) ≈ ΣX ∨ (ΣX#Y ).]
[Note: Recall that in HTOP∗, Σ(X#Y ) ≈ ΣX#Y ≈ X#ΣY for arbitrary pointed
X and Y (cf. p. 3-35).]
So, if X is the pointed suspension of a nondegenerate space, then the Gray-Nomura
formula can be simplified: Ω(X ∨ Y ) ≈ ΩY × Ω(X ∨ (X#ΩY )). Consequently, for all
nondegenerate X and Y ,
ΩΣ(X ∨ Y ) ≈
 ΩΣX × ΩΣ(Y ∨ (Y#ΩΣX))ΩΣY × ΩΣ(X ∨ (X#ΩΣY )) .
Suppose that
 XY ,Z are wellpointed with
 {x0} ⊂ X{y0} ⊂ Y , {z0} ⊂ Z closed. Let f : X → Y be
a pointed continuous function, Cf its pointed mapping cone. Let p : Z → Cf be a pointed continuous
function, Z0 its fiber over the base point. Assume: p is a Hurewicz fibration −then p is a pointed Hurewicz
fibration. Form the pullback square
P Z
Y Cf
p
j
. Since j ◦ f ≃ 0, there is a commutative triangle
Z
X Cf
pk
j ◦f
and an induced map e : X → P .
FACT The pointed mapping cone of the arrow Ce → Z has the pointed homotopy type of X ∗ Z0.
EXAMPLE Let X be well pointed with {x0} ⊂ X closed. The pointed mapping cone of X → ∗ is
ΣX, the pointed suspension of X. Consider the pullback square
ΩΣX ΘΣX
∗ ΣX
p1 Here, e : X → ΩΣX
is the arrow of adjunction and the pointed mapping cone Ce → ΘΣX has the same pointed homotopy type
as Ce → ∗, thus in HTOP∗, ΣCe ≈ X ∗ ΩΣX.
Given a pointed space X, the pointed mapping cone sequence associated with the
arrow of adjunction e : X → ΩΣX reads: X
e
→ ΩΣX → Ce → ΣX → ΣΩΣX → · · · .
PROPOSITION 28 Let X be nondegenerate −then ΣΩΣX has the same pointed
homotopy type as ΣX ∨ Σ(X#ΩΣX).
[Because the evaluation map r : ΣΩΣX → ΣX exhibits ΣX as a retract of ΣΩΣX,
the replication theorem of §3 implies that the arrow F : Ce → ΣX is nullhomotopic, hence
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CF ≈ ΣX ∨ ΣCe. Reverting to the notation of p. 3-33, there is a commutative triangle
Ce Cj
ΣX
F
j′
in which the vertical arrow is a pointed homotopy equivalence. Accord-
ingly, Cj′ ≈ CF =⇒ ΣΩΣX ≈ ΣX ∨ ΣCe ≈ ΣX ∨ Σ(X#ΩΣX), the last step by the
preceding example.]
Assume: X and Y are nondegenerate. Put X [0] = S0, X [n] = X# · · ·#X (n factors).
Starting from the formula ΩΣ(X∨Y ) ≈ ΩΣX×ΩΣ(Y ∨(Y#ΩΣX)), successive application
of Proposition 28 gives:
ΩΣ(X ∨ Y ) ≈ ΩΣX × ΩΣ
(
N∨
0
Y#X [n] ∨ (Y#X [N ]#ΩΣX)
)
.
FACT Let
 XY be nondegenerate and path connected −then ∀ q > 0, πq(ΣX ∨ΣY ) ≈ πq(ΣX)⊕
πq
(
Σ
(
∞∨
0
Y#X [n]
))
.
[By the above, πq(ΣX ∨ ΣY ) is isomorphic to
πq(ΣX)⊕ πq(Σ
(
N∨
0
Y#X [n] ∨ (Y#X [N]#ΩΣX)
)
).
Since Σ(Y#X [N]#ΩΣX) is (N + 2)-connected (cf. p. 3-42), it follows that ∀ q ≤ N + 2: πq(ΣX ∨ ΣY ) ≈
πq(ΣX) ⊕ πq(Σ
(
N∨
0
Y#X [n]
)
). But Σ
( ∨
n>N
Y#X [n]
)
is also (N + 2)-connected. Therefore, ∀ q > 0 :
πq(ΣX ∨ ΣY ) ≈ πq(ΣX) ⊕ πq
(
Σ
(
∞∨
0
Y#X [n]
))
. ]
A continuous function f : X → Y is said to be an n-equivalence (n ≥ 1) provided
that f induces a one-to-one correspondece between the path components of
 XY and
∀ x0 ∈ X, f∗ : πq(X,x0)→ πq(Y, f(x0)) is bijective for 1 ≤ q < n and surjective for q = n.
Example: A pair (X,A) is n-connected iff the inclusion A→ X is an n-equivalence.
[Note: f is an n-equivalence iff the pair (Mf (i(X)) is n-connected.]
FACT Let X
p−→ B q←− Y be a 2-sink. Suppose that
 p is an n-equivalenceq is an m-equivalence −then the projec-
tion X BY → B is an (n+m+ 1)-equivalence.
[There is an arrow X BY
φ−→ Wp ∗B Wq that commutes with the projections and is a homotopy
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equivalence (cf. p. 4-27), thus one can assume that
 pq are Hurewicz fibrations and work instead with
X ∗B Y (the connectivity of the join is given on p. 3-42).]
A continuous function f : X → Y is said to be a weak homotopy equivalence if f is
an n-equivalence ∀ n ≥ 1. Example: Consider the coreflector k : TOP → CG −then for
every topological space X, the identity map kX → X is a weak homotopy equivalence.
[Note: When X and Y are path connected, f is a weak homotopy equivalence pro-
vided that at some x0 ∈ X, f∗ : πq(X,x0)→ πq(Y, f(x0)) is bijective ∀ q ≥ 1.]
Example: Let
X Z Y
X ′ Z ′ Y ′
f g
f ′ g′
be a commutative diagram in which the verti-
cal arrows are homotopy equivalences −then the arrow Wf,g →Wf ′,g′ is a weak homotopy
equivalence.
[Compare Mayer-Vietoris sequences (use an ad hoc argument to establish that π0(Wf,g) ≈
π0(Wf ′,g′).]
Example: Let
 X0 ⊂ X1 ⊂ · · ·Y 0 ⊂ Y 1 ⊂ · · · be an expanding sequence of topological spaces.
Assume: ∀ n, the inclusions
 Xn → Xn+1Y n → Y n+1 are closed cofibrations. Suppose given a se-
quence of continuous functions φn : Xn → Y n such that ∀ n, the diagram
Xn Xn+1
Y n Y n+1
φn φn+1
commutes −then φ∞ : X∞ → Y∞ is a weak homotopy equivalence if this is the case of the
φn.
[Consider the commutative diagram
telX∞ X∞
telY∞ Y∞
telφ φ∞ (cf. p. 3-13). Since the
horizontal arrows are homotopy equivalences, it suffices to prove that telφ is a weak ho-
motopy equivalence. To see this, recall that there are projections
 telX∞ → [0,∞[telY∞ → [0,∞[ ,
thus a compact subset of
 telX∞telY∞ must lie in
 telnX∞telnY∞ (∃ n ≫ 0). But ∀ n, the
arrow telnX
∞ → telnY
∞ is a weak homotopy equivalence.]
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[Note: Here is a variant. Let
 X0 ⊂ X1 ⊂ · · ·Y 0 ⊂ Y 1 ⊂ · · · be an expanding sequence of topo-
logical spaces. Assume: ∀ n,
 XnY n is T1. Suppose given a sequence of continuous
functions φn : Xn → Y n such that ∀ n, the diagram
Xn Xn+1
Y n Y n+1
φn φn+1 commutes −then
φ∞ : X∞ → Y∞ is a weak homotopy equivalence if this is the case of the φn.]
EXAMPLE Given pointed spaces X and Y , let X ⊲⊳ Y be the double mapping track of the 2-sink
X → X ∨ Y ← Y . The projection X ⊲⊳ Y → X × Y is a pointed Hurewicz fibration. Its fiber over (x0, y0)
is Ω(X ∨ Y ) and the composite Ω(X♭Y ) → Ω(X ∨ Y ) → X ⊲⊳ Y defines a weak homotopy equivalence
Ω(X♭Y )→ X ⊲⊳ Y .
Assume X and Y are nondegenerate −then the argument used to establish that
ΩΣ(X ∨ Y ) ≈ ΩΣX × ΩΣ
(
N∨
0
Y#X [n] ∨
(
Y#X [N]#ΩΣX
))
does not explicity produce a pointed homotopy equivalence between either side but such precision is pos-
sible. Let
 ιΣXιΣY be the inclusions
 ΣX → ΣX ∨ ΣYΣY → ΣX ∨ ΣY . With w0 = ιΣY , inductively define w1 =
[w0, ιΣY ], . . . , wn = [wn−1, ιΣY ], the bracket being the Whitehead product, so w1 : Σ(Y#X) → ΣX ∨ ΣY,
. . ., wn : Σ(Y#X
[n])→ ΣX ∨ ΣY . Write Ω(ιΣY ) + Ω
(
N∨
0
wn ∨ [wN , ιΣX ◦ r]
)
for the composite
ΩΣX × ΩΣ
(
N∨
0
Y#X [n] ∨
(
Y#X [N]#ΩΣX
))
→ ΩΣ(X ∨ Y )× ΩΣ(X ∨ Y ) +→ ΩΣ(X ∨ Y ).
Then Spencer† has shown that Ω(ιΣX ) + Ω
(
N∨
0
wn ∨ [wN , ιΣX ◦ r]
)
is a pointed homotopy equivalence.
EXAMPLE Let
 XY be nondegenerate and path connected −then the map
Ω(ιΣX ) + Ω
(
∞∨
0
wn
)
: ΩΣX ×ΩΣ
(
∞∨
0
Y#X [n]
)
→ ΩΣ(X ∨ Y )
is a weak homotopy equivalence.
Let L be the free Lie algebra over Z on two generators t1, t2. The basic commutators of weight one are
†J. London Math. Soc. 4 (1971), 291-303.
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t1 and t2. Put e(t1) = 0, e(t2) = 0. Proceed inductively, suppose that the basic commutators of weight less
than n have been defined and ordered as t1, . . . tp and that a function e from {1, . . . , p} to the nonnegative
integers has been defined: ∀ i, e(i) < i. Take for the basic commutators of weight n the [ti, tj ], where weight
ti+ weight tj = n and e(i) ≤ j < i. Order these commutators in any way and label them tp+1 . . . tp+q.
Complete the construction by setting e([ti, tj ]) = j. Let B be the set of basic commutators thus obtained
−then B is an additive basis for L, the Hall basis.
EXAMPLE (Hilton-Milnor Formula) Let
 XY be nondegenerate and path connected.
Put
 Z(t1) = XZ(t2) = Y and let
 ζ1 : ΣZ(t1)→ ΣX ∨ ΣYζ2 : ΣZ(t2)→ ΣX ∨ ΣY be the inclusions. For t ∈ B of weight
n > 1, write uniquely t = [ti, tj ], where weight ti + weight tj = n. Via recursion on the weight,
put Z(t) = Z(ti)#Z(tj) and let ζt : ΣZ(t) → ΣX ∨ ΣY be the Whitehead product [ζi, ζj ], where ζi : ΣZ(ti)→ ΣX ∨ ΣYζj : ΣZ(tj)→ ΣX ∨ ΣY . The ζt combine to define a continuous function ζ =
∑
t∈B
Ωζt from (w)
∏
t∈B
ΩΣZ(t)
(cf. p. 1-36) to ΩΣ(X ∨ Y ). Claim: ζ is a weak homotopy equivalence. To see this, attach to each N =
1, 2, . . . a “remainder” RN =
∨
i>N
e(i)<N
Z(ti). Applying the preceding example to ΩΣ
(
Z(tN) ∨
∨
i>N
e(i)<N
Z(ti)
)
, it
follows that the map
N∑
i=1
Ωζi + Ω
( ∨
i>N
e(i)<N
ζi
)
:
N∏
i=1
ΩΣZ(ti)× ΩΣ(RN+1)→ ΩΣ(X ∨ Y )
is a weak homotopy equivalence. To finish, let N → ∞ (justified, since the connectivity of RN+1 tends to
∞ with N).
[Note: The isomorphism ζ∗ : ⊕
t∈B
π∗(ΩΣZ(t)) → π∗(ΩΣ(X ∨ Y )) depends on the choice of the Hall
basis B. Consult Goerss† for an intrinsic description.]
A nonempty path connected topological space X is said to be homotopically trivial if
X is n-connected for all n, i.e., provided that ∀ q > 0, πq(X) = 0. Example: A contractible
space is homotopically trivial.
Example: Let X
f
→ Z
g
← Y be a 2-sink. Assume X & Z are homotopically trivial
−then the arrow Wf,g → Y is a weak homotopy equivalence.
EXAMPLE A homotopy equivalence is a weak homotopy equivalence but the converse is false.
(1) (The Wedge of the Broom) Consider the subspace X of R2 consisting of the line segments
joining (0, 1) to (0, 0) & (1/n, 0) (n = 1, 2, . . .) −then X is contractible, thus it and its base point (0, 0)
have the same homotopy type. But in the pointed homotopy category, (X, (0, 0)) and ({(0, 0)}, (0, 0)) are not
equivalent. ConsiderX ∨X, the subspace of R2 consisting of the line segments joining
 (0, 1) to (0, 0) & (1/n, 0)(0,−1) to (0, 0) & (−1/n, 0) (n =
†Quart. J. Math. 44 (1993), 43-85.
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1, 2, . . .),
−then X ∨X is path connected and homotopically trivial. However, X ∨X is not contractible, so the map
that sends X ∨X to (0, 0) is a weak homotopy equivalence but not a homotopy equivalence.
(2) (The Warsaw Circle) Consider the subspace X of R2 consisting of the union of
{(x, y) :

x = 0,−2 ≤ y ≤ 1
0 ≤ x ≤ 1, y = −2
x = 1,−2 ≤ y ≤ 0
} and {(x, y) : 0 < x ≤ 1, y = sin(2π/x)}
−then X is path connected and homotopically trivial. However, X is not contractible, so the map that
sends X to (0, 0) is a weak homotopy equivalence but not a homotopy equivalence.
FACT Let p : X → B be a Hurewicz fibration, where X and B are path connected and X is
nonempty. Suppose that [p] is both a monomorphism and an epimorphism in HTOP −then p is a weak
homotopy equivalence.
A continuous function f : (X,A) → (Y,B) is said to be a relative n-equivalence
(n ≥ 1) provided that the sequence ∗ → π0(X,A) → π0(Y,B) is exact and ∀ x0 ∈ A,
f∗ : πq(X,A;x0)→ πq(Y,B, f(x0)) is bijective for 1 ≤ q < n and surjective for q = n.
PROPOSITION 29 Suppose that
 X1X2 &
 Y1Y2 are open subspaces of XY with
 X = X1 ∪X2Y = Y1 ∪ Y2 . Let f : X → Y be a continuous function such that X1 = f−1(Y1)X2 = f−1(Y2) . Fix n ≥ 1. Assume: f : (Xi,X1 ∩ X2) → (Yi, Y1 ∩ Y2) is a relative
n-equivalence (i = 1, 2) −then f : (X,Xi)→ (Y, Yi) is a relative n-equivalence (i = 1, 2).
[This is the content of the result on p. 3-48.]
A continuous function f : (X,A) → (Y,B) is said to be a relative weak homotopy
equivalence if f is a relative n-equivalence ∀ n ≥ 1. Example: Let p : X → B be a
Serre fibration, where B is path connected and X is nonempty −then ∀ b ∈ B, the arrow
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(X,Xb)→ (B, b) is a relative weak homotopy equivalence.
LEMMA Let f : (X,A) → (Y,B) be a continuous function. Assume f : A→ B and
f : X → Y are weak homotopy equivalences −then f : (X,A)→ (Y : B) is a relative weak
homotopy equivalence.
PROPOSITION 30 Suppose that
 X1X2 &
 Y1Y2 are open subspaces of XY with
 X = X1 ∪X2Y = Y1 ∪ Y2 . Let f : X → Y be a continuous function such that X1 = f−1(Y1)X2 = f−1(Y2) . Assume:
 f : X1 → Y1f : X2 → Y2 & f : X1 ∩X2 → Y1 ∩ Y2 are weak homo-
topy equivalences −then f : X → Y is a weak homotopy equivalence.
[The lemma implies that f(Xi,X1 ∩X2)→ (Yi, Y1 ∩ Y2) is a relative weak homotopy
equivalence (i = 1, 2). Therefore, on the basis of Proposition 29, f : (X,Xi)→ (Y, Yi) is a
relative weak homotopy equivalence (i = 1, 2). Since a given x ∈ X belongs to at least one
of the Xi, this suffices (modulo low dimensional details).]
Application: Let
X Z Y
X ′ Z ′ Y ′
f g
f ′ g′
be a commutative diagram in which the
vertical arrows are weak homotopy equivalences −then the arrow Mf,g →Mf ′,g′ is a weak
homotopy equivalence.
[Note: If in addition
 ff ′ are closed cofibrations, then the arrow X⊔gY → X ′⊔g′Y ′
is a weak homotopy equivalence (cf. §3, Proposition 18).]
FACT Let
 XY be topological spaces and let f : X → Y be a continuous function. As-
sume V = {V } is an open covering of Y which is closed under finite intersections such that ∀ V ∈ V,
f : f−1(V )→ V is a weak homotopy equivalence −then f : X → Y is a weak homotopy equivalence.
[Use Zorn on the collection of subspaces B of Y that have the following properties: B is a union of
elements of V, f : f−1(B) → B is a weak homotopy equivalence, and ∀ V ∈ V, f : f−1(B ∩ V ) → B ∩ V
is a weak homotopy equivalence. Order this collection by inclusion and fix a maximal element B0. Claim:
B0 = Y . If not, choose V ∈ V: V 6⊂ B0 and consider B0 ∪ V .]
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SUBLEMMA Let f ∈ C(X,Y ) and suppose given continuous functions
 φ : S
n−1 → X
ψ : Dn → Y
with f ◦ φ = ψ|Sn−1 −then there exists a neighborhood U of Sn−1 in Dn and continuous functions φ : U → Xψ : Dn → Y such that φ|Sn−1 = φ and f ◦ φ = ψ|U , where ψ ≃ ψ rel Sn−1.
[Let U = {x : 1/2 < ‖x‖ ≤ 1} and put φ(x) = φ(x/ ‖x‖) (x ∈ U). Write v(x) =
 x (‖x‖ ≤ 1)x/ ‖x‖ (‖x‖ ≥ 1) .
Define H : IDn → Y by H(x, t) = ψ(v((1 + t)x)) and take ψ = H ◦ i1.]
LEMMA Suppose that
 X1X2 &
 Y1Y2 are subspaces of
 XY with X = intX1 ∪ intX2Y = intY1 ∪ intY2 . Let f : X → Y be a continuous function such that
 f(X1) ⊂ Y1f(X2) ⊂ Y2 . Assume: f : X1 → Y1f : X2 → Y2 & f : X1 ∩X2 → Y1 ∩ Y2 are weak homotopy equivalences −then f : X → Y is a weak
homotopy equivalence.
[In the notation employed at the end of §3, given continuous functions
 φ : I˙
q → X
ψ : Iq → Y
such that
f ◦ φ = ψ|I˙q, it is enough to find a continuous function Φ : Iq → X such that Φ|I˙q = φ and f ◦ Φ ≃ ψ rel I˙q.
This can be done by a subdivision argument. The trick is to consider
 φ
−1(X − intX1) ∪ ψ−1(Y − Y1)
φ−1(X − intX2) ∪ ψ−1(Y − Y2)
.
These sets are closed. However, they need not be disjoint and the point of the sublemma is to provide an
escape for this difficulty.]
EXAMPLE In the usual topology, take Y = R, Y1 = Q, Y2 = P; in the discrete topology, take
X = R, X1 = Q, X2 = P −then the identity map X → Y is not a weak homotopy equivalence, yet the
restrictions
 X1 → Y1X2 → Y2 , X1 ∩X2 → Y1 ∩ Y2 are weak homotopy equivalences.
FACT Let
 XY be topological spaces and let f : X → Y be a continuous function. Suppose
that
 U = {Ui : i ∈ I}V = {Vi : i ∈ I} are open coverings of
 XY such that ∀ i: f(Ui) ⊂ Vi. Assume: For every
nonemtpy finite subset F ⊂ I , the induced map
⋂
i∈F
Ui →
⋂
i∈F
Vi is a weak homotopy equivalence −then f
is a weak homotopy equivalence.
Topological spaces
 XY are said to have the same weak homotopy type if there ex-
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ists a topological space Z and weak homotopy equivalences
 f : Z → Xg : Z → Y . The relation
of having the same weak homotopy type is an equivalence relation.
[Note: One can always replace Z by a CW resolution K → Z , hence
 XY have
the same weak homotopy type iff they admit CW resolutions
 K → XK → Y by the same
CW complex K.]
Transitivity is the only issue. For this, let X1, X2, X3, be topological spaces, let K,L be CW com-
plexes, and consider the diagram
K L
X1 X2 X3
f1 f2 g2 g3 , where
 f1f2 ,
 g2g3 are
weak homotopy equivalences. Since (K, f2) and (L, g2) are both CW resolutions of X2, there is a homotopy
equivalence φ : K → L such that f2 ≃ g2 ◦ φ (cf. p. 5-18). Thus g3 ◦ φ : K → X3 is a weak homotopy
equivalence, so X1 and X3 have the same weak homotopy type.
EXAMPLE Two aspherical spaces having the same isomorphic fundamental groups have the same
weak homotopy type.
[Note: A path connected topological spaceX is said to be aspherical provided that ∀ q > 1, πq(X) = 0.
Example: If X is path connected and metrizable with dimX = 1, then X is aspherical.]
Let X be in TOP/B. Assume that the projection p : X → B is surjective −then p
is said to be a quasifibration if ∀ b ∈ B, the arrow (X,Xb) → (B, b) is a relative weak
homotopy equivalence. If p : X → B is a quasifibration, then ∀ b0 ∈ B, ∀ x0 ∈ Xb0 , there
is an exact sequence
· · · → π2(B)→ π1(Xb0)→ π1(X)→ π1(B)→ π0(Xb0)→ π0(X)→ π0(B).
LEMMA Let p : X → B be a Serre fibration. Suppose that B is path connected and
X is nonempty −then p is a quasifibration.
EXAMPLE Take X = ([−1, 0] × {1}) ∪ ({0} × [0, 1]) ∪ ([0, 1] × {0}), B = [−1, 1], and let p be
the vertical projection −then p is a quasifibration (X and B are contractible, as are all the fibers) but p is
neither a Serre fibration nor a Dold fibration.
[Note: The pullback of a Serre fibration is a Serre fibration, i.e., Propostion 4 is valid with “Hurewicz”
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replaced by “Serre”. This fails for quasifibrations. Let B′ = [0, 1] and define Φ′ : B′ → B by Φ(t) = t sin(1/t) (t > 0)0 (t = 0) −then the projection p′ : X ′ → B′ is not a quasifibration (consider π0).]
PROPOSITION 31 Let p : X → B be a quasifibration, where B is path connected
−then the fibers of p have the same weak homotopy type.
[Using the mapping track Wp, factor p as q ◦ γ and note that ∀ b ∈ B, γ induces a
weak homotopy equivalence Xb → q
−1(b). But q : Wp → B is a Hurewicz fibration and
since B is path connected, the fibers of q have the same weak homotopy type (cf. p. 4-14).]
EXAMPLE Let B = [0, 1]n (n ≥ 1). Put X = B × B − ∆B and let p be the vertical projection
−then p is not a quasifibration (cf. p. 4-8).
LEMMA Let p : X → B be a continuous function. Suppose that O ⊂ B and
pO : XO → O is a quasifibration −then the arrow (X,XO) → (B,O) is a relative weak
homotopy equivalence iff ∀ b ∈ O, the arrow (X,Xb)→ (B, b) is a relative weak homotopy
equivalence.
PROPOSITION 32 Let X be in TOP/B. Suppose that
 O1O2 are open subspaces
of B with B = O1∪O2. Assume:
 pO1 : XO1 → O1pO2 : XO2 → O2 & pO1 ∩ O2 : XO1 ∩ O2 → O1 ∩ O2
are quasifibrations −then p : X → B is a quasifibration.
[From the lemma, the arrows (XOi ,XO1∩O2) → (Oi, O1 ∩ O2) are relative weak ho-
motopy equivalences (i = 1, 2). Therefore the arrow (X,XOi)→ (B,Oi) is a relative weak
homotopy equivalence (i = 1, 2) (cf. Proposition 29). Since p is clearly surjective, another
appeal to the lemma completes the proof.]
Application: Let X be in TOP/B. Suppose that O = {Oi : i ∈ I} is an open covering
of B which is closed under finite intersections. Assume: ∀ i, pOi : XOi → Oi is a quasifi-
bration −then p : X → B is a quasifibration.
[The argument is the same as that indicated on p. 4-54 for weak homotopy equiva-
lences.]
[Note: This is the local-global principle for quasifibrations. Here, numerability is
irrelevant.]
EXAMPLE Let X = R2 be equipped with the following topology. Basic neighborhoods of (x, y),
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where
 x ≤ 0x ≥ 1 & − ∞ < y < ∞ or
 0 < x < 1 & y > 00 < x < 1 & y < 0 , are the usual neighborhoods but the
basic neighborhoods of (x, 0), where 0 < x < 1, are the open semicircles centered at (x, 0) of radius
< min{x, 1− x} that lie in the closed upper half plane. Take B = R2 (usual topology) −then the identity
map p : X → B is not a quasifibration (since π1(B) = 0, π1(X) 6= 0) and the fibers are points). Put O1 = {(x, y) : x > 0}O2 = {(x, y) : x < 1} :
 O1O2 are open subspaces of B with B = O1 ∪ O2. Moreover
 XO1XO2 are
contractible, thus
 pO1 : XO1 → O1pO2 : XO2 → O2 are quasifibrations. However, pO1 ∩ O2 : XO1 ∩ O2 → O1 ∩ O2 is
not a quasifibration.
FACT Let p : X → B be a surjective continuous function, where B = colimBn is T1. Assume: ∀ n,
p−1(Bn)→ Bn is a quasifibration −then p is a quasifibration.
Let A be a subspace of X, i : A→ X the inclusion.
(WDR) A is said to be a weak deformation retract of X if there is a homotopy
H : IX → X such that H ◦ i0 = idX , H ◦ it(A) ⊂ A (0 ≤ t ≤ 1), and H ◦ i1(X) ⊂ A.
[Note: Define r : X → A by i ◦ r = H ◦ i1 −then i ◦ r ≃ idX and r ◦ i ≃ idA.]
A strong deformation retract is a weak deformation retract. The comb is a weak
deformation retract of [0, 1]2 (consider the homotopy H((x, y), t) = (x, (1 − t)y)) but the
comb is not a retract of [0, 1]2.
[Note: A pointed space (X,x0) is contractible to x0 in TOP∗ iff {x0} is a weak (or
strong) deformation retract of X. The broom with base point (0, 0) is an example of a
pointed space which is contractible in TOP but not in TOP∗. Therefore a deformation
retract need not be a weak deformation retract.]
On a subspace A of X such that the inclusion A→ X is a cofibration, “strong” = “weak”.
PROPOSITION 33 Let p : X → B be a surjective continuous function. Suppose that
O is a subspace of B for which pO : XO → O is a quasifibration and
 OXO is a weak
deformation retract of
 BX say
 ρ : B → Oτ : X → XO . Assume: p ◦ r = ρ ◦ p and ∀ b ∈ B,
r|Xb is a weak homotopy equivalence Xb → Xρ(b) −then p : X → B is a quasifibration.
[Given b ∈ B, r : (X,Xb)→ (XO,Xρ(b)), as a map of pairs, is a relative weak homotopy
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equivalence and, by the assumption, the diagram
(X,Xb) (XO,Xρ(b))
(B, b) (O, ρ(b))
commutes.]
Application: Let
X Z Y
X ′ Z ′ Y ′
f g
f ′ g′
be a commutative diagram in which the
vertical arrows are quasifibrations. Assume ∀ z′ ∈ Z ′,
 f |Zz′g|Zz′ is a weak homotopy
equivalence
 Zz′ → Xf ′(z′)Zz′ → Yg′(z′) −then the arrow Mf,g →Mf ′,g′ is a quasifibration.
PROPOSITION 34 Let
X Z Y
X ′ Z ′ Y ′
f g
f ′ g′
be a commutative diagram in which
the left vertical arrow is a surjective Hurewicz fibration and the right vertical arrow is a
quasifibration. Assume:
X Z
X ′ Z ′
f
f ′
is a pullback square,
 ff ′ are closed cofibrations,
and ∀ z′ ∈ Z ′, g|Zz′ is a weak homotopy equivalence Zz′ → Yg′(z′) −then the induced map
X ⊔g Y → X
′ ⊔g′ Y
′ is a quasifibration.
[Consider the commutative diagram
Mf,g Mf ′,g′
X ⊔g Y X
′ ⊔g′ Y
′
φ
µ
φ′
ν
. Since
 ff ′ are
cofibrations,
 φφ′ are homotopy equivalences (cf. §3, Proposition 18) and, by the
above, µ is a quasifibration. Thus it need only be shown that ∀ m′ ∈ Mf ′,g′ , the arrow
µ−1(m′)→ ν−1(φ′(m′)) is a weak homotopy equivalence, which can be done by examining
cases.]
The conclusion of Proposition 34 cannot be strengthened to “Hurewicz fibration”. To
see this, take X = [−1, 0]×[0, 1], Y = [0, 2]×[0, 2], Z = {0}×[0, 1], X ′ = [−1, 0], Y ′ = [0, 2],
Z ′ = {0}, let
 f : Z → Xg : Z → Y ,
 f ′ : Z ′ → X ′g′ : Z ′ → Y ′ be the inclusions, and let X → X ′,
Z → Z ′, Y → Y ′ be the vertical projections −then X ⊔g Y = X ∪ Y , X
′ ⊔g′ Y
′ = X ′ ∪ Y ′,
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and the induced map X ∪ Y → X ′ ∪ Y ′ is the vertical projection. But it is not a Hurewicz
fibration since it fails to have the slicing structure property (cf. p. 4-14).
EXAMPLE (Cone Construction) Fix nonempty topolgical spaces X, Y and let φ : X ×
Y → Y be a continuous function. Define E by the pushout square
X × Y Y
ΓX × Y E
φ
. Assume:
∀ x ∈ X, φx : {x} × Y → Y is a weak homotopy equivalence. Consider the commutative diagram
ΓX × Y X × Y Y
ΓX X ∗
φ
. Since the arrows X → ΓX X × Y → ΓX × Y are closed cofibra-
tions, all the hypotheses of Proposition 34 are met. Therefore the induced map E → ΣX is a quasifibration.
[Note: The same construction can be made in the pointed category provided that (X,x0) is well-
pointed with {x0} ⊂ X closed.]
EXAMPLE (Dold-Lashof Construction) Let G be a topological semigroup with unit in
which the operations of left and right translation are homotopy equivalences. Let p : X → B be a quasi-
fibration. Assume: There is a right action
 X ×G→ X(x, g)→ x · g such that p(x · g) = p(x) and the arrow G→ Xp(x)g → x · g is a weak homotopy equivalence. Define X by the pushout square
X ×G X
ΓX ×G X
and put B = Cp. Since the diagram
ΓX ×G X ×G X
ΓX X B
commutes, Proposition 34
implies that p : X → B is a quasifibration. Represent a generic point of X(B) by the symbol [x, t, g] ([x, t])
(with the obvious understanding at t = 0 or t = 1), so p[x, t, g] = [x, t]. The assignment
 X ×G→ X([x, t, g], h) = [x, t, gh]
is unambiguous and satisfies the algebraic conditions for a right action ofG onX but it is not necessarily con-
tinuous. The resolution is to place a smaller topology on X. Let t : X → [0, 1] be the function [x, t, g]→ t;
let x : t−1(]0, 1[) → X be the function [x, t, g] → x; let g : t−1([0, 1[) → G be the function [x, t, g]→ g; let
x ·g : t−1(]0, 1])→ X be the function [x, t, g]→ x ·g. Definition: The coordinate topology on X is the initial
topology determined by t, x, g, x · g. The injection
 X → Xx→ [x, 1, e] is an embedding, as is the injection G→ Xg → [x, t, g] (t 6= 0, 1) Moreover, G acts continuously and ∀ x ∈ X, the arrow
 G→ Xp(x)g → x · g is a weak
homotopy equivalence. Now equip B with its coordinate topology (cf. p. 3-3) −then p : X → B is continu-
ous and remains a quasifibration (apply Propositions 32 and 33 to
 O1 = {[x, t] : 0 < t ≤ 1}O2 = {[x, t] : 0 ≤ t < 1} ). In other
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words, (X,B) satisifies the same conditions as (X,B) and there is a commutative diagram
X X
B B
,
where X → X is inessential (consider H :
 IX → X(x, t)→ [x, t, e] ).
Example: Let G be a topological group −then G (coordinate topology) is homeomorphic to G ∗c G
(coarse join).
LetG be a topological group,X a topological space. Suppose thatX is a rightG-space: X ×G→ X(x, g)→ x · g −then the projection X → X/G is an open map and X/G is Hausdorff
iff X ×X/GX is closed in X ×X. The continuous function θ : X ×G→ X ×X/GX defined
by (x, g) → (x, x · g) is surjective. It is injective iff the action is free, i.e., iff ∀ x ∈ X,
the stabilizer Gx = {g : x · g = x} of x in G is trivial. A free right G-space X is said
to be principal provided that θ is a homeomorphism or still, that the division function
d :
 X ×X/G X → G(x, x · g)→ g is continuous.
Let X be in TOP/B −then X is said to be a principal G-space over B if X is a
principal G-space, B is a trivial G-space, the projection p : X → B is open, surjective, and
equivariant, and G operates transitively on the fibers. There is a commutative triangle
X
X/G B
and the arrow X/G→ B is a homeomorphism. PRINB,G is the category
whose objects are the principal G-spaces over B and whose morphisms are the equivariant
continuous functions over B. If Φ′ ∈ C(B′, B), then for every X in PRINB,G there is a
pullback square
X ′ X
B′ B
f ′
Φ′
with X ′ = B′ ×B X in PRINB′,G and f
′ equivariant.
LEMMA Every morphism in PRINB,G is an isomorphism.
[Note: The objects in PRINB,G which are isomorphic to B ×G (product topology)
are said to be trivial . It follows from the lemma that the trivial objects are precisely those
that admit a section.]
Application: Let
 X ′X be in
 PRINB′,GPRINB,G ; let f ′ ∈ C(X ′,X), Φ ∈ C(B′, B). As-
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sume: f ′ is equivariant and p ◦ f ′ = Φ′ ◦ p′ −then the commutative diagram
X ′ X
B′ B
f ′
Φ′
is a pullback square.
[Compare this diagram with the pullback square defining the fiber product.]
Let X be in TOP/B −then X is said to be a G-bundle over B if X is a free right
G-space, B is a trivial G-space, the projection p : X → B is open, surjective, and equiv-
ariant, and there exists an open covering O = {Oi : i ∈ I} of B such that ∀ i, XOi is
equivariantly homeomorphic to Oi × G over Oi. Since the division function is necessarily
continuous and G operates transitively on fibers, X is a principal G-space over B. If O
can be chosen numerable, then X is said to be a numerable G-bundle over B (a condi-
tion that is automatic when B is a paracompact Hausdorff space, e.g., a CW complex).
BUNB,G is the full subcategory of PRINB,G whose objects are the numerable G-bundles
over B. Each X in BUNB,G is numerably locally trivial with fiber G and the local-global
principal implies that the projection X → B is a Hurewicz fibration. There is a functor
I : BUNB,G → BUNIB,G that sends p : X → B to Ip : IX → IB, where (x, t)·g = (x·g, t).
EXAMPLE A G-bundle over B need not be numerable. For instance, take G = R −then every
object in BUNB,R admits a section (R being contractible), hence is trivial. Let now X be the subset of R
3
defined by the equation x1x3+x
2
2 = 1 and let R act on X via (x1, x2, x3)·t = (x1, x2+tx1, x3−2tx2−t2x1). X
is an R-bundle over X/R but it is not numerable. For if it were, then there would exist a section X/R→ X,
an impossibility since X/R is not Hausdorff.
FACT Suppose that X is a G-bundle over B −then the projection p : X → B is a Serre fibration
(cf. p. 4-11) which is Z-orientable if B and G are path connected.
Let
 X ′X be in
 BUNB′,GBUNB,G . Write X ′ ×G X for the orbit space (X ′ ×X)/G
−then there is a commutative diagram
X ′ ×X X ′
X ′ ×G X B
′
which is a pullback square.
As an object in TOP/B′, X ′ ×G X is numerably locally trivial with fiber X so, e.g., has
the SEP if X is contractible. The s′ ∈ secB′(X
′×GX) correspond bijectively to the equiv-
ariant f ′ ∈ C(X ′,X). As an object in TOP/B′×B, X ′ ×GX is numerably locally trivial
with fiber G. Given Φ′ ∈ C(B′, B), there exists an equivariant f ′ ∈ C(X ′,X) rendering
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the diagram
X ′ X
B′ B
f ′
Φ′
commutative iff the arrow
 B′ → B′ ×Bb′ → (b′,Φ′(b′)) admits a lifting
X ′ ×G X
B′ B′ ×B
.
COVERING HOMOTOPY THEOREM Let
 X ′X be in
 BUNB′,GBUNB,G . Suppose
that f ′ : X ′ → X is an equivariant continuous function and h : IB′ → B is a homotopy
with p ◦ f ′ = h ◦ i0 ◦ p
′ −then there exists an equivariant homotopy H : IX ′ → X such
that H ◦ i0 = f
′ and for which the diagram
IX ′ X
IB′ B
H
h
commutes.
[Take Φ′ = h ◦ i0 to get a lifting
X ′ ×G X
B′ B′ ×B
and a commutative diagram
B′ IX ′ ×G X
IB′ IB′ ×B
i0 . The projection IX
′ ×G X → IB
′ × B is a Hurewicz fibration,
thus the diagram has a filler IB′ → IX ′ ×G X and this guarantees the existence of H.]
Application: Let X be in BUNB,G. Suppose that
 Φ′1Φ′2 ∈ C(B′, B) are homotopic
−then
 X ′1X ′2 are isomophic in BUNB′,G.
FACT The functor I : BUNB,G → BUNIB,G has a representative image.
The relation “isomorphic to” is an equivalence relation on ObBUNB,G. Call kGB the
“class” of equivalence classes arising therefrom −then kGB is a “set” (see below). Since for
any Φ′ ∈ C(B′, B) and each X in BUNB,G, the isomorphism class [X
′] of X ′ in BUNB′,G
depends only on the homotopy class [Φ′] of Φ′, kG is a cofunctor HTOP→ SET. A topo-
logical space BG is said to be a classifying space for G if BG represents kG, i.e., if there
exists a natural isomorphism Ξ : [−, BG] → kG, an XG ∈ ΞBG(idBG) being a universal
numerable G-bundle over BG. From the definitions, ∀ Φ ∈ C(B,BG), ΞB[Φ] = [X], where
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X is defined by the pullback square
X XG
B BGΦ
and Φ is the classifying map.
(UN) Assume that
 Ξ′ → [−, B′G]→ kGΞ′′ → [−, B′′G]→ kG are natural isomorphisms −then
there exists mutually inverse homotopy equivalences
 Φ′ : B′G → B′′GΦ′′ : B′′G → B′G such that kG[Φ′]([X ′′G]) = [X ′G]kG[Φ′′]([X ′G]]) = [X ′′G] .
Recall that the members of a class are sets, therefore kGB is not a class but rather a conglomerate.
Still, BUNB,G has a small skeleton BUNB,G. Indeed, any X in BUNB,G is isomophic to B × G. Here,
the topology on B×G depends on X and is in general not the product topology but the action is the same
((b, g)·h = (b, gh)). Thus one can modify the definition of kG and instead take for kGB the set ObBUNB,G.
PROPOSITION 35 Suppose that there exists a BG in TOP and an XG in BUNBG,G
such that XG is contractible −then kG is representable.
[Define a natural transformation Ξ : [−, BG] → kG by assigning to a given homotopy
class [Φ] (Φ ∈ C(B,BG)) the isomorphism class [X] of the numerable G-bundle X over B
defined by the pullback square
X XG
B BGΦ
. The claim is that ∀ B, ΞB : [B,BG]→ kGB
is bijective.
Surjectivity: Take any X in BUNB,G and form X ×G XG. Since XG is contractible
X ×G XG has the SEP, thus secB(X ×G XG) is nonempty, so there exists an equivariant
f ∈ C(X,XG). Determine Φ ∈ C(B,BG) from the commutative diagram
X XG
B BG
f
Φ
−then ΞB[Φ] = [X].
Injectivity: Let Φ′, Φ′′ ∈ C(B,BG) and assume that ΞB[Φ
′] = ΞB[Φ
′′], say [X ′] = [X ′′],
where
X ′ X ′′
B
φ
, with φ equivariant. There are pullback squares
X ′ XG
B BG
f ′
Φ′
,
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X ′′ XG
B BG
f ′′
Φ′′
. Put B0 = B × ([0, 1/2[ ∪ ]1/2, 1]) and define H0 : IX
′|B0 → XG by
H0(x
′, t) =
 f ′(x′) (t < 1/2)f ′′ ◦ φ(x′) (t > 1/2) : H0 is equivariant, hence corresponds to a section
s0 of (IX
′×GXG)|B0. Since B0 is a halo of i0B ∪ i1B in IB and since IX
′×GXG has the
SEP, ∃ s ∈ secIB(IX
′ ×G XG) : s|B × ({0} ∪ {1}) = s0|B × ({0} ∪ {1}). Translated, this
means that there exists an equivariant homotopy H : IX ′ → XG. Determine h : IB → BG
from the commutative diagram
IX ′ XG
IB′ BG
H
h
−then
 h ◦ i0 = Φ′h ◦ i1 = Φ′′ =⇒ [Φ′] = [Φ′′].]
The converse to Proposition 35 is also true: In order that kG be representable, it is necessary that XG
be contractible. Thus let X∞G be the numerable G-bundle over B
∞
G produced by the Milnor construction
−then X∞G is contractible, so Ξ∞ is a natural isomorphism. As the same holds for Ξ by assumption, there
are pullback squares
XG X
∞
G
BG B
∞
G
f
Φ
,
X∞G XG
B∞G BG
f∞
Φ∞
and Φ∞ ◦ Φ ≃ idBG . Owing to the covering
homotopy theorem, f∞ ◦ f is equivariantly homotopic to an isomorphism
XG XG
BG
φ
. But φ is
necessarily inessential, X∞G being contractible.
EXAMPLE Let E be an infinite dimensional Hilbert space −then its general linear group GL(E)
is contractible (cf. p. 6-10). Any compact Lie group G can be embedded as a closed subgroup of GL(E).
So, if XG = GL(E), BG = GL(E)/G, then BG is a classifying space for G and XG is universal.
[BG is a paracompact Hausdorff space. Local triviality of XG is a consequence of a generality due
to Gleason, viz: Suppose that G is a compact Lie group and X is a Hausdorff principal G-space which is
completely regular −then X, as an object in TOP/B (B = X/G), is a G-bundle.]
EXAMPLE Let G be a noncompact connected semisimple Lie group with a finite center, K ⊂ G a
maximal compact subgroup. The coset space K\G is contractible, being diffeomorphic to some Rn. Let Γ
be a discrete subgroup of G. Assume: Γ is cocompact and torsion free −then Γ operates on K\G by right
translation and K\G is a numerable Γ-bundle over K\G/Γ. So if XΓ = K\G, BΓ = K\G/Γ, then BΓ is a
classifying space for Γ and XΓ is universal.
[Note: BΓ is a compact riemannian manifold. Its universal covering space is XΓ, thus BΓ is aspherical
and of homotopy type (Γ, 1).]
MILNOR CONSTRUCTION Let G be a topological group. Consider the subset of
([0, 1] × G)ω made up of the strings {(ti, gi)} for which
∑
i
ti = 1 & #{i : ti = 6= 0} < ω.
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Write {(t′i, g
′
i)} ∼ {(t
′′
i , g
′′
i )} iff ∀ i, t
′
i = t
′′
i and at those i such that t
′
i = t
′′
i is positive,
g′i = g
′′
i . Call X
∞
G the resulting set of equivalence classes. Define coordinate functions ti
and gi by ti =
 X∞G → [0, 1]x→ ti(x) and gi =
 t
−1
i (]0, 1]) → G
x→ gi(x)
, where x = [(ti(x), gi(x))].
The Milnor topology on X∞G is the initial topology determined by the ti and gi. Thus
topologized, X∞G is a right G-space:
 X∞G ×G→ X∞G(x, g)→ x · g . Here, ti(x · g) = ti(x) and
gi(x · g) = gi(x)g. Let B
∞
G be the orbit space X
∞
G /G.
[Note: Put X0G = G, X
n
G = G ∗c · · · ∗c G, the (n+ 1)-fold coarse join of G with itself.
One can identify XnG with {x : ∀ i ≥ n + 1, ti(x) = 0}. Each X
n
G is a zero set in X
∞
G and
there is an equivariant embedding XnG → X
n+1
G . So, X
0
G ⊂ X
1
G ⊂ · · · is an expanding
sequence of topological spaces and the colimit in TOP associated with this data is X∞G
equipped with the final topology determined by the inclusions XnG → X
∞
G . The colimit
topology is finer than the Milnor topology and in general, there is no guarantee that the
G-action (x, g)→ x · g remains continuous.]
(M) X∞G is a numerable G-bundle over B
∞
G .
[It is clear that X∞G is a principal G-space. Write Oi for the image of t
−1
i (]0, 1]) under
the projection X∞G → B
∞
G −then {Oi} is a countable cozero set covering of B
∞
G , hence is
numerable (cf. p. 1-25). On the other hand, ∀ i, secOi(X
∞
G |Oi) is nonempty. To see this,
define a continuous fiber preserving function fi : X
∞
G |Oi → X
∞
G |Oi by fi(x) = x · gi(x)
−1:
∀ g ∈ G, fi(x · g) = fi(x). Consequently, fi drops to a section si : Oi → X
∞
G |Oi, therefore
X∞G |Oi is trivial.]
(D) X∞G is contractible.
[Let ∆∞G be the subset of X
∞
G consisting of those x such that gi(x) = e if ti(x) > 0
−then ∆∞G is contractible, so one need only construct a homotopy H : IX
∞
G → X
∞
G such
that H ◦ i0 = idX∞G and H ◦ i1(X
∞
G ) ⊂ ∆
∞
G . Put Uk = τ
−1
K (]0, 1]) and Ak = τ
−1
k (1), where
τk =
∑
i≤k
ti. Define H
′
k : IUk → Uk by
ti(H
′
k(x, t) =

t+ (1− t)τk(x)
τk(x)
(i ≤ k)
(1− t)ti(x) (i > k)
and gi(H
′
k(x, t)) = gi(x) when ti(H
′
k(x, t)) > 0. Note that H
′
k(x, 0) = x, H
′
k(x, 1) ∈ Ak,
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and x ∈ ∆∞G =⇒ H
′
k(x, t) ∈ ∆
∞
G (0 ≤ t ≤ 1). Define H
′′
k : IAk → Ak+1 by
ti(H
′′
k (x, t) =

(1− t)ti(x) (i ≤ k)
t (i = k + 1)
0 (i > k + 1)
and gi(H
′′
k (x, t)) =
 gi(x) (i ≤ k)e (i = k + 1) when ti(H ′′k (x, t) > 0. Note that H ′′k (x, 0) = x,
H ′′k (x, 1) ∈ ∆
∞
G , and x ∈ ∆
∞
G =⇒ H
′′
k (x, t) ∈ ∆
∞
G (0 ≤ t ≤ 1). Combine
 H ′kH ′′k and
obtain a homotopy Hk : IUk → Uk+1 such that Hk(x, 0) = x, Hk(x, 1) ∈ ∆
∞
G , and x ∈ ∆
∞
G
=⇒ Hk(x, t) ∈ ∆
∞
G (0 ≤ t ≤ 1). Proceed recursively, write G1 = H1 and
Gk+1(x, t) =

Gk(x, t) (2/3 ≤ τk(x) ≤ 1)
Hk+1(Gk(x, t), 2t(2 − 3τk(x))) (1/2 ≤ τk(x) ≤ 2/3)
Hk+1(Gk(x, 2t(3τk(x)− 1)), t) (1/3 ≤ τk(x) ≤ 1/2)
Hk+1(x, t) (0 ≤ τk(x) ≤ 1/3)
to get a sequence of homotopies Gk : IUk → Uk+1 such that Gk+1|Iτ
−1
k (]2/3, 1]) =
Gk|Iτ
−1
k (]2/3, 1]) and Gk(x, 0) = x, Gk(x, 1) ∈ ∆
∞
G . Take for H the homotopy IX
∞
G →
X∞G that agrees on Iτ
−1
k (]2/3, 1]) with Gk.]
[Note: The argument shows that ∆∞G is a weak deformation retract of X
∞
G .]
FACT (Borel Construction) LetX be inBUNB,G. There is a pullback square
X X∞G
B B∞G
f
Φ
and since f is equivariant, the continuous function
 X → X ×X
∞
G
x→ (x, f(x))
induces a map B → X ×G X∞G ,
which is a homotopy equivalence (cf. p. 3-27).
FACT Let α : G → K be a continuous homomorphism −then α determines a continuous function
fα : X
∞
G → X∞K such that fα(x · g) = fα(x) · α(g). There is a commutative diagram
X∞G X
∞
K
B∞G B
∞
K
fα
Φα
and Φα is a homotopy equivalence iff α is a homotopy equivalence.
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CLASSIFICATION THEOREM For any topological group G, the functor kG is rep-
resentable.
[This follows from Proposition 35 and the Milnor construction.]
The isomorphism classes of numerable G-bundles over B are therefore in a one-to-
one correspondence with the elements of [B,B∞G ]. By comparison, recall that on general
grounds the isomorphism classes of G-bundles over B are in a one-to-one correspondence
with the elements of the cohomology set H1(B;G) (G the sheaf of G-valued continuous
functions on B).
LEMMA Suppose that G is metrizable −then the Milnor topology on X∞G is metrizable.
[Fix a metric dG on G: dg ≤ 1. Define a metric d on X∞G by
d(x, y) =
∑
i
min{ti(x), ti(y)}dG(gi(x), gi(y)) +
(
1−
∑
i
min{ti(x), ti(y)}
)
.
To check the triangle inequality, consider
1
2
|ti(x)− ti(y)|+min{ti(x), ti(y)}dG(gi(x), gi(y)) and distinguish
two cases: ti(z) ≥ min{ti(x), ti(y)} & ti(z) < min{ti(x), ti(y)}. In the metric topology, the coordinate
functions are continuous, thus the metric topology is finer than the Milnor topology. To go the other
way, let {xn} be a net in X∞G such that xn → x in the Milnor topology. Claim: xn → x in the metric
topology. Fix ǫ > 0. Since
∑
i
ti(x) = 1, ∃ N :
N∑
1
ti(x) > 1 − ǫ
4
. Choose n0: ∀ n ≥ n0 & 1 ≤ i ≤ N ,
|ti(xn)− ti(x)| < ǫ
4N
and ti(x) > 0 =⇒ ti(xn) > 0 with dG(gi(xn), gi(x)) < ǫ
4N
, from which
d(xn, x) ≤
N∑
1
min{ti(xn), ti(x)}dG(gi(xn), gi(x)) +
(
1−
N∑
1
min{ti(xn), ti(x)}
) ≤ ǫ
4
+ 1−
(
1− ǫ
2
)
< ǫ.]
[Note: B∞G is also metrizable. For this, it need only be shown that B
∞
G is locally metrizable and
paracompact (cf. p. 1-19). Local metrizability follows from the fact that X∞G |Oi is homeomorphic to
Oi × G. Since a metrizable space is paracompact and since {Oi} is numerable, B∞G admits a neighbor-
hood finite closed covering by paracompact subspaces, hence is a paracompact Hausdorff space (cf. p. 5-4).]
EXAMPLE X∞G in the colimit topology is contractible. This is because ∀ n, the inclusion
XnG → Xn+1G is a cofibration (cf. p. 3-4) and inessential, thus the result on p. 3-21 can be applied.
Consequently, if the underlying topology on G is locally compact and Hausdorff (e.g., if G is Lie), then
colim(XnG × G) = (colimXnG) × G, so X∞G in the colimit topology is a right G-space. As such, it is a
numerable G-bundle over B∞G , which is therefore a classifying space for G (cf. Proposition 35). While the
topology on B∞G arising in this fashion is finer than that produced by the Milnor construction, it has the
advantage of being “computable”. For example, let G, be S0, S1, or S3, the multiplicative group elements
of norm one in R, C, or H −then XnG = Sn, S2n+1, S4n+3, hence X∞G = S∞ and factoring in the action,
B∞G = P
∞(R), P∞(C), or P∞(H). As a colimit of the Sn, S∞ is not first countable. However, the three
topologies on its underlying set coming from the Milnor construction are metrizable, in particular first
countable.
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[Note: Here is another model for XG and BG when G = S
0, S1, or S3. Take an infinite dimensional
Banach space E over R, C, or H and let S be its unit sphere −then S is an AR (cf. p. 6-13), hence
contractible (cf. p. 6-14), so XG = S is universal and BG = S/G is classifying.]
Let G be a compact Lie group −then Notbohm† has shown that the homotopy type of B∞G determines
the Lie group isomorphism class of G.
Consider G as a pointed space with base point e. Let x∞G = [(1, e), (0, e), . . .] be the
base point in X∞G , b
∞
G = x
∞
G ·G the base point in B
∞
G −then ∀ q ≥ 0, πq(G) ≈ πq+1(B
∞
G ).
Choose a homotopy H : IX∞G → X
∞
B such that
 H(x, 0) = x∞GH(x, 1) = x . Taking adjoints and
projecting leads to a map X∞G → ΘB
∞
G . The triangle
X∞G ΘB
∞
G
B∞G
p1
commutes,
thus there is an arrow G→ ΩB∞G .
PROPOSITION 36 The arrow G→ ΩB∞G is a homotopy equivalence.
[The map X∞G → ΘB
∞
G is a homotopy equivalence (by contractibility). But the projec-
tions X∞G → B
∞
G , ΘB
∞
G
p1
→ B∞G are Hurewicz fibrations. Therefore the map X
∞
G → ΘB
∞
G
is a fiber homotopy equivalence (cf. Proposition 15).]
EXAMPLE Take B = Sn (n ≥ 1) −then kGSn ≈ [Sn, B∞G ] ≈ π1(B∞G , b∞G )\[Sn, sn;B∞G , b∞G ] ≈
π1(B
∞
G , b
∞
G )\πn(B∞G , b∞G ) ≈ π0(G, e)\πn−1(G, e), i.e., in brief: kGSn ≈ π0(G)\πn−1(G).
LEMMA Suppose that G is an ANR −then X∞G and B∞G are ANRs (cf. p. 6-44) and the arrow
G→ ΩB∞G is a pointed homotopy equivalence.
[Being ANRs, (G, e) &
 (X
∞
G , x
∞
G )
(B∞G , b
∞
G )
are wellpointed (cf. p. 6-14). Therefore X∞G is contractible
to x∞G in TOP∗ and the arrow G → ΩB∞G is a pointed map. But (ΩB∞B , j(b∞G )) is wellpointed (cf. p.
3-18) (actually ΩB∞G is an ANR (cf. §6, Proposition 7)), so the arrow G → ΩB∞G is a pointed homotopy
equivalence (cf. p. 3-20).]
EXAMPLE Let G be a Lie group −then G is an ANR (cf. p. 6-27). Consider kGΣB, where (B, b0)
is nondegenerate and ΣB is the pointed suspension. Thus kGΣB ≈ [ΣB,B∞G ] ≈ π1(B∞G , b∞G )\[B, b0; ΩB∞G , j(b∞G )] ≈
π0(G, e)\[B, b0;G, e], which, when G is path connected, simplifies to [B, b0;G, e] or still, [B,G] (the action
of π1(G, e) on [B, b0;G, e] is trivial).
[Note: Suppose that G is an arbitrary path connected topological group −then again kGΣB ≈
[B, b0; ΩB
∞
G , j(b
∞
G )]. However ΩB
∞
G is a path connected H group, hence [B, b0; ΩB
∞
G , j(b
∞
G )] ≈ [B,ΩB∞G ]
and, by Proposition 36, [B,ΩB∞G ] ≈ [B,G].]
†J. London Math. Soc. 52 (1995), 185-198.
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§5. VERTEX SCHEMES AND CW COMPLEXES
Vertex schemes and CW complexes pervade algebraic topololgy. What follows is an
account of their basic properites. All the relevant facts will be stated with precision but
I shall only provide proofs for those that are not readily available in the standard treat-
ments.
A vertex scheme K is a pair (V,Σ) consisting of a set V = {v} and a subset Σ =
{σ} ⊂ 2V subject to: (1) ∀ σ : σ 6= ∅ & #(σ) < ω; (2) ∀ σ : ∅ 6= τ ⊂ σ =⇒ τ ∈ Σ;
(3) ∀ v : {v} ∈ Σ. The elements v of V are called the vertexes of K and the elements
σ of Σ are called the simplexes of K, the nonempty τ ⊂ σ being termed the faces of σ.
A vertex map f : K1 = (V1,Σ1) → K2 = (V2,Σ2) is a function f : V1 → V2 such that
∀ σ1 ∈ Σ1, f(σ1) ∈ Σ2. VSCH is the category whose objects are the vertex schemes and
whose morphisms are the vertex maps.
EXAMPLE Let X be a set; let S = {S} be a collection of subsets of X −then the nerve of S ,
written N(S), is the vertex scheme whose vertexes are the nonempty elements of S and whose simplexes
are the nonempty finite subsets of S with nonempty intersection.
Let K = (V,Σ) be a vertex scheme. If #(Σ) < ω (≤ ω), then K is said to be finite
(countable). If ∀ v, #{σ : v ∈ σ} < ω, then K is said to be locally finite. A subscheme
of K is a vertex scheme K ′ = (V ′,Σ′) such that
 V ′ ⊂ VΣ′ ⊂ Σ . An n-simplex is a simplex
of cardinality n+ 1 (n ≥ 0). The n-skeleton of K is the subscheme K(n) = (V (n),Σ(n)) of
K defined by putting V (n) = V and letting Σ(n) ⊂ Σ be the set of m-simplexes of K with
m ≤ n. The combinatorial dimension of K, written dimK, is −1 if K is empty, otherwise
is n if K contains an n-simplex but no (n+1)-simplex and is ∞ if K contains n-simplexes
for all n ≥ 0. If K is finite, then dimK is finite. The converse is trivially false.
EXAMPLE In the plane, take V = {(0, 0)} ∪ {(1, 1/n) : n ≥ 1}. Let K = (V,Σ) be any vertex
scheme having for its 1-simplexes the sets σn = {(0, 0), (1, 1/n)} (n ≥ 1) −then K is not locally finite.
Given a vertex schemeK = (V,Σ), let |K| be the set of all functions φ : V → [0, 1] such
that φ−1(]0, 1]) ∈ Σ &
∑
v
φ(v) = 1. Assign to each σ the sets
 〈σ〉 = {φ ∈ |K| : φ−1(]0, 1])|σ| = {φ ∈ |K| : φ−1(]0, 1])
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= σ}
⊂ σ}
. So, ∀ σ : 〈σ〉 ⊂ |σ| and |K| =
⋃
σ
〈σ〉, a disjoint union. Traditionally, there are two
ways to topologize |K|.
(WT) If σ is an n-simplex, then |σ| can be viewed as a compact Hausdorff space:
|σ| ↔ ∆n. This said, the Whitehead topology on |K| is the final topology determined by
the inclusions |σ| → |K|. |K| is a perfectly normal paracompact Hausdorff space. More-
over, |K| is
 compactlocall compact iff K is
 finitelocall finite .
(BT) There is a map
 V → [0, 1]|K|v 7→ bv : bv(φ) = φ(v) . The bv are called the barycentric
coordinates, the initial topology on |K| determined by them being the barycentric topology,
a topology that is actually metrizable: d(φ,ψ) =
∑
v
|bv(φ) − bv(ψ)|.
To keep things straight, denote by |K|b the set |K| equipped with the barycentric
topology −then the identity map i : |K| → |K|b is continuous, thus the Whitehead topol-
ogy is finer than the barycentric topology. The two agree iff K is locally finite.
[Note: A vertex map f : K1 = (V1,Σ1) → K2 = (V2,Σ2) induces a map |f | : |K1| → |K2|φ1 7→ φ2 , where φ2(v2) =
∑
f(v1)=v2
φ1(v1). Topologically, |f | is continuous in ei-
ther the Whitehead topology or the barycentric topology. Consequently, there are two
functors from VSCH to TOP, connected by the obvious natural transformation.]
EXAMPLE Let E be a vector space over R. Let V be a basis for E; let Σ be the set of nonempty
finite subsets of V. Call K(E) the associated vertex scheme. Equip E with the finite topology −then |K(E)|
can be identified with the convex hull of V in E. But |K(E)| and |K(E)|b are homeomorphic iff E is finite
dimensional.
[Note: Let K = (V,Σ) be a vertex scheme. Take for E the free R-module on V, equipped with the
finite topology −then |K| can be embedded in |K(E)|.]
PROPOSITION 1 The identity map i : |K| → |K|b is a homotopy equivalence.
[The collection {b−1v (]0, 1])} is an open covering of |K|b, hence has a precise neighbor-
hood finite open refinement {Uv}. Choose a partition of unity {κv} on |K|b subordinate
to {Uv}. Let j : |K|b → |K| be the map that sends ψ to the function
 V → [0, 1]v 7→ κv(ψ) . Con-
sider the homotopies
 H : I |K| → |K|G : I |K|b → |K|b defined by
 H(φ, t) = tφ+ (1− t)j ◦ i(φ)G(ψ, t) = tψ + (1− t)i ◦ j(ψ) .]
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Let X be a topological space −then two continuous functions
 f : X → |K|g : X → |K| are said to be
contiguous if ∀ x ∈ X ∃ σ ∈ Σ : {f(x), g(x)} ⊂ |σ|.
FACT Suppose that
 f : X → |K|g : X → |K| are contiguous −then f ≃ g.
[Define a homotopy H : IX → |K|b between i ◦ f and i ◦ g by writing bv(H(x, t)) = (1− t)bv(f(x))+
tbv(g(x)) and apply Proposition 1.]
EXAMPLE Let X be a topological space; let U = {U} be a numerable open covering of X −then
a U-map is a continuous function f : X → |N(U)| such that ∀ U ∈ U : (bU ◦ f)−1(]0, 1]) ⊂ U . Every par-
tition of unity on X subordinate to U defines a U-map and any two U-maps are contiguous, hence homotopic.
FACT Let X be a topological space. Suppose that
 f : X → |K|g : X → |K| are two continuous functions
such that ∀ x ∈ X ∃ v ∈ V : {f(x), g(x)} ⊂ b−1v (]0, 1]) −then f ≃ g.
ADJUNCTION THEOREM Let K and L′ be vertex schemes. Let K ′ be a subscheme
of K and let f : K ′ → L′ be a vertex map −then there exists a vertex scheme L containing
L′ as a subscheme and a homeomorphism |K| ⊔|f | |L
′| → |L| whose restriction to |L′| is the
identity map.
A topological space X is said to be a polyhedron if there exists a vertex scheme K and
a homeomorphism f : |K| → X (|K| in the Whitehead topology). The ordered pair (K, f)
is called a triangulation of X. Put fv = bv ◦ f
−1 −then the collection TK = {f
−1
v (]0, 1])}
is a numerable open covering of X and Whitehead’s† “Theorem 35” says: For any open
covering U of X, there exists a triangulation (K, f) of X such that TK refines U .
Every polyhedron is a perfectly normal paracompact Hausdorff space. A polyhedron
is metrizable iff it is locally compact. Every open subset of a polyhedron is a polyhedron.
Let X be a topological space −then a closure preserving closed covering A = {Aj : j ∈ J} of X is
said to be absolute if for every subset I ⊂ J , the subspace XI = ⋃
i
Ai has the final topology with respect
to the inclusions Ai → XI . Example: Every neighborhood finite closed covering of X is absolute.
[Note: Let K be a vertex scheme −then {|σ|} is an absolute closure preserving closed covering of |K|
but, in general, is only a closure preserving closed covering of |K|b.]
EXAMPLE Take X = [0, 1], put X1 = [0, 1], Xn = {0} ∪ [1/n, 1] (n > 1) −then {Xn} is a closure
preserving closed covering of X but {Xn} is not absolute since X =
⋃
n>1
Xn does not have the final topology
with respect to the inclusions Xn → X (n > 1).
†Proc. London Math. Soc. 45 (1939), 243-327.
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LEMMA Let A = {Aj : j ∈ J} be an absolute closure preserving closed covering of X −then for
any compact Hausdorff space K, A×K = {Aj×X; j ∈ J} is an absolute closure preserving closed covering
of X ×K.
FACT If X is a topological space and if A = {Aj : j ∈ J} be an absolute closure preserving closed
covering of X such that each Aj is a normal (normal and countably paracompact, perfectly normal, collec-
tionwise normal, paracompact) Hausdorff space, then X is a normal (normal and countably paracompact,
perfectly normal, collectionwise normal, paracompact) Hausdorff space.
[In every case, X is T1. And: T1+ normal =⇒ Hausdorff.
(Normal) Let A be a closed subset of X, take an f ∈ C(A, [0, 1]) and let F be the set of contin-
uous functions F that are extensions of f and have domains of the form A∪XI , where XI =
⋃
i
Ai (I ⊂ J).
Order F by writing F ′ ≤ F ′′ iff F ′′ is an extension of F ′. Every chain in F has an upper bound, so by
Zorn, F has a maximal element F0. But the domain of F0 is necessarily all of X and F0|A = f .
(Normal and Countably Paracompact) First recall that a normal Hausdorff space is countably
paracompact iff its product with [0, 1] is normal. Since A × [0, 1] = {Aj × [0, 1] : j ∈ J} is an absolute
closure preserving closed covering of X × [0, 1], it follows that X × [0, 1] is normal, thus X is countably
paracompact.
(Perfectly Normal) Fix a closed subset A of X. To prove that A is a zero set in X, equip
J with a well ordering <. Given j ∈ J , put X(j) =
⋃
i≤j
Ai. Inductively construct continuous functions
fj : X(j)→ [0, 1] such that fj′′ |X(j′) = fj′ if j′ < j′′ and Z(fj) = A ∩X(j).
(Collectionwise Normal) Let A be a closed subset of X, E any Banach space −then it suffices
to show that every f ∈ C(A,E) admits an extension F ∈ C(X,E) (cf. p. 6-36). This can be done by
imitating the argument used to establish normality.
(Paracompact) Tamano’s theorem says that a normal Hausdorff space X is paracompact iff
X × βX is normal, which enables one to preceed as in the proof of countable paracompactness.]
EXAMPLE The ordinal space [0,Ω[ is not paracompact but {[0, α] : α < Ω} is a covering of [0,Ω[
by compact Hausdorff spaces and [0,Ω[ has the final topology with respect to the inclusions [0, α]→ [0,Ω[.
FACT Let X be a topological space; let A = {Aj : j ∈ J} be an absolute closure preserving closed
covering of X. Suppose that each Aj can be embedded as a closed subspace of a polyhedron −then X can
be embedded as a closed subspace of a polyhedron.
[For every j there is a vertex scheme Kj , a vector space Ej over R, and a closed embedding fj : Aj →
|Kj | (⊂ Ej). Write E for the direct sum of the Ej and give E the finite topology. Let EI stand for the
direct sum of the Ei (i ∈ I) and put KI = K(EI) −then |KI | ⊂ |K(E)|. Here, as above, I is a subset
of J . Consider the set P of all pairs (I, fI) , where fI : XI → |KI | is a closed embedding. Order P by
stipulating that (I ′, fI′) ≤ (I ′′, fI′′) iff I ′ ⊂ I ′′ and (1) fI′′ |XI′ = fI′ & (2) fI′′(XI′′ − XI′) ∩ |KI′ | = ∅.
Every chain in P has an upper bound, so by Zorn, P has a maximal element (I0, fI0). Verify that XI0 = X.]
Application: Let X be a paracompact Hausdorff space. Suppose that X admits a covering U by open
sets U , each of which is homeomorphic to a closed subspace of a polyhedron −then X is homeomorphic to
a closed subspace of a polyhedron.
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The embedding theorem of dimension theory implies every second countable compact Hausdorff space
of finite topological dimension can be embedded in some euclidean space (cf. p. 19-27). It therefore follows
that if a topological space X has an absolute closure preserving closed covering made up of metrizable
compacta of finite topological dimension, then X can be embedded as a closed subspace of a polyhedron.
This setup is realized, e.g., by the CW complexes. (cf. p. 5-12).
The product X × Y of polyhedrons X and Y need not be a polyhedron (cf. p. 5-13),
although this will be the case if one of the factors is locally compact.
FACT Let X and Y be polyhedrons −then X × Y has the homotopy type of a polyhedron.
[Consider a product |K| × |L|. Since
 |K| & |K|b|L| & |L|b have the same homotopy type, it need only be
shown that |K|b × |L|b has the homotopy type of a polyhedron. Let
 UV be the cozero set covering of |K|b|L|b associated with the barycentric coordinates −then
 KL can be identified with the correspond-
ing nerve
 N(U)N(V) . Put U × V = {U × V : U ∈ U , V ∈ V}. Claim: There is a homotopy equivalence
|N(U × V)|b → |N(U)|b × |N(V)|b. Indeed, the projections
 U × V → U (U × V → U)U × V → V (U × V → V ) define vertex
maps
 pU : N(U × V)→ N(U)pV : N(U × V)→ N(V) , from which p : |N(U × V)|b → |N(U)|b×|N(V)|b, where p = |pU |×|pV |.
A homotopy inverse q : |N(U)|b × |N(V)|b → |N(U × V)|b to p is given in terms of barycentric coordinates
by bU×V (q(φ, ψ)) = bU (φ)bV (ψ).]
Let X be a topological space; let A be a closed subspace of X −then X is said to
be obtained from A by attaching n-cells if there exists an indexed collection of continuous
functions fi : S
n−1 → A such that X is homeomorphic to the adjunction space
(∐
i
Dn
)
⊔fA
(f =
∐
i
fi). When this is so, X − A is homeomorphic to
∐
i
(
Dn − Sn−1
)
=
∐
i
Bn, a de-
composition that displays its path components as a collection of n-cells.
EXAMPLE Put sn = (1, 0, . . . , 0) ∈ Rn+1 (n ≥ 1). Let I be a set indexing a collection of copies of
the pointed spaces (Sn, sn) −then the wedge
∨
I
Sn is a pointed space with basepoint ∗. Since the quotient
Dn/Sn−1 can be identified with Sn,
∨
I
Sn is obtained from ∗ by attaching n-cells.
Let X be a topological space −then a CW structure on X is a sequence X(0),X(1), . . .
of closed subspaces X(n) :

X =
∞⋃
0
X(n)
X(n) ⊂ X(n+1)
and subject to:
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(CW1) X
(0) is discrete.
(CW2) X
(n) is obtained from X(n−1) by attaching n-cells (n > 0).
(CW3) X has the final topology determined by the inclusions X
(n) → X.
A CW complex is a topological space X equipped with a CW structure. Just as a
polyhedron may have more than one triangulation, a CW complex may have more than
one CW structure. Every CW complex is a perfectly normal paracompact Hausdorff space.
[Note: Let K be a vertex scheme. Consider |K| (Whitehead topology) −then
∣∣K(0)∣∣
is discrete and
∣∣K(n)∣∣ is obtained from ∣∣K(n−1)∣∣ by attaching n-cells (n > 0) : |σ| − 〈σ〉 →∣∣K(n−1)∣∣, σ is an n-simplex. Since |K| has the final topology determined by the inclusions∣∣K(n)∣∣→ |K|, it follows that the sequence {∣∣K(n)∣∣} is a CW structure on |K|.]
CW is the full subcategory of TOP whose objects are the CW complexes and HCW
is the associated homotopy category.
EXAMPLE Equip R∞ with the finite topology. Let S∞ =
∞⋃
0
Sn and give it the induced topology
or, what amounts to the same, the final topology determined by the inclusions Sn → S∞. The sequence
{Sn} is a CW structure on S∞. Indeed, Sn is obtained from Sn−1 by attaching two n-cells (n > 0) (seal
the upper and lower hemispheres at the equator). On the other hand, Rn is not obtained from Rn−1 by
attaching n-cells. Therefore the sequence {Rn} is not a CW structure on R∞. But R∞ is obviously a poly-
hedron. A less apparent aspect is this. Put s∞ = (1, 0, . . .) −then it can be shown that S∞ and S∞−{s∞}
are homeomorphic. Since stereographic projection from s∞ defines a homeomorphism S
∞ − {s∞} → R∞,
the conclusion is that S∞ and R∞ are actually homeomorphic.
[Note: The sequence {Dn} is not a CW structure for D∞ =
∞⋃
0
Dn. However, Dn ∪ Sn can be ob-
tained fromDn−1∪Sn−1 by attaching n-cells (n > 0), so the sequence {Dn∪Sn} is a CW structure for D∞.]
Let X be a CW complex with CW structure {X(n)} : X(n) is the n-skeleton of X. The
inclusion X(n) → X is a closed cofibration (cf. p. 3-5) and ∀ n ≥ 1, the pair (X,X(n)) is
n-connected. Put E0 = X
(0) and denote by En the set of path components of X
(n)−X(n−1)
(n > 0). Let E =
∞⋃
0
En −then an element e of E is said to be a cell in X, e being termed
an n-cell if e ∈ En. Set theoretically, X is the disjoint union of its cells. On the basis of
the definitions, for every e ∈ En, there exists a continuous function Φe : D
n → e ∪X(n−1),
the characteristic map of e, such that Φe|B
n is an embedding and (i) Φe(B
n) = e; (ii)
Φe(S
n−1) ⊂ X(n−1); (iii) Φe(D
n) = e¯. X has the final topology determined by the Φe.
A subspace A ⊂ X is called a subcomplex if there exists a subset EA ⊂ E : A =
⋃
EA &
∀ e ∈ EA ∩ En, Φe(D
n) ⊂ A. A subcomplex A of X is itself a CW complex with CW struc-
ture {A(n) = A∩X(n)}. The inclusion A→ X is a closed cofibration and for every U ⊃ A
there exists an open V ⊃ A with V ⊂ U such that A is a strong deformation retract of V.
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If E ′ ⊂ E , then
⋃
E ′ is a subcomplex iff
⋃
E ′ is closed. Arbitrary unions and intersections
of subcomplexes are subcomplexes. In general, the e¯ are not subcomplexes, although this
will be the case if all characeristic maps are embeddings. The combinatorial dimension
of X, written dimX, is −1 is X is empty, otherwise is the smallest value of n such that
X = X(n) (or ∞ if there is no such n). It is a fact that dimX is equal to the topological
dimension of X (cf. p. 19-20), therefore is independent of the CW structure.
Let X be a CW complex −then the collection E = {e¯ : e ∈ E} is a closed covering of X and X has
the final topology determined by the inclusions e¯→ X but E need not be closure perserving.
EXAMPLE (Simplicial Sets) Let X be a simplicial set −then its geometric realization |X|
is a CW complex with CW structure {|X(n)|}. In fact |X(0)| is discrete and, using the notation of p.
0-19, the commutative diagram
X#n · ∆˙n[n] X(n−1)
X#n ·∆[n] X(n)
is a pushout square in SISET. Since the
geometric realization functor |?| is a left adjoint, it preserves colimits. Therefore the commutative dia-
gram
X#n · ∆˙n |X(n−1)|
X#n ·∆n |X(n)|
is a pushout square in TOP, which means that |X(n)| is obtained from
|X(n−1)| by attaching n-cells (n > 0). Moreover, X = colimX(n) =⇒ |X| = colim |X(n)| , so |X| has the
final topology determined by the inclusions |X(n)| → |X|. Denoting now by G the identity component of
the homeomorphism group of [0, 1], there is a left action G× |X| → |X| and the orbits of G are the cells of
|X|.
[Note: If Y is a simplicial subset of X, then |Y | is a subcomplex of |X|, thus the inclusion |Y | → |X|
is a closed cofibration.]
It is true but not obvious that if X is a simplicial set, then |X| is actually a polyhedron (cf. p. 13-12).
A CW pair is a pair (X,A) where X is a CW complex and A ⊂ X is a subcomplex.
CW2 is the full subcategory of TOP2 whose objects are the CW pairs and HCW2 is the
associated homotopy category.
A pointed CW complex is a pair (X,x0) where X is a CW complex and x0 ∈ X
(0).
CW∗ is the full subcategory of TOP∗ whose objects are the pointed CW complexes and
HCW∗ is the associated homotopy category.
[Note: If (X,x0) is a pointed CW complex, then ∀ q ≥ 1, πq(X,x0) ≈ colim πq(X
(n), x0).]
Let X be a CW complex −then ∀x0 ∈ X, the inclusion {x0} → X is a cofibration (cf. p. 3-18), thus
(X,x0) is wellpointed. Of course, a given x0 need not be in X
(0) but there is always some CW structure
on X having x0 as a 0-cell.
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Let X be a topological space, A ⊂ X a closed subspace−then a relative CW structure
on (X,A) is a sequence (X,A)(0), (X,A)(1) , . . . of closed subspaces (X,A)(n) :
X =
∞⋃
0
(X,A)(n)
(X,A)(n) ⊂ (X,A)(n+1)
and subject to:
(RCW1) (X,A)
(0) is obtained from A by attaching 0-cells.
(RCW2) (X,A)
(n) is obtained from (X,A)(n−1) by attaching n-cells (n > 0).
(RCW3) X has the final topology determined by the inclusions (X,A)
(n) → X.
[Note: (X,A)(0) is the coproduct of A and a discrete space, so when A = ∅ the defi-
nition reduces to that of a CW structure.
A relative CW complex is a topological space X and a closed subspace A equipped
with a relative CW structure.
[Note: If (X,A) is a relative CW complex, then the inclusion A → X is a closed
cofibration and X/A is a CW complex. On the other hand, if X is a CW complex and if
A ⊂ X is a subcomplex, then (X,A) is a relative CW complex.]
Example: Suppose that (X,A) is a relative CW complex −then (IX, IA) is a relative
CW complex, where (IX, IA)(n) = i0(X,A)
(n) ∪ (I(X,A)(n−1) ∪ IA) ∪ i1(X,A)
(n).
Let (X,A) be a relative CW complex with relative CW Structure {(X,A)(n)} : (X,A)(n)
is the n−skeleton of X relative to A. The inclusion (X,A)(n) → X is a closed cofibration
(cf. p. 3-5) and ∀ n ≥ 1, the pair (X, (X,A)(n)) is n-connected. The relative combinatorial
dimension of (X,A), written dim(X,A), is −1 if X is empty, otherwise is the smallest
value of n such that X = (X,A)(n) (or ∞ if there is no such n). Obviously, dim(X,A) =
dim(X/A) provided that X is nonempty.
LEMMA Let (X,A) be a relative CW complex −then for every compact subset
K ⊂ X there exists an index n such that K ⊂ (X,A)(n).
[Consider the image of K under the projection X → X/A, bearing in mind that X/A
is a CW complex.]
Application: Let (X,A, x0) be a pointed pair. Assume: (X,A) is a relative CW com-
plex −then ∀ q ≥ 1, πq(X,x0) ≈ colimπq((X,A)
(n), x0).
HOPF EXTENSION THEOREM Let (X,A) be a relative CW complex with dim(X,A)
≤ n + 1 (n ≥ 1). Suppose that f ∈ C(A,Sn) −then ∃ F ∈ C(X,Sn) : F |A = f iff
f∗(Hn(Sn)) ⊂ i∗(Hn(X)), i : A→ X the inclusion.
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HOPF CLASSIFICATION THEOREM Let (X,A) be a relative CW complex with
dim(X,A) ≤ n (n ≥ 1). Fix a generator ι ∈ Hn(Sn, sn;Z) −then the assignment [f ]→ f
∗ι
defines a bijection [X,A;Sn, sn]→ H
n(X,A;Z),
EXAMPLE The unit tangent bundle of S2n can be identified with the Stiefel manifold V2n+1,2.
It is (2n − 2)-connected with euclidean dimension 4n − 1. One has Hq(V2n+1,2) ≈ Z (q = 0, 4n −
1), H2n−1(V2n+1,2) ≈ Z/2Z, and Hq(V2n+1,2) = 0 otherwise. By Hopf the classification theorem,
[V2n+1,2,S
4n−1] ≈ H4n−1(V2n+1,2), so there is a map f : V2n+1,2 → S4n−1 such that f∗ induces an iso-
morphism H4n−1(S4n−1) → H4n−1(V2n+1,2). Consequently, under f∗, H∗(V2n+1,2);Q) ≈ H∗(S4n−1;Q),
thus the mapping fiber Ef of f is rationally acyclic, i.e., H˜∗(Ef ;Q) = 0 (cf. 4-46).
Let
 XY be CW complexes with CW structures
 {X(n)}{Y (n)} −then a skeletal map
is a continuous function f : X → Y such that ∀ n : f(X(n)) ⊂ Y (n).
[Note: A CW complex is filtered by its skeletons, so the term “skeletal map” is just
the name used for “filtered map” in the CW context.]
EXAMPLE Simplicial Sets If f : X → Y is a simplicial map, then |f | : |X| → |Y | is a skeletal
map and transforms cells of |X| onto cells of |Y |.
SKELETAL APPROXIMATION THEOREM Let X and Y be CW complexes. Sup-
pose that A is a subcomplex of X −then for any continuous function f : X → Y such that
f |A is skeletal there exists a skeletal map g : X → Y such that f |A = g|A and f ≃ g rel A.
[Note: In particular, every continuous function f : X → Y is homotopic to a skeletal
map g : X → Y .]
Let
 (X,A)(Y,B) be relative CW complexes with relative CW structures
 {(X,A)(n)}{(Y,B)(n)}
−then a relative skeletal map is a continuous function f : (X,A)→ (Y,B) such that ∀ n :
f((X,A)(n)) ⊂ (Y,B)(n).
RELATIVE SKELETAL APPROXIMATION THEOREM Let (X,A) and (Y,B)
be relative CW complexes −then every continuous function f : (X,A) → (Y,B) is homo-
topic rel A to a relative skeletal map g : (X,A)→ (Y,B).
Here is a summary of the main topological properties of CW complexes.
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(TCW1) Every CW complex is compactly generated.
(TCW2) Every CW complex is stratifiable, hence is hereditarily paracompact.
(TCW3) Every CW complex is uniformly locally contractible, therefore locally
contractible.
(TCW4) Every CW complex is numerably contractible.
(TCW5) Every CW complex is locally path connected.
(TCW6) Every CW complex is the coproduct of its path components and these
are subcomplexes.
(TCW7) Every connected CW complex is path connected.
(TCW8) Every connected CW complex has a universal covering space.
[Note: If X is a connected CW complex with CW structure {X(n)} and if p : X˜ → X
is a covering projection, then the sequence {X˜(n) = p−1(X(n))} is a CW structure on X˜
with respect to which p is skeletal.]
If (X,A) is a relative CW complex, then certain topological properties of A are au-
tomatially transmitted to X. For example, if A is in CG,∆-CG, or CGH, then the same
holds for X. Analgous remarks apply to a Hausdorff A which is normal, perfectly normal,
paracompact, etc.
(F) A CW complex X is said to be finite if #(E) < ω. Every finite CW complex
is compact and conversely. A compact subset of a CW complex is contained in a finite
subcomplex.
(C) A CW complex X is said to be countable if #(E) ≤ ω. A CW complex is
countable iff it does not contain an uncountable discrete set. Every countable CW complex
is Lindelo¨f and conversely.
[Note: The homotopy groups of a countable connected CW complex are countable.]
(LF) A CW complex X is said to be locally finite if each x ∈ X has a neigh-
borhood U such that U is contained in a finite subcomplex of X. Every locally finite CW
complex is locally compact and conversely. Every locally finite CW complex is metrizable
and conversely. A locally finite connected CW complex is countable.
What spaces carry a CW structure? There is no known characterization but the foregoing conditions
impose a priori limitations. For example, a nonmetrizable LCH space cannot be equipped with a CW struc-
ture. On the other hand, the Cantor set and the Hilbert cube are metrizable compact Hausdorff spaces but
neither supports a CW structure.
[Note: Every compact differentiable manifold can be triangulated but examples are known of compact
topological manifolds that cannot be triangulated, i.e., that are not polyhedrons (David-Januszkiewic†).]
†J. Differential Geom. 34 (1991), 347-388
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EXAMPLE (The Sorgenfrey Line) Topologize X = R by choosing for the basic neighbor-
hoods of a given x all sets of the form [x, y[ (x < y). In this topology, the line is a perfectly normal
paracompact Hausdorff space but it is not locally compact. While not second countable, X is first count-
able (and separable), therefore is compactly generated. However, X is not locally connected, thus carries
no CW structure.
[Note: The square of the Sorgenfrey line is not normal (apply Jones’ lemma).]
EXAMPLE (The Niemytzki Plane) Let X be the closed upper half plane in R2. Topol-
ogize X as follows: The basic neighborhoods of (x, y) (y > 0) are as usual but the basic neighbor-
hoods of (x, 0) are the {(x, 0)} ∪ B, where B is an open disk in the upper half plane with horizontal
tangent at (x, 0). X is a compactly generated CRH space. In addition, X is Moore, hence is perfect.
And X is connected, locally path connected and even contractible (consider the homotopy H((x, y), t) = (x, y) + t(0, 1) (0 ≤ t ≤ 1/2)t(0, 1) + 2(1− t)(x, y) (1/2 ≤ t ≤ 1) ). However, X is not normal, thus carries no CW structure.
[Note: X is neither countably paracompact nor metacompact but is countably metacompact.]
EXAMPLE An open subset of a polyhedron is a polyhedron but an open subset of a CW complex
need not be a CW complex. To see this, fix an enumeration {qn} of Q ∩ ]0, 1[ . Consider the CW complex
X defined as follows: X(0) = {0, 1}, X(1) = [0, 1]
 0→ 01→ 1 and at each point qn attach a 2-cell by taking
for fn : S
1 → X(1) the constant map fn = qn. Choose a point xn ∈ en (∈ E2) and put A = {xn} −then A
is closed and U = X − A carries no CW structure.
[Otherwise: (a) [0, 1] ⊂ U (1); (b) ∀ n, U (1) ∩ en 6= ∅; (c) ∀ n qn ∈ U (0).]
PROPOSITION 2 Every CW complex has the homotopy type of a polyhedron.
[Let X be a CW complex with CW structure {X(n)} : X = colimX(n). Taking
into account §3, Proposition 15, it will be enough to construct a sequence of vertex
schemes K(n) such that ∀ n, K(n−1) is a subscheme of K(n) and a sequence of homo-
topy equivalences φn : X
(n) →
∣∣K(n)∣∣ such that ∀ n, φn|X(n−1) = φn−1. Proceeding by
induction, make the obvious choices when n = 0 and then assume that K(0), . . . ,K(n−1)
and φ0, . . . , φn−1 have been defined. At level n there is an index set In and a pushout
square
In · ∆˙
n X(n−1)
In ·∆
n X(n)
f
(f =
∐
i
fi). Given i ∈ In, use the simplicial approxima-
tion theorem to produce a vertex scheme Ki and a vertex map gi : Ki → K(n−1) with
|Ki| = ∆˙
n and |gi| ≃ φn−1 ◦ fi. Combine the Ki and put |g| =
∐
i
|gi|. The adjunc-
tion theorem implies that there exists a vertex scheme K(n) containing K(n−1) as a sub-
scheme and a homeomorphism In ·∆
n ⊔|g|
∣∣K(n−1)∣∣→ ∣∣K(n)∣∣ whose restriction to ∣∣K(n−1)∣∣
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is the identity map. The triangle
In · ∆˙
n X(n−1)
∣∣K(n−1)∣∣
f
|g|
φn−1 is homotopy commutative:
|g| ≃ φn−1 ◦ f . Since φn−1 is a homotopy equivalence, one can find a homotopy equiva-
lence φn : In · ∆
n ⊔f X
(n−1) → In · ∆
n ⊔|g|
∣∣K(n−1)∣∣ such that φn|X(n−1) = φn−1 (cf. p.
3-26), which completes the induction.
[Note: Similar methods lead to the expected analogs in CW 2 or CW ∗. Consider
e.g., a CW pair (X,A) with relative CW structure {(X,A)(n)} : (X,A)(n) = X(n) ∪ A.
Choose a vertex scheme L and a homotopy equivalence φ : A → |L| −then there is a
vertex scheme K(0) containing L as a subscheme and a homotopy equivalence of pairs
((X,A)(0), A) → (
∣∣K(0)∣∣ , |L|) so, arguing as above, there is a vertex scheme K containing
L as a subscheme and a homotopy equivalence Φ : X → |K| such that Φ|A = φ. Conclu-
sion: In HTOP 2, (X,A) ≈ (|K| , |L|) (cf. §3, Proposition 14).
PROPOSITION 3 Let X be a CW complex. Assume: (i) X is finite (countable) or
(ii) dimX ≤ n −then there exists a vertex scheme K such that X has the homotopy type
of |K|, where (i) K is finite (countable) or (ii) dimX ≤ n.
[This is implicit in the proof of the preceding propostion.]
Let X be a CW complex; let A be the collection of finite subcomplexes of X −then A is an absolute
closure preserving closed covering of X. Since every finite subcomplex of X is a second countable compact
Hausdorff space of finite topological dimension, it follows that X can be embedded as a closed subspace of
a polyhedron (cf. p.5-4).
FACT Every CW complex is the retract of a polyhedron, hence every open subset of a CW complex
is the retract of a polyhedron.
EXAMPLE Every polyhedron is a CW complex but there exist CW complexes that cannot be
triangulated. Thus let f(t) = t sin(π/2t) (0 < t ≤ 1) and set f(0) = 0. Denote by m the absolute
minimum of f on [0, 1] (so −1 < m < 0). Take for X the image of the square [0, 1]× [0, 1] under the map
(u, v) 7→ (u, uv, f(v)). The following subspaces constitute a CW structure on X:
X(0) = {(0, 0, 0), (1, 0, 0), (0, 0, 1), (1, 1, 1), (0, 0, m)},
X(1) = {(u, 0, 0) : 0 ≤ u ≤ 1} ∪ {(u, u, 1) : 0 ≤ u ≤ 1} ∪
 {(0, 0, v) : m ≤ v ≤ 0}{(0, 0, v) : 0 ≤ v ≤ 1} ∪ {(1, v, f(v)) : 0 ≤ v ≤ 1},
and X(2) = X. Using the fact that f has a sequence {Mn} of relative maxima: M1 > M2 > · · · (1 > M1),
look at the (0, 0,Mn) and deduce that X is not a polyhedron.
5-12
FACT Let X be a CW complex. Suppose that all the characteristic maps are embeddings −then
X is a polyhedron.
There are two other issues.
(Products) Let
 XY be CW complexes with CW structures
 {X(n)}{Y (n)} Put
(X ×k Y )
(n) =
⋃
p+q=n
X(p) ×k Y
(q). Consider X ×k Y −then the sequence {(X ×k Y )
(n)}
satisfies CW1, CW2, and CW3 above, meaning it is a CW structure on X ×k Y . When
can “×k” be replaces by “×”? Useful sufficient conditions to ensure this are that one of
the factors be locally finite or that both of the factors be countable (necessary conditions
have been discussed by Tanaka†).
EXAMPLE (Dowker’s Product) Suppose that X and Y are CW complexes −then the prod-
uct X ×Y need not be compactly generated, hence, when this happens, X ×Y is not a CW complex. Here
is an illustration. Definition of X: Put X(0) = NN ∪ {0} (discrete topology), let fs : {0, 1} → X(0) be the
map
 0→ 01→ s (s ∈ NN), write X(1) for the space thereby obtained from X(0) by attaching 1-cells and take
X = X(0) ∪X(1). Definitition of Y: Put Y (0) = N ∪ {0} (discrete topology), let fn : {0, 1} → Y (0) be the
map
 0→ 01→ n (n ∈ N), write Y (1) for the space thereby obtained from Y (0) by attaching 1-cells, and take
Y = Y (0) ∪ Y (1). Let Φs (Φn) be the characteristic map of the 1-cell corresponding to the s ∈ NN (n ∈ N).
Consider the following subset of X × Y : K = {(Φs(1/sn),Φn(1/sn)) : (s, n) ∈ NN × N}. Evidently K is a
closed subset of X×kY . But K is not a closed subset of X×Y . For if it were, X×Y −K would be open and
since the point (0, 0) ∈ X×Y −K, there would be a basic neighborhood U×V : (0, 0) ∈ U×V ⊂ X×Y −K.
Given s ∈ NN, ∃ a number as : 0 < as ≤ 1 such that U ⊃ {Φs(p) : p < as} and given n ∈ N, ∃ a real number
bn : 0 < bn ≤ 1 such that V ⊃ {Φn(q) : q < bn}. Define s ∈ NN by sn = 1 + [max{n, 1/bn}] (so sn > n &
sn > 1/bn); define n ∈ N by n = 1 + [1/as] (so n > 1/as) −then the pair (Φs(1/sn),Φn(1/sn) is in both
U × V and K. Contradiction. Incidentally, one can show that the projections
 X ×k Y → XX ×k Y → Y are not
Hurewicz fibrations (although, of course, they are CG fibrations).
[Note: This construction has an obvious interpretation in terms of cones. Observe too that X and Y
are polyhedrons. Corollary: The square of a polyhedron need not be a polyhedron.]
FACT Every countable CW complex has the homotopy type of a locally finite countable CW com-
plex.
[Let X be a countable CW complex. Fix an enumeration {ek} of its cells. Given ek, denote by X(ek)
the intersection of all subcomplexes of X containing ek −then X(ek) is a finite subcomplex of X. Put
Xn =
n⋃
0
X(ek) : X
0 ⊂ X1 ⊂ · · · is an expnading sequence of topological spaces with X∞ = X. The
telescope tel X∞ of X∞ has the same homotopy type as X∞ = X (cf. p. 3-13) and is a CW complex.
†Proc. Amer. Math. Soc. 86 (1982), 503-507.
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In fact, tel X∞ is the subcomplex of X ×k [0,∞[ = X × [0,∞[ made up of the cells e× {n}, e×]n, n+ 1[,
where e is a cell of Xm (m ≤ n), a description which makes it clear that tel X∞ is locally finite.]
[Note: Suppose that X is a locally finite CW complex −then there exists a sequence of finite sub-
complexes Xn such that ∀ n, Xn ⊂ int Xn+1, with X =
⋃
n
Xn.]
(Adjunctions) Let
 XY be CW complexes with CW structures
 {X(n)}{Y (n)} .
Suppose that A is a subcomplex of X. Let f : A → Y be a skeletal map −then the
adjunction space X ⊔f Y is a CW complex, the CW structure being {X
(n) ⊔f(n) Y
(n)}
(f (n) = f |A(n)). Examples: (1) If X is a CW complex and if A ⊂ X is a subcomplex, then
the quotient X/A is a CW complex; (2) If X is a CW complex , then its cone ΓX and its
suspension ΣX are CW complexes; (3) If X and Y are CW complexes and if f : X → Y is
a skeletal map, then the mapping cylinder Mf of f is a CW complex, containing both X
and Y as embedded subcomplexes; (4) If X and Y are CW complexes and if f : X → Y
is a skeletal map, then the mapping cone Cf of f is a CW complex containing Y as an
embedded subcomplex.
[Note: There are also pointed analogs of these results. For example, if
 (X,x0)(Y, y0)
are pointed CW complexes, then the smash product X#kY is a pointed CW complex.]
Let X and Y be CW complexes. Let A be a subcomplex of X and let f : A → Y be a continuous
function −then X ⊔f Y has the homotopy type of a CW complex: Proof: By the skeletal approximation
theorem, there exists a skeletal map g : A → Y such that f ≃ g, so X ⊔f Y has the same homotopy type
as X ⊔g Y (cf. p. 3-25).
FACT A CW complex is path connected iff its 1-skeleton is path connected.
EXAMPLE (Trees) Let X be a nonempty connected CW complex −then a tree in X is a
nonempty simply connected subcomplex T of X with dimT ≤ 1. Every tree in X is contractible and
contained in a maximal tree. A tree is maximal iff it contains X(0). If T is a maximal tree in X, then
X/T is a conntected CW complex with exactly one 0-cell and the projection X → X/T is a homotopy
equivalence (cf. p. 3-25).
WHE CRITERION Let
 XY be topological spaces, f : X → Y a continuous func-
tion −then f is a weak homotopy equivalence if for any finite CW pair (K,L) and any
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diagram
L X
K Y
φ
f
ψ
, where f ◦ φ = ψ|L, there exists a Φ : K → X such that Φ|L = φ
and f ◦ Φ ≃ ψ rel L.
[Indeed, diagrams of the form
sn X
Sn Y
f, ,
Sn X
Dn+1 Y
f evidently suffice.]
LEMMA Suppose f : X → Y is an n-equivalence−then in any diagram
Sn−1 X
Dn Y
φ
f
ψ
where f ◦ φ ≃ ψ on Sn−1 by h : ISn−1 → Y , there exists a Φ : Dn → X such that
Φ|Sn−1 = φ and H : IDn → Y such that H|ISn−1 = h and f ◦ Φ ≃ ψ on Dn by H.
HOMOTOPY EXTENSION LIFTING PROPERTY Suppose that f : X → Y is a
weak homotopy equivalence. Let (K,L) be a relative CW complex −then in any diagram
L X
K Y
φ
f
ψ
, where f ◦ φ ≃ ψ on L by h : IL→ Y , there exists a Φ : K → X such that
Φ|L = φ and an H : IK → Y such that H|IL = h and f ◦ Φ ≃ ψ on K by H.
Application: Let f : X → Y be a weak homotopy equivalence −then for any CW
complex K, the arrow f∗ : [K,X]→ [K,Y ] is bijective.
[To see that f∗ is surjective (injective), apply the homotopy extension lifting property
to (K, ∅) ((IK, i0K ∪ i1K)).]
[Note: The condition is also characteristic. Thus first take K = ∗ and reduce to
when
 XY are path connected. Next take K = ∨I S1 (I a suitable index set) to get that
∀ x ∈ X, f∗ : π1(X,x)→ π1(Y, f(x)) is surjective. Finish by taking K = S
n (cf. p. 3-19).]
EXAMPLE Let
 (X,x0)(Y, y0) be pointed connected CW complexes. Suppose that f ∈ C(X,x0, Y, y0)
has the property that ∀ n > 1, f∗ : πn(X,x0) → πn(Y, y0) is bijective −then for any pointed simply con-
nected CW complex (K, k0), the arrow f∗ : [K, k0;X,x0]→ [K, k0;Y, y0] is bijective.
FACT Let p : X → B be a continuous function −then p is both a weak homotopy equivalence
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and a Serre fibration iff for any relative CW complex (K,L) and any diagram
L X
K Y
φ
p
ψ
, where
p ◦ φ = ψ|L, there exists a Φ : K → X such that Φ|L = φ and p ◦ Φ = ψ.
[Note: The characterization can be simplified: A continuous p : X → B is both a weak homotopy
equivalence and a Serre fibration iff every commutative diagram
Sn−1 X
Dn B
(n ≥ 0) admits a filler
Dn → X.]
Application: Let
X ′ X
B′ B
p′ p be a pullback square. Suppose that p is a Serre fibration and a
weak homotopy equivalence −then p′ is a Serre fibration and a weak homotopy equivalence.
A continuous function f : (X,A)→ (Y,B) is said to be a weak homotopy equivalence
of pairs provided that f : X → Y and f : A→ B are weak homotopy equivalences.
[Note: A weak homotopy equivalence of pairs is a relative weak homotopy equivalence
(cf. p. 4-54) but not conversely.]
Application: Let f : (X,A)→ (Y,B) be a weak homotopy equivalence of pairs −then
for any CW pair (K,L), the arrow f∗ : [K,L;X,A] → [K,L;Y,B] is bijective.
[Note: The condition is also characteristic. For [K, ∅;X,A] ≈ [K, ∅;Y,B] =⇒
[K,X] ≈ [K,Y ] and [IK, i0K;X,A] ≈ [IK, i0K;Y,B] =⇒ [K,A] ≈ [K,B].]
REALIZATION THEOREM Suppose that X and Y are CW complexes. Let
f : X → Y be a weak homotopy equivalence −then f is a homotopy equivalence.
[Note: It is a corollary that the result remains true when X and Y have the homotopy
type of CW complexes.]
Application: A connected CW complex is contractible iff it is homotopically trivial.
EXAMPLE Let X and Y be CW comlexes −then the identity map X×kY → X×Y is a homotopy
equivalence.
[A priori, the identity map X ×k Y → X × Y is a weak homotopy equivalence. However, X and Y
each have the homotopy type of a polyhedron (cf. Proposition 2), thus the same holds for their product
X × Y (cf. p. 5-5).]
EXAMPLE (H Groups) Let (X,x0) be a nondegenerate homotopy associative H space. Assume:
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X is path connected −then the shearing map sh:
 X ×X → X ×X(x, y) 7→ (x, xy) is a weak homotopy equivalence,
thus X is an H group if X carries a CW structure (cf. p. 4-29).
The pointed version of the realization theorem says that if
 XY are CW complexes
and if f : X → Y is a weak homotopy equivalence, then f is a pointed homotopy equiva-
lence for any choice of
 x0 ∈ Xy0 ∈ Y with f(x0) = y0. Proof: By the realization theorem, f
is a homotopy equivalence, so f is actually a pointed homotopy equivalence,
 (X,x0)(Y, y0)
being wellpointed (cf. p. 3-20).
RELATIVE REALIZATION THEOREM Suppose that (X,A) and (Y,B) are CW
pairs. Let f : (X,A) → (Y,B) be a weak homotopy equivalence of pairs −then f is a
homotopy equivalence of pairs.
[Note: This result need not be true if one merely assumes that f is a relative weak
homotopy equivalence. Example: Take X path connected, fix a point a0 ∈ A, and consider
the projection (X ×A, a0 ×A)→ (X, a0). It is a relative weak homotopy equivalence but
the induced map on relative singular homology is not necessarily an isomorphism.]
The relative realization theorem is a consequence of the following assertion. Suppose that (X,A) and
(Y,B) are relative CW complexes. Let f : (X,A) → (Y,B) be a weak homotopy equivalence of pairs with
f |A : A→ B a homotopy equivalence −then f is a homotopy equivalence of pairs.
EXAMPLE Let (K,L) be a relative CW complex. Assume: The inclusion L → K is a weak
homotopy equivalence −then the incluion L → K is a homotopy equivalence. Proof: Consider the arrow
(L,L)→ (K,L).
PROPOSITION 4 Let (Y,B) and (Y ′, B′) be pairs and let h : (Y,B) → (Y ′, B′)
be a continuous function; let (X,A) and (X ′, A′) be CW pairs and let f : (X,A) →
(Y,B) & f ′ : (X ′, A′) → (Y ′, B′) be continuous functions. Assume f ′ is a weak homotopy
equivalence of pairs −then there exists a continuous function g : (X,A)→ (X ′, A′), unique
up to homotopy of pairs, such that the diagram
(X,A) (X ′, A′)
(Y,B) (Y ′, B′)
g
f f ′
h
commutes up to
homotopy of pairs.
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[The arrow f ′∗ : [X,A;X
′, A′]→ [X,A;Y ′, B′] is bijective.]
Given a topological space X, a CW resolution for X is an ordered pair (K, f), where
K is a CW complex and f : K → X is a weak homotopy equivalence. The homotopy type
of a CW resolution is unique. Proof: Let f : K → X & f ′ : K ′ → X be CW resolutions,
of X −then by Proposition 4, there exists a continuous function g : K → K ′ such that
the diagram
K K ′
X X
f
g
f ′ is homotopy commutative: f ≃ f
′ ◦ g. Therefore g is a weak
homomotopy equivalence, hence a homomotopy equivalence (via the realization theorem).
RESOLUTION THEOREM Every topological space X admits a CW resolution f :
K → X.
[Note: If X is path connected (n-connected), then one can choose K path connected
with K(0) (K(n)) a singleton.]
Application: Suppose that X is homotopically trivial −then for any CW complex K,
the elements of C(K,X) are inessential.
Given a pair (X,A), a relative CW resolution for (X,A) is an ordered pair ((K,L), f),
where (K,L) is a CW pair and f : (K,L) → (X,A) is a weak homotopy equivalence of
pairs. A relative CW resolution is unique up to homotopy of pairs (cf. Proposition 4).
RELATIVE RESOLUTION THEOREM Every pair (X,A) admits a relative CW res-
olution f : (K,L)→ (X,A).
[Fix CW resolutions
 φ : L→ Aψ : K → X and let i : A → X be the inclusion. Using
Proposition 4, choose a g : L → K such that ψ ◦ g ≃ i ◦ φ. Owing to the skeletal ap-
proximation theorem, one can assume that g is skeletal, thus its mapping cylinder Mg is
a CW complex containing L and K as embedded subcomplexes. If r : Mg → K is the
usual retraction, then r is a homotopy equivalence and ψ ◦ r|L ≃ i ◦ φ. Since the inclusion
L→Mg is a cofibration, ψ ◦ r is homotopic to a map f : Mg → X such that f |L = i ◦ φ.
Change the notation to conclude the proof.]
[Note: If (X,A) is n-connected, then one can choose K with K(n) ⊂ L.]
It follows from the proof of the relative resolution theorem that given (X,A) and a CW resolution
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g : L→ A, there exists a relative CW resolution f : (K,L)→ (X,A) extending g.
Let X and Y be topological spaces −then X is said to be dominated in homotopy by
Y if there exist continuous functions
 f : X → Yg : Y → X such that g ◦ f ≃ idX . Example: A
topological space is contractible iff it is dominated in homotopy by a one point space.
[Note: Let f : X → Y be a continuous function, Mf its mapping cylinder −then f
admits a left homotopy inverse g : Y → X iff i(X) is a retract of Mf . By comparison, f is
a homotopy equivalence iff i(X) is a strong deformation retract of Mf (cf. §3, Proposition
17).]
EXAMPLE Let X be a topological space which is dominated in homotopy by a compact connected
n-manifold Y . Assume: Hn(X;Z2) 6= 0 −then Kwasik† has shown that X and Y have the same homotopy
type.
FACT If X is dominated in homotopy by a CW complex, then the path components of X are open.
DOMINATION THEOREM Let X be a topological space −then X has the homotopy
type of a CW complex iff X is dominated in homotopy by a CW complex.
[Suppose that X is dominated in homotopy by a CW complex Y :
 f : X → Yg : Y → X
& g ◦ f ≃ idX . Fix a CW resolution h : K → X. Using Proposition 4, choose continu-
ous functions
 f ′ : K → Yg′ : Y → K such that the diagram
K Y K
X Y X
h
f ′ g′
h
f g
is homotopy
commutative. Claim: h is a homotopy equivalence with homotopy inverse g′ ◦ f . In fact:
(g ◦ f) ◦ h ≃ g ◦ f ′ ≃ h ◦ (g′ ◦ f ′) & (g ◦ f) ◦ h ≃ h ◦ idK =⇒ g
′ ◦ f ′ ≃ idK (cf. Proposition
4), so (g′ ◦ f) ◦ h ≃ g′ ◦ f ′ ≃ idK & h ◦ (g
′ ◦ f) ≃ g ◦ f ≃ idX .]
Application: Every retract of a CW complex has the homotopy type of a CW complex.
[Note: Consequently, every open subset of a CW complex has the homotopy type of
a CW complex (cf. p. )5-12.]
COUNTABLE DOMINATION THEOREM Let X be a topological space −then X
has the homotopy type of a countable CW complex iff X is dominated in homotopy by a
†Canad. Math. Bull. 27 (1984), 448-451.
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countable CW complex.
[Suppose thatX is dominated in homotopy by a countable CW complex Y :
 f : X →g : Y →
X
Y
& g ◦ f ≃ idX . Using the notation of the preceding proof, consider the image g
′(Y ) of
Y in K. Claim: g′(Y ) is contained in a countable subcomplex L0 of K. Indeed, for any
cell e of Y , g′(e¯) is compact, thus is contained in a finite subcomplex of K and a countable
union of finite subcomplexes is a countable subcomplex. Fix a homotopy H : IK → K
between g′ ◦ f ◦ h and idX . Since IL0 is a countable CW complex, there exists a countable
subcomplex L1 ⊂ K: H(IL0) ⊂ L1. Iteration then gives a sequence {Ln} of countable
subcomplexes Ln of K: ∀ n, H(ILn) ⊂ Ln+1. The union L =
⋃
n
Ln is a countable CW
complex whose homotopy type is that of X.]
Application: Every Lindelo¨f space having the homotopy type of a CW complex has
the homotopy type of a countable CW complex.
[The subcomplex generated by a Lindelo¨f subspace of a CW complex is necessarily
countable.]
Is it true that if X is dominated in homotopy by a finite CW complex, then X has the homotopy type
of a finite CW complex? The answer is “no” in general but “yes” under certain assumptions.
Notation: Given a group G, let Z[G] be its integral group ring and write K˜0(G) for the reduced
Grothendieck group attached to the category of finitely generated projective Z[G]-modules.
The following results are due to Wall†.
OBSTRUCTION THEOREM Suppose that X is path connected and dominated in homotopy
by a finite CW complex −then there exists an element w˜(X) ∈ K˜0(π1(X)) such that w˜(X) = 0 iff X has
the homotopy type of a finite CW complex.
One calls w˜(X) Wall’s obstruction to finiteness. Example: If X is simply connected and dominated
in homotopy by a finite CW complex, then X has the homotopy type of a finite CW complex.
FULFILLMENT LEMMA Let G be a finitely presented group −then given any α ∈ K˜0(G), there
exists a connected CW complex Xα which is dominated in homotopy by a finite CW complex such that
π1(Xα) = G and w˜(X) = α.
Let A be a Dedekind domain, e.g., the ring of algebraic integers in an algebraic number field −then
†Ann. of Math. 81 (1965), 56-69.
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the reduced Grothendieck group of A is isomorphic to the ideal class group of A. This fact, in conjunction
with the fulfillment lemma, can be used to generate examples. Thus fix a prime p, put ωp = exp(2π
√−1/p),
and consider Z[ωp], the ring of algebraic integers in Q(ωp). It is known that K˜0(Z/pZ) is isomorphic to the
reduced Grothendieck gropu of Z[ωp]. But the ideal class group of Z[ωp] is nontrivial for p > 19 (Mont-
gomery). Moral: There exist connected CW complexes which are dominated in homotopy by a finite CW
complex, yet do not have the homotopy type of a finite CW complex.
EXAMPLE Every path connected compact Hausdorff space X which is dominated in homotopy
by a CW complex is automatically dominated in homotopy by a finite CW complex. Is w˜(X) = 0? Every
connected compact ANR (in particular, every connected compact topological manifold) has the homotopy
type of a CW complex (cf. p. 6-19), thus is dominated in homotopy by a finite CW complex and on can
prove that its Wall obstruction to finiteness must vanish, so such an X does have the homotopy type of a
finite CW complex. Still, some restriction on X is necessary. This is because Ferry† has shown that any
Hausdorff space which is dominated in homotopy by a second countable compact Hausdorff space must itself
have the homotopy type of a second countable compact Hausdorff space and since there exist connected CW
complexes with nonzero Wall obstruction to finiteness, it follows that there exist path connected metrizable
compacta which are dominated in homotopy by a finite CW complex, yet do not have the homotopy type
of a finite CW complex.
EXAMPLE Suppose that X is path connected and dominated in homotopy by a finite CW complex
−then Gersten‡ has shown that for any connected CW complex K of zero Euler characteristic, the product
X ×K has the homotopy type of a finite CW complex, i.e., multiplication by K kills Wall’s obstruction
to finiteness. For example, one can take K = S2n+1. In particular X × S1 is homotopy equivalent to a
finite CW complex Y , say f : X × S1 → Y . Since X is homotopy equivalent to X × R and X × R is the
covering space of X × S1 determined by π1(X) ⊂ π1(X × S1), it follows that X is homotopy equivalent
to the covering space Y˜ of Y determined by the subgroup f∗(π1(X)) of π1(Y ). Conclusion: X has the
homotopy type of a finite dimensional CW complex.
A (pointed) topological space is said to be a (pointed) CW space if it has the (pointed)
homotopy type of a (pointed) CW complex. CWSP (CWSP∗) is the full subcategory
of TOP (TOP∗) whose objects are the CW spaces (pointed CW spaces) and HCWSP
(HCWSP∗) is the associated homotopy category. Example: Suppose that (X,A) is a rel-
ative CW complex, where A is a CW space −the X is a CW space.
[Note: If (X,x0) is a pointed CW space, then (X,x0) is nondegenerate (cf. p. 3-37).]
Every CW space is numerably contractible (cf. p. 3-14). Every connected CW space
is path connected. Every totally disconnected CW space is discrete. Every homotopically
trivial CW space is contractible (cf. p. 5-16).
[Note: A CW space need not be locally path connected.]
†Topology 19 (1980), 101-110; see also SLN 870 (1981), 1-5, and 73-81.
‡Amer. J. Math. 88 (1966), 337-346; see also Kwasik, Comment. Math. Helv. 58 (1983), 503-508.
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The product X × Y of CW spaces
 XY is a CW space. Proof: There exist CW
complexes
 KL such that in HTOP,
 X ≈ KY ≈ L =⇒ X × Y ≈ K ×L ≈ K ×k L (cf.
p. 5-16) and K ×k L is a CW complex.
A CW space need not be compactly generated. Example: Suppose that X is not in
CG −then ΓX is not in CG but ΓX is a CW space. However, for any CW space X, the
identity map kX → X is a homotopy equivalence.
PROPOSITION 5 Let X be a connected CW space −then X has a simply connected
covering space X˜ which is universal. Moreover, every simply connected covering space of
X is homeomorphic over X to X˜ .
[Fix a CW complex K and a homotopy equivalence φ : X → K. Let K˜ be a universal
covering space of K and define X˜ by the pullback square
X˜ K˜
X K
φ˜
φ
. Since the covering
projection K˜ → K is a Hurewicz fibration (cf. p. 4-8), φ˜ is a homotopy equivalence (cf.
p. 4-26), so X˜ is a simply connected covering space of X. To see that X˜ is universal, let
X˜ ′ be some other connected covering space of X −then the claim is that there is an arrow
X˜
f
→ X˜ ′ and a commutative triangle
X˜ X˜ ′
X
f
. For this, form the pull back
square
K˜ ′ X˜ ′
K X
ψ˜
ψ
, ψ a homotopy inverse for φ. Due to the universality of K˜, there is
an arrow K˜
g
→ K˜ ′ and a commutative triangle
K˜ K˜ ′
K
g
Consider the diagram
X˜ K˜ K˜ ′ X˜ ′
X K K X
p
φ˜ g ψ˜
p′
φ ψ
From the definitions, p′ ◦ ψ˜ ◦ g ◦ φ˜ = ψ ◦φ ◦p ≃ p, thus ∃ f ∈ CX(X˜, X˜
′) : f ≃ ψ˜ ◦ g ◦ φ˜.
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Finally, if X˜ ′ is simply connected, then K˜ ′ is simply connected and one can assume that
g is a homeomorphism, Therefore f is a fiber homotopy equivalence (cd. §4, Proposition
15). Because the fibers are discrete, it follows that f is also an open bijection, hence is a
homeomorphism.]
EXAMPLE The Cantor set is not a CW space. The topologist’s sine curve C = A ∪ B, where A = {(0, y) : −1 ≤ y ≤ 1}B = {(x, sin(2π/x)) : 0 ≤ x ≤ 1} , is not a CW space. The wedge of the broom is not a CW space
but the broom, being contractible, is a CW space, although it carries no CW structure. The product
∞∏
1
Sn
is not a CW space.
FACT Suppose that X is a connected CW space. Assume: π1(X) is finite and ∀ q > 1, πq(X) is
finitely generated −then there exists a homotopy equivalence f : K → X, where K is a CW complex such
that ∀ n, K(n) is finte.
Dydak† has shown that the full subcategory of HCWSP∗ whose objects are the pointed connected
CW spaces is balanced.
Every open subset of a CW complex is a CW space (cf. p. 5-19). Every open subset
of a metrizable topological manifold is a CW space (cf. p. 6-27).
PROPOSITION 6 Let U be an open subset of a normed linear space E −then U is
a CW space.
[Fix a countable neighborhood basis at zero in E consisting of convex balanced sets Un
such that Un+1 ⊂ Un. Assuming that U is nonempty, for each x ∈ U , there exists an index
n(x) : x + 2Un(x) ⊂ U . Since U is paracompact, the open covering {x + Un(x) : x ∈ U}
has a neighborhood finite open refinement O = {O}. So, ∀ O ∈ O ∃ xO ∈ U : O ⊂
xO + Un(O) (n(O) = n(xO)). Let {κO : O ∈ O} be a parition of unity on U subordi-
nate to O. Consider N(O), the nerve of O. If {O1, . . . , Ok} is a simplex of N(O) and if
n(O1) ≤ · · · ≤ n(Ok), then the convex hull of {xO1 , . . . , xOk} is contained in xO1 +2Un(O1)
⊂ U . Define continuous functions
 f : U → |(N(O)|g : |(N(O)| → U by

f(x) =
∑
O
κO(x)χO
g(φ) =
∑
O
φ(O)xO
and
put H(x, t) = tx+ (1 − t)
∑
O
κO(x)xO to get a homotopy H : IU → U between g ◦ f and
idU . This shows that U is dominated in homotopy by |(N(O)|, hence, by the domination
theorem, has the homotopy type of a CW complex.]
†Proc. Amer. Math. Soc. 116 (1992), 1171-1173; see also Dyer-Roitberg, Topology, Appl. 46 (1992),
119-124.
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[Note: If E is second countable, then U has the homotopy type of a countable CW
complex. Reason: Every open covering of a second countable metrizable space has a count-
able star finite refinement (cf. p. 1-25).]
FACT Let E be a normed linear space. Suppose that E0 is a dense linear subspace of E. Equip E0
with the finite topology −then for every open subset U of E, the inclusion U ∩E0 → U is a weak homotopy
equivalence.
FACT Let E be a normed linear space. Suppose that E0 ⊂ E1 ⊂ · · · is an increasing sequence
of finite dimensional linear subspaces of E whose union is dense in E. Given an open subset U of E, put
Un = U ∩ En −then U0 ⊂ U1 ⊂ · · · is an expanding sequence of topological spaces and the inclusion
U∞ → U is a homotopy equivalence.
PROPOSITION 7 Let A → X be a closed cofibration and let f : A → Y be a
continuous function. Assume A, X, and Y are CW spaces −then X ⊔f Y is a CW space.
[There is a CW pair (K,L) and a commutative diagram
K L Y
X A Y
g
f
,
where the vertical arrows are homotopy equivalences and g is the composite. Accord-
ingly, K ⊔g Y ≈ X ⊔f Y in HTOP (cf. p. 3-26 ff.) and K ⊔g Y is a CW space (cf. p.
5-14).]
Application: Let X
f
←− Z
g
−→ Y be a 2-source. Assume X, Y , and Z are CW spaces
−then Mf,g is a CW space.
[Note: One can establish an analogous result for the double mapping track of a 2-sink
in CWSP (cf. §6, Proposition 8). For example, given a nonempty CW space X, ∀ x0 ∈ X,
Ω(X,x0) is a CW space (consider the 2-sink ∗ → X ← ∗).]
EXAMPLE Suppose that X and Y are CW spaces −then their join X ∗ Y is a CW space.
[Note: The double mapping cylinder of X ← X × Y → Y defines the join. If X and Y are CW
complexes, then X ∗ Y is a CW complex provided that X × Y = X ×k Y . Otherwise, consider X ∗k Y , the
double mapping cylinder of X ← X ×k Y → Y .]
LEMMA Let X0 ⊂ X1 ⊂ · · · be an expanding sequence of topological spaces. As-
sume: ∀ n, Xn is a CW complex containing Xn−1 as a subcomplex −then X∞ is a CW
complex containing Xn as a subcomplex.
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EXAMPLE (The Mapping Telescope) Let
 (X, f)(Y,g) be objects in FIL(TOP). Suppose
that φ : (X, f) → (Y,g) is a homotopy morphism i.e., ∀ n, the diagram
Xn Xn+1
Yn Yn+1
φn
fn
φn+1
gn
is ho-
motopy commutative. −then there is an arrow tel φ : tel(X, f) → tel(Y,g) such that ∀ n, the diagram
Xn teln(X, f) tel(X, f)
Yn teln(Y,g) tel(Y,g)
is homotopy commutative and tel φ is a homotopy equivalence
if each φn is a homotopy equivalence. Thanks to the skeletal approximation theorem and the lemma, it
then follows that for any object (X,f) in FIL(CW), there exists another object (X,g) in FIL(CW) such
that tel(X,f) and tel (X,g) have the same homotopy type and tel(X,g) is a CW complex.
[The mapping telescope is a double mapping cylinder (cf. p. 3-24). Use the fact that a homotopy mor-
phism of 2-sources, i.e., a homotopy commutative diagram
X Z Y
X ′ Z′ Y ′
f g
f ′ g′
, gives rise to an
arrowMf,g → Mf ′,g′ which is a homotopy equivalence if this is the case of the vertical arrows (cf. p. 3-26).]
PROPOSITION 8 Let X0 ⊂ X1 ⊂ · · · be an expanding sequence of topological
spaces. Assume: ∀ n, Xn is a CW space and the inclusion Xn → Xn+1 is a cofibration
−then X∞ is a CW space.
[There is a commutative ladder
K0 K1 · · ·
X0 X1 · · ·
, where the vertical arrows
Kn → Xn are homotopy equivalences and K0 ⊂ K1 ⊂ · · · is an expanding sequence of
CW complexes such that ∀n, (Kn,Kn−1) is a CW pair. The induced map K∞ → X∞ is a
homotopy equivalence (cf. §3, Proposition 15) and, by the lemma K∞ is a CW complex.]
Application: Let (X,f) be an object FIL(TOP). Assume: ∀ n, Xn is a CW space
−then tel(X,f) is a CW space.
FACT Let X be a topological space. Suppose that U = {Ui : i ∈ I} is a numerable covering of X
with the property that for every nonempty finite subset F ⊂ I ,
⋂
i∈F
Ui is a CW space −then X is a CW
space.
[In the notation of the Segal-Stasheff construction, show that BU is a CW space.]
Application: Let X be a topological space. Suppose that U = {Ui : i ∈ I} is a numerable covering
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of X with the property that for every nonempty finite subset F ⊂ I ,
⋂
i∈F
Ui is either empty or contractible
−then X is a CW space.
[Note: One can be more precise: X and |N(U)| have the same homotopy type. Example: Every
paracompact open subset of a locally convex topological vector space is a CW space (cf. Proposition 6).]
EXAMPLE Let X be the Cantor set. In ΣX, let U1 be the image of X × [0, 2/3[ and let U2 be
the image of X×]1/3, 1] −then {U1, U2} is a numerable covering of ΣX. Both U1 and U2 are contractible,
hence are CW spaces. But ΣX is not a CW space. In this connection, observe that U1 ∩ U2 has the same
homotopy type as X, thus is not a CW space.
A sequence of groups πn (n ≥ 1) is said to be a homotopy system if ∀ n > 1 : πn is
abelian and there is a left action π1 × πn → πn.
HOMOTOPY SYSTEM THEOREM Let {πn : n ≥ 1} be a homotopy system −then
there exists a pointed connected CW complex (X,x0) and ∀ n ≥ 1, an isomorphism
πn(X,x0) → πn such that the action of π1(X,x0) on πn(X,x0) corresponds to the ac-
tion of π1 on πn.
[Note: One can take X locally finite if all the πn are countable.]
Let π be a group and let n be an integer ≥ 1, where π is abelian if n > 1−then a pointed
path connected space (X,x0) is said to have homotopy type (π, n) if πn(X,x0) is isomorphic
to π and πq(X,x0) = 0 (q 6= n). An Eilenberg-MacLane space of type (π, n) is a pointed
connected CW space (X,x0) of homotopy type (π, n). Notation: (X,x0) = (K(π, n), kπ,n).
Two spaces of homotopy type (π, n) have the same weak homotopy type and two Eilenberg-
MacLane spaces of type (π, n) have the same pointed homotopy type. Every Eilenberg-
MacLane space is nondegenerate, therefore the same is true of its loop space which, more-
over, is a pointed CW space (cf. p. 6-24). Example: ΩK(π, n+ 1) = K(π, n), π abelian.
EXAMPLE A model for K(G, 1), G a discrete topological group, is B∞G (cf. p. 6-24).
Upon specializing the homotopy system theorem, it follows that for every π, (K(π, n),kπ,n)
exists as a pointed CW complex. If in addition π is abelian, then (K(π, n), kπ,n) carries
the structure of a homotopy commutative H group, unique up to homotopy, and the as-
signment (X,A)→ [X,A;K(π, n), kπ,n] defines a cofunctor TOP
2 → AB.
EXAMPLE A model for K(Zn, 1) is Tn.
[Note: Suppose that X is a homotopy commutative H space with the pointed homotopy type of a
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finite connected CW complex −then Hubbuck† has shown that in HTOP∗, X ≈ Tn for some n ≥ 0.]
EXAMPLE A model for K(Z/nZ, 1) is the orbit space S∞/Γ, where Γ is the subgroup of S1
generated by a primitive nth root of unity.
[Note: Recall that S∞ is contractible (cf. p. 3-21).]
EXAMPLE A model for K(Q, 1) is the pointed mapping telescope of the sequence S1 → S1 → · · · ,
the kth map having degree k.
[Note: Shelah‡ has shown that if X is a compact metrizable space which is path connected and locally
path connected, then π1(X) cannot be isomorphic to Q.]
The homotopy type of
N∏
q=1
K(Z, 2q) or
N∏
q=1
K(Z/nZ, 2q) admits an interpretation in terms of the theory
of algebraic cycles (Lawson‖).
(π, 1) Suppose that (X,x0) has homotopy type (π, 1) −then for any pointed con-
nected CW complex (K, k0), the assignment [f ] → f∗ defines a bijection [K, k0;X,x0] →
Hom((π1(K, k0), π1(X,x0)). Since (K, k0) is wellpointed, the orbit space π1(X,x0))\
[K, k0;X,x0] can be identified with [K,X] (cf. p. 3-19), thus there is a bijection [K,X]→
π1(X,x0))\Hom((π1(K, k0), π1(X,x0)), the set of conjugacy classes of homomorphisms
π1(K, k0)→ π1(X,x0). If π is abelian, then Hom((π1(K, k0), π1(X,x0)) ≈ Hom(H1(K, k0),
π1(X,x0)) ≈ H
1(K, k0;π1(X,x0)) and the forgetful function [K, k0;X,x0] → [K,X] is bi-
jective.
Example: Fix a pointed connected CW complex (K, k0) −then the functor GR →
SET that sends π to [K, k0;K(π, 1), kπ,1] is represented by π1(K, k0).
EXAMPLE Take X = K(π, 1), x0 = kπ,n and realize (X,x0) as a pointed CW complex. Assume:
X is locally finite and finite dimensional. WriteHE(X,x0) (HE(X)) for the space of homotopy equivalences
of (X,x0) (X) equipped with the compact open topology −then π0(HE(X,x0)) (π0(HE(x))) is the isomor-
phism group of (X,x0) (X) viewed as an object inHTOP∗ (HTOP). By the above, π0(HE(X,x0)) ≈ Autπ
(π0(HE(X)) ≈ Outπ). The evaluation
 HE(X)→ Xf 7→ f(x0) is a Hurewicz fibration (cf. §4 Proposition
6) and its fiber over x0 is HE(X,x0). With idX as the base point, one has πq(HE(X,x0), idX) = 0
(q > 0), πq(HE(X), idX) = 0 (q > 1), and π1(HE(X), idX) ≈ Cenπ, the center of π. The homotopy
sequence of the evaluation thus reduces to 1 → π1(HE(X), idX) → π1(X,x0) → π0(HE(X,x0), idX) →
π0(HE(X), idX)→ 1, i.e. to 1→ Cenπ → π → Autπ → Outπ → 1.
EXAMPLE Let p : X → B be a Hurewicz fibration, where B = K(G, 1). Suppose that ∀ b ∈ B,
Xb is a K(π, 1) (π abelian) −then the only nontrivial part of the homotopy sequence for p is the short exact
†Topology 8 (1969), 119-126.
‡Proc. Amer. Math. Soc. 103 (1988), 627-632.
‖Ann. of Math. 129 (1989), 253-291.
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sequence 1 → π → π1(X) → G → 1. Therefore π1(X) is an extension of π by G and X is a K(π1(X), 1)
(cf. §6, Proposition 11). Algebraically, there is a left action G × π → π and geometrically, there is a left
action G × π → π. These two actions are identical.
EXAMPLE Consider a 2-source π′ ← G→ π′′ in GR, where the arrows are monomorphisms. De-
fine π by the pushout square
G π′′
π′ π
, i.e., π = π′ ∗G π′′ −then there exists a pointed CW complex
X = K(π, 1) and pointed subcomplexes
 X
′ = K(π′, 1)
X ′′ = K(π′′, 1)
, Y = K(G, 1) such that X = X ′ ∪X ′′ and
Y = X ′ ∩X ′′ .
EXAMPLE Let X and Y be connected CW complexes. Suppose that f : X → Y is a continuous
function such that for every finite connected CW complex K, the induced map [K,X]→ [K, Y ] is bijective
−then f is a homotopy equivalence iff ∀ x ∈ X f∗ : π1(X,x) → π1(Y, f(x)) is surjective (cf. p. 3-19)
but this condition is not automatic. To construct an example, let S∞ be the subgroup of the symmetric
group of N consisting of those permutations that have finite support. Each injections ι : N → N deter-
mines a homomorphism ι∞ : S∞ → S∞ viz.
 ι∞(σ)|(N− ι(N)) = idι∞(σ)|ι(N) = ι ◦ σ ◦ ι−1 , and on any finite product,∏
ι∞ : S∞\
∏
S∞ → S∞\
∏
S∞ is bijective. Here the action of S∞ on
∏
S∞ is by conjugation. Choose
φ : K(S∞, 1)→ K(S∞, 1) such that φ∗ = ι∞ on S∞ −then for every finite connected CW complex K, the
induced map [K,K(S∞, 1)]→ [K,K(S∞, 1)] is bijective (consider first a finite wedge of circles). However,
φ is not a homotopy equivalence unless ι is surjective.
[Note: There are various conditions on π1(X) (or π1(Y )) which guarantee that f∗ is surjective (under
the given assumptions). For example, any of the following will do: (1) π1(X) (or π1(Y )) nilpotent; (2)
π1(X) (or π1(Y )) finitely generated; (3) π1(X) (or π1(Y )) free.]
EXAMPLE Let π be a group −then K(π, 1) can be realized by a path connected metrizable topo-
logical manifold (cf. p. 6-27) iff π is countable and has finite cohomological dimension (Johnson†).
[Note: Under these circumstances, the cohomological dimension of π cannot exceed the euclidean
dimension of K(π, 1), there being equality iff K(π, 1) is compact.]
EXAMPLE The homotopy type of an aspherical compact manifold is completely determined
by its fundamental group. Question: If X and Y are aspherical compact topological manifolds and if
π1(X) ≈ π1(Y ), is it then true that X and Y are homeomorphic? Borel has conjectured that the answer is
“yes”. To get an idea of the difficulty of this problem, a positive resolution easily leads to a proof of the
Poincare´ conjecture (modulo a result of Milnor). Additional information and references can be found in
Farrell-Jones‡.
(π, n) Suppose that (X,x0) has the homotopy type (π, n), where π is abelian. Let
†Proc. Camb. Phil. Soc. 70 (1971), 387-393.
‡CBMS Regional Conference 75 (1990), 1-54; see also Conner-Raymond, Bull. Amer. Math. Soc. 83
(1977), 36-85.
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ι ∈ Hn(X,x0;πn(X,x0)) be the fundamental class −then for any pointed connected CW
complex (K, k0), the assignment [f ] → f
∗ι defines a bijection [K, k0;X,x0] → H
n(K, k0;
πn(X,x0)).
Assuming that π′ and π′′ are abelian, [K(π′, n), kπ′,n;K(π
′′, n), kπ′′,n] ≈ [K(π
′, n),
K(π′′, n)] ≈ Hom(π′, π′′). Example: Suppose that 0→ π′ → π → π′′ → 0 is a short exact
sequence of abelian groups −then (1) The mapping fiber of the arrow K(π, n)→ K(π′′, n)
is a K(π′, n); (2) The mapping fiber of the arrow K(π′, n+1)→ K(π, n+1) is a K(π′′, n);
(3) The mapping fiber of the arrow K(π′′, n)→ K(π′, n + 1) is a K(π, n).
[Note: CWSP∗ is closed under the formation of mapping fibers (cf. §6, Proposition
8).]
EXAMPLE A model for K(Z, 2) is P∞(C). Fix n > 1 and choose a map P∞(C) → K(Z, 2n)
representing a generator of H2n(P∞(C);Z) ≈ Z. Put Y = P∞(C) and define X by the pullback square
X ΘK(Z, 2n)
Y K(Z, 2n)
. The fiber Xy0 is a K(Z, 2n − 1). Since 2n − 1 ≥ 3, there is an isomorphism
π2n−1(Xy0) ≈ π2n−1(X) but the corresponding arrow in homology H2n−1(Xy0) → H2n−1(X) is not even
one-to-one.
Let (X,A) be a relative CW complex −then for any abelian group π, there is a bi-
jection [X,A;K(π, n), kπ,n] → H
n(X,A;π) which, in fact, is an isomorphism of abelian
groups, natural in (X,A). This applies in particular when A = ∅, thus there is an iso-
morphism [X;K(π, n)] → Hn(X;π) of abelian groups, natural in X. So, on HCW the
cofunctor Hn(−;π) is representable by K(π, n). But on HTOP itself, this is no longer
true in that the relation [X,K(π, n)] ≈ Hn(X;π) can fail if X is not a CW complex.
EXAMPLE Let X be the Warsaw circle and take π = Z −then H1(X,Z) = 0, while [X,K(Z, 1)] ≈
Z or still, [X,K(Z, 1)] ≈ Hˇ1(X;Z).
In general, for an arbitrary abelian group π and an arbitrary pair (X,A), there is a
natural isomorphism [X,A;K(π, n), kπ,n] → Hˇ(X,A;π) (cf. p. 20-1). Moral: It is Cˇech
cohomology rather than singular cohomology that is the representable theory.
Suppose that (X,x0) is a pointed connected CW complex. Equip C(X,K(π, n)) with the compact
open topology −then [X,K(π, n)] = π0(C(X,K(π, n))), X being a compactly generated Hausdorff space.
Because the forgetful function [X, x0;K(π, n), kπ,n] → [X,K(π, n)] is surjective, every path component of
C(X,K(π, n)) contains a pointed map f0 : f0(x0) = kπ,n.
EXAMPLE Let (X,x0) be a pointed connected CW complex. Assume X is locally finite −then
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for any abelian group π, πq(C(X,K(π, n)), f0) ≈
 H
n−q(X; π) (1 ≤ q ≤ n)
0 (q > n)
.
[Since K(π, n) is an H group, all the path components of C(X,K(π,n)) have the same homo-
topy type. Let f0 be the constant map X → kπ,n, C0(X,K(π, n)) its path component. To compute
πq(C0(X,K(π, n)), f0), consider the Hurewicz fibration C0(X,K(π, n)) → K(π, n) which sends f to f(x0)
(cf. §4, Proposition 6), bearing in mind that π1(C0(X,K(π, n)), f0) is abelian.]
[Note: Suppose in addition that X is finite −then C(X,K(π, n)) (compact open topology) is a CW
space (cf. p. 6-22) and there is a decomposition Hn(C(X,K(π, n)) × X; π) ≈
n⊕
q=0
Hq(C(X,K(π, n));
Hn−q(X;π)). Let ev : C(X,K(π, n)) × X → K(π, n) be the evaluation. Take the fundamental class
ι ∈ Hn(K(π, n);π) and write ev∗ι =
n⊕
q=0
µq where µq ∈ Hq(C(X,K(π, n));Hn−q(X;π)). Let [fq ] ∈
[C(X,K(π, n)), K(Hn−q(X;π), q)] correspond to µq (conventionally, K(H
n(X;π), 0) is Hn(X;π) (discrete
topology)). The fq determine an arrow C(X,K(π, n)) →
n∏
q=0
K(Hn−q(X;π), q). It is a weak homotopy
equivalence, hence, by the realization theorem, a homotopy equivalence.]
EXAMPLE Let (X,x0) be a pointed connected CW complex. Assume X is locally finite and finite
dimensional −then for any group π, πq(C(X,K(π, 1)), f0) ≈
 Cen(π, f0) (q = 1)0 (q > 1) . Here, Cen (π, f0) is
the centralizer of (f0)∗(π1(X,x0)) in π1(K(π, 1), kπ,1) ≈ π. Special case: Suppose that (X,x0) is aspherical,
let π = π1(X,x0), take f0 = idX , and conclude that the path component of the identity in C(X,X) has
homotopy type (Cenπ, 1), Cenπ the center of π. Example: Cenπ is trivial if X is a compact connected
riemannian manifold whose sectional curvatures are < 0.
[Reduce to when X(0) = {x0} (cf. p. 5-14), observe that πq(C(X,K(π, 1)), f0) ≈ πq(C(X(1), K(π, 1)),
f0|X(1)), and use that fact that X(1) is a wedge of circles.]
[Note: It can happen that π is finitely generated but Cen (π, f0) is infinitely generated even if X = S
1
(Hansen†).]
A compactly generated group is a groupG equipped with a compactly generated topol-
ogy in which inversion G→ G is continuous and multiplication G×kG→ G is continuous.
Since multiplication is not required to be continuous on G×G (product topology), a com-
pactly generated group is not necessarily a topological group, although this will be the case
if G is a LCH space or if G is first countable. Example: Let G be a simplicial group −then
its geometric realization |G| is a compactly generated group (cf. p. 13-2).
[Note: If G is a topological group, then kG is a compactly generated group but kG
need not be a topological group (cf. p. 1-36). A compactly generated group is T0 iff it is
∆-separated. Therefore any ∆-separated compactly generated group which is not Haus-
dorff cannot be a topological group.]
†Compositio Math. 28 (1974), 33-36.
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Suppose that π is abelian −then it is always possible to realizeK(π, n) as a pointed CW
complex carrying the structure of an abelian compactly generated group on which Autπ op-
erates to the right by base point preserving skeletal homeomorphisms such that ∀ φ ∈ Autπ,
there is a commutative square
πn(K(π, n)) ≈ π
πn(K(π, n)) ≈ π
φk φ (Adem-Milgram
‡) (0 = kπ,n).
With this understanding, let G be a group, assume that π is a right G-module, and denote
by χ : G → Autπ the associated homomorphism. Calling K˜(G, 1) the universal covering
space of K(G, 1), form the product K˜(G, 1) × K(π, n) and write K(π, n;χ) for the orbit
space (K˜(G, 1)×K(π, n))/G. As an object in TOP/(K(G, 1), K(π, n;χ) is locally trivial
with fiber K(π, n), thus the projection pχ : K(π, n;χ) → K(G, 1) is a Hurewicz fibration
(local-global principle) and K(π, n;χ) is a CW space (cf. §6, Proposition 11). The in-
clusion K˜(G, 1) × {0} → K˜(G, 1) × K(π, n) defines a section sχ : K(G, 1) → K(π, n;χ),
so K(π, n;χ) is an object in TOP(K(G, 1)) (cf. p. 0-3). Example: Take G = Autπ : π ×Autπ → π(α, φ) 7→ φ−1(α) −then the associated homomorphism Autπ → Autπ is idAutπ ≡ χπ .
[Note: Given G, consider the trivial action π × G → π, where χ :
 G→ Autπg 7→ idπ.
In this case, K(π, n;χ) reduces to the product K(G, 1) ×K(π, n).]
Example: Take π = Z, G = Z/2Z and let χ : G→ Autπ be the nontrivial homomor-
phism −then K(Z, 2;χ) “is” BO(2).
EXAMPLE The homotopy sequence for pχ breaks up into a collection of split short exact se-
quences 0 → πq(K(π, n)) → πq(K(π, n;χ)) → πq(K(G, 1)) → 0. Case 1: n ≥ 2. Here πq(K(π, n;χ)) ≈ π (q = n)G (q = 1) and πq(K(π, n;χ)) = 0 otherwise. The algebraic right action π × G → π corresponds to
an algebraic left action G × π → π and this is the same as the geometric left action G × π → π Case 2:
n = 1. In this situation, π1(K(π,n;χ)) is a split extension of π by G and the higher homotopy groups are
trivial. If Θs,pK(π, n;χ) is the subspace of PK(π, n;χ) made up of those σ such that σ(0) ∈ sχ(K(G, 1))
and pχ(σ(t)) = pχ(σ(0)) (0 ≤ t ≤ 1), then the projection Θs,pK(π,n;χ) → K(π, n;χ) sending σ to σ(1)
is a Hurewicz fibration whose fiber over the base point is ΩK(π, n). Specialize and take G = Autπ (so
χ = χπ). Let B be a connected CW complex. The “class” of fiber homotopy classes of Hurewicz fibrations
X → B with fiber K(π, n) is a “set” (cf. p. 4-29 ff.). As such, it is in a one-to-one correspondence with the
set of homotopy classes [B,K(π, n;χπ)] : [X] ↔ [Φ], Φ : B → K(π, n + 1;χπ) the classifying map, where
X is define by the pullback square
X Θs,pK(π,n+ 1;χπ)
B K(π, n+ 1;χπ)
. For example, if X is a connected
‡Cohomology of Finite Groups, Springer Verlag (1994), 51.
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CW space with two nonzero homotopy groups π1(X) = G and πn(X) = π (n > 1), then the geometry
furnishes a right action π × G → π and an associated homomorphism χ : G → Autπ. To construct X up
to homotopy, fix a map f : X → K(G, 1) which induces the identity on G, pass to the mapping track Wf ,
and consider the Hurewicz fibration Wf → K(G, 1). There is an arrow Φ : K(G, 1)→ K(π, n+ 1;χπ) such
that χ = Φ∗ : G→ Autπ and [Wf ]↔ [Φ].
[Note: Suppose that B is a pointed simply connected CW complex −then the set of fiber homo-
topy classes of Hurewicz fibrations X → B with fiber K(π, n) is in a one-to-one correspondence with
Autπ\Hn+1(B;π). Proof: The set of homotopy classes [B,K(π, n+ 1;χπ)] can be identified with the set
of pointed homotopy classes [B,K(π, n + 1;χπ)] mod π1(K(π, n + 1, χπ)), i.e., with the set of pointed
homotopy classes [B,K(π, n + 1;χπ)] mod Autπ, i.e., with the set of homotopy classes [B,K(π, n + 1)]
mod Autπ (cf. p. 5-15), i.e., with Autπ\Hn+1(B;π). Translated, this means that in the simply connected
case, one can use
ΘK(π, n+ 1)
K(π, n+ 1)
to carry out the classification but then it is also necessary to build in the
action of Autπ.]
EXAMPLE Let G be a group; let
 χ
′ : G→ Autπ′
χ′′ : G→ Autπ′′
be homomorphisms where
 π
′
π′′
are abelian −then [K(π′, n + 1;χ′),K(π′′, n + 1;χ′′]G ≈ HomG(π′, π′′), [ , ]G standing for homotopy in
TOP(K(G, 1)).
Notation: Given X in TOP/B and φ ∈ C(E,B), let lifφ(E,X) be the set of liftings
Φ : E → X of φ. Relative to a choice of base points b0 ∈ B , x0 ∈ Xb0 , and e0 ∈ E,
where φ(e0) = b0, let lifφ(E, e0;X,x0) be the subset of lifφ(E,X) consisting of those Φ
such that Φ(e0) = x0. Write [E,X]φ for the set of fiber homotopy classes in lifφ(E,X) and
[E, e0;X,x0]φ for the set of pointed fiber homotopy classes in lifφ(E, e0;X,x0).
LEMMA If (B, b0), (E, e0) are well pointed with {b0} ⊂ B, {e0} ⊂ E closed,
then the fundamental group π1(Xb0 , x0) operates to the left on [E, e0;X,x0]φ and the
forgetful function [E, e0;X,x0]φ → [E,X]φ passes to the quotient to define an injection
π1(Xb0 , x0)\[E, e0;X,x0]φ → [E,X]φ which, when Xb0 is path connected, is a bijection.
Let G and π be groups. Given χ ∈ Hom(G,Autπ), denote by Homχ(G, π) the set of crossed
homomorphisms per χ, so f : G → π is in Homχ(G, π) iff f(g′, g′′) = f(g′)(χ(g′)f(g′′)). There is a
left action π ×Homχ(G, π)→ Homχ(G, π), viz. (α · f)(g) = αf(g)(χ(g)α−1).
[Note: The elements of Homχ(G, π) correspond bijectively to the sections s : G → π ⋊χ G, where
π ⋊χ G is the semidirect product (cf. p. 5-54).]
EXAMPLE Suppose that B is a connected CW complex. Fix a group π and a Hurewicz fibra-
tion p : X → B with fiber K(π, 1). Assume: secB(X) 6= ∅, say s ∈ secB(X). Choose b0 ∈ B and put
x0 = s(b0). Let (E, e0) be a pointed connected CW complex, φ : E → B a pointed continuous function.
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There is a split short exact sequence 1 → π1(Xb0 , x0) → π1(X,x0) → π1(B, b0) → 1, from which a left
action of G = π1(E, e0) on π = π1(Xb0 , x0) or still, a homomorphism χ : G → Autπ, χ(g) thus being
conjugation by (s ◦ φ)∗(g). Attach to Φ ∈ lifφ(E, e0;X, x0) an element fΦ ∈ Homχ(G, π) via the pre-
scription fφ(g) = Φ∗(g)(s ◦ φ)∗(g)−1 −then the assignment Φ → fΦ induces a bijection [E, e0;X,x0]φ →
Homχ(G, π), so [E,X]φ ≈ π\[E, e0;X,x0]φ ≈ π\Homχ(G, π).
[Note: The considerations on p. 5-27 are recovered by taking B = ∗ and X = K(π, 1).]
(Locally Constant Coefficients) Let (X,x0) be a pointed connected CW complex. As-
sume given a homomorphism χG : π1(X,x0) → G and a homomorphism χ : G → Autπ,
where π is abelian. Let G : ΠX → AB be the cofunctor determined by the composite
χ ◦ χG (cf. p. 4-41). Choose a pointed continuous function fG : X → K(G, 1) correspond-
ing to χG and put kπ,n;χ = sχ(kG,1) −then [X,x0;K(π, n;χ), kπ,n;χ]fG ≈ H
n(X,x0;G).
So, if n = 1, H1(X,x0;G) ≈ Homχ◦χG (π1(X,x0), π) (see the preceding example) =⇒
H1(X;G) ≈ π\H1(X,x0;G) ≈ π\Homχ◦χG (π1(X,x0), π) ≈ [X;K(π, 1;χ)]fG but if n > 1,
Hn(X,x0;G) ≈ H
n(X;G) ≈ [X;K(π, n;χ)]fG .
[Note: The cohomology of any cofunctor G : ΠX → AB fits into this scheme.
Simply take π = Gx0 , G = Autπ, χ = χπ , and let χG : π1(X,x0)→ Autπ be the homomor-
phism derived from the right action π×π1(X,x0)→ π (of course, H
0(X,G) is fixχG (π), the
subgroup of π whose elements are fixed by χG). When χG is trivial, one can choose fG as the
map to the base point of K(Autπ, 1) and recover the fact that [X,K(π, n)] ≈ Hn(X;π).]
LEMMA Fix a set of representatives fi for [X,x0;K(G, 1), kG,1]−then [X,x0;K(π, n;χ),
kπ,n;χ] is in a one-to-one correspondence with the union
⋃
i
[X,x0;K(π, n;χ), kπ,n;χ]fi (which
is necessarily disjoint).
Application: There is a one-to-one correspondence between the set of pointed homo-
topy classes of pointed continuous functions f : X → K(π, n;χ) such that π1(f) = χG and
the elements of Hn(X;G) (n > 1).
FACT Let
 (X,x0)(Y, y0) be pointed connected CW complexes; let f ∈ C(X,x0;Y, y0). Assume given
a homomorphism χG : π1(Y, y0) → G and a homomorphism χ : G → Autπ. Put χf∗G = χG ◦ π1(f)
and suppose that f∗ : [Y, y0;K(π, n;χ), kπ,n;χ] → [X,x0;K(π, n;χ), kπ,n;χ] is bijective −then Hn(Y ;G) ≈
Hn(X; f∗G).
The singular homology and cohomology groups of an Eilenberg-MacLane space of
type (π, n) with coefficients in G depend only on (π, n) and G. Notation: Hq(π, n;G),
Hq(π, n;G) (or Hq(π, n), H
q(π, n) if G = Z). Example: Hn(π, n) ≈ π/[π, π].
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[Note: There are isomorphisms H∗π ≈ H∗(π, 1) (H
∗π ≈ H∗(π, 1)), where H∗π (H
∗π)
is the homology (cohomology) of π. In general, if G is a right π-module and if G is the
locally constant coefficient system on K(π, 1) associated with G, then H∗(π,G) (H
∗(π,G))
is isomorphic to H∗(K(π, 1);G) (H
∗(K(π, 1);G)).]
EXAMPLE If π is abelian, then ∀ n ≥ 2, Hn+1(π, n) = 0 but this can fail if n = 1 since, e.g.,
H2(Z/2Z ⊕ Z/2Z, 1) ≈ H1(Z/2Z, 1) ⊗H1(Z/2Z, 1) ≈ Z/2Z. When does H2(π, 1) vanish? To formulate the
answer, let 0→ πtor → π → Π→ 0 be the short exact sequence in which πtor is the torsion subgroup of π
and denote by πtor(p) the p-primary component of πtor −then Varadarajan† has shown that H2(π, 1) = 0
iff rank Π ≤ 1 plus ∀ p : (p1) πtor(p) ⊗ Π = 0 & (p2) πtor(p) is the direct sum of a divisible group and a
cyclic group. Example: Assume that π is finite −then H2(π, 1) = 0 iff π is cyclic. Other examples include
π = Z, π = Q, and π = Z/p∞Z (the p-primary component of Q/Z).
EXAMPLE Let(X,x0) be a pointed path connected space. Denote by hurn(X) the image in
Hn(X) of πn(X) under the Hurewicz homomorphism.
(π, 1) Set π = π1(X) and assume that πq(X) = 0 for 1 < q < n −then Hq(X) ≈ Hq(π, 1)
(q < n) and Hn(X)/hurn(X) ≈ Hn(π, 1).
[Note: In particular, there is an exact sequence π2(X)→ H2(X)→ H2(π, 1)→ 0.]
(π,n) Set π = π1(X) (n > 1) and assume that πq(X) = 0 for 1 ≤ q < n & πq(X) = 0 for
n < q < N −then Hq(X) ≈ Hq(π, n) (q < N) and HN(X)/hurN (X) ≈ HN(π, n).
[Note: Take N = n + 1 to see that under the stated conditions the Hurewicz homomorphism
πn+1(X)→ Hn+1(X) is surjective.]
EXAMPLE Let π be a finitely generated (finite) abelian group −then ∀ q ≥ 1, Hq(π, n) is finitely
generated (finite). The Hq(π, 1) are handled by computation. Simply note that Hq(Z, 1) =
 Z (q = 1)0 (q > 1)
& Hq(Z/kZ, 1) =
 Z/kZ (q odd)0 (q even) and use the Ku¨nneth formula. To pass inductively from n to n+1,
apply the generalites of p. 4-46 to the Z-orientable Hurewicz fibration ΘK(π, n+1)→ K(π, n+1). One can,
of course, say much more. Indeed, Cartan‡ has explicitly calculated Hq(π,n;G), H
q(π,n;G) for any finitely
generated abelian G. However, there are occasions when a qualitative description suffices. To illustrate,
recall that H∗(Z, n;Q) is an exterior algebra on one generator of degree n if n is odd and a polynomial
algebra on one generator of degree n if n is even. Therefore, if n is odd, then Hq(Z, n;Q) = Q for q = 0
& q = n with Hq(Z, n;Q) = 0 otherwise and if n is even then Hq(Z, n;Q) = Q for q = kn (k = 0, 1, . . .)
with Hq(Z, n;Q) = 0 otherwise. So, by the above, if n is odd, then Hq(Z, n) is finite for q 6= 0 & q 6= n and
if n is even, then Hq(Z, n) is finite unless q = kn (k = 0, 1, . . .), Hkn(Z, n) being the direct sum of a finite
group and an infinite cyclic group.
EXAMPLE If π′ and π′′ are finitely generated abelian groups and F is a field, then the algebra
H∗(π′⊗ π′′), n;F) is isomorphic to the tensor product over F of the algebras H∗(π′, n; F) and H∗(π′′, n;F).
†Ann. of Math. 84 (1966), 368-371.
‡Collected Works, vol. III, Springer Verlag (1979), 1300-1394; see also Moore, Aste´risque 32-33 (1976),
173-212.
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Specialize and take F = F2 −then for π a finitely generated abelian group, the determination of H∗(π,n; F2)
reduces to the determination of H∗(π, n;F2) when π = Z/2
kZ, π = Z/pℓZ (p = odd prime), or π = Z. The
second possibility is easily dispensed with: Hq(Z/pℓZ, n; F2) = 0 ∀ q > 0, so H∗(Z/pℓZ, n;F2) = F2. The
outcome in the other cases involves Steenrod squares Sqi and their iterates SqI . To review the definitions,
a sequence I = (i1, . . . , ir) of positive integers is termed admissible provided that i1 ≥ 2i2, . . . ir−1 ≥ 2ir ,
its excess e(I) being the difference (i1− 2i2)+ · · ·+(ir−1− 2ir)+ ir. SqI is the composite Sqi1 ◦ · · · ◦ Sqir
(SqI = id if e(I) = 0).
(π = Z/2kZ) Let un be the unique nonzero element of H
n(Z/2kZ, n; F2).
(k = 1) H∗(Z/2Z, 1;F2) = F2[u1], the polynomial algebra with generator u1. For n > 1,
H∗(Z/2Z, n; F2) = F2[(Sq
Iun)], the polynomial algebra with generators Sq
Iun, where I runs through
all admissible sequences of excess e(I) < n.
(k > 1) H∗(Z/2kZ, n;F2) =
∧
(u1) ⊗ F2[v2], the tensor product of the exterior algebra with gen-
erator u1 and the polynomial algebra with generator v2. Here, v2 is the image of the fundamental class
under the Bockstein operator H1(Z/2kZ, n; F2) → H2(Z/2kZ, 1; F2) corresponding to the exact sequence
0→ Z/2Z→ Z/2k+1Z→ Z/2kZ→ 0. Using this, extend the definition and let vn be the image of the funda-
mental class under the Bockstein operator Hn(Z/2kZ, n;F2)→ Hn+1(Z/2kZ, n; F2). Write SqIun = SqIun
if ir > 1 and Sq
I
un = Sq
i1 ◦ · · ·Sqir−1vn if ir = 1 −then for n > 1, H∗(Z/2kZ, n;F2) = F2[(SqIun)],
the polynomial algebra with generators the Sq
I
un, where I runs through all admissible sequences of excess
e(I) < n.
(π = Z) Let un be the unique nonzero element of H
n(Z, n;F2) −then H∗(Z, 1;F2) =
∧
(u1),
the exterior algebra with generator u1, and for n > 1 H
∗(Z, n;F2) = F2[(Sq
Iun)], the polynomial algebra
with generators SqIun, where I runs through all admissible sequences of excess e(I) < n and ir > 1.
Let π be a finitely generated abelian group −then, as vector spaces over F2, the Hq(π,n; F2) are finite
dimensional, so it makes sense to consider the associated Poincare´ series:
P (π,n; t) =
∞∑
q=0
dim(Hq(π, n;F2)) · tq.
Obviously, P (π′ ⊕ π′′, n; t) = P (π′, n; t) · P (π′′, n; t). Examples: (1) P (Z/2Z, 1; t) =
∞∑
0
tq; (2) P (Z, 1; t) =
1 + t.
(PS1) P (π,n; t) converges in the interval 0 ≤ t < 1.
[It suffices to treat the cases π = Z/2kZ, π = Z/pℓZ (p = odd prime), π = Z. The second case is
trivial: P (Z/pℓZ, n; t) = 1.
(π = Z/2kZ) In view of what has been said above H∗(Z/2kZ, n; F2) and H
∗(Z/2Z, n;F2) are
isomorphic as vector spaces over F2, thus one need only examine the situation when k = 1 and n > 1. Given
an admissible I , let |I | = i1+ · · ·+ ir ( =⇒ e(I) = 2i1− |I |) −then P (Z/2Z, n; t) =
∏
e(I)<n
1
1− tn+|I| . Since
the number of admissible I with e(I) < n such that n+ |I | = N is equal to the number of decompositions
of N of the form N = 1 + 2h1 + · · ·+ 2hn−1 , where 0 ≤ h1 ≤ · · · ≤ hn−1, it follows that
P (Z/2Z, n; t) =
∏
0≤h1≤···≤hn−1
1− 1
t1+2
h1+···+2hn−1
.
The associated series
∑
0≤h1≤···≤hn−1
t1+2
h1+···+2hn−1 is convergent if 0 ≤ t < 1.
5-35
(π = Z) Assuming that n > 1, the extra condition ir > 1 is incorporated by the requirement
hn−1 = hn−2. Consequently, P (Z, n; t) = P (Z/2Z, n− 1; t)/P (Z, n− 1; t) or still,
P (Z, n; t) =
P (Z/2Z, n− 1; t) · P (Z/2Z, n− 3; t) · · ·
P (Z/2Z, n− 2; t) · P (Z/2Z, n− 4; t) · · ·
via iteration of the data.]
Put Φ(π, n; x) = log2 P (π,n; 1− 2−x) (0 ≤ x <∞).
(PS2) Suppose that π is the direct sum of µ cyclic groups of order a power of 2, a finite group
of odd order, and ν cyclic groups of infinite order −then: (i) µ ≥ 1 =⇒ Φ(π, n; x) ∼ µx
n
n!
; (ii) µ = 0 &
ν ≥ 1 =⇒ Φ(π, n; x) ∼ νx
n−1
(n− 1)! ; (iii) µ = 0 & ν = 0 =⇒ Φ(π, n; x) = 0.
[The essential point is the asymptotic relation Φ(Z/2Z, n;x) ∼ x
n
n!
, everything else being a corollary.
Observe first that P (Z/2Z, 1; t) =
1
1− t =⇒ Φ(Z/2Z, 1; x) = x. Proceeding by induction on n, introduce
the abbreviations Pn(t) = P (Z/2Z, n; t), Φn(x) = Φ(Z/2Z, n;x), and the auxiliary functions Qn(t) =∏
0≤h1≤···≤hn−1
1
1− t2h1+···+2hn−1
, Ψn(x) = log2Qn(1 − 2−x) −then Qn(t)/Pn−1(t) ≤ Pn(t) ≤ Qn(t)
(0 ≤ t < 1) =⇒ Ψn(x)−Φn−1(x) ≤ Φn(x) ≤ Ψn(x) (0 ≤ x <∞). Because Φn−1(x) ∼ x
n−1
(n− 1)! (induction
hypothesis), one need only show that Ψn(x) ∼ x
n
n!
. But from the definitions Qn(t)/Pn−1(t) = Qn(t
2),
hence Ψn(x) = Φn−1(x) + Ψn(x− 1− log2(1− 2−x−1)). So, ∀ ǫ > 0, ∃ xǫ > 0: ∀ x > xǫ,
Ψn(x− 1) + (1− ǫ)
(n− 1)!x
n−1 ≤ Ψn(x) ≤ Ψn(x− 1 + ǫ) + (1 + ǫ)
(n− 1)!x
n−1.
Claim: Given A and n ≥ 1, there exists a polynomial of degree n with leading term Ax
n
n!
such that
Fn(x) = Fn(x− 1) + Ax
n−1
(n− 1)! .
[Use induction on n: Put F1(x) = Ax and consider Fn(x) =
Axn
n!
+
n∑
k=2
(−1)k
k!
Fn−k+1(x).]
Claim: Let f ∈ C([0,∞[). Assume: f(x) ≤ f(x− 1) + Ax
n−1
(n− 1)!
(
f(x) ≥ f(x− 1) + Ax
n−1
(n− 1)!
)
−then
there exists a constant C′ (C′′) such that f(x) ≤ Fn(x) + C′ (f(x) ≥ Fn(x) + C′′).
[Let C′ = max{f(x) − Fn(x) : 0 ≤ x ≤ 1} : f(x) ≤ Fn(x) + C′ (0 ≤ x ≤ 1) and by induction on
N : N ≤ x ≤ N + 1 =⇒ f(x) ≤ f(x− 1) + Ax
n−1
(n− 1)! ≤ Fn(x− 1) + C
′ +
Axn−1
(n− 1)! = Fn(x) + C
′.]
These generalities allow one to say that ∀ ǫ > 0, there exists polynomials R′ǫ and R′′ǫ of degree
< n : ∀ x≫ 0,
(1− ǫ)x
n
n!
+R′ǫ(x) ≤ Ψn(x) ≤
(
1 + ǫ
1− ǫ
)
xn
n!
+R′′ǫ (x).
Since ǫ is arbitrary, this means that Ψn(x) ∼ x
n
n!
.]
LEMMA Suppose that A is path connected −then ∀ n ≥ 1 there exists a path
connected space X ⊃ A which is obtained from A by attaching (n + 1)-cells such that
πn(X) = 0 and, under the inclusion A→ X, πq(A) ≈ πq(X) (q < n).
[Let {α} be a set of generators for πn(A). Represent α by fα : S
n → A and put
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X =
(∐
α
Dn+1
)
⊔f A (f =
∐
α
fα).]
Let X be a pointed path connected space. Fix n ≥ 0 −then an nth Postnikov
approximate to X is a pointed path connected space X[n] ⊃ X, where(X[n],X) is a rela-
tive CW complex whose cells in X[n]−X have dimension > n+1, such that πq(X[n]) = 0
(q > n) and, under the inclusion X → X[n], πq(X) ≈ πq(X[n]) (q ≤ n).
[Note: X[0] is homotopically trivial and X[1] has the homotopy type (π1(X), 1).]
PROPOSITION 9 Every pointed path connected space X admits an nth Postnikov
approximate X[n].
[Using the lemma, construct a sequence X = X0 ⊂ X1 ⊂ · · · of pointed connected
spaces Xk such that ∀ k > 0, Xk is obtained from Xk−1 by attaching (n + k + 1)-cells,
πn+k(Xk) = 0, and, under the inclusion Xk−1 → Xk, πq(Xk−1) ≈ πq(Xk) (q < n + k).
Consider X[n] = colim Xk.]
[Note: If X is a pointed connected CW space, then the X[n] are pointed connected
CW spaces.]
EXAMPLE Let π be a group and let n be an integer ≥ 1, where π is abelian if n > 1 −then a
pointed connected CW space X is said to be a Moore space of type (π,n) provided that πn(X) is isomorphic
to π and
 πq(X) = 0 (q < n)Hq(X) = 0 (q > n) . Notation X =M(π, n). If n = 1, then M(π, n) exists iff H2(π, 1) = 0
but if n > 1, then M(π, n) always exists. If n = 1 and H2(π, 1) = 0, then the pointed homotopy type
of M(π, 1) is not necessarily unique (e.g., when π = Z) but if n > 1, then the pointed homotopy type of
M(π, n) is unique. In any event, M(π, n)[n] = K(π, n).
FACT Suppose X is a pointed path connected space. Fix n ≥ 1 −then there exists a pointed n-
connected space X˜n in TOP/X such that the projection X˜n → X is a pointed Hurewicz fibration and
induces an isomorphism πq(X˜n)→ πq(X) ∀ q > n.
[Consider the mapping fiber of the inclusion X → X[n].]
EXAMPLE Take X = S3 −then the fibers of the projection X˜3 → X have homotopy type (Z, 2)
and ∀ q ≥ 1, Hq(X˜3) =
 0 (q odd)Z/(q/2)Z (q even) .
[Use the Wang cohomology sequence and the fact that H∗(Z, 2) is the polynomial algebra over Z
generated by an element of degree 2.]
[Note: Given a prime p, let C be the class of finite abelian groups with order prime to p −then from
the above, Hn(X˜3) ∈ C (0 < n < 2p), so by the mod C Hurewicz theorem, πn(X˜3) ∈ C (0 < n < 2p) and
the Hurewicz homomorphism π2p(X˜3) → H2p(X˜3) is C−bijective. Therefore the p-primary component of
πn(S
3) is 0 if n < 2p and is Z/pZ if n = 2p.]
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Put W1 = X˜1. Let W2 be the mapping fiber of the inclusion X˜1 → X˜1[2] −then the mapping fiber of
the projection W2 → W1 has the homotopy type (π2(X), 1). Iterate: The result is a sequence of pointed
Hurewicz fibrations Wn → Wn−1, where the mapping fiber has homotopy type (πn(X), n − 1) and Wn
is n-connected with πq(Wn) ≈ πq(X) (∀ q > n). The diagram X = W0 ← W1 ← · · · is called “the”
Whitehead tower of X.
[Note: If X is a pointed connected CW space, then the Wn are pointed connected CW spaces and
the mapping fiber of the projection Wn →Wn−1 is a K(πn(X), n− 1),]
EXAMPLE Let X be a pointed simply connected CW complex which is finite and noncontractible.
Assume: ∃ i > 0 such that Hi(X;F2) 6= 0 −then πq(X) contains a subgroup isomophic to Z or Z/2Z for
infinitely many q.
[Becuase the Hq(X) are finitely generated ∀ q, the same is true for the πq(X) (cf. p. 5-43). The set
of positive integers n such that πn(X)⊗Z/2Z 6= 0 is nonempty. To get a contradiction, suppose that there
is a largest integer N . Working with the Whitehead tower of X, let Pn(t) =
∞∑
q=0
dim(Hq(Wn;F2)) · tq,
the mod 2 Poincare´ series of H∗(Wn;F2) (meaningful, the H
q(Wn;F2) being finite dimensional over F2).
In particular: PN (t) = 1, PN−1(t) = P (πN (X), N ; t), P1(t) = PX(t), the Poincare´ series of H
∗(X; F2).
On general grounds, there is a majorization Pn(t) ≺ Pn−1(t) ·P (πN(X), n − 1; t), where the symbol ≺
means that the coefficient of the formal power series on the left is ≤ the corresponding coefficient of
the formal power series on the right. So, starting with n = N − 1 and multiplying out, one finds that
P (πN(X), N ; t) ≺ PX(t) ·
∏
1<i<N
P (πi(X), i− 1; t). Since PX(t) is a polynomial, hence is bounded on [0, 1],
∃ C > 0: P (πN(X), N ; t) ≤ C ·
∏
1<i<N
P (πi(X), i−1; t), or still, in the notation of p. 5-36, Φ(πN (X), N ; x) ≤
log2 C +
∑
1<i<N
Φ(πi(X), i − 1; x) (0 ≤ x < ∞). Comparing the asymptotics of either side leads to an im-
mediate contradiction (cf. p. 5-36).]
[Note: This analysis is due to Serre †. It has been extended to all odd primes by Umeda‡. Accord-
ingly, if X is a pointed simply connected CW complex which is finite and noncontractible, then πq(X) is
nonzero for infinitely many q. Proof: If ∀ p ∈ Π & ∀ i > 0, Hi(X; Fp) = 0, then the arrow X → ∗ is a
homology equivalence (cf. p. 8-9), thus by the Whitehead theorem, X is contractible.]
LEMMA Let (X,A, x0) be a pointed pair. Assume (X,A) is a relative CW complex
whose cells in X − A have dimension > n + 1. Suppose that (Y, y0) is a pointed space
such that πq(Y, y0) = 0 ∀ q > n −then every pointed continuous function f : A→ Y has a
pointed continuous extension F : X → Y .
It follows from the lemma that if X and Y are pointed path connected spaces and if f :
X → Y is a pointed continuous function, then for m ≤ n there exists a pointed continuous
†Comment. Math. Helv. 27 (1953), 198-232.
‡Proc. Japan Acad. 35 (1959), 563-566; see also McGibbon-Neisendorfer, Comment. Math. Helv. 59
(1984), 253-257.
5-38
function fn,m : X[n]→ Y [m] rendering the diagram
X Y
X[n] Y [m]
f
fn,m
commutative, any
two such being homotopic rel X. Proof: Let F : X → Y [m] be the composite X
f
→
Y → Y [m] . To establish the existence of fn,m, consider any filler for
X[n]
X Y [m]
F
and to establish the uniqueness of fn,m rel X, take two extenstion f
′
n,m & f
′′
n,m, define
Φ : i0X[n]∪ IX ∪ i1X[n]→ Y [m] by
 Φ(x, 0) = f ′n,m(x)Φ(x, 1) = f ′′n,m(x) , Φ(x, t) = F (x), and consider
any filler for
IX[n]
i0X[n] ∪ IX ∪ i1X[n] Y [m]Φ
.
Application: Let X ′[n] and X ′′[n] be the nth Postnikov approximates to X −then in
HTOP2, (X ′[n],X) ≈ (X ′′[n],X).
EXAMPLE Let X and Y be pointed connected CW spaces −then it an happen that X[n] and Y [n]
have the same pointed homotopy type for all n, yet X and Y are not homotopy equivalent. To construct
an example, let K be a pointed simply connected CW complex. Assume: K is finite and noncontractible.
Put X = (w)
∞∏
0
K[n], Y = X×K −then ∀ n X[n] ≈ Y [n] in HTOP∗. However, it is not true that X ≈ Y
in HTOP. For if so, K would be dominated in homotopy by X or still, by K[0] × · · · ×K[n] (∃ n), thus
∀ q, πq(K) would be a direct summand of πq(K[0] × · · · × K[n]). But this is impossible: The πq(K) are
nonzero for infinitely many q (cf. 5-38).
[Note: This subject has its theoretical aspects as well. McGibbon-Møller †).]
Let X be a pointed path connected space. Given a sequence X[0],X[1], . . . of Post-
nikov approximates to X, ∀ n ≥ 1 there is a pointed continuous function fn : X[n] →
X[n − 1] such that the triangle
X
X[n] X[n − 1]
fn
commutes. Put P0X = X[0],
†Topology 31 (1992), 177-201; see also Dror-Dwyer-Kan, Proc. Amer. Math. Soc. 74 (1979), 183-186.
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let s0 be the identity map, and denote by P1X the mapping track of f1 :
X[1] X[0]
P1X P0X
f1
s1 s0
p1
.
Recall that s1 is a pointed homotopy equivalence, while p1 is the usual pointed Hurewicz
fibration associated with this setup. Repeat the procedure, taking for P2X the map-
ping track of s1 ◦ f2 :
X[2] X[1]
P2X P1X
f2
s1 s1
p2
. The upshot is that the fn can be converted
to pointed Hurewicz fibrations pn, where at each stage there is a commutative triangle
X
PnX Pn−1Xpn
. The diagram P0X ← P1X ← · · · of pointed Hurewicz fibrations
is called “the” Postnikov tower of X. Obviously, πq(PnX) = 0 (q > n), πq(X) ≈ πq(PnX)
(q ≤ n), and πq(PnX) ≈ πq(Pn−1X) (q 6= n). Therefor the mapping fiber of pn has homo-
topy type (πn(X), n).
[Note: If X is a pointed connected CW space, then the PnX are pointed connected
CW spaces, so the mapping fiber of pn is a K(πn(X), n).]
EXAMPLE Let X be a pointed path connected space. Fix n > 1 −then πn(X) defines a locally
constant coefficient system on Pn−1X and there is an exact sequence
Hn+2(PnX)→Hn+2(Pn−1X)→ H1(Pn−1X;πn(X))→ Hn+1(PnX)→ Hn+1(Pn−1X)
→ H0(Pn−1X;πn(X))→ Hn(PnX)→ Hn(Pn−1X)→ 0.]
[Work with the fibration spectral sequence of pn : PnX → Pn−1X, noting that Erp,q = 0 if 0 < q < n
or q = n+ 1.]
A nonempty path connected topological space X is said to be abelian if π1(X) is
abelian and if ∀ n > 1, π1(X) operates trivially on πn(X). Every simply connected space
is abelian as is every path connected H space or every path connected compactly generated
semigroup with unit (obvious definition).
[Note: If X is abelian, then ∀ x0 ∈ X, the forgetful functor [S
n; sn;X,x0]→ [S
n,X]
is bijective (cf. p. 19-27).
EXAMPLE Pn(R) is abelian iff n is odd.
Let X be a pointed connected CW space. Assume X is abelian. There is a commuta-
5-40
tive triangle
X
X[n + 1] X[n]
fn+1
and an embedding IX → Mfn+1 . Define X̂[n] by
the pushout square
IX X
Mfn+1 X̂[n]
p
−then X̂ [n] contains X[n] as a strong deformation
retract, hence πq(X̂ [n]) ≈ πq(X[n]) (q ≥ 1). Using the exact sequence
· · · → πq+1(X[n+1])→ πq+1(X̂ [n])→ πq+1(X̂ [n],X[n+1])→ πq(X[n+1])→ πq(X̂ [n])→ · · · ,
one finds that πq(X̂ [n],X[n+1]) = 0 (q 6= n+2) and πn+2(X̂[n],X[n+1]) ≈ πn+1(X[n+1])
≈ πn+1(X). Thus the relative Hurewicz homomorphism hur : πn+2(X̂ [n],X[n + 1]) →
Hn+2(X̂ [n],X[n + 1]) is bijective, so the composite κn+2 : Hn+2(X̂ [n],X[n+ 1])
hur−1
πn+2(X̂ [n],X[n + 1]) → πn+1(X) is an isomorphism. Since Hn+1(X̂ [n],X[n+ 1]) = 0, the
universal coefficient theorem implies that Hn+2(X̂[n],X[n + 1];πn+1(X)) can be iden-
tified with Hom(Hn+2(X̂ [n],X[n + 1]);πn+1(X)), therefore κn+2 corresponds to a co-
homology class in Hn+2(X̂ [n],X[n + 1];πn+1(X)) whose image k
n+2 (= kn+2(X)) in
Hn+2(X[n];πn+1(X)) is the Postnikov invariant of X in dimension n + 2. Put Kn+2 =
K(πn+1(X), n+2), let kn+2 : X[n]→ Kn+2 be the arrow associated with k
n+2, and define
W [n+1] by the pullback square
W [n+ 1] ΘKn+2
X[n] Kn+2kn+2
−then W [n+1] is a CW space
(cf. §6, Proposition 9) and there is a lifting
W [n+ 1]
X[n+ 1] X[n]
Λn+1
fn+1
of fn+1 which is
a weak homotopy equivalence or still, a homotopy equivalence (realization theorem). The
restriction of Λn+1 to X is an embedding and Λn+1 : (X[n + 1],X) → (W [n + 1],X) is a
homotopy equivalence of pairs.
[Note: Λn+1 is constructed by considering a specific factorization of kn+2 as a com-
posite X[n]→ X̂[n]/X[n + 1]→ Kn+2 (kn+2 is determined only up to homotopy.)]
INVARIANCE THEOREM Let
 XY be pointed CW spaces. Assume:
 XY are
abelian. Suppose that φ : X → Y is a pointed continuous function. Fix a pointed φn :
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X[n]→ Y [n] such that the diagram
X Y
X[n] Y [n]
φ
φn
commutes −then ∀ n, φ∗nk
n+2(Y ) =
φcok
n+2(X) in Hn+2(X[n];πn+1(Y )).
[Note: Here φco is the coefficient group of the homomorphismH
n+2(X[n];πn+1(X))→
Hn+2(X[n];πn+1(Y )).]
NULLITY THEOREM Let X be a pointed CW space. Assume: X is abelian −then
kn+1 = 0 iff the Hurewicz homomorphism πn(X)→ Hn(X) is split injective.
EXAMPLE Suppose that kn+1 = 0 −then W [n] is fiber homotopy equivalent to X[n − 1]×
K(πn(X), n) (cf. p. 4-26), hence X[n] ≈ X[n − 1] × K(πn(X), n). Therefore X has the same pointed
homotopy type as the weak product (w)
∞∏
0
K(πn(X), n) provided that the Hurewicz homomorphism
πn(X) → Hn(X) is split injective for all n. This condition can be realized. In fact, Puppe† has shown
that if G is a path connected abelian compactly generated semigroup with unit, then ∀ n, the Hurewicz
homomorphism πn(G) → Hn(G) is split injective, thus G ≈ (w)
∞∏
0
K(πn(G), n) when G is in addition a
CW space.
[Note: Analogous remarks apply if G is a path connected abelian topological semigroup with unit.
Reason: The identity map kG→ G is a weak homotopy equivalence.]
ABELIAN OBSTRUCTION THEOREM Let (X,A) be a relative CW complex; let Y be a
pointed abelian CW space. Suppose that ∀ n > 0, Hn+1(X,A;πn(Y )) = 0 −then every f ∈ C(A,Y ) admits
an extension F ∈ C(X,Y ), any two such being homotopic rel A provided that ∀ n > 0, Hn(X,A;πn(Y )) = 0.
EXAMPLE Let (X,x0) be a pointed CW complex; let (Y, y0) be a pointed simply connected CW
complex. Assume: ∀ n > 0, Hn(X; πn(Y )) = 0 −then [X, x0;Y, y0] = ∗.
[In fact, Hn(X,x0;πn(Y, y0)) ≈ Hn(X;πn(Y )) = 0 =⇒ [X,x0;Y, y0] = ∗ ( =⇒ [X,Y ] = ∗ (cf. p.
3-19)).]
PROPOSITION 10 Let X be a pointed abelian CW space. Assume: The Hq(X) are
finitely generated ∀ q −then ∀ n, the Hq(X[n]) are finitely generated ∀ q.
[The assertion is trivial if n = 0. Next, X[1] is a K(π1(X), 1), hence π1(X) ≈ H1(X),
which is finitely generated. For q > 1, Hq(X[1]) ≈ Hq(π1(X), 1) and these too are
finitely generated (cf. p. 5-34). Proceeding by induction, suppose that the Hq(X[n])
are finitely generated ∀ q −then the Hq(X[n],X) are finitely generated ∀ q. In particu-
†Math. Zeit. 68 (1958), 367-421.
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lar, Hn+2(X[n],X) is finitely generated. Since πn+1(X[n]) = πn+2(X[n]) = 0, the arrow
πn+2(X[n],X) → πn+1(X) is an isomorphism. But X is abelian, so from the relative
Hurewicz theorem, πn+2(X[n],X) ≈ Hn+2(X[n],X). Therefore πn+1(X) is finitely gener-
ated. Consider now the mapping track Wn+2 of kn+2 : X[n] → Kn+2. The fiber of the
Z-orientable Hurewicz fibration Wn+2 → Kn+2 over the base point is homeomorphic to
W [n+1] (parameter reversal). The Hq(Kn+2) = Hq(πn+1(X), n+2) are finitely generated
∀ q (cf. p. 5-34), as are the Hq(Wn+2) (induction hypothesis), thus the Hq(W [n+ 1]) are
finitely generated ∀ q (cf. p. 4-46). Because the X[n + 1] and W [n + 1] have the same
homotopy type, this completes the passage from n to n+ 1.]
Application: Let X be a pointed abelian CW space. Assume: The Hq(X) are finitely
generated ∀ q −then the πq(X) are finitely generated ∀ q.
[Note: This result need not be true for a nonabelian X. Example: Take X = S1 ∨S2
−then the Hq(X) are finitely generated ∀ q and π1(X) ≈ Z. On the other hand, π2(X) ≈
H2(X˜), X˜ the universal covering space of X, i.e., the real line with a copy of S
2 attached
at each integral point. Therefore π2(X) is free abelian on countably many generators.]
PROPOSITION 11 Let X be a pointed abelian CW space. Assume: The Hq(X) are
finite ∀ q > 0 −then ∀ n, the Hq(X[n]) are finite ∀ q > 0.
Application: Let X be a pointed abelian CW space. Assume: The Hq(X) are finite
∀ q > 0 −then the πq(X) are finite ∀ q > 0.
EXAMPLE (Homotopy Groups of Spheres) The πq(S2n+1) of the odd dimensional spheres
are finite for q > 2n + 1 and the πq(S
2n) of the even dimensional sphere are finite for q > 2n except that
π4n−1(S
2n) is the direct sum of Z and a finite group. Here are the details.
(2n+1) Fix a map f : S2n+1 → K(Z, 2n+1) classifying a generator of H2n+1(S2n+1) −then
f∗ induces an isomorphism H∗(S
2n+1;Q) → H∗(K(Z, 2n + 1);Q) (cf. p. 5-34), so ∀ q > 0, Hq(Ef ;Q) = 0
(cf. p. 4-46). Accordingly, ∀ q > 0, Hq(Ef ) is finite (being finitely generated). Therefore all the homotopy
groups of Ef are finite. But πq(Ef ) ≈ πq(S2n+1) if q > 2n+ 1.
(2n) The even dimensional case requires a double application of the odd dimensional case.
First, consider the Stiefel manifold V2n+1,2 and the map f : V2n+1,2 → S4n−1 defined on p. 5-9. As noted
there, ∀ q > 0, Hq(Ef ;Q) = 0, hence the πq(Ef ) are finite and this means that the πq(V2n+1,2) are finite
save for π4n−1(V2n+1,2) which is the direct sum of Z and a finite group. Second, examine the homotopy
sequence of the Hurewicz fibration V2n+1,2 → S2n, noting that its fiber is S2n−1.
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Given a category C, the tower category TOW(C) of C is the functor category
[[N]op,C]. Example: The Postnikov tower of a pointed path connected space is an ob-
ject in TOW(TOP∗).
Take C = AB −then an object (G,f) in TOW(AB) is a sequence {Gn, fn : Gn+1 →
Gn}, where Gn is an abelian group and fn : Gn+1 → Gn is a homomorphism, a morphism
φ : (G′, f′) → (G′′, f′′)) in TOW(AB) being a sequence {φn} where φn : G
′
n → G
′′
n is a
homomorphism and φn ◦ f
′
n = f
′′
n ◦ φn+1. TOW(AB) is an abelian category. As such, it
has enough injectives.
[Note: Equip [N] with the topology determined by ≤, i.e., regard [N] as an A space
−then TOW(AB) is equivalent to the category of sheaves of abelian groups on [N].
The functor lim : TOW(AB) → AB that sends G to limG is left exact (being a
right adjoint) but it need not be exact. The right dervied functors limi of lim live only
in dimensions 0 and 1, i.e., the limi (i > 1) necessarily vanish. To compute limiG, form
G =
∏
n
Gn and define d : G → G by d(x0, x1, . . .) = (x0 − f0(x1), x1 − f1(x2), . . .) −then
ker d = limG and coker d = lim1G. Example: Suppose that ∀ n, Gn is finite, −then
lim1G = 0.
[Note: Translated to sheaves, limi corresponds to the ith right derived functor of the
global section functor.]
The fact that the limi (i > 1) vanish is peculiar to the case at hand. Indeed, if (I,≤) is a directed set
and if I is the associated filtered category, then for a suitable choice of I , one can exhibit a G in [Iop,AB]
such that limiG 6= 0 ∀ i > 0 (Jensen†).
EXAMPLE Let µ 6= ν be relatively prime natural numbers > 1. Define G(µ) in TOW(AB) by
G(µ)n = Z ∀ n &
 G(µ)n+1 → G(µ)n1→ µ and φ ∈Mor(G(µ),G(µ)) by φn(1) = ν −then the cokernel of φ
is isomorphic to the constant tower [N] with value Z/νZ. Applying lim to the exact sequence 0→ G(µ) φ→
G(µ) → coker φ → 0 and noting that limG(µ) = 0, one obtains a sequence 0 → 0 → 0 → Z/νZ → 0
which is not exact. On the other hand, the sequence 0 → Z/νZ → lim1G(µ) G(µ)lim1 → 0 is exact,
so lim1G(µ) contains a copy of Z/νZ ∀ ν : (µ, ν) = 1.
To extend the applicability of the preceding considerations, replaceAB byGR. Again,
there is a functor lim : TOW(GR) → GR that sends G to limG. As for lim1G, it is
the quotient
∏
n
Gn/ ∼, where
 x′ = {x′n}x′′ = {x′′n} are equivalent iff ∃ x = {xn} such that ∀ n :
x′′n = xnx
′
nfn(x
−1
n+1). While not necessarily a group, lim
1G is a pointed set with base point
†SLN 254 (1972), 51-52.
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the equivalence class of {en} and it is clear that lim
1 : TOW(GR)→ SET∗ is a functor.
[Note: Put X =
∏
n
Gn −then the assignment ((g0, g1, . . .), (x0, x1, . . .)) −→
(g0x0f0(g
−1
1 ), g1x1f1(g
−1
2 ), . . .) defines a left action of the group
∏
n
Gn on the pointed set
X. The stabilizer of the base point is limG and the orbit space
∏
n
Gn\X is lim
1G. For
the definition and properties of lim1 “in general”, consult Bousfield-Kan†.]
LEMMA Let ∗ → G′ → G → G′′ → ∗ be an exact sequence in TOW(GR) −then
there is a natural exact sequence of groups and pointed sets
∗ → limG′ → limG→ limG′′ → lim1G′ → lim1G→ lim1G′′ → ∗.
[Note: Specifically, the assumption is that ∀ n, the sequence ∗ → G′n → Gn → G
′′
n → ∗
is exact in GR.]
EXAMPLE suppose that {Gn} is a tower of fintely generated abelian groups −then lim1Gn
is isomorphic to a group of the form Ext(G,Z), where G is countable and torsion free. To see this,
write G′n for the torsion subgroup of Gn and call G
′′
n the quotient Gn/G
′
n. Since each G
′
n is finite,
lim1G′n = ∗ =⇒ lim1Gn ≈ lim1G′′n. Assume, therefore, that the Gn are torsion free. Let Kn =⊕
i≤n
Gi = Gn ⊕ Kn−1 and define Kn → Kn−1 by Gn → Gn−1 → Kn−1 on the first factor and
by the identity on the second factor. So, ∀ n Kn → Kn−1 is surjective, thus the sequence 0 →
limGn → limKn → limKn/Gn → lim1Gn → 0 is exact. Because Gn, Kn and Kn/Gn are free abelian,
the sequence 0 → Hom(Kn/Gn,Z) → Hom(Kn,Z) → Hom(Gn,Z) → 0 is exact =⇒ the sequence
0 → colim Hom(Kn/Gn,Z) → colim Hom(Kn,Z) → colim Hom(Gn,Z) → 0 is exact =⇒ the sequence
0 → Hom(colim Hom(Gn,Z),Z) → Hom(colim Hom(Kn,Z),Z) → Hom(colim Hom(Kn/Gn,Z),Z) →
Ext(colim Hom(Gn,Z),Z) → Ext(colim Hom(Kn,Z),Z) is exact =⇒ the sequence 0 → limGn →
limKn → limKn/Gn → Ext(colim Hom(Gn,Z),Z)→ 0 is exact (for colim Hom(Kn,Z) ≈
⊕
n
Hom(Gn,Z),
which is free). Consequently, lim1Gn ≈ Ext(colim Hom(Gn,Z),Z), where colimHom(Gn,Z) is countable
and torsion free.
[Note: It follows that lim1Gn is divisible, hence if lim
1Gn 6= ∗, then on general grounds, there exist
cardinals α and γ(p) (p ∈ Π): lim1Gn ≈ α ·Q⊕
⊕
p
γ(p) · (Z/p∞Z). But here one can say more, viz α = 2ω
and ∀ p, γ(p) is finite or 2ω .]
Huber-Warfield‡ have shown that an abelian G is isomorphic to a lim1G for some G in TOW (AB)
iff Ext(Q, G) = 0.
When is lim1G = ∗? An obvious sufficient condition is that the fn : Gn+1 → Gn
be surjective for every n. More generally, G is said to be Mittag-Leffler if ∀ n ∃ n′ ≥ n:
†SLN 304 (1972), 305-308.
‡Arch. Math. 33 (1979), 430-436.
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∀ n′′ ≥ n′, im (Gn′ → Gn) = im (Gn′′ → Gn).
MITTAG-LEFFLER CRITERION Suppose thatG is Mittag-Leffler −then lim1G = ∗.
[Note: There is a partial converse, viz. if lim1G = ∗ and if the Gn are countable,
then G is Mittag-Leffler (Dydak-Segal†).]
EXAMPLE Fix a sequence µ0 < µ1 · · · of natural numbers (µ0 > 1). Put Gn = ∏
k≥n
Z/µkZ and
let Gn+1 → Gn be the inclusion −then G is not Mittag-Leffler yet, lim1G = ∗.
FACT Assume: lim1G 6= ∗ and the Gn are countable −then lim1G is uncountable.
EXAMPLE Let X be a CW complex. Suppose that X0 ⊂ X1 ⊂ · · · is an expanding sequence
of subcomplexes of X such that X =
⋃
n
Xn. Fix a cofunctor G : ΠX → AB and put Gn = G|Xn −then
∀ q ≥ 1, there is an exact sequence 0→ lim1Hq−1(Xn;Gn)→ Hq(X;G)→ limHq(Xn;Gn)→ 0 of abelian
groups (Whitehead‡). To illustrate, take X = K(Q, 1) (realized as on p. 5-27) and let G : ΠX → AB be
the cofunctor corresponding to the usual action of Q on Q[Q] (cf. p. 4-46). This data generates a short
exact sequence 0 → lim1H1(Z;Q[Q]) → H2(Q;Q[Q]) → limH2(Z;Q[Q]) → 0. The tower H1(Z;Q[Q]) ←
H1(Z;Q[Q]) ← · · · is not Mittag-Leffler but H1(Z;Q[Q]) is countable, therefore lim1H1(Z;Q[Q]) is un-
countable. In particular H2(Q;Q[Q]) 6= 0.
FACT Let {Gn} be a tower of nilpotent groups. Assume: ∀ n, #(Gn) ≤ ω −then lim1Gn = ∗ iff
lim1Gn/[Gn, Gn] = ∗.
[For as noted above, in the presence of countability, lim1Gn/[Gn, Gn] = ∗ =⇒ {Gn/[Gn, Gn]} is
Mittag-Leffler.]
PROPOSITION 12 Let
 {Xn}{Yn} be two sequences of pointed spaces. Suppose
given pointed continuous functions
 φn : Xn → Xn+1ψn : Yn+1 → Yn . Assume: The φn are closed
cofibrations and the ψn are pointed Hurewicz fibrations −then there is an exact sequence
∗ → lim1[Xn,ΩYn]
ι
→ [colim Xn, lim Yn]→ lim[Xn, Yn]→ ∗
in SET∗ and ι is an injection.
[WriteX∞ = colimXn & Y∞ = limYn. Embedded in the data are arrows
 Φn : Xn →Ψn : Y∞ →
†SLN 688 (1978), 78-80.
‡Elements of Homotopy Theory, Springer Verlag (1978), 273-274.
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X∞
Yn
with
 Φn+1 ◦ φn = Φnψn ◦ Ψn+1 = Ψn and ∀ n, an arrow [Xn+1, Yn+1] → [Xn, Yn], viz. |f | →
[ψn ◦ f ◦ φn].
Define ξn : [X∞, Y∞] → [Xn, Yn] by ξn([f ]) = [Ψn ◦ f ◦ Φn]. Because the collec-
tion {ξn : [X∞, Y∞] → [Xn, Yn]} is a natural source, there exists a unique pointed map
ξ∞ : [X∞, Y∞] → lim[Xn, Yn] such that ∀ n, the triangle
[X∞, Y∞] lim[Xn, Yn]
[Xn, Yn]
ξ∞
ξn
commutes. To prove that ξ∞ is surjective, take {[fn]} ∈ lim[Xn, Yn] −then ∀ n, ψn ◦ fn+1 ◦
φn ≃ fn. Set f¯0 = f0 and, proceeding inductively, assume that f¯1 ∈ [f1], . . . , f¯n ∈ [fn]
have been found with ψk−1 ◦ f¯k ◦ φk−1 = f¯k−1 (1 ≤ k ≤ n). Choose a pointed homotopy
hn : IXn → Yn:
 hn ◦ i0 = ψn ◦ fn+1 ◦ φnhn ◦ i1 = f¯n . Since ψn is a pointed Hurewicz fibration,
the commutative diagram
Xn Yn+1
IXn Yn
fn+1◦φn
i0 ψn
hn
admits a pointed filler Hn : IXn →
Yn+1. Fix a retraction rn : IXn+1 → i0Xn+1 ∪ Iφn(Xn) (cf. §3, Proposition 1) and spec-
ify a pointed continuous function Fn+1 : i0Xn+1 ∪ Iφn(Xn) → Yn+1 by the prescription Fn+1(xn+1, 0) = fn+1(xn+1)Fn+1(φn(xn), t) = Hn(xn, t) . Put h¯n = ψn ◦ Fn+1 ◦ rn to get a commutative diagram
i0Xn+1 ∪ Iφn(Xn) Yn+1
IXn+1 Yn
Fn+1
ψn
h¯n
. Bearing in mind that φn is a closed cofibration, this
diagram has a pointed filler Hn+1 : IXn+1 → Yn+1 (cf. §4, Proposition 12). Finally, to
push the induction forward, let f¯n+1 = Hn+1 ◦ i1. Conclusion: There exists a pointed
continuous function f¯∞ : X∞ → Y∞ such that ξ∞([f¯∞]) = {[fn]}, i.e., ξ∞ is surjective.
As for the kernel of ξ∞, it consists of those [f ] : ∀ n, Ψn ◦ f ◦ Φn is nullhomotopic.
Thus there are pointed homotopies Ξn : IXn → Yn such that Ξn ◦ i0 = 0n & Ξn ◦ i1 =
Ψn ◦ f ◦Φn with ψn ◦Ξn+1 ◦ Iφn ◦ i0 = 0n & ψn ◦Ξn+1 ◦ Iφn ◦ i1 = Ψn ◦ f ◦Φn, where 0n is
the zero morphism Xn → Yn. To define η∞ : ker ξ∞ → lim
1[Xn,ΩYn], let σn,f : Xn → ΩYn
be the pointed continuous function given by
σn,f (xn, t) =
 Ξn(xn, 2t) (0 ≤ t ≤ 1/2)ψn ◦ Ξn+1(φn(xn), 2− 2t) (1/2 ≤ t ≤ 1). .
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The σn,f determine a string in
∏
n
[Xn,ΩYn] or still, an element of lim
1[Xn,ΩYn], call it [σf ].
Definition: η∞([f ]) = [σf ]. One can check that η∞ does not depend on the choice of Ξn
and is independent of the choice of f ∈ [f ]. Claim: η∞ is bijective. To verify, e.g., injectiv-
ity, suppose that η∞([f
′]) = η∞([f
′′]) −then there exists a string {[σn]} ∈
∏
n
[Xn,ΩYn]: ∀ n,
σn(xn, 3t) (0 ≤ t ≤ 1/3)
σn,f ′(xn, 3t− 1) (1/3 ≤ t ≤ 2/3)
ψn ◦ σn+1(φ(xn), 3 − 3t) (2/3 ≤ t ≤ 1)
represents σn,f ′′ . In addition, the formulas
Ξ′n(xn, 1− 3t) (0 ≤ t ≤ 1/3)
σn(xn, 2− 3t) (1/3 ≤ t ≤ 2/3)
Ξ′′n(xn, 3t− 2) (2/3 ≤ t ≤ 1)
define a pointed homotopy Hn : IXn → Yn having the property that Hn ◦ i0 = Ψn ◦ f
′ ◦Φn
& Hn ◦ i1 = Ψn ◦ f
′′ ◦ Φn. Arguing as before, construct pointed homotopies Hn : IXn →
Yn such that Hn ◦ i0 = Ψn ◦ f
′ ◦ Φn & Hn ◦ i1 = Ψn ◦ f
′′ ◦ Φn with ψn ◦ Hn+1 ◦ Iφn =
Hn. The Hn combine and induce a pointed homotopy H∞ : IX∞ → Y∞ between f
′ and
f ′′, i.e., η∞ is injective.]
Application: Let {Xn} be a sequence of pointed spaces. Suppose given pointed con-
tinuous functions φn : Xn → Xn+1 such that ∀ n, φn is a closed cofibration −then for any
pointed space Y , there is an exact sequence
∗ → lim1[ΣXn, Y ]
ι
→ [colim Xn, Y ]→ lim[Xn, Y ]→ ∗
in SET ∗ and ι is an injection.
EXAMPLE Fix an abelian group π. Let (X,x0) be a pointed CW complex. Suppose that
x0 ∈ X0 ⊂ X1 ⊂ · · · is an expanding sequence of subcomplexes of X such that X =
⋃
n
Xn −then
∀ q ≥ 1, there is an exact sequence 0 → lim1 H˜q−1(Xn; π) → H˜q(X;π) → lim H˜q(Xn;π) → 0 of abelian
groups. Example: ∀ q ≥ 1, Hq(Z/p∞Z, n) ≈ limHq(Z/pkZ, n).
[In the above, substitute Y = K(π, q).]
LEMMA Let X be a pointed finite CW complex. Let K be a pointed connected CW complex.
Assume: The homotopy groups of K are finite −then the pointed set [X,K] is finite.
[This result is contained in obstruction theory but one can also give a direct inductive proof.]
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EXAMPLE Let (X,x0) be a pointed CW complex. Suppose that x0 ∈ X0 ⊂ X1 ⊂ · · · is an
expanding sequence of finite subcomplexes of X such that X =
⋃
n
Xn. Let K be a pointed connected CW
complex. Assume: The homotopy groups of K are finite −then the natural map πX : [X,K]→ lim[Xn,K]
is bijective. In fact, surjectivity is automatic, so injectivity is what’s at issue. For this, consider the natural
map πIX : [IX,K] → lim[i0X ∪ IXn ∪ i1X,K] and the obvious arrows i0, i1 : lim[i0X ∪ IXn ∪ i1X,K] →
[X,K]. Since i0 ◦ πIX = i1 ◦ πIX and since πIX is surjective, i0 = i1. That πIX is injective is thus a
consequence of the following claim.
Claim: If πX([f0]) = πX([f1]), then there exists [F ] ∈ lim[i0X ∪ IXn ∪ i1X,K]:
 |f0| = i0([F ])|f1| = i1([F ]) .
[Let in0 , i
n
1 : [i0X ∪ IXn ∪ i1X,K] → [X,K] be the obvious arrows. For each n, there is at least
one [Fn] ∈ [i0X ∪ IXn ∪ i1X,K]:
 [f0] = i
n
0 ([Fn])
[f1] = i
n
1 ([Fn])
. Denote by In the subset of [i0X ∪ IXn ∪ i1X,K]
consisting of all such [Fn] −then, from the lemma, In is finite, hence lim In 6= ∅.]
[Note: The ΣXn are finite CW complexes, therefore the [ΣXn,K] are finite groups, so lim
1[ΣXn,K] =
∗. But this only means that the kernel of πX is [0].]
Application: Let {Yn} be a sequence of pointed spaces. Suppose given pointed con-
tinuous functions ψn : Yn+1 → Yn such that ∀ n, ψn is a pointed Hurewicz fibration −then
for any pointed space X, there is an exact sequence
∗ → lim1[Xn,ΩYn]
ι
→ [Xn, lim Yn]→ lim[X,Yn]→ ∗
in SET∗ and ι is an injection.
[Note: The exact sequence ∗ → lim1 πq+1(Yn)
ι
→ πq(lim Yn) → limπq(Yn) → ∗ of
pointed sets is a special case (take X = Sq).]
EXAMPLE For each n, put Yn = S1 and let ψn : Yn+1 → Yn be the squaring map
 S
1 → S1
s 7→ s2
then limπ1(Yn) = 0 but lim
1(Yn) ≈ Ẑ2/Z, the 2-adic integers mod Z.
EXAMPLE Let pi = {πn} be a tower of abelian groups. Assume: pi is Mittag-Leffler −then
∀ q ≥ 1, K(limpi, q) = limK(πn, q), so for any pointed CW complex (X,x0), there is an exact sequence
0→ lim1 H˜q−1(X; πn)→ H˜q(X; limpi)→ lim H˜q(X;πn)→ 0 of abelian groups.
Given a pointed path connected space X, let P∞X = limPnX −then ∀ q ≥ 0,
πq(P∞X) ≈ lim πq(PnX) ≈ πq(PqX). Proof: The relevant lim
1 term vanishes.
PROPOSITION 13 The canonical arrow X → P∞X is a weak homotopy equivalence.
[For each n, there is an inclusion X → X[n], a projection P∞X → PnX, and a
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pointed homotopy equivalence X[n] → PnX. Consider the associated commutative dia-
gram
X P∞X
X[n] Pn(X)
, recalling that πn(X) ≈ πn(X[n]).]
FACT Let {Xn, fn : Xn+1 → Xn} be a tower in TOP. Assume: The Xn are CW spaces and the
fn are Hurewicz fibrations −then limXn is a CW space iff all but finitely many of the fn are homotopy
equivalences.
[Necessity: If infinitely many of the fn are not homotopy equivalences, the limXn is not numerably
contractible.
Sufficiency: If all of the fn are homotopy equivalences, then X0 and limXn have the same homotopy
type (cf. p. 4-17).]
Application: Suppose that X is a pointed connected CW space −then the canonical arrow X → P∞X
is a homotopy equivalence iff X has finitely many nontrivial homotopy groups.
WHITEHEAD THEOREM Suppose that X and Y are path connected topological
spaces.
(1) Let f : X → Y be an n-equivalence −then f∗ : Hq(X)→ Hq(Y ) is bijective
for 1 ≤ q < n and surjective for q = n.
(2) Suppose in addition that X and Y are simply connected. Let f : X → Y
be a continuous function such that f∗ : Hq(X) → Hq(Y ) is bijective for 1 ≤ q < n and
surjective for q = n −then f is an n-equivalence.
[The condition on f∗ amounts to requiring that Hq(Mf , i(X)) = 0 for q ≤ n, thus the
result follows from the relative Hurewicz theorem.]
EXAMPLE Let X be a pointed connected CW space −then the inclusion X → X[n] is an
(n + 1)-equivalence, hence there are bijections Hq(X) ≈ Hq(X[n]) (q ≤ n) and a surjection Hn+1(X) →
Hn+1(X[n]). So, if X is abelian and if the πq(X) are finitely generated ∀ q, then the Hq(X) are finitely
generated ∀ q (cf. p. 5-43).
EXAMPLE (Suspension Theorem) Suppose that X is nondegenerate and n-connected. Let
K be a pointed CW complex −then the suspension map [K,X] → [ΣK,ΣX] is bijective if dimK ≤ 2n
and surjective if dimK ≤ 2n + 1. In fact, the arrow of adjunction e : X → ΩΣX induces an isomorphism
Hq(X)→ Hq(ΩΣX) for 0 ≤ q ≤ 2n+ 1 (cf. p. 4-39), therefore by the Whitehead theorem e is a (2n+ 1)-
equivalence. So, if dimK is finite and if n ≥ 2 + dimK, then [ΣnK,ΣnX] ≈ [Σn+1K,Σn+1X].
A continuous function f : X → Y is said to be a homology equivalence if ∀ n ≥ 0,
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f∗ : Hn(X) → Hn(Y ) is an isomorphism. Example: Consider the coreflector k : TOP→
CG −then for every topological space X, the identity map kX → X is a homology equiv-
alence.
EXAMPLE A homology equivalence f : X → Y need not be a weak homotopy equivalence. One
can take, e.g., X to be Poincare´’s homology 3-sphere S3/SL(2, 5) and Y = S3. There is a homology equiv-
alence f : X → Y obtained by collapsing the 2-skeleton of X to a point which, though, is not a weak
homotopy equivalence, the fundamental group of X being SL(2, 5). Eight different descriptions of X have
been examined by Kirby-Scharlemann†.
WHITEHEAD THEOREM (bis) Suppose that X and Y are path connected topolog-
ical spaces.
(1) Let f : X → Y be a weak homotopy equivalence −then f is a homology
equivalence.
[Note: It is a corollary that in general a weak homotopy equivalence is a homology
equivalence.]
(2) Suppose in addition that X and Y are simply connected. Let f : X → Y
be a homology equivalence −then f is a weak homotopy equivalence.
Consequently, if X and Y are simply connected topological spaces that are dominated
in homotopy by CW complexes, then a continuous function f : X → Y is a homotopy
equivalence iff it is a homology equivalence.
The following familiar remarks serve to place this result in perspective.
(1) There exist path connected topological spaces X and Y such that ∀ n: πn(X) is isomorphic
to πn(Y ) but ∃ n: Hn(X) is not isomorphic to Hn(Y ).
(2) There exist simply connected topological spacesX and Y such that ∀ n: Hn(X) is isomorphic
to Hn(Y ) but ∃ n: πn(X) is not isomorphic to πn(Y ).
(3) There exist path connected topological spaces X and Y admitting a homology equivalence
f : X → Y with the property f∗ : π1(X) → π1(Y ) is an isomorphism, yet f is not a weak homotopy
equivalence.
[Note: Recall too that there exist topological spaces X and Y such that ∀ n: Hn(X) is isomorphic
to Hn(Y ) and ∀ n: πn(X,x0) is isomorphic to πn(Y, y0) (∀ x0 ∈ X, ∀ y0 ∈ Y ), yet X and Y do not have
the same homotopy type. Example:
 X = {0} ∪ {1/n : n ≥ 1}Y = {0} ∪ {n : n ≥ 1} .]
EXAMPLE There exists a sequence X1, X2, . . . of simply connected CW complexes Xn having
†In: Geometric Topology, J. Cantrell (ed.), Academic Press (1979), 113-146.
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isomorphic integral singular cohomology rings such that ∀ n′ 6= n′′, the homotopy types of Xn′ & Xn′′ are
distinct (Body-Douglas†).
EXAMPLE Let X be a pointed connected CW space. −then ΣX is contractible iff H1(π, 1) =
0 = H2(π, 1) (π = π1(X)) and Hq(X) = 0 (q ≥ 2).
EXAMPLE (Stable Splitting) Let G be a finite abelian group −then there exist positive
integers T and t such that ΣTK(G, 1) has the pointed homotopy type of a wedge X1 ∨ · · · ∨Xt, where the
Xi are pointed simply connected CW spaces. For let G = G(p1)⊕· · ·⊕G(pn) be the primary decomposition
of G. Since the arrow K(G(p1), 1) ∨ · · · ∨ K(G(pn), 1) → K(G(p1), 1) × · · · × K(G(pn), 1) = K(G, 1) is
a homology equivalence, its suspension is a pointed homotopy equivalence, thus one can assume that G
is p-primary, say G = Z/pe1Z ⊕ · · · ⊕ Z/perZ, so K(G, 1) =
r∏
1
K(Z/peiZ, 1). Accordingly, thanks to the
Puppe formula and the fact that Σ(X#Y ) ≈ ΣX#Y ≈ X#ΣY , it suffices to consider K(Z/peZ, 1).
Claim: There exist pointed simply connected CW spaces X1, . . . , Xp−1 and a pointed homotopy equiv-
alence ΣK(Z/peZ, 1)→ X1 ∨ · · · ∨Xp−1.
[A generator of the multiplicative group of units in Z/pZ defines a pointed homotopy equivalence
K(Z/peZ, 1)→ K(Z/peZ, 1)).]
The rather restrictive assumption that
 π1(X) = 0π1(Y ) = 0 is not necessary in order to
guarantee that a homology equivalence f : X → Y is a weak homotopy equivalence. For
example,
 XY abelian will do and in fact one can get away with considerably less.
Notation: Given a group G, let Z[G] be its integral group ring and I[G] ⊂ Z[G] the
augmentation ideal. Given a G-module M , let MG be its group of coinvariants, i.e., the
quotient M/I[G] ·M or still, H0(G;M).
[Note: In this context, “G-module” means left G-module. If K is a normal subgroup
of G, then the action of G on M induces an action G/K on MK and MG ≈ (MK)G/K .]
FUNDAMENTAL EXACT SEQUENCE Fix a G-module M . Let K be a normal
subgroup of G −then there is an exact sequence
H2(G;M)→ H2(G/K;MK)→ H1(K;M)G/K → H1(G;M)→ H1(G/K;MK)→ 0.
[The LHS spectral sequence reads: E2p,q ≈ Hp(G/K;Hq(K;M)) =⇒ Hp+q(G;M).
Explicate the associated five term exact sequenceH2(G;M)→E
2
2,0
d2
−→E20,1 →H1(G;M)→
E21,0 → 0 .]
†Topology 13 (1974), 209-214.
5-52
Application: Let K be a normal subgroup of G −then there is an exact sequence
H2(G)→ H2(G/K)→ K/[G,K] → H1(G)→ H1(G/K)→ 0.
[Specialize the fundamental exact sequence and take M = Z (trivial G-action). Ob-
serve that the arrows
 H1(G)→ H1(G/K)H2(G)→ H2(G/K) are induced by the projection G→ G/K.]
Using a superscript to denote the “invariants” functor, the fundamental exact sequence in cohomology
is 0→ H1(G/K;MK)→ H1(G;M)→ H1(K;M)G/K → H2(G/K;MK)→ H2(G;M).
Notation: Given a group G, let Γ0(G) ⊃ Γ1(G) ⊃ . . . be its descending central series,
so Γi+1(G) = [G,Γi(G)]. In particular: Γ0(G) = G, Γ1(G) = [G,G] and G is nilpotent if
there exists a d : Γd(G) = {1}, the smallest such d being its degree of nilpotency: nilG.
FACT Let G be a nilpotent group −the G is finitely generated iff G/[G,G] is finitely generated.
EXAMPLE Let G be a nilpotent group −the G is finitely generated iff ∀ q ≥ 1, Hq(G) is finitely
generated. For suppose that G if finitely generated. Case 1: nilG ≤ 1. In this situation, G is abelian
and the assertion is true (cf. p. 5-34). Case 2: nilG > 1. Argue by induction, using the LHS spectral
sequence E2p,q ≈ Hp(G/Γi(G);Hq(Γi(G)/Γi+1(G))) =⇒ Hp+q(G/Γi+1(G)). To discuss the converse note
that H1(G) ≈ G/[G,G] and quote the preceding result.
It is false in general that a subgroup of a finitely generated is finitely generated. Example: Let G be
the free group on two symbols and consider [G,G].
FACT Suppose that G is a finitely generated nilpotent group −then every subgroup of G is finitely
generated.
FACT Suppose that G is a finitely generated nilpotent group −then G is finitely presented.
[The class of finitely presented groups is closed with respect to the formation of extensions.]
Notation: Given a group G, Gtor is its subset of elements of finite order.
[Note: Gtor need not be a subgroup of G (consider G = Z/2Z ∗ Z/2Z) but will be if G is nilpotent
(since nilG ≤ d and ym = e =⇒ (xy)md = xmd).]
FACT Suppose that G is a finitely generated nilpotent group. Assume: G is torsion −thenG is finite.
Application: If G is a finitely generated nilpotent group, the Gtor is a finite nilpotent normal subgroup.
PROPOSITION 14 Let f : G → K be a homomorphism of groups. Assume: (i)
f∗ : H1(G)→ H1(K) is bijective and (ii) f∗ : H2(G)→ H2(K) is surjective. −then ∀ i ≥ 0,
the induced map G/Γi(G)→ K/Γi(K) is an isomorphism.
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[The assertion is trivial if i = 0 and holds by assumption if i = 1. Fix i > 1 and
proceed by induction. There is a commutative diagram
H2(G) H2(G/Γ
i(G)) Γi(G)/Γi+1(G) H1(G) H1(G/Γ
i(G)) 0
H2(K) H2(K/Γ
i(K)) Γi(K)/Γi+1(K) H1(K) H1(K/Γ
i(K)) 0
with exact rows, hence, by the five lemma, Γi(G)/Γi+1(G) ≈ Γi(K)/Γi+1(K). But then
from
1 Γi(G)/Γi+1(G) G/Γi+1(G) G/Γi(G) 1
1 Γi(K)/Γi+1(K) K/Γi+1(K) K/Γi(K) 1
,
one concludes that G/Γi+1(G) ≈ K/Γi+1(K).]
Application: Let f : G → K be a homomorphism of nilpotent groups. Assume: (i)
f∗ : H1(G)→ H1(K) is bijective and (ii) f∗ : H2(G)→ H2(K) is surjective. −then f is an
isomorphism.
Let G and π be groups. Suppose that G operates on π, i.e., suppose given a homomor-
phism χ : G → Autπ. Put Γ0χ(π) = π and, via recursion, write Γ
i+1
χ (π) for the subgroup
of π generated by the α(χ(g)αi)α
−1α−1i (α ∈ π, αi ∈ Γ
i
χ(π)), where g ∈ G −then Γ
i
χ(π)
is a G-stable normal subgroup of π containing Γi+1χ (π). The quotient Γ
i
χ(π)/Γ
i+1
χ (π) is
abelian and the induced action of G is trivial. One says that G operates nilpotently on
π or that π is χ-nilpotent if there exists a d : Γdχ(π) = {1}, the smallest such d being its
degree of nilpotency: nilχπ. Example: Take G = π and let χ : π → Autπ be the represen-
tation of π by inner automorphisms −then π is χ-nilpotent iff π is nilpotent.
[Note: From the definitions, for any χ, Γi(π) ⊂ Γiχ(π), thus if π is χ-nilpotent, then
π must be nilpotent.]
Let Π and π be groups, where Π ⊂ Autπ. Suppose that π = π0 ⊃ π1 ⊃ · · · ⊃ πd =
{1} is a finite filtration on π by Π−stable normal subgroups such that Π operates trivially
on the πi/πi+1 −then there is a lemma in group theory that says that Π must be nilpotent
(Suzuki†). So, given χ : G→ Autπ, im χ is nilpotent provided that π is χ-nilpotent.
FACT Given a homomorphism χ : G→ Autπ, consider the semidirect product π⋊χ G, i.e., the set
†Group Theory, vol II, Springer Verlag (1986), 19-20.
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of all ordered pairs (α, g) ∈ π × G with the law of composition (α′, g′)(α′′g′′) = (α′(χ(g′)α′′), g′g′′) −then
π ⋊χ G is nilpotent iff π is χ-nilpotent and G is nilpotent.
EXAMPLE Every finite p-group is nilpotent. Since the semidirect product of two finite p-groups
is a finite p-group, it follows that if G and π are finite p-groups and if G operates on π, the G actually
operates nilpotently on π.
FACT Suppose that G operates on π −then G operates nilpotently on π iff π is nilpotent and G
operates nilpotently on π/[π, π].
EXAMPLE Let 1 → G′ → G → G′′ → 1 be a short exact sequence of groups. Obviously: G
nilpotent =⇒
 G
′
G′′
nilpotent. The converse is false (consider A3 ⊂ S3). However, there is a character-
ization: G is nilpotent iff
 G
′
G′′
are nilpotent and the action of G′′ on G′/[G′, G′] is nilpotent.
Example: Suppose that π = M is a G-module. Since M is abelian, it is nilpotent
but it needn’t be χ-nilpotent. In fact, Γiχ(M) = (I[G])
i ·M , therefore M is χ-nilpotent iff
(I[G])d ·M = 0 for some d. When this is so, M is referred to as a nilpotent G-module.
EXAMPLE Let π be a nilpotent G-module. Fix n ≥ 1 −then ∀ q ≥ 0, Hq(π, n) is a nilpotent
G-module.
[G operates nilpotently on the Γiχ(π) and ∀ i, there is a short exact sequence 0→ Γi+1χ (π)→ Γiχ(π)→
Γiχ(π)/Γ
i+1
χ (π) → 0 of G-modules, the action of G on Γiχ(π)/Γi+1χ (π) being trivial. The mapping fiber of
the arrow K(Γiχ(π), n) → K(Γiχ(π), n)/Γi+1χ (π), n) is a K(Γi+1χ (π), n). Consider the associated fibration
spectral sequence, noting that by induction, G operates nilpotently on E2p,q.]
FACT Suppose that G is a finitely generated nilpotent group. Let M be a nilpotent G-module.
(1) If M is finitely generated, then ∀ q ≥ 0, Hq(G;M) is finitely generated.
(2) If M is not finitely generated, then H0(G;M) is not finitely generated.
A nonempty path connected topological space X is said to be nilpotent if π1(X) is
nilpotent and if ∀ n > 1, π1(X) operates nilpotently on πn(X). Examples: (1) Every
abelian topological space is nilpotent; (2) Every path connected topological space whose
homotopy groups are finite p-groups is nilpotent (cf. supra); (3) Take for X the Klein bot-
tle −then π1(X) is not a nilpotent group; (4) Take for X the real projective plane −then
π1(X) ≈ Z/2Z, π2(X) ≈ Z and the action of π1(X) on π2(X) is the inversion n → −n,
thus π1(X) does not operate nilpotently on π2(X); (5) Take for X the torus S
1×S1 −then
X is nilpotent but its 1−skeleton X(1) = S1 ∨ S1 is not nilpotent.
EXAMPLE Let G be a topological group with base point e and denote by G0 the path com-
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ponent of e −then π0(G) = G/G0 can be identified with π1(B∞G ) and πn(G) = πn(G0) can be iden-
tified with πn+1(B
∞
G ) (cf. p. 4-69). These identifications are compatible in that the homomorphisms
χn : π0(G)→ Autπn(G0) arising from the operation of G on itself by inner automorphisms corresponds to
the action of π1(B
∞
G ) on πn+1(B
∞
G ). Accordingly, B
∞
G is a nilpotent topological space iff π0(G) is a nilpotent
group and ∀ n ≥ 1, πn(G0) is χn-nilpotent or still ∀ n ≥ 1, the semidirect product πn(G0)⋊χnπ0(G) is nilpo-
tent (cf. p. 5-54). The forgetful function [Sn, sn;G0, e]→ [Sn, G0] is bijective, hence [Sn, G0] ≈ πn(G0). In
addition [Sn, G0] is isomorphic to πn(G0)⋊χn π0(G). To see this, let f : S
n → G be a continuous function.
Choose gf ∈ G : f(Sn) ⊂ G0gf , put f0 = f ·g−1f and consider the assignment [f ]→ ([f0], gfG0). It therefore
follows that B∞G is a nilpotent topological space iff ∀ n ≥ 1, [Sn, G] is a nilpotent group. Example: B∞O(2n+1)
is nilpotent but B∞O(2n) is not nilpotent.
[Note: Here is another illustration. The higher homotopy groups of a connected nilpotent Lie group
are trivial. So, if G is an arbitrary nilpotent Lie group, then B∞G is a nilpotent topological space.]
FACT Let G be a topological group. Assume: ∀ n ≥ 1, [Sn, G] is a nilpotent group −then for any
finite CW complex K, [K,G] is a nilpotent group.
[Take K connected and argue by induction on the number of cells.]
EXAMPLE Let X be a nilpotent CW space −then Mislin† has shown that X is dominated in
homotopy by a finite CW complex iff the Hq(X) are finitely generated ∀ q and there exists q0 : ∀ q > q0,
Hq(X) = 0. Moreover, under these conditions, Wall’s obstruction to finiteness is zero provided that π1(X)
is infinte but this can fail if π1(X) is finite (Mislin
‡).
DROR’S WHITEHEAD THEOREM Suppose that X and Y are nilpotent topological
spaces. Let f : X → Y be a homology equivalence −then f is a weak homotopy equiva-
lence.
[To prove that f is a weak homotopy equivalence amounts to proving that for every
n, the pair(Mf , i(X)) is n-connected, where, a priori H∗(Mf , i(X)) = 0. Consider the
commutative diagram
X Y
X[1] Y [1]
f
f1,1
. Since vertical arrows are 2-equivalences, f1,1
induces a bijection H1(X[1]) → H1(Y [1]) and a surjection H2(X[1]) → H2(Y [1]). But X[1]Y [1] has the homotopy type
 (π1(X), 1)(π1(Y ), 1) and
 π1(X)π1(Y ) are nilpotent groups,
thus f∗ : π1(X) → π1(Y ) is an isomorphism (cf. p. 5-54) and so (Mf , i(X)) is 1-
connected. Noting that here π2(Mf , i(X)) is abelian, fix n > 1 and assume induc-
tively that πq(Mf , i(X)) = 0 for q < n −then, from the relative Hurewicz theorem,
πn(Mf , i(X))π1(X) = 0, i.e., πn(Mf , i(X)) = I[π1(X)] · πn(Mf , i(X)). On the other hand,
there is an exact sequence πn(Mf )→ πn(Mf , i(X)) → πn−1(i(X)) of π1(X)-modules. Be-
†Ann. of Math. 103 (1976), 547-556.
‡Topology 14 (1975), 311-317.
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cause the flanking terms are, by hypothesis, nilpotent π1(X)-modules, the same must be
true of πn(Mf , i(X)). Conclusion πn(Mf , i(X)) = 0.]
PROPOSITION 15 Let f : X → Y be a Hurewicz fibration, where X and Y are
path connected. Assume: X is nilpotent −then ∀ y0 ∈ Y , the path components of Xy0 are
nilpotent.
[Fix x0 ∈ Xy0 and take Xy0 path connected. The homomorphisms in the homotopy
sequence
· · · → πn+1(Y, y0)→ πn(Xy0 , x0)→ πn(X,x0)→ πn(Y, y0)→ · · ·
of f are π1(X,x0)-homomorphisms (cf. p. 4-38). Of course π1(X,x0) operates on πn(Y, y0)
through f∗ and if i : Xy0 → X is the inclusion, then α · ξ = (i∗α) · ξ (α ∈ π1(Xy0 , x0),
ξ ∈ πn(Xy0 , x0)). Since the base points will play no further role, drop them from the
notation.
(n = 1) To see that π1(Xy0) is nilpotent, consider the short exact sequence
associated with the exact sequence π2(Y ) π1(Xy0) π1(X),
∂ i∗ noting that im ∂ is
contained in the center of π1(Xy0).
(n > 1) There is an exact sequence πn+1(Y ) πn(Xy0) πn(X)
∂ i∗ and by
assumption, ∃ d : (I[π1(X)])
d · πn(X) = 0. Claim: (I[π1(X)])
d+1 · πn(Xy0) = 0. For let
α ∈ (I[π1(Xy0)])
d, ξ ∈ πn(Xy0): i∗(α · ξ) = i∗α · i∗ξ = 0 =⇒ α · ξ = ∂η (η ∈ πn+1(Y )).
And: ∀ β ∈ π1(Xy0), (i∗β−1) ·η = (f∗i∗β−1) ·η = 0, so 0 = ∂((i∗β−1) ·η) = (i∗β−1) ·∂η
= ((β − 1)α) · ξ. Hence the claim.]
Application: Let X and Y be pointed path connected spaces. Assume X is nilpotent
−then for every pointed continuous function f : X → Y , the path componenets of the
mapping fiber Ef of f are nilpotent.
EXAMPLE Let (K, k0) be a pointed connected CW complex. Assume: K is finite −then for
any pointed path connected space (X,x0) the path components of C(K, k0;X,x0) are nilpotent. In par-
ticular, the fundamental group of the path components of the constant map K → x0 is nilpotent, thus
[K, k0; ΩX, j(x0)] is a nilpotent group. Observe that the base points play a role here: [S
1,ΩP2(R)] is a
group but it is not nilpotent.
FACT Let f : X → B be a Hurewicz fibration. Given Φ′ ∈ C(B′, B) define X ′ by the pullback
square
X ′ X
B′ B
f
Φ′
Assume:
 XB & B′ are nilpotent −then the path components of X ′ are nilpotent.
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[Work with the Mayer-Vietoris sequence (cf. p. 4-38).]
EXAMPLE The preceding result implies that nilpotency behaves well with respect to pullbacks
but the situation for pushouts is not as satisfactory since nilpotency is not ordinarily inherited (consider
S1 ∨ S2). For example, suppose that f : X → Y is a continuous function, where X and Y are nonempty
path connected CW spaces. Assume: Y is nilpotent −then Rao† has shown that the mapping cone Cf of f
is nilpotent iff one of the following conditions is satisfied (i) f∗ : π1(X)→ π1(Y ) is surjective; (ii) ∀ q > 0,
Hq(X) = 0; (iii) ∃ a prime p such that π1(Cf ) is a finite p-group and ∀ q > 0, Hq(X) is a p-group of finite
exponent. Example: If f : X → Y is a closed cofibration, then under (i), (ii), or (iii), Y/f(X) is nilpotent
(cf. p. 3-25). Moreover, under (ii), the projection Y → Y/f(X) is a homology equivalence (cf. p. 3-9),
hence by Dror’s Whitehead theorem is a homotopy equivalence.
Let
 XY be pointed connected CW spaces. Suppose that f : X → Y is a
pointed continuous function. −then f is said to admit a principal refinement of order n
if f can be written as a composite X WN WN−1 · · · W1 W0
Λ qN q1 = Y,
where Λ is a pointed homotopy equivalence and each qi : Wi → Wi−1 is a pointed
Hurewicz fibration for which there is an abelian group πi and a pointed continuous func-
tion Φi−1 : Wi−1 → K(πi, n + 1) such that the diagram
Wi ΘK(πi, n+ 1)
Wi−1 K(πi, n + 1)
qi
Φi−1
is a
pullback square.
[Note: Wi is a pointed connected CW space homeomorphic to EΦi−1 (parameter re-
versal).]
Example: IfX is a pointed abelian CW space, then ∀ n, the arrow fn : X[n]→ X[n−1]
admits a principal refinement of order n:
W [n]
X[n] X[n − 1]
(cf. p. 5-40), with N = 1.
EXAMPLE (Central Extensions) Let π and G be groups, where π is abelian −then the
isomorphism classes of central extensions 1→ π → Π→ G→ 1 of π by G are in one-to-one correspondence
with the elements of H2(G, 1; π) or still, with the elements of [K(G, 1), K(π, 2)]. Therefore G is nilpotent
iff the constant map K(G, 1)→ ∗ admits a principal refinement of order 1.
[Any nilpotent G generates a finite sequence of central extensions 1→ Γi(G)/Γi+1(G)→G/Γi+1(G)→
G/Γi(G)→ 1 .]
†Proc. Amer. Math Soc. 87 (1983), 335-341.
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Let X be a pointed connected CW space −then, in view of the preceding example,
the arrow f1 : X[1]→ X[0] admits a principal refinement of order 1 iff π1(X) is nilpotent.
PROPOSITION 16 Let X be a pointed connected CW space. Fix n > 1 −then the
arrow fn : X[n] → X[n − 1] admits a principal refinement of order n iff π1(X) operates
nilpotently on πn(X).
[Necessity: Suppose that fn factors as a composite X[n] WN WN−1
Λ qN
· · · W1 W0
q1
= X[n − 1] , where Λ and the qi are as in the definition. Obviously
π1(X) ≈ π1(Wi) for all i. Since πn(W0) = πn(X[n − 1]) = 0, π1(x) operates nilpotently
on πn(W0). Claim: π1(x) operates nilpotently on πn(W1). Thus let W0 be the mapping
track of Φ0 and define W1 by the pullback square
W1 ΘK(π1, n+ 1)
W0 K(π1, n+ 1)
−then there
is a pointed homology equivalence W1 → W1 and, from the proof of the “n > 1” part
of Propostion 15, π1(x) operates nilpotently on πn(W1). Iterate to conclude that π1(x)
operates nilpotently on πn(WN ) ≈ πn(X).
Sufficiency: One can copy the argument employed in the abelian case to construct
the Postnikov invariant (cf. p. 5-41). At the first stage, the only difference is that after
replacing n by n− 1, the coefficent group for cohomology is not πn(X) but πn(X)π1(X) =
H0(π1(X);πn(X)). Because the initial lifting
W1
X[n] X[n − 1]
q1
Λ1
fn
of fn is a pointed
homotopy equivalence iff I[π1(X)] · πn(X) = 0, it is in general necessary to repeat the
procedure, which will then terminate after finitely many steps.]
Application: Let X be a pointed connected CW space −then X is nilpotent iff ∀ n,
the arrow fn : X[n]→ X[n − 1] admits a principal refinement of order n.
[Note: If X is nilpotent and if χn : π1(X) → Autπn(X) is the homomorphism cor-
responding to the action of π1(X) on πn(X), then a choice for the abelian groups figuring
in the principal refinement of the arrow X[n]→ X[n−1] are the Γiχn(πn(X))/Γ
i+1
χn (πn(X)).]
EXAMPLE Let K be a finite CW complex −then for any pointed nilpotent CW space X, the
path components of C(K,X) are nilpotent.
[Bearing in mind §4, Proposition 5, use Proposition 15 and induction to show that ∀ n, the path
components of C(K,X[n]) are nilpotent.]
EXAMPLE Let (K, k0) be a pointed CW complex. AssumeK is finite −then for any pointed nilpo-
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tent CW space (X,x0), the path components of C(K, k0;X,x0) are nilpotent. Indeed, C(K, k0;X,x0) =
C(K0, k0;X, x0)× C(K1, X)× · · · × C(Kn, X), where K0, K1, . . ., Kn are the path components of K and
k0 ∈ K0.
NILPOTENT OBSTRUCTION THEOREM Let (X,A) be a relative CW complex; let Y be a
pointed nilpotent CW space. Suppose that ∀ n > 0 & ∀ i ≥ 0, Hn+1(X,A; Γiχn(πn(Y ))/Γi+1χn (πn(Y ))) = 0
−then every f ∈ C(A,Y ) admits an extension F ∈ C(X,Y ), any two such being homotopic rel A provided
that ∀ n > 0 & ∀ i ≥ 0, Hn(X,A; Γiχn(πn(Y ))/Γi+1χn (πn(Y ))) = 0.
PROPOSITION 17 Let X be a pointed connected CW space, X˜ its universal covering
space. Assume π1(X) is nilpotent −then X is nilpotent iff ∀ n ≥ 1, π1(X) operates
nilpotently on Hn(X˜).
[X˜ exists and is a pointed connected CW space (cf. Propostion 5).
Necessity: Consider the Postnikov tower of X˜, so p˜n : PnX˜ → Pn−1X˜. Suppose induc-
tively that π1(X) operates nilpotently on the homology of Pn−1X˜. Since X is nilpotent,
the Hq(πn(X), n) are nilpotent π1(X)-modules (cf. p. 5-55), i.e., π1(X) operates nilpo-
tently on the homology of the mapping fiber of p˜n. Therefore, by the universal coefficient
theorem, the E2p,q ≈ Hp(Pn−1X˜ ;Hq(πn(X), n)) in the fibration spectral sequence of p˜n are
nilpotent π1(X)-modules, thus the same is true of the Hi(PnX˜). But the arrow X˜ → PnX˜
induces an isomorphism of π1(X)-modules Hi(X˜)→ Hi(PnX˜) for i ≤ n.
Sufficiency: Introduce the Whitehead tower of X˜ and argue as above.]
PROPOSITION 18 Let X be a pointed connected CW space. Assume: X is nilpotent
−then πq(X) are finitely generated ∀ q iff the Hq(X) are finitely generated ∀ q.
[Suppose that the πq(X) are finitely generated ∀ q −then, X˜ being simply connected,
hence abelian, the Hq(X˜) are finitely generated ∀ q (cf. p. 5-50). On the other hand,
according to Propostion 17, π1(X) operates nilpotently on the Hq(X˜). Consequently, the
Hp(π1(X);Hq(X˜)) are finitely generated (cf. p. 5-55). However, these terms are precisely
the E2p,q in the spectral sequence of the covering projection X˜ → X (see below), so ∀ i,
Hi(X) is finitely generated.
Suppose that theHq(X) are finitely generated ∀ q −then, since π1(X)/[π1(X), π1(X)] ≈
H1(X), the nilpotent group π1(X) is finitely generated (cf. p. 5-53). As for the πq(X)
(q > 1), their finite generation will follow if it can be shown that the Hq(X˜) are finitely
generated (cf. p. 5-43). Proceeding by contradiction, fix an i0 such that Hi0(X˜) is not
finitely generated and take i0 minimal. The E
2
p,q ≈ Hp(π1(X);Hq(X˜)) are finitely gener-
ated if q < i0 but E
2
0,i0
≈ H0(π1(X);Hi0(X˜)) is not finitely generated (cf. p. 5-565-55),
thus E∞0,i0 is not finitely generated. Therefore Hi0(X) contains a subgroup which is not
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finitely generated.]
[Note: A finitely generated nilpotent group is finitely presented and its integral group
ring is (left and right) noetherian. This said, it then follows that under the equivalent
condtions of the proposition, X necessarily has the pointed homotopy type of a pointed
CW complex with a finite n-skeleton ∀ n (Wall†).]
The spectral sequence E2p,q ≈ Hp(π1(X);Hq(X˜)) ⇒ Hp+q(X) of the covering pro-
jection X˜ → X is an instance of a fibration spectral sequence. In fact, consider the
inclusion i : X → X[1] = K(π1(X), 1) and pass to its mapping track Wi → K(π1(X), 1)
−then Ei has the same pointed homotopy type as X˜ . Moreover, Hp(π1(X);Hq(X˜)) ≈
Hp(K(π1(X), 1);Hq(X˜)), where Hq(X˜) is the locally constant coefficient system on K(
π1(X), 1) determined by Hq(X˜) (cf. p. 5-33).
FACT Suppose that
 XY are pointed connected CW spaces. Let f : X → Y be a pointed
Hurewicz fibration with π0(Xy0) = ∗ −then π1(X) operates nilpotently on the πq(Xy0) ∀ q iff Xy0 is nilpo-
tent and π1(Y ) operates nilpotently on the Hq(Xy0) ∀ q.
EXAMPLE Suppose that
 XY are pointed connected CW spaces. Let f : X → Y be a pointed
Hurewicz fibration with π0(Xy0) = ∗ −then any two of the following conditions implies the third and the
third implies that Xy0 is nilpotent: (i) X is nilpotent; (ii) Y is nilpotent; (iii) π1(X) operates nilpotently
on the πq(Xy0) ∀ q. Assume now that π1(Y ) operates nilpotently on theHq(Xy0) ∀ q. Claim: X is nilpotent
iff both Y and Xy0 are nilpotent. For X nilpotent =⇒ Xy0 is nilpotent (cf. Propostion 15) =⇒ π1(X)
operates nilpotently on the πq(Xy0) ∀ q =⇒ Y nilpotent, and conversely.
HILTON-ROITBERG‡ COMPARISON THEOREM Suppose that
 XY &
 X ′Y ′
are pointed connected CW spaces. Let f : X → Y and f ′ : X ′ → Y ′ be pointed Hurewicz
fibrations such that Ef and E
′
f are path connected and
 π1(Y )π1(Y ′) operates nilpotently
on the
 Hq(Ef )Hq(Ef ′) ∀ q. Suppose there is a commutative diagram
X Y
X ′ Y ′
f
f ′
, where
π1(Y ) ≈ π1(Y
′) or π1(Y ) & π1(Y
′) are nilpotent −then, assuming that all isomorphisms
are induced, any two of the following conditions imply the third: (1) ∀ p, Hp(Y ) ≈ Hn(Y
′);
†Ann. of Math. 81 (1965), 56-69.
‡Quart. J. Math. 27 (1976), 433-444; see also Scho¨n, Quart. J. Math. 32 (1981), 235-237.
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(2) ∀ q, Hq(Ef ) ≈ Hq(Ef ′); (3) ∀ n, Hn(X) ≈ Hn(X
′).
A nonempty path connected topological space X is said to be acyclic provided that
∀ q > 0, Hq(X) = 0. So: X acyclic =⇒ π = [π, π] and H1(π, 1) = 0 = H2(π, 1) (cf. p.
5-34), where π = π1(X). Example: Every nilpotent acyclic space is homotopically trivial
(quote Dror’s Whitehead theorem).
EXAMPLE (Acyclic Groups) A group is said to be acyclic if ∀ n > 0, Hn(G) = 0 or, equiva-
lently, if K(G, 1) is an acyclic space. Nontrivial finite groups are never acyclic (Swan†). However, there are
plenty of concretely defined infinite acyclic groups. A list of examples has been compiled by Harpe-McDuff‡.
They include (1) The symmetric group on an infinite set; (2) The group of invertible linear transformations
of an infinite dimensional vector space; (3) The group of invertible bounded linear transformations of an
infinite dimensional Hilbert space; (4) The automorphism group of the measure algebra of the unit interval;
(5) The group of compactly supported homeomorphisms of Rn.
FACT Let G be a group which is the colimit of subgroups Gn (n ∈ N) with the property that ∀ n,
there exists a nontrivial gn ∈ Gn+1 and a homomorphism φn : Gn → CenGn+1(Gn) such that ∀g ∈ Gn,
g = [gn, φn(g)] −then G is acyclic.
[It suffices to work with coefficients in an arbitrary field k. Since H∗(G;k) ≈ colimH∗(Gn;k), one
need only show that ∀ n ≥ 1 & N ≥ 1, the morphism Hq(Gn;k)→ Hq(Gn+N ;k) induced by the inclusion
Gn → Gn+N is trivial when 1 ≤ q < 2N . For this, fix n and use induction on N . Recall that conjugation
induces the identity on homology and apply the Ku¨nneth formula.]
[Note: It is clear that φn is injective ( =⇒ gn ∈ Gn+1 −Gn). Observe too that it is not necessary to
assume that φn(Gn) is contained in the centralizer of Gn in Gn+1 as this is implied by the other condition.
Proof: ∀ g, h ∈ Gn: [gn, φn(gh)] = [gn, φn(g)] · [φn(g), [gn, φn(h)]] · [gn, φn(h)] =⇒ gh = g[φn(g), h]h =⇒
e = [φn(g), h].]
EXAMPLE Let Hc(Q) be the set of bijections of Q that are the identity outside some finite
interval. Given a group G, let Fc(Q, G) be the set of functions Q → G that send all elements outside
some finite interval to the identity. Both Hc(Q) and Fc(Q, G) are groups and there is a homomorphism
χ : Hc(Q)→ AutFc(Q, G) viz. χ(β)α(q) = α(β−1(q)). The cone of G is the accociated semidirect product:
ΓG = Fc(Q, G) ⋊χ Hc(Q). The assignment
 G→ ΓGg → αg : αg(q) =
 g (q = 0)e (q 6= 0) is a monomorphism
of groups and ΓG is acyclic.
[Let ΓGn = {(α, β) : sptα ∪ sptβ ⊂ [−n, n]} and construct a homomorhpism φn : ΓGn →
Cen ΓGn+1(ΓGn) in terms of a bijections βn ∈ Hc(Q): sptβn ⊂ [−n−1, n+1] & ∀ k : βkn[−n, n]∩ [−n, n] =
∅.]
FACT Every group can be embedded in an acyclic simple group.
[By the above, every group can be embedded in an acyclic group. On the other hand, every group can
†Proc. Amer. Math. Soc. 11 (1960), 885-887.
‡Comment. Math. Helv. 58 (1983), 48-71; see also Berrick, In: Group Theory, K. Cheng and Y. Leong
(ed.), Walter deGruyter (1989), 253-266.
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be embedded in a simple group (Robinson†). So given G, there is a sequence G ⊂ G1 ⊂ G2 ⊂ · · · , where
Gn is acyclic if n is odd and simple if n is even. Consider
⋃
n
Gn.]
Recall that a group G is said to be perfect if G = [G,G]. Examples: (1) Every acyclic
group is perfect; (2) Every nonabelian simple group is perfect.
[Note: The fundamental group of an acyclic space is perfect.]
The homomorphic image of a perfect group is perfect. Therefore, if G is perfect and
π is nilpotent, then G operates nilpotently on π iff G operates trivially on π (cf. p. 5-54).
Proof: A perfect nilpotent group is trivial.
Every group G has a unique maximal perfect subgroup Gper, the perfect radical of G.
The automorphisms of G stabilize Gper, thus Gper is normal.
(P1) Let f : G→ K be a homomorphism of groups −then f(Gper) ⊂ Kper.
(P1) Let f : G → K be a homomorphism of groups, where Kper = {1} −then
Gper ⊂ ker f .
FACT A locally free group is acyclic iff it is perfect.
[Note: A group is said to be locally free if its finitely generated subgroups are free.]
LEMMA Let f : G → K be an epimorphism of groups. Put N = ker f −then
f(Gper) = Kper provided that ∃ n : N
(n) ⊂ Gper.
[Note: N (n) is the nth derived group of N : N (0) = N , N (i+1) = [N (i) : N (i)]. Obvi-
ously, N (0) ⊂ Gper if N is perfect and N
(1) ⊂ Gper if N is central.]
Application: Let N be a perfect normal subgroup of G −then the perfect radical of
G/N is the quotient Gper/N , hence the perfect radical of G/N is trivial iff N = Gper.
EXAMPLE Let A be a ring with unit. Agreeing to employ the usual notation of algebraic K-
theory, denote by GL(A) the infinite general linear group of A and write E(A) for the subgroup of GL(A)
consisting of the elementary matrices −then, according to the Whitehead lemma, E(A) = [E(A),E(A)] =
[GL(A),GL(A)], thus E(A) is the perfect radical of GL(A). Let now ST(A) be the Steingberg group of
A: ST(A) is perfect and there is an epimorphism ST(A) → E(A) of groups whose kernel is the center of
ST(A).
[Note: On occaison, it is necessary to consider rings which may not have a unit (pseudorings). Given
a pseudoring A, let A be the set of all functions X : N × N → A such that #{(i, j) : Xij 6= 0} < ω −then
A is again a pseudoring (matrix operations). The law of composition X ∗ Y = X + Y +X × Y equips A
with the structure of a semigroup with unit. Definition: GL(A) is the group of units of (A, ∗). Therefore,
†Finiteness Conditions and Generalized Solvable Groups, vol. I, Springer Verlag (1972), 144.
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using obvious notation, E(A) = [E(A),E(A)] = [GL(A),GL(A)]. Every bijection φ : N → N × N defines
an isomorphism of pseudorings: A ≈ A, hence GL(A) ≈ GL(A). In the event that A has a unit, the
assignment
 GL(A)→ GL(A)X → X + I is an isomorphism of groups ( =⇒ GL(A) ≈ GL(A)).]
EXAMPLE (Universal Central Extensions) Let G be a group −then a central extension
1→ N → U → G→ 1 is said to be universal if for any other central extension 1→ π → Π→ G→ 1 there
is a unique homomophism
U Π
G
over G. A central extension 1→ N → U → G→ 1 is universal
iff H1(U) = 0 = H2(U). On the other hand, a universal central extension 1 → N → U → G → 1 exists
iff G is pefect. To identify N in terms of G, use a portion of the fundamental exact sequence: H2(U) →
H2(G) → N/[U,N ] → H1(U) or still, 0 → H2(G) → N/[U,N ] → 0 =⇒ H2(G) ≈ N . Example; Take
G = E(A) −then H1(ST(A)) = 0 = H2(ST(A)) and there is a universal extension 1 → H2(E(A)) →
ST(A))→ E(A)→ 1.
EXAMPLE Let ACYGR be the full subcategory of GR whose objects are the acyclic groups
−then Berrick† has defined a functor α : AB→ ACYGR such that ∀ G, the center of αG is naturally iso-
morphic to G. The quotient βG = αG/Cen G is a perfect group and the central extension 1→ G→ αG→
βG→ 1 is universal, so G ≈ H2(βG).
[Note: By contrast, the cone construction defines a functor Γ :GR→ ACYGR.]
FACT Let
 G1G2 be groups −then the perfect radical of G1 ×G2 is (G1)per × (G2)per.
FACT Let
 G1G2 be groups with trivial perfect radicals −then the perfect radical of their free
product G1 ∗G2 is trivial.
[A theorem of Kurosch says that any subgroup G of G1 ∗ G2 has the form F ∗ (∗
i
Gi) where F is a
free group and ∀ i, Gi is isomorphic to a subgroup of either G1 or G2. Put X = K(F, 1) ∨
∨
i
K(Gi, 1):
π1(X) ≈ G. If G is perfect, then 0 = H1(X) ≈ H1(F )⊕
⊕
i
H1(Gi), and it follows that F and the Gi are
perfect, hence trivial.]
Let
 XY be pointed connected CW spaces. Suppose that f : X → Y a pointed
continuous function −then f is said to be acyclic if its mapping fiber Ef is acyclic. For
this, it is therefore necessary that π0(Ef ) = ∗.
[Note: Using the mapping cylinderMf , write f = r◦ i (cf. p. 3-22)) −then (Mf , i(x0))
is nondegenerate, thus r :Mf → Y is a pointed homotopy equivalence (cf. p. 3-37)) which
implies that the arrow Ei → Er◦i = Ef is a pointed homotopy equivalence (cf. p. 4-35)).
†J. Pure Appl. Algebra 44 (1987), 35-43.
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Conclusion: f : X → Y is acyclic iff i : X →Mf is acyclic.]
Observation: Suppose that f : X → Y is acyclic −then f∗ : π1(X)→ π1(Y ) is surjec-
tive and its kernel is a perfect normal subgroup of π1(X).
[Inspect the exact sequence π2(Y )→ π1(Ef )→ π1(X)→ π1(Y )→ π0(Ef ).]
PROPOSITION 19 Let
 XY be pointed connected CW spaces, f : X → Y a
pointed continuous function −then f is a pointed homotopy equivalence iff f is acyclic and
f∗ : π1(X)→ π1(Y ) is an isomorphism.
[The necessity is clear. As for the sufficiency, the arrow π2(Y )→ π1(Ef ) is surjective,
hence π1(Ef ) is both abelian and perfect. But this means that π1(Ef ) must be trivial, so,
being a pointed connected CW space, Ef is contractible.]
Let P be a set of primes. Fix an abelian group G −then G is said to be P -primary if ∀ g ∈ G,
∃ F ⊂ P (#(F ) < ω) & n ∈ N: (∏
p∈F
p
)n
g = 0
(∏
∅
= 1
)
and G is said to be uniquely P -divisible if
∀ g ∈ G, ∀ p ∈ P , ∃! h ∈ G : ph = g.
[Note: If P is empty, then the only P -primary abelian group is the trivial group and every abelian
group is uniquely P -divisible.]
LEMMA Let C be a class of abelian groups containing 0. Assume: C is closed under the formation
of direct sums and five term exact sequences, i.e., for any exact sequence G1 → G2 → G3 → G4 → G5 of
abelian groups
 G1, G2G4, G5 ∈ C =⇒ G3 ∈ C −then there exists a set of primes P such that C is either the
class of P -primary abelian groups or the class of uniquely P -divisible abelian groups.
[The hypotheses imply that C is colimit closed. Given a set P of primes, it follows that if Z/pZ ∈ C
∀ p ∈ P , then every P -primary abelian group is in C or if Q ∈ C and Z/pZ ∈ C ∀ p /∈ P , then every
uniquely P -divisible abelian group is in C. On the other hand, if some G ∈ C is not uniquely P -divisible,
then Z/pZ ∈ C (consider G G)p and if some G ∈ C is not torsion, then Q ∈ C (consider Q ⊗ G =
colim (· · · → G n→ G→ · · · )). To Summarize: (1) If Q /∈ C and Z/pZ ∈ C exactly for p ∈ P , then C consists
of the P -primary abelian groups; (2) If Q ∈ C and Z/pZ ∈ C exactly for p /∈ P , then C consists of the
uniquely P -divisible abelian groups.]
Application: Fix abelian groups
 AB −then A ⊗ B = 0 = Tor(A,B) iff there exists a set P of
primes such that one of the groups is P -primary and the other is uniquely P -divisible.
[Supposing that A ⊗ B = 0 = Tor(A,B), the class of abelian groups G for which G ⊗ B = 0 =
Tor(G,B) satisfies the assumptions of the lemma.]
EXAMPLE Given a 2-sink X
p−→ B q←− Y , where
 XY & B are pointed connected CW
spaces, form XBY (cf. p. 4-27). Let r : XBY → B be the projection −then the following cond-
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tions are equivalent: (i) r is a pointed homotopy equivalence; (ii) Er is acyclic; (iii) ∃ P such that
one of

H˜∗(Ep) =
⊕
i
H˜i(Ep)
H˜∗(Eq) =
⊕
j
H˜j(Eq)
is P -primary and the other is uniquely P -divisible. To see this, recall
that Er ≈ Ep ∗ Eq (cf. p. 4-33) and, on general grounds, H˜k+1(Ep ∗ Eq) ≈
⊕
i+j=k
H˜i(Ep) ⊗ H˜j(Eq) ⊕⊕
i+j=k−1
Tor(H˜i(Ep), H˜j(Eq)). In particular: Er acyclic =⇒ 0 = H˜1(Er) = H˜0(Ep) ⊗ H˜0(Eq), so at least
one of Ep and Eq is path connected, thus Ep∗Eq is simply conncected (cf. p. 3-42) or still, Er is contractible
and r is a pointed homotopy equivalence. Therefore (i) and (ii) are equivalent. To check (ii) ⇔ (iii), use
the algebra developed above.
EXAMPLE Let
 XY be pointed connected CW spaces, f : X → Y a pointed continuous
function. Denote by Cπ the mapping cone of the Hurewicz fibration π : Ef → X −then, specializing the
preceding example, the projection Cπ → Y is a pointed homotopy equivalence iff ∃ P such that one of
H˜∗(Ef ) =
⊕
i
H˜i(Ef )
H˜∗(ΩY ) =
⊕
j
H˜j(ΩY )
is P -primary and the other is uniquely P -divisible. To illustrate the situa-
tion when P is the set of all primes, consider the short exact sequence 0 → Z → Q → Q/Z → 0 −then
the mapping fiber of the arrow K(Z, n + 1) → K(Q, n + 1) is a K(Q/Z, n) (cf. p. 5-28). Furthermore,
ΩK(Q, n+ 1) = K(Q, n) and H˜∗(Q, n) is a uniquely divisible abelian group (being a vector space over Q),
while H˜∗(Q/Z, n) is a torsion abelian group (cf. p. 7-10). When P = ∅, there are two possibilities: (1)
H˜∗(Ef ) = 0; (2) H˜∗(ΩY ) = 0. In the first case, f is acyclic and in the second case, Y is contractible
and π : Ef → X is a pointed homotopy equivalence. Consequently, if π1(Y ) 6= 0, then f is acyclic iff the
projection Cπ → Y is a pointed homotopy equivalence.
[Note: A priori, Cπ is calculated in TOP but is viewed as an object in TOP∗. As such, it has the
same pointed homotopy type as the pointed mapping cone of π.]
FACT Suppose that f : X → Y is acyclic. Let Z be any pointed space −then the arrow [Y,Z] →
[X,Z] is injective.
[The orbits of the action of [ΣEf , Z] on [Cπ, Z] are the fibers of the arrow [Cπ , Z] → [X,Z] (cf. p.
3-34). But ΣEf is contractible in TOP∗, hence [ΣEf , Z] is the trivial group and, as noted above, one can
replace Cπ by Y.]
PROPOSITION 20 Let
 XY be pointed connected CW spaces. Suppose that
f : X → Y a pointed continuous function with π0(Ef ) = ∗ −then f is acyclic iff f is a
homology equivalence and π1(X) operates nilpotently on the Hq(Ef ) ∀ q.
[Consider the commutative diagram
Wf Y
Y Y
and apply the Hilton-Roitberg
comparison theorem.]
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EXAMPLE Take X = S3/SL(2, 5), Y = S3 −then the arrow X → Y is an acyclic map (cf. p.
5-51).
FACT Let
 XY be pointed connected CW spaces, f : X → Y a pointed continuous function.
Denote by Cf its mapping cone −then f acyclic =⇒ Cf contractible and Cf contractible =⇒ f acyclic
provided that π1(Y ) = 0.
[If Cf is contractible and Y is simply connected, then f is a homology equivalence (cf. p. 3-23) and
π1(Y ) operates trivially on the Hq(Ef ) ∀ q, so Proposition 20 can be cited.]
FACT Let
 XY be pointed connected CW spaces, f : X → Y a pointed continuous function.
Assume: X is acyclic and f∗ : π1(X)→ π1(Y ) is trivial −then f is nullhomotopic.
[Take X to be a pointed connected CW complex, consider a lifting f˜ : X → Y˜ of f , and show that
Y˜ → Cf˜ is an acyclic map.]
[Note: It is a corollary that if X is acyclic and Hom(π1(X,x0), π1(Y, y0)) = ∗, then C(X,x0;Y, y0)
is homotopically trivial.]
Application: Let X &
 YY ′ be pointed connected CW spaces. Suppose f : X → Y & f ′ : X → Y ′
are pointed continuous functions with f acyclic −then there exists a pointed continuous function g : Y → Y ′
such that g ◦ f ≃ f ′ iff kerπ1(f) ⊂ kerπ1(f ′).
[Note: Up to pointed homotopy, g is unique.]
PROPOSITION 21 Let
 XY be pointed connected CW spaces. Suppose that
f : X → Y a pointed continuous function with π0(Ef ) = ∗ −then f is a pointed homotopy
equivalence iff f is a homology equivalence and π1(X) operates nilpotently on the πq(Ef )
∀ q.
[The stated condition on π1(X) implies that π1(Y ) operates nilpotently on the Hq(Ef )
∀ q (cf. p. 5-61), thus, by Proposition 20, Ef is acyclic. But Ef is also nilpotent. Therefore
Ef is contractible and f : X → Y is a pointed homotopy equivalence.]
It will be convenient to insert here a technical addendum to the fibration spectral
sequence.
Notation: A continuous function f : X → Y induces a functor f∗ : LCCSY →
LCCSX or still, a functor f
∗ : [(Π)OP,AB]→ [(Π)OP,AB] (cf. §4, Proposition 25). If X
is a subspace of Y and f is the inclusion, one writes G|X instead of f∗G.
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Let f : X → Y be a Hurewicz fibration, where
 XY and the Xy are path connected.
Fix a cofunctor G : ΠY → AB −then ∀ y ∈ Y , the projection Xy → Y is inessential, hence
f∗G|Xy is constant. So, ∀ q ≥ 0, there is a cofunctor Hq(f ;G) : ΠY → AB that assigns
to each y ∈ Y the singular homology group Hq(Xy; f
∗G|Xy) and the fibration spectral
sequence assumes the form E2p,q ≈ Hp(Y ;Hq(f ;G))⇒ Hp+q(X; f
∗G).
[Note: A morphism [τ ] : y0 → y1 determines a homotopy equivalence Xy0 → Xy1
(cf. p. 4-41) and an isomorphism G[τ ] : Gy1 → Gy0, thus Hq(f ;G)[τ ] is the composite
Hq(Xy1 ;Gy1)→ Hq(Xy0 ;Gy1)→ Hq(Xy0 ;Gy0).]
PROPOSITION 22 Let
 XY be pointed connected CW spaces, f : X → Y a
pointed continuous function −then f is acyclic iff for every locally constant coefficient
system G on Y , the induced map f∗ : H∗(X; f
∗G)→ H∗(Y ;G) is an isomorphism.
[Upon passing to the mapping track, one can assume that f is a pointed Hurewicz
fibration.
Necessity: ∀ y ∈ Y , Xy is acyclic, thus from the universal coefficient theorem, ∀ q > 0,
Hq(Xy; f
∗G|Xy) = 0. Accordingly, the edge homomorphism eH : E
∞
p,0 → E
2
p,0 is an isomor-
phism, so ∀ p ≥ 0, Hp(X; f
∗G) ≈ Hp(Y ;G).
Sufficiency: The integral group ring Z[π1(Y )] is a right π1(Y )-module. Viewed as a lo-
cally constant coefficient system on Y , its homology is that of Y˜ . Form the pullback square
X ×Y Y˜ Y˜
X Y
f ′
f
−then H∗(X ×Y Y˜ ) ≈ H∗(X; f
∗(Z[π1(Y )])) and f
′
∗ : H∗(X ×Y Y˜ ) →
H∗(Y˜ ) is the composite H∗(X ×Y Y˜ ) → H∗(X; f
∗(Z[π1(Y )]))
f∗
−→ H∗(Y ;Z[π1(Y )]) →
H∗(Y˜ ). By hypothesis, f∗ is an isomorphism, hence f
′
∗ is too. Since Y˜ is simply connected,
Ef ′ is path connected. Consider the commutative diagram
X ×Y Y˜ Y˜
Y˜ Y˜
f ′
f ′
id.
id
Owing to
the Hilton-Roitberg comparison theorem, the projection Ef ′ → ∗ is a homology equiva-
lence. Therefore Ef is acyclic.]
Application: LetX, Y , Z be pointed connected CW spaces. Suppose that
 f : X → Yg : Y → Z
are pointed continuous functions. Assume: f is acyclic −then g is acyclic iff g ◦ f is acyclic.
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FACT Let X
f←− Z g−→ Y be a pointed 2-source, where
 XY & Z are pointed connected CW
spaces. Consider the pushout square
Z Y
X P
f
g
η
ξ
Assume: f is a cofibration −then f (or g) acyclic
=⇒ η (or ξ) acyclic.
PLUS CONSTRUCTION Fix a pointed connected CW space X. Let N be a perfect
normal subgroup of π1(X) −then there exists a pointed connected CW space X
+
n and an
acyclic map f+N : X → X
+
N such that ker π1(f
+
N ) = N ( =⇒ π1(X
+
N ) ≈ π1(X)/N). More-
over, the pointed homotopy type of X+N is unique, i.e., if g
+
N : X → Y
+
N is acyclic and if
ker π1(g
+
N ) = N , then there is a pointed homotopy equivalence φ : X
+
N → Y
+
N such that
φ ◦ f+N ≃ g
+
N .
[Existence: We shall first deal with the case when N = π1(X). Thus let {α} be a
set of generators for π1(X). Represent α by fα : S
1 → X and put X1 =
(∐
α
D2
)
⊔f X(
f =
∐
fα
)
to obtain a relative CW complex (X1,X) with π1(X) = 0 (cf. p. 5-36).
Consider the exact sequence H2(X1) → H2(X1,X) → H1(X) : (a) π2(X1) ≈ H2(X1);
(b) H2(X1,X) is free abelian on generators ωα, say; (c) H1(X) = 0. Given α, choose a
continuous function gα : S
2 → X1 such that the homotopy class [gα] maps to ωα under the
composite π2(X1) → H2(X1) → H2(X1,X). Put X
+
N =
(∐
α
D3
)
⊔g X1
(
g =
∐
gα
)
−then
the pair (X+n ,X1) is a relative CW complex with π1(X
+
N ) = 0. The inclusion X → X
+
N is
a closed cofibration. In addition, it is a homology equivalence (for H∗(X
+
n ,X) = 0), hence
is an acyclic map (cf. Proposition 20). Turning to the general case, let X˜N be the covering
space of X corresponding to N (so π1(X˜N ) ≈ N). Apply the foregoing procedure to X˜N
to get an acyclic closed cofibration f˜+N : X˜N → X˜
+
N , where X˜
+
N is simply connected. Define
X˜+N by the pushout square
X˜N X˜
+
N
X X+N
f˜+N
f+N
. Thanks to Proposition 7, X+N is a pointed
connected CW space. And f+N is an acyclic closed cofibration (cf. p. 5-68). Finally, the
Van Kampen theorem implies that π1(X
+
N ) ≈ π1(X)/N .
Uniqueness: Since N =
 ker π1(f
+
N )
ker π1(g
+
N )
, there exists a pointed continuous function
φ : X+N → Y
+
n such that φ ◦ f
+
N ≃ g
+
N (cf. p. 5-67). But
 f
+
N
g+N
acyclic =⇒ φ acyclic and
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φ∗ : π1(X
+
N )→ π1(Y
+
N ) is necessarily an isomorphism. Therefore φ is a pointed homotopy
equivalence (cf. Proposition 19).]
[Note: X+N is called the plus construction with respect to N . Like an Eilenberg-
MacLane space, X+N is really a pointed homotopy type, thus, while a given representative
may have a certain property, it need not be true that all representatives do. As for φ, if
f+N is an acyclic closed cofibration and if g
+
N is another such, then matters can be arranged
so that there is commutativity on the nose: φ ◦ f+N = g
+
N . This in turn means that φ is a
homotopy equivalence in X\TOP (cf. §3, Proposition 13).]
One an interpret X+N as a representing object of the functor on the homotopy category of pointed
connected CW spaces which assigns to each Y the set of all [f ] ∈ [X, Y ] : kerπ1(f) ⊃ N .
Different notation is used when N = π1(X)per, the perfect radical of π1(X) : X
+
N is
replaced by X+ and f+N : X → X
+
N is replaced by i
+ : X → X+. Example: X acyclic
=⇒ X+ contractible.
[Note: The perfect radical of π1(X)per is trivial (cf. p. 5-63).]
Examples: Let
 XY be pointed connected CW spaces −then (1) X+ × Y + is a
model for (X × Y )+; (2) X+ ∨ Y + is a model for (X ∨ Y )+; (3) X+#Y + is a model for
(X#Y )+.
EXAMPLE (Homology Spheres) Fix n > 1. Suppose that X is a pointed CW space such
that H˜q(X) =
 Z (q = n)0 (q 6= n) −then π1(X) is perfect and X+ has the same pointed homotopy type as Sn.
FACT Let X be a pointed connected CW space −then for any pointed acyclic CW space Z, the
arrow [Z,Ei+ ]→ [Z,X] is bijective.
[Note: The central extension 1→ im π2(Ei+)→ π1(Ei+)→ π1(X)per → 1 is universal.]
Convention: Henceforth it will be assumed that i+ : X → X+ is an acyclic closed
cofibration.
LEMMA Let
 XY be pointed connected CW spaces. Suppose that f : X → Y is a
pointed continuous function −then there is a pointed continuous function f+ : X+ → Y +
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rendering the diagram
X Y
X+ Y +
f
f+
commutative, f+ being unique up to pointed ho-
motopy.
Application: Let
 XY be pointed connected CW spaces. Assume: X and Y have
the same pointed homotopy type −they X+ and Y + have the same pointed homotopy type.
PROPOSITION 23 Let X be a pointed connected CW space. Denote by X˜N the
covering space ofX corresponding to N , whereN is a normal subgroup of π1(X) containing
π1(X)per −then X˜
+
N has the same pointed homotopy type as the covering space of X
+
corresponding to the normal subgroup N/π1(X)per of π1(X
+) ≈ π1(X)/π1(X)per.
[The pointed homotopy type of X˜N can be calculated as the mapping fiber of the
composite X → X[1] = K(π1(X), 1) → K(π1(X)/N, 1). This arrow factors through X
+
and π1(X)/N ≈ (π1(X)/π1(X)per)/N/π1(X)per).]
Notation: Given a group G, put BG = K(G, 1).
EXAMPLE BGper is the covering space of BG corresponding to Gper. There is an arrow BG+per →
BG+ and BG+per “is” the universal covering space of BG
+.
EXAMPLE Let A be a ring with unit −then the fundamental group of the mapping fiber of
BGL(A)→ BGL(A)+ is isomorphic to ST(A).
PROPOSITION 24 Let
 XY be pointed connected CW spaces. Suppose that
f : X → Y is a pointed continuous function with π0(Ef ) = ∗ −then π0(Ef+) = ∗ and the
perfect radical of π1(Ef+) is trivial.
[Note: It follows that there is a commutative triangle
Ef E
+
f
Ef+
.]
FACT Let
 XY be pointed connected CW spaces. Suppose that f : X → Y is a pointed contin-
uous function with π0(Ef ) = ∗ −then the arrow E+f → Ef+ is a pointed homotopy equivalence if π1(Y )per
is trivial or if E+f is nilpotent and π1(Y )per operates nilpotently on the Hq(Ef ) ∀ q.
[Note: π1(Y )per operates nilpotently on the Hq(Ef ) ∀ q iff π1(Y )per operates trivially on the Hq(Ef )
5-71
∀ q (cf. p. 5-63).]
EXAMPLE (Central Extensions) Let π and G be groups, where π is abelian. Consider a
central extension 1 → π → Π → G → 1 −then Bπ can be identified with the mapping fiber of the arrow
BΠ+ → BG+.
[Since π is abelian, Bπ = Bπ+ and G (= π1(BG)) operates trivially on π, hence operates trivially on
the Hq(Bπ) ∀ q.]
EXAMPLE Let G be an abelian group −then there is a universal central extension 1 → G →
αG → βG → 1 (cf. p. 5-64). Specializing the preceding example, the mapping fiber of the arrow
K(αG, 1)+ → K(βG, 1)+ is a K(G, 1) and K(βG, 1)+ is a K(G, 2).
[Recall that αG is acyclic, thus K(αG, 1)+ is contractible.]
PROPOSITION 25 Let
 XY be pointed connected CW spaces. Suppose that
f : X → Y is a pointed continuous function for which the normal closure of f∗(π1(X)per)
is π1(Y )per −then the adjunction space X
+ ⊔f Y represents Y
+.
[Since i+ : X → X+ is an acyclic closed cofibration, the same is true of the inclusion
Y → X+ ⊔f Y (cf. p. 5-70). On the other hand, by Van Kampen, the fundamental group
of X+ ⊔f Y is isomorphic to π1(Y ) modulo the normal closure of f∗(π1(X)per), i.e., to
π1(Y )/π1(Y )per.]
EXAMPLE (Algebraic K-Theory) Let A be a ring with unit −then by definition, K0(A) is
the Grothendieck group attached to the category of finitely generated projective A-modules and for n ≥ 1,
Kn(A) is taken to be the homotopy group πn(BGL(A)
+). While it is immediate that K0 is a functor
from RG to AB, the plus construction requires some choices, so to guarantee that Kn is a functor one
has to fix the data. Thus first construct BGL(Z)+). This done, define BGL(A)+) by the pushout square
BGL(Z) BGL(A)
BGL(Z)+ BGL(A)+
. Here, Proposition 25 comes in (the normal closure of im(E(Z)→ E(A))
is E(A)). Observe that the Kn preserve products: Kn(A
′ × A′′) ≈ Kn(A′)×Kn(A′′).
(n = 1) K1(A) = π1(BGL(A)
+) ≈ π1(BGL(A))/π1(BGL(A))per ≈GL(A)/[GL(A),GL(A)]
= H1(GL(A)).
(n = 2) K2(A) = π2(BGL(A)
+) ≈ π2(BE(A)+) ≈ H2(BE(A)+) ≈ H2(BE(A)) ≈ H2(E(A)).
[Note: The central extension 1→ K2(A)→ ST(A)→ E(A)→ 1 is univeral (cf. p. 5-64) and BK2(A)
can be identified with the mapping fiber of the arrow BST(A)+ → BE(A)+.]
(n = 3) K3(A) = π3(BGL(A)
+) ≈ π3(BE(A)+) ≈ π3(BST(A)+) ≈ H3(BST(A)+) ≈
H3(BST(A)) = H3(ST(A)).
There is no known homological interpretation of K4 and beyond.
EXAMPLE (Relative Algebraic K−Theory) Let A be a ring with unit, I ⊂ A a two
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sided ideal. Write ĜL(A/I) for the image of GL(A) in GL(A/I) −then ĜL(A/I) ⊃ E(A/I), thus
ĜL(A/I) is normal and GA,I = GL(A/I)/ĜL(A/I) is abelian. Since BĜL(A/I)
+ can be identified
with the mapping fiber of the arrow BGL(A/I)+ → BG+A,I(= BGA,I) (cf. p. 5-72), it follows that
πn(BĜL(A/I)
+) ≈ πn(BGL(A/I)+) (n > 1) but π1(BĜL(A/I)+) ≈ im(K1(A)→ K1(A, I)) and there is
a short exact sequence 0→ π1(BĜL(A/I)+) → K1(A, I)→ GA,I → 0. If K(A, I) is the mapping fiber of
the arrow BGL(A)+ → BĜL(A/I)+, then K(A, I) is path connected, so letting Kn(A, I) = πn(K(A, I))
(n ≥ 1), one obtains a functorial long exact sequence · · ·Kn+1(A/I)→ Kn(A, I)→ Kn(A)→ Kn(A/I)→
· · · → K1(A, I)→ K1(A)→ K1(A/I).
PROPOSITION 26 Let X be pointed connected CW space. Put π = π1(X) and
denote by X˜per the mapping fiber of the composite X → K(π, 1)→ K(π/πper, 1). Assume:
π/πper is nilpotent and π/πper operates nilpotently on the Hq(X˜per) ∀ q −then X
+ is
nilpotent.
[Since (π/πper) is trivial (cf. p. 5-63), X˜
+
per can be identified with the mapping fiber
of the composite X+ → K(π, 1)+ → K(π/πper, 1)
+ (cf. p. 5-72). By construction X˜+per is
simply connected (cf. Proposition 23), hence nilpotent. But K(π/πper, 1)
+ = K(π/πper, 1)
is also nilpotent. Therefore, bearing in mind that the inclusion X˜per → X˜
+
per is a homology
equivalence, it follows that X+ is nilpotent (cf. p. 5-61.]
FACT Let G be a group. Fix φ ∈ AutG. Assume: Given g1, . . . , gn ∈ G, ∃ g ∈ G: φ(gi) = ggig−1
(1 ≤ i ≤ n) −then φ∗ : H∗(G)→ H∗(G) is the identity.
Application: Let G be a group. Let K be a normal subgroup of G which is the colimit of subgroups
Kn (n ∈ N) such that ∀ n, G = K · CenG(Kn) −then G operates trivially on H∗(K).
EXAMPLE Let A be a ring with unit −then BGL(A)+ is nilpotent. To see this, consider the
short exact sequence 1 → E(A) → GL(A) → GL(A)/E(A) → 1. Here, E(A) = GL(A)per and BE(A)
is the mapping fiber of the arrow BGL(A)→ K(GL(A)/E(A), 1). The quotient GL(A)/E(A) is abelian,
hence nilpotent. On the other hand, if E(n,A) is the subgroup of GL(n,A) consisting of the elementary
matrices, then E(A) = colim E(n, A) and ∀ n GL(A) = E(A) · CenGL(A)(E(n,A)), so GL(A) operates
trivially on H∗(E(A)). That BGL(A)
+ is nilpotent is therefore a consequence of Proposition 26.
[Note: More is true. Thus define a homomorphism ⊕ : GL(A) ×GL(A) → GL(A) by (X,Y ) →
X ⊕ Y , where (X ⊕ Y )ij =
 xkl (i = 2k − 1, j = 2l − 1)ykl (i = 2k, j = 2l) & 0 otherwise −then Loday† has shown that
the composite BGL(A)+ × BGL(A)+ → B(GL(A) ×GL(A))+ → BGL(A)+ serves to equip BGL(A)+
with the structure of a homotopy commutative H group. In particular: BGL(A)+ is abelian.]
EXAMPLE Let A be a ring with unit. Write UT(A) for the ring of upper triangular 2-by-2
matrices with entries in A −then the projection p : UT(A) → A × A (p(a1 a
0 a2
)
= (a1, a2)
)
induces an
epimorphism p : GL(UT(A)) → GL(A × A). Its kernel is not perfect, therefore Bp : BGL(UT(A)) →
†Ann. Sci. E´cole Norm. Sup. 9 (1976), 309-377.
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BGL(A×A) is not acyclic. Nevertheless, Bp is a homology equivalence. Consider now the commutative di-
agram
BGL(UT(A)) BGL(UT(A))+
BGL(A×A) BGL(A×A)+
Bp Bp
+ . Since the horizontal arrows are homology equivalences,
Bp
+ is a pointed homotopy equivalence, so ∀ n ≥ 1, Kn(UT(A)) ≈ Kn(A)×Kn(A).
[Note: Bp
+ is acyclic (cf. Proposition 19), thus the composite BGL(UT(A))
Bp−→ BGL(A × A) →
BGL(A× A)+ is acyclic even though Bp is not.]
FACT Let G be a group. Assume:
(⊕) There is a homomorphism ⊕ : G ×G→ G such that for any finite set {g1, . . . , gn} ⊂ G,
∃
 uv ∈ G :
 u(gi ⊕ e)u
−1 = gi
v(e⊕ gi)v−1 = gi
(i = 1, . . . , n).
(p) There is a homomorphism p : G→ G such that for any finite set {g1, . . . , gn} ⊂ G, ∃ ρ ∈ G:
ρ(gi ⊕ pgi)ρ−1 = gi (i = 1, . . . , n).
Then G is acyclic.
[Fix a field of coefficients k. Let ∆ : G→ G ×G be the diagonal map −then p and ⊕ ◦ (id × p) ◦ ∆
operate in the same way on homology. Since H1(G;k) = 0, one can take n > 1 and assume inductively that
Hq(G;k) = 0 (0 < q < n). Let x ∈ Hn(G;k): p∗(x) = (⊕ ◦ (id × p) ◦ ∆)∗(x) = ⊕∗(x ⊗ 1 + 1 ⊗ p∗(x)) =
x+ p∗(x) =⇒ x = 0.]
EXAMPLE (Delooping Algebraic K-Theory) Let A be a ring with unit. Denote by ΓA
the set of all functions X : N × N → A such that ∀ i, #{j : Xij 6= 0} < ω and ∀ j, #{i : Xij 6= 0} < ω
−then ΓA is a ring with unit containing A as a two sided ideal. ΓA is called the cone of A and the quotient
ΣA = ΓA/A is called the suspension A. Define a homomorphism ⊕ : ΓA×ΓA→ ΓA by (X,Y )→ X ⊕ Y ,
where X ⊕ Y )ij =
 xkl (i = 2k − 1, j = 2l − 1)ykl (i = 2k, j = 2l) & 0 otherwise and define a momorphism p : ΓA→ ΓA
by p(X)ij = Xmn if
 i = 2
k(2m− 1)
j = 2k(2n− 1)
for some k,m, n & 0 otherwise. Evidently X ⊕ pX = pX for all
X ∈ ΓA and
 ⊗
p
induce homomorphisms ⊗ :GL(ΓA)×GL(ΓA)→ GL(ΓA) & p : GL(ΓA)→ GL(ΓA)
satifying the preceeding assumptions. Therefore GL(ΓA) is acyclic, so GL(ΓA) = E(ΓA). Taking into ac-
count the exact sequences 1 → GL(A) → GL(ΓA) → GL(ΣA), E(ΓA) → E(ΣA) → 1, it follows that
there is an exact sequence 1 → GL(A) → GL(ΓA) → E(ΣA) → 1. The mapping fiber of the arrow
BGL(ΓA)+ → BE(ΣA)+ is BGL(A)+. Since BGL(ΓA)+ is contractible, this means that in HTOP∗,
BGL(A)+ ≈ ΩBGL(ΣA)+. Consequently, ∀ n ≥ 1, Kn(A) = πn(BGL(A)+) ≈ πn(ΩBE(ΣA)+) ≈
πn+1(BE(ΣA)
+) ≈ πn+1(BGL(ΣA)+) = Kn+1(ΣA). It is also true that K0(A) ≈ K1(ΣA) (Farrel-
Wagoner†). Let Ω0BGL(ΣA)
+ be the path connected component of ΩBGL(ΣA)+ containing the constant
loop −then in HTOP∗, ΩBE(ΣA)+ ≈ Ω0BGL(ΣA)+ (cf. p. 5-71). But π1(BGL(ΣA)+) = K1(ΣA),
hence K0(A)×BGL(ΣA)+ ≈ ΩBGL(ΣA)+.
[Note: Additional information can be found in Wagoner‡ There it is shown that by fixing the data,
†Comment. Math. Helv. 47 (1972), 474-501.
‡Topology 11 (1972), 349-370.
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the pointed homotopy equivalence K0(A) × (BGL(A)+ ≈ ΩBGL(ΣA)+ can be made natural, i.e., if f :
A′ → A′′ is a morphism of rings, then the diagram
K0(A
′)×BGL(A′)+ ≈ ΩBGL(ΣA′)+
K0(A
′′)×BGL(A′′)+ ≈ ΩBGL(ΣA′′)+
is pointed homotopy commutative.]
EXAMPLE Let A be a ring with unit −then ΣUT(A) ≈ UT(ΣA) =⇒ K0(UT(A)) ≈
K1(ΣUT(A)) ≈ K1(UT(ΣA)) ≈ K1(ΣA)×K1(ΣA) ≈ K0(A)×K0(A).
KAN−THURSTON THEOREM Let X be a pointed connected CW space −then there
exists a group GX and an acyclic map κX : K(GX , 1)→ X.
[Because of Proposition 2, one can take for X a pointed connected CW complex with
all characteristic maps embeddings. Moreover, it will be enough to deal with finite X, the
transition to infiniteX being straightforward (given the naturality built into the argument).
Since dimX ≤ 1 =⇒ X is aspherical, we shall assume that dimX > 1 and proceed by
induction on #(E), supposing that the construction has been carried out in such a way that
if X0 is a connected subcomplex of X, then K(GX0 , 1) = κ
−1
X (X0) and GX0 → GX is injec-
tive. To execute the inductive step, consider the pushout square
Sn−1 X
Dn Y
(n ≥ 2),
where the horizontal arrows are embeddings and
 X0 = im(S
n−1 → X)
Y0 = im(D
n → Y )
are connected
subcomplexes of
 XY , so
X0 X
Y0 Y
is a pushout square. Recalling that there is
a monomorphism GX0 → ΓGX0 of groups (cf. p. 5-62), define GY by the pushout square
GX0 GX
ΓGX0 GY
and realizeK(GY , 1) by the pushout square
K(GX0 , 1) K(GX , 1)
K(ΓGX0 , 1) K(GY , 1)
(cf. p. 5-28). Extend κX : K(GX , 1)→ X to κY : K(GY , 1)→ Y in the obvious way (thus
κYK(ΓGX0 , 1) ⊂ Y0 and the diagram
K(GX , 1) X
K(GY , 1) Y
κX
κY
commutes). The induction hy-
pothesis implies that κX and κX0 are acyclic. In addition K(ΓGX0 , 1) is an acyclic space
and Y0 is contractible, hence κY |K(ΓGX0 , 1) is acyclic (cf. Proposition 20). Therefore,
by comparing Mayer-Vietoris sequences and applying the five lemma, it follows that κY is
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acyclic (cf Propostion 22). Finally, the condition on connected subcomplexes passes on to
Y .]
[Note: Put N = kerπ1(κX) −then X is a model for K(GX , 1)
+
N .]
Application: Every nonempty path connected topological space has the homology of
a K(G, 1).
EXAMPLE Suppose given two sequences πn (n ≥ 2) & Gq (q ≥ 1) of abelian groups −then
there exists a pointed connected CW space Z such that ∀ n ≥ 2: πn(Z) ≈ πn & ∀ q ≥ 1: Hq(Z) ≈ Gq .
Thus choose X: πn+1(X) ≈ πn (n ≥ 2) (homotopy system theorem) and put Y =
∞∨
1
M(Gq, q) (cf. p.
5-37): Hq(Y ) ≈ Gq (q ≥ 1). Using Kan=Thurston, form
 κX : K(GX , 1)→ XκY : K(GY , 1)→ Y and consider Z =
EκX ×K(GY , 1), the mapping fiber of the arrow K(GX ×GY , 1) = K(GX , 1)×K(GY , 1)→ X. Example:
If Gq (q ≥ 1) is any sequence of abelian groups, there there exists a group G such that ∀ q ≥ 1: Hq(G) ≈ Gq .
[Note: Z also has the property that π1(Z) operates trivially on πn(Z) ∀ n ≥ 2.]
The homotopy categories of algebraic topology are not complete (or cocomplete), a
circumstance that precludes application of the representable functor theorem and the gen-
eral adjoint functor theorem (or their duals). However, there is still a certain amount
of structure. For instance, consider HTOP. It has products and the double mapping
track furnishes weak pullbacks. Therefore HTOP is weakly complete, i.e., every diagram
∆ : I → HTOP has a weak limit (meaning: “existence without uniqueness”). HTOP
is also weakly cocomplete. In fact, HTOP has coproducts, while weak pushouts are fur-
nished by the double mapping cylinder. Example: Let (X,f) be an object in FIL(HTOP)
−then tel(X,f) is a weak colimit of (X,f).
[Note: The discussion of HTOP∗ is analogous. Example: Let f : X → Y be a
pointed continuous function, Cf its pointed mapping cone −then Cf is a weak cokernel of
[f].]
EXAMPLE For each n, put Yn = S3 and let [ψn] : Yn+1 → Yn be the homotopy class of maps
of degree 2 −then Y = limYn does not exist in HTOP. To see this, assume the contrary, thus ∀ X,
[X,Y ] ≈ lim[X,Yn], so, in particular, Y must be 3-connected. Form the adjunction space D3 ⊔f S2, where
f : S2 → S2 is skeletal of degree 3. Since dim(D3 ⊔f S2) ≤ 3, of necessity [D3 ⊔f S2, Y ] = ∗. But according
to the Hopf classification theorem, [D3 ⊔f S2,S3] ≈ H3(D3 ⊔f S2;Z), which is Z/3Z, and in the limit,
[D3 ⊔f S2, Y ] ≈ Z/3Z.
EXAMPLE Working in HTOP∗, let f : X → Y be a pointed Hurewicz fibration, where X and Y
are path connected. Suppose that K = ker[f ] exists, say [κ] : K → X. If π is the projection Ef → X, then
f ◦ π ≃ 0, so there exists a pointed continous function φ : Ef → K such that κ ◦ φ ≃ π and by construction,
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f ◦ κ ≃ 0, so there exists a pointed continuous function ψ : K → Ef such that κ ≃ π ◦ψ. Thus κ ◦ φ ◦ψ ≃ κ
=⇒ φ ◦ ψ ≃ idK , [κ] being a morphism in HTOP∗. Take now X = SO(3), Y = SO(3)/SO(2), and let
f : X → Y be the canonical map −then π1(Ef ) ≈ Z, π1(K) ≈ Z/2Z and Z/2Z is not a direct summand of
Z.
[Note: Similar examples show that cokernels do not exist in HTOP∗.]
Let C be a category with products and weak pullbacks −then every diagram in C
has a weak limit. Any functor F : C→ SET that preserves products and weak pullbacks
necessarily preserves weak limits.
PROPOSITION 27 Let C be a category with products and weak pullbacks. Assume:
ObC contains a set U = {U} with the following properties.
(U1) A morphism f : X → Y is an isomorphism provided that ∀ U ∈ U , the
arrow Mor(Y,U)→ Mor(X,U) is bijective.
(U2) Each object (X, f) in TOW(C) has a weak limit X∞ such that ∀ U ∈ U ,
the arrow colimMor(Xn, U)→ Mor(X∞, U) is bijective.
Then a functor F : C → SET is representable iff it preserves products and weak
pullbacks.
[The condition is certainly necessary. As for the sufficiency, introduce the comma cat-
egory |∗, F |. Recall that an object of |∗, F | is a pair (x,X) (x ∈ FX,X ∈ ObC), while a
morphism (x,X) → (y, Y ) is an arrow f : X → Y such that (Ff)x = y. The assumptions
imply that |∗, F | has products and weak pullbacks, hence is weakly complete, and F is
representable iff |∗, F | has an initial object. Let UF be the subset of Ob|∗, F | consisting of
the pairs (u,U) (u ∈ FU,U ∈ U).
Claim: ∀ (x,X) ∈ Ob |∗, F | ∃ (x¯,X) ∈ Ob |∗, F | and a morphism (x¯,X) → (x,X)
such that ∀ (u,U) ∈ UF there is a unique morphism (x¯,X)→ (u,U).
[Define an object (X,f) in TOW(|∗, F |) by setting (x0,X0) = (x,X) ×
∏
(u,U) and
inductively choose (xn+1,Xn+1)→ (xn,Xn) to equalize all pairs of morphisms (xn,Xn) ⇒
(u,U) ((u,U) ∈ UF ). Any weak limit of (X,f) created via U2 is a candidate for (x¯,X).]
The existence of an initial object in (|∗, F |) is then a consequence of observing that
for all (x,X) & (y, Y ): (i) Every morphism (x¯,X) → (y¯, Y ) is an isomorphism (apply
the claim and U1); (ii) There is at least one morphism (x¯,X) → (y¯, Y ) (the composite
(x¯,X)× (u, Y ) → (x¯,X) × (y, Y ) → (x¯,X) is an isomorphism; (iii) There is at most one
morphism (x¯,X) → (y, Y ) (form the equalizer (z, Z) of (x¯,X) (y, Y ) and consider
the composite(z¯, Z)→ (z, Z)→ (x¯,X)).]
[Note: Proposition 27 can also be formulated in terms of a category C that has
coproducts and weak pushouts together with a set U = {U} of objects satisfying the fol-
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lowing conditions.
(U1) A morphism f : X → Y is an isomorphism provided that ∀ U ∈ U , the
arrow Mor(U,X)→ Mor(U, Y ) is bijective.
(U2) Each object (X, f) in FIL(C) has a weak colimit X∞ such that ∀ U ∈ U ,
the arrow colimMor(U,Xn)→ Mor(U,X∞) is bijective.
Under these hypotheses, the conclusion is that a cofunctor F : C → SET is repre-
sentable iff it converts coproducts into products and weak pushouts into weak pullbacks.]
EXAMPLE Let C be a category with coproducts and weak pushouts whose representable cofunc-
tors are precisely those that convert coproducts into products and weak pushouts into weak pullbacks.
Suppose that T = (T,m, ǫ) is an idempotent triple in C and let S ⊂ MorC be the class consisting of those
f such that Tf is an isomorphism −then (1) S admits a calculus of left fractions; (2) S is saturated;
(3) S satisfies the solution set condition; (4) S is coproduct closed, i.e., si : Xi → Yi in S ∀ i ∈ I =⇒∐
i
si :
∐
i
Xi →
∐
i
Yi in S. Conversely, any class S ⊂ MorC with properties (1)− (4) is generated by an
idempotent triple, thus S⊥ is the object class of a reflective subcategory of C.
[The functor LS : C → S−1C preserves coproducts and weak pushouts. So, for fixed Y ∈ ObS−1C,
Mor(LS−, Y ) is a cofunctor C → SET which converts coproducts into products and weak pushouts into
weak pullbacks., hence is representable: Mor(LSX,Y ) ≈ Mor(X,YS). Use the assignment Y → YS to
define a functor S−1C → C and take for T the composite C → S−1C → C. Let ǫX ∈ Mor(X,TX)
correspond to idLSX under the bijection Mor(LSX,LSX) ≈ Mor(X,TX) −then ǫ : idC → T is a natural
transormation, ǫT = Tǫ is a natural isomorphism, and Tf is an isomorphism iff f ∈ S.]
Notation: CONCW∗ is the full subcategory of CW∗ whose objects are the pointed
connected CW complexes and HCONCW∗ is the associated homotopy category.
LEMMA HCONCW∗ Has coproducts and weak pushout.
[If X
f
←− Z
g
−→ Y is a 2-source in CONCW∗, then using the skeletal approximation
theorem, one can always arrange that Mf,g remains in CONCW∗.]
BROWN REPRESENTABILITY THEOREM A cofunctor F : HCONCW∗ → SET
is representable iff it converts coproducts into products and weak pushouts into weak pull-
backs.
[Take for U the set {(Sn, sn) : n ∈ N} −then U1 holds since in CONCW∗ a pointed
continuous function f : X → Y is a pointed homotopy equivalence iff it is a weak ho-
motopy equivalence (cf. p. 5-17) and U2 holds since one can take for a weak colimit of
an object (X,f) in FIL(HCONCW∗) the pointed mapping telescope constructed using
pointed skeletal maps (cf. p. 5-24).]
[Note: Since F converts coproducts into products, F takes an initial object to a ter-
minal object: F∗ = ∗ and X → ∗ =⇒ ∗ = F∗ → FX, thus FX has a natural base point.]
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Spelled out, here are the conditions on F figuring in the Brown representability theo-
rem.
(Wedge Condition) For any collection {Xi : i ∈ I} in CONCW∗, F (
∨
i
Xi) ≈∏
i
FXi.
(Mayer-Vietoris Condition) For any weak pushout square
Z Y
X P
f
g
η
ξ
in
HCONCW∗,
FP FY
FX FZ
Fξ
Fη
Fg
Ff
is a weak pullback square in SET, so ∀
 x ∈ FXy ∈ FY :
(Ff)x = (Fg)y, ∃ p ∈ FP :
 (Fξ)p = x(Fη)p = y
[Note: It is not necessary to make the verfication for an arbitrary weak pushout square.
In fact, it is sufficient to consider pointed double mapping cylinders calculated relative to
skeletal maps, thus it is actually enough to consider diagrams of the form
C B
A X
,
where X is a pointed connected CW complex and
 AB & C are pointed connected sub-
complexes such that X = A ∪B, C = A ∩B.]
Examples: (1) Fix a pointed path connected space (X,x0) −then [−;X,x0] is a
cofunctor on HCONCW∗ satisfying the wedge and Mayer-Vietoris conditions, hence
there exists a pointed connected CW complex (K, k0) and a natural isomorphism Ξ :
[−;K, k0]→ [−;X,x0], each f ∈ ΞK,ko([idK ]) being a weak homotopy equivalence K → X,
thus the Brown representability theorem implies the resolution theorem; (2) Fix n ∈ N
and an abelian group π −then the cofunctor Hn(−;π) (singular cohomology) satisfies the
wedge and Mayer-Vietoris conditions, hence there exists a pointed connected CW com-
plex (K(π, n), kπ,n) and a natural isomorphism Ξ : [−;K(π, n), kπ,n] → H
n(−;π), thus
the Brown representability theorem implies the existence of Eilenberg-MacLane spaces of
type (π, n) (π abelian); (3) Fix a group π −then the cofunctor that assigns to a pointed
connected CW complex (K, k0) the set of homomorphisms π1(K, k0) → π satisfies the
wedge and Mayer-Vietoris conditions, hence there exists a pointed connected CW complex
(K(π, 1), kπ,1) and a natural isomorphism Ξ : [−;K(π, 1), kπ,1] → Hom(π1−;π), thus the
Brown representability theorem implies the existence of Eilenberg-MacLane spaces of type
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(π, 1) (π arbitrary);
[Note: Both HCW∗ and HCW have coproducts and weak pushouts but Brown
representability can fail. Indeed, Matveev † has given an example of a nonrepresentable
cofunctor F : HCW∗ → SET which converts coproducts into products and weak pushouts
into weak pullbacks and Heller‡ has given an example of a nonrepresentable cofunctor
F : HCW→ SET which converts coproducts into products and weak pushouts into weak
pullbacks.]
EXAMPLE Let U : GR→ SET be the forgetful functor.
(HCW∗) Suppose that F : HCW∗ → GR is a cofunctor such that U ◦F converts coproducts
into products and weak pushouts into weak pullbacks −then U ◦ F is representable.
[Represent the composite HCONCW∗ → HCW∗ → GR→ SET by K. Put G = FS0 and equip it
with the discrete topology.
Claim: For any X in CONCW∗, U ◦ F (X+) ≈ [X+,K ×G].
[There is a split short exact sequence 1→ FX → FX+ → FS0 → 1, hence U ◦F (X+) ≈ U ◦ F (X)×G
≈ [X,K]×G or, reinstating the base points: U ◦ F (X+) ≈ [X,x0;K, k0]×G. And: [X,x0;K, k0] ≈ [X,K]
=⇒ [X,x0;K, k0]×G ≈ [K,X]×G ≈ [K,X]× [X,G] ≈ [X,K ×G] ≈ [X+,K ×G].]
Given (X,x0) in CW∗, let Xi0 , Xi (i ∈ I) be its set of path components, where x0 ∈ Xi0 −then
X = Xi0 ∨
∨
i
Xi+, so U ◦ F (X) ≈ U ◦ F (Xi0) ×
∏
i
U ◦ F (Xi+) ≈ [Xi0 ,K] ×
∏
i
[Xi+, K × G] ≈
[Xi0 ,K ×G]×
∏
i
[Xi+,K ×G] ≈ [X,K ×G].]
(HCW) Suppose that F : HCW→ GR is a cofunctor such that U ◦ F converts coproducts
into products and weak pushouts into weak pullbacks −then U ◦ F is representable.
[Let F∗ be the composite HCONCW∗ → HCONCW→ HCW→ GR→ SET.
Claim: If F∗ = ∗, then F∗ is representable.
[The assumption on F implies that FA = ∗ for any discrete topological space A. To check that F∗
satisfies the wedge condition, put X =
∐
i
Xi and let A ⊂ X be the set made up of the base points xi ∈ Xi
−then F (X/A) ≈ FX. But X/A =
∨
i
Xi =⇒ F∗
(∨
i
Xi
) ≈ U ◦ F (X) ≈ ∏
i
F∗Xi. As F∗ necessarily
satisifies the Mayer-Vietoris condition, F∗ is representable: [−,K∗] ≈ F∗.]
Claim: If F∗ = ∗, then U ◦ F is representable.
[If X is in CW and if X =
∐
i
Xi is its decomposition into path components, then U ◦ F (X) ≈∏
i
U ◦ F (Xi) ≈
∏
i
F∗Xi ≈
∏
i
[Xi, K∗] ≈ [
∐
i
Xi,K∗] ≈ [X,K∗].]
Given X in CW, view π0(X) as a discrete topological space −then U ◦ F ◦ π0 is represented by
F∗ (discrete topology). On the other hand, F is the semidirect product of F ◦ π0 and the kernel F0 of
F → F ◦ π0 induced by the embedding π0(X)→ X. Moreover, U ◦ F ≈ U ◦ F0 × U ◦ F ◦ π0 and F0∗ = ∗
=⇒ U ◦ F0 is representable.]
Given a small, full subcategory C0 of HCW∗, denote by C0 the full subcategory of HCW∗ whose ob-
jects are those Y such that g : Y → Z is an isomorphism (= pointed homotopy equivalence) if g∗ : [X0, Y ]→
†Math. Notes 39 (1986), 471-474.
‡J. London Math. Soc. 23 (1981) 551-562.
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[X0, Z] is bijective for all X0 ∈ ObC0.
FACT Suppose that F : HCW∗ → SET is a cofunctor which converts coproducts into products
and weak pushouts into weak pullbacks −then there exists an object XF in HCW∗ and a natural trans-
formation Ξ : [−Xf ]→ F such that ∀ X0 ∈ ObC0, Ξ : [X0;XF ]→ FX0 is bijective.
FACT Suppose that F : HCW∗ → SET is a cofunctor which converts coproducts into products
and weak pushouts into weak pullbacks −then F is representable if for some C0, XF ∈ ObC0.
[With Ξ as above, put xF = ΞXF ([idXF ]), so that ∀ X ∈ ObHCW∗, ΞX([f ]) = F [f ]XF ([f ] ∈
[X,XF ]).
Surjectivity: Given X ∈ ObHCW∗, call C′0 the full subcategory ofHCW∗ obtained by adding X and
XF to C0. Determine X
′
F and Ξ
′ : [−, X ′F ]→ F accordingly. In particular, Ξ′XF : [XF , X ′F ]→ FXF is sur-
jective, thus ∃ [f ] ∈ [XF , X ′F ]: xF = F [f ]x′
F
. From the definitions, ∀ X0 ∈ ObC0, f∗ : [X0, XF ]→ [X0, XF ]
is bijective. Therefore f is an isomorphism. Let x ∈ FX and choose [g] ∈ [X,X ′F ]: Ξ′X([g]) = x −then
ΞX([f
−1] ◦ [g]) = F ([f−1] ◦ [g])xF = F [g](F [f−1]xF ) = F [g]x′F = x.
Injectivity: Given X ∈ ObHCW∗, let u, v : X → XF be a pair of morphisms: ΞX([u]) = ΞX([v]),
i.e. F [u]xF = F [v]xF . Fix a weak coequalizer f : XF → Z of u, v and choose z ∈ FZ: F [f ]z = xF . Since
ΞZ : [Z,XF ] → FZ is surjective, ∃ g : Z → XF such that ΞZ([g]) = z, hence xF = F [g ◦ f ]xF . From the
definitions, ∀ X0 ∈ ObC0, (g ◦ f)∗ : [X0, XF ]→ [X0, XF ] is bijective. Therefore g ◦ f is an isomorphism.
Finally, f ◦ u ≃ f ◦ v =⇒ g ◦ f ◦ u ≃ g ◦ f ◦ v =⇒ u ≃ v.]
Application: Let C0 be the full subcategory of HCW∗ consisting of the (S
n, sn) (n ≥ 0), so
C0 = HCONCW∗ −then a cofunctor F : HCW∗ → SET which converts coproducts into products
and weak pushouts into weak pullbacks is representable provided that #(FS0) = 1.
[In fact, π0(XF ) = [S
0, XF ] = FS
0, thus XF is connected.]
EXAMPLE Fix a nonempty toplogical space F . Given a CW complex B, let kFB be the set
ObFIBB,F where FIBB,F is the skeleton of FIBB,F (cf. p. 4-29) −then kF is a cofunctor HCW→ SET
which converts coproducts into products and weak pushouts into weak pullbacks (cf. p. 4-20). However, kF
is not automatically representable since Brown representability can fail in HCW. To get around this diffi-
culty, one employs a subterfuge. Thus given a pointed CW complexf (B, b0), let FIBB,F;∗ be the category
whose objects are the pairs (p, i), where p : X → B is a Hurewicz fibration such that ∀ b ∈ B, Xb has the
homotopy type of F and i : F → p−1(b0) is a homotopy equivalence, and whose morphisms (p, i) → (q, j)
are the fiber homotopy classes [f ] : X → Y and the homotopy classes [φ] : F → F such that fb0 ◦ i ≃ j ◦ φ.
As in the unpointed case, FIBB,F;∗ has a small skeleton and there is a cofunctor kF;∗ : HCW∗ → SET
which converts coproducts into products and weak pushouts into weak pullbacks. Since #(kF;∗S
0) = 1,
it follows from the above that kF;∗ is representable: [−BF , bF ] ≈ kF;∗ , (BF , bF ) a pointed connected CW
complex. If now B is a CW complex, then the functor FIBB,F → FIBB+,F;∗ that assigns to p : X → B
the pair (p
∐
c, idF ) (c : F → ∗) induces a bijection ObFIBB,F → ObFIBB+,F;∗ , so kFB ≈ kF;∗B+ ≈
[B+, ∗;BF , bf ] ≈ [B,BF ], i.e., BF represents kF . Example: Take F = K(π, n) (π abelian) −then BF has
the same pointed homotopy type as K(π, n+ 1;χπ) (cf. p. 5-31) (K(π, n+ 1;χπ) is not necessarily a CW
complex).
Example Consider the Hurewicz fibration p1 : ΘS
n → Sn (n ≥ 2). Let i : ΩSn → ΩSn be the identity
and ι : ΩSn → ΩSn the inversion −then the pairs (p1, i) and (p1, ι) are not isomorphic in FIBSn,ΩSn;∗.
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Let G be a topological group −then in the notation of p. 4-63, the restriction kG|HCW is a cofunctor
HCW→ SET which converts coproducts into products and weak pushouts into weak pullbacks. To ensure
that it is representable, one can introduce the pointed analog of BUNB,G, say BUNB,G;∗ and proceed as
above. The upshot is that the classifying space BG is now a CW complex but this need not be true of
the universal space XG. To clarify the situation, consider the pullback square
XG X
∞
G
BG B
∞
G
. Since
for any CW complex B, [B,BG] ≈ kGB ≈ [B,B∞G ], the arrow BG → B∞G is a weak homotopy equivalence
(cf. p. 5-14 ff.). Therefore the arrow XG → X∞G is a weak homotopy equivalence, so XG is homotopically
trivial (X∞G being contractible).
LEMMA XG is contractible iff G is a CW space.
[Necessity: For then XG is a CW space and because the fibers of the Hurewixz fibration XG → BG
are homeomorphic to G, it follows that G is a CW space (cf. p. 6-25).
[Sufficiency: Due to §6, Propostion 11, XG is a CW space. But a homotopically trivial CW space is
contractible.]
Moral: When G is a CW space, kG can be represented by a CW complex (cf. §4, Proposition 35).
[Note: Under these conditions, BG and B
∞
G have the same homotopy type (representing objects are
isomorphic), thus B∞G is a CW space (see p. 6-24 for another argument).]
Notation: FCONCW∗ is the full subcategory of CONCW∗ whose objects are the
pointed finite connected CW complexes and HFCONCW∗ is the associated homotopy
category.
[Note: Any skeleton HFCONCW∗ of HFCONCW∗ is countable (cf. p. 6-28).]
A cofunctor F : HFCONCW∗ → SET is said to be representable in the large if
there exists a pointed connected CW complex X and a natural isomorphism [−,X]→ F .
[Note: In this context, [−,X] stands for the restiction to HFCONCW∗ of the repre-
sentable cofunctor determined by X. Observe that in general it is meaningless to consider
FX.]
Example: The restriction to HFCONCW∗ of any cofunctor HCONCW∗ → SET
satisfying the wedge and Mayer-Vietoris conditions is representable in the large.
Let F : HCONCW∗ → SET be a cofunctor.
(Finite Mayer-Vietoris Condition) For any weak pushout square
Z Y
X P
f
g
η
ξ
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in HCONCW∗, where Z is finite,
FP FY
FX FZ
Fξ
Fη
Fg
Ff
is a weak pullback square in SET,
so ∀
 x ∈ FXy ∈ FY : (Ff)x = (Fg)y, ∃ p ∈ FP :
 (Fξ)p = x(Fη)p = y .
(Limit Condition) For any pointed connected CW complex X and for any collec-
tion {Xi : i ∈ I} of pointed connected subcomplexes of X such that X = colimXi, where
I is directed and the Xi are ordered by inclusion, the arrow FX → limFXi is bijective.
SUBLEMMA Let F : HCONCW∗ → SET be a cofunctor satisfying the wedge and
finite Mayer-Vietoris conditions. Fix an X in CONCW∗ and choose x ∈ FX. Suppose
that X
f
←− K
g
−→ X is a pointed 2-source, where K is in FCONCW∗ and
 fg are
skeletal with (Ff)x = (Fg)x −then there is a Y in CONCW∗ containing X as an em-
bedded pointed subcomplex, say i : X → Y , such that i ◦ f ≃ i ◦ g and a y ∈ FY such
that (Fi)y = x.
[Consider the weak pushout square
K ∨K X
K Y
∇K
f∨g
, where Y is the pointed dou-
ble mapping cylinder of the folding map ∇K and the wedge f ∨ g. By construction, Y
is a pointed weak coequalizer of
 fg and the existence of y ∈ FY follows from the
assumptions.]
LEMMA Let F : HFCONCW∗ → SET be a cofunctor satisfying the wedge, fi-
nite Mayer-Vietoris, and limit conditions. Fix an X in CONCW∗ and choose x ∈ FX
−then there is a Y in CONCW∗ containing X as an embedded pointed subcomplex, say
i : X → Y , such that i ◦ f ≃ i ◦ g for any pointed 2-source X
f
←− K
g
−→ X, where K
is in FCONCW∗ and
 fg are skeletal with (Ff)x = (Fg)x and a y ∈ FY such that
(Fi)y = x.
[Since it is enough to let K run over the objects in HFCONCW∗, one need only deal
with a set {X
fs
←− Ks
gs
−→ X : s ∈ S} of pointed 2-sources. Given any T ⊂ S, proceed as
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in the proof of the sublemma and form the weak pushout square
∨
t
(Kt ∨Kt) X
∨
t
Kt YT
iT ,
so for T ′ ⊂ T ′′ there is a commutative triangle
X
YT ′ YT ′′j
. Consider the set T
of pairs (T, yT ) (yT ∈ FYT ): (FiT )yT = x. Order T by writing (T
′, yT ′) ≤ (T
′′, yT ′′) iff
T ′ ⊂ T ′′ and (Fj)yT ′′ = yT ′ −then the limit condition implies that every chain in T has an
upper bound, thus T has a maximal element (T0, yT0) (Zorn). Thanks to the sublemma,
T0 = S, therefore one can take Y = YS y = yS.]
PROPOSITION 28 Let F : HCONCW∗ → SET be a cofunctor satisfying the
wedge, finite Mayer-Vietoris, and limit conditions−then the restriction of F toHFCONCW∗
is representable in the large.
[Put X0 =
∨
K,k
K, where K runs over the objects in HFCONCW∗ and for each K,
k runs over FK. Using the wedge condition, choose x0 ∈ FX0 such that the associated
natural transformation Ξ0 : [−,X0] → F has the property that Ξ0K : [K,X
0] → FK is
surjective for all K. Per the lemma, construct X0 ⊂ X1 & x1 ∈ FX1 and continue by in-
duction to obtain an expanding sequence X0 ⊂ X1 ⊂ · · · of topological spaces and elements
x0 ∈ FX0, x1 ∈ FX1, . . . such that ∀ n, Xn is a pointed connected CW complex containing
Xn−1 as a pointed subcomplex and xn → xn−1 under Xn−1 → Xn. Put X = X∞ −then
X is a pointed connected CW complex containing Xn as a pointed subcomplex (cf. p.
5-255-13). Let x ∈ FX be the element corresponding to {xn} via the limit condition and
let Ξ : [−,X]→ F be the associated natural transformation. That ΞK is surjective for all
K is automatic. But ΞK is also injective for all K: ΞK([f ]) = ΞK([g]), i.e., (Ff)x = (Fg)x
(f,g skeletal) =⇒ (Ff)xn = (Fg)xn (∃ n) =⇒ i ◦ f ≃ i ◦ g (i : Xn → Xn+1).]
Given a cofunctor F : HFCONCW∗ → SET, for X in CONCW∗, let FX =
limFXk, where Xk runs over the pointed finite connected subcomplexes of X ordered by
inclusion −then F is the object function of a cofunctor HCONCW∗ → SET whose re-
strction to HFCONCW∗ is (naturally isomorphic) to F . On the basis of the definitions,
F satisfies the limit condition. Moreover, F satisfies the wedge condition provided that F
converts finite coproducts into finite products so, in order to conclude that F is representa-
tive in the large, it need only be shown that F satisfies the finite Mayer-Vietoris condition
(cf. Proposition 28). Assume, therefore, that F converts weak pushouts into weak pull-
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backs. Consider the diagram
C B
A X
, where X is a pointed connected CW complex
and
 AB & C are pointed connected subcomplexes such that X = A ∪ B, C = A ∩ B
with C finite. To prove that
FX FB
FA FC
is a weak pullback square, let
 KiLj run
over the pointed finite connected subcomplexes of
 AB which contain C and using the
obvious notation, let
 a¯ ∈ FAb¯ ∈ FB :a¯|C = b¯|C −then the question is whether there exists
x¯ ∈ FX:
 x¯|A = a¯x¯|B = b¯ . For this, note first that
 FA = limFKiFB = limFLj and FX = limFXij
(Xij = Ki ∪ Lj). Represent
 a¯b¯ by
 {ai} (ai ∈ FKi){bj} (bj ∈ FLj) and let Sij be the set of
xij ∈ FXij :
 xij |Ki = aixij |Lj = bj . Since Sij is nonempty and limSij is a subset of limFXij ,
it suffices to prove that limSij is nonempty as any x¯ ∈ limSij will work. However, this is
a subtle point that has been resolved only by placing restrictions on the range of F .
EXAMPLE Let U : CPTHAUS→ SET be the forgetful functor. Suppose that F :HFCONCW∗ →
CPTHAUS is a cofunctor such that U ◦F converts finite coproducts into finite products and weak pushouts
into weak pullbacks −then U ◦ F is representable in the large. In fact, if Tij is the subspace of FXij such
that UTij = Sij , then Tij is closed and limTij is calculated over a cofiltered category, hence limTij is a
nonempty compact Haudorff space. But U preserves limits, therefore limSij = U(lim Tij) is also nonempty.
[Note: More is true: U ◦ F satisfies the Mayer-Vietoris condition, hence is representable. Example:
If Y is a pointed connected CW complex whose homotopy groups are finite, then for every pointed finite
connected CW complex X, [X,Y ] is finite (cf. p. 5-48), thus is a compact Hausdorff space (discrete topol-
ogy) and so [−, Y ] is representable.]
REPLICATION THEOREM Let f : K → L be a pointed skeletal map, where
 KL
are in FCONCW∗ −then for any cofunctor F : HFCONCW∗ → SET which converts
finite coproducts into finite products and weak pushouts into weak pullbacks, there is an
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exact sequence
· · · → FΣL→ FΣK → FCf → FL→ FK
in SET ∗.
[Note: F takes (abelian) cogroup objects to (abelian) group objects, so all the arrows
to the left of FΣK are homomorphisms of groups. In addition, FΣK operates to the left
on FCf and the orbits are the fibers of the arrow FCf → FL (cf. p. 3-34).]
Application: There is an exact sequence
FΣKi × FΣLj → FΣC → FXij → FKi × FLj
in SET ∗.
[The pointed mapping cone of the arrow Ki ∨ Lj → Xij has the same pointed homo-
topy type as ΣC.]
Let (I,≤) be a nonempty directed set, I the associated filtered category. Suppose
that ∆ : Iop → SET is a diagram, where ∀ i ∈ Ob(I), ∆i 6= ∅ and ∀ δ ∈ Mor(I), ∆δ is
surjective. In I, write i ∼ j iff there exists a bijective map f : ∆i → ∆j and a k with ij ≤ k such that the triangle
∆k
∆i ∆jf
commutes.
LEMMA If #(I/ ∼) ≤ ω, then lim∆ is nonempty.
ADAMS REPRESENTABILITY THEOREM Let U : GR → SET be the forgetful
functor. Suppose that F : HFCONCW∗ → GR is a cofunctor such that U ◦ F converts
finite coproducts into finite products and weak pushouts into weak pullbacks −then U ◦ F
is representable in the large.
[The arrow Si′,j′ → Sij is surjective if
 Ki ⊂ Ki′Lj ⊂ Lj′ . This is because FΣC acts tran-
sitively to the left on
 Si′,j′Sij and Si′,j′ → Sij is equivariant. Claim: #({ij}/ ∼) ≤ ω.
For one can check that ij ∼ i′j′ iff FΣKi × FΣLj → FΣC & FΣKi′ × FΣLj′ → FΣC
have the same image, of which there are at most a countable number of possibilities. The
lemma thus implies that limSij is nonempty.]
Working in CONCW∗, two pointed continuous functions f, g : X → Y are said to be
5-86
prehomotopic if for any pointed finite connected CW complex K and any pointed continu-
ous function φ : K → X, f ◦φ ≃ g ◦φ. Homotopic maps are prehomotopic but the converse
is false since, e.g., there are phantom maps that are not nullhomotopic (see below),
Notation: PREHCONCW∗ is the quotient category of CONCW∗ defined by the
congruence of prehomotopy, [X,Y ]pre being the set of morphisms from X to Y .
If F : HFCONCW∗ → SET is a cofunctor, then F can be viewed as a cofunctor F :
PREHCONCW∗ → SET. GivenX inCONCW∗, there is a bijection Nat([−,X]pre, F )→
FX (Yoneda). On the other hand, there is a bijection Nat([−,X], F ) → FX, viz. Ξ →
{ΞXk([ik])}, ik : Xk → X the inclusion. Example: Take F = [−,X], so [X,X] =
lim[Xk,X], and put ιX = {[ik]} −then id[−,X] ↔ ιX .
PROPOSITION 29 Let Y be inCONCW∗. Assume [−, Y ] satisfies the finite Mayer-
Vietoris condtion −then for all X in CONCW∗, the natural map [X,Y ]pre → lim[Xk, Y ]
is bijective.
[Injectivity is immediate. Turning to surjectivity, note that by definition lim[Xk, Y ] =
[X,Y ]. Fix x0 ∈ [X,Y ] and let y0 = ιY (∈ [Y, Y ]). Put Z0 = X ∨ Y and write
z0 = (x0, y0) ∈ [Z0, Y ] ≈ [X,Y ] × [Y, Y ]. Imitating the argument used in the proof of
Proposition 28, construct a Z in CONCW∗ containing Z0 as an embedded pointed sub-
complex and an element z ∈ [Z, Y ] which restricts to z0 such that the associated natural
transformation [K,Z] → [K,Y ] is a bijection for all K. Specialize and take K = Sn
(n ∈ N) to see that the inclusion j : Y → Z is a pointed homotopy equivalence (realization
theorem) and then compose the inclusion i : X → Z with a homotopy inverse for j to get
a pointed continuous function f0 : X → Y whose prehomotopy class is sent to x0.]
FACT If Y is a pointed connected CW complex whose homotopy groups are countable, then [−, Y ]
satisfies the finite Mayer-Vietoris condition.
[Note: Under this assumption on Y , it follows that for all X in CONCW∗, the natural map
[X,Y ]→ lim[Xk, Y ] is surjective (and even bijective provided that the homotopy groups of Y are finite (cf.
p. 5-49 & p. 5-85)).]
PROPOSITION 30 Suppose that F : HFCONCW∗ → SET is a cofunc-
tor which converts finite coproducts into finite products and weak pushouts into weak
pullbacks. Assume: F satisfies the finite Mayer-Vietoris condition −then the cofunctor
F : PREHCONCW∗ → SET is representable.
[By Proposition 28, there is an X in CONCW∗ and a natural transformation Ξ :
[−,X] → F . Repeating the reasoning used in the proof of Proposition 29, one finds that
the extension Ξ : [−,X]pre → F is a natural isomorphism as well.]
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PROPOSITION 31 Suppose that F,F ′ : HFCONCW∗ → SET are cofunctors
which convert finite coproducts into finite products and weak pushouts into weak pullbacks.
Assume F and F
′
satisfy the finite Mayer-Vietoris condition. Fix natural isomorphisms
Ξ : [−,X] → F , Ξ′ : [−,X ′] → F ′, where X, X ′ are pointed connected CW complexes.
Let T : F → F ′ be a natural transformation −then there is a pointed continuous function
f : X → X ′, unique up to prehomotopy, such that the diagram
[K,X] [K,X ′]
FK F ′K
f∗
Ξk Ξ
′
K
TK
commutes for all K.
[Note: If F = F ′ and T is the identity, then f : X → X ′ is a pointed homotopy
equivalence.]
PROPOSITION 32 Any representing object in the Adams representability theorem
is a group object in PREHCONCW∗ and all such have the same pointed homotopy type.
FACT Let F : HFCONCW∗ → SET is a cofunctor which converts finite coproducts into finite
products and weak pushouts into weak pullbacks. Assume: ∀ K, #(FK) ≤ ω −then F is representable in
the large.
[Note: It is unknown whether the cardinality assumption can be dropped.]
Given pointed connected CW complexes
 XY , a pointed continuous function f :
X → Y is said to be a phantom map if it is prehomotopic to 0. Let Ph(X,Y ) be the set of
pointed homotopy classes of phantom maps from X to Y −then there is an exact sequence
∗ → Ph(X,Y )→ [X,Y ]→ lim[Xk, Y ]
in SET∗. Of course [0] ∈ Ph(X,Y ) but #(Ph(X,Y )) > 1 is perfectly possible. Example:
Take X = K(Q, 3), Y = K(Z, 4) ( =⇒ [X,Y ] ≈ H4(Q, 3) ≈ Ext(Q,Z) ≈ R), realize X as
the pointed mapping telescope of the sequence S3 → S3 → · · · , the kth map having degree
k, and note that up to homotopy, every φ : K → X factors through S3 ( =⇒ Ph(X,Y ) =
[X,Y ]).
Is the arrow [X, Y ]→ lim[Xk, Y ] always surjective? While the answer is “yes” under various assump-
tions on X or Y , what happens in general has yet to be decided.
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[Note: By contrast, there is a bijection Ph(X,Y )→ lim1[ΣXk , Y ] of pointed sets (Gray-McGibbon†).]
EXAMPLE Meier‡ has shown that Ph(K(Z, n), Sn+1) ≈ Ext(Q,Z) for all positive even n. Special
case: Ph(P∞(C), S3) ≈ Ext(Q,Z).
[Note: Suppose that G is an abelian group which is countable and torsion free − then ∃ X &
Y : Ph(X,Y ) ≈ Ext(G,Z) (Roitberg‖).]
EXAMPLE (Universal Phantom Maps) Let X be a pointed connected CW complex. As-
sume: X has a finite number of cells in each dimension −then it is clear that f : X → Y is a phantom map
iff ∀ n > 0, f |X(n) is nullhomotopic. Denote by tel+X the pointed telescope of X which starts at X(1) rather
than X(0). Recall that the projection p : tel+X → X is a pointed homotopy equivalence (cf. p. 3-13). Now
collapse each integral joint of tel+X to a point, i.e., mod out by
∨
n>0
X(n). The resulting quotient can be
identified with
∨
n>0
ΣX(n) and the arrow Θ : tel+X →
∨
n>0
ΣX(n) is a phantom map. It is universal in the
sense that if f : X → Y is a phantom map and if f = f ◦ p, then there is a pointed continuous function
F :
∨
n>0
ΣX(n) → Y such that f ≃ F ◦ Θ. This is because the inclusion i :
∨
n>0
X(n) → tel+X is a closed
cofibration, hence Ci ≈
∨
n>0
ΣX(n) (cf. p. 3-25). Corollary: All phantom maps out of X are nullhomotopic
iff Θ is nullhomotopic.
[Note: Here is an application. Suppose that
 XY are pointed connected CW complexes with
a finite number of cells in each dimension. Claim: If f : X → Y and g : Y → Z are phantom maps,
then g ◦ f : X → Z is nullhomotopic. To see this, observe that the composite
∨
n>0
ΣX(n)
F−→ Y p
−1
−→
tel+Y
Θ−→
∨
n>0
ΣY (n) is a phantom map. Accordingly, its restriction to each ΣX(n) is nullhomotopic, so
actually Θ ◦ p−1 ◦ F ≃ 0. Therefore g ◦ f ≃ (g ◦ p−1) ◦ (f ◦ p−1) ≃ (G ◦ Θ ◦ p−1) ◦ (F ◦ Θ ◦ p−1) ≃
G ◦ (Θ ◦ p−1 ◦ F ) ◦ Θ ◦ p−1 ≃ 0.]
†Topology 32 (1993), 371-394.
‡Quart. J. Math. 29 (1978), 469-481.
‖Topology Appl. 59 (1994), 261-271.
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§6. ABSOLUTE NEIGHBORHOOD RETRACTS
From the point of view of homotopy theory, the central result of this § is the CW-ANR
theorem which says that a topological space has the homotopy type of a CW complex iff
it has the homotopy type of an ANR. But absolute neighborhood retracts also have a life
of their own. For example, their theory is an essential component of infinite dimensional
topology.
Consider a pair (X,A), i.e., a topological space X and a subspace A ⊂ X. Let Y be
a topological space. Suppose given a continuous function f : A → Y −then the extension
question is: Does there exist a continuous function F : X → Y such that F |A = f? While
this is a complex multifaceted issue, there is an evident connection with the theory of
retracts. For if we take Y = A, then the existence of a continuous extension r : X → A
of the identity map idA amounts to saying that A is a retract of X. Every retract of a
Hausdorff space X is necessarily closed in X. On the other hand, if A is closed in X, then
with no assumptions on X, a continuous function f : A → Y has a continuous extension
F : X → Y iff Y is a retract of the adjunction space X ⊔f Y . The opposite end of the
spectrum is when A is dense in X. In this case, one can be quite specific and we shall start
with it.
Let (X,A) be a pair with A dense in X. Write τX and τA for the corresponding
topologies. Define a map ex : τA → τX by ex(O) = X − A−O, the bar denoting closure
in X −then ex(O) ∩ A = O and ex(O) =
⋃
{U : U ∈ τX & U ∩ A = O}. Obviously, ex(∅) = ∅ex(A) = X and ∀ O,P ∈ τA: ex(O ∩ P ) = ex(O) ∩ ex(P ). Put ex(O) = {ex(O) : O ∈
O} (O ⊂ τA).
PROPOSITION 1 Let A be a dense subspace of a topological space X; let Y be
a regular Hausdorff space −then a given f ∈ C(A,Y ) admits a continuous extension
F ∈ C(X,Y ) iff X =
⋃
ex(f−1(V)) for every open covering V of Y .
[The condition is clearly necessary. As for the sufficiency, suppose that X 6= ∅ and
#(Y ) > 1. Call
 τXτY the topologies on X and Y .
(F ∗) Define a map F ∗ : τY → τX by
F ∗(V ) =
⋃{
ex(f−1(V ′)) : V ′ ∈ τY & V ′ ⊂ V
}
.
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Note that
 F ∗(∅) = ∅F ∗(Y ) = X and ∀ V1, V2 ∈ τY : F ∗(V1 ∩V2) = F ∗(V1)∩F ∗(V2). Let {Vj} ⊂
τY −then F
∗(
⋃
i
Vj) ⊃
⋃
j
F ∗(Vj) and in fact equality prevails. To see this, write
⋃
j
Vj = ∪V,
where V is the set of all V ∈ τY : V ⊂ Vj (∃ j). Take a V
′ ∈ τY : V ′ ⊂
⋃
j
Vj . Since
Y = (Y − V ′)
⋃
(∪V), X = ex(f−1(Y − V ′))
⋃
(∪ex(f−1(V))). But ∅ = ex(f−1(V ′)) ∩
ex(f−1(Y − V ′)) =⇒ ex(f−1(V ′)) ⊂ ex(f−1(V)) ⊂
⋃
j
F ∗(Vj), from which it follows that
F ∗(
⋃
j
Vj) ⊂
⋃
j
F ∗(Vj).
(F∗) Define a map F∗ : τX → τY by
F∗(U) =
⋃
{V : V ∈ τY & F
∗(V ) ⊂ U}.
Note that ∀ U ∈ τX and ∀ V ∈ τY : V ⊂ F∗(U) ⇐⇒ F
∗(V ) ⊂ U . Indeed, F ∗ respects
arbitrary unions. We claim now that ∀ x ∈ X ∃ y ∈ Y : F∗(X − {x}) = Y − {y}.
Let F∗(X − {x}) = Y − Bx. Case 1: Bx = ∅. Here, X = F
∗(Y ) ⊂ X − {x}, an im-
possibility. Case 2: #(Bx) > 1. Choose y1, y2 ∈ Bx : y1 6= y2. Choose V1, V2 ∈ τY :
V1 ∩ V2 = ∅ &
 y1 ∈ V1y2 ∈ V2 −then V1 ∩ V2 ⊂ F∗(X − {x}) =⇒ F ∗(V1 ∩ V2) ⊂ X − {x},
i.e., F ∗(V1)∩F
∗(V2) ⊂ X −{x}, thus either F
∗(V1) or F
∗(V2) is contained in X −{x} and
so either V1 or V2 is contained in F∗(X − {x}) = Y −Bx, a contradiction.
(F ) Define a map F : X → Y by stipulating that F (x) = y iff F∗(X − {x}) =
Y − {y}. The definitions imply that
 F−1(V ) = F ∗(V )F−1(V ) ∩A = f−1(V ) (V ∈ τY ), therefore
F ∈ C(X,Y ) and F |A = f .]
Retain the assumption that A is dense in X and Y is regular Hausdorff. Assign to each
x ∈ X the collection U(x) of all its neighborhoods −then a continuous function f : A→ Y
has a continuous extension F : X → Y iff ∀ x the filter base f(U(x) ∩ A) converges. The
nontrivial part of this assertion is a simple consequence of the preceding result. For suppose
that for some open covering V of Y :X 6=
⋃
ex(f−1(V)). Choose x ∈ X : x /∈
⋃
ex(f−1(V)),
so ∀ U ∈ U(x) and ∀ V ∈ V : U ∩ A 6⊂ f−1(V ) or still, f(U ∩ A) 6⊂ V . But f(U(x) ∩ A)
converges to y ∈ Y . Accordingly, there is (i) V0 ∈ V : y ∈ V0 and (ii) U0 ∈ U(x) :
f(U0 ∩A) ⊂ V0. Contradiction.
Here are two applications.
(C) Suppose that Y is compact Hausdorff −then a continuous function f : A→ Y
has a continuous extension F : X → Y iff for every finite open covering V of Y there exists
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a finite open covering U of X such that U ∩A is a refinement of f−1(V).
In this statement, one can replace “compact” by “Lindelo¨f” if “finite” is replaced by
“countable”. More is true: It suffices to assume that Y is merely R-compact (recall that
every Lindelo¨f regular Hausdorff space is R-compact).
(R-C) Suppose that Y is R-compact −then a continuous function f : A → Y
has a continuous extension F : X → Y iff for every countable open covering V of Y there
exists a countable open covering U of X such that U ∩A is a refinement of f−1(V)
[There is a closed embedding Y →
∏
R. Postcompose f with a generic projection∏
R → R and extend it to X. Form the associated diagonal map F : X →
∏
R −then
F is continuous and F |A = f (viewed as a map A →
∏
R). Conclude by remarking that
F (X) = F (A) ⊂ F (A) ⊂ Y = Y .]
[Note: The R-compactness of Y is essential. Consider X = [0,Ω], A = Y = [0,Ω[,
and let f = idA (Y is not R-compact, being countably compact but not compact).]
EXAMPLE The proposition can fail if the assumption “Y regular Hausdorff” is weakened to “Y
Hausdorff”. Let X be the set of nonnegative real numbers. Put D = {1/n : n = 1, 2, . . .} −then the
collection of all sets of the form U ∪ (V −D), where U and V are open in the usual topology on X, is also
a topology, call the resulting space Y . Observe that Y is Hausdorff but not regular. Let A = X −D and
define f ∈ C(A,Y ) by f(x) = x. It is clear that there is no F ∈ C(X,Y ) : F |A = f , yet for every open
covering V of Y , X = ⋃ ex(f−1(V)).
FACT Let A be a dense subspace of a topological space X; let Y be a regular Hausdorff space −then
a given f ∈ C(A, Y ) admits a continuous extension F ∈ C(X,Y ) iff ∀ x ∈ X − A ∃ fx ∈ C(A ∪ {x}, Y ):
fx|A = f .
Let X and Y be topological spaces.
(EP) A subspace A ⊂ X is said to have the extension property with respect
to Y (EP. w.r.t. Y) if ∀ f ∈ C(A,Y ) ∃ F ∈ C(X,Y ): F |A = f .
(NEP) A subspace A ⊂ X is said to have the neighborhood extension property
with respect to Y (NEP. w.r.t. Y) if ∀ f ∈ C(A,Y ) ∃
 U ⊃ AF ∈ C(U, Y ) (U open):F |A = f.
[Note: In this terminology, A is a retract (neighborhood retract) of X iff A has the
EP (NEP) w.r.t Y for every Y .]
Two related special cases of importance are when Y = R or Y = [0, 1]. If A has the
EP w.r.t R, then A has the EP w.r.t [0, 1]. Reason: If f ∈ C(A, [0, 1]) and if F ∈ C(X,R)
is a continuous extension of f , then min{1,max{0, F}} is a continuous extension of f with
range a subset of [0, 1]. The converse is trivially false. Example: Let X be a CRH space
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−then X, as a subspace of βX, has the EP w.r.t. [0, 1] but X has the EP w.r.t R iff X is
pseudocompact (of course in general X, as a subspace of vX, has the EP w.r.t. R). Bear
in mind that a CRH space is compact iff it is both R-compact and pseudocompact.
[Note: Suppose that X is Hausdorff −then X is normal iff every closed subspace has
the EP w.r.t. R (or, equivalently, [0, 1].]
Suppose that X is a CRH space. Let A be a subspace of X.
(β) If A has the EP w.r.t. [0, 1], then the closure of A in βX is βA and conversely.
(ν) If A has the EP w.r.t. R, then the closure of A in νX is νA and conversely provided that
X is in addition normal.
[Note: The Niemytzki plane is a nonnormal hereditarily R-compact space, so the unconditional con-
verse is false.]
Two subsets A and B of a topological space X are said to be completely separated in
X if ∃ φ ∈ C(X, [0, 1]):
 φ|A = 0φ|B = 1 . For this to be the case, it is necessary and sufficient
that A and B are contained in disjoint zero sets. Example: Suppose that X is a CRH
space −then any two disjoint closed subsets of X, one of which is compact, are completely
separated in X (no compactness assumption being necessary if X is in addition normal).
[Note: It is enough to find a function f ∈ C(X):
 f |A ≤ 0f |B ≥ 1 . Reason: Take
φ = min{1,max{0, f}}. Moreover, 0 and 1 can be replaced by any real numbers r and s
with r < s.]
PROPOSITION 2 Let A ⊂ X −then A has the EP w.r.t. [0, 1] iff any two completely
separated subsets of A are completely separated in X.
[Assume that A has the stated property. Fix an f ∈ C(A, [0, 1]). To construct an
extension F ∈ C(X, [0, 1]) of f , we shall first define by recursion two sequences {fn} and
{gn} subject to: fn ∈ BC(A) & ‖fn‖ ≤ 3rn and gn ∈ BC(X) & ‖gn‖ ≤ rn, where rn =
(1/2)(2/3)n (so
∞∑
1
rn = 1). Set f1 = f . Given fn, let
 S−n = {x ∈ A : fn(x) ≤ −rn}S+n = {x ∈ A : fn(x) ≥ rn} .
Since
 S−nS+n are completely separated in A, they are, by hypothesis, completely sepa-
rated in X. Choose gn ∈ BC(X):
 gn|S−n = −rngn|S+n = rn & ‖gn‖ ≤ rn. Push the recursion
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forward by setting fn+1 = fn − g|A. The series
∞∑
1
gn is uniformly convergent on X, thus
its sum G is a continuous function on X : G|A = f . Take F = max{0, G}.]
Application: Suppose that X is a CRH space −then any compact subset of X has the
EP w.r.t [0, 1] (cf. p. 2-14).
FACT Let A ⊂ X; let f ∈ BC(A) −then ∃ F ∈ BC(X) : F |A = f iff ∀ a, b ∈ R: a < b, the sets f
−1(]−∞, a])
f−1([b,+∞[)
are completely separated in X.
PROPOSITION 3 Let A ⊂ X −the A has the EP w.r.t. R iff A has the EP w.r.t
[0, 1] and is completely separated from any zero set in X disjoint from it.
[Necessity: Let Z be a zero set in X disjoint from A : Z = Z(g), where g ∈ C(X, [0, 1]).
Put f = (1/g)|A. Choose h ∈ C(X) : h|A = f . Consider gh.
Sufficiency: Fix an f ∈ C(A). Because arctan ◦ f ∈ C(A, [−π/2, π/2]), it has an
extension G ∈ C(X, [−π/2, π/2]). Let B = G−1(±π/2) −then B is a zero set in X disjoint
from A, so there exists φ ∈ C(X, [0, 1]) :
 φ|A = 1φ|B = 0 . Put F = tan(φG) : F ∈ C(X) &
F |A = f .]
Consequently, every zero set in X that has the EP w.r.t [0, 1] actually has the EP w.r.t
R. On the other hand, a zero set in X need not have the EP w.r.t [0, 1]. Examples: (1)
Take for X the Isbell−Mro´wka space Ψ(N) −then A = S is a zero set in X but S does not
have the EP w.r.t [0, 1]; (2) Take for X the Niemytzki plane −then A = {(x, y) : y = 0} is
a zero set in X but A does not have the EP w.r.t [0, 1].
EXAMPLE (Kateto¨v Space) As a subspace of R, N has the EP w.r.t [0, 1], so the closure
of N in βR is βN. Let X = βR − (βN − N) −then βX = βR and X is a LCH space which is actually
pseudocompact (an unbounded continuous function on X would be unbounded on a closed subset of R
disjoint from N). However, X is not countably compact, thus is not normal (cf. §1, Propostion 5). As a
subspace of X, N has the EP w.r.t [0, 1], but does not have the EP w.r.t R.
[Note: N is a closed Gδ but is not a zero set in X.]
A subspace A ⊂ X is said to be Z-embedded in X if every zero set in A is the intersection of A with
a zero set in X. Example: Any cozero set in X is Z-embedded in X. If A has the EP w.r.t [0, 1], then
A is Z-embedded in X (but not conversely), so, e.g., any retract of X is Z-embedded in X. Examples:
Suppose X is Hausdorff −then (1) Every subspace of a perfectly normal X is Z-embedded in X; (2) Every
Fσ−subspace of a normal X is Z-embedded in X; (3) Every Lindelo¨f subspace of a completely regular X
is Z-embedded in X.
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FACT Let A ⊂ X −then A has the EP w.r.t R iff A is Z-embedded in X and is completely separated
from any zero set in X disjoint from it.
[Note: It is a corollary that if A is a zero set in X, then A has the EP w.r.t. R iff A is Z-embedded
in X. Both the Isbell-Mro´wka space and the Niemytzki plane contain zero sets that are not Z-embedded.]
Application: Suppose that X is a Hausdorff space −then X is normal iff every closed subset of X is
Z-embedded in X.
PROPOSITION 4 Let A ⊂ X −the A has the EP w.r.t. [0, 1] (R) iff for every finite
(countable) numerable open covering O of A there exists a finite (countable) numerable
open covereing U of X such that U ∩A is a refinement of O.
[The proof of necessity is similar to but simpler than the proof of the sufficiency so we
shall deal just with it, assuming only that there exists a numerable open covering U of X
such that U ∩ A is a refinement of O, there by omitting the cardinality assumption on U .
([0,1]) Let
 S′S′′ be two completely separated subspaces of A; let
 Z ′Z ′′ be
two disjoint zero sets in A :
 S′ ⊂ Z ′S′′ ⊂ Z ′′ . Let O = {A−Z ′, A−Z ′′}. Take U per O and
choose a neighborhood finite cozero set covering V of X such that V is a star refinement of
U (cf. §1, Proposition 13). Put
 W ′ = X −
⋃
{V ∈ V : V ∩ Z ′ = ∅}
W ′′ = X −
⋃
{V ∈ V : V ∩ Z ′′ = ∅}
−then
 W ′W ′′
are disoint zero sets in X :
 Z ′ ⊂W ′Z ′′ ⊂W ′′ . Therefore S′ and S′′ are completely separated
in X, thus, by Proposition 2, A has the EP w.r.t. [0,1].
(R) Let Z be a zero set in X : A ∩ Z = ∅, say Z = Z(f), where f ∈ C(X, [0, 1]).
The collection O = {f−1(]1/n, 1]) ∩ A} is a countable cozero set covering of A, hence is
numerable (cf. p. 1-25). Take U per O and choose a neighborhood finite cozero set covering
V = {Vj : j ∈ J} of X and a zero set covering Z = {Zj : j ∈ J} of X such that V is a refine-
ment of U with Zj ⊂ Vj (∀ j) (cf. p. 1-25). Given j, ∃ nj: Zj ∩A ⊂ f
−1(]1/nj , 1])∩A. Put
W =
⋃
j
Zj ∩ f
−1(]1/nj , 1]) −then W is a zero set in X containing A and disjoint from Z,
so A and Z are completely separated in X. Since the first part of the proof implies that A
necessarily has the EP w.r.t. [0,1], it follows from Proposition 3 that A has the EP w.r.t R.]
FACT Let A ⊂ X−then A is Z-embedded in X iff for every finite numerable open covering O of A
there exists a cozero set U containing A and a finite numerable open covering of U of U such that U ∩A is
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a refinement of O.
LEMMA Let (X, d) be a metric space; let A be a nonempty closed proper subspace
of X −then there exists a subset {ai : i ∈ I} of A and a neighborhood finite open covering
{Ui : i ∈ I} of X −A such that ∀ i: x ∈ Ui =⇒ d(x, ai) ≤ 2d(x,A).
[Assign to each x ∈ X − A the open ball Bx of radius d(x,A)/4. The collection
{Bx : x ∈ X − A} is an open covering of X − A, thus by paracompactness has a neigh-
borhood finite open refinement {Ui : i ∈ I}. Each Ui determines a point xi ∈ X − A:
Ui ⊂ Bxi , from which a point ai ∈ A: d(xi, ai) ≤ (5/4)d(xi, A). Obviously ∀ x ∈ Ui:
d(x, ai) ≤ (3/2)d(xi, A) and d(xi, A) ≤ (4/3)d(x,A).]
DUGUNDJI EXTENSION THEOREM Let (X, d) be a metric space; let A be a closed
subspace of X. Let E be a locally convex topological vector space. Equip
 C(A,E)C(X,E)
with the compact open topology −then there exists an embedding ext : C(A,E)→ C(X,E)
such that ∀ f ∈ C(A,E), ext(f)|A = f and the range of ext(f) is contained in the convex
hull of the range of f .
[Assume that A is nonempty, proper and, using the notation of the lemma, choose a
partition of unity {κi : i ∈ I} on X − A subordinate to {Ui : i ∈ I}. Given f ∈ C(A,E),
let
ext(f)(x) =

f(x) (x ∈ A)∑
i
κi(x)f(ai) (x ∈ X −A)
.
Then ext(f)|A = f and it is clear that ext(f)(X) is contained in the convex hull of f(A).
The continuity of ext(f) is built in at the points of X−A. As for the points of A, fix x0 ∈ A
and let N be a balanced convex neighborhood of zero in E. Choose a δ > 0 : d(a, a0) ≤ δ
=⇒ f(a) − f(a0) ∈ N (a ∈ A). Suppose that
 x ∈ X −Ad(x, a0) < δ/3 . If κi(x) > 0, then,
from the lemma, d(x, ai) ≤ 2d(x,A), hence d(ai, a0) ≤ 3d(x, a0) < δ. Consequently,
ext(f)(x)− ext(f)(a0) =
∑
i
κi(x)(f(ai)− f(a0) ∈
∑
i
κi(x)N ⊂ N.
Therefore ext(f) ∈ C(X,E). By contruction, ext is linear and one-to-one, so the only
remaining issue is its continuity. Take a nonempty compact subset K of X and let
O(K,N) = {F ∈ C(X,E) : F (K) ⊂ N}. Put KA = K ∩ A ∪ {ai ∈ A : K ∩ Ui 6= ∅}. Let
O(KA, N) = {f ∈ C(A,E) : f(KA) ⊂ N}. Plainly, f ∈ O(KA, N) =⇒ ext(f) ∈ O(K,N).
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Claim: KA is compact. To see this, let {xn} be a sequence in KA. Since K ∩A is compact,
we can suppose that {xn} has no subsequence in K ∩ A, thus without loss of generality,
xn = ain for some in : K ∩ Uin 6= ∅. Pick yn ∈ K ∩ Uin and assume that yn → y ∈ K.
Case 1: y ∈ K ∩A. Here, d(xn, y) = d(ain , y) ≤ 3d(yn, y)→ 0. Case 2: y ∈ K ∩ (X −A).
There is a neighborhood of y that meets finitely many of the Ui and once yn is in this
neighborhood, the index in is constrained to a certain finite subset of I, which means that
{xn} has a constant subsequence.]
[Note: Suppose that E is a normed linear space −then the image of ext|BC(A,E) is
contained in BC(X,E) and, per the uniform topology, ext : BC(A,E) → BC(X,E) is a
linear isometric embedding: ∀ f ∈ BC(A,E), ‖f‖ = ‖ext(f)‖.]
In passing, observe that if the ai are chosen from some given dense subset A0 ⊂ A,
then the range of ext(f) is contained in the union of f(A) and the convex hull of f(A0).
The Dugundji extension theorem has many applications. To mention one, it is a key ingredient in
the proof of a theorem of Milyutin to the effect that if X and Y are uncountable metrizable compact
Hausdorff spaces, then C(X) and C(Y ) are linearly homeomorphic (Pelczynski†). Extensions to the case
of noncompact X and Y have been given by Etcheberry‡.
[Note: The Banach−Stone theorem states that if X and Y are compact Hausdorff spaces, then X
and Y are homeomorphic provided that the Banach spaces C(X) and C(Y ) are isometrically isomorphic
(Behrends‖).]
Is Dugundji’s extension theorem true for an arbitrary topological vector space E? In
other words, can the “locally convex” supposition on E be dropped? The answer is “no”,
even if E is a linear metric space (cf. p. 6-12).
[Note: A topological vector space E is said to be a linear metric space if it is metriz-
able. Every linear metric space E admits a translation invariant metric (Kakutani) but E
need not be normable.]
Let X be a CRH space; let A be a nonempty closed subspace of X. Let E be a locally con-
vex topological vector space (normed linear space) −then a linear operator T : C(A,E) → C(X,E)
(T : BC(A,E) → BC(X,E)) continuous for the compact open topology (uniform topology) is said to
be a linear extension operator if for all f in C(A,E) (BC(A,E)) : Tf |A = f . Write LEO(X,A;E)
(LEOb(X,A;E)) for the set of linear extension operators associated with C(A,E) (BC(A,E)). Assuming
†Dissertationes Math. 58 (1968), 1-92; see also Semadeni, Banach Spaces of Continuous Functions,
PWN (1971), 379.
‡Studia Math. 53 (1975), 103-127; see also Hess, SLN 991 (1983), 103-110.
‖SLN 736 (1979), 138-140.
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that X is metrizable, the Dugundji extension theorem asserts: ∀ A, C(A,E) (BC(A,E)) possesses a linear
extension operator (and even more in that the “same” operator works for both). Question: What conditions
on X or A serve to ensure that LEO(X,A;E) (LEOb(X,A;E)) is not empty?
EXAMPLE (The Michael Line) Take the set R and topologize it by isolating the points of P,
leaving the points of Q with their usual neighborhoods. The resulting space X is Hausdorff and hereditarily
paracompact but not locally compact. And A = Q is a closed subspace of X which, however, is not a
Gδ in X. Let E = C(P), P in its usual topology, −then E is a locally convex topological vector space
(compact open topology). Claim: LEO(X,A;E) is empty. For this, it suffices to exhibit an f ∈ C(A,E)
that cannot be extended to an F ∈ C(X,E). If P has its usual topology, then the continuous function A×P→ R(x, y) 7→ 1/(y − x) has no continuous extension X × P → R (thus X × P is not normal). Defining
f ∈ C(A,E) by f(x)(y) = 1/(y − x), it follows that f has no extension F ∈ C(X,E).
A Hausdorff space is said to be submetrizable if its topology contains a metrizable topology. Ex-
amples: (1) The Michael line is submetrizable and normal but not perfect. (2) The Niemytzki plane is
submetrizable and perfect but not normal.
FACT Let X be a submetrizable CRH space. Suppose that A is a nonempty closed subspace of X
with a compact frontier −then ∀ E, LEO(X,A;E) (LEOb(X,A;E)) is not empty.
[Note: In view of the preceding examply, the hypothesis on A is not superfluous.]
When E = R, denote by LEO(X,A) (LEOB(X,A)) the set of linear extension opererators for C(A)
(BC(A)).
EXAMPLE LEOb(X,A) can be empty, even if X is a compact Hausdorff space. For a case in
point, take X = βN & A = βN−N. Claim: LEO(X,A) (= LEOb(X,A)) is empty. Suppose not and let T :
C(A)→ C(X) be a linear extension operator. Fix an uncountable collection U = {Ui : i ∈ I} of nonempty
pairwise disjoint open subsets of A. Pick an ai ∈ Ui and choose fi ∈ C(A, [0, 1]) :
 fi(ai) = 1fi|(A− Ui) = 0 .
Let Oi = {x ∈ X : Tfi(x) > 1/2}. Since X is separable, there exists an uncountable subset I0 of I and a
point x0 ∈ X : x0 ∈
⋂
i∈I0
Oi. Let n be some integer > ‖T‖. Select distinct indices ik (k = 1, . . . , 2n) in I0.
Put f =
2n∑
1
fik , so ‖f‖ = 1. A contradiction then results by writing
n = n ‖f‖ ≥ ‖Tf‖ ≥ Tf(x0) =
2n∑
1
Tfik(x0) > 2n ·
1
2
= n.
[Note: Let X be a compact Hausdorff space; let A be a nonempty closed subspace of X. Set
ρ(X,A) = inf{‖T‖ : T ∈ LEO(X,A)} (where ρ(X,A) =∞ if LEO(X,A) is empty). Of course, ρ(X,A) ≥ 1
and Benyamini† has shown that ∀ r : 1 ≤ r <∞, there exists a pair (X,A) : ρ(X,A) = r.]
†Israel J. Math. 16 (1973), 258-262.
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The space X figuring in the preceding example is not perfect (no point of βN − N is a Gδ in βN).
Can one get a positive result if perfection is assumed? The answer is “no”. Indeed, van Douwen† has
constructed an example of a CRH space X that is simulataneously perfect and paracompact, yet contains
a nonempty closed subspace A for which LEOb(X,A) = ∅.
The assumption that LEOb(X,A) is not empty ∀ A has implications for the topology of X. To quan-
tify the situation, given r : 1 ≤ r < ∞, let br be the condition: ∀ A, {T ∈ LEOb(X,A) : ‖T‖ ≤ r} 6= ∅.
Claim: If br is in force, then for any discrete collection A = {Ai : i ∈ I} of nonempty closed subsets of X
there is a collection U = {Ui : i ∈ I} of open subsets of X such that (1) Ai ⊂ Ui & i 6= j =⇒ Ui ∩Aj = ∅
and (2) ord(U) ≤ [r]. Thus put A = ∪A, let χi : A → [0, 1] be the characteristic function of Ai, choose
T ∈ LEOb(X,A) : ‖T‖ ≤ r, and consider U = {Ui : i ∈ I}, where Ui = {x ∈ X : Tχi(x) > r/[r] + 1}.
Example: Suppose that X satisfies br for some r < 2 −then X is collectionwise normal.
[Note: Let X be the Michael line −then one can show that X satisfies b1, yet LEO(X,A) = ∅ if
A = Q.]
FACT Let X be a Moore space. Assume: X satisfies br for some r −then X is normal and meta-
compact.
Let X be a nonempty topological space −then an equiconnecting structure on X is a
continuous function λ : IX2 → X such that ∀ x, y ∈ X and ∀ t ∈ [0, 1]:
 λ(x, y, 0) = xλ(x, y, 1) = y
& λ(x, x, t) = x. A subset A ⊂ X for which λ(IA2) is called λ-convex. In order that X
have an equiconnecting structure, it is necessary that X be both contractible and locally
contractible but these conditions are not sufficient as can be seen by considering Borsuk’s
cone (cf. p. 6-15). Example: Suppose that X is a contractible topological group. Let
H : IX → X be a homotopy contracting X to its unit element e −then the prescription
λ(x, y, t) = H(e, t)−1H(xy−1, t)y defines an equiconnecting structure on X. In particular,
if X is a topological vector space, then H(x, t) = (1− t)x will do.
[Note: Let E be an infinite dimensional Banach space. Consider GL(E), the group
of invertible bounded linear transformations T : E → E. Equip GL(E) with the topology
induced by the operator norm −then GL(E) is a topological group and, being an open
subset of a Banach space, has the homotopy type of a CW complex (cf. §5, Proposition
6). If E is actually a Hilbert space, then GL(E) is contractible (Kuiper‡) but this need
not be true in general (even if E is reflexive), although it is the case for certain specific
spaces e.g., C([0, 1]) or Lp([0, 1]) (1 ≤ p ≤ ∞). See Mityagin‖ for proofs and other remarks.]
FACT A nonempty topological space X has an equiconnecting structure iff the diagonal ∆X is a
strong deformation retract of X ×X.
[Necessity: Given λ, consider the homotopy H : IX2 → X2 defined by H((x, y), t) = (λ(x, y, t), y).
†General Topology Appl. 5 (1975), 297-319.
‡Topology 3 (1965), 19-30.
‖Russian Math. Surveys 25 (1970), 59-103.
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[Sufficiency: Given H , consider the equiconnecting structure λ : IX2 → X defined by
λ(x, y, t) =
 p1(H((x, y), 2t)) (0 ≤ t ≤ 1/2)p2(H((x, y), 2− 2t)) (1/2 ≤ t ≤ 1) ,
where p1 and p2 are the projections onto the first and second factors.]
FACT Suppose that X is a nonempty topological space for which the inclusion ∆X → X ×X is a
cofibration −then X has an equiconnecting structure iff X is contractible.
[Choose a homotopy H : IX → X contracting X to x0:
 H(x, 0) = xH(x, 1) = x0 and then define Λ : IX2 →
X2 by Λ((x, y), t) = (H(x, t),H(y, t)) to see that ∆X is a weak deformation retract of X ×X.]
A nonempty topological space X is said to be locally convex if it admits an equiconnecting structure
λ such that every x ∈ X has a neighborhood basis comprised of λ-convex sets. The convex subsets of a
locally convex topological vector space are therefore locally convex, where λ(x, y, t) = (1− t)x+ ty. On the
other hand, the long ray L+ is not locally convex.
EXAMPLE Let K = (V,Σ) be a vertex scheme. Suppose that K is full , i.e., if F ⊂ V is finite
and nonempty, then F ∈ Σ. Claim: |K| is locally convex. Thus fix a pint ∗ ∈ V . Let φ ∈ |K| −then
φ =
∑
v 6=∗
bv(φ)χv +
(
1 − ∑
v 6=∗
bv(φ)
)
χ∗. Here, χv, (χ∗) is the characteristic function of {v} ({∗}). Define
β : |X|×|K| → |K| by β(φ, ψ) = ∑
v 6=∗
β(φ, ψ)vχv+
(
1−∑
v 6=∗
β(φ,ψ)v
)
χ∗, where β(φ, ψ)v = min{bv(φ), bv(ψ)}.
The assignment
λ(φ,ψ, t) =
 (1− 2t)φ+ 2tβ(φ, ψ) (0 ≤ t ≤ 1/2)(2− 2t)β(φ, ψ) + (2t− 1)ψ (1/2 ≤ t ≤ 1)
is an equiconnecting structure on |K| relative to which |K| is locally convex.
FACT Let A ⊂ X, where X is metrizable and A is closed −then A has the EP w.r.t any locally
convex topological space.
PLACEMENT LEMMA Every metric space (X, d) can be isometrically embedded as
a closed subspace of a normed linear space E, where wtE = ωwtX.
[Denote by Σ the collection of all nonempty finite subsets of X. Give Σ the discrete
topology. Fix a point x0 ∈ X. Attach to each x ∈ X a function fx :
 Σ→ Rσ 7→ d(x, σ) − d(x0, σ)
−then fx ∈ BC(Σ) and the assignment ι :
 X → BC(Σ)x 7→ fx is an isometric embedding.
Note that fx0 ≡ 0. Let E be the linear span of ι(X) in BC(Σ). To see that ι(X) is closed
in E, take a φ ∈ E − ι(X), say φ =
n∑
0
rifxi (ri real), put σ = {x0 . . . , xn} and choose δ
6-11
positive and less than (1/2)min ‖φ− fxi‖. Claim: No element of ι(X) can be within δ of
φ. Suppose not, so ∃ x ∈ X: ‖φ− fx‖ < δ. Since ι is an isometry,
d(x, xi) = ‖fxi − fx‖ ≥ ‖φ− fxi‖ − ‖φ− fx‖ > 2δ − δ = δ,
from which ‖φ− fx‖ ≥ |φ(σ) − fx(σ)| = d(x, σ) ≥ δ, a contradiction. There remains the
assertion on the weights. For this, let D be a dense subset of ι(X) of cardinality ≤ κ:
fx0 ∈ D −then the linear span of D is dense in E and contains a dense subset of cardinal-
ity ≤ ωκ.]
[Note: One can obviously arrange that E is complete provided this is the case of
(X, d).]
FACT Every CRH space X can be embedded as a closed subspace of a locally convex topological
vector space E.
Let Y be a nonempty metrizable space.
(AR) Y is said to be an absolute retract (AR) if under any closed embedding
Y → Z into a metrizable space Z, the image of Y is a retract of Z.
(ANR) Y is said to be an absolute neighborhood retract (ANR) if under any
closed embedding Y → Z into a metrizable space Z, the image of Y is a neighborhood
retract of Z.
[Note: There is no map from a nonempty set to the empty set, thus ∅ cannot be
an AR, but there is a map from the empty set to the empty set, so we shall extend the
terminology to agree that ∅ is an ANR.]
PROPOSITION 5 Let Y be a nonempty metrizable space −then Y is an AR (ANR)
iff for every pair (X,A), where X is metrizable and A ⊂ X is closed, A has the EP (NEP)
w.r.t. Y .
[The indirect assertion is obvious. Turning to the direct assertion, in view of the place-
ment lemma, Y can be realized as a closed subspace of a normed linear space E. Assuming
that Y is an AR, fix a retraction r : E → Y . If now f : A → Y is a continuous function,
then by the Dugundji extension theorem, ∃ F ∈ C(X,E): F |A = f . Consider r ◦ F .]
EXAMPLE Cauty† has given an example of a linear metric space E which is not an absolute
retract, so, for this E, the Dugundji extension theorem must fail.
[Note: Therefore a metrizable space that has an equiconnecting structure need not be an AR.]
†Fund. Math. 146 (1994), 85-99.
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A countable product of nonempty metrizable spaces in an AR iff all the factors are
ARs. Example: [0, 1]n, Rn, [0, 1]ω , and Rω are absolute retracts. A countable product of
nonempty metrizable spaces is an ANR iff all the factors are ANRs and all but finitely
many of the factors are ARs. Example: Sn and Tn are absolute neighborhood retracts but S
n × Sn × · · ·
Tn ×Tn × · · ·
(ω factors) are not absolute neighborhood retracts.
Every retract (neighborhood retract) of an AR (ANR) is an AR (ANR). An open
subspace of an ANR is an ANR.
EXAMPLE Let E be a normed linear space −then every nonempty convex subset of E is an AR
and every open subset of E is an ANR. Assume in addition that E is infinite dimensional. Let S be the
unit sphere in E −then S is an AR. To establish this, it need only be shown that S is a retract of D, the
closed unit ball in E. Fix a proper dense linear subspace E0 ⊂ E (the kernel of a discontinuous linear
functional will do). In the notation of the Dugundji extension theorem, work with the pair (D,S), picking
the points defining ext in S ∩E0, let f = idS −then there exists a continuous function ext(f) : D → E such
that ext(f)|S = idS, with ext(f)(D) contained in S ∪ (D ∩E0), a proper subset of D. Choose a point p in
the interior of D : p /∈ ext(f)(D), let r : D − {p} → S be the corresponding radial retraction and consider
r ◦ ext(f). Corollary: Not every continuous function D→ D has a fixed point.
[Note: There is another way to argue. Klee† has shown that if E is an infinite dimensional normed
linear space and if K ⊂ E is compact, then E and E − K are homeomorphic. In particular, E − {0} is
homeomorphic to E, thus is an AR, and so S, being a retract of E − {0} is an AR. Matters are trivial if E
is an infinite dimensional Banach space, since then E is actually homeomorphic to S.]
EXAMPLE Let Y be any set lying between ]0, 1[n and [0, 1]n −then Y is an AR. Thus let f
be a closed embedding Y → Z of Y into a metrizable space Z. Call j the inclusion Y → [0, 1]n, so
j ◦ f−1 ∈ C(f(Y ), [0, 1]n). Choose a g ∈ C(Z, [0, 1]n): g|f(Y ) = j ◦ f−1. Fix a compatible metric d on
Z and define a continuous function h : Z → [0, 1]n × [0, 1] by sending z to (g(z),min{1, d(z, f(Y ))}). The
range of h is therefore a subset of i0Y ∪ [0, 1]n×]0, 1]. Let r : i0Y ∪ [0, 1]n×]0, 1] → i0Y be the retraction
determined by projecting from the point (1/2, . . . , 1/2,−1) ∈ Rn+1 and let p : i0Y → Y be the canonical
map. Thatf(Y ) is a retract of Z is then seen by considering the composite f ◦ p ◦ r ◦ h.
FACT Let Y be an AR; let B be a nonempty closed subspace of Y −then B is an AR iff B is a
strong deformation retract of Y .
[To see that the condition is necessary, fix a retraction r : Y → B and define a continuous function
h : i0Y ∪IB∪ i1Y → Y by h(y, t) =

y (y ∈ Y, t = 0)
y (y ∈ B, 0 ≤ t ≤ 1)
f(y) (y ∈ Y, t = 1)
. Since i0Y ∪IB∪ i1Y is a closed subspace
of IY and since B is an AR, it follows from Proposition 5 that h has a continuous extension H : IY → Y .]
Let Y be an ANR −then Y is homeomorphic to its diagonal ∆Y which is therefore a strong deforma-
†Proc. Amer. Math. Soc. 7 (1956), 673-674.
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tion retract of Y × Y and this means that Y has an equiconnecting structure (cf. p. 6-10).
[Note: A metrizable locally convex topological space is an AR (cf. p. 6-11 and Proposition 5) but
not every AR is locally convex.]
FACT Let Y be an ANR; let B be a closed subspace of Y −then B is an ANR iff the inclusion
B → Y is a cofibration.
[If B is an ANR, then so is i0Y ∪ IB (cf. p. 6-42 (NES4)), thus there exists a neighborhood O of
i0Y ∪ IB in IY and a retraction r : O → i0Y ∪ IB. Choose a neighborhood V of B in Y : IV ⊂ O and fix
φ ∈ C(Y, [0, 1]) :
 φ|B = 1φ|Y − V = 0 . Consider the map
 IY → i0Y ∪ IB(y, t) 7→ r(y, φ(y)t) .]
Let Y be an ANR −then Y is homeomorphic to its diagonal ∆Y , hence the inclusion ∆Y → Y×Y
is a cofibration. Consequently, Y is uniformly locally contractible (cf. p. 3-15) and ∀ y0 ∈ Y , (Y, y0) is
wellpointed (cf. p. 3-16).
[Note: It is unknown whether every metrizable uniformly locally contractible space is an ANR. Any
counterexample would necessarily have infinite topological dimension (cf. infra).]
Thanks to the placement lemma and the fact that a retract of a contractible (locally
contractible) space is contractible (locally contractible), every AR (ANR) is contractible
(locally contractible). Both the broom and the cone over the Cantor set are contractible
but, failing to be locally contractible, neither is an ANR.
LEMMA Suppose that Y is a contractible ANR −then Y is an AR.
A locally path connected topological space X is said to be locally n-connected (n ≥ 1)
provide that for any x ∈ X and any neighborhood U of x there exists a neighborhood
V ⊂ U of x such that the arrow πq(V, x) → πq(U, x) induced by the inclusion V → U
is the trivial map (1 ≤ q ≤ n). If X is locally n-connected for all n, then X is called
locally homotopically trivial. Example: A locally contractible space is locally homotopic-
ally trivial.
EXAMPLE Working in ℓ2, let pk = (rk(2k + 1), 0, . . .), where rk = 1/2k(k + 1) (k = 1, 2, . . .),
and put p0 = lim
k
pk (= (0, 0, . . .)). Denote by Xk(n) the set consisting of those points x = {xi}: xi = 0
(i > n+1) and whose distance from pk is rk. The union {p0}∪
∞⋃
k=1
Xk(n+1) is locally n-connected but not
locally (n+ 1)-connected, while the union {p0} ∪
∞⋃
k=1
Xk(k) is locally homotopically trivial but not locally
contractible.
Let Y be a nonempty metrizable space.
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(LCn) Y is locally n-connected iff for every pair (X,A), where X is metrizable and A ⊂ X is
closed with dim(X − A) ≤ n+ 1, A has the NEP w.r.t Y .
(Cn+ LCn) Y is n-connected and locally n-connected iff for every pair (X,A), where X is
metrizable and A ⊂ X is closed with dim(X − A) ≤ n+ 1, A has the EP w.r.t Y .
Let Y be a nonempty metrizable space of topological dimension ≤ n.
(LCn+ dim ≤ n) Y is locally n-connected iff Y is locally contractible iff Y is an ANR.
(Cn+ LCn+ dim ≤ n) Y is n-connected and locally n-connected iff Y is contractible and locally
contractible iff Y is an AR.
The proofs of these results can be found in Dugundji† .
[Note: It follows that a metrizable space of finite topological dimension is uniformly locally con-
tractible iff it is an ANR and has an equiconnecting structure iff it is an AR.]
EXAMPLE (Boruk’s Cone) There exists a contractible, locally contractible compact metriz-
able space that is not an ANR. Choose a sequence: 0 = t0 < t1 < · · · < 1, lim tn = 1. Inside the
product
∞∏
0
[0, 1], for n = 1, 2, . . ., form Yn = [tn−1, tn] × [0, 1]n × 0 × · · · , put Y∞ = 1 ×
∞∏
1
[0, 1], and
let Y =
(∞⋃
1
frYn
) ∪ Y∞ −then Y is a compact connected metrizable space which we claim is locally con-
tractible yet has nontrivial singular homology in every dimension, thus is not an ANR (cf. p. 6-20).
Local contractibility at the points of Y − Y∞ being obvious, let y∞ = (1, y1, . . .) ∈ Y∞ and fix a neigh-
borhood U of y∞. There is no loss of generality in assuming that U is the intersection of Y with a set
[a0, 1]× [a1, b1]× · · · × [ak, bk]× [0, 1]× · · · . Consider a neighborhood V of y∞ that is the intersection of Y
with a set [a0, 1]× [a1, b1]× · · · × [ak, bk]× [ak+1, bk+1]× [0, 1]× · · · where bk+1 − ak+1 < 1. There are two
cases
 1 /∈ [ak+1, bk+1]0 /∈ [ak+1, bk+1] . As both are handled in a similar manner, suppose, e.g., that 1 /∈ [ak+1, bk+1]
and define a homotopy H : IV → U between the inclusion V → U and the constant map V → y∞ by
letting H(v, t) be consecutively

(v0, v1, . . . , vk, (1− 3t)vk+1, vk+2, . . .)
(3t− 1 + (2− 3t)v0, v1, . . . , vk, 0, vk+2, . . .)
(1, y1 − 3(1− t)(y1 − v1), y2 − 3(1− t)(y2 − v2), . . .).
Here, v = (v0, v1, . . .) ∈ V and

0 ≤ t ≤ 1/3
1/3 ≤ t ≤ 2/3
2/3 ≤ t ≤ 1
. That Y is not an ANR is seen by remarking that frYn
is a retract of Y , hence Hn(frYn) ≈ Z is isomorphic to a direct summand of Hn(Y ). The cone ΓY of Y
is a contactible, locally contractible compact metrizable space. And Y , as a closed subspace of ΓY , is a
neighborhood retract of ΓY . Therefore ΓY is not an ANR. Finally, Y is not uniformly locally contractible,
so ΓY does not have an equiconnecting structure.
†Compositio Math. 13 (1958), 229-246; see also Kodama, Proc. Japan Acad. Sci. 33 (1957), 79-83.
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[Note: Other, more subtle examples of this sort are known (Daverman-Walsh†) .]
FACT Let Y ⊂ Rn −then Y is a neighborhood retract of Rn iff Y is locally compact and locally
contractible.
Haver‡ has shown that if a locally contractible metrizable space Y can be written as a countable union
of compacta of finite topological dimension, then Y is an ANR. Example: Every metrizable CW complex
X is an ANR. Indeed, for this one can assume that X is connected (cf. Proposition 12). But then X, being
locally finite, is necessarily countable, hence can be written as a countable union of finite subcomplexes.
Certain function spaces or automorphism groups that arise “in nature” turn out to
be ARs or, equivalently, contractible ANRs. Example: Let E be an infinite dimensional
Hilbert space −then GL(E) is contractible (cf. p. 6-10). However, GL(E) is an open
subset of a Banach space, thus in an ANR. Conclusion: GL(E) is an AR.
EXAMPLE (Measurable Functions) Let Y be a nonempty metrizable space. Denote by
MY the set of equivalence classes of Borel measurable functions f : [0, 1]→ Y equipped with the topology
of convergence in measure −then MY is metrizable, a compatible metric being given by the assignment
(f, g) −→
1∫
0
d(f(x), g(x))dx where d is a compatible metric on Y bounded by 1. Nhu‖ has shown that
MY is an ANR. Claim: MY is contractible. To see this, fix a point y0 ∈ Y and consider the homotopy
H(f, t)(x) =
 f(x) (x > t)y0 (x ≤ t) . Therefore MY is an AR.
[Note: Take Y = R −then MR is a linear metric space. But its dual M∗R is trivial, hence MR is not
locally convex.]
EXAMPLE (Measurable Transformations) Let Γ be the set of equivalence classes of mea-
sure preserving Borel measurable bijections γ : [0, 1] → [0, 1] i.e., let Γ be the automorphism group of
the measure algebra A of the unit interval. Equip Γ with the topology of pointwise convergence on A
−then a subbasis for the neighborhoods at each fixed γ0 ∈ Γ is the collection of all sets of the form
{γ : |γA∆γ0A| < ǫ} (A ∈ A & ǫ > 0), ∆ being symmetric difference. With respect to this topology, Γ
is a first countable Hausdorff topological group, so Γ is metrizable. Nhu¶ has shown that Γ is an ANR.
Claim: Γ is contractible. To see this, let B be the complement of A in [0, 1] and assign to each pair
(A, γ) its return partition, viz. the sequence {Ωn}, where Ω0 = B, Ω1 = A ∩ γ−1A, and for n ≥ 2,
Ωn = A ∩ γ−1B ∩ · · · ∩ γ−(n−1)B ∩ γ−nA. Define γA ∈ Γ by γA(x) = γn(x) (x ∈ Ωn), check that the map A× Γ→ Γ(A,γ) 7→ γA is continuous, and consider the homotopy H(t, γ) = γ[t,1]. Therefore Γ is an AR.
†Michigan Math. J. 30 (1983), 17-30.
‡Proc. Amer. Math. Soc. 40 (1973), 280-284.
‖Fund. Math. 124 (1984), 243-254.
¶Proc. Amer. Math. Soc. 110 (1990), 515-522.
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[Note: Confining the discussion to the unit inteval is not unduly restrictive since the Halmos-von
Neumann theorem says that every separable, non atomic, normalized measure algebra is isomorphic to A.]
Let X be a second countable topological manifold of euclidean dimension n. Denote
by H(X) the set of all homeomorphims X → X endowed with the compact open topology
−then H(X) is a topological group (cf. p. 2-6). Moreover, H(X) is metrizable and one
can ask: Is H(X) an ANR? If X is not compact, then the answer is “no” since there are
examples where H(X) is not even locally contractible (Edwards-Kirby†). If X is compact,
then H(X) is locally contractible (C˘ernavski˘i‡) and there is some evidence to support a
conjecture that H(X) might be an ANR.
[Note: If X is not compact but is homeomorphic to the interior of a compact topo-
logical manifold with boundary, then H(X) is locally contractible (C˘ernavski˘i (ibid.)).
Example: H(Rn) is locally contractible.]
EXAMPLE Take X = [0, 1] −then H([0, 1]) is homeomorphic to Rω × {0, 1} (thus is an ANR).
In other words, the claim is that the identity component He([0, 1]) of H([0, 1]) is homeomorphic to R
ω.
Form the product
∞∏
n=0
2n∏
i=1
]0, 1[n,i and define a homeomorphism between it and He([0, 1]) by assigning to
a typical string (xn,i) an order preserving homeomorphism φ : [0, 1] → [0, 1] via the following procedure.
Suppose that n is given and that there have been defined two sets of points
 An = {0 = a(n, 0) < a(n, 1) < · · · < a(n, 2
n) = 1}
Bn = {0 = b(n, 0) < b(n, 1) < · · · < b(n, 2n) = 1}
,
with φ(a(n, i)) = b(n, i). To extend the definition of φ to an order preserving bijection An+1 → Bn+1, where An+1 ⊃ AnBn+1 ⊃ Bn and both have cardinality 2n+1+1, distinguish two cases. Case 1: n is odd. Let αi be the
midpoint of [a(n, i−1), a(n, i)] and set βi = φ(αi) = xn,i(b(n, i)−b(n, i−1))+b(n, i−1). Case 2: n is even.
Let βi be the midpoint of [b(n, i− 1), bn, i)] and set αi = φ−1(βi) = xn,i(a(n, i)− a(n, i− 1)) + a(n, i− 1).
Define
 An+1 = An ∪ {αi : i = 1, . . . , 2
n}
Bn+1 = Bn ∪ {βi : i = 1, . . . , 2n}
, so that in the obvious notation
 An+1 = {0 = a(n+ 1, 0) < a(n+ 1, 1) < · · · < a(n+ 1, 2
n+1) = 1}
Bn+1 = {0 = b(n+ 1, 0) < b(n+ 1, 1) < · · · < b(n+ 1, 2n+1) = 1}
,
†Ann. of Math. 93 (1971), 63-88.
‡Math. Sbornik 8 (1969), 287-333; see also Rushing, Topological Embeddings, Academic Press (1973),
270-293.
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with φ(a(n+ 1, i)) = b(n+ 1, i). If now

A =
∞⋃
1
An
B =
∞⋃
1
Bn
, then
 AB are dense in [0, 1] and φ : A→ B is
an order preserving bijection, hence admits an extension to an order preserving homeomorphism φ : [0, 1]→
[0, 1].
[Note: H([0, 1]) and H(]0, 1[) are homeomorphic. In fact, the arrow of restriction H([0, 1])→ H(]0, 1[)
is continuous and has for its inverse the arrow of extension H(]0, 1[) → H([0, 1]), which is also continuous.
Corollary: H(]0, 1[) is an ANR. Corollary H(R) is an ANR.]
EXAMPLE Take X = S1 −then H(S1) is homeomorphic to Rω × S1 × {0, 1} (thus is an ANR).
To see this, it suffices to observe that H(S1) is homeomorphic to G×S1, where G is the subgroup of H(S1)
consisting of those φ which fix (1, 0).
Therefore, if X is a compact 1-manifold, then H(X) is an ANR. Ths same conclusion obtains if X is
a compact 2-manifold (Luke-Mason†) but if n > 2, then it is unknown whether H(X) is an ANR.
EXAMPLE Take X = [0, 1]ω, the Hilbert cube −then H(X) (compact open topology) is metriz-
able and Ferry‡ has shown that H(X) is an ANR.
LEMMA Let K = (V,Σ) be a vertex scheme −then |K|b is an ANR.
[There are three steps to the proof.
(I) Fix a point ∗ /∈ V and put V∗ = V ∪ {∗}. Let Σ∗ be the set of all nonempty
finite subsets of V∗. Call K∗ the associated vertex scheme. Claim |K∗|b is an AR. Indeed,
the inclusion |K∗|b → ℓ
1(V∗) is an isometric embedding with a convex range.
(II) Let Γ∗ be the subspace of |K∗|b consisting of χ∗, the characteristic function
of {∗}, and those φ 6= χ∗ : φ
−1(]0, 1]) ∩ V ∈ Σ. Claim: Γ∗ is an AR. To establish this, it
suffices to exhibit a retraction r : |K∗|b → Γ∗. Take a φ ∈ |K∗|b. Case 1: φ = χ∗. There is
no choice here: r(χ∗) = χ∗. Case 2: φ 6= χ∗. Suppose that φ
−1(]0, 1])−{∗} = {v0, . . . , vn}.
Order the vertexes vi so that φ(v0) ≥ · · · ≥ φ(vn). Denote by k the maximal index:
{v0, . . . , vk} ∈ Σ and define r(φ) by the following formulas:
r(φ)(∗) = 1−
∑
v∈V
r(φ)(v)
r(φ)(v) = 0 (v ∈ V − {v0, . . . , vk})
and  k = n : r(φ)(vi) = φ(vi) (0 ≤ i ≤ k)k < n : r(φ)(vi) = φ(vi)− φ(vk+1) (0 ≤ i ≤ k)
One can check that r is welldefined and continuous.
(III) Since Γ∗ − {χ∗} is open in Γ∗, it is an ANR. Claim: |K|b is a retract of
†Trans. Amer. Math. Soc. 164 (1972), 275-285.
‡Ann. of Math. 106 (1977), 101-119.
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Γ∗ − {χ∗}, hence in an ANR. To see this, consider the map φ→
φ− φ(∗)χ∗
1− φ(∗)
.]
A topological space is said to be a (finite, countable) CW space if it has the homo-
topy type of a (finite, countable) CW complex. The following theorems characterize these
classes in terms of ANRs.
CW-ANR THEOREM Let X be a topological space −then X has the homotopy type
of a CW complex iff X has the homotopy type of an ANR.
[If X has the homotopy type of a CW complex, then there exists a vertex scheme K
such that X has the homtopy type of |K| (cf. §5, Proposition 2) or still, the homotopy type
of |K|b (cf. §5, Proposition 1) and, by the lemma, |K|b is an ANR. Conversely, if X has the
homotopy type of an ANR Y , use the placement lemma to realize Y as a closed subpace
of a normal linear space E. Fix an open U ⊂ E : U ⊃ Y and a retraction r : U → Y .
Since U has the homotopy type of a CW complex (cf. §5, Proposition 6), the domination
theorem implies that the same is true of Y .]
COUNTABLE CW-ANR THEOREM Let X be a topological space −then X has the
homotopy type of a countable CW complex iff X has the homotopy type of a second count-
able ANR.
[If X has the homotopy type of a countable CW complex, then there exists a countable
locally finite vertex scheme K such that X has the homtopy type of |K| (cf. §5, Proposition
3 and p. 5-14). Therefore, |K| = |K|b is Lindelo¨f, hence second countable, and, by the
lemma, |K|b is an ANR. Conversely, if X has the homotopy type of a second countable
ANR Y , then the “E” figuring in the preceding argument is second countable, therefore
the “U” has the homotopy type of a countable CW complex (cf. §5, Proposition 6) and
the countable domination theorem can be applied.]
FINITE CW-ANR THEOREM Let X be a topological space −then X has the homo-
topy type of a finite CW complex iff X has the homotopy type of a compact ANR.
[One direction is easy: If X has the homotopy type of a finite CW complex, then
there exists a finite vertex scheme K such that X has the homotopy type of |K| = |K|b (cf.
§5, Proposition 3), which, by the lemma, is an ANR. The converse, however, is difficult:
Its proof depends on an application of a number of theorems from infinite dimensional
topology (West†).]
†Ann. of Math. 106 (1977), 1-18.
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Application: The singular homology groups of a compact ANR are finitely generated
and vanish beyond a certain point and the fundamental group of a compact connected
ANR is finitely presented.
According to the CW-ANR theorem, if Y is an ANR, then it and each of its open subsets has the
homotopy type of a CW complex. On the other hand, it an be shown that every metrizable space with this
property is an ANR (Cauty†) .
FACT Let Y be a nonempty metrizable space −then Y is an AR iff Y is a homotopically trivial
ANR.
[A connected CW complex is homotopically trivial iff it is contractible. Quote the CW-ANR theorem.]
Let X and Y be topological spaces. Let O = {O} be an open covering of Y −then two continuous
functions
 f : X → Yg : X → Y are said to be O-contiguous if ∀ x ∈ X ∃ O ∈ O: {f(x), g(x)} ⊂ O.
LEMMA Suppose that Y is an ANR −then there exists an open covering O = {O} of Y such that
for any topological space X :
 f ∈ C(X,Y )g ∈ C(X, Y ) O−contiguous =⇒ f ≃ g.
[Choose a normed linear space E containing Y as a closed subspace. Fix a neighborhood U of Y in E
and a retraction r : U → Y . Let C = {C} be a covering of U by convex open sets. Put O = C∩Y . Take two
O-contiguous functions f and g. Define h : IX → E by h(x, t) = (1 − t)f(x) + t(g(x) −then h(IX) ⊂ U ,
so H = r ◦ h is a homotopy IX → Y between f and g.]
Let X be a topological space, U = {U} an open covering of X. Let K = (V,Σ) be a vertex scheme
−then a function f :
∣∣∣K(0)∣∣∣→ X is said to be confined by U if ∀ σ ∈ Σ ∃ U ∈ U : f(|σ| ∩ ∣∣∣K(0)∣∣∣) ⊂ U .
LEMMA Suppose that Y is an ANR. Let O = {O} be an open covering of Y −then there ex-
ists an open refinement P = {P} of O such that for every vertex scheme K = (V,Σ) and every function
f :
∣∣∣K(0)∣∣∣ → Y confined by P there exists a continuous function F : |K| → Y such that F |∣∣∣K(0)∣∣∣ = f and
∀ σ ∈ Σ, ∀ P ∈ P : f(|σ| ∩
∣∣∣K(0)∣∣∣) ⊂ P =⇒ ∃ O ∈ O: F (|σ|) ∪ P ⊂ O.
[Choose a normed linear space E containing Y as a closed subpace. Fix a neighborhood U of Y in
E and a retraction r : U → Y . Let C = {C} be a refinement of r−1(O) consisting of convex open sets.
Put P = C ∩ Y −then P is an open refinement of O which we claim has the properties in question. Thus
let K = (V,Σ) be a vertex scheme. Take a function f :
∣∣∣K(0)∣∣∣ → Y confined by P . Given σ ∈ Σ, write
Cσ for the convex hull of f(|σ| ∩
∣∣∣K(0)∣∣∣), itself a subset of some C ∈ C. Construct by induction continuous
functions Φn :
∣∣∣K(n)∣∣∣ → U subject to Φ0 = f , Φn+1|∣∣∣K(n)∣∣∣ = Φn, and ∀ σ ∈ Σ, Φn(|σ| ∩ ∣∣∣K(n)∣∣∣) ⊂ Cσ.
Here the point is that if Φn has been constructed and if σ is an (n+1)-simplex, then |σ| − 〈σ〉 ⊂
∣∣∣K(n)∣∣∣,
therefore the restriction of Φn to |σ| − < σ > can be continuously extended to |σ|, Cσ being an AR. This
done, define Φ : |K| → U by Φ|
∣∣∣K(n)∣∣∣ = Φn. Since each Φn is continuous, so is Φ. Consider F = r ◦ Φ.]
†Fund. Math. 144 (1994), 11-22.
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These lemmas can be used to prove that if Y is an ANR of topological dimension ≤ n, then Y is
dominated in homotopy by |K|, where K is a vertex scheme: dimK ≤ n, a result not directly implied by
the CW-ANR theorem. In succession, let O be an open covering of Y per the first lemma, let P be an open
refinement of O per the second lemma, and let Q be a neighborhood finite star refinement of P (cf. §1,
Proposition 13) −then Q has a precise open refinement V of order ≤ n+ 1 (cf. §19, Proposition 6). Obvi-
ously dimN(V) ≤ n, N(V) the nerve of V. Fix a point yV in each V ∈ N(V)(0). Define f :
∣∣∣N(V)(0)∣∣∣→ Y
by f(χV ) = yV . Claim: f is confined by P . For suppose that σ = {V1, . . . , Vk} is a simplex of N(V).
Since V1 ∩ · · · ∩ Vk 6= ∅ and since V is a star refinement of P , there exists P ∈ P : V1 ∪ · · · ∪ Vk ⊂ P =⇒
f(|σ| ∩
∣∣∣N(V)(0)∣∣∣) ⊂ P . Now take F : |N(V)| → Y as above and choose a V-map G : Y → |N(V)| (cf. p.
5-3). One can check that F ◦ G and idY are O-contiguous, hence homotopic.
[Note: By analogous arguments, if Y is a compact (connected) ANR of topological dimension ≤ n,
then Y is dominated in homotopy by |K|, where K is a vertex scheme: dimK ≤ n and |K| is compact
(connected).]
Application: Let Y be an ANR of topological dimension ≤ n −then the singular homology groups of
Y vanish in all dimensions > n.
EXAMPLE Suppose that Y is a compact connected ANR: dimY = 1, & π1(Y ) 6= 1 −then π1(Y )
is finitely generated and free. Consequently, Y has the homotopy type of a finite wedge of 1-spheres.
There are two variants of the CW-ANR theorem.
(Paired Version) A CW pair is a pair (X,A), where X is a CW complex and
A ⊂ X is a subcomplex; an ANR pair is a pair (Y,B) where Y is an ANR and B ⊂ Y is
closed and an ANR. Working then in the category of pairs of topological space, the result
is that an arbitrary object in this category has the homotopy type of a CW pair iff it has
the homotopy type of an ANR pair.
(Pointed Version) A pointed CW complex is a pair (X,x0), where X is a CW
complex and x0 ∈ X
(0); a pointed ANR pair is a pair (Y, y0), where Y is an ANR and
y0 ∈ Y . Working then in the category of pointed topological spaces, the result is that an
arbitrary object in this category has the homotopy type of a pointed CW complex iff it
has the homotopy type of a pointed ANR.
[Note: There is also a CW-ANR theorem for the category of pointed pairs of topo-
logical spaces.]
In HTOP2, the relevant reduction is that if (X,A) is a CW pair, then there exists a vertex scheme
K and a subscheme L such that (X,A) ≈ (|K| , |L|), while in HTOP∗, the relevant reduction is that if
(X,x0) is a pointed CW complex, then there exists a vertex scheme K and a vertex v0 ∈ V such that
(X,x0) ≈ (|K| , |v0|) (cf. p. 5-12).
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Convention: The function spaces encountered below carry the compact open topology.
LEMMA Let X, Y and Z be topological spaces.
(i) Let f ∈ C(X,Y ) −then the homotopy class of the precomposition arrow
f∗ : C(Y,Z)→ C(X,Z) depends only on the homotopy class of f .
(ii) Let g ∈ C(Y,Z) −then the homotopy class of the postcomposition arrow
g∗ : C(X,Y )→ C(X,Z) depends only on the homotopy class of g.
Application: The homotopy type of C(X,Y ) depends only on the homotopy types of
X and Y .
[Note: By the same token, in TOP2 the homotopy type of (C(X,A;Y,B), C(X,B))
depends only on the homotopy types of (X,A) and (Y,B), whereas in TOP∗ the homotopy
type of C(X,x0;Y, y0) depends only on the homotopy types of (X,x0) and (Y, y0).]
PROPOSITION 6 Let K be a nonempty compact metrizable space; let Y be a
metrizable space −then C(K,Y ) is an ANR iff Y is an ANR.
[Necessity: Assuming that Y is nonempty, embed Y in C(K,Y) via the assignment
y 7→ j(y), where j(y) is the constant map K → y. Fix a point k0 ∈ K and denote by
e0 : C(K,Y ) → Y the evaluation φ → φ(k0). Becuase j ◦ e0 is a retraction of C(K,Y )
onto j(Y ), it follows that if C(K,Y ) is an ANR, then so is Y .
[Sufficiency: Let (X,A) be a pair, where X is metrizable and A ⊂ X is closed. Let
f : A → C(K,Y ) be a continuous function. Define a continuous function φ : A×K → Y
by setting φ(a, k) = f(a)(k). Since Y is an ANR, there is a neighborhood O of A×K in
X × K and a continuous function Φ : O → Y with Φ|A×K = φ. Fix a neighborhood
U of A in X : U × K ⊂ O. Define a continuous function F : U → C(K,Y ) by setting
F (u)(k) = Φ(u, k). Obviously F |A = f , thus C(K,Y ) is an ANR (cf. Proposition 5).]
Keeping to the above notation, the compactness of K implies that π0(C(K,Y )) =
[K,Y ]. Assume in addition that Y is separable −then C(K,Y ) is separable. But C(K,Y )
is also an ANR, hence its path components are open. Conclusion: #[K,Y ] ≤ ω.
Here is another corollary. Suppose that X is a finite CW space −then, on the basis of
the CW-ANR theorem, for any CW space Y , C(X,Y ) has the homotopy type of an ANR,
hence is again a CW space.
[Note: Some assumption on X is necessary. Example: Give {0, 1} the discrete topol-
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ogy and consider {0, 1}ω .]
EXAMPLE Let X be a topological space −then the free loop space ΛX of X is defined by the pull-
back square
ΛX PX
X X ×X
Π , where Π is the Hurewicz fibration σ 7→ (σ(0), σ(1)) and X → X ×X
is the diagonal embedding. The arrow ΛX → X is a Hurewicz fibration and its fiber over x0 is Ω(X, x0), so
if X is path connected, then the homotopy type of Ω(X,x0) is independent of the choice of x0. Since ΛX
can be identified with C(S1, X) (compact open topology), the free loop space of X is a CW space when X
is a CW space.
[Note: Given a toplogical group G, defineW∞G by the pullback square
W∞G PX
∞
G
X∞G ×G X∞G ×X∞G
Π
Φ
where Φ(x, g) = (x, x · g) −then W∞G /G can be identified with ΛB∞G and there is a weak homotopoy equiv-
alence ΛBG∞ → (X∞G ×G)/G (the action of G on itself being by conjugation).]
EXAMPLE Suppose that X and Y are path connected CW spaces for which there exists an n such
that (i) X has the homotopy type of a locally finite CW complex with a finite n-skeleton and (ii) πq(Y ) = 0
(∀ q > n) −then C(X,Y ) is a CW space.
[Take X to be a locally finite CW complex with a finite n-skeleton X(n). One can assume that n is
> 0 because when n = 0, Y is contractible and the result is trivial. Consider the inclusion i : X(n) → X
−then the precomposition arrow i∗ : C(X,Y )→ C(X(n), Y ) is a Hurewicz fibration (cf. §4, Proposition 6)
and, in view of the assumption on Y , its fibers are either empty or contractible. But C(X(n), Y ) is a CW
space, thus so is C(X,Y ) (cf Propostion 11).]
PROPOSITION 7 Let K be a nonempty compact metrizable space, L ⊂ K a
nonempty closed subspace; let Y be a metrizable space, Z ⊂ Y a closed subspace. Suppose
Y is an ANR −then C(K,L;Y,Z) is an ANR iff Z is an ANR.
[Assuming that Z is nonempty, one may proceed as in the proof of Proposition 6
and show that Z is homeomorphic to a retract of C(K,L;Y,Z), from which the necessity.
Consider now a pair (X,A), where X is metrizable and A ⊂ X is closed. Let f : A →
C(K,L;Y,Z) be a continuous function. Define a continuous function φ : A × L → Z
by setting φ(a, ℓ) = f(a)(ℓ). Since Z is an ANR, there is a neighborhood O of A × L
in X × L and a continuous function Φ : O → Z with Φ|A× L = φ. Fix a neighbor-
hood U of A in X: U × L ⊂ O. Define a continuous function ψ : A × K ∪ U × L → Y
by setting
 ψ(a, k) = f(a)(k)ψ(u, ℓ) = Φ(u, ℓ) . Since Y is an ANR, there is a neighborhood P of
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A×K∪U×L in X×K and a continuous function Ψ : P → Y with Ψ|A×K ∪ U × L = ψ.
Fix a neighborhood V of A in X: V × K ⊂ P & V ⊂ U . Define a continuous func-
tion F : V → C(K,L;Y,Z) by setting F (v)(k) = Ψ(v, k). Obviously, F |A = f , thus
C(K,L;Y,Z) is an ANR (cf. Propostion 5).]
Take, e.g., (K,L) = (Sn, sn) (sn = (1, 0, . . . , 0) ∈ R
n+1, n ≥ 1) and let y0 ∈ Y −then
πn(Y, y0) = π0(C(S
n, sn;Y, y0)). Accordingly, if Y is separable, then πn(Y, y0) is countable.
Example: The homotopy groups of a countable connected CW complex are countable.
LOOP SPACE THEOREM Let (X,x0) be a pointed CW space −then the loop space
Ω(X,x0) is a pointed CW space.
[Fix a pointed ANR (Y, y0) with pointed homotopy type of (X,x0) (cf. p. 6-21)
−then Ω(Y, y0) = C(S
1, s1;Y, y0) is a pointed ANR (cf. Proposition 7), so Ω(X,x0) =
C(S1, s1;X,x0)) is a pointed CW space.]
EXAMPLE Suppose that (X,x0) is path connected and numerably contractible. Assume: ΩX is
a CW space −then X is a CW space. Thus let f : K → X be a pointed CW resolution. Owing to the
loop space theorem, ΩK is a CW space. But the arrow Ωf : ΩK→ ΩX is a weak homotopy equivalence
and since ΩX is a CW space, it follows from the realization theorem that Ωf is a homotopy equivalence.
Therefore f is a homotopy equivalence (cf. p. 4-28).
[Note: Let X be the Warsaw circle −then X is not a CW space. On the other hand, there exists a
continuous bijection φ : [0, 1[→ X which is a regular Hurewicz fibration. As this implies that φ is a pointed
Hurewicz fibration (cf. p. 4-14), ΩX has the same pointed homotopy type as Ω[0, 1[ (cf. p. 4-37), hence is
a CW space, so X is not numerably contractible.]
EXAMPLE (Classifying Spaces) Let G be a topological space −then B∞G is path connected
and numerably contractible (inspect the Milnor construction). Moreover, according to §4, Proposition 36,
G and ΩB∞G have the same homotopy type. Taking into account the preceding example, it follows that
if G is a CW space, then the same is true of B∞G . Corollary: Any classifying space for G is a CW space
provided that G itself is a CW space.
LEMMA Let X
f
→ Z
g
← Y be a 2-sink. Assume: X,Y , and Z are ANRs −then Wf,g
is an ANR.
PROPOSITION 8 Let X
f
→ Z
g
← Y be a 2-sink. Assume: X,Y , and Z are CW
spaces −then Wf,g is a CW space.
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[Fix ANRs
 X ′Y ′ , homotopy equivalences
 φ : X ′ → Xψ : Y ′ → Y , and put
 f ′ = f ◦ φg′ = f ◦ ψ
−then there is a commutative diagram
X ′ Z Y ′
X Z Y
φ
f ′
ψ
g′
f
g
, thus the arrow Wf ′,g′ →
Wf,g is a homotopy equivalence (cf. p. 4-26). Choose a homotopy equivalence ζ : Z → Z
′,
where Z ′ is an ANR. There is an arrow Wf ′,g′ → Wζ ◦f ′,ζ ◦g′ and it too is a homotopy
equivalence. But from the lemma, Wζ ◦f ′,ζ ◦g′ is an ANR.]
For a case in point, let X and Y be CW spaces −then ∀ f ∈ C(X,Y ), Wf is a CW
space, and ∀ f ∈ C(X,x0;Y, y0), Ef is a CW space.
FACT Let p : X → B be a regular Hurewicz fibration. Assume: ∃ b0 ∈ B such that Ω(B, b0) and
Xb0 are CW spaces −then ∀ x0 ∈ Xb0 , Ω(X,x0) is a CW space.
[By regularity, there is a lifting function Λ0 : Wp → PX with the property that Λ0(x, τ ) ∈ j(X)
whenever τ ∈ j(B). Define f : Ω(B, b0) → Xb0 by f(τ ) = Λ0(x0, τ )(1), so f(j(b0)) = x0. The mapping
fiber Ef of f has the same property type as Ω(X, x0).]
PROPOSITION 9 Suppose that p : X → B is a Hurewicz fibration and let Φ′ ∈
C(B′, B). Assume: X, B, and B′ are CW spaces −then X ′ = B′ ×B X is a CW space.
[In view of the preceding proposition, this follows from §4, Proposition 18.]
Application: Let p : X → B be a Hurewicz fibration, where X and B are CW spaces,
−then ∀ b ∈ B, Xb is a CW space.
[Note: Let X be a CW space. Relative to a base point, work first with PX X
p0
to see that ΘX is a CW space and then consider ΘX X
p1
to see that ΩX is a CW
space, thereby obtaining an unpointed variant of the loop space theorem.]
PROPOSITION 10 Suppose that p : X → B is a Hurewicz fibration and let O ⊂ B.
Assume: X is an ANR, B is metrizable, and the inclusion O → B is a closed fibration
−then XO is an ANR.
[The inclusion XO → X is a closed cofibration (cf. §4, Proposition 11), a condition
which is characteristic (cf p. 6-14).]
Application: Let p : X → B be a Hurewicz fibration, where X and B are ANRs,
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−then ∀ b ∈ B, Xb is a ANR.
[Given b ∈ B, the inclusion {b} → B is a closed cofibration (cf. p. 6-14).]
EXAMPLE Let (Y,B, b0) be a pointed pair. Assume: Y and B are ANRs, with B ⊂ Y closed.
Let Θ(Y,B) be the subspace of ΘY consisting of those τ such that τ (1) ∈ B −then Θ(Y,B) is an ANR. In
fact, ΘY is an ANR and there is a pullback square
Θ(Y,B) ΘY
B Y
p1 .
EXAMPLE Take Y = Sn × Sn × · · · (ω factors), y0 = (sn, sn, . . .) −then Y is not an ANR.
Nevertheless, for every pair (X,A), where X is metrizable and A ⊂ X is closed, A has the HEP w.r.t Y
(cf. p. 6-40). Therefore ΘY is an AR. Still, ΩY is not an ANR. Indeed, none of the fibers of the Hurewicz
fibration p1 : ΘY → Y is an ANR.
PROPOSITION 11 Suppose that p : X → B is a Hurewicz fibration. Assume: B is
a CW space and ∀ b ∈ B, Xb is a CW space −then X is a CW space.
[Fix a CW resolution F : K → X. Consider the Hurewicz fibration q : Wf → X
(f = q ◦ s). Since s : K →Wf is a homotopy equivalence, Wf is a CW space. Moreover, q
is a weak homotopy equivalence and the composite p ◦ q :Wf → B is a Hurewicz fibration.
The fibers (p ◦ q)−1(b) = q−1(Xb) are therefore CW spaces. Comparison of the homotopy
sequences of p ◦ q and p shows that the arrow qb : q
−1(Xb) → Xb is a weak homotopy
equivalence, hence a homotopy equivalence. Becuase B is numerably contractible (being
a CW space), one can then apply §4, Proposition 20 to conclude that q : Wf → X is a
homotopy equivalence.]
[Note: If p : X → B is a Hurewicz fibration and if X and the Xb are CW spaces, then
it need not be true that B is a CW space (consider the Warsaw circle).]
Let p : X → B be a Hurewicz fibration, where X is metrizable and B and the Xb are ANRs. Question:
Is X an ANR? While the answer in unknown in general, the following lemma implies that the answer is
“yes” provided that the topological dimension of X is finite (cf. p. 6-15). Infinite dimensional results can
be found in Ferry†.
LEMMA Suppose that p : X → B is a Hurewicz fibration. Assume B is an ANR and ∀ b ∈ B, Xb
is locally contractible −then X is locally contractible.
[Fix x0 ∈ X, put b0 = p(x0), and let U be any neighborhood of x0. Since p has the slicing structure
property (cf. p. 4-15), it is an open map. Accordingly, one can assume at the outset that there is a contin-
†Pacific J. Math. 75 (1978), 373-382.
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inuous function Φ : p(U) → PB such that
 Φ(b)(0) = bΦ(b)(1) = b0 & Φ(b0)(t) = b0 (0 ≤ t ≤ 1). Using the local
contractibility of Xb0 , choose a neighborhood O0 ⊂ U∩Xb0 of x0 in Xb0 and a homotopy φ : IO0 → U∩Xb0
satisfying
 φ(x, 0) = xφ(x, 1) = u0 (u0 ∈ U ∩Xb0). Fix a neighborhood U0 of x0: U0 ⊂ U and O0 = U0 ∩Xb0 . Let
Λ0 : Wp → PX be a lifting function with the property that Λ0(x, τ ) ∈ j(X) whenever τ ∈ j(B). Define
F ∈ C(U,PX) by F (x) = Λ0(x,Φ(p(x))). Because F (x0) = j(x0) ∈ {σ ∈ PX : σ([0, 1]) ⊂ U0}, there is
a neighborhood V ⊂ U0 of x0 such that ∀ x ∈ V , F (x)(t) ∈ U0 (0 ≤ t ≤ 1). If now H : IV → U is the
homotopy H(x, t) =
 F (x)(2t) (0 ≤ t ≤ 1/2)φ(F (x)(1), 2t− 1) (1/2 ≤ t ≤ 1) , then
 H(x, 0) = xH(x, 1) = u0 , i.e., the inclusion
V → U is inessential.]
Let Y be a metrizable space. Suppose that Y admits a covering V by pairwise disjoint
open sets V , each of which is an ANR −then Y is an ANR. To see this, assume that Y
is realized as a closed subspace of a metrizable space Z. Fix a compatible metric d on Z.
Given a nonempty V ∈ V, put OV = {z : d(z, V ) < d(z, Y − V )} −then OV is open in Z
and OV ∩ Y = V . Moreover, the OV are pairwise disjoint. By hypothesis, there exists an
open subset UV of OV containing V and a retraction rV : UV :→ V . Form U =
⋃
V
UV , a
neighborhood of Y in Z, and define a retraction r : U → Y by r|UV = rV .
What is less apparent is that the same assertion is still true if the V are not pairwise
disjoint.
LEMMA Let Y be a metrizable space. Suppose that Y = Y1 ∪ Y2 where Y1 and Y2
are open and ANRs −then Y is an ANR.
[This is proved in a more general context on p. 6-42 (cf. NES3).]
PROPOSITION 12 Let Y be a metrizable space. Suppose that Y admits a covering
V by open sets V, each of which is an ANR −then Y is an ANR.
[Use the domino principle (cf. p. 1-24).]
Application: Every metrizable topological manifold is an ANR, hence by the CW-
ANR theorem has the homotopy type of a CW complex.
In particular, every compact topological manifold is an ANR, hence by the finite CW-
ANR theorem has the homotopy type of a finite CW complex. If X and Y are finite CW
complexes, then #[X,Y ] ≤ ω (cf. p. 6-22). Specializing to the attaching process (and
recalling that the inclusion Sn−1 → Dn is a closed cofibration), it follows that the set of
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homotopy types of compact topological manifolds is countable.
[Note: One can even prove that the set of homeomorphism types of compact topo-
logical manifolds is countable (Cheeger-Kister† ).]
The use of the term “set” in the above is justified by remarking that the full subcategory of TOP
whose objects are the compact topological manifolds has a small skeleton.
EXAMPLE Let p : X → B be a covering projection. Suppose that X is metrizable and B is an
ANR −then X is an ANR.
[Note: The assumption that X is metrizable is superfluous.]
EXAMPLE Let p : X → B be a Hurewicz fibration. Assume: X is an ANR and B is a path
connected, numerably contractible, paracompact Hausdorff space −then B is an ANR. For let O be an open
subset of B with the property that the inclusion O → B is inessential, say homotopic to O → b. Since XO
is fiber homotopy equivalent to O ×Xb (cf. p. 4-26), secO(XO) is nonempty (cf. §4, Proposition 1), so O
is homeomorphic to a retract of XO , an ANR. Therefore B is locally an ANR, hence an ANR (recall that
locally metrizable + paracompact =⇒ metrizable; cf. p. 1-19).
EXAMPLE Let X be an asperical compact topological manifold. Assume: χ(X) 6= 0 −then the
path component of the identity in C(X,X) is contractible.
[Since C(X,X) is an ANR (cf. Proposition 6), the path component of the identity in C(X,X) is a
K(Cenπ, 1) (cf. p. 5-29 ff.), where π = π1(X). On the other hand, the assumption χ(X) 6= 0 implies that
Cenπ is trivial.]
Let X and Y be metrizable spaces. Let A be a closed subspace of X and let f : A → Y be a
continuous function −then Borges‡ has shown that X ⊔f Y is metrizable iff every point of X ⊔f Y belongs
to a compact subset of countable character, i.e., having countable neighborhood basis in X. In particular,
this condition is satisfied if X ⊔f Y is first countable or if A is compact.
[Note: In any event, X ⊔f Y is a perfectly normal paracompact Hausdorff space (AD5 (cf. p. 3-1)).]
LEMMA Let B be a closed subspace of a metrizable space Y such that the inclusion B → Y is a
cofibration. Suppose that B and Y −B are ANRs −then Y is an ANR.
[Fix a Strøm structure (ψ,Ψ) on (Y,B) and put V = ψ−1([0, 1[). Show that V is an ANR.]
FACT Let X and Y be ANRs. Let A be a closed subspace of X and let f : A→ Y be a continuous
function. Suppose that A is an ANR −then X ⊔f Y is an ANR provided that it is metrizable.
LEMMA Let B be a closed subspace of a metrizable space Y such that the inclusion B → Y is a
cofibration. Suppose that B is an AR and Y −B is an ANR−then Y is an AR if B is a strong deformation
retract of Y .
[It follows from the previous lemma that Y is an ANR. But Y and B have the same homotopy type
†Topology 9 (1970), 149-151.
‡Proc. Amer. Math. Soc. 24 (1970), 446-451.
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and B is contractible.]
FACT Let X and Y be ARs. Let A be a closed subspace of X and let f : A → Y be a continuous
function. Suppose that A is an AR −then X ⊔f Y is an AR provided that it is metrizable.
EXAMPLE Take X = [0, 1]2, A = [1/4, 3/4]×{1/2}, Y = [0, 1]3 and let f : A→ Y be a continuous
surjective map −then X ⊔f Y is a compact AR of topological dimension 3, yet it is not homeomorphic to
any CW complex.
Let (X,A) be a CW pair. Is it true that A has the EP w.r.t. any locally convex topological vector
space? A priori, this is not clear since CW complexes are not metrizable in general. There is, however, a
class of topologically significant spaces, encompassing both the class of metrizable spaces and the class of
CW complexes for which a satisfactory extension theory exists.
Let X be a Hausdorff space; let τ be the topology on X −then X is said to be stratifiable if there
exists a function STX : N × τ → τ , termed a stratification , such that (a) ∀ U ∈ τ , STX(n,U) ⊂ U ; (b)
∀ U ∈ τ , ⋃
n
STX(n,U) = U ; (c) ∀ U, V ∈ τ : U ⊂ V =⇒ STX(n,U) ⊂ STX(n, V ). A stratifiable space
is perfectly normal and every subspace of a stratifiable space is stratifiable. A finite or countable product
of stratifiable spaces is stratifiable. A stratifiable space need not be compactly generated and a compactly
generated space need not be stratifiable, even if it is regular and countable (Foged†). Example: Every
metrizable space is stratifiable. Example: The Sorgenfrey line, the Niemytzki plane, and the Michael line
are not stratifiable.
[Note: Junnila‡ has shown that every topological space is the open image of a stratifiable space.]
FACT Let X be a topological space; let A = {Aj : j ∈ J} be an absolute closure preserving closed
covering of X. Suppose that each Aj is stratifiable −then X is stratifiable.
[X is necessarily a perfectly normal Hausdorff space (cf. p. 5-4). As for stratifiability consider the set
P of all pairs (I,STI), where I ⊂ J and STI is a stratification of XI = ⋃
i
Ai. Order P by stipulating that
(I ′,STI′) ≤ (I ′′,STI′′) iff I ′ ⊂ I ′′ and for each open subset U of XI′′ :
STI′′(n, U) ∩XI′ = STI′(n,U ∩XI′) & STI′′(n,U) ∩XI′ = STI′(n, U ∩XI′ ).
Every chain in P has an upper bound, so by Zorn, P has a maximal element (I0,STI0). Verify that
XI0 = X.]
Application: Every CW complex is stratifiable.
[The collection of finite subcomplexes of a CW complex X is an absolute closure preserving closed
covering of X.]
Application: Let E be a vector space over R. Equip E with the finite topology −then E is stratifiable.
[Fix a basis {ei : i ∈ I} for E. Assign to each finite subset of I the span of the corresponding ei. The
resulting collection of linear subspaces is an absolute closure preserving closed covering of E.]
†Proc. Amer. Math. Soc. 81 (1981), 337-338; see also Proc. Amer. Math. Soc. 92 (1984), 470-472.
‡Colloq. Math. Soc. Ja´nos Bolyai 23 (1980), 689-703; see also Harris, Pacific J. Math. 91 (1980),
95-104.
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FACT Suppose that X and Y are stratifiable −then the coarse joine X ∗c Y is stratifiable.
Application: Let G be a stratifiable topological group −then ∀ n, XnG is stratifiable.
LEMMA Let X =
∞⋃
0
Xn be a topological space, where Xn ⊂ Xn+1 and Xn is stratifiable and a
zero set in X, say Xn = φ
−1
n (0) (φn ∈ C(X, [0, 1]). Suppose that there is a retraction rn : φ−1n ([0, 1[)→ Xn
such that ∀ x ∈ Xn −Xn−1 (X−1 = ∅), the sets r−1n (U) ∩ φ−1n ([0, t[) form a neighborhood basis of x in X
(U a neighborhood of x in Xn and 0 < t ≤ 1) −then X stratifiable.
[The assumptions imply that X is Hausdorff. To construct STX , fix a stratification STXn of Xn:
STXn(k, U) ⊂ STXn(k + 1, U). Given an open subset U of X, denote by U(n, k) the interior of
{x ∈ Xn : r−1n (x) ∩ φ−1n ([0, 1/(k + 1)[) ⊂ U}
in Xn and for N = 1, 2, . . ., put
STXn(N,U) =
⋃
n,k≤N
r−1n (STXn(N,U(n, k))) ∩ φ−1n ([0, 1/(k + 2)[).]
EXAMPLE (Classifying Spaces) Let G be a stratifiable topological group −then X∞G and
B∞G are stratifiable.
[Since the XnG are stratifiable, the lemma can be used to establish the stratifiability of X
∞
G . As for
B∞G , in the notation of the Milnor construction, X
∞
G |Oi is homeomorphic to Oi × G, thus Oi is stratifi-
able and so B∞G admits a neighborhood finite closed covering by stratifiable subspaces, hence is stratifiable.]
FACT Let X and Y be stratifiable. Let A be a closed subspace of X and let f : A → Y be a
continuous function −then X ⊔f Y is stratifiable.
Application: Suppose that (X,A) is a relative CW complex. Assume: A is stratifiable −then X is
stratifiable.
LetX be a topological space; Let S and T be collections of subsets ofX −then S is said to be cushioned
in T if there exists a function Γ : S → T such that ∀ S0 ⊂ S : ⋃{S : S ∈ S0} ⊂ ⋃{Γ(S) : S ∈ S0}. For
example, if S is closure preserving, then S is cushioned in S. A collection S which is the union of a countable
number of subcollections Sn, each of which is cushioned in T , is said to be σ-cushioned in T .
Michael† has shown that a CRH spaceX is paracompact iff every open covering of X has a σ-cushioned
open refinement (cf. p. 1-3). This result can be used to prove that stratifiable spaces are paracompact.
For suppose that U = {U} is an open covering of X. Put Un = {STX(n, U) : U ∈ U}. Let U0 ⊂ U −then
∀ U ∈ U0, STX(n,U) ⊂ STX(n,∪ U0) ⊂ STX(n,∪ U0) ⊂ ∪ U0, from which ∪{STX(n,U) : U ∈ U0} ⊂
∪ U0, thus Un is cushioned in U and so U has a σ-cushioned open refinement. Therefore X is paracompact.
Example: A nonmetrizable Moore space is not stratifiable (Bing (cf. p. 1-18)).
[Note: Another way to argue is to show that every stratifiable space is collectionwise normal and
subparacompact (cf. §1, Proposition 10 and the ensuing remark).]
†Proc. Amer. Math. Soc. 10 (1959), 309-314.
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Let X be a CRH space −then X is said to satisfy Arhangel’ski˘i’s condition if there exists a sequence
{Un} of collections of open subsets of βX such that each Un covers X and ∀ x ∈ X:
⋂
n
st(x,Un) ⊂ X.
Example: Every topologically complete CRH space X satisfies Arhangel’ski˘i’s condition. In fact X is a Gδ
in βX, thus X =
∞⋂
1
Un (Un open in βX) and so we can take Un = {Un}. Example: Every Moore space
satisfies Arhangel’ski˘i’s condition.
FACT Let X be a CRH space. Suppose that X satisfies Arhangel’ski˘i’s condition −then X is
compactly generated.
Let X be a CRH space −then Kullman† has shown that X is Moore iff X is submetacompact, has a Gδ
diagonal, and satisfies Arhangel’ski˘i’s condition. Since a stratifiable space is paracompact and has a perfect
square, it follows that every stratifiable space satisfying Arhangel’ski˘i’s condition is metrizable (Bing (cf. p.
1-18)). Consequently, a nonmetrizable stratifiable space cannot be embedded in a topologically complete
stratifiable space. Example: Every stratifiable LCH space is metrizable.
A Hausdorff X is said to satisfy Ceder’s condition if X has a σ-closure preserving basis. Example:
Suppose that X is metrizable −then X satisfies Ceder’s condition. Reason: The Nagata-Smirnov metriza-
tion theorem says that a regular Hausdorff space is metrizable iff X has a σ-neighborhood finite basis.
On the other hand, every CW complex satisfies Ceder’s condition (cf. infra) and a CW complex is not in
general metrizable.
FACT Let X be a Hausdorff space. Suppose that X is the closed image of a metrizable space −then
X satisfies Ceder’s condition.
Any X that satisfies Ceder’s condition is stratifiable. Proof: Let O = ⋃
n
On be a σ-closure preserving
basis for X, attach to each closed set A ⊂ X: O(n, A) = X −⋃{O : O ∈ On & A∩O = ∅} and then define
STX : N× τ → τ by setting STX(n, U) = X −O(n,X − U).
[Note: It is unknown whether the converse holds.]
EXAMPLE (M complexes) A topological space is said to be an M0 space if it is metrizable
and, recursively, a topological space is said to be an Mn+1 space if it is homeomorphic to an adjunction
X ⊔f Y , where X is an M0 space and Y is an Mn space. An M∞ space is a topological space that is an
Mn space for some n.
A topological space X is said to be an M complex if there exists a sequence of closed M∞ subspaces
Aj :

X =
⋃
j
Aj
Aj ⊂ Aj+1
and the topology on X is the final topology determined by the inclusions Aj → X.
Example: Every CW complex is an M complex. Since an M complex is the quotient of a metrizable space,
an M complex is necessarily compactly generated. Therefore a subspace of an M complex is an M complex
iff it is compactly generated. Every M complex satisfies Ceder’s condition, hence is stratifiable.
[Note: Not every CW complex is the closed image of a metrizable space.]
†Proc. Amer. Math. Soc. 27 (1971), 154-160.
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DUGUNDJI EXTENSION THEOREM Let X be a stratifiable space; let A be a closed
subspace of X. Let E be a locally convex topological vector space. Equip
 C(A,E)C(X,E) with the compact
open topology −then there exists a linear embedding ext : C(A,E) → C(X,E) such that ∀ f ∈ C(A,E),
ext(f)|A = f and the range of ext(f) is contained in the convex hull of the range of f .
[Normalize STX :
 STX(n,X) = XSTX(1, X − {x}) = ∅ & STX(n,U) ⊂ STX(n + 1, U). Given x ∈ U , let
n(x, U) be the smallest integer n : x ∈ STX(n,U). Put U(x) = STX(n(x, U), U)−STX(n(x, U), X − {x}),
a neighborhood of x. Plainly, U(x) ∩ V (y) 6= ∅ & n(x, U) ≤ n(y, V ) =⇒ y ∈ U . On the other hand, n(x,X) = 1X(x) = X =⇒ {U : y ∈ U(x)} 6= ∅. Assuming that A is nonempty and proper, attach to
each x ∈ X − A: n(x) = max{n(a, O)(O ∈ τ ) : a ∈ A & x ∈ O(a)} −then n(x) < n(x,X − A).
Since every subspace of X is stratifiable, X − A is, in particular, paracompact. Thus the open covering
{(X − A)(x) : x ∈ X − A} has a neighborhood finite open refinement {Ui : i ∈ I} . Each Ui determines a
point xi ∈ X −A: Ui ⊂ (X −A)(xi), from which a point ai ∈ A and a neighborhood Oi of ai: xi ∈ Oi(ai)
& n(xi) = n(ai, Oi). Choose a partition of unity {κi : i ∈ I} on X − A subordinate to {Ui : i ∈ I}. Given
f ∈ C(A,E), let
ext(f)(x) =

f(x) (x ∈ A)∑
i
κi(x)f(ai) (x ∈ X −A).
Referring back to the proof of the Dugundji extension theorem in the metrizable case and eschewing the
obvious, it is apparent that there are two nontrivial claims.
Claim 1: ext(f) is continuous at the points of A.
[Let a ∈ A; let N be a convex neighborhood of f(a) in E. By continuity of f , there exists a neigh-
borhood O of a in X:f(A ∩ O) ⊂ N . Assertion: ext(f)(O(a)(a)) ⊂ N . Case 1: x ∈ A ∩ O(a)(a). Here,
x ∈ A ∩ O and ext(f)(x) = f(x) ∈ N . Case 2: x ∈ (X − A) ∩ O(a)(a). Take any index i : κi(x) 6= 0
( =⇒ x ∈ Ui) −then ∅ 6= Ui ∩ O(a)(a) ⊂ (X − A)(xi) ∩ O(a) =⇒ xi ∈ O(a) =⇒ n(a,O) ≤ n(xi) =
n(ai, Oi) =⇒ ai ∈ O =⇒ f(ai) ∈ N =⇒ ext(f)(x) ∈ N .]
Claim 2: ext ∈ LEO(X,A;E).
[Define a function φ : X → 2A by the rule
 φ(a) = {a} (a ∈ A)φ(x) = {ai : i ∈ Ix} (x ∈ X − A) , Ix the set
{i ∈ I : x ∈ spt κi}. Given a nonempty compact subset K of X, put KA =
⋃
x∈K
φ(x). Assertion: KA is
compact. Since the φ(x) are finite, hence compact, it will be enough to show that for every x ∈ X and for
every open set V of A containing φ(x) there exists an open set U of X containing x such that ∪ φ(U) ⊂ V .
Case 1: x ∈ X − A. Here one need only remark that there exists a neighborhood U of x in X −A: y ∈ U
=⇒ φ(y) ⊂ φ(x). Case 2: a ∈ A. Let O be an open subset of X: φ(a) = {a} ⊂ O. If x ∈ A ∩ O(a)(a),
then φ(x) = {x} ⊂ O, while if x ∈ (X − A) ∩ O(a)(a), then arguing as in the first claim, ∀ i ∈ Ix, ai ∈ O.
Conclusion: ∪ φ(O(a)(a)) ⊂ A ∩ O.]]
[Note: Suppose that E is a normed linear space −then the image of ext|BC(A,E) is contained in
BC(X,E) and, per the uniform topology, ext : BC(A,E) → BC(X,E) is a linear isometric embedding:
∀ f ∈ BC(A,E), ‖f‖ = ‖ext(f)‖.]
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FACT Let A ⊂ X, where X is stratifiable and A is closed −then A has the EP w.r.t. any locally
convex topological space.
Is it true that if K is a compact Hausdorff space and X is stratifiable, then C(K,X) is stratifiable?
The answer is “no” even if K = [0, 1].
EXAMPLE Let X be the closed upper half plane in R2. Topologize X as follows: The basic
neighborhoods of (x, y) (y > 0) are as usual but the basic neighborhoods of (x, 0) are the “butterfiles”
Nǫ(x) (ǫ > 0), where Nǫ(x) is the point (x, 0) together with all points in the open upper half plane having
distance < ǫ from (x, 0) and lying beneath the union of the two rays emanating from (x, 0) with slopes ±ǫ.
Thus topologized, X is stratifiable (and satisfies Ceder’s condition). Moreover, X is first countable and
separable. But X is not second countable, so X is not metrizable. Therefore X carries no CW structure
(since for a CW complex, metrizability is equivalent to first countability). Claim: C([0, 1]), X) is not strat-
ifiable. To see this, assign to each r ∈ R an element fr ∈ C([0, 1]), X) by putting fr(1/2) = (r, 0) and then
laying down [0, 1] symmetrically around the circle of radius 1 centered at (r, 1). The set {fr} is a closed
discrete subspace of C([0, 1]), X) of cardinality 2ω . Construct a closed separable subspace of C([0, 1]), X)
containing {fr} and finish by quoting Jone’s lemma.
[Note: X is compactly generated (being first countable). However, C([0, 1]), X) is not compactly
generated.]
Cauty† has shown that if X is a CW complex, then for any compact Hausdorff space K, C(K,X) is
stratifiable, hence is perfectly normal and paracompact.
Let κ be an infinte cardinal. A Hausdorff spaceX is said to be κ−collectionwise normal
if for every discrete collection {Ai : i ∈ I} of closed subsets of X with #(I) ≤ κ there exists
a pairwise disjoint collection {Ui : i ∈ I} of open subsets of X such that ∀ i ∈ I: Ai ⊂ Ui.
So: X is collectionwise normal iff X is κ-collectionwise normal for every κ.
[Note: Recall that every paracompact Hausdorff space is collectionwise normal (cf.
§1, Propsition 9).]
EXAMPLE If X is normal, then X is ω-collectionwise normal (cf. p. 1-14) and conversely.
Let κ be an infinite cardinal; let I be a set: #(I) = κ. Assuming that 0 /∈ I, let
V = {0} ∪ I and put Σ = {{0}, {i}(i ∈ I)} ∪ {{0, i}(i ∈ I)} −then K = (V,Σ), is a
vertex scheme. Equipping I with the discrete topology, one may view |K| as the cone ΓI.
Therefore |K| is contractible, hence so is |K|b (cf. § 5, Proposition 1), the latter being
by definition the star space S(κ) corresponding to κ. It is clear that S(κ) is completely
metrizable of weight κ. The elements of S(κ) are equivalence classes [i, t] of pairs (i, t),
where (i′, t′) ∼ (i′′, t′′) iff t′ = 0 = t′′ or i′ = i′′ & t′ = t′′. There is a continuous map
†Arch. Math. (Basel) 27 (1976), 306-311; see also Guo, Tsukuba J. Math. 18 (1994), 505-517.
6-33
πκ :
 S(κ)→ [0, 1][i, t] 7→ t and ∀ i ∈ I there is an embedding ei :
 [0, 1]→ S(κ)t 7→ [i, t] . The
point ei(0) is independent of i and will be denoted by 0κ.
PROPOSITION 13 Let X be a Hausdorff space −then X is κ-collectionwise normal
iff every closed subspace A of X has the EP w.r.t. S(κ)
[Necessity: Fix an f ∈ C(A,S(κ)) and let Φ : X → [0, 1] be a continuous extension
of πκ ◦ f . Put Ai = f
−1({[i, t] : 0 < t ≤ 1}) : {Ai : i ∈ I} is a discrete collection of
closed subsets of Φ−1(]0, 1]). Since Φ−1(]0, 1]) is an Fσ , it too is κ-collectionwise normal,
thus there exists a pairwise disjoint collection {Ui : i ∈ I} of open subsets of X such
that ∀ i ∈ I : Ai ⊂ Ui. Define a continuous g : A ∪ (X −
⋃
i
Ui) −→ [0, 1] by the
conditions

g|A = πκ ◦ f
g|X −
⋃
i
Ui = 0
and extend it to a continuous function G : X → [0, 1]. Set
F (x) =

ei ◦ G(x) (x ∈ Ui)
0κ (x ∈ X −
⋃
i
Ui)
−then F ∈ C(X,S(κ)) and F |A = f .
Sufficiency: Let {Ai : i ∈ I} be a discrete collection of closed subsets of X with
#(I) = κ. Put A =
⋃
i
Ai −then A is a closed subspace of X. Define f ∈ C(A,S(κ)) piece-
wise: f |Ai = [i, 1]. Extend f to F ∈ C(X,S(κ)) and consider the collection {Ui : i ∈ I},
where Ui = F
−1({[i, t] : 1/2 < t ≤ 1}).]
Application: The star space S (κ) is an AR.
EXAMPLE Let κ be an infinite cardinal −then there exists a κ-collectionwise normal space X
which is not κ+-collectionwise normal, κ+ the cardinal successor to κ. For this, fix a set I+ of cardinality κ+
and equip I+ with the discrete topology. There is an embedding I+ →
∏
S(κ), the terms of the product
being indexed by elements of C(I+,S(κ)). Let X be the result of retopologizing
∏
S(κ) by isolating the
points of
∏
S(κ)− I+.
Claim: X is κ-collectionwise normal.
[Let {Ai : i ∈ I} be a discrete collection of closed subsets of X with #(I) = κ. Since X−I+ is discrete,
there is no loss of generality in assuming that the Ai are contained in I
+. Define a continuous function
f :
⋃
i
Ai → S(κ) by f |Ai = [i, 1] and the, using Proposition 13, extend f to an element F ∈ C(I+,S(κ)),
determining a projection pF :
∏
S(κ) → S(κ) such that pF |I+ = F . Consider the collection {Ui : i ∈ I},
where Ui = p
−1
F ({[i, t] : 1/2 < t ≤ 1}).]
Claim: X is not κ+-collectionwise normal.
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[If X were κ+-collectionwise normal, then it would be possible to separate the points of I+ by a
collection of nonempty pairwise disjoint open subsets of X of cardinality κ+. Taking into account how X is
manufactured from
∏
S(κ), one arrives at a contradiction to an obvious corollary of the Hewitt-Pondiczery
theorem.]
[Note: Give I+ × {0} ∪
∞⋃
1
(X − I+) × {1/n} the topology induced by the product X × [0, 1] −then
this space is perfectly normal and κ-collectionwise normal but is not κ+-collectionwise normal. And: It is
not a LCH space (cf. p. 1-15).]
KOWALSKY’S LEMMA Let κ be an infinite cardinal. Let Y be an AR of weight κ
−then every metrizable space X of weight ≤ κ can be embedded in Y ω.
[Let U =
⋃
n
Un be a σ-discrete basis for X : Un = {Un(i) : i ∈ In}, where I =
∐
n
In
and #(I) ≤ κ. Write ∪ Un =
⋃
m
Amn, Amn closed in X. Fix distinct points a, b which
do not belong to I. Since wt Y = κ, there exists in Y a collection of nonempty pairwise
disjoing open sets Vj (j ∈ I ∪{a, b}). Choose a point yj ∈ Vj. Given n, define a continuous
function fn : ∪ Un → Y by fn|Un(i) = yi (i ∈ In) and extend fn to a continuous function
Fn : X → Y . Given mn, define a continuous function fmn : Amn ∪ (X − ∪ Un) → Y
by
 fmn|Amn = yafmn|X − ∪ Un = yb and extend fmn to a continuous function Fmn : X → Y . Let
Φmn : X → Y
2 be the diagonal of Fn and Fmn. Let Φ be the diagonal of the Φmn, so
Φ : X → (Y 2)ω
2
≡ Y ω −then Φ is an embedding.]
[Note: Suppose that Y is not compact −then every completely metrizable space X
of weight ≤ κ can be ebmedded in Y ω as a closed subspace. For X, as a subspace of Y ω,
is a Gδ (being completely metrizable), thus on elementary grounds is homeomorphic to a
closed subspace of Y ω × Rω: Take a compatible metric d on Y ω, represent the comple-
ment Y ω − X as a countable union
⋃
j
Bj of closed subsets Bj, let dj : Y
ω → R be the
function y → d(y,Bj), and consider the graph of the diagonal of the dj . Claim: There
is a closed embedding R → Y ω. To see this, fix a closed discrete subset {yn : n ∈ Z}
in Y . Let

S =
∞⋃
−∞
[2n, 2n + 1]
T =
∞⋃
−∞
[2n + 1, 2n + 2]
and define continuous functions
 f : S → Yg : T → Y
by
 f |[2n, 2n + 1] = yng|[2n + 1, 2n + 2] = yn . Extend
 fg to a continuous function
 F : R→ YG : R→ Y
and let H : R → Y 2 be the diagonal of F and G. If Φ : R → Y ω is any embedding, then
the diagonal of Φ and H is a closed embedding R→ Y ω × Y 2 ≡ Y ω.]
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Application: Every metrizable space X of weight ≤ κ can be embedded in S(κ)ω .
Let κ be an infinite cardinal. Let X be a topological space −then a subspace A ⊂ X
is said to have the extension property with respect to B(κ) (EP w.r.t. B(κ)) if it has the
EP w.r.t. every Banach space of weight ≤ κ. Since every completely metrizable AR can
be realized as a closed subspace of a Banach space (cf. p. 6-12), it is clear that A has the
EP w.r.t. B(κ) iff it has the EP w.r.t every completely metrizable AR of weight ≤ κ.
PROPOSITION 14 Fix a pair (X,A). Suppose that for some noncompact AR Y of
weight κ, A has the EP w.r.t Y −then A has the EP w.r.t B(κ) .
[Let E be a Banach space of weight ≤ κ. Owing to Kowalsky’s lemma, E can be
realized as a closed subspace of Y ω. Let f ∈ C(A,E). By hypothesis, f has a continuous
extension F ∈ C(X,Y ω). Consider r ◦ F , where r : Y ω → E is a retraction.]
One conclusion that can be drawn from this is that A has the EP w.r.t. R iff A has the
EP w.r.t B(ω). So: If X is a Hausdorff space, then X is normal iff every closed subspace
A of X has the EP w.r.t every separable Banach space.
Another conclusion it that A has the EP w.r.t S(κ) iff A has the EP w.r.t B(κ).
Consequently, if X is a Hausdorff space, then X is κ-collectionwise normal iff every closed
subspace A of X has the EP w.r.t B(κ). (cf. Proposition 13). Corollary: A Hausdorff
space X is collectionwise normal iff every closed subspace A of X has the EP w.r.t every
Banach space.
FACT Let A ⊂ X −then A has the EP w.r.t R iff IA ⊂ IX has the EP w.r.t [0, 1].
Let X be a topological space. Let {Un} be a sequence of open coverings of X −then
{Un} is said to be a star sequence if ∀ n, Un+1 is a star refinement of Un. By means of
a standard construction from metrization theory, one can associate with a given star se-
quence {Un} a continuous pseudomentric δ on X such that δ(x, y) = 0 iff y ∈
∞⋂
1
st(x,Un),
a subset U ⊂ X being open in the topology generated by δ iff ∀ x ∈ U ∃ n: st(x,Un) ⊂ U .
Let Xδ be the metric space obtained from X by identifying points at zero distance from
one another and write p : X → Xδ for the projection.
PROPOSITION 15 Let A ⊂ X −then A has the EP w.r.t B(κ) iff for every numerable
open covering O of A of cardinality ≤ κ there exists a numerable open covering U of X of
cardinality ≤ κ such that U ∩A is a refinement of O.
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[Necessity: Let O = {Oi : i ∈ I} be a numerable open covering of A with #(I) ≤ κ.
Choose a partition of unity {κi : i ∈ I} on A subordinate to O. Form the Banach space
ℓ1(I) : r = (ri) ∈ ℓ
1(I) iff ‖r‖ =
∑
i
|ri| < ∞. The assignment
 A→ ℓ1(I)a 7→ (κi(a)) defines a
continuous function f whose range is contained in S+ = {r : ‖r‖ = 1} ∩ {r : ∀ i, ri ≥ 0}, a
closed convex subset of ℓ1(I). Therefore f has a continuous extension F : X → S+. Let
pi be the projection
 ℓ1(I)→ Rr → ri ; let σi = pi ◦ F −then σi|A = κi and
∑
i
σi(x) = 1
(∀ x ∈ X). Put Ui = σ
−1
i (]0, 1]) and apply NU (cf. p. 1-23) to see that the collection
U = {Ui : i ∈ I} is a numerable open covering of X of cardinality ≤ κ. And by construc-
tion, U ∩A is a refinement of O.
Sufficiency: Let E be a Banach space of weight ≤ κ. Fix a dense subset E0 in E
of cardinality ≤ κ and let En be the open covering of E consisting of the open balls of
radius 1/3n centered at the points of E0. Suppose that f : A → E is continuous −then
∀ n, f−1(En) is a numerable open covering of A of cardinality ≤ κ, so there exists a star
sequence {Un} of open coverings of X of cardinality ≤ κ such that ∀ n, Un ∩ A is a re-
finement of f−1(En). Viewed as a map from A endowed with the topology induced by the
pseudometric δ associated with {Un}, f is continuous, thus passes to the quotient to give
a continuous fδ : Aδ → E, where Aδ = p(A). Because fδ is actually uniformly continuous,
there exists a continuous extension f δ : Aδ → E of fδ to the closure Aδ of Aδ in Xδ . Choose
Fδ ∈ C(Xδ, E) : Fδ|Aδ = f δ and consider F = Fδ ◦ p.]
Examples: Let X be a CRH space −then ∀ κ (1) Every compact subspace of X has
the EP w.r.t B(κ); (2) Every pseudocompact subspace of X which has the EP w.r.t [0, 1]
has the EP w.r.t B(κ); (3) Every Lindelo¨f subspace of X which has the EP w.r.t R has the
EP w.r.t B(κ).
Suppose that X is collectionwise normal. Let A be a closed subspace of X; let
O = {Oi : i ∈ I} be a neighborhood finite open covering of A −then Proposition 15
implies that there exists a neighborhood finite open covering U = {Ui : i ∈ I} of X such
that ∀ i ∈ I, Ui ∩ A ⊂ Oi. Question: Is it possible to arrange matters so that ∀ i ∈ I,
Ui ∩ A = Oi? The answer is “no” since Rudin’s Dowker space fails to admit this im-
provement (Przymusin´ski-Wage†) but “yes” if X is in addition countably paracompact.
(Kate˘tov‡).
†Fund. Math. 109 (1980), 175-187.
‡Colloq. Math. 6 (1958), 145-151.
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Let (X, δ) be a pseudometric space; let A be a closed subspace of X −then A has the EP w.r.t every
AR Y . Proof: Let Xδ be the metric space obtained from X by identifying points at zero distance from one
another, write p for the projection X → Xδ , and put Aδ = p(A), a closed subspace of Xδ . Each f ∈ C(A,Y )
passes to the quotient to give an fδ ∈ C(Aδ, Y ) for which there exists an extension Fδ ∈ C(Xδ , Y ). Consider
F = Fδ ◦ p.
The weight of a pseudometric is the weight of the associated topology.
LEMMA Let A ⊂ X −then A has the EP w.r.t B(κ) iff every continuous pseudometric on A of
weight ≤ κ can be extended to a continuous pseudometric on X.
[Necessity: Let δ be a continuous pseudometric on A of weight ≤ κ. Let Aδ be the metric space
obtained from A by identifying points at zero distance from one another. Embed Aδ isometrically into a
Banach space E of weight ≤ κ −then the projection A → Aδ ⊂ E has a continuous extension Φ : X → E
and the assignment ∆ :
 X ×X → R(x′, x′′)→ ‖Φ(x′)− Φ(x′′)‖ is a continuous extension of δ.
Sufficiency: Let E be a Banach space of weight ≤ κ; let f ∈ C(A,E). Define a pseudometric δ on A
by δ(a′, a′′) = ‖f(a′)− f(a′′)‖ −then δ is continuous of weight ≤ κ, hence admits a continuous extension
∆. Call X(∆) the set X equipped with the topology determined by ∆. Let A(∆) be the closure of A in
X(∆). Extend f continuously to a function f(∆) : A(∆) → E and note that A(∆) ⊂ X(∆) has the EP
w.r.t. E.]
FACT Let A be a zero set in X. Suppose that A has the EP w.r.t B(κ) −then A has the EP w.r.t
to every AR Y of weight ≤ κ.
[Choose a φ ∈ C(X, [0, 1]): A = φ−1(0). Fix a compatible metric d on Y . Given f ∈ C(A, Y ), define a
pseudometric δ on A by δ(a′, a′′) = d(f(a′), f(a′′)). Let ∆ be a continuous extension of δ to X and consider
the sum of ∆(x′, x′′) and |φ(x′)− φ(x′′)|.]
Let X be a CRH space. Suppose that X is perfectly normal and collectionwise normal −then it follows
that every closed subspace A of X has the EP w.r.t every AR.
FACT Let X be a submetrizable CRH space. Suppose that A ⊂ X has the EP with respect to
every normed linear space −then A is a zero set in X.
[Note: Take for X the Michael line and let A = Q −then X is a paracompact Hausdorff space, so A
has the EP w.r.t every Banach space. On the other hand, X is submetrizable but A is not a Gδ . Therefore
A does not have the EP w.r.t. every normed linear space.]
LEMMA Fix a pair (X,A). Suppose that A has the EP w.r.t B(κ) −then every
continuous function φ : i0X ∪ IA→ S(κ) has a continuous extension Φ : IX → S(κ).
[The restriction ψ of φ to IA determines a continuous function A → C([0, 1],S(κ)).
But C([0, 1],S(κ)) is a completely metrizable AR (cf. the proof of Proposition 6), the weight
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of which is ≤ κ, so our assumption on A guarantees that this function has a continuous
extension X → C([0, 1],S(κ)), leading thereby to a continuous function Ψ : IX → S(κ)
whose restriction to IA is ψ. Choose an f ∈ C(X, [0, 1]) : f−1(0) = {x : φ(x, 0) =
Ψ(x, 0)}. Let F be the function
 X → S(κ)x→ Ψ(x, f(x)) . Because S(κ) is contractible, there
is a homotopy H : IX → S(κ) such that
 H(x, 0) = φ(x, 0)H(x, 1) = F (x) . Consider the function
Φ : IX → S(κ) defined by Φ(x, t) =
 Ψ(x, t) (t ≥ f(x))H(x, t/f(x)) (t < f(x)) . ]
PROPOSITION 16 Let A ⊂ X −then A has the EP w.r.t B(κ) iff i0X ∪ IA, as a
subspace of IA, has the EP w.r.t every completely metrizable ANR Y of weight ≤ κ.
[Necessity: Let f : i0X ∪ IA → Y be continuous. Using Kowalsky’s lemma, realize
Y as a closed subspace of S(κ)ω and let r : O → Y be a retraction (O open in S(κ)ω).
Given a projection p : S(κ)ω → S(κ), let φp = p ◦ f −then by what has been said above,
φp has a continuous extension Φp : IX → S(κ). Therefore f has a continuous extension
Φ : IX → S(κ)ω . Set P = Φ−1(O). Since P is a cozero set in IX containing IA and
since the projection IX → X takes zero sets to zero sets, there is a cozero set U in X
such that A ⊂ U and IU ⊂ P . On the other hand, A has the EP w.r.t. R, so it follows
from Proposition 3 that ∃ φ ∈ C(X, [0, 1]) :
 φ|A = 1φ|X − U = 0 . Define F ∈ C(IX, Y ) by
F (x, t) = r(Φ(x, φ(x)t)) : F is a continuous extension of f .
Sufficiency: Let O = {Oi : i ∈ I} be a neighborhood finite cozero covering of A with
#(I) ≤ κ. Put
P = {Oi×]1/3, 1] : i ∈ I} ∪ {i0X ∪A× [0, 2/3[}.
Then P is a neighborhod finite cozero set covering of i0X ∪ IA of cardinality ≤ κ, thus
Proposition 15 implies that there exists a numerable open covering V of IX of cardinality
≤ κ such that V ∩ (i0X ∪ IA) is a refinement of P. Let U = V ∩ (i1X): U is a numerable
open covering of i1X such that U ∩ (i1A) is a refinement of P ∩ (i1A) = i1O. Finish by
quoting Proposition 15.]
EXAMPLE Suppose that the inclusion A→ X is a cofibration −then i0X ∪ IA is a retract of IX
(cf. §3, Proposition 1), so Proposition 16 implies that A has the EP w.r.t. every Banach space.
[Note: This applies in particular to a relative CW complex (X,A).]
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Let X and Y be topological spaces.
(HEP) A subspace A ⊂ X is said to have the homotopy extension property with
respect to Y (HEP w.r.t Y) if given continuous functions
 F : X → Yh : IA→ Y such that F |A =
h ◦ i0, there is a continuous function H : IX → Y such that F = H ◦ i0 and H|IA = h.
[Note: In this terminology, the inclusion A → X is a cofibration iff A has the HEP
w.r.t Y for every Y .]
Suppose that A has the HEP w.r.t Y . Let
 f ∈ C(A,Y )g ∈ C(A,Y ) be homotopic. Assume: f
has a continuous extension F ∈ C(X,Y ) −then g has a continuous extension G ∈ C(X,Y )
and F ≃ G. Therefore, under these circumstances, the extension question for continuous
functions A→ Y is a problem in the homotopy category.
If A ⊂ X is closed and if i0X ∪ IA, as a subspace of IX, has the EP w.r.t Y , then it
is clear that A has the HEP w.r.t. Y . Conditions ensuring that this is so are provided by
Proposition 16. Here are two illustrations.
(1) Every closed subspace A of a normal Hausdorff space X has the HEP w.r.t.
every second countable completely metrizable ANR Y .
(2) Every closed subspace A of a collectionwise normal Hausdorff space X has the
HEP w.r.t. every completely metrizable ANR Y .
[Note: Historically, these results were obtained by imposing in addition a countable
paracompactness assumption on X Reason: If X is a normal Hausdorff space, then the
product IX is normal iff X is countably paracompact.]
If A ⊂ X and if A has the EP w.r.t B(κ), then A has the HEP w.r.t every com-
pletely metrizable ANR Y of weight ≤ κ. Proof: Take a pair of continuous functions F : X → Yh : IA→ Y such that F |A = h◦i0 and define φ : i0X∪IA→ Y by
 φ(x, 0) = F (x)φ(a, t) = h(a, t) .
In view of Proposition 16, the only issue is the continuity of φ. To see this, embed Y in a
Banach space E of weight ≤ κ. Since IA, as a subspace of IX has the EP w.r.t. B(κ), h
has a continuous extension h : IA→ E. Define φ : i0X ∪ IA→ E by
 φ(x, 0) = F (x)φ(a, t) = h(a, t)
−then φ is a welldefined continuous function which agrees with φ on i0X ∪ IA.
EXAMPLE The product Y = Sn × Sn × · · · (ω factors) is not an ANR. But if X is normal and
A ⊂ X is closed, then A has the HEP w.r.t. Y .
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FACT Suppose that X is Hausdorff. Let A be a zero set in X.
(1) If X is normal, then A has the HEP w.r.t. every second countable ANR Y .
(2) If X is collectionwise normal, then A has the HEP w.r.t. every ANR Y .
FACT Let Y be a nonempty metrizable space. Suppose that Y is locally contractible −the Y is an
ANR iff for every pair (X,A), where X is metrizable and A ⊂ X is closed, A has the HEP w.r.t. Y .
Let X be a homeomorphism invariant class of normal Hausdorff spaces that is closed
hereditary, i.e., if X ∈ X and if A ⊂ X is closed, then A ∈ X .
Let X be the class consisting of the Hausdorff spaces satisfying Ceder’s condition −then it is unknown
whether X is closed hereditary.
A nonempty topological space Y is said to be an extension space for X if every closed
subspace of every element of X has the EP w.r.t Y . Denote by ES(X ) the class of exten-
sion spaces for X . Obviously, if X ′ ⊂ X ′′, then ES(X ′′) ⊂ ES(X ′), so ∀ X : ES(normal)
⊂ ES(X ).
(ES1) The class ES(X ) is closed under the formation of products.
(ES2) Any retract of an extension space for X is in ES(X ).
(ES3) Suppose that Y = Y1∪Y2, where Y1, and Y2 are open and
 Y1Y2 ∈ ES(X )
& Y1 ∩ Y2 ∈ ES(X ) −then Y ∈ ES(X ).
(ES4) Assume: The elements of X are hereditarily normal. Suppose that Y =
Y1 ∪ Y2, where Y1, and Y2 are closed and
 Y1Y2 ∈ ES(X ) & Y1 ∩ Y2 ∈ ES(X ) −then
Y ∈ ES(X ).
(ES5) Suppose that Y = Y1 ∪ Y2, where Y1, and Y2 are closed −then Y ∈ ES(X )
& Y1 ∩ Y2 ∈ ES(X ) =⇒
 Y1Y2 ∈ ES(X ).
EXAMPLE A nonempty topological space Y is an extension space for the class of metrizable
spaces iff it is an extension space for the class of M complexes.
A nonempty topological space Y is said to be a neighborhood extension space for
X if every closed subspace of very element of X has the NEP w.r.t. Y . Denote by
NES(X ) the class of neighborhood extension spaces for X . Obviously, if X ′ ⊂ X ′′, then
NES(X ′′) ⊂ NES(X ′), so ∀ X : NES(normal) ⊂ NES(X ). Of course, ES(X ) ⊂ NES(X ).
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In the other direction, every contractible element of NES(X ) is in ES(X ).
[Note: It is convenient to agree that ∅ ∈ NES(X ). So, if Y ∈ NES(X ) and if V ⊂ Y
is open, then V ∈ NES(X ).]
(NES1) The class NES(X ) is closed under the formation of finite products.
(NES2) Any neighborhood retract of a neighborhood extension space for X is in
NES(X ).
(NES3) Suppose that Y = Y1 ∪ Y2, where Y1, and Y2 are open and
 Y1Y2
∈ NES(X ) −then Y ∈ NES(X ).
(NES4) Assume: The elements of X are hereditarily normal. Suppose that
Y = Y1 ∪ Y2, where Y1 and Y2 are closed and
 Y1Y2 ∈ NES(X ) & Y1 ∩ Y2 ∈ NES(X )
−then Y ∈ NES(X ).
(NES5) Suppose that Y = Y1∪Y2, where Y1, and Y2 are closed −then Y ∈ NES(X )
& Y1 ∩ Y2 ∈ NES(X ) =⇒
 Y1Y2 ∈ NES(X ).
[Note: There is a slight difference between the formulation of ES3 and NES3. Rea-
son: An empty intersection is permitted in NES3 but not in ES3 (consider X = [0, 1],
A = Y = {0, 1}).]
EXAMPLE (CW Complexes) Metrizable CW complexes are ANRs (cf. p. 6-16).
(1) Every finite CW complex is in NES(normal).
(2) Every CW complex is in NES(compact) (but it is not true that every CW complex is in
NES(paracompact)).
(3) Every CW complex is in NES(stratifiable).
[First, if K is a full vertex scheme, then |K| is a locally convex topological vector space (cf. p. 6-11),
so |K| ∈ ES(stratifiable) (cf. p. 6-32). Second, if K is a vertex scheme and if L is a subscheme, then |L| is a
neighborhood retract of |K|. Third, if X is a CW complex, then X is a retract of a polyhedron (cf. p, 5-12).]
FACT Every CW complex has the homotopy type of an ANR which is in NES(paracompact).
EXAMPLE Suppose that X = Y ∪ Z is metrizable. Let K and L be finite CW complexes.
Assume: Every closed subspace of
 YZ has the EP w.r.t
 KL −then every closed subspace of X has
the EP w.r.t K ∗ L.
The “ES” arguments are similar to but simpler than the “NES” arguments. Of
the latter, the most difficult is the one for NES3, which runs as follows. Take an X
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in X and let A ⊂ X be closed −then the claim is that ∀ f ∈ C(A,Y ) there exists
an open U ⊃ A and an F ∈ C(U, Y ): F |A = f . Since X is covered by open sets f−1(Y1) ∪ (X −A)f−1(Y2) ∪ (X −A) and since X is normal, there exists closed sets
 X1 ⊂ XX2 ⊂ X which
cover X with
 X1 ⊂ f−1(Y1) ∪ (X −A)X2 ⊂ f−1(Y2) ∪ (X −A) . Put
 A1 = X1 ∩AA2 = X2 ∩A . There are now two
cases, depending on whether Y1 ∩ Y2 is empty or not. The second possibility is more in-
volved than the first so we shall look only at it. Because Y1 ∩Y2 ∈ NES(X ), the restriction
f |A1 ∩A2 has an extension f12 ∈ C(O,Y1 ∩ Y2), where O is some open subset of X1 ∩X2
containing A1∩A2. Choose an open subset P of X1∩X2 : A1∩A2 ⊂ P ⊂ P ⊂ O. Observ-
ing that A∩P = A1∩A2, define g ∈ C(A∪P, Y ) by g(x) =
 f(x) (x ∈ A)f12(x) (x ∈ P . Because Y1 ∈ NES(X )Y2 ∈ NES(X ) , the restriction
 g|A1 ∪ Pg|A2 ∪ P has an extension
 G1 ∈ C(O1, Y1)G2 ∈ C(O2, Y2) ,
where
 O1O2 is some open subset of
 X1X2 containing
 A1 ∪ PA2 ∪ P . Choose and open
subset
 P1 of X1P2 of X2 :
 A1 ∪ P ⊂ P1 ⊂ P 1 ⊂ O1A2 ∪ P ⊂ P2 ⊂ P 2 ⊂ O2 and an open subset V ⊂ X: A ⊂ V &
(X1∩X2−P )∩V = ∅. Let
 B1 = (P1 −X2 ∩ V ) ∪ PB2 = (P2 −X1 ∩ V ) ∪ P . It is clear that
 B1 ⊂ O1B2 ⊂ O2 ,
with B1 ∩B2 = P , so the prescription G(x) =
 G1(x) (x ∈ B1)G2(x) (x ∈ B2) is a continuous exten-
sion of f to B1 ∪B2 ⊃ A. The set (P1 −X2) ∪ (P2 −X1) ∪ P is open in X. Denote by U
its intersection with V and let F = G|U .
[Note: To reduce NES4 to NES3, put instead
 A1 = f−1(Y1)A2 = f−1(Y2) . Since A1 −A2 ∩ (A2 −A1) = ∅(A1 −A2) ∩ A2 −A1 = ∅ and since X is hereditarily normal, there exists an open set
U0 ⊂ X : A1−A2 ⊂ U0 ⊂ U0 ⊂ X − (A2−A1). Setting
 X1 = U0 ∪ (A1 ∩A2)X2 = (X − U0) ∪ (A1 ∩A2) ,
the argument then proceeds as before.]
Why work with classes of normal Hausdorff spaces? Answer: If the class X contains a space that is
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not normal, then every nonempty Hausdorff space Y ∈ NES(X ) is necessarily a singleton.
FACT Suppose that Y is an AR (ANR).
(1) Let X be the class of perfectly normal paracompact Hausdorff spaces −then Y ∈ ES(X )
(NES(X )).
(2) Let X be the class of perfectly normal Hausdorff spaces −then Y ∈ ES(X ) (NES(X )) iff Y
is second countable.
[For the necessity, remark that every collection of nonempty pairwise disjoint open subsets of Y is
countable. Reason: The construction on p. 6-34 ff. furnishes a perfectly normal Hausdorff space X con-
taining an uncountable closed discrete subspace A, the points of which cannot be separated by a collection
of nonempty pairwise disjoint open subsets of X.]
(3) Let X be the class of paracompact Hausdorff spaces −then Y ∈ ES(X ) (NES(X )) iff Y is
completely metrizable.
[To establish the necessity, assume, e.g., that Y is an AR. Let X be the result of retopologizing βY
by isolating the points of βY −Y . Every open covering of X has a σ-discrete open refinement, hence X is a
paracompact Hausdorff space. Since Y sits inside X as a closed subspace, there is a retraction r : X → Y .
On the other hand, Y is metrizable, thus is Moore, so Y satisfies Arhangel’ski˘i’s condition. Fix a sequence
{Vn} of collections of open subsets of βY such that each Vn covers Y and ∀ y ∈ Y :
⋂
n
st(y,Vn) ⊂ Y .
Assign to a given V ∈ Vn the open subset PV ⊂ V determined by intersecting V with the interior in βY of
r−1(V ∩ Y ). Put Pn =
⋃
{PV : V ∈ Vn} : Pn ⊃ Y & Y =
⋂
n
Pn, therefore Y is topologically complete or
still, is completely metrizable.]
(4) Let X be the class of normal Hausdorff spaces −then Y ∈ ES(X ) (NES(X )) iff Y is second
countable and completely metrizable.
FACT Let X be the class consisting of the Hausdorff spaces that can be realized as a closed subspace
of a product of a compact Hausdorff space and a metrizable space (the elements of X are precisely those
paracompact Hausdorff spaces satisfying Arhangel’ski˘i’s condition) −then every AR (ANR) is in ES(X )
(NES(X ))
[Suppose that X ∈ X is closed in K × Z, where K is compact Hausdorff and Z is metrizable. The
projection K × Z → Z is closed and has compact fibers, thus the same is true of its restriction p to X.
Fix a closed subspace A ⊂ X. Take an AR Y of weight ≤ κ and let f ∈ C(A, Y ). Embed Y in S(κ)ω
and apply Proposition 13 to produce a continuous extension φ : X → S(κ)ω of f . Write for Φ the diago-
nal of φ and p −then Φ(A) is closed in S(κ)ω × p(X). Therefore the restriction to Φ(A) of the projection
ψ : S(κ)ω×p(X)→ S(κ)ω has a continuous extension Ψ : S(κ)ω×p(X)→ Y . Put F = Ψ ◦Φ : F ∈ C(X,Y )
& F |A = f .]
Application: If K is a compact Hausdorff space and if Y is an ANR, then C(K, Y ) is an ANR (so for
any CW complex X, C(K,X) is a CW space).
[Inspect the proof of Proposition 6, keeping in mind the preceding result.]
Suppose that G is a stratifiable topological group −then X∞G and B∞G are stratifiable (cf. p. 6-30)
and Cauty† has shown that if G is also NES(stratifiable), then the same holds true for X∞G and B
∞
G .
Example: If G is an ANR, then X∞G and B
∞
G are ANRs (cf. p.4-65 4-31).
†Arch. Math (Basel) 28 (1977), 623-631.
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LEMMA Let Y be a topological space. Suppose that Y admits a covering V by
pairwise disjoint open sets V , each of which is in NES(collectionwise normal) −then Y is
in NES(collectionwise normal).
[Let X be collectionwise normal, A ⊂ X closed, and let f ∈ C(A,Y ). Put AV =
f−1(V ), fV = f |AV −then there exists a neighborhood OV of AV in X and an FV ∈
C(OV , V ): FV |AV = fV . Since {AV } is a discrete collection of closed subsets of X, there
exists a pairwise disjoint collection {UV } of open subsets of X such that ∀ V : AV ⊂ UV .
Set U =
⋃
V
(OV ∩ UV ) and define F : U → Y by F |OV ∩ UV = FV |OV ∩ UV to get a
continuous extension of f to U .]
Let Y be a topological space. Suppose that Y admits a numerable covering V by open
sets V , each of which is in NES(collectionwise normal) −then, from the proof of Proposi-
tion 12, it follows that Y is in NES(collectionwise normal).
FACT Let Y be a topological space. Suppose that Y admits a covering V by open sets V , each of
which is in NES(paracompact) −then Y is in NES(paracompact).
Application: Every topological manifold is in NES(paracompact).
[Note: This applies in particular to the Pru¨fer manifold, which is not metrizable and contains a closed
submanifold that is not a neighborhood retract.]
Assume: IX ⊂ X . Let Y ∈ NES(X ) −then for every pair (X,A), where X ∈ X and
A ⊂ X is closed, A has the HEP w.r.t. Y . Proof: i0X ∪ IA, as a closed subspace of IX,
has the EP w.r.t Y .
EXAMPLE (CW complexes) If X is stratifiable and A ⊂ X is closed, then A has the HEP
w.r.t. any CW complex.
PROPOSITION 17 Assume: IX ⊂ X . Let Y ∈ NES(X ) and suppose that Y is
homotopy equivalent to a Z ∈ ES(X ) −then Y ∈ ES(X ).
[Choose continuous functions φ : Y → Z, ψ : Z → Y such that ψ◦φ ≃ idY , φ◦ψ ≃ idZ .
Take anX in X and let A ⊂ X be closed. Given f ∈ C(A,Y ), ∃ F ∈ C(X,Z): F ◦ i = φ◦f ,
where i : A → X is the inclusion. But A has the HEP w.r.t. Y and ψ ◦ F ◦ i ≃ f , so f
admits a continuous extension to X.]
FACT Suppose that X is an ANR. Let Y be a topological space such that every closed subset
A ⊂ X has the EP w.r.t Y . Fix a weak homotopy equivalence K → Y , where K is a CW complex −then
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every closed subset A ⊂ X has the EP w.r.t K.
[Owing to the CW-ANR theorem, the induced map [X,K]→ [X, Y ] is bijective (cf. p. 5-15). On the
other hand, every closed subset A ⊂ X has the HEP w.r.t. K (metizable =⇒ stratifiable).]
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§7. C−THEORY
A classical technique in algebraic topology is to work modulo a Serre class of abelian
groups. I shall review these matters here, supplying proofs of the less familiar facts.
Let C ⊂ ObAB be a nonempty class of abelian groups −then C is said to be a
Serre class provided that for any short exact sequence 0 → G′ → G → G′′ → 0 in AB,
G ∈ C iff
 G′G′′ ∈ C or equivalently, for any exact sequence G′ → G → G′′ in AB G′G′′ ∈ C =⇒ G ∈ C.
[Note: To show that a nonempty class C ⊂ ObAB is a Serre class, it is usually
simplest to check that C is closed under subgroups, homomorphic images, and extensions.]
Example: For any Serre class C, the subclass Ctor of torsion groups in C is a Serre
class.
[Note: A Serre class C is said to be torsion if C = Ctor.]
EXAMPLE (p-Primary Abelian Groups) An abelian group G is said to be p-primary. The
rank r(G) of a p-primary G is the cardinality of a maximal independent system in G. If G[p] = {g : pg = 0},
then G[p] is a vector space over Fp and dimG[p] = r(G). The final rank rf (G) of a p-primary G is the
infimum of the r(pn(G) (n ∈ N). Every p-primary G can be written as G = G′ ⊕G′′, where G′ is bounded
and r(G′′) = rf (G
′′) (Fuchs†). Fix now a symbol∞, considered to be larger than all the cardinals. Given a
Serre class C of p-primary abelian groups, let Φ(C) be the smallest cardinal number > r(G) ∀ G ∈ C if such
a number exists, otherwise put Φ(C) =∞, and let Ψ(C) be the smallest cardinal number > rf (G) ∀ G ∈ C if
such a number exists, otherwise put Ψ(C) =∞. Obviously, Φ(C) ≥ Ψ(C),
 Φ(C) = 1 or Φ(C) ≥ ωΨ(C) = 1 or Ψ(C) ≥ ω .
And: C is precisely the class of p-primary G for which r(G) < Φ(C) & rf (G) < Ψ(C). On the other hand,
suppose that
 ΦΨ are cardinal numbers or ∞ with Φ ≥ Ψ,
 Φ = 1 or Φ ≥ ωΨ = 1 or Ψ ≥ ω . Let C be the
class of p-primary G for which r(G) < Φ & rf (G) < Ψ −then C is a Serre class such that Φ(C) = Φ &
Ψ(C) = Ψ. Thus the conclusion is that there is a one-to-one correspondence between the conglomerate of
Serre classes of p-primary abelian groups and the conglomerate of ordered pairs (Φ,Ψ), where
 ΦΨ are
cardinal numbers or ∞: Φ ≥ Ψ,
 Φ = 1 or Φ ≥ ωΨ = 1 or Ψ ≥ ω .
†Infinite Abelian Groups, vol. I, Academic Press (1970), 152.
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[Note: If C is a Serre class and if C(p) is the subclass of C consisting of the p-primary G in C, then
C(p) is a Serre class.]
Notation: Given a Serre class C, tf(C) is the subclass of C made up of the torsion free
groups in C.
PROPOSITION 1 Let C be a Serre class. Assume: tf(C) contains a group of infinite
rank −then either tf(C) is the class of all torsion free abelian groups or tf(C) is the class of
all torsion free abelian groups of cardinality < κ, where κ > ω.
[Any torsion free abelian group G of infinite rank contains a free abelian group of rank
= #(G).]
EXAMPLE Fix a cardinal number κ > ω. Let Tκ be the class of torsion abelian groups of cardi-
nality < κ; let Fκ be the class of torsion free abelian groups of cardinality < κ. Take any Serre class T of
torsion abelian groups: T ⊃ Tκ −then the class C consisting of all abelian groups G which are extensions
of a group in T by a group in Fκ is a Serre class such that Ctor = T and tf(C) = Fκ.
A characteristic is a sequence χ = {χp : p ∈ Π}, where each χp is a nonnegative
integer or ∞. Given characteristics
 χ′χ′′ , write χ′ ∼ χ′′ iff #{p : χ′ 6= χ′′} < ω and
χ′p = ∞ ⇐⇒ χ
′′
p = ∞ −then ∼ is an equivalence relation on the set of characteristics,
an equivalence class t being called a type. The sum t′ + t′′ of types
 t′t′′ is the type
containing the characteristic {χ′p + χ
′′
p : p ∈ Π} and t
′ ≤ t′′ provided that χ′p ≤ χ
′′
p for
almost all p, t′′ − t′ being the largest type t such that t+ t′ ≤ t′′.
(Rational Groups) A nonzero abelian group G is said to be rational if it is iso-
morphic to a subgroup of Q or still, is torion free of rank 1. Such groups can be classified.
For assume that G is rational, say G ⊂ Q. Take g ∈ G: g 6= 0. Given p ∈ Π, consider the
set Sp(g) of nonnegative integers n such that the equation p
nx = g has a solution in G.
Put χp(g) = supSp(g), the p-height of g −then χ(g) = {χp(g) : p ∈ Π} is a characteristic.
Moreover, distinct nonzero elements of G determine equivalent characteristics. Definition:
the type t(G) of G is the type of the characteristic of any nonzero element of G. Every type
t can be realized by a rational group, i.e. t = t(G) (∃ G) and rational
 G′G′′ are isomor-
phic iff t(G′) = t(G′′) (in general, G′ is isomorphic to a subgroup of G′′ iff t(G′) ≤ t(G′′)).
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Example: Suppose that Z ⊂ G ⊂ Q −then G/Z ≈
⊕
p
Z/pχpZ, {χp : p ∈ Π} the
characteristic of 1, and Hom(G,G) is isomorphic to the subring of Q generated by 1 and
the p−1: pG = G.
FACT If G and K are rational, then G⊗K is rational and t(G⊗K) = t(G) + t(K).
FACT If G and K are rational, then Hom(G,K) = 0 if t(G) 6≤ t(K), but is rational if t(G) ≤ t(K)
with t(hom(G,K)) = t(K)− t(G).
Notation: T is a nonempty set of types such that (i) t0 ∈ T & t ≤ t0 =⇒ t ∈ T
and (ii) t′, t′′ ∈ T =⇒ t′ + t′′ ∈ T, T(AB) being the class of abelian groups G which
admit a monomorphism G →
n⊕
1
Gi, where the Gi are rational (n depending on G) and
the t(Gi) ∈ T.
FACT A torsion free abelian group G of finite rank is in T(AB) iff for each nonzero homomor-
phism φ : G→ Q, t(φ(G)) ∈ T.
PROPOSITION 2 Let C be a Serre class. Assume: tf(C) contains only groups of
finite rank and at least one group of positive rank −then tf(C) = T(AB) for some T.
[Let T be the set of types t such that a rational group of type t is in tf(C). If
G1, . . . , Gn are rational and if t(G1), . . . , t(Gn) belong to T, then
n⊕
1
Gi ∈ tf(C) and every
subgroup of
n⊕
1
Gi is in tf(C). On the other hand, for any G 6= 0 in tf(C), there are rational
G1, . . . , Gn and a monomorphism G →
n⊕
1
Gi. Upon restricting to homomorphic images,
one can arrange that the Gi ∈ tf(C), so the t(Gi) ∈ T. Since C is closed under subgroups,
T satisfies condition (i) above. As for condition (ii), let
 t′t′′ ∈ T. Choose
 G′G′′ :
Z ⊂
 G′G′′ ⊂ Q &
 t′ = t(G′)t′′ = t(G′′) is represented by the characteristic
 χ′χ′′ corre-
sponding to 1. Suppose first that ∀ p,
 χ′pχ′′p is finite. Let Z ⊂ G ⊂ Q: χ(1) = χ′ + χ′′.
Fix an isomorphim φ : G′/Z → G/G′′ and let K be the subgroup of G′ ⊕ G composed
of the (g′, g) : φ(g′ + Z) = g + G′′ −then there is a short exact sequence 0 → G′′ →
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K → G′ → 0, hence K ∈ C. But there is also an epimorphism K → G, thus G ∈ C and
t′ + t′′ ∈ T. Passing to the general case, write
 χ′ = χ′f + χ′0,∞χ′′ = χ′′f + χ′′0,∞ , where
 χ′fχ′′f take
finite values and
 χ′0,∞χ′′0,∞ have values 0 or ∞. Let Z ⊂ Gf ⊂ Q : χf (1) = χ′f + χ′′f ; let
Z ⊂
 G′0,∞G′′0,∞ ⊂ Q :
 χ′0,∞(1) = χ′0,∞χ′′0,∞(1) = χ′′0,∞ . From the foregoing, Gf ∈ C; in addition, G′0,∞G′′0,∞ is isomorphic to a subgroup of
 G′G′′ ∈ C. Therefore Gf ⊕G′0,∞ ⊕G′′0,∞ ∈ C
and Gf +G
′
0,∞ +G
′′
0,∞ ⊂ Q has type t
′ + t′′.]
EXAMPLE Given T, let T be a Serre class of torsion abelian groups with the property that the
type determined by a characteristic χ belongs to T iff
⊕
p
Z/pχPZ ∈ T −then the class C consisting of all
abelian groups G which are extensions of a group in T by a group in T(AB) is a Serre class such that
Ctor = T and tf(C) = T(AB).
Every torsion abelian group G contains a basic subgroup B, i.e., B is a direct sum
of cyclic groups, B is pure in G, and G/B is divisible. If
 G′G′′ are torsion and if B′ ⊂ G′B′′ ⊂ G′′ are basic, then G′ ⊗ G′′ ≈ B′ ⊗ B′′. Corollary: The tensor product of two
torsion abelian groups is a direct sum of cyclic groups.
LEMMA Let 0→ G′ → G→ G′′ → 0 be a short exact sequence of abelian groups.
Suppose that the image of G′ in G is pure −then for any K, the sequence 0→ G′ ⊗K →
G⊗K → G′′ ⊗K → 0 is exact and the image of G′ ⊗K in G⊗K is pure.
[Note: Under the same assumptions, the sequence 0 → Tor(G′,K) → Tor(G,K) →
Tor(G′′,K)→ 0 is exact and the image of Tor(G′,K) in Tor(G,K) is pure.]
A Serre class C is said to be a ring if G,K ∈ C =⇒ G⊗K ∈ C, Tor(G,K) ∈ C.
[Note: C is a ring provided that ∀ G ∈ C: G⊗G ∈ C, Tor(G,G) ∈ C. This is because
G,K ∈ C =⇒ G⊗K ⊂ (G⊕K)⊗ (G⊕K), Tor(G,K) ⊂ Tor(G⊕K,G ⊕K).]
EXAMPLE Let C be a ring. Fix a group G −then G/[G,G] ∈ C iff ∀ i, Γi(G)/Γi+1(G) ∈ C.
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[The iterated commutator map ⊗i+1(G/[G,G])→ Γi(G)/Γi+1(G) is surjective.]
EXAMPLE Let C be a ring. Fix a group G such that ∀ n > 0, Hn(G) ∈ C. Let M ∈ C be a
nilpotent G-module −then ∀ n ≥ 0, Hn(G;M) ∈ C.
[Since the (I [G])i ·M/(I [G])i+1 ·M ∈ C, it suffices to look at the case when the action of G on M is
trivial.]
FACT Let C be a Serre class. Suppose that G ∈ C −then for any finitely generated K, G⊗K and
Tor(G,K) belong to C.
PROPOSITION 3 Let C be a Serre class −then C is a ring iff Ctor is a ring.
[Setting aside the trivial case when C is the class of all abelian groups, let us assume
that Ctor 6= C is a ring. Fix G ∈ C − Ctor: Tor(G,G) ≈ Tor(Gtor, Gtor) ∈ Ctor, Gtor the
torsion subgroup of G. To deal with G ⊗ G, put tf(G) = G/Gtor and consider the exact
sequences 
0→ Gtor ⊗G→ G⊗G→ tf(G) ⊗G→ 0
0→ Gtor ⊗Gtor → Gtor ⊗G→ Gtor ⊗ tf(G)→ 0
0→ tf(G)⊗Gtor → tf(G)⊗G→ tf(G)⊗ tf(G)→ 0
Because Gtor ⊗Gtor ∈ Ctor, it will be enough to prove that Gtor ⊗ tf(G) and tf(G) ⊗ tf(G)
are in C.
(I) Suppose that tf(G) contains a group of infinite rank. Choose κ > ω as in
Proposition 1 (so C contains all abelian groups of cardinality < κ): #(tf(G)) < κ =⇒
#(tf(G) ⊗ tf(G)) < κ =⇒ tf(G) ⊗ tf(G) ∈ C. There is a free group F in C and an epi-
morpism F → tf(G) → 0, where rankF < κ. Let B be a basic subgroup of Gtor and form
the exact sequence 0→ B⊗F → Gtor ⊗F → Gtor/B ⊗F → 0. Using the fact that B is a
direct sum of cyclic groups, B ⊗ F ≈ B ⊗Bκ: #(Bκ) < κ =⇒ B ⊗ F ∈ C. Analogously,
by an application of the structure theorem for divisible abelian groups, Gtor/B ⊗ F ∈ C.
Conclusion: Gtor ⊗ F ∈ C =⇒ Gtor ⊗ tf(G) ∈ C.
(II) Suppose that tf(C) = T(AB) (cf. Proposition 2). Let F be the free abelian
group generated by a maximal independent system in tf(G) −then there is an exact se-
quence 0 → F → tf(G) → tf(G)/F → 0 and tf(G)/F ∈ Ctor. Tensor this sequence with
Gtor to get another exact sequence F ⊗Gtor → tf(G)⊗Gtor → tf(G)/F ⊗Gtor. Of course,
tf(G)/F ⊗ Gtor ∈ Ctor; moreover F ⊗ Gtor ∈ C which implies that tf(G) ⊗ Gtor itself is in
C. Finally, the sequence 0→ F ⊗ tf(G)→ tf(G) ⊗ tf(G)→ tf(G)/F ⊗ tf(G)→ 0 is exact.
Obviously, F ⊗ tf(G) ∈ C and, repeating the preceding argument, tf(G)/F ⊗ tf(G) ∈ C,
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hence tf(G)⊗ tf(G) ∈ C.]
In what follows, α and γ are functions having cardinal numbers as values, the domain
of α being Π× N and the domain of γ being Π.
Examples: (1) Let G be a torsion abelian group. Assume: G is a direct sum of
cyclic groups −then G ≈
⊕
p
⊕
n
α(p, n) · (Z/pnZ); (2) Let G be a torsion abelian group.
Assume: G is divisible −then G ≈
⊕
p
γ(p) · (Z/p∞Z); (3) Let G be a torsion abelian group.
Assume: G is p-primary and satisfies the descending chain condition on subgroups −then
G ≈
⊕
n
α(p, n) · (Z/pnZ)⊕ γ(p) · (Z/p∞Z), where
∑
n
α(p, n) < ω and γ(p) is finite.
[Note: For use below, recall that Z/p∞Z is a homomorphic image of
⊕
n
Z/pnZ (in
fact, every countable p-primary G is a homomorphic image of
⊕
n
Z/pnZ).]
Notation: Given a torsion Serre class C, α(C) = {α :
⊕
p
⊕
n
α(p, n) · (Z/pnZ) ∈ C} and
γ(C) = {γ :
⊕
p
γ(p) · (Z/p∞Z) ∈ C}.
Observations: (i) γ0 ∈ γ(C) & γ ≤ γ0 =⇒ γ ∈ γ(C) and (ii) γ
′, γ′′ ∈ γ(C) =⇒
γ′ + γ′′ ∈ γ(C).
Suppose that C is a torsion Serre class. Let G ∈ C −then G ≈
⊕
p
G(p), G(p) the
p-primary component of G. Denote by C0 the subclass of C comprised of those G such that
each G(p) is bounded, so ∀ p, ∃M(p): pM(p)G(p) = 0, and put α0(C) = α(C0) (meaningful,
C0 being Serre).
CARDINAL LEMMA Let C be a torsion Serre class −then ∀ α ∈ α(C), ∃ α0 ∈
α0(C) & γ ∈ γ(C) such that α(p, n) ≤ α0(p, n) + γ(p), where γ(p) ≥ ω or γ(p) = 0.
[Set σ(p, n) =
∞∑
m=n
α(p,m) and choose M(p) such that σ(p, n) = σ(p, n + 1) = · · ·
(n ≥ M(p)). Define α0 by α0(p, n) =
 α(p, n) (n < M(p))0 (n ≥M(p)) and define γ by γ(p) =
σ(p,M(p)): α ≤ α0 + γ and α0 ∈ α0(C), thus the issue is whether γ ∈ γ(C). To
see this, it need only be shown that ∀ p, γ(p) · (Z/p∞Z) is a homomorphic image of⊕
n
α(p, n) · (Z/pnZ). Case 1: γ(p) = ω. Here #{n : α(p, n) 6= 0} = ω and there are
epimorphisms
⊕
n
α(p, n) · (Z/pnZ)→
⊕
n
(Z/pnZ)→ γ(p) · (Z/p∞Z). Case 2: γ(p) > ω. Put
N∞ = {n : α(p, n) > ω}: #(N∞) = ω and there are epimorphisms
⊕
n
α(p, n) · (Z/pnZ)→⊕
n∈N∞
nα(p, n) · (Z/pnZ) →
⊕
n∈N∞
α(p, n) · (Z/pZ ⊕ · · · ⊕ Z/pnZ) → γ(p) · (
⊕
n
Z/pnZ) →
γ(p) · (Z/p∞Z).]
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Given a torsion Serre class C, let C∗ be the subclass of those G such that each G(p)
satisfies the descending chain condition on subgroups. Note that C∗ is Serre.
PROPOSITION 4 Let C be a torsion Serre class −then C is a ring iff C∗ is a ring.
[Straightforward computations establish the necessity. As for the sufficiency, fix G ∈ C
and let B be a basic subgroup of G. Applying the cardinal lemma, one finds that B⊗B ∈ C.
But G ⊗ G ≈ B ⊗ B, thus G ⊗ G ∈ C. The verification that Tor(G,G) ∈ C hinges on a
preliminary remark.
Claim: Suppose that C∗ is a ring −then ∀ γ ∈ γ(C), γ2 ∈ γ(C).
[Write γ = γ′ + γ′′, where ∀ p, γ′(p) is finite and γ′′(p) ≥ ω or γ′′(p) = 0, so γ2 =
(γ′)2 + γ′′. Since C∗ is a ring, (γ′)2 ∈ γ(C), hence γ2 ∈ γ(C).]
Consider the exact sequences
0→ Tor(B,G)→ Tor(G,G)→ Tor(G/B,G) → 0
0→ Tor(B,B)→ Tor(G,B)→ Tor(G/B,B)→ 0
0→ Tor(B,G/B)→ Tor(G,G/B)→ Tor(G/B,G/B) → 0
Owing to the claim, Tor(G/B,G/B) ∈ C. Proof: G/B ≈
⊕
p
γ(p) · (Z/p∞Z) =⇒
Tor(G/B,G/B) ≈
⊕
p
γ2(p) · (Z/p∞Z). In addition, Tor(B,B) ≈ B ⊗ B ∈ C. Therefore
everything comes down to showing that Tor(B,G/B) ∈ C or still, that
⊕
p
γ(p) · B(p) ∈ C.
Using the cardinal lemma, represent B by B0⊕B∞ with B0(p) =
⊕
n
α0(p, n) · (Z/p
nZ) and
B∞(p) =
⊕
n
α∞(p, n) · (Z/p
nZ), subject to (α0) ∀ p, ∃ M(p): n ≥M(p) =⇒ α0(p, n) = 0
and (α∞) ∃ γ∞ ∈ γ(C): ∀ p, ∀ n, α∞(p, n) ≤ γ∞(p), where γ∞(p) ≥ ω or γ∞(p) = 0.
From the definitions,
⊕
p
γ(p) · B0(p) ≈ B0 ⊗
(⊕
p
γ(p) · (Z/pM(p)Z)
)
∈ C. Turning to B∞,
for each p, there is a monomorphism γ(p) · B∞(p) → (γ(p) + γ∞(p)) · (Z/p
∞Z). Because
γ + γ∞ ∈ γ(C), it follows that
⊕
p
γ(p) · B∞(p) ∈ C.]
Application: Let C be a Serre class. Assume tf(C) contains a free group of infinite
rank −then C is a ring.
EXAMPLE Not every Serre class is a ring. For instance, let C be the class of all torsion abelian
groups G such that ∀ p, G(p) is finite, so G(p) =
⊕
p
α(p, n) · (Z/pn/Z), where r(G(p)) =
∑
n
α(p, n) < ω
(cf. p. 7-1). Enumerate Π: p1 < p2 < · · · −then the subclass of C consisting of those G for which the
sequence {r(G(pk))/k} is bounded is a Serre class but it is not a ring (consider G =
⊕
k
k · (Z/pkZ)).
[Note: C is a Serre class and it is a ring.]
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A Serre class C is said to be acyclic if ∀ G ∈ C, Hn(G) ∈ C (n > 0).
FACT Let C be a Serre class. Suppose that G ∈ C is finitely generated −then Hn(G) ∈ C (n > 0).
If G is a torsion abelian group and if G ≈
⊕
p
G(p) is its primary decomposition,
then ∀ n > 0, the Hn(G) are torsion and ∀ p, Hn(G)(p) ≈ Hn(G(p)) ( =⇒ Hn(G) ≈⊕
p
Hn(G(p))).
[Note: ∀ n > 0, G(p) bounded =⇒ Hn(G(p)) bounded (in fact, p
M(p)G(p) = 0 =⇒
pM(p)Hn(G(p)) = 0.]
Example: Q/Z ≈
⊕
p
Z/p∞Z =⇒ Hn(Q/Z) ≈
⊕
p
Hn(Z/p
∞Z), where for n > 0,
Hn(Z/p
∞Z) = colimHn(Z/p
kZ) =
 Z/p∞Z (n odd)0 (n even) .
FACT Fix a prime p. For k = 1, 2, . . ., let Gk be a direct sum of k copies of Z/pZ −then by the
Ku¨nneth formula, ∀ n > 0, Hn(Gk) = Gd(n,k), where d(1, k) = k and d(n, k+1) =
n∑
i=1
d(i, k)+(1−(−1)n)/2
(hence d(n, k) ≤ knn).
FACT Fix a prime p. For k = 1, 2, . . ., let Gk be a direct sum of k copies of Z/p∞Z −then by the
Ku¨nneth formula, ∀ n > 0, Hn(Gk) = Gd(n,k), where d(n, k) = 0 (n even) and d(n, k) =
(
k + n−1
2
n+1
2
)
(n odd) (hence d(n, k) ≤ kn).
LEMMA Suppose that C is a Serre class. Let 0→ K → G→ G/K → 0 be a short
exact sequence in C −then for n > 0, Hn(G) ∈ C provided that the Hp(G/K;Hq(K)) ∈ C
(p+ q > 0).
[Apply the LHS spectral sequence.]
[Note: By the universal coefficient theorem, Hp(G/K;Hq(K)) ≈ Hp(G/K)⊗Hq(K)⊕
Tor(Hp−1(G/K),Hq(K)).]
THEOREM OF BALCERZYK Let C be a Serre class −then C is acyclic iff C is a
ring.
[Suppose that C is acyclic. Since G torsion =⇒ Hn(G) torsion (n > 0), Ctor is acyclic,
thus one can assume that C is torsion (cf. Proposition 3) and then, taking into account
Proposition 4, work with C∗ (which is acyclic). So, let G ∈ C∗: G ≈
⊕
p
G(p) =⇒ G⊗G ≈⊕
p
G(p)⊗G(p) and #(G(p)⊗G(p)) < ω =⇒ G(p)⊗G(p) ≈ H2(G(p))⊕H2(G(p))⊕G(p)
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=⇒ G⊗G ≈
⊕
p
(H2(G(p))⊕H2(G(p))⊕G(p)) ≈ H2(G)⊕H2(G)⊕G ∈ C
∗. To check that
Tor(G,G) ∈ C∗, it is obviously enough to look at the case when G ≈
⊕
p
γ(p) · (Z/p∞Z),
where ∀ p, γ(p) < ω. Thus: H3(G) ≈
⊕
p
H3(γ(p) · (Z/p∞Z))
⊕
p
(
γ(p) + 1
2
)
· (Z/p∞Z)
(cf. supra) and 2
(
γ(p) + 1
2
)
≥ γ(p)2 =⇒ γ2 ∈ γ(C) =⇒ Tor(G,G) ∈ C∗.
Suppose that C is a ring. Let G ∈ C −then there is a short exact sequence 0→ Gtor →
G→ G/Gtor → 0. Accordingly, in view of the lemma, to prove that Hn(G) ∈ C (n > 0), it
suffices to prove that Hp(G/Gtor;Hq(Gtor)) ∈ C (p+ q > 0). But Hp(G/Gtor;Hq(Gtor)) ≈
Hp(G/Gtor)⊗Hq(Gtor)⊕Tor(Hp−1(G/Gtor),Hq(Gtor)) and the verification that Hn(G) ∈ C
(n > 0) reduces to when (i) G is torsion free or (ii) G is torsion.
(Torsion Free) If tf(C) is the class of all torsion free abelian groups of cardinality
< κ (κ > ω) (cf. Proposition 1), then G ∈ tf(C) =⇒ #(Hn(G)) < κ =⇒ Hn(G) ∈ C
(n > 0). The other possibility is that tf(C) = T(AB) for some T (cf. Proposition 2).
Under these circumstances, a given G ∈ tf(C) contains a free subgroup F ≈ r · Z of finite
rank such that the sequence 0 → F → G → G/F → 0 is exact. Here, G/F ≈
r⊕
1
Ti is
torsion and the p-primary components of each Ti are isomorphic to Z/p
niZ or Z/p∞Z.
Therefore Hn(Ti) ≈
 Ti (n odd)0 (n even) ∈ C (n > 0) =⇒ Hn(T ) ∈ C (n > 0) (Ku¨nneth).
On the other hand, Hn(F ) ≈

(
r
n
)
· Z (n ≤ r)
0 (n > r)
∈ C(n > 0). The lemma now implies
that Hn(G) ∈ C (n > 0).
(Torsion) Let G ∈ Ctor. Choose a basic subgroup B of G: 0 → B → G →
G/B → 0 −then thanks to the lemma, one need only consider Hn(B) and Hn(G/B)
(n > 0). Using the cardinal lemma, represent B by B0 ⊕ Bω ⊕ B∞ with B0(p) =⊕
n
α0(p, n) · (Z/p
nZ), Bω(p) =
⊕
n
αω(p, n) · (Z/p
nZ), and B∞(p) =
⊕
n
α∞(p, n) · (Z/p
nZ),
subject to (α0) ∀ p,
∑
n
α0(p, n) < ω, (αω) ∀ p, ∃ M(p): n ≥ M(p) =⇒ αω(p, n) = 0 &
∀ n: αω(p, n) ≥ ω or αω(p, n) = 0, and (α∞) ∃ γ∞ ∈ γ(C): ∀ p, ∀ n, α∞(p, n) ≤ γ∞(p),
where γ∞(p) ≥ ω or γ∞(p) = 0. That Hn(B) ∈ C (n > 0) results from the following
observations (modulo Ku¨nneth): (O0) ∀ p, #(B0(p)) < ω, hence there is a monomorphism
Hn(B0(p)) → ⊗
nB0(p); (Oω) ∀ p, ∀ α ≥ ω, Hn(α · (Z/p
kZ)) ≈ α · (Z/pkZ); (O∞) ∀ p,
#(B∞(p)) ≤ γ∞(p), hence there is a monomorphism Hn(B∞(p)) → γ∞(p) · (Z/p
∞Z). Fi-
nally, write G/B ≈
⊕
p
γ(p) · (Z/p∞Z) and fix n > 0. Case 1: n even =⇒ Hn(G/B) = 0.
Case 2: n odd. If γ(p) ≥ ω, then Hn(γ(p) · (Z/p
∞Z)) ≈ γ(p) · (Z/p∞Z), while if γ(p) < ω,
then Hn(γ(p) ·(Z/p
∞Z)) ≈
(
γ(p) + n−12
n+1
2
)
·(Z/p∞Z) (cf supra). However,
(
γ(p) + n−12
n+1
2
)
≤
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(γ(p))n and γn ∈ γ(C).]
EXAMPLE Let C be a ring. Fix a nilpotent group G such that G/[G,G] ∈ C −then ∀ n > 0,
Hn(G) ∈ C.
FACT Let C be a ring. Suppose that X is simply connected −then Hq(X) ∈ C ∀ q > 0 iff
Hq(ΩX) ∈ C ∀ q > 0.
Application: Let C be a ring. Fix π ∈ C −then the Hq(π, n) ∈ C (q > 0).
If C is a Serre class, then a homomorphism f : G→ K of abelian groups is said to be
C-injective (C-surjective) if the kernel (cokernel) of f is in C, f being C-bijective provided
that it is both C-injective and C-surjective.
MOD C HUREWICZ THEOREM Let C be a Serre class. Assume: C is a ring.
Suppose that X is abelian −then if n ≥ 2, the condition πq(X) ∈ C (1 ≤ q < n) is
equivalent to the condition Hq(X) ∈ C (1 ≤ q < n) and either implies that the Hurewicz
homomorphism πn(X)→ Hn(X) is C-bijective.
EXAMPLE Let C be a ring. Suppose that X is a pointed connected CW space which is nilpo-
tent. Agreeing to write π1(X) ∈ C if π1(X)/[π1(X), π1(X)] ∈ C, fix n ≥ 2 −then the following conditions
are equivalent: (i) πq(X) ∈ C (1 ≤ q < n) (ii) Hq(X) ∈ C (1 ≤ q < n); (iii) π1(X) ∈ C & Hq(X˜) ∈ C
(1 ≤ q < n). Furthermore, under (i), (ii), or (iii) the Hurewicz homomorphism πn(X)→ Hn(X) induces a
C-bijection πn(X)π1(X) → Hn(X).
[To illustrate the line of argument, assume (iii) and consider the spectral sequence E2p,q ≈ Hp(π1(X);
Hq(X˜))⇒ Hp+q(X) of the covering projection X˜ → X (cf. p. 5-61). Since π1(X) ∈ C is nilpotent, E2p,0 ∈ C
(p > 0) (cf. p. 7-10). In addition, the Hq(X˜) (q > 0) are nilpotent π1(X)-modules (cf. §5, Proposition
17), thus E2p,q ∈ C (p ≥ 0, 1 ≤ q < n), (cf. p. 7-5) =⇒ Hq(X) ∈ C (1 ≤ q < n) and there is a C-bijection
Hq(X˜)π1(X) → Hn(X). Owing to the mod C Hurewicz theorem, πq(X) ≈ πq(X˜) ∈ C (2 ≤ q < n) and the
Hurewicz homomorphism πn(X˜) → Hn(X˜) is C-bijective. But then the arrow πn(X˜)π1(X) → Hn(X˜)π1(X)
is also C-bijective, πn(X˜) and Hn(X˜) being nilpotent πn(X)-modules.]
A Serre class C is said to be an ideal if G ∈ C =⇒ G⊗K ∈ C, Tor(G,K) ∈ C for all
K in AB.
LEMMA Let C be a Serre class −then C is an ideal iff ∀ G ∈ C,
⊕
i
Gi ∈ C, where
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⊕
i
is taken over any index set and ∀ i, Gi ≈ G.
Example: Let C be an ideal. Suppose that G ∈ [(sinX)OP,AB] is a coefficient system
on X such that ∀ σ, Gσ ∈ C −then ∀ n ≥ 0, Hn(X;G) ∈ C.
EXAMPLE The conglomerate of torsion Serre classes which are ideals is codable by a set. For in
the set of subsets of F (N,Z≥0∪{∞}), write S ∼ T iff each sequence in S is ≤ a finite sum of sequences in T
and each sequence in T is ≤ a finite sum of sequences in S. Let E be the resulting set of equivalence classes.
Claim: The conglomerate of torsion ideals is in a one-to-one corrspondence with E. Thus given a torsion
ideal C, assign to G ∈ C the sequence {xn(G)} ∈ F (N,Z≥0 ∪ {∞}) by letting xn(G) be the least uppper
bound of the exponents of the elements in G(pn), where ∀ n, pn < pn+1. Put SC = {{xn(G)} : G ∈ C}
and call [SC] ∈ E the equivalence class corresponding to SC. To go the other way, take an S and let CS
be the class of torsion abelian groups G with the property that there exists a finite number of sequences
in S such that the nth term of their sum is an upper bound on the exponents of the elements in G(pn)
−then CS is an ideal and S ∼ T =⇒ CS = CT , so C[S] makes sense. One has C → [SC] → C[SC] = C and
[S]→ C[S] → [SC[S] ] = [S].
[Note: It is sufficient to consider torsion ideals since any ideal containing a nonzero torsion free group
is necessarily the class of all abelian groups.]
MOD C WHITEHEAD THEOREM Let C be a Serre class. Assume: C is an ideal.
Suppose that X and Y are abelian and f : X → Y is a continuous function −then if
n ≥ 2, the condition f∗ : πq(X) → πq(Y ) is C-bijective for 1 ≤ q < n and C-surjective for
q = n is equivalent to the condition f∗ : Hq(X) → Hq(Y ) is C-bijective for 1 ≤ q < n and
C-surjective for q = n.
EXAMPLE Let
 XY be abelian. Assume: ∀ q,
 Hq(X)Hq(Y ) is finitely generated ( =⇒ ∀ q, πq(X)πq(Y ) is finitely generated).
(char k = 0) Let f : X → Y be a continuous function. Fix a field k of characteristic 0 and
denote by F the class of finite abelian groups, T , the class of torsion abelian groups −then if n ≥ 2, the
following conditions are equivalent: (1) f∗ : Hq(X) → Hq(Y ) is F-bijective for 1 ≤ q < n and F surjec-
tive for q = n; (2) f∗ : Hq(X) → Hq(Y ) is T -bijective for 1 ≤ q < n and T surjective for q = n; (3)
f∗ : Hq(X;k)→ Hq(Y ;k) is bijective for 1 ≤ q < n and surjective for q = n; (4) f∗ : Hq(Y ;k)→ Hq(X;k)
is bijective for 1 ≤ q < n and injective for q = n.
(char k = p) Let f : X → Y be a continuous function. Fix a field k of characteristic p and
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denote by Fp the class of finite abelian groups with order prime to p, Tp, the class of torsion abelian groups
with trivial p-primary component −then if n ≥ 2, the following conditions are equivalent: (1) f∗ : Hq(X)→
Hq(Y ) is Fp-bijective for 1 ≤ q < n and Fp surjective for q = n; (2) f∗ : Hq(X) → Hq(Y ) is Tp-bijective
for 1 ≤ q < n and Tp surjective for q = n; (3) f∗ : Hq(X;k) → Hq(Y ;k) is bijective for 1 ≤ q < n and
surjective for q = n; (4) f∗ : Hq(Y ;k)→ Hq(X;k) is bijective for 1 ≤ q < n and injective for q = n.
Example: If ∀ n, f∗ induces an isomorphism Hn(X; Fp) → Hn(Y ;Fp), then ∀ n, f∗ induces an iso-
morphism πq(X)(p)→ πn(Y )(p) of p-primary components.
FACT Let X be a CW complex. Assume: X is finite and n-connected −then the Hurewicz homo-
morphism πq(X)→ Hq(X) is C-bijective for q < 2n+ 1, where C is the class of finite abelian groups.
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§8. LOCALIZATION OF GROUPS
The algebra of this section is the point of departure for the developments in the next
§. While the primary focus is on the “abelian-nilpotent” theory, part of the material is
presented in a more general setting. I have also included some topological applications
that will be of use in the sequel.
The Serre classes in AB that are closed under the formation of coproducts (and hence
colimits) are in a one-to-one correspondence with the Giraud subcategories of AB. Under
this correspondece, the class of all abelian groups corresponds to the class of trivial groups.
The remaining classes are necessarily torsion ideals and their determination is embedded
in abelian localization theory.
[Note: Not every torsion ideal is closed under the formation of coproducts (consider,
e.g., the class of bounded abelian groups).]
Notation: P is a set of primes, P its complement in the set of all primes.
Given P , put SP = {1} ∪ {n > 1 : p ∈ P =⇒ p 6 |n} −then ZP = S
−1
P Z is the local-
ization of Z at P and the inclusion Z → ZP is an epimorphism in RG. ZP is a principal
ideal domain. Moreover, ZP is a subring or Q and every subring of Q is a ZP for suitable
P . The characteristic of 1 in ZP is
 0 (p ∈ P )∞ (p ∈ P ) =⇒ ZP/Z ≈ ⊕p∈P Z/p∞Z. Examples:
(1) Take P = ∅: ZP = Q; (2) Take P = Π: ZP = Z; (3) Take P = Π− {p} : ZP = Z
[
1
p
]
;
(4) Take P = Π− {2, 5} : ZP = all rationals whose decimal expansion is finite.
[Note: Write Zp in place of Z{p}: Zp is a local ring and its residue field is isomorphic
to Fp.]
EXAMPLE Suppose that P 6= ∅ −then as vector spaces over Q, Ext(Q,ZP ) ≈ R.
Equip SP with the structure of a directed set by stipulating that n
′ ≤ n′′ iff n′|n′′.
View (SP ,≤) as a filtered category SP and let ∆P : SP → AB be the diagram that
sends an object n to Z and a morphism n′ → n′′ to the multiplication
n′′
n′
: Z → Z
−then the homomorphism colim∆P → ZP is an isomorphism. Example: ZP ⊗ Z/p
nZ = 0 (p ∈ P )Z/pnZ (p ∈ P ) .
EXAMPLE Fix P 6= Π −then there is a short exact sequence 0 → lim1H1(Z;Q([ZP ]) →
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H2(ZP ;Q([ZP ]) → limH2(Z;Q([ZP ]) → 0. Here, H2(ZP ;Q([ZP ]) 6= 0 (in fact, is uncountable (cf. p.
5-46)).
LEMMA Let P ′ and P ′′ be two sets of primes −then (i) ZP ′ + ZP ′′ = ZP ′∩P ′′ and
(ii) ZP ′ ∩ ZP ′′ = ZP ′∪P ′′ , the sum and intersection being as subgroups of Q. Further-
more, the biadditive function
 ZP ′ × ZP ′′ → ZP ′∩P ′′(z′, z′′)→ z′z′′ defines an isomorphism of rings:
ZP ′ ⊗ ZP ′′ ≈ ZP ′∩P ′′ ( =⇒ ZP ⊗ ZP ≈ ZP ).
FACT There is a commutative diagram
ZP ′∪P ′′ ZP ′′
ZP ′ ZP ′∩P ′′
i′
i′′
j′′
j′
and a short exact sequence
0 → ZP ′∪P ′′ µ→ ZP ′ ⊕ ZP ′′ ν→ ZP ′∩P ′′ → 0 (µ(z) = (i′(z), i′′(z)) & ν(z′, z′′) = j′(z′) − j′′(z′′)), thus the
square is simultaneously a pullback and a pushout in AB.
An abelian group G is said to be SP -torsion if ∀ g ∈ G, ∃ n ∈ SP : ng = 0. Denote by
CP the class of SP -torsion abelian groups −then CP is a Serre class which is closed under
the formation of coproducts and every torsion Serre class with this property is a CP for
some P . Examples: (1) Take P = ∅ : CP is the class of torsion abelian groups; (2) Take
P = Π : CP is the class of trivial groups; (3) Take P = {p} : CP is the class of torsion
abelian groups with trivial p-primary component; (4) Take P = Π− {p} : CP is the class
of abelian p-groups.
[Note: G is SP -torsion iff G is P -primary or still, iff ZP ⊗G = 0.]
Let f : G→ K be a homomorphism of abelian groups −then f is said to be P -injective
(P -surjective ) if the kernel (cokernel) of f is SP -torsion, f being P -bijective provide that
it is both P -injective and P -surjective.
[Note: This is the terminlogy on p. 7-10, specialized to the case C = CP .]
FIVE LEMMA Let
G1 G2 G3 G4 G5
K1 K2 K3 K4 K5
f1 f2 f3 f4 f5
be a commutative diagram of abelian groups with exact rows.
(1) If f2 and f4 are P -surjective and f5 is P -injective, then f3 is P -surjective.
(2) If f2 and f4 are P -injective and f1 is P -surjective, then f3 is P -injective.
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The definition of “SP -torsion” carries over without changes to GR, as does the definition of “P -
injective” but it is best to modify the definition of “P -surjective”. Thus let f : G→ K be a homomorphism
of groups −then f is said to be P -surjective if ∀ k ∈ K, ∃ n ∈ SP : kn ∈ im f (when G and K are nilpo-
tent, this is equivalent to requiring that coker f be SP -torsion). Assigning to the term “P -bijective” the
obvious interpretation, the five lemma retains its validity under the following additional assumptions: (1)+
im (K2 → K3) ⊂ Cen K3 or (2)+ im (G1 → G2) ⊂ Cen G2 (no extra conditions are needed in the nilpotent
case).
Given an abelian group G, the localization of G at P is the tensor product GP =
ZP ⊗ G. The functor ZP ⊗ − : AB → ZP -MOD preserves colimits and is exact. Exam-
ples: (1) Suppose that G is finitely generated, say G ≈
r⊕
1
Z⊕
⊕
p
⊕
n
α(p, n) ·(Z/pnZ) −then
GP ≈
r⊕
1
ZP ⊕
⊕
p∈P
⊕
n
α(p, n) · (Z/pnZ); (2) Suppose that G is torsion, say G =
⊕
p
G(p)
−then GP =
⊕
p∈P
G(p).
[Note: GQ = Q⊗G is the rationalization of G. Example: Q⊗Z
ω 6= Qω. Gp = Zp⊗G
is the p-localization of G. Example: (Q/Z)p = Z/p
∞Z.]
FACT Let G be an abelian group −then the commutative diagram
G GP
GP GQ
is simultaneously
a pullback square and a pushout square in AB and the arrow
 GP → GQGP → GQ is a
 P -bijectionP -bijection .
FACT Let G be an abelian group −then G is finitely generated iff
 GPGP are finitely generated ZPZP -modules.
[Note:
(⊕
p
Z/pZ
)
q
is a finitely generated Zq-module for every prime q but
⊕
p
Z/pZ is not a finitely
generated abelian group.]
FACT Let G be an abelian group −then G = 0 iff ∀ p, Gp = 0.
FACT Let
 GK be finitely generated abelian groups. Assume: ∀ p, Gp ≈ Kp −then G ≈ K.
[Note: To see the failure of this conclusion when one of G and K is not finitely generated, take G = Z
and let K be the additive subgroup of Q consisting of those rationals of the form m/n, where n is square
free −then ∀ p, Gp ≈ Kp, yet G 6≈ K. Replacing “square free” by “kth -power free”, it follows that there
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exist infinitely many mutually nonisomorphic abelian groups whose p-localization is isomorphic to Zp at
every prime p.]
FACT Let f : G → K be a homomorphism of abelian groups −then f is injective (surjective) iff
∀ p, fp : Gp → Kp is injective (surjective).
[Localization is an exact functor, hence preserves kernels and cokernels.]
FACT Let f, g : G→ K be homomorphisms of abelian groups. Assume: ∀ p, fp = gp, −then f = g.
[The vertical arrows in the commutative diagram
G K
∏
Gp
∏
Kp
f
g
∏
fp∏
gp
are one-to-one.]
LEMMA Let Gtor be the torsion subgroup of G −then (Gtor)P is the torsion subgroup
of GP .
EXAMPLE Take G =
∏
p
Z/pZ −then Gtor ≈
⊕
p
Z/pZ =⇒ (Gp)tor ≈ Z/pZ, so ∀ p, (Gp)tor is a
direct summand of Gp, yet Gtor is not a direct summand of G.
Let G be an abelian group −then one may attach to G a sink {rp : Gp → GQ} and a
source {lp : G→ GP }, where ∀
 pq , rp ◦ lp = rq ◦ lq.
FRACTURE LEMMA Suppose that G is a finitely generated abelian group −then
the source {lp : G→ Gp} is the multiple pullback of the sink {rp : Gp → GQ}.
[It suffices to look at two cases: (i) G = Z/pnZ and (ii) G = Z.]
EXAMPLE Take G =
⊕
p
Z/pZ −then Gp = Z/pZ and GQ = 0, the final object in AB. Accord-
ingly, the multiple pullback of the sink {Z/pZ→ 0} is the source {∏
p
Z/pZ→ Z/pZ}.
An abelian group G is said to be P -local if the map
 G→ Gg → ng is bijective ∀ n ∈ SP .
ABP is the full subcategory of AB whose objects are the P -local abelian groups. ABP
is a Giraud subcategory of AB with exact reflector LP :
 AB→ ABPG→ GP and arrow of
localization lP : G→ GP . Therefore G is P -local iff lP is an isomorphism. In general, the
kernel and cokernel of lP : G→ GP are SP -torsion, i.e., lP is P -bijective.
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[Note: The objects of ABP are the uniquely P -divisible abelian groups. Changing
the notation momentarily, let SP ⊂ MorAB be the class consisting of thse s such that
ker s ∈ CP and coker s ∈ CP −then the localization S
−1
P AB is equivalent to ABP and the
endomorphism ring of Z, considered as an object in S−1P AB, is isomorphic to ZP . Moreover,
a homomorphism f : G→ K of abelian groups is P -bijective iff fP : GP → KP is bijective.]
RECOGNITION PRINCIPAL Let G be an abelian group −then G is P -local iff it
carries the structure of a ZP -module or satisfies one of the following equivalent conditions.
(REC1) ZP /Z⊗G = 0 & Tor(ZP/Z, G) = 0.
(REC2) ∀ n ∈ SP , Z/nZ⊗G = 0 & Tor(Z/nZ, G) = 0.
(REC3) Hom(ZP/Z, G) = 0 & Ext(ZP /Z, G) = 0.
(REC4) ∀ n ∈ SP , Hom(Z/nZ, G) = 0, & Ext(Z/nZ, G) = 0.
[Note: In REC2 or REC4, one can just as well work with p ∈ P .]
FACT Let G be an abelian group. Suppose that G is isomorphic to a subgroup of a P -local abelian
group and a quotient group of a P -local abelian group −then G is P -local.
FACT Let 0 → G′ → G → G′′ → 0 be a short exact sequence of abelian groups. Assume: Two of
the groups are P -local −then so is the third.
[Note: ABP is closed with respect to the formation of five term exact sequences but this need not
be true of three term exact sequences unless P is the set of all primes, this being the only case when ABP
is a Serre class.]
EXAMPLE The homology groups attached to a chain complex of P -local abelian groups are P -
local.
EXAMPLE Let f : X → Y be a Dold fibration or a Serre fibration. Assume:
 XY and the
Xy are path connected and
 π1(X)π1(Y ) and the π1(Xy) are abelian. Fix y0 ∈ Y & x0 ∈ Xy0 −then there
is an exact sequence · · · → πn+1(Y, y0) → πn(Xy0 , x0) → πn(X,x0) → πn(Y, y0) → · · · and if any two of
{πn(Xy0 , x0)}, {πn(X,x0)}, {πn(Y, y0)} are P -local, so is the third.
LEMMA LP : AB→ ABP preserves finite limits.
EXAMPLE LP need not preserve arbitrary limits. For instance, take P = Π− {2} and define G
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in TOW(AB) by Gn = Z ∀ n and
 Gn+1 → Gn1→ 2 −then limG = 0 but limGP = Z
[
1
2
]
.
Let f : K → G be a homomorphism of abelian groups −then f is P -localizing if ∃ an
isomorphism φ : GP → K such that f = φ ◦ lP (cf. p. 0-32).
LEMMA Let f : G → K be a homomorphism of abelian groups −then f is P -
localizing iff f is P -bijective and K is P -local.
Example: Let
 XY be path connected topological spaces, f : X → Y a continuous
function −then by the universal coefficient theorem, f∗ : Hn(X) → Hn(Y ) is P -localizing
∀ n ≥ 1 iff f∗ : Hn(X;ZP )→ Hn(Y ;ZP ) is an isomorphism ∀ n ≥ 1 and Hn(Y ) is P -local
∀ n ≥ 1.
Example: Let X be a path conncected topological space −then by the universal
coefficient theorem, Hn(X) is P -local ∀ n ≥ 1 iff ∀ p ∈ P , Hn(X;Z/pZ) = 0 ∀ n ≥ 1.
FACT Let
G1 G2 G3 G4 G5
K1 K2 K3 K4 K5
f1 f2 f3 f4 f5
be a commutative diagram of abelian groups with exact rows. Assume: f1, f2, f4, f5 are P -localizing −then
f3 is P -localizing.
EXAMPLE Let
 GK be abelian groups −then (G ⊗K)P ≈ GP ⊗K ≈ G ⊗KP ≈ GP ⊗KP
and Tor(G,K)P ≈ Tor(GP , K) ≈ Tor(G,KP ) ≈ Tor(GP ,KP ) .
EXAMPLE Let
 GK be abelian groups.
(R) Assume: G is finitely generated −then Hom(G,K)P ≈ Hom(G,KP ) and Ext(G,K)P ≈
Ext(G,KP ).
(L) Assume: K is P -local −then Hom(GP ,K) ≈ Hom(G,K) and Ext(GP ,K) ≈ Ext(G,K).
[An injective ZP -module is also injective as an abelian group.]
FACT Let G be an abelian group −then ∀ n ≥ 1, Hn(lP ) : Hn(G) → Hn(GP ) is P -localizing. In
particular: G P -local =⇒ Hn(G) P -local (∀ n ≥ 1) and convsersely.
[There are three steps: (1) G = Z/pnZ or G = Z (direct verification); (2) G finitely generated
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(Ku¨nneth); (3) G arbitrary (take colimits).]
[Note: It is a corollary that for any abelian group G, Hn(G;ZP ) ≈ Hn(GP ;ZP ) (n ≥ 1). This is also
true if G is nilpotent (cf Proposition 8) but is false in general. Example: Take G = S3, P = {3} −then
H3(G;ZP ) 6= 0 & H3(GP ;ZP ) = 0.]
PROPOSITION 1 Let f : X → Y be either a Dold fibration or a Serre fibration such
that ∀ p ∈ P , f is Z/pZ-orientable −then any two of the following conditions imply the
third: (1) ∀ k ≥ 1, Hk(Y ) is P -local; (2) ∀ l ≥ 1, Hl(Xy0) is P -local; (3) ∀ n ≥ 1, Hn(X)
is P -local.
[In the notation of p. 4-46, take Λ = Z/pZ. By what has been said there, H˜∗(−,Λ) = 0
for any two of Y , Xy0 , and X entails H˜∗(−,Λ) = 0 for the third.]
Application: Let π be a P -local abelian group −then ∀ q ≥ 1, Hq(π, n) is P -local.
[As recorded above, this is true when n = 1. To treat the general case, proceed
by induction, bearing in mind that the mapping fiber of the projection ΘK(π, n + 1) →
K(π, n+ 1) is a K(π, n).]
[Note: If π is any abelian group, then the arrow of localization lP : π → πP induces a
map lP : K(π, n)→ K(πP , n) and ∀ q ≥ 1, Hq(lP ) : Hq(π, n)→ Hq(πP , n) is P -localizing.
In fact, Hq(lP ) is P -bijective (mod CP Whitehead theorem) and Hq(πP , n) is P -local.]
FACT Let X be a pointed connected CW space. Assume: X is simply connected −then ∀ n ≥ 1,
πn(X) is P -local iff ∀ n ≥ 1, Hn(X) is P -local.
[Pass from homotopy to homology via the Postnikov tower of X and pass from homology to homotopy
via the Whitehead tower of X.]
FACT Let
 XY be pointed connected CW spaces, f : X → Y a pointed continuous function.
Assume: X & Y are simply connected −then ∀ n ≥ 1, f∗ : πn(X) → πn(Y ) is P -localizing iff ∀ n ≥ 1,
f∗ : Hn(X)→ Hn(Y ) is P -localizing.
[Taking into account the preceding fact, this follows from the mod CP Whitehead theorem.]
If G and K are P -local abelian groups, then Hom(G,K), Ext(G,K), G⊗K, Tor(G,K)
are P -local and ZP -isomorphic to their ZP counterparts, hence can be identified with them.
LEMMA Suppose that P 6= ∅ and let G be P -local. Assume Hom(G,ZP ) = 0 &
Ext(G,ZP ) = 0 −then G = 0.
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[To begin with, Hom(Tor(Q, G),ZP ) ⊕ Ext(Q ⊗ G,ZP ) ≈ Hom(Q,Ext(G,ZP )) ⊕
Ext(Q,Hom(G,ZP )) =⇒ Ext(Q ⊗ G,ZP ) = 0. On the other hand, the condition
Ext(G,ZP ) = 0 implies that G is torsion free, so if G 6= 0, then Q ⊗ G is a nontrivial
vector space over Q : Q⊗G ≈ I ·Q (#(I) ≥ 1) =⇒ Ext(Q⊗G,ZP ) ≈ Ext(Q,ZP )
I ≈ RI
(cf. p. 8-1). Contradiction.]
PROPOSITION 2 Let
 XY be path connected topological spaces, f : X → Y
a continuous function −then f∗ : H∗(X;ZP ) → H∗(Y ;ZP ) is an isomorphism iff f
∗ :
H∗(Y ;ZP )→ H
∗(X;ZP ) is an isomorphism.
[There is an exact sequence
· · · → H˜n(X;ZP )→ H˜n(Y ;ZP )→ H˜n(Cf ;ZP )→ H˜n−1(X;ZP )→ H˜n−1(Y ;ZP )→ · · ·
in homology and there is an exact sequence
· · · → H˜n−1(Y ;ZP )→ H˜
n−1(X;ZP )→ H˜
n(Cf ;ZP )→ H˜
n(Y ;ZP )→ H˜
n(X;ZP )→ · · ·
in cohomology. Accordingly, it need only be shown that H˜∗(Cf ;ZP ) = 0 iff H˜
∗(Cf ;ZP ) = 0.
Case 1: P = ∅. Here, H˜n(Cf ;Q) ≈ Hom(H˜n(Cf ;Q),Q) and the assertion is obvious.
Case 2: P 6= ∅. Since H˜n(Cf ;ZP ) ≈ Hom(H˜n(Cf ;ZP ),ZP ) ⊕ Ext(H˜n−1(Cf ;ZP ),ZP ),
it is clear that H˜∗(Cf ;ZP ) = 0 =⇒ H˜
∗(Cf ;ZP ) = 0, while if H˜
∗(Cf ;ZP ) = 0, then
∀ n, Hom(H˜n(Cf ;ZP ),ZP ) = 0 & Ext(H˜n(Cf ;ZP ),ZP ) = 0, thus from the lemma,
H˜n(Cf ;ZP ) = 0.]
PROPOSITION 3 Let
 XY be path connected topological spaces, f : X → Y
a continuous function −then f∗ : H∗(X;ZP ) → H∗(Y ;ZP ) is an isomorphism iff f∗ :
H∗(X;Q) → H∗(Y ;Q) is an isomorphism and ∀ p ∈ P , f∗ : H∗(X;Z/pZ) → H∗(Y ;Z/pZ)
is an isomorphism.
[Introducing again the mapping cone, it suffices to prove that H˜∗(Cf ;ZP ) = 0 iff
H˜∗(Cf ;Q) = 0 and ∀ p ∈ P , H˜∗(Cf ;Z/pZ) = 0. If first H˜∗(Cf ;ZP ) = 0, then H˜∗(Cf ;Q) ≈
Q ⊗ H˜∗(Cf ) ≈ Q ⊗ (ZP ⊗ H˜∗(Cf )) ≈ Q ⊗ H˜∗(Cf ;ZP ) = 0 and because p ∈ P =⇒
ZP ⊗ Z/pZ = Z/pZ, ∀ n, H˜n(Cf ;Z/pZ) ≈ H˜n(Cf ) ⊗ Z/pZ ⊕ Tor(H˜n−1(Cf ),Z/pZ) ≈
H˜n(Cf )⊗ (ZP ⊗Z/pZ)⊕Tor(H˜n−1(Cf ),ZP ⊗Z/pZ ≈, (H˜n(Cf )⊗ZP )⊗Z/pZ⊕Tor(ZP ⊗
H˜n−1(Cf ),Z/pZ) ≈ H˜n(Cf ;ZP )⊗Z/pZ⊕Tor(H˜n−1(Cf ;ZP ),Z/pZ) = 0. As for the impli-
cation in the opposite direction, H˜∗(Cf ;ZP ) = 0 iff H˜∗(Cf ) is SP -torsion, so H˜∗(Cf ;Q) = 0
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=⇒ H˜∗(Cf ) is torsion and ∀ n, H˜n(Cf ;ZP ) = 0 =⇒ Tor(H˜n(Cf ),Z/pZ) = 0 =⇒
H˜n(Cf )(p) = 0 (p ∈ P ), i.e., H˜∗(Cf ) is SP -torsion.]
Application: Let
 XY be path connected topological spaces, f : X → Y a contin-
uous function −then f∗ : Hn(X) → Hn(Y ) is P -localizing ∀ n ≥ 1 iff f∗ : H∗(X;Q) →
H∗(Y ;Q) is an isomorphism ∀ n ≥ 1 and ∀ p ∈ P , f∗ : H∗(X;Z/pZ)→ H∗(Y ;Z/pZ) is an
isomorphism ∀ n ≥ 1 and ∀ p ∈ P , Hn(Y ;Z/pZ) = 0 ∀ n ≥ 1.
[Note: When P = Π, “P -localizing” = “homology equivalence” and the last condition
is vacuous.]
FACT Let
 XY be path connected topological spaces, f : X → Y a continuous function. Assume:
∀ n,
 Hn(X)Hn(Y ) is finitely generated −then for P 6= ∅, f∗ : H∗(X;ZP )→ H∗(Y ;ZP ) is an isomorphism iff
∀ p ∈ P , f∗ : H∗(X;Z/pZ)→ H∗(Y ;Z/pZ) is an isomorphism.
The theory set forth below has been developed by a number of mathematicians and
can be approached in a variety of ways. What follows is an account of the bare essentials.
A group G is said to be P -local if the map
 G→ Gg → gn is bijective ∀ n ∈ SP . GRP is
the full subcategory of GR whose objects are the P -local groups. On general grounds (cf.
p. 0-24), GRP is a reflective subcategory of GR with reflector LP :
 GR→ GRPG→ GP
and arrow of localization lP : G→ GP .
[Note: If G is abelian, then the restriction of LP to AB “is” the LP introduced
earlier.]
Example: Fix P 6= Π −then no nontrivial free group is P -local.
EXAMPLE Let X be a pointed connected CW space −then π1(X) and the πq(X)⋊π1(X) (q ≥ 2)
are P -local iff ∀ n ∈ SP , the arrrow
 ΩX → ΩXσ → σn is a pointed homotopy equivalence.
[For [Sq−1,ΩX] (no base points) is isomorphic to πq(X)⋊ π1(X) (q ≥ 2).]
The kernel of lP : G → GP contains the set of SP -torsion elements of G but is
ordinarily much larger. Definition: An element g ∈ G is said to be of type SP if ∃ a, b ∈ G
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and n ∈ SP : g = ab
−1 & an = bn. The subset of G consisting of the elements of type SP
is closed under inversion and conjugation and is annihilated by lP . Proceed recursively,
construct a sequence {1} = Λ0 ⊂ Λ1 ⊂ · · · of normal subgroups of G by letting Λk+1/Λk
be the subgroup of G/Λk generated by the elements of type SP . Put ΛP (G) =
⋃
k
Λk:
ΛP (G) is a normal subgroup of G and it is clear that if f : G→ K is a homomorphism of
groups, then f(ΛP (G)) ⊂ ΛP (K). On the other hand, G P -local =⇒ ΛP (G) = {1}, so
ker lP ⊃ ΛP (G). The containment can be proper since there are examples where ΛP (G)
is trivial but ker lP is not trivial (Berrick-Casacuberta
†). However, for certain G, ker lP is
always trivial, e.g. when G is locally free (cf. p. 10-6)
Observation: ΛP (G) = {1} iff ∀ n ∈ SP , the map
 G→ Gg → gn is injective.
EXAMPLE (Generically Trivial Groups) A group G is said to be generically trivial pro-
vided that ∀ p, Gp = 1. Example: The infinite alternating group is generically trivial. The homomorphic
image of a generically trivial group is generically trivial, so generically trivial groups are perfect (but not
conversely as there exists perfect groups which are locally free (cf. p. 5-63)). Since a perfect nilpotent
group is trivial, the only generically trivial nilpotent group is the trivial group and since a finite p-group is
nilpotent, a perfect finite group is generically trivial. Example: Let A be a ring with unit −then ST(A) is
generically trivial (Berrick-Miller‡), hence E(A) is too ( =⇒ GL(ΓA) = E(ΓA) is acyclic and generically
trivial (cf. p. 5-73 ff.)).
[Note: In the same paper it is shown that if {Gn : n ≥ 2} is a sequence of abelian groups, then there
exists a generically trivial group G such that Hn(G) ≈ Gn (n ≥ 2).]
EXAMPLE (Separable Groups) A group G is said to be separable provided that the arrow
G →
∏
p
Gp is injective. The class of separable groups is closed under the formation of products and sub-
groups, thus is the object class of an epireflective subcategory GR (cf. p. 0-22). Every nilpotent group is
separable as is every locally free group.
FACT A group G is generically trivial iff every homomorphism f : G → K, where K is separable,
is trivial.
EXAMPLE Let X be a pointed connected CW space. Assume: X is acyclic and π1(X) is generi-
cally trivial −then for every pointed connected CW space Y such that π1(Y ) is separable, C(X,x0;Y, y0)
is homotopically trivial (cf. p. 5-67).
†SLN 1509 (1992), 20-29.
‡Math. Proc Cambridge Philos. Soc. 111 (1992), 219-229.
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LEMMA Suppose that G is torsion −then G is P -local iff G is SP -torsion.
[Necessity: Given g ∈ G, ∃ t : gt = e. Write t = nn¯ (n ∈ SP , n¯ ∈ SP ) : (g
n)n = e
=⇒ gn = e. Therefore G is SP -torsion.
Sufficiency: Fix n ∈ SP . For each n¯ ∈ SP , choose k, l: kn + ln¯ = 1, hence (i) Given
g ∈ G, ∃ n¯ ∈ SP : g
n = e =⇒ g = gkn+ln¯ = (gk)n (ii) Given g1, g2 ∈ G, ∃ n¯ ∈ SP :
gn1 = e = g
n
2 , so g
n
1 = g
n
2 =⇒ g1 = (g
n
1 )
k(gn¯1 )
l = (gn2 )
k(gn¯2 )
l = g2.]
LEMMA Suppose that G is torsion −then lP : G → GP is surjective and ker lP is
generated by the SP -torsion elements of G.
[Let Λ be the subgroup of G generated by the SP -torsion elements of G. Since G is
torsion, G/Λ is SP -torsion, thus P -local. In addition, for every homomorphism f : G→ K,
where K is P -local, f(Λ) = {1}.]
FACT Let 1→ G′ → G→ G′′ → 1 be a short exact sequence of groups. Assume G′ is P -local and
G′′ is SP -torsion −then G is P -local.
EXAMPLE Let X be a pointed connected CW space. Assume: π1(X) is SP -torsion and ∀ q ≥ 2,
πq(X) is P -local −then ∀ n ∈ SP , the arrow
 ΩX → ΩXσ → σn is a pointed homotopy equivalence.
FACT Let 1→ G′ → G→ G′′ → 1 be a short exact sequence of groups. Assume: G′′ is SP -torsion
−then the sequence 1→ G′P → GP → G′′P → 1 is exact.
EXAMPLE Let π be the fundamental group of the Klein bottle −then there is a short exact
sequence 1→ Z⊕ Z→ π → Z/2Z → 1 so if 2 ∈ P , there is a short exact sequence 1→ ZP ⊕ ZP → πP →
Z/2Z→ 1 and lP : π → πP is injective (but this is false if 2 /∈ P ).
EXAMPLE (Finite Groups) Let G be a finite group −then lP : G → GP is surjective
and ker lP is the subgroup of G generated by the Sylow p-subgroups (p ∈ P ), so e.g. if G is a p-group,
GP =
 G (p ∈ P )1 (p ∈ P . Therefore G is P -locall iff #(G) ∈ SP .
FACT Let G be a finite group −then G is P -local iff ∀ n ≥ 1, Hn(G) is P -local.
[Given a nontrivial subgroup K ⊂ G, the homomorphism Hn(K) → Hn(G) is nonzero for infinitely
many n (Swan†). Since Hn(G) ≈
⊕
p|#(G)
Hn(G)(p), it follows that ∀ p|#(G), Hn(G)(p) 6= 0 for infinitely
†Proc. Amer. Math. Soc. 11 (1960), 885-887.
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many n.]
FACT Let G be a finite group −then H1(lP ) : H1(G;ZP ) → H1(GP ;ZP ) is bijective and H2(lP ) :
H2(G;ZP )→ H2(GP ;ZP ) is surjective.
[The short exact sequence 1 → ker lP → G → GP → 1 leads to an exact sequence H2(G;ZP ) →
H2(GP ;ZP )→ ZP ⊗ ker lP /[G, ker lP ]→ H1(G;ZP )→ H1(GP ;ZP )→ 0 in which the middle term is zero.]
FACT Let G be a finite group −then ∀ n ≥ 1, Hn(lP ) : Hn(G)→ Hn(GP ) is P -localizing iff ker lP
is SP -torsion.
Application: Let G be finite group. Suppose that ∀ p & ∀ n ≥ 1 Hn(lP ) : Hn(G) → Hn(GP ) is
P -localizing −then G is nilpotent.
[The Sylow subgroups of G are normal.]
A subgroup K of a group G is said to be P -isolated if ∀ g ∈ G, ∀ n ∈ SP : g
n ∈ K
=⇒ g ∈ K. The intersection of a collection of P -isolated subgroups of G is P -isolated.
Therefore every nonempty subset X ⊂ G is contained in a unique minimal P -isolated sub-
group of G, the P -isolator of X, writtten IP (G,X). To describe IP (G,X), let X1 = X,
I1 = 〈X1〉, and define Xi+1, Ii+1 inductively by setting Xi+1 = {g : g
n ∈ Ii (∃ n ∈ SP )},
Ii+1 = 〈Xi+1〉 −then IP (G,X) =
⋃
i
Ii. Corollary: X conjugation invariant =⇒ IP (G,X)
normal.
[Note: A P -isolated subgroup of a P -local group is P -local.]
Example: For any G, GP = IP (GP , lP (G)).
[Note: More generally, if f : G → K is a homomorphism of groups, then fP (GP ) =
IP (KP , lP (f(G))). Corollary: f surjective =⇒ fP surjective.]
EXAMPLE fix a prime p −then Z/p∞Z is isomorphic to Ip(Q,Z)/Z.
EXAMPLE Let F be a free group on n > 1 generators −then F/[F, F ] ≈ n · Z. By contrast,
Baumslag† has shown that FP /IP (FP , [FP , FP ]) ≈ n · ZP , while FP /[FP , FP ] ≈ n · ZP ⊕
⊕
p∈P
ω · (Z/p∞Z).]
[Note: Since
⊕
p∈P
ω · (Z/p∞Z) is SP -torsion, H1(FP ) is not P -local if P 6= Π. This example also shows
that in GR, the operations G→ G/[G,G]→ (G/[G,G])P , G→ GP → GP /[GP , GP ] need not coincide.]
FACT If G is a nilpotent group and if K is a subgroup of G, then {g : gn ∈ K (∃ n ∈ SP )} is a
†Acta Math. 104 (1960), 217-303 (cf. 253-254 & 291-293).
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subgroup of G, hence equals IP (G,K).
[Assuming that G is generated by the g such that for some n ∈ SP , gn ∈ K, one can argue inductively
on d = nilG > 1 and suppose that ∀ g ∈ G, ∃ n ∈ SP & h ∈ Γd−1(G), k ∈ K : gn = hk. On the other
hand, ⊗d([G,G] · K/[G,G]) → ⊗d(G/[G,G]) → Γd−1(G), so ∃ m ∈ SP : hm ∈ K. But h is central, thus
gnm = hmkm ∈ K.]
[Note: In particular, the set of SP -torsion elements in a nilpotent group is a subgroup (cf. p. 5-53).]
COMMUTATOR FORMULA Suppose that ΛP (G) = {1}. Let
 KL be subgroups
of G −then [K,L] = {1} =⇒ [IP (G,K), IP (G,L)] = {1}.
[Given
 x ∈ IP (G,K)y ∈ IP (G,L) , the claim is that xyx−1 = y. This is trivial if
 x ∈ I1(G,K)y ∈ I1(G,L) ,
so argue by induction on i, assuming that
 x ∈ Ii+1(G,K)y ∈ Ii+1(G,L) with
 xn ∈ Ii(G,K)yn ∈ Ii(G,L) (∃ n ∈
SP ) −then (y
−nxyn)n = y−nxyn = xn =⇒ y−nxyn = x =⇒ xynx−1 = yn =⇒
(xyx−1)n = yn =⇒ xyx−1 = y.]
Application: Suppose that ΛP (G) = {1}. Let g1, g2, be elements of G such that
[gn11 , g
n2
2 ] = 1, where n1, n2 ∈ SP −then [g1, g2] = 1.
LEMMA Suppose that ΛP (G) = {1}. Let K be a P -isolated central subgroup of G
−then ΛP (G/K) = {1}.
[Consider an element of type SP in G/K, say gK = (aK)(b
−1K) & anK = bnK
(∃ n ∈ SP ). So: a
n = bnk (∃ k ∈ K) =⇒ [an, bn] = 1 =⇒ [a, b] = 1 =⇒ (ab−1)n ∈ K
=⇒ ab−1 ∈ IP (G,K) = K =⇒ aK = bK.]
TRANSMISSION OF NILPOTENCY Suppose that ΛP (G) = {1}. Let K be a nilpo-
tent subgroup of G −then IP (G,K) is nilpotent with nilIP (G,K) = nilK.
[The assertion is obvious if K consists of the identity alone. Assume next that K is
abelian and nontrivial: [K,K] = {1} =⇒ [IP (G,K), IP (G,K)] = {1} =⇒ IP (G,K) is
abelian and nontrivial. Induction hypothesis: The assertion is true whenever L is a nilpo-
tent subgoup of H provided that ΛP (H) = {1} and nilL ≤ d−1, where d = nilK > 1. Let
Z be the center of K −then [K,Z] = {1} =⇒ [IP (G,K), IP (G,Z)] = {1}, thus IP (G,Z)
is a P -isolated central subgroup of IP (G,K), so by the lemma, ΛP (IP (G,K)/IP (G,Z)) =
{1}. Now put X = K · IP (G,Z): I1 = X1 is a group (X1 = X) and I1/IP (G,Z) ≈
K/K ∩ IP (G,Z) ≈ K/Z. Since nilK/Z = nilK − 1, it follows that I1 is nilpotent with
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nilI1 = d. Write, as above, IP (G,X) =
⋃
i
Ii. Assume that Ii is nilpotent with nilIi = d
∀ i ≤ i0. Fix a well ordering of the elements Xi0+1: {xβ : 0 ≤ β < α}. Let Wγ be
the subgroup of G generated by Ii0 and {xβ : 0 ≤ β < γ} −then Ii0+1 =
⋃
γ
Wγ and the
claim is that ∀ γ, Wγ is nilpotent with nilWγ = d, hence that Ii0+1 is nilpotent with
nilIi0+1 = d. Consider W1: Ii0/IP (G,Z) is a nilpotent subgroup of W1/IP (G,Z) with
nilIi0/IP (G,Z) = d− 1. Therefore the induction hypothesis implies that W1/IP (G,Z) =
IP (W1/IP (G,Z), Ii0/IP (G,Z)) is nilpotent with nilW1/IP (G,Z) = d − 1. This means
that W1 is nilpotent with nilW1 = d, which sets the stage for an evident transfinite re-
cursion. Conclusion: ∀ i, Ii is nilpotent with nilIi = d, i.e., IP (G,X) is nilpotent with
nilIP (G,X) = d or still, IP (G,K) is nilpotent with nilIP (G,K) = d.]
PROPOSITION 4 Let G be a nilpotent group −then GP is nilpotent and nilGP ≤
nilG.
[In fact, GP = IP (GP , lP (G))) and transmission of nilpotency ensures that GP is
nilpotent with nilGP = nil lP (G) ≤ nilG.]
Notation: NIL is the category of nilpotent groups and NILd is the category of nilpo-
tent groups with degree of nilpotency ≤ d.
Thanks to Proposition 4, LP respects NIL: G nilpotent =⇒ GP nilpotent, thus
NILP , the full subcategory of NIL whose objects are the P -local nilpotent groups, is a
reflective subcategory of NIL. More is true: LP respects NIL
d and there is a commutative
diagram
NILd+1 NILd+1P
NILd NILdP
LP
LP
(obvious notation).
FACT Let G be a group. Assume: G is locally nilpotent −then GP is locally nilpotent.
[Note: A group is said to be locally nilpotent if its finitely generated subgroups are nilpotent.]
FACT Let G be a group. Assume: G is virtually nilpotent −then GP is virtually nilpotent.
[Note: A group is said to be virtually nilpotent if it contains a nilpotent subgroup of finite index.]
Given a set of prime P , a group G is said to be residually finite P if ∀ g 6= e in G there
is a finite SP -torsion group Xg and an epimorphism φg : G→ Xg such that φg(g) 6= e.
[Note: When P = Π, the term is residually finite. Example: Q is not residually finite
but ZP (P 6= ∅) is residually finite p ∀ p ∈ P .]
Examples: (1) (Iwasawa) Every free group is residually finite p for all primes p; (2)
8-14
(Hirsch) Every polycyclic group is residually finite ( =⇒ every finitely generated nilpotent
group is residually finite); (3) (Gruenberg) Every finitely generated torsion free nilpotent
group is residually finite p for all primes p; (4) (Hall) Every finitely generated abelian-by-
nilpotgent group is residually finite.
[Note: Proofs of these results can be found in Robinson†.]
LEMMA Let G be a finitely generated nilpotent group. Assume: All the torsion in
G is SP -torsion, where P 6= ∅ −then G is residually finite P .
[Fix g 6= e in G. Case 1: g /∈ Gtor. According to Gruenberg, ∀ p, G/Gtor is resid-
ually finite p, so a fortiori G/Gtor is residually finite P . Case 2: g ∈ Gtor. According
to Hirsch, there is a finite nilpotent group Xg and an epimorphism φg : G → Xg such
that φg(g) 6= e. Write Xg =
∏
p
Xg(p), Xg(p) the Sylow p-subgroup of Xg. Let πP be the
projection Xg →
∏
p∈P
Xg(p) and consider the composite πP ◦ φg.]
PROPOSITION 5 Let G be a nilpotent group −then lP : G→ GP is P -bijective.
[Since GP is nilpotent, {gP : g
n
P ∈ lP (G)( ∃ n ∈ SP )} equals IP (GP , lP (G)) (cf. p.
8-12) or still, GP , thus lP is P -surjective. To verify that lP is P -injective, suppose first
that P is nonempty. Because the kernel of lP contains the SP -torsion, one can assume
that all the torsion in G is SP -torsion. The claim in this situation is that lP is injective.
If to begin with G is finitely generated, then on the basis of the lemma, there is an em-
bedding G →
∏
g 6=e
Xg, where each Xg is a finite SP -torsion group, hence P -local (cf. p.
8-11). Therefore
∏
g 6=e
Xg is P -local, so lP is necessarily injective. To see that lP is injective
in general, express G as the colimit of its finitely generated subgroups Gi and compute
the kernel of G → GP as the colimit of the kernels of the Gi → Gi,P . There remains the
possibility that P is empty. To finesse this, choose P : P 6= ∅ & P 6= ∅ and note that the
arrow (GP )P → G∅ (= GQ) is an isomorphism which implies that Gtor = ker lQ.]
Application: Every torsion free nilpotent group embeds in its rationalization.
LEMMA Let f : G → K be a homomorphism of nilpotent groups. Assume: f is
injective (surjective) −then fP : GP → KP is injective (surjective).
[It will be enough to establish injectivity (see p. 8-12 for surjectivity). Suppose that
fP (gP ) = e (gP ∈ GP ). Since lP is P -surjective, ∃ g ∈ G & n ∈ SP : lP (g) = g
n
P =⇒
lP (gP )) = e =⇒ ∃ m ∈ SP : f(g)
m = e =⇒ gm = e =⇒ g ∈ ker lP =⇒ g
n
P = e =⇒
†Finiteness Condition and Generalized Soluble Groups, vol II, Springer Verlag (1972); see also Magnus,
Bull, Amer. Math. Soc. 75 (1969), 305-316.
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gP = e, GP being P -local.]
PROPOSITION 6 LP : NIL → NILP is exact, i.e., if 1 → G
′ → G → G′′ → 1 is a
short exact sequence in NIL, then 1→ G′P → GP → G
′′
P → 1 is a short exact sequence in
NILP .
[It is straightforward to check that im (G′P → GP ) = ker(GP → G
′′
P ).]
LEMMA Let G be a nilpotent group. Suppose that K is a central subgroup of G
−then KP is a central subgroup of GP .
[In fact, [G,K] = {1} =⇒ [lP (G), lP (K)] = {1}, so by the commutator formula,
[IP (GP , lP (G)), IP (GP , lP (K))] = {1} =⇒ [GP ,KP ] = {1}.]
PROPOSITION 7 LP : NIL→ NILP preserves central extensions.
LEMMA Let G1 → G2 → G3 → G4 → G5 be an exact sequence of nilpotent groups.
Assume:
 G1, G2G4, G5 are P -local −then G3 is P -local.
Application: Let 1 → G′ → G → G′′ → 1 be a short exact sequence of nilpotent
groups. Assume: Two of the groups are P -local −then so is the third.
EXAMPLE Let X be a pointed connected CW space. Assume: X is nilpotent and ∀ q ≥ 1, πq(X)
is P -local −then ∀ n ∈ SP , the arrrow
 ΩX → ΩXσ → σn is a pointed homotopy equivalence.
[There is a split short exact sequence 1→ πq(X)→ πq(X)⋊π1(X)→ π1(X)→ 1, where πq(X)⋊π1(X)
(q ≥ 2) is nilpotent (cf. p. 5-55), hence P -local.]
If f, g : G → K are homomorphisms of nilpotent groups such that ∀ p, fp = gp, then f = g. In
other words, morphisms in NIL (as in AB) are determined by their localizations. For finitely generated
objects the situation is different. Definition: Given a finitely generated nilpotent group G, the genus gen G
of G is the conglomerate of the isomorphism classes of finitely generated nilpotent groups K such that
∀ p, Gp ≈ Kp. By contrast to what obtains in AB, it can happen that #(gen G) > 1 although always
#(gen G) < ω (Pickel†).
[Note: If G is a finitely generated abelian group and if K is a a finitely generated nilpotent group
such that ∀ p, Gp ≈ Kp, then G ≈ K ( =⇒ gen G = {[G]}).
†Trans. Amer. Math. Soc. 160 (1971), 327-341; see also Mislin, SLN 418 (1974), 103-120 and Warfield,
J. Pure Appl. Algebra 6 (1975), 125-132.
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FACT Let G be a nilpotent group −then two elements of G are conjugate iff their images in every
Gp are conjugate.
Let G be a nilpotent group −then one may attach to G a sink {rp : Gp → GQ} and a
source {lp : G→ GP }, where ∀
 pq , rp ◦ lp = rq ◦ lq.
LEMMA Let 1 → G′ → G → G′′ → 1 be a short exact sequence of nilpotent
groups. Assume: The source
 {lp : G′ → G′P }{lp : G′′ → G′′P } is the multiple pullback of the sink {rp : G′p → G′Q}{rp : G′′p → G′′Q} −then the source {lp : G→ GP } is the multiple pullback of the sink
{rp : Gp → GQ}.
[The verfication is a diagram chase, using the exactness of 1 → G′p → Gp → G
′′
p → 1.
Precisely: Given elements gp ∈ Gp & gQ ∈ GQ : ∀ p, rp(gp) = gQ, ∃! g ∈ G : ∀ p,
lp(g) = gp.]
FRACTURE LEMMA Suppose that G is a finitely generated nilpotent group −then
the source {lp : G→ Gp} is the multiple pullback of the sink {rp : Gp → GQ}.
[Proceed by induction on nilG. The assertion is true if nilG ≤ 1 (cf. p. 8-4). As-
sume: therefore that nilG > 1 and consider the short exact sequence 1 → Γ1(G) → G →
G/Γ1(G)→ 1 of nilpotent groups. Since G is finitely generated Γ1(G) is finitely generated
(cf. p. 5-53), as is G/Γ1(G). Furthermore, nilΓ1(G) < nilG and nilG/Γ1(G) = 1, thus the
lemma is applicable.]
Let f : G → K be a homomorphism of nilpotent groups −then f is said to be
P -localizing if ∃ an isomorphism φ : GP → K such that f = φ ◦ lP (cf. p. 0-32).
LEMMA Let f : G → K be a homomorphism of nilpotent groups −then f is P -
localizing iff f is P -bijective and K is P -local.
[Note: A homomorphism f : G→ K of nilpotent groups is P -bijective iff fP : GP →
KP is bijective (cf. Proposition 5).]
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FACT Let
G1 G2 G3 G4 G5
K1 K2 K3 K4 K5
f1 f2 f3 f4 f5
be a commutative diagram of nilpotent groups with exact rows. Assume: f1, f2, f4, f5 are P -localizing
−then f3 is P -localizing.
PROPOSITION 8 Let G be a nilpotent group −then ∀ n ≥ 1, Hn(lP ) : Hn(G) →
Hn(GP ) is P -localizing.
[This is true if nilG ≤ 1, so argue by induction on nilG > 1. There is a commutative
diagram
1 CenG G G/CenG 1
1 (CenG)P GP (G/CenG)P 1
of central extesnsions (cf. Proposition 7) and a morphism {E2p,q ≈Hp(G/CenG;Hq(CenG))}
→ {E
2
p,q ≈ Hp((G/CenG)P ;Hq((CenG)P ))} of LHS spectral sequences. Since nilCenG ≤
1 and nilG/CenG ≤ nilG− 1, it follows from the induction hypotheses and the universal
coefficient theorem that the arrow E2p,q → E
2
p,q is P -localizing (p + q > 0). However, the
homology groups attached to a chain complex of P -local abelian groups are P -local (cf. p.
8-6), thus the conclusion persists through the spectral sequence and in the end, it is seen
that the arrow E∞p,q → E
∞
p,q is P -localizing (p + q > 0). Fix now an n ≥ 1. Consider the
commutative diagram
0 Hp−1,q+1 Hp,q E
∞
p,q 0
0 Hp−1,q+1 Hp,q E
∞
p,q 0
,
where p + q = n −then the obvious recursion argument allows one to say that the arrow
Hp,q → Hp,q is P -localizing, therefore Hn(lP ) : Hn(G)→ Hn(GP ) is P -localizing.]
Application: Let G be a nilpotent group −then ∀ n ≥ 1, Hn(G)P ≈ Hn(GP ).
FACT Suppose that G and K are finitely generated nilpotent groups. Assume: gen G = gen K
−then ∀ n ≥ 1, Hn(G) ≈ Hn(K).
[The point here is that Hn(G) and Hn(K) are finitely generated (cf. p. 5-53).
8-18
PROPOSITION 9 Let G be a nilpotent group . Assume: ∀ n ≥ 1, Hn(G) is P -local
−then G is P -local.
[According to Proposition 8, Hn(lP ) : Hn(G) → Hn(GP ) is P -localizing or still, is an
isomorphism, Hn(G) being P -local. But this means that lP : G → GP is an isomorphism
(cf. p. 5-54).]
PROPOSITION 10 Let f : G → K be a homomorphism of nilpotent groups −then
f is P -localizing iff ∀ n ≥ 1, Hn(f) : Hn(G)→ Hn(K) is P -localizing.
[Necessity: By definition, ∃ an isomorphism φ : GP → K such that f = φ ◦ lP , so
Hn(f) = Hn(φ) ◦ Hn(lP ), where Hn(φ) is an isomorphism and Hn(lP ) is P -localizing (cf.
Proposition 8).
Sufficiency: Since ∀ n ≥ 1, Hn(K) is P -local, Proposition 9 implies that K is P -local,
hence by universality, ∃ a homomorphism φ : GP → K such that f = φ ◦ lP . Claim: φ is an
isomorphism. In fact, Hn(f) = Hn(φ) ◦Hn(lP ), where Hn(f) and Hn(lP ) are P -localizing,
thus ∀ n ≥ 1, Hn(φ) is an isomorphism, from which the claim (cf. p. 5-54).]
[Note: Similar considerations show that if f : G→ K is a homomorphism of nilpotent
groups, then f is P -bijective iff ∀ n ≥ 1 Hn(f) : Hn(G;ZP )→ Hn(K;ZP ) is bijective.]
PROPOSITION 11 Let f : G→ K be a homomorphism of nilpotent groups. Assume:
f is P -localizing −then ∀ i ≥ 0, Γi(f) : Γi(G)→ Γi(K) is P -localizing.
[On the basis of the commutative diagram
1 Γi(G) G G/Γi(G) 1
1 Γi(K) K K/Γi(K) 1
,
it need only be shown that ∀ i, the induced map fi is P -localizing. This can be done by
induction on i. Indeed, the assertion is trivial if i = 0 and a consequence of Proposition 10
if i = 1, so to pass from i to i + 1, it suffices to remark that the arrow Γi(G)/Γi+1(G) →
Γi(K)/Γi+1(K) is P -localizing (inspect the proof of Proposition 14 in §5).]
Application: Let G be a nilpotent group −then ∀ i ≥ 0, Γi(G)P ≈ Γ
i(GP ).
LEMMA Let
 φ : G→ Kψ : H → K be homomorphisms of nilpotent groups −then f :
G×K H → GP ×KP HP is P -localizing.
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[For f is clearly P -injective, being the restriction to G ×K H of the P -bijection
lP × lP : G×H → GP ×HP . To show that f is P -surjective, take (gP , hP ) ∈ GP ×KP HP ,
so φP (gP ) = ψP (hP ). Choose
 g ∈ Gh ∈ H &
 mn ∈ SP :
 gmP = lP (g)hmP = lP (h) =⇒
lP ◦ φ(g
n) = φP ◦ lP (g
n) = φP (g
mn
P ) = ψP (h
mn
P ) = ψP ◦ lP (h
m) = lP ◦ ψ(h
m) =⇒
φ(gn) = ψ(hm)k (k ∈ ker lP ). Choose t ∈ SP : k
t = e. Fix d : nilK ≤ d −then φ(gn)t
d
=
(ψ(hm)k)t
d
= (ψ(hm)t
d
. (cf. p. 5-53) =⇒ (gnt
d
, hmt
d
) ∈ G ×K H =⇒ (gP , hP )
mntd =
f(gnt
d
, hmt
d
) =⇒ (gP , hP )
mntd ∈ im f , i.e., f is P -surjective. Since GP ×KP HP is neces-
sarily P -local, it follows that f is P -localizing.]
LEMMA Let
 φ : G→ Kψ : G→ K be homomorphisms of nilpotent groups −then f :
eq(φ,ψ)→ eq(φP , ψP ) is P -localizing.
[Imitate the argument used in the preceding proof.]
PROPOSITION 12 LP : NIL→ NILP preserves finite limits.
[Combine the foregoing lemmas.]
EXAMPLE Let G be a nilpotent group; let
 G
′
G′′
be subgroups of G −then (G′ ∩ G′′)P ≈
G′P ∩G′′P .
FACT Let G be a nilpotent group, {gµ} a subset of G. Fix n ∈ N. Assume: (1) The set {gµ[G,G]}
generates G/[G,G]; (2) Each gµ is the product of n
th powers −then the map
 G→ Gg → gn is surjective.
[Γi(G)/Γi+1(G) has nth roots (consider the arrow ⊗i+1(G/[G,G])→ Γi(G)/Γi+1(G), thus G/Γi+1(G)
has nth roots (consider the central extension 1→ Γi(G)/Γi+1(G)→ G/Γi+1(G)→ G/Γi(G)→ 1).]
EXAMPLE Let G be a nilpotent group; let K be a subgroup of G. Write norGK for the normal
closure of K in G, norGPKP for the normal closure of KP in GP −then (norGK)P ≈ norGPKP .
EXAMPLE Let G be a nilpotent group; let
 G
′
G′′
be subgroups of G. Write 〈G′, G′′〉 for the
subgroup of G generated by G′ ∪ G′′, 〈G′P , G′′P 〉 for the subgroup of GP generated by G′P ∪ G′′P −then
〈G′, G′′〉P ≈ 〈G′P , G′′P 〉.
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Notation: Given groups
 G′G′′ , the kernel car(G′, G′′) of the epimorphismG′∗G′′ →
G′×G′′ is the cartesian subgroup of G′∗G′′. It is freely generated by {[g′, g′′]:g′ 6= e & g′′ 6=
e}. If
 G′G′′ are subgroups of G, then ∇G(car(G′, G′′)) = [G′, G′′], where∇G : G∗G→ G
is the folding map.
Suppose that
 G′G′′ are inNILd. PutG′∗dG′′ = G′∗G′′/Γd(G′∗G′′)−thenG′∗dG′′ is
the coproduct inNILd. Call card(G
′, G′′) the kernel of the epimorphismG′∗dG
′′ → G′×G′′,
so card(G
′, G′′) ≈ car(G′, G′′)/Γd(G′ ∗d G
′′) .
FACT NILd is a reflective subcategory of GR, hence is complete and cocomplete.
[Note: NIL is finitely complete but not finitely cocomplete.]
FACT Let G be a nilpotent group −then the commutative diagram
G GP
GP GQ
is simultane-
ously a pullback square and a pushout square in NIL and the arrow
 GP → GQGP → GQ is a
 P -bijectionP -bijection .
PROPOSITION 13 Let G be a nilpotent group; let
 G′G′′ be subgroups of G −then
lP : G→ GP restricts to an arrow f : [G
′, G′′]→ [G′P , G
′′
P ] which is P -localizing.
[Trivially, f is P -injective. To check that f is P -surjective, look first at the commuta-
tive diagram
1 card(G
′, G′′) G′ ∗d G
′′ G′ ×G′′ 1
1 card(G
′
P , G
′′
P ) G
′
P ∗d G
′′
P G
′
P ×G
′′
P 1
it being assumed that nilG ≤ d. Since LP preserves colimits, (G
′ ∗d G
′′)P ≈ (G
′
P ∗d G
′′
P )P
(cf. p. 0-21). Therefore the arrow G′ ∗d G
′′ → G′P ∗d G
′′
P is P -bijective, thus the same
is true of the arrow card(G
′, G′′) → card(G
′
P , G
′′
P ). Consequently, upon forming the com-
mutative square
card(G
′, G′′) [G′, G′′]
card(G
′
P , G
′′
P ) [G
′
P , G
′′
P ]
in which the horizontal arrows are the
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epimorphisms induced by the folding maps, it is seen that f is P -surjective. Turning to
the verification that [G′P , G
′′
P ] is P -local, there is no SP -torsion and ∀ n ∈ SP , G
′
P ∗d G
′′
P
has nth roots (consider generators (cf. p. 8-20)), so ∀ n ∈ SP , card(G
′
P , G
′′
P ) has n
th roots
and this suffices.]
Application: Let G be a nilpotent group; let
 G′G′′ be subgroups of G −then
[G′, G′′]P ≈ [G
′
P , G
′′
P ].
Let G and π be groups. Suppose that G operates on π, i.e., suppose given a homo-
morphism χ : G→ Autπ −then χ determines a homomorphism χP : G→ AutπP , thus G
operates on πP .
FACT If G operates on π and if π is nilpotent, then Γiχ(π)P ≈ ΓiχP (πP ) (here the notation is that
of p. 5-54). In particular: π χ-nilpotent =⇒ πP χP -nilpotent.
[Use induction and Proposition 13, so that [π,Γiχ(π)]P ≈ [πP ,Γiχ(π)P ] ≈ [πP ,ΓiχP (πP )].]
Given groups G and π, let Homnil (G,Autπ) be the subset of Hom(G,Autπ) consisting
of those χ such that π is χ-nilpotent.
[Note: In order that Homnil (G,Autπ) be nonempty, it is necessary that π be nilpo-
tent (cf. p. 5-54).]
Suppose that G and π are nilpotent.
(nil 1) The arrow Hom(G,Autπ)→ Hom(G,AutπP ) restricts to an arrow
Homnil (G,Autπ) → Homnil (G,AutπP ).
[For, as noted above, π χ-nilpotent =⇒ πP χP -nilpotent.]
(nil 2) There is an arrow Homnil (G,Autπ) → Homnil (GP ,AutπP ) that sends
χ to χP , where χP ◦ lP = χP .
[This semidirect product Π = π ⋊χ G is nilpotent (cf. p. 5-54). Localize the split
short exact sequence 1 → π → Π → G → 1 and consider the associated action of GP on
πP : ΠP = πP ⋊χP GP .]
(nil 3) The arrow Homnil (GP ,AutπP )→ Homnil (G,AutπP ) restricts to an ar-
row Homnil (GP ,AutπP ) → Homnil (G,AutπP ) which is bijective. If ~ is its inverse, then
∀ χ, ~(χP ) = χP .
[Implicit in the construction of ~ is the relation ΓiχP (πP ) ≈ Γ
i
XP
(πP ).]
FACT Suppose that G operates nilpotently on π and π is abelian −then for any half exact functor
F : AB→ AB, G operates nilpotently on Fπ.
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EXAMPLE Fix a path connected topological space X and let π be a nilpotent G-module −then
∀ n ≥ 0, Hn(X; π) is a nilpotent G-module.
PROPOSITION 14 Let G be a nilpotent group, M a nilpotent G-module −then
∀ n ≥ 0, the arrow Hn(G;M)→ Hn(GP ;MP ) is P -localizing.
[From the definitions, H0(G;M) ≈ M/Γ
1
χ(M) and H0(GP ;MP ) ≈ MP /Γ
1
χP
(MP ).
Accordingly, since LP is exact, (M/Γ
1
χ(M))P ≈ MP /Γ
1
χ(M)P ≈ MP /Γ
1
χP
(MP ) ≈ MP /
Γ1χP (MP ), thereby dispensing with the case n = 0. Assume henceforth that n ≥ 1. Mat-
ters are plain when nilχM = 0. If nilχM = 1, i.e., in G operates trivially on M , then GP
operates trivially onMP and one can apply the universal coefficient theorem, in conjuction
with Proposition 10, to derive the desired conclusion. Arguing inductively, suppose that
nilχM ≤ d (d > 1) and that the assertion holds for operations having degree of nilpotency
≤ d − 1. Consider the short exact sequence 0 → Γ1χ(M) → M → M/Γ
1
χ(M) → 0. The
degree of nilpotency of the induced action of G on Γ1χ(M) is ≤ d − 1, while that of G on
M/Γ1χ(M) is ≤ 1. Comparison of the long exact sequence · · · → Hn+1(G;M/Γ
1
χ(M)) →
Hn(G; Γ
1
χ(M)) → Hn(G;M) → Hn(G;M/Γ
1
χ(M)) → Hn−1(G; Γ
1
χ(M)) → · · · with its lo-
cal companion terminates the proof.]
Application: Let G be a nilpotent group, M a nilpotent G-module −then ∀ n ≥ 0,
Hn(G;M)P ≈ Hn(GP ;MP ).
Given a group G, G-ACT is the category whose objects are the groups on which G
operates to the left and whose morphisms are the equivariant homomorphisms. An object
π in G-ACT is really a pair(χ, π), where χ : G → Autπ. One says that π is P -local
or that G operates P -locally on π if ∀ n ∈ SP & ∀ g ∈ G, the map π → π that sends
α to α(χ(g)α) · · · (χ(gn−1)α) is bijective, so π is necessarily a P -local group. Denote by
G-ACTP the full subcategory of G-ACT whose objects are the P -local π −then G-ACTP
is a reflective subcategory of G-ACT with reflector LG,P . This can be seen by applying
the relative subcategory theorem. Thus let FG be the free G-group on one generator ∗, i.e.,
the free group on the symbols g · ∗ (g ∈ G) with the obvious left action. Write SG,P for
the set of G-maps
 FG → FG∗ → ρng (∗) (n ∈ SP ), where ρng (∗) = ∗(g · ∗) · · · (gn−1 · ∗). Working
through the definitions, one finds that ObG-ACTP = S
⊥
G,P .
Example: π⋊χG is a P -local group iff G operates P -locally on π and G is a P -local
group.
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[Note: It is a corollary that if G is SP -torsion, then every P -local group in G-ACT is
actually in G-ACTP . Proof: Consider the short exact sequence 1→ π → π⋊χG→ G→ 1
and quote the generality on p. 8-11.]
FACT Let f : G → K be a homomorphism of groups −then the functor f∗ : K-ACT → G-ACT
has a left adjoint f∗ : G-ACT→ K-ACT.
[Let
 πGπK be the normal closure of π in
 π ∗Gπ ∗K . There are pushout squares
π π ∗G
∗ G
,
π π ∗K
∗ K
, short exact sequences 1 → πG → π ∗ G → G → 1, 1 → πK → π ∗K → K → 1, and
a commutative diagram
π ∗G G
π ∗K K
id∗f f . Let πχ,G be the normal closure in π ∗ G of the words
gαg−1(χ(g)α)−1, f(πχ,G) the normal closure in π ∗ K of the words id ∗ f(gαg−1(χ(g)α)−1) −then πχ,G
is a normal subgroup of πG, the quotient πG/πχ,G is equivariantly isomorphic to π, and f(πχ,G) ⊂ πK .
Definition: f∗(π) = πK/f(πχ,G) the action of K being conjugation. Note that the arrow π → f∗f∗(π) is
equivariant.]
EXAMPLE For any homomorphism f : G → K of groups, the composite LK,P ◦ f∗ is a functor
G-ACT→ K-ACT→ K-ACTP . Specialize and take K = GP , f = lP . Given π ∈ G-ACT, form π ⋊χ G
−then its localization (π⋊χG)P is isomorphic to a semidirect product ?⋊GP and ? can be identified with
LGP ,P ◦ lP,∗(π).
Given a group G, a P -local G-module is a G-module on which G operates P -locally.
Every P -local G-module is a P -local abelian group.
[Note: If (Z[G])SP is the localization of Z[G] at the multiplicative closure of the
1+ g+ · · ·+ gn−1 (n ∈ SP ), then the P -local G-modules are the (Z[G])SP -modules. When
G is trivial, (Z[G])SP reduces to ZP .]
PROPOSITION 15 Suppose that G is SP -torsion −then every P -local G-module is
trivial.
[In Z[G], consider the identity gn − 1 = (g − 1)(1 + g + · · · + gn−1).]
FACT Let 0→M ′ →M →M ′′ → 0 be a short exact sequence of G-modules. Assume: Two of the
modules are P -local −then so is the third.
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EXAMPLE Suppose that M is a P -local G-module and N is a nilpotent G-module −then M ⊗N ,
Tor(M,N), Hom(N,M), Ext(N,M) are P -local G-modules.
FACT Let G → π be a homomorphism of groups −then every P -local π-module is a P -local G-
module.
EXAMPLE Suppose that 1 → G′ → G → G′′ → 1 is a central extension of groups. Let M be a
P -local G-module −then ∀ n ≥ 0, the action of G′′ on Hn(G′;M) and Hn(G′;M) is P -local.
Given a group G, a P [G]-module is a P -local GP -module. Every P [G]-module is a
P -local G-module via lP : G→ GP .
[Note: A GP -module M is a P [G]-module iff the corresponding semidirect product
M ⋊GP is a P -local group (cf. p. 8-23).]
Example: Suppose that G is nilpotent. Let M be a nilpotent GP -module which is
P -local as an abelian group −then M is a P [G]-module.
FACT Let M be a P [G]-module −then H0(GP ;M) = H0(G;M), i.e., the GP -invariants in M are
equal to the G-invariants in M .
[Let m ∈ MG. Define homomorphisms φ, ψ : GP → M ⋊ GP by the rules φ(g) = (g · m − m,g),
ψ(g) = (0, g): φ ◦ lP = ψ ◦ lP =⇒ φ = ψ, M ⋊GP being P -local, i.e., m ∈MGP .]
PROPOSITION 16 Let G be a nilpotent group, M a P [G]-module −then ∀ n ≥ 0,
Hn(G;M) ≈ Hn(GP ;M).
[It suffices to treat the case of an abelian G. There are short exact sequences 0 →
ker lP → G → im lP → 0, 0 → im lP → GP → coker lP → 0 and associated LHS
spectral sequences. Since ker lP is SP -torsion, Hq(ker lP ) ∈ CP (q > 0). But the ac-
tion of ker lP on M is by definition trivial, and as an abelian group, M is P -local, thus
the universal coefficient theorem implies that Hq(ker lP ;M) = 0 (q > 0). So, ∀ n ≥ 0,
Hn(G;M) ≈ Hn(im lP ;M). On the other hand, from the above, the action of coker lP on
the Hq(im lP ;M) is P -local, hence trivial (cf. Proposition 15). Appealing once again to
the universal coefficient theorem, it follows that Hp(coker lP ;Hq(im lP ;M)) = 0 (p > 0).
So, ∀ n ≥ 0, Hn(im lP ;M) ≈ Hn(GP ;M).]
FACT Let G be a nilpotent group, M a P [G]-module −then ∀ n ≥ 0, Hn(GP ;M) ≈ Hn(G;M).
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EXAMPLE The preceding result can fail if M is not a P [G]-module. Thus fix P 6= Π and take
G = Z : H2(Z;Q[ZP ]) = 0 (since Z has cohomological dimension one) but H
2(ZP ;Q[ZP ]) 6= 0 (cf. p. 8-1).
FACT Let G be a finite group −then ker lP is SP -torsion iff ∀ n ≥ 0, Hn(G;M) ≈ Hn(GP ;M),
where M is any P [G]-module.
There is another reflective subcategory of GR that one can attach to a given P ⊂ Π
whose definition is homological in character. The associated reflector agrees with LP on
NIL but differs from LP on GR.
COLIMIT LEMMA Let C be a cocomplete category with the property that there
exists a set S0 ⊂ ObC such that each object in C is a filtered colimt of objects in S0.
Let F : C → SET∗ be a functor which preserves filtered colimts −then there exists a set
K0 ⊂ kerF such that X ∈ kerF is a filtered colimit of objects in K0.
[Note: As the notation suggests, kerF = {X : FX = ∗}.]
Let A be an abelian group −then a homomorphism f : G → K of groups is said to
be an HA-homomorphism if f∗ : H1(G;A) → H1(K;A) is bijective and f∗ : H2(G;A) →
H2(K;A) is surjective. Example: An HZ-homomorphism of nilpotent groups is an isomor-
phism (cf. p. 5-54).
(HA-localization) Let SHA ⊂ MorGR be the class of HA-homomorphisms
−then S⊥HA is the object class of a reflective subcategory GRHA of GR. The reflector
LHA :
 GR→ GRHAG→ GHA is called HA-localization and the objects in GRHA are called
the HA-local groups.
[In order to apply the reflective subcategory theorem, it suffices to exhibit a set S0 ⊂
SHA: S
⊥
0 = S
⊥
HA. For this purpose, put C = GR(→) (≈ [2,GR]) and let F : C→ SET∗
be the functor that sends f : G → K to ker1⊕ coker1 ⊕ coker2, where ker1 is the kernel
of f∗ : H1(G;A) → H1(K;A) and cokeri is the cokernel of f∗ : Hi(G;A) → Hi(K;A)
(i = 1, 2). Owing to the colimit lemma, there exists a set S0 ⊂ SHA such that each element
of SHA is a filtered colimit of elements in S0, so S
⊥
0 = S
⊥
HA.]
[Note: In general, the containment SHA ⊂ S
⊥⊥
HA is strict (see below).]
When A = ZP , the “Z” is dropped from the notation, thus one writes SHP for the
class of HP -homomophisms and LHP :
 GR→ GRHPG→ GHP for the associated reflector,
the objects in GRHR being referred to as the HP -local groups. Example: Every abelian
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P -local group is HP -local.
[Note: In the two extreme cases, viz. P = ∅ or P = Π, HP is replaced by HQ or HZ.]
PROPOSITION 17 Every HP -local group is P -local.
[The homomorphisms
 Z→ Z1→ n (n ∈ SP ) are HP -homomorphisms, thus SP ⊂ SHP
=⇒ S⊥HP = ObGRHP ⊂ ObGRP = S
⊥
P .]
Consequently, there is a natural transformation LP → LHP .
[Note: For any G, the arrow of localization lP : G → GP is an HP -homomophism
(cf. p. 9-23). As regards lHP : G→ GHP , it too is an HP -homomorphism (cf. p. 9-24ff),
although a priori it can only be said that lHP ∈ S
⊥⊥
HP .]
PROPOSITION 18 Let f : G → K be an HP -homomorphism −then ∀ i ≥ 0, the
induced map (G/Γi(G))P → (K/Γ
i(K))P is an isomorphism.
[Taking into account Propositions 6 and 8, one has only to repeat the proof of Propo-
sition 14 in §5.]
LEMMA Let 1→ G′ → G→ G′′ → 1 be a central extension of groups. Assume: G′
is P -local −then in any commutative diagram
K G
L G′′
f of groups, where f : K → L
is an HP -homomophism, there is a unique lifting
K G
L G′′
f rendering the triangles
commutative.
[Suppose that
 φψ are liftings and λ : L → G′ is a homomorphism such that
φ(l) = ψ(l)λ(l) (l ∈ L). Since λ ◦ f is trivial and ZP ⊗ (K/[K,K]) ≈ ZP ⊗ (L/[L,L]), it
follows that λ is trivial, hence φ = ψ, which settle uniqueness. Existence can be established
by passing to Eilenberg-MacLane spaces and using obstruction theory (cf. p. 8-40).]
PROPOSITION 19 Let 1 → G′ → G → G′′ → 1 be a central extension of groups.
Assume: G′ is P -local and G′′ is HP -local −then G is HP -local.
[The claim is that f ⊥ G for every HP -homomorphism f : K → L. This, however, is
obviously implied by the lemma.]
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[Note: Changing the assumption to G′′ is P -local changes the conclusion to G is
P -local (but, of course, the proof is different).]
Application: If G is nilpotent, then GP ≈ GHP and LP |NIL ≈ LHP |NIL.
[Note: It is not necessary to use Proposition 19 to make this deduction. Thus
let G be a nilpotent P -local group with nilG ≤ d −then for any HP -homomorhpism
K → L, Hom(L,G) ≈ Hom(K,G). Proof: NILd is a reflective subcategory of GR, hence
Hom(L,G) ≈ Hom(L/Γd(L), G), Hom(K,G) ≈ Hom(K/Γd(K), G), and NILdP is a re-
flective subcategory of NILd, hence Hom(L/Γd(L), G) ≈ Hom((L/Γd(L))P , G), Hom(K/
Γd(K)), G) ≈ Hom((K/Γd(K))P , G), And: (K/Γ
d(K))P ≈ (L/Γ
d(L))P (cf. Proposition
18).]
FACT Suppose that G is a group such that for some i, Γi(G)/Γi+1(G) is SP -torsion −then GHP ≈
(G/Γi(G))P .
[The short exact sequence 1→ Γi(G)→ G→ G/Γi(G)→ 1 leads to an exact sequence H2(G;ZP )→
H2(G/Γ
i(G);ZP ) → ZP ⊗ (Γi(G)/Γi+1(G)) → H1(G;ZP ) → H1(G/Γi(G);ZP ) → 0. Therefore the arrow
G→ G/Γi(G) is an HP -homomorphism =⇒ GHP ≈ (G/Γi(G))HP or still GHP ≈ (G/Γi(G))P , G/Γi(G)
being nilpotent.]
EXAMPLE The HP -localization of every finite group is nilpotent.
EXAMPLE The HP -localization of every perfect group is trivial. So, if G is perfect and if
H2(G;ZP ) 6= 0, then the arrow ∗ → G is in S⊥⊥HP but not in SHP .
FACT The class of HP -homomorphisms admits a calculus of left fractions.
KAN† FACTORIZATION THEOREM Let
 XY be pointed connected CW spaces, f : X →
Y a pointed continuous function. Assume: f∗ : Hq(X;ZP ) → Hq(Y ;ZP ) is bijective for 1 ≤ q < n and
surjective for q = n −then there exists a pointed connected CW space Xf and pointed continuous functions
φf : X → Xf , ψf : Xf → Y with f = ψf ◦ φf such that H∗(φf ) : H∗(X;ZP ) → H∗(Xf ;ZP ) is an
isomorphism and ψf : Xf → Y is an n-equivalence.
[The case when n = 1 is handled by appropriately attaching 1-cells and 2-cells. In general, one iterates
the following statement (which can be established by appropriately attaching (n+1)-cells and (n+2)-cells).
(STn) Let
 XY be pointed connected CW spaces, f : X → Y a pointed continuous function.
†In: Algebra, Topology, and Category Theory, A. Heller and M. Tierney (ed.), Academic Press (1976)
95-99.
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Assume: f is an n-equivalence and f∗ : Hq(X;ZP ) → Hq(Y ;ZP ) is bijective for 1 ≤ q ≤ n and surjective
for q = n + 1 −then there exists a pointed connected CW space Xf and pointed continuous functions
φf : X → Xf , ψf : Xf → Y with f = ψf ◦ φf such that H∗(φf ) : H∗(X;ZP ) → H∗(Xf ;ZP ) is an
isomorphism and ψf : Xf → Y is an (n+ 1)-equivalence.]
Application: Let f : G → K be a homomorphism of groups. Assume: f∗ : H1(G;ZP ) → H1(K;ZP )
is surjective −then there exists a factorization G φf−→ Gf
ψf−→ K of f with φf an HP -homomorphism and
ψf surjective.
[Recall that for any pointed connected space X, there is a surjection H2(X;ZP ) → H2(π1(X);ZP )
(cf. p. 5-34).]
EXAMPLE Let f : G → K be a homomorphism of HP -local groups −then f is surjective iff
f∗ : H1(G;ZP )→ H1(K;ZP ) is surjective.
[To check sufficiency, note that the commutative diagram
G G
Gf K
φf f
ψf
has a filler Gf → G
rendering the triangle commutative.]
FACT Let f : G→ K be a homomorphism of HP -local groups −then im f is HP -local.
Let A be a ring with unit. Fix a right A-module R −then a homomorphism f :M → N
of left A-modules is said to be an HR-homomorphism provided that R ⊗A M → R⊗A N
is an isomorphism and TorA1 (R,M)→ Tor
A
1 (R,N) is an epimorphism.
(HR-Localization) Let SHR ⊂ MorA-MOD be the class of HR-homomorphisms
−then S⊥HR is the object class of a reflective subcategory A-MODHR of A-MOD. The
reflector LHR :
 A-MOD→ A-MODHRM →MHR is called HR-localization and the objects in
A-MODHR are called HR-local (left) A-modules.
[Each object in A-MOD is κ-definite for some κ. Accordingly, due to the reflective
subcategory theorem, one has only to find a set S0 ⊂ SHR : S
⊥
0 = S
⊥
HR, which can be done
by using the colimit lemma.]
PROPOSITION 20 LHR : A-MOD→ A-MODHR is an additive functor.
Let G be a group, A = Z[G] and write G-MOD in place of Z[G]-MOD. Take R = Z
(trivial G-action) −then a homomorphism f : M → N of G-modules is an HZ homo-
morphism iff f∗ : H0(G;M) → H0(G;N) is bijective and f∗ : H1(G;M) → H1(G;N) is
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surjective. The reflector LHZ :
 G-MOD→ G-MODHZM →MHZ is called HZ-localization and
the objects in G-MODHZ are called HZ-local (left) G-modules. Example: Every trivial
G-module is HZ-local.
[Note: The arrow of localization lHZ : M → MHZ is an HZ-homomorphism (cf. p.
9-24), i.e., lHZ ∈ SHZ ⊂ S
⊥⊥
HZ .]
PROPOSITION 21 The HZ-localization of any M in G-MOD which is P -local as
an abelian group is again P -local: M = ZP ⊗M =⇒ MHZ = ZP ⊗MHZ.
[This is because LHZ is an additive functor (cf. Proposition 20).]
SUBLEMMA Suppose that
M N
P Q
f g is a pushout square in G-MOD. As-
sume: f is an HZ-homomorphism −then g is an HZ-homomorphism.
[There is a commutative diagram
M M N
P Q
f
π
g , where π is surjective and
the square is simultaneously a pullback and a pushout in G-MOD. Observing that the
arrow M → P is an HZ-homomorphism, consider the long exact sequence H1(G;M ) →
H1(G;N)⊕H1(G;P )→H1(G;Q)→H0(G;M )→H0(G;N)⊕H0(G;P )→H0(G;Q)→ 0.]
LEMMA Let 0 → M ′ → M → M ′′ → 0 be a short exact sequence of G-modules.
Assume: M ′ is HZ-local −then in any commutative diagram
P M
Q M ′′
f of G-modules,
where f : P → Q is an HZ-homomorphism, there is a unique lifting
P M
Q M ′′
f
rendering the triangles commutative.
[Uniqueness is elementary, so we shall deal only with existence. Define N by the
pushout square
P M
Q N
f and display the data in a commutative diagram
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P M M
Q N M ′′
f
π
. PutN ′ = kerπ, defineN by the pushout square
N ′ N
N ′HZ N
,
and pass to
0 M ′ M M ′′ 0
0 N ′ N M ′′ 0
0 N ′HZ N M
′′ 0
.
According to the sublemma, the arrows M → N , N → N are HZ-homomorophisms, thus
the compositeM ′ → N ′ → N ′HZ is an HZ-homomorophism, hence is an isomorphism (since
M ′ and N ′HZ are HZ-local). Therefore the composite M → N → N is an isomorphism.
Precompose its inverse with the arrow N → N to get a lifting
M M
N M ′′π
, which may
then be precomposed with the arrow Q→ N to get a lifting
P M
Q M ′′
f , as desired.]
PROPOSITION 22 Let 0 → M ′ → M → M ′′ → 0 be a short exact sequence of
G-modules. Assume: M ′ and M ′′ are HZ-local −then M is HZ-local.
Application: Every nilpotent G-module is HZ-local.
[Note: More generally, if M is a G-module such that for some i, (I[G])i · M =
(I[G])i+1 · M , then MHZ ≈ M/(I[G])
i · M . Proof: It follows from the exact sequence
H1(G;M) → H1(G;M/(I[G])
i · M) → (I[G])i · M/M/(I[G])i+1 · M → H0(G;M) →
H0(G;M/(I[G])
i ·M)→ 0 that the arrow M →M/(I[G])i ·M is an HZ-homomorphism.
On the other hand, M/(I[G])i · M is a nilpotent G-module. As for the realizability of
the condition, recall that G/[G,G] ≈ I[G]/I[G]2, hence G perfect =⇒ I[G] = I[G]2 and
G/[G,G] divisible + torsion =⇒ I[G]2 = I[G]3 = · · · .]
FACT The class of HZ-homomorphisms admits a calculus of left fractions.
LEMMA Let f : M → N be a homomorphism of G-modules. Assume: f∗ :
H0(G;M) → H0(G;N) is surjective −then there exists a factorization M
φf
−→ Mf
ψf
−→ N
of f with φf an HZ-homomorphism and ψf surjective.
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[Choose a free G-module P and a surjection µ : M ⊕ P → N such that µ|M = f .
Since the composite H0(G; ker µ)→ H0(G;M ⊕P )→ H0(G;P ) is surjective and H0(G;P )
is free abelian, one can find a free G-module Q and a homomorphism ν : Q → kerµ
such that H0(G;Q) ≈ H0(G;P ) through Q
ν
→ kerµ → M ⊕ P → P . Factor f as
M
φf
−→ (M ⊕ P )/ν(Q)
ψf
−→ N , where φf is induced by the inclusion M → M ⊕ P and
ψf is induced by µ.]
PROPOSITION 23 Let f : M → N be a homomorphism of HZ-local G-modules
−then f is surjective iff f∗ : H0(G;M)→ H0(G;N) is surjective.
[To check sufficiency, note that the commutative diagram
M M
Mf N
φf f
ψf
has a filler
Mf →M rendering the triangles commutative.]
PROPOSITION 24 Let f : M → N be a homomorphism of HZ-local G-modules
−then im f is HZ-local.
[Let N ⊃ f(M) be the largest G-submodule of N for which the induced map H0(G;
f(M)) → H0(G;N ) is surjective. There is a commutative triangle
M
N N
f
f
j
and a
factorization M
φf
−→ Mf
ψf
−→ N of f with φf an HZ-homomorphism and ψf surjective.
Consider any lifting Mf →M of j ◦ ψf to see that N = f(M). But N is HZ-local.]
PROPOSITION 25 Let f : M → N be a homomorphism of HZ-local G-modules
−then coker f is HZ-local.
[Since im f is HZ-local (cf. Proposition 24), one can assume that f is injective, the
claim thus being that N/M is HZ-local. There is a commutative diagram
0 M N N/M 0
0 K N (N/M)HZ 0
of short exact sequences, where the kernel K is HZ-local. The arrow M → K is obvi-
ously injective. That it is also surjective can be seen by comparing the exact sequence
H1(G;N) → H1(G;N/M) → H0(G;M) → H0(G;N) → H0(G;N/M) from the first row
with its analog from the second row and applying the five lemma: H0(G;M)→ H0(G;K)
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surjective =⇒ M → K surjective (cf. Proposition 23). Conclusion: N/M ≈ (N/M)HZ.]
[Note: A priori, cokernels in G-MODHZ are calculated first in G-MOD and then
reflected back into G-MODHZ. The point of the proposition is that the second step is not
needed.]
Application: G-MODHZ is an abelian category and the reflector LHZ : G-MOD →
G-MODHZ is right exact.
EXAMPLE Let M be an HZ-local G-module −then ∀ n, Z/nZ⊗M is HZ-local.
EXAMPLE LetM be a tower in G-MODHZ −then limM and lim1M are HZ-local (cf. p. 5-43).
FACT Let M be a tower in G-MODHZ Assume: G is finitely generated −then lim1M = 0 iff
lim1H0(G;M) = 0.
[Here, H0(G;M) stands for the tower determined by the arrows H0(G;Mn+1) → H0(G;Mn). Use
Proposition 23 and the fact that G finitely generated =⇒ H0
(
G;
∏
n
Mn
) ≈∏
n
H0(G;Mn) (Brown
†).]
PROPOSITION 26 Let G→ π be a homomorphism of groups −then every HZ-local
π-module is an HZ-local G-module.
[The forgetful functor π-MOD → G-MOD has a left adjoint G-MOD → π-MOD
that sends M to Z[π] ⊗Z[G] M . Thanks to the change of rings spectral sequence, the ho-
momorphism Hi(G;M) → Hi(π;Z[π] ⊗Z[G] M) is bijective for i = 0 and surjective for
i = 1. Therefore a HZ-homomorphism of G-modules goes over to an HZ-homomorphism
of π-modules. Suppose now that P is an HZ-local π-module. Let M → N be an HZ-
homomorphism of G-modules −then the bijectivity of the arrow Hom(N,P )→ Hom(M,P )
follows from the bijectivity of the arrow Hom(Z[π]⊗Z[G] N,P )→ Hom(Z[π]⊗Z[G] M,P ).]
EXAMPLE Let M be an HZ-local GHP -module −then M is an HZ-local G-module.
Although one can consider HA-localization for an arbitrary abelian group A, apart
from A = ZP the other case of topological significance is when A = Fp. The general as-
pects of the HFp-theory are similar to those of the HP -theory. For instance, the analog of
Proposition 19 says that if 1 → G′ → G → G′′ → 1 is a central extension of groups with
G′ an Fp-module and G
′′ HFp-local, then G is HFp-local.
[Note: An abelian group is a ZP -module iff it is P -local iff it is HP -local. To perfect
†Comment. Math. Helv. 50 (1975), 129-135; see also Strebel, Math. Zeit. 151 (1976), 263-275.
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the analogy, one can relax the assumption on G′ and suppose only that G′ is HFp-local
(cf. Proposition 33).]
PROPOSITION 27 Every HFp-local group is p-local.
EXAMPLE Let G be a finite group −then GHFp ≈ Gp.
The Kan factorization theorem remains valid if ZP is replaced by Fp. Therefore a homomorphism
f : G→ K of HFp-local groups is surjective iff f∗ : H1(G;Fp)→ H1(K; Fp) is surjective.
The class of HFp-local abelian groups turns out to be the same as the class of p-
cotorsion abelian groups (cf. Proposition 30). It will therefore be convenient to review the
theory of the latter starting with the global situation.
An abelian group is said to be cotorsion if Hom(Q, G) = 0 & Ext(Q, G) = 0. Taking
into account the exact sequence Hom(Q, G) → Hom(Z, G) → Ext(Q/Z, G) → Ext(Q, G)
and making the identification G ≈ Hom(Z, G), it follows that G is cotorsion iff the arrow
G→ Ext(Q/Z, G) is an isomorphism.
[Note: One motivation for the terminology is that if 0→ A→ B → C → 0 is a short
exact sequence of abelian groups, then the sequence 0 → Hom(K,A) → Hom(K,B) →
Hom(K,C) → 0 is exact for all torsion groups K iff the sequence 0 → Hom(C,L) →
Hom(B,L)→ Hom(A,L)→ 0 is exact for all cotorsion groups L.]
Let 0 → A → B → C → 0 be a short exact sequence of abelian groups −then 0 → Hom(K,A) →
Hom(K,B)→ Hom(K,C)→ 0 is exact ∀ torsion K iff 0→ Hom(K,A)→ Hom(K,B)→ Hom(K,C)→ 0
is exact ∀ finite cyclic K iff 0→ A→ B → C → 0 is pure short exact iff 0→ Hom(C,L)→ Hom(B,L)→
Hom(A,L) → 0 is exact ∀ finite cyclic L iff 0 → Hom(C,L) → Hom(B,L) → Hom(A,L) → 0 is exact ∀
cotorsion L.
LEMMA For any abelian group G, Ext(Q/Z, G) is cotorsion.
[Given A,B,C in AB, there are isomorphisms
Ext(A,Ext(B,C)) ≈ Ext(Tor(A,B), C),
Ext(A,Hom(B,C))⊕Hom(A,Ext(B,C)) ≈ Ext(A⊗B,C)⊕Hom(Tor(A,B), C).]
LEMMA For any abelian group G, Ext(Q/Z,Ext(Q/Z, G)) ≈ Ext(Q/Z, G).
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Consequently, the full subcategory of AB whose objects are the cotorsion groups is a
reflective subcategory of AB, the arrow of reflection being G→ Ext(Q/Z, G).
[Note: By comparison the full subcategory of AB whose objects are the torsion groups
is a coreflective subcategory of AB, the arrow of coreflection being Tor(Q/Z, G)→ G.]
EXAMPLE Z/nZ is cotorsion but Z is not cotorsion.
A cotorsion group G is said to be adjusted if G has no torsion free direct summand
or, equivalently, if G/Gtor is divisible.
COTORSION STRUCTURE LEMMA Suppose that G is cotorsion −then there is a
split short exact sequence 0 → K → G → L → 0, where K ≈ Ext(Q/Z, Gtor) is adjusted
cotorsion and L ≈ Ext(Q/Z, G/Gtor) is torsion free cotorsion.
[Note: In the opposite direction, recall that every abelian group is split by its maximal
divisible subgroup and the associated quotient is reduced.]
HARRISON’S† FIRST THEOREM Let C be the full subcategory of AB whose ob-
jects are the torsion free cotorsion groups; let D be the full subcategory of AB whose
objects are the divisible torsion groups. Define Φ : C → D by ΦG = Q/Z ⊗ G; define
Ψ : D → C by ΨG = Hom(Q/Z, G) −then the pair (Φ,Ψ) is an adjoint equivalence of
categories.
HARRISON’S† SECOND THEOREM Let C be the full subcategory of AB whose
objects are the adjusted cotorsion groups; let D be the full subcategory of AB whose
objects are the reduced torsion groups. Define Φ : C → D by ΦG = Tor(Q/Z, G); define
Ψ : D → C by ΨG = Ext(Q/Z, G) −then the pair (Φ,Ψ) is an adjoint equivalence of
categories.
An abelian group G is said to be p-cotorsion if Hom
(
Z
[
1
p
]
, G
)
= 0 & Ext
(
Z
[
1
p
]
, G
)
= 0. Taking into account the exact sequence Hom
(
Z
[
1
p
]
, G
)
→Hom(Z, G)→ Ext(Z/p∞Z,
G) → Ext
(
Z
[
1
p
]
, G
)
and making the identification G ≈ Hom(Z, G), it follows that G is
p-cotorsion iff the arrow G→ Ext(Z/p∞Z, G) is an isomorphism. Example: ∀ n, Z/pnZ is
p-cotorsion.
†Ann. of Math. 69 (1959), 366-391.
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[Note: The full subcategory of AB whose objects are the p-cotorsion groups is a
reflective subcategory of AB with arrow of reflection G → Ext(Z/p∞Z, G) and there are
evident variants of Harrison’s first and second theorems.]
EXAMPLE If G = Ẑp, the p-adic integers, then Ẑp ≈ Ext(Z/p∞Z, Ẑp), hence Ẑp is p-cotorsion.
[Note: A subgroup of Ẑp is p-cotorsion iff it is an ideal.]
EXAMPLE The following abelian groups are not p-cotorsion: Z/p∞Z,
⊕
n
Z/pnZ, Ẑp ⊗ Ẑp.
EXAMPLE For any abelian group G, Hom(Z/p∞Z, G) is p-cotorsion. In fact, Hom
(
Z
[
1
p
]
,
Hom(Z/p∞Z, G)
) ≈ Hom(Z [1
p
]
⊗ Z/p∞Z, G) ≈ Hom(0, G) = 0 and Ext(Z [1
p
]
,Hom(Z/p∞Z, G)
) ≈
Ext
(
Tor
(
Z
[
1
p
]
,Z/p∞Z
)
, G
) ≈ Ext(0, G) = 0.
FACT Let G be a group and let M be a G-module. Assume: M is HZ-local −then Ext(Z/p∞Z,M)
is HZ-local.
[The arrow Ext(Z/p∞Z,M) → limExt(Z/pnZ,M) is surjective and its kernel can be identified
with lim1 Ext(Z/pnZ,M) (Weibel†), i.e., there is a short exact sequence 0 → lim1 Hom(Z/pnZ,M) →
Ext(Z/p∞Z,M) → limExt(Z/pnZ,M). Since Ext(Z/pnZ,M) ≈ M/pnM and M/pnM is HZ-local (cf.
Proposition 25), limExt(Z/pnZ,M) must be HZ-local too (G-MODHZ is limit closed). Similar remarks
imply that lim1Hom(Z/pnZ,M) is HZ-local (it is a cokernel (cf. p. 5-44)). Now quote Proposition 22.]
FACT For any abelian group G, the arrow of reflection G→ Ext(Z/p∞Z, G) induces an isomorphism
Fp ⊗G→ Fp ⊗ Ext(Z/p∞Z, G) and an epimorphism Tor(Fp, G)→ Tor(Fp,Ext(Z/p∞Z, G)).
[To check the first assertion, observe that Fp ⊗ G ≈ Ext(Fp, G) ≈ Ext(Tor(Fp,Z/p∞Z), G) ≈
Ext(Fp,Ext(Z/p
∞Z, G)) ≈ Fp ⊗ Ext(Z/p∞Z,G).]
Notation: Given an abelian group G, divG is the maximal divisible subgroup of G
and divpG is the maximal p-divisible subgroup of G.
[Note: The kernel of the arrow of reflection G→ Ext(Z/p∞Z, G) is divpG.]
PROPOSITION 28 Suppose that G is cotorsion −then G ≈
∏
p
Gp, where Gp =⋂
q 6=p
divqG is the maximal p-cotorsion subgroup of G.
[The point here is that Ext(Q/Z, G) ≈
∏
p
Ext(Z/p∞Z, G).]
†An Intoduction to Homological Algebra, Cambridge University Press (1994), 85; see also Jensen, SLN
254 (1972), 35-37.
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[Note: This result is the analog for a cotorsion group of the primary decomposition
of a torsion group.]
LEMMA If A and G are abelian groups with G p-cotorsion, then (i) A⊗Fp = 0 =⇒
Hom(A,G) = 0, and (ii) Tor(A,Fp) = 0 =⇒ Ext(A,G) = 0.
[To check the second assertion, observe that Ext(A,G) ≈ Ext(A,Ext(Z/p∞Z, G)) ≈
Ext(Tor(A,Z/p∞Z), G) ≈ Ext(0, G) = 0.]
PROPOSITION 29 Let
 XY be path connected topological spaces, f : X →
Y a continuous function −then f∗ : H∗(X;Fp) → H∗(Y ;Fp) is an isomorphism iff f
∗ :
H∗(Y ;G)→ H∗(X;G) is an isomorphism for all p-cotorsion abelian groups G.
[By passing to the mapping cylinder, one can assume that f is an inclusion. If ∀ n ≥ 1,
Hn(Y,X;Fp) = 0, then ∀ n ≥ 1, Hn(Y,X) ⊗ Fp = 0 and Tor(Hn(Y,X),Fp) = 0. So, from
the lemma, for any p-cotorsion G, Hom(Hn(Y,X), G) = 0 and Ext(Hn(Y,X), G) = 0
∀ n ≥ 1, thus Hn(Y,X;G) = 0 ∀ n ≥ 1. To reverse the argument, specialize and take
G = Fp.]
In the context of HR-localization, take A = Z and R = Fp −then the object class
of the corresponding reflective subcategory of Z-MOD ≈ AB is the class of p-cotorsion
groups.
PROPOSITION 30 Let G be an abelian group −then G is HFp-local iff G is p-
cotorsion.
[Let S1 ⊂ MorAB be the class of homomorphisms f : A → B such that A ⊗ Fp →
B⊗Fp is an isomorphism and Tor(A,Fp)→ Tor(B,Fp) is an epimorphism (thus S
⊥
1 is the
class of p-cotorsion groups) and let S2 ⊂ MorAB be the class of homomorphisms f : A→ B
such that f∗ : H1(A;Fp) → H1(B;Fp) is bijective and f∗ : H2(A;Fp) → H2(B;Fp) is
surjective (thus S⊥2 is the class of abelian HFp-local groups) (cf. infra). Claim: S1 = S2.
For, in either case, A/pA ≈ B/pB. This said, consider the commutative diagram
0 H2(A)⊗ Fp H2(A;Fp) Tor(A,Fp) 0
0 H2(B)⊗ Fp H2(B;Fp) Tor(B,Fp) 0
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of short exact sequences. Since
 H2(A) ⊗ Fp ≈ ∧2(A/pA)H2(B)⊗ Fp ≈ ∧2(B/pB) (Brown†), the five lemma
implies that if Tor(A,Fp)→ Tor(B,Fp) is an epimorphism, then f∗ : H2(A;Fp)→ H2(B;Fp)
is surjective. The converse is trivial.]
The reflective subcategory theorem is applicable to AB, so one can define the notion of “abelian HFp-
local group” internally. That this is the same as “abelian +HFp-local” is a consequence of the following
lemma.
LEMMA An HFp-homomorphism G→ K of groups induces an HFp-homomorphism G/[G,G]→
K/[K,K] of abelian groups.
Given a group G, let ρp : G
ω → Gω be the function defined by ρp(g0, g1, . . .) =
(g0g
−p
1 , g1g
−p
2 , . . .).
PROPOSITION 31 Suppose that G is abelian −then ρp is a homomorphism and
ker ρp ≈ limGp ≈ Hom
(
Z
[
1
p
]
, G)
)
, cokerρp ≈ lim
1Gp ≈ Ext
(
Z
[
1
p
]
, G
)
, were Gp is the
tower · · · ← G
p
← G← · · · .
[Representing Z
[
1
p
]
as a colimit · · · → Z
p
→ Z→ · · · gives Gp ≈ Hom
(
Z
[
1
p
]
, G
)
and,
from the short exact sequence 0→ lim1Hom(Z, G)→ Ext
(
Z
[
1
p
]
, G
)
→ limExt(Z, G)→ 0
(Weibel‡), one has lim1Gp ≈ Ext
(
Z
[
1
p
]
, G
)
.]
Application: An abelian group is p-cotorsion (= HFp-local) iff limGp = 0 & lim
1Gp =
0, i.e., iff ρp is bijective.
Let G be a group −then G is said to be p-cotorsion provided that ρp is bijective.
Claim: The full subcategory of GR whose objects are the p-cotorsion groups is a reflective
subcategory of GR. To see this, let Fω be the free group on generators x0, x1, . . ., define
a homomorphism f : Fω → Fω by f(xi) = xix
−p
i+1 and consider f
⊥ (reflective subcategory
theorem).
FACT Suppose that G is p-cotorsion −then CenG is p-cotorsion.
†Cohomology of Groups, Springer Verlag (1982), 126.
‡An Introduction to Homological Algebra, Cambridge University Press (1994), 85; see also Jensen, SLN
254 (1972), 35-37.
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PROPOSITION 32 Every HFp-local group is p-cotorsion.
[It is enough to prove that f : Fω → Fω is an HFp-homomorphism. But f∗ :
H1(Fω;Fp) → H1(Fω ;Fp) is the identity ω · Fp → ω · Fp and H2(Fω ;Fp) ≈ H2(Fω) ⊗
Fp ⊕ Tor(H1(Fω),Fp) vanishes.]
The abelian p-cotorsion theory has been extended to NIL by Huber-Warfield†. Thus
the full subcategory of NIL whose objects are the p-cotorsion groups is a reflective sub-
category of NIL. It is traditional to denote the arrow of reflection by G→ Ext(Z/p∞Z, G)
even though the “Ext” has no a priori connection with extensions of G by Z/p∞Z. One
reason for this is that each short exact sequence 1 → G′ → G → G′′ → 1 of nilpo-
tent groups gives rise to an exact sequence 0 → Hom(Z/p∞Z, G′) → Hom(Z/p∞Z, G) →
Hom(Z/p∞Z, G′′)→ Ext(Z/p∞Z, G′)→ Ext(Z/p∞Z, G)→ Ext(Z/p∞Z, G′′)→ 0.
[Note: It is reasonable to conjecture that the p-cotorsion reflector in GR extends the
p-cotorsion reflector in NIL but I know of no proof.]
The p-cotorsion reflector in NIL respects NILd : nil Ext(Z/p∞Z, G) ≤ nilG, hence
its restriction to AB “is” the p-cotorsion reflector in AB.
Notation: Given a nilpotent group G, divG is the maximal divisible subgroup of G
and divp G is the maximal p-divisible subgroup of G.
[Note: The kernel of the arrow of reflection G→ Ext(Z/p∞Z, G) is divp G.]
LEMMA For any nilpotent group G, Hom(Z/p∞Z, G) is a torsion free p-cotorsion
abelian group.
[Let Gtor(p) be the maximal p-torsion subgroup of G −then divGtor(p) is abelian and
the range of every homomorphism f : Z/p∞Z→ G is contained in divGtor(p).]
[Note: Therefore G p-cotorsion =⇒ Hom(Z/p∞Z, G) = 0.]
FACT Let G be a nilpotent group −then the arrow g → gp is bijective iff Hom(Z/p∞Z, G) = 0 &
Ext(Z/p∞Z, G) = 0 or still, iff ∀ n > 0, Hn(G;Fp) = 0.
EXAMPLE There is a short exact sequence 0 → Z → Ẑp → Ẑp/Z → 0 and Ẑp/Z is uniquely
p-divisible, hence H∗(Z,Fp) ≈ H∗(Ẑp;Fp) (cf. p. 4-46).
FACT Let 1→ G′ → G→ G′′ → 1 be a short exact sequence of nilpotent groups. Assume: Two of
the groups are p-cotorsion −then so is the third.
†J. Algebra 74 (1982), 402-442.
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EXAMPLE Suppose that G is nilpotent and p-cotorsion −then G/CenG is p-cotorsion.
[CenG is necessarily p-cotorsion (cf. p. 8-38).]
LEMMA Let 1→ G′ → G→ G′′ → 1 be a central extension of groups. Assume: G′ is
HFp-local −then for any commutative diagram
K G
L G′′
f of groups, where f : K → L
is an HFp-homomorphism, there is a unique lifting
X G
L G′′
f rendering the triangles
commutative.
[Put
 X = K(K, 1)Y = K(L, 1) and consider the diagram
X K(G, 1)
Y K(G′′, 1)
f . Supposing,
as we may, that f is an inclusion, the obstruction to lifting lies in H2(Y,X;G′). Claim:
H2(Y,X;G′) = 0. To verify this, look at the short exact sequence 0→ Ext(H1(Y,X), G
′)→
H2(Y,X;G′) → Hom(H2(Y,X), G
′) → 0. Since f∗ : H1(X;Fp) → H1(Y ;Fp) is bijective
and f∗ : H2(X;Fp)→ H2(Y ;Fp) is surjective, H2(Y,X)⊗ Fp = 0 and Tor(H1(Y,X),Fp) =
0. But G′ is HFp-local or still, p-cotorsion (cf. Proposition 30), thus Hom(H2(Y,X), G
′) =
0 and Ext(H1(Y,X), G
′) = 0 (see the lemma preceding Proposition 29). Therefore
H2(Y,X;G′) = 0 and the lifting exists. As for its uniqueness, of necessity H1(Y,X;Fp) = 0,
i.e., H1(Y,X)⊗ FP = 0, thus H
1(Y,X;G′) ≈ Hom(H1(Y,X), G
′) = 0.]
PROPOSITION 33 Let 1 → G′ → G → G′′ → 1 be a central extension of groups.
Assume: G′ is HFp-local and G
′′ is HFp-local −then G is HFp-local.
[The proof is the same as that of Proposition 19.]
Application: If G is nilpotent and p-cotorsion, then G is HFp-local.
[In fact, CenG and G/CenG are p-cotorsion, so one can proceed by induction.]
PROPOSITION 34 Let G be a p-cotorsion nilpotent group −then there exists a
central series G = C0(G) ⊃ C1(G) ⊃ · · · having the same length as the descending central
series of G such that ∀ i, Ci(G)/Ci+1(G) is a p-cotorsion abelian group.
[Define Ci(G) to be the kernel of the composite G → G/Γi(G) → Ext(Z/p∞Z,
G/Γi(G)).]
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[Note: Here is a variant. Let G be a group. Let M be a nilpotent G-module,
χ : G→ AutM the associated homomorphism. Assume: M is p-cotorsion −then there ex-
ists a finite filtration M = C0χ(M) ⊃ C
1
χ(M) ⊃ · · · ⊃ C
d
χ(M) = {0} of M by G-submodules
Ciχ(M) such that ∀ i, G operates trivially on C
i
χ(M)/C
i+1
χ (M) and C
i
χ(M)/C
i+1
χ (M) is
p-cotorsion.]
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§9. HOMOTOPICAL LOCALIZATION
Localization at a set of primes is a powerful tool in commutative algebra and group
theory, thus it should come as no surprise that the transcription of this process to algebraic
topology is of fundamental importance. More generally, one can interpret “localization” as
the search for and construction of reflective subcategories in a homotopy category.
EXAMPLE HCW is not a reflective subcategory of HTOP. Reason: HCW is not isomorphism
closed. HCWSP is not a reflective subcategory of HTOP. Reason: HCWSP is not limit closed (e.g.,
the product
∞∏
1
Sn is not a CW space). On the other hand, HCWSP is a coreflective subcategory of
HTOP, the coreflector being the functor that assigns to each topological space X the geometric realization
of its singular set (the arrow of adjunction |sinX| → X is a weak homotopy equivalence (Giever-Milnor
theorem)). In particular: HCWSP has products, viz. the product of {Xi} in HCWSP is
∣∣sin∏
i
Xi
∣∣,
where
∏
i
Xi is the product in HTOP (or still, the product in TOP).
[Note: Analogous remarks apply in the pointed setting. So, e.g., the nth homotopy group of
∏
i
Xi
(taken in HCWSP∗) is isomorphic to
∏
i
πn(Xi).]
Notation: CONCWSP∗ is the full subcategory of CWSP∗ whose objects are the
pointed connected CW spaces and HCONCWSP∗ is the associated homotopy category.
EXAMPLE Write HCONCWSP∗[n] for the full subcategory of HCONCWSP∗ whose objects
have trivial homotopy groups in dimension > n (n ≥ 0) −then HCONCWSP∗[n] is a reflective sub-
category of HCONCWSP∗, the reflector being the functor that assigns to each X its n
th Postnikov
approximate X[n]. Example: The fundamental group functor X → π1(X) sets up an equivalence between
HCONCWSP∗[1] and GR.
[Note: The data generates an orthogonal pair (S,D). Here [f ] : X → Y is in S iff f∗πq(X) → πq(Y )
is bijective for q ≤ n.]
EXAMPLE Write HSCONCWSP∗ for the full subcategory of HCONCWSP∗ whose objects
are simply connected −then HSCONCWSP∗ is not a reflective subcategory of HCONCWSP∗. For
suppose it were and, to get a contradiction, take X = P2(R). Consider, in the notation of p. 0-32,
ǫX : X → TX. By definition, ǫX ⊥ K(Z, 2) =⇒ H2(TX) ≈ H2(X) ≈ Z/2Z. But H1(TX) = 0 =⇒
H2(TX) ≈ HOM(H2(TX),Z), which is torsion free.
[Note: Let f : S1 → ∗ −then f⊥ is the object class of HSCONCWSP∗ .]
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Given a set of primes P , a pointed connected CW space X is said to be P -local in
homotopy if ∀ n ≥ 1, πn(X) is P -local.
EXAMPLE Fix P 6= Π −then the full subcategory of HCONCWSP∗ whose objects are P -local
in homotopy is not the object class of a reflective subcategory of HCONCWSP∗. To see this, suppose the
opposite and consider S1. Calling its localization S1P , for any P -local group G, the universal arrow lP : S
1 →
S1P necessarily induces a bijection [S
1
P ,K(G, 1)] ≈ [S1, K(G, 1)] =⇒ Hom(π1(S1P ), G) ≈ Hom(π1(S1), G).
Since π1(S
1
P ) is by definition P -local, it follows that π1(S
1
P ) ≈ ZP . Form now K(Q[ZP ], 2;χ), where χ :
ZP → AutQ[ZP ] is the homomorphism corresponding to the action of ZP on Q[ZP ]. Since K(Q[ZP ], 2;χ) is
P -local, the bijection [S1P ,K(Q[ZP ], 2;χ)] ≈ [S1,K(Q[ZP ], 2;χ)] restricts to an isomorphism H2(S1P ;Q[ZP ])
≈H2(S1;Q[ZP ]) (cf. p. 5-33) (locally constant coefficients), thusH2(S1P ;Q[ZP ]) = 0. ButH2(π1(S1P );Q[ZP ])
embeds in H2(S1P ;Q[ZP ]) (consider the spectral sequence E
p,q
2 ≈ Hp(π1(S1P );Hq(S˜1P ;Q[ZP ])) =⇒
Hp+q(S1P ;Q[ZP ])), which contradicts the fact that H
2(ZP ;Q[ZP ]) 6= 0 (cf. p. 8-1).
[Note: Let ρqn : S
q → Sq (q ≥ 1) be a map of degree n (n ∈ SP ). Working in HCONCWSP∗, put
S0 = {[ρqn]} −then S⊥0 is the class of objects in HCONCWSP∗ which are P -local in homotopy.]
Given integers k, n > 1, let k : Sn−1 → Sn−1 be a map of degree k −then the adjunction
space Pn(k) = Dn ⊔k S
n−1 is a Moore space of type (Z/kZ, n− 1) and ΣPn(k) = Pn+1(k).
Given a pointed connected CW space X, the nth mod k homotopy group of X is
[Pn(k),X], the set of pointed homotopy classes of pointed continuous function Pn(k)→ X.
Notation: πn(X;Z/kZ). Here, the language is slightly deceptive. While it is true that
πn(X;Z/kZ) is a group if n > 2 (which is abelian if n > 3), π2(X;Z/kZ) is merely a
pointed set (but there is a left action π2(X) × π2(X;Z/kZ) → π2(X;Z/kZ). In the event
that π1(X) is abelian, put π1(X;Z/kZ) = π1(X)⊗ Z/kZ.
[Note: When X is an H space, π2(X;Z/kZ) is a group (and πn(X;Z/kZ) is abelian
if n > 2).]
A pointed continuous function f : X → Y between pointed connected CW spaces
induces a map f∗ : πn(X;Z/kZ) → πn(Y ;Z/kZ). It is a homomorphism if n > 2 and
respects the action of π2 if n = 2.
UNIVERSAL COEFFICIENT THEOREM For each n > 1, there is a functorial exact
sequence 0→ πn(X) ⊗ Z/kZ→ πn(X;Z/kZ)→ Tor(πn−1(X),Z/kZ)→ 0.
[The arrows Sn−1
k
−→ Sn−1, Sn−1 −→ Pn(k) −→ Sn, Sn
k
−→ Sn generate a functorial
exact sequence πn(X)
k
−→ πn(X) −→ πn(X;Z/kZ) −→ πn−1(X)
k
−→ πn−1(X).]
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[Note: If n = 2, interpret exactness in SET∗ and if π1(X) is not abelian, interpret
Tor(π1(X),Z/kZ) as the kernel of π1(X)
k
−→ π1(X).]
Example: Let X be a pointed connected CW space −then X is P -local in homotopy
iff π1(X) is P -local and ∀ p ∈ P , πn(X;Z/pZ) = 0 ∀ n > 1.
[Apply REC2 of the recognition principle (cf. p. 8-5 ff.).]
Neisendorfer† has established a mod k analog of the Hurewicz theorem.
MOD k HUREWICZ THEOREM Suppose that X is a pointed abelian CW space −then
if n ≥ 2, the condition πq(X;Z/kZ) = 0 (1 ≤ q < n) is equivalent to the condition Hq(X;Z/kZ) = 0
(1 ≤ q < n) and either implies that the Hurewicz map πn(X;Z/kZ)→ Hn(X;Z/kZ) is bijective.
[Note: The arrow Pn(k)→ Sn induces as isomorphism Hn(Pn(k);Z/kZ)→ Hn(Sn;Z/kZ), so there
is a generator of Hn(P
n(k);Z/kZ) that is sent to the canonical generator of Hn(S
n;Z/kZ), from which the
Hurewicz map πn(X;Z/kZ)→ Hn(X;Z/kZ) (it is a homomorphism if n > 2).]
The mod k analog of the Whitehead theorem is also true (consult Suslin‡ for a variant with applica-
tions to algebraic K-theorey).
Given a set of primes P , a pointed connected CW space X is said to be P -local in
homology if ∀ n ≥ 1, Hn(X) is P -local.
[Note: X is P -local in homology iff ∀ p ∈ P , Hn(X;Z/pZ) = 0 ∀ n ≥ 1 (cf. p. 8-6).]
EXAMPLE Fix P 6= Π −then there exists a pointed connected CW space X such that ∀ n ≥ 2,
πn(X) ≈ Z and ∀ n ≥ 1, Hn(X) ≈ ZP (cf. p. 5-76), so P -local in homology need not imply P -local in
homotopy.
[Note: In the other direction, P -local in homotopy need not imply P -local in homology. Reason:
There exists a P -local group G such that G/[G,G](≈ H1(G)) has an SP -torsion direct summand (cf. p.
8-12), e.g., G = (Z ∗ Z)P .]
PROPOSITION 1 Let
 XY be pointed nilpotent CW spaces, f : X → Y a pointed
continuous function. Assume: ∀ n ≥ 1, f∗ : πn(X)→ πn(Y ) is P -localizing −then ∀ n ≥ 1,
f∗ : Hn(X)→ Hn(Y ) is P -localizing.
†Memoirs Amer. Math. Soc. 232 (1980), 1-67.
‡J. Pure Appl. Algebra 34 (1984), 301-318.
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[There is a commutative diagram
X˜ X
Y˜ Y
f˜ f and a morphism {E
2
p,q ≈ Hp(π1(X);
Hq(X˜))} → {E
2
p,q ≈ Hp(π1(Y );Hq(Y˜ ))} of fibration spectral sequences. Since
 X˜Y˜ are
simply connected, ∀ q ≥ 1, f˜∗ : Hq(X˜) → Hq(Y˜ ) is P -localizing (cf. p. 8-7). In addition,
∀ q ≥ 1,
 π1(X)π1(Y ) operates nilpotently on
 Hq(X˜)Hq(Y˜ ) (cf. §5, Proposition 17), thus
∀ q ≥ 1, the arrow E2p,q → E
2
p,q is P -localizing (cf. §8, Proposition 14). Recalling that
∀ p ≥ 1, the arrow Hp(π1(X)) → Hp(π1(Y )) is P -localizing (cf. §8, Proposition 10), one
can pass through the spectral sequence to see that ∀ q ≥ 1, f∗ : Hq(X) → Hq(Y ) is P -
localizing.]
Application: Let X be a pointed nilpotent CW space. Assume: X is P -local in ho-
motopy −then X is P -local in homology.
[Note: The converse is also true (cf. p. 9-7).]
PROPOSITION 2 Let
 XY be pointed nilpotent CW spaces, f : X → Y a pointed
continuous function. Assume: ∀ n ≥ 1 f∗ : Hn(X)→ Hn(Y ) is P -localizing −then for any
pointed nilpotent CW space Z which is P -local in homotopy, the precomposition arrow
f∗ : [Y,Z]→ [X,Z] is bijective.
[There is no loss in generality in supposing that
 XY are pointed nilpotent CW
complexes with X a pointed subcomplex of Y (take f skeletal and replace Y by the
pointed mapping cylinder of f). Because the inclusion X → Y is a cofibration, this
reduction converts the problem into one that can be treated by obstruction theory. Thus
given a pointed continuous function φ : X → Z, the obstructions to extending φ to a
pointed continuous function Φ : Y → Z and the obstructions to any two such being
homotopic rel X (hence pointed homotopic) lie in the Hp(Y,X; Γiχq (πq(Z))/Γ
i+1
χq (πq(Z)))
for certain p and q (nilpotent obstruction theorem). The claim is that these groups are
trivial. But, by hypothesis, ∀ n ≥ 1, f∗ : Hn(X;ZP ) → Hn(Y ;ZP ) is an isomorphism,
hence ∀ n ≥ 1, Hn(Y,X;ZP ) = 0. Since ZP is a principal ideal domain and since the
Γiχq(πq(Z))/Γ
i+1
χq (πq(Z)) are ZP -modules (cf. p. 8-22), the universal coefficient theorem
implies that the obstructions to existence and uniqueness do indeed vanish.]
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[Note: Otherwise said, under the stated conditions, [f ] ⊥ Z for any pointed nilpotent
CW space Z which is P -local in homotopy.]
Notation: NILCWSP∗ is the full subcategory of CWSP∗ whose objects are the
pointed nilpotent CW spaces and HNILCWSP∗ is the associated homotopy category,
whileNILCWSP∗,P is the full subcategory ofNILCWSP∗ whose objects are the pointed
nilpotent CW spaces which are P -local in homotopy and HNILCWSP∗,P is the associ-
ated homotopy category.
NILPOTENT P -LOCALIZATION THEOREM HNILCWSP∗,p is a reflective sub-
category of HNILCWSP∗.
[On general grounds, it is a question of assigning to each X in HNILCWSP∗ an
object in XP in HNILCWSP∗,P and a pointed homotopy class [lP ] : X → XP with the
property that for any pointed homotopy class [f ] : X → Y , where Y is inHNILCWSP∗,P ,
there exists a unique pointed homotopy class [φ] : XP → Y such that [f ] = [φ] ◦ [lP ]. In
view of Propositions 1 and 2, it will be enough to construct a pair (XP , lP ): ∀ q ≥ 1,
πq(lP ) : πq(X) → πq(XP ) is P -localizing. For this, we shall work first with the n
th Post-
nikov approximate X[n] of X and produce (X[n], lP ) inductively. Matters being plain if
n = 0 (X[0] is contractible), take n > 0. Consider a principal refinement of order n of the
arrow X[n] → X[n − 1], i.e., a factorization X[n]
Λ
→ WN
qN→ WN−1 → · · · → W1
q1
→ W0 =
X[n−1], where Λ is a pointed homotopy equivalence and each qi : Wi →Wi−1 is a pointed
Hurewicz fibration for which there is an abelian group πi and a pointed continuous function
Φi−1 : Wi−1 → K(πi, n + 1) such that the diagram
Wi ΘK(πi, n+ 1)
Wi−1 K(πi, n+ 1)
qi
Φi−1
is a pull-
back square. To exhibit pairs (Wi,P , lP ) (and hence produce (X[n]P , lP )), one can proceed
via recursion on i > 0, the existence of (W0,P , lP ) being secured by the induction hypothe-
sis. Choose a filler Φi−1,P : Wi−1,P → K(πi,P , n+1) for
Wi−1 K(πi, n+ 1)
Wi−1,P K(πi,P , n+ 1)
and
define Wi,P by the pullback square
Wi,P ΘK(πi,P , n+ 1)
Wi−1,P K(πi,P , n+ 1)Φi−1,P
. Since the composite
Wi → Wi−1 → Wi−1,P → K(πi,P , n + 1) is nullhomotopic, there is a filler lP : Wi → Wi,P
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for
Wi Wi−1
Wi,P Wi−1,P
. From the definitions,
 WiWi,P is a pointed connected CW
space homeomorphic to
 EΦi−1EΦi−1,P (parameter reversal). Moreover,
 WiWi,P is nilpo-
tent (cf. §5, Proposition 15) and by comparing the homotopy sequences of
 ΦΦi,P one
finds that ∀ q ≥ 1, πq(lP ) : πq(Wi) → πq(Wi,P ) is P -localizing. Recall now that ∀ n,
there is a pointed homotopy equivalence X[n] → PnX and a pointed Hurewicz fibration
PnX → Pn−1X (cf. p. 5-40). Passing to mapping tracks and changing lP within its
pointed homotopy class, one can always arrange that ∀ n, the arrow (PnX)P → (Pn−1X)P
is a pointed Hurewicz fibration and the diagram
PnX Pn−1X
(PnX)P (Pn−1X)P
commutes.
So, lim lP : limPnX → lim(PnX)P exists and ∀ q ≥ 1, πq(lim lP ) : πq(limPnX) →
πq(lim(PnX)P ) is P -localizing (cf. p. 5-48). Fix a CW resolution XP → lim(PnX)P
and let lP : X → XP be a filler for
X limPnX
XP lim(PnX)P
(cf. §5, Proposition 4). Be-
cause the arrow X → limPnX is a weak homotopy equivalence (cf. §5, Proposition 13), it
follows that ∀ q ≥ 1, πq(lP ) : πq(X)→ πq(XP ) is P -localizing.]
The reflector figuring in the nilpotent P -localization theorem sends X to XP (special
cases: XQ, Xp (p ∈ Π)) with arrow of localization [lP ] : X → XP . Brackets are often
omitted, e.g., given f : X → Y , there is a diagram
X Y
Xp YP
f
fP
, commutative up to
pointed homotopy.
[Note: LP respects the “abelian subcategory” and the “simply connected subcate-
gory”.]
Let [f ] : X → Y be a morphism in HNILCWSP∗ −then [f ] (or f) is said to be
P -localizing if ∃ an isomorphism [φ] : XP → Y such that [f ] = [φ] ◦ [lP ] (cf. p. 0-32).
PROPOSITION 3 Let
 XY be pointed nilpotent CW spaces, f : X → Y a pointed
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continuous function −then f is P -localizing iff ∀ n ≥ 1, f∗ : πn(X)→ πn(Y ) is P -localizing.
[This is implicit in the proof of the nilpotent P -localization theorem.]
Example: For any nilpotent group G, K(G, 1)P ≈ K(GP , 1).
PROPOSITION 4 Let
 XY be pointed nilpotent CW spaces, f : X → Y a pointed
continuous function −then f is P -localizing iff ∀ n ≥ 1, f∗ : Hn(X) → Hn(Y ) is P -
localizing.
[The point behind the sufficiency is that ∀ n ≥ 1 Hn(Y ) is P -local, therefore Dror’s
Whitehead theorem implies that lp : Y → Yp is a pointed homotopy equivalence, thus Y is
P -local in homotopy.]
Application: Let X be a pointed nilpotent CW space. Assume: X is P -local in ho-
mology −then X is P -local in homotopy.
[Note: The converse is also true (cf. p. 9-4).]
FACT Let P ′ and P ′′ be two sets of primes −then for any pointed nilpotent CW space X,
(XP ′)P ′′ ≈ (XP ′′)P ′ .
[The left hand side computes XP ′∩P ′′ and the right hand side computes XP ′′∩P ′ .]
The nilpotent P -localization theorem has been relativized by Llerena†. In fact, sup-
pose that
 XY & Z are pointed connected CW spaces. Let f : X → Y be a pointed
Hurewicz fibration with Ef nilpotent −then there exists a pointed connected CW space
X(P ), a pointed Hurewicz fibration f(P ) : X(P ) → Y with Ef(P ) nilpotent and P -local
in homotopy, and a pointed continuous function l(P ) : X → X(P ) over Y such that the
induced map Ef → Ef(P ) is P -localizing: (Ef )P ≈ Ef(P ). In addition, for any pointed
Hurewicz fibration g : Z → Y with Eg nilpotent and P -local in homotopy, [f(P ), g] ≈ [f, g]
in the sense of pointed fiber homotopy, i.e., given a commutative triangle
X Z
Y
f
φ
g
†Math. Zeit. 188 (1985), 397-410.
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there is a commutative triangle
X(P ) Z
Y
f(P )
φ(P )
g
: [φ] = [φ(P )] ◦ [l(P )], φ(P ) being
unique up to pointed fiber homotopy.
EXAMPLE Let X be a pointed connected CW space −then the diagram
X˜ X K(π1(X), 1)
X˜p X(P ) K(π1(X), 1)
lP commutes in HCONCWSP∗ (cf. p. 5-61). Here, π1(X) ≈
π1(X(P )) and n ≥ 2, the arrow πn(X)→ πn(X(P )) is P -localizing.
Nilpotent P -localization is compatible with homotopy and homology in that ∀ n ≥ 1,
πn(X)P ≈ πn(XP ) and Hn(X)P ≈ Hn(XP ) but this is false for cohomology. Example:
Take X = Sn: SnP =M(ZP , n) =⇒ H
n+1(SnP ) ≈ Ext(ZP ,Z) 6= 0 (P 6= Π).
[Note: By contrast, taking coefficients in ZP , ∀ n ≥ 1, H
n(XP ;ZP ) ≈ H
n(X;ZP ) (cf
§8, Propostion 2).]
Let [f ] : X → Y be a morphism in HNILCWSP∗ −then [f ] (or f) is said to be a
P -equivalence if fP : XP → YP is a pointed homotopy equivalence. With regard to the
underlying orthogonal pair (S,D), [f ] is a P -equivalence iff [f ] ∈ S, so [f ] is P -localizing
iff [f ] ∈ S & Y ∈ D (cf. p. 0-32).
[Note: When P = ∅, the term is rational equivalence . Examples: (1) There is a
rational equivalence S3 → K(Z, 3) but there is no rational equivalence K(Z, 3) → S3;
(2) There are rational equivalences S3 ∨ S5 → S3 ∨ K(Z, 5), S3 ∨ K(Z, 5) → K(Z, 3) ∨
K(Z, 5), S3∨S5 → K(Z, 3)∨S5 → K(Z, 3)∨K(Z, 5) but there are no rational equivalences
S3 ∨K(Z, 5)→ K(Z, 3) ∨ S5, K(Z, 3) ∨ S5 → S3 ∨K(Z, 5).]
PROPOSITION 5 Let
 XY be pointed nilpotent CW spaces, f : X → Y a pointed
continuous function −then f is a P -equivalence iff f∗ : H∗(X;ZP ) → H∗(Y ;ZP ) is an
isomorphism.
[Note: This holds iff f∗ : H∗(X;Q) → H∗(Y ;Q) is an isomorphism and ∀ p ∈ P ,
f∗ : H∗(X;Z/pZ)→ H∗(Y ;Z/pZ) is an isomorphism (cf. §8, Proposition 3).]
Example: Fix a positive integer d. Let Pd be the set of primes that do not divide d
−then Sn
d
−→ Sn is a Pd-equivalence.
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EXAMPLE (Local Spheres) Given P , let p1 < p2 < · · · be an enumeration of the elements
of P and put dk = p
k
1 · · · pkk (k = 1, 2 . . .) −then a model for SnP is the pointed mapping telescope of the
sequence Sn → Sn → · · · , the kth map having degree dk. Since Q is P -local, H∗(SnP ;Q) ≈ H∗(Sn;Q).
Accordingly SnP cannot be an H space if n is even (Hopf). As for what happens when n is odd, Adams
†
has shown that if 2 /∈ P , then SnP is an H space while if 2 ∈ P , then SnP is an H space iff n = 1, 3, or 7.
EXAMPLE (Rational Spheres) If n is odd, then SnQ = K(Q, n) but if n is even, then S
n
Q =
Ef , where f : K(Q, n) → K(Q, 2n) corresponds to t2 ∈ H2n(Q, n;Q) (H∗(Q, n;Q) = Q[t], |t| = n).
Consequently, if n is odd, then Q ⊗ πq(Sn) =
 Q (q = n)0 (q 6= n) but if n is even, then Q ⊗ πq(Sn) = Q (q = n, 2n− 1)0 (q 6= n, 2n− 1) (cf. p. 5-43).
PROPOSITION 6 Let
 XY be pointed nilpotent CW spaces, f : X → Y a pointed
continuous function. Suppose that f is a P -equivalence −then for any P ′ ⊂ P , f is a P ′-
equivalence.
PROPOSITION 7 Let
 XY be pointed nilpotent CW spaces, f : X → Y a pointed
continuous function. Suppose that f is a P ′-equivalence and a P ′′-equivalence −then f is
a (P ′ ∪ P ′′)-equivalence.
FACT Let X be a pointed nilpotent CW space. Fix P −then for any P ′ ⊂ P , the canonical arrow
XP → XP ′ is a (P ′ ∪ P )-equivalence.
EXAMPLE Let
 XY be pointed nilpotent CW spaces. Assume: ∃ a pointed homotopy equiva-
lence φ : XQ → YQ −then there is a pointed nilpotent CW space Z such that
 ZP ≈ XPZP ≈ YP .
[Choose rP : XP → XQ & rP : YP → YQ: lQ ≃ rP ◦ lP (lQ : X → XQ) & lQ ≃ rP ◦ lP (lQ : Y → YQ).
The double mapping track Z of the pointed 2-sink XP
φ◦rP−→ YQ
r
P←− YP is a pointed CW space (cf. §6,
Proposition 8). To check that Z is path connected (hence nilpotent) (cf. p. 5-57)), fix γ ∈ π1(YQ). Since
φ ◦ rP is a P -equivalence and rP is a P -equivalence, ∃ m ∈ SP : γm = (φ ◦ rP )∗(α) (α ∈ π1(XP )) & ∃
n ∈ SP : γn = (rP )∗(β) (β ∈ π1(YP )). But m and n are relatively prime, so ∃ k and l : km + ln = 1 =⇒
†Quart. J. Math. 12 (1961), 52-60.
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γ = (φ ◦ rP )∗(αk) · (rP )∗(βl), which means that Z is path connected (cf. p. 4-38). And:
 Z → XPZ → YP is
a
 P -equivalenceP -equivalence .]
PROPOSITION 8 Let
 XY be pointed nilpotent CW spaces, f : X → Y a pointed
continuous function−then f is a pointed homotopy equivalence provided that ∀p, fp : Xp →
Yp is a pointed homotopy equivalence.
[In fact, ∀p, H∗(f)p : H∗(X)p → H∗(Y )p is an isomorphism. Therefore f is a homology
equivalence (cf. p. 8-3) and Dror’s Whitehead theorem is applicable.]
In the simply connected situation, there is another approach to P -localization which
depends on Proposition 2 but not on Proposition 1. Thus let X be a pointed simply
connected CW space −then it will be enough to construct a pair (XP , lP ): ∀ q ≥ 1,
Hq(lP ) : Hq(X)→ Hq(XP ) is P -localizing and for this one can assume that X is a pointed
simply connected CW complex.
Observation: A model for XP , where X =
∨
I
Sn (n > 1), is a Moore space of type
(I · ZP , n): XP =
∨
I
M(ZP , n).
(dimX < ∞) If dimX = 2, then X has the pointed homotopy type of a wedge∨
I
S2, hence (XP , lP ) exists in this case. Proceeding by induction on the dimension, suppose
that (XP , lP ) has been constructed for all X with dimX ≤ n (n ≥ 2) and consider an X
with dimX = n + 1. Up to pointed homotopy type, X is the pointed mapping cone Cf
of a pointed continuous function f :
∨
I
Sn → X(n) (#(I) = #(En+1)) and the pointed
cofibration j : X(n) → Cf is a cofibration (cf. §3, Proposition 19). Choose a filler fP :
∨
I
SnP → X
(n)
P for
∨
I
Sn X(n)
∨
I
SnP X
(n)
P
. Since the composite
∨
I
Sn → X(n) → X
(n)
P → CfP
is nullhomotopic, there is a filler lP : Cf → CfP for
X(n) Cf
X
(n)
P CfP
.Assembling the data
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leads to a commutative diagram
H˜q(
∨
I
Sn) H˜q(X
(n)) H˜q(Cf ) H˜q−1(
∨
I
Sn) H˜q−1(X
(n))
H˜q(
∨
I
SnP ) H˜q(X
(n)
P ) H˜q(CfP ) H˜q−1(
∨
I
SnP ) H˜q−1(X
(n)
P )
of abelian groups with exact rows, where both vertical arrows on either side of the arrow
H˜q(Cf ) → H˜q(CfP ) are P -localizing. But this means that H˜q(Cf ) → H˜q(CfP ) is P -
localizing as well (cf. p. 8-6).
(dimX = ∞) One can arrange matters in such a way that ∀ n, the diagram
X(n) X(n+1)
X
(n)
P X
(n+1)
P
is commutative and the arrow X
(n)
P → X
(n+1)
P is a cofibration.
Put XP = colimX
(n)
P (cf. §5, Proposition 8) and define lP : X → XP in the obvious
fashion.
FACT Let X &
 YZ be pointed simply connected CW spaces with finitely generated homotopy
groups. Suppose that g : Y → Z is a rational equivalence −then g induces a bijection [XQ, Y ]→ [XQ, Z].
[Assuming that X is a pointed connected CW complex, construct XQ as above, and show by induction
that ∀ n [X(n)Q , Y ] ≈ [X(n)Q , Z].]
EXAMPLE (Phantom Maps) The notion of phantom map, as defined on p. 5-89 for
pointed connected CW complexes, extends to pointed connected CW spaces
 XY : Ph(X,Y ). This
said, let
 XY be pointed simply conncected CW spaces with finitely generated homotopy groups −then
Ph(X,Y ) = l∗Q[XQ, Y ] ⊂ [X, Y ] (cf. p. 11-6). For instance, take X = ΩS3, Y = S3. To compute [ΩS3,S3],
note first that ΣΩS3 ≈ ΣΩΣS2 ≈ Σ(∨
n≥1
S2n
) ≈ ∨
n≥1
S2n+1 (cf. §4, Proposition 28 and subsequent discus-
sion) and S3 ≈ ΩB∞S3 (cf. p. 4-69), hence [ΩS3,S3] ≈ [ΩS3,ΩB∞S3 ] ≈ [ΣΩS3, B∞S3 ] ≈
[∨
n≥1
S2n+1, B∞S3
] ≈∏
n≥1
[S2n+1, B∞S3 ] ≈
∏
n≥1
[S2n,S3]. By the same token, [(ΩS3)Q,S
3] ≈ [Ω(S3Q),S3] ≈
∏
n≥1
[S2nQ ,S
3] or still,
≈
∏
n≥1
[S2nQ ,K(Z, 3)], the arrow S
3 → K(Z, 3) being a rational equivalence. Conclusion: Ph(ΩS3,S3) = 0.
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LEMMA Let
 XY be pointed connected CW spaces, f : X → Y a pointed Hurewicz fibra-
tion with π0(Xy0) = ∗ −then there is an exact sequence · · · → πn+1(Y ;Z/kZ) → πn(Xy0 ;Z/kZ) →
πn(X;Z/kZ)→ πn(Y ;Z/kZ)→ · · · → π2(Y ;Z/kZ).
EXAMPLE Let
 XY be pointed simply connected CW spaces with finitly generated ho-
motopy groups, f : X → Y a pointed continuous function −then f is a p-equivalence iff ∀ n ≥ 2,
f∗ : πn(X;Z/pZ)→ πn(Y ;Z/pZ) is bijective.
(Products) Let
 XY be pointed nilpotent CW spaces −then (X × Y )P ≈
XP × YP .
EXAMPLE (H Spaces) Suppose that X is a a path connected H space −then XP is a path
connected H space and the arrow of localization lP : X → XP is an H map.
(Mapping Fibers) Let
 XY be pointed nilpotent CW spaces f : X → Y a
pointed continuous function. Assume Ef is nilpotent −then (Ef )P ≈ EfP .
[Since π0(Ef ) = ∗, the arrow π1(X)→ π1(Y ) is surjective, thus the same is true of the
arrow π1(X)P → π1(Y )P or still, of the arrow π1(XP ) → π1(YP ). Therefore π0(EfP ) = ∗
and EfP is nilpotent (cf. p. 5-57). Compare the long exact sequences in homotopy.]
Application: Let (K, k0) be a pointed finite connected CW complex. Suppose that
f : X → Y is P -localizing −then for any pointed continuous function φ : K → X, the
arrow C(K, k0;X,x0 : φ)→ C(K, k0;Y, y0 : f ◦ φ) is P -localizing.
[Note: C(· · · : φ), C(· · · : f ◦ φ) stand for the path component to which φ, f ◦ φ
belong (cf. p. 5-57 ff.).]
Example: Given a pointed nilpotent CW space X, (Ω0X)P ≈ Ω0(XP ), where Ω0? is
the path component of Ω? containing the constant loop.
EXAMPLE Let X be a pointed nilpotent CW space. Denote by CπP the mapping cone of the
pointed Hurewicz fibration πP : ElP → X −then the projection CπP → XP is a pointed homotopy equiva-
lence iff X is P -local or XP is simply connected (cf. p. 5-66).
FACT Let K be a finite CW complex; let X be a pointed nilpotent CW space. Fix a continuous
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function φ : K → X. Denote by C(K,X : φ), C(K,XP : lP ◦ φ) the path component of C(K,X), C(K,XP )
containing φ, lP ◦ φ −then C(K,X : φ) is nilpotent (cf. p. 5-60) and C(K,X : φ)P ≈ C(K,XP : lP ◦ φ).
[Reduce to when K is connected and work with the Postnikov tower of X.]
EXAMPLE Let X = S2m × S2n+1 (m,n > 0) −then C(X,X : idX)Q ≈
4m−1∏
i=1
K(Qdi , i) ×
2n+1∏
j=1
K(H2n+1−j(X;Q), j), where di = dimQH
4m−1−i(X;Q)− dimQH2m−1−i(X;Q) (cf. p. 5-29).
(Mapping Cones) Let
 XY be pointed nilpotent CW spaces, f : X → Y a
pointed continuous function. Assume: Cf is nilpotent −then (Cf )P ≈ CfP .
[CfP is path connected and by Van Kampen, π1(CfP ) ≈ (π1(Cf ))P . By why is CfP
nilpotent? For this, it is necessary to use the result of Rao mentioned on p. 5-58 (and
transferred to the pointed setting). Take, e.g., the third possibility: ∃ a prime p such that
π1(Cf ) is a finite p-group and ∀ q > 0, Hq(X) is a p-group of finite exponent. Case 1:
p /∈ P . Here, (π1(Cf ))P = 1 (cf. p. 8-12) and CfP is simply connected. Case 2: p ∈ P .
X is then P -local in homology, hence is P -local in homotopy (cf. p. 9-7), i.e., X ≈ XP ,
and π1(Cf ) ≈ π1(CfP ). Therefore CfP is nilpotent. Comparing the long exact sequences
in homology finishes the proof.]
Example: Given a pointed nilpotent CW space X, (ΣX)P ≈ ΣXP .
EXAMPLE Let
 XY be pointed simply connected CW spaces −then (X#Y )P ≈ XP#YP .
[Observing that (X ∨ Y )P ≈ XP ∨ YP , identify X#Y with the pointed mapping cone X#Y of the
inclusion X ∨ Y → X × Y (cf. §3, Proposition 23).]
Every nilpotent group G is separable, i.e., the arrow G →
∏
p
Gp is injective. The
following result is the homotopy theoretic analog.
PROPOSITION 9 Let X be a pointed nilpotent CW space −then for any pointed
finited connected CW complex K, the arrow [K,X]→
∏
p
[K,Xp] is injective.
[The assertion is certainly true if K is a finite wedge of circles. Arguing inductively,
consider the pushout square
Sn−1 L
Dn K
f
(n ≥ 2) and suppose that the arrow [L,X]→
9-13
∏
p
[L,Xp] is injective. Taking f skeletal, there is a factorization
Sn−1 L
Mf
i
f
r
, where L ≈
Mf and K ≈ Cf ≈ Ci, so one can assume that f is a closed cofibration. Restoring the base
points, the corresponding arrow of restriction f∗ : C(L, l0;X,x0) → C(S
n−1, sn−1;X,x0)
is then a Hurewicz fibration (cf. p. 4-10) and the fiber of f∗ over 0 is homeomorphic
to C(L/Sn−1, ∗Sn−1 ;X,x0), ∗Sn−1 the image of S
n−1 in L/Sn−1. But the projection
Cf → L/S
n−1 is a pointed homotopy equivalence (cf. p. 3-25), thus C(K, k0;X,x0) ≈
C(L/Sn−1, ∗Sn−1 ;X,x0) (cf. p. 6-22). This said, given φ ∈ C(K, k0;X,x0), put ψ = φ|L,
let
 (C,φ) = C(K, k0;X,x0 : φ)(C,ψ) = C(L, l0;X,x0 : ψ) and call
 [K,X]φ[L,X]ψ the pointed set
 [K,X][L,X] with φψ as the base point. Noting that π1(C(Sn−1, sn−1;X,x0), 0) ≈ πn(X), a portion of the
homotopy sequence of our fibration reads: π1(C,ψ)→ πn(X)→ [K,X]φ → [L,X]ψ . Here,
πn(X) operates on [K,X]φ and the orbit of φ consists of those maps which are pointed
homotopic to ψ when restricted to L, the stabilizer of φ being precisely im π1(C,ψ). Collect
the data and display it in a commutative diagram
π1(C,ψ) πn(X) [K,X]φ [L,X]ψ
∏
p
π1(Cp, lp ◦ ψ)
∏
p
πn(Xp)
∏
p
[K,Xp]lp ◦φ
∏
p
[L,Xp]lp ◦ψ
.
The components of the first and second vertical arrows are p-localizing and by hypothe-
sis, the fourth vertical arrow is injective. As for the third vertical arrow, its injectivity
amounts to showing that if φ′ : K → X and if ∀ p, lp ◦ φ
′ ≃ lp ◦ φ, then φ
′ ≃ φ. To
begin, ∀ p, lp ◦ ψ′ ≃ lp ◦ ψ =⇒ ψ′ ≃ ψ, hence φ′ lies on the πn(X)-orbit of φ, i.e., ∃!
α ∈ πn(X)/im π1(C,ψ): [φ
′] = α · [φ]. Claim: α is trivial. In fact, ∀ p, lp(α) is trivial in
πn(Xp)/im π1(Cp, lp ◦ψ) and the arrow πn(X)/im π1(C,ψ) →
∏
p
(πn(Xp)/im π1(Cp, lp ◦ψ))
is one-to-one.]
Application: Let K be a pointed finite nilpotent CW complex; let X be a pointed
nilpotent CW complex. Suppose that f, g : K → X are pointed continuous functions.
Assume: ∀ p, fp ≃ gp −then f ≃ g.
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EXAMPLE Suppose that P 6= ∅& P 6= ∅. DefineK by the pushout square
Sn SnP ∨ SnP
Dn+1 K
f
(n ≥ 2), where f = (1, 1) ∈ πn(SnP ∨ SnP ) ≈ ZP ⊕ ZP . Let φ : K → Sn+1 be the collapsing map −then ∀ p,
lp ◦ φ ≃ 0 but [φ] 6= [0]. Therefore, even when X is a sphere, Propostion 9 can fail if K is not finite (but
Proposition 9 does imply that φ ∈ Ph(K,Sn+1)).
FACT Let X be a pointed nilpotent CW space −then for any pointed finite connected CW complex
K, the commutative diagram
[K,X] [K,XP ]
[K,XP ] [K,XQ]
is a pullback square in SET∗.
[Note: X “is” the double mapping track of the pointed 2-sink XP → XQ ← XP .]
EXAMPLE The assumption on K plays a role in the preceding result. Thus suppose that P 6= ∅
& P 6= ∅ −then the commutative diagram
[P∞(C),S3] [P∞(C),S3
P
]
[P∞(C),S3P ] [P
∞(C),S3Q]
is not a pullback square in
SET∗.
[Show that the arrow lim1[ΣPn(C),S3]→ lim1[ΣPn(C),S3P ]⊕ lim1[ΣPn(C),S3P ] is not one-to-one (cf.
p. 5-48).]
FACT Let X be a pointed nilpotent CW space −then for any finite CW complex K, the arrow
[K,X]→
∏
p
[K,Xp] is injective.
[Note: In this context, the brackets refer to homotopy classes of maps, not to pointed homotopy
classes of pointed maps.]
Let X be a pointed nilpotent CW space −then one may attach to X a sink {rp : Xp →
XQ} and a source {lp : X → Xp}, where ∀
 pq , rp ◦ lp ≃ rq ◦ lq.
PROPOSITION 10 Let X be a pointed nilpotent CW space with finitely generated
homotopy groups. Suppose given a pointed finite connected CW complex K and pointed
continuous functions φ(p) : K → Xp such that ∀
 pq , rp ◦ φ(p) ≃ rq ◦ φ(q) −then there
is a pointed continuous function φ : K → X such that ∀ p, lp ◦ φ ≃ φ(p).
[The fracture lemma on p. 8-17 implies that the result holds if K is a finite wedge of
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circles. Proceeding via induction, consider the pushout square
Sn−1 L
Dn K
f
(n ≥ 2) and
assume that there is a pointed continuous function ψ : L→ X such that ∀ p lp ◦ ψ ≃ ψ(p),
where ψ(p) = φ(p)|L. Since ∀ p, ψ(p) ◦ f ≃ 0, from Proposition 9, ψ ◦ f ≃ 0, so ∃ a pointed
continuous function φ′ : K → X which restricts to ψ. Taking f to be a closed cofibration
and following the proof of Proposition 9, form the commutative diagram
π1(C,ψ) πn(X) [K,X]φ′ [L,X]ψ
π1(Cp, lp ◦ ψ) πn(Xp) [K,Xp]lp ◦φ′ [L,Xp]lp ◦ψ
.
Because φ(p)|L ≃ lp ◦ φ
′|L, φ(p) must be on the πn(Xp)-orbit of lp ◦ φ
′, i.e., ∃! α(p) ∈
πn(Xp)/im π1(Cp, lp ◦ ψ): [φ(p)] = α(p) · [lp ◦ φ
′]. However, the α(p) all rationalize to the
same element of (πn(X)/im π1(C,ψ))Q, thus ∃! α ∈ πn(X)/im π1(C,ψ): ∀ p, lp(α) = α(p).
Put φ = α · φ′: lp ◦ φ ≃ lp ◦ (α · φ
′) ≃ lp(α) · (lp ◦ φ
′) ≃ α(p) · (lp ◦ φ
′) ≃ φ(p).]
FACT Let X be a pointed nilpotent CW space with finitely generated homotopy groups. Suppose
given a finite CW complex K and pointed continuous functions φ(p) : K → Xp such that ∀
 pq ,
rp ◦ φ(p) ≃ rq ◦ φ(q) −then there is a continuous function φ : K → X such that ∀ p, lp ◦ φ ≃ φ(p).
HASSE PRINCIPLE Let X be a pointed nilpotent CW space with finitely gener-
ated homotopy groups −then for any pointed finite conncected CW complex K, the source
{[K,X] → [K,Xp]} is the multiple pullback of the sink {[K,Xp]→ [K,XQ]}.
[This is a consequence of Propositions 9 and 10.]
Given a pointed nilpotent CW space X with finitely generated homotopy groups, the genus gen X of
X is the conglomerate of pointed homotopy types [Y ], where Y is a pointed nilpotent CW space with finitely
generated homotopy groups such that ∀ p, Xp ≈ Yp. The memembers of gen X have isomorphic higher
homotopy groups (but their fundamental groups are not necessarily isomorphic) and isomorphic integral
singular homology groups (but their integral singular cohomology rings are not necessarily isomorphic) .
Examples: (1) gen Sn = {[Sn]}; (2) gen K(π, n) = {[K(π, n)]}, π a finitely generated abelian group;
(3) gen M(π,n) = {[M(π, n)]}, π a finitely generated abelian group (n ≥ 2).
EXAMPLE Fix a generator α ∈ π6(S3) ≈ Z/12Z. Put X = D7 ⊔α S3 Y = D7 ⊔5α S3 −then ∀ p,
Xp ≈ Yp but X and Y do not have the same pointed homotopy type.
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EXAMPLE It has been shown by Wilkerson† that if X is a pointed finite simply connected CW
complex, then #(gen X) < ω but this can fail when X is not finite. For instance, take X = P∞(H) −then
gen X is in a one-to-one correspondence with the set of all functions Π → {±1} (Rector‡), hence has
cardinality 2ω.
[Note: It is unknown where #(gen X) < ω for an arbitrary pointed finite nilpotent CW complex X.]
EXAMPLE Let
 XY be pointed nilpotent CW spaces −then X and Y are said to be clones if
(i) ∀ n, X[n] ≈ Y [n] and (ii) ∀ p, Xp ≈ Yp While neither (i) nor (ii) alone suffices to imply that X ≈ Y ,
one can ask whether this is the case of their conjunction. In other words, if X and Y are clones, does it
follow that X and Y have the same pointed homotopy type? The answer is “no”. Take X = S3 ×K(Z, 3)
−then, up to pointed homotopy type, the number of distinct clones of X is uncountable (McGibbon‖).
Given a set of primes P , a pointed CW space is X is said to be P -local if ∀ n ∈ Sp,
the arrow
 ΩX → ΩXσ → σn is a pointed homotopy equivalence.
[Note: X is P -local iff π1(X) and the πq(X)⋊π1(X) (q ≥ 2) are P -local groups (cf. p.
8-9) or still, iff π1(X) is a P -local group and the πq(X) (q ≥ 2) are P -local π1(X)-modules
(cf. p. 8-23). Therefore a P -local space is P -local in homotopy (but not conversely (cf. p.
9-2).]
Example: For any P -local group G, K(G, 1) is a P -local space.
[Note: Accordingly, a P -local space is not necessarily P -local in homology (cf. p.
9-3).]
Notation: CONCWSP∗,P is the full subcategory of CONCWSP∗ whose objects are
the pointed connected CW spaces which are P -local and HCONCWSP∗,P is the associ-
ated homotopy category.
[Note: This notation is a consistent extension of that introduced on p. 9-5 for the
nilpotent category, i.e., a pointed nilpotent CW space which is P -local in homotopy is
P -local (cf. p. 8-16).]
Observation: Set SqT = S
1 (q = 1), SqT = (S
q−1 ∐ ∗)#S1 (q ≥ 2) and let ρqn = ρn
(q = 1), ρqn = id#ρn (q ≥ 2), where ρn : S
1 → S1 is a map of degree n (n ∈ SP ). Working
in HCONCWSP∗, put S0 = {[ρ
q
n]} −then S⊥0 is the object class of HCONCWSP∗,P .
[In fact, [S1T ,X] ≈ π1(X), [S
q
T ,X] ≈ πq(X) ⋊ π1(X) (q ≥ 2) and (ρ
q
n)∗ : [S
q
T ,X] →
[SqT ,X] is the n
th power map ∀ q ≥ 1.]
†Topology 15 (1976), 111-130.
‡SLN 249 (1971), 99-105.
‖Comment. Math. Helv. 68 (1993), 263-277.
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Let [f ] : X → Y be a morphism in HCONCWSP∗ −then |f | (or f) is said to be a
P -equivalence if |f | is orthogonal to every P -local pointed connected CW space.
[Note: This terminology does not conflict with that used earlier in the nilpotent cat-
egory (cf. Proposition 12).]
Convention: Given a pointed connected CW space X, a P [X]-module is a P [π1(X)]-
module.
[Note: If
 XY are pointed connected CW spaces, and if f : X → Y is a pointed
continuous function, then every P [Y ]-module can be construed as a P [Y ]-module (cf. p.
8-24).]
PROPOSITION 11 Let
 XY be pointed connected CW spaces, f : X → Y a
pointed continuous function −then f is a P -equivalence iff π1(f)P : π1(X)P → π1(Y )P
is bijective and for every locally constant coefficient system G on Y arising from a P [Y ]-
module, Hn(Y ;G) ≈ Hn(X; f∗G) ∀ n.
[Necessity: Given a P -local group G, [f ] ⊥ K(G, 1) =⇒ [Y,K(G, 1)] ≈ [X,K(G, 1)]
=⇒ Hom(π1(Y ), G) ≈ Hom(π1(X), G) =⇒ π1(f) ⊥ G =⇒ π1(f)P : π1(X)P ≈ π1(Y )P .
To check the cohomological assertion, fix a right P [Y ]-module π and let χ : π1(Y )P → Autπ
be the associated homomorphism. Denote by G : ΠY → AB the cofunctor corresponding
to the composite χ ◦ lP , where lP : π1(Y )→ π1(Y )P . Since for positive n, K(π, n;χ) is P -
local, [f ] ⊥ K(π, n;χ) =⇒ [Y,K(π, n;χ)] ≈ [X,K(π, n;χ)] =⇒ Hn(Y ;G) ≈ Hn(X; f∗G)
(cf. p. 5-33), n > 0. There remains the claim that H0(Y ;G) ≈ H0(X; f∗G), i.e., that the
π1(Y )-invariants in π equal the π1(X)-invariants in π. To see this, consider the com-
mutative diagram
π1(X) π1(Y )
π1(X)P π1(Y )P
. From what has been said above, the arrow
π1(X)P → π1(Y )P is an isomorphism. The claim thus follows from the fact that the
π1(Y )P -invariants in π are equal to the the π1(Y )-invariants in π (cf. p. 8-25).
Sufficiency: In order to apply the machinery of full blown obstruction theory (locally
constant coefficients (Olum†)), take
 XY to be poined connected CW complexes with X
a pointed subcomplex of Y so f is the inclusion X → Y , Fix a pointed continuous φ : X →
Z, where Z is P -local −then π1(f) ⊥ π1(Z) =⇒ ∃! θ ∈ Hom(π1(Y ), π1(Z)): π1(φ) =
†Ann. of Math. 52 (1950), 1-50; see also Baues, Obstruction Theory, Springer Verlag (1977).
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θ ◦ π1(f). By restriction of scalars, i.e., using the filler for
π1(Y ) π1(Z)
π1(Y )P
θ
, the
πn(Z) (n ≥ 2) become P [Y ]-modules and there is a long exact sequence H
1(Y ;πn(Z)) →
H1(X;πn(Z))→ H
2(Y,X;πn(Z))→ H
2(Y ;πn(Z))→ H
2(X;πn(Z))→ · · · .
(Existence) One can find a pointed continuous function ψ : (Y,X)(2) → Z such
that ψ|X = φ and π1(ψ) = θ ((Y,X)
(2) = Y (2) ∪X and π1((Y,X)
(2)) ≈ π1(Y )). On the
other hand, the higher order obstructions to the existence of a pointed continuous function
Φ : Y → Z such that Φ|X = φ ( =⇒ π1(Φ) = θ) lie in the H
n+1(Y,X;πn(Z)) (n ≥ 2).
As there groups necessarily vanish, the precomposition arrow f∗ : [Y,Z] → [X,Z] is sur-
jective.
(Uniqueness) Suppse that Φ′,Φ′′ : Y → Z are pointed continuous functions
with
 Φ′|X = φΦ′′|X = φ −then the claim is that Φ′ and Φ′′ are pointed homotopic. Indeed,
π1(Φ
′) = θ = π1(Φ
′′) =⇒ Φ′
(Y,X)(1)
≃ Φ′′
(Y,X)(1)
relX and since Hn(Y,X;πn(Z)) (n ≥ 2)
are trivial, Φ′ and Φ′′ are homotopic relX.]
LEMMA Let
 XY be pointed connected CW spaces, f : X → Y a pointed con-
tinuous function. Fix a group G and a ring A with unit. Suppose given a homomorphism
π1(Y ) → G and a homomorphism Z[G] → A. Let A be the locally constant coefficient
system on Y corresponding to A. Assume: ∀ n ≥ 0, Hn(X; f
∗A) ≈ Hn(Y ;A) −then for
every locally constant coefficient system M on Y corresponding to a
 rightleft A-module
M ,
 Hn(X; f∗M) ≈ Hn(Y ;M)Hn(Y ;M) ≈ Hn(X; f∗M) ∀ n ≥ 0.
[It suffices to work with pointed connected CW complexes X and Y , where X is a
pointed subcomplex of Y (f becoming the inclusion). Put π = π1(Y ) and let C∗(Y˜ , X˜) be
the associated relative skeletal chain complex (Whitehead†), so each Cn(Y˜ , X˜) is a free left
Z[π]-module and ∀ n ≥ 0, Hn(Y,X;A) = Hn(A⊗Z[π] C∗(Y˜ , X˜)). Here, however, ∀ n ≥ 0,
Hn(Y,X;A) = 0, and this means that A ⊗Z[π] C∗(Y˜ , X˜) is a free resolution of 0 as an A-
module. Therefore, for any right A-module M , Hn(Y,X;M) ≈ Hn(M ⊗Z[π] C∗(Y˜ , X˜)) ≈
Hn(M ⊗A A ⊗Z[π] C∗(Y˜ , X˜)) ≈ Tor
A
n (M, 0) = 0 ∀ n ≥ 0 and for any left A-module M ,
Hn(Y,X;M) ≈ Hn(HomZ[π](C∗(Y˜ , X˜),M)) ≈ H
n(HomZ[π](C∗(Y˜ , X˜),HomA(A,M))) ≈
†Elements of Homotopy Theory, Springer Verlag (1978), 287-288.
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Hn(HomA(A⊗Z[π] C∗(Y˜ , X˜),M)) ≈ Ext
n
A(0,M) = 0 ∀ n ≥ 0.]
[Note: Recall that when dealing with modules over a group ring, there is no essential
distinction between “left” and “right”. In particular: The Cn(Y˜ , X˜) are both left and right
free Z[π]-modules.]
It is a corollary that f is a P -equivalence provide that π1(f)P : π1(X)P → π1(Y )P
is bijective and for every locally constant coefficient system G on Y arising from a P [Y ]-
module, Hn(X; f
∗G) ≈ Hn(Y ;G) ∀ n ≥ 0. In fact, to pass from homology to cohomology,
one may apply the lemma, taking G = π1(Y )P and A = (Z[G])SP (cf. p. 8-24).
EXAMPLE Let X be a pointed connected CW space. Suppose that N is a perfect normal subgroup
of π1(X) which is contained in the kernel of the arrow of localization π1(X)→ π1(X)P −then f+N : X → X+N
is a P -equivalence.
[The assumption on N guarantees that π1(X)P ≈ π1(X+N )P . But f+N is acyclic, so for every locally
constant coefficient system G on X+N , H∗(X; (f+N )∗G) ≈ H∗(X+N ;G) (cf. §5, Proposition 22) and the lemma
can be quoted.]
[Note: It is not really necessary to use the lemma. This is because acyclic maps can equally well be
characterized in terms of cohomology with locally constant coefficients.]
PROPOSITION 12 Let
 XY be pointed nilpotent CW spaces, f : X → Y a
pointed continuous function. Assume f∗ : H∗(X;ZP ) → H∗(Y ;ZP ) is an isomorphism
−then for every locally constant coefficient system G on Y arising from a P [Y ]-module,
Hn(X; f
∗G) ≈ Hn(Y ;G) ∀ n ≥ 0.
[According to Proposition 5, fP : XP → YP is a pointed homotopy equivalence, so
there is no loss of generality in supposing that Y = XP , f = lP . Consider the diagram
X˜ X K(π1(X), 1)
Y˜ Y K(π1(Y ), 1)
f˜
p
q
. It commutes up to pointed homotopy and because
 X˜Y˜ are simply connected, Hn(X˜ ; p∗f∗G) ≈ Hn(X˜ ; f˜∗q∗G) ≈ Hn(X˜ ;G), Hn(Y˜ ; q∗G) ≈
Hn(Y˜ ;G), G the underlying P -local π1(Y )-module. Bearing in mind that G is, in par-
ticular, a ZP -module, the fact that H∗(X˜ ;ZP ) ≈ H∗(Y˜ ;ZP ), in conjunction with the
universal coefficient theorem then gives H∗(X˜;G) ≈ H∗(Y˜ ;G). Pass now to the morphism
{E2p,q ≈ Hp(π1(X);Hq(X˜;G))} → {E
2
p,q ≈ Hp(π1(Y );Hq(Y˜ ;G))} of fibration spectral se-
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quences. Since the action of π1(Y ) on the Hq(Y˜ ) is nilpotent (cf. §5, Proposition 17), each
Hq(Y˜ ;G) is a P -local π1(Y )-module (cf. p. 8-24), i.e., is a P [X]-module (π1(X)P = π1(Y )).
Therefore, ∀ p & ∀ q, Hp(π1(X);Hq(X˜ ;G)) ≈ Hp(π1(Y );Hq(Y˜ ;G)) (cf. §8, Proposition
16), which serves to complete the proof (cf. p. 5-67).]
[Note: In the nilpotent category, the term “P -equivalence” has two possible interpre-
tations. The point of the proposition is that they coincide (cf §8, Proposition 2).]
If S is the class of P -equivalences and if D is the class of P -local spaces, then (S,D)
is an orthogonal pair. Proof: S = D⊥ (by definition) and S⊥0 = D =⇒ S
⊥⊥
0 = S =⇒
D = S⊥⊥⊥0 = S
⊥. Consequently, S has the closure properties (1)-(3) formulated on p.
0-23. It will also be necessary to know the interplay between P -equivalences, wedges, and
certain weak colimits.
(Wedges) Let
 XiYi (i ∈ I) be pointed connected CW spaces. Suppose that
∀ i, fi : Xi → Yi is a P -equivalence −then
∨
i
fi :
∨
i
Xi →
∨
i
Yi is a P -equivalence.
[By assumption, ∀ i, (π1(Xi) → π1(Yi)) ⊥ ObGRP , hence (∗
i
π1(Xi) → ∗
i
π1(Yi))
⊥ ObGRP , i.e., (π1(
∨
i
Xi) → π1(
∨
i
Yi)) ⊥ ObGRP . Let G be a locally constant coef-
ficient system on
∨
i
Yi arising from a P [
∨
i
Yi]-module. Employing the notation used in
the proof of Proposition 11, [
∨
i
Yi,K(π, n;χ)] ≈
∏
i
[Yi,K(π, n;χ)] ≈
∏
i
[Xi,K(π, n;χ)] ≈
[
∨
i
Xi,K(π, n;χ)] =⇒ H
n(
∨
i
Yi;G) ≈ H
n(
∨
i
Xi; (
∨
i
fI)
∗G) (cf. p. 5-33), n > 0. Fi-
nally, the π1(
∨
i
Yi)-invariants in π equal
⋂
i
ππ1(Yi) and the π1(
∨
i
Xi)-invariants in π equal⋂
i
ππ1(Xi). And: ∀ i, ππ1(Yi) = ππ1(Xi).]
(Double Mapping Cylinders) Let X
f
← Z
g
→ Y be a pointed 2-source, where XY & Z are pointed connected CW spaces and f is a P -equivalence. Form the pointed
double mapping cylinder Mf,g of f, g −then the arrow Y →Mf,g is a P -equivalence.
[Assuming that
 XY & Z are pointed connected CW complexes and
 fg are
skeletal, pass from
Z Y
X Mf,g
f
g
to
Z Mg
Mf Mf,g
j
i
(cf. p. 3-24), noting that the
arrow Z → Mf is a P -equivalence. Thanks to Van Kampen, the commutative diagram
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π1(Z) π1(Mg)
π1(Mf ) π1(Mf,g)
is a pushout square GR, so (π1(Z) → π1(Mf )) ⊥ ObGRP
=⇒ (π1(Mg) → π1(Mf,g)) ⊥ ObGRP . Let G be a locally constant coefficient system on
Mf,g arising from a P [Mf,g]-module. On general grounds (excision), H
n(Mf,g,Mg;G) ≈
Hn(Mf ,Z;G|Mf ) ∀ n ≥ 0, thus H
n(Mf,g,Mg;G) = 0 ∀ n ≥ 0 =⇒ H
n(Mf,g;G) ≈
Hn(Mg;G|Mg) ∀ n ≥ 0. That the arrow Mg →Mf,g is a P -equivalence is therefore implied
by Proposition 11.]
(Mapping Telescopes) Let {Xk, fk} be a sequence, where Xk is a pointed con-
nected CW space and fk : Xk → Kk+1 is a P -equivalence. Form the pointed mapping
telescope tel(X, f) of (X, f) −then the arrow X0 → tel(X, f) is a P -equivalence.
[Assuming that the Xk are pointed connected CW complexes and the fk are skeletal,
there is a commutative diagram
telk(X, f) telk+1(X, f)
Xk Xk+1
in which the vertical arrows
are pointed homotopy equivalences (cf. p. 3-22). By hypothesis, ∀ k, (π1(tel0(X, f)) →
π1(telk(X, f))) ⊥ ObGRP , so (π1(tel0(X, f)) → colimπ1(telk(X, f))) ⊥ ObGRP =⇒
(π1(tel0(X, f))→ π1(tel(X, f))) ⊥ ObGRP . Let G be a locally constant coefficient system
on tel(X, f) arising from a P [tel(X, f)]-module and put Gk = G|telk(X, f) −then ∀ n ≥ 0,
Hn(telk(X, f);Gk) ≈H
n(tel0(X, f);G0) =⇒ limH
n(telk(X, f);Gk) ≈ limH
n(tel0(X, f);G0).
Since π1(tel(X, f)) ≈ colim (π1(telk(X, f)) ≈ H
0(tel(X, f);G) ≈ limH0(telk(X, f)). More-
over, ∀ n ≥ 1, there is an exact sequence 0→ lim1Hn−1(telk(X, f);Gk)→H
n(tel(X, f);G)→
limHn(telk(X, f);Gk)→ 0 of abelian groups (Whitehead
†). But here the lim1 terms vanish,
so ∀ n ≥ 1, Hn(tel(X, f);G) ≈ limHn(telk(X, f);Gk).]
HOMOTOPICAL P -LOCALIZATION THEOREM HCONCWSP∗,P is a reflective
subcategory of HCONCWSP∗.
[The theorem will follow provided that one can show that it is possible to assign to
each pointed connected CW space X a P -local pointed connected CW space XP and a P -
equivalence lP : X → XP . Let M
q
n be the pointed double mapping cylinder of the pointed
2-source SqT
ρqn←− SqT
ρqn−→ SqT −then the diagram
SqT S
q
T
SqT M
q
n
ρqn
ρqn
jqn
iqn
is pointed homotopy
†Elements of Homotopy Theory, Springer Verlag (1978), 273-274.
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commutative and
 i
q
n
jqn
are P -equivalences. Choose pointed continuous functions φqn :
M qn → S
q
T such that
 φ
q
n ◦ i
q
n
φqn ◦ j
q
n
= id. We shall now construct a sequence {Xk, fk}
such that X0 = X and fk : Xk → Xk+1 is a P -equivalence. Thus, arguing by recursion,
assume that Xk has been constructed. Consider the set of morphisms [f ] ∈ [S
q
T ,Xk] which
cannot be factored through ρqn (failure of surjectivity of (ρ
q
n)∗) and the set of morphisms
[g] ∈ [M qn,Xk] which cannot be factored through φ
q
n (failure of injectivity of (ρ
q
n)∗)). If ∀ q
& ∀ n, these two sets are empty, then Xk is P -local, so one can let XP = Xk and take for
lP : X → XP the composite X0 → X1 → · · · → Xk. Otherwise, form the pointed 2-source
Xk
∨
←−
∨
q,n
((∨
f
SqT
)
∨
(∨
g
M qn
)) h
−→
∨
q,n
((∨
f
SqT
)
∨
(∨
g
SqT
))
and call Xk+1 the pointed double mapping cylinder of ∨, h. Since h is a P -equivalence (be-
ing a wedge of P -equivalences), the same is true of the arrowXk → Xk1 , thereby completing
the transition from k to k + 1. Definition: XP = tel(X, f). Accordingly, lP : X → XP is a
P -equivalence. To prove that XP is P -local, it suffices to show that XP is orthogonal to
the ρqn. Due to the compactness of
 S
q
T
M qn
matters may be arranged in such a way that
any continuous function
 S
q
T → XP
M qn → XP
factors through some Xk (cf. p. 1-28), hence the
very construction of XP guarantees that every triangle
SqT S
q
T
XP
s
ρqn
has a unique filler
SqT
t
→ XP .]
The reflector LP produced by the homotopical P -localization theorem, when restricted
to HNILCWSP∗, “is” the LP produced by the nilpotent P -localization theorem. There-
fore, the idempotent triple corresponding to P -localization in HCONCWSP∗ is an ex-
tension of the idempotent triple corresponding to P -localization in HNILCWSP∗ (cf. p.
0-32) (however it is not the only such extension (cf. p. 9-28)).
Remarks: (1) ∀ X, π1(X)P ≈ π1(XP ); (2) ∀ X & ∀ n > 1, the arrow Hn(X) →
Hn(XP ) is P -bijective but Hn(XP ) need not be P -local (unless X is nilpotent); (3) ∀ X
& ∀ n > 1, πn(XP ) is P -local but the arrow πn(X) → πn(XP ) need not be P -bijective
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(unless X is nilpotent).
EXAMPLE Let G be a group −then K(G, 1)P ≈ K(GP , 1) if G is nilpotent (cf. p. 9-7) but
this is false in general (K(G, 1)P will ordinarily have nontrivial higher homotopy groups). To illustrate,
suppose that G is finite. Claim: K(G, 1)P ≈ K(GP , 1) iff ker lP is SP -torsion, lP : G → GP the arrow of
localization. In fact, K(GP , 1) is P -local, so the question is whether the arrow K(G, 1) → K(GP , 1) is a
P -equivalence, which is the case iff ker lP is SP -torsion (cf. p. 8-26).
[Note: K(S3, 1)3 is simply connected but π3(K(S3, 1)3) ≈ Z/3Z.]
FACT For any G, the arrow of localization lP : G→ GP is an HP -homomorphism.
[The triangle
K(G, 1) K(G, 1)P
K(GP , 1)
commutes in HCONCWSP∗. In addition,
H∗(K(G, 1);ZP ) ≈ H∗(K(G, 1)P ;ZP ) and π1(K(G, 1)P ) ≈ GP .]
The methods used in the proof of the homological P -localization theorem are of a general character
and can easily be abstracted. What follows isolates the essentials.
Fix a category C with coproducts. Let S ⊂ MorC be a class of morphisms containing the isomor-
phism of C which is closed under composition and cancellable. Problem: Find additional conditions on
S that will ensure that S⊥ is the object class of a reflective subcategory of C. For this, assume that S is
closed under coproducts and that for every 2-source B
f← A → A′, where f ∈ S, there is a weak pushout
square
A A′
B B′
f f ′ , where f
′ ∈ S. Suppose further that there is a set S0 ⊂ S : S⊥0 = S⊥ and a
regular cardinal κ such that ∀ limit ordinal λ ≤ κ, every diagram ∆ : [0, λ[→ C in which the ∆0 → ∆α
(α < λ) are in S admits a weak colimit ∆λ such that ∆0 → ∆λ is in S and when λ = κ, for each
f : A → B in S0 (i) ∀ φ ∈ Mor(A,∆κ), ∃ α < κ & φα ∈ Mor(A,∆α) :
A ∆κ
∆α
φα
φ
commutes and
(ii) ∀ ψ′, ψ′′ ∈ Mor(B,∆κ) : ψ′ ◦ f = ψ′′ ◦ f , ∃ α < κ & ψ′α, ψ′′α ∈ Mor(B,∆α) :
B ∆κ
∆α
ψ′α
ψ′
,
B ∆κ
∆α
ψ′′α
ψ′′
commute & ψ′α ◦ f = ψ′′α ◦ f .
Conclusion: S = S⊥⊥ and S⊥ is the object class of a reflective subcategory of C.
[The verification proceeds by transfinite recursion, the only new wrinkle being that a limit ordinal
λ ≤ κ, Xλ is taken to be the weak colimit of the {Xα : α < λ} (as predicated per the hypotheses).
Therefore, in the usual notation TX ≡ Xκ. It is automatic that the arrow ǫX : X → TX is in S. Since
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TX ∈ S⊥0 = S⊥, what remains to be shown is that S = S⊥⊥. Thus let f : A → B be orthogonal to
S⊥. Since ǫA : A → TA is in S and TB ∈ S⊥, there is a unique filler TF : TA → TB for the diagram
A B
TA TB
ǫA
f
ǫB . On the other hand, ǫB ◦ f is orthogonal to TA, so one can find an arrow TB → TA
inverting Tf . It follows that Tf is an isomorphism, hence Tf ∈ S =⇒ ǫB ◦ f ∈ S =⇒ f ∈ S, S being
cancellable.]
[Note: If C is cocomplete, then the statement simplifies. Example: The reflective subcategory
theorem is a special case of these considerations (Ada´mek-Rosicky†). Applied to GR, one sees, e.g., that
the P -localization of a countable group is countable.]
There are situations where the preceding remarks are not applicable since the assumptions of cancella-
bility on S may not be satisfied. The point is that cancellable means right cancellable and left cancellable,
i.e. g ◦ f ∈ S & f ∈ S =⇒ g ∈ S and g ◦ f ∈ S & g ∈ S =⇒ f ∈ S. Let us drop the supposition that S
is left cancellable (but retain everything else, including right cancellable) −then the argument above still
implies that it is possible to assign to each object X ∈ ObC another object TX ∈ ObC and a morphism
ǫX : X → TX in S. Again, TX ∈ S⊥0 = S⊥, thus S⊥ is the object class of a reflective subcategory of C
but now the containent S ⊂ S⊥⊥ can be strict (left cancellable is used to get S = S⊥⊥).
EXAMPLE Let C be a cocomplete category, each object of which is κ-definite for some κ. Let
S ⊂ MorC be a class of morphisms containing the isomorphisms of C which is closed under composition
and right cancellable. Assume that if
A A′
B B′
f f ′ is a pushout square, then f ∈ S =⇒ f ′ ∈ S and
if Ξ ∈ Nat(∆,∆′), where ∆,∆′ : I → C, then Ξi ∈ S (∀ i) =⇒ colimΞ ∈ S. Finally, suppose that there
is a set S0 ⊂ S: S⊥0 = S⊥. Accordingly, S⊥ is the object class of a reflective subcategory of C and ∀ X,
the arrow ǫX : X → TX is in S. Examples: (1) Take C = GR −then the class of HP -homomorphisms
satisfies these conditions, hence ∀ G, the arrow of localization lHP : G → GHP is in SHP (cf. p. 8-26);
(2) Take C = G-MOD −then the class of HZ-homomorphisms satisfies these conditions, hence ∀ M , the
arrow of localization lHZ :M →MHZ is in SHZ (cf. p. 8-30).
The role played in the theory by “closure” properties can be pinned down.
Given a category C, let S ⊂ MorC be a class of morphisms containing the isomorphisms of C and
closed under composition with them. Definition: S is said to be a localization class provided that it is
possible to assign to each object X ∈ ObC another object TX ∈ ObC and a morphism ǫX : X → TX
in S with the following universal property: For every f : A → B in S and for every g : A → X there is a
unique t : B → TX such that ǫX ◦ g = t ◦ f . So, for any arrow X → Y , there is a commutative diagram
†Locally Presentable and Accessible Categories, Cambridge University Press (1994), 30-35; see also
Borceux, Handbook of Categorical Algebra 1, Cambridge University Press (1994), 193-209.
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X TX
Y TY
ǫX
ǫY
, thus T defines a functor C → C and ǫ : idC → T is a natural transformation. Here,
ǫT = Tǫ is not necessarily a natural isomorphism (it is if S is closed under composition).
THEOREM OF KOROSTENSKI- THOLEN† Let S be a localization class in a category C
−then S = S⊥⊥ iff S is closed under composition and left cancellable. In addition, the assignment S → S⊥
sets up a one-to-one correspondence between those localization classes S such that S = S⊥⊥ and the con-
glomerate of reflective subcategories of C.
Let [f ] : X → Y be a morphism in HCONCWSP∗ −then [f ] (or f) is said to be an
HP -equivalence if ∀ n ≥ 0, f∗ : Hn(X;ZP )→ Hn(Y ;ZP ) is an isomorphism.
[Note: In the two extreme cases, viz. P = ∅ or P = Π, HP is replaced by HQ or
HZ.]
(Wedges) Let
 XiYi (i ∈ I) be pointed connected CW spaces. Suppose that ∀ i,
fi : Xi → Yi is an HP -equivalence −then
∨
i
fi :
∨
i
Xi →
∨
i
Yi is an HP -equivalence.
[This is because ∀ n ≥ 1, Hn(
∨
i
Xi;ZP ) ≈
⊕
i
Hn(Xi;ZP ) and Hn(
∨
i
Yi;ZP ) ≈⊕
i
Hn(Yi;ZP ).]
(Pushouts) Suppose that
 XY are pointed connected CW spaces, A ⊂ X a
pointed connected CW subspace, and f : A → Y a pointed continuous function. Assume:
The inclusion A → Y is a closed cofibration and an HP -equivalence −then the arrow
Y → X ⊔f Y is an HP -equivalence.
[The adjunction space X ⊔f Y is a pointed connected CW space (cf. §5, Proposition
7) and it has the same pointed homotopy type as the pointed double mapping cylinder of
the pointed 2-source X ← A→ Y (cf. §3, Proposition 18).]
PROPOSITION 13 Every P -equivalence f : X → Y is an HP -equivalence.
[Specializing Proposition 11, one can say that ∀ n ≥ 0, f∗ : Hn(Y ;ZP )→ H
n(X;ZP )
is an isomorphism, hence ∀ n ≥ 0, f∗ : Hn(X;ZP )→ Hn(Y ;ZP ) is an isomorphism (cf. §8,
Proposition 2).]
[Note: An HP -equivalence need not be a P -equivalence. For instance, take P = Π
−then HP -equivalence = homology equivalence and P -equivalence = pointed homotopy
†Comm. Algebra 14 (1986), 741-766.
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equivalence.]
Given a set of primes P , a pointed connected CW space X is said to be HP -local
provided that [f ] ⊥ X for every HP -equivalence f .
SUBLEMMA Let K be a pointed connected CW complex, L ⊂ K (L 6= K) a
pointed connected subcomplex such that H∗(K,L;ZP ) = 0 −then there exists a pointed
countable connected subcomplex A ⊂ K such that A 6⊂ L and H∗(A,A ∩ L;ZP ) = 0.
[We shall construct an expanding sequence of pointed countable connected subcom-
plexes A1, A2, . . . of K such that ∀ n, An 6⊂ L and the arrow H∗(An, An ∩ L;ZP ) →
H∗(An+1, An+1∩L;ZP ) is the zero map. Thus fix A1: A1 6⊂ L. Given An, for each element
x ∈ H∗(An, An ∩ L;ZP ) choose a pointed finite connected subcomplex Kx ⊂ K such that
x goes to zero in H∗(An ∪Kx, (An ∪Kx) ∩ L;ZP ). Let An+1 be the union of the An and
the Kx and put A =
⋃
n
An.]
[Note: A ∩ L is necessarily connected.]
LEMMA Let Z be a pointed connected CW space. Suppose that for any CW pair
(K,L), where K is a pointed countable connected CW complex and L ⊂ K (L 6= K) is a
pointed connected subcomplex such that H∗(K,L;ZP ) = 0, the arrow [K,Z] → [L,Z] is
surjective −then Z is HP -local.
[The claim is that for every HP -equivalence f : X → Y , the precomposition arrow
f∗ : [Y,Z]→ [X,Z] is bijective. Since it is clear that the class of HP -equivalences admits
a calculus of left fractions (cf. p. 0-33), it need only be shown that f∗ : [Y,Z] → [X,Z]
is surjective. For this purpose, one can make the usual adjustments and take
 XY to
be pointed connected CW complexes and f : X → Y the inclusion with X 6= Y . Build
now a transfinite sequence of pointed connected subcomplexes Xα of Y via the follow-
ing procedure. Set X0 = X. Owing to the sublemma, there exists a pointed countable
connected subcomplex A0 ⊂ Y such that A0 6⊂ X0 and H∗(A0, A0 ∩ X0;ZP ) = 0. Set
X1 = A0 ∪X0. Case 1: X1 = Y . In this situation, the arrow [Y,Z]→ [X,Z] is surjective.
For let φ : X → Z be a pointed continuous function. Since the inclusion A0∩X0 → A0 is a
cofibration, our assumptions imply that the restriction of φ to A0∩X0 extends to a pointed
continuous function A0 → Z, thus φ extends to a pointed continuous function Φ : Y → Z.
Case: 2 X1 6= Y . Utilizing excision, H∗(X1,X0;ZP ) = 0, so from the exact sequence of
the triple (Y,X1,X0), H∗(Y,X1;ZP ) = 0. Therefore the sublemma is applicable to the
pair (Y,X1), hence there exists a pointed countable connected subcomplex A1 ⊂ Y such
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that A1 6⊂ X1 and H∗(A1, A1 ∩ X1;ZP ) = 0. Set X2 = A1 ∪ X1. Continue on out to a
sufficiently large regular cardinal κ (if necessary) , taking Xλ =
⋃
α<λ
Xα at a limit ordinal
λ ≤ κ (observe that H∗(Y,Xλ;ZP ) = 0), where Xκ = Y .]
Notation: CONCWSP∗,HP is the full subcategory of CONCWSP∗ whose objects
are the pointed connected CW spaces which are HP -local and HCONCWSP∗,HP is the
associated homotopy category.
HOMOTOPICAL HP -LOCALIZATION THEOREM HCONCWSP∗,HP is a reflec-
tive subcategory of HCONCWSP∗.
[The theorem will follow provided that one can show that it is possible to assign to
each pointed connected CW space X an HP -local pointed connected CW space XHP and
an HP -equivalence lHP : X → XHP . The full subcategory HCW∗ whose objects are
the pointed countable connected CW complexes has a small skeleton. One can therefore
choose a set of CW pairs (Ki, Li), where Ki is a pointed countable connected CW complex
and Li ⊂ Ki, (Li 6= Ki) is a pointed connected subcomplex such that H∗(Ki, Li;ZP ) = 0,
which contains up to isomorphism all such CW pairs with these properties. Assuming
that X is a pointed connected CW complex, construct an expanding transfinite sequence
X = X0 ⊂ X1 ⊂ · · · ⊂ Xα ⊂ Xα+1 ⊂ · · · ⊂ XΩ of pointed connected CW complexes
by setting Xλ =
⋃
α<λ
Xα at a limit ordinal λ ≤ Ω and defining Xα+1 by the pushout
square
∨
i
∨
f
Li Xα
∨
i
∨
f
Ki Xα+1
. Here, f runs over a set of skeletal representatives in
[Li,Xα] and the arrow Xα → Xα+1 is an HP -equivalence. Put XHP = XΩ −then ∀ i,
[Ki,XHP ] → [Li,XHP ] is surjective, thus by the lemma, XHP is HP -local. That the in-
clusion X → XHP is an HP -equivalence is automatic.]
The reflector LHP produced by the homotopical HP -localization theorem, when re-
stricted to HNILCWSP∗, “is” the LP produced by the nilpotent P -localization theorem.
Proof: If X is nilpotent and P -local, then X is HP -local, as can be seen by appealing
to the preceding lemma and using the nilpotent obstruction theorem (cf. Proposition 2).
Therefore the idempotent triple corresponding to HP -localization in HCONCWSP∗ is
an extension of the idempotent triple correpsonding to localization in HNILCWSP∗ (cf.
p. 0-32). On the other hand, Proposition 13 implies that every HP -local space is P -local,
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so there is a natural transformation LP → LHP .
PROPOSITION 14 Let [f ] : X → Y be a morphism in HCONCWSP∗. Assume:
[f ] is orthogonal to every HP -local pointed connected CW space −then [f ] is an HP -
equivalence.
[By hypothesis, for every HP -local Z, [Y,Z] ≈ [X,Z]. Specialize and substitute in
Z = K(ZP , n) (which is HP -local) to get H
n(Y ;ZP ) ≈ H
n(X;ZP ) ∀ n ≥ 1 or still,
Hn(X;ZP ) ≈ Hn(Y ;ZP ) ∀ n ≥ 1 (cf. §8, Proposition 2).]
[Note: Thus, in the homotopy category, the class of HP -equivalences is “saturated”
but the group theoretic analog of this is false (cf. p. 8-28).]
In the P -local situation, one starts with an intrinsic definition of the P -local objects
and defines the P -equivalences via orthogonality, while in theHP -local situation, one starts
with an intrinsic definition of the HP -equivalences and defines the HP -local objects via
orthogonality. The P -equivalences are characterized by Proposition 11, so to complete the
picture, it is necessary to characterize the HP -local objects.
A pointed connected CW space X is said to satisfy Bousfield’s condition if ∀ n ≥ 1,
πn(X) is an HP -local group and ∀ n ≥ 2 πn(X) is an HZ-local π1(X)-module.
[Note: Recall that an abelian group is P -local iff it is HP -local.]
LEMMA B Let X be a pointed connected CW space. Fix n > 1 and suppose that
φ : πn(X) → M is a homomorphism of π1(X)-modules −then φP : πn(X)P → MP is an
HZ-homomorphism iff there exists a pointed connected CW space Y and a pointed continu-
ous function f : X → Y such that H∗(f) : H∗(X;ZP ) ≈ H∗(Y ;ZP ), πq(f) : πq(X) ≈ πq(Y )
(q < n), and πn(f) ≈ φ in πn(X)\π1(X)-MOD.
[To establish the sufficiency, compare the exact sequence Hn+2(Pn−1X;ZP ) →
H1(Pn−1X;πn(X)P ) → Hn+1(PnX;ZP ) → Hn+1(Pn−1X;ZP ) → H0(Pn−1X;πn(X)P ) →
Hn(PnX;ZP ) → Hn(Pn−1X;ZP ) → 0 on p. 5-40 with its analog for Y , noting that
H1(Pn−1X;πn(X)P ) ≈ H1(π1(X);πn(X)P ), H0(Pn−1X;πn(X)P ) ≈ H0(π1(X);πn(X)P ).
Indeed, there are bijections Hq(PnX;ZP ) ≈ Hq(PnY ;ZP ) (q ≤ n) and a surjection
Hn+1(PnX;ZP )→ Hn+1(PnY ;ZP ) (cf. p. 5-50).
To establish the necessity, attach certain n-cells and (n+1)-cells toX so as to produce a
relative CW complex (X,X) and an isomorphism πn(X)→M such thatX[n−1] ≈ X [n−1]
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and the triangle
πn(X)
πn(X) M
φ commutes. The composite X → X[n]→ X [n]
induces an arrow Hq(X;ZP ) → Hq(X [n];ZP ) which is bijective for q ≤ n and surjective
for q = n+ 1. Apply the Kan factorization theorem.]
PROPOSITION 15 Let
 XY be pointed connected CW spaces, f : X → Y a
pointed continuous function. Assume:
 XY satisfy Boudfield’s condition and f is an
HP -equivalence −then f is a pointed homotopy equivalence.
[Obviously, ZP ⊗ π1(X)/[π1(X), π1(X)] ≈ ZP ⊗ π1(Y )/[π1(Y ), π1(Y )]. Furthermore,
the horizontal arrows in the commutative diagram
H2(X;ZP ) H2(π1(X);ZP )
H2(Y ;ZP ) H2(π1(Y );ZP )
are
surjective (cf. p. 5-34) and H2(X;ZP ) ≈ H2(Y ;ZP ). Therefore f∗ : π1(X) → π1(Y )
is an HP -homomorphism. But this means that f∗ is an isomorphism,
 π1(X)π1(Y ) being
HP -local. Next, consider the commutative diagram
π2(X) π2(Y )
π2(X)P π2(Y )P
f∗
(f∗)P
. The vertical
arrows are isomorphisms and (f∗)P is an HZ-homomorphism (cf. Lemma B). Conse-
quently, f∗ : π2(X) → π2(Y ) is an HZ-homomorphism between HZ-local π1(X)-modules,
hence is an isomorphism. That f is a weak homotopy equivalence then follows by iteration.]
LEMMA For any pointed connected CW space X, there exists a pointed connected
CW space XB which satisfies Bousfield’s condition and an HP -equivalence lB : X → XB ,
where π1(X)HP ≈ π1(XB).
[Fix a pointed continuous function φ : X → K(π1(X)HP , 1) such that φ∗ = lHP , where
lHP : π1(X)→ π1(X)HP is the arrow of localization. Since lHP is an HP -homomorphism,
the Kan factorization theorem implies that there exists a pointed connected CW space X1
and pointed continuous functions f1 : X → X1, ψ1 : X1 → K(π1(X)HP , 1) with φ = ψ1 ◦ f1
such that f1 is an HP -equivalence and π1(ψ1) : π1(X1) → π1(X)HP is an isomorphism.
Continuing, construct a pointed connected CW space X2, a pointed continuous function
f2 : X1 → X2, and an isomorphism π2(X2) → (π2(X1)P )HP such that f2 is an HP -
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equivalence, π1(f2) : π1(X1) → π1(X2) is an isomorphism, and the composite π2(X1) →
π2(X2) → (π2(X1)P )HZ equals the composite π2(X1) → π2(X1)P → (π2(X1)P )HZ (cf.
Lemma B and §8, Proposition 21). This gives X → X1 → X2. Proceed from there induc-
tively and let XB be the pointed mapping telescope of the sequence thereby obtained.]
[Note: It is apparent from the construction of XB that if πq(X) is an HP -local group
for 1 ≤ q ≤ n and if πq(X) is an HZ-local π1(X)-module for 2 ≤ q ≤ n, then ∀ q ≤ n,
πq(X) ≈ πq(XB).]
PROPOSITION 16 Let X be a pointed connected CW space −then X is HP -local
iff X satisfies Bousfield’s condition.
[Suppose that X satisfies Bousfield’s condition. Bearing in mind that the class of
HP -equivalences admits a calculus of left fractions, to prove that X is HP -local, it suf-
fices to show that every HP -equivalence f : X → Y has a left inverse g : Y → X in
HCONCWSP∗, i.e., g ◦ f ≃ idX . For this purpose, apply the lemma to get lB : Y → YB
−then the composite lB ◦ f : X → YB is a pointed homotopy equivalence (cf. Proposition
15), so ∃ h : YB → X such that h ◦ lB ◦ f ≃ idX and we can take g = h ◦ lB . Con-
versely, suppose that X is HP -local. By what has just been said, XB is HP -local, thus
lB : X → XB is a pointed homotopy equivalence.]
Application: ∀ X, π1(X)HP ≈ π1(XHP ).
EXAMPLE Take X = S1 ∨ S1: π1(X)P is countable but π1(X)HP is uncountable if 2 ∈ P .
EXAMPLE When P is the set of all primes, every space is P -local. However, not every space
is HZ-local and in fact the effect of HZ-localization on the higher homotopy groups can be drastic even
if the fundamental group is nilpotent. Thus let X be a pointed connected CW space and for q > 1, put
π̂q(X) = lim πq(X)/(I [π1(X)])
i · πq(X). Note that π̂q(X) is an HZ-local π1(X)-module, being the limit
of nilpotent π1(X)-modules (cf. p. 8-30). Assume now that π1(X) is a finitely generated nilpotent group.
Suppose further that (i) πq(X) is a nilpotent π1(X)-module (1 < q ≤ n) and (ii) πq(X) is a finitely gen-
erated π1(X)-module (n < q ≤ 2n) (n ≥ 1) −then Dror-Dwyer† have shown that (i) πq(XHZ) ≈ πq(X)
(1 < q ≤ n) and (ii) πq(XHZ) ≈ π̂q(X) (n < q ≤ 2n) (n ≥ 1). In this situation, the first conclusion is
actually automatic, so the impact lies in the second. Example: Take X = P2(R) and n = 1 to see that
π2(XHZ) ≈ Ẑ2, the 2-adic integers.
HP WHITEHEAD THEOREM Suppose that X and Y are HP -local and let f :
†Illinois J. Math. 21 (1977), 675-684.
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X → Y be a pointed continuous function. Assume: f∗ : Hq(X;ZP )→ Hq(Y ;ZP ) is bijec-
tive for 1 ≤ q < n and surjective for q = n −then f is an n-equivalence.
[If n = 1, the claim is that f∗ : H1(π1(X);ZP ) → H1(π1(Y );ZP ) surjective =⇒
f∗ : π1(X) → π1(Y ) surjective, which is true (cf. p. 8-29). If n > 1, use the Kan fac-
torization theorem to write f = ψf ◦ φf , where φf : X → Xf is an HP -equivalence and
ψf : Xf → Y is an n-equivalence. Since X is HP -local, X ≈ (Xf )HP and since Y is HP -
local, πq(Xf ) ≈ πq(Y ) (1 ≤ q < n) =⇒ πq(Xf ) ≈ πq((Xf )HP ) (1 ≤ q < n). Therefore
the arrow πq(X) → πq(Y ) is bijective for 1 ≤ q < n and surjective for q = n, i.e., f is an
n-equivalence.]
[Note: Taking ZP = Z and
 XY nilpotent leads to a refinement of Dror’s White-
head theorem (which, of course, can also be derived directly).]
EXAMPLE Let X be a pointed connected CW space. Assume: H˜∗(X;ZP ) = 0, i.e., X is ZP -
acyclic −then XHP is contractible.
Given an abelian group G, one can introduce the notion of “HG-equivalence” and play
the tape again. So, employing obvious notation, the upshot is that HCONCWSP∗,HG is
a reflective subcategory of HCONCWSP∗, with reflector LHG which sends X to XHG.
[Note: The CW pairs (K,L) that intervene when testing for “HG-local” have the
property that the cardinality of the set of cells in K is ≤ #(G) if #(G) is infinite and ≤ ω
if #(G) is finite.]
While the number of distinct homological localizations appears to be large, the re-
ality is that all the possibilities can be described in a simple way. Definition: LHG′ and
LHG′′ have the same acyclic spaces if H˜∗(X;G
′) = 0 ⇔ H˜∗(X;G
′′) = 0 or still, if the HG′-
equivalences are the same as HG′′-equivalences, hence that LHG′ and LHG′′ are naturally
isomorphic.
Given an abelian group G, call S(G) the class of abelian groups A such that
A⊗G = 0 = Tor(A,G).
PROPOSITION 17 Let AcyG be the class ofG-acyclic spaces−then S(G) = {H˜n(X) :
n ≥ 0 & X ∈ AcyG}.
[This follows from the universal coefficient theorem and the existence of Moore spaces.]
Application: S(G′) = S(G′′) iff AcyG′ = AcyG′′
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Given an abelian group G, let PG be the set of primes p such that G is not uniquely
divisible by p and put

⊕
p∈PG
Z/pZ if Q⊗G = 0
ZPG if Q⊗G 6= 0
−then S(G) = S(SG) (cf. p. 5-65
ff.). Corollary: LHG ≈ LHSG . Therefore, besides the LHP , the only other homological
localizations that need be considered are those corresponding to
⊕
p∈P
Z/pZ for some P .
FACT Let X be a pointed connected CW space −then H˜∗(X;
⊕
p∈P
Z/pZ) = 0 iff H˜∗(X;
∏
p∈P
Z/pZ) =
0.
The “Z/pZ-theory” (= “Fp-theory”), in its general aspects, runs parallel to the “ZP -
theory” but there are some differences in detail.
A pointed connected CW space X is said to satisfy Bousfield’s condition mod p if
∀ n ≥ 1, πn(X) is an HFp-local group and ∀ n ≥ 2, πn(X) is an HZ-local π1(X)-module.
[Note: Recall that an abelian group is HFp-local iff it is p-cotorsion.]
LEMMA B mod p Let X be a pointed connected CW space . Fix n > 1 and sup-
pose that φ : πn(X) → M is a homomorphism of π1(X)-modules. Consider the following
conditions.
(C1) id⊗ φ : Fp ⊗ πn(X)→ Fp ⊗M is an HZ-homomorphism.
(C2) φ∗ : H0(π1(X); Tor(Fp, πn(X))) → H0(π1(X); Tor(Fp,M)) is surjective.
(C3) id⊗ φ : Fp ⊗ πn(X)→ Fp ⊗M is an isomorphism.
Then C1 + C2 =⇒
(E) There exists a pointed connected CW space Y and a pointed continuous
function f : X → Y such that H∗(f) : H∗(X;Fp) ≈ H∗(Y ;Fp), πq(f) : πq(X) ≈ πq(Y )
q < n), and πn(f) ≈ φ in πn(X)\π1(X)-MOD.
Conversely, E =⇒ C1 and E + C3 =⇒ C2.
PROPOSITION 18 Let
 XY be pointed connected CW spaces, f : X → Y a
pointed continuous function. Assume:
 XY satisfy Boudfield’s condition mod p and f
is an HFp-equivalence −then f is a pointed homotopy equivalence.
[Arguing as in the proof of Proposition 15, one finds that f∗ : π1(X) → π1(Y ) is
an isomorphism. To discuss f∗ : π2(X) → π2(Y ), define M,N in π1(X)-MOD by the
exact sequence 0 → M → π2(X) → π2(Y ) → N → 0. The claim is that M = 0 = N ,
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hence that f∗ : π2(X) → π2(Y ) is an isomorphism. For this, it need only be shown
that Fp ⊗ M = 0 = Fp ⊗ N (both M and N are HFp-local). Since f is an HFp-
equivalence, id ⊗ f∗ : Fp ⊗ π2(X) → Fp ⊗ π2(Y ) is an HZ-homomorphism (E =⇒ C1).
But
 Fp ⊗ π2(X)Fp ⊗ π2(Y ) are HZ-local (cf. p. 8-33), so Fp ⊗ π2(X) ≈ Fp ⊗ π2(Y ), from
which Fp ⊗ N = 0. Using now the exact sequence Tor(Fp, π2(X)) → Tor(Fp, π2(Y )) →
Fp ⊗M → 0, E + C3 =⇒ C2 gives H0(π1(X);Fp ⊗M) = 0. However, M is HZ-local
(being a kernel), thus Fp⊗M is HZ-local (cf. p. 8-33). And: Fp⊗M = I[π1(X)] ·(Fp⊗M)
=⇒ (Fp ⊗M)MZ = 0 (cf. p. 8-31) =⇒ Fp ⊗M = 0. That f is a weak homotopy equiva-
lence then follows by iteration.]
LEMMA For any pointed connected CW space X, there exists a pointed con-
nected CW space XB which satisfies Bousfield’s condition mod p and an HFp-equivalence
lB : X → XB , where π1(X)HFp ≈ π1(XB).
[Construct f1 : X → X1 as before (the Kan factorization theorem holds mod p (cf.
p. 8-34)). Continuing, construct a pointed connected CW space X ′1, a pointed continuous
function f ′1 : X1 → X
′
1, and an isomorphism π2(X
′
1) → π2(X1)HZ such that f
′
1 is an HZ-
equivalence, π1(f
′
1) : π1(X1) → π1(X
′
1) is an isomorphism, and the composite π2(X1) →
π2(X
′
1)→ π2(X1)HZ is the arrow π2(X1)→ π2(X1)HZ (cf. Lemma B (P = Π)). This gives
X → X1 → X
′
1. Next, construct a pointed connected CW space X2, a pointed continuous
function f ′′1 : X
′
1 → X2, and an isomorphism π2(X2)→ Ext(Z/p
∞Z, π2(X
′
1)) such that f
′′
1
is an HFp-equivalence, π1(f
′′
1 ) : π1(X
′
1) → π1(X2) is an isomorphism, and the composite
π2(X
′
1) → π2(X2) → Ext(Z/p
∞Z, π2(X
′
1)) is the arrow π2(X
′
1) → Ext(Z/p
∞Z, π2(X
′
1))
(cf. Lemma B mod p and p. 8-36). To justify that application of C1 + C2 =⇒ E,
note that the arrow Fp ⊗ π2(X
′
1) → Fp ⊗ Ext(Z/p
∞Z, π2(X
′
1)) is bijective and that arrow
Tor(Fp, π2(X
′
1)) → Tor(Fp,Ext(Z/p
∞Z, π2(X
′
1)) is surjective (cf. p. 8-36). This gives
X → X1 → X
′
1 → X2. Proceed from here inductively and let XB be the pointed mapping
telescope of the sequence thereby obtained.]
[Note: It is apparent from the construction of XB that if πq(X) is an HFp-local group
for 1 ≤ q ≤ n and if πq(X) is an HZ-local π1(X)-module for 2 ≤ q ≤ n, then ∀ q ≤ n,
πq(X) ≈ πq(XB).]
PROPOSITION 19 Let X be a pointed connected CW space −then X is HFp-local
iff X satisfies Bousfield’s condition mod p.
[The proof is the same as that of Proposition 16.]
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Application: ∀ X, π1(X)HFp ≈ π1(XHFp).
EXAMPLE Let X be a pointed connected CW space. Assume: The homotopy groups of X are
finite −then ∀ n ≥ 1 πn(XHFp ) is a finite p-group, thus XHFp is nilpotent.
[For here π1(X)HFp ≈ π1(X)p (cf. p. 8-33), which is a finite p-group (cf. p. 8-11).]
EXAMPLE Every HFp-local space is p-local (cf. Proposition 13 and §8, Proposition 3), so there
is a natural transformation Lp → LHFp . If G if a finite group, then K(G, 1)p ≈ K(G, 1)HFp but if G is
infinite, this is false (consider G = Z).
EXAMPLE Suppose that X is a pointed nilpotent CW space −then XHFp is nilpotent and ∀ n ≥ 1
there is a split short exact sequence 0→ Ext(Z/p∞Z, πn(X))→ πn(XHFp)→ Hom(Z/p∞Z, πn−1(X))→ 0
(see below). Therefore, even in the nilpotent case, it need not be true that πn(X)HFp “is” πn(XHFp ) when
n > 1.
HFp WHITEHEAD THEOREM Suppose that X and Y are HFp-local and let f :
X → Y be a pointed continuous function. Assume: f∗ : Hq(X;Fp)→ Hq(Y ;Fp) is bijective
for 1 ≤ q < n and surjective for q = n −then f is an n-equivalence.
[The proof is the same as that of the HP Whitehead theorem.]
EXAMPLE Let X be a pointed connected CW space. Assume: H˜∗(X; Fp) = 0, i.e., X is Fp-acyclic
−then XHFp is contractible.
[Note: A pointed nilpotent CW space X is Fp-acyclic iff ∀ n ≥ 1, Hom(Z/p∞Z, πn(X)) = 0 &
Ext(Z/p∞Z, πn(X)) = 0 (cf. p. 8-39).]
PROPOSITION 20 Let Z be a pointed nilpotent CW space −then Z is HFp-local iff
∀ n ≥ 1, πn(Z) is p-cotorsion.
[Necessity: Since Z satisfies Bousfield’s condition mod p (cf. Proposition 19), the
πn(Z) are HFp-local, hence are p-cotorsion (cf. §8, Proposition 32).
Sufficiency: The claim is that for every HFp-equivalence f : X → Y , the pre-
composition arrow f∗ : [Y,Z] → [X,Z] is bijective. For this, one can assume that XY are pointed connected CW complexes with X a pointed subcomplex of Y and
argue as in the proof of Proposition 2. However, it is no longer possible to work with
the Γiχq(πq(Z))/Γ
i+1
χq (πq(Z)) (since they need not be p-cotorsion). Instead, one uses the
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Ciχq(πq(Z))/C
i+1
χq (πq(Z)) (which are p-cotorsion) (cf. §8 Proposition 34). Thus now,
∀ n ≥ 1, Hn(Y,X;Fp) = 0 =⇒ H
p(Y,X;Ciχq (πq(Z))/C
i+1
χq (πq(Z))) = 0 (cf. §8 Proposi-
tion 29) and the obvious modification of the nilpotent obstruction theorem is applicable.]
EXAMPLE Fix a prime p −then every HFp-local pointed nilpotent CW space is Fq-acyclic for all
primes q 6= p.
[A p-cotorsion nilpotent group is uniquely q-divisible for all primes q 6= p (cf. p. 8-39).]
LEMMA Let F be a free abelian group −then the arrow K(F, n) → K(F̂p, n) is an
HFp-equivalence.
[Since F̂p/F is uniquely p-divisible, K(F̂p/F, n) is Fp-acyclic. On the other had,
K(F, n) is the mapping fiber of the arrow K(F̂p, n) → K(F̂p/F, n), so H∗(F, n;Fp) ≈
H∗(F̂p, n;Fp) (cf. p. 4-46).]
[Note: F̂p is the p-adic completion of F . Since F is torsion free, Ext(Z/p
∞Z, F ) ≈ F̂p
(cf. p. 10-2).]
Let G be an abelian group. Fix a presentation 0 → R → F → G → 0 of G, i.e., a
short exact sequence with R and F free abelian −then there is an exact sequence 0 →
Hom(Z/p∞Z, G)→ Ext(Z/p∞Z, R)→ Ext(Z/p∞Z, F )→ Ext(Z/p∞Z, G)→ 0 or still, an
exact sequence 0 → Hom(Z/p∞Z, G) → R̂p → F̂p → Ext(Z/p
∞Z, G) → 0. Consider the
following diagram
K(F, n) K(G,n) K(R,n+ 1) K(F, n+ 1)
K(F̂p, n) K(G,n)HFp K(R̂p, n+ 1) K(F̂p, n+ 1)
where by definition K(G,n)HFp is the mapping fiber of the arrow K(R̂p, n+1)→K(F̂p, n+
1). To justify the notation, first note that K(G,n)HFp has two nontrivial homotopy groups,
namely πn(K(G,n)HFp) ≈ Ext(Z/p
∞Z, G) and πn+1(K(G,n)HFp) ≈ Hom(Z/p
∞Z, G).
Since both of these groups are p-cotorsion, Proposition 20 implies that K(G,n)HFp is
HFp-local. Taking into account the lemma, standard spectral sequence generalities allow
one to infer that the filler K(G,n) K(G,n)HFp is an HFp-equivalence. Therefore,
K(G,n)HFp is the HFp-localization of K(G,n). Example: K(Q, n)HFp ≈ ∗.
EXAMPLE Suppose that G = Z/p∞Z −then K(Z/p∞Z, n)HFp ≈ K(n+ 1, Ẑp) (cf. p. 10-3).
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Let X be a pointed nilpotent CW space. Thanks to the preceding considerations, one
can copy the proof of the nilpotent P -localization theorem to see that XHFp is nilpotent.
In so doing, one finds that there is a short exact sequence 0 → Ext(Z/p∞Z, πn(X)) →
πn(XHFp) → Hom(Z/p
∞Z, πn−1(X)) → 0 which necessarily splits (Ext (torsion free, p-
cotorsion) = 0 (cf. p. 8-37)). Moreover, the triangle
πn(X) Ext(Z/p
∞Z, πn(X))
πn(XHFp)
commutes. When the homotopy groups of X are finitely generated, it is common to write
X̂p in place of XHFp and refer to X̂p as the p-adic completion of X, the rationale being
that in this case ∀ n, πn(X̂p) ≈ πn(X)
∧
p (cf. p. 10-2).
Observation: LetX be a pointed nilpotent CW space−then ∀ p ∈ P , (XP )HFp ≈ XHFp
and ∀ p /∈ P , (XP )HFp ≈ ∗.
EXAMPLE Given n ≥ 1, [Ŝnp , Ŝnp ] ≈ [Sn, Ŝnp ] ≈ πn(Ŝnp ) ≈ Ẑp, the p-adic integers. This correspon-
dence is an isomorphism of rings, thus a pointed homotopy equivalence Ŝnp → Ŝnp determines a p-adic unit
(i.e., in the notation of p. 10-10, an element of Ûp) and vice versa.
[Note: SnP =M(Zp, n) but Ŝ
n
p 6=M(Ẑp, n).]
LEMMA Let G be a finite group whose order is prime to p. Suppose that X is a path connected
free right G-space −then H∗(X/G; Fp) ≈ H∗(X;Fp)G.
EXAMPLE (Sullivan’s Loop Space) Assume that p is odd and that n divides p − 1 −then
Ŝ2n−1p has the pointed homotopy type of a loop space. This is seen as follows. Since Ûp ≈ Z/(p− 1)Z⊕ Ẑp
(cf. p. 10-10), Z/nZ (⊂ Z/(p − 1)Z) operates on Ẑp (but the action is not nilpotent). Realize K(Ẑp, 2)
per p. 5-30 and form K(Ẑp, 2;χ) = (K˜(Z/nZ, 1) ×K(Ẑp, 2))/(Z/nZ), where χ : Z/nZ → Aut (Ẑp) (thus
π1(K(Ẑp, 2;χ)) ≈ Z/nZ and π2(K(Ẑp, 2;χ)) ≈ Ẑp). Since H∗(Ẑp, 2; Fp) ≈ Fp[t] (|t| = 2), the lemma implies
that H∗(Ẑp, 2;χ;Fp) ≈ Fp[t] (|t| = 2n). Fix a pointed continuous function f : P2(n) → K(Ẑp, 2;χ) which
induces an isomorphism of fundamental groups (P2(n) = M(Z/nZ, 1) (cf. p. 9-2) −then Cf is simply
connected (Van Kampen) and the arrow K(Ẑp, 2;χ)→ Cf is an HFp-equivalence, hence K(Ẑp, 2;χ)HFp ≈
(Cf )HFp ≡ B.
Claim: B is (2n− 1)-connected.
[Hq(B;Fp) = 0 (1 ≤ q < 2n) =⇒ Hq(B)⊗ Fp = 0 (1 ≤ q < 2n) & π1(B) = ∗ =⇒ π2(B) ≈ H2(B)
(Hurewicz =⇒ π2(B) = 0 (π2(B) is p-cotorsion and p-divisible), so by iteration, πq(B) = 0 (1 ≤ q < 2n).]
The cohomology algebra H∗(ΩB;Fp) is an exterior algebra on one generator of degree 2n − 1 and
there is an HFp-equivalence S
2n−1 → ΩB. Accordingly, Ŝ2n−1p ≈ ΩB, ΩB being HFp-local (cf. p. 9-39).
EXAMPLE Let A be a ring with unit −then BGL(A)+ is nilpotent (in fact, abelian (cf. p. 5-73
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ff.). Supposing that the Kn(A) are finitely generated, ∀ n ≥ 1, πn(BGL(A)+HFp) ≈ Ext(Z/p∞Z,Kn(A)) ≈
Ẑp ⊗Kn(A).
[Note: This assumption is in force whenever A is a finite field (Quillen†) or the ring of integers in an
algebraic number field (Quillen‡).]
FACT Suppose thatX is a pointed simply connected CW space which isHFp-local −thenHn(X; Ẑp)
is a finite p-group ∀ n ≥ 1 iff πn(X) is a finite p-group ∀ n ≥ 1.
[Since XQ is Fp-acyclic, the projection ElQ → X is an HFp-equivalence, so (ElQ)HFp ≈ X. In addition,
the homotopy groups of X are p-cotorsion, thus are uniquely q-divisible for all primes q 6= p. Therefore
the πn(ElQ) are p-primary. The mod C Hurewicz theorem then implies that ∀ n ≥ 1, Hn(ElQ) is p-primary
(ElQ is abelian). Finally, if the homotopy groups of either ElQ or X are finite p-groups, then ElQ ≈ X.]
PROPOSITION 21 Let [f ] : X → Y be a morphism in HCONCWSP∗. Assume:
[f ] is orthogonal to every HFp-local pointed connected CW space −then [f ] is an HFp-
equivalence.
[This is the HFp version of Proposition 14 and is proved in the same way (cf. §8,
Proposition 29).]
Given a set of primes P , put FP =
⊕
p∈P
Fp.
PROPOSITION 22 Let X be a pointed nilpotent CW space −then ∀ P , XHFp is
nilpotent and XHFp ≈
∏
p∈P
XHFp .
[Extending the algebra of p-cotorsion abelian or nilpotent groups to a P-cotorsion the-
ory is a formality. The other point is that the product may be infinite, hence has to be
interpreted as on p. 9-1.]
EXAMPLE (Arithmetic Square) Suppose that X is a pointed nilpotent CW space −then for
any P , the diagram
XP XHFp
(XP )Q (XHFp )Q
is pointed homotopy commutative and XP “is” the double
mapping track of the pointed 2-sink (XP )Q → (XHFp )Q ← XHFp (Dror-Dwyer-Kan‖).
[Note: When P = Π, the result asserts that X “is” the double mapping track of the pointed 2-sink
XQ →
(∏
p
XHFp
)
Q
←
∏
p
XHFp . Replacing the XHFp by the Xp, it can be shown that X “is” the double
mapping track of the pointed 2-sink XQ →
(∏
p
Xp
)
Q
←
∏
p
Xp. (Hilton-Mislin
¶).]
†Ann. of Math. 96 (1972), 552-586.
‡SLN 341 (1973), 179-198.
‖Illinois J. Math. 21 (1977), 242-254.
¶Comment. Math. Helv. 50 (1975), 477-491.
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PROPOSITION 23 Let G be an abelian group. Suppose that
 fg are HG-
equivalences −then so is f × g.
Application: Let
 XY be pointed connected CW spaces −then (X × Y )HG ≈
XHG × YHG.
[Note: The product XHG × YHG is, a priori, HG-local.]
PROPOSITION 24 Let G be an abelian group. Suppose that X
f
→ Z
g
← Y is a
pointed 2-sink, where
 XY & Z are HG-local pointed connected CW spaces −then the
path component W0 of Wf,g which contains the base point (x0, y0, j(z0)) is HG-local.
[It suffices to prove that if K is a pointed connected CW complex and L ⊂ K (L 6= K)
is a pointed connected subcomplex such that H∗(K,L;G) = 0, then any pointed con-
tinuous function φ : L → W0 admits a pointed continuous extension Φ : K → W0.
Thus write φ = (xφ, yφ, τφ) and view τφ as a pointed homotopy I(L, l0) → Z between
f ◦ xφ and g ◦ yφ (note that φ(l0) = (x0, y0, j(z0))). Fix pointed continuous functions xΦ : K → XyΦ : K → Y extending
 xφyφ and define H : i0K ∪ I(L, l0) ∪ i1K → Z accordingly
( XY are HG-local
)
. Since the inclusion i0K ∪ I(L, l0) ∪ i1K → I(K, k0) is an HG-
equivalence and Z is HG-local, H can be extended to τφ : I(K, k0) → Z. Therefore one
can take Φ = (xΦ, yΦ, τΦ).]
Application: For any HG-local pointed connected CW space X, the path component
Ω0X of ΩX which contains the constant loop is HG-local.
Notation: Given compactly generated Hausdorff spaces
 XY , put map(X,Y ) =
kC(X,Y ), where C(X,Y ) carries the compact open topology (cf. p. 1-31).
[Note: If
 (X,x0)(Y, y0) are pointed compactly generated Hausdorff spaces, then map∗(X,Y )
is the closed subpace of map(X,Y ) consisting of the base point preserving continuous func-
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tions.]
Let
 (X,x0)(Y, y0) be pointed connected CW spaces. Consider C(X,x0;Y, y0) (compact
open topology) −then the pointed homotopy type of C(X,x0;Y, y0) depends only on the
pointed homotopy types of (X,x0) and (Y, y0) (cf. p. 6-22). Therefore, when dealing with
questions involving the pointed homotopy type of C(X,x0;Y, y0), one can always assume
that (X,x0) and (Y, y0) are pointed connected CW complexes, hence are wellpointed com-
pactly generated Hausdorff spaces. Of course, the homotopy type of map∗(X,Y ) is not
necessarily that of C(X,x0;Y, y0) but the arrow map∗(X,Y ) → C(X,x0;Y, y0) is at least
a weak homotopy equivalence (cf. p. 1-31).
[Note: The evaluation mapf → f(x0) defines a CG fibration map(X,Y )→ Y whose
fiber over y0 is map∗(X,Y ).]
Observation: If πq(map∗(X,Y )) is computed on the path component containing the
constant map, then πq(map∗(X,Y )) ≈ [Σ
qX,Y ].
Examples: (1) ∀ HP -local X, πq(map∗(S
n
HP ,X)) ≈ πn+q(X) (Σ
qSnHP ≈ S
n+q
HP ); (2) ∀
HFp-local X, πq(map∗(S
n
HFp ,X)) ≈ πn+q(X) ((Σ
qSnHFp)HFp ≈ S
n+q
HFp
).
Let (X,x0) be a pointed connected CW space −then (X,x0) is nondegenerate (cf. p. 5-21), thus
satisfies Puppe’s condition (cf. §3, Proposition 20). On the other hand, the identity map kX → X is a
homotopy equivalence (cf. p. 5-22). Moreover (kX, x0) satisifes Puppe’s condition. Therefore (kX, x0) is
nondegenerate (cf. §3, Proposition 20) and the identity map kX → X is a pointed homotopy equivalence
(cf. p. 3-37).
PROPOSITION 25 Fix an abelian group G. Let
 (X,x0)(Y, y0) be pointed connected
CW spaces, f : X → Y a pointed continuous function. Assume: f is an HG-equivalence
−then for any HG-local pointed connected CW space (Z, z0) the precomposition arrow
f∗(C(Y, y0;Z, z0)→ C(X,x0;Z, z0) is a weak homotopy equivalence.
[Make the transition spelled out above and consider instead f∗ : map∗(Y,Z) →
map∗(X,Z), there being no loss of generality in supposing that f is an inclusion. Since map(Y,Z)→ Zmap(X,Z)→ Z are CG fibrations, thus are Serre, and since the diagram
map∗(Y,Z) map(Y,Z) Z
map∗(X,Z) map(X,Z) Z
commutes, it need only be shown that f∗ : map(Y,Z)→
9-40
map(X,Z) is a weak homotopy equivalence (cf. p. 4-44 ff,.). Claim: ∀ finite connected
CW pair (K,L), the diagram
L map(Y,Z)
K map(X,Z)
φ
f∗
ψ
admits a filler Φ : K → map(Y,Z)
such that Φ|L = φ and f∗ ◦ Φ = ψ. For this, convert to
K ×X ∪ L× Y K × Y
Z
i
. Because i is a cofibration (cf. §3, Proposition 7) and an
HG equivalence (Mayer-Vietoris), there exists an arrow K×Y → Z rendering the triangle
strictly commutative. Now quote the WHE criterion.]
[Note: The fact that Z is HG-local gives [Y,Z] ≈ [X,Z], i.e., π0(map∗(Y,Z)) ≈
π0(map∗(X,Z)), so f
∗ automatically induces a bijection of path components.]
Application: Fix an abelian group G. Let
 (X,x0)(Y, y0) be pointed connected CW
spaces. Assume: X is HG-acyclic and Y is HG-local −then C(X,x0;Y, y0) is homotopi-
cally trivial.
[The constant map X → x0 is an HG-equivalence.]
LEMMA Let
 XY be topological spaces, f : X → Y a continuous function.
Assume: f is a weak homotopy equivalence −then for any CW complex Z, the postcom-
position arrow f∗ : C(Z,X)→ C(Z, Y ) is a weak homotopy equivalence.
[Given a finite CW pair (K,L) convert
L C(Z,X)
K C(Z, Y )
f∗ to
L× Z X
K × Z Y
f .
This is permissible:
 L× ZK × Z are CW complexes, hence are compactly generated Haus-
dorff spaces. Accordingly, the arrows
 C(L× Z,X)→ C(L,C(Z,X))C(K × Z, Y )→ C(K,C(Z, Y )) are homeomor-
phisms (compact open topology) (Engleking†.)]
†General Topology, Heldermann Verlag (1989), 160.
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[Note: Let
 XY be compactly generated Hausdorff spaces, f : X → Y a
continuous function. Assume: f is a weak homotopy equivalence −then for any CW
complex Z, the postcomposition arrow f∗ : map(Z,X) → map(Z, Y ) is a weak ho-
motopy equivalence (same argument). When
 XY & f are pointed, consideration of
map∗(Z,X) map(Z,X) X
map∗(Z, Y ) map(Z, Y ) Y
implies that f∗ : map∗(Z,X) → map∗(Z, Y ) is a
weak homotopy equivalence (cf. p. 4-44 ff.).]
EXAMPLE Fix a prime p. Let K be a pointed connected CW complex; let X be a pointed nilpo-
tent CW complex. Assume: K is Z
[
1
p
]
-acyclic, i.e., H˜∗
(
K;Z
[
1
p
])
= 0 −then the arrow of localization
lHFp : X → XHFp induces a weak homotopy equivalence map∗(K,X)→ map∗(K,XHFp).
[Every pointed nilpotent CW complex Z which is either rational or HFp-local (q 6= p) is necessarily
HZ
[
1
p
]
-local. Therefore map∗(K,Z) is homotopically trivial. This said, work in the compactly generated
category and consider the arithmetic square
X L
XQ LQ
, where L = XHFΠ (P = Π). Since X
can be identified with the double mapping track of the pointed 2-sink XQ → LQ ← L, map∗(K,X) is
the double mapping track of the pointed 2-sink map∗(K,XQ) → map∗(K,LQ) ← map∗(K,L). Because
map∗(K,XQ) and map∗(K,LQ) are both homotopically trivial, the arrow map∗(K,X) → map∗(K,L) is a
weak homotopy equivalence (cf. p. 4-52). However, by definition, there is a weak homotopy equivalence
L→ XHFp×k
∏
q 6=p
XHFq , so from the above, the arrow map∗(K,L)→ map∗(K,XHFp )×k
∏
q 6=p
map∗(K,XHFq )
is a weak homotopy equivalence. But
∏
q 6=p
map∗(K,XHFq ) is homotopically trivial, thus the projection
map∗(K,L)→ map∗(K,XHFq ) is a weak homotopy equivalence.]
EXAMPLE Let G be a finite p-group −then BG(= K(G, 1) (cf. p. 5-71)) is Z
[
1
p
]
-acyclic
(Brown†). So, for any pointed nilpotent CW space X, [BG,X] ≈ [BG,XHFp ].
[Note: If X is a simply connected CW space and if the homotopy groups of X are finite p-groups,
then X is Z
[
1
p
]
-acyclic. Proof: ∀ n > 0, Hn(X) is a finite p-group (mod C Hurewicz), hence ∀n > 0,
Hn
(
X;Z
[
1
p
])
= Z
[
1
p
]
⊗Hn(X) = 0.]
EXAMPLE Fix a prime p. Let X be a pointed nilpotent CW complex −then the arrow of local-
†Cohomology of Groups, Springer Verlag (1982), 84.
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ization lp : X → Xp induces a weak homotopy equivalence map∗(BZ/pZ,X)→ map∗(BZ/pZ,Xp).
[The point is that XHFp can be idendified with (Xp)HFp .]
If
 AB are pointed connected CW complexes and if ρ : A → B is a pointed
continuous function, then ρ⊥ need not be the object class of a reflective subcategory
of HCONCWSP∗ (cf. p. 9-1). Of course, Z ∈ ρ
⊥ iff ρ∗ : π0(C(B, b0;Z, z0)) →
π0(C(A, a0;Z, z0)) is bijective and it is a fundamental point of principle that the class
of Z for which ρ∗ : C(B, b0;Z, z0)→ C(A, a0;Z, z0) is a weak homotopy equivalence is the
object class of a reflective subcategory of HCONCWSP∗ (cf. p. 9-49). This means that
the “orthogonal subcategory problem” in HCONCWSP∗ has a positive solution if the
notion of “orthogonality” is strengthened so as to include not just π0 but all the πn (n > 0)
as well (cf. Proposition 25 (and its proof)).
The formalities are best handled by working in CGH∗. In fact, it is actually more
convenient to work in CGH. Thus let
 AB be CW complexes, ρ : A→ B a continuous
function −then an object Z in CGH is said to be ρ-local if ρ∗ : map(B,Z)→ map(A,Z)
is a weak homotopy equivalence.
[Note: Since the diagram
map(B,Z) map(A,Z)
C(B,Z) C(A,Z)
commutes and the vertical
arrows are weak homotopy equivalences, Z is ρ-local iff ρ∗ : C(B,Z)→ C(A,Z) is a weak
homotopy equivalence.]
Notation: ρ-loc is the full subcategory of CGH whose objects are ρ-local.
[Note: If
 ρ1ρ2 are homotopic, then the same holds for
 ρ∗1ρ∗2 (cf. p. 6-22). There-
fore Z is in ρ1-loc iff Z is in ρ2-loc .]
ρ-loc is closed under the formation of products in CGH and is invariant under ho-
motopy equivalence.
LEMMA Let
 AB be pointed CW complexes, ρ : A → B a pointed continu-
ous function. Suppose that Z is a pointed compactly generated Hausdorff space −then
ρ∗ : map∗(B,Z) → map∗(A,Z) is a weak homotopy equivalence if Z is ρ-local and con-
versely if π0(Z) = ∗.
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EXAMPLE Let
 A =WB = ∗ , where W is path connected, and let ρ : W → ∗ −then the ρ-local
objects are said to beW -null. So, Z isW -null iff the arrow Z → map(W,Z) is a weak homotopy equivalence.
On the other hand, relative to some choice of a base point in W , a pointed path connected Z is W -null iff
the arrow ∗ → map∗(W,Z) is a weak homotopy equivalence or still, iff map∗(W,Z) is homotopically trivial,
i.e., iff ∀ q ≥ 0, [ΣqW,Z] = 0. Example: When W = Sn+1 (n ≥ 0), a pointed path connected Z is W -null
iff πq(Z) = 0 (q > n).
FACT Let f : X → Y be a CG fibration, where Y is path connected. Fix y0 ∈ Y and assume that
Xy0 & Y are W -null −then X is W -null.
[Observing that the arrow map(W,X) → map(W,Y ) is a CG fibration, consider the commutative
diagram
Xy0 X Y
map(W,Xy0) map(W,X) map(W,Y )
.]
[Note: By the same token X & Y W -null =⇒ Xy0 W -null .]
PROPOSITION 26 Let
 AB be CW comlexes, ρ : A→ B a continuous function.
Suppose that Z is ρ-local −then ∀ Y in CW, map(Y,Z) is ρ-local.
[The arrow map(B,map(Y,Z))→ map(A,map(Y,Z)) is a weak homotopy equivalence
iff the arrow map(B ×k Y,Z)map(A ×k Y,Z) is a weak homotopy equivalence, i.e., iff the
arrow map(Y,map(B,Z))→ map(Y,map(A,Z) is a weak homotopy equivalence.]
LEMMA Given X in CGH,
 YZ in CGH∗, map(X,map∗(Y,Z)) is homeomor-
phic to map∗(Y,map(X,Z)).
[ map(X,map∗(Y,Z)) ≈ map∗(X+,map∗(Y,Z)) ≈ map∗(X+#kY,Z) ≈ map∗(Y,
map∗(X+, Z)) ≈ map∗(Y,map(X,Z)).]
PROPOSITION 27 Let
 AB be pointed CW comlexes, ρ : A → B a pointed
continuous function. Suppose that Z is pointed and ρ-local −then ∀ Y inCW∗, map∗(Y,Z)
is ρ-local.
[The arrow map(B,map∗(Y,Z)) → map(A,map∗(Y,Z)) is a weak homotopy equiva-
lence iff the arrow map∗(Y,map(B,Z))→ map∗(Y,map(A,Z)) is a weak homotopy equiv-
alence.]
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Given a pointed compactly generated Hausdorff space X, put ΣkX = X#kS
1, ΩkX = map∗(S
1, X)
−then the assignments X → ΣkX, X → ΩkX define functors CGH∗ → CGH∗ and (Σk,Ωk) is an adjoint
pair.
EXAMPLE Let
 AB be pointed CW comlexes, ρ : A → B a pointed continuous function.
Suppose that Z is pointed and ρ-local −then ΩkZ is ρ-local. Therefore the arrow map∗(B,ΩkZ) →
map∗(A,ΩkZ) is a weak homotopy equivalence, i.e., the arrow map∗(ΣkB,Z) → map∗(ΣkA,Z) is a weak
homotopy equivalence, so Z is Σkρ-local provided that Z is path connected.
PROPOSITION 28 Let
 AB be CW comlexes, ρ : A→ B a continuous function.
Suppose that X → Z ← Y is a 2-sink of compactly generated Hausdorff spaces. Assume: XY & Z are ρ-local −then the compactly generated double mapping trackW is ρ-local.
[The vertical arrows in the commutative diagram
map(B,X) map(B,Z)
map(A,X) map(A,Z)
map(B,Y )
map(A,Y )
are weak homotopy equivalences, thus the arrow map(B,W )→ map(A,W )
is a weak homotopy equivalence (cf. p. 4-50).]
PROPOSITION 29 Let
 AB be CW comlexes, ρ : A→ B a continuous function.
Suppose that W is a retract of Z, where Z is ρ-local −then W is ρ-local.
[There is a commutative diagram
map(B,W ) map(B,Z) map(B,W )
map(A,W ) map(A,Z) map(A,W )
in which the composite of the horizontal arrows across the top and the bottom is the re-
spective identity map, i.e., the arrow map(B,W )→ map(A,W ) is is a retract of the arrow
map(B,Z)→ map(A,Z) (cf. p. 12-1). But the retract of a weak homotopy equivalence is
a weak homotopy equivalence.]
EXAMPLE If Z is ρ-local and a CW space, then any nonempty union of its path components is
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again ρ-local.
[Z is the coproduct of its path components (cf. p. 5-19).]
((A,B) Construction) Let
 AB be CW complexes, ρ : A → B a continuous
function. Because the objects in ρ-loc depend only on [ρ], there is no loss of generality in
taking ρ skeletal. The mapping cylinder Mρ of ρ is then a CW complex and it is clear that
the ρ-local spaces are the same as the i-local spaces, i : A→Mρ the embedding. One can
therefore assume that A is a subcomplex of B and ρ : A → B the inclusion (which is a
closed cofibration). Let (K,L) be (Dn,Sn−1) (n ≥ 0). Given an X in CGH, put X0 = X
and with f running over map(K ×A ∪ L×B,X0) define X1 by the pushout square∐
(K,L)
∐
f
K ×A ∪ L×B X0
∐
(K,L)
∐
f
K ×B X1
.
Since K ×A ∪ L×B → K ×B is a closed cofibration (cf. §3, Proposition 7), X0 → X1 is
a closed cofibration and X1 is in CGH (cf. p. 3-9). Proceeding, construct an expanding
transfinite sequence X = X0 ⊂ X1 ⊂ · · · ⊂ Xα ⊂ Xα+1 ⊂ · · · ⊂ Xκ of compactly generated
Hausdorff spaces by setting Xλ =
⋃
α<λ
Xα at a limit ordinal λ ≤ κ and defining Xα+1 by
the pushout square ∐
(K,L)
∐
f
K ×A ∪ L×B Xα
∐
(K,L)
∐
f
K ×B Xα+1
,
where f runs over map(K ×A ∪ L×B,Xα). Here, it is understood that each Xλ has the
final topology per the Xα → Xλ (α < λ). Transfinite induction then implies that all the Xα
(α ≤ κ) are in CGH and every embedding Xα → Xβ (α < β ≤ κ) is a closed cofibration.
As for κ, choose it to be a regular cardinal > sup
(K,L)
#(K ×A ∪ L×B) (thus κ is indepen-
dent of X). Now fix a pair (K,L). Claim: The arrow of restriction map(K × B,Xκ) →
map(K × A ∪ L × B,Xκ) is surjective. To see this, let f : K × A ∪ L × B → Xκ. Given
x ∈ K × A ∪ L × B, ∃ αx < κ: f(x) ∈ Xαx =⇒ α = sup
x
αx < κ, so f factors through
Xα, hence the claim. Consequently, ρ
∗ : map(B,Xκ) → map(A,Xκ) is a weak homotopy
equivalence (cf. p. 5-15) (the arrow map(B,Xκ)→ map(A,Xκ) is a CG fibration (cf. §4,
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Proposition 6)), i.e., Xκ is ρ-local.
Definition: Given an X in CGH, put LρX = Xκ −then this assignment defines a
functor Lρ : CGH→ CGH and there is a natural transformation id→ Lρ.
[Note: The very construction of Lρ guarantees that the embedding lρ : X → LρX is
a closed cofibration.]
Remarks: (1)
 AB &X path connected =⇒ LρX path connected; (2) X inCWSP
=⇒ LρX in CWSP.
PROPOSITION 30 Let
 AB be CW comlexes, ρ : A→ B a continuous function.
Suppose that Z is ρ-local −then ∀ X, the arrow map(LρX,Z) → map(X,Z) is a weak
homotopy equivalence.
[By definition, LρX = colim
α<κ
Xα, hence map(LρX,Z) ≈ lim
α<κ
map(Xα, Z) (homeomor-
phism of compactly generated Hausdorff spaces) (limit in CGH). On the other hand,
the arrows in the “long” tower map(X0, Z) ← map(X1, Z) ← · · · ← map(Xα, Z) ←
map(Xα+1, Z) ← · · · are CG fibrations and at a limit ordinal λ, map(Xλ, Z) ≈
lim
α<λ
map(Xα, Z), so it will be enough to prove that ∀ α, map(Xα+1, Z) → map(Xα, Z)
is a weak homotopy equivalence. But the commutative diagram
map(Xα+1, Z) map(
∐
(K,L)
∐
f
(K ×B,Z)
map(Xα, Z) map(
∐
(K,L)
∐
f
(K ×A ∪ L×B,Z)
p
is a pullback square in CGH and p is a CG fibration, thus one has only to show that p is
a weak homotopy equivalence (cf. p. 5-15). To this end, fix a pair (K,L) and consider the
triangle
map(K ×B,Z) map(K ×A ∪ L×B,Z)
map(K ×A,Z)
According to Proposition 26, the oblique arrow is a weak homotopy equivalence. In addi-
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tion, the commutative diagram
map(K ×A ∪ L×B,Z) map(L×B,Z)
map(K ×A,Z) map(L×A,Z)
is a pullback square in CGH and another appeal to Proposition 26 says that the CG
fibration map(L × B,Z) → map(L × A,Z) is a weak homotopy equivalence. Therefore
the arrow map(K ×A ∪L×B,Z)→ map(K ×A,Z) is a weak homotopy equivalence (cf.
p. 5-16). Finally, then, the arrow map(K × B,Z) → map(K × A ∪ L × B,Z) is a weak
homotopy equivalence and our assertion follows.]
Application: Suppose that Z is ρ-local −then every diagram
X Z
LρX
lρ
φ
has a
filler Φ : LρX → Z in the homotopy category: φ ≃ Φ◦ lρ. And: Φ is unique up to homotopy.
Because Lρ is a functor CGH→ CGH, given f, g ∈ map(X,Y ), there are commuta-
tive diagrams
X Y
LρX LρY
f
Lρf
,
X Y
LρX LρY
g
Lρg
. If further f ≃ g, then Lρf ≃ Lρg,
i.e., Lρ resepects the homotopy congruence.
HOMOTOPICAL ρ-LOCALIZATION THEOREM Let
 AB be CW complexes,
ρ : A → B a continuous function. Let C be either the homotopy category of compactly
generated Hausdorff spaces or the homotopy category of compactly generated CW Haus-
dorff spaces −then the full subcategory of C whose objects are ρ-local is reflective.
[Note: Analogous conclusions can be drawn in the path connected situation provided
that
 AB are themselves path connected.]
Let f ∈ map(X,Y ) −then f is said to be a ρ-equivalence if Lρf : LρX → LρY
is a homotopy equivalence. On general grounds, f is a ρ-equivalence iff ∀ ρ-local Z,
f∗ : [Y,Z] → [X,Z] is bijective. More is true: f is a ρ-equivalence iff ∀ ρ-local Z,
f∗ : map(Y,Z) → map(X,Z) is a weak homotopy equivalence. Proof: Consider the
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commutative diagram
map(LρY,Z) map(LρX,Z)
map(Y,Z) map(X,Z)
.
In the special case where ρ :W → ∗, whereW is path connected, homotopical ρ-localization is referred
to as W-nullification and one writes lW : X → LWX in place of lρ : X → LρX, the ρ-equivalences being
termed W-equivalences.
PROPOSITION 31 Let
 XY be compactly generated CW Hausdorff spaces −then
Lρ(X ×k Y ) ≈ LρX ×k LρY .
[The product LρX×kLρY is necessarily ρ-local, thus it suffices to prove that the arrow
X ×k Y → LρX ×k LρY is a ρ-equivalence. To see this, let Z be ρ-local. Thanks to Propo-
sition 26, map(LρY,Z) and map(X,Z) are ρ-local. Consider the composite map(LρX ×k
LρY,Z) → map(LρX,map(LρY,Z)) → map(X,map(LρY,Z)) → map(X×k, LρY,Z) →
map(LρY,map(X,Z))→ map(Y,map(X,Z))→ map(X ×k Y,Z).]
[Note: Lρ need not be preserve arbitrary products.]
As it stands base points play no role in the homotopical ρ-localization theorem but
they can be incorporated.
Let
 AB be CW complexes, ρ : A → B a pointed continuous function. Since
lρ : X → LρX is a closed cofibration, X wellpointed =⇒ LρX wellpointed. Accordingly,
for any ρ-local, wellpointed Z, the arrow map∗(LρX,Z) → map∗(X,Z) is a weak homo-
topy equivalence. Therefore if C is either the homotopy category of wellpointed compactly
generated Hausdorff spaces or the homotopy category of wellpointed compactly generated
CW Hausdorff spaces, then the full subcategory of C whose objects are ρ-local is reflective.
[Note: While the data is pointed, ρ-local is defined in terms of map, not map∗ (but
one can use map∗ for path connected objects (cf. p. 9-43)).]
Let
 AB be pointed connected CW complexes, ρ : A → B a pointed continuous
function −then an object Z in CONCWSP∗ is said to be ρ-local if ρ
∗ : C(B, b0;Z, z0)→
C(A, a0;Z, z0) is a weak homotopy equivalence.
LOCALIZATION THEOREM OF DROR FARJOUN The ρ-local Z constitute the
object class of a reflective subcategory of HCONCWSP∗.
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[It is a question of assigning to eachX a ρ-local object LρX and an arrow lρ : X → LρX
such that ∀ ρ-local Z, l∗ρ induces a bijection [LρX,Z]→ [X,Z]. Fix a pointed CW complex
(X,x0) and a pointed homotopy equivalence (X,x0) → (X,x0). Definition: LρX = LρX ,
lρ : X → LρX being the composite X → X → LρX.
Claim: LρX is ρ-local.
[Setting Y = LρX, by construction, the arrow map(B,Y ) → map(A,Y ) is a weak
homotopy equivalence. Therefore the arrow map∗(B,Y ) → map∗(A,Y ) is a weak homo-
topy equivalence, so inspection of
map∗(B,Y ) map∗(A,Y )
C(B, b0;Y, y0) C(A, z0;Y, y0)
shows that LρX
is ρ-local.]
Given a ρ-local Z, choose a pointed CW complex (Z, z0) and a pointed homotopy
equivalence (Z, z0)→ (Z, z0). Consideration of
C(B, b0;Z, z0) C(A, a0;Z, z0)
C(B, b0;Z, z0) C(A, a0;Z, z0)
and
map∗(B,Z) map∗(A,Z)
C(B, b0;Z, z0) C(A, z0;Z, a0)
allows one to infer that the arrow map∗(B,Z) →
map∗(A,Z) is a weak homotopy equivalence. In turn, this means that the arrow map(B,Z)→
map(A,Z) is a weak homotopy equivalence (π0(Z) = ∗). Take now any φ : X → Z and
chase the diagram
X Z Z
X
LρX
φ
to see that up to pointed homotopy, there exists a
unique Φ : LρX → Z such that φ ≃ Φ ◦ lρ.]
[Note: If
 AB are n-connected, then πq(lρ) : πq(X)→ πq(LρX) is an isomorphism
for q ≤ n (cf. p. 9-52).]
EXAMPLE Consider LSn+1 , the nullification functor corresponding to S
n+1 → ∗ (n ≥ 0) −then, in
this situation, one recovers the fact that HCONCWSP∗[n] is a reflective subcategory of HCONCWSP∗
(cf. p. 9-1), where ∀ X, LSn+1X ≈ X[n].
EXAMPLE Fix a set of prime P . Given a pointed connected CW space X, its loop space ΩX is a
pointed CW space (loop space theorem), thus the arrow
 ΩX → ΩXσ → σn (n ∈ SP ) is a pointed homotopy
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equivalence iff it is a weak homotopy equivalence. To interpret this, put ρ =
∨
n
ρn, where ρn : S
1 → S1
is a map of degree n (n ∈ SP ) −then the ρ-local objects in CONCWSP∗ are precisely the objects of
CONCWSP∗,P and the homotopical P -localization theorem is seen to be a special case of the localization
theorem of Dror Farjoun.
[Note: The full subcategory of HCONCWSP∗ whose objects are P -local in homotopy is not the
object class of a reflective subcategory of HCONCWSP∗ (cf. p. 9-2). However, the full subcategory of
HCONCWSP∗ whose objects are P -local in “higher homotopy” is the object class of a reflective sub-
category of HCONCWSP∗. Proof: Consider the pointed suspension of ρ. Therefore LΣρ induces an
isomorphism of fundamental groups and P -localizes the higher homotopy groups.]
EXAMPLE Fix an abelian group G. Choose a set of CW pairs (Ki, Li), where Ki is a pointed con-
nected CW complex and Li ⊂ Ki (Li 6= Ki) is a pointed connected subcomplex such that H∗(Ki, Li;G) = 0
subject to the restriction that the cardinality of the set of cells in Ki is ≤ #(G) if #(G) is infinite and
≤ ω if #(G) if finite, which contains up to isomorphism all such CW pairs with these properties. Let
ρ :
∨
i
Li →
∨
i
Ki −then a pointed connected CW space is HG-local iff it is ρ-local, proving once again that
HCONCWSP∗,HG is a a reflective subcategory of HCONCWSP∗.
[Note: Take G = Z and let W be the pointed mapping cone of ρ −then the nullification functor LW
assigns to each X its plus construction X+.]
EXAMPLE Fix a prime p. Let W =M(Z/pZ, 1) be the “standard” Moore space of type (Z/pZ, 1)
−then a simply connected Z is W -null iff ∀ n ≥ 2, πn(Z) is ρ-local.
EXAMPLE Fix a prime p. Let W = M
(
Z
[
1
p
]
, 1
)
be the “standard” Moore space of type(
Z
[
1
p
]
, 1
) −then a simply connected Z is W -null iff ∀ n ≥ 2, πn(Z) is p-cotorsion.
EXAMPLE Fix a prime p. Put W = BZ/pZ −then a nilpotent Z is W -null iff Zp is W -null iff
ZHFp is W -null (cf. p. 9-42). In general, a W -null Z is Wk-null, where Wk = BZ/p
kZ (1 ≤ k < ∞)
(consider the short exact sequence 0 → Z/pZ → Z/pk+1Z → Z/pkZ → 0, show that the pointed mapping
cone of BZ/pZ → BZ/pk+1Z is BZ/pkZ, and use induction (replication theorem)), hence Z is W∞-null,
where W∞ = BZ/p
∞Z.
[Note: The arrow W → ∗ is a ρ-equivalence, so every ρ-local space is W -null. Example: K(Z
[
1
p
]
, 1)
is W -null.]
LEMMA Let
 AB be pointed connected CW complexes, ρ : A→ B a pointed continuous func-
tion. Assume: π1(ρ) : π1(A)→ π1(B) is surjective −then for any ρ-local Z, its universal covering space Z˜
is ρ-local.
[Note: Therefore π1(Z) = ∗ =⇒ π1(LρZ) = ∗.]
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EXAMPLE Fix a prime p. Put W = BZ/pZ −then Z W -null =⇒ Z˜ W -null. Suppose now that
X is a simply connected CW space. Assume: The homotopy groups of XHFp are finite p-groups. Claim:
LWXHFp is contractible if (LWX)HFp is contractible. For let Z beW -null. Since XHFp is simply connected
and Z˜ isW -null, one need only show that [XHFp , Z˜] = ∗. But XHFp is Z
[
1
p
]
-acyclic (cf. p. 9-41) and Z˜HFp
isW -null (cf. supra), hence [XHFp , Z˜] ≈ [XHFp , Z˜HFp ] ≈ [X, Z˜HFp ] ≈ [LWX, Z˜HFp ] ≈ [(LWX)HFp , Z˜HFp ] ≈
[∗, Z˜HFp ] = ∗.
LEMMA Let π be a group −then for any pointed connected CW space X, the path components
of C(X, x0;K(π, 1), kπ,1) are homotopically trivial.
EXAMPLE Let
 AB be pointed connected CW complexes, ρ : A → B a pointed continuous
function −then the precomposition arrow Hom(π1(B), π)→ Hom(π1(A), π) determined by π1(ρ) is bijective
iff K(π, 1) is ρ-local.
EXAMPLE Fix a prime p. Put W = BZ/pZ −then K(π, 1) is W -null iff π has no p-torsion.
Example: Z is W -null provided that π1(Z) has no p-torsion and Z˜ is W -null.
FACT Fix a pointed connected CW complex W −then W is acyclic iff ∀ Z, lW : X → LWX is a
homology equivalence.
[Note: Assuming that W is acyclic, X is W -null iff [W,X] = 0.]
LEMMA Given ρ1 & ρ2, suppose that ρ2 is a ρ1-equivalence −then there exists a
natural transformation Lρ2 → Lρ1 in HCONCWSP∗ and the class of ρ2-equivalences is
contained in the class of ρ1-equivalences.
Let
 AB be pointed connected CW complexes, ρ : A → B a pointed continuous
function.
Application: If
 AB are n-connected, then πq(lρ) : πq(X)→ πq(LρX) is an isomor-
phism for q ≤ n.
[The class of ρn+1-equivalences, where ρn+1 : S
n+1 → ∗, is the class of maps X → Y
inducing isomorphisms in homotopy up to degree n. But ρ is a ρn+1-equivalence and
X → LρX is a ρ-equivalence.]
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FACT If W is n-connected, then πn+1(lW ) : πn+1(X)→ πn+1(LWX) is surjective.
Localization theory has been developed in extenso by Bousfield† and Dror Farjoun‡ .
While I shall not pursue these developments in detail, let us at least set up some of the
machinery without proof and see how it is used to make computations.
The simplest situation is that of W -nullification, where W is a pointed CW complex.
FIBRATION RULE Let
 XY be pointed connected CW spaces, f : X → Y a pointed contin-
uous function with π0(Ef ) = ∗. Suppose that LWEf is contractible −then f is a W -equivalence, i.e., the
arrow LW f : LWX → LWY is a pointed homotopy equivalence.
EXAMPLE Fix a prime p. Put W = BZ/pZ −then the arrow W → ∗ is a W -equivalence, thus
LWK(Z/pZ, 1) is contractible. So, ∀ k, LWK(Z/pkZ, 1) is contractible and this implies that LWK(Z/p∞Z, 1)
is contractible. Examples: (1) From the short exact sequence 0 → Z → Z
[
1
p
]
→ Z/p∞Z → 0, ∀ n ≥ 2,
LWK(Z, n) ≈ K
(
Z
[
1
p
]
, n
)
; (2) From the short exact sequence 0→ Ẑp → Q̂p → Z/p∞Z→ 0 (cf. p. 10-3),
∀ n ≥ 2, LWK(Ẑp, n) ≈ K(Q̂p, n).
[Note: LWK(π, 1) is contractible if π is a finite p-group and, when π is in addition abelian, LWK(π, n)
is contractible as can be checked by considering K(π, n− 1)→ ΘK(π, n)→ K(π,n).]
ZABRODSKY LEMMA Let
 XY & Z be wellpointed compactly generated connected CW
Hausdorff spaces, f : X → Y a pointed continuous function with π0(Ef ) = ∗. Assume: map∗(Ef : Z) and
map∗(X,Z) are homotopically trivial −then map∗(Y,Z) is homotopically trivial.
[Note: In this setting, Ef is the compactly generated mapping track. Its base point is (x0, j(y0)) and
the inclusion {(x0, j(y0))} → Ef is a closed cofibration (cf. p. 4-35).]
EXAMPLE Miller‖ has shown that if G is a locally finite group, then every pointed finite dimen-
sional connected CW complex Z is W -null, where W = BG. Using the Zabrodsky lemma, it follows by
induction that for any locally finite abelian group π, all such Z are K(π, n)-null.
[Note: A group is said to be locally finite if its finitely generated subgroups are finite. Example: Let
X be a pointed simply connected CW space with finitely generated homotopy groups −then the homotopy
groups of ElQ(lQ : X → XQ) are locally finite.]
†J. Amer. Math. Soc. 7 (1994), 831-873.
‡Cellular Spaces, Null Spaces and Homotopy Localization, Springer Verlag (1996).
‖Ann. of Math. 120 (1984), 39-87.
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EXAMPLE Suppose that G is a locally finite group with the property that #{n : Hn(G) 6= 0} < ω
−then G is acyclic.
[ΣBG has the pointed homotopy type of a pointed finite dimensional connected CW complex, so by
Miller, [ΣBG,ΣBG] = ∗. Therefore ΣBG is contractible, thus G is acyclic.]
EXAMPLE Miller (ibid.) has shown that if Z is a pointed nilpotent CW space such that
Hn(Z; Fp) = 0 for n ≫ 0, then Z is W -null, where W = BZ/pZ. Example: ∀ n > 0, Sn and Ŝnp are
W -null.
PRESERVATION RULE Let
 XY be pointed connected CW spaces, f : X → Y a pointed
continuous function with π0(Ef ) = ∗. Suppose that Y is W -null −then the arrow LWEf → ELW f is a
pointed homotopy equivalence.
[Note: The assumption that Y is W -null can be weakened to LΣWY ≈ LWY .]
EXAMPLE Let X be a pointed connected CW complex. Assume: X is finite and π2(X) is torsion
−then ∀ n ≥ 2, (LW X˜n)HFp = XHFp (X˜n as on 5-37), where W = BZ/pZ.
[Let E be the mapping fiber of the pointed Hurewicz fibration X˜n → X. According to Miller’s
theorem, X is W -null, so LWE can be identified with the mapping fiber of the arrow LW X˜n → X, hence
(LWE)HFp can be identified with the mapping fiber of the arrow (LW X˜n)HFp → XHFp . Let E be the
mapping fiber of the arrow of localization lp : E → Ep. Since π2(X) ≈ π1(E) and π2(X) is torsion, π1(E)
maps onto π1(E)p (cf. p. 8-11). Therefore E is path connected. On the other hand, the nonzero homotopy
groups of E are finite in number and each of them is a locally finite p-group. From this it follows that LWE
is contractible, thus LWE ≈ LWEp ≈ Ep. But the homotopy groups of Ep are uniquely p-divisible which
means that Ep is Fp-acyclic or still, that (Ep)HFp is contractible (cf. p. 9-35). Consequently, (LWE)HFp is
contractible and (LW X˜n)HFp ≈ XHFp .]
[Note: Here is a numerical illustration. Take X = S3 −then the fibers of the projection X˜3 →
X have the homotopy type of (Z, 2) and LWK(Z, 2) ≈ K
(
Z
[
1
p
]
, 2
)
, the mapping fiber of the arrow
LW X˜3 → X. The potentially nonzero homotopy groups of K
(
Z
[
1
p
]
, 2
)
HFp
are Ext
(
Z/p∞Z,Z
[
1
p
])
and
Hom
(
Z/p∞Z,Z
[
1
p
])
, which in fact vanish, Z
[
1
p
]
being uniquely p-divisible. Therefore (LWK(Z, 2))HFp
is contractible. Observe too that the mapping fiber of the arrow (X˜3)HFp → XHFp is a K(Ẑp, 2). Be-
cause XHFp is W -null, LWK(Ẑp, 2) ≈ K(Q̂p, 2) can be identified with the mapping fiber of the arrow
LW ((X˜3)HFp)→ XHFp .]
Given abelian groups G and A, call A G-null if Hom(G,A) = 0. Every abelian group A has a maximal
G-null quotient A//G.
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EXAMPLE Fix an abelian group G. Put W = M(G,n) (n ≥ 2) and let PG be the set of primes
p such that G is uniquely divisible by p (PG has the opposite meaning on p. 9-32). Let X be a pointed
connected CW space −then πq(LWX) ≈ πq(X) (q < n) and πn(LWX) ≈ πn(X)//G. Moreover, for q > n,
πq(LWX) ≈ ZPG ⊗ πq(X) if Q ⊗ G = 0, while if Q ⊗ G 6= 0, there is a split short exact sequence 0 →∏
p∈PG
Ext(Z/p∞Z, πq(X))→ πq(LWX)→
∏
p∈PG
Hom(Z/p∞Z, πq−1(X)) → 0.
[Z is W -null iff Hom(G, πq(Z)) = 0 = Ext(G, πq(Z)) ∀ q > n and Hom(G, πn(Z)) = 0. This
said, reduce to when X is (n − 1)-connected and show first that πn(LWX) ≈ πn(X)//G. Next set
SG =

ZPG if Q⊗G = 0⊕
p∈PG
Z/pZ if Q ⊗G 6= 0 . Since H˜∗(W ;SG) = 0, each HSG-local space is W -null, thus there
is a natural transformation LW → LHSG . Deduce from this that πq(LWX) ≈ πq(XHSG) for q > n.]
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§10. COMPLETION OF GROUPS
There are many ways to “complete” a group. While various procedures are related by
a web of interconnections, the theory is less systematic that that of §8, one reason for this
being that completion functors are generally not idempotent. Still, the material is more or
less standard, so I shall omit the details and settle for a survey of what is relevant.
Let G be a topologial group. Assume: The left and right uniform structures on G
coincide −then the completion Ĝ of G is the uniform completion of G/{e}. Therefore Ĝ is
a uniformly complete Hausdorff topological group which is universal with respect to con-
tinuous homomorphisms G → K, where K is a uniformly complete Hausdorff topological
group:
G K
Ĝ
.
[Note: The assumption is automatic if G is abelian. In this case, Ĝ is also abelian.
Example: Each prime p determines a metrizable topology on Q and a corresponding com-
pletion Q̂p, the field of p-adic numbers. It is homeomorphic to
∞∐
1
C, C the Cantor set.]
EXAMPLE Let G be a group and let {Gi} be a collection of normal subgroups of G directed by
inclusion (i.e., i ≤ j ⇔ Gj ⊂ Gi). Equip G with the structure of a topological group by stipulating that
the Gi are to be a fundamental system of neighborhoods of e, thus the underlying topology is Hausdorff iff⋂
i
Gi = {e}. Because the Gi are normal, the left and right uniform structures on G coincide. On the other
hand, the G/Gi are discrete, therefore limG/Gi is a uniformly complete Hausdorff topological group and
the canonical arrow Ĝ→ limG/Gi is an isomorphism of topological groups.
Let G be a group - then by a filtration on G we understand a sequence {Gn} of normal
subgroups of G such that ∀ n, Gn ⊃ Gn+1. The filtration is said to be exhaustive provided
that
⋃
n
Gn = G. If K is a subgroup of G, {K ∩ Gn} is a filtration on K (the induced
filtration) and if K is a normal subgroup of G, {K · Gn/K} is a filtration on G/K (the
quotient filtration).
[Note: The n run over Z but in practice it often happens that G0 = G.]
Let G be a group with filtration, i.e., a filtered group. Endow G with the structure
of a topological group in which the Gn become a fundamental system of neighborhoods
of e −then the canonical arrow Ĝ → limG/Gn is an isomorphism of topological groups
(cf. supra). More is true: Ĝn can be identified with the closure of the image of Gn in
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Ĝ and the Ĝn form a fundamental system of neighborhoods of e in Ĝ, hence are normal
open subgroups of Ĝ. The topology on Ĝ is defined by the filtration {Ĝn}. In addition:
G/Gn ≈ Ĝ/Ĝn =⇒ limG/Gn ≈ lim Ĝ/Ĝn =⇒ Ĝ ≈
̂̂
G .
[Note: If K is a subgroup of G, the induced topology on K is the topology defined by
the induced filtration and if K is a normal subgroup of G, the quotient topology on G/K
is the topology defined by the quotient filtration.]
EXAMPLE Let G be a filtered abelian group −then ∀ n, there is a short exact sequence 0 →
Gn → G → G/Gn → 0. Since lim1G = 0, it follows that there is an exact sequence 0 → limGn → G →
limG/Gn → lim1Gn → 0, hence lim1Gn ≈ Ĝ/G provided that
⋂
n
Gn = 0.
(p-Adic Completions) Fix a prime p. Given a group G, let Gp
n
(n ≥ 0) be the
subgroup of G generated by the gp
n
(g ∈ G) (take Gp
n
= G for n < 0) and set Gp
ω
=
∞⋂
1
Gp
n
−then the Gp
n
filter G, thus one can form Ĝp = limG/G
pn , the p-adic completion of
G. The assignment G → Ĝp defines a functor GR → GR and this data generates a
triple in GR. In general, Ĝp 6≈ (Ĝp )̂p but if G is nilpotent, then Ĝp is nilpotent with
nil Ĝp = nilG/G
pω and Ĝp 6≈ (Ĝp)̂p (the kernel of the projection Ĝp → G/G
pn is (Ĝp)
pn)
(Warfield†). Accordingly, p-adic completion restricts to a functor NIL→ NIL and NIL̂p,
the full subcategory of NIL whose objects are Hausdorff and complete in the p-adic topol-
ogy, is a reflective subcategory of NIL. Every object in NIL̂p in p-cotorsion.
[Note: On a subgroup of G, the induced p-adic topology need not agree with the
intrinsic p-adic topology. Moreover, the image of G in Ĝp need not be normal and (Ĝp)̂
is conceptually distinct from (Ĝp)p̂ .]
Example: Take G = Z −then Ĝp = limZ/p
nZ is Ẑp, the (ring of) p-adic integers.
[Note: Ẑp is homeomorphic to the Cantor set, hence is uncountable. A p-adic module
is a Ẑp-module. Example: Let G be an abelian group −then G is a p-adic module if G is
p-primary or p-cotorsion.]
EXAMPLE (Nilpotent Groups) Suppose that G is nilpotent −then there is a short exact
sequence 1 → Ext(Z/p∞Z, G)pω → Ext(Z/p∞Z, G) → Ĝp → 1, hence Ext(Z/p∞Z, G)̂p ≈ Ĝp. Here,
Ext(Z/p∞Z, G)p
ω
is a p-cotorsion abelian group. It is trivial if Gtor(p) has finite exponent, in particular, if
G is finitely generated or torsion free. When G is abelian, Ext(Z/p∞Z, G)p
ω
can be alternatively described
as PurExt(Z/p∞Z, G) (the subgroup of Ext(Z/p∞Z, G) which classifies the pure extensions of G by Z/p∞Z)
or as lim1Hom(Z/pnZ, G).
[Note: Proofs of the above assertions can be found in Huber-Warfield‡. They also show that if 1→
G′ → G → G′′ → 1 is a short exact sequence of nilpotent groups and if G′′tor(p) has finite exponent, then
†SLN 513 (1976), 59-60.
‡J. Algebra 74 (1982), 402-442.
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the sequence Ĝ′p → Ĝp → Ĝ′′p → 1 is short exact.]
EXAMPLE (p-Adic Integers) Ẑp is a principal ideal domain. It is the closure of Z in Q̂p
and Q ⊗ Ẑp ≈ Q̂p. Ẑp is a local ring with unique maximal ideal pẐp and Ẑp/pẐp ≈ Fp. Examples: (1)
Hom(Ẑp, Ẑp) ≈ Ẑp; (2) Hom(Z/p∞Z,Z/p∞Z) ≈ Ẑp; (3) Q̂p/Ẑp ≈ Z/p∞Z; (4) Ẑp ⊗ Ẑp ≈ Ẑp ⊕ 2ω · Q;
(5) Ẑωp ≈ (2ω· Ẑp)̂p; (6) Zω/ω · Z ≈ 2ω · Q ⊕
∏
p
Ẑ
ω
p ; (7) Ext(Z/p
∞Z, ω · Z) ≈ (ω · Z)̂p; (8) Ext(Ẑp,Z) ≈
Z/p∞Z⊕Q2ω .
EXAMPLE The commutative diagram
Zp Ẑp
Q Q̂p
is simultaneously a pullback and a
pushout in AB.
FACT The p-adic completion functor on AB is not right exact. Its 0th left derived functor is
Ext(Z/p∞Z,−) and its 1st left derived functor is Hom(Z/p∞Z,−).
(Fp-Completions) Fix a prime p. Given a group G, let G = Γ
0
p(G) ⊃ Γ
1
p(G)
⊃ · · · be its descending p-central series, so Γi+1p (G) is the subgroup of G generated by
[G,Γip(G)] and the g
p (g ∈ Γip(G)). Note that Γ
i
p(G)/Γ
i+1
p (G) is central in G/Γ
i+1
p (G) and
Γip(G)/Γ
i+1
p (G) is an Fp-module. Moreover, H1(G;Fp) ≈ Fp⊗ (G/[G,G]) ≈ G/Γ
1
p(G). Def-
inition: FpG = limG/Γ
i
p(G) is the Fp-completion of G. The assignment G→ FpG defines
a functor GR → GR and this data generates a triple in GR. In general, FpG 6≈ FpFpG
but Bousfield† has shown that if H1(G;Fp) is a finitely generated Fp-module, then FpG ≈
FpFpG. Therefore Fp-completion is idemptotent on the class of fintely generated groups or
the class of perfect groups.
LEMMA A group G has a finite central series whose factors are elementary abelian p-groups iff
∃ i: Γip(G) = {1} or still, iff G is nilpotent and ∃ n: Gp
n
= {1}.
EXAMPLE (Nilpotent Groups) For any group G, Gp
i ⊂ Γip(G) ∀ i, thus there is an arrow
Ĝp → FpG. If in addition G is nilpotent, then ∀ n, G/Gpn is nilpotent and (G/Gpn)pn = {1}, hence by
the lemma ∃ i: Γip(G/Gp
n
) = {1} =⇒ Γip(G) ⊂ Gp
n
=⇒ Ĝp ≈ FpG. Corollary: G nilpotent =⇒
FpG ≈ FpFpG.
Recall that if 1 → G′ → G → G′′ → 1 is a central extension of groups with G′ an Fp-module and
G′′ HFp-local, then G is HFp-local (cf. p. 8-33). Consequently, given any G, it follows by induction
†Memoirs Amer. Math. Soc. 186 (1977), 1-68.
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that ∀ i, G/Γip(G) is HFp-local which means that FpG is HFp-local as well (for, being reflective in GR,
GRHFp is limit closed). Accordingly, there is a commutative triangle
G FpG
GHFp
and the arrow
GHFp → FpG is an isomorphism iff G → FpG is an HFp-homomorphism. Example: Suppose that G is a
nilpotent group for whichGtor(p) has finite exponent−thenGHFp ≈ FpG. Proof: GHFp ≈ Ext(Z/p∞Z, G) ≈
Ĝp ≈ FpG.
EXAMPLE Take G =
∞⊕
1
Z/pnZ −then the arrow GHFp → FpG is not an isomorphism.
[Show that the induced map H2(G;Fp) → H2(FpG;Fp) is not surjective, hence that G→ FpG is not
an HFp-isomorphism.]
FACT Let f : G → K be an HFp-homomorphism −then ∀ i ≥ 0, the induced map G/Γip(G) →
K/Γip(K) is an isomorphism.
[Note: Compare this result with Proposition 18 in §8.]
Fix a set of primes P . Given a group G, its P -completion PG is lim(G/Γi(G))P . The assignment
G → PG defines a functor GR → GR and this data generates a triple in GR. In general, PG 6≈ PPG
but Bousfield† has shown that if H1(G;Zp) is a finitely generated Zp-module, then PG ≈ PPG. Therefore
P -completion is idempotent on the class of fintely generated groups or the class of perfect groups.
[Note: It is clear that PG ≈ PPG if G is nilpotent.]
P -completion is related to HP -localization in the same way that Fp-completion is related to HFp-
localization. In fact, since G/Γi(G) is nilpotent, (G/Γi(G))P ≈ (G/Γi(G))HP (cf. p. 8-28) =⇒ PG
is HP -local. Thus there is a commuative diagram
G PG
GHP
and the arrow GHP → PG is an
isomorphism iff G→ PG is an HP -homomorphism.
EXAMPLE Let π be the fundamental group of the Klein bottle −then the arrow πHP → Pπ is
not an isomorphism if 2 ∈ P .
[By definition, π → πHP is an HP -homomorphism, so H2(πHP ;Q) = 0. On the other hand, there is a
short exact sequence 1→ ZP ⊕ Ẑ2 → Pπ → Z/2Z→ 1 and, from the LHS spectral sequence, H2(Pπ;Q) ≈
H2(Ẑ2;Q) ≈
2∧
Q
(Ẑ2 ⊗Q), which is uncountable.]
Notation: Given a category C, TRIC is the metacategory whose objects are the triples in C and
IDTRIC is the full submetacategory of TRIC whose objects are the idempotent triples in C.
†Memoirs Amer. Math. Soc. 186 (1977), 1-68.
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[Note: Recall that a morphism of triples is a morphism is the metacategoryMON[C,C] (cf. p. 0-29).]
THEOREM OF FAKIR† Let C be a category. Assume: C is complete and wellpowered −then
IDTRIC is a monocoreflective submetacategory of TRIC.
[Note: The coreflector sends T = (T,m, ǫ) to its idempotent modification T∞ = (T∞,m∞, ǫ∞). In
addition: (1) ∀ T, T and T∞ have the same equivalences, i.e., a morphism is rendered invertible by T iff
it is rendered invertible by T∞; (2) ∀ T, ǫ∞T : T → T∞ ◦ T is a natural isomorphism.]
Let us take C = GR and apply this result to the triple determined by P -completion. Thus, in ob-
vious notation P∞G is the idempotent modification of PG, so P∞G embeds in PG while PG ≈ PP∞G
(by (1)) & PG ≈ P∞PG (by (2)). Of course, those G for which the arrow G → P∞G is an isomorphism
constitute the object class of a reflective subcategory of GR. Moreover, P∞G is HP -local, hence there is
a commutative diagram
G
GP GHP P
∞G
. When restricted to NIL, LP , LHP , and P
∞
are naturally isomorphic but on GR, these functors are distinct (see below).
FACT The arrow PG → PPG is surjective iff the induced map H1(G;ZP ) → H1(PG : ZP ) is
surjective.
Claim: ∀ G, PG embeds in PPG.
[For P∞G embeds in PG =⇒ P∞G embeds in PPG, i.e., PG embeds in PPG.]
Therefore PG ≈ PPG iff the induced map H1(G;ZP ) → H1(PG : ZP ) is surjective. This can be
rephrased: PG ≈ PPG iff the arrow GHP → PG is surjective. Proof: Since GHP and PG are HP -local, the
arrow GHP → PG is surjective iff the induced map H1(GHP ;ZP )→ H1(PG : ZP ) is surjective (cf. p. 8-29).
EXAMPLE Let π be the fundamental group of the Klein bottle −then π is finitely generated,
hence Pπ ≈ PPπ and the arrow πHP → Pπ is surjective but, as seen above, it is not an isomorphism if
2 ∈ P .
FACT Let f : G → K be a homomorphism of groups −then the following conditions are equiva-
lent: (1) P∞f : P∞G→ P∞K is an isomorphism; (2) Pf : PG→ PK is an isomorphism; (3) f ⊥ PX for
every group X; (4) f∗ : (G/Γ
i(G))P → (K/Γi(K))P is an isomorphism ∀ i.
Application: ∀ G, H1(G;ZP ) ≈ H1(P∞G;ZP ).
†C. R. Acad. Sci. Paris 270 (1970), 99-101.
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Thus, as a consequence, ∀ G, the induced map H1(GHP ;ZP ) → H1(P∞G;ZP ) is an isomorphism
which means that the arrow GHP → P∞G is surjective (cf. p. 8-29). Corollary: The range of the arrow
GHP → PG is P∞G.
[Note: Accordingly, P∞G ≈ PG⇔ PG ≈ PPG⇔ H1(G;ZP ) ≈ H1(PG;ZP ).]
EXAMPLE Let π be the fundamental group of the Klein bottle −then for any P , πP is countable
(cf. p. 9-24). If now 2 ∈ P , then P∞π ≈ Pπ is uncountable, so πP 6≈ πHP . On the other hand, πHP 6≈ P∞π.
FACT Suppose that G is a free group −then the arrow of localization lP : G→ GP is one-to-one.
[Since G is free, the quotients G/Γi(G) are torsion free nilpotent groups and the intersection
⋂
i
Γi(G)
is trivial.]
(I-Adic Completions) Let A be a ring with unit, I ⊂ A a two sided ideal. Put
An = I
n (n ≥ 0), An = A (n < 0) −then {An} is an exhaustive filtration on A, the asso-
ciated topology being the I-adic topology. A is a topological ring in the I-adic topology.
Moreover, Â is a topological ring but in general, (Î)n 6= În and the Î-adic topology on Â
need not agree with the filtration topology.
[Note: Given a left A-module M , put Mn = I
n ·M (n ≥ 0), Mn =M (n < 0) −then
{Mn} is an exhaustive filtration on M , the associated topology being the I-adic topology.
M is a topological left A-module in the I-adic topology. Moreover, M̂ is a topological
left Â-module and M̂n = Î
n · M̂ = În · imM ∀ n provided that M is finitely generated
(in which case M̂ is finitely generated). Example: Take A commutative and I finitely
generated: În = In · Â =⇒ Î = I · Â =⇒ (Î)n = In · Â = În, so, in this situation, the
Î-adic topology on Â agrees with the filtration topology.]
Let A be a left Noetherian ring with unit, I ⊂ A a two sided ideal −then I is said to have the
left Artin-Reese property if for every finitely generated left A-moduleM and every left submodule N ⊂M ,
the I-adic topology on N is the restriction of the I-adic topology toM . Example: I has the left Artin-Reese
property if ∀ M , N , ∃ i: Ii ·M ∩N ⊂ I ·N .
[Note: The theory has been surveyed by Smith†.]
EXAMPLE Fix a group G. Definition: G is said to have the Artin-Reese property if Z[G] is
noetherian and I [G] has the Artin-Reese property. Here, it is not necessary to distinguish between “left”
and “right”. Example: Every finitely generated nilpotent group G has the Artin-Reese property.
†SLN 924 (1982), 197-240.
10-6
Let A be a ring with unit, I ⊂ A a two sided ideal −then there is a homomorphism of rings A → Â,
hence Â can be viewed as an A-bimodule. Given a left A-module M , its formal completion is the left
Â-module obtained from M by extension of scalars, i.e., the tensor product Â⊗A M .
[Note: A homomorphism f : M −→ N of left A-modules leads to a commutative diagram
Â⊗A M Â⊗A N
M̂ N̂
f̂
of left Â-modules.]
Assume again that A is left noetherian and I has the left Artin-Reese property −then, like in the
commutative case, the functor M → M̂ is exact on the category of finitely generated left A-modules and
for all such M , the arrow Â⊗A M → M̂ is bijective. Moreover, Â, as a right A-module, is flat.
FACT Suppose that A is left and right noetherian and I has the left and right Artin-Reese prop-
erty. Let M be a left A-module −then TorA∗ (A/I,M) ≈ TorA∗ (A/I, Â⊗A M).
EXAMPLE Fix a group G with the Artin-Reese property. Let M be a finitely generated G-
module −then H∗(G;M) ≈ H∗(G; M̂). Consequently, a homomorphism f : M → N of finitely generated
G-modules is an HZ-homomorphism iff f̂ : M̂ → N̂ is an isomorphism.
FACT Suppose that G is a finitely generated nilpotent group. Let M be a finitely generated
G-module −then M̂ is HZ-local and the arrow of completion M → M̂ is an HZ-homomorphism, thus
MHZ ≈ M̂ .
EXAMPLE Take G = Z/2Z and for any abelian group M , let G operate on M by “negation”.
In this situation, MHZ ≈ Ext(Z/2∞Z,M) and there is a short exact sequence 0→ lim1 Hom(Z/2nZ,M)→
Ext(Z/2∞Z,M) → M̂ → 0 (cf. p. 8-36). And: The epimorphism Ext(Z/2∞Z,M) → M̂ has a nonzero
kernel if M =
∞⊕
1
Z/2nZ.
A Hausdorff topological group G is said to be profinite if it is compact and totally
disconnected or, equivalently, that G ≈ limGi, where i runs over a directed set and ∀ i, Gi
is a finte group (discrete topology).
[Note: If G is profinte, then G ≈ limG/U , U open and normal.]
EXAMPLE Let G be a Hausdorff topological group. Assume: G is compact and torsion −then
G is profinite.
EXAMPLE Let G be an abelian group −then G is algebraically isomorphic to a profinite abelian
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group iff G is algebraically isomorphic to a product
∏
p
[
Ẑ
κp
p ×
∏
i∈Ip
Z/pniZ
]
. Here, κp is a cardinal number
(possibly zero), Ip is an index set (possibly empty), and ni is a positive integer.
EXAMPLE Let k be a field, K a Galois extension of k. Put G = Gal(K/k) −then G is a profinite
group. In fact, G ≈ limGi, where Gi = Gal(Ki/k), Ki a finite Galois extension of k.
[Note: The quotient G/[G,G] can be identified with Gal(kab/k), kab the maximal abelian extension
of k in K.]
Given a group G, the profinite completion proG of G is limG/U , the limit being taken
over the normal subgroups of finite index in G. The assignment G→ proG defines a func-
tor GR→ GR and this data generates a triple in GR which, however, is not idempotent.
Example: Take G = Z −then proZ = limZ/nZ is Ẑ, the (ring of) Π-adic integers .
EXAMPLE Every residually finite group embeds in its profinite completion. This said, Evans†
has shown that for each prime p, there exists a countable, torsion free, residually finite group G such that
proG contains an element of order p.
EXAMPLE Let k = Fp −then Gal(k¯/k) ≈ Ẑ. Moreover, the infinite cyclic group generated by
the Frobenius is dense in Gal(k¯/k).
EXAMPLE It follows from the positive solution to the congruence subgroup problem for SL(n,Z)
(n > 2) that proSL(n,Z) ≈
∏
p
SL(n, Ẑp).
EXAMPLE Define a homomorphism χ : Ẑ→ Aut Ẑ by χ(n̂) = id
Ẑ
if n̂ ∈ 2Ẑ and χ(n̂) = −id
Ẑ
if
n̂ /∈ 2Ẑ. −then the semidirect product Ẑ ⋊χ Ẑ is isomorphic to proπ, π the fundamental group of the Klein
bottle.
EXAMPLE Let G be a finitely generated nilpotent group −then proG is nilpotent and nilG =
nil proG. Proof: G is residually finite (cf. p. 8-14), hence embeds in proG.
[Note: Blackburns’s‡ theorem says that two elements of G are conjugate iff their images in every
finite quotient of G are conjugate, i.e., two elements of G are conjugate iff they are conjugate in proG.]
EXAMPLE If 1 → G′ → G → G′′ → 1 is a short exact sequence, then 1 → proG′ → proG →
proG′′ → 1 need not be short exact even when the data is abelian (e.g., pro turns 0→ Z→ Q→ Q/Z→ 0
†J. Pure Appl. Algebra 65 (1990), 101-104.
‡Proc. Amer. Math. Soc. 16 (1965), 143-148.
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into 0 → Ẑ → 0 → 0 → 0). However, there are positive results. For instance Schneebeli† has shown that
pro preserves short exact sequences in the class of polycyclic groups, thus in the class of finitely generated
nilpotent groups.
FACT Suppose that G is a finitely generated nilpotent group −then ∀ i ≥ 0, proΓi(G) ≈ Γi(proG).
FACT Suppose that G is a finitely generated nilpotent group −then every normal subgroup of
proG of finite index is open.
[Note: This can fail if G is not finitely generated (consider a discontinuous homomorphism (Z/pZ)ω →
Z/pZ).]
A group G is said to have property S if for any proG-module M which is finite as an abelian group,
Hn(proG;M) ≈ Hn(G;M) ∀ n. Example: Every cyclic group has property S.
FACT Suppose that G a finitely generated nilpotent group −then G has property S.
[Consider first the case of a central extension 1→ K → G→ G/K → 1, where K is cyclic and assume
that the assertion holds for G/K. Claim: The assertion hold for G. Indeed, since G is a finitely generated
nilpotent group, the sequence 1 → proK → proG → proG/K → 1 is exact (cf. supra), so there is a
morphism of LHS spectral sequences
Hp(proG/K;Hq(proK;M)) =⇒ Hp+q(proG;M)
Hp(G/K;Hq(K;M)) =⇒ Hp+q(G;M)
which is an isomorphism on the Ep,q2 . In general, one can find a central series G = G
0 ⊃ · · · ⊃ Gn = {1},
where ∀ i, Gi is normal in G and Gi/Gi+1 is cyclic. Proceed from here inductively to see that the G/Gi
have property S.]
Although profinite completion is not an idempotent functor on GR, it is idempotent
on TOPGR, the category of topological groups. Thus let G be a topological group −then
its continuous profinite completion procG is limG/U , the limit being taken over the open
normal subgroups of finite index in G. With this understanding, procG ≈ proc procG.
[Note: Given a group G, proG ≈ proproG iff every normal subgroup of proG
of finite index is open. Corollary: proG ≈ proproG iff every homomorphism G → F ,
where F is finite, can be extended uniquely to a homomorphism proG → F (in general,
Homc(proG,F ) ≈ Hom(G,F ), the subscript standing for “continuous”. Example: pro is
idemptotent on the class of finitely generated nilpotent groups.]
†Arch. Math. 31 (1978), 244-253.
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FACT Let f : G → K be a homomorphism of groups −then pro f : proG → proK is an isomor-
phism of topological groups iff ∀ finite group F , Hom(K,F ) ≈ Hom(G,F ).
[Note: pro is not a conservative functor (Platonov-Tavgen†).]
Let G be a profinite group −then G is said to be p-profinite if G is p-local. In this
connection, recall that a finite group is a p-group iff it is p-local (cf. p. 8-11). Upon
representing G as limGi (cf. p. 10-7), it follows that G is p-profinite iff ∀ i, Gi is p-local.
[Note: Let G be a finite group −then G is p-local iff ∀ q 6= p, the arrow g → gq is
surjective.]
EXAMPLE (p-Adic Units) Put Ûp = lim(Z/pnZ)× −then Ûp is p-profinite. It is the group
of units in Ẑp. Using the ”exp-log” correspondence, one shows that Ûp ≈ Z/(p− 1)Z⊕ Ẑp if p is odd, while
Û2 ≈ Z/2Z⊕ Ẑ2.
EXAMPLE Let Qcy be the field generated over Q by the roots of unity in Q. For each prime p,
choose ωn subject to ω
pn
n = 1 & ω
pn
n+1 = ωn (n ≥ 1). Let Kp be the field generated over Q by the roots of
unity in Q whose order is a power of p −then Kp =
⋃
n
Q(ωn) =⇒ Gal(Kp/Q) ≈ limGal(Q(ωn)/Q). But
Gal(Q(ωn)/Q) ≈ (Z/pnZ)× =⇒ Gal(Kp/Q) ≈ Ûp =⇒ Gal(Qcy/Q) ≈
∏
p
Ûp ≈ Ẑ×.
[Note: It follows from global class field theory thatQcy is the maximal abelian extension Qab of Q inQ.]
EXAMPLE Suppose that G is p-profinite. Assume: G is torsion −then Zelmanov‡ has shown
that G is locally finite.
Platonov had conjectured that every Hausdorff topological group which is compact and torsion is
locally finite (such a group is necessarily profinite (cf. p. 10-7)). Wilson‖ reduced this to the p-profinite
case which was then disposed of by Zelmanov.
Given a group G, the p-profinite completion prop G of G is limG/U , the limit being
taken over the normal subgroups of finite index in G subject to [G : U ] ∈ {pn}. The
assignment G → prop G defines a functor GR → GR and this data generates a triple in
GR which, however, is not idempotent.
†K-Theory 4 (1990), 89-101.
‡Israel J. Math. 77 (1992), 83-95.
‖Monatsh. Math. 96 (1983), 57-66.
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[Note: Since prop G is p-local, there is a commutative triangle
G prop G
Gp
and a natural transformation Lp → prop .]
Example: Take G = Z −then prop Z = limZ/p
nZ is Ẑp, the (ring of) p-adic integers.
EXAMPLE Define a homomorphism χ : Ẑ2 → Aut Ẑ2 by χ(n̂) = idẐ2 if n̂ ∈ 2Ẑ2 and χ(n̂) =
−id
Ẑ2
if n̂ /∈ 2Ẑ2 −then the semidirect product Ẑ2 ⋊χ Ẑ2 is isomorphic to pro2π, π the fundamental group
of the Klein bottle.
[Note: For p odd, propπ ≈ Ẑp. Therefore a nonabelian group can have an abelian p-profinite com-
pletion.]
LEMMA Suppose tht G/Γ1p(G) is finite −then ∀ i > 1, G/Γip(G) is a finite p-group.
Application: dimH1(G;Fp) < ω =⇒ pro pG ≈ FpG.
EXAMPLE Let F be a free group on n > 1 generators −then prop F ≈ FpF and Bousfield† has
shown that H1(prop F ;Fp) ≈ n · Fp but for some q > 1, Hq(prop F ;Fp) is uncountable.
[Note: If F k is the subgroup of F generated by the kth powers, it follows from the negative solution
to the Burnside problem that F/F k is infinite provided that k ≫ 0 (Ivanov‡). This circumstance makes it
difficult to compare F̂p and prop F .]
EXAMPLE For any G there is an arrow Ĝp → prop G. It is an isomorphism if G is finitely
generated and nilpotent but not in general (consider ω · (Z/pZ)).
FACT Suppose that G is a finitely generated nilpotent group −then the arrow proG→
∏
p
prop G
is an isomorphism.
[Note: This can fail if G is not nilpotent (Consider S3).]
FACT Suppose that G is a finitely generated nilpotent group. Let K be a subgroup of G −then
the p-profinite topology on K is the restriction of the p-profinite topology on G.
†Trans. Amer. Math. Soc. 331 (1992), 335-359.
‡Bull. Amer. Math. Soc. 27 (1992), 257-260.
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§11. HOMOTOPICAL COMPLETION
In homotopy theory, completion appeared on the scene before localization and, to a
certain extent, has been superceded by it. Because of this, a semiproofless account will
suffice.
One approach to completing a space at a prime p is due to Bousfield-Kan†. It is the
analog of the Fp-completion process for groups. Thus there is a functor X → FpX on
HCONCWSP∗ called Fp-completion which is part of a triple. It is not idempotent but
FpX is HFp-local so there is a triangle
X FpX
XHFp
, commutative up to pointed
homotopy. Definition: X is said to be Fp-good provided that the arrow XHFp → FpX is a
pointed homotopy equivalence; otherwise, X is said to be Fp-bad. For X to be Fp-good, it
is necessary and sufficient that the arrow FpX → FpFpX be a pointed homotopy equiva-
lence. Therefore Fp-completion is idempotent on the class of Fp-good spaces.
[Note: X is Fp-good iff the arrow X → FpX is an HFp-equivalence.]
Examples: (1) Let X be a pointed connected CW space −then X is Fp-good if (i) X
is nilpotent or (ii) π1(X) is finite or (iii) H1(X;Fp) is trivial; (2) Let F be a free group
−then FpK(F, 1) ≈ K(FpF, 1) but K(F, 1) is Fp-bad if F is free on two generators, i.e.,
S1 ∨ S1 is Fp-bad (Bousfield
‡).
As a heuristic guide, HFp-localization can be thought of as the “idempotent modification” of Fp-
completion. Reason: f : X → Y is an HFp-equivalence iff Fpf : FpX → FpY is a pointed homotopy
equivalence, thus HFp-localization and Fp-completion have the same equivalences (cf. §9, Proposition 21).
[Note: In a sense that can be made precise, the Fp-completion of a space is but an initial step along
the transfinite road to its HFp-localization (Dror-Dwyer
‖).]
FIBER THEOREM Let
 XY be pointed connected CW spaces, f : X → Y a pointed contin-
uous function with π0(Ef ) = ∗. Assume: The action of π1(Y ) on the Hn(Ef ;Fp) is nilpotent ∀ n −then
FpEf can be identified with the mapping fiber of the arrow FpX → FpY .
[Note: The action of π1(FpY ) on the Hn(FpEf ;Fp) is nilpotent ∀ n if Ef is Fp-good, thus if Ef and
†SLN 304 (1972); see also Iwase, Trans. Amer. Math. Soc. 320 (1990), 77-90.
‡Trans. Amer. Math. Soc. 331 (1992), 335-359.
‖Comment. Math. Helv. 52 (1977), 185-201; see also Israel J. Math. 29 (1978), 141-154.
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Y are both Fp-good, then so is X.]
EXAMPLE Suppose that X is a pointed connected CW space with the property that π1(X)
operates nilpotently on the Hn(X˜;Fp) ∀ n −then X is Fp-good if in addition π1(X) is nilpotent.
Fp WHITEHEAD THEOREM Let
 XY be pointed connected CW spaces, f : X → Y a
pointed continuous function. Assume: f∗ : Hq(X;Fp)→ Hq(Y ;Fp) is bijective for 1 ≤ q < n and surjective
for q = n −then Fpf is an n-equivalence.
[Note: To explain the difference in formulation between the Fp Whitehead theorem and the HFp
Whitehead theorem (cf. p. 9-35), one has only to recall that the arrows
 X → XHFpY → YHFp are HFp-
equivalences.]
Application: X n-connected =⇒ FpX n-connected.
EXAMPLE Define functors Lpn : GR → GR by writing LpnG = πn+1(FpK(G, 1)) (n ≥ 0).
So, e.g., for any pointed connected CW space X, π1(FpX) ≈ Lp0π1(X) (Fp Whitehead theorem). Since
FpK(G, 1) is HFp-local, L
p
nG is abelian p-cotorsion (n ≥ 1). Examples: (1) If G is free, then Lp0G ≈ FpG
and LpnG = 0 (n ≥ 1); (2) If G is nilpotent, then Lp0G ≈ Ext(Z/p∞Z, G), Lp1G ≈ Hom(Z/p∞Z, G), and
LpnG = 0 (n ≥ 2); (3) If G is finite, then LpnG is a finite p-group which is trivial when p and #(G) are
relatively prime.
[Note: ∀ G, there is a surjection Lp0G → FpG (Bousfield†) which is a bijection whenever H1(G;Fp)
and H2(G; Fp) are finite dimensional, e.g., if G is finitely presented (Brown
‡).]
EXAMPLE Let A be a ring with unit −then the arrow BGL(A) → BGL(A)+ is a homology
equivalence, hence it is an HFp-equivalence. Therefore L
p
nGL(A) ≈ πn+1(FpBGL(A)+), so if the Kn(A)
are finitely generated, LpnGL(A) ≈ Ẑp ⊗Kn+1(A) (cf. p. 9-37).
Here is a final point. Fix a set of primes P −then Bousfield-Kan (ibid.) have shown that the P -
completion process for groups can be imitated in the homotopy category, i.e., there is a functor X → PX
on HCONCWSP∗ called P -completion which is part of a triple. Its formal properties are identical to
those of the Fp-completion and its “idempotent modification” is HP -localization. Example: P
2(R) is P -bad
if 2 ∈ P but P 2(R) is Fp-good ∀ p (since π1(P2(R)) ≈ Z/2Z is finite).
†Memoirs Amer. Math. Soc. 186 (1977), 1-68 (cf. 66).
‡Cohomology of Groups, Springer Verlag (1982), 197-198.
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Another approach to completing a space at a prime p is due to Sullivan†. In this
context, there is also an analog of the profinite completion process for groups and we shall
consider it first.
Notation: F∗ is the full subcategory of CONCW∗ whose objects are the pointed con-
nected CW complexes with finite homotopy groups and HF∗ is the associated homotopy
cateogory.
[Note: Any skeleton HF∗ of HF∗ is small.]
LEMMA For every pointed connected CW complex X, the category X\HF∗ is
cofiltered.
[This is because HF∗ has finite products and weak pullbacks.]
[Note: The objects of X\HF∗ are the pointed homotopy classes of maps X → K and
the morphisms (X → K) → (X → L) are the pointed homotopy commutative triangles
X
K L
.]
In what follows, lim
X
stands for a limit calculated over X\HF∗.
PROPOSITION 1 For every pointed connected CW complex X, the cofunctor FX :
HCONCW∗ → SET defined by FXY = lim
X
[Y,K] is representable.
[It is a question of applying the Brown representability theorem. That
FX satisfies the wedge condition is automatic. Turning to the Mayer-Vietoris condi-
tion, if Yk is a pointed finite connected subcomplex of Y , then [Yk,K] is finite (cf. p.
5-48). Give it the discrete topology and form lim[Yk,K], a nonempty compact Hausdorff
space. Since [Y,K] ≈ lim[Yk,K] (cf. p. 5-87), it follows that there is a factorization
HCONCW∗ CPTHAUS
SET
FX
U , where U is the forgetful functor. The verfication
that FX satisfies the Mayer-Vietoris condition is now straightforward.]
The profinite completion of X, denoted proX, is an object that represents FX . There
is a natural transformation [−,X] −→ [−,proX] and an arrow proX : X −→ proX
(Yoneda).
[Note: Profinite completion generates a triple in HCONCW∗ or (HCONCWSP∗)
†Ann. of Math. 100 (1974), 1-79.
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which, however, is not idempotent.]
EXAMPLE Let G be a topological group. Assume: G is Lie and #(π0(G)) < ω −then B∞G is
metrizable (cf. p. 4-68) (B∞G is even an ANR (cf. p. 6-44)), in particular, B
∞
G is a compactly generated
Hausdorff space. And: For every pointed finite dimensional connected CW complex X, map∗(B
∞
G ,proX)
is homotopically trivial (Friedlander-Mislin†).
[Note: Taking G = S1, the Zabrodsky lemma and induction imply that ∀ n ≥ 2, map∗(K(Z, n),proX)
is homotopically trivial.]
FACT Let X be a pointed connected CW complex −then for any CW complex Y , the arrow
[Y,proX]→ lim
X
[Y,K] is bijective.
[Note: In this context, the bracket refers to homotopy classes of maps, not to pointed homotopy
classes of pointed maps.]
The homotopy groups of proX are profinite: Proof: πn(proX) ≈ [S
n,proX] ≈
lim
X
[Sn,K] and the [Sn,K] are finite.
[Note: It follows that ∀ n, there is a commutative triangle
πn(X)
proπn(X) πn(proX)
.]
PROPOSITION 2 Let X be a pointed connected CW complex −then π1(proX) ≈
proπ1(X).
[The full subcategory of X\HF∗ consisting of those objects X → K such that the
induced map π1(X) → π1(K) is surjective is an initial subcategory. To see this, let
K˜ → K be the covering of K corresponding to im π1(X), and consider
K˜
X K
.
On the other hand, for any normal subgroup G of π1(X) of finite index, there is an arrow
X → K(π1(X)/G, 1).]
EXAMPLE The arrow proπn(X) → πn(proX) is not necessarily bijective when n > 1. Thus
take X = S1 ∨ ΣP2(R) −then π1(X) ≈ Z, π2(X) ≈ ω · (Z/2Z) and π1(proX) ≈ Ẑ, π2(proX) ≈ (Z/2Z)ω
†Invent. Math. 83 (1986), 425-436.
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but proπ2(X) ≈ Hom((Z/2Z)ω,Z/2Z).
LEMMA Suppose that G is a finitely generated abelian group −then proK(G,n) ≈
K(proG,n).
EXAMPLE proK(Z, n) ≈ K(Ẑ, n) but proK(Q/Z, n) ≈ K(Ẑ, n+ 1).
EXAMPLE Consider K(Z, 2;χ), where χ : Z/2Z → AutZ is the nontrivial homomorphism
(so K(Z, 2;χ) ≈ BO(2) (cf. p. 5-31) −then χ extends to a homomorphism χ̂ : Z/2Z → Aut Ẑ and
proK(Z, 2;χ) ≈ K(Ẑ, 2; χ̂).
FACT Let X be a pointed connected CW complex −then ∀ q, Hq(X; Ẑ) ≈ limnHq(X;Z/nZ).
[Hq(X; Ẑ) ≈ [X,K(Ẑ, q)] ≈ [X,proK(Z, q)] ≈ limn[X,K(Z/nZ, q)] ≈ limnHq(X;Z/nZ).]
FACT Let X be a pointed connected CW complex −then ∀ q, Hq(X; Ẑ) ≈ limHq(Xk; Ẑ), where
Xk runs over the pointed finite connected subcomplexes of X.
[Hq(X;Z/nZ) ≈ [X,K(Z/nZ, q)] ≈ lim[Xk,K(Z/nZ, q)] ≈ limHq(Xk;Z/nZ) (cf. p. 5-87) =⇒
Hq(X; Ẑ) ≈ limnHq(X;Z/nZ) ≈ limn limHq(Xk;Z/nZ) ≈ lim limnHq(Xk;Z/nZ) ≈ limHq(Xk; Ẑ).]
In general, it is difficult to relate the higher homotopy groups of proX to those of X
itself except under the most favorable conditions.
PROPOSITION 3 Let X be a pointed nilpotent CW space with finitely generated
homotopy groups −then ∀ n, πn(proX) ≈ proπn(X).
[Note: Recall that a particular choice for the abelian groups figuring in a princi-
pal refinement of order n of X[n] → X[n − 1] are the Γiχn(πn(X))/Γ
i+1
χn (πn(X)) (cf. p.
5-59). Since that πn are finitely generated, there is a unique continuous nilpotent action of
proπ1(X) on proπn(X) compatible with the action of π1(X) on πn(X). This said, Hilton
Roitberg† have shown that, in obvious notation (i) nilχnπn(X) = nil proχnproπn(X) and
(ii) pro(Γiχn(πn(X))/Γ
i+1
χn (πn(X))) ≈ Γ
i
proχn(proπn(X))/Γ
i+1
pro χn(proπn(X)). Since profi-
nite completion preserves short exact sequences of finitely generated nilpotent groups (cf.
p. 10-8), the conclusion is that the arrow (proX)[n]→ (proX)[n−1] admits a “canonical”
principal refinement of order n, viz. apply pro to the “canonical” principal refinement
of order n of X[n] → X[n − 1]. Corollary: Under the stated assumptions on X, proX is
nilpotent (but the unconditional assertion “X nilpotent =⇒ proX nilpotent” is seemingly
† J. Algebra 60 (1979), 289-306.
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in limbo.]
Example: Sn =M(Z, n) but proSn 6=M(proZ, n).
FACT Let X be a pointed nilpotent CW space with finitely generated homotopy groups −then
for every pointed connected CW complex K, the arrow [K,X]→ [K,proX] is injective.
[Note: As a reality check, take K = S1 and X = K(G, 1), where G is a finitely generated nilpotent
group, and observe that the injectivity of the arrow [S1,K(G, 1)] → [S1,K(proG, 1)] is equivalent to the
assertion that G embeds in proG (cf. p. 10-8).]
Application: Let Y be a pointed nilpotent CW space with finitely generated homotopy groups −then
for every pointed connected CW space X, Ph(X,Y ) is the kernel of the arrow [X, Y ]→ [X,proY ].
LEMMA Let {Gn, fn : Gn+1 → Gn} be a tower in GR. Assume: ∀ n, Gn is a compact Hausdorff
topological group and fn is a continuous homomorphism −then lim1Gn = ∗.
[Note: The result is false if the “Hausdorff” hypothesis is dropped.]
EXAMPLE Let X be a pointed connected CW complex with a finite number of cells in each
dimension; let Y be a pointed nilpotent CW space with finitely generated homotopy groups −then ∀ n,
[ΣX(n),proY ] is a compact Hausdorff topological group and the arrow [ΣX(n+1),proY ]→ [ΣX(n),proY ]
is a continuous homomorphism. So, by the lemma, lim1[ΣX(n),proY ] = ∗, i.e., Ph(X,proY ) = ∗, (cf. p.
5-48).
Claim: A pointed continuous function f : X → Y is a phantom map iff proY ◦ f ≃ 0.
[Necessity: f ∈ Ph(X,Y ) =⇒ proY ◦ f ∈ Ph(X,proY ) =⇒ proY ◦ f ≃ 0.
Sufficiency: Let φ : K → X be a pointed continuous function, where K is a pointed finite connected
CW complex −then proY ◦ f ◦ φ ≃ 0 =⇒ f ◦ φ ≃ 0, the arrow [K, Y ]→ [K, proY ] being one-to-one.]
LEMMA Let
 XY be pointed simply connected CW spaces with finitely generated homotopy
groups −then the function space of pointed continuous functions XQ → proY is homotopically trivial (com-
pact open topology).
[Adopt the conventions on p. 9-39 and work with map∗(XQ,proY ). Since Σ
nXQ ≈ (ΣnX)Q) (cf.
p. 9-13), H˜∗(Σ
nXQ;Fp) = 0 ∀ p, thus H˜∗(ΣnXQ;πq(proY )) = 0 ∀ q (the πq(proY ) are cotorsion).
Accordingly, by obstruction theory (cf. p. 5-42), ∀ n ≥ 0, [ΣnXQ,proY ] = ∗.]
EXAMPLE Let
 XY be pointed simply connected CW spaces with finitely generated homo-
topy groups −then Ph(X,Y ) = l∗Q[XQ, Y ] ⊂ [X, Y ].
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[There is no loss in generality is supposing that X is a pointed simply connected CW complex with a
finite number of cells in each dimension (cf. p. 5-23).
(Ph(X,Y ) ⊂ l∗Q[XQ, Y ]) Fix an f ∈ Ph(X,Y ). From the above, proY ◦ f ≃ 0, so ∃ a
g : X → E such that f = π ◦ g, E the mapping fiber of proY and π : E → Y the projection. Since E
is rational (each of its homotopy groups is a direct sum of copies of Ẑ/Z), ∃ an h : XQ → E such that
g ≃ h ◦ lQ, thus f ≃ fQ ◦ lQ, where fQ = π ◦ h : XQ → Y .
(l∗Q[XQ, Y ]) ⊂ Ph(X,Y ) Assume that f ≃ fQ ◦ lQ, where fQ : XQ → Y . Thanks to the lemma,
the composite proY ◦ fQ is nullhomtopic, hence proY ◦ f is too.]
FACT Let X be a pointed nilpotent CW space with finitely generated homotopy groups −then
for every finite CW complex K, the arrow [K,X]→ [K, proX] is injective.
[Note: In this context, the bracket refers to homotopy classes of maps, not to pointed homotopy
classes of pointed maps.]
EXAMPLE The preceding result has content even when K is connected. Thus, restoring the
base points, it follows that the arrow π1(X)\[K, k0;X,x0]→ π1(proX)\[K, k0; proX,prox0] is one-to-one.
Specializing this to K = S1, X = K(G, 1), where G is a finitely generated nilpotent group, one recovers
Blackburns theorem (cf. p. 10-8).
PROPOSITION 4 Let X be a pointed nilpotent CW space with finitely generated
homotopy groups −then for every locally constant coefficient system G on proX arising
from a finite proπ1(X)-module, H
∗(proX;G) ≈ H∗(X; pro∗XG).
[The main idea here is to proceed inductively, playing off K(πn(X), n) → PnX →
Pn−1X against proK(πn(X), n) → proPnX → proPn−1X (use the cohomological version
of the fibration spectral sequence formulated on p. 5-67). To get the induction off the
ground, one has to deal with K(π1(X), 1), the point being that π1(X) has property S (cf.
p. 10-9).]
LEMMA Let
 XY & Z be pointed connected CW spaces, f : X → Y a pointed
continuous function −then the precomposition arrow f∗ : [Y,Z]→ [X,Z] is bijective when-
ever Z has finite homotopy groups iff
and
(A1) Hom(π1(Y ), F ) ≈ Hom(π1(X), F ) for any finite group F
(A2) H
n(Y ;G) ≈ Hn(X; f∗G) ∀ n for any locally constant coefficient system
G on Y arising from a finite π1(Y )-module.
[Tailor the proof of Proposition 11 in §9 to the setup at hand.]
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PROPOSITION 5 Let X be a pointed nilpotent CW space with finitely generated
homotopy groups −then every pointed continuous function φ : X → K, where K is a
pointed connected CW complex with finite homotopy groups, admits a continuous exten-
sion proφ : proX → K which is unique up to pointed homotopy.
[Each homomorphism π1(X) → F , where F is finite, can be extended uniquely to a
homomorphism proπ1(X) → F (cf. p. 10-9 ff.), therefore A1 holds. That A2 holds is the
content of Proposition 4.]
Application: pro is idempotent on the class of pointed nilpotent CW spaces with
finitely generated homotopy groups.
Fix a prime p −then upon replacing “finite group” by “finite p-group” in the foregoing,
one arrives at the p-profinite completion propX of X. Modulo minor changes, the theory
carries over in the expected way. Consider, e.g., Proposition 4. There is it necessary to
look only at those G whose underlying propπ1(X)-module G is a finite abelian p-group such
that the associated homomorphism propπ1(X) → AutG factors through a p-subgroup of
AutG. Another point to bear in mind is that p-adic completetion preserves short exact
sequences of finitely generated nilpotent groups (cf. p. 10-8) and p-adic completion =
p-profinite completion in the class of finitely generated nilpotent groups (cf. p. 10-11).
EXAMPLE Let X be a pointed simply connected CW complex with a finite number of cells
in each dimension. Denote by prop,TX the pointed mapping telescope of the sequence {propX(n) →
propX
(n+1)} −then ∀ n πn(prop,TX) ≈ Ẑp ⊗ πn(X) =⇒ prop,TX ≈ propX.
It is clear that ∀ p, there is an arrow proX → propX from which the arrow proX →∏
p
propX (product in HTOP∗). And: [S
n,proX] → [Sn,
∏
p
propX] =⇒ πn(proX) →∏
p
πn(propX).
PROPOSITION 6 Let X be a pointed nilpotent CW space with finitely generated
homotopy groups −then the arrow proX →
∏
p
propX is a weak homotopy equivalence.
[In this situation, ∀ n πn(proX) ≈ proπn(X) & πn(propX) ≈ propπn(X). Moreover,
for any finitely generated nilpotent group G, the arrow proG →
∏
p
propG is an isomor-
phism (cf. p. 10-11).
[Note: If the product is taken over HCWSP∗ (cf. p. 9-1), then the arrow proX →
11-8
∏
p
propX is a pointed homotopy equivalence.]
EXAMPLE Let X = BO(2) (cf. p. 11-5) −then, in obvious notation, pro2X ≈ K(Ẑ2, 2; χ̂2) but
at an odd prime p, propX is simply connected and in fact ΩpropX ≈ Ŝ3p . Thus here, it is false that the
arrow proX →∏
p
propX is a weak homotopy equivalence.
Let X be a pointed nilpotent CW space −then propX and XHFp (= FpX) are, in
general, not the “same”. Reason: prop fails to be idempotent. However, when the homo-
topy groups of X are finitely generated, πn(propX) ≈ propπn(X) ≈ Ext(Z/p
∞Z, πn(X)) ≈
πn(XHFp). Therefore propX is HFp-local (cf. §9, Proposition 20) (propX is nilpotent) and
in this case, propX ≈ XHFp (= X̂p).
[Note: It is a fact that for nilpotent X, propX ≈ XHFp . under the sole hypothesis
that ∀ n, Hn(X;Fp) is finite dimensional (cf. p. 11-12). In this connection, recall that if
the homotopy groups of a nilpotent X are finitely generated, then the Hn(X) are finitely
generated (cf. §5, Proposition 18), hence ∀ n, Hn(X;Fp) is finite dimensional.]
PROPOSITION 7 Let X be a path connected topological space −then the following
conditions are equivalent:
(CO1) ∀ n, H
n(X;Fp) is finite dimensional;
(HO1) ∀ n, Hn(X;Fp) is finite dimensional;
(CO2) ∀ n, H
n(X; Ẑp) is finitely generated over Ẑp;
(HO2) ∀ n, Hn(X; Ẑp) is finitely generated over Ẑp;
(CO3) ∀ n, H
n(X;Zp) is finitely generated over Zp;
(HO3) ∀ n, Hn(X;Zp) is finitely generated over Zp;
(CO4) ∀ n, H
n(X;Q) is finite dimensional and Hn(X;Z)tor(p) is finite;
(HO4) ∀ n, Hn(X;Q) is finite dimensional and Hn(X;Z)tor(p) is finite.
EXAMPLE Suppose that X is a pointed simply connected CW space which is HFp-local −then
Hn(X;Fp) is finite dimensional ∀ n iff πn(X) is a finitely generated Ẑp-module ∀ n.
[Note: πn(X) is p-cotorsion, hence is a p-adic module (cf. p. 10-2).]
A group G is said to be Fp-finite provided that H
1(G;Fp) and H
2(G;Fp) are finite
dimensional. Example: Every finitely generated nilpotent group is Fp-finite (cf. p. 5-55).
[Note: Let G be an abelian group −then G is Fp-finite iff G⊗ Fp and Tor(G,Fp) are
finite or still, G is Fp-finite iff H
n(G,n;Fp) and H
n+1(G,n;Fp) are finite dimensional.]
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EXAMPLE Suppose that G is Fp-finite −then H1(G; Fp) and H2(G;Fp) are finite dimensional.
Therefore, Lp0G ≈ FpG (cf. p. 11-2). In particular, for any nilpotent Fp-finite group G, Ext(Z/p∞Z, G) ≈
FpG ≈ Ĝp ≈ propG.
[Note: In the abelian case, one may proceed directly. Thus observe that if G is abelian and Fp-finite,
then ∀ n, Tor(G,Z/pnZ) is finite (argue by induction, using the coefficient sequence associated with the
short exact sequence 0 → Z/pZ → Z/pn+1Z → Z/pnZ → 0). Accordingly, ∀ n, Hom(Z/pnZ, G) is finite
=⇒ lim1 Hom(Z/pnZ, G) = 0 (cf. p. 5-44) =⇒ Ext(Z/p∞Z, G) ≈ Ĝp (cf. p. 10-2).]
EXAMPLE Any abelian group in any of the following four classes is Fp-finite: (C1) The finite
abelian p-groups; (C2) The free abelian groups of finite rank; (C3) The uniquely p-divisible abelian groups;
(C4) The p-primary divisible abelian groups satisfying the descending chain condition on subgroups. More-
over, every Fp-finite abelian group G admits a composition series G = G
0 ⊃ G1 ⊃ · · · ⊃ Gn = {0} such
that ∀ i Gi/Gi+1 is in one of these four classes.
[Given an Fp-finite abelian group G, ∃ a short exact sequence 0→ G′ → G→ G′′ → 0, where
 G
′
G′′
are Fp-finite with G
′ finitely generated and G′′ p-divisible. Proof: On may take G′′ = G/G′, where G′ is a
finitely generated subgroup of G mapping onto G/pG.]
FACT Let G be an abelian group. Assume: G is Fp-finite −then ∀ n, Hn(G;Fp) is finite dimen-
sional.
PROPOSITION 8 Let G be an Fp-finite nilpotent group −then ∀ n, H
n(G;Fp) is
finite dimensional.
[This is true if G is abelian (cf. supra). Since in general, the iterated commutator
map ⊗i+1(G/[G,G]) → Γi(G)/Γi+1(G) is surjective, H1(Γi(G)/Γi+1(G);Fp) is finite di-
mensional ∀ i. In particular: H1(Γd−1(G);Fp) is finite dimensional (d = nilG > 1). Put
K = Γd−1(G) and consider the central extension 1 → K → G → G/K → 1. The as-
sociated LHS spectral sequence is Hp(G/K;Hq(K;Fp)) ⇒ H
p+q(G;Fp), so it need only
be shown that the Ep,q2 are finite dimensional. Specialized to the present situation, the
fundamental exact sequence in cohomomolgy reads 0 → H1(G/K;Fp) → H
1(G;Fp) →
H1(K;Fp) → H
2(G/K;Fp) → H
2(G;Fp) (cf. p. 5-52). Therefore H
1(G/K;Fp) and
H2(G/K;Fp) are finite dimensional, hence by induction, ∀ n, H
n(G/K;Fp) is finite di-
mensional. Claim: H2(K;Fp) is finite dimensional. To see this, suppose the contrary.
Because dimE2,12 < ω, E
0,2
3 (the kernel of the differential E
0,2
2 → E
2,1
2 ) would be infinite
dimensional. But dimE3,02 < ω =⇒ dimE
3,0
3 < ω, which means that E
0,2
4 (the kernel of
the differential E0,23 → E
3,0
3 ) would be infinite dimensional. This, however, is untenable:
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E0,24 → E
0,2
∞ and H2(G;Fp) is finite dimensional. Thus the conclusion is that K is Fp-finite
and, being abelian, Hn(K;Fp) is finite dimensional ∀ n. It now follows that ∀ p & ∀ q,
Ep,q2 is finite dimensional.]
Application: Let G be an Fp-finite nilpotent group −then ∀ i, Γ
i(G)/Γi+1(G) is an
Fp-finite abelian group.
FACT Let G be a group, M a nilpotent G-module. Assume: H1(G;Fp) is finite dimensional and
M is Fp-finite −then ∀ i, Γχi(M)/Γχi+1(M) is Fp-finite.
LEMMA Let G be a group, M a nilpotent G-module which is a vector space over
Fp. Assume; H
1(G;Fp) is finite dimensional and H
0(G;M) is finite dimensional −then M
is finite dimensional.
[The assertion is clear if G operates trivially on M . Agreeing to argue inductively on
d = nilχM > 1, put N = Γχ
d−1(M) and consider the exact sequence 0 → H0(G;N) →
H0(G;M) → H0(G;M/N) → H1(G;N) → · · · . Since G operates trivially on N ,
H0(G;N) = N , thus N is finite dimensional. Consequently, H1(G;N) is finite dimen-
sional, so H0(G;M/N) is finite dimensional. Owing to the induction hypothesis, M/N is
finite dimensional, hence the same holds for M itself.]
PROPOSITION 9 Let X be a pointed nilpotent CW space −then ∀ n, Hn(X;Fp) is
finite dimensional iff ∀ n, πn(X) is Fp-finite.
[We shall prove that the condition on the homotopy groups is necessary, the ver-
ifiction that it is also sufficient being similar. For this, consider the 5-term exact se-
quence 0→ E1,02 → H
1(X;Fp)→ E
0,1
2 → E
2,0
2 → H
2(X;Fp) associated with the fibration
spectral sequence Hp(π1(X);H
q(X˜ ;Fp)) ⇒ H
p+q(X;Fp) to see that H
1(π1(X);Fp) and
H2(π1(X);Fp) are finite dimensional, i.e., that π1(X) is Fp-finite. Since π1(X) operates
nilpotently on the Hn(X˜) (cf. §5, Proposition 17), Hn(X˜ ;Fp) is a nilpotent π1(X)-module,
as is its dual Hn(X˜ ;Fp). Taking into account Proposition 8, one finds from the lemma that
H2(X˜ ;Fp) is finite dimensional and then by iteration that H
n(X˜;Fp) is finite dimensional
∀ n. This sets the stage for the discussion of π2(X). Thus, in the notation of p. 5-37,
consider X˜2 → X˜1 → K(π2(X), 2) (X˜1 ≈ X˜). Once again, there is a fibration spectral
sequence Hp(K(π2(X), 2);H
q(X˜2;Fp)) ⇒ H
p+q(X˜1;Fp) and a low degree exact sequence
H2(π2(X), 2;Fp) → H
2(X˜1;Fp) → H
2(X˜2;Fp) → H
3(π2(X), 2;Fp) → H
3(X˜1;Fp). Be-
cause H2(X˜1;Fp) and H
3(X˜1;Fp) are finite dimensional and H
2(X˜2;Fp) = 0, it follows
that H2(π2(X), 2;Fp) and H
3(π2(X), 2;Fp) are finite dimensional. Therefore π2(X) is Fp-
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finite and the process can be continued.]
FACT Let G be an Fp-finite nilpotent group −then propG operates nilpotently on the LpnG.
FACT Let G be an Fp-finite nilpotent group, M an Fp-finite nilpotent G-module −then propG
operates nilpotently on the LpnM .
COINCIDENCE CRITERION Let X be a pointed nilpotent CW space such that ∀ n,
Hn(X;Fp) is finite dimensional −then ∀ n, there is a split short exact sequence 0 → propπn(X) →
πn(propX)→ Hom(Z/p∞Z, πn−1(X))→ 0, hence propX ≈ XHFp .
[Note: Recall that here, Ext(Z/p∞Z, πn(X)) ≈ Fpπn(X) ≈ πn(X )̂p ≈ propπn(X) (cf. p. 11-9).]
EXAMPLE Let X be a pointed nilpotent CW space such that ∀ n, Hn(X;Fp) is finite dimen-
sional. Let Ap be the mod p Steenrod algebra −then H∗(X;Fp) is an unstable Ap-module and Lannes-
Schwartz† have shown that X is W -null, where W = BZ/pZ, iff every cyclic submodule of H∗(X;Fp) is
finite.
†Topology 28 (1989), 153-169.
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§12. MODEL CATEGORIES
Of the various proposals that have been advanced for the development of abstract
homotopy theory, perhaps the most widely used and successful axiomization is Quillen’s.
The resulting unification is striking and the underlying techniques are applicable not only
in topology but also in algebra.
Let i : A → Y , p : X → B be morphisms in a category C −then i is said to
have the left lifting property with respect to p (LLP w.r.t. p) and p is said to have the
right lifting property with respect to i (RLP w.r.t. i) if for all u : A→ X, v : Y → B such
that p ◦ u = v ◦ i, there is a w : Y → X such that w ◦ i = u, p ◦ w = v.
For instance, take C = TOP −then i : A → Y is a cofibration iff ∀ X, i has the LLP w.r.t
p0 : PX → X, i.e.,
A PX
Y X
p0 and p : X → B is a Hurewic fibration iff ∀ Y , p has the RLP
w.r.t i0 : Y → IY , i.e.,
Y X
IY B
i0 p .
Consider a category C equipped with three composition closed classes of moprhisms
termed weak equivalences (denoted
∼
→), cofibrations (denoted֌), and fibrations (denoted
։), each containing the isomorphisms of C. Agreeing to call a morphism which is both a
weak equivalence and a cofibration (fibration) an acyclic cofibrations (fibration) C is said
to be a model category provided that the following axioms are satisfied.
(MC−1) C is finitely complete and finitely cocomplete.
(MC−2) Given composable morphisms f , g, if any two of f , g, g ◦ f are weak
equivalences, so is the third.
(MC−3) Every retract of a weak equivalence, cofibration, or fibration is again
a weak equivalences, cofibration, or fibration.
[Note: To say that f : X → Y is a retract of g : W → Z means that there exist
morphisms i : X →W , r : W → X, j : Y → Z, s : Z → Y with g ◦ i = j ◦ f , f ◦ r = s ◦ g,
r ◦ i = idX , s ◦ j = idY . A retract of an isomorphism is an isomorphism.]
(MC−4) Every cofibration has the LLP w.r.t every acyclic fibration and every
fibration has the RLP w.r.t every acyclic cofibration.
(MC−5) Every morphism can be written as the composite of a cofibration and
an acyclic fibration and the composite of an acyclic cofibration and a fibration.
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[Note: In proofs, the axioms for a model category are often used without citation.]
Remark: A weak equivalence which is a cofibration and a fibration is an isomorphism.
A model category C has an initial object (denoted ∅) and a final object (denoted ∗).
An object X in C is said to be cofibrant if ∅ → X is a cofibration and fibrant if X → ∗ is
a fibration.
FACT Suppose that C is a model category. Let X ∈ ObC −then X is cofibrant iff every acyclic
fibration Y → X has a right inverse and X is fibrant iff every acyclic cofibration X → Y has a left inverse.
Example: Take C = TOP −then TOP is a model category if weak equivalence =
homotopy equivalence, cofibration = closed cofibration, fibration = Hurewicz fibration. All
objects are cofibrant and fibrant.
[MC−1 is clear, as is MC−2. That MC−4 obtains is implied by what can be found
on p. 4-17 & p. 4-17, p. 4-22 & p. 4-23 and that MC−5 obtains is implied by what can be
found on p. 4-12. There remains the verification of MC−3. That MC−3 obtains for closed
cofibrations or Hurewicz fibrations is implied by what can be found on p. 4-17 & p. 4-17,
p. 4-22 & p. 4-23. Finally, suppose that f is the retract of a homotopy equivalence −then
|f | is the retract of an isomorphism in HTOP, so |f | is an isomorphism in HTOP, i.e., f
is a homotopy equivalence.]
[Note: We shall refer to this structure of a model category on TOP as the standard
structure.]
Addendum: CG has a standard model category structure, viz. weak equivalence =
homotopy equivalence, cofibration = closed cofibration, fibration = CG fibration.
[The verification of MC-4 for CG is essentially the same as it is for TOP. To check
MC-5, note that k preserves homotopy equivalences, sends closed cofibrations to closed
cofibrations (cf. p. 3-9), and takes Hurewicz fibrations to CG fibrations (cf. p. 4-7).
Therefore, if
 XY are in CG and if f : X → Y is a continuous function, one can first
factor f in TOP and then apply k to get the desired factorization of f in CG.]
EXAMPLE Let A be an abelian category. Write CXA for the abelian category of chain com-
plexes over A . Given a morphism f : X → Y in CXA, call f a weak equivalence if f is a chain homotopy
equivalence, a cofibration if ∀ n, fn : Xn → Yn has a left inverse, and a fibration if ∀ n, fn : Xn → Yn has
a right inverse −then CXA is a model category. Every object is cofibrant and fibrant.
EXAMPLE Let A be an abelian category with enough projectives. Write CXA≥0 for the full sub-
category of CXA whose objects X have the property that Xn = 0 if n < 0. Given a morphism f : X → Y
in CXA≥0, call f a weak equivalence if f is a homology equivalence, a cofibration if ∀ n, fn : Xn → Yn is a
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monomorphism with a projective kernel, and a fibration if ∀ n > 0, fn : Xn → Yn is an epimorphism −then
CXA≥0 is a model category. Every object is fibrant and the cofibrant objects are those X such that ∀ n,
Xn is projective.
There are lots of other “algebraic” examples of model categories, many of which figure prominently
in rational homotopy theory (specifics can be found in the references at the end of the §).
Given a model category C, COP acquires the structure of a model category by stipu-
lating that fOP is a weak equivalence in COP iff f is a weak equivalence in C, that fOP is
a cofibration in COP, iff f is a fibration in C, and that fOP is a fibration in COP , iff f is
a cofibration in C.
Given a model category C and objects A, B in C, the categories A\C, C/B are again
model categories, a morphism in either case being declared a weak equivalence, cofibration,
or fibration if it is such when viewed in C alone.
Example: Take C = TOP (standard structure) −then an object (X,x0) in TOP∗
is cofibrant iff ∗ → (X,x0) is a closed cofibration (in TOP), i.e., iff (X,x0) is wellpointed
with {x0} ⊂ X closed.
PROPOSITION 1 Let C be a model category.
(1) The cofibrations in C are the morphisms that have the LLP w.r.t acyclic
fibrations.
(2) The acyclic cofibrations in C are the morphisms that have the LLP w.r.t
fibrations.
(3) The fibrations in C are the morphisms that have the RLP w.r.t acyclic
cofibrations.
(4) The acyclic fibrations in C are the morphisms that have the RLP w.r.t
cofibrations.
[Statements (3) and (4) follow from statements (1) and (2) by duality. The proofs
of (1) and (2) being analogous, consider (1). Thus suppose that i : A → Y has the LLP
w.r.t acyclic fibrations. Using MC-5, write i = p ◦ j, where j : A→ X is a cofibration and
p : X → Y is an acyclic fibration. By hypothesis, ∃ a w such that w ◦ i = j, p ◦ w = idY ,
and this implies that i is a retract of j, so i is a cofibration.]
Example: Take C = CG (standard structure) −then an arrow A → Y that has the
LLP w.r.t acyclic CG fibrations must be a closed cofibration.
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EXAMPLE Let C and D be model categories. Suppose that
 F : C→ DG : D→ C are functors and
(F,G) is an adjoint pair −then F preserves cofibrations and acyclic cofibrations iff G preserves fibrations
and acyclic fibrations.
[Note: Either condition is equivalent to requiring that F preserves cofibrations and G preserves fi-
brations.]
In a model category C, the classes of cofibrations and fibrations possess a number of
“closure” properties (all verifications are simple consequences of Proposition 1).
(Coproducts) If ∀ i, fi : Xi → Yi is a cofibration (acyclic cofibration), then∐
i
fi :
∐
i
Xi →
∐
i
Yi is a cofibration (acyclic cofibration).
(Products) If ∀ i, fi : Xi → Yi is a fibration (acyclic fibration), then
∏
i
fi :∏
i
Xi →
∏
i
Yi is a cofibration (acyclic fibration).
(Pushouts) Given a 2-souce X Z Y,
f g
define P by the pushout square
Z Y
X P
f
g
η
ξ
. Assume: f is a cofibration (acyclic cofibration) −then η is a cofibration
(acyclic cofibration).
(Pullbacks) Given a 2-sink X Z Y,
f g
define P by the pullback square
P Y
X Z
ξ
η
g
f
. Assume: g is a fibration (acyclic fibration) −then ξ is a fibration (acyclic
fibration).
(Sequential Colimits) If ∀ n, fn : Xn → Xn+1 is a cofibration (acyclic cofibration),
then ∀ n, in : Xn → colimXn is a cofibration (acyclic cofibration).
(Sequential Limits) If ∀ n, fn : Xn+1 → Xn is a fibration (acyclic fibration), then
∀ n, pn : limXn → Xn is a fibration (acyclic fibration).
[Note: It is assumed that the relevant coproducts, products, sequential colimits, and
sequential limits exist.]
EXAMPLE (Pushouts) Fix a model category C. Let I be the category 1 • a← •
3
b→ • 2 (cf.
p. 0-9) −then the functor category [I,C] is again a model category. Thus an object of [I,C] is a 2-source
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X
f← Z g→ Y and a morphism Ξ of 2-sources is a commutative diagram
X Z Y
X ′ Z′ Y ′
f g
f ′ g′
.
Stipulate that Ξ is a weak equivalence or a fibration if this is the case of each of its vertical constituents.
Define now PL, PR by the pushout squares
X Z
PL Z
′
f
,
Z Y
Z′ PR
g
, let ρL : PL → X ′,
ρR : PR → Y ′ be the induced morphisms, and call Ξ a cofibration provided that Z → Z′, ρL, and ρR are
cofibrations. With these choices, [I,C] is a model category. The fibrant objects X
f←− Z g−→ Y in [I,C]
are those for which X, Y , and Z are fibrant. The cofibrant objects X
f←− Z g−→ Y in [I,C] are those for
which Z is cofibrant and
 f : Z → Xg : Z → Y are cofibrations.
[Note: The story for pullbacks is analogous.]
EXAMPLE Fix model category C −then FIL(C) is again a model category. Thus let φ : (X, f)→
(Y,g) be a morphism in FIL(C). Stipulate that φ is a weak equivalence or a fibration if this is the case
of each φn. Define now Pn+1 by the pushout square
Xn Xn+1
Yn Pn+1
φn
fn
gn
, let ρn+1 : Pn+1 → Yn+1 be
the induced morphism, and call φ a cofibration provided that φ0 and all the ρn+1 are cofibrations (each φn
(n > 0) is then a cofibration as well). With these choices, FIL(C) is a model category. The fibrant objects
(X, f) in FIL(C) are those for which Xn is fibrant ∀ n. The cofibrant objects (X, f) in FIL(C) are those
for which X0 is cofibrant and ∀ n, fn : Xn → Xn+1 is a cofibration.
[Note: The story for TOW(C) is analogous.]
FACT Let C be a model category. Suppose that
A X
Y B
i
u
p
v
is a comutative diagram in C,
where i is a cofibration, p is a weak equivalence, and X is fibrant −then ∃ a w : Y → X such that w ◦ i = u.
[Note: There is a similar assertion for fibrations and cofibrant objects.]
Given a model category C, objects X ′ and X ′′ are said to be weakly equivalent if
there exists a path beginning at X ′ and ending at X ′′: X ′ = X0 → X1 ← · · · → X2n−1
← X2n = X
′′, where all the arrows are weak equivalences. Example: Take C = TOP
(standard structure) −then X ′ and X ′′ are weakly equivalent iff they have the same ho-
motopy type.
EXAMPLE The arrow category C (→) of a model category C is again a model category (cf. p.
12-27). Therefore it makes sense to consider weakly equivalent morphisms. Example: Every morphism in
C is weakly equivalent to a fibration with a fibrant domain and codomain.
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COMPOSITION LEMMA Consider the diagram
• • •
• • •
in a model
category C. Suppose that both the squares are pushouts−then the rectangle is a pushout.
Conversely, if the rectangle and the first square are pushouts, then the second square is a
pushout.
Application: Consider the commutative cube
• •
• •
• •
• •
in a category C.
Suppose that the top and the left and right hand sides are pushouts −then the bottom is
a pushout.
PROPOSITION 2 Let C be a model category. Given a 2−source X
f
←− Z
g
−→ Y ,
define P by the pushout square
Z Y
X P
f
g
η
ξ
Assume: f is a cofibration and g is a weak
equivalence −then ξ is a weak equivalence provided that Z & Y are cofibrant.
[Introduce the cylinder object IZ for Z (cf. p. 12-17) and define Mg by the pushout
square
Z
∐
Z Y
∐
Z
IZ Mg
ι
g
∐
idZ
(cf. p. 3-22). Noting that
Z
∐
Z Y
∐
Z
IZ
Z Y
(idY ,g)
g
commutes, choose r :Mg → Y accordingly, so g = r ◦ i and r ◦ j = idY , where i : Z →Mg
is the composite Z → Y
∐
Z →Mg and j : Y →Mg is the composite Y → Y
∐
Z →Mg.
Since ι is a cofibration and
∅ Z
Y Y
∐
Z
is a pushout square, i and j are cofi-
brations. Moreover, j is acyclic. This is because i0 : Z → IZ is an acyclic cofibration
and j is obtained from i0 via
Z Y
Z
∐
Z Y
∐
Z
IZ Mg
in0
g
ι
(i0 = ι ◦ in0). Therefore r is a
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weak equivalence. But, by assumption, g is a weak equivalence. Therefore i is a weak
equivalence. Define I by the pushout square
Z Mg
X I
f
i
f
i
Since f is a cofibration
and i is an acyclic cofibration, f is a cofibration and i¯ is an acyclic cofibration. The
commutative diagram
Mg Y
I P
f
r
η
ri
is a pushout square and ξ = ri ◦ i¯. Define J
by the pushout square
Y Mg
P J
η
j
η
j
. Since η is a cofibration and j is an acyclic
cofibration, η¯ is a cofibration and j¯ is an acyclic cofibration. The commutative diagram
Mg Y
J P
η¯
r
η
ri
is a pushout square and idP = rj ◦ j¯. Therefore rj is a weak equiva-
lence. Define Z0, Z1 by the pushout squares
Z IZ
X Z0
f
i0
f0
∼
,
Z IZ
X Z1
f
i1
f1
∼
. The
composites Z IZ Z,
i0 ∼ Z IZ Z
i1 ∼ being idZ , there are weak equivalences
ζ0 : Z0 → X, ζ1 : Z1 → X and factorizations X Z0 X,
∼ ζ0 X Z1 X.
∼ ζ1 of idX .
Define W by the pushout square
IZ Z1
Z0 W
f0
f1
and determine ζ : W → X so that ζ0
is the composite Z0 W X
ζ
and ζ1 is the composite Z1 −→W
ζ
−→ X. Decompose
ζ per W ֌W
∼
։ X −then the composites Z0 →W , Z1 →W are acyclic cofibrations. To
go from Z to I through Z IZ Z MG I
i1 ∼ i f¯ is the same as going from Z to I
through Z X I
f i¯ . Consequently, there is an arrow i¯1 : Z1 → I such that the com-
posite X Z1 I
∼ i¯1 is i¯ and the commutative diagram
IZ Mg
Z1 I
f1
i¯1
is a pushout
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square. But i¯ is a weak equivalence. Therefore i¯1 is a weak equivalence. Define K by the
pushout square
Z1 I
W K
i¯1
. Since i¯1 is a weak equivalence, the same holds for W → K.
To go from Z to J through Z IZ Z Y Mg J
i0 ∼ g j η¯ is the same as going from
Z to J through Z X P J.
f ξ j¯
Consequently, there is an arrow j¯0 : Z0 → J such
that the composite X
∼
→ Z0
j0−→ J is j ◦ξ and the commutative diagram
IZ Mg
Z0 J
f0
j¯0
is
a pushout square. To go from IZ to K by IZ →Mg → I → K is the same as going from
IZ to K by IZ Z0 W K,
∼ thus there is an arrow J → K and a commutative
diagram
Z0 J
W K
f0
j¯0
which is a pushout square:
Mg I
J K
IZ Z1
Z0 W
.
It follows that j¯0 is a weak equivalence and this implies that j¯ ◦ ξ is a weak equivalence.
Finally, ξ = idP ◦ ξ = rj ◦ j¯ ◦ ξ is a weak equivalence. ]
[Note: There is a parallel statement for fibrations and pullbacks.]
EXAMPLE Working in C = TOP (standard structure), suppose that A→ X is a closed cofibra-
tion. Let f : A→ Y be a homotopy equivalence −then the arrow X → X ⊔f Y is a homotopy equivalence
(cf. p. 3-25).
PROPOSITION 3 Let C be a model category. Suppose given a commutative diagram
X Z Y
X ′ Z ′ Y ′
f g
f ′ g′
, where
 ff ′ are cofibrations and the vertical arrows are
weak equivalences −then the induced morphism P → P ′ of pushouts is a weak equivalence
provided that
 Z & YZ ′ & Y ′ are cofibrant.
[We shall first treat the special case when g is a cofibration. In this situation, the
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arrow Y → Z ′ ⊔
Z
Y is a weak equivalence (cf. Proposition 2) and Z ′ ⊔
Z
Y is cofibrant. Form
the pushout square
Y Z ′ ⊔
Z
Y
X ⊔
Z
Y X ⊔
Z
(Z ′ ⊔
Z
Y )
and apply Proposition 2 once again to
see that the arrow X ⊔
Z
Y → X ⊔
Z
(Z ′ ⊔
Z
Y ) is a weak equivalence. Next write X ⊔
Z
(Z ′ ⊔
Z
Y )
≈ (X ⊔
Z
Z ′) ⊔
Z′
(Z ′ ⊔
Z
Y ) and note that the arrow X ⊔
Z
Z ′ → X ′ is a weak equivalence (cf.
Proposition 2). Consider now the commutative diagram
Z ′ X ⊔
Z
Z ′ X ′
Z ′ ⊔
Z
Y (X ⊔
Z
Z ′) ⊔
Z′
(Z ′ ⊔
Z
Y ) X ′ ⊔
Z′
(Z ′ ⊔
Z
Y )
in which both the squares and the rectangle are pushouts. Since Z ′ ֌ Z ′ ⊔
Z
Y =⇒
X ⊔
Z
Z ′ ֌ (X ⊔
Z
Z ′) ⊔
Z′
(Z ′ ⊔
Z
Y ) and X ⊔
Z
Z ′ is cofibrant, still another application of
Proposition 2 implies that the arrow (X ⊔
Z
Z ′) ⊔
Z′
(Z ′ ⊔
Z
Y ) → X ′ ⊔
Z′
(Z ′ ⊔
Z
Y ) is a weak
equivalence. Repeating the reasoning with
Z ′ Z ′ ⊔
Z
Y Y ′
X ′ X ′ ⊔
Z′
(Z ′ ⊔
Z
Y ) X ′ ⊔
Z′
Y ′
leads to the conclusion that the arrow X ′ ⊔
Z′
(Z ′ ⊔
Z
Y )→ X ′ ⊔
Z′
Y ′ is a weak equivalence. We
have therefore built a weak equivalence from P to P ′. To proceed in general, factor g as
Z ֌ Y
∼
։ Y . Define X
′
, Y
′
, by the pushout squares
Z X
Z ′ X
′
,
,
Z Y
Z ′ Y
′
−then there are weak equivalences X ′ → X ′, Y ′ → Y ′. The 2-sources X ← Z → Y ,
X
′
← Z ′ → Y
′
generate pushouts P , P ′. Since the arrows on the “right” are cofibrations,
the induced morphisms P → P , P → P ′, P ′ → P ′, are weak equivalences. The assertion
thus follows from the fact that the diagram
P P
P
′
P ′
commutes.]
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[Note: There is a parallel statement for fibrations and pullbacks.]
EXAMPLE Working inC =TOP (standard structure), suppose that
 A→ XA′ → X ′ are closed cofi-
brations. Let
 f : A→ Yf ′ : A′ → Y ′ be continuous functions. Assume that the diagram
X A Y
X ′ A′ Y ′
f
f ′
commutes and that the vertical arrows are homotopy equivalences −then the induced map X ⊔f Y →
X ′ ⊔f ′ Y ′ is a homotopy equivalence. (cf. p. 3-25 ff.).
PROPOSITION 4 Let C be a model category. Suppose given a commutative dia-
gram
X Z Y
X ′ Z ′ Y ′
f g
f ′ g′
, where Y → Y ′ and X ⊔
Z
Z ′ → X ′ are cofibrations (acyclic
cofibrations) −then the induced morphism P → P ′ of pushouts is a cofibration (acyclic
cofibration).
[Each morphism in the string P = X ⊔
Z
Y → X ⊔
Z
Y ′ ≈ (X ⊔
Z
Z ′) ⊔
Z′
Y ′ → X ′ ⊔
Z′
Y ′ = P ′
is a cofibration (acyclic cofibration).]
[Note: There is a parallel statement for fibrations and pullbacks.]
In the topological setting, Proposition 4 is related to but does not directly imply the lemma on p.
3-16 ff.
(Small Object Argument) Suppose that C is a cocomplete category. Let S0 =
{Li
φi→ Ki (i ∈ I)} be a set of morphisms in C. Given a morphism f : X → Y , consider the
set of pairs of morphisms (g, h) such that the diagram
Li X
Ki Y
φi
g
f
h
commutes. Put
X0 = X and define X1 by the pushout square
∐
i
∐
(g,h)
Li X0
∐
i
∐
(g,h)
Ki X1
. Observing that the
data furnishes a commutative triangle
X0 X1
Y
, one may proceed and construct
a sequence X = X0 → X1 → · · · → Xω of objects in C, taking Xω = colimXn. There is a
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commutative triangle
X Xω
Y
f
iω
fω
and if ∀ i, Li is ω-definite, then the conclusion is
that fω : Xω → Y has the RLP w.r.t. each φi.
[Note: All that’s really required of the Li is that the arrow colimMor(Li,Xn) →
Mor(Li,Xω) be surjective ∀ i.]
Example: Take C = TOP −then TOP is a model category if weak equivalence
= weak homotopy equivalence, fibration = Serre fibration, cofibration = all continuous
functions which have the LLP w.r.t Serre fibrations that are weak homotopy equivalences.
Every object is fibrant and every CW complex is cofibrant. Every object is weakly equiv-
alent to a CW complex.
[Axioms MC-1, MC-2 and MC-3 are immediate.
Claim: Every continuous function f : X → Y can be written as a composite fω ◦ iω,
where iω : X → Xω is a weak homotopy equivalence and has the LLP w.r.t Serre fibrations
and fω : Xω → Y is a Serre fibration.
[Serre fibrations can be characterized by the property that they have the RLP w.r.t
the embeddings i0 : [0, 1]
n → I[0, 1]n (n ≥ 0) (cf. p. 4-8). Accordingly, in the small object
argument, take S0 = {[0, 1]
n i0−→ I[0, 1]n (n ≥ 0)} −then ∀ k, the arrow Xk → Xk+1 is a ho-
motopy equivalence and has the LLP w.r.t. Serre fibrations. Consider the factorization of f
arising from the small object argument
X Xω
Y
f
iω
fω
. It is clear that iω has the LLP
w.r.t. Serre fibrations. On the other hand, since the points of Xω− iω(X) are closed, every
compact subset of Xω lies in some Xk, thus the arrow colimC([0, 1]
n,Xk)→ C([0, 1]
n,Xω)
is surjective ∀ n. Therefore fω has the RLP w.r.t each i0 : [0, 1]
n → I[0, 1]n, hence is a
Serre fibration. And: iω is a homotopy equivalence (cf. §3, Proposition 15), hence is a
weak homotopy equivalence.]
Claim: Every continuous function f : X → Y can be written as a composite fω ◦ iω,
where iω : X → Xω has the LLP w.r.t. Serre fibrations that are weak homotopy equiva-
lences and fω is both a weak homotopy equivalence and a Serre fibration.
[Serre fibrations that are weak homotopy equivalences can be characterized by the
property that they have the RLP w.r.t. the inclusions Sn−1 → Dn (n ≥ 0) (cf. p. 5-16).
Accordingly, in the small object argument, take S0 = {S
n−1 → Dn (n ≥ 0)} and reason as
above.]
Combining the claims gives MC-5. Turning to the nontrivial half of MC-4, viz. that
“every fibration has the RLP w.r.t. every acyclic cofibration”, suppose that f : X → Y
is an “acyclyc cofibration”. Decompose f per the first claim: f = fω ◦ iω. Since f and
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iω are weak homotopy equivalences, the same is true of fω, so ∃ a g : Y → Xω such that
g ◦ f = iω, fω ◦ g = idY . This means that f is a retract of iω. But the class of maps which
have the LLP w.r.t Serre fibrations is closed under the formation of retracts.]
[Note: We shall refer to this structure of a model category on TOP as the singular
structure.]
Remark: If (K,L) is a relative CW complex, then the inclusion L→ K has the LLP
w.r.t Serre fibrations that are weak homotopy equivalences (cf. p. 5-15), hence is a cofi-
bration in the singular structure.
[Note: Every cofibration in the singular structure is a cofibration in the standard
structure, thus is a closed cofibration. In fact there is a characterization: A continuous
function is a cofibration in the singular structure iff it is a retract of a “countable compo-
sition” X0 → X1 → · · · → Xω, where ∀ k the arrow Xk → Xk+1 is defined by the pushout
square
∐
n≥0
∐
Sn−1 Xk
∐
n≥0
∐
Dn Xk+1
.]
Addendum: CG, ∆-CG, and CGH have a singular model category structure, viz.
weak equivalence = weak homotopy equivalence, fibration = Serre fibration, cofibration =
all continuous functions which have the LLP w.r.t Serre fibrations that are weak homotopy
equivalences.
[In fact, if f : X → Y is a continuous function, where
 XY are in CG, ∆-CG,
or CGH, then the Xω that figures in either of the small object arguments used above is
again in CG, ∆-CG, and CGH.]
EXAMPLE Take C = TOP (singular structure) −then any cofibrant X is a CW space. Thus
fix a CW resolution f : K → X. Factor f as K ֌
i
L
∼
։
p
X, where L is a cofibrant CW space (that this
is possible is implicit in the relevant small object argument). Since X is cofibrant, ∃ an s : X → L such
that p ◦ s = idX . Fix a j : L → K for which
 i ◦ j ≃ idLj ◦ i ≃ idK (i is a weak homotopy equivalence, hence a
homotopy equivalence (realization theorem)). So: f ◦ (j ◦ s) = (p ◦ i) ◦ (j ◦ s) ≃ p ◦ s = idX . Therefore X
is dominated in homotopy by K, thus by the domination theorem is a CW space.
[Note: L is a compactly generated Hausdorff space and s : X → L is a closed embedding. Conclusion:
Every cofibrant X is in CGH). Example: [0, 1]/[0, 1[ is compactly generated (and contractible) but not
Hausdorff, hence not cofibrant.]
A model category C is said to be proper provided that the following axiom is satisfied.
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(PMC) Given a 2-source X
f
←− Z
g
−→ Y , define P by the pushout square
Z Y
X P
f
g
η
ξ
. Assume: f is a cofibration and g is a weak equivalence −then ξ is a weak
equivalence. Given a 2-sink X
f
−→ Z
g
←− Y , define P by the pullback square
P Y
X Z
ξ
η
g.
f
Assume: g is a fibration and f is a weak equivalence −then η is a weak equivalence.
Remark: In a proper model category, Proposition 2 becomes an axiom (no cofibrancy
conditions), which suffices to ensure the validity of Proposition 3 (no cofibrancy conditions).
PROPOSITION 5 Let C be a model category. Assume: All the objects of C are
cofibrant and fibrant −then C is proper.
[This follows from Propostion 2.]
[Note: Not every model category is proper (cf. p. 13-41).]
Example: TOP (or CG), in its standard structure, is a proper model category.
EXAMPLE TOP (or CG, ∆-CG, CGH), in it singular structure is a proper model category.
In fact, since every object is fibrant, half of Proposition 5 is immediately applicable. However, not every
object is cofibrant so for this part an ad hoc argument is necessary. Thus consider the commutative diagram
X Z Z
X Z Z
f idZ
g
f g
, where f is a cofibration in the singular structure and g is a weak homotopy
equivalence −then f is a closed cofibration, therefore, ξ : X → P is a weak homotopy equivalence (cf. p.
4-54).
[Note: Let X be a topological space which is not compactly generated −then ΓX is not compactly
generated and the identity map kΓX → ΓX is an acyclic Serre fibration, so ΓX is not cofibrant (but ΓX
is a CW space).]
Let C be a proper model category −the a commutative diagram
W Y
X Z
g
f
in C is
said to be a homotopy pullback if for some factorization Y Y Z∼ of g, the induced
morphismW → X×Z Y is a weak equivalence. This definition is essentially independent of
the choice of the factorization since any two such factorizations
Y
∼
→ Y
′
։ Z
Y
∼
→ Y
′′
։ Z
lead to
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a commutative diagram
X ×Z Y
′
W •
X ×Z Y
′′
∼
∼
and it does not matter whether one factors
g or f (see below). Example: A pullback square
P Y
X Z
ξ
η
g
f
is a homotopy pullback
provided that g is a fibration.
[Note: The dual notion is homotopy pushout .]
Take two factorizations
Y
∼→ Y ′ ։ Z
Y
∼→ Y ′′ ։ Z
of g, form the pullback Y
′ ×Z Y ′′, and note that the pro-
jections Y
′ ×Z Y ′′ → Y ′, Y ′ ×Z Y ′′ → Y ′′ are fibrations. Factor the arrow Y → Y ′ ×Z Y ′′ as Y ∼→ W ։
Y
′ ×Z Y ′′. Since the diagram
Y Y
′′
Y
′
W
commutes, the arrows W → Y ′, W → Y ′′ are weak equiv-
alences. Consider the commutative diagrams
X Z W
X Z Y
′
,
X Z W
X Z Y
′′
.
Because the arrows W → Z, Y ′ → Z, Y ′′ → Z are fibrations, Proposition 3 implies that the induced
morphisms X ×Z W → X ×Z Y ′, X ×Z W → X ×Z Y ′′ are weak equivalences. Therefore one may put
• = X ×Z W in the above.
[Note: Take a factorization Y
∼→ Y ։ Z of g and a factorization X ∼→ X ։ Z of f . Claim: The
induced morphism W → X ×Z Y is a weak equivalence iff the induced morphism W → X ×Z Y is a weak
equivalence. Proof: The diagram
W X ×Z Y
X ×Z Y X ×Z Y
commutes and the arrows X×ZY → X×ZY ,
X ×Z Y → X ×Z Y are weak equivalences (cf. Proposition 3).]
Example: In a proper model category C, a commutative diagram
W Y
X Z
g
f
,
where f is a weak equivalence, is a homotopy pullback iff the arrow W → Y is a weak
equivalence.
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COMPOSITION LEMMA Consider the commutative diagram
• • •
• • •
in a proper model category C. Suppose that both the squares are homotopy pullbacks
−then the rectangle is a homotopy pullback. Conversely, if the rectangle and the second
square are homotopy pullbacks, then the first square is a homotopy pullback.
EXAMPLE TakeC=TOP (standard structure)−then the commutative diagram
W Y
X Z
g
f
is a homotopy pullback iff the arrow W → Wf,g is a homotopy equivalence. Proof: The commutative di-
agram
Wf,g Y
Wf Z
g
q
is a pullback square (f = q ◦ s) (cf. p. 4-25). One may therefore take this
condition as the definition of homotopy pullback in TOP. Example: A pullback square
P Y
X Z
ξ
η
g
f
is
a homotopy pullback provided that g is a Dold fibration (cf. §4, Propostion 18 (with “Hurewicz” replaced
by “Dold”)).
[Note: Let W be a topological space; let
 XY be pointed topological spaces, f : X → Y a
pointed continuous function −then W −→ X f−→ Y is said to be a fibration up to homotopy (or a
homotopy fiber sequence) if the diagram
W {y0}
X Y
f
commutes and the induced map W → Ef
is a homotopy equivalence. Because Ef is the double mapping track of the 2-sink X
f−→ Y ←− {y0} , a
sequence W −→ X f−→ Y is a fibration up to homotopy if the composite W → Y is the constant map
W → y0 and the commutative diagram
W {y0}
X Y
f
is a homotopy pullback.]
FACT Let
X Z Y
X ′ Z′ Y ′
f g
f ′ g′
be a commutative diagram of topological spaces in which
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the squares are homotopy pullbacks −then in the commutative diagram
X Mf,g Y
X ′ Mf ′,g′ Y
′
,
the squares are homotopy pullbacks.
Application: Suppose that
 A→ XA′ → X ′ are closed cofibrations. Let
 f : A→ Yf ′ : A′ → Y ′ be continuous
functions. Assume that the diagram
X A Y
X ′ A′ Y ′
f
f ′
commutes and that the squares are
homotopy pullbacks −then in the commutative diagram
X X ⊔f Y Y
X ′ X ′ ⊔f ′ Y ′ Y ′
, the squares
are homotopy pullbacks.
FACT Let
 (X, f)(Y, g) be objects in FIL(TOP), φ : (X, f) → (Y,g) a morphism. Assume: ∀ n,
Xn Xn+1
Yn Yn+1
φn
fn
φn+1
gn
is a homotopy pullback, −then ∀ n
Xn tel(X, f)
Yn tel(Y,g)
is a homotopy pullback.
Application: Let
X0 X1 · · ·
Y 0 Y 1 · · ·
be a commutative ladder connecting two expand-
ing sequences of topological spaces. Assume: ∀ n, the inclusions
 X
n → Xn+1
Y n → Y n+1
are cofibrations and
Xn Xn+1
Y n Y n+1
is a homotopy pullback −then ∀ n
Xn X∞
Y n Y∞
is a homotopy pullback.
Let C be a model category −then a morphism g : Y → Z in C is said to be a
homotopy fibration if in any commutative diagram
X ′ ×Z Y X ×Z Y Y
X ′ X Z
Φ
g
φ f
,
Φ is a weak equivalence whenever φ is a weak equivalence. Example: Every fibration in a
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proper model category is a homotopy fibration.
LEMMA Let C be a proper model category. Suppose that g : Y → Z is a homotopy
fibration −then the pullback square
X ×Z Y Y
X Z
g
f
is a homotopy pullback.
[Fix factorizations Y Y Z, X X Z∼ ∼ of g, f and form the commutative
diagram
X ×Z Y X ×Z Y Y
X ×Z Y X ×Z Y Y
X X Z
∼
∼
.
Isolate the upper left hand corner:
X ×Z Y X ×Z Y
X ×Z Y X ×Z Y
Φ . From the assumptions, the
three unlabeled arrows are weak equivalences. Therefore Φ is a weak equivalence.]
FACT The class of homotopy fibrations is closed under composition and the formation of retracts
and is pullback stable.
In a model category C, one can introduce two notions of “homotopy”, which are de-
fined respectively via “cylinder objects” and “path objects”. These considerations then
lead to the construction of the homotopy category HC of C.
(CO) A cylinder object for X is an object IX in C together with a dia-
gram X
∐
X
ι
֌ IX
∼
→ X that factors through the folding map X
∐
X → X. Write i0 : X → IXi1 : X → IX for the arrows
 ι ◦ in0ι ◦ in1 . Since idX factors as
 X → IX
∼
→ X
X → IX
∼
→ X
,
 i0i1 are weak equivalences. If X is in addition cofibrant, then
 i0i1 are cofibrations.
Proof: X
∐
X is defined by the pushout square
∅ X
X X
∐
X
in1
in0
, so
 in0in1 are cofi-
brations and the class of cofibrations is composition closed.
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(PO) A path object for X is an object PX in C together with a diagram X
∼
→
PX
Π
։ X
∏
X that factors through the diagonal mapX → X
∏
X. Write
 p0 : PX → Xp1 : PX → X
for the arrows
 pr0 ◦Πpr1 ◦Π . Since idX factors as
 X
∼
→ PX → X
X
∼
→ PX → X
,
 p0p1 are weak
equivalences. If X is in addition fibrant, then
 p0p1 are fibrations. Proof: X × X is
defined by the pullback square
X ×X X
X ∗
pr0
pr1
, so
 pr0pr1 are fibrations and the class
of fibrations is composition closed.
[Note: Cylinder objects and path objects exist (cf. MC-5).]
EXAMPLE Take C = TOP (standard structure) −then a choice for IX is X × [0, 1] (cf. p. 3-6)
and a choice for PX is C([0, 1], X) (cf. 4-10).
EXAMPLE Take C = TOP (singular structure) −then a choice for IX is X × [0, 1] if X is a CW
complex (but not in general). However, for any X, a choice for PX is C([0, 1], X).
[Note: Let X be the Warsaw circle −then the inclusion i0X ∪ i1X → X × [0, 1] is not a cofibration
in the singular structure. Thus consider
i0X ∪ i1X X
X × [0, 1] ∗
f
, where
 f(x, 0) = xf(x, 1) = x0 . Since X → ∗
is a Serre fibration and a weak homotopy equivalence, the existence of a filler for this diagram would mean
that X is contractible which it isn’t.]
LEMMA Let (K,L) be a relative CW complex, where K is a LCH space. Suppose that X → B
is a Serre fibration −then the arrow C(K,X) → C(L,X) ×C(L,B) C(K,B) is a Serre fibration which is a
weak homotopy equivalence if this is the case of L→ K or X → B.
[Note: Dropping the assumption that (K,L) be a relative CW complex and supposing only that
L→ K is a closed cofibration (with K a LCH space), the result continues to hold if “Serre” is replaced by
“Hurewicz” and weak homotopy equivalence by homotopy equivalence.]
Application: Let (K,L) be a relative CW complex, where K is a LCH space. Suppose that A → Y
is a cofibration in the singular structure −then the arrow L× Y ∪K × A→ K × Y is a cofibration in the
singular structure which is a weak homotopy equivalence if this is the case of L→ K or A→ Y .
EXAMPLE Take L = {0, 1}, K = [0, 1] −then for any cofibration A→ Y in the singular structure,
the inclusion i0Y ∪ A × [0, 1] ∪ i1Y → Y × [0, 1] is a cofibration in the singular structure (cf. p. 3-7). In
particular, ∀ cofibrant X, a choice for IX is X × [0, 1].
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(LH) Morphisms f, g : X → Y in C are said to be left homotopic if ∃ a cylin-
der object IX for X and a morphism H : IX → Y such that H ◦ i0 = f , H ◦ i1 = g.
One calls H a left homotopy between f and g. Notation f ≃
l
g. If Y is fibrant and if
f ≃
l
g, then ∃ a cylinder object I ′X for X with X
∐
X
ι′
֌ I ′X
∼
։ X and a left homotopy
H ′ : I ′X → Y between f and g. Proof: Factor IX
∼
→ X as IX
∼
֌ I ′X
∼
։ X and consider
a filler H ′ : I ′X → Y for the commutative diagram
IX Y
I ′X ∗
H
.
[Note: Suppose f ≃
l
g −then f is a weak equivalence iff g is a weak equivalence.]
(RH) Morphisms f, g : X → Y in C are said to be right homotopic if ∃ a path
object PY for Y and a morphism G : X → PY such that p0 ◦ G = f , p1 ◦ G = g. One
calls G a right homotopy between f and g. Notation f ≃
r
g. If X is cofibrant and if
f ≃
r
g, then ∃ a path object P ′Y for Y with Y
∼
֌ P ′Y
Π′
։ Y × Y and a right homotopy
G′ : X → P ′Y between f and g. Proof: Factor Y
∼
→ PY as Y
∼
֌ P ′Y
∼
։ PY and consider
a filler G′ : X → P ′Y for the commutative diagram
∅ P ′Y
X PY
G
.
[Note: Suppose f ≃
r
g −then f is a weak equivalence iff g is a weak equivalence.]
Notation: Given X, Y ∈ ObC, let
 [X,Y ]l[X,Y ]r be the set of equivalence classes in
Mor(X,Y ) under the equivalence relation
 leftright homotopy.
[Note: The relations of
 leftright homotopy are reflexive and symmetric but not
necessarily transitive. Elements of
 [X,Y ]l[X,Y ]r are denoted by
 [f ]l[f ]r and referred to
as
 leftright homotopy classes of morphisms.]
Left homotopy is reflexive. Proof: Given f : X → Y , take for H the composition IX ∼→ X f→ Y .
Left homotopy is symmetric. Proof: Given f, g : X → Y , and H : IX → Y such that H ◦ i0 = f ,
H ◦ i1 = g, let T : X∐X → X∐X be the interchange, note that X∐X ι◦T→ IX ∼→ X factors the folding
map X
∐
X → X, and H ◦ (ι ◦ T) ◦ in0 = g, H ◦ (ι ◦ T) ◦ in1 = f .
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PROPOSITION 6 Left homotopy is an equivalence relation on Mor(X,Y ) if X is
cofibrant and right homotopy is an equivalence relation on Mor(X,Y ) if Y is fibrant.
[To check transitivity in the case of left homotopy, suppose that f ≃
l
g & g ≃
l
h, say H ◦ i0 = fH ◦ i1 = g &
 H ◦ i′0 = gH ◦ i′1 = h . Define I ′′X by the pushout square
X I ′X
IX I ′′X
i1
i′0
j1
j′0
−then I ′′X is a cylinder object forX (specify ι′′ : X
∐
X → I ′′X by
 ι′′ ◦ in0 = j′0 ◦ i0ι′′ ◦ in1 = j1 ◦ i′1 ).
Moreover, H ◦ i1 = H
′ ◦ i′0 =⇒ ∃ H
′′ : I ′′X → Y :
 H ′′ ◦ ι′′0 = fH ′′ ◦ ι′′1 = h .]
[Note: Here is the verification that ι′′ is a cofibration. Form the commutative diagram
X ∅ X
IX X I ′X
i0 i
′
1
i1 i′0
and apply Proposition 4.]
PROPOSITION 7 If X is cofibrant and p : Y → Z is an acyclic fibration, then
the postcomposition arrow p∗ : [X,Y ]l → [X,Z]l is bijective, while if Z is fibrant and
i : X → Y is an acyclic cofibration, then the precomposition arrow i∗ : [Y,Z]r → [X,Z]r is
bijective.
[In either case the arrows are welldefined. That p∗ is surjective follows from the fact
that, generically,
∅ Y
X Z
p has a filler X → Y . Assume now that p ◦ f ≃
l
p ◦ g, where
f , g ∈ Mor(X,Y ). Choose H : IX → Z with
 H ◦ i0 = p ◦ fH ◦ i1 = p ◦ g −then any filler IX → Y
in
X
∐
X Y
IX Z
ι
f
∐
g
p
H
is a left homotopy between f and g. Therefore p∗ is injective.]
FACT Suppose that
 YZ are fibrant and p : Y → Z is a weak equivalence −then for any X, the
postcomposition arrow p∗ : [X,Y ]r → [X,Z]r is injective.
FACT Suppose that
 XY are cofibrant and i : X → Y is a weak equivalence −then for any Z,
the precomposition arrow i∗ : [Y, Z]l → [X,Z]l is injective.
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LEMMA (LH) Let f , g ∈ Mor(X,Y ) be left homotopic. Assume: Y is fibrant
−then ∀ φ : X ′ → X, f ◦ φ ≃
l
g ◦ φ.
[Since Y is fibrant, one can arrange that the left homotopy H : IX → Y between f
and g is computed per X
∐
X
ι
֌ IX
∼
։ X (cf. LH). This said, form the commutative
diagram
X ′
∐
X ′ X
∐
X IX
IX ′ X ′ X
ι′
φ
∐
φ ι
φ
, choose a filler Φ : IX ′ → IX, and note that
H ◦ Φ is a left homotopy between f ◦ φ and g ◦ φ.]
PROPOSITION 8 (LH) Suppose that Y is fibrant −then the composition in MorC
induces a map [X ′,X]l × [X,Y ]l → [X
′, Y ]l.
[The contention is that [f ]l = [g]l (f , g ∈ Mor(X,Y )) & [φ]l = [ψ]l (φ,ψ ∈ Mor(X
′,X))
=⇒ [f ◦ φ]l = [g ◦ ψ]l. From the definitions, ∃ f1, . . . , fn ∈ Mor(X,Y ) : f1 = f , fn = g
with fi ≃
l
fi+1, hence by the lemma, fi ◦ φ ≃
l
fi+1 ◦ φ ∀ i =⇒ [f ◦ φ]l = [g ◦ φ]l. But
trivially, [g ◦ φ]l = [g ◦ ψ]l.]
LEMMA (RH) Let f , g ∈ Mor(X,Y ) be right homotopic. Assume: X is cofibrant
−then ∀ ψ : Y → Y ′, ψ ◦ f ≃
r
ψ ◦ g.
PROPOSITION 8 (RH) Suppose that X is cofibrant −then composition in MorC
induces a map [X,Y ]r × [Y, Y
′]r → [X,Y
′]r.
FACT Let f , g ∈ Mor(X,Y ) be left homotopic. Suppose that φ : X ′ → X is an acyclic fibration
−then f ◦ φ ≃
l
g ◦ φ.
FACT Let f , g ∈ Mor(X,Y ) be right homotopic. Suppose that ψ : Y → Y ′ is an acyclic cofibration
−then ψ ◦ f ≃
r
ψ ◦ g.
PROPOSITION 9 Let f , g ∈Mor(X,Y ) −then (i) X cofibrant & f ≃
l
g =⇒ f ≃
r
g
and (ii) Y fibrant & f ≃
r
g =⇒ f ≃
l
g.
[We shall provie (i), the proof of (ii) being analogous. Choose a left homotopy
H : IX → Y between f and g and let p : IX → X be the ambient weak equivalence. Fix
a path object PY for Y and let j : Y → PY be the ambient weak equivalence. Since X is
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cofibrant, i0 is an acyclic cofibration, thus the commutative diagram
X PY
IX Y × Y
i0
j◦f
Π
(f◦p,H)
has a filler ρ : IX → PY and the composite G = ρ◦i1 is a right homotopy between f and g.]
Notation: Given a cofibrant X and a fibrant Y , write ≃ for ≃
l
= ≃
r
, call this equiv-
alence relation homotopy, and let [X,Y ] be the set of homotopy classes of morphisms in
Mor(X,Y ), a typical element being [f].
[Note: if f ≃ g, then f is a weak equivalence iff g is a weak equivalence.]
Observation: Suppose that X is cofibrant and Y is fibrant. Let f , g ∈ Mor(X,Y )
−then the following conditions are equivalent: (1) f and g are left homotopic; (2) f and
g are right homotopic with respect to a fixed choice of path object; (3) f and g are right
homotopic ; (4) f and g are left homotopic with respect to a fixed choice of cylinder object.
FACT Let
X Y
W Z
φ
f
ψ
g
be a diagram in C, where X is cofibrant and Z is fibrant. Assume:
ψ ◦ f ≃ g ◦ φ −then if W is fibrant and g is a fibration, ∃ φ˜ : X →W such that φ ≃ φ˜ & g ◦ φ˜ = ψ ◦ f and
if Y is cofibrant and f is a cofibration, ∃ ψ˜ : Y → Z such that ψ ≃ ψ˜ & ψ˜ ◦ f = g ◦ φ.
PROPOSITION 10 Suppose that
 XY are cofibrant and fibrant. Let f ∈ Mor(X,Y )
−then f is a weak equivalence iff f has a homotopy inverse, i.e., iff there exists a g ∈
Mor(Y,X) such that g ◦ f ≃ idX & f ◦ g ≃ idY .
[Necessity: Write f = p ◦ i, where i : X → Z is an acyclic cofibration and p : Z → Y
is a fibration. Note that Z is both cofibrant and fibrant and p is a weak equivalence. Fix a
filler r : Z → X for
X X
Z ∗
i
H
. Since i∗([i ◦ r]) = [i ◦ r ◦ i] = [i] = [idZ ◦ i] = i
∗([idZ ]),
it follows that i ◦ r ≃ idZ (cf. Proposition 7). Therefore r is a homotopy inverse for i.
Similarly, p admits a homotopy inverse s. Put g = r ◦ s −then g : Y → X is a homotopy
inverse for f .
Sufficiency: Decompose f as above: f = p ◦ i. Because i is a weak equivalence, one
has only to prove that p is a weak equivalence. Let g : Y → X be a homotopy inverse for
f . Fix a left homotopy H : IY → Y between f ◦g and idY and choose a filler H
′ : IY → Z
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in
Y Z
IY Y
i0
i◦g
p
H
. Set s = H ′ ◦ i1 ( =⇒ p ◦ s = idY ). If r : Z → X is a homotopy inverse
for i, then p ≃ f ◦ r =⇒ s ◦ p ≃ i ◦ g ◦ p ≃ i ◦ g ◦ f ◦ r ≃ i ◦ r ≃ idZ , so s ◦ p is a weak
equivalence. But p is a retract of s ◦ p, hence it too is a weak equivalence.]
EXAMPLE Take C = TOP (singular structure) and let X, Y be cofibrant, e.g., CW complexes
−then Proposition 10 says that a weak homotopy equivalence f : X → Y is a homotopy equivalence, which,
when specialized to X,Y CW complexes, is the realization theorem.
[Note: Bear in mind that a cylinder object for a cofibrant X, Y is IX, IY (cf. p. 12-18).]
Notation Cc is the full subcategory of C whose objects are cofibrant, Cf is the full sub-
category of C whose objects are fibrant, and Ccf is the full subcategory of C whose objects
are cofibrant and fibrant. HrCc is the category with ObHrCc = ObCc and MorHrCc =
right homotopy classes of morphisms (cf. Proposition 8 (RH)), HlCf is the category with
ObHlCf = ObCf and MorHlCf = left homotopy classes of morphisms (cf. Proposition
8 (LH)), and HCcf is the category with ObHCcf = ObCcf and MorHCcf = homotopy
classes of morphisms (cf. Proposition 9).
[Note: Write HCc (HCf) for HCcf if all objects are fibrant (cofibrant).]
Given X ∈ ObC, use MC-5 to factor ∅ → X as ∅ ֌ LX
∼
։ X and X → ∗ as
X
∼
֌ RX ։ ∗, thus πX : LX → X is an acyclic fibration and ιX : X →RX is an acyclic
cofibration.
[Note: LX is cofibrant andRX is fibrant. IfX is cofibrant, take LX = X & πX = idX
and if X is fibrant, take RX = X & ιX = idX .]
LEMMA L Fix
 XY ∈ ObC and let f ∈ Mor(X,Y ) −then there exists
Lf ∈ Mor(LX,LY ) such that the diagram
LX LY
X Y
πX
Lf
πY
f
commutes. Lf is uniquely
determined up to left homotopy and is a weak equivalence iff f is. Moreover, for fibrant
Y , Lf is uniquely determined up to left homotopy by [f ]l.
[To establish the existence of Lf , consider any filler LX → LY for
∅ LY
LX Y
πY
f◦πX
.
Since LX is cofibrant and πY is an acyclic fibration, the postcomposition arrow [LX,LY ]l →
[LX,Y ]l determined by πY is bijective (cf. Proposition 7). This implies that Lf is unique
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up to left homotopy. The weak equivalence assertion is clear. Finally, if Y is fibrant, then
composition in MorC induces a map [LX,X]l × [X,Y ]l → [LX,Y ]l (cf. Proposition 8
(LH)). Therefore [f ]l = [g]l =⇒ [f ◦ πX ]l = [g ◦ πX ]l =⇒ [πY ◦ Lf ]l = [πY ◦ Lg]l =⇒
Lf ≃
l
Lg (cf. Proposition 7).]
Application: LidX ≃
l
idLX =⇒ LidX ≃
r
idLX and L(g ◦ f) ≃
l
Lg ◦ Lf =⇒
L(g ◦ f) ≃
r
Lg ◦ Lf (cf. Proposition 9), thus there is a functor L : C → HrCc that takes
X to LX and f : X → Y to [Lf ]r ∈ [LX,LY ]r.
LEMMA R Fix
 XY ∈ ObC and let f ∈ Mor(X,Y ) −then there exists
Rf ∈ Mor(RX,RY ) such that the diagram
X Y
RX RY
ιX ιY
Rf
commutes. Rf is uniquely
determined up to right homotopy and is a weak equivalence iff f is. Moreover, for cofibrant
X, Rf is uniquely determined up to right homotopy by [f ]r.
Application: RidX ≃
r
idRX =⇒ RidX ≃
l
idRX and R(g ◦ f) ≃
r
Rg ◦ Rf =⇒
R(g ◦ f) ≃
l
Rg ◦ Rf (cf. Proposition 9), thus there is a functor R : C→ HlCf that takes
X to RX and f : X → Y to [Rf ]l ∈ [RX,RY ]l.
REEDY’S LIFTING LEMMA Suppose that
 XY are cofibrant. Let φ ∈ Mor(X,Y ) −then
φ is a weak equivalence iff given any commutative diagram
X U
Y V
φ
u
Φ
v
, where Φ is a fibration, ∃
w : Y → U & H : IX → U such that Φ ◦ w = v,
 H ◦ i0 = uH ◦ i1 = w ◦ φ , and Φ ◦ H = v ◦ φ ◦ p, p : IX → X
the projection.
[Necessity: Write φ = η ◦ ξ, where ξ : X → Z is an acyclic cofibration and η : Z → Y is an acyclic
fibration. Define IZ by the pushout square
X
∐
X IX
Z
∐
Z IZ
ι
to get a cylinder object for Z compat-
ible with that for X in the sense that there is a commutative diagram
IX X
IZ Z
Iξ
p
ξ
p
. Since Y is
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cofibrant, one can find an s : Y → Z such that η ◦ s = idY . Therefore η ◦ idZ = η ◦ (s ◦ η) =⇒ ∃
h : IZ → Z such that
 h ◦ i0 = idZh ◦ i1 = s ◦ η and η ◦ h = η ◦ p:
IZ Z
Z Y
p
h
η
η
(cf. Proposition 7 and its
proof). Choose now a filler σ : Z → U for
X U
Z V
ξ
u
Φ
v◦η
. Definition: w = σ ◦ s & H = σ ◦ h ◦ Iξ. So,
e.g., Φ ◦ H = Φ ◦ σ ◦ h ◦ Iξ = v ◦ η ◦ h ◦ Iξ = v ◦ η ◦ p ◦ Iξ = v ◦ η ◦ ξ ◦ p = v ◦ φ ◦ p.
Sufficiency: If φ : X → Y has the stated property, then for every fibrant Z, φ∗ : [Y,Z]l → [X,Z]l is
surjective and φ∗ : [Y,Z]r → [X,Z]r is injective, hence φ∗ : [Y,Z] → [X,Z] is bijective. Because the hori-
zontal arrows in the commutative diagram
[RY,LZ] [Y, Z]
[RX,LZ] [X,Z]
are bijective, (Rφ)∗ : [RY,LZ] →
[RX,LZ] is also bijective for every fibrant Z. Take Z = RLX: LZ = LRLX = RLX = RX =⇒ ∃
ψ : RY → RX such that (Rφ)∗([ψ]) = [idRX ], i.e., ψ ◦ Rφ ≃ idRX . Working next with Z = RLY , it
follows that ψ∗ : [RX,RY ]→ [RY,RY ] is the inverse to the bijection (Rφ)∗ : [RY,RY ]→ [RX,RY ], thus
(Rφ)∗([idRY ]) = [Rφ] =⇒ ψ∗([Rφ]) = [idRY ] =⇒ Rφ ◦ ψ ≃ idRY . In other words, Rφ has a homotopy
inverse and this means that Rφ is a weak equivalence (cf. Proposition 10) or still, φ is a weak equivalence.]
The proof of Proposition 2 can be shortened by using Reedy’s lifting lemma. Thus consider the
pushout square
Z X
Y P
g
f
ξ
η
, where f is a cofibration, g is a weak equivalence, and
 ZY are cofibrant
−then the claim is that ξ is a weak equivalence. First define Mf by the pushout square
Z X
IZ Mf
i0
f
(cf. p. 3-21) and construct a cylinder object IX for X with the property that the arrow Mf → IX is
an acyclic cofibration. This done, fix a commutative diagram
X U
P V
ξ
u
Φ
v
(note that P is cofibrant).
Since g is a weak equivalence, ∃ w : Y → U & H : IZ → U such that Φ ◦ w = v ◦ η,
 H ◦ i0 = u ◦ fH ◦ i1 = w ◦ g ,
and Φ ◦ H = v ◦ η ◦ g ◦ p, p : IZ → Z the projection. Choose a filler H : IX → U for
Mf U
IX V
(H,u)
Φ
v ◦ξ◦p
(p : IX → X) and then determine w : P → U from the commutativity of
Z X
Y U
g
f
H ◦ i1
w
.
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PROPOSITION 11 The restriction of the functor L : C → HrCc to Cf induces a
functor HL : HlCf → HCcf while the restriction of the functor R : C → HlCf to Cc
induces a functor HR : HrCc → HCcf.
Definition: Let C be a model category −then the homotopy category HC of C is the
category whose underlying object class is the same as that of C, the morphism set [X,Y ]
of X,Y being [RLX,RLY ].
[Note: [RLX,RLY ] is the morphism set of HR ◦ L(X), HR ◦ L(Y ) in the category
HCcf. Of course, the situation is symmetrical in that one could just as well work with
HL ◦ R.]
Denote by Q the functor C → HC which is the identity on objects and sends
f : X → Y to HR ◦ L(f) = [RLf ].
FACT Let f , g ∈Mor(X,Y ) −then RLf ≃ RLg iff ιY ◦ f ◦ πX ≃ ιY ◦ g ◦ πX .
PROPOSITION 12 Let f ∈ Mor(X,Y ) −then Qf is an isomorphism iff f is a weak
equivalence.
[This follows from Proposition 10 and the fact that f is a weak equivalence iff RLf is
a weak equivalence.
Application: Weakly equivalent objects in C are isomorphic in HC.
PROPOSITION 13 The inclusion HCcf → HC is an equivalence of categories.
[This inclusion is obviously full and faithful. On the other hand, a given X ∈ ObC is
weakly equivalent to RLX : X
πX←− LX
ιLX−→ RLX , thus the inclusion has a representative
image.]
LEMMA Let C be a model category. Suppose that F : C → D is a functor which
sends weak equivalences to isomorphisms −then

f ≃
l
g
f ≃
r
g
=⇒ Ff = Fg.
[Consider the case of left homotopy:
 H ◦ i0 = fH ◦ i1 = g and let p : IX ∼→ X be the pro-
jection:
 p ◦ i0p ◦ i1 = idX =⇒ Fp ◦ Fi0 = Fp ◦ Fi1 =⇒ Fi0 = Fi1 =⇒ Ff = FH ◦ Fi0
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= FH ◦ Fi1 = Fg.]
Given a cofibrant X and a fibrant Y , the symbol [X,Y ] has two possible interpreta-
tions. If Mor(X,Y )/ ≃ is the quotient of Mor(X,Y ) modulo homotopy (the meaning of
[X,Y ] on p. 12-22), then the lemma implies thatQ induces a map Mor(X,Y )/ ≃→ [X,Y ],
which is in fact bijective.
FACT Let p : Y → Z be a weak equivalence, where
 YZ are fibrant −then for any cofibrant X
and any f : X → Z, ∃ a g : X → Y such that p ◦ g ≃ f , g being unique up to homotopy.
THEOREM Q Let S be the class of weak equivalences −then S−1C = HC, i.e., the
pair (HC,Q) is a localization of C at S.
[Proposition 12 implies that Q sends weak equivalences to isomorphisms. Suppose now
D is a metacategory and F : C→ D is a functor such that ∀ s ∈ S, Fs is an isomorphism.
Claim: There exists a unique functor F ′ : HC → D such that F = F ′ ◦ Q. Thus take
F ′ = F on objects and given [f ] ∈ [X,Y ], represent [f ] by φ ∈ Mor(RLX,RLY ) and let
F ′[f ] be the filler FX → FY in the diagram
FRLX FLX FX
FRLY FLY FY
Fφ
F ιLX FπX
FιLY FπY
.]
Example: Let C be a finitely complete and finitely cocomplete category −then C is a
model category if weak equivalence = isomorphism, cofibration = any morphism, fibration
= any morphism and HC = C.
Example: Consider the arrow category C(→) of a model cateogory C −then C(→)
can be equipped with two distinct model category structures. Thus let (φ,ψ) : (X, f, Y )→
(X ′, f ′, Y ′) be a morphism inC(→), so
X Y
X ′ Y ′
φ
f
ψ
f ′
commutes. In the first structure, call
(φ,ψ) a weak equivalence if φ & ψ are weak equivalences, a cofibration if φ and X ′⊔
X
→ Y ′
are cofibrations, a fibration if φ & ψ are fibrations and, in the second structure, call (φ,ψ)
a weak equivalence if φ & ψ are weak equivalences, a cofibration if φ & ψ are cofibrations, a
fibration if ψ and X → X ′ ×Y ′ Y are fibrations. The weak equivalences in either structure
12-27
are the same, thus both lead to the same homotopy category HC(→).
EXAMPLE Take C = TOP (standard structure) −then HTOP “is” HTOP but the pointed
situation is different. Thus let TOP*c be the full subcategory of TOP∗ whose objects are the (X,x0) such
that ∗ → (X,x0) is a closed cofibration, i.e., whose objects are cofibrant relative to the model category
structure on TOP∗ inherited from TOP (cf. p. 12-3). The corresponding homotopy category TOP∗ is
equivalent to HTOP*c (cf. Proposition 13). Here, the “H” has its usual interpretation since for X in
TOP*c, the inclusion X ∨X → I(X,x0) is a closed cofibration, so a homotopy between objects in TOP*c
preserves the base points. However, HTOP*c is not equivalent to HTOPc if this symbol is assigned its
customary meaning. Reason: The isomorphism closure in HTOP∗ of objects in TOP∗c is the class of non-
degenerate spaces, therefore the inclusion HTOP*c → HTOP∗ does not have a representative image. Of
course the explaination is that the machine is rendering invertible not just pointed homotopy equivalences
between pointed spaces but also homotopy equivalences between pointed spaces.
[Note: TOP*c itself satisfies all the axioms for a model category except the first.]
EXAMPLE Take C = TOP (singular structure) −then HC is equivalent to HCW.
Let C be a model category. Given a category D and a functor F : C → D, a
left derived functor for F is a pair (LF, l) consisting of a functor LF : HC → D and a
natural transformation l : LF ◦ Q → F , (LF, l) being final among all pairs having this
property, i.e., for any pair (F ′,Ξ′) where F ′ ∈ Ob[HC,D], & Ξ′ ∈ Nat(F ′ ◦ Q,F ), there
exists a unique natural transformation Ξ : F ′ → LF such that Ξ′ = l ◦ ΞQ. Left derived
functors, if they exist, are unique up to natural isomorphism.
[Note: A right derived functor for F is a pair (RF, r) consisting of a functor RF :
HC → D and a natural transformation r : F → RF ◦ Q, (RF, r) being initial among
all pairs having this property, i.e., for any pair (F ′,Ξ′) where F ′ ∈ Ob[HC,D] & Ξ′ ∈
Nat(F,F ′ ◦ Q), there exists a unique natural transformation Ξ : RF → F ′ such that
Ξ′ = ΞQ ◦ r.]
Example: Suppose F : C → D sends weak equivalences to isomorphisms −then by
Theorem Q, there exists a unique functor F ′ : HC→ D with F = F ′ ◦ Q, so one can take
LF = F ′ and l = idF .
FACT Let
 FG be functors HC → D. Suppose that Ξ : F ◦ Q → G ◦ Q is a natural transfor-
mation −then Ξ induces a natural transformation F → G.
LEMMA Let C be a model category. Suppose that F : Cc → D is a functor which
sends acyclic cofibrations to isomorphisms −then f ≃
r
g =⇒ Ff = Fg.
[Fix a path object PY for Y with Y
∼
֌ PY
Π
։ Y × Y and a right homotopy
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G : X → PY between f and g (cf. RH (X is cofibrant)). Calling j the acyclic cofibration
Y → PY , Fj is an isomorphism. Therefore
 p0 ◦ j = idYp1 ◦ j = idY =⇒ Fp0 ◦ Fj = Fp1 ◦ Fj
=⇒ Fp0 = Fp1 =⇒ Ff = Fp0 ◦ FG = Fp1 ◦ FG = Fg.]
PROPOSITION 14 Let C be a model category. Given a category D and a functor
F : C→ D, suppose that F sends weak equivalences between cofibrant objects to isomor-
phisms −then a left derived functor (LF, l) of F exists and ∀ cofibrant X, lX : LFX → FX
is an isomorphism.
[The lemma implies that F induces a function F : HrCc → D. In addition there
is a functor L : C → HrCc that takes X to LX and f : X → Y to [Lf ]r ∈ [LX,LY ]r
(cf. p. 12-23). Since the composite F ◦ L sends weak equivalences to isomorphisms,
it follows from Theorem Q that there exists a unique functor LF : HC → D such
that LF ◦ Q = F ◦ L. Define a natural transformation l : LF ◦ Q → F by assign-
ing to each X ∈ ObC the element lX = FπX ∈ Mor(FLX,FX) −then X cofibrant
=⇒
 LX = XπX = idX =⇒ lX = F idX = idFX . It remains to prove that the pair (LF, l)
is final. So fix a pair (F ′,Ξ′) as above. Define a natural transformation Ξ : F ′ → LF
by assigning to each X ∈ ObHC the element ΞX ∈ Mor(F
′X,LFX) determined from
F ′X F ′LX FLX = LFX.
F ′(QπX)
−1 Ξ′LX Bearing in mind that ∀X,
QX = X and LX is cofibrant, the commutativity of
F ′LX LFLX FLX
F ′X LFX FX
F ′QπX
ΞLX lLX
FπX
ΞX lX
ensures the uniqueness of Ξ.]
Given model categories
 CD and a functor F : C→ D, a total left derived functor
for F is a functor LF : HC → HD which is a left derived functor for the composite
Q ◦ F : C → HD. Total left derived functors, if they exist, are unique up to natural
isomorphism.
[Note: A total right derived functor for F is a functor RF : HC → HD which is a
right derived functor for the composite Q ◦ F : C→ HD.]
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Remark: The substitute for the failure of
C D
HC HD
F
LF
to commute is the natural
transformation l : LF ◦ Q→ Q ◦ F .
Example: Suppose F : C → D sends weak equivalences between cofibrant objects to
weak equivalences −then by Proposition 14, LF exists and ∀ cofibrant X, lX : LFX → FX
is an isomorphism.
LEMMA Let F : C → D be a functor between model categories. Suppose that F
sends acyclic cofibrations between cofibrant objects to weak equivalences −then F pre-
serves weak equivalences between cofibrant objects.
[Let f : X → Y be a weak equivalence, where X & Y are cofibrant. Factor f
∐
idY :
X
∐
Y → Y as p◦ i, where i : X
∐
Y → Z is a cofibration and p : Z → Y is an acyclic fibra-
tion. Since X & Y are cofibrant, the composites
 i ◦ in0 : X → Zi ◦ in1 : Y → Z are cofibrations. In
addition
 p ◦ i ◦ in0p ◦ i ◦ in1 are weak equivalences, hence
 i ◦ in0i ◦ in1 are weak equivalences.
Therefore
 F (i ◦ in0)F (i ◦ in1) are weak equivalences. But Fp ◦ F (i ◦ in1) = idFY , thus Fp is
a weak equivalence and so Ff = Fp ◦ F (i ◦ in0) is a weak equivalence.]
TDF THEOREM Let C and D be model categories. Suppose that
 F : C→ DG : D→ C
are functors and (F,G) is an adjoint pair. Assume: F preserves cofibrations and G pre-
serves fibrations −then
 LF : HC→ HDRG : HD→ HC exist and (LF,RG) is an adjoint pair.
[The existence of LF follows from the fact that F preserves acyclic cofibrations (cf. p.
12-3 ff.), thus by the lemma, F preserves weak equivalences between cofibrant objects, and
Proposition 14 is applicable (the argument for RG is dual). Because F is a left adjoint
and G is a right adjoint, F preserves initial objects and G preserves final objects. There-
fore F sends cofibrant objects to cofibrant objects and G sends fibrant objects to fibrant
objects. Consider now the bijection of adjunction ΞX,Y : Mor(FX, Y )→ Mor(X,GY ) (cf.
p. 0-15). If
 X ∈ ObCcY ∈ ObDf , then ΞX,Y respects the relation of homotopy and induces
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a bijection [FX, Y ] → [X,GY ]. Using the definitions, for arbitrary
 X ∈ ObCY ∈ ObD this
leads to functorial bijections [LFX, Y ] ≈ [FLX,RY ] ≈ [LX,GRY ] ≈ [X,RGY ].]
[Note: Suppose that ∀
 X ∈ ObCcY ∈ ObDf , ΞX,Y maps the weak equivalences in
Mor(FX, Y ) onto weak equivalences in Mor(X,GY ) −then the pair (LF,RG) is an ad-
joint equivalence of categories.]
Implicit in the proof of the TDF theorem is the fact that ∀ X, LFX is isomorphic (in
HD) to FX ′, where X ′ is any cofibrant object which is weakly equivalent to X.
EXAMPLE (Pushouts) Fix a model category C. Let I be the category 1 • a← •
3
b→ • 2 (cf.
p. 0-9) −then the functor category [I,C ] is again a model category (cf. p. 12-4 ff.). Given a 2-source
X
f← Z g→ Y, define P by the pushout square
Z Y
X P
f
g
η
ξ
and put colim(X
f← Z g→ Y ) = P to get a
functor colim: [I,C] → C which is left adjoint to the constant diagram functor K : C → [I,C]. Since K
preserves fibrations and acyclic fibrations, the hypotheses of the TDF theorem are satisified (cf. p. 12-3 ff.).
Therefore Lcolim and RK exist and (Lcolim,RK) is an adjoint pair. Moreover, according to the theory
Lcolim (X
f← Z g→ Y ) is isomorphic (in HC) to colim (X f← Z g→ Y ) whenever (X f← Z g→ Y ) is cofibrant,
i.e., whenever Z is cofibrant and
 f : Z → Xg : Z → Y are cofibrations. For instance, by way of illustration, let
us take C = TOP (standard structure). Claim: Lcolim(X
f← Z g→ Y ) and Mf,g have the same homotopy
type. To see this, consider the 2-source Mf ← Z → Mg. It is cofibrant and the vertical arrows in the
commutative diagram
Mf Z Mg
X Z Y
are homotopy equivalences (but Mf ← Z → Mg is
not L(X f←− Z g−→ Y )), so Lcolim(X f←− Z g−→ Y ) ≈ colim(Mf ← Z →Mg) ≈ Mf,g (cf. p. 3-24).
[Note: The story for pullbacks is analogous (work with R lim).]
EXAMPLE Fix a model category C −then FIL(C) is again a model category (cf. p. 12-5).
Assuming that C admits sequential colimits, there is a functor colim : FIL(C) → C which is left adjoint
to the constant diagram functor K : C → FIL(C). Since K preserves fibrations and acyclic fibrations,
the hypotheses of the TDF theorem are satisified (cd. p. 12-3 ff.). Therefore Lcolim and RK exist and
(Lcolim,RK) is an adjoint pair. Moreover, according to the theory L colim (X, f) is isomorphic (in HC)
to colim (X, f) whenever (X, f) is cofibrant, i.e., whenever X0 is cofibrant and ∀ n, fn : Xn → Xn+1 is a
cofibration. If C = TOP (standard structure), Lcolim (X, f) and tel(X, f) have the same homotopy type
(cf. p. 3-22). In general, colim : FIL(C) → C preserves weak equivalences between cofibrant objects, a
fact which specialized to the topological setting recovers Proposition 15 in §3 provided that the cofibrations
are closed.
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[Note: The story for TOW(C) is analogous (work with R lim).]
The axioms defining a model category interlock cofibrations and fibrations in such a
way that certain canonical examples are excluded. This difficulty can be circumvented
by simply weakening the assumptions and concentrating on either the cofibrations or the
fibrations.
Consider a category C equipped with two composition closed classes of morphisms
termed weak equivalences (denoted
∼
→) and cofibrations (denoted֌), each containing the
isomorphisms of C. Agreeing to call a morphism which is both a weak equivalence and a
cofibration an acyclic cofibration, C is said to be a cofibration category provided that the
following axioms are satisfied.
(CC-1) C has an initial object ∅.
(CC-2) Given composable morphisms f , g, if any two of f , g, g ◦ f are weak
equivalences, so is the third.
(CC-3) Every 2-source X
f
← Z
g
→ Y where f is a cofibration (acyclic cofibra-
tion), admits a pushout X
ξ
→ Z
η
← Y, where η is a cofibration (acyclic cofibration).
(CC-4) Every morphism can be written as the composite of a cofibration and
a weak equivalence.
[Note: The axioms defining a fibration category are dual.]
Let C be a cofibration category −then an X ∈ ObC is said to be cofibrant if ∅ → X is
a cofibration and fibrant if every acyclic cofibration X → Y has a left inverse (cf. p. 12-2).
(Fibrant Embedding Axiom) (FEA) Given an object X inC, there is an acyclic
cofibration ιX : X →RX, where RX is fibrant.
[Note: The FEA is trivially met if all objects are fibrant.]
Example: The cofibrant objects in a model category are the object class of a cofibra-
tion category satisyfing the FEA.
EXAMPLE Take C = TOP −then TOP is a cofibration category if weak equivalence = homotopy
equivalence, cofibration = cofibration. All objects are cofibrant and fibrant.
EXAMPLE Take C = TOP∗ −then TOP∗ is a cofibration category if weak equivalence = pointed
homotopy equivalence, cofibration = pointed cofibration. All objects are cofibrant and fibrant.
[Note: This is the “internal” structure of a cofibration category on TOP∗. An “external” structure is
obtained by letting the weak equivalences be the pointed maps which are homotopy equivalences in TOP
and the cofibrations be the pointed maps which are cofibrations in TOP. Here, all objects are fibrant and
the cofibrant objects are the wellpointed spaces. Another “external’ structure arises by requiring that the
cofibrations be closed, which reduces the number of cofibrant objects.]
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EXAMPLE Take for C the category whose objects are pairs (X,NX), where X is a pointed con-
nected CW space and NX is a perfect normal subgroup of π1(X), and whose morphisms f : (X,NX) →
(Y,NY ) are pointed continuous functions f : X → Y such that f∗(NX) ⊂ NY . Stipulate that f is a weak
equivalence if f∗ : π1(X)/NX ≈ π1(Y )/NY and f∗ : H∗(X; f∗G) ≈ H∗(Y ;G) for every locally constant
coefficient system G on Y arising from a π1(Y )/NY -module. If by cofibration one understands a pointed
continuous function which is a closed cofibration in TOP, then C is a cofibration category satisfying the
FEA.
[CC-1, CC-2, and CC-4 are clear. As for CC-3, given a 2-source X
f← Z g→ Y , where f is a cofi-
bration, define P by the pushout square
Z Y
X P
f
g
η
ξ
and let NP be the normal subgroup of π1(P ) =
π1(X) ∗π1(Z) π1(Y ) generated by NX & NY . To check the FEA assertion, fix a pair (X,NX). Thanks
to the plus construction, there is a pair (X+NX , 0) and a cofibration (X,NX) → (X+NX , 0) which is a weak
equivalence (cf. §5, Proposition 22). Claim (X+NX , 0) is fibrant. For suppose given (X
+
NX
, 0)
∼
֌ (Y,NY ).
Denote by f the composite (X+NX , 0)
∼
֌ (Y,NY )
∼
֌ (Y +NY , 0) so, f∗ : π1(X
+
NX
) ≈ π1(Y )/NY ≈ π1(Y +NY ).
Since f is acyclic (as a map) and a cofibration, one may now invoke §5, Proposition 19 and §3, Proposition 5.]
EXAMPLE Take for C the category whose objects are the pointed connected CW spaces. Fix an
abelian group G −then C = CONCWSP∗ is a cofibration category if weak equivalence = HG-equivalence,
cofibration = closed cofibration in TOP and this structure satisfies the FEA.
[Note: The fibrant objects are the HG-local spaces.]
The formal “one sided” results in a model category theory carry over to cofibration
categories, e.g., Propositions 2, 3, and 4. Assuming in addition that C satisfies the FEA,
one can also show that the inclusion HCcf → HC is an equivalence of categories (cf.
Proposition 13) and S−1C = HC, where S is the class of weak equivalences (cf. Theorem
Q).
EXAMPLE Take C = TOP∗ −then HTOP∗ “is” HTOP∗ if TOP∗ carries the “internal” struc-
ture of a cofibration category.
EXAMPLE The homotopy category of the cofibration category evolving from the plus construction
is equivalent to HCONCWSP∗.
Let C be a category. Suppose given a composition closed class S ⊂ MorC containing
the isomorphisms of C such that for composable morphisms f , g, if any two of f , g, f ◦ g
are in S, so is the third. Problem: Does S−1C exist as a category? The assumption that
S admits a calculus of left or fight fractions does not suffice to resolve the issue. However,
one strategy that will work is to somehow place on C the structure of a model category
(or a cofibration category) in which S appears as the class of weak equivalences. For then
S−1C “is” HC and HC is a category.
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EXAMPLE Let C be a model category. Assume C is complete and cocomplete. Suppose that I
is a small category and let S ⊂ Mor[I,C] be the levelwise weak equivalences −then it has been show by
Dwyer-Hirschhorn-Kan-Smith† that S−1[I,C] exists as a category even though [I,C] need not carry the
structure of a model category having S for its class of weak equivalences.
[Note: Given a functor [I,C]→ C orC→ [I,C], one can define in the obvious way its total left (right)
derived functor. In particular colim : [I,C]→ C (lim : [I,C]→ C) is a left (right) adjoint of the constant
diagram functor K : C → [I,C]. Moreover, Lcolim and RK (LK and R lim) exist and (Lcolim,RK)
((LK,R lim)) is an adjoint pair (Dwyer-Hirschhorn-Kan-Smith (ibid.)).]
†Homotopy limit functors on model categories, and homotopical categories, Mathematical Surveys and
Monographs, Amer. Math Soc. 113 (2004).
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§13. SIMPLICIAL SETS
It is possible to develop much of algebraic topology entirely within the context of
simplicial sets. However, I shall not go down that road. Instead, the focus will be on the
simplicial aspects of model categories which, for instance, is the homotopical basis for the
algebraic K-theory of rings or spaces.
SISET (= ∆̂) is complete and cocomplete, wellpowered and cowellpowered, and carte-
sian closed (cf. 0-25).
[Note: SISET admits an involution X → XOP, where dOPi = dn−i, s
OP
i = sn−i.
Example: ∀ small category C, nerCOP = (nerC)OP.]
Notation: ∅ stands for an initial object in SISET (e.g., ∆˙[0]) and ∗ stands for a final
object in SISET (e.g., ∆[0]).
The four exponential objects associated with ∅ and ∗ are ∅∅ = ∗, ∗∅ = ∗, ∅∗ = ∅, ∗∗ = ∗.
Let X be a simplicial set −then |X| is a CW complex (cf. p. 5-7), thus is a compactly
generated Hausdorff space. Therefore “geometric realization” can be viewed as a functor
SISET→ CGH.
|?| : SISET→ TOP preserves colimits (being a left adjoint) and it is immaterial whether the colimit
is taken in TOP or CGH. Reason: A colimit in CGH is calculated by taking the maximal Hausdorff
quotient of the colimit calculated in TOP.
EXAMPLE The pushout square
∆˙[n] ∆[0]
∆[n] S[n]
defines the simplicial n-sphere S[n]. Its
geometric realization is homeomorphic to Sn.
LEMMA |?| : SISET→ CGH preserves equalizers.
[Let X and Y be simplicial sets; let u, v : X → Y be a pair of simplicial maps
−then Z = eq(u, v) is a simplicial subset of X and |Z| is a subcomplex of |X| which is
contained in eq(|u| , |v|). Take now a point [x, t] ∈ eq(|u| , |v|), say x ∈ X#n & t ∈
◦
∆n
(cf. p. 0-19). Write
 u(x) = (Y α)yuv(x) = (Y β)yv , where yu, yv ∈ Y are nondegenerate and
α, β ∈ Mor∆ are epimorphisms. By assumption, |u| ([x, t]) = |v| ([x, t]), moreover,
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 |u| ([x, t]) = [u(x), t] = [(Y α)yu, t] = [yu,∆α(t)]|v| ([x, t]) = [v(x), t] = [(Y β)yv, t] = [yv,∆β(t)] , so yu = yv and ∆α(t) = ∆β(t) (be-
cause the issue is one of epimorphisms, interior points go to interior points). But ∆α(t) =
∆β(t) =⇒ α = β, hence u(x) = v(x) or still, x ∈ Z =⇒ [x, t] ∈ |Z|.]
LEMMA |?| : SISET→ CGH preserves finite products.
[Let X and Y be simplicial sets. Write
 X = colimi∆[mi]Y = colimj∆[nj] (cf. p. 0-22). Since
SISET is cartesian closed, products commute with colimits. Therefore |X × Y | ≈
|colimi,j∆[mi]×∆[nj]| from which |X × Y | ≈ colimi,j |∆[mi]×∆[nj]| ≈ colimi,j(|∆[mi]|×k
|∆[nj]|), the arrow |∆[mi]×∆[nj]| → |∆[mi]|× |∆[nj]| ≡ |∆[mi]|×k |∆[nj]| being a home-
omorphism (cf. p. 0-20). But CGH is also cartesian closed (cf. p. 1-32), thus once again
products commute with colimits. This gives |X × Y | ≈ colimi |∆[mi]| ×k colimj |∆[nj]| ≈
|X| ×k |Y |, i.e., the arrow |X × Y | → |X| ×k |Y | is a homeomorphism.]
[Note: While the arrow |X × Y | → |X| × |Y | is a set theoretic bijection, it need not
be a homeomorphism when |X| × |Y | has the product topology.]
PROPOSITION 1 |?| : SISET→ CGH preserves finite limits.
[This is implied by the lemmas.]
[Note: |?| : SISET→ CGH does not preserve arbitrary limits. Example: The arrow
|∆[1]ω| → |∆[1]|ω is not a homeomorphism.]
Example: The composite |?| ◦ sin preserves homotopies (f ≃ g =⇒ |sin f | ≃ |sin g|).
[For any topological space X, |sinX| ×∆1 ≈ |sinX| × |∆[1]| ≈ |sinX ×∆[1]| −→
|sinX × sin |∆[1]|| ≈
∣∣sin(X ×∆1)∣∣, → being the geometric realization of idsinX times the
arrow of adjunction ∆[1] → sin |∆[1]|. So, if H : X × ∆1 → Y is a homotopy, then
|sinX| ×∆1 −→
∣∣sin(X ×∆1)∣∣ |sinY ||sinH| is a homotopy.]
EXAMPLE Let G be a simplicial group −then |G| is a compactly generated group.
[Note: |G| is a topological group if |G| is countable, i.e., if ∀ n, #(G#n ) ≤ ω.]
FACT Let X and Y be simplicial sets, ΠX and ΠY their fundamental groupoids −then Π(X×Y ) ≈
ΠX × ΠY .
[Note: The functor Π : SISET → GRD does not preserve equalizers. Example: Define X by the
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pushout square
∆˙[2] ∆[2]
∆[2] X
v
u
: Π∆˙[2] = Πeq(u, v) 6= eq(Πu,Πv) = Π∆[2].]
Let 〈2n〉 be the category whose objects are the integers in the interval [0, 2n] and
whose morphisms, apart from identities, are depicted by •
0
→ •
1
← . . . → •
2n−1
← •
2n
. Put
I2n = ner 〈2n〉: |I2n| is homeomorphic to [0, 2n]. Given a simplicial set X, a path in X
is a simplicial map σ : I2n → X. One says that σ begins at σ(0) and ends at σ(2n).
Write π0(X) for the quotient of X0 with respect to the equivalence relation obtained by
declaring that x′ ∼ x′′ iff there exists a path in X which begins at x′ and ends at x′′ −then
the assignment X → π0(X) defines a functor π0 : SISET → SET which preserves finite
products and is a left adjoint for the functor si : SET→ SISET that sends X to siX, the
constant simplicial set on X, i.e., siX([n]) = X &
 di = idXsi = idX (∀ n).
[Note: The geometric realization of siX is X equipped with the discrete topology.]
Let X be a simplicial set, ΠX its fundamental groupoid −then there is a canonical surjection
∞⋃
0
Nat(I2n, X)→ MorΠX compatible with the composition of morphisms. Thus fix n and call ini : ∆[1]→
I2n the injection corresponding to i. Attach to σ : I2n → X an element xi ∈ X1 by setting xi = σ ◦ ini(id[1]):
σ → πσ ∈ MorΠX, where πσ = x−12n ◦ x2n−2 ◦ · · · ◦ x−12 ◦ x1. Corollary: π0(X)↔ π0(ΠX).
[Note: ΠX and Π |X| are equivalent but, in general, not isomorphic.]
FACT Let X be a simplicial set; let
 d1 : X1 → X0d0 : X1 → X0 −then π0(X) ≈ coeq(d1, d0).
Given a simplicial set X, the decomposition of X0 into equivalence classes determines
a partition of X into simplicial subsets Xi. The Xi are called the components of X and X
is connected if it has exactly one component.
[Note: X =
∐
i
Xi =⇒ |X| =
∐
i
|Xi|, |Xi| running through the components of |X|,
so π0(X)↔ π0(|X|).]
EXAMPLE A small category C is connected iff its nerve nerC is connected or, equivalently, iff its
classifying space BC is conntected (= path connected).
Let B be a simplicial set. An object in SISET/B is a simplicial set X together with a
simplicial map p : X → B called the projection. Given b ∈ Bn, define Xb by the pullback
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square
Xb X
∆[n] B
p
∆b
−then Xb is the fiber of p over b if b ∈ B0.
There is a functor SISET→ SISET/B that sends a simplicial set T to B × T with
projection B × T → B. An X in SISET/B is said to be trivial if there exists a T in
SISET such that X is isomorphic over B to B × T , locally trivial if ∀ n & ∀ b ∈ Bn, Xb
is trival over ∆[n], say Xb ≈ ∆[n]× Tb.
[Note: If for some T, Tb ≈ T ∀ n & ∀ b ∈ Bn, then X is said to be locally trivial with
fiber T.]
Notation: Given b ∈ Bn, let b0, b1, . . . , bn be its vertex set, i.e., bi = (Bǫi)b, ǫi : [0]→
[n] the ith vertex operator (i = 0, 1, . . . , n).
SUBLEMMA Let X be in SISET/B. Assume X is locally trivial −then ∀ b ∈ Bn,
Tb is isomorphic to Xbi (i = 0, 1, . . . , n).
[Take i = 0 and consider the commutative diagram
Xb0 Xb X
∆[0] ∆[n] B
p
∆b
.
Here
Xb0 Xb
∆[0] ∆[n]
is a pullback square. ButXb, viewed as an object in SISET/∆[n],
is isomorphic to ∆[n]× Tb, so Xb0 is isomorphic to Tb.]
LEMMA Let X be in SISET/B. Assume X is locally trivial and B is conntected
−then X is locally trivial with fiber T.
[The sublemma implies that ∀
 b′ ∈ Bn′b′′ ∈ Bn′′ ,
 Tb′ ≈ Xb′0Tb′′ ≈ Xb′′0 and ∀ b ∈ B1, Xb0 ≈
Xb1 .]
The terms “trivial”, “locally trivial”, and “locally trivial with fiber T” as used in TOP
are also used in CGH, the only difference being that the products are taken in CGH.
PROPOSITION 2 Let X be a locally trivial object in SISET/B −then |X| is a
locally trivial object in CGH/|B|.
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[There is no loss in generality in assuming that |B| is connected, hence that B is con-
nected. So, thanks to the lemma, X is locally trivial with fiber T and the contention is that
|X| is locally trivial with fiber |T |. Fix a point [b, t] ∈ |B| with b ∈ B#n , t ∈
◦
∆n −then the
asssociated n-cell eb is an open subset of
∣∣B(n)∣∣ = |B|(n). Employing a standard collaring
procedure, one can find an expanding sequence eb = On ⊂ On+1 ⊂ · · · of subsets of |B| such
that O∞ = colimOm is open in |B| and contains eb as a strong deformation retract. In this
connection, recall that Om−1 =
∣∣B(m−1)∣∣∩Om, Om is open in ∣∣B(m)∣∣, and there is a pushout
square
∐
x∈B#m
O˙x Om−1
∐
x∈B#m
Ox Om
, where ∀ x,
 O˙x ⊂ ∆˙mOx ⊂ ∆m and O˙x → Ox is a closed cofi-
bration, thus Om−1 → Om is a closed cofibration. It will, of course, be enough to prove that
|p|−1 (O∞) ≈ O∞ ×k |T |. One can go further. Indeed O∞ ×k |T | = colim(Om ×k |T |) and
|p|−1 (O∞) = colim |p|
−1 (Om), which reduces the problem to constructing a compatible
sequence of homeomorphisms
|p|−1 (Om) Om ×k |T |
Om
.
(m = n) Applying |?| to the pullback square
Xb X
∆[n] B
p
∆b
in SISET gives a
pullback square
|Xb| |X|
∆[n] |B|
|p|
|∆b|
in CGH (cf. Proposition 1). On the other hand
Xb ≈ ∆[n]× T and |∆b| :
◦
∆n → eb is a homeomorphism.
(m > n) Suppose that the homeomorphism
|p|−1 (Om−1) Om−1 ×k |T |
Om−1
has been constructed. There is a pushout square
∐
x∈B#m
O˙x ×|B| |X| |p|
−1 (Om−1)
∐
x∈B#m
Ox ×|B| |X| |p|
−1 (Om)
,
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homeomorphisms
O˙x ×|B| |X| O˙x ×k |T |
O˙x
,
Ox ×|B| |X| Ox ×k |T |
Ox
and a commutative diagram
∐
x∈B#m
Ox ×|B| |X|
∐
x∈B#m
O˙x ×|B| |X| |p|
−1 (Om−1)
∐
x∈B#m
Ox ×k |T |
∐
x∈B#m
O˙x ×k |T | Om−1 ×k |T |
compatible with the projections. Accordingly, the induced map |p|−1 (Om)→ Om×k |T | is
a homeomorphism over Om.]
Application: Let X be in SISET/B. Assume: X is locally trivial −then |p| : |X| → |B|
is a CG fibration (cf. p. 4-11), thus is Serre (cf. p. 4-7).
The following lemma has been implicitly used in the proof of Proposition 2.
LEMMA Fix B in CGH, X in CGH/B,and let ∆ : I → CGH/B be a diagram. Assume: The
colimit of ∆ calculated in TOP is Hausdorff −then the arrow colim(∆i ×B X) → (colim∆i) ×B X is a
homeomorphism of compactly generated Hausdorff spaces.
Let X be in SISET/B −then p : X → B is said to be a covering projection if X is locally trivial and
∀ b ∈ B0, Xb is discrete, i.e., Xb = X(0)b .
FACT A simplicial map p : X → B is a covering projecttion iff every commutative diagram
∆[0] X
∆[n] B
p has a unique filler.
EXAMPLE A covering projection in SISET is sent by |?| to a covering projection in TOP and a
covering projection in TOP is sent by sin to a covering projection in SISET.
EXAMPLE Let C be a small category −then the category of covering spaces of BC is equivalent
to the functor category [π1(C),SET], π1(C) the fundamental groupoid of C (cf. p. 0-17).
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PROPOSITION 3 Let Φ, Ψ :∆→ SISET be functors; let Ξ ∈ Nat(Φ,Ψ). Assume:
∀ n,
∣∣Ξ[n]∣∣ : |Φ[n]| → |Ψ[n]| is a homotopy equivalence −then ∀ simplicial set X, the
geometric realization of the arrow ΓΦX → ΓΨX is a homotopy equivalence provided that
ΓΦ, ΓΨ preserve injections.
[ΓΦ, ΓΨ are the realization functors corresponding to Φ, Ψ, so ΓΦ ◦∆ = Φ, ΓΨ ◦∆ = Ψ
(cf. p. 0-17), thus the assertion is true if X = ∆[n], thus too if X =
∐
∆[n]. In general
there are pushout squares
X#n · ΓΦ∆˙[n] ΓΦX
(n−1)
X#n · ΓΦ∆[n] ΓΦX
(n)
,
X#n · ΓΨ∆˙[n] ΓΨX
(n−1)
X#n · ΓΨ∆[n] ΓΨX
(n)
,
where, by hypothesis, the vertical arrows on the left are injective simplicial maps. Consider
now the commutative diagram
X#n · |ΓΦ∆[n]| X
#
n ·
∣∣∣ΓΦ∆˙[n]∣∣∣ ∣∣ΓΦX(n−1)∣∣
X#n · |ΓΨ∆[n]| X
#
n ·
∣∣∣ΓΨ∆˙[n]∣∣∣ ∣∣ΓΨX(n−1)∣∣
.
Since the geometric realization of an injective simplicial map is a closed cofibration and since
inductively the arrows
∣∣∣ΓΦ∆˙[n]∣∣∣ → ∣∣∣ΓΨ∆˙[n]∣∣∣, ∣∣ΓΦX(n−1)∣∣ → ∣∣ΓΨX(n−1)∣∣ are homotopy
equivalences, the induced map
∣∣ΓΦX(n)∣∣→ ∣∣ΓΨX(n)∣∣ of pushouts is a homotopy equivalence
(cf. p. 3-25 ff.). Finally,
 ΓΦX = colimΓΦX(n)ΓΨX = colimΓΨX(n) =⇒
 |ΓΦX| = colim
∣∣ΓΦX(n)∣∣
|ΓΨX| = colim
∣∣ΓΨX(n)∣∣ ,
which leads to the desired conclusion (cf. §3, Proposition 15).]
EXAMPLE Let Φ : ∆ → SISET be a functor such that ∀ n, |Φ[n]| is contractible. Assume
given a natural transformation Φ→ Y∆ −then ∀ simplicial set X, |ΓΦX| → |X| is a homotopy equivalence
whenever ΓΦ preserves injections.
Let M∆ be the set of monomorphisms in Mor∆; let E∆ be the set of epimorphisms
in Mor∆ −then every α ∈ Mor∆ can be written uniquely in the form α = α
♯ ◦ α♭, where
α♯ ∈M∆ and α
♭ ∈ E∆.
[Note: Every α ∈ E∆ has a “maximal” right inverse α
+ ∈ M∆, viz. α
+(i) =
maxα−1(i).]
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Notation: ∆M is the category with Ob∆M = Ob∆ and Mor∆M =M∆, ιM :∆M →
∆ being the inclusion and ∆M :∆M → ∆̂M being the Yoneda embedding.
Write SSISET for the functor category [∆OPM ,SET] −then an object in SSISET
is called a semisimplicial set and a morphism in SSISET is called a semisimplicial map.
There is a commutative triangle
∆M ∆̂
∆̂M
∆M
∆◦ιM
Γ∆◦ ιM
, where Γ∆◦ιM is the realization func-
tor corresponding to ∆ ◦ ιM . It assigns to a semisimplicial set X a simplicial set PX, the
prolongment of X. Explicitly, the elements of (PX)n are all pairs (x, ρ) with x ∈ Xp and
ρ : [n]→ [p] an epimorphism, thus (PXα)(x, ρ) = ((X(ρ ◦ α)♯)x, (ρ ◦ α)♭) if the codomain
of α is [n]. And: P assigns to a semisimplicial map f : X → Y the simplicial map
Pf :
 PX → PY(x, ρ) 7→ (f(x), ρ) . The prolongment functor is a left adjoint for the forgetful
functor U : ∆̂→ ∆̂M (this singular functor in this setup.)
[Note: The Kan extension theorem implies that U is also a left adjoint. In particular:
U preserves colimits.]
Definition: |?|M = |?| ◦ P . So, (|?|M , U ◦ sin) is an adjoint pair and |?|M is the real-
ization functor determined by the composite ∆? ◦ ιM .
[Note: |?|M : SSISET→ CGH does not preserve finite products.]
PROPOSITION 4 For any simplicial set X, the arrow |UX|M → |X| is a homotopy
equivalence.
[In the notation of Proposition 3, take Φ = P ◦ U ◦ ∆, Ψ = ∆, and let Ξ ∈ Nat(Φ,Ψ)
be the natural transformation arising from the arrow of adjunction P ◦U → id via precom-
position. Because ΓΦ, ΓΨ preserve injections, it need only be shown that ∀ n, the arrow
|PU∆[n]| → |∆[n]| is a homotopy equivalence or still, that ∀ n |PU∆[n]| is contractible.
Suppose first that n = 0. In this case |PU∆[0]| =
∐
n
∆n/ ∼, the equivalence relation
being generated by writing (t0, . . . , ti−1, 0, ti+1, . . . , tn) ∼ (t0, . . . , ti−1, ti+1, . . . , tn). There-
fore |PU∆[0]| is the infinite dimensional “dunce hat” D. As such it is contractible. For
positive n, let D ∗ · · · ∗D be the quotient of D× · · ·×D×∆n with respect to the relations
(d′0, . . . , d
′
n, (t0, . . . , tn)) ∼ (d
′′
0 , . . . , d
′′
n, (t0, . . . , tn)) iff d
′
i = d
′′
i when ti 6= 0 −then up to
homeomorphism, |PU∆[n]| is D ∗ · · · ∗D, a contractible space.]
Given n, let ∆[n] be the simplicial set defined by the following conditions.
(Ob) ∆[n] assigns to an object [p] the set ∆[n]p of all finite sequences µ =
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(µ0, . . . , µp) of monomorphisms in ∆ having codomain [n] such that ∀ i, j (0 ≤ i ≤ j ≤ p)
there is a monomorphism µij with µi = µj ◦ µij.
(Mor) ∆[n] assigns to a morphism α : [q]→ [p] the map ∆[n]p → ∆[n]q taking µ
to µ ◦ α, i.e., (µ0, . . . , µp)→ (µα(0), . . . , µα(q)).
Call ∆ the functor ∆ → ∆̂ that sends [n] to ∆[n] and α : [m] → [n] to ∆[α] :
∆[m]→ ∆[n], where ∆[α]ν = ((α ◦ ν0)
♯, . . . , (α ◦ νp)
♯). The associated realization functor
Γ∆ is a functor SISET → SISET such that Γ∆ ◦ ∆ = ∆. It assigns to a simplicial set
X a simplicial set SdX =
∫ [n]
Xn · ∆[n], the subdivision of X, and to a simplicial map
f : X → Y a simplicial map Sdf : SdX → SdY , the subdivision of f . In particular,
Sd∆[n] = ∆[n] and Sd∆[α] = ∆[α]. On the other hand, the realization functor Γ∆ as-
sociated with the Yoneda embedding ∆ is naturally isomorphic to the identity functor id
on SISET: X =
∫ [n]
Xn · ∆[n]. If dn : ∆[n] → ∆[n] is the simplicial map that sends
µ = (µ0, . . . , µp) ∈ ∆[n]p to dnµ ∈ ∆[n]p : dn(µ(i) = µi(mi) (µi : [mi]→ [n]), then the dn
determine a natural transformation d : ∆ → ∆ which, by functorality, leads to a natural
transformation d : Γ∆ → Γ∆. Thus, ∀ X, Y and ∀ f : X → Y there is a commutative dia-
gram
SdX Y
SdY Y
Sdf
dX
f
dY
. It will be shown below that |dX | : |SdX| → |SdY | is a homotopy
equivalence (cf. Proposition 5).
Given n, write ∆n for
∣∣∆[n]∣∣ and ∆α for ∣∣∆[α]∣∣. The elements of ∆n are equivalence
classes [µ, t]. Any two representatives of [µ, t] are related by a finite chain of “elementary
equivalences” involving omission of µi and ti if ti = 0 and replacement of ti and ti+1 by
ti + ti+1 if µi+1 = µi. Every [µ, t] has a canonical representative, meaning that [µ, t] can
be represented by a pair (µ, t): µ = (µ0, . . . , µn) ∈ ∆[n]n with µi : [i] → [n] (0 ≤ i ≤ n)
and t = (t0, . . . , tn) ∈ ∆
n. So, µn = id[n] and there exists a permutation π of {0, 1, . . . , n}
such that ∀ i, µi([i]) = {π(0), π(1), . . . , π(i)}.
Notation: Given α ∈M∆, say α : [m]→ [n], put b(α) =
1
m+ 1
m∑
0
eα(i) ∈ R
n+1.
LEMMA For each n ≥ 0, the assignment [u, t]→
p∑
0
tib(µi) is a (welldefined) home-
omorphism hn : ∆
n → ∆n.
[Note: Geometrically, ∆n is “barycentric subdivision” of ∆n.]
The homeomorphisms hn do not determine a natural transforamation |?| ◦∆→ |?| ◦∆. In fact, it is im-
possible for these functors to be naturally isomorphic. To see this, suppose to the contrary that there exists
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a natural isomorphism Ξ : |?| ◦ ∆→ |?| ◦ ∆. There would then be homeomorphisms
 Ξm : ∆
m → ∆m
Ξn : ∆
n → ∆n
such that for any α : [m] → [n] the diagram
∆m ∆m
∆n ∆n
∆α
Ξm
∆α
Ξn
commutes. Take m = 2, n = 1 and
trace the effect on the pair (id[2], 1) when α is in succession σ0 : [2]→ [1], σ1 : [2]→ [1].
[If α : [m]→ [n] is a monomorphism, then the diagram
∆m ∆m
∆n ∆n
∆α
hm
∆α
hn
commutes.]
SUBDIVISION THEOREM Let X be a simplicial set −then there is a homeomor-
phism hX : |SdX| → |X|.
[Before proceeding to the details, I shall first outline the argument. In order to define
a continuous function hX : |SdX| → |X|, it is enough to define a continuous function∐
n
Xn × ∆
n →
∐
n
Xn × ∆
n that respects the relations defining |SdX| =
∫ [n]
Xn · ∆
n
and |X| =
∫ [n]
Xn · ∆
n. This amounts to exhibiting a collection of continuous functions
hx : ∆
n → ∆n (x ∈ Xn, n ≥ 0) such that α : [m] → [n], the diagram
∆m ∆m
∆n ∆n
∆α
hy
∆α
hx
commutes. Here, y = (Xα)x. To ensure that hX is a homeomorphism, one need only
arrange that if x ∈ X#n (n ≥ 0), then hx restricts to a homeomorphism h
−1
n (
◦
∆n)→
◦
∆n.
Let x ∈ Xn. Consider a pair (µ, t), with µ = (µ0, . . . , µp) ∈ ∆[n]p and t =
(t0, . . . , tp) ∈ ∆
p. Write (Xµi)x = (Xαi)xi, where αi is an epimorphism and xi is nonde-
generate. Put γij = (αj ◦ µij)
♭, bij = b(µj ◦ γ
+
ij ) (0 ≤ i ≤ j ≤ p). Definition:
hx([µ, t]) = tpbpp +
∑
0≤i<p
ti(1− tp − · · · − ti+1)bii +
∑
0≤i<j≤p
titjbij.
This expression is a convex combination of points in ∆n, hence is in ∆n. Moreover, its
value depends only on the class [µ, t] and not on a specific representative (µ, t). Therefore
hx : ∆
n → ∆n makes sense. Because there exist finitely many nondegenerate µ such that⋃
µ
|∆µ| (∆
n) = ∆n, hx is continuous. Turning to compatibility, fix α : [m]→ [n] −then the
claim is that ∆α ◦ hy = hx ◦ ∆
α. Given ν = (ν0, . . . , νp) ∈ ∆[m]p, let µ = ∆[α]ν ∈ ∆[n]p
and construct βi, yi, δij per ν and y exactly like αi, xi, γij are constructed per µ and x.
From the definitions, α ◦ νi ◦ δ
+
ij = µi ◦ γ
+
ij and this implies that ∆
α matches barycenters,
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which suffices.
Let x ∈ X#n . Pick a canonical representative (µ, t) for [µ, t] −then ∀ i, γin = γ
+
in =
id[i] and [µ, t] ∈ h
−1
n (
◦
∆n) iff tn > 0. Since each of the coordinates of hx([µ, t]) ∈ ∆
n is
bounded from below by tn/(n + 1), it follows that hx(h
−1
n (
◦
∆n)) ⊂
◦
∆n. To address the
issue of injectivity, suppose that [µ′, t′], [µ′′, t′′] ∈ h−1n (
◦
∆n) and hx([µ
′, t′]) = (t0, . . . , tn) =
hx([µ
′′, t′′]). In terms of canonical representatives, one has to prove that ∀ i, t′i = t
′′
i
and µ′i = µ
′′
i if t
′
i & t
′′
i are > 0. This will be done by decreasing induction on i. Let π′π′′ be the permutations attached to
 µ′µ′′ . Looking at tπ′(n) = t′n/(n + 1) and
tπ′′(n) = t
′′
n/(n+1) yields t
′
n = t
′′
n, starting the induction. Assume that k < n and that the
assertion is true ∀ i > k. Define T ′ = (T ′0, . . . , T
′
n) by∑
0≤i≤k
t′i(1− t
′
n − · · · − t
′
i+1)b
′
ii +
∑
0≤i≤k,
i<j≤n
t′it
′
jb
′
ij .
Define T ′′ = (T ′′0 , . . . , T
′′
n ) analogously −then, from the induction hypothesis, T
′ = T ′′.
Case 1: µ′k 6= µ
′′
k. Choose l ∈ [n] : l ∈ µ
′
k([k]) & l /∈ µ
′′
k([k]) =⇒ t
′
kt
′
n/(k + 1) ≤ T
′
l =
T ′′l = 0 =⇒ t
′
k = 0. Similarly, t
′′
k = 0. Case 2: µ
′
k = µ
′′
k. Take T
′ and split off
(1− t′n − · · · − t
′
k+1)b
′
kk +
∑
k<j≤n
t′jb
′
kj
to get S′ = (S′0, . . . , S
′
n). Do the same with T
′′ to get S′′ = (S′′0 , . . . , S
′′
n) −then from the
induction hypothesis, S′ = S′′. Set l = π′(k) and compute: t′kS
′
l = T
′
l = T
′′
l ≥ t
′′
kS
′′
l = t
′′
kS
′
l .
But S′l ≥ t
′
n/(k + 1) > 0 =⇒ t
′
k ≥ t
′′
k. Similarly, t
′′
k ≥ t
′
k. Thus the induction is complete.
Owing to the theorem of invariance of domain, hx(h
−1
n (
◦
∆n)) is open in
◦
∆n and the restric-
tion h−1n (
◦
∆n) → hx(h
−1
n (
◦
∆n)) is a homeomorphism. However, hx(∆
n − h−1n (
◦
∆n)) ⊂ ∆˙n,
so hx(h
−1
n (
◦
∆n)) =
◦
∆n ∩ hx(∆
n) is closed in
◦
∆n. Being nonempty, hx(h
−1
n (
◦
∆n)) must be
equal to
◦
∆n.]
BARRATT’S LEMMA Let ∆ be a simplex, ∆1 a proper face of ∆, ∆0 a proper face of ∆1. Let
r : ∆1 → ∆0 be an affine retraction, i.e., a retraction induced by the composition of a linear map and
a translation mapping vertexes onto vertexes. Define X by the pushout square
∆1 ∆0
∆ X
r
−then
there exists a homeomorphism φ : X → ∆ such that the triangle
∆0 ∆
X
φ
commutes.
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[Supposing that n + 1 = dim∆, normalize the situation as follows. Take for ∆ the one point com-
pactification of {(x0, . . . , xn) : xn ≥ 0}, let ∆1 be the convex hull of {0, e0, . . . , em}, let ∆0 be the convex
hull of {0, e0, . . . , ek}, and let P be the orthogonal projection onto the span of {e0, . . . , ek, em+1, . . . , en},
so P |∆1 = r and X = ∆/ ∼, where x ∼ y iff x = y /∈ ∆1 or r(x) = r(y) (x, y ∈ ∆1). Let d(x) be the
distance of x from ∆1, f(x) = min{1, d(x)}, and put φ(x) = f(x)x+ (1− f(x))P (x) (thus φ(∞) =∞ and
φ|∆1 = r).
Claim: φ : ∆→ ∆ is surjective and φ|∆−∆1 is injective.
[Given x = (x0, . . . , xn), set x(t) = (x0, . . . , xk, txk+1, . . . , txm, xm+1, . . . , xn). Obviously, xk+1 =
· · · = xm = 0 =⇒ φ(x) = x. On the other hand, if some xi 6= 0 (k < i ≤ m), then t→∞ =⇒ x(t)→∞
=⇒ f(x(t)) = 1 (t ≫ 0). However, φ(x(t)) = (x0, . . . , xk, tf(x(t))xk+1, . . . , tf(x(t))xm, xm+1, . . . , xn) and
the intermediate value theorem guarantees that ∃ t : tf(x(t)) = 1. Assume now that x, y ∈ ∆1 with
φ(x) = φ(y): xi = yi (i ≤ k & i > m), f(x)xi = f(y)yi (k < i ≤ m) =⇒ y = x
(
f(x)
f(y)
)
. But t→ φ(x(t))
is one-to-one ( =⇒ x = y). To see this, it need only be shown that t→ d(x(t)) is nondecreasing. Proceed-
ing by contradiction, suppose that d(x(t′)) < d(x(t)) (∃ t′ > t) and choose u : d(x(t′)) < u < d(x(t)) =⇒
u > d(x(0)), i.e., x(0), x(t′) ∈ d−1([0, u]), x(t) /∈ d−1([0, u]), an impossibility, d−1([0, u]) being convex.]
Therefore φ determines a continuous bijection X → ∆ between compact Hausdorff spaces with the
stated property.]
FACT Let X be a simplicial set −then |SdX| is a polyhedron, hence |X| can be triangulated.
[Using Barratt’s lemma, apply the criterion on p. 5-12 to |SdX|, observing that ∀ nondegenerate x
in (SdX)n there is a pushout square
∆[n− 1] 〈dnx〉
∆[n] 〈x〉
∆[δn] , where (?) equals “generated simplicial
subset”.]
PROPOSITION 5 Let X be a simplicial set −then |dX | : |SdX| → |X| is a homotopy
equivalence.
[One can define |dX | by a collection of continuous functions dx : ∆
n → ∆n satisfying
the same compatibility conditions as the hx : ∆
n → ∆n that figure in the proof of the subdi-
vision theorem. IntroduceHx : ∆
n×[0, 1]→ ∆n by writing Hx(u, t) = (1−t)hx(u)+tdx(u)
−then, in total, the Hx define a homotopy |SdX| × [0, 1]→ |X| between hX and |dX |.]
[Note: hX is not natural but is homotopic to |dX | which is natural. The fact that |dX |
is a homotopy equivalence can also be seen directly. Proof: ∀ n
∣∣∆[n]∣∣ = ∆n is contractible
and Γ∆ = Sd presereves injections, thus the example following Proposition 3 is applicable.]
EXAMPLE Let X be a simplicial set −then |X| is homeomorphic to B(cSd2X) (Fritsch-Latch†).
Therefore the geometric realization of a simplicial set is homeomorphic to the classifying space of a small
category.
[Note: The homeomorphism is not natural.]
†Math. Zeit. 177 (1981), 147-179.
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Sd is the realization functor Γ∆. The associated singular functor S∆ is denoted by Ex and referred
to as extension . Since (Sd,Ex ) is an adjoint pair, there is a bijective map ΞX,Y : Nat(SdX,Y ) →
Nat(X,Ex Y ) which is functorial in X and Y (cf. p. 0-15). Put eX = ΞX,X(dX) −then eX : X → Ex X is
the simplicial map given by eX(x) = ∆x ◦ dn (x ∈ Xn), hence eX is injective.
LEMMA For every simplicial set X, |eX | : |X| → |Ex X| is a homotopy equivalence (cf. p. 13-30).
[Note: Since eX is injective, |X| can be considered as a strong deformation retract of |Ex X| (cf. §3,
Proposition 5).]
Denote by Ex∞ the colimit of id → Ex → Ex2 → · · · −then Ex∞ is a functor SISET → SISET
and for any simplicial set X, there is an arrow e∞X : X → Ex∞X. Claim: |e∞X | : |X| → |Ex∞X|
is a homotopy equivalence. In fact, |ExnX| embeds in ∣∣Exn+1X∣∣ as a strong deformation retract and
|Ex∞X| = colim |ExnX|. Therefore |X| is a strong deformation retract of |Ex∞X| (cf. p. 3-21).
The subdivision functor can also be introduced in the semisimplicial setting. It is com-
patible with prolongment in that there is a commutative diagram
SSISET SSISET
SISET SISET
P
Sd
P
Sd
and, in contradistinction to what happens in the simplicial setting, the homeomorphism
hPX : |SdX|M → |X|M is natural, as is the homotopy between hPX and |dPX |.
Put S = U ◦ sin −then S : TOP→ SSISET and (|?|M , S) is an adjoint pair. Given a
topological space X, postcompose hPSX : |SdSX|M → |SX|M with the arrow |SX|M → X
to get a continuous function |SdSX|M → X which by adjointness corresponds to a semisim-
plicial map gSX : SdSX → SX. Definition: bX = |PgSX | ◦ h
−1
PSX ∈ C(|SX|M , |SX|M ).
Using Proposition 4, one can check that bX is naturally homotopic to id|SX|M . In effect,
the triangle
|SX|M |SX|M
|sinX|
bX
commutes up to homotopy.
SIMPLICIAL EXCISION THEOREM Let X be a topological space. Suppose that X1X2 are subspaces of X with X = intX1 ∪ intX2 −then the geometric realization of
sinX2 ∪ sinX1 is a strong deformation retract of |sinX|.
[The inclusion |sinX1 ∪ sinX2| → |sinX| is a closed cofibration, thus it will be enough
to prove that it is a homotopy equivalence (cf. §3, Proposition 5). According to Propo-
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sition 4, the vertical arrows in the commutative diagram
|SX1 ∪ SX2|M |SX|M
|sinX1 ∪ sinX2| |sinX|
are homotopy equivalences, which reduces the problem to showing that the inclusion
|SX1 ∪ SX2|M → |SX|M is a homotopy equivalence or still, a weak equivalence. To
this end, fix n ≥ 0 and let f : Dn → |SX|M be a continuous function such that
f(Sn−1) ⊂ |SX1 ∪ SX2|M . Since the image of f is contained in the union of a finite
number of cells of |SX|M , ∃ k ≫ 0: b
k
X ◦ f factors through |SX1 ∪ SX2|M (the “excisive”
consequence of the assumption that X = intX1∪ intX2). On the other hand, by naturality,
bX(|SX1 ∪ SX2|M ) ⊂ |SX1 ∪ SX2|M and the same is true of the homotopy between bX
and id|SX|M , hence too for the k
th iterate of bkX . Therefore f is homotopic relS
n−1 to a
continuous function g : Dn → |SX|M with g(D
n) ⊂ |SX1 ∪ SX2|M . These considerations
suffice to imply that the inclusion |SX1 ∪ SX2|M → |SX|M is a weak homotopy equiva-
lence (cf. p. 3-42).]
Let C be a class of topological spaces −then C is said to be homotopy cocomplete
provided that the following conditions are satisfied.
(HOCO1) If X ∈ C and if Y has the same homotopy type as X, then Y ∈ C.
(HOCO2) C is closed under the formation of coproducts.
(HOCO3) If X
f
← Z
g
→ Y is a 2-source with
 XY & Z ∈ C, then Mf,g ∈ C.
Examples: (1) The class of CW spaces is homotopy cocomplete; (2) The class of nu-
merably contractible spaces is homotopy cocomplete.
PROPOSITION 6 The class of topological spaces for which the arrow of adjunction
|sinX| → X is a homotopy equivalence is homotopy cocomplete.
[If f : X → Y is a homotopy equivalence, then |sin f | : |sinX| → |sinY | is a homotopy
equivalence (cf. p. 13-2). Since the diagram
|sinX| |sinY |
X Y
|sin f |
f
commutes, HOCO1
obtains. That HOCO2 holds is clear, so it remains to deal with HOCO3. Viewing Mf,g as
a quotient of X ∐ IZ ∐ Y , let X be the image of X ∐ Z × [0, 2/3], let Y be the image of
Z × [1/3, 1] ∐ Y and put Z = X ∩ Y −then Mf,g = intX ∪ intY and there are homotopy
equivalences X → X, Y → Y , Z → Z. Because X,Y, Z are in our class, the same is
true of X,Y ,Z. To establish that the arrow |sinMf,g| →Mf,g is a homotopy equivalence,
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consider the commutative diagram
∣∣sinX∣∣ ∣∣sinZ∣∣ ∣∣sinY ∣∣
X Z Y
. The horizontal
arrows are closed cofibrations, hence the induced map of pushouts is a homotopy equiva-
lence (cf. p. 3-25 ff.). The pushout arising from the 2-source on the bottom is Mf,g, while
the pushout arising from the 2-source on the top is
∣∣sinX ∪ sinY ∣∣ which, by the simplicial
excision theorem, is a strong deformation retract of |sinMf,g|. Inspection of the triangle∣∣sinX ∪ sinY ∣∣ |sinMf,g|
Mf,g
finishes the argument.]
[Note: ∀ X, |sinX| is a CW complex, thus X is a CW space if the arrow of adjunction
|sinX| → X is a homotopy equivalence.
Any homotopy cocomplete class of topological spaces that contains a one point space
necessarily contains the class of CW spaces. But #(X) = 1 =⇒ #(|sinX|) = 1, therefore
the class of CW spaces is precisely the class of topological spaces for which the arrow of
adjunction |sinX| → X is a homotopy equivalence.
GIEVER-MILNOR THEOREM Let X be a topological space −then the arrow of ad-
junction |sinX| → X is a weak homotopy equivalence.
[The adjoint pair (|?| , sin) determines a cotriple in TOP (cf. p. 0-30), which induces
a cotriple in HTOP (|?| ◦ sin preserves homotopies (cf. p. 13-2)). On general grounds,
∀ Y , the postcomposition arrow [|sinY | , |sinX|]→ [|sinY | ,X] is surjective. However here
it is also injective. Reason: ∀ Z, the arrow of adjucntion |sin |sinZ|| → |sinZ| is a homo-
topy equivalence, i.e., is an isomophism in HTOP. It therefore follows that for every CW
complex K, the postcomposition arrow |K, |sinX|| → [K,X] is bijective and this means
that the arrow of adjunction |sinX| → X is a weak homotopy equivalence (cf. p. 5-14 ff.).]
Application: Let X be a simplicial set −then the geometric realization of the arrow
of adjunction X → sin |X| is a homotopy equivalence.
[The triangle
|X| |sin |X||
|X|
id|X|
commutes.]
EXAMPLE Consider the adjoint situation (F,G, µ, ν), where F = |?|, G = sin −then in the nota-
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tion of p. 0-34,
 S
−1SISET
T−1TOP
are equivalence to HCW.
Given simplicial sets X and Y , write map(X,Y ) in place of Y X (cf. p. 0-25). The ele-
ments of map(X,Y )0 ≈ Nat(X,Y ) are the simplicial maps X → Y , two such being termed
homotopic if they belong to the same component of map(X,Y ). In other words, simplicial
maps f, g ∈ Nat(X,Y ) are homotopic (f ≃ g) provided ∃ n ≥ 0 and a simplicial map
H : X × I2n → Y such that if

H ◦ i0 : X ≈ X ×∆[0]
idX×e0−→ X × I2n
H
−→ Y
H ◦ i2n : X ≈ X ×∆[0] −→
idX×e2n
X × I2n −→
H
Y
, then
 H ◦ i0 = fH ◦ i2n = g , where
 e0 : ∆[0]→ I2ne2n : ∆[0]→ I2n are the vertex inclusions per
 02n .
[Note: Paths I2n → map(X,Y ) correspond to homotopies H : X × I2n → Y .]
Given simplicial sets X and Y , simplicial maps f , g ∈ Nat(X,Y ) are said to be
simplicially homotopic (f ≃
s
g) provided ∃ a simplicial map H : X ×∆[1] → Y such that
if

H ◦ i0 : X ≈ X ×∆[0]
idX×e0−→ X ×∆[1]
H
−→ Y
H ◦ i1 : X ≈ X ×∆[0] −→
idX×e1
X ×∆[1] −→
H
Y
, then
 H ◦ i0 = fH ◦ i1 = g , where e0 : ∆[0]→ ∆[1]e1 : ∆[0]→ ∆[1] are the vertex inclusions per
 01 . The relation ≃s is reflexive but
it needn’t be symmetric or transitive.
[Note: Elements of map(X,Y )1 correspond to simplicial homotopies H : X ×∆[1]→
Y .]
Example: Suppose that
 CD are small categories. Let F, G : C→ C be functors,
Ξ : F → G be natural transformations −then Ξ defines a functor ΞH : C× [1]→ D, hence
nerΞH : ner (C× [1])→ nerD, i.e., nerΞH : nerC×∆[1]→ nerD is a simplicial homotopy
between nerF and nerG. So, e.g.,
 BCBD have the same homotopy type if there is a
functor C→ D which admits a left or right adjoint. In particular: The classifying space of
a small category having either an initial object or a final object is contractible. Example:
B∆ is contractible.
EXAMPLE Take X = Y = ∆[n] (n > 0). Let C0 : ∆[n] → ∆[n] be the projection of ∆[n] onto
the 0th vertex, i.e., send (α0, . . . , αp) ∈ ∆[n]p to (0, . . . , 0) ∈ ∆[n]p. Claim: C0 ≃
s
id∆[n]. To see this,
consider the simplicial map H : ∆[n] × ∆[1] → ∆[n] defined by H((α0, . . . , αp), (0, . . . , 0, 1, . . . , 1)) =
(0, . . . , 0, αi+1, . . . , αp) so that H((α0, . . . , αp), (0, . . . , 0)) = (0, . . . , 0),H((α0, . . . , αp), (1, . . . , 1)) =
(α0, . . . , αp) −then H is a simplicial homotopy between C0 and id∆[n]. On the other hand, there is no
13-16
simplicial homotopy H between id∆[n] and C0. For suppose that H((1, 1), (0, 1)) = (µ, ν) ∈ ∆[n]1. Apply
d1 & d0 to get µ = 1 & ν = 0, an impossibility.
[Note: Let Ck : ∆[n] → ∆[n] be the projection of ∆[n] onto the kth vertex, i.e., send (α0, . . . , αp) ∈
∆[n]p to (k, . . . , k) ∈ ∆[n]p (0 ≤ k ≤ n) −then id∆[n] ≃
s
Cn but id∆[n] 6∼=
s
Ck (0 ≤ k < n). Still, ∀ k, ∃ a
homotopy Hk : ∆[n]× I2 → ∆[n] such that Hk ◦ e0 = id∆[n] and Hk ◦ e2 = Ck.]
FACT Suppose that f, g : X → Y are simplicially homotopic −then Ex f, Ex g : Ex X → Ex Y
are simplicially homotopic.
[Ex is a right adjoint, hence preserves products.]
The equivalence relation generated by ≃
s
is ≃. Given simplicial sets X and Y , put
[X,Y ]0 = Nat(X,Y )/ ≃, so [X,Y ]0 = π0(map(X,Y )) −then H0SISET is the category
whose objects are the simplicial sets and whose morphisms are the homotopy classes of
simplicial maps.
[Note: The symbol HSISET is reserved for a different role (cf. p. 13-36).]
To check that the relation of homotopy is compatible with composition, let X, Y , and Z be sim-
plicial sets. Define a simplicial map CX,Y,Z : map(X,Y ) × map(Y,Z) → map(X,Z) by assigning to
a pair (f, g) in map(X,Y )n × map(X,Z)n the composite X ×∆[n] X × (∆[n]×∆[n])id×di A−→
(X ×∆[n]) ×∆[n])
f×id
−−−−−→ Y × ∆[n] g→ Z in map(X,Z)n. At level 0, CX,Y,Z is composition of sim-
plicial maps. Since π0(map(X,Y ) × map(Y,Z)) ≈ π0(map(X,Y )) × π0(map(Y,Z)), CX,Y,Z induces an
arrow [X,Y ]0 × [Y,Z]0 → [X,Z]0 with the requisite properties.
[Note: H0SISET has finite products. In addition map(X × Y,Z) ≈ map(X,map(Y,Z)) =⇒
[X × Y,Z]0 ≈ [X,map(Y,Z)]0 so H0SISET is cartesian closed.]
EXAMPLE Geometric realization preserves homotopies but |?| : H0SISET → HTOP is not
convservative.
[Take X = ∆[0], Y = ner (∞), where (∞) is the zig-zag on the set of nonnegative integers: 0 < 1 >
2 < 3 > 4 . . ., and consider the inclusion X → Y corresponding to 0→ 0.]
Notation: Given a simplicial set X, write IX in place of X ×∆[1].
The obvious composite X
∐
X → IX → X factors the folding map X∐X → X and SISET carries
the structure of a model category in which IX is a cylinder object (cf. p. 13-36).
A simplicial map f : X → Y is said to be a weak homotopy equivalence if its geomet-
ric realization |f | : |X| → |Y | is a weak homotopy equivalence (= homotopy equivalence).
Example: ∀ X, the projection IX → X is a weak homotopy equivalence.
[Note: A homotopy equivalence in SISET is a weak homotopy equivalence (but not
conversely).]
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EXAMPLE Suppose that
 XY are topological spaces and f : X → Y is a continuous function
−then there is a commutative diagram
|sinX| |sin Y |
X Y
|sin f |
f
, thus f is a weak homotopy equivalence
iff sin f is a weak homotopy equivalence (Giever-Milnor theorem).]
EXAMPLE (Simplicial Groups) Given a simplicial group G, put NnG =
⋂
i>0
ker di (n >
0) (N0G = G0) and let ∂n : NnG → Nn−1G be the restriction d0|NnG (n > 0) (∂0 : N0G → 0)
−then im ∂n+1 is a normal subgroup of ker∂n. Definition: The homotopy groups of G are the quotients
πn(G) = ker ∂n/im ∂n+1. Justification: ∀ n ≥ 0, πn(G) ≈ πn(|G|), e). Since a homomorphism f : G → K
of simplicial groups induces a morphism Nf : Ng → NK of chain complexes, thus a homomorphism
π∗(f) : π∗(G)→ π∗(K) in homotopy, it follows that f is a weak homotopy equivalence iff π∗(f) is bijective.
[Note: A short exact sequence 1→ G′ → G→ G′′ → 1 of simplicial groups gives rise to a short exact
sequence 1 → NG′ → NG → NG′′ → 1 of chain complexes and a long exact sequence · · · → πn+1(G′′) →
πn(G
′)→ πn(G)→ πn(G′′)→ πn−1(G′)→ · · · of homotopy groups.]
EXAMPLE (Simplex Categories) LetX be a simplicial set −thenX is a cofunctor∆→ SET,
thus one can form the Grothendieck construction gro∆X on X. So: The objects of gro∆X are the
([n], x) (x ∈ Xn) and the morphisms ([n], x) → ([m], y) are the α : [n] → [m] such that (Xα)y =
x. One calls gro∆X the simplex category of X. It is isomorphic to the comma category |Y∆,KX |:
∆[n] ∆[m]
X
. There is a natural weak homotopy equivalence ner (gro∆X) → X, viz. the rule
nerp(gro∆X) → Xp that sends ([n0], x0) α0−→ · · ·
αp−1−→ ([np], xp) to (Xα)xp, where α : [p] → [np] is defined
by α(i) = αp−1 ◦ · · · ◦ αi(ni) (0 ≤ i ≤ p) (α(p) = np).
[First check the assertion when X = ∆[n].]
A simplicial map f : X → Y is said to be a cofibration if its geometric realization
|f | : |X| → |Y | is a cofibration. Example: ∀ X, the arrows
 i0 : X → IXi1 : X → IX are cofibra-
tions and weak homotopy equivalences.
LEMMA The cofibrations in SISET are the injective simplicial maps.
Example: Let X be a simplicial set −then the arrow of adjunction X → sin |X| is a
cofibration and a weak homotopy equivalence (cf. p. 13-15).
EXAMPLE Let X be a simplicial set −then eX : X → Ex X is a cofibration, as is e∞X : X → Ex∞X
13-18
and both are weak homotopy equivalences (cf. p. 13-13).
PROPOSITION 7 Let p : X → B be a simplicial map −then p has the RLP w.r.t
the incusions ∆˙[n]→ ∆[n] (n ≥ 0) iff p has the RLP w.r.t all cofibrations.
[Let i : A→ Y be an injective simplicial map. To construct a filler for
A X
Y B
i
u
p
v
,
take i to be an inclusion and call (Y,A)#n the subset of Y
#
n consisting of those elements which
do not belong to A −then ∀ n, there is a pushout square
(Y,A)#n · ∆˙[n] Y (n−1) ∪A
(Y,A)#n ·∆[n] Y (n) ∪A
,
so one can construct the arrow Y → X by induction.]
Given n ≥ 1, the kth-horn Λ[k, n] of ∆[n] (0 ≤ k ≤ n) is the simplicial subset of ∆[n]
defined by the condition that Λ[k, n]m is the set of α : [m] → [n] whose image does not
contain the set [n] − {k}. So: |Λ[k, n]| = Λk,n is the subset of |∆[n]| = ∆n consisting of
those (t0, . . . , tn): ti = 0 (∃ i 6= k), thus Λ
k,n is a strong deformation retract of ∆n.
Example: Let
 XY be topological spaces, f : X → Y a continuous function −then
f is a Serre fibration iff f has the RLP w.r.t. the inclusions Λk,n → ∆n (0 ≤ k ≤ n, n ≥ 1).
The representation of ∆˙[n] as a coequalizer can be modified to exhibit Λ[k, n] as a coequalizer (in the
notation of p. 0-19, replace
∐
0≤i≤n
∆[n− 1]i by ∐
0≤i≤n,
i6=k
∆[n− 1]i). A corollary is that for every simplicial set
X, Nat(Λ[k, n], X) is in a one-to-one correspondence with the set of finite sequences (x0, . . . , xˆk, . . . , xn) of
elements of Xn−1 such that dixj = dj−1xi (i < j & i, j 6= k).
A retract invariant, composition closed class of injective simplicial maps is said to
be replete if it contains the isomorphisms and is stable under formations of coproducts,
pushouts, and sequential colimits. The repletion of a set S0 of injective simplicial maps is
∩M , M replete with S0 ⊂M .
Specialize to S0 = {Λ[k, n] → ∆[n] (0 ≤ k ≤ n, n ≥ 1)} −then the repletion of S0 is
the class of anodyne extensions . Examples: (1) The injections ∆[δi] : ∆[n− 1]→ ∆[n] are
anodyne extensions; (2) The inclusions ∆[m]× Λ[k, n] ∪ ∆˙[m] ×∆[n] → ∆[m]×∆[n] are
anodyne extensions.
PROPOSITION 8 Let f : X → Y be an anodyne extension −then |f | (|X|) is a
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strong deformation retract of |Y |.
[The class of injective simplicial maps with the property is replete (cf. §3, Proposition
3 and p. 3-21) and contains S0.]
Application: Every anodyne extension is a weak homotopy equivalence.
PROPOSITION 9 Let
 AB be a simplicial subset of
 XY . Suppose that the
inclusion B → Y is an anodyne extension −then the inclusion X ×B ∪A× Y → X × Y is
an anodyne extension.
[The class of injective simplicial maps B′ → Y ′ for which the arrow X×B′ ⊔
A×B′
A×Y ′
→ X × Y ′ is an anodyne extension is replete. On the other hand, an induction shows that
the inclusions X × Λ[k, n] ∪A×∆[n]→ X ×∆[n] are anodyne.]
EXAMPLE The inclusion SdΛ[k, n]→ Sd∆[n] is an anodyne extension.
[Note: In general, Sd preserves anodyne extensions (cf. p. 13-35).]
FACT The class of homotopy classes of anodyne extensions admits a calculus of left fractions.
[The point is to show that if f, g : X → Y are simplicial maps and if s : X ′ → X is an anodyne
extension with f ◦ s ≃ g ◦ s, then ∃ an anodyne extension t : Y → Y ′ with t ◦ f ≃ t ◦ g.]
Let p : X → B be a simplicial map −then p is said to be a Kan fibration if it has the
RLP w.r.t. the inclusions Λ[k, n]→ ∆[n] (0 ≤ k ≤ n, n ≥ 1).
[Note: Let p : X → B be a Kan fibration −then for any component A of X, p(A)
is a component of B and A → p(A) is a Kan fibration. Therefore p(X) is a union of
components of B. So, if B is connected and X is nonempty, then p is surjective.]
Example: Let
 XY be topological spaces, f : X → Y a continuos function −then
f is a Serre fibration iff sin f : sinX → sinY is a Kan fibration.
In “parameters”, the condition that p be a Kan fibration is equivalent to requiring that if (x0, . . . ,
xˆk, . . . , xn) is a finite sequence of elements of Xn−1 such that dixj = dj−1xi (i < j & i, j 6= k) and
p(xi) = dib (b ∈ Bn), then ∃ x ∈ Xn: dix = xi (i 6= k) with p(x) = b.
PROPOSITION 10 Let p : X → B be a simplicial map −then p is a Kan fibration
iff it has the RLP w.r.t every anodyne extension.
[The class of injective simplicial maps that have the LLP w.r.t p is replete.]
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Application: Let A be a simplicial subset of Y . Suppose that p : X → B is a Kan
fibration −then every commutative diagram
i0Y ∪ IA X
IY B
F
p
h
has a filler H : IY → X
(cf. §4, Proposition 12).
[The vertex inclusion e0 : ∆[0]→ ∆[1] is anodyne.]
FACT Let p : X → B be a Kan fibration −then Ex p : Ex X → Ex B is a Kan fibration.
A simplicial set X is said to be fibrant if the arrow X → ∗ is a Kan fibration. The
fibrant objects are therefore those X such that every simplicial map f : Λ[k, n] → X can
be extended to a simplicial map F : ∆[n]→ X (0 ≤ k ≤ n, n ≥ 1).
[Note: The components of a fibrant X are fibrant.]
Example: Let X be a topological space −then sinX is fibrant.
LEMMA Suppose that X is fibrant. Assume: ∃ n0 ≥ 1 such that #(X
#
n0) ≥ 1 −then
∀ n ≥ n0, #(X
#
n ) ≥ 1.
[Fix x ∈ X#n0 and choose y ∈ Xn0+1 such that d0y = x, d1y = s0d0x. Claim:
y ∈ X#n0+1. Suppose not, so y = siz (∃ i). Case 1: i ≥ 1: x = d0y = d0siz = si−1d0z,
an impossibility. Case 2: i = 0: x = d0y = d0s0z = z =⇒ x = z =⇒ y = s0x =⇒
d1y = d1s0x =⇒ x = d1s0x = s0d0x, an impossibility.]
Application: ∆[n] (n ≥ 1) is not fibrant.
Remark: Let Y be a simplicial set −then the arrow Y → ∗ is a homotopy fibration.
Proof: Take any commutative diagram
X ′ × Y X × Y Y
X ′ X ∗
Φ
φ
, where φ is a
weak homotopy equivalence, and apply |?| to get a commutative diagram
|X ′| ×k |Y | |X| ×k |Y | |Y |
|X ′| |X| ∗
|Φ|
|φ|
in CGH (cf. Proposition 1). Since the projec-
tion |X| ×k |Y | → |X| is a CG fibration and |φ| is a homotopy equivalence, |Φ| is a
homotopy equivalence (cd. p. 4-26), i.e., Φ is a homotopy equivalence.
[Note: See p. 13-33 for the model category structure on SISET.]
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EXAMPLE The underlying simplicial set of a simplicial group G is fibrant.
[Let (x0, . . . , xˆk, . . . , xn) be a finite sequence of elements of Gn−1 such that dixj = dj−1xi (i <
j & i, j 6= k). Claim: ∃ elements g−1, g0, . . . ∈ Gn such that digr = xi (i ≤ r, i 6= k). Thus put
g−1 = e ∈ Gn and assume that gr−1 ∈ Gn has been constructed. Case 1: r = k. Take gr = gr−1. Case 2:
r 6= k. Take gr = gr−1(srhr)−1, where hr = x−1r (drgr−1).]
[Note: A homomorphism f : G → K of simplicial groups is a Kan fibration iff Nnf : NnG → NnK
is surjective ∀ n > 0. Therefore a surjective homomorphism of simplicial groups is a Kan fibration.]
EXAMPLE Let C be a small category −then nerC is fibrant iff C is a groupoid.
[Note: It is a corollary that ∆[n] (n ≥ 1) is not fibrant.]
LEMMA Put dk,n = dΛ[k,n] (0 ≤ k ≤ n, n ≥ 1) −then there is a simplicial map Dk,n : Sd2∆[n]→
SdΛ[k, n] such that Dk,n|Sd2Λ[k, n] = Sddk,n.
FACT For any simplicial set X, Ex∞X is fibrant.
[Suppose given any simplicial map f : Λ[k, n] → Ex∞X. Choose an r such that f factors through
ExrX and let g be the composite Λ[k, n] → ExrX → Ex ExrX −then, under Nat(Λ[k, n],Ex ExrX) ≈
Nat(SdΛ[k, n],ExrX), g corresponds to h : SdΛ[k, n] → ExrX and an extension F : ∆[n] → Ex∞X of f
can be constructed by working with the “double adjoint” of h ◦ Dk,n (it being a simplicial map from ∆[n]
to Ex2ExrX).]
The class of Kan fibrations is pullback stable. In particular: The fibers of a Kan
fibration are fibrant objects.
PROPOSITION 11 Let p : X → B be a Kan fibration −then B fibrant =⇒ X
fibrant and X fibrant + p surjective =⇒ B fibrant.
PROPOSITION 12 Suppose that L→ K is an inclusion of simplicial sets andX → B
is a Kan fibration −then the arrow map(K,X)→ map(L,X)×map(L,B)map(K,B) is a Kan
fibration.
[Pass from
Λ[k, n] map(K,X)
∆[n] map(L,X) ×map(L,B) map(K,B)
,
to
Λ[k, n]×K ∪∆[n]× L X
∆[n]×K B
i
and note that i is anodyne (cf. Proposition 9).]
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[Note: Compare this result with its topological analog on p. 12-18.]
Application: Let p : X → B be a Kan fibration −then for any simplicial set Y , the
postcomposition arrow p∗ : map(Y,X)→ map(Y,B) is a Kan fibration (cf. §4, Proposition
5).
[Note: Take B = ∗ to see that X fibrant =⇒ map(Y,X) fibrant ∀ Y .]
Application: Let i : A → X be a cofibration −then for any fibrant Y , the precompo-
sition arrow i∗ : map(X,Y )→ map(A,Y ) is a Kan fibration (cf. §4, Proposition 6).
FACT Let L → K be an anodyne extension −then ∀ fibrant Z, the arrow [K,Z]0 → [L, Z]0 is
bijective.
[Since Z is fibrant, the arrow [K,Z]0 → [L,Z]0 is surjective, hence bijective (cf. p. 13-20).]
Application: Let L → K be an anodyne extension −then ∀ fibrant Z, the arrow map(K,Z) →
map(L,Z) is a homotopy equivalence.
[For any simplicial set X, the inclusion X × L → X × K is anodyne (cf. Proposition 9). But
[X,map(K,Z)]0 → [X,map(LZ)]0 is bijective iff [X ×K,Z]0 → [X × L, Z]0 is bijective.]
PROPOSITION 13 Let p : X → B be a Kan fibration. Suppose that b′, b′′ ∈ B0 are
in the same component of B −then the fibers Xb′ , Xb′′ have the same homotopy type.
[Note: Compare this result with its topological analog on p. 4-14.]
LEMMA For any fibrant X, simplicial homotopy of simplicial maps ∆[0]→ X is an
equivalence relation.
[The relation is reflexive: ∀ x ∈ X0, d1s0x = x = d0s0x.
The relation is transitive: For suppose that x ≃
s
y & y ≃
s
z (x, y, z ∈ X0), say d1u = xd0u = y (u ∈ X1) &
 d1v = yd0v = z (v ∈ X1). The pair (v, u) determines a simplicial
map Λ[1, 2] → X. Extend it to a simplicial map F : ∆[2] → X and put w = d1F ∈ X1 :
d1w = d1d1F = d1d2F = x & d0w = d0d1F = d0d0F = z (F ↔ F (id[2])).
The relation is symmetric. For suppose x ≃
s
y (x, y ∈ X0), say
 d1u = xd0u = y (u ∈ X1).
The pair (s0x, u) determines a simplicial map Λ[0, 2] → X. Extend it to a simplicial map
G : ∆[2]→ X and put v = d0G : d1v = d1d0G = d0d2G = y & d0v = d0d0G = d0d1G = x
(G↔ G(id[2])).]
[Note: It is a corollary that ∆[n] (n ≥ 1) is not fibrant.]
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Application: For any fibrant X and any Y , simplicial homotopy of simplicial maps
Y → X is an equivalence relation, so homotopy = simplicial homotopy in this situation.
[In fact, X fibrant =⇒ map(Y,X) fibrant ∀ Y (cf. supra).]
Denote by ιn the inclusion ∆˙[n] → ∆[n]. Given a Kan fibration p : X → B, put
map(ιn, p) = map(∆˙[n],X) ×map(∆˙[n],B) map(∆[n], B) and let ιn/p be the arrow map
(∆[n],X) → map(ιn, p) −then ιn/p is a Kan fibration (cf. Proposition 12). Definition:
Elements x′, x′′ ∈ Xn are said to be p-connected (x
′ ≃
p
x′′) if ∆x′ , ∆x′′ ∈ map(∆[n],X)0
belong to the same component of the same fiber of ιn/p. Since an element of map(ιn, p)0
is a pair (f, F ), where f : ∆˙[n]→ X, F : ∆[n]→ B and p ◦ f = F ◦ ιn, an element ∆x ∈
map(∆[n],X)0 lies on the fiber map(∆[n],X)(f,F ) of ιn/p over (f, F ) if
 p ◦ ∆x = F∆x ◦ ιn = f .
Accordingly, elements x′, x′′ ∈ Xn with
 p ◦ ∆x′p ◦ ∆x′′ = F &
 ∆x′ ◦ ιn∆x′′ ◦ ιn = f are
p-connected if ∃ H : I∆[n] → X: H ◦ i0 = ∆x′ , H ◦ i1 = ∆x′′ , p ◦ H = F ◦ pr,
H|I∆˙[n] = f ◦ pr or still, ∃ H ′,H ′′ : I∆[n]→ X:
 H ′ ◦ i0 = ∆x′H ′′ ◦ i0 = ∆x′′ & H ′ ◦ i1 = H ′′ ◦ i1
(or
 H ′ ◦ i1 = ∆x′H ′′ ◦ i1∆x′′ & H ′ ◦ i0 = H ′′ ◦ i0), p ◦ H ′ = p ◦ H ′′, H ′|I∆˙[n] = H ′′|I∆˙[n].
[Note: The relation ≃
p
is an equivalence relation on Xn.]
LEMMA Let X be a simplicial set. Suppose that x′, x′′ ∈ Xn are degenerate −then
dix
′ = dix
′′ (0 ≤ i ≤ n) =⇒ x′ = x′′.
[Write x′ = sky
′, x′′ = sly
′′. Case 1: k = l. Here, y′ = dkx
′ = dkx
′′ = y′′ =⇒ x′ = x′′.
Case 2: k 6= l, say k < l. (1) y′ = dkx
′ = dkx
′′ = dksly
′′ = sl−1dky
′′; (2) x′ = sky
′ =
sksl−1dky
′′ = slskdky
′′; (3) y′′ = dlx
′′ = dlx
′ = dlslskdky
′′ = skdky
′′; (4) x′ = sly
′′ = x′′.]
Application: Given a Kan fibration p : X → B, degnerate elements x′, x′′ ∈ Xn are
p-connected iff they are equal.
A Kan fibration p : X → B is said to be minimal if ∀ n, ∀ x′, x′′ ∈ Xn: x
′ ≃
p
x′′ =⇒
x′ = x′′.
[Note: A fibrant X is minimal when X → ∗ is minimal.]
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FACT Suppose that X is fibrant −then X is minimal iff ∀ n, ∀ x′, x′′ ∈ Xn: dix′ = dix′′ (∀i 6= j)
=⇒ djx′ = djx′′ (0 ≤ i, j ≤ n).
EXAMPLE Let G be a simplicial group −then G is minimal iff the chain complex (NG, ∂) is
minimal, i.e., iff ∀ n, ∂n : NnG→ Nn−1G is the zero homomorphism.
The class of minimal Kan fibrations is pullback stable. In particular: The fibers of a
minimal Kan fibration are minimal fibrant objects.
PROPOSITION 14 A minimal Kan fibration p : X → B is locally trivial.
[The claim is that ∀ n & ∀ b ∈ Bn, Xb is trivial over ∆[n]. Therefore it will be
enough to prove that every minimal Kan fibration p : X → ∆[n] is trivial. To this end, let
C0 : ∆[n]→ ∆[n] be the projection onto the 0
th vertex and choose a simplicial homotopy
H : I∆[n] → ∆[n] between C0 and id∆[n] (cf. p. 13-16). Call A the fiber of p over the
0th vertex −then there is a retraction r : X → A and a simplicial homotopy H : IX → X
between X
r
→ A → X and idX with p ◦ H = H ◦ (p × id∆[1]). Define a simplicial map
f : X → ∆[n]×A over ∆[n] by f(x) = (p(x), r(x)). To establish that f is an isomorphism,
we shall proceed by induction on k, taking X−1 = ∅ and assuming that f |Xl is bijective
(l < k, k ≥ 0).
Injectivity: Suppose that f(x′) = f(x′′), where x′, x′′ ∈ Xk. Put H
′(α, t) =
H((Xα)x′, t), H ′′(α, t) = H((Xα)x′′, t) to get simplicial homotopies H ′, H ′′ : I∆[k] → X
such that
 H ′ ◦ i1 = ∆x′H ′′ ◦ i1 = ∆x′′ & H ′ ◦ i0 = H ′′ ◦ i0, p ◦H ′ = p ◦H ′′, H ′|I∆˙[k] = H ′′|I∆˙[k],
thus x′ ≃
p
x′′, so minimality forces x′ = x′′.
Surjectivity: Let (α0, a0) ∈ (∆[n]×A)k. The induction hypothesis, coupled with the
injectivity of f , ensures the existence of a simplicial map g : ∆˙[k]→ X such that ∀ α ∈ ∆˙[k],
f ◦g(α) = (α0 ◦α, (Xα)a0). In addition, one can find a simplicial homotopy G : I∆[k]→ X
satisfying G ◦ i0 = ∆a0 , G|I∆˙[k] = H ◦ (g × id∆[1]), p ◦ G(α, t) = H(α0 ◦ α, t). Write
a¯0 = r(xk) (xk = G(id[k], 1)) and set G = H ◦ (G ◦ i1 × id∆[1]) −then
 G ◦ i0 = ∆a0G ◦ i0 = ∆a¯0
& G ◦ i1 = G ◦ i1, p ◦ G = p ◦ G, G|I∆˙[k] = G|I∆˙[k]. Therefore a0 ≃
p
a¯0 =⇒ a0 = a¯0
=⇒ f(xk) = (α0, a0).]
Application: The geometric realization of a minimal Kan fibration is a Serre fibration
(cf. p. 13-6).
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Let p : X → B be a Kan fibration; let A be a simplicial subset of X, i : A → X the
inclusion.
(DR) A is said to be a deformation retract of X over B if there is a simplicial map
r : X → A over B and a simplicial homotopy H : IX → X over B such that r ◦ i = idA
and H ◦ i0 = i ◦ r, H ◦ i1 = idX .
(SDR) A is said to be a strong deformation retract of X over B if there is a
simplicial map r : X → A over B and a simplicial homotopy H : IX → X over B such
that r ◦ i = idA and H ◦ i0 = i ◦ r, H(a, t) = a (a ∈ A), H ◦ i1 = idX .
[Note: Taking B = ∗ leads to the corresponding absolute notions for fibrant objects.]
If p : X → B is Kan and A ⊂ X is a retract of X over B, then the restriction pA = p|A
is Kan.
FACT Let p : X → B be a Kan fibration. Suppose that A ⊂ X is a deformation retract of X over
B −then p has the RLP w.r.t. every cofibration that has the LLP w.r.t pA.
PROPOSITION 15 Let p : X → B be a Kan fibration −then there is a simplicial
subset A ⊂ X which is a strong deformation retract of X over B such that pA is a minimal
Kan fibration.
[Let E be a set of representatives for the equivalence classes per≃
p
containing the degen-
erate elements of X (cf. p. 13-24). Choose a simplicial subset A ⊂ X maximal with respect
to A ⊂ E: pA will be minimal if it is Kan. Consider the set Y of all pairs (Y,G), where
A ⊂ Y ⊂ X and G : IY → X is a simplicial homotopy over B such that G(i0(Y )) ⊂ A,
G(a, t) = a (a ∈ A), G ◦ i1 = Y → X. Example: (A, IA
pr
−→ A → X) ∈ Y. Order Y by
stipulating that (Y ′, G′) ≤ (Y ′′, G′′) iff Y ′ ⊂ Y ′′ & G′′|IY ′ = G′. Every chain in Y has an
upper bound, so by Zorn, Y has a maximal element (Y0, G0). Claim: Y0 = X. Supposing
this is false, take x ∈ Xn: x /∈ Y0, with n minimal. Note that x is nondegenerate. Call Yx
the smalles simplicial subset of X: Y0 ⊂ Yx & x ∈ Yx. Since ∆x|∆˙[n] factors through Y0,
there is a pushout square
∆˙[n] Y0
∆[n] Yx∆x
. Fix a simplicial homotopy Hx : I∆[n]→ X over
B such thatHx ◦ i1 = ∆x andHx|I∆˙[n] = G0 ◦(∆x|∆˙[n]×id∆[1]). Put x
′′ = Hx(id[n], 0) and
define x′ ∈ E via x′ ≃
p
x′′: dix
′′ ∈ A (0 ≤ i ≤ n) =⇒ x′ ∈ A. Fix a simplicial homotopy
H : I∆[n]→ X rel ∆˙[n] over B such thatH ◦ i0 = ∆x′ , H ◦ i1 = ∆x′′ . Determine a simplicial
map K : I2∆[n] → X satisfying p ◦ K(α, t, T ) = p((Xα)x),
 K(α, t, 1) = Hx(α, t)K(α, 0, T ) = H(α, t) ,
K(α, t, T ) = G0((Xα)x, t) (α ∈ ∆˙[n]), and K(α, 1, T ) = (Xα)x. Extend G0 to a simplicial
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homotopy Gx : IYx → X (Gx(x, t) = K(id[n], t, 0)) : (Yx, Gx) ∈ Y. Contradiction.]
LEMMA Let f, g : X → Y be simplicial maps, where f ≃
s
g &
 XY are fibrant. Assume: f is
an isomorphism and Y is minimal −then g is an isomorphism.
Application: A simplicial homotopy equivalence between minimal fibrant objects is an isomorphism.
Consequently, if X is fibrant and if
 A
′
A′′
are deformation retracts of X that are minimal, then
 A
′
A′′
are isomorphic.
A simplicial map p : X → B which has the RLP w.r.t. the inclusions ∆˙[n] → ∆[n]
(n ≥ 0) is a Kan fibration (cf. Proposition 7). Moreover, p is a simplicial homotopy
equivalence. Proof: p admits a section s : B → X and
X × ∆˙[1] X
X ×∆[1] B
u
p
v
admits a filler
H : X ×∆[1]→ X. Here, u(x, 0) = s(p(x)), u(x, 1) = x.
PROPOSITION 16 Let p : X → B be a Kan fibration −then p can be written as
the composite of a simplicial map which has the RLP w.r.t. the inclusions ∆˙[n] → ∆[n]
(n ≥ 0) and a minimal Kan fibration.
[Using the notation of proposition 15, write p = pA ◦ r, r : X → A the retraction.
Suppose given a commutative diagram
∆˙[n] X
∆[n] A
u
r
v
. Since A is a strong deformation
retract of X over B, there is a simplicial homotopy H : IX → X over B such that
H ◦ i0 = i ◦ r, H(a, t) = a (a ∈ A), H ◦ i1 = idX . Choose a simplicial homotopy G :
I∆[n]→ X subject to G(α, 0) = v(α), G|I∆˙[n] = H ◦(u×id∆[1]), p◦G(α, t) = p(v(α)). Let
G(α, t) = H((Xα)x, t), where x = G(id[[n], 1). Put
 a′ = v(id[n])a′′ = r(x¯) ,
 G′ = r ◦ GG′′ = r ◦ G
−then
 G′ ◦ i0 = ∆a′G′′ ◦ i0 = ∆a′′ & G′ ◦ i1 = G′′ ◦ i1, pA ◦ G′ = pA ◦ G′′, G′|I∆˙[n] = G′′|I∆˙[n].
So: a′ ≃
pA
a′′ =⇒ a′ = a′′ (by minimality), hence ∆x¯ : ∆[n]→ X is our filler.]
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LEMMA Suppose that p : X → B has the RLP w.r.t the inclusions ∆˙[n] → ∆[n]
(n ≥ 0) −then |p| : |X| → |B| is a CG fibration, thus is Serre (cf. p. 4-7).
[Consider a filler X×B → X for
X X
X ×B B
idX
p , bearing in mind that |X ×B| ≈
|X| ×k |B|.]
PROPOSITION 17 The geometric realization of a Kan fibration is a Serre fibration.
[This follows from Proposition 16, the lemma, and the fact that the geometric realiza-
tion of a minimal Kan fibration is a Serre fibration (cf. p. 13-25).]
[Note: The argument proves more: The geometric realization of a Kan fibration is a
CG fibration.]
For instance, suppose that p : X → B is Kan and a weak homotopy equivalence. Let B′ → B be a
simplicial map and define X ′ by the pullback square
X ′ X
B′ B
p′ p −then p′ is Kan and a weak homo-
topy equivalence.
Suppose X is fibrant −then X is said to be simplicially contractible if the projection
X → ∗ is a simplicial homotopy equivalence.
EXAMPLE Let X be fibrant −then Ex X is fibrant (cf. p. 13-21) and is simplicially contractible
if this is so of X.
[Recall that Ex preserves simplicial homotopy equivalences (cf. p. 13-17).]
PROPOSITION 18 A fibrant X is simplicially contractible iff every simplicial map
f : ∆˙[n]→ X can be extended to a simplicial map F : ∆[n]→ X (n ≥ 0).
[The stated extension property implies that X is fibrant and simplicially contractible
(cf. p. 13-27). To deal with the converse, fix a section s : ∆[0]→ X for p : X → ∆[0] and
a simplicial homotopy H : IX → X between s ◦ p and idX . Given f : ∆˙[n] → X, choose
G : I∆[n]→ X such that G ◦ i0 = s ◦ (∆[n]→ ∆[0]), G|I∆˙[n] = H ◦ (f × id∆[1]) and put
F = G ◦ i1 −then F |∆˙[n] = f .]
A simplicial pair is a pair (X,A), where X is a simplicial set and A ⊂ X is a simplicial
subset. Example: Fix x0 ∈ X0 and, in an abuse of notation, let x0 be the simplicial subset
of X generated by x0 so that (x0)n = {sn−1 · · · s0x0} (n ≥ 1) −then (X,x0) is a simplicial
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pair.
A pointed simplicial set is a simplicial pair (X,x0). A pointed simplicial map is a base
point preserving simplicial map f : X → Y , i.e., a simplicial map f : X → Y for which the
triangle
∆[0]
X Y
∆x0 ∆y0
f
commutes or, in brief, f(x0) = y0.
SISET∗ is the category whose objects are the pointed simplicial sets and whose mor-
phisms are the pointed simplicial maps. Thus SISET∗ = [∆
OP,SET∗] and the forgetful
functor SISET∗ → SISET has a left adjoint that sends a simplicial set X to the pointed
simplicial set X+ = X
∐
∗.
[Note: The vertex inclusion e0 : ∆[0] → ∆[1] defines the basepoint of ∆[1], hence of
∆˙[1].]
∆[0] is a zero object in SISET∗ and SISET∗ has the obvious products and coproducts. In addi-
tion, the pushout square
X ∨ Y ∆[0]
X × Y X#Y
defines the smash product X#Y . Therefore SISET∗
is a closed category if X ⊗ Y = X#Y and e = ∆˙[1]. Here, the internal hom functor sends (X,Y ) to
map∗(X,Y ), the simplicial subset of map(X,Y ) whose elements in degree n are the f : X×∆[n]→ Y with
f(x0×∆[n]) = y0, i.e., the pointed simplicial maps X#∆[n]+ → Y , the zero morphism 0XY being the base
point.
FACT Let i : A→ X be a pointed cofibration −then for any pointed fibrant Y , the precomposition
arrow i∗ : map∗(X,Y )→ map∗(A, Y ) is a Kan fibration.
[Consider the pullback square
map∗(X,Y ) map(X,Y )
map∗(A,Y ) map(A, Y )
, recalling that the arrow map(X,Y )→
map(A, Y ) is Kan fibration (cf. p. 13-22).]
Application: Fix a pointed fibrant Y −then ∀ pointed X, map∗(X,Y ) is fibrant.
Suppose that X is fibrant. Fix x0 ∈ X0 −then the mapping space ΘX of the pointed
simplicial set (X,x0) is defined by the pullback square
ΘX map(∆[1],X)
∆[0] map(∆[0],X) ≈ X
e∗0
∆x0
.
Since X is fibrant, e∗0 is a Kan fibration (cf. p. 13-22), hence ΘX is fibrant. Furthermore,
the composite ΘX → map(∆[1],X)
e∗1−→ map(∆[0],X) ≈ X is a Kan fibration, call it p1.
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Proof: Consider the pullback square
ΘX map(∆[1],X)
X map(∆˙[1],X) ≈ X ×X
p1 i∗
(∆x0 ,idX)
, noting
that i∗ is a Kan fibration (cf. p. 13-22).
ΘX can be identified with map∗(∆[1], X), thus is a pointed simplicial set. The fiber of p1 : ΘX → X
over the base point is the loop space ΩX, i.e., map∗(S[1], X), S[1] = ∆[1]/∆˙[1] the simplicial circle. Exam-
ple: ∀ pointed topological space X, there are natural isomorphisms Θ(sinX) ≈ sinΘX, Ω(sinX) ≈ sinΩX.
LEMMA e∗0 : map(∆[1],X) → map(∆[0],X) has the RLP w.r.t. the inclusions
∆˙[n]→ ∆[n] (n ≥ 0).
[Convert
∆˙[n] map(∆[1],X)
∆[n] map(∆[0],X)
e∗0
to
∆[n]×∆[0] ∪ ∆˙[n]×∆[1] X
∆[n]×∆[1] ∗
,
bearing in mind that e0 : ∆[0]→ ∆[1] is anodyne.]
PROPOSITION 19 Suppose that X is fibrant −then ΘX is simplicially contractible.
[In view of the lemma, this is a consequence of Proposition 18.]
LEMMA For every simplicial set X, |eX | : |X| → |Ex X| is a homotopy equivalence (cf. p. 13-13).
[Show that |eX | is bijective on π0 and π1 and, using an acyclic models argument, that |eX | is
a homology equivalence. To handle the higher homotopy groups, define ΘX by the pullback square
ΘX Θsin |X|
X sin |X|
p1 . Since X → sin |X| is a weak homotopy equivalence (cf. p. 13-15), the same
is true of ΘX → Θsin |X| (cf. p. 13-34). But Θ sin |X| is simplicially contractible (cf. Proposition 19),
thus ΘX → ∗ is a weak homotopy equivalence and so Ex ΘX → ∗ is a weak homotopy equivalence. In
addition: ΘX → X Kan =⇒ Ex ΘX → Ex X Kan (cf. p. 13-21). Compare the homotopy sequences of
the associated Serre fibrations and use induction.]
SIMPLICIAL EXTENSION THEOREM Let (K,L) be a simplicial pair, p : X →
B a Kan fibration. Suppose given a commutative diagram
L X
K B
g
p
f
−the ∀ φ ∈
C(|K| , |X|) such that φ||L| = |g| and |p| ◦ φ = |f | there is a simplicial map F : K → X
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with F |L = g, p ◦ F = f , and |F | ≃
|B|
φ rel |L|.
[It will be enough to consider the case when
 K = ∆[n]L = ∆˙[n] (n ≥ 0). Identify
 XB
with its image in
 sin |X|sin |B| under the arrow of adjunction
 X → sin |X|Y → sin |B| , so that
φ ∈ C(∆n, |X|) = sinn |X|, diφ ∈ X (0 ≤ i ≤ n), bφ = |p| ◦ φ ∈ Bn. The assertion can
be thus recast: ∃ x ∈ Xn such that x ≃
sin|p|
φ. This being clear if n = 0, take n > 0, write
bφ = (Bβ)b, where β is an epimorphism and b is nondegenerate, and argue inductively on n
and on the finite set of epimorphisms having domain [n] (viz., β′ ≤ β′′ iff ∀ i, β′(i) ≤ β′′(i)).
[Note: p Kan =⇒ |p| Serre (cf. Proposition 17) =⇒ sin |p| Kan.]
(I) β : [n] → [0]. Here, b ∈ B0 and diφ ∈ Xb (0 ≤ i ≤ n). View Xb (which
is fibrant) as a pointed simplicial set with base point φ0 (the 0
th element in the vertex
set of φ (cf. p. 13-4)). Put Y = Xb, W = ΘY , q = p1, and choose a finite sequence
(w0, . . . , wn−1, ŵn) of elements of Wn−1 such that diwj = dj−1wi (i < j & i, j 6= n) with
q(wi) = diφ (0 ≤ i ≤ n − 1) (q maps W surjectively onto the component of Y containing
the base point). Encode the data in the commutative diagram
Λ[n, n] sin |W |
∆[n] sin |Y |
∆φ
to
produce a ψ ∈ sinn |W | : sin |q| (ψ) = φ. The induction hypothesis furnishes a wn ∈Wn−1 :
wn ≃
sin|q|
dnψ. On the other hand, W is simplicially contractible (cf. Proposition 19), so
one can find a w ∈Wn : diw = wi (0 ≤ i ≤ n) (cf. Proposition 18). Claim: x ≃
sin|p|
φ, where
x = q(w). To see this, fix a simplicial homotopy H : I∆[n− 1]→ sin |W | rel ∆˙[n− 1] over
sin |Y | such that H ◦ i0 = ∆wn , H ◦ i1 = ∆dnψ. Define a simplicial map H : ∆[n]× ∆˙[1]
∪ ∆˙[n] × ∆[1] → sin |W | by the recipe H ◦ i0 = ∆w, H ◦ i1 = ∆ψ, H(diid[n], t) = wi
(0 ≤ i ≤ n − 1), H(dnid[n], t) = H(id[n−1], t). Using that fact that (|?| , sin) is an adjoint
pair, H determines a continuous function G : i0∆
n ∪ i1∆
n ∪ I∆˙n → |W | which can then be
extended to a continuous function G˜ : I∆n → |W | (|W | is contractible). Pass back to get a
simplicial homotopy H˜ : I∆[n]→ sin |W | extending H. Consider the composite sin |q| ◦ H˜
followed by the inclusion sin |Y | → sin |X|.
(II) β : [n] → [m] (m > 0). Let k = min
0≤i≤n
i : β(i) 6= β(i + 1). Choose x ∈ Xn:
dix = diφ (0 ≤ i ≤ n− 1) with p(x) = bφ and choose ψ ∈ sinn+1 |X|: dkψ = x, dk+1ψ = φ,
diψ = diskφ (0 ≤ i ≤ n, i 6= k, k + 1) with |p| ◦ ψ = skbφ −then ∃ y ∈ Xn : y ≃
sin|p|
dn+1ψ
(induction). Choose w ∈ Xn+1 : dkw = x, dn+1w = y, diw = diskφ (0 ≤ i ≤ n, i 6= k, k+1)
with p(w) = skbφ. Fix a simplicial homotopy H : I∆[n]→ sin |X| rel ∆˙[n] over sin |B| such
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that H ◦ i0 = ∆y¯, H ◦ i1 = ∆dn+1ψ and incorporate the choices into a simplicial homotopy
H : I∆[n + 1] → sin |X| satisfying H ◦ i0 = ∆w, H ◦ i1 = ∆ψ, H(diid[n+1], t) = diw¯
(0 ≤ i ≤ n, i 6= k + 1), H(dn+1id[n+1], t) = H(id[n], t), |p| ◦ H(id[n+1], t) = skbφ. Put
x = dk+1w and examine H ◦ (∆[δk+1]× id∆[1]) : I∆[n]→ sin |X| to conclude that x ≃
sin|φ|
φ.]
Specialize to B = ∗, one can say that if (K,L) is a simplicial pair and X is fibrant, then given a sim-
plicial map g : L → X and a continuous extension φ : |K| → |X| of |g|, there exists a simplicial extension
F : K → X of g such that |F | ≃ φ rel |L|. Conversely, every simplicial set X with this property is fibrant.
Proof: The geometric realization of a simplicial map Λ[k, n]→ X can be extended to a continuous function
∆n → |X|.
Example: Suppose that X is fibrant −then X is a strong deformation restract of
sin |X|.
[Apply the simplicial extension theorem to the commutative diagram
X X
sin |X| ∗
idX
,
taking for φ ∈ C(|sin |X|| , |X|) the arrow of adjunction |sin |X|| → |X|.]
EXAMPLE Let
 XY be simplicial sets. Assume: Y is fibrant −then there is a weak homotopy
equivalence |map(X,Y )| → map(|X| , |Y |).
[Since Y is fibrant, the arrow of adjunction Y → sin |Y | is a simplicial homotopy equivalence, thus
the arrow map(X,Y ) → map(X, sin |Y |) is a simplicial homotopy equivalence. But map(X, sin |Y |) ≈
sinmap(|X| , |Y |) and the arrow of adjunction |sinmap(|X| , |Y |)| → map(|X| , |Y |) is a weak homotopy
equivalence (Giever-Milnor theorem).]
PROPOSITION 20 Let
 XY be fibrant −then a simplicial map f : X → Y is a
simplicial homotopy equivalence iff its geometric realization |f | : |X| → |Y | is a homotopy
equivalence.
[In general, geometric realization takes simplicial homotopy equivalences to homotopy
equivalences. The fibrancy of X & Y is used to go the other way. Thus fix a homotopy
inverse g : |Y | → |X| for |f | and let r : sin |X| → X be a simplicial homotopy inverse
for X → sin |X| (cf. supra) −then the composite Y → sin |Y |
sin g
−−−−→ X is a simplicial
homotopy inverse for f .]
[Note: It is a corollary that a fibrant X is simplicially contractible iff |X| is con-
tractible.]
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Application: Suppose
 XY are topological spaces and f : X → Y is a continuous
function −then f is a weak homotopy equivalence iff sin f : sinX → sinY is a simplicial
homotopy equivalence.
[If f is a weak homotopy equivalence, then |sin f | is a weak homotopy equivalence
(cf. p. 13-17) or still, a homotopy equivalence. But this means that sin f is a simplicial
homotopy equivalence,
 sinXsinY being fibrant.]
A simplicial set X is said to be finite if |X| is finite.
[Note: A finite simplicial set is a simplicial object in the category of finite sets (but not conversely).]
SIMPLICIAL APPROXIMATON THEOREM Let
 XY be simplicial sets with X finite.
Fix φ ∈ C(|X| , |Y |) −then ∃ n > 0 and a simplicial map f : SdnX → Y such that |f | ≃ φ ◦ |dnX |.
[Since Ex∞Y is fibrant (cf. p. 13-22), it follows from the simplicial extension theorem that there
exists a simplicial map F : X → Ex∞Y such that |F | ≃ |e∞Y | ◦ φ. But X is finite, so F factors through
ExnY for some n.]
[Note: The natural transformations dn : Sdn → id are defined inductively by d0X = idX , dn+1X =
dnX ◦ dSdnX .]
PROPOSITION 21 Let p : X → B be a simplicial map −then p is a Kan fibration
and a weak homotopy equivalence iff p has the RLP w.r.t the inclusions ∆˙[n] → ∆[n]
(n ≥ 0).
[That the condition is sufficient has been noted on p. 13-27. As for the necessity,
one can assume that p is minial (cf. Proposition 16). To construct a filler ∆[n] → X for
∆˙[n] X
∆[n] B
p
∆b
(b ∈ Bn), it suffices to construct a filler ∆[n]→ Xb for
∆˙[n] Xb
∆[n] ∆[n]
p .
But the projection Xb → ∆[n] is a weak homotopy equivalence (cf. p. 13-28) and Xb is
trivial over ∆[n] (cf. Proposition 14), say Xb ≈ ∆[n]× Tb, where Tb is fibrant. Therefore
|Tb| is contractible, hence Tb is simplicially contractible. Now quote Proposition 18.]
Recall that CGH in its singular structure is a proper model category (cf. p. 12-13).
FUNDAMENTAL THEOREM OF SIMPLICIAL HOMOTOPY THEORY SISET
is a proper model category if weak equivalence = weak homotopy equivalence, cofibration
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= injective simplicial map, fibration = Kan fibration. Every object is cofibrant and the
fibrant objects are the fibrant simplicial sets.
[Axioms MC-1, MC-2 and MC-3 are immediate.
Claim: Every simplicial map f : X → Y can be written as a composite fw ◦ iw, where
iw : X → Xw is an anodyne extension and fw : Xw → Y is a Kan fibration.
[In the small object argument, take S0 = {Λ[k, n]→ ∆[n] (0 ≤ k ≤ n, n ≥ 1)}.]
Claim: Every simplicial map f : X → Y can be written as a composite fw ◦ iw, where
iw : X → Xw is a cofibration and fw : Xw → Y is both a weak homotopy equivalence and
a Kan fibration.
[In the small object argument, take S0 = {∆˙[n]→ ∆[n] (n ≥ 0)}.]
Combining the claims gives MC-5. Turning to MC-4, consider a commutative diagram
A X
Y B
i
u
p
v
, where i is a cofibration and p is a Kan fibration. If p is a weak homotopy
equivalence, then the existence of a filler w : Y → X is implied by Proposition 7 and
Proposition 21. On the other hand, if i is a weak homotopy equivalence, then by the first
claim i = q ◦ j, where j : A → Z is anodyne and q : Z → Y is a Kan fibration which is
necessarily a weak homotopy equivalence, so ∃ f : Y → Z such that f ◦ i = j, q ◦ f = idY .
Consequently, i is a retract of j, thus is itself anodyne.
There remains the verification of PMC. Since all objects are cofibrant, half of this is
automatic (cf. §12, Proposition 5). Employing the usual notation, consider a pullback
square
P Y
X Z
ξ
η
g
f
in SISET. Assume: g is a Kan fibration and f is a weak homotopy
equivalence −then η is a weak homotopy equivalence . Proof
|P | |Y |
|X| |Z|
|ξ|
|η|
|g|
|f |
is a pull
back square in CGH (cf. Proposition 1), |g| is a Serre fibration (cf. Proposition 17), and
|f | is a weak homotopy equivalence. Therefore |η| is a weak homotopy equivalence.]
[Note: It is a corollary that SISET∗ (= ∆[0]\SISET) is a proper model category.]
EXAMPLE (Simplicial Groups) The free group functor Fgr : SET → GR extends to a
functor Fgr : SISET→ SIGR which is a left adjoint to the forgetful functor U : SIGR→ SISET. Call a
homomorphism f : G→ K of simplicial groups a weak equivalence if Uf is a weak homotopy equivalence,
a fibration if Uf is a Kan fibration, and a cofibration if f has the LLP w.r.t. acyclic fibrations −then
with these choices, SIGR is a model category. Here the point is that f : G → K is a fibration (acyclic
fibration) iff it has the RLP w.r.t the arrows FgrΛ[k, n]→ Fgr∆[n] (0 ≤ k ≤ n, n ≥ 1) (Fgr∆˙[n]→ Fgr∆[n]
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(n ≥ 0)). Since Fgr preserves cofibrations and U preserves fibrations, the TDF theorem implies that
LFgr : HSISET→ HSIGR and RU : HSIGR→ HSISET exist and constitute an adjoint pair.
[Note: Every object in SIGR is fibrant (cf. p. 13-21) but not every object in SIGR is cofibrant.
Definition: A simplicial group G is said to be free if ∀ n, Gn is a free group with a specified basis Bn such
that siBn ⊂ Bn+1 (0 ≤ i ≤ n). Every free simplicial group is cofibrant and every cofibrant simplicial group
is the retract of a free simplicial group.]
EXAMPLE (Groupoids) GRD acquires the structure of a model category when one stipulates
that the functor F is a weak equivalence if F is an equivalence of categories, a cofibration if F is injective
on objects, and a fibration if nerF is a Kan fibration. All objects are cofibrant and fibrant.
EXAMPLE (G−Sets) Fix a group G. Denote by G the groupoid having a single object ∗ with
Mor(∗, ∗) = G −then the category SETG of right G-sets is the functor category [GOP,SET] and the cate-
gory of simplicial right G-sets SISETG is the functor category [∆
OP, [GOP,SET]] ≈ [(∆ ×G)OP,SET].
Claim: SISETG is a model category. Thus let U : SISETG → SISET be the forgetful functor and declare
that a morphism f : X → Y of simplicial right G-sets is a weak equivalence if Uf is a weak homotopy
equivalence, a fibration if Uf is a Kan fibration, and a cofibration if f has the LLP w.r.t. acyclic fibrations.
(CO) An object X in SISETG is cofibrant iff ∀ n, Xn is a free G-set.
Fix a cofibrant XG in SISETG such that XG → ∗ is an acyclic fibration. Put BG = XG/G −then
XG is simplicially contractible and locally trivial with fiber G (i.e., siG), the projection XG → BG is a
Kan fibration, BG is fibrant, and |BG| is a K(G, 1). Explicit models for (XG,BG) can be found, e.g., in
the notation of p. 0-48, XG = bar(∗;G;G) (≈ ner tranG), BG = bar(∗;G; ∗) (≈ nerG).
[Note: U has a left adjoint FG which sends X to X× siG. And, thanks to the TDF theorem,
(LFG,RU) is an adjoint pair.]
Remark: The class of anodyne extensions is precisely the class of acyclic cofibrations.
Claim: SD preserves anodyne extensions. For suppose that f : X → Y is anodyne and form the
commutative diagram
Sd X Sd Y
X Y
dX
Sd f
dY
f
. Since Sd preserves injections, Sd f is a cofibration. But dX
& dY are weak homotopy equivalences (cf. Propostion 5), thus Sd f is an acyclic cofibration, i.e., is anodyne.
PROPOSITION 22 Suppose that L→ K is an inclusion of simplicial sets andX → B
is a Kan fibration −then the arrow map(K,X)→ map(L,X)×map(L,B)map(K,B) is a Kan
fibration (cf. Proposition 12) which is a weak homotopy equivalence if this is the case of
L→ K or X → B.
[Owing to Proposition 21, the problem is to produce a filler ∆[n] × K → X for
∆˙[n]×K ∪∆[n]× L X
∆[n]×K B
i . If L→ K is an acyclic cofibration, then, as pointed out
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above, L→ K is anodyne. Therefore i is anodyne (cf. Proposition 9) and the filler exists.
IfX → B is an acyclic Kan fibration, then the existence of the filler is guaranteed by MC-4.]
HSISET is the homotopy category of SISET (cf. 12-26 ff.). In this situation,
IX = X × ∆[1] serves as a cylinder object while PX = map(∆[1],X) is a path object
when X is fibrant but not in general (Berger†). Since all objects are cofibrant, LX = X
∀ X and there are canonical choices for RX, e.g., sin |X| or Ex∞X. If X is cofibrant
and Y is fibrant, then left homotopy = right homotopy or still, simplicial homotopy:
[X,Y ] ≈ [X,Y ]0. HSISET has finite products. And: HSISET is cartesian closed. Proof:
[X × Y,Z] ≈ [X × Y, sin |Z|] ≈ [X × Y, sin |Z|]0 ≈ [X,map(Y, sin |Z|)].
[Note: Recall too that the inclusion HSISETf → HSISET is an equivalence of cat-
egories (cf. §12, Proposition 13).]
Example: X and XOP are naturally isomorphic in HSISET.
FACT Let S ⊂ MorH0HSISET be the class of homotopy classes of anodyne extesnions −then
S−1H0SISET is equivalent to HSISET.
COMPARISON THEOREM The adjoint pair (|?| , sin) induces an adjoint equivalence
of categories between HSISET and HTOP (singular structure).
[In the TDF theorem, take F = |?|, G = sin −then F preserves cofibrations and G
preserves fibrations, thus
 LFRG exist and (LF,RG) is an adjoint pair. Consider now
the bijection of adjunction ΞX,Y : C(|X| , Y )→ Nat(X, sin Y ) so ΞX,Y f is the composition
X → sin |X|
sin f
−−−−→ sinY . Since the arrow X → sin |X| is a weak homotopy equivalence
(cf. p. 13-15), ΞX,Y f is a weak homotopy equivalence, i.e., iff sin f is a weak homotopy
equivalence, i.e., iff f is a weak homotopy equivalence (cf. p. 13-17). Therefore the pair
(LF,RG) is an adjoint equivalence of categories (cf. p. 12-30).]
Application: HSISET is equivalent to HCW.
[Note: Analogously, HSISET∗ is equivalent to HCW∗.
Are there model categories C whose associated homotopy category HC is equivalent
to HCW? The answer is “yes”.
EXAMPLE Take C = CAT and call a morphism f a weak equivalence if Ex2◦ ner f is a weak
homotopy equivalence, a fibration if Ex2◦ ner f is a Kan fibration, and a cofibration if f has the LLP
†Bull. Soc. Math. France 123 (1995), 1-32.
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w.r.t. all fibrations that are weak equivalences −then Thomason† has shown that CAT is a proper model
category. Put
 F = c ◦ Sd
2
G = Ex2 ◦ ner
: (F,G) is an adjoint pair iwth the property that F preserves cofi-
brations and G preserves fibrations, thus
 LFRG exist and (LF,RG) is an adjoint pair (TDF theorem).
Moreover, the arrow X → Ex2 ◦ ner ◦ c ◦ Sd2X is a weak homotopy equivalence of simplicial sets, so the
pair (LF,RG) is an adjoint equivalence of cateogories. It therefore follows that HSISET, HCAT, and
HCW are equivalent.
[Note: Latch‡ proved that ner : CAT → SISET induces an equivalence HCAT → HSISET (but
the adjoint pair (c,ner ) does not induce an adjoint equivalence).]
EXAMPLE The category of simplicial groupoids is a model category and its homotopy category
is equivalent to HSISET, hence to HCW (Dwyer-Kahn‖).
[Note: A simplicial groupoid G is a category object (M,O) in SISET, where O is a constant sim-
plicial set, equipped with a simplicial map χ :M →M such that s = t ◦ χ, t = s ◦ χ, c ◦ (χ× idM ) = e ◦ s,
c ◦ (idM × χ) = e ◦ t. So, ∀ n, Gn is a groupoid and ObGn = ObG0. Introducing the obvious notion
of morphism, the simplicial groupoids are seen to constitute a category which is complete and cocomplete.
Its model category structure is derived from (1)-(3) below.
(1) A morphism F : G → K of simplicial groupoids is a weak equivalence if F restricts to a
bijection on components and ∀ X ∈ O, the induced morphism G(X) → K(FX) of simplicial groups is a
weak equivalence.
(2) A morphism F : G→ K of simplicial groupoids is a fibration if F0 : G0 → K0 is a fibration
of groupoids and ∀ X ∈ O, the induced morphism G(X)→ K(FX) of simplicial groups is a fibration.
(3) A morphism F : G → K of simplicial groupoids is a cofibration if it has the LLP w.r.t
acyclic fibrations.]
Fix a small category I −then the functor category [I,SISET ] admits two proper model
category structures. However, the weak equivalences in either structure are the same, so
both give rise to the same homotopy category H[I,SISET].
(L) Given functors F,G : I → SISET, call Ξ ∈ Nat(F,G) a weak equivalence
if ∀ i, Ξi : Fi → Gi is a weak homotopy equivalence, a fibration if ∀ i, Ξi : Fi → Gi is a
Kan fibration, a cofibration if Ξ has the LLP w.r.t acyclic fibrations.
(R) Given functors F,G : I→ SISET, call Ξ ∈ Nat(F,G) a weak equivalence if
∀ i, Ξi : Fi → Gi is a weak homotopy equivalence, a cofibration if ∀ i, Ξi : Fi → Gi is an
injective simplicial map, a fibration if Ξ has the RLP w.r.t acyclic cofibrations.
In practice, both structures are used but for theoretical work, structure L is generally
the preferred choice.
[Note: When I is discrete, structure L = structure R (all data is levelwise).]
†Cahiers Topologie Ge´om. Diffe´fentielle 21 (1980), 305-324.
‡J. Pure Appl. Algebra 9 (1977), 221-237.
‖Nederl. Akad. Wetensch. Indag. Math. 46 (1984), 379-385; see also Heller, Illinois J. Math. 24
(1980), 576-605.
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Since the arguments are dual, it will be enough to outline the proof in the case of structure L.
Notation: Let f : X → Y be a simplicial map −then f admits a functorial factorization X if−→
Lf
πf−→ Y , where if is a cofibration and πf is an acyclic Kan fibration, and a functorial factorization
X
ιf−→ Rf
pf−→ Y , where ιf is a acyclic cofibration and pf is an Kan fibration.
Observation: These factorizations extend levelwise to factorizations of Ξ : F → G, viz. F iΞ−→ LΞ πΞ−→
G and F
ιΞ−→ RΞ pΞ−→ G.
Write Idis for the discrete category underlying I −then the forgetful functor U : [I,SISET] →
[Idis,SISET] has a left adjoint that sends X to frX, where frXj =
∐
i∈Ob I
Mor(i, j) ·Xi.
LEMMA Fix an F in [I,SISET ]. Suppose that Φ : UF → X is a cofibration in [Idis,SISET] and
frUF frX
F G
νF
fr Φ
u is a pushout square in [I,SISET ] −then the composite Uu ◦ µX : X µX−→ U frX Uu−→ UG
is a cofibration in [Idis,SISET].
[The commutative diagram
Xj Xj
( ∐
i
δ
→j
δ 6=idj
Fi
)∐ Fj ( ∐
i
δ
→j
δ 6=idj
Fi
)∐Xj ( ∐
i
δ
→j
δ 6=idj
Xi
) ∐Xj
Fj Xj Gj
(µX )j
uj
Φj µj ◦ (µX )j
tells the tale. Indeed, the middle row is a factorization of (frΦ)j (suppression of “U”), the bottom square
on the right is a pushout, and a coproduct of cofibrations is a cofibration.]
[Note: As usual,
 µν are the ambient arrows of adjunction.]
Consider any Ξ : F → G. Claim: Ξ can be written as the composite of a cofibration and an acyclic
fibration. Thus define F1 by the pushout square
frUF frULΞ
F F1
νF
frUiΞ
−then there is a commutative
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diagram
frUF frULΞ frUG
F F1 G
LΞ
νF
frUiΞ frUπΞ
νG
in which frULΞ → F1 → LΞ is νLΞ . Putting F0 = F (and Ξ0 = Ξ), iterate the construction to obtain
a sequence F = F0 → F1 → · · · → Fω of objects in [I,SISET ], taking Fω = colimFn. This leads to a
commutative trianlge
F fω
G
Ξ
ıω
Ξω
. Here, iω is a cofibration (since the Fn → Fn+1 are). Moreover,
iω is a weak equivalence whenver Ξ is a weak equivalence and in that situation, iω has the LLP w.r.t. all
fibrations. To see that Ξω is an acyclic fibration, look at the interpolation
UF0 ULΞ0 UF1 ULΞ1 · · ·
UG UG UG UG · · ·
in [Idis,SISET]. Thanks to the lemma, the horizontal arrows in the top row are cofibrations. On the other
hand, the arrows ULΞ0 → UG are acyclic fibrations. But then UΞω is an acyclic fibration per [Idis,SISET],
i.e., Ξω is an acyclic fibration per [I,SISET ]. Hence the claim.
To finish the verification of MC-5, one has to establish that Ξ can be written as the composite of
an acyclic cofibration and a fibration. This, however, this is immediate: Apply the claim to ιΞ. MC-4 is
equally clear. For if Ξ is a cofibration, then Ξ is a retract of ıω, so if Ξ is an acyclic cofibration, then Ξ has
the LLP w.r.t all fibrations. PMC is obvious.
EXAMPLE Definition: A functor F : I→ SISET is said to be free if ∃ functors Bn : Idis → SET
(n ≥ 0) such that ∀ j ∈ Ob I : Bnj ⊂ (Fj)n & siBnj ⊂ Bn+1j (0 ≤ i ≤ n), with frBn ≈ Fn
(Fnj = (Fj)n). Every free functor is cofibrant in structure L and every cofibrant functor in structure L is
the retract of a free functor. Example: ner (I/−) is a free functor, hence is cofibrant in structure L.
Fix an abelian group G. Let f : X → Y be a simplicial map −then f is said to be
an HG-equivalence if ∀ n ≥ 0, |f |∗ : Hn(|X| ;G)→ Hn(|Y | ;G) is an isomorphism. Agree-
ing that an HG-cofibration is an injective simplicial map, an HG-fibration is a simplicial
map which has the RLP w.r.t all HG-cofibrations that are HG-equivalences. Every HG-
fibration is a Kan fibration. Proof: Λk,n is a strong deformation retract of ∆n.
PROPOSITION 23 Let p : X → B be a simplicial map −then p is an HG-fibration
and an HG-equivalence iff p is a Kan fibration and a weak homotopy equivalence.
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[Necessity: Write p = q ◦ j, where j : X → Y is a cofibration and q : Y → B is
an acyclic Kan fibration. Since p is an HG-equivalence, the same is true of j, thus the
commutative diagram
X X
Y B
j p
q
admits a filler g : Y → X. Therefore p is a retract of
q, hence is an acyclic Kan fibration.
Sufficiency: Apply Proposition 7 and Proposition 21.]
Notation: Given a simplicial set X, write #(X) for #(E), the cardinality of the set of
cells in |X|.
[Note: ∀ set X, #(siX) = #(X), the cardinality of X.]
PROPOSITION 24 Let p : X → B be a simplicial map which has the RLP w.r.t
every inclusion A→ Y , where H∗(|Y | , |A| ;G) = 0 and #(Y ) is ≤ #(G) if #(G) is infinite
and ≤ ω if #(G) is finite −then p is an HG-fibration.
[It suffices to prove that p has the RLP w.r.t every inclusion L → K (L 6= K) with
H∗(|K| , |L| ;G) = 0. This can be established by using Zorn’s lemma. Indeed, ∃ a simplicial
subset A ⊂ K (A 6⊂ L) such that H∗(|A| , |A ∩ L| ;G) = 0 subject to the restriction that
#(A) is ≤ #(G) if #(G) is infinite and ≤ ω if #(G) is finite (cf. p. 9-27).]
PREFACTORIZATION LEMMA Suppose that κ is an infinite cardinal. Let f :
X → Y be a simplicial map −then f can be written as a composite f = pf ◦ if , where
if : X → Xf is an injection with H∗(|Xf | , |X| ;G) = 0, such that every commutative
diagram
L X Xf
K Y
if
pf has a filler K → Xf , (K,L) being any simplicial pair
with #(K) ≤ κ and H∗(|K| , |L| ;G) = 0.
[Choose a set of simplicial pairs (Ki, Li) with #(Ki) ≤ κ and H∗(|Ki| , |Li| ;G) = 0
which contains up to isomorphism all such simplicial pairs. Consider the set of pairs of
morphisms (g, h) such that the diagram
Li X
Ki Y
g
f
h
commutes, defineXf by the pushout
square
∐
i
∐
(g,h)
Li X
∐
i
∐
(g,h)
Ki Xf
if , and let pf : Xf → Y be the induced simplicial map.]
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HOMOLOGICAL MODEL CATEGORY THEOREM Fix an abelian group G −then
SISET is a model category if weak equivalence = HG-equivalence, cofibration = HG-
cofibration, fibration = HG-fibration.
[On the basis of Proposition 23, one has only to show that every simplicial map
f : X → Y can be written as a composite p ◦ i, where i is an acyclic HG-cofibration
and p is an HG-fibration. This can be done by a transfinite lifting argument, using the
prefactorization lemma with κ a regular cardinal > #(G) (cf. Proposition 24).]
[Note: The fibrant objects in this structure are the HG-local objects, i.e., those X
such that X → ∗ is an HG-fibration.]
PROPOSITION 25 Suppose that L→ K is an inclusion of simplicial sets andX → B
is an HG-fibration −then the arrow map(K,X) → map(L,X) ×map(L,B) map(K,B) is an
HG-fibration which is an HG-equivalence if this is the case of L→ K or X → B.
EXAMPLE The model category structure on SISET provide by the homological model category
theorem is generally not proper. Thus factor X → ∗ as X → XHG → ∗, where X → XHG is an acyclic
HG-cofibration and XHG → ∗ is an HG-fibration. Assuming that X is fibrant and connected, define EHG
by the pullback square
EHG ΘXHG
X XHG
−then the arrow EHG → ΘXHG is not necessarily an HG-
equivalence.
FACT Suppose given simplicial maps f : X → Y , g : Y → Z, where f is a Kan fibration and g,
g ◦ f are HG-fibrations −then f is an HG-fibration.
Application: If f : X → Y is a Kan fibration and
 XY are HG-local, then f is an HG-fibration.
EXAMPLE The HG-local objects in SISET are closed under the formation of products and
map(X,Y ) is HG-local ∀ X provided that Y is HG-local. Given a 2 sink X f→ Z g← Y of HG-local objects
with f a Kan fibration, the pullback X ×Z Y is HG-local. Finally, for any tower X0 ← X1 ← · · · of Kan
fibrations and HG-local Xn, the limit limXn is HG-local.
A simplicial category is a SISET-category. So, to specify a simplicial category one
must specify a class of objects O and a function that assigns to each ordered pair X,Y ∈ O
a simplicial set HOM(X,Y) plus simplicial maps CX,Y,Z : HOM(X,Y ) × HOM(Y,Z) →
HOM(X,Z), IX : ∆[0] → HOM(X,X) satisfying SISET-cat1 and SISET-cat2 (cf. p.
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0-43). Here is an equivalent description. Fix a class O. Consider the metacategory CAT O
whose objects are the categories with object class O, the morphisms being the functors
which are the identity on objects −then a simplicial category with object class O is a
simplicial object in CAT O.
A category object (M,O) in SISET, where O is a constant simplicial set, is a simplicial category. In
particular: A simplicial groupoid is a simplicial category (cf. p. 13-37).
EXAMPLE There is a functor ∆OP → SISET which sends [n] to ∆[1]n and
 δi to diσi to si , where
di(α1, . . . , αn) =

(α2, . . . , αn) (i = 0)
(α1, . . . ,max(αi+1, αi), . . . , αn) (0 < i < n),
(α1, . . . , αn−1) (i = n)
si(α1, . . . , αn) = (α1, . . . , αi, 0, αi+1, . . . , αn). Now fix a small category C. Given X, Y ∈ ObC,
let C = C(X,Y ) be the cosimplicial set defined by taking for C(X,Y )n the set of all functors F :
[n + 1] → C with F0 = X, Fn+1 = Y and letting Cδi : Cn → Cn+1, Cσi : Cn → Cn−1 be the as-
signments (f0, . . . , fn) → (f0, . . . , fi−1, id, fi . . . , fn), (f0, . . . , fn) → (f0, . . . , fi+1 ◦ fi, . . . , fn). Definition:
HOM(X,Y ) =
∫ [n]
∆[1]n×C(X,Y )n. Since HOM(X,Y )m =
∫ [n]
∆[1]nm×C(X,Y )n, one can introduce a
“composition” rule and a “unit” rule satisfying the axioms. The upshot, therefore, is a simplicial category
FRC with O = ObC.
[Note: The abstract interpretation of FRC is this. Observe first that the forgetful functor from
CAT to the category of small graphs with distinguished loops at the vertexes has a left adjoint. Consider
the associated cotriple in CAT −then the standard resolution of C is FRC and the underlying category
UFRC is the free category on ObC having one generator for each nonidentity morphism in C.]
LetC be a category. Suppose thatX, Y are simplicial objects inC and letK be a sim-
plicial set −then a formality f : X  K → Y is a collection of morphisms fn(k) : Xn → Yn
in C, one for each n ≥ 0 and k ∈ Kn, such that Y α ◦ fn(k) = fm((Kα)k) ◦ Xα
(α : [m] → [n]). Notation: For(X  K,Y ). Example: For(X  ∆[0], Y ) can be iden-
tified with Nat(X,Y ).
[Note: As it stands, X  K is just a symbol, not an object in SIC (but see below).]
PROPOSITION 26 Let C be a category −then the class of simplicial object in C is
the object class of a simplicial category SIMC.
[Define: HOM(X,Y ) by letting HOM(X,Y )n be For(X  ∆[n], Y ).]
[Note: SIC is isomorphic to the underlying category of SIMC.]
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A simplicial functor is a SISET-functor. Example: If
 CD are categories and
F : C→ D is a functor, then F extends to a simplicial functor SF : SIMC→ SIMD.
EXAMPLE CAT is cartesian closed, hence can be viewed as aCAT-category. Since ner : CAT→
SISET is a morphism of symmetric monoidal categories, ner ∗CAT is a simplicial category whose object
class is the class of small categories, HOM(C,D) being ner [C,D] (cf. p. 0-43). One may therefore interpret
ner as a simplicial functor ner ∗CAT→ SISET (for ner [C,D] ≈ map(nerC,nerD)).
Given a category C, a simplicial action on C is a functor  : C × SISET → C,
together with natural isomorphisms R and A, where RX : X  ∆[0] → X, AX,K,L :
X  (K × L)→ (X  K)  L, subject to the following assumptions.
(SA1) The diagram
X  (K × (L×M)) (X  K)  (L×M) ((X  K)  L)  M
X  ((K × L)×M) (X  (K × L))  M
id  A
A A
A
A  id
commutes.
(SA2) The diagram
X  (∆[0]×K) (X  ∆[0])  K
X  K X  K
id  L
A
R  id
commutes.
[Note: Every category admits a simplicial action, viz. the trivial simplicial action.]
It is automatic that the diagram
X  (K ×∆[0]) (X  K)  ∆[0]
X  K X  K
id  R
A
R
commutes.
EXAMPLE If  is a simplicial action on C, then for every small category I, the composition
[I,C]× SISET→ [I,C]× [I,SISET] ≈ [I,C× SISET] [I,C][I,] is a simplicial action on [I,C].
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PROPOSITION 27 Let C be a category. Assume: C admits a simplicial action
 −then there is a simplicial category C such that C is isomorphic to the underlying
category UC.
[Put O = ObC and assign to each ordered pair X, Y ∈ O the simplicial set
HOM(X,Y ) defined by HOM(X,Y )n = Mor(X  ∆[n], Y ) (n ≥ 0).
(Composition) Given X, Y, Z, let CX,Y,Z : HOM(X,Y ) × HOM(Y,Z) →
HOM(X,Z) be the simplicial map that sends
 f : X  ∆[n]→ Yg : Y  ∆[n]→ Z to the composite
X  ∆[n] X(∆[n]×∆[n]) (X∆[n])∆[n] Y∆[n] Z.iddi A
fid g
(Unit) Given X, let IX : ∆[0] → HOM(X,X) be the simplicial map that sends
[n]→ [0] to X  ∆[n]→ X  ∆[0]
R
→ X.
Call C the simplicial category arising from this data. That C is isomorphic to the
underlying category U  C can be seen by considering the functor which is the identity
on objects and sends a morphism f : X → Y in C to X  ∆[0]
R
→ X
f
→ Y , an element of
Mor(X  ∆[0], Y ) = HOM(X,Y )0 ≈ Nat(∆[0],HOM(X,Y )).]
[Note: HOM : COP × C → SISET is a functor and the simplicial set HOM(X,Y)
is called the simplicial mapping space between X and Y. Example: Take for  the trivial
simplical action −then in this case, HOM(X,Y ) = siMor(X,Y ).]
Examples: (1) SISET admits a simplicial action: K  L = K ×L (so HOM(K,L) =
map(K,L)); (2) CGH admits a simplicial action: X  K = X ×k |K| (so HOM(X,Y )n =
all continuous functions X ×k∆
n → Y ); (3) SISET∗ admits a simplicial action: K  L =
K#L+ (so HOM(K,L) = map∗(K,L)); (4) CGH∗ admits a simplicial action: K  X =
X#k |K|+ (so HOM(X,Y )n = all pointed continuous functions X#k∆
n
+ → Y ).
[Note: If X, Y are in CGH, then HOM(X,Y ) ≈ sin(map(X,Y )) and if X, Y are in
CGH∗, then HOM(X,Y ) ≈ sin(map∗(X,Y )). In either situation, HOM(X,Y ) is fibrant.]
Neither TOP nor TOP∗ fits into the preceding framework (products or smash products are preserved
in general only if the compactly generated category is used). This difficulty can be circumvented by re-
stricting the definition of simplicial action to the full subcategory of SISET whose objects are the finite
simplicial sets. It is therefore still the case that TOP (TOP∗) is isomorphic to the underlying category of
a simplicial category with HOM(X,Y )n = all continuous functions X ×∆n → Y (all pointed continuous
functions X#∆n+ → Y ).
Example: Let C be a category. Assume: C has coproducts −then SIC admits a
simplicial action  such that SIC is isomorphic to SIMC (cf. Proposition 26).
[Define X  K by (X  K)n = Kn · Xn (thus for α : [m] −→ [n], Kn · Xn
Xα−→
13-44
Kn ·Xm
Kα−→ Km ·Xm). The symbol X  K also has another connotation (cf. p. 13-42).
To reconcile the ambiguity, note that there is a formality in : X  K → X  K, where
inn(k) : Xn → (X  K)n is the injection from Xn to Kn · Xn corresponding to k ∈ Kn
(cf. p. 0-8). Moreover, in∗ : Nat(X  K,Y )→ For(X  K,Y ) is bijective and functorial.
Therefore SIC and SIMC are isomorphic.]
[Note:  is the canonical simplicial action in SIC.]
EXAMPLE Let I be a small category −then there is an induced simplicial action on [I,SISET]
((F  K)i = Fi × K (cf. p. 13-44)). And: HOM(F,G) ≈
∫
i
map(Fi,Gi). In fact, HOM(F,G)n ≈
Nat(F  ∆[n], G) ≈
∫
i
Nat(Fi × ∆[n], Gi) ≈
∫
i
Nat(∆[n],map(Fi,Gi)) ≈ Nat(∆[n],
∫
i
map(Fi,Gi)) ≈(∫
i
map(Fi,Gi)
)
n
.
A simplicial action  on a category C is said to be cartesian if ∀ X ∈ ObC, the
functor X  − : SISET→ C has a right adjoint.
Example: Let C be a category. Assume: C has coproducts −then the canonical sim-
plicial action  on SIC is cartesian.
[Let HOM(X,Y ) be the simplicial set figuring in the definition of SIMC, so
HOM(X,Y )n = For(X ∆[n], Y ) (cf. Propostion 26). Define ev ∈ For(X HOM(X,Y ), Y )
by evn(f) = fn(id[n]) : Xn → Yn. Viewing ev as “evaluation”, there is an induced func-
torial bijection Nat(K,HOM(X,Y )) → For(X  K,Y ). However, For(X  K,Y ) ≈
Nat(X  K,Y ) (cf. supra), hence  is cartesian.]
PROPOSITION 28 Suppose that the simplicial action  on C is cartesian −then
∀ X ∈ ObC, HOM(X,−) : C→ SISET is a right adjoint for X−.
[Given a simplicial set K, write K = colimi∆[ni] : Mor(X  K,Y ) ≈ limiMor(X 
∆[ni], Y ) ≈ limiHOM(X,Y )ni ≈ limiNat(∆[ni],HOM(X,Y )) ≈ Nat(K,HOM(X,Y )).]
A simplicial action  on a category C is said to be closed provided that it is carte-
sian and each of the functors −K : C → C has a right adjoint X → HOM(K,X), so
Mor(X  K,Y ) ≈ Mor(X, HOM(K,Y )).
[Note: The above defined simplicial actions on SISET, CGH, SISET∗, and CGH∗
are closed.]
If C admits a closed simplicial action, then COP admits a closed simplicial action.
Example: GRD admits a closed simplicial action: G  K = G×ΠK(HOM(K,G) =
[ΠK,G]).
[Note: Recall that Π : SISET→ GRD preserves finite products (cf. p. 13-2).]
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EXAMPLE If  is a closed simplicial action onC, then for every small category I, the composition
[I,C]×SISET→ [I,C]× [I,SISET] ≈ [I,C×SISET]
[I,  ]
−−−−−→ [I,C] is a closed simplicial action on [I,C].
PROPOSITION 29 Suppose that the simplicial action  on C is closed −then
HOM(XK,Y ) ≈ map(K,HOM(X,Y )) ≈ HOM(X, HOM(K,Y )).
FACT Let
 CD be categories equipped with closed simplicial actions. Suppose that
 F : C→ DG : D→ C
are functors and (F,G) is an adoint pair. Assume: ∀ X, ∀K: F (X K) ≈ FX  K −then HOM(FX,FY )
≈ HOM(X,GY ) and GHOM(K,Y ) ≈ HOM(K,GY )
Notation: Given a category C and a simplicial object X in C, write hX for the co-
functor C→ SISET defined by (hXA)n = Mor(A,Xn).
[Note: For all X, Y in SIC, Nat(X,Y ) ≈ Nat(hX , hY ) (simplicial Yoneda).]
PROPOSITION 30 Let C be a category. Assume: C has coproducts and is complete
−then the canonical simplicial action  on SIC is closed ( is necessarily cartesian (cf. p.
13-44)).
[Given a simplicial set K, write K × ∆[n] = colimi∆[ni] : Nat(K × ∆[n], hYA)
≈ limiNat(∆[ni], hY A) ≈ limiMor(A,Yni) ≈ Mor(A, limi Yni) ≈ Mor(A, HOM(K,Y )n),
where by definition HOM(K,Y )n = limi Yni . In other words, HOM(K,Y )n represents
A → Nat(K × ∆[n], hY A). Varying n yields a simplicial object HOM(K,Y ) in C with
hHOM(K,Y ) ≈ map(K,hY ). Agreeing to let hX  K be the cofunctor C → SISET that
sends A to hXA×K, we have Nat(X  K,Y ) ≈ Nat(hX  K , hY ) ≈ Nat(hX  K,hY ) ≈
Nat(hX ,map(K,hy)) ≈ Nat(hX , hHOM(K,Y )) ≈ Nat(X, HOM(K,Y )) ≈ which proves that  is
closed.]
Example: The canonical simplicial action  on SIGR or SIAB is closed.
EXAMPLE (G-Sets) Fix a group G −then SISETG admits a canonical simplicial action ,
viz. X  K = X×K, with trivial operations on K. In addition,  is closed, HOM(K,X) being map(K,X)
(operations in the target). Obviously, FG(X  K) ≈ FG(X)  K.
A simplicial model category is a model category C equipped with a closed simplicial
action  satisfying
(SMC) Suppose that A → Y is a cofibration and X → B is a fibration −then the
arrow HOM(Y,X) → HOM(A,X) ×HOM(A,B) HOM(Y,B) is a Kan fibration which is a
weak homotopy equivalence if A→ Y or X → B is acyclic.
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Observation: It is clear that SMC =⇒ MC-4. Indeed, the commutative diagram
A X
Y B
is a vertex of HOM(A,X)×HOM(A,B)HOM(Y,B), a filler Y → X is a preimage
in HOM(Y,X)0, and acyclic Kan fibrations are surjective.
Example: SISET, CGH, SISET∗, CGH∗ are simplicial model categories.
[Note: CGH and CGH∗ are taken in their singular structures. (cf. p. 12-12).]
EXAMPLE Fix a small category I −then the functor category [I,SISET ] is a simplicial model
category (use structure L (cf. p. 13-37)).
EXAMPLE Fix an abelian group G and take SISET in the model category structure furnished
by the homological model category theorem. Since every HG-fibration is a Kan fibration, it follows from
Propositions 23 and 25 that SISET is a simplicial model category.
EXAMPLE (G-Sets) Fix a group G −then SISETG is a simplicial model category (cf. p. 13-35).
In a simplicial model category C: (1) X  ∆[0] ≈ X; (2) HOM(∆[0],X) ≈ X; (3)
∅  K ≈ ∅; (4) HOM(K, ∗) ≈ ∗; (5) HOM(∅,X) ≈ ∆[0]; (6) HOM(X, ∗) ≈ ∆[0]; (7)
X  ∅ ≈ ∅; (8) HOM(∅,X) ≈ ∗.
PROPOSITION 31 Suppose that  is a closed simplicial action on a model category
C −then C is a simplicial model category iff whenever A → Y is a cofibration in C and
L→ K is an inclusion of simplicial sets, the arrow AK ⊔
AL
YL→ YK is a cofibration
which is acyclic if A→ Y or L→ K is acyclic.
Application: Let C be a simplicial model category.
(i) Suppose that A → Y is a cofibration in C −then for every simplicial set K, the
arrow A  K → Y  K is a cofibration which is acyclic if A→ Y is acyclic.
(ii) Suppose that Y is cofibrant and L → K is an inclusion of simplicial sets −then
the arrow Y  L→ Y  K is a cofibration which is acyclic if L→ K is acyclic.
[Note: In particular, Y cofibrant =⇒ Y  K cofibrant.]
FACT Suppose that  is a closed simplicial action on a model category C −then C is a simplicial
model category iff whenever A→ Y is a cofibration inC, the arrows A ∆[n] ⊔
A  ∆˙[n]
Y  ∆˙[n]→ Y ∆[n]
(n ≥ 0) are cofibrations which are acyclic if A→ Y is acyclic and the arrows A  ∆[1] ⊔
A  Λ[i,1]
Y  Λ[i, 1]→
Y  ∆[1] (i = 0, 1) are acyclic cofibrations.
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PROPOSITION 32 Suppose that  is a closed simplicial action on a model category
C −then C is a simplicial model category iff whenever L→ K is an inclusion of simplicial
sets and X → B is a fibration in C, the arrow HOM(K,X) → HOM(L,X)×HOM(L,B) HOM(K,B)
is a fibration which is acyclic if L→ K or X → B is acyclic.
Application: Let C be a simplicial model category.
(i) Suppose that L→ K is an inclusion of simplicial sets and X is fibrant −then
the arrow HOM(K,X) → HOM(L,X) is a fibration which is acyclic if L→ K is acyclic.
(ii) Suppose that X → B is a fibration in C −then for every simplicial set K,
the arrow HOM(K,X) → HOM(K,B) is a fibration which is acyclic if X → B is acyclic.
[Note: In particular, X fibrant =⇒ HOM(K,X) fibrant.]
FACT Suppose that  is a closed simplicial action on a model category C −then C is a simplicial
model category iff whenever X → B is a fibration in C, the arrows HOM(∆[n], X) → HOM(∆˙[n], X)
×
HOM(∆˙[n],B)HOM(∆[n], B) (n ≥ 0) are fibrations which are acyclic if X → B is acyclic and the arrows
HOM(∆[1], X)→ HOM(Λ[i, 1], X)×HOM(Λ[i,1],B) HOM(∆[1], B) (i = 0, 1) are acyclic fibrations.
Example: Let C be a category. Assume: C is complete and cocomplete and there is
an adjoint pair (F,G) where
 F : SISET→ SICG : SIC→ SISET , subject to the requirement that G
preserves filtered colimits. Call a morphism f : X → Y a weak equivalence if Gf is a weak
homotopy equivalence, a fibration if Gf is a Kan fibration, a cofibration if f has the LLP
w.r.t. acyclic fibrations −then SIC is a model category provide that every cofibration with
the LLP w.r.t. fibrations is a weak equivalence (cf. infra). Claim: SIC is a simplicial model
category ( = canonical simplicial action (cf. Proposition 30)). To see this, note first that
F (X ×K) ≈ FX  K, hence GHOM(K,Y ) ≈ map(K,GY ) (cf. p. 13-46). Let now L→ K
be an inclusion of simplicial sets and X → B be a fibration in SIC. Apply G to the arrow
HOM(K,X) → HOM(L,X)×HOM(L,B) HOM(K,B) to get GHOM(K,X) → GHOM(L,X)×GHOM(L,B)
GHOM(K,B) or still, map(K,GX) → map(L,GX) ×map(L,GB) map(K,GB). Taking into
account Proposition 22 and the definitions, the claim thus follows from Proposition 32.
[Note: Typically, such a setup is realized in “algebraic” situations (consider, e.g.,
C = GR). Consult Crans† for a variation on the overall procedure with applications to
simplicial sheaves,]
The model category structure on SIC is produced by a small object argument. Thus one works with
the F ∆˙[n] → F∆[n] (n ≥ 0) to show that every f can be written as the composite of a cofibration and
an acyclic fibration and one works with the FΛ[k, n] → F∆[n] (0 ≤ k ≤ n, n ≥ 1) to show that every f
†J. Pure. Appl. Algebra 101 (1995), 35-57.
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can be written as the composite of a cofibration that has the LLP w.r.t fibrations and a fibration. This
leads to MC-5 under the assumption that every cofibration with the LLP w.r.t fibrations is a weak equiva-
lence, which is also needed to establish the nontrivial half of MC-4. In practice, this condition can be forced.
SUBLEMMA Let
 XY be topological spaces, f : X → Y a continuous function; let φ : X ′ → X,
ψ : Y → Y ′ be continuous functions. Assume: f ◦ φ, ψ ◦ f are weak homotopy equivalences −then f is a
weak homotopy equivalence.
LEMMA Suppose that there is a functor T : SIC→ SIC and a natural transformation ǫ : idSIC →
T such that ∀ X, ǫX : X → TX is a weak equivalence and TX → ∗ is a fibration −then every cofibration
with the LLP w.r.t. fibrations is a weak equivalence .
[Let i : A → Y be a cofibration with the stated properties. Fix a filler w : Y → TA for
A TA
Y ∗
i
ǫA
. Consider the commutative diagram
A HOM(∆[1], TY )
Y HOM(∆˙[1], TY )
i
f
Π
g
, where f is the ar-
row A
i−→ Y ǫY−→ TY ≈ HOM(∆[0], TY ) → HOM(∆[1], TY ) and g is the arrow
 Y
ǫY→ TY
Y
w→ TA Ti→ TY
(HOM(∆˙[1], TY ) ≈ TY × TY ). Since GTY is fibrant and
 GHOM(∆[1], TY ) ≈ map(∆[1], GTY )GHOM(∆˙[1], TY ) ≈ map(∆˙[1], GTY ) , Π
is a fibration (cf. p. 13-23), thus our diagram admits a filler Y → HOM(∆[1], TY ). This in turn implies
that T i ◦ w is a weak equivalence, i.e., |GTi| ◦ |Gw| is a weak homotopy equivalence. Assemble the data:
|GA| |Gi|−→ |GY | |Gw|−→ |GTA| |GTi|−→ |GTY |. Because |Gw| ◦ |Gi| = |GǫA| is a weak homotopy equivalence, one
can apply the sublemma and conclude that |Gw| is a weak homotopy equivalence. Therefore |Gi| is a weak
homotopy equivalence which means by definition that i is a weak equivalence.]
EXAMPLE The hypotheses of the lemma are trivially met if ∀ X, X → ∗ is a fibration. So, for
instance, SIC is a simplicial model category when C =GR, AB, or A-MOD, G being the forgetful functor.
Retaining the supposition that C is complete and cocomplete, let us assume in addition that C has
a set of separators and is cowellpowered. Given a simplicial object X in C, the cofunctor C → SET
defined by A → (Ex HOM(A,X))n (n ≥ 0) is representable (view A as a constant simplicial object).
Indeed, HOM(−, X) converts colimits into limits and Ex preserves limits. The assertion is then a con-
sequence of the special adjoint functor theorem. Accordingly, ∃ an object (Ex X)n in C and a natural
isomorphism Mor(A, (Ex X)n) ≈ (Ex HOM(A,X))n. Thus there is a functor Ex : SIC → SIC, where
∀ X, Ex X([n]) = (Ex X)n (n ≥ 0), with HOM(A,Ex X) ≈ Ex HOM(A,X) (since HOM(A,Ex X)n ≈
Nat(A  ∆[n],Ex X) ≈ Mor(A, (Ex X)n) ≈ (Ex HOM(A,X))n). Iterate to arrive at Ex∞ : SIC → SIC
and ǫ∞ : idSIC → Ex∞.
SMALL OBJECT CONSTRUCTION Fix a P ∈ ObC such that Mor(P,−) : C → SET
preserves filtered colimits. Viewing P as a constant simplicial object, define G : SIC → SISET by
GX = HOM(P,X) −then G has a left adjoint F , viz. FX = P  K, and G preserves filtered col-
imits (for (GcolimXi)n ≈ HOM(P, colimXi)n ≈ Nat(P  ∆[n], colimXi) ≈ Mor(P, (colimXi)n) ≈
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Mor(P, colim (Xi)n) ≈ colimMor(P, (Xi)n) ≈ colimNat(P  ∆[n], Xi) ≈ colimHOM(P,Xi)n ≈
(colimGXi)n). In the lemma, take T = Ex
∞, ǫ = ǫ∞. Because HOM(P,Ex∞X) ≈ HOM(P, colimExnX)
≈ colimHOM(P,ExnX) ≈, Ex∞HOM(P,X), it follows that ∀ X, ǫ∞X : X → Ex∞X is a weak equivalence
(cf. p. 13-13) and Ex∞X → ∗ is a fibration (cf. p. 13-22). Therefore SIC admits the structure of a
simplicial model category in which a morphism f : X → Y is a weak equivalence or a fibration if this is the
case of the simplicial map f∗ : HOM(P,X)→ HOM(P, Y ).
EXAMPLE In the small object construction, take C = SISET −then every finite simplicial set
P determines a simplicial model category structure on [∆OP,SISET].
PROPOSITION 33 Let X, Y , and Z be objects in a simplicial model category C.
(i) If f : X → Y is an acyclic cofibration and Z is fibrant, then f∗ : HOM(Y,Z)→
HOM(X,Z) is a weak homotopy equivalence.
(ii) If g : Y → Z is an acyclic fibration andX is cofibrant, then g∗ : HOM(X,Y )→
HOM(X,Z) is a weak homotopy equivalence.
PROPOSITION 34 Let X, Y , and Z be objects in a simplicial model category C.
(i) If f : X → Y is a weak equivalence between cofibrant objects and Z is fibrant,
then f∗ : HOM(Y,Z)→ HOM(X,Z) is a weak homotopy equivalence.
(ii) If g : Y → Z is a weak equivalence between fibrant objects and X is cofibrant,
then g∗ : HOM(X,Y )→ HOM(X,Z) is a weak homotopy equivalence.
[Use Proposition 33 and the lemma prefacing the proof of the TDF theorem.]
EXAMPLE Take C = CGH (singular structure) −then all objects are fibrant, so if g : Y → Z
is a weak homotopy equivalence and X is cofibrant, g∗ : HOM(X,Y ) → HOM(X,Z) is a weak homotopy
equivalence. But HOM(X,Y ) ≈ sin(map(X,Y )), HOM(X,Z) ≈ sinmap(X,Z)), thus g∗ : map(X,Y ) →
map(X,Z) is a weak homotopy equivalence (cf. p. 13-17).
[Note: Constrast this approach with that used on p. 9-41.]
Let i : A → Y , p : X → B be morphisms in a simplicial model category C. Assume:
i is a cofibration and p is a fibration −then i is said to have the homotopy left lifting
property with respect to p (HLLP w.r.t. p) and p is said to have the homotopy right
lifting property with respect to i (HRLP w.r.t i) if the arrow HOM(Y,X) → HOM(A,X)
×HOM(A,B) HOM(Y,B) is a weak homotopy equivalence.
FACT Given a cofibration i : A → Y and a fibration p : X → B in a simplicial model category C,
each of the following conditions is equivalenct to i having the HLLP w.r.t p and p having that HRLP w.r.t.
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i.
(1) If L→ K is an inclusion of simplicial sets, then p has the RLP w.r.t. the arrow A  K ⊔
AL
Y  L→ Y  K.
(2) The fibration p has the RLP w.r.t. the arrows A  ∆[n] ⊔
A∆˙[n]
Y  ∆˙[n] → Y  ∆[n]
(n ≥ 0).
(3) If L→ K is an inclusion of simplicial sets, then i has the LLP w.r.t. the arrow HOM(K,X)→
HOM(L,X)×HOM(L,B) HOM(K,B).
(4) The cofibration i has the LLP w.r.t. the arrows HOM(∆[n], X) → HOM(∆˙[n], X) ×
HOM(∆˙[n],B)
HOM(∆[n], B) (n ≥ 0).
LetC be a simplicial model category. Agreeing to identify Mor(X,Y ) and HOM(X,Y )0
one may transfer from SISET to C the notions of homotopic (f ≃ g) and simplicially
homotopic (f ≃
s
g) leading thereby toH0C (thus [X,Y ]0 = Mor(X,Y )/ ≃ (≡ π0(HOM(X,
Y ))).
[Note: Mor(XI2n, Y ) ≈ Nat(I2n,HOM(X,Y )) ≈ Mor(X, HOM(I2n, Y )) and
Mor(X∆[1], Y ) ≈ Nat(∆[1],HOM(X,Y )) ≈ Mor(X, HOM(∆[1], Y )).]
Example: Suppose that i : A → Y is a cofibration and p : X → B is a fibration.
Assume: i has the HLLP w.r.t. p −then every commutative diagram
A X
Y B
has a
filler and any two such are homotopic.
PROPOSITION 35 Let C be a simplicial model category. Suppose that f ≃ g −then
f , g are left homotopic and right homotopic.
[Note: Therefore Qf = Qg (cf. p. 12-26). Corollary: A homotopic equivalence in C
is a weak equivalence (but not conversely).]
PROPOSITION 36 Let C be a simplicial model category. Assume: X is cofibrant
and Y is fibrant −then the relations of homotopy, simplicial homotopy, left homotopy, and
right homotopy on Mor(X,Y ) coincide and are equivalence relations. Therefore “homotopy
is homotopy” and [X,Y ]0 ↔ [X,Y ].
[Note: HOM(X,Y ) is necessarily fibrant (cf. SMC).]
EXAMPLE Under the assumption that X is cofibrant and Y is fibrant, [X  K,Y ] ≈ [K,
HOM(X,Y )] ≈ [X, HOM(K,Y )].
[Note: Bear in mind that X K is cofibrant (cf. p. 13-47) and HOM(K,Y ) is fibrant (cf. p. 13-48).]
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PROPOSITION 37 Let X, Y , and Z be objects in a simplicial model category C.
(i) Let f ∈ Mor(X,Y ) −then the homotopy class of the precomposition arrow
f∗ : HOM(Y,Z)→ HOM(X,Z) depends only on the homotopy class of f .
[Note: Thus f∗ is a homotopy equivalence of simplicial sets if f is a homotopy
equivalence.]
(ii) Let g ∈ Mor(Y,Z) −then the homotopy class of the postcomposition arrow
g∗ : HOM(X,Y )→ HOM(X,Z) depends only on the homotopy class of g.
[Note: Thus g∗ is a homotopy equivalence of simplicial sets if g is a homotopy equiv-
alence.]
PROPOSITION 38 Suppose thatC is a simplicial model category. Let f ∈ Mor(X,Y ).
Assume: The precomposition arrows
 HOM(Y,X)→ HOM(X,X)HOM(Y, Y )→ HOM(X,Y ) are weak homotopy
equivalences −then f is a homotopy equivalence.
[Note: The result can also be formulated in terms of postcomposition arrows HOM(X,X) → HOM(X,Y )HOM(Y,X)→ HOM(Y, Y ) .]
PROPOSITION 39 Let C be a simplicial model category −then a morphism f :
X → Y is a weak equivalence if ∀ fibrant Z, the precomposition arrow f∗ : HOM(Y,Z)→
HOM(X,Z) is a weak homotopy equivalence.
[Using the notation of Lemma R (cf. p. 12-24), consider the commative diagram
X Y
RX RY
ιX
f
ιY
Rf
and apply HOM(−, Z) to get
HOM(X,Z) HOM(Y,Z)
HOM(RX,Z) HOM(RY,Z)
(Z
fibrant). Since
 ιXιY are acyclic cofibrations, the vertical arrows are weak homotopy
equivalences (cf. Propostion 33). Taking into account the hypothesis, it follows that
(Rf)∗ : HOM(RY,Z) → HOM(RX,Z) is a weak homotopy equivalence. But
 RXRY
are fibrant, so one can let Z = RX, RY and conclude that Rf is a homotopy equivalence
(cf. Proposition 38), hence a weak equivalence (cf. Proposition 35). Therefore f is a weak
equivalence (cf. Lemma R).]
[Note: The result can also be formulated in terms of the postcomposition arrows
f∗ : HOM(Z,X)→ HOM(Z, Y ) (Z cofibrant).]
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Application: Let C be a simplicial model category. Suppose that f : X → Y is a weak
equivalence between cofibrant objects −then ∀ K, f idK : X  K → Y  K is a weak
equivalence between cofibrant objects (cf. p. 13-47).
[Take any fibrant Z and consider the arrow HOM(Y  K,Z)→ HOM(X  K,Z) or
still, the arrow HOM(Y, HOM(K,Z)) → HOM(X, HOM(K,Z)). Because HOM(K,Z) is fibrant
(cf. p. 13-48), the latter is a weak homotopy equivalence (cf. Proposition 34), so by the
above, the arrow X  K → Y  K is a weak equivalence .]
EXAMPLE Fix a small category I and view the functor category [IOP,SISET] as a simplicial
model category (cf. p. 13-47). Suppose L → K is a weak equivalence, where L, K : IOP → SISET are
cofibrant −then ∀ F : I → SISET, the induced map
∫ i
Fi × Li →
∫ i
Fi × Ki of simplicial sets is a
weak homotopy equivalence. To see this, use Proposition 39. Thus take any fibrant Z and consider the
arrow map(
∫ i
Fi×Ki,Z)→ map(
∫ i
Fi×Li, Z) i.e., the arrow
∫
i
map(Fi×Ki,Z)→
∫
i
map(Fi×Li, Z),
i.e., the arrow
∫
i
map(Ki,map(Fi, Z)) →
∫
i
map(Li,map(Fi, Z)) i.e., the arrow HOM(K,map(F,Z)) →
HOM(L,map(F,Z)) (cf. p. 13-44), which is a weak homotopy equivalence (cf. Proposition 34).
[Note: Here, map(F,Z) is the functor IOP → SISET defined by i → map(Fi, Z) thus map(F,Z) is
a fibrant object in [IOP,SISET].]
Let ρ : A → B be an inclusion of simplicial sets −then a fibrant object Z in SISET
is said to be ρ-local if ρ∗ : map(B,Z)→ map(A,Z) is a weak homotopy equivalence.
[Note: Since Z is fibrant, ρ∗ is actually a simplicial homotopy equivalence (cf. Propo-
sition 20).]
Imitating the (A,B) construction in §9 (cf. p. 9-45 ff.), one can show that there
is a functor Lρ : SISET → SISET and a natural transformation id → Lρ, where ∀ X,
LρX is ρ-local and lρ : X → LρX is a cofibration such that for all ρ-local Z, the arrow
map map(LρX,Z) → map(X,Z) is a weak homotopy equivalence. Consequently, the full
subcategory of H0SISET whose objects are ρ-local is reflective.
[Note: Observe that it is necessary to work not only with A×∆[n] ⊔
A×∆˙[n]
B× ∆˙[n]→
B ×∆[n] (n ≥ 0) but also with the Λ[k, n]→ ∆[n] (0 ≤ k ≤ n, n ≥ 1) (this to insure that
LρX is fibrant).]
LEMMA Let f : X → Y be a cofibration in SISET. Assume: ∀ ρ-local Z, f∗ :
map(Y,Z) → map(X,Z) is a weak homotopy equivalence −then Lρf : LρX → LρY is a
homotopy equivalence.
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[Pass from
X Y
LρX LρY
f
Lρf
to
map(X,Z) map(Y,Z)
map(LρX,Z) map(LρY,Z)
(Z ρ-local), take
Z = LρX, LρY , and quote Proposition 38.]
Application: Suppose f : X → Y is an acyclic cofibration −then Lρf : LρX → LρY
is a homotopy equivalence.
[Note: Therefore Lρ : SISET → SISET preserves weak homotopy equivalences (cf.
p. 12-30) (all objects are cofibrant), hence LLρ : HSISET → HSISET exsists (cf. §12,
Proposition 14).]
EXAMPLE Fix an inclusion ρ : A → B of simplicial sets. Let f : X → Y be a simplicial map
−then f is said to be a ρ-equivalence if Lρf : LρX → LρY is a homotopy equivalence (or just a weak
homotopy equivalence (cf. Propositon 20)). Agreeing that a ρ-cofibration is an injective simplicial map, a
ρ-fibration is a simplicial map which has the RLP w.r.t all ρ-cofibrations that are ρ-equivalences. Every
ρ-fibration is a Kan fibration (cf. supra). This said, SISET acquires the structure of a simplicial model
category by letting weak equivalence = ρ-equivalence, cofibration = ρ-cofibration, fibration =ρ-fibration.
[Note: The fibrant objects in this structure are the ρ-local objects.]
Let C be a complete and cocomplete category −then in the notation of p. 0-19, the
truncation tr(n) : SIC→ SICn has a left adjoint sk
(n) : SICn → SIC, where ∀ X in SICn,
(sk(n)X)m = colim
[m]→[k]
k≤n
Xk, and a right adjoint cosk
(n) : SICn → SIC, where ∀ X in SICn,
(cosk(n)X)m = lim
[k]→[m]
k≤n
Xk.
[Note: The colimit and limit are take over a comma category.]
EXTENSION PRINCIPLE (OBJECTS) Let X be an object in SICn −then a factor-
ization (sk(n)X)n+1 → Xn+1 → (cosk
(n)X)n+1 of the arrow (sk
(n)X)n+1 → (cosk
(n)X)n+1
determines an extension of X to an object in SICn+1.
EXTENSION PRINCIPLE (MORPHISMS) Let
 XY be objects in SICn+1; let
f : X|∆OPn → Y |∆
OP
n be a morphism −then the arrow Xn+1 → Yn+1 determines an exten-
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sion F : X → Y of f provided that
(sk(n)X)n+1 Xn+1 (cosk
(n)X)n+1
(sk(n)Y )n+1 Yn+1 (cosk
(n)Y )n+1
commutes in C.
Let X be a simplicial object in C. Recall that sk(n)X = sk(n) (tr(n)X) and cosk(n)X =
cosk(n) (tr(n)X) (cf. p. 0-19).
(L) The latching object of X at [n] is LnX = (sk
(n−1)X)n and the latching
morphism is the arrow LnX → Xn.
(M) The matching object of X at [n] is MnX = (cosk
(n−1)X)n and the matching
morphism is the arrow Xn →MnX.
[Note: The connecting morphism of X at [n] is the composite LnX → Xn →MnX.]
In particular: L0X is an initial object in C and M0X is a final object in C.
PROPOSITION 40 Let C be a complete and cocomplete model category . Suppose
that f : X → Y is a morphism in SIC such that ∀ n, the arrow Xn ⊔
LnX
LnY → Yn is
a cofibration (acyclic cofibration) in C −then ∀ n, Lnf : LnX → LnY is a cofibration
(acyclic cofibration) in C.
[One checks by induction that Lnf has the LLP w.r.t. acyclic fibrations (fibrations)
in C.]
[Note: There is a parallel statement for fibrations (acyclic fibrations) involving arrows
Xn →MnX ×MnY Yn.]
PROPOSITION 41 Let C be a complete and cocomplete model category . Suppose
that f : X → Y is a morphism in SIC such that ∀ n, the arrow Xn ⊔
LnX
LnY → Yn
(Xn → MnX ×MnY Yn) is a cofibration (fibration) in C −then ∀ n, fn : Xn → Yn is a
cofibration (fibration) in C.
[Consider the pushout square
LnX LnY
Xn Xn ⊔
LnX
LnY
Owing to Proposition 40,
the arrow LnX → LnY is a cofibration. Therefore the arrow Xn → Xn ⊔
LnX
LnY is a
cofibration. But fn is the composite Xn → Xn ⊔
LnX
LnY → Yn.]
PROPOSITION 42 Let C be a complete and cocomplete model category . Suppose
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that f : X → Y is a morphism in SIC such that ∀ n, fn : Xn → Yn is a weak equivalence in
C and the arrowXn ⊔
LnX
LnY → Yn is a cofibration inC−then ∀ n, the arrowXn ⊔
LnX
LnY →
Yn is an acyclic cofibraion in C.
[One checks by induction that Lnf has the LLP w.r.t. fibrations in C.]
[Note: There is a parallel statement for fibrations involving arrows Xn →MnX×MnY
Yn.]
Let C be a complete and cocomplete model category. Given a morhpism f : X → Y
in SIC, call f a weak equivalence if ∀ n, fn : Xn → Yn is a weak equivalence in C, a
cofibration if ∀ n, the arrow Xn ⊔
LnX
 LnY → Yn is a cofibration in C, a fibration if ∀ n, the
arrow Xn → MnX ×MnY Yn is a fibration in C. This structure is the Reedy structure in
SIC.
REEDY MODEL CATEGORY THEOREM Let C be a complete and cocomplete
(proper) model category −then SIC in the Reedy structure is a (proper) model category.
[The crux of the matter is the verification of MC-4 and MC-5. However, due to the
extension principle, the requisite lifting and factorizations can be constructed via induction
using Propositions 40, 41, and 42.]
[Note: Suppose further that C is a simplicial model category −then SIC is a sim-
plicial model category. In fact, SIC admits a closed simplicial action derived from that
on C (cf. p. 13-45), so it suffices to verify that SMC holds. For this, it is convenient
to employ Proposition 31. Thus let X → Y be a cofibration in SIC and L → K an
inclusion of simplicial sets. Claim: The arrow XK ⊔
XL
YL → YK is a cofibra-
tion which is acyclic if X → Y or L → K is acyclic. Fix n and consider the arrow
(XK ⊔
XL
YL)n ⊔Ln(XK ⊔
XL
YL) Ln(YK) → (YK)n or, equivalently, the arrow
(Xn ⊔
LnX
LnY )K ⊔(Xn ⊔
LnX
LnY )L YnL→ YnK. On the other hand, the canonical sim-
plicial action  on SIC need not be compatible with the Reedy structure on SIC. Thus
let X → Y be a cofibration in SIC and consider the arrows X  ∆[1] ⊔
XΛ[i,1]
Y  Λ[i, 1]→
Y  ∆[1] (i = 0, 1) (cf. p. 13-47). While cofibrations, they need not be weak equivalences.]
EXAMPLE Take C = TOP∗ (singular structure) −then according to Dwyer-Kan-Stover† there
is a model category structure on SITOP∗ having for its weak equivalences those f : X → Y such that
∀ n ≥ 1, f∗ : πn(X)→ πn(Y ) is a weak equivalence of simplicial groups. Obviously, every weak equivalence
in the Reedy structure is a weak equivalence in this structure (but not conversely).
The functor category [∆op,SISET] carries two other proper model category struc-
†J. Pure Appl. Algebra 90 (1993), 137-152; see also J. Pure Appl. Algebra 103 (1995), 167-188.
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tures (cf. p. 13-37). Every cofibration in the Reedy structure is a cofibration in structure
R and every fibration in the Reedy structure is a fibration in structure L (cf. Proposition
41). Therefore every fibration in structure R is a fibration in the Reedy structure and every
cofibration in structure L is a cofibration in the Reedy structure.
[Note: In reality, the cofibrations in the Reedy structure are precisely the levelwise
injective simplicial maps, thus the Reedy structure is structure R.]
Γ is the category whose objects are the finite sets n ≡ {0, 1, . . . , n} (n ≥ 0) with base point 0 and
whose morphisms are the base point preserving maps.
[Note: Suppose that γ : m → n is a morphism in Γ −then the partition
∐
0≤j≤n
γ−1(j) = m of m
determines a permutation θ :m→m such that γ ◦ θ is order preserving. Therefore γ has a unique factor-
ization of the form α ◦ σ, where α : m → n is order preserving and σ : m → m is a base point preserving
permutation which is order preserving in the fibers of γ.]
Notation: Write ΓSISET∗ for the full subcategory of [Γ,SISET∗] whose objects are the X : Γ →
SISET∗ such that X0 = ∗, (Xn = X(n)).
EXAMPLE Let G be an abelian semigroup with unit. Using additive notation, view Gn as the
set of base point preserving functions n → G −then the rule Xn = siGn defines an object in ΓSISET∗.
Here the arrow Gm → Gn attached to γ : m → n sends (g1, . . . gm) to (g1, . . . , gn), where gj =
∑
γ(i)=j
gi if
γ−1(j) 6= ∅, gj = 0 if γ−1(j) = ∅.
Let Sn(SISET∗) be the category whose objects are the pointed simplicial left Sn-sets −then
Sn(SISET∗) is a simplicial model category (cf. p. 13-47).
[Note: The group of base point preserving permutations n→ n is Sn for any X in ΓSISET∗, Xn is
a pointed simplicial left Sn-set.]
Let Γn be the full subcategory of Γ whose objects are the m (m ≤ n). Assigning to the sym-
bol ΓnSISET∗ the obvious interpretation, one can follow the usual procedure and introduce tr
(n) :
ΓSISET∗ → ΓnSISET∗ and its left (right) adjoint sk(n) (cosk(n)) (cf. p. 0-19). Put sk(n) = sk(n) ◦ tr(n)
(the n-skeleton), cosk(n) = cosk(n) ◦ tr(n) (the n-coskeleton).
EXTENSION PRINCIPLE (OBJECTS) Let X be an object in ΓnSISET∗ then a factoriza-
tion (sk(n)X)n+1 → Xn+1 → (cosk(n)X)n+1 of the arrow (sk(n)X)n+1 → (cosk(n)X)n+1 in Sn+1(SISET∗)
determines an extension of X to an object in Γn+1SISET∗.
EXTENSION PRINCIPLE (MORPHISMS) Let
 XY be objects in Γn+1SISET∗; let
f : X|Γn → Y |Γn be a morphism −then an Sn+1-equivariant arrow Xn+1 → Yn+1 determins an ex-
tension F : X → Y of f provided that
(sk(n)X)n+1 Xn+1 (cosk
(n)X)n+1
(sk(n)Y )n+1 Yn+1 (cosk
(n)Y )n+1
commutes in
Sn+1(SISET∗).
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Given an X in ΓSISET∗ , write LnX = (sk
(n−1)X)n,MnX = (cosk
(n−1)X)n for the latching, match-
ing objects of X at n (cf. p. 13-55).
Given a morphism f : X → Y , call f a weak equivalence if ∀ n ≥ 1, fn : Xn → Yn is a weak equivalence
in Sn(SISET∗), a cofibration if ∀ n ≥ 1, the arrow Xn ∪
LnX
LnY → Yn is a cofibration in Sn(SISET∗), a
fibration if ∀ n ≥ 1, the arrow Xn → MnX ×MnY Yn is a fibration in Sn(SISET∗). This structure is the
Reedy structure on ΓSISET∗.
BOUSFIELD-FRIEDLANDERMODEL CATEGORYTHEOREM ΓSISET∗ in the Reedy
structure is a proper simplicial model category.
Observation: The opposite of a model category is a model category (cf. p. 12-3).
So, if C is a complete and cocomplete model category , then by the above [∆OP,COP]
is a model category . Therefore [∆OP,COP]OP is a model category , i.e. COSIC is a
model category (Reedy structure).
EXAMPLE Take C = SISET −then the class of weak equivalences in [∆,SISET] (Reedy Struc-
ture) is the same as the class of weak equivalences in [∆,SISET] (structure L (cf. p. 13-37)) but the class
of cofibrations is larger. Example: Y∆ ≡∆ (cf. p. 0-18) is a cosimplicial object in ∆̂ which is cofibrant in
the Reedy structure but not in structure L.
PROPOSITION 43 Let C be a complete and cocomplete model category. Equip SIC
with its Reedy structure −then the functor Ln : SIC → C preserves weak equivalences
between cofibrant objects.
[Inspect the proof of Proposition 42 and quote the lemma on p. 12-30.]
Let C be a simplicial model category. Assume: C is complete and cocomplete.
Given an X in SIC, put |X| =
∫ [n]
Xn∆[n] −then |X| is the realization of X and
the assignment X → |X| is a functor SIC → C. |?| is a left adjoint for sin : C →
SIC, where sinn Y = HOM(∆[n], Y ). In fact, Mor(|X| , Y ) ≈ Mor(
∫ [n]
Xn∆[n], Y ) ≈∫
[n]
Mor(Xn∆[n], Y ) ≈
∫
[n]
Mor(Xn, HOM(∆[n], Y )) ≈
∫
[n]
Mor(Xn, sinn Y ) ≈Nat(X, sin Y ).
EXAMPLE Take C = SISET and let X be a simplicial object in C. One can fix [m] and form∣∣Xhm∣∣, the geometric realization of [n] → X([n], [m]) and one can fix [n] and form |Xvn|, the geometric
realization of [m] → X([n], [m]). The assignments
 [m]→
∣∣Xhm∣∣
[n]→ |Xvn|
define simplicial objects
 X
h
Xv
in
CGH and their realizations

∣∣Xh∣∣
|Xv|
are homeomorphic to the geometric realization of |X|.
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LEMMA Let X be a simplicial object in C −then |X| ≈ colim |X|n, where |X|n =∫ [k]
Xk  ∆[k]
(n). Moreover, ∀ n > 0 there is a pushout square
LnX  ∆[n] ⊔
LnX  ∆˙[n]
Xn  ∆˙[n] |X|n−1
Xn  ∆[n] |X|n
.
[The functorsXn − are left adjoints, hence preserve colimits, so |X| =
∫ [n]
Xn ∆[n]
≈
∫ [n]
Xn  colimk∆[n]
(k) ≈
∫ [n]
colimkXn  ∆[n]
(k) ≈ colimn
∫ [k]
Xk ∆[k]
(n) =
colimn |X|n. And: Relative to the inclusion∆n →∆, the left Kan extension of [m]→ ∆[m]
(m ≤ n) is [k]→ ∆[k](n), thus |X|n can be identified with
∫ [m]
Xm  ∆[m] (m ≤ n).]
If X is a cofibrant object in SIC (Reedy structure), then the latching morphism
LnX → Xn is a cofibration in C. Therefore the arrow LnX  ∆[n] ⊔
LnX  ∆˙[n]
X  ∆˙[n]→
Xn  ∆[n] is a cofibration in C (cf. Proposition 31). Consequently, the arrow |X|n−1 →
|X|n is a cofibration in C.
[Note: It follows from Proposition 40 that LnX is a cofibrant object in C, hence Xn
is a cofibrant object in C. This means that LnX  ∆˙[n], LnX  ∆[n], and Xn  ∆˙[n] are
cofibrant objects in C, so LnX  ∆[n] ⊔
LnX  ∆˙[n]
X  ∆˙[n] is a cofibrant object in C (cf.
p. 13-47).]
LEMMA Let C be a simplicial model category. Assume: C is complete and cocom-
plete. Suppose that
 XY are cofibrant objects in SIC (Reedy structure) and f : X → Y
is a weak equivalence −then the arrow
LnX  ∆[n] ⊔
LnX  ∆˙[n]
Xn  ∆˙[n]→ LnY  ∆[n] ⊔
LnY  ∆˙[n]
Yn  ∆˙[n]
is a weak equivalence in C.
[Consider the commutative diagram
LnX  ∆[n] LnX  ∆˙[n] Xn  ∆˙[n]
LnY  ∆[n] LnY  ∆˙[n] Yn  ∆˙[n]
.
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The horizontal arrows are cofibrations (cf. p. 13-47) and the vertical arrows are weak
equivalences (cf. Propostion 43 and p. 13-53). Therefore Proposition 3 in §12 is applica-
ble.]
PROPOSITION 44 Let C be a simplicial model category. Assume C is complete
and cocomplete. Suppose that
 XY are cofibrant objects in SIC (Reedy structure) and
f : X → Y is a weak equivalence −then |f | : |X| → |Y | is a weak equivalence .
[Since
 |X|0 = X0|Y |0 = Y0 and ∀ n,
 |X|n → |X|n+1|Y |n → |Y |n+1 is a cofibration in C, one may
view
 {|X|n : n ≥ 0}{|Y |n : n ≥ 0} as cofibrant objects in FIL(C) (cf. p. 12-5). So, to prove that
|f | : |X| → |Y | is a weak equivalence , it need only be shown that ∀ n, |f |n : |X|n → |Y |n
is a weak equivalence (cf. p. 12-31). For this, work with
Xn  ∆[n] LnX  ∆[n] ⊔
LnX  ∆˙[n]
Xn  ∆˙[n] |X|n−1
Yn  ∆[n] LnY  ∆[n] ⊔
LnY  ∆˙[n]
Yn  ∆˙[n] |Y |n−1
and use induction (cf. §12, Proposition 3).]
EXAMPLE Take C = SISET and suppose that f : X → Y is a weak equivalence, i.e., ∀ n,
fn : Xn → Yn is a weak equivalence −then |f | : |X| → |Y | is a weak homotopy equivalence.
[All simplicial objects in ∆̂ are cofibrant in the Reedy structure.]
[Note: Fix an abelian group G and consider SISET in the homological model category structure
determined by G −then SISET is a simplicial model category (cf. p. 13-47), hence |f | : |X| → |Y | is an
HG-equivalence if ∀ n, fn : Xn → Yn is an HG-equivalence.]
EXAMPLE Suppose that C is a simplicial model category which is complete and cocomplete. Let
X be a cofibrant object in SIC (Reedy structure). Assume: ∀ α, Xα is a weak equivalence −then the
arrow |X|0 → |X| is a weak equivalence .
Let C be a simplicial model category. Assume: C is complete and cocomplete.
Given an X in COSIC, put totX =
∫
[n]
HOM(∆[n],Xn) −then totX is the totalization
of X and the assignment X → totX is a functor COSIC → C. tot is a right ad-
joint for cosin: C → COSIC, where cosinnY = Yn  ∆[n]. In fact, Mor(Y, totX) ≈
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Mor(Y,
∫
[n]
HOM(∆[n],Xn)) ≈
∫
[n]
Mor(Y, HOM(∆[n],Xn)) ≈
∫
[n]
Mor(Y  ∆[n],Xn) ≈∫
[n]
Mor(cosinnY,Xn) ≈ Nat(cosin Y,X).
Example: Take C = SISET −then totX = HOM(Y∆,X) (cf. p. 13-44).
Example: Let X be a simplicial set. Given a cosimplicial object Y in ∆̂, the functor
∆→ SISET that sends [n] to map(X,Yn) defines another cosimplicial object in ∆̂, call it
map(X,Y ). And: tot map(X,Y ) ≈
∫
[n]
map(∆[n],map(X,Yn)) ≈
∫
[n]
map(X,map(∆[n],
Yn)) ≈ map(X,
∫
[n]
map(∆[n], Yn)) ≈ map(X, totY ).
EXAMPLE Given a simplicial set K and a compaclty generated Hausdorff space X, let XK be
the cosimplicial object in CGH with (XK)n = X
Kn −then map(|K| , X) ≈ totXK .
EXAMPLE Fix a prime p −then there is a forgetful functor from the category of simplicial vec-
tor spaces over Fp to SISET. It has a left adjoint, thus this data determines a triple in SISET. Write
respX for the standard resolution of X: respX is therefore a cosimplicial object in ∆̂ and tot respX is the
Fp-completion FpX of X (Bousfield-Kan
†).
PROPOSITION 45 Let C be a simplicial model category. Assume: C is complete
and cocomplete. Suppose that
 XY are fibrant objects in COSIC (Reedy Structure)
and f : X → Y is a weak equivalence −then totf : totX → totY is a weak equivalence.
[The proof is dual to that of Proposition 44. Of course, totX ≈ lim totnX (obvious
notation).]
The simplex category gro∆K of a simplicial set K can be viewed as a comma category:
∆[n] ∆[m]
K
(cf. p. 13-18). Call this interpretation of ∆K, ∆OPK being its
opposite. There is a forgetful functor ∆K : ∆K → SISET and K ≈ colim∆K (cf. p.
0-22).
FACT The fundamental groupoid of ∆K is equivalent to the fundamental groupoid of K.
Given a category C, write K-SIC for the functor category [∆OPK,C] and K-COSIC
for the functor category [∆K,C] −then by definition, a K-simplicial object in C is an ob-
†SLN 304 (1972).
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ject in K-SIC and a K-cosimplicial object in C is an object in K-COSIC.
[Note: Take K = ∆[0] to recover SIC and COSIC.]
The preceding results can now be generalized. Thus if C is a complete and cocom-
plete model category , one can again introduce latching objects and matching objects and
use them to equip K-SIC (dually, K-COSIC) with the structure of a model category
(Reedy structure). Assuming in addition that C is a simplicial model category , there is
a realization functor |?|K : K-SIC → C that sends X to |X|K =
∫ ∆K
X  ∆K, where
X  ∆K : ∆OPK ×∆K → C is the composite ∆OPK ×∆K C× SISET
X×∆K

−→ C. So in the notation of the Kan extension theorem, |?|K = |?| ◦ lan, i.e., the diagram
K-SIC SIC
C
|?|K
lan
|?| commutes. Here, lan is computed from the arrow ∆
OPK →∆OP
induced by the projection K → ∆[0]. |?|K is a left adjoint for sinK : C → K-SIC. On
the other hand, there is a totalization functor totK : K-COSIC → C that sends X to
totKX =
∫
∆K
HOM(∆K,X), where HOM(∆K,X) : ∆OPK × ∆K → C is the composite
∆OPK ×∆K
∆OPK×X
−−−−−−−→ SISETOP ×C
HOM
−−−→ C. So, in the notation of the Kan exten-
sion theorem, totK = tot ◦ ran, i.e., the diagram
K-COSIC COSIC
C
totK
ran
tot commutes.
Here, ran is computed from the arrow ∆K → ∆ induced by the projection K → ∆[0].
totK is a right adjoint for cosinK : C→ K-COSIC.
To check the claimed factorization of |?|K , represent |X|K as the coequalizer of the diagram∐
k→l
Xl∆Kk ⇒
∐
k
Xk ∆Kk. Noting that (lanX)n =
∐
k∈Kn
Xk, we have
∐
k→l
Xl  ∆Kk ≈
∐
n,m≥0∐
[n]→[m]
∐
l∈Km
Xl  ∆[n] ≈
∐
n,m≥0
∐
[n]→[m]
(lanX)m  ∆[n] and
∐
k
Xk  ∆Kk ≈
∐
n≥0
∐
k∈Kn
Xk  ∆[n] ≈∐
n≥0
(lanX)n  ∆[n], i.e., |X|K is naturally isomorphic to the coequalizer of the diagram
∐
n,m≥0
∐
[n]→[m]
(lanX)m  ∆[n]⇒
∐
n≥0
(lanX)n  ∆[n], i.e., to |lanX|.
Example: Take C = SISET −then |∗|K = K.
EXAMPLE Let B be a simplicial set. Fix an X in SISET/B −then ∀ n & ∀ b ∈ Bn, there is a
pullback square
Xb X
∆[n] B
p
∆b
(cf. p. 13-3). This data thus determines a B-cosimplicial object XB in
SISET. One has X ≈ colimXB and XB cofibrant in the Reedy structure.
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PROPOSITION 44 (K) Let C be a simplicial model category. Assume: C is
complete and cocomplete. Suppose that
{
X
Y
are cofibrant objects in K-SIC (Reedy
structure) and f : X → Y is a weak equivalence −then |f |K : |X|K → |Y |K is a weak
equivalence.
PROPOSITION 45 (K) Let C be a simplicial model category. Assume: C is
complete and cocomplete. Suppose that
{
X
Y
are fibrant objects in K-COSIC (Reedy
structure) and f : X → Y is a weak equivalence −then totKf : totKX → totKY is a weak
equivalence.
FACT sinK preserves fibrations and acyclic fibrations.
[Note: Therefore |?|K preserves cofibrations and acyclic cofibrations. (cf. p. 12-3 ff.).]
FACT cosinK preserves cofibrations and acyclic cofibrations.
[Note: Therefore totK preserves fibrations and acyclic fibrations. (cf. p. 12-3 ff.).]
Notation: Let I be a small category. Put∆I =∆nerI and call it the simplex category
of I −then ∆I is isomorphic to the comma category |ι,KI|:
[n] [m]
I
(ι : ∆ →
CAT). There is a projection πI : ∆I → I that sends an object [n]
f
→ I to fn ∈ ObI.
Example: ∆1 =∆.
[Note: ∆OPI is the opposite of ∆I. Example: ∆OP1 = ∆OP. Replacing I by IOP,
there is a projection πOPI :∆
OPIOP → I that sends an object [n]
f
→ IOP to fn ∈ ObI.]
EXAMPLE Let C be a complete and cocomplete model category . Suppose that F : I → C is a
functor such that ∀ i, Fi is cofibrant (fibrant) −then F ◦ πOPI (F ◦ πI) is a cofibrant (fibrant) object in
[∆OPIOP,C] ([∆I,C]) (Reedy structure).
Let I be a small category and C a simplicial model category. Assume: C is complete
and cocomplete −then the functor colim : [I,C]→ C (lim : [I,C]→ C) need not preserve
levelwise weak equivalences between levelwise cofibrant (fibrant) objects. To rememdy
this defect, one introduces the notion homotopy colimit ( limit) . Thus define a functor
hocolimI : [I,C] → C by hocolimIF (or hocolimF ) =
∫ IOP
F ner (−\I)OP and define a
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functor holimI : [I,C]→ C by holimIF (or holimF ) =
∫
I
HOM(ner (I/−), F ).
[Note: One has HOM(hocolimIF, Y ) ≈ HOM(
∫ i
Finer (i\I)OP, Y ) ≈
∫
i
HOM(Fi
ner (i\I)OP, Y ) ≈
∫
i
map(ner (i\I)OP,HOM(Fi, Y )) ≈
∫
i
map(ner (IOP/i), HOM(Fi, Y ))
≈ holimIOPHOM(F, Y ) where HOM(F, Y ) : I
OP → SISET sends i to HOM(Fi, Y ).]
Remark: The functor hocolim has a right adjoint, viz. HOM(ner (−\I)OP,−), and the
functor holim has a left adjoint, viz. −ner(I/−).
Remark: There are natural transformations hocolim→ colim, and lim→ holim.
[Note: It can be shown that Lcolim, and Rholim exist and that there are natural
isomorphisms Lhocolim→ Lcolim, R lim→ Rholim (Dwyer-Kan†) (cf. p. 12-34).]
Example: Take C = SISET, CGH, SISET∗, CGH∗ −then Finer (i\I)
OP =
Fi×ner (i\I)OP, Fi×kB(i\I)
OP, Fi#ner(i\I)OP+ , Fi#k B(i\I)
OP
+ , and HOM(ner (I/i), F i) =
map(ner (I/i), F i), map(B(I/i), F i), map∗(ner (I/i)+, F i), map∗(B(I/i)+, F i).
[Note: Consider
∫ i
Finer (i\I) and
∫ i
Finer (i\I)OP. When C = SISET or
SISET∗, they are simplicial opposites of one another (cf. p. 13-1), hence are naturally
weakly equivalent, and when C = CGH or CGH∗, they are realated by a natural home-
omorphism (since ∀ i, B(i\I) ≈ B(i\I)OP (cf. p. 0-21)).]
Place on [IOP,SISET] and [I,SISET ] structure L (cf. p. 13-37) −then i→ ner (i\I)OP is a cofibrant
object in [IOP,SISET] and i → ner (I/i) is a cofibrant object in [I,SISET ] (cf. p. 13-38). Observe too
that ∀ i ∈ Ob I, the classifying spaces B(i\I)OP and B(I/i) are contractible (cf. p. 13-15).
EXAMPLE Let F be the functor I → SISET that sends i ∈ Ob I to Fi = ∆[0] −then
hocolimF ≈ ner IOP, i.e.,
∫ i
∆[0]×ner (i\I)OP ≈ ner IOP or still,
∫ i
∆[0]×ner (IOP/i) ≈ ner IOP. Similarly,∫ i
∆[0]×ner (i\I) ≈ ner I and
∫ i
∆[0]×ner (i\IOP) ≈ ner IOP. In addition,
∫ i
∆[0]×ner (i\IOP)OP ≈ ner I
or still,
∫ i
∆[0]× ner (I/i) ≈ ner I.
EXAMPLE Let U : CGH∗ → CGH be the forgetful functor and consider a functor F : I →
CGH∗. Question: What is the relation between hocolimF & hocolimU ◦F and holimF & holimU ◦F ? The
answer for homotopy limits is that there is essentially no difference (since map∗(X+, Y ) ≈ map(X,UY )).
Turning to homotopy colimits, assume that ∀ i, Fi is cofibrant −then there is a cofibration BIOP →
hocolimU ◦ F and a homeomorphism hocolimU ◦ F/BIOP → hocolimF .
[Note: If BIOP is contractible, the projection hocolimU ◦ F → hocolimF is a weak homotopy equiv-
alence. Proof: Consider the pushout square
BIOP ∗
hocolimU ◦ F hocolimF
,bearing in mind that
CGH (singular structure) is a proper model category.]
†Model Categories and General Abstract Homotopy Theory, Preprint.
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LEMMA Let X → B be a simplicial map. Suppose that for every commutative diagram
Xb′ Xb X
∆[n′] ∆[n] B
p
∆b
, the arrow Xb′ → Xb is a weak homotopy equivalence −then p is a
homotopy fibration.
FACT Let F : I → SISET be a functor −then the arrow hocolimF → ner IOP is a homotopy
fibration iff ∀ δ ∈MorI, Fδ is a weak homotopy equivalence.
PROPOSITION 46 Fix F ∈ Ob[I,C] −then
hocolimF ≈
∫ ∆IOP
F ◦ πOPI  nerI
OP (=
∣∣F ◦ πOPI ∣∣ner IOP)
and
holimF ≈
∫
∆I
HOM(∆nerI, F ◦ πI) (= tot ner IF ◦ πI).
Application: Let F, G : I → C be functors and let Ξ : F → G be a natural
transformation. Assume: ∀ i, Ξi : Fi → Gi is a weak equivalence −then hocolimΞ :
hocolimF → hocolimG is a weak equivalence provided that ∀ i,
 FiGi is cofibrant and
holimΞ : holimF → holimG is a weak equivalence provided that ∀ i,
 FiGi is fibrant.
[In view of the above result and the example on p. 13-63, this follows from Proposi-
tions 44(K) and 45(K).]
EXAMPLE Let F : I→ SISET be a functor −then there is a natural transformation |hocolimF | →
hocolim |F | of compactly generated Hausdorff spaces.
[Geometric realization is a left adjoint, hence preserves colimits.]
EXAMPLE Let F : I→ CGH be a functor such that ∀ i, Fi is cofibrant −then there is a natural
weak homotopy equivalence hocolim sinF → sin hocolimF .
[Consider the natural transformation |sinF | → F . Thanks to the Giever-Milner theorem, ∀ i,
|sinFi| → Fi is a weak homotopy equivalence, thus the arrow hocolim |sinF | → hocolimF is a weak
homotopy equivalence (cf. supra). But from the preceding example, |hocolim sinF | ≈ hocolim |sinF |, so
taking adjoints leads to the conclusion.]
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EXAMPLE Let F : I → CGH be a functor −then there is a natural isomorphism sin holimF →
holim sinF of simplicial sets.
EXAMPLE Let F : I → CGH be a functor such that ∀ i, Fi is fibrant −then there is a natural
weak homotopy equivalence |holimF | → holim |F |.
Another corollary to Proposition 46 is the fact that hocolimF ≈
∣∣lanF ◦ πOPI ∣∣ and
holimF ≈ tot ranF ◦ πI.
SIMPLICIAL REPLACEMENT LEMMA Fix F ∈ Ob[I,C]. Define
∐
F in SIC by
(
∐
F )n =
∐
f
[n]→IOP
Ffn −then
∐
F ≈ lanF ◦ πOPI .
COSIMPLICIAL REPLACEMENT LEMMA Fix F ∈ Ob[I,C]. Define
∏
F inCOSIC
by (
∏
F )n =
∏
f
[n]→I
Ffn −then
∏
F ≈ ranF ◦ πI.
FACT Let F,G : I→ SISET be functors and let Ξ : F → G be a natural transformation. Assume:
∀ i, Ξi : Fi→ Gi is a Kan fibration −then holimΞ : holimF → holimG is a Kan fibration.
[The arrow
∏
Ξ :
∏
F →
∏
G is a fibration in [∆,SISET] (Reedy structure). But tot : [∆,SISET]
→ SISET preserves fibrations (cf. p. 13-63).]
Application: Let F : I→ SISET be a functor. Assume: ∀ i, Fi is fibrant −then holimF is fibrant.
EXAMPLE Let ρ : A → B be an inclusion of simplicial sets. Suppose that F : I → SISET is a
functor such that ∀ i, Fi is ρ-local −then holimF is ρ-local.
[Each Fi is fibrant, so holimF is fibrant. Denote by
 map(A,F )map(B,F ) the functor I → SISET that
sends i to
 map(A,F i)map(B,F i) , which are fibrant (cf. p. 13-22). Since
 map(A,holimF ) ≈ holimmap(A,F )map(B,holimF ) ≈ holimmap(B,F )
and each Fi is ρ-local, the arrow map(B,holimF )→ map(A,holimF ) is a weak homotopy equivalence (cf.
p. 13-65).]
EXAMPLE Let ρ : A → B be an inclusion of simplicial sets. Suppose that F,G : I→ SISET are
functors and Ξ : F → G is a natural transformation. Assume: ∀ i, Ξi : Fi → Gi is a ρ-equivalence −then
hocolimΞ : hocolimF → hocolimG is a ρ-equivalence.
[It is a question of proving that the arrow map(hocolim (G,Z) → map(hocolimF,Z) is a weak ho-
motopy equivalence ∀ ρ-local Z or still, that the arrow holimmap(G,Z) → holimmap(F, Z) is a weak
homotopy equivalence, which is true (cf. p. 13-65).]
PROPOSITION 47 For any cofibrant object F in [I,SISET] (structure L), the arrow
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hocolimF → colimF is a weak homotopy equivalence.
[It suffices to show that ∀ fibrant Z, the arrow map(colimF,Z)→ map(hocolimF,Z)
is a weak homotopy equivalence (cf. Proposition 39). Since hocolimF → colimF is induced
by the projection ner (−\I)OP → ∗, one need only consider the arrow HOM(F,map(∗, Z))→
HOM(F,map(ner (−\I)OP, Z)). But F is a cofibrant object in [I,SISET] and map(∗, Z)→
map(ner (−\I)OP, Z) is a weak equivalence between fibrant objects in [I,SISET], thus the
assertion is a consequence of Proposition 34.]
FACT Suppose that I is filtered −then ∀ F in [I,SISET], the arrow hocolimF → colimF is a weak
homotopy equivalence.
EXAMPLE ∀ F in FIL(SISET), the arrow hocolimF → colimF is a weak homotopy equivalence.
Therefore |colimF | is contractible iff ∀ n, |Fn| is contractible.
[The arrow hocolimF → ner [N]OP is a weak homotopy equivalence. And: [N]OP has a final object,
hence B[N]OP is contractible (cf. p. 13-16).]
LEMMA If X is a cofibrant K-simplicial (K-cosimplicial) object in SISET, then ∀ fi-
brant Y in SISET, map(X,Y ) is a fibrant K-cosimplicial (K-simplicial) object in SISET.
PROPOSITION 48 For any cofibrant K-simplicial (K-cosimplicial) object X in
SISET, the arrow hocolimX → colimX is a weak homotopy equivalence.
EXAMPLE Let B be a simplicial set. Fix an X in SISET/B and determine the cofibant B-
cosimplicial object XB in SISET as on p. 13-62 ff. −then the arrow hocolimXB → colimXB (≈ X) is a
weak homotopy equivalence.
[Note: Suppose given
X Y
B
p
f
q
such that ∀ n & ∀ b ∈ Bn, Xb → Yb is a weak homotopy
equivalence −then hocolimXB → hocolimYB is a weak homotopy equivalence (cf. p. 13-65). Since there
is a commutative diagram
hocolimXB X
hocolimYB Y
f , it follows that f is a weak homotopy equivalence.
Example: p is a weak homotopy equivalence if the |Xb| are contractible.]
Given a category C, write BISIC for the functor category [(∆ × ∆)OP,C] (i.e.,
[∆OP,SIC]) −then by definition, a bisimplicial object in C is an object in BISIC (i.e., a
simplicial object in SIC). Example: Assuming that C has finite products, if
 XY are
simplicial objects in C, the assignment ([n], [m]) → Xn × Ym defines a bisimplicial object
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X×Y in C.
Specialize toC= SET−then an object inBISISET (=∆×∆
∧
) is called a bisimplicial
set and a morphism in BISISET is called a bisimplicial map. Given a bisimpli-
cial set X, put Xn,m = X([n], [m]) (= Xn[m])) −then there are horizontal operators dhi : Xn,m → Xn−1,mshi : Xn,m → Xn+1,m (0 ≤ i ≤ n) and vertical operators
 dvi : Xn,m → Xn,m−1svi : Xn,m → Xn,m+1 (0 ≤
j ≤ m). The horizontal operators commute with the vertical operators, the simpli-
cial identities are satsified horizontally and vertically, and thanks to the Yoneda lemma,
Nat(∆[n,m],X) ≈ Xn,m, where ∆[n,m] = ∆[n]×∆[m].
[Note: Every simplicial set X can be regarded as a bisimplicial set by trivializing its
structure in either the horizontal or vertical direction, i.e., Xn,m = Xm or Xn,m = Xn.]
EXAMPLE Any functor T :∆→ CAT gives rise to a functor XT : CAT→ BISISET by writing
XT I([n], [m]) = nern(T [m], I) (≈ Nat([n], [T [m], I) ≈ Nat(T [m], [[n], I]) ≈ (ST [[n], I])m, ST the singular
functor (cf. p. 0-17)).
EXAMPLE Let C be a double category, i.e., a category object in CAT −then nerC is a simplicial
object in CAT, hence ner (nerC) is a bisimplicial set.
Viewing [n] as a small category, one may form its simplex category∆[n] (= ∆ner [n] =
∆∆[n] = ∆/[n]). The assignments [n]→ ner∆[n], [n]→ ∆[n] define cosimplicial objects
Y∆, Y∆ in SISET which are cofibrant in the Reedy structure and there is a weak equiv-
alence Y∆ → Y∆ (cf. p. 13-17).
LetX be a bisimplicial set −then hocolimX =
∫ [n]
Xn×ner ([n]\∆
OP)OP =
∫ [n]
Xn×
ner (∆/[n]) =
∫ [n]
Xn × ner∆[n]→
∫ [n]
Xn ×∆[n] = |X|.
PROPOSITION 49 The arrow hocolimX → |X| is a weak homotopy equivalence.
[Bearing in mind Proposition 39, take a fibrant Z and consider the arrow map(|X| , Z)
→ map(hocolimX,Z) or still, the arrow HOM(X,map(Y∆, Z))→ HOM(X,map(Y∆, Z)).
In the Reedy structure, X is necessarily cofibrant while map(Y∆, Z) → map(Y∆, Z) is a
weak equivalence between fibrant objects (see the lemma prefacing Proposition 48). One
may therefore quote Proposition 34.]
Using the notation of the Kan extension theorem, take C = ∆OP, D =∆OP ×∆OP,
S = SET, and let K be the diagonal ∆OP → ∆OP ×∆OP −then the functor [K,S] ≡
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di : BISISET → SISET has both a right and left adjoint. One calls di the diagonal:
(diX)n = X([n], [m]), the operators being
 di = dhi dvi = dvi dhisi = shi svi = svi shi . Example: di(X×Y ) =
X × Y ( =⇒ di∆[n,m] = ∆[n]×∆[m]).
PROPOSITION 50 Up to natural isomorphism, di and |?| are the same.
[It suffices to prove that di is a left adjoint for sin : Nat(diX,Y ) ≈ Nat(X, sinY ). But
X ≈ colimi,j∆[ni,mj] and one has Nat(∆[n,m], sin Y ) ≈ map(∆[n], Y )m ≈ Nat(∆[n] ×
∆[m], Y ) ≈ Nat(di∆[n,m], Y ).]
Application: ∀ bisimplicial set X, there is a weak homotopy equivalence hocolimX →
diX.
EXAMPLE Let F : I → SISET −then in the notation of the simplicial replacement lemma, F
determines a bisimplicial set
∐
F by the rule (
∐
F )n =
∐
[n]
f
→IOP
Ffn. And: hocolimF ≈ |∐F | ≈ di∐F .
EXAMPLE Place on CGH its singular structure and equip [∆OP,CGH] with the corresponding
Reedy structure. Take an X in SICGH which is both Reedy fibrant and Reedy cofibrant and let UX be
the simplicial set obtained from X by forgetting the topologies −then the arrow |UX| → |X| is a weak
homotopy equivalence. To see this, let sinX be the bisimplicial set defined by (sinX)n = sinXn and write
sinTX for the “transpose” of sinX, i.e., (sinT X)n,m = (sinX)m,n ( =⇒ (sinTX)0,∗ ≈ UX). Since sinX
is Reedy fibrant ∀ α, sinTX(α) is a weak homotopy equivalence. Therefore the arrow ∣∣sinTX∣∣
0
→ ∣∣sinTX∣∣
is a weak homotopy equivalence (cf. p. 13-60). Write |sinX| for the simplicial object in CGH with
|sinX|n = |sinXn|. Because |sinX| is Reedy cofibrant, in view of the Giever-Milnor theorem, the arrow
‖sinX‖ → |X| is a weak homotopy equivalence (cf. Proposition 44). So, putting everything together gives
|UX| ≈ || sinTX|0| ∼→
∥∥sinTX∥∥ ≈ ∣∣di sinTX∣∣ = |di sinX| ≈ ‖sinX‖ ∼→ |X|.
PROPOSITION 51 Suppose that f : X → Y is a bisimplicial map. Assume: ∀ n,
fn : Xn → Yn is a weak homotopy equivalence −then dif : diX → diY is a weak homotopy
equivalence.
[Since all simplicial objects in ∆̂ are cofibrant in the Reedy structure, this is a conse-
quence of Propositions 44 and 50.]
[Note: In both the statement and the conclusion, one can replace “weak homotopy
equivalence” by “HG-equivalence” (cf. p. 13-60).]
Let X
f→ Z g← Y be a 2-sink in SISET −then a commutative diagram
W Y
X Z
g
f
is said to
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be a pullback up to homotopy if the arrow W → X ×Z Y is a weak homotopy equivalence. Example:
∆˙[1] Λ[1, 2]
∆[1] ∆[2]
is not a homotopy pullback but is a pullback up to homotopy.
FACT Let f : X → Y be a bisimplicial map. Assume ∀ m, n & ∀ α : [m] → [n], the
commutative diagram
Xn Xm
Yn Ym
fn
Xα
fm
Yα
is a pullback up to homotopy−then ∀ n,
Xn ×∆[n] diX
Yn ×∆[n] diY
is a pullback up to homotopy.
PROPOSITION 52 BISISET carries a proper model category structure in which a
bisimplicial map f : X → Y is a weak equivalence if dif is a weak homotopy equivalence, a
fibration if dif is a Kan fibration, and a cofibration if f has the LLP w.r.t acyclic fibrations.
[This is an instance of the generalities on p. 13-48, the essential point being that di
(which plays the role of “G”) has both a right and left adjoint. In particular: di pre-
serves filtered colimits. The stage is thus set for a small category argument. Let D be
the left adjoint of di normalized by the condition D∆[n] = ∆[n, n]. Put ∆˙[n, n] = D∆˙[n],
Λ[k, n, n] = DΛ[k, n] −then the arrow ∆˙[n, n] → ∆[n, n] is a cofibration and the arrow
Λ[k, n, n] → ∆[n, n] is an acyclic cofibration (|diΛ[k, n, n]| is contractible). The requisite
factorizations can therefore be established in the usual way. Let us note only that every
f admits a decomposition of the form f = p ◦ i, where p is a fibration and i is an acyclic
cofibration that has the LLP w.r.t. fibrations (specifically, i is a sequential colimit of
pushouts of coproducts of inclusions Λ[k, n, n] → ∆[n, n]). As for properness, the part of
PMC concerning pullbacks is obvious while the part concering pushouts follows from the
observation that a cofibration is necessarily an injective bisimplicial map.]
FACT Take BISISET in the model category structure supplied by Proposition 52 −then the adjoint
pair (D,di) induces an adjoint equivalence of categories between HSISET and HBISISET.
For certain purposes, it is technically more convenient to use a modification of the
homotopy colimit in order to minimize the proliferation of opposites. Definition: Given
F ∈ Ob[I,C], put hocolim IF (or hocolimF ) =
∫ IOP
F  ner (−\I). The formal prop-
erties of hocolim are the same as those of hocolim, the primary difference being that
hocolimF ≈ |
∐
F |, where now (
∐
F )n =
∐
[n]
f
→I
Ff0.
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EXAMPLE Let F : I → CAT be a functor −then the Grothendieck construction on F is the
category groIF whose objects are the pairs (i,X), where i ∈ Ob I and X ∈ ObFi, and whose mor-
phisms are the arrows (δ, f) : (i,X) → (j, Y ), where δ ∈ Mor(i, j) and f ∈ Mor((Fδ)X,Y ) (composition
is given by (δ′, f ′) ◦ (δ, f) = (δ′ ◦ δ, f ′ ◦ (Fδ′)f)). Put NF = ner ◦ F , so NF : I → SISET. One
can thus form hocolimNF and Thomason† has shown that there is a natural weak homotopy equiva-
lence η : hocolimNF → ner groIF . The situation for homotopy limits is simpler. Indeed, holimNF ≈∫
i
map(ner (I/i), (ner ◦ F )i) ≈
∫
i
ner [I/i, F i] ≈ ner (∫
i
[I/i, F i]
)
.
[Note: Here is the definition of η. Representing hocolimNF as di
∐
NF , fix n and consider a
typical string (i0
δ0→ i1 → · · · → in−1 δn−1→ in, X0,→ X1,→ · · · → Xn−1 → Xn), where the Xk ∈ ObFi0
(0 ≤ k ≤ n) −then ηn takes it to the element of nerngroIF given by (i0, X0) → (i1, (Fδ0)X1) → · · · →
(in(Fδn−1 ◦ · · · ◦ Fδ0)Xn).]
Let I and J be small categories, ∇ : J→ I a functor.
Notation: Given i ∈ ObI, write i\∇ for the comma category |Ki,∇|.
[Note: Dually, ∇/i stands for the comma category |∇,Ki|.
Observation: The commutative diagram
i\∇ J
i\I I
is a pullback square in CAT.
[Note: The fiber of ∇ over i is defined by the pullback square
∇−1(i) J
1 I
∇
Ki
. So:
∇−1(i) is the subcategory of J having objects j such that ∇j = i, morphisms δ such that
∇δ = idi, and there is a commutative diagram
∇−1(i) i\∇
∇/i J
.]
EXAMPLE The arrow colimner (−\∇) → nerJ is an isomorphism. Viewed as an object in
[IOP,SISET] (structure L), ner (−\∇) is free, hence cofibrant (cf. p. 13-39). Therefore the arrow
hocolimner (−\∇)→ colimner (−\∇) (≈ nerJ) is a weak homotopy equivalence (cf. Proposition 47).
[Note: Take I = J and ∇ = idI −then the arrow hocolimner (−\I) =
∫ i
ner (i\I) × ner (i\IOP) →∫ i
ner (i\I)×∆[0] ≈ ner I is a weak homotopy equivalence, as is the arrow hocolimner (−\I) =
∫ i
ner (i\I)×
ner (i\IOP)→
∫ i
∆[0]× ner (i\IOP) ≈ ner IOP.]
LEMMA Let I and J be small categories, ∇ : J → I a functor −then ∀ F in
[IOP,SISET],
∫
i
map(ner (i\∇), F i) ≈
∫
j
map(ner (j\J), (F ◦∇OP)j), i.e., HOM(ner (−\∇),
F ) ≈ HOM(ner (−\J), F ◦ ∇OP).
†Math. Proc. Cambridge Philos. Soc. 85 (1979), 91-109; see also Heggie, Cahiers Topologie Ge´om.
Diffe´rentielle Cate´goriques 34 (1993), 13-36.
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[The left Kan extension of ner (−\J) along ∇OP is ner (−\∇).]
PROPOSITION 53 Let I and J be small categories, ∇ : J→ I a functor −then ∀ F
in [I,SISET], the arrow
∫ j
(F ◦ ∇)j× ner (j\J)→
∫ i
Fi× ner (i\∇) is a weak homotopy
equivalence.
[This is yet another application of Proposition 39. Thus fix a fibrant Z and pass to
map(
∫ i
Fi×ner (i\∇), Z)→map(
∫ i
(F ◦∇)j×ner (j\J), Z), i.e., to
∫
i
map(ner (i\∇),map
(Fi, Z)) →
∫
j
map(ner (j\J),map((F ◦ ∇)j, Z)), i.e., to HOM(ner (−\∇),map(F,Z)) →
HOM(ner (−\J),map(F,Z) ◦ ∇OP), which by the lemma is an isomorphism, hence a for-
tiori, a weak homotopy equivalence.]
A small category is contractible if its classifying space is contractible. Example: Every
filtered category is contractible.
EXAMPLE Let C be a small category −then the cone ΓC of C is the small category with
ObΓC = ObC
∐
{∅}, where ∅ is an adjoined initial object. Example: Γ0 = 1. So ΓC is contractible (cf.
p. 13-16) and BΓC ≈ ΓBC.
[Note: Given small categories
 CD , their join C ∗ D is the full subcategory of ΓC × ΓD with
ObC ∗D = ObC × ObD
∐
ObC × {∅}
∐
{∅} × ObD. Under the join, CAT is a symmetric monoidal
category (0 is the unit). One has B(C ∗D) ≈ BC ∗k BD].
Given small categories
 IJ , a functor ∇ : J → I is said to be strictly final pro-
vided that for every i ∈ ObI, the comma category |Ki,∇| is contractible. A strictly final
functor is final. In particular ∇ : J → I strictly final =⇒ colim∆ ◦ ∇ ≈ colim∆, where
∆ : I→ SISET (cf. p. 0-12).
[Note: A subcategory of a small category is strictly final if the inclusion is a strictly
final functor.]
PROPOSITION 54 Let I and J be small categories, ∇ : J→ I a strictly final functor
−then ∀ F in [I,SISET], the arrow hocolimF ◦ ∇ → hocolimF is a weak homotopy
equivalence.
[According to Proposition 53, the arrow hocolimF ◦ ∇ =
∫ j
(F ◦ ∇)j × ner (j\J)→
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∫ i
Fi×ner (i\∇) is a weak homotopy equivalence. Claim: The arrow
∫ i
Fi×ner (i\∇)→∫ i
Fi × ner (i\I) = hocolimF is a weak homotopy equivalence. Indeed: ner (−\∇),
ner (−\I) are cofibrant objects in [IOP,SISET] and since ∇ is strictly final, the arrow
ner (−\∇) → ner (−\I) is a weak equivalence . Therefore one may appeal to the example
on p. 13-53.]
FACT Let I and J be small categories, ∇ : J → I a functor. Assume: ner∇ : nerJ → ner I is a
weak homotopy equivalence. Suppose that F : I → SISET sends the morphisms in I to weak homotopy
equivalences −then the arrow hocolimF ◦ ∇ → hocolimF is a weak homotopy equivalence.
[The commutative diagram
∐
F ◦ ∇
∐
F
∐
∗
∐
∗
of bisimplicial sets is a pullback square, there-
fore the commutative diagram
di
∐
F ◦ ∇ di
∐
F
di
∐
∗ di
∐
∗
of simplicial sets is a pullback square (di is
a right adjoint). Accordingly, in SISET, the commutative diagram
hocolimF ◦ ∇ hocolimF
nerJ ner I
is
a pullback square. The result thus follows from the fact that the arrow hocolimF → ner I is a homotopy
fibration (cf. p. 13-65).]
EXAMPLE If I is contractible and if F : I→ SISET sends the morphisms of I to weak homotopy
equivalences, then ∀ i ∈ Ob I, the arrow Fi→ hocolimF is a weak homotopy equivalence.
FACT (Homotopy Pushdowns) Let I and J be small categories, ∇ : J→ I a functor. Given a
functor G : J→ SISET, define an object hocolim∇G in [I,SISET] by (hocolim∇G)i = hocolim∇/iG ◦ Ui,
where Ui : ∇/i→ J is the forgetful functor −then the arrow hocolim Ihocolim∇G→ hocolim JG is a weak
homotopy equivalence.
QUILLEN’S THEOREM A Suppose that I and J are small categories and ∇ : J→ I
is a strictly final functor −then ner∇ : nerJ → nerI is a weak homotopy equivalence,
hence B∇ : BJ→ BI is a homotopy equivalence.
[In Proposition 54, let F be the functor I→ SISET that sends i ∈ ObI to Fi = ∆[0].]
[Note: The same conclusion obtains if ∇ is “strictly initial”.]
EXAMPLE Let X be a topological space, sin X its singular set −then sin X can be regarded
13-73
as a category:
∆m ∆n
X
∆α
(α ∈ Mor([m], [n])) (cf. p. 4-39). This category is isomorphic to
∆/x ≡ gro∆ sinX and there is a natural weak homotopy equivalence ner∆/X → sinX (cf. p. 13-18),
which thus gives a natural weak homotopy equivalence B∆/X → X (Giever-Milnor theorem). Let C be
any small full subcategory of TOP/X containing ∆/X as a subcategory. Assume: ∀ Y → X in C, Y is
homotopically trivial −then the arrow Bι : B∆/X → BC induced by the inclusion ι : ∆/X → C is a
homotopy equivalence. To see this, one can suppose that X is nonempty and appeal to Quillen’s theorem
A. Claim: ι is a strictly initial functor i.e., ∀ Y → X in C, the comma category ι/Y → X is contractible.
Indeed, ι/Y → X is simply ∆/Y and the arrow B∆/Y → ∗ is a weak homotopy equivalence, hence a
homotopy equivalence.
Let C be a category −then the twisted arrow category C ( ) of C is the category
whose objects are the arrows f : X → Y of C and whose morphisms f → f ′ are the pairs
(φ,ψ) :
 φ ∈ Mor(X ′,X)ψ ∈ Mor(Y, Y ′) for which the square
X Y
X ′ Y ′
f
ψφ
f ′
commutes. Denote by
 st the canonical projections
 C( )→ C
OP
C( )→ C
.
EXAMPLE Suppose that C is a small category −then ner s : nerC( ) → nerCOP, ner t :
nerC( )→ nerC are weak homotopy equivalences.
[To discuss ner s, observe that ∀ X, the functor X\C→ s/X that sends X f→ Y to (X f→ Y, idX) (so
s(X
f→ Y ) idX−→ X) has a left adjoint. Since X\C is contractible, s/X must be too (cf. p. 13-15), i.e., s is
strictly initial, thus by Quillen’s theorem A, ner s is a weak homotopy equivalence.]
[Note: It is a corollary that ner C and nerCOP are naturally weakly equivalent.]
Let I and J be small categories, ∇ : J → I a functor, then by ∇( ) we shall un-
derstand the category whose objects are the triples (i, δ, j), where δ : i → ∇j, and whose
morphisms (i, δ, j) → (i′, δ′, j′) are the pairs (φ,ψ) :
 φ ∈ Mor(i′, i)ψ ∈ Mor(j, j′) for which the
square
i ∇j
i′ ∇j′
δ
∇ψφ
δ′
commutes. Example: idI( ) = I( ).
QUILLEN’S THEOREM B Suppose that I and J are small categories and ∇ :
J → I is a functor with the property that for every morphism i′ → i′′ in I, the arrow
ner (i′′\∇) → ner (i′\∇) is a weak homotopy equivalence −then ∀ i ∈ ObI, the pullback
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square
ner (i\∇) nerJ
ner (i\I) nerI
is a homotopy pullback.
[Each of the squares in the commutative diagram
i\∇ ∇( ) J
i\I I( ) I
1 IOP
are
pullback squares in CAT, hence each of the squares in the commutative diagram
ner(i\∇) ner∇( ) nerJ
ner (i\I) nerI( ) nerI
∆[0] nerIOP
are pullback squares in SISET (ner is a right adjoint). And, from the definitions,
hocolimner (−\∇) ≈ ner∇( ), hocolimner (−\I) ≈ nerI( ). Since the arrows
hocolimner (−\I) → nerIOP, ner (i\I) → ∆[0] are weak homotopy equivalences, the
commutative diagram
ner (i\I) hocolimner (−\I)
∆[0] ner IOP
is a homotopy pullback (cf. p.
12-15); since the arrows hocolimner (−\∇) → nerJ, hocolimner (−\I) → ner I are weak
homotopy equivalences, the commutative diagram
hocolimner (−\∇) nerJ
hocolimner (−\I) nerI
is
a homotopy pullback (cf. p. 12-15). Owing to our assumption on ∇, the arrow
hocolimner (−\∇) → nerIOP is a homotopy fibration (cf. p. 13-64). Accordingly,
the pullback square
ner (i\∇) hocolimner (−\∇)
∆[0] nerIOP
is a homotopy pullback (cf. p.
12-17). The composition lemma therefore implies that the commutative dia-
gram
ner (i\∇) hocolimner (−\∇)
ner (i\I) hocolimner (−\I)
is a homotopy pullback. Finally, then, by
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another application of the composition lemma, one concludes that the commutative dia-
gram
ner(i\∇) nerJ
ner (i\I) ner I
is a homotopy pullback.]
[Note: One can also formulate the result in terms of ∇/i.]
LEMMA If
W Y
X Z
g
f
is a homotopy pullback in SISET, then
|W | |Y |
|X| |Z|
|g|
|f |
is a homotopy pullback in CGH (singular structure) and the arrow |W | → W|f |,|g| is a
homotopy equivalence (compactly generated double mapping track).
[In the notation p. 12-13, write Y
∼
→ Y ։ Z −then Y → Z Kan =⇒
∣∣Y ∣∣ → |Z|
Serre and W → X ×Y Z goes to |W | →
∣∣X ×Y Z∣∣ = |X| ×|Y | |Z| (cf. Proposition 1),
So
|W | |Y |
|X| |Z|
|g|
|f |
is a homotopy pullback in CGH. The double mapping track of the
2-sink |X|
|f |
→ |Z|
|g|
← |Y | calculated in TOP is a CW space (cf. §6, Proposition 8). Its
image under k is W|f |,|g|, thus W|f |,|g| is a CW space. Therefore the arrow |W | → W|f |,|g|,
which is a priori a weak homotopy equivalence, is actually a homotopy equivalence.]
Consequently, under the conditions of Quillen’s theorem B, ∀ i ∈ ObI: ∇−1(i) 6= 0,
there is a homotopy equivalence B(i\∇)→ EB∇ (compactly generated mapping fiber), so
∀ j ∈ ∇−1(i), there is an exact sequence
· · · → πq+1(BI, i)→ πq(B(i\∇), (j, idi))→ πq(BJ, j)→ πq(BI, i)→ · · · .
Remark: It is thus a corollary that theorem B =⇒ theorem A.
Waldhausen† has extended Quillen’s theorems A and B from CAT to [∆OP,CAT].
Fix an abelian group G −then a commuative diagram
W Y
X Z
g
f
of simplicial
sets is said to be an HG-pullback if for some factorzation Y
∼
→ Y ։ Z of g, the induced
simplicial map W → X ×Z Y is an HG-equivalence. Here, the factorization of g is in
†CMS Conf. Proc. 2 (1982), 141-184.
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the usual model category structure on SISET and not in that of the homological model
category theorem, hence the choice of factorization of g is immaterial and one can work
with either g or f . Example: A homotopy pullback is an HG-pullback.
[Note: When G = Z, the term is homology pullback.]
Example: A commutative diagram
W Y
X Z
g
f
of simplicial sets, where f is weak
homotopy equivalence, is an HG-pullback iff the arrow W → Y is an HG-equivalence.
COMPOSITION LEMMA Consider the commutative diagram
• • •
• • •
in SISET. Assume: The square on the right is a homotopy pullback −then the rectifiable
is an HG-pullback iff the square on the left is an HG-pullback.
Rappel: SISET is a topos, so ∀ B, SISET/B is a topos (MacLane-Moerdijk†), thus
is cartesian closed.
[Note: Similar remarks apply to BISISET.]
PROPOSITION 55 Let F : I → SISET be a functor. Assume ∀ δ ∈ MorI, Fδ is
an HG-equivalence −then ∀ i ∈ ObI, the pullback square
Fi hocolimF
∆[0] nerI
∆i
is an
HG-pullback.
[Factor ∆[0] −→
∆i
ner I as ∆[0]֌
∆x
X ։ ner I, where ∆x is a weak homotopy equivalence,
the claim being that the arrow Fi → X ×ner I hocolimF is an HG-equivalence. In view
of the small object argument, one can suppose that ∆x is a sequential colimit of pushouts
of coproducts of inclusions Λ[k, n] → ∆[n]. Because of this and the fact that the functor
−×ner I hocolimF preserves colimits, it is obviously enough to prove that every diagram of
the form
hocolimF
Λ[k, n] ∆[n] nerI
∆f
leads to an HG-equivalence Λ[k, n] ×ner I
hocolimF → ∆[n]×ner I hocolimF . To begin with, ∆[n]×ner I hocolimF ≈ hocolimF ◦ f
(f : [n] → I). Furthermore, the initial object 0 ∈ [n] defines a natural transformation
†Sheaves in Geometry and Logic, Springer Verlag (1992), 190.
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F ◦ f(0)→ F ◦ f , so there is a commutative diagram
∐
α0→···→αm
∈Λ[k,n]
F ◦ f(0)
∐
α0→···→αm
∈∆[n]
F ◦ f(0)
∐
α0→···→αm
∈Λ[k,n]
F ◦ f(α0)
∐
α0→···→αm
∈∆[n]
F ◦ f(α0)
of bisimplicial sets. The hypothesis on F , in conjuction with the appended note to Propo-
sition 51, implies that the diagonal of either vertical arrow is an HG-equivalence. But the
diagonal of the top horizontal arrow is the weak homotopy equivalence Λ[k, n]×F ◦ f(0)→
∆[n]×F ◦f(0), therefore the diagonal of the bottom horizontal arrow is anHG-equivalence,
i.e., Λ[k, n]×ner I hocolimF → ∆[n]×ner I hocolimF is an HG-equivalence.]
PROPOSITION 56 Suppose that I and J are small categories and ∇ : J → I is a
functor with the property that for every morphism i′ → i′′ in I, the arrow ner (i′′\∇) →
ner (i′\∇) is anHG-equivalence −then ∀ i ∈ ObI, the pullback square
ner (i\∇) nerJ
ner (i\I) nerI
is an HG-pullback.
[One has only to trace the proof of Quillen’s theorem B, using Proposition 55 to es-
tablish that the pullback square
ner (i\∇) hocolimner (−\∇)
∆[0] ner IOP
is an HG-pullback.]
[Note: It follows that ∀ i ∈ ObI: ∇−1(i) 6= 0, the arrow B(i\∆) → EB∇ is an HG-
equivalence (compactly generated mapping fiber).]
Proposition 56 is the homological analog of Quillen’s theorem B. The same style argument can also
be used for it (in Proposition 55, replace “HG-equivalence” by “weak homotopy equivalence” and “HG-
pullback” by “homotopy pullback”).
Let (M,O) be a category object in SISET. Suppose that Y is a left M-object and
tranY is the associated translation category −then the projection T : Y → O gives rise to
an internal functor tranY →M from which a morphism ner tranY → nerM of simplicial
objects in ∆̂ or still, a bisimplicial map. Each x ∈ O0 determines a pullback square
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Yx Y
∆[0] O
T
∆x
in SISET and through e : O → M , arrows ∆[0] →
∆x
nernM, thus there is
a pullaback square
Yx ner tranY
∆[0] nerM
∆x
in BISISET (abuse of notation).
[Note: ∀ f ∈M0,
 sftf ∈ O0 and λ :M ×O Y → Y defines an arrow Ysf → Ytf .]
PROPOSITION 57 If ∀ f ∈M0, the arrow Ysf → Ytf is an HG-equivalence, then the
pullback square
Yx |ner tranY |
∆[0] |ner M|
|∆x|
(cf. Proposition 50) is an HG-pullback provided
that O is a constant simplicial set.
[Use the model category structure on BISISET furnished by Proposition 52 to fac-
tor ∆[0] →
∆x
nerM as p ◦ i, where p is a fibration and i is an acyclic cofibration repre-
sentable as a sequential colimit of pushouts of coproducts of inclusions Λ[k, n, n]→ ∆[n, n].
Reasoning as in the proof of Proposition 55, it suffices to show that for any diagram
of the form
nertranY
Λ[k, n, n] ∆[n, n] nerM
∆f
, |Λ[k, n, n]| ×|nerM| |ner tranY | →
|∆[n, n]| ×|nerM| |ner tranY | is an HG-equivalence. The arrow ∆f : ∆[n, n] → nerM cor-
responds to x0
f0
→ x1 → · · · → xn−1
fn−1
→ xn, where the xi ∈ On (= O) and the fi ∈ Mn.
This said, consider the commutative diagram
Λ[k, n, n]× Yx0 ∆[n, n]× Yx0
Λ[k, n, n]×nerM ner tranY ∆[n, n]×nerM ner tranY
which results from piecing together the definitions. The diagonal of the top horizontal
arrow is an HG-equivalence (|diΛ[k, n, n]| is contractible), as is the diagonal of the two
vertical arrows.]
[Note: Changing the assumption to “weak homotopy equivalence” changes the con-
clusion to “homotopy pullback”.]
EXAMPLE Let (M,O) be a category object in SISET with O ≈ ∆[0]. So: M is a simplicial monoid
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or, equivalently, M is a simplicial object in MONSET. Let Y be a left M-object. Assume: ∀ m ∈ M0,
m∗ : H∗(|Y | ;G)→ H∗(|Y | ;G) is an isomorphism −then the pullback square
Y |bar(∗;M;Y )|
∆[0] |bar(∗;M; ∗)|
is an HG-pullback.
Let
W Y
X Z
be a commutative diagram of bisimplicial sets. Problem: Find
conditions which ensure that
diW diY
diX diZ
is a homotopy pullback. To this end, as-
sume that ∀ n
Wn Yn
Xn Zn
is a homotopy pullback. Using the Reedy structure on
[∆OP,SISET], construct a commutative diagram
W Y Y
X Z Z
,where
 Y → YZ → Z
are levelwise weak homotopy equivalences,
 YZ are Reedy fibrant, and Y → Z is a Reedy
fibration−then ∀ n,
Wn Y n
Xn Zn
is a homotopy pullback. Form the commutative diagram
diW diY diY
diX diZ diZ
. The square
diY diY
diZ diZ
is a homotopy pullback (cf.
Proposition 51), so by the composition lemma,
diW diY
diX diZ
will be a homotopy
pullback if this is the case of
diW diY
diX diZ
. Since ∀ n, Y n → Zn is a Kan fibration
(cf. Proposition 41), the induced map W → X ×Z Y of bisimplicial sets is a levelwise
weak homotopy equivalence, thus diW → diX ×diZ diY is a weak homotopy equivalence
(cf Proposition 51). Therefore the central issue is whether diY → diZ is a Kan fibration.
However it is definitely not automatic that di takes Reedy fibrations to Kan fibrations,
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meaning that conditions have to be imposed.
EXAMPLE Let
 XY be simplicial sets, f : X → Y a simplicial map. Extend
 XY to bisim-
plicial sets by rendering them trivial in the vertical direction −then the associated bisimplicial map is a
fibration in the Reedy structure and its diagonal is f but, of course, f need not be Kan.
PROPOSITION 58 Let
 XY be bisimplicial sets, f : X → Y a Reedy fibration.
Assume: ∀ m, the arrow X∗,m → Y∗,m is a Kan fibration −then dif : diX → diY is a Kan
fibration.
[Convert the lifting problem
Λ[k, n] diX
∆[n] diY
to the lifting problem
Λ[k, n, n] X
∆[n, n] Y
(notation as in the proof of Proposition 52) and factor the inclusion
Λ[k, n, n] → ∆[n, n] as Λ[k, n, n] → Λ[k, n]×∆[n] → ∆[n, n]. Since f is Reedy, it has the
RLP w.r.t the first inclusion and since f is horizontally Kan, it has the RLP w.r.t the
second inclusion.]
Let K be a simplicial set. Given a bisimplicial set X, the matching space of X at K is
the simplicial setMKX defined by the end
∫
[n]
XKnn . So: MKX([m]) ≈Nat(∆[m],
∫
[n]
XKnn )
≈
∫
[n]
Nat(∆[m],XKnn ) ≈
∫
[n]
Nat(∆[m],Xn)
Kn ≈
∫
[n]
XKnn,m ≈
∫
[n]
Mor(Kn,Xn,m) ≈
Nat(K,X∗,m). Obviously, MKX is functorial, covariant in X and contravariant in K.
[Note: The functor X →MKX is a right adjoint for the functor L→ K×L.]
Examples: (1) M∆[n]X([m]) ≈ Nat(∆[n],X∗,m) ≈ Xn,m =⇒ M∆[n]X ≈ X∗,m
(≡ X(n); (2) M∆˙[n]X([m]) ≈ Nat(∆˙[n],X∗,m) ≈ Nat(sk
(n−1)∆[n],X∗,m) ≈ (cosk
(n−1)X)n
=⇒ M∆˙[n]X ≈MnX.
[Note: The inclusion ∆˙[n] → ∆[n] leads to an arrow M∆[n]X → M∆˙[n]X or still, to
an arrow Xn →MnX, which is precisely the matching morphism.]
One can use an analogous definition for the matching space of X at K if X is a sim-
plicial set rather than a bisimplicial set: MKX ≈
∫
[n]
XKnn (≈ Nat(K,X)).
[Note: Suppose that X is a bisimplicial set −then MKX∗,m ≈ (MKX)m.]
Put Mk,nX = MΛ[k,n]X (0 ≤ k ≤ n, n ≥ 1). Because Λ[k, n] ⊂ ∆˙[n], there are arrows
Xn →MnX →Mk,nX natural in X.
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LEMMA A simplicial mapK → L is a Kan fibration iff the arrowsKn →Mk,nK×Mk,nL
Ln are surjective (0 ≤ k ≤ n, n ≥ 1).
[Note: A simplicial map K → L is a Kan fibration and a weak homotopy equivalence
iff the arrows Kn →MnX ×MnL Ln are surjective (n ≥ 0).]
PROPOSITION 59 Let
 XY be bisimplicial sets, f : X → Y a Reedy fibration.
Suppose that the arrows π0(Xn,∗) → π0(Mk,nX ×Mk,nY Yn,∗) arising from the squares
Xn,∗ Yn,∗
Mk,nX Mk,nY
are surjective (0 ≤ k ≤ n, n ≥ 1) −then di f is a Kan fibration.
[Since SISET satisfies SMC, so does BISISET (Reedy structure) (cf. p. 13-56).
Applying this to the cofibration Λ[k, n]×∆[0] → ∆[n]×∆[0] it follows that the arrow
HOM(∆[n]×∆[0], x)→ HOM(Λ[k, n]×∆[0],X)×HOM(Λ[k,n]×∆[0],Y )HOM(∆[n]×∆[0], Y ) is
a Kan fibration. Therefore the arrow Xn,∗ → Mk,nX ×Mk,nY Yn,∗ is a Kan fibration. It is
surjective by the assumption on π0. The lemma thus implies that f is horizontally Kan,
from which the assertion (cf. Proposition 58).]
Convention: The homotopy groups of a pointed simplicial set are those of its geometric
realization.
Homotopy groups commute with finite products. Homotopy groups also commute with infinite prod-
ucts if the data is fibrant but not in general (consider π1(S[1]
ω)).
Let X be a bisimplicial set −then for every n, q ≥ 1 and x ∈ Xn,0, there are homo-
morphisms (dhi )∗ : πq(Xn,∗, x)→ πq(Xn−1,∗, d
h
i x) (0 ≤ i ≤ n).
(πq) X satisfies the πq-Kan condition at x ∈ Xn,0 if for every finite sequence
(α0, . . . , α̂k, . . . , αn), where αi ∈ πq(Xn−1,∗, d
h
i x) and (d
h
i )∗αj = (d
h
j−1)∗αi (i < j & i, j 6=
k), ∃ α ∈ πq(Xn,∗, x) : (d
h
i )∗α = αi (i 6= k).
[Note: If x′, x′′ ∈ Xn,0 are in the same component of Xn, then X satisfies the πq-Kan
condition at x′ iff X satisfies the πq-Kan condition at x
′′.]
Definition: A bisimplicial set X satisfies the π∗-Kan condition if ∀ n, q ≥ 1, X satis-
fies the πq-Kan condition at each x ∈ Xn,0.
Example: Bisimplicial groups satisfy the π∗-Kan condition.
EXAMPLE Let X be a bisimiplicial set such that ∀ n, Xn is connected −then X satisfies the
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π∗-Kan condition.
[Consider the πq-Kan condition at x = s
h
n−1 · · · sh0x0 (x0 ∈ X0,0).]
LEMMA Let
 XY be bisimplicial sets, f : X → Y a bisimplicial map. Assume:
f is a levelwise weak homotopy equivalence −then X satisfies the π∗-Kan condition iff Y
satisfies the π∗-Kan condition.
One can describe ∆˙[n] as the simplicial subset of ∆[n] generated by the diid[n] (0 ≤ i ≤
n) and one can describe the Λ[k, n] as the simplicial subset of ∆[n] generated by the diid[n]
(0 ≤ i ≤ n, i 6= k). In general, if t0, . . . , tr are integers such that 0 ≤ t0 < · · · < tr ≤ n,
let ∆
(t0,...,tr)
n be the simplicial subset of ∆[n] generated by the dt0 id[n], . . . , dtr id[n] −then
there is a pushout square
∆
(t0,...,tr−1)
n−1 ∆
(t0,...,tr−1)
n
∆[n− 1] ∆
(t0,...,tr)
n
∆[δntr−1
]
∆[δntr ]
.
[Note: ∆
(t0,...,tr)
n is a simplicial subset of Λ[k, n] provided that k 6= ti (i = 0, . . . , r).]
Given a bisimplicial set X, writeM
(t0,...,tr)
n X for the matching space of X at ∆
(t0,...,tr)
n .
There are arrows Xn → MnX → M
(t0,...,tr)
n X natural in X. Example: M
(0,...,,k̂,...,n)
n X =
Mk,nX.
[Note: M
(t0,...,tr)
n X([m]) consists of the set of finite sequences (xt0 , . . . , xtr ) of elements
of Xn−1,m such that d
h
i xj = d
h
j−1xi for all i < j in {t0, . . . , tr} (cf. p. 13-19). Moreover, the
arrow Xn → M
(t0,...,tr)
n X sends x ∈ Xn,m to (d
h
t0x, . . . , d
h
trx} and it is Kan if X is Reedy
fibrant.]
LEMMA Let X be a bisimplicial set. Assume: X is Reedy fibrant and satisifies the
π∗-Kan condition. Suppose that x = (xt0 , . . . , xtr ) ∈ M
(t0,...,tr)
n X([0]) −then ∀ q ≥ 1, the
map πq(M
(t0,...,tr)
n X,x) → πq(Xn−1,∗, xt0) × · · · × πq(Xn−1,∗, xtr ) is injective and its range
is the set of finite sequences (αt0 , . . . , αtr ) in the product such that (d
h
i )∗αj = (d
h
j−1)∗αi for
all i < j in {t0, . . . , tr}.
[Work inductively with the pullback squares
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M
(t0,...,tr)
n X Xn−1,∗
M
(t0,...,tr−1)
n X M
(t0,...,tr−1)
n−1 X
.]
[Note: The result also holds for q = 0.]
Given a bisimplicial set X, define a simplicial set π0(X) by π0(X)n = π0(Xn) (=
π0(Xn,∗)). Example: Suppose that X is Reedy fibrant and satisfies the π∗-Kan condition
−then π0(Mk,nX) ≈Mk,nπ0(X).
EXAMPLE Let X be a bisimplicial set such that ∀ n, the path components of |Xn| are abelian.
Write [Sq , X] for the simplicial set with [Sq, X]n = [S
q , |Xn|] −then X satisfies the π∗-Kan condition if the
simplicial map [Sq, X]→ π0(X) is a Kan fibration ∀ q ≥ 1.
FACT Let X be a bisimplicial set such that ∀ n Xn is connected −then diX is connected.
[There is a coequalizer digram π0(X1) π0(X0) π0(diX)
d1
d0
.]
PROPOSITION 60 Let
 XY be bisimplicial sets, f : X → Y a Reedy fibration
with f∗ : π0(X) → π0(Y ) a Kan fibration. Assume:
 XY are Reedy fibrant and satisfy
the π∗-Kan condition −then dif is a Kan fibration.
[According to Proposition 59, it suffices to show that the arrows π0(Xn,∗) → π0(Mk,nX
×Mk,nY Yn,∗) are surjective (0 ≤ k ≤ n, n ≥ 1). Consider the square
Xn,∗ Yn,∗
Mk,nX Mk,nY
−then π0(Mk,nX×Mk,nY Yn,∗) ≈ π0(Mk,nX)×π0(Mk,nY )π0(Yn,∗). In fact, Yn,∗ →Mk,nY is a
Kan fibration and the lemma implies that ∀ y ∈ Yn.0, Yn,∗ →Mk,nY induces a surjection of
fundamental groups (cf. infra). But π0(Mk,nX×π0(Mk,nY )π0(Yn,∗) ≈Mk,nπ0(X)×Mk,nπ0(Y )
π0(Yn,∗) and π0(Xn,∗) → Mk,nπ0(X) ×Mk,nπ0(Y ) π0(Yn,∗) is surjective, π0(X) → π0(Y ) be-
ing Kan by assumption (cf. p. 13-82).]
LEMMA Let
X ′ X
B′ B
p be a pullback square of topological spaces, where p : X → B is
a Serre fibration. Assume: ∀ x ∈ X, the homomorphism π1(X,x) → π1(B, p(x)) is surjective −then the
arrow π0(X
′)→ π0(B′)×π0(B) π0(X) is bijective.
[Injectivity is a consequence of the π1-hypothesis.]
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THEOREM OF BOUSFIELD-FRIEDLANDER Let
W Y
X Z
be a commutative
diagram of bisimplicial sets such that ∀ n,
Wn Yn
Xn Zn
is a homotopy pullback. As-
sume: π0(Y ) → π0(Z) is a Kan fibration and Y , Z satisfy the π∗-Kan condition −then
diW diY
diX diZ
is a homtopoy pullback.
[Proceed as on p. 13-79 ff.: diY → diZ is a Kan fibration (cf. Proposition 60).]
[Note: When Yn, Zn are connected ∀ n, π0(Y ) → π0(Z) is trivially Kan and Y , Z
necessarily satisfy the π∗-Kan condition (cf. p. 13-82).]
Let K be a simplicial set. Given a bisimplicial set X, define a a bisimplicial set map(K,X) by
map(K,X)n = map(K,Xn).
LEMMA There is a canonical arrow |map(K,X)| → map(K, |X|).
[The evaluation K × map(K,Xn) → Xn defines a bisimplicial map K × map(K,X) → X or still, a
simplicial map |K ×map(K,X)| → |X|. However multiplication by K in BISISET is a left adjoint, hence
|K ×map(K,X)| ≈ K × |map(K,X)|.]
A bisimplicial set X is said to be pointed if an x ∈ X0,0 has been fixed and each Xn is equipped with
the base point shn−1 · · · sh0x0.
EXAMPLE Let X be a Reedy fibrant pointed bisimplicial set such that ∀ n, Xn is connected
−then X is π∗-Kan, thus |X| ≈ diX is fibrant (cf. Proposition 60). Denote by ΘX (ΩX) the bisimplicial
set which takes [n] to ΘXn (ΩXn) (it follows from Proposition 41 that ∀ n, Xn is fibrant). Specializing
the lemma to K = ∆[1] provides us with the canonical arrows |ΘX| → Θ |X| (|ΩX| → Ω |X|) (|?| pre-
serves pullbacks) and a commutative diagram
|ΩX| |ΘX| |X|
Ω |X| Θ |X| |X|
. On the other hand,
the theorem of Bousfield-Friedlander says that
|ΩX| |ΘX|
∆[0] |X|
is a homotopy pullback. Because the
geometric realization of |ΘX| is contractible (cf. Proposition 51), the conclusion is that the canonical arrow
|ΩX| → Ω |X| is a weak homotopy equivalence.
EXAMPLE Let X be a pointed bisimplicial set such that ∀ n, |Xn| is simply connected −then
13-85
|diX| is simply connected.
[For this, one can suppose that X is Reedy fibrant. On general grounds, |diX| is path connected (cf.
p. 13-84) and by the preceding example, π0(diΩX) ≈ π0(ΩdiX). But ∀ n, ΩXn is connected, thus diΩX is
connected (cf. p. 13-84) and so |diX| is simply connected.
[Note: It is clear that the argument can be iterated: |Xn| k-conneted ∀ n =⇒ |diX| k-connected.]
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§14. SIMPLICIAL SPACES
After working through the foundations of the theory, various applications will be
given, e.g., the James construction and infinite symmetric products. I have also included
some material on operads and delooping procedures.
A simplicial space is a simplicial object in TOP and a simplicial map is a morphism
of simplicial spaces. TOP, in its standard structure, is a model category, thus SITOP is
a model category (Reedy structure) (cf. p. 13-56). This fact notwithstanding, it will be
simplest to proceed from first principles.
There is a forgetful functor SITOP→ SISET and it has a left and right adjoint (cf.
p 0-16).
[Note: The purely set theoretic properties of simplicial spaces are the same as those
of simplicial sets.]
Given anX in SITOP, put |X| =
∫ [n]
Xn×∆[n]−then |X| is the geometric realization
of X and the assignment X → |X| is a functor SITOP → TOP. |?| has a right adjoint
TOP→ SITOP (compact open topology on the singular set).
EXAMPLE (Star Construction) Let X be a nonempty topological space. Define a simplicial
space ΛX by the prescription (ΛX)n = X×· · ·×X (n+1 factors) with di(x0, . . . xn) = (x0, . . . , xˆi, . . . , xn),
si(x0, . . . xn) = (x0, . . . , xi, xi, . . . , xn) Represent ∆
n as the set of points (t1, . . . , tn) in R
n such that
0 ≤ t1 ≤ · · · ≤ tn ≤ 1 (which entails a change in the formulas defining the simplicial operators). Form X∗ as
on p. 1-28 and let λn : X
n+1 ×∆n → X∗ be the continuous function that sends ((x0, . . . , xn), (t1, . . . , tn))
to the right continuous step function [0, 1[→ X which is equal to xi on [ti, ti+1[ (t0 = 0, tn+1 = 1) −then
the λn combine to give a continuous bijection λ : |ΛX| → X∗. Since X T2 =⇒ X∗ T2, |ΛX| is Hausdorff
whenever X is and in this situation, the composite X → X ×∆0 → |ΛX| is a closed embedding.
[Note: Like X∗, |ΛX| is contractible (cf. p. 14-17).]
A simplicial space X is said to be Hausdorff, compactly generated . . . if ∀ n, Xn is
Hausdorff, compactly generated . . ., i.e. if X is a simplicial object in HAUS, CG, . . ..
On general grouds, the geometric realization of a compactly generated simplicial space is
automatically compactly generated but there is no a priori guarantee that the geometric
realization of a Hausdorff simplicial space is Hausdorff.
Observation: If X is a simplicial space and if α : [m] → [n] is an epimorphism, then
Xα : Xn → Xm is an embedding and (Xα)Xn is a retract of Xm.
Let X be a simplicial space −then X is said to satisfy the embedding condition if ∀ n
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& ∀ i, si : Xn−1 → Xn is a closed embedding. Examples: (1) A Hausdorff simplicial space
satisfies the embedding condition; (2) A ∆-separated compactly generated simplicial space
satisfies the embedding condition.
LEMMA Suppose given a diagram
X ′ X
B′ B
p′ p
i
of topological spaces and contin-
uous functions, where p is quotient and i is one-to-one. Assume ∃ a neighborhood finite
collection {Aj} of closed subsets of X and continuous functions fj : Aj → X
′ such that
p−1(i(B′)) =
⋃
j
Aj with p|Aj = i ◦ p
′ ◦ fj ∀ j −then p
′ is quotient and i is a closed
embedding.
If X is a simplicial space, then |X| can be identified with the quotient
∐
n
Xn×∆
n/ ∼,
the equivalence relation being generated by writing ((Xα)x, t) ∼ (x,∆αt). Let p :
∐
n
Xn ×
∆n → |X| be the projection and put |X|n = p
( ∐
m≤n
Xm ×∆
m
)
.
PROPOSITION 1 Let X be a simplicial space. Assume: X satisifies the embedding
condition −then ∀ n, |X|n is a closed subspace of |X| and |X| = colim |X|n.
[Fix n′ and consider
∐
m≤n′
Xm ×∆
m
∐
n
Xn ×∆
n
|X|n′ |X|
p′ p
i
. For each m ≤ n′ and n,
there are but finitely many diagrams of the form [m]
β
←− [k]
α
−→ [n], where α is a monomor-
phism and β is an epimorphism. Put Aα,β = (Xα)
−1(Xβ)Xm×∆
α∆k ⊂ Xn×∆[n], define
fα,β : Aα,β → Xm ×∆
m by fα,β(x, t) = (y,∆
βu) (t = ∆αu (∃! u ∈ ∆k), (Xα)x = (Xβ)y
(∃! y ∈ Xm)), and apply the lemma.]
FACT Suppose that X is a simplicial space satisfying the embedding condition. Define a simplicial
set π0(X) by π0(X)n = π0(Xn) −then π0(|X|) ≈ π0 |π0(X)|.
[Every point in |X| can be joined by a path in |X| to a point in X0 = |X|0. On the other hand, given
x ∈ X1, σ(t) = [x, (1− t, t)] (0 ≤ t ≤ 1) is a path in |X| which begins at d1x and ends at d0x.]
[Note: Therefore |X| is path connected if X0 is path connected.]
Notation: Given an X in SITOP, write sXn−1 for the union s0Xn−1∪· · ·∪sn−1Xn−1.
PROPOSITION 2 Let X be a simplicial space. Assume: X satisfies the embedding
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condition −then ∀ n, there is a pushout square
Xn × ∆˙
n ∪ sXn−1 ×∆
n |X|n−1
Xn ×∆
n |X|n
.
[The arrowXn×∆
n → |X|n is quotient. To see this, form
Xn ×∆
n
∐
m≤n
Xm ×∆
m
|X|n |X|n
·
Taking into account the lemma, let fn : Xn ×∆
n → Xn ×∆
n be the identity. To define
fm : Xn ×∆
m → Xn ×∆
n if m < n, fix a monomorphism α : [m]→ [n], an epimorphism
β : [n]→ [m] such that β ◦ α = id[m], and put fm(x, t) = ((Xβ)x,∆
αt).]
Application: Suppose that X is a ∆-separated compactly generated simplicial space
−then |X| is a ∆-separated compactly generated space.
[|X|n is a ∆-separated compactly generated space (AD6 (cf. p. 3-1)), thus the asser-
tion follows from the fact that |X| = colim |X|n (cf. p. 1-35).]
Let X be a simplicial space −then X is said to satisfy the cofibration condition if
∀ n & ∀ i, si : Xn−1 → Xn is a closed cofibration. Since the commutative diagram
Xn−1 Xn
Xn Xn+1
sj
si
sj+1
si
is a pullback square (0 ≤ i ≤ j ≤ n − 1), one can use Proposition 8
in §3 to see that the cofibration condition implies that the sXn−1 → Xn are closed cofi-
brations.
Example: Given a topological space X, denote by siX the constant simplicial set on
X, i.e., siX([n]) = X &
 di = idXsi = idX (∀ n) −then siX satisifies the cofibration condition
and |siX| ≈ X.
Since LnX can be identified with sXn−1, every X which satisfies the cofibration condition is neces-
sarily cofibrant (Reedy structure).
FACT Suppose that X is a simplicial space satisfying the embedding condition −then X satisfies
the cofibration condition iff X is Reedy cofibrant.
PROPOSITION 3 Let X be a simplicial space. Assume: X satisifies the cofibration
condition −then ∀ n, the arrow |X|n−1 → |X|n is a closed cofibration.
[The arrow Xn × ∆˙
n ∪ sXn−1 ×∆
n → Xn ×∆
n is a closed cofibration (cf. §3, Propo-
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sition 7). Now quote Proposition 2 (cf. §3, Proposition 2).]
Application: Let X be a compactly generated simplicial space satisfying the cofibra-
tion condition. Assume ∀ n, Xn is Hausdorff −then |X| is a compactly generated Hausdorff
space.
[This follows from the lemma on p. 3-9 and condition B on p. 1-29.]
Application: LetX be a compactly generated simplicial space satisfying the cofibration
condition. Assume: ∀ n, Xn is Hausdorff −then |X| is a compactly generated Hausdorff
space.
[This follows from the lemma on p. 3-9 and condition B on p. 1-29.]
Application: Let X be a simplicial space satisfying the cofibration condition. Assume:
∀ n, Xn is numerably contractible −then |X| is numerably contractible.
[It suffices to show that the |X|n are numerably contractible (cf. p. 3-14). But induc-
tively, the double mapping cylinder of the 2-source Xn ×∆
n ← Xn × ∆˙
n ∪ sXn−1×∆
n →
|X|n−1 is numerably contractible and numerably contractibility is a homotopy type invari-
ant (cf. p. 3-14).]
EXAMPLE Let X be a Hausdorff simplicial space. Assume: ∀ n, the inclusions ∆Xn → Xn ×Xn
is a cofibration −then X satisfies the cofibration condition.
[∀ i, siXn−1 is a retract of Xn, hence the inclusion siXn−1 → Xn is a closed cofibration (cf. p. 3-16).]
LEMMA Let
X0 X1 · · ·
Y 0 Y 1 · · ·
be a commutative ladder connecting two expanding
sequences of topological spaces. Assume: ∀ n, the inclusions
 X
n → Xn+1
Y n → Y n+1
are closed cofibrations,
Xn Xn+1
Y n Y n+1
is a pullback square, and the vertical arrows φn : Xn → Y n are closed cofibrations
−then the induced map φ∞ : X∞ → Y∞ is a closed cofibration.
[Take any arrow Z → B which is both a homotopy equivalence and a Hurewicz fibration and con-
struct a filler Y∞ → Z for
X∞ Z
Y∞ B
via induction, noting that Y n ⊔
Xn
Xn+1 → Y n+1 is a closed
cofibration (cf. §3, Proposition 8).]
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Application: Let X0 ⊂ X1 ⊂ · · · be an expanding sequence of topological spaces. Assume: ∀ n, Xn is
in ∆-CG, Xn → Xn+1 is a cofibration, and ∆Xn → Xn×kXn is a cofibration −then ∆X∞ → X∞×kX∞
is a cofibration.
EXAMPLE Let X be a ∆-separated compactly generated simplicial space. Assume ∀ n, ∆Xn →
Xn×kXn is a cofibration −thenX satisfies the cofibration condition (cf. p. 3-16) and ∆|X|n → |X|n×k |X|n
is a cofibration (cf. p. 3-17). Therefore ∆|X| → |X| ×k |X| is a cofibration.
FACT Let
 XY be ∆-separated compactly generated simplicial spaces satisfying the cofibration
condition. Suppose that f : X → Y is a simplicial map such that ∀ n, fn : Xn → Yn is a cofibration −then
|f | : |X| → |Y | is a cofibration.
[Use the lemma on p. 3-16 ff. to conclude that ∀ n, |f |n : |X|n → |Y |n is a cofibration. And:
|X|n−1 |X|n
|Y |n−1 |Y |n
is a pullback square.]
PROPOSITION 4 Suppose that
 XY are simplicial spaces satisfying the cofibra-
tion condition and let f : X → Y be a simplicial map. Assume: ∀ n, fn : Xn → Yn is a
homotopy equivalence −then |f | : |X| → |Y | is a homotopy equivalence.
[Since
 |X| = colim |X|n|Y | = colim |Y |n and the
 |X|n−1 → |X|n|Y |n−1 → |Y |n are closed cofibrations, it
need only be shown that the |X|n → |Y |n are homotopy equivalences (cf. §3, Proposition
15). This is done by induction, the point being that sXn−1 → sYn−1 is a homotopy equiv-
alence.]
EXAMPLE Let X be a simplicial space such that ∀ n, Xn has the homotopy type of a compactly
generated space −then the arrow |kX| → |X| is a homotopy equivalence if X satisfies the cofibration con-
dition.
[∀ n, kXn → Xn is a homotopy equivalence and kX satisfies the cofibration condition (cf. p. 3-8).]
Given an X in SITOP, the homotopic realization of X is the quotient HRX =∐
n
Xn × ∆
n/ ∼, where ∼ is restricted to the monomorphisms in ∆, i.e., ((Xα)x, t) ∼
(x,∆αt) (α ∈ M∆). Write (HRX)n for the image of
∐
m≤n
Xm ×∆
m under the projection∐
n
Xn ×∆
n/ ∼ → HRX.
Example: Viewing a simplicial set X as a “discrete” simplicial space, HRX = |UX|M
(cf. p. 13-8).
Example: |∗| = ∗ but HR∗ = “a large contractible space”.
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PROPOSITION 5 Let X be a simplicial space −then ∀ n, (HRX)n is a closed sub-
space of HRX and HRX = colim(HRX)n.
PROPOSITION 6 Let X be a simplicial space −then ∀ n, there is a pushout square
Xn × ∆˙
n (HRX)n−1
Xn ×∆
n (HRX)n
and the arrow (HRX)n−1 → (HRX)n is a closed cofibration.
FACT Let X be a simplicial space. Assume: X0 is numerably contractible −then HRX is numerably
contractible.
[It suffices to show that the (HRX)n are numerably contractible (cf. p. 3-14). This is done by
induction on n, starting from (HRX)0 = X0. Suppose, therefore, that n is positive and (HRX)n−1 is
numberably contractible. Choose distinct points u, v ∈ ∆˚n. Because the arrow X × ∆n → (HRX)n is
surjective, (HRX)n = U ∪ V , where U = im (Xn ×∆n − {u}), V = im (Xn ×∆n − {v}). But {U, V } is a
numerable covering of (HRX)n and the retractions ∆
n − {u} → ∆˙n, ∆n − {v} → ∆˙n, induce homotopy
equivalences U → (HRX)n−1, V → (HRX)n−1.]
It follows from Propositions 5 and 6 that the homotopic realization of a Hausdorff
simplicial space is a Hausdorff space and the homotopic realization of a (∆-separated,
Hausdorff) compactly generated simplicial space is a (∆-separated, Hausdorff) compactly
generated space.
[Note: Another corollary is that if ∀ n, Xn is a CW space, then HRX is a CW space
(cf. §5 Propositions 7 and 8).]
Notation UW is the semisimplicial set defined by UWn = {(i0, . . . , in) : ij ∈ Z≥0 & i0 < · · · < in},
where dj : UWn → UWn−1 sends (i0, . . . , in) to (i0, . . . , îj , . . . , in).
Let X be a simplicial space −then the unwinding UWX is the “homotopic realization” of the cofunctor
∆M → TOP which takes [n] to Xn × UWn (=
∐
i0<···<in
Xn). Example: UW∗ is the “infinite dimensional
simplex” (Whitehead topology).
EXAMPLE Let G be a topological gropu, G the topological groupoid having a single object
∗ with Mor(∗, ∗) = G −then nerG is a simplicial space and there is a canonical continuous bijection
UWnerG→ B∞G .
[Note: This arrow is not a homeomorphism (consider G = ∗) but it is a homotopy equivalence.]
FACT For every simplicial space X, the projection UWX → HRX is a homotopy equivalence.
PROPOSITION 7 Let X be a simplicial space. Assume: X satisfies the cofibration
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condition −then the arrow HRX → |X| is a homotopy equivalence.
[The argument is similar to that used in the proof of Proposition 4 in §13.]
Application: Let X be a simplicial space. Assume: ∀ n, Xn is a CW space −then |X|
is a CW space whenever X satisfies the cofibration condition.
EXAMPLE Let X be a simplicial space satisfying the cofibration condition. Assume: X0 is nu-
merably contractible −then |X| is numberably contractible (cf. p. 14-4).
[HRX is numberably contractible (cf. p. 14-6) and numberable contractibility is a homotopy type
invariant (cf. p. 3-14).]
FACT Equip TOP with its standard structure. Let f : X → Y be a simplicial map. Assume:
∀ m,n & α : [m]→ [n], the commutative diagram
Xn Xm
Yn Ym
fn
Xα
fm
Y α
is a homotopy pullback −then ∀ n,
Xn ×∆n HRX
Yn ×∆n HRY
is a homotopy pullback.
[One first shows by induction that ∀ n,
Xn ×∆n (HRX)n
Yn ×∆n (HRY )n
is a homotopy pullback.
To carry out the passage from n− 1 to n, observe that the squares in the commutative diagram
Xn ×∆n Xn × ∆˙n (HRX)n−1
Yn ×∆n Yn × ∆˙n (HRY )n−1
are homotopy pullbacks, thus the squares in the com-
mutative diagram
Xn ×∆n (HRX)n (HRX)n−1
Yn ×∆n (HRY )n (HRY )n−1
are homotopy pullbacks (cf. p. 12-15).
So ∀ n,
(HRX)n HRX
(HRY )n HRY
is a homotopy pullback (cf. p. 12-15). Accordingly, both squares in the
commutative diagram
Xn ×∆n (HRX)n HRX
Yn ×∆n (HRY )n HRY
are homotopy pullbacks, hence by the
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composition lemma,
Xn ×∆n HRX
Yn ×∆n HRY
is a homotopy pullback.]
It follows from Proposition 7 that this result remains valid if
 HRXHRY are replaced by
 |X||Y |
provided that
 XY satisfy the cofibration condition. Proof: Consider the commutative diagram
Xn ×∆n HRX |X|
Yn ×∆n HRY |Y |
.
PROPOSITION 8 Suppose that
 XY are simplicial spaces and let f : X → Y
be a simplicial map. Assume: ∀ n, fn : Xn → Yn is a homotopy equivalence −then
HRf : HRX → HRY is a homotopy equivalence.
PROPOSITION 9 Suppose that
 XY are simplicial spaces and let f : X → Y
be a simplicial map. Assume: ∀ n, fn : Xn → Yn is a weak homotopy equivalence −then
HRf : HRX → HRY is a weak homotopy equivalence.
[If the vertical arrows in the commutative diagram
Xn ×∆
n Xn × ∆˙
n
Yn ×∆
n Yn × ∆˙
n
(HRX)n−1
(HRY )n−1
are weak homotopy equivalences, then the induced map (HRX)n → (HRY )n
is a weak homotopy equivalence (cf. p. 4-54). Pass now to colimits via the result on p.
4-50.]
Application: Let
 XY be simplicial spaces satisfying the cofibration condition. Sup-
pose that f : X → Y is a simplicial map such that ∀ n, fn : Xn → Yn is a weak homotopy
equivalence −then |f | : |X| → |Y | is a weak homotopy equivalence.
Example: Let X be a simplicial space satisfying the cofibration condition. Consider
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the commutative triangle
k |X| |X|
|kX|
. By the above, |kX| → |X| is a weak homo-
topy equivalence. Since the same is true of k |X| → |X|, it follows that |kX| → k |X| is a
weak homotopy equivalence.
EXAMPLE Given an X in SITOP, denote by |sinX| the simplicial space which takes [n] to
|sinXn|. Thanks to the Giever-Milnor theorem, the arrow of adjunction |sinXn| → Xn is a weak homo-
topy equivalence. On the other hand, |sinX| satisifes the cofibration condition. Consequently, the arrow
‖sinX‖ → |X| is a weak homotopy equivalence if X satisfies the cofibration condition.
[Note: sinX is a bisimplicial set and |di sinX| ≈ ‖sinX‖.]
EXAMPLE (Homotopy Pullbacks) EquipCG with its singular structure and suppose given a
commutative diagram
W Y
X Z
g
f
of compactly generated simplicial spaces such that
Wn Yn
Xn Zn
is a homotopy pullback in CG ∀ n, where Yn, Zn are path connected. The associated commutative diagram
sinW sin Y
sinX sinZ
of bisimplicial sets then has the property that ∀ n,
sinWn sin Yn
sinXn sinZn
is a
homotopy pullback in SISET with sin Yn and sinZn connected. Accordingly,
di sinW di sin Y
di sinX di sinZ
is a homotopy pullback in SISET (theorem of Bousfield-Friedlander), so
|di sinW | |di sin Y |
|di sinX| |di sinZ|
is
a homotopy pullback in CG (cf. p. 13-76). Therefore
|W | |Y |
|X| |Z|
|g|
|f |
is a homotopy pullback in CG
if W , X, Y , Z satisfy the cofibration condition.
[Note: EquipTOPwith its singular structure and suppose given a commutative diagram
W Y
X Z
g
f
of simplicial spaces such that
Wn Yn
Xn Zn
is a homotopy pullback in TOP ∀ n, where Yn, Zn are path
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connected −then
|W | |Y |
|X| |Z|
|g|
|f |
is a homotopy pullback in TOP if W , X, Y , Z satisfy the cofibration
condition. To see this, observe that
|kW | |kY |
|kX| |kZ|
|kg|
|kf |
is a homotopy pullback in CG, thus the arrow
|kW | →W|kf |,|kg| is a weak homotopy equivalence. In the commutative diagram
|W | W|f |,|g|
k |W | Wk|f |,k|g|
,
the vertical arrow on the left is a weak homotopy equivalence as is the vertical arrow on the right. There-
fore |W | → W|f |,|g| is a weak homotopy equivalence iff k |W | →Wk|f |,k|g| is a weak homotopy equivalence.
Working in the compactly generated category, form
|kX| |kZ| |kY |
k |X| k |Z| k |Y |
|kf | |kg|
k|f | k|g|
. The vertical
arrows are weak homotopy equivalences (cf. p. 14-8), so W|kf |,|kg| →Wk|f |,k|g| is a weak homotopy equiv-
alence (cf. p. 4-50). Examination of
W|kf |,|kg| Wk|f |,k|g|
|kW | k |W |
then implies that k |W | →Wk|f |,k|g| is
a weak homotopy equivalence.]
PROPOSITION 10 If
 XY are Hausdorff simplicial spaces and if f : X → Y is a
simplicial map such that ∀ n, fn : Xn → Yn is a homology equivalence, then HRf : HRX →
HRY is a homology equivalence, thus so is |f | : |X| → |Y | subject to the cofibration
condition on
 XY .
[By Mayer-Vietoris and the five lemma, the arrow (HRX)n → (HRY )n is a homology
equivalence ∀ n.]
[Note: The Hausdorff assumption can be replaced by ∆-separated and compactly
generated.]
Notation: Given an X in SITOP, put IX = X × si[0, 1], so ∀ n, (IX)n = IXn.
LEMMA For every simplicial space X, |IX| ≈ I |X|.
[The functor −× [0, 1] : TOP→ TOP has a right adjoint, thus preserves colimits, in
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particular, coends.]
Application: Let X, Y , be simplicial spaces, H : IX → Y a simplicial map −then
|H ◦ i0| ≃ |H ◦ i1|.
Example: Suppose that X is a simplicial space. Define simplicial spaces ΓX, ΣX by
(ΓX)n = ΓXn, (ΣX)n = ΣXn −then |ΓX| ≈ Γ |X|, |ΣX| ≈ Σ |X|.
[The diagrams
Xn ∗
IXn ΓXn
,
Xn ∐Xn ∗ ∐ ∗
IXn ΣXn
determine pushout squares
in [∆OP,TOP], thus the diagrams
|X| ∗
|IX| |ΓX|
,
|X| ∐ |X| ∗ ∐ ∗
|IX| |ΣX|
are pushout
squares in TOP and, from the lemma, |IX| ≈ I |X|.]
[Note: When dealing with a pointed simplicial space X, one can work with either
its unpointed geometric realization
∫ [n]
Xn × ∆
n or its pointed geometric realization∫ [n]
Xn#∆
n
+ . However, both give the “same” result (consider right adjoints). There-
fore if one defines pointed simplicial complexes ΓX, ΣX by (ΓX)n = ΓXn, (ΣX)n = ΣXn
(pointed cone, pointed suspension), then it is still the case that |ΓX| ≈ Γ |X|, |ΣX| ≈ Σ |X|
(unpointed geometric realization ).]
EXAMPLE Let X be a pointed simplicial space satisfying the cofibration condition (give |X| the
base point x0 ∈ X0 = |X|0). Assume: ∀ n, Xn is path connected. Denote by ΘX (ΩX) the simplicial
space which takes [n] to ΘXn (ΩXn) −then ΘX (ΩX) satisfies the cofibration condition (inspect the proof
of Proposition 6 in §3) hence,
|ΩX| |ΘX|
{x0} |X|
is a homotopy pullback in TOP (singular structure).
Because there is a commutative diagram
|ΩX| |ΘX| |X|
Ω |X| Θ |X| |X|
and |ΘX| is contractible, it
follows that the arrow |ΩX| → Ω |X| is a weak homotopy equivalence.
FACT Let X be a pointed simplicial space satisfying the cofibration condition (give |X| the base
point x0 ∈ X0 = |X|0) −then X0 n-connected, X1 (n − 1)-connected, . . . , Xn−1 1-connected =⇒ |X|
n-connected.
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[If n = 1, one can suppose that ∀ m > 1, Xm is path connected, thus |ΩX| is path connected and
∗ = π0(|ΩX|) ≈ π0(Ω |X|) ≈ π1(|X|). If n > 1, show that Hq(|X|) = 0 (q ≤ n) and quote Hurewicz.]
Recall that if X is a locally compact space and g : Y → Z is quotient, then idX × g :
X × Y → X × Z is quotient (cf. §2, Proposition 1 (X is cartesian)). Here is a variant in
which X is allowed to be arbitrary.
WHITEHEAD LEMMA Let g : Y → Z be quotient. Assume: ∀ z ∈ Z and ∀
neighborhood V of z, there exists an open subset U ⊂ Y with U compact and contained in
g−1(V ) such that g(U) is a neighborhood of z −then for any X, idX × g : X ×Y → X ×Z
is quotient.
[Writing p = idX × g, the claim is that a subset O ⊂ X × Z having the property that
p−1(O) is open in X × Y is itself open in X × Z. Fix (x0, z0) ∈ O and choose an open
Y0 ⊂ Y : {x0}× Y0 = ({x0}× Y )∩ p
−1(O). If V0 = g(Y0), then Y0 = g
−1(V0), so V0 is open
in Z. Per z0 & V0, take U0 as in the assumption and let X0 = {x : {x} × U0 ⊂ p
−1(O)}.
Since X0 is open in X and (x0, z0) ∈ X0 × g(U0) ⊂ O, it follows that O is open in X ×Z.]
[Note: The argument goes through for any arrow X →W which is quotient.]
Application: For every topological space X, |siX ×∆[1]| ≈ X × [0, 1].
LEMMA For every smplicial space X, |X ×∆[1]| ≈ |X| × [0, 1].
[ |X ×∆[1]| ≈
∫ [n] ∫ [m]
Xn×∆[1]m×∆
n×∆m ≈
∫ [n](∫ [m]
Xn ×∆[1]m ×∆
m
)
×
∆n ≈
∫ [n]
Xn × [0, 1] ×∆
n ≈
(∫ [n]
Xn ×∆
n
)
× [0, 1] ≈ |X| × [0, 1].]
FACT Let X, Y , be simplicial spaces and let f, g : X → Y be simplicial maps. Suppose that ∀ n,
there are continuos functions hi : Xn → Yn+1 (0 ≤ i ≤ n) such that d0 ◦ h0 = fn, dn+1 ◦ hn = gn and
di ◦ hj =

hj−1 ◦ di (i < j)
di ◦ hi−1 (i = j > 0)
hj ◦ di−1 (i > j + 1)
, si ◦ hj =
hj+1 ◦ si (i ≤ j)hj ◦ si−1 (i > j) .
Then |f | = |g| in the homotopy category.
EXAMPLE Given a triple T = (T,m, ε) in TOP, ∀ T-algebra X, |bar(T ;T;X)| and X have the
same homotopy type (cf. p. 0-48 ff.).]
EXAMPLE Let X be a simplicial space −then the translate TX of X is the simplicial space with
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TnX = Xn+1, where if α : [m] → [n], TX(α) : TnX → TmX is X(Tα) : Xn+1 → Xm+1, Tα : [m + 1] →
[n+1] being the rule that sends 0 to 0 and i to α(i− 1)+1 (i > 0). There are simplicial maps siX0 → TX,
TX → siX0, viz. sn+10 : X0 → Xn+1, dn+11 : Xn+1 → X0, and the composition siX0 → TX → siX0 is
the identity. On the other hand, if hi : TnX → Tn+1X is defined by hi = si+10 ◦ di1 (0 ≤ i ≤ n), then
d1 ◦ h0 = id, dn+2 ◦ hn = sn+10 ◦ dn+11 and
di+1 ◦ hj

hj−1 ◦ di+1 (i < j)
di+1 ◦ hi−1 (i = j > 0)
hj ◦ di (i > j + 1)
, si+1 ◦ hj =
hj+1 ◦ si+1 (i ≤ j)hj ◦ si (i > j) .
Therefore |TX| and X0 have the same homotopy type. In particular: X0 contractible =⇒ |TX| con-
tractible.
While the general theory of simplicial spaces does not require a compactly generated
hypothesis, one can same more with it than without it. A key point here is that CG admits
a closed simplicial action, viz. X  K = X ×k |K|, relative to which CG satisfies SMC in
either its standard or singular model category structure. Note, however, that the formal def-
inition of, e.g., hocolim I : [I,CG]→ CG depends only on (hocolim I− =
∫ i
−i×kB(i\I)
(cf. p. 13-70)) and not on the underlying simplicial model category structure.
LEMMA Let F,G : I→ CG be functors and let Ξ : F → G be a natural transformation. Assume:
∀ i, Ξi : Fi → Gi is a weak homotopy equivalence −then hocolimΞ : hocolimF → hocolimG is a weak
homotopy equivalence.
[One has
 hocolim F ≈
∣∣∣∐F ∣∣∣
hocolim G ≈
∣∣∣∐G∣∣∣ (cf. p. 13-70) and

∐
F∐
G
satisfy the cofibration condi-
tion. In addition, ∀ n,
(∐
Ξ
)
n
:
(∐
F
)
n
→
(∐
G
)
n
is a weak homotopy equivalence. Therefore∣∣∣∐Ξ∣∣∣ ∣∣∣∐F ∣∣∣→ ∣∣∣∐G∣∣∣ is a weak homotopy equivalence (cf. p. 14-9).]
[Note: Changing the assumption to “homotopy equivalence” changes the conclusion to “homotopy
equivalence” (cf. Proposition 4).]
EXAMPLE For any compactly generated space X, hocolimX and HRX have the same weak
homotopy type. To see this, consider |sinX| (cf. p. 14-8 ff.) −then the arrow hocolim |sinX| → hocolimX
is a weak homotopy equivalence (by the lemma) and the arrow HR |sinX| → HRX is a weak homotopy
equivalence (cf. Proposition 9). But
∣∣hocolim sinX∣∣ is homeomorphic to hocolim |sinX| (cf. p. 13-65)
and the homotopy type of
∣∣hocolim sinX∣∣ is the same as that of |di sinX| ≈ ‖sinX‖ (cf. p. 13-69), the
homotopy type of the latter being that of HR |sinX| (cf. Proposition 7).
[Note: More is true: hocolim X and HRX have the same homotopy type. Thus take CG in its
standard structure and equip SICG with the corresponding Reedy structure −then ∀ Reedy cofibrant X,
the arrow hocolim X → |X| is a homotopy equivalence (cf. §13, Proposition 49) and |X| has the same
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homotopy type as HRX (cf. Proposition 7). To handle arbitrary X, pass to LX (cf. p. 12-23). Because the
arrow LX → X is levelwise a homotopy equivalence, hocolim LX and hocolim X have the same homotopy
type (cf. supra). However LX is Reedy cofibrant, so hocolim LX has the same homotopy type as HRLX,
i.e., as HRX (cf. Proposition 8).]
Let
 CD and I be small categories.
(⊗I) This is the functor [C× I
OP,CG]× [I×D,CG]→ [C×D,CG] given by
(F ⊗I G)X,Y =
∫ i
F (X, i) ×k G(i, Y ).
(HomI) This is the functor [C × I,CG]
OP × [I ×D,CG] → [COP ×D,CG]
given by HomI(F,G)X,Y =
∫
i
G
FX,i
i,Y .
[Note: In either situation one can, of course, take
 CD = 1. Special cases:
∗ ⊗ − ≈ colimI−, HomI(∗,−) ≈ limI−.]
Examples: (1) (F ⊗I G) ⊗J H ≈ F ⊗I (G ⊗J H); (2) HomJ(F ⊗I G,H) ≈
HomIOP(F,HomJ(G,H)).
Example: Suppose thatX is a compactly generated simplicial space−thenX⊗∆∆
? =
|X|.
[Note: ∆? :∆→ CG sends [n] to ∆n.]
Example: Suppose that X is a compactly generated simplicial space −then XM ⊗∆M
∆?M = HRX.
[Note: XM is the restriction of X to ∆M and ∆
?
M :∆M → CG sends [n] to ∆
n.]
Given Y , Z in [I,CG], put ZY ≈ HomI(Mor × Y,Z), where Mor × Y : IOP × I→ CG sends (j, i) to
Mor(j, i)× Yi. So, e.g., HomI(Mor , Z)j =
∫
i
Z
Mor (j,i)
i = Zj (integral Yoneda).
FACT The functor category [I,CG] is cartesian closed.
[Let X, Y , Z be in [I,CG] −then Nat(X×Y,Z) ≈ Nat(X⊗IOP (Mor ×Y ), Z) ≈ Nat(X,HomI(Mor ×
Y,Z)) ≈ Nat(X,ZY ).]
LEMMA Let I and J be small categories, ∇ : J→ I a functor −then F ◦∇OP⊗JG ≈
F ⊗I lanG.
Notation: Given a small category I and functors
 FG : I → CG. write F×kG for
the functor I× I→ CG that sends (i, j) to Fi×k Gj.
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LEMMA Relative to the diagonal ∆→∆×∆, lan∆? ≈ ∆?×k∆
?.
PROPOSITION 11 If X and Y are compactly generated simplicial spaces, then
|X ×k Y | ≈ |X| ×k |Y |.
[One has |X ×k Y | ≈ (X ×k Y ) ⊗∆ ∆
? ≈ (X×kY ) ⊗∆×∆ ∆
?×k∆
? ≈ (X ⊗∆ ∆
?) ×k
(Y ⊗∆ ∆
?) ≈ |X| ×k |Y |.]
[Note: Therefore |?| preserves finite products as long as one works in [∆OP,CG].]
It is not true that HR preserves finite products. However hocolim (X×kY ) and hocolimX×khocolimY
are homeomorphic, thus HR(X ×k Y ) and HRX ×k HRY have the same homotopy type (cf. p. 14-13).
FACT Let X be a simplicial object in CG/B; let Y be an object in CG/B. Assume: B is ∆-
separated −then |X ×siB siY | ≈ |X| ×B Y .
[Since B is ∆-separated, the functor −×B Y has a right adjoint (cf. p. 1-34).]
FACT |?| : [∆OP,∆-CG]→∆-CG preserves finite limits.
[It suffices to deal with equalizers. For this, let u, v : X → Y be a pair of simplicial maps −then
|eq(u, v)| is closed in |X|, which is enough.]
Let C be a small category −then C is said to be compactly generated if O = ObC and
M = MorC are compactly generated topological spaces and the four structure functions
s : M → O, t : M → O, e : O → M , c : M ×O M→ M are continuous. One appends the
term ∆-separated or Hausdorff when O and M are, in addtion, ∆-separated or Hausdorff.
Example: Every compactly generated semigroup with unit (= monoid in CG) determines
a compactly generated cagtegory.
[Note: Any small category can be regarded as a compactly generated category by
equipping its objects and morphisms with the discrete topology.]
If C, D are compactly generated categories, then a functor F : C → D is said to
be continuous provided that the functions
 ObC→ ObDX → FX ,
 MorC→ MorDf → Ff are
continuous.
If C, D are compactly generated categories and if F,G : C→ D are continuous func-
tors, then a natural transformation Ξ : F → G is said to be continuous provided that the
function
 ObC→ MorDX → ΞX is continuous.
In other words, per CG, compactly generated category = internal category, continuous functor =
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internal functor, continuous natural transformation = internal natural transformation.
[Note: If (M,O) is a category object in SISET, then (|M | , |O|) is a category object in CG. Con-
versely, if (M,O) is a category object in CG, then (sinM, sinO) is a category object in SISET.]
Let C be a compactly generated category −then nerC is a compactly generated simpli-
cial space: ner 0C = O, ner 1C =M, . . . ,nernC =M×O · · ·×OM (n factors) (fiber product
in CG), an n-tuple (fn−1, . . . , f0) corresponding to X0
f0
−→ X1 → · · · −→ Xn−1
fn−1
−→ Xn.
Thus one can form either the geometric realization or the homotopic realization of nerC.
These two spaces are necessarily compactly generated and they have the same homotopy
type if nerC satisfies the cofibration condition (cf. Proposition 7).
[Note: Meyer† has established versions of Quillen’s theorems A and B for compactly
generated categories.]
EXAMPLE Let C be a compactly generated category, where O has the discrete topology −then
C is a CG-category and ∀ X, Y, Mor(X,Y ) is a clopen subset of M , so nerC satisfies the cofibration
condition provided that ∀ X, the inclusion {idX} → Mor(X,X) is a closed cofibration.
EXAMPLE Let C be a compactly generated category. View M as an object in CG/O ×k O via s :M → Ot :M → O . Assume: The CG embedding e : O → M is a closed cofibration over O ×k O −then
nerC satisfies the cofibration condition.
Example: Given an internal category M in CG, and a right M-object X and a left
M-object Y , consider bar(X;M;Y ) the bar construction on (X,Y ). So: bar(X;M;Y ) ≈
nerMX,Y , where MX,Y = tran(X,Y ), is the translation category of (X,Y ).
[Note: Suppose that I is a small category. Let F : IOP → CG, G : I → CG be
functors −then F determines a right I-object XF , G determines a left I-object YG, and
there is a canonical arrow |bar(XF ; I;YG)| → F ⊗I G.]
To simplify the notation, write bar(F ; I, G) in place of bar(XF ; I;YG).
Examples: (1) The assignment j → |bar(Mor(−, j); I;G)| defines a functor PG : I → CG and the
arrow of evalutation (PG)j → Gj is a homotopy equivalence; (2) The assignment i→ |bar(F ; I;Mor(i,−))|
defines a functor PF : IOP → CG and the arrow of evalutation (PF )i→ Fi is a homotopy equivalence.
Observation: |bar(F ; I, G)| ≈ PF ⊗I G ≈ F ⊗I PG.
EXAMPLE hocolimG ≈ B(−\I)⊗I G ≈ P ∗ ⊗IG ≈ ∗ ⊗I PG ≈ colimPG.
Working with the unit interval, one can define a notion of homotopy (≃) in the functor category [I,CG]
†Israel J. Math. 48 (1984), 331-339.
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that formally extends to the special case I = 1. This leads to a quotient category [I,CG]/ ≃. Agreeing to
call a morphism in [I,CG] a homotopy equivalence if its image in [I,CG]/ ≃ is an isomorphism, it is seen
by the usual argument that [I,CG]/ ≃ is the localization of [I,CG] at the class of homotopy equivalences.
[Note: The functor P : [I,CG]→ [I,CG] respects homotopy congruence.]
LEMMA Let G′, G′′ : I→ CG be functors and let Ξ : G′ → G′′ be a natural transformation. As-
sume: ∀ j, Ξj : G′j → G′′j is a homotopy equivalence −then PΞ : PG′ → PG′′ is a homotopy equivalence.
Application: ∀ G, the arrow of evaluation PPG→ PG is a homotopy equivalence.
Application: Assume: ∀ j, G′j, G′′j are contractible −then there is a homotopy equivalence PG′ →
PG′′.
[The arrows PG′ → P∗, PG′′ → P∗ are homotopy equivalences.]
[Note: There is only one homotopy class of arrows PG′ → PG′′. Thus suppose that Φ, Ψ :
PG′ → PG′′ are not homotopic and form the commutative diagrams
PPG′ PPG′′ P∗
PG′ PG′′ ∗
PΦ PT
Φ T
,
PPG′ PPG′′ P∗
PG′ PG′′ ∗
PΨ PT
Ψ T
. Since the vertical arrows in the squares on the left are homotopy
equivalences, PΦ, PΨ are not homotopic. On the other hand, T ◦ Φ = T ◦ Ψ =⇒ PT ◦ PΦ = PT ◦ PΨ
=⇒ PΦ ≃ PΨ (T is a levelwise homotopy equivalence, hence PT is a homotopy equivalence). Contradic-
tion.]
PROPOSITION 12 Suppose that
 CD are compactly generated categories. Let
F, G : C → D be continuous functors, Ξ : F → G a continuous natural transformation
−then |nerF | , |nerG| : |nerC| → |nerD| are homotopic via |nerΞH | (cf. p. 13-16).
[Note: A topological category is a category object in TOP. And: The analog of
Proposition 12 is true in this setting as well (since |?×∆[1]| ≈ |?| × [0, 1] (cf. p. 14-12)).]
EXAMPLE Let X be a nonempty compactly generated space. View grdX as a compactly gener-
ated category − then |ner grdX| is contractible.
[Note: For any nonempty topological spaceX, grdX is a topological category and |ner grdX| (= |ΛX|
(cf. p. 14-1)) is contractible.]
Given a monoid G in CG with the property that the inclusion {e} → G is a closed
cofibration, write G for the associated compactly generated category and put XG =
|bar(∗;G;G)| ((XG)n = |bar(∗;G;G)|n), BG = |bar(∗;G; ∗)| ((BG)n = |bar(∗;G; ∗)|n)
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−then there are projections XG → BG ((XG)n → (BG)n) and closed cofibrations G →
XG, {e} → BG.
[Note: The assumption on G implies that bar(∗;G;G), bar(∗;G; ∗) satisfy the cofi-
bration condition.]
EXAMPLE bar(∗;G;G) is isomorphic to Tbar(∗;G; ∗), the translate of bar(∗;G; ∗) (cf. p. 14-12).
[Use the transposition bar(∗;G;G) T−→ Tbar(∗;G; ∗) defined by barn (∗;G;G) Tn−→ Tnbar(∗;G; ∗)
where Tn(g0, . . . , gn−1, gn) = (gn, g0, . . . , gn−1).]
LEMMA XG is contractible.
[Consider the compactly generated category tranG. It has an initial object, viz. e
(the unique morphism from e to g is (g, e)). But the assignment
 G→ G×k Gg → (g, e) is con-
tinuous. Therefore |bar(∗;G;G)| is contractible (cf. Proposition 12).]
[Note: XG is a right G-space.]
LEMMA BG is path connected (cf. p. 14-2) and numerably contractible (cf. p.
14-7).
[Note: BG is called the classifying space of G but I shall pass in silence on just what
BG classifies (for an abstract approach to this question, see Moerdijk†).]
Remark: XG and BG are abelian monoids in CG provided that G is abelian.
The formation of |bar(X;G;Y )| is functorial in the sense that if φ : G → G′ is a continuous homo-
morphism and
 X → X
′
Y → Y ′
are φ-equivariant, then there is an arrow |bar(X;G;Y )| → |bar(X ′;G′;Y ′)|.
In particular: φ induces arrows XG→ XG′, BG→ BG′.
The formation of |bar(X;G;Y )| is product preserving in the sense that the projections define a natural
homeomoprhism |bar(X ×k X ′;G×k G′;Y ×k Y ′)| → |bar(X;G;Y )| ×k |bar(X ′;G′;Y ′)|.
[Note: In the compactly generated category, B(G×kG′) ≈ BG×kBG′ but in the topological category
all one can say is that the arrow B(G×k G′)→ BG×k BG′ is a homotopy equivalence (Vogt‡).]
EXAMPLE Let G be a compactly generated group with {e} → G a closed cofibration −then XG
is a compactly generated group containing G as a closed subgroup, the action XG×k G→ XG agrees with
the product in XG, BG is the homogeneous space XG/G, and XG is a numerable G-bundle over BG (in
the compactly generated category).
†SLN 1616 (1995).
‡Math. Zeit. 153 (1977), 59-82.
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A cofibered monoid is a monoid G in CG, for which the inclusion {e} → G is a closed
cofibration.
LEMMA Let G, K be cofibered monoids in CG, f : G → K a continuous homo-
morphism. Assume: f is a weak homotopy equivalence −then Bf : BG → BK is a weak
homotopy equivalence.
[Apply the criterion on p. 14-8 to bar f : bar(∗;G; ∗)→ bar(∗;K; ∗).]
Let G be a monoid in CG. If the inclusion {e} → G in not a closed cofibration, consider
∨
G (cf. p
3-35) −then by construction, the inclusion {∨e} →
∨
G is a closed cofibration. Moreover,
∨
G is a monoid in
CG: Take for the product in [0, 1] the usual product and extend the product in G by writing gt = g = tg
(g ∈ G, 0 ≤ t ≤ 1). The retraction r :
∨
G→ G is a morphism of monoids and a homotopy equivalence.
EXAMPLE (Wreath Products) LetG be a cofibered monoid inCG−then the wreath product
Sn
∫
G is the cofibered monoid inCGwith Sn
∫
G = Sn×Gn as a set, multiplication being (σ, (g1, . . . , gn))·
(τ (h1, . . . , hn)) = (στ, (gτ(1)h1, . . . , gτ(n)hn) (so (id, (e, . . . , e)) is the unit). Generalizing the fact that
BSn ≈ XSn/Sn. one has B
(
Sn
∫
G
) ≈ XSn ×Sn (BG)n.
[Note: Embedding Sn in Sn+1 as the subgroup fixing the last letter and embedding G
n in Gn+1 as
Gn×{e} serves to fix an embedding of Sn
∫
G in Sn+1
∫
G and S∞
∫
G is by definition
⋃
n
Sn
∫
G (colimit
topology). Another point is that if X is a compactly generated space on which G operates to the right, then
Xn is a compactly generated space on which Sn
∫
G operates to the right: (x1, . . . , xn) · (σ, (g1, . . . , gn)) =
(xσ(1) · g1, . . . , xσ(n) · gn).]
A discrete monoid is a monoid G in SET equipped with the discrete topology. If G is
a discrete monoid, then G is a cofibered monoid and BG = BG. Example: Suppose that
G is a discrete group −then BG is a K(G, 1).
EXAMPLE Let G be a discrete monoid; let φ, ψ : G → G be homomorphisms −then φ, ψ
correspond to functors Φ, Ψ : G → G and there exists a natural transformation Ξ : Φ → Ψ iff φ, ψ
are semiconjugate in the sense that ξφ = ψξ for some ξ ∈ G. Semiconjugate homomophisms lead to
homotopic maps at the classifying space level (cf. p. 13-16). To illustrate, suppose that X is an infinite
set and let MX be the monoid of one-to-one functions X → X. Fix ι ∈ MX : #(ι(X)) = #(X − ι(X)).
Define a homomorphism φ : MX → MX by φ(f)(x) = ι(f(ι−1(x))) if x ∈ ι(X) φ(f)(x) = x if x /∈ ι(X).
Obviously, ι idMX = φι. Fix an injection i : X → X−ι(X) and let CidX =
 MX →MXf → idX , so iCidX = φi.
Conclusion: BMX is contractible.
EXAMPLE Every nonempty path connected topological space has the weak homotopy type of the
classifying space of a discrete monoid (McDuff†). Consequently, if G is a discrete monoid, then the πq(BG)
can be anything at all.
†Topology 18 (1979), 313-320.
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[Note: Compare this result with the Kan-Thurston theorem.]
PROPOSITION 13 Let G be a cofibered monoid in CG. Assume: G admits a ho-
motopy inverse −then the sequence G → XG → BG is a fibration up to homotopy (per
CG (standard structure)).
[The fact that G has a homotopy inverse implies that ∀ m, n & ∀ α: [m] → [n], the
commutative diagram
Gn+1 Gm+1
Gn Gm
is a homotopy pullback, which suffices (cf. p.
14-7 ff.).]
[Note: If the inclusion {e} → G is a closed cofibration, π0(G) is a group, and G is
numberably contractible, then G admits a homotopy inverse (cf. p. 4-28).]
Notation: Given a pointed compactly generated space X, put ΘkX = X
[0,1], ΩkX =
XS
1
(pointed exponential objects in CG∗) (dipsense with the “sub k” if there is no ques-
tion as to the context).
Returning to G, there is a morphism of H spaces G → ΩBG which sends g to the
loop σg : [0, 1]→ BG defined by σg(t) = [g, (1 − t, t)] (0 ≤ t ≤ 1).
[Note: The base point o BG is [e, 1].]
PROPOSITION 14 Let G be a cofibered monoid in CG. Assume G admits a homo-
topy inverse −then the arrow G→ ΩBG is a pointed homotopy equivalence.
[There is an arrow XG −→ ΘBG and a commutative diagram
G XG
ΩBG ΘBG
BG
BG
. Since XG is contractible, the arrow from the compactly generated mapping
fiber of XG −→ BG to the compactly generated mapping fiber of ΘBG −→ BG i.e., to
ΩBG, is a homotopy equivalence. Therefore by Proposition 13, the arrow G −→ ΩBG is
a homotopy equivalence or still, a pointed homotopy equivalence, both spaces being well-
pointed.]
Example: Let G be an abelian group −then BG is an abelian compactly generated
group, so B(2)G ≡ BBG is a K(G, 2) and by iteration, B(n)G is a K(G,n).
Let X be a pointed compactly generated simplicial space. Given n ≥ 1, there are maps πi : [1]→ [n]
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(i = 1, . . . , n) where πi(0) = i− 1, πi(1) = i. Definition: X is said to be monoidal if X0 = ∗ and ∀ n ≥ 1,
the arrow Xn → X1 ×k · · · ×k X1 determined by the πi is a pointed homotopy equivalence. Example: Let
G be a monoid in CG −then ner G is monoidal.
EXAMPLE There is a functor sp : CG∗ → [∆OP,CG∗] that assigns to each pointed compactly
generated space (X,x0) a monoidal compactly generated simplicial space spX, where, suitably topologized,
spnX is the set of continuous functions ∆
n → X which carry the vertexes vi of ∆n to the base point x0 of
X. In particular: sp1X = ΩX.
[Consider [0, n] as the segmented interval consisting of the edges of ∆n connecting the vertexes v0, . . . vn
−then [0, n] is a strong deformation retract of ∆n and a continuous function f : [0, n] → X such that
f(vi) = x0 can be identified with a sequence of n loops in X.]
[Note: spX generally does not satisfy the cofibration condition.]
If X is monoidal, then X1 is a homotopy associative H space: X1 ×k X1 → X2 d1−→ X1 (relative to
some choice of homotopy inverse for X2 → X1×kX1), thus π0(X1) is a monoid. Moreover, one has an arrow
ΣX1 → |X| (Σ = pointed suspension), hence, by adjunction, an arrow X1 → Ω |X| (which is a morphism
of H spaces).
FACT Let X be a monoidal compactly generated simplicial space. Assume: X satisfies the cofi-
bration condition and X1 admits a homotopy inverse −then the arrow X1 → Ω |X| is a pointed homotopy
equivalence.
[The role of XG in the above is played here by the contractible space |TX|, where TX is the translate
of X (cf. p. 14-12), and the sequence X1 → |TX| → |X| is a fibration up to homotopy (per CG (standard
structure)).]
[Note: The d0 : Xn+1 → Xn define a simplicial map TX → X.]
Remark: If C is a pointed category with finite products and if X is a monoidal simplicial object in C
(obvious definition), then X1 is a monoid object in C.
DOLD-LASHOF THEOREM Let G be a cofibered monoid in CG −then the arrow
G→ ΩBF is a weak homotopy equivalence iff π0(G) is a group.
[The necessity is clear. To establish the sufficiency, note that |sinG| is a cofibered
monoid in CG. Form now the commutative diagram
|sinG| ΩB |sinG|
G ΩBG
. Thanks
to the Giever-Milnor theorem, the arrow of adjunction |sinG| → G is a weak homotopy
equivalence. Because π0(|sinG|) is a group and |sinG| is a CW complex, hence numerably
contractible (cf. p. 5-10 (TCW4)), the arrow |sinG| → ΩB |sinG| is, in particular, a weak
homotopy equivalence (cf. supra). Finally, B |sinG| → BG is a weak homotopy equiva-
lence (cf. p. 14-9), thus ΩB |sinG| → ΩBG is a weak homotopy equivalence (cf. p. 9-41).
Therefore the arrow G→ ΩBG is a weak homotopy equivalence.]
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Example: Let G, K be path connected cofibered monoids in CG, f : G → K a con-
tinuous homomorphism. Assume: Bf : BG→ BK is a weak homotopy equivalence −then
f is a weak homotopy equivalence.
[Consider the commutative diagram
G ΩBG
K ΩBK
and apply Dold-Lashof.]
Modulo obvious changes in the definitions, Propositions 13 and 14 are valid for cofibered monoids in
TOP. The same holds for the Dold-Lashof theorem. Indeed, if G is a cofibered monoid in TOP, then kG
is a cofibered monoid in CG and the arrow kG→ G is a weak homotopy equivalence. Suppose in addition
that π0(G) is a group −then π0(kG) is a group, so the arrow kG→ ΩkBkG is a weak homotopy equivalence.
On the other hand, BkG → BG is a weak homotopy equivalence (cf. p. 14-8), thus ΩBkG → ΩBG is a
weak homotopy equivalence, as is ΩkBkG→ ΩBkG. Since the diagram
kG ΩkBkG
G ΩBG
commutes,
it follows that the arrow G→ ΩBG is a weak homotopy equivalence.
EXAMPLE (The Moore Loop Space) Let (X,x0) be a pointed topological space −then
ΩMX is a monoid in TOP. As such, it admits a homotopy inverse and there is a canonical arrow
BΩMX → X such that the composite ΩX → ΩMX → ΩBΩMX → ΩX is the identity. Assume now
that X is path connected, numerably contractible, and the inclusion {x0} → X is a closed cofibration (so
ΩMX is cofibered (cf. §3, Proposition 21)). Owing to Proposition 14, the arrow ΩMX → ΩBΩMX is a
homotopy equivalence. But the retraction ΩMX → ΩX is a homotopy equivalence. Therefore the arrow
ΩBΩMX → ΩX is a homotopy equivalence. Since BΩMX is numerably contractible (cf. p. 14-7), the
delooping criterion on p. 4-28 then says that the arrow BΩMX → X is a homotopy equivalence.
[Note: The same reasoning shows that BΩMX → X is a weak homotopy equivalence provided that
X is path connected and the inclusion {x0} → X is a closed cofibration.]
LEMMA Let M be a simplicial monoid, Y a left M-object −then |Y | is a left |M|-
object and the geometric realization of |bar(∗;M;Y )| can be identified with |bar(∗; |M| ; |Y |)|.
[One has barn(∗;M;Y ) = M × · · · ×M × Y . The geometric realization of [m] →
barn(∗;M;Y )m = Mm × · · · ×Mm × Ym is |M |
n ×k |Y | = barn(∗; |M| ; |Y |), which, when
realized with respect to [n], gives |bar(∗; |M| ; |Y |)|.]
[Note: As a special case, ‖bar(∗;M; ∗‖ (= ‖nerM‖) ≈ B |M |. Alternatively, |[m] →
|[n]→ barn(∗;M; ∗)m|| ≈ |[m]→ |nerMm|| ≈ |[m]→ BMm| ≈ B |M |.]
EXAMPLE (Algebraic K-Theory) Let A be a ring with unit. PutM(A) =
∐
n≥0
nerGL(n, A)
(nerGL(0, A) = ∆[0]) −then M(A)k =
∐
n≥0
nerGL(n, A)k, thus M(A) acquires the structure of a simpli-
cial monoid from matrix addition, i.e., if
 (g1, . . . , gk) ∈ GL(n, A)
k
(h1, . . . , hk) ∈ GL(m,A)k
, (g1, . . . , gk) · (h1, . . . , hk) =
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(g1 ⊕ h1, . . . , gk ⊕ hk), where gi ⊕ hi =
(
gi 0
0 hi
)
∈ GL(n + m,A) (i = 1, . . . , k). Right multipli-
cation by the vertex 1 ∈ ner 0GL(n,A) determines a simplicial map − ⊕ 1 : M(A) → M(A) whose
restriction to nerGL(n,A) is the arrow nerGL(n,A) → nerGL(n + 1, A) induced by the canonical in-
clusion GL(n,A) → GL(n + 1, A). The colimit of the diagram M(A) M(A) · · ·−⊕1 −⊕1 is iso-
morphic to the simplicial set Y (A) =
∐
Z
nerGL(A). It is a left M(A)-object and the pullback square
Y (A) |bar(∗;M(A);Y (A))|
∆[0] |bar(∗;M(A); ∗)|
is a homology pullback (cf. p. 13-79). In fact, left multiplication by
a vertex n ∈ M(A) shifts the vertexes of Y (A) (the term indexed by z ∈ Z is sent to the term indexed
by n + z) and the corresponding map of simplicial sets nerGL(A) → nerGL(A) is induced by the ho-
momorphism
 GL(A)→ GL(A)g → In ⊕ g (In = rank n identity matrix), so n∗ : H∗(|Y (A)|) → H∗(|Y (A)|) is
an isomophism. But bar(∗;M(A);Y (A)) ≈ colim[N]bar(∗;M(A);M(A)) =⇒ |bar(∗;M(A);Y (A))| ≈
colim[N] |bar(∗;M(A);M(A))| and, by the lemma, the geometric realization of |bar(∗;M(A);M(A))| is
|bar(∗; |M(A)| ; |M(A)|)|, a contractible space. Therefore the geometric realization of |bar(∗;M(A);Y (A))|
is contractible (cf. p. 13-67). Consequently, |Y (A)| =
∐
Z
BGL(A) has the homology of ΩB |M(A)|
(|M(A)| =
∐
n≥0
BGL(n,A)) and a model for BGL(A)+ is the path component of ΩB |M(A)| containing
the constant loop.
[Note: An analogous discussion can be given for the simplicial monoid M∞ =
∐
n≥0
nerSn that one
obtains from the symmetric groups Sn. Spelled out, if S∞ is as on p. 5-28,
∐
Z
BS∞ has the homology
of ΩB |M∞| (|M∞| =
∐
n≥0
BSn) and a model for BS
+
∞ is the path component of ΩB |M∞| containing the
constant loop.]
A left G-object Y is a compactly generated space on which G operates to the left and
there is a commutative diagram
Y |bar(∗;G;Y )|
∗ |bar(∗;G; ∗)| = BG
.
PROPOSITION 15 Let G be a cofibered monoid in CG. Let Y be a left G-object
such that ∀ g ∈ G, the arrow y → g ·y is a weak homotopy equivalence −then the sequence
Y → |bar(∗;G;Y )| → BG is a fibration up to homotopy (per CG (singular structure)).
[Pass to the simplicial monoid sinG, noting that sinY is a left sinG-object. Since
every g ∈ sin0G induces a weak homotopy equivalence sinY → sinY , the pullback square
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sinY |bar(∗; sinG; sinY )|
∆[0] |bar(∗; sinG; ∗)|
is a homotopy pullback (cf. p. 13-79). Therefore, tak-
ing into account the lemma, the sequence |sinY | → |bar(∗; |sinG| ; |sinY |)| → B |sinG| is
a fibration up to homotopy (per CG (singular structure)) (cf. p. 13-76). The obvious
comparison then implies that the same is true for the sequence Y → |bar(∗;G;Y )| → BG.]
[Note: Similar methods lead to a homological version of this proposition.]
EXAMPLE Given a cofibered monoid G in CG, let UG be the associated discrete monoid −then
the mapping fiber of the arrow BUG→ BG at the base point has the weak homotopy type of |bar(∗;UG;G)|
whenever π0(G) is a group.
The forgetful functor from the category of groups to the category of monoids has a left
adjoint that sends a monoid G to its group completion G. Example: Let G be any monoid
with a zero element (0g = g0 = 0 ∀ g ∈ G), e.g., G = Z×2 −then G = ∗, the trivial group.
[Note: G abelian =⇒ G abelian.]
LEMMA The functor G→ G preserves finite products.
EXAMPLE Suppose that G is a discrete abelian monoid. In this situarion, a model for G
is the quotient of G × G by the equivalence relation (g′, h′) ∼ (g′′, h′′) iff ∃ k′, k′′ ∈ G such that
(g′k′, h′k′) = (g′′k′′, h′′k′′), the morphism G → G being induced by g → (g, e). Let G operate on
G × G via the diagonal and form |bar(∗;G;G×G)| −then π0(|bar(∗;G;G×G)|) is the coequalizer of d1 : G× (G×G)→ G×Gd0 : G× (G×G)→ G×G (cf. p. 13-3), which, from the definitions, is precisely G.
[Note: There is an arrow |bar(∗; ∗;G ×G)| → |bar(∗;G;G×G)| corresponding to (∗, ∗, g)→ (∗, e, (g, e))
and G ≈ π0(G) ≈ π0(|bar(∗; ∗;G)|).]
FACT Let M be a simplicial monoid, M its simplicial group completion −then the arrow π0(M)→
π0(M) is a morphism of monoids and π0(M) ≈ π0(M).
[Representing π0(M) as coeq(d1, d0) (cf. p. 13-3), one has π0(M) = coeq(d1, d0) ≈ coeq(d1, d0) =
π0(M).]
LEMMA Let X be a pointed simplicial set. Assume X0 = ∗ −then cX is a monoid
and π1(X) ≈ cX .
Application: LetM be simplicial monoid−then c |nerM| ≈ π0(M), hence π1(|nerM|) ≈
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π0(M) or still, π1(B |M |) ≈ π0(M).
PROPOSITION 16 Let G be a cofibered monoid in CG −then π1(BG) ≈ π0(G).
[In the above, take M = sinG to get π1(B |sinG|) ≈ π0(sinG).]
[Note: If G is a discrete monoid, then π1(BG) ≈ G ≈ π1(BG).]
Let M be a simplicial monoid, M its simplicial group completion −then π0(M) ≈ π0(M), so
π1(B |M |) ≈ π1(B
∣∣M ∣∣). When π0(M) is a group, |M | and ∣∣M ∣∣ admit a homotopy inverse (cf. p. 4-28)
(CW complexes are numerably contractible (cf. p. 5-10 (TCW4))), thus the rows in the commutative di-
agram
|M | X |M | B |M |
∣∣M ∣∣ X ∣∣M ∣∣ B ∣∣M ∣∣
are fibrations up to homotopy per CG (standard structure)
(cf. Proposition 13). Therefore the arrow |M | → ∣∣M ∣∣ is a pointed homotopy equivalence iff the arrow
B |M | → B ∣∣M ∣∣ is a pointed homotopy equivalence, i.e., iff the arrow B |M | → B ∣∣M ∣∣ is acyclic (cf. §5
Proposition 19). Of course, the arrow |M | → ∣∣M ∣∣ cannot be a pointed homotopy equivalence if π0(M) is
not a group. Since the fundamental groups of B |M | and B ∣∣M ∣∣ are isomorphic, the general question is
whether the arrow B |M | → B ∣∣M ∣∣ is acyclic and for this one has the criterion provided by Proposition 22
in §5.
EXAMPLE Suppose that G is a discrete monoid −then the arrow BG → BG is a pointed ho-
motopy equivalence iff Tor
Z[G]
∗ (Z,Z[G]) ≈ TorZ[G]∗ (Z,Z[G]) i.e., iff TorZ[G]∗ (Z,Z[G]) = 0 ∀ q ≥ 1 and
Z ⊗Z[G] Z[G] ≈ Z. For instance, this will be true if G is abelian. It also holds when G is free (Cartan-
Eilenberg†).
[Note: Tor
Z[G]
0 (Z,Z[G]) ≈ Z⊗Z[G] Z[G] ≈ (Z[G]/I [G]) ⊗Z[G] Z[G] ≈ Z[G]/I [G] · Z[G] ≈ Z, I [G] · Z[G]
being I [G].]
FACT Let M be a simplicial monoid, M its simplicial group completion. Suppose that ∀ n, the
arrow BMn → BMn is a pointed homotopy equivalence −then the arrow B |M | → B
∣∣M ∣∣ is a pointed
homotopy equivalence.
[Given a π0(M)-moduleA, compare the spectral sequenceE
1
n,m ≈ TorZ[Mn]m (Z,A) =⇒ Hn+m(B |M | , A)
with the spectral sequence E1n,m ≈ TorZ[Mn]m (Z, A) =⇒ Hn+m(B
∣∣M ∣∣ , A).]
Application: If ∀ n, Mn is abelian or free, then the arrow B |M | → B
∣∣M ∣∣ is a pointed homotopy
equivalence.
According to the Dold-Lashof theorem, for a cofibered monoid G in CG, the arrow
G→ ΩBG is a weak homotopy equivalence iff π0(G) is a group. What happens in general?
To give an answer, one replaces “homotopy” by “homology”, the point being that the arrow
G→ ΩBG is a morphism of H spaces, thus the arrow H∗(G)→ H∗(ΩBG) is a morphism of
†Homological Algebra, Princeton University Press (1956), 192.
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Pontryagin rings. Viewing π0(G) as a multiplicative subset of H∗(G), the image of π0(G)
in H∗(ΩBG) consisits of units (since π0(ΩBG) is a group) and under certain conditions,
H∗(ΩBG) represents the localization of H∗(G) at π0(G).
GROUP COMPLETION THEOREM Let G be a cofibered monoid in CG. Assume:
π0(G) is in the center of H∗(G) −then H∗(G)[π0(G)
−1] ≈ H∗(ΩBG).
[Note: The diagram
Z[π0(G)] Z[π0(G)]
H∗(G) H∗(ΩBG)
is therefore a pushout square in the
category of graded associative Z-algebras.]
EXAMPLE The group completion theorem is false for an arbitrary cofibered monoid in CG.
Thus choose a discrete monoid G whose classifying space BG has the weak homotopy type of Sn (n > 1)
(cf. p. 14-19) −then if the group completion theorem held for G, one would have H∗(ΩSn) ≈ H0(ΩSn), an
absurdity.
To eleminate topological technicalities, we shall work with |sinG| and argue simpli-
cially.
LEMMA Let A be a ring with unit. Suppose that S is a countable multiplicative
subset of A which is contained in the center of A −then A[S−1] is isomorphic as a (left or
right) A-module to the colimit of A
ρs1
−−−→ A
ρs2
−−−→ · · · , where ρsi is right multiplication by
si and {si} is an enumeration of the elements of S, each element being repeated infinitely
often.
PROPOSITION 17 Let M be a simplicial monoid −then H∗(|M |)[π0(|M |)
−1] ≈
H∗(ΩB |M |) provided that π0(|M |) is contained in the center of H∗(|M |).
[As functors ofM , both sides of the purported relation commute with filtered colimits.
Because M can be written as a filtered colimit of countable simplicial submonoidsMk such
that π0(|Mk|) is contained in the center of H∗(|Mk|), one can assume that M is countable.
Pick a vertex in each component of M and, with an eye to the lemma, arrange them in a
sequence {mi} subject to the proviso that every choice appears an infinity of times. Con-
sider M
ρm1
−−−→ M
ρm2
−−−→ · · · , where ρmi : M → M is right multiplication by mi. This
sequence defines an object in FIL(SISET). Form its colimit to get a leftM-object Y such
that the geometric realization of |bar(∗;M;Y )| is contractible (compare the discussion in
the example preceeding Proposition 15). By construction, H∗(|Y |) ≈ H∗(|M |)[π0(|M |)
−1],
hence ∀ m ∈ M0, m∗ : H∗(|Y |) → H∗(|Y |) is an isomorphism. This means that the
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pullback square
Y |bar(∗;M;Y )|
∆[0] |bar(∗;M; ∗)|
is a homology pullback (cf. p. 13-79), so the
arrow from |Y | to the mapping fiber E of |bar(∗; |M| ; |Y |)| → B |M | over the base point
is a homology equivalence. Working with the standard model category structure on CG
(cf. p. 12-2), factor the projection X |M | → B |M | into an acyclic closed cofibration
X |M | → X followed by a CG fibration X → B |M | to get the commutative diagram
|M | X |M | B |M |
F X B |M |
, F denoting the fiber. Choose a filler X → ΘB |M | for
X |M | ΘB |M |
X B |M |
−then
|M | X |M | B |M |
F X B |M |
ΩB |M | ΘB |M | B |M |
commutes, the com-
posite |M | → F → ΩB |M | being our morphism of H spaces. There is also a commutative
diagram
|M | X |M | B |M |
|Y | Y |M | B |M |
, where Y |M | = |bar(∗; |M| ; |Y |)|. Putting ev-
erything together leads finally to the commutative diagram
|M | |Y |
ΩB |M | F E
.
Since the arrows ΩB |M | ← F → E are homotopy equivalences, the result then falls out
by applying H∗.]
Upon forming the commutative diagram
|sinG| ΩB |sinG|
G ΩBG
, the group com-
pletion theorem is seen to follow from Proposition 17.
[Note: The centrality hypothesis on π0(G) is automatic if G is homotopy commuta-
tive.]
The group completion theorem remains in force when Z is replaced by any commutative ring k with
unit as long as π0(G) is in the center of H∗(G;k).
EXAMPLE (Strict Monoidal Categories) CAT is a monidal category (⊗ = ×, e = 1)
and a monoid therein is a strict monoidal category (strict in the sense that multiplication is literally as-
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sociative (not just up to natural isomorphism) and the unit is a two sided identity). A strict monoidal
category is therefore a category object in CAT with object element 1. When considered as a discrete
cateogory, every monoid in SET becomes a strict monoidal category. Fix now a strict monoidal category
M. Viewing M as an internal category in CAT, one can form bar(1;M, 1) (cf. p. 0-48), which is a sim-
plicial object in CAT. On the other hand, viewing M as a small category (= internal category in SET),
one can form nerM (a simplicial monoid) and BM (a cofibered monoid in CG). Bearing in mind that
bar(1;M,1) : ∆OP → CAT, put GM = gro∆OPbar(1;M,1) −then there is a weak homotopy equiva-
lence hocolimNbar(1;M,1) → nerGM (cf. p. 13-70). But there is also a weak homotopy equivalence
hocolimNbar(1;M,1)→ |Nbar(1;M,1)| (cf. §13, Proposition 49). SinceNbar(1;M,1) ≈ bar(∗; nerM; ∗)
and ‖bar(∗; nerM; ∗)‖ ≈ B |nerM|, it follows that B |nerM| and BGM have the same homotopy type.
Therefore H∗(M)[π0(BM)
−1] ≈ H∗(ΩBGM) if M is in addition symmetric (for this condition implies that
BM is homotopy commutative).
[Note: A symmetric strict monoidal category is said to be permutative. Every small symmetric
monoidal category is equivalent to a permutative category (Isbell†). Examples: (1) Γ is a permutative cate-
gory under wedge sum. Thusm∨n =m+n in blocks (the empty wedge sum is 0) and for
 γ :m→ nγ′ :m′ → n′ ,
(γ ∨ γ′(k) = 0 if γ(k) = 0 or γ′(k) = 0, otherwise (γ ∨ γ′)(k) =
 γ(k) (1 ≤ k ≤ m)γ′(k −m) + n (m < k ≤ m+m′) ;
(2) Γ is a permutative category under smash product. Thus m#n = mn via lexicographic ordering of
pairs (the empty smash product is 1) and for
 γ :m→ nγ′ :m′ → n′ , (γ#γ′)((i− 1)m′ + i′) = 0 if γ(i) = 0 or
γ′(i′) = 0, otherwise (γ#γ′)((i− 1)m′ + i′) = (γ(i)− 1)n′ + γ′(i′) (1 ≤ i ≤ m, 1 ≤ i′ ≤ m′).]
EXAMPLE (Algebraic K-Theory) Let A be a ring with unit. Denote by M(A) the cat-
egory whose objects are the An (n ≥ 0), there being no morphism from An to Am unless n = m, in
which case Mor(An, An) = GL(n,A) −then M(A) is a permutative category and nerM(A) = M(A) =∐
n≥0
nerGL(n,A) (cf. p. 14-22 ff.). Here, Z≥0 ≈ π0(BM(A)), Z ≈ π0(BM(A)) ≈ π0(ΩB |M(A)|), and
H∗(BM(A))[π0(BM(A))
−1] ≈ H∗(ΩB |M(A)|).
[Note: Write M∞ for the category whose objects are the finite sets n ≡ {0, 1, . . . , n} (n ≥ 0) with
base point 0, there being no morphism from n to m unless n = m, in which case Mor(n,n) = Sn (thus
M∞ = isoΓ (cf. p. 0-17)). Again, M∞ is permutative and the discussion above can be paralleled (cf. p.
14-23).]
The compactly generated analog of the “free topological group” on X ((X,x0)) is
meaningful on purely formal grounds (cf. p. 1-36) but this situation is simpler since one has
a direct description of the topology on FgrX (Fgr(X,x0)), the free compactly generated group
on X ((X,x0)). To be specific, consider an (X,x0) in CG∗. Let (X
−1, x−10 ) be a copy of
(X,x0). Put X = X∨X
−1, Xn = X×k · · ·×kX (n factors) −then with Fgr(X,x0) the free
group on X −{x0}, there is a surjection p :
∐
n
Xn → Fgr(X,x0) sending X
n to Fngr(X,x0),
the subset of Fgr(X,x0) consisting of those words of length at most n, and Fgr(X,x0) is
†J. Algebra 13 (1969), 299-307.
14-28
equipped with the quotient topology derived from p. When X is ∆-separated, the arrow
of adjunction X → Fgr(X,x0) is a closed embedding, F
n
gr(X,x0) is closed, pn : X
n →
Fngr(X,x0) is quotient (pn = p|X
n), Fgr(X,x0) = colimF
n
gr(X,x0), and the commutative
diagram
Xn−1∗ F
n−1
gr (X,x0)
Xn Fngr(X,x0)
is a pushout square (Xn−1∗ = p
−1
n (F
n−1
gr (X,x0))).
[Note: A reference for this material is La Martin†. Incidentally, it is false in general
that k applied to the free topological group on (X,x0) is the free compactly generated
group on (X,x0) but if X is the colimit of an expanding sequence of compact Hausdorff
spaces, then the free compactly generated group on (X,x0) is a topological group, hence
is the free topological group on (X,x0).]
EXAMPLE The structure of Fgr(X,x0) definitely depends on whether one is working in the topo-
logical cateogry or the compactly generated category. This can be seen by taking X = Q. For the free
topological group on (Q, 0) is not compactly generated and its topology is not the quotient topology asso-
ciated with the projection
∐
n
Q
n → Fgr(Q, 0). Moreover, Fgr(Q, 0) is not the colimit of the Fngr(Q, 0). Still,
∀ n, Fngr(Q, 0) is closed in Fgr(Q, 0) and every compact subset of Fgr(Q, 0) is contained in some Fngr(Q, 0).
Nevertheless, pn : Q
n → Fngr(Q, 0) is not quotient if n≫ 0,
[Note: Details can be found in Fay-Ordman-Thomas‡.]
The intent of the preceeding remarks is motivational, our main concern being with the
free compactly generated monoids, not free compactly generated groups. Thus fix (X,x0)
in CG∗, call JX the free monoid on X − {x0} and give JX the quotient topology coming
from
∐
n
Xn
p
→ JX. Letting π be the multiplication in JX, consider the commutative
diagram
∐
n
Xn ×k
∐
n
Xn JX ×k JX
∐
n
Xn JX
p×kp
π
p
. Since π ◦ (p×k p) is continuous and p×k p
is quotient, π is continuous. Therefore JX is a monoid in CG. Suppose now that G
is a monoid in CG and f : X → G is a pointed continuous function. On algebraic
grounds, there exists a unique morphism of monoids Jf : JX → G rendering the triangle
X JX
G
f Jf
commutative. Claim: Jf is continuous. Indeed, there is a continuous
†Dissertationes Math. 146 (1977), 1-36; see also Ordman, General Topology Appl. 5 (1975), 205-219.
‡General Topology Appl. 10 (1979), 33-47
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function pf :
∐
n
Xn → G with Jf ◦ p = pf . But p is quotient, so Jf is continuous. Therefore
JX is the free compactly generated monoid on (X,x0).]
[Note: JX is the James construction on (X,x0).]
JX can be represented a coend, viz. JX ≈
∫ n
Xn ×k Jn, Jn the James construction on the pointed
finite set n = {0, 1, . . . , n} (cf. p. 13-57).
LEMMA Let X be a pointed compactly generated simplicial space. Define a simplicial space JX
by (JX)n = JXn −then |JX| ≈ J |X|.
[In fact, |JX| =
∫ n
JXn×∆n ≈
∫ n(∫ m
(Xn)
m ×k Jm
)
×∆n ≈
∫ m (∫ n
(Xn)
m ×k ∆n
)
×kJm ≈∫ m
|X|m ×k Jm ≈ J |X|.]
Put JnX = p(Xn) and consider p−1(JnX)∩Xm. Obviously, m < n =⇒ p−1(JnX)∩
Xm = Xm. On the other hand, n < m =⇒ p−1(JnX) ∩ Xm =
⋃
S
XmX , where for
S ⊂ {1, . . . ,m} : #(S) = m − n, XmS = {(x1, . . . , xm) : xi = x0 (i ∈ S)}. Consequently,
JnX is closed in JX if {x0} is closed in X.
LEMMA Assume: {x0} is closed in X. Let A be a subset of J
nX such that
p−1(A) ∩Xn is closed in Xn −then A is closed in JX.
[Case 1: m < n. Denoting by im,n the insertion X
m → Xn that sends (x1, . . . , xm)
to (x1, . . . , xm, x0, . . . , x0), one has p
−1(A) ∩ Xm = i−1m,n(p
−1(A) ∩Xn). Case 2: n < m.
Write p−1(A) ∩ Xm =
⋃
S
(p−1S (p
−1(A) ∩ Xm)), pS : X
m
S → X
n the striking map (i.e.,
ps(x1, . . . , xm) retains only those xi, where i /∈ S).]
Accordingly, when {x0} ⊂ X is closed, the arrow X
n → JnX is quotient and the
commutative diagram
Xn∗ J
n−1X
Xn JnX
is a pushout square (Xn∗ =
⋃
S
XnS (#(S) = 1)
=⇒ Xn/Xn∗ ≈ X#k · · ·#kX (n factors)). It therefore follows that if X is ∆-separated,
then each JnX is ∆-separated (AD6 (cf. p. 3-1)), hence JX = colimJ
nX is ∆-separated
(cf. p. 1-35).
[Note: The arrow of adjunction X → JX is a closed embedding. Reason: The con-
tinuous bijection X → J1X is quotient.]
PROPOSITION 18 Let (X,x0) be a wellpointed compactly generated space with
{x0} ⊂ X closed −then (JX, x0) is a wellpointed compactly generated space with {x0} ⊂
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JX closed, thus is a cofibered monoid in CG.
[In fact, by the above, ∀ n, Jn−1X → JnX is a closed cofibration.]
LEMMA If (X,x0) be a wellpointed compactly generated Hausdorff space, −then (JX, x0) is a
wellpointed compactly generated Hausdorff space.
[∀ n, JnX is Hausdorff (cf. p. 3-9) and condition B on p. 1-29 can be applied.]
FACT Suppose that (X,x0) is a pointed CW complex −then (JX, x0) is a pointed CW complex.
If X is a wellpointed compactly generated space with {x0} ⊂ X closed, then the
pointed cone ΓX and the pointed suspension ΣX are wellpointed compactly generated
spaces with closed basepoints.
Define E by the pushout square
X ×k JX JX
ΓX ×k JX E
, where X ×k JX → JX is
multiplication.
LEMMA E is contractible.
[Letting En be the image of ΓX ×k J
nX in E, there is a pushout square
ΓX ×k J
n−1X ∪ {x0} ×k J
nX En−1
ΓX ×k J
nX En
,
so the arrow En−1 → En is a closed cofibration. But En/En−1 ≈ ΓX#k(J
nX/Jn−1X),
hence En/En−1 is contractible. Since E0 ≈ ΓX, it follows by induction that En is con-
tractible (cf. p. 3-25). Therefore E = colimEn is contractible (cf. p. 3-21).]
Notation: Given a pointed compactly generated space X, let ΘkMX (ΩkMX) be the
compactly generated Moore mapping (loop) space of X (dispense with the “sub k” if there
is no question as to context).
There are two ways to place a compactly generated topology on ΘMX (ΩMX).
(1) View ΘMX (ΩMX) as a subsest of C(R≥0, X) × R≥0 (cf. p. 3-33 ff.) and take the “k-
ification” of the induced topology.
(2) Form kC(R≥0, X) ×k R≥0 = kC(R≥0, X) × R≥0, equip ΘMX (ΩMX) with the induced
topology, and pass to its “k-ification”.
Both procedures yield the same compactly generated topology on ΘMX (ΩMX), from which ΘkMX
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(ΩkMX).
EXAMPLE Let X be a pointed compactly generated space. Write moX for the nerve of the cate-
gory associated with the compactly generated monoid ΩMX −then there is a canonical arrow moX → spX
which is a levelwise homotopy equivalence.
Let X be a wellpointed compactly generated space with {x0} ⊂ X closed. Choose
a continuous function φ : X → [0, 1] such that φ−1(0) = {x0} (cf. §3, Proposition 21)
−then the meridian map m : X → ΩMΣX is the pointed continuous function specified
by the rule m(x)(t) = [x, t/φ(x)] (0 ≤ t ≤ φ(x)), where [x0, 0/0] is the base point of ΣX.
Since ΩMΣX is a monoid in CG, m extends to JX :
X JX
ΩmΣX
m Jm
, Jm being the
arrow of James.
[Note: The composite X
m
→ ΩMΣX → ΩΣX is x→ [x,−].]
Ostensibly, the meridian map depends on φ, call it mφ. Suppose, however, that mψ is the merid-
ian map corresponding to another continuous function ψ : X → [0, 1] such that ψ−1(0) = {x0} −then
mφ ≃ mψ.
[Let H : IX → ΩMΣX be the homotopy given by H(x, t) : [0, (1 − t)φ(x) + tψ(x)] → ΣX, where
H(x, t)(T ) = [x, T/((1− t)φ(x) + tψ(x))]. Write G : X → (ΩMΣX)[0,1] for its adjoint, view (ΩMΣX)[0,1]
as a monoid in CG, determine G via the commutative triangle
X JX
(ΩMΣX)
[0,1]
G G
, and consider
its adjoint H : IJX → ΩMΣX.]
Let Γm : ΓX → ΘMΣX be the continuous function defined by the prescription
Γm([x, t])(T ) = [x, T/φ(x)] (0 ≤ T ≤ tφ(x)) −then there is an arrow
ΓX ×k JX
Γm×kJm
−−−−−−−→ ΘMΣX ×k ΩMΣX
+
−−−→ ΘMΣX and a commutative diagram
X ×k JX JX
ΩMΣX
ΓX ×k JX ΘMΣX
. This leads in turn to an arrow E → ΘMΣX and
a commutative triangle
E ΘMΣX
ΣX
(ΘmΣX → ΣX is the CG fibration that
evaluates a Moore path at its free end).
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PROPOSITION 19 Let (X,x0) be a wellpointed compactly generated space with
{x0} ⊂ X closed. Assume X is path connected and numberably contractible −then the
arrow of James JX → ΩMΣX is a pointed homotopy equivalence.
[In the commutative diagram
ΓX ×k JX X ×k JX JX
ΓX X ∗
, the arrows
X×kJX → ΓX×kJX, X → ΓX are closed cofibrations and
ΓX ×k JX X ×k JX
ΓX X
is a homotopy pullback, as is
X ×k JX JX
X ∗
(the shearing map sh :
 X ×k JX →(x, y) 7→
X ×k JX
(x, xy)
is a homotopy equivalence (cf. p. 4-28)). Consequently, the sequence JX →
E → ΣX is a fibration up to homotopy (per CG (standard structure) (cf. p. 12-15)). Since
E is contractible, it remains only to consider the commutative diagram
JX E
ΩMΣX ΘMΣX
ΣX
ΣX
.]
Application: Under the hypotheses of Proposition 19, the composite JX
Jm−→ ΩMΣX →
ΩΣX is a pointed homotopy equivalence.
PROPOSITION 20 Let (X,x0) be a wellpointed compactly generated space with
{x0} ⊂ X closed. Assume: X is path connected −then the arrow of James JX → ΩMΣX
is a weak homotopy equivalence.
[Thanks to the cone construction (cf. p. 4-60 ff.), the arrow E → ΣX is a quasi-
fibration. Work with
JX E ΣX
ΩMΣX ΘMΣX ΣX
and compare the long exact se-
quences of homotopy groups.]
[Note: In the case at hand, ΣX is simply connected.]
Application: Under the hypotheses of Proposition 20, the composite JX
Jm−→ ΩMΣX →
ΩΣX is a weak homotopy equivalence.
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EXAMPLE Let X be the broom pointed at (0, 0) −then X is path connected. But JX and ΩΣX
do not have the same weak homotopy type (ΣX is not simply connected).
PROPOSITION 21 Let
 (X,x0)(Y, y0) be wellpointed compactly generated spaces with (x0) ⊂ X(y0) ⊂ Y closed; and let f : X → Y be a pointed continuous function. Assume: f is a
homotopy equivalence (weak homotopy equivalence) −then Jf : JX → JY is a homotopy
equivalence (weak homotopy equivalence).
[Arguing by induction from
Xn Xn∗ J
n−1X
Y n Y n∗ J
n−1Y
, one finds that ∀ n, JnX →
JnY is a homotopy equivalence (cf. p. 3-26 ff.) (weak homotopy equivalence) (cf. p. 4-54)),
hence JX → JY is a homotopy equivalence (cf. §3, Proposition 15) (weak homotopy equiv-
alence (cf. p. 4-50)).]
Convention: Given a cofibered monoid G in CG, ΣG → BG is the adjoint of G →
ΩBG (cf. p. 14-20).
LEMMA Let (X,x0) be a wellpointed compactly generated space with (x0) ⊂ X
closed. Assume: X is discrete −then the composite ΣX → ΣJX → BJX is a weak homo-
topy equivalence.
[Since X =
∨
X−{x0}
S0, JX =
∐
X−{x0}
JS0 (
∐
the coproduct in the category of
monoids), where JS0 = Z≥0, thus it suffices to consider
ΣZ≥0 BZ≥0
ΣS0
ΣZ BZ
.]
PROPOSITION 22 Let (X,x0) be a wellpointed compactly generated space with
{x0} ⊂ X closed −then the composite ΣX → ΣJX → BJX is a weak homotopy equiva-
lence.
[The lemma implies that ∀ n, the composite Σ sinnX −→ ΣJ sinnX −→ BJ sinnX
is a weak homotopy equivalence (sinnX being supplied with the discrete topology), thus
the composite |n← Σ sinnX| → |n→ ΣJ sinnX| → |n→ BJ sinnX| is a weak ho-
motopy equivalence (cf. p. 14-9). But |n→ Σ sinnX| ≈ Σ |sinX| (cf. p. 14-10 ff.),
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|n→ ΣJ sinnX| ≈ Σ |n→ J sinnX| ≈ ΣJ |sinX| (cf. p. 14-30), |n→ BJ sinnX| ≈
B |n→ J sinnX| (cf. p. 14-22) ≈ BJ |sinX| and there is a commutative diagram
Σ |sinX| ΣJ |sinX| BJ |sinX|
ΣX ΣJX BJX
. The arrow Σ |sinX| → ΣX is a weak ho-
motopy equivalence (cf. infra). According to Proposition 21, the same holds for the arrow
J |sinX| → JX or still, for the arrows ΣJ |sinX| → ΣJX, BJ |sinX| → BJX (cf. p.
14-18). Combining these facts yields the assertion.]
LEMMA Let
 (X,x0)(Y, y0) , (Z, z0) be wellpointed compactly generated spaces with
 {x0} ⊂ X{y0} ⊂ Y ,
{z0} ⊂ Z closed and let f : X → Y be a pointed continuous function. Assume: f is a weak homotopy
equivalence −then f#kidZ : X#kZ → Y#kZ is a weak homotopy equivalence.
Application: Let
 (X,x0)(Y, y0) be wellpointed compactly generated spaces with
 {x0} ⊂ X{y0} ⊂ Y closed
and let f : X → Y be a pointed continuous function. Assume: f is a weak homotopy equivalence −then
Σf : ΣX → ΣY is a weak homotopy equivalence.
[Note: Recall too that Ωf : ΩX → ΩY is a weak homotopy equivalence (cf. p. 9-41).]
LEMMA Let (X,x0) be a wellpointed compactly generated space with {x0} ⊂
X closed −then there is a canonical arrow BΩMX → X and a commutative diagram
ΣΩMX BΩMX
X
.
[Note: BΩMX → X is a weak homotopy equivalence provided that X is path con-
nected (cf. p. 14-22).]
PROPOSITION 23 Let (X,x0) be a wellpointed compactly generated space with
{x0} ⊂ X closed −then the arrow of James Jm : JX → ΩMΣX induces a weak homotopy
equivalence BJm : BJX → BΩMΣX.
[The composite ΣX
Σm
−→ ΣΩMΣX → ΣX is idΣX . Proof: [x, t] → [m(x), t] → m(x)
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(tφ(x)) = [x, tφ(x)/φ(x)] = [x, t]. With this in mind the commutative diagram
ΣJX BJX
ΣX ΣΩMΣX BΩMΣX
ΣX
BJm
shows that ΣX → ΣJX → BJX
BJm
−−−−→ BΩMΣX → ΣX is also idΣX . On account of
Proposition 22, the composite ΣX → ΣJX → BJX is a weak homotopy equivalence.
However ΣX is path connected, hence BΩMΣX → ΣX is a weak homotopy equivalence.
Therefore BJm : BJX → BΩMΣX is a weak homotopy equivalence.]
[Note: One can view Proposition 23 as the π0(X) 6= ∗ analog of Proposition 20.]
FACT Let (X,x0) be a wellpointed compactly generated space with {x0} ⊂ X closed. Assume: X
is ∆-separated and ∆X → X ×k X a cofibration. Put GX = Fgr(X,x0) (cf. p. 14-28) −then the arrow
BJX → BGX is a weak homotopy equivalence.
[Note: It follows that the arrow JX → GX is a weak homotopy equivalence whenever X is path
connected (cf. p. 14-21).]
It is also of interest to consider the free abelian compactly generated monoid on (X,x0),
denoted by SP∞X and referred to as the infinite symmetric product on (X,x0). Like JX,
SP∞X carries the quotient topology coming from
∐
n
Xn → SP∞X. Put SPnX = p(Xn)
−then if {x0} is closed in X, SP
nX is closed in SP∞X and the arrow Xn → SPnX is
quotient, hence SP∞X = colimSPnX and Xn/Sn ≈ SP
nX. Example: SP∞S0 ≈ Z≥0.
Under certain conditions, it is possible to indentify Xn/Sn. For instance, S
2/Sn is homeomorphic to
Pn(C), therefore SP∞S2 is homeomorphic to P∞(C) a K(Z, 2) (cf. p. 14-38).
[Note: A survey of this aspect of the theory has been given by Wagner†.]
Example Let X be a compact metric space with dimX <∞. Assume: X is an ANR −then Xn/Sn
is an ANR (Floyd‡).
PROPOSITION 24 Let (X,x0) be a wellpointed compactly generated space with
{x0} ⊂ X closed −then (SP
∞X,x0) is a wellpointed compactly generated space with
{x0} ⊂ SP
∞X closed, thus is an abelian cofibered monoid in CG.
†Dissertationes Math. 182 (1980), 1-52.
‡Duke Math. J. 22 (1955), 33-38.
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LEMMA If (X,x0) be a wellpointed compactly generated Hausdorff space, then (SP∞X, x0) is a
wellpointed compactly generated Hausdorff space.
FACT Suppose that (X,x0) is a pointed CW complex −then (SP∞X,x0) is a pointed CW complex.
[It is enough to place a CW structure on each SPnX in such a way that SPn−1X is a subcomplex of
SPnX (cf. p. 5-24). For this, it is necessary to alter the CW structure on Xn in order to reflect the action
of Sn.]
PROPOSITION 25 Let (X,x0) be a wellpointed compactly generated space with
{x0} ⊂ X closed −then there is an isomorphism BSP
∞X ≈ SP∞ΣX of abelian monoids
in CG.
[Analogously, XSP∞X ≈ SP∞ΓX and the diagram
SP∞X XSP∞X BSP∞X
SP∞X SP∞ΓX SP∞ΣX
commutes.]
PROPOSITION 26 Let (X,x0) be a wellpointed compactly generated space with
{x0} ⊂ X closed. Assume: X is path connected and numerably contractible −then the
arrow SP∞X → ΩBSP∞X is a pointed homotopy equivalence.
[∀ n, SPnX is numerably contractible, so SP∞X = colimSPnX is numerably con-
tractible (cf. p. 3-14). Since the inclusion {x0} → SP
∞X is a closed cofibration and
SP∞X is path connected, it follows that SP∞X admits a homotopy inverse (cf. p. 4-28).
Therefore the arrow SP∞X → ΩBSP∞X is a pointed homotopy equivalence (cf. Propo-
sition 14).]
Application: Under the hypotheses of Proposition 26, the composite SP∞X →
ΩBSP∞X → ΩSP∞ΣX is a pointed homotopy equivalence.
DOLD-THOM THEOREM Suppose that (X,x0) is a pointed connected CW com-
plex −then ∀ n > 0, πn(SP
∞X) ≈ Hn(X).
[There are pointed homotopy equivalences |SP∞ sinX| → SP∞ |sinX|, SP∞ |sinX| →
SP∞X. One has H˜∗(|sinX|) ≈ H˜∗(X) and, in the notation of p. 13-18, π∗(Fab(sinX,x0)) ≈
H˜∗(|sinX|) (Weibel
†). But SP∞ sinX = Fab(sinX,x0), thus the arrow |SP
∞ sinX| →
†An Introduction to Homological Algebra, Cambridge University Press (1994), 266-267.
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|Fab(sinX,x0)| is a pointed homotopy equivalence (cf, p. 14-25). Accordingly,
π∗(|SP
∞ sinX|) ≈ π∗(|Fab(sinX,x0)|) ≈ π∗(Fab(sinX,x0)), from which the assertion.]
EXAMPLE Dold-Thom can fail if X is not a CW complex. Example: Take for X the Hawaiian
earing pointed at (0, 0), form it cone ΓX and consider ΓX ∨ ΓX −then H1(ΓX ∨ ΓX) 6= 0, so either
π1(SP
∞ΓX) 6= H1(ΓX) or π1(SP∞(ΓX ∨ ΓX)) 6= H1(ΓX ∨ ΓX).
Remark: If (X,x0) is a pointed connected CW complex, then (SP
∞X,x0) is a pointed
connected CW complex (cf. p. 14-36) and SP∞X ≈ (w)
∞∏
1
K(πn(SP
∞X), n)) (cf. p. 5-42)
or still, by the Dold-Thom theorem, SP∞X ≈ (w)
∞∏
1
K(Hn(X), n).
EXAMPLE Let π be an abelian group and let X =M(π, n) (realized as a pointed connected CW
complex) −then SP∞M(π, n) is a K(π, n). In paricular, SP∞Sn is a K(Z, n).
Γin is the category whose objects are the finite sets n ≡ {0, 1, . . . , n} (n ≥ 0) with
base point 0 and whose morphisms are the base point preserving injective maps.
Example: Let (X,x0) be a wellpointed compactly generated space with {x0} ⊂ X
closed. Viewing Xn as the space of base point preserving continuous functions n → X,
define a functor powX : Γin → CG∗ by writing pownX = X
n, stipulating that the arrow
Xm → Xn attached to γ :m→ n sends (x1, . . . , xm) to (x¯1, . . . , x¯n), where x¯j = xγ−1(j) if
γ−1(j) 6= ∅, x¯j = x0 if γ
−1(j) = ∅.
[Note: colimpowX can be identified with SP∞X.]
EXAMPLE For n > 0, colimpown ≈ SP∞n ≈ Z≥0 × · · · × Z≥0 (n factors). On the other hand,
hocolim pown has the homotopy type of BM∞×k · · ·×kBM∞ (n factors), M∞ the permutative category
on p. 14-28 (so BM∞ =
∐
n≥0
BSn).
[Note: colim pow0 ≈ SP∞0 ≈ {0} while hocolim pow0 ≈ BΓin, is a contractible space (cf. p.
13-16).]
Definition: A creation operator is a functor C : ΓOPin → CG such that C0 = ∗.
[Note: ∀ n, Cn is a right Sn-space.]
EXAMPLE Every nonempty compactly generated Hausdorff space Y gives riset to a creation op-
erator CY whose nth space is Y n (Y 0 = ∗), the arrow Y n → Y m being determined by γ :m→ n being the
map (y1, . . . , yn)→ (yγ(1), . . . , yγ(m)).
If C is a creation operator and if (X,x0) is a wellpointed compactly generated space
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with {x0} ⊂ X closed, then the realization C[X] of C at X is
∫ n
Cn×kX
n (= C⊗ΓinpowX).
Example: Suppose that Cn = ∗ ∀ n −then C[X] ≈ ∗⊗Γin powX ≈ colimpowX ≈ SP
∞X.
EXAMPLE Let Cn = Sn ∀ n. Given a morphism γ : m → n in Γin, specify Cγ : Sn → Sm as
follows: ∀ σ ∈ Sn, there exists a unique order preserving injection γ′ :m→ n such that γ′(m) = (σ ◦ γ)(m)
and (Cγ)σ ∈ Sm is the permutation for which γ′ ◦ (Cγ)σ = σ ◦ γ. This data thus defines a creation operator
and ∀ X, C[X] ≈ JX.
PROPOSITION 27 Suppose that (X,x0) is a wellpointed compactly generated space
with {x0} ⊂ X closed and let C be a creation operator. Denote by Cn[X] the image of∐
m≤n
Cm ×k X
m in C[X] −then Cn[X] is a closed subspace of C[X] and C[X] = colimCn[X].
In addition, the commutative diagram
Cn ×Sn X
n
∗ Cn−1[X]
Cn ×Sn X
n
∗ Cn[X]
is a pushout square
and the arrow Cn−1[X]→ Cn[X] is a closed cofibration.
[Note: The base point of C[X] is [∗, x0] and the inclusion {[∗, x0]} → C[X] is a closed
cofibration.]
Remark: X ∆-separated + Cn ∆-separated ∀ n =⇒ C[X] ∆-separated.
The validation of the above remark depends on Proposition 27 and the following lemma.
LEMMA Let G be a compact Hausdorff topological group. Suppose that X is a ∆-separated right
G-space −then X/G is ∆-separated.
[It is a matter of proving that {(x, x · g) : x ∈ X, g ∈ G} is closed in X ×k X (cf. p. 1-34). However,
G acts to the right on X ×kX, viz (x, y) · g = (x, y · g), and ∆X is closed in X×kX, hence ∆X ·G is closed
in X ×k X, G being compact Hausdorff.]
FACT Let
 (X,x0)(Y, y0) be wellpointed compactly generated spaces with
 {x0} ⊂ X{y0} ⊂ Y closed; let
f : X → Y be a pointed continuous function. Assume: f is a closed cofibration −then ∀ creation operator
C, the induced map C[X]→ C[Y ] is a closed cofibration.
[Use the lemma on p. 3-16 ff. and the lemma on p. 14-4.]
[Note: The conclusion of the lemma on p. 3-16 ff. is “closed cofibration” rather than just “cofi-
bration” provided that this is so of the vertical arrow on the right in the hypothesis. To see this, observe
that the argument there can be repeated, testing against any arrow Z → B which is both a homotopy
equivalence and a Hurewicz fibration cf. p. 4-23).]
PROPOSITION 28 Let φ : C → D be a morphism of creation operators. Assume:
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∀ n, φn : Cn → Dn is an Sn equivarariant homotopy equivalence −then φ induces a homo-
topy equivalence C[X]→ D[X].
By definition, hocolim powX ≈ B(−\Γin)⊗Γin powX. Problem: Exhibit models for
hocolim powX in the homotopy category.
[Note: Strictly speaking, B(−\Γin) is not a creation operator (since B(0\Γin) 6= ∗).]
A compactly generated paracompact Hausdorff space X is said to be Sn-universal if it
is a contractible free right Sn-space. The covering projection X → X/Sn is then a closed
map, hence X/Sn is a compactly generated paracompact Hausdorff space. Therefore X/Sn
is a classifying space for Sn (in the sense of p. 4-41). Examples: (1) X
∞
Sn
is Sn-universal;
(2) B(n\Γin) is Sn-universal; (3) XSn is Sn-universal;.
A creation operator C is said to be universal if ∀ n, Cn is Sn-universal.
Example: Let C be a univeral creation operator −then for any cofibered monoid G in
CG, Cn ×Sn (BG)
n has the same homotopy type as B
(
Sn
∫
G
)
(cf. p. 14-20).
PROPOSITION 29 Suppose C is a univeral creation operator −then there exists
an arrow B(−\Γin) → C such that ∀ n, B(n\Γin) → Cn is an Sn-equivariant homotopy
equivalence.
[In the notation of p. 14-16 ff., compose the homotopy equivalence B(−\Γin) → PC
and the arrow of evaluation PC → C.]
Application: Let (X,x0) be a wellpointed compactly generated space with {x0} ⊂ X
closed −then ∀ universal creation operator C, C[X] and hocolim powX have the same
homotopy type.
FACT Let φ : C → D be a morphism of creation operators. Assume: C and D are universal −then
φ induces a homotopy equivalence C[X]→ D[X].
Given a nonempty compactly generated Hausdorff space Y , let F (Y, n) be the sub-
space of Y n consisting of those n-tuples (y1, . . . , yn) such that i 6= j =⇒ yi 6= yj −then
F (Y, n) is open in Y n, hence is a compactly generated Hausdorff space, and Sn operates
freely on the right by permuting coordinates.
[Note: F (Y, n) is the configuration space of n-tuples of distinct points in Y . Consult
Cohen† for additional information and references,]
Notation: con Y is the creation operator that sends n to F (Y, n), the arrow F (Y, n)→
†J. Pure Appl. Algebra 100 (1995), 19-42.
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F (Y,m) determined by γ :m→ n being the map (y1, . . . , yn)→ (yγ(1), . . . yγ(m)).
[Note: Therefore con Y is a subfunctor of CY (cf. p. 14-38).]
Observation: The points of con Y [X] are equivalence classes of pairs (S, f), where
S ⊂ Y is a finite subset of Y , f : S → X is a function, and (S, f) ∼ (S − {y}, f |S − {y})
iff f(y) = x0.
[Note: All pairs (S, f), where f(S) = {x0}, are identified with (∅, ∅).]
Examples: (1) con R0[X] ≈ X; (2) con Y [S0] ≈ {S ⊂ Y : #(S) < ω}.
LEMMA F(R∞, n) is Sn-universal.
[(R∞)n is a polyhedron. But F (R∞, n) is an open subset of (R∞)n, thus it too is a
polyhedron (cf. p. 5-3). Therefore F (R∞, n) is a compactly generated paracompact Haus-
dorff space. Contractibility is clear if n = 0 or 1, so take n ≥ 2 and represent F (R∞, n)
as colimF (Rq, n). Since for q ≫ 0, F (Rq, n) is the complement in Rqn of certain hyper-
planes of codimension q, F (Rq, n) is (q − 2) connected, and this implies that F (R∞, n) is
contractible.]
PROPOSITION 30 con R∞ is a universal creation operator.
Application: Let (X,x0) be a wellpointed compactly generated space with {x0} ⊂ X
closed −then hocolim powX and con R∞[X] have the same homotopy type.
EXAMPLE con R∞[S0] ≈
∐
n≥0
F (R∞, n)/Sn ≈
∐
n≥0
BSn, which agrees with the fact that the ho-
motopy type of hocolim powS0 is BM∞ (cf. p. 14-38).
A q-dimensional rectangle [0, 1]q is a product of the form R = [a1, b1] × · · · × [aq, bq],
where 0 ≤ ai < bi ≤ 1. Call R(q) the set of such and topologize it as a subspace of
[0, 1]2q . Note that there is a closed embedding R(q) → R(q + 1) defined by multiplica-
tion on the right by [0, 1] and put R(∞) = colimR(q). Let BV(R(q), n) be the subspace
of F (R(q), n) consisting of those n-tuples (R1, . . . , Rn) with the property that the inte-
rior of Ri does not meet the interior of Rj if i 6= j −then there is a closed embedding
BV(R(q), n) → BV(R(q + 1), n) and BV(R(∞), n) = colimBV(R(q), n) is a free right Sn-
space.
Notation BV∞ is the creation operator that sends n to BV(R(∞), n).
LEMMA BV(R(∞), n) is Sn-universal.
[It follows from condition C on p. 1-29 that BV(R(∞), n) is a compactly generated
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paracompact Hausdorff space. Since the closed embedding BV(R(q), n)→ BV(R(q+1), n)
is a cofibration, one need only establish that it is also inessential in order to conclude that
BV(R(∞), n) is contractible (cf. p. 3-21). To definedH : IBV(R(q), n)→ BV(R(q+1), n),
represent an n-tuple (R1, . . . , Rn) by a 2n-tuple (A1, B1, . . . , An, Bn) of points in [0, 1]
q .
Here Rk ↔ (Ak, Bk) and Ak = (ak1 , . . . , akq ), Bk = (bk1 , . . . , bkq ) (1 ≤ k ≤ n). Now write
H((A1, B1, . . . , An, Bn), t) = (A1(t), B1(t), . . . , An(t), Bn(t)), where
Ak(t) =
 (ak1 , . . . , akq , 2t(k − 1)/n) (0 ≤ t ≤ 1/2)((2− 2t)ak1 , . . . , (2− 2t)akq , (k − 1)/n) (1/2 ≤ t ≤ 1)
and
Bk(t) =
 (bk1 , . . . , bkq , 1− 2t(1 − k/n)) (0 ≤ t ≤ 1/2)(2t− 1 + (2− 2t)bk1 , . . . , 2t− 1 + (2− 2t)bkq , k/n) (1/2 ≤ t ≤ 1).]
[Note: At the opposite extreme, each path component of BV(R(1), n) is contractible
and π0(BV(R(1), n)) ≈ Sn.]
PROPOSITION 31 BV∞ is a universal creation operator.
Application: Let (X,x0) be a wellpointed compactly generated space with {x0} ⊂ X
closed −then hocolim powX and BV∞[X] have the same homotopy type.
Let BVq be the creation operator that sends n to BV(R(q), n)−then BV∞ = colimBVq
=⇒ BV∞[X] = colimBVq[X].
FACT The arrow BVq[X]→ BVq+1[X] is a closed cofibration.
PROPOSITION 32 The map BV(R(q), n) → F (Rq, n) which takes (R1, . . . , Rn) to
its center is an Sn-equivariant homotopy equivalence, hence induces a homotopy equiva-
lence BVq[X]→ con Rq[X].
The elements of R(q) are in a one-to-one correspondence with the functions [0, 1]q →
[0, 1]q of the form R = r1 × · · · × rq, where ri(t) = (bi − ai)t+ ai (0 ≤ ai < bi ≤ 1). Thus
R(q) can be viewed as a subspace of C([0, 1]q , [0, 1]q) (compact open topology), there being
no ambiguity in so doing since the two interpretations are homeomorphic.
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Representing Sq as [0, 1]q/fr [0, 1]q, adjust the definitions of ΣqX and ΩqΣqX corre-
spondingly −then the arrow of May is the continuous function mq : BV
q[X] → ΩqΣqX
specified by the rule
mq[(R1, . . . , Rn), x1, . . . , xn](s) =

[xi, t] if Ri(t) = s
∗ if s /∈
⋃
i
imRi
.
MAY’S APPROXIMATION THEOREM Let (X,x0) be a wellpointed compactly gen-
erated space with {x0} ⊂ X closed. Assume: X is path connected −then mq : BV
q[X]→
ΩqΣqX is a weak homotopy equivalence.
[Note: If X has the pointed homotopy type of a pointed connected CW complex,
then BVq[X] is a pointed CW space, as is ΩqΣqX (loop space theorem), thus under these
circumstances the arrow of May is a pointed homotopy equivalence.]
The proof of this result is fairly lengthy and will be omitted. In principle, the argument
is an elaboration of that used in Proposition 20 and can be summarized in a sentence: There
is a commutative diagram
BVq[X] Eq(ΓX,X) BVq−1[ΣX]
ΩΩq−1ΣqX ΘΩq−1ΣqX Ωq−1ΣqX
mq mq−1
where Eq(ΓX,X) → BVq−1[ΣX] is a quasifibration with fiber BVq[X] and Eq(ΓX,X) is
contractible, thus one may proceed by induction. Details are in May†.
[Note: When q = 1, BV0[ΣX] = ΣX and m0 is the identity map.]
Notation: Given a pointed ∆-separated compactly generated space X, let Ω∞Σ∞X =
colimΩqΣqX.
[Note: The reason for imposing the ∆-separation condition is that it ensures the
validity of the repetition principle: ΩΩ∞Σ∞ΣX ≈ Ω∞Σ∞X. Proof: (Ω∞Σ∞ΣX)S
1
≈
(colimΩqΣqΣX)S
1
≈ colim (ΩqΣqΣX)S
1
≈ colimΩq+1Σq+1X ≈ Ω∞Σ∞X.]
The arrow ΩqΣqX → Ωq+1Σq+1X is the result of applying Ωq to the arrow of adjunction ΣqX →
ΩΣΣqX. It is a closed embedding but it need not be a closed cofibration even if X is wellpointed (in which
case, of course, ΩqΣqX is wellpointed ∀ q).
†SLN 271 (1972), 50-68.
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EXAMPLE Suppose that X and Y are pointed finite CW complexes −then Ω∞Σ∞X and Ω∞Σ∞Y
are homotopy equivalent iff ΣqX and ΣqY are homotopy equivalent for some q ≫ 0 (Bruner-Cohen-
McGibbon†).
Notation: Given a wellpointed ∆-separated compactly generated space X, put m∞ =
colimmq : BV
∞[X]→ Ω∞Σ∞X.
[Note: BV∞[X] is wellpointed (since ∀ q, the arrow BVq[X]→ BVq+1[X] is a closed
cofibration (cf. p. 14-42)) but it is problematic whether this is true of Ω∞Σ∞X without
additional assumptions on X.]
PROPOSITION 33 Let (X,x0) be a wellpointed compactly generated space with
{x0} ⊂ X closed. Assume X is ∆-separated and path connected −then m∞ : BV
∞[X]→
Ω∞Σ∞X is a weak homotopy equivalence.
[In the commutative ladder
BV1[X] BV1[X] · · ·
ΩΣX Ω2Σ2X · · ·
, the vertical arrows
are weak homotopy equivalences and the spaces are T1, so the generality on p. 4-50 can
be quoted.]
A compactly generated spaceX is said to be ∆-cofibered if the inclusion ∆X → X×kX
is a closed cofibration.
[Note: It is automatic that ∀ x0 ∈ X, {x0} → X is a closed cofibration (cf. p. 3-16).]
FACT Let K be a pointed compact Hausdorff space. Suppose that X is pointed and ∆-cofibered
−then the pointed exponential object XK is ∆-cofibered.
Example: Let (X,x0) be a pointed compactly generated space. Assume: X is ∆-
cofibered −then ΣX is ∆-cofibered (cf. p. 3-17), as is ΩX.
LEMMA Let (X,x0) be a pointed compactly generated space. Assume: X is ∆-
cofibered −then the arrow of adjunction X → ΩΣX is a closed cofibration.
Application: Let (X,x0) be a pointed compactly generated space. Assume: X is ∆-
cofibered −then ∀ q, the arrow ΩqΣqX → Ωq+1Σq+1X is a closed cofibration.
†Quart. J. Math. 46 (1995), 11-20.
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[Note: It is a corollary that Ω∞Σ∞X is ∆-cofibered (cf. p. 14-4).]
LEMMA Let (X,x0) be a pointed compactly generated space. Assume: X is ∆-cofibered −then
for every pointed ∆-cofibered compact Hausdorff space K 6= ∗, the arrow X → (X#kK)K adjoint to the
identity X#kK → X#kK is a closed cofibration.
[Note: Specialize and take K = S1 to see that the arrow of adjunction X → ΩΣX is a closed cofi-
bration.
FACT Let
 (X,x0)(Y, y0) be pointed compactly generated spaces. Assume: X is ∆-cofibered and Y
is ∆-separated −then for every ∆-cofibered compact Hausdorff space K 6= ∗, the arrow X → Y K adjoint
to a closed cofibration X#kK → Y is a closed cofibration.
[Factor the arrow X → Y K as the composite X → (X#kK)K → Y K .]
FACT Suppose that A→ X is a closed cofibration, where X is ∆-cofibered −then A is ∆-cofibered
(cf. §3, Proposition 11) and the arrow Ω∞Σ∞A→ Ω∞Σ∞X is a closed cofibration.
[All arrows in the pullback square
ΩqΣqA Ωq+1Σq+1A
ΩqΣqX Ωq+1Σq+1X
are closed cofibrations, so one can
appeal to the lemma on p. 14-4.]
PROPOSITION 34 Let (X,x0) be a pointed compactly generated space. Assume:
X is ∆-cofibered and has the pointed homotopy type of a pointed connected CW complex
−then m∞ : BV
∞[X]→ Ω∞Σ∞X is a pointed homotopy equivalence.
[In the commutative ladder
BV1[X] BV2[X] · · ·
ΩΣX Ω2Σ2X · · ·
, the horizontal arrows
are closed cofibrations and the vertical arrows are pointed homotopy equivalenes. Now cite
Proposition 15 in §3.]
HOMOTOPY COLIMIT THEOREM Let (X,x0) be a pointed connected CW com-
plex or a pointed connected ANR −then hocolim powX and Ω∞Σ∞X have the same
homotopy type.
[One has only to recall that hocolim powX and BV∞[X] have the same homotopy
type (cf. p. 14-42).]
[Note: For the validity of the condition on the diagonal, cf. p. 3-15 & p. 6-13.]
EXAMPLE Connectedness is essential here. For example, the homotopy type of hocolim pow S0
is represented by BM∞ (cd. p. 14-38) but the homotopy type of Ω
∞Σ∞S0 is represented by ΩB |M∞| (cf.
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p. 14-61) (|M∞| = BM∞ =
∐
n≥0
BSn).
Given a cofunctor C : isoΓ → CG, let Ĉ(m,n) =
∐
γ:m→n
∏
1≤j≤n
C(#(γ−1(j))) (here γ
ranges over the morphismsm→ n in Γ and Ĉ(m,0) is a point indexed by the unique arrow
m→ 0) −then with the obvious choice for the unit, [(isoΓ)OP,CG] aquires the structure
of a monoidal category by writing C ◦ D(m) =
∐
n≥0
C(n)×Sn D̂(m,n).
LEMMA The functor − ◦ D has a right adjoint HOM(D,−), where HOM(D, E)(n) =∏
m≥0
hom(D̂(m,n), E(m))Sm (hom = kCk, the internal hom functor in CG (cf. p. 1-32)),
so Nat(C ◦ D, E) ≈ Nat(C, HOM(D, E)).
An operad O in CG is a monoid in the monoidal category [(isoΓ)OP,CG]. Examples:
(1) Let On = ∗ ∀ n; (2) Let On = Sn ∀ n.
The definition of an operad makes sense if CG is replaced by any symmetric monoidal category C
which is complete and cocomplete.
[Note: Agreeing to write OPERC for MON[(isoΓ)OP,C], one can show that OPERC is complete
and cocomplete and that the forgetful functor OPERC → [(isoΓ)OP,C] has a left adjoint, the free operad
functor (Getzler-Jones†).]
Equivalently, an operad O in CG consists of compactly generated spaces On equipped
with a right action of Sn, a point 1 ∈ O1 (the unit) and for each sequence j1, . . . , jn of
nonnegative integers, a continuous function Λ : On ×k (Oj1 ×k · · · ×k Ojn) → Oj1+···+jn
satisifying the following conditions.
(OPER1) Given σ ∈ Sn, σk ∈ Sjk (k = 1, . . . , n), and f ∈ On, gk ∈ Ojk , one has
Λ(f · σ; g1, . . . , gn) = Λ(f ; gσ−1(1), . . . , gσ−1(n)) · σ(j1, . . . , jn) (σ(j1, . . . , jn) the permutation
of Sj1+···+jn that permutes the n blocks of jk successive integers per σ, the order within
each block staying fixed) and Λ(f ; g1 · σ1, . . . , gn · σn) = Λ(f ; g1, . . . , gn) · (σ1 ∐ · · · ∐ σn)
(σ1 ∐ · · · ∐ σn the permutation of Sj1+···+jn that leaves the n blocks invariant and which
restricts to σk on the k
th block).
(OPER2) Given f ∈ On, gk ∈ Ojk (k = 1, . . . , n), hkl ∈ Oikl (l = 1, . . . , jk), one
has Λ(f ; Λ(gk;hkl)) = Λ(Λ(f ; gk);hkl).
(OPER3) Given f ∈ On, one has Λ(f ; 1, . . . , 1) = f and given g ∈ Oj , one has
Λ(1; g) = g.
Example: BVq is an operad in CG. Thus with On = BV(R(q), n), write (R1, . . . , Rn).
σ = (Rσ(1), . . . , Rσ(n)) (σ ∈ Sn), take for 1 ∈ BV(R(q), 1) the identity function, and let
†Operads, Homotopy Algebra, and Iterated Integrals for Double Loop Spaces, Preprint.
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Λ : BV(R(q), n) ×k (BV(R(q), j1) ×k · · · ×k BV(R(q), jk)) → BV(R(q), j1 + · · · + jn) be
defined on element via composition j1 · [0, 1]
q
∐
· · ·
∐
jn · [0, 1]
q → n · [0, 1]q → [0, 1].
[Note: con Rq is not an operad in CG.]
EXAMPLE Let O be an operad in CG such that ∀ n, On 6= ∅. Definition: grdO is the op-
erad in CG with grdnO = |ner grdOn| (cf. p. 14-17). To specify the right action of Sn, note that
there is a simplicial map siSn → ner grdSn, hence |ner grdOn| × Sn → |ner grdOn| × |ner grdSn| ≈
|ner grd(On × Sn)| → |ner grdOn|. Next, O1 = |ner grdO1|0, so the choice for 1 is clear. Finally, Λ
is defined by |ner grdOn| ×k (|ner grdOj1 | ×k · · · ×k |ner grdOjn |) ≈ |ner grdOn ×k (Oj1 ×k · · · ×k Ojn))|
→ |ner grd(Oj1+···+jn)|. Example: let On = Sn ∀ n −then grdnO ≈ |ner tranSn| (cf. p. 0-48 ff.), i.e.,
grdnO ≈ XSn.
In terms of the Λ, a morphismO → P of operads inCG is a sequence of Sn-equivariant
continuous functions On → Pn such that the diagrams
On ×k (Oj1 ×k · · · ×k Ojn)
Pn ×k (Pj1 ×k · · · ×k Pjn)
Oj1+···+jn
Pj1+···+jn
commute and O1 → P1 sends 1 to 1.
Example: ∀ q, the arrow BVq → BVq+1 is a morphism of operads in CG.
EXAMPLE If O is an operad in CG, then sinO is an operad in SISET. Its geometric realization
|sinO| is an operad in CG and the arrow |sinO| → O is a morphism of operads in CG.
An operad O is said to be reduced if O0 = ∗.
PROPOSITION 35 Let O be a reduced operad in CG −then O extends to a creation
operator in ΓOPin → CG.
[It suffices to define O on the order preserving injections (cf. p. 13-57) or still,
for each n, on the n + 1 elementary order preserving injections σi : n → n + 1, where j → j (j ≤ i)j → j + 1 (j > i) (0 ≤ i ≤ n), the requisite arrows On+1 → On thus being the assign-
ments f → Λ(f ; 1i, ∗, 1n−i)).]
Notation: CG∗c is the full subcategory of CG∗ whose objects are the (X,x0) such
that ∗ → (X,x0) is a closed cofibration.
[Note: The standard model category structure on CG∗ is that inherited from the
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standard model category structure on CG (cf. p. 12-3) and the cofibrant objects therein
are the objects of CG∗c.]
Observation: For any creation operator C, C[?] is a functor CG∗c → CG∗c (cf. Propo-
sition 27).
PROPOSITION 36 Let O be a reduced operad in CG −then O determines a triple
TO = (TO,m, ǫ) in CG∗c.
[Take TO = O[?] and for each X, define mX : O
2[X] → O[X], ǫX : X → O[X] by
the formulas mX [f, [g1, x1], . . . , [gn, xn]] = [Λ(f ; g1, . . . , gn), x1, . . . , xn] (f ∈ On, gk ∈ Ojk
& xk ∈ X
jk (1 ≤ k ≤ n)), ǫX(x) = [1, x] (x ∈ X).]
[Note: A morphism O → P of reduced operads in CG leads to a morphism TO → TP
of triples in CG∗c.]
Examples: (1) With On = ∗ ∀ n, TOX = SP
∞X; (2) With On = Sn ∀ n, TOX = JX.
FACT Let X be a pointed compactly generated simplicial space satisfying the cofibration condition
such that ∀ n, Xn is in CG∗c. Given a reduced operad O in CG, define a pointed compactly generated
simplicial space O[X] by O[X]n = O[Xn] −then |O[X]| ≈ O[|X|].
[Work with the arrow [[f, x1, . . . , xk], t] → [f, [x1, t], . . . , [xk, t]], where f ∈ Ok, xj ∈ Xn (1 ≤ j ≤ k),
t ∈ ∆n.]
[Note: The diagrams
∣∣O2[X]∣∣ O2[|X|]
|O[X]| O[|X|]
|mX |
m|X| ,
|O[X]|
|X|
O[|X|]
|ǫX |
ǫ|X|
commute. Consequently, if X
is a simplicial TO-algebra, then |X| is a TO-algebra (by the composite O[|X|]→ |O[x]| → |X|).]
Let O be a reduced operad in CG −then an O-space is an object (X,x0) in CG∗c and
continuous functions θn : On ×k X
n → X (n ≥ 0) subject to the following assumptions.
(O-SP1) Given σ ∈ Sn, f ∈ On, and xk ∈ X (k = 1, . . . , n), one has θn(f ·
σ, x1, . . . , xn) = θn(f, xσ−1(1), . . . , xσ−1(n)).
(O-SP2) Given f ∈ On, gk ∈ Ojk (k = 1, . . . , n), xkl ∈ X (l = 1, . . . , jk), one has
θj1+···+jn(Λ(f ; g1, . . . , gn), x11, . . . , x1j1 , . . . , xn1, . . . , xnjn) = θn(f, θj1(g1;x11, . . . , x1j1), . . . ,
θjn(gn;xn1, . . . , xnjn)) .
(O-SP3) θ0(∗) = x0 and θ1(1, x) = x ∀ x ∈ X.
[Note: In practice, one sometimes encounters objects in CG∗ satisfying all the as-
sumptions that define an O-space but, strictly speaking, are not O-spaces because they
may not be in CG∗c. Up to homotopy equivalence, this is not a problem. Thus let
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X be an O-space in CG∗ and consider
∨
X (cf. p. 3-35). Define
∨
θ : On ×k
∨
X
n
→
∨
X
by
∨
θn(f,
∨
x1, . . . ,
∨
xn) =
 θn(f, r(
∨
x1), . . . , r(
∨
xn)) if
∨
xi /∈ [0, 1] − {0} (∃ i)
∨
x1 · · ·
∨
xn if
∨
xi ∈ [0, 1](∀ i)
−then
∨
X is an
O-space in CG∗c and the retration r :
∨
X → X is a morphism of O-spaces.]
Examples: (1) If On = ∗ ∀ n, then the O-spaces are the abelian cofibered monoids in
CG; (2) On = Sn ∀ n, then the O-spaces are the cofibered monoids in CG.
Example: ∀ X in CG∗c, Ω
qX is a BVq-space.
[Define θn : BV(R(q), n) ×k (Ω
qX)n → ΩqX by sending ((R1, . . . , Rn), f1, . . . , fn) to
that element of ΩqX which at s is fi(t) if Ri(t) = s lies in the interior of Ri and is x0
otherwise.]
EXAMPLE Let S be the operad in CAT with Sn = tranSn ∀ n −then in suggestive terminology,
a permutative category C is an S-category , thus its classifying space BC is a BS-space.
[Note: BSn = BtranSn = |ner tranSn| = |bar(∗,Sn;Sn)| = XSn.]
O-SP is the category whose objects are theO-spaces and whose morphismsX → Y are
the pointed continuous functionsX → Y such that the diagrams
On ×k X
n On ×k Y
n
X Y
commute.
Example: O-SP = CG∗c, if O0 = ∗, O1 = {1}, On = ∅ (n > 1).
EXAMPLE If X is an O-space, then so are ΩX and ΘX. Moreover, the inclusion ΩX → ΘX is a
morphism of O-spaces, as is the CG fibration ΘX → X.
PROPOSITION 37 Let O be a reduced operad in CG −then the categories O-SP
and TO-ALG are canonically isomorphic.
[There is a one-to-one corresponsence between the O-space structures on X and
the TO-algebra structures on X, encapsulated in the commutativity of the diagrams
On ×k X
n On[X] O[X]
X
θn
θ
for all n, i.e., the θn combine to define an arrow
θ : O[X]→ X satisfying TA1 and TA2 (cf. p. 0-29 ff.) and vice versa).]
[Note: The endomorphism operad EndX of X is defined by (EndX)n = X
Xn (pointed
exponential object in CG∗), supplied with the evident operations. Taking adjoints, the
TO-algebra structures on X correspond bijectively to morphisms of operads O → EndX
in CG.
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Example: ∀ X, O[X] is a TO-algebra, hence is an O-space.
EXAMPLE The functors Σq : CG∗ → CG∗, Ωq : CG∗ → CG∗ both respect CG∗c and (Σq ,Ωq)
is an adjoint pair, thus ∀ X, there is an arrow of adjunction X → ΩqΣqX. As noted above, ΩqΣqX is a
BVq-space or still, a TBVq -algebra. The composite BV
q [X] → BVq[ΩqΣqX] → ΩqΣqX is mq, the arrow
of May. It is a morphism of TBVq -algebras. On the other hand, ∀ X, there is an arrow of adjunction
ΣqΩqX → X, from which ΩqΣqΩqX → ΩqX. Viewing the BVq-space ΩqX as a TBVq -algebra, its struc-
tural morphism BVq[ΩqX]→ ΩqX is the composite BVq[ΩqX] mq−→ ΩqΣqΩqX → ΩqX.
FACT Let X be a pointed compacly generated simplicial space satisfying the cofibration condition
such that ∀ n, Xn is in CG∗c −then the arrow |ΩqX| → Ωq |X| is a morphism of TBVq -algebras.
[The structural morphism BVq[|ΩqX|]→ |ΩqX| is the composite BVq[|ΩqX|]→ |BVq [ΩqX]| → |ΩqX|
(cf. p. 14-48), thus one has to check that the diagram
BVq[|ΩqX|] BVq[Ωq |X|]
|BVq[ΩqX]| |ΩqX| Ωq |X|
commutes.]
FACT Let X be a pointed compactly generated simplicial space satisfying the cofibration condition
such that ∀ n, Xn is in CG∗c −then the diagram
|BVq [X]| BVq [|X|]
|ΩqΣqX| ΩqΣq |X|
|mq| mq commutes.
Let O be a reduced operad in CG, F : CG∗c → CG∗c a right TO-functor −then for
any TO-algebra X, bar(F ;TO;X) is a simplicial object in CG∗c (cf. p. 0-48) and one
writes B(F ;O;X) for its geometric realization (or just B(O;O;X) if F = TO = O[?]).
PROPOSITION 38 Let O be a reduced operad in CG such that {1} → O1 is a closed
cofibration. Suppose that F : CG∗c → CG∗c a right TO-functor which preserves closed
cofibrations −then ∀ O-space X, bar(F ;TO;X) satisfies the cofibration condition, hence
B(F ;O;X) is in CG∗c.
[On general grounds, O[?] preserves closed cofibrations (cf. p. 14-39). Moreover, the
assumption on the unit of O implies that ǫX : X → O[X] is a closed cofibration ∀ X, so
the conclusion follows from the definition of the si and the fact that F preserves closed
cofibrations.]
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EXAMPLE Σ is a right TBV1 -functor and preserves closed cofibrations. If G is a cofibered monoid
in CG, then G aquires the structure of a TBV1 -algebra via the composite BV
1[G] → JG → G. Thus it
is meaningful to form bar(Σ;TBV1 ;G). Since {1} → BV(R(1), 1) is a closed cofibration, bar(Σ;TBV1 ;G)
satisfies the cofibration condition (cf. Proposition 38) and its geometric realization B(Σ;BV1;G) is the
classifying space in the sense of May. It is true but not obvious that B(Σ; BV1;G) and BG have the same
weak homotopy type (Thomason†).
EXAMPLE Suppose that X is a path connected BVq-space −then X has the weak homotopy type
of a q-fold loop space. In fact, Σq is a right TBVq -functor, as is Ω
qΣq , so one can form B(Σq; BVq;X) and
B(ΩqΣq; BVq ;X), where nowX is viewed as aTBVq -algebra. Consider the following diagram in the category
of TBVq -algebras: X ← B(BVq; BVq;X)→ B(ΩqΣq ; BVq;X)→ ΩqB(Σq; BVq ;X). Owing to the generali-
ties on p. 0-48 ff., the arrowX ← B(BVq; BVq;X) is a homotopy equivalence (cf. p. 14-12). Next, according
to May’s approximation theorem, ∀ n, mq : BVq[(BVq)n[X]]→ ΩqΣq(BVq)n[X] is a weak homotopy equiv-
alence. Therefore, on account of Proposition 38, the arrow B(BVq ; BVq;X)→ B(ΩqΣq; BVq;X) is a weak
homotopy equivalence (cf. p. 14-8). As for the arrow B(ΩqΣq ; BVq ;X)→ ΩqB(Σq ; BVq;X) it too is a weak
homotopy equivalence. Indeed, all data is path connected and bar(ΩqΣq;TBVq ;X) = Ω
qbar(Σq ;TBVq ;X),
thus |Ωqbar(Σq ;TBVq ;X)| → Ωq |bar(Σq ;TBVq ;X)| is a weak homotopy equivalence (cf. p. 14-11).
[Note: The composite X → B(BVq; BVq ;X)→ B(ΩqΣq ; BVq;X)→ ΩqB(Σq; BVq ;X) is the adjoint
of ΣqX → B(Σq ; BVq;X) but it is not a morphism of TBVq -algebras and one cannot expect to always
find a morphism X → ΩqY of TBVq -algebras which is a weak homotopy equivalence. Take, e.g., q = 1
and let X be a path connected cofibered monoid in CG (thought of as a TBV1 -algebra). Claim: The only
morphism X → ΩY of TBV1 -algebras is the constant map X → j(y0). Proof: Inspect the commutative
diagram
BV(R(1), 1) ×k X BV(R(1), 1) ×k ΩY
X ΩY
.]
EXAMPLE Let O be a reduced operad in CG −then such that {1} → O1 is a closed cofibra-
tion. Assume: ∀ n, On → ∗ is an Sn-equivariant homotopy equivalence −then every O-space X has the
homotopy type of an abelian cofibered monoid in CG. Indeed, X and B(O;O;X) have the same homotopy
type. Moreover, ∀ n, the arrow O[On[X]] → SP∞On[X] is a homotopy equivalence (cf. Proposition 28),
so the arrow B(O;O;X) → B(SP∞;O;X) is a homotopy equivalence (cf. Proposition 4 and Proposition
38). But B(SP∞;O;X) is an abelian cofibered monoid in CG.
Let O be a reduced operad in CG −then O is said to be an E∞ operad if ∀ n, On
is a contractible compactly generated Hausdorff space, the action of Sn is free, and the
inclusion {1} → O1 is a closed cofibration.
Example: BV∞ = colimBVq is an E∞ operad, the Boardman-Vogt operad.
[In view of Proposition 31, the only thing that has to be checked is the cofibration
condition on the unit. However, by definition, BV(R(∞), 1) = colimBV(R(q), 1) and
BV(R(q), 1) → BV(R(q + 1), 1) is a closed cofibration. In addition, the diagonal embed-
ding BV(R(q), 1) → BV(R(q), 1) ×k BV(R(q), 1) is a closed cofibration (BV(R(q), 1) is a
†Duke Math. J. 46 (1979), 217-252; see also Fiedorowicz, Amer. J. Math. 106 (1984), 301-350.
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polyhedron), thus the diagonal embedding BV(R(∞), 1)→ BV(R(∞), 1)×k BV(R(∞), 1)
is a closed cofibration (cf. p. 14-4). Therefore the inclusion {1} → BV(R(∞), 1) is a closed
cofibration (cf. p. 3-16).
EXAMPLE Let On = Sn ∀ n −then grdO is an E∞ operad (cf. p. 14-46), the permutation operad
PER.
[Note: In the notation of p. 14-49, PER ≈ BS .]
Given two real inner product spaces
 UV with
 dimU ≤ ωdimV ≤ ω , each equipped
with the finite topology, let I(U, V ) be the set of linear isometries U → V . Endow I(U, V )
with the structure of a compactly generated Hausdorff space by relativising the compact
open topology on C(U, V ) and taking its “k-ification”.
LEMMA Fix a real inner product space V with dimV = ω −then ∀ real inner prod-
uct space U with dimU ≤ ω, I(U, V ) is contractible.
[Let {ui}, {vj} be orthonormal bases for U, V and let
 i1, i2 : U → U ⊕ Uj1, j2 : V → V ⊕ V be
the inclusions onto the first, second summands. Choose a homotopy F through isometries
between i1 and i2 and choose a homotopy Φ through isometries idV and φ : V → V , where
φ(vj) = v2j . Let h : V → V ⊕V be the isometry
 h(v2j) = (vj , 0)h(v2j−1) = (0, vj) , fix f0 ∈ I(U, V ),
and defineH : II(U, V )→ I(U, V ) byH(f, t) =
 Φ(2t) ◦ f (0 ≤ t ≤ 1/2)h−1 ◦ (f ⊕ f0) ◦ F (2t− 1) (1/2 ≤ t ≤ 1)
−then H(f, 0) = f , H(f, 1/2) = φ ◦ f = h−1 ◦ h ◦ φ ◦ f = h−1 ◦ j1 ◦ f = h
−1 ◦ (f ⊕f0) ◦ i1,
and H(f, 1) = h−1 ◦ (f ⊕ f0) ◦ i2 = h
−1(f0 ⊕ f0) ◦ i2, which is independent of f .]
FACT Suppose that dimU < ω and dimV = ω −then I(U, V ) is a CW complex, hence the di-
agonal embedding I(U, V ) → I(U, V ) ×k I(U, V ) is a closed cofibration (and, by the lemma, a homotopy
equivalence).
LEMMA Fix a real inner product space V with dimV = ω −then the diagonal
embedding I(V, V )→ I(V, V )×k I(V, V ) is a closed cofibration.
[Write V = colimVn, where ∀ n, dimVn = n and Vn ⊂ Vn+1 ⊂ V . Consider the
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commutative diagram
I(Vn, V ) I(Vn+1, V )
I(Vn, V )×k I(Vn, V ) I(Vn+1, V )×k I(Vn+1, V )
Here, the horizontal arrows are CG fibrations and the vertial arrows are closed cofi-
brations and homotopy equivalences. Since I(V, V ) = lim I(Vn, V ), the assertion is a
consequence of the generality infra.]
Application: The inclusion {idV } → I(V, V ) is a closed cofibration.
LEMMA Let
X0 X1 · · ·
Y0 Y1 · · ·
be a commutative ladder of compactly generated spaces.
Assume: ∀ n, the horizontal arrows are CG fibrations and the vertical arrows are closed cofibrations and
homology equivalences −then the induced map limXn → lim Yn is a closed cofibration and a homotopy
equivalence.
Example: Let V be a real inner product space with dimV = ω and write V n for the
orthogonal direct sum of the n copies of V −then the assignment n → Ln = I(V
n, V )
defines an E∞ operated L, the linear isometries operad.
[The left action of Sn on V
n by permutations induces a free right action of Sn on Ln,
the unit 1 ∈ L1 is the identity map V → V , and Λ : Ln×k (Lj1 ×k · · · ×k Ljn)→ Lj1+···+jn
sends (f ; g1, . . . , gn) to f ◦ (g1 ⊕ · · · ⊕ gn).]
EXAMPLE Take V = R∞ −then Ω∞Σ∞S0 is an L-space. Indeed, Ω∞Σ∞S0 ≈ colimΩnSn =
colim(Sn)S
n
and ∀ m,n, there is a smash product pairing (Sm)Sm ×k (Sn)Sn → (Sm#kSn)Sm×kSn , where
Sm ×k Sn = Sm+n (cf. p. 3-30).]
[Note: Boardman-Vogt† have given a systematic procedure for generating various classes of examples
of L-spaces.]
LEMMA Let G be a finite group and let X be a right G-space. Assume: Each x ∈ X
has a neighborhood U with the property that U · g ∩ U = ∅ ∀ g 6= e −then the projection
X → X/G is a covering projection.
Application: Let G be a finite group and let X be a right G-space. Assume: The
action of G is free and X is Hausdorff −then the projection X → X/G is a covering pro-
jection.
[Note: Subject to these conditions on X, given any other right G-space Y , the prod-
†SLN 347 (1973), 207-217; see also May, SLN 577 (1977), 9-24.
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uct X × Y satisifies the hypotheses of the lemma, as does X ×k X, hence the projection
X × Y → (X × Y )/G is a covering projection, as is X ×k Y → (X ×k Y )/G.]
PROPOSITION 39 Let O → P be a morphism of E∞ operads −then ∀ X, the
induced map O[X]→ P[X] is a weak homotopy equivalence.
[Consider the commutative diagram
On ×Sn X
n On ×Sn X
n
∗ On−1[X]
Pn ×Sn X
n Pn ×Sn X
n
∗ Pn−1[X]
Arguing inductively, the arrow On−1[X]→ Pn−1[X] is a weak homotopy equivalence. But
the same is also true of the other two vertical arrows (compare the long exact sequences
in the homotopy of the relevant covering projections). Therefore, since the horizontal ar-
rows on the left are closed cofibrations, it follows that On[X]→ Pn[X] is a weak homotopy
equivalence (cf. p. 4-54), thus O[X]→ P[X] is a weak homotopy equivalence (cf. p. 4-50).]
Example: Let
 O′O′′ be E∞ operads −then their product O′×O′′ is an E∞ operad
and ∀ X, the arrows (O′ ×O′′)[X] →
 O′[X]O′′[X] induced by the projections O′ ×O′′ → cO′O′′ are weak homotopy equivalences.
Example: Let O be an E∞ operad −then |sinO| is an E∞ operad (cf. p. 14-47) and
∀ X, the arrow |sinO| [X]→ O[X] is a weak homotopy equivalence.
[Note: Viewed as a creation operator, O need not be universal (but |sinO| is).]
FACT Let
 CD be creation operators, where ∀ n,
 CnDn is a compactly generated Hausdorff
space and the action of Sn is free. Suppose given an arrow φ : C → D such that ∀ n, φn : Cn → Dn is a
weak homotopy equivalence −then ∀ X, φ induces a weak homotopy equivalence C[X]→ D[X].
[Note: By the same token, if f : X → Y is a weak homotopy equivalence, then Cf : C[X]→ C[Y ] is a
weak homotopy equivalence provided that ∀ n, Cn is a compactly generated Hausdorff space and the action
of Sn is free.]
PROPOSITION 40 let O be an E∞ operad −then every O-space X is a homotopy
associative, homotopy commutative H-space.
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[To define the product, fix f2 ∈ O2 and consider θ2(f2,−|) : X
2 → X (up to homotopy,
the product in independent of the choice of f2 ∈ O2 ).]
[Note: If X → Y is a morphism of O-spaces, then X → Y is a morphism of H-spaces.]
EXAMPLE Let O = PER ≈ BS and take f2 = e ∈ S2 ⊂ XS2 −then with this choice for the
product, every O-space is a homotopy commutative cofibered monoid in CG.
Working in the compactly generated category, let X be a homotopy associative, ho-
motopy commutative H-space −then a group completion of X is a morphism X → Y of
H-spaces, where Y is homotopy associative and π0(Y ) is a group, such that π0(X) ≈ π0(Y )
and H∗(X;k)[π0(X)
−1] ≈ H∗(Y ;k) for every commutative ring k with unit.
Example: Let G be a cofibered monoid in CG. Assume G is homotopy commutative
−then according to Proposition 16 and the group completion theorem, the arrowG→ ΩBG
is a group completion.
EXAMPLE Take X = Q (discrete topology), Y = Q (usual topology) −then the identity map
X → Y is a group completion but it is not a homotopy equivalence.
[Note: Suppose that X → Y is a group completion, where
 XY are pointed complactly generated
CW spaces −then X → Y is a weak homotopy equivalence if π0(X) is a group. Proof: One has π0(X) ≈
π0(X) ≈ π0(Y ) and there are homotopy equivalences
 X → X0 × π0(X)Y → Y0 × π0(Y ) , where
 X0Y0 is the path
component of the identity element, thus the assertion follows from Dror’s Whitehead theorem.]
EXAMPLE Given a permutative category C, let C+ be the simplicial object in CAT defined by
C+n =
n+2∏
1
C, where
di(X0, X
′
0, X1, . . . , Xn) =

(X0 ⊗X1, X ′0 ⊗X1, X2, . . . , Xn) (i = 0)
(X0, X
′
0, X1, . . . , Xi ⊗Xi+1, . . . , Xn) (0 < i < n)
(X0, X
′
0, X1, . . . , Xn−1) (i = n)
si(X0, X
′
0, X1, . . . , Xn) = (X0, X
′
0, X1, . . . , Xi, e,Xi+1, . . . , Xn) −then there is a functor C → gro∆OPC+
and Thomason† has shown that the arrow BC→ B(gro∆OPC+) is a group completion.
EXAMPLE Let X be a monoidal compactly generated simplicial space. Assume: X satisfies the
cofibration condition and X1 is homotopy commutative −then the arrow X1 → Ω |X| is a group completion
(Quillen‡).
†Math. Proc. Cambridge Philos. Soc. 85 (1979), 91-109.
‡Memoirs Amer. Math. Soc. 529 (1994), 89-105.
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LEMMA Let X be a homotopy associative, homotopy commutative H-space. Sup-
pose that X → Y is a morphism of H-spaces, where Y is homotopy associative and π0(Y )
is a group, such that π0(X) ≈ π0(Y ) and H∗(X;k)[π0(X)
−1] ≈ H∗(Y ;k) for all prime
fields k −then the arrow X → Y is a group completion.
SUBLEMMA Let
 KL be pointed CW complexes, f : K → L a pointed continuous function.
Assume: f is a pointed homology equivalence −then Σf : ΣK → ΣL is a pointed homotopy equivalence.
[Given (X,x0) in CW∗, let Xi0 , Xi (i ∈ I) be its set of path components, where x0 ∈ Xi0 . Choose a
vertex xi in each Xi −then up to pointed homotopy, ΣX =
∨
i
ΣXi ∨ Σπ0(X).]
LEMMA Let
 XY , Z be ∆-separated pointed CW spaces in CG∗c, f : X → Y a pointed
homology equivalence. Suppose that Z is a homotopy associative H space such that π0(Z) is a group −then
the precomposition arrow f∗ : [Y,Z]→ [X,Z] is bijective.
[Take Z path connected and fix a retraction JZ → Z. Since [ΣY,ΣZ] ≈ [ΣX,ΣZ], the arrow
[Y,ΩΣZ] → [X,ΩΣZ] is bijective, so the assertion is true for JZ (cf. Proposition 19). Now use the com-
mutative diagram
[Y, JZ] [X, JZ]
[Y,Z] [X,Z]
to see that the assertion is true for Z.]
[Note: To define a retraction JZ → Z, make a choice for associating itereated products. Continuity
is ensured if the homotopy unit is a strict unit, which can always be arranged (since Z ∨ Z → Z ×k Z is a
closed cofibration (cf. p. 3-28)).]
FACT Let X,
 Y1Y2 be ∆-separated pointed CW spaces in CG∗c. Assume: π0(X) = Z≥0 and X → Y1X → Y2 are group completions −then ∃ a pointed homotopy equivalence Y1 → Y2.
MAY’S GROUP COMPLETION THEOREM Let (X,x0) be a wellpointed compactly
generated space with {x0} ⊂ X closed. Assume: X is ∆-separated−thenm∞ : BV
∞[X]→
Ω∞Σ∞X is a group completion.
[Note: When specialized to a path connected X, one recovers Proposition 33.]
Homological calculations of this sort have their origins in the work of Dyer-Lashof†.
Details are in May‡.
Example: X ∆-cofibered =⇒ Ω∞Σ∞X ∆-cofibered (cf. p. 14-44). And: Ω∞Σ∞X
is a BV∞-space. The composite BV∞[X] → BV∞[Ω∞Σ∞X] → Ω∞Σ∞X is m∞, the
†Amer. J. Math. 84 (1962), 35-88.
‡SLN 533 (1976), 39-59.
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arrow of May. It is a morphism of TBV∞ -algebras.
PROPOSITION 41 Let O be an E∞ operad −then there is a functor G : O-SP →
CG∗c and a natural transformation id → G such that for every O-space X, the arrow
X → GX is a group completion.
[The product O ×PER is an E∞ operad and X is an O ×PER-space (through the
projection O × PER → O). Consider the arrows X ← B(O × PER;O × PER;X) →
B(PER;O ×PER;X) in the category of TO×PER-algebras. The generalities on p. 0-48
ff. imply that the arrow X ← B(O × PER;O × PER;X) is a homotopy equivalence
(cf. p. 14-12) and Propositions 38 and 39 imply that the arrow B(O × PER;O ×
PER;X) → B(PER;O ×PER;X) is a weak homotopy equivalence (cf. p. 14-8). Since
B(PER;O ×PER;X) is a PER-space, it is a homotopy commutative cofibered monoid
in CG (cf. p. 14-54). Put GX = ΩBB(PER;O × PER;X) and let X → GX be the
composite X → B(O ×PER;O ×PER;X)→ B(PER;O ×PER;X)→ GX.]
FACT Let O be an E∞ operad. Suppose that A → X is a closed cofibration, where A, X are
∆-separated O-spaces −then GA→ GX is a closed cofibration.
[The arrow B(PER;O×PER;A)→ B(PER;O×PER;X) is a closed cofibration (cf. p. 14-5 & p.
14-39).]
PROPOSITION 42 Let O be an E∞ operad such that ∀ n, On is an Sn-CW complex
−then ∀, ∆-cofibered X, O[X] is ∆-cofibered.
[By induction, ∀ n, On[X] is ∆-cofibered (cf. p. 3-17). Therefore O[X] = colimOn[X]
is ∆-cofibered (cf. p. 14-4).]
[Note: If O is an E∞ operad, then |sinO| is an E∞ operad such that ∀ n |sinOn| is
an Sn-CW complex.]
Given an E∞ operad O, put O
∞ = O × BV∞ −then every O-space X is an O∞-
space. On the other hand, |sinX| is a |sinO|-space, hence is a |sinO∞|-space. The
arrows |sinO∞| [|sinX|] → |sinBV∞| [|sinX|], |sinBV∞| [|sinX|] → BV∞[|sinX|] are
weak homotopy equivalences (cf. Proposition 39), thus the composite |sinO∞| [|sinX|]→
Ω∞Σ∞ |sinX| is a group completion.
[Note: The diagram
|sinX| B(|sinO∞| ; |sinO∞| ; |sinX|)
X B(O∞;O∞;X)
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commutes. Here, the horizontal arrows are homotopy equivalences and the vertical arrows
are weak homtopy equivalences.]
PROPOSITION 43 Let O be an E∞ operad. Suppose that X is an O-space −then
the arrow B(|sinO∞| ; |sinO∞| ; |sinX|) → B(Ω∞Σ∞; |sinO∞| ; |sinX|) is a morphism of
|sinO∞|-spaces (cf. p. 14-48) and a group completion.
[Consider the commutative diagram
|sinX| B(|sinO∞| ; |sinO∞| ; |sinX|) B(Ω∞Σ∞; |sinO∞| ; |sinX|)
G |sinX| B(G |sinO∞| ; |sinO∞| ; |sinX|) B(GΩ∞Σ∞; |sinO∞| ; |sinX|)
.
The arrow |sinX| ←− B(|sinO∞| ; |sinO∞| ; |sinX|) is a homotopy equivalence, as is
the arrow G |sinX| ← B(G |sinO∞| ; |sinO∞| ; |sinX|). But |sinX| → G |sinX| is a
group completion, so B(|sinO∞| ; |sinO∞| ; |sinX|) → B(G |sinO∞| ; |sinO∞| ; |sinX|) is
a group completion. Since Ω∞Σ∞ preserves closed cofibrations between ∆-cofibered ob-
jects (cf. p. 14-44), Proposition 42 implies that bar(Ω∞Σ∞;T|sinO∞|; |sinX|) satisfies
the cofibration condition (see the proof of Proposition 38). Analogous remarks apply to
bar(GΩ∞Σ∞;T|sinO∞|; |sinX|) and bar(G |sinO
∞| ;T|sinO∞|; |sinX|). Therefore the ar-
rowsB(Ω∞Σ∞; |sinO∞| ; |sinX|)→B(GΩ∞Σ∞; |sinO∞| ; |sinX|), B(G |sinO∞| ; |sinO∞| ;
|sinX|)→ B(GΩ∞Σ∞; |sinO∞| ; |sinX|) induce isomorphisms in homology ∀ k (cf. Propo-
sition 10) and the assertion follows.]
Maintaining the preceding assumptions, put Oq = O × BVq.
LEMMA Let O be an E∞ operad. Suppose that X is a ∆-separated O-space −then
the arrow B(Ω∞Σ∞; |sinO∞| ; |sinX|) → B(Ω∞Σ∞;O∞;X) is a weak homotopy equiva-
lence.
[Since B(Ω∞Σ∞; |sinO∞| ; |sinX|) ≈ colimB(ΩqΣq; |sinOq| ; |sinX|), B(Ω∞Σ∞;
O∞;X) ≈ colimB(ΩqΣq;Oq;X), where B(ΩqΣq; |sinOq| ; |sinX|) → B(Ωq+1Σq+1;∣∣sinOq+1∣∣ ; |sinX|), B(ΩqΣq;Oq;X) → B(Ωq+1Σq+1;Oq+1;X) are closed embeddings, it
will be enough to show that ∀ q, the arrow B(ΩqΣq; |sinOq| ; |sinX|) → B(ΩqΣq;Oq;X)
is a weak homotopy equivalence (cf. p. 4-50). However, bearing in mind Proposition 38,
∀ n, |sinOq|n [|sinX|] → (Oq)n[X] is a weak homotopy equivalence (cf. p. 14-54), hence
∀ n, ΩqΣq |sinOq|n [|sinX|]→ ΩqΣq(Oq)n[X] is a weak homotopy equivalence (cf. p. 14-34
ff.), so the generality on p. 14-8 is applicable.]
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[Note: While B(Ω∞Σ∞; |sinO∞| ; |sinX|) is in CG∗c, this is not a prior the case of
B(Ω∞Σ∞;O∞;X) (both space are, of course, ∆-separated). Still B(Ω∞Σ∞;O∞;X) is an
O∞-space in CG∗ (see remarks on p. 14-48).]
PROPOSITION 44 Let O be an E∞ operad. Suppose that X is a ∆-separated O-
space −then the arrow B(O∞;O∞;X)→ B(Ω∞Σ∞;O∞;X) is a morphism of O∞-spaces
(cf. p. 14-48) and a group completion.
[In the commutative diagram
B(|sinO∞| ; |sinO∞| ; |sinX|) B(Ω∞Σ∞; |sinO∞| ; |sinX|)
B(O∞;O∞;X) B(Ω∞Σ∞;O∞;X)
,
the vertical arrows are weak homotopy equivalences and, by Proposition 43, the top hori-
zontal arrow is a group completion.]
[Note: When X is path connected, the arrow B(O∞;O∞;X) → B(Ω∞Σ∞;O∞;X)
is a weak homotopy equivalence (cf. Proposition 33).]
A spectrum X is a sequence of pointed ∆-separated compactly generated spaces Xq
and pointed homeomorphisms Xq
σq
−→ ΩXq+1. SPEC is the category whose objects are
the spectra and whose morphisms f : X→ Y are sequences of pointed continuous functions
fq : Xq → Yq such that the diagram
Xq Yq
ΩXq+1 ΩYq+1
fq
Ωfq+1
commutes ∀ q.
[Note: The indexing begins at 0.]
There is a functor U∞ : SPEC→∆-CG∗ that sends X = {Xq} to X0. It has a left
adjoint Q∞ :∆-CG∗ → SPEC defined by (Q
∞X)q = Ω
∞Σ∞ΣqX.
[Note: The repetition principle implies that ΩΩ∞Σ∞Σq+1X ≈ ΩΩ∞Σ∞ΣΣqX ≈
Ω∞Σ∞ΣqX.]
An infinite loop space is a pointed ∆-separated compactly generated space in the im-
age of U∞. Example: ∀ X, Ω∞Σ∞X is an infinite loop space. Every infinite loop space is
a BV∞-space (in the extended sense of the word (cf. p. 14-48)).
EXAMPLE If X = {Xq} is a spectrum such that X0 is wellpointed, then ∀ q, there is an arrow
ΩqΣqΩqXq → ΩqXq , from which an arrow Ω∞Σ∞X0 → X0. Viewing the BV∞-space X0 as a TBV∞-
algebra, its structural morphism BV∞[X0]→ X0 is the composite BV∞[X0] m∞−→ Ω∞Σ∞X0 → X0.
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A spectrum X is said to be connective if X1 is path connected and Xq is (q − 1)-
connected (q > 1).
Example: Given an E∞ operad O and a ∆-separated O-space X, the assignement
q → BqX = colimΩ
nB(Σn+q;On+q;X) specifies a connective spectrum BX.
[To check that BqX is ∆-separated, it need only be shown that the arrow Ω
nB(Σn+q;
On+q;X) → Ωn+1B(Σn+1+q;On+1+q;X) is a closed embedding (cf. p. 1-35). To see this,
note that ΣB(Σn+q;On+q;X) ≈B(Σn+1+q;On+q;X) (cf. p. 14-11) andB(Σn+1+q;On+q;X)
→ B(Σn+1+q;On+1+q;X) is a closed embedding (in fact, a closed cofibration). Therefore
B(Σn+q;On+q;X) → ΩB(Σn+1+q;On+1+q;X) is a closed embedding. And: Ωn preserves
closed embeddings.]
[Note: That BX is connective is implied by the generalities on p. 14-11.]
Remark: The arrow colimB(ΩqΣq;Oq;X) → colimΩqB(Σq;Oq;X) is a morphism of
∆-separated O∞-spaces (cf. p. 14-49 ff.) and a weak homotopy equivalence.
[In fact, bar(ΩqΣq;TOq ;X) = Ω
qbar(Σq;TOq ;X), so |Ω
qbar(Σq;TOq ;X)| →
Ωq |bar(Σq;TOq ;X)| is a weak homotopy equivalence (cf. p. 14-11).]
PROPOSITION 45 Let O be an E∞ operad. Suppose that X is a ∆-separated O-
space −then the composite X → B(O∞;O∞;X)→ B(Ω∞Σ∞;O∞;X)→ B0X is a group
completion.
[Taking into account Proposition 44, this follows from what has been said above.]
[Note: It is not claimed that B0X is wellpointed.]
Therefore every ∆-separated O-space X group completes to an infinite loop space.
[Note: Consequently, if X is path connected, then X has the weak homotopy type of
an infinite loop space.]
Remark: Proposition 45 is true for any ∆-separated O∞-space (same argument).
[Note: Observe that every BV∞-space is an O∞-space.]
EXAMPLE Specializing to O = PER, one sees that the classifying space BC of a permutative
category C group completes to an infinite loop space.
PROPOSITION 46 Let O be an E∞ operad. Suppose that X = {Xq} is a spectrum
such that X0 is wellpointed −then there is a morphism b : BX0 → X in SPEC such that
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the diagram
B(O∞;O∞;X0) B(Ω
∞Σ∞;O∞;X0)
X0 B0X0b0
commutes.
[Proceeding formally, use the arrow B(Σn+q;On+q; Ωn+q;Xn+q) → Xn+q to define
bq : BqX0 → Xq.]
[Note: It is a corollary that the composite X0 → B0X0
b0→ X0 is the identity. Another
corollary is that b0 is a weak homotopy equivalence provided that X0 is path connected.]
PROPOSITION 47 Let O be an E∞ operad −then ∀ ∆-cofibered X in CG∗, there is
a morphism f : BO∞[X] → Q∞X of spectra such that ∀ q, fq : BqO
∞[X] → Ω∞Σ∞ΣqX
is a pointed homotopy equivalence.
[The arrow B(Σn+q;On+q; Ωn+q[X])→ Σn+qX is a pointed homotopy equivalence (cf.
p. 0-48 ff.). Apply Ωn and let n → ∞. In this connection, the assumption that X is
∆-cofibered guarantees that ΩnΣn+qX → Ωn+1Σn+1+qX is a closed cofibration (cf. p.
14-44), so Proposition 15 in §3 is applicable.]
[Note: Working through the definitions, one finds that f is equal to the composite
BO∞[X]→ BBV∞[X]→ BΩ∞Σ∞X
b
→ Q∞X.]
EXAMPLE Take O = PER ≈ BS and let X = S0 −then O[S0] ≈ |M∞| =
∐
n≥0
BSn and
the projection O∞[S0] → O[S0] is a weak homotopy equivalence. On the other hand, the composite
O∞[S0] → B0O∞[S0] → Ω∞Σ∞S0 is a group completion (cf. Propositions 45 and 47), as is the ar-
row |M∞| → ΩB |M∞|. Therefore Ω∞Σ∞S0 and ΩB |M∞| have the same pointed homotopy type (cf.
p. 14-56). The homotopy groups πs∗ of Ω
∞Σ∞S0 are the stable homotopy groups of spheres. Since
ΩB |M∞| ≈ Z × BS+∞, it follows that πs∗ ≈ π∗(BS+∞). Example: πs1 ≈ π1(BS+∞) = S∞/A∞ ≈ Z/2Z.
There is also a connection with algebraic K-theory. Thus S∞ ⊂ GL(Z), A∞ ⊂ E(Z), so there is an arrow
BS+∞ → BGL(Z)+. The associated homomorphism πsn → Kn(Z) (= πn(BGL(Z)+)) can be bijective (e.g.,
if n = 1) but in general is neither injective nor surjective (see Mitchell† for a discussion and more informa-
tion).
[Note: Let C =M∞ = isoΓ −then another model for Ω∞Σ∞S0 is B(gro∆OPC+) (cf. p. 14-55.]
EXAMPLE Given a discrete group G, form S∞
∫
G (cf. p. 14-19) −then a model for the plus
construction on BS∞
∫
G is the path component of Ω∞Σ∞BG+ containing the constant loop. E.g.: When
G = ∗, Ω∞Σ∞BG+ is Ω∞Σ∞S0 and when G = Z/2Z, Ω∞Σ∞BG+ is Ω∞Σ∞P∞(R)+.
Π is the category whose objects are the finite sets n ≡ {0, 1, . . . , n} (n ≥ 0) with base
point 0 and whose morphisms are the base point preserving maps γ : m → n such that
†In: Algebraic Topology and its Applications, G. Carlsson et al. (ed.), Springer Verlag (1994), 163-240
(cf. 182-183).
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#(γ−1(j)) ≤ 1 (1 ≤ j ≤ n). So: Γin is a subcategory of Π and Π is a subcategory of Γ.
[Note: Let (X,x0) be a wellpointed compactly generated space with {x0} ⊂ X closed
−then the formulas that define pow X as a functor Γin → CG∗ serve to define pow X as
a functor Π→ CG∗.]
A category of operators is a compactly generated category C such that ObC→ MorC
is a closed cofibration, where ObC = ObΓ (discrete topology), subject to the requirement
that C contains Π and admits an augmentation ǫ : C→ Γ which restricts to the inclusion
Π→ Γ. One writes C(m,n) for the set of morphisms m → n. Example: Γ is a category
of operators, as is Π.
Every category of operators is a CG-category.
[Note: A morphism of categories is a continuous functor F : C → D such that
Fn→ n for all n and
Γ
C D
Π
F commutes.]
FACT Let C be a category of operators. Suppose that X is a right C-object and Y is a left C-object
−then bar(X;C;Y ) satisfies the cofibration condition.
A cofibered operad in CG is a reduced operad O in CG for which the inclusion
{1} → O1 is a closed cofibration. Example: Every E∞ operad is a cofibered operad in
CG.
Notation: Given morphisms γ : m → n, δ : n → p in Γ, let σk(δ, γ) be the permu-
tation on #((δ ◦ γ)−1(k)) letters which converts the natural ordering of (δ ◦ γ)−1(k) to
the ordering associated with
⋃
δ(j)=k
γ−1(j) (all elements of γ−1(j) precede all elements of
γ−1(j′) if j < j′) and each γ−1(j) has its natural ordering).
PROPOSITION 48 Let O be a cofibered operad in CG −then O determines a
category of operators Ô.
[Put Ô(m,n) =
∐
γ:m→n
∏
1≤j≤n
O(#(γ−1(j))) (cf. p. 14-45). Here composition
Ô(m,n)×Ô(n,p)→ Ô(m,p) is the rule (δ; g1, . . . , gp)◦(γ, f1, . . . , fn) = (δ ◦γ, h1, . . . , hp),
hk being Λ(gk; fj(δ(j) = k)) · σk(δ, γ) and (idn; 1, . . . , 1) is the identity element in Ô(n,n).
The augmentation ǫ : Ô → Γ is obvious, viz. ǫ(γ; f1, . . . , fn) = γ. To define the inclusion
Π→ Ô, send γ :m→ n to (γ; f1, . . . , fn) where
 fj = 1 (j ∈ im γ)fj = ∗ (j /∈ im γ) .]
Examples: (1) Let On = ∗ ∀ n −then Ô = Γ; (2) Let O0 = ∗, O1 = {1}, On = ∅
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(n > 1) −then Ô = Π.
A Π-space is a functor X : Π → CG∗ and a Π-map is a natural transformation
f : X → Y .
Given (n ≥ 1), there are projections πi : n → 1 (i = 1, . . . , n), where πi(j) = 1 (i = j)0 (i 6= j) . A Π-space X is said to be special if X0 = ∗ and ∀ n ≥ 1, the arrow
Xn → X1 ×x · · · ×x X1 determined by the πi is a weak homotopy equivalence.
Given an injection γ :m→ n, let Sγ be the subgroup of Sn consisting of those σ such
that σ(im γ) = im γ. A Π-space X is said to be proper if X0 = ∗ and ∀ γ :m→ n in Γin,
Xγ : Xm → Xn is a closed Sγ-cofibration (cf. infra). In particular: ∗ → Xn is a closed
Sn-cofibration, so ∀ n, Xn is in CG∗c.
[Note: Associated with each σ ∈ Sγ is a permutation σ˜ ∈ Sm such that σ ◦ γ = γ ◦ σ˜
and the assignment σ → σ˜ is a homomorphism Sγ → Sm. Thus Xm and Xn are left
Sγ-spaces and Xγ : Xm → Xn is equivariant.]
Example: ∀ X in CG∗c, pow X is a proper special Π-space.
Let G be a finite group. Let A and X be left G-spaces −then an equivariant continuous function
i : A → X is said to be a G-cofibration if it has the following property: Given any left G-space Y and
any pair (F, h) of equivariant continuous functions
 F : X → Yh : IA→ Y such that F ◦ i = h ◦ i0, there is an
equivariant continuous function H : IX → Y such that F = H ◦ i9 and H ◦ Ii = h.
[Note: Every G-cofibration is an embedding and the induced map G\A→ G\X is a cofibration.]
The theory set forth in §3 has an equivariant analog (Boardman -Vogt†). For example, Proposition
1 in §3 becomes: Let A be an invariant subspace of X −then the inclusion A → X is a G-cofibration iff
i0X ∪ IA is an equivariant retract of IX. The notion of an equivariant Strøm structure on (X,A) is clear
and there is a G-cofibration characterization theorem.
[Note: A G-cofibration is thus a cofibration.]
EXAMPLE Suppose that (X,x0) is in CG∗c −then the inclusion Xn∗ → Xn is a closed Sn-
cofibration.
LEMMA Let A be an invariant subspace of the left G-space X. Suppose that A = A1 ∪ · · · ∪An,
where each Ai is closed in X, and suppose that G operates on {1, . . . , n} in such a way that g · Ai = Ag·i.
Put AS =
⋂
i∈S
Ai (S ⊂ {1, . . . , n}) −then A → X is a closed G-cofibration if ∀ S 6= ∅, AS → X is a closed
GS-cofibration, GS ⊂ G the stabilizer of S.
[Note: Take for G the trivial group to recover Proposition 8 in §3 (with 2 replaced by n).]
EXAMPLE Let X be a proper special Π-space. Put sXn−1 = s0Xn−1 ∪ · · · ∪ sn−1Xn−1, where
†SLN 347 (1973), 231-239.
si = Xσi and σi(j) =
 j (j ≤ i)j + 1 (j > i) (0 ≤ i < n) −then the inclusion sXn−1 → Xn is a closed Sn-
cofibration.
Notation: psΠ-SP is the category of proper special Π spaces.
PROPOSITION 49 Let L be the functor from psΠ-SP to CG∗c that sends X to
X1 and let R be the functor from CG∗c to psΠ-SP that sends X to pow X −then (L,R)
is an adjoint pair.
[Note: The arrow of adjunction LRX → X is the identity and the arrow of adjunction
X → RLX has for its components the map induced by the πi.]
Let C be a category of operators −then a C-space is a continuous functor X : C →
CG∗ and a C-map is a natural transformation f : X → Y .
Continuity in this context means that ∀ m,n the arrow C(m,n) ×k Xm → Xn is continuous. To
clarify the matter, let E = XXmn (exponential object in CG), E∗ = X
Xm
n (pointed exponential object in
CG∗) −then there is a commutative triangle
C(m,n) E∗
E
, where E∗ → E is a CG-embedding.
Thus the arrow C(m,n)→ E∗ is continuous iff the arrow C(m,n)→ E is continuous or still, iff the arrow
C(m,n)×k Xm → Xn is continuous.
A C-space is said to be special or proper if its restriction to Π is special or proper.
Example: A Γ-space is an Ô-space, where On = ∗ ∀ n. Every abelian monoid G in
CG gives rise to a special Γ-space (cf. p. 13-57), the Γ-nerve of G : Γ-nerG (which is
proper if G is cofibered).
LEMMA Let O be a cofibered operad in CG −then an Ô-space with underlying
space powX determines and is determined by an O-space structure on X.
[To specify an O-space structure on X is to specify a morphism O → EndX of op-
erads in CG (cf. p. 14-49), from which an Ô-space Ô → CG∗ with underlying space
powX. Conversely, let γn : n → 1 be the arrow j → 1 (1 ≤ j ≤ n) and view On as the
component of γn in Ô(n,1). Per an Ô-space with underlying space powX, restriction of
Ô(n,1)→ XX
n
to On defines a morphism O → EndX of operads in CG.]
Let O be a cofibered operad in CG −then by restriction, Ô(−,n) defines a functor
ΠOP → CG ∀ n ≥ 0. Given a Π-space X, put Ôn[X] = Ô(−,n)⊗Π X (so Ô0[X] = X0)
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and call Ô[X] the Π-space which takes n to Ôn[X]. Composition in Ô leads to maps
Ô(m,n)× Ôm[X]→ Ôn[X] or still, to an arrow mX : Ô
2[X]→ Ô[X], while the identities
in Ô induce an arrow ǫX : X → Ô[X]. Both arrows are natural in X and with TÔ = Ô[?],
it is seen that TÔ = (TÔ,m, ǫ) is a triple in Π,CG∗].
Notation: Let E(m,n) be the set of base point preserving maps ǫ : m → n such
that ǫ−1(0) = {0} and i ≤ i′ =⇒ ǫ(i) ≤ ǫ(i′). Put Sǫ = Sǫ1 × · · · × Sǫn ⊂ Sm, where
ǫj = #(ǫ
−1(j)).
[Note: Let σ ∈ Sm −then ǫ ◦ σ ∈ E(m,n) iff σ ∈ Sǫ.]
PROPOSITION 50 Suppose that X is a proper Π-space. Denote by Ôm,n[X] the
image of
∐
m′≤m
Ô(m′,m) ×k Xm′ in Ôn[X] −then Ôm,n[X] is a closed subspace of Ôn[X]
and Ôn[X] = colim Ôm,n[X]. In addition the commutative diagram
∐
ǫ∈E(m,n)
∏
1≤j≤n
Oǫj ×Sǫ sXm−1 Ôm−1,n[X]
∐
ǫ∈E(m,n)
∏
1≤j≤n
Oǫj ×Sǫ Xm Ôm,n[X]
is a pushout square and the arrow Ôm−1,n[X]→ Ôm,n[X] is a closed cofibration.
[Note: For the definition of “s”, see p. 14-63.]
Remark: Xn ∆-separated ∀ n + Ôn ∆-separated ∀ n =⇒ Ôn[X] ∆-separated ∀ n
(cf. p. 14-39).
FACT If X is a proper Π-space, then Ô[X] is a proper Π-space and ǫX : X → Ô[X] is a levelwise
closed cofibration.
PROPOSITION 51 Fix an X in CG∗c −then LÔ[RX] (= Ô1[powX] (cf. Proposi-
tion 49)) ≈ Ô[X] and Ô[RX] ≈ RÔ[X].
LEMMA Let O be a cofibered operad in CG. Assume: ∀ n, On is a compactly
generated Hausdorff space and the action of Sn is free. Suppose given a Π-map f : X → Y
such that ∀ n, fn : Xn → Yn is a weak homotopy equivalence −then ∀ n, Ônf : Ôn[X] →
Ôn[Y ] is a weak homotopy equivalence provided that X and Y are proper.
[This is a variant on the argument used in the proof of Propostion 39.]
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PROPOSITION 52 Let O be a cofibered operad in CG. Assume: ∀ n On is a
compactly generated Hausdorff space and the action of Sn is free. Suppose that X is a
proper special Π-space −then Ô[X] is a proper special Π-space.
[Ô[X] is necessarily proper (cf. supra). To check that Ô[X] is special, consider the
commutative diagram
Ôn[X] Ôn[RLX]
(Ô1[X])
n (Ô1[RLX])
n
, bearing in mind the lemma and the
fact that the arrow of adjunction X → RLX is a levelwise weak homotopy equivalence
(Proposition 51 supplies an identification Ôn[RLX] ≈ (Ô1[RLX])
n).]
Application: Let O be an E∞ operad −then the triple TÔ = (TÔ,m, ǫ) in [Π,CG∗]
restricts to a triple in psΠ-SP and its asccociated category of algebras is canonically iso-
morphic to the category of psÔ-SP of proper special Ô-spaces (cf. Proposition 37).
Suppose that X is a simplicial Π-space −then the realization |X| of X is the Π-space
defined by |X| (n) = |[m]→ Xm(n)|.
Example: If O is an E∞ operad and if X is a proper special Ô-space , then the real-
ization B(Ô, Ô,X) of bar(TÔ;TÔ;X) is a proper special Ô-space .
LEMMA Suppose that F : CG∗c → V is a right TO-functor −then F ◦ L : psΠ-SP
→ V is a right T
Ô
functor.
[The relevant natural transormation F ◦ L ◦TÔ → F ◦ L is the composite FLÔ[X]→
FLÔ[RLX] = FLRO[LX] = FO[LX]
ρLX
−−−−→ FLX.]
Let O be an E∞ operad, F : CG∗c → CG∗c a right TO-functor −then for any TÔ-
algebra X, bar(F ◦L;T
Ô
;X) is a simplicial object in CG∗c and one writes B(F ◦ L; Ô;X)
for its geometric realization.
[Note: It is clear that there is a version of Proposition 38 applicable to this situation.]
PROPOSITION 53 let O be an E∞ operad −then there is a functor U from ps Ô-SP
to ps Ô-SP and a functor V from ps Ô-SP to O-SP plus Ô-maps X ← UX → RVX
natural in X such that X ← UX is a levelwise homotopy equivalence and UX → RVX is
a levelwise weak homotopy equivalence.
[Put UX = B(Ô; Ô;X) and V X = B(TO ◦ L; Ô;X) So, in obvious notation RVX =
B(R ◦ TO ◦ L; Ô;X) and the arrow UX → RVX is defined in terms of the arrows
Ôn[X] → (O[X1])
n, hence is a levelwise weak homotopy equivalence (see the proof of
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Proposition 52).]
[Note: Suppose that X is an O-space −then B(Ô; Ô;RX) ≈ RB(Ô; Ô;X) ( =⇒
LB(Ô; Ô;RX) ≈ B(O;O;X)) and V RX ≈ B(O;O;X) (cf. Proposition 51).]
Remarks: (1) X ∆-separated =⇒ UX, V X ∆-separated; (2) X → UX is not an
Ô-map (but it is a Π-map).
FACT LetO be an E∞ operad, ǫ : Ô → Γ the augmentation −then there are functors ǫ∗ : psΓ-SP→
ps Ô-SP, ǫ∗ : ps Ô-SP → psΓ-SP respecting the ∆-separation condition and an Ô-map UX → ǫ∗ǫ∗X
natural in X which is a levelwise weak homotopy equivalence.
Let O be an E∞ operad −then there is a functor B from the category of ∆-separated
O-spaces to the category of connective spectra (cf. p. 14-59) and this functor can be
extended to the category of ∆-separated proper special Ô-spaces by writing BqX =
colimΩnB(Σn+qL; Ôn+q;X). To see that this prescription really is an extension, consider
any ∆-separated O-space X : B(Σn+qL; Ôn+q;RX) ≈ B(Σn+q;On+q;X) (cf. Proposition
51) =⇒ BRX ≈ BX.
PROPOSITION 54 Let O be an E∞ operad. Suppose that X is a ∆-separated proper
special Ô-space −then the composite B(TO∞ ◦ L; Ô
∞;X) → B(Ω∞Σ∞L; Ô∞;X)→ B0X
is a group completion.
[Rework the discusion leading up to Proposition 45.]
Let O be a cofibered operad inCG −then an infinite loop space machine on Ô consists
of a functor B From the category of ∆-separated proper special Ô-spaces to the category of
connective spectra, a functor K from the category of ∆-separated proper special Ô-spaces
to the category of homotopy associative, homotopy commutative H spaces, a natural trans-
formation L → K such that ∀ X, the arrow LX → KX is a weak homotopy equivalence,
and a natural transformation K → B0 such that ∀ X, KX → B0X is a group completion.
PROPOSITION 55 Let O be an E∞ operad −then there exists an infinite loop space
machine on Ô, the May machine.
[Take B as above and put KX = B(TO∞ ◦ L; Ô
∞;X). The composite X →
B(Ô∞; Ô∞;X) → RB(TO∞ ◦ L; Ô
∞;X) is a levelwise weak homotopy equivalence, hence
LX → KX is a weak homotopy equivalence. On the other hand, thanks to Proposition
54, the composite KX → B(Ω∞Σ∞L; Ô∞;X)→ B0X is a group completion.]
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Let O be an E∞ operad −then, using the augmentation ǫ : Ô → Γ, a ∆-separated
proper special Γ-space can be regarded as a ∆-separated proper special Ô-space. Therefore
an infinite loop space machine on Ô defines an infinite loop space machine on Γ. However,
there is another ostensibly very different method for generating connective spectra from
∆-separated proper special Γ-spaces which is completely internal and makes no reference
to operads. The question then arises: Are the spectra thereby produced in some sense
the “same”? As we shall see, the answer is “yes” (cf. Proposition 62), a corollary being
that infinite loop space machines associated with distinct E∞ operads O and P attach the
“same” spectra to a ∆-separated proper special Γ-space.
LEMMA ∆OP is isomorphic to the category whose objects are the n+ (j < ∗, 0 ≤ j <
n) and whose morphisms are the order preserving maps α : m+ → n+ such that α(0) = 0
and α(∗) = ∗.
The composite [n]→ n+ → n+/0 ∼ ∗ ≡ n defines a functor S[1] :∆
OP → Γ.
[Note: To justify the notation, observe that the pointed simplicial set ∆OP → Γ ⊂
SET∗ thus displayed is in fact a model for the simplicial circle (cf. p. 13-30).]
EXAMPLE Suppose that α : [n]→ [m] is a morphism in ∆. Put γ = S[1]α (so γ :m→ n is a
morphism in Γ) −then γ is given by γ−1(j) = {i : α(j−1) < i ≤ α(j)} (1 ≤ j ≤ n), γ−1(0) =m−
n⋃
j=1
γ−1(j).
Examples: (1) The σi : [n + 1] → [n] of p. 0-17 are sent by S[1] to the σi : n → n + 1 of p. 14-47
(n ≥ 0, 0 ≤ i ≤ n); (2) The πi : [1] → [n] of p. 14-20 are sent by S[1] to the πi : n → 1 of p. 14-62
(n ≥ 1, 1 ≤ i ≤ n).
Notation: Call powX the functor ΓOP → CG∗ corresponding to a cofibrant X in
CG∗ (standard model category structure).
EXAMPLE Let Y : Γ→ CG be a functor −then ∀ X, one can form bar(powX;Γ;Y ) and denot-
ing by B(X;Γ;Y ) its geometric realization, there is a canonical arrow B(X;Γ;Y ) → powX ⊗Γ Y (cf. p.
14-16). Example: ∀ n, (PY )n ≈ B(n;Γ;Y ), Y (n) ≈ pow ⊗Γ Y and the arrow of evaluation (PY )n → Y (n)
is a homotopy equivalence.
EXAMPLE Let ζ : ΓOPin → Γ be the functor which is the identity on objects and sends γ :m→ n
to ζγ : n → m, where ζγ(j) = γ−1(j) if γ−1(j) 6= ∅, ζγ(j) = 0 if γ−1(j) = ∅ −then for any X in CG∗c,
pow X ◦ ζOP = pow X. The assignment n → hocolimpown defines a functor γ∞ : Γ → CG. And:
hocolimpowX ≈ powX ⊗Γ γ∞.
[The left Kan extension of B(−\Γin) along ζ is γ∞, hence hocolimpowX ≈ B(−\Γin)⊗Γin powX ≈
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pow X ⊗ΓOP
in
B(−\Γin) ≈ powX ◦ ζOP ⊗ΓOP
in
B(−\Γin) ≈ powX ⊗Γ γ∞.]
[Note: Let X be a pointed connected CW complex or a pointed connected ANR −then the homotopy
colimit theorem says that hocolim pow X and Ω∞Σ∞X have the same homotopy type, thus by the above,
pow X ⊗Γ γ∞ and Ω∞Σ∞X have the same homotopy type.]
LEMMA Relative to S[1]OP :∆→ ΓOP, lan∆? ≈ powS1.
Let X : Γ → CG be a functor −then the realization |X|Γ of X is by definition
|X ◦ S[1]|, the geometric realization of X ◦ S[1]. And: |X ◦ S[1]| = X ◦ S[1] ⊗∆ ∆
? ≈
X ⊗ΓOP lan ∆
? ≈ X ⊗ΓOP powS
1 ≈ powS1 ⊗Γ X.
Example: Let G be an abelian cofibered monoid inCG −then (Γ-nerG)◦S[1] = nerG
=⇒ |Γ-nerG|Γ = BG.
Given an abelian cofibered monoid G in CG, let SP∞(?;G) be the functor CG∗c → CG∗c that sends
X to powX ⊗Γ Γ-nerG −then SP∞(X;G) is an abelian cofibered monoid in CG, the infinite symmetric
product on (X,x0) with coefficients inG. Example: TakeG = Z≥0 to see that SP
∞X ≈
∫ n
Xn×kSP∞n ≈
SP∞(X;Z≥0) (the choice G = Z leads to the free abelian complactly generated group on (X,x0)).
LEMMA ∀ X, Y , SP∞(X#kY ;G) ≈ SP∞(X;SP∞(Y ;G)) (isomorphism of abelian monoids in
CG).
EXAMPLE Let G be an abelian cofibered monoid in CG −then SP∞(S0;G) ≈ G, SP∞(S1;G) ≈
BG, and in general SP∞(Sn+1;G) ≈ B(n+1)G, where B(n+1)G = B(B(n)G).]
[Representing Sn+1 as the smash product Sn#kS
1, the lemma implies that SP∞(Sn+1;G) ≈
SP∞(Sn;G).]
Let X be a proper special Γ-space −then X ◦ S[1] satisifies the cofibration condition.
Moreover, if X ◦ S[1] is monoidal, then X1 is a homotopy associative, homotopy commu-
tative H space and the arrow X1 → Ω |X|Γ is a group completion (cf. p. 14-55).
[Note: sinX is an object in ΓSISET∗ (cf. p. 13-57) and |sinX| is a proper spe-
cial Γ-space. The simplicial space |sinX| ◦ S[1] is monoidal and there is a commutative
diagram
|sinX1| Ω ‖sinX‖Γ
X1 Ω |X|Γ
. Since the vertical arrows are weak homotopy equiv-
alences (Giever-Milnor (cf. p. 14-8 ff.)) and since the arrow |sinX1| → Ω ‖sinX‖Γ is a
group completion, it follows that the arrow X1 → Ω |X|Γ is a weak group completion (X1
is not necessarily an H space) (but ∀ k, π0(X1) is a central submonoid of H∗(X1;k) and
H∗(X1;k)[π0(X1)
−1] ≈ H∗(Ω |X|Γ ;k).]
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Remark: If C is a pointed category with finite products and if X is a special Γ-object in C (obvious
definition), then X1 is an abelian monoid object in C (cf. p. 14-21).
FACT Let X be a proper special Γ-space. Assume: ∀ n ≥ 1, the arrow Xn → X1 ×k · · · ×k X1
determined by the πi is an Sn-equivariant homotopy equivalence −then there exists an abelian cofibered
monoid G in CG and a levelwise homotopy equivalence X → Γ-nerG.
LEMMA Let X be a proper special Γ-space −then X1 path connected =⇒ |X|Γ
simply connected and X1 n-connected =⇒ |X|Γ (n+ 1)-connected (cf. p. 14-11).
Let Γ
νn−→ Γ×Γ be the functor defined by p→ (n,p) on objects and γ → (idn, γ) on
morphisms. Given a proper special Γ-space X, call Xn the composite Γ
νn−→ Γ × Γ
#
−→
Γ
X
−→ CG∗, # being the smash product (cf. p. 14-28). So: Xn(p) = Xnp and Xn is a
proper special Γ-space.
[Note: Suppose that γ : m → n is a morphism in Γ. Set γp = γ#idp : mp → np
−then the γp induce a Γ-map Xm → Xn, thus X is a functor from Γ to psΓ-SP.]
The classifying space of a proper special Γ-space X is the proper special Γ-space BX
which takes n to BnX =
∣∣Xn∣∣Γ. In particular: B1X = |X|Γ is path connected, hence
B1X → Ω |BX|Γ is a weak homotopy equivalence.
FACT Let G be an abelian cofibered monoid in CG −then the classifying space of the Γ-nerve of
G is the Γ-nerve of BG.
Notation: Given a proper special Γ-space X, write B(0)X = X, B(q+1)X = B(B(q)X),
and put S0X = Ω |X|Γ, Sq+1X =
∣∣B(q)X∣∣
Γ
(q ≥ 0).
EXAMPLE Let X be a proper special Γ-space −then ∀ q > 0, SqX ≈ powSq ⊗Γ X.
A prespectrum X is a sequence of pointed ∆-separated compactly generated spaces
Xq and pointed continuous functions Xq
σq
−→ ΩXq+1. PRESPEC is the category whose
objects are the prespectra and whose morphisms f : X → Y are the sequences of pointed
continuous functions fq : Xq → Yq such that the diagram
Xq Yq
ΩXq+1 ΩYq+1
fq
Ωfq+1
commutes
∀ q. Every spectrum is a prespectrum.
[Note: The indexing begins at 0.]
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EXAMPLE Let O be an E∞ operad. Suppose that X is a ∆-separated proper special Ô-space
−then the assignment q → B(ΣqL; Ôq;X) is a prespectrum.
Remark: PRESPEC is complete and cocomplete (limits and colimts are calculated
levelwise).
PROPOSITION 56 Equip ∆-CG ∗ with its singular structure −then PRESPEC is
a model category if weak equivalences and fibrations are levelwise, a cofibration f : X→ Y
being a levelwise cofibration with the additional property that ∀ q, the arrow Pq+1 → Yq+1
is a cofibration, where Pq+1 is defined by the pushout square
ΣXq ΣYq
Xq+1 Pq+1
.
[Note: In the presence of the condition on the Pq+1 → Yq+1, to describe the cofibra-
tions in PRESPEC, it suffices to require that f0 : X0 → Y0 be a cofibration.]
If C is a category and if F,G : C → PRESPEC are functors, then a natural transformation
Ξ : F → G is a function that assigns to each X ∈ ObC an element ΞX ∈ Mor(FX,GX) natural in
X. Using the notation
 FX = {FX,q}GX = {GX,q} , ΞX = {ΞX,q}, the fact that ΞX ∈ Mor(FX,GX) is expressed
by the commutativity of
FX,q GX,q
ΩFX,q+1 ΩGX,q+1
σF,q
ΞX,q
σG,q
ΩΞX,q+1
∀ q. A pseudo natural transformation Ξ : F → G is a
function that assigns to each X ∈ ObC a sequence of pointed continuous functions ΞX,q : FX,q → GX,q
natural in X and a sequence of pointed homotopies HX,q between ΩΞX,q+1 ◦ σF,q and σG,q ◦ ΞX,q natural
in X (thus natural =⇒ pseudo natural (constant homotopies)). A pseudo natural homotopy between
pseudo natural transformations Ξ0, Ξ1 : F → G is a pseudo natural transformation Υ : F#I+ → G such
that
 Υ ◦ i0 = Ξ0Υ ◦ i1 = Ξ1 , where (F#I+)(X) = FX#I+ ({FX,q#I+}) (cf. p. 3-30).
[Note: A natural (pseudo natural) transformation Ξ is called a natural (pseudo natural) weak
equivalence if the ΞX,q are weak homotopy equivalences.]
EXAMPLE (Cylinder Construction) There is a functor M : PRESPEC → PRESPEC
with the property that ∀ X, the arrows (MX)q → Ω(MX)q+1 are closed embeddings. And:
(M1) ∃ a natural transformation r : M → id such that ∀ X, rX,q : (MX)q → Xq is a pointed
homotopy equivalence.
(M2) ∃ a pseudo natural transformation j : id → M such that ∀ X, jX,q : Xq → (MX)q is a
pointed homotopy equivalence.
(M3) The composite r ◦ j is idM and the composite j ◦ r is pseudo naturally homotopic to
idM .
[Construct M by repeated use of pointed mapping cylinders (this forces the definitions of r and j).]
[Note: ∀ X, the rule q → colimΩn(MX)n+q defines a spectrum, call it eMX.]
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FACT (Conversion Principle) Let C be a category and let F , G : C → PRESPEC be
functors. Suppose given a pseudo natural transformation Ξ : F → G −then there exists a natural trans-
formation MΞ : M ◦ F → M ◦ G such that the diagram
MFX MGX
FX GX
r
MΞ
r
Ξ
is pseudo naturally
homotopy commutative.
A prespectrum X is said to be connective if X1 is path connected and Xq is (q − 1)-
connected (q > 1).
Example: Given a ∆-separated proper special Γ-space X, the assignment q → SqX
specifies a connective prespectrum SX.
[The arrow S0X → ΩS1X is the identity map Ω |X|Γ → Ω |X|Γ. For q > 0, the arrow
SqX → ΩSq+1X is the weak group completion B1(B
(q−1)X) (=
∣∣B(q−1)X∣∣
Γ
)→ Ω
∣∣B(q)X∣∣
Γ
of p. 14-69.]
[Note: That SXis conntective is implied by the generalities on p. 14-11.]
A prespectrum X is said to be an Ω-prespectrum if ∀ q, the arrow Xq
σq
−→ ΩXq+1 is
a weak homotopy equivalence.
Example: Given a ∆-separated proper special Γ-space X, the assignment q → SqX
specifies an Ω-prespectrum SX.
EXAMPLE (Algebraic K-Theory) Let A be a ring with unit −then the prescription q →
K0(Σ
qA)×BGL(ΣqA)+ attaches to A an Ω-prespectrum WA. Proof: Ω(K0(Σq+1A)×BGL(Σq+1A)+ ≈
ΩBGL(Σq+1A)+ (trivially) ≈ K0(ΣqA)×BGL(ΣqA)+ (cf. p. 5-73 ff.).
[Note: As it stands, a morphism A′ → A′′ of rings does not induce a morphism WA′ → WA′′ of
Ω-prespectra (the relevant diagrams are only pointed homotopy commutative).]
PROPOSITION 57 Let
 XY be connective Ω-prespectra −then a morphism f :
X→ Y is a weak equivalence provided that f0 : X0 → Y0 is a weak homotopy equivalence.
LEMMA Let
 XY be homotopy associative H spaces such that
 π0(X)π0(Y ) is a
group under the induced product; let f : X → Y be a pointed continuous function such
that π0(f) : π0(X)→ π0(Y ) is bijective −then f is a weak homotopy equivalence if f is a
homology equivalence.
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[Consider the commuative diagram
|sinX| |sinY |
X Y
|sin f |
f
. Since the hypotheses on
 XY and f are also satisfied by
 |sinX||sinY | and |sin f | and since there are homotopy
equivalences
 |sinX| → |sinX|0 × π0(|sinX|)|sinY | → |sinY |0 × π0(|sinY |) , where
 |sinX|0|sinY |0 is the path compo-
nent of the identity element, Dror’s Whitehead theorem implies that |sin f | is a homotopy
equivalence, hence f is a weak homotopy equivalence (Giever-Milnor),]
Example: Suppose that X → Y is a group completion −then X → Y is a weak ho-
motopy equivalence if π0(X) is a group.
[Note: Let X be a proper special Γ-space such that π0(X1) is a group. Because
π0(|sinX1|) is likewise a group, the group completion |sinX1| → Ω ‖sinX‖Γ is a weak
homotopy equivalence, thus the same is true of the weak group completion X1 → Ω |X|Γ
(cf. p. 14-69).]
EXAMPLE Let O be an E∞ operad. Suppose that X is a ∆-separated O-space. Assume: π0(X)
is a group −then X has the weak homotopy type of an infinite loop space.
[The group completion X → B0X is a weak homotopy equivalence.]
PROPOSITION 58 Let
 XY be connective Ω-prespectra −then a morphism f :
X→ Y is a weak equivalence whenever f0 : X0 → Y0 induces a bijection π0(X0)→ π0(Y0)
and is a homology equivalence.
[There is a commutative diagram
X0 Y1
ΩX1 ΩY1
f0
Ωf1
and, in view of the lemma, Ωf1 is
a weak homotopy equivalence. So, f0 is a weak homotopy equivalence and one can quote
Proposition 57.]
PROPOSITION 59 Suppose given an infinite loop space machine on Γ. Let
 XY
be ∆-separated proper special Γ-spaces, f : X → Y a Γ-map. Assume: f1 : X1 → Y1 is a
weak homotopy equivalence or Kf : KX → KY is a group completion −then Bf : BX →
BY is a weak equivalence.
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[Work with
X1 KX B0X
Y1 KY B0Y
and apply Proposition 58.]
[Note: There is an evident analog of this result for S.]
PROPOSITION 60 Suppose given an infinite loop space machine on Γ. Let
 XY
be ∆-separated proper special Γ-spaces −then the arrow B(X×Y )→ BX×BY is a weak
equivalence.
[To begin with, the arrow K(X × Y )→ KX ×k KY is a weak homotopy equivalence
(examine
K(X × Y ) KX ×k KY
L(X × Y ) LX ×k LY
). This said, form the commutative diagram
K(X × Y ) KX ×k KY
B0(X × Y ) B0X ×k B0Y
. By definintion, K(X × Y ) → B0(X × Y ) is a group
completion. The same is true of KX ×k KY → B0X ×k B0Y . Proof: π0(KX ×k KY ) ≈
π0(KX)× π0(KY ) ≈ π0(KX) × π0(KY ) ≈ π0(B0X) × π0(B0Y ) ≈ π0(B0X ×k B0Y ) (cf.
p. 14-24) and, using the Ku¨nneth formula, H∗(KX ×k KY ;k)[π0(KX ×k KY )
−1] ≈
H∗(B0X ×k B0Y ;k) for all prime fields k (cf. p. 14-55). It now follows that π0(B0(X ×
Y )) ≈ π0(B0X×kB0Y ) and H∗(B0(X×Y )) ≈ H∗(B0X×kB0Y ), from which the assertion
(cf. Proposition 58).]
Let X be a ∆-separated proper special Γ-space −then an infinite loop space machine
on Γ defines a sequence of functors BqX : Γ→∆-CG∗, viz. n→ BqXn. It is not claimed
that BqXn is special. However BqX0 is homotopically trivial and ∀ n ≥ 1, the arrow
BqXn → BqX1 ×k · · · ×k BqX1 determined by the πi is a weak homotopy equivalence (cf.
Propositions 59 and 60).
A Γ-space is said to be semispecial or semiproper if the requirement X0 = ∗ is relaxed to X0 homo-
topically trivial, the other conditions on X|Π staying the same. Example: ∀ q ≥ 0, BqX is semispecial.
LEMMA Suppose that X is a ∆-separated semispecial Γ-space −then there exists a ∆-separated
semiproper semispecial Γ-space WX and a Γ-map π :WX → X such that ∀ n, πn :WnX → Xn is a weak
homotopy equivalence.
[Equip [0, 1] with the structure of an abelian cofibered monoid in CG by writing st = min{s, t}.
Put I = Γ-ner [0, 1], so for γ : m → n, Iγ : Im → In is the function (s1, . . . , sm) → (t1, . . . , tn), where
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tj = min
γ(i)=j
{si} (a minimum over the empty set is 1). Set W0X = X0 and define a subfunctor WX of
I × X and a Γ-map π : WX → X as follows. Given an order preserving injection γ : m → n, let
[0, 1]nγ be the subspace of [0, 1]
n consisting of those (t1, . . . , tn), such that tj = 0 if j ∈ im γ, tj > 0 if
j /∈ im γ. Now form WnX =
⋃
γ
[0, 1]nγ × (Xγ)Xm ⊂ [0, 1]n ×Xn : Xn embeds in WnX (consider γ = idn)
and the homotopy H((t1, . . . , tn, x), T ) = (t1T, . . . , tnT, x) (0 ≤ T ≤ 1) exhibits Xn as a strong deforma-
tion retract of WnX (hence πn(t1, . . . , tn, x) = (0, . . . , 0, x)). Therefore the ∆-separated Γ-space WX is
semispecial. To establish that WX is semiproper, one has to show that for each injection γ : m → n,
(WX)γ :WmX →WnX is a closed Sγ-cofibration. This can be done by observing that im (WX)γ admits
the description {(t1, . . . , tn, x) : tj = 1 ∀ j /∈ im γ & x ∈ (Xγ)Xm}.]
[Note: W is functorial and π is natural: For any Γ-map f : X → Y between ∆-separated semispecial
Γ-spaces, the diagram
WX WY
X Y
Wf
f
commutes.]
Observation: The arrow W0X → WnX corresponding to 0 → n is a closed cofibration. Put
WnX = WnX/W0X −then WX is a proper special Γ-space, the projection WX → WX is a level-
wise weak homotopy equivalence, and the diagram X ←WX →WX is natural in X.
Notation: If X is a prespectrum, then ΩX is the prespectrum specified by (ΩX)q =
ΩXq, where ΩXq → ΩΩXq+1 is the composite ΩXq ΩΩXq ΩΩXq,
Ωσq T
T being
the twist (Tf)(s)(t) = f(t)(s).
EXAMPLE Let X be a ∆-separated proper special Γ-space. Assume: X1 is path connected −then
∀ q,
∣∣∣B(q)X∣∣∣
Γ
is (q + 1)-connected, hence ΩSX is a connective Ω-prespectrum.
LEMMA For any proper special Γ-space X, ΩX is a proper special Γ-space and there
is a canonical arrow |ΩX|Γ
γ
−→ Ω |X|Γ.
[Note: Here, of course, ΩX takes n to ΩXn.]
PROPOSITION 61 Let X be a ∆-separated proper special Γ-space −then there is a
morphism s : SΩX → ΩSX inPRESPEC such that the triangle
ΩX1
SΩX ΩS0Xs0
commutes.
[Explicated, the oblique arrow on the left is
ΩX1
Ω |ΩX|Γ
and the composite
ΩX1 → Ω |ΩX|Γ
Ωγ
−→ ΩΩ |X|Γ
T
−→ ΩΩ |X|Γ , is Ω of X1 → Ω |X|Γ, the oblique arrow
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ΩX1
ΩΩ |X|Γ
on the right. Definition: s0 = T ◦ Ωγ. To force compatibility, take
s1 = γ : S1ΩX → ΩS1X, thereby ensuring that the diagram
S0ΩX ΩS0X
ΩS1ΩX ΩΩS1X
s0
T
Ωs1
commutes. The arrows BnΩX =
∣∣ΩXn∣∣Γ γ−→ Ω ∣∣Xn∣∣Γ = ΩBnX yield a Γ-map b :
BΩX → ΩBX. Setting b(0) = idΩX , let b
(q) (q > 0) be the composite B(q)ΩX
Bb(q−1)
−−−−−−→
BΩB(q−1)X
b
−−−→ ΩB(q)X. Definition: sq = γ ◦
∣∣b(q−1)∣∣
Γ
(q > 1). This makes sense:
SqΩX =
∣∣B(q−1)ΩX∣∣
Γ
∣∣ΩB(q−1)XΓ∣∣|b(q−1)|Γ γ−→ Ω ∣∣B(q−1)X∣∣Γ = ΩSqX and the diagram
SqΩX ΩSqX
ΩSq+1ΩX ΩSq+1ΩX
sq
T
Ωsq+1
commutes.]
[Note: If X1 is path connected, then ΩSX is a connective Ω-prespectrum (cf. p.
14-75) and s0 is a weak homotopy equivalence (cf. p. 14-72), thus s is a weak equivalence
(cf. Proposition 57). It is also clear that s is natural.]
LEMMA Suppose that X is a ∆-separated semispecial Γ-space −then there exists a Γ-map ω :
WΩX → ΩWX such that the triangle
WΩX ΩWX
ΩX
π
ω
Ωπ
is homotopy commutative, thus ∀ n,
ωn :WnΩX → ΩWnX is a weak homotopy equivalence.
[Represent a typical element in WnΩX by (t1, . . . , tn, σ) (σ ∈ ΩnX = ΩXn) and let
ωn(t1, . . . , tn, σ)(t) =

(u1(t), . . . , un(t), σ(0)) (0 ≤ t ≤ 1/3)
(t1, . . . , tn, σ(3t− 1)) (1/3 ≤ t ≤ 2/3),
(v1(t), . . . , vn(t), σ(1)) (2/3 ≤ t ≤ 1)
where uj(t) = 1− 3t+ 3ttj , vj(t) = 3t− 2 + (3− 3t)tj (1 ≤ j ≤ n). The prescription
Hω((t1, . . . , tn, σ), T )(t) =

σ(0) (0 ≤ t ≤ (1/3)T )
σ
(
3t− T
3− 2T
)
((1/3)T ≤ t ≤ 1− (1/3)T )
σ(1) (1− (1/3)T ≤ t ≤ 1)
is a homotopy between π and Ωπ ◦ ω.]
[Note: ω and Hω are natural.]
14-76
Observation: The diagram
WΩX ΩWX
WΩX ΩWX
ω
ω
commutes and ω is a levelwise weak homotopy equiv-
alence.
A biprespectrum X is a sequence of prespectra Xq and morphisms Xq
σq
−→ ΩXq+1
(q ≥ 0). Spelled out, a biprespectrum is a doubly indexed sequence of pointed ∆-separated
compactly generated speces Xq,p and pointed continuous functions σq,p : Xq,p → ΩXq+1,p,
σq,p : Xq,p → ΩXq,p+1 such that the digaram
Xq,p ΩXq,p+1
ΩXq+1,p ΩΩXq+1,p+1 ΩΩXq+1,p+1
σq,p
σq,p
Ωσq,p+1
Ωσq+1,p T
commutes ∀ q, p. BIPRESPEC is the category whose objects are the biprespectra and
whose morphisms f : X → Y are the doubly indexed sequences of pointed continuous
functions fq,p : Xq,p → Yq,p such that fq,∗ & f∗,p are morphisms of prespectra ∀ q, p.
THE UP AND ACROSS THEOREM Let X be a biprespectrum. Assume: ∀ q, σq
is a weak equivalence and Xq is an Ω-prespectrum −then the Ω-prespectra
 X0,∗X∗,0 are
naturally weakly equivalent.
[Let C be the full subcategory of BIPRESPEC whose objects X have the property
that ∀ q, σq is a weak equivalence and Xq is an Ω-prespectrum. Denote by
 E′E′′ the
functor C → PRESPEC that sends X to
 X0,∗X∗,0 −then the claim is that
 E′XE′′X
are naturally weakly equivalent. For this, it suffices to construct functors D′, D′′ : C →
PRESPEC and a pseudo natural weak equivalence ΞX : D
′X → D′′X together with
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natural weak equivalences
 e′X : E′X→ D′Xe′′X : E′′X→ D′′X Reason: Consider the diagram
MD′X MD′′X
E′X D′X D′′X E′′X
r
MΞ
r
Ξ
furnished by the conversion principle. Definition: D′X = ΩqXq,q = D
′′X, the arrows
of structure σ′q : D
′
qX → ΩD
′
q+1X, σ
′′
q : D
′′
qX → ΩD
′′
q+1X being the composites Ω
qXq,q
Ωqσq,q
−−−−→ Ωq+1Xq,q+1
Tq
−−−−→ Ωq+1Xq,q+1
Ωq+1σq,q+1
−−−−−−−→ Ωq+2Xq+1,q+1, Ω
qXq,q
Ωqσq,q
−−−−→ Ωq+1Xq+1,q
Tq
−−−−→ Ωq+1Xq+1,q
Ωq+1σq+1,q
−−−−−−−→ Ωq+2Xq+1,q+1, and
 D′qfD′′q f = Ωqfq,q , where f : X → Y
(fq,q : Xq,q → Yq,q). Here Tq is given by twisting the last coordingate past the first
q coordinates: (Tq(f)(s)(t) = f(t)(s) (s ∈ S
q, t ∈ S1). If ΞX,q : Ω
qXq,q → Ω
qXq,q
is the identity for even q and the negative of the identity for odd q (i.e., reverse the
first coordinate), then there are pointed homotopies HX,q between ΩΞX,q+1 ◦ σ
′
q and
σ′′q ◦ ΞX,q. Since the data is natural in X, ΞX : D
′X → D′′X is a pseudo natural
weak equivalence. Introduce weak homotopy equivalences e′q,p : Xq,p → Ω
p−qXp,p tak-
ing e′q,q = id and inductively letting e
′
q,p (q < p) be the composite Xq,p
σq,p
−−−−→ ΩXq+1,p
Ωe′q+1,p
−−−−→ Ωp−qXp,p . Call ωq,p the composite Ω
p−qXp,p
Ωp−qσp,p
−−−−−−−→ Ωp+1−qXp,p+1
Tp−q
−−−−→
Ωp+1−qXp,p+1
Ωp+1−qσp,p+1
−−−−−−−−→ Ωp+2−qXp+1,p+1 −then for each q, the e
′
q,p (q ≤ p) specify a
morphism {Xq,p
σq,p
−→ ΩXq,p+1} → {Ω
p−qXp,p
ωq,p
−→ Ωp+2−qXp+1,p+1} of prespectra (use in-
duction on p−q) (note the shift in the indexing). Put e′X = e
′
0,∗ and define e
′′
X analogously.]
COMPARISON THEOREM Suppose given an infinite loop space machine on Γ
−then ∀ ∆-separated proper special Γ-space X, BX is naturally weakly equivalent to SX.
[Note: S is a functor from the category of ∆-separated proper special Γ-spaces to the
full subcategory of PRESPEC whose objects are the connective Ω-prespectra while B is a
functor from the category of ∆-separated proper special Γ-spaces to the full subcategory of
PRESPEC whose objects are the connective spectra. It is therefore of interest to observe
that the proof goes through unchanged if the definition of infinite loop space machine is
weakened: It suffices that B takes values in the category of connective Ω-prespectra.]
Application: Let O be an E∞ operad. Suppose given an infinite loop space machine
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on Ô (e.g., the May machine) −then ∀ ∆-separated proper special Γ-space X, B(e∗X)
(= B(X ◦ e)) is naturally equivalent to SX.
FACT Let O be an E∞ operad. Suppose given an infinite loop space machine on Ô −then ∀ ∆-
separated proper special Ô-space X, BX, and S(ǫ∗X) are naturally weakly equivalent.
[Recalling that ǫ∗ : ps Ô-SP → psΓ-SP respects the ∆-separation condition (cf. p. 14-66), BX is
naturally weakly equivalent to BUX or still, is naturally weakly equivalent to B(ǫ∗ǫ∗X) which is naturally
weakly equivalent to S(ǫ∗X).]
Heuristics: The proof of the comparison theorem is complicated by a technicality: The
BqXare not necessarily ∆-separated proper special Γ-spaces (but are ∆-separated semis-
pecical Γ-spaces). However, let us proceed as if they were −then one can form the connec-
tive Ω-prespectra SBqX and there are morphisms σq : SBqX SΩBq+1X
Sσq s
ΩSBq+1X (cf. Proposition 61). Since ∀ q, σq is a weak equivalence, it follows from the
up and across theorem that the connective Ω-prespectra SB0X (= {SqB0X}), S0BX
(= {S0BqX}) are naturally weakly equivalent. The idea now is to show that SX is natu-
rally weakly equivalent to SB0X and BX is naturally weakly equivalent to S0BX .
(SB0X) ∀ n, there are arrows LXn → KXn, KXn → B0Xn, i.e., there are
Γ-maps LX → KX, KX → B0X . Because LX1 → KX1 is a weak homotopy equivalence
and KX1 → B0X1 is a group completion, the arrow SLX → SKX is a weak equivalence,
as is the arrow SKX → SB0X (cf. Proposition 59). But LX = X.
(S0BX) The weak group completions BqX = BqX1 → Ω
∣∣BqX∣∣Γ = S0BqX
define a morphism BX → S0BX of connective Ω-prespectra (cf. Proposition 61) which we
claim is a weak equivalence. In fact, π0(B0X) is a group, thus B0X → S0B0X is a weak
homotopy equivalence (cf. p. 14-72), so Proposition 57 is applicable.
To establish the comparison theorem in full generality, one first has to extend the basic definitions
from the context of proper special Γ-spaces to that of semiproper semispecial Γ-spaces. Thus let X be a
semiproper semispecial Γ-space −then there is a closed cofibration X0 → |X|Γ and it is best to work with
the quotient |X|Γ ≡ |X|Γ /X0. Again one has a canonical arrow ΣX1 → |X|Γ whose adjoint X1 → Ω |X|Γ
is a weak group completion. It still makes sense to form X and the classifying space BX of X takes n to
BnX =
∣∣Xn∣∣Γ. The definition of B(q)X is as before but S0X = Ω |X|Γ, Sq+1X = ∣∣∣B(q)X∣∣∣Γ (q ≥ 0).
Turning to the proof of the comparison theorem, let X be a ∆-separated proper special Γ-space −then
∀ q, WBqX is a ∆-separated semiproper semispecial Γ-space (cf. p. 14-74), SWBqX is a connective Ω-
prespectrum, and there are morphisms σq : SWBqX
SWσq
−−−−−→ SWΩBq+1X
Sω
−−−−−→ SΩWBq+1X
s
−−−−−→
ΩSWBq+1X (cf. Proposition 61) (ω as in the lemma on p. 14-76). Since ∀ q σq is a weak equivalence,
it follows from the up and across theorem that the connective Ω-prespectra SWB0X (= {SqWB0X}),
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S0WBX (= {S0WBqX}) are naturally weakly equivalent. The idea now is to show that SX is naturally
weakly equivalent to SWB0X an BX is naturally weakly equivalent to S0WBX.
(SWB0X) There is a natural weak equivalence SWX → SX. On the other hand, there are
natural weak equivalences SWLX → SWKX, SWKX → SWB0X and LX = X.
(S0WBX) LetWBX be the connective Ω-prespectrum specified by q →W1BqX andW1BqX
W1σq
−−−−−→ W1ΩBq+1X
ω1−−−−−→ ΩW1Bq+1X −then there is a natural weak equivalence WBX → S0WBX .
But there is also a pseudo natural weak equivalenceWBX → BX, hence BX is naturally weakly equivalent
to WBX (conversion principle).
LEMMA Let X be a ∆-separated proper special Γ-space −then ΣX1 is homeomor-
phic to (|X|Γ)1, thus the arrow X1 → Ω |X|Γ is a closed embedding.
Application: Let X be a ∆-separated proper special Γ-space −then ∀ q, the arrow
SqX → ΩSq+1X is a closed embedding.
Consequently, if X is a ∆-separated proper special Γ-space −then the rule q →
colimΩnSn+qX defines a spectrum, call it eSX.
PROPOSITION 62 Suppose given an infinite loop space machine on Γ −then ∀
∆-separated proper special Γ-space X, BX is naturally equivalent to eSX.
[There is an obvious natural weak equivalence SX → eSX, so the assertion follows
from the comparison theorem.]
Remark: It is a fact that SPEC carries a model category structure in which the weak
equivalences are the levelwise weak homotopy equivalences (cf §15, Proposition 8). One can
therefore interpret Proposition 62 as saying that BX and eSX are isomorphic in HSPEC
(a.k.a “the” stable homotopy category ).
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§15. TRIANGULATED CATEGORIES
Because the theory of triangulated categories lies outside the usual categorical experi-
ence, an exposition of the basics seems to be in order. Topologically, the rationale is that
the stable homotopy category is triangulated.
Let C be an additive category −then an additive functor Σ : C → C is said to be a
suspension functor if it is an equivalence of categories.
[Note: Thus there is also a functor Ω : C→ C which is simultaneously a right and left
adjoint for Σ and the four arrows of adjunction Σ ◦ Ω
ν
→ idC, idC
µ
→ Ω ◦ Σ, Ω ◦ Σ
µ−1
→ idC,
idC
ν−1
→ Σ ◦ Ω are natural isomorphisms.]
Let C be an additive category, Σ a suspension functor −then a triangle in C consists
of objects X,Y,Z and morphisms u, v, w, where X
u
→ Y , Y
v
→ Z, Z
w
→ ΣX, a morphism of
triangles being a triple (f, g, h) such that the diagram
X Y Z ΣX
X ′ Y ′ Z ′ ΣX ′
f
u
g
v
h
w
Σf
u′ v′ w′
commutes.
Let C be an additive category −then a triangulation of C is a pair (Σ,∆), where Σ
is a suspension functor and ∆ is a class of triangles (the exact triangles ), subject to the
following assumptions.
(TR1) Every triangle isomorphic to an exact triangle is exact.
(TR2) For any X ∈ ObC, the triangle X
idX−→ X → 0→ ΣX is exact.
(TR3) Every morphism X
u
→ Y can be completed to an exact triangle X
u
→
Y
v
→ Z
w
→ ΣX.
(TR4) The triangle X
u
→ Y
v
→ Z
w
→ ΣX is exact iff the triangle Y
v
→ Z
w
→
ΣX
−Σu
−→ ΣY is exact.
(TR5) If X
u
→ Y
v
→ Z
w
→ ΣX , X ′
u′
→ Y ′
v′
→ Z ′
w′
→ ΣX ′ are exact triangles
and if in the diagram
X Y Z ΣX
X ′ Y ′ Z ′ ΣX ′
f
u
g
v w
Σf
u′ v′ w′
, g ◦ u = u′ ◦ f , then there is a
morphism h : Z → Z ′ such that (f, g, h) is morphism of triangles.
EXAMPLE Suppose that X
u→ Y v→ Z w→ ΣX is exact. Let f : X → X ′, g : Y → Y ′, h : Z → Z′,
be isomorphisms. Put u′ = g ◦ u ◦ f−1, v′ = h ◦ v ◦ g−1, w′ = Σf ◦ w ◦ h−1 −then X ′ u′→ Y ′ v′→ Z′ w′→ ΣX ′ is
exact (cf. TR1). Examples: (1) X
−u→ Y −v→ Z w→ ΣX is exact; (2) Y −v→ Z −w→ ΣX −Σu−→ ΣY is exact (cf. TR4).
EXAMPLE ∀ X ∈ ObC, the triangle 0→ X idX−→ X → 0 (= Σ0) is in ∆ (cf. TR2 & TR4).
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EXAMPLE Suppose that X
u→ Y v→ Z w→ ΣX is exact −then there is a commutative diagram
X Y ΣΩZ ΣX
X Y Z ΣX
u ν
−1
Z
◦v
νZ
w◦νZ
u v w
, thus the triangle X Y ΣΩZ ΣXu
ν
−1
Z ◦v w◦vZ
is exact (cf. TR1) and so, by TR4, the triangle ΩZ X Y ΣΩZ
−(µ−1
X
◦Ωw) u ν
−1
Z
◦v
is ex-
act.
[Note: Under the bijection of adjunction Mor(Z,ΣX) ≈ Mor(ΩZ,X) w corresponds to µ−1X ◦ Ωw
and Σ(µ−1X ◦ Ωw) equals w ◦ νZ .]
EXAMPLE Suppose that X
u→ Y v→ Z w→ ΣX is exact −then there is a commutative diagram
ΩZ X ΣΩY ΣΩZ
ΩZ X Y ΣΩZ
−(µ−1
X
◦Ωw) ν−1
Y
◦u
νY
ΣΩv
−(µ−1
X
◦Ωw)
u
ν−1
Z
◦v
,
thus the triangle ΩZ X ΣΩY ΣΩZ
−(µ−1
X
◦Ωw) ν−1
Y
◦u ΣΩv is exact (cf. TR1)
and so, by TR4, the triangle ΩY ΩZ X ΣΩY
−Ωv −(µ
−1
X
◦Ωw) ν−1
Y
◦u
is exact or still,
the triangle ΩY ΩZ X ΣΩYΩv
µ−1
X
◦Ωw ν−1
Y
◦u
is exact.
A triangluated category is an additive category C equipped with a triangulation
(Σ,∆).
[Note: The opposite of a triangluated category is triangulated. In detail: The sus-
pension functor is ΩOP and the elements of ∆OP are those triangles X
uOP
→ Y
vOP
→ Z
wOP
→
ΩOPX in COP such that ΩX
−w
−→ Z
v
→ Y ΣΩX
ν−1X ◦u is exact.]
Example: Let C be a triangluated category. Call a triangle X
u
→ Y
v
→ Z
w
→ ΣX
antiexact if the triangle X
u
→ Y
v
→ Z
−w
−→ ΣX is exact −then C endowed with the class of
antiexact triangles is triangulated.
EXAMPLE Let A be an abelian category. Write CXA for the abelian category of cochain
complexes over A . Let Σ : CXA → CXA be the additive functor that sends X to X[1], where X[1]
n = Xn+1
dnX[1] = −dn+1X
−then Σ is an automorphism of CXA, hence is a suspension functor. The quotient
category K(A) of CXA per cochain homotopy is an additive category and the projection CXA→ K(A) is
an additive functor. Moreover, Σ induces a suspension functorK(A)→ K(A). Definition: A triangle X ′ u′→
Y ′
v′→ Z′ w′→ ΣX ′ in K(A) is exact if it is isomorphic to a triangle X f→ Y j→ Cf π→ ΣX for some f . Here
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Cf is the mapping cone of f : C
n
f = X
n+1 ⊕ Y n, dnCf =
(
dnΣX 0
fn+1 dnY
) (
jn =
(
0
idY n
)
, πn = (idXn+1 , 0)
)
.
With these choices, one can check by direct computation that K(A) is triangulated (a detailed explanation
can be found in Kashiwara-Schapira†).
PROPOSITION 1 Let C be a triangulated category. Suppose that
X Y Z ΣX
X ′ Y ′ Z ′ ΣX ′
u
g
v
h
w
u′ v′ w′
is a diagram with rows in ∆. Assume: h ◦ v = v′ ◦ g −then there is a morphism f : X → X ′
such that (f, g, h) is a morphism of triangles.
[Bearing in mind TR4, pass to
Y Z ΣX ΣY
Y ′ Z ′ ΣX ′ ΣY ′
g
v
h
w −Σu
Σg
v′ w′ −Σu′
and apply TR5.]
PROPOSITION 2 Let C be a triangulated category. Suppose that
X Y Z ΣX
X ′ Y ′ Z ′ ΣX ′
f
u v
h
w
Σf
u′ v′ w′
is a diagram with rows in ∆. Assume: Σf ◦ w = w′ ◦ h −then there is a morphism
g : Y → Y ′ such that (f, g, h) is a morphism of triangles.
PROPOSITION 3 Let C be a triangulated category −then for any exact triangle
X
u
→ Y
v
→ Z
w
→ ΣX, v ◦ u = 0 and w ◦ v = 0.
[It suffices to prove that v ◦ u = 0. But the diagram
X X 0 ΣX
X Y Z ΣX
u
w
u v w
must commute (cf. TR5), thus v ◦ u = 0.]
Application: Every morphism X
u
→ Y admits a weak cokernel.
†Sheaves on Manifolds, Springer Verlag (1990), 35-38; see also Weibel, An Introduction to Homological
Algebra, Cambridge University Press (1994), 376.
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[Thanks to TR3, ∃ an exact triangle X
u
→ Y
v
→ Z
w
→ ΣX and v ◦ u = 0. On the other
hand, if g ◦ u = 0 (g : Y →W ), then the diagram
X Y Z ΣX
0 W W 0
u
g
v w
idW
has
a filler h : Z →W such that h ◦ v = g (cf. TR5) .]
Suppose that a triangulated category C has coproducts −then C has weak pushouts, hence weak co-
limits. One can be specific. Thus let ∆ : I→ C be a diagram. Given δ ∈ MorI, say i δ→ j, put sδ = i, tδ = j.
Define an arrow
∐
Mor I
∆sδ →
∐
Ob I
∆i by taking the coproduct of the arrows ∆sδ ∆sδ ∐∆sδ


id
−∆δ


−then a candidate for a weak colimit of ∆ is any completion L of
∐
Mor I
∆sδ →
∐
Ob I
∆i to an exact triangle
(cf. TR3).
Let C be a triangulated category, D an abelian category −then an additive functor
(cofunctor) F : C→ D is said to be exact if for every exact triangle X
u
→ Y
v
→ Z
w
→ ΣX,
the sequence FX → FY → FZ (FZ → FY → FX) is exact.
[Note: An exact functor (cofunctor) generates a long exact sequence involving Σ and
Ω.]
PROPOSITION 4 Let C be a triangulated category −then ∀ W ∈ ObC, Mor(W,−)
is an exact functor and Mor(−,W ) is an exact cofunctor.
[Take any exact triangleX
u
→ Y
v
→ Z
w
→ ΣX and consider Mor(W,X)
u∗→Mor(W,Y )
v∗→
Mor(W,Z). In view of Proposition 3, im u∗ ⊂ ker v∗. To to the other way, assume that
v ◦ ψ = 0 (ψ ∈ Mor(W,Y )) −then ∃ φ ∈ Mor(W,X): ψ = u ◦ φ. Proof: Examine
W W 0 ΣW
X Y Z ΣX
φ
idW
ψ Σφ
u v w
(cf. Proposition 1).]
Application: If
X Y Z ΣX
X ′ Y ′ Z ′ ΣX ′
f
u
g
v
h
w
Σf
u′ v′ w′
is a commutative diagram with
rows in ∆ and if any two of f, g, h are isomorphisms, then so is the third.
[For instance, suppose that f and g are isomorphisms −then the five lemma implies
that h∗ : Mor(Z
′, Z)→ Mor(Z ′, Z ′), h∗ : Mor(Z ′, Z)→ Mor(Z,Z) are isomorphisms so ∃
φ, ψ ∈Mor(Z ′, Z): h ◦ φ = idZ′ , ψ ◦ h = idZ , i.e., h is an isomorphism.]
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EXAMPLE Let C be a triangulated category with finite products −then ∀ X, Y ∈ ObC, the
triangle X → X ∐ Y → Y 0→ ΣX is in ∆.
[According to TR3, the morphism X → X ∐ Y can be completed to an exact triangle X → X ∐ Y
→ Z → ΣX. Compare it with the exact triangle 0 → Y idY−→ Y → 0 to get a filler h : Z → Y (cf. TR5).
Consideration of
0 Mor(W,ΣX) Mor(W,ΣX ∐ ΣY ) Mor(W,ΣZ) 0
Mor(W,ΣY ) Mor(W,ΣY )
(Σh)∗
allows one to say that (Σh)∗ is an isomorphism ∀ W , hence Σh is an isomorphism or still, h is an isomor-
phism.]
EXAMPLE Let C be a triangulated category with finite products −then any exact triangle of
the form X
u→ Y v→ Z 0→ ΣX is isomorphic to X → X ∐ Z → Z 0→ ΣX. Indeed, the triangle Y v→
Z
0→ ΣX −Σu−→ ΣY is exact (cf. TR4) and there is a morphism Y → X ∐ Z rendering the diagram
Y Z ΣX ΣY
X ∐ Z Z ΣX ΣX ∐ΣZ
v 0 −Σu
0
commutative (cf. Proposition 1).
[Note: Analogously, an exact triangleX
0→ Y v→ Z w→ ΣX is isomorphic toX 0→ Y → Y ∐ΣX → ΣX .]
EXAMPLE Let C be a triangulated category with finite products. Suppose given a morphism
i : X → Y that admits a left inverse r : Y → X −then there exists an isomorphism Y → X ∐ Z and a
commutative triangle
X Y
X ∐ Z
i
.
[Complete X
i→ Y to an exact triangle X i→ Y v→ Z w→ ΣX (cf. TR3) and choose a filler
X Y Z ΣX
X X 0 ΣX
i
r
v w
idX
(cf. TR5) to see that w = 0.]
EXAMPLE Let C be a triangulated category with finite coproducts −then the triangles X u→
Y
v→ Z w→ ΣX, X ′ u′→ Y ′ v′→ Z′ w′→ ΣX ′ are exact iff the triangle
X ∐X ′ Y ∐ Y ′ Z ∐ Z′ ΣX ∐ ΣX ′


u 0
0 u′




v 0
0 v′




w 0
0 w′


is exact.
EXAMPLE Let C be a triangulated category with finite coproducts. Suppose that X
u→ Y v→
Z
w→ ΣX, is exact −then for any Y ′ ∈ ObC and any g ∈ Mor(Y, Y ′), the triangle Y ′ ∐ Y Y ′ ∐ Z


idY ′ g
0 −v


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ΣX ΣY ′ ∐ ΣY(0−w)


Σ(g ◦u)
−Σu


is exact.
FACT Let C be a triangulated category −then a morphism X u→ Y is an isomorphism iff the
triangle X
u→ Y → 0 → ΣX, is exact.
FACT Let C be a triangulated category. Suppose that X
u→ Y v→ Z wi−→ ΣX, (i = 1, 2) are exact
triangles −then w1 = w2 if Mor (ΣX,Z) = 0.
PROPOSITION 5 Let C be a triangulated category. Fix a morphism X
u
→ Y in C
and suppose that X
u
→ Y
v
→ Z
w
→ ΣX, X
u
→ Y
v′
→ Z ′
w′
→ ΣX are exact triangles (cf. TR3)
−then Z ≈ Z ′.
[ Any filler for
X Y Z ΣX
X Y Z ′ ΣX
u v w
u v′ w′
is an isomorphism (cf. p. 15-4).]
Let C be a triangulated category −then a full, isomorphism closed subcategory D of
C containing 0 and stable under Σ and Ω is said to be a triangulated subcategory of C if
∀ X
u
→ Y in MorD, there exists an exact triangle X
u
→ Y
v
→ Z
w
→ ΣX with Z in ObD.
[Note: D is, in its own right, a triangulated category (the suspension functor is the
restriction of Σ to D and the exact triangles X
u
→ Y
v
→ Z
w
→ ΣX are the elements of ∆
such that X, Y, Z ∈ ObD).]
EXAMPLE Let A be an abelian category. Write CXA+ for the full subcategory of CXA consisit-
ing of those X which are bounded below (Xn = 0(n≪ 0)), write CXA− for the full subcategory of CXA
consisiting of those X which are bounded above (Xn = 0(n ≫ 0)), and put CXAb = CXA+ ∩ CXA−
−then, in the obvious notation, K+(A), K−(A), and Kb(A) are triangulated subcategories of K(A).
PROPOSITION 6 Let C be a triangulated category. Suppose that O is the object
class of a triangulated subcategory of C −then for any exact triangle X
u
→ Y
v
→ Z
w
→ ΣX,
if two of X, Y , Z are in O so is the third.
[Assuming that X,Y ∈ O, choose Z ′ ∈ O: X
u
→ Y
v′
→ Z ′
w′
→ ΣX is exact. On the
basis of Proposition 5, Z ≈ Z ′, hence Z ∈ O (O is isomorphism closed). Next assume that
Y,Z ∈ O and fix an exact triangle Y
v
→ Z → W → ΣY with W ∈ O. By TR4, Y
v
→ Z
w
→
ΣX ΣY
−Σu
is exact. Therefore W ≈ ΣX (cf. Proposition 5) =⇒ ΩW ≈ ΩΣX. But
ΩW ∈ O =⇒ ΩΣX ∈ O =⇒ X ∈ O. The argument that X,Z ∈ O =⇒ Y ∈ O is
similar.]
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PROPOSITION 7 Let C be a triangulated category. Suppose given a nonempty class
O ⊂ ObC −then O is the object class of a triangulated subcategory of C provided that
for any exact triangle X
u
→ Y
v
→ Z
w
→ ΣX, if two of X, Y , Z are in O so is the third.
[(1) 0 ∈ O. Proof: ∀ X ∈ O, X
idX−→ X → 0 → ΣX is exact (cf. TR2). (2) O is
isomorphism closed. Proof: If X ∈ O and if X
u
→ X ′ is an isomorphism, then the triangle
X
u
→ X ′ → 0 → ΣX is exact (cf. p. 15-6). (3) ΣO ⊂ O Proof: For any X ∈ O,
X → 0 → ΣX ΣX
−idΣX is exact (cf. TR4), thus ΣX ∈ O. (4) ΩO ⊂ O Proof: For
any X ∈ O, 0→ X
idX−→ X → 0 is exact (cf. p. 15-1), hence ΩX → 0→ X ΣΩX
ν−1X
is exact (cf. p. 15-2), thus ΩX ⊂ O. The final requirement that O must satisfy is clear.]
EXAMPLE Let C be a triangulated category, D be an abelian category. Suppose that F : C→ D
is an exact functor. Let SF be the class of morphisms X
u→ Y such that ∀ n ≥ 0,
 FΣ
nu
FΩnu
is an
isomorphism and let OF be the class of objects Z for which there exists an exact triangle X
u→ Y v→ Z w→
ΣX with u ∈ SF −then OF is the object class of a triangulated subcategory of C.
[Note: OF is the class of objects Z such that ∀ n ≥ 0,
 FΣ
nZ = 0
FΩnZ = 0
.]
EXAMPLE Let A be an abelian category with a separator. Suppose that A is a Serre class in
A −then S−1A A exists (cf. p. 0-41) and the composite K(A) H
0−→ A → S−1A A is exact, hence deter-
mines a triangulated subcategory KA(A) of K(A) whose objects X are characterized by the condition that
Hn(X) ∈ A ∀ n.
Let C, D be triangulated categories −then an additive functor F : C→ D is said to
be a triangulated functor if there is a natrual isomorphism Φ : F ◦ Σ → Σ ◦ F such that
X
u
→ Y
v
→ Z
w
→ ΣX exact =⇒ FX
Fu
→ FY
Fv
→ FZ ΣFX
Φx ◦Fw exact.
Example: The inclusion functor determined by a triangulated subcategory of a trian-
gulated category is a triangulated functor.
FACT Let C, D be triangulated categories, F : C→ D a triangulated functor. Assume: G : D→ C
is a left adjoint for F −then G is triangulated.
[Note: The same conclusion obtains if G is a right adjoint for F . Proof: GOP is a left adjoint for
FOP, hence GOP is triangulated, which implies that G is triangulated.]
Let C,D be triangulated categories −then a triangulated functor F : C→ D is said to
be a triangulated equivalence if there exists a triangulated functor G : D→ C and natural
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isomorphisms
 µ : idC → G ◦ Fν : F ◦ G→ idD such that the diagrams
GFΣX ΣGFX
ΣX ΣX
(ΨF )◦(GΦ)
µΣX ΣµX ,
FGΣY ΣFGY
ΣY ΣY
(ΦG)◦(FΨ)
νΣY ΣνY commute.
[Note: Φ and Ψ are the natural isomorphisms implicit in the definition of F and G.]
FACT Let C, D be triangulated categories, F : C → D an additive functor. Suppose that there
exists a natural transformation Φ : F ◦ Σ → Σ ◦ F such that X u→ Y v→ Z w→ ΣX exact =⇒ FX Fu−→
FY
Fv−→ FZ ΣFXΦX ◦Fw exact −then Φ is a natural isomorphism.
[For any X ∈ ObC, the triangle X → 0→ ΣX ΣX−idΣX is exact.]
FACT Let C, D be triangulated categories, F : C → D an triangulated functor. Assume F is an
equivalence −then F is a triangulated equivalence.
[Given G and natural isomorphisms
 µ : idC → G ◦ Fν : F ◦ G→ idD , consider the inverse of (GΣν) ◦ (GΦG) ◦
(µΣG).]
Let C be a triangulated category −then C is said to be strict if its suspension functor
Σ is an isomorphism (and not just an equivalence).
[Note: When C is strict, the role of Ω is played by Σ−1.]
Example: For any abelian category A , K(A) is a strict triangulated category.
EXAMPLE Let C be a strict triangulated category. Suppose that X
u→ Y v→ Z w→ ΣX is exact
−then Σ−1Z X−Σ−1w u→ Y v→ Z is exact (cf. p. 15-2).
Given a triangulated category C, let ZC be the additive category whose objects are
the ordered pairs (n,X) (n ∈ Z, X ∈ ObC), the morphisms from (n,X) to (m,Y )
being colim
q≥n,n
Mor(Σq−nX,Σq−mY ). Composition in ZC comes from composition in C:
Σq−nX → Σq−mY → Σq−kZ. To equip ZC with the structure of a strict triangulated
category, take for the suspension functor the isomorphism (n,X) → (n − 1,X) and take
for the exact triangles the (n,X) → (m,Y ) → (k, Z) → (n − 1,X) associated with the
Σq−nX
u
→ Σq−mY
v
→ Σq−kZ
w
→ ΣΣq−nX such that (u, v, (−1)qw) is exact.
PROPOSITION 8 The functor F : C→ ZC that sends X to (0,X) is a triangulated
equivalence of categories.
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[Note: The natural isomorphism Φ : F ◦ Σ → Σ ◦ F is defined by letting ΦX :
(0,ΣX)→ (−1,X) be the canonical image of idΣX in Mor((0,ΣX), (−1,X)).]
(Octahedral Axiom) Let C be a triangulated category. Suppose given exact
triangles X
u
→ Y → Z ′ → ΣX, Y
v
→ Z → X ′ → ΣY , X
v◦u
→ Z → Y ′ → ΣX −then there
exists an exact triangle Z ′ → Y ′ → X ′ → ΣZ ′ such that the diagram
X Y Z ′ ΣX
X Z Y ′ ΣX
Y Z X ′ ΣY
Z ′ Y ′ X ′ ΣZ ′
u
v
u
v◦u
v
commutes.
[Note: An explanation for the term “octahedral” is the diagram
Y ′
Z ′ X ′
X Z
Y
u
u◦v
v
Example: Let A be an abelian category −then the triangulated category K(A) satis-
fies the octahedral axiom.
The stable homotopy category is a triangulated category satisfying the octahedral axiom.
EXAMPLE Let C be a triangulated category satisfying the octahedral axiom. Suppose that O is
the object class of a triangulated subcategory of C and write SO for the class of morphisms X
u→ Y which
can be completed to an exact triangle X
u→ Y v→ Z w→ ΣX with Z in O −then SO admits a calculus of left
and right fractions.
[SO contains the identities of C (∀ X ∈ ObC, X idX−→ X → 0→ ΣX is exact at 0 ∈ O). To check that
SO is closed under composition, let X
u→ Y → Z′ → ΣX and Y v→ Z → X ′ → ΣY be exact triangles with
Z′, X ′ ∈ O. Choose a completion X v◦u−→ Z to an exact triangle X v◦u−→ Z → Y ′ → ΣX (cf. TR3) −then by
the octahedral axiom, there exists an exact triangle Z′ → Y ′ → X ′ → ΣZ′. Since Z′, X ′ ∈ O, it follows
from Proposition 6 that Y ′ ∈ O. The remaining verfications do not involve the octahedral axiom.]
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[Note: SO contains the isomorphisms of C.]
EXAMPLE Let C be a triangulated category satisfying the octahedral axiom. Given classes
O1, O2,⊂ ObC, denote by O1 ∗ O2 the class consisting of those X which occur in an exact triangle
X1 → X → X2 → ΣX1, (X1 ∈ O1, X2 ∈ O2) −then the octahedral axiom implies that the operation
∗ is associative.
[Note: Given a class O ⊂ ObC, an extension of objects of O is an element of Ext O =
⋃
l≥0
O ∗ · · · ∗O
(l factors), the elements O ∗ · · · ∗ O being the extensions of objects of O of length l.]
FACT Let C be a triangulated category with finite coproducts satisfying the octahedral axiom
−then, in the notation of TR5, ∃ an h : Z → Z′ such that (f, g, h) is a morphism of triangles and the
triangle
X ′ ∐ Y Y ′ ∐ Z Z′ ∐ ΣX ΣX ′ ∐ΣY


u′ g
0 −v




v′ h
0 −w




w′ Σf
0 −Σu


is exact.
PROPOSITION 9 Let C be a triangulated category satisfying the octahedral axiom
−then every commutative square
X Y
X ′ Y ′
can be completed to a diagram
X Y Z ΣX
X ′ Y ′ Z ′ ΣX ′
X ′′ Y ′′ Z ′′ ΣX ′′
ΣX ΣY ΣZ Σ2X
in which the first three rows and the first three columns are exact and all the squares
commute except for the one marked with a minus sign which anticommutes.
EXAMPLE Let C be a triangulated category satisfying the octahedral axiom. Suppose that O
is the object class of a triangulated subcategory of C. Let X
u→ Y v→ Z w→ ΣX , X ′ u′→ Y ′ v′→ Z′ w′→
ΣX ′ be exact triangles. Assume: There is a diagram
X Y Z ΣX
X ′ Y ′ Z′ ΣX ′
f
u
g
v w
Σf
u′ v′ w′
, where
f, g ∈ SO and g ◦ u = u′ ◦ f −then ∃ an h : Z → Z′ in SO such that (f, g, h) is a morphism of triangles.
[Note: The metacategory S−1O C is triangulated and satisfies the octahedral axiom. For instance,
consider K(A), where A is an abelian category. Let O = {X : Hn(X) = 0 ∀ n} −then SO is the class of
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quasiisomorphisms of A (i.e., the f such that Hn(f) is an isomorphism ∀ n or, equivalently, the f such
that Hn(Cf ) = 0 ∀ n) and the derived category D(A) of A is the localization S−1O K(A). But there is a
problem with the terminology. Reason: A priori, D(A) is only a metacategory. However, the assumption
that A is Grothendieck and has a separator suffices to ensure that D(A) is a category (Weibel† One can
also form D+(A), D−(A) and Db(A). Here D+(A) will be a category if A has enough injectives and
D−(A) will be a category if A has enough projectives.]
The derived category D(A) of Freyd’s‡ “large” abelian category A is not isomorphic to a category,
hence exists only as a metacategory. Therefore one cannot find a model category structure on A whose
weak equivalences are quasiisomorphisms (cf. p. 12-33).
Let C be a triangulated category −then a subcategory D of C is said to be thick
provided that it is triangulated and for any pair of morphisms i : X → Y , r : Y → X with
r ◦ i = idX , Y ∈ ObD =⇒ X ∈ ObD.
PROPOSITION 10 Let C be a triangulated category with finite coproducts −then a
triangulated subcategory D of C is thick iff every object of C which is a direct summand
of an object of D is itself an object of D, i.e., Y ∈ ObD & Y ≈ X
∐
Z =⇒ X ∈ ObD.
[Necessity: Since D is isomorphism closed, X
∐
Z ∈ ObD, so one only has to consider
X X
∐
Z X.
inX prX
Sufficiency: There exists an isomorphism Y → X ∐ Z and a commutative diagram
X Y
X ∐ Z
i
(cf. p. 15-5), hence X ∈ ObD.]
PROPOSITION 11 Let C be a triangulated category with finite coproducts satisfying
the octahedral axiom −then a triangulated subcategory D of C is thick iff every morphism
X
u
→ Y in C admitting a factorization
X Y
W
φ
u
ψ
through an object W of D and
contained in an exact triangle X
u
→ Y
v
→ Z
w
→ ΣX, where Z ∈ ObD, is a morphism in D,
i.e., X, Y ∈ D.
[Necessity: Complete X
φ
→ W to an exact triangle X
φ
→ W
ω
→ W ′
ω′
→ ΣX (cf. TR3)
−then the triangle Y ∐W Y ∐W ′ ΣX ΣY ∐ ΣW
idY ψ
0 −ω

(0−ω′)
 Σu
−Σφ

is exact (cf.
†An Introduction to Homologial Algebra, Cambridge University Press (1994), 386-387.
‡Abelian Categories, Harper & Row (1964), 131-132.
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p. 15-5 ff.), thus the triangle X Y ∐W Y ∐W ′ ΣX
−u
φ

idY ψ
0 −ω

(0−ω′)
is exact
(cf. TR4). On the other hand, the triangle Y ∐W → Y
0
→ ΣW → ΣY ∐ ΣW is exact
(cf. p. 15-5), as is the triangle X
−u
→ Y
−v
→ Z
w
→ ΣX (cf. p. 15-1). So, in the notation of
the octahedral axiom, taking Z ′ = Y ∐W ′, X ′ = ΣW , and Y ′ = Z, one concludes that
there is an exact triangle Y ∐W ′ → Z → ΣW → ΣY ∐ ΣW ′. But Z,ΣW ∈ ObD =⇒
Y ∐W ′ ∈ ObD (cf. Proposition 6) =⇒ Y ∈ ObD (cf. Proposition 10) =⇒ X ∈ ObD
(cf. Proposition 6).
Sufficiency: Suppose that Y ∈ ObD & Y ≈ X ∐ Z −then the triangle X → X ∐ Z
→ Z
0
→ ΣX is exact (cf. p. 15-5), thus the triangle ΩZ
0
→ X → X∐Z → ΣΩZ is exact (cf.
p. 15-2). But 0 ∈ ObD and there is a factorization
ΩZ X
0
0
. Our assumption
implies that X ∈ ObD, so D is thick (cf. Proposition 10).]
FACT Let C be a triangulated category with finite coproducts satisfying the octahedral axiom.
Suppose that O is the object class of a thick subcategory of C −then u ∈ SO iff ∃ f, g ∈MorC: u ◦ f ∈ SO ,
g ◦ u ∈ SO.
[Complete X
u→ Y to an exact triangle X u→ Y v→ Z w→ ΣX (cf. TR3), the claim being that Z ∈ O. By
hypothesis, there are exact triangles X ′
u◦f−→ Y → Zf → ΣX ′, X g◦u−→ Y ′ → Zg → ΣX where Zf , Zg ∈ O.
Since v ◦ (u ◦ f) = (v ◦ u) ◦ f = 0 (cf. Proposition 3) and Mor(Zf , Z)→ Mor(Y,Z)→ Mor(X ′, Z) is exact
(cf. Proposition 4), ∃ a factorization
Y Z
Zf
v
. Complete Y
g→ Y ′ to an exact triangle Y g→ Y ′
→ W → ΣY (cf. TR3) and use the octahedral axiom on X u→ Y → Z → ΣX, Y g→ Y ′ → W → ΣY ,
X
g◦u−→ Y ′ → Zg → ΣX, to get an exact triangle Z → ΣZg →W → ΣZ, or still, an exact triangle W → ΣZ
→ ΣZg → ΣW . From the above, the arrow W → ΣZ factors through ΣZf ∈ O. But also ΣZg ∈ O, thus,
as O is thick, ΣZ ∈ O (cf. Proposition 11), i.e., Z ∈ O.]
[Note: The condition implies that SO is saturated: SO = SO (cf. p. 0-33), hence X ∈ O iff LSOX is
a zero object.]
Given a triangulated category C, call a class S ⊂ MorC multiplicative if (1) S admits a calculus of
left and right fractions and contains the isomorphisms of C; (2) u ∈ S =⇒ Σu & Ωu ∈ S; (3) f, g ∈ S
=⇒ ∃ h ∈ S (data as in TR5); (4) u ∈ S iff ∃ f, g ∈MorC: u ◦ f ∈ S, g ◦ u ∈ S.
Example: Let C be a triangulated category with finite coproducts satisfying the octahedral axiom
−then SO is multiplicative provided that O is the object class of a thick subcategory of C. In fact, the
assignment O → SO establishes a one-to-one correspondence between the object class of thick subcategories
of C and the multiplicative classes of morphisms of C.
[Note: To place this conclusion in perspective, recall than in an abelian category there is a one-to-one
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correspondence between the Serre classes and the saturated morphism classes which admit a calculus of left
and right fractions (Schubert†).]
PROPOSITION 12 Let C be a triangulated category. Assume C has coproducts
−then for any collection {Xi → Yi → Zi → ΣXi} of exact triangles, the triangle
∐
i
Xi →∐
i
Yi →
∐
i
Zi →
∐
i
ΣXi is exact.
[Note: The suspension functor preserves coproducts, so Σ
∐
i
Xi ≈
∐
i
ΣXi.]
Let C be a triangulated category with coproducts −then an X ∈ ObC is said to be
compact if ∀ collection {Xi} of objects in C, the arrow
⊕
i
Mor(X,Xi)→ Mor(X,
∐
i
Xi) is
an isomorphism.
[Note: X compact =⇒ ΣX & ΩX compact.]
EXAMPLE Let A be a commutative ring with unit −then the compact objects in D(A-MOD)
are those objects which are isomorphic to bounded complexes of finitely generated projective A-modules
(Bo¨kstedt-Neeman‡).
FACT If C is a triangulated category with coproducts, then the class of compact objects in C is
the object class of a thick subcategory of C.
Notation: Let C be a triangulated category with coproducts. Suppose given an object
(X, f) in FIL(C) −then tel(X, f) is any completion of
∐
n
Xn
sf
−→
∐
n
Xn to an exact triangle
(cf. TR3), the n
th component of sf being the arrow Xn Xn
∐
n
Xn+1
 id
−fn

.
PROPOSITION 13 Let C be a triangulated category with coproducts. Fix an (X, f)
in FIL(C) −then ∀ compact X, the arrow colimMor(X,Xn) → Mor(X, tel(X, f)) is an
isomorphism.
[First consider the exact sequence Mor(X,
∐
n
Xn)
Φ
−→ Mor(X, tel(X, f)) → Mor(X,∐
n
ΣXn) → Mor(X,
∐
n
ΣXn) (cf. Proposition 4). Due to the compactness of X, in the
†Categories, Springer Verlag (1972), 276.
‡Compositio Math. 86 (1993), 209-234.
15-13
commutative diagram
⊕
n
Mor(X,ΣXn)
⊕
n
Mor(X,ΣXn)
Mor(X,
∐
n
ΣXn) Mor(X,
∐
n
ΣXn)
, the vertical arrows are
isomorphisms. Because the horizontal arrow on the top is injective, the same holds for
the horizontal arrow on the bottom. Therefore Φ is surjective. Now write down the
commutative diagram
⊕
n
Mor(X,Xn)
⊕
n
Mor(X,Xn)
Mor(X,
∐
n
Xn) Mor(X,
∐
n
Xn) Mor(X, tel(X, f)) 0
φ
Φ
and observe that colimMor(X,Xn) can be identified with the cokernel of φ.]
FACT Let C be a triangulated category with coproducts. Fix an (X, f) inFIL(C) −then ∀ Y , there
is an exact sequence 0→ lim1Mor(ΣXn, Y )→ Mor(tel(X, f), Y )→ limMor(Xn, Y )→ 0.
A triangulated category C is said to be compactly generated if it has coproducts and
Ob C contains a set U = {U} of compact objects such that Mor(U,X) = 0 ∀ U ∈ U =⇒
X = 0.
[Note: The closure U = {U} of U is the set
⋃
U
{ΣnU : n ≥ 0} ∪
⋃
U
{ΩnU : n ≥ 0}.]
The stable homotopy category is a compactly generated triangulated category.
EXAMPLE Let X be a scheme, OX its structure sheaf. Denote by OX -MOD) the category of
OX -modules and write QC/X for the full subcategory whose objects are quasicoherent −then OX-MOD
and QC/X are abelian categories and the inclusion QC/X → OX-MOD is exact. In addition, OX-MOD
is Grothendieck and has a separator, thus the derived category D(OX -MOD) exists. When X is quasi-
compact (= compact) and separated, QC/X is Grothendieck and has a separator, thus in this situation,
the derived category D(QC/X) also exists. Moreover, D(QC/X) is compactly generated, the compact
objects being those objects which are isomorphic to perfect complexes (Neeman†).
BROWN REPRESENTABILITY THEOREM Let C be a compactly generated
triangulated category −then an exact cofunctor F : C→ AB is representable iff it converts
coproducts into products.
†J. Amer. Math. Soc. 9 (1996), 205-236.
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[The condition is clearly necessary and the proof of the sufficiency is a variation
on the argument used in Proposition 27 of §5. Thus setting X0 =
∐
U
FU · U , one has
FX0 =
∐
U
(FU)FU . Call ξ0 that element of the product defined by ξ0,U = idFU ∀ U and
let Ξ0 : Mor(−,X0) → F be the natural transformation associated with ξ0 via Yoneda.
Note that Ξ0,U : Mor(U,X0) → FU is surjective ∀ U . Proceeding inductively, we shall
construct an object (X, f) in FIL(C) and natural transformations Ξn : Mor(−,Xn) →
F such that ∀ n, the triangle
Mor(−,Xn)
Mor(−,Xn+1) F
Ξn
Ξn+1
commutes. To this end, put
Kn =
∐
U
(ker Ξn,U) · U and complete the canonical arrow Kn → Xn to an exact trian-
gle Kn → Xn
fn
−→ Xn+1 → ΣKn (cf. TR3). If ξn ∈ FXn corresponds to Ξn, then
ξn ∈ ker(FXn → FKn) and since the sequence FXn+1 → FXn → FKn is exact, ∃
ξn+1 ∈ FXn+1 : ξn+1 → ξn. Definition: Ξn+1 ↔ ξn+, which finishes the induction.
Abbreviating tel(X,f) to Xω, there is a natural transformation Ξω : Mor(−,Xω) → F
rendering the triangle
Mor(−,Xn)
Mor(−,Xω) F
Ξn
Ξω
commutative ∀ n. Proof: Consider the
diagram
FXω F (
∐
n
Xn) F (
∐
n
Xn)
∏
n
FXn
∏
n
FXn
F sf
. Because
∏
n
ξn lies in the kernel of
∏
n
FXn →
∏
n
FXn, exactness gives a ξω ∈ FXω : ξω →
∏
n
ξω, hence Ξω ↔ ξω has the
stated property. The final step is to establish that Ξω,X : Mor(X,Xω) → FX is bijec-
tive ∀ X. But it is certainly true that Ξω,U is bijective ∀ U (injectivity follows from
the construction of Xω (cf. Proposition 13)) while Mor(U,X0) → FU surjective =⇒
Mor(U,Xω)→ FU surjective and this turns out to be enough (cf. infra).]
The assumption that Mor(U,X) = 0 ∀ U ∈ U =⇒ X = 0 has yet to be em-
ployed. To do so, let CF be the full, isomorphism closed subcategory of C whose ob-
jects are those X such that Ξω,ΣnX : Mor(Σ
nX,Xω) → FΣ
nX is bijective ∀ n ≥ 0 and
Ξω,ΩnX : Mor(Ω
nX,Xω)→ FΩ
nX is bijective ∀ n ≥ 0. Obviously, CF contains 0 and U .
Claim: CF is stable under Σ & Ω.
[To check stability under Σ, fix an X ∈ ObCF −then ∀ n ≥ 0, Mor(ΣnΣX,Xω) =
Mor(Σn+1X,Xω) ≈ FΣ
n+1X = FΣnΣX. On the other hand, the arrow of adjunction
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X → ΩΣX is an isomorphism, thus one sees inductively from the commutative diagram
Mor(ΩnΣX,Xω) Mor(Ω
n−1ΣX,Xω)
FΩnΣX FΩn−1X
that Mor(ΩnΣX,Xω) ≈ FΩ
nΣX. Therefore
ΣX ∈ CF .]
Claim: If X
u
→ Y
v
→ Z
w
→ ΣX is an exact triangle with X,Y ∈ ObCF , then
Z ∈ ObCF .
[Use the five lemma.]
Claim: ObCF is closed under the formation of coproducts in C.
[E.g.: Mor(Σn
∐
i
Xi,Xω) ≈ Mor(
∐
i
Xi,Ω
nXω) ≈
∏
i
Mor(Xi,Ω
nXω) ≈
∏
i
Mor(ΣnXi,
Xω) ≈
∏
i
FΣnXi ≈ F (
∐
i
ΣnXi) ≈ F (Σ
n
∐
i
Xi).]
In summary, CF is a triangulated subcategory of C containing U and closed under
the formation of coproducts in C. To conclude that Ξω,X : Mor(X,Xω) → FX is bijec-
tive ∀ X, it need only be shown that CF = C, which is a special case of the following result.
PROPOSITION 14 Let C be a compactly generated triangulated category. Suppose
D is a triangulated subcategory of C containing U and closed under the formation of
coproducts in C −then D = C.
[Let D be the smallest triangulated subcategory of C containing U and closed under
the formation of coproducts in C. Fix an X in C −then the restriction of Mor(−,X) to D
is an exact cofunctor. Applying what has been proved above about Brown representability
to Mor(−,X) one concludes that there exists an Xω in D and a natural isomorphism
Mor(−,Xω)→ Mor(−,X) (the minimality of D enters the picture at this point). Accord-
ingly, ∃ a morphism Xω → X such that ∀ X in D, the arrow Mor(X,Xω)→ Mor(X,X)
is bijective. Complete Xω → X to an exact triangle Xω → X → Y → ΣXω in C (cf.
TR3) −then ∀ X ∈ D, Mor(X,Y ) = 0 =⇒ ∀ U ∈ U , Mor(U, Y ) = 0 =⇒ Y = 0.
Consequently, the morphism Xω → X is an isomorphism (cf. p. 15-6), so X ∈ ObD (D is
isomorphism closed), hence D = C =⇒ D = C.]
Application: Let C be a compactly generated triangulated category. Suppose that
Ξ : Mor(−, Y ) → Mor(−, Z) is a natural transformation such that ∀ U ∈ U , ΞU is bijec-
tive −then for all X in C, ΞX : Mor(X,Y )→ Mor(X,Z) is bijective.
[Note: If Ξf : Mor(−, Y ) → Mor(−, Z) is the natural transformation corresponding
to f : Y → Z, then f is an isomorphism whenever Ξf,U is bijective ∀ U ∈ U .]
Example: Suppose that C be a compactly generated triangulated category. Let
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∆ : I→ C be a diagram −then a weak colimit L of ∆ is said to be a minimal weak colimit
provided that ∀ U ∈ U , colimMor(U,∆i) ≈ Mor(U,L). If L is a minimal weak colimit
of ∆ and if K is an arbitrary weak colimit of ∆, then there are arrows L
φ
→ K
ψ
→ L and
∀ U ∈ U , Ξψ◦φ,U : Mor(U,L) → Mor(U,L) is bijective, thus by the above, ψ ◦ φ is an
isomorphism. Corollary: L is a direct summand of K (cf. p. 15-5.
[Note: L & K minimal =⇒ L ≈ K. Example: ∀ (X, f) in FIL(C), tel(X, f) is a
minimal weak colimit of (X,f) (cf. Proposition 13).]
EXAMPLE Suppose that C be a compactly generated triangulated category. Fix a compact ob-
ject X −then for any divisible abelian group A, Hom(Mor(X,−), A) is an exact cofunctor which converts
coproducts into products, thus is representable.
EXAMPLE (Idempotents Split) Suppose that C is a compactly generated triangulated
category. Let e ∈Mor(Y, Y ) be idempotent −then ∃ X, Z and an isomorphism Y → X ∐ Z such that the
diagram
Y Y
X ∐ Z X X ∐ Z
e
commutes.
[Using suggestive notation, write Mor(−, Y ) as a direct sum eMor(−, Y ) ⊕ (1 − e)Mor(−Y ) of two
exact cofunctors which convert coproducts into products and choose X,Z: eMor(−, Y ) ≈ Mor(−, X),
(1− e)Mor(−, Y ) ≈ Mor(−, Z).]
[Note: Defining r : Y → X and i : X → Y in the obvious way, one has e = i ◦ r and r ◦ i = idX .
Moreover r : Y → X is a split coequalizer of e, idY : Y → Y , as can bee seen from the diagram
Y Y X
Y
e
idY
r
e
idY
i
i
.]
EXAMPLE (The Eilenberg Swindle) Suppose that C is a compactly generated triangulated
category. LetD be a triangulated subcategory of C. Assume: D is closed under the formation of coproducts
in C −then D is thick.
[Fix a pair of morphisms i : X → Y , r : Y → X with r ◦ i = idX and Y ∈ ObD. Put e = i ◦ r. Since e
is an idempotent, by the preceding example Y ≈ X∐Z for some Z. WriteW = X∐(Z∐X)∐(Z∐X)∐· · · ≈
(X ∐ Z) ∐ (X ∐ Z) ∐ · · · to get W ∈ ObD. But W ≈ X ∐W ≈ W ∐X =⇒ W ∐X ∈ ObD. Because
the triangle W →W ∐X → X 0→ ΣW is exact (cf. p. 15-5 ff.), it follows that X ∈ ObD.]
EXAMPLE Suppose that C is a compactly generated triangulated category −then C has prod-
ucts. Proof: Given a set of objects Xi, apply the Brown representability theorem to the exact cofunctor
Y →∏
i
Mor(Y,Xi).
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[Note: The morphism t :
∐
i
Xi →
∏
i
Xi of p. 0-36 is an isomorphism iff ∀ U ∈ U : #{i :
Mor(U,Xi) 6= 0} < ω. To see this, consider the arrow Mor(U,
∐
i
Xi) =
⊕
i
Mor(U,Xi)→
∏
i
Mor(U,Xi) =
Mor(U,
∏
i
Xi).]
PROPOSITION 15 Let C be a compactly generated triangulated category and let D
be an arbitrary triangulated category. Suppose that F : C → D is a triangulated functor
which preserves coproducts −then F has a right adjoint G : D→ C.
[Given a Y ∈ ObD, the cofunctor X → Mor(FX, Y ) is exact and converts coproducts
into products, thus is representable: Mor(F−, Y ) ≈ Mor(−, GY ).]
FACT Let C be a compactly generated triangulated category and let D be an arbitrary triangulated
category. Suppose that F : C → D is a triangulated functor which preserves coproducts −then its right
adjoint G : D→ C preserves coproducts iff ∀ U ∈ U , FU is compact.
[Necessity:
⊕
j
Mor(FU, Yj) ≈
⊕
j
Mor(U,GYj) ≈ Mor(U,
∐
j
GYj) ≈ Mor(U,G
∐
j
Yj) ≈ Mor(FU,∐
j
Yj).
Sufficiency: The natural transformation Ξ : Mor(−,
∐
j
GYj) → Mor(−,G
∐
j
Yj) corresponding to
the arrow
∐
j
GYj → G
∐
j
Yj has the property that ΞU is bijective ∀ U ∈ U , hence
∐
j
GYj ≈ G
∐
j
Yj (cf.
p. 15-16).]
Notation: U+ is the class of objects in C that are coproducts of objects in U .
Definition: An object (X, f) in FIL(C) is completable in U+ if X0 ∈ U
+ and ∀ n ≥ 0,
there is an exact triangle Xn
fn
−→ Xn+1 → Zn → ΣXn with Zn ∈ U
+.
PROPOSITION 16 Let C be a compactly generated triangulated category. Suppose
that F : C→ AB is an exact cofunctor which converts coproducts into products −then ∃
an object (X, f) in FIL(C), completable in U+, such that tel(X, f) represents F .
[This is implicit in the proof of the Brown representability theorem. Thus by def-
inition, X0 ∈ U
+. Consider the exact triangle Kn → Xn
fn
→ Xn+1 → ΣKn. Since
ΣKn = Σ
(∐
U
(ker Ξn,U) · U
)
≈
∐
U
(ker Ξn,U) · ΣU , there is an exact triangle Xn
fn
→ Xn+1
→ Zn → ΣXn with Zn ∈ U
+.]
[Note: If U = ΩnU (n ≥ 1), then ΣU = ΣΩnU = ΣΩ(Ωn−1U) ≈ Ωn−1U ∈ U .]
Application: Fix an X ∈ ObC −then ∃ an object (X, f) in FIL(C), completable in
U+, such that X ≈ tel(X, f).
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[In Proposition 16, take F = Mor(−,X).]
Let C be a compactly generated triangulated category satisfying the octahedral axiom
−then one may form Ext U and Ext U+ (cf. p. 15-10). Example: Using the notation of
Proposition 16, ∀ n ≥ 0, Xn ∈ Ext U
+.
LEMMA Let C be a compactly generated triangulated category satisfying the oc-
tahedral axiom. Fix a compact object X and suppose that Z ′ → Z → Z ′′ → ΣZ ′ is an
exact triangle with Z ′′ ∈ Ext U+ −then every diagram
X
Z ′ Z
can be completed
to a commutative diagram
X ′ X
Z ′ Z
in such a way that there is an exact triangle
X ′ → X → X ′′ → ΣX ′ with X ′′ ∈ Ext U .
[Argue by induction on the length l of Z ′′.
Case 1: l = 1. Here Z ′′ ∈ U+. Since X is compact, the composition X → Z
→ Z ′′ factors through a finite coproduct X ′′ ⊂ Z ′′ and
X X ′′
Z ′ Z Z ′′ ΣZ ′
extends to a morphism of exact triangles
X ′ X X ′′ ΣX ′
Z ′ Z Z ′′ ΣZ ′
(cf. Propo-
sition 1).
Case 2: l > 1. By assumption Z ′′ occurs in an exact triangle Z ′′0 → Z
′′ → Z ′′1 →
ΣZ ′′0 , where Z
′′
0 , Z
′′
1 ∈ Ext U
+
and have length < l. Complete the composite Z → Z ′′ → Z ′′1
to an exact triange Z → Z ′′1 → W → ΣZ (cf. TR3). Using the octahedral axiom on
Z → Z ′′ → ΣZ ′ → ΣZ, Z ′′ → Z ′′1 → ΣZ
′′
0 → ΣZ
′′, construct a factorization
Z ′ Z
Z
of Z ′ → Z and exact triangles Z ′ → Z → Z ′′0 → ΣZ
′, Z → Z → Z ′′1 → ΣZ. Owing
to the induction hypothesis, there is a commutative diagram
X ′ X X
Z ′ Z Z
and
exact triangles X ′ → X → X ′′0 → ΣX
′, X → X → X ′′1 → ΣX, where X
′′
0 ,X
′′
1 ∈ Ext U .
Complete the composite X ′ → X → X to an exact triangle X ′ → X → X ′′ → ΣX ′ (cf.
TR3) −then the octahedral axiom implies that X
′′ ∈ Ext U .]
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PROPOSITION 17 Let C be a compactly generated triangulated category satisfying
the octahedral axiom −then every compact object X in C is a direct summand of an object
in Ext U .
[Write X ≈ tel(X, f) (cf. supra). Since colimMor(X,Xn) ≈ Mor(X,X) (cf. Propo-
sition 13), idX factors through some Xn:
X X
Xn
i
idX
r
. On the other hand, Xn ∈
Ext U+ and 0 → Xn
idXn−→ Xn → 0 is exact. One may therefore apply the lemma to
X
0 Xn
and produce a commutative diagram
X ′ X
0 Xn
plus an exact triangle
X ′ → X → X ′′ → ΣX ′ with X ′′ ∈ Ext U . But the arrow X ′ → X is the zero morphism,
thus X ′′ ≈ X ∐ ΣX ′ (cf. p. 15-5).]
Notation: cptC is the thick subcategory of C whose objects are compact.
THEOREM OF NEEMAN-RAVENEL Let C be a compactly generated triangulated
category satisfying the octahedral axiom −then the thick subcategory generated by U is
cptC.
[This is a consequence of Propostion 10 and Proposition 17.]
[Note: The thick subcategory generated by U is, of course, the intersection of the
conglomerate of thick subcategories of C containing U .]
The proof of the Neeman-Ravenel theorem depends on the octahedral axiom (by way
of Proposition 17) but its use can be eliminated. Thus, let Λ be the thick subcategory
generated by U and fix a skeleton Λ of Λ −then Λ is small (since U is a set) and for
any X in C, Λ/X is the category whose objects are the arrows K → X and whose mor-
phisms (K → X)→ (L→ X) are the commutative triangles
K L
X
(K, L in Λ).
LEMMA ∀ X, the category Λ/X is filtered.
[Note: The assignment X → Λ/X defines a functor C→ CAT.]
In what follows, colim
X
stands for a colimit calculated over Λ/X.
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PROPOSITION 18 Let C be a compactly generated triangulated category. Suppose
that F : Λ → AB is an exact functor. Given an X ∈ ObC, put FX = colim
X
FX −then
F : C→ AB is an exact functor which converts coproducts into direct sums.
[Note: ∀ K in Λ, FK ≈ FK.]
Remark: Suppose that F : C → AB is an exact functor which converts coproducts
into direct sums −then the natural transformation F |Λ → F is a natural isomorphism.
Proof: The X such that the arrows
 F |ΛΣnX → FΣnXF |ΛΩnX → FΩnX are isomorphisms ∀ n ≥ 0
constitute the object class of a triangulated subcategory of C containing U and closed
under the formation of coproducts in C, thus is all of C (cf. Proposition 14).
THEOREM OF NEEMAN-RAVENEL (bis) Let C be a compactly generated trian-
gulated category −then the thick subcategory generated by U is cptC.
[∀ compact X, the exact functor Mor(X,−) converts coproducts into direct sums.
Therefore, by the above remark, Mor(X,−)|Λ ≈ Mor(X,−), so idX factors through some
K in Λ:
X X
K
i
idX
r
.]
PROPOSITION 19 Let C be a compactly generated triangulated category −then
cptC has a small skeleton.
Let C be a compactly generated triangulated category −then the additive functor cat-
egory [(cptC)OP,AB]+ is a complete and cocomplete abelian category and has enough pro-
jectives (cf. p. 0-40). Call EX[(cptC)OP,AB]+ the full subcategory of [(cptC)OP,AB]+
whose objects are the exact cofunctors F : cptC→ AB.
PROPOSITION 20 Let C be a compactly generated triangulated category −then all
the projective objects of [(cptC)OP,AB]+ lie in EX[(cptC)OP,AB]+.
[Every projective object of [(cptC)OP,AB]+ is a direct summand of a coproduct of
representable functors.]
PROPOSITION 21 Let C be a compactly generated triangulated category −then ev-
ery object in [(cptC)OP,AB]+ of finite projective dimension belongs toEX[(cptC)OP,AB]+.
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Notation: Write hX for the restriction Mor(−,X)|cptC and write hf : hX → hY for
the natural transformation induced by the morphism f : X → Y .
FACT Let C be a compactly generated triangulated category −then the functor h : C→ [(cptC)OP,
AB]+ is exact, conservative, and preserves products & coproducts.
Let C be a compactly generated triangulated category −then C is said to admit
Adams representability if the following conditions are satisfied,
(ADR1) Every exact cofunctor F : cptC → AB is repreresentable in the large
i.e., ∃ an X ∈ ObC and a natural isomorphism hX → F .
(ADR2) Every natural transformation hX → hY is induced by a morphism
f : X → Y .
FACT Suppose that C admits Adams representability −then IND(cptC) is equivalenct to
EX[(cptC)OP,AB]+.
LEMMA Let C be a compactly generated triangulated category. Assume: C admits
Adams representability −then hX ≈ hY =⇒ X ≈ Y , thus an object representing a given
exact cofunctor F : cptC→ AB is unique up to isomorphism.
Suppose that C admits Adams representability −then ∀ X, Y ∈ ObC, there is a
surjection Mor(X,Y )→ Nat(hX , hY ), viz. f → hf . Definition: f is said to be a phantom
map provided that hf = 0. So, if Ph(X,Y ) is the subgroup of Mor(X,Y ) consisting of
phantom maps, then the sequence 0 → Ph(X,Y ) → Mor(X,Y ) → Nat(hX , hY ) → 0 is
short exact.
[Note: Let f ∈ Ph(X,Y ) −then for any φ : X ′ → X, f ◦ φ ∈ Ph(X ′, Y ), and for any
ψ : Y → Y ′, ψ ◦ f ∈ Ph(X,Y ′). This has the consequence that it makes sense to form the
quotient category C/Ph, where the set of morphisms from X to Y Mor(X,Y )/Ph(X,Y ).]
LEMMA Let C be a compactly generated triangulated category. Assume: C admits
Adams representability −then hX is projective iff X is a direct summand of a coproduct
of compact objects.
EXAMPLE Consider any exact triangle W
w→
∐
i
Xi
t→
∏
i
Xi → ΣW (t as on p. 0-36) −then w
is a phantom map.
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FACT Suppose that C admits Adams representability −then f : X → Y is a phantom map iff ∀
compact K and every φ : K → X, the composite f ◦ φ vanishes.
EXAMPLE Given an X ∈ ObC, complete
∐
Λ/X
K → X to an exact triangle
∐
Λ/X
K → X θ−→ X
→
∐
Λ/X
ΣK (cf. TR3) −then Θ is a phantom map. Moreover, every f ∈ Ph(X,Y ) factors through Θ.
Corollary: All phantom maps out of X vanish iff Θ = 0. And, when Θ = 0, X is a direct summand of∐
Λ/X
K.
[Note: Therefore Θ is a “universal” phantom map (cf. p. 5-89).]
FACT Suppose that C admits Adams representability −then f : X → Y is a phantom map iff ∀
exact functor F : C→ AB which convertes coproducts into direct sums, Ff = 0.
PROPOSITION 22 Let C be a compactly generated triangulated category. Assume:
C admits Adams representability. Let ∆ : I → C be a diagram, where I is filtered and
∀ i ∈ ObI, ∆i is compact −then ∆ has a miminal weak colimit.
[Put F = colimh∆i (thus ∀ compact K, FK = colimMor(K,∆i)). Since AB is
Grothendieck, F is exact, so by ADR1, ∃ anX ∈ ObC and a natural isomorphism hX → F .
Claim: X is a minimal weak colimit of ∆. Indeed, ∀ i, there is a natural transformation
Ξi : h∆i → hX and, by ADR2, Ξi = hfi (∃ fi : ∆i → X). Moreover, fi is determined up to
an element of Ph(∆i,X). But ∆i compact =⇒ Ph(∆i,X) = 0, hence fi is unique. Con-
sequently, {∆i
fi
−→ X} is a natural sink. If now {∆i
gi
−→ X} is another natural sink, then
∃ Ξ ∈ Nat(hX , hY ): ∀ i, hgi = Ξ ◦ hfi . However Ξ = hφ for some φ : X → Y (cf. ADR2)
and this means that gi = φ ◦ fi. Therefore X is a weak colimit of ∆. Minimality is obvious.]
EXAMPLE Suppose that C admits Adams representability. Fix an X ∈ ObC and consider the
functor Λ/X → C that sends K → X to K. Since Λ/X is filtered, this functor has a minimal weak colimit
LX (cf. Proposition 22). There is an arrow LX → X and ∀ U ∈ U , Mor(U,LX ) ≈ colim
X
Mor(U,K) ≈
Mor(U,X) =⇒ LX ≈ X (cf. p. 15-16).
FACT Let C be a compactly generated triangulated category. Assume: Every functor from a filtered
category I to C with compact values has a minimal weak colimit −then C admits Adams representability.
LEMMA Let C be a compactly generated triangulated category. Assume: C admits
Adams representability −then for anyX ∈ C, there is an exact triangle P → Q→ X → ΣP
such that hP & hQ are projective and the sequence 0 → hP → hQ → hX → 0 is short
exact.
[The functor Λ/X → C that sends K → X to K has a minimal weak colimit, viz. X
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(see the preceeding example). It also has a weak colimit Y constructed via the procedure
on p. 15-4:
∐
K→L
K →
∐
Λ/X
K → Y →
∐
K→L
ΣK. Since X is minimal, ∃ arrows φ : X → Y ,
ψ : Y → X, such that ψ ◦ φ is an isomorphism and the triangles
∐
Λ/X
K X
Y
φ ,
∐
Λ/X
K Y
X
ψ commute (cf. p. 15-16 ff.). Define P be requiring that P →
∐
Λ/X
K →
X → ΣP be exact. Using Proposition 1, determine arrows f : P →
∐
K→L
K, g :
∐
K→L
K → P
such that the diagram
P
∐
Λ/X
K X ΣP
∐
K→L
K
∐
Λ/X
K Y
∐
K→L
ΣK
P
∐
Λ/X
K X ΣP
f φ Σf
g
ψ
Σg
commutes −then g ◦ f is an isomorphism (cf. p. 15-4), hence hP is a direct summand of∐
K→L
hK which implies that hP is projective. And with Q =
∐
Λ/X
K, the sequence 0→ hP →
hQ → hX → 0 is short exact.]
Remark: The arrow X → ΣP is a phantom map and if f : X → Y is a phantom map,
then there is a commutative diagram
X ΣP
Y
f (cf. p. 15-23 ff.).
Example: f ∈ Ph(X,Y ) & g ∈ Ph(Y,Z) =⇒ g ◦ f = 0. Proof: hP projective =⇒
hΣP projective =⇒ Ph(ΣP,Z) = 0.
PROPOSITION 23 Let C be a compactly generated triangulated category. Assume:
C admits Adams representability −then EX[(cptC)OP,AB]+ is the full subcategory of
[(cptC)OP,AB]+ whose objects have projective dimension ≤ 1.
[On account of Proposition 21, it need only be shown that every F in EX[(cptC)OP,
AB]+ has projective dimension ≤ 1. But by ADR1, ∃ X : hX ≈ F and the lemma implies
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that hX has a projective resolution of length ≤ 1.]
FACT Suppose that C admits Adams representability −then ∀ X,Y ∈ ObC, Ph(ΩX,Y ) ≈
Ext (hX , hY ).
LEMMA Let C be a compactly generated triangulated category −then every ex-
act cofunctor F : cptC → AB of projective dimension ≤ 1 has a projective resolution
0→ H → G→ F → 0, where G, H are coproducts of representable cofunctors.
[By hypothesis, there is a projective resolution 0 → F ′′ → F ′ → F → 0. Here F ′
is a coproduct of representable cofunctors, while F ′′ is a direct summand of a coproduct
of representable cofunctors, say F ′′ ∐ F
′′
≈ Φ. Noting that
∞∐
1
Φ ≈ F ′′ ∐
∞∐
1
Φ, consider
0→ F ′′ ∐
∞∐
1
Φ→ F ′ ∐
∞∐
1
Φ→ F → 0.]
PROPOSITION 24 Let C be a compactly generated triangulated category. Assume:
Every exact cofunctor F : cptC → AB has projective dimension ≤ 1 −then C admits
Adams representability.
[It is a question of checking the validity of ADR1, ADR2.
Re: ADR1. Fix an exact cofunctor F : cptC→ AB and resolve it per the lemma:
0 → H → G → F → 0. Write G = ∐ Mor(−,K), H = ∐ Mor(−, L) −then the arrow
H → G gives rise to a morphism ∐L → ∐K which can be completed to an exact triangle
∐L→ ∐K → X → ∐ΣL (cf. TR3) and hX ≈ F .
Re: ADR2. Fix a natural transformation Ξ : hX → hY . Choose projective
resolutions 0 → HX → GX → hX → 0, 0 → HY → GY → hY → 0 per the lemma and
lift Ξ to a commutative diagram
0 HX GX hX 0
0 HYX GY hY 0
Ξ . Write
GX = ∐Mor(−,KX), HX = ∐Mor(−, LX), GY = ∐Mor(−,KY ), HY = ∐Mor(−, LY ),
−then there is a commutative diagram
∐LX ∐KX
∐LY ∐KY
in C. Complete it to a mor-
phism
∐LX ∐KX X
′ ∐ΣLX
∐LY ∐KY Y
′ ∐ΣLY
f ′ of exact triangles (cf. TR3 & TR5).
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The rows in the commutative diagram
0 HX GX hX′ 0
0 HY GY hY ′ 0
hf ′ are
short exact. Working with X, the composite ∐LX → ∐KX → X is a phantom map,
hence vanishes, thus ∃ a commutative triangle
∐KX X
′
X
φ
and hφ : hX′ → hX
is a natural isomorphism, so φ : X ′ → X is an isomorphism (h is conservative (cf. p.
15-21). Similar considerations apply to Y . Since
hX′ hX
hY ′ hY
hf ′
hφ
Ξ
hψ
commutes, it follows
that Ξ = hψ◦f ′ ◦φ−1 .]
Let C be a compactly generated triangulated category −then Propositions 23 and 24
tell us that C admits Adams representability iff every object in EX[(cptC)OP,AB]+ has
projective dimension ≤ 1 in [(cptC)OP,AB]+. And this condition can be realized. Indeed,
it suffices that cptC possess a countable skeleton, (cf. infra).
[Note: Recall that in any event cptC has a small skeleton (cf. Proposition 19).]
NEEMAN’S COUNTABILITY CRITERION Let C be a triangulated category
with finite coproducts and a countable skeleton −then every object of EX[COP,AB]+ has
projective dimension ≤ 1 in [(COP,AB]+.
[Note: EX[COP,AB]+ is the full subcategory of [COP,AB]+ whose objects are the
exact cofunctors F : C→ AB.]
The stable homotopy category is a compactly generated triangulated category and its full subcate-
gory of compact objects has a countable skeleton. Therefore the stable homotopy category admits Adams
representability.
The proof of Neeman’s countability criterion requires some preparation. Call an ob-
ject of [COP,AB]+ free if it is a coproduct of representable cofunctors. Definition: ∀ F in
[COP,AB]+, #(F ) is the smallest infinite cardinal κ for which there is a free presentation
F ′′ → F ′ → F → 0, where F ′, F ′′ are coproducts of ≤ κ representable cofunctors.
Observation: If 0→ F ′′ → F ′ → F → 0 is a short exact sequence in [COP,AB]+ and
if #(F ′′) ≤ κ, #(F ′) ≤ κ, then #(F ) ≤ κ.
Let κ be an infinite cardinal −then C is said to satisfy condition κ if for any F in
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EX[COP,AB]+ and any morphism Φ → F , where #(Φ) ≤ κ there is a factorization
Φ → Ψ → F such that Ψ → F is a monomorphism and Ψ has a free resolution 0 →
Ψ′′ → Ψ′ → Ψ → 0 where Ψ′, Ψ′′ are coproducts of ≤ κ representable cofunctors ( =⇒
#(Ψ) ≤ κ).
Observation: Suppose that C satisfies condition κ −then every object F of EX[COP,
AB]+ with #(F ) ≤ κ has a free resolution 0 → F ′′ → F ′ → F → 0, where F ′, F ′′ are
coproducts of ≤ κ representable cofunctors. In particular: The projective dimension of F
is ≤ 1.
LEMMA Suppose that C satisfies condition κ. Let F → G be a monomorphism of
exact cofunctors, where #(F ) ≤ κ, #(G) ≤ κ −then for any free resolution 0 → F ′′ →
F ′ → F → 0 of F , there exists a free resolution 0 → G′′ → G′ → G → 0 of G and
a commutative diagram
0 F ′′ F ′ F 0
0 G′′ G′ G 0
such that F ′′ → G′′,
F ′ → G′ are split monomorphisms.
[Complete F → G to a short exact sequence 0 → F → G → H → 0. Since F , G are
exact, so is H. Moreover, #(F ) ≤ κ, #(G) ≤ κ, =⇒ #(H) ≤ κ (cf. supra). Fix a free
resolution 0 → H ′′ → H ′ → H → 0, where H ′, H ′′ are coproducts of ≤ κ representable
cofunctors and extend
0
0 F ′′ F ′ F 0
G
0 H ′′ H ′ H 0
0
in the obvious way: 0→ F ′′ ⊕H ′′ → F ′ ⊕H ′ → G→ 0.]
[Note: Therefore if F ′ and F ′′ are coproducts of ≤ κ representable cofunctors, then
G′ = F ′ ⊕H ′, G′′ = F ′′ ⊕H ′′ are coproducts of ≤ κ representable cofunctors.]
MAIN LEMMA Let C be a countable triangulated category with finite coproducts
−then C satisfies condition κ for every κ, hence Neeman’s countability criterion is valid.
[Fix an F in EX[COP,AB]+ and a morphism Φ→ F .
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#(Φ) = ω. There is a free presentation Φ′′ → Φ′ → Φ → 0, where Φ′, Φ′′ are
countable coproducts of representable cofunctors. Accordingly, one can assume without
loss of generality that Φ is a countable coproducts of representable cofunctors (replace
Φ → F by Φ′ → Φ → F ), say Φ =
∞∐
0
Mor(−,Xi), the morphism Φ → F corresponding
to a sequence of natural transformations Mor(−,Xi) → F . Put X
0
i = Xi. Since C
is countable, ∀ X ∈ ObC, Mor(X,
k∐
i=0
X0i ) is countable, thus its subset SX,k consisting
of the arrows for which the composite Mor(−,X) →
k∐
i=0
Mor(X,X0i ) → F vanishes is
countable. Enumerate the elements of
⋃
X,k
SX,k. Supposing that X →
k∐
i=0
X0i is the l
th
such, define X1l by the exact triangle X →
k∐
i=0
X0i → X
1
l → ΣX (cf. TR3). The natural
transformation
k∐
i=0
Mor(−,X0i ) → F determines an element x ∈ F
k∐
i=0
X0i , that, under the
arrow F
k∐
i=0
X0i → FX, is sent to 0. Since F is exact, ∃ an element of FX
1
l mapping to
x. This means that
k∐
i=0
Mor(−,X0i ) → F factors as
k∐
i=0
Mor(−,X0i ) → Mor(−,X
1
l ) → F .
Iterate the procedure: From the set {X1l } one can produce the set {X
2
l }. Continuing, the
upshot is a countable filtered category I whose objects are the Xkl and whose morphisms
Xkl → X
k′
l′ are the identities and the composites arising from the construction. There
is a functor I → [C,AB]+ that sends Xkl to Mor(−,X
k
l ). The natural transformations
Mor(−,Xkl ) → F constitute a natural sink and the arrow colimMor(−,X
k
l ) → F is a
monomorphism. Definition: Ψ = colimMor(−,Xkl ). It is clear that the Mor(−,Xi) → F
factor through Ψ. To show that Ψ has a free resolution 0 → Ψ′′ → Ψ′ → Ψ → 0,
where Ψ′, Ψ′′ are countable coproducts of representable cofunctors, fix a final functor
∇ : [N]→ I (see below) −then Ψ ≈ colimMor(−,∇n) and there is a short exact sequence
0 →
∐
n
Mor(−,∇n)
sf
−→
∐
n
Mor(−,∇n) → Ψ → 0. Here the n
th component of sf is the
arrow ∇n ∇n ∐∇n+1
 id
−fn

(fn : ∇n → ∇n+1).
#(Φ) = κ(> ω). The induction hypothesis is that C satisfies condition κ′ for all
infinite cardinals κ′ < κ. One can assume from the start that Φ is a coproduct of ≤ κ
representable cofunctors. If Φ is the coproduct of < κ representable cofunctors, we are
done. Suppose, therefore, that Φ =
∐
0≤α<κ
Mor(−,Xα). The idea then is to define for
each α ∈ [ω, κ[ a subobject Ψα ⊂ F such that α < β =⇒ Ψα ⊂ Φβ and which has
a free resolution 0 → Ψ′′α → Ψ
′
α → Ψα → 0, where Ψ
′
α, Ψ
′′
α are coproducts of ≤ #(α)
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representable cofunctors. Matters will be arranged so as to ensure that
∐
i<α
Mor(−,Xi)→
F factors as
∐
i<α
Mor(−,Xi) → Ψα → F . In addition, when α < β, there will be a
commutative diagram
0 Ψ′′α Ψ
′
α Ψα 0
0 Ψ′′β Ψ
′
β Ψβ 0
with Ψ′α → Ψ
′
β, Ψ
′′
α →
Ψ′′β split monomorphisms, and when α < β < γ, the composite
0 Ψ′′α Ψ
′
α Ψα 0
0 Ψ′′β Ψ
′
β Ψβ 0
0 Ψ′′γ Ψ
′
γ Ψγ 0
will equal
0 Ψ′′α Ψ
′
α Ψα 0
0 Ψ′′γ Ψ
′
γ Ψγ 0
. Thus determining Ψω by applying
the above to the arrow
∐
i<ω
Mor(−,Xi)→ F . Proceding, let ω < α, the supposition being
that the Ψi have been defined ∀ i < α. If α is a successor ordinal, say α = β + 1, set
κ′ = #(Ψβ) and consider the morphism Ψβ ⊕Mor(−,Xβ) → F . Appeal to the induction
hypothesis to secure a factorization Ψβ ⊕ Mor(−,Xβ) → Φβ+1 → F . Ψβ is obviously
a subobject of Ψβ+1 and since C satisfies condition κ
′, the lemma guarantees that the
free resolution 0 → Ψ′′β → Ψ
′
β → Ψβ → 0 can be extended to a map of free resolu-
tions
0 Ψ′′β Ψ
′
β Ψβ 0
0 Ψ′′β+1 Ψ
′
β+1 Ψβ+1 0
with Ψ′β → Ψ
′
β+1, Ψ
′′
β → Ψ
′′
β+1
split monomorphisms and Ψ′β+1, Ψ
′′
β+1 (as well as Ψ
′
β+1/Ψ
′
β, Ψ
′′
β+1/Ψ
′′
β) a coproduct of
≤ κ′ representable cofunctors. If α is a limit ordinal, put Ψα = colimΨi, Ψ
′
α = colimΨ
′
i,
Ψ′′α = colimΨ
′′
i . That Ψ
′
α, Ψ
′′
α are in fact coproducts of ≤ #(α) representable cofunctors
follows upon observing that Ψ′α = Ψ
′
ω ⊕
{ ∐
ω≤i<α
Ψ′i+1/Ψ
′
i
}
, Ψ′′α = Ψ
′′
ω ⊕
{ ∐
ω≤i<α
Ψ′′i+1/Ψ
′′
i
}
.
Conclusion: C satisfies condition κ.]
LEMMA Suppose that I is a countable filtered category −then ∃ a final functor [N]→ I.
[One can find a directed set (J,≤) and a final functor J → I (cf. p. 0-11). Since I is countable, so
is J (this fact is contained in the passage from I to J (Cordier-Porter†)). Arrange the elements of J in a
†Shape Theory, Ellis Horwood (1989), 42-44.
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sequence j0, j1, . . ., and take k0 = j0, kn ≥ kn−1, jn (n ≥ 1) to get a final functor [N]→ J.]
EXAMPLE Consider D(A-MOD), where A is commutative and noetherian −then if D(A-MOD)
admits Adams representability, every flat A-module has projective dimension ≤ 1 (Neeman†). Example:
Take A = C[x, y] −then the projective dimension of C(x, y) is 2, therefore in this case D(A-MOD) does
not admit Adams representability.
[Note: Recalling the characterization of compact objects in D(A-MOD) mentioned on p. 15-13,
Neeman’s countability criterion implies that D(A-MOD) admits Adams representability provided that A
is countable,]
Let C be a compactly generated triangulated category. Suppose that D is a reflective
subcategory of C, R a reflector for D. Put T = ι ◦ R, where ι : D → C is the inclusion,
and let (S,D) be the associated orthogonal pair (cf. p. 0-23) −then T is said to be a
localization functor if T is a triangulated functor.
[Note: The elements of S are the T -equivalences. The elements of D (i.e., the X such
that ǫX : X → TX is an isomorphism) are the T -local objects and the elements of ker T
(i.e., the X such that TX = 0) are the T -acyclic objects.]
Observation: IfX is T -acyclic and if Y is T -local, then
 Mor(ΣnX,Y ) = 0Mor(ΩnX,Y ) = 0 (n ≥ 0).
PROPOSITION 25 Let C be a compactly generated triangulated category. Suppose
that T is a localization functor −then ∀ X ∈ ObC, ∃ an exact triangle XT → X
ǫX→ TX →
ΣXT , where XT is T -acyclic.
[Place X
ǫX−→ TX in an exact triangle XT → X
ǫX−→ TX → ΣXT and apply T to get
an exact triangle TXT → TX
TǫX−→ T 2X → ΣTXT . Since TǫX is an isomorhism, TXT = 0.]
The following lemma has been implicitly used in the proof of Propsition 25.
LEMMA Let C be a triangulated category. Suppose that X
u→ Y v→ Z w→ ΣX is an exact triangle,
where v is an isomorphism −then X = 0.
[The triangle Y
v→ Z → 0 → ΣY is exact (cf. p. 15-6), thus the triangle 0 → Y v→ Z → 0
is exact (cf. p. 15-1) and
 v ◦ u = 0 =⇒ u = 0w ◦ v = 0 =⇒ w = 0 (cf. Proposition 3). Therefore the diagram
0 Y Z 0
X Y Z ΣX
v
0 v 0
commutes, so 0→ X is an isomorphism (cf. p. 15-4).]
†Topology 36 (1997), 619-645.
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PROPOSITION 26 Let C be a compactly generated triangulated category. Sup-
pose that T is a localization functor −then the T -acyclic objects are the object class of a
coreflective subcategory of C, the coreflector being the functor that sends X to XT .
[Note: There is a natural isomorphism (ΣT )T → ΣXT and X → Y → Z → ΣX exact
=⇒ XT → YT → ZT → ΣXT exact.]
PROPOSITION 27 Let C be a compactly generated triangulated category. Suppose
that T is a localization functor −then X is T -local iff Mor(Y,X) = 0 for all T -acyclic Y
and X is acyclic iff Mor(X,Y ) = 0 for all T -local Y .
[To see that the condition characterizes the T -local objects, take Y = XT . Thus the
arrow XT → X is the zero morphism, so the isomorphism (XT )T → XT is the zero mor-
phism, hence XT = 0, which implies that ǫX : X → TX is an isomorphism.]
Using the notation on p. 15-49, take for T the class of T -acyclic objects and take for F the class of
T -local objects −then AnnLF = T and AnnRT = F (cf. Proposition 27), i.e., the pair (T ,F) is a torsion
theory on C.
PROPOSITION 28 Let C be a compactly generated triangulated category. Suppose
that T is a localization functor −then the class of T -local objects is the object class of a
thick subcategory of C which is closed under the formation of products in C.
[Given an exact triangle X → Y → Z → ΣX, there is a commutative diagram
X Y Z ΣX
TX TY TZ ΣTX
ǫX ǫY ǫZ ΣǫX of exact triangles, thus if two ǫX , ǫY , ǫZ are iso-
morphisms, so is the third (cf. p. 15-4). Therefore D is a triangulated subcategory of C
(cf. Proposition 7). Next for any pair of morphisms i : X → Y , r : Y → X with r ◦ i = idX ,
there is a commutative diagram
X Y X
TX TY TX
ǫX
i
ǫY
r
ǫX
Ti Tr
. Accordingly, ǫX is a retract
of ǫY (cf. p. 12-1) and if ǫY is an isomorphism, then the same is true of ǫX , hence D is
thick.]
[Note: Analogously, the class of T -acyclic objects is the object class of a thick sub-
category of C which is closed under the formation of coproducts in C.]
Remark: D is not necessarily compactly generated. In fact, there may be no nonzero
complact objects in D at all.
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EXAMPLE Suppose that C is a compactly generated triangulated category. Let K = {K} be a
set of compact objects. Denote by K the thick subcategory generated by K and deonte by L the smallest
triangulated subcategory of C containing K and closed under the formation of coproducts in C −then K is
a subcategory of L (via the Eilenberg swindle) and there is a localization functor TK whose acyclic objects
are the objects of L. Moreover, every compact object in C which lies in L must lie in K.
[Write K = {K} for the set
⋃
K
{ΣnK : n ≥ 0} ∪
⋃
K
{ΩnK : n ≥ 0} and let K+ be the class of objects
in C that are coproducts of objects in K −then ∀ X ∈ ObC, ∃ an object (X,f) in FIL(C), completable
in K+ (obvious definition), and an arrow tel(X, f) → X such that Mor(Y, tel(X, f)) ≈ Mor(Y,X) for all
Y in L (proceed as in the proof of the Brown representability theorem) (cf. Proposition 16)). Taking
XK = tel(X, f), define TKX by the exact triangle XK → X → TKX → ΣXK.]
[Note: The TK are the compact localization functors.]
Let C be a compactly generated triangulated category −then a localization functor T is said to be
smashing if it preserves coproducts or, equivalently, if D is closed under the formation of coproducts in C
(recall Proposition 12).
Example: A compact localization functor is smashing.
[Note: The telescope conjecture is said to hold for C if every smashing localization functor is compact.
In the stable homotopy category, the telescope conjecture is false but in the derived category D(A-MOD),
where A is commutative and noetherian, the telescope conjecture is true.]
FACT Suppose that C is a compactly generated triangulated category. Let T be a localization
functor −then T is smashing iff K compact in C =⇒ RK compact in D.
Application: If T is smashing, then D is a compactly generated triangulated category.
FACT Suppose that C admits Adams representability. Let T be a localization functor −then D
admits Adams representability provided that T is smashing.
Notation: Let C be a triangulated category with products. Suppose given an object
(X, f) in TOW(C) −then Σmic(X, f) is any completion of
∏
n
Xn
sf
−→
∏
n
Xn to an exact
triangle (cf. TR3), where prn ◦ sf = prn − fn ◦ prn+1.
EXAMPLE Suppose that C is a compactly generated triangulated category. Let T be a localiza-
tion functor and let (X,f) be an object in TOW(C) such that ∀ n, Xn is T -local −then mic(X,f) is T -local.
Let C be a compactly generated triangulated category. Suppose that F : C→ AB is
an exact functor. Let SF be the class of morphisms X
u
→ Y such that ∀ n ≥ 0,
 FΣnuFΩnu
is an isomorphism −then (1) SF admits a calculus of left and right fractions and contains
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the isomorphisms of C; (2) u ∈ SF =⇒ Σu & Ωu ∈ SF ; (3) f, g ∈ SF =⇒ ∃ h ∈ SF
(data as in TR5); (4) u ∈ SF iff ∃ f, g ∈ MorC : u ◦ f ∈ SF , g ◦ u ∈ SF . Therefore the
metacategory S−1F C is triangulated and LSF : C→ S
−1
F C is a triangulated functor.
[Note: In the terminology of p. 15-12, SF is multiplicative.]
PROPOSITION 29 Let C be a compactly generated triangulated category. Suppose
that F : C→ AB is an exact functor which converts coproducts into direct sums. Assume:
The metacategory S−1F C is isomorphic to a category −then S
⊥
F is the object class of a
reflective subcategory of C.
[Argue as in the example on p. 5-78. Thus the triangulated functor LSF : C→ S
−1
F C
preserves coproducts, so ∀ Y ∈ ObS−1F C, Mor(LSF−, Y ) is an exact cofunctor C → AB
which converts coproducts into products, hence by the Brown representability theorem, ∃
YSF ∈ ObC : Mor(LSFX,Y ) ≈ Mor(X,YSF ).]
[Note: The procedure generates an idempotent triple TF = (TF ,m, ǫ) in C (TF :
C→ C is a localization functor, SF is the class of TF -equivalences, and OF = ker TF (i.e.,
X is TF -acyclic iff ∀ n ≥ 0,
 FΣnX = 0FΩnX = 0 (cf. p. 15-7))).]
Maintaining the assumption that C is a compactly generated triangulated category,
given any X ∈ ObC, put κX =
∑
U
#(Mor(U,X)) and for κ an infinite cardinal ≥ κU ≡∑
U
κU , let Cκ be the full subcategory of C whose objects are the X such that κX ≤ κ
−then Cκ is a thick subcategory of C which is closed under the formation of coproducts
in C indexed by sets of cardinality ≤ κ and C =
⋃
κ
Cκ.
[Note: Cκ contains U , hence Cκ contains cptC (by the theorem of Neeman-Ravenel).]
[Notation: U+κ is the class of objects in C that are coproducts of ≤ κ objects in U .
LEMMA Let {Gn} be a sequence of abelian groups. Assume: ∀ n, #(Gn) ≤ κ, where
κ is an infinite cardinal −then the cardinality of
⊕
n
Gn is bounded by κ.
[Note: Another triviality is the fact that if G′ → G → G′′ is an exact sequence
of abelian groups and if #(G′) ≤ κ, #(G′′) ≤ κ, where κ is an infinite cardinal, then
#(G) ≤ κ2 = κ.]
PROPOSITION 30 Let C be a compactly generated triangulated category. Fix an
infinite cardinal κ ≥ κU −then X ∈ ObCκ iff X ≈ tel(X, f) where (X, f) is completable in
U+κ .
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[The sufficiency is clear (cf. Proposition 13) and the necessity can be established by
reworking the proof of Proposition 16 (with F = Mor(−,X)).]
[Note: It is a corollary that Cκ has a small skeleton in Cκ.]
LEMMA Let C be a compactly generated triangulated category. Suppose that
F : C → AB is an exact functor which converts coproducts into direct sums. Put
H =
⊕
n≥0
F ◦ Σn ⊕
⊕
n>0
F ◦ Ωn −then H : C → AB is an exact functor which converts
coproducts into direct sums and a morphism X
u
→ Y is in SF iff Hu : HX → HY is an
isomorphism.
PROPOSITION 31 Let C be a compactly generated triangulated category. Suppose
that F : C → AB is an exact functor which converts coproducts into direct sums −then
∀ infinite cardinal κ ≫ κU , ∃ an infinite cardinal δ(κ) ≥ κ such that ∀ Y : #(HY ) ≤ κ, ∃
X ∈ ObCδ(κ) & X
u
→ Y with Hu : HX → HY an isomorphism.
[Bearing in mind that cptC has a small skeleton cptC (cf. Proposition 19), fix an
infinite cardinal κH > sup{#(HK) : K ∈ ObcptC} and take κ = δ0(κ) > max{κH , κU}.
Since HY ≈ colim
Y
HL (cf. p. 15-21) ∀ y ∈ HY , ∃ an object L → Y in Λ/Y : y ∈
im (HL → HY ). Therefore one can choose objects Li → Y in Λ/Y indexed by a set I
of cardinality ≤ δ0(κ) such that Hu0 : HX0 → HY is surjective. Here X0 =
∐
I
Li and
u0 : X0 → Y is the coproduct of the Li → Y . Because the Li are compact and #(I) ≤ δ0(κ),
X0 ∈ ObCδ0(κ). Embed X0
u0−→ Y in an exact triangle Y ′
u′
→ X0
u0−→ Y → ΣY ′. Claim: ∃
an infinite cardinal δ1(κ) ≥ δ0(κ) for which #(HY
′) ≤ δ1(κ) independently of the choices
(i.e., the bound is a function only of the initial supposition that #(HY ) ≤ κ). To see
this, note that #(HΣnY ) ≤ κ, #(HΩnY ) ≤ κ, and #(HΣnX0) ≤ κ
κ
H , #(HΩ
nX0) ≤ κ
κ
H
and use the long exact sequence generated by H. Repeat the process u′0 :
∐
I′
L′i′ → Y
′
(#(I ′) ≤ δ1(κ)) and place u
′ ◦ u′0 in an exact triangle Z →
∐
I′
L′i′ X0
u′ ◦u′0 → ΣZ.
Consider now the diagram
X0 ΣZ
∐
I′
ΣL′i′ ΣX0
X0 Y ΣY
′ ΣX0
Σu′0
−Σ(u′ ◦u′0)
u0 −Σu′
. The rows be-
ing in ∆, one can find a filler u1 : ΣZ → Y (cf. Proposition 2). Put X1 = ΣZ (thus
X1 ∈ ObCδ1(κ)) and let f0 be the arrow X0 → X1. By construction
X0 X1
Y Y
u0
f0
u1
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commutes and kerHf0 = kerHu0. Continuing, one produces ∀ n a commutative diagram
Xn Xn+1
Y Y
un
fn
un+1 , where kerHfn = kerHun and Xn ∈ ObCδn(κ) (δn(κ) ≤ δn+1(κ)).
Definition: X = tel(X, f) −then X ∈ ObCδn(κ) (δn(κ) ≥ (sup{δn(κ)})
ω (cf. infra)),
HX ≈ colimHXn and there is an arrow X
u
→ Y with Hu : HX → HY an isomorphism
(injectivity from the condition on kernels, surjectivity from the surjectivity of Hu0).]
Thanks to Proposition 13, ∀ U ∈ U , colimMor(U,Xn) ≈ Mor(U, tel(X, f)), hence #(Mor(U, tel(X,
f))) ≤
∏
n
#(Mor(U,Xn)) ≤
∏
n
δn(κ) ≤ (sup{δn(κ)})ω.
BOUSFIELD-MARGOLIS LOCALIZATION THEOREM Let C be a compactly gen-
erated triangulated category. Suppose that F : C→ AB is an exact functor which converts
coproducts into direct sums −then there exists a localization functor TF such that S
⊥
F is
the class of TF -local objects.
[In view of Proposition 29, the point is to show that the metacategory S−1F is isomor-
phic to a category. Thus fix X,Y ∈ ObS−1F C (= ObC) and κ ≫ κU : X,Y ∈ ObCκ
& #(HX) ≤ κ, #(HY ) ≤ κ. By definition, Mor(X,Y ) is a conglomerate of equivalence
classes of pairs (s, f) : X
f
→ Y ′
s
← Y (cf. p. 0-33). Given such a pair (s, f), consider an
exact triangle Z → X∐Y → Y ′ → ΣZ. Since HY ≈ HY ′, #(HZ) ≤ κ. Using Proposition
31, choose W ∈ ObCδ(κ) & W
u
→ Z with Hu : HW → HZ an isomorphism. There is a
diagram
W X ∐ Y Y ′′ ΣW
Z X ∐ Y Y ′ ΣZ
u
π′′
Σu
π′
and a filler φ : Y ′′ → Y ′ (cf. TR5) which
is necessarily in SF . Note too that Y
′′ ∈ ObCδ(κ). Put g = π
′′ ◦ inX , t = π
′′ ◦ inY −then
φ ◦ g = f , φ ◦ t = s, and t ∈ SF , so the pair (s, f) is equivalent to the pair (t, g). But Cδ(κ)
has a small skeleton Cδ(κ) (cf. Proposition 30) and there is just a set of diagrams of the
form X
g¯
→ Y
′′ t¯
← Y , where Y
′′
∈ ObCδ(κ).]
EXAMPLE Take for C the stable homotopy category HSPEC and fix an X ∈ ObC −then
HX(Y) = [S
0,X∧Y] is an exact functor C→ AB which converts coproducts into direct sums and by the
Bousfield-Margolis localization theorem S⊥X is the object class of a reflective subcategory of C, where SX
is the class of morphisms Y′ → Y′′ such that ∀ n ∈ Z, [Sn,X ∧Y′] ≈ [Sn,X ∧Y′′].
Given a closed category C, the dual DX of an object X is hom(X, e).
(DU1) ∀ X,X
′ ∈ ObC, ∃ a natural morphism DX ⊗DX ′ → D(X ⊗X ′).
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[In the pairing hom(X,Y )⊗ hom(X ′, Y ′)→ hom(X ⊗X ′, Y ⊗Y ′), specialize and take
Y = e, Y ′ = e.]
(DU2) ∀ X ∈ ObC, ∃ a natural morphism X → D
2X.
[ Mor(X,D2X) ≈ Mor(X,hom(DX, e)) ≈ Mor(X ⊗DX, e) ≈ Mor(DX,hom(X, e))
≈ Mor(DX,DX).]
LEMMA Suppose that C is a closed category −then there is an arrow hom(X,Y )⊗
Z → hom(X,Y ⊗ Z) natural in X, Y , Z.
Given a closed category C, an object X is said to be dualizable if ∀ Y ∈ ObC, the
arrow DX ⊗ Y → hom(X,Y ) is an isomorphism. Example: e is dualizable.
[Note: When X is dualizable, DX ⊗− is a right adjoint for −⊗X, hence DX ⊗− ≈
hom(X,−).]
EXAMPLE Let A be a commutative ring with unit −then an object X in A-MOD is dualizable
iff X is finitely generated and projective.
Let C be a closed category −then an object X in C is invertible if there is an object X−1 in C and
an isomorphism X ⊗X−1 → e.
FACT Every invertible element X in C is dualizable and DX ≈ X−1.
PROPOSITION 32 Suppose that C is a closed category. Assume: X is dualizable
−then DX is dualizable and the morphism X → D2X is an isomorphism.
Remark: If C has coproducts, then ∀ Y ,
∐
i
Y ⊗Xi ≈ Y ⊗
∐
i
Xi. If C has products, then
∀ dualizable X, X ⊗
∏
i
Yi ≈
∏
i
X ⊗ Yi. Proof: X ⊗
∏
i
Yi ≈ D
2X ⊗
∏
i
Yi ≈ hom(DX,
∏
i
Yi)
≈
∏
i
hom(DX,Yi) ≈
∏
i
D2X ⊗ Yi ≈
∏
i
X ⊗ Yi.
LEMMA Suppose that C is a closed category −then the pairing hom(X,Y ) ⊗
hom(X ′, Y ′) → hom(X ⊗ X ′, Y ⊗ Y ′) is an isomorphism if X and X ′ are dualizable or
if X (X ′) is dualizable and Y = e (Y ′ = e).
PROPOSITION 33 Suppose that C is a closed category −then X, X ′ dualizable
=⇒ X ⊗X ′ dualizable.
[∀ Y , D(X⊗X ′)⊗Y ≈ DX⊗DX ′⊗Y ≈ DX⊗hom(X ′, Y ) ≈ hom(X,hom(X ′, Y )) ≈
hom(X ⊗X ′, Y ).]
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LEMMA Suppose that C is a closed category −then the arrow hom(X,Y ) ⊗ Z →
hom(X,Y ⊗ Z) is an isomorphism if either X or Z is dualizable.
PROPOSITION 34 Suppose that C is a closed category −then X, X ′ dualizable
=⇒ hom(X,X ′) dualizable.
[∀ Y , D hom(X,X ′) ⊗ Y ≈ hom(hom(X,X ′), e) ⊗ Y ≈ hom(DX ⊗ X ′, e) ⊗ Y ≈
hom(DX,hom(X ′, e))⊗Y ≈ hom(DX,DX ′)⊗Y ≈ hom(DX,DX ′⊗Y ) ≈ hom(DX,hom(X ′,
Y )) ≈ hom(DX ⊗X ′, Y ) ≈ hom(hom(X,X ′)Y ).]
FACT Let C be a closed category. Assume X is dualizable −then X is a retract of X ⊗DX ⊗X.
Let C be a category with finite coproducts. Assume: C is closed and triangulated
−then C is said to be a closed triangulated category (CTC ) if there is a natural isomor-
phism ζ, where ζX,Y : ΣX ⊗ Y → Σ(X ⊗ Y ), subject to the following assumptions.
[Note: From the existence of ζ, one derives the existence of a natural isomorphism η,
where ηX,Y : Ω hom(X,Y )→ hom(ΣX,Y ).]
(CTC1) The diagram
ΣX ⊗ e Σ(X ⊗ e)
ΣX
RΣX
ζX,e
ΣRX
commutes.
(CTC2) The diagram
(ΣX ⊗ Y )⊗ Z Σ(X ⊗ Y )⊗ Z Σ((X ⊗ Y )⊗ Z)
ΣX ⊗ (Y ⊗ Z) Σ(X ⊗ (Y ⊗ Z))
ζX,Y ⊗idZ ζX⊗Y,Z
A
ζX,Y⊗Z
ΣA
commutes.
(CTC3) If X
u
→ Y
v
→ Z
w
→ ΣX is an exact triangle, then ∀ W ∈ ObC, the
triangle X ⊗W Y ⊗W Z ⊗W Σ(X ⊗W )
u⊗idW v⊗idW ζX,W ◦(w⊗idW ) is
exact.
(CTC4) IfX
u
→ Y
v
→ Z
w
→ ΣX is an exact triangle, then ∀W ∈ ObC, the triangle
Ω hom(X,W ) hom(Z,W ) hom(Y,W ) ΣΩhom(X,W )
−(w∗◦ηX,W ) v∗
ν−1
hom(X,W )
◦u∗
is exact.
(CTC5) The diagram
Σe⊗Σe Σ2e
Σe⊗Σe Σ2e
T
≈
−1
≈
commutes.
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Remarks: (1) If ζe,X is the composite ΣTX,e ◦ ζX,e ◦ Te,ΣX , then the diagram
e⊗ ΣX Σ(e⊗X)
ΣX
LΣX
ζe,X
ΣLX
commutes; (2) The additive functor−⊗W : C→ C is a triangu-
lated functor (this is the content of CTC3); (3) The additive functor hom(−,W ) : C→ C
OP
is a triangulated functor (this is the content of CTC4); (4) If m,n ∈ N, then the diagram
Σme⊗ Σne Σm+ne
Σne⊗ Σme Σm+ne
T
≈
(−1)mn
≈
commutes.
Example: D : C→ COP is a triangulated functor.
Since the additive functor hom(W,−) : C→ C is a right adjoint for −⊗W , it is necessarily triangu-
lated (cf. p. 15-7).
Notation: duC is the full, isomorphism closed subcategory of C whose objects are
dualizable.
PROPOSITION 35 Let C be a CTC −then duC is a thick subcategory of C.
[Observe that 0 is dualizable. This said, take any morphism X
u
→ Y in duC and
complete it to an exact triangle X
u
→ Y
v
→ Z
w
→ ΣX (cf. TR3) −then ∀ W ∈ ObC, there
is a commutative diagram
ΩDX ⊗W DZ ⊗W DY ⊗W Σ(ΩDX ⊗W )
Ω hom(X,W ) hom(Z,W ) hom(Y,W ) ΣΩhom(X,W )
,
where, by CTC3 & CTC4, the rows are exact. Specialized to the case X = X, Y = X,
Z = 0, u = idX (cf. TR2), it follows that the arrow ΩDX ⊗W → Ωhom(X,W ) is an
isomorphism (cf. p. 15-4) i.e., that the arrow hom(ΣX, e) ⊗W → hom(ΣX,W ) is an iso-
morphism, so X dualizable =⇒ ΣX dualizable. Next, X dualizable =⇒ ΩX dualizable.
Proof: X ≈ hom(e,X) =⇒ ΩX ≈ Ωhom(e,X) ≈ hom(Σe,X) and e dualizable =⇒ Σe
dualizable, hence Proposition 34 is applicable. Returning toX
u
→ Y , one concludes that the
arrow DZ⊗W → hom(Z,W ) is an isomorphism (cf. p. 15-4), thus Z is dualizable. There-
fore duC is a triangulated subcategory of C. Finally, suppose given a pair of morphisms
i : X → Y , r : Y → X with r ◦ i = idX and Y dualizable −then ∀ W ∈ ObC, there is
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a commutative diagram
DX ⊗W DY ⊗W DX ⊗W
hom(X,W ) hom(Y,W ) hom(X,W )
Dr Di
r∗ i∗
, which shows
that the arrow DX ⊗W → hom(X,W ) is a retract of the arrow DY ⊗W → hom(Y,W ).
But the retract of an isomorphism is an isomorphism and this means that X is dualizable.
Therefore duC is a thick subcategory of C.]
EXAMPLE Let C be a CTC −then e dualizable =⇒ Σe dualizable and DΣe = hom(Σe, e) ≈
Ωhom(e, e) ≈ Ωe. Therefore Mor(Y,X ⊗ Ωe) ≈ Mor(Y,DΣe ⊗ X) ≈ Mor(Y,hom(Σe,X)) ≈ Mor(Y ⊗
Σe,X) ≈ Mor(ΣY,X) ≈ Mor(Y,ΩX) =⇒ X⊗Ωe ≈ ΩX. Consequently, hom(ΣX,Y ) ≈ hom(X,hom(Σe,
Y )) ≈ hom(X,DΣe ⊗ Y ) ≈ hom(X,Ωe⊗ Y ) ≈ hom(X,ΩY ).
Suppose that C is a CTC −then C is said to be a compactly generated CTC if C is
compactly generated and every U ∈ U is dualizable.
PROPOSITION 36 Let C be a compactly generated CTC −then X compact =⇒
X dualizable.
[The thick subcategory generated by U is cptC (theorem of Neeman-Ravenel). On
the other hand, duC is thick (cf. Proposition 35) and contains U .]
FACT Suppose that C is a compactly generated CTC −then X is dualizable iff ∀ collection {Xi}
of objects in C, the arrow
∐
i
hom(X,Xi)→ hom
(
X,
∐
i
Xi
)
is an isomorphism.
[Necessity:
∐
i
hom(X,Xi) ≈
∐
i
DX ⊗Xi ≈ DX ⊗
∐
i
Xi ≈ hom(X,
∐
i
Xi).
Sufficiency: Let D be the full, isomorphism closed subcategory of C consisting of those Y for which
the arrow DX⊗Y → hom(X,Y ) is an isomorphism −thenD is triangulated and closed under the formation
of coproducts in C. Moreover, D contains all the dualizable objects, so U ⊂ ObD. Therefore D = C (cf
Proposition 14).]
LEMMA Let C be a CTC with coproducts −then X compact and Y dualizable =⇒
X ⊗ Y compact.
[
⊕
i
Mor(X⊗Y,Zi) ≈
⊕
i
Mor(X,hom(Y,Zi)) ≈
⊕
i
Mor(X,DY ⊗Zi) ≈Mor(X,
∐
i
DY
⊗Zi) ≈ Mor(X,DY ⊗
∐
i
Zi) ≈ Mor(X ⊗ Y,
∐
i
Zi).]
Application: Let C be a compactly generated CTC −then X compact =⇒ DX
compact.
[X is dualizable (cf. Proposition 36), so DX is dualizable (cf. Proposition 32), hence
DX is a retract of DX ⊗D2X ⊗DX (cf. p. 15-37 or still, is a retract of DX ⊗X ⊗DX
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(cf. Proposition 32) and the lemma implies that DX ⊗X ⊗DX is compact.]
Suppose that C is a compactly generated CTC −then C is said to be unital provided
that e is compact.
PROPOSITION 37 Let C be a unital compactly generated CTC −then X dualizable
=⇒ X compact.
[By the lemma, e⊗X is compact.]
Consequently, in a unital compactly generated CTC, “compact” = “dualizable”.
The stable homotopy category is a unital compactly generated CTC.
EXAMPLE Let A be a commutative ring with unit −then D(A-MOD) is a unital compactly
generated CTC (Bo¨kstedt-Neeman†).
Suppose that C is a compactly generated CTC −then a cohomology theory is an exact
cofunctor F : C→ AB which converts coproducts into products and a homology theory is
an exact functor F : C → AB which converts coproducts into direct sums. According to
the Brown representability theorem, every cohomology theory is representable. The situa-
tion for homology theories is different. Put He(X) = colim
X
Mor(e,K) (= Mor(e,−)|ΛX)
and HX(Y ) = He(X ⊗ Y ) (X,Y ∈ ObC). Proposition 18 guarantees that He is a ho-
mology theory, thus HX is also a homology theory (cf. CTC3), and there is an arrow
HX(Y )→ Mor(e,X ⊗ Y ).
[Note: When C is unital, HX(Y ) ≈ Mor(e,X ⊗ Y ).]
LEMMA The arrow HX(Y )→ Mor(e,X ⊗ Y ) is an isomorphism if X is compact.
[X compact =⇒ X dualizable (cf. Proposition 36) =⇒ Mor(e,X ⊗ Y ) ≈
Mor(e,D2X ⊗ Y ) ≈ Mor(e,D(DX) ⊗ Y ) ≈ Mor(e,hom(DX,Y )) ≈ Mor(DX,Y ). Since
DX is compact (cf. p. 15-39), Mor(DX,−) is a homology theory. Therefore Mor(e,X⊗−)
is a homology theory. But Y compact =⇒ X⊗Y compact =⇒ HX(Y ) ≈ Mor(e,X⊗Y ).
In other words, the arrow HX → Mor(e,X ⊗ −) is an isomorphism for compact Y , hence
for all Y .]
FACT Suppose that C is a compactly generated CTC. Fix X ∈ ObC −then X ⊗ Y = 0 iff ∀ Z,
HX(Y ⊗ Z) = 0.
†Compositio Math. 86 (1993), 209-234.
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PROPOSITION 38 Let C be a compactly generated CTC. Assume: C admits Adams
representability. Suppose that F : C → AB is a homology theory −then ∃ an X ∈ ObC
and a natural isomorphism HX → F .
[The composite F ◦ D : cptC → AB is an exact functor, thus by ADR1, ∃ an
X ∈ ObC and a natural isomorphism hX → F ◦ D. And: ∀ compact K, HX(K) ≈
HK(X) ≈ Mor(e,K ⊗X) ≈ Mor(DX,X) ≈ hX(DK) ≈ FD
2K ≈ FK.]
[Note: It follows from ADR2 that Nat(HX ,HY ) ≈ Mor(X,Y )/Ph(X,Y ). Of course
HX ≈ HY =⇒ X ≈ Y .]
EXAMPLE Suppose that C is a compactly generated CTC which admits Adams representability.
Let ∆ : I→ C be a diagram, where I is filtered −then a weak colimit L of ∆ is a minimal weak colimit iff
for every homology theory F : C→ AB, the arrow colimF∆i → FL is an isomorphism.
Suppose that C is a compactly generated CTC. Let T be a localization functor −then
T is said to have the ideal property (IP) if TX = 0 =⇒ T (X ⊗ Y ) = 0 ∀ Y .
PROPOSITION 39 Let C be a compactly generated CTC. Suppose that T is a
localization functor with the IP −then X T -acyclic and Y T -local =⇒ hom(X,Y ) = 0.
[∀ Z, Mor(Z,hom(X,Y )) ≈ Mor(Z⊗X,Y ) ≈ Mor(X⊗Z, Y ) ≈ Mor(T (X⊗Z), Y ) =
0.]
[Note: Conversely, X is T -local if hom(Y,X) = 0 for all T -acyclic Y . In fact,
Mor(Y,X) ≈ Mor(e⊗ Y,X) ≈ Mor(e,hom(Y,X)) ≈ hom(Y,X) = 0, so Proposition 27 is
applicable. Example: X T -local =⇒ hom(Y,X) T -local ∀ Y .]
Assuming still that T is a localization functor with the IP, consider the exact triangle
eT → e
ǫe→ Te → ΣeT (cf. Proposition 25) −then by CTC3, ∀ X ∈ ObC, the triangle
eT ⊗ X → e⊗X Te⊗X
ǫe⊗idX → Σ(eT ⊗ X) is exact. But T (eT ⊗ X) = 0,
hence TX ≈ T (Te⊗X). On the other hand, Te⊗X is T -local if X is dualizable. Proof:
Te⊗X ≈ hom(DX,Te) and ∀ T -acyclic Y , hom(Y,hom(DX,Te)) ≈ hom(Y ⊗DX,Te) = 0
(cf. Proposition 39).
EXAMPLE Suppose that C is a compactly generated CTC. Let T be a localization functor with
the IP −then T is smashing iff ∀ X, the composite Te ⊗X → T (Te ⊗X) ≈−→ TX is an isomorphism.
[By the above, U is contained in the class X for which the composite in question is an isomorphism.]
FACT Suppose that C is a compactly generated CTC. Let T be a localization functor with the IP
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−then there is a canonical arrow TX ⊗ TY → T (X ⊗ Y ).
[Working with the exact triangles X⊗YT → X⊗Y → X⊗TY → Σ(X⊗YT ), XT ⊗TY → X⊗TY →
TX ⊗ TY → Σ(XT ⊗ TY ), one finds that T (ǫX ⊗ ǫY ) : T (X ⊗ Y )→ T (TX ⊗ TY ) is an isomorphism.]
FACT Suppose that C is a compactly generated CTC. Let T be a localization functor with the IP
−then D is a CTC.
[Define ⊗T : D×D→ D by X ⊗T Y = R(X ⊗ Y ). Thus Re serves as the unit and the internal hom
functor homT : D
OP ×D→ D sends (X,Y ) to hom(X,Y ) (which is automatically T -local).]
[Note: X dualizable in C =⇒ RX dualizable in D.]
EXAMPLE Suppose that C is a compactly generated CTC. Let T be a localization functor with
the IP. Assume: T is smashing −then D is a compactly generated CTC. In addition, D is a coreflective
subcategory of C.
[The coreflector C→ D is the assignment X → hom(Te,X).]
Suppose that C is a compactly generated CTC −then C is said to be monogenic if C
is unital and
 Mor(Σne,X) = 0Mor(Ωne,X) = 0 ∀ n ≥ 0 =⇒ X = 0.
The stable homotopy category is monogenic.
FACT Suppose that C is a monogenic compactly generated CTC. Let D be a thick subcategory of
C −then ∀ compact X, X ⊗ObD ⊂ ObD.
Notation: When C is monogenic, write S in place of e and Σ−1 in place of Ω, letting
S±n = Σ±nS ( =⇒ Sk ⊗ Sl ≈ Sk+l ∀ k, l ∈ Z) so ∀ X, Σ±1X ≈ X ⊗ S±1.
[Note: The nth homotopy group πn(X) of X (n ∈ Z) is Mor(S
n,X).]
LEMMA Let C be a monogenic compactly generated CTC −then a morphism
f : X → Y in C is an isomorphism iff ∀ n, πn(f) : πn(X)→ πn(Y ) is bijective.
EXAMPLE Let A be a commutative ring with unit −then D(A-MOD) is monogenic. Here the
role of S is played by A concentrated in degree 0 and πn(X) = H
−n(X).
PROPOSITION 40 Let C be a monogenic compactly generated CTC. Suppose that
F : C → AB is a homology theory −then TF has the IP (notation per the Bousfield-
Margolis localization theorem).
[The class of TF -acyclic objects coincides with OF , the class of X such that FΣ
nX = 0
∀ n ∈ Z (cf. p. 15-33. Therefore the claim is that for all such X, F (Σn(X ⊗ Y ))
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(= F (ΣnX ⊗ Y )) = 0 ∀ n ∈ Z. To see this, note that F (ΣnX ⊗ −) : C → AB is a
homology theory with the property that F (ΣnX ⊗Sk) = F (Σn+kX) = 0 ∀ k ∈ Z, thus, as
C is monogenic, F (ΣnX ⊗−) = 0.]
FACT Suppose that C is a monogenic compactly generated CTC. Let T be a localization functor.
Assume: T is smashing −then T has the IP.
[Fix an X in kerT and consider the class of Y : T (X ⊗ ΣnY ) = 0 ∀ n ∈ Z. This class is the object
class of a triangulated subcategory of C containing the Sn and is closed under the formation of coproducts
in C (T being smashing), hence equals C (cf. Proposition 14).]
Suppose that C is a monogenic compactly generated CTC. Fix an X ∈ ObC −then
an object Y is said to be X-acyclic if X ⊗ Y = 0 and an object Z is said to be X-local
if hom(Y,Z) = 0 for all X-acyclic Y . The Bousfield class 〈X〉 of X is the class of X-local
objects.
Example: Let T be a localization functor. Assume: T is smashing −then 〈TS〉 is the
class of T -local objects.
[Since T has the IP, TS ⊗ Y ≈ TY (cf. p. 15-41), thus Y is TS-acyclic iff Y is
T -acyclic.]
[Note: Another point is that ∀ X ∈ ObC, 〈TX〉 = 〈TS〉 ∩ 〈X〉.]
LEMMA 〈X〉 is a thick subcategory of C which is closed under the formation of
products in C. And: ∀ Y ∈ ObC & ∀ Z ∈ 〈X〉, hom(Y,Z) ∈ 〈X〉.
[Note: To interpret 〈X〉, define a homology theory HX : C → AB by the rule
HX(Y ) = π0(X ⊗ Y ) −then Y is X-acyclic iff HX(Y ⊗ Z) = 0 ∀ Z (cf. p. 15-40). Let-
ting TX be the localization functor attached to HX by the Bousfield-Margolis localization
theorem and taking into account Proposition 40, it follows that Y is X-acyclic iff Y is
TX -acyclic. Therefore 〈X〉 is the class of TX-local objects.]
Write 〈X〉 ≤ 〈Y 〉 if 〈X〉 ⊆ 〈Y 〉 calling X, Y Bousfield equivalent when 〈X〉 = 〈Y 〉.
PROPOSITION 41 〈X〉 ≤ 〈Y 〉 iff Y ⊗ Z = 0 =⇒ X ⊗ Z = 0.
[Note: Consequently 〈S〉 is the largest Bousfield class and 〈0〉 is the smallest.]
Notation: 〈X〉 ∐ 〈Y 〉 = 〈X ∐ Y 〉 and 〈X〉 ⊗ 〈Y 〉 = 〈X ⊗ Y 〉.
[Note: Both operations are welldefined. Examples: (1) 〈X〉 ∐ 〈0〉 = 〈X〉, 〈X〉 ∐ 〈S〉 =
〈S〉; (2) 〈X〉 ⊗ 〈0〉 = 〈0〉, 〈X〉 ⊗ 〈S〉 = 〈X〉.]
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FACT If X → Y → Z → ΣX is an exact triangle, then 〈Y 〉 ≤ 〈X〉 ∐ 〈Z〉.
Maintaining the assumption that C is monogenic, let 〈C〉 be the conglomerate whose
elements are the Bousfield classes. Denote by DL〈C〉 the subconglomerate of 〈C〉 consist-
ing of those 〈X〉 with 〈X〉⊗ 〈X〉 = 〈X〉 and denote by BA〈C〉 the subconglomerate of 〈C〉
consisiting of those 〈X〉 that admit a complement, i.e., for which ∃ 〈Y 〉 : 〈X〉 ⊗ 〈Y 〉 = 〈0〉
and 〈X〉 ∐ 〈Y 〉 = 〈S〉.
[Note: DL〈C〉 is a “distributive lattice” and BA〈C〉 is a “boolean algebra”.]
Complements, if they exist, are unique. Thus suppose that 〈X〉 admits two complements 〈Y ′〉 and
〈Y ′′〉 −then 〈Y ′〉 = 〈Y ′〉⊗〈S〉 = 〈Y ′〉⊗ (〈X〉∐〈Y ′′〉) = (〈Y ′〉⊗〈X〉)∐ (Y ′〉⊗〈Y ′′〉) = 〈0〉∐ (〈Y ′〉)⊗〈Y ′′〉) =
〈Y ′〉 ⊗ 〈Y ′′〉 = 〈Y ′′〉 (by symmetry).
Notation: Given 〈X〉 ∈ BA〈C〉, let 〈X〉c be its complement.
LEMMA BA〈C〉 is contained in DL〈C〉.
[〈X〉 = 〈X〉 ⊗ (〈X〉 ∐ 〈X〉c) = (〈X〉 ⊗ 〈X〉) ∐ (〈X〉 ⊗ 〈X〉c) = 〈X〉 ⊗ 〈X〉.]
Examples in the stable homotopy category show that the inclusions BA〈C〉 ⊂ DL〈C〉 ⊂ 〈C〉 are
strict (Bousfield†).
EXAMPLE Let T be a localization functor −then there is an exact triangle ST → S ǫS→ TS → ΣST ,
where ST is T -acyclic (cf. Proposition 25), hence 〈S〉 = 〈ST 〉 ∐ 〈TS〉. If further T is smashing, then
〈ST 〉 ⊗ 〈TS〉 = 〈ST ⊗ TS〉 = 〈TST 〉 = 〈0〉 =⇒ 〈ST 〉c = 〈TS〉.
[Note: Take for C the stable homotopy category −then X compact =⇒ 〈X〉 ∈ BA〈C〉 and
TY (〈Y 〉 = 〈X〉c) is smashing (Bousfield (ibid.)).]
EXAMPLE If X is dualizable, then 〈X〉 = 〈DX〉. Indeed, X is a retract of X ⊗ DX ⊗ X (cf.
p. 15-37), thus 〈X〉 ≤ 〈X ⊗ DX ⊗ X〉 ≤ 〈DX〉. But DX is dualizable, so 〈DX〉 ≤ 〈D2X〉 = 〈X〉 (cf.
Proposition 32).
Suppose that C is a monogenic compactly generated CTC −then a ring object in
C is an object R equipped with a product R ⊗ R → R and a unit S → R such that
R⊗R⊗R R⊗R
R⊗R R
and
S ⊗R R⊗R R⊗ S
R
commute. A ring ob-
†Comment. Math. Helv. 54 (1979), 368-377.
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ject R is commutative if
R⊗R R⊗R
R
T
commutes.
Example: ∀ X ∈ ObC, hom(X,X) is a ring object, hence DX ⊗X is a ring object if
X is dualizable.
EXAMPLE If R is a ring object, then 〈R〉 ⊗ 〈R〉 = 〈R〉 (R is a retract of R ⊗R).
LEMMA If R is a ring object, then π∗(R) is a graded ring with unit which is graded
commutative provided that R is commutative.
Given a ring object R, a (left) R-module is an object M equipped with an arrow
R⊗M →M such that
R⊗R⊗M R⊗M
R⊗M M
and
S ⊗M R⊗M
M
commute.
Example: ∀ X ∈ ObC, R ⊗X and hom(X,R) are R-modules. R-MOD is the category
whose objects are the R-modules.
[Note: If f : M → N is a morphism of R-modules and if M
f
→ N → Cf → ΣM is
exact, then Cf need not admit an R-module structure.]
EXAMPLE If R is a ring object and if M is an R-module, then 〈M〉 ≤ 〈R〉 (M is a retract of
R ⊗M).
[Note: M is necessarily TR-local.]
EXAMPLE Let T be a localization functor with the IP −then TS is a commutative ring object
(via TS⊗TS → T (S⊗S) = TS and ǫS : S → TS). Moreover, every T -local object X is a TS-module (via
TS ⊗X = TS ⊗ TX → T (S ⊗X) = TX = X).
EXAMPLE If R is a ring object with the property that the product R⊗R→ R is an isomorphism,
then TR is smashing. Proof: ∀ X ∈ ObC, R ⊗X is TR-local and here TRX = R ⊗X (since R ⊗ R ≈ R),
thus TR preserves coproducts.
Definitions: (1) An R-module M is free if it is isomorphic to a coproduct
∐
i
ΣniR;
(2) A nonzero ring object R is a skew field object if every M in R-MOD is free; (3) A
skew field object R is a field object if R is commutative.
PROPOSITION 42 Let C be a monogenic compactly generated CTC. Suppose that
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R is a nonzero ring object in C. Assume: The homogeneous elements of π∗(R) are invertible
−then R is a skew field object.
[Fix an M in R-MOD. Owing to our assumption, π∗(M) =
⊕
i
Σniπ∗(R), where
(Σniπ∗(R))n = Mor(S
n−ni , R) = Mor(Sn,ΣniR) = πn(Σ
niR). Thus there is a morphism∐
i
ΣniR→M of R-modules inducing an isomorphism
⊕
i
π∗−ni(R)→ π∗(M) in homotopy,
hence
∐
i
ΣniR ≈M .]
In the stable homotopy category, the nth Morava K-theory spectrum K(n) at the prime p is a skew
field object.
EXAMPLE Let R be a skew field object. Assume 〈R〉 ∈ BA〈C〉 −then 〈R〉 is minimal among all
nontrivial Bousfield classes.
[Note: In the stable homotopy category, the Eilenberg-MacLane spectrum H(Fp) is a field object but
〈H(Fp)〉 is not minimal.]
Suppose that C is a monogenic compactly generated CTC. Given X ∈ ObC and
f ∈Mor(ΣnX,X), let X/f be a completion ΣnX
f
→ X to an exact triangle (cf. TR3) and
write f−1X for tel(X, f), where (X, f) is the object in FIL(C) defined by X → Σ−nX →
Σ−2nX → · · · .
LEMMA If f : ΣnX → X is an isomorphism, then X ≈ f−1X.
PROPOSITION 43 For every f : ΣnX → X, 〈X〉 = 〈X/f〉 ∐ 〈f−1X〉.
[To prove that 〈X〉 ≤ 〈X/f〉∐〈f−1X〉, one must show that X/f⊗Z = 0 & f−1X⊗Z =
0 =⇒ X ⊗ Z = 0. But ΣnX
f
→ X → X/f → Σ(ΣnX) exact =⇒ ΣnX ⊗ Z → X ⊗Z →
X/f ⊗ Z → Σ(ΣnX ⊗ Z) exact (cf. CTC3) =⇒ Σ
nX ⊗ Z ≈ X ⊗ Z (cf. p. 15-6) =⇒
X⊗Z ≈ (f ⊗ idZ)
−1(X⊗Z) (by the lemma). And: (f ⊗ idZ)
−1(X⊗Z) = f−1X⊗Z = 0.]
FACT Suppose that X is compact −then f−1X = 0 iff ∃ k such that the composite f ◦ Σnf ◦ · · · ◦
Σ(k−1)nf : ΣknX
fk−→ X vanishes.
FACT Let R be a ring object. Fix α ∈ πn(R) and let α be the map Sn ⊗R R⊗R Rα⊗idR
−then α is nilpotent in π∗(R) iff α−1R = 0.
FACT Given f : S → X, write X(∞)f for tel(X,f), where (X,f) is the object in FIL(C) defined by
S
f−→ X X ⊗X · · ·f⊗id f⊗id , and let f (∞) be the arrow S → X(∞)f −then X(∞)f = 0 iff f (∞) = 0.
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Let C be a triangulated category; let C≤0,C≥0 be full, isomorphism closed subcate-
gories of C containing 0 and denote byC≤−1,C≥1 the isomorphism closure of ΣC≤0, ΩC≥0
−then the pair (C≤0,C≥0) is said to be a t-structure on C if the following conditions are
satisfied.
(t-st1) C
≤−1 is a subcategory of C≤0 and C≥1 is a subcategory of C≥0.
(t-st2) ∀ X ∈ ObC
≤0, ∀ Y ∈ ObC≥1, Mor(X,Y ) = 0.
(t-st3) ∀ X ∈ ObC, ∃ an exact triangle X0 → X → X1 → ΣX0 with
X0 ∈ ObC
≤0, X1 ∈ ObC
≥1.
[Note: H(C) = C≤0 ∩C≥0 is called the heart of the t-structure.]
Remark: If (C≤0,C≥0) is a t-structure on C, then ((C≥0)OP, (C≤0)OP) is a t-structure
on COP.
EXAMPLE Let A be an abelian category. Given an X in CXA, ∀ n ∈ Z, define the nth trun-
cated cochain complexes τ≤nX & τ≥nX of X by · · · → Xn−2 → Xn−1 → ker dnX → 0→ · · · & · · · → 0→
coker dn−1X → Xn+1 → Xn+2 → · · · . So, the cohomology of τ≤nX is trivial in degree > n and the coho-
mology of τ≥nX is trivial in degree < n and there is an arrow τ≤nX → X which induces an isomorphism
in cohomology in degree ≤ n and there is an arrow X → τ≥nX which induces an isomorphism in cohomol-
ogy in degree ≥ n. The functors
 τ
≤n : CXA→ CXA
τ≥n : CXA→ CXA
pass through K(A) to the derived category
D(A) :
 τ
≤n : D(A)→ D(A)
τ≥n : D(A)→ D(A)
and ∀ X, ∃ an exact triangle τ≤nX → X → τ≥n+1X → Στ≤nX. Write
D≤0(A) for the full subcategory of D(A) consisting of those X such that Hq(X) = 0 (q > 0) and write
D≥0(A) for the full subcategory of D(A) consisting of those X such that Hq(X) = 0 (q < 0) −then the
pair (D≤0(A),D≥0(A)) is a t-structure on D(A) and its heart is equivalent to A .
Given a t-structure (C≤0,C≥0) on C, let
 C
≤n
C≥n
be the isomorphism closure of
 ΩnC
≤0
ΩnC≥0
(n > 0) and let
 C
≤n
C≥n
be the isomorphism closure of
 Σ|n|C
≤0
Σ|n|C≥0
(n < 0)
−then ∀ n ∈ Z, the pair (C≤n,C≥n) is a t-structure on C.
PROPOSITION 44 Suppose that (C≤0,C≥0) is a t-structure on C −then ∀ n ∈ Z,
C≤n is a coreflective subcategory of C with coreflector τ≤nX → X and C≥n is a reflective
subcategory of C with reflector X → τ≥nX.
[It suffices to construct τ≤0. Thus for any X ∈ ObC, ∃ an exact triangle X0 → X →
X1 → ΣX0, where X0 ∈ ObC
≤0 & X1 ∈ ObC
≥1 (cf. t-st3), so ∀ Y ∈ ObC
≤0, there
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is an exact sequence Mor(Y,ΩX1) → Mor(Y,X0) → Mor(Y,X) → Mor(Y,X1). Here
Mor(Y,X1) = 0 (cf. t-st2). In addition, Mor(Y,ΩX1) ≈ Mor(ΣY,X1) and ΣC
≤0 ⊂ C≤−1
⊂ C≤0 (cf. t-st1) =⇒ Mor(ΣY,X1) = 0 (cf. t-st2). Therefore, ∀ Y ∈ ObC
≤0,
Mor(Y,X0) ≈ Mor(Y,X) and we can let τ
≤0X = X0.]
[Note: Similar reasoning gives τ≥1X = X1.]
The functors τ≤n, τ≥n figuring in Proposition 44 are called the truncation functors of
the t-structure.
[Note: ∀ X, ∃ and exact triangle τ≤nX → X → τ≥n+1X → Στ≤nX and since
Mor(Στ≤nX, τ≥n+1X) = 0, the arrow τ≥n+1X → Στ≤nX is unique (cf. p. 15-6).]
EXAMPLE Let A be an abelian category. Working with the t-structure on D(A) spelled out
above, D≤n(A) is the coreflective subcategory of D(A) consisting of those X such that Hq(X) = 0 (q > n)
and D≥n(A) is the reflective subcategory of D(A) consisting of those X such that Hq(X) = 0 (q < n).
Observations: Let m,n ∈ Z −then (1) m ≤ n =⇒ τ≥n◦ τ≥m ≈ τ≥m◦ τ≥n and τ≤n ◦ τ≤m ≈
τ≤m ◦ τ≤n ≈ τ≤m; (2) m > n =⇒ τ≤n ◦ τ≥m = 0 and τ≥m ◦ τ≤n = 0.
FACT Ifm ≤ n, then ∀ X ∈ ObC, ∃ a unique arrow τ≥mτ≤nX → τ≤nτ≥mX such that the diagram
τ≤nX X τ≥mX
τ≥mτ≤nX τ≤nτ≥mX
commutes.
[Note: The arrow τ≥mτ≤nX → τ≤nτ≥mX is an isomorphism provided that C satisfies the octahedral
axiom. To see this, consider the exact triangles τ≤m−1X → τ≤nX → τ≥mτ≤nX → Στ≤m−1X, τ≤nX →
X → τ≥n+1X → Στ≤nX, τ≤m−1X → X → τ≥mX → Στ≤m−1X.]
Notation: Write
 C
<n
C>n
in place of
 C
≤n−1
C≥n+1
and
 τ<nτ>n in place of
 τ≤n−1τ≥n+1 .
LEMMA Let X ∈ ObC −then X ∈
 ObC
≤n
ObC≥n
iff
 τ>nX = 0τ<nX = 0 .
PROPOSITION 45 Suppose that (C≤0,C≥0) is a t-structure on C. Let X ′ → X →
X ′′ → ΣX ′ be an exact triangle −then
 X ′X ′′ ∈ ObC≤0 =⇒ X ∈ ObC≤0 &
 X ′X ′′
∈ ObC≥0 =⇒ X ∈ ObC≥0.
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Let A be an additive category. Given a class O ⊂ ObA, the
 left annihilator AnnLOright annihilator AnnRO of O is {Y : Mor(Y,X) = 0 ∀ X ∈ O}{Y : Mor(X,Y ) = 0 ∀ X ∈ O} .
EXAMPLE Let A be an additive category. Suppose that T , F are subclasses of ObA −then the
pair (T ,F) is said to be a torsion theory on A if AnnLF = T and AnnRT = F . Example: ∀ t-structure
(C≤0,C≥0) on C, AnnLC
≥1 = C≤0 and AnnRC
≤0 = C≥1, i.e., (C≤0,C≥1) is a torsion theory on C.
LEMMA Let C be a triangulated category satisfying the octahedral axiom. Suppose
that (C≤0,C≥0) is a t-structure on C −then ∀ X ∈ ObC, τ≥0τ≤0X ≈ τ≤0τ≥0X.
THEOREM OF THE HEART Let C be a triangulated category with finite coprod-
ucts satisfying the octahedral axiom. Suppose that (C≤0,C≥0) is a t-structure on C −then
the heart H(C) is an abelian category.
[H(C) is closed under the formation of finite coproducts in C (use the exact tri-
angle X → X ∐ Y → Y
0
→ ΣX and quote Proposition 45). To prove that H(C)
has kernels and cokernels and that parallel morphisms are isomorphisms, take an arrow
f : X → Y in H(C) and place it in an exact triangle X
f
→ Y → Z → ΣX ( =⇒
Z ∈ ObC≤0 ∩ ObC≥−1 (cf. Proposition 45)). For any W ∈ ObH(C), there are exact
sequences Mor(W,ΩY ) → Mor(W,ΩZ) → Mor(W,X) → Mor(W,Y ), Mor(ΣX,W ) →
Mor(Z,W ) → Mor(Y,W ) → Mor(X,W ). Since Mor(W,ΩY ) = 0, Mor(ΣX,W ) = 0 and
Mor(W,ΩZ) ≈ Mor(W, τ≤0ΩZ), Mor(Z,W ) ≈ Mor(τ≥0Z,W ), it follows that ker f ≈
τ≤0ΩZ, coker f ≈ τ≥0Z. In this connection, note that Z ∈ ObC≤0 =⇒ τ≥0Z ≈
τ≥0τ≤0Z ≈ τ≤0τ≥0Z =⇒ coker f ∈ ObH(C) and Z ∈ ObC≥−1 =⇒ ΩZ ∈ ObC≥0
=⇒ τ≤0ΩZ ≈ τ≤0τ≥0ΩZ ≈ τ≥0τ≤0ΩZ =⇒ ker f ∈ ObH(C). Now fix an exact triangle
I → Y → τ≥0Z → ΣI ( =⇒ I ∈ ObC≥0 (cf. Proposition 45)). Applying the octahedral
axiom to Y → Z → ΣX → ΣY , Z → τ≥0Z → Στ<0Z → ΣZ, Y → τ≥0Z → ΣI → ΣY ,
one gets an exact triangle ΣX → ΣI → Στ<0Z → Σ2X, which leads to an exact tri-
angle τ≤0ΩZ → X → I → Στ≤0ΩZ, thus I ∈ ObC≤0 (cf. Proposition 45) and so
I ∈ ObH(C). Finally, I ≈ coimf (consider ker f → X → I → Σker f) and I ≈ im f
(consider I → Y → coker f → ΣI). Therefore H(C) is abelian.]
[Note: In general, there is no a priori connection between C and the derived category
of H(C).]
EXAMPLE Take for C the stable homotopy category and let
 C
≥0 = {X : πq(X) = 0 (q > 0)}
C≤0 = {X : πq(X) = 0 (q < 0)}
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−then (C≤0,C≥0) is a t-structure on C. Its heart is equivalent to AB (cf. p. 17-2).
[Note: τ≤0X is called the connective cover of X (the arrow τ≤0X → X induces an isomorphism
πn(τ
≤0X)→ πn(X) for n ≥ 0).]
Let C be a triangulated category with finite coproducts satisfying the octahedral axiom. Suppose
that (C≤0,C≥0) is a t-structure on C −then H0 : C → H(C) is the functor that sends X to τ≥0τ≤0X ≈
τ≤0τ≥0X.
FACT H0 is an exact functor.
[Fix an exact triangle X → Y → Z → ΣX and proceed in stages.
(I) Assume X,Y, Z ∈ ObC≥0 −then 0→ H0(X)→ H0(Y )→ H0(Z) is exact.
(II≥0) Assume Z ∈ ObC≥0 −then 0→ H0(X)→ H0(Y )→ H0(Z) is exact.
[For τ<0X ≈ τ<0Y and the octahedral axiom furnishes an exact triangle τ≥0X → τ≥0Y → Z →
Στ≥0X.]
(II≤0) Assume that X ∈ ObC≤0 −then H0(X)→ H0(Y )→ H0(Z)→ 0 is exact.
Reduce the general case to II≥0 & II≤0.]
Notation: Hq : C→ H(C) is the functor that sends X to
 H
0(ΣqX) (q > 0)
H0(ΩqX) (q < 0)
.
FACT Assume: The interections
⋂
n
ObC≤n,
⋂
n
ObC≥n contain only zero objects −then Hq(X) =
0 ∀ q =⇒ X = 0, thus the Hq comprise a conservative system of functors (i.e., f is an isomorphism iff
Hq(f) is an isomorphism ∀ q).
[Note: The objects of C≤n are characterized by the condition that Hq(X) = 0 (q > n) and the
objects of C≥n are characterized by the condition that Hq(X) = 0 (q < n).]
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§16. SPECTRA
In this §, I shall give a concise exposition of the theory of spectra, concentrating on
foundational issues and using model category theoretic methods whenever possible to ease
the way.
A prespectrum X is said to be separated if ∀ q, σq : Xq → ΩXq+1 is a CG embedding.
SEPPRESPEC is the full subcategory of PRESPEC whose objects are the separated
prespectra.
Notation: Given a continuous function f : X → Y , where X & Y are compactly
generated, write im f for kf(X) (so f : X → Y factors as X → im f → Y and im f → Y
is a CG embedding).
PROPOSITION 1 SEPPRESPEC is a reflective subcategory of PRESPEC.
[We shall construct the reflector E∞ by transfinite induction.
Claim: There is a functor E : PRESPEC→ PRESPEC and a natural transforma-
tion Ξ : id→ E such that ∀ X, ΞX : X→ EX is a levelwise surjection, X being separated
iff ΞX is a levelwise homeomorphism. In addition, if f : X→ Y is a morphism of prespectra
and if Y is separated, then f factors uniquely through ΞX.
[Let (EX)q = im (Xq
σq
−→ ΩXq+1) and determine the arrow (EX)q → Ω(EX)q+1 from
the commutative diagram
Xq ΩXq+1
(EX)q Ω(EX)q+1
⋂ ⋂
ΩXq+1 ΩΩXq+2
ΞX,q
σq
ΩΞX,q+1
Ωσq+1
. It is clear that E is functorial
and Ξ is natural.]
Claim: For each ordinal α, there is a functor Eα : PRESPEC → PRESPEC
and for each pair α ≤ β of ordinals, there is a natural transformation Ξα,β : Eα → Eβ
such that ∀ X, Ξα,βX : E
αX → EβX is a levelwise surjection, EαX being separated iff
Ξα,α+1X : E
αX → Eα+1X is a levelwise homeomorphism. In addition, if f : X → Y is a
morphism of prespectra and if Y is separated, then f factors uniquely through Ξ0,αX .
[Here, E0 = id, E1 = E, Ξ0,1 = Ξ, Ξα,α = id, Eα+1 = E ◦ Eα, and Ξα,β+1 = Ξ ◦ Ξα,β
(α < β). At a limit ordinal λ, put EλX = colim
α<λ
EαX and define Ξα,λX : E
αX → EλX in
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the obvious manner.]
[Note: If EαX is separated, then ∀ β ≥ α, Ξα,βX : E
αX→ EβX is a levelwise homeo-
morphism.]
To finish the proof, it suffices to show that ∀ X, ∃ an αX such that E
αXX is separated.
But for this, one can take αX to be any infinite cardinal greater than the cardinality of(∐
q
Xq ×Xq
)
∐
(∐
q
τ(Xq)
)
(τ(Xq) the set of open subsets of Xq).]
[Note: The arrow of reflection X → E∞X is a levelwise surjection. It is a levelwise
homeomorphism iff X is separated.]
The existence of the reflector E∞ can be established by applying the general adjoint functor theorem:
SEPPRESPEC is a priori complete, the inclusion SEPPRESPEC → PRESPEC preserves limits, and
the solution set condition is satisfied. The drawback to this approach is that it provides no information
about the behaviour of E∞ with respect to finite limits, a situation that can be partially clarified by using
the iterative definition of E∞ in terms of the Eα.
LEMMA Suppose that (I,≤) is a nonempty directed set, regarded as a filtered category I. Let
∆′, ∆′′ : I→∆-CG be diagrams −then the arrow colimI(∆′ ×∆′′)→ colimI∆′ ×k colimI∆′′ is a homeo-
morphism.
[Note: The directed colimit in ∆-CG∗ is formed by assigning the evident base point to the corre-
sponding directed colimit in ∆-CG, thus the lemma is valid in ∆-CG∗ as well.]
FACT E∞ preserves finite products.
[Note: E∞ does not preserve equalizers.]
LEMMA Suppose that (I,≤) is a nonempty directed set, regarded as a filtered category I. Let
∆ : I→∆-CG be a diagram such that ∀ i δ→ j, ∆δ : ∆i → ∆j is an injection −then colimI∆ in ∆-CG =
colimI∆ in CG (= colimI∆ in TOP) and ∀ i, the canonical arrow ∆i → colimI∆ is one-to-one.
[Note: The set underlying colimI∆ is therefore the colimit of the underlying diagram in SET.]
LEMMA In ∆-CG, directed colimits of diagrams whose arrows are injections commute with finite
limits.
[Note: A finite limit in ∆-CG∗ is formed by assigning the evident base point to the corresponding
finite limit in ∆-CG, thus the lemma is valid in ∆-CG∗ as well.]
A prespectrum X is said to be injective if ∀ q, σq : Xq → ΩXq+1 is an injection. INJPRESPEC is
the full subcategory of PRESPEC whose objects are the injective prespectra.
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[Note: SEPPRESPEC is a full subcategory of INJPRESPEC.]
FACT The arrow of reflection X→ E∞X is a levelwise injection iff X is injective.
[If X is injective, then so are the EαX. Moreover, Ξα,βX : E
αX→ EβX (α ≤ β) is one-to-one.]
[Note: It therefore follows that the arrow of reflection X → E∞X is a levelwise bijection iff X is
injective.]
FACT The restriction of E∞ to INJPRESPEC preserves finite limits.
LEMMA Suppose given a sequence {Xn, fn}, where Xn is a ∆-separated compactly
generated space and fn : Xn → Xn+1 is a CG embedding −then ∀ compact Hausdorff
space K, colimXKn ≈ (colimXn)
K (exponential objects in ∆-CG).
[Note: There is an analogous assertion in the pointed category.]
PROPOSITION 2 SPEC is a reflective subcategory of SEPPRESPEC.
[The reflector sends X to eX, the latter being defined by the rule q → colimΩnXn+q.]
LEMMA Suppose that (I,≤) is a nonempty directed set, regarded as a filtered category I. Let
∆ : I→∆-CG be a diagram such that ∀ i δ→ j, ∆δ : ∆i → ∆j is a CG embedding −then ∀ i, the canonical
arrow ∆i → colimI∆ is a CG embedding.
[Note: Changing the assumption to “closed embedding” changes the conclusion to “closed embed-
ding”.]
FACT The arrow of reflection X→ eX is a levelwise CG embedding.
FACT e preserves finite limits.
PROPOSITION 3 SPEC is a reflective subcategory of PRESPEC.
[This is implied by Propositions 1 and 2.]
[Note: The composite PRESPEC
E∞
−→ SEPPRESPEC
e
−→ SPEC is the
spectrification functor: X→ sX (s = e ◦ E∞).]
Application: SPEC is complete and cocomplete.
[Note: The colimit of a diagram ∆ : I→ SPEC is the spectrification of its colimit in
PRESPEC. Example: The coproduct in PRESPEC or SPEC is denoted by a wedge.
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If {Xi} is a set of spectra, then its coproduct in PRESPEC is separated, so e
(∨
i
Xi
)
is
the coproduct
∨
i
Xi of the Xi in SPEC.]
FACT Spectrification preserves finite products and its restriction to INJPRESPEC preserves fi-
nite limits.
EXAMPLE Let X be in ∆-CG∗ −then the suspension prespectrum of X is the assignment q →
ΣqX, where ΣqX → ΩΣΣqX ≈ ΩΣq+1X (a CG embedding). Its spectrification is the suspension spectrum
ofX. Thus, in the notation of p. 14-59, the suspension spectrum ofX isQ∞X: (Q∞X)q = colimΩ
nΣn+qX =
Ω∞Σ∞ΣqX.
EXAMPLE Fix q ≥ 0. Given an X in ∆-CG∗, let Q∞q X be the spectrification of the prespectrum
p →
 Σ
p−qX (p ≥ q)
∗ (p < q)
, where Σp−qX → ΩΣΣp−qX ≈ ΩΣp+1−qX (p ≥ q) (if p < q, the arrow is the
inclusion of the base point). Viewed as a functor from ∆-CG∗ to SPEC, Q
∞
p is a left adjoint for the q
th
space functor U∞q : SPEC→∆-CG∗ that sends X = {Xq} to Xq . Special case: Q∞0 = Q∞, U∞0 = U∞.
[Note: ∀ X, q′ ≤ q′′ =⇒ Q∞q′X ≈ Q∞q′′Σq
′′−q′X.]
FACT Suppose that X is a prespectrum −then sX ≈ colimQ∞q Xq .
[For any spectrumY, Mor(colimQ∞q Xq,Y) ≈ limMor(Q∞q Xq ,Y) ≈ limMor(Xq , Yq) ≈Mor(X,Y) ≈
Mor(sX,Y).]
FACT Let (X, f) be an object in FIL(SPEC) (cf. p. 0-11). Assume ∀ n, fn : Xn → Xn+1
is a levelwise CG embedding −then ∀ pointed compact Hausdorff space K, colimMor(Q∞q K,Xn) ≈
Mor(Q∞q K, colimXn).
[Ths assumption guarantees that the prespectrum colimit of (X, f) is a spectrum. Therefore colim
Mor(Q∞q K,Xn) ≈ colimMor(K,U∞q Xn) ≈ Mor(K, colimU∞q Xn) ≈ Mor(K,U∞q colimXn) ≈
Mor(Q∞q K, colimXn).]
FACT Let {Xi} be a set of spectra, K a pointed compact Hausdorff space −then every morphism
f : Q∞q K →
∨
i
Xi factors through a finite subwedge.
[Since Mor(Q∞q K,
∨
i
Xi) ≈ Mor(K,U∞q (
∨
i
Xi)), f corresponds to an arrow g : K → U∞q (
∨
i
Xi)
(= (
∨
i
Xi)q), i.e., to an arrow g : K → colimΩn(∨
i
Xi)n+q, which factors through Ω
n(
∨
i
Xi)n+q) for
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some n:
K Ωn(
∨
i
(Xi)n+q
(
∨
i
Xi)q
g
gn
. The adjoint gn : Σ
nK →
∨
i
(Xi)n+q factors through a finite subwedge
∨
k
(Xik )n+q, so f factors through
∨
k
Xik .]
Notation: Given X, Y in PRESPEC, write HOM(X,Y) for Mor(X,Y) topologized
via the equalizer diagram Mor(X,Y)→
∏
q
Y
Xq
q ⇒
∏
q
(ΩYq+1)
Xq .
PROPOSITION 4 Spectrification is a continuous functor in the sense that ∀ X, Y
in PRESPEC, the arrow HOM(X,Y)→ HOM(sX, sY) is a continuous function.
(  and ∧) Fix a K in ∆-CG∗. Given X in PRESPEC, let X  K be the
prespectrum q → Xq#kK, where Xq#kK → Ω(Xq+1#kK) is Xq#kK → ΩXq+1#kK →
Ω(Xq+1#kK), and given an X in SPEC, let X ∧K be the spectrification of X  K.
Examples: (1) ΓX = X  [0, 1] or X ∧ [0, 1], the cone of X; (2) ΣX = X  S1 or
X ∧ S1, the suspension of X.
(HOM) Fix a K in ∆-CG∗. Given X in PRESPEC, let HOM(K,X) be the pre-
spectrum q → XKq , where X
K
q → ΩX
K
q+1 is X
K
q → (ΩXq+1)
K ≈ ΩXKq+1.
[Note: If X is a spectrum, then HOM(K,X) is a spectrum.]
Example: ∀ X, ΩX = HOM(S1,X) (cf. p. 14-75).
PROPOSITION 5 For X, Y in PRESPEC and K in ∆-CG∗, there are natural
homeomorphisms HOM(X  K,Y) ≈ HOM(X,Y)K ≈ HOM(X, HOM(K,Y)).
[Note: Consequently, the functor X  − : ∆-CG∗ → PRESPEC has a right ad-
joint, viz, HOM(X,−), and the functor −  K : PRESPEC → PRESPEC has a right
adjoint, viz, HOM(K,−).]
PROPOSITION 6 For X, Y in SPEC and K in ∆-CG∗, there are natural homeo-
morphisms HOM(X ∧K,Y) ≈ HOM(X,Y)K ≈ HOM(X, HOM(K,Y)).
[Note: Consequently, the functor X ∧ − :∆-CG∗ → SPEC has a right adjoint, viz,
HOM(X,−) and the functor −∧K : SPEC→ SPEC has a right adjoint, viz, HOM(K,−).]
Examples: (1) Q∞p (K#kL) ≈ (Q
∞
p K) ∧ L and U
∞
q HOM(K,X) ≈ (U
∞
q X)
K ; (2)
s(X  K) ≈ sX ∧K.
Example: (Σ,Ω) is an adjoint pair.
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EXAMPLE (1) X ∧ S0 ≈ X; (2) HOM(S0,X) ≈ X; (3) (X ∧ K) ∧ L ≈ X ∧ (K#kL); (4)
HOM(K#kL,X) ≈ HOM(K, HOM(L,X)).
FACT Suppose that X is an injective prespectrum −then ∀ K, X  K is an injective prespectrum.
FACT Suppose that X is a separated prespectrum −then ∀ nonempty compact Hausdorff space K,
X  K+ is a separated prespectrum.
LEMMA Suppose that
P Y
X Z
ξ
η
g
f
is a pullback square in ∆-CG. Assume: g is a closed
embedding −then ξ is a closed embedding.
EXAMPLE Let f : X → Y be a morphism of prespectra −then the mapping cylinder Mf of f is
defined by the pushout square
X  {0}+ Y  {0}+
X  I+ Mf
(I+ = [0, 1] ∐ ∗ (cf. p. 3-30)). There is a
natural arrow Mf → Y  I+ and the commutative diagram
X Mf
Y Y  I+
is a pullback square.
Definition: f is a prespectral cofibration if Mf → Y  I+ has a left inverse. Every prespectral cofibration
is a levelwise closed embedding.
FACT Let f : X → Y be a morphism of prespectra. Assume:
 XY are injective −then Mf is
injective.
EXAMPLE Let f : X → Y be a morphism of spectra −then the mapping cylinder Mf of f is
defined by the pushout square
X ∧ {0}+ Y ∧ {0}+
X ∧ I+ Mf
(I+ = [0, 1] ∐ ∗ (cf. p. 3-30)). There is a
natural arrowMf → Y∧I+ and the commutative diagram
X Mf
Y Y ∧ I+
is a pullback square. Indeed,
the mapping cylinder of f in SPEC is the spectrification of the mapping cylinder of f in PRESPEC. And:
All data is injective, so s

X Mf
Y Y  I+
 is a pullback square in SPEC (cf. p. 16-3). Definition: f
is a spectral cofibration if Mf → Y∧ I+ has a left inverse. Every spectral cofibration is a levelwise closed
embedding.
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[Note: The arrow f : X→ Y is a spectral cofibration iff the commutative diagram
X ∧ {0}+
X ∧ I+
Y ∧ {0}+
Y ∧ I+
is a weak pushout square or, equivalently, iff ∀ Z, f has the LLP w.r.t HOM(I+,Z) p0−→ Z.
Example: Suppose that L → K is a pointed cofibration −then ∀ X, X ∧ L → X ∧ K is a spectral
cofibration.]
[Notation: For n ≥ 0, put Sn = Q∞Sn and for n > 0, put S−n = Q∞n S
0.
[Note: ∀ n & ∀ m ≥ 0, ΣmSn (= Sn ∧ Sm) ≈ Sm+n and ∀ n ≥ 0 & ∀ m ≥ 0,
S−m ∧ Sn ≈ (Q∞mS
0) ∧ Sn ≈ Q∞m (S
0#kS
n) ≈ Q∞mS
n ≈ Sn−m.]
EXAMPLE ∀ X, Q∞q X = S−q ∧ X. So, the arrow of adjunction id → U∞q ◦ Q∞q is given by
X → (S−q ∧X)q and the arrow of adjunction Q∞q ◦ U∞q → id is given by S−q ∧Xq → X.
PROPOSITION 7 The qth space functor U∞q : SPEC → ∆-CG∗ is represented by
S−q.
[∀ X, Mor(S−q,X) = Mor(Q∞p S
0,X) ≈ Mor(S0,U∞q X) = U
∞
q X.]
A homotopy in SPEC is an arrow X ∧ I+ → Y. Homotopy is an equivalence rela-
tion which respects composition, so there is an associated quotient category SPEC/ ≃:
[X,Y]0 = Mor(X,Y)/ ≃, i.e., [X,Y]0 = π0(HOM(X,Y)).
EXAMPLE (Homotopy Groups of Spectra) Let X be a spectrum −then the nth homotopy
group πn(X) of X (n ∈ Z) is [Sn,X]0. The πn(X) are necessarily abelian. And: ∀ n ≥ 0, πn(X) = πn(X0),
while π−n(X) = π0(Xn). Therefore X is connective iff πn(X) = 0 for n ≤ −1. Example: ∀ X in ∆-CG∗c,
the suspension spectrum Q∞X of X is connective. Proof: ΣX is path connected and wellpointed ( =⇒
Σ2X is simply connected), thus ∀ n ≥ 1, πq(Σq+nX) = ∗ (by the suspension isomorphism and Hurewicz),
so π−n(Q
∞X) = π0(Ω
∞Σ∞ΣnX) = colimπq(Σ
q+nX) = ∗.
[Note: The stable homotopy groups πsn(X) (n ≥ 0) of X are the πn(Q∞X) (= πn(Ω∞Σ∞X)).
Example: πs0(X) ≈ H˜0(X).]
FACT Let (X, f) be an object in FIL(SPEC) (cf. p. 0-11). Assume: ∀ n, fn : Xn → Xn+1 is a level-
wise CG embedding −then ∀ pointed compact Hausdorff space K, colim [Q∞q K,Xn]0 ≈ [Q∞q K, colimXn]0
(cf. p. 16-4).
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EXAMPLE Imitating the construction in pointed spaces, one can attach to each object (X, f) in
FIL(SPEC) a spectrum tel(X, f), its mapping telescope. Thus tel(X, f) = colim teln(X, f) and the arrow
teln(X, f) → teln+1(X, f) is a spectral cofibration (hence is a levelwise closed embedding (cf. p. 16-6)).
Since there are canonical homotopy equivalences teln(X, f)→ Xn, it follows that ∀ pointed compact Haus-
dorff space K, colim [Q∞q K,Xn]0 ≈ [Q∞q K, tel(X, f)]0.
LEMMA Suppose that f : X→ Y is a homotopy equivalence −then ∀ q, fq : Xq → Yq
is a homotopy equivalence.
[The qth space functor U∞q : SPEC → ∆-CG∗ is a V-functor (V = ∆-CG∗), hence
preserves homotopies.]
FACT SPEC is a cofibration category if weak equivalence = homotopy equivalence, cofibration =
spectral cofibration. All objects are cofibrant and fibrant.
[Note: One way to proceed is th show that SPEC is an I-category in the sense of Baues†.]
A prespectrum X is said to satisfy the cofibration condition if ∀ q, the arrow ΣXq →
Xq+1 adjoint to σq is a pointed cofibration. An X which satisifes the cofibration condition
is necessarily separated (for then σq is a closed embedding). Example: ∀ X, MX satisfes
the cofibration condition (cf. p. 14-71).
EXAMPLE Equip PRESPEC with the model category structure supplied by Proposition 56 in
§14 −then every cofibrant X satisfies the cofibration condition.
[Note: The converse is false. To see this, take any X in ∆-CG∗ and consider the prespectrum whose
spectrification is Q∞q X, bearing in mind that the inclusion of a point is always a pointed cofibration.]
A spectrum X is said to be tame if it is homotopy equivalent to a spectrum of the
form sY, where Y is a prespectrum satisfying the cofibration condition ( =⇒ sY ≈ eY).
LEMMA Let f : X→ Y be a morphism of spectra. Assume: f is a levelwise pointed
homotopy equivalence −then ∀ tame spectrum Z, f∗ : [Z,X]0 → [Z,Y]0 is bijective.
Application: A levelwise pointed homotopy equivalence between tame spectra is a
homotopy equivalence of spectra.
†Algebraic Homotopy, Cambridge University Press (1989), 18-27.
16-8
FACT Let f : X→ Y be a morphism of prespectra. Assume:
 XY satisfy the cofibration condition
and f is a levelwise pointed homotopy equivalence−then sf : sX→ sY is a homotopy equivalence of spectra.
Equip ∆-CG∗ with its singular structure.
LEMMA Let f : X→ Y be a morphism of spectra −then f is a levelwise fibration iff
f has the RLP w.r.t. the spectral cofibrations S−q∧ [0, 1]n+ → S
−q∧I[0, 1]n+ (n ≥ 0, q ≥ 0).
LEMMA Let f : X→ Y be a morphism of spectra −then f is a levelwise acyclic fibra-
tion iff f has the RLP w.r.t. the spectral cofibrations S−q∧Sn−1+ → S
−q∧Dn+ (n ≥ 0, q ≥ 0).
Since (Q∞p ,U
∞
q ) is an adjoint pair, the lifting problem
Q∞p L X
Q∞p K Y
Q∞p f f is equivalent to the
lifting problem
L U∞q X
K U∞q Y
f U∞q f .
PROPOSITION 8 Equip∆-CG∗ with its singular structure −then SPEC is a model
category if weak equivalences and fibrations are levelwise, the cofibrations being those
morphisms which have the LLP w.r.t. the levelwise acyclic fibrations.
[The proof is basically the same as that for the singular structure on TOP (cf. p.
12-11 ff.). Thus there are two claims.
Claim: Every morphism f : X → Y can be written as a composite fω ◦ iω, where
iω : X→ Xω is a weak equivalence and has the LLP w.r.t. all fibrations and fω : Xω → Y
is a fibration.
[In the small object argument, take S0 = {S
−q ∧ [0, 1]n+ → S
−q ∧ I[0, 1]n+} (n ≥
0, q ≥ 0) −then ∀ k, the arrow Xk → Xk+1 is a spectral cofibration, hence is a level-
wise closed embedding (cf. p. 16-6). Since Q∞q [0, 1]
n
+ ≈ S
−q ∧ [0, 1]n+, it follows that
colim Mor(S−q ∧ [0, 1]n+,Xk) ≈ Mor(S
−q ∧ [0, 1]n+,Xω) ∀ n (cf. p. 16-4), so fω has the RLP
w.r.t. the S−q ∧ [0, 1]n+ → S
−q ∧ I[0, 1]n+, i.e., is a fibration. The assertions regarding iω are
implicit in its construction.]
Claim: Every morphism f : X → Y can be written as a composite fω ◦ iω, where
iω : X→ Xω has the LLP w.r.t. levelwise acyclic fibrations and fω is both a weak equiva-
lence and a fibration.
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[Run the small object argument once again, taking S0 = {S
−q ∧ Sn−1+ → S
−q ∧Dn+
(n ≥ 0, q ≥ 0)}.]
Combining the claims gives MC-5 and the nontrivial half of MC-4 can be established
in the usual way.]
[Note: All objects are fibrant and every cofibration is a spectral cofibration.]
True or false: The model category structure on SPEC is proper.
HSPEC is the homotopy category of SPEC (cf. p. 12-26 ff.). In this situation,
IX = X ∧ I+ is a cylinder object when X is cofibration while PX = HOM(I+,X) serves as
a path object. And: It can be assumed that the “cofibrant replacement” LX is functorial
in X, so L : SPEC→ SPECc.
[Note: Recall too that the inclusion HSPECc → HSPEC is an equivalence of cate-
gories (cf. §12, Proposition 13).]
Remark: Suppose that X is cofibrant −then for any Y, [X,Y]0 ≈ [X,Y] (cf. p. 12-27)
(all objects are fibrant), thus if Y → Z is a weak equivalence, then [X,Y]0 ≈ [X,Z]0
Example: Let (K, k0) be a pointed CW complex −then Q
∞
p K is cofibrant.
FACT Let f : X → Y be a morphism of spectra −then f is a weak equivalence iff ∀ n, πn(f) :
πn(X)→ πn(Y) is an isomorphism.
LEMMA HSPECc has coproducts and weak pushouts.
[Note: The wedge
∨
i
Xi is the coproduct off the Xi in HSPECc. Proof:
∨
i
Xi is cofibrant
and for a any cofibrant Y, [
∨
i
Xi,Y] ≈ [
∨
i
Xi,Y]0 ≈ π0(HOM(
∨
i
Xi,Y)) ≈ π0(
∏
i
HOM(Xi,Y)) ≈∏
i
π0(HOM(Xi,Y)) ≈
∏
i
[Xi,Y]0 ≈
∏
i
[Xi,Y].]
BROWN REPRESENTABILITY THEOREM A cofunctor F : HSPECc → SET is repre-
sentable iff it coverts coproducts into products and weak pushouts into weak pullbacks.
[In the notation of p. 5-78, let U = {Sn : n ∈ Z}. If f : X→ Y is a morphism such that ∀ n, the arrow
[Sn,X]→ [Sn,Y] is bijective, then f is a weak equivalence (cf. supra), thus is a homotopy equivalence (cf.
§12, Proposition 10). Therefore U1 holds. As for U2, given an object (X, f) in FIL(HSPECc), tel(X, f) is
a weak colimit and ∀ n, the arrow colim[Sn,Xk]→ [Sn, tel(X, f)] is bijective (cf. p. 16-7).]
EXAMPLE HSPECc has products. For if {Xi} is a set of cofibrant spectra, then the cofunctor
Y→
∏
i
[Y,Xi] satisfies the hypotheses of the Brown Representability theorem.
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PROPOSITION 9 Suppose that A → Y is a cofibration and X → B is a fibration
−then the arrow HOM(Y,X) → HOM(A,X) ×HOM(A,B) HOM(Y,B) is a Serre fibration
which is a weak homotopy equivalence if A→ Y or X→ B is acyclic.
Proposition 9 implies (and is implied by) the following equivalent statements (cf. §13, Propositions
31 and 32).
FACT If A→ Y is a cofibration in SPEC and if L→ K is a cofibration in ∆-CG∗, then the arrow
A ∧K ⊔
A∧L
Y ∧ L→ Y ∧K is a cofibration in SPEC which is acyclic if A→ Y or L→ K is acyclic.
FACT If L→ K is a cofibration in ∆-CG∗ and if X→ B is a fibration in SPEC, then the arrow
HOM(K,X) → HOM(L,X) ×HOM(L,B) HOM(K,B) is a fibration in SPEC which is acyclic if L → K or X → B
is acyclic.
The shift suspension is the functor Λ : SPEC → SPEC defined by (ΛX)q = Xq+1
(q ≥ 0) and the shift desuspension is the functor Λ−1 : SPEC → SPEC defined by
(Λ−1X)q =
 Xq−1 (q > 0)ΩX0 (q = 0) .
PROPOSITION 10 The pair (Λ,Λ−1) is an adjoint equivalence of categories.
EXAMPLE Λq is a left adjoint for Λ−q and, by Proposition 10, Λ−q is a left adjoint for Λq. On
the other hand, Q∞ is a left adjoint for U∞. Therefore Λ−q ◦ Q∞ is a left adjoint for U∞ ◦ Λq . But
U∞ ◦ Λq = U∞q , thus ∀ q ≥ 0, Λ−q ◦ Q∞ ≈ Q∞p .
Remarks: (1) Λ preserves weak equivalences, so Q◦Λ : SPEC→ HSPEC sends weak
equivalences to isomorphisms and there is a commutative triangle
SPEC HSPEC
HSPEC
Q
Q◦Λ
LΛ ,
LΛ the total left derived functor for Λ; (2) Λ−1 preserves weak equivalences, so Q ◦ Λ−1 :
SPEC → HSPEC sends weak equivalences to isomorphisms and there is a commutative
triangle
SPEC HSPEC
HSPEC
Q
Q◦Λ−1
RΛ−1
, RΛ−1 the total right derived functor for Λ−1.
PROPOSITION 11 The pair (LΛ,RΛ−1) is an adjoint equivalence of categories.
[Λ−1 preserves fibrations and acyclic fibrations (the data is levelwise). Therefore Λ
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preserves cofibrations and the TDF theorem implies that (LΛ,RΛ−1) is an adjoint pair.
Consider now the bijection of adjunction ΞX,Y : Mor(ΛX,Y)→ Mor(X,Λ
−1Y), so ΞX,Yf
is the composition X Λ−1ΛX Λ−1Y.Λ
−1f Since the arrow X → Λ−1ΛX is an iso-
morphism, ΞX,Yf is a weak equivalence iff Λ
−1f is a weak equivalence, i.e. iff f is a weak
equivalence. Therefore (LΛ,RΛ−1) is an adjoint equivalence of categories (cf. p. 12-31).]
Λ−1 is naturally isomorphic to Ω. Here (ΩX)q = ΩXq, the arrow of structure
ΩXq → ΩΩXq+1 being Ωσq. Therefore the difference between Ω and Ω is the twist T
(cf. p. 14-75). Define a pseudo natural weak equivalence ΞX : ΩX → ΩX by letting
ΞX,q : ΩXq → ΩXq be the identity for even q and the negative of the identity for odd q
(i.e., coordinate reversal).
LEMMA Let C be a category and let F,G : C→ PRESPEC be functors. Suppose
given a pseudo natural weak equivalence Ξ : F → G −then in the notation of the conver-
sion principle, there are natural transformations sFX
sr
←− sMFX
smΞ
−→ sMGX
sr
→ sGX.
[Note: sMΞ is a weak equivalence. Moreover, the sr are weak equivalences if F , G
factor through SEPPRESPEC.]
Application: ∀ X in SPEC, ΩX is naturally weakly equivalent to ΩX or still, is
naturally weakly equivalent to Λ−1X.
Example: In HSPEC, S−n ≈ ΩnS0 (n ≥ 0).
PROPOSITION 12 The total left derived functor LΣ for Σ exists and the total right
derived functor RΩ for Ω exists. And: (LΣ,RΩ) is an adjoint pair.
[Σ preserves cofibrations and Ω preserves fibrations. Now quote the TDF theorem.]
[Note: Since Ω, Ω preserve weak equivalences, there are commutative triangles
SPEC HSPEC
HSPEC
Q
Q◦Ω
RΩ
,
SPEC HSPEC
HSPEC
Q
Q◦Ω
RΩ
and, by the above, natural iso-
morphisms, RΩ→ RΩ, RΩ→ RΛ−1.]
Σ preserves weak equivalences between cofibrant objects. So, unraveling the definitions, one finds that
LΣ(= L(Q ◦ Σ)) “is” L(Σ ◦ ι ◦ L) (L(Σ ◦ ι ◦ L) ◦ Q = Q ◦ Σ ◦ ι ◦ L), ι : SPECc → SPEC the inclusion.
In particular: ∀ X, LΣX = ΣLX.
PROPOSITION 13 The pair (LΣ,RΩ) is an adjoint equivalence of categories.
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[According to Proposition 11, the arrows of adjunction id
µ
−→ RΛ−1 ◦ LΛ, LΛ ◦
RΛ−1
ν
−→ id are natural isomorphisms and the claim is that the arrows of adjuction
id
µ
−→ RΩ ◦ LΣ, LΣ ◦ RΩ
ν
−→ id are natural isomorphisms. Thus fix a natural isomor-
phism RΩ → RΛ−1 −then there exists a unique natural isomorphism LΛ → LΣ charac-
terized by the commutativity of
[LΣX,Y] [X,RΩY]
[LΛX,Y] [X,RΛ−1Y]
∀ X, Y. It remains only
to note that the diagrams
id RΛ−1 ◦ LΛ
RΩ ◦ LΣ RΛ−1 ◦ LΣ
µ
µ
,
LΛ ◦ RΩ LΛ ◦ RΛ−1
LΣ ◦ RΩ id
ν
ν
of natural transformations commute.]
Application: HSPEC is an additive category and LΣ is an additive functor.
[Note: HSPEC has coproducts and products (since HSPECc does (cf. p. 16-10).
Standard categorical generalities then imply that the arrow X∨Y→ X×Y is an isomor-
phism for all X, Y in HSPEC (cf. p. 0-38).]
Notation: Write
 ΣΩ in place of
 LΣRΩ and
 ΛΛ−1 in place of
 LΛRΛ−1 .
PROPOSITION 14 HSPEC is a triangulated category satisfying the octahedral
axiom.
[Working in HSPECc , stipulate that a triangle X
′ u
′
→ Y′
v′
→ Z′
w′
→ ΣX′ is exact if
it is isomorphic to a triangle X
f
→ Y
j
→ Cf
pi
→ ΣX for some f (Cf = the mapping cone
of f) (obvious definition). Since TR1-TR5 are immediate, it will be enough to deal just
with the octahedral axiom. Suppose given exact triangles X
u
→ Y → Z′ → ΣX, Y
v
→
Z → X′ → ΣY, X Zv◦u → Y′ → ΣX, where without loss of generality, Z′ = Cu,
X′ = Cv, Y
′ = Cv◦u. Starting at the prespectrum level, define a pointed continuous
function fn : Cun → Cvn ◦un by letting fn be the identity on ΓXn and vn on Yn and de-
fine a pointed continuous function gn : Cvn ◦un → Cvn by letting gn be Γun on ΓXn and
the identity on Zn −then the fn and the gn combine to give morphisms of prespectra, so
applying s, ∃ morphisms f : Z′ → Y′ and g : Y′ → X′ of spectra. By construction, the
composite Z′
f
−→ Y′ → ΣX is the arrow Z′ → ΣX and the composite Z → Y′
g
−→ X′
is the arrow Z → X′. Letting h : X′ → ΣZ′ be the composite X → ΣY → Z′, one sees
that all the commutativity required of the octahedral axiom is present, thus the final task
is to establish that the triangle Z′
f
→ Y′
g
→ X′
h
→ ΣZ′ is exact. But there is a canonical
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commutative diagram
Z′ Y′ X′ ΣZ′
Z′ Y′ Cf ΣZ
′
f g
φ
h
f j pi
. And: φ is a homotopy
equivalence.]
Application: An exact triangle X
u
→ Y
v
→ Z
w
→ ΣX in HSPEC gives rise to
an long exact sequence in homotopy · · · → πn+1(Z) → πn(X) → πn(Y) → πn(Z) →
πn−1(X)→ · · · .
EXAMPLE If f : X → Y, g : Y → Z are morphisms in HSPEC, then there is an exact triangle
Cf → Cg◦ f → Cg → ΣCf.
Remark: HSPEC is compactly generated (take U = {Sn : n ∈ Z}) and admits Adams
representability (by Neeman’s countability criterion).
EXAMPLE The homotopy groups of a compact spectrum are finitely generated.
[The thick subcategory of HSPEC whose objects are those X such that πq(X) is finitely generated
∀ q contains the Sn.]
It is also true that HSPEC is a closed category (indeed, a CTC) but the proof re-
quires some preliminary work which is best carried out in a more general context.
The main difficulty lies in equipping HSPEC with the structure of a closed category (cf. p. 16-31).
Granted this, the fact that HSPEC is a CTC can be seen as follows.
Recall that if f : X → Y is a map in the pointed category, then there is a homotopy commutative
diagram
ΣΩX ΣΩY ΣEf ΣX
ΩY Ef X Y Cf ΣX
ΩY ΩCf ΩΣX ΩΣY
,
a formalism which also holds in the category of prespectra or spectra. Of course, when viewed in HSPEC,
the arrows Ef → ΩCf, ΣEf → Cf are isomorphisms (cf. Proposition 13). Turning to the axioms for a
CTC, the only one that is potentially troublesome is CTC4. In order to not obscure the issue, we shall
proceed informally, omitting all mention of L and the underlying total derived functors. Thus given X f→
Y
j→ Cf pi→ ΣX, one has to show that ∀ Z, the triangle Ωhom(X,Z) hom(Cf,Z)
−(pi∗ ◦ηX,Z) j∗
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hom(Y,Z) ΣΩhom(X,Z)
ν
−1
hom(X,Z)
◦ f∗
is exact. Consider the commutative diagram
ΩY ΩCf ΩΣX ΣΩY
ΩY ΩCf X ΣΩY
Ωj Ωpi
µ−1
X
ν−1
Y
◦µ−1
Y
◦ΩΣf
Ωj µ−1
X
◦Ωpi ν−1
Y
◦ f
.
Since the triangle on the bottom is exact (cf. p. 15-1), so is the triangle on the top. But then, on the basis
of the commutative diagram
ΩY Ef X Y ΣΩY
ΩY ΩCf ΩΣX ΩΣY ΣΩY
µX
f ν
−1
Y
µY
ΩΣf ν−1
Y
◦µ−1
Y
,
the triangle ΩY → Ef → X ΣΩY
ν−1
Y
◦ f
is exact. In Particular: The triangle Ωhom(X,Z) →
Ef∗ → hom(Y,Z) ΣΩhom(X,Z)
ν−1
hom(X,Z)
◦ f∗
is exact. However, there is an isomorphism Ef∗ →
hom(Cf,Z) and a commutative diagram
Ωhom(X,Z) Ef∗ hom(Y,Z) ΣΩhom(X,Z)
Ω hom(X,Z) hom(Cf,Z) hom(Y,Z) ΣΩhom(X,Z)
ν−1
hom(X,Z)
◦ f∗
−(pi∗ ◦ηX,Z) j
∗
ν−1
hom(X,Z)
◦ f∗
,
hence the triangle on the bottom is exact, this being the case of the triangle on the top.
LEMMA HSPEC is a compactly generated CTC.
[In general, X dualizable =⇒
 ΣXΩX dualizable (cf. §15, Proposition 35). But trivially the
unit S0 is dualizable, thus ∀n > 0, Sn ≈ ΣnS0 & S−n ≈ ΩnS0 are dualizable, i.e., all the elements of
U = {Sn : n ∈ Z} are dualizable.]
[Note: Observe too that ∀ n, DSn ≈ S−n.]
Remark: HSPEC is a unital compactly generated CTC (since S0 is compact). Accordingly,
duHSPEC = cptHSPEC (cf. p. 15-40), the thick subcategory generated by the Sn (theorem of Neeman-
Ravenel).
[Note: It is clear that HSPEC is actually monogenic.]
EXAMPLE The compact objects in HSPEC are those objects which are isomorphic to a Q∞q K,
where K is a pointed finite CW complex.
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Notation: Given a real finite dimensional inner product space V , let SV denote its one
point compactification (base point at ∞) and for any X in ∆-CG∗, put Σ
VX = X#kS
V ,
ΩV = XS
V
.
[Note: If V and W are two real finite dimensional inner product spaces such that
V ⊂W , writeW −V for the orthogonal complement of V inW −then ∀ X, ΣW−VΣVX ≈
ΣWX and ΩVΩW−VX ≈ ΩWX.]
A universe is a real inner product space U with dimU = ω equipped with the finite
topology. UN is the category whose objects are the universes and whose morphisms are the
linear isometries. An indexing set in a universe U is a set A of finite dimensional subspaces
of U such that each finite dimensional subspace V of U is contained in some U ∈ A. The
standard indexing set is the set of all finite dimensional subspaces of U . Example: Take
U = R∞ −then {Rq : q ≥ 0} is an indexing set in R∞.
Let A be an indexing set in a universe U −then a (U ,A)-prespectrum X is a col-
lection of pointed ∆-separated compactly generated spaces XU (U ∈ A) and a collec-
tion of pointed continuous functions XV Ω
W−VXW
σV,W
(V,W ∈ A & V ⊂ W )
such that XV XV
σV,V
is the identity and for U ⊂ V ⊂ W in A, the diagram
XU Ω
V−UXV
ΩW−UXW Ω
V−UΩW−VXW
σU,W
σU,V
ΩV−UσV,W commutes. PRESPECU ,A is the category whose
objects are the (U ,A)-prespectra and whose morphisms f : X→ Y are collections of pointed
continuous functions fU : XU → YU such that the diagram
XV YV
ΩW−VXW Ω
W−V YW
fV
ΩW−V fW
commutes for V ⊂W in A. A (U ,A)-prespectrum X is a (U ,A)-spectrum if the σV,W are
homeomorphisms. SPECU ,A is the full subcategory of PRESPECU ,A with object class
the (U ,A)-spectra. Example: Take U = R∞, A = {Rq : q ≥ 0} −then PRESPECU ,A =
PRESPEC, SPECU ,A = SPEC.
[Note: When A is the standard indexing set, write PRESPECU , SPECU , is place of
PRESPECU ,A, SPECU ,A.]
What has been said earlier can now be said again. Thus introduce the notion of a
separated (U ,A)-prespectrum by requiring that the σV,W : XV → Ω
W−VXW be CG em-
beddings. This done, repeat the proof of Proposition 1 to see that SEPPRESPECU ,A
is a reflective subcategory of PRESPECU ,A with reflector E
∞. Next, as in Proposition
2, SPECU ,A is a reflective subcategory of SEPPRESPECU ,A (the reflector sends X to
eX, where (eX)V = colim
W⊃V
ΩW−VXW ). Conclusion: SPECU ,A is a reflective subcategory
of PRESPECU ,A (cf. Proposition 3), hence is complete and cocomplete.
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[Note: The composite PRESPECU ,A
E∞
−→ SEPPRESPECU ,A
e
−→ SPECU ,A is the
spectrification functor: X→ sX (s = e ◦ E∞).]
EXAMPLE Fix U ∈ A. Given an X in ∆-CG∗, let Q∞U X be the spectrification of the prespec-
trum V →
 Σ
V−U (V ⊃ U)
∗ (V 6⊃ U)
, where ΣV−UX → ΩW−V ΣW−V ΣV−UX ≈ ΩW−V ΣW−UX (V,W ∈ A,
& U ⊂ V ⊂ W ) (otherwise, the arrow is the inclusion of the base point). Viewed as a functor from
∆-CG∗ to SPECU,A, Q
∞
U is a left adjoint for the U
th space functor U∞U : SPECU,A → ∆-CG∗ that
sends X = {Xu} to XU .
FACT If X is a (U ,A)-spectrum and if dimV1 = dimV2 (V1, V2 ∈ A), then XV1 ≈ XV2 .
[Embed V1 and V2 in a common finite dimensional W ∈ A and observe that XV1 ≈ ΩW−V1XW ≈
ΩW−V2XW ≈ XV2 .]
Notation: Given X, Y in PRESPECU ,A, write HOM(X,Y) for Mor(X,Y) topolo-
gized via the equalizer diagram Mor(X,Y)→
∏
V ∈A
Y XVV ⇒
∏
V,W∈A
V⊂W
(ΩW−V YW )
XV .
So, just as before, spectrification is a continuous functor (cf. Proposition 4) and there
are analogs of Propositions 5 and 6 (  (∧) and HOM being defined in the obvious way).
Remark: PRESPECU ,A and SPECU ,A are V-categories, where V = ∆-CG∗. Ac-
cordingly, to say that s is continuous simply means that s is a V-functor.
[Note: The interpretation of  (∧) and HOM is that PRESPECU ,A and SPECU ,A
admit a closed ∆-CG∗ action (the topological parallel of closed simplicial action).]
LEMMA Let A and B be indexing sets in a universe U with A ⊂ B −then the arrow
of restriction i∗ : PRESPECU ,B → PRESPECU ,A has a left adjoint i∗ and a right adjoint
i!.
[For X in PRESPECU ,A and W and element of B, (i∗X)W is the coequalizer of∐
V ′′⊂V ′
V ′⊂W
ΣW−V
′
ΣV
′−V ′′XV ′′ ⇒
∐
V
V⊂W
ΣW−VXV and (i!X)W is the equalizer of
∏
V
W⊂V
ΩV−WXV
⇒
∏
V ′⊂V ′′
W⊂V ′
ΩV
′−WΩV
′′−V ′XV ′′ (V, V
′, V ′′ ∈ A).]
The formulas figuring in the lemma can be understood in terms of “enriched” Kan extensions. Thus
let IA be the category whose objects are the elements of A, with Mor(V ′, V ′′) =
 S
V ′′−V ′ (V ′′ ⊃ V ′)
∗ (V ′′ 6⊃ V ′)
(composition comes from the identifiction SV−U#kS
W−V ≈ SW−U ) −then IA is a small V-category and
PRESPECU,A “is” V[IA,∆-CG∗] (cf. p. 0-44) (V = ∆-CG∗). So, if A ⊂ B and i : IA → IB is the
inclusion, i∗ = lan & i! = ran, i.e., i∗X = lanX (the left Kan extension of X along i) & i!X = ranX (the
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right Kan extension of X along i).
PROPOSITION 15 Let A and B be indexing sets in a universe U with A ⊂ B −then
the arrow of restriction i∗ : SPECU ,B → SPECU ,A is an equivalence of categories.
[The functor s ◦ i∗ is a left adjoint for i
∗ and the arrows of adjunction id
µ
→ i∗ ◦ (s ◦ i∗),
(s ◦ i∗) ◦ i
∗ ν→ id are natural isomorphism.]
Application: Let U be a universe −then ∀ indexing set A in U , SPECU ,A is equivalent
to SPECU .
EXAMPLE (Thom Spectra) If U is a universe and if Gn(U) is the grassmannian of n-
dimensional subspaces of U , then Gn(U) is topologized as the colimit of the Gn(U) (U ⊂ U & dimU < ω),
so every compact subspace of Gn(U) is contained in some Gn(U). Let K be a compact Hausdorff apce and
suppose that f : K → Gn(U) is a continuous function. Write Af for the set of U : f(K) ⊂ Gn(U) −then
Af is an indexing sest in U . Give U ∈ Af , call KU−f the Thom space of the vector bundle defined by the
pullback square
f∗γ⊥n γ
⊥
n
K Gn(U)
f
(γn the canonical n-plane bundle over Gn(U)). The assignment
U → KU−f defines an object in PRESPECU,Af . Pass to its spectrification SPECU,Af , thence by the
above to an object in SPECU , say K
−f . In general, an arbitrary X in ∆-CG can be represented as the
colimit of its compact subspaces K: X ≈ colimK. Accordingly, for f : X → Gn(U) a continuous function,
put X−f = colimK−f|K , the Thom spectrum of the virtual vector bundle −f . Example: An n-dimensional
U determines a map ∗ U→ Gn(U) and ∗−U ≈ S−U .
The U th space functor U∞U : SPECU →∆-CG∗ is represented by S
−U , where S−U =
Q∞U S
0 (cf. Proposition 7). Equipping ∆-CG∗ with its singular structure, if f : X → Y
is a morphism of U -spectra, then f is a levelwise fibration iff f has the RLP w.r.t. the
spectral cofibrations S−U ∧ [0, 1]n+ → S
−U ∧ I[0, 1]n+ and f is a levelwise acyclic fibration iff
f has the RLP w.r.t. the spectral cofibrations S−U ∧ Sn−1+ → S
−U ∧Dn+ (n ≥ 0, U ⊂ U , &
dimU < ω) (cf. p. 16-9). Using this, it follows that SPECU is a model category if weak
equivalences and fibrations are levelwise, the cofibrations being those morphisms which
have the LLP w.r.t. the levelwise acyclic fibrations (cf. Proposition 8) (bear in mind that
a spectral cofibration is necessarily a levelwise closed embedding (cf. p. 16-6)). Proposition
9 and its variants go through without change.
[Note: HSPECU is the homotopy category of SPECU (cf. p. 12-26 ff).]
Remark: The functor U∞U preserves fibrations and acyclic fibrations, thus the TDF
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theorem implies that LQ∞U and RU
∞
U exist and (LQ
∞
U ,RU
∞
U ) is an adjoint pair (the req-
uisite assumptions are validated by the generalities on p. 12-3 ff.).
EXAMPLE Take U = R∞ −then i∗ : SPECU → SPEC preserves fibrations and acyclic fibra-
tions, so the hypotheses of the TDF theorem are satisfied (cf. p. 12-3 ff.). Therefore Li∗ and Ri
∗ exist and
(Li∗,Ri
∗) is an adjoint pair. Dissecting the bijection of adjunction ΞX,Y : Mor(i∗X,Y) → Mor(X, i∗Y),
it follows that ΞX,Yf is a weak equivalence iff f is a weak equivalence, thus the pair (Li∗,Ri
∗) is an adjoint
equivalence of categories (cf. p. 12-31).
Let U , U ′ be universes, f : U → U ′ a linear isometry −then there is a functor
f∗ : PRESPECU ′ → PRESPECU which assigns to each X
′ in PRESPECU ′ the U -
prespectrum f∗X′ specified by (f∗X′)U = X
′
f(U), where (f
∗X′)V → Ω
W−V (f∗X′)W is
the composite X′f(V ) → Ω
f(W )−f(V )X′f(W ) → Ω
W−VX′f(W ). It has a left adjoint f∗ :
PRESPECU → PRESPECU ′ , viz. (f∗X)U ′ = Σ
U ′−f(U)XU (U = f
−1(U ′)), where
(f∗X)V ′ → Ω
W ′−V ′(f∗X)W ′ is the composite Σ
V ′−f(V )XV → Ω
W ′−V ′ΣW
′−V ′ΣV
′−f(V )XV →
ΩW
′−V ′ΣW
′−f(W )Σf(W )−f(V )XV → Ω
W ′−V ′ΣW
′−f(W )ΣW−VXV → Ω
W ′−V ′ΣW
′−f(W )XW
(V = f−1(V ′), W = f−1(W ′)). Since f∗ sends U ′-spectra to U -spectra, there is an induced
functor f∗ : SPECU ′ → SPECU and a left adjoint for it is s ◦ f∗, denoted still by f∗.
Let IU , IU′ be the small V-categories associated with the standard indexing sets in U , U ′ −then
the linear isometry f : U → U ′ determins a continuous functor Ff : IU → IU′ . Viewing PRESPECU as
V[IU ,∆-CG∗] and PRESPECU′ asV[IU′ ,∆-CG∗], f
∗ becomes the precomposition with Ff and f∗ = lan.
EXAMPLE f∗(X ∧K) ≈ (f∗(X) ∧K and f∗(Q∞U X) ≈ Q∞f(U)X.
FACT Let U , U ′ be universes, f : U → U ′ a linear isometric isomorphism −then the pair (f∗, f∗) is
an adjoint isomorphism of categories.
[Note: Here, of course, it is a question of spectra, not prespectra.]
Let U , U ′ be universes −then a (U ,U ′)-spectrum X′ is a collection of U ′-spectra
X′U indexed by the finite dimensional subspaces U of U and a collection of isomorphisms
ΣW−VX′W X
′
V
ρW,V
(V ⊂ W ) such that X′V X
′
V
ρV,V
is the identity and for U ⊂
V ⊂ W , the diagram
ΣV−UΣW−VX′W Σ
W−UX′W
ΣV−UX′V X
′
U
ΣV−UρW,V ρW,U
ρV,U
commutes. SPEC(U ′,U)
is the category whose objects are the (U ′,U)-spectra and whose morphisims f : X′ →
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Y′ are collections of morphisms of U ′ -spectra f′U : X
′
U → Y
′
U such that the diagram
ΣW−VX′W Σ
W−VY′W
X′V Y
′
V
ΣW−V f′W
f′V
commutes for V ⊂W .
[Note: It makes sense to suspend a U ′-spectrum by a finite dimensional subspace of
U (this being an instance of smashing with an object in ∆-CG∗).]
EXAMPLE Let U , U ′ be universes, f : U → U ′ a linear isometry. Given an X in ∆-CG∗, let Q′fX
be the object in SPEC(U ′,U) defined by (Q′fX)U = Q∞f(U)X, where ΣW−V (Q′fX)W → (Q′fX)V is the
identification ΣW−VQ∞f(W )X ≈ Σf(W )−f(V )Q∞f(W )X ≈ Q∞f(V )X.
Notation: Given X′, Y′ in SPEC(U ′,U), write HOM(X′,Y′) for Mor(X′,Y′) topolo-
gized via the equalizer diagramMor(X′,Y′)→
∏
V
HOM(X′V ,Y
′
V )⇒
∏
V,W
V⊂W
HOM(ΣW−VX′W ,
Y′V ).
(∧) Fix a K in ∆-CG∗. Given an X
′ in SPEC(U ′,U), let X′∧K be the (U ′,U)-
spectrum U → X′U∧K, where Σ
W−V (X′W ∧K) ≈ (X
′
W∧K)∧S
W−V ≈ (X′W∧S
W−V )∧K ≈
X′V ∧K.
PROPOSITION 16 For X′, Y′ in SPEC(U ′,U) and K in ∆-CG∗, there is a natural
homeomorphism HOM(X′ ∧K,Y′) ≈ HOM(X′,Y′)K .
(HOM) Fix an X′ in SPEC(U ′,U). Given a Y′ in SPECU ′ , let HOM(X
′,Y′)
be the U -spectrum U → HOM(X′U ,Y
′), where HOM(X′V ,Y
′) ≈ HOM(ΣW−VX′W ,Y
′) ≈
HOM(X′W ,Ω
W−VY′) ≈ ΩW−VHOM(X′W ,Y
′).
Observation: ∀ X in SPECU , Mor(X, HOM(X
′,Y′)) ≈ limMor(XU ,HOM(X
′
U ,Y
′)) ≈
limMor(X′U ∧XU ,Y
′)) ≈Mor(colimX′U ∧XU ,Y
′), the colimit being taken over the arrows
X′V ∧XV ≈ Σ
W−VX′W ∧XV ≈ X
′
W ∧ Σ
W−VXV → X
′
W ∧XW .
Definition: X′ ∧X is the U ′-spectrum colimX′U ∧XU .
PROPOSITION 17 For X in SPECU , Y
′ in SPECU ′ , andX
′ in SPEC(U ′,U), there
is a natural homeomorphism HOM(X′ ∧X,Y′) ≈ HOM(X, HOM(X′,Y′)).
EXAMPLE (1) X′ ∧Q∞U X ≈ X′U ∧X; (2) (X′ ∧X) ∧K ≈ X′ ∧ (X ∧K) ≈ (X′ ∧K) ∧X.
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Notation Given a vector bundle ξ : E → B, T (ξ) is its Thom space.
[Note: If Sξ is the sphere bundle obtained from ξ by fiberwise one point compacti-
fication, then T (ξ) = Sξ/S∞, where S∞ is the section at infinity. Example: if V is the
trivial vector bundle B × V → B, then T (ξ ⊕ V ) ≈ ΣV T (ξ).]
Let U , U ′ be universes. Fix an object A
α
−→ I(U ,U ′) in ∆-CG/I(U ,U ′) (I(U ′,U)
topologized as on p. 14-51). Given finite dimensional U ⊂ U , U ′ ⊂ U ′, define AU,U ′ by the
pullback square
AU,U ′ I(U,U
′)
A I(U ,U ′) I(U,U ′)α
(so AU,U ′ = {a ∈ A : α(a)U ⊂ U
′},
which can be empty). Write ξ(α)U,U ′ for the vector bundle over AU,U ′ with total space
{(a, u′) ∈ AU,U ′×U
′: u′ ⊥ α(a)U} and let TαU,U ′ be the associated Thom space (if AU,U ′ is
empty, then the Thom space is a singleton). For each U , the assignment U ′ → TαU,U ′ speci-
fies a U ′-prespectrum, call it T′αU (the arrow TαU,V ′ → Ω
W ′−V ′TαU,W ′ is the adjoint of the
arrow ΣW
′−V ′TαU,V ′ → TαU,W ′ induced by the morphism ξ(α)U,V ′⊕(W
′−V ′)→ ξ(α)U,W ′
of vector bundles). Let M′αU be the spectrification of T
′αU −then there are morphisms
ΣW−VM′αW → M
′αV of U
′-spectra arising from the morphisms ξ(α)W,V ′ ⊕ (W − V ) →
ξ(α)V,V ′ of vector bundles.
PROPOSITION 18 The morphisms ΣW−VM′αW → M
′αV are isomorphisms, thus
the collection M′α = {M
′αU} is an object in SPEC(U
′,U).
[Since all the constructions are natural in∆-CG/I(U ,U ′) and commute with colimits,
one can assume that A is compact. But then, for V ⊂ W , ∃ V ′ : AV,V ′ = AW,V ′ = A,
hence ΣW−VM′αW ≈ Σ
W−VQ∞V ′TαW,V ′ ≈ Q
∞
V ′Σ
W−V TαW,V ′ ≈ Q
∞
V ′TαV,V ′ ≈ M
′αV .]
Example: There is an isomorphism M′α{0} ≈ Q
∞
{0}A+ natural in α.
[In fact, ξ(α){0},U ′ is the trivial vector bundle A× U
′ → A.]
EXAMPLE Suppose that α is the constant map at f ∈ I(U ,U ′) −then M′α ≈ Q′fA+.
Let U , U ′ be universes. Fix an A
α
−→ I(U ,U ′) in ∆-CG/I(U ,U ′).
(⋉) Given an X in SPECU, let α⋉X be the U
′-spectrum M′α ∧X.
(HOM) Given anY′ in SPECU′ , letHOM[α,Y
′) be the U -spectrum HOM(M′α,
Y′).
Remark: α⋉X ≈ colim
restralphaK⋉X and HOM[α,Y′) ≈ limHOM[α|K,Y′), where K runs over the compact
subspaces of A.
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[Note: ⋉ :∆-CG/I(U ,U ′)×SPECU → SPECU ′ andHOM : (∆-CG/I(U ,U
′))OP×
SPECU ′ → SPECU are continuous functors of their respective arguments. Moreover,
α ⋉X preserves colimits in α and X, while HOM[α,Y′) converts colimits in α to limits
and preserves limits in Y′.]
PROPOSITION 19 For X in SPECU , Y
′ in SPECU ′ , and α in ∆-CG/I(U ,U
′),
there is a natural homeomorphism HOM(α⋉X,Y′) ≈ HOM(X,HOM[α,Y′)) (cf. Propo-
sition 17).
Example: Fix a linear isometry f : U → U ′, viewed as an obect in ∗ → I(U ,U ′)
−then f ⋉X ≈ f∗X and HOM[f,Y
′) ≈ f∗Y′ (cf. p. 16-19).
[E.g.: M′fU ≈ Q
∞
f(U)S
0 =⇒ HOM[f,Y′) ≈ HOM(Q∞f(U)S
0,Y′) ≈ Y′f(U).]
Examples (1) (α⋉X)∧K ≈ α⋉(X∧K); (2) HOM(K,HOM[α,Y′)) ≈ HOM[α, HOM(K,
Y′)).
Addendum: Let HOM(X,Y′) be the set of ordered pairs (f, f), where f ∈ I(U ,U ′)
and f : X→ f∗Y′ is a morphism of U -spectra, and let ǫ : HOM(X,Y′)→ I(U ,U ′) be the
projection (f, f)→ f −then Elmendorf† has shown that one may equip HOM(X,Y′) with
the strucure of a ∆-separated compactly generated space in such a way that ǫ is contin-
uous (and ǫ−1(f) ≈ HOM(X, f∗Y′) ∀ f). Moreover, there are natural homeomorphisms
HOM(α⋉X,Y′) ≈ HOM(α, ǫ) ≈ HOM(X,HOM[α,Y′)).
[Note: HOM(α, ǫ) is the set of all continuous functions
A HOM(X,Y′)
I(U ,U ′)
α ǫ
regarded as a closed subpace of HOM(X,Y′)A (viz., the fiber of HOM(X,Y′)A
ǫ∗−→
I(U ,U ′)A over α).]
FACT Suppose given α : A→ I(U ,U ′). Let B be in ∆-CG and call π the projection A×k B → A
−then (α ◦ π)⋉X ≈ (α⋉X) ∧B+ and HOM(α ◦ π,Y′) ≈ HOM(B+,HOM(α,Y′)).
FACT Suppose given α : A → I(U ,U ′) and β : B → I(U ′,U ′′). Let β ×c α be the com-
posite B ×k A I(U ′,U ′′)×k I(U ,U ′)β×kα c−→ I(U ,U ′′) −then (β ×c α) ⋉ X ≈ β ⋉ (α ⋉ X) and
HOM[β ×c α,Y′′) ≈ HOM[α,HOM[β,Y′′)).
†J. Pure Appl. Algebra 54 (1988), 37-94.
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PROPOSITION 20 Fix an α in ∆-CG/I(U ,U ′) −then for X in SPECU and Y
′
in SPECU ′ , a morphism φ : α ⋉ X → Y
′ determines and is determined by moprhisms
φ(a) : X→ α(a) ∗Y′ (a ∈ A) such that the functions TαU,U ′#kXU → Σ
U ′−α(a)UY ′α(a)U →
Y ′U ′ are continuous, the first arrow being the assignment (a, u
′)#kx→ φ(a)U (x)#ku
′ (a ∈
AU,U ′ , u
′ ∈ U ′ − α(a)U, x ∈ XU ).
[Write M′αU = colimU ′Q
∞
U ′TαU,U ′ to get Mor(α ⋉X,Y
′) ≈ Mor(colimU M
′αU ∧
XU ,Y
′) ≈ limU Mor(M
′αU ∧ XU ,Y
′) ≈ limU Mor(colimU ′Q
∞
U ′TαU,U ′#kXU ),Y
′) ≈
limU limU ′Mor(Q
∞
U ′(TαU,U ′#kXU ),Y
′) ≈ limU limU ′ Mor(TαU,U ′#kXU ,Y
′). Take now a
φ : α⋉X→ Y′ and let φ(a) be the adjoint of the composite α(a)∗(X)→ α⋉X
φ
−→ Y′.
Projecting from the double limit thus gives rise to continuous functions TαU,U ′#kXU →
Y ′U ′ as stated. Conversely, a collection of morphisms φ(a) : X→ α(a)
∗Y′ (a ∈ A) satisfying
the hypotheses define continuous functions compatible with the maps in the double limit,
hence specify a morphism φ : α⋉X→ Y′.]
Given a universe U ,O(U) is its orthogonal group, so topologically, O(U) = colimO(U),
where O(U) is the orthogonal group of the ambient finite dimensional subspace U of U .
LEMMA Let U be a universe −then ∀ finite dimensional U ⊂ U , the arrow of restric-
tion O(U)→ I(U,U) is a Serre fibration.
Application: secI(U,U)(O(U)) is not empty.
[I(U,U) is a CW complex and, being contractible (cf. p. 14-52), the identity map
I(U,U)→ I(U,U) admits a lifting I(U,U)→ O(U) (cf. p. 4-7).]
UNTWISTING LEMMA Let U , U ′ be universes. Fix U ⊂ U , U ′ ⊂ U ′ such that
U ≈ U ′ −then there is an isomorphism M′αU ≈ Q
∞
U ′A+ natural in α.
[Choose a linear isometric isomorphism f : U → U ′ and a section s′ : I(U ′,U ′) →
O(U ′). Put s = s′ ◦(f∗)−1. Define A[U,V ′] by the pullback square
A[U,V ′]
A I(U,U ′)
α|U s
O(V ′)
O(U ′)
if U ′ ⊂ V ′ and let A[U,V ′] = ∅ otherwise (thus A[U,V ′] ⊂ AU,V ′). Write ξ(α)[U,V ′]
for the trivial vector bundle A[U,V ′] × (V
′ − U ′) and, passing to Thom spaces, let T′α[U ]
be the U ′-prespectrum V ′ → T (ξ(α)[U,V ′]) ≈ Σ
V ′−U ′A[U,V ′]+ . Call M
′α[U ] the spectrifica-
tion of T′α[U ] −then there are two claims: (1) M
′α[U ] ≈ Q
∞
U ′A+; (2) M
′α[U ] ≈ M
′αU .
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For the first, one can assume that A is compact, in which case A[U,V ′] = A for V
′ large
enough and the claim follows. Turning to the second, define a morphism ξ(α)[U,V ′] →
ξ(α)U,V ′ of vector bundles by sending (a, v
′) to (a, s(α(a)|U)(v′)). These morphisms lead
to a morphism T′α[U ] → T
′αU of U
′-prespectra or still, to a morphism M′α[U ] → M
′αU
of U ′-spectra. But when A is compact and A[U,V ′] = A, the bundle map is an isomorphism.]
PROPOSITION 21 Let U , U ′ be universes. Fix U ⊂ U , U ′ ⊂ U ′ −then there is an
isomorphism α⋉Q∞U X ≈ Q
∞
U ′ (A+#kX) natural in α and X.
[For α⋉Q∞U X =M
′α∧Q∞U X ≈M
′αU ∧X and, by the untwisting lemma, M
′αU ∧X
≈ Q∞U ′A+ ∧X.]
EXAMPLE Fix U ⊂ U , U ′ ⊂ U ′ such that U ≈ U ′ −then the functor M ′−U :∆-CG/I(U ,U ′)→
SPECU′ has for a right adjoint the functor M−U′ : SPECU′ → ∆-CG/I(U ,U ′) that sends Y′ to
I(U ,U ′)×k Y ′U′ → I(U ,U ′).
[ Mor(M′αU ,Y
′) ≈ Mor(Q∞U′A+,Y′) ≈ Mor(A+, Y ′U′) ≈ Mor(A,Y ′U′) ≈ Mor(α,MY′U′).]
FACT Suppose that A is a CW complex −then the functorHOM[α,−) preserves weak equivalences.
[Let f ′ : X′ → Y′ be a weak equivalence of U ′-spectra and consider the induced morphismHOM[α,X′)→
HOM[α,Y′) of U-spectra. Given U ⊂ U , ∃ U ′ ⊂ U ′ : U ≈ U ′ =⇒ HOM[α,X′)U ≈ (X ′U′)A+ ,
HOM[α,Y′)U ≈ (Y ′U′)A+ (cf. Proposition 21). Since A+ is a CW complex and X ′U′ → Y ′U′ is a weak
homotopy equivalence, (X ′U′)
A+ → (Y ′U′)A+ is also a weak homotopy equivalence (cf. p. 9-41).
Rappel: ∆-CG/I(U ,U ′) is a model category (singular structure) (cf. p. 12-3).
PROPOSITION 22 IfX→ Y is a cofibration in SPECU and if
A B
I(U ,U ′)
α β
is a cofibration in ∆-CG/I(U ,U ′), then the arrow β ⋉X ⊔
α⋉X
α⋉Y→ β⋉Y is a cofibra-
tion in SPECU ′ which is acyclic if X → Y or
A B
I(U ,U ′)
α β
is acyclic (cf. §13,
Proposition 31).
PROPOSITION 23 If
A B
I(U ,U ′)
α β
is a cofibration in∆-CG/I(U ,U ′) and
ifY′ → X′ is a fibration in SPECU ′ then the arrowHOM[β,Y
′)→HOM[α,Y′)×HOM[β,X′)
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HOM[β,X′) is a fibration in SPECU which is acyclic if
A B
I(U ,U ′)
α β
orY′ → X′
is acyclic (cf. §13, Proposition 32).
Propositions 22 and 23 are formally equivalent. To establish the fibration contention in Proposition
23, use Proposition 21 and convert the lifting problem
S−U ∧ [0, 1]n+ HOM[β,Y′)
S−U ∧ I [0, 1]n+ HOM[α,Y′)×HOM[α,X′) HOM[β,X′)
in SPECU to the lifting problem
[0, 1]n (Y′U′)
B
I [0, 1]n (Y′U′)
A ×(X′
U′
)A (X
′
U′)
B
in ∆-CG.
LEMMA Let A, B be cofibrant objects in ∆-CG and suppose that
A B
I(U ,U ′)
α β
is an
acyclic cofibration in ∆-CG/I(U , U ′). Fix a cofibrant object X in SPECU and consider the cummutative
diagram
X HOM[α, α⋉X)
HOM[β, β ⋉X) HOM[α, β ⋉X)
−then the arrow of adjunctionX→HOM[α, α⋉X)
is a weak equivalence iff the arrow of adjunction X→HOM[β, β ⋉X) is a weak equivalence.
[Since the arrow β ⋉ X → ∗ is a fibration, it follows from Proposition 23 that HOM[β, β ⋉ X) →
HOM[α, β⋉X) is an acyclic fibration. On the other hand, since the arrow ∗ → X is a cofibration, it follows
from Proposition 22 that the arrow α ⋉X → β ⋉X is an ayclic cofibration. But from the assumptions,
α⋉X and β⋉X are cofibrant, thus as fibrancy is automatic, tha arrow α⋉X→ β⋉X is a homotopy equiv-
alence (cf. §12, Proposition 10). Therefore HOM[α, α⋉X)→HOM[α, β⋉X) is a homotopy equivalence .]
EXAMPLE Let U , U ′ be universes, f : U → U ′ a linear isometry −then f∗ : SPECU′ → SPECU
preserves fibrations and acyclic fibrations so the hypotheses of the TDF theorem are satisfied (cf. p. 12-3ff).
Therefore Lf∗ and Rf
∗ exist and (Lf∗,Rf
∗) is an adjoint pair. Claim: ∀ cofibrant X in SPECU , the
arrow of adjunction X → f∗f∗X is a weak equivalence. To see this, choose a linear isometric isomor-
phism φ ∈ I(U ,U ′) and a path H : [0, 1] → I(U ,U ′) such that H ◦ i0 = φ and H ◦ i1 = f . Because
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∗ [0, 1]
I(U ,U ′)
φ
i0
H
is an acyclic cofibration in ∆-CG/I(U ,U ′) with ∗, [0, 1] cofibrant and because
the arrow of adjunction X → φ∗φ∗X is an isomorphism, the lemma implies that the arrow of adjunction
X→HOM[H,H⋉X) is a weak equivalence. Another application of the lemma to
∗ [0, 1]
I(U ,U ′)
f
i1
H
then leads to the conclusion that the arrow of adjunction X→ f∗f∗X is indeed a weak equivalence. Since
X′ → Y′ is a weak equivalence iff f∗X′ → f∗Y′ is a weak equivalence, the pair (Lf∗,Rf∗) is an adjoint
equivalence of categories (see the note on p. 12-30 to the TDF theorem). Example: ∀ universe U , HSPECU
“is” HSPEC. Proof: HSPECU “is” HSPECR∞ which “is” HSPEC (cf. p. 16-19).
[Note: The functors Lf∗ : HSPECU → HSPECU′ obtained from the f ∈ I(U ,U ′) are naturally
isomorphic. Thus let g ∈ I(U ,U ′) and choose a path H : [0, 1]→ I(U ,U ′) such that H ◦ i0 = f , H ◦ i1 = g
−then for cofibrant X, there are natural homotopy equivalences f∗X → H ⋉X ← g∗X and the natural
isomorphism Lf∗ ≈ Lg∗ is independent of the choice of H . In effet, if σ, τ : [0, 1] → I(U ,U ′) are paths in
I(U ,U ′) such that
 σ(0) = fσ(1) = g ,
 τ (0) = fτ (1) = g and if Φ : [0, 1]2 → I(U ,U ′) is a homotopy between σ, τ
through paths from f to g, then there is a commutative diagram
f∗X f∗X ∧ I+ f∗X
σ ⋉X Φ ⋉X τ ⋉X
g∗X g∗X ∧ I+ g∗X
of natural homotopy equivalences, where ◦ = id . Similar remarks apply to the Rf∗ :
HSPECU′ → HSPECU .]
FACT If X → Y is a cofibration in SPECU and if Y′ → X′ is a fibration in SPECU′ , then the
arrow HOM(Y,Y′) → HOM(X,Y′) ×HOM(X,X′) HOM(Y,X′) is a fibration in ∆-CG/I(U , U ′) which is a
weak equivalence if X→ Y or Y′ → X′ is acyclic (the notation is that of the addendum on p. 16-22).
PROPOSITION 24 Suppose that A is a cofibrant object in∆-CG −then the functor
HOM[α,−) preserves fibrations and acyclic fibrations (cf. Proposition 23). Therefore the
assumptions of the TDF theorem are met (cf. p. 12-3 ff.), so Lα ⋉ − and RHOM[α,−)
exists and (Lα⋉−,RHOM[α,−)) is an adjoint pair.
FACT Fix a cofibrant object A in ∆-CG and let H : IA → I(U ,U ′) be a homotopy −then ∀
cofibrant X in SPECU , the arrow H ◦ it ⋉X→ H ⋉X is a homotopy equivalence (t ∈ {0, 1}).
[Note: Consequently the functors Lα ⋉ − : HSPECU → HSPECU′ corresponding to α : A →
I(U ,U ′) are naturally isomorphic, as are the functors RHOM[α,−) :HSPECU′ → HSPECU .]
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FACT Let A, B be cofibrant objects in ∆-CG and suppose that φ : A → B is a homotopy
equivalence −then ∀ β : B → I(U ,U ′), the arrow β ◦ φ ⋉X→ β ⋉X is a homotopy equivalence provided
that X is cofibrant.
[Fix a homotopy inverse ψ : B → A for φ, choose H : IA → A such that
 H ◦ i0 = idAH ◦ i1 = ψ ◦ φ &
G : IB → B such that
 G ◦ i0 = idBG ◦ i1 = φ ◦ ψ , and keeping in mind the preceding result, use the commutative
diagrams
β ◦ φ ◦ ψ ◦ φ⋉X β ◦ φ ◦ H ⋉X
β ◦ φ ◦ ψ ⋉X
β ◦ φ⋉X β ◦ φ⋉X
i1⋉id
H⋉id
i0⋉id
β ◦ φ ◦ ψ ⋉X β ◦ G⋉X
β ◦ φ⋉X
β ⋉X β ⋉X
ii⋉id
G⋉id
i0⋉id
to deduce that the arrow β ◦ φ⋉X→ β ⋉X is a weak equivalence, hence a homotopy equivalence.]
[Note: The cofibrancy assumption on A, B can be dropped. Thus let Y′ be any U ′-spectrum. Given
U ⊂ U , ∃ U ′ ⊂ U ′: U ≈ U ′ =⇒ HOM[β ◦ φ,Y′)U ≈ (Y ′U′)A+ , HOM[β,Y′)U ≈ (Y′U′)B+ (cf. Proposition
21). Because φ : A → B is a homotopy equivalence, it follows that HOM[β,Y′)U → HOM[β ◦ φ,Y′)U
is a homotopy equivalence ∀ U . But X is cofibrant, so [X,−]0 ≈ [X,−] (cf. p. 12-26) (all objects are
fibrant). Therefore [X,HOM[β,Y′)]0 ≈ [X,HOM[β ◦ φ,Y′)]0 =⇒ [β ⋉X,Y′)]0 ≈ [β ◦ φ⋉X,Y′)]0 (cf.
Proposition 19). And this means that the arrow β ◦ φ⋉X→ β ⋉X is a homotopy equivalence (Y′ being
arbitrary). Variant: The same conclusion obtains if X is tame.]
EXAMPLE Take U = U ′ −then ∀ f ∈ I(U ,U), there is a commutative diagram
∗ I(U ,U)
I(U ,U)
f
f
id
, thus ∀ cofibrant X, the arrow f∗X→ id⋉X is a homotopy equivalence.
[Note: The point here is this: I(U ,U) is contractible but is is unknown whether it is a cofibrant
object in ∆-CG.]
FACT Let A,B be objects in ∆-CG and suppose that φ : A → B is a closed cofibration −then ∀
β : B → I(U ,U ′), the arrow β ◦ φ⋉X→ β ⋉X is a spectral cofibration provided that X is cofibrant.
[Given a U ′-spectrumY′, finding a filler for the diagram
β ◦ φ⋉X β ⋉X
Y′
(β ◦ φ⋉X) ∧ I+ (β ⋉X) ∧ I+
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amounts to finding a filler for the diagram
X HOM[β,Y′)
X ∧ I+ HOM[β ◦ φ,Y′)
. However, the arrowHOM[β,Y′)→
HOM[β ◦ φ,Y′) is a levelwise CG fibration, therefore is a levelwise Serre fibration, and, as X is cofibrant,
the arrowX→ X∧I+ is an acyclic cofibration in our model category structure on SPECU (cf. p. 12-16 ff.).]
EXAMPLE Take U = U ′ −then ∀ f ∈ I(U ,U), there is a commutative diagram
∗ I(U ,U)
I(U ,U)
f
f
id
, thus ∀ cofibrant X, the arrow f∗X→ id ⋉X is a spectral cofibration.
[In fact, I(U ,U) is ∆-cofibered (cf. p. 14-52), so ∀ f ∈ I(U ,U), {f} → I(U ,U) is a closed cofibration
(cf. p. 3-16).]
Let U , V be univserses. Put A ⊕ B = {U ⊕ V : U ⊂ U & dimU < ω, V ⊂ V &
dimV < ω} (which is not the standard indexing set in U ⊕ V).
(∧) Given X in SPECU and Y in SPECV , the data {XU#kYV } defines a
(U ⊕V,A⊕B)-prespectrum. Spectrify and let X∧Y be its image in SPECU⊕V under the
canonical equivalence SPECU⊕V ,A⊕B → SPECU⊕V provided by Proposition 15.
Examples: (1) Q∞U X∧Q
∞
V Y ≈ Q
∞
U⊕V (X#kY ) ; (2) (X ∧ K)∧Y ≈ (X∧Y) ∧ K ≈
X∧(Y ∧K).
[Note: Take X = Y = S0 in (1) to get S−U∧S−V ≈ S−(U⊕V ).]
Remark: It is not literally true that ∧ is an associative, commutative operation. Con-
sider, e.g., commutativity. If T : U ⊕ V → V ⊕ U is the switching map, then T∗(X∧Y) is
naturally isomorphic to Y∧X. The situation for associativity is analogous (consider the
isomomophism U ⊕ (V ⊕W) ≈ (U ⊕ V)⊕W of universes).
Another way to proceed is this. Write X  Y for the composite IU × IV ∆-CG∗ ×∆-CG∗X×Y
∆-CG∗
#k −then, relative to the arrow IU × IV → IU⊕V((U,V ) → U ⊕ V ), lanX  Y is a U ⊕ V-
prespectrum, i.e., an object of V[IU⊕V ,∆-CG∗], and its spectification can be identified with X∧Y.
Therefore ∧ : SPECU × SPECV → SPECU⊕V is a continuous functor.
FACT Suppose given α : A → I(U ,U ′) and β : B → I(V,V ′). Let α ×⊕ β be the composite
A×k B I(U ,U ′)×k I(V,V ′)α×kβ ⊕−→ I(U ⊕V,U ′⊕V ′) −then (α×⊕ β)⋉ (X∧Y) ≈ (α⋉X)∧(β ⋉Y).
Given Y in SPECV and Z in SPECU⊕V , let Z
Y be the U -spectrum U → HOM(S−U∧
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Y,Z) −then there is a natural homeomorphism HOM(X∧Y,Z) ≈ HOM(X,ZY).
Example: (ZS
−V
)U = HOM(S
−U∧S−V ,Z) ≈ HOM(S−(U⊕V ),Z) ≈ ZU⊕V .
PROPOSITION 25 If A→ X is a cofibration in SPECU and if B→ Y is a cofibra-
tion in SPECV , then the arrow A∧Y ⊔
A∧B
X∧B → X∧Y is a cofibration in SPECU⊕V
which is acyclic if A→ X or B→ Y is acyclic.
PROPOSITION 26 If B→ Y is a cofibration in SPECV and if Z→ C is a fibration
in SPECU⊕V , then the arrow Z
Y → ZB×CBC
Y is a fibration in SPECU which is acyclic
if B→ Y or Z→ C is acyclic.
Propositions 25 and 26 are formally equivalent. To establish the fibration contention in Proposition
26, one can assume that B → Y has the form S−V ∧ L → S−V ∧ K, where L → K is a cofibration
in ∆-CG∗. The fact that Z → C is a fibration in SPECU⊕V implies that the arrow HOM(K,Z) →
HOM(L,Z) ×HOM(L,C) HOM(K,C) is a fibration in SPECU⊕V which is acyclic if L → K or Z → C is
acyclic (cf. p. 16-10). But the functor (−)S−V preserves fibrations and acyclic fibrations and ∀ X,
hom(X,Z)S
−V ≈ ZS−V ∧X , thus the arrow ZS−V ∧K → · · · is a fibration in SPECU which is acyclic if
L→ K or Z→ C is acyclic.
[Note: The functor Q∞V = S
−V ∧ − preserves cofibrations and acyclic cofibrations.]
Example:
 XY cofibrant =⇒ X∧Y is a cofibrant (cf. Proposition 25).
PROPOSITION 27 Suppose Y is a cofibration object in SPECV , −then the func-
tor (−)Y preserves fibrations and acyclic fibrations (cf. Proposition 26). Therefore the
assumptions of the TDF theorem are met (cf. p. 12-3 ff.), so L(−∧Y) and R(−)Y exists
and (L(−∧Y),R(−)Y) is an adjoint pair.
[Note: Since all objects are fibrant, (−)Y necessarily preserves weak equivalences (cf.
p. 12-30).]
If C and D are model categories, then C × D becomes a model category upon
imposing the obvious slotwise structure. In particular: SPECU × SPECV → SPECU⊕V
is a model category.
PROPOSITION 28 The functor ∧ : SPECU × SPECV → SPECU⊕V sends weak
equivalences between cofibrant objects to weak equivalences, thus the total left derived
functor L∧ : HSPECU ×HSPECV → HSPECU⊕V exists (cf. §12, Proposition 14).
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[Suppose that A → X is an acyclic cofibration in SPECU and B → Y is an acyclic
cofibration in SPECV , where A & B (hence X & Y) are cofibrant. Factor the arrow
A∧B → X∧Y as the composite A∧B → X∧B → X∧Y. Owing to Proposition 25,
A∧B→ X∧B→ and X∧B→ X∧Y are acyclic cofibrations. Therefore A∧B→ X∧Y is
an acyclic cofibration. The lemma on p. 12-30 then implies that ∧ preserves weak equiva-
lences between cofibrant objects.]
[Note: L∧(X,Y) = LX∧LY, the value of the total left derived functor of −∧LY at
X (cf. Proposition 27).]
Take in the above U = V and choose any f ∈ I(U2,U) (U2 = U ⊕U). Definition: X∧f
Y = f∗(X∧Y), homf (Y,Z) = (f
∗Z)Y. So: HOM(X ∧f Y,Z) = HOM(f∗(X∧fY),Z) ≈
HOM(X∧Y, f∗Z) ≈ HOM(X, (f∗Z)Y) = HOM(X,homf (Y,Z)).
[Note: While each of the functors − ∧f Y has a right adjoint Z → homf (Y,Z),
SPECU is definitely not a symmetric monoidal category under ⊗ = ∧f .]
EXAMPLE Write Q∞ in place of Q∞{0} and put S = Q
∞S0. Letting i : U → U ⊕ U be the
inclusion of U onto the first summand, one has i∗(X∧S0) ≈ X∧S, thus (f ◦ i)∗(X∧S0) ≈ f∗ ◦ i∗(X∧S0) ≈
f∗(X∧S) = X ∧f S. And, when X is cofibrant, X ∧ S0 ≈ (f ◦ i)∗(X ∧ S0) in HSPECU , i.e., X ≈ X ∧f S
in HSPECU .
Definition: X ∧ Y = Lf∗(L∧(X,Y)), hom(Y,Z) = R(Rf
∗Z)LY (= (f∗(Z)LY, all
objects being fibrant).
[Note: This apparent abuse of notation is justified on the grounds that, up to natural
isomorphism, these functors are independent of the choice of f (cf. p. 16-26). Terminology:
Call ∧ the smash product .]
Observation: Since f∗ sends cofibrant objects to cofibrant objects and LX∧LY is
cofibrant (cf. p. 16-29), [X ∧ Y,Z] = [Lf∗(L∧(X,Y)),Z] ≈ [Lf∗(LX∧LY),Z] ≈
[f∗(LX∧LY),Z]≈ π0(HOM(f∗(LX∧LY),Z))≈ π0(HOM(LX∧LY, f
∗Z))≈ π0(HOM(LX,
(f∗Z)LY)) ≈ [LX, (f∗Z)LY] ≈ [X, (f∗Z)LY] ≈ [X,R(Rf∗Z)LY] = [X,hom(Y,Z)].
FACT In HSPECU , X ∧Y ≈ X ∧Q∞Y , hence Q∞(K#kL) ≈ (Q∞K) ∧ L ≈ Q∞K ∧Q∞L and
HOM(K,X) ≈ hom(Q∞K,X).
PROPOSITION 29 HSPECU is a monoidal category.
[Taking ⊗ = ∧ and e = S (= Q∞S0), one has to define natural isomorphisms
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 RX : X ∧ S→ XLX : S ∧X→ X and AX,Y,Z: X∧(Y∧Z)→ (X∧Y)∧Z satisfying MC1 and MC2 on
p. 0-26. The definitions of RX and LX are clear (cf. supra). Letting Φ be the isomorphism
(U ⊕ U)⊕U → U ⊕ (U ⊕ U), define AX,Y,Z for cofibrant X, Y,Z via the following string of
natural isomorphisms inHSPECU: X∧(Y∧Z) = Lf∗(L∧(X,Y∧Z)) ≈ Lf∗(X∧L(Y∧Z))
≈ Lf∗(X∧L(Lf∗(L∧(Y,Z)))) ≈ Lf∗(X∧L(Lf∗(Y∧Z))) ≈ Lf∗(X∧f∗(Y∧Z)) ≈
f∗(X∧f∗(Y∧Z)) ≈ f∗ ◦ (idU ⊕ f)∗ ◦ Φ∗((X∧Y)∧Z) ≈ f∗ ◦ (f ⊕ idU )∗((X∧Y)∧Z) ≈
f∗(f∗(X∧Y)∧Z) ≈ (X ∧Y) ∧ Z (reverse the steps). That MC1 and MC2 obtain can then
be established by using the contractibility of I(Un,U).]
[Note: HSPECU admits an evident compatible symmetry, thus is a symmetric
monoidal category (cf. p. 0-27). Since each of the functors −∧Y : HSPECU → HSPECU
has a right adjoint Z→ hom(Y,Z), it follows that HSPECU is a closed category.]
Therefore HSPEC is a closed category.
EXAMPLE If f : X → Y, g : Z→W are morphisms in HSPEC, then there is an exact triangle
X ∧Cg → Cf∧g → Cf ∧W→ Σ(X ∧Cg).]
[Consider the factorization f ∧ g = f ∧ idW ◦ idX ∧ g and use the result on p. 16-14.]
FACT X ∧Y is connective if X & Y are connective.
Given a finite dimensional subspace U of U , put ΣUX = X∧ SU , ΩUX = HOM(SU ,X)
−then (ΣU ,ΩU ) is an adjoint pair.
PROPOSITION 30 The total left derived functor LΣU for ΣU exists and the total
right derived functor RΩU for ΩU exists. And: (LΣU ,RΩU ) is an adjoint pair (cf. Propo-
sition 12).
PROPOSITION 31 The pair (LΣU ,RΩU ) is an adjoint equivalence of categories (cf.
Proposition 13).
[Suppose that X is cofibrant −then in HSPECU there are, on the one hand, natural
isomorphisms ΣU (X ∧ S−U ) ≈ f∗(X∧S
−U ) ∧ SU ≈ f∗((X∧S
−U ) ∧ SU ) ≈ f∗(X∧(S
−U ) ∧
SU )) ≈ f∗(X∧Q
∞S0) ≈ X, and on the other, natural isomorphisms ΣUX ∧ S−U ≈
f∗(Σ
UX∧S−U ) ≈ f∗((X∧S
U )∧S−U ) ≈ f∗(X∧(S
−U ∧SU) ≈ f∗(X∧Q
∞S0) ≈ X. Therefore
LΣU is an equivalence of categories and −∧ S−U ≈ RΩU .]
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Fix a universe U −then Sn operates to the left U by permutations, hence ∀ σ ∈ Sn
there are functors σ∗ : SPECUn → SPECUn . Agreeing to write Sn ⋉ − for the functor
corresponding to the arrow χn : Sn → I(U
n,Un), one has Sn ⋉X ≈
∨
σ∈Sn
σ∗X. The mul-
tiplication and unit of Sn induce natural transformations mn : Sn ⋉ Sn ×− → Sn ⋉− &
ǫn : id → Sn ⋉ −, so (Sn ⋉ −,mn, ǫn) is a triple in SPECUn . Its associated category of
algebras is called the category of Sn-spectra (relative to U): Sn-SPECUn . An Sn-spectrum
is therefore a Un-spectrum X equipped with a morphism ξ : Sn ⋉X → X satisfying TA1
and TA2 (cf. p. 0-29 ff.), i.e., equipped with morphisms ξσ : σ∗X→ X such that ξe = idX
and ξσ ◦ σ∗(ξτ ) = ξστ .
[Note: Given (X, ξ) (Y,η) in Sn-SPECUn , write Sn-HOM(X,Y) for Mor((X, ξ), (Y,
η)) topologized via the equalizer diagram for Mor((X, ξ), (Y,η)) → HOM(X,Y) ⇒
HOM(Sn ⋉X,Y).]
Example: ∀ X in SPECU , X
(n) ≡ X∧ · · · ∧X (n factors) is an Sn-spectrum.
[Note: ∀ X ∈∆-CG∗, X
(n) ≡ X#k · · ·#kX (n factors) and (Q
∞X)(n) ≈Q∞(X(n)).]
The functor Sn⋉− is a left adjoint, hence preserves colimits. Since SPECUn is complete and cocom-
plete, specialization of the following generality allows one to conclude that Sn-SPECUn is complete and
cocomplete.
LEMMA Suppose that C is a complete and cocomplete category. Let T = (T,m, ǫ) be a triple in
C. Assume: T preserves filtered colimits −then T-ALG is complete and cocomplete.
[A proof can be found in Borceux†.]
LEMMA Suppose that A is a right Sn-space in ∆-CG. Let α : A→ I(U
n,U) be Sn-
equivariant −then for every Sn-spectrum X, there is a coequalizer diagram α⋉ Sn ⋉X⇒
α⋉X→ α⋉Sn X.
[One of the arrows is idα ⋉ ξ. As for the other, α ⋉ Sn ⋉ X ≈ (α ×c χn) ⋉ X
(cf. p. 16-22) and the diagram
A× Sn A
I(Un,U)
α×cχn
π
α
commutes (π(a, σ) = a · σ).
Proof: α ×c χn(a, σ) = α(a) ◦ χn(σ), α ◦ π(a, σ) = α(a · σ) = α(a) · σ and ∀ u ∈ U
n,
(α(a) ◦ χn(σ))(u) = α(a)(σ · u) = (α(a) · σ)(u) (by the very definition of the right action
of Sn on I(U
n,U)).]
Remark: α ⋉Sn − is a functor from Sn-SPECUn to SPECU . On the other hand,
†Handbook of Categorical Algebra 2, Cambridge University Press (1994), 206-211.
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HOM[α,−) is a functor from SPECU to Sn-SPECUn . And: HOM(α ⋉Sn X,Y) ≈ Sn-
HOM(X,HOM[α,Y)).
It is sometimes necessary to consider G-spectra, where G is a subgroup of Sn (the objects of G-
SPECUn are thus the algebras perG⋉−). Given a subgroupK ofG, there is a forgetful functorG-SPECUn
→ K-SPECUn and, in obvious notation, it has a left adjoint G ⋉K −, so that G-HOM(G ⋉K X,Y) ≈
K-HOM(X,Y).
FACT Let U : G-SPECUn → SPECUn be the forgetful functor. Call a morphism f : X → Y of
G-spectra a weak equivalence if Uf is a weak equivalence, a fibration if Uf is a fibration, and a cofibration
if f has the LLP w.r.t. acyclic fibrations −then with these choices, G-SPECUn is a model category.
[Note: This is the external structure . To define the internal structure , stipulate that f : X → Y
is a weak equivalence or a fibration if for each finite dimensional G-stable U ⊂ Un, and for each subgroup
K ⊂ G, the induced map of fixed point spaces XKU → Y KU is a weak equivalence or a fibration and let
the cofibrations be the f which have the LLP w.r.t. acyclic fibrations. Example: Take G = Sn −then ∀
cofibrant X in SPECU , X
(n) is cofibrant in the internal structure on Sn-SPECUn .]
The preceding formalities are the spectral counterpart of a standard topological setup.
Thus given a right Sn-space A in ∆-CG and a left Sn-space X in ∆-CG∗, define A⋉SnX
by the coequalizer diagram (A×Sn)+#kX ⇒ A+#kX → A⋉SnX ((A×Sn)+ ≈ A+#kSn+)
−then A⋉Sn− is a functor from the category of pointed ∆-separated compactly generated
left Sn-spaces to the category of pointed ∆-separated compactly generated spaces. It has
a right adjoint, viz. the functor that sends Y to Y A+ ((σ · f)(a) = f(a · σ), with trivial
action on the disjoint base point).
Example: Let C be a ∆-separated creation operator, i.e., a functor C : ΓOPin →∆-CG
such that C0 = ∗ −then in the notation of §14, Proposition 27, the filtration quotient
Cn[X]/Cn−1[X] is homeomorphic to Cn ⋉Sn X
(n).
FACT ∀ X in ∆-CG∗, α⋉Sn (Q∞X)(n) ≈ Q∞(A⋉Sn X(n)).
EXAMPLE (Extended Powers) Take A = XSn (which is Sn-universal) and fix an equiv-
ariant arrow XSn → I(Un,U). Using suggestive notation, the assignment X → XSn ⋉Sn X(n) spec-
ifies a functor Dn : SPECU → SPECU (conventionally, D0X = S), the nth extended power. Defin-
ing Dn : ∆-CG∗ → ∆-CG∗ in exactly the same way, one has DnQ∞X = XSn ⋉Sn (Q∞X)(n) ≈
Q∞(XSn ⋉Sn X
(n)) = Q∞(DnX). Example: DnS
0 = BSn+ ( =⇒
∨
n≥0
DnS
0 = BM∞+, M∞ the
permutative category of p. 14-28).]
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[Note: Extended powers have many applications in homotopy theory. For an account, see Bruner †
et al..]
Let C be a ∆-separated creation operator −then ∀X in∆-CG∗, the realization C[X] of
C at X is
∫ n
Cn×kX
n (cf. p. 14-38 (the assumption there that (X,x0) be wellpointed has
been omitted here)), so C[X] can be described by the coequalizer diagram
∐
γ:m→n
Cn×kX
m
u
⇒
v
∐
m≥0
Cm×kX
m → C[X] (on the term indexed by γ :m→ n, u is the arrow Cn×kX
m →
Cn×kX
k and v is the arrow Cn×kX
m → Cm×kX
m). It is this interpretation of C[X] that
carries over to spectra provided they are unital.
Definition: A unital U -spectrum is a pair (X, e), where e : S → X is a morphism of
U -spectra. Therefor the unital U -spectra are simply the objects of the category S\SPECU .
Example: ∀ X in ∆-CG∗, map S
0 to X+ by
 0→ x01→ ∗ −then Q∞X+ is unital.
[Note: Morphisms in S\SPECU are termed unital.]
Let X be a unital U -spectrum. Viewing U as an object in ∆-CG∗ with base point
0, each γ : m → n in Γin induces a linear isometry γ : U
m → Un and γ∗X
(m) can be
identified with X1∧ · · · ∧Xn, Xj being X if γ
−1(j) 6= ∅ and S if γ−1(j) = ∅. There is an
arrow γ∗X
(m) ≈ X1∧ · · · ∧Xn → X
(n) which is idX or e according to whether Xj = X or S.
Suppose now that φ : C → L is a morphism of creation operators, where L is the
linear isometries operad attached to our universe (recall that L extends to a ∆-separated
creation operator (cf. §14, Proposition 35)) −then ∀ n, φn : Cn → Ln (= I(U
n,U)) is
Sn-equivariant. Given a morphism γ :m→ n in Γin, let φγ : Cn → Lm be either composite
in the commutative diagram
Cn Cm
Ln Lm
and for X in S\SPECU , put Cγ ⋉ X
(m) =
φγ ⋉ X
(m), Cm ⋉ X
(m) = φm ⋉ X
(m) to get an arrow Cγ ⋉ X
(m) → Cm ⋉ X
(m). The
realization C[X] of C at X is the defined by the coequalizer diagram
∨
γ:m→n
Cγ ⋉X
(m)
u
⇒
v∨
m≥0
Cm ⋉X
(m) → C[X] (on the term indexed by γ : m → n, u is the arrow Cγ ⋉X
(m) ≈
Cn ⋉ γ∗X
(m) → Cn ⋉X
(n) and v is the arrow Cγ ⋉X
(m) → Cm ⋉X
(m)).
[Note: The isomorphism Cγ ⋉X
(m) ≈ Cn ⋉ γ∗X
(n) is an instance of the “composition
rule” on p. 16-22. To see this, consider ∗
γ
→ I(Um,Un) and Cn
φn
−→ I(Un,U): φn ×c γ =
φγ =⇒ φγ ⋉X
(m) ≈ φn ⋉ γ∗X
(m).]
Remark: C[X] is unital (since S = C0 ⋉X
(0) and C[?] is functorial.
†SLN 1176 (1986).
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PROPOSITION 32 Let C be a ∆-separated creation operator, augmented over L via
φ : C → L −then ∀ X in ∆-CG∗, C[Q
∞X+] ≈ Q
∞C[X]+.
[Apply Q∞ to the coequalizer diagram
∨
γ:m→n
Cn+#k(X+)
(m) ⇒
∨
m≥0
Cm+#k(X+)
(m)
→ C[X]+.]
[Note: The isomorphism is natural in X.]
The coequalizer diagram describing C[X] can be reduced to
∐
n≥0
∐
0≤i≤n
Cn+1 ×k X
n
u
⇒
v
∐
n≥0
Cn ×Sn X
n → C[X] and the coequalizer diagram describing C[X] can be reduced
to
∨
n≥0
∨
0≤i≤n
Cσi ⋉ X
(n)
u
⇒
v
∨
n≥0
Cn ⋉Sn X
(n) → C[X], the (n, i)th term being indexed on
σi : n → n + 1 (0 ≤ i ≤ n) (notation as in the proof of Proposition 35 in §14).
There is also a coequalizer diagram
∐
m≤n−1
∐
0≤j≤m
Cm+1 ×k X
m
u
⇒
v
∐
m≤n
Cm ×Sm X
m →
Cn[X] (cf. §14, Proposition 27). Here, C0[X] = ∗, C[X] = colimCn[X], and the arrows
Cn[X] → Cn+1[X] are closed embeddings. Proceding by analogy, define Cn[X] by the co-
equalizer diagram
∨
m≤n−1
∨
0≤j≤m
Cσj⋉X
(m)
u
⇒
v
∨
m≤n
Cm⋉SmX
(m) → Cn[X] −then C0[X] = S,
C[X] = colimCn[X], and the arrows Cn[X] → Cn+1[X] are levelwise closed embeddings if
e : S→ X is a levelwise closed embedding.
Recalling that Xn+1∗ is the subspace of X
n+1 consisting of those points having at least
one coordinate the base point x0, the commutative diagram
Cn+1 ⋉Sn+1 X
(n+1)
∗
Cn+1 ⋉Sn+1 X
(n+1)
Cn[X]
Cn+1[X]
is a pushout square. To formulate its spectral analog, one first has to define
Xn+1∗ . The arrowX
(n)∧S→ X(n+1) is a morphism of Sn-spectra (Sn ⊂ Sn+1), hence deter-
mines by adjointness a morphism θ : Sn+1⋉Sn (X
(n)∧S)→ X(n+1) of Sn+1-spectra. Noting
that Sn+1 ⋉Sn (X
(n)∧S) ≈
∨
0≤i≤n
X(i)∧S∧X(n−i), the arrows X(n−1)∧S∧S → X(n)∧S ⊂
Sn+1 ⋉Sn (X
(n)∧S), X(n−1)∧S∧S → X(n−1)∧S∧X ⊂ Sn+1 ⋉Sn (X
(n)∧S) are morphisms
of Sn−1-spectra (Sn−1 ⊂ Sn ⊂ Sn+1), hence determine by adjointness morphisms f,g :
Sn+1⋉Sn−1 (X
(n−1)∧S∧S)→ Sn+1⋉Sn (X
(n)∧S) of Sn+1-spectra. One then defines X
(n+1)
∗
by the coequalizer diagram Sn+1 ⋉Sn−1 (X
(n−1)∧S∧S)
f
⇒
g
Sn+1 ⋉Sn (X(n)∧S) → X
(n+1)
∗
(calculated in Sn+1-SPECUn+1 (cf. p. 16-32)). Since θ coequalizes (f,g), there is a mor-
phism X
(n+1)
∗ → X
(n+1) of Sn+1-spectra (which is a levelwise closed embedding if this is
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the case of e : S → X). Finally, the composites Cn+1 ⋉ (X
(i)∧S∧X(n−i)) ≈ Cσi ⋉X
(n) →
Cn⋉X
(n) → Cn[X] give rise to an arrow Cn+1⋉Sn+1 X
(n+1)
∗ → Cn[X] and the commutative
diagram
Cn+1 ⋉Sn+1 X
(n+1)
∗ Cn[X]
Cn+1 ⋉Sn+1 X
(n+1) Cn+1[X]
is a pushout square.
Observation: The forgetful functor S\SPECU → SPECU has a left adjoint X →
S ∨X (e : X→ S ∨X is the inclusion of the wedge summand S).
PROPOSITION 33 Let C be a ∆-separated creation operator, augmented over L via
φ : C → L −then there is an isomorphism C[S ∨X] ≈
∨
n≥0
Cn ⋉Sn X
(n) natural in X.
[In fact, (S ∨ X)(n+1) ≈ (S ∨ X)
(n+1)
∗ ∨ X
(n+1) as Sn+1-spectra, thus by induction,
Cn[S ∨X] ≈
∨
m≤n
Cm ⋉Sm X
(m) (m ≥ 0).]
The spacewise version of Proposition 33 is the relation C[X+] ≈
∐
n≥0
Cn ×Sn Xn.
LEMMA Suppose that (X,x0) is ∆-separated and wellpointed −then there are uni-
tal morphisms Q∞X+ → S ∨Q
∞X and S ∨Q∞X → Q∞X+ which are unital homotopy
equivalences.
[Note: A homotopy H is unital if ∀ t, Ht is unital.]
PROPOSITION 34 Let C be a ∆-separated creation operator, augmented over L
via φ : C → L −then ∀ ∆-separated, wellpointed X, there is a natural weak equivalence
Q∞C[X]→
∨
n≥1
Q∞(Cn ⋉Sn X
(n)) of U -spectra.
[C[X] is ∆-separated and wellpointed (cf. §14, Proposition 27). The lemma thus pro-
vides a weak equivalence S ∨ Q∞C[X] → Q∞C[X]+ ≈ C[Q
∞X+] (cf. Proposition 32).
But C[?] : S\SPECU → S\SPECU is a continuous functor, so it’s homotopy preserving.
Accordingly, there is a weak equivalence C[Q∞X+]→ C[S∨Q
∞X] ≈
∨
n≥0
Cn⋉Sn (Q
∞X)(n)
(cf. Proposition 33). And:
∨
n≥0
Cn ⋉Sn (Q
∞X)(n) ≈ S ∨
∨
n≥1
Cn ⋉Sn (Q
∞X)(n) ≈ S ∨∨
n≥1
Q∞(Cn ⋉Sn X
(n)) (cf. p. 16-33). The weak equivalence in question now follows upon
quotienting out by S.]
Application: Q∞C[X] and
∨
n≥1
Q∞(Cn[X]/Cn−1[X]) are isomorphic in HSPECU .
LEMMA Let X, Y , be in ∆-CG∗c and let f : X → Y be a pointed continuous
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function. Assume: f is a weak homotopy equivalence −then Q∞f : Q∞X → Q∞Y is a
weak equivalence.
[Since it suffices to work in SPEC, one has only to show that the πsn(f) : π
s
n(X) →
πsn(Y ) (n ≥ 0) are bijective (Q
∞X, Q∞Y being connective (cf. p. 16-7)). But πsn(X) =
colimπn+q(Σ
qX), πsn(Y ) = colimπn+q(Σ
qY ), and Σqf : ΣqX → ΣqY is a weak homotopy
equivalence (cf. p. 14-35).]
PROPOSITION 35 Let
 CD be creation operators, where ∀ n,
 CnDn is a com-
pactly generated Hausdorff space and the action of Sn is free. Suppose given an arrow
φ : C → D such that ∀ n, φn : Cn → Dn is a weak homotopy equivalence −then ∀ ∆-
separated, wellpointed X, there is a weak equivalence Q∞C[X]→ Q∞D[X].
[C[X] and D[X] are ∆-separated and wellpointed (cf. §14, Proposition 27). But the
hypotheses imply that φ induces a weak homotopy equivalence C[X]→ D[X] (cf. p. 14-54).]
Application: Let C be a creation operator, where ∀ n, Cn is a compactly generated
Hausdorff space and the action of Sn is free −then ∀ ∆-separated, wellpointed X, there is
a natural weak equivalence Q∞C[X]→
∨
n≥1
Q∞(Cn ⋉Sn X
(n)) of U -spectra.
[The projection C × L → L augments C × L over L. On the other hand, ∀ n, the
projection Cn×kLn → Cn is a weak homotopy equivalence. Quote Propositions 34 and 35.]
[Note: To justify the tacit use of the lemma, it is necessary to observe that (Cn ×k
Ln)⋉SnX
(n), Cn⋉SnX
(n) are wellpointed and the arrow (Cn×kLn)⋉SnX
(n) → Cn⋉SnX
(n)
is a weak homotopy equivalence.
Example: In HSPECU , Q
∞BVq[X] ≈
∨
n≥1
Q∞(BV(R(q), n)⋉Sn X
(n)).
[Note: BVq[X] can be replaced by ΩqΣqX if X is path connected (May’s approxima-
tion theorem).]
Example: In HSPECU , Q
∞BV∞[X] ≈
∨
n≥1
Q∞(BV(R(∞), n)⋉Sn X
(n)).
[Note: BV∞[X] can be replaced by Ω∞Σ∞X if X is path connected and ∆-cofibered
(cf. §14, Proposition 33) (X ∆-cofibered =⇒ Ω∞Σ∞X wellpointed (cf. p. 14-44).]
EXAMPLE Take C = PER −then in HSPECU , Q∞PER[X] ≈
∨
n≥1
Q∞(XSn ⋉Sn X
(n)) ≈∨
n≥1
DnQ
∞X (cf. p. 16-33).
LEMMA Let S be a triple in a category C and let T be a triple in the category
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S-ALG of S algebras −then the category T-(S-ALG) of T-algebras in S-ALG is isomor-
phic to the category T ◦ S-ALG of T ◦ S algebras in C.
Let O be a reduced operad in ∆-CG, augmented over L via φ : O → L −then O
determines a triple TO = (TO,m, ǫ) in S\SPECU (cf. §14, Proposition 36) (TOX = O[X],
the realization of O at X). But O also determines a triple TO = (TO,m, ǫ) in SPECU ,
where TO[X] =
∨
n≥0
On ⋉Sn X
(n). To explain the connection between the two, note that
S\SPECU = S-ALG, S the functor that sends X to S∧X. And, according to Proposition
33, TO ◦ S “is” TO, so by the lemma, the categories TO-ALG, TO-ALG are isomorphic.
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§17. STABLE HOMOTOPY THEORY
A complete treatement of stable homotopy theory would require a book of many
pages. Therefore, to avoid getting bogged down in a welter of detail, I shall admit some of
the results without proof and keep the calculations to a minimum. Despite working within
these limitations, it is nevertheless still possible to gain a reasonable understanding of the
subject in the “large”.
Recapitulation: The stable homotopy category HSPEC is a triangulated category
satisfying the octahedral axiom (cf. §16, Proposition 14). Furthermore, HSPEC is a
monogenic compactly generated CTC (cf. p. 16-15) and admits Adams representability
(by Neeman’s countability criterion).
[Note: S is the unit in HSPEC and Σ−1 stands for Ω (cf. p. 15-42), so Λ±1 ≈ Σ±1
(recall the convention on p. 16-13).]
EXAMPLE (Complex K-Theory) Let U = colimU(n) be the infinite unitary group −then
U is a pointed CW complex and there is a pointed homotopy equivalence U → Ω2U (Bott periodicity).
Therefore the prescription Xq = Ω
kU (q ≡ 1 − k mod 2 (0 ≤ k ≤ 1)) defines and Ω-prespectrum X and
by definition KU = eMX (cf. p. 14-71) is the spectrum of complex K-theory.
EXAMPLE (Real K-Theory) Let O = colimO(n) be the infinite orthogonal group −then
O is a pointed CW complex and there is a pointed homotopy equivalence O → Ω8O (Bott periodicity).
Therefore the prescription Xq = Ω
kO (q ≡ 7 − k mod 8 (0 ≤ k ≤ 7)) defines and Ω-prespectrum X and
by definition KO = eMX (cf. p. 14-71) is the spectrum of real K-theory.
A Z-graded cohomology theory E∗ on SPEC is a sequence of exact cofunctors En :
HSPEC → AB and a sequence of natural isomorphisms σn : En+1 ◦ Σ → En such
that the En convert coproducts into products. CTZ(SPEC) is the category whose ob-
jects are the Z-graded cohomology theories on SPEC and whose morphisms Ξ∗ : E∗ →
F ∗ are sequences of natural transformations Ξn : En → Fn such that the diagram
En+1 ◦Σ Fn+1 ◦ Σ
En Fn
σn
Ξn+1Σ
σn
Ξn
commutes ∀ n.
Definition: The Z-graded cohomology theory E∗ on SPEC attached to a spectrum E
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is given by En(X) = [X,ΣnE] (= π−n(hom(X,E))).
[Note: The coefficient groups of E∗ are the En(S) (= π−n(E)), i.e., E
∗(S) = π−∗(E)
(= π∗(E)
OP).]
Remark: Owing to the Brown representability theorem (cf. p. 15-14), every Z-graded
cohomology theory on SPEC is naturally isomorphic to some E∗, thus HSPEC is the
represented equivalent of CTZ(SPEC).
[Note: Needless to say, Mor(E∗,F∗) ≈ [E,F].]
EXAMPLE Take E = S −then the corresponding Z-graded cohomology theory on SPEC is called
stable cohomotopy , the coefficient groups being

0 (n > 0)
Z (n = 0)
πs−n (n < 0)
.
[Note: As on p. 14-61, the πs−n are the stable homotopy groups of spheres.]
LEMMA If
 πn(X) = 0 (n < 0)πn(Y) = 0 (n > 0) , then π0[X,Y]→ Hom(π0(X), π0(Y)) is an isomorphism.
EXAMPLE HSPEC carries a t-structure (cf. p. 15-49), and the elements of its heart are the
Eilenberg-MacLane spectra. An explanation for the terminology is that π0 : H(HSPEC) → AB is an
equivalence of categories. To see this, consider the functor H : AB → H(HSPEC) that sends Z to
τ≥0τ≤0S ≈ τ≤0τ≥0S, defining H(π) for an arbitrary abelian group π by the exact triangle
∨
j
H(Z) →∨
i
H(Z) → H(π) →
∨
j
ΣH(Z), where 0 →
⊕
j
Z →
⊕
i
Z → π → 0 is a presentation of π (the lemma
implies that π0 : [
∨
j
H(Z),
∨
i
H(Z)] → Hom(⊕
j
Z,
⊕
i
Z
)
is an isomorphism). Therefore π0(H(π)) = π,
πn(H(π)) = 0 (n 6= 0) and [H(π′),H(π′′)] = Hom(π′, π′′). Example: [Σ−1H(π′),H(π′′)] = Ext(π′, π′′) but
Ph(Σ−1H(π′),H(π′′)) = PurExt(π′, π′′) (Christensen-Strickland†).
[Note: Given π, ∃ an Ω-prespectrumK(π) such that K(π)q = K(π, q) (realized as a pointed CW com-
plex with K(π, 0) = π (discrete topology)). Since πn(eMK(π)) = colimπn+q(K(π)q) =
 π (n = 0)0 (n > 0) ,
eMK(π) “is” H(π) (M the cylinder functor of p. 14-71).]
EXAMPLE Lin‡ has shown that S∗(H(Fp)) = 0, hence DH(Fp) is trivial and [H(Fp),K] = 0
for all compact K. Therefore the stable cohomotopy S∗(H(π)) of H(π) vanishes if π is torsion (but not in
general) (consider π = Z)).
[Note: Ph(H(Fp),Y) is a vector space over Fp which is nonzero for some Y. Reason: If the contrary
held, then hH(Fp) would be projective and since [H(Fp),K] = 0 for all compact K, it would follow that
†Topology 37 (1998), 339-364.
‡Proc. Amer. Math. Soc. 56 (1976), 291-299.
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H(Fp) = 0.]
PROPOSITION 1 The graded abelian group E∗(E) is a graded ring with unit.
[Given f ∈ En(E), g ∈ Em(E), let f · g ∈ En+m(E) be the composite E
g
−→ ΣmE
Σmf
−→ Σn+mE (idE ∈ E
0(E) thus serves as the unit).]
[Note: ∀ X, E∗(X) is a graded left E∗(E)-module.]
EXAMPLE The Fp-algebra H(Fp)∗(H(Fp)) is isomorphic to Ap, the mod p Steenrod algebra.
PROPOSITION 2 Fix a spectrum E −then ∀ n and ∀ X, there is a short exact
sequence 0→ lim1En+q−1(Q∞Xq)→ E
n(X)→ limEn+q(Q∞Xq)→ 0.
Specialized to the case n = 0, the conclusion is that the homomorphism [X,E] → lim[Xq , Eq] is
surjective with kernel lim1[ΣXq , Eq].
[Note: This is a recipe for the calculation of morphisms in HSPEC by means of morphisms in
H∆-CG∗.]
A Z-graded cohomology theory E∗ on CW∗ is a sequence of cofunctors E
n : CW∗ →
AB and a sequence of natural isomorphisms σn : En+1 ◦Σ→ En such that the En convert
coproducts into products and satisfy the following conditions.
(Homotopy) If f, g : X → Y are homotopic, then En(f) = En(g) : En(Y ) →
En(X) ∀ n.
(Exactness) If (X,A, x0) is a pointed CW pair, then the sequence E
n(X/A)→
En(X)→ En(A)→ is exact ∀ n.
(Isotropy) If f : X → Y is a homotopy equivalence, then En(f) : En(Y ) →
En(X) is an isomorphism ∀ n.
[Note: The homotopy axiom implies that a Z-graded cohomology theory on CW∗
passes to HCW∗, thus the isotropy axiom is redundant.]
Example: Given a spectrum E, the assignment X → En(Q∞X) defines a Z-graded
cohomology theory on CW∗.
CTZ(CW∗) is the category whose objects are the Z-graded cohomology theories on
CW∗ and whose morphisms Ξ
∗ : E∗ → F ∗ are sequences of natural transformations
Ξn : En → Fn such that the diagram
En+1 ◦ Σ Fn+1 ◦ Σ
En Fn
σn
Ξn+1Σ
σn
Ξn
commutes ∀ n.
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Let E∗ be a Z-graded cohomology theory on CW∗ −then the coefficient groups of E
∗
are the En(S0). Example: Reduced singular cohomology with coefficients in an abelian
group π is a Z-graded cohomology theory on CW∗ whose only nontrivial coefficient group
is π itself.
[Note: En(∗) = 0 ∀ n. Proof: ∗ ≈ ∗/∗, so the composite En(∗) → En(∗) → En(∗) is
both the identity map and the zero map.]
FACT Let π be an abelian group. Suppose that E∗1 , E
∗
2 are Z-graded cohomology theories on CW∗
such that E01(S
0) = π, E02(S
0) = π and En1 (S
0) = 0, En2 (S
0) = 0 (n 6= 0) −then E∗1 , E∗2 are naturally
isomorphic.
EXAMPLE The Z-graded cohomology theory on CW∗ determined by H(π) is naturally isomor-
phic to reduced singular cohomology H˜∗(−;π).
Notation: Let T : CW2 → CW2 be the functor that sends (X,A) to (A, ∅).
[Note: The lattice of (X,A) is the diagram
(X, ∅)
(∅, ∅) (A, ∅) (X,A) (X,X)
(A,A)
.]
A Z-graded cohomology theory H∗ on CW2 is a sequence of cofunctors Hn : CW2 →
AB and a sequence of natural transformations dn : Hn−1 ◦ T → Hn such that the Hn
convert coproducts into products and satisfy the following conditions.
(Homotopy) If f, g : (X,A) → (Y,B) are homotopic, then Hn(f) = Hn(g) :
Hn(Y,B)→ Hn(X,A) ∀ n.
(Exactness) If (X,A) is a CW pair, then the sequence · · · → Hn−1(A, ∅)
dn
−→
Hn(X,A)→ Hn(X, ∅)→ Hn(A, ∅)
dn+1
−→ Hn+1(X,A)→ · · · is exact.
(Excision) If A, B are subcomplexes of X, then the arrow Hn(A ∪ B,B) →
Hn(A,A ∩B) is an isomorphism ∀ n.
(Isotropy) If f : (X,A) → (Y,B) is a homotopy equivalence, then Hn(f) :
Hn(Y,B)→ Hn(X,A) is an isomorphism ∀ n.
[Note: The homotopy axiom implies that a Z-graded cohomology theory on CW2
passes to HCW2, thus the isotropy axiom is redundant.]
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CTZ(CW
2) is the category whose objects are the Z-graded cohomology theories on
CW2 and whose morphisms Ξ∗ : H∗ → G∗ are sequences of natural transformations
Ξn : Hn → Gn such that the diagram
Hn−1 ◦ T Gn−1 ◦ T
Hn Gn
dn
Ξn−1T
dn
Ξn
commutes ∀ n.
PROPOSITION 3 CTZ(CW∗) and CTZ(CW
2) are equivalent categories.
[On objects, consider the functor CTZ(CW∗) → CTZ(CW
2) that sends E∗ to H∗,
where Hn(X,A) = En(X+/A+), and the functor CTZ(CW
2) → CTZ(CW∗) that sends
H∗ to E∗, where En(X) = Hn(X, {x0}).]
[Note: Consult Whitehead† for a verfication down to the last detail.]
The definition of a Z-graded homology theory E∗ on CW∗, CW
2 is dual and, in ob-
vious notation, the categories HTZ(CW∗), HTZ(CW
2) are equivalent (cf. Proposition 3).
FACT Fix a Z-graded cohomology theory H∗ on CW2. Let (X,A) be a CW pair. Suppose given
a sequence {Xq} of subcomplexes of X such that A ⊂ X0, Xq ⊂ Xq+1, and X = colimXq −then ∀ n, there
is a short exact sequence 0→ lim1Hn−1(Xq, A)→ Hn(X,A)→ limHn(Xq , A)→ 0.
[Note: Modulo some additional assumptions on H∗, one can establish a variant involving the finite
subcomplexes which contain A (Huber-Meier‡).]
PROPOSITION 4 Let E be an Ω-prespectrum −then the prescription En(X) = [X,En] (n ≥ 0)[X,Ω−nE0] (n < 0) specifies a Z-graded cohomology theory on CW∗.
[Note: When E is a spectrum, En(X) = En(Q∞X) (cf. p. 17-3).]
PROPOSITION 5 Every Z-graded cohomology theory E∗ on CW∗ is represented by
an Ω-prespectrum E.
[Let U : AB→ SET be the forgetful functor −then ∀ n, U ◦ En is representable (cf.
p. 5-80 ff.): U ◦En(X) ≈ [X,En]. And: The En (n ≥ 0) assemble into an Ω-prespectrum.]
The precise connection between Ω-prespectra, spectra, and Z-graded cohomology theories on CW∗
can be pinned down. Thus let WPREPSEC be the category whose objects are the prespectra and whose
†Elements of Homotopy Theory, Springer Verlag (1978), 571-600.
‡Comment. Math. Helv. 53 (1978), 239-257; see also Yosimura, Osaka J. Math. 25 (1988), 881-890,
and Ohkawa, Hiroshima Math. J. 23 (1993) 1-14.
17-5
morphisms f : X → Y are sequences of pointed continuous functions fq : Xq → Yq such that the dia-
gram
Xq Yq
ΩXq+1 ΩYq+1
fq
Ωfq+1
is pointed homotopy commutative ∀ q. Denote by HWPRESPEC the
localization of WPREPSEC at the class of levelwise weak homotopy equivalences (there is no difficulty
in seeing that this procedure leads to a category). Write HWΩ-PRESPEC for the full subcategory of
HWPRESPEC whose objects are the Ω-prespectra −then Mor(X,Y) = lim[Xq , Yq], where the limit is
taken with respect to the composites [Xq+1, Yq+1]→ [ΩXq+1,ΩYq+1]→ [Xq , Yq].
FACT HWΩ-PRESPEC is the represented equivalent of CTZ(CW∗) .
Let HWSPEC be the full subcategory of HWΩ-PRESPEC whose objects are the spectra.
FACT The inclusion HWSPEC→ HWΩ-PRESPEC is an equivalence of categories.
[Consider the functor that on objects sends an Ω-prespectrum X to eMX (M as on p. 14-71).]
[Note: If E∗ is a Z-graded cohomology theory on CW∗ which is represented by an Ω-prespectrum
E, then eME is a spectrum which also represents E∗.]
Summary: HSPEC↔ CTZ(SPEC), HWSPEC↔ CTZ(CW∗), and there is a functor HSPEC→
HWSPEC that on morphisms is the arrow [X,Y]→ lim[Xq , Yq]. Accordingly, every Z-graded cohomology
theory on CW∗ lifts to a Z-graded cohomology theory on SPEC and every morphism of Z-graded coho-
mology theories on CW∗ lifts to a morphism of Z-graded cohomology theories on SPEC (but not uniquely
due to the potential nonvanishing of lim1[ΣXq , Yq] (cf. Proposition 2)).
A Z-graded homology theory E∗ on SPEC is a sequence of exact functors En :
HSPEC → AB and a sequence of natural isomorphisms σn : En → En+1 ◦ Σ such that
the En convert coproducts into direct sums. HTZ(SPEC) is the category whose ob-
jects are the Z-graded homology theories on SPEC and whose morphisms Ξ∗ : E∗ → F∗
are the sequences of natural transoformations Ξn : En → Fn such that the diagram
En Fn
En+1 ◦ Σ Fn+1 ◦Σ
σn
Ξn
σn
Ξn+1Σ
commutes ∀ n.
Definition: The Z-graded homology theory E∗ on SPEC attached to a spectrum E is
given by En(X) = πn(E ∧X).
[Note: The coefficient groups of E∗ are the En(S) (= πn(E)), i.e., E∗(S) = π∗(E).]
Remark: Because HSPEC admits Adams representability, every Z-graded homol-
17-6
ogy theory on SPEC is naturally isomorphic to some E∗ (cf. §15, Proposition 38), thus
HSPEC/Ph (cf. p. 15-22) is the represented equivalent of HTZ(SPEC).
[Note: Here Mor(E∗,F∗) ≈ [E,F]/Ph(E,F).]
EXAMPLE Take E = S −then the corresponding Z-graded homology theory on SPEC is called
stable homotopy , the coefficients groups being

πsn (n > 0)
Z (n = 0)
0 (n < 0)
.
EXAMPLE For any two spectra E, F, the arrow π∗(E) ⊗ π∗(F) ⊗ Q → π∗(E ∧ F) ⊗ Q is an
isomorphism.
[Fix E and let F vary −then the arrow π∗(E) ⊗ π∗(−) ⊗ Q → π∗(E ∧ −) ⊗ Q is a morphism of
Z-graded homology theories on SPEC. But πs0(S) = Z and π
s
n(S) = Z is finite if n > 0 (cf. p. 5-43), hence
π∗(E)⊗ π∗(S)⊗Q ≈ π∗(E ∧ S)⊗Q.]
PROPOSITION 6 Let
 EF ,
 XY be spectra −then there is an external product
E∗(X)⊗ F∗(Y)→ (E ∧F)∗(X ∧Y) in cohomology.
[Work with the arrow hom(X,E) ∧ hom(Y,F)→ hom(X ∧Y,E ∧F).]
PROPOSITION 7 Let
 EF ,
 XY be spectra −then there is an external product
E∗(X)⊗ F∗(Y)→ (E ∧F)∗(X ∧Y) in homology.
[Work with the arrow E ∧X ∧ F ∧Y→ E ∧ F ∧X ∧Y.]
PROPOSITION 8 Let
 EF ,
 XY be spectra −then there is an external slant
product E∗(X ∧Y)⊗ F∗(X) (E ∧ F)
∗(Y).
/
[Use the commutative diagram
hom(X ∧Y),E) ∧F ∧X hom(Y,E ∧F)
hom(X,hom(Y,E)) ∧X ∧ F hom(Y,E) ∧ F
/
.]
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PROPOSITION 9 Let
 EF ,
 XY be spectra −then there is an external slant
product E∗(X ∧Y)⊗ F
∗(X) (E ∧ F)∗(Y).
\
[Use the commutative diagram
E ∧X ∧Y ∧ hom(X,F) E ∧ F ∧Y
E ∧ hom(X,F) ∧X ∧Y
\
.]
The external products are morphisms of graded abelian groups but this is not the case of the slant
products. Explicated: En(X∧Y)⊗Fm(X) /−→ (E∧F)n−m(Y) and En(X∧Y)⊗Fm(X) \−→ (E∧F)n−m(Y),
thus to get a morphism of graded abelian groups one must give F∗(X) and F
∗(X) the opposite gradings.
A ring spectrum is a ring object in HSPEC. Example: S is a commutative ring spec-
trum and every spectrum is an S-module.
EXAMPLE Let k be a commutative ring with unit −then H(k) is a commutative ring spectrum
and for any k-module M , H(M) is an H(k)-module.
EXAMPLE McClure† has shown that KU is a commutative ring spectrum. The homotopy
π∗(KU) of KU has period 2 and π0(KU) = Z, π1(KU) = 0. In addition, there exists a multiplica-
tively invertible generator bU ∈ π2(KU) ≈ Z inducing the homotopy periodicity and as a graded ring,
π∗(KU) ≈ Z[bU,b−1U ].
[Note: KO is also a commutative ring spectrum.]
EXAMPLE For any X in ∆-CG∗, (ΩX)+ (= ΩX ∐ ∗) is wellpointed, Q∞((ΩX)+) is a ring
spectrum, and π0(Ω
∞Σ∞(ΩX)+) ≈ Z[π1(X)] (as rings).
[To define the product, note that Q∞(ΩX)+ ∧Q∞(ΩX)+ ≈ Q∞((ΩX)+#k(ΩX)+) (cf. p. 16-30),
which is isomorphic to Q∞((ΩX)+ ×k ΩX)+).]
FACT If E is a connective ring spectrum, then Hom(π0(E), π0(E)) ≈ [E,H(π0(E))] and the arrow
E→ H(π0(E)) realizing the identity π0(E)→ π0(E) is a morphism of ring spectra.
FACT If E is a ring spectrum and e (= τ≤0E) is its connective cover, then e admits a unique ring
spectrum structure such that the arrow e→ E is a morphism of ring spectra.
†SLN 1176 (1986), 241-242.
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If E is a ring spectrum and F is an E-module, then the products figuring in the pre-
ceding propositions can be made “internal” through E ∧ F→ F.
Example: Take E = F and fix an X −then Proposition 8 furnishes an arrow E∗(X)⊗
E∗(X)
/
−→ (E∧E)∗(S)→ E∗(S) = π−∗(E) and Propoistion 9 furnishes an arrow E
∗(X)⊗
E∗(X)
\
−→ (E ∧E)∗(S)→ E∗(S) = π∗(E).
EXAMPLE Let E be a ring spectrum −then for spectra F & X, the Hurewicz homomorphism
F∗(X)→ (E ∧ F)∗(X) is defined by the arrow Fn(X) = πn(F ∧X) ≈ πn(S ∧ F ∧X)→ πn(E ∧ F ∧X) =
(E ∧ F)n(X) and the Boardman homomorphism F∗(X) → (E ∧ F)∗(X) is defined by the arrow F∗(X) =
[X,ΣnF] ≈ [X,Σn(S∧F)]→ [X,Σn(E∧F)] = (E∧F)n(X). Assuming that both E and F are ring spectra,
the commutative diagram
Fn(X)⊗ Fm(X) πn−m(F)
(E ∧ F)n(X)⊗ (E ∧ F)m(X) πn−m(E ∧ F)
serves to relate the two.
[Note: In particular, there are arrows
 S∗(X)→ E∗(X)S∗(X)→ E∗(X) .]
If E is a ring spectrum and F is an E-module, then ∀ X,
 F
∗(X)
F∗(X)
is a graded
 E
∗(S)-module
E∗(S)-module
(cf. Propositions 6 and 7).
[Note: The structure is on the left. Observe, however, that
 E
∗(X)
E∗(X)
is a graded
left and right
 E
∗(S)-module
E∗(S)-module
, in fact,
 E
∗(X)
E∗(X)
is a grade
 E
∗(S)-bimodule
E∗(S)-bimodule
.]
In view of the associativity of the operations, the arrows
 E
∗(X)⊗E∗(Y)→ E∗(X ∧Y)
E∗(X)⊗E∗(Y)→ E∗(X ∧Y)
pass to
the quotient, thereby giving the arrows
 E
∗(X)⊗E∗(S) E∗(Y)→ E∗(X ∧Y)
E∗(X)⊗E∗(S) E∗(Y)→ E∗(X ∧Y)
.
PROPOSITION 10 Suppose that E is a ring spectrum. Let
 XY be spectra.
Assume: Either E∗(X), as a graded right E∗(S)-module, is flat or E∗(Y), as a graded left
E∗(S)-module, is flat−then the arrow E∗(X)⊗E∗(S)E∗(Y)→ E∗(X∧Y) is an isomorphism.
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[The situation being symmetric, take Y fixed and E∗(Y) flat −then the arrow
E∗(−)⊗E∗(S)E∗(Y)→ E∗(−∧Y) is a morphism of Z-graded homology theories on SPEC.
But E∗(S)⊗E∗(S) E∗(Y) ≈ E∗(S ∧Y).]
FACT Let E be a ring spectrum, F an E-module. Assume π∗(F), as a graded left π∗(E)-module, is
flat −then ∀ X, the arrow E∗(X)⊗π∗(E) π∗(F)→ F∗(X) is an isomorphism.
Notation: Given an abelian group π, put H∗(X, π) = H(π)∗(X) and H
∗(X, π) = H(π)∗(X).
EXAMPLE Let A be a PID, M an A-module −then ∀ X, there is an exact sequence 0 →
Hn(X, A)⊗A M → Hn(X;M)→ TorA(Hn−1(X;A),M)→ 0.
[Since A is a PID, the projective dimension ofM is ≤ 1, so ∃ an exact sequence 0→ Q→ P → M → 0,
where P and Q are projective, hence flat. Applying the above result gives H∗(X;A)⊗A P ≈ H∗(X;P ) and
H∗(X;A) ⊗A Q ≈ H∗(X;Q). On the other hand, the exact triangle H(Q) → H(P ) → H(M) → ΣH(Q)
leads to an exact sequence Hn(X;Q)→ Hn(X;P )→ Hn(X;M)→ Hn−1(X;Q)→ Hn−1(X;P ) .]
[Note: Under the same hypotheses, there is an exact sequence 0 → ExtA(Hn−1(X;A),M) →
Hn(X;M)→ HomA(Hn(X;A),M)→ 0.]
FACT Suppose that A is a PID −then ∀ X, X ∧H(A) ≈
∨
n
ΣnH(Gn), where Gn = Hn(X;A).
[Here
∨
n
ΣnH(Gn) ≈
∏
n
ΣnH(Gn) (cf. p. 15-17 ff.), thus it suffices to specify arrows fn : X∧H(A)→
ΣnH(Gn) such that πn(fn) is an isomorphism ∀ n.]
EXAMPLE Let A be a PID −then ∀ X,Y, & ∀, i, j, there is an exact sequence 0→ Hi(X;A)⊗A
Hj(Y;A) → Hi(X;Hj(Y;A)) → TorA(Hi−1(X;A),Hj(Y;A)) → 0. Now sum over all (i, j): i + j =
k. Setting aside the flanking terms and putting Gj = Hj(Y;A), the middle term assumes the form⊕
i+j=k
Hi(X;Hj(Y;A)) =
⊕
j
πk(X ∧ ΣjH(Gj)) = πk(X ∧
∨
j
ΣjH(Gj)) = πk(X ∧ Y ∧ H(A)) =
Hk(X ∧Y;A).
In a category C with pushouts, one has the notion of an internal cocategory (or a
cocategory object) (cf. p. 0-45), which can be specialized to the notion of an internal
cogroupoid (or a cogroupoid object). Definition: Let k be a commutative ring with unit
−then a graded Hopf algebroid over k is a cogroupoid object in the category of graded
commutative k-algebras with unit. So, a graded Hopf algebroid over k consists of a pair
(A,Γ) of graded commutative k-algebras with unit and morphisms ηR : A→ Γ (right unit -
“cosource”), ηL : A→ Γ (left unit = “cotarget”), ǫ : Γ→ A (augmentation =“coidentity”),
∆ : Γ→ Γ⊗AΓ (diagonal =“cocomposition”), c : Γ→ Γ (conjugation =“coinversion”) sat-
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isfying the dual of the usual category theoretic relations (cf infra). Therefore (A,Γ) attaches
to a graded commutative k-algebra T with unit a groupoidGT , where ObGT = Hom(A,T )
and MorGT = Hom(Γ, T ). Example: (k,k) is a graded Hopf algebroid over k (trivial grad-
ing).
[Note: When A = k and ηL = ηR, Γ is a graded commutative Hopf algebra over k or
still, a cogroup object in the category of graded commutative k-algebras with unit.]
Remark: Graded Hopf algebroids over k can be organized into a (large) double cate-
gory (Borceux†).
There is a coequalizer diagram Γ⊗k A⊗k Γ Γ⊗k Γ
idΓ⊗ηL
ηR⊗idΓ → Γ⊗AΓ and
A Γ
Γ Γ⊗A Γ
ηL
ηR
inR
inL
is a pushout square.
[Note: Tacitly, one uses ηR to equip Γ with the structure of a graded right A-module and ηL to equip
Γ with the structure of a graded left A-module.]
As for ηR, ηL, ǫ, ∆, and c, they must have the following properties: ǫ ◦ ηR = idA = ǫ ◦ ηL, ∆ ◦ ηR =
inL ◦ ηR, ∆ ◦ ηL = inR ◦ ηL, (idΓ ⊗ ǫ) ◦ ∆ = idΓ, (ǫ ⊗ idΓ) ◦ ∆ = idΓ, (idΓ ⊗ ∆) ◦ ∆ = (∆ ⊗ idΓ) ◦ ∆,
c ◦ ηR = ηL, c ◦ ηL = ηR, (c⊗ idΓ) ◦∆ = ηR ◦ ǫ, and (idΓ ⊗ c) ◦∆ = ηL ◦ ǫ.
[Note: The formulas relating c to the other arrows are the duals of those on p. 13-36 (the role of χ
in the groupoid object situation is played here by c). Corollaries: (1) c ◦ c = idΓ; (2) ǫ ◦ c = ǫ.]
EXAMPLE The dual of the mod p Steenrod algebra is isomorphic toH(Fp)∗(H(Fp)), a graded com-
mutative Hopf algebra over Fp. One has H(F2)∗(H(F2)) ≈ F2[ξ1, ξ2, . . .], where |ξk| = 2k − 1 and ∆(ξk) =
k∑
i=0
ξ2
i
k−i ⊗ ξi, and for p > 2, H(Fp)∗(H(Fp)) ≈ Fp[ξ1, ξ2, . . .] ⊗Fp
∧
(τ0, τ1, . . .), where |ξk| = 2(pk − 1),
|τk| = 2pk − 1 and ∆(ξk) =
k∑
i=0
ξp
i
k−i ⊗ ξi, ∆(τk) = τk ⊗ 1 +
k∑
i=0
ξp
i
k−i ⊗ τi. The unit and augmentation
are isomorphisms in degree 0 and the conjugation c is given recursively by
k∑
i=0
ξp
i
k−ic(ξi) = 0 (k > 0) and
τk +
k∑
i=0
ξp
i
k−ic(τi) = 0 (k ≥ 0).
[Note: In the above, it is understood that ξ0 = 1.]
PROPOSITION 11 Suppose that E is a ring spectrum. Assume: E is commutative
and E∗(E), as a graded right E∗(S)-module, is flat −then the pair (E∗(S),E∗(E)) is a
graded Hopf algebroid over Z.
[E∗(E) is a graded commutative Z-algebra with unit. Proof: The product is de-
fined by E∗(E) ⊗ E∗(E) → (E ∧ E)∗(E ∧ E) → E∗(E ∧ E) → E∗(E) and the unit
†Handbook of Categorical Algebra 1, Cambridge University Press (1994), 327-328.
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Z → E0(E) is defined by sending 1 to the arrow S = S ∧ S → E ∧ E. This said,
let
 ηR : E∗(S) ≈ π∗(S ∧E)→ π∗(E ∧E) = E∗(E)ηL : E∗(S) ≈ π∗(E ∧ S)→ π∗(E ∧E) = E∗(E) and ǫ : E∗(E) = π∗(E ∧ E) →
π∗(E) = E∗(S). Next, take for ∆ the composite E∗(E) = π∗(E ∧ E) ≈ π∗(E ∧ S ∧ E) →
π∗(E∧E∧E)→ E∗(E∧E) ≈ E∗(E)⊗E∗(S)E∗(E) (cf. Proposition 10). Finally, c : E∗(E) =
π∗(E ∧E)→ π∗(E ∧E)→ E∗(E) is induced by the interchange T : E ∧E→ E ∧E.]
[Note: Due to the presence of c and the relations
 c ◦ ηR = ηLc ◦ ηL = ηR , E∗(E), as a
graded right E∗(S)-module, is flat iff E∗(E), as a graded left E∗(S)-module, is flat (the
E∗(S)-module structures on E∗(E) per ηR and ηL are the same as those introduced on
p. 17-9). Example: The flatness assumption is met if E ∧ E ≈
∨
i
ΣniE (isomorphism of
E-modules) (for then π∗(E ∧E) ≈
⊕
i
π∗−ni(E), thus is a graded free π∗(E)-module.]
Tied to the definitions are various diagrams and a complete proof of Proposition 11 entails checking
that these diagrams commute, which is straighforward if tedious (a discussion can be found in Adams†).
EXAMPLE KU∗(KU) is a graded free KU∗(S)-module (Adams-Clarke‡), thus the hypotheses of
Proposition 11 are met in this case.
[Note: The structure of KU∗(KU) had been worked out by Adams-Harris-Switzer
‖.]
Given a graded Hopf algebroid (A,Γ) over k, a (left) (A,Γ)-comodule is a graded left
A-module M equipped with a morphism M → Γ⊗AM of graded left A-modules such that
M Γ⊗AM
Γ⊗AM Γ⊗A Γ⊗A M
and
M Γ⊗A M
A⊗A M
commute.
PROPOSITION 12 Suppose that E is a ring spectrum. Assume E is commutative
and E∗(E), as a graded right E∗(S)-module, is flat −then ∀X, E∗(X) is an (E∗(S),E∗(E))-
comodule.
[The arrow E∗(X) → E∗(E) ⊗E∗(S) E∗(X) is the composite E∗(X) = π∗(E ∧ X) ≈
π∗(E∧S∧X) = π∗(E∧E∧X) = E∗(E∧X) ≈ E∗(E)⊗E∗(S)E∗(X) (cf. Proposition 10).]
Rappel: A spectrum E defines a Z-graded cohomology theory E∗ on CW∗ (cf. Propo-
†SLN 99 (1969), 56-71.
‡Illinois J. Math. 21 (1977), 826-829.
‖Proc. London Math. Soc. 23 (1971), 385-408.
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sition 4) and ∀ X in CW∗, E
n(X+) ≈ E
n(X)⊕ En(S0).
[Note: When E is a ring spectrum, there is a cup product ∪, viz. the composite
E∗(X) ⊗ E∗(X) → E∗(X#kX) → E
∗(X), where X → X#kX is the reduced diagonal.
Therefore E∗(X) is a graded ring and E∗(X+) is a graded ring with unit (both are graded
and commutative if E is commutative).]
Let E be a commutative ring spectrum −then E is said to be complex orientable if ∃
an element xE ∈ E
2(P∞(C)) with the property that the arrow of restriction E2(P∞(C))→
E2(P1(C)) ≈ π0(E) sends xE to the unit S→ E of E. One calls xE a complex orientation
of E.
[Note: π0(E) = [S,E] ≈ [S
0, E0] ≈ [S
0,Ω2E0] ≈ [Σ
2S0, E0] = E
2(S2) and S2 ≈
P1(C).]
Remark: Identify π0(E) = [S,E] with [Q
∞
2nS
2n,E] ≈ [S2n, E2n] and let top: P
n(C)→
S2n (= Pn(C)/Pn−1(C)) be the top cell map −then the arrow of restriction E2n(P∞(C))→
E2n(Pn(C)) sends xnE to the image of the unit of E under the precomposition arrow
[S2n, E2n] [P
n(C), E2n].
top∗
[The diagram
Pn(C) Pn(C)#k · · ·#kP
n(C)
S2n S2#k · · ·#kS
2
top is pointed homotopy commuta-
tive.]
Example: Let A be a commutative ring with unit −then H(A) is complex orientable.
[Recall that H∗(P∞(C);A) ≈ A[x], |x| = 2.]
PROPOSITION 13 Suppose that E is a commutative ring spectrum. Assume: E is
complex orientable with complex orientation xE −then E
∗(P∞(C)+) ≈ E
∗(S)[[xE]].
[Note: E∗(S)[[xE]] is the graded E
∗(S)-algebra of formal power series in xE (|xE| = 2).
So: A typical element in Eq(S)[[xE]] has the form
∞∑
i=0
λix
i
E, where λi ∈ E
q−2i(S).]
PROPOSITION 14 Suppose that E is a commutative ring spectrum. Assume: E
is complex orientable with complex orientation xE −then E
∗((P∞(C) ×k P
∞(C))+) ≈
E∗(S)[[xE ⊗ 1, 1⊗ xE]].
Cole† has given a proof of these propositions that does not involve the Atiyah-Hirzebruch spectral
sequence.
[Note: The method is to show from first principles that there are splitting E ∧ Pn(C) =
n∨
i=1
Σ2iE,
†Ph.D. Thesis, University of Chicago, Chicago (1996).
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HOM(Pn(C),E) ≈
n∏
i=1
Ω2iE in E-MOD.]
EXAMPLE If E is complex orientable, then E∗(P∞(C)+) is a graded free E∗(S)-module and
E∗(P
∞(C)+)⊗E∗(S) E∗(P∞(C)+) ≈ E∗(P∞(C)+#k(P∞(C)+) (cf. Proposition 10).
The standard reference for the theory of formal groups is Hazewinkel†. There the
reader can look up the proofs but to establish notation, I shall review some of the defini-
tions.
Let A be a graded commutative ring with unit. ConsiderA[[x, y]], where
 |x| = 2|y| = 2 −
then a formal group law (FGL) over A is an element F (x, y) ∈ A[[x, y]] of the form
x + y +
∑
i,j≥1
aijx
iyj, where aij ∈ A2−2i−2j , such that F (x, F (y, z)) = F (F (x, y), z) (as-
sociativity) and F (x, y) = F (y, x) (commutativity).
[Note: In algebra, one does not usually work in the graded setting, the standing as-
sumption being that A is a commutative ring with unit (as, e.g., in Hazewinkel). Of course,
if A is a graded commutative ring with unit, then Aeven(=
⊕
n
A2n) is a commutative ring
with unit and every FGL over A is a FGL over Aeven. Example: F (x, y) = x + y + uxy
(u ∈ A−2) is a FGL over A, hence over Aeven, while F (x, y) = x+ y+xy is not a FGL over
A (but is a FGL over Aeven).]
Notation: Write F (x, y) = x+F y, so
 x+F 0 = x0 +F y = y , x+F (y+F z) = (x+F y)+F z,
and x+F y = y +F x.
Definition: An element φ(x) =
∑
i≥1
φix
i ∈ A[[x]] (|x| = 2) is said to be homogeneous if
φi ∈ A2−2i ∀ i.
FACT If F (x, y) is a FGL over A, then there is a unique homogeneous element ι(x) ∈ A[[x]] such
that x+F ι(x) = 0 = ι(x) +F x.
[There exist unique homogeneous elements
 ιL(x)ιR(x) ∈ A[[x]] such that
 ιL(x) +F x = 0x+F ιR(x) = 0 , thus
ιL(x) = ιL(x) +F 0 = ιL(x) +F (x +F ιR(x)) = (ιL(x) +F x) +F ιR(x) = 0 +F ιR(x) = ιR(x) and one can
take ι(x) = ιL(x) = ιR(x).]
PROPOSITION 15 Let m : (P∞(C) ×k P
∞(C))+ → P
∞(C)+ be the multiplica-
tion classifying the tensor product of complex line bundles −then ∀ complex orientable E,
†Formal Groups and Applications, Academic Press (1978); see also Ravenel, Complex Cobordism and
Stable Homotopy Groups of Spheres, Academic Press (1986), 354-379.
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FE = m
∗(xE) is a FGL over E
∗(S).
Example: The FGL attached to H(k) by Proposition 15, where k is a commutative
ring with unit, is the “additive” FGL, viz. x+ y.
EXAMPLE KU is complex orientable and the associated FGL is x+ y + bUxy (cf. p. 17-8).
Let A be a graded commutative ring with unit. Suppose that F , G are formal group
laws over A −then a homomorphism φ : F → G is a homogeneous element φ ∈ A[[x]]
such that φ(x +F y) = φ(x) +G φ(y), i.e., φ(F (x, y)) = G(φ(x), φ(y)). A homomorphism
φ : F → G is a isomorphism if φ′(0) (the coefficient of x) belongs to A×0 . An isomorphism
φ : F → G is an strict isomorphism if φ′(0) = 1.
[Note: A homomorphism φ : F → G is an isomorphism iff ∃ a homomorphism
ψ : G→ F such that φ(ψ(x)) = x = ψ(φ(x)).]
FGLA is the set of formal group laws over A and FGLA is the category whose objects
are the elements of FGLA and whose morphisms are the homomorphisms.
[Note: If f : A→ A′ is a homomorphism of graded commutative rings with unit, then
f induces a functor f∗ : FGLA → FGLA′ (on objects, f∗F (x, y) = x+ y+
∑
i,j≥1
f(aij)x
iyj ,
and on morphisms f∗φ(x) =
∑
i≥1
f(φi)x
i).]
FACT If E is complex orientable and if x′E, x
′′
E are two complex orientations of E, then the associ-
ated formal group laws F ′E, F
′′
E over E
∗(S) are strictly isomorphic.
Let A be a graded commutative ring with unit. Write IPSA for the set of homoge-
neous elements φ in A[[x]] such that φ′(0) = 1 −then IPSA is a group under composition,
functorially in A.
Notation: B = Z[b1, b2, . . .], where |bi| = −2i.
PROPOSITION 16 B is a graded Hopf algebra over Z.
[In fact, Hom(B,A) ≈ IPSA, so B is a cogroup object in the category of graded com-
mutative rings with unit.]
Remark: IPSA operates to the left on FGLA, viz. (φ, F ) → φ · F = Fφ, where
Fφ(x, y) = φ(F (φ
−1(x), φ−1(y))).
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Let A be a graded commutative ring with unit −then A is said to be graded coherent if each finitely
generated graded ideal of A is finitely presented. Example: A graded noetherian =⇒ A graded coherent.
[Note: π∗(S) is not graded coherent (Cohen
†).]
Remark: Suppose that A is graded coherent −then a finitely generated graded A-moduleM is finitely
presented iff it and its finitely generated graded submodules are finitely presented.
EXAMPLE Let k be a commutative ring with unit. Consider k[x1, x2, . . .], where |xi| = −2i −then
k[x1, x2, . . .] is not graded noetherian but is graded coherent provided that k is noetherian.
LAZARD’S THEOREM The functor from the category of graded commutative rings
with unit to the category of sets which sends A to FGLA is representable. Accordingly,
there is a graded commutative ring L with unit and a FGL FL over L such that ∀ A and
∀ F ∈ FGLA, ∃! f ∈ Hom(L,A) : f∗FL = F .
[Note: The structure of L can be determined, viz. L = Z[x1, x2, . . .], where |xi| = −2i,
hence L is graded coherent (cf. supra).]
The mere existence of L is a formality. Thus fix indeterminates tij of degree 2 − 2i − 2j and put
µ(x, y) = x + y +
∑
i,j≥1
tijx
iyj . Define homogeneous polynomials pijk in the tij by writing µ(x,µ(y, z)) −
µ(µ(x, y), z) =
∑
i,j,k≥1
pijkx
iyjzk −then L = Z[tij : i, j ≥ 1]/I , where I is the graded ideal generated by the
tij − tji and the pijk, and µ induces a FGL FL over L having the universal property in question.
Determining the structure of L is more difficult and depends in part on the following construction. Fix
indeterminates bi of degree −2i and consider, as above, B = Z[b1, b2, . . .]. Let expx = x+
∑
i≥1
bix
i+1 ∈ B[[x]]
(|x| = 2) and let log x be its inverse (so exp(log x) = x = log(expx)) −then FB(x, y) = exp(log x+ log y) is
a FGL over B and the homomorphism L→ B classifying FB is injecetive.
FACT If A→ A′ is a surjective map of graded commutative rings with unit, then any FGL over A′
lifts to a FGL over A.
Put LB = L[b1, b2, . . .], where bi is an indeterminate of degree −2i ( =⇒ LB =
L⊗Z Z[b1, b2, . . .] = L⊗Z B).
PROPOSITION 17 The pair (L,LB) is a graded Hopf algebroid over Z.
[Let A be a graded commutative ring with unit. Denoting by GA the groupoid whose
objects are the formal group laws over A and whose morphisms are the strict isomorphisms,
†Comment. Math. Helv. 44 (1969), 217-228.
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the functor from the category of graded commutative rings with unit to the category of
groupoids which sends A toGOPA is represented by (L,LB). For Lazard gives Hom(L,A)↔
FGLA = ObGA (= Ob(G
OP
A ) and this identifies the objects. Turning to the morphisms,
suppose that f ∈ Hom(LB,A). Put F = (f |L)∗FL and φ(x) = x +
∑
i≥1
f(bi)x
i+1 −then
φOP : G→ F is a strict isomoprhism, where G(x, y) = φ(F (φ−1(x), φ−1(y))).]
[Note: ηL is the inclusion L → LB but there is no simple explicit formula for ηR.
However, using definitions only, one can write down explicit formulas for ǫ, ∆, and c.]
A groupoid G is said to be split if there exists a group G and a left G-set Y such that G is isomorphic
to tranY , the translation category of Y (cf. p. 0-47).
Example: Take G = IPSA, Y =FGLA −then the translation category of FGLA is isomorphic to GA,
i.e., GA is split.
I shall now review the theory of MU, referring the reader to Adams† for the details
and further information.
Let Gn(C
∞) be the grassmanian of complex n-dimensional subpaces of C∞, γn the
canonical complex n-plane bundle over Gn(C
∞). Put MU(n) = T (γn), the Thom space
of γn −then i
∗(γn+1) = γn ⊕ C(Gn(C
∞)
i
→ Gn+1(C
∞)) and T (γn ⊕ C) ≈ Σ
2T (γn) =
Σ2MU(n), so there is an arrow Σ2MU(n)→MU(n+1). The prescription X2n =MU(n),
X2n+1 = ΣMU(n) thus defines a separated prespectrum X and by definition MU = eX.
EXAMPLE MU and KU are connected by the fact that the arrow MU∗(X)⊗MU∗(S)KU(S)→
KU∗(X) induced by the Todd genus is an isomorphism of graded KU∗(S)-modules for all X (Conner-
Floyd‡).
MU THEOREM MU is a commutative ring spectrum with complex orientation
xMU. And: The map L→MU
∗(S) classifying FMU is an isomorphism of graded commu-
tative rings with unit.
[Note: The pair (MU∗(S),MU∗(MU)) satisfies the hypotheses of Proposition 11
(MU∗(MU) is a graded free (MU∗(S)-module), hence is a graded Hopf algebroid over Z.
As such, it is isomorphic to (L,LB)OP (reversal of gradings).]
†Stable Homotopy and Generalized Homology, University of Chicago (1974), 32-93.
‡The Relation of Cobordism to K-Theories, Springer Verlag (1966); see also Hopkins-Hovey, Math. Zeit.
210 (1992), 181-196.
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An arrow f : ΣnX → X is said to be composition nilpotent if ∃ k such that the composite f ◦ Σnf ◦
· · · ◦ Σ(k−1)nf : ΣknX fk−→ X vanishes. Example: Take X compact −then f is composition nilpotent iff
f−1X = 0 (cf. p. 15-46).
[Note: The same terminology is used in the category of graded abelian groups. Example: Take X
compact and let E be a ring spectrum −then E∗(f) is composition nilpotent iff E ∧ f−1X = 0.]
An arrow f : X → Y is said to be smash nilpotent if ∃ k such that the k-fold smash product
f(k) : X(k) → Y(k) vanishes. Example: f : S→ Y is smash nilpotent iff Y∞f = 0 (cf. p. 15-46).
FACT (MU Nilpotence Technology) Let E be a ring spectrum and consider the Hurewicz
homomorphism S∗(E) → MU∗(E) (cf. p. 17-9 ff.) −then the homogeneous elements of its kernel are
nilpotent (Devinatz-Hopkins-Smith†).
Application: If X is compact and if f : ΣnX → X is an arrow such that MU∗(f) = 0, then f is
composition nilpotent.
[MU∗(f) = 0 =⇒ MU ∧ f−1X = 0 =⇒ ∃ k: ΣknX f
k−→ X → MU ∧ X vanishes. Calling
f
k ∈ πkn(DX∧X) the adjoint of fk and noting that DX∧X is a ring spectrum (cf. p. 15-44) (X compact
=⇒ X dualizable), MU nilpotence technology secures a d such that (Skn)(d) (DX ∧X)(d)fk∧···∧fk
→ DX ∧X is trivial, so ΣdknX Xfdk is trivial.]
[Note: The compactness assumption on X cannot be dropped (Ravenel‡).]
A corollary to the foregoing is that every element of positive degree in π∗(S) is nilpotent. Proof: The
elements of π∗(S) (n > 0) are torsion and MU∗(S) has no torsion.
Application: If X is compact and if f : X → Y is an arrow such that idMU ∧ f = 0, then f is smash
nilpotent.
[Suppose that f : S → DX ∧ Y corresponds to f under the identifications [X,Y] ≈ [S ∧ X,Y] ≈
[S, hom(X,Y)] ≈ [S, DX ∧Y] (X compact =⇒ X dualizable) −then f is smash nilpotent iff f is smash
nilpotent and idMU ∧ f = 0 iff idMU ∧ f = 0. This allows one to reduce to the case when X = S, the
assumption becoming that the composite S
f−→ Y → MU ∧Y vanishes. Put EY =
∨
i≥0
Y(i) (Y(0) = S)
and view EY as a ring spectrum with multiplication given by concatentation. MU nilpotence technology
now implies that the element of π∗(EY) determined by f is nilpotent.]
FACT Suppose that E is complex orientable −then the set of complex orientations of E is in a
one-to-one correspondence with the set of morphisms MU→ E of ring spectra.
†Ann. of Math. 128 (1988), 207-241.
‡Amer. J. Math. 106 (1984), 351-414 (cf. 400-401).
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[Note: If f :MU→ E corresponds to xE, then f∗FMU = FE.]
Notation: Given F ∈ FGLA, define homogeneous elements [n]F (x) ∈ A[[x]] by [1]F (x)
= x, [n]F (x) = x+F [n− 1]F (x) (n > 1), and for each prime p, write [p]F (x) = v0x+ · · ·+
v1x
p + · · · + vnx
pn + · · · ( =⇒ v0 = p, vn ∈ A2(1−pn)).
Specialized to A =MU∗(S), F = FMU, the vn can and will be construed as elements
of MU∗(S).
EXACT FUNCTOR THEOREM Let M be a graded left MU∗(S)-module −then
MU∗(−) ⊗MU∗(S) M is a Z-graded homology theory on SPEC if ∀ p ∈ Π, the sequence
{vn} isM -regular, i.e., multiplication by v0 = p onM and by vn onM/(v0M+· · ·+vn−1M)
for n ≥ 1 is injective.
[Note: This result is due to Landweber†.]
Remark: Since HSPEC/Ph is the represented equivalent of HTZ(SPEC) (cf. p.
17-6), the exact functor theorem implies ∃ a spectrum EM such that EM∗(X) ≈MU∗(X)
⊗MU∗(S)M ∀ X ( =⇒ EM∗(S) ≈M).
[Note: EM is unique up to isomorphism (but is not necessarily unique up to
unique isomorphism). To force the latter, it suffices thatM be countable and concentrated
in even degrees (Franke‡).]
Remark: Franke (ibid.) has shown that if R is a countable graded MU∗(S)-algebra
with unit which, when viewed as a graded left MU∗(S)-module, satisfies the hypotheses
of the exact functor theorem, then ER is a ring spectrum (commutive if R is graded com-
mutative).
Suppose given an F ∈ FGLA −then the homomorphism f : MU∗(S) → A classifying F serves to
equip AOP with the structure of a graded left MU∗(S)-module and the f(vn) are the vn ∈ A per F .
EXAMPLE Take A = Q (trivial grading) and let f :MU∗(S)→ Q classify the FLG x+ y −then
∀ p ∈ Π, f(v0) = p is a unit and f(vn) = 0 (n ≥ 1). Therefore the sequence {f(vn)} is Q-regular and the
spectrum produced by the exact functor theorem is H(Q).
[Note: This would not work if Q were replaced by Z.]
EXAMPLE Take A = Z[u, u−1] (|u| = −2) and let f : MU∗(S) → Z[u, u−1] classify the FLG
†Amer. J. Math. 98 (1976), 591-610; see also Rudyak, Math. Notes 40 (1986), 562-569.
‡Math. Nachr. 158 (1992), 43-65.
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x + y + uxy. Here f(v0) = p, f(v1) = u
p−1, f(vn) = 0 (n > 1), thus the conditions of the exact functor
theorem are met and the representing spectrum is KU (cf. p. 17-15).
Let A be a divisible abelian group −then Hom([S,−, A) is an exact cofunctor which
converts coproducts into products, thus is representable (cf. p. 15-17) (S is compact). So:
∃ a spectrum S[A] such that ∀ X, [X,S[A]] ≈ Hom(π0(X), A). Definition: The A-dual
∇AX of X is hom(X,S[A]).
Observation: There is a canonical arrow X −→ ∇2AX, and ∀ n, S[A]
n(X) ≈
Hom(πn(X), A).
PROPOSITION 18 There are no nonzero phantom maps to ∇AX.
[Written out, the claim is that Ph(Y,∇AX) = 0 ∀ Y, i.e., that the kernel of the
arrow [Y,∇AX] → Nat(hY, h∇AX) is trivial. But hY = colim
Y
hL =⇒ Nat(hY, h∇AX) ≈
lim
Y
Nat(hL, h∇AX) ≈ lim
Y
[L,∇AX]. On the other hand, there is an arrow Hom(π0(Y ∧
X), A) → lim
Y
Hom(π0(L ∧ X), A) and a commutative diagram
[Y,∇AX]
lim
Y
[L,∇AX]
Hom(π0(Y ∧X), A)
lim
Y
Hom(π0(L ∧X), A)
. The horizontal arrows are isomorphisms, as is the vertical ar-
row on the right (cf. §15, Proposition 18 and subsequent remark). Therefore the vertical
arrow on the left is an isomorphism, hence Ph(Y,∇AX) = 0.]
EXAMPLE Take A = Q/Z −then ∇Q/ZX is the Brown-Comenetz † dual of X and, thanks to the
Pontryagin duality theorem, the canonical arrow X → ∇2Q/ZX is an isomorphism if the homotopy groups
of X are finite.. Example: ∇Q/ZH(Z/pZ) ≈ H(Z/pZ).
[Note: In homotopy, the canonical arrow πn(X)→ πn(∇2Q/ZX) is the inclusion of πn(X) into its dou-
ble dual per Q/Z and if πn(X) if finitely generated, then πn(∇2Q/ZX) = proπn(X), the profinite completion
of πn(X).]
FACT Take C = HSPEC −then ∀ X, h∇Q/ZX is an injective object of [(cptC)OP,AB]+.
[It follows from the definitions (and Yoneda) that this is true if X is compact. In general, there are
compact objects Ki and an arrow ∇Q/ZX f−→
∏
i
∇Q/ZKi such that hf is a monomorphism (Q/Z is an
†Amer. J. Math. 98 (1976), 1-27.
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injective coseparator in AB). Consider now the exact triangle Y
φ−→ ∇Q/ZX f−→
∏
i
∇Q/ZKi → ΣY. Since
f ◦ φ = 0 (cf. §15, Proposition 3), hf ◦ hφ = 0 =⇒ hφ = 0 =⇒ φ ∈ Ph(Y,∇Q/ZX) =⇒ φ = 0 (cf.
Proposition 18), so ∇Q/ZX is a retract of
∏
i
∇Q/ZKi.]
EXAMPLE Define S[Z] by the exact triangle S[Z]
u−→ S[Q] v−→ S[Q/Z] w−→ ΣS[Z] where
v∗ : π0(S[Q]) → π0(S[Q/Z]) corresponds to the projection Q → Q/Z −then π0(S[Z]) ≈ Z and u∗ :
π0(S[Z]) → π0(S[Q]) corresponds to the inclusion Z → Q. Definition: The Anderson dual of ∇ZX of X is
hom(X,S[Z]). There is a canonical arrow X → ∇2ZX which is an isomorphism if the homotopy groups of
X are finitely generated. Examples: (1) ∇ZH(Z) ≈ H(Z); (2) ∇ZKU ≈ KU.
FACT Suppose that the homotopy groups of X are finite −then Σ∇ZX ≈ ∇Q/ZX.
Given an abelian group G, define the Moore spectrum of type G by the exact triangle∨
j
S→
∨
i
S→ S(G)→
∨
j
ΣS→, where 0→
⊕
j
Z→
⊕
i
Z→ G→ 0 is a presentation of G
−then S(G) is connective and π0(S(G)) = G. Example: S(Z) = S.
PROPOSITION 19 Given a spectrum X and an abelian group G, there are short
exact sequences 0 −→ πn(X)⊗G −→ πn(X ∧ S(G)) −→ Tor(πn−1(X), G) −→ 00 −→ Ext(G,πn+1(X)) −→ [ΣnS(G),X] −→ Hom(G,πn(X)) −→ 0 .
Application H(Z) ∧ S(G) ≈ H(G), the Eilenberg-MacLane spectrum attached to G
(cf. p. 17-2).
EXAMPLE Take G = ZP −then S(ZP ) is a commutative ring spectrum.
[Note: S(Q) ≈ H(Q) (since πn(S)⊗Q = 0 for n 6= 0).]
EXAMPLE Take G = Z/pZ, where p is odd −then S(Z/pZ) ∧ S(Z/pZ) ≈ S(Z/pZ) ∨ ΣS(Z/pZ)
and S(Z/pZ) is a commutative ring spectrum is p > 3.
[Note: When p = 3, S(Z/3Z) admits a commutative multiplication with unit but associativity breaks
down.]
EXAMPLE Take G = Z/2Z −then S(Z/2Z) has no multiplication with unit (S(Z/2Z) is not a
retract of S(Z/2Z) ∧ S(Z/2Z)).
17-21
[Note: Hom(Z/2Z,Z/2Z) = Z/2Z whereas [S(Z/2Z),S(Z/2Z)] = Z/4Z. Because of this, one cannot
construct an additive functor AB
F→ HSPEC such that FG = S(G) (there is no ring homomorphism
Z/2Z→ Z/4Z).]
EXAMPLE Fix p ∈ Π−then S(Z/p∞Z) ≈ tel(S(Z/pZ)→ S(Z/p2Z)→ · · · ) =⇒ Σ−1S(Z/p∞Z) ≈
tel(Σ−1S(Z/pZ) → Σ−1S(Z/p2Z) → · · · ). But since S → S → S(Z/pnZ) → ΣS is exact, S(Z/pnZ) ≈
ΣDS(Z/pnZ), so Σ−1S(Z/p∞Z) ≈ tel(DS(Z/pZ) → DS(Z/p2Z) → · · · ). Accordingly, ∀ X,
hom(Σ−1S(Z/p∞Z),X)≈mic hom(DS(Z/pZ),X)← hom(DS(Z/p2Z),X)← · · · ). However, ∀ n, S(Z/pnZ)
is compact, hence dualizable =⇒ DS(Z/pnZ) dualizable (cf. §15, Proposition 32) =⇒ hom(DS(Z/pnZ),X)
≈ S(Z/pnZ) ∧X. Thus, ∀ X, hom(Σ−1S(Z/p∞Z),X) ≈ mic(S(Z/pZ) ∧X ← S(Z/p2Z) ∧X ← · · · ). Ex-
ample: mic(S(Z/pZ)← S(Z/p2Z)← · · · ) ≈ S(Ẑp) =⇒ ΣDS(Z/p∞Z) ≈ S(Ẑp).
Fix a spectrum E −then a morphism f : X → Y in HSPEC is said to be an
E∗-equivalence if f∗ : E∗(X) → E∗(Y) is an isomorphism. Denoting by SE the class
of E∗-equivalences, the Bousfield-Margolis localization theorem guarantees the existence of
a localization functor TE such that S
⊥
E is the class of the E∗-local (= TE-local) spectra. In
this connection, recall that X is E∗-local iff [Y,X] = 0 for all E∗-acyclic (= TE-acyclic)
Y (cf. §15, Proposition 27) and the class of E∗-local spectra is the object class of a thick
subcategory of HSPEC which is closed under the formation of products in HSPEC (cf.
§15, Proposition 28). Let us also bear in mind that TE has the IP (cf. §15, Proposition
40).
Notation: HSPECE is the full subcategory of HSPEC whose objects are the E∗-
local spectra, LE : HSPEC → HSPECE is the associated reflector, and lE : X → LEX
is the arrow of localization.
[Note: The objects of HSPECE are the objects of 〈E〉, the Bousfield class of E, and
LE ≈ LF iff 〈E〉 = 〈F〉. HSPECE is a CTC (cf. p. 15-41) but need not be compactly
generated (Strickland† ).]
Remark: Ohkawa‡ has shown that the conglomerate 〈HSPEC〉 whose elements are
the Bousfield classes is codable by a set.
LEMMA Given spectra E and F, suppose that 〈E〉 ≤ 〈F〉 −then ∀ X, TETFX ≈
TEX ≈ TFTEX.
EXAMPLE Suppose that X is connective −then X = 0 iff X is H(Z)∗-acyclic.
†No Small Objects, Preprint.
‡Hiroshima Math. J. 19 (1989), 631-639.
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[Note: ∇Q/ZS (= S[Q/Z]) is H(Z)∗-acyclic and nonzero (although ∇Q/ZS ∧∇Q/ZS = 0).]
Instead of working with E∗-equivalences, one could work instead with E
∗-equivalences and then de-
fine E∗-local spectra in the obvious way. Problem: Do the E∗-local spectra constitute the object class of a
reflective subcategory of HSPEC? While the answer is unknown in general, one does have the following
partial result due to Bousfield† .
COHOMOLOGICAL LOCALIZATION THEOREM Suppose that E has the following prop-
erty: ∀ n Z/pZ ⊗ πn(E) and Tor(Z/pZ, πn(E)) are finite ∀ p ∈ Π −then there exists an F such that the
E∗-equivalences are the same as the F∗-equivalences, so cohomological localization with respect to E exists
and is given by homological localization with repsect to F.
[Note: When the πn(E) are finitely generated, one can take F = ∇ZE.]
Given an abelian group G, call S(G) the class of abelian groups A such that A⊗G =
0 = Tor(A,G) (cf. p. 9-32).
PROPOSITION 20 S(G′) = S(G′′) iff 〈S(G′)〉 = 〈S(G′′)〉.
This result reduces the problem of inventoring the LS(G) to when G = ZP or G =⊕
p∈P
Z/pZ.
EXAMPLE 〈S(ZP )〉 = 〈S(Q)〉 ∨
∨
p∈P
〈S(Z/pZ)〉 =⇒ 〈S〉 = 〈S(Q)〉 ∨
∨
p∈P
〈S(Z/pZ)〉). And:
〈S(Q)〉 ∧ 〈S(Z/pZ)〉 = 〈0〉 & 〈S(Z/pZ)〉 ∧ 〈S(Z/qZ)〉 = 〈0〉 (p 6= q).
PROPOSITION 21 Let G = ZP −then LS(ZP )X = S(ZP ) ∧ X and π∗(LS(ZP )X =
ZP ⊗ π∗(X).
[S(ZP ) is a commuative ring spectrum with the property that the product S(ZP )∧
S(ZP )→ S(ZP ) is an isomorphism, thus TS(ZP ) is smashing (cf. p. 15-45) andX ≈ S∧X→
S(ZP ) ∧X is the arrow of localization.]
FACT Suppose that X is connective −then LS(ZP )X ≈ LH(ZP )X.
[Note: Take P = Π to see that LS(Z)X ≈ LH(Z)X, i.e., X ≈ LH(Z)X.]
Write HSPECP for the full subcategory of HSPEC whose objects are P -local (=
S(ZP )∗-local) (use the symbol HSPECQ if P = ∅ −then the objects of HSPECP are
†Cohomological Localizations of Spaces and Spectra, Preprint.
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those X which are P -local in homotopy, i.e., ∀ n πn(X) is P -local and HSPECP is a
monogenic compactly generated CTC.
FACT The category HSPECQ is equivalent to the category of graded vector spaces over Q.
[Note: The objects of HSPECQ are the rational spectra .]
PROPOSITION 22 Let G = Z/pZ −then LS(Z/pZ)X = hom(Σ
−1S(Z/p∞Z),X)
and there is a split short exact sequence 0 → Ext(Z/p∞Z), π∗(X)) → π∗(LS(Z/pZ)X) →
Hom(Z/p∞Z, π∗−1(X))→ 0.
[Consider the exact triangle hom
(
S
(
Z
[1
p
])
,X
)
→ hom(S,X)→ hom(Σ−1S(Z/p∞Z),X)
→ Σhom
(
S
(
Z
[
1
p
])
,X
)
. On the one hand, hom(Σ−1S(Z/p∞Z)X) is S(Z/pZ)∗-local (for
S(Z/pZ) = S(Z/p∞Z)) and, on the other, hom
(
S
(
Z
[
1
p
])
,X
)
is S(Z/pZ)∗-acyclic (its ho-
motopy groups are uniquely p-divisible). ThereforeX ≈ hom(S,X)→ hom(Σ−1S(Z/p∞Z),
X)) is the arrow of localization.]
[Note: The S(Z/pZ)∗-local spectra are those X such that ∀ n, πn(X) is p-cotorsion.
Proof: hom
(
S
(
Z
[
1
p
])
,X
)
= 0 iff ∀ n, Hom
(
Z
[
1
p
]
, πn(X)
)
= 0 & Ext
(
Z
[
1
p
]
, πn(X)
)
= 0.]
If the homotopy groups of X are finitely generated, put X̂p = LS(Z/pZ)X and call X̂p
the p-adic completion of X. Justification: ∀ n, πn(X̂p) ≈ πn(X)p̂ (cf. p. 10-2). Example:
Ŝp = LS(Z/pZ)S = hom(Σ
−1S(Z/p∞Z),S) = DΣ−1S(Z/p∞Z) = ΣDS(Z/p∞Z) = S(Ẑp)
(cf. p. 17-22).
PROPOSITION 23 The arrow of localization per
⊕
p∈P
Z/pZ is X →
∏
p∈P
LS(Z/pZ)X
(cf. §9, Proposition 22).
FACT ∀ X, there is an exact triangle hom(S(Q),X) → X →
∏
p
hom(Σ−1S(Z/p∞Z),X) →
Σhom(S(Q),X).
FACT ∀ X, there is an exact triangle
∨
p
X ∧ Σ−1S(Z/p∞Z) → X → X ∧ S(Q) →
∨
p
Σ(X ∧
Σ−1S(Z/p∞Z)).
PROPOSITION 24 Let G, K be abelian groups such that S(G) = S(K) −then ∀ X,
〈X ∧ S(G)〉 = 〈X ∧ S(K)〉.
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EXAMPLE Let G, K be abelian groups such that S(G) = S(K) −then 〈H(G)〉 = 〈H(K)〉. In
fact,
 H(G) = H(Z) ∧ S(G)H(K) = Z ∧ S(K) (cf. p. 17-21).
FACT Suppose that E ∧ S(Q) 6= 0 −then ∀ X, LE∧S(Q)X ≈ LS(Q)X.
LEMMA Given a connective spectrum E, put πE =
⊕
n
πn(E) −then 〈H(πE)〉 ≤
〈E〉 ≤ 〈S(πE)〉.
[〈H(π(E))〉 ≤ 〈E〉: Since E is connective, S(πE) = S(
⊕
n
Hn(E;Z)), so 〈H(π(E)〉 =
〈H(
⊕
n
Hn(E;Z))〉 = 〈
∨
n
ΣnH(Hn(E;Z))〉 = 〈E ∧H(Z)〉 (cf. p. 17-21), which is ≤ 〈E〉.
〈E〉 ≤ 〈S(πE)〉: Let G1 be the direct sum of the groups in the set {Q,Z/pZ (p ∈ Π}
with S(G1) = S(πE) and let G2 be the direct sum of what remains −then 〈S(G1)〉 ∧
〈S(G2)〉 = 〈0〉 & 〈S(G1)〉 ∨ 〈S(G2)〉 = 〈S〉. And: E ∧ S(G2) = 0, hence 〈E〉 = 〈E〉 ∧ 〈S〉 =
〈E〉 ∧ (〈S(G1)〉 ∨ 〈S(G2)〉) = (〈E〉 ∧ 〈S(G1)〉) ∨ (〈E〉 ∧ 〈S(G2)〉) = 〈E〉 ∧ 〈S(G1)〉 = 〈E〉 ∧
〈S(π(E)〉 ≤ 〈S(π(E)〉.]
PROPOSITION 25 Let E, X be connective −then LEX ≈ LS(πE)X, where πE =⊕
n
πn(E).
[The lemma implies that the arrow of localization X→ LS(πE)X is an E∗-equivalence.
But LS(πE)X = LH(πE)X (cf. infra) and LH(πE)X is E∗-local (by the lemma).]
LEMMA Let E, X be spectra and let G be an abelian group −then the arrow LS(G)LEX →
LE∧S(G)X is an isomorphism if G is torsion or if E ∧ S(Q) 6= 0.
[Suppose first that G is torsion, say G =
⊕
p∈P
Z/pZ (this entails no loss of generality). Since
LS(G)LEX → LE∧S(G)X is an (E ∧ S(G))∗-equivalence, it suffices to prove that LS(G)LEX is (E ∧
S(G))∗-local or still, that [Y, LS(G)LEX] = 0 for all (E ∧ S(G))∗-acyclic Y. But [Y, LS(G)LEX] =[
Y,hom
(∨
p∈P
Σ−1S(Z/p∞Z), LEX
)]
=
[
Y ∧
∨
p∈P
Σ−1S(Z/p∞Z), LEX
]
and Y ∧
∨
p∈P
Σ−1S(Z/p∞Z) is E∗-
acyclic
(S(⊕
p∈P
Z/p∞Z
)
= S(G)). To discuss the case, viz. when E ∧ S(Q) 6= 0, one can take G =
ZP . Because LE∧S(G)X is S(G)-local, it need only be shown that LEX → LE∧S(G)X is an S(G)∗-
equivalence. However 〈S(G)〉 = 〈S(Q)〉 ∨
∨
p∈P
〈S(Z/pZ)〉, which reduces the problem to showing that
LEX → LE∧S(G)X is an S(Q)∗-equivalence and an S(Z/pZ)∗-equivalence for each p ∈ P . Due to our
assumption that E ∧ S(Q) 6= 0 just the second possibility is at issue. For this, consider the commutative
triangle
LEX LE∧S(G)
LE∧S(Z/pZ)
. Here, the arrow LE∧S(G) → LE∧S(Z/pZ) is an S(Z/pZ)∗-equivalence
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(LS(Z/pZ)LE∧S(G)X ≈ LE∧S(G)∧S(Z/pZ) ≈ LE∧S(Z/pZ)), as is the arrow LEX→ LE∧S(Z/pZ) (LS(Z/pZ)LEX ≈
LE∧S(Z/pZ)). Therefore the arrow LEX→ LE∧S(G)X is an S(Z/pZ)∗-equivalence.]
[Note: The assumption that E∧ S(Q) 6= 0 cannot be dropped. Example: LS(Q)LS(Z/pZ)H(Z) 6= 0 yet
LS(Z/pZ)∧S(Q)H(Z) = 0.]
To tie up the loose end in the proof of Proposition 25, observe that H(Z) ∧ S(Q) ≈ H(Q) 6= 0 (cf. p.
17-21). In addition, since X is connective, X ≈ LH(Z)X (cf. p. 17-23), hence LS(πE)X ≈ LS(πE)LH(Z)X ≈
LH(Z)∧S(πE))X ≈ LH(πE)X. (cf. p. 17-21).
LEMMA Let A be a ring with unit, M a left A-module −then S(A) = S(A⊕M).
Application: Suppose that E is a ring spectrum −then S(π0(E)) = S
(⊕
n
πn(E)
)
.
Example: Take E = MU −then S(Z) = S
(⊕
n
πn(MU)
)
, thus for any connective X,
LMUX ≈ LS(Z)X ≈ LSX ≈ X.
[Note: It follows that all compact spectra are MU∗-local. Indeed, a compact object
in HSPEC is isomorphic to a Q∞q K, where K is a pointed finite CW complex (cf. p.
16-15). And: Q∞q K ≈ S
−q ∧K ≈ S−q ∧Q∞K ≈ (cf. p. 16-30). But Q∞K is connective
(cf. p. 16-7) (K is wellpointed). Therefore Q∞K is MU∗-local, hence S
−q ∧Q∞K is too
(cf. p. 15-42) (S−q is compact and HSPEC is a monogenic compactly generated CTC).]
FACT Let X, Y be spectra with Y∗(X) = 0. Assume: The homotopy groups of Y are finite −then
π∗(X ∧∇Q/ZY) = 0.
[Y ≈ ∇2Q/ZY =⇒ 0 = [X,ΣnY] = [X,Σn∇2Q/ZY] = Hom(πn(X ∧∇Q/ZY,Q/Z).]
EXAMPLE The assumptions of the preceeding result are met if X = MU, Y = S. Therefore
∇Q/ZS is MU∗-acyclic, so 〈MU〉 < 〈S〉.
One also has a good understanding of homological localization with respect to KU.
Here though, I shall merely provide a summary (proofs can be found in Bousfield†).
[Note: There is no need to distinguish between LKU and LKO since 〈KU〉 = 〈KO〉
(Meier‡).]
Put M(p) = S(Z/pZ) −then there is a KU∗-equivalence Ap : Σ
dM(p) → M(p),
where d = 8, if p = 2, & d = 2p − 2, if p > 2. Using the notation on p. 15-45, the arrow
M(p)→ A−1p M(p) is a KU∗-equivalence and A
−1
p M(p) is KU∗-local ( =⇒ LKUM(p) =
†Topology 18 (1979), 257-281; see also J. Pure Appl. Algebra 66 (1990), 121-163.
‡J. Pure Appl. Algebra 14 (1979), 59-71.
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A−1p M(p)).
[Note: Define coAp by the exact triangle Σ
dM(p)
Ap
−→ M(p) → coAp → Σ
d+1M(p)
−then 〈KU〉 = 〈
∨
p
coAp〉
c.]
Remark: TKU is smashing and the πn(LKUS) can be calculated in closed form (LKUS
is not connective, e.g., π−2(LKUS) = Q/Z).
Examples: (1) LKU(X ∧ M(p)) ≈ LKUS ∧ X ∧ M(p) ≈ X ∧ LKUS ∧ M(p) ≈
X ∧ LKUM(p) ≈ X ∧A
−1
p M(p); (2) LE∧M(p)X ≈ LM(p)LEX (cf. p. ??).
BOUSFIELD’S FIRST KU THEOREM Fix an X −then X is KU∗-local iff ∀ p &
∀ n, the arrow [ΣnM(p),X]→ [Σn+dM(p),X] induced by Ap is bijective or, equivalently,
iff ∀ p & ∀ n, the arrow πn(M(p) ∧X)→ πn+d(M(p) ∧X) induced by Ap is bijective.
[Note: Therefore X is KU∗-local iff π∗(M(p) ∧ X) ≈ π∗(A
−1
p M(p) ∧ X) under the
KU∗-equivalence M(p)→ A
−1
p M(p).]
BOUSFIELD’S SECOND KU THEOREM Fix an f : X → Y −then f is a KU∗-
equivalence iff f∗ : π∗(X)⊗Q→ π∗(Y)⊗Q is bijective and ∀ p, f∗ : π∗(A
−1
p (M(p)∧X)→
π∗(A
−1
p (M(p) ∧Y) is bijective.
FACT Let ku be the connective cover of KU −then ku is a ring spectrum (cf. p. 15-46) and K ≈
b
−1
U ku (cf. p. 15-46).
Fix a prime p −then the objects of HSPECp (= HSPEC{p}) are the p-local spectra
and one writes Xp in place of LS(Zp)X, Xp being the p-localization of X. Example: M(p)
is p-local.
[Note: In HSPECp, X ∧ −pY = (X ∧ Y)p (cf. p. 15-41), i.e., X ∧p Y = X ∧ Y
(TS(Zp) is smashing ), and Sp is the unit. Example: 〈Sp〉 = 〈M(p)〉 ∨ 〈S(Q)〉.]
EXAMPLE Consider KUp −then Adams† has shown that there is a splitting KUp ≈ KUp(1)∨
Σ2KUp(1)∨ · · · ∨ Σ2(p−2)KUp(1) where KUp(1) is a p-local spectrum with π∗(KUp(1)) ≈ Zp[v1, v−11 ]
(|v1| = 2(p− 1)).
PROPOSITION 26 Suppose that Xp = 0 ∀ p −then X = 0.
[Xp = 0 ∀ p =⇒ Zp ⊗ π∗(X) = 0 ∀ p =⇒ π∗(X) = 0 (cf. p. 8-3). =⇒ X = 0.]
[Note: The converse is trivial.]
†SLN 99 (1969), 77-98; see also Bousfield, Amer. J. Math. 107 (1985), 895-932.
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The objects of cpt HSPEC p are the p-compact spectra .
FACT A p-local spectrum is p-compact iff it is isomorphic to the p-localization of a compact spec-
trum.
EXAMPLE Take X compact −then f : ΣnX → X is composition nilpotent iff ∀ p, fp : ΣnXp →
Xp is composition nilpotent.
[f is composition nilpotent iff f−1X = 0 (cf. p. 15-46). But f−1X = 0 iff ∀ p, (f−1X)p = 0 (cf.
Proposition 26). And: (f−1X)p = f
−1
p Xp.]
BP THEOREM Formal group law theory furnishes a canonical idempotent ep ∈
[MUp,MUp] (the Quillen idempotent ) which is a morphism of ring spectra. Thus,
since idempotents split (cf .p. 15-17), ∃ a commutative ring spectrum BP (called the
Brown-Peterson spectrum at the prime p) and morphisms i : BP → MUp, r : MUp →
BP of ring spectra such that r ◦ i = idBP and Ep = i ◦ r. BP is complex orientable and
BP∗(S) = Zp[v1, v2, . . .], where |vi| = −2(p
i − 1). And: MUp is isomorphic to a wedge of
suspensions of BP, hence 〈MUp〉 = 〈BP〉.
[Note: The construction is spelled out in Adams† (a sketch of the underlying ideas is
given below).]
Notation: A is a commutative Zp-algebra with unit, FGLA is the set of formal groups laws over A,
and FGLA,p is the set of p-typical formal group laws over A.
Note: Initially, it is best to keep the graded picture in the background.]
CARTIER’S THEOREM There is an idempotent ǫA : FGLA → FGLA,p, functorial in A, such
that ǫA(FGLA) = FGLA,p. Furthermore, there is a natural strict isomorphism F → ǫAF such that if F is
p-typical, then ǫAF = F and F → ǫAF is the identity.
Using this result, one can establish a p-typical variant of Larzard’s theorem: The functor from the
category of commutative Zp-algebras with unit to the category of sets which sends A to FGLA,p is rep-
resentable. Proof: Let ǫp : L ⊗ Zp → L ⊗ Zp be the homomorphism classifying ǫL⊗ZpFL −then ǫp is
idempotent, FV = ǫL⊗ZpFL is defined over V = im ǫp, and FV is the universal p-typical FGL.
[Note: Structurally, V = Zp[v1, v2, . . .], a polynomial algebra on generators vi od degree −2(pi − 1).]
†Stable Homotopy and Generalized Homology, University of Chicago (1974), 104-116; see also Wilson,
CBMS Regional Conference 48 (1982), 1-86.
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Remark: To explain the origin of the Quillen idempotent, identify L ⊗ Zp with MU∗(S) ⊗ Zp, so
FL ↔ FMU. Let φp : FMU → FV be the natural strict isomorphism provided by Cartier, put xMUp =
φp(xMU) ∈ MU2p(P∞(C)) (a complex orientation of MUp), and let ep : MUp → MUp be the unique
morphism of ring spectra such that ep ◦xMU = xMUp −then from the definitions ep ◦ep ◦xMU = ep ◦xMU,
hence ep is idempotent ep ◦ ep = ep.
[Note: BP is a commutative ring spectrum with complex orientation xBP. The associated FGL
FBP is p-typical and the map V → BP∗(S) classifying FBP is an isomorphism of graded commutative
Zp-algebras with unit. Therefore π∗(MUp) = π∗(BP)⊗Zp Zp[x1, . . . , x̂p−1, xp, . . . , x̂p2−1, xp2 , . . .]. Now let
S be the set of monomials drawn from {xk : k 6= pi − 1 ∀ i}. Given and xI ∈ S, write dI for its degree and
call fI the composite S
dI ∧BP → MUp ∧MUp → MUp −then the wedge of the fI defines a morphism∨
xI∈S
ΣdIBP→MUp which induces an isomorphism in homotopy.]
Rappel: If F ∈ FGLA,p and if φ(x) =
∑
i≥1
φix
i ∈ A[[x]] with φ′(0) = 1, then the formal group law
G(x, y) = φ(F (φ−1(x), φ−1(y))) is p-typical iff φ−1(x) has the form x+F a1x
p +F a2x
p2 +F · · · (ai ∈ A).
Set V T = V [t1, t2, . . .], a polynomial algebra on indeterminates ti (|ti| = −2(pi − 1)) −then the pair
(V, V T ) is a Hopf algebroid over Zp, i.e., is a cogroupoid object in the category of commuative Zp-algebras
with unit (cf. Propostion 17). Thus let A be a commutative Zp-algebra with unit. Denoting by GA,p
the groupoid whose objects are the p-typical formal group laws over A and whose morphisms are the
strict isomorphisms, the functor from the category of commuative Zp-algebras with unit to the category of
groupoids which sends A to GOPA,p is represented by (V, V T ) . Indeed, Hom(V,A) ↔ FGLA,p = ObGA,p
(= ObGOPA,p) and this identifies the objects. Turning to the morphisms, suppose that f ∈ Hom(V T,A).
Put F = (f |V )∗FV and let φ : F → G be the morphism φ−1(x) = x +F f(t1)xp +F f(t2)xp2 +F · · · , so
φOP : G→ F is a strict isomorphism, where G(x, y) = φ(F (φ−1(x), φ−1(y))) is again p-typical.
[Note: ηL is the inclusion V → V T but there is no simple explicit formula for ηR. Incidentally, the
groupoid GA,p is not split.]
To understand the grading on V and V T , define an action A××ObGOPA,p → ObGOPA,p by (u, F )→ Fu,
where Fu(x, y) = uF (u−1x, u−1y), and define an action A× × MorGOPA,p → MorGOPA,p by (u, φOP) →
(φu)OP, where φu(x) = uφ(u−1X) −then this action grades V and V T and one can check that |vi| =
−2(pi − 1) = |ti|. Because the five arrows of structure ηR, ηL, ǫ, ∆, c are gradation preserving, it follows
that (V, V T ) is a graded Hopf algebroid over Zp.
[Note: Therefore (V, V T )OP is but another name for (BP∗(S), BP∗(BP)) and BP∗(BP) is a graded
free BP∗(S)-module.]
FACT (BP Nilpotence Technology) Let E be a p-local ring spectrum and consider the
Hurewicz homomorphism S∗(E) → BP∗(E) (cf. p. 17-9ff) −then the homogeneous elements of its kernel
are nilpotent (Devinatz-Hopkins-Smith† ).
†Ann. of Math. 128 (1988), 207-241.
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Application: If X is p-compact and if f : ΣnX → X is an arrow such that BP∗(f) = 0, then f is
composition nilpotent (cf. p. 17-17ff).
Application: If X is p-compact and Y is p-local and if f : X→ Y is an arrow such that idBP ∧ f = 0,
then f is smash nilpotent (cf. p. 17-18).
[Note: Write X = Xp, where X is compact (cf. p. 17-28) −then hom(X,Y) ≈ hom(X,Y) ≈
DX∧Y ≈ DX∧ Sp ∧Y ≈ hom(X,Sp)∧Y ≈ hom(Xp,Sp)∧Y ≈ hom(X,Sp)∧Y and hom(X,Sp) is the
dual of X in HSPECp.]
There are two particularly important classes of spectra attached to BP, viz. the K(n)
and the P(n) (0 < n < ∞) with π∗(K(n)) = Fp[vn, v
−1
n ] and π∗(P(n)) = Fp[vn, vn+1, . . .].
Both are p-local ring spectra (commutative if p > 2) and BP-module spectra but the
exact details of their construction need not detain us since all that really counts are the
properties possessed by them, which will be listed below. Example: P(1) ≈ BP ∧M(p).
[Note: The theory has been surveyed by Wu¨rgler† .]
The role of the P(n) is basically technical. Since vn ∈ π2(pn−1)(P(n)), one can form
vn : Σ
2(pn−1)P(n)→ P(n) (cf. p. 15-46) −then there is an exact triangle Σ2(p
n−1)P(n)
vn−→
P(n)→ P(n+1)→ Σ2p
n−1P(n). Moreover, 〈K(n)〉 = 〈v−1n P(n)〉 andH(Fp) ≈ tel(P(1)→
P(2)→ · · · ). On the other hand, 〈BP〉 = 〈H(Q)〉∨〈P(1)〉 and 〈P(n)〉 = 〈K(n)〉∨〈P(n+1)〉
(cf. §15, Proposition 43), hence 〈BP〉 = 〈H(Q)〉 ∨ 〈K(1)〉 ∨ · · · ∨ 〈K(n)〉 ∨ 〈P(n + 1)〉. In
addition, 〈H(Q)〉 ∧ 〈P(1)〉 = 〈0〉, 〈K(i)〉 ∧ 〈P(n+ 1)〉 = 〈0〉 (i = 1, . . . , n).
By contrast, K(n) (called the nth Morava K-theory at the prime p ) is a major player.
(Mo1) K(n) is a skew field object in HSPEC.
[This is because the homogeneous elements of π∗(K(n)) are invertible (cf. §15, Propo-
sition 42).]
(Mo2) ∀ X, K(n) ∧X is isomorphic to a wedge of suspensions of K(n).
[ K(n) ∧X is a K(n)-module, thus the assertion follows from the definition of a skew
field object (to accommodate K(n) ∧X = 0, use the empty wedge).]
(Mo3) ∀ X & ∀ Y, K(n)∗(X)⊗K(n)∗(S)K(n)∗(Y) ≈ K(n)∗(X ∧Y).
[This is a special case of Proposition 10.]
(Mo4) 〈K(n)〉 ∧ 〈K(m)〉 = 〈0〉 (m 6= n).
[Suppose that n < m −then 〈K(m)〉 ≤ 〈P(m)〉 ≤ 〈P(n+1)〉 and 〈K(n)〉∧〈P(n+1)〉 =
〈0〉.]
(Mo5) 〈H(Q)〉 ∧ 〈K(N)〉 = 〈0〉 & 〈H(Fp)〉 ∧ 〈K(N)〉 = 〈0〉.
†SLN 1474 (1991), 111-138.
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[〈H(Q)〉 ∧ 〈P(1)〉 = 〈0〉 and 〈K(N)〉 ≤ 〈P(n)〉 =⇒ 〈H(Q)〉 ∧ 〈K(N)〉 = 〈0〉 And:
H(Fp) ≈ tel(P(1) → P(2) → · · · ) =⇒ 〈H(Fp)〉 ≤ 〈P(n + 1)〉 =⇒ 〈H(Fp)〉 ∧ 〈K(N)〉 =
〈0〉.]
(Mo6) ∀ compact X, K(n)∗(X) ≈ K(n)∗(S)⊗Fp H∗(X;Fp) ∀ n≫ 0.
[Apply the Atiyah-Hirzebruch spectral sequence.]
Remarks: (1) K(n) is complex orientable if p is odd; (2) K(1) can be identified with
KUp(1) ∧M(p) (cf. p. 17-27).
EXAMPLE (Algebraic K-Theory) Suppose that A is a ring with unit and letWA be the Ω-
prespectrum attached to A by algebraic K-theory (cf. p. 14-72). Consider KA = eMWA −then Mitchell†
has shown that ∀ p & ∀ n ≥ 2, the connective cover of KA is K(n)∗-acyclic.
FACT Let k(n) be the connective cover of K(n) −then k(n) is a ring spectrum (cf. p. 17-8) and
K(n) ≈ v−1n k(n) (cf. p. 15-46).
[Note: There is an exact triangle Σ2(p
n−1)k(n)
vn−→ k(n)→ H(Fp)→ Σ2pn−1k(n), so by §15, Propo-
sition 43, 〈k(n)〉 = 〈H(Fp)〉 ∨ 〈K(n)〉.]
LEMMA Any retract of a K(n)-module is a K(n)-module.
EXAMPLE A spectrum Y is indecomposable if it has no nontrivial direct summands, i.e., Y ≈
X ∨ Z =⇒ X = 0 or Z = 0. Since idempotents split (cf. p. 15-17), Y is indecomposable iff [Y,Y] has no
nontrivial idempotents. Example: K(n) is indecomposable.
[Note: One can also prove that BP is indecomposable.]
Notation: For uniformity of statement, it is convenient to put K(0) = H(Q), K(∞) =
H(Fp).
Hovey‡ has shown that 〈K(n)〉 is minimal if n <∞ (but this is false if n =∞).
LEMMA Given f : X→ Y, suppose that K(n)∗(f) = 0, where n ∈ [0,∞] −then the
composite X
f
−→ Y ≈ S ∧Y→ K(n) ∧Y vanishes.
[For anyK(n)-module E,
 E
∗(X) ≈ Homπ∗(K(n))(K(n)∗(X), π∗(E))
E∗(Y) ≈ Homπ∗(K(n))(K(n)∗(Y), π∗(E))
, hence the in-
duced map E∗(Y)→ E∗(X) is the zero map. Now specialize to E = K(n) ∧Y.]
†K-Theory 3 (1990), 607-626.
‡Contemp. Math. 181 (1995), 230.
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PROPOSITION 27 If X is p-compact and Y is p-local and if f : X→ Y is an arrow
such that K(n)∗(f) = 0 ∀ n ∈ [0,∞], then f is smash nilpotent.
[It is enough to prove that idBP ∧ f
(k) = 0 (∃ k ≫ 0) (cf. p. 17-30), and for this,
one can take X = Sp. So, passing to Y
(∞)
f (defined by Sp instead of S (cf. p. 15-46)),
it suffices to show that BP ∧Y
(∞)
f = 0. But 〈BP〉 = 〈K(0)〉 ∨ · · · ∨ 〈K(n)〉 ∨ 〈P(n + 1)〉
and from our hypotheses and the lemma, K(m)∧Y
(∞)
f
= 0 (m ≤ n), thus we are left with
proving that P(n) ∧Y
(∞)
f = 0 (n ≫ 0), which however is clear since H(Fp) ∧Y
(∞)
f = 0
and H(Fp) ≈ tel(P(1)→ P(2)→ · · · ).]
Application: If E 6= 0 is a p-local ring spectrum, then for some n ∈ [0,∞], K(n)∗(E) 6=
0.
[Consider the unit Sp → E.]
Let R be a ring spectrum −then R is said to detect nilpotence if for any ring spectrum E, the homo-
geneous elements of the kernel of the Hurewicz homomorphism S∗(E) → R∗(E) are nilpotent. Example:
MU detects nilpotence (cf. p. 17-18).
LEMMA R detects nilpotence iff for all compact X and any f : X→ Y such that idR ∧ f = 0, f is
smash nilpotent.
[Necessity: Argue as on p. 17-18, with MU replaced by R .
Sufficiency: Given a ring spectrum E, fix a homogeneous element f : Sn → E in the kernel of the
Hurewicz homomorphism S∗(E)→ R∗(E) −then idR ∧ f = 0, so f is smash nilpotent, thus nilpotent.]
Remark: For a compact X, f : X → Y is smash nilpotent iff f : S → DX ∧Y is smash nilpotent (cf.
17-18). This said, the problem of determining the smash nilpotency of f : S→ Y is local, i.e., one has only
to check that fp : Sp → Yp is smash nilpotent ∀ p. Proof: f : S → Y is smash nilpotent iff Y(∞)f = 0 (cf.
15-46). But Y
(∞)
f = 0 iff (Y
(∞)
f )p = 0 ∀ p (cf. Proposition 26). And: (Y(∞)f )p = Y(∞)fp .
EXAMPLE A ring spectrum R detects nilpotence iff ∀ p & ∀ n ∈ [0,∞], K(n)∗(R) 6= 0.
[Consider an f : S→ Y such that idR∧ f = 0. Fixing p, one has K(n)∗(fp) = 0 ∀ n ∈ [0,∞] (K(n)∧R
is isomorphic to a wedge of suspensions of K(n)), thus by Proposition 27, fp is smash nilpotent. Therefore
R detects nilpotence.]
FACT Suppose that E is a skew field object in HSPEC −then E is isomorphic to a wedge of
suspensions of some K(n) ∃ n ∈ [0,∞]).
[∃ p: Ep 6= 0 (cf. Proposition 26) =⇒ K(n)∗(E) 6= 0 (∃ n ∈ [0,∞]) (cf. p. 17-31). Since K(n) and
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E are both skew field objects, K(n)∧E 6= 0 is simultaneously a wedge of suspensions of K(n) and a wedge
of suspensions of E. Deduce that E is a retract of a wedge of suspensions of K(n), hence is a K(n)-module
(cf. p. 17-31).]
A skew field object in HSPEC is said to be prime if it is indecomposable. The K(n) (n ∈ [0,∞])
for p ∈ Π are prime and the preceding result implies that, up to isomorphism, they are the only primes in
HSPEC.
EXAMPLE Suppose that p is odd −then KUp(1) ∧M(p) is a field object (being isomorphic to
K(1) ∨ Σ2K(1) ∨ · · ·Σ2(p−2)K(1) (cf. p. 17-27)) but it is not prime.
PROPOSITION 28 Fix a prime p −then H(Fp) is K(n)∗-acyclic (n ∈ [0,∞[).
[Trivially, H(Q) ∧ H(Fp) = 0. Proceeding by contradiction, assume that K(n) ∧
H(Fp) 6= 0 for some n ∈ [1,∞[. Since H(Fp) is a field object, H(Fp) is isomorphic to a
wedge of suspensions of K(n) (cf. supra), an impossibility.]
FACT Let X be a spectrum with the property that ∃ N : πn(X) = 0 (n > N) −then X is K(n)∗-
acyclic (n ∈ [1,∞]).
[Using Proposition 28, prove it first under the assumption that π∗(X) is torsion. To handle the general
case, smash S
p→ S→M(p)→ ΣS withK(n)∧X to see that π∗(K(n)∧X) injects into π∗(K(n)∧X∧M(p)).
But Proposition 19 implies that X ∧M(p), like X, is “bounded above” and πn(X ∧M(p)) is torsion.]
[Note: In particular, K(n) ∧H(π) = 0 (n ∈ [1,∞[), π any abelian group.]
Application: If X is a spectrum and x (= τ≤0X) is its connective cover, then the arrow x → X is a
K(n)∗-equivalence (n ∈ [1,∞[).
[For K(n) ∧ F = 0, where F is defined by the exact triangle F→ x→ X→ ΣF.]
[Note: Let A be a ring with unit −then ∀ p & ∀ n ≥ 2, the connective cover of KA is K(n)∗-acyclic
(cf. 17-31), hence so is KA itself.]
PROPOSITION 29 If X is p-compact and if f : ΣdX → X is an arrow such that
K(n)∗(f) = 0 ∀ n ∈ [0,∞[, then f is composition nilpotent.
[This is a consequence of Proposition 27 (one doesn’t need the n =∞ case).]
EXAMPLE If X is p-compact and if K(n)∗(f) = 0 (∀ n ∈ [0,∞[), then X = 0 (in Proposition 29,
take f = idX.)
[Note: Accordingly, if X is compact and if ∀ p & ∀ n ∈ [0,∞[, K(n)∗(X) = 0, then X = 0. In fact,
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K(n)∗(X) = π∗(K(n) ∧X) = π∗(K(n) ∧Xp) = K(n)∗(Xp) =⇒ Xp = 0 ∀ p =⇒ X = 0 (cf. Proposition
26).]
Given a prime p, write C(0) for cptHSPECp and let C(n) be the thick subcategory of
C(0) whose objects are those X such that K(n − 1)∗(X) = 0 (n ∈ [1,∞[) (conventionally,
the objects of C(∞) are the zero objects) −then C(n + 1) ⊂ C(n), i.e., K(n)∗(X) = 0
=⇒ K(n− 1)∗(X) = 0 (Ravenel
†) and the containment is strict (Mitchell‡).
[Note: A p-compact X is said to have type n if n = min{m : K(m)∗(X) 6= 0} (X = 0
has type ∞). The objects of type n are the objects in C(n) which are not in C(n + 1).
Examples: (1) Sp has type 0; (2) M(p) has type 1; (3) coAp has type 2.]
LEMMA Let X be a p-compact spectrum, E a p-local ring spectrum. Suppose given
a p-local spectrum Z and a morphism f : X → E ∧ Z in HSPECp such that K(n)∗(f) =
0 ∀ n ∈ [0,∞] −then the composite X(N) (E ∧ Z)(N)f
(N)
≈ E(N) ∧ Z(N) → E ∧ Z(N)
vanishes if N ≫ 0 (cf. Proposition 27).
Application: Let X, Y be p-compact spectra. Suppose given a p-local spectrum Z
and a morphism f : X→ Z in HSPECp such that K(n)∗(f ∧ idY) = 0 ∀ n ∈ [0,∞] −then
f(N) ∧ idY : X
(N) ∧Y→ Z(N) ∧Y vanishes if N ≫ 0.
[One has [X∧Y,Z∧Y] ≈ [X,hom(Y,Z∧Y)]. ButY is p-compact so hom(Y,Z∧Y) ≈
hom(Y,Sp) ∧Y ∧ Z ≈ hom(Y,Y) ∧ Z. Now specialize the lemma to E = hom(Y,Y).]
THICK SUBCATEGORY THEOREM The thick subcategories of C(0) are the C(n).
[Fix a thick subcategory of C of C(0) and let nC = min{n : C(n) ⊂ C}. Claim: If
X ∈ ObC has type n, then C(n) ⊂ C ( =⇒ C = C(nC)). Define F, f , by the exact
triangle F
f
−→ Sp → hom(X,X) → ΣF. Because HSPECp is monogenic ( =⇒ uni-
tal), hom(X,Sp) is p-compact, so hom(X,X) ≈ hom(X,Sp) ∧X ∈ ObC (C being thick
(cf. p. 15-41)). Putting Cf = hom(X,X), one thus concludes that F ∧ Cf ∈ ObC
(here again the assumption that C is thick comes in). But there is an exact triangle
F ∧C
f(N−1)
→ C
f(N)
→ Cf ∧ S
(N−1)
p → Σ(F ∧Cf(N−1)) (cf. p. 16-31), from which induc-
tively, C
f(N)
∈ ObC ∀ N ≥ 1. Take a Y in C(n). Since K(m)∗(f ∧ idY) = 0 ∀ m ∈ [0,∞]
(K(m)∗(X) 6= 0 ∀ m ≥ n), ∀ N ≫ 0, f
(N) ∧ idY = 0 (cf. supra). Working with the
exact triangle F(N) ∧Y S
(N)
p ∧Y Cf(N) ∧Y Σ(F
(N) ∧Y)
f(N)∧idY , it
then follows that C
f(N)
∧Y ≈ (S
(N)
p ∧Y)∨Σ(F
(N)∧Y) (cf. p. 15-5) And: C
f(N)
∧Y ∈ ObC
†Amer. J. Math. 106 (1984), 351-414 (cf. 366-367).
‡Topology 24 (1985), 227-246; see also Palmieri-Sadofsky, Math. Zeit. 215 (1994), 477-490.
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=⇒ S
(N)
p ∧Y ∈ ObC =⇒ Y ∈ ObC.]
EXAMPLE Fix a spectrum E and writeACYp(E) for the class of p-compactX such that E∧X = 0
−then ACYp(E) is the object class of a thick subcategory of C(0), henceACYp(E) = ObC(n) for some n.
FACT (Class Invariance Principle) Let X, Y be p-compact. Suppose that X has type n
and Y has type m −then 〈X〉 = 〈Y〉 iff n = m.
[The necessity is obvious. To establish the sufficiency, note that the full, isomorphism closed subcat-
egory of cptHSPECp whose objects are the Z with 〈Z〉 ≤ 〈X〉 is thick.]
Given a prime p and a p-compact X, an arrow f : ΣdX → X is said to be a vn-map
(n ∈ [0,∞]) if K(n)∗(f) is an isomorphism and K(m)∗(f) = 0 ∀ m 6= n (m ∈ [0,∞]) (cf.
Proposition 29). Example: X
p
→ X is a v0-map.
[Note: For m≫ 0, K(m)∗(f) = H(Fp)(f)⊗Fp idK(m)∗ =⇒ H(Fp)(f) = 0.]
Example: Ap : Σ
dM(p) → M(p) is a v1-map (d = 8, if p = 2 & d = 2p − 2 if p > 2
(cf. p. 17-26)).
PROPOSITION 30 Let X be p-compact and fix n ≥ 1. Suppose that X admits a
vn-map −then X belongs to C(n), i.e., K(n− 1)∗(X) = 0.
[Defining Y by the exact triangle ΣdX
f
−→ X→ Y→ Σd+1X, one has K(n)∗(Y) = 0,
thus 0 = K(n− 1)∗(Y) = K(n− 1)∗(X)⊕K(n− 1)∗(Σ
d+1X) =⇒ K(n− 1)∗(X) = 0.]
I shall omit the proof of the following result as it is quite involved.
HOPKINS-SMITH† EXISTENCE THEOREM Given n ≥ 1, ∃ a p-compact X of
type n which admits a vn-map.
[Note: In fact, X admits a vn-map f : Σ
PN2(pn−1)X → X such that K(n)∗(f) = v
pN
n
(N ≫ 0).]
Remark: A p-compact X admits a vn-map iff X is in C(n). To see this, call Vn the
full, isomorphism closed subcategory of C(0) (= cptHSPECp) whose objects are those X
which admit a vn-map. Owing to Proposition 30, C(n) ⊃ Vn. On the other hand, X
0
→ X
is a vn-map if K(n)∗(X) = 0, so Vn ⊃ C(n + 1). However, Vn is thick (cf. p. 17-37),
hence by the thick subcategory theorem, either Vn = C(n) or Vn = C(n + 1). Since the
†Ann. of Math. 148 (1998), 1-49; see also, Ravenel, Nilpotence and Periodicity is Stable Homotopy
Theory, Princeton University Press (1992), 53-68.
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containment C(n + 1) ⊂ C(n) is proper, the Hopkins-Smith existence theorem eliminates
the second possibility.
Notation: Write [X,X]∗ for the graded ring with unit defined by [X,X]n = [Σ
nX,X]
(cf. Proposition 1).
[Note: An arrow f : ΣnX→ X is composition nilpotent iff fk = 0 for some k or still,
is nilpotent when viewed as an element of [X,X]∗.]
PROPOSITION 31 Let X be p-compact and fix n ≥ 1. Suppose that f : ΣdX→ X,
g : ΣeX→ X are vn-maps −then ∃ i, j : f
i = gj.
The proof of Propositon 31 rests on the following considerations.
Given a p-compact X in C(n) (n ≥ 1), put RX = hom(X,Sp) ∧X (≈ hom(X,X)) −then RX is a
p-compact ring spectrum, H(Q) ∧RX = 0, and [X,X]∗ ≈ π∗(RX).
Definition: An element α ∈ πd(RX) is a vn-element provided that its image K(m)∗(α) under the
Hurewicz homomorphism S∗(RX)→ K(m)∗(RX) is a unit if m = n and vanishes otherwise (m ∈ [1,∞[).
[Note: By contrast, if K(m)∗(α) = 0 ∀ m ∈ [0,∞[, then α is nilpotent.]
Example: The adjoint f ∈ πd(RX) of a vn-map f ∈ [X,X]d is a vn-element (and conversely).
Claim: Fix a vn-element α −then ∃ i such that K(n)∗(αi) = vNn for some N .
[The ungraded quotient K(n)∗(RX)/(vn − 1) is a finite dimensional FP -algebra, thus its group of
units is finite.]
Claim: Fix a vn-element α −then ∃ i such that αi is in the center of π∗(RX).
[There is no loss in generality is supposing thatK(m)∗(α) is in the center ofK(m)∗(RX) ∀m ∈ [0,∞[.
Letting ad(α) : ΣdRX → RX be the composite Sd ∧RX RX ∧RX RX ∧RXα∧id id−T → RX,
ad(α)∗(β) = αβ − βα and ∀ i, ad(αi)∗(β) =
∑
j
(
i
j
)
adj(α)∗(β)α
i−j . Since pkα = 0 for some k and
ad(α) ∈ [RX,RX]∗ is nilpotent (cf. Proposition 29), one can take i = pN (N ≫ 0) to get that αiβ−βαi = 0
∀ β ∈ π∗(RX).]
Claim: Fix vn-elements α,β −then ∃ i, j such that αi = βj .
[Assuming, as is permissible, that αβ = βα and K(m)∗(α − β) = 0 ∀ m ∈ [0,∞[, use the binomial
theorem on αp
N
= (β + (α− β))pN (N ≫ 0), observing that α− β is both torsion and nilpotent.]
The last claim serves to complete the proof of Proposition 31.
PROPOSITION 32 Let X, Y be p-compact and fix n ≥ 1. Suppose that f :
ΣdX → X, g : ΣeY → Y are vn-maps −then ∃ i, j such that ∀ h ∈ [X,Y] the dia-
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gram
ΣidX ΣjeY
X Y
fi
Σidh=Σjeh
gj
h
commutes.
[Pass to hom(X,Sp) ∧Y and apply Proposition 31.]
To round out the discussion on p. 17-35, we shall now verify that Vn is thick. Obvi-
ously, Vn contains 0 and is stable under Σ
±1. Next, letX,Y be objects ofVn with vn-maps
f : ΣdX → X, g : ΣeY → Y. Choose i, j per Proposition 32 and put k = id (= je). Take
X
u
−→ Y and complete it to an exact triangle X
u
−→ Y
v
−→ Z
w
−→ ΣX −then the claim is
that Z admits a vn-map. For consider the diagram
ΣidX ΣjeY ΣkZ
X Y Z
fi
Σku
gj
Σkv
u v
. Since
ΣjeY ΣkZΣ
kv is a weak cokernel of ΣidX ΣjeYΣ
ku and since v ◦ gj ◦ Σku =
v ◦ u ◦ fi = 0, ∃ an arrow h : ΣkZ → Z such that h ◦ Σkv = v ◦ gj (cf. p. 15-3 ff.).
The five lemma gives that K(n)∗(h) is an isomorphism. And: ∀ m 6= n (m ∈ [0,∞[),
K(m)∗(h
2) = 0. Therefore h2 is a vn-map, so Z is in Vn, which means that Vn is triangu-
lated. Finally, if Y ∈ ObVn and Y ≈ X ∨ Z with i : X→ Y, r : Y→ X and r ◦ i = idX,
then X ∈ ObVn. Thus fix a vn-map g : Σ
eY → Y. By raising g to a sufficiently high
power, it can be arranged that the diagram
ΣeY ΣeY
Y Y
g
Σe(i◦r)
g
i◦r
commutes (cf. Propo-
sition 32). Applying K(n)∗ to
ΣeX ΣeY ΣeX
X Y Y
f
Σei
g
Σer
f
i r
, where f = r ◦ g ◦ Σei, and
using the fact that the retract of an isomorphism is an isomorphism, one concludes that f
is a vn-map. Accordingly, Vn is thick.
PROPOSITION 33 If E is p-local, then ∀ X, LEXp ≈ LEX ≈ (LEX)p.
[Since E is p-local, E ≈ E ∧ S(Zp), hence 〈E〉 ≤ 〈S(Zp)〉, and the lemma on p. 17-22
can be quoted.]
[Note: In order that X be E∗-local, it is therefore necessary that X be p-local.]
Application: If E is p-local and if  LEX ≈ X∧LESp ∀ p-local X, then TE is smashing.
[Given an arbitrary X,  LEX ≈  LEXp ≈ Xp ∧ LESp ≈ X ∧ S(Zp) ∧ LESp ≈ X ∧
(LESp)p ≈ X ∧ LE(Sp)p ≈ X ∧ LESp ≈ X ∧ LES.]
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Recall that for any E and any compact X, LEX ≈ X ∧LES (cf. p. 15-41) Corollary:
For any p-local E and for any p-compact X, LEX ≈ X ∧ LESp. Proof: Write X = Xp,
where X is compact (cf. p. 17-28) −then LEX ≈ LEXp ≈ LEX ≈ X∧LES ≈ X∧LESp ≈
X ∧ S(Zp) ∧ LESp ≈ Xp ∧ LESp ≈ X ∧ LESp. Example: Taking E = S(Z/pZ) (=M(p)),
LS(Z/pZ)X ≈ X ∧ Ŝp if X is p-compact.
EXAMPLE Let E 6= 0 be p-local and suppose that there exists an E∗-local object in C(n) for
some n < ∞). Case 1: H(Q) ∧ E 6= 0 −then LEX ≈ X ∀ p-compact X. Case 2: H(Q) ∧ E = 0 −then
LEX ≈ X ∧ Ŝp ∀ p-compact X.
[The class of all p-local X which are E∗-local must contain ObC(1). In addition, Ŝp is in E∗-local
(consider the exact triangle Ŝp
p→ Ŝp →M(p)→ ΣŜp) and if F is defined by the exact triangle F→ Sp →
Ŝp → ΣF, then F is E∗-local or E∗-acyclic depending on whether H(Q) ∧ E 6= 0 or H(Q) ∧ E = 0 (F is
rational). Working now with the commutative diagram
F Sp Ŝp ΣF
TEF TESp TEŜp ΣTEF
one
thus sees that in case 1, Sp is E∗-local ( =⇒ LEX ≈ X ∧ LESp ≈ X ∧ Sp ≈ X) while in case 2, LESp ≈
Ŝp ( =⇒ LEX ≈ X ∧ LESp ≈ X ∧ Ŝp).]
EXAMPLE Let E 6= 0 be a p-local ring spectrum with the property that ACYp(E) = 0. Case 1:
H(Q)∧E 6= 0 −then LEX ≈ X ∀ p compact X. Case 2: H(Q)∧E = 0 −then LEX ≈ X∧ Ŝp ∀ p compact
X.
[In view of the preceding example, one has only to exhibit an E∗-local object in C(1). Choose
n ∈ [0,∞]: K(n)∗(E) 6= 0 (cf. p. 17-31). If K(∞)∗(E) = H(Fp)(E) 6= 0, then 〈H(Fp)〉 ≤ 〈E〉 and M(p)
is H(Fp)∗-local, hence is E∗-local. So suppose that H(Fp) ∧ E = 0. Claim: ∃ a sequence k1 < k2 < · · ·
such that E ∧K(ki) 6= 0 (i = 1, 2, . . .). Proof: ∀ n < ∞, ∃ a p-compact ring spectrum Xn of type n and
E ∧Xn 6= 0 (by hypothesis) =⇒ K(m)∗(E ∧Xm) = 0 (m < n or m = ∞) =⇒ K(m)∗(E ∧Xn) 6= 0
(∃ m ∈ [n,∞[). But 〈K〉 ≤ 〈E〉 and M(p) is K∗-local, where K =
∨
i
K(ki).]
FACT Let E 6= 0 be p-local. Assume ACYp(E) = 0 and TE is smashing −then 〈E〉 = 〈Sp〉.
[Since TE is smashing, 〈E〉 = 〈LES〉 = 〈LESp〉. However LESp 6= 0 is a p-local ring spectrum with
the property that ACYp(LESp) = 0. Therefore LLESpSp ≈ LESp ≈ Sp or Ŝp. And: 〈Sp〉 ≤ 〈Ŝp〉 =⇒
〈E〉 = 〈Sp〉.]
Let X(n) be a p-compact spectrum of type n −then by the class invariance principle,
〈X(n)〉 depends only on n. Write T(n) for f−1X(n), where f : ΣdX(n)→ X(n) is a vn-map.
Thanks to Proposition 31, T(n) is independent of the choice of f . Moreover, its Bousfield
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class 〈T(n)〉 is independent of the choice of X(n) and applying Proposition 43 in §15 re-
peatedly, one obtains a decomposition 〈Sp〉 = 〈T(0)〉 ∨ 〈T(1)〉 ∨ · · · ∨ 〈T(n)〉 ∨ 〈X(n+ 1)〉
with 〈T(i)〉 ∧ 〈X(n + 1)〉 = 〈0〉 (i = 0, 1, . . . , n), 〈T(n)〉 ∧ 〈T(m))〉 = 〈0〉 (m 6= n) (here,
T(0) = H(Q)). Examples: (1) 〈BP〉 ∧ 〈X(n)〉 = 〈P(n)〉; (2) 〈BP〉 ∧ 〈T(n)〉 = 〈K(n)〉.
Notation: Put T (≤ n) = T(0) ∨T(1) ∨ · · · ∨T(n), call T fn the corresponding local-
ization functor and let Lfn be the associated reflector.
PROPOSITION 34 T fn is smashing, so ∀ X L
f
nX ≈ X ∧ L
f
nS.
[The Bousfield classes of LfnSp (= L
f
nS) and T(≤ n) are one and the same.]
FACT Suppose that X is p-compact and has type n −then LfnX ≈ f−1X, f : ΣdX→ X is a vn-map.
Notation: Put K(≤ n) = K(0) ∨K(1) ∨ · · · ∨K(n), call Tn the corresponding local-
ization functor, and let Ln be the associated reflector.
There are similarities between the “Lfn-theory” and the “Ln-theory” (but the proofs
for the latter are much more diificult). Thus, e.g., it turns out that Tn is smashing
(cf. Proposition 34). Moreover, one can attach to any X a tower L0X ← L1X · · · and
X ≈ mic(L0X ← L1X · · · ) if X is p-compact (it is unknown whether the analog of this
with Ln replaced by L
f
n is true or not). On the other hand, L
f
n and Ln are connected by a
natural transformation Lfn → Ln and ∀ X, L
f
nX→ LnX is a BP∗-equivalence.
[Note: These assertions are detailed in Ravenel† . They represent the point of depar-
ture for the study of the “chromatic” aspects of HSPEC.]
FACT Suppose that X is p-compact and has type n −then LfnX ≈ LT(n)X and LnX ≈ LK(n)X.
†Nilpotence and Periodicity in Stable Homotopy Theory, Princeton University Press (1992), 81-98.
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§18. ALGEBRAIC K−THEORY
My objective in this § is to provide an introduction to algebraic K-theory, placing the
emphasis on its homotopical underpinnings.
Consider a skeletally small category C equipped with two composition closed classes
of morphisms termed weak equivalences (denoted
∼
→) and cofibrations (denoted ֌), each
containing the isomorphisms of C −then C is said to be a Waldhausen category provided
that the following axioms are satisfied.
(WC-1) C has a zero object.
(WC-2) All the objects of C are cofibrant, i.e., ∀ X ∈ ObC, the arrow 0→ X is
a cofibration.
(WC-3) Every 2-source X
f
← Z
g
→ Y , where f is a cofibration, admits a pushout
X
ξ
→ P
η
← Y , where η is a cofibration.
(WC-4) If
X Z Y
X ′ Z ′ Y ′
f g
f ′ g′
is a commutative diagram, where
 ff ′ are
cofibrations and the vertical arrows are weak equivalences, then the induced morphism
P → P ′ of pushouts is a weak equivalence.
[Note: The opposite of a Waldhausen category need not be Waldhausen.]
Remark: C has finite coproducts (defineX ∐ Y by the pushout square
0 Y
X X ∐ Y
( =⇒ inX & inY are cofibrations)).
[Note: Every cofibration X ֌ Y has a cokernel Y/X, viz. Y ⊔
X
0.]
Example: A finitely cocomplete pointed skeletally small category is Waldhausen if the
weak equivalences are the isomorphisms and the cofibrations are the morphisms.
EXAMPLE Take for C the category whose object are the pointed finite sets −then C is a Wald-
hausen category if weak equivalence = isomorphism, cofibration = pointed injection.
EXAMPLE Take for C the category whose object are the pointed finite simplicial sets −then C is
a Waldhausen category if weak equivalences = weak homotopy equivalence, cofibration = pointed injective
simplicial map.
EXAMPLE Let A be a ring with unit. Denote by P(A) the full subcategory of A-MOD whose
objects are finitely generated and projective −then P(A) is a Waldhausen category if weak equivalence =
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isomorphism, cofibration = split injection.
EXAMPLE Let A be a ring with unit. Denote by F(A) the full subcategory of A-MOD whose
objects are finitely generated and free −then F(A) is a Waldhausen category if weak equivalence = isomor-
phism, cofibration = split injection with free quotient.
FACT The cofibrant objects in a pointed skeletally small cofibration category are the objects of a
Waldhausen category (cf. §12, Proposition 3 and p. 12-34).
PROPOSITION 1 Any skeleton of a Waldhausen category is a small Waldhausen
category.
There are two other conditions which are sometimes imposed on a Waldhausen cate-
gory.
(Saturation Axiom) Given composable morphisms f , g if any two of f, g, g ◦ f
are weak equivalences, so is the third.
(Extension Axiom) Given a commutative diagram
X Y Y/X
X ′ Y ′ Y ′/X ′
,
if X → X ′ & Y/X → Y ′/X ′ are weak equivalences, then Y → Y ′ is a weak equivalence.
Neither the saturation axiom nor the extension axiom is a consequence of the other axioms.
Observation: If C is a Waldhausen category, then its arrow category C(→) is a Wald-
hausen category.
[The weak equivalences and cofibrations are levelwise.]
Let C be a Waldhausen category −then a mapping cylinder is a functor M : C(→)
→ C together with natural transformations i : S → M , j : T → M , r : M → T , where
S : C(→) → C is the source functor and T : C(→) → C is the target functor, all subject
to the following assumptions.
[Note: Spelled out, M assigns to each object X
f
→ Y in C(→) an object Mf ∈ C and
to each morphism (φ,ψ) : f → f ′ in C(→) a morphism Mφ,ψ :Mf :→Mf ′ in C.]
(MCy1) For every object X
f
→ Y in C(→), the diagrams
X Mf
Y
f
i
r ,
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Mf Y
Y
r
j
commute and i ∐ j : X ∐ Y →Mf is a cofibration (hence i &j are cofibra-
tions).
(MCy2) For every object Y in C, M0→Y = Y with r = idY and j = idY .
(MCy3) For every morphism (φ,ψ) : f → f
′ in C(→), Mφ,ψ : Mf :→ Mf ′ is a
weak equivalence of morphisms if φ,ψ are weak equivalences.
(MCy4) For every morphism (φ,ψ) : f → f
′ in C(→), Mφ,ψ : Mf :→ Mf ′ is a
cofibration if φ,ψ are cofibrations.
(MCy5) For every morphism (φ,ψ) : f → f
′ inC(→), the diagram
X ∐ Y
X ′ ∐ Y ′
i∐j
i∐j
Mf Y
Mf ′ Y
′
r
r
commutes and if φ,ψ are cofibrations, then the arrow (X ′∐Y ′) ⊔
X∐Y
Mf →
Mf ′ is a cofibration.
Example: The cone functor Γ : C→ C sends X to ΓX, where ΓX =MX→0 and the
suspension functor Σ : C→ C sends X to ΣX = ΓX/X (per X
i
→ ΓX).
EXAMPLE The category of pointed finite simplicial sets, where weak equivalence = weak homo-
topy equivalence and cofibration = pointed injective simplicial map, has a mapping cylinder.
(Mapping Cylinder Axiom) Assume that C admits a mapping cylinder −then
∀ X
f
→ Y ∈ ObC(→), r :Mf → Y is a weak equivalence.
EXAMPLE The category of pointed finite simplicial sets, where weak equivalence = isomorphism
and cofibration = pointed injective simplicial map, has a mapping cylinder which does not satisfy the map-
ping cylinder axiom.
In a Waldhausen category, an acyclic cofibration is a morphism which is both a weak
equivalence and a cofibration.
PROPOSITION 2 If X
f
← Z
g
→ Y is a 2-source, where f is an acyclic cofibration,
then Y
η
→ P is an acyclic cofibration.
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[Bearing in mind WC-3, consider the commutative diagram
Z Z Y
X Z Y
f
idZ g
f g
and apply WC-4.]
[Note: Therefore 0→ Y/X is an acyclic cofibration if X → Y is an acyclic cofibration.]
Remark: If C satisfies the saturation axiom and the mapping cylinder axiom, then j is
an acyclic cofibration and i is an acyclic cofibration provided that f is a weak equivalence.
Notation: Given a Waldhausen category C, wC is the subcategory of C having mor-
phisms the weak equivalences, coC is the subcategory of C having morphisms the cofibra-
tions, and wcoC is the subcategory of C having morphisms the acyclic cofibrations.
PROPOSITION 3 Suppose that C is a small Waldhausen category satisfying the
saturation axiom and the mapping cylinder axiom −then the inclusion ι : wcoC → wC
induces a pointed homotopy equivalence Bι : BwcoC→ BwC.
[Owing to Quillen’s theorem A, it suffices to show that ι is a strictly initial functor,
i.e., that ∀ Y ∈ ObwC, the comma category ι/Y is contractible. An object of ι/Y is a
pair (X, f) where f : X → Y is a weak equivalence. Specify a functor m : ι/Y → ι/Y by
sending (X, f) to (Mf , r) −then i defines a natural transformation idι/Y → m and j defines
a natural transformation K(Y,idY ) → m. Therefore Bι/Y is contractible (cf. p. 3-15).]
[Note: The base point is the 0-cell corresponding to 0.]
Let C be an additive category −then a pair of composable morphisms X
i
→ Y
p
→ Z is
exact if i is a kernel of p and p is a cokernel of i, a morphism of exact pairs being a triple
(f, g, h) such that the diagram
X Y Z
X ′ Y ′ Z ′
f
i
g
p
h
i′ p′
commutes.
[Note: The first component of an exact pair is called an inflation (denoted ֌), the
second component a deflation (denoted ։) (terminology as in Gabriel-Roiter†).
Let C be a skeletally small additive category −then C is said to be a category with
exact sequences (category WES ) if there is given an isomorphism closed class E of exact
pairs satisfying the following conditions.
(ES-1) The pair 0
id0−→ 0
id0−→ 0 is in E .
(ES-2) The composition of two inflations is an inflation and the composition of
two deflations is a deflation.
†Representations of Finite Dimensional Algebras, Springer Verlag (1992).
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(ES-3) Every 2-source X
f
← Z
g
→ Y , where f is an inflation, admits a pushout
X
ξ
→ P
η
← Y , where η is an inflation, and every two sink X
f
→ Z
g
← Y , where g is a
deflation, admits a pullback X
ξ
← P
η
→ Y , where ξ is a deflation.
[Note: The opposite of a category WES is again a category WES.]
A full, additive subcategory C of an abelian category D is closed under extensions if
for every short exact sequence 0 → X → Y → Z → 0 in D, where X,Z ∈ ObC, ∃ an
object in C which is isomorphic to Y .
[Note: Such a C necessarily has finite coproducts.]
Example: Let C be a full, skeletally small additve subcategory of an abelian category
D. Assume: C is closed under extensions. Declare a sequence X
i
→ Y
p
→ Z in C to be
exact iff 0→ X
i
→ Y
p
→ Z → 0 is short exact in D −then C is a category WES.
[Note: This example is prototypical. Thus suppose that C is a category WES −then
∃ an abelian category G-Q and an additive functor ι : C→ G-Q which is full and faithful
such that X
i
→ Y
p
→ Z is exact iff 0→ X
ιi
→ Y
ιp
→ Z → 0 is short exact. And: ιC is closed
under extensions. Specifically: G-Q is the full subcategory of [COP,AB]+ whose objects
are those F such that X
i
→ Y
p
→ Z exact =⇒ 0 → FZ → FY → FX exact and ι is the
Yoneda embedding. For a proof, consult Thomason-Trobaugh†(G-Q = Gabriel-Quillen).]
LEMMA Let C be a category WES −then ∀ X ∈ ObC, idX is both an inflation and
a deflation.
Consider the pushout square
0 X
0 X
idX to see that idX is an inflation and con-
sider the pullback square
X 0
X 0
idX to see that idX is a deflation.]
[Note: Similarly, 0 → X is an inflation and X → 0 is a deflation. Therefore
0→ X
idX→ X and X
idX→ X → 0 are exact.]
Application: Every morphism φ : X → Y is both an inflation and a deflation.
[By assumption, E is isomorphism closed and there are commutative diagrams
X Y 0
X X 0
φ
φ−1
idX
,
0 X Y
0 X X
φ
φ−1
idX
.]
†The Grothendieck Festschrift, vol. III Birkha¨user (1990) 247-435 (cf. 399-406); see also Keller,
Manuscripta Math. 67 (1990), 379-417 (cf. 408-409).
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PROPOSITION 4 A category WES is a Waldhausen category.
[Take for the weak equivalences the isomorphisms and take for the cofibrations the
inflations.]
[Note: This interpretation entails a loss of structure.]
Remark: Any skeleton of a category WES is a small category WES (cf. Proposition 1).
Let C be a category WES.
FACT Consider a pushout square
Z Y
X P
f
g
η
ξ
, where f is an inflation −then Z X ⊕ Y


−f
g


P
(ξ,η)
is exact.
FACT Consider a pullback square
P Y
X Z
ξ
η
g
f
, where g is a deflation −then P X ⊕ Y


−η
ξ


Z
(f,g)
is exact.
FACT If f : X → Y has a cokernel and if g ◦ f is an inflation for some morphism g, then f is an
inflation.
FACT If f : X → Y has a kernel and if f ◦ g is a deflation for some morphism g, then f is a deflation.
FACT ∀ X,Y ∈ ObC, X X ⊕ Y YinX prY is exact.
EXAMPLE Let A be a ring with unit −then P(A) and F(A) are categories WES.
EXAMPLE Let X be a scheme, OX its structure sheaf −then the category of locally free OX-
modules of finte rank is a category WES.
EXAMPLE Let X be a topological space −then the category of real or complex vector bundles
over X is a category WES.
Let C be a category WES −then a pair (A, ι), where A is an abelian category and
ι : C→ A is an additive functor which is full and faithful, satisfies the embedding condition
provided that X
i
→ Y
p
→ Z is exact iff 0→ ιX
ιi
−→ ιY
ιp
−→ ιZ → 0 is short exact. And: ιC
is closed under extensions. Example: The pair (G-Q, ι) satisfies the embedding condition.
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(E ⇒ D Axiom) Under the assumption that the pair (A, ι) satisfies the embed-
ding condition, an f ∈ MorC is a deflation whenever ιf ∈ MorA is an epimorphism.
EXAMPLE Let X be a scheme, OX its structure sheaf. With C the category of locally free
OX -modules of finite rank, let A be either the abelian category of OX -modules or the abelian category of
quasicoherent OX -modules −then in either case, the pair (A, ι) satisfies the embedding condition and the
E ⇒ D axiom.
A pseudoabelian category is an additve category C with finite coproducts such that
every idempotent has a kernel. Example: Let A be a ring with unit −then P(A) is pseu-
doabelian (but this need not be the case of F(A)).
[Note: If C is pseudoabelian and if e : X → X is an idempotent, then X ≈
ker e⊕ ker(1− e) and e↔ 0⊕ 1.]
LEMMA Let C be a category WES. Assume: C is pseudoabelian −then f ∈ MorC
is a deflation if f has a right inverse.
Remark: Let C be a category WES −then, while the pair (G-Q, ι) satisfies the em-
bedding condition, it is not automatic that the E ⇒ D axiom holds. To ensure this, it
suffices that retracts be deflations (Thomason-Trobaugh (ibid.)) which, by the lemma, will
be true if C is pseudoabelian.
EXAMPLE Let X be a topological space −then the category of real or complex vector bundles
over X is pseudoabelian.
Rappel: Let C be an additive category with finite coproducts −then there exists a
pseudoabelian category Cpa and an additive functor Φ : C→ Cpa which is full and faithful
such that for any pseudoabelian category D and any additive functor F : C → D, there
exists an additve functor Fpa : Cpa → D such that F ≈ Fpa ◦ Φ. And: Cpa is unique up
to equivalence.
[One model for Cpa is the category whose objects are the pairs (X, e), whereX ∈ ObC
and e ∈ Mor(X,X) is idempotent, and whose morphisms (X, e) → (X ′, e′) are the
f ∈ Mor(X,X ′) such that f = e′ ◦ f ◦ e. Here id(X,e) = e and (X, e) ⊕ (X
′, e′) =
(X ⊕X ′, e⊕ e′). As for Φ : C→ Cpa, it is defined by ΦX = (X, idX) & Φf = f .
[Note: Every object in Cpa is a direct summand of an object in ΦC. Indeed,
(X, e) ⊕ (X, 1 − e) = (X ⊕X, e⊕ (1− e)) ≈ (X, idX) = ΦX.]
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FACT If D is a pseudoabelian category and F : C → D is an additive functor which is full and
faithful such that every object in D is a direct summand of an object in FC, then Fpa : Cpa → D is an
equivalence of categories.
EXAMPLE Suppose that X is a compact Hausdorff space. Let C be the category of real or
complex trivial vector bundles over X −then Cpa is equivalent to the category of real or complex vector
bundles over X.
[Since X is compact Hausdorff, ∀ E → X ∃ E′ → X such that E ⊕ E′ is trivial.]
Let C, D be categories WES. Assume: C is a full, additive subcategory of D with
the property that a pair X
i
→ Y
p
→ Z is exact in C iff it is exact in D −then C is said
to be cofinal in D if for every exact pair X
i
→ Y
p
→ Z in D, where X,Z ∈ ObC, ∃ an
object in C which is isomorphic to Y , and ∀ X ∈ ObD, ∃ Z ∈ ObD such that X ⊕ Z
is isomorphic to an object inC. Example: Given a ring A with unit, F(A) is cofinal in P(A).
EXAMPLE Let C be a category WES. Viewing C as a full, additive subcategory of Cpa, stipulate
that the elements of Epa are those pairs which are direct summands of elements of E −then Cpa is a category
WES and C is cofinal in Cpa.
If
 CD are Waldhausen categories and if F : C→ D is a functor, then F is said to
be a model functor provided that F0 = 0, F sends weak equivalences to weak equivalences
and cofibrations to cofibrations, and F preserves pushouts along a cofibration, i.e., for any
2-source X
f
← Z
g
→ Y , where f is a cofibration, the arrow FX ⊔
FZ
FY → F (X ⊔
Z
Y ) is an
isomorphism.
FACT Let
 CD be categories WES viewed as Waldhausen categories (cf. Proposition 4) −then
an additive functor F : C→ D is a model functor iff X i→ Y p→ Z exact =⇒ FX Fi→ FY Fp→ FZ exact.
[Note: In this context, a model functor called an exact functor.]
WALD is the category whose objects are the small Waldhausen categories and whose
morphisms are the model functors between them.
EXAMPLE Let C be a small Waldhausen category −then the functor category [[n],C] is again in
WALD (the weak equivalences and cofibrations are levelwise) and Ob [[n],C] = nernC. Write wC(n) for
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the full subcategory of [[n],C] consisting of those functors that take values in wC, i.e., the diagrams of the
form X0
f0→ X1 → · · · → Xn−1 Xnfn−1 , where the fi are weak equivalences (thus ObwC(n) = ner nwC
and [[n],wC] is a subcategory of wC(n)). Since pushouts are levelwise, wC inherits the structure of a
Waldhausen category from [[n],C].
[If X
f← Z g→ Y is a 2-source in wC(n), where f is a cofibration, then there are commutative diagrams
Zi Yi
Xi Pi
fi
gi
ηi
ξi
and the claim is that P0 → P1 → · · · → Pn−1 → Pn ∈ ObwC(n). But this is implied
by WC-4.]
Let C be a small Waldhausen category. Recalling that [n](→) is the arrow category
of [n] (cf. p. 0-3), denote by SnC the full subcategory of [[n](→),C] consisting of those
functors F : [n](→) → C such that F (i → i) = 0 (0 ≤ i ≤ n) and for every triple
i ≤ j ≤ k in [n], F (i → j) → F (i → k) is a cofibration and the commutative diagram
F (i→ j) F (j → j)
F (i→ k) F (j → k)
is a pushout square −then the assignment [n]→ SnC defines
an internal category in SISET, call it SC.
[Note: Each α : [m] → [n] in Mor∆ determines a functor α(→) : [m](→) → [n](→)
from which a functor SnC→ SmC, viz, F → F ◦ α(→).]
LEMMA SnC is a small Waldhausen category.
[The weak equivalences are those natural transformations Ξ : F → G such that
Ξi→j : F (i → j) → G(i → j) is a weak equivalence and the cofibrations are those natural
transformations Ξ : F → G such that Ξi→j : F (i → j) → G(i → j) is a cofibration and
for every triple i ≤ j ≤ k in [n], the arrow F (i → k) ⊔
F (i→j)
G(i → j) → G(i → k) is a
cofibration.]
[Note: S0C ≈ 1, and S1C ≈ C.]
Given a C in WALD, define a simplicial set WC by putting WnC = ObSnC.
FACT Suppose that
 CD are small Waldhausen categories. Let F : C→ D be a model functor
−then F induces a simplicial map WF :WC→WD.
FACT Suppose that
 CD are small Waldhausen categories. Let F,G : C → D be a model
functors, Ξ : F → G a natural isomorphism −then Ξ induces a simplicial homotopy between WF and WG.
18-9
EXAMPLE Let C be a small Waldhausen category. Denote by iC(→) the full subcategory of
C(→) whose objects are the X f→ Y such that f is an isomorphism −then there is a model functor
F : C → iC(→), viz. FX = X X,idX and a model functor G : iC(→) :→ C, viz G(X f→ Y ) = X.
Obviously, G◦F = idC and F ◦G ≈ idiC(→), so |WC| and |WiC(→)| have the same pointed homotopy type.
PROPOSITION 5 Let C be a small Waldhausen category −then SC is a simplicial
object in WALD.
[The di and the si are model functors.]
[Note: A model functor C → D induces a model functor SC → SD. Therefore S is
a functor from WALD to SIWALD (= [∆OP,WALD]).]
Given a small Waldhausen category C, let BwSC = |[n]→ BwSnC| −then BwSC
is path connected and there is a closed embedding ΣBwC → BwSC. Now iterate
the process, i.e., form S(2)C = SSC, a bisimplicial object in WALD, and in general,
S(q)C = S · · ·SC, a multisimplicial object in WALD. Write wS(q)C for the weak equiva-
lences in S(q)C. If BwS(q)C is its classifying space (see below), then BwS(q)C is (q − 1)-
connected (q > 1) and there is a closed embedding ΣBwS(q)C→ BwS(q+1)C whose adjoint
BwS(q)C→ ΩBwS(q+1)C is a pointed homotopy equivalence (cf. p. 18-17). The data can
be assembled into a separated prespectrum WC, where (WC)0 = BwC and (WC)q =
BwS(q)C (q ≥ 1). Definition: The spectrum KC = eWC is the algebraic K-theory of C,
its homotopy groups πn(KC)(≈ πn(ΩBwSC)) being the algebraic K-groups Kn(C) of C.
[Note: KC is connective. In addition, KC is tame (sinceWC satisfies the cofibration
condition).]
Remark: A model functor F : C → D determines a morphism WC → WD of pre-
sepctra, hence a morphism KC → KD of spectra. Therefore K : WALD → SPEC is a
functor.
[Note: If BwSC → BwSD is a weak homotopy equivalence, then ∀ q, BwS(q)C →
BwS(q)D is a weak homotopy equivalence or still, a pointed homotopy equivalence, so
KC→ KD is a homotopy equivalence of spectra (cf. p. 16-8).]
Convention: If C is an aribitrary Waldhausen category, then C is not necessarily
small. However C is skeletally small (by definition) and all of the above is applicable to a
skeleton C, thus KC ≡ KC and Kn(C) ≡ Kn(C).
[Note: If C is small to begin with, then BwSC and BwSC have the same pointed
homotopy type, so this is a consistent agreement.]
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If X : (∆ × · · · ×∆)OP → CG is a compactly generated multisimplicial space, then its geometric
realization is the coend X ⊗∆×···×∆ (∆? ×k · · · ×k ∆?), which is homeomorphic to |diX|, the geometric
realization of diX (the diagonal of X (cf. p. 14-14)).
EXAMPLE If C is an internal category in SISET, i.e., a simplicial object in CAT, then nerC
is a bisimplicial set or still, a functor (∆ ×∆)OP → SET (⊂ CG) and its geometric realization is the
classfiying space BC of C (thus BC ≈ |[n]→ BCn|).
[Note: Analogous considerations apply to the multisimplicial objects in CAT.]
EXAMPLE If C is an internal category in CAT, i.e., a double category, then the classfiying space
BC of C is the geometric realization of the bisimplicial set ner (nerC) (cf. p. 13-68). Example: Let A
be a subcategory of B, where B is small. Call A · B the double category whose objects are those of B,
with horizontal morphisms = MorB and vertical morphisms = MorA, and whose bimorphisms are the
commutative squares with horizontal arrows in B and vertical arrows in A . View B as the double category
• •
• •
−then the inclusion B→ A ·B induces a homotopy equivalence BB→ BA ·B.
FACT If Let C is a small Waldhausen category, then there is a pointed homotopy equivalence
|WC| → BisoSC.
EXAMPLE Let C be the Waldhausen category whose objects are the pointed finite sets, where
weak equivalence = isomorphism and cofibration = pointed injection −then Γ is a skeleton of C, hence
is a small Waldhausen category (cf. Proposition 1), and a model for |WΓ| in the pointed homotopy cat-
egory is Ω∞Σ∞S1. Proof: Thanks to the homotopy colimit theorem, Ω∞Σ∞S1 can be identified with
hocolimpowS1. But, in the notation of p. 14-68, hocolimpowS1 ≈ powS1 ⊗Γ γ∞ ≈ |γ∞|Γ ≈ B |M∞|
≈ |WΓ|, where |M∞| =
∐
n≥0
BSn. Therefore the loop space of BisoSΓ is pointed homotopy equivalent to
ΩΩ∞Σ∞S1 ≈ Ω∞Σ∞S0, so the algebraic K-groups K∗(Γ) of Γ “are” the πs∗, the stable homotopy groups
of spheres.
[Note: More is true, namelyKΓ and S, when viewed as objects inHSPEC, are isomorphic (Rognes†).]
EXAMPLE Let C be a small category WES, CXCb the category of bounded cochain complexes
over C. Suppose that (A, ι) is a pair satisfying the embedding condition and the E ⇒ D axiom. Equip
CXCb with the structure of a small Waldhausen category by stipulating that the weak equivalences are the
arrows in CXCb which are quasiisomorphisms in A and the cofibrations are the levelwise inflations −then
the exact functor C → CXCb sending X to X concentrated in degree 0 induces a homotopy equivalence
KC→ KCXCb of spectra (Thomason-Trobaugh‡).
[Note: The definition of weak equivalence is independent of the choice (A, ι). Recall that when C is
pseudoabelian one can take for (A, ι) the pair (G-Q, ι) (cf. p. 18-7).]
†Topology 31 (1992), 813-845
‡The Grothendieck Festschrift, vol. III, Birkha¨user (1990) 247-435 (cf. 278-283).
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PROPOSITION 6 Let C be a small Waldhausen category −then K0(C) is the free
abelian group on generators [X] (X ∈ ObC) subject to the relations (i) [X] = [Y ] if ∃ a
weak equivalence X → Y and (ii) [Y ] = [X] + [Y/X] for every sequence X ֌ Y → Y/X.
[Since K0(C) ≈ π1(BwSC), K0(C) is the free group on generators [X] (X ∈ ObC)
subject to the relations (i) [X] = [Y ] if ∃ a weak equivalence X → Y and (ii) [Y ] =
[X]·[Y/X] for every sequence X ֌ Y → Y/X. Applying the second relation to X
inX
X ∐ Y Y
prY & Y X ∐ Y X
inY prX gives [X ∐ Y ] = [X] · [Y ] & [X ∐ Y ] =
[Y ] · [X], thus K0(C) is abelian and one uses additive notation ([0] = 0),]
[Note: If X
f
← Z
g
→ Y is a 2-source, where f is a cofbration, then [P ] = [Y ] + [P/Y ]
= [Y ] + [X/Z] = [X] + [Y ]− [Z].]
Example: Suppose that C satisfies the mapping cylinder axiom −then ∀ X ∈ ObC,
there is a weak equivalence ΓX → 0, hence [X] = −[ΣX].
[Note: Under these circumstances, every element of K0(C) is a [X] for some X ∈
ObC. Proof: [Y ]− [Z] = [Y ∐ ΣZ].]
EXAMPLE Let C be the category whose objects are the pointed finite CW complexes and whose
morphisms are the pointed skeletal maps −then C is a Waldhausen category if the weak equivalences are
the weak homotopy equivalences and the cofibrations are the closed cofibrations which are isomorphic to
the inclusion of a subcomplex. Put A(∗) = ΩBwSC (the algebraic K-theory of a point ) −then the reduced
Euler characteristic χ˜ defined by K → χ(K)− 1 is an isomorphism from π0(A(∗)) onto Z.
[Note: Dwyer† has shown that the homotopy groups of A(∗) are finitely generated. Structurally, in
the pointed homotopy category there exists a splitting A(∗) ≈ Ω∞Σ∞S0 ×WhDIFF(∗) (Waldhausen‡), so
πq(A(∗)) ≈ πsq ⊕ πq(WhDIFF(∗)). Here WhDIFF(∗) is the Whitehead space of a point. It has the property
that there is a pointed homotopy equivalence Ω2WhDIFF(∗)→ P (∗), the stable smooth pseudoisotopy space
of ∗. Rationally, it is known that πq(WhDIFF(∗)) ⊗ Q = Q if q ≡ 5 mod 4 and is zero otherwise, but the
explicit determination of the torsion is difficult and unresolved.]
EXAMPLE Let C be a small category WES −then C has finite coproducts (= finite products),
thus C can be viewed as a symmetric monoidal category. Therefore the isomorphism classes of C consti-
tute an abelian monoid, call it M . Definition: K⊕(C) = M , the group completion of M . So K0(C) is a
quotient of K⊗(C), the two being the same if every exact pair X
i→ Y p→ Z splits. (i.e., is isomorphic to
X
inX−→ X ⊕ Z prZ−→ Z).
FACT Let C, D be a small categories WES. Assume: C is cofinal in D −then K0(C) is a subgroup
of K0(D).
[Observe first that K⊕(C) is a subgroup of K⊕(D). This said, suppose in addition that C is isomor-
phism closed in D. Given an exact pair X
i→ Y p→ Z in D, choose X ′, Z′, in D such that X ⊕X ′, Z ⊕ Z′
are in C −then X ⊕X ′ → Z′ ⊕Y ⊕X ′ → Z′⊕Z is exact in D, hence Z′⊕ Y ⊕X ′ ∈ ObC. Consequently,
†Ann. of Math. 111 (1980), 239-251.
‡Ann. of Math. Studies 113 (1987), 392-417.
18-12
in K⊕(D), [Z′⊕Y ⊕X ′]− [X⊕X ′]− [Z′⊗Z] = [Z′]+ [Y ]+ [X ′]− [X]− [X ′ ]− [Z′]− [Z] = [Y ]− [X]− [Z],
thus the kernel of K⊕0 (C) → K0(C) equals the kernel of K⊕0 (D) → K0(D), which implies that the arrow
K0(C)→ K0(D) is one-to-one.]
EXAMPLE Let C be a small category WES −then C is cofinal in Cpa (cf. p. 18-8), so K0(C) is
a subgroup of K0(Cpa).
[Note: Let A be a ring with unit −then K0(P(A)) = K0(A) and F(A) is cofinal in P(A). The arrow
Z≥0 → P(A) that sends n to An induces a homomorphism Z → K0(A) of groups (injective iff A has the
invariant basis property (i.e., m 6= n =⇒ Am 6≈ An)). Since F(A)pa = P(A), it follows that the cyclic
group K0(F(A)) is a subgroup of K0(A).]
PROPOSITION 7 Suppose that
 CD are small Waldhausen categories. Let F,G :
C→ D be model functors, Ξ : F → G be a natural transformation such that ∀ X ∈ ObC,
ΞX : FX → GX is a weak equivalence in D −then Ξ induces a spectral homotopy between
KF and KG (cf. p. 13-16 and §14, Proposition 12).
[Note: One starts from the pointed homotopy BwSF ≃ BwSG.]
EXAMPLE Suppose that C satisfies the mapping cylinder axiom −then ∀ X ∈ ObC, there is a
weak equivalence ΓX → 0. But Γ : C → C is a model functor, hence the induced map BwSC → BwSC
is nullhomotopic.
Let C C′, C′′ be small Waldhausen categories. Assume C′ and C′′ are subcategories
of C with the property that the inclusions C′ → C, C′′ → C are model functors. Denote
by E(C′,C,C′′) the category whose objects are the pushout squares
X ′ 0
X X ′′
in C,
where X ′ ∈ ObC′, X ∈ ObC, X ′′ ∈ ObC′′, and whose morphisms are the commutative
digarams
X ′ X X ′′
Y ′ Y Y ′′
in C where X ′ → Y ′ ∈ MorC′, X → Y ∈ MorC,
X ′′ → Y ′′ ∈ MorC′′.
[Note: When C′ = C and C′′ = C, put EC = E(C,C,C).]
LEMMA E(C′,C,C′′) is a small Waldhausen category.
[A morphism in E(C′,C,C′′) is a weak equivalence if X ′ → Y ′ is a weak equivalence
in C′, X → Y is a weak equivalence in C, X ′′ → Y ′′ is a weak equivalence in C′′ and a
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morphism in E(C′,C,C′′) is a cofibration if X ′ → Y ′ is a cofibration in C′, Y ′ ⊔
X′
X → Y
is a cofibration in C, X ′′ → Y ′′ is a cofibration in C′′.
[Note: X → Y is then a cofibration inC (being the composite X ′ ⊔
X′
X ֌ Y ′ ⊔
X′
X ֌ Y
(cf. §12, Proposition 4)).]
There are model functors s : E(C′,C,C′′) → C′, t : E(C′,C,C′′) → C, Q :
E(C′,C,C′′) → C′′ viz. s(X ′ ֌ X → X ′′) = X ′, t(X ′ ֌ X → X ′′) = X, Q(X ′ ֌ X →
X ′′) = X ′′, In the other direction, there is a model functor I : C′ × C′′ → E(C′,C,C′′)
which sends (X ′,X ′′) to X ′֌ X ′∐X ′′ → X ′′. Agreeing to write (s,Q) for the model func-
tor E(C′,C,C′′) → C′ ×C′′ defined by s and Q, viz. (s,Q)(X ′ ֌ X → X ′′) = (X ′,X ′′),
one has (s,Q) ◦ I = idC′×C′′ .
RELATIVE ADDITIVITY THEOREM The model functor (s,Q) induces a homo-
topy equivalence K(s,Q) : KE(C′,C,C′′)→ KC′ ×KC′′ of spectra.
ABSOLUTE ADDITIVITY THEOREM The model functor (s,Q) induces a homo-
topy equivalence K(s,Q) : KEC→ KC×KC of spectra.
It is a question of proving that (s,Q) induces a weak homotopy equivalence
BwSE(C′,C,C′′) → BwSC′ ×k BwSC
′′ of classifying spaces. To this end, we shall pro-
ceed via a series of lemmas.
HOMOTOPY LEMMA Grant the truth of the absolute additivity theorem −then
BwSt : BwSEC→ BwSC is pointed homotopic to BwS(s ∐Q) : BwSEC→ BwSC.
[Note: Here (s ∐Q)(X ′֌ X → X ′′) = X ′ ∐X ′′.]
TRIAD LEMMA Grant the truth of the absolute additivity theorem. Suppose given
a small Waldhausen category D, model functors G,G′, G′′ : D→ C, and natural transfor-
mations G′ → G, G → G′′. Assume: (i) For every object X in D, the arrow G′X → GX
is a cofibration and the commutative diagram
G′X 0
GX G′′X
is a pushout square; (ii)
For every cofibration X ֌ Y in D, the arrow G′Y ⊔
G′X
GX → GY is a cofibration −then
BwSG is pointed homotopic to BwS(G′ ∐G′′).
[There exists a model functor Φ : D→ EC with G′ = s ◦ Φ, G = t ◦ Φ, G′′ = Q ◦ Φ.
The assertion thus follows from the homotopy lemma by naturality.]
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EXAMPLE Let C be a Waldhausen category whose objects are the pointed finite CW complexes
and whose morphisms are the pointed skeletal maps −then the arrow BwSC→ BwSC induced by Σ is a
pointed homotopy equivalence.
[In the triad lemma, take C = D and let G′ = idC′G = Γ, G
′′ = Σ.]
[Note: The full subcategory C0 of C whose objects are path connected is Waldhausen (WC-3 is a
consequence of AD1 (cf. p. 3-1)). Since there is a commutative diagram
BwSC BwSC
BwSC0 BwSC0
BwSΣ
Bι
BwSΣ
Bι , it
follows that Bι is a pointed homotopy equivalence. Therefore, the algebraic K-theory of a point can be
defined using path connected objects. If now C1 is the full subcategory of C0 whose objects are simply con-
nected, then C1 is Waldhausen (WC-3 is implied by the Van Kampen theorem). Repeating the argument,
one concludes that the algebraic K-theory of a point can be defined by using simply connected objects. As
an aside, observe that C1 satisfies the extension axiom (via the Whitehead theorem) but C does not.]
LEMMA OF REDUCTION The absolute additivity theorem implies the relative ad-
ditivity theorem.
[Since (s,Q) ◦ I = idC′×C′′ , it suffices to show that BwS(I ◦ (s,Q)) is pointed ho-
motopic to the identity. Accordingly, to apply the triad lemma, define model functors
G′, G,G′′ : E(C′,C,C′′) → E(C′,C,C′′) by G′(X ′ ֌ X → X ′′) = X ′
idX
֌ X ′ → 0,
G(X ′ ֌ X → X ′′) = X ′ ֌ X → X ′′, G′′(X ′ ֌ X → X ′′) = 0 ֌ X ′′
idX
֌ X ′′ and note
that BwS(I ◦ (s,Q)) = BwS(G′ ∐G′′).]
ADDITIVITY LEMMA The simplicial mapW (s,Q) :WEC→WC×WC induced
by (s,Q) is a weak homotopy equivalence (notation as on p. 18-9).
The additivity lemma implies the absolute additivity theorem. To see this, intro-
duce wC(n) (cf. p. 18-8 ff). −then ∀ n, the arrow WEwC(n) → WwC(n) ×WwC(n)
is a weak homotopy equivalence. Therefore the diagonal of the bisimplicial map ([n] →
WEwC(n)) → ([n] → WwC(n)) × ([n] → WwC(n)) is a weak homotopy equivalence
(cf. p. §13, Proposition 51) or still, the induced map of geometric realizations is a weak
homotopy equivalence. It remains only to observe that ObSmwC(n) ≈ nernwSmC.
LEMMA The projection WEC
p
→ WC induced by s is a homotopy fibration (cf.
infra).
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This result leads to the additivity lemma. In fact, ∀ n & ∀ x ∈ WnC, the pullback
square
Fx WEC
∆[n] WC
p
∆x
(Fx =WECx) is a homotopy pullback (cf. p. 12-17). Now
take n = 0 and recall that W0C = ∗ −then F0 → WEC
p
→ WC is a homotopy pull-
back and F0 can be identified with WF0C, F0C being the full subcategory of EC whose
objects are the 0 ֌ X → X ′′ ( =⇒ X ≈ X ′′). But the model functor F0C → C
defined by
0 X X ′′
X
gives rise to a homotopy equivalence WF0C → WC
of simplicial sets. Therefore the sequence WC → WEC
p
→ WC is a homotopy pull-
back (the arrow WC → WEC corresponds to the insertion C → EC which sends X to
0֌ X
idX−→ X). Consider the diagram
WC WC×WC WC
WC WEC WC
, where the
vertical arrow is determined by I. Passing to the geometric realizations, the top and the
bottom rows become fibrations up to homotopy (per CGH (singular structure) (cf. p.
13-76)), thus |WI| : |WC| ×k |WC| → |WEC| is a pointed homotopy equivalence. Since
|W (s,Q)| ◦ |WI| = id|WC|×k|WC|, it follows that |W (s,Q)| is also a pointed homotopy
equivalence, the assertion of the additivity lemma.
Put X = WEC, B = WC −then to prove the lemma, one must show that for every commutative
diagram
Xb′ Xb X
∆[n′] ∆[n] B
p
∆b
, the arrow Xb′ → Xb is a weak homotopy equivalence (cf. p.
13-64). Since any map [n′]→ [n] can be placed in a commutative triangle
[0]
[n′] [n]
, there is no
loss of generality in supposing that n′ = 0, thus our objective may be recast.
LEMMA Fix an element b ∈ Bn and let vi : Xb′ → Xb be the simplicial map attached to the ith
vertex operator ǫi : [0]→ [n] (0 ≤ i ≤ n) −then vi is a homotopy equivalence.
[From the definition x ∈ Xm (= WmEC) ↔ F ′ ֌ F → F ′′ ∈ ObESmC. And: An element of
(Xb)m consists of an element of Xm plus a map α : [m] → [n] such that F ′ is equal to the composite
[m](→) α∗−→ [n](→) b→ C. There is an evident homotopy equivalence WC f→ Xb′ and ∀ i, q ◦ vi ◦ f = idWC,
where q : Xb → WC is induced by the functor that takes F ′ ֌ F → F ′′ to F ′′. It will be enough to show
that q is a homotopy equivalence and for this it will be enough to show that idXb ≃ vn ◦ f ◦ q. Let X∗b be
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the composite (∆/[1])OP →∆OP Xb−→ SET and define a natural transformation H : X∗b → X∗b by assigning
to β : [m] → [1] the function Hβ ∈ Mor((Xb)m, (Xb)m) which sends (F ′ ֌ F → F ′′, α : [m] → [n])
to (F ′ ֌ F → F ′′, α : [m] → [n]). Here α is the composite [m] [n]× [1](α,β) γ→ [n] (γ(j, 0) = j,
γ(j, 1) = n) and F ′ = b ◦ α∗. Because α ≤ α, ∃ a natural transformation α∗ → α∗, hence ∃ a natural
transformation F ′ → F ′ and F is given by the pushout square
F ′ F ′
F F
in SmC with F
′′ = F/F ′.
Needless to say, this procedure involves certain choices and it is necessary to check that they can be made
in such a way that H really is natural. Leaving this as an exercise, let us note that only that matters can
be arranged so that the homotopy starts at the identity (viz., if F ′ → F ′ is the identity, choose F → F to
be the identity) and that the image of vn ◦ f is fixed under the homotopy (viz., if (F ′ = 0, choose F → F ′′
to be the indentity).]
Rappel: Given a simplicial set X, TX is its translate (cf. p. 14-12).
[Note: T0X = X1, so there is a simplicial map siX1 → TX. On the other hand, the
d0 : Xn+1 → Xn define a simplicial map TX → X.]
Example: If C is a simplicial object in CAT, then TC ↔ (TM,TO), where C ↔
(M,O) (an internal category in SISET) and there is a sequence siC1 → TC→ C.
[Note: This applies to wSC, where C is a small Waldhausen category. Since wS1C
is isomorphic to wC, there is a sequence siwC→ TwSC→ wSC and since BwS0C = ∗,
BTwSC is contractible (cf. p. 14-12). Thus one is led again to the arrow BwC→ ΩBwSC
whose adjoint ΣBwC → BwSC is the closed embedding on p. 18-10. By naturality, C
can be replaced by SC, which produces another sequence siwSC→ TwS(2)C→ wS(2)C.
It follows from Proposition 8 below that the sequence BwSC→ BTwS(2)C → BwS(2)C
of classifying spaces is a fibration up to homotopy (per CGH (singular structure)). There-
fore the arrow BwSC → ΩBwS(2)C is a weak homotopy equivalence or still, a pointed
homotopy equivalence. Continuing, one sees that BwS(q)C → ΩBwS(q+1)C is a pointed
homotopy equivalence ∀ q (cf. p. 18-10).]
Let
 CD be small Waldhausen categories, F : C→ D a model functor. Define
S(C
F
→ D) by the pullback square
S(C
F
→ D) TSD
SC SD
in [∆OP,CAT], so ∀, n,
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Sn(C
F
→ D) Sn+1D
SnC SnD
is a pullback square in CAT.
[Note: There is a sequence siD→ S(C
F
→ D)→ SC.]
LEMMA Sn(C
F
→ D) is a small Waldhausen category.
[The weak equivalences are given by the pullback square
wSn(C
F
→ D) coSn+1D
wSnC wSnD
and the cofibrations are given by the pullback square
coSn(C
F
→ D) coSn+1D
coSnC coSnD
.]
[Note: S(C
F
→ D) is a simplicial object in WALD.]
EXAMPLE Taking C = D and F = idC gives nothing new (S(C C) = TSC)
idC but there
is a variant which is of some interest. Thus define GC by the pullback square
GC TSC
TSC SC
−then
GnC is a small Waldhausen category and GC is a simplicial object in WALD. The significance of GC
lies in the fact that the arrow BwGC→ ΩBwSC is a weak homotopy equivalence if C is a category WES
(Gillet-Grayson†).
PROPOSITION 8 Let
 CD be small Waldhausen categories, F : C→ D a model
functor, −then the sequence BwSD→ BwS(2)(C
F
→ D)→ BwS(2)C of classifying spaces
is a fibration up to homotopy (per CGH (singular structure)).
[It suffices to verify that ∀ n, the sequence BwSD→ BwSSn(C
F
→ D)→ BwSSnC is
a fibration up to homotopy (perCGH (singular structure)) (cf. p. 14-9) π0(BwSSnC) = ∗
∀ n). Do this by comparing it with the sequence BwSD → BwSD ×k BwSSnC →
BwSSnC, using the triad lemma to establish that the arrow BwSD ×k BwSSnC →
BwSSn(C
F
→ D) is a “retraction up to homotopy”.]
LEMMA Equip CGH with its singular structure. Suppose given a commutative dia-
†Illinois J. Math. 31 (1987), 574-597; see also Gunnarsson et al. J. Pure Appl. Algebra 79 (1992),
255-270.
18-18
gram
A X Y
A′ X ′ Y
g
φ
f
g′ f ′
of pointed compactly generated Hausdorff spaces. Assume:
The rows are fibrations up to homotopy −then the square
A X
A′ X ′
g
φ
g′
is a homotopy
pullback.
[The claim is that the arrow A → Wg′,φ is a weak homotopy equivalence. Consider
the commutative diagram
A′ X ′ X
Ef ′ X
′ X
g′ φ
π′ φ
. By hypothesis, the arrow A′ → Ef ′ ,
is a weak homotopy equivalence, so the induced map Wg′,φ → Wπ′,φ is a weak homo-
topy equivalence (cf. p. 4-50). On the other hand, the projection π′ : Ef ′ → X
′ is a
pointed CG fibration (cf. p. 4-34), hence is a CG fibration (cf. p. 4-7). Therefore
the arrow Ef ′ ×X′ X → Wπ′,φ is a homotopy equivalence. (cf. §4 Proposition 18). But
Ef ′×X′X = {y0}×Y Wf ′×X′X = {y0}×Y Wf = Ef and by hypothesis, the arrow A→ Ef
is a weak homotopy equivalence.]
PROPOSITION 9 Let C′, C, C′′ be small Waldhausen categories. Suppose given
model functors C′ → C, C → C′′ −then the square
BwSC BwS(2)(C′ → C)
BwSC′′ BwS(2)(C′ → C′′)
is a homotopy pullback (per CGH (singular structure)).
[Bearing in mind Proposition 8, apply the lemma to the commutative diagram
BwSC BwS(2)(C′ → C) BwS(2)C′
BwSC′′ BwS(2)(C′ → C′′) BwS(2)C′
.]
Suppose given a small category C carrying the structure of two Waldhausen categories, both having
the same subcategory of cofibrations but potentially distinct subcategories of weak equivalences, say vC
and wC, with vC ⊂ wC (e.g., vC might be isoC). Let Cw be the full subcategory of C whose objects
are the X such that 0→ X is in wC, put vCw = vC ∩Cw & wCw = wC ∩Cw, and coCw = coC∩Cw
−then Cw is Waldhausen relative to either notion of weak equivalence.
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LOCALIZATION THEOREM Assume that C admits a functor M : C(→) → C that is
a mapping cylinder in the v-structure and the w-structure. Suppose further that in the w-structure,
the saturation axiom, the extension axiom, and the mapping cylinder axiom all hold −then the square
BvSCw BwSCw
BvSC BwSC
is a homotopy pullback (per CGH (singular structure)).
[The proof, which depends on Proposition 9, is detailed in Waldhausen†.]
[Note: ∀ n, wSnCw has an initial object, thus BwSCw is contractible.]
Remark: Proposition 3 enters into the proof through the assumption that the w-structure on C
satisfies the saturation axiom and the mapping cylinder axiom. As for the role of the extension axiom,
recall that if X → Y is an acyclic cofibration, then 0 → Y/X is an acyclic cofibration (cf. Proposi-
tion 2), i.e., Y/X ∈ ObCw. Conversely, if X → Y is a cofibration for which Y/X ∈ ObCw, then
the extension axiom implies that X → Y is a weak equivalence (consider the commutative diagram
X X 0
X Y Y/X
).
[Note: For an interesting application of the localization theorem to the Algebraic K-theory of a ring
with unit, see Weibel-Yao‡ .]
PROPOSITION 10 Let
 CD be small Waldhausen categories. Let F : C → D
a model functor, −then there is a long exact sequence · · · → πn+1(BwS
(2)(C
F
→ D)) →
πn(BwSC) → πn(BwSD) → πn(BwS
(2)(C
F
→ D)) → · · · → π2(BwS
(2)(C
F
→ D)) →
π1(BwSC)→ π1(BwSD)→ π1(BwS
(2)(C
F
→ D))→ π0(BwSC)→ π0(BwSD) in homo-
topy.
[Proposition 9 implies that the square
BwSC BwS(2)(C
idC→ C)
BwSD BwS(2)(C
F
→ D)
is a homotopy
pullback (per CGH (singular structure)), thus the Mayer-Vietoris sequence is applicable
(cf. p. 4-38). And: BwS(2)(C
idC−→ C) is contractible.]
COFINALITY PRINCIPLE Let C, D be small categories WES. Assume C is cofinal in D
−then K0(C) is a subgroup of K0(D) (cf. p. 18-13) and ∀ n ≥ 1, Kn(C) ≈ Kn(D).
[Since by defnintion, Kn(C) ≈ πn+1(BwSC) & Kn(D) ≈ πn+1(BwSD), one can invoke Proposi-
tion 10 if the higher homotopy groups of BwS(2)(C
ι→ D) are trivial. This is established by showing
†SLN 1126 (1985), 350-352.
‡Contemp. Math. 126 (1992), 219-230.
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that BwS(2)(C
ι→ D) has the same pointed homotopy type as B(K0(D)/K0(C)), the classifying space of
K0(D)/K0(C).]
[Note: All the particulars can be found in Staffeldt† .]
EXAMPLE Let C be a small category WES −then C is cofinal in Cpa (cf. p. 18-8), hence ∀ n ≥ 1,
Kn(C) ≈ Kn(Cpa).
[Note: Let A be a ring with unit −then F(A) is cofinal in P(A), so the higher algebraic K-groups of
F(A) can be identified with the higher algebraic K-groups of P(A).]
Let C,D be small Waldhausen categories, F : C→ D a model functor −then F is said
to have the approximation property provided that the following conditions are satisfied.
(App1) A morphism f in C is in wC if Ff is in wD.
(App2) Given X ∈ ObC and f ∈ Mor(FX, Y ), there is a g ∈ Mor(X,X
′) and a
weak equivalence h : FX ′ → Y such that f = h ◦ Fg:
FX Y
FX ′
Fg
f
h
.
Remarks: (1) Since F is a model functor, Ff is in wD if f is in wC; (2) When C
satisfies the mapping cylincer axiom, ∃ a commutative triangle
X Mg
X ′
g
i
r , where r is
a weak equivalence, hence in this case one can assume that the “g” is a cofibration.
APPROXIMATION THEOREM LetC,D be small Waldhausen categories satisfying
the saturation axiom, F : C → D a model functor. Suppose that C satisfies the mapping
cylinder axiom and F has the approximation property −then BwSF : BwSC → BwSD
is a pointed homotopy equivalence.
[This result is due to Waldhausen‡. I shall omit the proof (which is long and tech-
nical) but by way of simplification, it suffices that BwF : BwC → BwD be a pointed
homotopy equivalence. Reason: SnC and SnD inherit the assumptions made on C and
D, thus ∀ n, BwSnF : BwSnC → BwSnD is a pointed homotopy equivalence and so
BwSF : BwSC → BwSD is a pointed homotopy equivalence (cf. p. 14-8). One then
proceeds to the crux, viz. the verification that wF : wC→ wD is a strictly initial functor,
and concludes by appealing to Quillen’s theorem A.]
EXAMPLE Let C be the Waldhausen category whose objects are the pointed finite CW com-
†K-theory 1 (1989), 511-532; see also Grayson, Illinois J. Math. 31 (1987), 598-617.
‡SLN 1126 (1985), 354-358.
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plexes and whose morphisms are the pointed skeletal maps. Let D be the category whose objects are the
wellpointed spaces with closed base point which have the pointed homotopy type of a pointed finite CW
complex and whose morphisms are the pointed continuous functions −then D satisfies the axioms for a
Waldhausen category if weak equivalence = weak homotopy equivalence, cofibration = closed cofibration.
However, while C is skeletally small, D is definitely not. Still, it will be convenient to ignore this detail
since the situation can be rectified by the insertion of some additional language. We claim that the inclusion
ι : C→ D has the approximation property. App1 is, of course trivial. To check the validity of App2, fix a
K in C and suppose given a pointed continuous function f : K → X, where X is in D. By definition, ∃ an
L in C and pointed continuous functions φ : X → L, ψ : L→ X such that ψ ◦ φ ≃ idX , φ ◦ ψ ≃ idL. Using
the skeletal approximation theorem, choose a pointed skeletal g : K → L for which g ≃ φ ◦ f . Display the
data in a commutative diagram
K Mg L
L
g
i
r
j
and consider the composite Mg
r→ L ψ→ X.
Since ψ ◦ r ◦ i = ψ ◦ g, ψ ◦ r ◦ j = ψ, the restriction of ψ ◦ r to K∨L equals ψ ◦ g∨ψ (identify K & i(K), L
& j(L)). But g ≃ φ ◦ f =⇒ ψ ◦ g ≃ ψ ◦ φ ◦ f ≃ f =⇒ ψ ◦ g∨ψ ≃ f ∨ψ. Because K∨L→Mg is a closed
cofibration, it follows that f ∨ ψ admits an extension to Mg, call it h:
K Mg L
X
f
i
h
j
ψ
. From
the triangle on the right, one sees that h is a weak homotopy equivalence. On the other hand, f = h ◦ i
and i is skeletal.
EXAMPLE Let C be the Waldhausen category whose objects are the pointed finite simplicial
sets with weak equivalence = weak homotopy equivalence, cofibration = pointed injective simplicial map
and let D be as in the preceding example. We claim that the geometric realization |?| : C → D has the
approximation property. App1 is is true by definition. Turning to App2, fix an X in C and suppose given a
pointed continuous function f : |X| → Y , where Y is in D. Let us assume for the moment that it is possible
to fulfill App2 up to homotopy, i.e., ∃ a pointed finite simplicial set X ′, a simplicial map g : X → X ′,
and a weak homotopy equivalence h : |X ′| → Y such that f ≃ h ◦ |g| −then App2 holds on the nose.
Indeed, |Mg| ≈ M|g| and there is a commutative diagram
|X| M|g| |X ′|
|X ′|
|g|
|i|
|r|
|j|
. Obviously,
h ◦ |r| ◦ |i| = h ◦ |g|, h ◦ |r| ◦ |j| = h, and h ◦ |g| ∨ h ≃ f ∨ h, hence f ∨ h can be extended to ≈M|g| call it
H :
|X| M|g| |X ′|
Y
f
|i|
H
|j|
h
. But H is a weak homotopy equivalence and f = H ◦ |i|, as desired.
Proceeding, there exists a pointed CW complex having the pointed homotopy type of Y and without loss
of generality, one can assume that it is the geometric realization of a pointed finite simplicial complex K
(cf. §5, Proposition 3 and use the barycentric subdivision of the relevant vertex scheme), thus Y may be
replaced by |K|. Because X is finite, the argument employed in the proof of the simplicial approximation
theorem produces a simplicial map g : X → ExnK (∃ n) for which |g| ≃ |enK | ◦ f . And: |enK | : |K| → |ExnK|
is a pointed homotopy equivalence (cf. p. 13-13).
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Remark: The above considerations therefore imply that the algebraic K-theory of a point can also be
defined in terms of pointed finite simplicial sets.
Let A be a ring with unit −then it is clear that K0(P(A)) = K0(A).
CONSITENCY PRINCIPLE There is a pointed homotopy equivalence ΩBwSP(A)→
K0(A)×BGL(A)
+, hence ∀ n ≥ 1, Kn(P(A)) ≈ Kn(A).
[Note: Recall that Kn(A) = πn(BGL(A)
+) (cf. p. 5-72 ff.).]
This is not obvious and the existing proofs are quite roundabout in that they do not
directly invole BwSP(A). Instead, one replaces it with BQP(A), where QP(A) is the “Q
construction” on P(A) (cf. infra), and then introduces yet another artifice, namely the
“S−1S construction” which, in effect, is a bridge between these two very different ways of
defining the higher algebraic K-groups of A. For the “classical” approach to these mat-
ters, consult the seventh chapter of Srinivas† (a sophisticated variant has been given by
Jardine‡).
Example: Form the monoid
∐
P
BAutP , where P runs through the objects in P(A)
−then in the pointed homotopy category, ΩB
∐
P
BAutP ≈ K0(A) × BGL(A)
+ (cf. p.
14-22 ff.).
Let C be a small category WES −then QC is the category with the same objects as C, a morphism
from X to Y in QC being an equivalence class of diagrams of the form X և A֌ Y , where X և A′ ֌ Y ,
& X և A′′ ֌ Y , are equivalent if ∃ an isomorphism A′ → A′′ rendering
X A′ Y
X A′′ Y
commutative. To compose X և A֌ Y and Y և B ֌ Z form the pullback A×Y B and project to X and
Z, i.e.,
A×Y B B Z
A Y
X
.
Observation: If C, D are small categories WES and if F : C → D is an exact functor, then there is
an induced functor QF : QC→ QD.
PROPOSITION W Let C be a small category WES −then BwSC and BQC have the same
pointed homotopy type.
†Algebraic K-Theory, Birkha¨user (1991); see also Gillet-Grayson, Illinois J. Math. 31 (1987), 574-597
(cf. 591-593).
‡J. Pure Appl. Algebra 75 (1991), 103-194; see also Thomason, Comm. Algebra 10 (1982), 1589-1668.
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The proof of Proposition W depends on an auxiliary device.
Let sd : ∆ → ∆ be the functor that sends [n] to [2n + 1] and α : [m] → [n] to the arrow
[2m + 1] → [2n + 1] defined by the prescription 0 → α(0), . . . ,m → α(m), m + 1 → 2n + 1 − α(m),
. . . , 2m+ 1→ 2n+ 1− α(0).
Given a simplicial space X, put sdX = X ◦ sdOP, the edgewise subdivision of X. So, (sdX)n = X2n+1
and the
 disi per sdX are the
 di ◦ d2n+1−i (0 ≤ i ≤ n, n > 0)si ◦ s2n+1−i (0 ≤ i ≤ n, n ≥ 0) per X.
LEMMA Specify a continuous function θn : (sdX)n × ∆n → X2n+1 × ∆2n+1 via the formula
θn(x, t0, . . . , tn) = (x,
1
2
t0, . . . ,
1
2
tn,
1
2
tn, . . . ,
1
2
t0) −then the θn induce a homeomorphism |sdX| → |X|.
Let C be a small category WES −then the weak equivalences are isomorphisms (cf. Proposition 4),
hence BwSC = BisoSC and there is a pointed homotopy equivalence |WC| → BisoSC (cf. p. 18-11).
On the other hand, from the lemma, |sdWC| ≈ |WC|, thus to prove Proposition W, it suffices to con-
struct a pointed homotopy equivalence |sdWC| → BQC. An element F of (sdWC)n is an element of
W2n+1C = ObS2n+1C. Writing Fi,j for F (i → j), send F to that element of nernQC represented by the
diagram
Fn−1,n+1
Fn,n+1 Fn−1,n+2
· · ·
F0,2n
F1,2n F0,2n+1
, i.e., to the string Fn,n+1 →
Fn−1,n+2 → · · · → F1,2n → F0,2n+1 in nernQC. This assignment defines a simplicial map sdWC→ nerQC
and the claim is that its geometric realization is a pointed homotopy equivalence.
Introduce the double category iQC ≡ isoQC ·QC and recall that there is a pointed homotopy equiv-
alence BQC → BiQC (cf. p. 18-11). Call iQnC the category whose objects are the functors [n] → QC
and whose morphisms are the natural isomorphisms ( =⇒ iQnC = iso [[n],QC]) −then ∀ n, the functor
iso sdSnC→ iQnC is an equivalence of catgories. Contemplation of the diagram
|sdWC| BQC
Biso sdSC BiQC
finishes the argument.
Let A be a ring with unit −then by definition, WA is the Ω-prespectrum with qth
space K0(Σ
qA) × BGL(ΣqA)+ (cf. p. 14-72) and KA = eMWA (cf. p. 17-31), thus
πn(KA) = Kn(A) (n ≥ 0). And: π−n(KA) = K0(Σ
nA) = (LnK0)(A) (n ≥ 0), the nega-
tive algebraic K-groups of A in the sense of Bass (compare, e.g., Karoubi† ).
[Note: The π−n(KA) vanish if A is left noetherian and every finitely generated left
A-module has finite projective dimension.]
†Ann. Sci E´cole Norm. Sup. 4 (1971), 63-95.
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The consistency principle can be generalized: ∃ a morphism of spectra KP(A)→ K(A) such that the
induced map πn(KP(A))→ πn(KA) is an isomorphism ∀ n ≥ 0.
To conclude this §, I shall say a few words about topological K-theory.
[Note: A reference is the book of Karoubi†.]
Let A be a Banach algebra with unit over k, where k = R or C. Write GL(A)top for
GL(A) in its canonical topology −then GL(A)top is a topological group and π0(GL(A)
top)
is abelian. Definition: ∀ n > 0, Ktopn (A) = πn(BGL(A)
top), the nth topological K-group
of A (put Ktop0 (A) = K0(A)).
BOTT PERIODICITY THEOREM Let A be a Banach algebra with unit over k. (k = C) ∀ n ≥ 0, K
top
n (A) ≈ K
top
n+2(A)
(k = R) ∀ n ≥ 0, Ktopn (A) ≈ K
top
n+8(A)
.
For instance, one can take for A the Banach algebra with unit whose elements are the real or complex
valued continuous functions on a compact Hausdorff space X.
The identity GL(A)→ GL(A)top induces a map BGL(A)→ BGL(A)top, from which
an arrow BGL(A)+ → BGL(A)top. Passing to homotopy, this gives a homomorphism
Kn(A)→ K
top
n (A) that connects the algebraic K-groups of A to the topological K-groups
of A.
[Note: The fundamental group of BGL(A)top is abelian (π1(BGL(A)
top) ≈
π0(ΩBGL(A)
top) ≈ π0(GL(A)
top), thus BGL(A)top is insensitive to the plus construc-
tion.]
THEOREM OF FISCHER‡ -PRASOLOV‖ Let A be a commutative Banach algebra
over k with unit −then ∀ n ≥ 1, the arrow
πn(BGL(A)
+;Z/kZ)→ πn(BGL(A)
top;Z/kZ)
is an isomorphism.
[Note: The notation is that of p. 9-2 (BGL(A)+ and BGL(A)top are topological H
spaces).]
†K-Theory: An Introduction, Springer Verlag (1978); see also N. Wegge-Olsen, K-Theory and C∗-
Algebras, Oxford University Press (1993).
‡J. Pure Appl. Algebra 69 (1990), 33-50.
‖Amer. Math. Soc. Transl. 154 (1992), 133-137.
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Therefore, in the commutative case, the algebraic and topologial K-groups of A are
indistinguishable if one sticks to finite coefficients.
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§19. DIMENSION THEORY
Dimension theory enables one to associate with each nonempty normal Hausdorff
space X a topological invariant dimX ∈ {0, 1, . . .} ∪ {∞} called its topological dimension.
Classically, there are two central theorems, namely:
(1) The topological dimension of Rn is exactly n, hence as a corollary, Rn, and
Rm are homeomorphic iff n = m.
(2) Every second countable normal Hausdorff space of topological dimension n
can be embedded in R2n+1.
Although I shall limit the general discussion to what is needed to prove these results,
some important applications will be given, e.g., to the “invariance of domain” and the
“superposition question”. On the theoretical side, C˘ech cohomology makes an initial ap-
perance but it does not really come to the fore until §20.
Let X be a nonempty normal Hausdorff space. Consider the following statement.
(dimX ≤ n) There exists an integer n = 0, 1, . . . such that every finite open
covering of X has a finite open refinement of order ≤ n+ 1.
If dimX ≤ n is true for some n, then the topological dimension of X, denoted by
dimX, is the smallest value of n for which dimX ≤ n.
[Note: By convention, dimX = −1 when X = ∅. If the statement dimX ≤ n is false
for every n, then we put dimX =∞.]
Our primary emphasis will be on spaces of finite topological dimension. A simple ex-
ample of a compact metrizable space of infinite topological dimension is the Hilbert cube
[0, 1]ω .
Why work with finite open coverings? Answer: The concept of dimension would be very differ-
ent otherwise. Example: Take X = [0,Ω[ −then dim[0,Ω[ = 0 (cf. p. 19-4). But the open covering
{[0, α[ : 0 < α < Ω} has no point finite open refinement, so [0,Ω[ would be “infinite dimensional” if arbi-
trary open coverings were allowed.
Why work with normal X? A priori, this is not necessary since the definition evidently makes sense for
any CRH space X. But observe: If dimX = 0, then X must be normal. So, no new spaces of “dimension
zero” are produced by just formally extending the definition to nonnormal X. Such an agreement would
also introduce a degree of pathology. Example: The topological dimension of X = [0,Ω] × [0, ω] is zero
(cf. p. 19-4) but the “topological dimension” of X − {(Ω, ω)}, the Tychonoff plank (which is not normal),
is one. The escape from this predicament is to reformulate the definition of dim in such a way that it is
naturally applicable to the class of all nonempty CRH spaces. The topological dimension of the Tychonoff
plank then turns out to be zero, as might be expected (cf. p. 19-4).
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Let X be a nonempty CRH space. Consider the following statement.
(dimX ≤ n) There exists an integer n = 0, 1, . . . such that every finite numerable open covering
of X has a finite numerable open refinement of order ≤ n+ 1.
If dimX ≤ n is true for some n, then the topological dimension of X, denoted by dimX, is the
smallest value of n for which dimX ≤ n.
[Note: By convention, dimX = −1 iff X = ∅. If the statement dimX ≤ n is false for every n, then
we put dimX =∞.]
Since a nonempty CRH space X is normal iff every finite open covering of X is numerable, this agree-
ment is a consistent extension of dim. On the other hand, the price to pay for increasing the generality is
that more things can go wrong (e.g., every subspace of X now has a topological dimension). Because of
this, my policy will be to concentrate on the normal case and simply indicate as we go along what changes,
if any, must be made to accommodate the completely regular situation. The omitted details are invariably
straightforward.
[Note: By repeating what has been said above verbatim, an arbitratry nonempty topological space
X acquires a “topological dimension” dimX. One can then show that dimX = dim crX, where crX is the
complete regularization of X (cf. p. 0-22). Example: dim[0, 1]/[0, 1[ = 0.]
PROPOSITION 1 The topological dimension of X is equal to the topological dimen-
sion of βX.
[dimβX ≤ n =⇒ dimX ≤ n : Let U = {U} be a finite open covering of X. Since U is
numerable, one can assume that the U are cozero sets. The collection {βX−clβX(X−U)}
is then a finite open covering of βX, thus admits a precise open refinement of order ≤ n+1
which, when restricted to X, is a precise open refinement of U of order ≤ n+ 1.
dimX ≤ n =⇒ dimβX ≤ n : Let U = {U} be a finite open covering of βX.
Choose a partition of unity {κU} on βX subordinate to U . The collection {X ∩κ
−1
U (]0, 1])}
is a finite open covering of X, hence has a precise open refinement V = {V } of order
≤ n + 1. Let {κV } be a partition of unity on X subordinate to V −then the collection
{βX − clβX(X − κ
−1
V (]0, 1]))} is a precise open refinement of U of order ≤ n+ 1.]
The argument used in Proposition 1 carries over directly to the completely regular situation, so the
result holds in that setting too.
A nonempty Hausdorff space is said to be zero dimensional if it has a basis consisting
of clopen sets. Every zero dimensional space is necessarily completely regular. The class of
zero dimensional spaces is closed under the formation of nonempty products and coprod-
ucts.
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[Note: Recall that for nonempty LCH spaces, the notions of zero dimensional and
totally disconnected are equivalent.]
A nonempty subspace of the real line is zero dimensional iff it contains no open interval.
The Isbell−Mro´wka space, the van Douwen line, the van Douwen space, and the Kunen line are all
zero dimensional, But of these, only the Kunen line is normal.
FACT Let X be a zero dimensional normal LCH space. Suppose that X is metacompact −then X
is subparacompact.
Any metric space (X, d) for which d(x, z) ≤ max(d(x, y), d(y, z)) is zero dimensional. Such a metric
space is said to be nonarchimedian. They are common fare in algebraic number theory and p-adic analysis.
Example: Suppose that X is zero dimensional and second countable −then X admits a compatible nonar-
chimedian metric. Indeed, let U = {Un} be a clopen basis for X and put d(x, y) = max
n
{ |χn(x)− χn(y)|
n
}
,
χn the characteristic function on Un.
[Note: Suppose that X is metrizable −then de Groot† has shown that dimX = 0 iff X admits a
compatible nonarchimedian metric.]
EXAMPLE Let κ be an infinite cardinal −then the Cantor cube Cκ is the space {0, 1}κ, where
{0, 1} has the discrete topology. It is a compact Hausdorff space of weight κ and is zero dimensional.
Of course, the Cantor cube associated with κ = ω is homeomorphic to the usual Cantor set. Every zero
dimensional space X of weight κ can be embedded in Cκ, hence has a zero dimensional compactification
ζX of weight κ.
[Let U = {Ui : i ∈ I} be a clopen basis for X such that #(I) = κ. Agreeing to denote by χi the
characteristic function of Ui, call χ the diagonal of the χi −then χ : X → Cκ is an embedding. The
closure ζX of the image of X in Cκ is a zero dimensional compactification of X of weight κ. Viewing X
as a subspace of ζX, to within topological equivalence ζX is the only zero dimensional compactification
of X with the property: For every zero dimensional compact Hausdorff space Y and for every continuous
function f : X → Y there exists a continuous function ζf : ζX → Y such that ζf |X = f .]
[Note: Consider the Cantor cube Cω. Since Cω →֒ R, it follows that if X is zero dimensional and
second countable, then there is an embedding X → R.]
Suppose that dimX = 0 −then it is clear that X is zero dimensional. To what extent
is the converse true?
LEMMA If for every pair (A,B) of disjoint closed subsets of X there exists a clopen
set U ⊂ X such that A ⊂ U ⊂ X −B, then dimX = 0.
[Let U = {Ui : i ∈ I} be a finite open covering of X of cardinality #(I) = k. To
†Proc. Amer. Math. Soc. 7 (1956), 948-953; see also Nagata, Fund. Math. 55 (1964), 181-194.
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establish the existence of a finite refinement of U by pairwise disjoint clopen sets, we shall
argue by induction on k. For k = 1, the assertion is trivial. Assume that k > 1 and that
the assertion is true for all open coverings of cardinality k − 1. Enumerate the elements
of U : U1, . . . , Uk and pass to {U1, . . . , Uk−1 ∪ Uk}, which thus has a precise refinement
{V1, . . . , Vk−1} by pairwise disjoint clopen sets. Noting that
 Vk−1 − Uk−1Vk−1 − Uk are disjoint
closed subsets of X, choose a clopen set U ⊂ X:
 Vk−1 − Uk−1 ⊂ UU ⊂ (X − Vk−1) ∪ Uk . Considera-
tion of the covering {V1, . . . , Vk−1 − U, Vk−1 ∩ U} then finishes the induction.]
PROPOSITION 2 Suppose that X is zero dimensional and Lindelo¨f −then dimX =
0.
[Let (A,B) be a pair of disjoint closed subsets of X. Given x ∈ X, choose a clopen
neighborhood Ux ⊂ X of x such that either A ∩ Ux = ∅ or B ∩ Ux = ∅. Let {Uxi} be
a countable subcover of {Ux} −then the Ui = Uxi −
⋃
j<i
Uxj are pairwise disjoint clopen
subsets of X and
⋃
i
Ui = X. Put U = st(A, {Ui}): U is clopen and A ⊂ U ⊂ X −B. The
lemma therefore implies that dimX = 0.]
Take X = [0,Ω] −then X is zero dimensional and compact, thus in view of Proposi-
tion 2, dim[0,Ω] = 0. Take next X = [0,Ω[ −then βX = [0,Ω], so dim[0,Ω[ = 0, too (cf.
Proposition 1).
LEMMA Let X be a nonempty CRH space −then dimX = 0 iff for every pair of disjoint zero sets
in X there exists a clopen set in X containing the one and not the other.
Consequently, Proposition 2 is valid as it stands in the completely regular situtation. Example: Con-
sider [0,Ω]× [0, ω] and conclude that the topological dimension of the Tychonoff plank is zero.
LEMMA Let X be a nonempty CRH space −then dimX = 0 iff every zero set in X is a countable
intersection of clopen sets.
EXAMPLE Let κ be a cardinal −then Nκ is paracompact if κ is countable but is neither normal
nor submetacompact if κ is uncountable. Claim: ∀ κ, dimNκ = 0. For this, it can be assumed that κ
is uncountable. Let Z(f) be a zero set in Nκ −then there exists a countable subproduct through which
f factors, i.e., there exists a continuous g : Nω → R such that f = g ◦ p, p : Nκ → Nω the projection.
Obviously, Z(g) = p(Z(f)). Choose a sequence {Vn} of clopen sets in Nω: Z(g) =
⋂
n
Vn. Put Un = p
−1(Vn)
−then Un is clopen in Nκ and Z(f) =
⋂
n
Un.
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[Note: Suppose that κ is uncountable −then every open subspace of Nκ has topologial dimension
zero but this need not be the case of closed subspaces (cf. p. 19-10).]
FACT Let X be a nonempty CRH space −then dimX = 0 iff the real valued continuous functions
on X with finite range are uniformly dense in BC(X).
[There is no loss of generality in assuming that X is compact. If X is totally disconnected, use Stone-
Weierstrass; If X is not totally disconnected, consider the functions constant on some connected subset of
X that has more than one point.]
It is false that unconditionally: X zero dimensional =⇒ dimX = 0, even if X is a
metric space (Roy†).
[Note: The topological dimension of Roy’s metric space is equal to 1. Does there
exists for each n > 1 a zero dimensional metric space X such that dimX = n? The answer
is unknown.]
EXAMPLE (Dowker’s Example “M”) In [0, 1], write x ∼ y iff x − y ∈ Q, so [0, 1]/ ∼ =∐
α
Qα. There are 2
ω equivalence classes Qα. Each is a countable dense subset of [0, 1]. Take a subcollection
{Qα : α < Ω}, where ∀ α < Ω : Qα 6= Q ∩ [0, 1]. Put Sα = [0, 1] −
⋃
{Qβ : α ≤ β < Ω} and consider the
subspace X = {(α, s) : α < Ω, s ∈ Sα} of [0,Ω[ ×[0, 1] −then X is zero dimensional and the claim is that
X is normal, yet dimX > 0. To see this, form X∗ = X ∪ ({Ω} × [0, 1]), a subspace of [0,Ω] × [0, 1] which
is normal. In addition, if A and B are disjoint closed subsets of X, then their closures A∗ and B∗ in X∗
are also disjoint. It follows that X is normal. If dimX = 0, then there exists a clopen set U ⊂ X such that
[0,Ω[ ×{0} ⊂ U and [0,Ω[ ×{1} ⊂ X − U . But U∗ ∩ (X − U)∗ = ∅ &
 (Ω, 0) ∈ U
∗
(Ω, 1) ∈ (X − U)∗
, and this
contradicts the connectedness of {Ω} × [0, 1]. Therefore dimX > 0. One can be precise: dimX = 1. For
if {U} is a finite open covering of X, then ∀ t ∈ [0, 1], there exists a neighborhood O of t and and α such
that X ∩ (]α,Ω[ ×O) is contained in some U , which implies that there exists a finite open covering {O} of
[0, 1] of order ≤ 2 and so an α such that X ∩ (]α,Ω[ ×O) is contained in some U . Therefore dimX ≤ 1.
[Note: X has a zero dimensional compactification ζX and the latter has topological dimension zero
(cf. Proposition 2). So: A compact Hausdorff space of zero topological dimension can have a normal
subspace of positive topological dimension. Another aspect is that while X is zero dimensional, βX is not.
In fact, dimX = dim βX (cf. Proposition 1), which is > 0, thus Proposition 2 is applicable. Here is a final
remark: By appropriately adjoining to X a single point, one can destroy its zero dimensionality or reduce
its topological dimension to zero without, in either case, losing normality.]
Modify the preceding construction, replacing
 [0, 1] by [0, 1]
ω
Sα by S
ω
α
and conculde that there exists a
compact Hausdorff space of zero topological dimension with a normal subspace of infinite topological di-
mension.
†Trans. Amer. Math. Soc. 134 (1968), 117-132; see also Kulesza, Topology Appl. 35 (1990), 109-120.
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FACT Suppose that dimX = 0 and X is paracompact. Let A be a closed subset of X; let Y be a
complete metric space −then every (bounded) continuous function f : A→ Y has a (bounded) continuous
extension F : X → Y .
[For n = 1, 2, . . ., Let Vn be the covering of Y by open 1/n balls. Let An = {Ai,n : i ∈ In} be an open
partition of A that refines f−1(Vn). Inductively determine an open partition Un = {Ui,n : i ∈ In} of X that
refines Un−1 and ∀ i ∈ In: A ∩ Ui,n = Ai,n. Assign to a given x ∈ X an index i(x,n) ∈ In: x ∈ Ui(x,n),n.
Choose points yi,n ∈ f(Ai,n). Observe that {yi(x,n),n} is Cauchy. Put F (x) = lim yi(x,n),n.]
Provided that Y is a separable complete metric space, the preceding result retains its validity if only
dimX = 0 and X is normal.
PROPOSITION 3 Suppose that X is a nonempty paracompact LCH space −then X
is zero dimensional iff dimX = 0.
[Since X is paracompact, X admits a representation X =
∐
i
Xi, where the Xi are
nonempty pairwise disjoint open σ-compact (= Lindelo¨f) subspaces of X (cf. p. 1-2). But
obviously, X is zero dimensional iff each of the Xi is zero dimensional. Now use Proposition
2.]
Proposition 3 can fail for an arbitrary normal LCH space. Consider the space X of Dowker’s Ex-
ample “M”. It is not locally compact. To get around this, let p : X → [0,Ω[ be the projection, form
βp : βX → β[0,Ω[ = [0,Ω] and put A = (βp)−1([0,Ω[). One can check that A is normal and zero dimen-
sional. And: X ⊂ A ⊂ βX =⇒ βA = βX =⇒ dimA = dimX > 0 (cf. Proposition 1). But A, being
open in βA, is a LCH space.
[Note: A zero dimensional =⇒ A∞ zero dimensional =⇒ dim(A∞) = 0 (cf. Proposition 2). So: A
compact Hausdorff space of zero topological dimension can have an open subspace of positive topological
dimension.]
Let X be a CRH space. Suppose that A is a collection of subsets of X closed under the formation
of finite unions and finite intersections. A subcollection F ⊂ A is said to be an A-filter if (i) ∅ /∈ F , (ii)
A ∈ F & A ⊂ B ∈ A =⇒ B ∈ F , and (iii) ∀ A,B ∈ F : A ∩ B ∈ F . Example: A = all zero sets in X or
A = all clopen sets in X, the associated A-filters then being the zero set filters and the clopen set filters,
respectively.
(Fil1) An A-filter F is said to be an A-ultrafilter if F is a maximal A-filter. The maximality of
F is equivalent to the condition: If B ∈ A and if A ∩ B 6= ∅ ∀ A ∈ F , then B ∈ F . An A-ultrafilter F is
prime , i.e., if A and B belong to A and if A ∪ B ∈ F , then A ∈ F or B ∈ F . Every A-filter is contained
in an A-ultrafilter.
(Fil2) An A-filter F is said to be fixed if ∩F is nonempty.
(Fil3) An A-filter F is said to have the countable intersection property if for every sequence
{An} ⊂ F ,
⋂
n
An 6= ∅.
[Note: The zero sets in X are closed under the formation of countable intersections. Therefore every
zero set ultrafilter on X with the countable intersection property is closed under the formation of countable
intersections.]
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The following standard characterizations illustrate the terminology.
(R) Let X be a CRH space −then X is R-compact iff every zero set ultrafilter on X with the
countable intersection property is fixed.
(N) Let X be a CRH space. Suppose that X is zero dimensional −then X is N-compact iff every
clopen set ultrafilter on X with the countable intersection property is fixed.
LEMMA Let X be a nonempty CRH space. Suppose that dimX = 0 and X is R-compact −then
X is N-compact.
[Let U be a clopen set ultrafilter on X with the countable intersection property −then the claim is
that U is fixed. Choose a zero set ultrafilter Z on X: Z ⊃ U . Take any sequence {Zn} ⊂ Z and write
Zn =
⋂
m
Umn Umn clopen. Each Umn meets ever element of U , thus each Umn is in U . But U has the
countable intersection property, so
⋂
n
Zn =
⋂
n
⋂
m
Umn 6= ∅. Therefore Z has the countable intersection
property, hence is fixed, and this implies that U is fixed as well.]
The converse to this lemma is false: There exist N-compact spaces of positive topological dimension.
EXAMPLE (Mysior Space) Let X be the subspace of ℓ2 consisting of all sequences {xn}, with
xn rational −then X is the textbook example of a totally disconnected space that is not zero dimensional
(Erdo¨s). Fix a countable dense subset D of X. For each S ⊂ D with #(S ∩D − S) = 2ω, choose a point
xS ∈ S ∩ D − S subject to: S′ 6= S′′ =⇒ xS′ 6= xs′′ . In addition, given x ∈ X − D, let {sk(x)} be
a sequence in D having limit x such that if x = xS for some S ⊂ D, then both S and D − S contain
infinitely many terms of {sk(x)}. Topologize X as follows: Isolate the points of D and take for the basic
neighborhoods of x ∈ X − D the sets Kk(x) = {x} ∪ {sl(x) : l ≥ k} (k = 1, 2, . . .). The resulting topol-
ogy τ on X is finer than the metric topology. And the space Xτ thereby produced is a nonnormal zero
dimensional LCH space possessing a basis comprised of countable clopen compact sets. To see that Xτ is
N-compact, let U be a clopen set ultrafilter on Xτ with the countable intersection property. the collection
{U ∈ U : U clopen in X} is a clopen set ultrafilter on X with the countable intersection property, hence
there exists a point x0 in its intersection (X is Lindelo¨f). This x0 is then the intersection of countably many
elements of U , thus U is fixed and so Xτ is N-compact. Still, dimXτ > 0. Observe first that since D is
dense in Xτ , the frontier in X of any clopen subset of Xτ has cardinality < 2
ω . Consider the disjoint zero
sets
 Z1 = {x : ‖x‖ ≤ 1Z2 = {x : ‖x‖ ≥ 2 . Let U be a clopen subset of Xτ : Z1 ⊂ U ⊂ X − Z2 −then its frontier in X
necessarily has cardinality 2ω.
FACT Let X be a nonempty CRH space −then X is N-compact iff X is zero dimensional and there
exists a closed embedding X →
∏
(N× [0, 1]).
There exists zero dimensional R-compact normal LCH spaces that are not N-compact. Owing to the
lemma, such a space must have positive topological dimension (cf. Propostion 3).
EXAMPLE [Assume CH] (The Kunen Plane) The construction of the Kunen line starting
from X = R can be carried out with no change whatsoever starting instead with X = R2, the upshot being
that the Kunen plane XΩ, a space with the same general topological properties as the Kunen line. So: XΩ is
a zero dimensional perfectly normal LCH space that is not paracompact but is first countable, hereditarily
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separable, and collectionwise normal. The topology τΩ on XΩ is finer than the usual topology on R
2. And,
∀ S ⊂ R2: #(clR2(S) = clΩ(S)) ≤ ω. It follows from this that if A and B are disjoint closed subset of XΩ,
then #(A ∩ B) ≤ ω, the bar denoting closure in R2.
Claim: XΩ is R-compact.
[Let ZΩ be a zero set ultrafilter on XΩ with the countable intersection property. Let Z ⊂ ZΩ be the
subcollection consisting of those R2-closed elements of ZΩ. Fix a point z0 ∈ ∩Z and choose a continuous
function φ : R2 → [0, 1] such that φ−1(0) = {x0}. The sets
 φ
−1([0, 1/n])
φ−1([1/n, 1])
are zero sets in R2, hence
are zero sets in XΩ. Of course, XΩ = φ
−1([0, 1/n]) ∪ φ−1[1/n, 1]). But obviously, φ−1([1/n, 1]) /∈ Z, thus
φ−1([1/n, 1]) /∈ ZΩ and so φ−1([0, 1/n]) ∈ ZΩ, ZΩ being prime. Consequently, {z0} =
⋂
n
φ−1([0, 1/n])
∈ ZΩ, which means that ZΩ is fixed.]
Claim: XΩ is not N-compact.
[Let U ⊂ XΩ be clopen −then #(U ∩XΩ − U) ≤ ω. Therefore the plane R2 is not disconnected by
U ∩XΩ − U , so either #(U) ≤ ω or #(XΩ − U) ≤ ω. Consider the collection U of all clopen U ⊂ XΩ for
which #(XΩ − U) ≤ ω −then U is a clopen set ultrafilter on XΩ with the countable intersection property
such that ∩U = ∅ (every x ∈ XΩ has a countable clopen neighborhood).]
[Note: The Kunen line XΩ is R-compact (same argument as above) but, in contrast to the Kunen
plane, it is also N-compact. For this, it need only be shown that dimXΩ = 0.
Claim: Let A ⊂ XΩ be countable and closed −then there exists a countable open U ⊂ XΩ : A ⊂ U
& U = U , the bar denoting closure in R.
[One can assume that A is closed in R. Write A =
⋂
n
On =
⋂
n
On, where the On are R-open and ∀ n:
On ⊃ On+1. Enumerate A : {an}, and for each n choose a compact countable open Un ⊂ XΩ: an ∈ Un and
Un ⊂ On. Consider U =
⋃
n
Un.]
To prove that dimXΩ = 0, it suffices to take an arbitrary pair (A,B) of disjoint closed subsets of XΩ
and construct a pair (UA, UB) of disjoint clopen subsets of XΩ:
 A ⊂ UAB ⊂ UB . Since #(A ∩ B) ≤ ω, by
the claim there exists a countable open O ⊂ XΩ: A ∩ B ⊂ O & O = O. Pick disjoint R-open sets OA and
OB :
 A−O ⊂ A−O ⊂ OA ⊂ R−OB −O ⊂ B −O ⊂ OB ⊂ R−O , with #((R − O) − (OA ∪ OB)) ≤ ω (possible because it is a
question of R as opposed to R2). Pass to R− (OA∪OB) and use the claim once again to choose a countable
open P ⊂ XΩ: R− (OA ∪OB) ⊂ P ⊂ R− ((A−O) ∪ (B −O)) & P = P −then
 (OA ∪ P ) ∩ (R−O)(OB − P ) ∩ (R−O)
are disjoint clopen subsets of XΩ containing
 A−OB −O , respectively. On the other hand, O is a normal
subspace of XΩ of zero topological dimension (cf. Proposition 2), so we can find disjoint clopen sets PA
and PB in XΩ:
 A ∩O ⊂ PA ⊂ OB ∩ O ⊂ PB ⊂ O . Now put
 UA = ((OA ∪ P ) ∩ (R−O)) ∪ PAUB = ((OB − P ) ∩ (R−O)) ∪ PB .]
EXAMPLE (The van Douwen Plane) The object is to equip X = R2 with a first count-
able, separable topology that is finer than the usual topology (hence Hausdorff) and under which X = R2
is locally compact and normal and zero dimensional and R-compact but not N-compact. Let {Un} be a
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countable basis for R2 with U0 = R
2. Assign to each x ∈ R2 the sets Ok(x) =
⋂
n
{Un : n ≤ k & x ∈ Un}
−then the collection {Ok(x)} is a neighborhood basis at x in R2. Obviously, x ∈ Ol(y) =⇒ Ok(x) ⊂ Ol(y)
(∀ k ≥ l). Let {xα : α < 2ω} be an enumeration of R2 and put Xα = {xβ : β < α} −then Xc = R2
(c = 2ω). We shall assume that Xω = Q
2. Fix an enumeration {(Aα, Bα) : α < 2ω} of the set of all pairs
(A,B), where A and B are countable subsets of R2 with #(A ∩B) = 2ω, arranging matters in such a way
that each pair is listed 2ω times. Here (and below) the bar stands for closure in R2, while clc will denote
the closure operator relative to the upcoming topology τc on Xc. Define an injection Γ : 2
ω → 2ω − ω by
the prescription
Γ(γ) = min({α ∈ 2ω − ω : Aγ ∪Bγ ⊂ Xα, xα ∈ Aγ ∩Bγ} − {Γ(β) : β < γ}).
Given α ∈ 2ω − ω, choose a sequence {sk(α)} ⊂ Xα : ∀ k, sk(α) ∈ Ok(xα), having the property that if
α = Γ(γ), then {sk(α)} ⊂ Q2 ∪ Aγ ∪ Bγ and each of Q2, Aγ , and Bγ contains infinitely many terms of
{sk(α)}, otherwise {sk(α)} ⊂ Q2. Topologize X = R2 as follows: Inductively take for the basic neigh-
borhoods of xα the sets Kk(xα), Kk(xα) being {xα} if α ∈ ω and {xα} ∪
⋃
l≥k
Kl(xsl(α)) if α ∈ 2ω − ω
(k = 1, 2, . . .). Needless to say, ∀ α : Kk(xα) ⊂ Ok(xα), and ∀ α, β: xα ∈ Kl(xβ) =⇒ Kk(xα) ⊂ Kl(xβ)
(∃ k). Observe too that the Kk(xα) are compact and countable. Therefore Xc is a zero dimensional LCH
space that is in addition first countable and separable.
Claim: Let S, T ⊂ Xc. Suppose that S ∩ T is uncountable − then clc(S) ∩ clc(T ) is uncountable.
[There are countable A,B ⊂ R2:
 A ⊂ S ⊂ AB ⊂ T ⊂ B . From the definitions, (A,B) = (Aα, Bα) for 2ω
ordinals α and, by construction, xΓ(α) ∈ clc(Aα) ∩ clc(Bα). But Γ is one-to-one.]
[To establish that Xc is normal, it suffices to show that if A and B are two disjoint closed subsets of
Xc, then there exists a countable open covering O = {O} of Xc such that ∀ O ∈ O : clc(O) ∩ A = ∅ or
clc(O)∩B = ∅. In view of the claim, A∩B is countable. Let x ∈ A∩B −then x /∈ A∪B, so by regularity
there exists an open set Ox ⊂ Xc containing x : clc(Ox) ∩ (A ∪ B) = ∅. It is equally plain that for any
x ∈ R2−A∩B there exists an R2-open set Ox containing x : Ox∩A = ∅ or Ox∩B = ∅. Select a countable
subcollection of {Ox : x ∈ R2 − A ∩B} that covers R2 − A ∩B and combine it with {Ox : x ∈ A ∩B}.
Arguing as before, one proves that Xc is R-compact but not N-compact.
[Note: The van Douwen plane exists in ZFC. But unlike the Kunen plane, it is not perfect. Reason:
Q2 ∪ {xΓ(α) : Aα ∪ Bα ⊂ Q2} is not a normal subspace of Xc. However, every closed discrete subspace
of Xc is countable, so Xc, like the Kunen plane, is collectionwise normal. Of course, Xc is not Lindelo¨f,
thus is not paracompact (being separable), although Xc is countably paracompact. By the way, if the same
procedure is applied to X = R, then the endproduct is a space very different from what was termed the
van Douwen line in §1.]
Is it true that for every normal subspace Y ⊂ X, dimY ≤ dimX? In other words,
is dim monotonic? On closed subspaces, this is certainly the case but, as has been seen
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above, this is not the case in general.
It is false that dim is monotonic on closed subspaces of a nonnormal X. For example, the topological
dimension of Mysior space is positive but it embeds as a closed subspace of some Nκ and dimNκ = 0.
LEMMA Let X be a nonempty CRH space. Suppose that A is a subspace of X which has the EP
w.r.t. [0,1] −then dimA ≤ dimX.
PROPOSITION 4 Suppose that X is hereditarily normal −then dim is monotonic iff
for every open U ⊂ X: dimU ≤ dimX.
One might conjecture that dim is monotonic if X is hereditarily normal. This is false:
Pol-Pol† has given an example of a hereditarily normal X that has topological dimension
zero but which contains for every n = 1, 2, . . . a subspace Xn : dimXn = n. Since βX also
has topological dimension zero (cf. Propostion 1), dim is dramatically nonmonotonic even
for compact Hausdorff spaces.
Consider the Kunen plane XΩ −then its one point compactification is hereditarily normal and has
topological dimension zero, although XΩ appears as an open subspace of positive topological dimension.
EXAMPLE The Isbell−Mro´wka space Ψ(N) is a nonnormal LCH space. While zero dimensional,
its “finer” topological properties depend on the choice of S . Claim: ∃ S for which dimΨ(N) > 0. To
this end, replace N by Q[0,1] ≡ Q ∩ [0, 1]. Attach to each r, 0 < r < 1, a bijection ιr : {q ∈ Q[0,1] : q <
r} → {q ∈ Q[0,1] : q > r} such that q′ < q′′ iff ιr(q′) > ιr(q′′). Let SEQ be the collection of all sequences
s of distinct elements of Q[0,1] satisfying one of the following two conditions: (i) lim s = 0 or lim s = 1;
(ii) s = t ∪ ιr(t) (0 < r < 1), where t converges to r from the left. Because [0, 1] is compact, there is a
maximal infinite collection S ⊂ SEQ of almost disjoint infinite subsets of Q[0,1]. Consider the corresponding
Isbell-Mro´wka space X = Ψ(Q[0,1]), i.e., X = S∪Q[0,1] −then dimS = 0 and dimQ[0,1] = 0, yet dimX > 0.
To see this, define a continuous function f : X → [0, 1] by
 f(q) = q (q ∈ Q[0,1])f(s) = lim s (s ∈ S) . Verify that there
is no clopen subset of X containing f−1(0) and missing f−1(1).
[Note: Mro´wka ‡ has shown that for certain choices of S , β(Ψ(N)) = Ψ(N)∞, hence dimΨ(N) = 0.
At the opposite extreme Tarasawa‖ proved that for any n = 1, 2, . . . or ∞, it is possible to find an S such
that the associated Ψ(N) has topological dimension n but at the same time is expressible as the union of
two zero sets, each having topological dimension zero.]
†Fund. Math. 102 (1979), 137-142.
‡Fund. Math. 94 (1977), 83-92.
‖Topology Appl. 11 (1980), 93-102.
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LEMMA Let U be a finite open covering of X −then U has a finite open refinement
of order ≤ n+ 1 iff U has a finite closed refinement of order ≤ n+ 1.
[Suppose that U = {U1, . . . , Uk}. Let V = {V1, . . . , Vk} be a precise open refinement
of U of order ≤ n+1 −then V has a precise open refinementW = {W1, . . . ,Wk} such that
∀ i: W i ⊂ Vi. And the order of W is ≤ n+ 1. To go the other way, let A = {A1, . . . , Ak}
be a precise closed refinement of U of order ≤ n + 1 −then it will be enough to produce
a precise open refinement V = {V1, . . . , Vk} of U such that ∀ i: Ai ⊂ Vi ⊂ Ui and
Ai1 ∩ · · · ∩ Aim 6= ∅ iff Vi1 ∩ · · · ∩ Vim 6= ∅. Here i1, . . . , im are natural numbers, each
≤ k. This can be done by a simple iterative procedure. Denote by B1 the union of all
intersections of members of the collection {A1, . . . , Ak} which are disjoint from A1 and
choose an open set V1 :
 A1 ⊂ V1V 1 ⊂ U1 & B1 ∩ V 1 = ∅. Denote by B2 the union of all
intersections of members of the collection {U1, A2, . . . , Ak} which are disjoint from A2 and
choose an open set V2 :
 A2 ⊂ V2V 2 ⊂ U2 & B2 ∩ V 2 = ∅. ETC.]
COUNTABLE UNION LEMMA Suppose that X =
∞⋃
1
Aj , where the Aj are closed
subspaces of X such that ∀ j, dimAj ≤ n −then dimX ≤ n, hence dimX = supdimAj .
[Let U = {Ui} be a finite open covering of X. Put A0 = ∅. Claim: There exists a
sequence U0,U1, . . ., of finite open coverings Uj = {Ui,j} of X such that Ui,0 ⊂ Ui but
U i,j ⊂ Ui,j−1 & ord({Aj ∩ U i,j}) ≤ n+ 1
if j ≥ 1. To prove this, we shall proceed by induction on j, setting U0 = U and then as-
suming that the Uj have been defined for all j < j0, where j0 ≥ 1. Since {Aj0∩Ui,j0−1} is a
finite open covering of Aj0 and since dimAj0 ≤ n, there exist open subsets Vi ⊂ Aj0∩Ui,j0−1
of Aj0 such that Aj0 =
⋃
i
Vi and ord({Vi}) ≤ n + 1. Let Wi = (Ui,j0−1 − Aj0) ∪ Vi −then
{Wi} is a finite open covering of X and ord({Aj0 ∩Wi}) ≤ n + 1. The induction is com-
pleted by choosing the elements Ui,j0 of Uj0 subject to U i,j0 ⊂ Wi. By construction, the
collection {
⋂
j≥1
U i,j} is a precise closed refinement of U = {Ui} of order ≤ n + 1, so from
the lemma dimX ≤ n.]
Example: dim[0, 1] = 1 =⇒ dimR = 1.
FACT Suppose that X is normal of topological dimension n ≥ 1 −then there exists a sequence of
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pairwise disjoint closed subspaces Aj of X such that ∀ j, dimAj = n.
A CRH space X is said to be strongly paracompact if every open covering of X has a star finite
open refinement. Any paracompact LCH space X is strongly paracompact (cf. §1, Proposition 2). Also: X
Lindelo¨f =⇒ X strongly paracompact and X connected + strongly paracompact =⇒ X Lindelo¨f. Not
every metric space is strongly paracompact (consider the star space S(κ), κ > ω).
FACT Suppose that X is normal and Y is a strongly paracompact subspace of X −then dimY ≤
dimX.
[The assertion is trivial if dimX =∞, so assume that dimX = n is finite. Let {Ui} be a finite open
covering of Y ; let Oi be an open subset of X such that Ui = Y ∩ Oi and put O =
⋃
i
Oi. Assign to each
y ∈ Y a neighborhod Oy of y in X : Oy ⊂ O −then {Y ∩ Oy} is an open covering of Y , thus has a star
finite open refinement P . Write P =
∐
j
Pj , the equivalence relation corresponding to this partition being
P ′ ∼ P ′′ iff there exists a finite collection of sets P1, . . . , Pr in P with P1 = P ′, Pr = P ′′ and P1 ∩ P2 6= ∅,
. . ., Pr−1 ∩Pr 6= ∅. Since P is star finite, each of the Pj is countable. Let Yj =
⋃
{P : P ∈ Pj}, where P is
the closure of P in X. Being an Fσ, Yj is normal and therefore, by the countable union lemma, dimYj ≤ n.
But Yj is contained in O =
⋃
i
Oi, so there exists an open covering {Oi,j} of Yj such that ∀ i: Oi,j ⊂ Oi
& ord({Oi,j}) ≤ n + 1. Let Vi = Y ∩
⋃
j
(Oi,j
⋂
∪Pj) −then {Vi} is a precise open refinement of {Ui} of
order ≤ n+ 1.]
The preceding result if false if “paracompact” is substituted for “strongly paracompact”. Example:
Consider Roy’s metric space X sitting inside its zero dimensional compactifcation ζX.
The countable union lemma retains its validity in the completely regular situation provided the Aj
are subspaces of X which have the EP w.r.t. [0, 1]. Proof: The closure of Aj in βX is βAj , so if
Y =
∞⋃
1
βAj , then Y is normal and therefore, by the countable union lemma, dimY ≤ n, from which
dimX = dim βX = dim βY = dimY ≤ n.
[Note: According to Terasawa (cf. p. 19-10), there exists a completely regular X of topological
dimension n such that X = X1 ∪X2, where X1 and X2 are zero sets with
 dimX1 = 0dimX2 = 0 . Therefore the
countable union lemma can fail even when the hypothesis “closed set” is strengthened to “zero set”.]
LEMMA Let X be a nonempty CRH space. Suppose that A is a Z-embedded subspace of X −then
dimA ≤ dimX.
[Assume that dimX ≤ n. Let {Ui} be a finite cozero set covering of A; let Oi be a cozero set in βX
such that Ui = A∩Oi and put O =
⋃
i
Oi −then O is a cozero set in βX, so by the countable union lemma,
dimO ≤ dim βX ≤ n. Therefore there exists a cozero set covering {Pi} of O of order ≤ n + 1 such that
∀ i: Pi ⊂ Oi. Consider the collection {A ∩ Pi}.]
Recall: Every subspace of a perfectly normal space is perfectly normal. So: X perfectly
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normal =⇒ X hereditarily normal. The conjuction perfectly normal + paracompact is
hereditary to all subspaces. Reason: Every open set is an Fσ and an Fσ in a paracompact
space is paracompact. For example, the class of stratifiable spaces or the class of CW
complexes realize this conjuction.
[Note: The ordinal space [0,Ω] is hereditarily normal but not perfectly normal and
its product with [0, 1] is normal but not hereditarily normal.]
PROPOSITION 5 Suppose that X is perfectly normal −then dim is monotonic.
[Apply the countable union lemma to an open subset of X and then quote Proposition
4.]
Working under CH, the procedure for manufacturing the Kunen line or the Kunen plane is just a
specialization to R or R2 of a general “machine” for refining topologies. Thus suppose that X is a set of
cardinality Ω equipped with a Hausdorff topology τ which is first countable, hereditaritly separable and
perfectly normal −then a Kunen modification of τ is a topology Kτ on X finer than τ which is zero di-
mensional, locally compact, first countable, hereditarily separable and perfectly normal (but not Lindelo¨f)
such that each x ∈ X has a countable clopen neighborhood and ∀ S ⊂ X: #(clr(S)− clKτ (S)) ≤ ω.
[Note: Any τ having the stated properties admits a Kunen modification Kτ (cf. p. 1-16).]
FACT [Assume CH] If dim(X, τ ) ≥ n, then dim(X,Kτ ) ≥ n − 1 and if dim(X, τ ) ≤ n then
dim(X,Kτ ) ≤ n.
PROPOSITION 6 The statement dimX ≤ n is true iff every neighborhood finite
open covering of X has a numerable open refinement of order ≤ n+ 1.
[Let U be neighborhood finite open covering of X −then U is numerable, hence has a
numerable open refinement that is both neighborhood finite and σ-discrete, say V =
⋃
n
Vn
(cf. §1, Proposition 12). Choose a partition of unity {κV } on X subordinate to V. Put
fn =
∑
V ∈Vn
κV : The collection {f
−1
n (]0, 1])} is a countable cozero set covering of X, thus has
a countable star finite cozero set refinement {Ok} (cf. p. 1-25). Fix a sequence of integers
1 = n1 < n2 · · · : Ok ∩ Ol = ∅ if k ≤ ni and l ≥ ni+2 (i = 1, 2, . . .). The subspace
⋃
k≤n2
Ok
is a cozero set and so by the countable union lemma its topological dimension is ≤ n.
Accordingly, there exists a covering W1 = {W1, . . . ,Wn1 ,W
′
n1+1, . . . ,W
′
n2} of
⋃
k≤n2
Ok by
cozero sets of order ≤ n+1 such that
 Wk ⊂ Ok (k ≤ n1)W ′k ⊂ Ok (n1 < k ≤ n2) . Next, there exists a
covering W2 = {Wn1+1, . . . ,Wn2 ,W
′
n2+1, . . . ,W
′
n3} of W
′
n1+1∪· · · ∪W
′
n2 ∪On2+1∪· · ·∪On3
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by cozero sets of order ≤ n + 1 such that
 Wk ⊂W ′k (n1 < k ≤ n2)W ′k ⊂ Ok (n2 < k ≤ n3) . Iterate to get
a covering W = {Wk} of X by cozero sets of order ≤ n+ 1 such that ∀ k: Wk ⊂ Ok. The
collection
⋃
k
U ∩Wk is a numerable open refinement of U of order ≤ n+ 1.]
Suppose that X is paracompact −then it follows from Proposition 6 that dimX ≤ n
iff every open covering of X has an open refinement of order ≤ n+ 1.
Since cozero sets are Z-embedded and since dim is monotonic on Z-embedded subspaces, Proposition
6 goes through without change in the completely regular situation provided one works with numerable open
coverings and numerable open refinements.
SUBLEMMA The statement dimX ≤ n is true iff every collection {U1, . . . , Un+2}
of X has a precise open refinement {V1, . . . , Vn+2} such that
n+2⋂
1
Vi = ∅.
[When turned around, the nontrivial assertion is that if dimX > n, then there exists
an open covering {U1, . . . , Un+2} of X, every precise open refinement {V1, . . . , Vn+2} of
which satisfies the condition
n+2⋂
1
Vi 6= ∅. But dimX > n means that there exists an open
covering {O1, . . . , Ok} of X that has no precise open refinement of order ≤ n+1. By mak-
ing at most a finite number of replacements, matters can be arranged so as to ensure that if
{P1, . . . , Pk} is a precise open refinement of {O1, . . . , Ok}, then Pi1∩· · ·∩Pim 6= ∅ whenever
Oi1∩· · ·∩Oim 6= ∅. Here i1, . . . , im are natural numbers, each ≤ k. We can and will assume
that
n+2⋂
1
Oi 6= ∅. Put Ui = Oi (i ≤ n+1), Un+2 =
k⋂
n+2
Oi −then {U1, . . . , Un+2} is an open
covering of X with the property in question. In fact, let {V1, . . . , Vn+2} be an open covering
of X such that ∀ i: Vi ⊂ Ui. The covering {V1, . . . , Vn+1, Vn+2 ∩ On+2, . . . Vn+2 ∩ Ok} is a
precise open refinement of {O1, . . . , Ok} and
n+2⋂
1
Vi ⊃
(n+1⋂
1
Vi
)
∩ (Vn+2 ∩On+2) 6= ∅.]
LEMMA The statement dimX ≤ n is true iff for every collection {(Ai, Bi):i =
1, . . . , n+1} of n+1 pairs of disjoint closed subsets of X there exists a collection {φi : i =
1, . . . , n + 1} of n + 1 continuous functions φi : X → [0, 1] such that
 φi|Ai = 0φi|Bi = 1 and
n+1⋂
1
φ−1i (1/2) = ∅.
[Necessity: Put Bn+2 =
n+1⋂
1
Ai −then
n+2⋂
1
Bi = ∅, so there exists an open covering
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{U1, . . . , Un+2} of X such that Bi ⊂ Ui and
n+2⋂
1
Ui = ∅. Since Ai ⊂ Un+2, we can replace
Ui by Ui − Ai and force Ai ⊂ X − Ui. Fix a precise closed refinement {C1, . . . , Cn+2}
of {U1, . . . , Un+2} with Bi ⊂ Ci. Let φi : X → [0, 1] be a continuous function such that
φi|X − Ui = 0 and φi|Ci = 1. Obviously,
 φi|Ai = 0φi|Bi = 1 And finally,
n+1⋂
1
φ−1i (1/2) ⊂
n+1⋂
1
(Ui − Ci) ⊂
n+2⋂
1
Ui = ∅.
Sufficiency: Let {U1, . . . , Un+2} be an open covering of X. Fix a precise closed refine-
ment {C1, . . . , Cn+2} for it and let
 Ai = X − UiBi = Ci (i = 1, . . . , n+1). The pairs (Ai, Bi)
satisfy our hypotheses, so choose the φi as there and then let
 Oi = {x : φi(x) < 1/2}Pi = {x : φi(x) > 1/2} .
Note that
n+1⋂
1
(X − (Oi ∪ Pi)) =
n+1⋂
1
φ−1i (1/2) = ∅, hence that X =
n+1⋃
1
Oi ∪
n+1⋃
1
Pi. Put
Vi = Pi (i ≤ n+1), Vn+2 = Un+2∩
n+1⋃
1
Oi −then {V1, . . . , Vn+2} is a precise open refinement
of {U1, . . . , Un+2} such that
n+2⋂
1
Vi = ∅. The sublemma therefore implies that dimX ≤ n.]
The characterization of dimX ≤ n given by the lemma extends to the completely regular situation so
long as it is formulated in terms of disjoint pairs (Ai, Bi) of zero sets.
When the context dictates, we shall abuse the notation and write Sn for the frontier
of [0, 1]n+1.
ALEXANDROFF’S CRITERION The statement dimX ≤ n is true iff every closed
subset A ⊂ X has the EP w.r.t Sn.
[Necessity: Given f ∈ C(A,Sn): f = (f1, . . . , fn+1), let
 Ai = {x : fi(x) = 0}Bi = {x : fi(x) = 1}
−then A is the union
⋃
i
(Ai ∪ Bi) and the preceding lemma is applicable to the pairs
(Ai, Bi). The corresponding φi : X → [0, 1] combine to determine a continuous function
φ : X → [0, 1]n+1, the restriction of which to A defines an element ψ ∈ C(A,Sn). Put
H(x, t) = (1 − t)ψ(x) + tf(x) ((x, t) ∈ IA) −then H ∈ C(IA,Sn), so ψ and f are homo-
topic. On the other hand, Sn is a retract of [0, 1]n+1 punctured at its center (1/2, . . . , 1/2).
Since
n+1⋂
1
φ−1i (1/2) = ∅, it follows that ψ has an extension Ψ ∈ C(X,S
n). But A has the
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HEP w.r.t. Sn (cf. p. 6-40), therefore f has an extension F ∈ C(X,Sn).
Sufficiency: Consider an arbitrary collection {(Ai, Bi) : i = 1, . . . , n+1} of n+1 pairs
of disjoint closed subsets of X. Put A =
⋃
i
(Ai ∪ Bi). Choose fi ∈ C(A, [0, 1]) such that fi|Ai = 0fi|Bi = 1 and then combine the fi to determine a continuous function f : A → Sn.
By assumption, f has an extension F ∈ C(X,Sn). Write φi for the i
th component of F
−then φi|A = fi and
n+1⋂
1
φ−1i (1/2) = ∅. That dimX ≤ n is thus a consequence of the
preceding lemma.]
EXAMPLE Take for X the long ray L+ −then dimX = 1.
[Since dimX > 0, one need only show that dimX ≤ 1. But real valued continuous functions are
constant on “tails”, so Alexandroff’s criterion is applicable.]
FACT Let X be a compact Hausdorff space. Suppose that X =
∞⋃
1
Aj , where the Aj are closed
subspaces of X such that ∀ i 6= j: dim(Ai ∩Aj) < n −then each Aj has the EP w.r.t. Sn.
[Recall that if X is a connected compact Hausdorff space admitting a disjoint decompostion
∞⋃
1
Aj by
closed subspaces Aj , then Aj = X for some j.]
Application: Because the identity map Sn → Sn cannot be extended continuously over [0, 1]n+1, Rn+1
cannot be covered by a sequence {Kj} of compact sets such that ∀ i 6= j: dim(Ki ∩Kj) < n.
[Note: With more work, one can do better in that “compact” can be replaced by “closed” (cf. p.
19-23).]
The compactness assumption on X in the preceding result is essential. Example: Take for X a one
dimensional connected locally compact subspace of the plane admitting a disjoint decomposition
∞⋃
1
Aj
by nonempty closed proper subspaces Aj , fix two indices i 6= j, and consider the continuous function
f : Ai ∪ Aj → S0 which is 0 on Ai and 1 on Aj .
Using Alexandroff’s criterion, Cantwell† proved that the statement dimX ≤ n is true iff the closed
unit ball in BC(X,Rn+1) is the convex hull of its extreme points (n = 1, 2, . . .).
[Note: Let X be a nonempty CRH space −then the extreme points of the closed unit ball in
BC(X,Rn+1) are the functions whose range is a subset of Sn and it is always true that the closed unit ball
in BC(X,Rn+1) is the convex hull of its extreme points (n = 1, 2, . . .), a purely topological assertion. By
contrast, the closed unit ball in BC(X) is the closed convex hull of its extreme points iff dimX = 0.]
In the completely regular situation, there is only a partial analog to Alexandroff’s criterion.
(1) Suppose that every zero set A ⊂ X has the EP w.r.t. Sn −then dimX ≤ n. Proof:
Since for any pair (A,B) of disjoint zero sets there exists a continuous function f : X → [0, 1] such that
†Proc. Amer. Math. Soc. 19 (1968), 821-825.
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 f |A = 0f |B = 1 , the argument used in the normal case can be transcribed in the obvious way.
(2) Suppose that dimX ≤ n −then every subset A ⊂ X which has the EP w.r.t. [0, 1] has
the EP w.r.t. Sn. Proof: Since dimX = dim βX, βA, the closure of A in βX, has the EP w.r.t. Sn.
[Note: This need not be true if A is a zero set. Example: Take, after Terasawa (cf. p. 19-10),
X = X1 ∪ X2, where dimX = 1 and X1 and X2 are zero sets with
 dimX1 = 0dimX2 = 0 −then either X1 or
X2 fails to have the EP w.r.t. [0, 1] (otherwise dimX = max{dimX1,dimX2}). To be specific, assume
that it is X1. Put A = X1 and choose a continuous function φ : A → [0, 1] that does not extend to a
continuous function Φ : X → [0, 1] −then f = (φ, 0) is a continuous function A→ S1 that does not extend
to a continuous function F : X → S1.]
Let Y be a topological space −then a map f ∈ C(X,Y ) is said to be universal if
∀ g ∈ C(X,Y ) ∃ x ∈ X: f(x) = g(x). A universal map is clearly surjective. Note too that
if there is a universal map X → Y , then every element of C(Y, Y ) must have a fixed point.
LEMMA A continuous function f : X → [0, 1]n+1 is universal iff the restriction
f−1(Sn)→ Sn has no extension F ∈ C(X,Sn).
[Necessity: To get a contradiction, suppose that there exists a continuous function
F : X → Sn which agrees with f on f−1(Sn) and then postcompose F with the antipodal
map Sn → Sn.
Sufficiency: To get a contradiction, suppose that there exists a continuous function
g : X → [0, 1]n+1 such that f(x) 6= g(x) for every x ∈ X and define a continuous function
F : X → Sn by setting F (x) equal to the intersection of Sn with the ray containing f(x)
which emanates from g(x).]
It therefore follows that dimX ≥ n iff there exists a universal map f : X → [0, 1]n.
Example: dim[0, 1]n ≥ n. Indeed, the Brouwer fixed point theorem says that the identity
map [0, 1]n → [0, 1]n is universal. Example: dim[0, 1]n ≥ n =⇒ dimRn ≥ n.
The equivalence dimX ≥ n iff there exists a universal map f : X → [0, 1]n holds for any completely
regular X.
LEMMA Let A be a closed subset of X. Suppose that dimB ≤ n for every closed
subset B ⊂ X which does not meet A −then each f ∈ C(A,Sn) has an extension F ∈
C(X,Sn).
[Choose an open U ⊃ A and a φ ∈ C(U,Sn) such that φ|A = f . Choose an open
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V : A ⊂ V ⊂ V ⊂ U −then V −V is closed in X −V , so Alexandroff’s criterion says there
exists a Φ ∈ C(X − V,Sn) : Φ|V − V = φ|V − V . Consider the function F ∈ C(X,Sn)
defined by F (x) =
 φ(x) (x ∈ V )Φ(x) (x ∈ X − V ) .]
CONTROL LEMMA Let A be a closed subset of X. Suppose that dimA ≤ n and
that dimB ≤ n for every closed subset B ⊂ X which does not meet A −then dimX ≤ n.
[Fix a closed subset A0 ⊂ X and take an f0 ∈ C(A0,S
n). Claim: f0 has an extension
f ∈ C(A ∪ A0,S
n). Assuming that A ∩ A0 6= ∅, in view of Alexandroff’s criterion, the
restriction f0|A ∩A0 has an extension F0 ∈ C(A,S
n). Define f ∈ C(A∪A0,S
n) piecewise: f |A = F0f |A0 = f0 . Now let B be a closed subset of X disjoint from A ∪A0. By hypothesis,
dimB ≤ n so the lemma implies that f has an extension F ∈ C(X,Sn). But F |A0 = f0.
Invoke Alexandroff’s criterion to conclude that dimX ≤ n.]
Suppose that A ⊂ X is closed −then the quotient X/A is a normal Hausdorff space
and it follows from the control lemma that dimX = max{dimA,dimX/A}.
[Note: If A is a closed Gδ , then X −A is an open Fσ, thus is normal, and dimX/A =
dim(X −A).]
The position of quotients in the completely regular situation is complicated by the fact that X/A need
not be completely regular even under favorable circumstances, e.g., when A has the EP w.r.t. [0, 1] or A is
closed. Still, dimX/A is meaningful (cf. p. 19-2) and nothing more than that is really needed.
Given a nonempty A ⊂ X, write ∗A for the image of A under the projection p : X → X/A.
LEMMA Let X be a nonempty CRH space. Suppose that A is a nonempty subspace of X −then
dimX/A ≤ dimX.
[Assume that dimX ≤ n. Take a finite cozero set covering U = {U1, . . . , Uk} of X/A. Choose a
continuous function φ : X/A → [0, 1] such that φ−1(]0, 1]) =
⋂
i
{Ui : ∗A ∈ Ui}. Let q = φ(∗A). Put
V0 = {x : φ(x) > q/2}, Vi = Ui − {x : φ(x) ≥ q} (i > 0) −then V = {V0, . . . , Vk} is a finite cozero set
refinement of U and ∗A /∈ Vi (i > 0). The collection p−1(V) = {p−1(V0), . . . , p−1(Vk)} is a finite cozero set
covering of X, hence has a precise cozero set refinement W = {W0, . . .Wk} of order ≤ n+ 1, which in turn
has a precise cozero set refinement Z = {Z0, . . . , Zk} of order ≤ n + 1. Since Zi and X −Wi are disjoint
zero sets, there exists a continuous function φi : X → [0, 1] with
 φi|Zi = 1φi|X −Wi = 0 . But A ⊂ Z0 and
A∩Wi = ∅ (i > 0). Therefore each φi factors through X/A to give a continuous function ψi : X/A→ [0, 1].
The collection {ψ−1i (]0, 1])} is a finite cozero set refinement of U of order ≤ n+ 1.]
LEMMA Let X be a nonempty CRH space. Suppose that A is a nonempty subspace of X which
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has the EP w.r.t. [0, 1] −then dimX = max{dimA,dimX/A}.
[The point here is that every finite cozero set covering of A is refined by the restriction to A of a finite
cozero set covering of X (cf. §6, Proposition 4).]
The relation dimX = max{dimA,dimX/A} need not hold if A is merely Z-embedded in X. Indeed,
Pol† has constructed an example of a completely regular X having the following properties (i) dimX > 0;
(ii) X = X1∪X2, where X1 and X2 are zero sets with
 dimX1 = 0dimX2 = 0 ; (iii)
 X1 = U1 ∪DX2 = U2 ∪D , where U1
and U2 are cozero sets and D is discrete; (iv) U1∪U2 is a countable dense subset of X. Consider A = U1∪U2.
PROPOSITION 7 Suppose that X = Y ∪ Z, where Y and Z are normal −then
dimX ≤ dimY + dimZ + 1.
[There is nothing to prove if either dimY = ∞ or dimZ = ∞, so assume that
dimY ≤ r and dimZ ≤ s. Owing to the control lemma, it will be enough to show
that dimY ≤ r + s + 1. Let U = {Ui} be a finite open covering of Y . Since dimY ≤ r,
there exists a collection V = {Vi} of open subsets of Y such that Vi ⊂ Ui, Y ⊂
⋃
i
Vi, and
ord({Y ∩ Vi}) ≤ r + 1. Put D = Y −
⋃
i
Vi. Because dimD ≤ s, there exists a closed
covering A = {Ai} of D of order ≤ s+ 1 such that Ai ⊂ Ui. Without changing the order,
expand A to a collection W = {Wi} of open subsets of Y such that Ai ⊂ Wi ⊂ Ui. The
union V ∪W covers Y , refines U , and is of order ≤ r + 1 + s+ 1.]
[Note: WhenX is metrizable, there is another way to argue. Assume:
 dimY = rdimZ = s
−then every closed subset of
 YZ has the EP w.r.t.
 S
s
Sr
, thus every closed subset
of X has the EP w.r.t. Ss ∗ Sr = Ss+r+1 (cf. p. 6-42).]
By way of application, suppose that X is hereditarily normal and that X =
n⋃
0
Xi,
where ∀ i: dimXi ≤ 0 −then dimX ≤ n.
This remark can be used to prove that dimRn ≤ n, from which dimRn = n. (cf. p.
19-17). Thus suppose that n ≥ 1 and that 0 ≤ m ≤ n. Denote by Qnm the subspace of
Rn consisting of all points with exactly m rational coordinates −then Rn = Qn0 ∪ · · · ∪Q
n
n.
Claim: ∀ m, dimQnm = 0. This is immediate if m = n (cf. Proposition 2), so assume that
m < n. For any choice of m distinct natural numbers i1, . . . , im, each ≤ n, and any choice
of m rational numbers r1, . . . , rm, the space
n∏
i=1
Ri, where Rij = {rj} for j = 1, . . . ,m and
†Fund. Math. 102 (1979), 29-43.
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Ri = R for i 6= ij , is a closed subspace of R
n. Therefore Qnm ∩
n∏
i=1
Ri is a closed subspace of
Qnm. On the other hand , Q
n
m∩
n∏
i=1
Ri is homeomorphic to the subspace of R
n−m consisting
of all points with irrational coordinates, hence dim
(
Qnm ∩
n∏
i=1
Ri
)
= 0 (cf. Proposition 2).
Since the collection of all sets of the form Qnm ∩
n∏
i=1
Ri is a countable closed covering of
Qnm, the countable union lemma implies that dimQ
n
m = 0.
FUNDAMENTAL THEOREM OF DIMENSION THEORY The topological dimension
of Rn is exactly n.
One consequence is the evaluation dim[0, 1]n = n. Corollary: Take X = Sn −then
dimX = n. In fact, X = X1 ∪ X2, where X1 and X2 are closed and homeomorphic to
[0, 1]n.
Another consequence is the evaluation
 dim(Qn0 ∪ · · · ∪Qnm) = mdim(Qnm ∪ · · · ∪Qnn) = n−m .
EXAMPLE [Assume CH] Take X = [0, 1]n −then the topological dimension of X in any Kunen
modification of its euclidean topology is n-1 (cf. p. 19-13).
FACT Let X and Y be normal. Let A → X be a closed embedding and let f : A → Y be a
continuous function. Assume: dimX ≤ n & dimY ≤ n −then dim(X ⊔f Y ) ≤ n.
[Use the control lemma (X ⊔f Y is a normal Hausdorff space (cf. p. 3-1)).]
Application: If X is obtained from a normal A by attaching n-cells, then dimX = n provided that
dimA ≤ n and the index set is not empty.
[X contains an embedded copy of Bn which is strongly paracompact, thus a priori, dimX ≥ n (cf. p.
19-12).]
EXAMPLE (CW Complexes) Let X be a CW complex −then by the countable union lemma,
dimX = sup dimX(n) and ∀ n, dimX(n) ≤ n. Therefore the combinatorial dimension of X is equal to the
topological dimension of X.
FACT Suppose that X is normal. Let A = {Aj : j ∈ J} be an absolute closure preserving closed
covering of X such that ∀ j, dimAj ≤ n −then dimX ≤ n, hence dimX = sup dimAj .
[Use Alexandroff’s criterion. Let A be a closed subset of X, take an f ∈ C(A,Sn), and let F be
the set of continuous functions F that are extensions of f and have domains of the form A ∪ XI , where
XI =
⋃
i
Ai (I ⊂ J). Order F by writing F ′ ≤ F ′′ iff F ′′ is an extension of F ′. Every chain in F has an upper
bound, so by Zorn, F has a maximal element F0. But the domain of F0 is necessarily all of X and F0|A = f .]
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EXAMPLE (Vertex Schemes) Let K = (V,Σ) be a vertex scheme −then one can attach to K
its combinatorial dimension dimK, as well as the topological dimension of |K| (Whitehead topology) and
|K|b (barycentric topology). The claim is that these are all equal. Note that in any event, if σ is an n-simplex
of K, then dim |σ| = n, so, |σ| being a closed subspace of both |K| and |K|b,
 dim |K| ≥ dimKdim |K|b ≥ dimK .
Regarding the inequalities in the opposite direction, first observe that {|σ|} is an absolute closure pre-
serving closed covering of |K|, thus in this case the preceding result is immediately applicable. Turning
to |K|b, {|σ|} is still closure preserving. To exploit this, consider the n-skeleton K(n). Assertion: ∀ n,
dim |K(n)|b ≤ n. Obviously, dim |K(0)|b = 0. Suppose that n ≥ 1 and dim |K(n−1)|b ≤ n − 1. Let Σn be
the set of n-simplexes of K. The collection {〈σ〉 : σ ∈ Σn} is an open covering of |K(n)|b−|K(n−1)|b. Write
〈σ〉 =
⋃
j
Aσj, where the Aσj ⊂ |σ| are compact. The collection {Aσj : σ ∈ Σn} is discrete. Let Aj be its
union −then dimAj ≤ n. Finish the induction via the countable union lemma: |K(n)|b = |K(n−1)|b∪
⋃
j
Aj .
[Note: It is therefore a corollary that the combinatorial dimension of |K| viewed as a CW complex is
equal to dimK.]
Let X be an n-manifold. Since compact subsets of a nonempty CRH space have the EP w.r.t. [0, 1]
and since X contains a compact subset homeomorphic to [0, 1]n, of necessity dimX ≥ n, the euclidean
dimension of X. To reverse the inequality dimX ≥ n when X is paracompact or, equivalently, metrizable
(cf. §1, Proposition 11), one can assume that X is connected. But then X is second countable (cf. p.
1-2), thus admits a covering by a countable collection of closed sets, each of topological dimension n, so
dimX ≤ n.]
[Note: Using the combinatorial principal ♦, Fedorchuk† has constructed a perfectly normal n-manifold
X such that n < dimX.]
LEMMA Rn is homogeneous with repect to countable dense subsets, i.e., if A and B
are two countable dense subsets of Rn, then there exists a homeomorphism f : Rn → Rn
such that f(A) = B.
PROPOSITION 8 Let X be a subspace of Rn −then dimX = n iff X has a nonempty
interior.
[Suppose that the interior of X is empty. Since Rn −X is dense in Rn, there exists a
countable set A ⊂ Rn − X: A = Rn. Choose a homeomorphism f : Rn → Rn such that
f(A) = Qnn −then f(X) ⊂
⋃
m<n
Qnm, which gives dimX ≤ n− 1.]
It follows from this result that if X is a subspace of [0, 1]n or Sn, then dimX = n iff
X has nonempty interior.
†Topology Appl. 54 (1993), 221-239; see also Math. Sbornik 186 (1995), 151-162.
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SUBLEMMA Suppose that X is Lindelo¨f. Let O = {O} be a basis for X −then
for every pair (A,B) of disjoint closed subsets of X there exists an open set P ⊂ X and a
sequence {Oj} ⊂ O such that A ⊂ P ⊂ P ⊂ X −B and frP ⊂
⋃
j
frOj .
[Given x ∈ X, choose a neighborhood Ox ∈ O of x such that either A ∩ Ox = ∅
or B ∩ Ox = ∅. Let {Oj} be a countable subcover of {Ox}. Divide {Oj} into two
subcollections {O′j} and {O
′′
j } according to whether Oj does or does not meet A. Put
Pi = O
′
i −
⋃
j<i
O
′′
j
Qi = O
′′
i −
⋃
j≤i
O
′
j
−then

P =
⋃
i
Pi
Q =
⋃
i
Qi
are disjoint open subsets of X and A ⊂ P ⊂
P ⊂ X −B with frP ⊂ X − (P ∪Q). Let x ∈ X − (P ∪Q). Denote by S the first element
of the sequence O′1, O
′′
1 , O
′
2, O
′
2, . . . that contains x. If S = O
′
i, then x /∈ Pi and x /∈ O
′′
i
(j < i), so x ∈ frO′i; if S = O
′′
i , then x /∈ Qi and x /∈ O
′
j (j ≤ i), so x ∈ frO
′′
i . Therefore
x ∈
⋃
i
frO′i ∪
⋃
i
frO′′i or still, x ∈
⋃
j
frOj .]
LEMMA Suppose that X is Lindelo¨f. Let O = {O} be a basis for X such that ∀ O:
dim frO ≤ n− 1 −then dimX ≤ n.
[Let U = {Ui} be a finite open covering of X; let A = {Ai} be a precise closed
refinement of U . Use the sublemma and for each i, choose an open set Pi ⊂ X and a
sequence {Oi,j} ⊂ O: Ai ⊂ Pi ⊂ P i ⊂ Ui and frPi ⊂
⋃
j
frOi,j. Put D =
⋃
i
frPi. The
countable union lemma implies that dimD ≤ n − 1, so there exists a collection V = {Vi}
of open subsets of X such that V i ⊂ Ui, D ⊂
⋃
i
Vi, and ord({V i}) ≤ n. Write Bi in
place of P i−
(
∪V ∪
⋃
j<i
Pj
)
. Since the Bi are pairwise disjoint, it follows that the collection
{Bi} ∪ {V i} is a finite closed refinement of U of order ≤ n+ 1.]
PROPOSITION 9 Let U be a nonempty, nondense open subset of Rn −then dim frU =
n− 1.
[Suppose that U is bounded. In this case, U has a basis consisting of sets homeomor-
phic to itself, so if dim frU < n− 1, then by the lemma, dimU ≤ n− 1, a contradiction.
Suppose that U is not bounded. Fix a point x in the interior of the complement of U
and choose an open ball B centered at x which is entirely contained therein. The associated
inversion Rn − {x} → Rn − {x} carries U onto a nonempty open set O ⊂ B. Obviously,
frO − {x} is homeomorphic to frU . On the other hand, by the above, dim frO = n − 1.
So, from the control lemma, dim frU = n− 1.]
LEMMA The following conditions are equivalent.
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(1) X can be disconnected by a closed subset of topological dimension ≤ n.
(2) X contains a nonempty, nondense open subset whose frontier has topological
dimension ≤ n.
(3) X = A ∪ B, where A and B are closed proper subsets of X such that
dim(A ∩B) ≤ n.
Take X = Rn −then, in view of Proposition 9, Rn cannot be disconnected by a closed
subset of topological dimension ≤ n− 2. Ths same is true of [0, 1]n and of Sn.
Let X be a LCH space. Suppose that X is connected and locally connected −then X is said to
be n-solid (n ≥ 1) if for every x ∈ X and for every neighborhood U of x there is a connected relatively
compact neighborhood V of x such that
 V ⊂ UdimV ≥ n and V cannot be disconnected by a closed subset
of topological dimension ≤ n− 2. Examples: Rn, [0, 1]n, and Sn are n-solid.
[Note: A LCH space X that is both connected and locally connected is necessarily 1-solid. Special-
ization of the argument infra then leads to the conclusion that X does not admit a disjoint decomposition
∞⋃
1
Aj by nonempty closed proper subspaces Aj . If X is compact, then the assumption of local connected-
ness is unnecessary but simple examples show that it is not superfluous in general.]
FACT Suppose that X is n-solid and perfectly normal −then X cannot be covered by a sequence
{Aj} of nonempty closed proper subsets such that ∀ i 6= j: dim(Ai ∩Aj) ≤ n− 2.
[Proceed by contradiction, so X =
∞⋃
1
Aj , where the Aj satisfy the conditions set forth above. Claim:
There exists a sequence {x0, x1, . . .} ⊂ X subject to: (1) xi ∈ Vi, Vi as in the definition of “n-solid”; (2)
∀ j: V i 6⊂ Aj ; (3) V i ⊂ V i−1; (4) V i ∩ Ai = ∅. Here
 V−1 = XA0 = ∅ . Granted the claim,
∞⋂
0
V i = ∅, an
impossibility. The xi can be constructed inductively. Start by fixing an index j0 such that the interior of
Aj0 is not empty (Baire). Choose a point x0 in the frontier of the interior of Aj0 and take a neighborhood
V0 of x0 as in the definition of “n-solid” −then the pair (x0, V0) satisfies (1)-(4). Given xi and Vi (i > 0),
look at a component Y of Vi−Ai+1. Show that Y is not a subset of any Aj and then get xi+1 and Vi+1 by
repeating the process used to get x0 and V0.]
[Note: Proposition 5 is tacitly used at several points. When n = 1, the assumption of perfect nor-
mality plays no role, hence can be dropped.]
LEMMA Let X be a closed subspace of Rn; let x ∈ X −then x belongs to the frontier
of X iff x has a neighborhood basis {U} in X such that ∀ U : X = U has the EP w.r.t.
Sn−1.
[Necessity: Let x be an element of the frontier of X. Assuming that x is the origin,
put U = X ∩ ǫBn (ǫ > 0). To simplify, take ǫ = 1. Fix a point x0 ∈ B
n − X and write
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r0 for the radial retraction D
n − {x0} → S
n−1. Choose an f ∈ C(X − U,Sn−1). Since
A = (X − U) ∩ Sn−1 is a closed subset of Sn−1, Alexandroff’s criterion implies that f |A
can be extended to a continuous function g : Sn−1 → Sn−1. The function F : X → Sn−1
defined by
 F |X − U = fF |U = g ◦ r0 is then a continuous extension of f to X.
Sufficiency: Let x be an element of the interior of X. Assuming that x is the origin,
fix an ǫ > 0: ǫDn ⊂ X. Let U be a neighborhood of x in X: U ⊂ ǫBn −then the claim
is that there exists an f ∈ C(X − U,Sn−1) that has no extension F ∈ C(X,Sn−1). To see
this, identify the frontier of ǫDn with Sn−1 and consider the projection X − U → Sn−1
determined by x which, if extendible, would lead to a retraction of ǫDn onto its frontier.]
Let X and Y be closed subspaces of Rn −then the characterization provided by the
lemma tells us that any homeomorphism f : X → Y necessarily carries the frontier of X
onto the frontier of Y .
THEOREM OF INVARIANCE OF DOMAIN Let U be an open subsest of Rn −then
every continuous injective map U → Rn is an open embedding.
This result does not extend to an infinite dimesional normed linear space X. Indeed, for such an X,
there always exists an embedding f : X → X that is not open and there always exists a bijective continuous
map f : X → X that is not a homeomorphism (van Mill†).
FACT Let f : Rn → Rn be continuous and locally one-to-one. Assume that ‖f(x)‖ → ∞ as
‖x‖ → ∞ −then f(Rn) = Rn.
Let X and Y be n-manifolds; let
 U ⊂ XV ⊂ Y and suppose that f : U → V is a home-
omorphism −then from the domain invariance of Rn, U open in X =⇒ V open in Y .
Corollary: Homeomorphic topological manifolds have the same euclidean dimension.
Let X be a CRH space. Suppose that dimX = n (n ≥ 1) −then X is said to be a Cantor n-space
if X cannot be disconnected by a closed subset of topological dimension ≤ n − 2. Since dim ∅ = −1, a
Cantor n-space is necessarily connected. For example Rn is a Cantor n-space. So too are [0, 1]n and Sn.
The tubular arrangement
∞⋃
1
([
− 1
2n− 1 ,−
1
2n
]
× [−1, 1]
)
∪
∞⋃
1
([
− 1
2n
,− 1
2n+ 1
]
×
[
− 1
n
,
1
n
])
∪ ([0, 1]× [−1, 1])
†Proc. Amer. Math. Soc. 101 (1987), 173-180.
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is a Cantor 2-space. It remains connected after removal of the origin but what’s left is no longer path
connected.
FACT Suppose that X is compact, with dimX = n (n ≥ 1) −then X contains a Cantor n-space,
thus X has a component of topological dimension n.
[There exists a closed subset A ⊂ X and a continuous function f : A→ Sn−1 that has no continuous
extension F : X → Sn−1. Use Zorn and construct a closed subset Bf ⊂ X such that (i) f does not have a
continuous extension to A∪Bf and (ii) f does have a continuous extension to A∪B for each closed proper
subset B of Bf . In view of condition (i), dimBf = n. Claim Bf is a Cantor n-space. Assume not and
write Bf = B
′ ∪ B′′, where B′ and B′′ are proper closed subsets of Bf with dim(B′ ∩ B′′) ≤ n − 2. On
account of (ii), f has a continuous extension
 f
′ to A ∪B′
f ′′ to A ∪ B′′
. Therefore f has a continuous extension
to A ∪Bf (cf. Proposition 15). Contradiction.]
[Note: One cannot expect in general that a noncompact X will contain a compact Cantor n-space.
Reason: For each n ≥ 1, there exists a zero dimensional X of topological dimension n (consider an “n-
dimensional” variant of Dowker’s Example “M”.]
Suppose that X is compact and perfectly normal, with dimX = n (n ≥ 1). Denote by CX the union
of all Cantor n-spaces in X −then dim(X −CX) ≤ dimX but if n > 1 equality can obtain even when X is
metrizable (Pol† ).
FACT Suppose that X is a compact connected homogeneous ANR of topological dimension n ≥ 1
−then X is a Cantor n-space.
[Note: Is such an X actually an n-manifold? This is true if n = 1 or 2 (Bing-Borsuk‡) but is a
mystery if n > 2. The three dimensional case is related to the Poincare´ conjecture (Jakobsche‖).]
MARDES˘IC´ FACTORIZATION LEMMA Let X and Y be compact Hausdorff spaces
−then for every f ∈ C(X,Y ) there exists a compact Hausdorff space Z with
dimZ ≤ dimXwtZ ≤ wtY
and functions
 g ∈ C(X,Z)h ∈ C(Z, Y ) such that f = h ◦ f and g(X) = Z.
[Assume that dimX = n is finite and wtY ≥ ω. Fix a basis V for Y of cardinality
wtY . Denote by V the collection of all finite open coverings of Y made up of members of
V and put U0 = f
−1(V). Inductively define a sequence U1,U2, . . . of collections of finite
open coverings of X by assigning to each pair
 U ′U ′′ ∈ Ui−1 a finite open covering U of
X of order ≤ n+1 that is a star refinement of both U ′ and U ′′ and write Ui for {U}. The
†Fund. Math. 136 (1990), 127-131.
‡Ann. of Math. 81 (1965), 100-111.
‖Fund. Math. 106 (1980), 127-134.
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declaration x ∼ y iff y ∈ [x] ≡
∞⋂
1
⋂
{st(x,U) : U ∈ Ui} is an equivalence relation on X and
for any open set U ⊂ X and any [x] ⊂ U , ∃ Ux ∈ Uix :
[x] ⊂ st(x,Ux) ⊂
⋃
st(x,Ux)
[y] ⊂ st(st(x,Ux),Ux) ⊂ U.
Therefore the union of the equivalences classes that are contained in U is open in X. Give
Z = X/ ∼ the quotient topology. Since the projection g : X → Z is a closed map, Z
is a compact Hausdorff space. By construction, f is constant on equivalence classes so
there is a continuous factorization f = h ◦ g. Assign to each U = {U} in Ui the col-
lection U∗ = {U∗}, where U∗ = Z − g(X − U) −then U∗ is a finite open covering of Z
of order ≤ n + 1. Moreover, every finite open covering P = {P} of Z has a refinement
of the form U∗, hence dimZ ≤ n. In fact, ∀ x ∈ X ∃ Px ∈ P: [x] ⊂ g
−1(Px). Choose
Ux ∈ Uix : Ox ≡ st(st(x,Ux),Ux) ⊂ g
−1(Px). Let {Oxj} be a finite subcover of {Ox}.
Take a U ∈ Ui that refines the Uxj and consider the associated U
∗. Finally, the collection
∞⋃
1
⋃
{U∗ : U ∈ Ui} is a basis for Z of cardinality ≤ wtY .]
PROPOSITION 10 X has a compactification ∆X such that
 dim∆X ≤ dimXwt∆X ≤ wtX .
[Assume that wtX ≥ ω. Choose an embedding X → [0, 1]wtX and denote by f its
extension βX → [0, 1]wtX . Apply the Mardes˘ic´ factorization lemma to get a compact Haus-
dorff space ∆X and functions
 g ∈ C(βX,∆X)h ∈ C(∆X, [0, 1]wtX) :
 dim∆X ≤ dimβX = dimXwt∆X ≤ wt [0, 1]wtX = wtX
and f = h ◦ g (g(βX) = ∆X). Look at g|X.]
Since the normality of X was not used in the proof, Proposition 10 is true in the completely regular
situation.
FACT For every integer n ≥ 0 and for every cardinal κ ≥ ω, there exists a compact Hausdorff space
K(n, κ):
 dimK(n, κ) ≤ nwtK(n, κ) ≤ κ having the property that if X is a nonempty CRH space of topological
dimension ≤ n and weight ≤ κ, then there is an embedding X → K(n, κ).
[Consider the collection {Xi : i ∈ I} of all subspaces Xi ⊂ [0, 1]κ, where dimXi ≤ n. Let f be the
natural map
∐
i
Xi → [0, 1]κ. Work with βf .]
Does every subspace X ⊂ Rn have a dimension preserving compactification that embeds in Rn?
This is an open question.
A set S ⊂ Rn is said to be in general position if every subset T ⊂ S of cardinality
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≤ n+ 1 is geometrically independent.
LEMMA Rn contains a countable dense set in general position.
Suppose that X is second countable −then there is an embedding X → Rω. If
dimX = n, then one can say more: There is an embedding X→ R2n+1.
Start with an initial reduction: Take X compact (cf. Proposition 10). Fix a compatible
metric d on X. Attach to each f ∈ C(X,R2n+1) its “injectivity deviation”
devf = sup{diamf−1(p) : p ∈ R2n+1}.
Given ǫ > 0, put Dǫ = {f : devf < ǫ}. Claim: ∀ ǫ > 0, Dǫ is open and dense in
C(X,R2n+1). Admit this −then
∞⋂
1
D1/k is dense in C(X,R
2n+1) (Baire), thus is nonempty.
But
∞⋂
1
D1/k is the set of embeddings X → R
2n+1.
(1) Dǫ is open in C(X,R
2n+1). Proof: Let f ∈ Dǫ. Choose r : devf < r < ǫ.
Set Ar = {(x, y) : d(x, y) ≥ r}. Call δf the minimum of
1
2 ‖f(x)− f(y)‖ on Ar −then
{g : ‖f − g‖ < δf} ⊂ Dǫ.
(2) Dǫ is dense in C(X,R
2n+1). Proof: Fix f ∈ C(X,R2n+1). Given δ > 0, let
U = {Ui} be a finite open covering of X of order ≤ n+ 1: ∀ i,
 diamUi < ǫ/2diamf(Ui) < δ/2 and
denote by {κi} a partition of unity on X subordinate to U . Choose a point xi ∈ Ui and
then choose a point pi ∈ R
2n+1 within δ/2 of f(xi), using the lemma to arrange matters
so that in addition {pi} is in general position. Put g =
∑
i
κipi −then
f(x)− g(x) =
∑
i
κi(x)(f(xi)− pi) +
∑
i
κi(x)(f(x)− f(xi)),
hence ‖f − g‖ < δ. There remains the verification: g ∈ Dǫ. For this, it need only be shown
that if g(x) = g(y), then ∃ i: x, y ∈ Ui. Consider the relation
∑
i
(κi(x) − κi(y))pi = 0.
Because the order of U is ≤ n + 1, at most 2n + 2 of these terms are nonzero. However,∑
i
(κi(x) − κi(y)) = 0, from which κi(x) − κi(y) = 0 ∀ i, {pi} being in general position.
But ∃ i: κi(x) > 0. Therefore both x and y belong to Ui.
EMBEDDING THEOREM Every second countable normal Hausdorff space of topo-
logical dimension n can be embedded in R2n+1.
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EXAMPLE The exponent “2n + 1” is sharp. Indeed, if K = (V,Σ), where #(V ) = 2n+ 3 and Σ
is the set of all nonempty subsets of V , then
∣∣∣K(n)∣∣∣ cannot be embedded in R2n.
[Assuming the contrary, work with the cone Γ|K(n)| of |K(n)| (which would embed in R2n+1) and
construct a continuous function f : S2n+1 → R2n+1 that does not fuse antipodal points, in violation of the
Borsuk-Ulman theorem.]
EXAMPLE Suppose that X and Y are second countable normal Hausdorff spaces of finite topo-
logical dimension −then the coarse join X ∗c Y is asecond countable normal Hausdorff spaces of finite
topological dimension. In fact, there exist positive integers p and q such that X embeds in Sp and Y
embeds in Sq . Therefore X ∗c Y embeds in Sp ∗c Sq = Sp+q+1.
Suppose that X is a second countable compact Hausdorff space of topological dimension n > 1 −then,
from the proof of the embedding theorem, the set of embeddings X → R2n+1 is dense in C(X,R2n+1).
What can be said about the set of embeddings X → R2n? Answer: This set can be empty (cf. supra)
or nonempty and nowhere dense (cf. infra) or nonempty and dense. As regards the latter point, there is
a characterization (Krasinkiewicz† , Spiez‡): The set of embeddings X → R2n is dense in C(X,R2n) iff
dim(X ×X) < 2n. Examples of spaces satisfying this condition are given in §20 (cf. p. 20-20).
[Note: It can happen that ∀ ǫ > 0 ∃ f ∈ C(X,R2n) with devf < ǫ and yet X does not embed in
R2n. Here is an example when n = 1. Identify R2 with the set (x, y, z) ∈ R3: z = 0. Put A =
∞⋃
1
(1/n)S1,
B = {(x, 0, 0) : |x| ≤ 1} ∪ {(0, y, 0) : |y| ≤ 1}, C = {(0, 0, z) : 0 ≤ z ≤ 1} and set X = A ∪ B ∪ C. Given
ǫ > 0, select k : 1/2k < ǫ. Denote by Xk the quotient X/K, K the subset of A ∪ B consisting of those
points whose distance from the origin is ≤ 1/2k. Let p be the projection X → Xk, choose an embedding
fk : Xk → R2 and consider f = fk ◦ p. Nevertheless, X cannot be embedded in R2.]
EXAMPLE The set of embeddings [0, 1]n → R2n is nonempty and nowhere dense in C([0, 1]n,R2n).
[Show that there exists a function f0 ∈ C([0, 1]n,R2n) and an ǫ0 > 0 such that if f ∈ C([0, 1]n,R2n)
and if ‖f0 − f‖ < ǫ0, then f is not one-to-one.]
FACT Suppose that X is a second countable normal Hausdorff space of topological dimension n.
Equip the function space C(X,R2n+1) with the limitation topology −then the set of embeddingsX → R2n+1
contains a dense Gδ in C(X,R
2n+1).
Suppose that dimX = n −then there is a closed embedding X → R2n+1 iff X is sec-
ond countable and locally compact. For X∞ is second countable and dimX = dimX∞ (by
the control lemma). Embed X∞ in R
2n+1. Add to R2n+1 a point at infinity and remove
the point corresponding to X∞ −X. This gives another copy of R
2n+1 containing X as a
closed subset.
Put N2n+1n = Q
2n+1
0 ∪ · · · ∪Q
2n+1
n , the subspace of R
2n+1 consisting of all points with
†Fund. Math. 133 (1989), 247-253.
‡Fund. Math. 134 (1990), 105-115; see also, Fund. Math. 135 (1990), 127-145.
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at most n rational coordinates −then dimN2n+1n = n.
LEMMA Every second countable normal Hausdorff space of topological dimension n
can be embedded in N2n+1n .
[The complement R2n+1 − N2n+1n has the form
∞⋃
1
Hk, where ∀ k, Hk is a plane of
euclidean dimension n. Take X compact, let D1/k(Hk) = D1/k ∩{f : f(X)∩Hk = ∅}, and
consider
∞⋂
1
D1/k(Hk).]
Application: Every second countable normal Hausdorff space of topological dimension
n can be written as a union of n+ 1 subspaces, each of topological dimension ≤ 0.
[Note: Filippov† has constructed an example of a compact perfectly normal X:
dimX = 1, which cannot be written as a union X1 ∪X2, where
 dimX1 = 0dimX2 = 0 .]
When n = 0, the space N2n+1n becomes the set of irrationals, the latter being homeomorphic to
Nω. The Cantor cube Cω embeds in N
ω and, as has been noted on p. 19-3, if
 dimX = 0wtX ≤ ω , then
X embeds in Cω. There is a higher dimensional counterpart to this in that one can construct a compact
subspace M2n+1n ⊂ R2n+1 of topological dimension n which embeds in N2n+1n and has the property that if dimX = nwtX ≤ ω , then X embeds in M2n+1n . In a word: Subdivide [0, 1]2n+1 into cubes of side length 1/3,
retain those that meet the n-faces of [0, 1]2n+1, repeat the process on each element of their union K0 and
continue to the limit: M2n+1n =
∞⋂
0
Ki (Bothe
‡).
Denote by Nn(κ) the subspace of S(κ)
ω consisting of those points which have at most n nonzero
rational coordinates −then
 wtNn(κ) = κdimNn(κ) = n .
FACT Every metrizable space X of weight ≤ κ and of topological dimension ≤ n can be embedded
in Nn(κ).
[Note: By comparison, recall that every metrizable space X of weight ≤ κ can be embedded in S(κ)ω
(cf. p. 6-35).]
Suppose that X is metrizable (completely metrizable) of weight κ. Equip the function space C(X,
S(κ)ω) with the limitation topology −then Pol‖ has shown that the set of embeddings (closed embeddings)
X → S(κ)ω contains a dense Gδ in C(X,S(κ)ω).
†Soviet Math. Dokl. 11 (1970), 687-691.
‡Fund. Math. 52 (1963), 209-224; see also Bestvina, Memoirs Amer. Math. Soc. 380 (1988), 1-110.
‖Topology Appl. 39 (1991), 189-204.
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Can one characterize dim by a set of axioms on the class E , the subspaces of euclidean
space? The answer is “yes”.
Consider a function d : E → {−1, 0, 1, . . .} subject to:
(d1) (Normalization Axiom) d(∅) = −1, d([0, 1]
n) = n, (n = 0, 1, . . .).
(d2) (Topological Invariance Axiom) If X,Y ∈ E are homeomorphic, then
d(X) = d(Y ).
(d3) (Monotonicity Axiom) If X,Y ∈ E with X ⊂ Y , then d(X) ≤ d(Y ).
(d4) (Countable Union Axiom) If X ∈ E is the union of a sequence of closed
subspaces Xi, then d(X) ≤ sup
i
d(Xi).
(d5) (Compactification Axiom) If X ∈ E , then there is a compactification X˜ ∈ E
of X such that d(X) = d(X˜).
(d6) (Decomposition Axiom) If X ∈ E and d(X) = n, then there exists n+1 sets
Xi ⊂ X such that X =
n⋃
0
Xi and ∀ i, d(Xi) ≤ 0.
Hayashi† has shown that these axioms are independent and serve to characterize the
topological dimension dim on the class E .
[Note: The key here is the last axiom on the list. The first five are satisfied by the
cohomological dimension dimG with respect to a nonzero finitely generated abelian group
G.]
While it is not true in general that an arbitrary normal X of topological dimension n
can be written as a union of n + 1 normal subspaces, each of topological dimension ≤ 0,
there is nevertheless a partial substitute in that every neighborhood finite open covering
of X of order ≤ n + 1 has an open refinement that an be written as a union of n + 1
collections, each of order ≤ 1. This is a consequence of the following statement.
DECOMPOSITION LEMMA Let U = {Ui : i ∈ I} be a neighborhood finite open
covering of X of order ≤ n + 1 −then there exists an open covering V of X which can be
represented as a union of n + 1 collections V0, . . . Vn, where Vj = {Vi,j : i ∈ I} consists of
pairwise disjoint open sets such that ∀ i : Vi,j ⊂ Ui.
[There is nothing to prove if n = 0. Proceeding by induction, assume the validity of
the assertion for all normal spaces and for all neighborhood finite open coverings of order
< n+ 1 (n ≥ 1). Choose a precise open refinement O = {Oi : i ∈ I} of U = {Ui : i ∈ I}
: ∀ i, Ai ≡ Oi ⊂ Ui. Put F = {F : F ⊂ I & #(F ) = n + 1}. Assign to each F ∈ F :
†Topology Appl. 37 (1990), 83-92.
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UF =
⋂
i∈F
Ui and

OF =
⋂
i∈F
Oi
AF =
⋂
i∈F
Ai
. Select a point iF ∈ F and let Vi,n =
⋃
{UF : iF = i}
−then the order of Vn = {Vi,n : i ∈ I} is ≤ 1 and ∀ i : Vi,n ⊂ Ui. The subspace
Y = X −
⋃
F
OF is closed, hence normal. Since the order of the neighborhood finite open
covering {Y ∩ Oi : i ∈ I} of Y is ≤ n, there exists an open covering V
′ of Y which can
be represented as a union of n collections V ′0, . . . ,V
′
n−1, where V
′
j = {V
′
i,j : i ∈ I} consists
of pairwise disjoint open sets such that ∀ i: V ′i,j ⊂ Y ∩ Oi. The subspace Z = X −
⋃
F
AF
is open ({AF } is neighborhood finite) and is contained in Y . For j = 0, . . . , n − 1, let
Vi,j = Z
⋂
V ′i,j and Vj = {Vi,j : i ∈ I}. Consideration of the union V =
n⋃
0
Vj completes the
induction.]
PROPOSITION 11 Suppose that dimX ≤ n. Let U = {Ui : i ∈ I} be a neighbor-
hood finite open covering of X −then there exists sequences
 V0,V1, . . .W0,W1, . . . of discrete
collections of open subsets Vj = {Vi,j : i ∈ I} & Wj = {Wi,j : i ∈ I} of X such that any
n+ 1 of the Vj cover X and ∀ i: Vi,j ⊂Wi,j ⊂ Ui.
[Bearing in mind Proposistion 6, normality and the decomposition lemma provide us
with the Vj and Wj for j ≤ n. Now argue by induction, assuming that Vj and Wj have
been defined for j ≤ m − 1, m − 1 being ≥ n. Assign to each M ⊂ {0, . . . ,m − 1} of
cardinality n the closed subset AM = X −
⋃
j∈M
∪Vj −then the AM are pairwise disjoint
because any n+1 of the Vj cover X. Determine open
 VMWM : AM ⊂ VM ⊂ V M ⊂WM ,
where M ′ 6= M ′′ =⇒ WM ′ ∩WM ′′ = ∅. Select a point jM ≤ m− 1: jM /∈M . Note that
AM ⊂ ∪VjM . Put

Vi,m =
⋃
M
VM ∩ Vi,jM
Wi,m =
⋃
M
WM ∩Wi,jM
. The associated collections Vm and Wm
are discrete and open with V i,m ⊂Wi,m ⊂ Ui. And since any n of the Vj (j ≤ m−1) cover
X −
⋃
M
AM , any n+ 1 of the Vj (j ≤ m) cover X.]
The Kolmogorov superposition theorem, which resolved Hilbert’s 13th problem in the
negative, says that for each n ≥ 1 there exists functions φ1, . . . , φ2n+1 in C([0, 1]
n) such
that every f ∈ C([0, 1]n) can be represented in the form f =
∑
i
gi ◦ φi for certain gi ∈ C(R)
(depending on f). Objective: Isolate the dimension theoretic content of this result.
Suppose that X is a second countable compact Hausdorff space. Let φi ∈ C(X)
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(i = 1, . . . , k) −then the collection {φi} is said to be basic if for every f ∈ C(X) there exist
continuous functions gi : R → R such that f =
∑
i
gi ◦ φi. A basic embedding of X in R
k
is an embedding X → Rk corresponding to a basic collection {φi}. So, e.g., according to
Kolmogorov, X = [0, 1]n can be basically embedded in R2n+1.
BASIC EMBEDDING THEOREM Every second countable compact Hausdorff space
of topological dimension n can be basically embedded in R2n+1.
[Note: Sternfeld† has shown that if dimX = n (n > 1), then X cannot be basically
embedded in R2n. Example: Let X = {(x, 0) : |x| ≤ 1}∪{(0, y) : |y| ≤ 1} −then dimX = 1
and X can be basically embedded in R2.]
The proof of the basic embedding theorem is not a general position argument. It
depends instead on Proposition 11 and some elementary functional analysis.
There is a simple interpretation of what it means for {φi} to be basic in terms of the
dual C(X)∗ of C(X). Thus put Yi = φi(X) and let Y =
∐
i
Yi −then the collection {φi}
determines a bounded linear operator T : C(Y ) → C(X), viz. T (g1, . . . , gk) =
∑
i
gi ◦ φi
with adjoint T ∗ : C(X)∗ → C(Y )∗, viz. T ∗µ =
∑
i
µi, µi the image of µ under φi. Note
that ‖T ∗µ‖ =
∑
i
‖µi‖. Obviously, {φi} is basic iff T is surjective or still, iff ∃ λ : 0 < λ ≤ 1
such that ∀ µ ∈ C(X)∗ ∃ i : ‖µi‖ ≥ λ ‖µ‖. When this occurs, call {φi} λ-basic .
Fix a compatible metric d on X. Given a finite discrete collection U = {U} of open
subsets of X, we shall write d(U) for sup{diamU : U ∈ U} and agree that a function
φ ∈ C(X) separates U if ∀ U 6= V in U : φ(U ) ∩ φ(V ) = ∅.
LEMMA Let φi ∈ C(X) (i = 1, . . . , k). Suppose that ∀ ǫ > 0 and ∀ i, there exists a
finite discrete collection Ui of open subsets of X with d(Ui) < ǫ such that φi separates Ui
and
∀ x ∈ X :
∑
i
ord(x,Ui) ≥
[
k
2
]
+ 1.
Then {φi} is 1/k-basic.
[The set of µ ∈ C(X)∗ for which spt(µ+) ∩ spt(µ−) = ∅ is dense in C(X)∗ (Hahn
plus regularity). Therefore take a µ ∈ C(X)∗ of norm one, assume that ǫ = d(spt(µ+),
spt(µ−)) > 0, and choose the Ui accordingly. If as usual |µ| = µ
++µ−, then |µ| is a prob-
ability measure on X and
∑
i
|µ| (∪Ui) ≥ [k/2] + 1, implying that for some i0, |µ| (∪Ui0) ≥
†Israel J. Math. 50 (1985), 13-53; see also Levin Israel J. Math. 70 (1990), 205-218.
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(1/k)([k/2] + 1) ≥ 1/2 + 1/2k. On the other hand, ∀ U ∈ Ui0 , |µ| (U) = |µ(U)|, thus
|µ| (∪Ui0) =
∑
U
|µ(U)| and so ‖µi0‖ ≥ 1/2 + 1/2k − |µ| (X − ∪Ui0) ≥ 1/k.]
Let U(p) be a finite discrete collection of open subsets of X with d(U(p)) < 1/p
(p = 1, 2, . . .). Claim: There exists a dense set of φ ∈ C(X) separating U(p) for infinitely
many p. To see this, let Φq be the set of φ ∈ C(X) separating U(p) for some p ≥ q
(q = 1, 2, . . .) −then it need only be shown that ∀ q, Φq is open and dense in C(X) (con-
sider
∞⋂
1
Φq and quote Baire).
(1) Φq is open in C(X). Proof: Let φ ∈ Φq. Choose p per φ. Let 2ǫ =
inf{dis(φ(U ), φ(V )): U 6= V in U(p)}. Suppose that ‖φ− f‖ < ǫ/4 −then U 6= V in U(p)
=⇒ dis(f(U), f(V )) > ǫ.
(2) Φq is dense in C(X). Proof: Fix f ∈ C(X). Given ǫ > 0, choose p ≥ q:
osc(f |U) < ǫ/2 (U ∈ U(p)). Define a continuous function g : ∪ U → R by picking distinct
constants cU :
 g|U = cU∥∥f |U − g|U∥∥ < ǫ . Use Tietze and extend f |∪ U − g to an h ∈ C(X):
‖h‖ < ǫ. Put φ = f − h: φ ∈ Φq & ‖f − φ‖ < ǫ.
To prove the basic embedding theorem, take k = 2n+1 −then, in view of Proposition
11, there exists finite discrete collections Ui(p) (i = 1, . . . , k) of open subsets of X with
d(Ui(p)) < 1/p (p = 1, 2, . . .) such that for each p the union of any n + 1 of the Ui(p) is a
covering of X, so
∀ x ∈ X :
∑
i
ord(x,Ui(p)) ≥
[
k
2
]
+ 1.
Thanks to the preceeding remarks, it is possible to select integers p1 < p2 < · · · and func-
tions φi ∈ C(X) (i = 1, . . . , k) having the property that φi separates Ui(pj) (j = 1, 2, . . .).
Apply the lemma and conclude that {φi} is 1/k-basic (k = 2n + 1).
When X = [0, 1]n, one can explicate, at least to some extent, the analytic structure of the φi. Precisely
put: Given rationally independent real numbers r1, . . . , rn, there exist increasing continuous functions
ψ1, . . . , ψ2n+1 on [0, 1] such that the
φi(x1, . . . , xn) =
n∑
j=1
rjψi(xj) (1 ≤ i ≤ 2n+ 1)
constitute a 1/k-basic collection (k = 2n + 1). Moreover, the gi can be chosen independently of i, so
∀ f ∈ C([0, 1]n) there exists a g ∈ C(R):
f(x1, . . . , xn) =
2n+1∑
i=1
g
(
n∑
j=1
rjψi(xj)
)
.
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[Note: the “inner functions” can even be taken in Lip1([0, 1]). Reason: There exists a homeomor-
phism ι : [0, 1] → [0, 1] such that ∀ i, ψi ◦ ι ∈Lip1([0, 1]). Consider, e.g., the inverse to the assignment
x→ C(x+
∑
i
(ψi(x)− ψi(0))), where C is the reciprocal of 1 +∑
i
(ψi(1)− ψi(0)).]
To avoid trivialities, assume that n > 1. There are then three steps to the proof.
(I) For p = 1, 2, . . ., partition [0, 1] into p closed subintervals I of length 1/p indexed by the
natural order and for 1 ≤ i ≤ k, let Ii(p) denote the collection of closed subintervals of [0, 1] obtained by
removing from [0, 1] the interior of those I whose index is congruent to i mod k. Write C(p) for the set of
all products Ci(p) = I1(p)× · · · × In(p): ∀ j, Ij(p) ∈ Ii(p). It is clear that Ci(p) is a discrete collection of
closed n-cubes in [0, 1]n. Furthermore, every x ∈ [0, 1]n belongs to at least [k/2] + 1 ≡ n+ 1 of the ∪Ci(p).
(II) Let Ψ stand for the set of increasing continuous functions on [0, 1], equipped with the uni-
form norm. Attach to each ǫ > 0: 0 < ǫ < 1/2k, and to each f ∈ C([0, 1]n): ‖f‖ 6= 0, the set Ωf (ǫ) of
all {ψi} ∈ Ψk for which there exists an h ∈ C(R) : ‖h‖ ≤ ‖f‖ & ||f −∑
i
(∑
j
rjψi
)|| < (1− ǫ) ‖f‖. Claim:
Ωf (ǫ) is open and dense. Of course, only the density is at issue. And for this, it suffices to fix a nonempty
open Ω ⊂ Ψk and show that Ω ∩ Ωf (ǫ) 6= ∅. Let Ψk(p) be the subset of Ψk consisting of the {ψi} such
that ∀ i: ψi is constant on the elements of Ii(p). Choose p ≫ 0: Ω ∩ Ψk(p) 6= ∅ & osc(f |Ci(p)) < ǫ ‖f‖
∀ Ci(p) ∈ Ci(p). Fix {ψi} ∈ Ω ∩ Ψk(p). Because the rj are rationally independent, there is no loss of
generality in supposing that φi ≡
∑
j
rjφi takes different values on different elements of Ci(p) and that in
addition these values are distinct for distinct i. We shall now construct an h ∈ C(R) in terms of the φi
and deduce that {ψi} ∈ Ωf (ǫ). Call Mi the value of f at the center of Ci(p). Let h(φi(Ci(p))) = 2ǫMi and
extend h continuously to all of R: ‖h‖ ≤ 2ǫ ‖f‖. Using the fact that every x ∈ [0, 1]n belongs to at least
n+ 1 of the ∪Ci(p), one has
|f(x)−
∑
i
h(φi(x))| ≤ (1− 2(n+ 1)ǫ) |f(x)|+ 2(n+ 1)ǫ2 ‖f‖+ 2nǫ ‖f‖
≤ (1− 2ǫ + 2(n+ 1)ǫ2) ‖f‖ < (1− ǫ) ‖f‖ .
Therefore {ψi} ∈ Ωf (ǫ).
(III) Let D = {fd} be a countable dense subset of C([0, 1]n), not containing the zero function
−then
∞⋂
1
Ωfd (ǫ) is dense in Ψ
k (Baire). Fix {ψi} ∈
∞⋂
1
Ωfd(ǫ). Let f ∈ C([0, 1]n): ‖f‖ 6= 0. Choose
fd ∈ D: ‖(1− ǫ/4)f − fd‖ < (ǫ/4) ‖f‖, so
 ‖fd‖ ≤ ‖f‖‖f − fd‖ < (ǫ/2) ‖f‖ and choose hd ∈ C(R) : ‖hd‖ ≤ ‖fd‖
& ||fd −
∑
i
hd
(∑
j
rjψi
)|| < (1 − ǫ) ‖fd‖. Conclusion: ∃ h = γ(f) ∈ C(R) such that ‖h‖ ≤ ‖f‖ &
||f −∑
i
h
(∑
j
rjψi
)|| < (1 − ǫ/2) ‖f‖. Recursively define a sequence χ0, χ1, . . . in C([0, 1]n) by χ0 = f ,
χm+1 = χm −
∑
i
hm
(∑
j
rjψi
)
, where hm = γ(χm) (γ(0) = 0). The series
∞∑
0
hm is uniformly convergent,
thus its sum g is continuous and satisfies the relation f =
∑
i
g
(∑
j
rjψi
)
.
[Note: Let C1([0, 1]n) be the set of continuously differentiable functions on [0, 1]n −then Kaufman†
has shown that for n > 1, no finite subset of C1([0, 1]n) can be basic.]
†Proc. Amer. Math. Soc. 46 (1974), 360-362.
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FACT There exist real valued continuous functions φi (i = 1, . . . , 2n + 1) on Rn such that ∀ f ∈
BC(Rn) ∃ g ∈ C(R): f =
∑
i
g ◦ φi.
[Note: This result remains true if Rn is replaced by a noncompact second countable LCH space X of
topological dimension n.]
If X and Y are nonempty normal Hausdorff spaces, what is the relation between
dim(X × Y ) and
 dimXdimY ? An initial difficulty is that X × Y need not be normal so
formally dim(X × Y ) can be undefined.
This is not a serious problem. Reason X × Y is at least completely regular, therefore in this context
dim(X × Y ) is meaninful (cf. p. 19-1).
Examples: (1) Take X = Y = Sorgenfrey line −then X is perfectly normal and
paracompact but X × X is not normal (cf. p. 5-10); (2) Take X = [0,Ω[, Y = [0,Ω]
−then X is normal and Y is compact but X × Y is not normal; (3) Take X = Michael
line, Y = P −then X is paracompact and Y is metrizable but X×Y is not normal (cf. 6-9
ff.); (4) Take X = Rudin’s Dowker space, Y = [0, 1] −then X × [0, 1] is not normal.
Here are some conditions on X and Y that ensure that the product X × Y is normal.
(1) Suppose that X is perfectly normal (perfectly normal and paracompact) and
Y is metrizable −then X × Y is perfectly normal (perfectly normal and paracompact).
(2) Suppose that X is normal and countably compact and Y is metrizable −then
X × Y is normal.
(3) Suppose that X is normal and countably paracompact and Y is metrizable
and σ-locally compact −then X × Y is normal.
(4) Suppose that X is paracompact and Y is paracompact and σ-locally com-
pact −then X × Y is paracompact.
[Note: A CRH space is said to be σ-locally compact if it can be written as a count-
able union of closed locally compact subspaces. Example: Every CW complex is σ-locally
compact.]
If enough pathology is built into X and Y , then it can happen that dimX +dimY <
dim(X × Y ). Examples illustrating the point are given below. Because of this, one looks
instead for conditions on X and Y that serve to force dim(X × Y ) ≤ dimX + dimY .
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PRODUCT THEOREM Suppose that X is normal and Y is paracompact and
σ-locally compact. Assume: X × Y is normal −then dim(X × Y ) ≤ dimX + dimY .
[Note: Tacitly, X 6= ∅ & Y 6= ∅.]
The inequality in the product theorem can be strict even ifX and Y are compact AR’s (Dranishnikov†).
The proof of the product theorem is carried out in stages under the supposition that n = dimXm = dimY <∞.
PROPOSITION 12 Suppose that both X and Y are compact −then dim(X × Y ) ≤
dimX + dimY .
[Let W be a finite open covering of X × Y . Choose finite open coverings
 UV of XY : U × V refines W. Attach to
 UV sequences
 O0,O1, . . .P0,P1, . . . of discrete col-
lections of open subsets of
 XY having the properties delineated in Proposition 11. In
particular: Each x ∈ X can fail to belong to at most n of the ∪Ok and each y ∈ Y can fail
to belong to at most m of the ∪Pk. The union O0 ×P0
⋃
· · ·
⋃
On+m ×Pn+m is therefore
an open refinement of U × V of order ≤ n+m+ 1.]
If X and Y are compact and metrizable and if f : X → Y is continuous and surjective, then there
exists a Baire class one function g : Y → X such that f ◦ g = idY (Engelking‡ Since g ◦ f is a function of
the first Baire class, its graph is a Gδ in X ×X, which implies that the range of g, viz. {x : g(f(x)) = x},
is a Gδ in X that intersects each fiber of f in exactly one point.
EXAMPLE Let K be the collection of all nonempty closed subsets of [0, 1]×[0, 1] equipped with the
Vietoris topology, so K is compact and metrizable. Write p for the vertical projection −then the collection
C of all compact connected subsets of [0, 1]× [0, 1] that meet both p−1(0) and p−1(1) is a closed subspace
of K, hence is compact. Therefore there exists a continuous surjection Γ from the Cantor set C ⊂ [0, 1] to
C. Because C × C is homeomophic to C, one can assume that the fibers of Γ have cardinality 2ω. If now
X =
⋃
{p−1(t) ∩ Γ(t) : t ∈ C}, then X is a compact subspace of [0, 1] × [0, 1] and f ≡ p|X : X → C is
surjective. From the remark above, there exists a Baire class one function g : C → X such that f ◦ g = idC .
Define φ : C → [0, 1] by g(t) = (t, φ(t)): φ is a function of the first Baire class and its graph grφ is a Gδ
in X that intersects each fiber of f in exactly one point. Consequently, grφ is completely metrizable, thus
is a Gδ in C × [0, 1]. Note too that grφ is totally disconnected and intersects each element of C in a set of
†Soviet Math. Dokl. 37 (1988), 769-773.
‡Bull. Acad. Polon. Sci. 16 (1968), 277-282.
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cardinality 2ω . Claim: dim grφ = 1. In fact, by Proposition 12, dimgrφ ≤ dimC + dim[0, 1] = 0 + 1 = 1.
To see that dim grφ > 0, write q for the horizontal projection, put
 A = grφ ∩ q
−1([0, 1/7])
B = grφ ∩ q−1([6/7, 1])
and let U
be any open subset of grφ:
 A ⊂ UB ∩ U = ∅ −then #(frU) = 2ω.
[Note: Working instead with [0, 1]n+1 = [0, 1]× [0, 1]n, one can modify the preceding construction and
produce an example of a second countable completely metrizable totally disconnected space of topological
dimension n. Such a space cannot contain a compact Cantor n-space (cf. p. 19-24).]
FACT Let X and Y be nonempty CRH spaces. Suppose that X×Y is strongly paracompact −then
dim(X × Y ) ≤ dimX + dimY .
[View X × Y as a subspace of βX × βY to get dim(X × Y ) ≤ dim(βX × βY ) (cf. p. 19-12), which is
≤ dim βX + dim βY (cf. Proposition 12) or still, ≤ dimX + dimY (cf. Proposition 11).]
[Note: Is it sufficient that X × Y be paracompact? The answer is unknown.]
Application: Suppose that X and Y are second countable and metrizable −then dim(X × Y ) ≤
dimX + dimY .
EXAMPLE Take for X the subspace of l2 consisting of all sequences {xn}, with xn rational −then
dimX = 1. But X is homeomorphic to X ×X , so dim(X ×X) = 1, which is < 2 = dimX + dimX.
[Note: Given any n ∈ N, there exists an X ⊂ Rn+1 such that dimX = dim(X ×X) = n (Anderson-
Keisler†).]
FACT Let X and Y be nonempty CRH spaces. Suppose X and Y are infinite and X × Y is pseu-
docompact −then dim(X × Y ) ≤ dimX + dimY .
[Glicksberg’s theorem says that if X and Y are infinite CRH spaces, then the product X × Y is
pseudocompact iff β(X × Y ) = βX × βY , the equal sign meaning that the two compactifications of X × Y
are equivalent (and not just homeomorphic). Recall that the product of two pseudocompact spaces need
not be pseudocompact but this will be the case if one of the factors is compactly generated. Example:
dim([0,Ω[×[0,Ω]) = 0.]
PROPOSITION 13 Suppose that X is a CW complex and Y is compact −then
dim(X × Y ) ≤ dimX + dimY .
[Argue by induction on dimX. There is nothing to prove if dimX = 0. If dimX > 0,
then, since the combinatorial and topological dimensions of X coincide (cf. p. 19-20),
X = X(n). Thus one can write X = X(n−1) ∪
∞⋃
1
Aj where each Aj is closed and expressible
as a disjoint union
⋃
i
Ki,j , {Ki,j} being a discrete collection of compacta, with dimKi,j ≤ n.
From the induction hypothesis, dim(X(n−1) × Y ) ≤ dimX(n−1) + dimY ≤ n− 1 +m. On
†Proc. Amer. Math. Soc. 18 (1967), 709-713.
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the other hand, Proposition 12 implies that dim(Ki,j × Y ) ≤ dimKi,j + dimY ≤ n +m,
so dim(Aj × Y ) ≤ n+m. Now apply the countable union lemma.]
STACKING LEMMA Let X and Y be nonempty CRH spaces. Suppose that Y is
compact −then for every numerable open covering W of X × Y , there exists a numerable
open covering U = {Ui : i ∈ I} of X and ∀ i ∈ I, a finite open covering Vi = {Vi,j : j ∈ J}
of Y such that the collection {Ui × Vi : i ∈ I} refines W.
[The assertion is trivial if X is paracompact. In general, there exists a metric space
Z, an open covering Z of Z, and a continuous function f : X → Y → Z such that f−1(Z)
refines W (cf p. 1-25). Define e : C(Y,Z) × Y → Z by e(φ, y) = φ(y) −then e−1(Z) is a
numerable open covering of C(Y,Z)× Y . Since C(Y,Z)× Y is paracompact, one can find
a numberable open covering O = {Oi : i ∈ I} of C(Y,Z) and ∀ i ∈ I, a finite open covering
Vi = {Vi,j : j ∈ Ji} of Y such that the collection {Oi × Vi : i ∈ I} refines e
−1(Z). Put
F (x)(y) = f(x, y): F ∈ C(X,C(Y,Z)) & f = e ◦ (F × idY ). Consider U = {Ui : i ∈ I},
where Ui = F
−1(Oi).]
[Note: The complete regularity of X plays no role in the proof.]
To establish the product theorem, first employ the countable union lemma and make
the obvious reductions to the case when Y is compact. This done, let W be a finite open
covering ofX×Y . According to the stacking lemma, there exists a neighborhood finite open
covering U = {Ui : i ∈ I} of X and for each i ∈ I, a finite open covering Vi = {Vi,j : j ∈ Ji}
of Y such that the collection {Ui × Vi : i ∈ I} refines W. Fix a precise open refinement
O = {Oi : i ∈ I} of U of order ≤ n + 1 (cf Proposition 6) −then dim |N(O)| ≤ n, N(O)
the nerve of O. Choose an O-map f , i.e., a continuous function f : X → |N(O)| with the
property that ∀ Oi ∈ O: (bOi ◦ f)
−1(]0, 1]) ⊂ Oi (cf. p. 5-3). Put F = f × idY . Since
dim(|N(O)| × Y ) ≤ n+m (cf. Proposition 13), the open covering {b−1Oi (]0, 1])×Vi : i ∈ I}
of |N(O)| × Y has an open refinement P of order ≤ n+m+ 1. Consider F−1(P).
The product theorem holds if X is merely completely regular. Indeed, once the reductions to the case
“Y compact” have been carried out, the argument proceeds as when X is normal. The reductions depend
in turn on the countable union lemma which retains its validity in the completely regular situation provided
the subspaces in question have the EP w.r.t. [0, 1] (cf. p. 19-12). Two results are relevant for the transition.
LEMMA Let X be a topological space. Let B be a compact subspace of a CRH space Y −then
X ×B, as a subspace of X × Y , has the EP w.r.t. [0, 1].
[Recalling that B ⊂ Y has the EP w.r.t. [0, 1] (cf p. 6-5), let O be a finite numerable open cover-
ing of X × B. Use the stacking lemma and construct a numerable open covering W of X × Y such that
W ∩ (X × B) is a refinement of O. Apply §6, Proposition 4 (the proof of sufficiency does not require a
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cardinality assumption on W).]
LEMMA Let X be a topological space. Let B be a closed subspace of a paracompact LCH space
Y −then X ×B, as a subspace of X × Y , has the EP w.r.t. [0, 1].
[Note: Pracompactness of Y alone is not enough. Example: Take X = P, Y = Michael line and
B = Q −then X ×B, as a subspace of X × Y , does not have the EP w.r.t. [0, 1]. One can, however, drop
local compactness if some other assumption on Y is imposed, e.g., stratifiability.]
Its utility notwithstanding, there are limitations to the product theorem. For example, it is not neces-
sarily applicable if both factors are metrizable. However, this possibility (and others) can be readily placed
in a general framework.
Let X and Y be nonempty CRH spaces −then a cozero set rectangle in X × Y is a set of the form
U × V , where
 UV is a cozero set in
 XY .
LEMMA X × Y is Z-embedded in X × βY iff every cozero set in X × Y can be written as the
union of a collection of cozero set rectangles U × V , where {U} is σ-neighborhood finite.
[Use the stacking lemma and the fact that the union of a σ-neighborhood finite collection of cozero
sets is a cozero set.]
[Note: X × Y is Z-embedded in βX × βY iff every cozero set in X × Y can be written as the union
of a countable collection of cozero set rectangles in U × V .]
The following conditions are equivalent.
(a) Every cozero set in X×Y can be written as the union of a collection of a cozero set rectangles
U × V , where {U} is σ-neighborhood finite.
(b) Given any f ∈ C(X × Y ) and any ǫ > 0, there exists a covering of X × Y by cozero set
rectangles U × V such that osc(f |U × V ) < ǫ and {U} is σ-neighborhood finite.
[(a) =⇒ (b): Fix a sequence of open intervals ]an, bn[, each of length < ǫ/2: R =
∞⋃
1
]an, bn[ −then
X × Y =
∞⋃
1
f−1(]an, bn[). Write f
−1(]an, bn[) as the union of a collection of cozero set rectangles Ui × Vi,
where {Ui : i ∈ In} is σ-neighborhood finite. Obviously, osc(f |Ui × Vi) < ǫ and
∞⋃
1
{Ui : i ∈ In} is σ-
neighborhood finite.
(b) =⇒ (a): Take an f ∈ C(X × Y ). Pick a cozero set rectangle covering Wn = {U × V } of X × Y
such that osc(f |U × V ) < 1/n and {U} is σ-neighborhood finite. Denote by Wn(f) the subset of Wn
consisting of the U × V that are contained in X × Y − Z(f) −then
∞⋃
1
Wn(f) covers X × Y − Z(f).]
Assume: Every open subset of
 XY is Z-embedded in
 XY −then (a) and (b) above are equiv-
alent to the following conditions.
(a)Z Every cozero set in X × Y can be written as the union of a collection of open rectangles
U × V , where {U} is σ-neighborhood finite.
(b)Z Given any f ∈ C(X×Y ) and any ǫ > 0, there exists a covering of X×Y by open rectangles
U × V such that osc(f |U × V ) < ǫ and {U} is σ-neighborhood finite.
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[That (a) =⇒ (a)Z is clear, as is (a)Z =⇒ (b)Z . To prove (b)Z =⇒ (b), let f ∈ C(X × Y ) and
ǫ > 0 but with osc(f |U × V ) < ǫ/2. The assumption on
 XY implies that the interior of
 UV is a
cozero set in
 XY . The corresponding collection of cozero set rectangles thereby produced covers X×Y
and the oscillation of f on any one of them is < ǫ.]
In a CRH space, every open subset is Z-embedded iff every open subset which is the interior of its
closure is cozero. The latter property is evidently a weakening of perfect normality and, e.g., is possessed
by an arbitrary product of metrizable spaces (S˘c˘epin†) but not by [0,Ω[ or βR.
LEMMA Suppose that X is metrizable and that every open subset of Y is Z-embedded in Y −then
X × Y is Z-embedded in X × βY .
[It suffices to check (b)Z , so let f ∈ C(X × Y ) and ǫ > 0. Enumerate Q: {qn} and put In =
]qn − ǫ/3, qn + ǫ/3[. Fix a σ-neighborhood finite basis {U} for X. Let Y (U, n) be the subset of Y
made up of those points which admit a neighborhood V : f(U × V ) ⊂ In −then Y (U, n) is open in Y ,
osc(fU×Y (U,n)) < ǫ, and since ∀ (x, y) ∈ X × Y ∃ qn ∈ Q: |f(x, y)− qn| < ǫ/6, the open rectangles
U × Y (U, n) cover X × Y .]
FACT Let X and Y be nonempty CRH spaces. Suppose that X × Y is Z-embedded in X × βY
−then dim(X × Y ) ≤ dimX + dimY .
[Simply note that dim(X × Y ) ≤ dim(X × βY ) (cf. p. 19-12), which, by the product theorem, is
≤ dimX + dim βY = dimX + dimY .]
Application: Suppose that X and Y are metrizable −then dim(X × Y ) ≤ dimX + dimY .
EXAMPLE Let X and Y be nonempty M complexes −then X ×k Y is an M compex and
dim(X ×k Y ) ≤ dimX + dimY .
[Assume first that X is an Mn space and Y is an Mm space, proceed by induction on n+m.]
That dim is monotonic on Z-embedded subspaces is the key to the preceding method. But one can
get away with even less. In general, a subspace A of a topological space X is said to be weakly Z-embedded
in X if for any cozero set O in A there exists a σ-neighborhood finite collection {Oi : i ∈ O} of cozero sets
Oi in A, each of which is the intersection of A with a cozero set in X, such that O =
⋃
i
Oi.
LEMMA Let X be a nonempty CRH space. Suppose that A is a weakly Z-embedded subspace of
X −then dimA ≤ dimX.
Let X and Y be nonempty CRH spaces −then X × Y is said to be rectangular if every cozero set in
X × Y can be written as the union of a σ-neighborhood finite collection of cozero set rectangles U × V . If
X × Y is Z-embedded in X × βY , then X × Y is rectangular (the converse is false).
†Soviet Math. Dokl. 17 (1976), 152-155; see also Blair-Swardson, Topology Appl. 36 (1990), 73-92.
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EXAMPLE Suppose that X and Y are paracompact Hausdorff spaces satisifying Arhangel’ski˘i’s
condition −then X × Y is rectangular.
FACT Let X and Y be nonempty CRH spaces. Suppose that X × Y is rectangular −then
dim(X × Y ) ≤ dimX + dimY .
[Indeed X × Y as a subspace of βX × βY is weakly Z-embedded.]
EXAMPLE Rectangularity of X × Y is not a necessary condition for the validity of the relation
dim(X × Y ) ≤ dimX + dimY .
(1) (The Sorgenfrey Plane) Let X be the Sorgenfrey line −then X is zero dimensional and
Lindelo¨f, hence dimX = 0 (cf. Proposition 2). The Sorgenfrey plane X × X is zero dimensional but not
normal and is “asymmetrical” in that every line with negative slope is discrete but every line with positive
slope is homeomorphic to X. Moreover, it is not rectangular as may be seen by considering points on or
above the line x + y = 1. Still, dim(X ×X) = 0. As a preliminary, show that if O is any open subset of
X ×X, then there exists a sequence of clopen sets On such that O ⊂
⋃
n
On ⊂ O and from this deduce that
every cozero set in X ×X is a countable union of clopen sets (cf. p. 19-4).
(1) (The Michael Line × the Irrationals) Let X be the Michael line −then X is hereditarily
paracompact, hence hereditarily normal, so it follows from the control lemma that dimX = 0. The product
X × P is zero dimensional but not normal. Nor is it rectangular: Otherwise, P would be an Fσ in R.
However, one an show that dim(X × P) = 0.
Let X and Y be nonempty CRH spaces −then X × Y is said to be piecewise rectangular if every
cozero set in X × Y can be written as the union of a σ-neighborhood finite collection {W }, where each
W is a clopen subset of some cozero set rectangle U × V . In this terminlology, Pasynkov† proved that if dimX = 0dimY = 0 , then dim(X × Y ) = 0 iff X × Y is piecewise rectangular.
[Note: For every pair of positive integers (n,m), Tsuda‡ has constructed a normal
 X : dimX = nY : dimY = m
for which X×Y is also normal with dim(X×Y ) = n+m but such that X×Y is not piecewise rectangular.]
EXAMPLE [Assume CH] There exist nonempty perfectly normal locally compact
 Xy : X×Y
is a perfectly normal LCH space and dimX+dimY < dim(X×Y ). For this, use the notation of the exam-
ple following Proposition 12, letting ∆C be the diagonal of C in C
2, which will then be identified with C
when convenient. Transfer the topology on grφ back to C to get a second countable completely metrizable
topology τφ on C finer than the euclidean topology τ .
Claim: There exists a second countable metrizable topology Λ on C2 finer then the euclidean topol-
ogy τ 2 with Λ|∆C = τφ & Λ|C2 −∆C = τ 2|C2 −∆C such that every element of Λ containing a point
(x, x) ∈ ∆C also contains the intersection with C2 of two disjoint open disks, tangent to ∆C at (x, x).
[Fix a countable basis {Ui} for τφ. Since φ is Baire one, each Ui is a euclidean Fσ: Ui =
∞⋃
1
Aij , Aij
τ -closed. Enumerate the Aij : {Kn}. Given r > 0, let Kn(r) be the union of all Br ∩ C2, where Br is an
†London Math. Soc. Lecture Notes 93 (1985), 227-250.
‡Canad. Math. Bull. 30 (1987), 49-56.
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open disk of radius r tangent to ∆C at some point of Kn. Recursively determine a sequence of positive
real numbers rn: rn > rn+1 & lim rn = 0, subject to Kn ∩ Km = ∅ =⇒ Kn(rn) ∩ Km(rm) = ∅. Put
Oi =
⋃
{Kn(2−irn) : Kn ⊂ Ui}. Consider the topology on C2 generated by the Oi and a countable basis
for the euclidean topology on C2 −∆C .]
Construct Kunen modifications τ ′ and τ ′′ of τ such that τ ′× τ ′′ is a perfectly normal locally compact
topology finer than Λ whose restriction τ ′ × τ ′′|∆C is a Kunen modification of τφ (cf. p. 1-16). In so
doing, work with an enumeration {xα : α < Ω} of C, letting {Cα : α < Ω} be an enumeration of the
countable subsets of C2 such that ∀ α: Cα ⊂ {xβ : β < α}2. While τ ′ × τ ′′ is not a Kunen modification
of Λ, local compactness is, of course, automatic. As for perfect nromality, the essential preliminary is that
∀ S ⊂ C2 ∃ α < Ω: clΛ(S) ∩ {xβ : β > α}2 = clτ ′×τ ′′(S) ∩ {xβ : β > α}2. This said, let S ⊂ C2
be τ ′ × τ ′′-closed and choose a sequence {On} of Λ-open sets: clΛ(S) =
⋂
n
On =
⋂
n
clΛ(On) −then ∃
α < Ω: clΛ(S) ∩ {xβ : β > α}2 =
⋂
n
clτ ′×τ ′′(On) ∩ {xβ : β > α}2. On the other hand, for each β ≤ α
there are countable collections
 {P
′
n(β)}
{P ′′n (β)}
of τ ′×τ ′′-open sets:

(C × {xβ}) ∩ (C2 − S) ⊂
⋃
n
P ′n(β)
({xβ} × C) ∩ (C2 − S) ⊂
⋃
n
P ′′n (β)
&
 clτ ′×τ ′′(P
′
n(β)) ∩ S = ∅
clτ ′×τ ′′(P
′′
n (β)) ∩ S = ∅
. Form
 O
′
n(β) = C
2 − clτ ′×τ ′′(P ′n(β))
O′′n(β) = C
2 − clτ ′×τ ′′(P ′′n (β))
and combine the
 O
′
n(β)
O′′n(β)
(β ≤
α) with theOn to obtain a single countable collection {Un} of τ ′×τ ′′-open sets: S =
⋂
n
Un =
⋂
n
clτ ′×τ ′′(Un).
Claim: Let
 X = (C, τ
′)
Y = (C, τ ′′)
−then
 dimX = 0dimY = 0 (cf. p. 19-13) and dim(X × Y ) > 0.
[It is enough to show that ∆C ⊂ (C × C, τ ′ × τ ′′) has positive topological dimension. Return to C,
which thus carries three topologies, namely τ , τφ, and τ
∗ ≡ τ ′ × τ ′′|C, a Kunen modification of τφ. Let A = φ
−1([0, 1/7])
B = φ−1([6/7, 1])
; let
 A
∗ = φ−1([0, 1/3])
B∗ = φ−1([2/3, 1])
. To arrive at a contradiction, suppose that O∗ is a
τ∗-clopen set:
 A
∗ ⊂ O∗
B∗ ∩O∗ = ∅
. If the bar denotes closure in τφ and if V = C−O∗, then
 A ⊂ V = ∅B ⊂ V
& #(fr (V ) > ω. But frV ⊂ O∗ ∩ C −O∗ and #(O∗ ∩ C −O∗) ≤ ω.]
[Note: CH is not necessary here. Examples of this type exist in ZFC (Przymusin´ski†), the main differ-
ence being that the product X × Y is not perfectly normal but rather is a normal countably paracompact
LCH space.]
One final point: The product theorem holds if X is an arbitrary nonempty topological space. In fact,
if A ⊂ X has the EP w.r.t. [0, 1], then its image crA in crX “is” the complete regularization of A and as
such has the EP w.r.t.[0, 1], so dimA = dim crA ≤ dim crX = dimX (cf. p. 19-2). The countable union
lemma is therefore applicable provided that the Aj ⊂ X have EP w.r.t. [0, 1] (cf. p. 19-12). It is then easy
to fall back to the completely regular case since for any LCH space, cr(X × Y ) = crX × Y .
LEMMA Suppose that X is a compact Hausdorff space. Let f, g ∈ C(X,Sn) and
put D = {x : f(x) 6= g(x)}. Assume: dimD ≤ n− 1 −then f ≃ g.
†Proc. Amer. Math. Soc. 76 (1979), 315-321; see also Tsuda, Math. Japon. 27 (1982), 177-195.
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[Since ID is an Fσ in IX, hence is normal, it follows from the product theorem that
dim ID ≤ n. Set Y = i0X∪I(X−D)∪i1X and define h : Y → S
n by
 h(x, 0) = f(x)h(x, 1) = g(x) &
h(x, t) = f(x) = g(x) −then h is continuous and has a continuous extension H ∈ C(IX,Sn)
(cf. p. 19-17).]
PROPOSITION 14 Let f, g ∈ C(X,Sn) and put D = {x : f(x) 6= g(x)}. Assume:
dimD ≤ n− 1 −then f ≃ g.
[The subset of βX on which βf 6= βg can be written as a countable union
∞⋃
1
Uj , each
Uj being open in βX. And: dim(Uj ∩X) ≤ n − 1 =⇒ dimUj = dimβ(Uj ∩X) ≤ n − 1
=⇒ dim
∞⋃
1
Uj ≤ n− 1, thus from the lemma, βf = βg.]
Application: If dimX ≤ n− 1, then [X,Sn] = ∗.
FACT Suppose that X is normal and dimX is finite −then the natural map [βX,Sn] → [X,Sn]
is bijective if n > 1 but if n = 1 and X is connected, there is an exact sequence 0 → C(X)/BC(X) →
[βX,S1] → [X,S1]→ 0.
[To discuss the second assertion, observe that X connected iff βX connected and form the commutative
diagram
0 C(βX)/Z C(βX,S1) [βX,S1] 0
0 C(X)/Z C(X,S1) [X,S1] 0
exp
exp
.
Since the rows are exact and the middle vertical arrow is an isomorphism, the ker-coker lemma gives
ker([βX,S1]→ [X,S1]) ≈ coker (C(βX)/Z → C(X)/Z) ≈ C(X)/BC(X). As for the need of the connect-
edness assumption, take X = N: dimN = 0 =⇒ [N,S1] = ∗ = [βN,S1].]
[Note: The exact sequence 0 → C(X)/BC(X) → [βX,S1] → [X,S1] → 0 translates to 0 →
C(X)/BC(X) →
̂
H1(βX) →
̂
H1(X) → 0. Because the quotient C(X)/BC(X) is torsion free and di-
visible when nontrivial, it follows that if X is not pseudocompact, then
̂
H1(βX) ≈ ⊕Q and is in fact
uncountable. Proof: Let f : X → R be an unbounded continuous function, put fr = r · f (r ∈ R) and
consider fr +BC(X). Example:
̂
H1(βR) ≈ ⊕C(R)/BC(R).]
Let Y be a connected CW space −then Bartik† has shown that the arrow [βX, Y ]→ [X, Y ] is bijec-
tive for every nonempty CRH space X with dimX finite iff π1(Y ) is finite and ∀ q > 1, πq(Y ) is finitely
generated or still, iff π1(Y ) is finite and Y has the homotopy type of a connected CW complex K such that
∀ n, K(n) is finite (cf. p. 5-23).
Application: Suppose that π is a finitely generated abelian group. Let X be a nonempty CRH space
of finite topological dimension −then ∀ n > 1,
̂
Hn(βX; π) ≈
̂
Hn(X; π).
†Quart. J. Mth. 29 (1978), 77-91; see also Calder-Siegel, Trans. Amer. Math. Soc. 235 (1978), 245-270
and Proc. Amer. Math. Soc. 78 (1980), 288-290.
19-43
EXAMPLE Take X = Y = P∞(C) −then dimX = ∞ and the natural map [βX,X] → [X,X] is
not surjective (consider idX).
DOWKER EXTENSION THEOREM Let X be normal with dimX ≤ n + 1 (n ≥ 1) and
let A be a closed subspace of X. Suppose that f ∈ C(A,Sn) −then ∃ F ∈ C(X,Sn): F |A = f iff
f∗(
̂
Hn(Sn)) ⊂ i∗(
̂
Hn(X)), i : A→ X the inclusion.
[The argument splits into two parts.
(n = 1) In this case [X,A;S1, s1] ≈
̂
H1(X,A), so one can proceed directly (A has the HEP w.r.t.
S1 (cf. p. 6-40).)
(n > 1) To reduce to the compact situation, use the fact that the extendability of f : A → Sn
to X is equivalent to the extendability of βf : βA → Sn to βX and consider the commutative diagram
̂
Hn(βX)
̂
Hn(βA)
̂
Hn(Sn)
̂
Hn(X)
̂
Hn(A)
̂
Hn(Sn)
.]
DOWKER CLASSIFICATION THEOREM Let X be normal with dimX ≤ n (n ≥ 1) and let
A be a closed subspace of X. Fix a generator ι ∈
̂
Hn(Sn, sn;Z) −then the assignment [f ]→ f∗ι defines a
bijection [X,A;Sn, sn]→
̂
Hn(X,A;Z).
[Show that ∀ n > 1, [βX, βA;Sn, sn] ≈ [X,A;Sn, sn].]
PROPOSITION 15 Suppose that X = A ∪ B, where A and B are closed. Let f ∈ C(A,S
n)
g ∈ C(B,Sn)
and put D = {x ∈ A ∩ B : f(x) 6= g(x)}. Assume: dimD ≤ n − 1
−then ∃
 F ∈ C(X,S
n) : F |A = f
G ∈ C(X,Sn) : G|A = g
& F ≃ G.
[Using Proposition 14, fix a homotopy h : I(A ∩B)→ Sn such that
 h(x, 0) = f(x)h(x, 1) = g(x)
(x ∈ A∩B). Since A∩B as a subspace of
 AB has the HEP w.r.t. Sn, there exist contin-
uous functions
 φ : IA→ S
n
ψ : IB → Sn
with
 φ(x, 0) = f(x) (x ∈ A)ψ(x, 1) = g(x) (x ∈ B) and φ|I(A ∩B) = h =
ψ|I(A ∩B). Define H ∈ C(IX,Sn) by
 H|IA = φH|IB = ψ and consider
 F (x) = H(X, 0)G(x) = H(x, 1)
(x ∈ X).]
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FACT Let A be a closed subset of X and let f ∈ C(A,Sn). Assume X =
∞⋃
1
Oj , where the Oj are
open, dim frOj ≤ n−1, and ∀ j, f has a continuous extension to A∪Oj −then ∃ F ∈ C(X,Sn) : F |A = f .
Suppose that dimX = n is positive. Let f : X → [0, 1]n be universal −then the
restriction f−1(Sn−1) → Sn−1 has no continuous extension to X, thus is essential. Put
Xf = X/f
−1(Sn−1), identify Sn with [0, 1]n/Sn−1 and let Ff : Xf → S
n be the induced
map.
LEMMA Ff is essential, hence dimXf = n.
[Put A = f−1(Sn−1) −then there is a commutative diagram
(X,A) (X/A, ∗A)
([0, 1]n,Sn−1) (Sn, sn)
f Ff .
(n = 1) To get a contradiction, assume that Ff is inessential. Choose φ ∈ C(Xf ) :
Ff (x) = exp(2πiφ(x)). Since Ff (x) = 1 only if x = ∗A, φ(x) ∈ Z only if x = ∗A.
Normalize and take φ(∗A) = 0. Let S = f
−1(0) ∪ p−1(φ−1(]0, 1[)). Noting that f(x) =
φ(p(x)) mod 1, write S = f−1([0, 1/2]) ∩ p−1(φ−1([0, 1/2])) ∪ p−1(φ−1([1/2, 1])) to see that
S is closed and write S = f−1([0, 1/2]) ∩ p−1(φ−1([−1/4, 1/2])) ∪ p−1(φ−1(]1/4, 1[)) to see
that S is open. The characteristic function of the complement of S is thus a continuous
extension to X of the restriction f−1({0, 1}) → {0, 1}.
(n > 1) The commutative diagram
̂
Hn(Sn, sn)
̂
Hn([0, 1]n,Sn−1)
̂
Hn(X,A)
̂
Hn−1(Sn−1)
̂
Hn−1(A)
̂
Hn−1(X)
f∗
dispalys the data (cf. p. 20-1). In view of the Dowker extension theorem, f∗ is not the
zero homomorphism. Since the arrow
̂
Hn(Sn, sn) →
̂
Hn([0, 1]n,Sn−1) is an isomorphism,
it follows that Ff is essential.]
Suppose that IX is normal −then by the product theorem, dim IX ≤ dimX + 1.
One can also go the other way: dim IX ≥ dimX + 1. This is obvious if dimX = 0, so
assume that dimX = n is positive. Claim: dim IXf ≥ n+1. Indeed, if dim IXf ≤ n, then
Alexandroff’s criterion would imply that the continuous function φ : i0Xf ∪ i1Xf → S
n
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defined by
 φ(x, 0) = Ff (x)φ(x, 1) = sn (x ∈ Xf ) has a continuous extension to IXf , meaning
that Ff is homotopic to a constant map and this contradicts the lemma. Now write
X − f−1(Sn−1) =
∞⋃
1
Aj, where the Aj are closed subspaces of X. Let ∗f be the image
of f−1(Sn−1) in Xf −then Xf = {∗f} ∪
∞⋃
1
Aj =⇒ IXf = I{∗f} ∪
∞⋃
1
IAj =⇒ ∃ j:
dim IXf = dim IAj =⇒ dim IX ≥ dim IAj = dim IXf ≥ n+ 1 = dimX + 1.
Application: Suppose that X× [0, 1]m is normal −then dim(X× [0, 1]m) = dimX+m.
PROPOSITION 16 Suppose that X is normal and Y is a CW complex. Assume:
X × Y is normal −then dim(X × Y ) = dimX + dimY .
[If B is a compact subspace of Y which is homeomorphic to [0, 1]m, where m = dimY ,
then dim(X ×B) = dimX +m.]
[Note: The same conclusion obtains if Y is a metrizable topological manifold.]
EXAMPLE Let X and Y be nonempty CW complexes −then X ×k Y is a CW complex and
dim(X ×k Y ) = dim(X × Y ).
PROPOSITION 17 Suppose that X is normal with dimX = 1 and Y is paracompact
and σ-locally compact. Assume: X × Y is normal −then dim(X × Y ) = dimX + dimY .
[Switch the roles of X and Y and reduce to the case when X is compact. Since
dimY = 1, there exist disjoint closed sets
 B′ ⊂ YB′′ ⊂ Y such that V − V 6= ∅ for any
open V ⊂ Y : B′ ⊂ V ⊂ Y − B′′. Arguing as above, it need only be shown that
dim(Xf × Y ) ≥ n+ 1 (n > 0). If instead, dim(Xf × Y ) ≤ n, define a continuous function
φ : Xf × (B
′ ∪ B′′) → Sn by
 φ(x, y) = Ff (x) ((x, y) ∈ Xf ×B′)φ(x, y) = sn ((x, y) ∈ Xf ×B′′) and use Alexan-
droff’s criterion to get a continuous extension Φ : Xf × Y → S
n. Let V ⊂ Y be the
set of all y with the property that the section Φy :
 Xf → S
n
x→ Φ(x, y)
is essential −then
B′ ⊂ V ⊂ Y −B′′ and V is clopen, Xf being compact. Contradiction.]
EXAMPLE Take, after Anderson-Keisler (cf. p. 19-37), an X ⊂ R2: dimX = dim(X ×X) = 1
−then dimβ(X ×X) = 1 but dim(βX × βX) = dim βX + dim βX = 2 (cf. Proposition 17).
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While there is no reason to suppose that Xf is completely regular if X is, nevertheless the lemma
and Propositions 16 and 17 are still true in this setting, although some changes in the proofs are necessary
(Morita†). Consider, e.g., Proposition 17. Having made the reduction and the switch (so X is compact
and dimY = 1) choose a continuous function h : Y → [0, 1] such that V − V 6= ∅ for any open V ⊂ Y :
h−1(0) ⊂ V ⊂ Y − h−1(1). Define H : Xf × Y → [0, 1]n+1 by H(x, y) = (1 − h(y))Ff (x) + h(y)sn. If
dim(X × Y ) ≤ n (where n ≥ 1), then dim(Xf × Y ) ≤ n, therefore H is not universal. Accordingly (cf. p.
19-17), ∃ Φ ∈ C(Xf × Y,Sn):
 Φ(x, y) = Ff (x) (y =∈ h
−1(0))
Φ(x, y) = sn (y ∈ h−1(1))
and this suffices.
EXAMPLE Let X be an arbitrary nonempty topological space −then dim IX = dimcrIX =
dim IcrX = dim crX + 1 = dimX + 1. This fact can be used to compute dimΓX and dimΣX, both
of which have the value dimX + 1. Observe first that the two lemmas on p. 19-18 hold “in general”.
Therefore dimX + 1 = dim IX = max{dim i1X,dim IX/i1X} = max{dimX,dimΓX} = dimΓX. And
then dimΓX = max{dimX,dimΓX/X} = max{dimX,ΣX} = dimΣX. Corollary: If f : X → Y is a
continuous function and if Mf is its mapping cylinder, then dimMf = max{1 + dimX,dimY }.
[Note: Recall that a cofibered subspace has the EP w.r.t. R, hence w.r.t. [0, 1] (cf. p. 6-39).]
LEMMA Let X be normal. Suppose that there exists a sequence U1,U2, . . . of open
coverings of X such that Ui+1 is a refinement of Ui, the collection {st(U,Ui) : U ∈ Ui (i =
1, 2, . . .)} is a basis for X, and ∀ i: ord(Ui) ≤ n+ 1 −then dimX ≤ n.
[Let U = {U1, . . . , Uk} be a finite open covering of X. Denote by Xi the union of
all U ∈ Ui : st(U,Ui) is contained in some element of U . Each Xi is open; moreover,
X =
⋃
i
Xi. Fix a map f
i+1
i : Ui+1 → Ui such that ∀ U ∈ Ui+1: f
i+1
i (U) ⊃ U . Set f
i
i = idUi
and for i < j, put f ji = f
i+1
i ◦ · · · ◦ f
j
j−1. Introduce
U(j) = {U ∈ Uj : U ∩Xj 6= ∅} and V(j) = {U ∈ U(j) : U ∩
(⋃
i<j
Xi
)
= ∅}.
Obviously, V(j) ⊂ U(j) ⊂ Uj and j
′ 6= ′′ =⇒ V(j′)∩V(j′′) = ∅. Given U ∈ U(j), let i(U)
be the smallest integer i ≤ j: f ji (U) ∩ Xi 6= ∅, so f
j
i(U)(U) ∈ V(i(U)). Corresponding to
any V ∈ V(i) is the open set
V ∗ =
⋃
j≥i
⋃
{U ∩Xj : U ∈ U(j), f
j
i (U) = V & i(U) = i}.
Note that V ∗ ⊂ V and ∀ U ∈ U(j), U ∩ Xj ⊂ f
j
i(U)(U)
∗. In addition, ∃ U ∈ Ui:
U ∩ V 6= ∅ and ∃ k(V ) ≤ k: V ⊂ st(U,Ui) ⊂ Uk(V ), hence V
∗ ⊂ Uk(V ). The collec-
tion V∗ = {V ∗ : V ∈
⋃
i
V(i)} is therefore an open refinement of U . The claim then is that
†Fund. Math. 87 (1975), 31-52.
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ord(V∗) ≤ n+1. To this end, consider a generic nonempty intersection V ∗1 ∩· · ·∩V
∗
p , where
V1 ∈ V(i1), . . . , Vp ∈ V(ip) are distinct elements of
⋃
i
V(i). Take an x in V ∗1 ∩ · · · ∩ V
∗
p and
choose j : x ∈ Xj −
⋃
i<j
Xi ( =⇒ i1 ≤ j, . . . , ip ≤ j). From the definitions, there exist
U1 ∈ U(j1):
 f
j1
i1
(U1) = V1
i(U1) = i1
& x ∈ U1 ∩ Xj1 , . . . , Up ∈ U(jp):
 f
jp
ip
(Up) = Vp
i(Up) = ip
&
x ∈ Up ∩Xjp . But x ∈ f
j1
j (U1) ∩ · · · ∩ f
jp
j (Up) and since f
j1
j (U1), . . . , f
jp
j (Up) are all differ-
ent, the claim is thus seen to follow from the fact that ord(Uj) ≤ n+ 1.]
Application: Let X be normal. Suppose that X admits a development {Ui} such that
{Ui} is a star sequence and ∀ i: ord(Ui) ≤ n+ 1 −then dimX ≤ n.
PASYNKOV FACTORIZATION LEMMA Suppose that X is normal and Y is metriz-
able−then for every f ∈ C(X,Y ) there exists a metrizable space Z with
 dimZ ≤ dimXwtZ ≤ wtY
and functions
 g ∈ C(X,Z)h ∈ C(Z, Y ) such that f = h ◦ g with h uniformly continuous and
g(X) = Z.
[Assume that dimX = n is finite and wtY ≥ ω. Fix a sequence {Vi} of neighborhood
finite open coverings of Y such that ∀ i: #(Vi) ≤ wtY , arranging matters so that the di-
ameter of each V ∈ Vi is < 1/i. Inductively construct a star sequence {Ui} of neighborhood
finite open coverings of X such that ∀ i :
 ord(Ui) ≤ n+ 1#(Ui) ≤ wtY and Ui is a star refinement
of f−1(Vi). Justification: Quote Proposition 6 and recall §1, Proposition 13 (the proof of
which allows one to say that the cardinality of Ui remains ≤ wtY ). Let δ be a continuous
pseudometric on X associated with {Ui} as on p. 6-36. The claim is that one can take
for Z the metric space Xδ obtained from X by identifying points at a zero distance from
one another. Granted this, it is clear what g and h have to be. Denote by X(δ) the set X
equipped with the topology determined by δ. Given U ∈ Ui, write U(δ) for its interior in
X(δ) and put Ui(δ) = {U(δ) : U ∈ Ui} −then {Ui(δ)} is a development for X(δ) and is a
star sequence such that ∀ i: ord(Ui(δ)) ≤ n + 1. The projection p : X(δ) → Z is an open
map (every open subset of X(δ) is p-saturated), thus Wi ≡ p(Ui(δ)) is an open covering
of Z. Furthermore, {Wi} is a development for Z and is a star sequence such that ∀ i :
ord(Wi) ≤ n + 1. Therefore dimZ ≤ n. As for the assertion wtZ ≤ wtY , note that the
Wi are point finite and the collection
∞⋃
1
{st(z,Wi) : z ∈ Z} is a basis for Z.]
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There are two related results, applicable to pairs (X,A).
(A) Suppose that X is normal and Y is metrizable of weight ≤ κ. Let A be a
subspace ofX having the EP w.r.t. B(κ) −then for every f ∈ C(A,Y ) there exists a metriz-
able space ZA of weight ≤ κ and functions
 g ∈ C(X,ZA)hA ∈ C(g(A), Y ) such that f = hA ◦ (g|A)
with hA uniformly continuous and g(X) = ZA.
[Argue as in §6, Proposition 15 (proof of sufficiency).]
(X/A) Suppose that X is normal and Y is metrizable of weight ≤ κ. Let A
be a closed subspace of X: dim(X/A) ≤ n −then for every f ∈ C(X,Y ) there exists a
metrizable space Z of weight ≤ κ and functions
 g ∈ C(X,Z)h ∈ C(Z, Y ) such that f = h ◦ g with
h uniformly continuous and g(X) = Z, dim(Z − g(Z) ≤ n.
[This is the relative versioin of the Pasynkov factorization lemma. The proof is the
same as for the absolute case modulo the following remark: Every neighborhood finite
open covering U = {Ui : i ∈ I} of X has a neighborhood finite open refinement O such
that the order of the collection {O, st(A,O) : O ∈ O & O ∩ A = ∅} is ≤ n + 1. Proof:
Assuming that the Ui are cozero sets, let Z = {Zi : i ∈ I} be a precise zero set refinement
of U (cf. p. 1-25). Define I0 = {i ∈ I : Ui ∩ A 6= ∅} and put
 Z0 =
⋃
{Zi : i ∈ I0}
U0 =
⋃
{Ui : i ∈ I0}
−then
 Z0U0 is a
 zero setcozero set (cf. p. 1-24). Choose φ ∈ C(X, [0, 1]): Z0 = φ−1(0)
& X − U0 = φ
−1(1). Let X0 = {x : φ(x) ≤ 1/2}. Since A is contained in Z0 and Z0
is contained in the interior of X0, the collection {Ui − X0, U0 : i ∈ I − I0} is the inverse
image of a neighborhood finite cozero set covering of X/A under the projection X → X/A.
Therefore there exists a neighborhood finite cozero set covering {Oi, O0 : i ∈ I − I0} of X
whose order does not exceed n+ 1 such that Oi ⊂ Ui −X0 (i ∈ I − I0) and A ⊂ O0 ⊂ U0.
If O = {Oi : i ∈ I − I0} ∪ {O0 ∩ Ui : i ∈ I0}, then O0 = st(A,O) and O is a neighborhood
finite cozero set refinement of U with the stated property.]
PROPOSITION 18 Suppose that X is normal and Y is completely metrizable of
weight ≤ κ and locally n-connected (n-connected and locally n-connected). Let A be a
closed subspace of X having the EP w.r.t. B(κ). Assume: dimX/A ≤ n+ 1 −then A has
the NEP (EP) w.r.t. Y .
[Take an f ∈ C(A,Y ) and write f = hA ◦ (g|A). Since g ∈ C(X,ZA) and since
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wtZA ≤ κ, g can in turn be factored: g = ψ ◦ φ, where
 φ ∈ C(X,Z)ψ ∈ C(Z,ZA) . Here, of
course, dim(Z−φ(A)) ≤ n+1. On the other hand, hA ◦ (ψ|φ(A)) is uniformly continuous,
hence extends to a continuous function HA : φ(A)→ Y . Now apply the results of Dugundji
cited on p. 6-14.]
PROPOSITION 19 Suppose that IX is normal and Y is completely metrizable of
weight ≤ κ and locally n-connected. Let A be a closed subspace of X having the EP w.r.t.
B(κ). Assume: dimX/A ≤ n −then A has the HEP w.r.t. Y .
[Let f : i0X ∪ IA → Y be continuous. Since i0X ∪ IA, as a subspace of IX, has
the EP w.r.t. B(κ) (cf. §6, Proposition 16) and since dim IX/i0X ∪ IA ≤ dim IX/IA ≤
dim I(X/A) ≤ dimX/A + 1 ≤ n + 1, Proposition 18 implies that there exists a cozero
set O ⊂ IX : O ⊃ i0X ∪ IA and a continuous function g : O → Y extending f . Fix a
cozero set U ⊂ X: IA ⊂ IU ⊂ O. Choose φ ∈ C(X, [0, 1]):
 φ|A = 1φ|X − U = 0 . Define
F ∈ C(IX, Y ) by F (x, t) = g(x, φ(x)t): F is a continuous extension of f .]
The normality ofX can be dispensed with in Pasynkov’s factorization lemma: Everything goes through
in the completely regular situation.
[Note: Pasynkov’s factorization lemma is then valid for an arbitrary topological space as may be seen
by passing to its complete regularization.]
As for Propositions 18 and 19, they too are true if X is a nonempty CRH space. The assumption
that A is closed was made only to ensure that the quotient X/A is normal. Therefore it can be dropped.
Likewise the assumption that IX is normal was made only to use the product theorem. This, however, is
of no real consequence, as the product theorem holds for an arbitrary nonempty topological space (cf. p.
19-42).
For another application of these methods, suppose that Y is completely metrizable of weight ≤ κ
and is n-connected and locally n-connected. Assume: dimX/A ≤ n. Let
 f : X → Yg : X → Y be continuous
functions such that f |A ≃ g|A −then f ≃ g. Corollary: If X is κ-collectionwlse normal with dimX ≤ n,
then [X,Y ] = ∗.
FACT Suppose that X is a nonempty metrizable space. Let A be a nonempty closed subspace of
X: dim(X − A) = 0 −then there exists a retraction r : X → A.
A compact connected ANR Y is said to be a test space for dimension n (n ≥ 1) pro-
vided that the statement dimX ≤ n is true iff every closed subset A ⊂ X has the EP w.r.t.
Y . Example: Sn is a test space for dimension n (Alexandroff’s criterion).
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[Note: No compact connected AR Y can be a test space for dimension n.]
LEMMA Let
 Y ′Y ′′ be compact connected ANR’s of the same homotopy type
−then Y ′ is a test space for dimension n iff Y ′′ is a test space for dimension n.
[If X is normal and A ⊂ X is closed, then A has the HEP w.r.t.
 Y ′Y ′′ (cf. p. 6-40).]
A finite wedge
∨
Sn of n-spheres is a test space for dimension n. Indeed,
∨
Sn is a
compact connected ANR of topological dimension n. Moreover,
∨
Sn is (n− 1)-connected
(since for n > 1, πq(
∨
Sn) = ⊕πq(S
n) (q < 2n − 1)), thus Proposition 18 implies that if
dimX ≤ n and if A ⊂ X is closed, then A has the EP w.r.t.
∨
Sn. Here it is necessary to
recall that A has the EP w.r.t. B(ω) (cf. p. 6-36). On the other hand, there is a retraction
r :
∨
Sn → Sn so if A ⊂ X is closed and has the EP w.r.t.
∨
Sn then A has the EP w.r.t.
Sn, from which dimX ≤ n.
TEST SPACE THEOREM Let Y be a compact connected ANR of topological dimen-
sion n (n ≥ 1) −then Y is a test space for dimension n iff Y has the homotopy type of a
finite wedge of n-spheres.
[Only the necessity need be dealt with. There are two cases: n = 1 or n > 1. If
n = 1, then π1(Y ) 6= 1 (otherwise, Y would be an AR), hence Y has the homotopy type of
a finite wedge of 1-spheres (cf. p. 6-21). If n > 1, then for q > n, Hq(Y ) = 0 (cf. p. 6-21)
and Y must be (n − 1)-connected (cf. p. 6-14 & p. 19-17). Accordingly, by Hurewicz,
Hq(Y ) = 0 (0 < q < n) and Hn(Y ) = πn(Y ), a nontrivial finitely generated free abelian
group. Picking a set of base point preserving maps Sn → Y which generate πn(Y ) then
leads to a homology equivalence
∨
Sn → Y that, by the Whitehead theorem, is a homotopy
equivalence.]
If Y is a compact connected ANR which is a test space for dimension n, then dimY ≥ n (look at
the proof of the test space theorem). There are test spaces for dimension n of topological dimension n+ k
(k > 0). Consider e.g., [0, 1]n+k ∨ Sn.
EXAMPLE Let α ∈ πn+k(Sn) (k > 0, n ≥ 1). Choose a representative f ∈ α and put
Yα = D
n+k+1 ⊔f Sn −then Yα is a compact connected ANR (cf. p. 6-28). and Dranishnikov† has
shown that Yα is a test space for dimension n.
[Note: The preceding considerations break down if k = 0. Example: P2(R) is not a test space for
†Tsukuba J. Math. 14 (1990), 247-262.
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dimension 1.]
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§20. COHOMOLOGICAL DIMENSION THEORY
Cohomological dimension theory enables one to associate with each nonempty normal
Hausdorff space X and every nonzero abelian group G a topological invariant dimGX ∈
{0, 1, . . .} ∪ {∞} called its cohomological dimension with respect to G. It turns out that
dimZX = dimX if dimX < ∞ (but this can fail if dimX = ∞) and when X is CW
complex, dimGX = dimX ∀ G 6= 0.
Let G be an abelian group −then for any topological pair (X,A),
̂
Hn(X,A;G) is the
nth C˘ech cohomology group of (X,A) with coefficients in G calculated per numerable open
coverings (rather than arbitrary open coverings).
[Note: As was shown by Morita†, [X,A;K(G,n), kG,n] ≈
̂
Hn(X,A;G) (cf. p. 5-29)
which, however, need not be true if the usual definition of “
̂
Hn” is employed (Bredon‡).
Bear in mind that when n = 0, the agreement is that K(G, 0) = G (discrete topology).]
LEMMA IfA is a nonempty subspace ofX, then ∀ n ≥ 1,
̂
Hn(X,A;G) ≈
̂
Hn(X/A;G).
Let A be a subspace of X −then A is said to be numerably embedded in X if for every numerable
open covering O of A there exists a numerable open covering U of X such that U ∩ A is a refinement of
O (cf. §6, Proposition 15). Example: If X is a collectionwise normal Hausdorff space, then every closed
subspace A of X is numerably embedded in X (cf. p. 6-36).
LEMMA Suppose that A is numerably embedded in X −then ∀ G, there is a long exact sequence
· · · →
̂
Hn−1(A;G)→
̂
Hn(X,A;G)→
̂
Hn(X;G)→
̂
Hn(A;G)→ · · · .
Remark: If G = Z (or, more generally, is finitely generated), one can get away with less, viz. it suffices
to have that A have the EP w.r.t. R.
[Note: Working with countable numerable open coverings, an appeal to Proposition 4 in §6 leads to
the definition of the coboundary operator
̂
Hn−1(A)→
̂
Hn(X,A).]
Example: If X is a normal Hausdorff space and if A ⊂ X is closed, then there is a long exact sequence
· · · →
̂
Hn−1(A)→
̂
Hn(X,A)→
̂
Hn(X)→
̂
Hn(A)→ · · · .
FACT Suppose that A is numerably embedded in X −then IA is numerably embedded in IX.
It is known that
̂
H∗(−;G), restricted to the full subcategory of TOP2 whose objects are the pairs
(X,A), where A is closed and numerably embedded in X, satisifies the seven axioms of Eilenberg-Steenrod
†Fund. Math. 87 (1975), 31-52.
‡Proc. Amer. Math. Soc. 19 (1968), 396-398.
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for a cohomology theory (Watanabe†).
PROPOSITION 1 Let X be a nonempty normal Hausdorff space. Assume: dimX ≤
n −then
̂
Hq(X;G) = 0 (q > n).
[This is a consequence of the definitions (cf. §19, Proposition 6).]
PROPOSITION 1 (bis) Let A be a nonempty closed subspace of X. Assume:
dimX/A ≤ n −then
̂
Hq(X,A;G) = 0 (q > n).
If X is a locally contractible paracompact Hausdorff space (e.g., a CW complex or an ANR), then
∀ n,
̂
Hn(X;G) ≈ Hn(X;G). In general, though, C˘ech cohomology and singular cohomology can differ even
if X is compact Hausdorff (Barratt-Milnor‡).
[Note: Proposition 1 is a key property of C˘ech cohomology. It is not shared by singular cohomology.]
Fix an abelian group G 6= 0 and let X be a nonempty normal Hausdorff space. Con-
sider the following statement.
(dimGX ≤ n) There exists an integer n = 0, 1, . . . such that
̂
Hq(X,A;G) = 0
(q > n) for all closed subsets A of X.
If dimGX ≤ n is true for some n, then the cohomological dimension of X with respect
to G, denoted by dimGX, is the smallest value of n for which dimGX ≤ n.
[Note: By convention, dimGX = −1 when X = ∅ or when G = 0. If the statement
dimGX ≤ n is false for every n, then we put dimGX =∞.]
EXAMPLE Let X be a metrizable compact Hausdorff space of finite topological dimension, K
a simply connected CW complex −then dimHq(X)X ≤ q ∀ q ≥ 1 iff dimπq(X)X ≤ q ∀ q ≥ 1 and both are
equivalent to every closed subset A ⊂ X having the EP w.r.t. K (Dranishnikov‖). Example: One can take
K =M(G,n) (n ≥ 2) (realized as a simply connected CW complex) provided that dimGX ≤ n.
PROPOSITION 2 Suppose tht dimX ≤ n −then dimGX ≤ n.
[In fact, for A 6= ∅, dimX ≤ n =⇒ dimX/A ≤ n (cf. p. 19-18) =⇒
̂
Hq(X,A;G) = 0
(q > n) (cf. Proposition 1 (bis)) =⇒ dimGX ≤ n (Proposition 1 covers the case when
A = ∅.]
†Glas. Mat. 22 (1987), 187-238; see also SLN 1283 (1987), 221-239.
‡Proc. Amer. Math. Soc. 13 (1962), 293-297.
‖Math. Sbornik 74 (1993), 47-56; see also Dydak, Trans. Amer. Math. Soc. 337 (1993), 219-234.
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PROPOSITION 3 Suppose that dimX <∞ −then dimZX = dimX.
[In view of Proposition 2, dimZX ≤ dimX. Now argue by contradiction and assume
that dimZX ≤ n, dimX = n+1. Choose a universal map f : X → [0, 1]
n+1 (cf. p. 19-17)
−then on the basis of the Dowker extension theorem, the arrow
̂
Hn+1([0, 1]n+1,Sn;Z)
f∗
−→
̂
Hn+1(X, f−1(Sn);Z) is not the zero homomorphism. But dimZX ≤ n =⇒̂
Hn+1(X, f−1(Sn);Z) = 0.]
Application: If the topological dimension of X is finite, then ∀ G, dimGX ≤ dimZX.
[Note: For any compact Hausdorff space X (possibly of infinite topological dimen-
sion), one has dimGX ≤ dimZX (immediate from the universal coefficient theorem (cf.
infra)).]
EXAMPLE The validity of the relation dimZX = dimX depends on the assumption that
dimX < ∞. Indeed, Dranishnikov† has given an example of a compact metric space X such that
dimX =∞, while dimZX <∞.
[Note: According to Watanabe‡ , dimZX = dimX if X is a compact ANR (no restriction on dimX).]
There is not a great deal that can be said about dimGX if X is merely normal, so we
shall restrict ourselves in what follows to paracompact X and begin with a review of C˘ech
cohomology in this situation (all open coverings thus being numerable).
MAYER-VIETORIS SEQUENCE Let X be a paracompact Hausdorff space. Sup-
pose that A, B are closed subsets of X with X = A ∪ B −then the sequence · · · →
̂
Hn(X;G) →
̂
Hn(A;G) ⊕
̂
Hn(B;G) →
̂
Hn(A ∩B;G) →
̂
Hn+1(X;G)→ · · · is exact.
BOCKSTEIN SEQUENCE Let X be a paracompact Hausdorff space, A a closed
subset. Suppose that 0 → G′ → G → G′′ → 0 is a short exact sequence of abelian groups
−then there is a long exact sequence · · · →
̂
Hn(X,A;G′)→
̂
Hn(X,A;G) →
̂
Hn(X,A;G′′)
→
̂
Hn+1(X,A;G′)→ · · · .
UNIVERSAL COEFFICIENT THEOREM Let X be a compact Hausdorff space,
A a closed subset −then there is a split short exact sequence 0 →
̂
Hn(X,A;Z) ⊗ G
→
̂
Hn(X,A;G) → Tor(
̂
Hn+1(X,A;Z), G) → 0.
†Math. Sbornik 63 (1989), 539-545; see also Chigogidze, Inverse Spectra, North Holland (1996), 100-116.
‡Proc. Amer. Math. Soc. 123 (1995), 2883-2885.
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KU¨NNETH FORMULA Let X be a paracompact Hausdorff space, A a closed subset;
Let Y be a compact Hausdorff space, B a closed subset −then
̂
Hn((X,A),×(Y,B);G) ≈
n⊕
q=0
̂
Hq(X,A;
̂
Hn−q(Y,B;G)).
[Note: The product X × Y is a paracompact Hausdorff space and, as usual (X,A)×
(Y,B) = (X × Y,X ×B ∪A× Y ).]
Let X be a paracompact Hausdorff space of finite topological dimension. Suppose that G is finitely
generated −then Bartik† has shown that for every closed subset A of X, the arrow
̂
Hn(βX, βA;G) →
̂
Hn(X,A;G) is surjective for n = 1 and bijective for n > 1.
[Note: More is true if G is finite. The arrow
̂
Hn(βX, βA;G)→
̂
Hn(X,A;G) is bijective for n ≥ 0.]
EXAMPLE Let X be a paracompact Hausdorff space of finite topological dimension. −then
dimGX ≤ dimB βX provide that G is finitely generated.
[This is clear if dimGX ≤ 0, so let n = dimGX be positive and choose a closed subset A of X such
that
̂
Hn(X,A;G) 6= 0. By the above,
̂
Hn(βX, βA;G) 6= 0, thus n ≤ dimG βX.]
Notation: Let X be a paracompact Hausdorff space, A ⊂ X a closed subset. Given
e ∈
̂
Hn(X;G), write e|A for the image of e under the arrow
̂
Hn(X;G)→
̂
Hn(A;G).
RESTRICTION PRINCIPLE Let e be an element of
̂
Hn(X;G). Assume e|A = 0
−then ∃ an open U ⊃ A: e|U = 0.
EXTENSION PRINCIPLE Suppose that α ∈
̂
Hn(A;G) −then ∃ an open U ⊃ A
and an e ∈
̂
Hn(U ;G): e|A = α.
These two principles date back to Wallace‡ who used them to establish the following
result.
RELATIVE HOMEOMORPHISM THEOREM Let
 XY be paracompact Haus-
dorff spaces; let
 A ⊂ XB ⊂ Y be closed subsets. Suppose given a closed map f : (X,A) →
(Y,B) such that f |X −A is a homeomorphism ofX−A onto Y−B −then f∗ :
̂
Hn(Y,B;G)→
̂
Hn(X,A;G) is an isomorphism.
†Quart. J. Math. 29 (1978), 77-91
‡Duke Math J. 19 (1952), 177-182.
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Application: Let X be a paracompact Hausdorff space; let
 AB ⊂ X be closed sub-
sets −then the arrow
̂
Hn(A∪B,A)→
̂
Hn(B,A∩B) induced by the inclusion (B,A∩B)→
(A ∪B,A) is an isomorphism.
It is possible to expand the level of generality and incorporate sheaves (of abelian groups) into the
theory. While this is definitely of interest, I shall limit the discussion to a few elementary observations.
Let X be a paracompact Hausdorff space. Given a sheaf F 6= 0 on X, write dimF X ≤ n if ∃ an
integer n = 0, 1, . . . such that
̂
Hq(X;F|U) = 0 (q > n) for all open subsets U of X. Example: dimX ≤ n
=⇒ dimF X ≤ n (cf. Proposition 2).
Remark: Let G 6= 0 be an abelian group, G the constant sheaf on X determined by G −then ∀ closed
subset A ⊂ X,
̂
Hn(X,A;G) ≈
̂
Hn(X;G|X − A) (Godement†).
FACT Let F 6= 0 be a sheaf on X −then dimF X ≤ n iff F admits a soft resolution 0 → F → S0
→ S1 → · · · → Sn of length n.
LEMMA Let {Fα} be a collection of soft subsheaves of a sheaf F which is directed by inclusion.
Assume: F = colimFα −then F is soft.
FACT Let {Fα} be a collection of subsheaves of a sheaf F which is directed by inclusion. Assume:
F = colimFα −then dimF X ≤ n if ∀ α, dimFα X ≤ n, hence dimF X ≤ sup dimFα X.
[Work with the canonical (=Godement) resolution of the Fα.]
If F = F ′ ⊕ F ′′, then
̂
Hn(X;F) =
̂
Hn(X;F ′)⊕
̂
Hn(X;F ′′). Therefore, dimF′ X ≤ n & dimF′′ ≤ n
=⇒ dimF ≤ n.
Suppose now that {Fi} is a collection of sheaves indexed by a set I . Given a finite subset F ⊂ I ,
put FF =
⊕
i∈F
Fi −then F ≡
⊕
i
Fi = colimFF . So, under the assumption that dimFi X ≤ n ∀ i, one has
dimF X ≤ n as well.
Fix an abelian group G and let X be a paracompact Hausdorff space −then X is said
to satisfy Okuyama’s condition at n if ∀ q ≥ n and each closed subset A of X, the arrow
̂
Hq(X;G)→
̂
Hq(A;G) is surjective.
SUBLEMMA Suppose that X satisifes Okuyama’s condition at n −then every closed
subspace A of X satisfies Okuyama’s condition at n.
[Given a closed subset B of A, consider the commutative triangle
†The´orie des Faisceaux, Hermann (1964), 234-236.
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̂Hq(X;G)
̂
Hq(B;G)
̂
Hq(A;G)
.]
LEMMA Suppose that X satisifes Okuyama’s condition at n. Let
 AB be closed
subspaces of X and let e be an element of
̂
Hq(X;G) such that
 e|A = 0e|B = 0 for some q > n
−then e|A ∪B = 0.
[Consider the Mayer-Vietoris sequence · · · →
̂
Hq−1(A;G) ⊕
̂
Hq−1(B;G)
i
→
̂
Hq−1(A ∩
B;G) →
̂
Hq−1(A ∪ B;G)
j
→
̂
Hq(A;G) ⊕
̂
Hq(B;G) → · · · . Thanks to the sublemma, i is
surjective. Therefore j is injective. But j(e|A ∪B) = 0, so e|A ∪B = 0.]
PROPOSITION 4 Let X be a paracompact Hausdorff space −then dimGX ≤ n iff
X satisifes Okuyama’s condition at n.
[Necessity: Inspect the exact sequence · · · →
̂
Hq(X,A;G) →
̂
Hq(X;G) →
̂
Hq(A;G)
̂
Hq+1(X,A;G) → · · · .
Sufficiency: Fix q ≥ n−then since
̂
Hq(X;G)→
̂
Hq(A;G) is surjective,
̂
Hq+1(X,A;G) →
̂
Hq+1(X;G) is injective, thus it need only be shown that
̂
Hq+1(X;G) = 0. Take an
e ∈
̂
Hq+1(X;G). Because
̂
Hq+1({x};G) = 0, ∃ a neighborhood Ux of x such that e|Ux = 0
(restriction principle) and by paracompactness, the open covering {Ux : x ∈ X} admits
a σ-discrete closed refinement A =
⋃
k
Ak. Put Ak = ∪Ak and inductively determine a
sequence {Uk} of open sets: Ak ∪ Uk−1 ⊂ Uk & e|Uk = 0, where U0 = ∅. Noting that
e|Ak = 0 ∀ k, proceed as follows. First, ∃ an open U1 ⊃ A1: e|U 1 = 0, hence e|A2 ∪ U1 = 0
(apply the preceding lemma). Assuming that Uk ⊃ Ak ∪Uk−1 with e|Uk = 0 has been con-
structed, one has again e|Ak+1 ∪ Uk = 0, so ∃ an open set Uk+1 : Uk+1 ⊃ Ak+1∪Uk = 0 &
e|Uk+1 = 0, which pushes the induction forward. Now let Wk = Uk −Uk−1 : Wk is closed,
e|Wk = 0, and X =
⋃
k
Wk. On the other hand, the collections {W1,W3, . . .}, {W2,W4, . . .}
are discrete. Therefore the restriction of e to their respective unions must vanish, thus
from the lemma, e = 0.]
Notation: Write K(G, q) for an Eilenberg-MacLane space of type (G, q) realized as an
ANR in NES(paracompact) (cf. p. 6-42).
PROPOSITION 5 Let X be a paracompact Hausdorff space −then X satisifes
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Okuyama’s condition at n iff every closed subset A ⊂ X has the EP w.r.t. K(G, q) ∀
q ≥ n.
[There are two points: (1)
̂
Hq(X;G) ≈ [X,K(G, q)],
̂
Hq(A;G) ≈ [A,K(G, q)]; (2) A
has the HEP w.r.t. K(G, q) (cf. p. 6-45).]
Application: Let X be a paracompact Hausdorff space −then dimGX ≤ n iff every
closed subset A ⊂ X has the EP w.r.t. K(G, q) ∀ q ≥ n.
PROPOSITION 6 The following conditions on a paracompact Hausdorff space X are
equivalent. (1)n ∀ closed A ⊂ X :
̂
Hq(X,A;G) = 0 (q > n); (2)n ∀ closed A ⊂ X :̂
Hn+1(X,A;G) = 0; (3)n ∀ closed A ⊂ X :
̂
Hq(X;G) ։
̂
Hn(A;G).
[Trivially, (1)n =⇒ (2)n, (2)n =⇒ (3)n. And: (4)n =⇒ (3)n+1, (3)n ∧ (4)n
=⇒ (2)n, where (4)n is the condition
̂
Hn+1(A;G) = 0 ∀ closed A ⊂ X. In addition,
(1)n =
∧
q≥n
(2)q. Suppose that (3)n holds −then the claim is that (3)q ∧ (4)n holds for
q ≥ n, hence that (1)n holds. Here is the pattern for the argument: (3)n =⇒ (4)n =⇒
(3)n+1 =⇒ (4)n+1 =⇒ · · · . Therefore one has to show that (3)q =⇒ (4)q ∀ q ≥ n. But
(3)q gives
̂
Hq+1(X;G) = 0 (see the proof of the sufficiency in Proposition 4) and since (3)q
is inherited by A,
̂
Hq+1(A;G) = 0 too.]
Application: Let X be a paracompact Hausdorff space −then dimGX ≤ n iff every
closed subset A ⊂ X has the EP w.r.t. K(G,n).
[Note: This result is the cohomological counterpart to Alexandroff’s criterion. If X
is compact or stratifiable, then one can take K(G,n) as a CW complex (cf. p. 6-42).]
EXAMPLE Suppose that X is an ANR and let G =
∏
i
Gi be the direct product of abelian
groups Gi 6= 0 −then dimGX = supdimGi X.
[Since each Gi is a direct summand of G, dimGX ≥ dimGi X ∀ i, so if sup dimGi X = ∞, we are
done. Assume therefore that sup dimGi X = n. Consider the product Y =
∏
i
K(Gi, n) −then every closed
subset A ⊂ X has EP w.r.t. Y, hence every closed subset A ⊂ X has EP w.r.t. |sin Y | (cf. p. 6-45). But
|sin Y | is a CW complex and, as such, is an Eilenberg-MacLane space of type (G,n).]
PROPOSITION 7 LetX be a nonempty paracompact Hausdorff space−then dimX =
0 iff dimGX = 0 ∀ G 6= 0.
[By proposition 2, dimX = 0 =⇒ dimGX = 0. Convserely, since G (discrete topol-
ogy) = K(G, 0) ∈ NES(paracompact) contains S0 as a retract (G being nontrivial), every
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closed subset A ⊂ X has the EP w.r.t. S0, hence dimX ≤ 0 (Alexandroff’s criterion).]
Examples: ∀ G 6= 0, (1) dimG[0, 1] = 1; (2) dimG R = 1; (3) dimG S
1 = 1.
EXAMPLE Let X be a paracompact Hausdorff space of finite topological dimension −then
dimG βX ≤ dimGX provided that G is finitely generated.
[It suffices to show that dimGX ≤ n =⇒ dimG βX ≤ n. This is trivial if X = ∅ or G = 0, so
take X nonempty and G nonzero. Because dim βX = dimX (cf. §19, Proposition 1), from Proposition 7,
dimGX = 0 =⇒ dimX = 0 =⇒ dim βX = 0 =⇒ dimG βX = 0. Suppose now that n is positive and
let A be a closed subset of βX. Claim:
̂
Hn+1(A;G) = 0, which is enough (cf. Proposition 6: (1)n ⇔ (4)n).
To verify this, fix and α ∈
̂
Hn+1(A;G) and, using the extension principle, choose an open U ⊃ A and an
e ∈
̂
Hn+1(U ;G): e|A = α. Since β(U ∩X) = clβX(U ∩ X) = U ,
̂
Hn+1(U ;G) ≈
̂
Hn+1(U ∩X;G) (cf. p.
20-4). But dimGX ≤ n =⇒
̂
Hn+1(U ∩X;G) = 0, so e = 0, thus α = 0.]
[Note: Consequently, under the stated hypotheses on X and G, dimGX = dimG βX (cf. p. 20-4).]
Remark: If the topological dimension of X is infinite, then one can find examples for which dimZX 6=
dimZ βX (Dranishnikov
† ).
EXAMPLE For any paracompact Hausdorff space X, dimZX = 1 iff dimX = 1.
[If dimZX = 1, then every closed subset A ⊂ X has the EP w.r.t S1 = K(Z, 1), hence dimX ≤ 1
(Alexandroff’s criterion) and dimX = 0 is untenable (cf. Proposition 7).]
PROPOSITION 8 Let X be a paracompact Hausdorff space −then for any closed
subspace A of X, dimGA ≤ dimGX.
EXAMPLE Let X be a paracompact LCH space −then dimGX = supdimGK, where K ⊂ X
is compact.
[Since dimGX ≥ dimGK ∀ K (cf. Proposition 8), sup dimGK = ∞ =⇒ dimGX =∞. So suppose
that sup dimGK = n. Write X =
⋃
i
Ki, where Ki is compact and {Ki : i ∈ I} is neighborhood finite. Well
order I and deduce by transfinite induction that every closed subset A ⊂ X has the EP w.r.t. K(G,n),
hence that dimGX ≤ n.]
FACT Let X be a closed subset of Rn −then dimX = n− 1 iff dimGX = n− 1 ∀ G 6= 0.
PROPOSITION 9 LetX be a paracompact Hausdorff space. Suppose thatX =
∞⋃
1
Aj ,
where the Aj are closed subspaces of X such that ∀ j, dimGAj ≤ n −then dimGX ≤ n,
hence dimGX = supdimGAj .
†C.R. Acad. Bulgare Sci. 41 (1988), 9-10; see also, Dydak-Walsh, Proc. Amer. Math. Soc. 113 (1991),
1155-1162 and Dydak, Topology Appl. 50 (1993), 1-10.
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[Fix a closed subset A ⊂ X and a continuous function f : A → K(G,n). Put
U0 = A and F0 = f −then since dimGA1 ≤ n, F0|U0 ∩A1 has a continuous exten-
sion Φ0 : A1 → K(G,n). Define a continuous function f1 : U0 ∪ A1 → K(G,n) by
f1|U0 = F0 & f1|A1 = Φ0. Recalling that K(G,n) ∈ NES(paracompact), choose an open
U1 ⊃ U0 ∪ A1 and a continuous function F1 : U1 → K(G,n) such that F1|U0 ∪A1 = f1.
Since dimGA2 ≤ n, F1|U1 ∩A2 has a continuous extension Φ1 : A2 → K(G,n). Define a
continuous function f2 : U1∪A2 → K(G,n) by f2|U1 = F1 & f2|A2 = Φ1. Choose an open
U2 ⊃ U1 ∪ A2 and a continuous function F2 : U2 → K(G,n) such that F2|U1 ∪A2 = f2.
Continue the process to get a sequence of open sets Uj (j ≥ 1): U j ∪ Aj+1 ⊂ Uj+1 and
a sequence of continuous functions Fj : U j → K(G,n) (j ≥ 1): Fj+1|U j = Fj . Finally,
if F : X → K(G,n) is defined by F |U j = Fj , then F is a continuous extension of f
(X =
⋃
j
U j has the final topology corresponding to the inclusions U j → X).]
Proposition 9 is the analog for cohomological dimension of the countable union lemma
for topological dimension but there are instances where the parallel breaks down. Here is
a case in point. Suppose X = Y ∪ Z is metrizable −then dimX ≤ dimY + dimZ + 1 (cf.
§19, Proposition 7). The situation for cohomological dimension is more complicated.
(R) For any ring R with unit. dimRX ≤ dimR Y + dimR Z + 1.
(G) For any abelian group G 6= 0, dimGX ≤ dimG Y + dimG Z + 2.
[Note: These estimates cannot be improved. See Dydak† for details and references.]
FACT Suppose that X is a paracompact Hausdorff space. Let A = {Aj : j ∈ J} be an ab-
solute closure preserving closed covering of X such that ∀ j, dimGAj ≤ n −then dimGX ≤ n, hence
dimGX = sup dimGAj .
LEMMA If K is a finite CW complex, then dimGK = dimK ∀ G 6= 0.
[On general grounds, dimGK ≤ dimK (cf. Proposition 2). Taking K 6= ∅, let n = dimGK > 0
(cf. Proposition 7), and suppose that k = dimK > n. Fix a k-cell e ⊂ K and let Sn be an n-sphere
containing e. Since G 6= 0, ∃ a map f : Sn → K(G, n) which induces a nontrivial homomorphism
Z = πn(S
n) → πn(K(G,n)) = G. But f admits a continuous extension K → K(G,n). Therefore πn(f) is
trivial, Sn being contractible in K. Contradiction.]
EXAMPLE Let X be a CW complex −then the collection {K} of finite subcomplexes of X is
an absolute closure preserving closed covering of X, thus dimX = sup dimK (cf. p. 19-20). On the
other hand, ∀ G 6= 0, dimGX = sup dimGK (cf. supra) and by the lemma, dimGK = dimK. Therefore
dimGX = dimX.
Examples: ∀ G 6= 0, (1) dimG[0, 1]n = n; (2) dimG Rn = n; (3) dimG Sn = n.
†Trans. Amer. Math. Soc. 348 (1996), 1647-1661.
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EXAMPLE Let X be a paracompact n-manifold −then ∀ G 6= 0, dimGX = n (cf. p. 19-21).
PROPOSITION 10 Let X be a paracompact Hausdorff space. Assume: X is hered-
itarily paracompact −then for any subspace Y of X, dimG Y ≤ dimGX.
PROPOSITION 11 Let X be a paracompact Hausdorff space. Suppose that Y is a
strongly paracompact subspace −then dimG Y ≤ dimGX.
EXAMPLE Suppose that X contains an embedded copy of Rn −then ∀ G 6= 0, dimGX ≥ n.
LEMMA Let X be a nonempty paracompact Hausdorff space, Y a nonempty compact
Hausdorff space. Assume:
 dimXdimY < ∞ −then ∀ G 6= 0, dimG(X × Y ) is the largest
integer n such that
̂
Hn((A′, A)× (B′, B);G) 6= 0 for certain closed sets
 A ⊂ A′ ⊂ XB ⊂ B′ ⊂ Y .
[By the product theorem, dim(X × Y ) ≤ dimX + dimY , so Proposition 2 implies
that dimG(X × Y ) is finite. This said, to prove the lemma, it suffices to show that when-
ever m > n and
̂
Hm((A′, A) × (B′, B);G) = 0 for all closed sets
 A ⊂ A′ ⊂ XB ⊂ B′ ⊂ Y ,
then dimG(X × Y ) ≤ n. Thus let W ⊂ X × Y be closed. Fix a continuous function
f : W → K(G,n) −then ∃ an open U ⊃ W : f is continuously extendable over U . The
open covering W = {U,X × Y −W} is numerable, hence by the stacking lemma, there
exists a neighborhood finite open covering U = {Ui : i ∈ I} of X and ∀ i ∈ I a finite
open covering Vi = {Vi,j : j ∈ Ji} of Y such that the collection {Ui × Vi : i ∈ I} re-
fines W. Choose a neighbhorhood finite open covering O = {Oλ : λ ∈ Λ} of X of order
≤ dimX + 1 such that {st(x,O) : x ∈ X} is a refinement of U (cf. §19, Proposition
6). Given ξ = (λ1, . . . , λp) ∈ Λ
p, put Aξ = X −
⋃
λ∈Λ
{Oλ : λ 6= λi (1 ≤ i ≤ p)} if
p⋂
i=1
Oλi 6= ∅, otherwise put Aξ = ∅. The covering A =
d⋃
p=1
Ap, where Ap = {Aξ : ξ ∈ Λ
p}
and d = dimX + 1, is a neighborhood finite closed refinement of U . For each Aξ ∈ A,
determine Ui(ξ) ∈ U : Aξ ⊂ Ui(ξ). Let Bi = {Bi,j : j ∈ Ji} be a precise closed refinement of
Vi. The collection {Aξ×Bi(ξ),j : Aξ ∈ A, j ∈ Ji(ξ)} is therefore a neighborhood finite closed
refinement of W = {U,X × Y −W}. Set A0 =
⋃
{Aξ × Bi(ξ),j : W ∩ (Aξ × Bi(ξ),j) 6= ∅}.
Since W ⊂ A0 ⊂ U , ∃ a continuous function f0 : A0 → K(G,n) such that f0|W = f . Now
put Ap = A0∪{Aξ×Y : ξ ∈ Λ
p} (1 ≤ p ≤ d) and assume that f0 has a continuous extension
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fp−1 : Ap−1 → K(G,n) for some p ≥ 1. Claim: fp−1 can be continuously extended over
Ap. To see this, note first that ξ, ξ
′ ∈ Λp & ξ 6= ξ′ =⇒ Aξ ∩ Aξ′ ∈ Ap−1, so it will be
enough to establish that fp−1,ξ ≡ fp−1|(Ap−1 ∩ (Aξ × Y )) is continuously extendable over
Aξ × Y for each ξ ∈ Λ
p. Write Ji(ξ) = {j : 1 ≤ j ≤ ji(ξ)}. Suppose inductively that fp−1,ξ
has been continuously extended over (Ap−1 ∩ (Aξ × Y )) ∪
⋃
1≤j≤k−1
Aξ × Bi(ξ),j for some
k ≤ ji(ξ). Let A
′ = Aξ, A = Aξ ∩
( ⋃
ξ′∈Λp−1
Aξ′
)
, B′ = Bi(ξ),k, B =
⋃
1≤j≤k−1
Bi(ξ),k ∩ Bi(ξ),j
∪
⋃
{Bi(ξ),k ∩ Bi(ξ′),j : W ∩ (Aξ′ × Bi(ξ′),j) 6= ∅} −then from the exact sequence · · · →̂
Hn(A′×B′;G)→
̂
Hn(A′ ×B ∪A×B′;G)→
̂
Hn+1((A′, A)× (B′, B);G)→ · · · , it follows
that the arrow
̂
Hn(A′ × B′;G) →
̂
Hn(A′ × B ∪ A × B′;G) is surjective. Accordingly,
every continuous function A′ × B ∪ A × B′ → K(G,n) can be extended to a continu-
ous function A′ × B′ → K(G,n). In particular: fp−1,ξ is continuously extendable over
(Ap−1 ∩ (Aξ × Y ))∪
⋃
1≤j≤k
Aξ ×Bi(ξ),j , which completes the induction. Consequently, fp−1
extends to a continuous function fp : Ap → K(G,n), hence by induction once again, f
extends to a continuous function fd : X × Y → K(G,n).]
PROPOSITION 12 LetX be a nonempty paracompact Hausdorff space, Y a nonempty
compact Hausdorff space. Assume:
 dimXdimY <∞ −then ∀ G 6= 0, dimG(X × Y ) is the
largest integer n such that
̂
Hn((X,A)×(Y,B);G) 6= 0 for certain closed sets
 A ⊂ XB ⊂ Y .
[Suppose that n = dimG(X×Y ). Using the lemma, choose closed sets
 A ⊂ A′ ⊂ XB ⊂ B′ ⊂ Y
such that
̂
Hn((A′, A) × (B′, B);G) 6= 0. Put C = A′ × B′ ∪ X × B ∪ A × Y −then
(A′×B′)∩ (X ×B∪A×Y ) = A′×B ∪A×B′, thus by the relative homeomorphism theo-
rem,
̂
Hn(C,X ×B∪A×Y ;G) ≈
̂
Hn(A′×B′, A′×B∪A×B′;G) 6= 0. Consider the exact
sequence · · · →
̂
Hn((X,A)× (Y,B);G) →
̂
Hn(C,X ×B∪A×Y ;G) →
̂
Hn+1(X ×Y,C;G)
→ · · · corresponding to the triple (X × Y,C,X × B ∪ A × Y ). Since n = dimG(X × Y ),̂
Hn+1(X × Y,C;G) = 0, hence
̂
Hn((X,A) × (Y,B);G) 6= 0.]
Application: Under the preceding hypotheses on X & Y , dimG(X × Y ) ≤ n iff
̂
Hq((X,A) × (Y,B);G) = 0 ∀ q > n and for all closed sets
 A ⊂ XB ⊂ Y .
EXAMPLE With X & Y as in Proposition 12, suppose that ∃ k: dim ̂
Hk−i(Y,B;G)
X ≤ i ∀ i ≥ 0
and all closed subsets B ⊂ Y −then dimG(X × Y ) ≤ k.
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[It is a question of verfiying that
̂
Hl((X,A)×(Y,B);G) = 0 ∀ l ≥ k+1. But by the Ku¨nneth Formula,
̂
Hl((X,A)× (Y,B);G) ≈
l⊕
q=0
̂
Hq(X,A;
̂
Hl−q(Y,B;G)) ≈
̂
Hq(X,A;
̂
Hk−(q−l+k)(Y,B;G)) = 0.]
EXAMPLE With X & Y as in Proposition 12, suppose that dim
̂
Hm(Y,B;G)
X ≥ n for some closed
subset B ⊂ Y −then dimG(X × Y ) ≥ n+m.
[Choose a closed subset A ⊂ X:
̂
Hn(X,A;
̂
Hm(Y,B;G)) 6= 0 =⇒
̂
Hn+m((X,A) × (Y,B);G) ≈
n+m⊕
q=0
̂
Hq(X,A;
̂
Hn+m−q(Y,B;G)) 6= 0, hence dimG(X × Y ) ≥ n+m.]
PROPOSITION 13 Let X be a nonempty paracompact Hausdorff space of finite
topological dimension −then ∀ G 6= 0, dimG IX = dimGX + 1.
[dimG IX ≥ dimGX + 1: Choose a closed subset A ⊂ X:
̂
Hn(X,A;G) 6= 0, where
n = dimGX. Applying the Ku¨nneth formula, we have
̂
Hn+1((X,A) × ([0, 1], {0, 1});G) ≈
n+1⊕
q=0
̂
Hq(X,A;
̂
Hn+1−q([0, 1], {0, 1};G) ≈
̂
Hn(X,A;
̂
H1([0, 1]), {0, 1});G) ≈
̂
Hn(X,A;G) 6=
0, which implies that dimG IX ≥ dimGX + 1.
dimGX + 1 ≥ dimG IX: Fix m ≥ n + 2 (n = dimGX) and let
 A ⊂ XB ⊂ Y
be closed (I = [0, 1]). Utilization of the Ku¨nneth formula then gives
̂
Hm((X,A) ×
(I,B);G) ≈
̂
Hm(X,A;
̂
H0(I,B;G)) ⊕
̂
Hm−1(X,A;
̂
H1(I,B;G)). Case 1: B = ∅. Here,
̂
H0(I, ∅;G) = G,
̂
H1(I, ∅;G) = 0, hence
̂
Hm((X,A) × (I,B);G) = 0 Case 2: B 6= ∅. Here,
̂
H0(I,B;G) = 0,
̂
H1(I,B;G) =
̂
H1(I,B;Z) ⊗ G (by the universal coefficient theorem),
hence
̂
Hm((X,A) × (I,B);G) ≈
̂
Hm−1(X,A;
̂
H1(I,B;Z) ⊗ G) = 0 (cf. Proposition 18
(m− 1 ≥ n+ 1)). Therefore dimGX + 1 ≥ dimG IX.]
Application: Let X be a nonempty paracompact Hausdorff space, Y a nonempty CW
complex. Assume:
 dimXdimY < ∞ −then ∀ G 6= 0, dimG(X × Y ) = dimGX + dimG Y
(= dimGX + dimY (cf. p. 20-9)).
[If B is a compact subspace of Y which is homeomorphic to [0, 1]m, wherem = dimG Y ,
then dimG(X ×B) = dimB X +m = dimGX + dimG Y .]
[Note: Y is paracompact and σ-locally compact, thus X × Y is paracompact (cf. p.
19-35).]
FACT Let X be a nonempty paracompact Hausdorff space, Y a nonempty compact Hausdorff space.
Assume: dimX <∞ & dimY = 0 −then ∀ G 6= 0, dimG(X × Y ) = dimGX.
[It is clear that dimG(X×Y ) ≥ dimGX (cf. Proposition 8). With n = dimGX, fix m ≥ n+1 and let
20-12
 A ⊂ XB ⊂ Y be closed. From the Ku¨nneth formula,
̂
Hm((X,A)×(Y,B);G) ≈
m⊕
q=0
̂
Hq(X,A;
̂
Hm−q(Y,B;G)).
But dimY = 0 =⇒ dimG Y = 0 (cf. Proposition 2), so
̂
Hm−q(Y,B;G)) = 0 if q ≤ m − 1, thus
̂
Hm((X,A)× (Y,B);G) ≈
̂
Hm(X,A;
̂
H0(Y,B;G)) ≈
̂
Hm(X,A;
̂
H0(Y,B;Z) ⊗G) = 0 (cf. Proposition 18).
Therefore dimG(X × Y ) ≤ n.]
PROPOSITION 14 Let X be a paracompact Hausdorff space. Suppose that {Gα}
is a collection of subgroups of an abelian group G which is directed by inclusion. Assume:
G = colimGα −then dimGX ≤ n if ∀ α, dimGα ≤ n, hence dimGX ≤ supdimGαX.
[This is a special case of the generalities on p. 20-5.]
DIRECT SUMCRITERION LetX be a paracompact Hausdorff space−then dim⊕
i
Gi X =
supdimG+iX.
[Apply Proposition 14 (cf. p. 20-5).]
EXAMPLE Since Ẑp/Zp is a vector space over Q, dim Ẑp/ZpX = dimQX.
PROPOSITION 15 Let X be a paracompact Hausdorff space. Suppose that 0 →
G′ → G → G′′ → 0 is a short exact sequence of abelian groups −then dimGX ≤
max{dimG′X,dimG′′X}, dimG′X ≤ max{dimGX,dimG′′X + 1}, and dimG′′X ≤
max{dimGX,dimG′X − 1}.
[Use the Bockstein sequence.]
EXAMPLE (Bockstein’s Inequalities) Let X be a paracompact Hausdorff space and fix a
prime p.
(BO1) dimZ/pZX = dimZ/pnZX.
[From the short exact sequence 0→ Z/pnZ→ Z/pn+1Z→ Z/pZ→ 0, it follows that dimZ/pn+1ZX ≤
max{dimZ/pnZX,dimZ/pZX} and dimZ/pZX ≤ max{dimZ/pn+1ZX,dimZ/pnZX − 1}. Now argue by induc-
tion.]
(BO2) dimZ/p∞ZX ≤ dimZ/pZX.
[Since Z/p∞Z = colimZ/pnZ, Proposition 14 implies that dimZ/p∞ZX ≤ sup dimZ/pnZX = dimZ/pZX.]
(BO3) dimZ/pZX ≤ dimZ/p∞ZX + 1.
[Consider the short exact sequence 0→ Z/pZ→ Z/p∞Z p→ Z/p∞Z→ 0.]
(BO4) dimZ/pZX ≤ dimZpX.
[Consider the short exact sequence 0→ Zp p→ Zp → Z/pZ→ 0.]
(BO5) dimQX ≤ dimZpX.
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[Consider the short exact sequence 0→ Zp → Q→ Z/p∞Z→ 0.]
[Note: In addition, dimZpX ≤ max{dimQX,dimZ/p∞ZX+1}, dimZ/p∞ZX ≤ max{dimQX,dimZpX−
1}.]
Warning: Bockstein’s inequalities are used without citation in the sequel.
FACT Let X be a compact Hausdorff space. Suppose that 0→ G′ → G→ G′′ → 0 is a short exact
sequence of abelian groups. Assume: G′′ is torsion free −then dimGX = max{dimG′X,dimG′′ X}.
EXAMPLE Let X be a compact Hausdorff space −then dimZpX = dim ẐpX.
[From the short exact sequence 0→ Zp → Ẑp → Ẑp/Zp → 0, we have dim ẐpX = max{dimZpX,dim Ẑp/ZpX}.
But dim
Ẑp/Zp
X = dimQX and dimQX ≤ dimZpX.]
A Bockstein function is a function D defined on {Q} ∪
⋃
p
{Zp,Z/pZ,Z/p∞Z} with values in Z≥0} ∪
{∞} such that D(Z/p∞Z) ≤ D(Z/pZ), D(Z/pZ) ≤ D(Z/p∞Z) + 1, D(Z/pZ) ≤ D(Zp), D(Q) ≤ D(Zp),
D(Zp) ≤ max{D(Q), D(Z/p∞Z)+1, D(Z/p∞Z) ≤ max{D(Q), D(Zp)−1}, and D is ≡ 0 if D(G) = 0 (∃ G)
(cf. Proposition 7).
Example: Every nonempty paracompact Hausdorff space X gives rise to a Bockstein function DX ,
viz. DX (G) = dimGX.
DRANISHNIKOV’S† REALIZATION THEOREM Given a Bockstein functionD, ∃ a metriz-
able compact Hausdorff space X such that D = DX and dimX = supD.
EXAMPLE The fundamental compacta are those metrizable compact Hausdorff spaces which
realize the Bockstein functions define by the table below.
D Zp Z/pZ Z/p
∞Z Q Zq Z/qZ Z/q
∞Z
Φ(Q, n) n 1 1 n n 1 1
Φ(Zp, n) n n n n n 1 1
Φ(Z/pZ, n) n n n− 1 1 1 1 1
Φ(Z/p∞Z, n) n n− 1 n− 1 1 1 1 1
[Note: Here p, q are primes, q runs over all primes 6= p, and Φ(G, n) is the Bockstein function corre-
sponding to the pair (G,n), where G = Q, Zp, Z/pZ, Z/p
∞Z.]
†Siberian Math J. 29 (1988), 24-29, 30 (1989), 74-79, and 32 (1991), 145-147; see also Dydak, Topology
Appl. 65 (1995), 1-7.
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Notation: Given an abelian group G, Gtor is its torsion subgroup and Gtor(p) is the
p-primary component of Gtor (so Gtor ≈
⊕
p
Gtor(p)).
[Note: Accordingly, for a paracompact Hausdorff spaceX, dimGtor X = supdimGtor(p)X
(direct sum criterion).]
Given an abelian group G, its Bockstein basis σ(G) is the subset of {Q} ∪
⋃
p
{Zp,
Z/pZ,Z/p∞Z} defined as follows:
(Q) Q ∈ σ(G) iff G/Gtor 6= 0.
(Zp) Zp ∈ σ(G) iff G/Gtor is not divisible by p.
(Z/pZ) Z/pZ ∈ σ(G) iff Gtor(p) is not divisible by p.
(Z/p∞Z) Z/p∞Z ∈ σ(G) iff Gtor(p) 6= 0 is divisible by p.
Examples: (1) σ(Q) = {Q}; (2) σ(Zp) = {Q,Zp}; (3) σ(Z/pZ) = {Z/pZ}; (4)
σ(Z/p∞Z) = {Z/p∞Z}; (5) σ(Z) = {Q} ∪
⋃
p
{Zp}; (6) σ(Ẑp) = {Q,Zp}.
Remark: ∀ G 6= 0, σ(G) is nonempty. Indeed G 6= Gtor, then Q ∈ σ(G) and if
G = Gtor, then ∃ p: Gtor(p) 6= 0, so either Z/pZ ∈ σ(G) or Z/p
∞Z ∈ σ(G).
LEMMA Given an abelian group G, σ(G) = σ(G/Gtor) ∪
⋃
p
σ(Gtor(p)).
FACT If Gtor(p) is not divisible by p, then ∃ n ≥ 1 : Z/pnZ is a direct summand of G.
FACT If Gtor(p) 6= 0 is divisible by p, then Gtor(p) ≈ ⊕Z/p∞Z and Gtor(p) is a direct summand of G.
PROPOSITION 16 Let X be a paracompact Hausdorff space. Suppose that G 6= 0
is torsion −then dimGX = sup
H∈σ(G)
dimH X.
[From what has been said above, one can assume that G = G(p) (∃ p).
(Z/pZ) If Z/pZ ∈ σ(G), then dimZ/pZX = max
H∈σ(G)
dimH X. But Z/p
nZ is a
direct summand of G for some n ≥ 1, thus dimGX ≥ dimZ/pnZX = dimZ/pZX. On the
other hand, G is a colimit of its finite subgroups. As these are direct sums of groups of the
form Z/pkZ, dimGX ≤ dimZ/pZX by Proposition 14.
(Z/p∞Z) In this case, G is isomorphic to a direct sum of copies of Z/p∞Z and
the direct sum criterion is applicable.]
PROPOSITION 17 Let X be a paracompact Hausdorff space −then for any G 6= 0,
dimGX = max{dimG/Gtor X,dimGtor X}.
[The short exact sequence 0 → Gtor → G → G/Gtor → 0 leads to the inequalities
dimGX ≤ max{dimGtor X,dimG/Gtor X}, dimG/Gtor X ≤ max{dimGX,dimGtor X − 1} (cf
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Proposition 15), thus it suffices to prove that dimGX ≥ dimGtor X. But if Z/pZ ∈ σ(G),
then Z/pnZ is a direct summand of G (∃ n ≥ 1), while if Z/p∞Z ∈ σ(G), then Z/p∞Z is
a direct summand of G. Therefore dimGX ≥ dimGtor X (cf Proposition 16).]
PROPOSITION 18 Let X be a paracompact Hausdorff space −then dimG⊗K X ≤
dimGX for any two abelian groups G & K.
[This is obvious if either G or K is trivial, so assume G 6= 0 & K 6= 0.
(I) K = Zk (k ≥ 1). Here G ⊗ Zk is a direct sum of copies of G, thus the direct
sum criterion is applicable.
(II) K = Z/pkZ (k ≥ 1). Case 1: Gtor(p) = 0. Since G ⊗ Z/p
kZ = G/pkG, the
exactness of 0 → G
pk
→ G → G/pkG → 0 gives dimG⊗K X ≤ dimGX (cf. Proposition
15). Case 2: Gtor(p) 6= 0. There are two possibilities: Z/pZ ∈ σ(G) or Z/p
∞Z ∈ σ(G).
If Z/pZ ∈ σ(G), then dimZ/pZ X ≤ dimGX (cf. Proposition 17). And: dimG⊗K X ≤
dimZ/pZ X (G⊗Z/p
kZ is p-torsion and Z/pZ ∈ σ(G⊗Z/pkZ) (see the proof of Proposition
16)). If Z/p∞Z ∈ σ(G), then G = Gtor(p)⊕H, where G ≈ ⊕Z/p
∞Z, so G⊗K = H ⊗K.
Because Htor(p) = 0, it follows that dimG⊗K X ≤ dimH⊗K X ≤ dimH X ≤ dimGX.
(III) Taking into account the direct sum criterion, parts I and II cover the case
when K is finitely generated. Finally, an arbitrary K is a colimit of its finitely generated
subgroups, thus this situation can be handled by an appeal to Proposition 14.]
EXAMPLE If G 6= Gtor, then dimQX ≤ dimGX.
[Proposition 18 implies that dimG⊗QX ≤ dimGX. But G ⊗Q contains Q as a direct summand.]
EXAMPLE Suppose that X is an ANR −then dimZ/pZX = dimẐp X.
[Since Ẑp ⊗Z/pZ ≈ Ẑp/pẐp ≈ Fp and Z/pZ ∈ σ(Fp), one has dimZ/pZX ≤ dimẐp⊗Z/pZX ≤ dimẐp X.
To establish the inequality in the other direction, put G =
∞∏
1
Z/pnZ −then dimZ/pZX = dimGX (cf. p.
20-7) and dimGX ≥ dimẐp X (G/Gtor is not divisible by p.).]
[Note: If X is compact, then dimZ/pZX = dimZp X (cf. p. 20-14).]
EXAMPLE Suppose that X is an ANR −then dimQX ≤ dimGX ∀ G 6= 0.
BOCKSTEIN THEOREM LetX be a compact Hausdorff space −then for any G 6= 0,
dimGX = sup
H∈σ(G)
dimH X.
[One can suppose for this that G is torsion free (cf. Propositions 16 and 17), hence
that the elements of σ(G) are Q and the Zp: pG 6= G. We then claim that dimGX ≤ n iff
dimQX ≤ n & dimZp X ≤ n ∀ p: pG 6= G. Indeed, for a given closed subset A of X, by
the universal coefficient theorem,
̂
Hn+1(X,A;G) = 0 iff
̂
Hn+1(X,A;Z)⊗G = 0 or still, iff
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̂Hn+1(X,A;Z)⊗Q = 0 &
̂
Hn+1(X,A;Z)⊗Zp = 0 ∀ p: pG 6= G, i.e., iff
̂
Hn+1(X,A;Q) = 0
&
̂
Hn+1(X,A;Zp) = 0 ∀ p : pG 6= G, as claimed.]
[Note: The compactness assumption on X in the Bockstein theorem can be relaxed to
“paracompact & σ-locally compact” (Goto†). However, the Bockstein theorem is not true
for an arbitrary metrizable X, even if X has finite topological dimension (Dranishnikov-
Repovs˘-S˘c˘epin‡).]
To illustrate the Bockstein theorem, take G = Z. Since σ(Z) = {Q} ∪
⋃
p
{Zp} and
dimQX ≤ dimZp X ∀ p, it follows that dimZX ≤ dimZp X (∃ p).
[Note: If dimX <∞, then dimX = dimZX (cf. Propostion 3) and either dimX−1 ≤
dimQX or dimX−1 ≤ dimZ/pZX (∃ p). Thus fix p: dimZX = dimZpX. There are now two
possibilities: dimZpX = dimQX from which dimX − 1 ≤ dimQX or dimQX < dimZpX,
from which dimZpX ≤ max{dimQX,dimZ/p∞ZX +1} = dimZ/p∞ZX +1 ≤ dimZ/pZX +1
=⇒ dimX − 1 ≤ dimZ/pZX.]
EXAMPLE If X is a compact ANR, then dimX = dimZ/pZX (∃ p).
[For dimZX = dimZp X (∃ p) and, as noted above dimZpX = dimZ/pZX. But here dimZX = dimX
(cf. p. 20-3).]
EXAMPLE Let
 XY be compact Hausdorff spaces. Assume: dimGX ≤ n−then dim ̂Hi(Y ;G)X ≤
n+ 1 ∀ i ≥ 0.
[Consider the short exact sequence 0→
̂
Hi(Y ;Z)⊗G→
̂
Hi(Y ;G)→ Tor(
̂
Hi+1(Y ;Z), G)→ 0 coming
from the universal coefficient theorem. By Proposition 18, dim
̂
Hi(Y ;Z)⊗G
X ≤ dimGX ≤ n, so it suffices to
show that dim
Tor(
̂
Hi+1(Y ;Z),G)
X ≤ n+1 (cf. Proposition 15). Assuming that Tor(
̂
Hi+1(Y ;Z), G) 6= 0, ∃ p:
Gtor(p) 6= 0, hence Z/pZ ∈ σ(G) or Z/p∞Z ∈ σ(G). But dimZ/pZX ≤ dimGX & dimZ/p∞ZX ≤ dimGX
(Bockstein theorem). And: dimZ/p∞ZX ≤ dimZ/pZX, dimZ/pZX ≤ dimZ/p∞ZX + 1 ≤ n+ 1.]
FACT Let X be a paracompact Hausdorff space −then for any G 6= 0, max{dimGX,dimQX+1} ≥
sup
H∈σ(G)
dimH X.]
[Take G torsion free and consider the case when H = Zp (pG 6= G). One has dimZp X ≤
max{dim
Ẑp
X,dim
Ẑp/Zp
X+1} = max{dim
Ẑp
X,dimQX+1}. Moreover, dimGX ≤ n =⇒ dimẐp X ≤ n.]
PROPOSITION 19 Let
 XY be nonempty compact Hausdorff spaces. Assume:
†Sci. Rep. Tokyo Kyoiku Daigaku Sect. A 10 (1969), 17-23.
‡Topology Proc. 18 (1993), 57-73.
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 dimXdimY <∞ −then dimG(X × Y ) ≤ dimGX + dimG Y if G is torsion free.
[With n = dimGX & m = dimG Y , put k = n + m: dimG(X × Y ) ≤ k if
dim
̂
Hk−i(Y,B;G)
X ≤ i ∀ i ≥ 0 and all closed subsets B ⊂ Y (cf. p. 20-11). Case 1:
i ≤ n − 1. Since k − i ≥ m + 1, we have
̂
Hk−i(Y,B;G) = 0. Case 2: i ≥ n. By the
universal coefficient theorem,
̂
Hk−i(Y,B;G) ≈
̂
Hk−i(Y,B;Z)⊗G, hence dim
̂
Hk−i(Y,B;G)
X
≤ dimGX ≤ i (cf. Proposition 18).]
[Note: This inequality is also true ifG = Z/pZ. For σ(
̂
Hk−i(Y,B;G)) ⊂ {Z/pZ,Z/p∞Z}
and by the Bockstein theorem dim
̂
Hk−i(Y,B;Z/pZ)
X = dimZ/pZX (becuase dimZ/p∞ZX ≤
dimZ/pZX.]
LEMMA Let
 XY be nonempty compact Hausdorff spaces. Assume:
 dimXdimY <
∞ −then dimG(X × Y ) ≥ dimGX + dimG Y for any field G.
[Let n = dimGX, m = dimG Y and choose closed subsets A ⊂ X, B ⊂ Y such
that
̂
Hn(X,A;G) 6= 0,
̂
Hm(Y,B;G) 6= 0. The universal coefficient theorem then gives
̂
Hn(X,A;
̂
Hm(Y,B;G)) ≈
̂
Hn(X,A;Z) ⊗
̂
Hm(Y,B;G). But
̂
Hm(Y,B;G) ≈ ⊗G, so
̂
Hn(X,A;
̂
Hm(Y,B;G)) 6= 0, which means that dim
̂
Hm(Y,B;G)
X ≥ n, thus dimG(X × Y ) ≥
n+m (cf. p. 20-11).]
PROPOSITION 20 Let
 XY be nonempty compact Hausdorff spaces. Assume: dimXdimY <∞ −then dimG(X × Y ) = dimGX + dimG Y for any field G.
[This is implied by Proposition 19 and the lemma.]
PROPOSITION 21 Let
 XY be nonempty compact Hausdorff spaces. Assume: dimXdimY <∞ −then ∀ G 6= 0, dimG(X × Y ) ≤ dimGX + dimG Y + 1.
[With n = dimGX & m = dimG Y , put k = n + m + 1: dimG(X × Y ) ≤ k if
dim
̂
Hk−i(Y,B;G)
X ≤ i ∀ i ≥ 0 and all closed subsets B ⊂ Y (cf. p. 20-11). The case
i ≤ n being trivial, suppose that i ≥ n + 1. Taking j ≥ i and A ⊂ X closed, repeated
use of the universal coefficient theorem leads to
̂
Hj(X,A;
̂
Hk−i(Y,B;G)) ≈
̂
Hj(X,A;Z) ⊗
̂
Hk−i(Y,B;G) ⊗ Tor(
̂
Hj+1(X,A;Z),
̂
Hk−i(Y,B;G)) ≈
̂
Hj(X,A;Z) ⊗ [
̂
Hk−i(Y,B;Z) ⊗ G
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⊕ Tor(
̂
Hk−i+1(Y,B;Z), G)] ⊕ Tor(
̂
Hj+1(X,A;Z),
̂
Hk−i(Y,B;Z)) ⊗ G ⊕ Tor(
̂
Hk−i+1(Y,B,
Z), G)) ≈ [
̂
Hj(X,A;Z) ⊗
̂
Hk−i(Y,B;Z) ⊗ G ⊕ Tor(
̂
Hj+1(X,A;Z),
̂
Hk−i(Y,B;Z)⊗G)] ⊕
[
̂
Hj(X,A;Z) ⊗ Tor(
̂
Hk−i+1(Y,B;Z), G) ⊕ Tor(
̂
Hj+1(X,A;Z),Tor(
̂
Hk−i+1(Y,B;Z), G))]
≈
̂
Hj(X,A;
̂
Hk−i(Y,B;Z)⊗G) ⊕
̂
Hj(X,A; Tor(
̂
Hk−i+1(Y,B;Z), G)). By Proposition 18,
dim
̂
Hk−i(Y,B;Z),⊗G
X ≤ dimGX < i, so
̂
Hj(X,A;
̂
Hk−i(Y,B;Z) ⊗ G) = 0. On the other
hand, dim
Tor(
̂
Hk−i+1(Y,B;Z),G)
X ≤ dimGX + 1 ≤ i (imitate the argument used in the
second example (cf. p. 20-17), thus
̂
Hj(X,A; Tor(
̂
Hk−i+1(Y,B;Z), G)) = 0. Therefore
dim
̂
Hk−i(Y,B;G)
X ≤ i, as desired.]
Let X, Y be nonempty compact Hausdorff spaces of finite topological dimension.
FACT dimZ/p∞Z(X × Y ) = dimZ/p∞ZX + dimZ/p∞Z Y if dimZ/p∞ZX = dimZ/pZX or
dimZ/p∞Z Y = dimZ/pZ Y , otherwise dimZ/p∞Z(X×Y ) = dimZ/p∞ZX + dimZ/p∞Z Y + 1 = dimZ/pZ(X×
Y )− 1.
[If the second eventuality obtains, then dimZ/p∞ZX < dimZ/pZX & dimZ/p∞Z Y < dimZ/pZ Y
=⇒ dimZ/pZX + dimZ/pZ Y − 1 = dimZ/pZ(X × Y ) − 1 (cf. Proposition 20) ≤ dimZ/p∞Z(X × Y )
≤ dimZ/p∞ZX + dimZ/p∞Z Y + 1 (cf. Proposition 21) = (dimZ/p∞ZX + 1) + (dimZ/p∞Z Y + 1) − 1
= dimZ/pZX + dimZ/pZ Y − 1.]
FACT dimZp(X×Y ) = dimZp X+dimZp Y if dimZ/p∞ZX = dimZp X and dimZ/p∞Z Y = dimZp Y ,
otherwise dimZp(X × Y ) = max{dimQ(X × Y ),dimZ/p∞Z(X × Y ) + 1}.
[If the first eventuality obtains, then dimZp X +dimZp Y ≥ dimZp(X ×Y ) (cf. Proposition 19) which
is ≥ dimZ/pZ(X×Y ) = dimZ/pZX+dimZ/pZ Y (cf. Proposition 20) which is ≥ dimZ/p∞ZX +dimZ/p∞Z Y
= dimZp X + dimZp Y .]
EXAMPLE Given m, n and q such that n ≤ m < q ≤ n +m, ∃ metrizable compact Hausdorff
spaces Xm, Xn : dimXm = m, dimXn = n, and dim(Xm ×Xn) = q.
[Specify two Bockstein functions Dm, Dn by the following table
Z2 Z/2Z Z/2
∞Z Q Zp Z/pZ Z/p
∞Z
m 1 1 m m 1 1
n n n− 1 q −m q −m q −m q −m
and consider the metrizable compact Hausdorff spaces produced by the Dranishnikov realization theorem.]
PROPOSITION 22 Let X be a nonempty compact Hausdorff space of finite topolog-
ical dimension. Assume: dimX = dimQX or dimX = dimZ/pZX (∃ p) −then dimX
n =
n · dimX.
[If dimX = dimGX, where G = Q or Z/pZ (∃ p), then n · dimX ≥ dimX
n (product
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theorem) ≥ dimGX
n (cf.Propositin 2) = n · dimGX (cf.Propositin 20) = n · dimX.]
EXAMPLE If X is a compact ANR of finite topological dimension, then dimXn = n · dimX.
[This is because dimX = dimZ/pZ (∃ p) (cf. p. 20-17).
FACT Let X be a nonempty compact Hausdorff space of finite topological dimension. Assume:
dimX > dimGX for G = Q and G = Z/pZ (∀ p) −then dimXn = n · dimX − (n− 1).
EXAMPLE Suppose that X realizes the Bockstein function Φ(Z/p∞Z, n) (cf. p. 20-14) −then
dimX = n and X satisfies the assumption of the preceding result. Therefore dim(X ×X) = 2n − 1 < 2n
(cf. p. 19-28).
PROPOSITION 23 Let
 XY be nonempty compact Hausdorff spaces. Assume: dimXdimY <∞ −then ∀ G,K 6= 0, dimG⊗K(X × Y ) ≤ dimGX + dimK Y .
[Take k = dimGX + dimK Y and show that dim
̂
Hk−1(Y,B;G⊗K)
X ≤ i ∀ i ≥ 0 and all
closed subsets B ⊂ Y (cf. p. 20-11).]
Application: Under the assumptions of the preceding proposition, dimR(X × Y ) ≤
dimRX + dimR Y for any ring R with unit.
[In fact, R is a retract of R ⊗Z R, thus is a direct summand, so dimR(X × Y ) ≤
dimR⊗ZR(X × Y ) ≤ dimRX + dimR Y .]
PROPOSITION 24 Let
 XY be nonempty compact Hausdorff spaces. Assume: dimXdimY <∞ −then ∀ G,K 6= 0, dimTor(G,K)(X × Y ) ≤ dimGX + dimKY + 1.
[Since Tor(G,K) = Tor(Gtor,Ktor), one can assume that G and K are torsion (cf.
Proposition 17). Making the obvious reductions, one can assume further that G and K are
p-primary (tacitly, Tor(G,K) 6= 0). Case 1: Tor(G,K) is not divisible by p. In this situa-
tion, either G orK is not divisible by p. And: dimTor(G,K)(X×Y ) = dimZ/pZ(X×Y ) (Bock-
stein theorem) ≤ dimZ/pZX + dimZ/pZY . But either dimZ/pZX = dimGX or dimZ/pZY =
dimKY and at worst, dimZ/pZX ≤ dimGX+1 & dimZ/pZY ≤ dimKY +1, G & K being p-
primary. Case2: Tor(G,K) is divisible by p. Here, dimTor(G,K)(X×Y ) = dimZ/p∞Z(X×Y )
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(Bockstein theorem) ≤ dimZ/p∞ZX + dimZ/p∞ZY + 1. but dimZ/p∞ZX ≤ dimGX &
dimZ/p∞ZY ≤ dimKY , G & K being p-primary.]
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Homotopical HP -Localization Theorem, 9-27
Homotopical P -Localization Theorem, 9-22
homotopically trivial, 4-52
homotopy (model category), 12-22
homotopy category (model category), 12-26
homotopy cocomplete, 13-14
homotopy colimit, 13-63
Homotopy Colimit Theorem, 14-45
homotopy equivalence ([I,CG]), 14-17
Homotopy Excision Theorem, 3-42
Homotopy Extension Lifting Property, 5-15
homotopy extension property with respect
to Y, 6-40
homotopy fiber sequence, 12-15
homotopy fibration, 12-16
homotopy groups (Simplicial Groups), 13-18
Homotopy Groups of Spectra (example), 16-7
Homotopy Groups of Spheres, 5-43
homotopy in SPEC, 16-7
homotopy left lifting property with respect
to p, 13-50
Homotopy Lemma, 18-14
homotopy lifting property with respect to Y ,
4-6
homotopy limit, 13-63
homotopy pullback, 12-13
Homotopy Pullbacks, 14-9
homotopy pushdowns, 13-73
homotopy pushout, 12-14
homotopy right lifting property with respect
to i, 13-50
homotopy system, 5-26
homotopy type (π, n), 5-26
Hopkins-Smith Existence Theorem, 17-35
HP Whitehead Theorem, 9-31
HP-equivalence, 9-25
HP-local, 9-26
Index-11
HP-local(groups), 8-26
HR-homomorphism, 8-29
HR-local ((left) A-modules), 8-29
HR-localization, 8-29
HRLP w.r.t i, 13-50
Hurewicz fibration, 4-7
Hurewicz homomorphism (ring spectra), 17-9
I-adic topology, 10-6
ideal (Serre class), 7-10
ideal property, 15-41
idempotent (triple), 0-31
idempotent modification, 10-5
idempotents split (Example), 15-17
image (of a morphism), 0-36
indcategory, 0-14
indecomposable (spectrum), 17-31
indexing category (for diagram in a cate-
gory), 0-7
indexing set (in a universe), 16-16
indobject, 0-14
indrepresentable, 0-15
induced (filtration), 10-1
infinite loop space, 14-59
infinite loop space machine, 14-67
infinite symmetric product, 14-36
infinite symmetric product (with coefficients
in abelian cofibered monoidG), 14-69
inflation (first component of an exact pair),
18-4
initial (object in a category), 0-8
initial topology, 1-26, 1-27
injection (coproduct), 0-8
injective (object in C), 0-36
injective prespectrum, 16-2
injectivity deviation, 19-27
Integral Yoneda Lemma, 0-10
internal category, 0-45
internal category,category object
(M,O,s,t,e,c), 0-45
internal functor, 0-45
internal hom functor, 0-27
internal natrual transformation, 0-45
internal structure (G-SPECUn), 16-33
inverse (morphism), 0-3
invertible (isotopy), 2-7
invertible (object in a closed category), 15-36
IP, 15-41
Isbell topology, 2-3
Isbell-Mro´wka space, 1-5
isomorphic (categories), 0-5
isomorphic (objects), 0-3
isomorphism, 0-3
isomorphism (functor), 0-5
isomorphism (of formal group laws), 17-15
isomorphism closed (full subcategory), 0-21
James construction, 14-30
join, 1-27, 3-24
join (small categories), 13-72
kth-horn, 13-19
kR-space, 2-14
K-cosimplicial object, 13-61
K-simplicial object, 13-61
k-spaces, 1-35
Ku¨nneth Formula, 20-3
Kan condition
π∗-Kan condition, 13-82
πq-Kan condition, 13-82
Kan Extension Theorem, 0-16
Kan Factorization Theorem, 8-28
Kan fibration (simplicial map), 13-20
kappa-collectionwise normal
κ−collectionwise normal, 6-33
Index-12
kappa-definite, κ-definite, 0-24
Kateto¨v Space, 6-5
Ker-Coker Lemma, 0-37
kernel (in a category), 0-36
Kleisli category, 0-31
Kleisli construction, 0-31
Kowalsky’s Lemma, 6-35
Kunen line, 1-16
Kunen modification, 19-13
lambda-basic, λ-basic, 19-32
lambda-convex, λ-convex, 6-10
large (V-category), 0-44
large category, 0-2
latching morphism, 13-55
latching object, 13-55
lattice (of (X,A) in CW2, 17-4
Lazard’s Theorem, 17-16
left M-object, 0-47
left T-functor, 0-49
left action (of a monoid), 0-28
left adjoint, 0-15
left annihilator, 15-49
left Artin-Reese property, 10-6
left derived functor, 12-28
left exact (functor), 0-40
left homotopic, 12-19
left homotopy, 12-19
left Kan extension, 0-16
left lifting property with respect to p, 12-1
Lemma L, 12-23
Lemma R, 12-24
Lemma B, 9-29
Lemma B mod p, 9-32
Lemma of Determination, 2-19
Lemma of Reduction, 18-15
length (of an extension of a class of objects
in a triangulated category), 15-10
lifting, 4-6
lifting function, 4-13
Lifting Principle, 4-19
limit (category), 0-7
limitation topology, 2-9
linear extension operator, 6-8
linear isometries operad, 14-53
linear metric space, 6-8
LLP, 12-1
local
HG-local (objects), 13-41
ρ-local (fibrant object), 13-53
local spheres (example), 9-8
Local-Global Principle, 4-11
localization class, 9-25
localization functor, 15-30
localization of C at S, 0-32
localization of G at P , 8-3
Localization Theorem, 18-19
Localization Theorem of Dror Farjoun, 9-49
localizing
T-localizing (idempotent triple), 0-32
locally n-connected, 6-14
locally compact, 2-1
locally constant, 4-8
locally constant (coefficient system), 4-40
locally constant coefficients, 5-33
locally contractible, 3-14
locally convex, 6-11
locally finite (CW complex), 5-10
locally finite (group), 9-53
locally free, 5-63
locally homotopically trivial, 6-14
locally metrizable, 1-19
locally nilpotent (group), 8-14
Index-13
locally simply connected, 3-28
locally trival with fiber T , 4-2
locally trivial, 4-2
locally trivial (SISET/B), 13-4
locally trivial with fiber T (SISET/B), 13-4
long line, 1-20
long ray, 1-20
loop space (simplicial set), 13-30
loop space functor, 3-33
lower semicontinuous, 2-11
M complex, 6-31
M complexes, 6-31
Main Lemma (triangluated categories), 15-27
majorant topology (on C(X,Y )), 2-8
map
Π-map, 14-62
C-map, 14-63
mapping cone, 3-23
mapping cone sequence, 3-23
mapping cylinder, 3-22
mapping cylinder (of a morphism of prespec-
tra), 16-6
mapping cylinder (of a morphism of spec-
tra), 16-6
mapping cylinder (Waldhausen category), 18-2
Mapping Cylinder Axiom (Waldhausen cat-
egory), 18-3
mapping fiber (Ef ), 4-33
mapping fiber sequence, 4-37
mapping space (simplicial sets), 13-29
mapping space functor, 3-33
mapping telescope, 3-22
mapping telescope (FIL(SPEC)), 16-8
Mapping Telescope (example), 3-24
mapping telescope (example), 5-24
mapping torus, 3-27
mapping track, 4-12
Marciszewski Space, 1-29
Mardes˘ic´ Factorization Lemma, 19-25
matching morphism, 13-55
matching object, 13-55
matching space, 13-81
maximal Hausdorff quotient, 0-22
May machine, 14-67
May’s Approximation Theorem, 14-42
May’s Group Completion Theorem, 14-56
Mayer-Vietoris Condition (example), 4-20
Mayer-Vietoris Sequence, 20-3
Mayer-Vietoris Sequence (example), 4-38
measurable functions (example), 6-16
measurable transformations (example), 6-16
meridian map, 14-32
metacategory, 0-2
metacompact, 1-3
Michael Line, 6-9
Milnor Construction, 4-65
Milnor topology, 4-66
minimal (Kan fibraton), 13-24
minimal weak colimit, 15-16
Mittag-Leffler, 5-45
Mittag-Leffler criterion, 5-46
Mod C Hurewicz Theorem, 7-10
Mod C Whitehead Theorem, 7-11
Mod k Hurewicz Theorem, 9-3
model category, 12-1
model functor, 18-8
monadic (functor), 0-31
monogenic (compactly generated CTC), 15-42
monoid (in a monoidal category), 0-28
monoidal (pointed compactly generated sim-
plicial space), 14-20
monoidal category, 0-25
Index-14
monomorphism (category), 0-6
Moore mapping space, 3-33
Moore space, 1-17, 5-37
Moore spectrum of type G, 17-21
morphism of exact pairs (additive category,
18-4
morphism of triangles (in an additive cate-
gory), 15-1
MU Nilpotence Technology, 17-18
MU Theorem, 17-17
multiple pullback, 0-12
multiple pushout, 0-12
multiplicative (class of morphisms), 15-12
Mysior Space, 19-7
nth homotopy group (C monogenic), 15-42
nth homotopy group (spectra), 16-7
nth mod k homotopy group, 9-2
nth Morava K-theory at the prime p, 17-30
nth Postnikov approximate, 5-37
n-connected, 3-42
n-connected (pair), 3-42
n-coskeleton simplicial model category, 13-57
n-equivalence, 4-49
n-manifold, 1-19
n-simplex, 5-1
n-sink (category), 0-7
n-skeleton, 0-19, 5-1
n-skeleton (simplicial set), 0-19
n-skeleton simplicial model category, 13-57
n-skeleton(relative CW complex), 5-8
n-solid, 19-23
n-source (category), 0-7
natural (sink), 0-7
natural (source), 0-7
natural isomorphism, 0-4
natural transformation
V-natural transformation, 0-44
natural transormation, 0-3
natural weak equivalence, 14-71
naturally isomorphic (functors), 0-4
Neeman’s countability criterion, 15-26
neighborhood extension property with respect
to Y, 6-3
neighborhood extension space, 6-41
neighborhood finite, 1-2
neighborhood retract, 6-3
NEP, 6-3
nerve
Γ-nerve, 14-64
nerve (internal category), 0-46
nerve (of C in CAT), 0-21
nerve (set), 5-1
NES(X ), 6-41
Niemytzki Plane, 5-11
nilpotent, 5-53
nilpotent G-module, 5-55
Nilpotent P -Localization Theorem, 9-5
nilpotent (space), 5-55
nilpotent groups (example), 10-2, 10-3
Nine Lemma, 0-38
nonarchimedian (metric space), 19-3
nondegenerate (element of a simplicial set),
0-18
nondegenerate (pointed space), 3-35
nullhomotopic, 3-28
numerable G-bundle over B, 4-62
numerable (covering), 1-23
numerably contractible, 3-14
numerably embedded, 20-1
o-contiguous, 6-20
O-graph, 0-46
objects under A and over B, 0-3
Index-15
Okuyama’s condition at n, 20-5
Open Homotopy Excision Theorem, 3-44
operad, 14-45
operad: Boardman-Vogt, 14-51
operad: endomorphism operad, 14-49
operad: linear isometries operad, 14-53
operad: permutation operad, 14-51
operate nilpotently, 5-54
order of a point wrt a set, 1-2
orthogonal (full, isomorphism closed subcat-
egory), 0-24
orthogonal (morphism and an arrow in a cat-
egory), 0-23
orthogonal pair (class of morphisms, class of
objects), 0-23
p-adic completion, 9-36
p-adic completion (of a group), 10-2
p-adic completion (spectra), 17-24
p-adic integers, 10-2, 10-11
p-Adic Integers (example), 10-3
p-adic module, 10-2
p-adic numbers, 10-1
p-Adic Units (example), 10-10
P-bijective, 8-2
p-compact spectra, 17-28
P-completion (HCONCWSP∗), 11-2
P-completion (of a group), 10-4
p-connected (elements of a simplicial set),
13-24
p-cotorsion (abelian group), 8-35
p-cotorsion (group), 8-38
P-equivalence, 9-8, 9-17
p-height, 7-2
P-injective, 8-2
P-isolated, 8-12
P-isolator, 8-12
P-local G-module, 8-24
P-local (abelian group), 8-4
P-local (group), 0-24, 8-9
P-local (object in G-ACT), 8-23
P-local (pointed CW space ), 9-17
P-local in homology, 9-3
P-local in homotopy, 9-2
p-local spectra, 17-27
p-localization, 8-3
P-localization (reflector from GR), 0-25
p-localization (spectra), 17-27
P-localizing, 8-17
P-localizing (f a morphism inHNILCWSP∗),
9-6
P-localizing (morphism of abelian groups),
8-6
P-primary, 5-65
p-primary (p-primary abelian group), 7-1
p-Primary Abelian Groups, 7-1
p-profinite (group), 10-10
p-profinite completion (of a group), 10-10
p-profinite completion (spaces), 11-8
P-surjective, 8-2
P-surjective (homomorphism of groups), 8-3
P[G]-module, 8-25
P[X]-module, 9-17
paracompact, 1-3
parallel (morphism), 0-37
partition of unity, 1-22
Pasynkov Factorization Lemma, 19-48
path (in a simplicial set), 13-3
path (small category), 0-11
path object, 12-18
path space functor, 3-2
perfect (group), 5-63
perfect (space), 1-7
Index-16
perfect radical (group), 5-63
perfectly normal (space), 1-7
permutation operad, 14-51
permutative (strict monoidal category), 14-28
phantom map, 5-88, 15-22
phantom maps (example), 9-11
pi, π-basis, 1-12
Pi-adic integers, Π-adic integers, 10-8
piecewise rectangular, 19-41
Placement Lemma, 6-11
Plus Construction, 5-69
point finite, 1-2
point of finite order , 1-2
pointed (bisimplicial set), 13-85
pointed ANR pair, 6-21
pointed category, 0-36
Pointed Cofibration Characerization Theo-
rem, 3-30
pointed CW complex, 5-7, 6-21
pointed CW space, 5-21
pointed cylinder functor, 3-30
pointed exponential object, 1-35
pointed mapping cone sequence, 3-34
pointed path space functor, 3-30
pointed simplicial map, 13-29
pointed simplicial set, 13-29
polyhedron, 5-3
Postnikov invariant, 5-41
Postnikov tower, 5-40
Pru¨fer Manifold, 1-20
precise refinement, 1-3
Prefactorization Lemma, 13-40
Preservation Rule, 9-53
prespectral cofibration, 16-6
prespectrum, 14-70
(U ,A)-prespectrum, 16-16
Ω-prespectrum, 14-72
prime (A-ultrafilter), 19-6
prime (skew field object in HSPEC), 17-33
principal G-space over B, 4-61
principal (free right G-space), 4-61
principal refinement of order n, 5-58
procategory, 0-15
product (category), 0-8
Product Theorem, 19-35
products, 12-4
profinite (Hausdorff topological group), 10-7
profinite completion (of a group), 10-8
profinite completion (space), 11-3
projection (SISET/B), 13-3
projection (fibration), 4-1
projection (product), 0-8
projective (object in C), 0-35
prolongment (of a semisimplicial set), 13-8
proobjects, 0-15
proper (Π-space), 14-62
proper (C-space), 14-64
proper model category, 12-12
property S, 10-9
property T, 2-2
Proposition W, 18-23
pseudo natural transformation, 14-71
pseudo natural weak equivalence, 14-71
pseudoabelian category, 18-7
pseudocompact, 1-10
pseudofiltered (small category), 0-11
pullback, 0-9
pullback square, 0-9
pullback up to homotopy, 13-69
pullbacks, 12-4
Puppe Formula, 3-40
Puppe’s condition, 3-36
Index-17
pushout, 0-10
pushout square, 0-10
pushouts, 12-4
Pushouts (Example), 12-31
pushouts (example), 12-4
quasifibration, 4-56
quasiisomorphisms (abelian category), 15-11
Quillen idempotent, 17-28
quotient (filtration), 10-1
R-module (in a monogenic compactly gener-
ated CTC), 15-45
rank(abelian group), 7-1
rational (abelian group), 7-2
rational equivalence, 9-8
rational spectra, 17-24
rational spheres (example), 9-9
rationalization, 8-3
Real (R)-compactification, 0-22
realization, 16-34
realization (Π-space), 14-66
realization (creation operator), 14-38
realization (in SIC, 13-58
realization (simplicial spaces), 14-68
realization functor, 0-17, 0-20
Γι - realization functor, 0-20
Recognition Principal, 8-5
rectangular (CRH spaces), 19-40
reduced operad, 14-47
Reedy structure, 13-56
Reedy structure (ΓSISET∗), 13-58
Reedy’s Lifting Lemma, 12-24
refinement (of a covering), 1-3
Refinement Principle, 2-10
reflective (full, isomorphism closed subcate-
gory), 0-21
Reflective Subcategory Theorem, 0-24
reflector (of a full, isomorphism closed sub-
category), 0-21
regular (Hurewicz fibration), 4-14
regular epimorphism, 0-9
regular monomorphism, 0-9
relative n-equivalence, 4-53
Relative Additivity Theorem, 18-14
relative Algebraic K-Theory (example), 5-73
relative combinatorial dimension (relative CW
complex), 5-8
relative CW complex, 5-8
relative CW resolution, 5-18
relative CW structure, 5-8
Relative Homeomorphism Theorem, 20-4
relative skeletal map, 5-9
relative weak homotopy equivalence, 4-53
repetition principle (Ω∞Σ∞), 14-43
replete (class of injective simplicial maps),
13-19
repletion (of a set of injective simplicial maps),
13-19
Replication Theorem, 3-34, 4-37
repreresentable in the large, 15-22
representable (functor (cofunctor)), 0-5
Representable Functor Theorem, 0-14
representable in the large, 5-82
representative class of monomorphisms, 0-6,
0-7
representative image (functor), 0-5
residually finite (group), 8-14
residually finite P (group), 8-14
Restriction Principle, 20-4
retract, 6-3
retract (model category), 12-1
rho-equivalence, ρ-equivalence (f ∈ map(X,Y ),
9-48
Index-18
rho-local, ρ-local, 9-49
rho-local, ρ-local (object in CGH), 9-43
right M-object, 0-47
right T-functor, 0-49
right action (of a monoid), 0-28
right adjoint, 0-15
right annihilator, 15-49
right derived functor, 12-28
right exact (functor), 0-40
right homotopic, 12-19
right homotopy, 12-19
right Kan extension, 0-16
right lifting property with respect to i, 12-1
ring (Serre class), 7-4
ring object (in a monogenic compactly gen-
erated CTC), 15-44
ring spectrum, 17-8
RLP, 12-1
Sn-spectra (category of), 16-32
SP -torsion, 8-2
S(G) (G an abelian group), 17-23
saturation (of a class of all morphisms), 0-32
section, 4-1
section extension property, 4-3
Section Extension Theorem, 4-5
Segal-Stasheff Construction, 3-26
semiconjugate (functors discrete monoid), 14-19
semimajorant topology, 2-12
semiproper (Γ-space), 14-74
semisimplicial map, 13-8
semisimplicial set, 13-8
semispecial (Γ-space), 14-74
SEP, 4-3
separable (group), 8-10
separable groups (example), 8-10
separated prespectrum, 16-1
separating set (in a category), 0-34
separator (in a category), 0-34
sequence of exhaustion, 1-2
sequential colimits, 12-4
sequential limits, 12-4
sequential modification, 1-30
sequential spaces, 1-30, 1-31, 1-33
Serre class, 7-1
Serre class (abelian category), 0-41
Serre fibration, 4-7
shape (of a functor), 0-31
sheaf of sections, 4-1
shift desuspension, 16-11
shift suspension, 16-11
short exact sequence, 0-37
sigma, σ-closure preserving, 1-2
sigma, σ-discrete, 1-2
sigma, σ-neighborhood finite, 1-2
sigma, σ-point finite, 1-2
sigma-cushioned, σ-cushioned, 6-30
sigma-locally compact, σ-locally compact, 19-35
simplex categories (example), 13-18
simplex category, 13-18, 13-63
simplexes, 5-1
simplicial n-sphere, 13-1
simplicial action (canonical), 13-45
simplicial action (closed), 13-45
Simplicial Approximation Theorem, 13-33
simplicial category, 13-41
Simplicial Excision Theorem, 13-13
Simplicial Extension Theorem, 13-30
simplicial functor, 13-43
simplicial groupoid, 13-37
simplicial groups (example), 13-18, 13-34
simplicial identities, 0-18
simplicial map, 0-18, 14-1
Index-19
simplicial mapping space, 13-44
simplicial model category, 13-46
simplicial object, 0-18
simplicial pair, 13-28
Simplicial Replacement Lemma, 13-66
simplicial set, 0-18
simplicial sets (example), 5-7, 5-9
simplicial space, 14-1
simplicial standard n-simplex, 0-18
simplicial subset, 0-18
simplicially contractible, 13-28
simplicially homotopic, 13-16
simplicially homotopic (in a simplicial model
category), 13-51
singular functor, 0-17
singular set, 0-20
singular structure (model category), 12-12
sink (category), 0-7
skeletal (category), 0-6
skeletal map, 5-9
skeletally small (category), 0-6
skeleton (category), 0-6
skew field object, 15-45
slicing structure property, 4-14
small (V-category), 0-44
small category, 0-2
Small Object Contstruction, 13-49
Small Skeletons (example), 4-29
smash nilpotent, 17-18
smash product, 3-28
smash product (CG,∆-CG, orCGH), 3-30
smash product (in SISET∗), 13-29
smash product (spectra), 16-30
smashing (localization functor), 15-32
solution set condition, 0-14
solution set condition (S−1C is isomorphic
to a category), 0-33
solution set condition (adjoint functor), 0-16
Sorgenfrey Line, 5-10
source (category), 0-7
space
Γ-space, 14-64
Π-space, 14-62
O-space, 14-48
C-space, 14-63
space, M0 space, 6-31
space, Mn+1 space, 6-31
special (Π-space), 14-62
special (C-space), 14-64
Special Adjoint Functor Theorem, 0-35
spectral cofibration, 16-6
Spectral Sequence:
Fibration Spectra Sequence, 4-44
spectrification functor, 16-3, 16-17
spectrum, 14-59
(U ,A)-spectrum, 16-16
(U ,U ′)-spectrum, 16-19
split (groupoid), 17-17
splitting, 2-1
stable (homeomorphism), 2-7
stable cohomotopy, 17-2
stable homotopy, 17-7
stable homotopy category, 14-80
stable homotopy groups, 16-7
stable splitting, 5-52
Stacking Lemma, 4-10, 19-38
standard indexing set (in a universe), 16-16
standard structure (model category onTOP),
12-2
star (of a subset), 1-2
star construction, 1-28
Star Construction (example), 14-1
Index-20
star finite, 1-3
star refinement, 1-3
star sequence, 6-36
star space, 6-33
Stone-C˘ech compactification, 0-22
Stone-Weierstrass Theorem, 2-16
stratifiable, 6-29
Stratifiable Spaces (example), 3-14
stratification, 6-29
strict (triangulated category), 15-8
strict isomorphism (of formal group laws),
17-15
Strict Monoidal Categories (example), 14-27
strictly final (functor), 13-72
strictly final (subcategory), 13-72
strictly monadic (functor), 0-31
strong deformation retract, 3-6
strong deformation retract (simplicial set),
13-26
strongly paracompact, 19-12
Strøm structure, 3-8
Strøm structure (pointed pair), 3-30
subdivision (simplicial map), 13-9
subdivision (simplicial set), 13-9
submetacompact, 1-4
submetrizable, 6-9
subordinate (parition of unity), 1-22
subparacompact, 1-4
subscheme, 5-1
Sullivan’s Loop Space (example), 9-37
support, 1-22
support (balanced, convex subset of C(X)),
2-21
suspension, 1-27, 3-23
suspension (of a ring), 5-74
suspension (prespectra), 16-5
suspension functor, 15-1
suspension functor (Waldhausen category),
18-3
suspension prespectrum, 16-4
suspension spectrum, 16-4
sX, 1-30
symmetric monoidal category, 0-27
symmetry (monoidal category), 0-26
T-acyclic (objects), 15-30
T-equivalences, 15-30
T-local (objects), 15-30
t-structure, 15-47
tame (spectrum), 16-8
telescope, 3-13
telescope conjecture, 15-32
Telescope Construction, 3-12
test space, 19-50
Test Space Theorem, 19-51
The Comb (example), 3-8
The Eilenberg Swindle (Example), 15-17
The Hawaiian Earring (example), 3-29
The Kunen Plane, 19-7
The Michael Line × the Irrationals (exam-
ple), 19-41
TheMoore Loop Space (example), 3-33, 3-37
The Scorpion (example), 3-27
The Sorgenfrey Plane (example), 19-41
The Tychonoff Plank, 1-12
The van Douwen Plane, 19-8
The Warsaw Circle, 4-53
The Wedge of the Broom, 4-52
Theorem (Countable CW-ANR Theorem),
6-19
Theorem (CW-ANR Theorem), 6-19
Theorem (Dugundji Extension Theorem
(Stratifiable Space)), 6-32
Index-21
Theorem (Dugundji Extension Theorem), 6-7
Theorem (Finite CW-ANR Theorem), 6-19
Theorem (Loop Space Theorem), 6-24
Theorem Adjunction, 5-3
Theorem Bousfield-Friedlander, 13-85
Theorem Dold-Lashof, 14-21
Theorem Giever-Milnor, 13-15
Theorem Hilton-Roitberg Comparison, 5-61
Theorem Kan-Thurston, 5-75
Theorem Nilpotent Obstruction, 5-60
Theorem of Balcerzyk, 7-8
Theorem of Fakir, 10-5
Theorem of Fischer-Prasolov, 18-25
Theorem of Invariance of Domain, 19-24
Theorem of Korostenski-Tholen, 9-25
Theorem of Neeman-Ravenel, 15-20
Theorem of Neeman-Ravenel (bis), 15-21
Theorem of the Heart, 15-49
Theorem Q, 12-27
Theorem Quillen’s Theorem A, 13-73
Theorem Quillen’s Theorem B, 13-74
Theorem Replication Theorem, 5-85
Theorem Simplicial Excision, 13-13
Theorem TDF Theorem, 12-30
Theorem Whitehead, 5-50
Theorem Whitehead (bis), 5-51
Theorem, Abelian Obstruction, 5-42
Theorem, Countable Domination Theorem,
5-19
Theorem, Domination Theorem, 5-19
Theorem, Homotopy System, 5-26
Theorem, Hopf Classification, 5-8
Theorem, Hopf Extension, 5-8
Theorem, Invariance, 5-41
Theorem, Nullity, 5-42
Theorem, Obstruction Theorem, 5-20
Theorem, Realization Theorem, 5-16
Theorem, Relative Realization Theorem, 5-17
Theorem, Relative Resolution Theorem, 5-18
Theorem, Relative Skeletal Approximation,
5-9
Theorem, Resolution Theorem, 5-18
Theorem, Skeletal Approximation, 5-9
Theorem, Suspension Theorem, 5-50
Theorem: Fp Whitehead Theorem, 11-2
Theorem: HP Whitehead Theorem, 9-31
Theorem: HFp Whitehead Theorem, 9-35
Theorem: Absolute Additivity Theorem, 18-14
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vn-element, 17-36
vn-map, 17-35
van Douwen Line, 1-6
van Douwen Space, 1-9
Van Kampen Theorem, 3-6
vertex map, 5-1
vertex scheme, 5-1
vertex scheme (countable), 5-1
vertex scheme (finite), 5-1
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