On uniformly distributed sequences of integers and Poincaré recurrence II  by Nair, R.
Indag. Mathem., N.S., 9 (3), 405-415 September 28,1998 
On uniformly distributed sequences of integers and 
Poincar6 recurrence II 
by R. Nair 
Department of Mathematical Sciences, University of Liverpool, P. 0. Box 147. 
Liverpool L69 3BX, UK 
Communicated by Prof. R. Tijdeman at the meeting of June 23,1997 
ABSTRACT 
Suppose k = (k,)F=, is a sequence of natural numbers which together with being Hartman uniform 
distributed satisfies certain growth conditions specified below as condition H. We introduce two 
notions of density on N. Given a subset E of N, we say 
IEn P~nlI d’(E) = limsup, _ ‘x1 ___ 
n ’ 
denotes its upper density. If the above limit exists we say E has density denoted d(E). We say a set S 
contained in N has positive Banach density of there exists a collection of finite subintervals 
I= (I”),“, of N whose lengths tend to infinity with n such that 
B( S, I) = limsup, _ xI - ISnG , o 
VIII 
Let B(E) = sup,B(E, I) where the supremum is taken over all such collections I. We refer to B(S) as 
the Banach density of S. In this paper we prove the following theorem: 
Suppose the subset E of N has positive Banach density B(E). Then if (k,)r= , satisfies condition H 
there exists a subset R of N with d(R) >_ B(E) such that for each$nite subset {q . , n,} of R uje have 
B(En(E+k,,)n...n(E+k,)) >O. 
I. INTRODUCTION 
Denote by [y] the largest integer not greater than y and let < y > denote its 
fractional part y - [JJ]. Set k, = [g(n)] (rt = 1,2, . . .) where g is a differentiable 
function from [l, co) to itself whose derivative increases with its argument. 
405 
Let AM denote the cardinality of the set {n : k, I 44) and suppose for some 
function a : [ 1, ca) -+ [l, co) increasing to infinity as it argument does, we set 
b(M) = sup 1 C 4irk.# 
<u> l [&,t) n:k,SM 
where for a real number x, we have used e(x) to denote e2rriX. Suppose also for 
some decreasing function c : [ 1, m) + [ 1, m) and some positive constant C that 
b(M) + A[+Wl + $%q 
AM 
5 Cc(M) 
Then if we have 
for every 6’ > 1 we say that k = (k,), , 1 satisfies condition H. 
We introduce two notions of density on N. Given a subset E of N, we say 
d*(E) = limsup IEn PAI 
“-+‘X n ’ 
denotes its upper density. If the above limit exists we say E has density denoted 
d(E). We say a set S contained in N has positive Banach density if there exists a 
collection of finite subintervals I = (In):=, , of N, whose lengths tend to infinity 
with n such that 
B(S,Z) = p&p > 0. 
n 
Let B(E) = sup1 B(E, I) w h ere the supremum is taken over all such collections 
I. We refer to B(S) as the upper Banach density of S. 
In this paper we use a mixture of arithmetic and ergodic theoretic methods to 
show the following. 
Theorem 1. Suppose the subset E of N has positive Banach density B(E). Then if 
k = (k,,)r=, satisfies condition H there exists a subset R of N with d(R) 2 B(E) 
such that for eachfinite subset {q , . . . n,} of R we have 
B(E n (E + k,,) n . . n (E + k,,)) > 0. 
The existence of d(R) is part of the conclusion of Theorem 1. 
Note that a sequence satisfying condition H is uniformly distributed in all res- 
idue classes and for each irrational real number Q the sequence (< k,,a >),” , is 
uniformly distributed. Sequences with this property are called Hartman uni- 
formly distributed. We say a sequence of integers k = (kn),,? 1 is intersective if 
given any set E contained in N with positive Banach density there exists k E k 
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such that E n (E + k) # 0. In [Na2] it is shown that Hartman uniformly dis- 
tributed sequences of integers are intersective. Theorem 1 may be viewed as 
multiple version of this phenomenon. Both intersectivity and Theorem 1, can as 
we do in this paper, be described in terms of forms of Poincare recurrence. The 
recurrence formulation of Theorem 1 is presented in Section 2 and its proof 
presented in the subsequent wo sections. The additional restrictions on the 
sequence (k,):! 1, beyond being Hartman uniform distribution in Theorem 1, 
are needed because multiple Poincare recurrence is a subtler matter than 
Poincare recurrence leading to additional technical complications. Examples 
of sequences of integers k, = [g(n)] (n = 1,2, . . .) which satisfy the hypothesis 
of Theorem 1 include g(n) = n“‘, for non-integer w > 1, g(n) = e(@‘s n)‘) for y in 
(I,$) andg(n) = P(n) where P(n) = Qpzk + . . . + aln + (~0 and the real numbers 
al,..‘, ak are not all different rational multiples of the same real number. In 
the special case k, = n, not covered by the hypothesis of our theorem, the con- 
clusions of Theorem 1 are also known to be true [P][Be]. There they are shown 
to be an easy consequence of a theorem of I.Z. Rauza [R] on homogeneous 
systems. We refer the reader to [Nal] and [Na2] and the references therein 
contained for further background to this subject. The methods of this paper are 
particularly closely related to those used in [Na2]. In Section 5 we show that 
the first of these examples satisfies the hypothesis of Theorem 1. The other 
examples may also be checked to do so in a similar manner but we satisfy our- 
selves with a few remarks and leave the details to the interested reader to verify. 
2. REDUCTION TO A RESULT ON MULTIPLE RECURRENCE 
The argument in this section closely follows that in Section 2 of [Nal]. 
The proof of the following lemma is postponed to the next two sections. 
Lemma 2. Suppose T is a measurable, measure preserving transformation of the 
probability space (X, /3, p). For B in /3 with p(B) = a > 0 and for each natural 
number m let B,,, denote T-“B. Then if IB,,, denotes the indicatorfunction of the set 
B,,, and (k,,,)z= , satisjies condition H then the limit 
exists p almost everywhere with f * ( TX) = f* (x). 
Lemma 3. Suppose (X, B, p), T, B and (k,,,)z= , are as in Lemma 2. Then there 
exists a subset R of N with d(R) >_ a such thatfor eachjinite subset Fof R we have 
,n(nmEFBk,,,) > 0. 
Proof. For finite subsets Fof N let BF = n m E FBk,,,. Let C denote the necessarily 
countable set of products of finitely many characteristic functions of the form 
ZB,~, . For each function f in C let AJ~ denote the set {x : 1 f (x)1 > 11 f 11,) and let 
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N = U~~clvf. Now if (X \ N) fl BF # 0 then I > 0 because if x is in 
(X\N)n&, letting f = nmEF ZB~_, and assuming ,LL(BF) = 0 we have 
\]fl/, = 0. This means x is in Nf, which is a contradiction. Thus removing N 
from X if necessary, we may assume without loss of generality that if BF # 0 
then ,u(BF) > 0. 
By Lemma 2 
exists with f’(Y’x) =f*(x) for each m in N ,U almost everywhere and 
&f*(x)& = a. B ecause (X, /3, ZJ) is a probability space there exists an x0 in X 
such thatf*(xs) 2 a. 
Let R be the set {m E M : x0 E Bk,}. It follows d(R) 2 a and as XIJ is in &, 
for each m in R we have ,~(B,c) > 0 for every finite subset F of R. 0 
We now complete the proof of Theorem 1. The argument is a minor variant of 
that in [F p.741. 
By hypothesis there exists a sequence of finite intervals C = (CN):=, in N 
with strictly increasing lengths such that 
IEn CNl 
B(E) = p& IC,l 
exists and is positive. Let A denote the set {O,l} and let fl denote nN, that is the 
set of maps from N to A. By identifying Z, the characteristic function of the set 
E in N with its range we may think of [ = ZE as a point of R. Let T be the shift 
on Q defined by TX = x’ where if x = (xn)rz, then x’ = (xX+ I),“= i. Now let X 
denote the closure of the orbit { Tm< :m E N} in the product topology on R and 
let X0 denote {x E X : x1 = 1). If 6, denotes the delta measure on the point x, 
for each natural number N let 
Because of the conditions on ( CN);= i there is a probability measure ,U sup- 
ported on X and preserved by T which is a weak star limit of the sequence of 
measures {pN}F= ]. In addition, passing to a subsequence of ( CN,)~=, if nec- 
essary, for every integrable function f on fl we have 
This means 
cL(xo) = lim PLN,(&I) = lim s--100 s_ &~~ h(xO) =@) > 0. 
s E Iv. 
By Lemma 3 this also means that 
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p(Xo II T-knlXO f~. . . n T-kn,XO) 
= ,‘irnm pN, (X0 n TWknl X0 n . . . n TWkc X0) 
= ;~&&6’.<(Xo n T-knlXO n.. .n T-kn,XO) 
= W n (E + kn,) n . . . n (E + kn,)) > 0 
as required for every subset {nl , . . . , n,} of R. 
3. PROOF OF LEMMA 2 
Let (X, p, p) be a probability space, that is with set X, o-algebra ,O and measure 
p of total mass one on X. Let U(X, ,O, p) for p E [l, co] denote the usual asso- 
ciated Lebesgue spaces on (X, p, CL). We say a measurable point transformation 
r of X to itself is measure preserving if denoting {x : T(X) E A} by r-‘(A) 
we have ~(7-l (A)) = p(A). Because this can be done at no essentially no 
additional cost in effort, with a view to possible other applications we prove 
Lemma 2 in the following stronger form. 
Proposition 4. Suppose k = (kn), , , satisfies condition I% Then if f E LP(X, p, p) _ 
withp> 1andr:X --f X is measurepreserving, we have 
almost everywhere with respect to t.~, where E( f IT) is projection off onto the sub- 
space of Lp of r invariant functions. 
The referee of another paper of the author informs him that in as yet un- 
published work, done at about the same time as the author’s, M. Wierdl has 
proved a proposition similar to Proposition 4, though not in a context related 
to Theorem 1. To prove Proposition 4 we need the following lemma which is an 
application of Birkhoff’s pointwise ergodic theorem. 
Lemma 5. Set bk = g-‘(k) - g-‘(k - l)(k = 1,2,. . .), where g-’ denotes the in- 
verse function to g in Theorem 1 and we adopt the convention that g(0) = 0. Also 
let BK = C,“=, bk. Then if f E L1(X, P,p) an d r is a measurable, measure pre- 
serving transformation X 
i$m&k-, bkf(~(x)) = E(f12)’ 
almost everywhere with respect to p. 
Proof. Plainly we may assume without loss of generality that the functionf is 
non-negative. Also using partial summation and Birkhoffs theorem we see that 
for almost all x 
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_L& b/J (+)) = Ii + z2, 
where 
and Kt in [ 1, k] fl N has been chosen independent of K such that given E if L > K 
then 
The theorem now follows from the observation that 
5 (E(flz)+c) i 5 Kbk 
BK k=~, 
k(h-bk+I)+z , 
the fact that K1 can be chosen small compared to K and a further application of 
partial summation. q 
Set 
and set 
SKf(X) = & :k~<Kf(-i”‘(x)) 
n n- 
Also suppose 9 > 1 and that h is a real valued function defined on the integers 
such that h(n) N 0”. Then we have the following lemma. Henceforth C will de- 
note an absolute constant not necessarily the same at each occurrence. 
Lemma 6. Suppose for a certain p .> 1 Mle have 
(3.1) E llSh(l)f - bl(/)fll; L c Ilfll;. 
/=I 
Then Proposition 4 follows. 
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Proof. We first show that Sh&(x) ---) E(flI) p almost everywhere, if 
&&(x) -+ E(flI) p almost everywhere. Let 
r/ = Ix : l&(r).04 - b(l)f(X)I > r> (E= 1,2,...) 
and note that 
Thus C;“=r p(rl) < co, so by the Borel-Cantelli lemma (&&(x))Er has the 
same limit as (&&(.x));X1, 1 a most everywhere with respect to h and hence 
Sh(,~f(x) -+ E(flZ?J p almost everywhere. Now note that iff is non-negative 
and m is a natural number in [h(Z), h(Z + 1)) then S,J(x) 5 &S,&(x), which 
given E > 0 and 1 sufficiently large is not greater than f3(E(jJZ) + c). Similarly it 
follows that &f(x) 2 O(E(flZ) - E), which proves Lemma 6 for non-negative 
f as 8 can be taken arbitrarily close to one. The general case follows by writing 
an arbitrary function in terms of its positive and negative parts. q 
4. PROOF OF (3.1) 
We now reduce the proof of (3.1) to the special case of the shift on Z. For the 
function of finite support t : Z ---) R define the function t, by t,(j) = t(n +j). 
Also set 
L;rf = kk$, bktk 
and 
sit=’ f tk. 
AKn:k,<K 
Lemma 7. The LP estimate (3.1) holds if we can show for all natural numbers N 
that 
(4.1) 
j=l 
Proof. Set t(j) = f (Tj(.y))xr,,J,(j) on Z. Then by (4.1) 
5 c Ish(j)f CT l+h(j)(X)) _ LhCjjf (,i+W Gap 5 c c If(4~))lP. 
!=I I<_j<J-[g(N)] I<jSJ 
Swapping the order of the double sum on the left, integrating over X with re- 
spect to p and using the measure preservation gives 
(“-‘J”‘““)z, ll&(0f -Jk)fllp 5 Cllfll,. 
Letting J, N + 00 but with N = o(J) gives (4.1) as required. 0 
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Lemma 8. Let 
Then if 
(4.2) d(M) I c 
wf) f-+(M)] + j&J 
AM 
the estimate (4.1) follows. 
Proof. Note that 
and that because 
wheref^ denotes the Fourier transform off, this is 
F WmNtll&~. 
Also because S;&, L;,60 are uniformly bounded in m we have 
IIS - GJII U’(Z) I Clltll@(z,. 
This means that interpolating using the Riesz-Thorin theorem for p > 1 
Il%t - LN{PcZj I ~i4m))~l141Liz,~ 
Therefore, from (4.2) and hypothesis of Theorem 1, Lemma 8 follows. 0 
To prove (4.2) and hence Theorem 1 we need two lemmas. Both these lemmas 
are simple consequences of the fact that 11 - e( < cr >) I 5 27r < cy > and partial 
summation, and their detailed verification we leave to the reader. 
Lemma 9. We have 
Lemma 10. We have 
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We can now prove (4.2). First not that if < Q > = 0 then from Lemma 9 we have 
Second for < a > E (0,l) note that if l/a(~) I_ < Q > < l/a(no - 1) and 
M= 1,2,...,nothen 
Finally using Lemma 10 as well 
Estimates (4.3), (4.4) and (4.5) together imply (4.2) completing the proof of 
Theorem 1. 0 
5. AN EXAMPLE 
In this section we show that g(n) = nti for non-integer w greater than one 
satisfies the hypothesis of Theorem 1. In fact for this example all we have to 
show is that (1.1) holds for an appropriate function c. To show (1.1) we need a 
couple of lemmas. 
The following lemma is quoted from [VdC]. 
Lemma 11. Let I, m, k be integers. Suppose that 1 < m, k 2 2, and set s = 2k. 
Suppose the real valuedfunction g is k times difSerentiable in the interval [l, m] and 
that Iw(~)(x)~ 2 Xf or some positive constant X which is independent of x in [I, m]. 
Then letting 
R=*_m 11 wW)(l) _ W(W(m)l 
we have 
for some C > 0. 
As a consequence we readily see that the following lemma is true. 
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Lemma 12. For fixed E, if 0 < A < k - w there exists t E (O,E/~) such that if 
N’-” I IpI 5 N’ then 
E(P,N) = 1 i: Ed 5 CN’-‘, 
u=l 
where the constant depends only on cr and E. 
We also need the following lemma, which is a stronger form of Lemma 9 in 
[Na2], but which is none-the-less implicit in the proof of Lemma 9 given there. 
Lemma 13. Supposefor a real number a # 0 that p is in {CY + m : m E Z} \ {Z}. 
Then ij-we set a,, = nW we have 
b(N) = / 5 e(a[an])/ = O(N’-t(logN)). 
n=l 
Now setting a(N) = Nx-” and for appropriate C setting 
c(N) = C b(N) + A[~(N)I + y&j 
AN 
means that (1.1) follows straightforwardly on invoking Lemma 13. Using the 
argument described in this section, it is possible to see that verifying that the 
other two examples described in the introduction satisfy the hypothesis of 
Theorem 1, reduces to getting estimates when /3 # 0 for 1 Cf=, e(PP(n))I and 
( C,“=, e(pe@‘gn)A) 1. This may be achieved using standard methods for treating 
Weyl sums (cf. for [Vi] and [Ba2] respectively). 
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