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Abstract
We extend the notion of positive continuous additive functionals of multidimensional Brownian motions
to generalized Wiener functionals in the setting of Malliavin calculus. We call such a functional a
generalized PCAF. The associated Revuz measure and a characteristic of a generalized PCAF are also
extended adequately. By making use of these tools a local time representation of generalized PCAFs is
discussed. It is known that a Radon measure corresponds to a generalized Wiener functional through the
occupation time formula. We also study a condition for this functional to be a generalized PCAF and the
relation between the associated Revuz measure of the generalized PCAF corresponding to Radon measure
and this Radon measure. Finally we discuss a criterion to determine the exact Meyer–Watanabe’s Sobolev
space to which this corresponding functional belongs.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
We consider positive continuous additive functionals (PCAFs) of multidimensional Brownian
motion in the setting of Malliavin calculus. Every PCAF of Brownian motion is associated
with a measure, which is called the Revuz measure (cf. McKean and Tanaka [12]). Moreover
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each PCAF of one-dimensional Brownian motion is represented almost surely by an integral of
Brownian local times with respect to its associated Revuz measure (see, for instance, Revuz and
Yor [16]). We did not have such a simple integral representation of a PCAF of multidimensional
Brownian motion because of the lack of local times of multidimensional Brownian motion
as Wiener functionals. It should be noted that Bass [1] discussed a similar representation in
Schwartz’ distribution sense of PCAF of multidimensional Brownian motion employing local
times at hyperplanes. See also Yamada [25]. Imkeller and Weisz [9], however, obtained local
times of multidimensional Brownian motion in the setting of Malliavin calculus, i.e., they
understand local times of multidimensional Brownian motion as elements of Meyer–Watanabe’s
Sobolev spaces. The definition of Meyer–Watanabe’s Sobolev spaces are stated in Section 2.
Employing their local time, the author [23] discussed the integral representation of a square
integrable PCAF of multidimensional Brownian motion.
In the present paper we first naturally extend the notion of PCAFs to the element of
Meyer–Watanabe’s Sobolev spaces. We call these functionals generalized PCAFs. We show
that the Revuz measure associated to a generalized PCAF is well defined as that to a PCAF.
To investigate PCAFs of Markov processes, the characteristic of PCAF plays an important role
(see Dynkin [5]). In our cases we also define the characteristic of a generalized PCAF, and
clarify the correspondence between the characteristic and the associated Revuz measure, which
is discussed in Section 3. Applying this correspondence we discuss a local time representation
of a generalized PCAF in Section 4.
We constructed a generalized Wiener functional corresponding to a Radon measure through
the occupation time formula, which admits a local time representation by using this Radon
measure ([23], refer also to Nakajima [13]). We then discuss a condition on Radon measures
for this corresponding functional to be a generalized PCAF, and the relation between this Radon
measure and the associated Revuz measure of the generalized PCAF corresponding to this Radon
measure in Section 5. Finally we obtain an integrability condition on Radon measures to specify
the Meyer–Watanabe’s Sobolev space to which the corresponding generalized Wiener functional
belongs. Some examples are also presented in Section 6.
2. Preliminaries
In this section we prepare some notions and notations.
Let (WN0 , P) be the N -dimensional standard Wiener space:
WN0 = {Wt = (W 1t ,W 2t , . . . ,W Nt ) : [0,∞) → RN | Wt is continuous and W0 = 0}
and P is the standard Wiener measure. Let Dsp (1 < p < ∞, s ∈ R) be Meyer–Watanabe’s
Sobolev spaces of (generalized) Wiener functionals, i.e.,
Dsp = (I − L)−s/2L p(P)
endowed with the norm ‖F‖p,s = E[|(I − L)s/2F |p]1/p, where L denotes the
Ornstein–Uhlenbeck operator. It is well known that every L2(P) function F admits the Wiener
chaos expansion (see Itoˆ [10]):
F =
∑
n∈ZN+
In( fn),
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where Z+ denotes the totality of non-negative integers and In( fn) denotes the n-ple Itoˆ–Wiener
integral with the kernel function fn:
fn = fn(t1, t2, . . . , t|n|) = fn(t (1)1 , . . . , t (1)n1 , . . . , t (N )1 , . . . , t (N )nN )
In( fn) =
∫ ∞
0
· · ·
∫ ∞
0
fn(t
(1)
1 , . . . , t
(1)
n1 , . . . , t
(N )
1 , . . . , t
(N )
nN )
× dW 1
t (1)1
· ·dW 1
t (1)n1
· · · dW N
t (N )1
· ·dW N
t (N )nN
.
Here n = (n1, n2, . . . , nN ), |n| = n1 + n2 + · · · + nN . Each fn ∈ L2([0,∞)|n| → R) is
assumed to be symmetric with respect to t ( j)1 , . . . , t
( j)
n j for all fixed j ( j = 1, . . . , N ). We
use the notation f0 together with I0( f0). If F = ∑ In( fn),G = ∑ In(gn) ∈ L2(P), then
E[FG] = ∑n!〈 fn, gn〉L2 , where n! = n1! × · · · × nN ! and 〈 fn, gn〉L2 denotes the L2-inner
product. The following equivalence is well known (see, for instance, Nualart [14]):
Ds2 =
F = ∑
n∈ZN+
In( fn);
∑
(1+ |n|)sn!‖ fn‖2 < ∞
 ,
where ‖ f ‖ denotes the L2-norm of f . Since (I − L)s/2F =∑(1+ |n|)s/2 In( fn), it holds that
‖F‖22,s =
∑
(1+ |n|)sn!‖ fn‖2. (2.1)
Ds2 is the dual space of D
−s
2 . If F =
∑
In( fn) ∈ Ds2 and G =
∑
In(gn) ∈ D−s2 , then their
coupling 〈F,G〉 = E[(I − L)s/2F(I − L)−s/2G] = ∑n!〈 fn, gn〉L2 . We also remark that
Ds12 ⊂ Ds22 if s1 > s2. Let Ft = σ {Ws; 0 ≤ s ≤ t}. If F =
∑
In( fn) ∈ Ds2, then
E[F | Ft ] =
∑
n
In
(
fn
∏
j
1[0,t](t j )
)
(see, for instance, Nualart [14]). To emphasize the role of Brownian motion W , we use the
notation IWn ( fn) instead of In( fn).
Example 1. Let ϕ be a smooth function on RN with compact support. Then ϕ(Wt )(∈ L2(P))
admits the Wiener chaos expansion
∑
In(ϕn) with ϕn =
∫
ϕ(x)gn(t, x)dx , where
gn(t, x) = 1n!
(
1√
t
)|n|
Hn
(
x√
t
)
pN (t, x)1[0,t](t1)× · · · × 1[0,t](t|n|). (2.2)
Here
Hn(x) =
∏
Hni (xi ),
Hn denoting the Hermite polynomial:
Hn(x) = (−1)nex2/2 d
n
dxn
e−x2/2 (x ∈ R)
and pN (t, x) denotes the N -dimensional Gaussian kernel, i.e.,
pN (t, x) =
(
1√
2pi t
)N
e−|x |2/2t .
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The above expansion is obtained from Strook’s formula
ϕn = 1n! E[D
n
t1,t2,...,t|n|ϕ(Wt )]
and from the chain rule Disϕ(Wt ) = ∂iϕ(Wt )1[0,t](s). Here DisF denotes the H -derivative of F
with respect to W i , Dn = ∏(Di )ni and ∂i = ∂/∂xi . Refer, for instance, to Nualart [14]. Set
ϕε(x) = ε−Nϕ(x/ε). Since ϕ(Wt ) =
∫
ϕ(x)δx (Wt )dx holds in D
β
2 (β < −N/2), we obtain that
ϕε(Wt − x) tends to δx (Wt ) in Dβ2 as ε tends to 0, and moreover
δx (Wt ) =
∑
In(gn(t, x))
(see, for instance, [23] Proposition 4.1). By the same way it holds that
lim
ε→0
∫ t
0
ϕε(Ws − x)ds = L(t, x) in Dα2 (α < 1− N/2) (2.3)
and
L(t, x) =
∑
In( fn(t, x)),
fn(t, x) =
∫ t
0
gn(s, x) ds
(2.4)
if x 6= 0 (see Imkeller and Weisz [9,19,20]). L(t, x) is called the local time of multidimensional
Brownian motion.
From the estimate of ‖gn(t, x)‖ discussed in Imkeller and Weisz [9], we get the following
(cf. [21] Proposition 4.3).
Proposition 2.1. Let β < −N/2. If x 6= 0, then we have
‖δx (Wt )‖2,β ≤ Ct−1+η/2|x |−N+2−ηe−(1−2δ)|x |2/4t (2.5)
for any η > 0 and δ ≥ 1/4 satisfying 7/8 + (3β)/(4N ) < δ < 1/2, C denoting a positive
constant which depends on η and δ.
Proof. From (2.1) and (2.2) we have
‖δx (Wt )‖22,β =
∑
(1+ |n|)βn!‖gn(t, x)‖2
and
‖gn(t, x)‖2 = 1
(n!)2 Hn
(
x√
t
)2
pN (t, x)
2.
Since ∣∣∣∣Hn ( x√t
)
pN (t, x)
∣∣∣∣ ≤ C√n!(n ∨ 1)−(8δ−1)/12t−1+η/2|x |−N+2−ηe−(1−2δ)|x |2/4t (2.6)
holds for 1/4 ≤ δ < 1/2 (see [23] (3.3)) from
sup
ξ∈R
∣∣∣Hn(ξ)e−δξ2 ∣∣∣ ≤ C√n!n−(8δ−1)/12 (2.7)
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(see Imkeller et al. [8], refer also to Szego¨ [17]), we have
‖gn(t, x)‖2 ≤ C 1n! (n ∨ 1)
−(8δ−1)/6t−2+η|x |−2(N−2+η)e−(1−2δ)|x |2/2t ,
where na = ∏ naj , n ∨ 1 = (n1 ∨ 1, n2 ∨ 1, . . . , nN ∨ 1) (n = (n1, n2, . . . , nN )) and
a∨b = max{a, b}. From Imkeller et al. [8] Proposition 6,∑|n|=n(n∨1)−(8δ−1)/6 ≤ nN (7−8δ)/6−1
holds. Therefore, if δ ≥ 1/4 satisfies 7/8+ (3β)/(4N ) < δ < 1/2, then
‖δx (Wt )‖22,β ≤ C ′t−2+η|x |−2(N−2+η)e−(1−2δ)|x |
2/2t
∑
n
(1+ n)βnN (7−8δ)/6−1
and the last sum is finite, which completes the proof. 
Remark 2.2. From (2.7) we also have∣∣∣∣Hn ( x√t
)
pN (t, x)
∣∣∣∣ ≤ C√n!(n ∨ 1)−(8δ−1)/12t−N/2e−(1−2δ)|x |2/2t
for 1/4 ≤ δ < 1/2. Applying this estimate we easily conclude that x 7→ δx (Wt ) ∈ Dβ2 is
continuous.
For the Brownian local time L(t, x) we have the following estimate:
Proposition 2.3. Let α < 1 − N/2. Suppose x 6= 0 and 0 < s < t . Then, for any η > 0 and
δ ≥ 1/4 satisfying 7/8+ (3β)/(4N ) < δ < 1/2, there exists a positive constant C such that
‖L(t, x)‖22,α ≤ Ctη|x |−2(N−2+η)e−(1−2δ)|x |
2/2t (2.8)
and that
‖L(t, x)− L(s, x)‖22,α ≤ C(tη − sη)|x |−2(N−2+η)e−(1−2δ)|x |
2/2t .
The proof is similar to that of Proposition 2.1, so it is omitted.
We need the substitution formula established by the author [21] to define the additivity of a
generalized Wiener functional. To state the formula we first introduce the notion of primitive
independence.
Definition 2.4 ([21]). Let F and G be generalized Wiener functionals. If the following
conditions are satisfied, then we say that F and G are primitively independent: Let {hn; n ∈ N}
be some CONS of H , the Cameron–Martin subspace. Let {N1,N2} be some partition of N,
i.e., N = N1 ∪ N2, N1 ∩ N2 = ∅. F and G are generalized Wiener functionals constructed by
{W (hn); n ∈ N1} and by {W (hn); n ∈ N2}, respectively, where W (hn) denotes the stochastic
integral of h˙n .
We next introduce the Wick product of primitively independent generalized Wiener
functionals (cf. [21], Obata [15], Holden et al. [7], Dorogovtsev [3]).
Definition 2.5. Assume that F = ∑ In( fn) ∈ Ds12 and G = ∑ In(gn) ∈ Ds22 (s1, s2 < 0) are
primitively independent. Let
hˆn =
∑
p+q=n
gp ⊗ fq.
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Let S hˆn be the symmetrization of hˆn. The Wick product F  G of F and G is defined by
F  G =
∑
In(S hˆn).
Remark 2.6. From a similar argument in Remark 2.2 of [21] we obtain the following estimate,
and then we have F  G ∈ Ds1+s22 .
Proposition 2.7. Assume that F ∈ Ds12 and G ∈ Ds22 (s1, s2 < 0) are primitively independent.
Then F  G ∈ Ds1+s22 and
‖F  G‖s1+s2 ≤ ‖F‖s1 × ‖G‖s2 .
Remark 2.8. The above definition is valid even if F and G are not primitively independent. In
this case, however, F  G belongs to a wider space.
We finally introduce the substitution formula.
Definition 2.9 ([21,22]). Let Φ(x) ∈ Ds2 for dx almost all x ∈ RN (s < 0). Let F be a
non-degenerate smooth Wiener functional in Malliavin’s sense. Assume that Φ(x) and F are
primitively independent and that Φ(x)  δx (F) ∈ Ds+β2 (β < −N/2) is Bochner integrable.
(Note that δx (F) ∈ Dβ2 .) Then we define the substitution Φ(F) ∈ Ds+β2 as follows:
Φ(F) =
∫
Φ(x)  δx (F)dx .
Remark 2.10. We have defined the substitution Φ(F) unless Φ(x) and F are primitively
independent. Details are shown in [22].
3. Generalized PCAFs
In this section we define generalized PCAFs, their corresponding characteristics and
associated Revuz measures. Let A(t, ·) = A(t, ·;W·) (t ≥ 0) be aDγ2 valued measurable function
on RN . We assume that γ < 0. SetNt be the exceptional set of A(t, ·), and assume the Lebesgue
measure of NA = ∪t≥0Nt is zero. We also assume the following condition:
Condition 1.∫
‖A(t, y)‖2,γ e−δ|y|2dy < ∞
for all δ > 0.
Definition 3.1. If A = {A(t, x;W·); t ≥ 0, x ∈ RN \NA} satisfies Condition 1 and the following
five conditions, then we call A a Dγ2 positive continuous additive functional.
(1) A(t, x) = A(t, x;W·) is Ft measurable.
(2) A(0, x) = 0.
(3) A(t + s, x;W·)− A(t, x;W·) = A(s, x +Wt ; (θtW )·) ((θtW )s = Wt+s −Wt ).
(4) 〈F, A(t, x)〉 ≥ 0 for all F(∈ D−γ2 ) ≥ 0.
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(5) There exists γ1 ≤ γ such that (I − L)γ1/2A(·, x) has an almost surely continuous
modification for all fixed x ∈ RN \NA.
We also call A a generalized PCAF.
Remark 3.2. Let an(t, x) (n ∈ ZN+ ) be the nth kernel of A(t, x;W·), i.e.,
A(t, x;W·) =
∑
IWn (an(t, x)). (3.1)
Then we have A(s, x; (θtW )·) = ∑ I θtWn (an(s, x)). Since A(s, x + y; (θtW )·) and Wt are
primitively independent, A(s, x + Wt ; (θtW )·) is well defined as an element of Dγ+β2 (β <−N/2) from Propositions 2.7 and 2.1.
Remark 3.3. A sufficient condition for (5) above is
‖A(t + s, x;W·)− A(t, x;W·)‖22,γ1 ≤ Csδ (δ > 1).
Remark 3.4. If
∫ ‖A(t, y)‖22,γ e−δ|y|2dy < ∞ for all δ > 0, then an(s, x + Wt ) belongs to
L2(P), and we can define A(s, x +Wt ; (θtW )·) according to Dorogovtsev and Bakun [4], which
coincides with ours.
We next define the characteristic of a generalized PCAF.
Definition 3.5. Let A be a Dγ2 PCAF admitting the chaos representation (3.1). Then its 0th chaos
a0(t, x) is called the characteristic of A.
The characteristic reconstruct A, as Dynkin [5] showed for square integrable PCAF.
Proposition 3.6. Let A be a Dγ2 PCAF admitting the chaos representation (3.1). Let ∆n = {0 =
t0 < t1 < · · · < tn−1 < tn = t} be a partition of [0, t], and put |∆n| = max |ti − ti−1|. Then
lim
|∆n |→0
n−1∑
i=0
a0(ti+1 − ti , x +Wti ) = A(t, x)
holds in Dγ2 .
Proof. From (3) of Definition 3.1 we have
a0(ti+1 − ti , x +Wti ) = E[A(ti+1 − ti , x +Wti ; (θtiW )·)|Fti ]
= E[A(ti+1, x)− A(ti , x)|Fti ].
Since
(I − L)γ1/2E[A(ti+1, x)− A(ti , x)|Fti ] = E[(I − L)γ1/2A(ti+1, x)
− (I − L)γ1/2A(ti , x)|Fti ]
all we have to show is
lim
|∆n |→0
E
(n−1∑
i=0
{
A˜(ti+1, x)− A˜(ti , x)− E[ A˜(ti+1, x)− A˜(ti , x)|Fti ]
})2 = 0,
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where A˜(t, x) = (I − L)γ1/2A(t, x) which is almost surely continuous. Let F ∈ L2(P) be
positive. Denote the Ornstein–Uhlenbeck semigroup by Tu (u > 0). For any t > s ≥ 0 we have
〈F, A˜(t, x)〉 = 1
Γ (−γ /2)
∫ ∞
0
e−uu(−γ /2)−1〈F, Tu A(t, x)〉du
≥ 1
Γ (−γ /2)
∫ ∞
0
e−uu(−γ /2)−1〈F, Tu A(s, x)〉du
= 〈F, A˜(s, x)〉
since 〈F, Tu A(t, x)〉 = 〈TuF, A(t, x)〉 and TuF ≥ 0 if F ≥ 0. Here Γ (x) denotes the Gamma
function. Therefore A˜(t, x) has a modification A¯(t, x) which is almost surely increasing on
countable dense subset D of [0,∞). Thus A˜(t, x) has a modification A¯(t, x) which is almost
surely increasing and continuous. The rest of the proof is the same as in Dynkin [5] 6.13. 
We next introduce the Revuz measure associated to a generalized PCAF. To begin, we define
the expectation of the integral with respect to a generalized PCAF.
Definition 3.7. Suppose f is a rapidly decreasing C∞ function on RN . Then the expectation of
integral of f (x +Ws) with respect to A is defined as follows:∫ t
0
〈 f (x +Ws), dAs(x)〉 = lim|∆n |→0
n−1∑
i=0
〈 f (x +Wti ), A(ti+1, x)− A(ti , x)〉,
where ∆n = {0 = t0 < t1 < · · · < tn−1 < tn = t}.
Remark 3.8. The above definition does not depend on the choice of partitions; indeed, ∆′m =
{0 = s0 < s1 < · · · < sm−1 < sm = t} be another partition of [0, t]. Put ∆n ∪∆′m = {0 = u0 <
u1 < · · · < u`−1 < u` = t}. Set t(k) = ti if ti ≤ uk < ti+1 and s(k) = s j if s j ≤ uk < s j+1.
Then
n−1∑
i=0
〈 f (x +Wti ), A(ti+1, x)− A(ti , x)〉 −
m−1∑
j=0
〈 f (x +Ws j ), A(s j+1, x)− A(s j , x)〉
=
`−1∑
k=0
〈 f (x +Wt(k))− f (x +Ws(k)), A(uk+1, x)− A(uk, x)〉
=
`−1∑
k=0
E[(I − L)a( f (x +Wt(k))− f (x +Ws(k)))
× (I − L)−a(A(uk+1, x)− A(uk, x))], (3.2)
where a is the minimal integer satisfying a ≥ −γ /2. As
(I − L) f (x +Wt ) = f (x +Wt )+∇ f (x +Wt ) ·Wt − t∆ f (x +Wt ),
we see that
|(I − L)a( f (x +Wt(k))− f (x +Ws(k)))| ≤ C1|Wt(k) −Ws(k) | + C2|t(k) − s(k)|,
where C1 and C2 are constants depending on ‖xn∂m f ‖∞ (|n| + |m| ≤ 2a + 1), ‖ f ‖∞ denoting
the supremum norm of f , xn =∏ xnii and ∂m = ∂m11 ∂m22 · · · ∂mNN . x · y denotes the inner product
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of x, y ∈ RN . Therefore (3.2) is dominated by
E
[{
C1 sup
k
|Wt(k) −Ws(k) | + C2(|∆n| ∧ |∆′m |)
}
(I − L)−a A(t, x)
]
,
where a ∧ b = min{a, b}. Note that
sup
k
|Wt(k) −Ws(k) | ≤ maxi supti≤s<ti+1
|Ws −Wti | +max
j
sup
s j≤s<s j+1
|Ws −Ws j |
and that
E
[
max
i
sup
ti≤s<ti+1
|Ws −Wti |2
]
=
∑
i
E
[
sup
ti≤s<ti+1
|Ws −Wti |21Ai
]
≤
∑
i
E
[
sup
ti≤s<ti+1
|Ws −Wti |4
]1/2
P(Ai )
1/2
=
∑
i
C |ti+1 − ti |P(Ai )1/2
≤ C
(∑
i
|ti+1 − ti |2
)1/2
≤ C√t√|∆n|,
where Ai = {max j supt j≤s<t j+1 |Ws −Wt j | = supti≤s<ti+1 |Ws −Wti |}. Thus (3.2) is dominated
by C(|∆n|1/4 + |∆′m |1/4)‖A(t, x)‖2,2a , which tends to 0 as |∆n|, |∆′m | → 0.
Lemma 3.9. Let f be a smooth function on RN such that, for some δ > 0, f (x) exp(δ|x |2) is
bounded. Then∫ t
0
〈 f (x +Ws), dAs(x)〉 ∈ L1(dx).
Proof. We assume that δ < 1/(2t) without loss of generality. Since A is a generalized PCAF
and (θtW )· and Wt are independent,
〈 f (x +Wti ), A(ti+1, x)− A(ti , x)〉 = 〈 f (x +Wti ), A(ti+1 − ti , x +Wti ; (θtiW )·)〉
= 〈 f (x +Wti ), a0(ti+1 − ti , x +Wti )〉
=
∫
f (x +√ti y)a0(ti+1 − ti , x +√ti y)pN (1, y)dy.
Therefore∣∣〈 f (x +Wti ), A(ti+1, x)− A(ti , x)〉∣∣
≤
∥∥∥ f (x)eδ|x |2∥∥∥∞
∫
e−δ|x+
√
ti y|2a0(ti+1 − ti , x +√ti y)pN (1, y)dy
≤
∥∥∥ f (x)eδ|x |2∥∥∥∞ e−δ|x |2/2
∫
a0(ti+1 − ti , x +√ti y)
(
1√
2pi
)N
e−(1−2δt)|y|2/2dy
=
∥∥∥ f (x)eδ|x |2∥∥∥∞
(
1√
1− 2δt
)N
e−δ|x |2/2
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×
∫
a0
(
(1− 2δt)
(
ti+1
1− 2δt −
ti
1− 2δt
)
, x +
√
ti
1− 2δt z
)
pN (1, z)dz
≤
∥∥∥ f (x)eδ|x |2∥∥∥∞
(
1√
1− 2δt
)N
e−δ|x |2/2
×
∫
a0
(
ti+1
1− 2δt −
ti
1− 2δt , x +
√
ti
1− 2δt z
)
pN (1, z)dz
=
∥∥∥ f (x)eδ|x |2∥∥∥∞
(
1√
1− 2δt
)N
e−δ|x |2/2
(
a0
(
ti+1
1− 2δt , x
)
− a0
(
ti
1− 2δt , x
))
,
because a0(s, x) ≤ a0(t, x) if s ≤ t and
a0(t, x)− a0(s, x) = E[a0(t − s, x +Ws)] =
∫
a0(t − s, x +
√
sy)pN (1, y)dy.
Hence∣∣∣∣∣∑
i
〈 f (x +Wti ), A(ti+1, x)− A(ti , x)〉
∣∣∣∣∣
≤
∥∥∥ f (x)eδ|x |2∥∥∥∞
(
1√
1− 2δt
)N
e−δ|x |2/2a0
(
t
1− 2δt , x
)
, (3.3)
and ∣∣∣∣∫ t
0
〈 f (x +Ws), d As(x)〉
∣∣∣∣ ≤ ∥∥∥ f (x)eδ|x |2∥∥∥∞
(
1√
1− 2δt
)N
e−δ|x |2/2a0
(
t
1− 2δt , x
)
,
(3.4)
which is integrable from Condition 1. 
From (3.4)
∫
RN
∫ 1
0 〈 f (x + Ws), dAs(x)〉dx determines a positive distribution, therefore we
have the following definition:
Definition 3.10. The Revuz measure νA on RN associated to a generalized PCAF A is given by∫
f (x)νA(dx) =
∫
RN
∫ 1
0
〈 f (x +Ws), dAs(x)〉dx, (3.5)
f being a smooth function with compact support.
Remark 3.11. From (3.4), (3.5) is valid if f is a smooth function such that, for some δ > 0,
f (x) exp(δ|x |2) is bounded.
The next proposition shows the correspondence between the Revuz measure and the
characteristic (cf. Blumenthal and Getoor [2] IV (2.19)).
Proposition 3.12. Let A be a generalized PCAF. Let f be a smooth function such that, for some
δ > 0, f (x) exp(δ|x |2) is bounded. Then we have∫
f (x)νA(dx) = lim|∆n |→0
∑
i
∫
f (y)a0(ti+1 − ti , y)dy.
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Proof. Noting (3.3), we see that∫
f (x)νA(dx) =
∫
lim
|∆n |→0
n−1∑
i=0
〈 f (x +Wti ), A(ti+1, x)− A(ti , x)〉dx
= lim
|∆n |→0
n−1∑
i=0
∫
〈 f (x +Wti ), A(ti+1, x)− A(ti , x)〉dx
= lim
|∆n |→0
n−1∑
i=0
∫∫
f (y)a0(ti+1 − ti , y)pN (ti , y − x)dydx
= lim
|∆n |→0
∑
i
∫
f (y)a0(ti+1 − ti , y)dy,
which is the assertion. 
Recomposing partitions in suitable forms we have the following corollary.
Corollary 3.13. Let A and f be the same as in Proposition 3.12. Then, for all h > 0 and u ≥ 0,
we have∫
RN
1
h
∫ u+h
u
〈 f (x +Ws), dAs(x)〉dx =
∫
f (x)νA(dx)
and ∫
f (x)νA(dx) = 1h lim|∆n |→0
∑
i
∫
f (y)a0(h(ti+1 − ti ), y)dy.
4. Local time representation of a generalized PCAF
In this section we show a Brownian local time representation of a generalized PCAF. We
prepare an integrability condition on measures.
Condition 2. Let µ be a measure on RN . Let x ∈ RN . For all η > 0 small enough and for all
δ > 0,∫
|y − x |2−N−ηe−δ|y−x |2µ(dy) < ∞.
Theorem 4.1. Let A = {A(t, x;W·); t ≥ 0, x ∈ RN \ NA} be a Dγ2 PCAF (γ < 0). Let
x ∈ RN \ NA. Suppose that the Revuz measure νA associated to A satisfies Condition 2. Then∫
L(t, y − x)νA(dy) exists in Dα2 (α < 1− N/2) and
A(t, x) =
∫
L(t, y − x)νA(dy)
holds, L(t, z) denoting the local time of W at z.
In the rest of the section we prove the theorem given above by several steps.
Since L(t, y − x) is continuous with respect to y( 6= x) in Dα2 (see [23] Proposition 2.2),∫
L(t, y − x)νA(dy) is well defined in Dα2 as a Bochner integral from (2.8) and Condition 2. We
have several lemmata on
∫
L(t, y − x)νA(dy).
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Lemma 4.2. Assume that νA satisfies Condition 2. Then the following equation holds in Dα2 ;
lim
r→0
∫
L(r, y − x)νA(dy) = 0.
Lemma 4.3. Assume that νA satisfies Condition 2. Let r > 0. Set si = r + (i −1)(t − r)/m (i =
1, 2, . . . ,m + 1). Then the following approximation holds in Dβ2 (β < −N/2):
lim
m→∞
∥∥∥∥∥
∫
{L(t, y − x)− L(r, y − x)}νA(dy)−
m∑
i=1
t − r
m
∫
δy−x (Wsi )νA(dy)
∥∥∥∥∥
2,β
= 0.
Remark 4.4. Since RN 3 z 7→ δz(Ws) ∈ Dβ2 is continuous (Remark 2.2, refer also to
Watanabe [24]),
∫
δy−x (Wsi )νA(dy) exists inD
β
2 from (2.5) and admits the following Itoˆ–Wiener
expansion;∫
δy−x (Wsi )νA(dy) =
∑
In
(∫
gn(si , y − x)νA(dy)
)
.
Lemma 4.5.
lim
m→∞
∥∥∥∥∥ m∑
i=1
t − r
m
∫
δy−x (Wsi )νA(dy)
−
∑
In
(
m∑
i=1
∫
gn(si , z − x)a0
(
t − r
m
, z
)
dz
)∥∥∥∥∥
2,β−1
= 0.
Lemma 4.6.
lim
m→∞
∥∥∥∥∥∑ In
(
m∑
i=1
∫
gn(si , z − x)a0
(
t − r
m
, z
)
dz
)
− (A(t, x)− A(r, x))
∥∥∥∥∥
2,α
= 0.
Obviously Theorem 4.1 is led by the above lemmata. Thus all we have to do is to prove them.
Lemmata 4.2 and 4.3 have already been obtained in Lemmata 4.1 and 4.2 of [23], so we omit
their proofs.
Proof of Lemma 4.5. Since gn(si , y − x) exp(|x |2/4si ) is bounded∫
gn(si , y − x)νA(dy) = mt − r limM→∞ M
∫
gn(si , z − x)a0
(
t − r
mM
, z
)
dz
holds from Corollary 3.13. A being a generalized PCAF, we have
a0
(
t − r
m
j + 1
M
, x
)
− a0
(
t − r
m
j
M
, x
)
= E
[
a0
(
t − r
mM
, x +W(t−r) j/mM
)]
and therefore
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a0
(
t − r
m
, x
)
− Ma0
(
t − r
mM
, x
)
=
M−1∑
j=1
E
[
a0
(
t − r
mM
, x +W(t−r) j/mM
)
− a0
(
t − r
mM
, x
)]
.
Thus
t − r
m
∫
gn(si , y − x)νA(dy)−
∫
gn(si , z − x)a0
(
t − r
m
, z
)
dz
= lim
M→∞
M−1∑
j=1
∫
gn(si , z − x)E
[
a0
(
t − r
mM
, z
)
− a0
(
t − r
mM
, z +W(t−r) j/mM
)]
dz
= lim
M→∞
M−1∑
j=1
∫
E
[
gn(si , z − x)− gn(si , z − x −W(t−r) j/mM )
]
a0
(
t − r
mM
, z
)
dz.
Let 7/8+ (3β)/(4N ) < δ < 1/2. Note that 0 < 1−2δ < mr/(2(t− r)) if m is large enough.
Since
|gn(si , z − x)− gn(si , z − x −W(t−r) j/mM )|
=
∣∣∣∣∣
∫ 1
0
W(t−r) j/mM · ∇gn(si , z − x − uW(t−r) j/mM )du
∣∣∣∣∣
≤ C
max
k
C(n+ ek, δ)
n! |W(t−r) j/mM |
∫ 1
0
e−(1−2δ)|z−x−uW(t−r) j/mM |2/(2si )du
×
(
1√
si
)|n|+1 ( 1√
r
)N ∏
`
1[0,si ](t`)
≤ C
max
k
C(n+ ek, δ)
n! |W(t−r) j/mM |e
−(1−2δ)|z−x |2/(4si )e(1−2δ)|W(t−r) j/mM |2/(2si )
×
(
1√
si
)|n|+1 ( 1√
r
)N ∏
`
1[0,si ](t`)
from (2.2) and (2.7), we have
E |gn(si , z − x)− gn(si , z − x −W(t−r) j/mM )|
≤ C
max
k
C(n+ ek, δ)
n! e
−(1−2δ)|z−x |2/(4si )
√
(t − r) j
mM
√
E[e(1−2δ)|W(t−r) j/mM |2/si ]
×
(
1√
si
)|n|+1 ( 1√
r
)N ∏
`
1[0,si ](t`)
≤ C
max
k
C(n+ ek, δ)
n! e
−(1−2δ)|z−x |2/(4t)
√
(t − r) j
mM
(
1− 2(t − r)(1− 2δ)
mr
)−N/4
×
(
1√
si
)|n|+1 ( 1√
r
)N ∏
`
1[0,si ](t`),
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where C(n, δ) = √n!(n ∨ 1)−(8δ−1)/12 and ek = (0, . . . , 0,
k∨
1, 0, . . . , 0). Therefore∣∣∣∣ t − rm
∫
gn(si , y − x)νA(dy)−
∫
gn(si , z − x)a0
(
t − r
m
, z
)
dz
∣∣∣∣
≤ lim
M→∞
M−1∑
j=1
C
max
k
C(n+ ek, δ)
n!
√
(t − r) j
mM
(
1− 2(t − r)(1− 2δ)
mr
)−N/4
×
∫
e−(1−2δ)|z−x |2/(4t)a0
(
t − r
mM
, z
)
dz
(
1√
si
)|n|+1 ( 1√
r
)N ∏
`
1[0,si ](t`)
≤ C
max
k
C(n+ ek, δ)
n!
(
t − r
m
)3/2 (
1− 2(t − r)(1− 2δ)
mr
)−N/4
×
∫
e−(1−2δ)|z−x |2/(4t)νA(dz)
(
1√
si
)|n|+1 ( 1√
r
)N ∏
`
1[0,si ](t`)
from Corollary 3.13. Thus∥∥∥∥∥ m∑
i=1
t − r
m
∫
δy−x (Wsi )νA(dy)−
∑
In
(
m∑
i=1
∫
gn(si , z − x)a0
(
t − r
m
, z
)
dz
)∥∥∥∥∥
2,β−1
≤
m∑
i=1
∥∥∥∥ t − rm
∫
δy−x (Wsi )νA(dy)−
∑
In
(∫
gn(si , z − x)a0
(
t − r
m
, z
)
dz
)∥∥∥∥
2,β−1
≤ Cm
(
t − r
m
)3/2 (
1− 2(t − r)(1− 2δ)
mr
)−N/4 ∫
e−(1−2δ)|z−x |2/(4t)νA(dz)
×
(
1√
r
)N+1∑
n
(1+ n)β−1nN (7−8δ)/6.
Since
∑
n(1 + n)β−1nN (7−8δ)/6 < ∞ the last term goes to 0 as m → ∞, which completes the
proof. 
Proof of Lemma 4.6. Since∑
In
(
m∑
i=1
∫
gn(si , z − x)a0
(
t − r
m
, z
)
dz
)
=
m∑
i=1
a0
(
t − r
m
, x +Wsi
)
Proposition 3.6 ensures that the right-hand side above goes to A(t, x)− A(r, x) asm →∞. 
5. Generalized PCAFs corresponding to Radon measure
In [23] we showed the following correspondence between a generalized Wiener functional
and a Radon measure: Let µ be a Radon measure on RN . Fix x ∈ RN . We prepare the conditions
on measure µ.
Condition 3. supy∈RN µ(B(y, r)) < ∞ for all r > 0, where B(y, r) = {z; |z − y| < r}.
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Condition 4. For all δ > 0 and for all η > 0, r > 0 small enough,
sup
z∈B(x,r)
∫
|y − z|2−N−ηe−δ|y−z|2µ(dy) < ∞.
Theorem 5.1 ([23] Theorem 3.1). Let µ be a Radon measure satisfying Conditions 3 and 4. Let
α < 1− N/2. Then it holds that
lim
ε→0
∫ t
0
µ ∗ ϕε(Ws + x)ds = Aµ(t, x) in Dα2 , (5.1)
where
Aµ(t, x) =
∑
In(a
µ
n (t, x)),
aµn (t, x) =
∫ t
0
∫
gn(s, z − x)µ(dz)ds.
(5.2)
Here gn(s, z − x) is as in (2.2), ϕε(y) = ϕ(y/ε)/εN , ϕ being a smooth function with compact
support such that
∫
RN ϕ(y)dy = 1 and µ ∗ ϕ(y) =
∫
ϕ(y − z)µ(dz).
Remark 5.2. Since this chaos expansion (5.2) belongs to Dα2 if µ satisfies Condition 2, Aµ(t, x)
exists as an element of Dα2 under Condition 2. See [23] for details.
We also obtained the following local time representation of Aµ:
Theorem 5.3. Assume that µ satisfies Condition 2. Then it holds that
Aµ(t, x) =
∫
L(t, y − x)µ(dy).
In this section we prove that Aµ above is a generalized PCAF. For this sake we prepare the
following condition stronger than Condition 2:
Condition 5. Let µ be a measure on RN . Let x ∈ RN . For all η > 0 small enough and for all
δ > 0,∫
|y − x |1−N−ηe−δ|y−x |2µ(dy) < ∞.
Theorem 5.4. Suppose that a Radon measure µ satisfies Condition 5 for almost all x ∈ RN .
Then the generalized Wiener functional Aµ(t, x) corresponding to µ forms a Dα2 PCAF (α <
1− N/2).
Proof. From Theorem 5.3, Proposition 2.3 and Condition 5, Aµ(t, x) satisfies Condition 1.
Assume that ϕ in (2.3) be positive. Then, since
∫ t
0 ϕε(Ws − x)ds in (2.3) satisfies (1), (2) and
(4) of Definition 3.1, L(t, x) also satisfies them. Therefore, from Theorem 5.3, Aµ(t, x) also
satisfies (1), (2) and (4) of Definition 3.1.
From Theorem 5.3 it holds that
Aµ(t + s, x)− Aµ(t, x) =
∫
(L(t + s, y − x)− L(t, y − x))µ(dy)
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for any t ≥ 0 and s > 0. Applying Proposition 2.3 with η > 1 we conclude that ‖Aµ(t + s, x)−
Aµ(t, x)‖22,α ≤ Csη from Condition 5, which ensures (5) of Definition 3.1 (recall Remark 3.3).
Thus all we have to do is to show that Aµ(t, x) satisfies (3) of Definition 3.1, i.e.,
Aµ(t + s, x;W·)− Aµ(t, x;W·) = Aµ(s, x +Wt ; (θtW )·). (5.3)
The nth kernel of left-hand side above is
aµn (t + s, x)− aµn (t, x)
=
∫ t+s
t∨s1∨...∨s|n|
∫
1
n!
(
1√
u
)|n|
Hn
(
z − x√
u
)
pN (u, z − x)µ(dz)du. (5.4)
Since Aµ(s, x + y; (θtW )·) =∑ I θtWn (aµn (s, x + y)) =∑ IWn ((θtaµn )(s, x + y)) where
(θta
µ
n )(s, x) =
∫ s
0
∫
1
n!
(
1√
u
)|n|
Hn
(
z − x√
u
)
pN (u, z − x)
∏
1[t,t+u](s j )µ(dz)du,
the nth kernel of right-hand side of (5.3) is∑
p+q=n
S
∫
(θta
µ
p )(s, x + y)gq(t, y)dy. (5.5)
We easily have∫
(θta
µ
p )(s, x + y; s〈1〉1 , s〈1〉2 , . . . , s〈1〉|p| )gq(t, y; s〈2〉1 , s〈2〉2 , . . . , s〈2〉|q| )dy
= 1
p!q!
∫ ∫ s
0
∫ (
1√
u
)|p|
Hp
(
z − (x + y)√
u
)
pN (u, z − (x + y))
×
(
1√
u
)|q|
Hq
(
y√
t
)
pN (t, y)dy
∏
1[t,t+u](s〈1〉j )
∏
1[0,t](s〈2〉k )duµ(dz)
= 1
p!q!
∫ ∫ s
0
∫
(−1)|p|∂px pN (u, z − (x + y))(−1)|q|∂qx pN (t, y)dy
×
∏
1[t,t+u](s〈1〉j )
∏
1[0,t](s〈2〉k )duµ(dz)
= 1
p!q!
∫ ∫ s
0
∫
(−1)|n|∂nx pN (u, z − (x + y))pN (t, y)dy
×
∏
1[t,t+u](s〈1〉j )
∏
1[0,t](s〈2〉k )duµ(dz)
= 1
p!q!
∫ ∫ s
0
(
1√
t + u
)|n|
Hn
(
z − x√
t + u
)
pN (t + u, z − x)
×
∏
1[t,t+u](s〈1〉j )
∏
1[0,t](s〈2〉k )duµ(dz).
Since ∑
p+q=n
S 1
p!q!
∏
1[t,t+u](·)
∏
1[0,t](·) = 1n!
∏
1[0,t+u](·)
(5.5) coincides with (5.4), which completes the proof. 
Finally we discuss the relationship between the generalized PCAF Aµ corresponding to a
Radon measure µ and the Revuz measure νA associated to a generalized PCAF A.
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Theorem 5.5. (i) Let A be a generalized PCAF and νA be the associated Revuz measure
satisfying Condition 5. Then there exists a generalized PCAF AνA corresponding to νA and
A = AνA holds.
(ii) Let µ be a Radon measure satisfying Conditions 3 and 5 and Aµ be the generalized PCAF
corresponding to µ. Then µ = νAµ holds, νAµ denoting the Revuz measure associated to Aµ.
Proof. (i) is straightforward from Theorems 4.1 and 5.3. We prove (ii). Let f be a smooth
function with compact support. Then µ ∗ f (z) is a bounded continuous function under
Condition 3. Since the characteristic of Aµ is a
µ
0 (t, x) =
∫ t
0
∫
pN (s, z − x)µ(dz)ds (see (5.2)),
applying Proposition 3.12 we see that∫
f (x)νAµ(dx) = limn→∞ n
∫
aµ0 (1/n, x) f (x)dx
= lim
n→∞ n
∫ ∫ 1/n
0
∫
pN (s, z − x)µ(dz)ds f (x)dx
= lim
n→∞ n
∫ ∫ 1/n
0
∫
pN (s, z)µ ∗ f (z)ds dz
= lim
n→∞ n
∫ 1/n
0
E[µ ∗ f (Ws)]ds
= lim
n→∞
∫ 1
0
E[µ ∗ f (Wu/n)]du = µ ∗ f (0) =
∫
f (x)µ(dx),
which completes the proof. 
6. The exact Meyer–Watanabe’s Sobolev space to which Aµ(t, x) belongs
In this section we discuss the exact Meyer–Watanabe’s Sobolev space to which the generalized
Wiener functional Aµ(t, x) corresponding to a Radon measure to which µ belongs. As shown in
Theorem 5.3, Aµ(t, x) is represented by the integral of the Brownian local time with respect to
µ. Thus this functional possibly belongs to a narrower space thanDα2 (α < 1−N/2) to which the
Brownian local time belongs. Let γ > 0 and assume that µ satisfies Condition 2. We compute
the D−γ2 -norm of Aµ(t, x) concretely from (5.2),i.e.,
‖Aµ(t, x)‖22,−γ =
∑
n
1
Γ (γ )
∫ ∞
0
e−rrγ−1e−|n|rdrn!‖aµn (t, x)‖2
= 1
Γ (γ )
∫ ∞
0
e−rrγ−1
∑
n
e−|n|rn!‖aµn (t, x)‖2dr
and ∑
n
e−|n|rn!‖aµn (t, x)‖2 =
∑
n
e−|n|r 2
n!
∫∫ ∫ t
0
∫ s
0
(√
u
s
)|n|
Hn
(
y − x√
s
)
Hn
(
z − x√
u
)
× pN (s, y − x)pN (u, z − x)du dsµ(dz)µ(dy).
To compute the above summation, we introduce Mehler’s formula (cf. Erde´lyi et al. [6] 10.13,
Lebedev [11] (4.9.5)):
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Lemma 6.1 (Mehler’s formula).
∞∑
n=0
zn
n! Hn(x)Hn(y) = (1− z
2)−1/2 exp
{
xyz − (x2 + y2)z2/2
1− z2
}
,
where the infinite sum in the left-hand side above converges uniformly on compact sets of
(x, y) ∈ R2 for each z ∈ (0, 1).
Thus we have∑
n
e−|n|r 1
n!
(√
u
s
)|n|
Hn
(
y − x√
s
)
Hn
(
z − x√
u
)
=
(
1− e
−2ru
s
)−N/2
× exp

( y − x√
s
· z − x√
u
)√
e−2ru
s
−
( |y − x |2
s
+ |z − x |
2
u
)
e−2ru
2s

/(
1− e
−2ru
s
) ,
and therefore∑
n
e−|n|rn!‖aµn (t, x)‖2 = 2
∫∫ ∫ t
0
∫ s
0
pN (s − e−2ru, y − e−r z − (1− e−r )x)
× pN (u, z − x)du dsµ(dz)µ(dy) (6.1)
and
‖Aµ(t, x)‖22,−γ =
2
Γ (γ )
∫ ∞
0
e−rrγ−1
∫∫ ∫ t
0
∫ s
0
pN (s − e−2ru, y − e−r z − (1− e−r )x)
× pN (u, z − x)du dsµ(dz)µ(dy)dr
hold. Hence we obtain the following theorem:
Theorem 6.2. Let γ > 0. Suppose µ be a Radon measure satisfying Condition 2. Then the
corresponding generalized Wiener functional Aµ(t, x) belongs to D
−γ
2 if and only if∫ ∞
0
e−rrγ−1
∫∫ ∫ t
0
∫ s
0
pN (s − e−2ru, y − e−r z − (1− e−r )x)pN (u, z − x)
× du dsµ(dz)µ(dy)dr < ∞.
We next discuss a sufficient condition for Aµ belonging to L2(P). Since
‖Aµ(t, x)‖22,0 ≤ lim infr→0
∑
n
e−|n|rn!‖aµn (t, x)‖2,
we estimate pN (s − e−2ru, y − e−r z − (1− e−r )x)pN (u, z − x) (see (6.1)).
pN (s − e−2ru, y − e−r z − (1− e−r )x)pN (u, z − x)
≤
(
1
2pi((s − u)+ (1− e−2r )u)
)N/2
exp
(
− |y − z|
2
4((s − u)+ (1− e−2r )u)
)
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× exp
(
(1− e−2r )2|z − x |2
2((s − u)+ (1− e−2r )u)
)
pN (u, z − x)
≤
(
1
2pi((s − u)+ (1− e−2r )u)
)N/2
exp
(
− |y − z|
2
4((s − u)+ (1− e−2r )u)
)
× exp
(
(1− e−2r )2|z − x |2
2(1− e−2r )u
)
pN (u, z − x)
≤
(
1
2pi((s − u)+ (1− e−2r )u)
)N/2
exp
(
− |y − z|
2
4((s − u)+ (1− e−2r )u)
)
×
(
1
2piu
)N/2
exp
(
−|z − x |
2
4u
)
≤ C(s − u)−1+η/2u−1+η/2|y − z|−N+2−η|z − x |−N+2−η
× exp
(
−δ|y − z|
2
4t
)
exp
(
−δ|z − x |
2
4t
)
for all δ > 0 and η > 0. Since
∫ t
0
∫ s
0 (s − u)−1+η/2u−1+η/2du ds < ∞, we obtain the following
theorem:
Theorem 6.3. Suppose µ be a Radon measure satisfying Condition 2. Then the corresponding
generalized Wiener functional Aµ(t, x) belongs to L2(P) if∫∫
|y − z|−N+2−η|z − x |−N+2−ηe−δ|y−z|2e−δ|z−x |2µ(dz)µ(dy) < ∞
for some δ > 0 and η > 0.
Example 2. Set µ = δ0 and x 6= 0, which is the case of the Brownian local time. We show that∫ ∞
0
e−rrγ−1
∫ t
0
∫ s
0
pN (s − e−2ru, (1− e−r )x)pN (u, x)du ds dr < ∞
if and only if γ > N/2− 1. Since pN (s − e−2ru, (1− e−r )x) ≤ C(1− e−r )−N we have∫ ∞
M
e−rrγ−1
∫ t
0
∫ s
0
pN (s − e−2ru, (1− e−r )x)pN (u, x)du ds dr
=
∫ ∞
M
e−rrγ−1
∫ t
0
∫ 1
0
pN (s(1− e−2rv), (1− e−r )x)pN (sv, x)s dv ds dr < ∞
for all M > 0. As pN (s(1 − e−2rv), (1 − e−r )x) < (2pis(1 − e−2rε))−N/2 if 0 < v < ε < 1
and pN (sv, x) ≤ C(sv)N/2 (recall x 6= 0), we have∫ M
0
e−rrγ−1
∫ t
0
∫ ε
0
pN (s(1− e−2rv), (1− e−r )x)pN (sv, x)s dv ds dr < ∞
if γ > N/2− 1. We first check that∫ M
0
e−rrγ−1
∫ t
0
∫ 1
ε
pN (s(1− e−2rv), (1− e−r )x)pN (sv, x)s dv ds dr < ∞
if γ > N/2− 1. Since
pN (s(1− e−2rv), (1− e−r )x)pN (sv, x)s ≤ Cs−N+1(1− e−2rv)−N/2ε−N/2e−|x |2/2s
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if ε ≤ v ≤ 1 and ∫ t0 s−N+1e−|x |2/2sds < ∞, it is sufficient to check that∫ M
0
∫ 1
ε
rγ−1(1− e−2rv)−N/2dv dr < ∞
if γ > N/2− 1. Because 1− e−2rv ≥ (1− v)+ 2εe−2Mr if ε ≤ v ≤ 1 and 0 ≤ r ≤ M∫ M
0
∫ 1
ε
rγ−1(1− e−2rv)−N/2dv dr ≤
∫ M
0
∫ 1
0
rγ−1((1− v)+ 2εe−2Mr)−N/2dv dr
≤ C
∫ M
0
rγ−1r1−N/2dr
if N ≥ 3 and∫ M
0
∫ 1
ε
rγ−1(1− e−2rv)−N/2dv dr ≤ C
∫ M
0
rγ−1 log(1/r)dr
if N = 2, which in both cases is finite if γ > N/2− 1. We next check that∫ M
0
e−rr N/2−2
∫ t
0
∫ 1
ε
pN (s(1− e−2rv), (1− e−r )x)pN (sv, x)s dv ds dr = ∞
if N ≥ 3. Set ε > √2− 1 and M ≤ log{ε/(√2− 1)}. Note that
pN (s(1− e−2rv), (1− e−r )x)pN (sv, x)s = (2pi)−N s−N+1v−N/2(1− e−2rv)−N/2
× exp{(v − 2ve−r + 1)|x |2/2sv(1− e−2rv)},
and also that (v − 2ve−r + 1)/v(1 − e−2rv) ≤ 2 holds if ε ≤ v ≤ 1 and 0 ≤ r ≤ M . Thus we
have ∫ M
0
e−rr N/2−2
∫ t
0
∫ 1
ε
pN (s(1− e−2rv), (1− e−r )x)pN (sv, x)s dv ds dr
≥
∫ M
0
e−Mr N/2−2
∫ t
0
∫ 1
ε
(2pi)−N s−N+1(1− v + 2r)−N/2e−|x |2/sdv ds dr
= (2pi)−N e−M
∫ t
0
s−N+1e−|x |2/sds
∫ M
0
r N/2−2 1
N/2− 1
×{(2r)1−N/2 − (2r + (1− ε))1−N/2}dr
≥ (2pi)−N e−M 1
N/2− 1
∫ t
0
s−N+1e−|x |2/sds
∫ M
0
r−1dr = ∞
since 1− e−2rv ≤ (1− v)+ 2r , which is the desired conclusion. Refer to Takanobu [18].
Example 3. We consider the flat measure on the N -dimensional Sierpinski gasket. We first
explain the N -dimensional Sierpinski gasket: Let e1, e2, . . . , eN ∈ RN be unit vectors satisfying
ei · e j = 1/2 if i 6= j . Set e0 = 0. The pre-Sierpinski gasket Gn is defined by
Gn =
{
n∑
i=1
1
2i
ai ; ai = e0, e1, . . . , eN
}
and the Sierpinski gasket G by
G = ∪Gn,
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A denoting the closure of a set A. The flat measureµG on G is defined as follows: Let X1, X2, . . .
be i.i.d. random variables distributed uniformly on {e0, e1, . . . , eN }. µG is the distribution of∑∞
i=1 X i/2i .
Assume that x 6∈ G. Since µG is a finite measure and infy∈G |y − x | > 0 if x 6∈ G, µG
satisfies Conditions 3 and 4. Thus the (generalized) Wiener functional AµG (t, x) exists from
Theorem 5.1. We show that this AµG (t, x) corresponding to µG belongs to L
2(P) if x 6∈ G and
N ≤ 3. µG satisfying Condition 2, it is sufficient from Theorem 6.3 to see that
E[|Y − Z |−N+2−η] < ∞
for some η > 0 if N ≤ 3. Here Y = ∑ Yi/2i and Z = ∑ Zi/2i , Yi , Zi (i = 1, 2, . . .) being
independent copies of X1. We note that the distribution of Yi − Zi is
P(Yi − Zi = e0) = 1N + 1 ,
P(Yi − Zi = e j − ek) =
(
1
N + 1
)2
( j, k = 0, 1, 2, . . . , N , j 6= k).
We first compute P(|∑nk=1(Yk−Zk)/2k | < 1/2n−1). There are two cases where the above event
occurs; (i) Yk − Zk = e0 for all k ≤ n − 1. (ii) Yk − Zk = e0 for all k ≤ m − 1 (m ≤ n − 1),
Ym− Zm = ei −e j (i 6= j), Yk− Zk = e j −ei for all m+1 ≤ k ≤ n−1 and Yn− Zn = ei ′ −e j ′
((ei ′ − e j ′) · (ei − e j ) < 0). Therefore
P
(∣∣∣∣∣ n∑
k=1
Yk − Zk
2k
∣∣∣∣∣ < 12n−1
)
=
(
1
N + 1
)n−1
+
n−1∑
m=1
(
1
N + 1
)m−1 N
N + 1
(
1
N + 1
)2(n−m−1) N
2(N + 1)
= N + 2
2
(
1
N + 1
)n−1
− N
2
(
1
N + 1
)2n−2
.
Since |Y − Z | < 1/2n implies that |∑nk=1(Yk − Zk)/2k | < 1/2n−1 we have
E[|Y − Z |−N+2−η] ≤
∑
2(N−2+η)(n+1)P
(
2n <
1
|Y − Z | ≤ 2
n+1
)
≤
∑
2(N−2+η)(n+1)P(|Y − Z | < 1/2n)
≤
∑
2(N−2+η)(n+1) N + 2
2
(
1
N + 1
)n−1
= (N + 2)(N + 1)2N−3+η
∑(2N−2+η
N + 1
)n
,
which is finite if η < (log(N + 1)/ log 2) + 2 − N . Since (log(N + 1)/ log 2) + 2 − N > 0 if
N ≤ 3 and η is assumed to be positive, we conclude that AµG (t, x) ∈ L2(P) if N ≤ 3.
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