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Abstract
In this paper, we consider the following third order differential equation
(φ(u′′))′ + f (t, u(t), u′(t), u′′(t)) = 0, 0 < t < 1,
subject to the following integral boundary conditions
u(0) = 0,
u′(0)− k1u′′(0) =
∫ 1
0
h1(u(s))ds,
u′(1)+ k2u′′(1) =
∫ 1
0
h2(u(s))ds,
where f : [0, 1] × R3 → R and hi : R → R are continuous and k1, k2 ≥ 0, φ(u) is a continuous and strictly increasing function
with φ(0) = 0, φ(R) = R, where R = (−∞,+∞). The existence result to the above boundary value problem is obtained by
applying the method of upper and lower solutions and Leray–Schauder degree theory.
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1. Introduction
The purpose of this paper is to prove the existence of a solution for the following third order differential equation
(φ(u′′))′ + f (t, u(t), u′(t), u′′(t)) = 0, 0 < t < 1, (1.1)
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subject to the following integral boundary conditions
u(0) = 0,
u′(0)− k1u′′(0) =
∫ 1
0
h1(u(s))ds,
u′(1)+ k2u′′(1) =
∫ 1
0
h2(u(s))ds,
(1.2)
where f : [0, 1] × R3 → R and hi : R → R are continuous and k1, k2 ≥ 0, φ(u) is a continuous and strictly
increasing function with φ(0) = 0, φ(R) = R, where R = (−∞,+∞).
Boundary value problems with integral boundary conditions constitute a very interesting and important class
of problems. They include two, three, multi-point and nonlocal boundary value problems as special cases. For
boundary value problems with integral boundary conditions and comments on their importance, we refer the
reader to the papers [1,2] and the references therein. Moreover, boundary value problems with integral boundary
conditions have been studied by many authors. For example, in paper [3], the author considered the boundary value
problem
x ′′ = f (t, x, x ′), t ∈ [a, b], (1.3)
ω(x(a), x(b)) = 0, (1.4)∫ b
a
ϕ(|x ′(τ )|)dτ = g, (1.5)
where the number g ∈ R is fixed, the functions ω : R × R → R, ϕ : [0,∞) → R are continuous, ω(s1, s2) is
nondecreasing in each of the arguments s1, s2 and is strictly increasing at least in one of the two arguments, the set of
pairs s1, s2 that satisfy equality ω(s1, s2) = 0 is nonempty, the function ϕ(z) strictly increases and
lim
z→+∞ϕ(z) = +∞.
The paper provided sufficient conditions for the existence and nonuniqueness of monotone solutions to the above
problem; the proof is based on the results obtained by the author in [4].
In paper [5], by using the method of lower and upper solutions combined with the monotone iterative technique,
the author successfully investigated the problems
x ′(t) = f (t, x(t)), t ∈ J = [0, T ], T > 0, (1.6)
x(0) = λ
∫ T
0
x(s)ds + d, d ∈ R, (1.7)
where f ∈ C(J × R,R) and λ = 1 or −1. The existence of extremal and unique solutions were discussed. Some
comparison results were also formulated.
In paper [6], the generalized method of quasilinearization was applied to study the problem
x ′′(t)+ f (t, x) = 0, t ∈ J = [0, 1], (1.8)
x(0)− k1x ′(0) =
∫ 1
0
h1(x(s))ds,
x(1)+ k2x ′(1) =
∫ 1
0
h2(x(s))ds,
(1.9)
where f : J × R → R and hi : R → R (i = 1, 2) are continuous functions and ki are nonnegative constants. The
author obtained a sequence of solutions converging uniformly and rapidly to a solution of the problem.
The method of upper and lower solutions has been very useful in the study of BVPs for ordinary differential
equations. Motivated by the work of [6,7], we shall employ the method of upper and lower solutions together with
Leray–Schauder degree theory to study the existence of solutions of BVP (1.1) and (1.2).
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2. Preliminary
Definition 1. A function α(t) ∈ C2[0, 1], φ(α′′(t)) ∈ C1[0, 1] is called a lower solution of BVP (1.1) and (1.2), if
(φ(α′′(t)))′ + f (t, α(t), α′(t), α′′(t)) ≥ 0, (2.1)
and 
α(0) ≤ 0,
α′(0)− k1α′′(0) ≤
∫ 1
0
h1(α(s))ds,
α′(1)+ k2α′′(1) ≤
∫ 1
0
h2(α(s))ds.
(2.2)
A function β(t) ∈ C2[0, 1], φ(β ′′(t)) ∈ C1[0, 1] is called an upper solution of BVP (1.1) and (1.2), if
(φ(β ′′(t)))′ + f (t, β(t), β ′(t), β ′′(t)) ≤ 0, (2.3)
and 
β(0) ≥ 0,
β ′(0)− k1β ′′(0) ≥
∫ 1
0
h1(β(s))ds,
β ′(1)+ k2β ′′(1) ≥
∫ 1
0
h2(β(s))ds.
(2.4)
Definition 2. Let
D := {(t, x, y, z) : 0 ≤ t ≤ 1, Γ (t) ≤ x ≤ γ (t), ∆(t) ≤ y ≤ δ(t), z ∈ R}.
A continuous function f : [0, 1] × R3 → R is said to satisfy the Nagumo condition on D, if there exist a positive
continuous function Φ : [0,∞)→ [a,∞)a > 0, and a constant p > 1 such that
| f (t, x, y, z)| ≤ Φ(|z|), on D, (2.5)
and ∫ φ(−ν)
−∞
|φ−1(s)|(p−1)/p
Φ(|φ−1(s)|) ds,
∫ +∞
φ(ν)
|φ−1(s)|(p−1)/p
Φ(|φ−1(s)|) ds = +∞, (2.6)
where φ−1 is the function inverse of φ and
ν := max{|∆(0)− δ(1)|, |∆(1)− δ(0)|}.
Lemma 1. Let f : [0, 1] × R3 → R be a continuous function satisfying Nagumo condition in
D := {(t, x, y, z) : 0 ≤ t ≤ 1, Γ (t) ≤ x ≤ γ (t), ∆(t) ≤ y ≤ δ(t), z ∈ R},
where Γ , γ,∆, δ : [0, 1] → R are continuous functions such that Γ (t) ≤ γ (t),∆(t) ≤ δ(t) for every t ∈ [0, 1]. Then
there exists N > 0 (depending only on ∆, δ and Φ) such that every solution u(t) of Eq. (1.1), satisfying for t ∈ [0, 1]
Γ (t) ≤ u(t) ≤ γ (t), ∆(t) ≤ u′(t) ≤ δ(t), ‖u′′‖∞ ≤ N .
Proof. We consider the modified problem
(φ(u′′(t)))′ + f ∗(t, u(t), u′(t), u′′(t)) = 0, 0 < t < 1,
where
f ∗(t, x, y, z) =
 f (t, x, y,−N ), for z < −N ,f (t, x, y, z), for |z| ≤ N ,f (t, x, y, N ), for z > N .
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Here we choose N so large that
N > max{max |δ′(t)|,max |∆′(t)|}, N > ν,
and ∫ φ(−ν)
φ(−N )
|φ−1(s)|(p−1)/p
Φ(|φ−1(s)|) ds,
∫ φ(N )
φ(ν)
|φ−1(s)|(p−1)/p
Φ(|φ−1(s)|) > µ
(p−1)/p, (2.7)
where
µ = max
0≤t≤1
δ(t)− min
0≤t≤1∆(t).
By the mean value theorem, there exists t0 ∈ (0, 1) such that u′′(t0) = u′(1)− u′(0), and then
−N < −ν ≤ ∆(1)− δ(0) ≤ u′′(t0) ≤ δ(1)−∆(0) ≤ ν < N .
Denote v0 = |u′′(t0)|.
Suppose that there exists a point in the interval [0,1] for which u′′ > N or u′′ < −N . By the continuity of u′′ there
exists an interval [t1, t2] ∈ [0, 1] satisfying one of the following situations:
(i) u′′(t1) = v0, u′′(t2) = N and v0 ≤ u′′(t) ≤ N for all t ∈ (t1, t2),
(ii) u′′(t1) = N , u′′(t2) = v0 and v0 ≤ u′′(t) ≤ N for all t ∈ (t1, t2),
(iii) u′′(t1) = −v0, u′′(t2) = −N and −N ≤ u′′(t) ≤ −v0 for all t ∈ (t1, t2),
(iv) u′′(t1) = −N , u′′(t2) = −v0 and −N ≤ u′′(t) ≤ −v0 for all t ∈ (t1, t2).
Assume that the situation (i) holds.
Since −N ≤ v0 ≤ u′′(t) ≤ N for all t ∈ (t1, t2), we have
(φ(u′′(t)))′ = − f ∗(t, u(t), u′(t), u′′(t)) = − f (t, u(t), u′(t), u′′(t)), for t ∈ (t1, t2),
so, by the Nagumo condition, we obtain
|(φ(u′′(t)))′| = | f (t, u(t), u′(t), u′′(t))| ≤ Φ(|u′′(t)|), for t ∈ (t1, t2),
as a result∫ φ(N )
φ(v0)
|φ−1(s)|(p−1)/p
Φ(|φ−1(s)|) ds =
∫ t2
t1
|u′′(t)|(p−1)/p
Φ(|u′′(t)|) (φ(u
′′(t)))′dt
≤
∫ t2
t1
|u′′(t)|(p−1)/p
Φ(|u′′(t)|) |(φ(u
′′(t)))′|dt
≤
∫ t2
t1
|u′′(t)|(p−1)/pdt
≤
(∫ t2
t1
1pdt
) 1
p
(∫ t2
t1
(
|u′′(t)| p−1p
) p
p−1
) p−1
p
= (t2 − t1)1/p (u′(t2)− u′(t1))(p−1)/p
≤ µ(p−1)/p.
This contradicts (2.7). We can deal with the remaining situations in a similar way and therefore we complete the
proof. 
Lemma 2. Assume that{
(φ(u′′))′ = u′, (a)
u(0) = u′(0) = u′(1) = 0. (b) (2.8)
Then the BVP (2.8)(a) and (b) has only the trivial solution.
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Proof. Let u′ = v, then we have{
(φ(v′))′ = v, (a)
v(0) = v(1) = 0. (b) (2.9)
Now, we want to prove that BVP (2.9)(a) and (b) has only the trivial solution.
Obviously, v(t) ≡ 0 is a solution of BVP (2.9)(a) and (b). Suppose v(t) is a nontrivial solution, then there exists
t∗ ∈ (0, 1) such that v(t∗) 6= 0. Without loss of generality, we assume that v(t∗) > 0, then there exists an interval
[t1, t2] ⊂ [0, 1] such that
v(t) > 0, t ∈ (t1, t2), and v(t1) = v(t2) = 0.
There is t0 ∈ (t1, t2), such that v(t0) = maxt∈[t1,t2] v(t) > 0. Then v′(t0) = 0 and there is δ > 0 such that
(t0 − δ, t0 + δ) ⊂ (t1, t2) and
v(t) > 0, t ∈ (t0 − δ, t0 + δ),
v′(t3) ≥ 0, t3 ∈ (t0 − δ, t0),
v′(t4) ≤ 0, t4 ∈ (t0, t0 + δ).
However, for t3, t4 ∈ (t0 − δ, t0 + δ), t3 < t4, Eq. (2.9)(a) implies
φ(v′(t3)) < φ(v′(t4)),
i.e.
v′(t3) < v′(t4),
a contradiction.
So u′ = v ≡ 0, again u(0) = 0, therefore u(t) ≡ 0. 
3. Existence result
Theorem 1. Assume that
(H1) BVP (1.1) and (1.2) has lower and upper solutions α(t), β(t), respectively, such that
α′(t) ≤ β ′(t), t ∈ [0, 1];
(H2) f ∈ C([0, 1] × R3,R), f (t, x, y, z) is increasing with respect to x for (t, x, y, z) ∈ [0, 1] × [α(t), β(t)] × R2,
hi : R→ R (i = 1, 2) are continuous and h′i (u) ≥ 0(i = 1, 2), f (t, x, y, z) satisfies the Nagumo condition in
S := [0, 1] × [α(t), β(t)] × [α′(t), β ′(t)] × R;
(H3) φ is continuous and strictly increasing function with φ(0) = 0 and φ(R) = R.
Then BVP (1.1) and (1.2) has at least one solution u(t) satisfying
α(t) ≤ u(t) ≤ β(t), α′(t) ≤ u′(t) ≤ β ′(t) and |u′′(t)| ≤ N for all t ∈ [0, 1],
where N is a constant dependent only on α, β and Φ.
Proof. Let δ1, δ2, δ3 ∈ R, such that δ1 ≤ δ3, define
ω(δ1, δ2, δ3) =
δ3, if δ2 > δ3,δ2, if δ1 ≤ δ2 ≤ δ3,
δ1, if δ2 < δ1.
For λ ∈ [0, 1], we consider the auxiliary equation
(φ(u′′(t)))′ + λ f (t, ω(α(t), u(t), β(t)), ω(α′(t), u′(t), β ′(t)), u′′(t))
= (1− λ)u′(t)+ λ[u′(t)− ω(α′(t), u′(t), β ′(t))]Φ(|u′′(t)|), (3.1)
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where Φ(|u′′(t)|) is decided by Nagumo condition, with the boundary conditions
u(0) = 0, (3.2)
u′(0) = λ
[∫ 1
0
h1(ω(α(s), u(s), β(s)))ds + k1u′′(0)
]
, (3.3)
u′(1) = λ
[∫ 1
0
h2(ω(α(s), u(s), β(s)))ds − k2u′′(1)
]
. (3.4)
Then we can select M1 > 0, such that for every t ∈ [0, 1],
−M1 < α′(t) ≤ β ′(t) < M1, (3.5)
− f (t, α(t), α′(t), 0)− [M1 + α′(t)]Φ(0) < 0, (3.6)
− f (t, β(t), β ′(t), 0)+ [M1 − β ′(t)]Φ(0) > 0, (3.7)∣∣∣∣∣
∫ 1
0
h1(β(s))ds
∣∣∣∣∣ < M1,
∣∣∣∣∣
∫ 1
0
h1(α(s))ds
∣∣∣∣∣ < M1, (3.8)∣∣∣∣∣
∫ 1
0
h2(β(s))ds
∣∣∣∣∣ < M1,
∣∣∣∣∣
∫ 1
0
h2(α(s))ds
∣∣∣∣∣ < M1. (3.9)
Step 1. Every solution u(t) of (3.1)–(3.4) satisfies
|u(t)| < M1, |u′(t)| < M1, t ∈ [0, 1],
and independently of λ.
If λ = 0, Lemma 2 implies the conclusion holds. So we consider λ ∈ (0, 1].
Suppose by contradiction that the estimate |u′(t)| < M1 is not true. Then there exists t ∈ [0, 1] such that
u′(t) ≥ M1 or u′(t) ≤ −M1. Suppose that the first case holds. Define
max
t∈[0,1]
u′(t) := u′(t0)(≥ M1 > 0). (3.10)
(1) If t0 ∈ (0, 1), then u′′(t0) = 0. By the continuity of f and Φ, from (3.7), we can get there is δ′ > 0 such that,
when |y| < δ′, we have
− f (t, β(t), β ′(t), y)+ [M1 − δ′ − β ′(t)]Φ(|y|) > 0.
From (3.10), there exists θ ∈ (0,min{t0, 1− t0}), such that
|u′′(t)| < δ′, u′(t) > M1 − δ′ > max{0, β ′(t)}, t ∈ (t0 − θ, t0 + θ),
and there exists t ′1, t ′2 such that
u′′(t ′1) ≥ 0 t ′1 ∈ (t0 − θ, t0), u′′(t ′2) ≤ 0 t ′2 ∈ (t0, t0 + θ).
Thus for λ ∈ (0, 1] and t ∈ [t ′1, t ′2], we have
(φ(u′′(t)))′ = −λ f (t, ω(α(t), u(t), β(t)), ω(α′(t), u′(t), β ′(t)), u′′(t))
+ (1− λ)u′(t)+ λ[u′(t)− ω(α′(t), u′(t), β ′(t))]Φ(|u′′(t)|)
= −λ f (t, ω(α(t), u(t), β(t)), β ′(t), u′′(t))+ (1− λ)u′(t)+ λ[u′(t)− β ′(t)]Φ(|u′′(t)|)
≥ −λ f (t, β(t), β ′(t), u′′(t))+ (1− λ)(M1 − δ′)+ λ[M1 − δ′ − β ′(t)]Φ(|u′′(t)|)
≥ λ{− f (t, β(t), β ′(t), u′′(t))+ [M1 − δ′ − β ′(t)]Φ(|u′′(t)|)} > 0,
However, for t ∈ [t ′1, t ′2], Eq. (3.1) implies
φ(u′′(t ′2)) > φ(u′′(t ′1)),
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i.e.
u′′(t ′2) > u′′(t ′1),
a contradiction. So t0 6∈ (0, 1).
(2) If t0 = 0, then
max
t∈[0,1]
u′(t) = u′(0)(≥ M1 > 0) and u′′(0+) = u′′(0) ≤ 0.
So, by (3.3) and (3.8), the following contradiction is obtained
M1 ≤ u′(0) = λ
[∫ 1
0
h1(ω(α(s), u(s), β(s)))ds + k1u′′(0)
]
≤
∫ 1
0
h1(ω(α(s), u(s), β(s)))ds + k1u′′(0)
≤
∫ 1
0
h1(β(s))ds
< M1.
(3) If t0 = 1, then
max
t∈[0,1]
u′(t) = u′(1)(≥ M1 > 0) and u′′(1−) = u′′(1) ≥ 0.
So, by (3.4) and (3.9), we get the following contradiction
M1 ≤ u′(1) = λ
[∫ 1
0
h2(ω(α(s), u(s), β(s)))ds − k2u′′(1)
]
≤
∫ 1
0
h2(ω(α(s), u(s), β(s)))ds − k2u′′(1)
≤
∫ 1
0
h2(β(s))ds
< M1.
So u′(t) < M1, for every t ∈ [0, 1]. In a similar way we can prove that u′(t) > −M1, for every t ∈ [0, 1]. Thus
|u′(t)| < M1. Moreover, since u(0) = 0, the estimate |u(t)| < M1 is easily obtained by integration.
Step 2. There exists M2 > 0, such that every solution u(t) of (3.1)–(3.4) satisfies
|u′′(t)| < M2, t ∈ [0, 1],
and independently of λ.
If u(t) is a solution of (3.1)–(3.4), then
(φ(u′′(t)))′ + λ f (t, ω(α(t), u(t), β(t)), ω(α′(t), u′(t), β ′(t)), u′′(t))
− (1− λ)u′(t)− λ[u′(t)− ω(α′(t), u′(t), β ′(t))]Φ(|u′′(t)|) = 0.
Consider the set
DM1 = {(t, x, y, z) ∈ [0, 1] × R3 : −M1 ≤ x ≤ M1,−M1 ≤ y ≤ M1}.
Define the function Fλ : DM1 → R as follows:
Fλ(t, x, y, z) := λ f (t, ω(α(t), x, β(t)), ω(α′(t), y, β ′(t)), z)− (1− λ)y − λ[y − ω(α′(t), y, β ′(t))]Φ(|z|).
In the following, we show that Fλ(t, x, y, z) satisfies the Nagumo condition in DM1 , independently of λ ∈ [0, 1]. In
fact, as f satisfies the Nagumo condition in S, then
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|Fλ(t, x, y, z)| ≤ | f (t, ω(α(t), x, β(t)), ω(α′(t), y, β ′(t)), z)| + |y| + |y − ω(α′(t), y, β ′(t))|Φ(|z|)
≤ Φ(|z|)+ M1 + (|y| + |ω(α′(t), y, β ′(t))|)Φ(|z|)
≤ M1 + (1+ 2M1)Φ(|z|) := Φ∗(|z|).
Furthermore, we have∫ +∞
φ(ν)
|φ−1(s)|(p−1)/p
Φ∗(|φ−1(s)|) ds =
∫ +∞
φ(ν)
|φ−1(s)|(p−1)/p
M1 + (1+ 2M1)Φ(|φ−1(s)|)ds
≥
∫ +∞
φ(ν)
|φ−1(s)|(p−1)/p
(1+ 2M1 + M1a )Φ(|φ−1(s)|)
ds
= 1
1+ 2M1 + M1a
∫ +∞
φ(ν)
|φ−1(s)|(p−1)/p
Φ(|φ−1(s)|) ds
= +∞.
Similarly, we have∫ φ(−ν)
−∞
|φ−1(s)|(p−1)/p
Φ∗(|φ−1(s)|) ds = +∞.
Therefore, Fλ satisfies the Nagumo condition in DM1 , and independently of λ ∈ [0, 1]. Let
Γ (t) = ∆(t) = −M1, γ (t) = δ(t) = M1,
then, taking Step 1 into account and applying Lemma 1, there exists M2 > 0 such that |u′′(t)| < M2, for every
t ∈ [0, 1]. Since M1 and Φ do not depend on λ, we get that the estimate |u′′(t)| < M2 is also independent of λ.
Step 3. For λ = 1, BVP (3.1)–(3.4) has at least one solution u1(t).
Define operators
M : C2[0, 1] ∩ dom M → C[0, 1] × R3,
by
Mu = ((φ(u′′))′, u(0), u′(0), u′(1)),
and
Nλ : C2[0, 1] → C[0, 1] × R3,
by
Nλ(u) = (−λ f (t, ω(α(t), u(t), β(t)), ω(α′(t), u′(t), β ′(t)), u′′(t))+ (1− λ)u′(t)
+ λ[u′(t)− ω(α′(t), u′(t), β ′(t))]Φ(|u′′(t)|), 0, Aλ, Bλ),
where
Aλ = λ
[∫ 1
0
h1(ω(α(s), u(s), β(s)))ds + k1u′′(0)
]
,
Bλ = λ
[∫ 1
0
h2(ω(α(s), u(s), β(s)))ds − k2u′′(1)
]
.
As M−1 is compact, we can define the completely continuous operator
Tλ : (C2[0, 1], R)→ (C2[0, 1], R),
by
Tλ(u) = M−1Nλ(u).
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Consider the set
Ω = {u ∈ C2[0, 1] : ‖u‖∞ < M1, ‖u′‖∞ < M1, ‖u′′‖∞ < M2}.
By Step 1 and Step 2, the degree deg(I − Tλ,Ω , 0) is well defined for every λ ∈ [0, 1] and by homotopy invariance,
we have
deg(I − T0,Ω , 0) = deg(I − T1,Ω , 0).
According to Lemma 2, u = T0(u) has only the trivial solution, by degree theory,
deg(I − T0,Ω , 0) = 1.
Hence, the equation u = T1(u) has at least one solution. That is, the problem
(φ(u′′(t)))′ + f (t, ω(α(t), u(t), β(t)), ω(α′(t), u′(t), β ′(t)), u′′(t))
= [u′(t)− ω(α′(t), u′(t), β ′(t))]Φ(|u′′(t)|), (3.11)
with
u(0) = 0, (3.12)
u′(0) =
∫ 1
0
h1(ω(α(s), u(s), β(s)))ds + k1u′′(0), (3.13)
u′(1) =
∫ 1
0
h2(ω(α(s), u(s), β(s)))ds − k2u′′(1), (3.14)
has at least one solution u1(t) in Ω .
Step 4. u1(t) is a solution of BVP (1.1) and (1.2).
In fact, the above solution u1(t) of BVP (3.11)–(3.14) will be a solution of BVP (1.1) and (1.2), too, since it satisfies
in [0, 1]
α(t) ≤ u1(t) ≤ β(t), α′(t) ≤ u′1(t) ≤ β ′(t).
Suppose, by contradiction, that there exists t ∈ [0, 1] such that u′1(t) > β ′(t), define
max
t∈[0,1]
[u′1(t)− β ′(t)] := u′1(s0)− β ′(s0)(:= N > 0). (3.15)
(1) If s0 ∈ (0, 1), then we have
u′′1(s0) = β ′′(s0).
By the continuity of f , we can get there is γ > 0 such that, when |u′′1(t)− β ′′(t)| < γ , we have
| f (t, β(t), β ′(t), u′′1(t))− f (t, β(t), β ′(t), β ′′(t))| < (N − γ )a.
From (3.15), there exists θ ′ > 0, such that
|u′′1(t)− β ′′(t)| < γ, u′1(t)− β ′(t) > N − γ > 0, t ∈ (s0 − θ ′, s0 + θ ′),
and there exists s1, s2 such that
u′′1(s1) ≥ β ′′(s1) s1 ∈ (s0 − θ ′, s0), u′′1(s2) ≤ β ′′(s2) s2 ∈ (s0, s0 + θ ′).
Thus for t ∈ [s1, s2], we have
(φ(u′′1(t)))′ − (φ(β ′′(t)))′ ≥ − f (t, ω(α(t), u1(t), β(t)), ω(α′(t), u′1(t), β ′(t)), u′′1(t))
+ [u′1(t)− ω(α′(t), u′1(t), β ′(t))]Φ(|u′′1(t)|)+ f (t, β(t), β ′(t), β ′′(t))
= − f (t, ω(α(t), u1(t), β(t)), β ′(t), u′′1(t))
+ [u′1(t)− β ′(t)]Φ(|u′′1(t)|)+ f (t, β(t), β ′(t), β ′′(t))
> − f (t, β(t), β ′(t), u′′1(t))+ [u′1(t)− β ′(t)]Φ(|u′′1(t)|)+ f (t, β(t), β ′(t), β ′′(t))
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> −(N − γ )a + (N − γ )Φ(|u′′1(t)|)
= (N − γ )(Φ(|u′′1(t)|)− a) ≥ 0.
However, for t ∈ [s1, s2], we have∫ s2
s1
[(φ(u′′1(t)))′ − (φ(β ′′(t)))′]dt = φ(u′′1(s2))− φ(u′′1(s1))− φ(β ′′(s2))+ φ(β ′′(s1))
= (φ(u′′1(s2))− φ(β ′′(s2)))− (φ(u′′1(s1))− φ(β ′′(s1)))
≤ 0,
a contradiction, so t1 6∈ (0, 1).
(2) If t1 = 0, then
max
t∈[0,1]
[u′1(t)− β ′(t)] = u′1(0)− β ′(0) > 0,
and
u′′1(0+)− β ′′(0+) = u′′1(0)− β ′′(0) ≤ 0.
By applying (3.13) and (2.4) and the above inequality, we have
β ′(0) < u′1(0) =
∫ 1
0
h1(ω(α(s), u1(s), β(s)))ds + k1u′′1(0)
≤
∫ 1
0
h1(β(s))ds + k1β ′′(0)
≤ β ′(0),
so t1 6= 0.
(3) If t1 = 1, then
max
t∈[0,1]
[u′1(t)− β ′(t)] = u′1(1)− β ′(1) > 0,
and
u′′1(1−)− β ′′(1−) = u′′1(1)− β ′′(1) ≥ 0.
By applying (3.14) and (2.4) and the above inequality, we have
β ′(1) < u′1(1) =
∫ 1
0
h2(ω(α(s), u1(s), β(s)))ds − k2u′′1(1)
≤
∫ 1
0
h2(β(s))ds − k2β ′′(1)
≤ β ′(1),
thus t1 6= 1. So
u′1(t) ≤ β ′(t), t ∈ [0, 1].
Applying an analogous technique, it can be proved that α′(t) ≤ u′1(t), for t ∈ [0, 1]. Therefore,
α′(t) ≤ u′1(t) ≤ β ′(t), t ∈ [0, 1].
By integrating the above inequalities on [0, t], we obtain
α(t) ≤ u1(t) ≤ β(t), t ∈ [0, 1].
Thus u1(t) is a solution of BVP (1.1) and (1.2). The proof is completed. 
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4. Example
We consider the following boundary value problem
(|u′′|u′′)′ + arctan u(t)− 2(arctan u′(t)) · (1+ |u′′(t)|p−1) 12p = 0, (4.1)
u(0) = 0,
u′(0)− k1u′′(0) =
∫ 1
0
u3(s)ds,
u′(1)+ k2u′′(1) =
∫ 1
0
u3(s)ds,
(4.2)
where k1, k2 ≥ 0, p > 1. Let
f (t, x, y, z) = arctan x − 2(arctan y) · (1+ |z|p−1) 12p .
It is easily seen that α(t) = −t, β(t) = t are lower and upper solutions of BVP (4.1) and (4.2), respectively, f is
continuous on [0, 1] × R3 and increasing in x when α(t) ≤ x(t) ≤ β(t), t ∈ [0, 1]. Furthermore, the function f
satisfies the Nagumo condition in
D = {(t, x, y, z) ∈ [0, 1] × R3 : −t ≤ x ≤ t,−1 ≤ y ≤ 1}.
Therefore, by Theorem 1, there exists at least one solution u(t) for BVP (4.1) and (4.2) such that
−t ≤ u(t) ≤ t, −1 ≤ u′(t) ≤ 1, t ∈ [0, 1].
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