Abstract. We consider the solvability of the Neumann problem for the equation
Introduction
In recent years, a number of sharp Sobolev inequalities have been established by applying the blow-up technique to nonlinear Neumann problems. The main purpose of this work is to prove a sharp Sobolev inequality involving the critical Sobolev exponent on a boundary of a bounded domain.
Let Ω ⊂ R N , N ≥ 3, be a bounded domain with the smooth boundary ∂Ω.
We are mainly concerned with the nonlinear Neumann problem (1.1)
−∆u + λu = 0 in Ω, ∂ ∂ν u(x) = Q(x)|u| q−2 u on ∂Ω,
where Ω ⊂ R N is a bounded domain with a smooth boundary ∂Ω, ν is the outer normal on ∂Ω and the coefficient Q is continuous and positive on ∂Ω. q = 2(N − 1)/(N − 2), N ≥ 3, denotes the critical Sobolev exponent for the trace embedding of the space H 1 (Ω) into L q (∂Ω). The embedding of H 1 (Ω) into L q (∂Ω) is continuous, but not compact.
In Section 2 we establish a condition for the solvability of problem (1.1) which involves the best Sobolev constant S 1 for the trace embedding of the space
is defined by (see [12] )
For a point x we use a notation x = (x , x N ), x ∈ R N −1 . The constant If Q ≡ 1 on Ω, it is known that problem (1.1) has a solution for every λ > 0. This solution is obtained as a minimizer of the variational problem
If u is a minimizer for s λ , then a multiple of u given by s 1/(q−2) λ u is a solution of the problem (1.1). Minimizers for s λ are called least energy solutions of (1.1). It is not difficult to show that if (1.3) s λ < S 1 for some λ > 0, then problem (1.1) has a least energy solution, that is, there exists a minimizer for s λ . The condition (1.3) can be verified by testing s λ with the instanton W centered at a point on the boundary of Ω with a positive mean curvature. We set
where y ∈ ∂Ω and the mean curvature H(y) is positive. In the paper [28] it was noted that
where A N > 0 is a constant and
Thus for ε > 0 sufficiently small the right hand side of (1.4) is strictly less than S 1 and the condition (1.3) holds. The fact that problem (1.1) has a least energy solution for every λ > 0 implies that we cannot expect the following inequality
to hold for all u ∈ H 1 (Ω) and some constant C(Ω) > 0. In this paper we
show that the situation changes if we consider problem (1.1) with a nonconstant weight function Q on ∂Ω. It is not difficult to show that problem (1.1) has a least energy solution for every λ > 0 if Q M = max x∈∂Ω Q(x) is attained at a point with positive mean curvature. However, if Q M is achieved only at points with negative mean curvature (or on a flat part of the boundary, if such part exists), then the least energy solution exists only for λ in an interval (0, Λ), 0 < Λ < ∞ and there are no least energy solutions for λ > Λ. This obviously gives rise to the sharp Sobolev inequality of type (1.5) with a nonconstant weight function (see Remark 5.5 in Section 5). The paper is organized as follows. In Section 2 we establish a criterion for the existence of least energy solutions of problem (1.1). Section 3 is devoted to the study of the asymptotic behaviour of least energy solutions of (1.1), when λ → ∞. In Section 4 we give the energy estimates of instantons centered either on a flat part of the boundary or at a boundary point with negative curvature. The results of Sections 3 and 4 are used in Section 5 to establish the main theorem (Theorem 5.3) of this paper. In particular, Theorem 5.3 leads to a sharp Sobolev inequality (see Remark 1.5). Finally, in Section 6 we allow the parameter λ to interfere with the spectrum of the operator "−∆" with the Neumann boundary conditions. To obtain the existence of a solution of problem (1.1) we apply the min-max principle argument based on the topological linking.
The Neumann problem involving a critical Soboev exponent in the equation and with zero boundary conditions has an extensive literature and we refer to papers [2] - [7] , [13] , [14] , [17] , [18] , [20] - [26] . Our approach to problem (1.1) has been motivated by these papers.
Throughout this paper we denote strong convergence by " → " and weak convergence by " ". The norms in the Lebesgue spaces L q (Ω) are denoted by · q . By H 1 (Ω) we denote a standard Sobolev space on Ω equipped with norm
Existence of least energy solutions
The least energy solutions of problem (1.1) with Q ≡ constant are the minimizers of the following problem
If Q ≡ 1 on Ω we write s λ,1 = s λ . It follows from the Sobolev trace embedding that 0 < s λ,Q < ∞ for every λ > 0. It is easy to check that s λ,Q is continuous and nondecreasing for λ > 0. To show the existence of a minimizer for s λ,Q , we use the P. L. Lions concentration-compactness principle [16] . Let
Then there exist constants
in the space of measures and moreover,
The set J of indices is at most countable.
for some λ > 0, then problem (1.1) admits a solution.
Proof. We follow the argument from the paper [10] . Let {u m } be a minimizing sequence for s λ,Q such that
for every m. Since {u m } is bounded in H 1 (Ω) we may assume that u m u in H 1 (Ω) and in L q (∂Ω) and, moreover (2.1)-(2.3) hold. Thus
M , we see that ν j = 0 for every j ∈ J and the result follows.
Proposition 2.1 combined with the asymptotic estimate (1.4) leads to the following result.
Theorem 2.2. Suppose that Q(y) = Q M for some y ∈ ∂Ω with H(y) > 0 and, moreover
for x ∈ ∂Ω near y. Then problem (1.1) has a least energy solution for every λ > 0.
The second assertion of this Proposition follows from the concentrationcompactness principle.
From Proposition 2.3 we derive a weak form of the inequality (1.5).
Lemma 2.4. For every δ > 0 small there exists a constant C(δ) > 0 such that
Behaviour of solutions when λ → ∞
We commence by showing that for large λ > 0, least energy solutions of (1.1), up to a translation and dilation, are close to the instanton W . Proposition 3.1. Suppose that for every λ > 0 the inequality (2.4) is satisfied. Let {u λ }, λ > 0, be the corresponding least energy solutions of (1.1). Then there exist sequences λ k → ∞, ε k → 0 and {y k } ⊂ ∂Ω, with y k → x 0 and
Proof. We use some ideas from the papers [5] and [10] . Let
and ∂Ω Q(x)|u λ | q dS x = 1 for every λ > 0. It is known (see [11] ) that u λ are continuous up to the boundary and we set
It follows from (3.2) that lim λ→∞ Ω u 2 λ dx = 0. By Lemma 2.4 we have
We now rescale solutions u λ by setting
It then follows from [1] that for every δ > 0 there exists a constant C(δ) > 0 such that
Letting λ → ∞, since δ > 0 is arbitrary, we get that lim λ→∞ ∂Ω |u λ | q dS x = 0, which is impossible. Therefore lim λ→∞ ε λ = 0. The rescaled solution v λ satisfies
By the Schauder estimates, there exists a sequence
. We may also assume that x λ k → x 0 ∈ ∂Ω. The limit function w is a solution of the problem
Since Ω ∞ is a half-space, we may assume that Ω ∞ = R N + . By the uniqueness result from [15] we know that w(x) = W ( SQ(x 0 )x). We now observe that by the Fatou lemma we have
From this we deduce that Q(x 0 ) = Q M and the result follows.
Estimates of the energy of W ε,y
We let 
Proof. For simplicity we assume that y = 0 and set W ε,0 = W ε . We have
where
, the result follows.
We now establish an analogue of (4.1) in the case where y ∈ ∂Ω has a negative curvature.
Proof. We follow some ideas from the paper [20] . Without loss of generality we may assume that y = 0 and that near 0 the boundary is represented, changing the coordinates if needed, by 
We now estimate the last integral on the right side of this relation. We can assume that O(|y | 3 ) is nonnegative and we obtain
To estimate J 1 we choose ρ > 0 so that
for every 0 < ε ≤ 1 and |y| ≤ ρ. Thus
for 0 < ε ≤ 1. Let ρ > 0 be chosen so that (4.2) holds. Then
We set
We now observe that
for some constant α N > 0. Therefore we can write
for 0 < ε ≤ ε * . We now estimate the surface integral (4.5)
Combining (4.4) and (4.5) the result follows.
Existence results and sharp Sobolev inequalities
By rescaling we may assume that Q M = 1. We define the following set M = {CW ε,y : C ∈ R, y ∈ ∂Ω, ε > 0}
and set for a function φ ∈ H 1 (Ω) For the proof we refer to the paper [5] (see also [28] ). Also, using the Sobolev embedding theorem one can verify that for N ≥ 7 we have (see a similar formula (2.32) in Lemma 5.2. There exists a constant α > 0 such that
We are now in a position to establish our main result. We set
(a) Suppose that D(0, a) ⊂ ∂Ω for some a > 0 and that {x; Q(x) = Q M } ⊂ D(0, a) and
for some y ∈ ∂Ω with Q(y) = Q M and x near y. Then there exists a Λ 1 > 0 such that problem (1.1) admits a least energy solution for every λ ∈ (0, Λ 1 ) and no least energy solution for λ > Λ 1 . (b) Suppose that H(y) < 0 for some y ∈ ∂Ω and that {x : Q(x) = Q M } ⊂ {y : H(y) < 0}. Moreover, we assume that
for some y ∈ {x : Q(x) = Q M } and x near y. Then there existsa Λ 2 > 0 such that problem (1.1) admits a least energy solution for every λ ∈ (0, Λ 2 ) and no least energy solution for λ > Λ 2 .
Proof. (a) Arguing by contradiction, assume that problem (1.1) has a least energy solution u λ for every λ > 0. Then for a sequence λ m → ∞, we have decomposition (5.2). Then
and using (c) of Lemma 5.1 we obtain
for some 2 < r < q. Combining the last two relations we get
Using (5.1) we derive from this
According to Lemma 5.2 we can find 0 < ρ < 1 and δ > 0 such that
Thus,
where D m ≥ 0 for large m (see also [28, p. 41-42] ). Assuming that (5.3) holds and using Lemma 4.1 we see that
Applying the Hölder inequality and taking m sufficiently large we derive from this that
which is impossible. The proof of part (b) is the same. 
for every w ∈ H 1 (Ω). Here 2/a = ∞ if a = 0. This inequality replaces (5.1).
Remark 5.5. Theorem 1.2 yields that in both cases
. This gives the rise to the sharp Sobolev inequality:
• under assumptions (a) or (b) of Theorem 5.3 there exists a constant C > 0 such that, for every u ∈ H 1 (Ω),
Application of the topological linking
We now consider problem (1.1) with parameter interfering with the spectrum of −∆. It is convenient to rewrite problem (1.1) as (6.1)
where λ > 0. By {λ k } we denote the sequence of eigenvalues for −∆ with the Neumann boundary conditions
It is known that 0 = λ 1 < λ 2 ≤ . . . and the eigenfunctions corresponding to λ 1 are constant functions. We assume that (6.2) λ k−1 ≤ λ < λ k for some k.
Let I λ be a variational functional for (6.1) given by
Lemma 6.1. Let {u n } ⊂ H 1 (Ω) be a sequence satisfying
Then {u n } is relatively compact in H 1 (Ω).
Proof. We commence by showing that {u n } is bounded in H 1 (Ω). The relations (6.3) and (6.4) imply that
for some constant C > 0 and every n. Arguing by contradiction assume that u n → ∞. We set v n = u n / u n . We may assume that v n v in H 1 (Ω).
Thus for every φ ∈ H 1 (Ω) we have (6.6)
letting n → ∞, we derive from (6.5) and (6.6) that
for every φ ∈ H 1 (Ω). Since λ is not an eigenvalue we see that v ≡ 0 on Ω.
Furthermore, we may assume that v n → 0 in L 2 (Ω). This allows us to deduce from (6.3) and (6.4) that
and
These two relations imply that ∇v n → 0 in L 2 (Ω), which is impossible. Consequently {u n } is bounded in H 1 (Ω) and we may assume that u n u in H 1 (Ω).
By the concentration-compactness principle we have
in the space of measures for some positive constants µ j and ν j with x j ∈ ∂Ω. Let x j be fixed. Testing (6.4) by family of C 1 -functions concentrating at x j we get
We always have the inequality
On the other hand we have
Letting n → ∞ we obtain
and we have arrived at a contradiction. Hence ν j = 0 for every j ∈ J. This yields u n → u in L q (∂Ω). By the Sobolev embedding theorems we also have
. Combining these two facts with (6.4), we see that {u n } is relatively compact in H 1 (Ω).
We now establish the existence result using the min-max principle based on a topological linking [27] . Let E − = span {e 1 , . . . , e l }, where e 1 , . . . , e l are eigenfunctions corresponding to eigenvalues λ 1 , . . . , λ k−1 . We have the orthogonal decomposition H 1 (Ω) = E − ⊕ E + . Let w ∈ E + − {0} and define a set
Lemma 6.2. There exist constants α > 0, ρ > 0 and R > ρ (depending on w) such that
The proof is standard and is omitted. We now define Hence it is sufficient to show that (6.7) holds. In what follows, we assume for simplicity that y = 0 and let W ε = W ε,0 . Since
we see that
as ε → 0. Therefore for some constant C 4 > 0. Since all norms on E − are equivalent we get the following estimate (6.9)
We now estimate the surface integral. It follows from the assumption Q that Using (6.9) we can write 
