INTRODUCTION
Recent advances in fuzzy modeling focus on optimizationbased fuzzy inference systems (FIS) [1] [2] [3] [4] [5] and the fulfillment of theoretical properties for various FIS models [6] [7] [8] [9] [10] . The former focuses on the use of an optimization tool (e.g., genetic algorithm, particle swarm optimization and etc.) for designing an FIS model by providing them with learning and/or tuning capabilities. Herrera [5] proposed a taxonomy for genetic fuzzy systems (GFSs) and two important types of GFSs are genetic learning and genetic tuning. On one hand, genetic learning focuses on learning of FIS from numerical data. On the other hand, genetic tuning attempts to improve the performance of an FIS by adjusting some parameters, usually membership function only.
The latter focuses on the investigation of theoretical properties of various FIS models, e.g., monotonicity [6] [7] [8] [9] [10] [11] , robustness [12] , and continuity [13] . The importance of monotonicity property has been highlighted in a number of recent publications [6] [7] [8] [9] , [11] , [14] [15] [16] [17] . From the literature, the mathematical conditions of various FIS models (e.g., Mamdani FIS [6] , [14] , Sugeno FIS [7] , [17] , and SIRMs-connected FIS [9] [10] , [18] ) has been developed and adopted as governing equations in an FIS modeling process [6] [7] , [9] , [11] , [18] [19] to observe the monotonicity property. It is worth mentioning that in [20] , a new fuzzy failure mode and effect analysis (FMEA) methodology with SIRMs-connected FIS was proposed, and a theorem from [9] [10] , [18] are adopted as governing equations.
Another alternative approach for the study of monotonicity property is perhaps the development of a monotonicity index (MI) or test procedure to approximate or estimate the monotonicity fulfillment. In our previous works [15] [16] , [21] , MI has been developed and applied to FIS with learning, and similarity reasoning features. The aim of this paper is to propose a new MI for SIRMs-connected FIS. In this paper, MI is used instead of mathematical conditions from [9] [10] , [18] , for the reasons as follow; (1) the developed mathematical constraints are a set of sufficient conditions, viz. a SIRMsconnected FIS may be of the monotonicity property even if the mathematical constraints are not satisfied, and (2) the inclusion of the mathematical constraints in optimization-based FIS models may complicate the search process. It is however worth mentioning that MI is an approximate approach, instead of an analytical approach.
We further show the applicability of the proposed MI for optimization-based FIS models, i.e., FIS with learning and FIS with tuning feature. In this paper, HS is adopted, for the reasons as follow; (1) it preserves the history of past vectors (similar to Tabu Search (TS)); (2) it allows the adaption rate to be varied from the beginning to the end; (3) it manages several vectors simultaneously in a manner similar to genetic algorithm (GA); and (4) HS considers each component variable in a vector independently while it generates a new vector in which GA cannot perform [22] .
The HS-based SIRMs-connected FIS with learning abilities attempts to search for an SIRMs-connected FIS which best fit a set of data (i.e., with the minimal error), while satisfying the monotonicity property fulfillment. It is worth mentioning that in [10] , monotonicity property and learning feature for SIRMsconnected FIS have been studied. However, it is not clear, how to develop a monotonicity-preserving SIRMs-connected FIS model with learning feature. Our proposed approach is a solution to this research gap. The HS-based SIRMs-connected FIS with tuning ability search for a monotone SIRMsconnected FIS which is "nearest" to a non-monotone SIRMsconnected FIS.
In this paper, two implementations of MI are studied, i.e., static and dynamic. The static approach assumes that the parameters are fixed and static in the HS searching process. The dynamic approach attempts to vary these search parameters in the HS process, i.e., different (random) set of parameters in every iteration. This paper is organized as follows. In section II, SIRMsconnected FIS model and HS algorithm are reviewed. In section III, MIs for SIRMs-connected FIS is developed. A general formulation for optimization-based SIRMs-connected FIS is also presented. In section IV, a monotonicity-preserving SIRMs-connected FIS with learning feature is presented and experimented.
In section V, a monotonicity-preserving SIRMs-connected FIS with tuning feature is presented and demonstrated.
II. BACKGROUND

A. The Zero-order SIRMs-connected Fuzzy Inference System
A zero-order SIRMs-connected FIS model with -input (i.e., ; ), where , , … , and is the parameters describes the model, is considered. It consists of fuzzy rule modules as in Figure 1 .
represents theth rule module, where is the sole variable in the antecedent, and 1,2, … , . is the -th rule in , where 1,2, … , , and is a numerical output in the consequent or fuzzy singleton. A fuzzy rule can also be viewed as a mapping from to , i.e., : .
:
……… ………… : 
B. Harmony Search Procedure HS is conceptualized by a musical process of searching for a perfect state of harmony [22] . The effort to find harmony in music in analogous to find the optimum in an optimization process [22] [23] . Consider an optimization problem with variables (i.e., , , … , ). The aim is to search for a set of such that is optimized. Figure 2 summarizes the optimization procedure for HS.
III. THE PROPOSED MONOTONICITY INDEX AND OPTIMIZATION-BASED SIRMS-CONNECTED FIS
The definition of SIRMs-connected FIS model with monotonicity property is described as follow;
A. Definition
Let denote an -input function, where , , … , … . The -th input in is represented by where and 1,2, … , . A sequence, , denotes a subset of , whereby is excluded from , i.e., ;
. The definition for monotonicity of can be formally written as follows;
Harmony search tries to find a vector which optimizes (minimizes or maximizes) an objective function.
Generate random vectors
, … , as many as harmony memory size (HMS) and put them into the harmony memory (HM) Definition 1 An SIRMs-connected FIS model is said to fulfill the monotonicity increasing or decreasing property between its output, , and its input, , when monotonically increases or decreases respectively, as , increases, i.e., , , ′ or , ′ , , respectively, where ′ .
B. The Proposed Monotonicity Index (MI)
The proposed procedure is summarized as in Figure 3 . The proposed procedure considered six parameters as follows; @ is the label for the rule modules; and are the upper and lower limits for the test boundary, respectively; , identify if the rule modules is of increasing or decreasing relationship; (i.e., grid size) identifies the distance of two comparable points and (where ) is a numerical value that identifies the initial point for starting a monotone test.
While ( ) A zero-order SIRMs-connected FIS model with -input as explained in section II(A), is considered. To evaluate the monotonicity fulfillment between and , only the monotonicity fulfillment for (one of the rule modules) is evaluated. The proposed MI is a special case of MI from our previous work [16] , in which, it is not necessary to evaluate all the possibility of and , but, only and . This could reduce the computation complexity drastically and thus avoid the curse of dimensionality for multi-inputs FIS model. 
C. General Formulation for
D. HS-based SIRMs-connected FIS with MI
A HS-based SIRMs-connected FIS with MI is represented as in Figure 4 . The proposed procedure considers seven parameters as follows; (1) @ , is the handler for objective function which is to be minimized; (2) _ is type MI considered (i.e., static or dynamic measurement); (3) (i.e., grid size) identifies the distance of two comparable points and (where ) is a numerical value that identifies the initial point for starting a monotone test, (4) , (5) , (6) , and (7) , are parameters for HS. 
IV. OPTIMIZATION-BASED SIRMS-CONNECTED FIS WITH LEARNING FEATURE
In this section, we demonstrate an application of the formulation (section III (C)) in problem relating to modeling with a set of raw data.
A. A New Monotonicity Preserving Data-Driven SIRMsconnected FIS Model with HS
Consider a system observed by desired input-output pairs of data, i.e., , , 1,2,3, … , . Besides, it is known that and , where 1,2, … , , is of monotonicity increasing or decreasing relationship. We denote the number of parameters subjected to monotonicity increasing or decreasing relationship as . Equations in (section III (C)) are used for solving the problem by designing an appropriate objective function. In this section, we assume that . An objective function, as in Eq. (4) is used.
B. Simulation Background
The proposed approach is assessed with a two-input monotonic function as shown in Eq. (5) 
where 5, 5 5, 5 . Two set of data generated from Eq. (5) (i.e., and ) is used for evaluation. is a set of clean (no error) and complete (i.e., 121 pairs) data. is a set of data which is incomplete and associated with errors.
is a non-monotone data set. In the simulation, Gaussian membership function is used. It is further assumed that there are 10 Gaussian membership functions for each of the inputs. setting for the HS-based SIRMs-connected depicted in Figure 5 . In this study, a laptop with i7-2670QM co Windows 7 (64-bit) was used. Matlab R200 the software development.
C. Simulation without MI 0 for
Simulation results for HS-based SIRM model without MI (i.e., 0 ), for shown in Figures 6(a) and 6(b) , respectivel connected FIS is able to approximate the targ low error. However, the monotonicity preserved. Table I summarizes the experim observed, a greater error is obtaine compared to without MI (section monotonicity property is fulfilled. used to evaluate the monoton computational durations for the between 1.85 and 2.12 hours. In this section, we demonstra formulation (section III(C)) in prob SIRMs-connected FIS.
A. A New Monotonicity Preserving
Model with HS Tuning.
Consider an available SIRM (denoted as ; θ ) whic monotonicity property. The aim SIRMs-connected FIS in such that a obtained. Again, , and w We search for a set of which is n these parameters are denoted as , ,
With the general formulation (s function, as in Eq. (9) is used.
B. A Simulated Example
A two-input SIRMs-connected which each rule modules is associat shown in Figure 9 , is considered functions are denoted as : , is the width, 1,2,3,4 and plot of versus and , and a obtained. In this first simulation, we assumed that parameters were tuned with monotonicity inde the constraint (Section V (C)). In the secon tuned only the fuzzy membership function, w index ( 1000) as the constraint (Section V
C. HS tuning for all parameters
In this section, all the parameters wer and . Figure 11 In short, with the tuning ap SIRMs-connected FIS can be tuned connected FIS.
D. HS Tuning for Membership Fun
In this section, only members Figure 12 Table III summarizes the experimental resu V(C) and V(D), with static and dynamic MI Again, the study shows that the objective val dynamic MI is much lower than that of computational durations for the proposed app and 0.49 hours. 
E. Remarks
VI. SUMMARY
In this paper, we introduced the use of a n implementations (i.e., static and dynamic) for a monotonicity preserving SIRMs-connected focus of this paper is on two aspects of H connected FIS model with monotonicity pre i.e., learning and tuning. Positive results wer study constitutes to an alternative direction to monotonicity-preserving SIRMs-connected Besides, our study shows that MI implementation gives better results.
For future works, the use of a multi heuristics search in the modeling of a monoto SIRMs connected FIS model will be studied.
