Abstract. We prove that an absolute constant c > 0 exists such that
Introduction and Notation
Bernstein's inequality [L2, pp. 39-41] asserts that (1.1) max lp'(t)l-< n max Ip(t)l for every p ~ J,, where ~--n denotes the set of all trigonometric polynomials of degree at most n with real coefficients. The corresponding algebraic result [L2, pp, 39-41] , known as Markov's inequality, states that show that inequalities (1.1) and (1.2) are sharp. The substitution x = cos t in (1.1), together with (1.2), yields (1.5) Jp'(y)] < rain n 2, max [p(x)l, -1 _< y < 1, --l_x_<l for every p 9 ~,. Markov-Bernstein-type inequalities in weighted spaces and in Lp norms play a key role in proving inverse theorems of approximation and of course have their own intrinsic interest. Denote by ~(n, k) the set of all p e ~, having at most k zeros (by counting multiplicities) in the open unit disk {ze C: Iz[ < 1}. Markov-Bernstein-type inequalities for constrained polynomials have been the subject of many research papers and the classes ~(n, k), 0 < k < n, have been of special interest. It might correctly be suspected that the restrictions on the zeros of a polynomial imply an improvement in inequality (1.5). In 1940 Erd6s [Er] proved that there is an absolute constant c > 0 such that max [p(x) [, -1 _< y _< 1, (1.6) IP '(Y) [ < min ~, (1 _~)zj -l_<x~l for every p 9 ~(n, 0) having only real zeros. By taking the polynomials p, 9 N(n, 0) defined by p,(x):= (1 + x)"-1(1 -x), it is easy to see that the constant e/2 in (1.6) is asymptotically sharp. In 1963 Lorentz ILl] showed that there is an absolute constant c > 0 such that -l~<x_<l for every p 9 N, of the form
with all aj>_0 or all a t_<_<0.
j=O By an observation of Lorentz [S] , every p 9 N(n, 0) is of the form (1.8), therefore (1.7) holds for every p 9 N(n, 0). Inequality (1.7) is sharp up to the multipticative absolute constant c > 0; namely, it was shown in [E3] that there is an absolute constant c > 0 such that
for every n e N and y E [-1, 1] . In 1972 Scheick [Sc] found the best possible constant in Lorentz's Markov-type inequality. Extending ErdOs's Markov-type inequality, he proved that
2 -l_~x_<l for every p e N, of the form (1:8), hence for every p 9 N(n, 0). In 1980 Szabados and Varma [-SV] showed that there is a constant c(k) > 0 depending only on k such that
for every p 9 N(n, k), 0 < k < n, having only real zeros. Subsequently Mht6 [M] proved that
for every peN(n, k), 1 < k < n, having n-k zeros in R\(-1, 1). Szabados's conjecture, proved by Borwein [B] , establishes the Markov-type inequality
for every p 9 N(n, k), 0 < k < n, having n -k zeros in R\(-1, 1). Inequality (1.13) was extended in [Eli to all p e ~'(n, k), 0 < k < n. Another proof of (1.13) for all p e N(n, k), 0 < k < n, is obtained in [E4] with the constant 11 instead of 9. The fact that (1.13) is sharp up to the multiplicative constant was shown by Szabados [S, Example 1]. While (1.13) is essentially sharp, it is only a good estimate for [p'(y) [ with ]y[ close to 1. It was proved in [ES] that there is an absolute constant c > 0 such that
for every p e N(n, k), 0 < k < n. Subsequently it was shown in [E4] that there is an absolute constant c > 0 such that
for every peN(n, k), 0 < k < n. When y -= 0, inequality (1.15) is sharp up to the multiplicative constant c > 0; namely, it was verified in [Eli that there is an absolute constant c > 0 such that
for every 0 < k _< n. The unpleasant thing about the Bernstein-type inequalities (1.14) and (1.15) is the fact that none of them matches inequality (1.5) in the unrestricted case k = n (note that N(n, n)= N,). To formulate a MarkovBernstein-type inequality for N(n, k), 0 < k < n, which contains all of the earlier -results as special cases, the following result was conjectured in [ES] .
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Theorem. There is an absolute constant c > 0 such that
-l~y~l,
The purpose of this paper is to prove the above theorem, which seems to be the "right" Markov Bernstein-type inequality for the classes ~(n, k), 0 <_ k < n. The proof relies on a series of lemmas, some of which are interesting for their own merit.
Proof of the Theorem
First we prove the following Bernstein-type inequality for trigonometric polynomials p ~ ~ having 2n -2k zeros at 0.
Theorem 1. Let 0 <_ k < n and n >_ 1 be integers. There is an absolute constant c 1 > 0 such that
for every p ~ ~-, of the form
Theorem 1 immediately implies the following result for higher derivatives by induction on s.
Corollary 2. Let 0 < k <_ n, n >_ 1, and s >_ 1 be integers. Then
The proof of Theorem 1 rests on the following. Lemma 4 is proved in Corollary 1 of [E2] with a slightly larger constant. The fact that c 3 < 4 was pointed out by Lorentz and yon Golitschek. Our next lemma is a special case of Theorem 3.2 of [BE] .
Lemma 5. Let 0 <_ k < n and n > i be integers. For every c 4 > 0 there is a constant c5 = c5(c4) depending only on c 4 such that
holds for every P ~ ~2, of the form (2.7)
From Lemmas 4 and 5 we can deduce Lemma 6. Let 0 < k < n and n >_ 1 be integers. There is an absolute constant
for every polynomial of the form (2.9)
Proof. If n/2 < k < n, then inequality (2.8) holds for every P e ~2, by Bernstein's inequality [L2, pp. 42-43] . Therefore, in what follows we assume that 0 < k < n/2. Let b > 1 be the smallest real number for which
Since 0 < k < n/2, P has 2n -2k >_ n zeros at a. On the other hand, Lemma 4 implie~,that P has at most c3n(b-a)l/2(b + 1) -1/2 zeros (by counting multipliciti~s) in [a, hi, hence
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Now Lemma 5 and inequality (2.11) yield that
where c 6 = C5(C7) > 0 is an absolute constant, and the lemma is proved. 9
From Lemma 6 we easily obtain Lemma 7. Let 0 < k < n and n > 1 be integers. There is an absolute constant c 8 > 0 such that
denotes the imaginary unit) for every p ~ J-, of the form
and for every 6 ~ R such that
p(--t) = 4Z G (cos t -cos CO2"-2kq(t)q(--t).

Since q(t)q(--t)e Y-2k
is an even trigonometric polynomial, by the substitutions x = cos t and a = cos ~, we obtain that (2.17)
For the sake of brevity let
Now (2.15)-(2.18) and Lemma 6 yield by (2.22), which is used in the last inequality). Since (2.25) contradicts Corollary 2, our assumption is false, and the lemma is proved. 9 418 P. Borwein and T. Erd61yi By the substitution x + 1 = 2 sin2(t/2) (i.e., x = -cos t), from Lemma 8 we obtain 
Proof.
(2.32)
We have
For the sake of brevity let 
for every x ~ [(1 + y)/2, 1], and the lemma is proved. 9 420 P. Borwein and T. Erd6lyi Lemma 11. Let k, m, n, c9, y, z, xj (j = 1, 2, ..., k), and P be the same as in Lemma 10. Let Proof. This follows from Lemma 10, by proceeding exactly in the same way as in the proof of Lemma 4 of [-B] . Suppose that the statement of the lemma is false. Choose the smallest j for which yj > xj. Then pick r/so that
Xj<_X<_I Xj<X<_I (We specify the sign of q later.) We can deduce from the equioscillation of P* that r/P* -P has at least j -1 zeros on [fl, 11 where fl is the smallest number greater than yj, where [r/P*l achieves its maximum on [y, 1] . From Lemma 10 we can deduce that r/P* -P has at least k -j zeros on I-y, ~), where ~ := ~j+ 1 (see (2.30)). We need only observe that if we choose the sign of r/so that (2.42) sign(r/P*(fl)) = -sign(P(~)), then r/P* -P must have at least two zeros in (c~,/~]. Note that if (r/P* --P)(fl) = 0, then (r/P* -P)'(/~) = 0. Thus, together with the n -m -k zeros at -1 and m zeros at z, r/P* -P has at least (n -m -k) + m + (j -1) + (k -j) + 2 = n + 1 zeros, a contradiction. Therefore yj < xj for every j = 1, 2 ..... k, and the lemma is proved. 9
From Lemma 11 we prove the following:
Lemma 12. Let k, m, n, c 9, y, and z be the same as in Lemmas 10 and 11. There is a constant Clo = Clo(C9) > 0 depending only on c 9 such that
for every p of the form
and for every
Proof. By a compactness argument and a variational method it is routine to show that it is sufficient to prove (2.43) for p = P*, where P* is the constrained Chebyshev polynomial of degree n on [y, 1] defined in Lemma 11. Recalling the definition of y and z, and using Lemma 11, (2.45), and the well-known formula
for the Chebyshev polynomial of degree 2k on [-1, 1], we obtain
where Q2k is the Chebyshev polynomial T:k = cos(2karccosx) transformed linearly from [-1, 1] to [y, 1] , and Clo depends only on c 9. The lemma is now proved. 9
Lemma 12 and Corollary 9 allow us to prove the following.
Lemma 13.
There is an absolute constant c~1 > 0 such that 
Proof. Without loss of generality we may assume that (2.50) Ip(1)l= max Ip(x)l.
--l_<x<l Any other case can be reduced to this by a linear transformation. We distinguish two cases.
Case 1: l_<k<m. that Case 2: 0<m<k. Now p~. has all but m+k<2k zeros at -1, hence Theorem 3.2 of [BE] (see Lemma 5) gives the conclusion of the lemma. There is an absolute constant c12 > 0 such that
for every p ~ ~n of the form (2.53)
Corollary 14 plays a key role in the proof of our next lemma.
Lemma 15. Let 1 < k < n and 0 < m < 2n -2k be integers. We have 
= p(t)p(-t) = 4k-n(COS t --cos ~))2n-m-2k(cos t + COS 7)mq(t)q( -t).
Since q(t)q(--t)~ 9-2k is an even trigonometric polynomial, by the substitutions x = cos t and b = cos 7, we obtain that (2.59)
where Q ~ ~2k. Let (2.60)
NOW (2.57)-(2.60) and Corollary 14 yield
and the lemma is proved. 9
We use a slightly different version of Lemma 15, namely, the following:
Corollary 16. Let 1 < k < n, 0 < m < n, and m + 2k < 2n be integers. We have 
where cla > 0 is the same as in Corollary 17.
Let l <_ k < n and O < m < n -k be integers. We have -l<y<l, q e ~k, Now we are ready to prove the Theorem stated in Section 1.
Proof of the Theorem. The case k = 0 follows from the case k = 1, hence, without loss of generality, we may assume that 1 < k. A simple compactness argument shows that for every -1 < y < 1 there is a/3 e ~(n, k) such that I/~'(Y)I IP'(Y)t (2.69) -sup max I/3(x)l v~'t.,k~ max Ip(x)l" -l<x<l -l<x<l Observe that/3 cannot attain its maximum modulus on [-1, 1] at y, otherwise if(y) = 0, a contradiction. We show that/3 has at most k + 1 zeros (by counting multiplicities) different from _ 1. First we prove that/3 has only real zeros. Indeed, if/3(a) = 0 for an a e C\R, then/3(~) = 0, and a simple calculation shows that, with a sufficiently small e > 0, (2.70) p,(x) :=/3(x) 1 -e (x -a) (x -(t) is in ~(n, k), and it contradicts the extremality of/3 e ~(n, k). for every p e~(n, k) is proved in Corollary 1.3 of [El] extending [B] . Other proofs of (2.73) are given in Theorem 1 of [E4] and Theorem 3.4 of [BE] with slightly larger multiplicative constants than 9. By (2.72) and (2.73) the theorem is proved. 9
