This paper discusses one method of clustering a high dimensional dataset using dimensionality reduction and context dependency measures (CDM) 
Introduction
Given a collection of n data points (vectors) in high dimensional space, it is often helpful to be able to project it into a lower dimensional space without suffering great distortion [1] . In other words, it is helpful to embed a set of m points in n -dimensional space into rdimensional space, where r << n. This operation is commonly known as dimensionality reduction.
There are many known methods of dimensionality reduction. In some of these methods, each attribute in the reduced set is a linear combination of the attributes in the original data set. Such methods include Random Projection (RP), Singular Value Decomposition (SVD), Principal Component Analysis (PCA), Kernel Principal Component Analysis (KPCA), Discrete Cosine Transform (DCT) and Latent Semantic Analysis (LSA) [5] . Therefore, in effect, to compute a data point in the new dimensions one needs to actually know all of the original dimensions.
Other dimensionality reduction methods, however, reduce a dataset to a subset of the original attribute set [6] . These include those studied in [16] , namely, the Direct Approach (DA), the Combined Approach (CA), the Variance Approach (VAR), the Top-Down Approach (TD), the Bottom-Up Approach (BU), the Weighted Attribute Frequency Approach (WAF) and the Best Clustering Performance Approach (BCP) which will be illustrated further in this paper. Other filtering approaches for high dimensional data can be found in [9] [11], [12] , [2] .
An application of dimensionality reduction is the clustering of high dimensional data. A common view of clustering is as the assignment of a data set into subsets (called clusters) so
Context-Based Proximity Measurements [19]
The distance between two data vectors, as measured by various distance formulae is static. Once computed, it does not change as long as the vectors do not change. Moreover, there could be cases where the vectors change but the distance between them remains constant. This is possible when the two vectors are translated by a fixed amount in the same direction in multidimensional space. But the perception of distance is not static. For example, consider the problem of measuring the proximity between two geographical locations, say two cities, for example Cincinnati, Ohio and Indianapolis, Indiana, based only on their geographical information, and not taking into consideration any other locality. Since the locations of these cities are different, each of these two cities perceives the other as most different. Now consider adding a third location, for example, Los Angeles, California. Now, the perceived proximity between Cincinnati and Indianapolis is modified -has become larger, since Los Angeles is much farther than any of these two cities, and by comparison Cincinnati and Indianapolis seem to be almost the same. Similarly, if now another city, say, Lagos Nigeria is added, proximity between the three American cities is further increased. This modification of proximity perception is evident when people discuss about distances. It is not uncommon for someone from Lagos to feel, for example that if one traveled to Cincinnati, one has also almost "arrived" in Los Angeles. Yet, once in Cincinnati this feeling is not present anymore, since in the context of distances in the US, Cincinnati and Los Angeles are pretty far. This example illustrates the effect of the context in perception of proximity. If proximity perception is to be measured in the interval [0, 1], then in the first case described above, the proximity between Cincinnati and Indianapolis is almost 0. As other, more distant cities are added, it increases almost to 1 (almost as if Cincinnati and Indianapolis were co-located). The context-based divergence is an approach (proposed in [19] and further explored in [20, 21] ), which captures and explores this notion of perceptual proximity and it will be reviewed in this paper. 
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In the example used earlier, while measuring the proximity between two cities, the vertical context consists of all the other cities in the data set. Similarly, the horizontal context of a sample attribute is the collection of the remaining attributes. 
Context-dependent Cluster Structure
Taking into account context the notion of context dependent clustering can be defined (see [19] ). Although a common approach used in pattern recognition, clustering remains a somewhat ill-defined problem: the objective is to find good groupings/clusters of data point with little or no information on the ground truth. A discussion of the issues underlying cluster validity can be found in [17] . The set of data vectors that satisfy certain criteria of proximity are grouped into clusters to reduce information load and facilitate information processing and interpretation.
Traditional approaches to clustering consider a cluster as a lump of data that is characterized by measures such as within cluster distance and between cluster distance [7] [3] which measure respectively, the cluster tightness and separation. But these approaches are based on the assumption that all cluster members are equally significant from the point of view of measuring cluster properties and making decisions about cluster expansion [5] [8] . As pointed out in [19] , in real life, there are many situations in which assumptions of "equal significance" of all cluster members do not hold. If the clusters are represented as "clouds" in a multi-dimensional space, then the members near the center of a cluster may be considered more representative of the cluster properties. From the point of view of deriving cluster properties, the cluster members belonging to different regions of the clusters must be viewed differently. There should be a way to differentiate between the cluster members based on their significance to the cluster they belong to. One way to achieve this is by attaching weights to the cluster members.
In the spirit of using context to determine the significance of each member and not rely on static schemes of weighing cluster members, this section discusses a method of cluster representation which assigns weights to cluster members based on their context dependent divergence with other members in the cluster [19] . The idea is to define the significance of a Copyright ⓒ 2014 SERSC given cluster member in a way which reflects its context dependent similarity with other cluster members. 1, ,
Thus, in fact, the perfect cluster is trivial -a collection of identical data points. 
It is easy to see that 
Similarity Within and Between Clusters 0
To measure the tightness of and separation between clusters, a similarity measure must be defined. A context dependent similarity measure between a data item and a cluster, on one hand, and two clusters, on the other hand, can be defined based on the context dependent divergence and similarity measures defined above.
Similarity between a data item and a cluster
The similarity between a data item  and a 
Similarity between clusters
Similarly to data item to cluster similarity, the cluster to cluster similarity is defined as a convex combination of similarities. Let 
Dimensionality Reduction Approaches
The basic description of the dimensionality reduction problem used in this paper is as follows: Given a data set represented as an mn  matrix D , find a representation of D as an mr  matrix r D , rn  (usually much smaller than n ) subject to some constraints (or optimization criterion). Some of the dimensionality reduction techniques studied in [14 -16] and used subsequently in this paper are briefly described below.
The Variance Approach (VAR)
The Variance approach starts with an empty set, I of dimensions and adds dimensions of D to this set in decreasing order of their variances [15] . That means that a set r I with r dimensions contains the dimensions of top r variances. This approach assumes that the
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Copyright ⓒ 2014 SERSC discriminatory power of a dimension depends directly on the variance of the data along that dimension; dimensions of low variance are left out as they would fail to discriminate between the data. Indeed, in an extreme case where all the values along a dimension are equal, and therefore, the variance is 0, it is impossible to distinguish between data points based on that dimension alone. Thus, letting 
The Combined Approach (CA)
The Combined Approach selects the combination of r attributes which best preserve the inter-point distances, and reduces the dataset to a dataset containing only those r attributes. This approach consists of the following steps:
1. Determine the extent to which each attribute preserves the inter-point distances. In other words, for each dimension {1, , } in  The difference between the Combined and Direct approaches is that for the Combined Approach, to reduce a data set D containing n attributes to a data set D r containing r attributes, the average distance preservation is first calculated for each attribute, and all combinations of r attributes (from the n attributes of D) are then generated. D r then becomes the dataset containing the r attributes of D whose average mid i value is maximum. With the Direct Approach, on the other hand, to reduce a data set D containing n attributes to a data set D r containing r attributes, we first generate all combinations of r attributes from the n attributes of D. To find the average distance preservation for any combination of attributes, C, we reduce the original dataset directly to the dataset containing only the attributes in C, and then compute the average distance preservation for this combination using the formulas above. D r then becomes the dataset containing the r attributes whose average distance preservation is maximum.
Top-down Approach (TD)
The Top-Down dimensionality reduction approach considers subsets of attributes reduced by one attribute at a time. To reduce a data set D containing n attributes to a data set D r containing r attributes, the Top-Down Approach starts with the original n attributes of D , and reduces it successively to the subset of n -i, 1, 2, i  attributes, such that a certain criterion is satisfied, until n i r  . For example, the criterion could be to preserve as well as possible k -means clustering [14] [15] [16] . 
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The Bottom-up Approach (BU)
Contrary to the Top-Down dimensionality reduction approach, the Bottom-Up approach considers subsets of attributes increased by one attribute at a time. Starting with the subset 1 S containing the single attribute, 1 i , of D , which best preserves k -means clustering, it increases it to the subset 2 S of two attributes 12 ( , ) ii which best preserve k -means clustering.
The process continues until the subset r S of r attributes 1 ( , , ) r ii  which best preserve kmeans clustering has been obtained.
Remark 2.
It should be noted that each of these approaches implements a heuristic and that the final subset of attributes obtained is not guaranteed to be optimal with respect to the criterion selected. However, in experiments, these approaches were found to be more effective.
The Weighted Attribute Frequency Approach (WAF)
In each of the approaches considered above, attributes/dimensions were considered implicitly equally important. On the other hand, from applying each of these approaches, and inspecting the corresponding selected attribute subsets it can often be seen (depending on the actual data set D ) that some attributes appear more often than others. The weighted attribute frequency approach (WAF) aims at taking this into consideration. To reduce an mn  data set D to an mr  data set r D , with rn  WAF works as follows:
Generate DA(r), CA(r), Var(r), TD(r)
, and BU(r) each of which is the collection of attributes obtained when the given dimensionality reduction method is applied to reduce it to r attributes.
2. Assign weights to an attribute i according to its selection by each of these methods.
From experimental studies, the weights were assigned as 
The Best Clustering Performance Approach (BCP)
A consequence of distance preservation is that when used in algorithms where distance is computed, the original or reduced data should yield the same results in all algorithms based on inter-point distance. Such algorithms include classification and clustering. Given k , and the set DR = {CA(r), DA(r), Var(r), TD(r), BU(r)} whose elements are defined as in Section 5.6 above, 
Clustering in a High Dimensional Space based on Clustering in Reduced Dimensions
The context dependent procedure (CDM) defined here is an agglomerative clustering algorithm which starts with clusters corresponding to each data item. Clusters are merged based on their context dependent similarity until the desired number of clusters is obtained. Algorithm 1 shows the exact description of the CDM based clustering procedure. 
Repeat
Step 1. Compute similarity between every two clusters using the symmetric CDMs
Step 2. Find the most similar pair of clusters c i and c j in
X
Step 3. Merge 
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Copyright ⓒ 2014 SERSC and finally, the probability that they belong to the same cluster is the average over clustering under all of the dimensionality reduction methods in DR is
Note that in fact, from the definition of ( | , )
P l i C it follows that ( , ) P i j has the following properties:
( , ) 0 P i j  if the data points i x and j x never belong to the same cluster when CDM clustering is run with any of the dimensionality reduction methods in DR 3.
( , ) 1 P i j  if the data points i x and j x belong to the same cluster when CDM clustering is run with every dimensionality reduction method in DR .
As in [4] , the matrix ( , ) P i j , , 1, , i j m  is used to define a conservative cluster similarity measure 
Outliers
Outliers are defined here as those points for which maximum similarity to any other data point is very small. These data points are initially discarded in the process of cluster formation. Approximately 10% of data points are removed this way in the current study. Then these points are assigned to the most similar of the final clusters obtained.
Illustrative Experimental Results
The approach described in the preceding sections is applied to a 70 10  data set shown in Table 1 . The data set was clustered into 20 clusters in the original dimensions using Algorithm 1 and the context dependent measure of similarity. The clusters obtained are shown in Table 2 . The data set was then reduced to seven dimensions, successively, using each of the eight dimensionality reduction techniques from the set DR (in Section 6 above), and clustered using the context dependent measures of similarity for each reduction. Tables 3  -10 show the clusters obtained for each choice of dimensionality reduction technique. The similarity matrix P is then computed and used to aggregate the clustering results in Tables 3   -10 . The final clusters obtained by the Cluster Ensemble Approach are shown in Table 11 . As it can be seen from this table, the clusters obtained from the ensemble clustering approach have the highest agreement with the clusters obtained in the original dimensions. The clusters obtained from the PCA reduction have the lowest agreement with the clusters obtained in the original dimensions. This behavior of the PCA dimensionality reduction technique with respect to cluster preservation has also been observed in [4] .
Conclusion
This study presents the initial results of the integration of context dependent similarity measures, dimensionality reduction and ensemble clustering approach. The context of two data points, defined with respect to the remaining data points, impacts the evaluation of their similarity. Several dimensionality reduction approaches are considered, each capturing different aspects of the data set. These include seven approaches which reduce the original set of dimensions to a proper subset, as well as the well-known PCA approach in which each dimension in the reduced set is a linear combination of the original dimensions. Experimental results on an artificial data set show that the ensemble clustering agrees the most with the clusters in the original data set. In addition, the clustering in a reduced dimensional space where the dimensions are a proper subset of the original dimensions agrees more with the clustering in the original dimensions set, than that in the set obtained by PCA reduction. These preliminary results warrant further investigation along the lines put forward in this study.
