Abstract. For odd square-free n > 1, the cyclotomic polynomial Φn(x) satisfies an identity Φn(x) = Cn(x) 2 ± nxDn(x) 2 of Aurifeuille, Le Lasseur and Lucas. Here Cn(x) and Dn(x) are monic polynomials with integer coefficients. These coefficients can be computed by simple algorithms which require O(n 2 ) arithmetic operations over the integers. Also, there are explicit formulas and generating functions for Cn(x) and Dn(x). This paper is a preliminary report which states the results for the case n = 1 mod 4, and gives some numerical examples. The proofs, generalisations to other square-free n, and similar results for the identities of Gauss and Dirichlet, will appear elsewhere.
Introduction
For integer n > 0, let Φ n (x) denote the cyclotomic polynomial
where ζ is a primitive n-th root of unity. Clearly
and the Möbius inversion formula [9] gives
Equation (1) is useful for theoretical purposes, but (2) is more convenient for computation as it leads to a simple algorithm for computing the coefficients of Φ n (x), or evaluating Φ n (x) at integer arguments, using only integer arithmetic. If n is square-free, the relations Φ n (x) = x − 1 if n = 1, Φ n/p (x p )/Φ n/p (x) if p is prime and p|n,
give another convenient recursion for computing Φ n (x).
In this preliminary report we omit proofs, and assume from now on that n > 1 is square-free and n = 1 mod 4.
The results can be generalized to other square-free n, and similar results hold for the identities of Gauss and Dirichlet. The interested reader is referred to [1] for details.
Φ n (x) satisfies an identity
of Aurifeuille, Le Lasseur and Lucas 1 . For a proof, see Lucas [15] or Schinzel [17] . Here C n (x) and D n (x) are symmetric, monic polynomials with integer coefficients. For example, if n = 5, we have Φ 5 (x) = x 4 + x 3 + x 2 + x + 1 = (x 2 + 3x + 1) 2 − 5x(x + 1) 2 , so C 5 (x) = x 2 + 3x + 1 and D 5 (x) = x + 1.
In Section 1.1 we summarize our notation. Then, in Section 2, we outline the theoretical basis for our algorithm for computing C n (x) and D n (x). The algorithm (Algorithm L) is presented in Section 3. Algorithm L appears to be new, although the key idea (using Newton's identities to evaluate polynomial coefficients) is due to Dirichlet [8] . A different algorithm, due to Stevenhagen [18] , is discussed in Section 3.1.
In Section 4 we give explicit formulas for C n (x), D n (x) etc. These may be regarded as generating functions if x is an indeterminate, or may be used to compute C n (x) and D n (x) for given argument x. In the special case x = 1 there is an interesting connection with Dirichlet L-functions and the theory of class numbers of quadratic fields.
One application of cyclotomic polynomials is to the factorization of integers of the form a n ±b n : see for example [3, 4, 5, 6, 11, 12, 16] . If x = m 2 n for any integer m, then (5) is a difference of squares, giving integer factors C n (x) ± mnD n (x) of x n ± 1. Examples are given in Sections 3-4.
1.1. Notation. For consistency we follow the notation of [1] where possible, although there are simplifications due to our assumption (4).
x usually denotes an indeterminate, occasionally a real or complex variable. µ(n) denotes the Möbius function, φ(n) denotes Euler's totient function, and (m, n) denotes the greatest common divisor of m and n. For definitions and properties of these functions, see for example [9] . Note that µ(1) = φ(1) = 1.
(m|n) denotes the Jacobi symbol 2 except that (m|n) is defined as 0 if (m, n) > 1. Thus, when specifying a condition such as (m|n) = 1 we may omit the condition (m, n) = 1. As usual, m|n without parentheses means that m divides n.
n denotes a positive integer satisfying (4), which implies that (−1|n) = 1. It is convenient to write g k for (k, n).
For given n, we define s = (2|n). In view of (4), the following are equivalent:
The Aurifeuillian factors of Φ n (x) are 2 See, for example, Riesel [16] . To avoid ambiguity, we never write the Jacobi symbol as m n .
Theoretical results
In this section we summarise some theoretical results which form the basis for Algorithm L. Let ζ = e πi/n be a primitive 2n-th root of unity. The particular choice of primitive root is only significant for the sign of the square root in (9) . Consider the polynomial
which we may write as
L n (x) has degree φ(n). Also, from (7), L n (x) is symmetric and has real coefficients. Schinzel [17] shows that
where C n (x) and D n (x) are the polynomials of (5), and s = (2|n) as usual. Clearly
. For example, suppose n = 5. Then (7) gives
where C 5 (x) and D 5 (x) are as in (6) . Let g k = (k, n). It may be shown that the Gaussian sums p k of k-th powers of roots of L n (x) are
3. An algorithm for computing C n and D n
In this section we consider the computation of C n and (8) it is enough to compute the coefficients a k of L n (x). Using (9), the coefficients of L n (x), and hence of C n (x) and D n (x), may be evaluated from Newton's identities. In order to work over the integers, we define
where p k is the sum of k-th powers of roots of L n (x). Thus, from (9),
If
In particular, γ 0 = δ 0 = 1. Using Newton's identities, we obtain the recurrences
and
We can use the fact that C n (x) and D n (x) are symmetric to reduce the number of times the recurrences (11)- (12) need to be applied. An algorithm which incorporates this refinement is:
Examples. The initial conditions are γ 0 = δ 0 = 1. The recurrence (11) gives
Using symmetry we obtain γ 2 = γ 0 = 1 and δ 1 = δ 0 = 1. Thus
and it is easy to verify that
2. Now consider n = 33. We have s = (2|33) = 1, d = φ(33)/2 = 10. Thus
The initial conditions are γ 0 = δ 0 = 1. The recurrences (11)- (12) give
Using symmetry, we obtain
From the recurrence (3),
and it is straightforward to verify that Φ 33 (x) = C 33 (x) 2 − 33xD 33 (x) 2 .
3.1. Stevenhagen's algorithm. Stevenhagen [18] gives a different algorithm for computing the polynomials C n (x) and D n (x). His algorithm depends on the application of the Euclidean algorithm to two polynomials with integer coefficients and degree O(n). C n (x) and D n (x) may be computed as soon as a polynomial of degree at most φ(n)/2 is generated by the Euclidean algorithm. Thus, the algorithm requires O(n 2 ) arithmetic operations, the same order 3 as our Algorithm L. Unfortunately, Stevenhagen's algorithm suffers from a well-known problem of the Euclidean algorithm [10] -although the initial and final polynomials have small integer coefficients, the intermediate results grow exponentially large. When implemented in 32-bit integer arithmetic, Stevenhagen's algorithm fails due to integer overflow for n ≥ 35.
Algorithm L does not suffer from this problem. It is easy to see from the recurrences (11)-(12) that intermediate results can grow only slightly larger than the final coefficients γ k and δ k . A straightforward implementation of Algorithm L can compute C n and D n for n < 180 without encountering integer overflow in 32-bit arithmetic. When it does eventually occur, overflow is easily detected because the division by 2k in (11) or by 2k + 1 in (12) gives a non-integer result.
Explicit expressions for C n and D n
In this section we give generating functions for the coefficients of C n and D n . These generating functions seem to be new. They can be used to evaluate the coefficients of C n (x) and D n (x) in O(n log n) arithmetic operations, via the fast power series algorithms of [2, Section 5] . Also, where they converge, they give explicit formulas which can be used to compute C n (x) and D n (x) at particular arguments x. However, it may be more efficient to compute the coefficients of the polynomials using Algorithm L, and then evaluate the polynomials by Horner's rule.
The generating functions may be written in terms of an analytic function g n , which we now define. We continue to assume that (4) holds.
4.1.
The analytic functions f n and g n . In this subsection x is a complex variable. For x inside the unit circle, and on the boundary |x| = 1 where the series converge, define
Observe that g n (x) is an odd function, so g n (−x) = −g n (x). Our assumption (4) implies that (n|2j + 1) = (2j + 1|n), so
Also, since (2j|n) = (2|n)(j|n) = s (j|n), it is easy to see that
In [1] it is shown that analytic continuations of f n (x) and g n (x) outside the unit circle are given by the simple functional equations
f n (1) is related to the class number h(n) of the quadratic field Q[ √ n] with discriminant n. In the notation of Davenport [7] ,
, where χ(j) = (j|n) is the real, nonprincipal Dirichlet character appearing in (13) . Thus, using well-known results,
Here ε is the "fundamental unit", i.e. ε = (|u| + √ n|v|)/2, where (u, v) is a minimal nontrivial solution of u 2 − nv 2 = 4. For example, if n = 5, then ε = (3 + √ 5)/2, h(5) = 1, and we have f 5 (1) = (ln ε)/ √ 5 = 0.4304 . . . Using (15)- (16), we obtain a simple relation between g n (1) and f n (1):
Thus, in our example, g 5 (1) = 3f 5 (1)/2.
Generating functions.
In [1] it is shown that
This leads to the following theorem. As usual, we continue to assume that n satisfies (4).
4.3.
Application to integer factorization. In this section we illustrate how the results of Sections 3 and 4.2 can be used to obtain factors of integers of the form a n ± b n . Other examples can be found in [1, 3, 4] . If x has the form m 2 n, where m is a positive integer, then √ nx = mn is an integer, and the Aurifeuillian factors F ± n (x) = C n (x) ± mnD n (x) give integer factors of Φ n (x), and hence of x n − 1 = m 2n n n − 1. For example, if m = n k , we obtain factors of n (2k+1)n − 1.
Before giving numerical examples, we state explicitly how Theorem 1 can be used to compute F ± n (m 2 n) with a finite number of arithmetic operations. The following theorem shows how many terms have to be taken in the infinite series (14) defining g n . Because there is a little slack in the proof of the theorem, there is no practical difficulty in evaluating the exponential and square root to sufficient accuracy.
Theorem 2. Let m, n be positive integers, n > 1 square-free, n = 1 mod 4, x = m 2 n, and λ = φ(n)/2. Then the Aurifeuillian factors of Φ n (x) are
, where
Examples. 
5.
For an example with larger λ, consider m = 1, n = 13, so x = m 2 n = 13, x n − 1 = 13 13 − 1, and λ = φ(13)/2 = 6. Theorem 2 gives It is easy to deduce that 13 13 − 1 = 2 2 · 3 · 53 · 264031 · 1803647.
6. An illustrative sample of other factorisations which can be obtained from Algorithm L or Theorem 2, and would have been difficult to obtain in any other way, is given in Table 1 . The factors given explicitly in Table 1 are prime. As usual, large k-digit primes are written as P k if they can be found by division.
