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The PI would like to sincerely thank the support on this project from the Mathematical Sciences Division of ARO and the program manager, Dr. Mou-Hsiung Chang. Significantly benefiting from the support, the PI has extended her research area to network statistics and generated ample results. The PI was successfully promoted to Associate Professor with tenure, for which this grant served as one honorable recognition. The PI also established industrial collaboration with the US Army Electronic Proving Ground to implement some of the research results to real-world applications that directly benefit the Army in defense and security. Through the successful experience of this project, the PI is enthusiastically looking forward to working with ARO on other potential projects/opportunities.
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Statement of the Problem Studied
In this project, we focused on developing new statistical models for characterizing the dynamic evolution of networks and detecting changes deviating from the normal evolving trajectory. Modeling the dynamics of evolving networks and detecting abnormal changes is of great interest in many domains. Figure 1 gives examples of three such domains, including (a) brain networks in developmental studies, (b) social networks in security surveillance, and (c) wireless communication networks in quality of service monitoring and intrusion detection. What complicates the problem even more is that the network measurement data is usually of mixedtype and multi-dimension. For example, brain networks may be measured by functional or structural neuroimaging techniques; social interaction may be through multi-type social media (facebook, twitter, LinkedIn, etc); wireless communication may be measured by logic link, connectivity, or connection strength. Despite the interest and importance of the problem, the fundamental methodological development in statistical modeling has been lacking. In this project, we studied the problem through three specific aims, including:
Aim 2: Dynamic modeling of evolving networks Aim 3: Anomaly detection in evolving networks Table 1 summarizes the results of our literature review, which shows that research for addressing these specific aims is lacking and therefore this project is timely and impactful. 
Dynamic modeling of evolving networks
Dynamic or time-varying graphical models either assume the dynamics to be Markovian or focus on dynamic attribute data but not relational data.
Anomaly detection in evolving networks
Statistical Process Control (SPC) methods focus on monitoring of "variables" not "networks"; in network settings, SPC has only been limitedly used for network centrality measures. 
Summary of the Most Important Results
The important outcomes from this project are summarized in three sections: research, collaboration, and education and human resource development.
Research:
Though the original proposal of the project was written in the context of social networks, we found, during the performance period of this project, that the fundamental methodological development is needed in and also applicable to many other domains with network data such as brain networks and wireless communication networks that are closely related to the PI's past and ongoing research experience.
Aims 1 and 2:
We studied extensively the characteristics of the networks in these domains and developed three new statistical models for modeling the underlying dynamics of the networks (Aim 2). It turned out that in two of the three models, fusion of multi-dimensional network data is just a special case of dynamic network modeling, i.e., by replacing the time index with the dimension index (Aim 1). Details of the model development are summarized in Appendix A. Table 2 briefly summarizes the statistical formulation and solution algorithms of the model development as well as the properties for each model. This model characterizes the spectral evolution of the networks, i.e., the evolution in the eigen-space not the original space. So it provides a different but complementary perspective to the other two proposed models. This has clear interpretation that the eigenvalues capture how the density of the networks evolves and the eigenvectors capture how the structure/connectivity of the networks evolves. This model cannot easily incorporate attribute data. Efficient algorithms for spectral decomposition of large networks are yet to be developed.
Aim 3:
Based on the proposed dynamic models, we further developed methods for detecting abnormal changes.
Ongoing research:
We believe that we have accomplished the most challenging part -model development, during the nine-month project performance period. We are currently doing extensive simulation experiments to evaluate and compare the three proposed models. We have also found a very good resource of publicly available large network data repository, http://snap.stanford.edu/data/index.html. We plan to apply our models to these data and compare the results with published literature on the same data. We plan to present the research results in INFORMS 2014 Annual Conference and also submit a journal paper.
Collaboration:
In a mixer event to promote academia-defense industry collaboration, the PI presented some of the research results, which drew great attention from US Army Electronic Proving Ground (EPG). Later, the PI developed a collaborative project with EPG for modeling large mobile communication networks and monitoring and detecting poor quality of service (QoS) and potential adversarial intrusion. Mobile communication networks are commonly deployed in battlefields for soldiers to communicate with each other and with the commander for situation awareness and mission accomplishment. The QoS and security of the networks are crucial.
Education and human resource development:
Change detection or SPC for network data has not been traditionally taught in industrial engineering classes. With the abundance of network data in various application domains, there is an urgent need to introduce new methodologies for network data modeling and monitoring to students. The PI has incorporated part of the research results into the teaching materials of her advanced SPC class. In addition, the PI was successfully promoted to Associate Professor with tenure, for which this grant served as one honorable recognition. The Ph.D. student supported by this grant also made very good progress toward his thesis.
Appendix A: Details for the Statistical Formulation and Solution Algorithms for Three Proposed Dynamic Models
We propose three different methods for modeling network dynamics.
Assume that there are N nodes in the network. Denote the nodes by , … , . Each node is associated with a vector of attributes. Let denote the vector of attributes for node . Let be the observed network/relational data of the nodes at time . is an matrix.
denote a link between nodes and in . The value of can be 0/1 to represent the existence of a relation or a numerical number to represent the strength of a relation.
Model 1: A kernel-smoothing estimator for latent dynamic networks
Formulation: We can model the latent network dynamics by a time-varying Gaussian Process (GP). Let , … , be random variables corresponding to nodes , … , at time .
The prior distribution of is assumed to be a zero-mean GP whose covariance matrix is defined by the attribute data, i.e., , and , . The likelihood function of link is given as follows [1] :
, ~ 0, denotes measurement errors. Though 0/1-type network data is considered here, we will show later that this framework allows incorporation of numerical-valued network data. Integrating out and ,
Φ · is the cumulative density function of the standard Gaussian distribution. Assuming the links are independent, the likelihood function of the network is ∏ ,
Consider that the distribution of changes smoothly over time. Then, the joint likelihood of the networks at all times can be written as a weighted combination of individual likelihoods and the weights are kernel functions of time, i.e., 
Estimation: The exact posterior distribution in this form is non-parametric. Though computational methods like MCMC can be used to sample from the exact posterior distribution, it is computationally too intense for large networks. We propose an approximation method based on expectation-propagation (EP) [2] . That is, the inverse covariance matrix of the approximate posterior Gaussian distribution is a sum of the prior inverse covariance matrix and a kernel-smoothing estimator of the inverse covariance matrix based on network data.
As a more efficient approach, can be obtained from the graph Laplacian matrix of the network. In this way, numerical-valued network data can also be incorporated using a weighted graph Laplacian matrix.
In this way, the latent dynamic networks can be characterized by the posterior inverse covariance matrix, ∑ .
Update: given the data at time , the posterior distribution of can be computed by the Bayes' rule:
is a normalization constant.
We can use the EP algorithm to approximate the distribution in (3) by
, .
Furthermore,
Consider a special case when and . Then, the prediction and update in (4) and (5) [4] , it has been found that characterizes the density of the network and characterizes the structure of the network.
In conventional network spectral analysis, it assumes that there is a "constant" underlying the network evolution. To extend it, our formulation allows that where is the transformation matrix to cope with the translational, rotational and scaling effects. Given the network data , … , T , modeling the network dynamics can be formulated into the following optimization problem: min , , , , ,…, ∑ , Subject to 1, for 1,2, … , .
Estimation: It is not hard to derive that (6) is equivalent to the following: min , , , ,…, ∑ Subject to 1, for 1,2, … , .
Because consists of eigenvectors orthogonal to each other, solving the optimization in (7) can be done sequentially for each eigenvector and recursively along the time, i.e., min ,
Subject to
1,
Start from . After and are obtained by solving (8),
and (8) is solved again to obtain the next pair of eigenvalue and eigenvector. is treated as constant, i.e., the estimated eigenvector matrix for the previous time stamp. Though the proof is omitted here, we have derived that the first pair of eigenvalue and eigenvector can be obtained by the largest eigenvalue and corresponding eigenvector for matrix .
