Abstract. We prove a Large Deviations Principle (LDP) for systems of diffusions (particles) interacting through their ranks, when the number of particles tends to infinity. We show that the limiting particle density is given by the unique solution of the approriate McKean-Vlasov equation and that the corresponding cumulative distribution function evolves according to the porous medium equation with convection. The large deviations rate function is provided in explicit form. This is the first instance of a LDP for interacting diffusions, where the interaction occurs both through the drift and the diffusion coefficients and where the rate function can be given explicitly. In the course of the proof, we obtain new regularity results for a certain tilted version of the porous medium equation.
Introduction
Recently, systems of diffusion processes (particles) interacting through their ranks have received much attention. For a fixed number of particles N ∈ N, these are given by the unique weak solution of (1.1) dX i (t) = N j=1 b j 1 {X i (t)=X (j) (t)} dt + N j=1 σ j 1 {X i (t)=X (j) (t)} dW i (t), i = 1, 2, . . . , N, where b 1 , b 2 , . . . , b N are arbitrary real constants, σ 1 , σ 2 , . . . , σ N are arbitrary positive constants, W 1 , W 2 , . . . , W N are independent standard Brownian motions and X (1) (t) ≤ X (2) (t) ≤ . . . ≤ X (N ) (t) are the ordered particles at time t.
The existence and uniqueness of the weak solution to (1.1) was shown in the work [3] , which was motivated by questions in filtering theory, and the system (1.1) has reappeared in the context of stochastic portfolio theory under the name first-order market model (see the book [14] and the survey article [15] ). Due its central role in the analysis of capital distributions in financial markets and long-term portfolio performance therein, as well as its intriguing mathematical features, the ergodicity and sample path properties of the model have undergone a detailed analysis in the case that the number of particles is fixed (see [6] , [7] , [19] , [20] and [21] ). Moreover, concentration properties of the solution to (1.1) for large values of N have been studied in [33] and an analogous infinite particle system has been constructed and analyzed in [32] .
In the article [37] , it was observed that the system of SDEs (1.1) can be rewritten as (1.2) dX i (t) = b(F ρ N (t) (X i (t))) dt + σ(F ρ N (t) (X i (t))) dW i (t), i = 1, 2, . . . , N,
is the empirical measure of the particle system at time t The representation (1.2) allows to view the particle system (1.1) as a system of diffusion processes interacting through their mean-field and gives rise to questions on the large N behavior of the empirical measure in (1.2). The significant mathematical challenge here comes from the discontinuity of the diffusion coefficients in (1.2), already at the level of a law of large numbers addressed in [37] . The latter is obtained in [37] under the assumption that the process of spacings between consecutive ordered particles in (1.2) evolves under its stationary distribution (in particular, it was assumed that b is such that the stationary distribution exists). In this case, it was shown that the limiting particle density γ follows the McKean-Vlasov equation
for all Schwartz functions f and t ∈ R, and that the corresponding cumulative distribution functions R = F γ(·) (·) evolve according to the porous medium equation with convection (see the book [42] and the references therein for a thorough treatment) In this paper, we prove a Large Deviations Principle (LDP) for the sequence {ρ N , N ∈ N} of paths ρ N (t), t ∈ [0, T ] of empirical measures, where T > 0 is arbitrary, but fixed throughout. As we will explain below, the LDP implies a law of large numbers for {ρ N , N ∈ N}. Both results are shown under mild regularity assumptions on the functions b, σ and on the initial empirical measures {ρ N (0), N ∈ N}. In particular, the stationarity assumption on the process of spacings, which was crucial in the analysis of [37] , can be omitted here.
Assumption 1.
The function b is Lipschitz on [0, 1] . Moreover, the deterministic initial empirical measures {ρ N (0), N ∈ N} converge weakly to ρ 0 as N → ∞ for some probability measure ρ 0 on R, and sup N ∈N R |x| 1+η dρ N (0) < ∞ for some η ∈ (0, 1).
Assumption 2.
The function A := 1 2 σ 2 is strictly positive, continuously differentiable with a Lipschitz continuous derivative on [0, 1] . Moreover, the measure ρ 0 has a continuously differentiable density θ with respect to the Lebesgue measure on R such that θ ∈ L 3 (R), ∈ L 1 (R) and R |x| dρ 0 < ∞, with the convention 0 0 = 0 throughout the paper.
We remark that 1 (0,∞) ∈ L 1 (R) imply, in particular, that the support of ρ 0 is given by a (possibly unbounded) interval, which contains 0. However, one can carry over all our results to measures obtained from ρ 0 by translations, by simply translating the particle systems accordingly.
To state the LDP, we introduce the following notation. We write M 1 (R) for the space of probability measures on R, which we view as a metric space with the metric being given by the Lévy distance d L (γ 1 (t), γ 2 (t)), and for each γ ∈ C([0, T ], M 1 (R)) we identify γ with the aggregate cumulative distribution function R = F γ(·) (·). We write R T for [0, T ] × R, m for the Lebesgue measure on R T and S for the space of functions g on R T , which are infinitely differentiable and such that, for all t ∈ [0, T ], g(t, ·) is a Schwartz function on R. Finally, we define F as the collection of γ ∈ C([0, T ], M 1 (R)) starting at γ(0) = ρ 0 , such that t → R g(t, .) dγ(t) is absolutely continuous on [0, T ] for each g ∈ S, and R = F γ(·) (·) ∈ C b (R T ) with
1+η R x dm < ∞, (1.8) for q = 3/2. Our main result then reads as follows. , if γ ∈ F ∞, otherwise, and scale N.
In particular, Theorem 1.1 implies the following law of large numbers for the sequence {ρ N , N ∈ N}.
Corollary 1.2. Under Assumptions 1, 2, the sequence {ρ N , N ∈ N} converges almost surely to the unique path γ ∈ F , for which the corresponding function R is a generalized solution of the Cauchy problem
Indeed, by [18, Theorem 4] there is a unique nonnegative continuous bounded generalized solution of the problem (1.10) in the sense of [18, Definition 4] . In addition, the explicit formula for the rate function in Theorem 1.1 shows that for every path γ ∈ F , which satisfies J(γ) = 0, the corresponding function R is a nonnegative continuous bounded generalized solution of the problem (1.10). Therefore, Corollary 1.2 follows from the LDP of Theorem 1.1 and the goodness of the rate function there.
In [8] , the authors prove a LDP for systems of diffusions with drift coefficients being continuous functions of the value of the diffusion and the empirical measure of the whole system, and diffusion coefficients being constant and same for all diffusions. There, the LDP is shown by a clever application of the Girsanov Theorem, which allows to move from the system of interacting diffusions to the corresponding system of independent diffusions on the event that the path of empirical measures is near a deterministic path of probability measures and to establish the local LDP. In our case, this approach is not viable due to the interaction through the diffusion coefficients in (1.2) . Moreover, the discontinuity of the drift and the diffusion coefficients presents an additional challenge. Even on the level of the law of large numbers as in Corollary 1.2, previous works had to assume that there is no interaction through the diffusions coefficients (see [22] , [5] , [4] and the references therein), or to work with very special initial conditions (see [37] ). We overcome these challenges, but remark that our analysis relies rather heavily on the particular form of the drift and the diffusion coefficients in (1.2).
A crucial part of the proof of Theorem 1.1 is devoted to the study of generalized solutions to porous medium equations with tilt:
The following regularity results, which we need in the proof of Theorem 1.1, are also of independent interest.
is a cumulative distribution function of a probability measure γ(t). Suppose that R is a generalized solution to (1.11) with initial condition R(0, ·) = F ρ 0 (·), where A and ρ 0 satisfy Assumption 2 and h is a function on R T such that
If, in addition, R satisfies the moment condition
for some ι ∈ (0, 1), then (1.7) holds for all 6 5 ≤ q ≤ .
The rest of the paper is devoted to the proofs of Theorems 1.1 and 1.3. In the next section we present the different ingredients of the proofs and explain how they can be combined to obtain the two main theorems.
Outline
To be able to describe the outline of the proofs, we need some additional notation. We write (α, f ) for R f dα for any f in the space of continuous bounded functions C b (R) and any α ∈ M 1 (R). Moreover, we letÃ be the space of paths
and the moment condition (1.13) holds for η ∈ (0, 1) of Assumption 1. Setting R
on S, with Φ(g) := Φ(T, g) and inner product
on S, we consider the functional
→ R is absolutely continuous for each g ∈ S and consider also the functional
In addition, we introduce the set G ⊂ F of all paths γ such that R(t, ·) = F γ(t) (·) is differentiable in t and twice differntiable in x, with R x strictly positive and (1.11) holding pointwise for some Lipschitz function h ∈ C b (R T ). Finally, for each γ ∈ C([0, T ], M 1 (R)) and δ > 0, we write B(γ, δ) for the open ball of radius δ around γ in C([0, T ], M 1 (R)).
As we explain below, Theorems 1.1 and 1.3 are consequences of the following five propositions.
. That is:
, the local large deviations upper bound
holds. Moreover, the sequence {ρ N , N ∈ N} is exponentially tight in the sense that for every M > 0 there exists a compact set
Proposition 2.5. For every γ ∈ G the local large deviations lower bound
holds.
We will show now how Theorems 1.1 and 1.3 can be obtained from the latter five propositions. 
for all γ ∈ C([0, T ], M 1 (R)), and that the sequence {ρ N , N ∈ N} is exponentially tight in the sense of (2.7). However, (2.9) is a consequence of Propositions 2.4 and 2.1. Moreover, (2.10) holds for all γ ∈ G by Proposition 2.5. Now, for every fixed γ ∈ F and δ > 0, we can pick a sequence {γ
Taking the limit δ ′ ↓ 0 followed by M ↑ ∞, we conclude (2.11) lim inf
Passing to the limit δ ↓ 0 and using Proposition 2.3, one ends up with (2.10) for all γ ∈ F . Moreover, for all γ / ∈ F , the bound (2.10) is trivially true. Lastly, exponential tightness of the sequence {ρ N , N ∈ N} is part of Proposition 2.4.
Proof of Theorem 1.3. We first note after integration by parts in space, that having R = F γ(·) (·) as generalized solution of (1.11), is equivalent to
for any g ∈ S and t ∈ [0, T ]. Thus, taking here b ≡ 0 without loss of generality, and denoting by S x the space of spatial derivatives f = g x of g ∈ S, we see that for γ as in Theorem 1.3,
The latter supremum is attained for f = − h and its value is finite due to our assumption (1.12). Consequently, in this caseĨ(γ) < ∞. Our assumptions in Theorem 1.3 further guarantee that γ ∈ A (with η = ι), hence in view of Proposition 2.2, such R = F γ(t) satisfies the regularity properties (1.7), as claimed.
In the following six sections we give the proofs of the propositions above in the order in which they are stated. The proofs of the Propositions 2.1, 2.2 and 2.3 are analytic for the most part and rely on results from [25, 26, 28] concerning linear and nonlinear parabolic equations with non-smooth coefficients. The proofs of Propositions 2.4 and 2.5 are probabilistic for the most part and involve tools from the theory of large deviations and stochastic analysis.
Proof of Proposition 2.1
We fix γ ∈ A with I(γ) < ∞, let R = F γ(.) (.) and consider the Hilbert space H given by the closure of S under the norm corresponding to the inner product (·, ·) γ of (2.2). As remarked in the outline,Ĩ(γ) ≤ I(γ) < ∞, so that
Thus, Φ is a bounded linear functional on S with respect to the norm induced by the scalar product (·, ·) γ . Consequently, there exists a unique bounded linear functional Φ on H, whose restriction to S coincides with Φ. Now, by the Riesz representation theorem, there is a unique elementh ∈ H, which satisfies Φ(g) = (h, g) γ for all g ∈ H.
Combining this with the fact that S is by definition dense in H, we obtain
Furthermore, by the definition ofh and
for t = T and any g ∈ S. In particular, considering Schwartz functions g supported on R t we have that (3.2) applies also for any t ∈ [0, T ]. Comparing this with (2.12) we deduce that R is a generalized solution of the partial differential equation (1.11) for
In view of the boundedness of b A (due to Assumptions 1 and 2), we have that h ∈ L 2 (R T , dγ(t) dt). By Theorem 1.3 this implies that R t , R xx and the L 1 (R T ) density R x are elements of L 3/2 (R T ) and moreover, the functions
Rt Rx
, R x and Rxx Rx are elements of L 2 (R T , R x dm). Thus, the identity
. Finally, putting (3.4), (3.3) and (3.1) together, we end up with
as stated.
Proof of Proposition 2.2 (a) and (b)
Fixing R = F γ for γ ∈ A withĨ(γ) < ∞, we prove Proposition 2. 
is bounded by a constant C(T, I(γ)) < ∞, which does not depend on the value of n ∈ Z. In particular, this density is locally square integrable, so that the weak derivative
Proof. To prove part (a) of the lemma, it suffices to show that there is a constant C(T, I(γ)) < ∞ such that the inequality
holds for all n ∈ Z and all non-negative continuos functions ψ : R T → R supported on the strip S n . To this end, we use the Cauchy-Schwarz inequality and the definition of I to conclude
for all g ∈ S.
Fixing first a strip
, we shall use [25, Theorem 2] , which in case d = 1 provides space-time smoothing kernels k ǫ (t, x) = ǫ −2 ξ(t/ǫ)ξ(x/ǫ), ǫ > 0, for some infinitely differentiable, probability density function ξ(·) of compact support, such that for ψ as above, there exists a bounded measurable function z : R T → R, which is non-positive almost everywhere, convex in
, increasing in t and for any ǫ > 0 small enough, the functions ψ ǫ = ψ * k ǫ and z ǫ = z * k ǫ satisfy on S the following inequalities:
with C > 0 a universal constant independent of ψ and ǫ. In the preceeding the compact support of z is specified in the proof of [25, Theorem 2] after display (29) .
Next, we use first (4.3) with c = inf R T a, then the non-negativity of z ǫ t = z t * k ǫ and z ǫ xx = z xx * k ǫ , followed by the bound (4.2) for z ǫ and Jensen's inequality, and finally applying (4.4), we arrive at the bound:
Taking the limit ǫ ↓ 0, we end up with (4.1) with S n replaced by S and some constant C(T, I(γ)), which depends only on T , I(γ), the functions a, b and the dimension of the problem.
To complete the proof, we can consider the same problem with ρ 0 replaced by ρ 0 (· + n + 1/2) and I replaced by the corresponding rate function I n . Then, for the path of measures γ n (t)(·) = γ(t)(· + n + 1/2), t ∈ [0, T ] it holds I n (γ n ) = I(γ). Further, to any continuous non-negative ψ : R T → R supported on S n corresponds ψ n (·, ·) = ψ(·, · + n + 1/2) supported on S, such that by the preceeding proof:
This finishes the proof of part (a) of the lemma.
Since the function A is assumed to be Lipschitz, it suffices to show that R is uniformly continuous on R T . However, we know that the assumption of finite rate of γ implies that the function R is continuous, thus, uniformly continuous on compact sets. In addition, the continuity of t → γ(t) with respect to the weak topology shows that the set {γ(t)} t∈[0,T ] is compact and by Prokhorov's Theorem uniformly tight. Hence, for every ǫ > 0, there is an M > 0 such that (4.5) sup
The latter two observations show that R is uniformly continuous on R T .
We will now establish Proposition 2.2 (A) in a series of three lemmas.
Lemma 4.2. Let γ ∈ A be such that I(γ) < ∞, and set R = F γ(·) (·) as before. Then,
Proof. We start by fixing an n ∈ Z and applying the Cauchy-Schwarz inequality with respect to the Lebesgue measure on S n to obtain (4.6)
Since our goal is to prove that the left side is summable over all n ∈ Z and we know from the Lemma 4.1 that the second factor on the right side is bounded above by a uniform constant, it remains to show that (4.7)
n∈Z Sn
We will only prove that n∈Z − Sn R x dm 1/2 < ∞, since the sum over all n ∈ Z + can be dealt with in the same way. To this end, we apply the Cauchy-Schwarz inequality to conclude
for some uniform constants C 1 , C 2 > 0 and with η of Assumption 1. The lemma now readily follows.
Proof. We fix a 
and that the norm bounds of [26, Theorem 4.1] can be refined to an estimate on the norms in 
3 (R T ). Next, we let P be the law of a diffusion with generator a(t, x) 
where x(·) is the canonical process. It follows immediately that u ≥ 1, and by Portenko's Lemma (see [34, inequality (6) ] and note that it only relies on the standard heat kernel estimate for the diffusion with law P ), there is a non-decreasing function G q : (0, ∞) → (0, ∞) depending only on
Next, we observe that the function v := log u is a generalized solution of the problem
where we have increased G q if necessary. We claim the following chain of estimates:
Here, the first identity is a consequence of the definition of h (see (3.2) and (3.3)) and the fact that v is bounded, 
where the constants C 1 , C 2 < ∞ depend only on the supremum and the infimum of A, the supremum of |b| and on T . Putting this together with (4.12), we end up with
Proof.
Step 1. In addition to the Cauchy problem (4.14)
for R, we consider the solutions to the following two auxilliary Cauchy problems:
obtained by convolving in space with the heat kernel p(t, x) = (4πt) −1/2 exp(−x 2 /4t). Namely,
A direct computation shows that U = R − V − Z then solves the Cauchy problem
Our general strategy is to obtain integrability estimates on V x , Z x and U x , and then to deduce the integrability estimate on R x from those.
To start with, we apply Hölder's inequality in the form of (4.18)
with a 3 2 ≤ p < 3 and q := 
where C 1 < ∞ is a uniform constant (which in particular does not depend on q as long as q belongs to a compact interval). We conclude V ∈ W 1,2
due to the parabolic Sobolev inequality in the form of [28, chapter II, Lemma 3.3] , in which the constants can be chosen uniformly for all p in any given compact set and the corresponding q = 2p p+1
by Assumption 2, the norms θ L p (R) , 1 ≤ p ≤ 3 can be bounded above by a uniform constant. In addition, we note that Z x is given by the convolution of θ with the standard heat kernel. Putting these two observations together with Young's inequality and Fubini's Theorem, we conclude that Z x ∈ L p (R T ) for all 1 ≤ p ≤ 3 and that the norms Z x L p (R T ) , 1 ≤ p ≤ 3 can be bounded above by a uniform constant.
Step 2. We observe next that, refining the norm estimates in [26, Theorem 6 
and applying the method of continuity (see e.g. [29, section III.2]), we may deduce the existence of a solutionÛ of the problem (4.17) in the space
and where the constant C 2 < ∞ can be chosen uniformly for all 2 ≤ p ′ < 3. We claim now that U =Û Lebesgue almost everywhere.
Assuming this claim, we conclude that U x ∈ L p ′ (R T ). Consequently, we also have
Moreover, combining the norm bounds with Hölder's inequality (4.18), we get the estimate
with some constants C 3 , C 4 < ∞ independent of 3 2 ≤ p < 3. Therefore, by Jensen's inequality with respect to the measure R x dm on R T , it holds
with some constants C 5 , C 6 < ∞ independent of 3 2 ≤ p < 3. Finally, we note that in the limit p ↑ 3 the exponent on the left side of (4.22) tends to 1, whereas the exponent on the right side of (4.22) tends to 1 2 . This shows that the norms R x L p (R T ) , 3 2 ≤ p < 3 can be bounded by a constant independent of p, and we end up with R x ∈ L 3 (R T ) as desired.
Step 3. It remains to show that U =Û Lebesgue almost everywhere. To this end,
To this end, we set R
Using the elementary inequality
with our p, we can bound the latter expression by a constant multiple of
Since 0 ≤ R ≤ 1 and 0 ≤ Z ≤ 1, we may remove the power p to obtain an upper bound on the latter expression. The resulting quantity is then finite if and only if the quantity
is finite, and in this case the two quantities are equal. However, the first summand in the latter expression is finite due to γ ∈ A, and the second summand is at most
T 3/2 + T R |x| dρ 0 due to the representation of Z x as the collection of densities of a suitable Brownian motion. All in all, we end up with the inclusion
and q = 2p p+1
as before.
Next, we pick a test function g ∈ S and define the function f :
We claim that, for Lebesgue almost every 0
Indeed, one may deduce this from the weak formulation of the PDE in (4.17) via an approximation of f by functions in S using the boundedness of f and f t , f x ∈ S and U ∈ L 1 (R T ) (the latter can be shown in the same way as U ∈ L p (R T )). Now, integrating by parts in space on the left side of (4.26), we conclude that the function W (t, x) = We now turn to the proof of Proposition 2.2 (B).
Proof of Proposition 2.2 (B).
We will only show that
, since the other integrability estimates can be obtained in an analogous manner. We claim first that U t , U xx ∈ L 3/2 (R T ). Indeed, we can rewrite the PDE for U as 
We choose r 1 = r 2 = 3 2 , so that the latter condition is satisfied. In addition, with this choice, we have (4.34)
3/2 (R T ) and the parabolic Sobolev inequality in the form of [28, chapter II, Lemma 3.3] ) and the same argument as in step 2. Thus, by (4.32), the norm ∆ W 0,1 2 (R T ) tends to 0 in the limit k → ∞ and we can conclude U =Ũ as desired. Finally, this, the representation
. This finishes the proof.
Proof of Proposition 2.2 (c)
The proof of Proposition 2.2 (C) is broken down into several steps: first, we show that the variational formula in the definition ofĨ (recall thatĨ(γ) ≤ I(γ), if I(γ) < ∞) can be rewritten as the one corresponding to a suitable one-dimensional reversible diffusion; then, we prove the existence of a sufficiently regular solution to the corresponding backward Cauchy problem, which enables us to employ Dirichlet form calculus to control the quantities of interest.
Proof of Proposition 2.2 (C).
Step 1. We recall from the outline that I(γ) < ∞ impliesĨ(γ) ≤ I(γ) < ∞, so that
Moreover, by Proposition 2.2 (A), we have R x ∈ L 3 (R T ). Thus, by multiple applications of Hölder's inequality, we deduce that the functional in the supremum in (5.1) is continuous with respect to the norm
Therefore, may replace the supremum above by a supremum over functions v ∈
We denote the space of such functions byW
Now, let ψ be a function in C ∞ (R) with lim |x|→∞ ψ(x) |x| = 1, ψ ′ ∞ < ∞ and such that α 0 := e −ψ(x) dx is a probability measure. We introduce next the parabolic
with a = A(R) as before, and claim that the finiteness of the supremum in (5.1) over
Indeed, the change from R γ t to R γ,ψ t does not make the supremum infinite, since by the Cauchy-Schwarz inequality we have the bound
with
and
(note that the function a is bounded away from 0), we can scale the test function v in the two suprema by arbitrary constants λ > 0 andλ > 0, and the implication
holds for all β 1 ∈ R, β 2 > 0, β 3 ∈ R, C 1 > 0 and C 2 > 0. Therefore, choosing
C 1 =Ĩ(γ) and λ =λ 2 in the latter implication, one justifies the change from R γ t to R γ,ψ t . Moreover, the relative entropy
is finite due to R |x| dρ 0 < ∞ and θ ∈ L 3 (R) (see Assumption 2) . Therefore, the change in the term corresponding to the initial condition can be justified by
Here, the first inequality follows from [10, Lemma 6.2.13].
Next, for each function v ∈W 
Step 2. We claim next that, for every function f ∈S, there exists a function u ∈ EW
Here, we can understand the PDE (5.
by the Cauchy-Schwarz inequality, the boundedness of the function A ′ and Proposition 2.2 (A)). To prove the claim, it clearly suffices to show that there exists a function w solving
To this end, we first rewrite the latter PDE as
and employ [26, Theorem 6.2] together with the method of continuity to find a generalized solution w of (5.9) in the space W 0,1
. Indeed, the norm bound in [26, inequality (6. 3)] extends to a norm bound for functions in H [26] (one only needs to add the norm bounds [26, inequality (6. 3)] for p = 6 and p = 2). Applying the method of continuity (see [29, section III.2] ) relying on such a refined norm estimate to interpolate between the PDE (5.9) and the corresponding PDE with a smooth coefficient a, we find a solution of (5.9) in H 
and applying the method of continuity in a similar fashion, we can find a generalized solutionŵ ∈ W 1,2
since Hölder's inequality and a x ∈ L 3 (R T )∩L 2 (R T ) (due to Proposition 2.2 (A) and its proof, as well as the boundedness of the function
. To show that w =ŵ, we let φ k , k ∈ N be a truncation sequence as in the proof of Proposition 2.2 (B), fix a k ∈ N and set ∆ :
Recalling the notation S
Hence, writing ∆ = φ kŵ − φ k w, following the paragraph after the statement of [28, 
3/2 (R T ). We also note at this point that the parabolic Sobolev inequality in the form of [28, 
It remains to show that u ∈ C b (R T ) and that u is bounded away from 0 on R T . To this end, we first apply [28, chapter III, Theorem 5.2] to find a generalized solutioñ w of (5.9) in the subspace of W 0,1 2 (R T ), whose elements satisfy
Next, we apply [1, Theorem 10 (vi)] with the constant γ > 0 there being arbitrarily small to conclude thatũ :=w + 1 has to be the unique generalized solution of (5.9) in the sense of [1] and is given by , we conclude thatũ is continuous on the whole of R T . Finally, we use the heat kernel estimates on Γ of [1, Theorem 7] to conclude thatũ has to be bounded between two positive constants. Therefore, all we need to show now is thatũ = u, or equivalentlyw = w. To this end, we let φ k , k ∈ N be a truncation sequence as above, fix a k ∈ N and set∆ :
where
In addition, from w,w ∈ W 0,1
Putting this together with max(|φ Step 3. In the previous steps we have shown that
where u is the function in EW 1,2 3/2 (R T ) corresponding to f via (5.7). We next take f = g x + C g 2 with g ∈ S and will bound the corresponding term R u(0, x) dα 0 from above. Approximating the solution u of the PDE (5.7) by functions in S converging to u inW 1,2 3/2 , we deduce that, for all 0 ≤ t 1 < t 2 ≤ T :
and we took h 1 = √ h 2 . Moreover, using integration by parts followed by the CauchySchwarz inequality, we conclude
where we have set
Hence, we end up with
We now fix C > 0 large enough, so that the right side of (5.22) is someC < ∞. Next, we apply Gronwall's Lemma to the function t → u(t, ·)
2CT . Thus, we have just shown that
Putting this together with (5.20) and integrating by parts in space, we end up with
Finally, we consider the Hilbert spaceH given by the closure ofS with respect to the norm g H = R T g 2 R x dm onS. We have shown that g → R T g R xx dm is a bounded linear functional onS with respect to · H . Thus, it extends to a bounded linear functional onH and, by the Riesz Representation Theorem, can be represented as g → (g,h)H for a suitableh ∈H. Moreover, the identity R T g R xx dm = R T gh R x dm for all g ∈S shows thath can be chosen as = 0. Therefore, the supremum on the right side of (5.24) can be written as
and we conclude R T R 2 xx Rx dm < ∞, as desired.
Step 4. We now turn to the proof of R T R 2 t Rx dm < ∞. As before, it suffices to show
Moreover, the PDE R t = (A(R)R x ) x + h A(R) R x allows to rewrite the latter supremum as
Moreover, optimizing pointwise we see that the supremum cannot exceed C (ĥ,ĥ)H, where
with our usual convention 0 0 = 0. In particular, the supremum of interest is finite. 
almost everywhere, one obtains the inequalities
We note here that one may assume that the sign of f is as needed to apply [27, Corollary 4.6], since otherwise we can replace v n and w n by e c 1 (T −t) v n and e c 2 (T −t) w n , respectively, with suitable constants c 1 , c 2 ∈ R. Moreover, the energy inequality [28, chapter III, Theorem 2.1] implies that the W 0,1 2 (R T ) norms of the functions u n − 1, n ∈ N are uniformly bounded. Therefore, by the Banach-Alaoglu Theorem there exists a subsequence of the sequence u n − 1, n ∈ N, which converges in weak-W 0,1 2 (R T ) sense to a limit u−1 ∈ W 0,1 2 (R T ). It follows that u is a generalized solution of (5.7) on R T with boundary condition u(T, ·) = 1, which satisfies the inequalitites 
Proof of Proposition 2.3
Throughout this section, we consider paths γ ∈ C([0, T ], M 1 (R)) with J(γ) < ∞ and, with a small abuse of notation, write J(R) for J(γ). Before proving Proposition 2.3, we will show the following preliminary result.
The proof of Proposition 6.1 is based on the following lemma. It shows the convexity of the functionals, which comprise the rate function J.
Lemma 6.2. The functionals
on the set
are all convex.
Proof. Arguing as at the end of step 3 in the proof of Proposition 2.2 (C), we conclude that onR
In other words, each of the first two functionals is given by a supremum of linear functionals and is therefore convex. Moreover, the convexity of the third functional follows immediately from the convexity of the function x → x 3 on [0, ∞).
In the proof of Proposition 6.1 we will use the following notation. We fix functions k ∈ C 
for some δ = δ(ǫ) ∈ (0, 1) to be determined later. Subsequently, we introduce the functions
on R T and let γ ǫ = R ǫ x , ǫ ∈ (0, 1). Then, the functions γ ǫ , ǫ ∈ (0, 1) belong to the space
as ǫ goes to 0, provided that δ(ǫ) → 0 in the same limit. Thus, to prove Proposition 6.1, it suffices to show (6.1) along a subsequence.
Proof of Proposition 6.1. Step 1. We first claim that lim sup
Using the definitions of R ǫ , S ǫ and applying Lemma 6.2 twice, we obtain
Here, we have defined
, we conclude from Assumption 2 that by choosing δ = δ(ǫ) ∈ (0, 1) small enough, we can make the latter upper bound arbitrarily close to the right side of (6.5), so that (6.5) readily follows. By the same arguments we obtain
Again, we conclude from Assumption 2 that by choosing δ = δ(ǫ) ∈ (0, 1) small enough, we can make the two upper bounds arbitrarily close to the right sides of (6.6), (6.7), respectively, so that (6.6) and (6.7) must hold.
Step 2. In this step we will show that as ǫ ↓ 0:
To this end, we note first that the triangle inequality in the form
due to the proof of Proposition 2.2 (A)) imply (6.12)
, and conclude from (6.5) and the Banach-Alaoglu Theorem that c ǫ → c * weakly in L 2 (R T ) along a subsequence for some c * ∈ L 2 (R T ). Without loss of generality we may assume that the whole sequence converges to c * . Combining the two latter observations with the triangle inequality, we conclude that for every ψ ∈ C c (R T ):
Moreover, from Hölder's inequality,
1/2 c ǫ = R ǫ t and R ǫ t → R t , ǫ ↓ 0 (as a consequence of Proposition 2.2 (B)), we conclude that for every ψ ∈ C c (R T ): (6.14)
Putting (6.13) and (6.14) together we conclude c * = Rt (Rx) 1/2 and, hence,
This together with (6.5) yields (6.8). Moreover, the same line of proof shows (6.9).
To show (6.10), we start with the elementary inequality (6.15) |x
for all x 1 , x 2 in [0, ∞). Combining this and Hölder's inequality we have
The latter expression tends to 0 in the limit ǫ ↓ 0 due to R ǫ x → R x , ǫ ↓ 0 in L 3 (R T ) (as a consequence of Proposition 2.2 (A)) and (6.7). Thus, we have shown (6.10).
Step 3. To deduce (6.1) from (6.8), (6.9), (6.10) and (6.12), we recall first that J(R) < ∞ implies that R is continuous in (t, x) by the definition of the space F in the introduction. Hence, R ǫ → R, ǫ ↓ 0 uniformly on compact sets. In addition, since γ ∈ C([0, T ], M 1 (R)), the set {γ(t) : t ∈ [0, T ]} is compact, so by Prokhorov's Theorem the family γ(t), t ∈ [0, T ] is uniformly tight. Thus, for every δ > 0, there is a K ∈ R such that (6.16)
The uniformity of the convergence R ǫ → R, ǫ ↓ 0 on compact sets, the monotonicity of the functions R ǫ , ǫ ∈ (0, 1) and R in x and (6.16) imply together that the functions R ǫ , ǫ ∈ (0, 1) converge to the function R uniformly on R T as ǫ ↓ 0. This and the continuity of the functions σ, A ′ and b on [0, 1] (see Assumptions 1, 2) shows that the convergences
as ǫ ↓ 0 are uniform on R T . Moreover, all functions involved in the latter three convergences are uniformly bounded on R T . Putting this together with the uniform positivity of σ, (6.8), (6.9), (6.10) and (6.12), we have the following convergences in L 2 (R T ) in the limit ǫ ↓ 0:
Thus, as ǫ ↓ 0:
This finishes the proof of the proposition.
We are now ready to give the proof of Proposition 2.3.
Proof of Proposition 2.3. Fix a γ as in the statement of the proposition and the corresponding function R. In view of Proposition 6.1, we may assume that R =R * k ǫ for someR with J(R) < ∞ and some ǫ ∈ (0, 1). Then, for each M > 0, there is a constant r M ∈ (0, 1) small enough, for which there exists a function 
, and (6.27)
It remains to show (2.5). To this end, defining h as in the proof of Proposition 2.1, we note that it suffices to prove lim sup
due to J(R) < ∞. We will only prove the first claim, since the same proof applies to the second claim as well. By the Cauchy-Schwarz inequality and the tightness of the family R x (t, x) dx, t ∈ [0, T ], the former limit superior is bounded above by
for some constant C > 0 depending only on the supremum of A ′ and the infimum of A. We now split the respective integrals into an integral over [ . By decreasing the constants r M , M > 0 if necessary, we can ensure that the latter quantity tends to 0 in the limit M → ∞. This finishes the proof. 
Step 1. Fix a path γ ∈ A and a function g ∈ S as in the definition of the function I. Setting Z g N (t) = (ρ N (t), g(t, .)), t ∈ [0, T ] and using Itô's formula, one deduces
where for each t ∈ [0, T ] and α ∈ M 1 (R) we have set
We note that the quadratic variation process of the martingale part M g N of the process Z g N can be written as
From the Martingale Representation Theorem we can conclude that
for a suitable one-dimensional standard Brownian motion β N . We now introduce the comparison process Y g N given by
is a martingale.
Step 2. We will show next that the processes
are close on the event ρ N ∈ B(γ, δ) up to a set of negligible probability on the exponential scale. To this end, we fix a ρ ∈ B(γ, δ), writeR for F ρ(.) (.) and R for F γ(.) (.), and note
Since, for every t ∈ [0, T ], the measure γ(t) has no atoms, we conclude that the function x → R(t, x) is continuous for every t ∈ [0, T ]. Hence, the second summands in both upper bounds tend to zero in the limit δ ↓ 0 uniformly in ρ ∈ B(γ, δ). To show that the same is true for the first summands, it suffices to prove
since the functions b and σ 2 are Lipschitz (see Assumptions 1, 2). Moreover, for any fixed δ > 0, the definition of the Lévy distance d L implies that for all t ∈ [0, T ], ρ ∈ B(γ, δ) and x ∈ R one has (7.9)
and, hence, also
Thus, the claim (7.8) can be reduced to
By applying Fubini's Theorem to the inner integral, we can rewrite the latter double integral as
Moreover, for any ρ ∈ B(γ, δ), the definition of the Levy distance d L yields the inequality
Hence, (7.8) will follow if we can show
But this follows directly from the Dominated Convergence Theorem, since the functions R(t, .) are continuous for all t ∈ [0, T ] due to γ ∈ A. All in all, we have
From the first identity it follows immediately that for any fixed ǫ > 0:
To further estimate the right side, we note that by [31, Theorem 8.
) with a suitable standard Brownian motion B and
is the quadratic variation process of the process
Moreover, on the event ρ N ∈ B(γ, δ):
with a function C : (0, ∞) → (0, ∞) for which lim δ↓0 C(δ) = 0. The last inequality follows from the elementary inequality ( (7.14) . Combining this and Bernstein's inequality for Brownian motion, we deduce
Step 3. From the definition of the metric on the space C([0, T ], M 1 (R)) and the fact that the Lévy distance and the bounded-Lipschitz metric on M 1 (R) generate the same topology, we see that there is a function r : (0, ∞) → (0, ∞) with lim δ↓0 r(δ) = 0 and
Hence, using the result of the previous step we can conclude
Step 4. To evaluate the latter upper bound, we will show next that the sequence Y g N , N ∈ N satisfies a LDP on the space C([0, T ], R) with a good rate function I g . Indeed, define the operator
where 
In addition, we note that F (h) = f implies
Thus,
Taking the limit ǫ ↓ 0 in the final upper bound of step 3 and using the findings of this step, we see that we have shown
Taking the infimum over all g ∈ S, we end up with the proposition.
We now turn to the local large deviations upper bound for paths γ / ∈ A.
Proposition 7.2. For every path γ / ∈ A the local large deviations upper bound
In the proof of Proposition 7.2, we distinguish the cases that the path γ / ∈ A has an atom for some t ∈ [0, T ], does not satisfy the tail estimate in the definition of the space A, or is not absolutely continuous in time in the sense specified in the outline. We will refer to the three cases as Proposition 7.2 (a), Proposition 7.2 (b) and Proposition 7.2 (c), respectively.
Proof of Proposition 7.2 (a). Step 1. If γ(0) has an atom, then it is clear that P(ρ N ∈ B(γ, δ)) = 0 for all N large enough. Hence, the statement of the proposition is trivial in this case. For this reason, we will assume from now on that there exists an s ∈ (0, T ], an a ∈ R and an ǫ > 0 such that γ(s)({a}) = ǫ. Moreover, we claim that it suffices to consider the case b ≡ 0. Indeed, otherwise we introduce the martingale
and the corresponding change of measure
Then, by Hölder's inequality, for every p, q > 1 with p −1 + q −1 = 1:
Here, we have used the notationR for F ρ(.) (.). The latter upper bound reveals that, if we can show
this would imply (7.20) . For the sake of shorter notation, we will assume b ≡ 0 in the following instead of proving (7.23).
Step 2. Next, we fix an N ∈ N and a 0 < δ < ǫ, and use the definitions of the metric on C([0, T ], M 1 (R)) and the Lévy distance d L together with the union bound to obtain
Here, ⌈N(ǫ−δ)⌉ is the smallest integer not less than N(ǫ−δ), the supremum is taken over all processes u 1 , u 2 , . . . , u ⌈N (ǫ−δ)⌉ adapted to the filtration generated by the Brownian motions W 1 , W 2 , . . . , W N , which take values in the interval [
and we have set
Since eachÎto integral
is given by the L 2 -limit of stochastic integrals of processes adapted to the filtration generated by W 1 , W 2 , . . . , W N , which are piecewise constant in time, it suffices to take the supremum above over the space of the latter. For this reason, we now let u 1 , u 2 , . . . , u ⌈N (ǫ−δ)⌉ be simple processes, which are constant on each of the time intervals [0, t 1 ), . . . , [t k , s) for some 0 = t 0 < t 1 < · · · < t k < t k+1 = s and k ∈ N. In this case the probability that we are looking to optimize becomes
Next, we fix an i ∈ {1, 2, . . . , N} and observe that the latter probability conditioned on all appearing random variables except for u i (t k ) and
The latter expression shows that if u i (t k ) is not measurable with respect to the σ-algebra generated by W i (t), t ∈ [0, t k ], u i (t 0 ), u i (t 1 ), . . . , u i (t k−1 ), then the probability we are looking to optimize can be increased by optimizing the latter conditional expectation over u i (t k ). Arguing by backward induction we conclude that it suffices to take the latter supremum only over processes u 1 , u 2 , . . . , u ⌈N (ǫ−δ)⌉ such that the process u i is adapted to the filtration generated by the Brownian motion W i for every i = 1, 2, . . . , ⌈N(ǫ − δ)⌉. Hence, the supremum above can be rewritten as (7.26) sup
where we now take the supremum over all processes u 1 adapted to the filtration generated by the Brownian W 1 , which take values in the interval [inf [0, 1] 
A standard computation involving Stirling's formula yields
From this and (7.26) we conclude that it suffices to prove lim sup
that is:
Finally, this latter statement follows immediately from the stronger result in [30, Theorem 1] .
Proof of Proposition 7.2 (b). Let γ / ∈ A be such that
Applying the same argument as in step 1 in the proof of Proposition 7.2 (a), we may and will assume b ≡ 0. Now, for each K > 1, let f K be an infinitely differentiable function taking non-negative values, which satisfies
Such functions can be constructed by smoothing the continuous functions
around the points −K, 0 and K.
Next, we fix an R > 0, introduce the stopping times
. From the latter inequality it follows that there is a constant C 0 > 0 such that (7.34) sup
Hence, applying the Itô's formula, we may conclude (7.35)
Writing the random variable appearing in the latter probability as
for a suitable standard Brownian motion β and using |f
Now, we recall the fact that the Lévy distance and the bounded Lipschitz metric
generate the same topology on M 1 (R), where we wrote Lip(f ) for the Lipschitz constant of f (with the convention Lip(f ) = ∞ if f is not globally Lipschitz). Therefore, there is a function r taking positive values, for which lim δ↓0 r(δ) = 0 and such that for any α 1 , α 2 ∈ M 1 (R) and any bounded Lipschitz function f : R → R:
Thus, in view of the previous estimate, we have P ρ N ∈ B(γ, δ)
for all K large enough and δ > 0 small enough. It follows that
By taking the limit K → ∞ and using sup K>1 ∆ K < ∞ and (7.29), we end up with the desired estimate.
Proof of Proposition 7.2 (c).
We proceed as in the proof of Proposition 7.1 to conclude that (7.20) must hold, if there is a function g ∈ S such that the map t → (γ(t), g) is not absolutely continuous on [0, T ], as a consequence of the fact that the rate of not absolutely continuous trajectories is infinite in Schilder's Theorem.
Exponential tightness.
The following proposition establishes the exponential tightness of the sequence ρ N , N ∈ N.
Proof. Step 1. We prove the proposition by checking the criterion for exponential tightness in [9, Lemma A.2] . To this end, we need to show that for all rational
, and that for any fixed ǫ > 0 one has
The first assertion is shown in step 2 and the second one in step 3. Here, d L stands for the symmetrized Lévy distance defined in the introduction.
Step 2. Consider the function φ : R → R, x → |x|. By Prokhorov's Theorem the set
is pre-compact in (M 1 (R), d L ) for any C > 0. Hence, to prove the first assertion, it is enough to show that, for each rational t ∈ [0, T ] and any M > 0, one can find a C > 0 such that lim sup
To this end, we first apply Markov's inequality to obtain for any C > 0:
Here, the supremum is taken over all processes u 1 , . . . , u N adapted to the filtration generated by the Brownian motions W 1 , . . . , W N , which take values in the interval [inf [0, 1] σ, sup [0, 1] σ], and we have set
Arguing as in step 2 in the proof of Proposition 7.2 (a), we conclude that it suffices to take the supremum over processes u 1 , . . . , u N such that, for each i = 1, 2, . . . , N, the process u i is adapted to the filtration generated by the Brownian motion W i . Thus, the upper bound on P((ρ N (t), φ) > C) simplifies to (7.46) where now the supremum is taken over all processes u 1 , which are adapted to the filtration generated by W 1 and take values in the interval [inf [0, 1] 
due to Assumptions 1, 2. By viewing Z (u 1 ) as the result of a time change applied to a standard Brownian motion β, we deduce
The latter two estimates yield (7.44).
Step 3. It remains to show (7.42) . From the proof of [12, Theorem 11.3.3] we deduce that for all 0 ≤ s, t ≤ T :
Combining this with
we see that it suffices to prove
for any fixed ǫ > 0. In fact, we will show (7.49)
for all ǫ > 0. Using Markov's inequality and following the arguments of step 2, we can bound the left side of (7.49) from above by
with arbitrary λ > 0 and where the supremum is taken over all processes u 1 taking values in the interval [inf [0, 1] σ, sup [0, 1] σ] and adapted to the filtration generated by W 1 . Viewing Z (u 1 ) again as the result of a time change applied to a standard Brownian motion β, we can estimate the latter upper bound further by
Now, combining the bound
with the Dominated Convergence Theorem, we see that the second summand in the latter upper bound is equal to zero. In other words, we have shown (7.51)
for all λ > 0. Thus, we can finish the proof by taking the limit λ → ∞.
Proof of Proposition 2.5
In this section we show the local large deviations lower bound for paths γ ∈ G and, thus, complete the proof of the LDP.
Proof of Proposition 2.5. Step 1. We may assume that J(γ) < ∞. Fix a γ ∈ G and an N ∈ N. We write R for F γ(·) (·) as before and recall the existence of a Lipschitz function h ∈ C b (R T ) of (1.11) given explicitly as
A(R)R x due to positivity of R x . Next, we introduce the processes
. By Girsanov's Theorem there is a unique probability measure Q given by
and under Q (8.5) 
, where ρ is a generic element of the ball B(γ, δ), and applying the triangle inequality, we deduce
We claim that the first term in the latter upper bound converges to 0 in the limit δ ↓ 0. Indeed, opening the square and using the boundedness of h, b and σ, the fact that the values of σ are bounded away from 0 and the Lipschitz property of b and σ 2 , one can reduce the statement to the identity (7.8). Moreover, the convergence of the second summand to 0 in the limit δ ↓ 0 can be shown by moving the supremum and the absolute value inside the time integral and applying the Dominated Convergence Theorem. All in all, we conclude that for any fixed ǫ > 0:
Step 2. Hölder's inequality and the result of step 1 show that, for any fixed ǫ > 0, all δ > 0 small enough and all p, q > 1 with p −1 + q −1 = 1, we have the estimates
The latter lower bound reveals that it suffices to show 
Step 3. To prove (8.9), for any fixed N ∈ N, we let Q N,h be the law of ρ N under Q. Then, arguing as in steps 1 and 2 in the proof of [37, Theorem 1.1], one deduces the tightness of the sequence Q N,h , N ∈ N. Indeed, the proof given there relies on the completely general compactness criterion for subsets of C([0, T ], M 1 (R)) given in [17, Lemma 1.3] and can be carried out mutatis mutandis by using the boundedness of the drift and diffusion coefficients in equation (8.5) in place of the boundedness of the corresponding coefficients in the dynamics treated in [37, Theorem 1.1]. Moreover, the computations involving the initial conditions can be omitted here, since ρ N (0) → ρ 0 , N → ∞ (see Assumption 1). We therefore conclude that, in order to prove (8.9) , it suffices to show that every limit point Q h of the sequence Q N,h , N ∈ N is given by the Dirac measure δ γ .
As will become apparent from the proof, we may assume without loss of generality that Q h is the limit of the whole sequence Q N,h , N ∈ N. Moreover, in view of the Skorokhod Representation Theorem in the form of [13, Theorem 3.5.1], we may also assume that the random variables ρ N , N ∈ N are defined on the same probability space and converge to a limiting random variableρ of law Q h almost surely in C([0, T ], M 1 (R)). Fixing a g ∈ S we see by means ofÎto's formula that (8.11) 
with ρ being a generic element of C([0, T ], M 1 (R)),R = F ρ(.) (.) as before and appropriate independent standard Brownian motions B 1 , B 2 , . . . , B N .
It is clear that the left side in equation (8.11) converges to the random variable (ρ(t), g(t, .)) − (ρ(0), g(t, .)) for all t ∈ [0, T ] with probability one. Moreover, in Lemma 8.1 below we will show that the measuresρ(t), t ∈ [0, T ] have no atoms with probability 1. Thus, the functionR = Fρ (.) (.) is continuous almost surely. Hence, arguing as in step 2 in the proof of Proposition 7.1 and using the continuity and boundedness of all functions involved, one deduces that (8.14) lim
with probability 1. Furthermore, the boundedness of the functions g x and σ implies that the quadratic variation M g N (T ) of the martingale M g N at time T converges to 0. Thus, the L 2 -version of Doob's maximal inequality for non-negative submartingales implies that sup 0≤t≤T |M g N (t)| converges to zero in the L 2 -sense as N → ∞. Combining the latter three observations, we conclude that the equation
must hold for all t ∈ [0, T ] with probability 1. Therefore, the latter equation holds for all t ∈ [0, T ] and for all g belonging to a countable dense subset of S with probability 1. Thus, integrating by parts with respect to the spatial variable and recalling 1 2 σ(R) = A(R), we can conclude thatR = Fρ (.) (.) is a weak solution of the partial differential equation
However, in the upcoming Lemma 8.2 we show that the weak solution of the latter equation is unique. Hence,R = R andρ = γ must hold with probability 1.
To complete the proof of Proposition 2.5, we need to show the following two lemmas.
Lemma 8.1. Let the sequence Q N,h , N ∈ N be defined as in step 3 in the proof of Proposition 2.5. Then, for every limit point Q h of this sequence and every random pathρ of law Q h , the measuresρ(t), t ∈ [0, T ] do not have atoms with probability 1.
Proof. As will become clear from the proof, we may assume that Q h is the limit of the whole sequence Q N,h , N ∈ N. Moreover, in view of the Skorokhod Representation Theorem in the form of [13, Theorem 3.5 .1], we may assume as before that the random variables ρ N , N ∈ N are defined on the same probability space and converge to the random pathρ almost surely in C([0, T ], M 1 (R)). Arguing as in steps 2 and 3 in the proof of Proposition 7.2 (a) below, we see that, for all ǫ > 0, there exists a δ > 0 such that for all s ∈ [0, T ] and a ∈ R: Next, fix an ǫ > 0, and let δ > 0 and K ⊂ R be such that (8.17) and (8.18) hold. Now, fix points a 1 , a 2 , . . . , a l in K such that every point in K is at most at distance δ 2 from the set {a 1 , a 2 , . . . , a l }. Combining (8.17) for a ∈ {a 1 , . . . , a l }, (8.18 ) and the Borel-Cantelli Lemma, we conclude that, for any fixed s ∈ [0, T ]: (8.19) sup a∈R ρ N (s)([a − δ/2, a + δ/2]) ≤ ǫ − δ for all N large enough with probability 1. Clearly, the same is true simultaneously for all s in a given finite set {s 1 , . . . , s m } ⊂ [0, T ].
Next, arguing as in step 3 in the proof of Proposition 7.3, we see that there is a κ > 0 such that (8.20) sup
Using the Borel-Cantelli Lemma again, we see that
for all 0 ≤ s ≤ t ≤ T with |s − t| ≤ κ and all N large enough, with probability 1. in the space R = {R ∈ C b (R T ) : R x (., x) dx ∈ C([0, T ], M 1 (R))} is unique.
Proof. We adapt the proof of [11, Theorem 4.2 (1) ] to the present situation. To this end, we assume first that h x ≤ 0 Lebesgue almost everywhere and will treat the general case below. We note that [11, Proposition 2.1] applies without alteration to the equation (8.23 ) and asserts the existence of a bounded weak solution u to the Cauchy problem (8.23), (8.24) , which is the pointwise limit of classical solutions u j , j ∈ N of the equation ( where r ∈ (0, ∞) and t ∈ [0, T ] are fixed, for each j ∈ N the functions A n,j , B n,j , C n,j , n ∈ N are smooth approximations of The estimates (ii) and (iii) of [11, Lemma 4 .1] for ζ can be deduced by exactly the same arguments as in [11] , where one only needs to notice that the maximum principle applies to the equation (8.26) and that in our case the functions A n,j , B n,j and C n,j can be chosen to be bounded uniformly in j and n and such that A n,j is bounded away from zero uniformly in j and n (this follows from the fact that the corresponding properties hold for the functions A j , B j and C j uniformly in j). Arguing as on page 394 of [11] we deduce from the latter five estimates (8.31) R (u j (t, x) − w(t, x))ω(x)χ(x) dx ≤ c R (u j (0, x) − w(0, x)) + e −|x| dx, where c > 0 is the constant in the estimate (ii). The value of c can be chosen independently of j, since in our case the functions A j , B j and C j are bounded uniformly in j (see also the corresponding remark at the end of the proof of [11, Lemma 4.1 (ii)]). Our refined estimate (8.31) replacing the estimate (4.12) in [11] is needed, since the implication (4.12)⇒(4.13) there is not justified.
Choosing functions χ which approximate the function 1 {u j >w} pointwise, we conclude from (8.31): (8.32) R (u j (t, x) − w(t, x)) + ω(x) dx ≤ c R (u j (0, x) − w(0, x)) + e −|x| dx.
Finally, we take the limit j → ∞ and apply the Dominated Convergence Theorem to obtain (8.25) from (8.32) . This finishes the proof in the case that h x ≤ 0 holds. In the general case, it is not hard to see that we can apply the same proof to the partial differential equation satisfied by the function U = e −υt R for any fixed number υ > h x ∞ A ∞ .
