Abstract Blind deconvolution is an ill-posed problem. To solve such a problem, prior information, such as, the sparseness of the source (i.e. input) signal or channel impulse responses, is usually adopted. In speech deconvolution, the source signal is not naturally sparse. However, the direct impulse and early reflections of the impulse responses of an acoustic system can be considered as sparse. In this paper, we exploit the channel sparsity and present an algorithm for speech deconvolution, where the dynamic range of the convolutive speech is also used as the prior information. In this algorithm, the estimation of the impulse response and the source signal is achieved by alternating between two steps, namely, the ℓ 1 regularized least squares optimization and a proximal operation. As demonstrated in our experiments, the proposed method provides superior performance for deconvolution of a sparse acoustic system, as compared with two state-of-the-art methods.
Introduction
Deconvolution aims to estimate unknown source signal x ∈ R N from observation y ∈ R M , assuming the system impulse response h ∈ R L is known, and
where * denotes the convolution operation, w is the system noise, and M = N + L − 1. The deconvolution problem becomes blind, when both signal x and impulse response h are unknown, and only the observation y is given. In this case, both x and h need to be estimated. The blind deconvolution problem is ill-posed, which is an underdetermined problem [5] , as there are many possible combinations of estimates (x,ĥ) that satisfy model (1) . This is similar to a related problem, i.e. convolutive blind source separation [3, 41, 42, 44] , where multiple sources need to be estimated from the observed mixtures [31] [32] . The applications of blind deconvolution include communications [20] , image deblurring [2, 25, 26, 45] or recovery [6] , spectrum restoration [27] , speech modeling [1] , geophysics [22] , and astronomy [8] .
In order to reduce the possible solution space, additional prior knowledge (such as the sparsity of the sources) can be exploited. Recently, sparse blind deconvolution (SBD) has been widely studied, where the signal x is assumed to be sparse or approximately sparse. Usually, alternating minimization algorithms are used to estimate signal x and impulse response h by minimizing the cost function, which often comprises a data fidelity term and a regularization term (penalty term). The regularization term is adopted to exploit the prior information, such as the sparsity of the sources [36, 37, 40] , as considered in [36] for seismic signals, in [10] [21] for spike signals, and in [22] for images. In blind source separation, however, apart from the sparsity that is often assumed for the underdetermined case [28] [43] , statistical independence between the sources is also widely exploited for estimating the sources and the mixing channels [9, 18, 19, 29, 30, 34, 39] .
In speech processing, considering a single-input and single-output (SISO) acoustic system, the observation y of model (1) , which can be seen as a reverberant speech signal, is a convolution of a source signal x and room impulse response (RIR) h. Although speech sources tend to follow super-Gaussian (Laplacian) distributions, they are not naturally sparse, unless they are converted into a transform domain using a pre-defined or learned dictionary. The RIR usually includes three parts: direct sound, early reflections, and late reverberation. In a room environment with a relatively low level of reverberation, the late reverberation becomes negligible which renders h to be relatively sparse. As a result, by considering the sparsity of the acoustic system, SBD method can be used to estimate both the speech signal and RIR.
Exploiting only the sparsity prior, however, is insufficient to address the ill-posed blind deconvolution problem, as there are no strong theoretical guarantees on the identifiablity of the sources and RIR unless some additional assumptions are enforced [11, 12, 25] . To this end, we consider the dynamic range of the source signal as additional prior information to help reduce the solution space. In practice, however, the source signal is unknown. To address this issue, we use the dynamic range of the observation as an approximation, which is then incorporated into an indicator function and used as a regularization term in our optimization framework.
In this paper, we introduce a sparse blind deconvolution model, where not only the sparsity of the acoustic system is considered, but also the dynamic range of the reverberant speech is taken into account to reduce the possible solution space for the estimation of h and x. As a result, the proposed model is the sum of a squared ℓ 2 norm data fidelity term and two regularization terms: ℓ 1 norm constraint term and an indicator function. The ℓ 1 norm regularization term accounts for the sparsity of RIR and the indicator function accounts for the dynamic range of the signal. An alternating minimization algorithm is then proposed to solve this SBD problem in two steps: namely, sparse RIR estimation and signal estimation. These two steps can be considered as a combination of an ℓ 1 regularized least squares problem with a proximal operation. In our proposed iterative minimization algorithm, the ℓ 1 regularized least squares (l1 ls) algorithm [24] and the variable metric forward-backward algorithm [13-15, 35, 36] are employed to estimate h and x, respectively.
The rest of the paper is organized as follows: Section II presents the model formulation and details of our proposed algorithm for estimating the RIR and the source signal. Section III shows the experiments and results. Section IV concludes the paper and discusses the potential future work.
Proposed Sparse Blind Deconvolution Method

Proposed Model
In matrix form, (1) can be represented as
where X ∈ R M×L and H ∈ R M×N are the convolution Toeplitz matrices constructed from x and h, respectively. For example, the first row and first column of X are [
T , respectively. By exploiting the prior information of both the source signal and RIR, we propose the following blind deconvolution model for the sparse acoustic system
where f (x, h) = x * h − y 2 2 is a squared ℓ 2 norm data fidelity term which accounts for model (1) , g(h) = λ h 1 is an ℓ 1 regularizer which exploits the sparsity of h, and λ is a regularization parameter. r(x) is the regularization term, which considers additional prior information of the source signal x. Here, r(x) is an indicator function, where the dynamic range of the observation y is used to reduce the possible solution space for the estimation of the source signal x.
Proposed Optimization Methods
We use an alternating minimization strategy to optimize the cost function (3) , where the sparse RIR h and source signal x are updated in an alternating manner, by fixing one, and updating the other.
Sparse RIR h Estimation
In this step, h is estimated by fixing the source signal x. In this case, the minimization of the cost function (3) is reduced to the following form
where x (k) is the estimated source signal x at the k th step, X (k) is the linear convolution matrix constructed from x (k) , and h (k+1) is the estimated h at the (k + 1) th step. The optimization of model (4) is a LASSO problem [38] , which can be solved by the algorithms, such as l1 ls [24] , alternating direction method of multipliers (ADMM) [7] , proximal gradient method [33] , and many others from the CVX toolbox [17] .
Here we adapt the interior-point method l1 ls as the solver to estimate h, as discussed next. First, as the cost function (4) is not differentiable, it is transformed to a convex quadratic problem with a linear inequality constraint, as follows
where h ∈ R L and u ∈ R L are the variables to be found. Then, a logarithmic barrier function Φ(h, u) is introduced for the bound constraints −u i ≤ h i ≤ u i in the following equation
where
and |h i | < u i , i = 1, ..., L}. By applying this logarithmic barrier, the optimization problem with the inequality constraint in (5) can be further transformed to an equivalent convex function
where t > 0 is a parameter controlling the approximation accuracy.
Finally, a truncated Newton interior-point method [24] can then be used to minimize φ t , which allows us to update h and u as follows
where (k, j) are the indices corresponding to the j th inner loop of the solver l1 ls in the k th iteration, µ is a step size, and (∆h, ∆u) represents the Newton step, which is the solution of the following Newton system
where H ∈ R 2L×2L and g ∈ R 2L are the Hessian matrix and gradient vector at the current iteration, respectively. Note that, H is symmetric and positive definite, which can be expressed as
where ▽ denotes the differential operator, and
Here, diag(a 1 , · · · , a n ) represents a diagonal matrix whose diagonal elements are a 1 , · · · , a n . The gradient vector g is formed as
In each iteration, the PCG algorithm [23] is employed to compute (∆h, ∆u) based on H and g. Then, (8) can be applied to update (h, u) for the next iteration, until the optimal estimate of h is obtained.
Source Signal x Estimation
In this step, by fixing the sparse RIR h, the minimization of (3) is reduced to
. Although the sparsity of RIR has been considered for the estimation of h, it does not theoretically guarantee the identifiability of the source and RIR [11] [12] . To facilitate the estimation of x, we incorporate the regularization term r(x) which enables the additional information of the source x to be exploited to further reduce the solution space for x, such as the energy information considered in [5] [16] .
Here, we consider the dynamic range of the signal as the additional constraint r(x). Ideally, the dynamic range of the source x should be used to limit the solution space of x. In practice, however, the source signal x is unknown. To address this issue, we employ the dynamic range and the energy of the observed signal y to approximate the prior information for x. This is based on the observation that h is usually bounded and decaying to zero after a certain amount of time (e.g. hundreds of milliseconds, depending on the reverberation level), as a result, for a bounded input x, the output (i.e. the observed signal) y will be also bounded, subject to a scaling factor.
More specifically, we assume r(x) to be an indicator function defined as
N and x 2 ≤ δ}, where δ is a threshold used to bound the energy of the source signal, set as y 2 , y min and y max are the minimum and maximum values y respectively, indicating the dynamic range of the signal. In principle, the accuracy of the dynamic range and energy information will affect the estimation result. This will be illustrated by an example in Section 3.4, where we show how r(x) influences the deconvolution results.
A variable metric forward-backward algorithm [13] [14] [15] 35, 36] is employed to optimize model (16) . For each iteration k, this algorithm consists of a partial gradient step (forward step) on f (·, h (k) ) followed by a proximal step (backward step) on r.
First, as in [14] [35], we define the proximity operator used in the proximal step as
where prox U ,ψ (z) is assumed to be the U -weighted proximity operator of ψ at z, and U ∈ R S×S is a symmetric positive definite (SPD) matrix, where ψ : R S → (−∞, +∞] is a proper, lower semicontinuous, and convex function. For ∀z ∈ R S , z U = z, U z 1/2 , where ·, · denotes the scalar product. Note that, if ψ is an indicator function for a convex set C, i.e.,
then prox U ,ψ (z) is the weighted Euclidean projection onto C, which means prox U ,ψ (z) is the closest point in the set C to z in terms of the weighted Euclidean distance. As a result, by optimizing (16) with the variable metric forward-backward method, x can be updated as
where (k, i) are the indices corresponding to the i th proximal operation in the k th iteration, γ (k,i) is the step size, and A k is used to induce the proximity operator, which can be designed as in [14] [35] or [36] . Here, A k is updated as
and ∇f is the partial gradient of f (·, h (k) ) with respect to x (k,i) , which is defined as
Denoting the optimal solution to (19) as x (k,I k ) , we can update the estimated x at the (k + 1) th step as
The proposed algorithm is summarized in Algorithm 1.
Algorithm 1
Input: observation y Initialization: k = 0, x (0) = x 0 , construct X 0 from x (0) , X (k) = X 0 , ǫ = 10 −6 . Iterations: for k = 0, 1, ...
Step 1: Sparse RIR h Estimation: Update h (k+1) by solving (4), using (8), (9), (10), and (13), Construct H (k+1) from h (k+1) , Update A k by (20) .
Step 2: Signal x Estimation:
Experimental Setup
We apply our method for speech dereverberation, where the reverberant speech y was generated by the linear convolution of a sparse RIR h and a source signal x. The performance indices used in our experiments are the mean absolute error (MAE) and mean squared error (MSE), defined respectively as:
which measure the ℓ 1 norm and ℓ 2 norm residual errors between the original signal e and the estimated signalê respectively (both normalized as e = e max(|e|) ), and N is the length of the signal. In practice, e can be either x or h. The RIRs were generated in a 4 × 4 × 3 m 3 room using the room image model [4] , with a sampling frequency at 16 kHz. Then, we selected the early reflection, and removed the late part of h. The length of h is L = 600. An example of such an h after normalization is given in Figure 1(b) . The source signals x were selected from the TIMIT database, and 9 different speech signals including 5 males and 4 females were used in our experiments. The sampling frequency was 16 kHz, and the length of the sources was N = 500. For each k, the maximum iteration of l1 ls was set as 500, and I k = 100. The stopping criterion we used in all tests is h
2 <= ǫ, where ǫ is set as 10 −6 . Several experiments have been carried out. First, we evaluate the robustness of the proposed method to the variation in initialization, and also evaluate the performance of several alternative optimization methods for estimating h. Then, we compare the proposed method with two state-of-the-art SBD methods, i.e. SOOT [36] and ALPA [1] . Moreover, we illustrate how the regularization term r(x) influences the estimation of the source signal and RIR. Finally, we evaluate the performance of the proposed method for deconvolution in a relatively high level of reverberation.
Robustness to Initialization
The initial x 0 was obtained by adding white Gaussian noise of zero mean and unit variance to the source signal x. Different noise levels were tested in initializations. When a high level of noise is added to the source signal, the initialization tends to be similar to the initialization with random white Gaussian noise. On the other hand, when the noise level is very low, the blind deconvolution problem tends to become a deconvolution problem, which is similar to the case where the source signal x is given. More specifically, x 0 was obtained by adding noise to x at 4 different levels from -5 dB to 10 dB in a step of 5 dB. In order to test the robustness of the proposed method, 9 speech signals and 3 room impulse responses were used in our experiments, leading to 27 realizations for each initialization. The MAE and MSE were calculated as the performance indices. Meanwhile, as the proposed method used an alternating minimization strategy. For comparison purpose, in the step of h estimation in Algorithm 1, we also tested the robustness of other optimization methods including ADMM [7] , proximal gradient method [33] , and the default method from the CVX toolbox [17] to evaluate the robustness of these compared methods in this experiment.
The results are shown in Table 1 and Table 2 . From these two tables, it can be observed that the performance of our proposed method is better than those of the other three methods used in the alternating minimization. In addition, our proposed method is not so sensitive to the variations in initialization. Therefore, 0 dB noise is added to the initialization of x in the subsequent experiments.
Comparison with Other SBD Algorithms
Our proposed method is also compared with another two SBD methods: the SOOT algorithm [36] and ALPA algorithm [1] . In [36] , a smoothed ℓ 1 /ℓ 2 constraint is imposed on the seismic signal, and the dynamic range information of both h and x are used as the prior information. To make a fair comparison, we only used the dynamic range of y as the prior information in SOOT, as in our proposed method. The ALPA algorithm is an ℓ p norm based alternating optimization algorithm, where the sparsity constraint based on the ℓ p norm is imposed on the excitation for speech modeling. Here in our experiment, the sparsity constraint for both SOOT and ALPA was imposed on RIR. A source signal and a RIR were selected from the previous experiment as the ground truth of this experiment. Three different noise levels (i.e. 10, 20, and 30 dB) were tested. In both algorithms, the same set of parameters was used for different noise levels. For each noise level, 200 realizations were run. Table 3 shows the results in terms of MAE and MSE. It can be seen that the proposed method offers better performance as compared with the SOOT method. Note that, without the dynamic range as the prior information, the source signal and RIR estimated by SOOT would have scale ambiguity. The error of the RIR estimation is reduced due to the sparsity constraint imposed on the RIR. In addition, without the dynamic range constraint, the estimation of the source signal would be unstable and much worse as compared with that given by our proposed method. As compared with ALPA, our proposed method gives better performance for the RIR estimation at all noise levels, and a better performance in the estimation of the source signal with a relatively high level of noise. However, the ALPA algorithm tends to give slightly better results for a low level of noise (e.g. for SNR at 30 dB). An example is given in Figure 1 to show the source signal and RIR estimated by the proposed method, SOOT and ALPA, respectively. The examples were randomly selected from the 200 realizations at 20 dB noise level. We can see that the source signals estimated by both the proposed method and the ALPA algorithm are close to the original source signal. Our proposed method gives better estimate for RIR as compared with SOOT and ALPA. The results by SOOT without the dynamic range constraint are not comparable with those by the proposed method and ALPA.
The Impact of Regularization r(x)
In our proposed method, the dynamic range and energy of y are used as the prior information to define the regularization term r(x). Here, an example is given to illustrate how r(x) influences the estimation results. Experiments were carried out under three different situations in which r(x) was defined by the observation y as in our proposed method, by the ground truth signal x, or not used as a regularization. The RIR used for generating the observations is the same as the one used in the previous experiment.
From Figure 2 , we can see that the source signal and RIR can be recovered very well with the use of r(x). Especially, the scale ambiguity can be mitigated when r(x) was defined by using the ground truth source signal, and this can be observed by comparing the subplots (e) and (f) with (a) and (b). When r(x) was defined by using the observation y, the estimated source signal and RIR resemble the ground truth source signal and RIR very well even though there are some scale ambiguities associated with the estimated source signal and RIR, which can be observed by comparing the subplots (c) and (d) with (a) and (b). When the regularization term r(x) was not applied, the obtained estimates (as shown in the subplots (g) and (h)) appear to be much more noisy as compared with the ground truth and those obtained by incorporating r(x). This is mainly because the optimization may be trapped in an undesired local optimum, where the source signal and RIR cannot be identified. In the ALPA algorithm [1] , a normalization strategy was used to address this problem, where h was normalized during the alternating optimization in each iteration. In comparison, with our proposed regularization r(x), the prior information about the source x was exploited and thus, providing more accurate estimation result. In addition, the scale ambiguity issue can be better mitigated using the function r(x).
Deconvolution Performance in a High Level of Reverberation
We also give an example to show how the proposed method performs when the reverberation level is relatively high, e.g. the RIR h is generated with a reverberation time 900 ms. Figure 3 (b) shows the ground truth of a shortened version of the RIR with 480 samples from the early part and 520 samples from the late part. The observation y was added with 20 dB white Gaussian noise. We can see from Figure 3 that the estimated source is similar to the original source, however, the RIR tends to be more sparse as compared with the original RIR. This is not surprising considering the fact that the sparsity constraint has been applied to the RIR in the proposed cost function, and as a result, a sparse RIR has been obtained from the noisy observations. To fully recover the RIR including the late part, a joint sparsity and dense model could be used where the sparsity and density can be applied for the early and late part of the RIR respectively. This is however beyond the scope of current work.
Conclusion
We have proposed a sparse blind deconvolution method by taking into account the sparsity of RIR and the dynamic range of the source signal in the cost function, which includes an ℓ 2 norm least squares data fidelity term, an ℓ 1 norm regularization term and an indicator function. An alternating minimization strategy is employed to optimize the cost function, where the l1 ls and proximal methods are used to solve the two sub-optimization problems. Experimental results show that our proposed method provides better estimates for both the source signal and the impulse responses of the sparse acoustic system compared with two baselines. By considering the dynamic range of the signal, more accurate estimation of the source signal and the RIR can be obtained, where the scale ambiguity issue can also be mitigated.
The proposed method could be extended to include late reverberation by using a joint sparsity and density model, such as a mixed ℓ 1 and ℓ 2 norm to exploit the sparsity and density of RIR respectively, which is an interesting direction for future work.
