Abstract. In this paper, we investigate the following elliptic problem involving double critical Hardy-Sobolev-Maz'ya terms:
Introduction and the main results
Let N ≥ 3, µ ≥ 0, 2 * (t) =
2(N −t)
N −2 , 2 * (s) =
2(N −s)
N −2 , 0 ≤ t < s < 2 and Ω is an open bounded domain in R N satisfying some geometric conditions and 0 < a(x) ∈ C 1 (Ω). We consider the following elliptic problem with double critical Hardy-Sobolev-Maz'ya terms: where x = (y, z) ∈ R k × R N −k , 2 ≤ k < N. The main interest in problem (1.1) relates to the following Hardy-Sobolev-Maz'ya inequality [8] : there exists a positive constant S s (Ω) such that For the results on whether the optimal constant S s (Ω) can be attained, one can refer to [8, 34, 36] if k < N and [21, 17, 20] if k = N and the references therein. Due to the double Hardy-Sobolev-Maz'ya terms of problem (1.1), in order to get a positive solution for (1.1), one can apply the idea of Brezis and Nirenberg [9] , or the concentration compactness principle of Lions [33] , or the global compactness of Struwe [42] , to show that the mountain pass value is a critical value of the functional ( |y| s dx, u ∈ H 1 0 (Ω).
It is worth noting that the crucial step in the proof is to show that the mountain pass value is strictly less than the first energy level where the Palais Smale condition fails. For the existence of the mountain pass solution for (1.1), one can see ( [1, 8, 25, 16, 34, 35, 36] ). And in the case k = N , one can refer to [27, 28, 30, 32, 10, 11, 29] and the references therein. We want to point out that in the case 0 ∈ ∂Ω, the mean curvature of ∂Ω at 0 plays an important role in the existence of the mountain pass solution. See for example [27, 28, 30, 32, 20] .
Since the pioneer work of Brezis and Nirenberg [9] appeared, there are a number of results for problem (1.1) with µ = 0, s = 0, k = N which is called Brezis-Nirenberg type problem. See for example [3, 15, 18, 42] and particularly the survey paper [9] and the references therein. Moreover, the study of sign-changing solution to some elliptic equations has been an increasing interest in recent years (cf. [4, 5, 6, 22, 23, 31, 39, 40] )and the references therein. In [12] , Cao and Peng studied problem (1.1) with t = 2, s = 0. They obtained the existence of a pair of sign-changing solutions if a(x) = λ > 0 and N ≥ 7. In [41] , Schechter and Zou obtained that there exist infinitely many sign-changing solutions to the Brezis-Nirenberg type problem in higher dimension(N ≥ 7). After the excellent work by Schechter and Zou [41] , Chen and Zou in [19] obtained infinitely many signchanging solutions for problem (1.1) with the Hardy term in the case t = 2, s = 0 when k = N. And very recently in [26] , it was proved that (1.1) has infinitely many sign-changing solutions in the case t = 2, a(x) = λ > 0 and 0 ∈ Ω.
Based on these results mentioned above, a natural and interesting question is whether (1.1) has infinitely many sign-changing solutions. As far as we know, there is no any information on that. But, in this paper, we give a positive answer and precisely, we state our main result as follows.
where ν is the outward normal of ∂Ω. If N > 6 + t when µ > 0, and N > 6 + s when µ = 0, then (1.1) has infinitely many sign-changing solutions. Remark 1.2. Our result includes the special case that when k = N and t = 0 in (1.1) which studied by Bhakta in [7] . He assumed that ∂Ω ∈ C 3 and if 0 ∈ ∂Ω, all the principle curvature of ∂Ω at 0 are negative. However, in this case, our condition is much weaker than their's. For the details, one can refer to [44] .
Since 2 * (t) and 2 * (s) are the double critical exponents for the Sobolev embedding from
(Ω) and L q s (Ω)(defined later), the functional corresponding to (1.1) does not satisfy the PalaisSmale condition at large energy level. Hence it is impossible to apply the abstract theorem by Schechter and Zou (see [41] ) directly to get the existence of infinitely many sign-changing solutions for (1.1). To overcome this difficulty, we intend to use the arguments similar to [13, 14, 24, 37, 43, 47] , i.e., we first look at the following perturbed problem:
where ǫ n > 0 is small. Similar to the arguments used in [7, 26, 41] , using an abstract theorem by Schechter and Zou (see [41] ), we will prove that for each ǫ n , (1.4) has a sequence of sign-changing solutions {u n,l } ∞ l=1
and the Morse index of {u n,l } has a lower bound. Then we can verify that {u n,l } converges to a sign-changing solution of (1.1). However, we need to mention that, due to the appearance of double Hardy-Sobolev-maz'ya terms, the studying of our problem (1.1) is greatly different from [7, 26, 41] and some complicated calculations will be needed for (1.1).
Finally, as mentioned before, due to the appearance of the critical terms, the problem (1.1) exhibits nonexistence phenomenon.
and Ω is star shaped with respect to the origin. Then (1.1) does not have any nontrivial solution.
Throughout this paper, we denote the norm of
The organization of the paper is as follows. In Section 2, we prove the existence and the estimate of Morse index of sign-changing solution of (1.4). Using this, we will prove our main results in Section 3.
Existence of sign-changing critical points
In this section, we will prove the existence of sign-changing solutions for the perturbed compact problem (1.4) with an estimate on Morse index. For this purpose, we mainly use an abstract theorem of Schechter and Zou (see [41] , Theorem 2). However, we can not directly apply it due to the presence of the Hardy-Sobolev-Maz'ya terms in (1.4), so we need some precise estimates.
Firstly, we consider the weighted eigenvalue problem:
Since a(x) belongs to C 1 (Ω) and is strictly positive, (2.1) has infinitely many eigenvalues
Let ϕ i be the eigenfunction corresponding to λ i and denote
Lemma 2.1. Suppose that all the assumptions in Theorem 1.1 hold and λ 1 ≤ 1. Then (1.1) has infinitely many sign-changing solutions.
Proof. Multiplying ϕ 1 to the equation (1.1) and integrating by parts, we find
So it is easy to see that if λ 1 ≤ 1, then any nontrivial solution of (1.1) has to change sign. Since it follows from Theorem 1.1 in [45] that (1.1) has infinitely many solutions, we have proved our result.
Using Lemma 2.1, to prove Theorem 1.1, next we just need to discuss λ 1 > 1. Fix ǫ 0 > 0 small enough and choose a sequence ǫ n ∈ (0, ǫ 0 ) such that ǫ n ↓ 0 in (1.4).
Obviously, the energy functional corresponding to (1.4) is
Then I ǫn (u) ∈ C 2 is an even functional and satisfies the Palais Smale condition in all energy levels. Moreover, it follows from the symmetric mountain pass lemma [2, 38] , (1.4) has infinitely many solutions. More precisely, there are positive numbers c n,l , l = 1, 2, · · ·, with c n,l → ∞ as l → +∞, and a solution u n,l for (1.4) satisfying I ǫn (u n,l ) = c n,l .
Recall that the augmented Morse index m * (u n,l ) of u n,l is defined as
Then from the Hardy-Sobolev-Maz'ya inequality (1.2), we get u n, * ≤ C u for all u ∈ H 1 0 (Ω) for some constant C > 0 independent of n. Moreover, for fixed n, we have u k − u n, * → 0 whenever u k ⇀ u weakly in H 1 0 (Ω). We write P := {u ∈ H (Ω) is a continuous operator. Now we will study how the operator A n behaves on D(ρ).
Proof. Firstly, we observe that A n can be decomposed as A n (u) = B(u)+F n (u), where B(u), F n (u) ∈ H 1 0 (Ω) are the unique solutions of the following equations respectively
In other words, B(u) and F n (u) can be uniquely determined by
Now we claim that if u ∈ P, then B(u), F n (u) ∈ P. To see this, let u ∈ P. Then
which yields B(u) ∈ P, and similarly F n (u) ∈ P. Not that
So it follows from (2.2) that
and then
For any u ∈ H 1 0 (Ω), we consider v ∈ P such that dist(u, P) = u − v . Then
On the other hand, using the equality (1.2), we find
which implies that for any u ∈ H 1 0 (Ω),
Since λ 1 > 1, we can choose γ ∈ ( 1 λ1 , 1). Then from (2.7), there exists ρ 0 > 0 small enough such that for any u ∈ D(ρ 0 ),
Combining (2.6) and (2.8), one has
Hence we can get
. Also if , dist(u, P) < ρ 0 and I ′ ǫn (u) = 0, that is, u = A n (u), then dist(u, P) = dist(A n (u), P) ≤ γdist(u, P), which yields u ∈ P. Similarly, we can prove A n (−D(ρ 0 )) ⊂ −D(ρ) ⊂ −D(ρ 0 ) for some ρ ∈ (0, ρ 0 ) and −D(ρ) ∩ K n ⊂ P. This completes our proof. Proof. For each n, · n, * defines a norm on H 1 0 (Ω). Now since E ℓ is finite dimensional, there exists a constant C > 0 such that u ≤ C u * ,n for all u ∈ E ℓ . So,
As a result,
Then we have proved the desired result. Proof. Noting that u * ,n ≤ α 2 , we have
, and then µˆΩ |u|
So from the fact that I ǫn (u) ≤ α 1 , we find
Using (2.9) and (2.2), we have
which implies our desired result.
Lemma 2.5. Let λ 1 > 1. Then for each n, (1.4) has infinitely many sign-changing solutions {u n,l } ∞ l=1 such that for each l, the sequence {u n,l } is bounded in H 1 0 (Ω) and the augmented Morse index of {u n,l } is greater than or equal to l.
Proof. Firstly, it follows from Propositions 2.2, 2.3 and 2.4 that I ǫn satisfies all the conditions of Theorem 2 in [41] . Thus I ǫn has a sign-changing critical point u n,l ∈ H 1 0 (Ω) at the level c n,l with c n,l ≤ sup E l+1 I ǫn and m * (u n,l ) ≥ l. Now it remains to show that the sequence {u n,l } is bounded for each l.
Claim: there exists T 1 > 0 independent of n and l such that
To see this, since 2 * (s) − ǫ 0 > 2, we have
, where C > 0 is a constant independent of n, l. Moreover, from the fact that 2 * (s) − ǫ 0 < 2 * (s) − ǫ n , we get that there exist C 1 , C 2 > 0 independent of n, l such that
Therefore, (2.11)
where C 3 , C 4 > 0 independent of n, l. So from (2.10) and (2.11), we obtain for any u ∈ E l+1 , (2.12)
where C i > 0(i = 1, · · · , 6) and T 1 > 0 independent of n, l.
Moreover, we have (2.13)
Then we conclude from (2.12) and (2.13) that
which completes our proof.
proof of the main results
In this section, we will prove our main results. Firstly, in order to prove the existence result of infinitely many sign changing solutions, we introduce the following result given in [45] .
Theorem 3.1. Suppose that a(x) > 0 and Ω satisfies the same geometric conditions as imposed in Theorem 1.1. If N > 6 + t when µ > 0, and N > 6 + s when µ = 0, then for any u n , which is a solution of (1.4) with ǫ n → 0, satisfying u n ≤ C for some constant independent of n, u n converges strongly in H 1 0 (Ω) as n → +∞. Now we are ready to prove Theorems 1.1 and 1.3. Proof of Theorem 1.1: We divide our proof into two steps.
Step 1: It follows from Lemma 2.5 and Theorem 3.1 that u n,l → u l in H 
l+1
. Now we claim that u l is still sign-changing solution to (1.1). In fact, since I ′ ǫn (u n,l ) = 0, we haveˆΩ
and then from (2.2),
So we can infer from (3.1) that ∇u ± n,l ≥ C > 0 for some C independent of n. This in turn implies that ∇u
Step 2: To complete the proof, we only need to prove that infinitely many u l 's are different. it is sufficient to check that the energy of u l goes to infinity as l → ∞. Here we make a contradiction argument. Assume that lim l→∞ c l = c ′ < +∞. Then for each l, we can find n l > l such that
(Ω) and it follows from Theorem 3.1 that u n l ,l converges in H 1 0 (Ω) and the augmented Morse index of u n l ,l remains bounded. This contradicts to the fact that m * (u n l ,l ) ≥ l and completes the proof.
Proof of Theorem 1.3: To prove this theorem, we will mainly apply the Pohozaev identity motivated by [8] .
, ϕ and φ are smooth functions in R satisfying 0 ≤ ϕ, φ ≤ 1 with supports of ϕ, φ in (1, +∞) and (−∞, 2) respectively and ϕ(t) = 1 for t ≥ 2 and φ = 1 for t ≤ 1.
Assume that (1.1) has a nontrivial solution u. Then (x · ∇u)ϕ ǫ,R (x) ∈ C 2 c (Ω). Multiplying (1.1) by this text function and integrating by parts, we find Firstly, we can simplify the RHS of (3.2) as follows |y| s x · (ϕ ǫ ∇φ R + φ R ∇ϕ ǫ )
Since |x · (ϕ ǫ ∇φ R + φ R ∇ϕ ǫ )| ≤ C, by using the dominated convergence theorem, we have which yields u = 0 in Ω by the principle of unique continuation. This completes the proof.
