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By using the continuation theorem of coincidence degree theory and constructing suitable
Lyapunov functions, the global exponential stability and periodicity are investigated for
a class of delayed high-order Hopfield neural networks (HHNNs) with impulses, which
are new and complement previously known results. Finally, an example with numerical
simulation is given to show the effectiveness of the proposed method and results. The
numerical simulation shows that our models can occur in many forms of complexities
including periodic oscillation and the Gui chaotic strange attractor.
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1. Introduction
Recently, there has been considerable attention in the literature (see, e.g., [2,3]) on high-order Hopfield neural networks
(HHNNs). The usage of high-order connections in neural networks improves dramatically their storage capacity (see [2,3]),
convergence rate, and increases the class of optimization problems (see [4,5]). Yu, andXiao [1] consider the followingHHNNs
with time-varying delays
dxi(t)
dt
= −ci(t)xi(t)+
n∑
j=1
aij(t)fj(xj(t − τij(t)))
+
n∑
j=1
n∑
l=1
bijl(t)gj(xj(t − σijl(t)))gl(xl(t − νijl(t)))+ Ii(t), i = 1, 2, . . . , n,
where n corresponds to the number of units in a neural network, xi(t) corresponds to the state vector of the ith unit at time
t , ci(t) represents the rate with which the ith unit will reset its potential to the resting state in isolation when disconnected
from the network and external inputs, aij(t) and bijl(t) are the first- and second-order connection weights of the neural
network, τij(t) > 0, σijl(t) > 0 and νijl(t) > 0 correspond to the transmission delays, Ii(t) denote the external inputs at time
t , fj and gj are the activation functions of signal transmission.
As kinds of dynamic systems, HHNNs are generally characterized by either first-order or high-order interactions
described in continuous and discrete time. Recently, a new type of system has been introduced: dynamic systems with
impulses, which are neither purely continuous time nor purely discrete time and exhibit a combination of continuous time
and discrete time characteristics. Furthermore, the concept of chaos and strange attractors is very attractive for ecologists
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now (see [6,7]). For example, Gui [6,7] found that some systems are capable of exhibiting strange attractors. In the present
paper, we not only proved the existence and global exponential stability of periodic solutions for the model, but also found
a new strange attractor which is caused by impulsive perturbations. Notably, this attractor is different from the Lorenz
attractor and the Rossler attractor.
It is known that in theory and practice, impulsive control has been widely used to stabilize and synchronize chaotic
systems. For example, Yang and Chua derived some sufficient conditions for the stabilization and synchronization of Chua’s
oscillators via impulsive control (see [8]); Xie, Wen and Li [9] obtained sufficient conditions for the stabilization and
synchronization of the Lorenz system via impulsive control with varying impulsive intervals. For first-order neural networks
with impulses, there have been many results (see [10–12]). But for high-order neural networks with impulses and delays,
there are few results (see [13]). Therefore, it remains important and challenging to study high-order neural networks with
impulses and delays.
In this paper, on the basis of the above discussion, we consider a class of generalized HHNNs described by the following
impulsive delay differential equations:
dxi(t)
dt
= −ci(t)xi(t)+
n∑
j=1
aij(t)fj(xj(t − τij(t)))
+
n∑
j=1
n∑
l=1
bijl(t)gj(xj(t − σijl(t)))gl(xl(t − νijl(t)))+ Ii(t), t 6= tk,
∆xi(tk) = xi(t+k )− xi(t−k ) = eik(xi(tk)), i = 1, 2, . . . , n, k = 1, 2, . . . ,
(1)
where i, j, l = 1, 2, . . . , n, ∆xi(tk) = xi(t+k ) − xi(t−k ) are the impulses at moments tk and 0 < t1 < t2 < · · · is
a strictly increasing sequence such that limk→∞ tk = +∞. I(t) = (I1(t), I2(t), . . . , In(t))T is an input periodic vector
function with period ω, i.e., there exists a constant ω > 0 such that Ii(t + ω) = Ii(t) (i = 1, 2, . . . , n) for all t > 0, and
x = (x1, x2, . . . , xn)T ∈ Rn; f (x) = (f1(x1), f2(x2), . . . , fn(xn))T and g(x) = (g1(x1), g2(x2), . . . , gn(xn))T are the activation
functions of the neurons. System (1) is supplemented with initial values given by
xi(s) = ϕi(s), s ∈ [−θ, 0], θ = max{τ , σ , ν},
τ = max
16i,j6n
{τ+ij }, σ = max16i,j,l6n{σ
+
ijl }, ν = max16i,j,l6n{ν
+
ijl }, i, j, l = 1, . . . , n,
τ+ij = max06t6ω τij(t), σ
+
ijl = max06t6ω σijl(t), ν
+
ijl = max06t6ω νijl(t),
where ϕi(·) denotes a continuous ω-periodic function defined on [−θ, 0], for any solution x(t) = (x1, x2, . . . , xn)T and the
periodic solution of system (1), x∗(t) = (x∗1, x∗2, . . . , x∗n)T. Let
‖ϕ − x∗‖ =
n∑
i=1
max
−θ6t60
|ϕi(t)− x∗i (t)|.
Throughout this paper, we assume that:
(H1) ci(t) ∈ (0,∞) and ci(t), Ii(t) are positive continuous periodic functions with period ω where min06t6ω ci(t) > 0;
(H2) There exist positive constantsMj,Nj, j = 1, 2, . . . , n such that |fj(x)| 6 Mj, |gj(x)| 6 Nj for j = 1, 2, . . . , n, x ∈ R;
(H3) Functions fj(u), gj(u) (j = 1, 2, . . . , n) satisfy the Lipschitz condition, i.e., there exist constants Lj,Hj > 0 such that
|fj(u1)− fj(u2)| 6 Lj|u1 − u2|, |gj(u1)− gj(u2)| 6 Hj|u1 − u2|,
for any u1, u2 ∈ R = (−∞,+∞), j = 1, 2, . . . , n;
(H4) There exists a positive integer ω such that tk+q = tk + ω, ei(k+q)(x) = eik(x), i = 1, 2, . . . , n, k > 0, k = 1, 2, . . .
The organization of this paper is as follows. In the next section, some notations and definitions are presented, and some
necessary results are related. Section 3 addresses the existence of periodic solutions of system (1) by using the continuation
theorem of coincidence degree theory proposed in [16]. In Section 4, by constructing the appropriate Lyapunov–Krasovskii
function we derive several sufficient conditions ensuring that the periodic solutions of (1) are globally stable. Then, an
illustrative example is given to show the effectiveness of the obtained results in Section 5, In addition, by using numerical
simulation method, the influences of the impulsive perturbations on the inherent oscillation are investigated and we find
that the model is capable of exhibiting a strange attractor. Finally, some conclusions are drawn in Section 6.
2. Preliminaries
For the sake of convenience, we introduce the following notations:
c¯i = 1
ω
∫ ω
0
ci(t)dt, a¯ij = 1
ω
∫ ω
0
aij(t)dt, I¯i = 1
ω
∫ ω
0
Ii(t)dt, b¯ijl = 1
ω
∫ ω
0
bijl(t)dt,
c+i = max06t6ω |ci(t)|, c
−
i = min06t6ω |ci(t)|, a
+
ij = max06t6ω |aij(t)|,
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b+ijl = max06t6ω |bijl(t)|, I
+
i = max06t6ω Ii(t),
Ai(t) = −ci(t)xi(t)+
n∑
j=1
aij(t)fj(xj(t − τij(t)))
+
n∑
j=1
n∑
l=1
bijl(t)gj(xj(t − σijl(t)))gl(xl(t − νijl(t)))+ Ii(t), i = 1, 2, . . . , n.
Consider the impulsive system{
x′(t) = f (t, xt), t 6= tk, k = 1, 2, . . . ,
∆x(t)|t=tk = ek(x(tk)), (2)
where x ∈ Rn, f : R× Rn → Rn is continuous and f (t +ω, x) = f (t, x); ek : Rn → Rn are continuous, xt(s) = x(t + s),−θ 6
s 6 0, and there exists a positive integer q such that tk+q = tk + ω, ek+q(x) = ek(x)with tk ∈ R, tk+1 > tk, limk→∞ tk →∞,
∆x(tk) = x(t+k )−x(t−k ). For tk 6= 0 (k = 1, 2, . . .), [0, ω]
⋂{tk} = {t1, t2, . . . , tm}, where tk are called the set of jump points.
Let us recall some definitions. For the Cauchy problem{
x′(t) = f (t, xt), t ∈ [0, ω], t 6= tk, k = 1, 2, . . . ,
∆x(t)|t=tk = ek(x(t−k )), x(0) = x0. (3)
Definition 1. A map x : [0, ω] → Rn is said to be a solution of (3), if it satisfies the following conditions:
(i) x(t) is a piecewise continuousmapwith first-class discontinuity points in [0, ω]⋂{tk}, and at each discontinuity point
it is continuous on the left;
(ii) x(t) satisfies (3).
Definition 2. A map x : R→ Rn is said to be an ω-periodic solution of (3), if:
(i) x(t) satisfies (i) and (ii) of Definition 1 in the interval [0, ω];
(ii) x(t) satisfies x(t + ω−) = x(t−), t ∈ R.
Obviously, if x(t) is a solution of (3) defined on [0, ω] such that x(0) = x(ω), then by the periodicity of (3) in t , the
function x∗(t) defined by
x∗(t) =
{
x(t − hω), t ∈ [hω, (h+ 1)ω] \ {tk},
x∗(t) is left continuous at t = tk
is an ω-periodic solution of (2).
Definition 3. The periodic solution x∗ of system (1) is said to be globally exponentially stable, if there exist constants α > 0
and β > 0 such that
n∑
i=1
|xi(t)− x∗i (t)| 6 β‖ϕ − x∗‖e−αt .
For system (1), finding the periodic solutions is equivalent to finding those of the following boundary-value problem:
dxi(t)
dt
= −ci(t)xi(t)+
n∑
j=1
aij(t)fj(xj(t − τij(t)))+
n∑
j=1
n∑
l=1
bijl(t)gj(xj(t − σijl(t)))gl(xl(t − νijl(t)))+ Ii(t),
t ∈ [0, ω], t 6= tk, k = 1, 2, . . . , q,
∆xi(tk) = xi(t+k )− xi(t−k ) = eik(xi(tk)), i = 1, 2, . . . , n, xi(0) = xi(ω).
(4)
Now, we restate Mawhins’ continuous theorem.
Theorem 1. Let X and Z be two Banach spaces and L be a Fredholmmapping of index zero. Assume that N: Ω¯ → Z is L-compact
on Ω¯ withΩ open bounded in X. Furthermore, assume that:
(a) for each λ ∈ (0, 1), x ∈ ∂Ω⋂Dom L, Lx 6= λNx;
(b) for each x ∈ ∂Ω⋂Ker L, QNx 6= 0;
(c) deg{JQNx,Ω⋂Ker L, 0} 6= 0, where JQN : Ker L→ Ker L.
Then the equation Lx = Nx has at least one solution in Ω¯⋂Dom L.
The following notations will be used. Let f¯ = 1
ω
∫ ω
0 f (t)dt . For any non-negative integer q, let tq < ω < tq+1 = ω + t1
and
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C[0, ω; t1, t2, . . . , tq] =
{
x : [0, ω] → Rn|x(t) exists for t 6= t1, . . . , tq;
x(t+k ) and x(t
−
k ) exist at t1, . . . tq; and x(tk) = x(t−k ), k = 1, . . . q
}
.
we take
X = {x ∈ C[0, ω; t1, . . . , tq] : x(t + ω) = x(t)}, Y = X × Rn×(q+1),
and ‖x‖ =∑ni=1maxt∈[0,ω] |xi(t)|, then X is a Banach space. Set
L : Dom L ∩ X → Y , x→ (x′,∆x(t1), . . . ,∆x(tq), 0),
N : X → X, (5)
where Dom L = {x ∈ C1[0, ω; t1, . . . , tq]},
Nx =

A1(t)...
An(t)
 ,
∆x1(t1)...
∆xn(t1)
 ,
∆x1(t2)...
∆xn(t2)
 , . . . ,
∆x1(tq)...
∆xn(tq)
 , 0
 . (6)
Obviously
Ker L = {x : x ∈ C ⊂ Rn, t ∈ [0, ω]} ,
Im L =
{
(f , C1, . . . , Cn, d) ∈ Z :
∫ ω
0
f (s)ds+
q∑
k=1
Ck + d = 0
}
= X × Rn×q × {0},
and
dimKer L = codim Im L = n.
Define two projectors
Px = 1
ω
∫ ω
0
x(t)dt,
QNz = Q (f , C1, . . . , Cn, d) =
(
1
ω
[∫ ω
0
f (s)ds+
q∑
k=1
Ck + d
]
, 0, . . . , 0, 0
)
.
It is not difficult to show that P and Q are continuous and satisfy
Im P = Ker L, Im L = KerQ = Im(I − Q ).
It is easy to see that Im L is closed in Y , which leads to the following lemma.
Lemma 1. Let L and N be defined by (5); then L is a Fredholm operator of index zero.
Lemma 2. Let L andN be defined by (5) and (6), respectively, supposeΩ is an open bounded subset of Dom L, thenN is L-compact
on Ω¯ .
Proof. Through an easy computation, we can find that the inverse KP : Im L→ Ker P⋂Dom L of Lp has the form
(KPz)(t) =
∫ t
0
f (s)ds+
∑
t>tk
Ck − 1
ω
∫ ω
0
∫ t
0
f (s)dsdt −
q∑
k=1
Ck.
Thus, the expression of QNx is

1
ω
∫ ω
0
A1(t)dt − 1
ω
q∑
k=1
e1k(x1(tk))
...
1
ω
∫ ω
0
An(t)dt − 1
ω
q∑
k=1
enk(xn(tk))
 , 0, . . . , 0, 0
 ,
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and then
Kp(I − Q )Nx =

∫ t
0
A1(s)ds−
∑
t>tk
e1k(x1(tk))
...∫ t
0
An(s)ds−
∑
t>tk
enk(xn(tk))

−

1
ω
∫ ω
0
∫ t
0
A1(s)dsdt +
(
t
ω
− 1
2
)∫ ω
0
A1(s)ds
...
1
ω
∫ ω
0
∫ t
0
An(s)dsdt +
(
t
ω
− 1
2
)∫ T
0
An(s)ds
−

q∑
k=1
e1k(x1(tk))
...
q∑
k=1
enk(xn(tk))
 .
Thus, QN and KP(I − Q )N are both continuous. Using the Arzela–Ascoli Theorem, it is easy to show that KP(I − Q )N(Ω¯) is
relatively compact, Moreover, QN(Ω¯) is bounded. Thus, N is L-compact on Ω¯ for any open bounded setΩ ⊂ X . The proof
of Lemma 2 is completed. 
3. Existence of periodic solution
In this section, we study the existence of periodic solution of (1) based on Mawhins’ continuation theorem.
Theorem 2. Assume that (H1)–(H4) hold, then system (1) has at least one ω-periodic solution.
Proof. Based on Lemmas 1 and 2, now, what we need to do is just to search for an appropriate open, bounded subsetΩ for
the application of the continuation theorem. Corresponding to the operator equation Lx = λNx, λ ∈ (0, 1), we have
dxi(t)
dt
= λ
[
−ci(t)xi(t)+
n∑
j=1
aij(t)fj(xj(t − τij(t)))
+
n∑
j=1
n∑
l=1
bijl(t)gj(xj(t − σijl(t)))gl(xl(t − νijl(t)))+ Ii(t)
]
, t ∈ [0, ω], t 6= tk,
∆xi(tk) = xi(t+k )− xi(t−k ) = λeik(xi(tk)), i = 1, 2, . . . , n, k = 1, 2, . . . ,
xi(0) = xi(ω),
(7)
For the sake of convenience, define ‖x‖2 by
‖x‖2 =
(∫ ω
0
|x(t)|2dt
)1/2
, for x ∈ C(R, R). (8)
Suppose that (x1(t), x2(t), . . . , xn(t))T ∈ X is a solution of system (7) for a certainλ ∈ (0, 1). Integrating (7) over the interval
[0, ω], we obtain∫ ω
0
Ai(t)dt +
q∑
k=1
eik(xi(tk)) = 0.
Hence ∫ ω
0
ci(s)xi(s)ds =
∫ ω
0
[
n∑
j=1
aij(t)fj(xj(t − τij(t)))
+
n∑
j=1
n∑
l=1
bijl(t)gj(xj(t − σijl(t)))gl(xl(t − νijl(t)))+ Ii(t)
]
ds+
q∑
k=1
eik(xi(tk)). (9)
Let ξ(6= tk) ∈ [0, ω], k = 1, 2, . . . , q, such that xi(ξ) = inft∈[0,ω] xi(t), i = 1, 2, . . . , n. Then, by (9), and the Hölder
inequality, we have
ωc¯ixi(ξ) 6
∫ ω
0
[∣∣∣∣∣ n∑
j=1
aij(s)fj(xj(s− τij(s)))
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+
n∑
j=1
n∑
l=1
bijl(s)gj(xj(s− σijl(s)))gl(xl(s− νijl(s)))+ Ii(s)
∣∣∣∣∣
]
ds+
q∑
k=1
|eik(xi(tk))|
6
∫ ω
0
n∑
j=1
|aij(s)||fj(xj(s− τij(s)))|ds
+
∫ ω
0
n∑
j=1
n∑
l=1
|bijl(s)||gj(xj(s− σijl(s)))||gl(xl(s− νijl(s)))|ds+
∫ ω
0
|Ii(s)| ds+
q∑
k=1
|eik(xi(tk))|
6 ω
[
n∑
j=1
a+ij Mj +
n∑
j=1
n∑
l=1
b+ijlNjNl + I+i
]
+
q∑
k=1
e¯ik, i = 1, 2, . . . , n.
Hence
xi(ξ) 6
1
c¯i
{[
n∑
j=1
a+ij Mj +
n∑
j=1
n∑
l=1
b+ijlNjNl + I+i
]
+ 1
ω
q∑
k=1
e¯ik
}
:= Mi, i = 1, 2, . . . , n. (10)
Set t0 = t+0 = 0, tq+1 = ω. From (7) and (9), we have∫ ω
0
∣∣x′i(t)∣∣ dt = q∑
k=1
∫ tk
t+k−1
|x′i(t)|dt +
q∑
k=1
|xi(t+k )− xi(tk)|
6
∫ ω
0
|ci(t)||xi(t)|dt +
∫ ω
0
n∑
j=1
|aij(t)||fj(xj(t − τij(t)))|dt
+
∫ ω
0
n∑
j=1
n∑
l=1
|bijl(t)||gj(xj(t − σijl(t)))|
∣∣gl(xl(t − νijl(t)))∣∣ dt + ∫ ω
0
|Ii(t)| dt +
q∑
k=1
|eik(xi(tk))|
6
(∫ ω
0
|ci(t)|2dt
) 1
2
(∫ ω
0
|xi(t)|2dt
) 1
2 +
n∑
j=1
(∫ ω
0
|aij(t)|2dt
) 1
2
(∫ ω
0
|fj(xj(t − τij(t)))|2dt
) 1
2
+
n∑
j=1
n∑
l=1
(∫ ω
0
|bijl(t)|2dt
) 1
2
(∫ ω
0
|gj(xj(t − σijl(t)))|2dt
) 1
2
(∫ ω
0
|gl(xl(t − νijl(t)))|2dt
) 1
2
+ I+i ω +
q∑
k=1
e¯ik
6
√
ωc+i ‖xi‖2 +
n∑
j=1
ωa+ij Mj +
n∑
j=1
n∑
l=1
√
ω3b+ijlNjNl + I+i ω +
q∑
k=1
e¯ik. (11)
Multiplying both sides of system (7) by xi(t) and integrating over [0, ω], since∫ ω
0
xi(t)x′i(t)dt =
λ
2
{
x2i (t1)− x2i (0)+
q∑
l=2
[
x2i (tl)− x2i (t+l−1)
]+ x2i (ω)− x2i (t+q )
}
= λ
2
q∑
l=1
[
x2i (tl)− x2i (t+l )
]
= −λ
q∑
k=1
[
xi(tk)+ 12 eik(xi(tk))
]
eik(xi(tk)),
we obtain
0 =
∫ ω
0
x′i(t)xi(t)dt = −λ
∫ ω
0
ci(t)x2i (t)dt + λ
∫ ω
0
n∑
j=1
aij(t)fj(xj(t − τij(t)))xi(t)dt
+ λ
∫ ω
0
n∑
j=1
n∑
l=1
bijl(t)gj(xj(t − σijl(t)))gl(xl(t − νijl(t)))xi(t)dt
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+ λ
∫ ω
0
Ii(t)xi(t)dt + λ
q∑
k=1
[
x(tk)+ 12 eik(xi(tk))
]
eik(xi(tk)),
c−i
∫ ω
0
|xi(t)|2dt 6
∫ ω
0
n∑
j=1
|aij(t)||fj(xj(t − τij(t)))||xi(t)|dt
+
∫ ω
0
n∑
j=1
n∑
l=1
|bijl(t)||gj(xj(t − σijl(t)))||gl(xl(t − νijl(t)))||xi(t)|dt
+
∫ ω
0
|Ii(t)||xi(t)|dt +
q∑
k=1
[
x(tk)+ 12 eik(xi(tk))
]
eik(xi(tk))
6
(
n∑
j=1
a+ij Mj +
n∑
j=1
n∑
l=1
b+ijlNjNl + I+i
)
√
ω
(∫ T
0
|xi(t)|2dt
) 1
2
+
q∑
k=1
[
xi(tk)+ 12 eik(xi(tk))
]
eik(xi(tk)). (12)
From (12) it follows that
c−i ‖xi‖22 −
(
n∑
j=1
a+ij Mj +
n∑
j=1
n∑
l=1
b+ijlNjNl + I+i
)
√
ω‖xi‖2 −
q∑
k=1
[
xi(tk)+ 12 eik(xi(tk))
]
eik(xi(tk)) 6 0.
Obviously
‖xi‖2 6 12c−i
(
n∑
j=1
a+ij Mj +
n∑
j=1
n∑
l=1
b+ijlNjNl + I+i
)
√
ω
+
√√√√( n∑
j=1
a+ij Mj +
n∑
j=1
n∑
l=1
b+ijlNjNl + I+i
)2
ω + 4c−i
q∑
k=1
[
xi(tk)+ 12 eik(xi(tk))
]
eik(xi(tk))
, Di. (13)
Substituting (13) into (11), we obtain∫ ω
0
∣∣x′i(t)∣∣ dt 6 √ωc+i Di + n∑
j=1
ωa+ij Mj +
n∑
j=1
n∑
l=1
√
ω3b+ijlNjNl + I+i ω +
q∑
k=1
e¯ik. (14)
Since for t ∈ [0, ω],
|xi(t)| 6 |xi(ξ)| +
∫ ω
0
|x′i(s)|ds. (15)
From (10) and (15), there exist positive constants Bi (i = 1, 2, . . . , n) such that for t ∈ [0, ω],
|xi(t)| 6 Bi, i = 1, 2, . . . , n.
Clearly, Bi (i = 1, 2, . . . , n) is independent of λ. Denote H∗ =∑ni=1 Bi + C , where C > 0 is taken sufficiently large so that
min
16i6n
c¯iH∗ > max
16i6n
(
|I¯i| +
n∑
j=1
a¯ijMj +
n∑
j=1
n∑
l=1
|b¯ijl|NjNl − 1
ω
q∑
k=1
e¯ik
)
.
Now we take Ω = {(x1(t), x2(t), . . . , xn(t))T ∈| ‖(x1, x2, . . . , xn)T‖ < H∗}. Thus condition (a) of Theorem 1 is satisfied.
When (x1, x2, . . . , xn)T ∈ ∂Ω ∩ Rn, (x1, x2, . . . , xn)T is a constant vector in Rn with |x1| + |x2| + · · · + |xn| = H∗. Then
QN(x1, x2, . . . , xn)T =
(
−c¯ixi(t)+
n∑
j=1
a¯ijfj(xj(t − τij(t)))
+
n∑
j=1
n∑
l=1
b¯ijlgj(xj(t − σijl(t)))gl(xl(t − νijl(t)))+ I¯i − 1
ω
q∑
k=1
eik(xi(tk))
)
n×1
.
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Therefore
‖QN(x1, x2, . . . , xn)T‖ =
n∑
i=1
∣∣∣∣∣c¯ixi(t)+ 1ω
q∑
k=1
eik(xi(tk))−
n∑
j=1
a¯ijfj(xj(t − τij(t)))
−
n∑
j=1
n∑
l=1
b¯ijlgj(xj(t − σijl(t)))gl(xl(t − νijl(t)))− I¯i
∣∣∣∣∣
>
n∑
i=1
c¯i|xi(t)| + n
ω
q∑
k=1
e¯ik −
n∑
i=1
n∑
j=1
∣∣a¯ij∣∣Mj − n∑
i=1
n∑
j=1
n∑
l=1
b¯ijlNjNl −
n∑
i=1
∣∣I¯i∣∣
>
n∑
i=1
(
c¯i|xi(t)| + 1
ω
q∑
k=1
e¯ik
)
−
n∑
i=1
(
|I¯i| +
n∑
j=1
∣∣a¯ij∣∣Mj + n∑
j=1
n∑
l=1
b¯ijlNjNl
)
> min
16i6n
(
c¯i|xi(t)| + 1
ω
q∑
k=1
e¯ik
)
− max
16i6n
(
|I¯i| +
n∑
j=1
∣∣a¯ij∣∣Mj + n∑
j=1
n∑
l=1
b¯ijlNjNl
)
> 0.
Consequently,
QN(x1, x2, . . . , xn)T 6= (0, 0, . . . , 0)T for (x1, x2, . . . , xn)T ∈ ∂Ω ∩ Ker L.
This satisfies condition (b) of Theorem 1. Define Ψ : Ker L× [0, 1] → X by
Ψ (x1, x2, . . . , xn, χ) = −χ(x1, x2, . . . , xn)T + (1− χ)QN(x1, x2, . . . , xn)T.
When (x1, x2, . . . , xn)T ∈ ∂Ω ∩ Ker L, (x1, x2, . . . , xn)T is a constant vector in Rn with∑ni=1 |xi| = H∗, we easily obtain
Ψ (x1, x2, . . . , xn, χ) 6= (0, 0, . . . , 0)T. Therefore
deg(QN(x1, x2, . . . , xn)T,Ω ∩ Ker L, (0, 0, . . . , 0)T)
= deg((−x1,−x2, . . . ,−xn)T,Ω ∩ Ker L, (0, 0, . . . , 0)T) 6= 0.
Condition (c) of Theorem 1 is also satisfied. Thus, by Theorem 1we conclude that Lx = Nx has at least one solution in X . That
is, system (1) has at least one ω-periodic solution. The proof is complete. 
4. Global exponential asymptotic stability of the periodic solution
In this section, we will construct some suitable Lyapunov functions to study the global exponential asymptotic stability
of the periodic solution of (1).
Theorem 3. Assume that (H1)–(H4) hold, Furthermore, assume that:
(H5) The following inequalities hold
c−i −
n∑
j=1
a+ij Lj −
n∑
l=1
n∑
j=1
b+ijlM(Hj + Hl) > 0, where M = max(Hj, j = 1, . . . , n),
(H6) the impulse operators ei(xi(t)), i = 1, 2, ..., n satisfy
eik(xi(tk)) = −γik(xi(tk)− x∗i (t)), 0 < γik < 1, i ∈ {1, 2, . . . , n}, k ∈ Z+.
Proof. According to Theorem 2, we know that (1) has an ω-periodic solution x∗(t) = (x∗1(t), x∗2(t), . . . , x∗n(t))T. Suppose
that x(t) = (x1(t), x2(t), . . . , xn(t))T is an arbitrary solution of (1). Then it follows from system (1) that
d
dt
(
xi(t)− x∗i (t)
) = −ci(t) (xi(t)− x∗i (t))+ n∑
j=1
aij(t)
(
fj(xj(t − τij(t)))− fj(x∗j (t − τij(t)))
)
+
n∑
j=1
n∑
l=1
bijl(t)
(
gj(xj(t − σijl(t)))gl(xl(t − νijl(t)))− gj(x∗j (t − σijl(t)))gl(x∗l (t − νijl(t)))
)
,
for i ∈ {1, 2, . . . , n}, t > 0, t 6= tk, k ∈ Z+, and hence by condition (H3),
d+
dt
∣∣xi(t)− x∗i (t)∣∣ 6 −c−i ∣∣xi(t)− x∗i (t)∣∣+ n∑
j=1
a+ij Lj|xj(t − τij(t))− x∗j (t − τij(t))|
+
n∑
j=1
n∑
l=1
b+ijlM
(
Hj|xj(t − σijl(t))− x∗j (t − σijl(t))| + Hl|xl(t − νijl(t))− x∗l (t − νijl(t))|
)
, (16)
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for i ∈ {1, 2, . . . , n}, t > 0, t 6= tk, k ∈ Z+, where d+/dt denotes the upper right derivative. Also, in view of condition
(H6), one has
xi(tk + 0)− x∗i (tk + 0) = xi(tk)+ ei(xi(tk))− x∗i (tk)− ei(x∗i (tk))
= (1− γik)(xi(tk)− x∗i (tk)),
thus
|xi(tk + 0)− x∗i (tk + 0)| = |1− γik||xi(tk)− x∗i (tk)| 6 |xi(tk)− x∗i (tk)|,
for i ∈ {1, 2, . . . , n}, k ∈ Z+.
We define a Lyapunov function V (·) by
V (t) = V (x1, x2, . . . , xn)(t)
=
n∑
i=1
|xi(t)− x∗i (t)| +
n∑
j=1
∫ t
t−τij
a+ij
1− τ ′ij(µ(s))
|xj(s)− x∗j (s)|ds
+
n∑
j=1
n∑
l=1
∫ t
t−σijl
b+ijl
1− σ ′ijl(ζ (s))
|xj(s)− x∗j (s)|ds+
n∑
j=1
n∑
l=1
∫ t
t−νijl
b+ijl
1− ν ′ijl(η(s))
|xj(s)− x∗j (s)|ds
for t > 0 and by virtue of (16) we can obtain
d+V (t)
dt
6
n∑
i=1
[
−c−i
∣∣xi(t)− x∗i (t)∣∣+ n∑
j=1
a+ij Lj|xj(t − τij(t))− x∗j (t − τij(t))|
+
n∑
j=1
a+ij Lj
1− τ ′ij(µ(t))
|xj(t)− x∗j (t)| −
n∑
j=1
a+ij Lj
1− τ ′ij(µ(t − τij(t)))
|xj(t − τij(t))− x∗j (t − τij(t))|(1− τ ′ij(t))
+
n∑
j=1
n∑
l=1
b+ijlMHj|xj(t − σijl(t))− x∗j (t − σijl(t))| +
n∑
j=1
n∑
l=1
b+ijlMHj
1− σ ′ijl(ζ (t))
|xj(t)− x∗j (t)|
−
n∑
j=1
n∑
l=1
b+ijlMHj
1− σ ′ijl(ζ (t − σijl(t)))
|xj(t − σijl(t))− x∗j (t − σijl(t))|(1− σ ′ijl(t))
+
n∑
j=1
n∑
l=1
b+ijlMHl|xj(t − νijl(t))− x∗j (t − νijl(t))| +
n∑
j=1
n∑
l=1
b+ijlMHl
1− ν ′ijl(η(t))
|xj(t)− x∗j (t)|
−
n∑
j=1
n∑
l=1
b+ijlMHl
1− ν ′ijl(η(t − νijl(t)))
|xj(t − νijl(t))− x∗j (t − νijl(t))|(1− ν ′ijl(t))
]
= −
n∑
i=1
(
c−i −
n∑
j=1
a+ij Lj −
n∑
l=1
n∑
j=1
b+ijlM(Hj + Hl)
) ∣∣xi(t)− x∗i (t)∣∣ .
According to condition (H5) there exists a real number α > 0, such that
c−i −
n∑
j=1
a+ij Lj −
n∑
l=1
n∑
j=1
b+ijlM(Hj + Hl) > α, i ∈ {i = 1, 2, . . . , n},
and it follows that
d+V (t)
dt
6 −αV (t), t > 0, t 6= tk. (17)
Also,
V (tk + 0) =
n∑
i=1
|xi(tk + 0)− x∗i (tk + 0)| 6
n∑
i=1
|xi(tk)− x∗i (tk)| = V (tk), k ∈ Z+. (18)
Hence by using the exponential stability theorem [14,15], (17) and (18), we obtain
d+V (t)
dt
6 −αV (t)⇒ V (t) 6 e−αtV (0), ∀t > 0.
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So
n∑
i=1
∣∣xi(t)− x∗i (t)∣∣ 6 e−αt ∣∣xi(0)− x∗i (0)∣∣ , t > 0, (19)
and we can conclude that the ω-periodic solution of (1) is globally exponentially stable and this completes the proof of the
theorem. 
5. An illustrative example
In this section, we give an example to illustrate the validity of our results. We will apply our main results to the HHNNs
with impulses and delays
dxi(t)
dt
= −ci(t)xi(t)+
2∑
j=1
aij(t)fj(xj(t − τij(t)))
+
2∑
j=1
2∑
l=1
bijl(t)gj(xj(t − σijl(t)))gl(xl(t − νijl(t)))+ Ii(t), t > 0, t 6= tk,
∆xi(tk) = xi(t+k )− xi(t−k ) = γikxi(tk), i = 1, 2, t = kω, k ∈ Z+
(20)
where
f1(x1) = sin
(
1√
2
x1
)
, f2(x2) = sin
(
1
2
√
2
x2
)
,
g1(x1) = arctan
(
1√
2
x1
)
, g2(x2) = arctan
(
1
2
√
2
x2
)
.
Obviously, fi(xi), gi(xi) (i = 1, 2) satisfy (H2) and (H3). We take
a11(t) = 1+ cos(2pi t), a12(t) = 2+ cos(2pi t),
a21(t) = 2+ cos(2pi t), a22(t) = 3+ cos(2pi t).
c1(t) = 5+ 5 sin(2pi t), c2(t) = 16+ 16 cos(2pi t).
I1(t) = 1+ sin(2pi t), I2(t) = 1+ cos(2pi t).
b111(t) = b222(t) = 14 +
1
4
sin(2pi t), b112(t) = b212(t) = 13 +
1
3
cos(2pi t),
b121(t) = b221(t) = 15 +
1
5
cos(2pi t), b122(t) = b211(t) = 16 +
1
6
sin(2pi t).
If the effect of impulse is ignored, i.e., γik = 0, i = 1, 2, then system (20) becomes
dxi(t)
dt
= −ci(t)xi(t)+
2∑
j=1
aij(t)fj(xj(t − τij(t)))
+
2∑
j=1
2∑
l=1
bijl(t)gj(xj(t − σijl(t)))gl(xl(t − νijl(t)))+ Ii(t), i = 1, 2. (21)
Obviously, the right-hand side of system (21) is 1-periodic (i.e. ω = 1). Numerical results show that system (21) has a
1-periodic solution. In the following, Fig. 1(a)–(c) shows the dynamic behavior of system (21) with the initial condition
[x1(0), x2(0)]T = [0.3, 0.1]T.
Furthermore, if the effect of impulses is considered, i.e. γ1k = 0.4, γ2k = 0.3, all conditions of Theorems 2 and 3
are satisfied. Now we investigate the influence of the period T of impulsive effect on system (20). If T = 1 or T =
2, then according to Theorem 3, system (20) has a unique 1-periodic solution which is globally asymptotically stable
(see Fig. 1(d)–(f)). In the following, Fig. 1(d)–(j) shows the dynamic behavior of system (20) with the initial condition
[x1(0), x2(0)]T = [0.3, 0.1]T. Compared with system (21), because of the influence of the period pulses, the dynamic
behavior of system (20) becomes more complex.
The dynamics with some parameters and somewhat more general initial conditions can be even more complicated,
showing a phenomenon which may be called intermittency: regular and chaotic patterns alternate in space. If T =
pi, pi/19, 15pi respectively, then (H4) is not satisfied. Periodic oscillation of system (20) will be destroyed by impulse effect
(see Fig. 1(k)–(o)). Numerical results show that system (20) has a chaotic strange attractor (see Fig. 1(m)–(o)). Every solution
of system (20) will finally tend to the chaotic strange attractor. Fig. 1(k)–(o) shows the dynamic behavior of system (20) with
the initial condition [x1(0), x2(0)]T = [0.3, 0.1]T.
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(a) Time-series of x1(t) evolved in
system (21) with T = 1.
(b) Time-series of x2(t) evolved in
system (21) with T = 1.
(c) Phase portrait of 1-periodic solutions
of system (21).
(d) Time-series of x1(t) evolved in
system (20) with T = 1.
(e) Time-series of x2(t) evolved in
system (20) with T = 1.
(f) Phase portrait of 1-periodic solutions
of system (20) with T = 1.
(g) Time-series of x1(t) evolved in
system (20) with T = 0.5.
(h) Time-series of x2(t) evolved in
system (20) with T = 0.5.
(i) Phase portrait of 1-periodic solutions
of system (20).
(j) Phase portrait of 1-periodic solutions
of system (20) with T = 2.
(k) Time-series of the x1(t) of system
(20) with T = pi .
(l) Time-series of the x2(t) of system
(20) with T = pi .
(m) Phase portrait of chaotic strange
attractor of system (20) with T = pi .
(n) Phase portrait of chaotic strange
attractor of system (20) for t ∈ [5, 50]with
T = pi/19.
(o) Phase portrait of chaotic strange
attractor of system (20) for t ∈ [5, 150]
with T = 15pi .
Fig. 1.
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6. Conclusions
In this paper, we use the continuation theorem of coincidence degree theory and Lyapunov functions to study the
existence and global stability of periodic solution for HHNNs with impulses and delays. A set of easily verifiable sufficient
conditions are obtained for the existence and global stability of periodic solution. Themethod of this papermay be extended
to study some other systems. Comparedwith the systemwithout impulsive effects [1], the dynamic behavior of system (1) is
more complex because of the presence of pulse. The systemwe study here gives an affirmative exemplum for this problem.
By using numerical simulations, we found that system (1) can take on many forms of complexities including occurrence of
sudden changes in the figures of the time-series, periodic oscillation and chaotic strange attractor.
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