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We report results of a search for light weakly interacting massive particle (WIMP) dark matter
from the CDEX-1 experiment at the China Jinping Underground Laboratory (CJPL). Constraints
on WIMP-nucleon spin-independent (SI) and spin-dependent (SD) couplings are derived with a
physics threshold of 160 eVee, from an exposure of 737.1 kg-days. The SI and SD limits extend the
lower reach of light WIMPs to 2 GeV and improve over our earlier bounds at WIMP mass less than
6 GeV.
PACS numbers: 95.35.+d, 29.40.-n
I. INTRODUCTION
Compelling evidence from astroparticle physics and
cosmology indicates that dark matter constitutes about
27% of the energy density of our Universe [1]. WIMPs
are the leading candidate for cold dark matter [2], which
is one kind of dark matter component.
With excellent energy resolution and low threshold,
a kind of p-type point contact germanium detector
(pPCGe) [3, 5] has been used and further developed to
search for light WIMPs in recent years. Earlier measure-
ments of the phase-I experiment of the CDEX collab-
oration (CDEX-1) [5–7] have provided results on low-
mass WIMP searches with a pPCGe detector of tar-
get mass 994 g, and the physics threshold reached 475
eVee (“eVee” represents electron equivalent energy). For
CDEX, lower energy threshold and lower background
level are two main directions to pursue to get more sen-
sitive results on low mass dark matter searches.
Focused on the lower threshold, a new 1-kg-scale
pPCGe has been designed and customized (named
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“CDEX-1B” in this report) based on our first prototype
detector used in CDEX-1. The point electrode contact
was further redesigned to get lower detector capacitance.
A junction field-effect transistor (JFET) with lower noise
was selected to be used in an updated pre-amplifier spe-
cially designed for CDEX-1B. The supporting structure
inside the cryostat was also modified to further suppress
the background level.
Details of the CDEX-1B experimental setup, data
analysis, and the constraints on WIMP-nucleon elastic
scattering based on an exposure of 737.1 kg-days at CJPL
are discussed in the subsequent sections.
II. EXPERIMENTAL SETUP
The shielding configuration of CDEX-1B is depicted
in Fig. 1. The germanium (Ge) cryostat and NaI(Tl)
anti-Compton detectors are inside an oxygen-free high
conductivity (OFHC) copper shielding with a thickness
of 20 cm, then enclosed by an acrylic box, which was
purged by nitrogen gas evaporated from the liquid nitro-
gen dewar. Other passive shielding includes, from inside
to outside, 20 cm of borated polyethylene, 20 cm of lead
and 1 m of polyethylene [5]. Detailed information about
the passive shielding system can be found in Ref. [8].
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2FIG. 1. Schematic diagram of CDEX-1B experimental
setup, including the germanium (Ge) detector and NaI(Tl)
anti-Compton detector, as well as the enclosing acrylic box
and other passive shielding, including oxygen-free high con-
ductivity copper, borated polyethylene and lead. The entire
structure is placed inside a polyethylene room with walls of
thickness 1 m, as described in Ref. [8].
A schematic diagram of the electronics and data acqui-
sition (DAQ) system is shown in Fig. 2. The signals were
read out by a pulsed reset preamplifier from the p+ elec-
trode of the pPCGe, and the preamplifier has four identi-
cal energy-related outputs. Two of them were distributed
into shaping amplifiers with high gain for the low energy
region (0-12 keV) at different shaping times, 6 µs (SA6µs)
and 12 µs (SA12µs), respectively. The other two outputs
were loaded to a timing amplifier (TA) which keeps rel-
atively accurate time information. One with high gain
for the medium energy region (0-20 keV) supplied the
charge collection time. The other, with low gain for the
high energy region (0-1.3 MeV), can be used to analyze
the background origin.
Signals from the amplifiers were sampled and recorded
by a 100 MHz flash analog-to-digital convertor (FADC).
The recording time intervals were 120 µs for each chan-
nel. The output of SA6µs was fed into a leading-edge
discriminator to supply the trigger of the DAQ system.
In addition to that, the discriminator outputs of random
trigger events at 0.05 Hz and the reset inhibit signal also
served as triggers and were digitized. These random trig-
ger (RT) events will be used to estimate the dead time of
the DAQ system and derive the efficiencies of those anal-
ysis selection procedures which are uncorrelated with the
pulse shape of the signal from the Ge detector. The re-
set inhibit signal recorded the discharging time, with a
reset period of ∼400 ms, and a veto interval of 10 ms
was applied after every reset to reject electronic-induced
noise. The photomultiplier tube (PMT) outputs from
the NaI(Tl) anti-Compton detector at two different gain
factors were also digitized.
The germanium crystal mass of CDEX-1B is 1008 g,
almost identical with the crystal used in CDEX-1. The
main performance parameters of CDEX-1B are measured
and listed in Table I, compared with those from CDEX-
1. The pedestal RMS achieves 31 eVee, while that for
CDEX-1 is 55 eVee. The full width at half maximum
(FWHM) of a pulser input is 80 eVee, while that for
CDEX-1 is 130 eVee. The FWHM at 10.37 keVee X-
rays peak from 68,71Ge is (177±3) eVee. With all these
improvements, a physics analysis threshold of 160 eVee
at 17% signal selection efficiency is achieved, which is
significantly lower than earlier achievement by CDEX-1.
Starting on March 27th, 2014, the background mea-
surement of CDEX-1B ran for 786.3 days until July
2017, apart from calibrations by gamma sources, neu-
tron sources, and dead layer measurement performed in
August 2014, January 2015 and March 2016, respectively.
The dead time ratio of the DAQ system remained stable
and was <0.1% as measured by RT events.
The optimal area from the SA6µs channel [7] was cho-
sen to define the energy (E) for its excellent energy
linearity at the low energy range. Energy calibration
was achieved using the internal cosmogenic X-ray peaks:
68Ge (10.37 and 1.30 keVee), 68Ga (9.66 keVee), and 65Zn
(8.98 keVee). The zero-energy was defined by the RT
events. The linearity is so good that the deviation is less
than 0.4%.
III. DATA ANALYSIS
Due to the extremely small cross section between
WIMPs and nucleons, WIMP-nucleon (χ-N) interactions
are characterized by being single-site events uncorrelated
with other detector components, while having the same
pulse shape due to genuine physical processes [9]. A series
of data analysis criteria were adopted to select WIMP-
nucleon events, and their corresponding signal efficiencies
were measured. The details are as follows.
(1) Anti-Compton Veto (AC): The charge drifts in the
Ge detector for a certain amount of time, while the pho-
ton in the NaI(Tl) anti-Compton detector is detected
without time delay. The time difference between the
NaI(Tl) anti-Compton detector and the Ge detector can
be used to select coincidence (anti-coincidence) events,
which are denoted as AC+(−), respectively. Due to the
extremely low trigger rates, the AC− selection discrim-
inates the physics events at a signal efficiency of close
to 100%, which can be measured by RT events. Physics
events selected by the AC+ tag will be used to optimize
the following selection criteria and calculate those selec-
tion efficiencies.
3FIG. 2. Schematic diagram of the electronics and the DAQ system of the germanium detector and the NaI(Tl) detector.
TABLE I. The performance parameters of CDEX-1B, compared with the detector used in CDEX-1 [5–7].
pedestal FWHMa of energy at 50% physics analysis combined signal
crystal RMS pulser trigger efficiency threshold efficiency at threshold
CDEX-1 55 eVee 130 eVee 246± 2 eVee 475 eVee 80%
CDEX-1B 31 eVee 80 eVee 126± 2 eVee 160 eVee 17%
aFull width at half maximum (FWHM).
FIG. 3. Two energy-dependent selections near energy threshold based on (a) correlations between the pulse height difference
of TA channel (TAamp) and calibrated energy; (b) correlations between the amplitude from SA6µs and SA12µs (PN).
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FIG. 4. Combined selection efficiencies and trigger efficien-
cies derived from source AC+ events, fit with error functions.
(2) Basic Cuts (BC): The energy correlations between
TAamp and SA6µs are used to remove the surviving reset-
induced noise, though a 10 ms gate after each reset
inhibit signal has rejected the majority of that noise.
TAamp is defined as the height difference between the
maximum and the pedestal of the pulse from the TA
channel. The selection criterion is that the energy differ-
ence (∆E) between TAamp and SA6µs cannot be larger
than 3σ, which is derived from AC+ events from gamma
sources samples and ambient background, as displayed in
Fig. 3(a). The signal selection efficiency is also derived
from AC+ events.
Cuts on the pedestals of SA6µs,12µs and TA (Ped) were
also applied to discriminate those events whose pedestals
exhibit anomalous behavior. Apart from using the min-
ima (MIN) and the location of the maxima (tMAX) to
remove abnormal events, the correlations between the
amplitude from SA6µs and SA12µs (PN) were used to
discriminate physics events from a large amount of noise
near threshold, as displayed in Fig. 3(b). Detailed dis-
cussion of these selection cuts can be found in the liter-
ature [7, 9].
The selection efficiency of energy-independent cuts
(Ped) is derived, from the survival of the RT events, to be
98.4%. Selection efficiencies for energy-dependent selec-
tions (TAamp, MIN, tMAX, PN) are from the survival of
AC+ events from source samples and in situ background.
Figure 4 displays the combined BC selection efficiencies
and trigger efficiencies calculated by source AC+ events
with red and black data points, respectively. The trigger
efficiencies are defined as the fraction of the amplitude
distribution above the threshold. For a certain ampli-
tude of the signals, the optimal area from SA6µs has an
approximately Gaussian distribution. The trigger effi-
ciency will be approximately an error function, while the
slope is related to the electronic noise level. The effi-
ciency curves fitted with an error function, together with
the 1σ band of error, are also depicted in Fig. 4, which
shows a 50% trigger threshold of 126±2 eVee. In this
analysis, the physics analysis threshold is selected to be
160 eVee, which corresponds to a combined efficiency of
17+0.6−0.7%.
FIG. 5. Rise-time versus energy scatter plot for the WIMP-
induced candidate events based on AC− selection in CDEX-
1B data.
(3) Bulk and Surface event selection (BS): The outer
n+ dead layer of pPCGe is fabricated by lithium diffu-
sion. The charge collection efficiency as a function of the
depth of the surface was measured and simulated, show-
ing that the thickness of the dead layer for the CDEX-1B
detector is (0.88±0.12) mm [10]. This gives rise to a fidu-
cial mass of 939 g and data exposure of 737.1 kg-days for
this analysis.
Events depositing energy in the surface layer will have
a partial charge collection with slower rise time (τ) than
those in the bulk volume. The rise time (τ) is defined as
the time interval between 5% and 95% of the TA pulse
height, and is calculated by fitting to a hyperbolic tan-
gent function to the TA pulse [6, 7]. The scatter plot
of log10[τ ] versus measured energy of AC
− events from
CDEX-1B is depicted in Fig. 5. The band structure char-
acterizing bulk (B) and surface (S) events is well sepa-
rated at energies larger than 2 keVee. The K-shell X-rays
and L-shell X-rays from internal cosmogenic radioactiv-
ity are clearly identified. To get the corrected count rates
of bulk events (Br) at the low energy region of interest,
the Ratio Method has been developed and detailed in a
previous paper [11].
The Ratio Method is based on the bulk/surface rise-
time distribution PDFs (probability density functions)
and the count ratios among different calibration sources:
i) The validity of Ratio Method analysis requires
that the calibration source data should have common
bulk/surface rise-time distribution PDFs, and this con-
dition has been checked and confirmed for input sources
(AC−, AC+, 137Cs, 60Co) both at high energy region and
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FIG. 6. Top: The rise-time distribution of input sources (AC−, AC+, 137Cs, 60Co) in the high energy region (5.0-5.5 keVee),
with the shaded regions showing normalized intervals, (a) for bulk events (-0.425, -0.225) and (b) for surface events (log10(0.9),
log10(1.6)). Bottom: The rise-time distribution of input sources (AC
−, AC+, 137Cs, 60Co, 241Am) in the low energy region
(0.2-0.4 keVee), with the shaded regions showing normalized intervals, (a) for bulk events (-1.0, -0.5) and (b) for surface events
(log10(0.9), log10(1.6)).
low energy region. Figure 6 depicts the results of E=5.0-
5.5 keVee and E=0.2-0.4 keVee. Bulk rise-time distribu-
tions are consistent among different sources. The mea-
sured surface rise-time distributions are different at high
energy due to varying degrees of attenuation by the sur-
face thickness. At near-threshold energies, however, the
surface distributions are dominated by resolution smear-
ing and are consistent among the various data samples.
To avoid excessive estimation of Br, low-energy γ’s from
241Am, which have been heavily attenuated by the sur-
face thickness, can be adopted as calibration PDFs for
S-samples only.
ii) Those input sources share the same PDFs but dif-
ferent scaling factors, which are proportional to the count
ratios of each. The measured count rate of the ith-source,
Ni, as functions of E and τ can be written as
Ni(E, τ) = NBi(E, τ) +NSi(E, τ)
= βi(E)fB(E, τ) + ξi(E)fS(E, τ). (1)
where NBi and NSi denote the (E, τ)-dependent func-
tions of bulk and surface event distributions, respectively.
fB(E, τ) and fS(E, τ) are the common PDFs shared by
various input sources. βi(E) and ξi(E) are the scaling
factors, which are proportional to the count ratios. It
is a special case that βi(E) = 0 for i=
241Am, because
241Am supplies the surface PDFs at low energies as a
pure source.
As shown in Fig. 5 and Fig. 6, the “pure” bulk region
[b0, b1] and “pure” surface region [s0, s1] are assumed
to derive the count rates of each input source, by inte-
grating counts at those regions [11]. In order to ensure
consistency between the background and those sources
used to implement calibration, [s0, s1] was chosen to be
close to the bulk band. Events with τ > s1 are removed
as very-surface events and will be added back to the sur-
face counts after calibration. Optimized βi(E)fB(E, τ)
and ξi(E)fS(E, τ) are obtained by χ
2 minimization of
the right hand-side of Eq. 1,
χ2(E, τ) =
∑
i
[βi(E)fB(E, τ) + ξi(E)fS(E, τ)−Ni(E, τ)]2
∆Ni(E, τ)2
.
(2)
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FIG. 7. fB and fS distributions for the input sources (AC
−, AC+, 137Cs, 60Co) at energy bins of 0.25-0.35 keVee. 241Am is
also one input source, which supplies the fS distributions as a pure surface source.
iii) In the low energy range, the “pure” region is only
approximately pure, and the initial ratio value should be
corrected by the PDFs obtained from the previous step.
After n iterations, for large n, convergent PDFs and ra-
tios will be obtained. The best-fit results of fB(E, τ) and
fS(E, τ) at E=0.25-0.35 keVee for CDEX-1B data are de-
picted in Fig. 7, and the real bulk/surface counts (Br and
Sr) are calculated by integrating the bulk/surface PDFs.
There is no definition of BS cut efficiency in the Ratio
Method.
β
(n)
i (E) = β
0
i (E)−
∫ b1
b0
ξ
(n−1)
i (E) f
(n−1)
S (E, τ) dτ,
Bri(E) =
∫
all τ
NBi(E, τ) dτ
=
∫
all τ
β
(n)
i (E) f
(n)
B (E, τ) dτ, (3)
where β0i (E) is the initial scaling factor given by
integrating counts in the “pure” bulk region, and
f
(n−1)
B (E, τ) is the result of minimizing Eq. 2 in the
(n− 1)th-iteration, while ξ(n)i (E) and Sri(E) for surface
events have the same form as Eq. 3.
The dashed line labelled bm (set as τ = 0.8 µs in
this analysis) is used to roughly calculate the measured
bulk count rate Bm, which should be corrected at low
energy to get the real count rate Br. Accordingly, the
physics events are categorized by “AC−(+)⊗Br(m)” and
“AC−(+)⊗Sr(m)”, where the superscript −(+) denotes
anti-coincidence(coincidence) with the Ge signals, and
Br(m) or Sr(m) denotes the bulk or surface count rate
after(before) the BS correction. The values of Bm and
Sm just give a reference to show the effectiveness of the
Ratio Method in BS selection, and depend on the choice
of selection criteria, which is set as τ < 0.8 µs for Bm
(and τ > 0.8 µs for Sm) in this analysis.
The main contributions to the total error of AC−⊗Br
at threshold and at a typical high energy bin, are summa-
rized in Table II. Standard error propagation techniques
are used to evaluate the combined uncertainties of Br
and Sr. As discussed in Ref. [11], the statistical errors
mainly come from (a) errors at 1-σ level on fB and fS ,
calculated from χ2min + 1 for each (E, τ)-bin; (b) errors
of the initial scaling factors (β0i and ξ
0
i ), calculated from
pure bulk/surface regions for every E-bin; (c) errors of
correction terms of the final scaling factors after (n− 1)
iterations (βn−1i and ξ
n−1
i ). The systematic uncertain-
ties are evaluated by considering 4 terms: (a) the range
of the “pure” bulk/surface region ([b0, b1] and [s0, s1]) is
shifted; (b) some B/S calibration sources are removed;
(c) rise-time distributions of some sources are shifted de-
liberately; and (d) the τ bin-size is changed.
7TABLE II. The main contributions to the total error of AC−⊗Br at threshold and at a typical high energy bin.
Energy Bin 0.16-0.21 keVee 1.96-2.01 keVee
AC−⊗Br and Errors 8.38± 1.41[stat]± 2.19[sys] 2.93± 0.36[stat]± 0.17[sys]
(kg−1keV−1day−1) = 8.38± 2.61 = 2.93± 0.40
I) Statistical Uncertainties : 1.41 0.36
II) Systematic Uncertainties :
(i) Choice of [b0, b1], [s0, s1] 1.09 0.13
(ii) Choice of sources 1.18 0.05
(iii) Shift of τ by 0.02 (log10(µs)) 1.22 0.09
(iv) τ bin-size 0.87 0.03
Combined : 2.19 0.17
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FIG. 8. (a) Measured energy spectra of CDEX-1B, showing the raw spectra and those at different stages of the analysis;
(b) constructed AC−⊗Br spectra and the measured AC−⊗Bm (τ < 0.8 µs) spectra; (c) constructed AC+⊗Br spectra and the
measured AC+⊗Bm spectra, with some X-ray peaks also identified; and (d) top: AC−⊗Sr and AC−⊗Sm spectra; bottom:
AC+⊗Sr and AC+⊗Sm spectra.
The measured raw spectra and those at different stages
of the analysis are depicted in Fig. 8(a) without con-
sidering the efficiency corrections. Combining the sys-
tematic and statistical errors, the constructed AC−⊗Br
8spectrum is depicted in Fig. 8(b), as well as the measured
AC−⊗Bm (τ < 0.8 µs) spectrum. The trigger efficiency
and cut efficiency have been considered. The minimum
energy is at 160 eVee, matching the first finite efficiency
bin of Fig. 4. Several characteristic X-ray peaks from in-
ternal cosmogenic radioactive isotopes can be identified
clearly, and include 68,71Ge, 68Ga, 73,74As, 65Zn, 55Fe,
54Mn, and 49V. As the characteristic X-rays are internal
and short-ranged, the detection efficiency is almost 100%.
Figure 8(c) displays the AC+⊗Br and AC+⊗Bm spectra,
in which X-rays peaks from 68Ga (9.66 keVee), 65Zn (8.98
keVee), 57,60Co (7.11 keVee), and 54Mn (5.99 keVee) can
be identified clearly. These peaks are produced from cas-
cade decays corresponding to related cosmogenic radioac-
tive isotopes, and hence a portion of these high energy
gammas escape from the Ge detector and are tagged by
the NaI(Tl) anti-Compton detector. This is a non-trivial
demonstration of validity of this analysis, since every en-
ergy bin is processed independently of the others. The
constructed AC−⊗Sr and AC+⊗Sr spectra are depicted
in Fig. 8(d), together with the measured AC−⊗Sm and
AC+⊗Sm spectra.
IV. RESIDUAL SPECTRUM ANALYSIS
The ratios of the K-shell to L-shell X-ray events based
on Ref. [12] are used to predict the intensity of the L-shell
X-rays in the lower energy ranges (<1.6 keVee). In ad-
dition to the L-shell X-ray contributions, there are resid-
ual excess events in the AC− spectrum at low energy <3
keVee. Several candidate sources were examined but all
fail to explain these anomalous events:
1) Cosmic rays: With a rock overburden of more than
2400 m giving rise to a measured muon flux of 61.7
y−1m−2 [13] at CJPL, the contribution from muons can
be neglected.
2) Neutrons: Simulation studies and measurements
with a 232Cf neutron source show neutron-induced events
in both AC− and AC+ spectra. This excess is not
observed in the AC+ spectra. The thermal neutron
flux around the copper shielding has been measured
with a 3He tube, and the thermal neutron flux is
(2.8±1.2)×10−8 cm−2s−1 [14]. By simulations with
Geant4 [15], the contributions from thermal neutrons can
also be neglected.
3) Tritium: Tritium (3H) will produce a continuous
beta energy spectrum with an end point energy of 18.6
keV. The spectrum should be almost flat below 2 keVee
and will not contribute to the abnormal rising. From the
cosmic ray simulation combined with background data
analysis, the 3H count rate is 1.81 kg−1day−1 at energy
range 0-18.6 keVee, far less than the current background
count rate of 13.34 kg−1day−1.
Extensive tests related to the passivated surface, such
as excess 210Pb or 210Po on the tin at the central contact
or the signal readout brass bin, degraded beta emissions
from 40K in PTFE, etc., have been carried out to explain
those anomalous counts. These depend on the details of
material components in the vicinity of the crystal, and
research is ongoing.
V. DARK MATTER CONSTRAINTS
A conservative analysis with only the subtraction of
the L/M-shell X-rays was performed. As shown in
Fig. 9(a), the contributions of the L/M-shell X-rays are
derived from K-shell X-ray intensities. The final residual
spectrum with L/M-shell X-ray contributions subtracted
in the region 0.16-2.5 keVee is shown in Fig. 9(b), to-
gether with the exclusion line at mχ = 3 GeV/c
2 and the
spin-independent χ-N cross section σSIχN = 2×10−40 cm2
by the binned Poisson method [16], which is applied to
this residual spectrum in this analysis. The quenching
factor is provided by the TRIM program [17], coupled
with a 10% systematic error implied by the spread of the
measured data at the recoil energy of 254 eV to 10 keV. A
standard WIMP galactic halo assumption [18] and con-
ventional astrophysical models [19] are used, with a local
WIMP density of 0.3 GeV/cm3 and a Maxwellian veloc-
ity distribution with ν0 = 220 km/s and escape velocity
νesc = 544 km/s. The energy resolution of the detector
is derived from the in situ cosmogenic peaks.
The derived exclusion plots for the spin-independent
χ-N coupling (SI) at 90% confidence level is shown in
Fig. 10(a), in which several benchmark experiments [7,
20–28] are superimposed. Constraints for spin-dependent
χ-neutron (SD) scattering at 90% confidence level is
shown in Fig. 10(b), along with the allowed regions given
by DAMA/LIBRA [21] and exclusion limits from CDEX-
1 [7, 30], LUX [24], PandaX-II [25], and CDMS [27].
These results extend the low reach of light WIMPs to
2 GeV, and improve over our earlier bounds on SI for
mχ < 6 GeV [7] and those from the CRESST-II exper-
iment 2016 [28], while achieving the best sensitivity on
SD for mχ < 4 GeV.
VI. SUMMARY AND PROSPECTS
We report results from a 1 kg-scale pPCGe detector
with a physics threshold of 160 eVee at CJPL. By improv-
ing electronics and design, the energy threshold and noise
are greatly reduced, moving forward to the goal of de-
tecting low mass dark matter. Conservative constraints
on WIMP-nucleon spin-independent and spin-dependent
elastic scattering are derived based on an exposure of
737.1 kg-days. These results improve over our earlier
bounds at mχ < 6 GeV [7] while extending the low reach
of light WIMPs to 2 GeV, and achieve the best sensitiv-
ity on SD for mχ < 4 GeV, which show the effectiveness
of reducing the energy threshold.
The high-statistics data reveals anomalous features
with the AC− spectra below 3 keVee. Analysis suggests
its possible origin to be at the vicinity of the p+ contact
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of the Ge-crystal. Such background can be suppressed
through radioactivity screening of materials used in fu-
ture detectors. The electronics will be further optimized
to target lower thresholds. The potential reach with tar-
get sensitivities of 100 eVee threshold at 0.1 kg−1 keV−1
day−1 background level for 10 kg-year exposure is super-
imposed in Fig. 10.
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