In this paper, we develop a computer aided diagnosis algorithm to detect and classify the abnormalities in vision-based endoscopic examination. We focus on analyzing the traditional gastroscope data and help the medical experts improve the accuracy of medical diagnosis with our analysis tool. To achieve this, we first segment the image into superpixels, then extract various color and texture features from them and combine the features into one feature vector to represent the images. This approach is more flexible and accurate than the traditional patch-based image representation. Then we design a novel feature selection model with group sparsity, Deep Sparse SVM (DSSVM) that not only can assign a suitable weight to the feature dimensions like the other traditional feature selection models, but also directly exclude useless features from the feature pool. Thus, our DSSVM model can maintain the accuracy while reducing the computation complexity. Moreover, the image quality is also pre-assessed. For the experiments, we build a new gastroscope dataset with a total of about 3800 images from 1284 volunteers, and conducted various experiments and comparisons with other algorithms to justify the effectiveness and efficiency of our algorithm.
Introduction
Nowadays, gastropathy is a common disease. There are about 24,000 stomach cancer occurrences, and about 4 million people are affected by stomach ulcer every year in America alone [1] . In this paper, we focus on various endoscopy lesions in esophagus and stomach, and intend to design a computer aided diagnosis algorithm to detect various esophagopathy and gastropathy abnormalities. Rather than making the final decisions and replacing human experts, our algorithm is intended to be used as a warning/support system to assist the medical experts to reduce their manual work and improve the accuracy of medical diagnosis. As the passive WCE [2] [3] [4] [5] with lower resolution cannot control the position and altitude to make a clearly observation especially in stomach, it is only suitable in small intestine and colon but not in stomach. Therefore, we adopt the traditional gastroscope data with higher resolution and allows operations with more flexible.
Image representation is crucial for endoscopy image analysis, and various color and texture features have been designed, as shown in Fig. 1(a) . Since no single feature can represent the image properly, multiple features are heuristically combined into one highdimensional feature vector to complement each other, e.g., four kinds of features are combined in Fig. 1(b) . One other problem is difficult to select the most discriminating features, and some useless features are also inevitably combined, which result in lower accuracy and increase complexity. To overcome these disadvantages, some feature selection models [6, 7] are designed. For example [8] uses a neural network with feature selection to detect Helicobacter pylori infection, [7] designs a two-stage algorithm by first finding useful feature dimensions with sequential forward floating selection (SFFS) and then uses the SVM to train a classifier accordingly, and [6] makes a further step by using the recursive feature elimination based on SVM (SVM-REF) for feature selection. Generally, the idea of the above methods is to assign a greater weight to the more important feature dimensions, e.g., in Fig. 1(c) , the deeper the color is, the greater the weight and the more important the corresponding feature dimension will be. However the problem is that the selected dimensions are always distributed in all feature dimensions as in Fig. 1(c) , therefore we still need to extract all features in a time consuming way. Moreover, some noisy feature dimensions or units may be assigned with wrong weights as well. To overcome this, we can select the most relevant features and assign proper weights to the important feature dimensions simultaneously. In this way we not only improve the accuracy, but also reduce the computation complexity, because Contents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/pr the useless feature units will not be extracted anymore. As shown in Fig. 1(d) , the first three kinds of features are selected and the weights are assigned accordingly at the same time. To achieve this, we take into account the group sparsity of feature units and design a new model, i.e., Deep Sparse SVM (DSSVM). We call our model "deep sparse" because we aim to design a new model, which can not only select the feature units from the original feature set, but also assign proper weights to individual feature dimensions concurrently. In other words, "deep sparse" indicates that our DSSVM can select both feature units and feature dimensions, which are at two differently levels, at the same time.
Another concern in algorithm development is the feature extraction. Most current algorithms extract features from subimage patches [4, 2, 9] . Since smaller patch sizes are not able to provide enough information and bigger patch sizes contain too many disturbed pixels, it is hard to decide on the trade-off of suitable sizes. Therefore, we adopt the superpixel method to segment the medical images in a more flexible and adaptive way, and we will show that the superpixel-based feature extraction leads to better results than patch-based one in the experiment. Additionally, since the image quality is often impacted by lighting conditions and internal structure of the human body, we need to assess and discard some regions with poor image quality. In summary, our contributions mainly lie in three aspects:
(i) We propose a new feature selection model via group sparsity, Deep Sparse Support Vector Machine (DSSVM). Our model can not only select the most relevant kind of features from feature set, but can also assign a suitable weight to each feature dimension concurrently. (ii) A general framework for computer aided endoscopy diagnosis is designed, which adopts the superpixel segmentation method to achieve a more flexible and accurate feature extraction, and it also takes into account the image quality by pre-excluding regions with poor image quality. (iii) In comparison with the current endoscopy datasets with no more than 3000 images, we collect and build a new dataset including more than 10,000 images from 1284 volunteers, and annotate about 3800 images of them with pixel-level and frame-level groundtruth.
The remainder of the paper is organized as follows. The related works are shown in Section 2. We overview our algorithm in Section 3, then describe the image representation in Section 4 and propose our model DSSVM in Section 5. Then the experiment results and conclusion are presented in Section 6 and Section 7, respectively.
Related works
For computer aided digestive endoscopy diagnosis [10, 11] give a general review. Depending on the instruments for gastropathy examination, there are mainly two types: (a) the active flexible gastroscopes, including the traditional endoscopy [7] , recent narrow-band imaging (NBI) endoscopy [12] , zoom-endoscopy [13, 14] and confocal laser endomicroscopy (CLE) [15] , which are a thin, flexible fibre-optic instrument passed through the mouth to examine the inside of the gullet, stomach and duodenum; (b) the more recent passive and non-invasive technology, Wireless Capsule Endoscopy (WCE) [2] [3] [4] [5] , widely used for small intestine and gullet examination, which captures and sends out the internal images for diagnosis at rate of 2 fps. Depending on the areas in gastrointestinal tract (GI), the methods can be broken down for the esophagus [16] , the stomach [17, 7] , the small intestine [2] [3] [4] [5] and the colon [9, 18] . Depending on the specific lesions, the diagnosis methods can be classified to handle bleeding [2] , cancer [19, 17] , Celiac disease, Helicobacter pylori [7] , polyps [20, 14] and ulcers [4] , motility assessment [21] , tumors [6, 7] , Barrett's esophagus, Crohn's disease [9, 18] , and just classify the region into normal and abnormal [22] . Some other applications include detecting informative frames [3] , WCE color video segmentation [23] , summarization [24] and clustering [25] . In this paper, we intend to detect various esophagopathy and gastropathy abnormalities using traditional gastroscope.
Theoretically, the computer aided endoscopy diagnosis methods have two key technologies: (1) image representation, in which some color and texture feature units are extracted for endoscopy image analysis, such as Wavelet feature [14] , Gabor feature [12] , Fourier feature [13] , LBP texture [26] , various color histograms [27] , edge feature [28] , invariant feature [29] and feature combination [4, 2] . (2) Diagnosis/classification model, in which the state-of-the-art methods [10, 11] adopt various models, such as statistical learning models, e.g., Gaussian Mixture Models (GMM); supervised learning models, e.g., SVM [4] , Artificial Neural Network (A-NN) ; the K-Nearest Neighborhood (K-NN) based methods by considering the problem as a retrieval issue. Recently, the feature combination [4, 2, 9, 30, 31] by adopting useful features to complement each other prevailed. Furthermore, the feature selection models [6, 7] assigning greater weights to more important feature dimensions are adopted. Feature selection is the process of selecting a subset of relevant features for model construction, where [32] [33] [34] give a general review and propose most classic feature selection models. Recently, the feature selection models are also adopted for image classification. For example, Fernando et al. [35] adopt discriminative feature fusion for image classification. Gehler and Nowozin [30] combine various features for multiclass object classification. Liu and Bai [36] employ feature selection model for image retrieval. Jason et al. [37] propose a SVM-based feature selection model. There is also [38] adopting feature selection for texture segmentation. In this paper, we propose a new feature selection model with group sparsity, i.e., Deep Sparse SVM (DSSVM); and in comparison with the state-of-the-ar feature selection models, our DSSVM model aims to select the useful feature units by discarding useless ones and assign proper weights to more effective feature dimensions concurrently.
Overview of our framework
In this paper, we propose a general computer aided endoscopy diagnosis framework. The flowchart is shown in Fig. 2 . Our algorithm is for warning/supporting and does not make a final decision/ diagnosing and replace human experts, and it just detects various abnormalities in esophagus and stomach rather than classifying lesions, such as cancer, bleeding, polyps and ulcers.
To achieve this, two key technologies are utilized, feature representation and diagnostic/classification modeling. For feature representation, we first segment an image into superpixels, which is more flexible and accurate than patch-based methods, as shown in Fig. 3 .
Then we extract various color and texture features and combine them into one feature vector to represent each superpixel, in which the color and texture features are complementary to each other.
For diagnostic/classification modeling, we design a new feature selection model via group sparsity, Deep Sparse Support Vector Machine (DSSVM). In contrast to most traditional feature selection models where the main drawback is that useless feature units are still extracted, our DSSVM can select both feature units and feature dimensions simultaneously and avoids extracting useless feature units. Therefore ours can reduce the computation burden accordingly. Due to the impact of uneven illumination, such as light saturation by reflection and shadowing, the image quality of some regions in endoscopy image is so poor that even human experts are not able to make a correct decision. Therefore, before fed into our DSSVM model, we first assess the image quality, and then for the superpixel with acceptable image quality, we classify whether it is normal or abnormal. All these are based on our DSSVM model. Finally, a spatial smoother is adopted to improve the robustness of the algorithm.
Image representation

Superpixels
Most state-of-the-art methods for endoscopy diagnosis [4, 2, 9] extract features from sub-image patch. Even if this approach is easy to implement for feature extraction and representation, the biggest drawback is it is not accurate and robust enough. As shown in Fig. 3 .(b), it is difficult to choose a suitable size for image patch; larger size may cover too many disturbed pixels (both healthy and lesion) to impact the result; smaller size cannot maintain enough information for an accurate diagnosing. Also, the division of regions is arbitrary. To make the feature extraction more flexible and accurate, we choose the superpixel method [39] [40] [41] [42] [43] , which can be considered as an adaptive way of over-segmentation and represents a restricted form of region segmentation, balancing the conflicting goals of reducing image complexity through pixel grouping while avoiding over-segmentation. We choose SLIC (Simple Linear Iterative Clustering) method [43] here, because it outputs a desired number of regular, compact superpixels with a low computational overhead (O(N), where N is the number of pixels in the image). The SLIC method generates superpixels by clustering pixels based on their color similarity and proximity in the image plane, which is done in the five-dimensional space, i.e., L, a, b values of the CIELAB color space and the x, y pixel coordinates. As shown in Fig. 3(a) , the superpixel regions generated by SLIC method groups the pixels more logically than sliding window. . Obviously, the region boundary of (a) is more accurate than that of (b).
Features
Motivated by previous works [10, 3, 2, 4, 9, 24, 44] , we also adopt color and texture features here.
Color: As the appearance of normal/healthy physiological organs is significantly different from lesion tissue in color distribution, we investigate color space feature for object representation. The color histogram is the most commonly used feature as it is relatively invariant to image scale changes, translation, rotation about the viewing axis, and partial occlusion. There are several types of color space in [45] , such as HSV, RGB, and quantification of histogram. As it is hard to determine which color feature is more effective, we adopt the following 7 color histograms as descriptors: HSI Intensity histogram (15d), HSV-HV histogram (30d), Hue histogram (15d), Opponent RGB histogram (45d), Normalized RGB histogram (45d), RG histogram (30d), and RGB histogram (45d).
Texture: Texture feature is broadly adopted for image representation [46] and we employ Local Binary Pattern (LBP) feature for texture representation. LBP was first presented by Ojala et al. [47] in 1994. We adopt the revised version of LBP with multiresolution gray-scale and rotation invariant in our paper [26] . We use two texture descriptors: the statistic LBP (6d) and the LBP histogram (15d).
Deep Sparse Support Vector Machines (DSSVM)
Generally, the problem of computer aided endoscopic diagnosis can be considered as a supervised classification issue, i.e., determining whether each sample is normal or abnormal given labeled training samples. To achieve this, we first collect and label the training data as
where n is the size of training data set; x i is a d-dimensional feature vector representing the sample; and y i is either À 1 or 1 indicating the class to which the point x i belongs, i.e., normal or abnormal. Usually for medical image analysis, x is combined by several independent feature units, e.g., various color and texture features, 
where w A R d and b A R is the parameters of the decision hyperplane, λ is the model tuning parameter. The first item is to minimize the whole reconstruction error, and hðw; b; x i ; y i Þ denotes the hinge loss function, that is, hðw; b;
Unfortunately in practice, it is difficult to define and select the most discriminating feature units x 0 k . Redundant or noisy features are inevitably included in the feature set, which not only increase the time consumption, but also deteriorate the performance. We call these disturbing feature units and disturbing feature dimensions. Therefore, if we could select the most useful features only, the performance will be improved. In theory, the value of w i can be considered as the importance of the corresponding feature dimension x i for feature selection, i.e., the greater the value of w i is, the more important the feature x i is for classification, so w i ¼ 0 means x i plays no roles.
However, the x generated by traditional L 2 SVM model in Eq. (1) is usually dense, i.e., nearly all the feature dimensions are selected and the usability of feature selection is lost accordingly. Therefore, to purse a sparse feature set, we consider the L 1 SVM [49] model:
where
is the convex envelope of the cardinality function of w used to pursue a sparse solution. Eq. (2) can make a more sparse result of w, i.e., the more discriminating feature dimensions x i are enhanced, the more useless feature dimensions of x i are ignored. However, the problem is still not totally solved, as the selected feature dimensions may distribute over all the feature units. Therefore we still need to extract all the feature units and some noisy feature dimensions/units may be assigned with wrong weight, which is time consuming and negatively impacts the robustness.
To overcome this, our idea is that if we can select the useful feature units and assign a greater weight to the important dimension of the selected feature units, we do not need to extract the discarded feature units. By considering the group sparsity of feature unit set, we define the following model:
where the third item is the group sparsity function defined as
Kg is a set of index sets, which is used to select the useful features g i from the whole feature set G. The main advantage of our model is that it can select the useful feature units and feature dimensions concurrently.
Algorithm 1. ADMM for (3).
Input: Z, Y, w, and M; 1:
u'arg min u : L ρ ðw; b; u; v; α; βÞ; α'αþρðv À wÞ;
8:
β'βþρðuþ1 n À Z T w À YbÞ;
9:
Possibly increase ρ;
10:
if stopping criteria is satisfied then 11: break 12: end if 13: end for
Model optimization
There are multiple non-smooth terms in Eq. (3), which makes the traditional gradient descend methods invalid for model optimization. To handle this problem, we apply the alternative directional multiplier method (ADMM) [50] to solve Eq. (3). We first denote z i ¼ y i x i and construct Z ¼ ½z 1 ; …; z n and Y ¼ ½y 1 ; …; y n T . By introducing the following substitution:
we can rewrite the problem in Eq. :
Then, the Augmented Lagrangian function can be defined as
To solve Eq. (6), we apply ADMM methods and obtain the procedure in Algorithm 1.
Step 3 in Algorithm 1 is equivalent to solve the following problem:
One can see that the closed form is
Step 4 in Algorithm 1 is equivalent to solve the following equation:
The solution to this problem is
Step 5 involves in solving a LASSO formulation. One can use any solver to solve it. The closed form solution of Step 6 can be easily obtained by solving a least square minimization problem. Therefore, following Algorithm 1, we can optimize our model in Eq. (3) properly.
Some details
For superpixel segmentation, we set the number of superpixel regions as 20 in this paper. This is because an excessive number of regions will induce over-segmentation and cannot contain enough image context; on the contrary, too few superpixel regions can result in huge superpixel size and degrade the performance by mixing healthy pixels with lesion pixels in each superpixel improperly.
For feature representation, we altogether have 7 color and 2 texture feature units, and combine all of them together for image representation as 
As each feature unit is a representation histogram, we do not need to normalize them. We also need to assess the image quality before diagnosing. Because the endoscopy is used inside a small human cavity, the image quality cannot be well controlled. Some superpixel regions may be oversaturated by reflection, too dark or obscure, which cannot be used for diagnosing even for human ourselves. Therefore, we should pre-assess the image quality of each superpixels by our DSSVM model to determine whether the quality is acceptable or not. For those regions with poor image quality, we will not make any further diagnosis. Then, for the ones with good image quality enough, we determine whether it is normal tissue or abnormal/unhealthy ones with various lesions. The general framework of our algorithm is illustrated in Algorithm 2.
Algorithm 2. The general framework of our algorithm.
Input: the image I, Th 1 , Th 2 1: Segment the image I 2:
Generate the superpixel regions S j ; j A f1…Sg 3:
Extract the feature vector f j from each S i 5:
Measure the image quality q i of S i Spatial Smoothing the image and make a final decision.
Experiments
In this section, we present several experiments and comparisons to validate our proposed method.
Dataset
We collaborated with Chinese PLA General Hospital to collect the endoscopic images. We collected a total of more than 10,000 original images from 544 healthy volunteers and 519 volunteers with various lesion, including gastritis, cancer, bleeding and ulcer. The original image resolution is 768 Â 576. In order to protect the personal privacy, we cropped the ROI region with resolution as 489 Â 409. Three senior medical experts helped annotating the ground truth. For our evaluation, we do not classify the disease, and just distinguish between lesion and healthy regions, i.e., detecting abnormal/suspect regions. We built a total of two subdatasets as shown in Table 1 (I800 dataset and I3000 dataset): I800 dataset with pixel-level groundtruth: It includes 389 lesion images and 400 healthy images. Three senior experts are invited to annotate the lesion/abnormal region independently, and we average them to generated the pixel-level ground truth. Some sample images are shown in Fig. 4 . For evaluation, if at least 40% of the truly abnormal pixels are detected, the frame is considered classified correctly, and counted as a false positive otherwise. I3000 dataset with frame-level groundtruth: It contains 1500 lesion images including at least one disease region and 1500 healthy images which do not show any kind of diseases. For evaluation, if one superpixel of a frame contains abnormalities, it is considered as positive detection. These detections are compared to the frame-level ground truth annotation of each frame. Note that this evaluation does not verify whether the detection coincides with the actual location of the anomaly. It is therefore possible for some partly true positive detections to be "lucky" co-occurrences of erroneous detections and abnormal events. Table 1 The statistic information of our datasets including I800 sub-dataset with pixel-level groundtruth and I3000 sub-dataset with frame-level groundtruth, where we total have two class of labels, i.e., healthy and lesion. The total number of image and volunteer are shown separately as well.
Image The training dataset are all based on image patches with resolution 30 Â 30 instead of superpixels and we have two subdatasets. One sub-dataset is for computer aided diagnosing, we random sample 5356 normal patches and 4557 lesion patches from the human labeled pixel-level groundtruth of I800 dataset as shown in Fig. 4(b) ; the other sub-dataset is for image quality assessment, and we collect 1119 low quality patches and 1500 normal quality patches, respectively. Then, we extract the feature with the combination of both color and texture features from each patches for training our model. For testing, we first segment the image into superpixels and extract the features from each superpixel regions accordingly.
Evaluation criterion
The Receiver Operating Characteristic (ROC) curve is used to measure the accuracy for multiple threshold values. The ROC consists of true positive rate (TPR) and false positive rate (FPR), of which TPR determines a classifier or a diagnostic test performance on classifying positive instances correctly among all positive samples available during the test, and FPR, on the other hand, defines how many incorrect positive results occur among all negative samples available during the test. These measures are given by the formulas in Eq. (11) 
Results
To evaluate the performance of our DSSVM model in Eq. (3), we compare it with three other variations:
Fig . 5 denotes the ROC curves using both I800 sub-dataset and I3000 sub-dataset and the corresponding statistical AUC values are shown in Table 2 (We use the same tuning parameters in our case). For each dataset, the performance of our model DSSVM is better than the other three methods. An interesting point is that the ROC of all these four methods using I3000 dataset are better than those using I800 dataset; this is because I800 dataset using pixel-level groundtruth, which is more stringent than frame-level groundtruth in I3000 dataset. The samples of detected images are shown in Fig. 9 , where the detected suspected lesion regions are masked by red color, and the superpixels with poor image quality are denoted by blue color, which are hard even for human to make a diagnosis. We can see that ours DSSVM model makes a satisfying results and the boundary are The ROC curves by comparing our DSSVM with the state-of-the-art methods (GSSVM, L 1 SVM and L 2 SVM) using (a) I800 sub-dataset with pixel-level groundtruth and (b) I3000 sub-datasets with frame-level groundtruth.
Table 2
The statistic AUC results using both I800 and I3000 datasets, where Superpixel/ Patch means the method of feature extraction; Y/N is whether to adopt the image quality assessment (QA) module to reject disturbed region or not; each column is the AUC of the corresponding method under various conditions. accurate. All the experiments are under a platform with 4GB RAM and 3 GHz Intel CPU and are coded by C language. The processing speed is about 1.2 s/frame, in which the superpixel extraction takes about 0.8 s.
Comparing the feature sparsity
Fig . 6 shows the sparsity of w generated by each methods using the same tuning parameters, with a total of 9 feature units and 246d feature dimensions. As the absolute value of w i denotes the importance of the corresponding dimension, where w i ¼ 0 means the corresponding feature dimension is useless, so we use this criterion to determine how many feature units and feature dimensions are used. We can see that the w of traditional L 2 SVM is dense, which adopts all 9 feature units and 176d feature dimensions. This is because L 2 norm is unable to select features. L 1 SVM via L 1 norm makes a step forward by adopting all 9 feature units and 96d feature dimensions. Even the feature dimensions is sparse, we still need to extract all types of feature units, which is too time consuming. Then, the GSSVM model adopts only 8 feature units, however the w i in each feature units (F2-F9) is dense, which used 165d feature dimensions. For our DSSVM, we only select 6 feature units and 84d feature dimensions, both are much less than the state-of-the-arts. This is because we combine the advantage of both group sparsity and traditional L 1 sparse, where the group sparsity term can constrain the feature unit number, and the L 1 constraint makes the result more sparse, i.e., less feature dimensions. As fewer feature dimension always induces lower risk of over-fitting issue in practice, our DSSVM and L 1 SVM using fewer feature dimensions are much more competitive; furthermore, our DSSVM model with group sparsity uses only 6 feature units, which means in practice we do not need to extract the other 3 useless feature units anymore and can save the computation time accordingly.
Comparing the feature selection ability
The value of w in Fig. 6 can be used for feature selection. Intuitively, the greater the value of w i is, the more important the corresponding feature dimension is for classification. Therefore, we select the first d 0 feature dimension with the largest absolute value of w from each of these four models, and then use traditional L 2 SVM to retrain a new classifier for comparison the feature selection ability.
For comparison, we also compare it with the other two none SVMbased feature selection models, i.e., Conditional Mutual Information Feature Selection (CMI) [51, 52] and Multi-Cluster Feature Selection (MCFS) [53] . In our opinion, the model with a more powerful ability of feature selection should improve both accuracy and efficiency, i.e., using the same selected feature dimension d 0 , the higher the value of AUC and the lower the number of occupied feature units are, the better the performance the model will be. As shown in Fig. 7 and Therefore, in testing, these redundancy feature units will not need to be extracted again and the computation time is saved accordingly.
6.6. Comparing the patch-based feature extraction with superpixelbased one
In our opinion, the patch-based feature extraction cannot represent the lesion region in a suitable way; in contrast, the superpixelbased method is more flexible and adaptive as shown in Fig. 3 . In order to validate this, we plot the ROC curves using both patch-based and superpixel-based feature extractions as shown in Fig. 8(a) and the statistical AUC is in Table 2 . We can see that for each methods, the ROC of superpixel-based version is much better than the patchbased one, which justifies the effectiveness by using superpixelbased feature extraction. Moreover, our DSSVM model outperforms other methods for both superpixel-based and patch-based ones.
Comparing the effectiveness of image quality assessment
The image region with poor image quality, e.g., the blue masked region in Fig. 9 , can impact the diagnostic accuracy. Therefore in this subsection we evaluate the effectiveness of image quality assessment module by switching this module on and off before making a diagnosis. From Fig. 8(b) and Table 2 , we can see that the results of each kind of methods with image quality assessment module are much better than those without using this assessment module, which justifies the effectiveness of our image quality assessment module accordingly.
Comparing the time consumption
In this section, we compare the time consumption for feature extraction with or without our deep sparse feature selection model. We extract various features from 300 different superpixels, and calculate the mean and standard deviation of the time consumption, as shown in [51, 52] and MCFS [53] . Table 3 The comparison of the AUC by retrained model after feature selection, where the first row denotes the selected feature dimension d 0 out of the original 246d. For each method, we "#FeatUnit" denotes the occupied number of used feature units after feature selection. Therefore, for the same feature dimension, the lower the value of "#FeatUnit" and the higher value of AUC is, the better the performance of the corresponding method. from about 1 ms to 10 ms, respectively. The mean of total time of "L 2 SVM" extracting all 9 features is about 44.9 ms; and "L 1 SVM" and "GSSVM" consume 39 ms and 38 ms, respectively. In comparison, after using our deep sparse feature selection model "DSSVM", "F1", "F2" and "F9" are considered as useless/redundancy feature units and do not need to be extracted any more in testing. Thus the mean time of our "DSSVM" takes less computation time (27.4 ms), saving about 40% time because our DSSVM can discard most of redundant feature units. Therefore, we can conclude that our deep sparse feature selection model is effective for discarding useless/redundancy feature units and can save computation time accordingly.
Method
Conclusion
In this paper, we present a computer aided endoscopy diagnosis method to automatically detect various abnormalities, such as ulcer, bleeding, cancer in oesophagus and stomach, from gastroscopic images. For feature representation, the image is first segmented into superpixels in a more flexible way than patchbased methods, and several color and texture feature units are The detected abnormal regions The region with poor image quality combined to create one feature vector. Our main contribution is to design a new feature selection model with group sparsity, Deep Sparse SVM (DSSVM), which overcomes a common difficulty that although most of the state-of-the-art algorithms can select useful feature dimensions, they always need to extract all feature units. Therefore, our DSSVM model can reduce computation and improve the robustness accordingly. For experiments, to our best knowledge, we build the largest endoscopy dataset with pixellevel and frame-level groundtruth. Generally, our DSSVM model can obtain a slightly better accuracy using fewer feature units and feature dimensions; in addition, when adopting the same number of feature dimensions, ours outperform other feature selection models with a big margin, which justifies the effectiveness and efficiency of our algorithm.
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