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Sociologists study the structure or pattern of relationships among individuals and among groups. The sharing of common members is an important relationship, as is the pattern of overlapping members. I will first discuss few instances of sociological concern with the pattern of overlapping memberships in order to clarify the problems that this chapter will solve.
The pattern of interlocking directorates among business organizations can give information about the power centralization in a society. Lieberson (1971) suggests that an analysis of the pattern of interlocking directorates among the largest business organizations sheds light on whether the power-elite view or the pluralist view of American society is the more accurate. Lieberson confines himself to a few selected facts (for instance, that the boards of the seven largest New York City banks in 1965 included officials from 51 of the largest 500 industrial companies). Although suggesting the value of a thorough analysis of interlocking directorates, Lieberson does not attempt to provide it. 176 Perrucci and Pilisuk (1970) examine the pattern of overlapping leadership among business and volunteer organizations in a community. They view power as residing particularly in individuals in key positions within the structure of organizations. Perrucci and Pilisuk (1970, p. 1044) state that "It is not the potency of the individual but the shape of the web (in which he is a node) which depicts the structure of enduring community power." The first part of their article explores the correlates of being a leader in many or a few community organizations, but, in the latter part of their work, they begin to explore the pattern of overlapping leadership in the community.
A failure to correct for the various sizes of the organizations is one defect in their analysis. The size of an organization affects the number of members it has in common with other organizations. The maximum overlap between two groups is limited by the size of the smaller group. Thus, a measure of overlap that is independent of the sizes of the organizations should be developed. At one point, Perrucci and Pilisuk rate groups according to the number of their members belonging to other groups (1970, p. 1047 ). This procedure is clearly inadequate.
A second suggestion considers the way in which overlaps among groups combine to form a centrality index for organizations. At one point, respondents were asked to rate the power of "34 community organizations having the greatest number of overlapping members" (1970, p. 1047) . Presumably, just as individuals who belong to many organizations are more powerful than individuals who belong to few, organizations whose members belong to many other organizations should be more powerful than those who do not. However, not all groups are equal. Overlap with central groups (whose members in turn belong to many groups) contributes more to the centrality of a group than overlap with isolated groups. Overlap with a central group gives access to a greater number of powerful individuals, whereas overlap with relatively isolated groups gives access to relatively few. Fourth, and most important, the measure should be logically independent of group size. Larger groups necessarily overlap more, and we wish our measure of structural positional centrality to be uncontaminated by size. This independence of the measure from group size is given the following specific meaning. Let the matrix N represent the overlap between two groups of size n1*0 and no.1 in a system with n members. (See Table 1 .)
We insist that increasing or decreasing the size of a group in the simplest way, by multiplying all the elements in a row or a column by a positive number, does not affect the overlap relation between them. The matrix N is "equivalent" to any matrix generated from it by multiplying a row or a column by a positive number. The overlap coefficient for the matrix N is equal to the overlap coefficient for any matrix equivalent to it in this sense.
If all groups were of equal size, the proportion of members of one group who were in the other group satisfies the first three criteria and the fourth is irrelevant. However, when groups differ in size, the proportion of common members is affected by these differences in a number of ways. For example, the expected proportion of overlap is larger for pairs of large groups than for pairs of small groups. Our strategy is to alter matrix N by multiplying the two rows and two columns by four positive numbers so that both groups are made equal in size. This procedure is legitimate because multiplication of a row or a column does not change the matrix "essentially," by assumption four. The measure of overlap between two groups is the proportion of common members in this modified, yet equivalent, matrix.
Multiplying rows and columns by numbers is identical to preand postmultiplication of N by diagonal matrices P and Q. If U = PNQ, then by the fourth assumption, U is "equivalent" to N.1 Given N and the desired row and column sums of U, the diagonal matrices P and Q can be determined. If we set ul.o = uo.1 = 1, then r = ui,, which is the measure of overlap, is the proportion of members in each group also in the other group if the groups are made equal in size by using the equivalence relation defined by the fourth assumption.
The only ambiguity is the value of u2.0 = u0.2. This value is the number of system members not in each group in the standardized overlap matrix. The simplest assumption appears to be that u2.0 = U-.2 = ul.o = uo= 1. In this case, r has the following formula: (See
Otherwise, r = (n11n22 -\/nlln22nl2n21)/(nlln22-nl2n2l)
As an illustration, Table 2 shows the overlap relation in a certain high school, between membership in the school orchestra and membership in the academic honor society.
The matrix U of standardized overlaps is uniquely determined by the values in Table 2 . However, an infinity of sets of row and column multipliers will produce it. The reader can verify that matrix U is produced (with slight rounding error) by multiplying the first row of Table 2 by 1.00, the second row by 0.0271, the first column by 0.298, and the second column by 0.0126. 'It is easy to show that this relation is also an equivalence relation in the usual mathematical sense. It is reflexive, symmetric, and transitive. Each row and each column of Table 3 sums to 1.00. If the process of increasing or decreasing the size of a group by multiplying a row or a column of the original matrix does not alter the relation between the groups, then the degree of overlap between the two unequal groups in Table 2 is equivalent to the overlap between the two equal groups in Table 3 , where almost 60 per cent of each group overlaps with the other.
INDEX OF CENTRALITY
The matrix R of overlap coefficients r is much like a correla- (1) The outer product of the column vector S with its transpose SS' is the least-squared-error approximation to the matrix of standardized overlaps R, just as the first principal components factor approximates the correlation matrix. Specifically, let D be the sum of the squared errors in approximating R by the product of a column vector S and its transpose.
D = E (SS' -= R (SiSj -r)2
By setting aD/lS = 0, it can be shown that the best S is a of the largest eigenvalue, standardized so that its length is its eigenvalue. This condition is true whenever R is symmetric. It does not matter whether R is a correlation matrix or a matrix of standardized overlaps. The ith element of S is the joining potential of members of group i in the sense that S)Sj tends to be c group j. Since SiSj should be close to rij, one it is the expected proportion of overlap between two groups with centrality indices of Si.
(2) This "first factor" is also the vector of centrality scores we are looking for. Let the centrality of each group be a weighted combination of its overlaps with other groups, each overlap being weighted by the centrality of that group.
Si = r,S + * + rinSn
This set of equations is likely to have no nonzero solution. However, a small modification, a multiplication of values on the left by a constant, ensures a solution.
ASi = ri1Sj + + rinSn
The solution to these equations is mathematically identical to the factor analytic solution. The set of weights Si is an eigenvector of eigenvalue X. Thus, S is the vector of centrality scores we were looking for. For each group i, Si (actually XSj) is the sum of the overla of group i, where each overlap with another group is weighted by the centrality of that group. The ratio Si/Sj is the ratio of the two groups' contributions to the centrality of the other groups.
(3) The differences between this "factor" approach and Hubbell's (1965) "input/output" approach are discussed at length in another paper (Bonacich, 1971) . In brief, whereas in the factor approach S is a solution to the homogeneous equations (R -XI)S = 0, Hubbell's status scores are a solution to the nonhomogeneous equations (R -I)S = E, where E is a vector of ones. Each element of Hubbell's S is the sum of all the paths emanating from a given vertex in the structure described by R; S= R. However, Hubbell's S vector is not a factor of the R matrix nor is it a centrality measure in the sense used here.
ILLUSTRATION
To illustrate the computation of centrality indices, I selected ten of the largest athletic activities from a convenient high school yearbook. Table 4 gives the amount of overlap among them. There were 929 male students who were potential members. The size of each team is given by the entries in the main diagonal. Table 5 gives the standardized overlaps for all pairs of teams. If this study were complete, ce activities would be computed from a matrix of overlaps between all 65 clubs and activities existing in the high school. In this illustration, centrality indices are computed solely on the basis of the overlaps in Table 5 so that the reader can get a sense of the relationship between the raw data and the results. Table 6 gives the centrality indices for the ten teams. The table suggests that participants in football, basketball, and water polo tended to be active in other (central) sports, whereas other sports tended to be more specialized. Participation in the latter sports was not strongly associated with participation in other sports, especially in the central sports. This aspect of a sport, namely, whether its participants are generally active in other sports, could be associated with its status in the school. Football in particular attracted athletes. Table 7 is the product SS', the outer product of the vector of centrality scores and its transpose. Table 7 shows the "expected" amount of overlap between the teams. Therefore, of special interest are pairs for which the actual overlap, in Table 5 , is markedly different from the expected overlap. For example, the actual overlap between water polo and varsity swimming, 0.86, is much greater than the expected overlap, 0.37. These deviations indicate special affinities or dissimilarities between the sports. The difference ri, -0.5 shows whether there is more or less overlap between groups i and j than occurs if membership were statistically independent, but the general tendencies of members of these groups to belong to other groups is not controlled for. The difference rij -SSj, however, gives the special attractions or repulsions between pairs of groups over and above their members' tendencies to be joiners or loners. 
CONCLUSIONS
We have described a method for analyzing the pattern of overlapping memberships among groups. The key objective is to develop a measure of structural centrality in the pattern of overlapping memberships such that the centrality of a group is a function of the centrality of the groups with which it overlaps. First, we developed a measure of the overlap independent of group size. This measure is the proportion of members common to two groups after the sizes of the groups are equalized by using an equivalence relation described in the text. We showed that a "factoring" of the matrix of standardized overlaps yields the desired measure of centrality.
The structure or pattern of overlapping memberships is an essential sociological phenomenon. Possible applications of the technique, based on current interests of sociologists, include the study of interlocking directorates of businesses and overlapping memberships or leaderships among community organizations. In this chapter, the overlap among some activities in a high school is illustratively examined. The development of the technique suggests new applications.
In studying the spread of rumor or other forms of information, centrality could be related to how fast information spreads from one group to other groups. The technique described in this chapter can be used whenever membership lists exist and it is hoped that this technique will enable researchers to use more effectively these often easily available data.
APPENDIX
N is the two-by-two matrix of the overlap in membership between two groups. By multiplying the rows and columns of N by positive numbers, we wish to produce a matrix U with the following properties:
Ull + U12 = 1 U21 + U22 = 1 Ull + U21 = 1 A little thought shows that multiplying rows and columns does not alter the following ratio: U11U22/U12U21 =njjn22/n2jn12
Solving the first three equations in terms of U11 and substituting into the fourth equation, we find that: U12(nin22-nl2n2l) -2Ullnlln22 + nj1n22 = 0 (1) If n11n22 = n21n12, then (1) is linear and U11 = 0.5. Otherwise, Ull has one root, less than or equal to 1.00 Ull = (nuin22 -V\lnjl12n21n22)/(nlln22-n2jn12) A note of caution: For two exhaustive but not mutually exclu-
