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Abstract
This thesis has been carried out in the field of Computer Networks.
We have looked after two challenging and popular multimedia applica-
tions over the Internet, namely Real-time Multimedia Applications, consid-
ering Multimedia Conferencing and Voice over IP (VoIP) services in general,
and Content-Oriented Applications, that are multimedia web services such
as User Generated Contents (UGC) platforms and Online Social Networks.
We have conducted our studies starting from a thorough review of both func-
tional and non-functional issues related to the above mentioned application
families.
We first consider a number of different facets of Real-time Multimedia
Applications, dealing with architectural, performance and security issues.
We embrace an engineering approach, by involving modeling, implementation
and simulation. We try and adhere to standard architectures by also actively
contributing to them, arriving at the definition and completion of a fully-
fledged standards-compliant web conferencing platform. We propose original
contributions to face performance and security issues. With respect to the
former aspect, we address scalability and performance analysis by leveraging
formal methods. As to the latter point, we design an effective profiling system
for VoIP users which is able to detect an interesting class of VoIP threats
represented by “social” attacks.
In the second part of the thesis, we focus on Content-Oriented Applica-
tions, once again basing our work on a study of current architectural and
performance challenges. We propose a framework for the performance op-
timization of content-delivery based on the awareness of the contents to be
delivered, as well as of the users’ behavior in terms of mobility, request pat-
terns and content preferences.
Web conferencing systems have gained a growing attention during the
last years. Besides real-time multi-point video communications, they allow
real-time collaboration by remote, making companies able to dramatically
reduce travel expenses and improve their pollution impact in terms of CO2
emission. Based on VoIP technologies, web conferencing architectures have
iii
been the subject of standardization efforts within the Internet Engineering
Task Force (IETF). Such efforts have mainly focused on centralized frame-
works as defined by the Centralized Conferencing (XCON) Working Group
(WG). A state of the art analysis of the standard multimedia conferencing
architectures is provided in Chapter 1. We have actively contributed to such
efforts by designing and implementing one of the most important protocols
involved in the standard framework devoted to the conference control [18],
the Centralized Conferencing Manipulation Protocol (CCMP), and by writ-
ing Internet drafts that have now become Request For Comments (RFC) [17].
We have contributed both to the definition of the protocol and to the doc-
umentation of best current practices in real-world conferencing scenarios by
exploiting Meetecho, a standards-compliant multimedia conferencing and col-
laboration platform developed at the Computer Engineering Department of
the University of Napoli Federico II [8]. Meetecho has been conceived at the
outset to be extensible towards a distributed architecture, yet being fully
compliant with the XCON specification, in order to better fulfill scalability
requirements resulting from its large-scale deployment. Details on the design
and implementation activity in this field are provided in Chapter 2.
Experimental campaigns have demonstrated the performance improve-
ments attainable with the distribution of the centralized conferencing frame-
work, but also show the strong dependency of the performance results on
the conference features that have been configured by means of the confer-
ence control protocol. From the perspective of a service provider having the
possibility to turn on multiple conferencing server nodes, the ability of as-
sessing the performance behavior of the system under different configurations
looks definitely appealing. To this aim, we model the conferencing system
by means of formal methods [57] and validate the model against the results
obtained from real-world measurements in Chapter 3. We demonstrate the
flexibility of our model-based performance evaluation approach by simulating
different scenarios with varying distribution and conferencing settings.
Thanks to the experience gained while working on standard multimedia
conferencing architectures, we are further contributing to current standard-
ization activities (Chapter 4), by focusing in particular on telepresence sys-
tems. Telepresence systems provide high definition, high quality audio/video,
enabling a “being-there” experience. We document current work we are car-
rying out within the ControLling mUltiple streams for tElepresence (CLUE)
IETF WG on the design of both the framework and the data model [67],
as well as on the definition of the orchestration of both existing and new
standard protocols to the purpose.
Standard VoIP technologies like the Session Initiation Protocol (SIP) and
the Real-time Transport Protocol (RTP) are the foundation of advanced real-
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time multimedia services such as conferencing and telepresence. Basic VoIP
services are nowadays offered by most telecom providers and, by looking at
their growing diffusion, they will probably completely replace the circuit-
based telephony in the future. Compared to old telephony systems, securing
a VoIP platform is a much more challenging task, since such a platform is
exposed to both IP network attacks and new application-specific threats. In
Chapter 5, we deal with issues related to security of real-time communica-
tions over the Internet. In particular, we focus on the detection of social
attacks, i.e., attacks that are carried out by directly contacting VoIP users
with malicious purposes (such as telemarketing and phishing). We propose
a behavioral model for VoIP users that allows for the detection of anomalous
social behaviors in VoIP networks by using unsupervised clustering tech-
niques [30]. We test our approach on a very large dataset of VoIP calls pro-
vided by an important Italian Telecom Operator and illustrate the results of
our analysis.
Finally, we consider the challenges raised by Content-Oriented Applica-
tions, that are the leading actors of the dominant multimedia entertainment
Internet traffic. With such an explosion of mobile access to multimedia web
contents, there is an unmet demand for a higher quality and speed in mul-
timedia content and service delivery to the connected devices. The network
has become a dynamic space of contents, populated by users, as well as ex-
plored by them. The use of the network has then moved from a host-centric
to a content-centric paradigm. Given the above considerations, Internet re-
searchers are starting to re-consider and re-design the network architecture
according to the Content-Centric approach. While there are disruptive pro-
posals focusing on the definition from scratch of the network core, a different
kind of solution envisions an overlay infrastructure on top of the existing
host-centric platform. Content Distribution Networks are one of the most
representative architectural examples of such an alternative. We propose
to leverage knowledge about users’ behavior in order to optimize the per-
formance of content distribution networks. In particular, we identify three
main research areas dealing with, respectively, user mobility patterns, user
request patterns, and user content preferences.
We first investigate how to exploit users’ preferences and community
analysis to optimize content delivery within the context of the Behavior-
Aware Content-Oriented Networking (BACON) project, that has been fi-
nanced by Telecom Italia within the context of a national initiative named
Working Capital and aimed to support innovation in our country. We design
a behavior-aware content-oriented framework exploiting users’ preferences
for contents, expressed as ratings. The context of the aforementioned work,
together with information about the current achievements in the field of mo-
vbility and request patterns are provided in Chapter 6. In Chapter 7 we report
some preliminary experimental results on the interest-based community de-
tection needed to apply the behavior-aware content distribution strategy we
designed. We therein further introduce an ad-hoc Content Delivery Network
(CDN) simulation framework we conceived for assessing the effectiveness of
different content distribution strategies in the presence of realistic request
workloads. The simulator is indeed able to reproduce web users’ behaviors
in terms of mobility and request patterns according to the most realistic mod-
els we found in the literature. Validation results about the accuracy of the
models’ implementation are also provided.
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Chapter 1
Real-time applications and
infrastructure part I - current
achievements
1.1 Introduction
Multimedia conferencing is one of most challenging real-time multimedia ap-
plication over the Internet. It imposes a number of stringent requirements
to the underlying network infrastructure. First, the intrinsic multimedia na-
ture of a conference (which typically involves a combination of audio, video,
instant messaging, desktop sharing, etc.) requires coping with complex man-
agement issues. Second, the real-time features of conference-based commu-
nication demands a high level of Quality of Service (QoS).
In this chapter we provide the reader with the background needed to
place our contribution in the field of standard multimedia conferencing over
the Internet. We indeed both participate in the IETF standards design and
definition and produce prototype implementation, as documented in the next
chapter.
The Internet Engineering Task Force (IETF) is the most outstanding
open international community concerned with the evolution of the Internet
architecture and protocols. In particular, standards related to multimedia
conferencing have been developed witihin the IETF RAI (Real-time Appli-
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cation and Infrastructure) area.
One of the first RAI Working Group (WG) attempting to standardize the
multimedia conferencing service was the Session Initiation Proposal Investi-
gation (SIPPING) WG. It developed the very first framework for multi-party
conferencing based on the SIP protocol [72]. The Session Initiation Proto-
col (SIP) [73] is the most widespread signaling protocol for IP networks,
providing users with the capability to initiate, manage, and terminate com-
munication sessions and natively supporting many models of multi-party
communications. Conferencing models considered by the SIPPING WG are
documented in Section 1.2.
In particular, the centralized model has been object of further standard-
ization efforts. The Centralized Conferencing (XCON) WG was born to
focus on centralized architectures “signalling-agnostic”, i.e., transparent to
the employed signaling protocol. The XCON architecture is described in Sec-
tion 1.3. Our standardization work has been carried on that architecture, in
particular on the control plane of centralized conferencing.
A further IETF contribution which is worth to be mentioned is the one
of the Media Control (MEDIACTRL) WG, devoted to dealing with the sep-
aration of concerns among the entities involved in multimedia sessions (Sec-
tion 1.4).
To complete the panorama on current achievements on centralized con-
ferencing standards, we finally refers to the 3GPP IMS conferencing support
in Section 1.5.
While centralized conferencing has been paid strong standardization ef-
forts in last years, distributed architecture are still an open field for research.
Pioneering examples of proposals of such kind are documented in Section 1.6.
1.2 Conferencing with the Session Initiation
Protocol (SIP)
The SIPPING WG reports in [72] three major conferencing models:
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Figure 1.1: Loosely coupled conference
• loosely coupled conferencing
This model makes use of multicast media groups (see Fig. 1.1).
There is no SIP signaling relationship between participants in the
conference, nor a central point of control. Participation is grad-
ually learned through control information that is passed as part
of the conference (using the Real-Time Control Protocol (RTCP),
for example). Loosely coupled conferences are easily supported in
SIP by using multicast addresses within its session descriptions.
• fully distributed conferencing
Here, each participant maintains a SIP signaling relationship with
the other participants (see Fig. 1.2). Again, there is no central
point of control. The control function is completely distributed
among participants .
• tightly coupled conferencing
This third model, instead, envisages the presence of a central point
of control to which each participant connects to. Such central
point provides a variety of conference functions, and may possibly
perform media mixing functions as well.
The last centralized scenario was the one fully defined in [72]. The central
component is called focus, and maintains a SIP signaling relationship with
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Figure 1.2: Fully distributed multiparty conference
Figure 1.3: Tightly coupled conference
each participant in the conference. The result is a star topology, as depicted
in Fig. 1.3. The focus is a SIP user agent that is addressed by a conference
URI (a SIP URI) and identifies a conference.
The centralized architecture designed by the SIPPING WG constitutes
a reference model for the following architecture proposals. It identifies the
main actors of the framework (participants, focus, conference policy server)
and defines the fundamental interactions among them. The conference policy
server is a logical entity managing the conference policies, i.e., the complete
set of rules governing a particular conference. The application of the con-
ference policies on the managed conferences is against the focus. The focus
is also responsible for ensuring, in some way, that each participant receives
the conference media. It does that through the use of one or more mix-
ers, each of which combines a number of input media streams to produce
one or more output media streams. The focus uses the media policy to de-
termine the proper configuration of the mixers. Finally, the focus is also
responsible of the delivery of conference events (such as the joining of new
Centralized Conferencing Framework
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participant in the conference, the egress of a participant from the confer-
ence, and the like) to participants, by acting as a notifier. Conference events
are expressed as changes to the conference data model representing each in-
stance of a conference managed by the system. That model is defined using
the XML Schema language in RFC4575 [74] and contains information about
participants, involved media streams, conference host information, as well as
generical metadata about the conference.
1.3 Centralized Conferencing Framework
(XCON)
The XCON framework (RFC5239, [15]) extends the SIPPING model by mak-
ing it independent from the employed signaling protocol, while following the
same principles and adopting the same terminology. Besides basic confer-
encing features, the XCON model offers richer functionality, by supporting
different conference templates and providing standard protocols for manag-
ing and controlling conferences’ attributes. Such protocols are depicted in
Figure 1.4.
Namely, they are:
• A signaling protocol
Signaling is necessary for the (multi-party) call initiation, man-
agement, and termination. Such task can be performed by any
signalling protocol, being XCON signalling-agnostic. The server
side of the protocol is played by the focus.
• A floor control protocol
A “floor” is a token controlling the access to a pool of resources
by participants. Participants need to access floor associated with
the right to talk to transmit their audio in the conference. A floor
control protocol enables the moderated access to such resources
to participants. In moderated conferencing scenarios, a moderator
Centralized Conferencing Framework
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Figure 1.4: The XCON framework: protocols
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(“chair” of the conference) decides who can join or must release a
certain floor by means of the floor control protocol. The Binary
Floor Control Protocol (BFCP) defined in RFC4582 [27] is the
standard candidate to do the task.
• A notification protocol
The notification protocol is the mechanism needed to provide par-
ticipants with information related to conference events, as already
envisioned in the SIP conferencing framework. XCON conferenc-
ing events are described according to the formalism defined by
RFC6502 [28], which extends conference information defined by
the SIPPING WG in RFC4575.
• A conference control protocol
A protocol devoted to the creation, update and canceling of con-
ferences. The Centralized Conferencing Manipulation Protocol
[16] is the latest output of the XCON WG for the management
and manipulation of conferences. It has been one of the objects
of our efforts. It represents a powerful means to control basic and
advanced conference features (conference state and capabilities,
participants, relative roles and details).
The XCON Framework introduces the concept of “conference object” as
a logical representation of a conference instance, representing the current
state and capabilities of a conference. To each XCON conference is uniquely
associated an identifier named “XCON-URI”.
Figure 1.5 illustrates the typical life cycle of a conference object in the
XCON framework. At each instant in time, a conference object is associated
with an XML representation compliant with the XCON data model specifi-
cation provided in in RFC6501 [64]. The XCON data model describes all of
the features of a conference, starting from its general description (purpose,
hosting entity, status, etc.) and arriving at much more detailed information
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Figure 1.5: Conference object’s life cycle
related to participants, available media and their features, floor informa-
tions, as well as sidebars associated with the conference (i.e. subconferences
involving part of the users participating in the main conference).
Creation of conference objects is usually performed through a cloning op-
eration, i.e. by replicating the structure of one of conference object templates
(also known as “blueprints”) available at the server. A newly created con-
ference object is typically marked as “registered” until the first user joins
the conference and it will stay “active” until either the last user leaves the
conference (in which case it comes back to the “registered” state) or a user
(holding the right to do so) deletes it.
The conference control protocol is the protocol used to manipulate con-
ference objects during its lifetime. While other XCON protocols implicitly
interact with conference objects somehow, the conference control protocol
directly affects conferences by manipulating their logical representation. We
directly intervene on definition, design and implementation of the control
protocol, as it will be further documented in the following.
1.4 A standard framework for Media Server
Control (MEDIACTRL)
The MEDIACTRLWorking Group aims at specifying an architectural frame-
work to properly cope with the explicit separation of responsibilities between
an Application Server (AS), which is in charge of handling the services ap-
plication logic, and a Media Server (MS), whose task is instead the low-level
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manipulation and delivery of media streams. The framework defined within
such WG is described in RFC5567 [61].
The current specification of the framework envisages a modular approach
when looking at the functionality to provide. This means that, inside the
same MS, different inner components take care of different processing that
may be required. Examples of operations a MS is supposed to be able to
achieve include: mixing, transcoding and adaptation of media streams; ma-
nipulation of media streams (e.g. gain levels, video layouts, and so on);
playing and recording of media streams from and to both local and net-
work environments; tone and DTMF detection; Text-To-Speech and Speech
Recognition; and so on.
To achieve this, the framework currently specifies a general invocation
mechanism with opaque payloads, whereas such payloads can be directed
to the proper component according to a header in the request itself. This
way, new components providing additional media capability can be added
at any time without affecting the specification of the core framework. Such
components are called “control packages”. So far two different packages have
been standardized: a package providing basic Interactive Voice Response
(IVR) functionality (RFC6231 [59]), and a package for managing mixers for
media conferences and connections (RFC6505 [60]).
When looking at the protocol itself, the interaction between an AS and a
MS relies on a so-called “control channel”. This channel is where MEDIACTRL-
related messages flow between the AS (the client side) and the MS (the server
side). An AS would instruct a MS into a specific media operation by plac-
ing a request on this channel, and the MS would reply to such request, as
well as notify events, through the same channel. Of course, such a chan-
nel can only be set up as the result of a transport-level connection. This
implies that either the AS or the MS must previously know the transport ad-
dress of the other party in order to set up the connection. To allow this, a
COMEDIA-based approach has been standardized (RFC4145, [90]): AS and
MS make use of a SIP dialog to negotiate and set up the control channel.
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1.5 3GPP IP Multimedia Subsystem (IMS)
The 3GPP has worked on the specification of a tightly coupled conferencing
service within the IP Multimedia Subsystem.
The IP Multimedia Subsystem (IMS) is a standardized Next Generation
Networking (NGN) architecture that has been conceived for telecom oper-
ators willing to provide advanced services on top of both mobile and fixed
networks [26]. In the IMS envisioned scenario, heterogeneous devices are sup-
ported and users have to be able to ubiquitously exploit the entire portfolio
of available services, which entails support for roaming as well as for flexible
and transparent adaptation to context changes. To achieve the aforemen-
tioned goals, IMS makes extended use of Voice over IP (VoIP) technologies
and open IP protocols and adopts the principle of separation of concerns,
which reflects in the definition of a number of core IMS components (such as
Call/Session Control Function - CSCF, Home Subscriber Server - HSS, Me-
dia Resource Function - MRF and Application Server - AS), each in charge
of looking after a specific function of the overall system. The identified com-
ponents must also be scalable and able to provide advanced features, like five
nine reliability.
Due to its recent birth, the IMS architecture is currently far from reaching
its steady-state with respect to the complete definition of the overall infras-
tructure and related standards. Furthermore, to date only a few early trials
and deployments of the architecture are underway. This leaves space to a
number of open issues that still have to be faced, both at the infrastructure
and at the service level, as well as, crosswise, for a systematic approach to
the performance evaluation.
Both the requirements and the architecture for tightly coupled congerenc-
ing have been defined in [1]. The cited document indeed represents a sort of
integrated specification within the IMS, aimed at harmonizing the combined
use of existing standard protocols, like SIP, SIP Events, the Session Descrip-
tion Protocol (SDP) and the Binary Floor Control Protocol (BFCP). Based
on the mentioned 3GPP specification, two logical planes can be identified:
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the “control plane” and the “media plane”. The control plane deals with
issues related to the set-up of the multi-media multi-user communication,
as well as those related to overcoming the heterogeneity of both the access
networks and the end-user devices. The media plane faces all the matters
related to the media flows transmitted and received by users, such as, for ex-
ample, the transcoding across different media formats and the switching of
different media streams among conferencing participants.
1.6 A distributed proposal for improvement
Based on the concept of achieving scalability through the cooperation of
more centralized conferencing islands, the Distributed Conferencing (DCON)
model is the first proposal of a fully-fledged distributed conferencing archi-
tecture. It has been presented in its different facets in several IETF drafts
([6, 5, 7]).
DCON is based on the idea that a distributed conference can be setup by
appropriately orchestrating a set of XCON focus elements, each in charge of
managing a certain number of participants distributed across a geographical
network. In such a distributed scenario, each focus manages the associated
local users who subscribed to the conference.
The focus in the conference initiator’s home network must provide all
other foci with up-to-date conference information. Foreign foci play a two-
fold role. On the one hand, they act as a regular conference focus for the
participants belonging to their managed network; on the other, they appear
as normal participants to the focus in the conference initiator’s home network.
Each single realm keeps on being based on a star-topology graph for all
what concerns the call signaling part. The different stars are then connected
through an upper-layer mesh-based topology providing inter-focus commu-
nication. The overall topology of the distributed conferencing scenario thus
looks like an overlay network of focus entities.
This architecture requires a dedicated communication channel among the
foci that are participating in the conference. This channel is used to prop-
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agate information about conferences, as well as to manage synchronization
issues.
A coordination channel is needed in order to manage a distributed con-
ference along its life-cycle. For instance, once a user decides to create a new
conference, the corresponding conference focus has to distribute conference
information to all other foci, so to enable other potential participants to re-
trieve the needed data and possibly subscribe to the event. Indeed, whenever
a new conference is created (or an active conference changes its state) such
an event has to be communicated to all interested (or active) participants.
Given the intrinsic nature of the distributed framework, the actual flow of in-
formation will always foresee the interaction among conference focus entities
for both conference information exchanging and state changes notifications.
While interaction between each participant and the corresponding con-
ference focus is based on the standard XCON framework, the inter-focus
interaction has been completely defined and specified from scratch.
Besides architectural details of the distributed solution, the work in [5]
discuss the possibility of exploiting for inter-focus communications an Instant
Messaging (IM) channel. The authors propose for such a role a Server-
to-Server XMPP (Extensible Messaging and Presence Protocol (XMPP))
channel, being XMPP a standard IM protocol defined in RFC 6120.
The work in [7] on the other hand defines a protocol designed to get cen-
tralized protocols to work in a distributed environment. Two logical entities
that are strictly coupled can be identified: (i) the XCON focus, i.e., the entity
acting as a conference focus within the scope of its local conferencing cloud
(ii) the DCON focus, i.e., the entity acting as the corresponding conference
focus in the context of the distributed conferencing framework, in charge of
communicate with the other clouds’ foci. Between the XCON focus and its
DCON counter part, it is needed a protocol that properly translates central-
ized conferencing protocols effects into the distributed environment. Such
a protocol has been called XSDP (XCON-DCON Synchronization Protocol)
since its task is to synchronize the XCON focus with its DCON peer.
Chapter 2
From theory to practice
2.1 Introduction
We described current achievements in centralized conferencing standardiza-
tion in the previous chapter. Here we deal with our contribution, constituted
by the design and implementation of the standard conference management
protocol [18], that three years ago was still the missing piece of the standard
picture. The standard protocol for conference control within the XCON ar-
chitecture has been named Centralized Conferencing Manipulation Protocol
(CCMP) and the draft describing it has recently reached the RFC stadium
(RFC6503, [16]) after a long-lived refinement process. We first focus on the
design of the protocol and then discuss how we implemented and integrated
it in a real-world standard conferencing system, Meetecho [8]. Meetecho is a
collaborative framework developed at the University of Napoli as an active
playground for IETF standardization activities in the field of real-time ap-
plications and infrastructure. We then present, in section 2.3, a bird’s eye
view of the Centralized Conferencing Manipulation Protocol. The same sec-
tion also provides some insights on the history of the overall specification
process. Section 2.4 drills down on the specific messages that can be carried
inside the body of the CCMP protocol, while section 2.5 concludes the part
associated with our standardization work by depicting a typical call flow as-
sociated with a CCMP-based interaction between a conferencing client and
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an XCON Conferencing server. The second part of the chapter is entirely
devoted to the implementation of CCMP within the Meetecho system and
how such a system has been made fully compliant with the XCON stan-
dards. The implementation of the centralized conferencing control protocol
has been heavily used to both test the protocol’s behavior and provide very
useful feedback to the authors of the CCMP document. Furthermore, to aid
implementors, a specific draft focusing on call flows has been written in or-
der to provide the Internet community with guidelines in the form of Best
Common Practices. The outcome of our work has recently become an RFC
(RFC6504, [17]).
2.2 Centralized Conferencing Manipulation Pro-
tocol
The Centralized Conferencing Manipulation Protocol (CCMP) is the latest
output produced by the IETF XCON working group. As we have already
mentioned, that protocol has been conceived at the outset as a light-weight
protocol allowing conferencing clients to access and manipulate objects de-
scribing a centralized conference. The CCMP is a state-less, XML-based,
client-server protocol carrying in its request and response messages confer-
ence information in the form of XML documents and fragments conforming
to the centralized conferencing data model schema. It represents a powerful
means to control basic and advanced conference features, such as conference
state and capabilities, participants and relative roles and details. CCMP al-
lows authenticated and authorized users to create, manipulate and delete
conference objects. Operations on conferences include adding and remov-
ing participants, changing their roles, as well as adding and removing me-
dia streams and associated end points. CCMP is based on a client-server
paradigm and is specifically suited to serve as a conference manipulation
protocol within the XCON framework, with the Conference Control Client
and Conference Control Server acting as client and server, respectively. The
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CCMP uses HTTP as the protocol to transfer requests and responses, which
contain the domain-specific XML-encoded data objects defined in the Con-
ference Information Data Model for Centralized Conferencing (XCON Data
Model, [64]).
2.3 Protocol overview
CCMP is a client-server, XML-based protocol, which has been specifically
conceived to provide users with the necessary means for the creation, re-
trieval, modification and deletion of conference objects. CCMP is also state-
less, which means implementations can safely handle transactions indepen-
dently from each other. Conference-related information is encapsulated into
CCMP messages in the form of XML documents or XML document frag-
ments compliant with the XCON data model representation.
The core set of objects manipulated in the CCMP protocol includes con-
ference blueprints, conference objects, users, and sidebars. CCMP is com-
pletely independent from underlying protocols, which means that there can
be different ways to carry CCMP messages across the network, from a confer-
encing client to a conferencing server. Indeed, there have been a number of
different proposals as to the most suitable transport solution for the CCMP.
It was soon recognized that operations on conference objects can be imple-
mented in many different ways, including remote procedure calls based on
SOAP [43] and by defining resources following a RESTful [38] architecture.
In both approaches, servers will have to recreate their internal state repre-
sentation of the object with each update request, checking parameters and
triggering function invocations. In the SOAP approach, it would be possi-
ble to describe a separate operation for each atomic element, but that would
greatly increase the complexity of the protocol. A coarser-grained approach
to the CCMP does require that the server process XML elements in up-
dates that have not changed and that there can be multiple changes in one
update. For CCMP, the resource (REST) model might appear more attrac-
tive, since the conference operations nicely fit the so-called CRUD (Create-
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Retrieve-Update-Delete) approach. Neither of these approaches was finally
selected. SOAP was not considered to be general purpose enough for use in
a broad range of operational environments. Similarly, it was deemed quite
awkward to apply a RESTful approach since CCMP requires a more com-
plex request/response protocol in order to maintain the data both in the
server and at the client. This doesn’t map very elegantly to the basic re-
quest/response model, whereby a response typically indicates whether the
request was successful or not, rather than providing additional data to main-
tain the synchronization between the client and server views.
The solution for the CCMP at which we arrived can be viewed as a
good compromise amongst the above mentioned candidates and is referred
to as “HTTP single-verb transport plus CCMP body”. With this approach,
CCMP is able to take advantage of existing HTTP functionality. As with
SOAP, it uses a “single HTTP verb” for transport (i.e. a single transaction
type for each request/response pair); this allows decoupling CCMP messages
from HTTP messages. Similarly, as with any RESTful approach, CCMP
messages are inserted directly in the body of HTTP messages, thus avoid-
ing any unnecessary processing and communication burden associated with
further intermediaries. With this approach, no modification to the CCMP
messages/operations is required to use a different transport protocol. That
has been the approach that finally has been selected for CCMP.
We will show how the CCMP protocol inserts XML-based CCMP requests
into the body of HTTP POST operations and retrieves responses from the
body of HTTP 200 OK messages. CCMP messages will have a MIME-type
of “application/ccmp+xml”, which appears inside both the “Content-Type”
and “Accept” fields of HTTP requests and responses.
2.3.1 Protocol Operations
The main operations provided by CCMP belong in four general categories:
• create: for the creation of a conference, a conference user, a sidebar, or
a blueprint;
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• retrieve: to get information about the current state of either a confer-
ence object (be it an actual conference or a blueprint, or a sidebar) or
a conference user. A retrieve operation can also be used to obtain the
XCON-URIs of the current conferences (active or registered) handled
by the conferencing server and/or the available blueprints;
• update: to modify the current features of a specified conference or
conference user;
• delete: to remove from the system a conference object or a conference
user.
Thus, the main targets of CCMP operations are: (i) conference ob-
jects associated with either active or registered conferences; (ii) conference
objects associated with blueprints; (iii) conference objects associated with
sidebars, both embedded in the main conference (i.e. <entry> elements in
<sidebars-by-value>) and external to it (i.e. whose XCON-URIs are in-
cluded in the <entry> elements of <sidebars-by-ref>); (iv) <user> ele-
ments associated with conference users; (v) the list of XCON-URIs related
to conferences and blueprints available at the server, for which only retrieval
operations are allowed.
Each operation in the protocol model is atomic and either succeeds or
fails as a whole. The conference server must ensure that the operations are
atomic in that the operation invoked by a specific conference client com-
pletes prior to another client’s operation on the same conference object. The
details for this data locking functionality are out of scope for the CCMP pro-
tocol specification and are implementation specific for a conference server.
Thus, the conference server first checks all the parameters, before making
any changes to the internal representation of the conference object.
For example, it would be undesirable to change the <subject> of the
conference, but then detect an invalid URI in one of the <service-uris>
and abort the remaining updates.
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Also, since multiple clients can modify the same conference objects, con-
ference clients should first obtain the current object from the conference
server and then update the relevant data elements in the conference object
prior to invoking a specific operation on the conference server. In order to
effectively manage modifications to conference data, a versioning approach is
exploited in the CCMP. More precisely, each conference object is associated
with a version number indicating the most up to date view of the conference
at the server’s side. Such version number is reported to the clients when an-
swering their requests. A client willing to make modifications to a conference
object has to send an update message to the server. In case the modifications
are all successfully applied, the server sends back to the client a “success”
response which also carries information about the current server-side version
of the modified object. With such approach, a client which is working on
version “X” of a conference object and finds inside a “success” response a
version number which is “X+1” can be sure that the version it was aware
of was the most up to date. On the other hand, if the “success” response
carries back a version which is at least “X+2”, the client can detect that
the object that has been modified at the server’s side was more up to date
than the one it was working upon. This is clearly due to the effect of con-
current modification requests issued by independent clients. Hence, for the
sake of having available the latest version of the modified object, the client
can send to the conference server a further “retrieve” request. In no case a
copy of the conference object available at the server is returned to the client
as part of the update response message. Such a copy can always be obtained
through an ad-hoc “retrieve” message. Based on the above considerations,
all CCMP response messages carrying in their body a conference document
(or a fragment of it) must contain a “version” parameter. This does not hold
for request messages, for which the version parameter is not at all required,
since it represents useless information for the server: as long as the required
modifications can be applied to the target conference object with no con-
flicts, the server does not care whether or not the client had an up to date
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view of the information stored at its side. This said, it stands clear that a
client which has subscribed at the server, through the XCON event pack-
age [28], to notifications about conference object modifications, will always
have the most up to date version of that object available at his side.
A final consideration concerns the relation between the CCMP and the
main entities it manages, i.e. conference objects. Such objects have to be
compliant with the XCON data-model, which identifies some elements and
attributes as mandatory. From the CCMP standpoint this can become a
problem in cases of client-initiated operations, like either the creation or the
update of conference objects. In such cases, not all of the mandatory data can
be known in advance to the client issuing a CCMP request. As an example,
a client has no means to know, at the time it issues a conference creation
request, the XCON-URI that the server will assign to the yet-to-be-created
conference and hence it is not able to appropriately fill with that value the
mandatory ‘entity’ attribute of the conference document contained in the
request. To solve this kind of issues, the CCMP will fill all mandatory data
model fields, for which no value is available at the client at the time the
request is constructed, with fake values in the form of wildcard strings (e.g.
AUTO GENERATE X, with X being an incremental index initialized to a
value of 1). Upon reception of the mentioned kinds of requests, the server
will: (i) generate the proper identifier(s); (ii) produce a response in which the
received fake identifier(s) carried in the request has (have) been replaced by
the newly created one(s). With this approach we maintain compatibility with
the data model requirements, at the same time allowing for client-initiated
manipulation of conference objects at the server’s side (which is, by the way,
one of the main goals for which the CCMP protocol has been conceived at
the outset).
2.4 CCMP messages
As anticipated, CCMP is a request/response protocol. Besides, it is com-
pletely stateless, which explains why HTTP has been chosen as the perfect
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Figure 2.1: CCMP Request and Response messages
transport candidate for it.
For what concerns the protocol by itself, both requests and responses
are formatted basically in the same way, as depicted in Figure 2.1. In fact,
they both have a series of heading parameters, followed by a specialized mes-
sage indicating the particular request/response (e.g., a request for a specific
blueprint). This makes it quite easy to handle a transaction in the proper
way and map requests and related responses accordingly.
For what concerns the shared parameters:
• confUserID indicates the participant making the request;
• confObjID indicates the conference the request is associated with;
• operation specifies what has to be done, according to the specialized
message that follows.
Other parameters are defined which are more strictly related to either
requests or responses. There is, for instance, a “password” parameter par-
ticipants may need to provide in CCMP requests for password-protected
conferences, as well as a “response-code” parameter (which is carried just by
responses) providing information about the result of a requested operation.
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That said, the core of a CCMP message is actually the specialized part.
In fact, as stated in the previous section, the CCMP specification describes
several different operations that can be made on a conference object, namely:
(i) blueprints retrieval, (ii) conference creation and manipulation, (iii) users
management, (iv) sidebar-related operations. All these operations have one
or more specialized message formats, instead of a generalized syntax, in order
to best suit the specific needs each operation may have.
Indeed, requesting a blueprint and adding a new user to a conference have
very different requirements for what concerns the associated semantics level,
and as such they need different modes of operation. This is reflected in what
is carried in the specialized message body, which will always contain informa-
tion (compliant with the XCON common data model specification) strictly
related to the operation it is associated with. The specialization of the mes-
sage then allows for an easier and faster management at the implementation
level.
To better highlight the considerations above, we show in Figure 2.2 the
structure of a CCMP confRequest message, which is used in all operations
concerning the manipulation and control of an entire conference object. As
described in the picture, each such message is a specialization of the gen-
eral CCMP request message, specifically conceived to transport, through the
confInfo element, an XCON-compliant conference object (i. e. an object
whose representation conforms to the common data model specification) to-
wards the CCMP server.
2.5 CCMP sample call flow
To better clarify how a CCMP transaction can occur, this section presents
a sample call flow. This example comes from a real implementation deploy-
ment, as it will be explained in 2.8, providing some details on our implemen-
tation experience with the protocol. Specifically, we will address the way we
designed the process according to the specification (from both a client and
server perspective), and the related implementation choices.
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Figure 2.2: CCMP confRequest message
For the sake of conciseness, we chose a very simple example of call flow,
which nevertheless provides the reader with a general overview of both CCMP
requests and responses. As mentioned previously, HTTP is suggested by the
CCMP specification as a transport for the protocol messages, and Figure 2.3
shows the typical request/response paradigm involved in that case.
As it can be seen, the CCMP request (in this case, a<blueprintRequest>)
is sent by an interested participant to the conference server. This request is
carried as payload of an HTTP POST message:
POST /Xcon/Ccmp HTTP/1.1
Content-Length: 657
Content-Type: application/ccmp+xml
Host: example.com:8080
Connection: Keep-Alive
User-Agent: Apache-HttpClient/4.0.1 (java 1.5)
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<ccmp:ccmpRequest
xmlns:info="urn:ietf:params:xml:ns:conference-info"
xmlns:ccmp="urn:ietf:params:xml:ns:xcon:ccmp"
xmlns:xcon="urn:ietf:params:xml:ns:xcon-conference-info">
<ccmpRequest xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:type="ccmp:ccmp-blueprint-request-message-type">
<confUserID>xcon-userid:Alice@example.com</confUserID>
<confObjID>xcon:AudioRoom@example.com</confObjID>
<operation>retrieve</operation>
<ccmp:blueprintRequest/>
</ccmpRequest>
</ccmp:ccmpRequest>
The Content-Type header instructs the received that the content of the
message is a CCMP message (application/ccmp+xml). For what concerns
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Figure 2.3: CCMP transported in HTTP
the request itself, as mentioned, it is a “blueprintRequest”: this means that
the participant is interested to the details of a specific blueprint availabe
on the server. This is reflected by the specialized part of the message, i.e.,
the <ccmp:blueprintRequest> element. The element is empty since no
further details need to be provided in this case: this is not always true, since
a participant may often be required to provide additional details in a request
in order to see it fulfilled (e.g., when adding a new user to a conference).
The generic parameters introduced in the previous section are also provided
as part of the request: “confUserID” addresses the requester (Alice’s XCON
URI), “confObjID” in this case addresses the blueprint to retrieve (as an
XCON conference URI), while “operation” clarifies what needs to be done
according to the request (retrieve the blueprint).
The CCMP response, inturn, is carried as payload of an HTTP 200 OK
reply to the previous POST:
HTTP/1.1 200 OK
X-Powered-By: Servlet/2.5
Server: Sun GlassFish Communications Server 1.5
Content-Type: application/ccmp+xml;charset=ISO-8859-1
Content-Length: 1652
Date: Thu, 04 Feb 2010 14:47:56 GMT
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<ccmp:ccmpResponse
xmlns:xcon="urn:ietf:params:xml:ns:xcon-conference-info"
xmlns:info="urn:ietf:params:xml:ns:conference-info"
xmlns:ccmp="urn:ietf:params:xml:ns:xcon:ccmp">
<ccmpResponse xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:type="ccmp:ccmp-blueprint-response-message-type">
<confUserID>xcon-userid:Alice@example.com</confUserID>
<confObjID>xcon:AudioRoom@example.com</confObjID>
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<operation>retrieve</operation>
<response-code>success</response-code>
<ccmp:blueprintResponse>
<blueprintInfo entity="xcon:AudioRoom@example.com">
<info:conference-description>
<info:display-text>AudioRoom</info:display-text>
<info:maximum-user-count>2</info:maximum-user-count>
<info:available-media>
<info:entry label="audioLabel">
<info:type>audio</info:type>
</info:entry>
</info:available-media>
</info:conference-description>
<info:users>
<xcon:join-handling>allow</xcon:join-handling>
</info:users>
<xcon:floor-information>
<xcon:floor-request-handling>confirm
</xcon:floor-request-handling>
<xcon:conference-floor-policy>
<xcon:floor id="audioLabel"></xcon:floor>
</xcon:conference-floor-policy>
</xcon:floor-information>
</blueprintInfo>
</ccmp:blueprintResponse>
</ccmpResponse>
</ccmp:ccmpResponse>
As a reply to a “blueprintRequest” message, the CCMP response in-
cludes a “blueprintResponse” specialized message in its body: this element
includes the whole conference object (compliant with the XCON common
data model specification) associated with the requested blueprint URI, as
part of a <blueprintInfo> container. The same parameters the participant
provided in the request can be found in the response as well (confUserID,
confObjID, operation), together with an additional piece of information re-
lated to the result of the request: specifically, a “response-code” parameter
tells the participant the request was successfully taken care of (success).
2.6 Call flows advanced scenarios
RFC6504 [17] provides guide lines about how to manage conference control by
means of CCMP in several conferencing scenarios. We have therein reported
CCMP dialogs for each use case.
The document [17] provides a sampling of detailed call flows that can
be implemented based on a system realization of the XCON framework and
implementation of CCMP. It is intended to be a simple guide for the use of the
conference control protocol between the conference server and the conference
control client. The objective is to provide an informational base reference for
protocol developers, software developers, and researchers. The scenarios are
based on those described in the XCON framework, many of which are based
on the advanced conferencing capabilities described in the XCON scenarios.
Additional scenarios have been added to provide examples of other real-life
scenarios that are anticipated to be supported by the framework.
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Basic conferencing scenarios are those related to conference creation and
deletion. Besides the creation from a system blueprint, we have shown how
it is possible to clone an existing conference, as well as how to create a new
conference on the basis of user preferences expressed by means of CCMP.
We have illustrated also users manipulations examples. They show how
an authorized CCMP-enabled user can add or remove a participant from
the conference, or mute one of the participants, or join a password-protected
conference.
While creating conferences and manipulating users and their media are
sufficient for many scenarios, there may be cases when more complex manage-
ment is needed. In fact, a feature typically required in conferencing systems
is the ability to create sidebars. A sidebar is basically a child conference that
usually includes a subset of the participants of the parent conference and a
subset of its media as well. Sidebars are typically required whenever some
of the participants in a conference want a private discussion, without inter-
fering with the main conference. We have dealt with some typical scenarios
using a sidebar, like whispering, private messaging, and coaching scenarios.
Whispering is a typical sidebar use case. In the reported example, there
is a participant, say Alice, that is involved in a conference and wants to
create a sidebar to have a side discussion with one of the other participants
involved, say Bob. Alice may want still viewing the video associated with the
main conference and mantain the main conference audio at a reduced volume,
while keeping other participants unaware of her sidebar discussion with Bob.
By means of sidebar-specific CCMP request, Alice can interact with the
conferencing server to create the sidebar according to the aforementioned
constraints.
Observing and coaching is one of the most interesting sidebar-related
scenarios. In fact, it highlights two different interactions that have to be
properly coordinated. A call center scenario is used to provide an example
for such a use case. In this example, call center agent Bob is involved in
a conference with customer Carol. Since Bob is a new agent and coach
Alice sees that he has been on the call with Carol for longer than normal,
she decides to observe the call and coach Bob as necessary. Of course, the
conferencing system must make sure that the customer Carol is not aware of
the presence of the coach Alice. This makes the use of a sidebar necessary
for the success of the scenario. We have demonstrated how all the control
operations needed to do the job can be performed by means of CCMP.
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2.7 CCMP history and related work
Every time a framework for conferencing has been proposed, the need for a
proper Conference Control mechanism has arisen as a consequence. For this
reason, such mechanism has been the subject of a lot of efforts. Nevertheless,
the proprietary nature of most of the conferencing solutions currently avail-
able paved the way for numerous heterogeneous and incompatible solutions
for such a functionality. For the sake of conciseness, we don’t provide in this
section a list of such solutions, considering it would be quite incomplete. We
instead focus on the related work carried within the standardization bodies.
In fact, since the XCON architecture has been introduced within the IETF,
several different candidates have been proposed to carry the role of the Con-
ference Control Protocol. Such candidates differed in many aspects, which
reflected the discussion within the standardization fora with respect to the
approach that should be taken in that sense. An interesting debate took
place, for instance, about whether a semantic or a syntactic approach would
be better as a basis for a Conference Control Protocol. Besides, the best
transport means to be adopted has also been the subject of investigation.
In this spirit, at least three candidates were proposed in the XCON WG
before CCMP was chosen as the official protocol.
The first proposal, at the end of 2004, was the “Centralized Conference
Control Protocol” (draft-levin-xcon-cccp) by O. Levin and G. Kimchi.
This protocol, as CCMP, was XML-based and had a client-server organiza-
tion, but unlike CCMP it was designed using SOAP as a reference model. It
likely reflected the implementation work carried out within Microsoft at the
time. Despite being in a quite advanced state (four updates were submitted),
the proposal was eventually put aside.
Shortly thereafter the first individual submission of the CCCP, another
candidate came to the light, “COMP: Conference Object Manipulation Pro-
tocol” (draft-schulzrinne-xcon-comp-00) by H. Schulzrinne. Like its pre-
decessors, it heavily relied on Web Services as a reference, while stressing the
use of SIP for notification purposes. Unlike CCCP, COMP had a strong se-
mantic approach for what concerned the protocol specification. No updates
published to the draft, which nevertheless paved the way for stimulating dis-
cussion that eventually led to CCMP.
One month later, another candidate was proposed, the “Conference State
Change Protocol (CSCP)” (draft-jennings-xcon-cscp) by C. Jennings
and A. Roach. Unlike both its predecessors, CSCP took a completely differ-
ent approach towards the protocol. In fact, CSCP was basically a proposal
to extend the already defined Binary Floor Control Protocol in order to allow
it to also deal with conference manipulation functionality. CSCP motivated
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Figure 2.4: Reference scenario @ unina
such an approach stressing the fact that binary messages would be smaller
and easier to handle, especially for mobile devices. Besides, it was the au-
thors’ opinion that every XCON-compliant entity would likely support BFCP
already, and as such CSCP would prove a trivial addition. Nevertheless, the
proposal was eventually abandoned, and a text-, possibly XML-based solu-
tion was decided to be a preferred approach.
Finally, a last proposal saw the light at the end of 2005, the individual
submission that would subsequently become the official CCMP draft. Such
a draft has seen many revisions and efforts since then, which have resulted
in the RFC 6503 we strongly contributed in.
2.8 A real-world implementation
This section deals with our prototype implementation of the CCMP protocol.
The reference scenario is the one depicted in Figure 2.4.
As the figure shows, in order to have a working instance of the CCMP
protocol which could be used as a playground for testing and validation of
the specification in progress, as a first step we have realized a stand-alone
Java-based CCMP client and a Java-based CCMP server.
The CCMP testing client presents a very simple graphical user interface
through which it is possible to create and send to the CCMP Server the
desired CCMP request. All CCMP messages sent and received by the client
are logged onto a debugging window which allows to easily visualize the entire
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call flow associated with client-server interactions.
As to the server, it has been integrated, since the beginning, with the
Meetecho conferencing platform. Since Meetecho already makes use of a
“proprietary” protocol1 for conference creation, manipulation and scheduling
(which is herein called “scheduler”), we had to implement the CCMP server
as a proxy towards it. The CCMP server receives CCMP requests from
the testing client, converts them into scheduler requests and forwards them
to the Meetecho server by using the Meetecho scheduler protocol, which is a
simple, text-based protocol based on TCP. When the Meetecho server is done
with the forwarded request, it sends back to the CCMP server a scheduler-
compliant answer, which is then converted into a CCMP-compliant response
and forwarded to the CCMP testing client. The CCMP server takes care
of the correct mapping between CCMP- and scheduler-compliant messages.
We also remark that synchronization between the Meetecho server and the
CCMP proxy server can be achieved through asynchronous notifications. As
soon as something worth communicating happens at the Meetecho server, a
notification can be sent to the CCMP proxy (which subscribes to the events
associated with conference management and manipulation) in order to let it
always have an up-to-date view of the actual situation inside the conferencing
server.
Indeed, the notification mechanism described above, allows us to im-
prove the overall performance of the integrated server made of the CCMP
proxy combined with the Meetecho server. In fact, provided that the CCMP
proxy is always kept aligned with the Meetecho server for all what concerns
conference-related information, we can let it respond to CCMP client re-
quests directly, thus skipping the complex operations associated with the
needed “CCMP-Scheduler” mapping procedures, along both directions.
Upon activation, the CCMP Server retrieves, through specific scheduler
requests, all the Meetecho blueprints and conferences and loads them into
a native XML database. Conference objects hence take the form of XML
conference documents compliant with the XCON data model. As stated
above, the CCMP Server is also a subscriber to the Meetecho Notification
Service, and is thus aware of all modifications taking place on the conferences
managed by the Meetecho server (modifications which might also be due to
actions undertaken by non-CCMP aware Meetecho conferencing clients). Ac-
cordingly to the received notifications, the database is updated. In such a
way, the CCMP Server has always available an aligned image of the confer-
1This is due to the fact that, when the Meetecho XCON-compliant conferencing plat-
form has been conceived, inside the XCON Working Group there was no consensus yet as
to the standard conference control protocol to be adopted.
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ence information set managed by the Meetecho platform. This allows the
CCMP Server to immediately answer to CCMP retrieve requests, without
forwarding the corresponding Scheduler request to the Meetecho server each
time this kind of message arrives. Unlike the retrieve case, the CCMP re-
quests associated with an operation of either create, or update, or delete must
be translated into the equivalent Scheduler messages to be sent to Meetecho,
in order to have an actual effect on the Meetecho Server side. The Scheduler
responses are then interpreted and converted into the appropriate database
updates, as well as translated into the equivalent CCMP responses to be
returned to the CCMP Client.
Having transposed the Meetecho Conference Control plane to the CCMP
world, we have integrated a library of CCMP APIs into our Meetecho client,
thus allowing it to make use of CCMP (instead of the legacy Meetecho sched-
uler protocol) as the Conference Control Protocol, in such way completing
the scenario we presented in 2.4.
In the following subsections, we delve somehow into the details of the
main actors involved in the Conferencing Control environment we have in-
troduced, namely the CCMP client, the CCMP proxy server and the native
XML database. We will discuss both the design and the implementation
choices associated with the above mentioned components. Some notes and
considerations about the way CCMP has been integrated into the Meetecho
client are also reported.
2.8.1 Managing XML CCMP messages and conference
information
The CCMP server and client components have both been implemented in
Java. Since CCMP messages, as well as the conference-related information
they carry, are formatted as XML documents, we faced the need of generat-
ing, parsing and handling such items in Java. Besides, as it will be explained
in the following section, we also needed a proper way to handle an XML-
aware database, which could manage the manipulation of conference objects.
In order to facilitate these operations, we chose to exploit the JAXB API
(Java Architecture for XML Binding API) 2.1, which is the last API version
at the time of this writing. This API allows to represent XML documents
(that also have to be validated against a given XML Schema) in a Java
format, i.e. through Java objects representing their different composing parts.
The binding indeed represents the correspondence between XML document
elements and the Java objects created with JAXB. Accessing XML contents
by means of JAXB presents several advantages in terms of both efficiency and
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easiness with respect to SAX and DOM parsing. In fact, just like DOM, the
output analysis can be saved at once and then consulted at any time without
having to re-parse the whole document again, while the concerning memory
occupation turns out to be lower than the one of the DOM tree; like SAX,
on the other hand, it is possible to access specific document parts without
performing a further complete document parsing and without traversing the
XML tree until the leaf to be examined is reached.
JAXB not only allows for easy access to XML documents, but also for a
seamless creation of XML document from the representative Java counter-
parts. This operation is called “marshalling”. The inverse operation, from
XML to Java objects, is instead called “unmarshalling”.
Each JAXB generated class, corresponding to a specific type of XML
element or attribute described in the schema file, is equipped with get and
set methods that make it very easy to both extract information values and
set them.
The JAXB architecture is composed of a set of APIs (contained in the
javax.xml.bind extension package) and of a binding compiler, called XJC,
which generates, starting from an XML Schema, the set of Java classes rep-
resenting the element types embedded in XML documents compliant with
it. In this context we have used the XJC Eclipse plug-in and produced the
package of Java classes related to the XML Schema files collected from the
data model documents [74, 64], as well as from the CCMP RFC [16].
2.8.2 Managing HTTP
Considering the suggested transport for CCMP messages is HTTP (precisely,
POST and 200 messages for requests and responses, respectively), we also
had to cope with the issue of handling HTTP messages both at the client
and at the server sides.
For the CCMP server implementation, we made use of the Apache open-
source servlet engine Tomcat. The CCMP server business logic is realized
through a servlet which, in the doPost() method, extracts the CCMP body
from the HTTP POST request and, once the proper CCMP request type has
been detected, starts the specific management thread accordingly.
On the client side, instead, we made use of the HTTP open source pack-
age provided by Apache, Apache Commons HTTP Client 3.1. This package
is widely deployed in several projects, and allowed us to easily create and
send to the CCMP server HTTP POST requests containing the CCMP mes-
sage inside their payload, as well as handle the associated HTTP response
accordingly.
A real-world implementation 31
2.8.3 Xindice database
We previously mentioned the need for an XML-aware database. In fact,
CCMP handles the manipulation of conference objects compliant with the
XCON common data model specification. Such conference objects are XML
documents, and so, having an XML-aware database to store and manipulate
them instead of relying on a relational databases relieved us form the burden
of taking care of the transformation from tables to XML documents and
viceversa whenever needed.
To cope with this requirement we chose Xindice, an open source Apache
server handling an XML-native database specifically conceived for storing
XML documents. Just as we needed, it allows to simply insert the XML
data as it is when writing to the database, as well as to return the data in
the same format when accessing the database. This feature is very useful
when having to deal with complex XML documents like XCON conference
objects, which might become very difficult or even impossible to be effectively
stored in structured databases.
Xindice is installed as a Tomcat web application, and as such it was
seamlessly integrated into our CCMP server prototype implementation. The
XML:DB Java API is used to access the XML database. Such API are vendor-
neutral, meaning that they are independent of the specific native XML
database implementation, and operate on XML document collections, al-
lowing the user to perform, on the collected XML documents, XPath queries
as well as XUpdate modifications. Document collections are created and
accessed through Xindice-specific Java APIs (Xindice Collection Manager
Service).
In this context, we generated two main collections: (i) confs – the set
of active and registered conferences hosted on the Meetecho server, reported
in the form of conference documents compliant with the XCON data model;
(ii) blueprints - the set of the Meetecho conference templates, in the XML
XCON data model compliant format as well. A snapshot of the database
content is showed in Figure 2.5.
XPath queries are then executed by the CCMP server whenever needed,
for instance to select the conference object referred to by the confObjID in
CCMP requests, or to retrieve specific conference information from the XML
conference documents grouped in the database collections.
XUpdate queries are instead performed to update the conference docu-
ments according to received Meetecho notifications (generated, for example,
as a consequence of a new user join or leave event) and CCMP client requests
(e.g. when a client sets via CCMP a participant as chair of a certain floor).
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Figure 2.5: An image of the Xindice native XML database used in the prototype
2.8.4 CCMP-Meetecho integration
As anticipated, our reference conferencing platform, Meetecho, does not sup-
port CCMP natively. It instead currently relies on a proprietary protocol,
called Scheduler, to handle conference objects and their manipulation. This
protocol has a limited set of functionality available, which nevertheless can be
logically mapped in a quite straightforward way to a subset of CCMP opera-
tions. This motivated us into integrating CCMP in our platform by handling
at first CCMP as a simple wrapper to the operations made available by the
Scheduler.
Specifically, the Scheduler protocol allows a participant to:
• create a new conference;
• delete existing conferences;
• retrieve the list of available blueprints;
• retrieve a specific blueprint;
• setting a participant as floor chair of a media;
• control the volume of the received audio;
• enable or disable mirroring, i.e., receive back or not receive back her/his
video;
• select the audio and video contribution of the other participants she/he
wish to receive;
• retrieving the list of users in a conference.
A real-world implementation 33
Figure 2.6: A sample CCMP-based interaction involving protocol mapping
All these operations are made available by CCMP as well, and so this allowed
us to test our prototype CCMP implementation in realistic scenarios.
The integration was realized by implementing a wrapper on the server
side. We deployed our CCMP server (Tomcat, JAXB and Xindice) by putting
it side by side with the existing Meetecho server. We then added to the
already implemented CCMP server logic a wrapping functionality, in order to
handle incoming CCMP requests and translate them into Scheduler directives
accordingly, where applicable, and viceversa. On the client side, we replaced
the Scheduler client module with our CCMP client implementation and logic.
The mode of operation is quite straightforward. Any time a participant
issues a CCMP request, it is handled by the CCMP server. The CCMP server
maps the request to the Scheduler counterpart, translating the message. Such
a message is then forwarded to the legacy Meetecho Scheduler server, where
it is handled and enforced. According to the Scheduler reply that is received
as a consequence, the CCMP server takes the related action, e.g., updating
the XML conference object on the Xindice database if needed, and providing
the participant with a coherent CCMP response.
An example is provided in Figure 2.6.
A dump of the CCMP messages exchanged follows:
ccmpRequest message sent:
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<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<ccmp:ccmpRequest
xmlns:info="urn:ietf:params:xml:ns:conference-info"
xmlns:ccmp="urn:ietf:params:xml:ns:xcon:ccmp"
xmlns:xcon="urn:ietf:params:xml:ns:xcon-conference-info">
<ccmpRequest
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:type="ccmp:ccmp-conf-request-message-type">
<confUserID>xcon-userid:alex@meetecho.com</confUserID>
<confObjID>xcon:8977777@meetecho.com</confObjID>
<operation>update</operation>
<conference-password>1377</conference-password>
<ccmp:confRequest>
<confInfo entity="xcon:8977777@meetecho.com">
<xcon:floor-information>
<xcon:conference-floor-policy>
<xcon:floor id="11">
<xcon:moderator-id>19</xcon:moderator-id>
</xcon:floor>
</xcon:conference-floor-policy>
</xcon:floor-information>
</confInfo>
</ccmp:confRequest>
</ccmpRequest>
</ccmp:ccmpRequest>
ccmpResponse message received:
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<ccmp:ccmpResponse
xmlns:xcon="urn:ietf:params:xml:ns:xcon-conference-info"
xmlns:info="urn:ietf:params:xml:ns:conference-info"
xmlns:ccmp="urn:ietf:params:xml:ns:xcon:ccmp">
<ccmpResponse
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:type="ccmp:ccmp-conf-response-message-type">
<confUserID>xcon-userid:alex@meetecho.com</confUserID>
<confObjID>xcon:8977777@meetecho.com</confObjID>
<operation>update</operation>
<response-code>success</response-code>
<version>10</version>
<ccmp:confResponse/>
</ccmpResponse>
</ccmp:ccmpResponse>
This simple example shows the process for a typical scenario. In an active
conference (identified by its ID 8977777), a participant, Alex (who happens
to be administrator of the conference), decides to assign a floor chair for the
audio resource, in order to have it properly moderated by means of BFCP.
In CCMP, this is achieved by issuing a “confRequest” with an “update”
operation: the body of the specialized “confRequest” element contains the
part of the conference object that needs manipulation, in this case the floor
information associated with the existing audio resource. This audio resource
is identified by means of a floor id (11 in the example), which in the conference
object itself is explicitly mapped to the label assigned to the audio medium.
Since Alex is interested in assigning a floor chair to take care of this medium,
he specifies a “moderator-id” (19) which refers to a specific userID in the
Floor Control Server. A password is also provided (1377) since this operation
requires special permissions.
This request is sent to the CCMP server which, since a mapping with
the Scheduler functionality exists, translates the message accordingly to the
Scheduler format, and sends the newly created message to the legacy Meete-
cho Server. The server handles the request and enforces it, updating the
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Floor Control Server policy accordingly. The successful result of the opera-
tion is reported by means of a Scheduler reply to the CCMP server, which in
turn updates the Xindice database coherently with the request. This means
that the XML conference object associated with conference 8977777 is up-
dated. A success is finally returned to the participant by means of a CCMP
response.
2.9 Standard Multimedia Conferencing in the
wild: the Meetecho Architecture
In this section we describe the Meetecho conferencing system we contribute to
make fully-compliant with the XCON standard [8]. We indeed have worked
on the integration of the CCMP server within the Meetecho platform as a
“na tive” component, in such a way as to avoid the unavoidable burden
associated with proxying CCMP requests and mapping them onto the legacy
scheduler protocol.
Meetecho is an open source centralized video-conferencing system capable
to offer advanced communication experience to end-users through the effec-
tive exploitation of mechanisms like session management and floor control.
It indeed has been designed to be fully compliant with the latest standard
proposals coming from both the IETF and the 3GPP and can be consid-
ered as an outstanding example of a real-time application built on top of the
grounds paved by the SIP protocol.
The Meetecho conferencing platform offers advanced conferencing fea-
tures: system users, named “participants” or “conferencing clients”, are en-
abled to create and join conferences involving any kind of media stream,
including audio and video, as well as instant messaging or even gaming. Dif-
ferent conference kinds (“blueprints”) are supported and can be highly cus-
tomized by users aiming to create conferences best fitting their needs. The
system is conceived to be scalable, i.e., able to support an increasing number
of conferencing clients. This property is obtained by a proper co-operation
mechanism among different “centralized conferencing islands”, according to
the proposals illustrated in [5].
In the following, we will stress how the interactions among XCON pro-
tocols and actors can realize advanced conferencing scenario in practice by
means of Meetecho.
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2.9.1 Designing a standard multimedia conferencing
architecture
The first step was obviously identifying and locating all the logical elements
which would be involved in a conferencing scenario. The next one, the one of
investigating the possibility of replicating, or at least replacing, such elements
with existing real-world components.
First of all, the scenario clearly addresses two distinct roles, a server side
(the elements providing the service) and a client side (all users accessing the
service).
At the client side, the very first mandatory element that comes into play is
the User Equipment (UE), which has to be both SIP-compliant and XCON-
enabled in order to correctly support conferencing. On the server side, in-
stead, different cooperating components have been identified: the Application
Server (AS), the Media Server (MS) and one or more Gateways.
The former can be further split into subcomponents, as it has to provide
several functionality like dealing with the signaling plane of the conferencing
scenario, handling the management of conferences (e.g., creating, modifying,
deleting them), and in general taking care of all the business logic, which in-
cludes policies, related to the scenario. These policies include Floor Control,
which implies that the AS will also have to manage access rights to shared
resources in our conferencing framework. The media streams are manipu-
lated and provided by the Media Server. It has to provide the resources, by
offering functionality like mixing of incoming media streams (in our case, au-
dio and video streams) and media stream processing (e.g., audio transcoding,
media analysis). Finally, considering the XCON framework is conceived to
be agnostic with respect to the signaling protocol used to access the service,
specific elements are needed as gateways towards other technologies. For in-
stance, a Gateway is needed in order to guarantee the interworking with the
Public Switched Telephone Network (PSTN).
Furhtermore, the XCON framework defines a suite of conferencing pro-
tocols, which are meant to be complementary to the call signaling protocols,
for building advanced conferencing applications and supporting complex sce-
narios. These protocols aim at providing means to manage conferences under
all their aspects.
The realization of an XCON-compliant architecture then led to work both
on the client and on the server side, with special focus on the communica-
tion protocols between them, as well as their scenarios of interaction. The
client side work included the implementation of both roles envisaged in the
architecture, namely the simple participant and the chair. On the server
side, the main actor to implement is the FocusAs such, the focus acts as
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Figure 2.7: New protocols implemented
an endpoint for each of the supported signaling protocols and is responsible
for all primary conference membership operations (e.g., join, leave, update
the conference instance) and for media negotiation/maintenance between a
conference participant and the focus),of the Floor Control Server, of the
Conference Control Server, and of the Media Server. To make the client and
server sides properly interact, all the envisaged protocols have been imple-
mented(see Figure 2.7), specifically the already mentioned BFCP [27] and
the Centralized Conferencing Manipulation Protocol (CCMP) [16].
As to BFCP, it has been implemented as a dynamic library, which has
then been integrated into both client and server entities of the architecture.
All the media management, manipulation and delivery have been bound to an
event-driven mechanism, according to the directives coming from the Floor
Control Server.
The CCMP protocol has been implemented and integrated as well , in
order to allow clients to dynamically manage conference creation as well as
conference manipulation.
2.9.2 Server side components
On the server side, we adopted Asterisk2, a popular open source PBX which is
constantly growing in popularity. The modular architecture behind Asterisk
design allows it to be quite easily modified and enhanced, upon necessity.
Specifically, we added to Asterisk the following new functionality:
• XCON-related identifiers, needed to manage conferences;
• Floor Control Server (FCS), by means of a dynamic library implement-
ing the server-side behavior and policies of the BFCP;
• CCMP Server, the server side component implementing the conference
scheduling and management protocol;
2See http://www.asterisk.org
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• Video Mixer Client, the client side of the protocol implementing the
interaction with the remote Video Mixer;
• Notification Service, to enable asynchronous events interception and
triggering.
Most of these components have been realized as extensions to a confer-
encing facility already available as a module in Asterisk, calledMeetMe. This
facility acts as a set of configurable virtual “rooms” for channels that are at-
tached to it, thus allowing users to access conferences by simply calling a
predefined phone number, associated with a standard extension of Asterisk’s
dial-plan, independently from the client’s signaling protocol. The addition of
the above mentioned functionality allowed us to realize an XCON-compliant
focus.
Conference management
The addition of the CCMP component to the “vanilla” MeetMe module
allows for dynamic conference management in a user-friendly fashion: in
fact, through this component clients become able to dynamically (i.e., both
in an active way, as in scheduling, and in a passive way, as in retrieving
information) manipulate conference objects. Considering the dynamic nature
of the framework with respect to policies, settings and scheduled conferences,
all the required changes in the dial-plan, as well as dynamic reloading upon
necessity, have been accomplished by adding the related functionality to the
extended MeetMe module.
Moderation
For what concerns BFCP, we had to implement the entire protocol, as well
as its behavior (which includes queues and state machines) from scratch. In
order to achieve this, BFCP has been realized as a dynamic library, which
is loaded at run time by the Asterisk server and comes into play whenever
a resource is to be moderated. In fact, Asterisk, as the entity in charge of
the business logic, also acts as the Floor Control Server of the architecture
(see Figure 2.8). The FCS functionality is involved every time a request
is generated from a participant, asking for the right to access a specific re-
source (e.g., audio or video). As suggested by the picture, the FCS itself
may or may not take any decision about incoming requests. In fact, au-
tomated policies may be involved to take care of floor control with a more
straightforward approach (e.g., to always accept or reject incoming requests
according to predefined policies). If they are not specified, the FCS rather
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Figure 2.8: The BFCP protocol in action
forwards floor requests to the designated floor chair who is in charge of taking
a decision that is eventually notified to all the interested parties.
2.9.3 Client side components
On the client side, we adopted an existing open source instant messaging
client, called Spark 3, as the basis for our work. Spark is a piece of software
written in Java, which implements the XMPP protocol to realize instant
messaging scenarios. It is natively conceived to interact with the aforemen-
tioned Openfire server, and is easily extensible by developing custom plugins
which implement new functionality. In our case, we introduced the support
for the SIP/SDP, RTP, BFCP and CCMP protocols, besides some additional
functionality
.
New graphical widgets have been realized as well, in order to enable user-
friendly support for SIP- and BFCP-related settings and to allow users to
take advantage of the functionality related to both conference scheduling and
BFCP. As to conference scheduling, Figure 2.9 shows the widget by means of
which it is possible to dynamically create new conferences by exploiting the
CCMP protocol. Figure 2.10, instead, shows the list of scheduled conferences,
retrieved by means of CCMP as well.
The client side BFCP behavior has been implemented as a Java library.
An ad-hoc panel, associated with such library, has been introduced in order
to enable users to:
3See http://www.igniterealtime.org/projects/spark/
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Figure 2.9: Conference creation
Figure 2.10: List of scheduled conferences
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• Send BFCP messages to the BFCP server;
• Interactively build BFCP floor requests in a user-friendly fashion, ei-
ther in participant or in chair (i.e., with enhanced floor management
functionality) mode;
• Keep an up-to-date log of all the BFCP messages exchanged with the
server (and optionally show each such message in further detail by
simply clicking on the related entry in the history widget).
Finally, as to the VoIP functionality of the client, the open source SIP
stack called MjSip4 has been adopted and extended.
2.9.4 An example of client-server interaction
To provide the reader with a more detailed overview of the way the client-
server interaction involves the introduced protocols, this subsection is de-
voted to presenting an example regarding a typical use case scenario. To
ease the understanding of the sequence diagram depicted in Figure 2.11,
each protocol is represented with a different line style:
1. A participant (client in the scenario) contacts the Focus (the server),
through the CCMP protocol (dashed line), to ask for the list of cur-
rently active conferences, thus sending a ConfsRequest message request
with a proper filter parameter;
2. The Focus processes the request and sends back to the participant (still
through the CCMP protocol) a ConfsResponse message, containing the
list of all active conferences;
3. The participant reads the list and decides to join the active conference
identified by the number 8671000: to join the conference, she/he calls
the conference number – as if it were a standard phone number – using
SIP (solid line) as the call signaling protocol, thus placing a call to the
SIP URI 8671000@Focus (where Focus is the SIP domain, in this case
the IP address of the Asterisk server);
4. The Focus receives the call and, according to the specified dialplan
rules, routes it to the XCON-enabled MeetMe instance managing the
conference with the same call number;
4See http://www.mjsip.org
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Figure 2.11: An example of signaling between client and server
5. The XCON-enabled MeetMe instance managing the conference, through
IVR (Interactive Voice Response), plays back a series of pre-recorded
voice messages to welcome the new user. It also warns the client about
the fact that she/he is initially muted in the conference;
6. All the relevant BFCP information is encapsulated in an SDP body,
and then sent back to the new user by means of a SIP re-INVITE;
7. Once the client receives the re-INVITE and becomes aware of the
needed BFCP set of data, she/he, using the BFCP (dotted line), de-
cides to make a FloorRequest to ask the Focus for the permission to
talk;
8. The Focus, as Floor Control Server, answers the client by sending back
a FloorRequestStatus BFCP message notifying that the request is cur-
rently pending. At the same time, the Floor Control Server forwards
the message to the chair of the requested floor as well, to ask him to
take a decision about the request.
From this point on, the BFCP transaction proceeds exactly as described
before (see Figure 2.8). Once the chair grants the floor, the client is un-muted
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and thus given the permission to talk until the floor is not willingly released
by the client herself/himself or revoked by the chair. Since a floor is a logical
object, all BFCP transactions will proceed in the same way, independently
from the set of resources (be it audio or video, in the case of our platform) the
related floor(s) could be associated with. In case the floor request involved
a manipulation of a video request, a subsequent interaction between the
conferencing module and the remote videomixer would take place through
the dedicated channel.
Chapter 3
A formal approach to
performance assessment
3.1 Introduction
This chapter proposes a Stochastic Activity Networks (SANs) based approach
to performance analysis of a conferencing framework compliant with the IP
multimedia core network subsystem specification. Such conferencing frame-
work is represented by the Meetecho conferencing platform, introduced in
the previous chapter.
The proposed approach relies on the OsMoSys modeling methodology
(Object-baSed multi-formalism MOdeling of SYStems, [86]) applying some
concepts of component software engineering to the development of formal
models. We extends such model by coping with reuse and complexity of
models. As such, we introduce the concept of model templates enabling the
definition of a family of models from one model description, as well as the
usage of model stubs which can be used in order to reduce both simulation
time and memory consumption during the analysis phase.
We describe the implementation of a library of reusable SANs modeling
the conferencing framework components. Starting from the model library, we
analyze the scalability performance of Meetecho by instantiating and com-
posing SAN models. We validate the resulting model of the conferencing
system and discuss the advantages of the proposed approach through a com-
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parative analysis with the results of an experimental campaign conducted
over a real-world testbed implementation involving the Meetecho platform.
Section3.2 provides the reader with the minimal background information
about the SAN formalism and the OSmoSys modeling methodology. We
first present the facets of the conferencing framework we take into account
during the modeling phase (Section 3.3). We motivate and position our work
in Section 3.4. Section 3.5 presents the methodological contribution and
introduces the concept of model templates. The SANs models obtained by
applying the modeling process are presented in Section 3.6. In Section 3.7
the role played by model stubs and reduction techniques is discussed. The
models are validated in Section 3.8 through a comparative analysis with the
results of an experimental campaign conducted over a real-world testbed
to assess Meetecho performance. We show the advantages of the proposed
modeling approach by exploiting both complete and reduced models.
3.2 Background
3.2.1 Stochastic Activity Networks
Stochastic activity networks, or SANs, are a convenient, graphical, high-level
language for describing system behavior. SANs are useful in capturing the
stochastic behavior of a system.
SANs [1] represent a variation of the Stochastic Petri Networks (SPN)
aimed to overcome their limitations in terms of expressive power. Indeed,
SPN may only perform very simple operations and that makes difficult to
model complex interactions. Because there are a number of subtle distinc-
tions relative to SPNs, stochastic activity networks use different words to
describe ideas similar to those of SPNs. For example, the role played by
transitions in SPNs is played by activites in SANs. Activities are similar
to transitions in SPN, and the time needed to complete a transition can be
expressed in several kinds of distributions.
The SANs have four new symbols in addition to those of SPNs (i.e.,
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besides places, tokens, timed transitions, input and output arcs):
• Input gate: used to define complex enabling predicates and completion
functions
• Output gate: used to define complex completion functions
• Cases: (small circles on activities) used to specify probabilistic choices
• Instantaneous activities: used to specify zero-timed events
Activities can presents more than one output gatew. The use of doors
allows introducing more complex functions for enabling activities or at the
completion of a given activity rather than the simple conditions expressable
in SPN.
Moreover, SANs natively support model composition. Model composition
has two operations:
• Replicate: combine two or more identical SANs together, holding cer-
tain places common among the replicas;
• Join: Combine two or more different SANs, combining certain places
to permit communication.
That allows alleviating the cost of developing models of large scale and com-
plex systems.
3.2.2 The OsMoSys modeling methodology
The OsMoSys modeling methodology apply the concepts of component soft-
ware engineering to the development of formal models in order to provide
a practical support to model engineering. According to OsMoSys a model
is an object of a Model Class which encapsulates the details of its imple-
mentation (the model structure is expressed by a formal language). Hence,
models are components which communicate via interfaces. An interface is a
subset of elements of the model structure which may be used to exchange
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information among models (for example, the value of parameters, indices or
the overall state of the model). The role of the interfaces has been formally
defined in [39, 63].
3.3 Modeling the conferencing system
In this section we highlight the main aspects related to the conferencing
system which has been the subject of our modeling efforts. In particular, we
refer to the logical IMS entities it implements.
The most important entities for our work are:
• User Equipment (UE): the device used by the conferencing user to
participate in the conference;
• Application Server (AS): the server-side entity responsible for the im-
plementation of the conferencing application logic;
• Media Resource Function Controller (MRFC): the logical entity de-
voted to control operations on media streams according to information
provided by the AS;
• Media Resource Function Processor (MRFP): the entity in charge to
perform media processing by acting as a media mixer.
In Meetecho, the AS provides all the XCON functionality as described in
[15]: the signaling management for the call set-up, the delivery of conference
notifications to participants, the creation and modification of conference in-
stances according to user preferences, the handling of moderation and so on.
Moreover, it acts as a MRFC by managing the MRFP, which is implemented
as a different component that we will call from now on “media mixer”.
In what follows, two different conferencing scenarios are considered: a
centralized conferencing scenario and a distributed conferencing scenario.
The second one has been introduced in order to improve the scalability of
the conferencing framework. A recent implementation of such scenario has
been proposed in [25].
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3.3.1 Centralized Conferencing Scenario
Figure 3.1 presents a simplified view of the system, showing the main IMS
components we mentioned before. We refer to such IMS cloud as to a “cen-
tralized island” of the system, since all signaling messages from conferencing
clients are directed to the same centralized AS (“focus” of the conference)
and hence realize, at the level of the control plane, a typical star topology.
On the basis of the adopted conference blueprint, the AS issues commands
to the media mixer, which is the system entity in charge of performing the
audio and video mixing functions needed to deliver to each conference user
the proper mixed stream, according to her/his preferences as well as to the
supported capabilities of the device she/he uses. The multimedia streams
generated and/or consumed by each participant are in fact always exchanged
with the media mixer, hence realizing a star topology also on the media plane.
The AS and the media mixer can be logically grouped into an integrated
server-side logical entity, called “Conferencing Server”, making available all
the functions needed to provide the conferencing service, both on the control
plane and on the media plane.
AS
MRFC MRFP (media mixer)
Conferencing
Server
Participant
Participant
Participant
Participant
Participant
control dialogs
media dialogs
Figure 3.1: A view of the conferencing system
S2S
channel
S2S
channel
S2S
channel
Figure 3.2: Distributed conferencing scenario
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3.3.2 Distributed Conferencing Scenario
We herein move the attention to the distributed scenario, in which several
centralized conferencing clouds are interconnected and cooperate in order to
provide the conferencing service in a distributed manner (Figure 3.2).
Under the assumption that all conference participants refer to the focus
in the home network of the conference initiator, which we call the “main”
focus, the IMS centralized conferencing solution keeps on working also in
the scenario where the conference participants belong to networks owned by
different telecom operators. Though, in a fully distributed scenario, the above
case should be dealt with by providing each involved network with a specific
focus managing the associated local users who subscribed to the conference.
It is up to the main focus in the conference initiator’s home network to
provide all other focus entities with up-to-date conference information. Such
foreign focus entities thus play a twofold role. On one hand, they act as a
regular conference focus for the participants belonging to their underlying
managed network; on the other hand, they appear as normal participants to
the focus in the conference initiator’s home network.
Similarly, on the media plane, multiplexing/demultiplexing of multime-
dia streams generated by local users is up to each local media mixer. The
resulting stream coming from foreign media mixers to the main media mixer
(i.e., the mixer located in the island where the distributed conference has
been created) is handled in the same way as the media flow of an ordinary
conferencing client. In order to achieve consistency in a conference involving
more islands, a dedicated communication channel exists between each pair of
focus entities participating in the conference (“Server to Server (S2S) Chan-
nel” in Figure 3.2). Such channel is used to exchange conference information,
as well as to manage synchronization issues.
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3.4 Motivation and Related Work
This work is willing to provide a modeling approach to accomplish perfor-
mance evaluation of actual IMS-compliant conferencing platforms in order
to support their design and deployment phases. With this goal in mind,
we start considering the IMS-compliant conferencing framework described in
Section 3.3.
The considered system has been already the subject of a thorough exper-
imental benchmarking campaign carried out on a real testbed [9, 10] aimed
at conducting a performance and scalability analysis of both the centralized
and the distributed architectures. The experimental results showed that, in
a controlled network scenario, as the number of users increases, CPU utiliza-
tion of the centralized server becomes the most critical performance index,
since such server is responsible for the management of both the signaling di-
alogs with each conferencing client and the media streams mixing function.
In particular, managing the media plane turned out to be much more onerous
than controlling the signalling plane. This led to focus on the performance
of the media plane, which definitely represents the limiting factor as far as
scalability is concerned.
The mentioned experimentations required a lot of efforts. For each trial, a
real laboratory testbed has been properly set up and a realistic set of confer-
encing sessions has been reproduced over it. Each such session was actually
instantiated by replaying a proper set of recorded traces associated with ac-
tual conferences and hence mimicking in a reliable fashion the actual behavior
of end-users and servers. This approach does not clearly solve the issue of
assessing as timely as possible (i.e., during the design and capacity planning
phases, before the actual deployment of the numerous infrastructure compo-
nents) the main non-functional features of a conference, like performance and
dependability. This clearly calls for a need to make available a set of flexible
tools for the assessment of the aforementioned requirements, which naturally
lend themselves to a multidimensional, multi-faceted characterization.
A common approach to performance evaluation of networked systems
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which does not require real testbed implementations is of course based on
the usage of network simulators. Nevertheless the current leading network
simulators (such as ns-2, ns-3, OPNET Modeler, etc.) do not offer complete
support for IMS [83]; in particular, they do not support the modeling of the
media plane through embedded components, but usually rely on third-party
implementations of some of the required IMS media plane functions. Com-
pared with the experimental and the simulation approaches, formal modeling
presents several advantages. It allows for performance evaluation and per-
formance prediction thus supporting the early phases of the development of
the system and providing the possibility to easily evaluate several conference
blueprints. This also allows for sensitivity and stability analysis on a num-
ber of parameters, including those associated with Quality of Service, which
gives the service providers an effective means to plan and schedule confer-
ences according with the expected QoS levels. A further advantage in using
formal modeling is the possibility to model and analyze anomalous behav-
iors due to attacks, faults, overloads or degraded operating modes. Here
we mainly address the aspects related to the scalability and performance of
the system. Several works can be found in the literature aiming at mainly
analyzing access control and protocols by developing formal models, but fo-
cusing on security [45], protection [78, 55], dependability [44] and protocol
validation [48]. To the best of our knowledge there are not many attempts
at modeling the IMS-compliant conferencing frameworks specifically oriented
towards the study of the media plane.
Multimedia conferencing systems have already been a playground for the
application of formal modeling. Several works focused on the orchestration
of the different building-blocks a multimedia conferencing platform relies on,
as it is the case in [21]. In the cited work, the authors mainly use Petri Nets
and related modeling languages to perform composition correctness valida-
tion. Other researchers leverage Petri nets to model conferencing media
flows characteristics, as well as time synchronization mechanisms. These ap-
proaches are definitely more relevant to our work, since we are concerned with
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media plane modeling rather than compositional aspects. In [65] authors use
Timed Petri Nets (TPNs) to properly describe the temporal scheduling of the
multimedia presentation process, within the inter- and intra-streams synchro-
nization constraints. TPN models of such mechanism are used to support the
implementation of a system capable to control streams synchronization in a
video conferencing application. As opposed to the mentioned work, we do
not analyze media streams management to drive the construction of a system
from scratch, but rather to model the workload of an existing conferencing
media mixer and study its performance.
Since our goal is to provide a flexible tool for the evaluation of perfor-
mance and scalability, we use SAN models to describe the conferencing server
behavior, while dealing with users mixing preferences and coping with the
diversity of the involved media and related codecs. SANs are more suit-
able than TPNs to our aims because of their modeling power and efficiency.
Specifically, they provide the basic modeling mechanisms to easily integrate,
in the models, data structures representing messages, as well as to replicate
and compose submodels.
The focus of this work is on both scalability and performance aspects
of the system. The analysis is carried out by alternately varying: a) the
scenario (centralized vs distributed); b) the number of participants; c) the
kind of deployed conference (e.g., presence/absence of the moderator, pres-
ence/absence of transcoding mechanisms). From now on, for the sake of
simplicity, we consider conferences with only audio streams (audio confer-
ences): this simplification allows us to better explain our approach without
losing in generality.
3.5 Model Development Process
The modeling approach is founded on well known principles: it is composi-
tional and hierarchical, and promotes model reuse. In particular we refer to
the OsMoSys modeling methodology [86] which was born to support compo-
sitional and multiformalism modeling. Here we do not exploit multiformalism
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but we rather take advantage from the separation between interface and im-
plementation of submodels. The IMS-conferencing case study requires that
a clear separation of concerns is adopted in modeling the behavior of the dif-
ferent entities of the framework. Moreover, the heterogeneity of devices, the
variability of the number of participants and the need for scalability suggest
that proper solutions must be found to provide the modeling approach with
the necessary flexibility. Possible answers to these issues are proposed:
1. separation of concerns: the first step of the model development process
is to define the behavioral levels of the system. They will be modeled
in isolation and then composed through model interfaces.
2. enabling model reuse: we propose to extend the OsMoSys methodology
by introducing the concept of Model Template in order to easily define
a family of models sharing part of their definition and allowing for
parametric specification of some elements of the models themselves.
3. dealing with model scalability: the simulation time and space occupa-
tion needed to solve the models are very high as the number of partic-
ipants increases: we propose two solutions to this issue, described in
Section 3.7.
3.5.1 Separation of Concerns: Modeling Levels
In Figure 3.3 the structure of both the Participant (Client Side) and the
Conferencing Server (Server Side) entities is shown. Since we deal with per-
formance and scalability analysis of the system, we concentrate the modeling
efforts on the media plane: in fact, as remarked in Section 3.4, experimen-
tal campaigns showed that operations like transcoding and mixing of the
participants’ media streams are the most demanding ones in terms of re-
quired resources and hence have the strongest impact on the overall system
performance.
Client Side is composed by the following levels.
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user
application
device
access
network
device
access
network
Client Side
Server Side
management
Figure 3.3: Reference modeling schema
• User: at this level the media streams are produced (output streams) or
consumed (input streams). The user is characterized by the role she/he
plays in the conference (moderator, speaker, observer, etc.) and by the
load that she/he produces.
• Application: at this level the streams are encoded/decoded. For ex-
ample, the application samples and encodes the audio signal coming
from the user’s microphone. The production rate of the messages de-
pends on the type of encoding (i.e., codecs adopted), as well as on both
the power and the number of CPUs.
• Device: this level is in charge of bundling output streams into packets
or viceversa (i.e., assembling input streams). At this level the features
of the participant’s communication device (the User Equipment) are
taken into account. The main parameters are the power and the number
of CPUs.
• Access network: it represents the access network of the device and
is characterized by its connection speed.
Server Side levels are the following ones.
• Management: it includes the server-side functionality for the pro-
visioning of the conferencing service on the media plane in each cen-
tralized conferencing cloud. More precisely, as already mentioned, we
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skip the modeling of the Application Server component, while stressing
the details of the media mixer component in charge to perform media
streams management on the basis of the particular kind of conference.
• Device: the same as the client-side’s one.
• Access network: the same as the client-side’s one.
3.5.2 Enabling Model Reuse: Components and Tem-
plates
The OsMoSys methodology may be very effective in modeling the conferenc-
ing system since a component-based approach emphasizes the separation of
concerns. Nevertheless, the problem we deal with is characterized by a vari-
able number of peers (Conferencing Servers and/or Participants), as well as
by the heterogeneity of the involved applications and devices. Hence, we need
mechanisms to easily provide a specification for generating models based on
parameters. With this aim in mind, we explore the possibility of extending
OsMoSys by defining model templates.
Model Templates may introduce a powerful feature in formal modeling,
since they allow to specify with a single model description an entire family
of related models, called template models. Similarly to Class Templates
introduced by several programming languages, Model Templates require one
or more type parameters to specify how to generate a specific instance. The
type parameters refer to the type of one or more elements of the model
structure, including the type (i.e., the Model Class) of submodels. It is also
possible to use non-type parameters, e.g., to specify the number of replicas of
a subset of elements (including submodels). The complete definition ofModel
Templates in OsMoSyS is part of an ongoing work. We define and exploit a
specific case of non-type parameters. The formal definition and application
of type parameters are out of the scope of this work.
Some research papers have been published proposing template based ap-
proaches, all limited to some extent: in [92] typed parameters template are
Model Development Process 56
introduced for Petri Nets models. In [22] the focus shifts onto Stochastic Ac-
tivity Networks and on the possibility to change the behavior of the model
according to non-type parameter values. Other works focus on the possibility
to both replicate and join submodels inside a compositional approach [82, 31].
To the best of our knowledge, there are no works aimed at defining a generic
modeling approach in which formal models are templates developed in terms
of type and/or non-type parameters that can be specified at instantiation
time.
In order to define the Model Templates according to the OsMoSys nota-
tion, some preliminary definitions are due. Formally, a Model Class MCF is
a triplet (T, S, SM) where: T is the class name, S is the graph structure of
the class, SM is a set of submodels. MCF is compliant with a formalism F
and its structure S is a graph of elements of F . Specifically, from now on
we will call N the set of nodes and E the set of edges of S. For example, if
a Model Class is compliant with the Petri Nets formalism, its structure will
comprise Place, Transition (the nodes of the graph) and Arc (its edges).
It holds: S = ExternalS ∪ InternalS; ExternalS ∩ InternalS = ⊘ where
ExternalS is the subset of the interface elements of the Model Class and
InternalS is the subset of elements that are encapsulated by the class.
Let us define a Model Template MTF as a pair (MCF , PAR) whereMCF
is a Model Class and PAR is a set of non-type parameters:
PAR = {p1, p2, . . . pn}, n > 1.
A non-type parameter is a triplet pi = (li, SSi, fi), where li is the name
of the parameter; SSi is a subgraph of S, SSi = (NNi, EEi) with NNi ⊆ N
and EEi = {e = (m,m1) ∈ E|m,m1 ∈ NNi}.
A synthetic notation for the Model Template is MTF < l1, l2, . . . ln >.
An instancing function is fi : N −→ M1F where M1F is the set of the
Model Classes compliant with the formalism F .
An instancing function fi must specify how the Model Template should be
(automatically) instantiated by using the non-type parameters. A synthetic
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Figure 3.4: A Model Template example
notation for an instance is MTF < v1, v2, . . . vn > where vi is the value on
which fi is computed.
An example is depicted in Figure 3.4, in which a simple case of replication
is shown. A Model Template is on the left (Figure 3.4(a)), let it be:
MTsample = (MCsample, {pn, pm})
where: pn = (n, SSn, fn) and pm = (m,SSm, fm) are the non-type param-
eters. The subsets of the model structure in the dashed boxes (SSn and SSm)
may be replicated and a template model may be generated by providing the
value of the two non-type parameters. Both subnets include a submodel (the
white square). The Model Template is denoted by MTsample < n,m > while
the template model is denoted by MTsample < 2, 3 > and is shown in Fig-
ure 3.4(b). The model is obtained by specifying the values 2 and 3 for the
number of replicas of SSn and SSm, respectively
1. The instancing functions
must be provided in order to state how the template models have to be gen-
erated. In this example we use a simple instancing function that copies a
sub-graph as many times as indicated in the parameter value: all the replicas
are then connected to the rest of the model by replicating arcs connecting the
sub-graph with the rest of the structure, too. In the example, the subgraph
SSn and the arc from A to D are replicated twice. Of course, a renaming
function is also needed to avoid conflicting names.
1Note that E is an interface element: this approach can be used to replicate model
interfaces, too.
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In the next section, the modeling approach herein described is exploited
to develop a library of the models associated with the IMS-compliant con-
ferencing framework. Such library contains both Model Classes and Model
Templates, compliant with the SAN formalism, that must be customized and
instantiated according to the different available conference blueprints.
3.6 Developed models
This section details how the modeling approach described in Section 3.5 is
applied to generate the SAN models of the conferencing system. Models are
described according to a bottom-up approach. First, we introduce the mod-
els realizing each level of the conferencing system in isolation (Figure 3.3).
Then, we show how they are composed in order to obtain the models of
both the Client Side and the Server Side. Some of the models described in
this Section are template models, since they are obtained by instantiating
specific Model Templates (specifically, User, Management, Client Side and
Server Side). The subnets we will introduce to perform the composition in
Par. 3.6.4 are template models, too. The remaining models (Application,
Device and Access Network) are not templates. For the sake of conciseness,
only the formalization of the User Model Template, according to the nota-
tion presented in Par. 3.5.2, is reported in the following. We describe only
the upper layers. Other layers description can be found in [57].
3.6.1 User Level
In the conferencing context a user has the same behavior independently from
the specific medium she/he uses (audio, video, etc). This behavior may be
modeled by a state machine: a User Model Template that produces and con-
sumes a generic multimedia stream UserSAN = (UserMCSAN , {(K,S, fK)})
is shown in Figure 3.5, where UserMCSAN = (userMedia, S,∅): the SM
set of UserMCSAN is empty and fK is the instancing function described in
the previous Section. User has one parameter K that represents the num-
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ber of the media streams related to the user. Note that SSK=S, i.e., this is
the trivial case in which the entire structure of UserMCSAN must be repli-
cated. Hence, UserSAN < 1 > coincides with the Model Class UserMCSAN .
In order to show the flexibility of this mechanism, Figure 3.6 shows the tem-
plate model UserSAN < 2 > modeling a user who makes use of both video
and audio.
The interface of this model is represented by the two placesMediaInbound
and MediaOutbound, respectively for inbound and outbound traffic. The
user may be in a Producing or in a Waiting state (i.e., “talking” and “not
talking” for the audio media) represented by ordinary places. The timed
transitions (P2W andW2P) model the switch between the two states. When
the transition P2W fires, a token is removed from the MediaOutbound place
by the output gate OG0. On the contrary, when the transition W2P fires, a
token is added to the place MediaOutbound by the gate OG1.
SSk
Figure 3.5: The User Model Template
Figure 3.6: The audio conference user model
3.6.2 Application Level
At this level, we model the behavior of the encoding and decoding processes,
on both Client and Server Sides. For each medium associated with the Par-
ticipant, two different models are created, one for each stream direction:
inbound-decode and outbound-encode. Therefore, we have a number of in-
stances of the inbound and outbound Application model depending on the
media enjoyed by the participant The two patterns of inbound and outbound
application models are depicted in Figure 3.7 and Figure 3.8, respectively.
The former model is able to maintain a token in the output place starting
from a set of structured tokens (messages) arriving at the app in place. The
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Figure 3.7: The inbound Application model
Figure 3.8: The outbound Application model
latter is instead devoted to the production of structured tokens to be put
into the app out place, with the presence of an incoming media flow being
represented by a token in the input place. In detail, the interfaces of the in-
bound application model are represented by the places output and app in: a
structured token in app in indicates the presence of a message ready to be
decoded; after the decoding process (that keeps the CPU busy), the decoded
data are ready to be played out. On the left of the image there is a watchdog
that is responsible for maintaining the token in the output place: two places
playing and noPlaying with the connected transitions and gates implement
the state machine related to the watchdog.
A specular behavior is manifested by the outbound application model.
A token in the input place indicates the presence of an external flow that
needs to be encoded. In this case, IG1 enables the sampling transition that
fires after a sample length and produces a new sample in the samples place.
Upon arrival of a specific number of tokens in the samples place, depending
on the encoding standard used, IA1 is enabled and, if the CPU is not busy,
the generation of a message is activated. After a predefined processing time,
Tcpu fires and the message is made available at the output interface app out.
3.6.3 Management Level
The Management level is specific to the Conferencing Server and it is not
present in the model on the Client Side. This level is responsible for transcod-
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Figure 3.9: The Server Side Management additional model
ing between the different media codecs adopted by participants, as well as
for forwarding messages to them, by relying on stored information about the
conference (that the Conferencing Server needs to keep in memory). The
overall model of this level instantiates the aforementioned application model
templates (inbound and outbound) to transcode messages, in conjunction
with another model, described in this paragraph, that deals with the gen-
eration and transmission of messages. The overall Management model, like
the application models, is specific to the particular media and can hence be
instantiated ST times (ST being the number of media streams involved in
the conference). Figure 3.9 depicts the SAN representation of this additional
model.
Given its function, the additional model offers two interfaces to the de-
vice level (app in and app out), as well as four connection points with the
inbound application model (app in inbound and decodedMessages) and with
the outbound application model (samples outbound and app out), both used
for potential messages transcoding. When a new message arrives at the server
application level on the interface app in, IG1, IA1, OG1 check whether the
codec used in the message is the standard codec chosen for the conference. In
this case the message is put into the decodedMessages place; otherwise, it may
be transferred to the inbound application model through the app in inbound
place. The transcoded messages produced by the inbound application model
are put into the decodedMessages place, where the CPU finds only messages
encoded with the standard codec, which are elaborated and sent to all par-
ticipants through OG2. Before putting messages into the app out place, the
server checks the codec of choice for each participant and, if not consistent
with the standard one, it puts the samples into the samples outbound place
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(connected to the outbound application model) for the correct message en-
coding.
3.6.4 Composing Model Stacks
The aim of this Subsection is twofold: it first shows how composition has been
applied and then how it has been implemented in the Mo¨bius framework [33].
A two-level composition strategy has been implemented: an “intra-stack”
composition to create Participant and Conferencing Server composed mod-
els, and an “inter-stack” composition at a higher level to create the overall
conferencing system model. The “intra-stack” compositions representing the
Client Side and the Server Side model stacks are shown in Figure 3.10 and
Figure 3.11, respectively.
User<K>
app_in_1
Participant<N,M>
access network
...
app_in_N app_out_1 app_out_M
device
Figure 3.10: Client Side stack Model Template
Starting from the top of Figure 3.10, the Model Template described in
Subsection 3.6.1 is used inside the User level according to the parameter
K (the number of involved media). At the Application level, several mod-
els described in Par. 3.6.2 are used. The number of inbound and outbound
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app_in_1
Management<X>
access network
app_in_X app_out_1 app_out_X
device
Figure 3.11: Server Side stack Model Template
application model replicas is determined from N and M, representing, re-
spectively, the number of received and transmitted media streams. The two
values of N and M can be different (and not equal to K) in those cases when
a client is producing but not receiving a specific medium (like, e.g, for a mo-
bile phone, not equipped with a camera, which is not capable to generate
its own video stream, but can nonetheless receive video sent by other par-
ticipants). In the simplest case of an audio conference where all participants
can both listen and speak we have K = M = N = 1. Both at device and
at access network levels, two models, according to the direction of the media
flows, are instantiated. It is clear that the whole Participant model is itself
a Model Template since entire submodels can be replicated. Figure 3.11 de-
picts the “intra-stack” composition at Server Side where the different part
is represented by the Management model (since Server Side and Client Side
use the same Device and Access Network models). The model is in charge
of representing the Conferencing Server’s audio and video mixing functions:
in order to capture such concepts, the model is built by using hierarchical
composition. In fact, transcoding media streams may be necessary depend-
ing on the adopted encoding-decoding formats, as well as on the capabilities
of the involved devices. Encoding and decoding are modeled by using the
application model templates (respectively app out and app in) described in
the previous paragraph. These are model templates in X parameter, that is
the number of the different encoders and decoders used in the conference.
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The “intra-stack” composition is performed by place superpositions, where
it is naturally possible, or by using some interconnection SANs: Figure 3.12
shows the Model Template of the interconnection network between device
and application models on the inbound branch of both Participant Side and
Server Side. Figure 3.13 shows the real instantiation obtained by replicating,
for two media (audio and video), the SSn subgraph. The latter model al-
lows to connect the device level of a Participant/Conferencing Server to the
two inbound application models. It basically represents a simple messages
separator, working in accordance with the media to which they refer.
SSn
Figure 3.12: The Device-to-Application com-
position network Model Template
Figure 3.13: A Device-to-Application compo-
sition network model
The “inter-stack” composition, starting from the definition of conference
deployment (in terms of the number of conference participants, as well as
overall Conferencing Server configuration), joins all the instances of the peers
stack model (Participants and Conferencing Server) through a proper net-
work, on the basis of a provided topology.
The two composition steps described above are implemented into the
Mo¨bius framework by means of the Rep and Join operators [33]. The set of
participants is created by replication and instantiation of the entire Client
Side model stack. Figure 3.14 shows an example of an overall composed
model of a centralized audio conferencing system. The “intra-stack” compo-
sition has been implemented through the participant and server Join mod-
els. Similarly, the“inter-stack” composition is given by the combined action
of both the Rep (to replicate participants) and the system Join model (acting
as a top level joining all the involved entities). To identify single participants,
by assigning a specific id to each of them, a simple idAssignment model has
been implemented. This model is similar to the one proposed in [31] and
allows to associate an index to each participant instance. Indeed, having
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intra-stack composition intra-stack composition
inter-stack composition
Figure 3.14: The overall composed system model
non-anonymous participants is critical when, for example, a measure on a
specific instance is requested or a different behavior must be modeled for it.
The composition SAN is in this case trivial, since different models have to
share some communication places.
3.7 Dealing with Model Scalability: Stub and
Reduced Models
The composed model of a complete conferencing system, shown at the end of
the previous section, requires increasing simulation time and memory space
during the solving phase and thus call for the introduction of scalable solu-
tions. These problems are due to the huge use of extended places containing
data structures arrays that need a high start time to be solved. A possible
solution relies on storing data in a database, while keeping in memory just
the references to the tuples. However, this strategy is not effective enough
for our scope because it just helps overcome the memory consumption is-
sue, while leaving unaffected the computation time. Therefore, we herein
propose two different approaches to face scalability issues: (i) stub models,
that replace some levels of peer stack with simplified models, and (ii) reduced
models, that take the place of the entire peer stack. These two techniques are
not mutually exclusive and can be jointly used to model the system. They
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introduce different approximation levels that we have analyzed by means of
simulations. We show the obtained results in the following section.
3.7.1 Stub Model
A stub model, as in software development techniques, may simulate the be-
havior of an existing, more detailed, model or be a temporary substitute for
a yet to be developed model, hence reducing the complexity of a complete
one. The stub models can be used to perform analysis at a precise level
among those previously identified, by simulating the behavior of the remain-
ing ones. The use of stubs is simplified by the layered nature of system and
models, as well as by the compositional nature of the modeling methodol-
ogy: clearly, a stub for a generic model layer must exhibit the same interface
of the models it replaces. Stub models, like the complete one, do not prevent
from identifying the single participant and assigning it a different behavior.
They also reduce memory occupation for the complete stack; though, as it
will be shown in the following, they still entail a significant computational
complexity. The approximation introduced by a stub model is proportional
to its ability to represent the missing levels: the greater the accuracy of the
model, the lower the error on results. The adoption of stubs can be useful for
two different purposes: i) to focus on the model of a specific level, in which
case a stub acts as a substitute for the models of the lower levels; ii) to build
a smaller scale model of the overall conferencing system, by considering just
one or few levels both for participants and for the server.
3.7.2 Reduced Model
In many cases the analysis of a conferencing system is conducted to calibrate
or to estimate the performance features of the conferencing server: in these
cases we can ignore the identification of each single participant, hence allow-
ing for more participant stacks to be collapsed into a reduced model. The
reduced model is here presented: it can be connected directly to the Confer-
encing Server model stack and it generates the load related to n participants
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Figure 3.15: The client reduced model
without instantiating all of them. This model is depicted in Figure 3.15:
(i) the distribution function of the production transition models the aver-
age rate with which messages are produced by a single participant; (ii) the
activeClients place is used to store, at each instant of time, the number of
transmitting participants; (iii) the verifyClients input gate checks the pres-
ence of at least one token in the associated place and is used to either increase
or decrease the number of active participants, for example in case of configu-
rations involving moderation; (iv) the generateMessages output gate injects
packets into the network. This simple model introduces an acceptable ap-
proximation in the evaluation of server-side performance, with reasonable
complexity, as well as reduced memory occupation, as demonstrated in the
next Section. Though, it does not allow to conduct performance evaluations
at the client side.
3.8 Evaluation of the Proposed Approach
This Section assesses the proposed approach by means of experimental cam-
paigns. Our objectives are: i) validation of the proposed models through a
comparison with real data; ii) assessment of the scalability of the modeling
methodology; iii) analysis of its power and flexibility when addressing differ-
ent conference configurations (e.g., with/without transcoding, with/without
moderation, etc.).
To this purpose and according to related works [9, 10] we choose CPU us-
age of the Conferencing Server (for an audio conference) as a key performance
indicator. Such measure is usually computed with respect to the number of
participants connected to the conferencing system. Before showing the re-
sults of our analysis, a description of the system configuration parameters
used in the trials must be given (Table 3.1). For the sake of coherence, such
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Table 3.1: System parameters
Parameter Description Value
pkts per msg Packets generated at device level for
each application level message.
1
sample len Duration of a single audio sample (ac-
cording to G.711 specification).
0.125 ms
samples per msg Samples contained in an application
level message (according to G.711
specification).
160
sample dim Dimension of an audio sample 8 bit
app in Tcpu mean
app out Tcpu mean
Mean CPU time needed to de-
code/encode a message at the appli-
cation level.
1.3E-4 ms
app in Tcpu var
app out Tcpu var
Variance of CPU time needed to de-
code/encode a message at application
level.
1.3E-5 ms
mngmt Tcpu meanMean of CPU time spent by the server
to generate a single application mes-
sage
1.3E-4
ms/msg
mngmt Tcpu var Variance of CPU time spent by the
server to generate a single application
message
1.3E-5
ms/msg
dev Tcpu mean Mean CPU time to decom-
pose/recompose a message at device
level.
0.6E-6 ms
dev Tcpu var Variance of CPU time to decom-
pose/recompose a message at device
level.
0.6E-7 ms
net band Upstream/downstream bandwidth
needed for a message
67 Kbit/s
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parameters have been chosen according to the above cited works. The first
two objectives are fulfilled in Subsection 3.8.1 and the third one in Subsec-
tion 3.8.2
3.8.1 Validation with Real Data
This group of simulations aims at demonstrating the equivalence between our
models and real experimental data. In order to achieve this goal, we com-
pared the estimated CPU usage obtained by solving models with the values
reported in [9, 10]. This validation requires a high level of scalability in terms
of number of participants: for this reason, we introduce at first a compara-
tive analysis of the complete model with stub and reduction approaches to
evaluate their scalability features.
Figure 3.16: Scalability analysis: CPU usageFigure 3.17: Scalability analysis: simulation
time
Complete vs stub vs reduced model. Based on the specific well-defined ref-
erence scenario, the three models are compared: a complete model obtained
by composing the server stack with the replicas of the participant stack; a
model obtained by substitution of the device and access network levels with
stub SAN models; a model built using reduction techniques as defined in
Section 3.7. The accuracy of the stub and reduced models compared to the
complete one, that is the estimated CPU usage of the Conferencing Server
against the number of connected participants, is reported in Figure 3.16.
The simulation times associated with these studies are instead reported in
Figure 3.17. The two analyses have been conducted for a number of par-
ticipants between 5 and 110: a quick look at the graphs tells us that the
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reduced model is able to analyze up to 110 participants within reasonable
simulation time. The complete model is instead capable to arrive at a max-
imum of 75 participants on the computer used for the simulation (Intel(R)
Core(TM) 2 Duo @ 2.53GHz, 2 GB RAM) due to RAM saturation during
the solving phase. The reduced model scales very well in simulation time
and, according to the first diagram, it is also as accurate as the complete
model for the considered conference scenario. The drawback in its use re-
sides in the potentially unsatisfactory level of detail: some analyses that
require non-anonymous participants (e.g., the QoS of the conference as per-
ceived by end-user), cannot be conducted because of its limited description
of the participants’ model stacks. On the contrary, a stub solution seems to
best strike the balance between accuracy, simulation time and level of detail.
In particular, the considered stub models superpose communication places
without introducing CPU effort at device and network levels: the accuracy
can be further improved by constructing more realistic (yet less performing)
stub networks.
Figure 3.18: Reduced model vs real data: centralized scenario
Reduced model vs real data. We compare the solutions obtained with
the reduced model with the real experimental data for the two different
configurations described in Section 3.3: a) centralized scenario, where a single
focus acts as the Conferencing Server for a number of participants varying
from 25 and 300; b) distributed scenario, where a “two islands” configuration
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is used for load balancing purposes (150 participants per focus). The results
are reported in Figure 3.18 and Figure 3.19, respectively. In both scenarios
the reduced model fits well the real measured data.
Figure 3.19: Reduced model vs real data: distributed scenario
3.8.2 Evaluating Power and Flexibility
So far we have validated our approach both in terms of accuracy of the results
and scalability. The next two experiments point out the power and flexibility
of the proposed modeling approach by evaluating the system’s performance
under different conference configurations. More precisely, we evaluate the
effects of moderation and transcoding on the CPU usage of the central Con-
ferencing Server for an audio conference. The aforementioned experiments
are conducted by varying two key simulation parameters: the probability of
being muted by the moderator and the probability of a flow to be transcoded.
For both of them, we employed complete models, limiting to a value of 50 the
number of participants. In the performed simulations, all participants use
identical devices and present the same probability to talk and probability to
have their flows be transcoded. However, the adoption of a complete stack
model allows us to assign different behaviors and different devices to each
user. This paves the way for further analysis that can be realized by intro-
ducing heterogeneity in the composition of the participants set. Moreover,
this enables future works on performance studies conducted from a user’s
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perspective, by focusing on parameters like, e.g., the performance of user
devices, endpoint CPU utilization, perceived delay, etc..
Complete model: moderation-based conference. In this study, starting
from a sample conference, we evaluate the difference between the CPU usage
of the Conferencing Server either in the presence or in the absence of moder-
ation. According to the User model described in Section 3.6, the evaluation
can be characterized by the Prel parameter, that is the probability to release
a conversation when talking (or, similarly, to be muted by the moderator in
a moderation-based conference). Several values of the Prel parameter have
been used for the analysis. Figure 3.20 and Figure 3.21 show the results of
these simulations, by highlighting a reduction on the CPU usage as long as
the Prel parameter increases. This is clearly due to the reduced number of
incoming audio flows to be processed.
Figure 3.20: CPU usage vs number of users
for different Prel values
Figure 3.21: CPU usage vs Prel for different
conference sizes
Complete model: conference with transcoding In the last experiment we
evaluate the potential impact due to the presence of transcoding. We suppose
that a portion Cdtrcd of participants does not need any transcoding, while
the remaining part requires that the Conferencing Server transcodes messages
(which increases server CPU usage). Several values of Cdtrcd have been used.
The results are shown in Figure 3.22 and Figure 3.23. We can notice how the
CPU workload is progressively lighter as long as the number of participants
needing server-side transcoding decreases (i.e., by increasing the value of the
Cdtrcd parameter).
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Figure 3.22: CPU usage vs number of users
for different Cdtrcd
Figure 3.23: CPU usage vs Cdtrcd for differ-
ent conference sizes
Chapter 4
Real-time applications and
infrastructure part II: ongoing
standardization work
4.1 Introduction
Real-time multimedia communications over the Internet will assist to a ma-
jor breakthrough in the near feature. Both IETF and W3C (World Wide
Web Consortium) are jointly working on the definition of a new architecture
enabling browser-to-browser interactive communications. Two cooperating
working groups are committed on such a task: the IETF RTCWeb (Real-
Time Communication in Web-browsers) WG and the W3C WebRTC (Web
Real-Time Communications) one.
On the other hand, multimedia web conferencing standardization efforts
are focusing on standard architectures enabling interoperability among telep-
resence systems, where new needs arise for the comprehensive metadata de-
scription of media streams and for the management of an increased number of
contemporary media flows. The IETF CLUE (ControLling mUltiple streams
for tElepresence) WG is dealing with these issues.
Both the ongoing works are strictly interconnected since major decisions
on common issues, such as the standardization of media stream multiplexing
[47], will affect both the activities’ outputs.
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In this chapter we provide an overview of the current efforts, by focusing
in particular on telepresence activities we are involved in.
4.2 Real-time communications in the Web
Integrating interactive multimedia features in web browser could let real-time
communications over the Internet dramatically increase, thanks to browsers
diffusion.
In order to pave the way for interoperability, and in order to make that
kind of communication available to as many users as possible, researchers
start to work on the definition of a standardized architecture.
The idea is to define a W3C API for Web applications running on any
device that makes them able to send and receive real-time media streams
and data in a peer-to-peer fashion between browsers.
While the W3C WebRTC WG is more focused on the definition of the
application-level local responsibility, the IETF RTCWeb WG concentrates
on the protocols interactions between remote nodes. However, at the time of
writing, there is no clean separation between the two standardization efforts
and they proceed hand in hand.
The to-be-defined W3C API allows browser and client-side scripting lan-
guages to interact with the local media capture devices (mics, web cameras,
and the like), with encoders and decoders and with local transmission func-
tions. It will likely expand HTML5 specification which already represents an
enabling technology for real-time multimedia streams flowing from servers to
browsers.
The architectural model is the browser RTC trapezoid reported in Fig-
ure 4.1 [54].
The upper part is the representation of application layer, exploiting the
so-called Open Web Platform technologies (HTML, CSS (Cascading Style
Sheets), the DOM (Document Object Model ) convention, JavaScript, and
scripting APIs). Application providers deliver HTML pages via HTTP or via
Web sockets. Browsers execute the embedded JS code and perform the ren-
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Figure 4.1: The RTCWeb architecture
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dering as indicated by the CSS stylesheets associated with the page. Scripting
APIs let application programmers exploit browsers capabilities. Indeed, as
soon as new functions are added to a browser, the W3C devices novel APIs
to expose such functions to developers.
The lower part interests browser-to-browser communication both for the
media streams, flowing directly between browsers, and for the signaling
needed to control the media path.
The media path instantiation goes through complex interactions. First,
the caller browser interacts with the caller JS application via the JS API.
Then, the caller JS application interacts with the application server. The
application servers contacts the callee JS application, which, in turn, interacts
with the callee browser via the JS API again.
4.2.1 Signaling: the JSEP protocol
The RTCWeb philosophy envisions to standardize how to control the media
plane while leaving the signaling plane to the application layer. In that way,
applications can use the signaling protocol they prefer.
This approach has been formalized into the JSEP protocol (Javascript
Session Establishment Protocol) [84].
According to such a model, the key information that needs to be ex-
changed between the browser and the controlling JS application is the media
session description, specifying transport and NAT traversal information, the
involved media and related metadata (type, format and configuration pa-
rameters). The negotiation of the media session between browsers will be
handled with the chosen signaling protocol on the application layer. The sig-
naling state machine runs on the application server side, rather than on the
browser. In that way, if the user reload the web page, the server can simply
push the current state back down to the page and resume the call where it
left off.
JSEP provides the standard interface an application needs in order to
(i) deal with the session descriptions and (ii) to interact with the ICE state
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machine 1 for the NAT traversal runned into the web browser.
4.2.2 The WebRTC API
The WebRTC API [19] has to provide to web applications several functional-
ity, starting from connection management, negotiation and control of media
streams, encoding and decoding capabilities, and NAT-traversal. The afore-
mentioned functions need to be implemented in next generation browsers,
but the specifications have not reached yet a stable state. For example, there
isn’t yet a decision regarding which audio and video codecs the browser must
adopt. The API is being designed around three main concepts:
• PeerConnection: the abstraction of the peer-to-peer channel between
web browsers. Once the calling browser establishes a peer connection,
it can send MediaStreams objects directly to the remote browser.
• MediaStream: the abstract representation of a media stream. It serves
as a handle for managing elaboration on the media stream such as dis-
playing, recording, or transmission. A MediaStream can be extendend
to represent a “LocalStream”, i.e., the representation of audio or video
streams that have been locally captured, or a “RemoteStream”, i.e., a
stream arriving from a remote peer.
• DataChannel: the abstraction of a generic peer-to-peer transport ser-
vice between browsers for non-media data types.
All media and data streams will always be encrypted. Media transmission
is envisioned to be carried upon SRTP (Secure Real-time Transport Protocol)
and by using DTLS (Datagram Transport Layer Security) as an SRTP key
and for association management. On the other hand, SCTP (Stream Control
Transmission Protocol) over DTLS will be used to handle non media data
types.
1ICE (Interactive Connectivity Establishment) is a standard NAT traversal protocol.
Next-generation browsers are supposed to implement it in order to overcome NAT traversal
issue.
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4.2.3 RTP multiplexing
In a multimedia session, each medium is typically carried in a separate RTP
session with its own RTCP packets. However, to overcome the issue of open-
ing a new “hole” for each stream used, the IETF is working on possibly
reducing the number of transport layer ports that RTP-based real-time ap-
plications consume by combining (that is, multiplexing) multimedia traffic
in a single RTP session [47].
Such a mechanism is currently under analysis. It will affect also the
approach to be used to translate media session description information into
the selected signaling and negotiation protocol.
4.2.4 Security considerations
The RTCWeb approach and related architecture definitely represent a new
challenge in the world of telecommunications because they allowWeb browsers
to directly communicate with little or no intervention from the server side.
This is extremely challenging because it requires that we consider several is-
sues, among which trust and security play a fundamental role. With respect
to this last point, a new set of potential security threats comes to the fore
when we allow direct browser-to-browser communication.
First, security should be handled in the same way as with other network
protocols (such as SIP) that allow for direct communication between any
two endpoints. Second, mechanisms must exist that let users verify consent
before the actual call starts. Consent verification should be directly enforced
by the browser aiming at initiating communication with a potential peer.
Finally, RTC scenarios through the Web clearly call for the browser to
interact on a deep level with the node on which it resides to access local
audio and video devices.
Access policies must be defined that potentially involve some form of user
consent, to avoid privacy issues.
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4.3 Telepresence
Telepresence refers to the set of technologies allowing for a real-time com-
munication among several remote participants which gives participants the
sensation of being in a same phisical shared environment. The main aim of
the involved technologies is the one of providing users with the effect of be-
ing present at a place other than their true location. This is what is called a
“being-there” experience. Users have to be immersed in a properly equipped
room providing them with multi-sensorial stimuli replicating in space and
time what is going on in the remote location they are connected to. The
equipment within the room itself must be able to capture and send all the
information needed to allow a high-fidelity reproduction at a remote site of
local participants’ movement, voice, appearence, background sounds, and the
like. This can be accomplished by using special designed room with, for ex-
ample, multiple displays permitting life size image reproduction, multiple
cameras, microphones and loudspeakers.
4.3.1 Differences between telepresence and plain web
conferencing
Video conferencing can be seen as a basic way of doing telepresence. How-
ever, it is not conceived at the outset to provide an immersive experience to
participants. Participant’s high quality video is certainly one of the main me-
dia stream a telepresence session involves. Nonetheless, telepresence sessions
ends up to be made of more media streams than a typical video confer-
ence. Telepresence rooms are equipped with several capture devices wisely
distributed to best capture the local scene from multiple view points. Each
of these streams should be sent to the remote site in order to make it able
to chose the set of stream that fits best with its rendering capabilities, i.e.,
the displays and loud-speakers installed at the remote room. Among an in-
creased number of received media streams, remote sites need to be able to
understand the content of the media streams in order to consciously select
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the most suitable combination they desire to be provided with. Moreover,
the spatial distribution of the capturing devices at the sending site should
be communicated to the receiving site in order to let it better duplicate the
source environment. Spatial information about the issued media streams
need to travel along with them. These highlighted needs are those that
mainly differentiate plain web conferencing from telepresence applications.
4.4 Overview of the IETF CLUE framework
for telepresence
Similarly to the case of conferencing, the need for standardization activity
in the field of telepresence arises to address interoperability issues. Sev-
eral proprietary telepresence systems exist by now, but they are not able
to easily interoperate. Although they are mainly based on open standards
(SIP, H.264, the H.323 suite, RTP), their interoperability is achievable only
by means of operator assistance and expensive additional equipment which
translates from one vendor to another. That is mainly due to the lack of a
common way of describe and negotiate media streams addressing the needs
mentioned above. In 2010 the IETF CLUE (ControLling mUltiple streams
for tElepresence) WG was born to solve the task. The goal is producing
new specifications for SIP-based conferencing system for the communication
among sending systems, receving systems, and intermediate systems in or-
der to properly set a telepresence multi-stream conference and optimize the
user’s experience.
As usual within the IETF WG, the kick-off phase of the project is the
definition of use cases and requirements. Reference use cases that have been
identified vary from a simple point-to-point symmetric telepresence session,
where two equally-equipped rooms communicate, to more complex scenar-
ios involving more differently equipped sites. Several telepresence scenarios
are related to communication among conferencing rooms for business pur-
poses, but also educational applications are considered. This is the case of
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the telemedicine scenario, where a fully-fledged surgery room is connected
with two remote sites, one with the surgeon remotely managing the surgery,
and one with students passively assisting the operation. The surgery room is
endowed with different kind of devices capturing multiple local video presen-
tation streams to help the surgeon monitor the status of the patient during
the surgery (an endoscopic monitor, an X-ray output device, a cardiogram
generator, and the like).
Among the major interoperability requirements detected, there are those
related to the description of the available media streams a transmitting site
can send to remote sites. The description should include both the spatial
arrangement of the capturing devices, since it enables a satisfactory repro-
duction at the receiver, and further metadata about the content of the issued
streams, in order to help the receiver in the selection process.
Media streams in a multimedia session are usually described in type and
available encodings by means of the Session Description Protocol (SDP) in
SIP-based conferencing. Nonetheless, SDP and its extensions do not address
the telepresence session description needs. First, SDP does not envision the
possibility of provide spatial information about media streams. Second, the
“content” SDP extension [46], designed in order to specify the content of
the media stream to a more detailed level than the media description line,
has been considered unsatisfactory to represent the whole semantics of the
streams involved in a telepresence session, since it does not cover all the
desired facets. Moreover, its intrinsic ambiguity makes it not suitable to be
machine-interpreted.
Given such limitations, the media streams negotiation carried on by
means of SDP within SIP cannot fulfill completely telepresence needs. That’s
why it is on the table of discussion the introduction of a novel protocol en-
abling a media provider (transmitting site) and a media receiver (receiving
site) agree on the streams to be exchanged during a telepresence session. Such
a protocol basically envisions an ADVERTISEMENT message, sent from a
media provider to a media receiver, and a CONFIGURE message, flowing in
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the opposite way as a response to the received ADVERTISEMENT message.
By means of the ADVERTISEMENT message, a media provider exhibits to
the media receivers all the available media streams it can send, and attach
to them all the describing metadata. Within the ADVERTISEMENT mes-
sage, all the needed information about the provider’s capabilities (available
encodings, bandwidth constraints, and simultaneity constraints - i.e, restric-
tions on the streams that can be sent simultaneously) are provided to the
receiver. The advertised media streams are properly arranged in “capture
scenes”, that are set of streams representing a semantically complete part of
the telepresence room (participants, the overall room, the presentation part
of the conference). This media flows organization has been conceived in or-
der to help the receiver in the streams selection process. On the other hand,
the CONFIGURE message allows the receiver to manifest to the sender the
results of its internal selection process, by indicating to the media provider
the only streams of interest.
4.5 Contribution to the ongoing standardiza-
tion work
CLUE activities are still in an embrional phase, even if some milestones have
been pointed out in terms of requirements and main matters. The WG is
stuck on the very basic issue of defining the inner workings of CLUE, in
terms of protocol mechanism, protocol messages, call flows and main actors
and entities involved in telepresence scenarios. At the time of writing, all
such issues are included at different levels of deepening in [37]. We get into
CLUE activities in this context. We propose to organize the work flow in or-
dinary documents, by taking inspiration from the effective experience gained
within the XCON WG. The lesson learned from the centralized conferenc-
ing standard specification is that it is very useful to split the efforts among
different kind of deliverable drafts, namely:
• a framework document, containing high-level descriptions of the overall
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architecture, protocol, messages, data model and call flows. The reader
of this document should come out with a clear idea of what CLUE
means and does, while being redirected to the companion documents
for the details;
• a datamodel document, identifying and formally defining the main enti-
ties considered in a standard telepresence environment, as well as their
relationships;
• a signaling document, defining and showing by means of detailed call
flows how the SDP Offer/Answer negotiation and CLUE protocol mes-
sages concur in effectively setting up a CLUE session.
• a protocol document, defining the ADVERTISEMENT and CONFIG-
URE messages, as well as their semantics;
We are directly involved in the drafting of the last documents, as well as
in the revision of the first one. In the following state of the art about such
works is provided.
4.6 A data model for the CLUE framework
Data model documents describe the entities managed within the application
context in order to better pointing out which they are and how they are
characterized. Such entities have to be managed in the framework by means
of the protocols involved to realize the envisioned application scenarios.
We support the telepresence standard definition by drafting a data model
reflecting information and constraints currently contained in [37] and [42].
In [67], we have tried to encode such ideas in a formal language, which is
XML Schema, to the aim of building non-ambiguous definitions of the con-
cepts defined in the aforementioned documents. This effort is important to
foster discussion on a common basis of understanding. It allows to identify
problems and weaknesses in the concepts and their natural language defini-
tions used in the cited drafts.
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Figure 4.2: Overview of the CLUE XML Schema datamodel
We started from the formal description of the telepresence capabilities
of a telepresence room in terms of available streams and encodings. Such
set of information, indeed, consitutes the basis of the information carried
into the ADVERTISEMENT messages sent from the endpoint representing
a telepresence room to the other endpoint(s) involved in the telepresence
conference.
Figure4.2 presents a schematic representation of the clue info type. The
clue info type is the type of the root XML element named <clueInfo> which
contains all the information that are needed to describe the CLUE capabili-
ties of a telepresence room. It comprises the following subelements:
• mediaCaptures: the list of media captures available. Within the CLUE
framework, media captures are the fundamental representations of streams
that a device can transmit. They can represent the immediate output
of a physical source (e.g. camera, microphone) or “synthetic” source
(e.g. laptop, computer, DVD player), but also concepts such as “the
loudest speaker stream”.
• encodings: the list of the individual encoding appliable on media cap-
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tures, characterized through a set of maximum values (e.g., maximum
bandwidth, maximum frame rate, ...).
• encodingGroups: the list of encodings which have been grouped to-
gether. An encoding group includes a set of one or more individual
encodings, plus some parameters that apply to the group as a whole,
as for example the maximum bandwith totally exploitable by the en-
codings of the group. That last kind of parameters represents the total
encoding capability of the provider which is sub-divided across the in-
dividual encodings composing the group.
• captureScenes: the list of scenes, that are aggregates of captures. Dif-
ferent scenes are semantically and spatially independent from each
other.
• simultaneousSets: the list of group of capture that can not be sent
simultaneously by the media provider. Captures can not be sent simul-
taneously when they are generated from the same device or for other
motivation of the media provider deriving from its internal policies. A
way for expressing this kind of constraints is provided through simul-
taneous set.
In the following further details about the main components of the data
model are provided.
4.6.1 Media captures
Media Capture type is the base class for describing a media capture. Video
capture type, audio capture type, text capture type are specialization of that
class, i.e. they derive from that class. We design it as an abstract class in
order to force using specific-media type definition. The result is that all
of such specialized media type share a common part, which is constituted
by the elements composing the media capture type (seeFigure 4.3). Several
elements compose a media capture.
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Figure 4.3: XML Schema description of a CLUE media capture
The first three of them are mandatory and describe, respectively, the
media type, the capture scene the media capture refers to, and the encod-
ing group the capture is associated with. A media capture can be spatially
definible or not. If it is, then a <spatialInformation> element must ap-
pear in its XML representation, otherwise the capture is marked with a
<nonSpatiallyDefinible> element set to true. Non spatially-definible cap-
tures are for example pre-recorded media streams sent in the conference, but
not spatially related to the space of the transmitting site. On the other hand,
the <spatialInformation> element contains the capture point, i.e, the po-
sition of the capturing device in the space of the scene, and, optionally, a
capture area representing the area captured by the originating device. A
capture area is represented by means of four points, each of them made by
three coordinates in the space of the scene (seeFigure 4.4). The capturePoint
definition envisions, in addition to the position of the capture device, an em-
bedded further point that determines the pointing direction (seeFigure 4.5).
Media captures are further described by optional fields. Among them,
there are one or more human-readable textual description, that can be ex-
pressed in different languages. <priority> indicates through an integer num-
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Figure 4.4: Details on the definition of the capture area
Figure 4.5: Details on the definition of the capture point
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ber the importance associated by the media provider to a certain capture in
the context of the conference in order to recommend capture to the consumer
in the selection process. The language used in the capture is encoded into
the <language> parameter. Some indication about the content of the cap-
ture can provided through the <content> element, which contains metadata
about the capture as envisioned for the SDP content attribute (RFC4796).
Actually, there is an ongoing work about the definition of more specific key-
words defining the subject of a capture to be used in place of (or besides)
<content>.
Then, there are a list of boolean element specifying, respectively, if the
capture device originating the capture may move during the conference (<dynamic>),
if the capture can switch to another subject of another site during the confer-
ence (<switching>, and if it is the result of a mixing process (<composed>).
Finally the <maxCaptureEncoding> element indicates the maximum number
of individual encodings that can be associated with a capture at the same
time.
In Figure4.6 we have reported the audio capture type example. This type
derives from the media capture type and adds media-specific information that
are those about the audio channel format, which can be “mono” or “stereo”,
and the mic pattern, defining the kind of mic that has captured the audio
signal (i.e., “figure8”, “shotgun”, “cardioid”, and so on).
4.6.2 Capture scenes
A media provider arranges media captures in a capture scene to help the
media consumer choose which captures it wants. Capture scenes are an
organized structure of captures, describing a certain scene. For example, we
can have a scene capturing the participants that appear in the telepresence
room and a scene capturing a side presentation. The captures listed inside
a capture scene can be spatially related to each other: indeed, the spatial
information associated with the media captures of a same capture scene must
share the same coordinate space and the same scale, that are determined
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Figure 4.6: Model of an audio capture
CLUE signaling: open issues 91
Figure 4.7: XML Schema representation of a CLUE capture scene
from the involving capture scenes. Within a capture scene, media captures
are organized in “capture scene entries”, where each entry is a set of possible
alternatives of capture of the same media type representing the scene.
Given such semantics, the XML representation of a capture scene is the
one depicted in Figure 4.7. There is a “scale” attribute indicating the unity of
measure of point coordinates used in the media captures’ spatial descriptions,
and a <sceneEntries> element, containing the list of different capture scene
entries in the form of <sceneEntry> objects.
4.7 CLUE signaling: open issues
Call flow documents are aimed to document how the architecture works.
Within the context of CLUE, call flows have the burden of clarifying how
signaling is conducted in the course of CLUE sessions. This includes how
SIP/SDP signaling is applied to CLUE conferences as well as defining a
CLUE-specific signaling protocol that complements SIP/SDP and supports
negotiation of CLUE application level data.
We promote a drafty solution in [53]. Figure4.7 depicts the main ideas
behind it.
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+----------+ +-----------+
| EP1 | | EP2 |
| | | |
+----+-----+ +-----+-----+
| |
| |
| INVITE (BASIC SDP+COMEDIA) |
|--------------------------------->|
| |
| |
| 200 0K (BASIC SDP+COMEDIA)|
|<---------------------------------|
| |
| |
| ACK |
|--------------------------------->|
| |
| |
| |
|<################################>|
| ?? BASIC SDP MEDIA SESSION ?? |
|<################################>|
| |
| |
|TCP CONNECT (CLUE CTRL CHANNEL) |
|=================================>|
| ... |
|<================================>|
| CLUE CTRL CHANNEL ESTABLISHED |
|<================================>|
| |
| |
| ADVERTISEMENT 1 |
|*********************************>|
| |
| |
| ADVERTISEMENT 2 |
|<*********************************|
| |
| |
| |
| CONFIGURE 1 |
|<*********************************|
| |
| |
| CONFIGURE 2 |
|*********************************>|
| |
| |
| |
| REINVITE (UPDATED SDP) |
|--------------------------------->|
| |
| |
| 200 0K (UPDATED SDP)|
|<---------------------------------|
| |
| |
| ACK |
|--------------------------------->|
| |
|<################################>|
| UPDATED SDP MEDIA SESSION |
|<################################>|
| |
| |
| |
| |
| |
v v
Basically, the two communicating endpoint, EP1 and EP2, start negoti-
ating a basic audio-video SIP-conference with in addition a negotiation of a
further channel to be used for the CLUE signaling. Such a channel is nego-
tiated by following the COMEDIA approach, as already envisioned within
MEDIACTRL for the creation of the control channel between the AS and the
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MS. When the channel is established, the two endpoints can properly set the
telepresence multi-stream session by issuing ADVERTISEMENT and CON-
FIGURE messages over it.
While that can be considered the general reference behavior, the stan-
dardization is still far from a stable and complete solution.
Indeed, many issues have still to be faced.
First of all, the RTP bundle mechanism (seePar. 4.2.3) that is currently
under definition, will affect the association mechanism between media cap-
tures and the identifiers used within the m-lines of the SDP description.
Second, CLUE protocol messages have not been formally defined yet. As
we already mentioned, basically they will be an ADVERTISEMENT mes-
sage, which makes a sender able to announce its capabilities in terms of
available streams, and a CONFIGURE message, which makes a receiver able
to select the preferred streams advertised by a sender. Such messages will
probably use or refere to entities defined in the data model. Even if the
CLUE channel is reliable, it has to be discussed if an application acknowl-
edge is still needed to indicate that messages have been received and correctly
parsed. That could lead to the introduction of new CLUE protocol messages.
Moreover, it is on the agenda the research of a proper mechanism to comuni-
cate variation with respect to an ADVERTISEMENT already issued. Such
variations can be related to the deletion of a capture of a change in the offer,
for example. A solution can be the one of issuing only the updates (a “diff”)
and an alternative can be that of sending a brand new ADVERTISEMENT
message: both have to be evaluated, also in terms of overhead.
Chapter 5
Real-time applications and
infrastructure part III: a
security perspective based on
social behavior analysis
5.1 Introduction
Both conferencing and telepresence system are complex real-time multimedia
applications built on top of VoIP networks.
A VoIP network is a system engineered on top of an IP network which
is able to support real-time voice communications among network-connected
parties. Enabling technologies of such a system are: (i) an application pro-
tocol for singaling, i.e, dealing with instantiating, managing and terminating
calls, and (ii) a transportprotocol devoted to carry multimedia streams across
the network in a timely manner. The most widespread VoIP technologies are
SIP, as the signaling protocol, and RTP, for media transfer. Both of them
are standard IETF protocols.
Basic VoIP services nowadays are offered by most telecom providers and,
by looking at their growing diffusion, they will probably completely replace
the circuit-based telephony in the future. This is also due to their flexibil-
ity accomplishing the creation of a wide range of sophisticated value-added
services to customers, including collaborative conferencing and telepresence
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applications.
Since customers would rely on VoIP networks as they did on PSTN tele-
phony, securing VoIP platforms is a task of major concerns. Indeed, nowa-
days voice communications are deemed as a critical service offered to the
society and need to be as reliable and secure as possible. Compared to old
telephony systems, securing VoIP platform is a much more challenging task,
since they are exposed to both IP network attacks and new application-
specific threats. Social attacks are a particular kind of threat belonging to
the last category. Such attacks are performed leveraging the trust VoIP cus-
tomers put in the telephony service. Social attackers directly contact the
victim with a VoIP call for advertisement or to steal critical information by
using social engineering techniques. This kind of phenomena, when reach-
ing massive proportion, can become very annoying to VoIP clients and cause
economical damages to service providers because of customers’ loss.
Given the social nature of VoIP communications, we investigate the pos-
sibility of leveraging users’ social behavior profiling to detect social attackers
in VoIP networks in [30]. Social attackers are indeed expected to exhibit
anomalies in their behavior both as caller and as callees. For example, they
would perform much more calls than an ordinary VoIP user, since they should
aim to reach the widespread audience as possible. On the other hand, they
should receive far fewer calls than a normal client, since their social networks
should not be made of “friends” interested to call them. These considerations
led us to think that studying users’s habits and social networks, by looking
at the calls they perform and receive, can help securing VoIP platforms from
social attacks. We propose a behavioral model for VoIP users that allows for
the detection of anomalous social behaviors in VoIP networks by using unsu-
pervised clustering techniques. The study is conducted on real-world data,
in the form of VoIP Call Detail Records (CDRs), made available to us by
an Italian telecom operator in the framework of a sponsored research project
called CAST (Countering Attacks and Social Threats in VoIP Networks).
The profiling system we herein describe has been developed in the context
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of such a project, so we will refer to it as to the CAST system. We show
how we can identify behavioral patterns associated with the most common
anomalous behaviors of VoIP users. We also discuss how we can exploit the
expressive power of relational graphs in order to both validate the results of
the unsupervised analysis and ease their interpretation by human operators.
The chapter is structured as follows. In Section 5.2 we present a brief
taxonomy of the most well-known security threats currently affecting VoIP
networks, with a focus on social threats. In Section 5.3 we will present the
current state of the art in the field of VoIP security, with an eye on the most
interesting proposals related to social attacks detection. Section 5.4 presents
an overview of the CAST architecture. The main details associated with
its implementation and performance are provided in section 5.5, whereas
section 5.6 illustrates the results we obtained by applying the CAST profiler
to the analysis of the real data about VoIP calls which were made available
to us. As a further contribution to the analysis, we also provide in section 5.7
more information about the application of the theory of social graphs to the
analyzed data set.
5.2 VoIP security threats
VoIP (Voice over IP) communications are becoming more and more widespread
nowadays, thanks to their positive impact on both capital and operational
expenses. However, the possibility of leveraging the existing Internet infras-
tructure in order to provide such kind of services also entails a number of
new challenges that the operators must face, with special regard to the un-
avoidable issues associated with the exploitation of ‘open’ solutions, both at
the architectural and at the protocol layer. In the depicted scenario, security
definitely represents one of the most critical aspects. VoIP threats have been
since long studied. An interesting taxonomy related to them can be found
in [3]. Basically, such a taxonomy divides threats in several macro-categories,
which include the following major representatives:
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• Social threats: such attacks have the end users as final targets; vishing
(i.e., voice phishing), theft of service and SPIT (SPam over Internet
Telephony) belong in this category, which will be discussed in greater
detail later in the chapter;
• Eavesdropping: these attacks typically take place when an unautho-
rized malicious user becomes capable of intercepting a VoIP call and,
e.g., reconstruct an entire conversation between two users;
• Intentional interruption: this category of attacks mainly refers to De-
nial of Service, which aims at letting a service become unavailable to the
end users. It includes both the traditional attacks to the IP network-
ing infrastructure and a whole set of novel threats specifically targeted
to VoIP systems and applications;
• Service abuse: this particular kind of threats mainly concerns all those
situations in which a VoIP service is provided in a commercial context.
Billing frauds typically fall into this category.
This work mainly focuses on social threats, which have been gaining more
and more momentum in the last years. Among such threats, SPIT and vish-
ing definitely play a major role, since they represent a fatal combination of
low implementation cost and high effectiveness. SPIT refers to the applica-
tion of spam (which we all know thanks to its widespread diffusion in the
e-mail service) to VoIP communications. It basically consists of the delivery
of undesired information to unprotected VoIP users. The first place in SPIT
ranking is indisputably owned by the so-called tele-marketers, i.e., people
trying to sell something over the phone. With respect to the specific attack
techniques, most of them try and exploit SIP (Session Initiation Protocol)
vulnerabilities, since this protocol is undoubtably the most widely deployed
among Internet users. Coming to vishing, this term refers to an activity
which is typical of social engineering, aimed at gathering sensitive data and
personal information with the final objective of arriving at a theft of iden-
tity. Back in 2002, D. Mitnick [62], one of the most well known hackers in
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the world, paved the ground for social attacks carried out over the phone
line. He demonstrated how such means make it easier for the attacker to
gain trust from the attack target thanks to human psychology, which seems
to irrationally enhance the level of trust we place in the others when they
contact us in a ‘warm’ way, like it happens with voice communications.
5.3 State of the art in social attacks detection
In this section we briefly present the most interesting research studies aimed
at countering SPIT [50]. As it will become apparent in the following, most of
the literature embraces approaches which belong to the wide field of Intrusion
Detection, ranging from artificial intelligence algorithms to the exploitation
of the typical parameters characterizing VoIP networks, through the study
of the connections of the social network associated with this kind of com-
munication infrastructures. This brief survey, besides representing a good
knowledge base related to the problem at hand, will also prove fundamen-
tal to clearly understand the theoretical foundations of the novel solution we
propose in the following sections.
A first noteworthy approach is represented by the spectral analysis of
the audio signal parameters. Authors of the work presented in [68], starting
from the assumption that most SPIT attacks rely on pre-registered audio
messages, have developed a software which is capable of performing speech
recognition of the caller’s voice. The software in question computes a sort of
digital fingerprint of the caller, namely the Spectral Flatness Measure (SFM),
which allows to create a database of undesired interlocutors that have been
black-listed in the past.
A different approach relies on the detection of SPIT attackers (“spit-
ters”) through the so-called Turing test. A group of researchers at NEC
Laboratories in Heidelberg have based their work [69] on the assumption
that malicious users are able to send fake signaling messages and can easily
bypass non-intrusive controls and countermeasures. They propose to adopt
a proactive approach whereby the caller is preliminarily presented with a se-
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ries of small tests aimed at telling automatic callers, as well as botnets, apart
from normal users. Such tests are mainly based on the observation that a
typical conversation between human parties follows well-defined interaction
patterns.
In [34] the authors present a multi-stage approach combining different
solutions in an integrated architecture. The core of such system includes a
bayesian learning module, as well as a reputation module based on the theory
of social networks. A similar approach has also been embraced by the authors
of the work in [13], who use social networks in conjunction with the results
of a classification work based on the analysis of call duration. The basic
assumption, in this case, resides in the intuitive observation that the longer a
conversation between two users lasts, the higher their mutual trustworthiness
(which is called, in such context, call credentials). The authors use the
computed trustworthiness values in combination with a cluster-based analysis
of the social graph among users, which helps track down their social habits
and arrive at a more reliable identification of potentially anomalous activities.
Another interesting approach is based on the application of semi-supervised
clustering techniques [89]. Basically, with such approach the data space is
divided into distinct sets, the former containing legitimate conversations and
the others related to potential SPIT calls, each characterized by the presence
of well-defined call features. The system is called semi-supervised since only
part of the data is provided with a label extrapolated from users’ feedbacks
about the performed conversations.
The authors of the project in [51] propose to adopt the so-called DEVS
(Discrete Event System Specification) formalism in order to properly model
the behavior of malicious users. Such formalism, first introduced by Bernard
Ziegler, can be thought of as a sort of extension to the classical Moore finite
state machine, with the difference that each state can be assigned a well
defined life cycle, together with a coupling operation capable of inducing a
hierarchical structure into the overall model. Once done with the modeling
phase, each new incoming call is analyzed by comparing its specific pattern
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to the ones embedded in the model. A SPIT level is computed and associated
with the user.
We conclude this section by citing one further proposal, made by re-
searchers at Telecom Italia [36]. The SAD system has been designed with
the aim of detecting anomalies in a SIP-based VoIP network through the
analysis of the spread between the traffic generated by its users and a well-
defined (and acceptable) entropy level. The architecture includes a compo-
nent called VoIP security subsystem which is in charge of performing the
core of the mentioned analysis. The so-called Call Detail Records (CDR)
associated with the managed conversations are first parsed and then stored
in a database, from which they are further analyzed through the applica-
tion of an algorithm based both on the computation of the entropy level of
the network and on a metric capable of providing an indication of the dis-
tance between the data under analysis and what is deemed to be the ‘normal’
behavior of the network itself. Such a distance is computed through both av-
erage and standard deviation values allowing for the definition of an interval
of variation which is considered to be acceptable with respect to a pre-defined
normality threshold.
5.4 CAST approach to behavior profiling
CAST (Countering Attacks and Social Threats in VoIP Networks1) mainly
focuses on social aspects associated with user interaction patterns, with the
final goal to extract the typical profiles and thus be capable of identifying po-
tential anomalous behaviors in the analyzed data. The mentioned objective
can be achieved through the application of artificial intelligence techniques
allowing for the classification of the multiple instances of the problem at
hand, especially in those cases when such instances show an intrinsic degree
of separation. The actual implementation of the above techniques requires
that a good set of features be identified by carefully looking at the specific
1Seminal work related to the CAST project can be found in [58]
CAST approach to behavior profiling 101
characteristics of the system under study. With a good metric associated
with the chosen set of features, the applied algorithms will aim at dividing
the data set in clusters, where each cluster contains data points which are
close enough in the problem space, while different clusters tend to maximize
the distances between each pair of respective elements.
Coming back to the set of discriminating features, we tried and identified
a number of behavioral characteristics which are general enough to allow for
a clear identification of the social attitudes of the system users. Such fea-
tures will enable us, during the analysis phase, to not only tell well-behaving
users apart from potentially misbehaving ones, but also discriminate among
different profiles of malicious behaviors.
We propose to analyze data flowing through the core of the network of
an Italian telecom operator. The approach we propose is not invasive at all,
since we use data collected by the operator’s monitoring and management
system, therefore no change or addition to the operator’s core network is
required. The collected data are then analyzed in a second step, without any
interference with the service operation.
We develop and test a framework based on a model of user behaviors,
and describe how it can be capable of discriminating between several user
types.
By design, CAST has to preserve data confidentiality and be as trans-
parent as possible with respect to the end users. This constraint highlights
a feature of the system, concerning the specific nature of the information
sources that can be analyzed in order to detect potential anomalies. A sys-
tem like the one we envision would certainly guarantee good performance if it
had as input raw traffic data. Unfortunately, this is not feasible when dealing
with large Internet Service Providers (ISPs), both because of the huge quan-
tities of traffic to be analyzed and because of data confidentiality, which is for
them a major concern. Most such systems have to live with the non-optimal
choice of analyzing pre-processed summarizing information stored inside the
already mentioned Call Detail Records (CDR).
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5.4.1 Clustering in CAST
We have adopted a well-known and widely-used unsupervised clustering tech-
nique to group users on the basis of the behavioral model we designed, i.e.,
the K-Means algorithm [56]. K-Means is one of the fastest approaches to
partitive clustering. Given a specified data set, K-Means is capable of creat-
ing up to K different clusters, for which the following two properties hold: (i)
intra-cluster (i.e., between each pair of nodes in a cluster) distances are min-
imized; (ii) distances between data points belonging to different clusters are
maximized. Each cluster is characterized by its own centroid; the value of K,
as well as the particular metric adopted, are fixed a priori. The algorithm
proceeds as follows: K initial centroids are preliminarily randomly chosen
inside the data set; iteratively, each point in the data set is assigned to the
cluster holding the centroid which is at a minimum distance from the point in
question. Once the modeling phase is complete, centroids are re-computed in
order to better represent the “center of gravity” of the points that have been
assigned to them, and then the algorithm goes back to the previous phase.
The procedure continues until centroids locations stop changing, being guar-
anteed that this will happen in a finite number of steps if the Euclidean
distance is adopted, as in our case.
Although K-Means is very appealing thanks to its simplicity and speed of
execution, it provides a clustering solution which can be arbitrarily far from
the optimal one. It has been demonstrated that, by introducing an appropri-
ate selection of the initial centroids, the resulting clustering Eˆis O(log(k))-
competitive with the optimal partition. Such an enhanced K-Means is named
K-Means++ [11]. According to this algorithm, the selection of the K cen-
troids is not random anymore, but is determined by the following rules. Only
the first centroid is randomly selected among the dataset points. Then, the
square distance between the first centroid and the other points is computed.
The second centroid is elected according to a probability distribution that is
determined by the square distance (i.e., the next centroid is chosen among
the farthest points from the previous centroid). A new square distance dis-
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tribution is calculated by considering the distances between each point and
its nearest centroid among those that have already been elected. The next
centroid can be selected according to that new probability distribution. This
process continues until all the K centroids are established. After this ini-
tialization phase, the K-Means clustering algorithm can start without any
further modification. In view of the above considerations, we have actually
used K-Means++ in our system.
5.4.2 System architecture
CAST is made of different components, each with a specific function, as
showed in Figure 5.1. First, a number of Probes are spread across crucial
points in the operator’s network, with the task of capturing user traffic and
storing it in the form of call detail records. In our case, we were able to work
on the CDRs logged by 32 such probes located inside the operator’s VoIP in-
frastructure. Each probe produces, at the end of each observed call, a CDR
file containing information about the identity of the active users, as well as
about the data they exchanged, both on the signalling and on the data plane.
CDR files are actually parsed by a dedicated module, whose task is to store
therein the information contained inside a MySQL database, which is then
used for all further elaborations of the captured data. The core of the ar-
chitecture is represented by the Preprocessor module which is in charge of
computing the features we selected for the description of the behavior of the
system users. Given the approach we described previously, such features are
computed by observing VoIP callers’ behavior within a fixed-size time win-
dow that shifts forward in time. The output of the preprocessor is stored
back in the MySQL database and eventually processed by the last compo-
nent of the architecture, namely the Analyzer. This module, apart from
some potential optimization such as a proper selection of the most appropri-
ate subset of features needed to describe the problem space, is devoted to
the application of the hierarchical clustering to the selected feature set. In
a nutshell, the Analyzer studies the behavior of a certain user starting from
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Figure 5.1: CAST system architecture
the observation of the behaviors of similar users in the past. Behavioral dif-
ferences are computed through the clustering process which is at the basis of
the classification algorithm. For each analyzed time frame, in fact, the clus-
tering algorithm assigns a reference cluster to each user, representing her/his
peculiar behavioral attitudes. From an in-depth analysis of the output of
the Analyzer (and thanks to the semantic meaningfulness of the cluster cen-
troids) it is also possible to arrive at a first, coarse-grained classification of
the nature of the identified groups, by highlighting those which have been
populated with potentially malicious users.
As to the process of selection of the time windows, each of them is con-
fronted with an homologous one, that is to say a window corresponding to
the same time of day, as well as the same day of the week. If we take, for ex-
ample, the time interval from 10 to 11 am of a Friday, it will be compared to
exactly the same interval of past Fridays and this is done in order to avoid
that the analysis be affected by the differences that are intrinsic to either
different periods of a ‘typical’ day or different days of a ‘typical’ week (or
both).
5.5 CAST implementation
Given the general architecture described above, in the following section we
will focus on the details related to the critical aspects we had to consider
during the implementation of the system, namely feature selection and inter-
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pretation of the output of the classification process through the application
of the theory of social graphs.
5.5.1 Features of the user profile
The main goal we had in mind when defining the set of users features to be
computed by our preprocessors was to be able to discriminate between an
acceptable (i.e, normal) behavior and the set of potentially malicious ones.
Thus, the features we eventually selected are highly biased towards such a
goal and often rely on the existence of threshold-based mechanisms, like,
e.g., in the case of an activity threshold used to differentiate the least active
users from the most active ones (being the degree of activity of a user one
of the most intuitive yet coarse grained indicators of a potentially malicious
behavior). Given the above assumptions, we list below the six features we
have used for our analysis of the data set:
1.
 #InboundCalls
#OutboundCalls
, if (#OutboundCalls>∆1) and (#InboundCalls<#OutboundCalls);
1 , otherwise.
2.
 #OutboundCalls
#InboundCalls
, if (#InboundCalls>∆2) and (#OutboundCalls<#InboundCalls);
1 , otherwise.
3.
 #UniqueCallees
#OutboundCalls
, if (#OutboundCalls>∆1) and (#InboundCalls<#OutboundCalls);
0 , otherwise.
4.
 #UniqueCallers
#InboundCalls
, if (#InboundCalls>∆2) and (#OutboundCalls<#InboundCalls);
0 , otherwise.
5.

arctan(TotalCallDuration
#TotalCalls
−µ)+π
2
π
, if (#OutboundCalls>∆1) or (#InboundCalls>∆2);
1 , otherwise.
6.
 #SuccessfulCalls
#TotalCalls
, if (#OutboundCalls>∆1) or (#InboundCalls>∆2);
0 , otherwise.
where ∆1, ∆2, and µ represent three thresholds that are actually used
in order to make a sort of preliminary partition of the users set. It can be
easily recognized, in fact, that all of the above formulae are used for those
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cases that can be defined as potentially anomalous: users who don’t raise
any concern with respect to their behavior will be all assigned fixed feature
values after the feature computation phase. In this way, we allow for a first
coarse-grained classification step aimed at clearly separating normal users
from potentially malicious ones. This approach entails that the subsequent
clustering phase will most expectedly assign all normal users to a single clus-
ter, while populating all other clusters with malicious users having common
behaviors. This will be much better highlighted in the following, when we
discuss the results of our experimental campaign.
Coming back to the listed features, their respective meaning is briefly
illustrated below:
1. With the first feature, users having a number of issued calls higher
than the fixed threshold ∆1, as well as much higher than the number
of received calls (which is a clear indicator of a potentially malicious
behavior related to a so-called telemarketer), will get a value close to
0. On the other hand, users with either a low number of issued calls
or an approximately equal number of received and issued calls will be
assigned a feature value close to 1.
2. The second feature is quite similar to the first, but with a focus on
inbound activity. We remark that, while in the previous case the iden-
tified users have a high probability of being malicious, the kind of
discrimination we obtain with this second feature is not necessarily as-
sociated with anomalies. Suffice to say that a ‘user’ with a high level
of inbound activity might easily be a call-center, which is by no means
classifiable as malicious. We keep such feature both for the sake of com-
pleteness and because it allows to detect potential victims of Denial of
Service attacks.
3. The third feature allows us to identify potentially anomalous users who
have issued a significant number of calls towards different parties. It
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is in fact assumed that a user with a normal behavior typically calls a
well-defined set of destination numbers.
4. Once again, the fourth feature mimics the behavior of the third one,
with the difference that it looks at the inbound traffic (it in fact com-
putes the ratio of unique callers to the total number of received calls).
Thus, the same considerations as above apply to those users who are
found to be over the threshold.
5. The fifth feature looks at the average duration of a user’s calls along the
analysis period. The introduction of the variable µ (associated with a
duration level which is deemed acceptable) allows us to properly shift
the normalized ratio in order to let it vary between 0 and 1. With such
a feature it becomes possible to discriminate between users having very
brief conversations (for which the feature will approximate 0) and those
with average duration beyond the threshold (for which the feature in
question approaches a value of 1). If the threshold is set sufficiently
low (like, e.g., in our tests, where it had a fixed value of 30 sec), the
former class of users will be considered potentially malicious: such a
reduced duration is in fact quite unlikely in a ‘normal’ conversation
between two human beings. Please notice that the condition related
to the evaluation of the constraints is this time an inclusive OR rather
than an AND, so to guarantee that the formula is applied to very active
users, from both inbound and outbound perspectives. For those users
who do not match the mentioned condition, the feature has a value of
1, which is consistent with a classification as ‘well behaving’ users.
6. The sixth and last feature analyzes the number of calls successfully
issued. This feature has been added after realizing (through a pre-
liminary inspection of the data set) that many of the users with a
significant traffic, either inbound or outbound or both, happened to
have a reduced number of successfully completed calls. Such a situa-
tion probably relates to one of the following two cases: (i) users who
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have tried multiple times to reach the desired callee before succeeding,
due to temporary unavailability of the network; (ii) users who are just
making reachability tests, e.g., for network management purposes. The
existence of these categories of users risked to distort the interpreta-
tion of the data set, since the described behaviors are not necessarily
classifiable as anomalous. As usual, the feature has a value of 0 for all
users with a number of outbound calls below the threshold.
5.5.2 Output interpretation
Classification results are stored back in the database, inside two distinct ta-
bles called, respectively, classification and cluster. The former table contains,
for each active user, the cluster she/he belongs to both within the current
time window and within the two preceding epochs, provided that she/he was
present also in those time frames. This allows us to compare the evolution
in time of the behavior profile of a specified user. The latter table stores
the raw output of the clustering algorithm. With respect to the interpre-
tation of such output, which is far from trivial given the huge quantity of
data at hand, we have investigated the possibility of applying the theory of
social graphs [14, 23] to the input data set, in order to have an easy and
intuitive way of comparing the results of the analysis with the actual be-
havioral context logged in the CDRs. As we are going to show in the next
section, an informal yet reliable way of assessing the effectiveness of the pro-
posed automated approach to classification is definitely represented by this
comparative analysis between the graphical representation of the social re-
lations embedded in the input data set and the results of the hierarchical
clustering procedure. As an example, a relational graph associated with the
interactions between caller and callee within a specified time window can be
used to catch at a glance the potential anomalous behaviors of some of the
nodes and then verify whether the clusters to which such nodes have been as-
signed after the classification phase are actually associated with anomalous
behaviors.
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For our work, we have made a deep use of a graphical analysis of the
input data set, by relying both on social graphs like the ones mentioned
above and on more classical yet useful representations, as described below:
(i) chart of the time trend of active users, with the aim of identifying potential
patterns in the generated data; (ii) chart of the partitioning of the instances
produced by the clustering algorithm, capable of providing a first visual
representation of the classification made by the clustering algorithm; (iii)
chart of the time distribution of the calls issued by a suspect user, with
a clear intent of highlighting potential suspicious behaviors like, e.g., the
presence of a telemarketer issuing a high volume of calls in a restricted and
unusual time frame; (iv) chart of the distribution of the average call duration
for a suspect user, which also provides a useful means for isolating anomalous
behavioral patterns.
5.5.3 Tuning of the relevant parameters
Whenever a learning-based approach is embraced, several parameters come
into play during the tuning phase.
K-Means needs the clusters number K as an input to the algorithm. Such
a value corresponds to the number of behaviors that we can detect by an-
alyzing the dataset of VoIP users’ features. In order to discover the best
value of K for our purposes, we have made some experiments and consider-
ations. We pick the most populated analysis window, i.e., the one hour long
window with the highest number of active VoIP users. The selected win-
dow is the one from 3:00 p.m. to 4:00 p.m. of Tuesday, 22 April 2008, and
presents about 240.000 active VoIP users. We chose the most populated win-
dow since we expect it to provide us with the widest spectrum of detectable
behaviors. We then evaluate clustering results by varying the parameter K.
We remark that we cannot perform any clustering evaluation in terms of
classification error rate with reference to a real-world dataset since we have
no a-priori knowledge about it. Nonetheless, we can evaluate the effective-
ness of the clustering results by means of internal criteria. Indeed, data are
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well grouped if instances belonging to the same cluster are very similar and
instances belonging to different clusters are very dissimilar according to a
certain similarity (or distance) measure. We can then look at such proper-
ties of the resulting clusters by varying K and decide accordingly which value
of K is the most suitable one for our purposes.
We first evaluate the intra-cluster distance as the mean value of the Eu-
clidean distances between each point and the centroid of the cluster it belongs
to. This value indicates the cohesion of the cluster, as well as the centroid’s
property of properly representing the cluster members. The lower the intra-
cluster distance, the higher the cluster compactness. Then we calculate the
inter-cluster distance as the mean value of the Euclidean distances between
each pair of centroids. This quantity expresses the diversity degree among
centroids, as well as the degree of separation among clusters. The higher the
inter-cluster distance, the more each centroid has a distinctive behavior.
Both intra-cluster distance and inter-cluster distance are shown in the
table in Figure 5.2. Such distances decrease as long as the parameter K in-
creases. However, as shown in the last column of the same table, the ratio be-
tween intra-cluster and inter-cluster distances decreases as well, meaning that
the intra-cluster distance decreases at a faster pace than the inter-centroid
one.
We also consider two further indexes expressing the clustering effective-
ness: the Davies-Bouldin index (DB) [35] and the Dunn index (DI) [20]. Such
indexes represent different aspects of the clustering appropriateness. The DB
index envisions that an internal cluster dispersion be calculated for each clus-
ter (Si, i = 1,...,K). The dispersion is computed as the root mean square of
the Euclidean distances between a point of the cluster (a six-dimensional vec-
tor of features representing a user) and the centroid of the cluster itself. The
higher the dispersion, the less the cluster cohesion. Then, the inter-centroids
Euclidean distances are computed (Di,j). For each cluster, the nearest cluster
is elected according to the minimum inter-centroid distance, Di,min. Then,
for each cluster it is evaluated the ratio between (i) the sum of its dispersion
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Figure 5.2: Clustering performance indexes, ∆1 = ∆2 = 10, µ = 20
and of the dispersion of the nearest cluster and (ii) their inter-centroid dis-
tance. The bigger this quantity, the lower the cluster separation. The DB
index is calculated as the mean of these values, then it expresses a sort of
mean degree of similarity between clusters. The lower the DB index, the bet-
ter the clustering. For the DI index evaluation, we first select the maximum
dispersion among the Si values, Smax. The DI index is calculated as the min-
imum values among the ratios between Di,min and Smax, then it expresses a
sort of minimum degree of separation. The higher the DI index, the better
the clustering. Clustering performance, as measured with the above indexes,
is comparatively showed in the table in Fig. 5.2.
The last three columns in the table seem to indicate that the higher the
K, the better the clustering results. However, by inspecting the resulting
clusters composition it is possible to notice that starting with K greater than
8 new clusters tend to be formed by just a few members (less than 5) and
singleton clusters begin to arise. This means that the centroids we extract
from our analysis are not representative of a family of behaviors, but rather
coincide with outlier users having peculiar behavioral characteristics. This
situation alters the clustering performance indexes we consider, since, when
clusters are made by only one member, the intra-cluster distance is zero. As
a further (and even more important) consideration, we observe that, for K
> 8, some of the centroids are meaningless according to the behavioral model
we propose. As an example, Fig. 5.3 shows that such centroids present the
first and the second feature both varying within the interval [0, 1[. It can be
easily verified, by looking at the features description in section 5.5.1, that
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Figure 5.3: Clustering results with K = 9
such situation would mean that the users represented by the centroids make,
at the same time, a number of outgoing calls greater than the number of
incoming calls, and a number of incoming calls greater than the number of
outgoing calls, which is clearly a nonsense.
The above considerations explain why we introduced a further termina-
tion condition for the K-means algorithm, which is actually associated with
the mentioned ‘meaningfulness constraint’. In the following, we will hence
focus on the results obtained for K = 8.
For what concerns the thresholds ∆1 and ∆2, associated, respectively,
with outbound and inbound calls, they should vary in time in order to best
suit the typical pattern of phone traffic during the course of the day, with
peaks in the morning and in the afternoon, as well as significant drops during
night hours. For our exploratory analysis, we have nonetheless used constant
threshold values. The thresholds have been leveraged as an ‘elastic’ means to
properly tune the detection granularity level: higher thresholds help spot out
those behaviors that are undoubtedly anomalous, whereas lower thresholds
allow us to enlarge the set of users under the magnifying glass and reduce the
set of users that are not deemed anomalous. We conducted experiments with
call threshold values varying form 10 up to 50, with a step of 10; though, for
the sake of brevity, we herein report just the results we obtained with both
thresholds equal to 10.
Similarly, the third threshold µ, associated with call duration, has also
been set to a constant value of 20 seconds.
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5.5.4 Time performance
In order to provide the reader with an evaluation of the time required to
analyze call data records with our approach we measure the computational
time needed to analyze a whole week of traffic by using (i) a window interval
of one hour, (ii) a forwarding step of one hour, and (iii) K = 8. The anal-
ysis is performed on a desktop PC with the following characteristics: CPU
Intel R⃝CoreTMi5 CPU M 480 @ 2.67GHz x 4, with 7, 6 GiB SODIMM DDR3
Synchronous 1067 MHz RAM and a hard disk Toshiba 2.5” 5400RPM 8MB
SATA, equipped with an Ubuntu 12.04 LTS 64bit Operating System.
The overall analysis of about 12 million calls and about 15 million users
took about 4 hours (1 hour for the preprocessing phase, 3 hours for the
analysis). The most populated window (193.000 calls, 238.598 users) takes
about 4 minutes to be preprocessed and analyzed. As witnessed by the
linear approximation curve in Fig. 5.5, the overall processing speed (involving
both the preprocessor and the analyzer) is of about 850 calls per second
(corresponding to about 1.100 users per second).
5.6 CAST in action: user profiling based on
social habits
In this section we will finally see CAST in the field, by showing the results
of the analysis of a very large data set. More precisely, as announced in the
previous section, after a description of the main patterns embedded in the
input data, we will first illustrate the clustering results and then assess their
validity through a comparison with the most representative charts produced
by the graphical analysis of the data set.
5.6.1 Key features of the data set
The data set we used for system testing has been extracted from an Italian
operator’s VoIP infrastructure and refers to the period from April to May
2008.
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(a) Preprocessor: elapsed time vs calls (b) Preprocessor: elapsed time vs users
(c) Analyzer: elapsed time vs calls (d) Analyzer: elapsed time vs users
Figure 5.4: Time performance: CAST components
This very large data set comprises more than 20 million users who have
issued a total number of more than 100 million calls. A preliminary analysis
of the data at hand indicates that regular users (i.e., users whose frequency
of appearance in the logs is above a predefined low-activity threshold) of
the monitored service are less than 1 million. This aspect was taken into
account when we chose the thresholds aimed at isolating the most active users
inside the network. With respect to these users, another interesting feature
is definitely represented by their usage behavior over time, as depicted in
Figure 5.6.
The picture shows the typical trend of human-generated phone traffic.
During weekdays it in fact has two peaks which correspond to the busy hours,
in the morning and in the afternoon, and a central saddle at around 12:30.
Users’ activity is lower during week-ends. In any case, it drops drastically
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(a) CAST system: elapsed time vs calls (b) CAST system: elapsed time vs users
Figure 5.5: Time performance: overall CAST system
Monday Tuesday Wednesday Thursday Friday Saturday Sunday
Figure 5.6: Active users in the first analysis week
during night hours, when it reaches almost zero. The same drop happens
on holidays, as demonstrated, for example, by the chart in Figure 5.7, which
contains Friday April 25th 2008, the Liberation Day in Italy.
5.6.2 Clustering results
Based on the above considerations, in order to perform a reliable analysis of
the results produced by the clustering algorithm, it is advisable to focus on
a peak-time analysis slot, so as to work with a training dataset that is as
large and as heterogeneous (with respect to the embedded behavior profiles)
as possible. For the sake of brevity, but without losing in generality, we will
herein focus on a significant time windows (225.500 users).
As a first example, let us have a look at Figure 5.8.
Here we report an excerpt from the clustering results table. The at-
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Monday Tuesday Wednesday Thursday Friday Saturday Sunday
Figure 5.7: Active users in the week from April 21st to April 27th 2008
Figure 5.8: Example of clustering results with K = 8
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tributes of the table correspond to, respectively, the timestamp related to
the window under analysis, the clusters identifiers, the number of users as-
cribed to each cluster, the total number of users in the window, and the
centroid components, i.e., the values of the six features for each cluster cen-
troid. The observation window in this case corresponds to a Tuesday at 2:00
p.m.: the reported picture indicates the most significant data stored by the
CAST system inside the cluster table of the database. The column called
‘assignedTestingPoints’ contains the number of instances populating the var-
ious clusters. A first observation concerns the fact that cluster number 1
accumulated more than 99% of the users that have been analyzed during the
considered time interval. By looking at the feature values in the first row of
the clusters table, it becomes apparent that the mentioned users are those
for whom the chosen feature threshold values have not been trespassed and
who have thus been classified as ‘normal’. We will then focus on the users
who have on the contrary been assigned to the other clusters. We recall that
such clusters account for 1% of the total classified samples, which should
intuitively represent the entire set of potentially malicious users.
In order to assess the correctness of such assumption, let us make an in-
depth study of the specific features of the involved clusters, with the help of
the values of the cluster centroids (also reported in the results table), which
can be assumed to be representative of the average behaviors of the identified
user groups:
• Cluster 2: users who have mainly issued calls (greater in number than
the threshold) towards a high number of callees. Most of the calls have
been both successful and long lasting;
• Cluster 3: users who have only received calls from a high number of
parties. Most of the calls have been both successful and long-lasting;
• Cluster 4: users who have only issued calls (greater in number than the
threshold) towards a very low number of parties. Just a few such calls
have been successful, with a low average duration as well;
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• Cluster 5: users who have only issued calls (greater in number than
the threshold), towards a low number of parties. Very few calls have
been successful, but the average duration of the successful calls is quite
above the predefined threshold.
• Cluster 6: users who have only received calls (greater in number than
the threshold) from a very low number of parties. The number of
successful calls is also very low, as well as their average duration;
• Cluster 7: users who have only received calls (greater in number than
the threshold) from a restricted number of parties. Just a few calls
have been successfully completed, but the successful ones show quite a
long duration;
• Cluster 8: users who have only issued calls (greater in number than the
threshold), towards a high number of parties. About 50% of the calls
have been successful, with an average duration.
Some of the patterns described above clearly represent anomalous behav-
iors; others, instead, though indicating an intense activity, can be ascribed to
particular, innocuous users. This is the case, for example, of the nodes with a
significant number of inbound calls and with an almost constant presence in
the network, which can most likely be associated with call centers (Cluster 3).
A similar observation can be drawn with respect to the presence of automated
testing systems, easily recognizable by the significant volume of unsuccess-
ful calls towards a unique destination number; for such nodes, by making a
cross-analysis involving the other information stored in the database, it is
also possible to assess that the time elapsing between any pair of subsequent
calls is so short as to allow to skip the hypothesis that the calls themselves
were issued by a human operator (Cluster 4) .
5.6.3 Noteworthy behaviors
We will herein make an in-depth analysis of the various behavior profiles
coming out of the classification process, by showing that they can be as-
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cribed to the following macro-categories: (i) users with a significant number
of inbound calls, most probably identifiable as call centers (such users are
classified as belonging to Cluster 3); (ii) users with a high number of unsuc-
cessful calls towards a single callee; such a number is so high that it hints
at the utilization of an automatic tool in charge of performing some connec-
tion tests towards the callee, so we refer to these users as to “testers” (such
users are classified as belonging to Cluster 4); (iii) spitter users, with a high
volume of average duration calls towards different callees and along the en-
tire observation interval (such users are classified as belonging to Cluster 8);
(iv) intermittent spitter users, that is to say users behaving like spitters, but
just during sporadic intervals of time within the entire observation window
(as in the previous case, such users are classified as belonging to Cluster 8)2;
(v) normal users, i.e., those users who are active during a significant part of
the observation window, but with an innocuous behavior.
We start by looking at the total number of calls (either issued or received)
per day, along the first month of observation, as reported in Figure 5.9. For
what concerns the first user (call center), we can easily acknowledge the
presence of a very high average number of received calls (up to 4.000), with
significant drops on Sundays and public holidays. A different situation holds
for the tester user, for which there is almost no activity, except for those days
in which we have revealed an anomalous behavior, most probably due to the
conduction of the tests (with a very high number of issued calls). Coming
to the spitter, such user shows a behavior characterized by a high volume of
issued calls (up to 500), with drops on Sundays and public holidays. The
intermittent spitter has a similar profile, but just during some days along
the entire observation period. In both cases, we might easily think of the
presence of so-called telemarketers making an intensive use of a corporate
phone network in order to contact potential clients.
2The difference between a spitter and an intermittent spitter actually resides in the
fact that the former acts like a spitter both in the clustering observation window and in
contiguous timeframes, whereas the latter does not always show a malicious behavior in
timeframes other than the illustrated clustering window.
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Figure 5.9: Calls per day during the first observation month
Figure 5.10: Calls per day during the first observation month, for a ‘normal’ user.
Finally, for the sake of completeness, we report in Figure 5.10 the typical
profile of a user who was classified as ‘normal’ by the CAST system, during
the observation period in question.
A different analysis can be performed by building charts associated with
the distribution of calls during a single day of observation, as shown in Fig-
ure 5.11. With such charts it is possible to spot the presence of anomalies
related to those users who do not adhere to the expected pattern, which is
characterized by peaks in the middle of both morning and afternoon hours.
From now on, we will no longer distinguish between the constant and the in-
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Figure 5.11: Calls distribution per time slots
termittent spitter, since the same considerations hold for both of them. If
we look at the call center, we can observe a significant number of calls at
all times during the day, with peaks corresponding to busy hours. As to the
tester, it clearly shows a widely anomalous behavior, with an almost constant
(and high) number of calls at all times (both in the daytime and at night).
Coming to the spitter, the chart shows that her/his activity is mainly con-
centrated during work hours. If we recall from the previous charts that such
activity was mainly conducted during workdays, it is legitimate to think that
the intense use of the corporate phone network is ascribable to the presence
of a telemarketer in action. The last user is the one that has been classified
as ‘normal’ by CAST. The distribution of calls per day actually confirms this
verdict, since the issued calls are quite low in number and mostly concentrate
around busy hours, both in the morning and in the afternoon.
A further graphical tool we used for the analysis is represented by the
distribution of the average call duration: the histograms in Figure 5.12 group
calls (either received or issued) in six different clusters, ranging from those
whose duration has been less than 30 seconds, up to the ones that have lasted
more than 5 minutes. The call center shows a various set of durations (for the
received calls). Calls with a duration of more than 5 minutes in fact prevail,
but there are also several calls which lasted much less: such behavior is indeed
fully compatible with the hypothesis made by the classifier. The same holds,
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Figure 5.12: Distribution of calls duration
once more, for the tester user, for which almost all of the (unsuccessful) calls
have terminated in less than 30 seconds. As to the spitter, as one would
expect (since people tend to refuse undesired calls from telemarketers), most
of the issued calls, each towards a different callee, have a very short duration.
Finally, the normal user has issued both short and long duration calls, with
a distribution which quite closely follows the typical usage patterns of the
phone network.
5.7 An in-depth analysis based on relational
graphs
As we mentioned earlier, a very useful analysis tool is definitely represented
by relational graphs highlighting the relationships among callers and callees
within a predefined observation window. A relational graph is a graph where
each node represents a user and each edge represents a relation (a call, in
this context) between users. As an example, such graphs can help identify
at a glance the presence of so-called hub nodes, i.e., those users attracting
the highest number of calls, both inbound and outbound. Typical behav-
ioral templates that graphically represent the four user categories we have
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Call center
Tester
Spitter Normal user
Figure 5.13: Relational graphs – behavioral templates
discussed so far are reported in Figure 5.13, whose interpretation is quite in-
tuitive. We will now show how such patterns can actually be found in the
data set we have studied. Figure 5.14 reports the relational graph associated
with the users that were involved in VoIP calls during the analysis window
we accounted for in the previous section and which covers the peak hour of
a typical workday.
In the picture, it is possible to identify the mentioned hubs, which can
be referred to as either call centers, if the edges are all incoming, or contact
centers (i.e., telemarketers) in the opposite case. Pairs of nodes intercon-
nected by a very high number of edges (outgoing from one node of the pair
and incoming into the other) are clearly linked to the so-called testers we de-
scribed before. It is also possible to observe that most of the highly active
users (concentrated around the center of the figure) keep up relationships
that can be defined “island-based”, since they usually involve one user with
a high degree of activity (either inbound or outbound) and many ‘satellite’
parties. Such phenomenon is peculiar to the theory of social graphs: it is not
by chance, in fact, that one of the most interesting features that can be ex-
tracted from relational graphs is the so-called clustering coefficient allowing
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Figure 5.14: Relational graph – peak hour of a workday
to evaluate the relationships existing between pairs of nodes that are in turn
linked to a third node.
The graph we show in Figure 5.15 refers to the peak hour of a holiday
time window. It can be easily noticed that the hub nodes associated with
call centers look less active than in the previous picture; tester nodes can
also be clearly identified.
Before concluding and with the aim of further validating the results of the
previous analysis, we show in Figure 5.16 a zoom of Figure 5.14 devoted to
the graphical analysis of spitter nodes. All of the focus nodes of the reported
clouds have just outgoing edges (higher in number than the defined thresh-
old); furthermore, the nodes they connect to have non mutual connection,
which contradicts the mentioned theory of social relations.
A further zoom-in detail is reported in Figure 5.17, where the typical
shape of both testers (i.e., nodes from which a high number of edges towards
the same destination departs) and a call center (very dense edge clusters,
departing from different callers and all directed towards the same destination
node) appear.
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Figure 5.15: Relational graph – peak hour of a public holiday
Figure 5.16: Relational graph – a zoom on spitter nodes
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Figure 5.17: Relational graph – a zoom on tester and call center nodes
Chapter 6
Content-aware applications and
infrastructure part I: a novel
architecture for behavior-aware
content management
6.1 Introduction
The multimedia revolution first, and the mobile revolution then, have totally
upset the Web landscape.
The real-time entertainment traffic dominates in North America, over-
taking the peer-to-peer one. In Europe, it keeps growing steadily, since users
are starting to appreciate on-demand entertainment applications [75]. Web
contents vary among static, dynamic, live and registered multimedia data
(i.e., audio, video, images, besides documents and web pages), and they are
more and more accessed by mobile consumers. Different studies [32, 4] pub-
lished amazing numbers about mobile data traffic forecasts. The mobile-only
Internet population will grow 56-fold from 14 million at the end of 2010 to
788 million by the end of 2015 and it will ask for more and more multime-
dia contents: two-thirds of the world’s mobile data traffic will be video by
2015 [32]. By then, there will be nearly one mobile device per capita and
this huge amount of devices will generate as much traffic as the entire global
mobile network in 2010.
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With such an explosion of mobile access to multimedia web contents, there
is an unmet demand for a higher quality and speed in multimedia content
and service delivery to the connected devices.
Further networking issues arise in this context.
As a first observation, contemporary trends show a drastic change in how
the network is used for. Internet was designed to address the connection of
remote endpoints thorugh host-to-host channels, in a host-centric scenario.
Nowadays it has mainly become a bridge used by users to access contents
and services, totally disregarding their physical location. Its role is not only
distributing contents to users, but also allowing them to publish their own-
made contents. Indeed, Internet users are nowadays called “prosumers” since
they both produce and consume contents on the network. Internet has be-
come a dynamic space of contents, populated by users, and explorated by
them. In such a perspective, the network has the social functionality of in-
terconnecting groups of people on the basis of the shared interests and social
relationships. The use of the network is then switched from host-centric to
content-centric.
Given the above considerations, Future Internet research projects are
starting to re-consider and design the Internet as a Content-Centric Network.
There are different kind of proposals of Content-Centric Network architec-
tures. A first kind of solution envisions an overlay infrastructure over the
existing host-centric platform. A more disruptive type of proposal is aimed
to integrate in the core network content-centric facilities so that they be-
come natively supported [52, 49]. Both of them realize the paradigm of the
Content Centric Networking, which envisions publish/subscribe mechanisms
where users directly access or push contents on the network, independently
from contents’ physical location.
The mobile revolution also poses new challenges to content centric net-
works design. The increased temporal and spatial variability of mobile users’
contents demand should be taken into account both in the design phase and
in the operational phase of content delivery infrastructures.
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In this chapter, we first investigate how to exploit social behaviors and
community analysis in content distribution networks to optimize content de-
livery. The research work herein presented is named BACON (Behavior
Aware Content Oriented Networking) and has been financed by Telecom
Italia within the context of a national initiative aimed to support innovation
(Working Capital). We propose a behavior-aware content-oriented frame-
work exploiting users’ preferences for contents expressed by ratings.
Users’ preferences are not the only aspect to be taken into account when
exploiting the knowledge of users’ behavior to enhance the content delivery.
Mobility and request patterns should also be considered to this aim. We
propose in Section 6.5 an overview of the state of the art achievements in
these fields.
6.2 Content Delivery Networks: State of the
Art and Architecture design
Content Delivery Networks are a key technological overlay solution that have
supported up to now the Internet as a content-centric network. CDNs are
mainly targeted to Web applications, and provide intelligent replication ser-
vices for Web sites. Geographic replication of Web sites is indeed fundamen-
tal for Web content providers in order to make their contents available across
the whole globe. By outsourcing replication to CDNs, they have not to pro-
vide their own replication infrastructure. A CDN is typically owned, deployed
and maintained by an individual operator, that charges content providers for
its services. CDNs are totally transparent to users. They deploy redirec-
tion services by way of which a user requesting a page is automatically (and
transparently) directed to the replica site that can optimise content access.
To this end, CDNs also deploy refined (and effective indeed) monitoring sys-
tems to understand where to dynamically redirect each user request taking
into consideration the current status of the network and of the replica sites.
In [66] the main building blocks of CDNs are illustrated (see Fig. 6.1).
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Figure 6.1: CDN building blocks
Fundamental building blocks are those devoted to distribution and replica-
tion of contents and the one devoted to request redirection. The distribution
and replication module is the interface between the CDN operator and the
content provider. It deals with three main issues:
• server placement, i.e., strategies for the positioning of replica servers;
• content selection, i.e., strategies for chosing the contents that have to
be replicated on surrogates;
• content outsourcing, i.e., algorithms for the replication of contents on
replica servers.
The redirection block on the other hand is the interface between the CDN
and the final user. It handles users’ request and their redirection towards the
CDN’s surrogates containing the requested contents.
Other conceptual blocks are related to monitoring and accounting func-
tionality. The monitoring is responsible of controlling CDN resources’ state
(servers’ workload, network workload, and so on). The accounting module
controls how contents belonging to each CP client overload the CDN network
by looking at parameters such as the traffic generated by a given replicated
web site.
Since their birth in the 90s, CDNs have been facing several challenges due
to the evolution of the usage patterns of the Internet and new architectural
modules have been added besides the aforementioned basic ones. They deal
with:
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• dynamic content distribution, i.e., the replication of contents that have
to be generated ad-hoc according to the received request;
• dynamic resource deployment, in order to accomplish overload condi-
tions and flash crowd;
• users’ mobility support
• multimedia streaming support
6.2.1 Content selection
When deciding the CDN replication policy for a certain CP’s site, there are
two main alternatives:
• performing a full-site replication: in this case, the whole site is repli-
cated on CDN surrogates;
• performing a partial-site replication: here, only a subset of objects is
replicated.
Partial-site strategies are preferred since more scalable when dealing with lots
of bulky objects. However, a further complexity resides behind. Indeed, a
proper content selection criterion has to be identified and applied. Typically,
web objects are clustered according to a certain similarity metrics that can
be based for example on object’s popularity, number of incoming hyperlinks,
or the reduction in the access latency that could be obtained by replicating
the considered object.
6.2.2 Content outsourcing
Content outsourcing strategies can be “push-based” or “pull-based”.
Push-based mechanisms envision content pre-fetching on CDN surrogates,
i.e., the replication is performed in a pro-active manner without waiting for
final users’ requests. Strategies of such a kind are usually strictly intercon-
nected with partial-site replication policies of content selection. Push-based
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outsourcing is not exploited in commercial CDNs since it can be effectively
applied only if the spatial and temporal distribution of users’ request can be
known a-priori. That hypotesis is very interesting but at the moment it is
also very hard that it can be satisfied in practice.
Pull-based strategies, on the other hand, replicate contents on a surrogate
server only after a “miss event”. A miss event happens when a request
reaches a server that does not hold the requested content. They can be
further divided in “cooperative” and “non-cooperative” solutions.
Non-cooperative pull-based strategies correspond to conventional chaching.
Only contents already requested by users are replicated on surrogate servers.
This policy realizes a user-driven automatic content replication on the CDN.
This solution is the simplest one and is often employed in commercial CDNs
as Akamai.
Cooperative pull-based solutions are different only in the management of
the miss event: the missing content is requested to the other cooperating
CDN servers rather than to the origin server, by this way reducing the load
on the origin server and possibily enhance time performances.
6.2.3 Server selection
A server selection algorithm is used for selecting the surrogate server to which
redirect a certain request among those that can satisfy that request. Server
selection algorithms can be divided in (i) server-side and client-side and in
(ii) single-server and multiple-server .
There are two algorithm families of server-side algorithm:
• adaptive: they do not take into account server load, but apply static
policies. A typical example is a round-robin strategy.
• non-adaptive: they consider some information in the selection process,
such as server load, the user proximity, and the like. Akamai adopts
algorithm of such a kind.
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Client-side algorithms envision the user selects the preferred replicas among
the available ones. The CDN operator provides a list of information associ-
ated with the available replicas and the user can use this information in the
selection process.
In single-server strategies, the content is taken from a single selected
server, while in multiple-server the content is divided into multiple blocks and
each block resides on a different server. Single-server strategies are preferred
in case of non-bulky contents; in this last case, which is typical for multimedia
contents, the object can be splitted among different replicas.
6.2.4 Dynamic content management
A web application generating dynamic contents is developed into different
levels:
• front-end: the interface with the final user, i.e., the web page dynami-
cally generated;
• application: the level responsible of generating the web page on the
basis of the application logic;
• back-end: the database level containing data exploited by the applica-
tion logic;
• user-profile: the database level containing user profiles enabling the
contents personalization.
The replication on CDNs of sites of that kind can be performed at different
levels. Replication at the first level corresponds to static contents replica-
tions, which is the one considered up to now. The replication of the ap-
plication level can be useless if the bottleneck is the access to the database
mantained by the origin server. Database replication can be performed in
three ways: (i) context-blind caching, (ii) context-aware caching, (iii) full-
replication. The full replication is quite onerous if it has to be performed on
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several surrogates dispersed across the network. Content-blind caching mem-
orizes on replicas only the content resulting from previously issued requests
and it is the typical commercial option. In the context-aware caching strate-
gies, surrogates have a database which is popolated in a pro-active manner
through a partial replication of the original database. The pro-active replica-
tion is driven by the surrogate users’ access patterns. Even if more flexible,
such an approach calls for a centralized control for the distribution of the
requests among the multiple copies of the database and for the coordinated
query execution. This strategy is typically employed for user profiles replica-
tion, since they are accessed from a single surrogate at a time in a localized
manner.
6.2.5 Handling multimedia contents
CDNs evolve in time to better support multimedia streaming applications.
Multimedia contents of bulky dimensions are typically divided into sub-parts,
both in time domain and quality domains, when progessive encoding algo-
rithms are applied. The full replication of such file on surrogate servers can
be unefficient, since it generates a lot of traffic on the network and since users
can be interested only in limited portions of the content. Typically, a CDN
solution for the distribution of multimedia contents is a two level architec-
ture. At the higher level, there is the transport of the content between the
origin server and the surrogate server by means of typical file transfer pro-
tocols. At the lower level, there is the transport of the content between the
surrogate server and the final user via RTP, controlled in case through pro-
tocols such as RTSP (Real Time Streaming Protocol) that enable the final
user to perform typical VCR commands. The preferred content outsourcing
strategy is a non-cooperative pull-based approach where surrogates possibly
pre-fetch part of the contents that will be requested by the user to the aim
of avoiding undesired interruptions during the reproduction. Live streaming
(also known as webcasting) is more challenging on the architectural design
plane. Live contents can not be pre-fetched on surrogates and the content
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distribution must be performed in real-time. When CDNs are largely ex-
panded across the globe, webcasting of popular contents can really stress the
content distribution network and the origin server.
6.3 A case study:
behavior-aware delivery of User Gener-
ated Contents (UGC)
In this section we describe an original approach designed to optimize UGC
content distribution in CDN according to users’ attitudes.
We design a content outsourcing algorithm exploiting users’ preferences
to make replica servers able to keep in memory contents that their users like.
We realize such algorithm with the aim in mind of demonstrating that
analyze user behaviors can be useful also in content distribution platform,
both for the performance of the delivery service and for the network resources
efficiency.
The scenario we consider is the one where a Content Provider (CP) uses
a CDN for distributing its contents across the network. This is the case
of typical UGC platforms such as YouTube, Metacafe, and so on. Further
information about the envisioned scenario can be found in section 2.
User behaviors are exploited by the CDN nodes in the content manage-
ment. Thanks to them, according to the designed caching algorithm, each
node is able to determine the most convenient set of objects to be kept in
memory. Such set is the group of object that will be requested by the users
served by the node with the highest probability. If the strategy is effective,
latency in content access and network traffic needed to solve the requests are
both reduced, and the overall service performance increases.
6.3.1 Rationale and Motivation
Video-sharing platforms such as YouTube, DailyMotion and Metacafe are
the application we focus on. In [76] these platforms are analyzed both from
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architectural and performance perspectives. Even if in different proportions,
all the above-mentioned applications rely on CDNs. Performance analysis
show that users proximity to content sources (CDN replica nodes) has a sig-
nificative impact on the content delivery delay. Morever, the higher the last
mile connection quality, the more influent is proximity on latency perfor-
mance. Content dimensions must also be taken into account. The more it
increases, the more the proximity become a critical factor. Indeed, making a
bulky content follow a long path increases the network congestion probabil-
ity and consequently the packet-loss probability, by this way worsening the
overall delivery service performance.
Since video-sharing services are very popular nowadays, CDN nodes have
to reserve lot of bandwith and memory space to deal with the contents of
that applications. CPs pay CDN providers on the basis of the geographi-
cal coverage the want but also on the basis of the amount of the reserved
resources.
A possible optimization is then trying to keep contents in the geographical
area whithin they can be considered interesting by users. In other words, it
can be useful to determine if a content will be popular only in a delimited
area or on a global scale. In the first case, a content should be kept only
in the replica servers placed in the interested region, since the users of such
region would be the ones requesting it. Otherwise, the content should be
replicated as much as possible on the distribution network.
Correlation between contents and geographical area has been discovered
in recent studies. In [77], content request workload of YouTube is corre-
lated with social cascades1 detectable on Twitter. Nowadays, indeed, social
cascades generate flash peak of requests directed to video-sharing platforms.
The research work shows how social cascades have typically a delimited range
of action, with sporadic exceptions that have a more global echo. The au-
thors exploit the localization information that Twitter users push on their
profiles to determine the geographical scope of social cascades.
1Social cascades are “words of mouth” performed on OSN such as Twitter and FB.
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Given this big picture, we are motivated in investigating if (and how
much) combining content popularity with user preferences analysis can be
an effective solution to optimize content distribution.
6.3.2 A behavior-aware content caching policy
We consider N CDN servers distributed across a geographical network. A
UGC platform CP engages the aforementioned CDN. We assume user re-
quests are directed to the nearest CDN server, since this is a widespread
approach adopted by CDN providers. For the same motivation, we envision
that content distribution is implemented through a pull-based cooperative
approach (see Par. 6.2.2). Indeed, this solution is quite diffused since CDN
nodes are typically connected by means of a dedicated network and it is
more convenient in terms of performance moving contents over that network
instead of requesting them to the origin server.
CDN nodes act as caches. They keep in memory copies of the requested
contents in order to immediatly satisfy following requests of them. Nonethe-
less, server memory is a constrained resource. When it reach saturation some
contents need to be removed and new contents to be memorized according
to a certain cache replacement strategy. Cache replacement policies [12] ba-
sically order objects according to their importance expressed on the basis of
a certain criterion. When a content removal is needed, the least-priority con-
tent is deleted. Object priority can be updated on defined events, such as
a new request of that content, a miss event for that content, or on periodic
intervals. Classical cache replacement algorithms are LRU (Least Recently
Used) and LFU (Least Frequently Used), that remove respectively the old-
est contents and the least popular contents. The best strategies combine
those criteria, bilancing both the content aging and their frequence of access.
Utiliy-based caching is the most flexible formulation of a caching policy. It
envisions the definition of a utility function that, according to some speci-
fied parameters, assigns a utility score to contents. Contents are prioritized
in the cache according to their utility score.
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We select a utility-based caching approach. We assume each node of the
CDN perform a utility-based caching algorithm where content priority is as-
signed taking into account local users’ preferences besides content aging and
frequency of access. Given a certain CDN node, “local users” are users that
usually get contents from the considered node, i.e., they are users who orbit
around the geographical area served by that node. Indeed, server selection
strategies usually tend to direct users’ requests to the nearest CDN node.
The idea is that if a node is able to keep in memory contents that like to lo-
cal users, there could be a fewer number of miss events and of origin server
interrogations, by this way increasing both the quality of service (smaller
latency in content access) and the network efficiency.
We envision that utilities are computed by a profiling system which is
able to analyze local users’ attitudes and contents. The profiler divides local
users into communities according to their content preferences. Users with
similar taste fall into the same community. Contents are evaluated within
the context of the discovered communities. The local utility of a content is
defined as follows:
(6.1) L =
N
c=1
wcgc
Where N is the number of the detected communities, wc is the normalized
weight of the cth community, and gc is the interest score the content gains
within the cth community. The normalized weight wc is calculated as the ratio
between the number of the cth community members and the total number
of the local users. The interest score gc is evaluated as the interest of the
content according to the most representative community member.
6.3.3 Providing interesting contents to interested users:
exploiting clustering and recommendations
Recommendation algorithms perform the evaluation of the interest score of a
certain content for a certain user, according to its preferences and behavior.
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They then smoothly fit our needs. Recommendation algorithm are typically
exploited to find content suitable to a certain user, in order to extend the
user visit on a web site or in order to advertise purchasable contents. Interest
score within the community scope can be calculated by considering the most
representative user and considering the recommendation score the content
would have for that user by using a recommendation algorithm.
Different types of recommender exist. They differ on the information
about contents and users they exploit, and on the similarity metrics they
employ. One of the most approach is the “collaborative filtering” where the
information is represented by the ratings users express for the contents man-
aged by a web platform. UGC platforms are typically ratings enabled, inde-
pendently from the specific goal of the application (e.g., social networks vs.
video sharing). Considering a rating dataset as the preliminar information
base to build knowledge about users’ attitudes is then a quite generical (and
then acceptable) hypotesis. We then select a collaborative filtering recom-
mendation algorithm for the computation of the gc score. More information
about the recommendation is provided in 6.3.4
In order to perform community detection, a similarity metrics is needed
to determine users with similar tastes. Since we assume the set of exploitable
information be represented by the ratings dataset, we consider a similarity
metrics operating on such an information base. The chosen similarity metric
is the Jaccard similarity, expressed as follows:
(6.2) Jaccard(i, j) =
commonRatings(i, j)
unionItems(i, j)
where commonRatings(i, j) is the number of times when user i and user
j express the same rating for the same content, and unionItems(i, j) is the
cardinality of the set of items obtained by the union of the items rated
by user i and the items rated by user j. The Jaccard similarity is a real
number varying between 0 and 1. The more users are similar, the more the
Jaccard similarity value tends to 1. It expresses both the affinity between
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the ratings performed by the compared users and the number of common
contents explored. A similarity matrix containing the similarity between each
couple of users is calculated by using the Jaccard similarity. That similarity
matrix is exploited both for the recommendation score calculation and for
the community detection.
In order to perform community detection, we compute a distance matrix
by simply melt the similarity metric into a distance metric:
(6.3) Dist(i, j) = 1− Jaccard(i, j)
On such a distance matrix, we apply the DBSCAN (Density Based Spa-
tial Clustering of Application with Noise) algorithm to perform a clustering
analysis and then discover the desired communities. The algorithm has been
sligthly modified to obtain also the election of the most representative user
of each group, or “centroid” (the user characterized by the highest density
of members in his neighborhood) and the computation of the community
weight. The most representative community member is chosen as a sort of
centroid of the group. More information about the clustering and represen-
tative approach is provided into Par. 6.3.5.
Some results about the profiler testing are provided in the next chapter.
6.3.4 Collaborative filtering
In collaborative filtering (CF) recommendation algorithms there are three
main entities involved: (i) items, (ii) users, and (iii) ratings, typically inte-
gers number ranging from 1 to 5. CF techniques do not require a semantic
knowledge of the application domain, nor complex tracks about the past in-
teractions between the user and the content platform. The only user’s past
history needed is the set of his ratings. CF algorithms based on the users’
similarity, as the one we considered, build a NxN similarity matrix where
the (i,j) element is the similarity between user i and user j. In order to
evaluate the recommendation score of a given item for a certain user:
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• the K most similar users to the considered user are selected by looking
at the similarity matrix. Their similarities with the considered user are
s1, ..., sK ;
• the ratings performed by such K users for the considered item are
retrieved (r1, ..., rK);
• the goal rating score is computed as:
(6.4) rating =
K
k=1
skrk
6.3.5 Community detection with DBSCAN
We aim to dividing users that usually connect to the same CDN node into
interest-based communities. Dividing these users into communities allows to
consider each group independently, i.e., to evaluate the utility of a certain
content in separated groups of users having similar interests. The problem of
community detection, when the number of the communities and the different
kinds of communities are not known a-priori, can be faced by using unsu-
pervised partitional clustering algorithms. Considered a metrics expressing
the similarity among users, clustering algorithms can group users so that
users similar to each other belong to the same group, and users dissimilar to
each other belong to different groups. Among the most exploited partitional
clustering algorithms, there are the K-Means algorithm and the DBSCAN
algorithm. In particular, K-means shows a lower complexity than DBSCAN,
but the data to be grouped (i.e., the users’ representations) should be pro-
vided in the form of vectors of data features. On the other hand, DBSCAN
works directly on the distance matrix among users. We have selected the
DBSCAN algorithm since, while we are not able to build a feature vector
for each user, we are able to build a distance matrix D starting from the
similarity matrix S built by using the Jaccard similarity: D = 1− S.
The inner working on the DBSCAN can be briefly described as follows.
As the name suggest, DBSCN groups data in different clusters on the basis
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of the density. Considered a certain user, all the users having a distance
from the considered user which is lower than “epsilon”, are searched. If the
number of the found users is higher than “minpoints”, a cluster is created
and all the users are ascribed to that cluster. Then, for each of the novel
users ascribed to the cluster, the epsilon-neighborhood is explored. If other
users are found within it, they are ascribed to the aforementioned group. The
procedure stop until there are no other users to add to the group. When the
group is completed, the left-out users are considered. A new user is taken as
a new starting point, and the procedure is played again to find a new cluster.
There are two key parameters that need to be set: the radius of the
density interval, epsilon, and the minimum number of members needed to
form a group, minpoints. As for all clustering algorithms, input parameters
need to be tuned according to the data to be analyzed. We have made some
experiments both with artificial dataset and with real dataset, as described
in the next chapter.
Detection of representative users
The DBSCAN algorithm has been slightly modified in order to allow the ex-
traction of the most representative user of each community (centroids). Cen-
troids are the nodes with the highest density among the community members,
i.e., the nodes having the highest number of neighbors within the epsilon-
neighborhood.
Weighting communities
In order to determine the local utility of a content in a cache node, the
community utilities of that content have to be weighted according to the
local weight of each community. Each community is weighted on the ba-
sis of its population (i.e., the number of community members), so that its
weight corresponds to the number of points ascribed to the associated cluster
determined through DBSCAN.
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6.4 Dealing with mobility: Mobile CDNs
With such an explosion of mobile access to multimedia web contents, there
is an unmet demand for a higher quality and speed in content delivery to
the connected devices. Further issues, due to users mobility, arise in this
context. First of all, it is harder to route contents to mobile users since they
are continuously moving, i.e., changing the cell from which they connect to
the global network. Moreover, cell switching increases the possibility to run
into a “cache miss”, which is the case of a content not available on the CDN
cache server. Cache misses typically cause the request to be forwarded across
the complete path to the origin server, which increases both the response
delay and network costs in terms of bandwidth utilization.
The increased temporal and spatial variability of mobile users demand
should be taken into account both in the design phase and in the operational
phase of a CDN. Mobility-aware CDNs are briefly called “mobile CDNs”.
Given the complexity of the above scenario, content delivery optimization
in mobile CDNs is clearly a hard task. We firmly believe that leveraging
knowledge on users mobility, as well as on their favorite contents, can prove
useful in the design of optimized cache and content placement strategies. In
such context, new content placement policies, aimed to increase cache hits
and minimize network costs, should be developed and tested. To quantify the
deriving benefits, both in terms of user perceived Quality of Service (QoS)
and ISP resource efficiency, simulation must be employed. Thus, we need
to model and reproduce both people mobility and their request patterns in
order to exploit a realistic request workload in simulations.
While CDN issues in wired networks have been widely explored so far,
and still attract lots of research efforts, to the best of our knowledge only few
works have been devoted to CDN enhancements specifically tailored to mobile
networks. Some architectural solutions aim to improve the provisioning of
multimedia streaming services to mobile clients. Indeed, streaming sessions
are typically long-lived and can be affected by QoS degradation because of
user mobility during the multimedia content fruition.
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Yoshimura et al. specify in [91] a patented CDN architecture named
“Mobile Streaming Media CDN” envisioning request redirection on the basis
of client movements. A central Content Location Manager makes use of a
SMIL (Synchronized Multimedia Integration Language) file to provide mobile
clients with information about the best replica server from which they can
gather content segments according to their current position, server load and
network conditions.
Changing replica server during a streaming session according to client’s
movements (hand-off) causes network traffic overhead and can provoke ser-
vice disruption or degradation. Tariq et al. propose in [81] a hierarchical
architecture of CDN surrogate servers. Lower-layer servers are the near-
est ones to mobile clients and can provide contents with low delay and jitter.
Higher-layer servers, on the other hand, present larger coverage areas. Server
selection is performed in a distributed manner, aiming to minimize the num-
ber of hand-offs while preserving client’s QoS level agreement. Estimation of
the time the client will spend in a server’s coverage area is taken into account
in the selection process.
As to content distribution strategies, Aioffi et al. [2] design a mobility-
aware content placement algorithm aimed to minimize network traffic in the
presence of a high variability level of content demand due to both content
popularity and user mobility. The algorithm is based on the estimation of
the future spatial demand distribution according to the past history recorded
by each replica server for each content.
6.5 Mobility and request patterns
Mobile devices originating content requests are carried by humans. The
mobile communication is therefore affected by users movements in urban
and suburban spaces. Making predictions on users position is very useful to
trace content request origin distribution in space. A human mobility model
is employed to this purpose. Mobility models are engineered and used to
represent mobile users movements by capturing how their space position,
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speed and acceleration change over time.
Up to now, different mobility models have been considered to simulate
human mobility. We provide a brief overview of the main ones, respectively
the Random Walk (RW) and the Le´vy Flight (LF). Their main drawback is
an insufficient degree of adherence with reality, as we motivate below. The
model in [41], on the other hand, is the most realistic one. We then provide
more details about it, as well as describe how we implemented it.
6.5.1 The random walk model
The random walk (RW) model is the mathematical representation of a se-
quence of random steps [80]. A random walk can be modeled as a Markov
chain, i.e., a memoryless stochastic process, in which the next step de-
pends only on the current position and not on the past steps. Given a
two-dimensional grid of places, the random walk of a user according to a
uniform distribution can be viewed as a jump from a place to the nearest
location along one of the cardinal directions taken with the same probabil-
ity (i.e., she/he can move with the same probability of 1/4 to North, South,
East, West).
This model is the simplest one among those currently available for mobile
users. It has been widely adopted in simulation studies related to mobile ad-
hoc networks (MANETs).
6.5.2 The Le´vy flight model
A Le´vy Flight (LF) is a random walk in which the step length is a ran-
dom variable having a heavy-tailed probability distribution2. A user moving
according to a Le´vy flight makes often “small” steps and sometimes “big”
steps.
The Le´vy flight model turns out to be suitable to represent some animals’
movement patterns. Works [85, 70] showed that, respectively, albatrosses and
2A heavy-tailed distribution is a probability distribution whose tails are not exponen-
tially bounded.
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spider monkeys move according to LF when searching for food. Likewise,
sharks and other ocean predators switch to move according to LF when
hunting, as demonstrated by an extended measurement campaign reported
in [79].
LF has been associated also to human patterns. Authors in [71] moni-
tored 44 volunteers by GPS for 100 hours in different outdoor environments
(i.e., college campuses, a metropolitan area, an amusement park and a state
fair) and concluded that users movements resemble Le´vy flights within a dis-
placement range of 10 km. These results agree with a previous study on
human mobility, carried out by tracing bank notes [24]. In such study, the
authors demonstrated that the distance between two consecutive bank notes
sightings shows a fat-tailed probability distribution.
6.5.3 The Gonza´lez-Hidalgo-Baraba´si model
RW and LF mobility models are the most popular in literature. Nonetheless,
they are far from being realistic in describing human behavior. The RW is
widely used since it is simple to be implemented; though, it is quite generical.
The LF, on the other hand, is not satisfying for modeling humans as it is for
animals. In fact, human mobility measurements have been carried out on a
small set of samples, as for the case in [71], or with a non-reliable trajectory
detection, as for the case of bank notes tracking in [24].
Unlike the aforementioned models, the Gonza´lez-Hidalgo-Baraba´si (GHB)
model has been derived from a study conducted over a huge amount of real
data [41]. The authors followed 100.000 anonymized mobile phones to gain
information about user mobility habits for a period of six months. Users
positions have been tracked within a geographical area of the order of mag-
nitude of 106 km2 with a granularity of about 3 km2. Each time a user
initiated or received a call or a text message, the location of the antenna
routing the communication was recorded, thus allowing the reconstruction
of the user’s trajectory. Mobile phones, carried by individuals during their
daily routine, are the best proxy to capture individual human trajectories.
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Moreover, thanks to the large size of the covered area and to the extended
duration of the analysis period, the analyzed dataset can be considered to
be both time- and space-independent.
The main results of the analysis is the finding that human trajectories
show a high degree of temporal and spatial regularity. According to the de-
rived model, in other words, it is possible to model human mobility regardless
of time and space.
Gonza´lez et al. found people tend to return to places they visited before.
They then associate each user with a certain number of visited locations,
ranked by the number of time she/he returns to them (this number being
called “mass” of the location). Given such set of places, the mobility pattern
of each user is characterized by: (i) a center of mass, and (ii) a radius of
gyration. They demonstrated users spend more than 80% of their time within
an area identified by the circle whose center is the user’s center of mass, and
whose radius is the user’s radius of gyration.
More precisely, by ranking each visited location according to the number
of user’s visits within the analysis period, they show that the probability of
finding such user in the lth place is about 1/l, thus it approximates a Zipf
distribution. The center of mass represents the user’s average position during
the tracking time. The center of mass (xcm, ycm) is computed as:
(6.5) xcm =
1
M
L
l=1
mlxl ycm =
1
M
L
l=1
mlyl
where L is the number of visited locations, ml and (xl, yl) are, respectively,
the mass of the lth location and its coordinates, and M =
L
l=1ml is the
total mass of the system. On the other hand, the radius of gyration can be
expressed as:
(6.6) rg =
 1
M
L
l=1
ml((xl − xcm)2 + (yl − ycm)2)
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Figure 6.2: Users displacement probability over time
Gonza´lez et al. also analyzed the distribution of displacements of all
users. They found that by rotating and scaling users trajectories, all users
show the same step distribution, i.e., such distribution is independent from
the users radius of gyration. Thus, despite the diversity of their ‘traveling’
histories, humans follow simple reproducible patterns.
To move or not to move
Further information on human mobility is provided in [88]. Wang et al.
investigated how the probability of a user movement from a place to another
varies over the day hours. On the basis of the same dataset employed in [41],
they evaluated the ratio between the number of displacements in each hour
over the total number of recorded positions, discovering the trend shown in
Fig. 6.2.
An example
On the basis of the aforementioned studies, we implemented the GHB model
to simulate mobile users movements. We herein provide a simple example
to make the reader better understand the main principles of the model we
implemented. Fig. 6.3 traces the trajectory of a user moving between 4 places
on a two-dimensional grid. The starting place corresponds to point (7, 6).
Each arrow represents a movement. Since the user crosses both places (7, 6)
and (3, 5) twice, such places have a mass of 2. Being crossed only once, the
other places have a mass of 1. The mass of each location is reflected by their
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Figure 6.3: Describing mobility by the Gonza´lez model
bullet size. By using equation (6.5), we evaluate the user’s center of mass,
corresponding to point (4.5, 4.5) - the black X in figure. By equation (6.6),
we derive the user’s radius of gyration, rg = 2.48 km, thus detecting the main
user’s movement area - the one within the dotted circle.
6.5.4 Request patterns
In order to simulate a realistic workload for a mobile CDN both mobility
and content request models are needed. While a mobility model provides
information on where people are located, a content request pattern describes
user’s requests from both a quantitative and a qualitative perspective. Such a
pattern tells how many requests a user would issue over time (the quantitative
aspect), and what kinds of contents she/he would ask for (the qualitative
aspect).
Content popularity has to be taken into account while modeling the qual-
ity aspect in a content request pattern. In the last years, web users behav-
ior has dramatically changed, due to the success of User Generated Content
(UGC) platforms such as Facebook, YouTube, and the like. Thanks to them,
people are able not only to read, but also to produce and share contents over
the web. Before the ascent of the UGC paradigm, content popularity was
in some way controllable through professional marketing campaigns. Now,
the scale, the dynamics, and the decentralization of user generated contents
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make conventional popularity evaluations unsuitable, since content popular-
ity is much more ephemeral and unpredictable.
In the depicted scenario, deriving empirical conclusions from the analysis
of real world data, rather than exploiting theoretical assumptions, is the
only reasonable solution. This is the approach chosen by several content
popularity studies.
An example is provided in [29], where the authors collected and analyzed
a large amount of data coming from two outstanding video UGC platforms
(i.e., YouTube and Daum3). Among the properties they discovered, they
showed that the popularity distribution is heavy-tailed and that around 10%
of top popular videos accounts for nearly 80% of the overall requests.
The work in [87] seems to confirm such qualitative trend and provides
additional information on the quantitative plane. Wallenta et al. collected
users public messages (“posts”) from two noteworthy content aggregation
sites, namely Digg4 and Reddit5, to understand how post popularity evolves
over time. They relied on users vote counts as indicators of post popularity.
In both cases, the vote distribution roughly follows the 80/20 rule, i.e., 80%
of requests are directed to 20% of the most popular posts, being in agreement
with the previous study. Moreover, they derived a trend for the number of
requests over time. The obtained distribution presumably follows web users
behavior, since it shows: (i) a global minimum at 4 a.m., when people are
sleeping, (ii) a peak between 9 a.m. and 12 a.m. during weekdays, when
people are working, and (iii) a peak between 11 a.m. and 13 a.m. in the
weekend, when people enjoy their spare time.
We took into account both such experimental results in the implementa-
tion of the content request pattern in our simulations. The last two above
cited works ([81, 2]) show the benefits deriving from the adoption of the pro-
posed mobility-aware solution by means of simulation experiments, while the
first ([91]) just presents a prototype implementation of the proposed system
3www.daum.net
4www.digg.com
5www.reddit.com
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without providing performance results in the presence of a realistic workload
of content requests. The mobility information datasets exploited in simula-
tions are hand-crafted on the basis of common sense assumptions and don’t
derive from the scientific analysis of realistic data related to human mobility
patterns. We do believe, instead, that in this kind of experiments a reliable
model of user mobility is needed, in order to perform realistic movement
estimation and obtain trustworthy performance results.
Chapter 7
Content-aware applications and
infrastructure part II: testing
and performance aspects
7.1 Introduction
In this chapter we present the preliminar results of our ongoing research on
content-aware applications.
In the previous chapter we propose to leverage recent achievements com-
ing from three main research areas in order to optimize the performance of
content distribution networks: user mobility patterns, user request patterns,
and user content preferences.
Regarding users content preferences, we draw a content caching mecha-
nism taking into account local users preferences. In Section 7.2 we report
some experimental analysis of the interest-based community detection needed
to apply the behavior-aware content caching policy described in the previous
chapter. We test the analysis on different datasets, described in Par. 7.2.1.
We provide details on the analysis output in Par. 7.2.2, as well as on the val-
idation criteria we design to evaluate the goodness of the proposed approach
to the computation of contents’ utility. Results and final considerations are
given in Par. 7.2.3.
Then, we illustrate how we developed and validated a CDN simulation
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framework able to reproduce web users behaviors. The ad-hoc simulator
is conceived at the outset as a general framework for assessing the effec-
tiveness of different content distribution strategies in presence of realistic
request workload. More precisely, we properly combine the Barabasi’s time-
and location-independent user mobility model with a content request pat-
tern derived from the analysis of real data in order to derive a realistic load
model for CDN servers. The simulator allows to configure and observe the
behavior of the CDN infrastructure in terms of delivery costs, bandwidth
requirements, server load and latency between content request and deliv-
ery phases. Section 7.3 is devoted to the main features of the simulator we
developed, providing details on its architecture and on the algorithms we im-
plemented to reproduce user behaviors. Finally, we report validation results
in Section 7.3.3 and briefly draw conclusions in Section 7.3.4.
7.2 Community detection in rating-based web
platform
The anayzer we developed within the BACON project is aimed to detect
groups of users that have expressed similar ratings for the contents of a web
platform. For each detected community, a reference user named “centroid” is
extracted. He exhibits the typical preferences of the members of his cluster.
Web contents are firstly evaluated in each community by considering the
interest score they gain for each community centroid. Such interest score is
computated leveraging a collaborative filtering recommendation algorithm.
We develop a utility program that allows for running different test type for
the above-mentioned analyzer. Tests are different both for the type of the
test and for the type of the selected input dataset.
7.2.1 Dataset types
We consider four different type of dataset:
1. Music dataset
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2. Artificial 1 dataset
3. Artifical 2 dataset
4. MovieLens dataset
Each dataset is made of Users, Ratings (where each rating is an integer
number ranging from 1 to 5), and Items (the rated contents). The first
three dataset are “artificial” since, for construction, they are made of pre-
configured, separated communities on the basis of content preferences. Such
datasets are useful since they can be used as a ground truth to verify and
quantify how much the analyzer is able to detect different groups. Artificial
dataset are configurable in different parameters (the number of users, item,
percentage of rated item for user, and and so on - see Figure 7.4). That al-
lows to perform testing on dataset characterized by different properties. The
last dataset, MovieLens, is a realistic ratings dataset publicly provided by
the GroupLens Research group of the Minnesota University1.
Figure 7.1: Configuring
the Music dataset
Figure 7.2: Configuring
the Artificial 1 dataset
Figure 7.3: Configuring
the Artificial 2 dataset
Figure 7.4: Dataset settings
Music dataset
The Music dataset is a small configurable artificial dataset characterized by:
1http://www.grouplens.org/node/73
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• 23 users characterized by realistic names
• 19 contents constituted song names
This dataset has two pre-configured set of users: a first group which likes
contents (users randomly rate contents with a 4 or 5 score) and a second
group which does not (random rates varying among 1, 2, 3). Users belonging
to the first group are recognizable since the first letter of their names ranges
from A to D (“A-D users”), while the others have names beginning from E
to Z (“E-Z users”). It is possible to set the percentage of the rated items
randomly chosen from the dataset for each user (Figure 7.1).
Artificial 1 dataset
The Artificial 1 dataset can be created in two different modalities:
1. two-groups modality: in this case, the dataset contains two groups of
different interests, similarly to the Music dataset case;
2. three-groups modality: in this case, the dataset is made of three groups,
(i) A-C users that express a strong interest (a score of 4 or 5), (ii) D-I
users that moderately appreciate contents (a score of 3), and (iii) L-Z
users that don’t like contents at all (a score of 2 or 1)
In both modalities, it is possibile to configure the number of users, the number
of items, and the percentage of items that each user rates (Figure 7.2).
Artificial 2 dataset
The Artificial 2 dataset presents four groups of users:
• The first group of users are A-B users that rate only A-B contents with
a high rate (5).
• The second group of users are C-D users that rate only C-D contents
with a discrete rate (4).
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• The third group of users are E-H users that rate only E-H contents
with a very low rate (1).
• The fourth group of users are I-Z users that rate only I-Z contents with
a low-medium rate (2 or 3).
In this dataset, people belonging to a same group tend to vote for the same
contents with the same rating. For the sake of simplicity in the results in-
terpretation, we have decided that names of the users and the names of the
contents begin with the same letter. It is possible to introduce entropy in the
group of voted items by setting the percentage of “extra items” (i.e., items
with a different beginning letter) each user can vote for. If such percentage
is null, than the user votes for the envisioned set of contents only; otherwise,
a number of random extra contents are selected and the user rates them ac-
cording to the rate envisioned to the group he belongs to. Other configurable
parameters are the number of users and the number of items, as already seen
above for the Artificial 1 dataset (Figure 7.4).
MovieLens dataset
The MovieLens dataset is made of 100.000 ratings performed by 943 users
for 1682 contents, where contents are movies. It is publicly provided by
the MovieLens recommendation platform2, which is a free web service con-
ceived to give recommendation of movies to users on the basis of their rat-
ings history. The recommendation service is based on collaborative filtering
techniques and is freely provided by the GroupLens research group of the
Computer Science and Engineering Department of the Minnesota Univer-
sity. Users’ information is properly anonymized.
7.2.2 Test types
There are two possible tests: the basic one, which is conceived to show the
main functionality provided by the analyzer, and the tuning and performace
2http://www.movielens.org/html/tour/index.html
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Figure 7.5: Community detection settings
test, which is aimed to identify the better tuning parameters.
Basic cycle
In the basic cycle, it is possible to select and configure the dataset used as
input for the analyzer, as well as set the analyzer with the desired DBSCAN
parameters (Figure 7.5). For the aforementioned dataset, the best DBSCAN
parameters are suggested.
It is also possible to request the computation of some cluster properties
and of the validation results .
In particular, the cluster properties that the analyzer evaluates are:
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• the number of cluster members (community population, or the com-
munity weight)
• the mean distance between members of the same cluster (“average in-
ternal distance”)
• the maximum distance between members of the same cluster (“max
internal distance”)
• the minimum distance between two users belonging to different cluster
(“single link”)
• the mean distance between two users belonging to different cluster (“av-
erage link”)
• the maximum distance between two users belonging to different cluster
(“complete link”)
The validation is the computation of the percentage of how many times
the centroid of a cluster represents effectively the members of his community.
Such property is verified each time the difference between the recommenda-
tion score of a certain content for the centroid and the recommendation score
for a member of his cluster is the lowest one among the difference computated
between the recommendation score for the other centroids and the considered
memeber. For each content and for each community we count the number
of times such a properties is verified. The counters associated with each
community are then added and the result is divided for the number of the
discovered communities, in order to have a percentual value which is called
“accuracy” and it is showed as the result of the validation test. The nearer
is the accuracy to 100%, the better each centroid represents his community
members in terms of content preferences. The validation output shows two
kinds of accuracy: the first one is computed by ignoring the “noise points”,
i.e. points that are not ascribed to any cluster, while the second one is called
“accuracy with noise” and it is computed by considering the noise points
forming a community for which a centroid is also elected.
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Figure 7.6: An example of analysis panel
When cluster properties and validation results are requested, the analysis
elapsed time can increase significantly, since both of them call for an onerous
inspection of the detected communities.
When the desired analysis parameters and options has been configured,
it is possible to start the community detection algorithm. When the analysis
is completed, communities information is provided. It relates to the com-
munities’ composition (i.e., the members’ list), population and centroids, as
well as the time needed to calculate the similarity matrix(one of the most
time-consuming operation) and to execute the clustering algorithm.
After both communities and centroids are determined, it is possible to
chose an item and evaluate the score of it according to the utility model
presented in the previous chapter, as it can be seen in Figure 7.6.
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Tuning and performance
With the tuning and performance test, it is possible to perform multiple
clustering tests with different tuning parameters (epsilon and minpoints) in
order to assess the clustering goodness under different configurations. The
clustering goodness is expressed in terms of the aforementioned clustering
properties and accuracy results. It is possible to configure a range of val-
ues for each parameter and an incremental step, in order to automate tests
execution. This kind of test allows for the identification of the couple of pa-
rameters values that, for example, lead to a community partition without
noise points or that guarantees certain clusters properties as well as a certain
level of accuracy.
7.2.3 Results and considerations
We perform tuning and performance tests for the artificial datasets and for
the MovieLens dataset. We set the artificial datasets in a way that the
number of users and items is similar to those of the MovieLens dataset. The
best values for epsilon and minpoints we obtained are reported in Figure 7.7.
Therein are reported also the accuracy percentage and the noise percentage
we obtain in the case of optimal configurations.
For the artificial datasets, we select parameters values allowing for a cor-
rect detection of the pre-configured communities. For the reported parame-
ters values, we reach a 100% correct detection.
For the tuning of the parameters in case of the realistic dataset, we observe
how the noise percentage varies with the parameters. For the realistic dataset
it has been discovered a minor robustness of the parameters values: for little
variations, we obtain very different results. Looking at Figure 7.8 only for
epsilon varying between 0.8 and 0.9 we can have a noise percentage different
from the 100% and from the 0%. When epsilon tends to 0.9, the noise tends
to disappear since the epsilon radius is so big that all users fall into the same
cluster(see Figure 7.9), then when we lack the capacity of discriminating
different interest-based groups.
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Figure 7.7: Analysis results
Figure 7.8: Noise % varying epsilon
Figure 7.9: Clusters number varying ep-
silon
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In Figure 7.7 are reported the mean accuracy and the mean accuracy with
noise we obtain with 10 basic cycle tests. While results for artificial datasets
are very good, using the MovieLens dataset we can only reach an accuracy
of 63%. Moreover, in this last case, we have the 48% of the users classified
as noise, i.e., they are not ascribed to any community. These results show
that further clustering and similarity measures need to be tested in order to
improve.
7.3 The mobile CDN simulator
In this section we present a modeling framework which was designed to pro-
vide a realistic simulation of a mobile CDN, including challenging functions
like the agents mobility patterns [40]. The framework makes available an
automated environment for conducting experiments and can be used as a
testbed for mobile CDN evaluation and experimentation. It differs from
other available CDN network simulators because it also reproduces a mobile
environment. For this reason it has some innovative components enabling it
to perform new kinds of tasks and which can be briefly categorized as follows:
• CDN topology: In the simulator there is a hierarchical structure for
the network representation. The network consists of a core network,
some edge networks and several antennas. It is possible to see the core
network as a connected graph. For each node of the core network there
is an edge network. Every edge network is connected to a single node
of the core network. An edge network is a tree and its root is connected
to the core node from which it stems. The edge networks are connected
to antennas through their leaves.
• Caching: The surrogate servers are represented by caches that handle
the distribution of contents.
• Content: Different content types (e.g., web content, streaming media
and real-time video) are represented by a common data structure which
The mobile CDN simulator 163
can be specialized based on the dimension of the specific content to be
represented.
• Agent: The agent is the linchpin of all simulations. It moves across the
simulated space according to its mobility pattern and asks for contents
according to its request pattern.
• Simulated space: Agents move in a rectangular area filled with anten-
nas. Antennas are not homogeneously placed, so there are zones with
different antenna densities. For this reason there is a special mapping
policy allowing to link each leaf of the edge network trees to a specified
set of antennas.
• Cost evaluation: Different cost evaluation metrics can be used to test
the appropriateness of a content placement strategy. The output of the
cost evaluation system can also be used at run-time as a feedback for
the definition of better optimization strategies.
The simulator allows us to devise and deploy different antenna placement
strategies. It performs an automatic mapping between the simulated space
and the network topology and makes it possible to rely on different kinds
of caches, located either in the core network or in one of the available edge
networks and reachable via a simple Dijkstra routing algorithm. Agents
have their own customizable mobility and request patterns. It is possible to
create and use different content placement strategies, as well as different cost
evaluation metrics.
Fig. 7.10 provides a high level view of the architecture of our simulator.
As it comes out from the picture, the CDN simulator has a structure
made of an internal core and a number of plug-ins. The core deals with all
the primary functions including the dynamic loading of the plug-ins and of
the configuration parameters. A plug-in is created by inheritance: it is a
subclass, derived from an abstract class of the core, that must implement a
defined set of abstract methods of the superclass. In this way it is possible to
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Figure 7.10: The mobile CDN simulator: architecture overview
create new plugins by simply following an easy formal grammar. There are
currently seven kinds of plug-ins associated, respectively, with: (i) mobility
pattern; (ii) request pattern; (iii) antenna placement strategy; (iv) cache
types; (v) content generation; (vi) content placement strategy; (vii) CDN
cost evaluation.
7.3.1 Inner workings of the simulator
The simulator makes many complex calculations and is composed of a large
number of classes that interact with each other. We herein sketch the main
steps characterizing its operation. There are four macro-phases: loading,
creation, simulation and results collection. First of all, the simulator parses
the configuration file to retrieve the needed information and creates the data
structures to be used later. This is the loading phase. Once done with this
step, the simulator creates the CDN by allocating a mXn grid representing
the area to simulate and which hosts the antennas on the basis of a config-
urable antenna placement strategy. Both core network and edge networks
are then created and interconnected. Each edge network will be linked to a
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pre-defined number of antennas. A soon as the network setup is over, the
last two creation steps concern the positioning of caches within the CDN tree
and, finally, the initial placement of contents according to the chosen strat-
egy. Then, the actual simulation takes place, which consists of a preliminary
configuration phase (related to the setting of the cost evaluation strategy,
together with the request and mobility patterns of choice), followed by a
number of iterations (whose overall duration depends on the chosen simula-
tion time) during which the created agents are activated on the basis of the
chosen model and the selected dynamic content placement strategy is ap-
plied, if needed. At the end of the main simulation loop, results are collected
and analyzed. As an example, it is possible to see, for each antenna, the re-
lated cache miss rate together with its total cost, which is computed based
on the requests it has helped to serve.
7.3.2 Mobile CDN simulation algorithms
In this subsection we will briefly discuss the main algorithms we chose for
both the simulator core and the associated plugins. We will also try and
illustrate the design choices which led us to selecting specific solutions over
potential alternatives.
The core of the operation of the simulator resides in the agent animation
loop showed in Fig. 7.11. To decide whether or not to move an agent we use
the moving probability distribution proposed in [88]. To calculate the new
position, we use the masses of the locations: each mass represents the proba-
bility to go to that location. The path is computed through the shortest path
algorithm. A critical point here concerns the behavior at the borders of the
simulated area (i.e., what happens if some agent locations are off the board).
We decided to use a wraparound world. This means that if, for example, the
agent leaves the area from the south, he will arrive in the north; if it leaves
from the east, it will arrive in the west. This is done with a very simple tech-
nique. If the area is a grid of dimension mXn, there is a normalization of
every location (x, y) such that (xnorm, ynorm) = (x mod m, y mod n). The
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Figure 7.11: Flow chart of the agent animation loop
The mobile CDN simulator 167
new normalized location is the one that we use for all the computations.
As to the request pattern, we designed a model based on the work from
Wallenta et al. [87], with some small changes and simplifications. Such model
is dynamic in nature and depends on the time of the simulation. To decide
‘how many’ requests to make in a certain time period, a peak value is multi-
plied by a factor that depends on the time of the day. The distribution of the
factors comes from a weighted merge of two distributions, associated, respec-
tively, with weekdays and weekends. Finally, to determine ‘which’ requests
to issue (i.e., which contents to download), a proper content popularity sys-
tem is adopted. Such system works as follows. Each content belongs to a
popularity class with some probability. We derived the content popularity
distribution from an analysis of raw data coming from Digg and also con-
tained in the above cited work from Wallenta. Such distribution is basically
computed by: (i) grouping contents with the same number of votes; (ii) merg-
ing the groups with more than 100 votes; (iii) assigning a probability to each
group according to the number of contents that it contains; (iv) properly
normalizing the obtained score. The resulting distribution has been demon-
strated to be heavy tailed, according to the results presented in [29, 87]. For
each request, the agent chooses, according to the popularity distribution,
both a class and (randomly) a content inside that class.
Finally, with respect to antennas management two main issues have to
be faced: mapping and selection. We implemented two different strategies
in our simulator. The former fills the simulated space with an antenna every
kilometer, whereas the latter randomly places the antennas. This means that
there can be areas with different antenna densities, which calls for a mapping
and selection strategy that is independent of the antennas topology. The
mapping strategy is based on the knowledge of the network topology and
works as follows. If there are N core nodes (and hence N edge networks),
it divides uniformly the simulated area horizontally in N pieces. Each piece
is assigned to a single edge network. Afterwards, for each edge network: (i)
it computes its own number of leaves; (ii) it determines how many antennas
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fall in its own piece of the overall area; (iii) it divides uniformly the antennas
between the leaves. In this way each edge network manages an area of the
simulated space independently of the quantity of antennas in that area and
all its leaves are connected to a number of antennas that is the same for each
such leaf. This means that antennas are distributed uniformly only inside
the edge networks while among different edge networks there can be different
antenna quantities.
7.3.3 Validation
A crucial part of our work consisted in an assessment of our implementation
choices, with special regard to the employed GHB mobility model. To this
purpose, we collected data by simulating 100.000 agents moving within an
area of 10.000 km2. For each such agent we logged its position at every
simulation step (whose granularity was set to a value of one hour) and then
computed both the frequency of locations it visited during its simulation
lifetime and the agent’s radius of gyration (using the equations (6.5) and
(6.6)). In this way we created a dataset similar to the one used by Gonzalez
et al. in their work and we compared the two mentioned datasets. Fig. 7.12
shows, in an overlapped fashion and with a log-log scale graph, how our
implementation of the GHB model closely fits the graph in [41] for what
concerns the radius of gyration distribution. Indeed, the picture shows that
the two distributions have exactly the same shape, with just some slight
distortion on our side towards the tail of the plot (i.e., for rg > 50). This can
be explained because of the low probability of having big radii. A sharper
plot might actually be obtained if more agents were taken into account during
the simulation, which nonetheless would affect the overall performance of the
simulator itself.
With respect to the visited locations frequency we proceeded as follows.
For each agent we counted how many locations it visited during the ob-
servation interval. We also recorded how many times it visited each single
location. We ranked locations based on the above numbers, by associating
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Figure 7.12: The distribution of the radius of gyration
a rank of L to the Lth most-visited location. Fig. 7.13 shows the results in
a log-log scale with a small linear scale insert on the top right corner of the
picture. The plot highlights that the obtained location frequency distribu-
tion follows a Zipf law (P (L) ∼ 1/L), as expected from the Gonzalez et al.
distribution. Finally, we conducted one more test using a different dataset
of only 25.000 agents in the same area, just to measure the distance between
agents’ positions at consecutive displacements. Fig. 7.14 shows in a log-log
scale our travel distance distribution overlapped with the one showed in [41].
We found out that there is a small gap between the two distributions due
to the fact that, differently from the real data in the cited work, we cur-
rently use, in our simulator, the same location selection algorithm for each
simulated agent.
7.3.4 Conclusions and future work
We defined an integrated architecture for a mobile CDN, by using both a
mobility model and a content request model. We implemented in the mo-
bile CDN simulator state-of-the-art proposals with respect to the two above
mentioned models: the Gonzalez-Hidalgo-Barabasi model for users mobility
and the content request pattern resulting by the Digg platform analysis. As
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Figure 7.13: The Zipf plot associated with the visited locations frequency
Figure 7.14: Probability density function of travel distances
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to the mobility model, we validated our simulator by comparing its results
with those published in [41]. Our future work will concern the use of the
simulator in order to: (i) evaluate potential real-world deployment scenarios;
(ii) show the effectiveness of content placement strategies aimed at moving
contents as close as possible to end-users (i.e., in the edge of the network).
Chapter 8
Conclusions and Future Work
In this thesis we present a comprehensive study on Internet architectures
devoted to real-time multimedia collaboration and content-aware web objects
distribution. Our contribution includes design and implementation tasks,
performance evaluation, as well as the definition and application of behavioral
analysis to manage security and content distribution issues.
We have designed and developed innovative standard solutions for real-
time multimedia communications over the Internet [18]. The thesis has de-
scribed our active role in the design and implementation of the Meetecho
architecture, which is currently one of the most advanced multimedia confer-
encing platforms based on standard protocols and providing enhanced collab-
oration functionality [8]. This allowed us to investigate several issues related
to the centralized conferencing model, including complex protocol interac-
tions and mechanisms to enhance scalability (e.g., the separation of respon-
sibilities between business logic and media manipulation for CPU-intensive
functionality like video processing). We showed in this work how we effec-
tively supported the development of standards within the IETF Real-time
Applications and Infrastructure area by providing meaningful insights on the
practical issues unveiled by the actual implementation of research ideas. The
experience gained in the centralized conferencing control field is currently
presented as a best current practice in an Internet standard document [17].
The results we arrived at do represent practical examples of the IETF phi-
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losophy according to which the developed standards have to work both on
paper and in practice, i.e., they should allow for rapid prototyping and de-
ployment. We are currently bringing the same approach (based both on the
definition and on the implementation of standards) to the most recent stan-
dard proposals currently under discussion within the international research
community, dealing with real-time communication over the web and telep-
resence systems.
We have conducted the scalability analysis of the Meetecho conferencing
platform by leveraging formal methods. In particular, we selected Stochas-
tic Activity Networks as the most suitable modeling formalism for the study
of the performance of complex systems. The resulting work represents a suc-
cessful example of cross fertilization between two extremely active (yet often
uncorrelated) research communities: (i) the networking community on one
side, which mainly focuses on real-world implementations of the designed
architectures, by embracing a pure engineering approach; (ii) the “performa-
bility” community on the other side, which usually opts for a more structured
approach, whereby the designed architectures are mostly studied through the
application of formal methods. Thanks to such cross fertilization, we were
able to reach the twofold objective of both validating the suitability of the
formal characterization of our real-world implementation of the distributed
conferencing scenario and assessing the validity of the measurements per-
formed on the field. By implementing a library of reusable SANs specifically
devised to model the behavior of the various components of the conferencing
framework, we were able to analyze the main performance figures associated
with our current implementation of the conferencing framework through the
proper composition of SAN templates. The results of the experiments we
conducted clearly demonstrate that the proposed approach can be fruitfully
exploited in order to: (i) easily compose and build the complete system
model; (ii) analyze in an agile fashion the system’s behavior; (iii) simplify
the very first phases of the entire life cycle of a real system (i.e., before its
actual deployment). The promising results obtained so far, encourage us
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to keep on investigating the proposed approach, by extending the modeling
power through the adoption of multi-formalism techniques. Our aim is to
further investigate model templates by moving the focus to the study of ad-
vanced functionality of the real system, with special regard to non functional
requirements associated with its dependability properties. We have already
started to work on the analysis of the system’s behavior in the presence of
faults (either accidental or due to malicious users’ behaviors) and we plan to
present the results of this further study as part of the dissemination activities
related to our research efforts.
We then explore the application of user behavior profiling for protect-
ing VoIP platforms from social threats [30]. Thanks to an unsupervised
clustering approach, VoIP users are partitioned into different groups, each
characterized by the compliance with a common behavioral pattern. User
social activity is characterized by a set of features, which we have defined
with the aim of expressing the user’s call frequency, as well as the hetero-
geneity of her/his contacts, and the duration trend of the calls she/he is
involved in. Each group turns out to be represented by a typical model of
behavior showing peculiar characteristics. A magnifying glass has been put
on behavior patterns that substantially differ from the normal one. Signif-
icant exemplars of each cluster have been searched out along the timeline
and have been visually inspected by tracing their call activity exploiting, for
visualization purposes, the expressive power of social graphs. The feature
based model, as it is right now, needs to go through further validation steps,
including a reduction process. We’d rather not use feature extraction in this
phase, because keeping the semantics of each feature certainly gives more in-
sight about each decision taken by the classifier. We aim to find the minimal
set, by looking for a tradeoff between the effectiveness of the model and the
computational power required to use it in a real-life scenario. The model will
also be tested with more clustering, classification and tuning techniques, in
order to prove its robustness.
We finally propose to apply behavioral analysis to the field of content
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distribution in order to improve the performance of content delivery. We
design a behavior-aware content distribution architecture within the con-
text of the BACON (Behavior-Aware Content-Oriented Networking) research
project. Behavioral analysis is exploited to drive a placement strategy aimed
at putting contents as close as possible to the most probably interested users.
In this context, we design and test an approach to find interest-based com-
munities among the users that rate web contents. We also indicate and study
further behavioral directions that need to be explored in order to address the
new content distribution challenges recently arisen with the boom of mobile
and multimedia entertainment traffic: users’ mobility and request patterns.
We provide for a Content Delivery Network simulation framework able to re-
produce realistic user behaviors by simulating the Gonzalez-Hidalgo-Barabasi
model for users mobility, as well as the content request pattern resulting from
an analysis of the well-known Digg platform. We perform a validation analy-
sis of our simulated mobility model. Our future work in this field will concern
the use of such a simulator in order to both evaluate potential real-world de-
ployment scenarios and show the effectiveness of content placement strategies
aimed at moving contents as close as possible to end-users (i.e., in the edge
of the network).
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