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Isoperimetric profile of radial probability measures on
Euclidean spaces
Asuka Takatsu∗
Abstract
We derive the isoperimetric profile of Gaussian type for an absolutely continu-
ous probability measure on Euclidean spaces with respect to the Lebesgue measure,
whose density is a radial function. The key is a generalization of the Poincare´
limit which asserts that the n-dimensional Gaussian measure is approximated by
the projections of the uniform probability measure on the Euclidean sphere of ap-
propriate radius to the first n-coordinates as the dimension diverges to infinity. The
generalization is done by replacing the projections with certain maps.
1 Introduction
The isoperimetric profile of a Borel probability measure µ on Rn describes a relation
between the volume µ[A] and the boundary measure µ+[A] := limε↓0(µ[A
ε] − µ[A])/ε of
A ⊂ Rn, where Aε := {x ∈ Rn | infa∈A |x− a| < ε} denotes the ε-neighborhood of A with
respect to the standard Euclidean norm | · |. Throughout this note, any subset of Rn is
assumed to be Borel. Precisely, the isoperimetric profile I[µ] of µ is a function on [0, 1]
defined by
I[µ](a) := inf
{
µ+[A] | A ⊂ Rn with µ[A] = a
}
.
Let An denote the boundary measure of the unit ball in R
n with respect to the Lebesgue
measure. For a measurable, nonnegative function f on (0,∞) satisfying
Mfn :=
1
An
∫ ∞
0
f(r)rn−1dr <∞,
the n-dimensional radial probability measure µfn with density f is the absolutely continuous
probability measure on Rn with density
dµfn
dx
(x) =
1
Mfn
f(|x|)
with respect to the n-dimensional Lebesgue measure. For example, the n-dimensional
Gaussian measure γn is the radial probability measure with density g(r) := exp(−r
2/2),
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and its isoperimetric profile was provided by Borell [1] and Sudakov–Tsirel’son [5] inde-
pendently of the form
I[γn](a) = I[γ1](a) = G
′
(
G−1(a)
)
, G(r) :=
∫ r
−∞
(2pi)−1/2g(s)ds = γ1[(−∞, r]].
The proof relies on the approximation procedure, so-called Poincare´ limit: let SN be the
(N − 1)-dimensional Euclidean sphere of radius N1/2 and vN be the uniform probability
measure on SN . We consider the orthogonal projection from R
N to the first n-coordinates,
and denote by Pn,N the restriction of it on SN . Then γn is obtained as the limit of
(Pn,N)♯vN as N →∞, where (Pn,N)♯vN denotes the push-forward measure of vN by Pn,N ,
namely (Pn,N)♯vN [A] = vN [P
−1
n,N(A)] for any A ⊂ R
n.
The aim of this note is to derive the isoperimetric profile of Gaussian type for µfn,
that is, estimate I[µfn] below by I[γ1]. To do this, let us generalize the Poincare´ limit by
replacing Pn,N with P
ρ
n,N := s
ρ
n ◦ Pn,N , where s
ρ
n is the map on R
n defined as
sρn(x) :=
{
ρ(|x|)x if x 6= 0,
0 if x = 0
for a function ρ on (0,∞) satisfying the following condition.
(C) ρ is a C1, positive function on (0,∞) and sρ1 is strictly increasing.
Theorem 1.1 For a function ρ satisfying (C), let σ be the inverse function of sρ1. For
any x ∈ Rn \ {0}, {f ρn,N(x) := d(P
ρ
n,N ♯vN )(x)/dx}N∈N converges to
f ρn(x) :=


(2pi)−n/2 exp
(
−
σ(|x|)2
2
){
σ(|x|)
|x|
}n−1
σ′(|x|) if x ∈ sρn(R
n \ {0}),
0 otherwise
as N → ∞. The function f ρn has unit mass on R
n with respect to the Lebesgue measure
and hence {P ρn,N♯vN}N∈N converges weakly to the absolutely continuous probability measure
νρn on R
n such that dνρn/dx = f
ρ
n as N →∞.
Theorem 1.1 for the case of ρ ≡ 1 recovers the original Poincare´ limit. A radial prob-
ability measure µfn is said to be a generalized Poincare´ limit if there exists a function ρ
satisfying (C) such that µfn = ν
ρ
n. To estimate the isoperimetric profile of µ
f
n = ν
ρ
n, we
impose an additional condition on ρ.
(Cn) The map s
ρ
n is Lipschitz continuous.
Theorem 1.2 For m = 1 and n, let µfm be the generalized Poincare´ limit with ρm satis-
fying (Cm). Then it holds for any a ∈ [0, 1] with a 6= 1/2 that
I[µfn](a) ≥
1
Ln
I[γ1](a),
where Ln is the smallest Lipschitz constant of s
ρn
n . Moreover, if limr↓0 f(r) ∈ (0,∞), then
the above inequality also holds true for a = 1/2.
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Theorem 1.2 for the case of f(r) = exp(−r2/2) with ρm ≡ 1 corresponds to the result of
the Gaussian measure.
This note is organized as follows. Section 2 concerns Theorem 1.1 which is a gener-
alization of the Poincare´ limit. In Section 3, we prove Theorem 1.2, namely derive the
isoperimetric profile of Gaussian type for a radial probability measure. Section 4 provides
criteria and examples of µfn which is applicable to Theorems 1.1, 1.2.
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2 Generalized Poincare´ limit
In this section, we always assume that ρ satisfies (C) and σ is the inverse function of sρ1.
We moreover define the map Σ on Rn by
Σ(x) =


σ(|x|)
|x|
x if x ∈ sρn(R
n \ {0}),
0 otherwise.
We then have Σ ◦ sρn(x) = x for any x ∈ R
n and
sρn(R
n \ {0}) = sρn(R
n) \ {0} = {x ∈ Rn | |x| ∈ sρ1((0,∞))}.
Let Vn denote the volume of the unit ball in R
n with respect to the Lebesgue measure.
For any x ∈ P ρn,N(SN) \ {0}, the Lebesgue differentiation theorem yields
f ρn,N(x) = lim
ε↓0
1
εnVn
∫
Bε(x)
f ρn,N(x
′)dx′ = lim
ε↓0
1
εnVn
vN [(P
ρ
n,N)
−1(Bε(x))], (2.1)
where Bε(x) is the open ball in R
n with center x and radius ε. We compute the right-hand
side in (2.1).
Lemma 2.1 For any x ∈ P ρn,N(SN) \ {0}, we have
f ρn,N(x) =
AN−n
Nn/2AN
{
1−
σ(|x|)2
N
}(N−n−2)/2{
σ(|x|)
|x|
}n−1
σ′(|x|).
Proof. We prove only the case of n ≥ 2, however a similar argument works for the case
of n = 1. By symmetry, we may assume that x lies in the positive first coordinate axis.
Let us consider the orthogonal projection pm from R
m to the last (m−1) coordinates.
We define the functions r+ε and r
−
ε on pn(Σ(Bε(x))) by
r+ε (y) := sup{|x
′| | x′ ∈ Byε (x)}, r
−
ε (y) := inf{|x
′| | x′ ∈ Byε (x)},
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where Byε (x) := (pn ◦ Σ)
−1(y) ∩Bε(x). Since pN is a chart on a set containing
(P ρn,N)
−1(Bε(x)) = {(Σ(x
′), ξ) ∈ Rn × RN−n | |ξ|2 = N − σ(|x′|)2, x′ ∈ Bε(x)} ⊂ SN
for ε > 0 small enough, we directly compute
vN [(P
ρ
n,N)
−1(Bε(x))]
=
1
N (N−1)/2AN
∫
pN ((P
ρ
n,N )
−1(Bε(x)))
(
N
N − |u|2
)1/2
du
=
1
N (N−1)/2AN
∫
pn(Σ(Bε(x)))
∫
{ξ∈RN−n | |ξ|2=N−σ(|x′|)2, x′∈Byε (x)}
(
N
N − |y|2 − |ξ|2
)1/2
dξdy
=
AN−n
N (N−1)/2AN
∫
pn(Σ(Bε(x))
∫ {N−σ(r−ε (y))2}1/2
{N−σ(r+ε (y))2}1/2
(
N
N − |y|2 − s2
)1/2
sN−n−1dsdy
=
AN−n
N (N−1)/2AN
∫
Uε(x)
(
N
N − |y|2 − s2
)1/2
sN−n−1dyds,
where we set
Uε(x) :=
{
(pn(Σ(x
′)), s) ∈ Rn−1 × R≥0 | s
2 = N − σ(|x′|)2, x′ ∈ Bε(x)
}
.
According to the assumption that x lies in the first axis, Uε(x) converges to the point
(0, {N − σ(|x|)2}1/2) as ε ց 0. If the volume |Uε(x)|n of Uε(x) with respect to the
n-dimensional Lebesgue measure satisfies
lim
ε↓0
|Uε(x)|n
εnVn
=
σ(|x|)σ′(|x|)
{N − σ(|x|)2}1/2
{
σ(|x|)
|x|
}n−1
, (2.2)
then we find that
f ρn,N(x) =
AN−n
N (N−1)/2AN
lim
ε↓0
1
εnVn
∫
Uε(x)
(
N
N − |y|2 − s2
)1/2
sN−n−1dyds
=
AN−n
N (N−1)/2AN
·
σ(|x|)σ′(|x|)
{N − σ(|x|)2}1/2
{
σ(|x|)
|x|
}n−1
·
{
N
σ(|x|)2
}1/2 {
N − σ(|x|)2
}(N−n−1)/2
=
AN−n
Nn/2AN
{
1−
σ(|x|)2
N
}(N−n−2)/2 {
σ(|x|)
|x|
}n−1
σ′(|x|)
as desired. To prove (2.2), we need several claims.
Claim 2.2 The functions r±ε (y) depend only on |y| not on y itself.
Proof. For any y ∈ pn(Σ(Bε(x))) \ {0}, it turns out that
Byε (x)=
{
x(a, b) :=
(
|x|+ a,
b
|y|
y
) ∣∣∣∣(a, b) ∈ Dε, y = pn(Σ(x(a, b))) = σ(|x(a, b)|)|x(a, b)| b|y|y
}
,
Dε := {(a, b) ∈ R
2 | a2 + b2 < ε2, b > 0}.
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This means that r+ε (y) (resp. r
−
ε (y)) is equal to the supremum (resp. infimum) of
|x(a, b)| =
{
(|x|+ a)2 + b2
}1/2
on Dε subject to
|y| = Y (a, b) :=
σ(|x(a, b)|)
|x(a, b)|
b = |pn(Σ(x(a, b)))|,
which concludes the proof of the claim. ♦
We sometimes denote r±ε (y) by r
±
ε (|y|) as functions on [0, ηε), where ηε = ηε(x) given by
ηε := sup{|y| | y ∈ pn(Σ(Bε(x)))} = sup {Y (a, b) | (a, b) ∈ Dε} .
Note that limε↓0 ηε = 0. It follows from Claim 2.2 that
lim
ε↓0
|Uε(x)|n
εnVn
= lim
ε↓0
1
εnVn
∫
pn(Σ(Bε(x)))
∫
{s≥0 | N−σ(r+ε (y))2≤s2≤N−σ(r
−
ε (y))2}
dsdy
= lim
ε↓0
1
εnVn
∫
pn(Σ(Bε(x)))
[{
N − σ(r−ε (|y|))
2
}1/2
−
{
N − σ(r+ε (|y|))
2
}1/2]
dy
= lim
ε↓0
An−1
εnVn
∫ ηε
0
[{
N − σ(r−ε (η))
2
}1/2
−
{
N − σ(r+ε (η))
2
}1/2]
ηn−2dη
= lim
ε↓0
An−1
Vn
(ηε
ε
)n−1 ∫ 1
0
uε(t)dt, (2.3)
where, in the last equality, we substitute η = tηε and set
uε(t) :=
tn−2
ε
[{
N − σ(r−ε (tηε))
2
}1/2
−
{
N − σ(r+ε (tηε))
2
}1/2]
.
We will investigate the limits of ηε/ε and uε(t) as εց 0.
It is easy to check that |x(a, b)| does not have extrema on Dε by using Lagrange
multipliers, and y 6= 0 leads to b 6= 0. In other words, for any η ∈ (0, ηε), there exist
a±ε (η) ∈ Iε := [−ε, ε] such that
r±ε (η) =
∣∣∣x(a±ε (η),{ε2 − a±ε (η)2}1/2)∣∣∣ , η = Y (a±ε (η),{ε2 − a±ε (η)2}1/2) . (2.4)
The monotonicity of |x(a, (ε2 − a2)1/2)| in a and the definition of r±ε imply
a+ε (η) = max
{
a ∈ Iε | η = Y
(
a, (ε2 − a2)1/2
)}
, (2.5)
a−ε (η) = min
{
a ∈ Iε | η = Y
(
a, (ε2 − a2)1/2
)}
. (2.6)
Due to the fact r±ε (0) = |x| ± ε, a
±
ε (η) are extended to [0, ηε) by putting a
±
ε (0) = ±ε.
Claim 2.3 The functions a±ε (η) are monotone and |a
±
ε (η)| ≤ ε on η ∈ (0, ηε).
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Proof. From the monotonicity
∂
∂b
Y (a, b) =
σ′(|x(a, b)|)
|x(a, b)|2
b2 +
σ(|x(a, b)|)
|x(a, b)|3
(|x|+ a)2 ≥ 0,
where we use the nonnegativity of σ′, we deduce
ηε = sup {Y (a, b) | (a, b) ∈ Dε} = max
{
Y
(
a,
(
ε2 − a2
)1/2) ∣∣∣ a ∈ Iε} . (2.7)
Since the function Y (a, (ε2 − a2)1/2) is continuous on a ∈ Iε and takes the value 0 at the
boundary, the intermediate value theorem yields that, for any η1, η2 ∈ (0, ηε) with η1 < η2,
there exist a±(ηi) ∈ Iε for i = 1, 2 such that
ηi = Y
(
a±(ηi),
{
ε2 − a±(ηi)
2
}1/2)
, a−(η1) < a
−(η2) < a
+(η2) < a
+(η1).
This with (2.5), (2.6) leads to
−ε = a−ε (0) < a
−
ε (η1) < a
−
ε (η2) < a
+
ε (η2) < a
+
ε (η1) < a
+
ε (0) = ε.
♦
Since Claim 2.3 implies
r±ε (η) =
∣∣∣x(a±ε (η),{ε2 − a±ε (η)2}1/2)∣∣∣ = {|x|2 + ε2 + 2a±ε (η)|x|}1/2 ∈ [|x| − ε, |x|+ ε]
for any η ∈ (0, ηε), the mean value theorem yields
0 ≤ uε(t) ≤
tn−2
ε
[
max
r∈[|x|−ε,|x|+ε]
−σ′(r)σ(r)
{N − σ(r)2}1/2
{
r−ε (tηε)− r
+
ε (tηε)
}]
≤ tn−2
[
max
r∈[|x|−ε,|x|+ε]
2σ′(r)σ(r)
{N − σ(r)2}1/2
]
,
which ensures that uε(t) is dominated by an integrable function on t ∈ (0, 1).
Claim 2.4 For any t ∈ (0, 1), the limits
ησ = ησ(x) := lim
ε↓0
ηε
ε
, a±σ (t) := lim
ε↓0
a±ε (tηε)
ε
exist and satisfy ησ = σ(|x|)/|x|, a
±
σ (t) = ±(1 − t
2)1/2.
Proof. Claim 2.3 leads to a±2 (t) := limε↓0(a
±
ε (tηε)/ε)
2 ∈ [0, 1] and combining (2.4) with
the fact |x(a, (ε2 − a2)1/2)| → |x| for any a ∈ Iε as εց 0 yields
lim
ε↓0
tηε
ε
= lim
ε↓0
1
ε
Y
(
a±ε (tηε),
{
ε2 − a±ε (tηε)
2
}1/2)
=
σ(|x|)
|x|
{
1− a±2 (t)
}1/2
≤
σ(|x|)
|x|
for any t ∈ (0, 1). Letting tր 1, we have limε↓0 ηε/ε ≤ σ(|x|)/|x|. On the other hand, it
holds by (2.7) that
lim
ε↓0
ηε
ε
≥ lim
ε↓0
Y (0, ε)
ε
= lim
ε↓0
σ(|x(0, ε)|)
|x(0, ε)|
ε
ε
=
σ(|x|)
|x|
,
meaning ησ = σ(|x|)/|x| and hence a
±
σ (t)
2 = a±2 (t) = 1− t
2. If there exists t0 ∈ (0, 1) such
that a+σ (t0) = a
−
σ (t0), then Claim 2.3 with the squeeze lemma implies a
±
σ (t) ≡ a
±
σ (t0) for
any t ∈ (t0, 1), which contradicts a
±
σ (t)
2 = 1− t2. We thus have a±σ (t) = ±(1− t
2)1/2. ♦
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Since uε(t) is dominated by an integrable function on t ∈ (0, 1) and Claim 2.4 implies
lim
ε↓0
uε(t) = lim
ε↓0
tn−2
ε
[{
N − σ(r−ε (tηε))
2
}1/2
−
{
N − σ(t+ε (sηε))
2
}1/2]
=
σ′(|x|)σ(|x|)
{N − σ(|x|)2}1/2
lim
ε↓0
tn−2
ε
{
r+ε (tηε)− r
−
ε (tηε)
}
=
σ′(|x|)σ(|x|)
{N − σ(|x|)2}1/2
lim
ε↓0
tn−2
ε
[{
|x|2 + ε2 + 2a+ε (tηε)|x|
}1/2
−
{
|x|2 + ε2 + 2a−ε (tηε)|x|
}1/2]
=
2σ′(|x|)σ(|x|)
{N − σ(|x|)2}1/2
tn−2(1− t2)1/2
for any t ∈ (0, 1), Lebesgue’s dominated convergence theorem yields
lim
ε↓0
∫ 1
0
uε(t)dt =
∫ 1
0
2σ′(|x|)σ(|x|)
{N − σ(|x|)2}1/2
tn−2(1− t2)1/2dt =
σ′(|x|)σ(|x|)
{N − σ(|x|)2}1/2
B
(
3
2
,
n− 1
2
)
,
where B(·, ·) is the beta function. According to the relation Vn/An−1 = B(3/2, (n− 1)/2)
and (2.3), we compute
lim
ε↓0
|Uε(x)|n
εnVn
=
An−1
Vn
lim
ε↓0
(ηε
ε
)n−1 ∫ 1
0
uε(t)dt =
An−1
Vn
· ηn−1σ ·
σ′(|x|)σ(|x|)
{N − σ(|x|)2}1/2
Vn
An−1
=
σ(|x|)σ′(|x|)
{N − σ(|x|2)}1/2
{
σ(|x|)
|x|
}n−1
,
which is (2.2). This completes the proof of the lemma. ✷
Let us now generalize the Poincare´ limit.
Proof. (Theorem 1.1) Given any x /∈ sρn(R
n), we find that x /∈ P ρn,N(SN) for any N ∈ N
hence f ρn,N(x) = 0 = f
ρ
n(x). For any x ∈ s
ρ
n(R
n) \ {0}, Lemma 2.1 with the relation
limN→∞AN−nN
n/2/AN = (2pi)
−n/2 yields f ρn,N(x)→ f
ρ
n(x) as N →∞. We thus have the
pointwise convergence of f ρn,N to f
ρ
n on R
n \ {0} as N →∞.
It is easy to check that f ρn has unit mass on R
n with respect to the Lebesgue measure,
additionally, for any R ∈ R satisfying σ(R)2 = 2(n+ 2) and any N ≥ 2(n+ 2), we find
[
1−
σ(|x|)2
N
](N−n−2)/2
+
≤ 1BR(0)(x) + exp
(
−
σ(|x|)2
2
)
,
where [t]+ := max{t, 0} for t ∈ R and 1BR(0) is the characteristic function on BR(0). This
ensures that f ρn,N is dominated by an integrable function and hence Lebesgue’s dominated
convergence theorem yields the weak convergence of P ρn,N ♯vN to ν
ρ
n as N →∞. ✷
We give a necessary and sufficient condition for µfn to be a generalized Poincare´ limit in
terms of f . In what follows, we denote by supp(f) the support of f and set
rf := inf{r | r ∈ supp(f)}, Rf := sup{r | r ∈ supp(f)}.
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Proposition 2.5 A radial probability measure µfn is a generalized Poincare´ limit if and
only if supp(f) is connected, on the interior of which f is continuous. In the case of
µfn = ν
ρ
n, supp(f) coincides with the closure of s
ρ
1((0,∞)).
Proof. The “only if” part and the claim on the support follow immediately from Theo-
rem 1.1. To prove the “if” part, let σ be the function on (rf , Rf) solving the equation∫ σ(r)
0
(2pi)−n/2 exp
(
−
s2
2
)
sn−1ds =
1
Mfn
∫ r
rf
f(s)sn−1ds. (2.8)
Then σ is C1, strictly increasing and σ((rf , Rf )) = (0,∞), which ensures the existence
of the function ρ satisfying (C) such that sρ1 ◦ σ(r) = r holds for any r ∈ (rf , Rf). For
f ρn = dν
ρ
n/dx, Theorem 1.1 and differentiating (2.8) yield that
f ρn(x) = (2pi)
−n/2 exp
(
−
σ(|x|)2
2
){
σ(|x|)
|x|
}n−1
σ′(|x|) =
f(|x|)
Mfn
for almost every x ∈ supp(µfn) = supp(ν
ρ
n), that is, µ
f
n = ν
ρ
n. ✷
3 Isoperimetric profile of Gaussian type
We derive the isoperimetric profile of Gaussian type for the generalized Poincare´ limit
with ρ satisfying (Cn) by using Le´vy’s isoperimetric inequality for Euclidean spheres. In
analogy with Rn, we denote by Xε the ε-neighborhood of X ⊂ SN with respect to the
spherical distance function dSN .
Proposition 3.1 (Le´vy’s isoperimetric inequality [3]) For any X ⊂ SN , take a closed
metric ball B ⊂ SN with vN [B] = vN [X ]. Then we have vN [X
ε] ≥ vN [B
ε] for any ε > 0.
Proof. (Theorem 1.2) Let σ be the inverse function of sρ11 and F (r) := µ
f
1 [(−∞, r]] be
the cumulative distribution function of µf1 , which is differentiable on (rf , Rf ). Since ρ1
satisfies (C1), we find rf = 0 and infr∈(0,Rf ) σ
′(r) > 0 (see Lemma 4.1 below). Moreover,
by (2.8), it holds for any r ∈ (0, Rf) that G(σ(r)) = F (r) and
G′(σ(r)) =
1
σ′(r)
F ′(r). (3.1)
The claim is trivial for the case of a = 0 and 1 since the right-hand side is equal to 0.
We first consider the case of a ∈ (1/2, 1). For any A ⊂ Rn with µfn[A] ∈ (1/2, 1), there
exists a unique α ∈ (0, Rf) such that µ
f
n[A] = µ
f
1 [(−∞, α]] = F (α). Fix β ∈ (0, α).
Claim 3.2 For any t ∈ (0, (Rf −α)/2), there exists N0 ∈ N, independent of β, such that(
(P ρ11,N)
−1((−∞, β])
)L(β,t)
⊃ (P ρ11,N)
−1((−∞, β + t]), L(β, t) := sup
r∈[β,β+t]
σ′(r)t+ t2
holds for any N ≥ N0.
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Proof. We first remark that L(β, t) is positive finite by [β, β + t] ⊂ (0, Rf). Without
loss of generality, we may assume that N ∈ N satisfies α + t < sρ11 (N
1/2), which ensures
the unique existence of x0 ∈ (0, N
1/2) such that sρ11 (x0) = β. Moreover, for any point
(x, ξ) ∈ (P ρ11,N)
−1((−∞, β+ t]) with P ρ1,N = s
ρ1
1 (x) ∈ (β, β+ t], we find ξ 6= 0. This implies
that, for ξ0 := (N − x
2
0)
1/2
ξ/|ξ|, it holds that (x0, ξ0) ∈ (P
ρ1
1,N)
−1((−∞, β]) and
|(x, ξ)−(x0, ξ0)|
2 = 2N
{
1− cos
(
dSN ((x, ξ), (x0, ξ0))
N1/2
)}
= dSN ((x, ξ), (x0, ξ0))
2+O(N−1).
Since the direct computation provides
|(x, ξ)− (x0, ξ0)|
2 = 2N
{
1−
xx0
N
−
(
1−
x2
N
)1/2(
1−
x20
N
)1/2}
=
|x− x0|
2
2N
+O(N−1)
for any t > 0, there exists N0 ∈ N such that if N ≥ N0, then we have
dSN ((x, ξ), (x0, ξ0)) ≤ |x− x0|+ t
2 = |σ(sρ1(x))− σ(s
ρ
1(x0))|+ t
2
≤
(
sup
r∈[sρ
1
(x0),s
ρ
1
(x)]
σ′(r)
)
|sρ1(x)− s
ρ
1(x0)|+ t
2 ≤ L(β, t),
which concludes the proof of the claim. ♦
For N ∈ N large enough, we deduce from Theorem 1.1 that
vN [(P
ρn
n,N)
−1(A)] = (P ρnn,N)♯vN [A] > (P
ρ1
1,N)♯vN [(−∞, β]] = vN [(P
ρ1
1,N)
−1((−∞, β])].
The Lipschitz continuity of P ρnn,N with Lipschitz constant Ln deduced from (Cn) provides
vN
[
(P ρnn,N)
−1
(
ALnL(β,t)
)]
≥ vN
[(
(P ρnn,N)
−1(A)
)L(β,t)]
≥ v1
[
(P ρ11,N)
−1((−∞, β + t])
]
,
where the last inequality follows from the fact that (P ρ11,N)
−1((−∞, β]) is a closed metric
ball with Proposition 3.1 and Claim 3.2. Letting N →∞ in the above inequality together
with Theorem 1.1 implies νρnn
[
ALnL(β,t)
]
≥ νρ11 [(−∞, β + t]] for any t ∈ (0, (Rf − α)/2).
Since β < α is arbitrary and L(β, t) is continuous in β, this also holds for α, namely
µfn
[
ALnL(α,t)
]
= νρnn
[
ALnL(α,t)
]
≥ νρ11 [(−∞, α + t]] = F (α+ t). (3.2)
Claim 3.3 µfn
+[A] ≥ I[γ1](µ
f
n[A])/Ln.
Proof. For ε > 0 small enough, the continuity and monotonicity of L(α, t) in t > 0
guarantees the existence of t(ε) > 0 such that LnL(α, t(ε)) = ε and
lim
ε↓0
t(ε)
ε
= lim
t↓0
t
LnL(α, t)
=
1
σ′(α)Ln
.
We then have
µfn
+[Aε] = lim
ε↓0
µfn[A
ε]− µfn[A]
ε
≥ lim
ε↓0
F (α + t(ε))− F (α)
ε
=
F ′(α)
σ′(α)Ln
=
I[γ1](µ
f
n[A])
Ln
,
where the last equality follows from G(σ(α)) = F (α) = µfn[A], that is, σ(α) = G
−1(µfn[A])
and (3.1). ♦
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The arbitrary choice of A ⊂ Rn with µfn[A] ∈ (1/2, 1) implies I[µ
f
n](a) ≥ I[γ1](a)/Ln for
a ∈ (1/2, 1). Since the similar argument works for the case of a ∈ (0, 1/2) and moreover
a = 1/2 which is equivalent to α = 0 if limr↓0 σ
′(r)/(2pi)1/2 = limr↓0 f(r)/M
f
1 ∈ (0,∞),
we have the desired result. ✷
Remark 3.4 In the case of f(r) = exp(−r2/2), Theorem 1.2 corresponds to the case of
finite dimensional Gaussian measures in [1, 5], where the case of an infinite dimensional
Gaussian measure γ∞ was also proved. However we may not expect to extend Theorem 1.2
for infinite dimensional cases since I[γ∞] is obtained through the fact that {γn}n∈N is a
cylinder set measure but {µfn}n∈N is generally not a cylinder set measure.
4 Condition and Example
In order to provide criteria for µfn = ν
ρ
n such that ρ satisfies (Cn) in terms of f , we first
prepare the following lemma.
Lemma 4.1 For a function ρ satisfying (C) and L > 0, the following (i), (ii) and (iii)
are equivalent to each other.
(i) ρ satisfies (C1) and the smallest Lipschitz constant of s
ρ
1 is L.
(ii) ρ satisfies (Cn) and the smallest Lipschitz constant of s
ρ
n is L for any n ∈ N.
(iii) limr↓0 s
ρ
1(r) = s
ρ
1(0) = 0 and supr>0(s
ρ
1)
′(r) = L.
Proof. Since (ii)⇒(i) is trivial, we show (i)⇒(iii)⇒(ii). Note that, for any r ∈ R \ {0},
(sρ1)
′(r) = ρ′(|r|)|r|+ ρ(|r|) = (sρ1)
′(|r|) holds.
If (i), then we have limr↓0 s
ρ
1(r) = s
ρ
1(0) = 0 by continuity of s
ρ
1 and supr>0(s
ρ
1)
′(r) = L
by the differentiability with the Lipschitz continuity of sρ1. We thus find (i)⇒(iii).
Assume (iii). Since the mean value theorem yields sρ1(r) − s
ρ
1(ε) ≤ L(r − ε) for any
r ≥ ε > 0, letting ε ց 0 and dividing by r provide supr>0 ρ(r) ≤ L. Let {λ
x
m}
n
m=1 be
the eigenvalues of the Jacobi matrix (Jxij)1≤i,j≤n of s
ρ
n at x. By the differentiability of
sρn, (ii) is equivalent to max1≤m≤n supx∈Rn\{0} |λ
x
m| = L. Fix x = (x
i)ni=1 ∈ R
n \ {0} and
let {vxm}
n
m=1 be an orthogonal basis such that v1 = x/|x|. Then, for each 1 ≤ m ≤ n,
ρ′(|x|)|x|δm1 + ρ(|x|) is an eigenvalue λ
x
m with eigenvector v
x
m since we compute
Jxij = ρ
′(|x|)
xixj
|x|
+ ρ(|x|)δij,
where δii = 1 and δij = 0 if i 6= j. This provides
max
1≤m≤n
sup
x∈Rn\{0}
|λxm| = max
1≤m≤n
sup
x∈Rn\{0}
|ρ′(|x|)|x|δm1 + ρ(|x|)| = sup
r>0
max{ρ(r), (sρ1)
′(r)} = L.
✷
Let us next consider the following conditions on f .
(a) f is positive on (0, Rf) and limr↓0 f(r) > 0.
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(b) There exist a continuous, positive function ψ on (R,Rf) for some R > 0 such that
(b1) λf(r)ψ(r)rn−1 ≤
∫ Rf
r
f(s)sn−1ds ≤
1
λ
f(r)ψ(r)rn−1 for some λ ∈ (0, 1).
(b2) lim
r↑Rf
{ψ(r)2 ln
(
f(r)ψ(r)rn−1
)
} > −∞.
In the case of f(r) = exp(−r2/2), (b) holds for ψ(r) = 1/r, especially, for any λ ∈ (0, 1)
λ exp
(
−
r2
2
)
rn−2 ≤
∫ ∞
r
exp
(
−
s2
2
)
sn−1 ≤
1
λ
exp
(
−
r2
2
)
rn−2 (4.1)
holds for r large enough.
Proposition 4.2 For the generalized Poincare´ limit µfn with ρ, assume limr↓0 f(r) <∞.
Then (Cn) is equivalent to the combination of (a) and (b).
Proof. Let σ be the inverse function of sρ1, then
Mfn
(2pi)n/2
σ′(r) = f(r) exp
(
σ(r)2
2
){
r
σ(r)
}n−1
(4.2)
holds on (rf , Rf) by differentiating (2.8). We also have limr↓rf σ(r) = 0, limr↑Rf σ(r) =∞
and the equivalence between infr>0(s
ρ
1)
′(r) <∞ and infr∈(rf ,Rf ) σ
′(r) > 0.
Assume (a) and (b). Since we deduce rf = 0 from (a), limr↓0 s
ρ
1(r) = 0 holds. Hence
it is enough for (Cn) to show limr↓0 σ
′(r), limr↑Rf σ
′(r) > 0 by Lemma 4.1(iii) together
with (4.2) and (a).
The conditions (2.8) and limr↓0 f(r) <∞ yield
lim
r↓0
[
σ′(r)
{
σ(r)
r
}n−1]
=
(2pi)n/2
Mfn
lim
r↓0
{
f(r) exp
(
σ(r)2
2
)}
≤
(2pi)n/2
Mfn
lim
r↓0
f(r) <∞,
which ensures the existences of c > 0 and r0 > 0 such that σ
′(r)σ(r)n−1 < crn−1 on (0, r0).
Integrating it with the condition σ(0) = 0 implies σ(r)n < crn on (0, r0). We thus have
0 <
(2pi)n/2
Mfn
lim
r↓0
f(r) = lim
r↓0
[
σ′(r)
{
σ(r)
r
}n−1]
≤ c(n−1)/n lim
r↓0
σ′(r).
It follows from (b1), (4.1) and (2.8) that
λ exp
(
−
σ(r)2
4
)
≥
Mfn
(2pi)n/2
∫ ∞
σ(r)
exp
(
−
s2
2
)
sn−1ds =
∫ Rf
r
f(s)sn−1ds ≥ λf(r)ψ(r)rn−1
for r < Rf large enough, which implies
0 ≤ lim
r↑Rf
{
ψ(r)2σ(r)2
}
≤ −4 lim
r↑Rf
{
ψ(r)2 ln(f(r)ψ(r)rn−1)
}
<∞.
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Similarly, we deduce from (2.8) with the converse inequalities of (b1) and (4.1) that
Mfn
(2pi)n/2
lim
r↑Rf
σ′(r) = lim
r↑Rf
[
f(r) exp
(
σ(r)2
2
){
r
σ(r)
}n−1]
≥ lim
r↑Rf
λ2
ψ(r)σ(r)
> 0.
We thus have limr↓0 σ
′(r), limr↑Rf σ
′(r) > 0.
Conversely, suppose (Cn). Lemma 4.1(iii) and Proposition 2.5 yield rf = 0, hence
f(r) > 0 on (0, Rf) holds by (4.2). It moreover follows from the mean value theorem that
limr↓0 σ
′(r) ≤ limr↓0 σ(r)/r, which means
0 < lim
r↓0
σ′(r)n ≤ lim
r↓0
[
exp
(
−
σ(r)2
2
)
σ′(r)
{
σ(r)
r
}n−1]
=
(2pi)n/2
Mfn
lim
r↓0
f(r).
We thus have (a).
Due to infr∈(0,Rf ) σ
′(r) > 0, ψ := 1/(σσ′) is a continuous, positive function on (0, Rf)
and it holds for any λ ∈ (0, 1) that
λf(r)rn−1ψ(r) = λe−σ(r)
2/2σ(r)n−2 ≤
∫ ∞
σ(r)
e−s
2/2sn−1ds =
(2pi)n/2
Mfn
∫ Rf
r
f(s)sn−1ds
≤
1
λ
e−σ(r)
2/2σ(r)n−2 =
1
λ
f(r)rn−1ψ(r)
for r < Rf large enough, which means (b1). This with Lemma 4.3 below concludes the
proof of Proposition 4.2. ✷
Lemma 4.3 Given a generalized Poincare´ limit µfn = ν
ρ
n, if ρ satisfies (Cn) and a con-
tinuous, positive function ψ on (R,Rf ) for some R > 0 satisfies (b1), then (b2) holds.
Proof. For the inverse function σ of sρ1, we deduce from (b1), (4.1) and (2.8) that
1
λ
exp
(
−σ(r)2
)
≤
Mfn
(2pi)n/2
∫ ∞
σ(r)
exp
(
−
s2
2
)
sn−1ds =
∫ Rf
r
f(s)sn−1ds ≤
1
λ
f(r)ψ(r)rn−1,
hence ψ(r)2σ(r)2 ≥ −ψ(r)2 ln(f(r)ψ(r)rn−1) > 0. Since (Cn) leads to limr↑Rf σ
′(r) > 0,
(2.8) with the converse inequalities of (b1) and (4.1) yields
0 <
Mfn
(2pi)n/2
lim
r↑Rf
σ′(r) = lim
r↑Rf
[
f(r) exp
(
σ(r)2
2
){
r
σ(r)
}n−1]
≤ lim
r↑Rf
1
λ2ψ(r)σ(r)
.
Combining the two inequalities, we have (b2). ✷
We give a simple criterion f to satisfy (b), which concerns the logarithmic concavity (see
Remark 4.5 below for the definition of logarithmic concavity).
Lemma 4.4 For a radial probability measure µfn, suppose that f is C
2, positive on (R,Rf )
for some R > 0 and limr↑Rf f(r) = 0. Moreover if the function Φ := − ln f satisfies
limr↑Rf Φ
′′(r) ∈ (0,∞], limr↑Rf Φ
′(r) =∞ and limr↑Rf Φ
′′(r)/Φ′(r)2 <∞, then (b) holds.
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Proof. Let us prove that (b) holds for ψ := 1/Φ′. For any c ∈ R, define the function by
Ψc(r) := f(r)ψ(r)r
n−1 − c
∫ Rf
r
f(s)sn−1ds.
It turns out that limr↑Rf Ψc(r) = 0 and
Ψ′c(r) = f(r)r
n−1
(
−1 −
Φ′′(r)
Φ′(r)2
+
n− 1
r
ψ + c
)
.
This means that, for λ ∈ (0, 1) satisfying
λ < lim
r↑Rf
(
1 +
Φ′′(r)
Φ′(r)2
−
n− 1
r
ψ
)
≤ lim
r↑Rf
(
1 +
Φ′′(r)
Φ′(r)2
−
n− 1
r
ψ
)
<
1
λ
,
Ψ1/λ(r) ≤ 0 ≤ Ψλ(r) holds for r < Rf large enough, which is equivalent to (b1). Note
that the existence of λ is guaranteed by the assumptions.
Since we compute directly
lim
r↑Rf
{
ψ(r)2 ln
(
f(r)ψ(r)rn−1
)}
= lim
r↑Rf
{
−
Φ(r)
Φ′(r)2
−
ln Φ′(r)
Φ′(r)2
+ (n− 1)
ln r
Φ′(r)2
}
≥ − lim
r↑Rf
Φ(r)
Φ′(r)2
+ (n− 1) lim
r↑Rf
r
Φ′(r)2
and find limr↑Rf ln r/Φ
′(r)2 ∈ (−∞,∞] (note that Rf < 1 may happen), we only need to
show limr↑Rf Φ(r)/Φ
′(r)2 <∞ for (b2). This follows from L’Hoˆpital’s rule, that is,
lim
r↑Rf
Φ(r)
Φ′(r)2
= lim
r↑Rf
Φ′(r)
(Φ′(r)2)′
= lim
r↑Rf
1
2Φ′′(r)
<∞.
✷
Remark 4.5 An absolutely continuous probability measure µ on Rn with respect to the
Lebesgue measure is said to be logarithmic concave if − log(dµ/dx) : Rn → (−∞,∞] is
convex. For such probability measures, Bobkov [2] derived the isoperimetric profile of
Gaussian type. The conditions in Lemma 4.4 also concern the convexity of − log(dµ/dx),
however, we only consider the behavior of f around Rf , not on whole R.
Let us show that some probability measures characterized by ϕ-exponential functions
satisfy the conditions in Theorems 1.1, 1.2. See [4] and references therein for details of ϕ-
exponential functions. In what follows, ϕ is always assumed to be a continuous, positive,
non-decreasing function on (0,∞).
The ϕ-logarithmic function is defined for t ∈ (0,∞) by lnϕ(t) :=
∫ t
1
1/ϕ(s)ds, which
is strictly increasing. Set lϕ := limt↓0 lnϕ(t) and Lϕ := limt↑∞ lnϕ(t). The inverse function
of lnϕ is called the ϕ-exponential function and is naturally extended to R as
expϕ(τ) :=


0 if τ ≤ lϕ,
ln−1ϕ (τ) if τ ∈ (lϕ, Lϕ) ,
∞ if τ ≥ Lϕ.
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Define a kind of differentiable coefficients of ϕ by
θϕ := sup
s>0
{
s
ϕ(s)
· lim
ε↓0
ϕ(s+ ε)− ϕ(s)
ε
}
, δϕ := inf
s>0
{
s
ϕ(s)
· lim
ε↓0
ϕ(s+ ε)− ϕ(s)
ε
}
.
Remark 4.6 The case of ϕ(s) = s is the crucial case, where the ϕ-exponential function
coincides with the usual exponential function and θϕ = δϕ = 1. Another significant case
is that ϕ(s) = sq for q > 0 and q 6= 1. In this case, θϕ = δϕ = q and the ϕ-exponential
function is the power function given by
expq(τ) := [1 + (1− q)τ ]
1/1−q
+ ,
where 0a := ∞ for a < 0. Since we have expq(τ) → exp(τ) as q → 1, we regard
exp1(τ) := exp(τ) for the convenience.
We recall the following lemma.
Lemma 4.7 ([4, Lemmas 2.10, 2.12, Propositions 2.13, 2.14]) Suppose θϕ <∞.
(1) sθϕ/ϕ(s) (resp. sδϕ/ϕ(s)) is non-decreasing (resp. non-increasing) in s ∈ (0,∞).
(2) We have expϕ(r) ≤ expθϕ(ϕ(1)r) for any r ∈ R.
(3) δϕ ≥ 1⇒ lϕ = −∞ ⇒ θϕ ≥ 1 (or equivalently θϕ < 1⇒ lϕ > −∞ ⇒ δϕ < 1).
For p > 0, let us consider the function of the form φp(r) := expϕ(−r
p/p) and set
Rφ := sup{r | r ∈ supp(φp)} = (−plϕ)
1/p ∈ (0,∞].
Proposition 4.8 (1) φp satisfies limr↓0 φp(r) = 1 and (a), hence supp(φp) is connected.
If moreover we assume either lϕ > −∞ or θϕ < (n+ p)/n for n ∈ N, then∫ −lϕ
0
φp(r)r
n−1dr <∞
holds. In this case, there exists a function ρ satisfying (C) such that µ
φp
n = νρn.
(2) Suppose that ϕ is C1 around 0.
(i) If θϕ < 1, then φp satisfies (b), implying (Cn).
(ii) If 1 ≤ δϕ, 1 < θϕ < (n+ p)/n and (θϕ − δϕ)(θϕ − 1) ≤ 1/p, then (Cn) does not hold.
Proof. (1) Obviously the first claim holds and the above integral is finite if lϕ is finite.
In the case of lϕ = −∞, Lemma 4.7(3) implies θϕ ≥ 1 and we compute for θϕ = 1 that∫ ∞
0
φp(r)r
n−1dr ≤
∫ ∞
0
exp
(
−ϕ(1)
rp
p
)
rn−1dr <∞
and for θϕ > 1 that∫ ∞
0
φp(r)r
n−1dr ≤
∫ ∞
0
{
1− ϕ(1)(1− θϕ)
rp
p
}1/(1−θϕ)
rn−1dr
=
1
p
{
p
ϕ(1)(θϕ − 1)
}n/p
B
(
n
p
,
1
θϕ − 1
−
n
p
)
<∞.
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(2) We first remark that φp is C
2 on (R,Rφ) for some R > 0.
(i) Let us show that Φ := − lnφp satisfies the conditions in Lemma 4.4. We mention that
Lemma 4.7 with θϕ < 1 yields 0 ≤ lims↓0 s/ϕ(s) ≤ lims↓0 s
1−θϕ/ϕ(1) = 0, Rφ <∞ and by
definition δϕ ≤ ϕ
′(s)s/ϕ(s) ≤ θϕ if ϕ is differentiable at s. We directly compute that
Φ′(r) =
ϕ(φp(r))
φp(r)
rp−1, Φ′′(r) = Φ′(r)2
(
p− 1
rΦ′(r)
+ 1−
ϕ′(φp(r))φp(r)
ϕ(φp(r))
)
,
which implies
lim
r↑Rφ
Φ′(r) = lim
s↓0
ϕ(s)
s
Rφ
p−1 =∞,
lim
r↑Rφ
Φ′′(r) ≥ lim
r↑Rφ
Φ′(r)2
(
p− 1
rΦ′(r)
+ 1− θϕ
)
=∞,
lim
r↑Rφ
Φ′′(r)
(Φ′(r))2
≤ lim
r↑Rφ
(
p− 1
rΦ′(r)
+ (1− δϕ)
)
= 1− δϕ
as desired.
(ii) Let σ be the inverse function of sρ1 and consider the function
Ψ(r) := 2φp(r)r
n−1 −
∫ Rφ
r
φp(s)s
n−1ds.
Note that Lemma 4.7 yields lϕ = −∞, that is, Rφ =∞, and
lim
r↑∞
Ψ(r) ≤ lim
r↑∞
2
{
1− ϕ(1)(1− θϕ)
rp
p
}1/(1−θϕ)
rn−1 = 0,
where we use the assumption p/(θϕ−1) > n. If Ψ is nonpositive around∞, then we have
2Mfn
(2pi)n/2
e−σ(r)
2/2σ(r)n−2 ≥
Mfn
(2pi)n/2
∫ ∞
σ(r)
e−s
2/2sn−1ds =
∫ ∞
r
φp(s)s
n−1ds ≥ 2φp(r)r
n−1
around ∞, which provides
lim
r↑∞
σ′(r) =
(2pi)n/2
Mfn
lim
r↑∞
[
φp(r) exp
(
σ(r)2
2
){
r
σ(r)
}n−1]
≤ lim
r↑∞
1
σ(r)
= 0.
Thus (Cn) does not hold by Lemma 4.1.
The rest is to prove the nonpositivity of Ψ around ∞, which is equivalent to the
nonnegativity of Ψ′ around ∞. By Lemma 4.7, there exists c > 0 depending on only p
and ϕ such that
ϕ(φp(r))
φp(r)
≤ ϕ(1)φp(r)
δϕ−1 ≤ ϕ(1)
{
1− ϕ(1)(1− θϕ)
rp
p
}(δϕ−1)/(1−θϕ)
≤ crp(δϕ−1)/(1−θϕ)
holds around ∞, which with the assumption (θϕ − δϕ)/(θϕ − 1) ≤ 1/p implies
Ψ′(r) = 2φp(r)r
n−1
(
−
ϕ(φp(r))
φp(r)
rp−1 +
n− 1
r
+
1
2
)
≥ 2φp(r)r
n−1
(
−crp(θϕ−δϕ)/(θϕ−1)−1 +
n− 1
r
+
1
2
)
≥ 0.
✷
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Remark 4.9 Let ρ be the function such that µ
φp
n = νρn. In the case of θϕ = δϕ > 1,
Proposition 4.8(2-ii) implies that (Cn) does not holds for any p > 0. However in the
case of θϕ = δϕ = 1, that is φp(r) = exp(−r
p/p), (Cn) can or cannot hold depending on
p. Indeed, for ψ(r) := r1−p, (b1) holds for any λ ∈ (0, 1) and p > 0, but (b2) holds
only for p ≥ 2 according to limr↑∞{ψ(r)
2 ln (f(r)ψ(r)rn−1)} = − limr↑∞ r
2−p/p. Then by
Lemma 4.3, (Cn) holds if and only if p ≥ 2.
References
[1] C. Borell, The Brunn-Minkowski inequality in Gauss space, Invent. Math. 30
(1975), no. 2, 207–216.
[2] S. G. Bobkov, Isoperimetric and analytic inequalities for log-concave probability
measures, Ann. Probab. 27(1999), no. 4, 1903–1921.
[3] P. Le´vy, Proble`mes concrets d’analyse fonctionnelle. Avec un comple´ment sur
les fonctionnelles analytiques par F. Pellegrino, Gauthier-Villars, Paris, 1951
(French). 2d ed.
[4] S. Ohta and A. Takatsu, Displacement convexity of generalized relative en-
tropies. II, Preprint (2011). Available at arXiv:1112.5554.
[5] V. N. Sudakov and B. S. Tsirel’son, Extremal properties of half-spaces for
spherically invariant measures, Zap. Naucˇn. Sem. Leningrad. Otdel. Mat. Inst.
Steklov.(LOMI) 41(1974), 14–24.
16
