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     . 
Соприкасающаяся окружность имеет следующий вид уравнения: 
. 
Полученные результаты могут быть использованы в теоретической физике и в специальной 
теории относительности. 
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1. Постановка задачи. В гильбертовом пространстве H исследуется операторное уравнение 
первого рода 
 
,yAx  (1) 
 
где A – положительный ограниченный и самосопряженный оператор, для которого нуль не является соб-
ственным значением, однако принадлежит спектру оператора А, и, следовательно, задача некорректна.  
Пусть )(ARy , т.е. при точной правой части y уравнение (1) имеет единственное решение x. 
Для отыскания этого решения применяется явная итерационная процедура 
,0, 011 xyAxxx nnnn  
,...2,1,0,,...,2,1,0, 2212 nn nn  
(2) 
 
Обычно правая часть уравнения известна с некоторой точностью , т.е. известен , для кото-
рого . Поэтому вместо схемы (2) приходится рассматривать приближения 
,0, ,0,,, 11 xyAxxx nnnn  
 
,...2,1,0,,...,2,1,0, 2212 nn nn  
(3) 
 
Ниже, под сходимостью метода (3) понимается утверждение о том, что приближения (3) сколь 
угодно близко подходят к точному решению уравнения при достаточно малых  и  n  и доста-
точно больших n.   
2. Сходимость метода в случае априорного выбора числа итераций.  
2.1. Сходимость при точной правой части уравнения. По индукции нетрудно показать, что 
....... 211111 yAEAEAEyAEyx nnnnnn  Считаем, что 
.1A  Тогда, воспользовавшись интегральным представлением самосопряжѐнного оператора, 
получим 





















mlnml  или .1ml  Потребуем, чтобы здесь и всюду ниже для ,  удовлетворя-
ющих условию 20 , и  для 0  было 
 
1)1(1  (4) 
 
для любого .1,0  





















так как E  сильно стремится к нулю при .0  Таким образом, .,0 nxx n  
Тем самым доказана сходимость метода (2) к точному решению операторного уравнения (1) 
при точной правой части y.  
2.2. Сходимость при приближенной правой части уравнения. Итерационный процесс (3) яв-
ляется сходящимся, если нужным образом выбирать число итераций n в зависимости от уровня 
погрешности . Справедлива  
Теорема. При условиях 20 , 0  и (4) итерационный процесс (3) сходится, если выби-
рать число итераций n из условия .0,,0 nn  
Д о к а з а т е л ь с т в о .  Рассмотрим .,, nnnn xxxxxx  Оценим  ,,nn xx  где   
















n  поэтому 
.mlgn  Отсюда получим ., mlxx nn  Поскольку ,nxx  nxx +
,nn xx mlxx n  и ,0nxx  ,n  то для сходимости метода (3) доста-
точно потребовать, чтобы ,0ml  .0,n   Таким образом, достаточно, чтобы 
,0n  .0,n  Теорема доказана. 
2.3. Оценка погрешности. Оценить скорость сходимости приближений (3) без дополнитель-
ных предположений невозможно, так как неизвестна и может быть сколь угодно малой скорость 
убывания к нулю nxx . Поэтому для оценки скорости сходимости метода будем использовать 
дополнительную априорную информацию на гладкость точного решения x  з-
можность его истокообразного представления, т.е. что .0, szAx
s













n  Для оценки  найдем макси-
мум модуля подынтегральной функции 
.111
222 2 nsnnsf  Нетрудно показать, что при усло-









 и, следовательно, nxx
ss ns z . Таким об-
разом, общая оценка погрешности итерационной процедуры (3) запишется в виде ,nxx
ss ns z .
2
n
 Для минимизации полученной оценки погрешности вычислим 




















Предложенный метод может быть успешно использован в системах полной автоматической об-
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Одним из наиболее важных элементов в развитии рыночных отношений становится эффектив-
ное использование информационных и коммуникационных технологий как в регионе, так и в 
стране в целом.  
Проблемы инновационного развития Могилевской области непосредственно связаны с состоя-
нием его инновационного потенциала, то есть совокупности научно-технических, производствен-
но-технологических, финансовых, кадровых, организационных, информационных и других ресур-
сов города, которые могут быть использованы для развития инновационной деятельности. Сего-
дня Могилевская область обладает развитым (количественно и качественно) промышленно-
производственным и технико-внедренческим комплексом оборудования, технологиями и высоко-
квалифицированными кадрами. Несмотря на позитивные изменения, основными проблемами ин-
новационного развития малых и крупных предприятий является недостаточность финансовых 
средств, высокая арендная плата и нехватка высококвалифицированного персонала, способного 
освоить и продуктивно работать на современном оборудовании. В настоящее время в развитии 
Могилевской области наблюдается разобщенность производственной и научной сфер, снижается 
востребованность разработок ученых на предприятиях областей. 
Ключевым способом решения проблем микрорегулирования экономики региона в условиях 
мобильности инвестиционных и инновационных факторов является создание таких механизмов, 
которые обеспечивали бы формирование, сохранение и поддержание устойчивого развития регио-
нальной экономики, интегрированной в мировые рынки [6, с. 52].  
С целью установления и поддержания связей с покупателями (фактическими и потенциальны-
ми), поставщиками, агентами и дистрибьюторами, выявления изменений, связанных с увеличени-
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