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Abstract. In this paper we first study the penalization approximation of stochastic differential
equations reflected in a domain which satisfies conditions (A) and (B) and prove that the se-
quence of solutions of the penalizing equations converges in the uniform topology to the solution
of the corresponding reflected stochastic differential equation. Then by using this convergence
result, we consider partial differential equations with Neumann boundary conditions in domains
neither smooth nor convex and prove the existence and comparison principle of viscosity solu-
tions of such nonlinear PDEs. Also, by applying the support of reflected diffusions established
in [24], we establish the maximum principle for the viscosity solutions of linear PDEs with
Neumann boundary conditions.
1. Introduction and Background
The aim of the paper is to use probabilistic methods to provide the existence, comparison and
maximum principle results for viscosity solutions of nonlinear parabolic (and elliptic) equations
with Neumann boundary conditions in domains satisfying the exterior sphere condition and
weak interior cone property. To this aim, we consider the optimal control problem of diffusion
processes governed by the following controlled reflected stochastic differential equation (RSDE
for short):

dX(t) = σ(t, X(t), ι(t))dw(t) + b(t, X(t), ι(t))dt + dξ(t), t ∈ [0, T ],
X(0) = x ∈ ¯D, (1)
where {w(t)}t>0 is a standard d1-dimensional Brownian motion defined on some probability
space (Ω,F , P), while all together ν := (Ω,F , P,w) will be called a reference system, σ and
b are functions from [0, T ] × Rd × U to Rd×d1 and Rd respectively, ι(·) ∈ Aν and Aν is the set
of progressively measurable processes (w.r.t. the natural filtration generated by {w(t)}) taking
values in a compact metric space U. We define the cost function concerning reflected diffusion
Xt,x(·) starting from x at time t:
V(t, x) := inf
ν
inf
ι∈Aν
E[
∫ T
t
g(s, Xt,x(s), ι(s))ds + h(Xt,x(T ))]. (2)
Here ν runs over the set of all the reference systems, g and h are functions defined on [0, T ] ×
R
d×U and Rd respectively. We want to prove, under appropriate conditions, that V is the unique
viscosity solution of the following Hamilton-Jacobi-Bellman equation with Neumann boundary
Key words: reflected stochastic differential equation; penalization; viscosity solution; Neumann problem; max-
imum principle.
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condition: 
−∂u
∂t + H(t, x, u,Du,D2u) = 0, (t, x) ∈ (0, T ) × D,
− ∂u
∂n
= 0, (t, x) ∈ (0, T ) × ∂D,
u(T, x) = h(x), x ∈ ¯D,
(3)
where n are inner normals at x and
H(t, x, r, q,Q) := max
ι∈U
{−
1
2
trσσ∗(t, x, ι)Q − 〈b(t, x, ι), q〉 − g(t, x, ι)}.
Notice that the normals are not necessarily unique since the boundary may have corner points.
In the case of the full space or a domain without reflection, i.e., for diffusions in Rd or dif-
fusions stopped upon touching the boundary (hence the Dirichlet boundary), this problem has
got systematically studied, and here we refer to P.-L. Lions’ pioneering works [16, 17, 18] and
Fleming and Soner’s book [9].
If reflection does occur on the boundary, we refer to [21, 26] for the existence and uniqueness
of solutions to reflected stochastic differential equations, where the most general situations (in
neither smooth nor convex domains) are considered. In respect of the corresponding elliptic
or parabolic equations, a large literature exist, see e.g [5, 10] (and references therein) for the
linear case, and [2, 3, 4, 6, 13, 15, 19, 32, 23] for the nonlinear case. Yet these results, which
are obtained through analytic or probabilistic approaches, are constrained to smooth or at least
convex domains. To the best of our knowledge, this problem has never been touched for such
general domains as treated in the present paper.
Compared with the case in smooth domains, in our case there is in the very beginning a
notional difficulty as to how to comprehend the Neumann boundary condition at points where
the normals are not unique. While in the convex case, the equations can be studied in the
context of stochastic variational inequalities by taking advantage of the maximal monotonicity
of subdifferentials of the indicator functions of convex sets (see [32, 23]). This decisive tool in
the study there is not, unfortunately, appropriate for our general domains.
Hence our first task in this work is to design a penalization scheme to approximate the orig-
inal RSDE. In the case of reflection in convex domains, Lions, Menaldi and Sznitmann ([20])
and Slominski in the recent work [29] have established the approximation results, where essen-
tial estimates and results are obtained through the tool of convex analysis. For domains without
smoothness or convexity, however, it has been much less well understood. To our best knowl-
edge, so far [27] is the only one treating the general domains where only the particular case
of reflected Brownian motions has been investigated and an almost sure convergence result has
been obtained.
Intuitively, one might image that compared with the SDE without reflecting boundary, the
main special feature of RSDEs is that a wall is constructed standing vertically along the bound-
ary of D to force the diffusion described by Equation (1) to remain in D. Then the penalization
scheme is first to relax the restriction by replacing the vertical wall with a wall with large slopes
(in this way the diffusion is described by an ordinary stochastic differential equation), and then
penalize the diffusions by letting the slopes go to infinity. Now a natural question arises: does
this penalization sequence of diffusions converge to the original one? The answer is given in
Section 2.
Subsequently, we can ask the following questions: can we understand the equation (3) via
the penalization and is the problem well-posed? We shall give affirmative answers in Sections
3-4.
The third problem we address will be the maximum principle of the viscosity solutions of
Neumann problems in“general” domains. In the seminal paper [30], Stroock and Varadhan
have applied the support of diffusions generated by usual SDEs to describe the strong maximum
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principle for corresponding PDEs. For the reflected case, we presented in the former work [24]
the precise characterization of the support of reflected diffusions described by Equation (1),
and gave an elementary application to subharmonic functions (in the viscosity sense) in general
domains with reflecting boundary. Here in Section 5 we shall apply this result to study more
generally the maximum principle for the viscosity solutions of Neumann problems in such
domains.
Now let us first specify the assumptions imposed on the domain D.
(A) Denoting for x ∈ ∂D and r > 0
Nx,r := {n ∈ Rd : |n| = 1, and B(x − rn, r) ∩ D = ∅},
Nx := ∪r>0Nx,r,
there exists an r0 > 0 such that Nx = Nx,4r0 , ∅ for all x ∈ ∂D.
(B) There exist constants δ > 0 and β > 1 such that for any x ∈ ∂D there exists a unit vector
lx satisfying
〈lx, n〉 >
1
β
, ∀n ∈ ∪y∈B(x,δ)∩∂D ∪r>0 Ny,r.
These two assumptions are presented first in [26], where connections with those conditions
put forward in [21] are explained as well. We notice that an alternate way to express Condition
(A) in nonsmooth analysis is to say that D is 4r0-proximally smooth. That is, putting
Dr := {x ∈ Rd, 0 < d(x,D) < r},
where d(x,D) is the distance from x to D, then d(x,D) is C1 in D4r0 and the outer boundary of
D4r0 is a C1-manifold (see, e.g. [27]).
The above two hypotheses (A)-(B) will be in force throughout the paper.
2. Penalization of reflected SDEs
2.1. Preliminary lemmas. We fix a constant, time horizon, T > 0 and denote by C([0, T ]) the
set of continuous functions defined on [0, T ], by C0([0, T ]) its subset consisting of functions
null at zero. For α ∈ (0, 12) we set
Cα([0, T ]) := { f ∈ C[0, T ] : | f |α < ∞}
where
| f |α := | f |0 + [ f ]α,
with
| f |0 = sup
t∈[0,T ]
| f (t)|; [ f ]α := sup
s,t∈[0,T ],s,t
| f (s) − f (t)|
|s − t|α
.
We also set Cα0([0, T ]) := C0([0, T ]) ∩ Cα([0, T ]). If 0 6 s 6 t 6 T , we define
[ f ]α;s,t := sup
u,v∈[s,t],u,v
| f (u) − f (v)|
|u − v|α
;
| f |0;s,t := sup
s6u6t
| f (u)|;
∆s,t( f ) := sup
s6u6v6t
| f (v) − f (u)|,
| f |st := sup
n∑
k=1
| f (tk) − f (tk−1)|,
where the supermum is taken over all partitions s = t1 < t2 < · · · tn = t and n = 1, 2, 3, · · · .
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Let ρ : R+ → R+ be a C1 increasing function such that
ρ(t) =

t, t ∈ [0, 4r20];
9r20, t > 9r20.
Set ϕ0(x) = d(x, ¯D)2 and ϕ(x) = ρ(ϕ0(x)). The function ϕ has the following properties.
Lemma 2.1. (i) ϕ ∈ C1,1b (Rd), where C1,1b (Rd) stands for the space of bounded functions on Rd
with bounded and Lipschitz continuous first derivatives.
(ii) Every x ∈ D4r0 has a unique projection pi(x) on ¯D, and ϕ(x) = |x − pi(x)|2 for x ∈ D2r0 .
(iii) ϕ(x) =constant for x < D3r0 .
(iv) For n ∈ N+, x, y ∈ D2r0 we have
〈∇ϕ(x), x − y〉 > −2ρ′(ϕ0(x)){〈y − pi(y), x − pi(x)〉 + 18r0 |pi(x) − pi(y)|
2|x − pi(x)|}.
(v) Let x ∈ D2r0 . If either y ∈ ∂D, z ∈ Ny or y ∈ D, z = 0, then
〈x − y, z〉 > 〈x − pi(x), z〉 − 18r0 |pi(x) − y|
2.
Proof. (i)-(iii) are proven [27, Section 1].
It is easy to see that Condition (A) implies that for x ∈ ∂D and z ∈ Nx,
〈y − x, z〉 > −
1
8r0
|y − x|2, ∀y ∈ ¯D. (4)
Thus for y ∈ ∂D and z ∈ Ny, x ∈ D2r0 ,
〈x − y, z〉 = 〈x − pi(x), z〉 + 〈pi(x) − y, z〉
> 〈x − pi(x), z〉 − 1
8r0
|pi(x) − y|2,
and (v) is proved.
To prove (iv), note that for x, y ∈ D4r0 and
z

∈ Npi(x),4r0 , if x < D;
= 0, if x ∈ D,
we have by (4),
〈y − x, z〉 = 〈y − pi(y), z〉 + 〈pi(y) − pi(x), z〉 + 〈pi(x) − x, z〉
> 〈y − pi(y), z〉 − 1
8r0
|pi(y) − pi(x)|2.
Thus for x, y ∈ D2r0 ,
〈x − y,∇ϕ(x)〉
= 2〈x − y, ρ′(ϕ0(x))(x − pi(x))〉
> −2ρ′(ϕ0(x))[〈y − pi(y), x − pi(x)〉 + 18r0 |pi(y) − pi(x)|
2|x − pi(x)|].

For z ∈ Cα([0,∞)), an α-Ho¨lder continuous function on [0,∞), x ∈ ¯D and positive integer
n ∈ N+, consider the following deterministic differential equation
yn(t) = x + z(t) − n2
∫ t
0
∇ϕ(yn(s))ds.
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Let
ε(s, t) := δ
8(1 + 4β + β2 exp{ βl2
r0
(|z|0;s,t + δ)})
∧ r0,
ε(t) := ε(0, t),
where l is the Lipschitz constant of the projection pi(·), and
ξ(t) := n
2
∫ t
0
∇ϕ(yn(s))ds,
and we use ξτ to denote the stopped function t 7→ ξ(t ∧ τ) for a stopping time τ.
We will need the following result.
Lemma 2.2. Set
τn := inf{v : sup
06u6v
d(yn(u),D) > ε(v)} ∧ T.
Then there exist a constant C > 0 such that for 0 6 s < t 6 T we have for α ∈ (0, 1),
|ξτ
n
|st 6 C
(
1 + (t − s)δ 1α |zτn | 1αα;s,t exp{C(1 + |zτ
n
|α;s,t)}
)
{∆s,t(zτn) + 1}.
Proof. We use an argument similar to the proof of [27, Prop. 5.1]. Since n will be fixed in the
proof, we will omit it for notational simplicity.
Define inductively
τ0 := s;
τ2k+1 = inf{u > τ2k : |pi(yn(u)) − pi(yn(τ2k))| > δ2} ∧ t, k > 0,
τ2k = inf{u > τ2k−1 : pi(yn(u)) ∈ ∂D} ∧ t, k > 1.
Then by [27, Lemma 5.1] we have for τ2k 6 u < v 6 τ2k+2
|ξτ|uv 6 β(∆u,v(yτn) + ∆u,v(zτ)); (5)
and by [27, Lemma 5.3],
∆u,v(yτn) 6 K(u, v)(∆u,v(zτ) + ε(u, v)),
where
K(u, v) = 8β exp{ βl
2
2r0
(|zτ|0;s,t + δ)} + 1,
where l is the Lipschitz constant of pi.
Hence
|ξτ|uv 6 K2(u, v){∆u,v(zτ) + ε(s, t)}, (6)
where K2(u, v) = 2β + 8β2 exp{ βl
2
2r0 (|zτ|0;s,t + δ)}. Since
|yτn(τ2k+1) − yτn(τ2k)|
> |pi(yτn(τ2k+1)) − pi(yτn(τ2k))| − 2ε(u, v)
>
δ
2
− 2ε(u, v),
we have
δ
2
− 2ε(u, v) 6 K(u, v){∆τ2k ,τ2k+1(zτ) + ε(u, v)}.
Hence
∆τ2k ,τ2k+1(zτ) >
1
K(τ2k , τ2k+1)
(δ
2
− 2ε(τ2k, τ2k+1)) − ε(τ2k, τ2k+1)
5
>
δ − 4ε(τ2k, τ2k+1)
2K(τ2k , τ2k+1) − ε(τ2k, τ2k+1)
>
δ
4K(τ2k, τ2k+1) ,
where in the last step we used the fact that
ε(τ2k, τ2k+1) 6 δ4(K(τ2k, τ2k+1) + 2) .
Thus
τ2(k+1) − τ2k >
[
δ
4K(τ2k, τ2k+1)|zτ|α;τ2k ,τ2(k+1)
] 1
α
.
Letting N be the smallest k such that τ2k = t we have
t − s >
N−1∑
k=0
(τ2(k+1) − τ2k) > (N − 1)
[
δ
4K(s, t)|zτ|α;s,t
] 1
α
.
Therefore
N 6 (t − s)
[
4K(s, t)|zτ|α;s,t
δ
] 1
α
+ 1.
Substituting this into the last expression of the following inequalities we complete the proof:
|ξτ|st 6
N∑
k=0
|ξτ|τ2kτ2(k+1)
6 NK2(s, t){∆s,t(zτ) + ε(s, t)}
6 CNK2(s, t){∆s,t(zτ) + 1}. (7)

The following simple result, which may be considered as a stochastic Gronwall lemma, will
play an important role in the sequel.
Lemma 2.3. Let {Mt} be a local martingale, {Gt} and {Ft} be increasing processes with F0 =
G0 = 0, and {Ht} be a nonnegative semimartingale. If
dHt 6 dMt + dGt + HtdFt, ∀t,
then for any bounded stopping time τ we have
E[Hτe−Fτ] 6 E[
∫ τ
0
e−Ft dGt]
and
E[sup
t6τ
Hαt e
−αFt ] 6 2 − α
1 − α
E[
∫ τ
0
e−Ft dGt]α, α ∈ (0, 1).
Proof. It suffices to prove the first inequality since then the second one will follow by [25, Ch.
IV, Prop. 4.7]. Let
Nt := Hte−Ft .
By Ito formula we have
dNt 6 e−Ft dMt + e−Ft dGt.
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Hence, as desired,
E(Nτ) 6 E[
∫ τ
0
e−Ft dGt
]
.

2.2. Penalization results. We denote by {Ft} the natural filtration generated by {w(t)}. Then a
solution of Equation (1) is a pair of {Ft}-adapted continuous processes (X(t), ξ(t)) such that
(i) (X(t)) is ¯D-valued;
(ii) (ξ(t)) is of locally bounded variation and ξ0 = 0;
(iii) (X(t), ξ(t)) satisfies the equation (1) and
ξ(t) =
∫ t
0
n(s)d|ξ|(s),
|ξ|(t) =
∫ t
0
l∂D(X(s))d|ξ|(s),
where n(s) ∈ NX(s) if X(s) ∈ ∂D and |ξ|(·) is the total variation process of ξ(·).
(H) σ and b are bounded functions, Lipschitz continuous with respect to x, and the supports
of σ and b are contained in [0, T ] × (D3r0 ∪ ¯D) × U.
Note that for the reflected equation (1) itself, what do matter are the values of σ and b on ¯D.
Nevertheless, since every x ∈ D4r0 has a projection on ¯D, one can easily extend a function g
defined only on ¯D to D4r0 ∪ ¯D by letting g(x) := g(pi(x)) and then one can modify it in a stand
way to make it supported by D3r0 ∪ ¯D.
It is proved in [26] that under the assumptions (A)-(B) and (H) Equation (1) has a unique
strong solution.
The penalization scheme considered is defined by the sequence of SDEs
dXn(t) = σ(t, Xn(t), ι(t))dw(t) + b(t, Xn(t), ι(t))dt − n2∇ϕ(Xn(t))dt
Xn(0) = x ∈ ¯D
(8)
Since ∇ϕ has compact support and is Lipschitz, it is classic that this equation has a unique
solution (denoted by (Xn, ξn) for simplicity).
For a continuous function f : [0, T ] 7→ R we define for h > 0
ωh( f ) := max
s,t∈[0,T ],|s−t|<h
| f (s) − f (t)|.
The following result is proved in [29] when D is convex and U is a singleton.
Lemma 2.4.
sup
ι
‖ sup
06t6T
d(Xn(t), ¯D)‖p 6 C( ln n
n
) 12 .
sup
ι
‖ sup
k>n
sup
06t6T
d(Xk(t), ¯D)‖p 6 C (ln n)
1
2
n
1
2−
1
p
, ∀p > 2.
Proof. Assume for simplicity T = 1 and let 2K be the Lipschitz constant of ∇ϕ and set
tkn :=
k
n
, k = 0, 1, · · · , n.
Set
Y ιn(t) :=
∫ t
0
σ(s, Xn(s), ι(s))dw(s) +
∫ t
0
b(s, Xn(s), ι(s))ds.
Then for t ∈ [tkn, tk+1n ],
Xn(t) = Xn(tkn) + Y ιn(t) − Y ιn(tkn) −
n
2
∫ t
tkn
∇ϕ(Xn(s))ds.
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Now we fix ω ∈ An where
An := {ω 1
n
(Y ιn)eK 6 2r0},
and omit the variable n (as always).
For t ∈ [t0n, t1n], set
Zn(t) = x.
Then Zn satisfies the equation
Zn(t) = x − n2
∫ t
0
∇ϕ(Zn(s))ds, t ∈ [t0n, t1n].
Hence
|Xn(t) − Zn(t)| 6 |Y ιn(t)| + Kn
∫ t
0
|Xn(s) − Zn(s)|ds.
We deduce by Gronwall lemma
|Xn(t) − Zn(t)| 6 ω 1
n
(Y ιn)eK , t ∈ [t0n, t1n].
In particular, d(Xn(t1n), ¯D) 6 4r0. Hence pi(Xn(t1n)) makes sense.
For t ∈ [t1n, t2n], set
Zn(t) = pi(Xn(t1n)) + (Xn(t1n) − pi(Xn(t1n)))e−n(t−t
1
n ).
Then Zn(t) satisfies
Zn(t) = Xn(t1n) −
n
2
∫ t
t1n
∇ϕ(Zn(s))ds.
Then
d(Zn(t2n), ¯D) = d(Xn(t1n), ¯D)e−1 6 ω 1
n
(Y ιn)eKe−1,
and, again by Gronwall inequality as we just did,
|Zn(t) − Xn(t)| 6 ω 1
n
(Y ιn)eK
Thus
d(Xn(t2n), ¯D) 6 ω 1n (Y
ι
n)eK + d(Xn(t1n), ¯D)e−1.
Continuing this process we obtain that for any k
d(Xn(tkn), ¯D) 6 ω 1
n
(Y ιn)eK
∞∑
i=0
e−i 6 2ω 1
n
(Y ιn)eK .
For t ∈ [tkn, tk+1n ],
Zn(t) = Xn(tkn) −
n
2
∫ t
tkn
∇ϕ(Zn(s))ds,
Xn(t) = Xn(tkn) + Y ιn(t) − Y ιn(tkn) −
n
2
∫ t
tkn
∇ϕ(Xn(s))ds.
By simple calculations we have
|Xn(t) − Zn(t)| 6 ω 1
n
(Y ιn)eK .
Moreover, since
Zn(t) = pi(Xn(tkn)) + (Xn(tkn) − pi(Xn(tkn)))e−n(t−t
k
n ),
d(Zn(t), ¯D) 6 d(Xn(tkn), ¯D)e−1.
Thus for t ∈ [tkn, tk+1n ], (d(Xn(t), ¯D) 6 |Xn(t) − Zn(t)| + (d(Zn(t), ¯D)
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6 ω 1
n
(Y ιn)eK + d(Xn(tkn), ¯D)e−1
6 ω 1
n
(Y ιn)eK(1 + 2e−1).
Summing up we have
sup
t∈[0,T ]
d(Xn(t), ¯D) 6 (1 + 2e−1)ω 1
n
(Y ιn)eK .
Remember that the above reasoning is done for ω ∈ An. For ω < An we use the fact that
sup
t∈[0,T ]
d(Xn(t), ¯D) 6 1 + 3r0,
which follows from the fact that σ, b and ∇ϕ are all supported by D3r0 ∪ ¯D.
Then we have
sup
t∈[0,T ]
d(Xn(t), ¯D) 6 C1Anω 1
n
(Y ιn) + 1AcnC.
It follows from Chebyshev inequality that
‖1Acn‖p 6 C‖ω 1n (Y
ι
n)‖p.
Consequently,
‖ sup
t∈[0,T ]
d(Xn(t), ¯D)‖p 6 C‖ω 1
n
(Y ιn)‖p,
where according to [28, Lemma A.4], the RHS is dominated by C( ln n
n
) 12 , with C independent of
ι. This proves the first inequality.
For the second one, one only needs to note that for every ι,
E[| sup
k>n
sup
t∈[0,T ]
d(Xk(t), ¯D)|p] 6
∞∑
k=n
E[| sup
t∈[0,T ]
d(Xk(t), ¯D)|p]
6 C
∞∑
k=n
(ln k)p/2
kp/2
6 C
∫ ∞
n
x−p/2(ln x)p/2dx
6 Cn1−p/2(ln n)p/2,
where the constants are independent of ι and the proof is thus finished. 
Theorem 2.5.
lim
m,n→∞
sup
ι∈Aν
E[ sup
06s6T
|Xn(s) − Xm(s)|p] = 0.
Proof. Set
τn := inf{t : sup
06s6t
d(Xn(s), ¯D) > ε(t)}.
Yn,m(t) = Xn(t) − Xm(t),
Yτn∧τmn,m (t) = Yn,m(t ∧ τn ∧ τm),
where ε(t) is defined in (5).
Then we have by Itoˆ formula
|Yτn∧τmn,m (t)|2 = 2
∫ t∧τn∧τm
0
(Xn(s) − Xm(s))(σ(s, Xn(s), ι(s)) − σ(s, Xm(s)), ι(s))dw(s)
+2
∫ t∧τn∧τm
0
(Xn(s) − Xm(s))(b(s, Xn(s), ι(s)) − b(s, Xm(s), ι(s)))ds
9
−∫ t∧τn∧τm
0
(n∇ϕ(Xn(s)) − m∇ϕ(Xm(s)))(Xn(s) − Xm(s))ds
6 Mn,m(t) +
∫ t∧τn∧τm
0
gn,m(s)ds +
∫ t∧τn∧τm
0
fn,m(s)|Yτn∧τmn,m (s)|2ds, (9)
where
fn,m(s) = C(1 + n|∇ϕ(Xn(s))| + m|∇ϕ(Xm(s))|),
gn,m(s) = C(n|∇ϕ(Xn(s))d(Xm(s), ¯D)| + m|∇ϕ(Xm(s))d(Xn(s), ¯D)|),
and M· is a martingale, and (9) holds since by (iv) in Lemma 2.1,
−
∫ t∧τn∧τm
0
(n∇ϕ(Xn(s)) − m∇ϕ(Xm(s)))(Xn(s) − Xm(s))ds
= −
∫ t∧τn∧τm
0
n∇ϕ(Xn(s))(Xn(s) − Xm(s))ds −
∫ t∧τn∧τm
0
n∇ϕ(Xm(s))(Xm(s) − Xn(s))ds
6 2
∫ t∧τn∧τm
0
n∇ϕ(Xn(s))
[
〈d(Xm(s), ¯D), d(Xn(s), ¯D)〉 − 18r0 |pi(Xn(s)) − pi(Xm(s))|
2d(Xn(s), ¯D)
]
+2
∫ t∧τn∧τm
0
m∇ϕ(Xm(s))
[
〈d(Xn(s), ¯D), d(Xm(s), ¯D)〉 − 18r0 |pi(Xm(s)) − pi(Xn(s))|
2d(Xm(s), ¯D)
]
6
∫ t∧τn∧τm
0
C(n|∇ϕ(Xn(s))| + m|∇ϕ(Xm(s))|)|Yτn∧τmn,m (s)|2ds +
∫ t∧τn∧τm
0
gn,m(s)ds.
Therefore by Lemma 2.2-2.3 we have
E[sup
t6T
|Yτn∧τmn,m (t) exp{−
1
2
∫ t∧τn∧τm
0
fn,m(s)ds}]
6 3E[
∫ T∧τn∧τm
0
exp{−1
2
∫ t
0
fn,m(s)ds}gn,m(t)dt] 12
6 3
{
E
∫ T∧τn∧τm
0
gn,m(t)dt
} 1
2
6 CE[sup
t6T
d(Xm(t), ¯D) 12 (
∫ T∧τn∧τm
0
|n∇ϕ(Xn(s))|ds) 12 ]
+E[sup
t6T
d(Xn(t), ¯D) 12 (
∫ T∧τn∧τm
0
|m∇ϕ(Xm(s))|ds) 12 ]
6 C{E[sup
t6T
(d(Xm(t), ¯D) + d(Xn(t), ¯D)]} 12
·{E[
∫ T∧τn∧τm
0
(|n∇ϕ(Xn(s))| + |m∇ϕ(Xm(s))|ds]} 12
6 C(n− 14 (ln n) 14 + m− 14 (ln m) 14 ),
where the last inequality follows from Lemma 2.2 and Lemma 2.4.
Hence uniformly in ι,
sup
t6T
|Yτn∧τmn,m (t) exp{−
1
2
∫ t∧τn∧τm
0
fn,m(s)ds}| → 0 in probability.
Next set
Zιn =
∫ t
0
σ(s, Xn(s), ι(s))dw(s) +
∫ t
0
b(s, Xn(s), ι(s))ds.
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By Lemma 2.2 we have that there exists two positive constants c1 and c2 such that∫ T∧τn∧τm
0
fn,m(s)ds 6 c1 exp(c2|Zιn|α;0,T ).
Let B be the DDS-Brownian motion of the martingale part of Zιn, we have by using the bound-
edness of σ
|Zιn|α;0,t 6 C[|B|α;0,c3t + 1],
which combined with the Fernique theorem gives
sup
n,m
sup
ι∈Aν
E[
∫ T∧τn∧τm
0
fn,m(s)ds] < ∞.
Consequently {
∫ T∧τn∧τm
0 fn,m(s)ds}n,m is bounded in probability uniformly in ι, n and m, and this
in turn implies that
{exp{−
1
2
∫ T
0
fn,m(s)ds}}n,m
is uniformly bounded away from zero in probability. This yields that
sup
t6T
|Yτn∧τmn,m (t)| → 0 in probability uniformly in α.
Now, since by Lemma 2.4
sup
ι∈Aν
P(τn ∧ τm < T ) → 0, as n,m → ∞,
we have in fact
sup
t6T
|Yn,m(t)| → 0 in probability
uniformly in ι ∈ Aν. This combined with the fact that
sup
n
sup
ι∈Aν
E[sup
t6T
|Xn(t)|p] < ∞, ∀ p > 1,
of course implies that
sup
ι∈Aν
E[sup
t6T
|Xn(t) − Xm(t)|p] → 0, ∀ p > 1.

Now we can prove
Theorem 2.6. For any p > 1,
lim
n→∞
sup
ι∈Aν
E[ sup
06s6T
|Xn(s) − X(s)|p] = 0. (10)
Proof. Use the same τn as above and set
Yn(t) = Xn(t ∧ τn) − X(t ∧ τn).
By a similar calculus as above we have
|Yn(t)|2 6 Mn(t) + C
∫ t∧τn
0
fn(s)|Yn(s)|2ds + C
∫ t∧τn
0
|Yn(s)|2d|ξ|s +Gn(t),
where
Mn(t) := 2
∫ t∧τn
0
〈Xn(s) − X(s), σ(Xn(s), ι(s)) − σ(X(s), ι(s))〉dw(s),
fn(t) := C(1 + n|∇ϕ(Xn(t))|),
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Gn(t) := C
∫ t∧τn
0
|d(Xn(s), ¯D)d|ξ|s 6 Cε(t)|ξ|t.
The conclusion now follows from similar arguments as in the proof of Theorem 2.5. 
3. Cauchy-Neumann boundary problems in D
Suppose that D is a domain satisfying the Conditions (A) and (B) in Section 2. In this section
we consider the following PDE with Neumann boundary condition:
−∂u
∂t + H(t, x, u,Du,D2u) = 0 in (0, T ) × D,
− ∂u
∂n
= 0 on (0, T ) × ∂D,
u(T, ·) = h(·) on ¯D,
(11)
where H(t, x, r, q,Q) is a continuous function from [0, T ]× ¯D×R×Rd ×Sd to R, Sd is the set of
all real-valued d × d symmetric matrices. We assume that F satisfies the following hypotheses:
(H1) If u 6 v, then there exists a constant γ > 0 such that
γ(v − u) 6 H(t, x, v, q, X) − H(t, x, u, q, X), ∀(t, x, q, X) ∈ [0, T ] × ¯D × Rd × Sd; (12)
(H2) there exists an increasing continuous function ω1 : [0,+∞) 7→ [0,+∞), ω(0) = 0, such
that
|H(t, x, u, q1, X) − H(t, x, u, q2, Y)| 6 ω1(|q1 − q2| + ‖X − Y‖) (13)
for all (t, x, u) ∈ (0, T ) × ¯D × R, q1, q2 ∈ Rd, X, Y ∈ Sd.
(H3) there exists an increasing continuous function ω2 : [0,+∞) 7→ [0,+∞), ω(0) = 0, such
that
H(t, y, u, α(x − y), Y) − H(t, x, u, α(x − y), X) 6 ω2(|x − y|(1 + α|x − y|)) (14)
for all x, y ∈ D, u ∈ R, p ∈ Rd, X, Y ∈ Sd and α > 1 satisfying
−3α
(
I 0
0 I
)
6
(
X 0
0 − Y
)
6 3α
(
I − I
−I I
)
.
Note that (H3) implies the ellipticity of H (c.f. [15, Proposition 3.8]). We denote by
C1,2((0, T ) × D) the set of all functions u defined in (0, T ) × D such that u and all the deriva-
tives ∂u
∂t and D
ku, |k| 6 2, are continuous and bounded in (0, T ) × D. Here k = (k1, · · · , kd) is a
multi-index with ki = 0, 1 and
|k| = k1 + · · · + kd,
Dk = Dk1x1 · · ·D
kd
xd
.
C1,2([0, T ] × ¯D) will be the subset of C1,2((0, T ) × D) consisting of such u that all the above
involved derivatives extends to bounded continuous functions on [0, T ] × ¯D.
In addition to (A) and (B), we also assume
(C) There exists a function f ∈ C2b(Rd) with supx∈Rd | f (x)| 6 1 and a constant γ > 0 such that
∀x ∈ ∂D and ∀n ∈ Nx,
D f (x) · n > γ8r0 ,
where r0 is the same as in condition (A).
We define, in a standard way following e.g. [15, 6], for a function u : (0, T ) × ¯D 7→ R, the
superjet and subjet
J1,2,+u(t, x) :=
{
(p, q,Q) ∈ R × Rd × Sd;
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lim sup
(0,T )× ¯D∋(s,y)→(t,x)
u(s, y) − u(t, x) − p(s − t) − 〈q, y − x〉 − 12〈Q(y − x), y − x〉
|s − t| + |x − y|2
6 0
}
,
J1,2,−u(t, x) :=
{
(p, q,Q) ∈ R × Rd × Sd;
lim inf
(0,T )× ¯D∋(s,y)→(t,x)
u(s, y) − u(t, x) − p(s − t) − 〈q, y − x〉 − 12〈Q(y − x), y − x〉
|s − t| + |x − y|2
> 0
}
.
and their closures
¯J1,2,±u(t, x) :=
{
(p, q,Q) ∈ R × Rd × Sd;∃(tk, xk) ∈ (0, T ) × ¯D and (pk, qk, Xk) ∈ J1,2,±u(t, x)
such that (tk, xk, u(tk, xk), pk, qk, Xk) → (t, x, u(t, x), p, q, X)
}
.
Define for x ∈ ∂D,
N−x (q) := inf
n∈Nx
〈q,−n〉,
N+x (q) := sup
n∈Nx
〈q,−n〉.
Since ϕ ∈ C1,1b and
Nx = {
1
2
∇ϕ(y)|y − x|−1 : y ∈ D2r0 , pi(y) = x},
we have
Nx = ∩δ>0 ∪|x′−x|<δ,x′∈∂D {
1
2
∇ϕ(y)|y − x|−1 : y ∈ D2r0 ∪ ∂D, pi(y) = x′},
from which we deduce that
N−x (q) = lim
δ↓0
inf{〈q,−n′〉 : |x′ − x| < δ, x′ ∈ ∂D ∪ D2r0 , n′ ∈ Npi(x′)} (15)
N+x (q) = lim
δ↓0
sup{〈q,−n′〉 : |x′ − x| < δ, x′ ∈ ∂D ∪ D2r0 , n′ ∈ Npi(x′)}. (16)
We are now ready to give the definition of viscosity solutions.
Definition 3.1. (1) A function u ∈ US C((0, T ] × ¯D) is a viscosity subsolution of Eq.(11) if
u(T, x) 6 h(x) for x ∈ ¯D, and for any φ ∈ C1,2((0, T )× ¯D), whenever (t, x) ∈ (0, T )× ¯D is a local
maximum of u − φ, then
−
∂φ
∂t
(t, x) + H(t, x, u(t, x),Dxφ,D2xφ) 6 0, if (t, x) ∈ (0, T ) × D,
min{ − ∂φ
∂t
(t, x) + H(t, x, u(t, x),Dxφ,D2xφ),N−x (Dxφ)
}
6 0, if (t, x) ∈ (0, T ) × ∂D.
(2) A function u ∈ LS C((0, T ] × ¯D) is a viscosity supersolution of Eq.(11) if u(T, x) > h(x)
for x ∈ ¯D, and for any φ ∈ C1,2((0, T ) × ¯D), whenever (t, x) ∈ (0, T ) × ¯D is a local minimum of
u − φ, then
−
∂φ
∂t
(t, x) + H(t, x, u(t, x),Dxφ,D2xφ) > 0, if (t, x) ∈ (0, T ) × D,
max{−
∂φ
∂t
(t, x) + H(t, x, u(t, x),Dxφ,D2xφ),N+x (Dxφ)
}
> 0, if (t, x) ∈ (0, T ) × ∂D.
(3) A function u ∈ C((0, T ] × ¯D) is a viscosity solution of Eq.(11) if and only if it is simulta-
neously a viscosity sub- and super solution.
Since below we shall use “viscosity solution” exclusively, we shall most time drop the adjunct
word “viscosity”.
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Remark 3.2. The above definition coincides essentially with the existing ones for convex do-
mains (see [32, 23, 4]) and smooth domains (see [14, 6]).
Remark 3.3. One can prove, using an argument similar to the proof of [22, Prop. 2.1], that
if H is uniformly elliptic, and if u is a subsolution, then N−x (Dxu) 6 0 on the boundary in the
viscosity sense. A similar result holds for supersolutions.
Remark 3.4. It is worth mentioning that oblique derivative problem is investigated by Dupuis
and Ishii in [7, 8]. In [7] the domain is Lipschitz but the derivative condition is imposed only
in one direction at each point and the direction is assumed to vary smoothly; while in [8] the
domain is piecewise smooth and the derivative condition is imposed in several directions at the
turning points. Hence neither of them covers the case of domains considered here.
Then we have the following parabolic analogue to [15, Prop. 2.6]. The proof is omitted since
it is an obvious modification of that proposition.
Proposition 3.5. Let u ∈ US C((0, T ] × ¯D) (resp. u ∈ LS C((0, T ] × ¯D)). Then the following
claims are equivalent.
(i) u is a subsolution (resp. supersolution).
(ii) u(T, ·) 6 h(·) (resp. u(T, ·) > h(·)) and for (t, x, p, q, X) ∈ (0, T ) × ¯D × J1,2,+u(t, x) (resp.
J1,2,−u(t, x)),
−p + H(t, x, u(t, x), q, X) 6 0 (resp. > 0), if x ∈ D,
min
{
− p + H(t, x, u(t, x), q, X),N−x (q)
}
6 0
(resp. max{−p + H(t, x, u(t, x), q, X),N+x (q)} > 0) if x ∈ ∂D.
(iii) u(T, ·) 6 h(·) (resp. u(T, ·) > h(·)) and for (t, x, p, q, X) ∈ (0, T ) × ¯D × ¯J1,2,+u(t, x) (resp.
¯J1,2,−u(t, x)),
−p + H(t, x, u(t, x), q, X) 6 0 (resp. > 0), if x ∈ D,
min{ − p + H(t, x, u(t, x), q, X),N−x (q)} 6 0
(resp. max{−p + H(t, x, u(t, x), q, X),N+x (q)} > 0) if x ∈ ∂D.
Denote by Xt,x,ιn the solution to the penalized SDE:
Xt,x,ιn (s) = x +
∫ s
t
b(r, Xt,x,ιn (r), ι(r))dr +
∫ s
t
σ(r, Xt,x,ιn (r), ι(r))dw(r) −
n
2
∫ s
t
∇ϕ(Xn(r))dr.
Denote by (Xt,x,ι, ξt,x,ι) and (Xt′ ,x′,ι, ξt′,x′,ι) the solutions of (1), starting from x and x′ at time t
and t′ respectively.
Proposition 3.6. For any p > 1, there exists a constant C = Cp > 0 such that
sup
ι∈Aν
E sup
t6s6T
|Xt,x,ι(s)|2p < C(1 + |x|2p), (17)
sup
n
sup
ι∈Aν
E sup
s∈[t,T ]
|Xt,x,ιn (s)|2p 6 Cp(1 + |x|2p), (18)
and
sup
ι∈Aν
E sup
t∨t′6s6T
|Xt,x,ι(s) − Xt′ ,x′,ι(s)|2p 6 C(|x − x′|2p + |t − t′|p). (19)
Moreover, for any c > 0,
sup
ι∈Aν
Eec|ξ
t,x,ι |tT < ∞. (20)
14
Proof. In the proof we will denote Xt,x,ι and ξt,x,ι by Xt,x and ξt,x respectively for notational
simplicity.
(17) is proved in [1, Lemma 2.8] and (18) is derived from (17) and Theorem 2.6. Denote
Mt,xs := x +
∫ s
t
b(Xt,x(r), ι(r))dr +
∫ s
t
σ(Xt,x(r), ι(r))dw(r).
Assume for simplicity t < t′ and Note that
Xt,x(s) − Xt′ ,x′(s) = Xt,x(t′) − x′ + ξt,x(t′) +
∫ s
t′
(b(Xt,x(r), ι(r)) − b(Xt′,x′(r), ι(r)))dr
+
∫ s
t′
(
σ(Xt,x(r), ι(r)) − σ(Xt′,x′(r), ι(r)))dw(r) − (ξt,x(s) − ξt′,x′(s)).
Applying Itoˆ’s formula to e−
1
γ
[ f (Xt,x(s))+ f (Xt′,x′ (s))]
|Xt,x(s)−Xt′ ,x′(s)|2 and using condition (C), we get
for any p > 1,
E sup
t∨t′6s6T
|Xt,x(s) − Xt′,x′(s)|2p
6 CE|Xt,x(t′) − x′ + ξt,x(t′)|2p
6 CE|Xt,x(t′) − x′|2p + E(|ξt,x(t′)|2p)
6 C|x − x′|2peC1 |t−t′ |p + E(|ξt,x|tt′)2p
6 C(|x − x′|2p + |t − t′|p),
where the last inequality holds since according to [1, lemma 2.3],
E(|ξt,x|tt′)2p 6 CE
[
(1 + [Mt,x]C2
α;t,t′(t′ − t))2pe4C3∆t,t′ (M
t,x){∆t,t′(Mt,x)}2p
]
6 C|t − t′|p, ∀α ∈ (0, 1).
This proves (19). For the last one, notice that by Proposition 2.1 in [24] there exists a constant
µ > 0 such that
E
(
eµ(|ξ
t,x |tT )2
)
< ∞.
Then for any c > 0,
E
(
ec|ξ
t,x |tT
)
6 E
(
eµ(|ξ
t,x |tT )2+ c
2
4µ
)
< ∞.
It is easy to see that all the constants appearing in the proof are independent of ι and we are
done. 
Assume g and h are continuous functions satisfying that for all (t, x, ι) ∈ [0, T ]× ¯D×U, there
exist some C > 0 and p > 1,
|g(t, x, ι)| + |h(x)| 6 C(1 + |x|p).
Let
Vn(t, x) := inf
ν
inf
ι∈Aν
E
( ∫ T
t
g(s, Xt,x,ιn (s), ι(s))ds + h(Xt,x,ιn (T ))
)
,
and
Vν(t, x) := inf
ι∈Aν
E
( ∫ T
t
g(s, Xt,x,ι(s), ι(s))ds + h(Xt,x,ι(T ))
)
.
Then V = infν Vν and we have the following dynamic programming principle.
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Proposition 3.7. The function V satisfies the dynamic programming principle. That is, for every
(t, x) ∈ (0, T ] × ¯D and any stopping time τ valued in [t, T ], the following hold:
(1) For all ν, ι ∈ Aν,
V(t, x) 6 E
( ∫ τ
t
g(s, Xt,x,ι(s), ι(s))ds + V(τ, Xt,x,ι(τ))
)
.
(2) For any δ > 0, there exists ν and ∃ι ∈ Aν such that
V(t, x) + δ > E
( ∫ τ
t
g(s, Xt,x,ι(s), ι(s))ds + V(τ, Xt,x,ι(τ))
)
.
(3) For every ν, V = Vν.
Proof. By Theorem 2.6, E sups∈[t,T ] |Xt,x,ιn (s) − Xt,x,ι(s)|2 → 0. Actually, carefully checking the
proof in Section 3, one finds that the convergence holds uniformly with respect to (t, x, ι) on
compact sets:
sup
(t,x,ι)∈[0,T ]×BR(0)×U
E sup
s∈[t,T ]
|Xt,x,ιn (s) − Xt,x,ι(s)|2 → 0, as n →∞, (21)
where BR(0) denotes the closed ball with radius R and center 0. Set
ω′(δ,R) := sup
x,y∈BR(0),|x−y|6δ,(t,ι)∈(0,T ]×U
(|g(t, x, ι) − g(t, y, ι)| + |h(x) − h(y)|).
Then using (17), (18) and (21), we get
|Vn(t, x) − V(t, x)| 6 Cω′(δ,R) + C(1 + |x|p)(Cn,R
δ
+
1 + |x|
R
),
implying that Vn → V uniformly on compact subsets.
Then for any stopping time τ ∈ [t, T ], by Proposition 3.6,
E|Vn(τ, Xt,x,ιn (τ)) − V(t, Xτ,x,ι(τ))|
6 sup
(s,y)∈(0,T ]×( ¯D∩ ¯BR(0))
|Vn(s, y) − V(s, y)|
+E
[
|Vn(τ, Xt,x,ιn (τ)) − V(τ, Xt,x,ι(τ))|l(|Xt,x,ιn |0,t,T∨|Xt,x,ι |0,t,T>R)
]
+E
[
|Vn(τ, Xt,x,ιn (τ)) − V(τ, Xt,x,ι(τ))|l(|Xt,x,ιn |0,t,T∨|Xt,x,ι |0,t,T6R)
]
6 sup
(s,y)∈[0,T ]×( ¯D∩ ¯BR(0))
|Vn(s, y) − V(s, y)|
+C(1 + |x|p+1)/R +Cω′(δ,R)
+C
[
E(1 + |Xt,x,ι(τ)|p + |Xt,x,ιn (τ)|p)2
]1/2
·
((E|Xt,x,ι(τ) − Xt,x,ιn (τ)|2)1/2
δ
+
1 + (E|Xt,x,ι(τ)|2 + E|Xt,x,ιn (τ)|2)1/2
R
)
6 Cω′(δ,R) + C(1 + |x|2p)(1/R + c(n, x)/δ),
where c(n, x) → 0 as n → ∞.
(1) Thus
V(t, x) 6 Vn(t, x) + |Vn(t, x) − V(t, x)|
6 E
( ∫ τ
t
g(s, Xt,x,ιn (s), ι(s))ds + Vn(τ, Xt,x,ιn (τ))
)
+ |Vn(t, x) − V(t, x)|
6 E
( ∫ τ
t
g(s, Xt,x,ι(s), ι(s))ds + V(τ, Xt,x,ι(τ))
)
+ |Vn(t, x) − V(t, x)|
+Cω′(δ,R) + C(1 + |x|2p)(1/R + c(n, x)/δ).
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Letting n → ∞ and then δ→ 0, R → ∞, we get
V(t, x) 6 E
( ∫ τ
t
g(s, Xt,x,ι(s), ι(s))ds + V(τ, Xt,x,ι(τ))
)
.
(2) On the other hand, fix δ > 0, then for every n, there exists νn, and ∃ιn ∈ Aνn such that
V(t, x) + δ > Vn(t, x) + δ − |Vn(t, x) − V(t, x)|
> E
( ∫ τ
t
g(s, Xt,x,ιnn (s), ιn(s))ds + Vn(τ, Xt,x,ιnn (τ))
)
− |Vn(t, x) − V(t, x)| + δ/2
> E
( ∫ τ
t
g(s, Xt,x,ιn(s), ιn(s))ds + V(τ, Xt,x,ιn(τ))
)
− |Vn(t, x) − V(t, x)| + δ/2
−Cω′(δ,R) − C(1 + |x|2p)(1/R + c(n, x)/δ) − sup
(s,y)∈(0,T ]×( ¯D∩ ¯BR(0))
|Vn(s, y) − V(s, y)|.
Thus we can choose R, δ′ and n such that there exist ν, ι ∈ Aν satisfying
V(t, x) + δ > E
( ∫ τ
t
g(s, Xt,x,ι(s), ι(s))ds + V(τ, Xt,x,ι(τ))
)
and the proof is complete. 
Next we will prove an existence theorem. Set
H(t, x, r, q,Q) := max
ι∈U
{−
1
2
tr(σσ∗)(t, x, ι)Q − 〈b(t, x, ι), q〉 − g(t, x, ι)}. (22)
Note that Vn is a viscosity solution to the following HJB equation:
−∂v
∂t + H(t, x, v,Dv,D2v) + n2〈∇ϕ,Dv〉 = 0 in (0, T ) × Rd,
v(T, ·) = h(·).
(23)
We have
Theorem 3.8. Assume (A), (B), (C) and (H). Then the value function V defined in (2) is solution
to Equation (11) with the above given H .
Proof. We have by the above argument, that Vn → V uniformly on compact subsets.
Thus assume for φ ∈ C1,2((0, T ) × Rd), V − φ attains a a strict local maximum at (t, x) ∈
(0, T )×D. If x ∈ D, there exists (tn, xn) ∈ (0, T )× ¯D such that (tn, xn) → (t, x) and Vn −φ attains
a local maximum at (tn, xn) and therefore,
−
∂φ
∂t
(tn, xn) + H(tn, xn,Vn(tn, xn),Dφ,D2φ) + n2〈∇ϕ(xn),Dxφ〉
= −
∂φ
∂t
(tn, xn) + H(tn, xn,Vn(tn, xn),Dφ,D2φ)
6 0.
Now sending n → ∞ gives
−
∂φ
∂t
(t, x) + H(t, x,V,Dxφ,D2xφ) 6 0,
If x ∈ ∂D, we can choose (tn, xn) ∈ (0, T )× (D1/n ∪ ¯D) (where as defined in Section 1, D1/n is
the 1/n-neighborhood of ∂D) such that (tn, xn) → (t, x) and Vn − φ attains a local maximum at
(tn, xn) and therefore,
−
∂φ
∂t
(tn, xn) + H(tn, xn,Vn,Dxφ(tn, xn),D2xφ(tn, xn)) +
n
2
|xn − pi(xn)|〈n(xn),Dxφ(tn, xn)〉 6 0,
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where n(y) := y−pi(y)
|y−pi(y)| for any y ∈ D3r0 . Letting n → ∞ gives that for x ∈ ∂D,
min{−∂φ
∂t
(t, x) + H(t, x,V,Dxφ(t, x),D2xφ(t, x)),N−x (Dφ(t, x))} 6 0.
Thus V is a subsolution to HJB equation (11) in the sense of Definition 4.1.
Similarly, V is a supersolution to (11) and thus a viscosity solution. 
Now we turn to the uniqueness. To this aim we first establish the following comparison
theorem.
Theorem 3.9. Suppose u is a subsolution bounded from above and respectively v is a superso-
lution bounded from below of (11), then u 6 v on (0, T ] × D.
Proof. Suppose that there exists a (t0, x0) ∈ (0, T ) × ¯D such that u(t0, x0) − v(t0, x0) > 0. Then
there exists a δ0 > 0 such that
θ = u(t0, x0) − v(t0, x0) − δ0t0 > 0.
Set
ψ(t, s, x, y) := α
2
(|x − y|2 + |t − s|2) − ε( f (x) + f (y)) + δ0( 12t +
1
2s
).
We fix ε ∈ (0, θ8 ) temporarily. Since
lim
t∧s↓0
ψ(t, s, x, y) = ∞,
there exists (tα, sα, xα, yα) ∈ (0, T ] × ¯D2 such that
u(tα, xα) − v(sα, yα) − ψ(tα, sα, xα, yα)
= max
(t,s,x,y)∈
(
(0,T ]× ¯D
)2 (u(t, x) − v(s, y) − ψ(t, s, x, y))
= : Mα.
Of course
Mα > u(t0, x0) − v(t0, x0) − θ4 −
δ0
t0
=
3
4
θ,
which yields that
u(tα, xα) − v(sα, yα)
>
3
4
θ +
δ0
tα
+
α
2
(|xα − yα|2 + |tα − sα|2) − ε( f (xα) + f (yα))
>
1
2
θ + δ0( 12tα +
1
2sα
) + α
2
(|xα − yα|2 + |tα − sα|2). (24)
On the other hand, it is easy to see that α 7→ Mα is decreasing and
M α
2
> Mα +
α
4
(|xα − yα|2 + |tα − sα|2).
Consequently
lim
α→∞
α(|xα − yα|2 + |tα − sα|2) = 0. (25)
Hence, extracting a subsequence if necessary, we have for some (tˆ, xˆ) ∈ (0, T ]
lim
α→∞
(tα, xα) = lim
α→∞
(sα, yα) = (tˆ, xˆ).
It is trivial that tˆ ∈ (0, T ), and thus (tˆ, xˆ) ∈ (0, T ) × ¯D in fact.
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By [15, Lemma 2.7] there exist p, q ∈ R, X, Y ∈ Sd such that
(p, α(xα − yα) + εD f (xα), X + εD2 f (xα)) ∈ ¯J1,2,+u(tα, xα),
(q, α(xα − yα) − εD f (yα), Y − εD2 f (yα)) ∈ ¯J1,2,−v(sα, yα),
where
p = α(tα − sα) − δ0 12t2α
,
q = α(tα − sα) + δ0 12s2α
,
p − q = −
δ0
2
( 1
t2α
+
1
s2α
),
and
−3α
(
I 0
0 I
)
6
(
X 0
0 − Y
)
6 3α
(
I − I
−I I
)
,
If xα ∈ ∂D, then for n ∈ Nxα , using (25) we have
〈 − n,Dxψ(tα, xα, yα)〉
= 〈 − n, α(xα − yα) − εD f (xα)〉
> −
α
8r0
|xα − yα|2 +
εγ
8r0
> 0
if α is large enough. This implies
N−xα (Dxψ(tα, xα, yα)) > 0.
Thus
− p + H(tα, xα, α(xα − yα) + εD f (xα), X + εD2 f (xα)) 6 0. (26)
If xα ∈ D, then this inequality holds automatically by definition. Similarly for α large enough,
N+yα(yα;−Dyψ(tα, xα, yα)) < 0,
and then
− q + H(tα, yα, α(xα − yα) − εD f (yα), Y − εD2 f (yα)) > 0. (27)
Combining the above two inequalities gives
δ0
2
( 1
t2α
+
1
s2α
) 6 −H(tα, xα, u(tα, xα), α(xα − yα) + εD f (xα), X + εD2 f (xα))
+H(tα, yα, v(tα, yα), α(xα − yα) − εD f (yα), Y − εD2 f (yα))
6 −H(tα, xα, u(tα, xα), α(xα − yα), X) + H(tα, yα, v(tα, yα), α(xα − yα), Y) + 2ω1(Cε)
6 −γ
(
u(tα, xα) − v(tα, yα)
)
+ ω2(|xα − yα|(1 + α|xα − yα|)) + 2ω1(Cε),
which together with (24) yields that
3
4
γθ +
δ0
2
( 1
t2α
+
1
s2α
) 6 ω2(|xα − yα|(1 + α|xα − yα|)) + 2ω1(Cε).
Letting α→ ∞ and then ε→ 0 we get a contradiction and the proof is complete. 
Now we can state the following
Theorem 3.10. V is the unique solution.
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To prove it, we only need to show that the function given by (22) verifies the hypotheses
(H1)-(H3). But this is a well known fact, see e.g. [15, Subsection 3.3.2].
4. Elliptic Equations
We consider in this section in the same circumstance as in the above one the elliptic equation:
−λu + H(x, u,Du,D2u) = 0 in D,
− ∂u
∂n
= 0 on ∂D,
(28)
where λ > 0 and H(x, r, p,Q) is a continuous function from ¯D×R×Rd ×Sd to R satisfying the
following hypotheses:
(H4) If u 6 v, then there exists a constant γ > 0 satisfying
γ(v − u) 6 H(x, v, p, X) − H(x, u, p, X), (29)
for all x ∈ ¯D, p ∈ Rd, X ∈ Sd.
(H5) there exists an increasing continuous function ω1 : [0,+∞) 7→ [0,+∞), ω(0) = 0, such
that
|H(x, u, q1, X) − H(x, u, q2, Y)| 6 ω1(|q1 − q2| + ‖X − Y‖) (30)
for all (x, u) ∈ ¯D × R, p, q ∈ Rd, X, Y ∈ Sd.
(H6) there exists an increasing continuous function ω2 : [0,+∞) 7→ [0,+∞), ω(0) = 0, such
that
H(x, u, α(x − y), Y) − H(y, u, α(x − y), X) 6 ω2(|x − y|(1 + α|x − y|)) (31)
for all x, y ∈ D, u ∈ R, α > 1 and X, Y ∈ Sd satisfying
−3α
(
I 0
0 I
)
6
(
X 0
0 − Y
)
6 3α
(
I − I
−I I
)
.
For a function ¯D 7→ R, the elliptic superjet and subjet are defined respectively by
J2,+u(t, x) :=
{
(q,Q) ∈ ×Rd × Sd;
lim sup
¯D∋y→x
u(y) − u(x) − 〈q, y − x〉 − 12〈Q(y − x), y − x〉
|x − y|2
6 0
}
,
J1,2,−u(t, x) :=
{
(q,Q) ∈ R × Rd × Sd;
lim inf
¯D∋y→x
u(y) − u(x) − 〈q, y − x〉 − 12〈Q(y − x), y − x〉
|x − y|2
> 0
}
.
and their closures
¯J2,±u(x) :=
{
(q,Q) ∈ R × Rd × Sd;∃xk ∈ ¯D and (qk, Xk) ∈ J2,±u(x)
such that (xk, u(xk), qk, Xk) → (x, u(x), q, X)
}
.
Parallel, viscosity solutions for (28) are defined as follows.
Definition 4.1. (1) A function u ∈ US C( ¯D) is called a subsolution of Eq.(28) if for any φ ∈
C2( ¯D),
−λu + H(x, u(x),Dxφ,D2xφ) 6 0, if x ∈ D,
min{ − λu + H(x, u(x),Dxφ,D2xφ),N−x (Dxφ)} 6 0, if x ∈ ∂D
provided ¯D is a local maximum of u − φ.
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(2) A function u ∈ LS C( ¯D) is called a supersolution of Eq.(28) if for any φ ∈ C2( ¯D),
−λu + H(x, u(x),Dxφ,D2xφ) > 0, if x ∈ D,
max{−λu + H(x, u(x),Dxφ,D2xφ),N+x (Dxφ)
}
> 0, if x ∈ ∂D
provided whenever x ∈ ¯D is a local minimum of u−φ, then (3) A function u ∈ C( ¯D) is a viscosity
solution of Eq.(11) if and only if it is simultaneously a viscosity sub- and super solution.
Assume g(x, ι) is a continuous function of x such that for all ι ∈ U, there exist some C > 0
and p > 1,
|g(x, ι)| 6 C(1 + |x|p).
Set
Vν(x) := inf
ι∈Aν
E
( ∫ ∞
0
e−λsg(Xx,ι(s), ι(s))ds).
Then we can prove along the way paved in the last section.
Theorem 4.2. V is the unique solution to (28).
5. Maximum principle for Neumann problem
In [24], we have proved the following result
Theorem 5.1. Suppose D is a bounded domain satisfying conditions (A)-(C), σ, b ∈ C2b, and
(Xx, ξx) is the solution to reflected SDE:
dX(t) = σ(X(t))dw(t) + b(X(t))dt + ξ(t),
X(0) = x ∈ ¯D. (32)
Then for any fixed T > 0, the support of P ◦ X−1 in C([0, T ],Rd) coincides with S where
S := {Zx,h, h ∈ C([0,+∞),Rd1), h(0) = 0, t → h(t) is smooth}
and (Zx,h, κx,h) is the solution to the following deterministic Skorohod problem in D:
Zx,h(t) = x +
∫ t
0
σ(Zx,h(s))˙hsds +
∫ t
0
˜b(Zx,h(s))ds + κx,h(t), (33)
where ˜b(x) = b(x) − 12 tr(σσ∗(x)).
We will apply this result to establish the maximum principle for PDEs with Neumann condi-
tions. To this aim, we need the following proposition:
Proposition 5.2. Suppose Xx is the solution to the reflected SDE in D with initial state x at time
0, and u ∈ C([0,∞) × ¯D) is a subsolution to the following equation
−
∂u
∂t
+ Lu = 0, in [0,∞) × D, −∂u
∂n
= 0 on ∂D. (34)
Then t → u(t, Xx(t)) is a submartingale. Here L := −12 tr(σσ∗)(x) ∂
2
∂x2
− b(x) ∂
∂x
. In particular, if
u ∈ C( ¯D) is a subsolution to the following PDE with Neumann condition:
Lu = 0, in D, −∂u
∂n
= 0 on ∂D. (35)
then t 7→ u(Xx(t) is a submartingale.
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Proof. Suppose t > 0 and set for s ∈ [0, t]
v(s, x) := E[u(t, Xs,x(t))].
Then v is the solution to (34) on [0, t] × ¯D with v(t, x) = u(t, x). Hence
v(s, ·) > u(s, ·), ∀s ∈ [0, t].
Therefore by Markov property we have for s ∈ [0, t],
E[u(t, Xx(t))|Fs] = E[u(t, Xs,Xx(s)(t))|Fs]
= E[u(t, Xs,y(t)]y=Xx(s)
= v(s, Xx(s)) > u(s, Xx(s)).
This implies that t → u(t, Xx(t)) is a submartingale. 
Theorem 5.3. Let D be an open bounded domain in Rd satisfying conditions (A)-(C) and u ∈
C( ¯D) be a viscosity solution to the following Neumann problem:{
Lu = 0, in D
− ∂u
∂n
= 0, on ∂D. (36)
If there exists x0 ∈ ¯D at which u attains its maximum in ¯D. Then
u(x) = u(x0) for all x ∈ D0,
where D0 is the closure of the set{
y; ∃h ∈ C([0,∞);Rd1) smooth, ∃t1 > 0 such that y = Zx0 ,h(t1)
and {Zx0 ,h(s), s ∈ [0, t1]} ⊂ ¯D} ∩ ¯D.
Proof. By Proposition 5.2, t → u(Xx0 (t)) is a submartingale and thus for any t > 0 and any
stopping time τ,
E[u(Xx0 (t ∧ τ))] − u(0, x0) > 0. (37)
Suppose there exists y ∈ D0 such that
u(y) = u(Zx0 ,h(t1)) < u(x0).
Let Λy be any ε-neighborhood of Zx0 ,h(t1) and set
τy := inf{t > 0, Xx0(t) ∈ Λy ∩ ¯D}.
By Theorem 5.1,
Px0 (Xx0(τy ∧ t1) ∈ D0) = 1.
Note that we can choose an ε > 0 such that
u(Xx0 (t1 ∧ τy)) = u(Xx0 (t1 ∧ τy)) − u(Zx0 ,h(t1)) + u(Zx0 ,h(t1))
< −ε + u(x0).
By applying the above two estimates we get
Ex0 [u(Xx0(t1 ∧ τy)) − u(x0)]
6 −εPx0 (|Xx0 (t1 ∧ τy) − Zx0 ,h(t1)| < ε)
< 0,
which is a contraction to (37). 
Similarly, we can prove
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Theorem 5.4. Let D be an open bounded domain in Rd satisfying conditions (A)-(C) and u ∈
C([0,∞) × ¯D) be a viscosity solution to the following Neumann problem:
−∂u
∂t + Lu = 0 in [0,∞) × D
− ∂u
∂n
= 0, on ∂D.
(38)
If there exists (t0, x0) ∈ [0,∞) × ¯D at which u attains its maximum. Then
u(t, x) = u(t0, x0) for all (t, x) ∈ D0,
where D0 is the closure of the set{
y; ∃h ∈ C([0,∞);Rd1) smooth, ∃t1 ∈ [t0,∞) such that y = (t1, Zx0 ,h(t1 − t0))
and {Zx0 ,h(s − t0), s ∈ [t0, t1]} ⊂ ¯D
}
∩ [t0,∞) × ¯D.
Proof. Assume for simplicity t0 = 0. Otherwise we can replace u(t, x) with u(t − t0, x).
By Proposition 5.2, t → u(t, Xx0(t)) is a submartingale and thus for any t > 0 and any stopping
time τ,
E[u(t ∧ τ, Xx0(t ∧ τ))] − u(0, x0) > 0. (39)
Suppose ∃y ∈ D0, such that
u(y) = u(t1, Zx0 ,h(t1)) < u(0, x0).
Let Λy be any ε-neighborhood of Zx0 ,h(t1) and set
τy := inf{t > 0, Xx0(t) ∈ Λy ∩ ¯D}.
By Theorem 5.1,
Px0
(
(τy ∧ t1, Xx0(τy ∧ t1)) ∈ D0
)
= 1.
And note that for Xx0 (t1) ∈ Λy,
u(t1, Xx0(t1)) = u(t1, Xx0(t1)) − u(t1, Zx0 ,h(t1)) + u(t1, Zx0 ,h(t1))
< −ε + u(0, x0).
By applying the above two estimates we get
Ex0[u(t1 ∧ τy, Xx0(t1 ∧ τ)) − u(0, x0)]
< −εPx0 (|Xx0(t1 ∧ τy) − Zx0 ,h(t1)| < ε)
< 0,
which is a contraction to (39). 
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