Abstract. This paper puts forward a novel algorithm called extreme learning machine (ELM)which is optimized by improved genetic algorithm(IGA), and points out the weaknesses of ELM. The input weights and thresholds randomly generated by ELM are optimized by IGA. After it, ELM can get the more effective input weights and thresholds and be better applied in function approximation. The results of simulation shows that the optimized algorithm has a high approximation accuracy and faster convergence speed.
Introduction
The principle of classic function approximation has the rigorous theoretical analysis and mature system, but it results in many algorithms with some common faults such as a large amountof calculation, poorer adaptability, higher demand for the model and data, strong dependence,etc. The superiority of neural network applied in function approximation can be shown in many cases. For example , the mode characteristics of the data is not very clear and the data is fuzzy, nonlinear or with more noise, etc.The research of function approximation by neural network has a very good theoretical value [1] .
Huang et al., in 2004, put forward a novel feed-forward neural network [2] called extreme learning machine(ELM). In ELM, the input weights and thresholds in the hidden neurons are randomly assigned, and the output weight matrix is calculated by Moore-Penrose(MP). Compared to the traditional feed-forward neural network, ELM has the features of faster learning speed, higher precision, simple parameter adjustment and so on. However, although the randomly generated input weights and thresholds avoid the problems of local optimal value and over-fitting, in ELM it results in the failure of some nodes in the hidden layer.
Therefore, the purpose of this paper is to use IGA to optimize ELM and get the more effective input weights and thresholds which can improve the effectiveness of nodes in the hidden layer in ELM and then improve the function approximation accuracy of ELM as a whole.
The principle of function approximation
Function approximation [3] [4] is an important part of function theory and important in the numerical calculation
The problem of how to approximate the function is a basic problem of function approximation.
Using simple function ( ) g x to replace function ( ) f x approximatively is one of the most basic concepts and methods in computational mathematics. Approximate replace is also known as approximation. Function ( ) f x is described as approximated function and function ( ) g x as approximate function. The difference between the two is 
Extreme learning machine
ELM [5] [6] is a novel algorithm for training single-layer feed-forward neural network [4] . Supposing having N learning samples, its set is described as
. If its structure has K nodes in the hidden layer, where ( ) g x is the activation function, the input and output of the ELM network is described as:
Where 1 1 2 , , ,
represents the connection weights between the input layer or the output layer and k th node in the hidden layer ; k b is the bias of the k th hidden node. Formula (2) can be written as the following form:
So using the least square solution of minimum 2-norm and equation (4) Therefore, after the training samples set N ,activation function ( ) g x and K nodes in the hidden layer given, the steps of the ELM algorithms are as follows:
(1)randomly assign the input weights and thresholds: k ω and k b .
(2)calculate the output matrix H in the hidden layer. (3)calculate the output weights β in the hidden layer.
ELM optimized by IGA
GA is an evolutional algorithm and its principle is to follow the law:'Evolution,the theory goes,guarantees survival to the fittest' in the nature. It uses a population of strings to encode the initial candidate solutions.GA then employs genetic operators (selection, mutation, crossover) to generate new populations based on the initial population, and gradually evolves towards the best solution.
The ELM network optimizedby IGA is to use IGA to optimize the initial weights and thresholds randomly assigned by the ELM network [7] , then gains the optimal weights and thresholds to predict the output of the network.The algorithm mainly includes three important parts: making sure the structure of the ELM network, weights and thresholds optimized by IGA, the training and prediction of the ELM network.
1)create the ELM network: finish the structure of the ELM network according to the number of the input and output parameters.
2)the optimization of IGA: when optimizing the weights and thresholds of the ELM network, IGA calculates the individual fitness through (6); where Y represents the individual fitness; i E and i F represent the expected output or predicted output of the i th node; k represents the node of the output; l represents the coefficient.
GA [6] employs genetic operators (selection, crossover and mutation) to find out the fitness value of the best individual. The selection operator generally employs the proportional selection method based on fitness.The choice probability of each individual is shown in (7).
where i Y represents the fitness value of individual i ; N represents the number of individual in populations. If the greater the individual fitness is, the bigger the choice of it selected is. To choose the mating individual, the selection operator requires repeated selections. A number is randomly generated in [0,1] every selection. The random number is treated as the optional pointer to determine the selected individual. Due to the random operation, the selection error of this selection method is relatively large and sometimes even the higher fitness can't be chosen.
So, in order to reduce the selection error, we employ the championship selection operator to improve the selection operator [8] . When the operator is choosing, it chooses k individuals from the population and finds the individual with the best fitness as the best individual from these k individuals. The best individual is one of the next generation population. The process produces a new population by being repeated n times. The advantages of this method are with no requirements for positive or negative value of the individual fitness and with a larger probability to guarantee the best individual selected or the worst individual eliminated.
The crossover operator employs the cross method of real. The rth chromosome r a and the sth chromosome s a are at the jth cross. In (8) and (9), c represents a random number between 0 and 1.
(1 ) 
Where g represents the current number of iterations, max g represents the biggest number of iterations; max a or min a represents the upper or lower of gene ij a . 3) the prediction of the ELM network: the initial weights and thresholds are assigned by the optimized best individual. Last, traingthe network predicts the output [9] [10] .
The flowchart of the ELM network optimized by IGA is shown in Fig.1 .
Create the ELM network Encode weights and thresholds, and gain the initial populations ,a simple nonlinear continuous function as an example. ELM, GAELM or IGAELM is applied to function approximation by operating the software of MATLAB. Fig.2 shows the approximation curve of ELM;in the ELM, 'sig' represents the activation function. Fig.3 shows the approximation curve of GAELM; in the GA, MAGEN is equal to 100. Fig.4 shows the approximation curve of GAELM; in the GA, MAGEN is equal to 100. curve of ELMcurve of GAELM curve of IGAELM Fig.2 . The approximation Fig.3 . The approximation Fig.4 . The approximation
The approximation curve of ELM is on the left and the curve of the original function on the right in Fig.2. Fig.3 and Fig.4 are the same as Fig.2 . However, the error drawings of GAELM and IGAELM for function approximation are shown in Fig.5 and Fig.6 . The approximation error curve of GAELM is under the approximation error curve of ELM in Fig.5. Fig.6 is the same as Fig.5 . 
Conclusion
This paper puts forward the ELM network based on IGA. ELM gains the best weights and thresholds based on the optimized initial weights and thresholds, and then predicts the output of the network. The algorithm is not easy to fall into the local minimum point and has the good approximation for function. The results of simulation show that the approximation precision of this algorithm is better than ELM and GAELM. At the same time, the approximation error of IGAELM is smaller than GAELM. In the future, this algorithm should possibly be used into a more wide area.
