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Abstract
We study blow-up and quantization phenomena for a sequence of solutions (uk)
to the prescribed Q-curvature problem
(−∆)nuk = Qke
2nuk in Ω ⊂ R2n,
∫
Ω
e2nukdx ≤ C,
under natural assumptions on Qk. It is well-known that, up to a subsequence,
either (uk) is bounded in a suitable norm, or there exists βk → ∞ such that uk =
βk(ϕ+ o(1)) in Ω \ (S1 ∪Sϕ) for some non-trivial non-positive n-harmonic function
ϕ and for a finite set S1, where Sϕ is the zero set of ϕ. We prove quantization of
the total curvature
∫
Ω˜Qke
2nukdx on the region Ω˜ ⋐ (Ω \ Sϕ). We also consider a
non-local case in dimension three.
1 Introduction to the problem
Given a bounded domain Ω ⊂ R2n, we will consider a sequence (uk) of solutions to
the prescribed Q-curvature equation
(−∆)nuk = Qke
2nuk in Ω, (1)
under the uniform (volume) bound∫
Ω
e2nukdx ≤ C, k = 1, 2, 3, . . . (2)
and suitable bounds on Qk ≥ 0.
∗The author is supported by the Swiss National Science Foundation projects no. P2BSP2-172064 and
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Contrary to the two dimensional situation studied by Bre´zis-Merle [2] and Li-
Shafrir [17] (see also [9, 19, 20, 25, 27]) where blow up occurs only on a finite set
S1, in dimension 4 and higher it is possible to have blow-up on larger sets. More
precisely, for a finite set S ⊂ Ω let us introduce
K(Ω, S) := {ϕ ∈ C∞(Ω \ S) : ϕ ≤ 0, ϕ 6≡ 0, ∆nϕ ≡ 0}, (3)
and for a function ϕ ∈ K(Ω, S) set
Sϕ := {x ∈ Ω \ S : ϕ(x) = 0}. (4)
We shall use the notations S∞ and Ssph to denote the set of all blow-up points and
the set of all spherical blow-up points respectively, where such points are defined as
follows:
A point x ∈ Ω is said to be a blow-up point if there exists a sequence of points
(xk) in Ω such that
xk → x and uk(xk)→∞.
A point x ∈ S∞ is said to be a spherical blow-up point if there exists xk → x and
rk → 0
+ such that for some c ∈ R
ηk(x) := uk(xk + rkx) + log rk + c→ η(x) in C
2n−1
loc (R
2n),
where η is a spherical solution to
(−∆)
m
2 u = (m− 1)!emu in Rm,
∫
Rm
emu(x)dx <∞, (5)
with m = 2n, that is, η is of the form
η(x) = log
(
2λ
1 + λ2|x− x0|2
)
, (6)
for some λ > 0 and x0 ∈ R
m.
Theorem A ([1], [22]) Let Ω be a bounded domain in R2n, n > 1 and let (uk) be
a sequence of solutions to (1)-(2), where
Qk → Q0 > 0 in C
0
loc(Ω), (7)
and define the set
S1 :=
{
x ∈ Ω : lim
r→0+
lim inf
k→∞
∫
Br(x)
Qke
2nukdx ≥
Λ1
2
}
, Λ1 := (2n − 1)!|S
2n|.
Then up to extracting a subsequence one of the following is true.
i) For every 0 ≤ α < 1, (uk) is bounded in C
2n−1,α
loc (Ω).
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ii) There exists ϕ ∈ K(Ω, S1) and a sequence of numbers βk →∞ such that
uk
βk
→ ϕ in C2n−1,αloc (Ω \ (S1 ∪ Sϕ)), 0 ≤ α < 1. (8)
In particular uk → −∞ locally uniformly in Ω \ (S1 ∪ Sϕ).
Notice that Theorem A contains the results of [2] since when n = 1 by maximum
principle we have Sϕ = ∅ for every ϕ ∈ K(Ω, S1). In fact the more complex blow-up
behavior for n > 1 can be seen as a consequence of the size of K(Ω, S1). A way of
recovering the finiteness of the blow-up set S∞ was given by Robert [26] for n = 2
and generalized by Martinazzi [23] for n ≥ 3:
Theorem B ([23, 26]) Let (uk) be a sequence of solutions to (1), (2) and (7).
Assume that we are in case ii) of Theorem A. If (uk) satisfies∫
Bρ(ξ)
|∆uk|dx ≤ C,
∫
Ω
(∆uk)
−dx ≤ C, (∆uk)− := max{−∆uk, 0}, (9)
for some Bρ(ξ) ⊂ Ω, then S1 = {x
(1), x(2), . . . , x(M)} is a finite set and
Qke
2nuk ⇀
M∑
i=1
NiΛ1δx(i)
in the sense of measures, where Ni ∈ N := {1, 2, 3, . . . }. Moreover, uk → −∞
locally uniformly in Ω \ S1.
It is worth pointing out that without the additional assumption (9) the blow-up
set S∞ need not be finite. In general, S∞ could be a hypersurface, see e.g. [1, 12, 14].
In our first theorem we show that the profile of uk
βk
near the zero set Sϕ is very
closed to that of ϕ in C1,α norm, and we give a characterization of the blow-up
points outside the zero set Sϕ.
Theorem 1.1 Let Ω be a bounded domain in R2n, n > 1 and let (uk) be a sequence
of solutions to (1)-(2) for some Qk satisfying (7). Assume that we are in case ii)
of Theorem A. Then
ϕ ∈ K(Ω, ∅) and
uk
βk
→ ϕ in C2n−1,αloc (Ω \ (S1 ∪ Sϕ)), 0 ≤ α < 1, (10)
uk
βk
→ ϕ in C1,αloc (Ω \ Ssph), 0 ≤ α < 1. (11)
In addition, if Qk is bounded in C
1
loc(Ω) then
S∞ ⊆ {x ∈ Ω : ∇ϕ(x) = 0}. (12)
We remark that the C1,α convergence in (11) is sharp in the sense that it is not
true in C2loc(Ω \ Ssph), see Example 1 in subsection 5.
As an immediate consequence of (10)-(11) we prove the following:
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Corollary 1.2 Let (uk) be a sequence of solutions to (1), (2) and (7). Then
i) S˙sph := S∞ \ Sϕ ⊆ Ssph and S∞ \ Ssph ⊆ Sϕ.
ii) If the scalar curvature Rguk of the conformal metric guk := e
2uk |dx|2 is uni-
formly bounded from below, then S∞ = Ssph.
As we have already mentioned that the quantization result of Theorem B is not
true without the additional assumption (9). However, it turns out that a quan-
tization result still holds if we stay outside the zero set Sϕ. More precisely, we
have:
Theorem 1.3 Let (uk) be a sequence of solutions to (1), (2) and (7). Then the set
S˙sph := S∞ \ Sϕ is finite, and up to a subsequence,
Qke
2nuk ⇀
∑
xℓ∈S˙sph
NℓΛ1δx(ℓ) in Ω \ Sϕ, (13)
in the sense of measures, where Nℓ ∈ N, and the above sum is considered to be 0 if
S˙sph = ∅. Moreover, if (Qk) is bounded in C
1
loc(Ω) then for every x
ℓ ∈ S˙sph we have
uk(x
(ℓ)
k ) := max
Bδ0 (x
(ℓ))
uk = −βk(ϕ(x
(ℓ)) + o(1)), o(1)
k→∞
−−−→ 0, (14)
for some δ0 > 0. Finally, if the Hessian ∇
2ϕ(x(ℓ)) is strictly positive definite for
some xℓ ∈ S˙sph, and Qk ≡ 1 then for k large∫
Bδ0 (x
(ℓ))
e2nukdx ≥ Λ1 + c0uk(x
(ℓ)
k )e
−2uk(x(ℓ)k ), (15)
for some c0 > 0.
Theorem 1.3 contains Theorem B as (9) implies that Sϕ = ∅. Our first proof
of (13) is based on Theorem B. Under an additional assumption, namely (Qk) is
bounded in C1loc(Ω), we give a direct proof (without using Theorem B). In this case
we also derive a lower bound of the distances between the locations of “peaks” at a
spherical blow-up point xℓ with Nℓ > 1, see Lemma 3.3
In our next theorem we give a sufficient condition on the poly-harmonic function
ϕ to rule out the possibility of collapsing multiple spherical bubbles at a blow-up
point in S∞ \ Sϕ.
Theorem 1.4 Let (uk) be a sequence of solutions to (1), (2) and (7). Assume that
(Qk) is bounded in C
1
loc(Ω). If the Hessian ∇
2ϕ(x0) is strictly negative definite for
some x0 ∈ S∞, then there exists δ > 0 such that
lim sup
k→∞
∫
Bδ(x0)
Qke
2nukdx ≤ Λ1.
In particular, if x0 ∈ S∞ \ Sϕ, then
lim sup
k→∞
∫
Bδ(x0)
Qke
2nukdx = Λ1.
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The assumption on ∇2ϕ(x0) in Theorem 1.4 is necessary as it is not true if
∇2ϕ(x0) = 0, see Examples 2, 3 in subsection 5.
Now we move on to the non-local case in dimension 3. More precisely, we
shall consider the non-local equation (−∆)
3
2uk = Qke
3uk on a bounded domain
Ω ⊂ R3. The operator (−∆)
3
2 can be understood as a Dirichlet-to-Neuman map
via bi-harmonic extension on the upper-half space R4+. For a precise definition, and
notations see Section 4.
Theorem C ([8]) Let Ω be a smooth bounded domain in R3. Let (Uk) ⊂ C
0(R4+)
be a sequence of representable solutions to

∆2Uk = 0 in R
4
+,
∂tUk = 0 in R
3,
L 3
2
Uk = Qke
3uk on Ω,
(16)
where uk := Uk|t=0 is the boundary data and Qk ∈ C
0(Ω) is uniformly bounded in
L∞(Ω). We assume that ∫
Ω
e3uk dx ≤ C. (17)
and ∫
R3
u+k (x)
1 + |x|6
dx ≤ C. (18)
Set
S1 :=
{
x ∈ Ω : lim
ε→0+
lim inf
k→∞
∫
Bε(x¯)
|Qk|e
3uk dx ≥
Λ1
2
}
, Λ1 = 2|S
3| = 4π2.
Then S1 is a finite set and, up to a subsequence, one of the following is true:
(i) Uk → U∞ in C
2,α
loc (R
4
+ ∪ (Ω \ S1)) for any α ∈ [0, 1),
(ii) There exists Φ ∈ K(Ω) and numbers βk →∞ such that
Uk
βk
→ Φ in C2,αloc ((R
4
+ ∪ Ω) \ S), S = SΦ ∪ S1,
where SΦ := {x ∈ Ω : Φ((x, 0)) = 0}. Moreover SΦ has dimension at most 2.
We improve Theorem C by showing the following theorem:
Theorem 1.5 Let Ω be a smooth bounded domain in R3. Let (Uk) ⊂ C
0(R4+) be a
sequence of representable solutions to (16), (17) and (18) for some
Qk → Q0 > 0 in C
0(Ω¯), ‖∇Qk‖C0(Ω¯) ≤ C.
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Assume that we are in case ii) of Theorem C. Then there is a finite set (possibly
empty) {x1, . . . , xN} ⊂ S1 ∩ (Ω \ SΦ) such that
Uk
βk
→ Φ in C1,αloc ((R
4
+ ∪ Ω) \ {x
1, . . . , xN}), 0 ≤ α < 1, (19)
and
Qke
3ukdx ⇀
N∑
ℓ=1
Nℓ4π
2δx(ℓ) in Ω \ SΦ, (20)
in the sense of measures, where Nℓ ∈ N.
We shall use the following classification result from [16, 18, 21], see also [15, 29]
and the references therein.
Theorem D Let u be a solution to (5) with m ≥ 2. Then either u is of the form
(6) for some x0 ∈ R
m and λ > 0, or u = v + p where p is an upper bounded non-
constant polynomial of degree at most m− 1 and v(x) = O(log(2 + |x|)). Moreover,
if u satisfies
∫
BR
|∆u|dx ≤ CRm−2 for every R ≥ 1 (equivalently, p ≡ const) then
u is of the form (6).
2 Proof of Theorems 1.1, 1.4 and Corollary
1.2
We begin with the proof of (10).
Proof of (10) The proof is similar to the one in [1], see also [22]. The crucial differ-
ence is that we need to show that the function ϕ is smooth in Ω. For that purpose
we decomposition uk on the whole domain Ω instead of a small neighborhood of a
point in Ω \ S1 as done in [1, 22]. More precisely, we write uk = vk + hk where
∆nhk ≡ 0 in Ω and vk is given by
vk(x) :=
1
γn
∫
Ω
log
(
1
|x− y|
)
Qk(y)e
2nuk(y)dy. (21)
Here the constant γn :=
(2n−1)!
2 |S
2n| satisfies
(−∆)n log
1
|x|
= γnδ0 in R
2n.
If necessary, restricting ourselves in a smaller domain Ω˜ ⋐ Ω, we can assume
that
Qk → Q0 in C
0(Ω¯).
It follows from (21) and (2) that∫
Ω
|vk|dx ≤
‖Qk‖L∞(Ω)
γn
∫
Ω
e2nuk(y)
∫
Ω
| log |x− y||dxdy ≤ C,
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and hence, again by (2), we have∫
Ω
h+k dx ≤
∫
Ω
(u+k + |vk|)dx ≤
∫
Ω
(e2nuk + |vk|)dx ≤ C.
Assume that there exists x0 ∈ Ω and R0 > 0 such that (βk ≤ C corresponds to the
case i) of Theorem A)
βk :=
∫
BR0 (x0)
|hk|dx
k→∞
−−−→∞, B2R0(x0) ⊂ Ω.
Then the function ϕk :=
hk
βk
satisfies
∆nϕk = 0 in Ω,
∫
BR0(x0)
|ϕk|dx = 1, lim sup
k→∞
∫
Ω
ϕ+k dx = 0.
By Lemma 3.6, up to a subsequence, we have for every ℓ ∈ N
hk
βk
= ϕk → ϕ in C
ℓ
loc(Ω). (22)
It follows that
∆nϕ = 0 in Ω,
∫
BR0 (x0)
|ϕ|dx = 1,
∫
Ω
ϕ+dx = 0,
and hence, ϕ ∈ K(Ω, ∅).
We claim that vk is bounded in C
2n−1,α
loc (Ω \ S) where S := S1 ∪ Sϕ. In order to
prove the claim first we fix a point ξ ∈ Ω \ S. Then there exists R > 0 such that
B2R(ξ) ⊂ Ω \ S and up to extracting a subsequence
lim sup
k→∞
∫
B2R(ξ)
Qke
2nukdx =: ΛR,x0 <
Λ1
2
= γn.
For x ∈ BR(ξ) we bound
|vk(x)| ≤
1
γn
∫
B2R(ξ)
|log |x− y||Qk(y)e
2nuk(y)dy + C, (23)
where we have used (2) and | log |x − y|| ≤ C for (x, y) ∈ BR(ξ) × (Ω ∩B
c
2R(ξ)).
Choosing p > 1 such that
pΛR,ξ < γn,
and together with Jensens inequality we obtain from (23) that∫
BR(ξ)
e2np|vk|(x)dx ≤ C
∫
BR(ξ)
∫
B2R(ξ)
fk(y)
‖fk‖
eqk| log x−y||dydx ≤ C,
where
fk := Qke
2nuk , ‖fk‖ := ‖Qke
2nuk‖L1(B2R(ξ)), and qk :=
2np
γn
‖fk‖, lim sup
k→∞
qk < 2n.
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This shows that ∫
BR(ξ)
e2npuk(x)dx ≤
∫
BR(ξ)
e2npvk(x)dx ≤ C,
as hk < 0 on BR(ξ). By Ho¨lder inequality, from (23) one gets ‖vk‖L∞(BR
2
(ξ)) ≤ C,
which implies that e2nuk ≤ C on BR
2
(ξ). Hence, vk is bounded in C
2n−1,α(BR
4
(ξ)),
and our claim follows immediately by a covering argument.
This finishes the proof of (10). 
2.1 Proof of (11)
Let us first introduce some notations. For a sequence of points (xk) in Ω and
a sequence of positive numbers (µk) with Bµk(xk) ⊂ Ω we let sk ∈ [0, µk] and
x¯k ∈ B¯sk(xk) be such that (compare [1])
(µk − sk)e
uk(x¯k) = (µk − sk) max
B¯sk (xk)
euk = max
r∈[0,µk]
(
(µk − r) max
B¯r(xk)
euk
)
=: Lk. (24)
Note that |xk − x¯k| = sk, uk ≤ uk(x¯k) in B¯sk(xk), and
Lk ≥ max
r∈[0,µk
2
]
(
(µk − r) max
x∈B¯r(xk)
euk(x)
)
≥
µk
2
max
B¯µk
2
(xk)
euk . (25)
Setting
rk :=
µk − sk
Lk
, (26)
one gets
uk(x¯k + rkx) + log rk ≤ 2 for |x| ≤
Lk
2
. (27)
The following three lemmas are crucial in proving (11).
Lemma 2.1 Let µk → 0
+ be such that log µk = o(βk). Assume that
lim
k→∞
vk(xk)
βk
6= 0,
for some xk → x ∈ Ω. Then limk→∞Lk =∞.
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Proof. From (21) one obtains
|vk(xk)| ≤ C

∫
Ω∩Bcµk
2
(xk)
+
∫
Ω∩Bµk
2
(xk)

 | log |xk − y||e2nuk(y)dy
≤ C| log µk|
∫
Ω
e2nuk(y)dy + C

 sup
Bµk
2
(xk)
e2nuk

∫
Bµk
2
(xk)
| log |xk − y||dy
≤ C| log µk|
∫
Ω
e2nuk(y)dy + C

 sup
Bµk
2
(xk)
e2nuk

µ2nk | log µk| (28)
≤ C| log µk|+ C
(
Lk
µk
)2n
µ2nk | log µk|
≤ C| log µk|(1 + L
2n
k ),
where the second last inequality follows from (2) and (25). Dividing the above
inequality by βk one gets
0 6←
vk(xk)
βk
= o(1)(1 + L2nk ) =⇒ Lk →∞.

Lemma 2.2 Let µk → 0
+ be such that µ−1k = o(βk). Assume that
lim
k→∞
|∇vk(xk)|
βk
6= 0,
for some xk → x ∈ Ω. Then limk→∞Lk =∞.
Proof. Differentiating under the integral sign, from (21), and together with (2) and
(25) we bound
|∇vk(xk)| ≤ C

∫
Ω∩Bcµk
2
(xk)
+
∫
Ω∩Bµk
2
(xk)

 e2nuk(y)
|xk − y|
dy
≤
C
µk
∫
Ω
e2nuk(y)dy + C

 sup
Bµk
2
(xk)
e2nuk

∫
Bµk
2
(xk)
dy
|xk − y|
≤
C
µk
+ C
(
Lk
µk
)2n
µ2n−1k
≤
C
µk
(1 + L2nk ).
The lemma follows immediately. 
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Lemma 2.3 Let 0 ≤ α < 1 be fixed. For i = 1, 2 let (xi,k) be two sequences of
points on Ω such that xi,k → x0 ∈ Ω. Assume that x1,k 6= x2,k for every k and
1
βk
|∇vk(x1,k)−∇vk(x2,k)|
|x1,k − x2,k|α
6→ 0.
If µi,k → 0
+ satisfies
µ2i,kβk ≥ |x1,k − x2,k|
1−α
2 ,
then max{L1,k, L2,k} → ∞ (Li,k is defined by taking xk = xi,k and µk = µi,k in
(24)).
Proof. Differentiating under the integral sign, from (21), and using that∣∣∣∣ x1,k − y|x1,k − y|2 −
x2,k − y
|x2,k − y|2
∣∣∣∣ ≤ |x1,k − x2,k|
(
1
|x1,k − y|2
+
1
|x2,k − y|2
)
,
we obtain
|∇vk(x1,k)−∇vk(x2,k)| ≤ C|x1,k − x2,k|
∫
Ω
(
1
|x1,k − y|2
+
1
|x2,k − y|2
)
e2nuk(y)dy
= C|x1,k − x2,k|(I1 + I2),
where
Ii :=
∫
Ω
1
|xi,k − y|2
e2nuk(y)dy, i = 1, 2.
As in Lemma 2.2 one can show that
Ii ≤
C
µ2i,k
(1 + L2ni,k), i = 1, 2.
Thus
|∇vk(x1,k)−∇vk(x2,k)| ≤ C|x1,k − x2,k|
(
1 + L2n1,k
µ21,k
+
1 + L2n2,k
µ22,k
)
.
The lemma follows as α < 1. 
Proof of (11) Since hk
βk
→ ϕ in Cℓloc(Ω) for every ℓ ∈ N, (11) is equivalent to
vk
βk
→ 0 in C1,αloc (Ω \ Ssph), 0 ≤ α < 1. (29)
We claim that for every compact set K ⋐ Ω \ Ssph we have
1
βk
(
‖vk‖C1(K) + [∇vk]C0,α(K)
) k→∞
−−−→ 0.
We prove the claim in two steps.
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Step 1
‖vk‖C1(K)
βk
→ 0.
We assume by contradiction that
‖vk‖C1(K)
βk
6→ 0. Then there exists xk → x0 ∈
Ω \ Ssph such that
|vk(xk)|+ |∇vk(xk)|
βk
6→ 0.
We set µk :=
1√
βk
, and let x¯k, Lk and rk be as in (24), (26). By Lemmas 2.1 and
2.2 we have Lk →∞, rk → 0, and
r2kβk ≤
µ2k
L2k
βk =
1
L2k
→ 0. (30)
Setting
ηk(x) := uk(x¯k + rkx) + log rk +
1
2n
log
Q0(x0)
(2n− 1)!
for x¯k + rkx ∈ Ω,
and by (27) we obtain
(−∆)nηk(x) = (2n− 1)!
Q¯k(x)
Q0(x0)
e2nηk(x), ηk ≤ C in BLk
2
,
where Q¯k(x) := Qk(x¯k + rkx). Moreover, by (2), (21), (22) and (30), we have for
every R > 0∫
BR
|∆ηk(x)|dx ≤ r
2
k
∫
BR
|∆vk(x¯k + rkx)|dx+ r
2
k
∫
BR
|∆hk(x¯k + rkx)|dx
≤ C
∫
Ω
Qk(y)e
2nuk(y)
∫
BR
r2kdx
|x¯k + rkx− y|2
dy + r2kβkO(R
2n)
≤ CR2n−2 + o(R2n). (31)
Therefore, by elliptic estimates, up to a subsequence, ηk → η in C
2n−1
loc (R
2n) where
η satisfies
(−∆)nη = (2n− 1)!e2nη in Rn,
∫
R2n
e2nηdx <∞,
∫
BR
|∆η|dx = O(R2n−2),
thanks to (31). It follows from Theorem D that η is of the form (6). Thus, xk →
x0 ∈ Ssph, a contradiction.
Step 2
[∇vk]C0,α(K)
βk
→ 0.
Since vk ∈ C
2(Ω), there exists x1,k, x2,k ∈ K with x1,k 6= x2,k such that
[∇vk]C0,α(K) = sup
x,y∈K
|∇vk(x)−∇vk(y)|
|x− y|α
=
|∇vk(x1,k)−∇vk(x2,k)|
|x1,k − x2,k|α
.
If |x1,k −x2,k| 6→ 0 then Step 2 follows from Step 1. Thus, we only need to consider
the case |x1,k − x2,k| → 0.
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We assume by contradiction that
[∇vk]C0,α(K)
βk
6→ 0. We set
µk = µ1,k = µ2,k := β
− 1
2
k |x1,k − x2,k|
1−α
4 .
We let x¯i,k and Li,k be as in (24) with xk = xi,k, i = 1, 2. Then by Lemma 2.3 we get
Lk := max{L1,k, L2,k} → ∞. By relabelling, we may assume that Lk = L1,k →∞.
Letting rk := r1,k (as defined in (26)) we see that (30) holds. Now one can proceed
as in Step 1 to get a contradiction.
We conclude the proof of (11) 
Proof of Corollary 1.2 It follows immediately from (11) that
S∞ \ Sϕ ⊆ Ssph and S∞ \ Ssph ⊆ Sϕ,
which is the first part of the corollary.
We claim that ϕ ≡ const < 0 whenever the scalar curvature Rguk is uniformly
bounded from below, that is,
Rguk = −2(2n − 1)e
−2uk (∆uk + (n− 1)|∇uk|2) ≥ −C in Ω. (32)
In order to prove the claim we fix a ball Bε(x0) ⋐ Ω \ (S1 ∪ Sϕ). Then by (10)
we get
∆uk + (n − 1)|∇uk|
2 = (1 + o(1))βk
(
|∆ϕ|+ βk(n− 1 + o(1))|∇ϕ|
2
)
in Bε(x0).
This and (32) implies that ∇ϕ ≡ 0 in Bε(x0), and hence ϕ ≡ const in Bε(x0).
By unique continuation theorem we conclude that ϕ ≡ const on Ω. In particular,
Sϕ = ∅, and from the first part of the corollary, we deduce S∞ = Ssph. 
2.2 Proof of (12) and Theorem 1.4
For a given point x0 ∈ Ω and a constant δ > 0 with B2δ(x0) ⊂ Ω, we fix a smooth
cut-off function ψ ∈ C∞c (B2δ(x0)) such that ψ ≡ 1 in Bδ(x0). We split the function
vk into vk = v¯k + v˜k where
v¯k :=
1
γn
∫
Ω
log
(
1
|x− y|
)
Q¯k(y)e
2nv¯k(y)dy, Q¯k := ψQke
2nhke2nv˜k . (33)
Proof of (12) Since S∞ ∩ Sϕ ⊆ Sϕ ⊆ {∇ϕ = 0}, we only need to show that
S∞ \ Sϕ ⊆ {∇ϕ = 0}.
Let x0 ∈ S∞ \ Sϕ. Then necessarily x0 ∈ Ssph, thanks to (11). We choose δ > 0
such that
uk → −∞ locally uniformly in B¯2δ(x0) \ {x0}, B2δ(x0) ⊂ Ω. (34)
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For this choice of δ and ψ, we have Q¯k ∈ C
1
c (Ω). Therefore, by (49)
0 =
∫
Ω
∇Q¯k(x)e
2nv¯k(x)dx
= 2n
∫
Ω
(∇hk(x))ψQke
2nuk(x)dx+
∫
Ω
(
∇(ψQke
2nv˜k)(x)
)
e2n(hk+v¯k)(x)dx
=: 2nI1 + I2. (35)
Since x0 ∈ Ssph we have
lim
ε→0+
lim
k→∞
∫
Bε(x0)
Qk(x)e
2nuk(x)dx ≥ Λ1,
which leads to
lim
k→∞
|I1|
βk
= lim
ε→0+
lim
k→∞
(|∇ϕ(x0)|+ oε,k(1))
∫
Bε(x0)
Qk(x)e
2nuk(x) ≥
1
2
Λ1|∇ϕ(x0)|,
thanks to (22) and (34). Recalling that (Qk) is bounded in C
1
loc(Ω), ψ ≡ 1 on
Bδ(x0), and from (21), (33) and (34), we infer
|∇(ψQke
2nv˜k)| ≤ Ce2nv˜k , (36)
which gives |I2| ≤ C. Plugin these estimates in (35) we obtain
1
2
Λ1|∇ϕ(x0)| ≤ lim
k→∞
|I1|
βk
=
1
2n
lim
k→∞
|I2|
βk
= 0.
We conclude (12). 
Proof of Theorem 1.4 Let x0 ∈ S∞ be such that ∇2ϕ(x0) is strictly negative
definite. Then ϕ(x) < ϕ(x0) ≤ 0 for x0 6= x ∈ B¯2δ(x0) ⊂ Ω for some δ > 0. We can
also assume that ∇2ϕ < 0 on B¯2δ(x0) and (34) holds. We let xk ∈ B2δ(x0) be such
that hk(xk) := maxB¯2δ(x0) hk. As ϕ < 0 on B¯2δ(x0) \ {x0} we have xk → x0 and
∇hk(xk) = 0. Therefore, for every x ∈ B2δ(x0) one has
∇hk(x) =
∫ 1
0
d
dt
∇hk(tx+ (1− t)xk)dt =
∫ 1
0
∇2hk(tx+ (1− t)xk)[x− xk]dt.
(37)
Using that ∇2ϕ < 0 on B¯2δ(x0), and by (22), we have for x ∈ B2δ(x0)
(x− xk) · ∇hk(x) = βk
∫ 1
0
∇2ϕ(tx+ (1− t)xk)[x− xk, x− xk]dt+ o(βk)|x− xk|
2
≤ −c1βk|x− xk|
2, (38)
for some c1 > 0. Now we apply Lemma 3.5 to the integral equation (33) with Ω˜ = Ω,
ξ = xk, where ψ ∈ C
∞
c (B2δ(x0)) is such that ψ = 1 on Bδ(x0) and ψ ≥ 0. Indeed,
setting
λk = λ¯k :=
∫
Ω
Q¯ke
2nv¯kdx =
∫
Ω
Qkψe
2nukdx,
13
and by (2), (34), (36) and (38) one obtains
λk
Λ1
(λk − Λ1)
=
1
2n
∫
Ω
(x− xk) · ∇Q¯k(x)e
2nv¯k(x)
=
∫
Ω
(x− xk) · ∇hk(x)ψQke
2nukdx+
1
2n
∫
Ω
(x− xk) · ∇(ψQke
2nv˜k)e2nhke2nv¯kdx
≤ −c1βk
∫
Ω
|x− xk|
2ψQke
2nukdx+ C
∫
Ω
|x− xk|ψe
2nukdx (39)
≤ o(1).
Thus,
lim sup
k→∞
∫
Bδ(x0)
Qke
2nukdx ≤ lim sup
k→∞
λk ≤ Λ1.
The second part of the theorem follows from the first part and (13). 
Remark 1 If x0 ∈ S∞∩Sϕ with ∇2ϕ(x0) strictly negative definite, then there exists
δ > 0 and ξk → x0 such that uk ≤ uk(ξk) on Bδ(x0) and (34) holds. Then setting
ηk(x) = uk(ξk + rkx)− uk(ξk), rk := e
−uk(ξk),
one can show that, up to a subsequence, ηk → η in C
2n−1
loc (R
n), provided r2kβk →
c0 ∈ [0,∞). The limit function η is a solution to
(−∆)nη = Q(x0)e
2nη in R2n, Λ := Q(x0)
∫
R2n
e2nηdx <∞. (40)
Then η is a spherical solution if and only if c0 = 0, and in this case, we have a
quantization of energy around x0. However, if c0 6= 0 then η is a non-spherical
solution, and necessarily
lim
k→∞
∫
Bδ(x0)
Qke
2nukdx < Λ1,
which follows from (39).
It is worth pointing out that non-spherical solutions to (40) with Λ ≥ Λ1 (they
do exist in dimension 6 and higher, see [10, 11, 14, 24]) can not appear as a blow-up
limit if ∇ϕ(x0) is strictly negative definite.
3 Proof of Theorem 1.3
We recall that by Corollary 1.2 we have S∞ ∩ {ϕ < 0} ⊂ Ssph. Therefore, for every
x0 ∈ S∞ with ϕ(x0) < 0 there exists δ > 0 such that B2δ(x0) ⊂ Ω, B2δ(x0) ∩ S∞ =
{x0} and (34) holds.
The following lemma has been proven in [23, 26] (see also [9]) under the assump-
tion (9). However, here we prove it only assuming that the blow-up points are not
in the zero set of ϕ. More precisely the following:
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Lemma 3.1 Let x0 ∈ S∞ \ Sϕ. Let δ > 0 be such that B¯2δ ⊂ Ω and (34) holds.
Then there exists an integer N ≥ 1 and N sequences of points (xi,k) with 1 ≤ i ≤ N
such that, up to a subsequence, the following holds:
i) limk→∞ xi,k = x0 for i = 1, . . . , N .
ii) For 1 ≤ i, j ≤ N with i 6= j
lim
k→∞
|xi,k − xj,k|
ri,k
=∞, ri,k := e
−uk(xi,k) → 0,
uk(xi,k)
βk
6→ 0.
iii) We have
ηi,k(x) := uk(xi,k+ ri,kx)+ log ri,k+
1
2n
log
Q0(x0)
(2n − 1)!
→ η(x) in C2n−1loc (R
2n)
where η is a spherical solution to (5). In particular,
lim
R→∞
lim
k→∞
∫
BRri,k (xi,k)
Qk(x)e
2nuk(x)dx = Λ1.
iv) There exists C > 0 such that
inf
1≤i≤N
|x− xi,k|e
uk(x) ≤ C for every x ∈ Bδ(x0). (41)
Proof. We prove the lemma by induction. For m ≥ 1 we say that Hm holds if there
exists m sequences of points (xi,k) converging to x0 such that, up to a subsequence,
the following holds:
(H1m) for 1 ≤ i, j ≤ m with i 6= j
lim
k→∞
|xi,k − xj,k|
ri,k
=∞, ri,k := e
−uk(xi,k) → 0,
uk(xi,k)
βk
6→ 0.
(H2m) for 1 ≤ i ≤ m we have
ηi,k(x) := uk(xi,k+ ri,kx)+ log ri,k+
1
2n
log
Q0(x0)
(2n− 1)!
→ η(x) in C2n−1loc (R
2n),
where η is a spherical solution to (5).
Let us first show thatH1 holds. Let xk = x1,k be such that uk(xk) = maxBδ(x0) uk.
As uk → −∞ locally uniformly in B¯δ(x0) \ {x0}, we have xk → x0. Splitting the
domain Ω = Ω1 ∪ Ω2 where Ω1 := Brk(xk) and Ω2 := Ω \ Ω1 with rk := e
−uk(xk),
from (21) we obtain
vk(xk) ≤ Ce
2nuk(xk)
∫
Ω1
| log |xk − y||dy + C
∫
Ω2
| log |xk − y||e
2nuk(y)dy
≤ C| log rk|
= Cuk(xk).
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This implies that for k large
C
uk(xk)
βk
≥
vk(xk)
βk
=
uk(xk)
βk
−
hk(xk)
βk
≥ −
1
2
ϕ(x0) > 0.
Hence, H1 follows, thanks to Lemma 3.4.
Now we assume that Hm holds for some m ≥ 1. We also assume that
sup
x∈Bδ(x0)
dm,k(x)e
uk(x) →∞, dm,k(x) := inf
1≤i≤m
|x− xi,k| for x ∈ Bδ(x0). (42)
We claim that Hm+1 holds. To prove the claim we let xm+1,k be given by
dm,k(xm+1,k)e
uk(xm+1,k) = sup
x∈Bδ(x0)
dm,k(x)e
uk(x).
Setting rm+1,k := e
−uk(xm+1,k), by (42), one has
|xi,k − xm+1,k|
rm+1,k
k→∞
−−−→∞ for 1 ≤ i ≤ m.
Moreover, by (H2m)
|xi,k − xm+1,k|
ri,k
k→∞
−−−→∞ for 1 ≤ i ≤ m.
Since
lim
k→∞
rm+1,k
dm,k(xm+1,k)
= 0,
from the definition of dm,k and rm+1,k, one gets for every R > 0
euk(x)−uk(xm+1,k) ≤
dm,k(xm+1,k)
dm,k(x)
= 1 + o(1), for |x− xm+1,k| ≤ Rrm+1,k,
where o(1) → 0 uniformly as k → ∞. Using this, as before, one would get
uk(xm+1,k)
βk
6→ 0. Thus, (H1m+1) holds, and by Lemma 3.4, (H
2
m+1) holds. This
proves our claim.
Since (H1m) and (H
2
m) imply that∫
Bδ(x0)
Qke
2nukdx ≥ mΛ1 + o(1),
there exists a maximal m such that Hm holds. Arriving at this maximal m, we get
that (42) can not hold, and conclude the lemma with N = m. 
A consequence of iv) of Lemma 3.1 is the following:
Lemma 3.2 Let N , δ and (xi,k) be as in Lemma 3.1. Then there exists C > 0 such
that
vk(x) ≤ C| log dN,k(x)| = C max
1≤i≤N
| log |x− xi,k||, x ∈ Bδ(x0).
In particular, for every ρk > 0 with log ρk = o(βk), we have
uk → −∞ uniformly in Bδ(x0) \ ∪
N
i=1Bρk(xi,k).
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Proof. Taking xk = x and µk = dN,k(x) in (28), and using that dN,k(x) ≤ 2dN,k(x˜)
for |x− x˜| < 12dN,k(x), one would get the first part of the lemma, thanks to iv) of
Lemma 3.1. The second part follows immediately from (34) and ϕ(x0) < 0. 
Proof of (13) From Corollary 1.2 we have S˙sph := S∞ \ Sϕ ⊂ Ssph, and hence,
S˙sph is either empty or finite. If the set S˙sph is empty then (13) follows trivially as
uk → −∞ locally uniformly in Ω \ Sϕ,
thanks to (11). In the later case we denote the set S˙sph by {x
(1), . . . , x(L)}. We
observe that (13) is equivalent to∫
Bδℓ(x
(ℓ))
Qke
2nukdx→ NℓΛ1 for some δℓ > 0, Nℓ ∈ N, (43)
for every ℓ ∈ {1, . . . , L}.
For x0 = x
(ℓ) ∈ S˙sph we fix δ > 0 such that (34) holds. Let (xi,k) and N be as
in Lemma 3.1. For i ∈ I := {1, . . . , N} we set
Ji := {j ∈ I : sup
k≥1
βk|xi,k − xj,k| <∞}.
Note that Ji1 ∩ Ji2 = ∅ if and only if i2 6∈ Ji1 , and Ji1 = Ji2 if and only if i2 ∈ Ji1 .
Thus, I can be written as a disjoint union of Ji’s.
We fix Ri > 0 such that
βk|xi,k − xj,k| ≤
Ri
8
for every j ∈ Ji.
We set
wi,k(x) := uk(xi,k + β
−1
k x)− log βk for |x| ≤ Ri, i = 1, . . . , N.
Then, setting Qi,k(x) := Qk(xi,k + β
−1
k x) we have

(−∆)nwi,k = Qi,ke
2nwi,k in BRi ,∫
BRi
e2nwi,kdx ≤ C,
Qi,k → Q0(x0) > 0 in C
0(BRi).
In fact, by ii) of Lemma 3.1
max
x∈BRi
min
j∈Ji
|x− x¯i,j,k|e
wi,k(x) ≤ C, x¯i,j,k := βk(xj,k − xi,k), j ∈ Ji,
wi,k(x¯i,j,k)→∞ for every j ∈ Ji,
and for every j1 6= j2 with j1, j2 ∈ Ji
|x¯i,j1,k − x¯i,j2,k|
r¯i,j1,k
→∞, r¯i,j1,k := e
−wi,k(x¯i,j1,k).
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Moreover, differentiating under the integral sign, from (21)∫
BRi
|∆wi,k|dx ≤ β
−2
k
∫
BRi
(
|∆vk(xi,k + β
−1
k x)|+ βk|∆ϕ(x0)|+ o(βk)
)
dx
≤ o(1) + C
∫
Ω
e2nuk(y)
∫
BRi
β−2k
|xi,k − β
−1
k x− y|
2
dxdy
≤ C.
Thefore, by Theorem B, there exists a positive integer Ni (from the proof of Theorem
B one would have Ni = |Ji|) such that∫
BRiβk
2
(xi,k)
Qke
2nukdx =
∫
BRi
2
Qi,ke
2nwi,kdx
k→∞
−−−→ NiΛ1.
Together with Lemma 3.2∫
Bδ(x0)
Qke
2nukdx→ NΛ1, N :=
∑
Ji disjoint
Ni.
This proves (43). 
Under a slightly stronger assumption on Qk, namely ‖Qk‖C1 ≤ C, one can have
a simpler proof of (43) (without using Theorem B). The main idea is to use a
Pohozaev type identity around each peak xi,k, compare [9].
Lemma 3.3 Let x0 = x
(ℓ) ∈ S˙sph. Let δ > 0 be such that (34) holds. Let (xi,k)
and N be as in Lemma 3.1. If (Qk) is bounded in C
1
loc(Ω) then
|xi,k − xj,k|β
2
k →∞ for every i, j ∈ I := {1, . . . , N} with i 6= j,
and ∫
B
β
−2
k
(xi,k)
Qke
2nukdx→ Λ1.
In particular, (43) holds with δℓ = δ and Nℓ = N .
Proof. In order to prove the lemma we fix i ∈ I and consider the set of indices
Ji := {j ∈ I : sup
k≥1
β2k|xi,k − xj,k| <∞}.
Setting
ρi,k :=
1
2
min
{
min{|xi,k − xj,k| : j ∈ I \ Ji}, β
− 3
2
k
}
we see that β−2k = o(ρi,k). This would imply
(x+ y − 2xi,k) · (x− y)
|x− y|2
= −1 + o(1) for (x, y) ∈ BRiβ−2k
(xi,k)×B
c
ρi,k
(xi,k), (44)
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where Ri > 0 is such that
|xi,k − xj,k| ≤
Ri
2
β−2k for every j ∈ Ji.
This, and from the definition of ρi,k we obtain
uk → −∞ uniformly in B¯ρi,k(xi,k) \BRiβ−2k
(xi,k), (45)
thanks to Lemma 3.2. Moreover, from the definition of ρi,k we see that
lim
k→∞
∫
Bρi,k (xi,k)
Qke
2nukdx ≥ Λ1.
This is a consequence of ii)− iii) of Lemma 3.1.
Next, we apply Lemma 3.5 to the integral equation (33). Indeed, fixing ψ ∈
C∞c (B2δ(x0)) with ψ ≡ 1 on Bδ(x0), from Lemma 3.5 with v = v¯k, K = Kk =
ψQke
2nhke2nv˜k , ξ = xi,k, Ω˜ = Bρi,k(xi,k) and
λ˜k :=
∫
Ω˜
Kke
2nv¯kdx, λk :=
∫
Ω
Kke
2nv¯kdx,
we get
λ˜k
Λ1
(λk − Λ1)
= −
1
Λ1
∫
Ω˜
∫
Ω\Ω˜
(x+ y − 2xi,k) · (x− y)
|x− y|2
Kk(y)e
2nv¯k(y)Kk(x)e
2nv¯k(x)dydx
+
1
2n
∫
Ω˜
(x− xi,k) · ∇Kk(x)e
2nv¯k(x)dx−
∫
∂Ω˜
Kke
2nv¯k(x− xi,k) · ν(x)dσ(x)
=: (I) + (II) + (III). (46)
Using (44)-(45) one has
(I) =
1
Λ1
(λk − λ˜k)λ˜k + o(1).
Since ρi,kβk → 0, from (22), (36) and (45) we infer that
(II) = o(1) and (III) = o(1).
Plugin these estimates in (46) we get that λ˜k → Λ1, that is,∫
Bρi,k (xi,k)
Qke
2nukdx→ Λ1,
and hence Ji = {i}, thanks to Lemma 3.1.
The lemma follows immediately from Lemma 3.2. 
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Next we prove a stronger version (14). More precisely, we show that if there are
multiple spherical bubbles collapsing at a blow-up point x0 ∈ S˙sph, then the height
of each peak has the same order −βkϕ(x0).
Proof of (14) Let x0 = x
(ℓ) ∈ S˙sph. Let (xi,k) be as in Lemma 3.1 for some
1 ≤ i ≤ N . We claim that for every 1 ≤ i ≤ N
uk(xi,k) = −βkϕ(x0)(1 + o(1)). (47)
It follows that
uk(xk) = uk(xk +Rrkσ) +O(logR), rk := e
−uk(xk), for R ≥ 2, σ ∈ S2n−1,
where we ignored the index i and simply write xk for xi,k. For ε > 0 we fix
R = R(ε) >> 1 such that∫
BRrk (xk)
Qke
2nukdx ≥ Λ1 − εγn.
From (21)
vk(xk + 2Rrkσ) =
1
γn
(∫
BRrk (xk)
+
∫
Ω\BRrk (xk)
)
log
1
|xk + 2Rrkσ − y|
Qk(y)e
2nuk(y)dy
≥ (2− ε)uk(xk) +O(logR).
Splitting Ω into
Ω = ∪3i=1Ai, A1 := Brk(xk+2Rrkσ), A2 := Bβ−2
k
(xk)\A1, A3 := Ω\(A1∪A2),
we write
vk(xk + 2Rrkσ) =
3∑
i=1
Ii, Ii :=
1
γn
∫
Ai
log
1
|xk + 2Rrkσ − y|
Qk(y)e
2nuk(y)dy.
By iii) of Lemma 3.1 one has e2nuk ≤ Cr−2nk R
−1 on A1. This yields
I1 ≤ Cr
−2n
k R
−1
∫
|y|<rk
log
1
|y|
dy ≤ CR−1| log rk| ≤ C
uk(xk)
R
≤ εuk(xk),
for R sufficiently large. From Lemma 3.3
I2 ≤ (2 + o(1))uk(xk).
Using that log |xk + 2Rrkσ − y| = O(log βk) on A3
I3 ≤ C log βk
∫
A3
e2nukdy = o(βk).
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Thus
(2− ε)uk(xk) ≤ vk(xk + 2Rrkσ) +C ≤ (2 + ε)uk(xk) + o(βk),
vk(xk + 2Rrkσ) = uk(xk + 2Rrkσ)− hk(xk + 2Rrkσ) = uk(xk)− βkϕ(x0) + o(βk).
The above estimates give (47). .
Proof of (15) Since (15) follows from (13) if Nℓ > 1, we only need to consider the
case Nℓ = 1.
Let x0 = x
(ℓ) ∈ S˙sph be such that ∇
2ϕ(x(ℓ)) > 0. We fix δ > 0 such that
∇2ϕ > 0 on B2δ(x0), ϕ(x0) ≤ ϕ(x) ≤ (1−
1
n
)ϕ(x0) on B2δ(x0),
and (34) holds. We write uk = v¯k + h¯k where (recall that by assumption Qk ≡ 1)
v¯k(x) :=
1
γn
∫
Bδ(x0)
log
(
1
|x− y|
)
e2nuk(y)dy, x ∈ Ω.
We observe that
‖hk − h¯k‖C2n−1(B 3
2 δ
(x0)) = ‖vk − v¯k‖C2n−1(B 3
2 δ
(x0)) ≤ C,
which gives
h¯k
βk
→ ϕ in C2(Bδ(x0)).
We let h¯k(ξk) := minBδ h¯k. Then ξk → x0 and ∇h¯k(ξk) = 0. Moreover, one can
show that (see the proof of (38))
(x− ξk) · ∇h¯k(x) ≥ c1βk|x− ξk|
2 for x ∈ Bδ(x0),
for some c1 > 0. Applying Lemma 3.5 with v = v¯k, Ω = Ω˜ = Bδ(x0), ξ = ξk,
K = e2nh¯k and λ˜ = λ = λk :=
∫
Bδ(x0)
e2nukdx we get
λk
Λ1
(λk − Λ1)
=
1
2n
∫
Bδ(x0)
(x− ξk) · ∇e
2nh¯k(x)e2nv¯k(x)dx−
∫
∂Bδ(x0)
(x− ξk) · ν(x)e
2nuk(x)dσ
≥ c1βk
∫
Bδ(x0)
|x− ξk|
2e2nuk(x)dx− C
∫
∂Bδ(x0)
e2nuk(x)dσ(x)
=: (I)− (II).
Using that uk(x) = βk(ϕ(x) + o(1)) ≤ βk(1−
1
2n)ϕ(x0) on ∂Bδ(x0), and by (14)
(II) ≤ Ce(2n−1)βkϕ(x0) = o(1)uk(xk)e−2uk(xk),
where uk(xk) := maxBδ(x0) uk. Changing the variable x 7→ xk + rkx with rk :=
e−uk(xk) we obtain
(I) ≥ c1βk
∫
B δ
2rk
(xk)
gk(x)e
2n(uk(xk+rkx)−uk(xk))dx, gk(x) := |xk − ξk + rkx|2.
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Note that gk(x) ≥ r
2
k for |x| ≥ 4 if |xk − ξk| ≤ 2rk, and for |x| ≤ 1 if |xk− ξk| ≥ 2rk.
Therefore, by iii) of Lemma 3.1 we have (I) ≥ c2r
2
kβk for some c2 > 0.
We conclude (15). 
In the rest of this section we collect some useful lemmas.
Lemma 3.4 Let (uk) be a sequence of solutions to (1), (2) and (7) such that
uk(xk) → ∞ for some xk → x0 ∈ Ω. Assume that
uk(xk)
βk
6→ 0. Further assume
that for every R > 0
uk(x) ≤ uk(xk) + o(1) on BRe−uk(xk)(xk),
where o(1)→ 0 as k →∞. Then setting
ηk(x) := uk(xk + rkx) + log rk +
1
2n
log
Q0(x0)
(2n − 1)!
, rk := e
−uk(xk),
we have
ηk → η(x) := log
(
2λ
1 + λ2|x|2
)
in C2n−1loc (R
2n), λ :=
1
2
(
Q0(x0)
(2n− 1)!
) 1
2n
.
In particular
lim
R→∞
lim
k→∞
∫
BRrk (xk)
Qke
2nukdx = Λ1.
Proof. We omit the proof as it is very similar to that of Step 1 in Proof of (11).
The crucial fact r2kβk → 0 follows from the hypothesis
uk(xk)
βk
6→ 0. 
The following lemma is a generalization of [29, Theorem 2.1].
Lemma 3.5 (Pohozaev Identity) Let v be a solution to
v(x) :=
1
γn
∫
Ω
log
(
1
|x− y|
)
K(y)e2nv(y)dy,
where K ∈ C1(Ω¯). Then for Ω˜ ⊆ Ω and ξ ∈ R2n we have
λ˜
Λ1
(λ− Λ1) = −
1
Λ1
∫
Ω˜
∫
Ω\Ω˜
(x+ y − 2ξ) · (x− y)
|x− y|2
K(y)e2nv(y)K(x)e2nv(x)dydx
+
1
2n
∫
Ω˜
(x− ξ) · ∇K(x)e2nv(x)dx−
∫
∂Ω˜
Ke2nv(x− ξ) · ν(x)dσ(x)
(48)
where
λ˜ :=
∫
Ω˜
Ke2nvdx, λ :=
∫
Ω
Ke2nvdx.
Moreover, if K = 0 on ∂Ω then∫
Ω
(∇K)e2nvdx = 0. (49)
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Proof. Differentiating under the integral sign we obtain
∇v(x) = −
1
γn
∫
Ω
x− y
|x− y|2
K(y)e2nv(y)dy. (50)
Multiplying the above identity by (x− ξ)K(x)e2nv(x) and integrating on Ω˜
(I) :=
∫
Ω˜
(x− ξ) · ∇v(x)K(x)e2nv(x)dx
= −
1
γn
∫
Ω˜
∫
Ω
(x− ξ) · (x− y)
|x− y|2
K(y)e2nv(y)K(x)e2nv(x)dydx =: (II).
Integration by parts yields
(I) =
1
2n
∫
Ω˜
K(x)(x− ξ) · ∇e2nv(x)dx
= −λ˜−
1
2n
∫
Ω˜
(x− ξ) · ∇K(x)e2nv(x)dx+
∫
∂Ω˜
Ke2nv(x− ξ) · ν(x)dσ(x).
Writing (x− ξ) = 12 (x− y) +
1
2(x+ y − 2ξ) and using that Λ1 = 2γn, we compute
(II) = −
λ˜λ
Λ1
−
1
Λ1
∫
Ω˜
∫
Ω
(x+ y − 2ξ) · (x− y)
|x− y|2
K(y)e2nv(y)K(x)e2nv(x)dydx
= −
λ˜λ
Λ1
−
1
Λ1
∫
Ω˜
∫
Ω\Ω˜
(x+ y − 2ξ) · (x− y)
|x− y|2
K(y)e2nv(y)K(x)e2nv(x)dydx,
where in the last equality we have used that
∫
Ω˜
∫
Ω˜(. . . )dydx = 0, which follows from
the fact that the integrant is antisymmetric in (x, y) ∈ Ω˜× Ω˜. This proves (48).
Multiplying (50) by K(x)e2nv(x) and integrating on Ω
0 =
1
γn
∫
Ω
∫
Ω
x− y
|x− y|2
K(y)e2nv(y)K(x)e2nv(x)dydx
= −
∫
Ω
K(x)(∇v(x))e2nv(x)dx
=
1
2n
∫
Ω
∇K(x)e2nv(x)dx,
where in the last equality we used integration by parts, and the first equality follows
from the fact that the integrant is antisymmetric in (x, y) ∈ Ω× Ω. 
By a covering argument and by [21, Lemma 3, Proposition 4] one can prove:
Lemma 3.6 Let Ω be a connected domain in Rn. Let φk be a sequence of functions
on Ω such that
∆mφk = 0 in Ω,
∫
BR(x0)
|φk|dx ≤ C,
∫
Ω
φ+k dx ≤ C,
for some BR(x0) ⊂ Ω. Then, up to a subsequence, we have
φk → φ in C
ℓ
loc(Ω) for every ℓ ∈ N.
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4 The non-local case
Let us first fix some notations, and define the operator L 3
2
mentioned in the intro-
duction. Points in R4 will be denoted by X = (x, t) ∈ R3 × R. We will identify
R
3 = {(x, t) : t = 0} = ∂R4+. In the following, ∆¯ will denote the Laplacian in R
4
and ∆x the Laplacian in R
3.
It is well known that if U ∈W 2,2(R4+) is a solution to the problem{
∆¯2U = 0 in R4+
∂tU = 0 on R
3,
(51)
then U is characterized by the Poisson representation formula
U(x, t) =
4
π2
∫
R3
t3
(t2 + |x− x˜|2)3
u(x˜) dx˜, (52)
with u = U |R3 , see e.g. [3, 4, 6, 7, 8]. Define the operator on R
3 by
L 3
2
U :=
1
2
lim
t→0
∂t∆¯U. (53)
Then
L 3
2
U = (−∆x)
3
2u,
where the 32 -fractional Laplacian is defined as the operator with Fourier symbol
|ξ|3. Note that L 3
2
can also be defined in a distributional sense. Indeed, given
u ∈ L1loc(R
3), we say that U ∈W 2,2(R4+) satisfying ∂tU = 0 on R
3 and ∆¯2U = 0 in
R
4
+ is a weak solution to L 3
2
U = w, if
0 =
∫
R4+
∆¯U∆¯ψ dxdt− 2
∫
R3
wψ dx
for every test function ψ ∈ C∞(R4+) with compact support in R4+ and satisfying
∂tψ = 0 on t = 0.
We say that a solution U to (51) is representable if it coincides with its Poisson
representation formula (52) and L 3
2
U is well defined. In particular, the boundary
data u = U |t=0 of a representable solution satisfies∫
Rn
|u(x)|
1 + |x|6
dx <∞.
Finally we set
K(Ω) :=
{
H ∈ C∞(R4+ ∪ Ω) : ∆
2H = 0, H ≤ 0, in R4+,H 6≡ 0, ∂tH = L 3
2
H = 0 on Ω
}
.
(54)
We now prove a corresponding version of Lemma 3.4 for the non-local case.
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Lemma 4.1 Let (Uk) be a sequence of solutions as in the statement of Theorem
1.5. Assume that uk(xk)→∞ for some xk → x0 ∈ Ω such that
uk(xk)
βk
6→ 0. Further
assume that for every R > 0
uk(x) ≤ uk(xk) + o(1) on BRe−uk(xk)(xk),
where o(1)→ 0 as k →∞. Then setting
u˜k(x) := uk(xk + rkx)− uk(xk), rk := e
−uk(xk),
we have
u˜k → u˜(x) := log
(
1
1 + λ2|x|2
)
in C2loc(R
3), λ :=
1
2
(
Q0(x0)
2
)1
3
. (55)
In particular
lim
R→∞
lim
k→∞
∫
BRrk (xk)
Qke
3ukdx = Λ1 = 4π
2.
Proof. It has been shown in [8] that Uk can be decomposed as Uk = Vk +Hk where
Vk(x, y) =
1
2π2
∫
Ω
log
(
1
|(x, y) − (x˜, 0)|
)
Qk(x˜)e
3uk(x˜) dx˜, (x, y) ∈ R3 × R, (56)
and Hk is given by the Poison formula (52) with the boundary data hk := uk − vk,
where vk := Vk|R3 . It follows that
vk(x) =
1
2π2
∫
Ω
log
1
|x− x˜|
Qk(x˜)e
3uk(x˜)dx˜. (57)
The function Hk can be extended on R
4− by setting Hk(x, t) = Hk(x,−t). Then Hk
satisfies
lim
t→0
∂
∂t
Hk(x, t) = 0 = lim
t→0
∂
∂t
∆¯Hk(x, t) for every x ∈ Ω.
Therefore,
∆¯2Hk = 0 on R
4 \ (Ωc × {0}).
In fact, for every bounded open set Ω ⊂ R4 satisfying Ω ∩ R3 ⋐ Ω, we have
Hk
βk
→ Φ in Cℓ(Ω¯), (58)
for every integer ℓ ≥ 0.
Now we set
u˜k(x) = uk(xk + rkx)− uk(xk), U˜k(X) = Uk((xk, 0) + rkX)− Uk((xk, 0)),
v˜k(x) = vk(xk + rkx)− vk(xk), V˜k(X) = Vk((xk, 0) + rkX)− Vk((xk, 0)),
h˜k(x) = hk(xk + rkx)− hk(xk), H˜k(X) = Hk((xk, 0) + rkX)−Hk((xk, 0)).
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Using the uniform bounds (17) and (18) one can show that∫
R3
|v˜k(x)|
1 + |x|3+ε
dx ≤ C(ε),
∫
Ωk
u˜+k (x)dx ≤ C,
∫
R3\Ωk
u˜+k (x)
1 + |x|6
dx→ 0,
for every ε > 0, where Ωk := {x ∈ R
3 : xk + rkx ∈ Ω}. Hence,∫
Ωk
h˜+k (x)dx+
∫
R3\Ωk
h˜+k (x)
1 + |x|6
dx ≤ C.
This and the Poision representation formula of H˜k leads to
lim sup
k→∞
∫
BR
H˜+k dX ≤ CR
4−ε for every BR ⊂ R4.
Since r2kβk → 0, we have that
∆¯H˜k → 0,
thanks to (58). Therefore, up to a subsequence, H˜k → H˜ in C
4
loc(R
4) for some
harmonic function H˜ satisfying∫
BR
H˜+dX ≤ CR4−ε.
This implies that H˜ is bounded from above, and hence H˜ ≡ 0.
Next we show that the sequence (v˜k) is bounded in C
2
loc(R
3). Indeed, setting
Q˜k(x) := Qk(xk + rkx) we see that
v˜k(x) =
1
2π2
∫
Ωk
log
|y|
|x− y|
Q˜k(y)e
3u˜k(y)dy,
∫
Ωk
Q˜ke
3u˜kdy ≤ C.
As the function u˜k satisfies
u˜k ≤ o(1) on BR, for every fixed R > 0,
differentiating under the integral sign, one easily gets that the sequence (|∇v˜k|) and
(|∇2v˜k|) are bounded in C
0
loc(R
3). Therefore, as v˜k(0) = 0, we conclude that (v˜k) is
bounded in C2loc(R
3).
Thus, up to a subsequence, u˜k = v˜k + h˜k → v˜ =: u˜ in C
1
loc(R
3). It easily follows
that u˜ satisfies
u˜(x) =
1
2π2
∫
R3
log
|y|
|x− y|
Q˜0(x0)e
3u˜(y)dy, u˜ ≤ u˜(0),
∫
R3
e3u˜dy <∞.
Then a classification result to the above integral equation in [29] imply that u˜ should
be of the form given in (55). 
Proof of Theorem 1.5 The proof of (19) is very similar to the one of (11). Here
one needs to use Lemma 4.1 and the representation formula (56).
The quantization result (20) can be proved using a Pohozaev type identity for
the integral equation (57). Notice that corresponding versions of Lemmas 3.1, 3.2
and 3.3 for the non-local case follow easily. 
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5 Examples
In Example 1 we show that the convergence in (11) is sharp in the sense that
C
1,α
loc (Ω \ Ssph) can not be replaced by C
2
loc(Ω \ Ssph).
Example 1 Let u be an entire solution to (5) with m = 2n ≥ 4 such that (see
[5, 13, 28] for existence of such solutions)
u(x) = −|x|2 +O(log |x|) as |x| → ∞.
Then u satisfies the integral equation
u(x) =
1
γn
∫
R2n
log
(
|y|
|x− y|
)
e2nu(y)dy − |x|2 + c, (59)
for some c ∈ R. Differentiating under the integral sign, from (59)
∆u(0) = −
2n− 2
γn
∫
R2n
1
|y|2
e2nu(y)dy − 2n < −2n.
We set
uk(x) = u(kx) + log k for x ∈ B1.
Then uk satisfies (1)-(2) with Qk ≡ (2n−1)!, Ω = B1 and for some Λ > 0. It follows
from (59) that
uk
βk
→ ϕ in C2n−1loc (B1 \ {0}), ϕ := −|x|
2, βk := k
2.
Notice that
∆uk(0)
βk
= ∆u(0) < −2n = ∆ϕ(0).
Therefore, uk
βk
6→ ϕ in C2loc(B1) (here Ssph = ∅).
Example 2 It has been shown in [11] (see also [10, 24]) that for every n ≥ 3 and
Λ > Λ1 there exists a radially symmetric solution u to
(−∆)nu = e2nu in R2n,
∫
R2n
e2nudx = Λ. (60)
In fact u is give by
u(x) =
1
γn
∫
R2n
log
(
|y|
|x− y|
)
e2nu(y)dy + c1|x|
2 − c2|x|
4 + c3,
for some c1, c2 > 0 and c3 ∈ R. We set
uk(x) = u(kx) + log k, x ∈ B1.
Then uk satisfies (10) with ϕ := −c2|x|
4, βk := k
4 and
lim
ε→0
lim
k→∞
∫
Bε
e2nukdx = Λ.
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Next example shows that one can have Ssph ∩ Sϕ 6= ∅.
Example 3 Let n = 3 and let Λ > Λ1 be fixed. Then there exists a sequence of
radially symmetric solutions (uk) to (60) such that (see [14])
uk(0)→∞, uk(1)→∞,
∫
B2
e2nukdx→ Λ,
and uk is given by
uk(x) =
1
γn
∫
R2n
log
(
1
|x− y|
)
e2nu(y)dy − (1 + o(1))uk(0)(1 − |x|
2)2 + ck,
ck →∞ and ck = o(uk(0)).
Notice that uk|B2 satisfies (10) with
βk := uk(0), ϕ(x) = −(1− |x|
2)2, Ssph = {0}.
Let ρk →∞ slowly enough so that
e−2uk(0)uk(0)ρ2k → 0.
Set u¯k(x) = uk(ρkx) + log ρk on B1. Then u¯k satisfies (10) with
ϕ¯ := −|x|4, β¯k := uk(0)ρ
4
k.
Moreover, as e−2u¯k(0)β¯k → 0, we have 0 ∈ Ssph, and hence Ssph = Sϕ¯ = {0}. Also
note that a quantization result does not hold for u¯k as
lim
ε→0
lim
k→∞
∫
Bε
e2nu¯kdx = Λ.
Acknowledgements The author is greatly thankful to Luca Martinazzi and Pierre-
Damien Thizy for various stimulating discussions.
References
[1] Adimurthi, F. Robert, M. Struwe.: Concentration phenomena for Liou-
ville’s equation in dimension 4, J. Eur. Math. Soc. 8, 171-180 (2006).
[2] H. Bre´zis, F. Merle: Uniform estimates and blow-up behaviour for solutions
of −∆u = V (x)eu in two dimensions, Comm. Partial Differential Equations 16,
1223-1253 (1991).
[3] L. Caffarelli, L. Silvestre: An extension problem related to the fractional
Laplacian, Comm. Partial Differential Equations, 32(7-9):1245–1260, 2007.
[4] J. Case, S.-Y. A. Chang: On fractional GJMS operators, Comm. Pure Appl.
Math. 69 (2016), no. 6, 1017–1061.
28
[5] S-Y. A. Chang, W. Chen: A note on a class of higher order conformally
covariant equations, Discrete Contin. Dynam. Systems 63 (2001), 275-281.
[6] S.-Y. A. Chang, M. Gonza´lez: Fractional Laplacian in conformal geometry,
Adv. Math., 226 (2011), no. 2, 1410–1432.
[7] S.-Y. A. Chang, R. Yang: On a class of non-local operators in conformal
geometry, Chin. Ann. Math., Ser. B 38 (2017), no. 1, 215–234.
[8] A. DelaTorre, M. d. M. Gonza´lez, A. Hyder, L. Martinazzi: Con-
centration phenomena for the fractional Q-curvature equation in dimension 3
and fractional Poisson formulas, arXiv: 1812.10565 (2018).
[9] O. Druet, F. Robert: Bubbling phenomena for fourth-order four dimen-
sional PDEs with exponential growth, Proc. Amer. Math. Soc. 3, 897-908
(2006).
[10] X. Huang, D. Ye: Conformal metrics in Rn with constant Q-curvature and
arbitrary volume, Calc. Var. Partial Differential Equations 54 (2015), 3373-
3384.
[11] A. Hyder: Conformally Euclidean metrics on Rn with arbitrary total Q-
curvature, Analysis & PDE, 10 (2017) no. 3, 635-652.
[12] A. Hyder, S. Iula, L. Martinazzi: Large blow-up sets for the prescribed
Q-curvature equation in the Euclidean space, Commun. Contemp. Math. 20
(2018), no. 2, 1750026, 19 pp.
[13] A. Hyder, L. Martinazzi: Conformal metrics on Rn with constant Q-
curvature, prescribed volume, asymptotic behavior, Discrete Contin. Dyn. Syst.
35 (2015), no. 1, 283299.
[14] A. Hyder, L. Martinazzi: Gluing metrics with prescribed Q-curvature and
different asymptotic behaviour in high dimension, To appear in Ann. Sc. Norm.
Super. Pisa Cl. Sci., arXiv: 1804.09261v2 (2018).
[15] A. Hyder, G. Mancini, L. Martinazzi: Local and nonlocal singular Li-
ouville equations in Euclidean spaces, Int. Math. Res. Not. (IMRN) (2019),
https://doi.org/10.1093/imrn/rnz149.
[16] T. Jin, A. Maalaoui, L. Martinazzi, J. Xiong: Existence and asymptotics
for solutions of a non-local Q-curvature equation in dimension three, Calc. Var.
Partial Differential Equations 52 (2015) no. 3-4, 469-488.
[17] Y. Li, I. Shafrir: Blow-up analysis for solutions of −∆u = V eu in dimension
two, Indiana Univ. Math. J. 43 (1994), 1255-1270.
[18] C. S. Lin: A classification of solutions of conformally invariant fourth order
equations in Rn, Comm. Math. Helv 73 (1998), 206-231.
[19] C. S. Lin, J. Wei: Sharp estimates for bubbling solutions of a fourth order
mean field equation, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (5) Vol. VI (2007),
599-630 .
29
[20] A. Malchiodi: Compactness of solutions to some geometric fourth-order
equations, J. reine angew. Math. 594, 137-174 (2006).
[21] L. Martinazzi: Classification of solutions to the higher order Liouville’s equa-
tion on R2m, Math. Z. 263 307-329 (2009).
[22] L. Martinazzi: Concentration-compactness phenomena in higher order Liou-
ville’s equation, J. Functional Anal. 256, 3743-3771 (2009).
[23] L. Martinazzi: Quantization for the prescribed Q-curvature on open domains,
Commun. Contemp. Math. 13 (2011), no. 3, 533-551 (2011).
[24] L. Martinazzi: Conformal metrics on Rn with constant Q-curvature and large
volume, Ann. Inst. Henri Poincare´ (C) 30 (2013), 969-982.
[25] C. B. Ndiaye: Constant Q-curvature metrics in arbitrary dimension, J. Funct.
Anal. 251, 1-58 (2007).
[26] F. Robert: Quantization effects for a fourth order equation of exponential
growth in dimension four, Proc. Roy. Soc. Edinburgh Sec. A 137, 531-553
(2007).
[27] F. Robert, J. Wei: Asymptotic behavior of a fourth order mean field equation
with Dirichlet boundary condition, Indiana Univ. Math. J. 57 (2008), 2039-
2060.
[28] J. Wei, D. Ye: Nonradial solutions for a conformally invariant fourth order
equation in R3, Calc. Var. Partial Differential Equations 32, no. 3, 373-386
(2008).
[29] X. Xu: Uniqueness and non-existence theorems for conformally invariant equa-
tions, J. Funct. Anal. 222 (2005), no. 1, 1-28.
30
