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ABSTRACT 
 
Diffuse interface model(also known as phase field theory) is a 
powerful tool which can lead to a complete description of many 
phenomena like demixing of partial miscible liquids, droplets breaking 
out and whenever the interface dimension is system one alike. 
In the present thesis this theory is applied to the specific study of 
liquid mixtures which present a temperature and composition dependent 
lack of miscibility, so that a deep quench or concentration shift is 
enough to trigger phase separation of the initial system. 
This feature can be exploited in many extraction processes, even ones 
which employ thermolabile liquids. 
Therefore, the implementation of the phase field model on a commercial 
simulation software seems to be a useful tool which would allow us to 
investigate the aforementioned systems.  
This thesis work is divided into different parts; at first the 
underlying theory will be presented, this outline ranges from 
statistical thermodynamics to incompressible binary mixture equation 
of motion, therefore the adopted numerical scheme will be described, 
together with the aspects related to the implementation of the 
mathematical expressions into the solver. 
In the end, the results of simulations about a square box will be 
presented, though some kind of changes about the boundary conditions 
will be made. Subsequently the results of analogue system in more 
complex geometries. 
The study of the spinodal decomposition is a topic largely covered in 
scientific literature albeit differently; a lot of work has been done 
to correctly implement it using different methods. Particular 
attention requires [1] ,where the spinodal decomposition is simulated 
using a semi implicit time scheme and a spectral one for the spatial 
discretization. Despite the goodness of the paper there is a CFL 
constrain that is avoided in fluent given the implicit nature of the 
solver. 
Others like [2] obtained good results(the data herein obtained are 
benchmarked with theirs) but used pseudo-spectral techniques that are 
difficult to adapt in complex geometries; so this work opens up many 
possibilities because it employs much more powerful techniques. 
However a lot of work still has to be done and most of all an 
algorithm that would allow the description of a 3D macroscopic domain, 
this will be done in the forthcoming works. 
Other authors [3] partially covered the topic of the grid adaption 
algorithm which becomes essential whenever the system dimension is far 
bigger than the grid size; anyway here the interface is treated as a 
non-zero thickness surface. 
Also [4] tried to implement the diffuse interface model into a 3D 
macroscopic domain using a temperature-variant simplified energy 
density function (TVSED) as the anti-diffusion term. 
In the end it is possible to conclude that the specific description 
present in this thesis work has its uniqueness and good potentiality 
for further studies. 
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2 THEORY 
 
2.1 QUANTUM MECHANICS AND STATISTICAL MECHANICS 
 
 Basic Concepts 
 
In this chapter the theory that lies beneath the simulations made will 
be presented and it will start from statistical thermodynamics for the 
sake of a complete understanding.  
The description of a macroscopic system poses several issues to deal 
with, this because it is composed by a lot of molecules which interact 
with each other and for this it is very difficult to describe, at 
least with a purely classical mechanics approach. 
Therefore the need to use a different tool that surrenders the idea of 
a deterministic solution of every equation of motion or the precise 
definition of the system thermodynamic properties like pressure; 
quantum mechanics succeeds at this difficult task, this is done with 
the definition of ensemble. 
An ensemble is a collection of a very large number of systems that are 
the replica on a macroscopic level of the same thermodynamic system of 
particular interest. 
Let’s imagine placing a certain number of identical systems inside an 
envelope of fixed volume whose walls are at constant temperature and 
adiabatic. Obviously the overall number of molecules is fixed and the 
entire ensemble will also have fixed volume and temperature too.  
Such ensemble is called canonical ensemble or Gibbs distribution; it 
is essential to underline how each system interacts with its 
surroundings and each one will have a certain energy level and so a 
unique quantum state. 
It is possible to define the occupation number 𝒂𝒂𝒋𝒋 as the number of 
systems of an ensemble that occupy a particular quantum space(j-th 
energy level), each configuration represented by any kind of 
disposition has not any particularly tie; except the principle of 
equal a priori probabilities that states the equal probability of 
occurrence for each state represented by an occupation number. 
Therefore, an ensemble made by 𝑨𝑨 systems which are disposed into 
different sets of occupation numbers can be rearranged in the 
following number of ways: 
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𝑊𝑊(𝒂𝒂) = 𝐴𝐴!
∏ 𝑎𝑎𝑘𝑘𝑘𝑘
                                                                            (2.1) 
 
The next step is dealing with the probability of each configuration to 
occur; this can be obtained by simply remembering that the fraction of 
systems lying at the j-th quantum state is: 
𝑥𝑥�𝑎𝑎𝑗𝑗� = 𝑎𝑎𝑗𝑗𝐴𝐴                                                                                    (2.2) 
 
The associated probability follows a simple averaging of (2.2) over 
every possible configuration: 
𝑃𝑃𝑗𝑗 = 𝑎𝑎�𝑗𝑗𝐴𝐴 = 1𝐴𝐴  ∑ 𝑊𝑊(𝒂𝒂)𝑎𝑎𝑗𝑗(𝒂𝒂)𝒂𝒂∑ 𝑊𝑊(𝒂𝒂)𝒂𝒂                                                    (2.3) 
 
The notation 𝑎𝑎𝑗𝑗(𝒂𝒂) in (2.3) simply means that the number of system lying 
at the j-th energy level depends on the given set of occupation number 
𝒂𝒂. 
In statistical thermodynamics systems are made of a great number of 
molecules, so it is convenient to express (2.1) when 𝒂𝒂𝒋𝒋 becomes very 
large. This can be achieved maximizing the logarithm of the binomial 
distribution function 𝑓𝑓(𝑁𝑁1) = 𝑁𝑁!/(𝑁𝑁1! (𝑁𝑁 −𝑁𝑁1)!) for large number: 
𝑑𝑑(ln 𝑓𝑓(𝑁𝑁1))
𝑑𝑑𝑁𝑁1
= 0                                                                    (2.4) 
 
The maximum condition occurs for 𝑵𝑵𝟏𝟏
∗ = 𝑵𝑵/𝟐𝟐 [5], the next step is a 
Taylor expansion about the maximum point 𝑵𝑵𝟏𝟏
∗: 
ln 𝑓𝑓(𝑁𝑁1) ≈ ln𝑓𝑓(𝑁𝑁1∗) + 12𝑑𝑑2 ln 𝑓𝑓(𝑁𝑁1)𝑑𝑑𝑁𝑁12 �𝑁𝑁1=𝑁𝑁1∗ (𝑁𝑁1 − 𝑁𝑁1∗)                          (2.5) 
 
Then, substituting the second derivative(−𝟒𝟒/𝑵𝑵 [5]) gives: 
 
𝑓𝑓(𝑁𝑁1) = 𝑓𝑓(𝑁𝑁1∗)𝑒𝑒𝑥𝑥𝑒𝑒�−2(𝑁𝑁1 − 𝑁𝑁/2)2𝑁𝑁 �                                           (2.6) 
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In equation (2.6) a Gaussian function appears, if 𝑵𝑵𝟏𝟏 → 𝑵𝑵/𝟐𝟐 this 
function peaks strongly. The same can be assumed for the function 𝑊𝑊(𝒂𝒂) 
in the right hand side of (2.3): 
� 𝑊𝑊(𝒂𝒂)
𝒂𝒂
≈ 𝑊𝑊(𝒂𝒂∗)                                                                    (2.7) 
 
Where 𝒂𝒂∗ maximize the 𝑾𝑾 function. So when the canonical ensemble is 
made by a large number of systems (2.3) it converges to: 
𝑃𝑃𝑗𝑗 = 𝑎𝑎𝑗𝑗∗𝐴𝐴                                                                               (2.8) 
The result of (2.8) can be achieved with classical mechanics too [6]. 
A phase space whose coordinates are the system momenta and space 
coordinates is the analogue of the canonical ensemble, it can be 
reasonably argued that a body made of a huge number of molecules will 
surely break into every small portion of the phase field given a 
sufficient long time named 𝑻𝑻. Therefore, given that ∆𝒒𝒒𝒋𝒋∆𝒑𝒑𝒋𝒋 will 
represent this small portion of the phase field and denoting as ∆𝒕𝒕𝒋𝒋 the 
time spent by each particle in that phase field element, it is highly 
reasonable assume, for long times and large systems, that the ratio 
∆𝒕𝒕𝒋𝒋/𝑻𝑻 will converge to the following: 
𝑤𝑤𝑗𝑗 = ∆𝑡𝑡𝑗𝑗/𝑇𝑇                                                                               (2.9)                             
 
Where 𝒘𝒘𝒋𝒋 expresses intuitively the probability that a generic system of 
the ensemble can be found in the j-th phase field portion; equations 
(2.8) and (2.9) are identical. 
Moreover, this excursus of classical mechanics can go on a little 
further just to evidence how from (2.9) probability itself can be 
expressed exclusively as a function of the phase field momenta and the 
system space coordinate: 
𝑤𝑤𝑗𝑗 = 𝑓𝑓(𝑞𝑞𝑘𝑘 ,𝑒𝑒𝑙𝑙)∆𝑞𝑞𝑗𝑗∆𝑒𝑒𝑗𝑗                                                                 (2.10) 
 
Letting the studied volume shrink to an infinitesimal yields: 
 
𝑑𝑑𝑤𝑤𝑗𝑗 = 𝜌𝜌(𝑞𝑞𝑘𝑘,𝑒𝑒𝑙𝑙)𝑑𝑑𝑞𝑞𝑗𝑗𝑑𝑑𝑒𝑒𝑗𝑗                                                               (2.11) 
 
In (2.11) 𝝆𝝆 is the statistical density function. 
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 Representation of probability function 
 
Turning back to quantum mechanics, equation (2.8) is not complete 
because the analytic expression of 𝒂𝒂𝒋𝒋
∗ still lacks; it can be derived 
though, from a simple maximization of the 𝑾𝑾 function under the trivial 
but important constraints: 
� 𝑎𝑎𝑗𝑗
𝑗𝑗
= 𝐴𝐴                                                                            (2.12) 
� 𝑎𝑎𝑗𝑗
𝑗𝑗
𝐸𝐸𝑗𝑗 = 𝐸𝐸                                                                            (2.13) 
 
Equation (2.13) simply states that the sum of the energy of every 
system equals the ensemble overall one. 
Using the Lagrange’s method of the undermined multipliers yields: 
𝜕𝜕
𝜕𝜕𝑎𝑎𝑗𝑗∗
�ln𝑊𝑊(𝑎𝑎∗) − 𝛼𝛼� 𝑎𝑎𝑘𝑘
𝑘𝑘
− 𝛽𝛽� 𝐸𝐸𝑘𝑘𝑎𝑎𝑘𝑘
𝑘𝑘
� = 0                                              (2.14) 
 
In (2.14) has been used the logarithm of 𝑾𝑾 to employ the Stirling 
approximation: 
ln𝑁𝑁! ≈ � ln 𝑥𝑥 𝑑𝑑𝑥𝑥𝑁𝑁
1
= 𝑁𝑁 ln𝑁𝑁 −𝑁𝑁                                                  (2.15) 
 
Putting (2.15) inside (2.14) gives: 
𝜕𝜕
𝜕𝜕𝑎𝑎𝑗𝑗∗
�ln𝐴𝐴 − 𝑎𝑎𝑗𝑗∗ ln 𝑎𝑎𝑗𝑗∗ + 𝑎𝑎𝑗𝑗∗ − 𝛼𝛼� 𝑎𝑎𝑘𝑘
𝑘𝑘
− 𝛽𝛽� 𝐸𝐸𝑘𝑘𝑎𝑎𝑘𝑘
𝑘𝑘
� = 0                                   (2.16) 
 
Finally remembering that 𝑨𝑨 is constant, the derivative of (2.16) leads 
to: 
− ln 𝑎𝑎𝑗𝑗∗ − 𝛼𝛼 − 𝛽𝛽𝐸𝐸𝑗𝑗∗ = 0                                                              (2.17) 
 
Or: 
𝑎𝑎𝑗𝑗
∗ = 𝑒𝑒𝑥𝑥𝑒𝑒(−𝛼𝛼)𝑒𝑒𝑥𝑥𝑒𝑒�−𝛽𝛽𝐸𝐸𝑗𝑗∗�                                                             (2.18) 
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There is a crucial aspect of the derivation of (2.18); this is the 
derivation of the terms in (2.16) that are summed over the subscript 
k. They just represent whatever disposition of the ensemble systems 
and their derivation implies “discarding” every disposition of the 
systems which does not maximize the function 𝑾𝑾. 
Now the Lagrange multipliers must be evaluated; the first one can be 
derived from (2.12) and by summing over j both sides of (2.18): 
𝑒𝑒𝑥𝑥𝑒𝑒(𝛼𝛼) = 1
𝐴𝐴
� 𝑒𝑒𝑥𝑥𝑒𝑒�−𝛽𝛽𝐸𝐸𝑗𝑗
∗�
𝑗𝑗
                                                     (2.19) 
 
Sometimes equation (2.19) can be casted using the so-called partition 
function 𝒁𝒁: 
𝑍𝑍 = ∑ 𝑒𝑒𝑥𝑥𝑒𝑒�−𝛽𝛽𝐸𝐸𝑗𝑗∗�𝑗𝑗                                                                   (2.20)  
Equation (2.19) also yields a renewed definition of the probability 
function:  
𝑃𝑃𝑗𝑗 = 𝑒𝑒𝑥𝑥𝑒𝑒�−𝛽𝛽𝐸𝐸𝑗𝑗∗�∑ 𝑒𝑒𝑥𝑥𝑒𝑒�−𝛽𝛽𝐸𝐸𝑗𝑗∗�𝑗𝑗                                                               (2.21) 
From (2.20) and (2.21) it is possible to define the average of the 
generic variable 𝝍𝝍 as: 
𝜓𝜓�(𝑁𝑁,𝑉𝑉,𝛽𝛽) = � 𝑃𝑃𝑗𝑗𝜓𝜓𝑗𝑗
𝑗𝑗
(𝑁𝑁,𝑉𝑉) = ∑ 𝜓𝜓𝑗𝑗(𝑁𝑁,𝑉𝑉)𝑒𝑒𝑥𝑥𝑒𝑒�−𝛽𝛽𝐸𝐸𝑗𝑗∗�𝑗𝑗
∑ 𝑒𝑒𝑥𝑥𝑒𝑒�−𝛽𝛽𝐸𝐸𝑗𝑗
∗�𝑗𝑗
                                (2.22) 
 
The left hand side of (2.22) is supposed to be equal to the 
thermodynamic definition of 𝝍𝝍. 
The next step is the derivation of the second multiplier 𝜷𝜷, this can 
be done from the definition of average energy: 
𝐸𝐸�(𝑁𝑁,𝑉𝑉,𝛽𝛽) = � 𝑃𝑃𝑗𝑗𝐸𝐸𝑗𝑗
𝑗𝑗
(𝑁𝑁,𝑉𝑉) = ∑ 𝐸𝐸𝑗𝑗(𝑁𝑁,𝑉𝑉)𝑒𝑒𝑥𝑥𝑒𝑒�−𝛽𝛽𝐸𝐸𝑗𝑗�𝑗𝑗
∑ 𝑒𝑒𝑥𝑥𝑒𝑒�−𝛽𝛽𝐸𝐸𝑗𝑗�𝑗𝑗
                                  (2.23) 
 
Then the thermodynamic pressure is introduced; it is equal to: 
𝑒𝑒𝑗𝑗 = −�𝜕𝜕𝐸𝐸𝑗𝑗𝜕𝜕𝑉𝑉�
𝑁𝑁
                                                                     (2.24) 
 
Which leads to the definition of the pressure average: 
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?̅?𝑒(𝑁𝑁,𝑉𝑉,𝛽𝛽) = ∑ −�𝜕𝜕𝐸𝐸𝑗𝑗𝜕𝜕𝑉𝑉�𝑁𝑁 𝑒𝑒𝑥𝑥𝑒𝑒�−𝛽𝛽𝐸𝐸𝑗𝑗�𝑗𝑗
∑ 𝑒𝑒𝑥𝑥𝑒𝑒�−𝛽𝛽𝐸𝐸𝑗𝑗�𝑗𝑗
                                              (2.25) 
 
Equation (2.23) can be differentiated with respect of the volume: 
�
𝜕𝜕𝐸𝐸�
𝜕𝜕𝑉𝑉
�
𝑁𝑁,𝛽𝛽 =
⎝
⎜
⎛
𝜕𝜕�
∑ 𝐸𝐸𝑗𝑗(𝑁𝑁,𝑉𝑉)𝑒𝑒𝑥𝑥𝑒𝑒�−𝛽𝛽𝐸𝐸𝑗𝑗�𝑗𝑗
∑ 𝑒𝑒𝑥𝑥𝑒𝑒�−𝛽𝛽𝐸𝐸𝑗𝑗�𝑗𝑗
�    
𝜕𝜕𝑉𝑉
⎠
⎟
⎞
𝑁𝑁,𝛽𝛽
                             (2.26) 
 
Then: 
�
𝜕𝜕𝐸𝐸�
𝜕𝜕𝑉𝑉
�
𝑁𝑁,𝛽𝛽 = �∑ 𝑒𝑒−𝛽𝛽𝐸𝐸𝑗𝑗𝑗𝑗 �∑
𝜕𝜕𝐸𝐸𝑗𝑗
𝜕𝜕𝑉𝑉 𝑒𝑒
−𝛽𝛽𝐸𝐸𝑗𝑗
𝑗𝑗 − 𝛽𝛽 ∑ 𝐸𝐸𝑗𝑗
𝜕𝜕𝐸𝐸𝑗𝑗
𝜕𝜕𝑉𝑉 𝑒𝑒
−𝛽𝛽𝐸𝐸𝑗𝑗
𝑗𝑗 � + 𝛽𝛽 ∑ 𝐸𝐸𝑗𝑗𝑒𝑒−𝛽𝛽𝐸𝐸𝑗𝑗𝑗𝑗 ∑ 𝜕𝜕𝐸𝐸𝑗𝑗𝜕𝜕𝑉𝑉 𝑒𝑒−𝛽𝛽𝐸𝐸𝑗𝑗𝑗𝑗
∑ 𝑒𝑒−2𝛽𝛽𝐸𝐸𝑗𝑗𝑗𝑗
�       (2.27) 
 
Which translates into: 
�
𝜕𝜕𝐸𝐸�
𝜕𝜕𝑉𝑉
�
𝑁𝑁,𝛽𝛽 = �∑
𝜕𝜕𝐸𝐸𝑗𝑗
𝜕𝜕𝑉𝑉 𝑒𝑒
−𝛽𝛽𝐸𝐸𝑗𝑗
𝑗𝑗
∑ 𝑒𝑒−𝛽𝛽𝐸𝐸𝑗𝑗𝑗𝑗
−
𝛽𝛽∑ 𝐸𝐸𝑗𝑗
𝜕𝜕𝐸𝐸𝑗𝑗
𝜕𝜕𝑉𝑉 𝑒𝑒
−𝛽𝛽𝐸𝐸𝑗𝑗
𝑗𝑗
∑ 𝑒𝑒−𝛽𝛽𝐸𝐸𝑗𝑗𝑗𝑗
+ 𝛽𝛽 ∑ 𝐸𝐸𝑗𝑗𝑒𝑒−𝛽𝛽𝐸𝐸𝑗𝑗𝑗𝑗 ∑ 𝜕𝜕𝐸𝐸𝑗𝑗𝜕𝜕𝑉𝑉 𝑒𝑒−𝛽𝛽𝐸𝐸𝑗𝑗𝑗𝑗
∑ 𝑒𝑒−𝛽𝛽𝐸𝐸𝑗𝑗𝑗𝑗 ∑ 𝑒𝑒
−𝛽𝛽𝐸𝐸𝑗𝑗
𝑗𝑗
�       (2.28) 
 
Finally using the definitions of average properties yields: 
�
𝜕𝜕𝐸𝐸�
𝜕𝜕𝑉𝑉
�
𝑁𝑁,𝛽𝛽 = −?̅?𝑒 + 𝛽𝛽?̅?𝑒𝐸𝐸� − 𝛽𝛽𝐸𝐸𝑒𝑒����                                                      (2.29) 
 
Similarly equation (2.25) can be differentiated with respect of 𝜷𝜷: 
�
𝜕𝜕?̅?𝑒
𝜕𝜕𝛽𝛽
�
𝑁𝑁,𝑉𝑉 =
⎝
⎜
⎜
⎜
⎜
⎛
−
𝜕𝜕�
∑ �
𝜕𝜕𝐸𝐸𝑗𝑗
𝜕𝜕𝑉𝑉� 𝑒𝑒𝑥𝑥𝑒𝑒�−𝛽𝛽𝐸𝐸𝑗𝑗�𝑗𝑗
∑ 𝑒𝑒𝑥𝑥𝑒𝑒�−𝛽𝛽𝐸𝐸𝑗𝑗�𝑗𝑗
�    
𝜕𝜕𝛽𝛽
⎠
⎟
⎟
⎟
⎟
⎞
𝑁𝑁,𝑉𝑉
                                          (2.30) 
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This leads to: 
�
𝜕𝜕?̅?𝑒
𝜕𝜕𝛽𝛽
�
𝑁𝑁,𝑉𝑉 = �−∑ 𝑒𝑒−𝛽𝛽𝐸𝐸𝑗𝑗𝑗𝑗 �∑ −𝐸𝐸𝑗𝑗
𝜕𝜕𝐸𝐸𝑗𝑗
𝜕𝜕𝑉𝑉 𝑒𝑒
−𝛽𝛽𝐸𝐸𝑗𝑗
𝑗𝑗 � + ∑ 𝐸𝐸𝑗𝑗 𝜕𝜕𝐸𝐸𝑗𝑗𝜕𝜕𝑉𝑉 𝑒𝑒−𝛽𝛽𝐸𝐸𝑗𝑗 ∑ 𝑒𝑒−𝛽𝛽𝐸𝐸𝑗𝑗𝑗𝑗𝑗𝑗
∑ 𝑒𝑒−2𝛽𝛽𝐸𝐸𝑗𝑗𝑗𝑗
�                   (2.31) 
 
At last the result is: 
�
𝜕𝜕?̅?𝑒
𝜕𝜕𝛽𝛽
�
𝑁𝑁,𝑉𝑉 = −𝐸𝐸𝑒𝑒���� + ?̅?𝑒𝐸𝐸�                                                         (2.32) 
  
Now multiplying both members of (2.32) by 𝜷𝜷 and summing (2.32) to 
(2.29) yields: 
�
𝜕𝜕𝐸𝐸�
𝜕𝜕𝑉𝑉
�
𝑁𝑁,𝛽𝛽 + 𝛽𝛽 �𝜕𝜕?̅?𝑒𝜕𝜕𝛽𝛽�𝑁𝑁,𝑉𝑉 = −?̅?𝑒                                                            (2.33) 
 
Equation (2.33) can be confronted with the following thermodynamic 
relationship [7] : 
�
𝜕𝜕𝐸𝐸�
𝜕𝜕𝑉𝑉
�
𝑁𝑁,𝑇𝑇 − 𝑇𝑇 �𝜕𝜕?̅?𝑒𝜕𝜕𝑇𝑇�𝑁𝑁,𝑉𝑉 = −?̅?𝑒                                                            (2.34) 
 
Equation (2.34) can be rewritten in terms of 𝟏𝟏/𝑻𝑻: 
�
𝜕𝜕𝐸𝐸�
𝜕𝜕𝑉𝑉
�
𝑁𝑁,𝑇𝑇 + 𝑇𝑇 � 𝜕𝜕?̅?𝑒𝜕𝜕1/𝑇𝑇�𝑁𝑁,𝑉𝑉 = −?̅?𝑒                                                            (2.35) 
 
Comparing (2.35) with (2.33) gives: 
𝛽𝛽 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑎𝑎𝑐𝑐𝑡𝑡
𝑇𝑇
                                                                               (2.36) 
 
The constant present in (2.36) is the same for every fluids given that 
no hypothesis about the nature of the fluid has never been made.  This 
universal constant is the Boltzmann one. 
This dissertation has shown the definition of the probability 
associated to the disposition of the systems making an ensemble as: 
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𝑃𝑃𝑗𝑗 = 𝑒𝑒𝑥𝑥𝑒𝑒 �− 𝐸𝐸𝑗𝑗𝑘𝑘𝑇𝑇�𝑍𝑍                                                                               (2.37) 
 
 Probability and entropy 
 
The next step is linking equation (2.37) to other common thermodynamic 
functions like entropy. This can be achieved making a total derivative 
of the logarithm of partition function: 
𝑑𝑑 ln�𝑍𝑍(𝐸𝐸𝑘𝑘 , 1/𝑇𝑇)� = �𝜕𝜕 ln𝑍𝑍𝜕𝜕1/𝑇𝑇�𝐸𝐸𝑘𝑘 𝑑𝑑(1/𝑇𝑇) + ��𝜕𝜕 ln𝑍𝑍𝜕𝜕𝐸𝐸𝑘𝑘 �𝑇𝑇,𝐸𝐸𝑗𝑗,𝑗𝑗≠𝑘𝑘 𝑑𝑑𝐸𝐸𝑘𝑘𝑖𝑖                            (2.38) 
 
With: 
�
𝜕𝜕 ln𝑍𝑍
𝜕𝜕1/𝑇𝑇�𝐸𝐸𝑘𝑘 = − 1𝑘𝑘∑ 𝐸𝐸𝑗𝑗𝑒𝑒−
𝐸𝐸𝑗𝑗
𝑘𝑘𝑇𝑇𝑗𝑗
𝑍𝑍
= −𝐸𝐸�  /𝑘𝑘                                            (2.39) 
�
𝜕𝜕 ln𝑍𝑍
𝜕𝜕𝐸𝐸𝑘𝑘
�
𝑇𝑇,𝐸𝐸𝑗𝑗,𝑗𝑗≠𝑘𝑘 = −1/𝑘𝑘𝑇𝑇𝑒𝑒−𝐸𝐸𝑘𝑘/𝑘𝑘𝑇𝑇𝑍𝑍 = − 1𝑘𝑘𝑇𝑇 𝑃𝑃𝑘𝑘                                             (2.40) 
 
Thus, equation (2.38) becomes: 
𝑑𝑑 ln Z = −𝐸𝐸�𝑑𝑑(1/𝑘𝑘𝑇𝑇) + −� 𝑃𝑃𝑘𝑘
𝑘𝑘𝑇𝑇
 𝑑𝑑𝐸𝐸𝑘𝑘   
𝑘𝑘
                                            (2.41) 
 
Which can be written as: 
𝑑𝑑 �ln Z + 𝐸𝐸�
𝑘𝑘𝑇𝑇
� = 1
𝑘𝑘𝑇𝑇
�𝑑𝑑𝐸𝐸� −� 𝑃𝑃𝑘𝑘  𝑑𝑑𝐸𝐸𝑘𝑘   
𝑘𝑘
�                                             (2.42) 
 
The right hand side of (2.42) has an important physical 
interpretation; if the energy of 𝒂𝒂𝒋𝒋 shifts from the level 𝑬𝑬𝒋𝒋 to the 
level 𝑬𝑬𝒋𝒋 + 𝒅𝒅𝑬𝑬𝒋𝒋 by means of a reversible transformation, the work done on 
the ensemble will be equal to: 
𝑑𝑑𝑊𝑊 = � 𝑎𝑎𝑗𝑗𝑑𝑑𝐸𝐸𝑗𝑗
𝑗𝑗
                                                                    (2.43) 
 
Then the average ensemble work done on the systems will be: 
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𝑑𝑑𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = � 𝑃𝑃𝑗𝑗𝑑𝑑𝐸𝐸𝑗𝑗
𝑗𝑗
                                                                (2.44) 
 
Therefore, remembering how 𝒅𝒅𝑬𝑬� is just the ensemble energy variation, 
it is easy to recognize the right hand side of (2.42) as the heat 
exchanged throughout the process. 
So (2.42) becomes: 
𝑑𝑑 �ln Z + 𝐸𝐸�
𝑘𝑘𝑇𝑇
� = 1
𝑘𝑘𝑇𝑇
𝛿𝛿𝑞𝑞                                                        (2.45) 
 
This equation drops entropy into the discussion: 
𝑆𝑆 = 𝑘𝑘 ln Z + 𝐸𝐸�
𝑇𝑇
+ 𝑪𝑪                                                                (2.46) 
 
The bold 𝑪𝑪 in (2.46) just represent an integration constant that will 
eventually drop out during the calculation of entropy variations.  
Lastly, from the definition of Helmholtz free energy(𝒇𝒇 = 𝒖𝒖 − 𝑻𝑻𝑻𝑻): 
𝐹𝐹 = −𝑘𝑘𝑇𝑇 ln Z                                                                          (2.47) 
 
Which can also be written as: 
𝐹𝐹 = −𝑘𝑘𝑇𝑇 ln� 𝑒𝑒𝑥𝑥𝑒𝑒�− 𝐸𝐸𝑗𝑗
𝑘𝑘𝑇𝑇
�
𝑖𝑖
                                                     (2.48) 
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2.2 DEFINITION OF THE HELMHOLTZ FREE ENERGY FUNCTION 
 
 General outline 
 
Now the definition of the Helmholtz free energy can be translated in 
classical mechanics, this can be done calling back the phase field 
previously introduced; so instead of summing over every possible 
energy level, the free energy is the result of an integration over 
every small portion of the phase field: 
𝑓𝑓 = −𝑘𝑘𝑇𝑇
𝑚𝑚
ln���…
���
𝑁𝑁 𝑡𝑡𝑖𝑖𝑚𝑚𝑚𝑚𝑡𝑡�𝑒𝑒𝑥𝑥𝑒𝑒�−
𝐸𝐸 �𝑞𝑞,𝑒𝑒�
𝑘𝑘𝑇𝑇
�𝑑𝑑𝑞𝑞𝑑𝑑𝑒𝑒�                                                (2.49) 
 
In (2.49) energy can be sliced up into its main contributions, 
internal part and the kinetic one; the biggest issues come from the 
internal energy because the kinetic one is an explicit function of 
momenta and it can be easily integrated. Here it follows: 
 
𝑓𝑓 = 𝑓𝑓𝑖𝑖𝑖𝑖 − 𝑘𝑘𝑇𝑇𝑚𝑚 � 1𝑉𝑉𝑁𝑁 ��…���
𝑁𝑁 𝑡𝑡𝑖𝑖𝑚𝑚𝑚𝑚𝑡𝑡�𝑒𝑒𝑥𝑥𝑒𝑒�−
𝑈𝑈 �𝑞𝑞,𝑒𝑒�
𝑘𝑘𝑇𝑇
�𝑑𝑑𝑞𝑞�                                                (2.50) 
 
In an ideal gas intra-molecules interaction are negligible, so the 
integral of the interaction energy has to be equal to unity, (this 
constrain explain the presence of the 𝑽𝑽𝑵𝑵 term which represent the 
“ensemble” made of 𝑵𝑵 bodies). Furthermore it is assumed that the 
internal energy is a function only of the phase field coordinates and 
no more than two molecules can interact in a given time lapse. 
The latter consideration implies that the interaction energy between 
two molecules depends only on their coordinates; besides in a basket 
of 𝑵𝑵 molecules it is possible to choose two of them interacting in 
𝟏𝟏
𝟐𝟐
𝑵𝑵(𝑵𝑵− 𝟏𝟏) different ways: 
𝑓𝑓 = 𝑓𝑓𝑖𝑖𝑖𝑖 − 𝑘𝑘𝑇𝑇𝑚𝑚 ln�𝑁𝑁(𝑁𝑁 − 1)2𝑉𝑉2 ��𝑒𝑒𝑥𝑥𝑒𝑒�−𝑈𝑈 �𝑞𝑞1𝑞𝑞2�𝑇𝑇 �𝑑𝑑3 𝑞𝑞1𝑑𝑑3𝑞𝑞2�                                (2.51) 
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Now it is possible to sum and subtract one from the integrand in 
(2.51), and considering that 𝑵𝑵(𝑵𝑵− 𝟏𝟏) ≅ 𝑵𝑵𝟐𝟐 when 𝑵𝑵 is very large yields: 
 
𝑓𝑓 = 𝑓𝑓𝑖𝑖𝑖𝑖 − 𝑘𝑘𝑇𝑇𝑚𝑚 ln� 𝑁𝑁22𝑉𝑉2��−1 + 𝑒𝑒𝑥𝑥𝑒𝑒�−𝑈𝑈 �𝑞𝑞1𝑞𝑞2�𝑘𝑘𝑇𝑇 ��𝑑𝑑3𝑞𝑞1𝑑𝑑3𝑞𝑞2 + 1�                              (2.52) 
A final hypothesis is 
𝑵𝑵
𝑽𝑽
 ≪ 𝟏𝟏 so that it is possible apply the 
equivalence 𝐥𝐥𝐥𝐥(𝒙𝒙 + 𝟏𝟏) ≈ 𝒙𝒙 : 
𝑓𝑓 = 𝑓𝑓𝑖𝑖𝑖𝑖 − 𝑘𝑘𝑇𝑇2𝑚𝑚𝑁𝑁2𝑉𝑉2 ��−1 + 𝑒𝑒𝑥𝑥𝑒𝑒�−𝑈𝑈 �𝑞𝑞1𝑞𝑞2�𝑘𝑘𝑇𝑇 ��𝑑𝑑3𝑞𝑞1𝑑𝑑3𝑞𝑞2                             (2.53) 
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 Adjustments for liquid binary mixtures systems  
 
Until now the system has been supposed homogenous, if this hypothesis 
does not hold equation (2.53) must be revisited. One of the two 
interacting particles is kept fixed at point 𝒙𝒙 and then the 
interaction energy function is integrated over every possible position 
that the second particle can occupy, though fairly close; doing so 
brings necessary considering the particle density related to the 
integrand particle (the other one is fixed so “its density” is 
constant): 
𝑓𝑓 �𝑞𝑞1� = 𝑓𝑓𝑖𝑖𝑖𝑖 − 𝑘𝑘𝑇𝑇2𝑚𝑚𝜌𝜌�𝑞𝑞1�𝑉𝑉 �𝑞𝑞1���−1 + 𝑒𝑒𝑥𝑥𝑒𝑒�−𝑈𝑈 �𝑞𝑞1𝑞𝑞2�𝑘𝑘𝑇𝑇 ��𝜌𝜌 �𝑞𝑞2�𝑑𝑑3𝑞𝑞2              (2.54) 
   
In (2.54) holds 𝒒𝒒𝟏𝟏 = 𝒙𝒙. 
Now writing 𝒒𝒒𝟐𝟐 = 𝒙𝒙 + 𝒓𝒓 yields: 
𝑓𝑓(𝑥𝑥) = 𝑓𝑓𝑖𝑖𝑖𝑖 − 𝑘𝑘𝑇𝑇2𝑚𝑚𝜌𝜌(𝑥𝑥)𝑉𝑉(𝑥𝑥)��−1 + 𝑒𝑒𝑥𝑥𝑒𝑒 �−𝑈𝑈(𝑟𝑟)𝑘𝑘𝑇𝑇 ��𝜌𝜌(𝑥𝑥 + 𝑟𝑟)𝑑𝑑3𝑟𝑟              (2.55) 
 
Equation (2.55) will be further analyzed assuming the case of a binary 
mixture whose fluids have the same density, the focus will then shift 
from density fluctuation to molar fraction one, they are though 
related by: 
𝜌𝜌(𝜙𝜙) = 𝜌𝜌𝜙𝜙𝜙𝜙 + 𝜌𝜌1−𝜙𝜙(1 −𝜙𝜙)                                                          (2.56) 
 
And subsequently if 𝝆𝝆𝝓𝝓 = 𝝆𝝆𝟏𝟏−𝝓𝝓: 
 
𝜌𝜌2(𝜙𝜙) = 𝜌𝜌𝜙𝜙2(2𝜙𝜙(1 − 𝜙𝜙) + 𝜙𝜙2 + (1 − 𝜙𝜙)2) = 𝜌𝜌2�𝑥𝑥𝑖𝑖2
𝑖𝑖,𝑗𝑗 𝑥𝑥𝑗𝑗                                     (2.57) 
 
Therefore, equation (2.55) becomes: 
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𝑓𝑓(𝑥𝑥) = 𝑓𝑓𝑖𝑖𝑖𝑖 − 𝑘𝑘𝑇𝑇2𝑚𝑚𝜌𝜌2𝑉𝑉�𝑦𝑦𝑖𝑖(𝑥𝑥)2
𝑖𝑖,𝑗𝑗 ��−1 + 𝑒𝑒𝑥𝑥𝑒𝑒 �−𝑈𝑈𝑖𝑖𝑗𝑗(𝑟𝑟)𝑘𝑘𝑇𝑇 ��𝑦𝑦𝑗𝑗(𝑥𝑥 + 𝑟𝑟)𝑑𝑑3𝑟𝑟              (2.58) 
 
Where in (2.58) the letter 𝒚𝒚𝒊𝒊 points the molar fraction of the i-th 
specie. 
The latter equation tends to be difficult to integrate, so a little 
trick has to be employed; let’s write (2.58) assuming no space 
fluctuation of the molar fraction: 
𝑓𝑓(𝑥𝑥) − 𝑓𝑓𝑖𝑖𝑖𝑖 = − 𝑘𝑘𝑇𝑇2𝑚𝑚𝜌𝜌2𝑉𝑉�𝑦𝑦𝑖𝑖(𝑥𝑥)2
𝑖𝑖,𝑗𝑗 ��−1 + 𝑒𝑒𝑥𝑥𝑒𝑒 �−𝑈𝑈𝑖𝑖𝑗𝑗(𝑟𝑟)𝑘𝑘𝑇𝑇 ��𝑦𝑦𝑗𝑗(𝑥𝑥)𝑑𝑑3𝑟𝑟              (2.59) 
 
Then the right end side of (2.59) can be summed and subtracted from 
(2.58): 
𝑓𝑓̅ = −𝜌𝜌𝑘𝑘𝑇𝑇2 ��𝑦𝑦𝑖𝑖2
𝑖𝑖,𝑗𝑗 𝑦𝑦𝑗𝑗 ��−1 + 𝑒𝑒−𝑈𝑈�𝑖𝑖𝑗𝑗(𝑟𝑟)� 𝑑𝑑3𝑟𝑟 + �𝑦𝑦𝑖𝑖2𝑖𝑖,𝑗𝑗 ��−1 + 𝑒𝑒−𝑈𝑈�𝑖𝑖𝑗𝑗(𝑟𝑟)��𝑦𝑦𝑗𝑗(𝑟𝑟) − 𝑦𝑦𝑗𝑗� 𝑑𝑑3𝑟𝑟 �      (2.60) 
  
Where 𝒇𝒇� = 𝒇𝒇 − 𝒇𝒇𝒊𝒊𝒅𝒅, 𝑼𝑼�𝒊𝒊𝒋𝒋 = 𝑼𝑼𝒊𝒊𝒋𝒋(𝒓𝒓)/𝒌𝒌𝑻𝑻 and any reference to the generic point 𝒙𝒙 
has been omitted; moreover the equivalence 𝒎𝒎 = ρ𝑽𝑽 has been applied. 
Equation (2.60) has a little flaw that came out from the Taylor 
expansion of the logarithm function (see equations (2.52) & (2.53)), 
that passage altered the dimensional balance of the ongoing equations; 
this can be rebuilt simply by dividing (2.60) by the square of the 
mass of a particle: 
𝑓𝑓̅ = − 𝜌𝜌𝑘𝑘𝑇𝑇2𝑚𝑚2 ��𝑦𝑦𝑖𝑖2
𝑖𝑖,𝑗𝑗 𝑦𝑦𝑗𝑗 ��−1 + 𝑒𝑒−𝑈𝑈�𝑖𝑖𝑗𝑗(𝑟𝑟)� 𝑑𝑑3𝑟𝑟 + �𝑦𝑦𝑖𝑖2𝑖𝑖,𝑗𝑗 ��−1 + 𝑒𝑒−𝑈𝑈�𝑖𝑖𝑗𝑗(𝑟𝑟)��𝑦𝑦𝑗𝑗(𝑟𝑟) − 𝑦𝑦𝑗𝑗� 𝑑𝑑3𝑟𝑟 �      (2.61) 
 
 
Equation (2.61) represent the Helmholtz free energy in a fixed point 
as the sum of a term that does not account for space fluctuation and a 
“correction”, it can be recapped as follows: 
 𝑓𝑓(𝜙𝜙) = 𝑓𝑓𝑖𝑖𝑖𝑖(𝜙𝜙) + 𝑓𝑓𝑚𝑚𝑒𝑒(𝜙𝜙) + 𝑓𝑓𝑁𝑁𝑁𝑁(𝜙𝜙)                                                        (2.62) 
 
Equation (2.62) is valid even though Gibbs free energy is used: 
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𝑔𝑔(𝜙𝜙) = 𝑔𝑔𝑖𝑖𝑖𝑖(𝜙𝜙) + 𝑔𝑔𝑚𝑚𝑒𝑒(𝜙𝜙) + 𝑔𝑔𝑁𝑁𝑁𝑁(𝜙𝜙)                                                        (2.63) 
 
Where: 
𝑔𝑔𝑖𝑖𝑖𝑖(𝜙𝜙) = 𝑘𝑘𝑇𝑇𝑚𝑚 ln(𝜌𝜌) + 𝑅𝑅𝑇𝑇(𝜙𝜙 ln𝜙𝜙 + (1 −𝜙𝜙) ln(1 −𝜙𝜙))                               (2.64) 
 
In (2.64) it is expressed the Gibbs energy variation due to mixing of 
two ideal fluids, the excess Gibbs free energy (𝒈𝒈𝒆𝒆𝒙𝒙(𝝓𝝓)) has the same 
expression of the Helmholtz function thanks to: 
�
𝜕𝜕𝑔𝑔𝑚𝑚𝑒𝑒
𝜕𝜕𝑃𝑃
�
𝑇𝑇
= 𝑣𝑣𝑚𝑚𝑒𝑒                                                                         (2.65) 
 
Indeed remembering that liquid thermodynamic properties are weak 
function of pressure it is fair to assume that (2.65) will be equal to 
zero and then 𝒈𝒈𝒆𝒆𝒙𝒙 = 𝒇𝒇𝒆𝒆𝒙𝒙 (just remember that 𝒈𝒈𝒆𝒆𝒙𝒙 = 𝒇𝒇𝒆𝒆𝒙𝒙 + 𝑷𝑷𝒗𝒗𝒆𝒆𝒙𝒙 ). 
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 The excess term frame 
 
 
In this paragraph the analytical structure of the Helmholtz free 
energy of excess is defined; it is possible to begin from (2.61) 
neglecting every mole fraction fluctuation though. The only issue left 
is the structure of the interaction energy, the easiest way to define 
is [8]: 
𝑈𝑈(𝑖𝑖𝑗𝑗)(𝑟𝑟) = � 𝑖𝑖𝑐𝑐𝑓𝑓𝑖𝑖𝑐𝑐𝑖𝑖𝑡𝑡𝑒𝑒       (𝑟𝑟 < 𝑑𝑑)
−𝑈𝑈0
(𝑖𝑖𝑗𝑗) �𝑙𝑙
𝑟𝑟
�
6      (𝑟𝑟 > 𝑑𝑑)                                                         (2.66) 
 
In (2.66) 𝒅𝒅 plays the role of the particle diameter. 
Then it is introduced the virial coefficient as: 
𝐵𝐵(𝑖𝑖𝑗𝑗)(𝑇𝑇) = 12𝑚𝑚��1 − 𝑒𝑒𝑥𝑥𝑒𝑒�−𝑈𝑈(𝑖𝑖𝑗𝑗)(𝑟𝑟)/𝑘𝑘𝑇𝑇��4𝜋𝜋𝑟𝑟2𝑑𝑑𝑟𝑟                                     (2.67) 
 
This integral can be easily solved using the definition of the 
interaction energy function given in (2.66): 
𝐵𝐵(𝑖𝑖𝑗𝑗)(𝑇𝑇) = 2𝜋𝜋
𝑚𝑚
� 𝑟𝑟2𝑑𝑑𝑟𝑟
𝑟𝑟<𝑖𝑖
+ 2𝜋𝜋
𝑚𝑚
� �1 − 𝑒𝑒𝑥𝑥𝑒𝑒�𝑈𝑈0(𝑖𝑖𝑗𝑗)
𝑘𝑘𝑇𝑇
�
𝑙𝑙
𝑟𝑟
�
6
��𝑟𝑟2𝑑𝑑𝑟𝑟
∞
𝑟𝑟>𝑖𝑖
                             (2.68) 
 
Therefore, assuming 𝜻𝜻 = 𝒍𝒍/𝒓𝒓, 𝜼𝜼 =  𝜻𝜻𝟔𝟔 it is legitimate to assume 𝜼𝜼 quickly 
converges to zero as the distance from the fixed particle increases, 
then being 𝜼𝜼 ≪ 𝟏𝟏 almost everywhere it is possible expanding the 
exponential function: 
𝐵𝐵(𝑖𝑖𝑗𝑗)(𝑇𝑇) = 2𝜋𝜋𝑑𝑑33𝑚𝑚 + 2𝜋𝜋𝑚𝑚 � 𝑈𝑈0(𝑖𝑖𝑗𝑗)𝑘𝑘𝑇𝑇 𝜂𝜂𝑟𝑟2𝑑𝑑𝑟𝑟∞
𝑟𝑟>𝑖𝑖
                                                  (2.69) 
 
Hence the final expression for the virial coefficient: 
𝐵𝐵(𝑖𝑖𝑗𝑗)(𝑇𝑇) = 2𝜋𝜋𝑑𝑑33𝑚𝑚 + 2𝜋𝜋𝑚𝑚 � 𝑈𝑈0𝑘𝑘𝑇𝑇 𝑙𝑙6𝑟𝑟4 𝑑𝑑𝑟𝑟∞
𝑟𝑟>𝑖𝑖
  =  2𝜋𝜋𝑑𝑑33𝑚𝑚 − 2𝜋𝜋3𝑚𝑚𝑈𝑈0(𝑖𝑖𝑗𝑗)𝑘𝑘𝑇𝑇 𝑙𝑙6𝑑𝑑3                             (2.70) 
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This yields the expression for the excess Helmholtz free energy: 
𝑓𝑓𝑚𝑚𝑒𝑒 = 𝜌𝜌𝑘𝑘𝑇𝑇𝑚𝑚 � 𝑥𝑥𝑗𝑗2
𝑖𝑖,𝑗𝑗=1 𝑥𝑥𝑖𝑖 �
2𝜋𝜋𝑑𝑑33𝑚𝑚 − 2𝜋𝜋3𝑚𝑚𝑈𝑈0(𝑖𝑖𝑗𝑗)𝑘𝑘𝑇𝑇 𝑙𝑙6𝑑𝑑3�                                        (2.71) 
 
For a symmetrical liquid mixture 𝑼𝑼𝟎𝟎
(𝒊𝒊𝒊𝒊) = 𝑼𝑼𝟎𝟎(𝒋𝒋𝒋𝒋) (or equally 𝑩𝑩(𝒊𝒊𝒊𝒊) = 𝑩𝑩(𝒋𝒋𝒋𝒋)) and 
deploying the sum drives to: 
 
𝑓𝑓𝑚𝑚𝑒𝑒(𝑥𝑥1) = 𝜌𝜌𝑘𝑘𝑇𝑇𝑚𝑚 �𝑥𝑥12𝐵𝐵(11) + 𝑥𝑥1𝑥𝑥2𝐵𝐵(12) + 𝑥𝑥22𝐵𝐵(11)�                                 (2.72) 
 
Finally it is possible to shift back to the former notation imposing 
𝒙𝒙𝟏𝟏 = 𝝓𝝓: 
 
𝑓𝑓𝑚𝑚𝑒𝑒(𝜙𝜙) = 𝜌𝜌𝑘𝑘𝑇𝑇𝑚𝑚 �𝜙𝜙2𝐵𝐵(11) + 2𝜙𝜙(1 − 𝜙𝜙)𝐵𝐵(12) + (1 − 2𝜙𝜙 + 𝜙𝜙2)𝐵𝐵(11)�                     (2.73) 
 
Equation (2.73) can be arranged with few more passages: 
 
𝑓𝑓𝑚𝑚𝑒𝑒(𝜙𝜙) = 𝜌𝜌𝑘𝑘𝑇𝑇𝑚𝑚 �𝐵𝐵(11) + 2𝜙𝜙(1 −𝜙𝜙)𝐵𝐵(12) + (−2𝜙𝜙 + 2𝜙𝜙2)𝐵𝐵(11)�                     (2.74) 
 
The term 𝑩𝑩(𝟏𝟏𝟏𝟏) is independent from any composition variation, so it will 
not have any influence on free energy difference computations and can 
be dropped out: 
𝑓𝑓𝑚𝑚𝑒𝑒(𝜙𝜙) = 2𝜌𝜌𝑘𝑘𝑇𝑇𝑚𝑚 𝜙𝜙(1 − 𝜙𝜙)�𝐵𝐵(12) −𝐵𝐵(11)�                                       (2.75) 
 
Finally substituting (2.70) into (2.75) yields: 
 
𝑓𝑓𝑚𝑚𝑒𝑒(𝜙𝜙) = 4𝜋𝜋3 𝜌𝜌𝑚𝑚2 𝑙𝑙6𝑑𝑑3 𝜙𝜙(1 − 𝜙𝜙) �−𝑈𝑈0(12) + 𝑈𝑈0(11)�                                (2.76) 
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A further refinement of (2.76) can be made with the introduction of 
the Margules coefficient ψ: 
𝜓𝜓 = 4𝜋𝜋3 𝜌𝜌𝑚𝑚𝑘𝑘𝑇𝑇 𝑙𝑙6𝑑𝑑3 �−𝑈𝑈0(12) + 𝑈𝑈0(11)�                                                (2.77) 
 
This eventually leads to: 
𝑓𝑓𝑚𝑚𝑒𝑒(𝜙𝜙) = 𝑘𝑘𝑇𝑇𝑚𝑚 𝜓𝜓𝜙𝜙(1 − 𝜙𝜙)                                                             (2.78) 
 
Equation (2.78) is the commonest expression of the excess free energy 
that anyone can find in undergraduate textbooks. 
Anyway, there is something lacking because in (2.78) the right hand 
side of (2.77) is not completely determined (the interaction energy 
term is unknown); so let’s tackle this issue starting from the 
expression of the virial coefficient for a single component system 
(water-steam is a good example), in this situations the virial 
coefficient is simply: 
𝐵𝐵(𝑇𝑇)   =  2𝜋𝜋𝑑𝑑33𝑚𝑚 − 2𝜋𝜋3𝑚𝑚𝑈𝑈0𝑘𝑘𝑇𝑇 𝑙𝑙6𝑑𝑑3                                                       (2.79) 
 
So the Helmholtz free energy becomes: 
𝑓𝑓 = 𝑓𝑓𝑖𝑖𝑖𝑖 − 𝑘𝑘𝑇𝑇 𝜌𝜌2𝑉𝑉𝑚𝑚2 �−2𝜋𝜋𝑑𝑑33𝑚𝑚 + 2𝜋𝜋3𝑚𝑚𝑈𝑈0𝑘𝑘𝑇𝑇 𝑙𝑙6𝑑𝑑3�                                                    (2.80) 
 
Now assuming 𝒅𝒅𝟑𝟑 ≪ 𝟏𝟏 (2.80) can be casted as: 
𝑓𝑓 = −  𝑘𝑘𝑇𝑇
𝑚𝑚
ln� 𝜌𝜌1 − 2𝜋𝜋𝑑𝑑33𝑚𝑚 𝜌𝜌�    −   2𝜋𝜋𝜌𝜌3 𝑈𝑈0𝑚𝑚2 𝑙𝑙
6
𝑑𝑑3
                                             (2.81) 
 
Then introducing the specific volume 𝒗𝒗 = 𝝆𝝆−𝟏𝟏 the pressure correlation 
arises being 𝑷𝑷 = −(𝝏𝝏𝒇𝒇/𝝏𝝏𝒗𝒗)𝑻𝑻,𝑵𝑵: 
𝑃𝑃 + 2𝜋𝜋3𝑣𝑣2 𝑈𝑈0𝑚𝑚2 𝑙𝑙6𝑑𝑑3 =  𝑘𝑘𝑇𝑇�𝑣𝑣𝑚𝑚 − 2𝜋𝜋𝑑𝑑33 �                                                   (2.82) 
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At the critical point the difference between the specific volumes of 
the species vanishes and assuming that every phase is at the same 
temperature (although obvious) yields: 
𝑃𝑃(𝑇𝑇, 𝑣𝑣) = 𝑃𝑃(𝑇𝑇, 𝑣𝑣 + 𝛿𝛿𝑣𝑣)                                                         (2.83)  
 
Expanding the right end side of (2.83) gives: 
0 = �𝜕𝜕𝑃𝑃
𝜕𝜕𝑣𝑣
�
𝑇𝑇
𝛿𝛿𝑣𝑣 + 12�𝜕𝜕2𝑃𝑃𝜕𝜕𝑣𝑣2�
𝑇𝑇
(𝛿𝛿𝑣𝑣)2 + 16�𝜕𝜕3𝑃𝑃𝜕𝜕𝑣𝑣3�
𝑇𝑇
(𝛿𝛿𝑣𝑣)3 + � 1
𝑐𝑐!�𝜕𝜕𝑚𝑚𝑃𝑃𝜕𝜕𝑣𝑣𝑚𝑚�
𝑇𝑇
(𝛿𝛿𝑣𝑣)𝑚𝑚∞
𝑚𝑚=4
                     (2.84) 
 
Dividing by 𝜹𝜹𝒗𝒗 and let the latter shrink to zero yields: 
�
𝜕𝜕𝑃𝑃
𝜕𝜕𝑣𝑣
�
𝑇𝑇
= 0                                                                      (2.85) 
 
Moreover, another condition can be derived from the Gibbs free energy 
because the single phase system is still stable when it nears the 
critical point, so that 𝝏𝝏𝒇𝒇 + 𝑷𝑷𝝏𝝏𝒗𝒗 < 𝟎𝟎 is valid; expanding in power of 
series the Helmholtz free energy, together with 𝑷𝑷 = −(𝝏𝝏𝒇𝒇/𝝏𝝏𝒗𝒗)𝑻𝑻,𝑵𝑵, gives: 16�𝜕𝜕2𝑃𝑃𝜕𝜕𝑣𝑣2�
𝑇𝑇
(𝛿𝛿𝑣𝑣)3 + 124�𝜕𝜕3𝑃𝑃𝜕𝜕𝑣𝑣3�
𝑇𝑇
(𝛿𝛿𝑣𝑣)4 + � 1
𝑐𝑐!�𝜕𝜕𝑚𝑚𝑃𝑃𝜕𝜕𝑣𝑣𝑚𝑚�
𝑇𝑇
(𝛿𝛿𝑣𝑣)𝑚𝑚∞
𝑚𝑚=5
 < 0                   (2.86) 
 
Neglecting terms of 𝒏𝒏 > 𝟒𝟒 and remembering that (2.86) has to hold for 
every change of volume (positive or negative) the second condition is: 
�
𝜕𝜕2𝑃𝑃
𝜕𝜕𝑣𝑣2
�
𝑇𝑇
= 0                                                                        (2.87) 
 
Substituting (2.85) and (2.87) inside (2.82) brings out the following 
correlation [9]: 2𝜋𝜋3 𝑙𝑙6𝑑𝑑3 𝑈𝑈0 = 9𝜋𝜋4 𝑘𝑘𝑇𝑇𝐶𝐶𝑑𝑑3                                                                  (2.88) 
 
Expression (2.88) is very important because it allows the possibility 
to write (2.80) using easily measurable quantities;   
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 Mixtures stability 
 
To derive an expression that unveils the physical meaning of the 
“excess” term in (2.78), it is imperative to yield an expression of 
the chemical potential beforehand; its definition is: 
 
µ𝑖𝑖 = �𝜕𝜕(𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑔𝑔)𝜕𝜕𝑁𝑁𝑖𝑖 �𝑃𝑃,𝑇𝑇,𝑁𝑁𝑗𝑗,𝑗𝑗≠𝑖𝑖                                                           (2.89) 
 
Remembering that 𝑵𝑵𝑻𝑻𝑻𝑻𝑻𝑻 = 𝑵𝑵𝒊𝒊 + 𝑵𝑵𝒋𝒋 it follows: 
 
µ𝑖𝑖 = 𝑔𝑔 + 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇 𝜕𝜕𝑔𝑔𝜕𝜕𝑥𝑥1  𝜕𝜕𝑥𝑥1𝜕𝜕𝑁𝑁1                                                                  (2.90) 
 
Considering that: 
𝑁𝑁𝑥𝑥1 = 𝑁𝑁1                                                                                (2.91) 
 
Both members can be differentiated and given that in (2.89) the moles 
of the second specie are kept constant: 
𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑑𝑑𝑥𝑥1 + 𝑥𝑥1𝑑𝑑(𝑁𝑁1 + 𝑁𝑁2) = 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑑𝑑𝑥𝑥1 + 𝑥𝑥1𝑑𝑑𝑁𝑁1 = 𝑑𝑑𝑁𝑁1                                    (2.92) 
 
So that: 
𝑑𝑑𝑥𝑥1
𝑑𝑑𝑁𝑁1
= 1 − 𝑥𝑥1
𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇
                                                                          (2.93) 
 
Hence, substituting  (2.93) in (2.90) together with the further 
consideration 𝒙𝒙𝟏𝟏 = 𝝓𝝓 the definitions of chemical potential are 
obtained: 
µ1 = 𝑔𝑔 + (1 − 𝜙𝜙) 𝜕𝜕𝑔𝑔𝜕𝜕𝜙𝜙                                                                  (2.94) 
µ2 = 𝑔𝑔 + 𝜙𝜙 𝜕𝜕𝑔𝑔𝜕𝜕𝜙𝜙                                                                       (2.95) 
A further passage yields: 
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µ𝑇𝑇ℎ = µ1 − µ2 = 𝜕𝜕𝑔𝑔𝜕𝜕𝜙𝜙 = 𝑘𝑘𝑇𝑇𝑚𝑚  �ln � 𝜙𝜙1 − 𝜙𝜙� + 𝜓𝜓(1 − 2𝜙𝜙)�                               (2.96) 
 
Mixture stability is strongly related to the chemical potential 
function, and it is necessary to develop a sort of constrain which 
tells whether the mixture can exists or no; this can be developed from 
the study of the entropy increase in any transformation where the 
system interact with a heat reservoir: 
𝑑𝑑𝑑𝑑 = 𝑑𝑑𝑆𝑆 − 𝛿𝛿𝛿𝛿
𝑇𝑇
= 𝑑𝑑𝑆𝑆 − 1
𝑇𝑇
�𝑑𝑑𝑈𝑈 + 𝑃𝑃𝑑𝑑𝑉𝑉 −�µ𝑗𝑗𝑑𝑑𝑁𝑁𝑗𝑗𝑚𝑚
𝑗𝑗=1
� ≥ 0                            (2.97) 
 
Substituting the definition of Gibbs energy inside (2.97) yields: 
−𝑇𝑇𝑑𝑑𝑑𝑑 = 𝑑𝑑𝑑𝑑 −�µ𝑗𝑗𝑑𝑑𝑁𝑁𝑗𝑗𝑚𝑚
𝑗𝑗=1
≤ 0                                                       (2.98) 
 
The greater-then symbol in (2.98) would correspond to a non-
equilibrium condition that is possible to reach by means of a moles 
variation of the i-th specie while keeping constant the other 
variables. Expanding the subsequent Gibbs free energy increase in 
(2.98) brings out: 
 
�
𝑑𝑑𝑑𝑑
𝑑𝑑𝑁𝑁𝑖𝑖
�
𝑇𝑇,𝑃𝑃,𝑁𝑁𝑘𝑘,𝑘𝑘≠𝑖𝑖 𝑑𝑑𝑁𝑁𝑖𝑖 + �𝑑𝑑2𝑑𝑑𝑑𝑑𝑁𝑁𝑖𝑖2�𝑇𝑇,𝑃𝑃,𝑁𝑁𝑘𝑘,𝑘𝑘≠𝑖𝑖 𝑑𝑑𝑁𝑁𝑖𝑖2 − µ𝑖𝑖𝑑𝑑𝑁𝑁𝑖𝑖 > 0                         (2.99) 
 
Substituting (2.89) inside (2.99) gives: 
 
�
𝑑𝑑2𝑑𝑑
𝑑𝑑𝑁𝑁𝑖𝑖
2�
𝑇𝑇,𝑃𝑃,𝑁𝑁𝑘𝑘,𝑘𝑘≠𝑖𝑖 = �𝑑𝑑µ𝑖𝑖𝑑𝑑𝑁𝑁𝑖𝑖�𝑇𝑇,𝑃𝑃,𝑁𝑁𝑘𝑘,𝑘𝑘≠𝑖𝑖 > 0                                              (2.100) 
 
Equation (2.100) is fundamental because it bears an important 
condition that every stable mixture has to satisfy during every 
transformation; using (2.96) inside (2.100) and then assuming(equal 
sign in (2.98)) the extremal condition for stability gives: 
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𝜕𝜕µ𝑇𝑇ℎ
𝜕𝜕𝜙𝜙
= 𝜕𝜕 �𝑙𝑙𝑐𝑐 � 𝜙𝜙1 − 𝜙𝜙� + 𝜓𝜓(1 − 2𝜙𝜙)�
𝜕𝜕𝜙𝜙
=   1
𝜙𝜙(1 − 𝜙𝜙) − 2𝜓𝜓 = 0                         (2.101) 
 
In the above equation it easy to verify that stability can only be 
achieved by 𝝍𝝍 ≤ 𝟐𝟐; imposing that 𝝍𝝍 = 𝟐𝟐 in (2.101) the equilibrium 
composition follows; it is pretty obvious that the mixture would have 
been symmetric about each component. 
The temperature dependence of 𝝍𝝍 remains unknown though; it can be 
somewhat arranged with the following [10]: 
𝜓𝜓 = 2𝑇𝑇𝐶𝐶
𝑇𝑇
                                                                       (2.102) 
 
Whenever the stability condition coming from equation (2.101) won’t be 
respected, the spinodal decomposition will arise. Obviously, Fick 
equation will not be fit at all and that is because it is based on the 
assumption of an ideal mixture that is not the case here; so a 
suitable equation must be found and this starts from the general mass 
diffusive flux: 
𝐽𝐽𝑖𝑖 = −𝐷𝐷𝑥𝑥𝑖𝑖𝑅𝑅𝑇𝑇 ∇µ𝑖𝑖                                                                    (2.103) 
 
For every component it is: 
∇µ1 = 𝑅𝑅𝑇𝑇𝑥𝑥1𝐷𝐷 𝐽𝐽1                                                                       (2.104) 
∇µ2 = 𝑅𝑅𝑇𝑇𝑥𝑥2𝐷𝐷 𝐽𝐽2                                                                       (2.105) 
 
Subtracting (2.105) from (2.104), together with 𝒙𝒙𝟏𝟏 = 𝝓𝝓, µ𝑻𝑻𝒉𝒉 = µ𝟏𝟏 − µ𝟐𝟐 and 
𝑱𝑱𝝓𝝓 = 𝑱𝑱𝟏𝟏 = −𝑱𝑱𝟐𝟐   will result in: 
∇µ𝑇𝑇ℎ = −𝑅𝑅𝑇𝑇𝐷𝐷  �𝐽𝐽𝜙𝜙𝜙𝜙 +  𝐽𝐽𝜙𝜙1 − 𝜙𝜙�                                                         (2.106) 
Or rather:      𝐽𝐽𝜙𝜙 = − 𝐷𝐷𝑅𝑅𝑇𝑇  𝜙𝜙(1 − 𝜙𝜙)∇µ𝑇𝑇ℎ                                                           (2.107) 
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A small refinement is the following consideration:  
∇µ𝑇𝑇ℎ = 𝜕𝜕µ𝑇𝑇ℎ𝜕𝜕𝜙𝜙 ∇𝜙𝜙                                                                    (2.108) 
 
Which leads to the expression:      𝐽𝐽𝜙𝜙 = − 𝐷𝐷∗𝑅𝑅𝑇𝑇  ∇𝜙𝜙                                                                     (2.109) 
 
Where 𝑫𝑫∗ = 𝑫𝑫�𝟏𝟏 − 𝟐𝟐𝝍𝝍 𝝓𝝓(𝟏𝟏 − 𝝓𝝓)� is the effective diffusivity; it can assume 
negative and positive values, the first case belongs to the spinodal 
decomposition. 
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 Non local effects 
 
Finally the last term of the right hand side of (2.62)(or 2.63), this 
“correction” is strictly related to the interaction of two particles, 
so it is logical to assume that it can exist only at distances greater 
than the particle radius; this leads to: 
−
𝜌𝜌𝑘𝑘𝑇𝑇2𝑚𝑚2�𝑦𝑦𝑖𝑖2
𝑖𝑖,𝑗𝑗 � −𝑈𝑈�(𝑖𝑖𝑗𝑗)(𝑟𝑟) �𝑦𝑦𝑗𝑗(𝑟𝑟) − 𝑦𝑦𝑗𝑗�𝑑𝑑3𝑟𝑟 ≈ 𝜌𝜌2𝑚𝑚2�𝑦𝑦𝑖𝑖2𝑖𝑖,𝑗𝑗 � −𝑈𝑈0(𝑖𝑖𝑗𝑗) �𝑙𝑙𝑟𝑟�6𝑟𝑟>𝑖𝑖 r22 ∇2𝑦𝑦𝑗𝑗𝑑𝑑3𝑟𝑟           (2.110) 
 
In (2.110) the Taylor expansion of the exponential function has been 
applied together with the hypothesis of an isotropic medium (𝛁𝛁𝒚𝒚𝒋𝒋(𝒓𝒓) ≠ 𝟎𝟎 
would assign a preferential direction to the interaction energy 
function). 
Obviously, the approximation made in (2.110) is not always valid; it 
requires that the variations of molar fraction along space are not too 
steep. Regardless of its legitimacy, it must underlined how the 
calculations are extremely simpler now: 
𝑓𝑓𝑁𝑁𝑁𝑁(𝜙𝜙) = −𝜋𝜋𝜌𝜌𝑑𝑑2𝑚𝑚2 𝑙𝑙6𝑑𝑑3�𝑈𝑈0(𝑖𝑖𝑗𝑗)2
𝑖𝑖,𝑗𝑗 𝑦𝑦𝑖𝑖∇2𝑦𝑦𝑗𝑗                                             (2.111) 
  
Equation (2.111) can be integrated on a fixed volume to supply the 
extensive Helmholtz energy: 
 
𝐹𝐹𝑁𝑁𝑁𝑁 = −� 𝜋𝜋𝜌𝜌2𝑑𝑑2𝑚𝑚2 𝑙𝑙6𝑑𝑑3�𝑈𝑈0(𝑖𝑖𝑗𝑗)2
𝑖𝑖,𝑗𝑗 𝑦𝑦𝑖𝑖∇2𝑦𝑦𝑗𝑗𝑉𝑉 𝑑𝑑3𝑟𝑟                                        (2.112) 
 
Applying the divergence theorem yields: 
 
𝐹𝐹𝑁𝑁𝑁𝑁 = −� 𝜋𝜋𝜌𝜌2𝑑𝑑2𝑚𝑚2 𝑙𝑙6𝑑𝑑3�𝑈𝑈0(𝑖𝑖𝑗𝑗)2
𝑖𝑖,𝑗𝑗 �∇�𝑦𝑦𝑖𝑖∇𝑦𝑦𝑗𝑗� − ∇𝑦𝑦𝑖𝑖∇𝑦𝑦𝑗𝑗�𝑉𝑉 𝑑𝑑3𝑟𝑟                                        (2.113) 
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The term 𝛁𝛁�𝒚𝒚𝒊𝒊𝛁𝛁𝒚𝒚𝒋𝒋� is related to the superficial energy, so it can be 
dropped out leaving: 
𝐹𝐹𝑁𝑁𝑁𝑁 = � 𝜋𝜋𝜌𝜌2𝑑𝑑2𝑚𝑚2 𝑙𝑙6𝑑𝑑3�𝑈𝑈0(𝑖𝑖𝑗𝑗)2
𝑖𝑖,𝑗𝑗 ∇𝑦𝑦𝑖𝑖∇𝑦𝑦𝑗𝑗𝑉𝑉 𝑑𝑑3𝑟𝑟                                        (2.114) 
 
But  𝛁𝛁𝒚𝒚𝒊𝒊 = −𝛁𝛁𝒚𝒚𝒋𝒋  if  𝒋𝒋 ≠ 𝒊𝒊  so in equation (2.114) cross terms suddenly 
disappear and the equation becomes: 
𝐹𝐹𝑁𝑁𝑁𝑁 = � 2𝜋𝜋𝜌𝜌2𝑑𝑑2𝑚𝑚2 𝑙𝑙6𝑑𝑑3 |∇𝜙𝜙|2 �𝑈𝑈0(11) − 𝑈𝑈0(12)�𝑉𝑉 𝑑𝑑3𝑟𝑟                                        (2.115) 
 
With 𝒚𝒚𝒊𝒊 = 𝝓𝝓 . 
The differences between interaction energies have already been 
accounted in the virial coefficient, so in order to simplify things it 
is possible to assume: 
𝑈𝑈0
(11) − 𝑈𝑈0(12) ≈ 𝑈𝑈0                                                                 (2.116) 
 
With 𝑼𝑼𝟎𝟎 already mentioned previously; substituting (2.88) inside 
(2.114) yields: 
𝐹𝐹𝑁𝑁𝑁𝑁 = � 9𝜋𝜋𝜌𝜌28𝑚𝑚2 𝑘𝑘𝑇𝑇𝐶𝐶𝑑𝑑5|∇𝜙𝜙|2𝑉𝑉 𝑑𝑑𝑉𝑉                                             (2.117) 
 
Moreover, assuming 𝒅𝒅𝟑𝟑 = 𝑽𝑽 and 𝝆𝝆𝑽𝑽 = 𝒎𝒎  makes: 
 
𝐹𝐹𝑁𝑁𝑁𝑁 = 𝑎𝑎2 𝜌𝜌𝑘𝑘𝑇𝑇2𝑚𝑚 � |∇𝜙𝜙|2𝑉𝑉 𝑑𝑑𝑉𝑉                                                 (2.118) 
 
With 𝒂𝒂 = �𝟗𝟗𝟗𝟗𝑻𝑻𝑪𝑪/𝟒𝟒𝑻𝑻𝒅𝒅. 
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2.3 GENERALIZED CHEMICAL POTENTIAL 
 
 
It all begins from the overall bulk Helmholtz energy: 
𝐹𝐹 = 𝜌𝜌𝑘𝑘𝑇𝑇
𝑚𝑚
� ln(𝜌𝜌) + (𝜙𝜙 ln𝜙𝜙 + (1 − 𝜙𝜙) ln(1 − 𝜙𝜙)) + 𝜓𝜓𝜙𝜙(1 − 𝜙𝜙)
𝑉𝑉
+ 12𝑎𝑎2|∇𝜙𝜙|2 𝑑𝑑𝑉𝑉              (2.119) 
 
An interesting way to write (2.119) is to put under evidence the 
dependence on the molar fraction or its gradient: 
𝐹𝐹 = 𝜌𝜌𝑘𝑘𝑇𝑇
𝑚𝑚
� 𝑓𝑓𝑇𝑇ℎ(𝜙𝜙)
𝑉𝑉
+ 𝑓𝑓𝑁𝑁𝑁𝑁(∇𝜙𝜙) 𝑑𝑑𝑉𝑉                                           (2.120) 
 
Subsequently the overall Helmholtz free energy will be minimized with 
the constraint of mass conservation �∫ 𝝓𝝓𝒅𝒅𝑽𝑽 = 𝒄𝒄𝒄𝒄𝒏𝒏𝑻𝑻𝒕𝒕𝑽𝑽 � to develop some 
kind of useful expression, this leads to: 
 
𝐹𝐹 = 𝜌𝜌𝑘𝑘𝑇𝑇
𝑚𝑚
� (𝑓𝑓𝑇𝑇ℎ(𝜙𝜙) + 𝑓𝑓𝑁𝑁𝑁𝑁(∇𝜙𝜙)− µ𝜙𝜙)
𝑉𝑉
𝑑𝑑𝑉𝑉                                          (2.121) 
 
The minimization of (2.121) brings: 
𝛿𝛿 � (𝑓𝑓𝑇𝑇ℎ(𝜙𝜙) + 𝑓𝑓𝑁𝑁𝑁𝑁(∇𝜙𝜙)− µ𝜙𝜙)
𝑉𝑉
𝑑𝑑𝑉𝑉 = 0                                         (2.122) 
 
Which is equal to: 
� (𝛿𝛿𝑓𝑓𝑇𝑇ℎ(𝜙𝜙) + 𝛿𝛿𝑓𝑓𝑁𝑁𝑁𝑁(∇𝜙𝜙) − µ𝛿𝛿𝜙𝜙)
𝑉𝑉
𝑑𝑑𝑉𝑉 = 0                                         (2.123) 
 
In (2.123) the Lagrange multiplier µ has been supposed constant, 
further manipulations lead to: 
 
� �
𝜕𝜕𝑓𝑓𝑇𝑇ℎ(𝜙𝜙)
𝜕𝜕𝜙𝜙
𝛿𝛿𝜙𝜙 + 𝜕𝜕𝑓𝑓𝑁𝑁𝑁𝑁(∇𝜙𝜙)
∂∇𝜙𝜙
∇𝛿𝛿𝜙𝜙 − µ𝛿𝛿𝜙𝜙�
𝑉𝑉
𝑑𝑑𝑉𝑉 = 0                                        (2.124) 
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 In equation (2.124) has been hypothesized that 𝜹𝜹𝛁𝛁𝝓𝝓 = 𝛁𝛁𝜹𝜹𝝓𝝓. Albeit it may 
seem excessive, the rule of product differentiation is brought up: 
 
𝜕𝜕𝑓𝑓𝑁𝑁𝑁𝑁(∇𝜙𝜙)
∂∇𝜙𝜙
∇𝛿𝛿𝜙𝜙 = ∇�𝜕𝜕𝑓𝑓𝑁𝑁𝑁𝑁(∇𝜙𝜙)
∂∇𝜙𝜙
𝛿𝛿𝜙𝜙� − ∇�
𝜕𝜕𝑓𝑓𝑁𝑁𝑁𝑁(∇𝜙𝜙)
∂∇𝜙𝜙
�𝛿𝛿𝜙𝜙                            (2.125) 
 
Therefore, substituting (2.125) inside (2.124), together with the 
divergence theorem provides: 
 
� �
𝜕𝜕𝑓𝑓𝑇𝑇ℎ(𝜙𝜙)
𝜕𝜕𝜙𝜙
𝛿𝛿𝜙𝜙 − ∇�
𝜕𝜕𝑓𝑓𝑁𝑁𝑁𝑁(∇𝜙𝜙)
∂∇𝜙𝜙
�𝛿𝛿𝜙𝜙 − µ𝛿𝛿𝜙𝜙�
𝑉𝑉
𝑑𝑑𝑉𝑉 + � 𝑐𝑐𝜕𝜕𝑓𝑓𝑁𝑁𝑁𝑁(∇𝜙𝜙)
∂∇𝜙𝜙𝜕𝜕+𝑉𝑉
𝛿𝛿𝜙𝜙 = 0                (2.126) 
 
The surface integral does not brings anything to the overall bulk 
Helmholtz free energy, so it disappears; finally trivially calling 
back that:  
𝜕𝜕𝑓𝑓𝑇𝑇ℎ(𝜙𝜙)
𝜕𝜕∇𝜙𝜙
= 𝜕𝜕𝑓𝑓𝑁𝑁𝑁𝑁(∇𝜙𝜙)
∂𝜙𝜙
= 0                                                        (2.127) 
 
The final result comes out given the arbitrariness of the displacement 
𝜹𝜹𝝓𝝓: 
𝜕𝜕𝑓𝑓𝑇𝑇𝑇𝑇𝑇𝑇(𝜙𝜙,∇𝜙𝜙)
𝜕𝜕𝜙𝜙
− ∇�
𝜕𝜕𝑓𝑓𝑇𝑇𝑇𝑇𝑇𝑇(𝜙𝜙,∇𝜙𝜙)
∂∇𝜙𝜙
� = µ                                              (2.128) 
 
Substituting back (2.118) and (2.78) gives: 
µ𝑇𝑇ℎ −
𝑘𝑘𝑇𝑇
𝑚𝑚
𝑎𝑎2∇2𝜙𝜙 = µ                                                            (2.129) 
  
Equation (2.129) shows the existence of a generalized chemical 
potential that remains uniform throughout calculations. 
At this point someone could question that the generalized chemical 
potential can’t be uniform or constant because is strongly related to 
the molar fraction field, nevertheless from its definition in (2.104)-
(2.105): 
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� 𝜙𝜙𝛿𝛿µ
𝑉𝑉
𝑑𝑑𝑉𝑉 = � 𝜙𝜙(𝛿𝛿µ1 − 𝛿𝛿µ2)
𝑉𝑉
𝑑𝑑𝑉𝑉 = � (𝛿𝛿µ1𝜙𝜙 + (1 − 𝜙𝜙)𝛿𝛿µ2 − 𝛿𝛿µ2)
𝑉𝑉
𝑑𝑑𝑉𝑉 =  � 𝛿𝛿µ2𝑑𝑑𝑉𝑉
𝑉𝑉
   (2.130) 
 
The right end side of (2.130) is not a function of composition, so it 
is a constant regardless the transformation made and it can drop out, 
so (2.123) was not wrong at all. 
The recent updates on the true identity of the chemical potential 
function require a redefinition of the mass diffusive flux too, which 
is now:      𝐽𝐽𝜙𝜙 = −𝐷𝐷 𝜙𝜙(1 − 𝜙𝜙)∇�ln � 𝜙𝜙1 − 𝜙𝜙� + 𝜓𝜓(1 − 2𝜙𝜙) − 𝑎𝑎2∇2𝜙𝜙�                         (2.131) 
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2.4 MOMENTUM EQUATION 
 
Until now only mass transport equation has been studied, but the 
momentum equation hasn’t; so the influence of a nonlocal chemical 
potential on the momentum balance remains unknown. These eventual 
changes can be derived from the Hamilton minimum principle together 
with constraint of mass conservation: 
𝛿𝛿�� �
12𝜌𝜌𝑣𝑣2 − 𝑢𝑢 − 𝜙𝜙µ�𝑉𝑉 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡 = 0                                                       (2.132) 
 
However, in (2.132) no equilibrium condition holds, the motion is 
dissipation free instead, so that 𝒖𝒖 = 𝒇𝒇 , this brings out: 
 
�� �𝜌𝜌𝑣𝑣𝑖𝑖𝛿𝛿𝑣𝑣𝑖𝑖 − 𝛿𝛿(𝑓𝑓 − 𝜙𝜙µ)�
𝑉𝑉
𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡 = 0                                           (2.133) 
 
Again it’s 𝒅𝒅(𝜹𝜹𝒙𝒙𝒊𝒊) = 𝜹𝜹(𝒅𝒅𝒙𝒙𝒊𝒊), then integrating by parts gives the kinetics 
energy term as: 
�� 𝜌𝜌𝑣𝑣𝑖𝑖𝛿𝛿𝑣𝑣𝑖𝑖
𝑉𝑉
𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡 = �� 𝜌𝜌𝑣𝑣𝑖𝑖 𝑑𝑑𝑑𝑑𝑡𝑡 (𝛿𝛿𝑥𝑥𝑖𝑖)𝑉𝑉 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡  = � |𝜌𝜌𝑣𝑣𝑖𝑖𝛿𝛿𝑥𝑥𝑖𝑖|𝑡𝑡=𝑡𝑡0𝑡𝑡=𝑇𝑇 𝑑𝑑𝑉𝑉𝑉𝑉  −�� 𝜌𝜌𝛿𝛿𝑥𝑥𝑖𝑖 𝑑𝑑𝑣𝑣𝑖𝑖𝑑𝑑𝑡𝑡𝑉𝑉 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡       (2.134) 
 
Now the first term on the right end side does not bring any change to 
the variation of (2.132), so that it can be dropped out [11]. This 
furnishes: 
�� 𝜌𝜌𝑣𝑣𝑖𝑖𝛿𝛿𝑣𝑣𝑖𝑖
𝑉𝑉
𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡 = −�� 𝜌𝜌𝛿𝛿𝑥𝑥𝑖𝑖 𝑑𝑑𝑣𝑣𝑖𝑖𝑑𝑑𝑡𝑡𝑉𝑉 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡                                           (2.135) 
 
Now the remaining part of (2.133); just recall: 
 
� 𝛿𝛿(𝑓𝑓(𝜙𝜙,∇𝜙𝜙)− 𝜙𝜙µ)
𝑉𝑉
𝑑𝑑𝑉𝑉 = � �𝜕𝜕𝑓𝑓
𝜕𝜕𝜙𝜙
− µ� 𝛿𝛿𝜙𝜙 + � 𝜕𝜕𝑓𝑓
∂∇𝑗𝑗𝜙𝜙
�𝛿𝛿∇𝑗𝑗𝜙𝜙
𝑉𝑉
𝑑𝑑𝑉𝑉                                 (2.136) 
 
Again 𝜹𝜹𝛁𝛁𝒋𝒋𝝓𝝓 = 𝛁𝛁𝒋𝒋𝜹𝜹𝝓𝝓  and with the following relationship: 
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� �
𝜕𝜕𝑓𝑓
∂∇𝑗𝑗𝜙𝜙
�∇𝑗𝑗𝛿𝛿𝜙𝜙 𝑑𝑑𝑉𝑉 = � ∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 𝛿𝛿𝜙𝜙 �𝑉𝑉  𝑑𝑑𝑉𝑉 −� ∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 �𝑉𝑉 𝛿𝛿𝜙𝜙 𝑑𝑑𝑉𝑉                          (2.137)𝑉𝑉  
 
It is possible to rewrite (2.136) as: 
 
� 𝛿𝛿(𝑓𝑓(𝜙𝜙,∇𝜙𝜙) −𝜙𝜙µ)
𝑉𝑉
𝑑𝑑𝑉𝑉 = � ��𝜕𝜕𝑓𝑓
𝜕𝜕𝜙𝜙
− µ�𝛿𝛿𝜙𝜙 + ∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 𝛿𝛿𝜙𝜙 � −  ∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 �𝛿𝛿𝜙𝜙�𝑉𝑉 𝑑𝑑𝑉𝑉          (2.138) 
 
Moreover, the identity 𝜹𝜹𝝓𝝓 = 𝛁𝛁𝒊𝒊𝝓𝝓𝜹𝜹𝒙𝒙𝒊𝒊 gives: 
� 𝛿𝛿(𝑓𝑓(𝜙𝜙,∇𝜙𝜙) − 𝜙𝜙µ)
𝑉𝑉
𝑑𝑑𝑉𝑉 = � ��𝜕𝜕𝑓𝑓
𝜕𝜕𝜙𝜙
− µ�∇𝑖𝑖𝜙𝜙𝛿𝛿𝑥𝑥𝑖𝑖  + ∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 ∇𝑖𝑖𝜙𝜙𝛿𝛿𝑥𝑥𝑖𝑖   � −  ∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 �∇𝑖𝑖𝜙𝜙𝛿𝛿𝑥𝑥𝑖𝑖  �𝑉𝑉 𝑑𝑑𝑉𝑉   (2.139) 
 
The third addend in the right end side will drop out thanks to the 
divergence theorem, then let’s consider the subsequent expression: 
 
� ∇𝑖𝑖𝑓𝑓(𝜙𝜙,∇𝜙𝜙)
𝑉𝑉
𝑑𝑑𝑉𝑉 = � 𝜕𝜕𝑓𝑓
𝜕𝜕𝜙𝜙
∇𝑖𝑖𝜙𝜙
𝑉𝑉
𝑑𝑑𝑉𝑉 + � � 𝜕𝜕𝑓𝑓
∂∇𝑗𝑗𝜙𝜙
�∇𝑖𝑖∇𝑗𝑗𝜙𝜙 𝑑𝑑𝑉𝑉                                  (2.140)
𝑉𝑉
 
 
But 𝛁𝛁𝒊𝒊𝛁𝛁𝒋𝒋𝝓𝝓 = 𝛁𝛁𝒋𝒋𝛁𝛁𝒊𝒊𝝓𝝓 , and there is also: 
 
� �
𝜕𝜕𝑓𝑓
∂∇𝑗𝑗𝜙𝜙
�∇𝑗𝑗∇𝑖𝑖𝜙𝜙 𝑑𝑑𝑉𝑉 = � ∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 ∇𝑖𝑖𝜙𝜙 �𝑉𝑉  𝑑𝑑𝑉𝑉 −� ∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 �𝑉𝑉 ∇𝑖𝑖𝜙𝜙 𝑑𝑑𝑉𝑉                          (2.141)𝑉𝑉  
 
Hence the left hand side of (2.140) can be expressed as: 
 
� ∇𝑖𝑖𝑓𝑓
𝑉𝑉
𝑑𝑑𝑉𝑉 = � 𝜕𝜕𝑓𝑓
𝜕𝜕𝜙𝜙
∇𝑖𝑖𝜙𝜙
𝑉𝑉
𝑑𝑑𝑉𝑉 + � ∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 ∇𝑖𝑖𝜙𝜙 �𝑉𝑉  𝑑𝑑𝑉𝑉 −� ∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 �𝑉𝑉 ∇𝑖𝑖𝜙𝜙 𝑑𝑑𝑉𝑉                     (2.142) 
 
Or rather: 
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�
𝜕𝜕𝑓𝑓
𝜕𝜕𝜙𝜙
∇𝑖𝑖𝜙𝜙
𝑉𝑉
𝑑𝑑𝑉𝑉 = � �∇𝑖𝑖𝑓𝑓 − ∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 ∇𝑖𝑖𝜙𝜙 � + ∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 �∇𝑖𝑖𝜙𝜙�𝑉𝑉 𝑑𝑑𝑉𝑉                                (2.143) 
 
 
Finally equation (2.139) can be casted differently using (2.143): 
�� �𝜌𝜌𝑣𝑣𝑖𝑖𝛿𝛿𝑣𝑣𝑖𝑖 − 𝛿𝛿(𝑓𝑓 − 𝜙𝜙µ)�
𝑉𝑉
𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡 =  �� �−𝜌𝜌𝑑𝑑𝑣𝑣𝑖𝑖
𝑑𝑑𝑡𝑡
− ∇𝑗𝑗(𝑓𝑓 − 𝜙𝜙µ) + ∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 ∇𝑖𝑖𝜙𝜙��𝛿𝛿𝑥𝑥𝑖𝑖𝑉𝑉 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡       (2.144) 
 
The minimization condition provides: 
�� �−𝜌𝜌
𝑑𝑑𝑣𝑣𝑖𝑖
𝑑𝑑𝑡𝑡
− ∇𝑗𝑗(𝑓𝑓 − 𝜙𝜙µ) + ∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 ∇𝑖𝑖𝜙𝜙 ��𝑉𝑉 𝛿𝛿𝑥𝑥𝑖𝑖𝑑𝑑𝑉𝑉𝑑𝑑𝑡𝑡 = 0                              (2.145) 
 
Which, given the arbitrary of the displacement 𝜹𝜹𝒙𝒙𝒊𝒊 gives:  
−𝜌𝜌
𝑑𝑑𝑣𝑣𝑖𝑖
𝑑𝑑𝑡𝑡
− ∇𝑗𝑗(𝑓𝑓 − 𝜙𝜙µ) + ∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 ∇𝑖𝑖𝜙𝜙 � = 0                                            (2.146) 
 
Equation (2.146) present an additional term that is called the 
Korteweg stress:  
𝑃𝑃𝑖𝑖𝑗𝑗 = −� 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 ∇𝑖𝑖𝜙𝜙 �                                                                  (2.147) 
 
Korteweg stress can be written in a slightly different form that could 
blossom a better understanding of it physical meaning, it starts all 
from: 
∇𝑗𝑗𝑃𝑃𝑖𝑖𝑗𝑗 = −∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 ∇𝑖𝑖𝜙𝜙� = �−∇𝑗𝑗 � 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙�∇𝑖𝑖𝜙𝜙 − 𝜕𝜕𝑓𝑓∂∇𝑗𝑗𝜙𝜙 ∇𝑗𝑗∇𝑖𝑖𝜙𝜙 + 𝜕𝜕𝑓𝑓𝜕𝜕𝜙𝜙 ∇𝑖𝑖𝜙𝜙 − 𝜕𝜕𝑓𝑓𝜕𝜕𝜙𝜙 ∇𝑖𝑖𝜙𝜙�               (2.148) 
 
Substituting (2.128) and (2.143) in (2.148) gives:   
 
∇𝑗𝑗𝑃𝑃𝑖𝑖𝑗𝑗 =  µ∇𝑖𝑖𝜙𝜙 − ∇𝑖𝑖𝑓𝑓                                                                 (2.149) 
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Thus substituting (2.149) in (2.146) yields the final expression for 
momentum balance equation:  
−𝜌𝜌
𝑑𝑑𝑣𝑣𝑖𝑖
𝑑𝑑𝑡𝑡
− ∇𝑖𝑖(𝑓𝑓 − 𝜙𝜙µ) − µ∇𝑖𝑖𝜙𝜙 + ∇𝑖𝑖𝑓𝑓 = 0                                              (2.150) 
 
The latter equation would lead to a uniform motion if an equilibrium 
condition would last (see 2.129); the system is supposed to be pushed 
away from equilibrium though, so the generalized chemical potential 
function will not be uniform anymore, then: 
 
𝜌𝜌
𝑑𝑑𝑣𝑣𝑖𝑖
𝑑𝑑𝑡𝑡
= −∇𝑖𝑖µ                                                                  (2.151) 
 
From (2.151) everyone can grasp the physical interpretation of the 
Korteweg stress, it is a response force that the system exerts every 
time it is pulled away from equilibrium; moreover, it is borne from a 
dissipation free balance and this is a further evidence of its nature. 
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3 NUMERICAL METHODS 
 
This chapter will tackle the numerical implementation of the phase 
field theory on the Fluent ANSYS software, after a brief introduction 
of the solver nature every numerical aspect regarding this paper will 
described. 
3.1 FINITE VOLUMES 
 
Fluent is a solver which employs the finite volume scheme to solve 
partial differential equations, there are other possibilities like 
finite difference and finite elements techniques, obviously finite 
volume method has its pros and cons but the first ones outnumber the 
others. 
The most important advantage is in the structure of the method itself 
because each transport equation is integrated on every control volume 
and this ensures the conservation of every physical quantity, whilst 
that is not true for the other techniques, especially the finite 
difference scheme [12]. 
Anyway, the finite volume technique lacks of the variational 
formulation typical of the finite element methods, but Navier-Stokes 
equation poses pretty daunting difficulties to any variational 
approach [13]; but let’s see more clearly. 
For the sake of simplicity only the Stokes equation coupled with the 
continuity equation will be treated: 
�
−𝜐𝜐∇𝑗𝑗
2𝑢𝑢𝑖𝑖 + ∇𝑖𝑖𝑒𝑒 = 𝑓𝑓𝑖𝑖                           ∇𝑖𝑖𝑢𝑢𝑖𝑖 = 0                                 𝑢𝑢𝑖𝑖 = 0                                                                       (3.1) 
 
Equation (3.1) has to be multiplied by two test functions 𝒗𝒗 and 𝒒𝒒 then 
integrated over the definition domain 𝜴𝜴. 
⎩
⎪
⎪
⎨
⎪
⎪
⎧
−� 𝜐𝜐∇𝑗𝑗
2𝑢𝑢𝑖𝑖𝑣𝑣𝑖𝑖
𝛺𝛺
𝑑𝑑𝑑𝑑 + � ∇𝑖𝑖𝑒𝑒𝑣𝑣𝑖𝑖
𝛺𝛺
𝑑𝑑𝑑𝑑 = � 𝑓𝑓𝑖𝑖 𝑣𝑣𝑖𝑖
𝛺𝛺
𝑑𝑑𝑑𝑑    
                     � 𝑞𝑞∇𝑖𝑖𝑢𝑢𝑖𝑖
𝛺𝛺
𝑑𝑑𝑑𝑑 = 0                                       𝑢𝑢𝑖𝑖 = 0
                                              (3.2) 
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Now applying the product derivation rules yields: 
⎩
⎪⎪
⎨
⎪⎪
⎧
� 𝜐𝜐∇𝑗𝑗𝑢𝑢𝑖𝑖∇𝑗𝑗𝑣𝑣𝑖𝑖
𝛺𝛺
𝑑𝑑𝑑𝑑 − � 𝑒𝑒∇𝑖𝑖𝑣𝑣𝑖𝑖
𝛺𝛺
𝑑𝑑𝑑𝑑 = � 𝑓𝑓𝑖𝑖 𝑣𝑣𝑖𝑖
𝛺𝛺
𝑑𝑑𝑑𝑑  
                � 𝑞𝑞∇𝑖𝑖𝑢𝑢𝑖𝑖
𝛺𝛺
𝑑𝑑𝑑𝑑 = 0                                      (3.3) 
 
Hence, it is possible to define three bilinear forms associated with 
each integral in (3.3): 
𝑎𝑎�𝑢𝑢, 𝑣𝑣� = � 𝜐𝜐∇𝑗𝑗𝑢𝑢𝑖𝑖∇𝑗𝑗𝑣𝑣𝑖𝑖
𝛺𝛺
𝑑𝑑𝑑𝑑                                                           (3.4) 
𝑏𝑏�𝑢𝑢, 𝑞𝑞� = −� 𝑞𝑞∇𝑖𝑖𝑢𝑢𝑖𝑖
𝛺𝛺
𝑑𝑑𝑑𝑑                                                                (3.5) 
𝑐𝑐 �𝑓𝑓,𝑣𝑣� =   � 𝑓𝑓𝑖𝑖 𝑣𝑣𝑖𝑖
𝛺𝛺
𝑑𝑑𝑑𝑑                                                                    (3.6) 
 
So that equation (3.3) can be written as follows: 
�
𝑎𝑎�𝑢𝑢, 𝑣𝑣� + 𝑏𝑏�𝑣𝑣,𝑒𝑒� = 𝑐𝑐 �𝑓𝑓,𝑣𝑣�
𝑏𝑏�𝑢𝑢, 𝑞𝑞� = 0                                                                                    (3.7) 
 
Equation (3.7) can be casted in matrix form using the matrixes 
associated with each bilinear form: 
�𝐴𝐴𝑈𝑈 + 𝐵𝐵𝑇𝑇𝑃𝑃 = 𝐹𝐹
𝐵𝐵𝑈𝑈 = 0                                                                                           (3.8) 
 
It is fundamental stressing that 𝑨𝑨 and 𝑩𝑩 have different dimensions 
because they deal with functions (pressure and velocity fields) which 
are defined in different vector spaces; moreover in (3.8) the test 
functions are assumed equal to the base function of each vector space: 
 
𝐴𝐴𝑖𝑖𝑗𝑗 = 𝑎𝑎�𝜑𝜑𝑖𝑖,𝜑𝜑𝑗𝑗�,𝐵𝐵 = 𝑏𝑏�𝜑𝜑𝑖𝑖 ,𝜙𝜙𝑗𝑗�                                                        (3.9) 
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Where 𝝋𝝋𝒊𝒊 is the base function of the vector space which velocity 
belongs to, while 𝝓𝝓𝒋𝒋 is referred to the pressure field. 
From equation (3.8) it is possible to employ a block based definition 
of the matrix problem: 
𝑆𝑆 = �  𝐴𝐴
𝐵𝐵
 𝐵𝐵𝑇𝑇0    �                                                                      (3.10) 
 
From (3.10) it is clear that the variational problem here defined has 
solution only if the matrix 𝑺𝑺 has a nonzero determinant, now it must 
be checked the implications one the 𝑨𝑨 and 𝑩𝑩 matrixes. 
From (3.8) follows: 
𝑈𝑈 = 𝐴𝐴−1(𝐹𝐹 − 𝐵𝐵𝑇𝑇𝑃𝑃)                                                             (3.11) 
 
Then: 
𝐵𝐵𝐴𝐴−1(𝐹𝐹 − 𝐵𝐵𝑇𝑇𝑃𝑃) = 0                                                             (3.12) 
 
In (3.12) the only unknown is pressure and this equation yields a 
solution when 𝑩𝑩𝑻𝑻 has maximum rank [13](𝑨𝑨, being associated to 
symmetric bilinear form is positive defined and does not pose any 
issue). 
Meeting this requirement can be troublesome, so that specific 
adjustments have to be made in order to yield stable solutions; a 
finite volume simulator like fluent counter this issue with a 
staggered grid formulation (see paragraph 3.3.2.5). 
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3.2 MESH GRID SIZE 
 
From a theoretical point of view the mesh grid size is closely related 
to the molecules diameter 𝒅𝒅: 
𝑎𝑎 = �9𝜋𝜋𝑇𝑇𝑐𝑐4𝑇𝑇 𝑑𝑑                                                                            (3.13) 
 
This would lead to unacceptable mesh size for theoretical and 
numerical reasons, the local equilibrium hypothesis would not stand at 
such small length scales and so every transport equation above 
descripted; moreover every third-order or fourth-order term present in 
the equation set would assume a magnitude which would overstep the 
machine precision. 
So (3.13) has to be interpreted as an “averaged” equation over a 
cluster of molecules and this authorizes the choice of a grid size of 
a micrometer, a dimension of a tenth of micrometer would still be 
unfit. 
This passage is quite critical because it supposes that a 
microscopically relationship can still hold in a much bigger domain. 
In certain aspects this presumption resembles a little the biggest aim 
of statistical mechanics, which is to describe a system made by a 
large number of molecules (and so with a gargantuan number of 
unknowns) with the help of few parameters or, equally, average the 
“microscopic” equation along the macroscopic domain and then postulate 
its legitimacy, or to postulate the equivalence between a 
thermodynamic function and its averaged quantum value across a domain.  
Unfortunately, in this case it is nonetheless necessary to do the same 
and hope that simulation will confirm it. 
In the following sections this call will be answered.  
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3.3 CHOSEN NUMERICAL SCHEME 
 
Fluent allows the user to choose a specific method from a certain 
number of techniques, which are all best suited for different 
situations, in this section every choice will be presented and 
justified. 
 Pressure velocity coupling 
 
The velocity field is strongly coupled with the pressure one and their 
solution poses some questions especially because there is not a 
transport equation for pressure. These difficulties are overcome by 
the SIMPLE algorithm and its counterparts like SIMPLEC and PISO. 
Let’s take as reference a generic cell in a bi-dimensional whose 
subscripts are 𝒊𝒊, 𝒋𝒋 [14]: 
𝑎𝑎𝑖𝑖,𝑗𝑗𝑣𝑣𝑖𝑖,𝑗𝑗 = �𝑎𝑎𝑚𝑚,𝑏𝑏𝑣𝑣𝑚𝑚,𝑏𝑏𝑚𝑚,𝑞𝑞
𝑚𝑚,𝑏𝑏  −�𝑒𝑒𝑓𝑓𝐴𝐴𝑓𝑓𝐹𝐹𝑓𝑓=1 𝑓𝑓 + 𝑏𝑏𝑖𝑖,𝑗𝑗                               (3.14) 
 
In (3.14) the default scheme for the evaluation of the pressure term 
uses the Green-Gauss theorem(see also (3.4.2.1)): 
  � ∇𝑖𝑖
𝑉𝑉
𝑒𝑒𝑑𝑑𝑉𝑉 ≈ ∇𝑖𝑖𝑒𝑒∆𝑉𝑉 =    �𝑒𝑒𝑓𝑓𝐴𝐴𝑓𝑓𝐹𝐹
𝑓𝑓=1
𝑓𝑓                                             (3.15) 
 
From (3.15) it is clear that the precision of (3.14) depends on the 
pressure discretization scheme (see section 3.4.2). 
Here follows a brief description of each method: 
3.3.1.1 SIMPLE  
 
A pressure field 𝒑𝒑∗ is first guessed and equation (3.14) is used to 
find the relative velocity field 𝒗𝒗∗. Then the pressure correction 𝒑𝒑′ is 
introduced: 
𝑒𝑒′ = 𝑒𝑒 − 𝑒𝑒∗                                                                            (3.16) 
 
Where in (3.16) 𝒑𝒑 represents the exact pressure field; obviously 
equation (3.14) holds for both the exact pressure field and the 
correction one: 
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𝑎𝑎𝑖𝑖,𝑗𝑗𝑣𝑣𝑖𝑖,𝑗𝑗′ = �𝑎𝑎𝑚𝑚,𝑏𝑏𝑣𝑣𝑚𝑚,𝑏𝑏′ −�𝑒𝑒′𝑓𝑓𝐴𝐴𝑓𝑓𝐹𝐹
𝑓𝑓=1
𝑓𝑓
𝑚𝑚,𝑞𝑞
𝑚𝑚,𝑏𝑏 + 𝑏𝑏𝑖𝑖,𝐽𝐽                                  (3.17) 
 
The SIMPLE algorithm uses the following approximated version of 
equation (3.17): 
𝑎𝑎𝑖𝑖,𝑗𝑗𝑣𝑣𝑖𝑖,𝑗𝑗′ = −�𝑒𝑒′𝑓𝑓𝐴𝐴𝑓𝑓𝐹𝐹
𝑓𝑓=1
𝑓𝑓 + 𝑏𝑏𝑖𝑖,𝐽𝐽                                                  (3.18) 
 
Finally the correction velocity values are substituted inside the 
continuity equation which becomes a pressure transport equation and 
yields the pressure correction which is subsequently used to develop 
updated velocity values and the iteration loop goes on. 
3.3.1.2 SIMPLEC 
 
The procedure has the same steps that SIMPLE employs, however the 
approximation made in (3.17) changes a little bit: 
𝑎𝑎𝑖𝑖,𝑗𝑗𝑣𝑣𝑖𝑖,𝑗𝑗′ = �𝑎𝑎𝑚𝑚,𝑏𝑏𝑚𝑚,𝑞𝑞
𝑚𝑚,𝑏𝑏 −�𝑒𝑒′𝑓𝑓𝐴𝐴𝑓𝑓
𝐹𝐹
𝑓𝑓=1
𝑓𝑓 + 𝑏𝑏𝑖𝑖,𝐽𝐽                                                (3.19) 
 
3.3.1.3 PISO 
 
This algorithm is quite more elaborate and it is made of a predictor 
step which resemble the SIMPLE algorithm; here a pressure field 𝒑𝒑∗ is 
guessed and then the associated velocity field is calculated, 
subsequently the continuity equation yields a pressure correction and 
so an updated velocity and fields(𝒑𝒑∗∗, 𝒗𝒗∗∗). After that however, a twice-
corrected velocity field may be obtained from: 
𝑎𝑎𝑖𝑖,𝐽𝐽𝑣𝑣𝑖𝑖,𝐽𝐽∗∗∗ = �𝑎𝑎𝑚𝑚,𝑏𝑏𝑣𝑣𝑚𝑚,𝑏𝑏∗∗ −�𝑒𝑒∗∗∗𝑓𝑓𝐴𝐴𝑓𝑓𝐹𝐹
𝑓𝑓=1
𝑓𝑓
𝑚𝑚,𝑞𝑞
𝑚𝑚,𝑏𝑏 + 𝑏𝑏𝑖𝑖,𝐽𝐽                                  (3.20) 
 
Bear in mind the following equation: 
𝑎𝑎𝑖𝑖,𝐽𝐽𝑣𝑣𝑖𝑖,𝐽𝐽∗∗ = �𝑎𝑎𝑚𝑚,𝑏𝑏𝑣𝑣𝑚𝑚,𝑏𝑏∗ −�𝑒𝑒∗∗𝑓𝑓𝐴𝐴𝑓𝑓𝐹𝐹
𝑓𝑓=1
𝑓𝑓
𝑚𝑚,𝑞𝑞
𝑚𝑚,𝑏𝑏 + 𝑏𝑏𝑖𝑖,𝐽𝐽                                  (3.21) 
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 Subtraction of (3.20) from (3.21) yields: 
 
𝑎𝑎𝑖𝑖,𝐽𝐽𝑣𝑣𝑖𝑖,𝐽𝐽∗∗∗ = 𝑎𝑎𝑖𝑖,𝐽𝐽𝑣𝑣𝑖𝑖,𝐽𝐽∗∗ −��𝑒𝑒𝑓𝑓∗∗∗ − 𝑒𝑒𝑓𝑓∗∗�𝐹𝐹
𝑓𝑓=1
𝐴𝐴𝑓𝑓𝑓𝑓 + 𝑏𝑏𝑖𝑖,𝐽𝐽 + �𝑎𝑎𝑚𝑚,𝑏𝑏�𝑣𝑣𝑚𝑚,𝑏𝑏∗∗ − 𝑣𝑣𝑚𝑚,𝑏𝑏∗�𝑚𝑚,𝑞𝑞
𝑚𝑚,𝑏𝑏                   (3.22) 
 
Where: 
𝑒𝑒𝐼𝐼,𝐽𝐽′′ = 𝑒𝑒𝑓𝑓∗∗∗ − 𝑒𝑒𝑓𝑓∗∗                                                                       (3.23) 
 
Is a further pressure correction term and which can be substituted 
inside the continuity equation and yield an updated velocity field. 
Briefly speaking PISO is simply a SIMPLE which repeats itself two 
times in a single loop. 
The PISO algorithm has been chosen for its ability to increase 
convergence speed and it is highly recommended for unsteady 
simulations [15]; someone would argue this could consume more CPU, and 
that’s true, anyway meshes always ranged from about 2500 to 40000 
cells, so resource consumption never has never been a big deal. 
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 Pressure interpolation 
 
In (3.14) there’s the need of the pressure values evaluated at the 
surfaces of every computation domain, fluent has different algorithms 
to choose from: 
3.3.2.1 Standard 
 
This is the default one: 
𝑒𝑒𝑓𝑓 = 𝑒𝑒𝑖𝑖,𝑗𝑗𝑎𝑎𝑖𝑖,𝑗𝑗 + 𝑒𝑒𝐼𝐼,𝐽𝐽𝑎𝑎𝐼𝐼,𝐽𝐽1
𝑎𝑎𝑖𝑖,𝑗𝑗 + 1𝑎𝑎𝐼𝐼,𝐽𝐽                                                                      (3.24) 
 
This scheme uses the coefficients of the velocity term (see 3.14) and 
it is believed to work pretty well, but has its own flaws and tends to 
be unsuited in presence of corrugated pressure gradients, as for 
example for the action of a body force. 
3.3.2.2 Linear 
 
This is the simplest one, and the face value being a simple average of 
the neighboring nodes ones 
𝑒𝑒𝑓𝑓 = 𝑒𝑒𝑖𝑖,𝑗𝑗 + 𝑒𝑒𝐼𝐼,𝐽𝐽2                                                                       (3.25) 
 
From a simple look at (3.25) and (3.24) their similarities stand out 
strikingly, so the linear scheme does not seem to be a particular 
upgrade of the standard one, but it may be worth a try. 
3.3.2.3 Second order 
 
The face pressure value is computed as follows. 
 
𝑒𝑒𝑓𝑓 = 𝑒𝑒𝑖𝑖,𝑗𝑗 + 𝑒𝑒𝐼𝐼,𝐽𝐽2 + ∇𝑒𝑒𝑖𝑖,𝑗𝑗∆𝑟𝑟𝑖𝑖,𝑗𝑗 + ∇𝑒𝑒𝐼𝐼,𝐽𝐽∆𝑟𝑟𝐼𝐼,𝐽𝐽2                                            (3.26) 
 
Every gradient value is evaluated using the Green-Gauss theorem: 
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∇𝑒𝑒 = 1
∆𝑉𝑉
�𝑒𝑒𝑓𝑓𝐴𝐴𝑓𝑓
𝐹𝐹
𝑓𝑓=1
                                                               (3.27) 
 
In (3.27) every face value is the average of the neighboring cell 
values. This method is more accurate than the previous two and can be 
a valid option [14]. 
3.3.2.4 Body Force Weighted 
 
This algorithm is best suited for problems where the difference 
between the pressure gradient and whichever relevant body force is 
constant, so it is not recommended here because the Korteweg stresses 
are strongly linked to the concentration field and their space 
dependence cannot be forecasted. 
3.3.2.5 PRESTO: 
 
This algorithm exploit the powerfulness of a staggered grid 
arrangement where pressure is computed on the centroids of a grid 
whose faces are in turn the centroids of a staggered grid where 
velocities data are stored. This avoids the nuisances which would 
arise from a “checker-board” pressure field and, more importantly, 
allows the computation of facet values of velocities without 
interpolation(see Figure 1).  
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Figure 1 
 
 
In Figure 1 pressure field is computed on cells numbered by means of 
capital letters whereas the velocity field is numbered by means of 
lower case letters; let’s take as reference point the 𝒊𝒊, 𝑱𝑱 one; the 
relative pressure gradient along the x-axis can be evaluated as 
follows: 
∇𝑗𝑗𝜌𝜌 = 𝑒𝑒𝑊𝑊 − 𝑒𝑒𝐸𝐸𝛿𝛿𝑥𝑥                                                                          (3.28) 
 
Where the subscripts 𝑾𝑾,𝑬𝑬 are referred to the nearest nodes to the 
surface along the x axis(see Figure 1) and they are not interpolated, 
the velocity values are equally stored at the surface being the grid 
staggered(look at the arrow with a lower case 𝒘𝒘 above). 
When the PRESTO option is chosen, the pressure term in (3.14) is 
evaluated directly from (3.28) without further passage and 
approximations. During calculations it performed well.  
41 
 
 Gradient approximation 
 
In this section are presented the three available schemes for cell 
center gradient evaluation; two of them employ a scheme based on the 
Gauss-Green theorem: 
�∇𝜙𝜙�
𝑐𝑐
= 1
𝑉𝑉
�𝜙𝜙𝑓𝑓,𝑖𝑖𝐴𝐴𝑖𝑖𝑚𝑚
𝑖𝑖=1
                                                            (3.29) 
 
Where at the right end side of (3.29) the neighboring face cell values 
appear, but these “face data” have to be somewhat computed; this can 
be done in two different ways: 
3.3.3.1 Green-Gauss cell-based gradient evaluation 
 
This is the least correct method, it employs a simple average of the 
upstream and downstream cell values: 
𝜙𝜙𝑓𝑓 = 𝜙𝜙𝑢𝑢𝑝𝑝 + 𝜙𝜙𝑖𝑖𝑑𝑑𝑑𝑑𝑚𝑚2                                                              (3.30) 
 
Though this algorithm is very inexpensive, its lack of accuracy 
prevented its usage. 
3.3.3.2 Green-Gauss node-based gradient evaluation 
 
This is a decent upgrade of the previous scheme and exploit a more 
accurate algorithm to compute face cell value: 
𝜙𝜙𝑓𝑓 = 1𝑁𝑁𝑚𝑚�𝜙𝜙𝑖𝑖𝑚𝑚𝑖𝑖=1                                                                      (3.31) 
 
In (3.31) 𝝓𝝓𝒊𝒊 is related to the i-th node neighboring the face; these 
node values are calculated from the cell centroids ones that borders 
the i-th node as follows: 
 
𝜙𝜙𝑖𝑖 =   ∑ 𝜙𝜙𝑗𝑗𝑖𝑖𝑚𝑚𝑗𝑗=1  𝑤𝑤𝑗𝑗∑  𝑤𝑤𝑗𝑗𝑚𝑚𝑗𝑗=1                                                                 (3.32)   
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In (3.32) 𝝓𝝓𝒋𝒋𝒊𝒊 is the value relative to each cell neighboring the i-th 
node, instead 𝒘𝒘𝒋𝒋  represents a weight function equal to: 
𝑤𝑤𝑗𝑗 = 1 + ∆𝑤𝑤𝑗𝑗                                                                         (3.33) 
 
Where ∆𝒘𝒘𝒋𝒋 is a cost function that has to be minimized and is a function 
of the distance between the i-th node in (3.32) and a j-th neighboring 
cell [16], finally [14]states adamantly how this method performs far 
better than the cell based one. 
 
3.3.3.3 Least squares cell-based gradient evaluation 
 
This method uses a different approach and approximate the cell 
gradient as follows: 
�∇𝜙𝜙�
𝑐𝑐0
∆𝑟𝑟𝑖𝑖 = 𝜙𝜙𝑐𝑐0 − 𝜙𝜙𝑖𝑖                                                            (3.34) 
 
In (3.34) the 𝒊𝒊 subscripts refers to the i-th neighboring cell; this 
yields a mean square problem because the unknowns (two or three 
gradient components) are outnumbered by the number of data points (the 
neighboring cells [14]). 
This is the default fluent method and this has not a lesser precision 
than the other ones, so lacking of further information the author 
stuck with it. 
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 Discretization of Momentum, Species equations 
 
Every transport equation contains and advection and a diffusion term 
that must be computed at the face of every cell, so every variable has 
been somewhat discretized anytime; fluent proposes different 
approaches that will be discussed. 
3.3.4.1 First order upwind 
 
This is the simplest scheme that equals each face value to the one of 
a neighboring centroid, which is chosen following a criterion based on 
the flow direction. This is a first order scheme as it can be seen 
from a Taylor expansion (the discretization stops at the first value 
of the right end side): 
𝜙𝜙𝑚𝑚 = 𝜙𝜙𝑃𝑃 + 𝛿𝛿𝑥𝑥𝑚𝑚 �𝑑𝑑𝜙𝜙𝑑𝑑𝑥𝑥�𝑃𝑃 + (𝛿𝛿𝑥𝑥𝑚𝑚)2 �𝑑𝑑2𝜙𝜙𝑑𝑑𝑥𝑥2�𝑃𝑃 + 𝐻𝐻                                   (3.35) 
 
The error made clearly resemble a diffusion term alike that produces 
an annoying nuisance called numerical diffusion. 
3.3.4.2 Second order upwind 
 
This method is simply a further expansion of the first order upwind 
that now stops at the second term at the right hand side of (3.34): 
𝜙𝜙𝑓𝑓 = 𝜙𝜙𝑃𝑃 + ∇𝜙𝜙𝑃𝑃∆𝑟𝑟𝑚𝑚                                                                 (3.36) 
 
In (3.36) the gradient evaluation depends on the particular scheme 
adopted in the gradient discretization panel. 
As an attentive reader would have already recognized, this structure 
is very similar to the second order pressure discretization, but they 
differ slightly in the gradient reconstruction algorithm [14]. 
This method has a second order accuracy and so represent a good 
option. 
3.3.4.3 Power law 
 
This method starts from the equation of a mono dimensional advection-
diffusion problem: 
𝑑𝑑
𝑑𝑑𝑥𝑥
𝜌𝜌𝑢𝑢𝜙𝜙 = 𝑑𝑑
𝑑𝑑𝑥𝑥
𝛤𝛤
𝑑𝑑𝜙𝜙
𝑑𝑑𝑥𝑥
                                                                      (3.37) 
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 Which yields an exact solution: 
𝜙𝜙 − 𝜙𝜙0
𝜙𝜙𝑁𝑁 − 𝜙𝜙0
= exp �𝑃𝑃𝑒𝑒 𝑥𝑥𝐿𝐿� − 1exp(𝑃𝑃𝑒𝑒) − 1                                                         (3.38) 
 
Where 𝝓𝝓𝑳𝑳, 𝝓𝝓𝟎𝟎 are the solution value at the boundaries and 𝑷𝑷𝒆𝒆 is the 
Peclet number, this solution cannot be represented within a solver 
because exponentials are sensitive and they consume resources for a 
correct representation, so a clever trick is to slice up this solution 
into three branches of linear dependence with respect of the space 
coordinate x. 
First of all let’s remember the usual form of a numerical approximated 
equation: 
𝑎𝑎𝑃𝑃𝜙𝜙𝑃𝑃 = 𝑎𝑎𝐸𝐸𝜙𝜙𝐸𝐸 + 𝑎𝑎𝑊𝑊𝜙𝜙𝑊𝑊                                                         (3.39) 
 
The power law scheme offer an approximated relation between the 
coefficient of the p-th cell and the Peclet number there evaluated: 
𝑎𝑎𝑊𝑊 = 𝛤𝛤𝛿𝛿𝑥𝑥𝑊𝑊 max[0, (1 − 0.1|𝑃𝑃𝑒𝑒𝑑𝑑|)5] + max[(𝜌𝜌𝑢𝑢)𝑑𝑑, 0]                              (3.40) 
 
𝑎𝑎𝐸𝐸 = 𝛤𝛤𝛿𝛿𝑥𝑥𝐸𝐸 max[0, (1 − 0.1|𝑃𝑃𝑒𝑒𝑚𝑚|)5] + max[−(𝜌𝜌𝑢𝑢)𝑚𝑚 , 0]                              (3.41) 
 
𝑎𝑎𝑃𝑃 = 𝑎𝑎𝐸𝐸 + 𝑎𝑎𝑊𝑊 + ((𝜌𝜌𝑢𝑢)𝑚𝑚 − (𝜌𝜌𝑢𝑢)𝑑𝑑)                                                      (3.42) 
 
In (3.39),(3.40),(3.41) and (3.42) velocities and Peclet numbers have 
been computed on the cell faces, the subscript 𝑷𝑷 refers to the 
reference cell, whereas 𝑾𝑾,𝑬𝑬 are linked to its westward and eastward 
cells respectively. Finally the subscripts 𝒘𝒘,𝒆𝒆 refer to the faces 
between the reference cell and the neighboring ones numbered by means 
of the analogue capitol letter. 
This scheme is extremely close to the correct solution [17], but it 
does not contemplate any source term, so it cannot be used for neither 
momentum nor mass equation. 
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3.3.4.4 QUICK scheme 
 
This is a further improvement of a second order upwind scheme by the 
addition of a third point, so the approximation made is not a linear 
one anymore, but parabolic: 
𝜙𝜙𝑓𝑓 = 68𝜙𝜙𝑖𝑖−1 + 38𝜙𝜙𝑖𝑖 − 18𝜙𝜙𝑖𝑖−2                                                      (3.43) 
 
This technique has a third order accuracy, but if it is used with a 
second order scheme like the least square gradient one or a second 
order pressure scheme the overall accuracy will still be a second 
order one; so it is recommended for particular cases. 
3.3.4.5 Third order MUSCL 
 
This method is a blending of a second order upwind scheme and a 
central difference one(just like the second order pressure 
discretization option): 
  
𝜙𝜙𝑓𝑓 = 𝜃𝜃 �𝜙𝜙𝑢𝑢𝑝𝑝 + 𝜙𝜙𝑖𝑖𝑑𝑑2 + ∇𝜙𝜙𝑢𝑢𝑝𝑝∆𝑟𝑟𝑢𝑢𝑝𝑝 + ∇𝜙𝜙𝑖𝑖𝑑𝑑∆𝑟𝑟𝑖𝑖𝑑𝑑2 � + (1 − 𝜃𝜃)�𝜙𝜙𝑢𝑢𝑝𝑝 + ∇𝜙𝜙𝑢𝑢𝑝𝑝∆𝑟𝑟𝑢𝑢𝑝𝑝�                   (3.44) 
 
Where 𝜽𝜽 is a weight parameter ranging from 𝟎𝟎 to 𝟏𝟏. This scheme 
performs at its best on unstructured meshes, its accuracy tends to be 
higher than the second order even in structured meshes, but given that 
the other schemes adopted are second order ones at best it may be 
better employ it only in particular cases. 
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 Time discretization 
 
Calculations have been made in an unsteady regime, so there is need to 
develop a correct time discretization scheme. This can be divided into 
two main groups: explicit and implicit schemes. Fluent allows only 
implicit schemes for incompressible flows, let’s see if this is good 
or bad from an example on transient one-dimensional heat conduction: 
𝜌𝜌𝑐𝑐
𝜕𝜕𝑇𝑇
𝜕𝜕𝑡𝑡
= 𝜕𝜕
𝜕𝜕𝑥𝑥
�𝜅𝜅
𝜕𝜕𝑇𝑇
𝜕𝜕𝑥𝑥
� + 𝑆𝑆                                                              (3.45) 
 
Discretization of every term yields: 
 
𝜌𝜌𝑐𝑐(𝑇𝑇𝑃𝑃 − 𝑇𝑇𝑃𝑃0)∆𝑥𝑥∆𝑡𝑡 = 𝜃𝜃 �𝜅𝜅𝑚𝑚(𝑇𝑇𝐸𝐸 − 𝑇𝑇𝑃𝑃)𝛿𝛿𝑥𝑥𝑃𝑃𝐸𝐸 − 𝜅𝜅𝑑𝑑(𝑇𝑇𝑃𝑃 − 𝑇𝑇𝑊𝑊)𝛿𝛿𝑥𝑥𝑃𝑃𝑊𝑊 � + (1 − 𝜃𝜃) �𝜅𝜅𝑚𝑚(𝑇𝑇𝐸𝐸0 − 𝑇𝑇𝑃𝑃0)𝛿𝛿𝑥𝑥𝑃𝑃𝐸𝐸 − 𝜅𝜅𝑑𝑑(𝑇𝑇𝑃𝑃0 − 𝑇𝑇𝑊𝑊0)𝛿𝛿𝑥𝑥𝑃𝑃𝑊𝑊 � + 𝑆𝑆∆𝑥𝑥 (3.46) 
 
Where 𝜽𝜽 expresses the average between the current step parameters and 
the previous step one and ∆𝒙𝒙 is the ratio between cell volume and cell 
face surface; now (3.46) can be casted as follows: 
𝑎𝑎𝑃𝑃𝑇𝑇𝑃𝑃 = 𝑎𝑎𝑊𝑊(𝜃𝜃𝑇𝑇𝑊𝑊 + (1 − 𝜃𝜃)𝑇𝑇𝑊𝑊0) + 𝑎𝑎𝐸𝐸(𝜃𝜃𝑇𝑇𝐸𝐸 + (1 − 𝜃𝜃)𝑇𝑇𝐸𝐸0) + (𝑎𝑎𝑃𝑃0 − (1 − 𝜃𝜃)𝑎𝑎𝑊𝑊 − (1 − 𝜃𝜃)𝑎𝑎𝐸𝐸)𝑇𝑇𝑃𝑃0 + 𝑏𝑏      (3.47) 
 
Where: 
𝑎𝑎𝑃𝑃 = 𝜃𝜃(𝑎𝑎𝑊𝑊 + 𝑎𝑎𝐸𝐸) + 𝑎𝑎𝑃𝑃0                                                        (3.48) 
𝑎𝑎𝑃𝑃0 = 𝜌𝜌𝑐𝑐 ∆𝑥𝑥∆𝑡𝑡                                                                          (3.49) 
𝑎𝑎𝑊𝑊 = 𝜅𝜅𝑑𝑑𝛿𝛿𝑥𝑥𝑃𝑃𝑊𝑊                                                                           (3.50) 
𝑎𝑎𝐸𝐸 = 𝜅𝜅𝑚𝑚𝛿𝛿𝑥𝑥𝑃𝑃𝐸𝐸                                                                             (3.51)  𝑏𝑏 = 𝑆𝑆∆𝑉𝑉                                                                             (3.52) 
 
An explicit scheme equals 𝜽𝜽 = 𝟎𝟎 so equation (3.47) becomes: 
  
𝑎𝑎𝑃𝑃𝑇𝑇𝑃𝑃 = 𝑎𝑎𝑊𝑊𝑇𝑇𝑊𝑊0 + 𝑎𝑎𝐸𝐸𝑇𝑇𝐸𝐸0 + (𝑎𝑎𝑃𝑃0 − 𝑎𝑎𝑊𝑊 − 𝑎𝑎𝐸𝐸)𝑇𝑇𝑃𝑃0 + 𝑏𝑏                               (3.53) 
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All coefficients 𝒂𝒂𝒊𝒊 need to be positive [18](𝒂𝒂𝑷𝑷𝟎𝟎 − 𝒂𝒂𝑾𝑾 − 𝒂𝒂𝑬𝑬 > 𝟎𝟎 )or the 
solution can hold an unphysical behavior and this poses a severe tie 
to the time step magnitude(from now on the grid is supposed uniform 
and the conductivity too): 
𝜌𝜌𝑐𝑐
∆𝑥𝑥
∆𝑡𝑡
> 2𝑘𝑘
∆𝑥𝑥
                                                                          (3.54) 
This translate into: 
 
 ∆𝑡𝑡 < (∆𝑥𝑥)22𝑘𝑘 𝜌𝜌𝑐𝑐                                                                         (3.55) 
 
So that means that the time step magnitude must be lower than the 
square root of the mesh grid size and this can be unbearable in most 
of the occasions. 
Whilst if 𝜽𝜽 = 𝟏𝟏: 
𝑎𝑎𝑃𝑃𝑇𝑇𝑃𝑃 = 𝑎𝑎𝑊𝑊𝑇𝑇𝑊𝑊 + 𝑎𝑎𝐸𝐸𝑇𝑇𝐸𝐸 + 𝑎𝑎𝑃𝑃0𝑇𝑇𝑃𝑃0 + 𝑏𝑏                                              (3.56) 
 
From (3.55) it is clear that the scheme is always stable, besides 
there are three implicit time scheme advancements: 
 
 
3.3.5.1 First order implicit: 
 
The time discretization scheme is: 
𝜙𝜙(𝑡𝑡𝑚𝑚+1)− 𝜙𝜙(𝑡𝑡𝑚𝑚)
∆𝑡𝑡
= 𝐹𝐹(𝑡𝑡𝑚𝑚+1)                                                     (3.57) 
 
Where 𝑭𝑭 is a generic function. This algorithm proved to be unfit for 
this kind of problems and failed to produce a physically reasonable 
solution. 
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3.3.5.2 Second order implicit 
 
The discretization scheme is: 
 3𝜙𝜙(𝑡𝑡𝑚𝑚+1)− 4𝜙𝜙(𝑡𝑡𝑚𝑚) + 𝜙𝜙(𝑡𝑡𝑚𝑚−1)2∆𝑡𝑡 = 𝐹𝐹(𝑡𝑡𝑚𝑚+1)                                                     (3.58) 
 
This code proved to be successful and allowed the code validation. 
3.3.5.3 Bounded second order implicit: 
 
The discretization equation is: 
𝜙𝜙�𝑡𝑡𝑚𝑚+1/2� − 𝜙𝜙�𝑡𝑡𝑚𝑚−1/2�
∆𝑡𝑡
= 𝐹𝐹(𝑡𝑡𝑚𝑚)                                                     (3.59) 
 
Where: 
𝜙𝜙�𝑡𝑡𝑚𝑚+1/2� = 𝜙𝜙(𝑡𝑡𝑚𝑚) + 𝛽𝛽𝑚𝑚+1/22 �𝜙𝜙(𝑡𝑡𝑚𝑚) − 𝜙𝜙(𝑡𝑡𝑚𝑚−1)�                                       (3.60) 
𝜙𝜙�𝑡𝑡𝑚𝑚−1/2� = 𝜙𝜙(𝑡𝑡𝑚𝑚−1) + 𝛽𝛽𝑚𝑚−1/22 �𝜙𝜙(𝑡𝑡𝑚𝑚−1) − 𝜙𝜙(𝑡𝑡𝑚𝑚−2)�                                       (3.61) 
 
Fluent seems to suggest this technique for a certain number of cases 
like multiphase flows, reactive flows or turbulent ones. Perhaps it 
can be adapted to different situations like this one using a bounding 
factor 𝜷𝜷𝒊𝒊 dependent on the molar fraction; however, the implicit 
structure of this method seems to be mysterious or at least very 
difficult to grasp; so given the good results obtained with a second 
order implicit scheme, this technique has never been considered. 
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3.4 AMG SOLVER CONSIDERATION 
 
Before even discussing the issues related with this topic a brief 
introduction seems necessary. 
 Introduction and description 
 
The discretization error decreases with the mesh spacing, so a 
solution becomes more accurate with a finer mesh and this is trivial. 
Anyway the rate of convergence of a solution is lower the finer the 
mesh [18], this behavior is due to the continuous travelling back and 
forth of the solution information across the domain, this means that 
the solution goes back refined at a given cell after a time which is 
about proportional of the cells number [12]. So in order to avoid the 
residuals stalling it is necessary to coarsen the grid and the 
algebraic multigrid solver (AMG solver) is the perfect tool. 
However, make a certain number of iterations on the refined grid helps 
the residuals rate of convergence and that is because the error 
function is made by a certain number of terms, each one of a different 
dependence on the mesh grid size; some shrink quickly the more refined 
the grid is (short wavelengths) and others stall. 
Moreover, the rate of reduction also depends on the matrix employed by 
the iterative solver (in fluent it is a Gauss-Seidel). The starting 
point of this explanation is the algebraic system associated with the 
differential equations: 
𝐴𝐴𝑥𝑥 = 𝑏𝑏                                                                              (3.62) 
 
Equation (3.63) can be rewritten as: 
�𝑎𝑎𝑖𝑖𝑗𝑗
𝑁𝑁
𝑗𝑗=1
𝑥𝑥𝑗𝑗 = 𝑏𝑏𝑖𝑖                                                                        (3.63) 
 
The contribution of the k-th cell can be put under evidence (here the 
rule of the sum over a repeated index does not hold): 
𝑎𝑎𝑖𝑖𝑘𝑘𝑥𝑥𝑘𝑘 = 𝑏𝑏𝑖𝑖 −�𝑎𝑎𝑖𝑖𝑗𝑗𝑁𝑁
𝑗𝑗=1
𝑗𝑗≠𝑖𝑖
𝑥𝑥𝑗𝑗                                                                        (3.64) 
 
Another rearrangement is: 
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𝑥𝑥𝑘𝑘 = 𝑏𝑏𝑖𝑖𝑎𝑎𝑖𝑖𝑘𝑘 −�𝑎𝑎𝑖𝑖𝑗𝑗𝑎𝑎𝑖𝑖𝑘𝑘𝑁𝑁𝑗𝑗=1
𝑗𝑗≠𝑖𝑖
𝑥𝑥𝑗𝑗                                                                      (3.65) 
 
With the final reassessment: 
𝑥𝑥𝑘𝑘 = 𝑏𝑏𝑖𝑖𝑎𝑎𝑖𝑖𝑘𝑘 −�𝑇𝑇𝑖𝑖𝑗𝑗(𝑘𝑘)𝑁𝑁𝑗𝑗=1
𝑗𝑗≠𝑖𝑖
𝑥𝑥𝑗𝑗                                                                      (3.66) 
 
Where in (3.66) the so-called iteration matrix is summoned. 
The Gauss-Seidel method blends data from the n-1-th iteration and the 
n-th in order to compute the left hand side of (3.66): 
 
𝑥𝑥𝑘𝑘
(𝑚𝑚) = 𝑏𝑏𝑖𝑖
𝑎𝑎𝑖𝑖𝑘𝑘
−�𝑇𝑇𝑖𝑖𝑗𝑗(𝑘𝑘)𝑖𝑖−1
𝑗𝑗=1
𝑥𝑥𝑘𝑘
(𝑚𝑚−1) −   � 𝑇𝑇𝑖𝑖𝑗𝑗(𝑘𝑘)𝑁𝑁
𝑗𝑗=𝑖𝑖+1
𝑥𝑥𝑘𝑘
(𝑚𝑚)                                                 (3.67) 
 
Starting back from (3.52), the ongoing relationship is valid after a 
finite number of iterations: 
𝐴𝐴𝑦𝑦 = 𝑏𝑏 − 𝑟𝑟                                                                              (3.68) 
 
In (3.68) the vector 𝒓𝒓 is the residual vector and introducing the error 
vector: 
𝑒𝑒 = 𝑥𝑥 − 𝑦𝑦                                                                                (3.69) 
 
Finally comes out: 
𝐴𝐴𝑒𝑒 = 𝑟𝑟                                                                             (3.70) 
 
Equation (3.70), although very simple, shows brilliantly how the 
iteration matrix is the same regardless the use of the data vector or 
the error one so: 
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𝑒𝑒𝑘𝑘
(𝑚𝑚) = 𝑏𝑏𝑖𝑖
𝑎𝑎𝑖𝑖𝑘𝑘
−�𝑇𝑇𝑖𝑖𝑗𝑗(𝑘𝑘)𝑖𝑖−1
𝑗𝑗=1
𝑒𝑒𝑘𝑘
(𝑚𝑚−1) −   � 𝑇𝑇𝑖𝑖𝑗𝑗(𝑘𝑘)𝑁𝑁
𝑗𝑗=𝑖𝑖+1
𝑒𝑒𝑘𝑘
(𝑚𝑚)                                                   (3.71) 
 
From (3.71) the influence of the iteration matrix on the error 
propagation throughout the calculation is pretty clear. It follows an 
outline of the multigrid procedure and description of all multigrid 
schemes. 
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 General multigrid outline 
 
A certain number of iteration are performed on the finest grid (whose 
size is named 𝒉𝒉), fluent calls them pre-sweeps, then the error will 
be: 
𝑒𝑒ℎ = 𝑥𝑥 − 𝑦𝑦ℎ                                                                           (3.72) 
 
While the residual vector: 
𝑟𝑟ℎ = 𝐴𝐴ℎ𝑒𝑒ℎ                                                                         (3.73) 
 
Both the residual vector and the solver matrix are transferred to a 
new mesh whose spacing will be 𝒄𝒄𝒉𝒉, with 𝒄𝒄 being the “Coarsen by” 
parameter in the drop down box in fluent interface. 
Then the solution is carried on, but the reference equation becomes 
the following one: 
𝐴𝐴𝑐𝑐ℎ𝑒𝑒𝑐𝑐ℎ = 𝑟𝑟𝑐𝑐ℎ                                                                   (3.74) 
 
With the starting guess of 𝒆𝒆𝒄𝒄𝒉𝒉 = 𝟎𝟎; the matrix 𝑨𝑨 and the residual vector 
must be correctly adapted to the newer system with half or less cell 
numbers. 
This procedure helps to curb the long wavelength error, which now 
appear to be short wavelength ones, the number of iteration on a 
coarse mesh is not established, but fluent employs a criterion based 
on the residual reduction rate of the initial residual vector. When 
the residuals does not diminish anymore, a new coarser mesh is 
explored. 
After the coarsest mesh is explored, the solver goes back to the 
finest grids. This step is called prolongation and the most critical 
aspect is the adaption of the error level to the finer mesh; though 
this has not been such a problem it can be in unstructured grids. 
Finally the solution on the finest grid is updated with the data 
coming from the multigrid cycle, the user may also perform additional 
iterations on this grid level (this is the post-sweep step on the 
fluent drop down list) to reduce the errors introduced during the 
restriction and prolongation steps. 
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 Cycle types and structures 
 
In figure 2 the fixed cycle types are pictured: 
a) Figure 𝒂𝒂 represent the V-
cycle that is a simple series of 
restrictions and prolongations, 
even though it may not appear 
much powerful it was very 
effective; whereas the flexible 
cycle used to fail. 
b) The W-cycle (letter 𝒃𝒃) 
represents an improvement over 
the V-cycle in terms of error 
reduction because it performs 
some intermediate prolongation 
steps which helps to curb the 
errors introduced in the 
restriction steps; obviously it 
is more costly than the V-cycle. 
c) The last picture portrays 
an F cycle that is a simple 
blending of a V-cycle and W-
cycle and brings the 
powerfulness of the latter one 
at a reduced cost. 
There is one last multigrid 
strategy and it is based on a 
slightly different philosophy; 
it is the flexible cycle that is 
the default one for every 
equation expect the pressure 
one. 
The flexible cycle has not a 
default structure but the number 
of coarse levels and the number 
of sweeps are all in loco adjusted by the termination and restriction 
criteria, they can have a different value. There is a limiter of the 
number of iteration that can be performed at a given grid level 
though, and this assures that the solver does not get stuck. 
This latter solver proved efficient for every equation but failed when 
applied to the mass transport equation despite the attempts made to 
adjust it. 
 
                                                    Figure 2 
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 Bi-conjugate gradient stabilized technique 
 
This tool proved to be efficient to help the solver deliver, so its 
description is necessary; first let’s remember the equation of a 
linear system: 
𝐴𝐴𝑥𝑥 = 𝑏𝑏                                                                               (3.75) 
 
At the k+1-th iteration: 
𝐴𝐴𝑥𝑥(𝑘𝑘+1) = 𝑏𝑏 − 𝑟𝑟(𝑘𝑘+1)                                                                  (3.76) 
 
It is useful breaking up the matrix 𝑨𝑨 into two matrix, the 
preconditioning one 𝑷𝑷 and another one named 𝑵𝑵 (the Gauss-Seidel method 
employs a similar procedure) so that: 
𝑃𝑃𝑥𝑥(𝑘𝑘+1) = 𝑁𝑁𝑥𝑥(𝑘𝑘) + 𝑏𝑏                                                                (3.77) 
 
 Then an equation similar to (3.76) is obtained: 
𝑥𝑥(𝑘𝑘+1) = 𝑃𝑃−1𝑁𝑁𝑥𝑥(𝑘𝑘) + 𝑃𝑃−1𝑏𝑏                                                            (3.78) 
 
Remembering that 𝑵𝑵 = 𝑨𝑨 − 𝑷𝑷 gives: 
𝑥𝑥(𝑘𝑘+1) = 𝑃𝑃−1(𝐴𝐴 − 𝑃𝑃)𝑥𝑥(𝑘𝑘) + 𝑃𝑃−1𝑏𝑏                                                            (3.79) 
 
Or equally: 
𝑥𝑥(𝑘𝑘+1) = 𝑥𝑥(𝑘𝑘) + 𝑃𝑃−1𝐴𝐴𝑥𝑥(𝑘𝑘) + 𝑃𝑃−1𝑏𝑏                                                            (3.80) 
 
Which finally leads to: 
 
𝑥𝑥(𝑘𝑘+1) = 𝑥𝑥(𝑘𝑘) + 𝑃𝑃−1�𝐴𝐴𝑥𝑥(𝑘𝑘) + 𝑏𝑏 �                                                           (3.81) 
 
Substituting equation (3.76) inside (3.81) yields: 
 
𝑥𝑥(𝑘𝑘+1) = 𝑥𝑥(𝑘𝑘) + 𝑃𝑃−1 𝑟𝑟(𝑘𝑘)                                                          (3.82) 
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 From (3.82) starts the conception of the bi-conjugate gradient method; 
an acceleration or relaxation parameter is put into this equation: 
 
𝑥𝑥(𝑘𝑘+1) = 𝑥𝑥(𝑘𝑘) + 𝛼𝛼(𝑘𝑘)𝑃𝑃−1 𝑟𝑟(𝑘𝑘)                                                          (3.83) 
 
The acceleration parameter can depend on the residuals of every past 
iteration or only on the current iteration one. A particular issue is 
the choice of the relaxation parameter so that it quicken the solution 
and stabilize it. 
At first the matrix 𝑨𝑨 will be considered as symmetric positive 
defined, so that the resolution of equation (3.65) equals the 
minimization of the following quadratic form: 
𝜙𝜙(𝑦𝑦) = 12 (𝑦𝑦)𝑇𝑇𝐴𝐴𝑦𝑦 − (𝑦𝑦)𝑇𝑇𝑏𝑏                                                   (3.84) 
 
Where 𝒚𝒚 = 𝒙𝒙(𝒌𝒌) the function in (3.84) has a minimum point for = 𝒙𝒙 ; now 
it must found out how reaching the solution from a starting guess 𝒙𝒙𝟎𝟎, 
the idea is to develop  a scheme that adjusts itself as the iteration 
goes on, with an algorithm like: 
𝑥𝑥(𝑘𝑘+1) = 𝑥𝑥(𝑘𝑘) + 𝛼𝛼(𝑘𝑘)𝑑𝑑(𝑘𝑘)                                                            (3.85) 
 
Where 𝒅𝒅(𝒌𝒌) is the direction that connects the solution at the k-th step 
with the subsequent one, whereas 𝜶𝜶(𝒌𝒌) is the “magnitude” of the 
iteration. 
The derivative of (3.84) with respect of 𝒙𝒙 leads to: 
𝑑𝑑𝜙𝜙(𝑥𝑥)
𝑑𝑑𝑥𝑥
�
𝑒𝑒=𝑒𝑒𝑘𝑘
= 𝐴𝐴𝑥𝑥(𝑘𝑘) − 𝑏𝑏 = 𝑟𝑟(𝑘𝑘)                                                  (3.86) 
 
The above result suggest the residuals as the direction for the 
recursive formula in (3.85), 𝜶𝜶(𝒌𝒌) is found deriving (3.84): 
𝑑𝑑𝜙𝜙�𝑥𝑥(𝑘𝑘+1)�
𝑑𝑑𝛼𝛼(𝑘𝑘) = 𝑑𝑑𝑑𝑑𝛼𝛼(𝑘𝑘) �12 �𝑥𝑥(𝑘𝑘) + 𝛼𝛼(𝑘𝑘)𝑟𝑟(𝑘𝑘)�𝑇𝑇𝐴𝐴�𝑥𝑥(𝑘𝑘) + 𝛼𝛼(𝑘𝑘)𝑟𝑟(𝑘𝑘)� − �𝑥𝑥(𝑘𝑘) + 𝛼𝛼(𝑘𝑘)𝑟𝑟(𝑘𝑘)�𝑇𝑇𝑏𝑏�           (3.87) 
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Imposing the right end side of (3.87) equal to zero yields the value 
of 𝜶𝜶(𝒌𝒌) [19]: 
𝛼𝛼(𝑘𝑘) = �𝑟𝑟(𝑘𝑘)�𝑇𝑇𝑟𝑟(𝑘𝑘)(𝑟𝑟(𝑘𝑘))𝑇𝑇𝐴𝐴𝑟𝑟(𝑘𝑘)                                                                      (3.88) 
 
Equations (3.88) and (3.86) define the gradient method, for every 
iteration a direction is chosen and then a local minimum point along 
this direction is pinpointed. Hence the scheme is repeated until 
convergence is achieved. This is not the only approach available 
though, as further acceleration is accomplished choosing a different 
direction 𝒑𝒑, the criterion of choice is  based on the definition of  
optimal direction �𝒙𝒙(𝒌𝒌)� with respect on another �𝒑𝒑(𝒌𝒌)� for every value of 
a constant(𝝀𝝀): 
𝜙𝜙�𝑥𝑥(𝑘𝑘)� ≤ 𝜙𝜙�𝑥𝑥(𝑘𝑘) + 𝜆𝜆𝑒𝑒(𝑘𝑘)�                                                     (3.89) 
 
This means that the minimum of the quadratic function 𝝓𝝓 is reached 
when 𝝀𝝀 is zero; so deriving the function 𝝓𝝓 with respect on 𝝀𝝀 and 
choosing the latter equal to zero the minimum condition is achieved, 
this yields a constrain: 
�𝑒𝑒(𝑘𝑘)�𝑇𝑇𝑟𝑟(𝑘𝑘) = 0                                                                   (3.90) 
 
The parameter 𝜶𝜶(𝒌𝒌) will then be: 
𝛼𝛼(𝑘𝑘) = �𝑒𝑒(𝑘𝑘)�𝑇𝑇𝑟𝑟(𝑘𝑘)(𝐴𝐴𝑒𝑒(𝑘𝑘))𝑇𝑇𝑒𝑒(𝑘𝑘)                                                                      (3.91) 
 
Until now the optimal direction hypothesis is valid only between 𝒑𝒑(𝒌𝒌) 
and 𝒙𝒙(𝒌𝒌), a clever idea is trying to extend this condition to 𝒙𝒙(𝒌𝒌+𝟏𝟏). In 
other words trying to make the local minimum condition “less local” ; 
𝒙𝒙(𝒌𝒌+𝟏𝟏) and 𝒙𝒙(𝒌𝒌) are so related: 
𝑥𝑥(𝑘𝑘+1) = 𝑥𝑥(𝑘𝑘) + 𝑞𝑞                                                                   (3.92) 
 
If the optimal condition is still valid between 𝒙𝒙(𝒌𝒌+𝟏𝟏) and 𝒑𝒑(𝒌𝒌) then 
�𝑒𝑒(𝑘𝑘)�𝑇𝑇𝑟𝑟(𝑘𝑘+1) = 0                                                                   (3.93) 
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Remembering that: 
 𝑟𝑟(𝑘𝑘+1) =  𝑟𝑟(𝑘𝑘) �𝐼𝐼 − 𝐴𝐴𝛼𝛼(𝑘𝑘)𝑑𝑑(𝑘𝑘)�                                                     (3.94) 
 
Substituting (3.94) inside (3.93) , together with 𝒒𝒒 = 𝜶𝜶(𝒌𝒌)𝒅𝒅(𝒌𝒌) yields: 
�𝑒𝑒(𝑘𝑘)�𝑇𝑇𝐴𝐴𝑞𝑞 = 0                                                                   (3.95) 
 
The direction vector 𝒑𝒑(𝒌𝒌) is updated with the following recursive 
formula: 
𝑒𝑒(𝑘𝑘+1) =  𝑟𝑟(𝑘𝑘+1) − 𝛽𝛽(𝑘𝑘)𝑒𝑒(𝑘𝑘)                                                     (3.96) 
 
With: 
𝛽𝛽(𝑘𝑘) = �𝐴𝐴𝑒𝑒(𝑘𝑘)�𝑇𝑇𝑟𝑟(𝑘𝑘+1)(𝐴𝐴𝑒𝑒(𝑘𝑘))𝑇𝑇𝑒𝑒(𝑘𝑘)                                                                      (3.97) 
 
This latter technique is called conjugate gradient. 
Until now the prosed techniques are suitable for symmetric matrixes 
only, so they must be rearranged to deal with non-symmetric systems; 
the biggest issue is the impossibility to associate a quadratic form 
to the system matrix. 
A partial solution to this problem has been found with the bi-
conjugate gradient algorithm, where: 
𝛼𝛼(𝑘𝑘) = �𝑒𝑒�(𝑘𝑘)�𝑇𝑇𝑟𝑟(𝑘𝑘)(𝐴𝐴𝑒𝑒�(𝑘𝑘))𝑇𝑇𝑒𝑒(𝑘𝑘)                                                                      (3.98) 
 
𝛽𝛽(𝑘𝑘) = �𝐴𝐴𝑒𝑒�(𝑘𝑘)�𝑇𝑇𝑟𝑟(𝑘𝑘+1)(𝐴𝐴𝑒𝑒�(𝑘𝑘))𝑇𝑇𝑒𝑒(𝑘𝑘)                                                                      (3.99) 
 
In equation (3.98-3.99): 
?̃?𝑟(𝑘𝑘+1) =  ?̃?𝑟(𝑘𝑘) �1 − 𝐴𝐴𝑇𝑇𝛼𝛼(𝑘𝑘)𝑒𝑒�(𝑘𝑘)�                                                     (3.100) 
And: 
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𝑒𝑒�(𝑘𝑘+1) =  ?̃?𝑟(𝑘𝑘) −  𝛽𝛽(𝑘𝑘)𝑒𝑒�(𝑘𝑘)                                                     (3.101) 
 
The bi-conjugate gradient method is still unstable, this flaw has been 
reduced by the conjugate gradient square method where the residual 
update is made by squaring the matrix in equation (3.94): 
𝑟𝑟(𝑘𝑘+1) =  𝑟𝑟(𝑘𝑘) �𝐼𝐼 − 𝐴𝐴𝛼𝛼(𝑘𝑘)𝑒𝑒(𝑘𝑘)�2                                                     (3.102) 
 
This idea lacks of acceptable convergence stability though, the final 
adjustment is the bi-conjugate gradient stabilized technique that 
exploit the idea of a double operator application: 
 
𝑟𝑟(𝑘𝑘+1) =  𝑟𝑟(0) 𝑃𝑃(𝑘𝑘)𝛿𝛿(𝑘𝑘)                                                      (3.103) 
 
Where: 
 𝛿𝛿(𝑘𝑘+1) = �𝐼𝐼 − 𝐴𝐴𝛼𝛼(𝑘𝑘)�𝛿𝛿(𝑘𝑘)                                                      (3.104)  
 
Is a recursive matrix with 𝑸𝑸(𝟎𝟎) = 𝟏𝟏; and: 
𝑃𝑃(𝑘𝑘+1) = 𝑃𝑃(𝑘𝑘) − 𝜆𝜆(𝑘𝑘)𝐴𝐴𝑃𝑃(1)(𝑘𝑘)                                                    (3.105) 
 
Is another recursive matrix very similar to the one employed 
previously which was: 
𝑃𝑃(𝑘𝑘+1) = 1 − 𝐴𝐴𝛼𝛼(𝑘𝑘)𝑑𝑑(𝑘𝑘)                                                        (3.106) 
 
In (3.105) 𝑷𝑷(𝟏𝟏)(𝒌𝒌) is equal to 𝑷𝑷(𝒌𝒌) except for the first slot which is 
equal to one(it is a matrix made by the coefficient of a monic 
polynomial). 
The constant 𝝀𝝀(𝒌𝒌) is: 
𝜆𝜆(𝑘𝑘) = 𝑐𝑐�𝑃𝑃(𝑘𝑘)𝑈𝑈(𝑘𝑘)�
𝑐𝑐 �𝐴𝐴𝑃𝑃(1)(𝑘𝑘)𝑈𝑈(𝑘𝑘)�                                                         (3.107) 
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In (3.107) 𝑼𝑼(𝒌𝒌) is a test matrix and 𝒄𝒄 a linear functional; in other 
words 𝝀𝝀(𝒌𝒌) accounts for the distortion made using the monic polynomial 
instead of the usual one. 
The expressions related with the Bi-CGSTAB may seem too elaborated, 
but this form allows the solver to compute both matrix with the 
minimum CPU expense per iteration. 
Finally the constant 𝜶𝜶(𝒌𝒌) is so chosen:  
 
𝛼𝛼(𝑘𝑘) = �?̃?𝑟(𝑘𝑘)�𝑇𝑇𝐴𝐴?̃?𝑟(𝑘𝑘)(?̃?𝑟(𝑘𝑘))𝑇𝑇𝐴𝐴𝑇𝑇?̃?𝑟(𝑘𝑘)𝐴𝐴                                                                      (3.108) 
 
With: 
?̃?𝑟(𝑘𝑘) = 𝑟𝑟(𝑘𝑘) − 𝜆𝜆(𝑘𝑘)𝐴𝐴𝛿𝛿(𝑘𝑘)𝑃𝑃(𝑘𝑘)𝑟𝑟(0)                                                  (3.109) 
 
For further information about the topic(this is only a draft) see: 
[20], [21]. 
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4 EQUATIONS IMPLEMENTATION 
 
In this chapter the philosophy that lies beneath the code is 
presented, there have been two main issues to deal with; the first one 
is the addition of the correction terms due to non local effects to 
the Fluent database. Whilst the second one ( the most troublesome ) is 
how to implement terms corresponding to a 𝒏𝒏𝒕𝒕𝒉𝒉 derivative with 𝒏𝒏 greater 
than 𝟐𝟐. 
4.1 ADDITION OF THE NON LOCAL TERMS 
 
Fluent equation database proved to be a little stiff and its adaption 
to the equation developed in the previous chapter sometimes troubling; 
let’s see this more in details: 
   Mass transport equation 
 
The diffusive flux can only be customized changing the diffusivity, 
but the latter has to be coupled with a mass fraction gradient, so the 
non local correction had to be accounted as a mass source term, the 
overall mass flux has the following form: 
𝐽𝐽𝜙𝜙,𝑗𝑗 = −𝐷𝐷𝜌𝜌𝜙𝜙(1 − 𝜙𝜙)|𝛻𝛻𝑖𝑖𝜇𝜇�|𝑇𝑇                                                            (4.1) 
 
Equation 4.1 can be sliced up into two pieces, one that will be 
written as a diffusive flux and the second one that will be the mass 
source: 
𝐽𝐽𝜙𝜙,𝑗𝑗,𝑇𝑇𝑇𝑇 = −𝐷𝐷𝜌𝜌�𝛻𝛻𝑗𝑗𝜙𝜙 − 2𝜓𝜓𝜙𝜙(1 − 𝜙𝜙)𝛻𝛻𝑗𝑗𝜙𝜙�                                            (4.2) 
𝐽𝐽𝜙𝜙,𝑗𝑗,𝑁𝑁𝑁𝑁 = 𝐷𝐷𝜌𝜌𝜙𝜙(1 − 𝜙𝜙)𝑎𝑎2𝛻𝛻𝑗𝑗∇2𝜙𝜙                                                    (4.3) 
 
Where (4.2) represent the “diffusive” flux whilst the nonlocal term in 
(4.3) will be accounted as source term; anyway the divergence operator 
has to be applied once more and this time the temperature is not 
fixed, so the mass source will be: 
𝑑𝑑𝑚𝑚𝑚𝑚𝑡𝑡𝑡𝑡 = −𝐷𝐷𝜌𝜌𝑎𝑎2 �𝜙𝜙(1 − 𝜙𝜙)∇4𝜙𝜙 + (1 − 2𝜙𝜙)𝛻𝛻𝑖𝑖𝜙𝜙𝛻𝛻𝑖𝑖∇2𝜙𝜙 − 𝛻𝛻𝑖𝑖𝑇𝑇𝑇𝑇 𝜙𝜙(1 −𝜙𝜙)𝛻𝛻𝑖𝑖∇2𝜙𝜙�             (4.4) 
 
61 
 
Finally the “effective” diffusion coefficient that will be used to 
custom the Fluent database: 
 
𝐷𝐷∗ = 𝐷𝐷�1 − 2𝜓𝜓𝜙𝜙(1 − 𝜙𝜙)�                                                         (4.5) 
 
    Energy transport equation 
 
The mixture enthalpy is equal to: 
ℎ = 𝜌𝜌𝑅𝑅𝑇𝑇
𝑀𝑀𝑑𝑑
(𝜓𝜓(1 − 2𝜙𝜙) − 𝑎𝑎2∇2𝜙𝜙)                                                     (4.6) 
 
As done previously the equation is broken into two parts, one which 
depends on the molar fraction and the other which is related to the 
molar fraction gradient: 
ℎ𝑇𝑇𝑇𝑇 = 𝜌𝜌𝑅𝑅𝑇𝑇𝑀𝑀𝑑𝑑 𝜓𝜓(1 − 2𝜙𝜙);ℎ𝑁𝑁𝑁𝑁 = −𝜌𝜌𝑅𝑅𝑇𝑇𝑀𝑀𝑑𝑑 𝑎𝑎2∇2𝜙𝜙;                                          (4.7) 
 
The temperature dependence of each term is: 
 
𝜓𝜓 = 2𝑇𝑇𝐶𝐶
𝑇𝑇
; 𝑎𝑎2 = 9𝜋𝜋𝑇𝑇𝐶𝐶4𝑇𝑇 𝑑𝑑2                                                                 (4.8) 
 
So: 
ℎ𝑇𝑇𝑇𝑇 = 2𝜌𝜌𝑅𝑅𝑇𝑇𝐶𝐶𝑀𝑀𝑑𝑑 (1 − 2𝜙𝜙);ℎ𝑁𝑁𝑁𝑁 = −𝑑𝑑2 9𝜋𝜋𝜌𝜌𝑅𝑅𝑇𝑇𝐶𝐶4𝑀𝑀𝑑𝑑 ∇2𝜙𝜙;                               (4.9) 
 
Both terms will be casted into an energy source term: 
 
𝑑𝑑𝑚𝑚𝑚𝑚 = −𝛻𝛻𝑗𝑗�𝐽𝐽𝜙𝜙,𝑗𝑗ℎ� + 𝜇𝜇𝑁𝑁𝑁𝑁𝛻𝛻𝑗𝑗𝐽𝐽𝜙𝜙,𝑗𝑗                                                      (4.10) 
 
But 𝝁𝝁𝑵𝑵𝑳𝑳 = 𝒉𝒉𝑵𝑵𝑳𝑳 so it follows: 
𝑑𝑑𝑚𝑚𝑚𝑚 = −𝛻𝛻𝑗𝑗�𝐽𝐽𝜙𝜙,𝑗𝑗ℎ� + ℎ𝑁𝑁𝑁𝑁𝛻𝛻𝑗𝑗𝐽𝐽𝜙𝜙,𝑗𝑗                                          (4.11) 
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 Then the rule of the derivation of a product is applied: 
 
𝑑𝑑𝑚𝑚𝑚𝑚 = −𝛻𝛻𝑗𝑗�𝐽𝐽𝜙𝜙,𝑗𝑗ℎ𝑇𝑇𝑇𝑇� − 𝛻𝛻𝑗𝑗�𝐽𝐽𝜙𝜙,𝑗𝑗ℎ𝑁𝑁𝑁𝑁� + ℎ𝑁𝑁𝑁𝑁𝛻𝛻𝑗𝑗𝐽𝐽𝜙𝜙,𝑗𝑗                                 (4.12) 
 
Finally it occurs: 
 
𝑑𝑑𝑚𝑚𝑚𝑚 = −𝛻𝛻𝑗𝑗�𝐽𝐽𝜙𝜙,𝑗𝑗ℎ𝑇𝑇𝑇𝑇� + 𝐽𝐽𝜙𝜙,𝑗𝑗𝛻𝛻𝑗𝑗ℎ𝑁𝑁𝑁𝑁                                                (4.13) 
 
The following equation has to be fully derived by applying the 
gradient operator several times: 
𝑑𝑑𝑚𝑚𝑚𝑚 = −𝐷𝐷𝜌𝜌𝑅𝑅𝑇𝑇𝐶𝐶𝑀𝑀𝑑𝑑 �𝛻𝛻𝑗𝑗 ��𝛻𝛻𝑗𝑗𝜙𝜙 − 2𝜓𝜓𝜙𝜙(1 − 𝜙𝜙)𝛻𝛻𝑗𝑗𝜙𝜙 − 𝜙𝜙(1 − 𝜙𝜙)𝑎𝑎2𝛻𝛻𝑗𝑗∇2𝜙𝜙�(2 − 4𝜙𝜙)�
− �𝛻𝛻𝑗𝑗𝜙𝜙 − 2𝜓𝜓𝜙𝜙(1 − 𝜙𝜙)𝛻𝛻𝑗𝑗𝜙𝜙 − 𝜙𝜙(1 − 𝜙𝜙)𝑎𝑎2𝛻𝛻𝑗𝑗∇2𝜙𝜙�9𝜋𝜋𝑑𝑑24 𝛻𝛻𝑗𝑗∇2𝜙𝜙�                         (4.14) 
 
The final form of (4.14) won’t reported here because it is achieved 
after a long series of passages. 
 
 
 
 
 
 
 
 
 
 
 
 
 
63 
 
4.2 SYNTAX OF HIGH ORDER DERIVATIVES 
 
For each transported quantity like temperature, molar fraction and 
velocity Fluent computes their gradients, but does not compute 
automatically further derivatives. This is a big nuisance but can be 
solved with the help of the user defined scalar utility; it is 
possible to define a scalar function that is equal to the derivative 
with respect of a particular spatial direction of a given function. 
Then this procedure can be iterated until the suited order of 
derivation is reached. In Figure 3 there is a brief summary of this 
algorithm. 
 
Figure 3 
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5 SIMULATIONS RESULTS 
 
5.1 MODEL VALIDATION 
 
The main goal of the simulation works was to validate the 
implementation of diffuse interface model, so the first tries have 
been made on square boxes made of a number of cells ranging from 2500 
to 40000; this allows a clear benchmark with other works [1], [2] 
[10]. Moreover a box like geometry allows the use of the Fourier 
transform that is essential to derive meaningful conclusions, this 
because the critical parameter is the average size of the blossoming 
phase that follows a precise scaling both with advection and without 
it. The average droplet radius of the arising phase can be derived 
with the following formula: 
𝑅𝑅(𝑡𝑡) = 1
𝜙𝜙𝑟𝑟𝑚𝑚𝑡𝑡2
�
〈�𝜙𝜙���
2
〉|𝑘𝑘|
𝑘𝑘
                                                                (5.1) 
Where 𝝓𝝓� = 𝝓𝝓−𝝓𝝓𝟎𝟎 and �𝝓𝝓�� denotes the absolute value of the Fourier 
transform of 𝝓𝝓�; finally the brackets denote an average over a shell of 
Fourier space at fixed wavelength; Fourier transform has been 
performed on ad hoc platform. 
Obviously initial conditions are fundamental to trigger phase 
separation; this can be achieved superimposing a random noise to a 
flat concentration profile, this random noise is repeated 
continuously. 
A mixture made of two fluids named 𝑨𝑨 and 𝑩𝑩 ,with properties reported 
in Table 1, has been used. The fluids physical properties correspond 
to acetone; moreover its critical temperature is 𝟑𝟑𝟎𝟎𝟎𝟎𝟑𝟑 and the Margules 
coefficient is 𝟐𝟐.𝟑𝟑, this corresponds to an average temperature of about 
𝟐𝟐𝟔𝟔𝟎𝟎𝟑𝟑.  
Table 1 
Fluids physical properties 
 Fluid A Fluid B 
Viscosity(Pa⋅s) 
(With macroscopic 
advection) 
109 (103) 109 (103) 
Density(kg/m3) 1000 1000 
Mol.weight(kg/kmol) 58 58 
Diffusivity(m2/s) 10-9 
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In table 2 a resume of the numerical schemes adopted: 
Table 2 
Chosen numerical schemes 
Pressure velocity coupling PISO 
Pressure discretization PRESTO 
Momentum discretization Second order upwind 
Species discretization Second order upwind 
Time discretization Second order implicit 
Space discretization Least squares cell-based gradient 
 
In table 3 a recap of AMG solver related parameters: 
Table 3 
AMG solver specifications 
Pressure equation  Flexible cycle 
Momentum equation Flexible cycle 
Species equation V cycle with BiCGSTAB 
 
 
5.2 SIMULATIONS IN ABSENCE OF ANY KIND OF ADVECTION 
 
In these particular situations the average size of the new phase grows 
proportional to 𝒕𝒕𝟏𝟏/𝟑𝟑 , this though is achieved only if the Peclet number 
is small enough: 
𝑃𝑃𝑒𝑒 ≈
𝑑𝑑𝑎𝑎
µ𝐷𝐷
                                                                                    (5.2) 
 
In the simulations made it was about few millionths (it depends on the 
particular value of the surface tension that varies with temperature). 
In figure 3 it is plotted the ratio between the average droplet radius 
and the channel width against time in a 2500 cells domain. 
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Figure 4 
 
As portrayed in Figure 4 the scaling is respected very well.
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5.3 APPLICATION OF A COUETTE 
 
The next step is to observe the system behavior with a non zero 
velocity initial condition, at first a linear velocity profile is 
imposed (it is called Couette). Nonetheless it is crucial to evidence 
how there is a macroscopic advection and so the definition of the 
Peclet number changes: 
𝑃𝑃𝑒𝑒 ≈
𝑢𝑢𝐻𝐻2𝐷𝐷                                                                                     (5.3) 
 
Where 𝑯𝑯 is the channel width. 
 
 Validation 
 
The presence of advection makes the droplet radius growth law change, 
now it should be a linear function of time; in these situations it is 
also interesting to check how the growth law behaves shifting the 
relative magnitude of the Korteweg stresses and the macroscopic 
advection; their ratio can be expressed by means of the following 
dimensionless number: 
𝑘𝑘 = 𝐻𝐻
𝑎𝑎
𝛤𝛤µ
𝑅𝑅𝑇𝑇
𝜌𝜌
𝑀𝑀𝑊𝑊
                                                                       (5.4) 
 
in Figure 5 there is the average droplet radius growth plotted against 
time with a modest advection ( k=3*10-4 )      
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 Figure 5
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 In Figure 5 the scaling is respected too, but the droplet radius stop 
growing after long times, this due to the counter action of the 
external velocity gradient that stretches the droplets and hinders 
their coalescence.    
 
  Stationary  radius dimension 
 
In the previous section it has been observed how the system reach a 
stationary droplet average size. Now it must be seen whether this 
value is a function of the relative magnitude of the Korteweg stresses 
and the macroscopic gradient applied. Figure 6 and Figure 7 portray 
the answers.  
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Figure 6 
 
In Figure 6 it is pretty clear that the stationary value of the average droplet size changes 
shifting the parameter 𝒌𝒌; moreover the linear scaling tends to be respected for shorter times the 
bigger the velocity gradient is. 
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Figure 7 
 
 
In this last picture the trend of the stationary droplet size can be observed; even though more 
data are needed, it is clear how the stationary droplet size increase at the beginning and then 
tends to an asymptotic value.    
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6 CONCLUSIONS 
 
This thesis work represents a successful implementation of the diffuse 
interphase model, now many possibilities open up: 
• Description of a 3D system where occurs spinodal decomposition 
• Addition of more complex boundary conditions like preferential 
wettability with surfaces 
• Implementation with a mesh adaption algorithm to describe 
macroscopic systems 
If the aforementioned tasks were to be succeeded at, the following 
problems could be tackled very rigorously: 
• Liquid-liquid separation processes where preferential wettability 
with a solid membrane of sieve is exploited  
• Water boiling in industrial boiler, often this phenomenon is 
described with empirical or semi-empirical equations that are 
tied with the geometry of the system and its Reynolds number; 
this would not occur if the diffuse interphase theory were to be 
implemented. 
• Heat exchanging phenomena whenever the heating or cooling medium 
is a biphasic mixture, one component would travel at the center 
of the tube, the other would smear over the wall forming an 
annulus, and so the heat transfer coefficients could be 
evaluated. 
 
The hope is to finally close the loop one day. 
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