ABSTRACT Methods for image registration, segmentation, and visualization of magnetic resonance imaging (MRI) data are used widely to help medical doctors in supporting diagnostics. The large amount and complexity of MRI data require looking for new methods that allow for efficient processing of this data. Here, we propose using the adaptive independent subspace analysis (AISA) method to discover meaningful electroencephalogram activity in the MRI scan data. The results of AISA (image subspaces) are analyzed using image texture analysis methods to calculate first order, gray-level co-occurrence matrix, gray-level size-zone matrix, gray-level run-length matrix, and neighboring gray-tone difference matrix features. The obtained feature space is mapped to the 2D space using the t-distributed stochastic neighbor embedding method. The classification results achieved using the k-nearest neighbor classifier with 10-fold crossvalidation have achieved 94.7% of accuracy (and f-score of 0.9356) from the real autism spectrum disorder dataset.
I. INTRODUCTION
Over recent years, quick development of brain imaging techniques has opened new horizons in analysing and studying how the human brain functions. Magnetic resonance imaging (MRI) has made significant progress in exploring anatomical features of the brain and assessing brain traumas. Dynamic MRI allows non-invasive analysis and visualization of anatomical and functional changes of the internal brain structure through time [1] . The increasing research in the area of brain MRI have generated huge amount of high quality data. The analysis and visualization of MRI datasets has become an exhausting and complicated task for clinicians. The process of manual analysis is often time-demanding and exposed to errors. These difficulties in the analysis of the brain scan MRI data require the development of new powerful computerized methods, which are able to handle big data and provide improvements for automated disease diagnostics. Such methods for MRI analysis can be used to provide decision support in the smart e-health systems.
The MR image is a two-dimensional matrix of pixels, characterized by their spatial location and intensity. Using the texture analysis of MRI one can assess the structural patterns of image pixels that reveal the internal organization of a living tissue. Such texture features represent the distribution of magnetic field intensities that reflect the structure of the analyzed tissue [2] . The analysis of texture parameters using statistical and mathematical methods can reveal tumours [3] , microbleeds [4] , atrophy [5] and other types of brain tissue abnormalities.
Functional MRI (fMRI) has been used for diagnostics of Autism Spectrum Disorder (ASD) [6] , [7] . ASD is a childhood neuro-developmental disease that hinders the abilities for social communication, interaction, and other cognitive functions in children. Currently, about 1 in 59 children has been diagnosed with ASD of some degree, which may include mild speech and language impairments, but also more debilitating symptoms such as intellectual impairment or cerebral palsy [8] . Accurate early diagnosis using the results of MRI data analysis [9] , [10] and timely intervention, may tremendously improve the outcome [11] .
The analysis of the MRI images can be realized using various space domain methods. Independent component analysis (ICA) can separate multivariate signals into statistically uncorrelated non-Gaussian constituents. ICA has been adopted for analysis of MRI data multiple times before [12] , [13] , [14] . However, ICA is essentially a linear analysis method, which means that after applying ICA on images the residual statistical dependences remain [15] . The extensions of ICA have been proposed such as Topographic ICA (TICA) [16] , Independent Subspace Analysis (ISA) [17] , and Slow Subspace Analysis (SSA) [18] . In TICA, information on energy correlations from the linear filters is used to construct a two-dimensional cyclic grid with distance between components reflecting stronger correlations. The ISA and SSA algorithms are similar in their essence, but ISA aims for larger sparsity, whereas SSA aims for slowness.
We propose the Adaptive Independent Subspace Analysis (AISA) method, in which the constraint of mutual noncorrelation in conventional ICA is relaxed by including the mutual independent subspace and introducing disparity of subspaces with the general form of super-gaussian Probability Density Function (PDF) rather than the Laplace PDF in ISA. We demonstrate that using the AISA method we can discover physiologically plausible sources of meaningful EEG activity in the brain MRI scan data. 
II. METHODS AND MATERIALS

A. OUTLINE OF METHODOLOGY
The methodology for classification of the brain MRI scans using the Adaptive Independent Subspace Analysis (AISA) and texture features of image subspaces is outlined in Figure 1 and explained in more detail in subsections II.B-II.G below.
B. DATA
We used the MR images produced by standard MRI protocols, which are the T1-weighted brain tissue images [19] .
C. IMAGE PREPROCESSING
Image preprocessing stage involves a series of operations applied on the slices of MRI bran scan images before the extraction of texture features. These operations include resizing of images, sharpening by digital filters, and intensity normalization. We use a spatial domain low-pass Gaussian filter (The Math Works, Natick, MA, USA) for noise removal and image enhancement. Afterwards, the image is spatially detrended by removing the bias field introduced by lowfrequency in-homogeneity of the magnetic field and variations in the sensitivity. Such correction of the bias field is an important step for the efficient segmentation and registration of brain MRI. The bias field is modelled as low-frequency multiplicative field.
Suppose that we place all image elements I (i, j) into an m × 1 column vector X = (x 1 , . . . , x m ) , where x k represents the observed intensity of the k−th pixel, and m is the total number of image elements. The degradation effect of each image pixel can be expressed as X =X · b, wherex k is an ideal intensity of the k−th pixel and b is an unknown smoothly varying bias field. For normalization of the MRI pixel intensity value, histogram normalization was adopted, which stretches the histogram of the MRI image to include all pixel intensity levels of the image.
D. INDEPENDENT SUBSPACE ANALYSIS (ISA)
Let an image be a 2D spatial function I (i, j) , where i, j, denote the spatial coordinates. The value of the function I (i, j) represents the intensity, which is commonly visualized using the gray values in the brain images. Each element of an image element is defined by its intensity value and its spatial coordinates (i, j) for pixels, where i is the row, and j is the column.
Independent Subspace Analysis (ISA) [20] represents observations X as X = AS, here A is the invertible mixing matrix, and S are mutually independent components (sources). When performing Independent Component Analysis (ICA), it is assumed that components S are statistically independent and have a non-gaussian distribution. Learning is implemented by maximising non-gaussianity of S using a function g A T X , where g is a non-linear function, such as tanh in FastICA [21] . ISA divides the components into two or more subspaces, and defines their norms as:
The ISA components are found using the maximum likelihood method [22] .
E. ADAPTIVE INDEPENDENT SUBSPACE ANALYSIS (AISA)
In the AISA method, the requirement of mutual independence in ICA is relaxed by including the mutual independent subspace and introducing the disparity of subspaces with the general form of super-gaussian PDF rather than the Laplace PDF in ISA. The general form of the super-gaussian distribution [23] is given by
here α > 0 and r ∈ (0, 2). According to the normalization of Eq. 2, β is expressed as follows:
Similarly to the linear transformation in ICA [24] , we assume that components have linear relation to other components in interior subspace. The square of the L2 norm of the linear projection of data X in the subspace S j expanded by a group of orthonormal basis {w i } i∈S j is defined as z j , given by
The AISA model is built on the super-gaussianity of z j in basis of the sparseness of the norm of projection of visual data on any subspace. The learning rule is defined by estimating multi-parameter that maximize the likelihood of z j based on the general super-gaussian PDF.
Rather than the factorization of independent multi-variable
mutual information, kurtosis and negentropy are originally applied to approximately calculate the independence of sources. Nevertheless, we apply super-gaussian PDF via the factorization of multi-variable on the norm of data projection in a subspace. The complete AISA model is given by
here
According to the normalization of super-gaussian PDF, the expectation likelihood function E of the component Z is given by:
where
The independent subspace S j , j = 1, 2, · · · , n in (4) are hard to count, similar to the number of the functional neurons in brain.
For example, on the basis of the 2-dimensional subspace, the independent subspace matrix H is depicted by the second order square matrix with uniform elements in the block diagonal matrix.
Therefore, the AISA model (6) can be rewritten as follows:
Whitened or sphering preprocessing as a basic trick in ICA in terms of E{X } = 0 and E{XX T } = I , where I is the identity matrix, and E(θ j ) is the normalization factor.
The approximate expectation of ∂α j z r j j ∂θ j could be achieved by the Markov Chain Monte Carlo (MCMC) resampling method with k steps under P(z j ; θ j ).
As a consequence, instead of the basic gradient of the multi-parameter and R in (8), the approximation Contrastive Divergence (CD) method facilitates to obtain the fast updating formulas given as:
here < ·, · > Z jk is the is the expectation with k steps resampling Z jk under P(z j ; θ j ). Then w i , i ∈ S j should be optimized in sequence under the assumption of the subspace matrix H .
Hence, after the updating multi-parameters α j and r j in the subspace S j , w i , i ∈ S j , is updated by the gradient of (8) given by:
Finally, W should be ensured after the each iterative update in accordance with the constraint in formula (8) since that the orthonormality of W originates from the whitened processing in ICA.
F. TEXTURE ANALYSIS AND IMAGE FEATURES
Image features identify unique characteristics of an image structure to be classified. Image features can include quantitative metrics and shape descriptors aiming to discriminate between the regions of interest and their background. The result of image classification depends on selection of most informative features.
Texture analysis can provide valuable information on the MRI images [25] . Typically, the image patterns or texture is defined by a feature vector in the multi-dimensional feature space.
The statistical features are based on first order (intensity) and second order statistics of image pixel intensity values. The first order features include the mean, median, and standard deviation of the pixel values and characterise the histogram of image pixel intensity values: the spread of values around the mean (variance), ''peakedness'' of the histogram (kurtosis), its asymmetry (skewness) and uncertainty in the image pixels (entropy). However, the first order features do not provide any information on the spatial distribution of image pixels.
The second order descriptors are calculated using gray level cooccurrence matrix [26] . The gray-level co-occurrence matrix (GLCM) method [27] calculates the joint probability of two pixels, which have matching gray-level values, with a distance (pixels in a dimension) apart along complexity, homogeneity, correlation, and local contrast of an image. Modified gray-level co-occurrence matrix (MGLCM) method [28] generates textural features and provides information about the patterns in MRI brain scans. The 19 texture features used in our work were extracted from MGLCM. The GLRLM features were implemented according to definitions provided in [29] and [30] and summarized below according to [31, Table 1 ]. The gray-level size-zone matrix (GLSZM) features characterize the image by looking into certain regions of similar gray levels instead of looking into certain directions as in GLCM and GLRLM. The GLSZM features were extracted according to Thibault et al. [32] . The neighbourhood gray-tone difference matrix (NGTDM) features, initially developed by Amadasun and King [33] , describe the visual properties of texture based on a certain pixel and its neighbourhood. The NGTDM features were found useful in some recent studies in differentiating malignant from benign tumours.
The computation of the image texture features used is summarized in Table 1 .
G. EMBEDDING
The feature representations extracted by the AISA approach are projected onto the two-dimensional space using the t-distributed Stochastic Neighbor Embedding (t-SNE) method [34] . The method represents each high-dimensional item by a two-dimensional point so that similar items are represented by nearby points and dissimilar items are represented by remotely located points. The t-SNE method is well-suited for mapping high-dimensional data for visualization into a low-dimensional space. First, the t-SNE method calculates a probability distribution over pairs of items in a high-dimensional space so that similar items have a high probability to be selected, whereas dissimilar points have a low probability of selection. Next, t-SNE defines a similar probability distribution over the items in the low-dimensional space, while minimizing the Kullback-Leibler (KL) divergence between both probability distributions. 
FIGURE 2.
The dataset used in this paper was made by eliminate the first three slices and last three slices for the incomplete images captured by scanner machine. The images shown here are extracted from the dataset for eight seconds per slide instead of the original two seconds.
H. CLASSIFICATION
We use the K-nearest neighbor (KNN) classifier, where each tested pixel is classified according to the majority vote of the training pixels with closest values. The classifier is fast and it is especially suitable if a large number of training data are available such as in case of MRI image slices. Moreover, it makes no assumption about the statistical distribution of data. Here we have a binary KNN classifier with positive class defined as 'autistic', and negative class defined as 'normal'.
I. PERFORMANCE EVALUATION
To evaluate the classification outcomes we used True Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN). Here TP indicates a number of pixels that are properly classified to abnormal brain, FP enumerates a number of pixels that are improperly classified to abnormal brain, FN denotes a number of pixels that are improperly classified as normal brain, and TN signifies a number of pixels that are properly classified as healthy brain. These numeric values can evaluate the classification process in terms of the accuracy, sensitivity, specificity, and F-score measures as follows:
III. RESULTS AND DISCUSSION
A. DATASET
We used the NAMIC dataset (http://insight-journal.org/midas/ community/view/24) of MRI brain images. The dataset contains data for 2 autistic children and 2 control subjects (male, female) scanned at 2 years and at 4 years using a 1.5T Siemens scanner. Face information has been removed from the images manually. Here we analyzed the T1-weighted images with a slice thickness of 1.5 mms in the coronal plane. Each MRI data file contains 192 slices of grayscale brain images (size 256 * 256). We eliminate the first three slices and last three ones for the incomplete images caused by the scanner machine. The images shown in Figure 2 are extracted from the dataset for eight seconds per slide instead of the original two seconds, because the images have much redundancy. Then the black edges are cut off and the size of the image is adjusted to 200 * 200. At last, MRI brain scan image slices are presented in Figure 2 , where the first four rows are obtained from the autistic group and the rest are control group.
The 13-th sample from autistic group and control group is shown separately in Figure 3 (a) and (b) , where the every row is the same child for different years.
Then the image preprocessing is applied on the resized slices with sharpening by digital filters, intensity normalization for autistic group and control group of subjects.
B. EXPERIMENTAL SETTINGS
All calculations were performed using MATLAB R2015a (The Math Works, Natick, MA, USA), on Windows 10 OS. For each image of MRI, 49 features were extracted using the feature extraction methods described in Section II. First, the AISA method was applied to decompose the fMRI data into spatial components (image subspaces). The dimension of subspace S i is set at 2. And 100000 training image patches (32 * 32) X are randomly sampled from 144 slices. Before applying them for AISA to learn the features, we make whitening process on the patches after reducing the dimension to 256.
For simplicity, we also define X as the patches after reprocessing to maximize AISA model (8) and update the multiparameter r j , α j , w i (i ∈ S j ) via (9) and (10) with original learning rate µ = 0.15, adjustable parameter of learning rate τ = 4/5 and the maximum iteration γ = 800.
C. RESULTS
An example of spatial components (filters and features) learned using the AISA method, when trained on 100000 MRI scan image patches assuming two-dimensional subspace, are given in Figure 4 . Then, texture analysis was applied on extracted image subspace and values of texture features (defined in Table 1 ) were calculated. 
D. EVALUATION
Analysis of variance (ANOVA) was used for statistical significance analysis with the critical value α set to 0.05. Here we present only the most significant features obtained from image texture analysis. The high value of the F-statistics signals that the classes are significantly separated from one from another, while the significance of the F-value is defined by the p-value (see Table 2 ).
The texture representations of the image subspaces extracted by the AISA approach have their dimensionality reduced by projecting them onto a 2D space using the T-distributed Stochastic Neighbor Embedding (t-SNE) method [34] . As shown in Figure 5 , the autistic and nonautistic (control) samples are well separated, which demonstrates the capabilities of the AISA method.
The within-subject classification results achieved using k-NN classifier (k = 8) with 10-fold cross-validation have achieved 94.7% of accuracy (specificity of 0.9482, sensitivity of 0.9229, and f-score of 0.9356). 
IV. CONCLUSION
We proposed an AISA framework for MRI data analysis and demonstrated its application to the brain scan data. The method derived independent subspaces. Then the texture features are extracted and feature dimensionality is reduced using t-SNE embedding for discriminative classification. Finally, the KNN classification is applied. The experimental results on the NAMIC dataset validated the efficacy of our method. An accuracy of 94.7% was achieved using the proposed method.
Therefore, the image subspace texture-based classification can be used for assessing differences between normal and autistics brain fMRI image slices within brain tissue.
In future research we plan to extend MRI image analysis beyond texture-based features and include image moments and shape features to improve the accuracy. 
