ABSTRACT With the development of the Internet of Things (IoT) technology, its application in the medical field becomes more and more extensive. However, with a dramatic increase in medical data obtained from the IoT-based health service system, labeling a large number of medical data requires high cost and relevant domain knowledge. Therefore, how to use a small number of labeled medical data reasonably to build an efficient and high-quality clinical decision support model in the IoT-based platform has been an urgent research topic. In this paper, we propose a novel semi-supervised learning approach in association with generative adversarial networks (GANs) for supporting clinical decision making in the IoT-based health service system. In our approach, GAN is adopted to not only increase the number of labeled data but also to compensate the imbalanced labeled classes with additional artificial data in order to improve the semi-supervised learning performance. Extensive evaluations on a collection of benchmarks and real-world medical datasets show that the proposed technique outperforms the others and provides a potential solution for practical applications.
I. INTRODUCTION
Nowadays, IoT has been changing the way of our life from different aspects [1] - [6] . Especially, its application in medical treatment and healthcare [7] , [8] has shown a strong evidence of that health service has a dramatic changes with the development of IoT technology, where patients can use the health applications on their smartphone to book appointments without calling doctor's office or hospital reception, the doctors are able to obtain the patients' information and monitor medical equipment and drugs anywhere with their mobile devices. IoT technology boosts the connectivity, and generates large volume of data in the health service. With such large complex medical datasets, how to build a highquality IoT-based clinical decision support system driven by data classification model has been an urgent research topic for recent years.
The major job taken by clinical decision support system is the classification task where a classifier trained on the labeled examples (i.e., history patients) with a number of features (i.e., clinical findings), is adopted to assign a class label to a query example (i.e., visiting patients), and the label determines one of predefined classes representing possible diagnoses. Many clinical decision support systems [9] - [13] have been investigated and applied for the diagnosis of various diseases, especially for cancer. In general, the better classifier is achieved from more available data representing previous experience. However, there are several challenges and practical limitations associated with medical data collected from IoT-based platforms. First, the amount of medical data collected via IoT platforms is extremely large, but the amount of labeled set is comparably small. Second, the medical dataset obtained in IoT-based healthcare system is quite diversified, which always leads to the imbalance of classes.
In the case of small labeled set, semi-supervised learning [14] provides an appropriate solution of constructing a good classifier on the limited amount of labeled data and large amount of unlabeled data. Such approach has been successfully applied to natural language processing [15] , [16] , disease prediction [17] , image classification [18] , [19] , face recognition [20] , action recognition [21] and person reidentification [22] . While semi-supervised learning has also achieved outstanding performance in solving the problem of small data [23] , [24] . Although semi-supervised learning requires less human effort and give a better classification performance than supervised and unsupervised counterparts, it normally works under certain assumptions [14] , and there is minimum portion of labeled set required to determine these assumptions for accomplishing the semi-supervised learning task.
In the case of imbalanced dataset, most learning algorithms tend to identify the majority class and lose sight of the important of minority class. Therefore, some sampling-based approaches [25] - [29] are developed to balance classes via either oversampling or under-sampling, but it is still unclear that which sampling strategy is suitable for the target dataset. Moreover, both oversampling and under-sampling have their weakness. The under-sampling may remove certain important examples, and oversampling can lead to over-fitting on the learning process. On the other hand, synthetic data generation is another approach to overcome imbalance classes by adding artificially generated data. The SMOTE [30] is typical synthetic data generation approach that generates an arbitrary number of synthetic minority examples to push the classifier learning bias toward the minority classes. However, SMOTE intends to create the artificial examples by only taking account the neighborhood of minority classes and the class population, whereas the distribution of examples from the majority classes are ignored, consequently it causes the major drawbacks of that (1) generation of too many examples around unnecessary minority examples does not facilitate the learning of the minority class; (2) the noisy examples are possibly introduced in areas of the majority classes; (3) boundaries between the classes is disrupted by the increased overlapping among classes. In addition, SMOTEBoost [31] is proposed to embed SMOTE within the Adaboost procedure, such approach utilizes SMOTE for improving the accuracy over the minority classes, further utilizes boosting to maintain accuracy over the entire dataset. However, such approach is quite sensitive to the noised examples and outliners, and always becomes infeasible in the realworld applications.
As for IoT-based health service system, the effective and efficient analysis of long-term medical data for supporting clinical decision making is a promising objective in this decade, but obtaining a good classifier on imbalanced and small portion of labeled medical data collected from IoTbased platform is quite challenging. Due to the above, this paper presents a novel semi-supervised learning approach in association with generative adversarial networks to overcome both problems of small labeled data and imbalanced classes. In summary, our contributions can be highlighted as follows.
(1) In our approach, GAN is optimally configured to generate artificial labeled set that has similar distribution to original dataset. Such compensation of labeled set can significantly improve classification accuracy, and further improve the generalization ability of semi-supervised learning. (2) As considering the imbalance classes commonly occurred in medical data obtained from IoT-based platform, our approach is proposed to compensate the imbalanced classes via GAN-based sampling. (3) By combining the strength of self-training and cotraining, our semi-supervised learning model is proposed to significantly improve the reliability of predicted labels on the unlabeled set. (4) It is quite time consuming and costly to manually label large amount of medical data, but our approach is able to automatically label medical data due to its superior semi-supervised learning performance, which gives the significant value to the medical data exploration and management. The rest of this paper is organized as follows, section II presents the semi-supervised learning approaches and generative adversarial networks related to the proposed approach. Section III describes the proposed semi-supervised learning approach with the details of major techniques developed, followed by the practical clinical decision support model based on our approach. Section IV reports the experimental results on the benchmark and rea-world medical datasets. Finally, the conclusion is drawn in section V.
II. RELATED WORK
In this section, we overview both of semi-supervised learning approaches and generative adversarial networks related to our proposed approach.
A. SEMI-SUPERVISED CLASSIFICATION
Labeled data is often difficult, expensive and time-consuming to obtain with a large amount of human efforts, while massive unlabeled data can be easily collected. Semi-supervised learning is developed to build a good learner on both of labeled and unlabeled data, and the semi-supervised learning approaches can be categorized into either semi-supervised classification or semi-supervised clustering. However, most of approaches are proposed as supervised learning manner for classification task. In machine learning community, semisupervised learning has drawn much more attentions for recent years, due to its significance in practical applications. VOLUME 7, 2019 Semi-supervised support vector machines are a very popular type of semi-supervised learning approaches, including semi-supervised support vector machine (S3VM) [32] , safe semi-supervised support vector machine (S4VM) [33] , transductive support vector machine (TSVM) [34] , and semi-supervised support vector machine using label mean (meanS3VM) [35] .
S3VM [32] is built from support vector machine using all available data from both of labeled and unlabeled sets. It aims to assign class labels to the unlabeled set such that the optimal support vector machine is obtained. Such approach becomes a form of supervised learning with empty unlabeled set, and unsupervised learning with empty labeled set. However, its performance sometime becomes inferior to that of without using unlabeled data.
Therefore, S4VM [33] is developed to use only the unlabeled data which are very likely to help improve the semisupervised learning performance while keeping the unlabeled data which are with high risk to be untouched. S4VM intends to exploits the candidate low-density separators simultaneously to reduce the risk of identifying a poor separator with unlabeled data. Specifically, S4VM finds diverse largemargin low density separators, and then optimizes the label assignment for the unlabeled data in the worst case under the assumption that the ground-truth label assignment can be realized by one of the obtained low-density separators.
TSVM [34] is originally developed for binary classification problems. It tries to consider various possible label assignments for unlabeled data. That is to treat each unlabeled data as a positive or negative sample, and then seek one in all data in these results, which includes labeled data and the partitioned hyperplane that maximizes the interval on the unlabeled data assigned by the labels. Once the partitioned hyperplane is determined, the final label assignment of the unlabeled sample is the predicting outcome.
S3VM crucially suffers from inefficiency issue of that optimization problem of its objective function is formulated as a mixed integer programming problem and so is computationally intractable in general. On the other hand, TSVM [34] also incurs a significant computational burden since a large number of iterations has to be carried out during the learning process of TSVM. In contrast, meanS3VM [35] proposed as a fast semi-supervised support vector machine learning method based on class-center estimation. Such approach does not need to estimate the labels of all unlabeled data, instead, the construction of the learning model can be achieved only by estimating label means of unlabeled data, greatly improving the efficiency of the S3VM. Such approach has a great computational advantage in comparison with other semi-supervised support vector machines. In our experiments, the common semi-supervised support vector machines (MeanS3VM, S4VM, and TSVM) are selected to compare with our algorithms.
B. GENERATIVE ADVERSARIAL NETWORKS
In recent years, GAN has been widely used in image processing [36] - [38] and natural language processing [39] , [40] .
The basic idea of Generative Adversarial Networks (GAN) [41] originally came from game theory [42] . It consists of generative model named as generator and discriminative model named as discriminator in a competitive setting. The generator produces artificial examples that are intended to come from the same distribution as the training data. While the discriminator determines whether an example is obtained from real data or artificially created by a generator. In fact, GAN establishes an adversarial game between the generator and the discriminator. As the adversarial player to discriminator, the generator continuously optimizes its generative model to generate the indistinguishable pseudo examples according to the discriminant loss of the discriminator. On other hand, the discriminator iteratively learns from the training set with two classes (real and fake) via supervised learning manner. The objective function of GAN is shown below:
where a generator G aims to generate samples G(z) from the generator distribution P G , its role is transforming a input noise variable z into the desired data space x. This generator is trained by playing against an adversarial discriminator D that aims to distinguish between samples from the true data distribution P data and the generator's distribution P G . So for a given generator, the optimal discriminator is D(x) = P data (x)/(P data (x) + P G (x)), while the optimal generator is obtained when P G (x) = P data (x) Therefore such game can be formulated in the minmax objective function shown in equation (1)
III. DESCRIPTION OF OUR APPROACH
In this section, we first put forward the proposed semisupervised learning approach in association with GAN, and describe its implementation detail on small labeled data and imbalance classes. Second, we present the framework of IoT-based clinical decision support system based on the proposed semi-supervised learning approach.
A. SEMI-SUPERVISED LEARNING APPROACH IN ASSOCIATION WITH GAN
Self-training and co-training are the most popular semisupervised learning approaches. In self-training approach, a classifier is initially trained on the small labeled set, and the trained classifier is used to classify the unlabeled set, which is assigned with pseudo labels. After that, the part of unlabeled set with the most confident pseudo labels are selected, and added into the labeled set. The classifier iteratively trains itself with the labeled data and selected unlabeled data. On the other hand, co-training splits the features of labeled set into two sub-sets as two views, which are conditionally independent. Two classifiers are trained on two sub-sets respectively, and classify the unlabeled set with pseudo labeled. Then, the most confident unlabeled data determined by one classifier is fed into another classifier as additional pseudo labeled data for further training. For both approaches, it is obvious that the selection of confident unlabeled data with pseudo labels crucially determines the performance of semisupervised learning. However, the reliability of predicted labels cannot be always guaranteed due to the limitation of single classifier and variousness of target dataset. Therefore, we intend to combine the idea of both self-training and cotraining. In our approach, two different base learners trained on the labeled set are adopted to classify the unlabeled set, then the confident unlabeled data with same pseudo labels, which are assigned by two base learners, are added into the labeled set for next iteration of learning. After a number of iteration, the label set is no longer changed, we will discard the unlabeled set if it is not empty. Such ending procedure will significantly prevent performance degeneration incurred by the unlabeled set with uncertain pseudo labels.
In fact, it is quite challenging to train the semi-supervised learning approaches on imbalanced and extremely small portion of labeled set. In order to cope with these problems, we further improve our approach by adopting generative adversarial networks (GAN). In our approach, the GAN is used to adaptively construct the training set, which two base learners are sufficiently trained on, by adding artificially generated data to the labeled set at each iteration. After preliminary expansion of labeled set, GAN is used again to populate the expanded labeled set, and further compensate its minority classes. Then, a final classifier is obtained from the well-structured labeled set.
As illustrated in Algorithm 1, our approach is implemented as following:
Predict class labels L model_1 of X U by applying BLearner_1 5.
Predict class labels L model_2 of X U by applying BLearner_2
Assign the pseudo class label to unlabeled instance i 9.
Add X U (i) to X p 10.
end if
Step 1: By taking labeled set as input, GAN generates artificial data with the same amount as input. Such artificial data generation does not only populate the labeled set, but also compensate the imbalanced classes of labeled set. Then, two different base learners are initially trained on labeled data and artificial data, and predict labels of the unlabeled set. After that, the unlabeled data with the same pseudo labels predicted by both base learners are added to the labeled set. Above procedure is repeated until the expansion of labeled set stops. At this point, we discard the unlabeled set if it is not empty.
•
Step 2: By taking the expanded labeled set as input, GAN is used again to generate the same amount of artificial data as expanded labeled set. Then, the final classifier is eventually trained on the both expanded labeled set and artificial set.
B. CLINICAL DECISION SUPPTORT SYSTEM BASED ON OUR APPROACH
In IoT-based health service system, a large amount of medical data can be collected via distributed equipment, which establishes a strong foundation for data-driven clinical decision support functionality. Such decision support system learns medical knowledge from the collected datasets, and simulates the doctors' diagnosis to provide a reliable diagnosis and treatment.
As illustrated in Figure 1 , we extend our approach into a framework of clinical decision support system; it is mainly FIGURE 1. Framework of Clinical Decision Support System based on our approach. VOLUME 7, 2019 designed to achieve a robust performance on the medical dataset with extremely small portion of labeled set and imbalanced classes. The entire framework can be divided into four modules:
• Data Acquisition Module: it collects medical data through multiple sensors on the IoT platform, and then a large number of high uncertain big medical data are always obtained.
• Data Processing Module: it intends to compensate the target medical dataset in the presence of imbalanced classes and small portion of labeled set by using GAN, and then the feature selection is implemented for the preprocessed dataset.
• Semi-supervised Learning Module: it trains our proposed semi-supervised learning approach on the preprocessed medical data with both labeled and unlabeled sets.
• Decision-making Support Module: the well trained semi-supervised learner performs a classification task where a query case such as a patient is assigned by the label that determines the query's membership in one of predefined classes representing possible diagnoses of various diseases.
IV. SIMULATION EXPERIMENTS
To validate our proposed ideas as described in the Section III, we carry out extensive evaluations and experiments via a variety of classification tasks and report our results in this section. The extensive experiments are designed to include three phases: 1) to examine the adequacy of fundamental concepts introduced by our approach, where the proposed semisupervised learning approach in association with GAN is initially applied to benchmarking medical datasets, including UCI medical database (ten general balanced medical datasets and ten imbalanced medical datasets) [43] , and compare with the existing algorithms including meanS3VM, S4VM and TSVM; 2) following that, further experiments are carried out to facilitate comparative testing with three compared algorithms on real-world dataset (cerebral stroke datasets); and 3) finally, a clinical decision support system based on our approach is implemented on the cerebral stroke dataset under the circumstance of IoT-based health service. Classification accuracy [44] is commonly adopted for evaluating the classification/clustering algorithms in the published literature [45] - [49] , it indicates the fraction of predictions that the classifier got right. Its value lies between 0 and 1, higher value means better classification performance. In our experiments, we also evaluate the performance of all the compared algorithms using this criterion, which is defined as follows:
where, L G = {G 1 .....G K } is a class label of target dataset that offers the ground truth and
classification results on the target dataset produced by a learning algorithm. In our experiment, each dataset is divided into training set and test set, where 70% of the dataset are used for training, and the rest is used for testing. For training set, we randomly select 10 instances as labeled set and use the remaining data without label information as unlabeled set. In our approach, we adopt support vector machine (SVM) [50] , [51] and K nearest neighbor (KNN) [52] , [53] as base learners, and SVM (both linear and RBF kernel based) as final classifier for only demonstration purpose, essentially they can be replaced by any conventional machine learning algorithms. The 10-fold cross validation method was applied for the evaluation, and the average values and standard deviations of classification accuracies are reported in Table 2 and  Table 3 . In fact, the average value of classification accuracies indicates the generalization ability of evaluated classifiers on testing set, while standard deviation refers to the stability of the classifier.
A. EXPERIMENTS WITH BENCHMARK DATASETS
In the first phase of our simulation tests, we evaluate the performance of the proposed approach with general classification task on a collection of benchmark datasets. As illustrated in Table 1 , the benchmark datasets include 20 medical datasets collected from UCI database [43] , their size ranges from 80 to over 2000 instances, and the dimensionality ranges from 3 to more than 30 features. The datasets indexed 1 to 10 shown in Table 1 are constructed with balanced classes, and the rest are imbalanced. As the benchmark datasets originally consist of training and testing sets for classification tasks, we merge two sets as a whole for the convenience of our own division of training and testing sets in our simulation experiments.
Initially, we compare our approach with three semisupervised learning approaches, including mean S3VM, S4VM, TSVM. The SVM-based approaches are implemented by using both linear and RBF kernels, where the parameter C 1 is fixed to 10 and C 2 is fixed to 0.1 for meanS3VM and parameter ε is fixed to 0.1 for S4VM. In our approach, GAN is initially used to compensate the minority set if there is one, and then further generate 50 positive and negative artificial samples for training set. In our experiment, the parameters of GAN are pre-defined as that the learning rate parameter a is fixed to 0.01, momentum parameter m is fixed to 0.9, iteration number is 5000, and batch size is 32. As a matter of fact, above parameters of GAN are selected as the optimal one through a series of attempts. The GAN with such parameters is able to generate the artificial dataset with the distribution close to the original data. As a simple example, Figure 2 illustrates that the Gaussian distribution of original dataset can be approximated by the artificial dataset generated by the pre-parameterized GAN.
Due to the fact that the baseline semi-supervised learning approaches do not have public implementation code available, we implement these approaches in Matlab simulation, and report the average simulation results of ten runs for fairness of the comparison with our approach. Table 2 lists the classification accuracies of the testing approaches on balanced medical dataset. It can be seen that our approach win on 6 of the 10 datasets with both kernels respectively, meanS3VM win on one datasets with both kernel respectively, S4VM win on two datasets with linear kernel, and three datasets with RBF kernel. While TSVM just outperforms others on one dataset with RBF kernel. In the terms of pairwise comparison, our approach is found to be superior to meanS3VM on 6 of the 10 datasets with linear kernel, and 7 of the 10 datasets with RBF kernel. On other FIGURE 2. The data distribution of labeled set. The blue line represents the original data distribution, while the orange line represents the distribution of artificially generated dataset.
hand, our approach outperforms S4VM on 7 and 6 of the 10 cases with linear and RBF kernel respectively. In comparison with TSVM, our approach achieves better results on 8 and 6 of the 10 cases with linear and RBF kernel respectively. These results significantly demonstrate the outstanding performance of our approach in comparison with state of the art semi-supervised learning algorithms on the balanced medical datasets. Table 3 lists the results achieved by the testing approaches on the imbalanced medical datasets. It is obvious that our approach is found to be superior to meanS3VM on 7 of the 10 datasets with linear kernel, and 6 of the 10 datasets with RBF kernel. In comparison with S4VM, our approach achieves better performance on 7 and 6 of the 10 datasets with linear and RBF kernel, respectively. Meanwhile, our approach also outperforms TSVM on 8 and 6 of the 10 datasets with linear and RBF kernel respectively. As a whole, our approach achieves the best results on 8 and 7 of the 10 datasets with linear and RBF kernel respectively. For imbalanced dataset, we can see that our approach always has the best performance on the same dataset with both linear and RBF kernels simultaneously. It significantly demonstrates the robustness of our approach.
In summary, Table 2&3 show that our approach generally achieves higher average value and lower standard deviation of classification accuracy than the others, which sufficiently demonstrate the outstanding performance of our approach in term of accuracy and stability. It is due to that our approach is proposed to effectively select the most reliable unlabeled data to improve the learning output, while more importantly, it successfully excludes high risky unlabeled medical data so that the semi-supervised learning performance would never been degenerated, moreover, GAN is used to not only populate the labeled set, but also ensure the class balance of the training set.
B. EXPERIMENTS WITH CEREBRAL STROKE DATABASE
Cerebral stroke is an acute cerebrovascular disease, caused by a sudden burst of blood vessels in the brain, or a blockage that hinders blood flowing into the brain. At present, there is no universally recognized effective treatment for stroke, and different types of stroke are treated differently. Now, the carotid artery type B ultrasound and the results of TCD detection are used as dynamic tests for the patient, but clinicians can only distinguish diseases according to the patient's symptoms and signs of the disease. There is a problem of that clinicians' decision is often affected by individual experience, knowledge, condition, etc. The evaluation is determined by many factors. Classifying cerebral apoplexy patients accurately and rapidly before the TCD provides diagnostic results is an urgent need in medical area. With the development of Internet of things and machine learning, a machine learning based clinical decision support system was established to help experts classify patients.
In this part of experiments, we apply our approach to the cerebral stroke database in order to illustrate its potential for practical applications in clinical decision support. The cerebral stroke database was obtained from a hospital in Kunming, China by performing the experiments using a RFID device for one year subjects. The experiments were carried out complying with the highest ethical standards both locally (Bioethical standards provided by the people's hospital of Yunnan province) and internationally (documents provided by the World Health Organization), and supervised by the expert physicians at all time. As shown in Table 4 , this dataset contains 11039 Stroke patient including 100 labeled data with 80 cases of cerebral infarction and 20 cases of cerebral hemorrhage, and 10939 unlabeled data. The cerebral stroke database is characterized with a total of 33 attributes. To evaluate the classification performance on the cerebral stroke database, we also compare our approach with aforementioned semi-supervised learning appraoches, incluing meanS3VM, S4VM and TSVM, by following the previous experimental protocol. As shown in Figure 3 , our approach still achieves the best performance among all the compared approaches for real-world medical dataset.
Intuitively, semi-supervised learning approach should produce better classification result by feeding more labeled data during learning process. In order to justify such assumption, we further investigate the performance of the testing approaches with different amount of labeled training data on the cerebral stroke database. Figure 4 & 5 illustrate that there is an increasing trend of classification accuracy with more known labeled data, and our approach achieves the best classification performance with a quick convergence of learning process in comparison with others. From different perspective, it also indicates that the accuracy of label prediction on the unlabeled set essentially determines the performance of semi-supervised learning. In our approach, we intend to improve the reliability of predicted labels via combination of self-training and co-training. 
C. IMPLEMENTATION OF CLINICAL DECISION SUPPTORT SYSTEM ON CEREBRAL STROKE DATABASE
Clinical decision support system can greatly improve the efficiency of the disease diagnose, and help doctors to make appropriate treatment plans for patients. In this part, we simulate the clinical decision support system based on the compared semi-supervised learning approaches, the procedure of the implementation is described as follows:
• •
Step 2: 70% of labeled set is used for training, and the rest is used for testing set. As shown in Figure 6 , the data distribution of labeled set is imbalanced. Therefore, GAN is used to generate the artificial data for constructing a balanced labeled set, which is shown in Figure 7 . Then, the high-impact attributes (or variables) of the balanced cerebral stroke database are then determined and selected by the pairwise constraints based-feature selection method [54] . • Step 3: a symptom-disease prediction model is established by training a semi-supervised learning approach with the training set of the pre-processed cerebral stroke database.
• Step 4: patients' diagnosis is accomplished by using the classifier trained in Step3 to classify the testing set, each data point in testing set represents a patient, and the determined label represents the corresponding diagnosis of various diseases such as cerebral infarction and brain hemorrhage.
As shown in Figure 8 , our approach achieves the highest classification accuracy in comparison with three state of the art semi-supervised learning algorithms. By giving the preprocessing operation on the target dataset, the classification accuracies of all compared approaches are improved by 2% to 4%. It demonstrates that the framework of the proposed clinical decision support system is not only suitable for our approach, but also applicable to other semi-supervised learning approaches for solving the problems of imbalanced classes and extreme small portion of labeled set, which are commonly appeared in the medical dataset. Finally, we study the computational efficiency of the various approaches. This experiment is carried out by following the setup in Section IV.C on a PC with 3.41GHz Inter(R) Core(TM) i7-6700 running Windows 10 with 8 GB memory. Figure 9 shows the CPU time of meanSVM, S4VM, TSVM and our approach with linear and RBF kernel on cerebral stroke database. It can be seen that the pre-process operation is more time consuming than the actual learning process, and linear kernel-based appraoches are generally faster than the RBF kernels. As a whole, meanSVM is always faster than other approaches, while TSVM is always the slowest one, the CPU time of running our approach is relatvely similar to the S4VM at the middle level of all compared approaches. 
V. CONCLUSION
In this paper, we propose a novel semi-supervised approach in association with GAN for supporting medical decision making in IoT-based health service system. It is mainly designed to solve both problems of extremely small portion of labeled set and imbalanced classes, which is incurred in the most of medial datasets collected from IoT-based platform. In our approach, GAN is used to capture the distribution of real data to generate pseudo-data, where the well-structured training set is then obtained for the final classifier. While our approach also combines both of self-training and co-training in order to make the predicted labels of unlabeled set more reliable, thus significantly improves the performance of semisupervised learning process. Extensive experimental results show that our approach is very competitive in comparison with relevant semi-supervised algorithms on a collection of medical benchmarking datasets and the real-world medical dataset collected from local hospital. In future work, we are going to explore the complementarity of different learning algorithms in order to make an optimal selection of base learners.
