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Abstract
This paper investigates the matrix Dirac systems. Under some conditions on the potential matrices,
it is shown that the spectrum of the Dirac operator is purely absolutely continuous outside the gaps
containing the eigenvalues of q.
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1. Introduction
In this paper, we are concerned with the matrix Dirac system{
y′1 = (λ + 1)y2 − q(x)y2,
y′2 = −(λ − 1)y1 + q(x)y1, (1.1)
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G. Shi, S. Chen / J. Math. Anal. Appl. 312 (2005) 420–434 421where 0 x < ∞, λ = µ+ iν; y1 and y2 denote the n vector-valued functions, q(x) is the
n × n real-valued Hermitian matrix whose entries are locally integrable on [0,∞).
When (1.1) is the one-dimensional Dirac system (n = 1), K.M. Schmidt [13] inves-
tigated the location and nature of the spectrum of the one-dimensional Dirac operator for
potentials infinite at infinity. He gave the results that the whole real line is purely absolutely
continuous spectrum of the operator generated by (1.1), provided limx→+∞ q(x) = ∞ and
1/q is of locally bounded variation and of bounded positive variation near infinity. In this
paper, inspired by [13], by the method which was developed by S. Clark [3,4], we dis-
cuss the location and nature of the spectrum of the matrix Dirac system (1.1). Our results
are different from those of K.M. Schmidt in [13]. It is shown that, under some additional
conditions on the potential matrix q , the spectrum of the Dirac operator associated with
(1.1) is purely absolutely continuous outside some gaps containing the eigenvalues of q .
When n = 1, the operator become the one-dimensional Dirac operator, our results extend
the result of K.M. Schmidt [13] to the higher dimensional cases.
2. Basic facts and notations
System (1.1) can be written as a linear Hamiltonian system
Jy′ = [λA(x) + B(x)]y, (2.1)
where y = (y1
y2
)
is a 2n vector-valued function,
J =
(
0 −In
In 0
)
, A(x) = I2n, B(x) =
(−In − q(x) 0
0 In − q(x)
)
.
Obviously, A(x) and B(x) are Hermitian matrices with entries that are locally integrable
on [0,∞), and such that
t∫
0
y∗(x)A(x)y(x) dx > 0, t > 0, (2.2)
for any nontrivial solution y of (2.1). The extensive treatment of Hamilton system can be
found in [4–7,9,11]. A 2n vector-valued function y is said to be square integrable on (0,∞)
with respect to A when
∞∫
0
y∗(x)A(x)y(x) dx < ∞.
The space of all such vector functions will be denoted by L2A(0,∞). Note that an inner
product can be defined on this space, namely
(y, z) =
∞∫
y∗(x)A(x)z(x) dx.0
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hy(x) = A−1[Jy′(x) − B(x)y(x)]= Jy′(x) − B(x)y(x) in [0,∞). (2.3)
The maximal operator H generated by h is given by
D(H) = {y ∈ L2[0,∞): y ∈ AC[0,∞), hy ∈ L2[0,∞)}, Hy = hy,
where AC[0,∞) denotes the set of the functions which are absolutely continuous on
[0,∞). When there are exactly n square integrable solutions to the system (2.1), we call
the system is limit point at infinity. In this case, the self-adjoint operator corresponding
to h can be introduced on the Hilbert space L2A(0,∞). By Lemma 2 below, we know the
system (1.1) (or (2.1)) is limit point. The deficiency indices of the minimal operator asso-
ciated with (1.1) are (n,n), and x = 0 is the regular endpoint. Therefore, only a boundary
condition at x = 0 is needed. Then the self-adjoint realisation of h is
D(Hα) =
{
y ∈ D(H): (α1, α2)y(0) = 0
}
,
where α1, α2 are n × n matrices satisfying
α1α
∗
1 + α2α∗2 = In, α1α∗2 − α2α∗1 = 0.
The spectrum we investigate is the spectrum of the self-adjoint operator Hα . For simplicity,
we call it as the spectrum of the operator h.
For system (2.1), let
Y(x,λ) =
(
Θ(x,λ) Φ(x,λ)
Θ¯(x,λ) Φ¯(x,λ)
)
(2.4)
denote a fundamental matrix of solutions for which Θ , Θ¯ , Φ , and Φ¯ are n× n blocks, and
such that Y(0, λ) = I . Let β1, and β2 be n × n complex matrices, where
rank[β1, β2] = n, β1β∗2 − β2β∗1 = 0, β1β∗1 + β2β∗2 = I.
Define the n × n matrix-valued function M(λ,b) by
M(λ,x,β1, β2) = −[β1Φ + β2Φ¯]−1[β1Θ + β2Θ¯].
When the system (2.1) is limit point at ∞, for Imλ > 0, M(λ,x,β1, β2) has a unique
limit M(λ) (see [4,9]). Recalling the results in S. Clark’s paper [4], we know that for
Imλ > 0, M(λ) is a (matrix-valued) Herglotz function. That is, M(λ) is holomorphic and
has a positive definite imaginary part, and has an integral representation:
M(λ) = A1 + zA2 +
∞∫
−∞
(
1
µ − z −
µ
1 + µ2
)
dρ(µ),
where A1, A2 are n× n Hermitian matrices with A2  0, ρ(µ) is a matrix-valued function
that is nondecreasing, which is called the spectral density function, and whose entries are
left continuous in R. The matrix-valued function ρ(µ) is a spectral measure for the self-
adjoint operator Hα . D. Hinton and J. Shaw [7] and S. Clark [4] have given the connection
between the matrix-valued function ρ(µ) and the spectra of h. The absolutely continuous
parts of the spectrum are understood to be the parts over which the entries of the spectral
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paid to the investigation to the spectral properties of the one-dimensional Dirac systems
and the n-dimensional Hamiltonian systems, and many results have been obtained (see
[1,2,8,11,12]).
For convenience, we introduce some notations. Let (X)ij denote the element of the
matrix X lying on the intersection of the ith row and the j th column of X. λi(X) denotes
the ith eigenvalue of the matrix X. Denote
D(X) := diag{λ1(X),λ2(X), . . . , λn(X)}.
Let λ+i (X) = lim supx→+∞ λi(X(x)), and λ−i (X) = lim infx→+∞ λi(X(x)). Without loss
of generality, in the sequel, we assume λi−1(q(x)) λi(q(x)), i = 1,2, . . . , n + 1, where
we let λ0(q(x)) = −∞, λn+1(q(x)) = +∞.
When
λ−i (q) − 1 > λ+i−1(q) + 1 for 1 i  n + 1, (2.5)
let J denote the set of intervals (λ+i−1(q) + 1, λ−i (q) − 1), where (λ+0 (q) + 1, λ−1 (q) − 1)
denotes the interval (−∞, λ−1 (q)−1) (when λ−1 (q) > −∞), and (λ+n (q)+1, λ−n+1(q)−1)
denotes the interval (λ+1 (q) + 1,+∞) (when λ+n (q) < +∞).
Moreover, we introduce the notations which are the same as that introduced in [13].
Denote BV loc(I ) as the functions of bounded variation on each compact subinterval of I .
For a function f ∈ BV loc(I ), we write Pf [a, b] for the positive variation of f on the
interval [a, b], and
Pf [a, b] = sup
N∑
j=1
max
{
0, f (xj ) − f (xj−1)
}
, (2.6)
where the supremum is taken over all partitions
a = x0 < x1 < · · · < xN = b, N = 1,2, . . . ,
of the interval [a, b] ⊂ I . When a is fixed, here a = 0, the positive variation of f on
[0, b] is denoted by Pf (b). Moreover, we denote Pf (∞) = limb→+∞ Pf (b), where 0
Pf (∞)+∞. Corresponding to this, the negative variation Nf of f can also be defined.
The total variation Vf of f is defined as
Vf = Pf + Nf, f = Pf − Nf. (2.7)
In addition, we assume q satisfies the following properties:
(h) q is invertible, (q−1)ij ∈ BV loc(0,∞), P((q−1)ii )(∞) < ∞, and for i = j ,
V ((q−1)ij )(∞) < ∞, i, j = 1,2, . . . , n.
3. Absolutely continuous spectrum
Let JI ∈ J denote the interval with the endpoints satisfying (2.5). Our main results are
the following theorems.
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ρ(λ) possesses a continuous, positive derivative for λ ∈ JI .
In the proof of the theorem, we will use the following lemmas. Lemma 1 was obtained
by S. Clark [3,4]. In the following lemma, Φ(x,λ) and Φ¯(x,λ) are defined in (2.4).
Lemma 1 [3]. Take system (1.1) to be regular at x = 0 and limit point at ∞. Let xm be
a sequence of real numbers tending to ∞. Let k(xm,λ) be a family of n × n matrices
which, for λ ∈ (λ1, λ2), are positive definite with equicontinuous entries. Assume that for
each λ ∈ (λ1, λ2), there is an interval ∆ containing λ and a positive constant C(λ) such
that k−1(xm,λ) > C(λ)In. Assume also that for each λ ∈ (λ1, λ2) there is an interval ∆
containing λ and a constant C(∆) such that
E(xm,λ) = Φ∗(xm,λ)k−1(xm,λ)Φ(xm,λ) + Φ¯∗(xm,λ)k(xm,λ)Φ¯(xm,λ)
> C(∆)In
for all λ ∈ ∆. If E(xm,λ) converges for almost every λ ∈ (λ1, λ2) to an n × n positive
definite matrix α(λ) possessing locally integrable entries, then on (λ1, λ2) the spectral
density ρ(λ) for (1.1) has entries which are absolutely continuous and ρ′(λ) = [πα(λ)]−1
almost everywhere.
Remark 1. We indicate that, by the argument in [4], in order to ensure the conclusions in
Lemma 1 hold, it suffices to find a sequence {xm} of real numbers satisfying the conditions
in Lemma 1.
Lemma 2. Dirac system (1.1) is limit point at infinity.
Proof. The proof of this lemma is similar to that of [3, Lemma 2.1] and [6, Lemma 2.1].
For Imλ = 0, let S(λ) denote the set of square integrable solutions of (1.1) (or (2.1)),
and S(λ¯) denote the set of square integrable solutions of the “conjugate” system of (2.1),
namely,
Jz′ = [λ¯A(x) + B(x)]z.
Note that the coefficients of the system are all real, we have dimS(λ) = dimS(λ¯). More-
over, dimS(λ) = dimJS(λ¯). If there are more than n independent square integrable solu-
tions of (1.1), dimS(λ) = dimJS(λ¯) > n, then there exist y ∈ S(λ) and z ∈ JS(λ¯) such
that y∗(0, λ)J z(0, λ¯) = 1 (in view of y(0, λ), z(0, λ¯) ∈ C2n). By
y∗(0, λ)J z(0, λ¯) = y∗(x,λ)J z(x, λ¯) = 1, x ∈ [0,∞),
we have
y∗(x,λ)J z(x, λ¯) = 1.
It means
y∗(x,λ)z1(x, λ¯) − y∗(x,λ)z2(x, λ¯) = 1. (3.1)2 1
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∞∫
0
y∗(x,λ)A(x)y(x,λ)dx =
∞∫
0
y∗(x,λ)y(x,λ) dx < ∞
and
∞∫
0
z∗(x, λ¯)A(x)z(x, λ¯) dx =
∞∫
0
z∗(x, λ¯)z(x, λ¯) dx < ∞,
we have y1, y2, z1, z2 are all square integrable. By the Cauchy–Schwarz inequality and
(3.1), we get the contradiction. 
Notice that, for λ ∈ JI ∈ J , there is c > 0 such that [(λ+ 1)In − q]−1 and [(λ− 1)In −
q]−1 exist for x ∈ [c,∞).
Define k(x,λ) = {[(λ− 1)In − q(x)][(λ+ 1)In − q(x)]−1} 12 , which is the positive def-
inite square root of k2(x,λ) [10] (in Lemma 3 below, it will be proved that k2(x,λ) is
positive definite). We define functional E(x,λ) by
E(x,λ) = Φ∗(x,λ)k−1(x,λ)Φ(x,λ) + Φ¯∗(x,λ)k(x,λ)Φ¯(x,λ), x ∈ [c,∞).
(3.2)
The Hermitian matrix E¯(x,λ) is defined by
E¯(x,λ) = Φ∗(x,λ)k−2(x,λ)Φ(x,λ) + Φ¯∗(x,λ)Φ¯(x,λ), x ∈ [c,∞). (3.3)
Then, for λ ∈ ∆ ⊂ JI ∈ J , where ∆ is a subinterval of JI , E¯(x,λ) and E(x,λ) will simul-
taneously converge, as x tends to infinity.
Lemma 3. Let {xm} be a sequence of real numbers tending to +∞. Then, {k(xm,λ)} are
positive definite with equicontinuous entries for λ ∈ JI ∈ J , and there is a positive constant
C(λ) such that k−1(xm,λ) > C(λ)In.
Proof. Here, we may suppose xm ∈ [c,∞). For λ ∈ JI and x ∈ [c,∞), [(λ − 1)In −
q(x)]−1 and [(λ + 1)In − q(x)]−1 exist. Note that q∗ = q and
[
(λ − 1)In − q(x)
][
(λ + 1)In − q(x)
]−1
= [(λ + 1)In − q(x)]−1[(λ − 1)In − q(x)].
Then [(λ − 1)In − q(x)][(λ + 1)In − q(x)]−1 is Hermitian. It is easy to show that there is
an unitary matrix T (x) such that
T (x)q(x)T ∗(x) = D(q) = diag{λ1(q(x)), λ2(q(x)), . . . , λn(q(x))}.
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T (x)
[
(λ − 1)In − q(x)
][
(λ + 1)In − q(x)
]−1
T ∗(x)
= diag
{
(λ − 1) − λ1(q(x))
(λ + 1) − λ1(q(x)) ,
(λ − 1) − λ2(q(x))
(λ + 1) − λ2(q(x)) , . . . ,
(λ − 1) − λn(q(x))
(λ + 1) − λn(q(x))
}
.
(3.4)
Notice (2.5), for i = 1,2, . . . , n, we define
εi(λ) =


λ−i (q)−(λ−1)
λ+i (q)−(λ+1)
, λ+i−1(q) + 1 λ λ−i (q) − 1,
λ+i (q)−(λ−1)
λ−i (q)−(λ+1)
, λ+i (q) + 1 λ λ−i+1(q) − 1,
ε¯i (λ) =


λ+i (q)−(λ−1)
λ−i (q)−(λ+1)
, λ+i−1(q) + 1 λ λ−i (q) − 1,
λ−i (q)−(λ−1)
λ+i (q)−(λ+1)
, λ+i (q) + 1 λ λ−i+1(q) − 1.
Let
ε(λ) = min{εi(λ), i = 1,2, . . . , n},
ε¯(λ) = max{ε¯i (λ), i = 1,2, . . . , n}.
In view of λ ∈ JI , it follows that 0 < ε(λ)  ε¯(λ) < +∞. Let c(λ) = ε(λ)1/2, then, for
x ∈ [c,∞), from (3.4), we have{[
(λ − 1)In − q(x)
][
(λ + 1)In − q(x)
]−1}
> c2(λ)In. (3.5)
From the definition of k(x,λ) and (3.5), k(x,λ) is the positive definite matrix. Let C(λ) =
ε¯(λ)−1/2. It is easy to show that k−1(xm,λ) > C(λ)I .
Now, we begin to prove that the entries of {k(xm,λ)} is equicontinuous for λ ∈ JI .
From the positive definite property of k(x,λ), it is enough to prove that the entries of
{k2(xm,λ)} is equicontinuous. For λ ∈ JI , it can be shown that the functions km(λ) :=
[(λ−1)−λi(q(xm))][(λ+1)−λi(q(xm))]−1 is equicontinuous for λ ∈ JI , i = 1,2, . . . , n.
By (3.4), {k2(xm,λ)} is equicontinuous. 
Let
y(x,λ) =
(
y1(x,λ)
y2(x,λ)
)
=
(
Φ(x,λ)
Φ¯∗(x,λ)
)
u and K¯(x,λ) =
(
k−2(x,λ) 0
0 In
)
,
where u is an arbitrary n vector. We define the quadratic form e(x,λ) by
e(x,λ) = u∗(Φ∗(x,λ)Φ¯∗(x,λ))K¯(x,λ)( Φ(x,λ)
Φ¯∗(x,λ)
)
u
= y∗1 (x,λ)k−2(x,λ)y1(x,λ) + y∗2 (x,λ)y2(x,λ). (3.6)
We will show that there is a sequence {xm} of real numbers tending to +∞, such that
e(xm,λ) converges to a continuous and positive limit as xm tends to infinity. Moreover,
the convergence of the quadratic form e(xm,λ) will give the convergence we seek for
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to +∞.
Lemma 4. Assume that (h) holds. Then for every λ ∈ JI ∈ J , e(x,λ) is bounded in [0,∞).
Proof. For λ ∈ JI , we let x2  x1 > 0, then
e(x2, λ) − e(x1, λ) =
x2∫
x1
de(x,λ) =
x2∫
x1
de1(x,λ) +
x2∫
x1
de2(x,λ),
where
x2∫
x1
de1(x,λ) =
x2∫
x1
y′∗1 (x,λ)k−2(x,λ)y1(x,λ) dx
+
x2∫
x1
y∗1 (x,λ)k−2(x,λ)y′1(x,λ) dx
+
x2∫
x1
y∗′2 (x,λ)y2(x,λ) dx +
x2∫
x1
y∗2 (x,λ)y′2(x,λ) dx,
x2∫
x1
de2(x,λ) =
x2∫
x1
y∗1 (x,λ)d
[
k−2(x,λ)
]
y1(x,λ),
and obviously, by the definitions of y1, y2 and Eq. (1.1),
x2∫
x1
y∗′1 (x,λ)k−2(x,λ)y1(x,λ) dx
=
x2∫
x1
y∗2 (x,λ)
[
(λ + 1)In − q(x)
]
× [(λ − 1)In − q(x)][(λ + 1)In − q(x)]−1y1(x,λ) dx,
x2∫
x1
y∗1 (x,λ)k−2(x,λ)y′1(x,λ) dx
=
x2∫
x1
y∗1 (x,λ)[(λ − 1)In − q(x)]
× [(λ + 1)In − q(x)]−1[(λ + 1)In − q(x)]y2(x,λ) dx,
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y∗′2 (x,λ)y2(x,λ) dx =
x2∫
x1
y∗1 (x,λ)
[
(λ − 1)In − q(x)
]
y2(x,λ) dx,
x2∫
x1
y∗2 (x,λ)y′2(x,λ) dx =
x2∫
x1
y∗2 (x,λ)
[
(λ − 1)In − q(x)
]
y1(x,λ) dx.
So, we have
∫ x2
x1
de1(x,λ) = 0. On the other hand,
x2∫
x1
de2(x,λ) =
x2∫
x1
y∗1 (x,λ) d
{[
(λ − 1)In − q(x)
][
(λ + 1)In − q(x)
]−1}
y1(x,λ)
= −2
x2∫
x1
y∗1 (x,λ) d
{(
(λ + 1)In − q(x)
)−1}
y1(x,λ)
= 2
x2∫
x1
y∗1 (x,λ) d
{(
q(x) − (λ + 1)In
)−1}
y1(x,λ). (3.7)
Hence
e(x2, λ) − e(x1, λ) =
x2∫
x1
de(x,λ) =
x2∫
x1
de2(x,λ)
= 2
x2∫
x1
y∗1 (x,λ) d
[(
q(x) − (λ + 1)In
)−1]
y1(x,λ)
= −2
x2∫
x1
y∗1 (x,λ)
[
q(x) − (λ + 1)In
]−1
dq(x)
× [q(x) − (λ + 1)In]−1y1(x,λ). (3.8)
Let z(x,λ) = q(x)[q(x) − (λ + 1)In]−1y1(x,λ). We have z∗(x,λ) = y∗1 (x,λ)[q(x) −
(λ + 1)In]−1q(x). (3.8) implies
e(x2, λ) − e(x1, λ) = −2
x2∫
x1
z∗(x,λ)q−1(x) dq(x)q−1(x)z(x,λ)
= 2
x2∫
x1
z∗(x,λ) d
(
q−1(x)
)
z(x,λ). (3.9)
Denote ‖.‖ be the operator norm for matrices and the vector norm for the vectors [10]. From
q is Hermitian matrix, it can be shown that, for λ ∈ JI , there exists a constant c0(λ) > 0
such that supx∈[c,∞) ‖q(x)[q(x) − (λ + 1)In]−1‖ c0(λ). Then
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∥∥z(x,λ)∥∥
 supx∈[c,∞)
∥∥q(x)[q(x) − (λ + 1)In]−1∥∥ · supx∈[x1,x2]∥∥y(x,λ)∥∥
 c0(λ) supx∈[x1,x2]
∥∥y(x,λ)∥∥.
Let C0 = [min{ε¯(λ),1}]−1, Lemma 3 and (3.6) give
supx∈[x1,x2]
∥∥y(x,λ)∥∥2  C0 supx∈[x1,x2] e(x,λ).
Then
supx∈[x1,x2]
∥∥z(x,λ)∥∥2  c0(λ)C0 supx∈[x1,x2] e(x,λ). (3.10)
We denote z = (z1, z2, . . . , zn)T . Let q−1ij (x) denote the element of q−1(x) on the intersec-
tion of the ith row and the j th column, then (3.9) and (3.10) imply
e(x2, λ) − e(x1, λ)
= 2
x2∫
x1
z∗(x,λ) d
(
q−1(x)
)
z(x,λ)
= 2
n∑
j=1
x2∫
x1
z2j (x, λ) d
(
q−1jj (x)
)+ 2∑
i =j
x2∫
x1
zi(x,λ)zj (x,λ) d
(
q−1ij (x)
)
= 2
n∑
j=1
x2∫
x1
z2j (x, λ) d
[
Pq−1jj (x)
]− 2 n∑
j=1
x2∫
x1
z2j (x, λ) d
[
Nq−1jj (x)
]
+ 2
∑
i =j
x2∫
x1
zi(x,λ)zj (x,λ) d
(
q−1ij (x)
)
. (3.11)
From (3.11), we have
e(x2, λ) − e(x1, λ) 2
n∑
j=1
x2∫
x1
z2j (x, λ) d
[
Pq−1jj (x)
]
+ 2
∑
i =j
x2∫
x1
zi(x,λ)zj (x,λ) d
(
q−1ij (x)
)
. (3.12)
By Cauchy–Schwarz inequality, (3.10) and (3.12) imply that there are positive numbers c1
c2 and c3, such that
e(x2, λ) − e(x1, λ) c1 supx∈[x1,x2]
∥∥z(x,λ)∥∥2 n∑
i=1
x2∫
x1
d
[
Pq−1jj (x)
]
+ c2 supx∈[x1,x2]
∥∥z(x,λ)∥∥2∑
i =j
x2∫
d
[
V q−1ij (x)
]
x1
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×
{
n∑
i=1
x2∫
x1
d
[
Pq−1jj (x)
]+∑
i =j
x2∫
x1
d
[
V q−1ij (x)
]}
. (3.13)
Indeed, from (3.13), for any x ∈ [x1, x2], we have
e(x,λ) e(x1, λ) + c3 supx∈[x1,x2] e(x,λ)
×
{
n∑
i=1
x∫
x1
d
[
Pq−1ii (x)
]+∑
i =j
x∫
x1
d
[
V q−1ij (x)
]}
. (3.14)
Hence,
supx∈[x1,x2] e(x,λ) e(x1, λ) + c3 supx∈[x1,x2] e(x,λ)
{
n∑
i=1
[
Pq−1ii (x2)
]
−
n∑
i=1
[
Pq−1ii (x1)
]+∑
i =j
[
V q−1ij (x2)
]−∑
i =j
[
V q−1ij (x2)
]}
 e(x1, λ) + c3 sup[x1,x2] e(x,λ)
{
n∑
i=1
[
Pq−1ii (∞)
]
−
n∑
i=1
[
Pq−1ii (x1)
]+∑
i =j
[
V q−1ij (∞)
]−∑
i =j
[
V q−1ij (x1)
]}
.
(3.15)
In view of Pq−1ii (∞) < ∞ and V q−1ij (∞) < ∞, i, j = 1,2, . . . , n, choose x1 > 0 so large
that
c3
[
n∑
i=1
Pq−1ii (∞) −
n∑
i=1
Pq−1ii (x1)
]
<
1
2
(3.16)
and
c3
[∑
i =j
V q−1ij (∞) −
∑
i =j
V q−1ij (x1)
]
<
1
2
. (3.17)
Denote
e0 = c3
[
n∑
i=1
Pq−1ii (∞) −
n∑
i=1
Pq−1ii (x1)
]
+ c3
[∑
i =j
V q−1ij (∞) −
∑
i =j
V q−1ij (x1)
]
.
By (3.16), (3.17), we have e0 < 1. (3.15) gives
supx∈[x1,x2] e(x,λ)
e(x1, λ)
1 − e0 . (3.18)
Hence e(x,λ) is bounded for x ∈ (0,∞). 
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e(xm,λ) tends to a nonnegative continuous function of λ for λ ∈ JI . In order to prove
the limit of {e(xm,λ)} is positive, it needs to prove ‖Y−1(x,λ)‖ < ∞ in [0,∞), where
Y(x,λ) is the fundamental matrix of (1.1) which has been defined in (2.4). Firstly, we
prove that when (h) holds, all solutions of (1.1) are bounded.
Lemma 5. If (h) holds, then for λ ∈ JI , all solutions of (1.1) are bounded in [0,∞).
Proof. By the argument given in Lemma 4, let u be an arbitrary n vector , uE¯(x,λ)u is
bounded for λ ∈ JI . Denote y(x,λ) =
(Φ(x,λ)
Φ¯(x,λ)
)
u. We know that y is a solution of (1.1). For
λ ∈ JI and the constant C0 which is introduced in (3.11), we have
y∗(x,λ)y(x,λ) = u∗Φ∗(x,λ)Φ(x,λ)u + u∗Φ¯∗(x,λ)Φ¯(x,λ)u
 C0u∗E¯(x,λ)u < ∞. (3.19)
Denote
E1(x,λ) = Θ∗(x,λ)k−2(x,λ)Θ(x,λ) + Θ¯∗(x,λ)Θ¯(x,λ),
where Θ and Θ¯ are defined in (2.4). We note that, in the proof of Lemma 4, only the
behaviour of solutions y1, y2 of (2.1) as x tending to infinity is concerned with. So, by
using of the same method, it can be shown that, for λ ∈ JI , v∗E1(x,λ)v is bounded for any
n vector v. Then, similar to (3.19), for solution
z(x,λ) =
(
z1(x,λ)
z2(x,λ)
)
=
(
Θ(x,λ)
Θ¯(x,λ)
)
v
for λ ∈ JI , we have
z∗(x,λ)z(x,λ) = v∗Θ∗(x,λ)Θ(x,λ)v + v∗Θ¯∗(x,λ)Θ¯(x,λ)v < ∞.
Hence for any solution
X(x,λ) =
(
Θ(x,λ) Φ(x,λ)
Θ¯(x,λ) Φ¯(x,λ)
)(
x1
x2
)
for x ∈ [0,∞) and λ ∈ JI , we have X∗(x,λ)X(x,λ) < ∞. 
Indeed, Lemma 5 also gives lim supx→+∞ ‖Y(x,λ)‖ < ∞, where Y(x,λ) is defined
in (2.4). From this, we can prove lim supx→+∞ ‖Y−1(x,λ)‖ is also bounded.
Lemma 6. If (h) holds, then for λ ∈ JI , lim supx→+∞ ‖Y−1(x,λ)‖ is bounded.
Proof. Denote z(x,λ) = (Y−1(x,λ))∗z0, where z0 is a 2n vector, then z satisfies
J z¯′ =
[
λI2n +
(
In − q 0
0 −In − q
)]
z¯. (3.20)
By using of the same method in the argument of Lemmas 4 and 5, we can have
lim supx→+∞ ‖Y−1‖ is bounded. 
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a constant C(∆) such that E(x,λ) > C(∆)In, and lim infx→∞ e(x,λ) > 0. (e(x,λ) has
been defined in (3.6).)
Proof. Let u = ( u1u2 ) be an arbitrary 2n vector.
y(x,λ) = Y(x,λ)u = Y(x,λ)
(
u1
u2
)
is a solution of (1.1). Then, ( u1u2 )= Y−1(x,λ)y(x,λ). By Lemma 6, for x ∈ [c,∞), λ ∈ ∆,
there is a constant C(λ) such that
‖u‖ ∥∥Y−1(x,λ)∥∥∥∥y(x,λ)∥∥C(λ)∥∥y(x,λ)∥∥,
Hence,∥∥y(x,λ)∥∥C−1(λ)‖u‖. (3.21)
We let v = ( 0
u2
)
, then ‖v‖ = ‖u2‖. For x ∈ [c,∞), λ ∈ ∆, let z(x,λ) = Y(x,λ)v. By
(3.21), in view of the definition of C0 in (3.10),
C−1(λ)u∗2u2 = C−1(λ)‖v‖2 
∥∥z(x,λ)∥∥2 = z∗(x,λ)z(x,λ) C0u∗2E¯(x,λ)u2.
(3.22)
Hence, for x ∈ [c,∞), λ ∈ ∆, E¯(x,λ) C−2(λ)C−20 In. By Lemma 3,
E¯(x,λ) = Φ∗(x,λ)k−2(x,λ)Φ(x,λ) + Φ¯∗(x,λ)Φ¯(x,λ)
 c(λ)
[
Φ∗(x,λ)k−1(x,λ)Φ(x,λ) + Φ¯∗(x,λ)k(x,λ)Φ¯(x,λ)]
= c(λ)E(x,λ). (3.23)
Hence, let C(∆) = c(λ)−1C−2(λ)C−20 , we have E(x,λ) > C(∆)I .
Suppose lim infx→+∞ e(x,λ) = lim infx→+∞ u∗2E¯(x,λ)u2 = 0, then there is a se-
quence {xn} tending to infinity and a n vector u = 0 such that u∗2E¯(xn, λ)u2 → 0. This
contradicts (3.22). So, we have lim infx→+∞ e(x,λ) > 0. 
Proof of Theorem 1. For λ ∈ JI , Lemmas 4 and 7 imply that e(xm,λ) tends to a pos-
itive continuous function of λ. By the polarization identity for (http://www.szkp.org.cn/
gudaikeji/zhuangyuan.doc) Hermitian matrices, convergence of the diagonal entries
[E¯(x,λ)]jj gives convergence for all entries of E¯(x,λ). Hence, the convergence of the
sesquilinear form u∗E¯(xm,λ)u gives the convergence of E¯(xm,λ). As a result, there is a
matrix E¯(λ) such that E¯(xm,λ) tends to E¯(λ). By the definition and Lemma 1, we have
that E¯(xm,λ) and E(xm,λ) converge simultaneously, as xm → +∞. Then, there is a pos-
itive definite matrix E(λ) such that E(xm,λ) → E(λ), as xm → +∞. By Lemma 7, E(λ)
is positive definite and continuous for λ ∈ JI . Hence, Lemma 1 gives that ρ(λ) possesses
a continuous positive derivative for λ ∈ JI . 
From Theorem 1, we have the following results.
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that introduced in Section 2. Let q ∈ L1loc(0,∞) be a dialogal positive definite matrix,
q(x) = diag{q1(x), q2(x), . . . , qn(x)}. Without loss of generality, we assume q1(x) 
q2(x)  · · ·  qn(x). Moreover, assume limx→+∞ qi(x) = λi (−∞  λi  +∞). Let J
denote the set of intervals of (λi−1 + 1, λi − 1), when λi − 1 > λi−1 + 1 for 1 i  n+ 1,
where λ0 = −∞, λn+1 = +∞, let (λ0 +1, λ1 −1) denote the interval (−∞, λ1 −1) (when
λ1 > −∞), and let (λn + 1, λn+1 − 1) denote the interval (λn + 1,+∞) (whenλn < ∞).
Moreover, let JI be some interval in J .
Corollary 1. Assume q ∈ L1loc(0,∞) is a dialogal positive definite matrix, q(x) =
diag{q1(x), q2(x), . . . , qn(x)}, and limx→+∞ qi(x) = λi (−∞  λ1  λ2  · · ·
 λn + ∞), q−1i ∈ BV loc(0,∞), Pq−1i (∞) < ∞. Then, the spectral density function ρ(λ)
possesses a continuous, positive derivative for λ ∈ JI .
Corollary 2. When n = 1, assume q ∈ L1loc(0,∞) is a real-valued function such that
limx→+∞ q(x) = +∞, 1/q ∈ BV loc(0,∞). Pq−1(+∞) < ∞. Then the spectral density
function ρ(λ) possesses a continuous, positive derivative for λ ∈ (−∞,∞).
From Corollary 2, we see that our result extends Theorem 1 in [13].
Remark 2. By Theorem 1, for i (1  i  n + 1) which make the inequalities (2.5) be
satisfied, we can get the distribution of the spectrum in JI , but we cannot ascertain the
properties of the spectrum outside of JI . This should be investigated further.
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