We consider the distributed detection problem, in which a set of decision makers (DMs) receive observations of the environment and transmit finite-valued messages to other DMs according to prespecified comniunication protocols. A designated primary DM makes the final decision on one out of two altemative hypotheses. All DMs make decisions, in order to maximize a measure of organizational performance. Given the DMs and the communication resources, the problem is to find an architecture for the organization which remains optimal for a variety of operating conditions (if it exists). We show that even for very small organizations this problem is quite complex, because the optimal architecture depends on variables external to the team like the prior probabilities of the hypotheses and the misclassification costs, so that global conclusions on optimal organizational structures cannot be drawn. We thus also consider suboptimal solutions and obtain bounds on their performance.
INTRODUCTION
The Bayesian decentralized detection problem was first considered in [19] , where the optimality of constant threshold strategies was established; this was formalized and generalized in [16] . Several generalizations of the basic detection model have appeared in [51, [ill, [21, 131 , and [ 181. The parallel architecture with identical sensors has been analyzed in [9] and in [14] , where the asymptotic results were established. The Neyman-Pearson formulation of similar problems is considered in [12] , [203 and [22] , where different team architectures are compared; different team architectures, for the Bayesian case, are also compared in [4] , [lo] (numerically) and [7] (analytically). An excellent and thorough overview of the field was presented in [lS] .
The distributed binary hypothesis testing model is defined as follows. There are two hypotheses Ho and H1 with known prior probabilities P(H0) > 0 and P(H1) > 0 respectively, and the team (organization) consists of N 2 2 DMs. Let y,, the observation of the nth DM, be a random variable taking values in a set Y , , n = 1, ..., N . We assume that the y,'s are conditionally independent giver,.
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Cambridge, MA 02139 either hypothesis, with a known conditional distribution P ( y n I H i ) , j = 0, 1. We also assume that the communication protocols are given and known to all the team members. Let D, be a positive integer, n = 1, ..., N.
Each DM n evaluates a D,-valued message U, E { 1, ..., Dn] as a function of its own observation and of some (possibly none) messages from other DMs; that is U,= %(yn, u n ) , where the measurable function fi: Y , x U , is the decision rule of DM n. The vector U n (U, E U , ) consists of the messages transmited to DM n and the scalar decision U, is the message transmitted to a single DM, according to the communication protocols. The decision of a designated DM, called the primary DM, is the final team decision and declares one of the hypotheses to be true. The objective is to choose the decision rules 7, for the DMs (n = 1, ..., N), which minimize the probability of error of the team decision, taking into account different costs for hypothesis misclassifications; let J(u, H) be the cost of the team deciding U when the true hypothesis is H 1 and define the decision threshold 7, as follows:
We begin in section 2 with the simplest non-trivial example and compare the performance of the two possible architectures for the two DM case; the tandem architecture (Figure la) and the parallel architecture (Figure lb) . In section 3, we analyze the team consisting of two DMs in tandem and examine the effects of variables external to the team on the optimal team configuration. In section 4, we discuss the team which consists of two DMs in parallel and pay special attention to the case where both DMs are identical. In section 5 , we compare the architectures for the teams consisting of three DMs. In section 6 , we present our conclusions. Because of space limitations we only present the results without proofs. The above result depends neither on the DMs involved, nor on which of the two DMs is the primary DM in the tandem architecture, nor on the prior probabilities and the costs. Furthermore, the result can be generalized for any number of messages which can be transmitted within a team, as long as the consulting DM in the tandem configuration is allowed to transmit to the primary DM the same number of messages, as it (the consulting DM) is allowed to transmit to the fusion center in the parallel configuration.
TANDEM vs. PARALLEL ARCHITECTURE

TWO DMs IN TANDEM
Configuration Comparisons
Since the tandem architecture is superior to the parallel architecture for teams of two DMs, it is worthwhile to analyze it further. Given two DMs, we would like to determine the optimal configuration for the tandem team (i.e., determine which DM should be made the primary one). If one DM is better than the other, it is intuitively appealing that the better DM be made the primary DM. Given two DMs one would expect to have the better DM make the team decision, independent of the prior probabilities and the cost assignments. If this was the case, then the optimal way of organizing two DMs would not change, say, as the prior probabilities of the underlying hypotheses vary. But, it is not tme in general; we show that the optimal configuration depends on the prior probabilities, on the cost assignments and, in a counterintuitive manner, on the number of messages which the consulting DM is allowed to transmit to the primary DM. The necessary conditions which characterize the optimal decision rules of the two DMs were obtained in The problem of the optimal configuration can be reduced to a simpler problem in which the worse DM will have an observation of at most three discrete values and the better DM will have an observation with at most four discrete values. Using this, we obtain the discrete probability density functions for the two DMs, conditioned on the two hypotheses, presented in Table 1 .
It is interesting to note that for 17 = 1.0, performance is maximized by making DM B the consulting DM, while for 17 = 0.4, performance is maximized by making DM B the primary DM as can be seen in Table 2 , where the team operating points are presented in terms of probability of false alarm and of probability of detection. Thus, in this example the optimal team architecture depends on the q (i.e., the numerical values of the prior probabilities and the costs) 2. Table 1 
The Number of Messages
Consider again the example of the previous section and suppose that the number of messages that the consulting DM can transmit to the primary DM is increased to three. Then, if the worse DM is made the consulting DM, the team achieves the optimal centralized performance because the consulting DM can transmit its observation to the primary DM. The same result can not be achieved when the better DM is made the consulting DM. Thus, for the case of three messages making the better DM the primary is optimal even for q = 1.0 (Table  3) . Therefore, as can be seen from Tables 2(ii) and 3, the 2 From the above discussion and the one following in section 3.2, one may conclude that the counterintuitive findings are a result of discrete distributions. They are not, because we can construct continuous distributions which have piecewise linear ROC curves. Moreover, strictly concave ROC curves which approximate the piecewise linear ROC curves within &can be constructed [5].
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optimal team architecture depends also on the number of messages.
The fact that the optimal team architecture depends on the number of messages is not surprising, but the way it does is counterintuitive. Intuition suggests that, as the number of messages increases, it becomes more likely for the better DM to be placed as the consulting DM in the optimal configuration, because, as the number of messages increases, the loss of information caused by the fusion of the observation of the consulting DM to a message decreases. This is especially obvious in the two limit cases; in the zero message (isolation) case, the better DM should be the primary DM, thus making the team decision, and, in the infinite message (centralized) case, the better DM could be made the consulting DM without causing any deterioration in the team performance. In our particular example, though, assuming 17 = 1.0, increasing the number of messages from two to three makes the better DM change its role in the optimal team architecture from being the consulting DM to being the primary DM; a counterintuitive result. 
Performance Bounds
It is logical to designate the better DM to be the primary DM and try to obtain a bound on the deterioration of the team performance. A meaningful bound is the deterioration of the team performance relatively to the optimal team performance.
But consider the following example, for which the optimal team configuration requires that the better DM be the primary DM. The discrete probability density functions conditioned on the two hypotheses are presented in Table 4 . Suppose that q = 1.0 (i.e., equal prior probabilities and minimum error cost function). The performance of the team is measured by the probability of error as usual.
Consider any m such that:
and any E such that:
Suppose that the better DM is the consulting DM. The optimal operating points can be found on Table 5 and the optimal probability of error is: [BHWb p-lHBt-'
Probability of Error:
* optimal Now suppose that the better DM is the primary DM. The optimal operating points can also be found on Table 5 and the optimal probability of error is:
Then the deterioration of the team performance is:
and the relative deterioration of the team performance is:
Since we can choose any m > 1, we conclude that the relative deterioration of the team performance can not be bounded this way. But also note that, as m --f 00, the absolute magnitude of the deterioration of the team performance goes to zero; thus as the relative deterioration increases, the absolute magnitude of the deterioration decreases.
Special Probability Distributions
There exist certain probability distributions for which the configuration with the better DM as the primary DM seems always to be superior. As we already saw in section 3.1 this is not necessarily true for discrete distributions. But, our numerical analysis suggests that it is true for the case of comparing means of Gaussian distributions with equal variance. Unfortunately, due to the complexity of the improper integrals involved, no theoretical results were obtained to substantiate our numerical findings.
On the other hand, in the case of exponential distributions with different rates (or equivalently of comparing variances of Gaussian distributions with equal means, when each DM receives two observations) we were able to obtain a proof that it is always better to designate the better DM as the primary DM.
TWO DMs IN PARALLEL
The team which consists of two DMs in parallel (Figure lb) was the first one to be studied in this framework [19] . It was shown that even if the DMs are identical and the cost structure symmetric, the optimal decision rules of the two DMs do not have to be symmetric [19] , [16] .
Second Order Optimality Conditions
These conditions depend, as the first order conditions do, on whether the AND or the OR decision rule is the optimal rule employed by the fusion center. (Figure lb) . Then, the second order necessary conditions for optimality can be written in the following form: (i) . If 
PROPOSITION 1. Consider the team which consists of two DMs in parallel and a fusion center and p e~o r m s binary hypothesis testing
where is the second derivative of the ROC curve at the operating point (P;, P j ) , for n = a, b.
Identical DMs
We now focus on the special case where both DMs are identical. Because of the symmetry of the problem, it seems intuitive that the optimal decision rules of the two DMs will be identical or symmetric at least for the case where 17 = 1 (i.e., perfect symmetry of the variables extemal to the team). It is known that the optimal decision rules neither have to be identical nor have to be symmetric even if q = 1; a simple example with discrete probability density functions was presented in [14] .
We suppose that both DMs are restricted to employing identical decision rules and derive the first and second order optimality conditions. COROLLARY 1. Consider the team which consists of two identical DMs in parallel and a fusion center, and performs binary hypothesis testing (Figure 1 b) . Suppose the two DMs are restricted to employing identical decision rules. Then, the optimal operating point (PF, P o ) of their ROC curve satisfies the following conditions:
(i). If the fusion center employs the AND decision rule as its optimal decision rule:
-q + (qJ2 2 a n p i (10)
(ii). If thefusion center employs the OR decision rule as its optimal decision rule:
77 -(~n )~ 2 a n (1 (1 1)
The above conditions suggest that DMs whose associated ROC curves have steep changes, implying large absolute values for the second derivative, are likely to have identical optimal decision rules (for example ROC curves for nearly uniform noise).
Performance Bounds
In [14] , it was shown that as the number of DMs in a parallel team, which performs binary hypothesis testing, increase to infinity, the decision rules of the DMs may be restricted to be identical without any deterioration in the team performance. Since this is not true for the parallel team which consists of two DMs, we would like to determine whether bounds exist for the deterioration of its performance.
(i). Absolute Bound obtain that:
where M e is the absolute deterioration in team performance, when the identical DMs of the team are restricted to employing identical decision rules.This is a tight bound; it is achieved by a parallel team which consists of two DMs, whose underlying probability distributions are presented in Table 6 , for q* = 1.581904 (Table 7) . Thus, assuming minimum probability of error cost structure, the absolute deviation is not maximized for equal prior probabilities, but for: P(Ho) = 0.612689.
We set up the optimization problem and solved it to APe I 0.039776 (ii). Relative Bound obtain that:
where me is the relative deterioration in team performance, when the DMs of the team are restricted to employing identical decision rules. The bound of (13) is a tight bound, since it can be achieved by a team which consists of two DMs, whose underlying probability distributions are presented in Table 8 , as E + 0. It is achieved for q* = 1.0, as can be seen in Table 9 . Note that this 100% bound is obtained as the team probability of error is going to zero. As the optimal probability of error increases the relative deterioration in the team performance is considerably smaller; in fact, the relative deterioration for the example of Table 7 , in which the absolute deterioration in performance is maximized, is only 21.34%. Table 8 Optimal Decision Rules:
Optimal Identical Decision Rules: E 9 = 1.0 [P(Ho) = 0.51
TEAMS OF THREE DMs
There exist four different acyclic architectures for a team which consists of three DMs. It can be shown that only two of them, the two consultant or V-architecture (Figure 3 ) and the three DM tandem architecture ( Figure  4) , can be the dominant architecture, if one exists. We therefore compare the performance of these two architectures.
First note that six thresholds describe the decision rules of the V-architecture (one for the each consulting DM and four for the primary DM), while five thresholds describe the decision rules of the three DM tandem architecture (one for the second consulting DM, two for the first consulting DM and two for the primary DM). It should be clear that the complexity of the decision rules depends on the particular architecture of the team. The solutions for the optimal decision rules of the three DM tandem architecture and of the V-architecture have appeared in [4] and [lo] . In several places in the literature it is conjectured and supported with numerical results that the V-architecture is better than the tandem architecture [4] , [lo] . But, consider these two architectures when the primary DM is a very bad DM, that is when the primary DMs observation is extremely unreliable; the V-architecture for all practical purposes reduces to the two DM parallel architecture (Figure lb) , while the three DM tandem architecture reduces to the two DM tandem architecture (Figure la) .
Then, according to Lemma 1, in that particular case the tandem architecture is superior to the V-architecture. Thus, the comparison of the three DM tandem and the Varchitecture depends on the particular DMs involved.
Subsequently, it was suggested that the 'best' Varchitecture achieves superior performance to the 'best' tandem architecture, where 'best' refers to the optimal configuration of the DMs in a particular architecture. This suggestion can not be tested in general because, as was shown in section 3, the 'best' optimal configuration of the DMs in a particular architecture depends not only on the DMs of the team, but also on variables extemal to the team (i.e., costs, prior probabilities). But in the special case where all three DMs of the team are identical, there exists (obviously) only one configuration for each architecture.
We would thus like to compare the V-architecture and the three DM tandem architecture for the case where all three DMs are identical. Then the problem can be reduced to comparing the performance of these two architectures for DMs whose ROC curve is piecewise linear with at most six line segments (since the tandem architecture has at most five distinct thresholds). Proceeding with analysis similar to section 3, we obtain the following examples.
If the identical DMs receive binary observations, the V-architecture achieves centrdized performance, while the tandem team does not; thus in this case the Varchitecture is superior to the tandem architecture.
But, the tandem architecture which consists of three identical DMs, whose probability distributions are presented in Table 10 , achieves better performance to the V-architecture for q = 2.2, and achieves worse performance for q = 1.0 (Table 11) Furthermore, the tandem architecture which consists of the DMs, whose probability distributions are presented in Table 12 , is superior to the V-architecture for all values of the threshold q. Thus, the tandem architecture may be superior to the V-architecture.
Therefore, a "globally" dominant architecture for the teams which consist of three DMs does not exist, even if all the DMs are identical, the optimal architecture depends on the DMs involved and on parameters extemal to the team (i.e., prior probabilities and costs).
SUMMARY AND CONCLUSIONS
The architectures of some very simple organizations in a binary hypothesis testing environment were analyzed. The tandem architecture is dominant for teams consisting of two DMs. For teams of three DMs, a dominant architecture does not exist in general. The optimal architecture of an organization depends on parameters extemal to the team, like the prior probabilities and the cost structure. Nevertheless, there exist special probability distributions for which the optimal architecture can be unequivocally determined.
The problems in this framework should be approached cautiously because counterintuitive results are common. Still, the intuitive solutions, although not necessarily optimal, result in considerable reduction in the complexity of the problem and in relatively good performance. Thus, it may be advisable to sacrifice optimality in favor of simple but reliable suboptimal solutions, which is in accordance with the theory of satisjiability .
