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Reinforcement Learning With Temporal Logic Rewards
Xiao Li, Cristian-Ioan Vasile and Calin Belta.
Abstract—Reinforcement learning (RL) depends critically
on the choice of reward functions used to capture the de-
sired behavior and constraints of a robot. Usually, these are
handcrafted by a expert designer and represent heuristics
for relatively simple tasks. Real world applications typically
involve more complex tasks with rich temporal and logical
structure. In this paper we take advantage of the expressive
power of temporal logic (TL) to specify complex rules the
robot should follow, and incorporate domain knowledge into
learning. We propose Truncated Linear Temporal Logic (TLTL)
as specifications language, that is arguably well suited for
the robotics applications, together with quantitative semantics,
i.e., robustness degree. We propose a RL approach to learn
tasks expressed as TLTL formulae that uses their associated
robustness degree as reward functions, instead of the manually
crafted heuristics trying to capture the same specifications. We
show in simulated trials that learning is faster and policies
obtained using the proposed approach outperform the ones
learned using heuristic rewards in terms of the robustness
degree, i.e., how well the tasks are satisfied. Furthermore, we
demonstrate the proposed RL approach in a toast-placing task
learned by a Baxter robot.
I. INTRODUCTION
Reinforcement learning methods have the ability of finding
well behaved controllers (or policies)for robots without the
need to know their internal structure and dynamical details,
and the environment they operate in. An often overlooked
issue in reinforcement learning research is the design of
effective reward functions.
Real world applications usually involve complex tasks
that may not be defined as reach-avoid operation (“go from
A to B while avoiding obstacles”). Consider the task of
driving a car for a humanoid robot. A simple extrinsic reward
function is the travel duration to destination. However, the
robot will need a unacceptable large number of trials to
learn to apply the gas and brake, use the steering wheel
and transmission, and drive safe, using just the extrinsic
reward. On the other hand, humans have mastered driving
to an acceptable level of proficiency, and general rules have
been defined to perform and learn the skill faster and more
reliable. Formally incorporating known rules in the reward
function dramatically accelerates the time to learn new skills,
where correct behaviors (e.g., always put at least one hand on
the steering wheel) are encouraged, and hazardous behaviors
(e.g., step on the gas and brake pedal at the same time) are
penalized.
X. Li and C. Belta are with Boston University, Boston, MA. Email:
{xli87,cbelta}@bu.edu. C.-I. Vasile is with Massachusetts Institute of Tech-
nology, Cambridge, MA. Email: cvasile@mit.edu
This work is partially supported by the ONR under grants N00014-14-1-
0554 and by the NSF under grants NRI-1426907 and CMMI-1400167
Fig. 1 : Toast-placing task learned using temporal logic rewards.
Our framework allows learning of temporally structured tasks using
simple policy search algorithms.
The problem of accurately incorporating complex speci-
fications in reward functions is referred to in the literature
as reward hacking in [1]. The inability of ad-hoc rewards
to capture the semantics of complex tasks has negative
repercussions on the learned policies. Policies that maximize
the reward functions are not guaranteed to satisfy the spec-
ifications. Furthermore, it is not easy to design and prove
that increasing rewards translate to better satisfaction of the
specifications. A simple example from [1] that highlights
these problems involves a robot learning to clean an office.
If only a positive reward is given when the robot cleans up
a mess (picks up trash from the ground), then the robot may
learn to first make a mess and then clean it up. Imperfect
reward functions provide opportunities for a learning robot to
exploit, and find high gain solutions that are algorithmically
correct, but deviates from the designer’s intentions.
In this paper, we use formal specification languages to
capture the designer’s requirements of what the robot should
achieve. We propose Truncated Linear Temporal Logic
(TLTL) as a specification language with an extended set of
operators defined over finite-time trajectories of a robot’s
states. TLTL provides convenient and effective means of
incorporating complex intentions, domain knowledge, and
constraints into the learning process. We define quantitative
semantics (also referred to as robustness degree) for TLTL.
The robustness degree is used to transform temporal logical
formulae into real-valued reward functions.
We compare the convergence rate and the quality of
learned policies of RL algorithms using temporal logic (i.e.,
robustness degree) and heuristic reward functions. In addi-
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tion, we compare the results of a simple TL algorithm against
a more elaborate RL algorithm with heuristic rewards. In
both cases better quality policies were learned faster using
the proposed approach with TL rewards than the heuristic
reward functions.
II. BACKGROUND
We will use the terms controller and policy interchange-
ably throughout the paper.
A. Policy Search in Reinforcement Learning
In this section we briefly introduce a class of reinforcement
learning methods called policy search methods. Policy search
methods have exhibited much potential in finding satisfactory
policies in Markov Decision Processes (MDP) with contin-
uous state and action spaces (also referred to as an infinite
MDP), which especially suits the need for finding a controller
in robotic applications [2].
Definition 1. An infinite MDP is a tuple
〈S,A, p(·, ·, ·), R(·)〉, where S ⊆ IRn is a continuous
set of states; A ⊆ IRm is a continuous set of actions;
p : S ×A× S → [0, 1] is the transition probability function
with p(s, a, s′) being the probability of taking action a ∈ A
at state s ∈ S and ending up in state s′ ∈ S (also commonly
written as a conditional probability p(s′|s, a)); R : τ → IR
is a reward function where τ = (s0, a0, ..., sT , ) is the
state-action trajectory, T is the horizon.
In RL, the transition function p(s, a, s′) is unknown to the
learning agent. The reward function R(τ) can be designed
or learn (as in the case of inverse reinforcement learning).
The goal of RL is to find an optimal stochastic policy pi? :
S × A → [0, 1] that maximizes the expected accumulated
reward, i.e.
pi? = arg max
pi
Eppi(τ) [R(τ)] , (1)
ppi(τ) is the trajectory distribution from following policy pi.
And R(τ) is the reward obtained given τ .
In policy search methods, the policy is represented by
a parameterized model (e.g., neural network, radial basis
function) denoted by pi(s, a|θ) (also written as piθ in short)
where θ is the set of model parameters. Search is then
conducted in the policy’s parameter space to find the optimal
set of θ that achieves (1)
θ? = arg max
θ
Eppiθ (τ) [R(τ)] , (2)
Many policy search methods exist to solve the above
problem. The authors of [2] provide a survey on policy
search methods applied in robotics. In this work we adopt the
Relative Entropy Policy Search (REPS) technique. A brief
overview of the method is given in the next section.
B. Relative Entropy Policy Search
Relative Entropy Policy Search is an information-theoretic
approach that solves the policy search problem. The episode-
based version of REPS can be formulated as the following
constrained optimization problem
max
p(τ)
Ep(τ) [R(τ)] s.t. DKL(p(τ)||qpiθ (τ)) < , (3)
where qpiθ (τ) is the trajectory distribution following the
existing policy. DKL() is the KL-divergence between two
policies and  is a threshold. This constraint limits the step
size a policy update can take and ensures that the trajectory
distribution resulting from the updated policy stays near
the sampled trajectories. This constraint not only promotes
exploration safety which is especially important in robotic
applications, it also helps the agent to avoid premature
convergence.
The optimization problem in (3) can be solved using the
Lagrange multipliers method which results in a closed-form
trajectory distribution update equation given by
p(τ) ∝ q(τ) exp
(
R(τ)
η
)
. (4)
Since we only have sample trajectories (τ1,...,N ), we can
estimate p(τ) only at the sampled points by
p(τi) ∝ exp
(
R(τi)
η
)
. (5)
q(τi) is dropped from the above result because we are already
sampling from q(τ). η is the Lagrange multiplier obtain from
optimizing the dual function
g(η) = η+ η log
∑
i
1
N
exp
(
R(τi)
η
)
(6)
We refer interested readers to [2] for detailed derivations.
We adopt the time-varying linear-Gaussian policies piθt =
N (Ktst + kt,Σt) (here θt = (kt,Σt) for t = 0, ..., T )
and weighted maximum-likelihood estimation to update the
policy parameters (feedback gain Kt is kept fixed to reduce
the dimension of the parameter space). This approach has
been used in [3]. The difference is that [3] recomputes p(τi)
at each step t using cost-to-go before updating θi. Since a
temporal logic reward (described in the next section) depends
on the entire trajectory, it doesn’t have the notion of cost-to-
go and can only be evaluated as a terminal reward. Therefore
p(τi) (written short as pi) is computed once and used for
updates of all θt (similar approach used in episodic PI-REPS
[4]). The resulting update equations are
k′t =
N∑
i
piki,t
Σ′t =
N∑
i
pi(ki,t − k′t)(ki,t − k′t)T ,
(7)
where ki,t is the feed-forward term in the time-varying linear-
Gaussian policy at time t and for sample trajectory i.
III. TRUNCATED LINEAR TEMPORAL LOGIC(TLTL)
In this section, we propose TLTL, a new temporal logic
that we argue is well suited for specifying goals and introduc-
ing domain knowledge for the RL problem. In the following
definitions, the sets of real and integer numbers are denoted
by IR and Z, respectively. The subset of integer numbers
a,...,b 1, a,b 2 Z, a ¡ b, is denoted by [a, b), and [a, b] = [a,
b) [ b.
A. TLTL Syntax And Semantics
A TLTL formula is defined over predicates of form f(s) <
c, where f : IRn → IR is a function and c is a constant. A
TLTL specification has the following syntax:
φ := > | f(s) < c | ¬φ | φ ∧ ψ | φ ∨ ψ |
♦φ | 2φ | φU ψ | φ T ψ | © φ | φ⇒ ψ, (8)
where f(s) < c is a predicate, ¬ (negation/not), ∧ (conjunc-
tion/and), and ∨ (disjunction/or) are Boolean connectives,
and ♦ (eventually), 2 (always), U (until), T (then),© (next),
are temporal operators. Implication is denoted by ⇒ (im-
plication). TLTL formulas are evaluated against finite time
sequences over a set S. As it will become clear later, such
sequences will be produced by a Markov Decision Process
(MDP, see Definition 1).
We denote st ∈ S to be the state at time t, and st:t+k to
be a sequence of states (state trajectory) from time t to t+k,
i.e., st:t+k = stst+1...st+k. The Boolean semantics of TLTL
is defined as:
st:t+k |= f(s) < c ⇔ f(st) < c,
st:t+k |= ¬φ ⇔ ¬(st:t+k |= φ),
st:t+k |= φ⇒ ψ ⇔ (st:t+k |= φ)⇒ (st:t+k |= ψ),
st:t+k |= φ ∧ ψ ⇔ (st:t+k |= φ) ∧ (st:t+k |= ψ),
st:t+k |= φ ∨ ψ ⇔ (st:t+k |= φ) ∨ (st:t+k |= ψ),
st:t+k |=©φ ⇔ (st+1:t+k |= φ) ∧ (k > 0),
st:t+k |= 2φ ⇔ ∀t′ ∈ [t, t+ k) st′:t+k |= φ,
st:t+k |= ♦φ ⇔ ∃t′ ∈ [t, t+ k) st′:t+k |= φ,
st:t+k |= φ U ψ ⇔ ∃t′ ∈ [t, t+ k) s.t. st′:t+k |= ψ
∧ (∀t′′ ∈ [t, t′) st′′:t′ |= φ),
st:t+k |= φ T ψ ⇔ ∃t′ ∈ [t, t+ k) s.t. st′:t+k |= ψ
∧ (∃t′′ ∈ [t, t′) st′′:t′ |= φ).
Intuitively, state trajectory st:t+k |= 2φ if the specification
defined by φ is satisfied for every subtrajectory st′:t+k, t′ ∈
[t, t+ k). Similarly, st:t+k |= ♦φ if φ is satisfied for at least
one subtrajectory st′:t+k, t′ ∈ [t, t + k). st:t+k |= φ U ψ if
φ is satisfied at every time step before ψ is satisfied, and ψ
is satisfied at a time between t and t + k. st:t+k |= φ T ψ
if φ is satisfied at least once before ψ is satisfied between
t and t + k. A trajectory s of duration k is said to satisfy
formula φ if s0:k |= φ.
We equip TLTL with quantitative semantics (robustness
degree) , i.e., a real-valued function ρ(st:t+k, φ) of state
trajectory st:t+k and a TLTL specification φ that indicates
how far st:t+k is from satisfying or violating the specification
φ. The quantitative semantics of TLTL is defined as follows:
ρ(st:t+k,>) = ρmax,
ρ(st:t+k, f(st) < c) = c− f(st),
ρ(st:t+k,¬φ) = − ρ(st:t+k, φ),
ρ(st:t+k, φ ⇒ ψ) = max(−ρ(st:t+k, φ), ρ(st:t+k, ψ))
ρ(st:t+k, φ1 ∧ φ2) = min(ρ(st:t+k, φ1), ρ(st:t+k, φ2)),
ρ(st:t+k, φ1 ∨ φ2) = max(ρ(st:t+k, φ1), ρ(st:t+k, φ2)),
ρ(st:t+k,©φ) = ρ(st+1:t+k, φ) (k > 0),
ρ(st:t+k,2φ) = min
t′∈[t,t+k)
(ρ(st′:t+k, φ)),
ρ(st:t+k,♦φ) = max
t′∈[t,t+k)
(ρ(st′:t+k, φ)),
ρ(st:t+k, φ U ψ) = max
t′∈[t,t+k)
(min(ρ(st′:t+k, ψ),
min
t′′∈[t,t′)
ρ(st′′:t′ , φ))),
ρ(st:t+k, φ T ψ) = max
t′∈[t,t+k)
(min(ρ(st′:t+k, ψ),
max
t′′∈[t,t′)
ρ(st′′:t′ , φ))),
where ρmax represents the maximum robustness value.
Moreover, ρ(st:t+k, φ) > 0 ⇒ st:t+k |= φ and
ρ(st:t+k, φ) < 0 ⇒ st:t+k 6|= φ, which implies that the
robustness degree can substitute Boolean semantics in order
to enforce the specification φ. As an example, consider spec-
ification φ = ♦(s < 10), where s is a one dimensional state,
and a two step state trajectory s0:2 = s0s1 = [11, 5]. The
robustness is ρ(s0:1, φ) = max
t∈{0,1}
(10− st) = max(−1, 5) =
5. Since ρ(st, φ) > 0, s0:1 |= φ and the value ρ(st, φ) = 5
is a measure of the satisfaction margin (refer to Example 1
in [5] for a more detail example on task specification using
TL and robustness).
B. Comparison With Existing Formal Languages
In our view, a formal language for RL task specification
should have the following characteristics: (1) The language
should be defined over predicates so tasks can be conve-
niently specified as functions of states (2) The language
should provide quantitative semantics as a continous measure
of its satisfaction. (3) The specification formula should be
evaluated over finite sequences (state trajectories) of vari-
able length, thus allow for per-step evaluation on currently
available data. (4) Temporal operators can have time bounds
but should not require them. A wide variety of formal
specification languages exists and some possess parts of the
above characteristics. we selectively analyze three specifi-
cation languages, namely Signal Temporal Logic(STL) [6]
(related to Metric Temporal Logic (MTL), omitted here for
simplicity), Bounded Temporal Logic (BLTL) [7] and Linear
Temporal Logic on Finite Traces (LTLf ) [8].
One of the most important elements in using a formal
language in reinforcement learning is the ability to transform
a specification into a real-valued function that can be used
as reward. This requires quantitative semantics to be defined
for the chosen language. One obvious choice is Signal
Temporal Logic (STL), which is defined over infinite real-
valued signals with a time bound required for every temporal
operator. While this is useful for analyzing signals, it can
cause problems when defining tasks for robots. For example
if the goal is to have the robot learn to put a beer in the
fridge, the robot only needs to find the correct way to operate
a fridge (e.g. open the fridge door, place the beer on a shelf
and close the fridge door) and possibly perform this sequence
of actions at an acceptable speed. But using STL to specify
this task would require the designer to manually put time
bounds on how long each action/subtask should take. If this
bound is set inappropriately, the robot may fail to find a
satisfying policy due to its hardware constraints even though
it is capable of performing the task. This is quite common in
robotic tasks where we care about the robot accomplishing
the given task but don’t have hard constraints on when and
how fast the task should be finished. In this case mandatory
time bounds add unnecessary complexity to the specification
and thus the overall learning process.
Two other possible choices are BLTL and LTLf . Both can
be evaluated over finite sequences of states. However, similar
to STL, temporal operators in BLTL require time bounds.
Both languages are defined over atomic propositions rather
than predicates, and do not come with quantitative semantics.
With the above requirements in mind, we design TLTL
such that its formulas over state predicates can be evaluated
against finite trajectories of any length. In the context of
reinforcement learning this can be the length of an execution
episode. TLTL does not require a time bound to be specified
with every use of a temporal operator. If however the user
feels that explicit time bounds are helpful in certain cases, the
semantics of STL can be easily incorporated into TLTL. The
set of operators provided for TLTL can be conveniently used
to specify some common components (goals, constraints,
sequences, decisions, etc) that many tasks or rules are made
of. The combination of these components can cover a wide
range of specifications for robotic tasks.
IV. RELATED WORK
Making good use of the reward function in RL has been
looked at in the past but has not been the main focus in
reinforcement learning research. In [9], the authors proposed
the method of potential-based reward shaping. It was shown
that this method can be used to provide additional training
rewards while preserving the optimal policy of the original
problem. Efforts have also been made in inverse reinforce-
ment learning (IRL) where the goal is to extract a reward
function from observed optimal/professional behavior, and
learn the optimal policy using this reward. Authors in [10]
presented three algorithms that address the problem of IRL
and showed their applicability in simple discrete and contin-
uous environments.
Combining temporal logic with reinforcement learning
to learn logically complex skills has been looked at only
very recently. In [5], the authors used the log-sum-exp
approximation to adapt the robustness of STL specifications
to Q-learning on τ -MDPs in discrete spaces. Authors of
[11] and [12] has also taken advantage of automata-based
methods to synthesize control policies that satisfy LTL
specifications for MDPs with unknown transition probability.
The methods mentioned above are constrained to discrete
state and action spaces, and a somewhat limited set of
temporal operators. To the best of our knowledge, this
paper is the first to apply TL in reinforcement learning
on continuous state and action spaces, and demonstrates its
abilities in experimentation.
V. EXPERIMENTS
In this section we first use two simulated manipulation
tasks to compare TLTL reward with a discrete reward as well
as a distance-based continuous reward commonly used in the
RL literature. We then specify a toast placing task in TLTL
where a Baxter robot is required to learn a combination of
reaching policy and gripper timing policy 1.
A. Simulated 2D Manipulation Tasks
Figure 2 shows a 2D simulated environment with a three
joint manipulator. The 8 dimensional state feature space
includes joint angles, joint velocities and the end-effector
position. The 3 dimensional action space includes the joint
velocities. Gaussian noise is added to the velocity commands.
Fig. 2 : 2D manipulation tasks. left: Task 1. goal reaching while
avoiding obstacles. right: Task 2. sequential goal reaching while
avoiding obstacles
For the first task, the end-effector is required to reach the
goal position g while avoiding obstacles o1 and o2. The
discrete and continuous rewards are summarized as follows:
rdiscrete1 =

5 dg ≤ 0.2
−2 do1,2 ≤ ro1,2
0 everywhere else
rcontinuous1 = −c1dg + c2
2∑
i=1
doi .
(9)
In the above rewards, dg is the Euclidean distance between
the end-effector and the goal, doi is the distance between
the end-effector and obstacle i,roi is the radius of obstacle i.
The TLTL specification and its resulting robustness function
is described as
1The simulation is implemented in rllab [13] and gym [14]. The experi-
ment is implemented in rllab and ROS
Fig. 3 : Learning curves for TLTL robustness, discrete reward and continuous reward trained with episode based REPS, as well as discrete
and continuous rewards trained with step based REPS. left: task 1, each episode is 200 time-steps, each iteration uses 20 sample trajectories
and trained for 200 iterations right: task 2, each episode is 500 time-steps, 20 samples per iteration and trained for 500 iterations
φ1 = ♦2(dg < 0.2) ∧2(do1 > ro1 ∧ do2 > ro2) (10)
ρ1(φ1, (xe, ye)0:T ) = min
(
max
t∈[0,T )
(
min
t′∈[t,T )
(
0.2− dtg
))
,
min
t∈[0,T )
(
dto1 − ro1 , dto2 − ro2
))
.
(11)
In English, φ1 describes the task of ”eventually always
stay at goal g and always stay alway from obstacles”. The
user needs only to specify φ1 and the reward function ρ1
is generated automatically from the quantitative semantics
indicated in Section III-A. Here (xe, ye)0:T is the trajectory
of the end-effector position. dt is the is distance at time t.
For the second task, the gripper is required to visit goals
gr, gg , and gb in this specific sequence while avoiding the
obstacles (one more obstacle is added to further constrain
the free space). The discrete and continuous rewards are
summarized as
rdiscrete2 =

5 goals visited in the right order
−5 goals visited in the wrong
−2 do1,2,3 ≤ ro1,2,3
0 everywhere else
rcontinuous2 = −c1dgi + c2(dgj + dgk) + c3
3∑
i=1
doi .
(12)
Here an addition state vector is maintained to record which
goals have already been visited in order to know what the
next goal is. In rcontinuous2 , gi is the correct next goal to visit
and gj , gk are the goals to avoid. The TLTL specification is
defined as
φ2 =(ψgr T ψgg T ψgb) ∧ (¬(ψgg ∨ ψgb) U ψgr )∧
(¬(ψgb) U ψgg ) ∧ (
∧
i=r,g,b
2(ψgi ⇒©2¬ψgi)) ∧2ψo,
(13)
where ψgidgi < 0.2 is the predicate for goal gi, ψo :∧
j=1,2,3
doj > roj is the obstacle avoidance constraint (
∧
is a shorthand for a sequence of conjunction). In English,
φ2 states ”visit gr then gg then gb, and don’t visit gg or
gb until visiting gr, and don’t visit gb until visiting gg ,
and always if visited gi implies next always don’t visit gi
(don’t revisit goals), and always avoid obstacles” . Due to
space constraints the robustness of φ2 will not be explicitly
presented, but it will also be a complex function consisted
of nested min()/max() functions that would be difficult to
design by hand but can be generated from the quantitative
semantics of TLTL.
During training, we consider the obstacles as ”penetrable”
in that the end-effector of the gripper can enter them with
a negative reward received, and depending on the reward
function the negative reward may be proportional to the
penetration depth. In practice, we find this approach to better
facilitate learning than simply granting the agent a negative
reward at contact with an obstacle and re-initiate the episode.
We will also adopt this approach in the physical experiment
in the next section.
Task 1 has a horizon of 200 time-steps, and is trained
for 200 iterations with each iteration updated on 30 sample
trajectories. Because of the added complexity, task 2 has a
horizon of 500 time-steps and is trained for 500 iterations
with the same number of samples per update. To compare
Fig. 4 : first three: Experiment execution. The joint states are measured by encoders, the end-effector states are tracked using the motion
tracking system (cameras in the back). last: Definition of toaster region predicates
the influence of reward functions on the learning outcome,
we first fix the learning algorithm to be the episode based
REPS and compare the average return per iteration for TLTL
robustness reward, discrete reward and continuous reward.
However it is meaningless to compare returns on different
scales. We therefore take the sample trajectories learned with
rdiscrete and rcontinuous and calculate their corresponding
TLTL robustness return for comparison. The reason for
choosing TLTL robustness as the comparison measure is
that both the discrete and continuous rewards have semantic
ambiguity depending on the choices of the discrete returns
and coefficients ci. TLTL is rigorous in its semantics and
a robustness greater than zero guarantees satisfaction of the
task specification.
In addition, since rdiscrete and rcontinuous can provide a
immediate reward per step (as oppose to TLTL robustness
which requires the entire trajectory to produce a terminal
reward), we also used a step based REPS[3] that updates at
each step using the cost-to-go. This is a common technique
used to reduce the variance in the Monte Carlo return
estimate. For continuous rewards, a grid search is performed
on the coefficients ci and the best outcome is reported. We
train each comparison case on 4 different random seeds. The
mean and variance of the average returns are illustrated in
Figure 3 .
It can be observed that in both tasks TLTL robustness
reward resulted in the best learning outcome in terms of con-
vergence rate and final return. For the level of stochasticity
presented in the simulation, step based REPS showed only
minor improvement in the rate of convergence and variance
reduction. For the simpler case of task 1, a well tuned contin-
uous reward achieves comparable learning performance with
the TLTL robustness reward. For task 2, the TLTL reward
outperforms competing reward functions by a considerable
margin. Discrete reward fails to learn a useful policy due to
sparse returns. A video of the learning process is provided.
The results indicate that a reward function with well
defined semantics can significantly improve the learning
outcome of an agent while providing convenience to the
designer. For tasks with a temporal/causal structure (such as
task 2), a hierarchical learning approach is usually employed
where the agent learns higher level policies that schedules
over lower level ones[15]. We show that incorporating the
temporal structure correctly into the reward function allows
for a relatively simple non-hierarchical algorithm to learn
hierarchical tasks in continuous state and action spaces.
B. Learning Toast-Placing Task With A Baxter Robot
Pick-and-placement tasks have been a common test sce-
nario in reinforcement learning research [16],[17]. The task is
framed as correctly reaching a grasp position where the end-
effector will perform the grasp operation upon approach. For
the object placing process, progress is measured by tracking
the distance between the object and the place to deploy. In
our experiment, we will be focusing on the placing task.
We will not be tracking the position of the object but rather
express the desired behavior as a TLTL specification. The
robot will simultaneously learn to reach the specified region
and a gripper timing policy that releases the object at the
right instant (as oppose to directly specifying the point of
release).
Figure 4 shows the experimental setup. A Baxter robot
is used to perform the task of placing a piece of bread in
a toaster. The 21 dimensional state feature space includes
7 joint angles and joint velocities, the xyz-rpy pose of
the end-effector and the gripper position. The end-effector
pose is tracked using the motion tracking system as an
additional source of information. The gripper position ranges
continuously from 0 to 100 with 0 being fully closed. The 8
dimensional action space includes 7 joint velocities and the
desired gripper position. Actions are sent at 20hz.
The placing task is specified by the TLTL formula
φ =2(¬(ψtable ∨ ψtoaster)) ∧ ♦(ψslot)∧
(ψgc U ψslot) ∧2(ψslot ⇒©2(ψgo)),
(14)
where ψtable, ψtoaster, ψslot are predicates describing spatial
regions in the form (xmin < xe < xmax) ∧ (ymin < ye <
ymax) ∧ (zmin < ze < zmax) ((xe, ye, ze) is the position
of the end-effector). Orientation constraints are specified in
a similar way to ensure the correct pose is reached at the
position of release. The regions for slot and toaster are
depicted in Figure 4. ψgc : pg < δclose and ψgo : pg > δopen
describe the conditions for gripper open/close. In English,
the specification describes the process of ”always don’t hit
the table or the toaster, and eventually reach the slot, and
keep gripper closed until slot is reached, and always if
slot is reached implies next always keep gripper open”. The
resulting robustness for φ is
ρ(φ, pe0:T ) =
min
(
min
t∈[0,T )
(
max
(
− ρ(ψtable, pet:T ),−ρ(ψtoaster, pet:T )
))
,
max
t∈[0,T )
ρ(ψslot, p
e
t:T ),
max
t∈[0,T )
(
min
(
ρ(ψslot, p
e
t:T ), min
t′∈[0,t)
ρ(ψgc, p
e
t′:t)
))
,
min
t∈[0,T )
(
max
(
− ρ(ψslot, pet:T ), min
t′∈[t+1,T )
ρ(ψgo, p
e
t′:T )
)))
.
(15)
Due to space constraints (15) is written in its recursive
form where the robustness of the individual predicates are
evaluated at each time step. Again ρ(φ, pe0:T ) is generated
from the TLTL quantitative semantics and specification φ is
satisfied when ρ(φ, pe0:T ) > 0 . Also the robustness for ψgc
and ψgo are normalized to the same scale as that of the other
predicates. This is to ensure that all sub-formulas are treated
equally during learning. Implementation of (15) or robustness
in general is highly vectorized and run time evaluation
speed for complicated specifications do not usually cause
significant overhead.
For a comparison case, we design the following reward
function
rt =
−c1dtslot + c2dttoaster − c3|ptg| min
t′∈[0,t)
dtslot > 0.03
−c1dtslot + c2dttoaster − c3|100− ptg| min
t′∈[0,t)
dtslot < 0.03.
(16)
In the above equation, dtslot and d
t
toaster are the Euclidean
distances between the end-effector and the center of the
toaster regions defined in Figure 4 (at time t). ptg is the
gripper position at time t. The reward function encourages
being close to the slot and keeping away from the toaster.
If the gripper has yet to reached to within 3 centimeters
of the slot center at all times before t, the gripper should be
closed (ptg = 0), otherwise the gripper should be opened. The
coefficients c1,2,3 are manually tuned and the best outcome
is reported.
Similar to the simulation experiment, during training the
obstacle (toaster in this case) is taken away and the region
ψtoaster is penetrable with a negative reward proportional
to the penetration depth (highest at the center of the re-
gion) provided by the robustness. The table is kept at its
position and a new episode is initialized if collision with
the table occurs. Each episode has a horizon of 100 time-
steps (around 6 seconds) and each update iteration uses 10
sample trajectories. Episode based REPS is again used as the
RL algorithm for this task. The resulting training curves are
plotted in Figure 5.
Fig. 5 : Training curves for Baxter toast-placing task. An episode
is 100 time-steps long (around 6 seconds). Each update iteration
uses 10 sample trajectories. Trained for 80 iterations
In Figure 5, trajectories learned from rt at each itera-
tion are used to calculated their corresponding robustness
value (as explained in the previous section) for a reason-
able comparison. We can observe that training with TLTL
reward has reached a significantly better policy than that
with the comparison reward. One important reason is that
the semantics of rt in Equation (16) relies heavily on the
relative magnitudes of the coefficients c1,2,3. For example
if c1 is much higher than c2 and c3, then rt will put
most emphasis on reaching the slot and pay less attention
on learning the correct gripper timing policy or obstacle
avoidance. An exhaustive hyperparameter search on the
physical robot is infeasible. In addition, rt expresses much
less information than ρ(φ, pe0:T ). For example, penalizing
collision with the toaster is necessary only when the gripper
comes in contact with the toaster. Otherwise the agent should
focus on the other subtasks (reaching the slot, improving the
gripper policy). For reward rt, this logistics is again achieved
only by obtaining the right combination of hyperparameters.
However, because the robustness function is made up of a
series of embedded min()/max() functions, at any instant
the agent will be maximizing only a set of active functions.
These active functions represent the bottlenecks in improving
the overall return. By adopting this form, the robustness
reward effectively focuses the agent’s effort in improving
the most critical set of subtasks at any time so to achieve
an efficient overall learning progress. However, this may
render the TLTL robustness reward susceptible to scaling
(if the robustness of a sub-formulae changes on a different
scale than other sub-formula, the agent may devote all its
effort in improving on this one sub-task and fail to improve
on the others). Therefore, proper normalization is required.
Currently this normalization process is achieved manually,
future work can include automatic or adaptive normalization
of predicate robustnesses.
To evaluate the resulting behavior, 10 trials of the toast-
placing task is executed with the policy learned from each
reward. The policy from the TLTL reward achieves 100%
success rate while the comparison reward fails to learn the
task (due to its inability to learn the correct gripper time
policy). A video of the learning progress is provided.
VI. CONCLUSION
Looking over our learning process as humans, we are
usually given a goal and a set of well defined rules. And
it is up to us to find methods to best achieve the goal within
the given rules. But imagine if we are only given the goal
(drive safely from A to B) but not the rules (traffic rules),
even if we can instantly reinitialize after the occurrence of
an accident it would take an intractable number of trials
before we learn to drive safely. Robot learning is analogous.
Rules can be experience/knowledge (switch to low gear if
driving on steep slopes) that accelerate learning, or they can
be constraints that an agent must abide by (rules in traffic,
sports and games). Being able to formally express these rules
as reward functions and incorporate them in the learning
process is helpful and often necessary for a robot to operate
in the world.
In this paper we proposed TLTL, a formal specification
language with quantitative semantics that is designed for
convenient robotic task specification. We compare learning
performance of the TLTL reward with two of the more
commonly used forms of reward (namely a discrete and
continuous form of reward functions) in a 2D simulated
manipulation environment by fixing the RL algorithm. We
also compare the outcome of TLTL reward trained using
a relatively inefficient episode based method with the dis-
crete/continuous rewards trained using a lower variance step
based method. Results show that TLTL reward not only
outperformed all of its comparison cases, it also enabled a
non-hierarchical RL method to successfully learn to perform
a temporally structured task. Furthermore, We used TLTL
to express a toast-placing task and demonstrated successful
learning on a Baxter robot. Future work includes adapting
TLTL robustness reward to more efficient gradient based
methods [18] by exploiting its smooth approximations [5].
And using automata theory for guided exploration and learn-
ing [19].
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