We consider the problem of learning distributed representations for documents in data streams. The documents are represented as low-dimensional vectors and are jointly learned with distributed vector representations of word tokens using a hierarchical framework with two embedded neural language models. In particular, we exploit the context of documents in streams and use one of the language models to model the document sequences, and the other to model word sequences within them. The models learn continuous vector representations for both word tokens and documents such that semantically similar documents and words are close in a common vector space. We discuss extensions to our model, which can be applied to personalized recommendation and social relationship mining by adding further user layers to the hierarchy, thus learning user-specific vectors to represent individual preferences. We validated the learned representations on a public movie rating data set from MovieLens, as well as on a large-scale Yahoo News data comprising three months of user activity logs collected on Yahoo servers. The results indicate that the proposed model can learn useful representations of both documents and word tokens, outperforming the current state-of-the-art by a large margin.
INTRODUCTION
Text documents coming in a sequence are common in realworld applications and can arise in various contexts. For example, consider Web pages surfed by users in random walks along the hyperlinks, streams of click-through URLs associated with a query in search engine, publications of an author in chronological order, threaded posts in online discussion forums, answers to a question in online knowledge-sharing communities, or e-mails in a common thread, to name a few. The co-occurrences of documents in a temporal sequence may reveal relatedness between them, such as their semantic and topical similarity. In addition, sequences of words within the documents introduce another rich and complex source of the data, which can be leveraged together with the document stream information to learn useful and insightful representations of both documents and words.
In this paper, we introduce algorithm that can simultaneously model documents from a stream and their residing natural language in one common lower-dimensional vector space. Such algorithm goes beyond representations which consider each document as a separate bag-of-words composition, most notably Probabilistic Latent Semantic Analysis (PLSA) [10] and Latent Dirichlet Allocation (LDA) [3] . We focus on learning continuous representations of documents in vector space jointly with distributed word representations using statistical neural language models [2] , whose success was previously shown in a number of publications [6] . More precisely, we propose hierarchical models where document vectors act as units in a context of document sequences, and also as global contexts of word sequences contained within them. The probability distribution of observing a word depends not only on some fixed number of surrounding words, but is also conditioned on the specific document. Meanwhile, the probability distribution of a document depends on the surrounding documents in stream data. Our work is most similar to [13] as it also considers document vectors as a global context for words contained within, however the authors in [13] do not model the document relationships which brings significant modeling strength to our models and opens a plethora of application areas for the neural language models. In our work, the models are trained to predict words and documents in a sequence with maximum likelihood. We optimize the models using stochastic gradient learning, a flexible and powerful optimization framework suitable for the considered large-scale problems in an online setting where new samples arrive sequentially.
Vector representations of documents and words learned by our model are useful for various applications of critical importance to online businesses. For example, by means of simple nearest-neighbor searches in the joint vector space between document and word representations, we can address a number of important tasks: 1) given a query keyword, search for similar keywords to expand the query (useful in the search product); 2) given a keyword, search for relevant documents such as news stories (useful in document retrieval); 3) given a document, retrieve similar or related documents (useful for news stream personalization and document recommendation); and 4) automatically generate related words to tag or summarize a given document (useful in native advertising or document retrieval). All these tasks are essential elements of a number of online applications, including online search, advertising, and personalized recommendation. In addition, as we show in the experimental section, learned document representations can be used to obtain state-of-the-art document classification results.
The proposed approach represents a step towards automatic organization, semantic analysis, and summarization of documents observed in sequences. We summarize our main contributions below:
• We propose hierarchical neural language model which takes advantage of the context of document sequences and the context of each word within a document to learn their low-dimensional vector representations. The document contexts can act as an empirical prior which helps learn smoothed representations for documents. This is useful for learning representations of short documents with a few words, for which [13] tends to learn poor document representations as separately learned document vectors may overfit to a few words within a specific document. Conversely, the proposed model is not dependent on the document content as much.
• The proposed approach can capture inherent connections between documents in the data stream. We tailor our models to analyze movie reviews where a user's preferences may be biased towards particular genres, as well as Yahoo News articles for which we collect click-through logs of a large number of users and learn useful news article representations. The experimental results on retrieval and categorization tasks demonstrate effectiveness of the proposed model.
• Our learning framework is flexible and it is straightforward to add more layers in order to learn additional representations for related concepts. We propose extensions of the model and discuss how to learn explicit distributed representations of users on top of the basic framework. The extensions can be applied to personalized recommendation and social relationship mining.
RELATED WORK
The related work is largely centered on the notion of neural language models [2] , which improve generalization of the classic n-gram language models by using continuous variables to represent words in a vector space. This idea of distributed word representations has spurred many successful applications in natural language processing. More recently, the concept of distributed representations has been extended beyond pure language words to a number of applications, including modeling of phrases [15] , sentences and paragraphs [13] , relational entities [4, 20] , general text-based attributes [12] , descriptive text of images [11] , online search sessions [7] , smartphone apps [1] , and nodes in a network [19] .
Neural language models
Neural language models take advantage of a word order, and state the same assumption as n-gram models that words closer in a sequence are statistically more dependent. Typically, a neural language model learns the probability distribution of next word given a fixed number of preceding words which act as the context. More formally, given a word sequence (w1, w2, . . . , wT ) in a training data, the objective of the model is to maximize log-likelihood of the sequence,
where wt is the t th word in the sequence, and wt−n+1 : wt−1 represents a sequence of successive preceding words (wt−n+1, . . . , wt−1) that act as the context to the word wt.
A typical model architecture to approximate probability distribution P(wt|wt−n+1 : wt−1) is to use a neural network [2] . The neural network is trained by projecting the concatenation of vectors for context words (wt−n+1, . . . , wt−1) into a latent representation with multiple non-linear hidden layers and the output soft-max layer comprising W nodes, where W is a size of the vocabulary, where the network attempts to predict wt with high probability. However, a neural network of large size is challenging to train, and the word vectors are computationally expensive to learn from large-scale data sets comprising millions of words, which are commonly found in practice. Recent approaches with different versions of log-bilinear models [16] or log-linear models [14] attempt to modify the model architecture in order to reduce the computational complexity. The use of hierarchical soft-max [18] or noise contrastive estimation [17] can also help speed up the training complexity. In the following we review two recent neural language models [14, 15] which directly motivated our work, namely continuous bag-of-words (CBOW) and skip-gram (SG) model.
Continuous bag-of-words
The continuous bag-of-words model is a simplified neural language model without any non-linear hidden layers. A loglinear classifier is used to predict a current word based on its preceding and succeeding words, where their representations are averaged as the input. More precisely, the objective of the CBOW model is to maximize the log-likelihood,
where c is the context length, and wt−c : wt+c is the subsequence (wt−c, . . . , wt+c) excluding wt itself. The probability P(wt|wt−c : wt+c) is defined using the softmax,
where v w t is the output vector representation of wt, andv is averaged vector representation of the context, found as
Here vw is an input vector representation of word w. It is worth noting that CBOW takes only partial advantage of the word order, since any ordering of a set of contextual words will result in the same vector representation. 
Skip-gram model
Instead of predicting the current word based on the words before and after it, the skip-gram model tries to predict the surrounding words within a certain distance based on the current one. More formally, skip-gram defines the objective function as the exact counterpart to the continuous bag-ofwords model,
Furthermore, the model simplifies the probability distribution, introducing an assumption that the contextual words wt−c : wt+c are independent given current word wt,
with P(wt+j|wt) defined as
where vw and v w are the input and output vectors of w.
Increasing the range of context c would generally improve the quality of learned word vectors, albeit at the expense of higher computation cost. Skip-gram assumes that the surrounding words are equally important, and in this sense the word order is again not fully exploited, similarly to the CBOW model. A wiser strategy to account for this issue would be to sample training word pairs in (7) less from relatively distant words that appear in the context [14] .
HIERARCHICAL LANGUAGE MODEL
In this section we present our algorithm for joint modeling of streaming documents and the words contained within, where we learn distributed representations for both the documents and the words in a shared, low-dimensional embedding space. The approach is inspired by recently proposed methods for learning vector representations of words which take advantage of a word order observed in a sentence [14] . However, and unlike similar work presented by the authors of [13] , we also exploit temporal neighborhood of the streaming documents. In particular, we model the probability of observing a particular document by taking into account its temporally-close documents, in addition to conditioning on the content of the document.
Model architecture
In the considered problem setting, we assume the training documents are given in a sequence. For example, if the documents are news articles, a document sequence can be a sequence of news articles sorted in a chronological order in which the user read them. More specifically, we assume that we are given a set S of S document sequences, with each sequence s ∈ S consisting of Ns documents, s = (d1, d2, . . . , dN s ). Moreover, each document in a stream dm is a sequence of Tm words, dm = (wm1, wm2, . . . , wm,T m ). We aim to simultaneously learn low-dimensional representations of streaming documents and language words in a common vector space, and represent each document and word as a continuous feature vector of dimensionality D. If we assume that there are M unique documents in the training corpus and W unique words in the vocabulary, then during training we aim to learn (M + W ) · D model parameters.
The context of a document sequence and the natural language context are modeled using the proposed hierarchical neural language model, where document vectors act not only as the units to predict their surrounding documents, but also as the global context of word sequences contained within them. The architecture consists of two embedded layers, shown in Figure 1 . The upper layer learns the temporal context of a document sequence, based on the assumption that temporally closer documents in the document stream are statistically more dependent. We note that temporally does not need to refer to the time of creation of the document, but also to the time the document was read by the user, which is the definition we use in our experiments. The bottom layer models the contextual information of word sequences. Lastly, we connect these two layers by adopting the idea of paragraph vectors [13] , and consider each document token as a global context for all words within the document.
More formally, given set S of sequences of documents, the objective of the hierarchical model is to maximize log-likelihood of the streaming data,
where α is the weight that specifies a trade-off between focusing on minimization of the log-likelihood of document sequence and of the log-likelihood of word sequences (we set α = 1 in the experiments), b is the length of the training context for document sequences, and c is the length of the training context for word sequences. In this particular architecture, we are using the CBOW model in the lower, sentence layer, and the skip-gram model in the upper, document layer. However, we note that either of the two models can be used in any level of the hierarchy, and a specific choice depends on the modalities of the problem at hand.
Given the architecture illustrated in Figure 1 , probability of observing one of the surrounding documents based on the current document P(dm+i|dm) is defined using the soft-max function as given below,
where v d and v d are the input and output vector representations of document d. Furthermore, probability of observing a word depends not only on its surrounding words, but also on a specific document that the word belongs to. More precisely, probability P(wmt|wm,t−c : wm,t+c, dm) is defined as
where v w mt is the output vector representation of wmt, and v is the averaged vector representation of the context (including the specific document dm), defined as follows,
Lastly, we define probability of observing a document given the words contained within P(dm|wm1 : wm,T m ) in a similar way, by reusing equations (10) and (11) and replacing the appropriate variables.
Variants of the model
In the previous section we presented a typical architecture where we specified language models in each layer of the hierarchy. However, in real-world applications, we could vary the language models for different purposes in a straightforward manner. For example, a news website would be interested in predicting on-the-fly which news article a user would read after a few clicks on some other news stories, in order to personalize the news feed. Then, it could be more reasonable to use directed, feed-forward models which estimate P(dm|d m−b : dm−1), probability of the m th document in the sequence given its b preceding documents. Or, equivalently, if we want to model which documents were read prior to the currently observed sequence, we can use feed-backward models which estimate P(dm|dm+1 : d m+b ), probability of the m th document given its b succeeding documents.
Moreover, it is straightforward to extend the described model for problems that naturally have more than two layers. Let us assume that we have a data set with streaming documents specific to a different set of users (e.g., for each document we also know which user generated or read the document). Then, we may build more complex models to simultaneously learn distributed representations of users by adding additional user layer on top of the document layer. In this setup a user vector could serve as a global context of streaming documents pertaining to that specific user, much like a document vector serves as a global context to words pertaining to that specific document. More specifically, we would predict a document based on the surrounding documents and its content, while also conditioning on a specific user. This variant models P(dm|d m−b : dm−1, u), where u is an indicator variable for a user. Learning vector representations of users would open doors for further improvement of personalized services, where personalization would reduce to simple nearest-neighbor search in the joint embedding space.
Model optimization
The model is optimized using stochastic gradient ascent, which is very suitable for large-scale problems. However, computation of gradient ∇ log P(wmt|wm,t−c : wm,t+c, dm) in (8) is proportional to the vocabulary size W , and of gradients ∇ log P(dm+i|dm) and ∇ log P(dm|wm1 : wm,T m ) is proportional to the number of training documents M . This is computationally expensive in practice, since both W and M could easily reach millions in our applications.
An efficient alternative that we use is hierarchical soft-max [18] , which reduces the time complexity to O R log(W ) + bM log(M ) in our case, where R is the total number of words in the document sequence. Instead of evaluating every distinct word or document during each gradient step in order to compute the sums in equations (9) and (10), hierarchical softmax uses two binary trees, one with distinct documents as leaves and the other with distinct words as leaves. For each leaf node, there is a unique assigned path from the root which is encoded using binary digits. To construct a tree structure the Huffman encoding is typically used, where more frequent documents (or words) in the data set have shorter codes to speed up the training. The internal tree nodes are represented as real-valued vectors, of the same dimensionality as word and document vectors. More precisely, hierarchical soft-max expresses the probability of observing the current document (or word) in the sequence as a product of probabilities of the binary decisions specified by the Huffman code of the document as
where h l is the l th bit in the code with respect to q l , which is the l th node in the specified tree path of dm+i. The probability of each binary decision is defined as follows,
where σ(x) is the sigmoid function, and vq l is the vector representation of node q l . It can be verified that M d=1 P(dm+i = d|dm) = 1, and hence the property of probability distribution is preserved. We can compute P(dm|wm1 : wm,T m ) in the same manner. Furthermore, we similarly express P(wmt|wm,t−c : wm,t+c, dm), but with construction of a separate Huffman tree pertaining to the words. 
EXPERIMENTS
In this section we describe experimental evaluation of the proposed approach, which we refer to as hierarchical document vector (HDV) model. First, we validated the learned representations on a public movie ratings data set, where the task was to classify movies into different genres. Then, we used a large-scale data set of user click-through logs on a news stream collected on Yahoo servers to showcase a wide application potential of the HDV algorithm. In all experiments we used cosine distance to measure the closeness of two vectors (either document or word vectors) in the common low-dimensional embedding space.
Movie genre classification
In the first set of experiments we validated quality of the obtained distributed document representations on a classification task using a publicly available data set. We note that, although we had access to a proprietary data set discussed in Section 4.2 which served as our initial motivation to develop the HDV model, obtaining a similar public data set proved to be much more difficult. To this end, we generated such data by combining a public movie ratings data set MovieLens 10M 1 , consisting of movie ratings for around 10,000 movies generated by more than 71,000 users, with a movie synopses data set from Internet Movie DataBase (IMDB) that was found online 2 . Each movie in the data set is tagged as belonging to one or more genres, such as "action", "comedy", or "horror". Then, following terminology from the earlier sections, we viewed movies as "documents" and synopses as "document content". The document streams were obtained by taking for each user the movies that they rated 4 and above (on the scale from 1 to 5), and ordering them in a sequence according to a timestamp of the rating. The described preprocessing resulted in 69,702 document sequences comprising 8,565 distinct movies, with an average synopsis length of 190.6 words. Let us discuss several explicit assumptions that we made while generating the movie data set. First, we retained only high-rated movies for each user in order to make the data less noisy, as the assumption is that the users are more likely to enjoy two movies that belonged to the same genre, than two movies coming from two different genres. Thus, by removing low-rated movies we aim to keep only similar movies in a single user's sequence. As we show in the remainder of the section, the experimental results indicate that the assumption holds true. In addition, we used the timestamp of a rating as a proxy for a time when the movie was actually watched. Although this might not always hold in reality, the empirical results suggest that the assumption was reasonable for learning useful movie and word embeddings.
We learned movie vector representations for the described data set using the following methods: 1) LDA [3] , which learns low-dimensional representations of documents (i.e., movies) as a topic distribution over their synopses; 2) paragraph vector (paragraph2vec) [13] , where an entire movie synopsis is taken as a single paragraph; 3) word2vec [15] , where movie sequences are used as "sentences" and movies are used as "words"; and 4) the proposed HDV method. We used publicly available implementations of online LDA training [9] 3 and word2vec 4 , and used our implementations of paragraph2vec and HDV algorithms. Note that LDA and paragraph2vec take into account only the content of the documents (i.e., movie synopses), word2vec only considers the movie sequences and does not consider the movie synopses and contained natural language in any way, while HDV combines the two approaches and jointly considers and models both the movie sequences and the content of movie synopses.
Dimensionality of the embedding space was set to D = 100 for all low-dimensional embedding methods (in the case of LDA this amounts to using 100 topics). The neighborhood of the neural language methods was set to 5 for both document and word sequences, and the models were trained for [5] to predict a movie genre. Note that we chose a linear classifier, instead of some more powerful non-linear one, in order to reduce the effect of variance of non-linear methods on the classification performance and help with the interpretation of the results. The classification results after 5-fold cross-validation are shown in Table 1 , where we report results on eight binary one-vs-rest classification tasks for eight most frequent movie genres in the data set. We can see that the neural language models on average obtained higher accuracy than LDA, although LDA achieved very competitive results on the last six tasks. It is interesting to observe that the word2vec algorithm obtained higher accuracy than paragraph2vec despite the fact that word2vec only considered sequences in which the movies were seen without using the movie synopses, and that, unlike word2vec, the paragraph2vec model was specifically designed for document representation. This result indicates that the users have strong genre preferences that exist in the movie sequences which was utilized by word2vec, val-idating our assumption discussed earlier. Furthermore, we see that the proposed approach achieved higher accuracy than the competing state-of-the-art methods, obtaining on average 5.62% better performance over the paragraph2vec and 1.52% over the word2vec model. This can be explained by the fact that the HDV method successfully exploited both the document content and the relationships in a stream between them, resulting in improved performance.
Large-scale document representation
In this section we evaluate the proposed algorithm a largescale data set collected on Yahoo servers. The data consists of nearly 200,000 distinct news stories, viewed by a subset of company's users from March to June, 2014. After pre-processing where the stopwords were removed, we trained the HDV model on more than 80 million document sequences generated by users, containing a total of 100 million words with a vocabulary size of 161,000. Considering that the used data set is proprietary and that numerical results may carry business-sensitive information, we first illustrate a wide potential of the proposed method for numerous online applications using qualitative experiments, followed by the document classification task where we show relative performance improvements over the baseline method.
Keyword suggestion
An important task in many online applications is finding similar or related words given an input word as a query. This is useful in the setting of, for example, search retargeting [8] , where advertisers bid on search keywords related to their product or service and may use the proposed model to expand the list of targeted keywords with additional relevant keywords. Table 2 shows example keywords from the vocabulary, together with their nearest word neighbors in the embedding space. Clearly, meaningful semantic relationships and associations can be observed within the closest distance of the input keywords. For example, for the query word "batman", the model found that other superheroes such as "superman" and "avengers" are related, and also found keywords related to comics in general, such as "comics", "marvel", or "sequel".
Document retrieval
Given a query word, one may be interested in finding the most relevant documents, which is a typical task of an online search engine or news webservice perform. We consider the keywords used in the previous section, and find the titles of the closest document vectors in the common embedding space. As can be seen in Table 3 , the retrieved documents are semantically related to the input keyword. Interestingly, in some cases it might seem that the document is irrelevant, as, for example, in the case of keyword "university" and headlines "Spring storm brings blizzard warning for Cape Cod" and "No Friday Night Lights at $60 Million Texas Stadium". However, after closer inspection and a search for the headlines in a popular search engine, we can see that the snow storm from the first headline affected school operations and the article includes a comment by an affected student. Similar search also confirmed that the second article discussed school facilities and an education fund. Although the titles may be misleading, we can see that the both articles are of interest to users interested in the keyword "university", as our model correctly learned from the actual user sessions.
We note that the proposed approach differs from the traditional information retrieval methods due to the fact that retrieved documents do not necessarily need to contain the query word, as examplified in Table 3 in a case of the keyword "boxing". As we can see, the HDV method found that the articles discussing UFC (Ultimate Fighting Championship) and WSOF (World Series of Fighting) events are related to the sport, despite the fact that neither of them specifically mentions the word "boxing".
Document tag recommendation
An important task in online news services is automatic document tagging, where, given a news article, we assign a list of relevant keywords (called tags) that explain the article content. Tagging is very useful in improving the document retrieval systems, document summarization, document recommendation, contextual advertising (tags can be used to match display ads shown alongside the article), and many other applications. Our model is suitable for such tasks due to the fact that document and word vectors reside in the same feature space, which allows us to reduce complex task of document tagging to a trivial K-nearest-neighbor search in the joint embedding space.
Using the trained model, we retrieved the nearest words given a news story as an input. In Table 4 we give the results, where titles of the example news stories are shown together with their lists of nearest words. We can see that the retrieved keywords often summarize and further explain the documents. For example, for the news article "This year's best buy ISAs", related to Individual Savings Account (ISA), the keywords include "pensioners" and "taxfree", while in the mortgage-related example ("Uncle Sam buying mortgages? Who knew?") keywords include several financial companies and advisors (e.g., Nationstar, Moelis, Berkowitz). 
Document recommendation
In the document recommendation task, we search for the nearest news articles given a news story. The retrieved articles can be provided as a reading recommendations for users viewing the query news story. We give the examples in Table 5 , where we can see that relevant and semantically related documents are located nearby in the latent vector space. For example, we can see that the nearest neighbors for article related to the 2014 Ukraine crisis are other news stories discussing the political situation in Ukraine, while for the article focusing on Samsung Galaxy S5 all nearest documents are related to the smartphone industry.
News topic classification
Lastly, we used the learned representations to label news documents with 19 first-level topic tags from the company's internal interest taxonomy (e.g., taxonomy includes "home & garden" and "science" tags). We used linear SVM to predict each topic separately, and the average improvement over LDA after 5-fold cross-validation is given in Table 6 . We see that the proposed method outperformed the competition on this large-scale problem, strongly confirming the benefits of HDV for representation of streaming documents.
CONCLUSION
We described a general unsupervised learning framework to model the latent structure of streaming documents, that learns low-dimensional vectors to represent documents and words in the same latent space. Our model exploits the context of documents in streams and learns representations that can capture temporal co-occurrences of documents and statistical patterns of the words contained within. The method was verified on a movie classification task, outperforming the current state-of-the-art by a large margin. Moreover, experiments on a large-scale data set comprising click-through logs on Yahoo News demonstrated effectiveness and wide applicability of the proposed neural language approach.
