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Abstract. A power Hadamard matrix H(x) is a square matrix of di-
mension n with entries from Laurent polynomial ring L = Q[x, x−1] such
that H(x)H(x−1)T = nI mod f(x), where f is some Laurent polyno-
mial of degree greater than 0. In the first part of this work, some new
results on power Hadamard matrices are studied, where we mainly extend
the work of Craigen and Woodford. In the second part, codes obtained
from Butson-Hadamard matrices are discussed and some bounds on the
minimum distance of these codes are proved. In particular, we show that
the code obtained from a Butson-Hadamard matrix meets the Plotkin
bound under a non-homegeneous weight.
Keywords: Power Hadamard matrices, Butson-Hadamard matrices, cy-
clotomic polynomials, Butson-Hadamard codes
1 Introduction
A Hadamard matrix of order n is an n × n matrix whose entries are 1,−1
satisfying HHT = nIn. Here In is the n × n identity matrix. Hadamard [11]
conjectured that such matrices exist for every n that is a multiple of 4. See
[12,14,16] for more information about Hadamard matrices and their applications.
Hadamard matrices can be generalized in many ways. Two of them are Butson-
Hadamard (BH) matrices which are introduced by Butson in [4] and generalized
Hadamard (GH) matrices by Drake in [8].
A Butson-Hadamard matrix, H , is an n×n matrix whose entries are complex
roots of unity such that
HH∗ = nIn
where H∗ is the Hermitian transpose of H . If all the entries of H are k-th root
of unity then we say that H is a BH(n, k).
Another generalization of Hadamard matrices is (group) generalized Hadamard
matrices. Let G = {g1, g2, . . . , gm} be a finite group and let H be an n×n matrix
whose entries are elements of G. For convenience, we identify the group G with
the naturally embedded copy of G in the group ring Z[G] = {∑mi=1 aigi|ai ∈ Z}.
A natural involution on Z[G], which we shall call conjugation, is defined by
(
∑
aigi) :=
∑
aig
−1
i . (1)
2 Acar, Yayla
Then, for the matrices with entries in Z[G], define an adjoint, M∗ = [mij ]∗ :=
[mji]. We call that an n × n, matrix, H , whose entries are in G is a (group)
generalized Hadamard matrix if
HH∗ ≡ nIn mod
∑
g∈G
g. (2)
For brevity, we say that such a matrix H is a GH(n,G).
For example, the following is a GH(5, C5), where ζ is a generator of the cyclic
group C5 of order 5.
H =


1 ζ ζ4 ζ4 ζ
ζ 1 ζ ζ4 ζ4
ζ4 ζ 1 ζ ζ4
ζ4 ζ4 ζ 1 ζ
ζ ζ4 ζ4 ζ 1


Also we can say that with Remark(1) in [20] a GH(n,G) can exist only if n is a
multiple of |G|. See also [15] for more information about generalized Hadamard
matrices.
Another type of generalization of Hadamard matrices is the power Hadamard
matrices. These matrices are n × n matrices whose elements from the ring of
formal Laurent polynomials L = Q[x, x−1]. Here x is an indeterminate. For
f(x) ∈ L, we define the conjugation
f∗(x) := f(x−1)
and for L-matrices M = [mij(x)] we define its adjoint matrix
M∗ := [m∗ji(x)].
If an n×n matrix H, whose entries are integer powers of x satisfies HH∗ = nIn
mod f(x), where f is some Laurent polynomial of degree greater than 0 and In
is n × n identity matrix, then H is called power Hadamard matrix (relative to
f(x)), and we say that H is a PH(n, f(x)).
It is known that a BH, GH or PH matrix can be transformed to an equivalent
matrix consisting of 1s in the first row and column by dividing rows or columns,
or by interchanging rows or columns. So, a BH, GH or PH matrix is said to be
normalized if the first row and column consist entirely of 1s.
In this paper we first determine some ways to obtain new PH matrices by
generalizing the results given by Craigen and Woodford [5]. We mainly extend
the results given in [5], and we prove new properties of PH matrices.
Next, we study the parameters for code families where the rows of BH and
PH matrices are assigned to be codewords. The minimum distance between the
rows of normalized GH matrices has been studied widely, see [14, Sections 4.4
and 9.4]. In addition to minimum distance, the rank and kernel of the codes
obtained from a GH matrix were recently studied in [6,7], and codes from a
cocyclic GH matrix and their equivalence to combinatorial difference sets are
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studied in [1,2]. On the other hand, Greferath, McGuire and O’Sullivan [10]
showed that the codes obtained from BH matrices meet the Plotkin bound under
any homogeneous weight. Stepanov [17] also constructed codes obtained from
modified BH matrices, which have parameters close to the Plotkin bound. In
this paper, we give a lower bound for the minimum distance of the rows of
normalized BH matrices in Proposition 8. We also consider image of the BH
matrix under a non-homogeneous Gray map, then we show that the distances
between the rows are same, hence the code is equidistant. Moreover, we show
that the code meets the Plotkin bound in Theorem 3.
The paper is organized as follows. We give some background in Section 2.
Then in Section 3 we derive new results about power Hadamard matrices. We
study generalized Gray map in Section 4, and give some results on the minimum
distance of codes obtained from BH and PH matrices in Section 5.
2 Previous Results
We first give the definition of cyclotomic polynomial.
Definition 1. For k ∈ Z+, the cyclotomic polynomial of order k denoted by
φk(x) is defined by
φk(x) :=
∏
(x− ζ)
where product runs over all primitive kth roots of unity ζ.
It is easy to see that
φk(x) =
xk − 1∏
d|k,d<k φd(x)
.
See [9] for more details about cyclotomic polynomials. In the first part of this
paper we mainly generalize and extend results given in [5], thus, we list some of
their results below.
Proposition 1 (Craigen and Woodford [5]).
i. Let ζ be any primitive k-th root of unity. Then H(x) is a PH(n, φk(x)) if
and only if H(ζ) is a BH(n, k).
ii. Let k ∈ Z+. Then H(x) is a PH(n, f(x)) if and only if H(xk) is a PH(n, f(xk)).
iii. Suppose H = [xaij ] is a PH(n, φk(x)). If H
′ = [xaij+tijk] (obtained from H
by shifting the exponent of x in the (i, j) position by tijk, 1 ≤ i, j ≤ n) then
H ′ is also a PH(n, φk(x)).
iv. If H1 = [x
aij ] is a PH(n, φh(x)), H2 = [x
bij ] is a PH(n, φk(x)), and gcd(h, k) =
1, then there exists a unique PH(n, φh(x)φk(x)), H = [x
cij ], where cij ∈
{0, 1, . . . , hk − 1} for all i, j. Also if α and β are any primitive h-th and
k-th root of unity respectively then H(α) = H1(α) and H(β) = H2(β) are
BH(n, h)) and BH(n, k) matrices, respectively.
v. If H is a PH(n, f(x)), then f(1)|n.
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vi. If H is a PH(n, f(x)g(x)), then H is also a PH(n, f(x)) and a PH(n, g(x)).
Further, if H is both a PH(n, f(x)) and a PH(n, g(x)), then H is also a
PH(n, lcm(f(x), g(x))).
Hadamard codes have been widely studied in the literature, see for instance [14].
Greferath et al. in [10] considered BH matrices and determined the parameters
of the code obtained from normalized BH matrices, where they considered the
homogeneous weight. Their result is given below, but we first give the definition
of homogeneous weight.
Definition 2. [10] A real-valued function w on the finite ring R is called a
homogeneous weight, if w(0) = 0 and the following is true:
(1) For all x, y ∈ R, Rx = Ry implies w(x) = w(y).
(2) There exists a real number γ such that
∑
y∈Rx
w(y) = γ|Rx|, ∀x ∈ R\{0}
where the number γ is the average value of w on R.
For instance, the Lee weight wL on Z4 has wL(0) = 0, wL(1) = wL(3) = 1 and
wL(2) = 2, which gives a homogeneous weight. Note that the average weight of
wL is γ = 1.
A q-ary (n,M, d) code is defined to be a subset of Znq of size M such that any
two elements differ in at least d places. For an (n,M, d) code, the generalized
Plotkin bound states that M ≤ d/(d−γn), and it is called Plotkin-optimal when
M > d/(d− γn)− 1, (3)
where γ is the average weight [10].
Theorem 1. [10] Let H = [ζ
aij
h ] be a normalized Butson-Hadamard matrix of
type BH(n, h) for some primitive h-th root of unity ζh. Then the code in (Zh)
n−1
formed by taking the rows of H ′ = [aij ] and omitting the first coordinate is a
code over Zh with parameters (n− 1, n, γn) that meets the Plotkin bound.
We remark here a connection between BH and GH matrices, where Ck denotes
the cyclic group of order k.
Remark 1. Let k be any positive integer and c be a generator of Ck. Then H(c)
is a GH(n,Ck) if and only if H(ζd) is a BH(n, d) for every d|k and d > 1, where
ζd is a primitive d-th root of unity.
3 Some New Results on Power Hadamard Matrices
We begin with power Hadamard matrices PH(n, f(x)) for an arbitrary Laurent
polynomial f . Then in the second part of this section we will consider the case
that f is a cyclotomic polynomial, i.e. f(x) = φk(x) for some k ∈ Z+.
Our first result given below says that one can obtain a new PH matrix by
replacing the powers of the Laurent polynomials suitably.
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Lemma 1. Let H = [xaij ] be a PH(n, f(x)) and a′ij ∈ Z such that
xaij ≡ xa′ij mod f(x) ∀i, j ≤ n. Then H ′ = [xa′ij ] is a PH(n, f(x)).
Proof. Since xaij ≡ xa′ij mod f(x), there exists a g(x) ∈ Q[x, x−1] such that
xa
′
ij = xaij + f(x)g(x). Also we know that H = [xaij ] is a PH(n, f(x)) matrix.
Then we can say that H ′ = [xa
′
ij ] is a PH(n, f(x)) matrix. 
By using this lemma we have the following result. The number N below is
called shifting number. This is also an extension of [5, Theorem 9] for an arbitrary
polynomial f , see also Propositon 1 (iii).
Proposition 2. Let H(x) = [xaij ] is a PH(n, f(x)) for f(x) =
∏l
k=1 φik(x),
i1, ..., ik ∈ Z. Then H(x) = [xaij+Nk] is a PH(n, f(x)) for N = lcm(i1, ..., ik).
Example 1. We take a 6× 6 matrix H given below
H =


1 1 1 1 1 1
1 x6 x x11 x11 x
1 x x6 x x11 x11
1 x11 x x6 x x11
1 x11 x11 x x6 x
1 x x11 x11 x x6


and f(x) = φ4(x)φ3(x). Then H is a PH(6, f(x)). We have N = lcm(3, 4) = 12.
Let H ′ be a 6× 6 matrix obtained by shifting the entry h26 of H by N ,
H ′ =


1 1 1 1 1 1
1 x6 x x11 x11 x13
1 x x6 x x11 x11
1 x11 x x6 x x11
1 x11 x11 x x6 x
1 x x11 x11 x x6


.
Then H ′ is also a PH(6, f(x)).
Now we generalize the result [5, Theorem 11] (or see Proposition 1 (v)). This
result is a kind of non-existence result on power Hadamard matrices PH(n, f(x)),
in other words one can discard the existence of a PH(n, f(x)) by checking an easy
divisibility condition. This is an extension of divisibility condition on Butson-
Hadamard matrices BH(n, p), which says p|n where p is prime, see [20].
Proposition 3. Let H(x) = [xaij ] be a PH(n, f(x)) matrix that satisfies the
following conditions for some i ∈ {1, 2, . . . , n}:
i. aji ≡ aki mod 2 for all j, k ∈ {1, 2, . . . , n} or
ii. aij ≡ aik mod 2 for all j, k ∈ {1, 2, . . . , n}.
Then f(−1)|n and f(1)|n if f(1) 6= 0 and f(−1) 6= 0, respectively.
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Proof. The case f(1)|n is proved in [5, Theorem 11]. Hence we need to prove only
f(−1)|n. Assume that H(x) = [xaij ] is a PH(n, f(x)) and aji ≡ aki for all j, k
and for some i. So, if H(x)H∗(x) = [gij(x)] then there exist a hij(x) ∈ Q[x, x−1]
such that gij(x) = f(x)hij(x), for all i 6= j. Therefore we can write the below
equation
gij(−1) = f(−1)hij(−1). (4)
Furthermore since aij ≡ akj mod 2, for all i, j, k,
gij(−1) = n (5)
So, by (4) and (5) we can easily say that f(−1)|n if f(−1) 6= 0. 
Example 2. Let
H3 =


1 1 1 1 1 1
1 x x2 x3 x4 x5
1 x2 x4 1 x2 x4
1 x3 1 x3 1 x3
1 x4 x2 1 x4 x2
1 x5 x4 x3 x2 x


be a PH(6, f(x)), where f(x) = x2−x+1. Here a51 ≡ a52 ≡ a53 ≡ a54 ≡ a55 ≡ 0
mod 2 and f(−1) = 3|6.
Now, we will consider the operations between PH matrices: addition, multipli-
cation, Kronecker product and composition. We first present a generalization of
Lemma 8 in [3] to PH matrices without proof.
Proposition 4. i. Let H be a PH(n, f(x)), P be a permutation matrix and
D = diag(xa1 , ..., xan) where ∀1 ≤ i ≤ n, ai ∈ Z. Then PH,HP,HD and
DH are PH(n, f(x)) matrices.
ii. Let H1 be a PH(n, f(x)) and H2 be a PH(n
′, f(x)) matrices. Then H1 ⊗H2
is a PH(nn′, f(x)) matrix.
Next we show that product of PH matrices is also a PH matrix up to a scalar
multiple.
Proposition 5. If H1, H2, . . . , Hk are PH(n, f(x)) matrices then
H1H2 · · ·Hk√
nk−1
is also a PH(n, f(x)) matrix.
Proof. Suppose that H1, . . . , Hk are PH(n, f(x)) matrices. Then
HiHi
∗ = nI, ∀1 ≤ i ≤ k. (6)
We know that
(H1 . . .Hk)(H1. . . . Hk)
∗ = H1H2 . . . HkHk∗ . . . H1∗. (7)
So, if we use (6) in (7) repeatedly we can easily say that H1...Hk√
nk−1
is a PH(n, f(x))
matrix. 
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Example 3. We take 2× 2 matrices
H1 =
(
x2 x4
1 x
)
, H2 =
(
x x5
1 x
)
, H3 =
(
x3 x
x 1
)
and f(x) = 1 + x. Then,
H = H1H2H3 =
(
2x6 + x7 + x8 x4 + 2x5 + x7
x3 + 2x4 + x6 3x2 + x5
)
.
It can be easily seen that HH∗ = 8I. Therefore H2 is a PH(2, f(x)).
By using Proposition 5 and Proposition 1 (i), we have the following result.
Corollary 1. Let H1 be a BH(n, h) matrix and H2(x) be a power Hadamard ma-
trix obtained by shifting from H1(x). Then
H1H2(ζh)
2 and
H1+H2(ζh)
2 are Butson-
Hadamard matrices, where ζh is a primitive h-th root of unity.
Corollary 2. H1(x) =
(
xa11 xa12
xa21 xa22
)
and H2(x) =
(
xb11 xb12
xb21 xb22
)
be PH(2, φh(x))
matrices. If h|(a11(b11−1)−a21(b12−1)+a22(b22−1)) then composition H1◦H2
is also a power Hadamard matrix.
From now on we will consider a particular case of PH matrices PH(n, f(x))
where f(x) = φk(x) for some k ∈ Z+, that is, we will consider BH matrices,
see Remark 1. We see in Proposition 1 (ii) that composition of each entry of
PH matrix with xk gives another PH matrix. By using a well known result
on cyclotomic polynomials we prove in Proposition 6 another property of PH
matrices.
Proposition 6. Let h and k be relatively prime integers andH(x) be a PH(n, φh(x
k)).
Then H(x) is a PH(n, φh(x)).
Proof. The proof follows from Proposition 1 (vi) and the fact that φh(x)|φh(xk)
for relatively prime integers h and k. 
Below we present an example of this result.
Example 4. We take H(x) =

 1 x
2 x2
x2 1 x2
x2 x2 1

. Then
H(x)H∗(x) =

 1 x
2 x2
x2 1 x2
x2 x2 1



 1 x
−2 x−2
x−2 1 x−2
x−2 x−2 1


=

 3 1 + x
2 + x−2 1 + x2 + x−2
1 + x2 + x−2 3 1 + x2 + x−2
1 + x2 + x−2 1 + x2 + x−2 3

 .
(8)
Now (1+x2+x−2) = (1+x2+x4)x−2 so (1+x2+x−2) ≡ 0 mod (1+x2+x4).
Thus H(x) is a PH(3, φ3(x2)). Also 1 + x+ x2 = 0 so x2 = −x− 1. So, we have
1 + x2 + x−2 = 1 + (−x − 1) + x−2 ≡ 0 mod (1 + x + x2). Thus H(x) is a
PH(3, φ3(x)).
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Obtaining a new PH matrix from given two PH matrices is studied in [5,
Theorem 10], see also Proposition 1 (iv). We extend this result for wider family
of PH matrices.
Theorem 2. Let H1 = [x
aij ] be a PH(n, φh(x)) andH2 = [x
bij ] be a PH(n, φk(x)).
Let d|(aij − bij) for ∀i, j ≤ n where d = gcd(h, k). Then there exists a unique
PH(n, φh(x)φk(x)), H = [x
cij ], for some cij ∈ {0, 1, . . . , lcm(h, k)− 1}, i, j ≤ n.
Proof. Suppose thatH1 = [xaij ] is a PH(n, φh(x)) andH2 = [xbij ] is a PH(n, φk(x)).
By the Chinese Remainder Theorem, the system of two equations cij ≡ aij
mod h and cij ≡ bij mod k has a unique solution modulo hk for each i, j.
If we use Proposition 1 (iii) repeatedly, then we say that H = [xcij ] is both
PH(n, φh(x)) and PH(n, φk(x)). By Proposition 1 (vi) and [19, Theorem 2] we
can say that H [xcij ] is a PH(n, φh(x)φk(x)) matrix. 
Example 5. We take 3× 3 matrices H1 and H2 given below
H1 =

x x
−2 1
1 x−2 x−2
1 x−1 1

 , H2 =

x
−2 x 1
1 x x−2
1 x−1 1


where H1 is a PH(3, φ3(x)) matrix, H2 is a PH(3, φ6(x)) matrix. Here c11 ≡ 1
mod 3 and c11 ≡ −2 mod 6 so we get c11 = 4. In this way we get the following
matrix
H =

x
4 x 1
1 x x4
1 x5 1


It is easy to see that H is a PH(3, φ3(x)φ6(x)) matrix.
4 Generalized Gray Map
In this section we consider two kinds of generalized Gray maps. First, a gener-
alized Gray map G1, that was defined in [13] and gives a homogeneous weight,
see Definition 3. It is known that codes defined via rows of BH matrices satisfy
the Plotkin bound under any homogeneous weight [10], see Theorem 1. On the
other hand, very little is known when the map is nonhomegeneous. Hence, we
consider a generalized Gray map G2 which gives a nonhomogeneous weight w2,
see Definition 4. Here, we also give some lemmas on G2 in order to prove the
minimum distance of BH codes under w2 in the next section.
Definition 3. Let k be a positive integer and u =
∑k
i=1 uip
i−1 ∈ Zpk for some
ui ∈ {0, 1, . . . , p−1}. A Gray map G1 for u is defined to be the Boolean function
from Zk−1p to Zp as follows:
G1(u) : Z
k−1
p → Zp
(y1, . . . , yk−1)→ uk +
∑k−1
i=1 uiyi.
Then we call the image of G1(u) to be the representation of u.
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Example 6. Suppose that k = 3. Then the Gray map for u is defined as follows:
G1(u) : Z
2
2 → Z2
(y1, y2)→ uk + u1y1 + u2y2.
If u = 6 then its binary representation is equal to (u3u2u1) = (110). Hence
G1(u) = 1 + y2 = (1100).
Let w be the Hamming weight and w1 be a weight on Zpk defined as w1(u) =
w(G1(u)). We note that
w1(u) :=
{
pk−1 − pk−2 if u ∈ Zpk\{0, pk−1, 2pk−1, . . . , (p− 1)pk−1}
pk−1 otherwise.
Then one can easily deduce from Definition 2 that w1 is a homogeneous weight.
Now we give some properties of homogeneous weight.
Remark 2.
i. Let k a positive integer and u =
∑k
i=1 ui2
i−1 ∈ Z2k for some ui ∈ {0, 1}.
Then G1(u) is a homomorphism from Z
k−1
2 to Z2.
ii. Let a, b ∈ Z2k such that a 6= b. Then
d(G1(a), G1(b)) =
{
2k−1 if a− b = 2k−1
2k−2 otherwise.
Here d(G1(a), G1(b)) is the Hamming distance between G1(a) and G1(b).
In this paper we also consider in the next definition a non-homogeneous weight
G2, that was defined in [22].
Definition 4. Let p > 2 be a prime number and k ∈ Z. A Gray map G2 on Zpk
is defined as follows
i. If u ≤ pk−1, then G2(u) ∈ Zpk−1p has 1 in the first u location and 0 elsewhere.
ii. If u ≥ pk−1 + 1, then G2(u) = q¯ +G2(r), where q and r ≤ pk−1 are positive
integers such that x = qpk−1 + r and q¯ = (qqq · · · qqq).
Let w2 be a weight on Zkp defined as w2(u) = w(G2(u)). Then we have
w2(u) :=


u if u ≤ pk−1
pk−1 if pk−1 ≤ u ≤ pk − pk−1
pk − u if pk − pk−1 < u ≤ pk − 1.
By Definition 2 we know that w2 is a non-homogeneous weight, see the example
below.
Example 7. Let p = 3, k = 2 and R = Z9. Now if we take x = 2 and y = 8, then
we know that Rx = Ry. However since G2(2) = (110), G2(8) = (002), weights
w2(x) and w2(y) are not equal. Therefore we deduce from Definition 2 that w2
is not homogeneous.
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Now we give two lemmas that we will use in the proof of Theorem 3.
Lemma 2. Let m,n ∈ Z, m,n 6= 0 and m,n < pk−1 or m,n > (p− 1)pk−1. If
m−n = (p−1)pk−1 with m > n then the total number of 0 in G2(m) and G2(n)
is pk−1.
Proof. Let m > n and m − n = (p − 1)pk−1. Then m = n + (p − 1)pk−1. So
G2(m) = G2((p − 1)pk−1 + n) and by the definition of G2, the number of 0 in
G2(m) is n. Since m > n and m = n + (p − 1)pk−1 we say that n < pk−1.
Therefore, the number of 0 in G2(n) is equal to pk−1 − n. 
Example 8. Let p = 3, k = 3. If we take n = 8 andm = n+(p−1)pk−1 = 26 then
we can easily find that G2(n) = G2(8) = (111111110) and G2(m) = G2(26) =
(000000002). Therefore the total number of 0 in G2(m) and G2(n) is equal to
9 = pk−1.
Lemma 3. Let p > 2 be a prime number, k ∈ Z+ and i ∈ {1, 2, . . . , k−1}. If Nj
be the total number of 0 in the elements G2(p
i + j), G2(2p
i + j), . . . , G2(p
k + j)
for j ∈ Z+ ∪ {0} then Nm = Nn for any m,n ∈ Z+ ∪ {0}.
Example 9. Choose p = 5, k = 2, i = 1, m = 0, n = 3. The total num-
ber of 0 in G2(5) = (11111), G2(10) = (22222), G2(15) = (33333), G2(20) =
(44444), G2(25) = (00000) is Nm = pk−1 = 5. On the other hand, the total
number of 0 in G(8) = (22211), G2(13) = (33322), G2(18) = (44433), G2(23) =
(00044), G2(3) = (11100) is Nn = pk−1 = 5. Hence, we have Nm = Nn.
5 Butson-Hadamard Codes
In this section we will study codes obtained via assigning rows of a PH matrix as
codewords. Namely, let H = [xaij ] be a normalized PH(n, f(x)) matrix and [aij ]
be the matrix with entries taken from the exponents of corresponding entries of
H . As the first column of [aij ] is zero, we consider its submatrix H ′ obtained by
deleting the first column.
Proposition 7. Let h, k be prime numbers and H1 = [x
aij ], H2 = [x
bij ] be
normalized PH(n, φh(x)), PH(n, φk(x)) matrices, respectively. Let d1 and d2 be
the minimum distance between the rows of [aij ] and [bij ] with deleted first column,
respectively. Let H = [xcij ] be the normalized matrix obtained from H1 and H2
such that cij ≡ aij mod h and cij ≡ bij mod k. Then the minimum distance of
rows of [cij ] with deleted first column satisfies d ≥ max{d1, d2}.
Proof. Since cij ≡ aij mod h and cij ≡ bij mod k we have d ≥ d1 and d ≥ d2,
that is d ≥ max{d1, d2}. 
We also consider the codes obtained via assigning rows of a BH matrix as
codewords.
Proposition 8. Let k > 2 be an integer and H = [ζaij ] be an n× n normalized
BH(n, k) matrix. Then the minimum distance d between the rows of H ′ = [aij ]
satisfies d ≥ n− n
l
, where l = min{i ≥ 2 : i|k}.
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Proof. We first note that l is a prime number. If ζ is a primitive k-th root of
unity then ζ
k
l is l-th root of unity. Then (ζ
k
l ) + (ζ
k
l )2 + . . . + (ζ
k
l )l = 0. This
implies that we must have at least l elements in order to get vanishing sum. On
the other hand, since the rows of Butson-Hadamard matrices are orthogonal,
the number of same elements in two rows of H must be smaller than n
l
. That is
n− d ≤ n
l
. So we have d ≥ n− n
l
. 
Example 10. Let ζ be a primitive 36-th root of unity and
H1 =


1 1 1 1 1 1 1 1 1 1 1 1
1 ζ12 ζ24 ζ28 ζ4 ζ16 1 ζ12 ζ24 1 ζ12 ζ24
1 ζ24 ζ12 ζ20 ζ8 ζ32 1 ζ24 ζ12 1 ζ24 ζ12
1 ζ27 1 1 1 1 ζ18 ζ9 ζ18 ζ18 ζ18 ζ18
1 ζ3 ζ24 ζ28 ζ4 ζ16 ζ18 ζ21 ζ6 ζ18 ζ30 ζ6
1 ζ15 ζ12 ζ20 ζ8 ζ32 ζ18 ζ33 ζ30 ζ18 ζ6 ζ30
1 1 1 ζ18 ζ18 ζ18 ζ9 1 1 ζ27 ζ18 ζ18
1 ζ12 ζ24 ζ10 ζ22 ζ34 ζ9 ζ12 ζ24 ζ27 ζ30 ζ6
1 ζ24 ζ12 ζ2 ζ26 ζ14 ζ9 ζ24 ζ12 ζ27 ζ6 ζ30
1 ζ27 1 ζ18 ζ18 ζ18 ζ27 ζ9 ζ18 ζ9 1 1
1 ζ3 ζ24 ζ10 ζ22 ζ34 ζ27 ζ21 ζ6 ζ9 ζ12 ζ24
1 ζ15 ζ12 ζ2 ζ26 ζ14 ζ27 ζ33 ζ30 ζ9 ζ24 ζ12


be an BH(12, 36) matrix. Here the minimum distance between the rows of H1 is
equal to d = 7 and it can easily verified that d > n− n
l
is satisfied, where n = 12
and l = min{i ≥ 2 : i|36} = 2. Similarly, for a primitive 10-th root of unity ζ let
H2 =


1 1 1 1 1 1 1 1 1
1 ζ5 ζ3 ζ3 ζ5 ζ9 ζ8 ζ7 ζ
1 ζ4 ζ5 ζ7 ζ ζ3 ζ5 ζ9 ζ9
1 ζ3 ζ7 ζ5 ζ ζ8 ζ9 ζ3 ζ5
1 ζ9 ζ ζ5 ζ5 ζ3 ζ7 ζ2 ζ7
1 ζ9 ζ5 ζ ζ3 ζ5 ζ ζ7 ζ6
1 ζ ζ7 ζ9 ζ6 ζ ζ5 ζ5 ζ3
1 ζ7 ζ9 ζ4 ζ9 ζ5 ζ3 ζ5 ζ
1 ζ5 ζ2 ζ9 ζ7 ζ7 ζ3 ζ ζ5


be a BH(9, 10) matrix. It can be verified that the minimum distance between
the rows of H2 is equal to d = 7 and satisfies d > n− nl , where n = 9 and l = 2.
Let H = [ζaij ] be an n× n normalized BH(n, pk) matrix for some aij ∈ Zpk
and pk-th root of unity ζ. Let H ′ = [G1(aij)] be the n × npk−1 matrix over
Zp. Then by Theorem 1, the minimum distance d between rows of H ′ satisfies
d = n(p − 1)pk−2. Besides, the code obtained form the rows of the matrix [aij ]
by deleting the first coordinates is a pk-ary nonlinear (n − 1, n, n(p − 1)pk−2)
code under homogeneous w1 weight and meets the Plotkin bound.
12 Acar, Yayla
Example 11. Let ζ be a primitive 4-th root of unity and
H =


1 1 1 1 1 1 1 1
1 1 ζ2 ζ2 ζ2 ζ ζ3 1
1 ζ ζ ζ3 1 ζ2 ζ2 ζ3
1 ζ ζ3 ζ ζ2 ζ3 ζ ζ3
1 ζ2 ζ3 ζ 1 ζ ζ3 ζ2
1 ζ2 ζ ζ3 ζ2 1 1 ζ2
1 ζ3 ζ2 ζ2 1 ζ3 ζ ζ
1 ζ3 1 1 ζ2 ζ2 ζ2 ζ


be a normalized BH(8, 4) matrix. Therefore
H ′ =


0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 1 1 0 1 1 0 0 0
0 0 0 1 0 1 1 0 0 0 1 1 1 1 1 0
0 0 0 1 1 0 0 1 1 1 1 0 0 1 1 0
0 0 1 1 1 0 0 1 0 0 0 1 1 0 1 1
0 0 1 1 0 1 1 0 1 1 0 0 0 0 1 1
0 0 1 0 1 1 1 1 0 0 1 0 0 1 0 1
0 0 1 0 0 0 0 0 1 1 1 1 1 1 0 1


where the minimum distance d between rows of H ′ is equal to n2k−2 = 8.
We now prove an analogue of Theorem 3 under a non-homogeneous weight.
Theorem 3. Let p > 2 be a prime number, k ∈ Z+, ζ be a primitive pk-th root
of unity and H = [ζaij ] be an n × n normalized Butson-Hadamard matrix for
some aij ∈ Zpk . Let H ′ = [G2(aij)] be the n× npk−1 matrix over Zp. Then the
minimum distance d between rows of H ′ satisfies d = (p−1)npk−2. Moreover, the
code C obtained from the rows of the matrix [aij ] by deleting the first coordinates
is a Plotkin-optimal pk-ary nonlinear (n − 1, n, n(p − 1)pk−2) code under the
non-homogeneous w2 weight.
Proof.We know by Theorem 3 in [21] that there existsm ∈ Z+ such that n = mp.
We will prove the minimum distance formula by induction on m. Let Ri with
i = 1, . . . , n be the rows of H .
Base case: For m = 1 we have n = p and the elements in RiR
−1
j for all 1 ≤
i, j ≤ n with i 6= j are ζpk−1 , ζ2pk−1 , . . . , ζpk . So we can easily say that from
the definition of G2, the total number of 0 in G2(pk−1), G2(2pk−1), . . . , G2(pk)
is pk−1 = pk−2p. Therefore d = npk−1 − pk−1 = n(p− 1)pk−2.
Induction step: Let m > 1 be given and suppose the theorem is true for m = l
with l ∈ Z+. Let us show that the theorem for m = l + 1 is true. In that case
n = mp = (l+ 1)p = lp+ p and we know that d = n(p− 1)pk−2 for n = lp. Now
since ζ is the primitive pk-th root of unity, ζ+ζ2+ . . .+ζp
k
= 0. Also ζp
k−1
is the
p-th root of unity. So ζp
k−1
+ ζ2p
k−1
+ . . .+ ζp
k
= 0. Similarly ζp is the pk−1-th
root of unity so ζp + ζ2p + . . .+ ζp
k
= 0. Let 1 ≤ i, j ≤ n be any numbers. Then
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we denote the number of groups in RiR
−1
j which consist of i-elements with ni.
Here i = p, p2, p3, . . . , pk. Then let lp = npp+np2p2+ . . .+npkp
k. We know that
the total number of 0 in G2(pk−i), G2(2pk−i), . . . , G2(pk) is equal to pi−1pk−1
with i = 0, 1, . . . , k. So n = lp+ p = (np + 1)p+ np2p2 + . . .+ npkp
k. Hence the
total number of 0 in RiR
−1
j is
(np + 1)p
k−1 + np2p
2pk−1 + . . .+ npk(p
k−1)2 (9)
So by induction hypothesis (9) is equal to
lppk−2 − nppk−1 + (np + 1)pk−1 = pk−2(lp+ p) = npk−2.
Therefore d = npk−1 − npk−2 = n(p− 1)pk−2.
Next, we consider the weight w2 over Zpk . Then by calculating the average
on Zpk by definition of w2, we reach the following value
γ =
(pk−1 + 1)pk−1/2 + pk−1(pk − 2pk−1 − 1) + (pk−1 + 1)pk−1/2
pk
= pk−2(p−1).
By (3) we get that the code C is Plotkin-optimal. 
Example 12. Let p = 3, k = 2 and ζ be the primitive 9-th root of unity. Then
H =


1 1 1 1 1 1 1 1 1
1 ζ ζ2 ζ3 ζ4 ζ5 ζ6 ζ7 ζ8
1 ζ2 ζ4 ζ6 ζ8 ζ ζ3 ζ5 ζ7
1 ζ3 ζ6 1 ζ3 ζ6 1 ζ3 ζ6
1 ζ4 ζ8 ζ3 ζ7 ζ2 ζ6 ζ ζ5
1 ζ5 ζ ζ6 ζ2 ζ7 ζ3 ζ8 ζ4
1 ζ6 ζ3 1 ζ6 ζ3 1 ζ6 ζ3
1 ζ7 ζ5 ζ3 ζ ζ8 ζ6 ζ4 ζ2
1 ζ8 ζ7 ζ6 ζ5 ζ4 ζ3 ζ2 ζ


is a BH(9, 9) matrix and
H ′ = [G2(aij)] =


0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 1 1 0 1 1 1 2 1 1 2 2 1 2 2 2 0 2 2 0 0 2
0 0 0 1 1 0 2 1 1 2 2 2 0 0 2 1 0 0 1 1 1 2 2 1 0 2 2
0 0 0 1 1 1 2 2 2 0 0 0 1 1 1 2 2 2 0 0 0 1 1 1 2 2 2
0 0 0 2 1 1 0 0 2 1 1 1 0 2 2 1 1 0 2 2 2 1 0 0 2 2 1
0 0 0 2 2 1 1 0 0 2 2 2 1 1 0 0 2 2 1 1 1 0 0 2 2 1 1
0 0 0 2 2 2 1 1 1 0 0 0 2 2 2 1 1 1 0 0 0 2 2 2 1 1 1
0 0 0 0 2 2 2 2 1 1 1 1 1 0 0 0 0 2 2 2 2 2 1 1 1 1 0
0 0 0 0 0 2 0 2 2 2 2 2 2 2 1 2 1 1 1 1 1 1 1 0 1 0 0


.
If we use the mathematical software system Sage [18], we can easily say that the
minimum distance d between rows of H ′ is equal to 18 = n(p− 1)pk−2.
Remark 3. Theorem 3 is not a special case of Theorem 1. Because the weight we
use in Theorem 3 is non-homogeneous. We know that the sum of elements of a
row in Butson-Hadamard matrix is equal to 0. Therefore, the code we construct
in Theorem 3 is constant weight and equidistant code.
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6 Conclusion
In this paper we studied power Hadamard (PH) matrices and their applications
to coding theory. First we obtained new matrices from the existing PH matrices.
Then we specified the conditions required for the sum, product, Kronecker prod-
uct or composition of these matrices to be a PH matrix. Next, we proved some
bounds on the minimum distance of the code obtained from a Butson-Hadamard
matrix, which meets the Plotkin bound under a non-homegeneous weight.
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