We present an intuitive strategy for predicting the effect of sequence variation on splicing. In contrast to transcriptional elements, splicing elements appear to be strongly position dependent. We demonstrated that exonic binding of the normally intronic splicing factor, U2AF65, inhibits splicing. Reasoning that the positional distribution of a splicing element is a signature of its function, we developed a method for organizing all possible sequence motifs into clusters based on the genomic profile of their positional distribution around splice sites. Binding sites for serine/arginine rich (SR) proteins tended to be exonic whereas heterogeneous ribonucleoprotein (hnRNP) recognition elements were mostly intronic. In addition to the known elements, novel motifs were returned and validated. This method was also predictive of splicing mutations. A mutation in a motif creates a new motif that sometimes has a similar distribution shape to the original motif and sometimes has a different distribution. We created an intraallelic distance measure to capture this property and found that mutations that created large intraallelic distances disrupted splicing in vivo whereas mutations with small distances did not alter splicing. Analyzing the dataset of human disease alleles revealed known splicing mutants to have high intraallelic distances and suggested that 22% of disease alleles that were originally classified as missense mutations may also affect splicing. This category together with mutations in the canonical splicing signals suggest that approximately one third of all disease-causing mutations alter pre-mRNA splicing. S plicing is catalyzed by the spliceosome, a riboprotein complex that rivals the ribosome in size and complexity. The ribosome has a large and small subunit whose assembly on the mRNA substrate corresponds to a functional switch from initiation to elongation. The spliceosome is composed of five subunits that appear to exist in at least four different stable configurations and, like the ribosomal subunits, transition between different assembled states corresponding to different stages of function (1-3). Mass spectroscopy has identified at least 300 RNA and protein components in this catalytic complex and studies have demonstrated heterogeneity in spliceosomal complexes isolated from different splicing substrates (4-6). The spliceosomal components that recognize the basic cis-elements of the splicing process are known. How the spliceosome assembles and reorganizes on these elements is also fairly well understood. However, several computational analyses estimate that these basic splicing elements contain at most half the information necessary for splice site recognition (7, 8) . The remaining information lies outside these splice sites presumably as enhancers or silencers.
We present an intuitive strategy for predicting the effect of sequence variation on splicing. In contrast to transcriptional elements, splicing elements appear to be strongly position dependent. We demonstrated that exonic binding of the normally intronic splicing factor, U2AF65, inhibits splicing. Reasoning that the positional distribution of a splicing element is a signature of its function, we developed a method for organizing all possible sequence motifs into clusters based on the genomic profile of their positional distribution around splice sites. Binding sites for serine/arginine rich (SR) proteins tended to be exonic whereas heterogeneous ribonucleoprotein (hnRNP) recognition elements were mostly intronic. In addition to the known elements, novel motifs were returned and validated. This method was also predictive of splicing mutations. A mutation in a motif creates a new motif that sometimes has a similar distribution shape to the original motif and sometimes has a different distribution. We created an intraallelic distance measure to capture this property and found that mutations that created large intraallelic distances disrupted splicing in vivo whereas mutations with small distances did not alter splicing. Analyzing the dataset of human disease alleles revealed known splicing mutants to have high intraallelic distances and suggested that 22% of disease alleles that were originally classified as missense mutations may also affect splicing. This category together with mutations in the canonical splicing signals suggest that approximately one third of all disease-causing mutations alter pre-mRNA splicing. S plicing is catalyzed by the spliceosome, a riboprotein complex that rivals the ribosome in size and complexity. The ribosome has a large and small subunit whose assembly on the mRNA substrate corresponds to a functional switch from initiation to elongation. The spliceosome is composed of five subunits that appear to exist in at least four different stable configurations and, like the ribosomal subunits, transition between different assembled states corresponding to different stages of function (1) (2) (3) . Mass spectroscopy has identified at least 300 RNA and protein components in this catalytic complex and studies have demonstrated heterogeneity in spliceosomal complexes isolated from different splicing substrates (4) (5) (6) . The spliceosomal components that recognize the basic cis-elements of the splicing process are known. How the spliceosome assembles and reorganizes on these elements is also fairly well understood. However, several computational analyses estimate that these basic splicing elements contain at most half the information necessary for splice site recognition (7, 8) . The remaining information lies outside these splice sites presumably as enhancers or silencers.
This information required to specify splicing presents a considerable mutational target-estimates of the fraction of disease mutations that affect splicing range from 15% (9) to 62% (10) . Transcript analysis of genotyped cell lines has discovered numerous cases of allelic splicing demonstrating that polymorphisms also disrupt splicing (11, 12) . These types of functional variants likely account for a similarly large fraction of the detected genetic risk for complex disease and could eventually be a target for molecular intervention. As physical methods for the detection of alternative splicing require large panels of genotyped accessible tissue, these studies will probably continue to be limited to samples harvested from human blood. An alternate approach is the prediction of causative variations from single-nucleo polymorphism (SNPs) that fall within splicing elements. The key to this approach is being able to identify what the splicing elements are and whether a variation is disruptive.
Recently, a variety of experimental and computational methods have emerged to identify sequence elements capable of functioning as enhancers and silencers (13) (14) . Considerable data has been gathered on the proteins that recognize these elements. The prototypical splicing activator that recognizes exonic splicing enhancers (ESEs) is one of the serine/arginine rich (SR) proteins (15) . The heterogeneous ribonucleoprotein (hnRNP) family of proteins has generally been regarded as repressors as they inhibit splicing when bound to exons in pre-mRNA. However, hnRNPA, B, C, F, and H stimulate splicing when bound at intronic positions (16, 17) . Conversely, SR proteins do not always promote splicing; SR proteins bound at intronic positions tend to function negatively in splice site recognition, a fact exploited by several viral alternative splicing systems (18) (19) (20) (21) . Experiments that relocated these intronic silencers into exons converted them into enhancers (19) , and the reverse experiment of moving a natural ESE into an intronic location resulted in splicing repression (22) . Positional effects on function appear at a finer scale than binning sequence into intron versus exon. Indeed an element's location within an exon can also affect its function (23) . This notion that an element's activity is a function of its position has led to the routine use of "RNA maps" in cross-linking immunoprecipitation (CLIP) studies. An RNA map separates immunoprecipitated tags that fall around positively regulated exons from tags that fall around negatively regulated exons and plots the location of each tag set relative to the regulated splice site. In the genome-wide CLIP studies of hnRNP C, nova, and Fox1/2 specificity, the RNA maps illustrate that function differs according to positional distribution (24) (25) (26) .
In this work, we exploit the relationship between location and function as a discovery tool. We show that splicing elements have signature positional distributions around constitutively spliced exons-they are abundant where they function positively and rare where they are inhibitory. Thus in a dataset of successful splicing events an element's positional distribution is a proxy measure for where it enhances splicing. As different types of elements will have different positional distributions, we hypothesize that different positional distributions will define different splicing elements. Here, we describe the development of this discovery tool. All possible hexamers are mapped around splice sites. We discover 51 types of positional distributions (splicing elements) and demonstrate that these are predictive of function in vivo. We find that mutations that create new hexamers with radically different positional distributions are more likely to cause striking differences in splicing in vivo. We use this tool to analyze disease alleles within the human population.
Results
The Splicing Activator, U2AF65, Inhibits Splicing when Bound at an Exonic Site. To test the relationship between the function of a splicing factor and the location of its predicted binding element, we initially focused on one well-characterized factor-ligand binding event, U2AF65's recognition of the polypyrimidine tract. The binding motif consists of a Poly U-rich tract that typically contains runs of four or five uridines followed by cytosine frequently initiated with a G (Fig. 1A) . Mapping U2AF65's binding motif across all exons revealed the largest peak occurring immediately upstream of the 3′ splice site (3′ss). This location was consistent with its role as the principal recognizer of the polypyrimidine tract. The U2AF motif was overrepresented in the regions where it was known to function positively (i.e., in 3′ss recognition) and depleted in the exon (where U2AF binding has not been shown to support the normal spliceosomal complex). This suggested that the positional distribution pattern of an element around the splice sites was indicative of the transacting factor's function in splicing.
To experimentally test the role of the binding location of a particular factor in splicing function, we relocated the normally positive-acting intronic U2AF65 binding site into an exonic location and assayed splicing. For this study we utilized two polypyrimidine tracts. One tract was a synthetic consensus U2AF65 binding site derived from a Systematic Evolution of Ligands by Exponential Enrichment (SELEX) study and another was a natural polypyrimidine tract located upstream of the 3′ss of exon 5 of the KCNN1 gene (27) . UV cross-linking indicated that numerous cellular proteins contacted both probes after incubation. The 65 kD interaction was blocked by preincubation with anti-U2AF65 antibodies thereby establishing specific U2AF65 contacts with the polypyrimidine tract with both of these inserts (Fig. 1B lanes  2 and 4 compared to no antibody control lanes 3 and 5) but not in the "no insert" control (Fig. 1B, lane 1) .
The sequences used to probe binding were then assayed for function in the test exon of pZW4, an in vivo splicing reporter. The splicing phenotype was assayed by RT-PCR from total RNA following transfection into 293 cells. Whereas the no insert control spliced normally (Fig. 1C , black arrow in lane 6), both reporters containing U2AF65 binding elements exhibited evidence of disrupted splice site recognition by skipping exon 2 in some fraction of the transcripts observed. The polypyrimidine tract from the KCNN1 gene also generated an intron inclusion product and several other aberrant species that were not characterized. This result demonstrated that U2AF65, a factor with a well-characterized role of activating splicing when bound in the intron, disrupts splicing when bound in the exon.
To determine if the relationship observed between U2AF65 binding and its function was general, we expanded our analysis to some members of the SR and hnRNP protein family. As SR proteins are generally regarded as activators that function by binding exonic splicing enhancers, we examined the positional distribution of the in vitro SELEX-derived position weight matrix for three SR proteins: ASF/SF2, SC35, and 9G8 (SI Text) (28, 29) . Three hnRNP proteins were also analyzed in this study: hnRNP A1, hnRNP L, and hnRNP C (SI Text) (30) (31) (32) . This analysis largely supported the role of SR proteins as activators that bind ESEs whereas hnRNP binding sites are located at predominantly intronic locations. Binding motifs for hnRNP C were concentrated around the 3′ss consistent with early reports of the location of hnRNP C dependant functional elements (17) . Both hnRNP L and hnRNP A1 also bound intronic elements albeit further away from the splice sites. The analysis of the binding sites of known splicing factors revealed a nonuniform positional distribution that was indicative of their function.
If the position of a splicing motif relative to a splice site is a signature of that motif's function in splicing, then motifs with similar positional distributions should play similar roles in splicing and motifs with different positional distributions should play different roles in splicing. Therefore, by clustering the motifs according to their positional distribution around splice sites, we expected to organize elements into distinct functional classes.
Clustering Words by Positional Distribution Recovers Splicing Elements. We developed an algorithm to cluster sequence motifs according to their positional distribution around splice sites. We first tabulated the frequency of every possible sequence motif around all the annotated splice sites in the human genome. This was accomplished by mapping 4,096 hexamers to all three hundred nucleotide windows around annotated 3′ss. This mapping associated each hexamer with a vector that contained the genomic occurrence of that hexamer at each position around all the 3′ ss. This 300 unit long vector had a first position of −200 and a last position of þ99 relative to the 3′ss. Counts were normalized to enable comparisons between hexamer positional distributions based on shape and not frequency. Repeating this procedure for the regions around the 5′ splice sites (5′ss) created a second vector that together with the 3′ss vector were used to summarize the positional distribution of hexamers around exon junctions in the human genome.
The overall goal of this method was to cluster hexamers into subsets that shared a similar positional distribution. This cluster-C B A ing required a method for pairwise comparison of two shapes. The difference in positional distribution shapes between two hexamers was calculated by determining the L1 distances between all possible pairwise combinations of these 4,096 vectors ( Fig. 2A and Eq. 1). In a graph of normalized hexamer counts, L1 distance is simply the area between two positional distributions (shaded blue in Fig. 2A ). These L1 distances were used to cluster (k-means) the hexamers into 51 distinct groups. The optimal value of k was determined by the CH index (33) . The hexamers within each cluster were aligned without gaps and displayed as pictogram motifs (Fig. 2C) . The resulting motifs returned by this analysis had distinct positional distributions around the 3′ and 5′ss (Fig. 2C ).
An immediately obvious feature of all 51 clusters was the sequence similarity between the hexamers that clustered together. In other words, hexamers that were highly similar in positional distribution were also highly similar in sequence. Hamming distance (i.e., the number of shifts or mismatches in the optimal ungapped alignment of two hexamers) was used to compare the sequence similarity of hexamers within a cluster. Intracluster similarity of hexamer sequence was much higher than expected by chance (all p values < 0.01; 1,000 trials per cluster, 51 clusters). As there is no a priori reason for similar sequences to share similar positional distributions relative to splice sites, we interpreted the strong sequence motifs found in the clusters as binding motifs of splicing factors that function at an optimal distance from a splice site. Consistent with this observation, we found motifs that match the known canonical splicing elements (i.e., branch point, polypyrimidine tract, 3′ss, and 5′ss) at the correct location relative to exon/ intron boundaries (Fig. 2C) . Cluster 24 peaks at position −26 nt and represents the branchpoint sequence with a core TRAY motif flanked by extended complimentarity to U2snRNA (i.e., 4 nucleotides upstream and 3 nucleotides downstream of the bulged A). It is important to note that the motif returned by this algorithm is a far better fit to the known mechanism of U2 snRNA mediated branch point recognition than motifs built from alignments of experimentally defined branchpoints. Similarly, the 5′ss motif (cluster 51, Fig. 2C ) contains GTAAGT-a perfect stretch of complementarity to the mammalian U1 snRNA. Interestingly, this motif is avoided in the downstream exon proximal to the bona fide 5′ss. The polypyrimidine tracts are U-rich and covered by several clusters. A motif identical to the U2AF65 SELEX result (Fig. 1A) was found. The 3′ss AG and the polypyrimidine tract cluster separately presumably because of the variable spacing often found between these elements in natural splicing substrates and because they are recognized by separate factors.
To validate elements from different clusters in vivo we assayed their effect on exon inclusion in a variety of splicing reporter minigenes. Test cases (exemplars) chosen to represent a cluster were cloned into reporter constructs, transfected into 293 cells and assayed by RT-PCR. To determine if the positional distribution distance measurements used in the clustering were predictive in identifying substitutions that disrupt a splicing element, we selected point mutations based on the degree to which they shifted the intraallelic L1 distance of the insert. There are eighteen different point mutations that can be introduced into a hexamer. Each of these mutations creates a new hexamer with a different positional distribution around splice sites. Substitutions with a large L1 distance were predicted to be most likely to disrupt splicing. Ranking all possible point mutations by L1 distance we found the top 25% to have twice as many ESE or exonic splicing silencer (ESS) changing mutations than the bottom 25% of this ranked list (34) (SI Text). We used L1 distance to design predicted splicing mutants for functional analysis in splicing reporter constructs (Fig. 2C) . This analysis was performed for exemplars drawn from three clusters that represented unique splicing elements. For all three exemplars, the inserts and mutants spliced normally when ligated into the vector that contained wild-type splice sites (Fig. 3B, lanes 2, 3,  8 , 9, 14, and 15). However when introduced into the context of mutation NS92 where the test exon was weakened by a mutation in the 5′ss, two of the three wild-type/mutant pairs displayed divergent splicing phenotypes (i.e., the wild-type sequence spliced differently than the predicted point mutant for cluster 30 and cluster 29- Fig. 3B, lanes 5, 6, 11, and 12 ). Neither the wild type nor the mutant of cluster 35 affected splicing (C35.1 in Fig. 3B ). To see if the results observed in the mutant context of NS92 were general, we repeated the assay with different cluster exemplars (C35.2 and C30.2 in Fig. 3C ) and different mutant context (NS20-weakened polypyrimidine tract) with identical results. This consistency between exemplars across different conditions suggested that the clusters are effectively characterizing the splicing activity of sequence elements. It is, however, possible that any variation in the sequence would disrupt this splicing activity. To establish the specificity of this prediction we tested variations that would be predicted to be neutral (i.e., variations in the same hexamer that results in low L1 distances). In all cases examined, these negative control (M1) mutants were spliced similarly to wild-type inserts in the splicing assay. The wild-type splicing pattern was similar to the predicted neutral mutant (Fig. 3C, lanes 7 A B C and 8 and lanes 10 and 11). The mutation with high L1 distance was spliced differently than both the wild type and predicted neutral mutations (Fig. 3C , lane 9 versus lanes 7 and 8). Exemplars were also selected from two additional clusters that represent a variety of intronic splicing enhancers (i.e., positional distributions are enriched in the intronic regions). The predicted neutral mutants (M1) were spliced similarly to wild type (Fig. 3C  comparing lanes 13 and 14, 16 and 17, 19 and 20, and 22 and 23), whereas the change-of-function mutants (M2) were spliced differently (Fig. 3C comparing lanes 13 and 15, 16 and 18, 19 and 21, and 22 and 24). In both cases, mutating an intronic element in the exon exhibited positive splicing phenotypes.
High Intraallelic Distance Is Predictive of Splicing Mutations. To test the predictive power of using intraallelic L1 distance to discover splicing mutations, we computed the intraallelic L1 distances of splicing mutations that were downloaded from the Human Gene Mutation Database (HGMD). Disease-causing alleles specifically associated with splicing exhibited significantly higher L1 distances than simulated mutations (p-value < 0.001 for the upstream intron, exon, and downstream intron) (Fig. 4A) . The simulation incorporated mutational bias toward transitions (see Materials and Methods). Interestingly missense disease alleles downloaded from HGMD also displayed a significantly higher intraallelic L1 distance than expected (p-value < 0.001). This data suggests that even human disease alleles located outside of the canonical splice sites are more likely to cause aberrant splicing than natural variations that do not cause disease. We roughly estimated the fraction of splicing mutants by modeling the missense category of HGMD mutations as a mixture of exonic HGMD mutations that are known to cause splicing defects and simulated mutations (which are presumed not to cause splicing defects). In other words a hypothetical set comprised of 78% simulated mutations and 22% splicing mutants had the same average intraallelic L1 distance as the HGMD missense mutants. Accounting for these mutants along with HGMD entries that were formally classified as splicing mutants suggested that about a third of all diseasecausing mutations display some sort of aberrant splicing phenotype. To explore the usefulness of L1 distance in predicting splicing mutations, we performed receiver operating characteristic (ROC) curve analysis, comparing the true to false positive rates at different thresholds of L1 (Fig. 4B) . The ROC curve analysis suggests that an L1 prediction threshold that can identify 50% of the exonic splicing mutations in a sample (i.e., y ≈ 0.50 in Fig. 4B ), would also return 20% false positives (i.e., x ≈ 0.2). This analysis demonstrated that the model was significantly predictive of splicing mutants-especially 5′ss and exonic mutants (Fig. 4B) . As the later category of exonic mutants falls outside of the well- were used to contrast the effect of predicted neutral mutations (M1) or the effect of predicted change-of-function mutations (M2) with wild-type splicing. As before, the M2 mutation is the variation with the highest intraallelic L1 distance, and the negative control, the M1 mutation, has the lowest intraallelic L1 distance.
defined canonical splice sites, there are few other options to evaluate the effect of mutations. This method could be applied to finding splicing mutations in exons. To investigate this idea that missense mutations disrupt splicing, we tested six missense mutations with high L1 distances in the minigene splicing assay (Fig. 4) .
RT-PCR analysis of these exemplars uncovered an obvious difference in splicing between wild-type and mutant inserts in four of the six exemplars tested (Fig. 4C ). This data confirmed the presence of processing mutations in exonic mutations. A web interface has been written to facilitate the analysis of variations in human pre-mRNA (http://fairbrother.biomed.brown.edu/data/ mutations).
Discussion
In the output of the clustering, the canonical splicing elements segregated into discrete clusters. Strong 5′ss motifs (cluster 51) and 3′ss motifs (cluster 14) emerged as independent clusters. The hexamers in cluster 27 represented the polypyrimidine tract with their well-characterized signal located 4-20 nucleotides upstream of the 3′ss (Fig. 2C) . Clusters 23 and 24 both appeared to fit the T(A/G)A(C/T) of the eukaryotic branchpoint sequence. ESEs mostly fell within 5 clusters (clusters 29-33, Fig. 2B ).
Further sorting the ESE hexamers into five prime specific ESEs, 3′ splice site ESEs and shared ESEs revealed that ESEs specific to the 3′ss fell mostly within cluster 30 and the smaller 5′ss specific ESEs segregated into cluster 29. In addition to ESEs, a variety of intronic splicing enhancers (ISEs) could be recognized within the cluster results. A prominent ISE, the G triplet, was found in cluster 8 (35) (36) (37) (38) . We found G triplets and C triplets to possess distinct nonoverlapping positional distributions around human splice sites (compare cluster 8 to cluster 35). Whereas both C and G triplets have a predominantly intronic positional distribution, C triplets tend to occur closer to the splice sites than G triplets. C triplets could be a recognition element for a protein like hnRNP C. Like many intronic enhancers, both C and G triplets occur at lower frequency on the exonic side of splice sites suggesting that they are not tolerated in the constitutively spliced exons that comprise the majority of the database used in this study. We did not find that mutations in exonic C triplets alter their effect on splicing (Fig. 3) . C triplets may require other splicing elements for their activity and cannot function in isolation in a minigene. One candidate for this auxiliary element is the G triplet as these elements cooccur. C triplets are predominantly located upstream of the 3′ss, roughly around 30 nucleotides downstream of the local G triplet peak. Across the database, 22% of introns have G triplets between positions −65 and −50 relative to the 3′ss. If the intron contains a C triplet, the likelihood of a G triplet increases from 22% to 34% (p-value ≈ 0, chi-square test). It is possible that this co-occurrence may reflect a function synergy such as their potential to form structure or a larger ribonucleoprotein (RNP) complex through their transacting factors. The general observation of intronic motifs that increase in frequency with decreasing distance to the splice site and then decrease in frequency when approaching the splice site from the exonic side is not consistent across all motif classes. Certain motifs (cluster 17) appear to increase in frequency with decreasing distance to the splice sites on both the intronic and exonic side of the junction. This type of distinction would not have been discovered by previous computational approaches. One possible explanation for this outlier might be that this motif is not an RNA element but rather a recognition element for a DNA binding protein. Polymerase pausing and chromatin formation with specific histone modifications are two DNA binding phenomena that have been implicated in enhanced splicing (39) . A/T rich elements are often found in recognition sites of DNA bending proteins or could form the weak RNA∶DNA duplexes that promote the polymerase backtracking associated with some types of transcriptional pauses (40) .
Although describing the mechanism of each element is beyond the scope of this study, we demonstrate that mutations that are disruptive to positional distribution are disruptive to splicing. We also find evidence that missense mutations that cause human disease are more likely to disrupt splicing than simulated mutations. Because of the difficulty of assaying splicing in patients, very little is known about the prevalence of splicing defects in human disease. About 15% of the mutations in the HGMD are described as CM992229 "TYR" T1315G CM092236 "UROD" T250A CM065285 "IRF6" T1214C splicing mutants (9) . Some have been validated directly but many of these mutations colocalize with critical regions of splice sites and so are assumed to disrupt splicing. A more problematic class of identification is the set of mutations that fall outside of welldefined sites. It is possible that many of these disease alleles are associated with subtle defects in splicing that could exacerbate the disease phenotype. Using an approach that models the missense mutations as a mixture of exonic splicing mutants and simulated mutations, we estimate that 22% of missense disease alleles alter splicing. A reanalysis of missense mutations supports the notion that many disease alleles originally classified as missense also disrupt splicing (41) . Furthermore, another recent study finds a similar fraction (i.e., 25%) of > coding mutations alters splicing (42) .This class of "undiagnosed" splicing mutations along with known splicing mutations predicts that about one third of all mutations alter splicing. It is important to be able to identify the many human disease alleles that alter splicing and characterize missense mutations for their effect on pre-mRNA processing. In the future, new molecular therapies that correct splicing defects may ameliorate many genetic disorders (43) . The ability to correctly identify splicing mutations by their elevated L1 distance and the ability to predict mutations in the minigene system demonstrate that this is a useful tool in predicting causal alleles.
Materials and Methods
A more detailed description of these methods can be found in SI Text.
Binding and Splicing Assays. RNA probes were T7 transcribed from DNA oligos (all sequences listed in SI Text) with incorporating 32 P label and incubated in HeLa nuclear extract pre or mock treated with MC2 antibody. Label transfer was visualized by phosphoimager following PAGE. RNA elements were also tested for function in variations of the pZW4 splicing reporter minigene (i.e., Fig. 1 and "wt" vector in Fig. 4) (44) . Additional constructs with variations characterized as splicing mutations in prior reports (45) were designed as sensitized reporters. Inserts were selected on the basis of their match to the cluster motif. The most extreme difference between wild type and mutant hexamers represents M2, the point mutation that the method would predict most likely to disrupt a motif. Conversely, the most similar positional distributions, M1, would be predicted to function similarly to the wild-type sequence. These variations were introduced into the reporter, transfected into 293 cells and assayed by RT-PCR. Both alleles of missense mutations were tested with 15nt of flank as a 31-mer ligated into the minigene.
Clustering Algorithm and Computational Prediction. The positional distributions of all 4,096 hexamers were plotted around a dataset of human splice sites. Normalized counts were compared via the L1 distance metric for all pairwise combinations of hexamers. The data was clustered using the CH index to determine an optimal value k ¼ 51 for K-means clustering (33, 46) . In Figs. 3 and 4 , for a given point mutation the representative L1 distance was taken to be the largest intraallelic distance of the 6 distances calculated by comparing each tiled wild-type hexamer with its mutant counterpart. L1 distances were calculated in this way for the 8,027 disease-causing splicing mutations and 42,532 missense/nonsense mutations downloaded from the HGMD. Simulated mutations (preserving a twofold higher bias toward transitions) were used to generate background mutations. ROC curves were generated in MatLab on a mutation set that contained equal quantities of background mutations and true positives (HGMD splicing mutants).
