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2.1 Aprendizaje supervisado y Máquinas de Vectores de Soporte . . . . 8
2.2 Embebimiento de distribuciones . . . . . . . . . . . . . . . . . . . . 10
2.2.1 MMD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Embebimiento de distribuciones condicionales . . . . . . . . . . . . . 12
3 Materiales y métodos 16
3.1 Clasificador con MMD . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Clasificador de distribuciones condicionales . . . . . . . . . . . . . . 18
3.3 Conjunto de datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
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1.1. Planteamiento del problema
La clasificación de series de tiempo a partir de métodos de representación basados
en caracteŕısticas presenta su dificultad en el momento de seleccionar las técnicas de
representación adecuadas para distintos dominios de aplicación, al no ser obvio si las
caracteŕısticas seleccionadas por un investigador son las mejores caracteŕısticas con las
que distinguir o representar las clases de datos conocidas debido a que los mecanismos
subyacentes a los datos no son bien comprendidos; por lo tanto no es suficiente para
muchos problemas prácticos transformar un problema temporal a uno estático donde se
transforma una serie de tiempo de cualquier longitud en vectores cortos que encapsulan
sus propiedades.
En el presente trabajo se plantea realizar la clasificación de series de tiempo, sin la
necesidad de extraer caracteŕısticas de las variables de entrada, tratando de encontrar
la dependencia entre ellas a través de sus distribuciones de probabilidad como elementos
del espacio de Hilbert (RKHS).
1.2. Antecedentes y Justificación
Las series de tiempo son una clase importante de datos presentes en un gran
número de dominios de aplicación. Una serie de tiempo T = t1, ..., tm es una
colección de observaciones hechas cronológicamente [1–4], las cuales además de tener
un carácter numérico y continuo, se consideran siempre como un conjunto en lugar
de un campo numérico individual. Estas observaciones que se desarrollan con el
tiempo normalmente representan información sujeta a análisis, clasificación, indexación,
predicción e interpretación [5]. Las series de tiempo se crean rutinariamente en los
dominios, cient́ıficos, financieros, industriales, de entretenimiento, médicos y biológicos
[6]. Aplicaciones como trazas de procesos dinámicos, fluctuaciones diarias en el
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mercado de valores, comercio electrónico, mediciones en refineŕıas de petróleos o
plantas qúımicas, sistemas de reconocimiento de voz, análisis de la marcha de una
persona, electrocardiogramas, electroencefalogramas, actualizaciones de posición de
objetos móviles en servicios basados en localización, recogen grandes cantidades de
datos en forma de series de tiempo. Como consecuencia de esta generación a escala
y tasa sin precedentes de este tipo de datos, combinado con dispositivos de computo
con una potencia de cálculo superior (giga-FLOPS hasta peta-FLOPS), en las últimas
décadas se ha producido una gran cantidad de trabajos de investigación, introduciendo
nuevas metodoloǵıas para la indexación, agrupación, clasificación y aproximación de
series de tiempo.
La exploración de datos en forma de series de tiempo, presenta enormes desaf́ıos debido
a su naturaleza de grandes tamaños de datos (usualmente entre cientos y decenas de
miles [7]), alta dimensionalidad, constante actualización y ruido en la medición [3]
[4]. Esto hace que el tratamiento de series de tiempo sea una tarea dif́ıcil para los
algoritmos de Machine Learning existentes. En el tratamiento de estas series, entre las
necesidades de análisis como se mencionaba anteriormente se encuentran la indexación,
el agrupamiento, la clasificación y la aproximación, entre las cuales, la clasificación es
ciertamente la más prominente [8] [9] [10]. En el aprendizaje supervisado, a un nuevo
patrón se le asigna una etiqueta de clase basada en un conjunto de entrenamiento cuyas
etiquetas de clase ya son conocidas.
La clasificación de los datos de las series de tiempo debe tratarse de manera diferente,
ya que los datos están en forma de una secuencia de valores que se ordenan en un
intervalo de tiempo, es decir los datos se consideran como un conjunto en lugar de un
campo numérico individual.
Para enfrentar los retos mencionados, varios investigadores han producido diferentes
trabajos, entre los cuales:
En [11] plantean dos aspectos claves para el logro de objetivos en la gestión de datos
de series de tiempo, primero los métodos de representación y segundo las medidas de
similitud. Los métodos de representación buscan reducir la dimensionalidad de las series
preservando las caracteŕısticas fundamentales del conjunto de datos, pues al trabajar
directamente con estos datos en su formato sin procesar, resulta costoso en términos de
coste computacional y de almacenamiento [7]. En cuanto a las medidas de similitud, la
distancia entre las series de tiempo necesita ser cuidadosamente definida para capturar
adecuadamente la semántica y que refleje la similitud subyacente de tales datos.
Se han propuesto varias técnicas para representar las series de tiempo basadas
en caracteŕısticas: Transformada Discreta de Fourier (DFT) [12], Descomposición
en Valores Singulares (SVD) [12], Transformada Discreta del Coseno (DCT) [13],
Transformada Discreta Wavelet (DWT) [14], Aproximación Agregada por Piezas (PAA)
[15], Aproximación Constante por Piezas Adaptativa (APCA) [16], Polinomios de
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Chebyshev (CHEB) [17], aproXimación Agregada Simbólica (SAX) [18], Aproximación
Lineal por Piezas Indexable (IPLA) [19], Caracteŕısticas de Texturas de Patrones
Recurrentes (TFRP) [10], Representación de Bolsa de Patrones (BoP) [20], en [21]
Nanopoulos utilizó la media, la desviación estándar, la asimetŕıa y la curtosis para
representar y clasificar las series de tiempo. Wang en [22] por ejemplo, introduce
un conjunto de 13 caracteŕısticas que contiene medidas de tendencia, estacionalidad,
periodicidad, correlación serial, asimetŕıa, curtosis, caos, no linealidad y auto similitud
para representar las series. En [23] utilizaron las mediciones de la media, la propagación
y la tendencia en intervalos locales de la serie de tiempo para clasificar los diferentes
tipos de series de tiempo y por último en [24] presentan un enfoque que se ha extendido
desde entonces a series de tiempo multivariadas.
En conjunto con las anteriores técnicas, existen más de una docena de medidas de
distancia usadas para evaluar la similaridad entre series de tiempo: Distancia Euclidiana
(ED) [12], Distorción de Tiempo Dinámico (DTW) [25, 26], Distancia basada en la
Subsecuencia Común Más Larga (LCSS) [27], distancia Editada con Penalidad Real
(ERP) [28], Distancia Editada en secuencia Real (EDR) [29], DISSIM [30], Modelo
de Alineación con Secuencia Ponderada (Swale) [31], Distancia con Ensamble Espacial
(SpADe) [32].
La representación de series de tiempo basada en caracteŕısticas presenta problemas a la
hora de escoger que tipo de representación es la adecuada para el problema de interés.
Por ejemplo en [33] plantean que lo común en DWT y DFT es escoger solamente los
primeros coeficientes como caracteŕısticas, pero al usar solamente estos coeficientes no
se representa de la mejor manera la serie de tiempo. Usando en su lugar los coeficientes
más grandes, se conserva la cantidad óptima de enerǵıa presente en la señal original, sin
embargo, cuando se trata de varias series de tiempo, esto introduce mayores demandas
de almacenamiento y/o gastos en los cálculos de distancia. Estas desventajas hicieron
Wu descartara esta técnica, al menos para la tarea de indexación [34].
En [35] se propone un método que utiliza una subsecuencia especificada por el usuario
de las series de tiempo como conocimiento de previo. El método encuentra patrones
similares a partir de datos de series de tiempo mediante el uso de un lenguaje de consulta
visual. El lenguaje de consulta se ocupa de dos patrones especificados por el usuario
y su combinación. Utilizando este método, los analistas pueden descubrir patrones de
caracteŕısticas que estén de acuerdo con sus intereses. Sin embargo el método requiere
conocimientos básicos dependiendo de las tareas de análisis. Si el conocimiento de los
analistas sobre el problema es insuficiente, el método no puede descubrir los patrones
de interés.
En [36] plantean que la transformación de un problema temporal a uno estático donde se
transforma una serie de tiempo de cualquier longitud en vectores cortos que encapsulan
sus propiedades a menudo no es suficiente para muchos problemas prácticos, por
ejemplo, el problema de reconocimiento de gestos de la mano, en el que las caracteŕısticas
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temporales son la posición de las manos, las curvas de los dedos etc. Mirar cualquiera
de ellos en un momento aislado no es probable que conduzca a una clasificación exitosa.
El reconocimiento de los gestos sólo es posible analizando los cambios de forma de la
mano en el dominio del tiempo. En el diagnóstico de fallas de la ingenieŕıa automotriz,
los śıntomas defectuosos se manifiestan a menudo en varios segmentos de la señal, pero
no en puntos aislados.
Lo expuesto permite observar problemas que se presentan en la representación de
series de tiempo basada en caracteŕısticas. Es dif́ıcil escoger que tipo de representación
es la adecuada para el problema de interés y usualmente es un investigador o un
experto el encargado de seleccionar manualmente las caracteŕısticas de un conjunto
de datos dado, sin embargo, no es obvio que las caracteŕısticas seleccionadas por un
investigador determinado sean las mejores caracteŕısticas con las que distinguir las clases
de datos conocidas, quizás existan alternativas más sencillas con un mejor rendimiento
de clasificación. Además, para muchas aplicaciones, los mecanismos subyacentes a los
datos no son bien comprendidos, haciendo dif́ıcil desarrollar un buen conjunto de
caracteŕısticas para la clasificación [37].
Por lo anterior se propone una metodoloǵıa que tome las series de tiempo en su
estructura original, que los datos, las variables, entren en bruto al algoritmo de
clasificación sin existir la necesidad de extraer, seleccionar o escoger caracteŕısticas
de las series de tiempo. Al realizar la clasificación de las series de tiempo en su
estructura original explotando la dependencia entre las variables se evitan los problemas
mencionados en relación a la dificultad de escoger una técnica de representación, la
dificultad de escoger que tipo de caracteŕısticas extraer de la serie, la necesidad de un
experto que realice esta selección y la transformación de un problema temporal a uno
estático.
Los métodos kernel son una familia de algoritmos usados ampliamente en aprendizaje
de máquina [38]. Su popularidad se puede atribuir a la sólida base matemática dentro
de los espacios de Hilbert generados por kernels y porque han demostrado tener buen
desempeño en la solución de problemas no lineales. Estos métodos kernels consisten
en transformar mediante un operador no lineal, el modelo definido en un espacio de
entrada a un espacio de una mayor dimensión la cual puede ser incluso infinita, siendo
muy interesante debido a que en una dimensión infinita, siempre se puede clasificar
linealmente cualquier conjunto de datos. Este espacio de mayor dimensión es un espacio
de Hilbert generado por una función kernel. La importancia de estos modelos radica en
no necesitar definir expĺıcitamente la transformación no lineal y la función kernel puede
ser expresada como un producto escalar de la transformación no lineal en el espacio de
Hilbert [39]. Debido a estas propiedades, los métodos kernel representan una alternativa
a los métodos tradicionales no lineales como las redes neuronales artificiales.
Dentro de los métodos kernel, se ha desarrollado principalmente desde el año 2007
el método embebimiento de distribuciones de probabilidad en espacios de Hilbert con
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kernel reproductivo (RKHS) [40], el cual ha sido usado para mapear distribuciones en
un espacio de Hilbert. La idea de este método es mapear distribuciones de probabilidad
en un espacio de alta dimensión, representando las distribuciones de probabilidad como
puntos en un RKHS a través de un operador inyectivo. Este método se caracteriza por
ser una generalización de los métodos tradicionales basados en kernel [41] y ser muy
flexible cuando se aplica a modelos estad́ısticos de alta dimensión [42] convirtiéndose
en una poderosa herramienta para la elaboración de modelos probabiĺısticos, inferencia
estad́ıstica y aprendizaje de máquina.
El método embebimiento de distribuciones de probabilidad en un RKHS ha sido
empleado en distintas aplicaciones, por ejemplo: en la estimación de la distancia entre
distribuciones de probabilidad llamada Máxima Discrepancia en Media MMD [42], en la
estimación y predicción de un sistema dinámico [41] en kernel Análisis de Componentes
Principales ACP [43], en reducción de dimensión [44], en pruebas de independencia [45].
El método embebimiento de distribuciones de probabilidad en un RKHS ha permitido
resolver problemas en procesos aleatorios en espacios de alta dimensión de forma
eficiente.
Para las aplicaciones anteriores es necesario tener un estimador consistente de la medida
de distancia entre distribuciones de probabilidad para obtener un buen rendimiento,
pero las medidas de distancia entre distribuciones de probabilidad y entre procesos
aleatorios que se usan en estad́ıstica no son verdaderas medidas de distancia: algunas
no cumplen la desigualdad triangular o no cumplen la propiedad de simetŕıa. En [46]
se presenta una verdadera medida de distancia entre distribuciones de probabilidad
llamada MMD. La idea de esta medida de distancia es evaluar la función en muestras
emṕıricas de las distribuciones de probabilidad y observar si las distribuciones de las
que han sido extráıdas estas muestras son las mismas distribuciones o diferentes.
El método de embebimiento al ser una generalización de los métodos kernel los cuales
permiten trabajar con una amplia gama de tipos de datos, al realizar la transformación
del espacio de entrada a un espacio de alta dimensión, es una alternativa para la
clasificación de series de tiempo al trabajar con las distribuciones de probabilidad
de la serie sin la necesidad de estimar sus densidades como un paso intermedio,
permitiendo modelar los datos sin necesidad de hacer suposiciones sobre el tipo de
distribuciones de probabilidad. El método de embebimiento permite la creación de
medidas de similaridad que permiten comparar las distribuciones en el espacio de
Hilbert y realizar su clasificación.
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1.3. Objetivos
1.3.1. Objetivo general
Desarrollar dos algoritmos de clasificación de funciones de distribución empleando
máquinas de vectores de soporte.
1.3.2. Objetivos espećıficos
Desarrollar una metodoloǵıa basada en máquinas de vectores de soporte para la
clasificación de funciones de distribución.
Desarrollar una metodoloǵıa para la estimación de los parámetros de las máquinas
de vectores de soporte para la clasificación de funciones de distribución.





2.1. Aprendizaje supervisado y Máquinas de
Vectores de Soporte
El aprendizaje supervisado tiene como objetivo principal utilizar datos de
entrenamiento con clases etiquetadas para modelar y clasificar el resultado de datos
aún no observados. El proceso se estructura en dos pasos, primero se aprende el modelo
usando datos de entrenamiento y luego se prueba el modelo aprendido sobre datos no
observados para evaluar la precisión del modelo.
Las Máquinas de Vectores de Soporte (SVM) son una clase importante de algoritmo
de aprendizaje supervisado introducido por Vapnik [47] en la década del 90 basado en
el concepto de margen. El margen se define como la distancia más pequeña entre el
ĺımite de decisión y cualquiera de las muestras, como se observa en la figura 2.1, la cual
da una representación del ĺımite de decisión de margen máximo, donde se maximiza la
distancia entre los vectores de soporte al ĺımite de decisión conocido.
Dado un conjunto de datos de entrenamiento etiquetados de la forma {(yi, xi)}Ni=1, con
yi ∈ {−1,+1} la forma estándar de SVM encuentra el ĺımite de decisión o hiperplano







sujeto a : yi((wxi) + w0) + ξi ≥ 1
ξi ≥ 0
donde ξi son las variables de holgura y C > 0 es el parámetro para compensar la
penalización por variables de holgura y el margen.
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Figura 2.1: Ĺımite de decisión óptimo a partir del máximo margen a los vectores de
soporte sobre la ĺınea punteada.
El fundamento de SVM radica en que los ĺımites de decisión no lineales se pueden
aprender utilizando el truco del kernel. Un kernel es una función K : X × X 7→ R, tal
que para todo xi i ∈ {1, ..., N} produce una matriz K simétrica semidefinida positiva
(PSD), donde Kij = k(xi, xj). La función kernel mapea impĺıcitamente sus entradas
a un espacio de alta dimensión conocido comúnmente como espacio de caracteŕısticas,
x 7→ φ(x).












sujeto a : 0 ≤ αi ≤ C, i = 1, ..., N
N∑
i=1
αi yi = 0
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αiyik(x, xi) + w0 (2.3)










donde NS es el número total de vectores de soporte [48].
2.2. Embebimiento de distribuciones
Los métodos de embebimiento de distribuciones con kernel mapean las distribuciones
a espacios de caracteŕısticas de mayor dimensión la cual puede ser incluso infinita, sin
la necesidad de construir expĺıcitamente los espacios de caracteŕısticas reduciendo los
cálculos a las operaciones de la matriz Gram. Se denota por X, a la variable aleatoria
con dominio X y distribución P(X), y las instancias de X por x. Similarmente se denota
la variable aleatoria Y con distribución P(Y).
Un espacio de Hilbert con kernel reproductivo (RKHS) F sobre X con kernel k es un
espacio de Hilbert de funciones f : X 7→ R con producto interno 〈·, ·〉 F . Sus elementos
k (x, ·) satisfacen la propiedad de reproductiva [42]:
〈f(·), k(x, ·)〉F = f(x), (2.5)
〈k(x, ·), k(x′, ·)〉F = k(x, x′), (2.6)
Significa que se puede observar el mapeo lineal de una función f sobre X para sus
valores en x como un producto punto y el operador de evaluación lineal es dado por
k(x, ·), la función kernel. Esta función kernel puede ser vista como un mapeo al espacio
de caracteŕısticas φ(x) donde k(x, x′) = 〈φ(x), φ(x′)〉F .
Entre funciones kernel comunes sobre Rn se encuentran el kernel Gaussiano RBF
k(x, x′) = exp(−γ‖x− x′‖2), kernel de Laplace k(x, x′) = exp(−λ‖x− x′‖) y el kernel
polinomial k(x, x′) = 〈x, x′〉d.
Los siguientes mapeos son claves en el enfoque de embebimiento [42]:
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Donde X = {x1, ..., xm} se asume que se generan independiente e identicamente
distribuidos i.i.d de P (X). Si la condición EX [k(x, x)] <∞ se satisface, entonces µX es
un elemento del espacio de Hilbert [42]. Dada la propiedad reproductiva de F , ambos
mapeos satisfacen 〈µX , f〉F = EX [f(X)] y 〈µ̂X , f〉F = 1m
∑m
i=1 f(xi), lo que indica que
es posible calcular la esperanza de la media y su estimador con respecto a P (X) y X
respectivamente, tomando el producto interno de los embebimientos µX y µ̂X .
Figura 2.2: Operador de embebimiento de una distribución y su estimador con muestras
finitas. Imagen tomada de [49] y editada por el autor.
La figura 2.2 ilustra la esperanza del embebimiento µX y su estimador µ̂X . Debido a
que raras veces se tiene acceso a la verdadera distribución, un conjunto de muestras
finitas de tamaño m de la distribución P (X) es suficiente para calcular el estimador el




Dada una distribución de probabilidad P (X) definida sobre un conjunto no vaćıo X,
la media embebida de P (X), µP (X) = EX∼P (X)k(·, X), es un elemento de el RKHS Hk
definido por el kernel k : X × X → R. Para dos distribuciones de probabilidad P (X)
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y P (Y ), maximum mean discrepancy (MMD) [50] entre P (X) y P (Y ) esta definida
como:
MMD2(P (X), P (Y )) = ‖µP (X) − µP (Y )‖2Hk
= EXEX′k(X,X
′) + EYEY ′k(Y, Y
′)− 2EXEY k(X, Y ) (2.9)
Con X,X ′
i.i.d∼ P (X) y Y ,Y ′ i.i.d∼ P (Y ). Dadas las muestras {xi}nXi=1
i.i.d∼ P (X) y {yj}nYj=1
i.i.d∼ P (Y ), un estimador de MMD insesgado puede calcularse como:
M̂MD
2






















2.3. Embebimiento de distribuciones condicionales
A pesar que el embebimiento de distribuciones proporciona una herramienta potente
para hacer frente a un número de desaf́ıos de problemas no paramétricos de alta
dimensión, aún quedan muchos problemas por abordar al utilizar estos embebimientos
para realizar inferencias [49]. En muchos problemas se relacionan diferentes variables,
y modelar solo el embebimiento de las distribuciones marginales de cada variable no
permite explotar el conocimiento que tienen estas relaciones entre ellas, relaciones de
independencia condicional. En el contexto de las series de tiempo, resulta interesante
observar la relación o explotar la dependencia que puede existir entre el valor de la serie
tomado en un tiempo T = t1 y otro valor tomado en un tiempo T = t2.
El embebimiento de una distribución condicional P (Y |X) es definido como:
µY |x := EY |x[φ(Y )] (2.11)
Dado este embebimiento, la esperanza condicional de una función g ∈ F puede
ser calculada como EY |x[g(Y )] = 〈g, µY |x〉 F [49]. Esto puede ser comparado con la
propiedad de la media embebida en la sección 2.2 donde la esperanza no condicional de
una función puede ser escrita como un producto punto con el embebimiento. A diferencia
de los embebimientos discutidos en la sección 2.2, un embebimiento de una distribución
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condicional no es un único elemento en el RKHS, resulta ser una familia de puntos en
el RKHS, cada uno indexado por un valor fijo x de la variable de condicionamiento X.
Sólo fijando X a un valor particular x, es posible obtener un único elemento en RKHS,
µY |x ∈ F . Para lograr lo anterior, es necesario definir un operador denotado como CY |X ,
que toma como entrada un x y salida un embebimiento [49].
Se tiene entonces
µY |x = CY |Xφ(x) (2.12)
En [49] asumen EY |·[g(Y )] ∈ F
CY |X := CY XC−1XX , y por lo tanto
µY |x = CY XC−1XXφ(x)
(2.13)
La figura 2.3 muestra un embebimiento de distribuciones condicionales y el operador
condicional de embebimiento. En la práctica la inversión del operador C−1XX puede ser
reemplazado por el inverso regularizado (CXX + λI)−1.
Figura 2.3: Operador de embebimiento de una distribución condicional. Imagen tomada
de [49] y editada por el autor
Dado un conjunto de datos {(x1, y1), ..., (xm, ym)} de tamaño m generados i.i.d de
P (X, Y ) se estima el operador de embebimiento condicional como
ĈY |X = Φ(K + λI)−1ΥT (2.14)
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Donde Φ := (φ(y1), ..., φ(ym)) y Υ := (φ(x1), ..., φ(xm)) son matrices de caracteŕısticas
formadas implicitamente, y K = ΥTΥ es la matriz Gram para muestras de la variable




Una serie de tiempo T = t1, ..., tNl es una secuencia de números reales obtenidos a
través de mediciones repetidas a lo largo del tiempo. Como notación en este documento
se representa una la serie de tiempo como un conjunto ordenado de Nl variables
{xn}Nln=1 (3.1)
En la clasificación de series de tiempo empleando funciones de distribución, el objetivo
es establecer una relación funcional entre las distribuciones de probabilidad de las series
de tiempo de entrada y sus etiquetas de clase como salidas. A partir de un conjunto de
entrenamiento {(yl, Pl)}Ll=1, donde L corresponde al número de realizaciones o cantidad
series de tiempo, Pl la distribución de probabilidad de la serie de tiempo y y es la salida
que representa la etiqueta de clase correspondiente, yl ∈ {1, ..., c} siendo c el número de
clases. La tarea de la clasificación es asignar a una nueva serie de tiempo en consulta
PL+1 una etiqueta de clase conocida y ∈ {1, ..., c}. Como algoritmo de clasificación
se trabaja las Máquinas de Vectores de Soporte (SVM), las cuales son comúnmente
empleadas para clasificar representaciones de datos de altas dimensiones construyendo
hiperplanos en un espacio multidimensional que separan las diferentes etiquetas de
clase [3].
Al no observar directamente las distribuciones de probabilidad, se trabaja con sus
muestras i.i.d Pl
i.i.d∼ x(1)l , ..., x
(Nl)
l siendo X el espacio de muestras subyacente. El
conjunto entrenamiento de las series de tiempo y sus etiquetas de clase se representa
entonces {(yl, {x(n)l }
Nl
n=1)}Ll=1, siendo Nl la longitud de las series. Se busca entonces que
para una nueva serie de tiempo con muestras {x(n)L+1}
Nl
n=1
i.i.d∼ PL+1 se asigne una etiqueta
de clase y.
16
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3.1. Clasificador con MMD
Se utiliza MMD como medida de similaridad, la cual permite comparar en un RKHS si
dos conjuntos de datos pertenecen a la misma distribución de probabilidad. En adelante
este método de clasificación se nombrará SVM-KMMD.
Primero se realiza el embebimiento de las distribuciones a partir de las muestras i.i.d de
la serie de tiempo x1, ..., xNl, v́ıa la media embebida µ dentro de RKHS Hk definido por
el kernel k : X×X → R, que para este caso es un kernel RBF k(x, x′) = exp(−γ‖x−x′‖2)
con γ = 1
2σ2
.
Dada las muestras de una serie de tiempo A, {xai }
nA
i=1, dibujadas de su distribución de
probabilidad PA y las muestras de una serie de tiempo B, {xbj}
nB
j=1, dibujadas de su































Segundo, el resultado M̂MD
2
de la etapa anterior se compone en un segundo kernel









El cual provee una medida de similaridad sobre el espacio de medias embebidas.
Tercero se realiza la clasificación en el RKHSHK implementando máquinas de vectores




αlylK(µn, µl) + w0 (3.4)
Se presentan 3 parámetros para esta metodoloǵıa de clasificación, tabla (3.1):
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Descripción Parámetro
Sigma kernel RBF para el cálculo de MMD σ
Sigma kernel compuesto con MMD σK
Parámetro SVM C
Tabla 3.1: Parámetros clasificador con MMD, SVM-KMMD.
3.2. Clasificador de distribuciones condicionales
En las distribuciones condicionales se asume que solo ciertos aspectos en los datos
tienen una influencia directa en la tarea de clasificación. Por lo tanto la atención
se centra en modelar estos aspectos estableciendo una relación funcional entre las
distribuciones condicionales de las series de tiempo y sus etiquetas de clase. Este método
de clasificación recibe el nombre de SVM-KDC.










l → Codifica aspectos importantes en los datos
z
(n)
l → Describe el resto de información en los datos (3.5)
Se asume que yl depende de Pl solo a través de las condicionales inducidas
{Pl(·|z(n)l )}
Nl
n=1). Para asegurar que todos los objetos matemáticos existan y estén bien
definidos, se siguen las suposiciones de [51].











Por ejemplo, en la ecuación 3.6 se descompone la serie de tiempo de la figura 3.1
en términos de z y w. Para obtener estos valores se tiene una variable de holgura
τ ∈ {1, 2, ..., Nl− 1} que representa la distancia entre muestras que conforman la dupla
(z, w).
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n=1+τ resultando las duplas
x
(1)
l = (x[1], x[2])
x
(2)




l = (x[Nl − 1], x[Nl])
Segundo para cada serie de tiempo l se codifica el embebimiento de la familia inducida
de distribuciones condicionales {Pl(·|z(n)l )}
Nl
n=1) con el operador de embebimiento
condiconal:
C(l)W |Z (3.7)
Se calcula el estimador del operador de embebimiento condicional










W = [kW(·, w
(1)




Z = [kZ(·, z
(1)











Tercero se define un nuevo RKHS HK con kernel
K(C,C ′) = Tr(CC ′) (3.9)




W |Z , Ĉ
(l′)




W |Z ] (3.10)





W |Z ] = [(k(z






) + λI)−1 k(wl, wl
′
)] (3.11)
El kernel de la ecuación (3.11) provee una medida de similaridad sobre el espacio de
operadores de embebimiento condicional.
Cuarto se realiza la clasificación en el RKHS HK implementando máquinas de vectores
de soporte SVM con el kernel K de la ecuación (3.11).
f(µnW |Z ) =
L∑
l=1
αlylK(µnW |Z , µlW |Z ) + w0 (3.12)
Se presentan 4 parámetros para esta metodoloǵıa de clasificación, tabla (3.2):
Descripción Parámetro
Tao τ
Sigma kernel RBF σ
Lambda λ
Parámetro SVM C
Tabla 3.2: Parámetros clasificador de distribuciones condicionales, SVM-KDC
3.3. Conjunto de datos
La evaluación de los dos clasificadores planteados se realiza usando un amplio conjunto
de datos de diferentes dominios disponible en “The UCR Time Series Classification
Archive” [52]. Este es uno de los repositorios más grandes de series de tiempo en
el mundo y algunos autores estiman que representa alrededor del 90 % de todos
los conjuntos de datos etiquetados disponibles al público [5]. El conjunto de datos
se encuentra dividido en datos de entrenamiento y datos de prueba, facilitando los
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experimentos realizados sobre ellos y la comparación de resultados con otros métodos
propuestos en la literatura. El repositorio incluye conjuntos de datos del mundo real,
aśı como datos sintéticos, además de incluir series de tiempo unidimensionales extráıdas
de datos bidimensionales como imágenes.












50words 50 450 455 270
Adiac 37 390 391 176
Beef 5 30 30 470
CBF 3 30 900 128
Coffee 2 28 28 286
ECG200 2 100 100 96
FISH 7 175 175 463
FaceFour 4 24 88 350
Gun Point 2 50 150 150
Lighting2 2 60 61 637
Lighting7 7 70 73 319
OSULeaf 6 200 242 427
OliveOil 4 30 30 570
SwedishLeaf 15 500 625 128
Trace 4 100 100 275
synthetic control 6 300 300 60
La tabla 3.3 contiene el resumen de 16 diversos conjuntos de datos de las series de tiempo
utilizadas, las cuales abarcan problemas de dos clases hasta problemas multiclase para
una amplia variedad de aplicaciones, por ejemplo, datos biomédicos, espectogramas,
medidas electromagnéticas y datos sintéticos de sensores en plantas nucleares. Todos
los conjuntos de datos se encuentran normalizados y presentan una escala máxima de
1, además para cada conjunto de datos de series de tiempo, se define un conjunto de
series para entrenamiento y un conjunto de series para prueba.
Se realizan algunas descripciones de los conjuntos de datos utilizados para tener una
idea general del dominio de aplicación de las series de tiempo estudiadas. El conjunto
50words es un conjunto de datos de contornos de palabras tomadas de la biblioteca
George Washington por T. Rath y usadas en el documento [53]. Cada realización es
una palabra y la serie se forma tomando el perfil de altura de la palabra, figura 3.2.
El conjunto Adiac nace del proyecto de investigación y clasificación automática de
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(a) Series de tiempo 50words
(b) Documento biblioteca
George Washington
Figura 3.2: Conjunto 50words. Como ejemplo en 3.2a se representan 5 realizaciones de 5
clases dentro de las 50 clases del conjunto 50words. En 3.2b se representa un documento
de la biblioteca George Washington [54].
Diatomeas (algas unicelulares) a partir de imágenes. Los contornos de las Diatomeas
se extraen de imágenes con umbral y las series de tiempo se generan como la distancia
del contorno a un punto de referencia. En la figura 3.3 se ilustra un ejemplo de este
conjunto de datos. El conjunto de datos FaceFour representa los contornos de rostros de
cuatro personas, la figura 3.4 ilustra un ejemplo del contorno del rostro de una persona
y una serie de tiempo por cada clase dentro del conjunto de datos.
El conjunto OSULeaf se conforma por series de tiempo obtenidas del contorno de
imágenes digitalizadas de seis clases de hojas: Arce Circinatum, Arce Glabrum, Arce
Macrophyllum, Arce Negundo, Quercus Garryana y Quercus Kelloggii. La figura 3.5
representa este conjunto.
El conjunto Synthetic control contiene 600 series de tiempo de gráficos de control
sintéticamente generados por los procesos en el art́ıculo [58]. Se conforma de seis
clases diferentes de gráficos de control: normal, ćıclico, tendencia creciente, tendencia
decreciente, desplazamiento hacia arriba y desplazamiento hacia abajo, ver figura 3.6.
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(a) Series de tiempo Adiac
(b) Imágenes de Diatomeas
Figura 3.3: Conjunto Adiac. Como ejemplo en 3.3a se representan 5 realizaciones de
5 clases dentro de las 37 clases del conjunto Adiac. La figura 3.3b presenta diferentes
Diatomeas [55].






(a) Series de tiempo FaceFour
(b) Ejemplo contorno de rostro
Figura 3.4: Conjunto FaceFour. En 3.4a se representa una realización de cada clases.
La figura 3.4b presenta el cortorno de un rostro [56].
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(a) Serie de tiempo OSULeaf
(b) Ejemplo hoja de Arce Circinatum
Figura 3.5: Conjunto OSULeaf. En 3.5a se representa una realización del conjunto de
datos. La figura 3.5b presenta una hoja de Arce Circinatum [57].
3.4. Selección de parámetros
Los parámetros que aparecen en las tablas (3.1) y (3.2) influyen significativamente en
el rendimiento de los clasificadores. Por lo tanto el primer paso en los experimentos es
encontrar los parámetros que presentan la mejor precisión en la clasificación. Se vaŕıa
entonces los parámetros usando la técnica de búsqueda en cuadŕıcula propuesta en [59],
en la cual estableciendo los valores mı́nimos, máximos y incremento de cada parámetro,
se evalúa el rendimiento de cada combinación usando el enfoque de validación cruzada
en los datos de entrenamiento, y los datos de prueba se restringen a la evaluación final
del clasificador.
Se usa la libreŕıa LIBSVM [60] para implementar los clasificadores SVM.
3.5. Libreŕıa LIBSVM
LIBSVM es una libreŕıa para Máquinas de Vectores de Soporte (SVM) que ha venido
en desarrollo desde el año 2000 [60] y actualmente es una de las libreŕıas más usadas
para resolver problemas de clasificación y regresión mediante SVM. LIBSVM es código
abierto disponible en C++ y Java pero también se ha adaptado para más lenguajes de
programación como Python, R, Matlab, Per1, Weka, Ruby, LabView y PHP.
Los algoritmos de entrenamiento y predicción se encuentran en el archivo svm.cpp el
cual tiene como subrutinas principales a svm train y svm predict. El procedimiento
de entrenamiento es más sofisticado al maximizar el problema de optimización de la
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(c) Clase Tendencia Creciente








(d) Clase Tendencia Decreciente





(e) Clase Desplazamiento Arriba





(f) Clase Desplazamiento Abajo
Figura 3.6: Conjunto Synthetic control.
CAPÍTULO 3. MATERIALES Y MÉTODOS 26
SVM, ecuación 2.2, y desacoplar los problemas multiclase a problemas de dos clases.
Para resolver el problema de programación cuadrática, LIBSVM considera un método
de descomposición conocido como Optimización Mı́nima Secuencial (SMO) para tratar
la dificultad de matrices densas. SMO consiste en resolver subproblemas del problema
inicial para que el coste computacional sea menor.
Como medida de desempeño en el clasificador utiliza
Precisión =
# de datos correctamente clasificados
# total de datos de prueba
× 100 (3.13)
Para la clasificación multiclase, LIBSVM implementa el enfoque uno contra uno.
3.6. Significancia estad́ıstica
Para estudiar si hay diferencias que son estad́ısticamente significativas entre los
rendimientos a nivel general de los clasificadores sobre los conjuntos de datos estudiados,
se realiza la prueba Kruskal-Wallis para comparar el rendimiento promedio de los
clasificadores sobre los 16 conjuntos de datos. Se realiza esta prueba debido a que el
tamaño del conjunto es tal que no se puede determinar con seguridad si los resultados
se distribuyen de forma normal y Kruskal-Wallis no requiere asumir normalidad en
los datos. Si se rechaza la hipótesis nula para medianas iguales, se realiza una prueba
de comparación múltiple utilizando Tukey-Kramer para estudiar más a fondo si existe
diferencia entre los rendimientos generales de los clasificadores. Todos los niveles de
significancia medidos al 5 %.
3.7. Complejidad computacional
En esta sección se revisa el costo computacional requerido para clasificar las series
de tiempos después de haber encontrado los hiperparámetros para cada uno de los
métodos propuestos. Dado el pseudocódigo para el clasificador SVM-KMMD, algoritmo
1, presenta un costo computacional O(N2L2 +L2) para un problema de clasificación de
L series de tiempo de longitud N . El costo computacional del clasificador SVM-KDC
representado en el algoritmo 2 es O(N3L2 + L2).
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Algoritmo 1: Clasificador SVM-KMMD
Entrada: Conjunto de series de tiempo etiquetadas
Salida : Tasa de error del clasificador SVM
1 Búsqueda de parámetros σ, σK y C ;
2 for σ ← 2−9 to 21 do
3 Cálculo de M̂MD
2
con kernel RBF y parámetro σ para las L series de
tiempo del conjunto de entrenamiento;
4 for C ← 2−5 to 211 do
5 for σK ← 2−13 to 23 do
6 Se calcula el kernel de la ecuación (3.3) del espacio RKHS HK ;
7 Se realiza validación cruzada CV para encontrar los parámetros
del modelo, clasificador SVM.;
8 Selección de parámetros que presentan la menor tasa de error en




12 Cálculo de M̂MD
2
con el mejor σ para las L series de tiempo del conjunto de
entrenamiento;
13 Cálculo del kernel de la ecuación (3.3) del espacio RKHS HK con el mejor
σK ;
14 Cálculo del modelo de la SVM con el mejor C;
15 // Se valida el modelo con las series de tiempo del conjunto de
prueba;
16 Cálculo de M̂MD
2
para las series de tiempo del conjunto de prueba con el
mejor σ;
17 Cálculo del kernel de la ecuación (3.3) del espacio RKHS HK con el mejor
σK ;
18 Predicción de la etiqueta de cada serie del conjunto de prueba usando SVM
con el mejor valor de C;
19 return Tasa de error del clasificador SVM sobre el conjunto de prueba;
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Algoritmo 2: Clasificador SVM-KDC
Entrada: Conjunto de series de tiempo etiquetadas
Salida : Tasa de error del clasificador SVM
1 Búsqueda de parámetros τ , σ, λ y C ;
2 τ ←− 1;
3 for λ← 0,5 to 1 do
4 for C ← 2−5 to 213 do
5 for σ ← 2−15 to 23 do







l ) con τ = 1;
7 Cálculo del kernel de la ecuación (3.11);
8 Se realiza validación cruzada CV para encontrar los parámetros
del modelo, clasificador SVM.;
9 Selección de parámetros que presentan la menor tasa de error en




13 for τ ← 1 to 4 do








15 Cálculo del kernel de la ecuación (3.11) con los mejores valores de los
parámetros λ, σ y C ;
16 Se realiza validación cruzada CV para encontrar el mejor τ , clasificador
SVM.;
17 Selección de τ que presenta la menor tasa de error en el proceso de
validación cruzada CV ;
18 end
19 // Entrenamiento con los mejores parámetros;







l ) con el mejor τ ;
21 Cálculo del kernel de la ecuación (3.11) para las L series de tiempo del
conjunto de entrenamiento;
22 Cálculo del modelo de la SVM con el mejor C;
23 // Se valida el modelo con las series de tiempo del conjunto de
prueba;







l ) con el mejor τ ;
25 Cálculo del kernel de la ecuación (3.11) para las series de tiempo del
conjunto de prueba con el mejor σ y λ;
26 Predicción de la etiqueta de cada serie del conjunto de prueba usando SVM
con el mejor valor de C;




En este caṕıtulo se presentan los diferentes experimentos realizados y los resultados
obtenidos sobre los 16 conjuntos de datos de series de tiempo estudiados. Las
simulaciones se implementan en Matlab sobre una computadora Asus K43E con un
Intel Core i5 a 2.50GHz.
Los resultados de los clasificadores SVM-KMMD y SVM-KDC se presentan en la tabla
4.1 junto con la tasa de error de dos clasificadores del estado del arte: 1-NN con distancia
Euclidiana (ED) [52] y 1-NN con DTW [52]. Estos clasificadores comparten con los
métodos propuestos en este trabajo la caracteŕıstica de ser métodos de clasificación
basados en instancias. Además se incluyen 3 métodos basados en caracteŕısticas o
representaciones como FBL [37], BoP [20] y TFRP 20 [10]. En esta investigación no
se han implementado estos métodos, los resultados se tomaron de las publicaciones
basadas en el conjunto de datos UCR.
Comparando SVM-KDC con los clasificadores basados en instancias SVM-KMMD,
1-NN ED y 1-NN DTW se tiene que el clasificador SVM-KDC es efectivo y presenta
bajas tasas de error. Por ejemplo, sobre los 16 conjuntos de datos de series de tiempo,
SVM-KDC supera a SVM-KMMD en 12 conjuntos de datos y logra un resultado
equivalente sobre 2 conjuntos de datos. El clasificador SVM-KDC supera a 1NN-ED
sobre 14 conjuntos de datos y logra un resultado equivalente sobre un conjunto de datos,
y al clasificador 1NN-DTW lo supera sobre 7 conjuntos de datos y logra un resultado
equivalente sobre un conjunto de datos.
Al comparar SVM-KDC con los métodos basados en caracteŕısticas también se observan
resultados interesantes. Por ejemplo, sobre los 16 conjuntos de datos de series de tiempo,
SVM-KDC supera a FBL en 9 conjuntos y logra un resultado equivalente sobre 2
conjuntos de datos, frente a BoP presenta mejor rendimiento sobre 8 conjuntos y por
último, sobre 13 conjuntos de datos SVM-KDC supera a TFRP 20 en 7 conjuntos y
logra un resultado equivalente sobre un conjunto de datos.
La superioridad del clasificador SVM-KDC sobre el clasificador SVM-KMMD confirma
la importancia de explotar la dependencia entre los datos de la serie de tiempo. El
30
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50words 0,701 0,310 (2) 0,369 0,242 0,453 0,466 0,481
Adiac 0,220 0,238 (1) 0,389 0,391 0,355 0,432 0,205
Beef 0,366 0,100 (1) 0,333 0,333 0,433 0,433 0,500
CBF 0,351 0,088 (1) 0,148 0,004 0,289 0,013
Coffee 0,100 0,000 (1) 0,000 0,000 0,000 0,036 0,036
ECG200 0,170 0,110 (1) 0,120 0,120 0,010 0,150 0,170
FISH 0,320 0,125 (2) 0,217 0,154 0,171 0,074 0,154
FaceFour 0,215 0,215 (1) 0,216 0,114 0,261 0,023 0,250
Gun Point 0,110 0,053 (2) 0,087 0,087 0,073 0,027 0,027
Lighting2 0,213 0,213 (1) 0,246 0,131 0,197 0,164 0,180
Lighting7 0,424 0,397 (2) 0,425 0,288 0,438 0,466 0,411
OSULeaf 0,525 0,426 (1) 0,479 0,388 0,165 0,256 0,103
OliveOil 0,133 0,100 (1) 0,133 0,133 0,100 0,133 0,100
SwedishLeaf 0,230 0,112 (1) 0,211 0,154 0,227 0,198 0,074
Trace 0,020 0,140 (1) 0,240 0,010 0,010 0,000
synthetic
control
0,510 0,360 (1) 0,120 0,017 0,037 0,037
Media 0,288 0,187 0,233 0,160 0,201 0,182 0,207
Gana 0/16 3/16 1/16 6/16 3/16 4/16 5/16
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clasificador SVM-KMMD asume que todos los aspectos en los datos son importantes
modelando solo las distribuciones marginales mientras que el clasificador SVM-KDC
modela las distribuciones condicionales teniendo en cuenta la dependencia entre los
datos, caracteŕıstica importante para trabajar con problemas de datos ordenados,
jerárquicos o espacio temporales como los estudiados en este trabajo de grado.
Además de la tabla 4.1 se presentan diagramas de dispersión para comparar pares de
métodos y observar su rendimiento. En estos diagramas, cada conjunto de datos es
representado por un punto en el plano cartesiano, donde la coordenada x representa
la tasa de error obtenida de un método de clasificación y la coordenada y representa
la tasa de error obtenida por el método competidor. Por ejemplo en la figura 4.1, los
puntos por encima de la ĺınea indican que SVM-KDC presenta menor tasa de error que
SVM-KMMD. Entre más lejos se encuentre un punto de la ĺınea, mayor será la tasa de
error de un método frente al otro. La mayoŕıa de puntos sobre una región indican cual
método presenta menor rendimiento.
SVM-KDC














Figura 4.1: Representación gráfica de los resultados logrados por SVM-KDC versus
SVM-KMMD.
Los resultados logrados por SVM-KDC frente ED y DTW son altamente competitivos,
la importancia de este resultado radica en que estos métodos son considerados estado
del arte en la clasificación de series de tiempo y son dif́ıciles de superar.
Al observar la figura 4.2c se observa como una gran mayoŕıa de conjuntos de
datos presentan menor tasa de error con SVM-KDC respecto a su competidor FBL.
Esta comparación es interesante al revisar un método de clasificación basado en
instancias frente a un método basado en caracteŕısticas. FBL genera un gran conjunto
de caracteŕısticas para capturar factores discriminatorios en los datos [37], luego
las caracteŕısticas más informativas se seleccionan usando un clasificador lineal. A
diferencia de SVM-KDC, FBL incluye una etapa de preprocesamiento de las series para
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SVM-KDC












(a) SVM-KDC vs 1-NN ED
SVM-KDC













(b) SVM-KDC vs 1-NN DTW
SVM-KDC










(c) SVM-KDC vs FBL
SVM-KDC










(d) SVM-KDC vs BoP
SVM-KDC













(e) SVM-KDC vs TSRP
Figura 4.2: Representación gráfica de los resultados logrados por SVM-KDC versus
1NN-ED, 1NN-DTW, FBL, BoP y TSRP
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encontrar sus caracteŕısticas discriminatorias y en algunos casos donde el conjunto de
datos presenta un gran número de clases y el tamaño de las clases en el conjunto de
entrenamiento presenta una gran heterogeneidad, por ejemplo el conjunto 50words que
presenta clases desde tan solo 1 hasta 52 ejemplos en el conjunto de entrenamiento, la
tarea de seleccionar las caracteŕısticas en FBL que mejor capturen las diferencias entre
las clases se hace dif́ıcil, arrojando altas tasas de error y poniendo en una mejor posición
al clasificador SVM-KDC el cual no realiza un preprocesamiento de las series y obtiene
una tasa de error menor en este tipo de conjuntos de datos. En conjuntos que presentan
pocas series para entrenamiento, y el tamaño de sus clases es bastantes heterogéneo, los
métodos basados en caracteŕısticas presentan dificultad al seleccionar las caracteŕısticas
que mejor capturan las diferencias entre las clases. En conjuntos como FaceFour donde
ocurre lo antes mencionado, nuestro método SVM-KDC presenta mejores resultados
frente a los métodos FBL y TFRP.
La figura 4.2e ilustra que SVM-KDC y TFRP tienen un rendimiento cercano, con
cierta ventaja hacia el clasificador SVM-KDC. Se evidencia nuevamente la ventaja que
presenta SVM-KDC frente al método basado en caracteŕısticas, en conjuntos de datos
con heterogeneidad en el tamaño de sus clases y con pocas series para el entrenamiento;
esto se observa en los puntos alejados de la ĺınea sobre la región del clasificador TFRP,
puntos que representan a los conjuntos de series 50words y Beef.
La figura 4.2e también permite observar un conjunto de datos donde el clasificador
SVM-KDC presenta una alta tasa de error. OSULeaf es un conjunto para el que ambos
métodos propuestos, SVM-KMMD y SVM-KDC, presentan una alta tasa de error.
Además al revisar la tabla 4.1 se encuentra un pobre rendimiento de los métodos
propuestos sobre el conjunto Synthetic-Control a diferencia de los otros métodos que
presentan bajas tasas de error. Al observar la dinámica de estos conjuntos se encuentra
por ejemplo que el conjunto OSULeaf representa un esquema unidimensional de hojas
de árboles con formas de puntas en sus terminaciones, ver figura 3.5, al extraer los
bordes, las series de tiempo presentan cambios abruptos. El conjunto Synthetic-Control
también presenta series de tiempo con cambios fuertes, con puntos angulosos, figura 3.6,
lo que permite entrever que los métodos propuestos presentan dificultad al tratar series
de tiempo que presentan cambios abruptos en su dinámica. El kernel base utilizado para
realizar los embebimientos en el RKHS fue el kernel RBF el cual puede presentar mejores
rendimientos para series de tiempo con cambios suaves y fácilmente diferenciables. El
art́ıculo [8] apoya lo anterior, respecto a trabajar con kernel RBF y obtener una alta
tasa de error con la serie OSULeaf. Para reforzar estos resultados se usó el concepto de
Coeficiente de Variación (CV) multivariado, que mide la variabilidad de un conjunto
de series temporales. De acuerdo con [61] si se tiene un conjunto de L series de tiempo
de longitud N , con vector medio µ 6= 0 y matriz de covarianza Σ, el CV multivariado
se define como
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CV = (Tr(Σ)(µTµ)−1)1/2 donde (4.1)
Tr(Σ) es la traza de la matriz Σ











50words 3,0958 3,1389 0,701 0,310 (2)
OSULeaf 2,8892 2,8740 0,525 0,426 (1)
synthetic control 12,0300 11,6455 0,510 0,360 (1)
En la tabla 4.2 se puede observar que cuando el CV del conjunto de entrenamiento
y el conjunto de prueba de un conjunto de datos dado es alto (mayor que 2), la tasa
de error de los métodos propuestos es alta, por ejemplo el conjunto Synthetic-Control.
Cabe señalar que lo anterior debe ser confirmado realizando mayores experimentos con
conjuntos de series de tiempo que presenten las caracteŕısticas señaladas.
La figura 4.2d compara a SVM-KDC con BoP. Los resultados observados permiten
decir que no hay una buena capacidad de generalización en los métodos dado que se
desempeñan bien para unas series pero para otras no. Al revisar la fila Gana en la
tabla 4.1 no hay ningún método que gane al menos sobre el 50 % de los conjuntos de
datos estudiados. Además de acuerdo a las pruebas estad́ısticas las diferencias en los
rendimientos promedios, fila Media tabla 4.1, no son estad́ısticamente significantes. Al
revisar el promedio de todos los conjuntos de datos, el clasificador SVM-KDC pierde
contra el clasificador 1-NN DTW debido al conjunto Synthetic-Control, dado que, como
se mencionó anteriormente al tener un CV alto, da una tasa de error alta respecto a
los otros clasificadores, pero si se hace el análisis sin tener en cuenta la tasa de este
conjunto, el clasificador SVM-KDC presenta la menor tasa de error promedio sobre
todos los conjuntos de datos junto a 1-NN DTW.
Otro análisis importante es revisar el resultado de los vectores de soporte (SV), que en
este caso seŕıan distribuciones de soporte en el RKHS, para cada conjunto de datos.
La tabla 4.3 contiene la cantidad de SV por clasificador y conjunto de datos. En ella
se aprecia una alta cantidad de SV respecto al conjunto de entrenamiento para los
conjuntos multiclase, lo cual puede deberse a la holgura permitida en la búsqueda de
los hiperparámetros y a la distribución de los datos en el espacio RKHS. El alto número
de SV indica que las clases no son fácilmente separables o los datos de entrenamiento
por clase son insuficientes. Para conjuntos con solo dos clases como ECG200, Coffee
y Gun Point el número de SV respecto al conjunto de entrenamiento es más bajo,
indicando una mayor separabilidad entre las clases.
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50words 50 450 420 432
Adiac 37 390 339 295
Beef 5 30 23 28
CBF 3 30 22 27
Coffee 2 28 11 16
ECG200 2 100 33 32
FISH 7 175 117 118
FaceFour 4 24 22 16
Gun Point 2 50 16 17
Lighting2 2 60 43 22
Lighting7 7 70 62 60
OSULeaf 6 200 188 186
OliveOil 4 30 18 23
SwedishLeaf 15 500 355 400
Trace 4 100 60 27
synthetic control 6 300 269 264
.
Caṕıtulo 5
Conclusiones y trabajos futuros
En este trabajo se adoptan dos métodos de clasificación basados en el embebimiento de
distribuciones de probabilidad en un RKHS. Se implementa el clasificador SVM-KMMD
el cual asume que todos los aspectos en los datos son importantes modelando las
distribuciones marginales, sus resultados no presentaron una buena generalización
sobre los 16 conjuntos de datos de series de tiempos UCR estudiadas, presentando
mayores tasas de error que los otros clasificadores presentados. El otro método llamado
SVM-KDC al contrario presentó un rendimiento interesante comparado con métodos
del estado del arte como 1NN-ED y 1NN-DTW y mejoró el rendimiento medio de los
clasificadores basados en caracteŕısticas como FBL y TFRP. El método SVM-KDC
asume que sólo ciertos aspectos en los datos tienen influencia en la respuesta del
clasificador, por lo tanto modela las distribuciones condicionales permitiendo explotar
la dependencia entre los datos y obteniendo bajas tasas de error.
El métodos SVM-KDC se presenta como una buena alternativa para la clasificación
de series de tiempo en contra propuesta a los métodos de representación basados en
caracteŕısticas, los cuales como se observó pueden presentar problemas al momento
de seleccionar las caracteŕısticas discriminantes entre las diferentes clases de series
de tiempo en un dominio de aplicación, y más cuando las clases no se encuentran
balanceadas y presentan una gran heterogeneidad en el tamaño del conjunto de
entrenamiento.
Se comprueba la importancia de modelar las dependencias entre los datos en problemas
jerárquicos o espacio temporales como es el caso de las series de tiempo. El clasificador
SVM-KDC presenta mejores tasas de error que el modelo SVM-KMMD al modelar las
dependencia en los datos a partir de las distribuciones condicionales.
El clasificador SVM-DC presenta buen rendimiento al trabajar sobre problemas
multiclase. Diferentes desarrollos sobre métricas para la clasificación de series de
tiempo, tienden a probar sus modelos sobre solo problemas de dos clases, mientras
el clasificador propuesto presentó bajas tasas de error para conjuntos multiclase, por
ejemplo SwedishLeaf con 15 clases y Beef con 5 clases.
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Para futuros trabajos seŕıa interesante buscar una forma más sustentada para encontrar
los hiperparámetros de los clasificadores SVM-KMMD y SVM-KDC, debido a que en
este trabajo se encontraron de forma experimental armando las cuadŕıculas dentro de
los rangos establecidos. También podŕıa revisarse si existe una mejora en las tasas de
error al buscar los parámetros con pasos más finos alrededor de los parámetros ya
encontrados en estos experimentos.
Desarrollos futuros también podŕıan revisar el rendimiento de los clasificadores con
kernel diferentes al kernel RBF, el cual mostró para series de tiempo con cambios
abruptos altas tasas de error. También se abre la posibilidad de probar combinaciones
de kernels de tal manera que se logre obtener un clasificador con mayor generalización.
El clasificador SVM-KDC podŕıa hacer parte de un algoritmo de ensamble.
En relación al costo computacional, se señala que ambos métodos son fácilmente
paralelizables (la matriz kernel puede ser dividida en varias submatrices, y las sumas
pertinentes se calculan de forma independiente antes de combinarse). Para mitigar los
altos costos computacionales, en [51] proponen el framework de caracteŕısticas aleatorias
de fourier (RFF), y en [62] mencionan que podŕıan utilizarse métodos aleatorios para
acelerar los dobles ciclos requeridos en los algoritmos, por ejemplo para el cálculo de
MMD, computando solo partes de la suma, sin embargo estos procedimientos reduciŕıan
la calidad del estimador.
.
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[33] Fabian Mörchen. Time series feature extraction for data mining using dwt and dft,
2003.
[34] Yi-Leh Wu, Divyakant Agrawal, and Amr El Abbadi. A comparison of dft
and dwt based similarity search in time-series databases. In Proceedings of the
ninth international conference on Information and knowledge management, pages
488–495. ACM, 2000.
[35] Karen Zita Haigh, Wendy Foslien, and Valerie Guralnik. Visual query language:
Finding patterns in and relationships among time series data. In Proceedings of
the seventh Workshop on Mining Scientific and Engineering Datasets, 2004.
[36] Ruoqian Liu and Yi L Murphey. Time-series temporal classification using feature
ensemble learning. In Neural Networks (IJCNN), The 2010 International Joint
Conference on, pages 1–5. IEEE, 2010.
[37] Ben D Fulcher and Nick S Jones. Highly comparative feature-based time-series
classification. IEEE Transactions on Knowledge and Data Engineering,
26(12):3026–3037, 2014.
[38] Thomas Hofmann, Bernhard Schölkopf, and Alexander J Smola. Kernel methods
in machine learning. The annals of statistics, pages 1171–1220, 2008.
[39] Maya Kallas, Paul Honeine, Clovis Francis, and Hassan Amoud. Kernel
autoregressive models using yule–walker equations. Signal Processing,
93(11):3053–3061, 2013.
[40] Alex Smola, Arthur Gretton, Le Song, and Bernhard Schölkopf. A hilbert space
embedding for distributions. In International Conference on Algorithmic Learning
Theory, pages 13–31. Springer, 2007.
[41] Le Song, Jonathan Huang, Alex Smola, and Kenji Fukumizu. Hilbert space
embeddings of conditional distributions with applications to dynamical systems.
In Proceedings of the 26th Annual International Conference on Machine Learning,
pages 961–968. ACM, 2009.
[42] Alex Smola, Arthur Gretton, Le Song, and Bernhard Schölkopf. A hilbert space
embedding for distributions. In International Conference on Algorithmic Learning
Theory, pages 13–31. Springer, 2007.
BIBLIOGRAFÍA 45
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