Abstract: As the amount of traffic congestion continues to grow, pinpointing freeway bottleneck locations and quantifying their impacts are crucial activities for traffic management and control. Among the previous bottleneck identification methods, limitations still exist. The first key limitation is that they cannot determine precise breakdown durations at a bottleneck in an objective manner. Second, the input data often needs to be aggregated in an effort to ensure better robustness to noise, which will significantly reduce the time resolution. Wavelet transform, as a powerful and efficient data-processing tool, has already been implemented in some transportation application scenarios to much benefit. However, there is still a wide gap between existing preliminary explorations of wavelet analysis in transportation research and a completely automatic bottleneck identification framework. This paper addresses several key issues in existing bottleneck identification approaches and also fills a gap in transportation-related wavelet applications. The experimental results demonstrate that the proposed method is able to locate the most severe bottlenecks and comprehensively quantify their impacts.
Introduction
With the amount of traffic congestion continuing to grow in urban areas throughout the world, more and more freeways operate under oversaturated conditions at certain locations over the course of a day. These locations that experience severe congestion recurrently are often called (recurring) bottlenecks (Chen et al. 2004 ), or rather, bottlenecks are sections of the freeway that have either capacity less than or demand greater than other sections (Ban et al. 2007 ). To more efficiently monitor and control a freeway network, the problems of identifying bottlenecks and quantifying their influences have generated huge interest in the realm of transportation engineering research. In the 1990s, peak-hour modeling recommended by the Highway Capacity Manual (TRB 2010) was widely adopted to model and estimate freeway congestion as well as conduct bottleneck analysis prior to the era of big data in traffic. However, peak-hour modeling is not flexible in terms of adapting to seasonal changes or random fluctuations in daily traffic. As traffic sensors became more available with respect to both density and type, researchers and engineers started to develop data-driven approaches for studying the features of freeway bottlenecks (Cassidy and Bertini 1999; Chen et al. 2016; Zhang and Levinson 2004) and bottleneck identification (Ban et al. 2007; Chen et al. 2004; Elhenawy et al. 2013; Jin et al. 2012; Liu and Danczyk 2009; Liu and Fei 2010; Qi et al. 2016; Zhao et al. 2012) .
Among the early research efforts, Chen et al. (2004) developed a rule-based approach to identify and rank freeway bottlenecks using aggregated 5-min loop data. They predefined several rules and fixed thresholds in their framework to identify the activation and deactivation time of a bottleneck. However, these parameters (maximum distance between adjacent loops, maximum upstream speed, minimum speed differential, and aggregation level) need to be adjusted from case to case. As an extension to Chen's paper, Bertini et al. (2008) tested different settings of the input parameters in Chen's model. Another representative work in freeway bottleneck identification was conducted by Ban et al. (2007) . In their work, a speed contour map was produced to obtain the queue length and duration of bottlenecks. Ban's algorithm converted the speed contour map into a black-white image using a user-defined threshold to differentiate congestion and free flow conditions. This approach was efficient in capturing some key bottleneck features. However, manually setting the threshold could result in inconsistent and inaccurate identification of the activation and deactivation times of a traffic breakdown. Also, without volume data incorporated, some important bottleneck severity indicators were not able to be calculated.
While Chen and Ban's approaches are the two most representative ones, other studies have been proposed recently focusing on a variety of issues in the bottleneck identification process, such as optimizing sensor locations (Liu and Danczyk 2009) , diagnosing bottleneck severity (Liu and Fei 2010) , investigating data quality issues (Jin et al. 2012) , and testing different data sources (Zhao et al. 2012) . However, to the best of our knowledge, several key limitations still exist in the methodologies developed for bottleneck identification in previous studies. First, most studies need to predefine rules based on the knowledge of the authors (or other experts) for localizing breakdown activation and deactivation times. Thus, such methods cannot determine the precise breakdown durations at a bottleneck in an objective manner. Second, the input data often needs to be aggregated for better robustness to noise; however, such operations will significantly reduce the time resolution, which may lead to large errors in bottleneck identification and quantification. Additionally, many previous studies only use one type of data (e.g., speed) for bottleneck identification and quantification. This may lead to errors in bottleneck severity quantification, resulting in less effective congestion mitigation strategies. Although delay and congestion duration are considered among the most important bottleneck indicators and have been taken into the quantification of bottleneck severity, few existing papers have used them for identification to date.
To address these critical issues, the authors investigated the application of wavelet analysis to bottleneck identification due to its high accuracy, efficiency, and reproducibility in analyzing time series data, as well as its potential and advantage in analyzing nonstationary and noisy traffic data (Zheng et al. 2011) . Over the past few decades, wavelet analysis has been widely used for analyzing localized variations of power within a time series due to its ability to decompose a time series into the time-frequency space (Torrence and Compo 1998) . This has already enabled the application of wavelet analysis in a great variety of areas, such as structural engineering, signal processing, image processing, biomedicine, geophysics, and ecology (Adeli and Jiang 2006; Coifman et al. 1992; Petrosian and Meyer 2013; Pereira et al. 2014; Kumar and Foufoula-Georgiou 1997; Cazelles et al. 2008) . Since many types of traffic data are time series data, it is intuitive and reasonable to conceive that decomposing traffic data into the time-frequency space may make it possible to identify the dominant modes and uncover some hidden properties of traffic. A review of key transportation publications indeed shows that wavelet analysis has already received noticeable attention from transportation researchers as a powerful data-processing tool.
Some applications of wavelet analysis in transportation have been explored, including traffic flow forecasting (Boto-Giralda et al. 2010; Jiang and Adeli 2004; Xie et al. 2007) , traffic incident detection (Adeli and Karim 2000; Adeli and Samant 2000; Karim and Adeli 2002; Ghosh-Dastidar and Adeli 2003) , traffic pattern analysis (Jiang and Adeli 2004; Zheng et al. 2011; Zheng and Washington 2012; Chen et al. 2012) , work zone analysis (Ghosh-Dastidar and Adeli 2006) , and vehicle trajectory reconstruction (Fard et al. 2017) . In these applications, wavelet analysis normally is used to denoise data, detect singularities, or transform data into different spaces. For example, Xie et al. (2007) applied discrete wavelet transform to denoise the traffic flow data and use the approximation as their traffic forecasting model input. Karim and Adeli (2002) transformed volume and occupancy data into the wavelet energy space after applying a continuous wavelet transform to the original data, thus improving classification results. Zheng et al. (2011) investigated three applications of wavelet transform including congestion analysis, regime transitions analysis, and oscillation analysis. Zheng's paper also mentioned the concept of a wavelet-based bottleneck analysis for the first time. However, since their focus was on investigating the application of wavelet analysis for multiple subtopics in transportation, they did not go very deep in terms of the level of investigation on each subtopic. Distinguishing the activation and deactivation time of bottlenecks was done manually with a mere 9 h of speed data, but they did not develop a method to quantify the bottleneck influence. Accordingly, there is still a wide gap between existing preliminary explorations of wavelet analysis in transportation and a complete bottleneck identification framework using wavelet analysis. This paper focuses on addressing the several aforementioned issues in existing bottleneck identification approaches and filling the recognized gap in transportation-related wavelet applications by proposing a novel framework to identify freeway bottlenecks and quantify their influences based on wavelet analysis. Our proposed framework is implemented to identify bottlenecks on two interstate freeway corridors over 3 months, and it has shown encouraging results. To our best knowledge, this is the first time that wavelet analysis has been applied to automatic identification and quantification of bottlenecks. Specifically, the proposed framework processes loop detector data by integrating Mexican Hat wavelet analysis, speed pattern classification, freeway bottleneck indicator, and statistical test methods. In the first stage, the activation time and deactivation times of a bottleneck are identified in an objective manner, and the speed time series data is segmented into multiple episodes. Then, four speed patterns including free flow, congestion, breakdown activation, and breakdown deactivation are defined and identified using a support vector machine classifier. To comprehensively capture the freeway congestion impacts, daily delay, daily congestion duration, breakdown recurrence, and the number of daily breakdowns are selected and calculated as the bottleneck identification and quantification indicators. A procedure based on the Student t-test is implemented to accurately determine where recurring bottlenecks are located. For each location, the inputs are two arrays containing a speed time series and the corresponding volume time series. After receiving data input, the algorithm automates the procedures to identify bottlenecks and outputs the identified bottlenecks and associated severity indicators.
Methodology

Wavelet Transform
The wavelet transform (WT) was developed as an extension to the Fourier transform (FT) due to its higher robustness to noise and better time-frequency resolution. Both discrete wavelet transform (DWT) and continuous wavelet transform (CWT) methods have gained great popularity in several fields. DWT normally decomposes a signal into approximation and details of the signal at different scales. In transportation research, DWT normally applies to traffic or vehicular data denoising. CWT is the extension of DWT, and it transforms a continuous function into a function of two continuous variables (i.e., translation and scale). CWT is more appropriate than DWT in accurate singularity detection (Jiang and Adeli 2004) . Specifically, it is capable of detecting sudden changes in traffic or vehicular data, which commonly corresponds to some typical phenomena, such as the onset of traffic congestion or sudden vehicle braking. Although wavelet functions are often selected randomly in many practices (Torrence and Compo 1998) , researchers have used Shannon entropy to demonstrate that the Mexican Hat (MH) wavelet is the most suitable wavelet in terms of detecting singularities in traffic and vehicular data (Zheng and Washington 2012) . Hence, CWT with the MH wavelet is selected in our study as the wavelet analysis tool.
A wavelet is a real or complex function that is denoted by ψðxÞ. MH is one of the most representative real-valued wavelets, while complex-valued wavelets have both a real part and an imaginary part (e.g., the Morlet wavelet). Fig. 1 shows the MH and Morlet wavelet functions. Wavelet functions need to meet two conditions (Addison 2002 
The first condition implies the wavelet function must be squareintegrable, and the second condition indicates that a wavelet function must have a mean of zero. If the time series function is denoted as fðxÞ, then the formulation of the wavelet transform is defined as
where
and s and τ = scale and translation parameters, respectively. The scale parameter manages the scaling, or more specifically, the degree of dilation and contraction of the wavelet to determine the weights of wavelet functions at each scale; the translation parameter manages the shift in the time dimension, thus capturing the modes at different points in time.
The Mexican Hat wavelet function gets its name from its shape (Fig. 1) . The function is proportional to the second derivative of the Gaussian probability function, which is defined as
Thus, combining Eqs. (3)- (5), the wavelet transform coefficients can be calculated as
The coefficients W ψ ðs; τ Þ show the weights of wavelet with scale s and time shift τ . In this way, a coefficients matrix with two dimensions, i.e., scale and translation, can be produced. At each time shift τ , the scale-averaged energy E τ is defined as
where S max = maximum scale. The scale-averaged energy is a key feature in wavelet analysis since it describes the variance versus time (Torrence and Compo 1998) . In other words, lower scaleaveraged energy implies smaller variance in the original time series data; in contrast, higher energy implies larger data variance in the time series. From this point of view, the peaks on the scaleaveraged energy curve represent the local sharpest changes in the time series.
Freeway Bottleneck Identification and Quantification Using Loop Data
Singularity Detection in Speed Time Series
The detection of singularities in traffic flow is normally the first step of bottleneck identification (Chen et al. 2004; Ban et al. 2007; Zheng and Washington 2012) . In Chen's study, speed singularity points are determined by several predefined rules. The thresholds defined in these rules need to be manually set in different cases and can strongly influence the feasibility of the method (Bertini et al. 2008) . In Ban's study, speed singularity points are determined by a speed contour map. However, this speed contour map is produced by solely a critical speed and a median filter. These representative singularity identification methods are very sensitive to noise and freeway speed limit changes (absolute free flow speed). In contrast, wavelet-based singularity identification is much more robust to noise and small fluctuations in data; also, the method is able to identify abrupt speed changes, but it is not affected by absolute speeds.
As mentioned, the scale-averaged energy peaks in wavelet analysis indicate the locations of local abrupt changes in the original data. Particularly, in traffic speed curves at a fixed location or road segment, energy peaks indicate the speed singularities and often the activation or deactivation time of a breakdown. Peaks of a curve are often referred to as local maximum points. Therefore, in the wavelet energy curve, peaks always exist as long as the original signal is not completely constant. As we know, traffic speed is not always constant even in the free flow condition. Random changes, different driver behaviors, and possible errors in data recording cause small fluctuations in the speed time series data. Thus, to filter out the peaks corresponding to those small fluctuations and keep the significant ones corresponding to abrupt traffic speed changes, it is important to determine the minimum peak height in the speed singularity detection process.
To get a reliable threshold for peak filtering, we first randomly select some speed data from different loop detectors across several different days. Then we apply the wavelet transform to these speed data with no minimum peak height constraint and get the energy values of the top four peaks. These energy peaks may correspond to either true speed singularities or small fluctuations, and they can be easily differentiated. In this way, several hundred peaks in the energy data were manually extracted and labeled for setting thresholds. Fig. 2 shows the energy distribution of the peaks using boxplots. It can be seen that peaks representing true speed singularities have much larger energy values than peaks extracted from uncongested days, which represent small fluctuations in speed. Based on the statistics of peak energy, a proper peak minimum height can be set. As for the maximum scale in the wavelet transform, it should be small enough to capture the local details of the original signal (Zheng et al. 2011) . However, it cannot be too small, otherwise it would fail to capture the general trend in the original signal. According to these statistics and considerations, the minimum energy peak height is set to 800 and the maximum scale value is set to 32 in the MH wavelet analysis to optimize the performance. The values we set for these two parameters work very well for different corridors based on our examination. We are aware that there still might be cases where these two parameters may not work perfectly; in such cases, following our procedures would easily allow one to find the optimal parameters for their specific study.
With the parameters properly set, the MH wavelet transform is applied to detect speed singularities. In our study, daily traffic speed data collected by dual loop detectors with a data resolution of 20 s is treated as the unit of the signal for the wavelet analysis. Four representative speed curves are shown in Fig. 3 . From the figure, we see the speed singularities can be clearly extracted. Different shapes of traffic speed curves can result in different detection results in terms of the number of peaks and where they appear. Basically, if there is no abrupt speed change, nothing is indicated as a singularity by our method [e.g., Fig. 3(a) ]. This happens more often on weekends, holidays, and at less congested locations. Cases (b-d) of Fig. 3 are more common in urban areas during weekdays, where one or multiple breakdowns exist and different numbers of energy peak points are detected.
Normally, one breakdown corresponds to four energy peaks [ Fig. 3(b) ], i.e., the start time of the breakdown activation (i.e., speed abrupt drop), the end time of the breakdown activation, the start time of the breakdown deactivation (i.e., speed recovery), and the end time of the breakdown deactivation. However, sometimes one traffic breakdown generates other energy peaks/ singularity points in the speed curves. Some energy peaks correspond to both the end time of activation and the start time of deactivation [e.g., the last breakdown in Fig. 3(d) ], and some correspond to both the end time of deactivation and the start time of another breakdown [e.g., the fourth peak in Fig. 3(c) ]. In these cases, the average number of peaks for one breakdown may be less than four. In some other cases where there are significant speed fluctuations during the congestion period, more than four peaks may be detected for one breakdown event [e.g., the first breakdown in Fig. 3(d) ].
Recognition and Classification of Speed Patterns
Once the speed singularity points are located, an automatic process is developed to classify the speed patterns identified by the wavelet analysis. A speed pattern is defined as the type of speed episode in between a pair of adjacent singularity points. Recognition of speed patterns is very important since they will enable the subsequent calculation of bottleneck indicators. Basically, the speed episodes split by singularity points can be classified into four speed patterns, i.e., free flow, breakdown activation, congestion, and breakdown deactivation. The free flow pattern is defined as the speed episode during which traffic speed stays at free flow level, and it is normally the episode between the end of one breakdown and the start of the next breakdown. In contrast, congestion pattern here means the speed episode is staying at a congested traffic level, during which the speed values are all very low. The speed patterns of breakdown activation and breakdown deactivation are the two transition patterns: activation shows the transition of traffic from free flow to congestion, and deactivation shows the inverse. In other words, the activation speed pattern is the speed episode with a descending trend, and the deactivation speed pattern has an ascending trend.
To recognize and classify the four speed patterns, training features need to be selected as the first step in the process. The features should not be sensitive to the length of the speed pattern data since the length is different for different speed episodes. Based on this consideration, start speed, end speed, and mean speed are selected as the three features of a single speed pattern. Start speed is defined as the first value of a speed episode, and end speed is the last value. These speed features can indeed well define the trend of a speed time series in our framework because there should be no other singularity point between any two neighboring singularity points located by the wavelet analysis. By manually labeling training samples that are obtained from different loop detectors over different days, a multiclass support vector machine (SVM) model (Weston and Watkins 1998) is applied for the classification of speed patterns in this study. Our training result shows the classification achieves about 96% accuracy. It is worth mentioning that the classification method does not have to be SVM, and the parameter settings are quite flexible. By testing the performance of different parameter settings as well as other classification methods, such as softmax or multilayer perceptron neural network, it is found that most models achieve very high accuracy on this classification task (over 95%). In other words, the previous step we have developed (i.e., wavelet analysis and feature selection) is a general and transferrable procedure that produces reliable inputs for speed pattern classification. The high accuracy is achieved by the accurate localization of singularity points and effective feature selection in our framework. Fig. 4 gives an example of the distribution of the four speed patterns in the three-dimensional (3D) feature space we defined with 300 sample points. From the figure, it can be seen that the four speed patterns are well separated in the feature space.
Indicator Definition and Traffic Condition Quantification
Four indicators are calculated based on the wavelet analysis and speed pattern classification results, including average daily delay, average recurrence, average daily congestion duration, and average number of breakdowns. A bottleneck occurs at one location, and it then has an impact on upstream locations as the congestion shockwave moves backward. However, traffic downstream of the bottleneck would still be in an uncongested condition. Thus, the sudden local changes in delay and congestion duration between adjacent locations would be reliable indicators for recurrent bottleneck identification and are used in the framework. While most studies agree on the fact that delay and congestion duration are the most important bottleneck indicators, neither of the indicators has been used as a main indicator in identification procedures yet, let alone the combined utilization of them. The proposed framework enables this by incorporating wavelet analysis, speed pattern classification, and a follow-up mean value comparison procedure between adjacent locations. Besides delay and congestion duration used in the identification process, breakdown recurrence and number of breakdowns will also be calculated to describe the congestion patterns and severities of identified bottlenecks in the quantification process for thoroughness.
Let D ij , R ij , L ij , and B ij denote the delay, breakdown recurrence, congestion duration, and number of breakdowns in the i-th day at j-th segment, respectively. Basically, N loop detectors divide the freeway corridor into N segments, which normally range from 0.5 to 1 mi. For any daily speed time series, if no more than one singularity point is detected, i.e., no breakdown occurs, then
For days with one or more breakdowns, we denote the locations of singularity points x 1 ; x 2 ; : : : x n , where n is the number of speed singularity points. Given the data resolution is 20 s in our study, we have x k ∈ ½ 1 4320 , where k ¼ 1; 2; : : : n. The speed episode between x t and x tþ1 is denoted by s t;tþ1 , which belongs to one out of four aforementioned speed patterns. For the four patterns, we define s t;tþ1 ¼ 0 for free flow, s t;tþ1 ¼ 1 for breakdown activation, s t;tþ1 ¼ 2 for congestion, and s t;tþ1 ¼ 3 for breakdown deactivation. When the speed pattern is free flow, i.e., s t;tþ1 ¼ 0, no indicator needs to be calculated. When s t;tþ1 ¼ 1 or s t;tþ1 ¼ 2 or s t;tþ1 ¼ 3, delay and congestion duration should be calculated. Breakdown recurrence is further calculated from delay. If delay exists in that day, the recurrence is 1; otherwise it is 0. As for the number of breakdowns, normally one breakdown is associated with one activation pattern and one deactivation pattern, while it may be associated with zero to multiple congestion patterns. Hence, B ij can be calculated as the sum of breakdown activation patterns and deactivation patterns dividing by 2. In summary, the calculation of D ij , R ij , L ij , and B ij are shown as follows:
where l j = length of the j-th segment; v ij ðtÞ = speed for j-th segment at time t in the i-th day; q ij ðtÞ = corresponding volume to v ij ðtÞ; and v ref ¼ 60 mph is the reference speed. Since longer segments generally produce longer travel times, and thus larger delays, our method calculates delay per unit segment for more truthful comparison in bottleneck ranking. In this paper, we define l j ¼ 1 mi to calculate delay per mile. For each corridor, the bottleneck indicators for the j-th segment are the average values of those indicators over the experimental time period. LetD j ,R j ,L j , andB j denote the average daily delay, recurrence, congestion duration, and number of breakdowns, respectively. Fig. 5(a) gives an example quantification result of implementing the proposed method. On the spatial dimension, a corridor on interstate freeway 405 northbound with 10 loop detectors is used as the example; on the temporal dimension, 1 month of data from May 2013 are used here. Heat maps are exploited in the figure instead of numerical matrixes for better representation of the calculation results. In the heat maps, one cell represents one indicator's value in the corresponding day and location. A brighter cell means the corresponding delay, recurrence, congestion duration, or number of breakdowns has a larger value, thus the breakdown is more severe. The final indicators, i.e.,D j ,R j ,L j , andB j , will be calculated as the averages of each row in the matrix/heat map.
Bottleneck Identification
As mentioned, based on the shockwave theory, a bottleneck is detected if both the average daily delay and average daily congestion duration are significantly larger than at its adjacent downstream location. The standard t-test is implemented to compare the two mean values and determine if they are significantly different (Student 1908) . If the mean values of the upstream location are both significantly larger than those of its adjacent downstream location, it is identified as a bottleneck. Eqs. (12)-(15) describe our rules in a mathematical mannerD
where HD j ¼ 1 and HL j ¼ 1 show the rejections of the null hypotheses in the t-test at the 5% significance level, i.e., the mean values of the two groups are significantly different. Together with Eqs. (12) and (13), the four equations indicate the delay and congestion duration at location j are both significantly larger than those of its downstream location j þ 1. Fig. 5(b) presents the daily average delay curve and the daily average congestion duration curve. In this example, the two bottlenecks identified by our framework, i.e., Locations #6 and #8 are marked with red triangles. From both Figs. 5(a and b), we can see significant splits for delay and congestion duration at Location #8. Upstream of Location #8, the congestion is quite severe, but the two locations downstream of Location #8 experience much less congestion, which can be observed with all four indicators. Another bottleneck detected by our method is between Locations #6 and #7, where reductions in delay and congestion duration can still be observed, though not as obviously as at another bottleneck. The combination of delay and congestion duration in the identification process is important to increase the method's accuracy. For example, there is an exit ramp with high volume between Locations #4 and #5 and a sudden delay reduction can be observed in Fig. 5(b) from Locations #4 to #5. If we solely use delay values to determine whether the downstream location (i.e., Location #5) has significantly less severe congestion, Location #4 would be classified as a bottleneck. However, the sudden delay reduction is not due to the congestion shockwave starting from Location #4. Instead, Location #4 is on the backward travel route of the shockwave. This sudden reduction in delay is caused by decreased volume rather than an increased speed at Location #5.
Experimental Results
Data Description
The proposed framework was implemented to identify bottlenecks on both northbound and southbound sections of an interstate freeway I-405 in Washington state. Traffic speed and volume data from 84 loop detectors (42 for northbound, 42 for southbound) were used in the experiment. The data consisted of 20-s lane-by-lane speeds and volumes, which were aggregated to the average speed and total volume for each segment. The 3 months from March. 1, 2013, to May 31, 2013, were covered in the experiment. It is worth noting that our data included some nonrecurrent congestion pieces, though they hardly impacted the results due to the low frequency and the robustness of the proposed framework. Bad data and missing data were removed or replaced in the preprocessing procedure, which was not the focus of this paper.
Bottleneck Identification and Quantification Output
Our algorithm identified 13 bottleneck locations along the northbound and eight locations along the southbound sections of the I-405 freeway. From Fig. 6 , it can be seen that the northbound and southbound directions of travel had different congestion patterns, and thus different bottleneck distributions. In the northbound direction of travel, the most severe congestion occurred near Location #10 with large delay, congestion duration, and more frequent bottleneck recurrence. Another congestion pattern was observed at around Location #30, but with less severity. The number of breakdowns was a less sensitive indicator, which did not display exactly the same pattern as other indicators; however, it can still be seen that the segment starting from around Location #15 to around Location #25 experienced fewer numbers of breakdowns in general, which was consistent with other indicators. In the southbound direction of travel, the congestion appeared to be more frequent, where observable congestion started from the beginning (Location #42) of the corridor and ended at around Location #12. The largest delay occurs near Location #20. In the southbound direction of travel, the congestion duration was more evenly distributed, which provided the reason as to why there were fewer bottlenecks than for the northbound direction of travel: Significant differences with respect to delay and congestion duration between adjacent locations were less likely to happen.
The top recurring bottlenecks with large indicators were extracted and examined. Table 1 presented the top six bottlenecks with respect to delay (three on each corridor) with their corresponding quantification results. In the northbound direction of travel, the top three bottlenecks identified were at mileposts 4.12, 6.08, and 23.21, which corresponded to Locations #10, #11, and #35, respectively. Location #10 was quantified to have the most severe congestion (with all four indicators being the largest) on the northbound freeway. It had a daily average delay of 595 vehicle-hours, 84% recurrence of breakdowns, 6.7 h of daily average congestion duration, and 1.6 breakdowns on average per day. Location #11 was the adjacent downstream location of Location #10 on the northbound, and it had significantly smaller average delay and congestion duration but significantly larger delay and duration than Location #12. The third most severe bottleneck on the northbound freeway was Location #35, which experienced much smaller delay and congestion duration than the top two bottlenecks., but it had the local largest delay and transmitted congestion to its upstream segment.
I-405 southbound generally demonstrated more severe congestion than northbound according to the outputs. The top three bottlenecks at mileposts 7.00, 10.13, and 12.72 had daily average delays of 315, 404, 748 vehicle-hours and daily average congestion durations of 7.3, 4.8, and 3.2 h, respectively. Location #11 on southbound was the only bottleneck with an average breakdown recurrence over 90%, and it was also the location with the longest congestion duration among all examined locations on both corridors. Location #20 on the southbound freeway had the largest delay but the smallest breakdown recurrence. We found that it was at the Bellevue downtown region where many big companies like Microsoft are located. There is normally very heavy traffic during the peak periods, but this segment has five lanes, giving it relatively high capacity. This explained why the delay was large while the recurrence of breakdown was not as often as at other top bottlenecks. Moreover, it is worth noting that the number of breakdowns does not vary a lot among the top bottlenecks. This is because there is normally just one or two recurring breakdowns in one day (morning peak, evening peak), though the duration and severity may vary from location to location. However, we still retain the number of breakdowns as a key quantification indicator for the reason that it does vary among all bottlenecks and indicates more severe bottlenecks with larger values in general.
Discussion
The wavelet-based bottlenecks identified by our framework indeed represent the most severe bottlenecks on I-405. Since there is no definitive list available, the results are compared with the congestion contour plots produced by an official data analysis platform used by the Washington State Department of Transportation (WSDOT); the platform is called Digital Roadway Interactive Visualization and Evaluation Network (DRIVE Net) ).
To determine if congestion occurs, DRIVE Net uses occupancy as the indicator. When the occupancy is greater than the threshold 19%, congestion is identified. The contour plots shown in Fig. 7 are generated by DRIVE Net, and they display the frequencies of congestion on I-405 northbound [ Fig. 7(a) ] and southbound [ Fig. 7(b) ] using 5-min loop data in the same test time period with our experiment. The frequency of congestion ranges from 0 to 1, representing the ratio of days experiencing congestion to the total number of days at a specific time and location. On the northbound freeway [ Fig. 7(a) ], traffic travels from milepost 0-30, i.e., from bottom to top, and southbound from top to bottom [Fig. 7(b) ]. As suggested in previous studies, rough identification of bottlenecks can be done manually using speed or a congestion spatial-temporal contour plot of a corridor, which is regarded as a major source for validation. (Chen et al. 2004; Zheng et al. 2011) . By marking the top bottlenecks identified by the proposed framework using dashed lines in Fig. 7 , we see they do represent the most severe bottlenecks. Five out of six bottlenecks are correctly identified, but the bottleneck at milepost 4.12 on I-405 northbound cannot be observed in the contour plot. We examined the original loop detector data in the DRIVE Net database and found that this was because the data used to produce the contour plots did not contain any loop detectors around this milepost. Despite the encouraging results, it is worth mentioning the limitations of the proposed framework. Since our focus is not on modeling bottlenecks, but rather to develop a completely automatic method (for bottleneck identification) by incorporating wavelet analysis, the delay calculation that follows Chen's work is not our original contribution. This method is solely based on local speed and thus is possibly sensitive to queue length in some cases. Also, as a result, bottleneck identification may be inaccurate in complicated scenarios since delay is a key parameter in the identification scheme. These challenges could potentially be addressed by integrating more sophisticated bottleneck models into our framework (Lorenz and Elefteriadou 2001; Wang et al. 2010 ), and will be thoroughly investigated in our future research.
Conclusions
In this paper, we developed a new framework based on wavelet analysis for automatic bottleneck identification and quantification. The Mexican Hat wavelet was selected as the tool to accurately localize singularity points in the speed time series as the starting stage. The localization of singularity points segmented speed time series data into multiple episodes, and it thus enabled the recognition of speed patterns in the second stage. While many existing methods could only calculate one or two bottleneck indicators, our method was able to obtain at least four important indicators including delay, congestion duration, breakdown recurrence, and number of breakdowns. They were defined and calculated in the third stage of the process, which was used for quantifying specific locations, and then applied together with the statistical t-test for bottleneck identification in the final stage. The framework was tested on freeway I-405 in Washington state. The experiment included 3 months of data from a total of 84 loop detectors on both northbound and southbound directions of travel on I-405. The experimental results showed that 13 locations on northbound and eight locations on southbound were identified as recurring bottlenecks. These locations were quantified using our algorithm, and they were found to cause severe congestions to the corridors. The bottleneck identification results were compared with the congestion contour plots produced by an official WSDOT data analysis platform. The comparison demonstrated the effectiveness of the proposed framework in identifying freeway bottlenecks.
This study filled gaps in at least two research areas: (1) freeway bottleneck identification and quantification, and (2) wavelet analysis applications in transportation research. Moreover, the four spatial-temporal heat maps produced by our wavelet-based algorithm are considered useful products to visualize traffic conditions for a corridor during a certain time period. As the traffic big data era is coming and the automobile industry is booming, this paper has the potential to benefit many traffic-management tasks, such as congestion mitigation, by accurately identifying the freeway bottleneck locations and comprehensively quantifying their influences. In future work, we will first put our efforts into improving this framework by integrating more sophisticated bottleneck models, building a new framework for complicated freeway traffic scenarios; second, while this paper targets the issue in recurring bottleneck identification and quantification, we plan to work on modifying our framework for nonrecurrent bottleneck identification as well as real-time applications.
