In this paper, we determine derivations of Borel subalgebras and their derived subalgebras called nilradicals, in Kac-Moody algebras (and contragredient Lie algebras) over any field of characteristic 0; and we also determine automorphisms of those subalgebras in symmetrizable Kac-Moody algebras. The results solve a conjecture posed by R. V. Moody about 30 years ago which generalizes a result by B. Kostant and which is discussed by A. Fialowski using Lie algebra cohomology in case of affine type.
Introduction
A generalized Cartan matrix (GCM) is a matrix of integers A = (a ij ) l i,j=0 satisfying a ii = 2 for all i; a ij ≤ 0 if i = j; and a ji = 0 iff a ij = 0. A is called symmetrizable if DA is symmetric for some nondegenerate rational diagonal matrix D. We fix a generalized Cartan matrix A in this paper, assumed for simplicity to be indecomposable. Fix a base field F of characteristic zero. Let (h, Π, Π ∨ ) be a realization of A, where Π = {α 0 , α 1 , · · · , α l } and [13] , [19] ).
The contragredient Lie algebra L(A) is the Lie algebra over F generated by h and symbols e i and f i (i ∈ I = {0, 1, 2, · · · , l}) with defining relations: [h, h] = 0; [e i , f j ] = δ i,j α ∨ i (i, j ∈ I); [h, e i ] = α i (h)e i , [h, f i ] = −α i (h)f i (h ∈ h, i ∈ I); (ade i ) 1−a ij (e j ) = 0 = (adf i ) 1−a ij (f j ) for i = j (i, j ∈ I). Let us denote by n + the subalgebra generated by e i , i ∈ I, and
The Kac-Moody algebra g = g(A) is the quotient Lie algebra L(A)/J(A) where J(A) is the maximal ideal of L(A) trivially intersecting with h. When A is symmetrizable, J(A) is actually 0 (cf. [9] , [19] ). We have the canonical embedding h ⊂ g and linearly independent Chevalley generators e i , f i (i ∈ I) for the derived algebra g ′ of g. The center c of g lies
. Every ideal of g contains g ′ or is contained in c. Define an involution ω of g by requiring ω(e i ) = −f i , ω(f i ) = −e i and ω(h) = −h for all i ∈ I and h ∈ h. Let n + be the subalgebra of g generated by the e i (i ∈ I), and put b + = h ⊕ n + , called the standard Borel subalgebra of g. Set b − = ω(b + ) and n − = ω(n + ). Then, we have g = n − ⊕ h ⊕ n + (a triangular decomposition). The subalgebras n ± are sometimes called the nilradicals of b ± respectively. If A is symmetrizable, we know that b + = b + , n + = n + .
In this paper, we will determine derivations Der(b + ), Der( b + ) , Der(n + ) and Der( n + )
in general case, and we will also determine automorphisms Aut(b + ) and Aut(n + ) in symmetrizable case. Derivations of Lie algebras can be discussed using Lie algebra cohomology (or sometimes homology) theory (cf. [5] , [10] , [14] ). We do not use cohomology method to compute Der(b + ), Der( b + ) , Der(n + ) or Der( n + ) in this paper since some exact sequences do not seem to carry enough information for indefinite type Kac-Moody algebras. Derivations Der(b + ) and Der(n + ) in case of finite type are already known (cf. [16] , [17] ). Also derivations Der(n + ) in case of affine type are already obtained (cf. [6] , [7] ). Automorphisms Aut(b + ) and Aut(n + ) might be known in case of finite type, but we could not find any reference. About 30 years ago, R. V. Moody gave a question about the structure of Der( n + ). As is obtained in the above references, there exist derivations in Der( n + ) other than ad( b + )| e n + for finite type and for affine type. Therefore the remaining problem is to study:
"It is conceivable that Der( n + ) is equal to ad( b + )| e n + when A is of indefinite type,"
which we call Moody's conjecture (cf. [18] ). Here we will give a complete answer, which means that Moody's conjecture is true, i.e. Der( n + ) = ad( b + )| e n + (and Der(n + ) = ad(b + )| n + ) for indefinite case. Note that Der(g) is known (cf. [2] , [3] , [22] , also see Theorem 5.2) in general, and note that Aut(g) is also known in symmetrizable case (cf. [19] , [21] , also see Theorem 2.2). As an advanced result on indefinite Kac-Moody algebras, we refer to [1] for example.
We will denote the sets of integers, positive integers, non-negative integers, rational numbers and complex numbers by Z, N, Z + , Q and C respectively.
We have g = ⊕ α∈h * g α , where g α = {x ∈ g | [h, x] = α(h)x (∀ h ∈ h)}. Put Q = ⊕ i∈I Zα i and Q + = i∈I Z + α i , and define a partial order on h * by: α ≤ β if β − α ∈ Q + . A root (resp. positive root) is an element of ∆ = {α ∈ h * | α = 0, g α = 0} (resp. ∆ + := ∆ ∩ Q + ).
We have h = g 0 , n ± = ⊕ α∈∆ + g ±α and g = h ⊕ (⊕ α∈∆ g α ), called the root space decomposition with respect to h.
Then, the Weyl group W of g is defined to be the subgroup of GL(h * ) generated by s i for all i ∈ I.
Let Aut(A) be the group of all permutations σ on I satisfying a σ(i)σ(j) = a ij . Then, Aut(A) is called the Dynkin diagram automorphism group of A, which is regarded as a subgroup of Aut(g
If A is symmetrizable, we choose a nondegenerate g-invariant symmetric F -bilinear form (.|.) on g such that (α
is nondegenerate on h, and, hence, induces a W -invariant form (.|.) on h * . One has (α|α) > 0 in Q ⊂ F if α ∈ ∆ re . We also note that (.|.) induces a nondegenerate form on g ′ /c, which is unique up to multiples.
We now recall the adjoint Kac-Moody group G associated to g (see [15] , [19] , [21] , [23] ). For each real root α ∈ ∆ re = W Π = {w(α) | w ∈ W, α ∈ Π} and a root vector x α ∈ g α , we see that exp(adx α ) gives an automorphism of g. Let U α be the subgroup of the automorphism group Aut(g) of g generated by exp(adx α ) for all
induces an automorphism of g by ξ(x) = ξ(α)x for all x ∈ g α and α ∈ ∆ ∪ {0}. Then, the adjoint Kac-Moody group G is defined to be the subgroup of Aut(g) generated by T and
be the subgroup of G generated by U α (resp. U −α ) for all α ∈ ∆ re + , and put B ± = T U ± . Set N = N G (T ), the normalizer of T in G. Then, we have Tits systems (G, B ± , N, S) and we see N/T ≃ W . Furthermore we have Bruhat decompositions G = U ± NU ± and Birkhoff decompositions G = U ∓ NU ± . Put ∆ im = ∆ \ ∆ re (imaginary roots). When F = C, we see
Since both adjoint representations of L(A) and g(A) are integrable, L(A) and g(A) share a lot of properties. For example they have the same root system and the isomorphic Weyl group. The only difference between L(A) and g(A) is the root spaces corresponding to imaginary roots.
We assume that A is symmetrizable in Sections 2 and 4. In Section 2, we use PetersonKac's Conjugation Theorem to determine the automorphism group Aut(b In Sections 3 and 5, A is not necessarily symmetrizable. In Section 3, we establish an elementary method and some techniques to determine the derivation algebras Der(n + ) and Der( n + ) for all cases (finite, affine and indefinite types) which gives a complete answer to Moody's conjecture, and which recovers the result by Kostant (cf. [14] ) for finite type and the result by A. Fialowski (cf. [7] ) for affine case (see Theorem 3.4). The main tricks are the technical computations using combinatorics and calculus formulas to obtain (3.4), (3.7), (3.15) and (3.16) . In Section 4, we explicitly determine the automorphism group Aut(n + ) of n + , using the results established that is, h * = R ⊕ S. We fix a basis {v 1 , . . . , v m ′ } of S. Then, we have the corresponding
We would like to show that t is a split Cartan subalgebra (i.e. a maximal ad-diagonalizable subalgebra) of g.
} for each γ ∈ t * , and where ∆
Hence, in particular, the action of t on p i is locally finite. We fix i for a moment.
Let t ′ ∈ t, and write [t ′ , f i ] = af i + y with a ∈ F and y ∈ b
is a single (or multiplicity free) eigenvalue for t 0 on p i . Thus, we can find
Hence, x 0 is a common eigenvector for t. This means that t is diagonalizable on p i under the adjoint action. In particular, p i is a t * -graded t-module.
Since g is generated by p 0 , p 1 , . . . , p ℓ , we obtain that g is also a t * -graded t-module. Therefore, t must be contained in some split Cartan subalgebra of g. Comparing both dimensions, we can see that t itself is a split Cartan subalgebra of g (cf. [21] ).
Using the conjugacy result for split Cartan subalgebras of g (cf. [21] ), we find an element g ∈ G such that g(t) = h. We write g = u − wu + with u ± ∈ U ± and w ∈ N. Set t
Since b + (w) is finite dimensional, we find an element u of the inner automorphism group,
, which is corresponding to a certain element u ′ ∈ U + , such that
, [12] , [19] ; Sect.7, p.641, Ex.7.6). Put u
, σ(e i ) = e σ(i) for all h 0 ∈ c and i ∈ I. Thus, we can assume τ (g α i ) = g α i for all i ∈ I modulo Aut(A).
Considering the action of T on n + , we can assume τ (e i ) = e i for all i ∈ I modulo T .
Then, we obtain
, and we see Γ 0 (b
Therefore, we just established the following.
Theorem 2.1. Let A be an indecomposable symmetrizable GCM. Then:
In particular, if A is nonsingular, then we have
Here, we make a remark on the automorphism group Aut(g) of g to compare to Aut(b + ), which is already discussed in [13] , [19] , [21] . For each σ ∈ Aut(A), we define σ ⋆ ∈ Aut(g) by
By the conjugacy theorem for split Cartan subalgebras of g (cf. [13] , [19] , [21] ), we obtain the following result. 
3 Derivations of n + and n
+
In this section we need not assume that A is symmetrizable. We will determine Der(n + )
and Der( n + ) in general, which is useful for us to study the automorphisms of the Lie algebra n + . About 30 years ago, Moody conjectured in [18] : "It is conceivable that Der( n + ) = ad( b + )| e n + if dim n + is infinite." When dim n + is finite, Der( n + ) = Der(n + ) was already known (cf. [14] , [17] ). In [7] 1993, Der( n + ) = Der(n + ) was established for affine type, which particularly shows Der( n + ) = ad( b + )| e n + (also see [6] ). Here, we will use elementary methods to determine Der(n + ) and Der( n + ). Consequently, we recover Kostant's and Fialowski's results (cf. [14] , [7] ) and completely solve Moody's conjecture.
We shall mainly discuss the algebra n + . The same arguments are valid for n + also, that is, we have to keep in mind that n + represents n + and n + .
We denote by End(n + ) the space of all F -linear maps from n + to itself. For each β ∈ Q, we set End(n
+ is generated by e 1 , · · · , e l and Ω(d) is finite. Therefore, we see
where Der(n
For our purpose to determine Der(n + ), we may assume
where e β+α i ∈ n
with e β+α i = 0 if β + α i / ∈ ∆ + . Note that, in general, e i = e α i in our
If β = 0 in (3.1) and d(e i ) = e α i = c i e i for i ∈ I, then d = adh with h = i∈I c i α * i .
Next we assume that d = 0, β = 0 and A is not of type A 1 (because it is trivial).
Proof. We will prove this lemma in several steps.
r+1 e β+α i 2 = 0 (using sl 2 -module structure).
We deduce that
Applying (adf i 1 ) r+1 to the above equation we obtain (adf
0.) This proves Claim 2.
We shall break the proof into two cases.
If
Case 2:
If r 1 ≥ r, we compute
We use the notation [
where (r−r ′ +s+1)(r ′ −s) is positive at most one is zero, and (r−2r ′ +s+r 1 +1)s is positive at most one is zero since r 1 ≥ r. Therefore, (adf i 1 ) r X = (adf i 1 ) r r s=0 P (r, s) = aP (0, 0) = 0 with some positive integer a, yielding
In particular, P (1, 1) = 0. Using the fact (adf
for some positive integers b and c, we obtain that P (1, 0) = 0. In particular, P (2, 2) = P (2, 1) = 0. Using the fact (adf
for some positive integers a ′ , b ′ , c ′ , we obtain that P (2, 0) = 0. In particular, P (3, 3) = P (3, 2) = P (3, 1) = 0. Continuing this, we have P (k, j) = 0 for all 0 ≤ j ≤ k ≤ r.
By the definition, we note
with j > 0, we can inductively obtain Q(k, j) = 0 for all 0 ≤ j ≤ k ≤ r. In particular, we obtain that
If r 1 > r, using the above established formulas, we consider Q(r
0 to obtain that (3.4) with k = r + 1. In this manner, repeating this process, we can obtain that [e i , Y ] = 0. Now suppose r > r 1 > 0. We first recall a couple of formulas on sl 2 -module structure:
We know that
Here, we notice By induction on k : 0 ≤ k ≤ r 1 , we will prove
The formulas (3.8) and (3.9) ensure (3.10) and (3.11) for k = 0. Suppose that (3.10) and (3.11) hold for 0 ≤ k ≤ k 0 where k 0 ≤ r 1 −1. Let us consider (3.10) and (3.11) for k = k 0 + 1. By our induction, we have
Hence, using
we deduce that 12) [(ade
From (3.12) we recursively obtain that
= (−1)
(3.14)
Using (3.7) and (3.14) we deduce that
where we have used the combinatorics formula
. We compute the coefficient on the right-hand side of (3.15): Now let us deduce (3.10) for k = k 0 + 1.
Using (3.5) and (3.6) we know that 0 = (ade i 1 )
which is a contradiction (used (3.11) for k = k 0 + 1 at the last step). Therefore, we see Proof. To the contrary, suppose there is i 1 ∈ I 1 such that e β+α i 1 / ∈ [e i 1 , n + β ]. Then A is not of finite type, and
By subtracting an element in ad(n From now on, we will use the construction of Kac-Moody algebras of affine type A = X (r) N (r = 1, 2, 3) introduced in Sections 7.4 and 8.3 at [13] . We will try to adopt notations from [13] , but we have to make some slight modifications. In this paper,ġ denotes a finite dimensional simple Lie algebra of type X N with a split Cartan subalgebraḣ, and g = g(A) will be our affine Lie algebra obtained formġ. (Ourġ is corresponding to g in Section 8 of [13] , and we useġ instead of g here, since g in this paper has a different meaning in many places.) Let∆ be the root system ofġ with respect toḣ, and fix a baseΠ of∆, and Chevalley generators
We have the decompositioṅ g = ⊕ i∈Zrġī , which is graded by a fixed Dynkin diagram automorphismμ of order r, satisfyingḣ = ⊕ i∈Zrḣī withḣī =ḣ ∩ġī, and we choose Chevalley generators 
4 , it seems we require that x 3 − 1 splits in F . Actually this is not necessary. If F does not contain a cubic root η of 1, then first we put F ′ = F (η) and we construct everything over F ′ , that is,ġ 
If [e
β , e i ] = 0, a contradiction. Thus [e Aff 1, TABLE Aff 2 and TABLE Aff 3 at [13] . If β = krδ, we can easily find e β ∈ g(A) β = t kr ⊗ḣ0 such that ade β (e i ) = d(e i ) for all i = ε. It is not hard to see that
2l and β = (2k + 1)δ, because dim g(A) β = l we can find e β ∈ g(A) β such that [e β , e i ] = d(e i ) for all i ∈ I \ {l}. Since e l = t ⊗ E ′ −θ where θ is the highest root ofġ, and g(A) β = t 2k+1 ⊗ḣ1, then [e l , g(A) β ] = 0, and d = ade β .
2l−1 and β = (2k + 1)δ, we can find e β ∈ g(A) β such that ade β (e i ) = d(e i ) for all i ∈ I \ {0, l} because dim g(A)
where θ 1 is the highest short root ofġ0 and θ 0 is the root in∆ which induces Theorem 8.3 at [13] , and let r 0 = α 0 (α
. This is a contradiction. Thus e β+α 0 = 0, and d = ade β .
Thus we exhausted all affine Lie algebras. This completes the proof. Now we summarize our results in this section into the following. 
where e krδ+αε ∈ g krδ+αε ;
Remark 2. When A is of finite type, Der(n + ) was determined in (cf. [14] , [17] ). When A is of affine type, Der(n + ) was obtained in (cf. [6] , [7] ).
4
Automorphisms of n + In this section we assume that A is an (l+1)×(l+1) indecomposable symmetrizable GCM. It is easy to see that the center Z(n + ) = 0 if dim n + = ∞ (this is true also for nonsymmetrizable 
Proof. Case 1:
A is of indefinite type.
From Theorem 3.4(iii) we know that Der(n + ) = ad(b + )| n + . Hence, we have
givesτ ∈ Aut(Der(n + )). Hence, we see that the composition of maps (of the extensionˆand the restriction | n + ) defined by
is the identity map: Aut(n + ) −→ Aut(n + ).
We considerh = h/c ⊂ḡ = g/c with n + ⊂b + =h ⊕ n + ⊂ḡ. Let τ ∈ Aut(n + ), and
Using the same method as in Section 2, we find thatt is a split Cartan subalgebra ofḡ. By the conjugacy result for split Cartan subalgebras ofḡ (cf. [21] ), we will determine Aut(b + ) as follows. Again using the method as in Section 2, there is an elementū ∈Ū + = U + |n+ ≃ U + such thatū(t) =h.
Replacing τ byūτ , we can assumeτ (h) = h. Taking modulo Aut(A) as in Section 2, we can also assumeτ (ḡ α i ) =ḡ α i for all i ∈ I. Then, modulo T , we can assumeτ (ē i ) =ē i for all i ∈ I. Therefore, we can reachτ (ᾱ * i ) =ᾱ * i for all i ∈ I, whereᾱ *
Case 2: A is of affine type.
by Section 3. Using a standard loop algebra realization and Section 4 (also see [7] ), we have
where V and V + are defined by
with Virasoro type relations (cf. [24] )
for all possible p, q. We note that ad(b + )| n + ≃b + is a subalgebra of D, and that ad(h ′ ⊕n
Since all of D 0 = ad(h)| n + and D α = ad(g α )| n + for α ∈ ∆ re + are contained in Θ, we see that ad(b + )| n + is contained in the subalgebra, Θ , of D generated by Θ. Suppose ad(b
Using Virasoro type relations, for a nonzero element
we easily see that ad(∂) is locally finite on V if and only if k = 1 and
This is a contradiction. Therefore, we obtain ad(b
Now, we can return to the same setting as in case of indefinite type. Namely, let τ ∈ Aut(n + ). Then, we can extend τ to an automorphismτ of D = Der(n + ) as before. Note 
Then, taking a restriction ofτ to ad(n + ) ≃ n + , we can obtain the result in Theorem 4.1.
To make the result in Theorem 4.1 complete, we need to give Aut(n + ) when A is of finite type but not of A 1 (since it is trivial).
From Theorem 3.1(i), we know that D = Der(n + ) is spanned by ad(b + )| n + and the l + 1 
From Theorem 3.4, we see that if
fact, A 2 is special, so we need to handle it separately. But B 2 is not necessarily excluded, since our proof for genral case also works in case of type B 2 .
Let exp(adD ′′ ) be the subgroup of Aut(D) generated by exp(adx) for all x ∈ D ′′ . Then exp D ′′ ≃ U + /Z(U + ) as automorphisms of n + , where Z(U + ) is the center of U + . An automorphism τ of n + induces an automorphism, calledτ , of ad(n + ) ≃ n + /g θ , which is denoted by
. Now we can obtain the following: Theorem 4.2. Let A be an (l + 1) × (l + 1) indecomposable GCM of finite type with l ≥ 1.
Then we have
Aut
Proof. In case of A = A 2 , we may assume d 0 (e j ) = δ 0,j e 1 and d 1 (e j ) = δ 1,j e 0 for j ∈ I = {0, 1}.
form a copy of sl 2 , we see that D is not solvable. In this case, we can directly compute Aut(n + ) as follows. Put x = e 0 , y = e 1 , z = [x, y] = [e 0 , e 1 ], as a basis of n + (a 3 dimensional Heisenberg Lie algebra). Let τ ∈ Aut(n + ), and write τ (x) =
Conversely this condition gives an automorphism of n + . With respect to a basis x, y, z of n + , the automorphism group Aut(n + ) can be realized as
Furthermore, we have
Hence, the theorem follows in this case. We note that if 
we can easily verify that exp(adD ′ ) is an abelian subgroup of Aut(D) with exp(adD
and exp(adD + ) is a normal subgroup of Aut(D), also exp(adD ′′ ) is a normal subgroup of exp(adD + ), and further 
Using a standard argument as in Section 2, we see thatτ
, where z can be any element of g θ and τ i (z) ∈ Aut(n + ) is given by Proof. SupposeF is an extension field of F . For any Lie algebra L over F , we denote DerF (F ⊗ F L) to be the derivation algebra of the Lie algebraF
Indeed, take a basis {1, a j | j ∈ J} forF /F and let
For any x ∈ L, write d(x) = x 0 + j∈J a j x j where the sum is finite for each
we see that d j ∈ Der(L). Since L is finitely generated, J ′ = {j ∈ J | d j = 0 } is finite.
Thus we may assume that F is algebraically closed in the statement of the theorem.
Since F is algebraically closed, we can fix h 0 ∈ h so that for any β 1 , β 2 ∈ Q, β 1 (h 0 ) = β 2 (h 0 ) iff β 1 = β 2 . Remark 4. If A is of finite type, the result in Theorem 5.1 was obtained in [16] with a different approach, also see [10] , [14] , [8] from Lie algebra cohomology view of point.
One can use the method established in the proof of Theorem 5.1 to show the following theorem. Since the other inclusion is trivial, we obtain the desired result for Der(g(A)).
The above argument is valid also for L(A) with slight modifications.
Remark 5. Der(g ′ /c) is determined by S. Berman for non-affine case (cf. [2] ) and Der(g) is determined in [19] 
