The digital nature of genes combined with the associated low copy numbers of proteins regulating them is a significant source of stochasticity, which affects the phase of biochemical oscillations. We provide a theoretical framework for understanding the dephasing evolution of genetic oscillations by combining the phenomenological stochastic limit cycle dynamics and the discrete Markov state models that describe the genetic oscillations. Through simulations of the realistic model of the N F κB/IκB network we illustrate the dephasing phenomena which are important for reconciling single cell and population based experiments on this system.
INTRODUCTION
Cyclic dynamics is a common feature of many selforganized systems [1] manifesting itself in myriad forms in biology, ranging from sub-cellular biochemical oscillations to cell division and on to the familiar predator-prey cycles of ecology. An oscillatory response of a gene regulatory circuit, whether transient or self-sustained can have a number of advantages over a temporally monotonic response [2, 3] . The ability of copies of a system to synchronize can lead to dramatic noise reduction and greater precision to the timing in assemblies. On the subcellular level rhythmic dynamics spans time scales from a few seconds as in the calcium oscillations to days as in the circadian rhythms or years for cicada cycles [1, 4, 5] . The ultradian genetic oscillations, which take place at an intermediate scale from minutes to a few hours are medically important. A singularly important example is the N F κB gene network, which organizes a cell's response to various types of external stress and plays a role in regulating inflammation levels in populations of cells. The response of the N F κB circuit to continuous external stimulation has been studied by Hoffmann et al [6] who observed damped oscillatory dynamics for N F κB, which has been linked to the presence or absence of particular forms of the inhibitor IκB. On the other hand, experiments carried out on individual cells have detected more sustained N F κB/IκB oscillations which are either completely self-sustained [7, 8] or damp at a much slower rate [8] than found for the population depending on the duration of external stimulation. It follows that some type of averaging takes place, but the physical mechanisms and the stochastic aspects of this population averaging are not fully understood. Many aspects of the N F κB oscillatory dynamics can be rationalized using deterministic mass action rate equations [9, 10] , but how stochastic self sustained oscillations average out at a cell population level still remains unanswered. In this work we provide a conceptual framework for understanding of stochastic averaging as a result of "dephasing" of genetic oscillators. We explore a particular simple yet realistic model of the N F κB/IκB circuit ( Fig. 1 ) and demonstrate how self-sustained stochastic single cell oscillatory dynamics yields damped oscillations at the population level as observed in the experiments of Hoffmann et al [6] . Another related but more fundamental question is how the single molecule nature of the gene contributes to the stochasticity of the network. In our model, we explicitly account for the highly non-Gaussian noise coming from a single gene turning on/off and investigate how the timescale of the DNA operator state fluctuations impacts the noisiness of the oscillatory dynamics. The ideas and techniques developed in the present work should be broadly applicable for studying dephasing effects in other genetic oscillators. Phenomenological model of dephasing.-By dephasing, one essentially means the loss of common phase or coherence of oscillations in populations of mRN A or protein byproducts of gene activation, caused by the stochastic events in the course of an oscillator's operation that occur at different times in different cells [11] . In the near arXiv:1306.5355v1 [q-bio.MN] 22 Jun 2013 deterministic limit, self-sustained oscillations can be described with an autonomous system of equations with limit cycle attractors. For such an attractor trajectories rapidly relax towards the limit cycle but once on it the phase undergoes "free diffusion" driven by the underlying fluctuations. Let us first discuss the deterministic model of self-sustained oscillator which is born via a supercritical Andronov-Hopf (AH) bifurcation [12] . Classical examples [1, 4, 5] of chemical oscillations created via AH bifurcation include the Belouzov-Zhabotinsky reaction, Brusellator, Selkov model of glycolysis and many others. The normal form of the Andronov-Hopf bifurcation may be written [12] 
Where z is the representation of the limit cycle in the complex plane in the vicinity of the bifurcation. In the context of gene circuits, z is the dynamical variable which describes the oscillatory cycle formed by any two components in the feedback loop. Such a simple description is a consequence of planarity of the attractor in the phase space. The parameters p 1 and p 3 are complex expansion coefficients p n = p n + ip n , Λ is the bifurcation control parameter and Λ c is its critical value. Transforming the variables to polar form, one obtains the normal forms for amplitudeṙ = (Λ − Λ c )p 1 r − p 3 r 3 , and phasė
Due to the attractor nature of the limit cycle the amplitude equilibrates on a faster time scale, while the phase evolves freely. Therefore we may put r at its equilibrium value r 0 =
, so that the long time behavior of phase will be:
Deterministic limit cycle dynamics can be described as an oscillation with a constant angular frequencyφ = ω 0 , and amplitude r = r 0 . The accuracy of the deterministic picture deteriorates as we scale down the size of our system so that at some point the fluctuating molecular nature of our oscillator must be accounted for [13, 14] . As a first order approximation we can describe the dynamics of phase and amplitude as being driven by a Gaussian white noise η(t),
Where v = φ −ω 0 is the noise induced shift of the phase, D r and D φ are the diffusion coefficients for amplitude and phase and the λ and α are constant parameters which depend on the rate coefficients in the gene oscillator network. It is convenient to work with the corresponding Fokker-Plank equation ∂ t P (r, φ, t) =L F P P (r, φ, t). Denoting ω = ω 0 + v, the Fokker-Planck operator reads:
(5) Since the dynamics of the amplitude is decoupled from phase diffusion the P (r, φ, t) becomes simply a product of two individual distributions P (r, φ, t) = p ss (r)p(φ, t). Since we also assume that amplitude dynamics takes place at a faster time scale we may use the steady state probability distribution satisfying the equation, J ss (r) = 0. The phase distribution is seen to be that of a simple Wiener process and is given by standard form of Green solution to the diffusion equation with φ(t) ∈ R modulo 2π. Taking the time evolution from a specified initial condition of phase P (r, φ, t) = e L F P t δ(φ − φ 0 ), one obtains the following form for the probability distribution:
where the N −1 (t) is a normalization factor. At this point it is a straightforward to compute the correlation function by averaging time lagged product of observables, C(τ ) = r τ cosφ τ · r 0 cosφ 0 . As phase diffusion is decoupled from amplitude fluctuations we can perform the averages separately and take the product at the end. The radial part yields r 2 = drdr 0 p ss (r)p ss (r 0 )rr 0 dr = For the phase it is more instructive to derive the correlation function by first writing the phase, φ(t)−ωt−φ(0) = t 0 η(t)dt. In the complex exponential e i(φ(t)−φ(0)) representation, after taking the average over realizations of noise η(t) using the gaussian gaussian white noise assumption one finds cosφ t · cosφ 0 = 1 2 e −D φ t cos(ωt). Combining the last two expressions for amplitude and phase we obtain the final expression for the correlation function:
The correlation is a damped cosine oscillating at an average stochastic frequency ω with a constant average amplitude. In stochastic dephasing, the damping time scale is set by the noise intensity D φ of the phase variable. It represents a "virtual" damping, since it results from dephasing of the trajectories due to stochastic fluctuations while individual trajectories themselves would appear to continue to oscillate.
Discrete state Markov models of dephasing.-The modeling of the phase and amplitude evolution via Langevin dynamics introduces noise into the system in an ad hoc manner appropriate to a near macroscopic system. For genetic oscillators one can take a different path by starting from a microscopic, discrete state description provided by the master-equation. The state of the system S is given by specifying the number of all proteins together with the occupation of states of the genes. Once transition rates W ij between the pairs of states i, j ∈ S are assigned the probability ket |P (t) can be found starting from a given initial condition |P (t = 0) . Assuming Markovian dynamics for the transitions we have:
The elements of the stochastic rate matrix W, are the transition rates between states W ij = i|W|j for i = j and the net escape rates from specified states i, W ii = i|W|i = − i i|W|j . The probability of a state, z is given by p(z, t|z 0 , 0) = z|P (t) . Owing to time translation invariance we can write the solution using the eigenvectors (|V (i) ) and eigenvalues (λ i ) of the rate matrix W. Assuming the eigenvalues are not degenerate the general solution is |P (t) = e Wt |P (0) =
. The PerronFrobenius theorem requires the existence of at least one purely real eigenvalue with real part zero, while the rest of the eigenvalues must have strictly negative real parts (λ 0 = 0, Re(λ i ) < 0, i = 1, ...N − 1). For the systems with broken detailed balance, the rate matrix is non-hermitian [15] , which may produce complex eigenvalues corresponding to oscillatory motion along N c cycles for which rations like W12W23...W Nc 1 W21W32...W 1Nc = 1 hold [15, 16] . Circular fluxes do not average out when system size is scaled, which leads to limit cycles on macroscopic scales [17] . The conditional probabilities for states z are obtained by taking the scalar product of |P (t) with bras: p(z, t|z 0 , 0) =
. The stationary state is obtained by simply taking the limit of very long time:
. The last equality follows from the fact that the left eigenvector corresponding to stationary state is unity,
Plugging in the expressions for the probabilities and integrating over variables z τ and z 0 yields:
Where the α's and β's are the integrals, α i = z τ |V (i) z τ dz τ , and
Since W has real elements, the eigenvalues and eigenvectors come in complex conjugate pairs, i.e. α i β i = (α i+1 β i+1 )
* and λ i = λ * i+1 . The pair with a smallest γ corresponds to the most slowly evolving mode(s). Assuming a significant spectral gap between first and the rest of the exponents and subtracting the constant stationary fluctuation term, α 2 0 = z 2 ss , one obtains:
Where the R 0 = |αβ| and φ 0 = arg(αβ) are constants set by the initial condition. The slowest modes, according to our assumption are linked with the motion along the cycle, while the fast ones are due to the fluctuations longitudinal to the cycle. The apparent similarity of the form of the correlation function (10) to that of (7) provides a justification for employing the framework of the phenomenological approach, which was based on rather restrictive approximations. In contrast, in the master equation formalism one only invokes the much milder assumption that there exists a sufficient spectral gap in the eigenvalues. The last assumption can be readily tested on mock up models of genetic oscillators. To that end we propose a model of a directed cycle with a unit attached edge ( See Fig 2) . The role of the edge is in mimicking the binary nature of gene states, which moderate the cyclic dynamics to an extent, which depends on the switching timescale. By increasing the switching rate, the real part of largest non-trivial eigenvalue increases eventually saturating at a high switching rates G k, implying that dephasing dynamics becomes G independent. Qualitatively similar behavior is seen with our more realistic stochastic simulations which is elaborated in the next section.
Stochastic simulations of N F κB/IκB oscillator model.-At the simplified level, the core of the NFκB gene network consists of a negative feedback (Fig 1) by the inhibitors IκB, which suppress the binding of the NFκB to the gene that activates the synthesis of the IκB. The cyclic suppression of its own synthesis by the IκB creates a closed time delayed loop, resulting in oscillations of the components of the network. Our model of the network is based on the scheme proposed by Sneppen et al [9, 10] , who explored the oscillatory behavior of N F κB/IκB using a system of deterministic ODEs. A key difference between their system and ours is in the explicit incorporation of the digital nature of gene activation (OFF+NFκB ON, see Fig.1 ) as opposed to modeling transcription as a first order mass action kinetics. We stochastically simulate the system of reactions via a kinetic Monte Carlo algorithm [18] out to be quite crucial as we find that the time scale of operator binding and release has a significant impact on the dephasing times τ φ , which can be seen by the change in the decay rate of the correlations e −τ /τ φ cos(ωτ ) of the IκB (Fig. 3) . The slowing of operator binding/release transitions boosts the dichotomic gene noise, which increases the phase diffusion ∆φ 2 (t) ∼ D φ t (Fig. 3, SI) , or lowers the real part of the eigenvalue corresponding to oscillatory mode (Fig. 2) , leading to the faster damping of the oscillations. One may achieve the same levels of dephasing as were observed in the experiments of Hoffmann et al [6] by simply slowing the binding (k on ) and unbinding (k of f ) rates, while maintaining the ratio equal to its known [19] in vitro value (K d = k of f /k on = 0.1). This provides an alternative explanation for the damping of the oscillations from that found using the deterministic models which suggest the experimentally observed damping must arise through the action of the other members of the IκB family via some independent reaction pathways. Besides making the oscillations more stochastic, the slowing of gene state changes, also delays the feedback by the IκB. The delay is reflected in the expansion of the limit cycle (Fig. 4) , or lowering of the oscillation frequencies, as is seen from the systematic leftward shift of the power spectrum peak (see SI). Interestingly the noise induced expansion of the limit cycles is also qualitatively captured by the phenomenological model, r 2 ∼ D r which predicts higher oscillation amplitudes with more "noisy" oscillators. At last, one expects the rate of dephasing to be a function of oscillation cycling rate or the period. In our model we can tune the cycling rate by adjusting the irreversible rates that the are part of the negative feedback loop of the network, while keeping the bind- .
ing/unbinding rates fixed. By doing so one finds that both faster cycling rate and slower binding/unbinding rates do indeed lead to faster dephasing and vice versa (Fig 5) ). Thus, the factors of noise and cycling rate are seen as the main contributors to the dephasing, where the former quantifies the rate of de-correlation but only the later is needed to set the time scale of the oscillations.
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