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Abstract
It is a standing open question to decide whether the Yao-Yao structure for unit disk graphs
(UDGs) is a length spanner of not. This question is highly relevant to the topology control
problem for wireless ad hoc networks. In this paper we make progress towards resolving this
question by showing that the Yao-Yao structure is a length spanner for UDGs of bounded aspect
ratio. We also propose a new local algorithm, called Yao-Sparse-Sink, based on the Yao-Sink
method introduced by Li, Wan, Wang and Frieder, that computes a (1+ ε)-spanner of bounded
degree for a given UDG and for given ε > 0. The Yao-Sparse-Sink method enables an efficient
local computation of sparse sink trees. Finally, we show that all these structures for UDGs –
Yao, Yao-Yao, Yao-Sink and Yao-Sparse-Sink – have arbitrarily large weight.
1 Introduction
Let G = (V,E) be a connected graph with n vertices embedded in the Euclidean plane. For any pair
of vertices u, v ∈ V , an uv-path is defined by a sequence of edges uu1, u1u2, . . . , usv. A subgraph H
of G is a length spanner of G if, for all pairs of vertices u, v ∈ V , the length of a shortest uv-path
in H is no longer than a constant times the length of a shortest uv-path in G; if the constant value
is t, H is called a length t-spanner and t is called length stretch factor.
The power needed to support a wireless link uv is |uv|β , where β is a path loss gradient (a
real constant between 2 and 5) that depends on the transmission environment. A subgraph H of
a graph G has power stretch factor equal to ρ if, for all pairs of vertices u, v in G, the power of a
minimum power uv-path in H is no higher than ρ times the power of a minimum power uv-path in
G. Li et al. [3] showed that a graph with length stretch factor δ has power stretch factor δβ , but
the reverse is not necessarily true:
Fact 1 [3]. Any subgraph H ⊆ G with length stretch factor δ has power stretch factor δβ .
The problem of constructing a sparse spanner of a given graph has received considerable attention
from researchers in computational geometry and ad-hoc wireless networks; we refer the reader to
the recent book by Narasimhan and Smid [6]. The simplest model of a wireless network graph
is the Unit Disk Graph (UDG): an edge exists in the graph if and only if the Euclidean distance
between its endpoints is no greater than 1.
It is a standing open question to decide whether the Yao-Yao structure for UDGs introduced
by Li et al. [3] is a spanner of not. The Yao-Yao graph (also known as Yao plus reverse Yao) is
based on the Yao graph [8], from which a number of edges are eliminated through a reverse Yao
process, to ensure bounded degree at each node. Progress towards resolving this question has been
made by Wang and Li [7], who showed that the Yao-Yao graph has constant power stretch factor
in a civilized UDG. For constant λ > 0, a λ-civilized graph is a graph in which no two nodes are
at distance smaller than λ. Most often wireless devices in a wireless network can not be too close,
so it is reasonable to model a wireless ad hoc network as a civilized UDG.
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In this paper we show that the Yao-Yao graph for a civilized UDG has constant length stretch
factor as well. Although several papers refer to a similar result as appearing in [3], to the best of our
knowledge there is no version of [3] that publishes this result. We also analyze the bounded degree
spanner generated by the Yao-Sink technique introduced in [4]. The sink technique replaces each
directed star in the Yao graph consisting of all links directed into a node u, by a tree T (u) with sink
u of bounded degree. We propose an enhanced technique called Yao-Sparse-Sink that filters out
some of the edges in the Yao graph prior to applying the sink technique. This enables an efficient
local computation of sparse sink trees, more appropriate for highly dynamic wireless network nodes.
Our analysis of the Yao-Sparse-Sink method provides additional insight into the properties of the
Yao-Yao structure. We also show that all these structures for UDGs – Yao, Yao-Yao, Yao-Sink and
Yao-Sparse-Sink – have arbitrarily large weight.
The rest of the paper is organized as follows. In Section 2 we introduce some notation and
definitions and discuss previous related work. In Section 3 we show that the Yao-Yao graph is a
spanner for UDGs of bounded aspect ratio (in particular, for λ-civilized UDGs). In Section 4 we
discuss the Yao-Sink method and, based on this, we propose a new technique called Yao-Sparse-Sink
that computes sparse sink trees efficiently. Finally, in Section 5 we show that all these structures
for UDGs have unbounded weight.
2 Preliminaries
2.1 Definitions and Notation
Throughout the paper we use the following notation: uv denotes the edge with endpoints u and
v; −→uv denotes the edge directed from source node u to sink node v; |uv| denotes the Euclidean
distance between u and v; p(u  v) denotes a simple uv-path; and ⊕ denotes the concatenation
operator. For any nodes u and v, let Ku denote an arbitrary cone with apex u, and Ku(v) denote
the cone with apex u containing v. For any edge set E and any cone Ku, let E ∩Ku denote the
subset of edges in E incident to u that lie in Ku. Similarly, for a graph G and a cone Ku, G ∩Ku
is the subset of edges in G incident to u that lie in Ku. The aspect ratio of an edge set E is the
ratio of the length of a longest edge in E to the length of a shortest edge in E. The aspect ratio of
a graph is defined as the aspect ratio of its edge set.
We assume that each node u has a unique identifier ID(u). Define the identifier ID(−→uv) of a
directed edge −→uv to be the triplet (|uv|, ID(u), ID(v)). For any pair of directed edges −→uv and
−−→
u′v′,
we say that ID(−→uv) < ID(
−−→
u′v′) if and only if one of the following conditions holds:
(a) |uv| < |u′v′|
(b) |uv| = |u′v′| and ID(u) < ID(u′)
(b) |uv| = |u′v′| and ID(u) = ID(u′) and ID(v) < ID(v′)
For an undirected edge uv, define ID(uv) = min{ID(−→uv), ID(−→vu)}. Note that according to this
definition, each edge has a unique identifier. This enables us to order any edge set by increasing
ID of edges.
2.2 Previous Work
Yao [8] defined the Yao graph Yk(G) as follows. At each node u ∈ V , any k equal-separated rays
originated at u define k cones; in each cone, pick the edge uv of smallest ID, if such an edge exists,
and add to the Yao graph the directed edge −→uv. We call this the Yao-Step, described in Table 1.
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Yao-Step(G = (V,E), k)
Set EY ← φ and Yk ← (V,EY ).
For each node u
Partition the space into k equal-size cones with apex u of angle θ = 2π/k
(assume that each cone is half-open and half-closed).
For each node u and each cone Ku such that E ∩Ku is nonempty
Pick the edge uv ∈ E ∩Ku with lowest ID(uv).
Add the directed edge −→uv to EY .
Output Yk = (V,EY ).
Table 1: The Yao step.
It has been shown that the output graph Yk has maximum node degree n−1 and length stretch
factor 11−2 sinπ/k . The first property (high degree) is the main drawback of the Yao graph. In
wireless networks for example, high degree is undesirable because nodes communicating with too
many nodes directly may experience large overhead that could otherwise be distributed among
several nodes. The Yao-Yao graph Y Yk has been proposed in [3] to overcome this shortcoming: at
each node u in the Yao graph, discard all directed edges −→vu from each cone centered at u, except
for the one with minimum ID. This filtering step is described in Table 2.
Reverse Yao-Step(Yk = (V,EY ), k)
Set EY Y ← EY and Y Yk ← (V,EY Y ).
Use the same cone partition as in the Yao-Step.
For each node v and each cone Kv
Eliminate from EY Y all edges
−→uv with sink v that lie in Kv,
except for the one with the smallest ID.
Output Y Yk = (V,EY Y ) (viewed as an undirected graph).
Table 2: The reverse Yao step.
The output graph Y Yk has maximum node degree 2k, a constant. However, the tradeoff is unclear
in that the question of whether Y Yk is a spanner or not remains open.
3 YY-Spanner for Civilized UDGs
Note that any UDG of constant aspect ratio ∆ is a 1/∆-civilized UDG, and any λ-civilized UDG has
aspect ratio 1/λ. Therefore, from here on will refer to λ-civilized UDGs only. The YY-Spanner
algorithm applied on a UDG G = (V,E) comprises the Yao and reverse-Yao steps:
1. Execute Yao-Step(G, k). The result is the Yao spanner Yk = (V,EY ).
2. Execute Reverse Yao-Step(Yk, k). The result is the Yao-Yao graph Y Yk = (V,EY Y ).
We now show that Y Yk is a length spanner for any civilized UDG. In proving this, we will make
use of the following lemma:
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Lemma 1 (Czumaj and Zhao [1]) Let 0 < θ < π4 and t ≥
1
cos θ−sin θ . Let u, v, z be three points
in the plane with v̂uz ≤ θ. Suppose further that |uz| ≤ |uv|. Then the edge {u, z} followed by a
t-spanner path from z to v is a t-spanner path from u to v (see Figure 1).
u
v
z
θ
Figure 1: If θ < π/4 and p(z  v) is a t-spanner path, then uz ⊕ p(z  v) is a t-spanner path.
Theorem 2 Let G = (V,E) be a λ-civilized graph, and let Y Yk be the Yao-Yao structure for G.
Then Y Yk is a spanner with length stretch factor t ≥
λ
(λ+1)(cos 2π/k−sin 2π/k)−1 , for any integer k > 8
satisfying the condition (cos 2π/k − sin 2π/k) > 1λ+1 .
Proof: The proof is by induction on the rank of edges in the edge set E ordered by increasing
ID. The base case corresponds to the edge uv ∈ E of rank 0 (i.e., with smallest ID(uv)). Assume
without loss of generality that ID(uv) = ID(−→uv). Since −→uv has the smallest ID among all edges in
Ku(v),
−→uv gets added to EY in the Yao-Step. Furthermore, since
−→uv has the smallest ID among
all edges in EY Y ∩Kv(u) directed into u,
−→uv does not get discarded in the Reverse Yao-Step.
Thus uv is an edge in Y Yk and so the theorem holds for the base case.
u
θ
1
u
θ
K  (v)u
K  (u)v
v
1u'
u
θ
1
u
θ
K  (v)u
K  (u)v
v
1
v
v'
1
1u'
(a) (b)
Figure 2: Proof of Theorem 2: (a) Case 1: p(u v)← p(u u1)⊕ u1v; (b) Case 2: p(u v)←
p(u u1)⊕ u1v1 ⊕ p(v1  v).
The inductive hypothesis tells that Y Yk contains t-spanner paths between the endpoints of any
edge uv ∈ E of rank no greater than some value j ≥ 0. To prove the inductive step, consider the
edge uv ∈ E of rank j + 1. Assume without loss of generality that ID(uv) = ID(−→uv). We discuss
two cases, depending on whether −→uv belongs to EY or not. Let θ = 2π/k < π/4.
Case 1: −→uv ∈ EY . If
−→uv ∈ EY Y the proof is finished, so assume the opposite. Note that
−→uv 6∈ EY Y happens when v eliminates
−→uv in the Reverse Yao-Step in favor of another edge
−→u1v, with ID(
−→u1v) < ID(
−→uv) (see Figure 2a). Since u and u1 both lie in a same cone Kv, we have
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that ûvu1 ≤ θ < π/4 and therefore |u1u| < |uv|. It follows that ID(u1u) < ID(uv). Conform the
inductive hypothesis, Y Yk contains a t-spanner path p(u u1) from u to u1. These together with
Lemma 1 show that p(u u1)⊕ u1v is a t-spanner path from u to v in Y Yk.
Case 2: −→uv 6∈ EY . Let uv1 ∈ E ∩Ku(v) be the edge selected by u in the Yao-Step. Thus we
have that ID(uv1) < ID(uv) and therefore |uv1| ≤ |uv|. If
−→uv1 ∈ EY Y , then arguments similar to
the ones used for Case 1 show that uv1 ⊕ p(v1  v) is a t-spanner path from u to v in Y Yk; the
existence of a t-spanner path p(v1  v) in Y Yk is ensured by the inductive hypothesis.
Consider now the case where −→uv1 6∈ EY Y . Since
−→uv1 ∈ EY and
−→uv1 6∈ EY Y , the edge
−→uv1
must have been eliminated by v1 in the Reverse Yao-Step in favor of another edge
−−→u1v1, with
ID(u1v1) < ID(uv1) (refer to Figure 2b). Let u
′
1 be the projection of u1 on uv1. By the triangle
inequality,
|uu1| ≤ |uu
′
1|+ |u
′
1u1| = |uv1| − |u
′
1v1|+ |u
′
1u1| ≤ |uv1| − |u1v1| cos θ + |u1v1| sin θ. (1)
Similarly, if v′1 is the projection of v1 on uv, we have
|v1v| ≤ |vv
′
1|+ |v
′
1v1| = |uv| − |uv
′
1|+ |v
′
1v1| ≤ |uv| − |uv1| cos θ + |uv1| sin θ. (2)
Since |uu1| < |uv1| ≤ |uv| and |v1v| < |uv|, Y Yk contains t-spanner paths p(u u1) and p(v1  v)
(by the inductive hypothesis). Let P1 = p(u  u1) ⊕ p(v1  v). We show that the path P =
P1 ⊕ u1v1 is a t-spanner path from u to v, thus proving the inductive step. The length of P1 is
|P1| ≤ t(|uu1|+ |v1v|).
Substituting inequalities (1) and (2) yields
|P1| ≤ t|uv|+ t|uv1|(1 − cos θ + sin θ)− t|u1v1|(cos θ − sin θ). (3)
Thus the length of P = P1 ⊕ u1v1 is
|P | ≤ t|uv|+ t|uv1|(1− cos θ + sin θ)− |u1v1|(t cos θ − t sin θ − 1). (4)
Since the input graph G is λ-civilized, we have that |u1v1| ≥ λ. This along with the inequality (4)
and the fact that |uv1| ≤ 1 implies
|P | ≤ t|uv|+ (t(1 − cos θ + sin θ)− λ(t cos θ − t sin θ − 1)).
Note that the second term on the right side of the inequality above is non-positive for any t ≥
λ
(λ+1)(cos θ−sin θ)−1 and for any θ satisfying the condition cos θ − sin θ >
1
λ+1 . This completes the
proof.
Theorem 2 implies that, for fixed small λ > 0 and for any ε > 0, one can choose θ such that
cos θ − sin θ = λ+ε+1(λ+1)(ε+1) >
1
λ+1 , to produce a t-spanner Y Yk with t ≥
λ
(λ+1)(cos θ−sin θ)−1 = 1 + ε.
So we have the following result:
Corollary 3 The Y Yk structure produced by the YY-Spanner algorithm for a given civilized UDG
is a spanner with maximum degree 2k, length stretch factor (1+ε), and power stretch factor (1+ε)β,
for any real ε > 0 and integer k > 8 satisfying the condition cos 2π/k − sin 2π/k = λ+ε+1(λ+1)(ε+1) .
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4 Efficient Local Yao-Sparse-Sink Algorithm for UDGs
We have established in Section 3 that the Yao-Yao graph is a length spanner for civilized UDGs.
The question of whether the Yao-Yao graph is a length spanner for arbitrary UDGs remains open.
In order to guarantee both bounded degree and the length spanner property, Li et al. [4] suggest a
sparse topology, called Yao-Sink. Let G = (V,E) be a UDG. The Yao-Sink algorithm applied on G
consists of two steps: (1) Execute Yao-Step(G, k) to produce the Yao spanner Yk = (V,Ek), and
(2) Execute Sink-Step(Yk, k) to reduce the degree of Yk. The Sink-Step is described in detail
in Table 3. In [5] the authors show that the output Y Sk generated by the Yao-Sink method has
maximum degree k(k+2) and length stretch factor
(
1
1−2 sinπ/k
)2
. In fact, the authors show a more
general result that applies to mutual inclusion graphs, which allow for non-uniform transmission
ranges at nodes.
Sink-Step(Yk = (V,EY ), k)
Use the same cone partition as in the Yao-Step.
1. Set EY S ← ∅ and Y Sk ← (V,EY S).
2. For each node v and each cone Kv
{Build the tree T (v) corresponding to Kv.}
2.1 Let I be the set of vertices u such that −→uv ∈ EY ∩Kv.
Set I(v)← I. Initialize the ordered vertex sequence J ← (v).
2.2 Initialize T (v)← ∅. Repeat until I is empty
2.2.1 Remove the first vertex u from the sequence J .
2.2.2 For each cone Ku
Let w ∈ I(u) ∩Ku be the node that minimizes ID(
−→wu) (if any).
Add −→wu to T (v) and move w from I to J .
Set I(w)← I(u) ∩Ku.
2.3 Add all edges of T (v) to EY S .
Output Y Sk = (V,EY S) (viewed as an undirected graph).
Table 3: The Sink step.
The following two lemmas (Lemmas 4 and 5) identify two important properties of the output
spanner Y Sk generated by the Yao-Sink method. Specifically, they show the existence of a particular
path in Y Sk corresponding to each Yao edge removed in the Sink-Step.
Lemma 4 For each edge −→uv ∈ EY , there is a uv-path Π = w0w1, w1w2, . . . , wh−1wh in Kv(u), with
w0 = v and wh = u, such that
−−−−→wiwi−1 ∈ EY S ∩ Kwi−1(u) and ID(
−−−−→wiwi−1) < ID(
−−−→uwi−1), for each
i = 1, 2, . . . , h.
Proof: Let I = I(v) be the vertex set defined in Step 2.1 of Sink-Step for node v and cone Kv(u).
If u ∈ I(v) ∩Kv(u) minimizes ID(
−→uv), then the path sought is Π = vu and the proof is finished.
Otherwise, let Π = w0w1, w1w2, . . . , wp−1wp be a longest path in Kv(u) that satisfies the conditions
of the lemma: −−−−→wiwi−1 ∈ EY S ∩Kwi−1(u) and ID(
−−−−→wiwi−1) < ID(
−−−→uwi−1), for each i = 1, 2, . . . , p. We
prove by contradiction that wp = u. Assume to the contrary that wp and u are distinct. Since
−−−−−→wpwp−1 ∈ EY S , it must be that wp ∈ I(wp−1). Furthermore, since wp and u lie in a same cone
Kwp−1(u), the set I(wp) defined in Step 2.2.2 of the Sink-Step is I(wp) = I(wp−1)∩Kwp−1(u) and
includes both wp and u.
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 K  (u)v w1
w
2wp
θ
θ
v=w0
w
u=wh
 
K  (u)v
w
1
w
2w
3
θ
v=w0
w
l
u=wh
w'
1
(a) (b)
Figure 3: (a) Lemma 4: path Π = w0w1, w1w2, . . . , wh−1wh (b) Lemma 5: ŵ1uv ≤ θ.
Consider now the instance when wp gets processed (i.e, it gets removed from J in Step 2.2.1 of
Sink-Step). See Figure 3a. First observe that I(wp) ∩Kwp(u) is nonempty, since it contains at
least the node u. This implies that there exists w ∈ I(wp) ∩Kwp(u) that minimizes ID(
−−→wwp). It
follows that −−→wwp ∈ EY S ∩Kwp(u) and either w = u or ID(
−−→wwp) < ID(
−−→uwp). Either case contradicts
our assumption that Π is a longest path that satisfies the conditions of the lemma.
In the context of Lemma 4, we next prove the existence of a long enough subpath of Π from v to
one of the vertices wℓ ∈ Π that closely approximates the direct link vwℓ.
Lemma 5 Let Π = w0w1, w1w2, . . . , wh−1wh, with w0 = v and wh = u, be the path identified in
Lemma 4 corresponding to a given edge −→uv ∈ EY . Then there exists ℓ ≤ h such that |vwℓ| ≥
|uv|/(2 cos θ) and
ℓ−1∑
i=0
|wiwi+1| ≤
|vwℓ|
cos 2θ
.
Proof: Let ℓ ≤ h be the smallest index in the sequence 1, 2, . . . , h such that |vwℓ| ≥ |uv|/(2 cos θ).
Since |vwh| = |uv| > |uv|/(2 cos θ), such an index always exists. Let w
′
i be the projection of wi on
uv, for each i. We first prove that the following invariant holds:
(a) ŵivu ≤ θ, for each i = 0, 1, . . . , ℓ.
(b) ŵiuv ≤ θ, for each i = 1, . . . , ℓ− 1.
(c) |wiwi−1| ≤ |w
′
iw
′
i−1|/ cos 2θ, for each i = 1, . . . , ℓ.
Property (a) follows immediately from the fact that wi and u belong to a same cone Kv(u), for each
i. The proof for properties (b) and (c) is by induction on the index i. The base case corresponds to
i = 1 (i.e, Π = w0w1). See Figure 3b. We prove that ŵ1uv ≤ θ (claim (b) for the case when ℓ ≥ 2).
First observe that |w1v| < |uv|/(2 cos θ), otherwise it would contradict our choice of ℓ. Thus we
have that
tan ŵ1uv =
|w1w
′
1|
|uv| − |w′1v|
=
|w1v| sin ŵ1vu
|uv| − |w1v| cos ŵ1vu
≤
|w1v| sin θ
|uv| − |w1v| cos θ
< tan θ.
If follows that ŵ1uv < θ, so claim (b) holds. For claim (c), note that |vw1| ≤ |vw
′
1|/ cos θ <
|vw′1|/ cos 2θ. Assume that the claim holds for any index less than i , for some i > 1. To prove the
inductive step, consider a path Π = w0w1, . . . , wi−1wi, with i ≤ ℓ. We distinguish three cases:
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w
i  -1
w
i
u
v=w0
u
w
i v=w0
w
  -1iwi
u
v=w0w
i  -1
w'
i
(a) (b) (c)
w'
i
w'
i  -1
Figure 4: Lemma 5 proof: (a) wi ∈ △uwi−1v (b) wi−1 ∈ △uwiv (c) Neither (a) not (b) holds.
(i) wi ∈ △uwi−1v (see Figure 4a). Then ŵivu < ŵi−1vu ≤ θ (this latter inequality is true by the
inductive hypothesis). Also note that the angle formed by wi−1wi and uv is no greater than
̂uwi−1wi + ŵi−1uv ≤ 2θ and therefore |wiwi−1| ≤ |w
′
iw
′
i−1|/ cos 2θ.
(ii) wi−1 ∈ △uwiv (see Figure 4b). We show that ŵiuv ≤ θ (claim (b) for the case when i ≤ ℓ−1).
First observe that the condition |wiv| < |uv|/(2 cos θ) must hold for each i ≤ ℓ−1; otherwise,
we could find a lower index i < ℓ satisfying the condition |vwi| ≥ |uv|/(2 cos θ), contradicting
our choice of ℓ. As before, we have that
tan ŵiuv =
|wiw
′
i|
|uv| − |w′iv|
=
|wiv| sin ŵivu
|uv| − |wiv| cos ŵivu
≤
|wiv| sin θ
|uv| − |wiv| cos θ
< tan θ.
If follows that ŵiuv < θ. Also note that in this case the angle formed by wi−1wi and uv is
no greater than ̂wiwi−1u < θ and therefore |wiwi−1| ≤ |w
′
iw
′
i−1|/ cos θ < |w
′
iw
′
i−1|/ cos 2θ.
(iii) Neither (i) not (ii) holds (see Figure 4c). Arguments identical to the ones used in case (ii)
above show that ŵiuv ≤ θ. Also note that the angle formed by wi−1wi and uv is no greater
than max{ŵi−1uv, ŵivu} ≤ θ and therefore |wiwi−1| ≤ |w
′
iw
′
i−1|/ cos θ < |w
′
iw
′
i−1|/ cos 2θ.
We have shown that |wiwi−1| ≤ |w
′
iw
′
i−1|/ cos 2θ for each i = 1, 2, . . . , ℓ. Summing up over i yields
ℓ−1∑
i=0
|wiwi+1| ≤
|w′ℓv|
cos 2θ
<
|wℓv|
cos 2θ
.
This completes the proof.
We will show that Lemmas 4 and 5 enable us to discard some Yao edges from Yk prior to execut-
ing the Sink-Step, without compromising the spanner property. This leads to the construction of
efficient sparse sink trees in the Sink-Step. Table 4 describes our method called Yao-Sparse-Sink
that incorporates this intermediate edge filtering step. In the filtering step, each node u partitions
the set of Yao edges incident to u into a number of subsets, such that all edges in a same subset Fi
have similar sizes. The aspect ratio of each subset Fi is controlled by the input parameter r > 1.
From each subset Fi, only the Yao edge with smallest ID is carried on to the Sink-Step; all other
Yao edges from Fi are discarded.
It can be verified that the result Y Ek of the filtering step is a spanner for G of maximum degree
O(log∆), where ∆ is the aspect ratio of G. Because of space constraints we skip this proof and turn
instead to showing that the output Y ESk generated by the Yao-Sparse-Sink method is a spanner
of constant maximum degree. Intuitively, if Y ESk contains short paths between the endpoints of
an edge processed in the Sink-Step, then Y ESk contains short paths between the endpoints of all
nearby edges of similar sizes.
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Algorithm Yao-Sparse-Sink(G = (V,E), k, r)
1. Execute Yao-Step(G, k). The result is the Yao spanner Yk = (V,EY ).
2. For each node v ∈ V and each cone Kv
Let F ⊆ EY ∩Kv be the subset of Yao edges from Kv directed into v
Let −→uv ∈ F be the edge of minimum ID. Let ∆ be the aspect ratio of F .
Partition F into disjoint subsets F1, F2, . . . , Fs, with s = ⌈logr ∆⌉, such that
Fi = {ab ∈ F | |uv|ri−1 ≤ |ab| < |uv|ri}.
For each i = 1, 2, . . . , s
Add to EY E (initially ∅) the edge from Fi of smallest ID.
Result is Y Ek = (V,EY E) of degree O(log∆).
3. Execute Sink-Step(Y Ek, k). The result is Y ESk = (V,EY ES).
Output Y ESk (viewed as an undirected graph).
Table 4: The Yao-Sparse-Sink algorithm.
Theorem 6 Let G = (V,E) be a UDG and let r > 1, k ≥ 8, θ = 2π/k and λ = 12r cos θ be
constants such that (cos θ− sin θ) > λλ+1 . When run with these values of r and k, the output of the
Yao-Sparse-Sink algorithm is a t-spanner of degree k(k + 2), for any t ≥ λ/ cos(2θ)(λ+1)(cos θ−sin θ)−1 .
Proof: The degree of Y ESk is no greater than the degree of the Yao-Sink spanner, which is
k(k + 2) [5]. We now prove that Y ESk is a t-spanner. The proof is by induction on the rank
of edges in the set E ordered by increasing ID. The base case corresponds to the edge uv ∈ E
of minimum ID. Arguments similar to the ones used for the base case in Theorem 2 show that
uv ∈ Y Y Sk.
The inductive hypothesis tells that Y ESk contains t-spanner paths between the endpoints of
any edge uv ∈ E whose rank is no greater than some value j ≥ 0. To prove the inductive step,
consider the edge uv ∈ E of rank j + 1. Assume without loss of generality that ID(uv) = ID(−→uv).
We discuss two cases, depending on whether −→uv belongs to EY or not.
Case 1: −→uv ∈ EY . Assume first that
−→uv ∈ EY E . By Lemma 5, Y ESk contains an edge
−−→w1v ∈
Kv(u). This implies that ûvw1 ≤ θ < π/4. Furthermore, since ID(w1v) < ID(uv) (and therefore
|w1v| ≤ |uv|), we have that |uw1| < |uv| (see Figure 5a). Thus we can use the inductive hypothesis
to show that Y ESk contains a t-spanner path p(u  w1). By Lemma 1, p(u  w1) ⊕ w1v is a
t-spanner path in Y ESk from u to v.
Assume now that −→uv 6∈ EY E. Let F be the edge set corresponding to cone Kv(u) and let i be
such that −→uv ∈ Fi. Since uv 6∈ EY E there is an edge
−→u1v ∈ Fi of smaller ID that gets added to
EY E. Note however that u1 and u belong to one same cone Kv(u) (see Figure 5b). By the same
arguments as above, there is −−→w1v ∈ Kv(u) corresponding to the edge
−→u1v ∈ EY E which enables us
to identify the t-spanner path p(u w1)⊕w1v from u to v in Y ESk.
Case 2: −→uv 6∈ EY . Let uv1 ∈ EY be the edge selected by u in the Yao-Step. Thus we have that
ID(uv1) < ID(uv) and therefore |uv1| ≤ |uv|. If
−→uv1 ∈ EY ES, then arguments similar to the ones
used for Case 1 show that uv1 ⊕ p(v1  v) is a t-spanner path from u to v in Y ESk.
Consider now the case when −→uv1 6∈ EY ES. Let F be the edge set corresponding to cone Kv1(u)
and let i be such that −→uv1 ∈ Fi. Let
−−→u1v1 ∈ Fi be the edge that gets added to EY E in Step 2
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Figure 5: Proof of Theorem 6: (a) Case ~uv ∈ EY E (b) Case ~uv ∈ EY \ EY E (c) Case ~uv 6∈ EY .
of the Yao-Sparse-Sink algorithm. Since both uv1 and u1v1 belong to a same set Fi, and since
ID(−−→u1v1) ≤ ID(
−→uv1) (equality happens when u1 = u), we have that
|u1v1| ≥ |uv1|/r. (5)
Lemma 5 indicates that, corresponding to the edge −−→u1v1 ∈ EY E, there exists a path P0 ∈ Y ESk ∩
Kv1(u1) extending from w0 = v1 to some vertex wℓ, such that
|P0| ≤ |wℓv1|/ cos 2θ. (6)
|wℓv1| ≥ |u1v1|/(2 cos θ) (7)
Now note that, since |v1wℓ| ≤ |v1u1| and since ŵℓv1u ≤ θ ≤ π/4, we have that |uwℓ| < |uv1| ≤
|uv|. Similarly, |v1v| ≤ |uv|. Thus we can use the inductive hypothesis to claim the existence of
t-spanner paths p(u  wℓ) and p(v1  v). Let P1 = p(u  wℓ) ⊕ p(v1  v). We show that
P = P0 ⊕ P1 is a t-spanner path from u to v. Calculations identical to the ones used to derive the
inequality (3) yield
|P1| ≤ t|uv|+ t|uv1|(1− cos θ + sin θ)− t|wℓv1|(cos θ − sin θ).
This along with (6) shows that the length of P = P0 ⊕ P1 is
|P | ≤ t|uv|+ t|uv1|(1− cos θ + sin θ)− |wℓv1|(t cos θ − t sin θ − 1/ cos 2θ).
Substituting (5) and (6) yields
|P | ≤ t|uv|+ (t|uv1|(1− cos θ + sin θ)−
|uv1|
2r cos θ
(t cos θ − t sin θ − 1/ cos 2θ)). (8)
Note that the second term in the right hand side of the inequality (8) is non-positive for any
t ≥ λ/cos2θ(λ+1)(cos θ−sin θ)−1 and for any θ satisfying the condition cos θ − sin θ >
1
λ+1 .
Arguments similar to the ones used for Corollary 3 show that, for appropriate values of r and k
corresponding to a fixed ε > 0, Y Y Sk is a (1 + ε)-spanner.
Efficient Local Implementation. For a local implementation of the Yao-Step, the authors
propose in [3] to have each sink node u build T (u) and then broadcast T (u) to all nodes in T (u).
It can be easily verified that, for each node u and each cone Ku, the neighbors of u that lie in Ku
(including u) form a clique. This suggests a more efficient alternate local implementation of the
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Yao-Step: each node collects the coordinate information from its immediate neighbors, then sim-
ulates the execution of the Yao-Step locally, on the collected neighborhood. This implementation
avoids broadcasting messages of size O(n) (encoding the sink trees) by each node, thus saving some
battery power. This idea can be extended to the Yao-Sparse-Sink algorithm as well: each node
collects its neighborhood information in one round of communication, then simulates the execution
the Yao-Sparse-Sink algorithm on the collected neighborhood.
5 Total Weight of Yk, Y Yk, Y Sk and Y ESk
Define the total weight wt(G) of a graph G as the sum of the lengths of its constituent edges. We
first show that the total weight of the Yao graph Yk constructed by Yao-Step is arbitrarily high
compared to the weight of the Minimum Spanning Tree (MST) for V . Although this result is fairly
straightforward, to the best of our knowledge it has not appeared in the literature.
Theorem 7 Let G be a UDG and let Yk = Yao-Step(G, k). Then wt(Yk) = Ω(n) · wt(MST ).
Proof: Consider a set of n = 2s nodes equally distributed along the top and bottom sides of a unit
square, as in Figure 6. Let u1, u2, . . . us denote the top nodes and v1, v2, . . . vs the bottom nodes.
Observe that for each node ui, the angular distance between any of its left/right neighbors and vi
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Figure 6: Yk has unbounded weight: (a) wt(Yk) = n/2 + 2; (b) wt(MST ) = 3.
is π/2. This means that the only edge incident to ui that lies in the cone of angle 2π/k ≤ π/3 (for
k ≥ 6) centered at ui and containing vi is uivi (see Figure 6a). Consequently, ui adds
−−→uivi to EY
in the Yao-Step. Similarly, vi adds
−−→viui to EY . Thus the total weight of Yk is no less than
s∑
i=1
|uivi| = n/2.
However, the weight of the spanning tree illustrated in Figure 6b is 3. This completes the proof.
We have shown that, for any node u in the topology from Figure 6a, at most one edge from Yk lies
in any cone Ku centered at u. This implies that:
(a) No edges from Yk get discarded in the Reverse Yao-Step.
(a) No edges from Yk get discarded in the filtering step (Step 2) of Yao-Sparse-Sink.
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(b) No edges from Yk get altered in the Sink-Step.
This implies that Y Yk, Y Sk and Y ESk are all identical to Yk and therefore have unbounded weight
as well.
It is worth noting that any civilized UDG G = (V,E) has weight within a constant factor
of wt(MST (V )) and therefore the structures Yk, Y Yk, Y Sk and Y ESk for civilized UDGs have
bounded weight as well. This follows immediately from a result obtained by Das et al. [2]:
Fact 2 (Theorem 1.2 in [2]). If a set of line segments E satisfies the isolation property, then
wt(E) = O(1) · wt(MST ).
A set of line segments E is said to satisfy the isolation property if each segment uv ∈ E can be
associated with a cylinder B of height and width equal to c|uv|, for some constant c > 0, such that
the axis of B is a subsegment of uv and B does not intersect any line segment other than uv. In
the case of λ-civilized UDGs, this property is satisfied by c = λ.
6 Conclusions
We have shown that the Yao-Yao graph is a spanner for UDGs of bounded aspect ratio. We
have also proposed an extension of the Yao-Sink method, called Yao-Sparse-Sink, that enables an
efficient local computation of sparse sink trees. The Yao-Sparse-Sink method is preferable to the
Yao-Sink method for topology control in highly dynamic wireless environments. Our analysis of the
Yao-Sparse-Sink method provides additional insight into the properties of the Yao-Yao structure.
However, the main question of whether the Yao-Yao graph for arbitrary UDGs is a length spanner
or not remains open.
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