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Abstract
In this article we initiate research on locally compact C∗-simple groups. We first show
that every C∗-simple group must be totally disconnected. Then we study C∗-algebras and von
Neumann algebras associated with certain groups acting on trees. After formulating a locally
compact analogue of Powers’ property, we prove that the reduced group C∗-algebra of such
groups is simple. This is the first simplicity result for C∗-algebras of non-discrete groups and
answers a question of de la Harpe. We also consider group von Neumann algebras of certain
non-discrete groups acting on trees. We prove factoriality, determine their type and show non-
amenability. We end the article by giving natural examples of groups satisfying the hypotheses
of our work.
1 Introduction
Group C∗-algebras and group von Neumann algebras enjoy a long history. Group von Neumann
algebras of discrete groups have been used by McDuff [McD69] to provide examples of a continuum
of pairwise non-isomorphic II1-factors. Connes’ conjecture about W∗-superrigidity of group von
Neumann algebras of discrete groups with property (T) [Con82] drew analogues with lattices in
their ambient Lie groups. Only very recently in a breakthrough result Ioana-Popa-Vaes [IPV10]
could provide the first examples of so called W∗-superrigid groups at all, leaving Connes’ conjecture
untouched. Group von Neumann algebras equally well found applications in topology, where L2-Betti
numbers can be defined thanks to a continuous notion of dimension provided by the operator
algebraic viewpoint [Lüc01]. However, until now group von Neumann algebras associated with
non-discrete groups drew only minor attention.
Group C∗-algebras of discrete groups have been investigated with a focus on the Baum-Connes
conjecture and on simplicity results, after Kadison asked whether the reduced group C∗-algebra
C∗red(F2) is simple without non-trivial projections [Pow75]. Powers in [Pow75] showed with combi-
natorial methods that C∗red(F2) is simple. He used an averaging argument that formed the basis of
most follow up results on C∗-simplicity. His argument was put in an abstract context by de la Harpe
and lead for example to simplicity results for free products, hyperbolic groups and Baumslag-Solitar
groups [dlH07, dlHP09]. Very recently, the astonishing work of Kalantar-Kennedy and Breuillard-
Kalantar-Kennedy-Ozawa [BKKO14] basically pushed the question of C∗-simplicity to the point,
where the only serious open problem had to be solved by group theorists. Shortly afterwards, the
conjecture that a discrete group is C∗-simple if and only if it has a trivial amenable radical could
be proven wrong by Le Boudec in [LB15]. Further, in the same year Kennedy and Haagerup gave a
characterisation of C∗-simple groups. While Kennedy provides a group theoretic characterisation in
terms of recurrent amenable subgroups [Ken15], Haagerup proves the equivalence of C∗-simplicity
and the Powers averaging property in [Haa15].
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Also in representation theory group C∗-algebras had a serious impact (see e.g. [Ros94]). The
probably easiest approach to classical Peter-Weyl theory studies the group C∗-algebra C∗(K) of a
compact group K . Further the notion of a type I group stems from C∗-algebras [Kap49, Gli61].
Their representation theory is completely understood by its irreducible representations [Dix77]. Ex-
amples of type I groups include connected semisimple Lie groups [HC65], reductive algebraic groups
over non-Archimedean fields [Ber74] and the full group of automorphisms of a tree [FTN91]. Also
C∗-simplicity has a representation theoretic interpretation, invoking the Fell topology on unitary
representations [Fel60]. In fact, a group is C∗-simple if and only if the support of its left regular
representation is a closed point in the group’s unitary dual.
In this article, we initiate the study of non-discrete C∗-simple groups. Our first result shows that
every C∗-simple group is totally disconnected, extending a result of Bekka-Cowling-de la Harpe.
[BCdlH94, Proposition 4]
Theorem A (Theorem 6.1). Let G be a locally compact C∗-simple group. Then G is totally dis-
connected.
We then provide first examples of non-discrete C∗-simplicity groups, answering a question of de la
Harpe [dlH07, Question 5].
Question (de la Harpe). Does there exist a non-discrete second countable locally compact group
which is C∗-simple?
We adapt the combinatorial method of Powers averaging from a discrete setting to the setting of
general totally disconnected groups. Then, inspired by work of de la Harpe-Préaux, we study the
action of a closed subgroup of Aut(T ) on the boundary ∂T of the tree, in order to obtain by geometric
means the necessary input to apply Powers averaging to group C∗-algebras of some natural class of
non-discrete locally compact groups. The main achievement of this article is hence twofold. On the
one hand, we are able to answer de la Harpe’s question, giving examples of C∗-simple non-discrete
second countable locally compact groups. On the other hand, we show how averaging techniques,
well known for discrete groups, can be exploited in operator algebras associated with locally compact
totally disconnected groups.
The class of groups treated in this article, has a geometric and an algebraic formulation. We
introduce the following notation, where NG(K) denotes the normaliser of a subgroup K ≤ G and
G0 denotes the kernel of the modular function of a locally compact group. Recall that a tree is
called thick if each of its vertices has valency at least 3.
Notation (See Theorem 3.6). We say that a locally compact group G satisfies condition (∗) if one
of the following equivalent conditions holds.
• There is a locally finite tree T such that G ≤ Aut(T ) as a closed subgroup. Further, G is
non-amenable without any non-trivial compact normal subgroup and there is a compact open
subgroup K ≤ G such that NG(K)/K contains an element of infinite order.
• There is a locally finite thick tree T such that G ≤ Aut(T ) as a closed subgroup. Further, G
acts minimally on ∂T and there is some point x ∈ ∂T such that Gx ≤ G is open and Gx ∩G0
contains a hyperbolic element.
We can now formulate the main theorem of this article.
Theorem B (Theorem 6.2). Let G be a group satisfying condition (∗). Then C∗red(G) is simple.
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We give two applications of our main result. Since group C∗-algebras of totally disconnected groups
and Hecke C∗-algebras are related, our result also implies simplicity of certain reduced Hecke C∗-
algebras (Section 2.5.1), which is in sharp contrast to results previously obtained.
Theorem C (Corollary 6.3). Let T be thick tree and Γ ≤ Aut(T ) some not necessarily closed group
acting without proper invariant subtree. Let Λ be some vertex stabiliser in Γ and assume that there
is a finite index subgroup Λ0 ≤ Λ such that NΓ(Λ0)/Λ0 contains an element of infinite order. Then
the reduced Hecke C∗-algebra C∗red(Γ,Λ) is simple.
As a further corollary of Theorem B, we obtain a result about type I groups acting on trees. A
locally compact group G is called type I group if each of its unitary representations generates a type
I von Neumann algebra.
Theorem D (Corollary 6.4). Let T be a thick tree and G ≤ Aut(T ) be a closed subgroup acting
minimally on ∂T . Assume that there is x ∈ ∂T such that
• Kx is finite for some compact open subgroup K ≤ G, and
• there is some hyperbolic element in G0 ∩Gx.
Then G is not a type I group.
Note that our result is in contrast to and motivated by the following conjecture on type I groups.
Conjecture. Let G ≤ Aut(T ) be a closed subgroup. Assume that there is a compact open subgroup
of G acting transitively on ∂T . Then G is a type I group.
Since to a certain extend we are able to control weights on a group C∗-algebra, our methods are
also able to deal with von Neumann algebraic results. We obtain the following factoriality results
for group von Neumann algebras of non-discrete groups and we are able to determine their type in
terms of the modular function. We refer the reader to Section 2.4.1 for some facts about Connes’
S-invariant S(M) for a factor M .
Theorem E (Theorem 7.2). Let G be a group satisfying condition (∗). Further assume that some
compact open subgroup of G is topologically finitely generated. Then the group von Neumann algebra
L(G) is a factor and S(L(G)) = ∆(G).
• If G is discrete, then L(G) is a type II1 factor.
• If G is unimodular but not discrete, then L(G) is a type II∞ factor.
• If ∆(G) = λZ for some λ ∈ (0,1), then L(G) is a type IIIλ factor.
• If ∆(G) is not singly generated, then L(G) is a type III1 factor.
We also prove non-amenability of the group von Neumann algebra associated with certain groups
acting on trees.
Theorem F (Theorem 8.2). Let G be a group satisfying condition (*). Further assume that some
compact open subgroup of G is topologically finitely generated. Then L(G) is not amenable.
3
Finally, we give concrete examples of groups satisfying the hypotheses of our work. They arise as
Schlichting completions of Baumslag-Solitar groups.
Theorem G (Theorem 9.2). Let 2 ≤ ∣m∣ ≤ n and consider the relative profinite completion G(m,n)
of the Baumslag-Solitar group BS(m,n). Then the following statements are true.
• L(G(m,n)) is a non-amenable factor.
• If ∣m∣ = n, then G(m.n) is discrete and L(G(m,n)) is of type II1.
• If ∣m∣ ≠ n, then L(G(m,n)) is of type III∣m
n
∣.
• C∗red(G(m,n)) is simple.
The fact that L(G(m,n)) is a factor and the calculation of its type was obtained with different
methods in unpublished work of the author and C.Ciobotaru.
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2 Preliminaries
2.1 Totally disconnected groups
For a locally compact group G, we denote by G0 the kernel of its modular function ∆ ∶ G→ R>0
determined by µ(Ag) = ∆(g)µ(A) for any left Haar measure µ on G and any measurable set A ⊂ G
with finite non-zero Haar measure. By van Dantzig’s theorem [vD36, TG 39], a locally compact
group G is totally disconnected if and only if e ∈ G admits a neighbourhood basis of compact open
subgroups. The modular function ∆ of a totally disconnected locally compact group G with left
Haar measure µ satisfies
∆(g) = µ(g−1(K ∩ gKg−1)g)
µ(K ∩ gKg−1) = µ(g−1(K ∩ gKg−1)g)µ(K) ⋅ µ(K)µ(K ∩ gKg−1) = [K ∶K ∩ gKg−1][K ∶K ∩ g−1Kg] ∈ Q ,
for all compact open subgroups K ≤ G. In particular, the modular function of a totally disconnected
locally compact group takes only values in Q.
We need the following two observations, about topologically finitely generated profinite groups.
Lemma 2.1. Let G be a topologically finitely generated group. Then for every r ∈ N there are only
finitely many closed subgroups of index r.
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Proof. Let G be a topological group. If H ≤ G is a closed subgroup of index n < ∞, then we
can identify G/H ≅ {1, . . . , n}. We obtain a continuous homomorphism pi ∶ G → Sn such that
H = pi−1((Sn)i) for some i ∈ {1, . . . , n}, where (Sn)i is the stabiliser group of i.
Now assume that G is topologically finitely generated. Then there are only finitely many continuous
homomorphism G→ Sn for each n, since the image of G is determined by the image of its generators.
Consequently, G has only finitely many closed subgroups of finite index.
Proposition 2.2. Let G be a locally compact group. If some compact open subgroup of G is topo-
logically finitely generated, then all compact open subgroups of G are topologically finitely generated.
Proof. Assume that some compact open subgroup K ≤ G is topologically. Any other compact
open subgroup of G is commensurated with K, that is any compact open subgroup L ≤ G satisfies[K ∶ K ∩ L], [L ∶ K ∩ L] < ∞. So the proposition follows from the fact that topological finite
generation passes between finite index inclusions.
2.2 Schlichting completions
Let Λ ≤ Γ be an inclusion of discrete groups. It is a discrete Hecke pair if [Λ ∶ Λ ∩ gΛg−1] < ∞ for
all g ∈ Γ. We define the map ι ∶ Γ → Sym(Γ/Λ) by left multiplication ι(g)hΛ = ghΛ. Equipping
Sym(Γ/Λ) with the topology of pointwise convergence, we put Γ / Λ ∶= ι(Γ). This is the Schlichting
completion of the Hecke pair Λ ≤ Γ. It is a totally disconnected group equipped with the natural
compact open subgroup ι(Λ).
2.3 Groups acting on trees
Let T be a locally finite tree. Then the group of automorphisms Aut(T ) equipped with the topology
of pointwise convergence is a totally disconnected locally compact group. Every vertex stabiliser is
a compact open subgroup of Aut(T ) and every compact subgroup of Aut(T ) stabilises some vertex
or some edge of T .
The set of one-sided infinite geodesic rays in T modulo equality at some point is called the boundary
∂T of T . Formally, we have
∂T = {ξ ∶ N→ T ∣∀n ∈ N ∶ d(ξ(0), ξ(n)) = n}/ξ ∼ ξ′ if ∃n0 ∈ N,m ∈ Z∀n ≥ n0 ∶ ξ(n +m) = ξ′(n) .
For ρ, η ∈ T we denote by [ρ, η], [ρ, η), (ρ, η] and (ρ, η) the set of vertices on the geodesic between
ρ and η, excluding or not their starting and end points. Similarly, for x ∈ ∂T , we denote by [ρ, x)
and (ρ, x) the set of vertices on the unique geodesic which represents x and starts at ρ.
The boundary of a tree carries a natural topology called the shadow topology.
Definition 2.3. For two vertices ρ ≠ η of T consider
Uρ,η ∶= {x ∈ ∂T ∣η ∈ [ρ, x)} .
Then the topology generated by all Uρ,η, where (ρ, η) runs through all pairs of distinct vertices of
T , is called the shadow topology on ∂T .
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The action of Aut(T ) on T induces a continuous action by homeomorphisms on ∂T . We remark
that every compact subgroup K ≤ Aut(T ) which fixes a point in the boundary, automatically fixes
a vertex of T .
There are 3 types of elements in Aut(T ). Elliptic elements, inversions and hyperbolic elements. An
element g ∈ Aut(T ) is called elliptic if it fixes a vertex of T . It is an inversion, if it does not fix
a vertex of T , but an edge. In all other cases, g is called hyperbolic. Any hyperbolic element fixes
exactly two points in x, y ∈ ∂T and acts by translation along the axis (x, y). If g translates in the
direction of x, then x is called the attracting fixed point of g. Two hyperbolic elements are called
transverse if they have no common fixed point.
Proposition 2.4. Let G ≤ Aut(T ) be a closed non-amenable subgroup. Then there is a minimal
G-invariant subtree T ′ ≤ T . If G does not contain any compact normal subgroup, then G ↷ T ′ is
faithful.
Proof. Since G is non-amenable, it contains some hyperbolic element. The smallest tree T ′ contain-
ing all axes of hyperbolic elements in G, is G-invariant. Further every G-invariant subtree contains
T ′. Next observe that the kernel of the restriction map G ↦ Aut(T ′) is GT ′ , which is a compact
subgroup of G. It follows that GT ′ is trivial and hence G↷ T ′ is faithful if G does not contain any
compact normal subgroup.
Proposition 2.5. Let G ≤ Aut(T ) be a non-amenable subgroup. If G ↷ T admits no proper
invariant subtree then G↷ ∂T is minimal. Vice versa, if G is not compact and G↷ ∂T is minimal,
then T admits no proper invariant subtree.
Proof. If G↷ ∂T is not minimal, then there is some G-invariant open set U ⊂ ∂T such that ∂T ∖U
contains an open subset. Let
T ′ = ⋃
x,y∈U(x, y) ⊂ T
be the subtree consisting of all vertices on geodesics joining points in U . Then T ′ ≠ T , since ∂T ∖U
contains an open set. So we have found a proper G-invariant subtree T ′ ⊂ T
Now assume that G is not compact and there is a G-invariant subtree T ′ ≤ T . Since G is not
compact, T ′ is infinite. So it contains at least one infinite geodesic ray. Let ρ ∈ T ∖ T ′ be some
vertex. Since T ′ is convex, there is some neighbouring vertex ρ ∼ η ∈ T ∖ T ′. So the open setO = Uρ,η ⊂ ∂T is not empty. If x ∈ ∂T is the endpoint of some geodesic ray in T ′, then Gx ∩O = ∅.
So the orbit of x is not dense.
We want to have some control over the action on the boundary ∂T of vertex stabilisers in Aut(T ).
To this end, we make the following definition of the meet of two boundary points with respect to a
fixed vertex in T .
Notation 2.6. Fix a vertex ρ ∈ T . Then for x, y ∈ ∂T we set
mρ(x, y) ∶= max{d(ρ, η) ∣η ∈ [ρ, x) ∩ [ρ, y)} ∈ N ∪ {+∞} .
Remark 2.7. • Fix x ∈ ∂T and ρ ∈ T . Then a basis of compact open neighbourhoods of x in
the shadow topology is given by the sets Ux(n) ∶= {y ∈ ∂T ∣mρ(x, y) ≥ n}, n ∈ N.
• The vertex stabiliser Aut(T )ρ leaves mρ invariant, i.e. for all x, y ∈ ∂T and all k ∈ Aut(T )ρ
we have mρ(kx, ky) = mρ(x, y).
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We can now quantify the dynamics of a hyperbolic element close to its fixed points.
Proposition 2.8. Let g ∈ Aut(T ) be a hyperbolic element fixing a point x ∈ ∂T . Then for all ρ ∈ T
there is d ∈ N such that for all y ∈ ∂T ∖ {x} with mρ(x, y) ≥ d we have
mρ(x, y) ≠ mρ(x, gy) .
Proof. Replacing g by its inverse, we may assume that x is its attracting fixed point. Denote by x′
the repelling fixed point of g and by η the vertex of T in which the geodesics [ρ, x) and [ρ, x′) split.
x
x′
η
ρ
Let d = d(ρ, η) + 1 and take y ∈ ∂T ∖ {x} such that mρ(x, y) ≥ d. Then the geodesic [ρ, y) passes
through η in the same direction as [ρ, x), meaning that [ρ, y) ∩ (η, x) ≠ ∅. Denote by ξ the vertex
in which the geodesic [ρ, y) and [ρ, x) split. Since ξ ∈ (η, x) ⊂ (x,x′) lies on the axis of g, and x is
the attracting fixed point of g, we have
d(ρ, gξ) = d(ρ, η) + d(η, gξ) > d(ρ, η) + d(η, ξ) = d(ρ, ξ) .
Since the geodesics [ρ, gy) and [ρ, x) split in gξ, we obtain mρ(x, gy) = d(ρ, gξ) > d(ρ, ξ) = mρ(x, y).
This finishes the proof of the proposition.
The next lemma gives us many invariant neighbourhoods of points in ∂T .
Lemma 2.9. Let K ≤ Aut(T ) be a compact subgroup fixing x ∈ ∂T . Then there is a basis of
K-invariant neighbourhoods of x.
Proof. Since K is compact there is some ρ ∈ T fixed by K. Then K fixes the geodesic [ρ, x)
pointwise. So K fixes elements of the neighbourhood basis of x
Ux(n) = {y ∈ ∂T ∣mρ(x, y) ≥ n} ,n ∈ N .
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2.4 C∗-algebras and von Neumann algebras
A C∗-algebra is a Banach algebra A such that ∥x∗x∥ = ∥x∥2 for all x ∈ A. It is called simple if every
closed *-ideal in A is either trivial or equals A.
Denote by B(H) the *-algebra of bounded operators on a Hilbert spaceH. The topology of pointwise
convergence on B(H) is called strong topology. A von Neumann algebra is a strongly closed unital
*-subalgebra of B(H). Note that every von Neumann algebra is also a C∗-algebra. Throughout the
text we assume all von Neumann algebras to act on a separable Hilbert space. A von Neumann
algebra M is simple if every strongly closed *-ideal of M is either trivial or equals M . Simple von
Neumann algebras are called factors.
Let A be a C∗-algebra. A projection in A is an element p ∈ A satisfying p = p2 = p∗. If p, q are
projections, then we write p ≤ q in case pq = p. A state on A is a unital functional ϕ ∶ A → C such
that ϕ(x∗x) ≥ 0 for all x ∈ A. A state is tracial if ϕ(xy) = ϕ(yx) for all x, y ∈ A.
If A ⊂ B(H) is a C∗-algebra, then its multiplier algebra
M(A) ∶= {x ∈ B(H) ∣∀y ∈ A ∶ yx, xy ∈ A}
is a C∗-algebra, independent of the representation of A in B(H). It carries the strict topology defined
on nets by xλ → x if and only if ∥xλy − xy∥, ∥yxλ − yx∥ → 0 for all y ∈ A. Since every C∗-algebra
contains an approximate unit, it is a strictly dense two-sided ideal in its multiplier algebra.
2.4.1 The type of a von Neumann algebra
Before defining the type of a von Neumann algebra, let us remark that every von Neumann algebra
is the norm closure of the linear span of its projections. So von Neumann algebras contain an
abundance of projections. The type of a von Neumann algebra depends on how its projections
behave.
Definition 2.10. A factor M is called finite if it admits a a tracial state; a projection p ∈ M is
finite if pMp is finite.
• M is of type I if it contains a minimal projection.
• M is of type II if it contain a finite by not a minimal projection.
• In all other cases M is of type III.
In [Con73] Connes introduced the invariant S(M) ⊂ R≥0 of a factor M . He proved that 0 ∉ S(M) if
and only if M is of type I or II. Further, S(M)∩R>0 is a closed subgroup. He then proceeds to the
following definition.
Definition 2.11. Let M be a factor of type III. If S(M) = {0,1}, then M is of type III0. If
S(M) = λZ ∪ {0} for some λ ∈ (0,1), then we say that M is of type IIIλ. If S(M) = R≥0, then M is
of type III1.
We need the following theorem to calculate the type of group von Neumann algebras appearing in
this article. We refer to Section 2.6 for a brief introduction to weights on von Neumann algebras. If ϕ
is a normal semi-finite faithful weight ϕ on a von Neumann algebraM , we denote by ∆ϕ its modular
operator, by (σϕt )t = (Ad ∆itϕ)t the modular flow on M and by Mϕ = {x ∈ M ∣∀t ∶ σϕt (x) = x} the
fixed point algebra of the modular flow. The spectrum of ∆ϕ is denoted by σ(∆ϕ).
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Theorem 2.12 ([Con73, Corollary 3.2.7]). Let M be a factor with a normal semi-finite faithful
weight ϕ. If Mϕ is a factor, then S(M) = σ(∆ϕ).
2.5 Group C∗-algebras and group von Neumann algebras
Let G be a locally compact group and denote by λG ∶ G→ U(L2(G)) the left regular representation
of G. Then the group von Neumann algebra of G is L(G) = λG(G)′′. The canonical unitaries λG(g),
g ∈ G are denoted ug ∈ L(G). Fixing a left Haar measure µ of G, we define λG ∶ Cc(G)→ B(L2(G))
by
λG(f)ξ(g) = ∫
G
f(h)ξ(h−1g)dµ(h)
for all f, g ∈ Cc(G). The reduced group C∗-algebra of G is C∗red(G) = λG(Cc(G))∥⋅∥. The group
C∗-algebra of G does not contain the unitaries ug unless G is discrete. But ug ∈ M(C∗red(G))
and even ugCc(G) = Cc(G) = Cc(G)ug. As a matter of fact, we have strongly dense inclusions
C∗red(G) ⊂ L(G) and M(C∗red(G)) ⊂ L(G).
If K ≤ G is a compact open subgroup, we obtain an averaging projection pK ∈ Cc(G) ⊂ C∗red(G)
described by
pKξ(g) = 1
µ(K) ∫
K
ξ(kg)dµ(k)
for a square integrable function ξ on G representing an element of L2(G). These averaging projec-
tions play an important role in the present paper. They form a natural approximate unit in C∗red(G)
and L(G). This is the content of the next proposition.
Proposition 2.13. Let G be a totally disconnected group. Then the net (pK), K ≤ G compact open
subgroup, strictly converges to 1 in C∗red(G). Further, it strongly converges to 1 in L(G).
Proof. Since strict convergence implies strong convergence for bounded nets, it suffices to show
that (pK)K strictly converges to 1 in C∗red(G). This in turn follows from a standard estimate for∥(pKx − x)∥1 for x in the dense subalgebra Cc(G) ⊂ C∗red(G) and K some compact open subgroup
of G.
For later use we want to note how averaging projections interact with each other and with the
canonical unitaries ug. We start by describing relations between the averaging projections pK for
different compact open subgroups K ≤ G. For the next statement, recall that ugCc(G) = Cc(G).
Also note that ugpL = pL for all g ∈ L, so that the right hand side of the following equation is
well-defined.
Proposition 2.14. Let G be a locally compact group with compact open subgroups L ≤ K ≤ G. In
Cc(G) we have
pK = 1[K ∶ L] ∑gL∈K/LugpL .
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Proof. Take L ≤ K ≤ G as in the statement and let f ∈ Cc(G) be arbitrary. Let µ be a left Haar
measure for G. Then for all h ∈ G
( 1[K ∶ L] ∑gL∈K/LugpLf)(h) = ( 1[K ∶ L] ∑gL∈K/LpLf)(g−1h)= 1[K ∶ L] ∑gL∈K/L 1µ(L) ∫L f(l−1g−1h)dµ(l)= 1
µ(K) ∑gL∈K/L ∫gL f(l−1h)dµ(l)= (pKf)(h) .
Since Cc(G) is dense in L2(G), we find that pK = 1[K ∶L] ∑gL∈K/L ugpL.
The next lemma shows that averaging projections behave well with respect to conjugation by canon-
ical unitaries.
Lemma 2.15. Let G be a locally compact group and K ≤ G be a compact open subgroup. Then in
Cc(G) for all g ∈ G we have
ugpKu
∗
g = pgKg−1 .
Proof. Take K ≤ G as in the statement of the lemma and let µ be a left Haar measure for G. For
f ∈ Cc(G) and g, h ∈ G we obtain
ugpKu
∗
gf(h) = 1µ(K) ∫
K
f(gk−1g−1h)dµ(k)
= 1
µ(K)∆(g) ∫
gKg−1
f(k−1h)dµ(k)
= 1
µ(gKg−1) ∫
gKg−1
f(k−1h)dµ(k)
= pgKg−1f(h) .
This shows that ugpKu∗g = pgKg−1 .
We can next describe products of the form pKugpK in Cc(G). The second part of the following
proposition has a reformulation in terms of Hecke algebras (Section 2.5.1).
Proposition 2.16. Let K be a compact open subgroup and g ∈ G. Put L =K ∩ gKg−1 Then
pKugpK = 1[K ∶ L] ∑kL∈K/LukgpK .
In particular for g, h ∈ G we have
pKuhpKugpK = 1[K ∶ L] ∑kL∈K/LpKuhkgpK .
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Proof. By Proposition 2.14, we have
pK = 1[K ∶ L] ∑kL∈K/LukpL .
Using Lemma 2.15, this implies
pKugpK = 1[K ∶ L] ∑kL∈K/L∑ukpLugpK = 1[K ∶ L] ∑kL∈K/Lukgpg−1LgpK = 1[K ∶ L] ∑kL∈K/LukgpK ,
which proves the first part of the proposition. The second part of the proposition follows directly
from the first one.
2.5.1 Hecke C∗-algebras
Given a discrete Hecke pair Λ ≤ Γ there is a natural convolution product on double cosets. Let
C(Γ,Λ) be the vector space whose basis consists of vg, ΛgΛ ∈ Λ/Γ/Λ. We set R(g) ∶= [Λ ∶ Λ∩gΛg−1]
and L(g) ∶= [Λ ∶ Λ ∩ g−1Λg]. We define a multiplication on C(Γ,Λ) by
vhvg = ∑
g′Λ⊂ΛgΛ
R(h)
R(hg′)vhg′
and an involution by
v∗g = R(g)L(g) vg−1 .
There is a *-representation of C(Γ,Λ) on `2(Λ/Γ) via
vhδΛg = ∑
Λh′⊂ΛhΛ δΛh′g .
The norm closure of C(Γ,Λ) in this representation is the reduced Hecke-C∗-algebra of Λ ≤ Γ, denoted
by C∗red(Γ,Λ).
In a completely analogous fashion, one associates with an inclusion K ≤ G of a compact open group
into a locally compact group a reduced Hecke-C∗-algebra C∗red(G,K). Note that in this case the
equality
∆(g) = [g−1Kg ∶K ∩ g−1Kg][K ∶K ∩ g−1Kg] = R(g)L(g)
holds. There is a *-isomorphism pKC∗red(G)pK ≅ C∗red(G,K) given by pKugpK ↦ R(g)1/2L(g)1/2vg.
Moreover, if K ≤ G is the Schlichting completion of a discrete Hecke pair Λ ≤ Γ, then C∗red(G,K) ≅
C∗red(Γ,Λ) as Tzanev showed in [Tza03, Theorem 4.2].
2.6 Weight theory
In this section we briefly recall weight theory and the Plancherel weight on the group C∗-algebra
and the group von Neumann algebra of a locally compact group. We refer the reader to [Tak03,
Chapter VII] for more details about weight theory on von Neumann algebras and C∗-algebras. For
a short summary of weights on C∗-algebras, we recommend [KV99, Section 1]. Weights should be
thought of as integration against a possibly infinite measure on a noncommutative space.
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Definition 2.17. Let A be a C∗-algebra. A function ϕ ∶ A+ → [0,∞] is called a weight if
• ϕ(x + y) = ϕ(x) + ϕ(y) for all x, y ∈ A+, and
• ϕ(rx) = rϕ(x) for all x ∈ A+, r ∈ R≥0.
If ϕ is a weight on A then we denote by nϕ ∶= {x ∈ A ∣ϕ(x∗x) < ∞} the space of square integrable
elements and by mϕ = n∗ϕnϕ the space of integrable elements. Every element x ∈ m+ϕ satisfies
ϕ(x) <∞. There is a unique linear functional on mϕ which extends ϕ∣m+ϕ . We denote it also by ϕ.
ϕ is called densely defined, if mϕ ⊂ A is dense. We say that ϕ is proper if it is non-zero densely
defined and lower semi-continuous in the norm topology. A weight on a von Neumann algebra M
is called semi-finite if mϕ ⊂ M is strong-* dense. It is called normal if it is lower semi-continuous
in the strong-* topology. A normal semi-finite faithful weight is called an nsff weight.
2.6.1 The GNS-construction
Definition 2.18. Let ϕ be a weight on a C∗-algebra A. A GNS-construction for ϕ is a triple(H,Λ, pi) where
• H is a Hilbert space,
• Λ ∶ nϕ →H is a linear map with dense image such that ⟨Λ(x),Λ(y)⟩ = ϕ(y∗x) for all x, y ∈ nϕ.
• pi ∶ A→ B(H) is a *-representation satisfying pi(x)Λ(y) = Λ(xy) for all a ∈ A and all y ∈ nϕ.
Every weight has a GNS-construction, which is unique up to unitary equivalence.
2.6.2 The Plancherel weight and its modular automorphism group
Let G be a locally compact group and µ a left Haar measure on G. Then the Plancherel weight ϕ on
L(G) satisfies ϕ(f) = f(e) for all f ∈ Cc(G) ⊂ L(G). It is an nsff weight. Its restriction to C∗red(G)
is a proper weight. Note that a Plancherel weight depends on the choice of µ via the embedding
Cc(G) ⊂ L(G).
If K is a compact open subgroup, we associated the averaging projection pK = 1µ(K) ∫K λkdµ(k)
with it. The Plancherel weight ϕ satisfies
ϕ(ugpK) = ⎧⎪⎪⎨⎪⎪⎩
1
µ(K) , g ∈K
0 , g ∈ G ∖K .
We will see in Lemma 2.23 that this property almost characterises Plancherel weights.
Plancherel weights are described in [Tak03, Chapter VII, §3]. The so called modular operator of a
Plancherel weight is the maximal self-adjoint positive multiplication operator associated with the
modular function ∆ of G. For a Plancherel weight ϕ, the modular operator is denoted by ∆ϕ. Its
spectrum is σ(∆ϕ) = ∆(G). Denote by σϕt = Ad ∆it the so called modular automorphism group of
ϕ (see [Tak03, Chapter VIII, §1]. It satisfies σϕt (ug) = ∆(g)itug for all g ∈ G. The set of elements
x ∈ L(G) such that the map t↦ σϕt (x) can be extended to an entire function on C is called the set
of analytic elements of ϕ. All elements in Cc(G) are analytic for any Plancherel weight on L(G).
Let us collect some remarks about the Plancherel weight and its modular automorphism group.
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Remark 2.19. Fix a locally compact group G with modular function ∆ and a left Haar measure
µ. Let ϕ be the Plancherel weight of L(G) associated with µ.
• Since σϕt preserves Cc(G) ⊂ L(G), it restricts to a one-parameter group of *-automorphisms
on C∗red(G). We refer to it as the natural one-parameter group of *-automorphism of the
reduced group C∗-algebra.
• For a compact open subgroup K ≤ G we have ∆∣K ≡ 1. For any z ∈ C, we hence obtain
σϕz (pK) = σϕz ( 1µ(K) ∫
K
ugdµ(g)) = 1
µ(K) ∫
K
σϕz (ug)dµ(g) = pK .
2.6.3 KMS-weights
If ϕ is a normal semi-finite faithful weight on a von Neumann algebra M , then it satisfies
ϕ(xy) = ϕ(yσϕ−i(x))
for all analytic square integrable elements x, y ∈ M . (Compare [Tak03, Chapter VIII, § 1, Defini-
tion 1.1]). A similar result for proper weights on C∗-algebras does not hold in general. However,
we are next going to define a class of weights on C∗-algebras which admit such control. If (σt)t is
a norm continuous one-parameter group of *-automorphisms, on a C∗-algebra A, then the set of
analytic elements for (σt)t is dense in A according to [Kus97, Section 1]. So the following definition
makes sense.
Definition 2.20. Let A be a C∗-algebra and (σt)t a one-parameter group of *-automorphisms.
A proper weight ϕ on A is called KMS-weight with respect to (σt)t if
• ϕ ○ σt = ϕ for all t ∈ R and
• ϕ(x∗x) = ϕ(σ i
2
(x)σ i
2
(x)∗) for all x ∈ D(σ i
2
),
where D(σ i
2
) denotes the domain of σ i
2
.
Since a Plancherel weight on C∗red(G) is a restriction of a Plancherel weight on L(G), it is a KMS-
weight. For illustration, we explicitly work out the example of Plancherel weights of totally discon-
nected groups.
Example 2.21. Let G be a totally disconnected locally compact group with left Haar measure µ
and ϕ be the Plancherel weight associated with µ. Then ϕ is a KMS-weight with respect to the
natural one-parameter group of *-automorphisms of C∗red(G) from Remark 2.19.
Indeed, let g, h ∈ G and K ≤ G be a compact open subgroup. Then by Proposition 2.16
ϕ(pKugpKu∗hpK) = δg,h 1µ(K)[K ∶K ∩ g−1Kg] .
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Also, using ∆(g) = R(g)L(g) , we have
ϕ(σi/2(pKuhpK)σi/2(pKugpK)∗) = ∆(g)−1/2∆(h)−1/2ϕ(pKuhpKu∗gpK)= δg,h∆(g−1) 1
µ(K)[K ∶K ∩ g−1Kg]= δg,h 1
µ(K)[K ∶K ∩ gKg−1]= ϕ(pKu∗gpKuhpK) .
Moreover,
ϕ(σt(pKugpK)) = ∆(g)itϕ(pKugpK) = { ∆(g)it 1µ(K) , if g ∈K
0 , if g ∈ G ∖K } = ϕ(pKugpK) ,
by the fact that ∆∣K ≡ 1. Since ϕ is proper, [Kus97, Result 2.3 combined with Proposition 6.1]
applied to the subset ⋃ K≤G
compact open
pKCc(G)pK ⊂ C∗red(G) show that ϕ is a KMS-weight with respect
to (σt)t.
One can show that the modular automorphism group of a KMS-weight, is implemented by a modular
operator, which is described in the following proposition.
Proposition 2.22. Let ψ be a KMS-weight with respect to a one-parameter group of
*-automorphisms (σt)t on a C∗-algebra A. Let (H,Λ, pi) be a GNS-construction for ψ. There
is a unique positive self-adjoint operator ∆ψ on H such that
∆itψΛ(x) = Λ(σt(x))
for all x ∈ nψ.
We refer to [Tak03, Chapter VIII, §1, proof of Theorem 1.2] and [KV99, Section 2.2] for more details.
The notion of KMS-weights allows us to characterise the Plancherel weight on C∗red(G) similar to
the canonical trace on group C∗-algebras of discrete groups. Recall that the natural one-parameter
group of *-automorphisms of C∗red(G) is the restriction of the modular flow of a Plancherel weight
as described in Section 2.6.2.
Lemma 2.23. Let ψ be a KMS-weight for the natural one-parameter group of *-automorphisms on
C∗red(G). If there is a left Haar measure µ on G such that for every g ∈ G and K ≤ G compact open
we have
ψ(ugpK) = ⎧⎪⎪⎨⎪⎪⎩
1
µ(K) , g ∈K
0 , g ∉K ,
then ψ is the Plancherel weight associated with µ.
We refer to the poofs of Proposition 1.14 and Corollary 1.15 in [KV99]. Denoting by ϕ the Plancherel
weight normalised to ϕ(pK) = ψ(pK), then the proofs given by Kustermans-Vaes can be taken over,
if we observe that that pK , K ≤ G compact open, is a net converging to 1 strictly in C∗red(G) by
Proposition 2.13 and ψ and ϕ agree on elements of the form apK .
The following proposition can be found for example in [KV99, Proposition 1.13]. It says that we
have similar control over KMS-weights on a C∗-algebra as we have over normal semi-finite faithful
weights on a von Neumann algebra.
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Proposition 2.24. Let ψ be a KMS-weight to with respect to (σt)t on a C∗-algebra A. Denote
by A the analytic subalgebra of (σt)t. If x, y ∈ A are square integrable with respect to ψ, then
ψ(xy) = ψ(yσ−i(x)).
2.6.4 The S-invariant of a group von Neumann algebra
We explain how to determine Connes’ S-invariant (Section 2.4.1) for group von Neumann algebras
of totally disconnected groups. For the purpose of this paper, it suffices to analyse the modular
operator of a Plancherel weight.
We start by identifying the centraliser (see [Tak03, Chapter VIII, §2]) of a Plancherel weight. If ϕ
is an nsff weight on a von Neumann algebra M , and (σϕt )t is the modular automorphism group of
ϕ, then the fixed point algebra of (σϕt )t is denoted by Mϕ. It is called the centraliser of ϕ. For
the next proposition recall from Section 2.1 that G0 denotes the kernel of the modular function of
a locally compact group G.
Proposition 2.25. Let G be a totally disconnected group and ϕ a Plancherel weight on L(G). Then
L(G)ϕ = L(G0)..
Proof. Since σϕt (ug) = ∆(g)itug for all g ∈ G, it follows that L(G0) ⊂ L(G)ϕ. We prove the converse
inclusion. For x ∈ L(G)ϕ and a compact open subgroup K ≤ G, we have xpK ∈ L(G)ϕ. By
Proposition 2.13 it suffices to prove that L(G)ϕpK ⊂ L(G0). Let x ∈ L(G)ϕpK . Since pK ∈ nϕ, we
can consider Λϕ(x) = ∑gK∈G/K xg1gK for unique scalars xg ∈ C. By Proposition 2.22, we have
Λϕ(x) = Λϕ(σϕt (x)) = ∆itϕΛϕ(x) = ∑
gK∈G/K xgK∆(g)it1gK .
By uniqueness of the coefficients xg, gK ∈ G/K, we see that Λϕ(x) ∈ L2(G0). This shows that
x ∈ L(G0), which finishes the proof.
Proposition 2.26. Let G be a locally compact group and ϕ be a Plancherel weight on L(G). Then
σ(∆ϕ) = ∆(G).
Proof. We saw in Section 2.6.2 that ∆ϕ is the multiplication operator associated with g ↦ ∆(g).
So the proposition follows right away.
Theorem 2.27. Let G be a totally disconnected group such that L(G0) is a factor. Then S(L(G)) =
∆(G).
Proof. By Proposition 2.25 we may apply Theorem 2.12 to a Plancherel weight ϕ of L(G). Then
Proposition 2.26 shows that S(L(G)) = σ(∆ϕ) = ∆(G).
3 Groups acting on trees with open stabilisers of boundary points
In this section we describe different aspects of groups G acting on a tree T such that Gx ≤ G is
open for some point x ∈ ∂T . In Theorem 3.6 we describe condition (∗) from the introduction, which
applies to all groups treated in the rest of this article.
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Proposition 3.1. Let G ≤ Aut(T ) be a closed subgroup and let x ∈ ∂T . Then the following state-
ments are equivalent.
• Gx ≤ G is open.
• For every compact open subgroup K ≤ G the orbit Kx is finite.
• There is a compact open subgroup K ≤ G fixing x.
Proof. If Gx is open, then ∣Kx∣ = [K ∶ K ∩ Gx] is finite for all compact open subgroups K ≤ G.
Further, if ∣Kx∣ <∞ for some compact open subgroup, then Kx ≤ K is closed and has finite index
and it is hence a compact open subgroup of G. Finally, if some compact open subgroup K fixes x,
then K ≤ Gx, showing that Gx is open.
Proposition 3.2. Let G ≤ Aut(T ) be a closed subgroup. Let g ∈ G be hyperbolic and denote by x
the attracting fixed point of g. Then the following statements are equivalent.
• Gx ≤ G is open.
• There is a compact open subgroup K ≤ G such that gnKg−n ≥K for all n ∈ N.
• There is a compact open subgroup K ≤ G such that [K ∶K ∩ gnKg−n], n ∈ N, is bounded.
• For all compact open subgroups K ≤ G the sequence [K ∶K ∩ gnKg−n], n ∈ N, is bounded.
Proof. Assume that Gx ≤ G is open. Let ρ be a vertex of T on the axis of g. Then K ∶= Gx ∩Gρ =
G[ρ,x) is a compact open subgroup of G. We have gnKg−n = G[gnρ,x) ≥ G[ρ,x) =K for all n ∈ N.
Assume that there is K ≤ G such that gnKg−n ≥K for all n ∈ N. Then K ∩ gnKg−n =K and hence[K ∶K ∩ gnKg−n] = 1 is bounded in n.
Assume that there is a compact open subgroup L ≤ G such that [L ∶ L ∩ gnLg−n] is bounded in n.
Let K ≤ G be a compact open subgroup. Then
[K ∶K ∩ gnKg−n] ≤ [K ∶K ∩ gn(K ∩L)g−n]≤ [K ∶K ∩ gnLg−n][L ∶K ∩L]≤ [(K ∩L) ∶ (K ∩L) ∩ gnLg−n][K ∶K ∩L][L ∶K ∩L]≤ [L ∶ L ∩ gnLg−n][K ∶K ∩L][L ∶K ∩L] .
It follows that [K ∶K ∩ gnKg−n] is bounded in n.
Assume that for all compact open subgroups K ≤ G the sequence [K ∶ K ∩ gnKg−n], n ∈ N is
bounded. Let ρ be a vertex on the axis of g. Then K ∶= Gρ is a compact open subgroup and
K∩gnKg−n = G[ρ,gnρ] is a descending sequence of compact open subgroups. Since [K ∶K∩gnKg−n]
is bounded in n, the sequence K ∩ gnKg−n becomes stationary. So ⋂n≥0K ∩ gnKg−n is an open
subgroup. Then also Gx ≥ G[ρ,x) = ⋂n≥0K ∩ gnKg−n is open.
Before we describe hyperbolic elements both of whose fixed points have an open stabiliser, we need
to note the following well-known lemma.
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Lemma 3.3. Let G ≤ Aut(T ) be a closed subgroup fixing a point x ∈ ∂T . Let H be the set of all
elliptic elements of G. Then H is an ascending union of compact open subgroups and every element
of G∖H is hyperbolic. For every g ∈ G∖H whose attracting fixed point is x there is a compact open
subgroup K ≤H such that gKg−1 ≥K and H = ⋃n∈Z gnKg−n.
Proof. Let g, h ∈ G be elliptic. There are ρ, η ∈ T fixed by g and h respectively. Let ξ be a point
in [ρ, x) ∩ [η, x). Then g and h fix ξ, so gh fixes ξ and it is hence elliptic. Since H is the union of
vertex stabilisers, it is open in G. Since G fixes x ∈ ∂T , it consists only of elliptic and hyperbolic
elements. Hence G ∖H consists entirely of hyperbolic elements.
Now let g ∈ G ∖H be a hyperbolic whose attracting fixed point is X. Let ρ be a vertex on the axis
of g and K = G[ρ,x). Then gKg−1 = G[gρ,x) ≥ K. If k ∈ H, then there is ρ′ ∈ T fixed by k. Since
kx = x, k fixes all points on the geodesic [ρ′, x). So k ∈ G[ρ′,x)∩[ρ,x) ⊂ ⋃n∈Z gnKg−n.
Proposition 3.4. Let G ≤ Aut(T ) be a closed subgroup and g ∈ G hyperbolic such that one of its
fixed points in ∂T has an open stabiliser in G. Then the following statements are equivalent.
• Both fixed points of g have an open stabiliser in G.
• g lies in the kernel G0 of the modular function of G.
• g normalises a compact open subgroup of G.
In particular, if g ∈ G0 is hyperbolic, then either both or none of its fixed points have an open
stabiliser.
Proof. Throughout the proof, g ∈ G denotes a hyperbolic element such that Gx is open for one of
its fixed points x ∈ ∂T . Replacing g by its inverse if necessary, we may assume that its attracting
fixed point has an open stabiliser in G.
By Proposition 3.2, there is a compact open subgroup K ≤ G such that gnKg−n ≥ K for all n ∈ N.
Then [K ∶K ∩ g−nKgn] = [gnKg−n ∶K] = ∆(g−n) = ∆(g)−n .
If the repelling fixed point of g has an open stabiliser, Proposition 3.2 and the previous equation
show that ∆G(g)−1 is a positive integer, whose powers are bounded. Hence ∆G(g) = 1, which proves
that g ∈ G0.
If g ∈ G0, let K ≤ G be a compact open subgroup such that gKg−1 ≥ K, which is provided by
Lemma 3.3. Since left and right multiplication with g preserve the left Haar measure of G, this
implies gKg−1 =K. So g normalises a compact open subgroup of G.
Finally if g normalises some compact open subgroup K ≤ G, then Proposition 3.2 applies to g and
g−1, showing that both fixed points of g have an open stabiliser.
Since an arbitrary hyperbolic element g ∈ G normalises a compact open subgroup of G if and only
if g−1 does so, the last statement of the proposition follows.
Let us now describe condition (∗) as it is mentioned in the introduction. To this end, we need a
characterisation of amenable subgroups of Aut(T ).
Proposition 3.5 (Adams-Ballmann [AB98]). Let G ≤ Aut(T ) be a closed subgroup.
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• If G is amenable, then it fixes some point in V (T ) ∪E(T ) ∪ ∂T . In case G fixes an edge of
T , then it contains an index 2 subgroup fixing a vertex of T .
• If G fixes a point in V (T ) ∪E(T ) ∪ ∂T , then it is amenable.
Theorem 3.6. Let G be a topological group. Then the following two conditions on G are equivalent.
• There is a locally finite tree T such that G ≤ Aut(T ) as a closed subgroup. Further, G is
non-amenable without any non-trivial compact normal subgroup and there is a compact open
subgroup K ≤ G such that NG(K)/K contains an element of infinite order.
• There is a locally finite thick tree T such that G ≤ Aut(T ) as a closed subgroup. Further, G
acts minimally on ∂T and there is some point x ∈ ∂T such that Gx ≤ G is open and Gx ∩G0
contains a hyperbolic element.
Proof. Assume that G satisfies our first condition and take G ≤ Aut(T ) as in the statement. Since G
is non-amenable there is a minimal G-invariant subtree T ′ ≤ T by Proposition 2.4. Note that T ′ must
be thick. Since G does not contain any compact normal subgroups, we can consider G ≤ Aut(T ′)
by restriction. Since G ↷ T ′ admits no proper G-invariant subtree, it follows that G ↷ ∂T ′ is
minimal by Proposition 2.5. Let K ≤ G be a compact open subgroup and g ∈ NG(K) an element
whose image in NG(K)/K has infinite order. Then H ∶= ⟨K,g⟩ ≤ G is a non-compact amenable
open subgroup. So Proposition 3.5 says that there is x ∈ ∂T fixed by H. In particular, H ≤ Gx ≤ G
is open. Moreover, g ∈ Gx is not contained in any compact subgroup, so g is hyperbolic. Now
G ≤ Aut(T ′) satisfies all conditions of the second statement.
Now assume that G satisfies the second condition of the theorem and take G ≤ Aut(T ) as in the
statement. Note that G is not compact, since it contains a hyperbolic element. Since T is thick and
G↷ ∂T is minimal, it follows that G is non-amenable. Moreover, G↷ T is minimal by Proposition
2.5. So any compact normal subgroup of G fixes T pointwise, showing that it is trivial. Take x ∈ ∂T
such that Gx is open and Gx∩G0 contains a hyperbolic element g. By Propositions 3.2 and 3.4 there
is a compact open subgroup K ≤ G such that g ∈ NG(K). Since g ∈ G0 it follows that g ∈ NG(K).
Since g is hyperbolic, it is not contained in any compact subgroup of G and hence its image inNG(K)/K has infinite order. So G satisfies all conditions of the first statement. This finishes the
proof of the theorem.
4 Locally compact Powers groups
In this section we introduce the notion of a locally compact Powers group. This generalises an idea
of Powers [Pow75] and de la Harpe [dlH85] to prove C∗-simplicity for discrete groups. We prove an
analogue of Powers averaging. Further we adapt an idea of de la Harpe and Préaux [dlHP09] used
to show C∗-simplicity of HNN-extensions in order to prove that a natural class of groups acting on
trees are Powers groups. This justifies our definition of Powers groups in the context this article.
We however insist on the ad hoc character of the next definition.
Definition 4.1 (Locally compact Powers group). Let G be a locally compact group. Let K ≤ G be
a compact open subgroup, F ⊂ G ∖K be a compact set and r ∈ N. We say that G satisfies Powers
property with control r with respect to K and F if the following condition holds.
For all n ∈ N× there are elements g1, . . . , gn ∈ G0 and a decomposition of G into left K-invariant sets
G = C ⊔D such that
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• for all f ∈ F we have fC ∩C = ∅,
• the sets g1D, . . . , gnD are pairwise disjoint, and
• [K ∶K ∩ giKg−1i ] ≤ r for all i ∈ {1, . . . , n}.
If we do not need to specify control, we speak of Powers property with respect to K and F only.
Remark 4.2. • A discrete group G is a Powers group in the sense of [dlH85] if and only if it
has the Powers property with respect to {e} and F for all finite sets F ⊂ G ∖ {e}.
• For the results of this paper it is important to introduce explicit control over the subgroup K
and the constant r in our formulation of Powers property. This becomes clear from Proposi-
tion 4.5 and the proof of Theorem 6.2.
• We may replace the control condition “[K ∶K ∩ giKg−1i ] ≤ r for all i ∈ {1, . . . , n}” by
“[K ∶K ∩ g−1i Kgi] ≤ r for all i ∈ {1, . . . , n}”, since g1, . . . , gn ∈ G0. Indeed, [K ∶ K ∩ gKg−1] =
∆(g)[K ∶K ∩ g−1Kg] for all g ∈ G.
The next proposition generalises Powers averaging to locally compact Powers groups. We adapt the
proof given in [dlH07].
Proposition 4.3. Let G be a locally compact group. Assume that G has the Powers property with
control r ∈ N with respect to the compact open subgroup K ≤ G and the compact set F ⊂ G∖K . Then
for all x ∈ Cc(G) whose support lies in F and all ε > 0 there is n ∈ N and elements g1, . . . , gn ∈ G0
satisfying ∥ 1
n
n∑
i=1ugi(xpK)u∗gi∥ < ε ,
and [K ∶K ∩ giKg−1i ] ≤ r for all i ∈ {1, . . . , n}.
Proof. Take K ≤ G, F ⊂ G ∖K and r ∈ N as in the statement of the proposition. Checking the
definition of Powers property, we see that we may assume F = FK. Let x ∈ Cc(G) have support in
F and let ε > 0. For all n ∈ N× there are elements g1, . . . , gn ∈ G0 and a decomposition of G into
K-invariant sets G = C ⊔D such that
• for all f ∈ F ∖K we have fC ∩C = ∅,
• the sets g1D, . . . , gnD are pairwise disjoint, and
• [K ∶K ∩ giKg−1i ] ≤ r for all i ∈ {1, . . . , n}.
Let F˜ be a set of representatives for F /K and write
xpK = ∑
f∈F˜ xfufpK
for some scalars xf ∈ C, f ∈ F˜ . Since C is K-invariant, it is open. For i ∈ {1, . . . , n} we may consider
the orthogonal projections
qi ∶ L2(G)→ L2(giC) .
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Then for all f ∈ F
ufpKu
∗
giqiL
2(G) = L2(fC) and u∗giqiL2(G) = L2(C) .
So
⟨qiugiufpKu∗giqiL2(G),L2(G)⟩ = ⟨ufpKu∗giqiL2(G), u∗giqiL2(G)⟩ = ⟨L2(fC),L2(C)⟩ = {0} .
This shows qiugiufpKu
∗
giqi = 0. Moreover, the images of (1−qi)ugiufpKu∗gi , i ∈ {1, . . . , n} are pairwise
orthogonal. Also, the supports of qiugiufpKu
∗
gi(1 − qi), i ∈ {1, . . . , n} are pairwise orthogonal. We
can proceed to the following estimate.
∥ 1
n
n∑
i=1ugi(xpK)u∗gi∥≤ 1
n
∥ n∑
i=1(1 − qi)ugixpKu∗gi∥ + 1n∥
n∑
i=1 qiugixpKu∗gi(1 − qi)∥≤ √n
n
(sup{∥(1 − qi)ugixpKu∗gi∥ ∣ i ∈ {1, . . . , n}} + sup{∥qiugixpKu∗gi(1 − qi)∥ ∣ i ∈ {1, . . . , n}})
≤ 2√n
n
∥x∥ .
Taking n big enough so that 2
√
n
n ∥x∥ < ε finishes the proof.
In the rest of the section we are going to prove that groups satisfying condition (∗) have the Powers
property with respect to specific compact open subgroups. To this end, we need an abundance
of pairwise transverse hyperbolic elements with uniform control over how well they commensurate
compact open subgroups.
Lemma 4.4. Let G ≤ Aut(T ) be a closed non-amenable subgroup acting minimally on ∂T . Assume
that there is x ∈ ∂T such that Gx is open and Gx∩G0 contains a hyperbolic element. Then for every
non-empty open set O ⊂ ∂T there is r ∈ N and a sequence of pairwise transverse hyperbolic elements(gi)i≥1 in G0 such that the fixed points of gi lie in O for all i ≥ 1 and for all compact open subgroups
K ≤ G the indices [K ∶K ∩ gliKg−li ] are uniformly bounded in i ≥ 1 and l ∈ Z.
Proof. Let O ⊂ ∂T be open. Since Ggx = gGxg−1 for all x ∈ ∂T and all g ∈ G, the set of points x ∈ ∂T
such that Gx is open and Gx ∩G0 contains a hyperbolic element is dense by minimality of G↷ ∂T .
So we may take h ∈ G0 hyperbolic with attracting fixed point in O. Since G is not amenable, we
may then find a conjugate g of h which is transverse to h.
Replacing h by some positive power of itself, we may assume that h maps the fixed points of g intoO. Then the elements gi ∶= high−i , i ∈ N× are hyperbolic and their fixed points lie in O.
Take a compact open subgroup K ≤ G. For all i ≥ 1 and l ∈ Z we have
[K ∶K ∩ gliKg−li ] = [K ∶K ∩ higlh−iK(higlh−i)−1]= [h−iKhi ∶ h−iKhi ∩ glh−iKhig−l]≤ [h−iKhi ∶ h−iKhi ∩ gl(K ∩ h−iKhi)g−l]≤ [h−iKhi ∶ h−iKhi ∩ glKg−l][K ∶K ∩ h−iKhi]≤ [(K ∩ h−iKhi) ∶ (K ∩ h−iKhi) ∩ glKg−l][K ∶K ∩ h−iKhi][h−iKhi ∶K ∩ h−iKhi]≤ [K ∶K ∩ glKg−l][K ∶K ∩ h−iKhi][K ∶K ∩ hiKh−i]
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Since by Proposition 3.4 the fixed points of g, h ∈ G0 have open stabilisers, Proposition 3.2 implies
that [K ∶ K ∩ gliKg−li ] is uniformly bounded for i ≥ 1 and l ∈ Z. Possibly passing to a subsequence
of (gi)i≥1, we may assume that these elements are pairwise transverse, which finishes the proof.
We proceed to show Powers property for groups satisfying condition (∗). The proof is inspired by
Proposition 8 of [dlHP09].
Proposition 4.5. Let G be a group satisfying condition (∗). Then the following statements hold
true.
(i) There is r ∈ N and a compact open subgroup K ≤ G such that for all compact sets F ⊂ G ∖K,
G has the Powers property with control r with respect to (K,F ).
(ii) For a compact open subgroup L ≤ G and x ∈ ∂G such that Gx is open, set K ∶= L ∩Gx. Then
G has the Powers property with respect to (K,L ∖K).
(iii) For all neighbourhoods of the identity N ⊂ G there is a compact open subgroup K ≤ G contained
in N such that G has the Powers property with respect to (K,gK) for all g ∈ G ∖K.
Proof. We start to consider case (i). Fix x ∈ ∂T such that Gx ≤ G is open and Gx ∩G0 contains a
hyperbolic element. By Lemma 3.3 and Proposition 3.4 we find a maximal compact open subgroup
K ≤ Gx such that Gx∖K consists of hyperbolic elements only. Let F ⊂ G∖K be a compact set. We
construct an open K-invariant subset O ⊂ ∂T such that fO ∩O = ∅ for all f ∈ F . Consider F ∖Gx.
It is covered by finitely many right K-cosets. Further fx ≠ x for all f ∈ F ∖Gx. By Lemma 2.9,
we find an open K-invariant set O0 ∋ x such that (F ∖Gx)O0 ∩O0 = ∅. Since F ⊂ G ∖K, Lemma
3.3 applies to show that F ∩Gx only contains hyperbolic elements fixing x. It is covered by cosets
h1K, . . . , hmK where h1, . . . , hm are hyperbolic elements fixing x. Find ρ ∈ T fixed by K. Since x is
a fixed point for all hyperbolic elements h1, . . . , hm, we can apply Proposition 2.8 to mρ(x, ⋅ ). We
find some d ∈ N such that O1 ∶= {z ∈ ∂T ∣mρ(x, z) = d} satisfies hiO1 ∩O1 = ∅ for all i ∈ {1, . . . ,m}.
Since K fixes x and mρ is K-invariant, we see that kO1 = O1 for all k ∈K. So (F ∩Gx)O1 ∩O1 = ∅.
Recall from Remark 2.7 that the sets {z ∈ ∂T ∣mρ(x, z) ≥ d′}, d′ ∈ N, form a basis of compact open
neighbourhoods of x. We hence may choose d big enough so as to assume that O0∩O1 ≠ ∅. PuttingO ∶= O1 ∩O0, we found a non-empty K-invariant open subset of ∂T such that fO ∩O = ∅ for all
f ∈ F .
Let g ∈ G0 be some hyperbolic element whose attracting fixed point lies in O and whose repelling
fixed point we denote by y ∈ ∂T . Let U ∋ y be a clopen neighbourhood. By Lemma 4.4 there
is a sequence of pairwise transverse hyperbolic elements (hi)i≥1 in G0 whose fixed points lie in
∂T ∖ ({x}∪U). Also, we find r0 ∈ N such that [K ∶K ∩ hliKh−li ] ≤ r0 for all i ≥ 1 and all l ∈ Z. Note
that r is independent of F . Denote the attracting fixed point of hi by αi and its repelling fixed
point by ωi. Since αi, ωi ∈ ∂T ∖ ({x} ∪ U), i ≥ 1, there is some m ∈ N such that gmαi, gmωi ∈ O for
all i ≥ 1. Let gi ∶= gmhig−m. Now calculation of Lemma 4.4 shows that
[K ∶K ∩ gliKg−li ] ≤ [K ∶K ∩ gmKg−m]r20 =∶ r
for all i ≥ 1 and all l ∈ Z. Before we finish the proof in case (i), let us consider the other cases of the
proposition.
Consider case (ii). Take a compact open subgroup L ≤ G and x ∈ ∂T such that Gx is open. Put
K ∶= L ∩Gx and F ∶= L ∖K. Since L is compact and Gx is open, Fx is finite by Proposition 3.1.
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Moreover, x ∉ Fx. By Proposition 2.9 there is an open K-invariant set O ⊂ ∂T such that fO∩O = ∅
for all f ∈ F .
Let us now consider case (iii). Take a neighbourhood of the identity N ⊂ G. Note that for any set
Σ ⊂ ∂T containing at least three different points, GΣ fixes a point in T and it is hence compact.
Since G↷ ∂T is faithful, in any dense set Σ0 ⊂ ∂T we find a finite subset Σ ⊂ Σ0 such that GΣ ⊂ N .
The set
Σ0 ∶= {x ∈ ∂T ∣Gx is open and Gx ∩G0 contains a hyperbolic element}
is dense, because G ↷ ∂T is minimal. It follows that there is a finite subset Σ ⊂ Σ0 such that
GΣ ⊂ N . Put K ∶= GΣ. If g ∈ G ∖K, then there is x ∈ Σ such that gx ≠ x. Let O be an open
neighbourhood of x such that gO ∩O = ∅. Since K fixes x, Proposition 2.9 says that we may makeO smaller so as to assume that it is K-invariant. For the last part of the proof we set F ∶= gK.
In all cases (i),(ii) and (iii), we have a compact open subgroup K ≤ G and a compact right K-
invariant set F ⊂ G∖K together with an open K-invariant set O ⊂ ∂T satisfying fO ∩O = ∅ for all
f ∈ F . In case (i), K is independent of the choice of F . Moreover, in case (i) we already constructed
a sequence (gi)i≥1 of pairwise transverse hyperbolic elements whose fixed points lie in O. There is
some r ∈ N independent of F such that [K ∶ K ∩ gliKg−li ] ≤ r for all i ≥ 1 and all l ∈ Z. In cases (ii)
and (iii), we may choose such a sequence (gi)i≥1 according to Lemma 4.4. But in the latter case, r
possibly depends on F . For the next paragraph, denote by ωi the attracting fixed point of gi, i ≥ 1.
Now pick x ∈ ∂T and set
C ∶= {g ∈ G ∣ gx ∈ O} ,
D ∶= {g ∈ G ∣ gx ∉ O} .
Then C and D are leftK-invariant, since O isK-invariant. Moreover, fO∩O = ∅ implies fC∩C = ∅
for all f ∈ F . Fix n ∈ N. We can find pairwise disjoint open neighbourhoods ofWi of ωi, i ∈ {1, . . . , n}
and exponents li ∈ N× such that glii (∂T ∖O) ⊂Wi. Replacing each gi by glii , we may assume that
gi(∂T ∖ O) ⊂ Wi. Then g1D, . . . , gnD are pairwise disjoint sets. This finishes the proof of the
proposition.
5 Fullness of averaging projections
In this section we take a first step to prove our C∗-simplicity result. If a group G is C∗-simple, then
in particular the projections pK averaging over a compact open subgroup of G are full in C∗red(G).
We are not aware of any simple criterion ensuring fullness of pK . So the aim of this section is to
prove that averaging projections in reduced group C∗-algebras of groups satisfying condition (∗) are
full.
We start with a lemma ensuring invertibility of certain averages in C∗red(G) in the proof of Propo-
sition 5.2.
Lemma 5.1. Let G be a locally compact group and K ≤ G a compact open subgroup. Then for all
g ∈ G we have
pKu
∗
gpKugpK ≥ [K ∶K ∩ gKg−1]−2pK .
Proof. Take a compact open subgroup K ≤ G and g ∈ G. It suffices to prove that for all ξ ∈ pKL2(G),
we have ⟨pKu∗gpKugpkξ, ξ⟩ ≥ [K ∶K∩gKg−1]−2∥ξ∥2. Let µ be the left Haar measure for G satisfying
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µ(K) = 1. For ξ = ∑h ξh1Kh ∈ pKL2(G), we have
⟨pKu∗gpKugpkξ, ξ⟩ = ∥pKugξ∥2 =∑
h
∫
G
∣ξh∣2∣(pK1gKh)(l)∣2dµ(l)
=∑
h
∫
G
∣ξh∣2∣(∫
K
1gKh)(k−1l)dµ(k)∣2dµ(l) .
Since k−1l ∈ gKh if and only if k ∈ lh−1Kg−1, we obtain for l ∈ gKh and k ∈ gKg−1 ∩ K that
1gKh(k−1l) = 1. We can hence continue the previous equation and obtain
⟨pKu∗gpKugpkξ, ξ⟩ ≥∑
h
∣ξh∣2µ(gKh)µ(gKg−1 ∩K)2
= µ(gKg−1 ∩K)2∑
h
∣ξh∣2µ(Kh)
= [K ∶K ∩ gKg−1]−2∥ξ∥2 .
This finishes the proof of the lemma.
Proposition 5.2. Assume that G is a group satisfying condition (∗). Then pK is a full projection
in C∗red(G), i.e. the closed two-sided ideal generated by pK equals C∗red(G).
Proof. We have to show that for all compact open subgroups K ≤ G the closed two-sided ideal
generated by pK equals C∗red(G). We start by proving the following claim.
Claim. Let I ⊴ C∗red(G) be a closed two-sided ideal such that pK ∈ I for some compact open
subgroup K ≤ G. Then pK∩Gx ∈ I for all x ∈ ∂T that have an open stabiliser Gx ≤ G.
Fix I ⊴ C∗red(G), K ≤ G and x ∈ ∂T as in the claim. By Proposition 4.5 the group G has the Powers
property with respect to L ∶= K ∩Gx and F ∶= K ∖ L. We can write [K ∶ L]pK = ∑gL∈K/L ugpL, as
shown by Proposition 2.14. So Proposition 4.3 says that there is r ∈ N such that for all ε > 0 there
are g1, . . . , gn ∈ G0 satisfying [L ∶ L ∩ giLg−1i ] ≤ r and
∥ 1
n
n∑
i=1ugi([K ∶ L]pK − pL)u∗gi∥ < ε .
Note that [L ∶ L∩ g−1i Lgi] = [L ∶ L∩ giLg−1i ]∆(g−1i ) ≤ r for all i ∈ {1, . . . , n}. By Lemma 5.1 we have
pLugipLu
∗
gipL ≥ [L ∶ L ∩ g−1i Lgi]−2pL ≥ r−2pL
for all i ∈ {1, . . . , n}. We showed that there is 0 < δ ∶= r−2 < 1 such that for all ε > 0 there is
x ∶= [K ∶L]n ∑ni=1 pLugipKu∗gipL ∈ I and an invertible element y ∶= 1n ∑ni=1 pLugipLu∗gipL ∈ pLC∗red(G)pL
such that ∥x − y∥ < ε and σ(y) ⊂ [δ,1]. Then σ(y−1) ⊂ [1, δ−1] and in particular ∥y−1∥ ≤ δ−1. So
∥x ⋅ y−1 − pL∥ ≤ ∥x − y∥∥y−1∥ < εδ−1 .
Choosing ε ≤ δ, we conclude that x ⋅ y−1 ∈ I is invertible in pLC∗red(G)pL. So pL ∈ I, which proves
the claim.
Since G↷ ∂T is minimal the set
Σ0 ∶= {x ∈ ∂T ∣Gx is open and Gx ∩G0 contains a hyperbolic element}
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is dense in ∂T . Moreover, for every set Σ ⊂ Σ0 such that ∣Σ∣ ≥ 3, the pointwise stabiliser GΣ fixes a
point in T and is hence compact. By faithfulness of G ↷ ∂T , we conclude that the compact open
subgroups GΣ with Σ ⊂ Σ0 and ∣Σ∣ ≥ 3 form a neighbourhood basis of e in G. So the claim combined
with Proposition 2.14 shows that pL ∈ C∗red(G)pKC∗red(G) for all compact open subgroups L ≤ G.
By Proposition 2.13, (pK), K ≤ G compact open, strictly converges to 1 in C∗red(G), it follows
that the closed two-sided ideal generated by all projections pK , K ≤ G compact open subgroup, is
C∗red(G). This finishes the proof of the proposition.
6 C∗-simplicity
This section has two aims. First, we show that a C∗-simple group must be totally disconnected,
extending Proposition 4 of [BCdlH94]. Then we combine results from Sections 4 and 5 in order
to prove that groups satisfying condition (∗) are C∗-simple. In connection with examples from
Section 9, this gives rise to the first C∗-simplicity result for non-discrete groups.
Let G be a locally compact group and pi a unitary representation of G. We denote by p˜i the *-
representation of the maximal group C∗-algebra C∗max(G) that is induced by pi. If pi, ρ are two
unitary representations of G, then we say that pi is weakly contained in ρ and write pi ≺ ρ, if
ker p˜i ⊃ ker ρ˜. If pi ≺ ρ and pi ≻ ρ, we say that pi and ρ are weakly equivalent and write pi ∼ ρ. We
refer to [BdlHV08, Appendix F] for more a good summary of basic properties of weak containment.
It is clear from the definitions that G is C∗-simple if and only if pi ≺ λG implies pi ∼ λG for every
unitary representation pi of G. We will use this characterisation of C∗-simplicity in the proof of the
following theorem.
Theorem 6.1. Let G be a locally compact C∗-simple group. Then G is totally disconnected.
Proof. Let G be a locally compact group that is not totally disconnected. We have to show that
there is a unitary representation pi ≺ λG such that pi /∼ λG.
Since G is not totally disconnected, the connected component G0 ≤ G of the identity is not trivial.
Let K ⊴ G0 the maximal compact normal subgroup. By the structure theorem for locally compact
groups, G0/K is a connected Lie group. If R denotes the inverse image in G0 of the amenable radical
of G0/K, then H ∶= G0/R is a connected semi-simple Lie group with trivial centre and hence it is
linear. Note that R is amenable, since it is compact-by-amenable. Moreover, R is a characteristic
subgroup of G0 and hence normal in G. If R ≠ {e} then the quasi-regular representation λG,R is
weakly contained in λG, but it is not injective on G. Hence λG,R /∼ λG, which finishes the proof
So we may assume that R = {e} and hence H = G0 is a connected semi-simple linear Lie group. Let
pi0 be a principal series representation of H and let pi = IndGH(pi0) be the induced representation of
G. Then pi ≺ λG, since pi0 ≺ λH . We show that pi is not weakly equivalent to λG. By Mackey’s
subgroup theorem [Mac51, Theorem 12.1], we have ResGH(pi) ∼⊕α∈G pi0○α ≺⊕α∈Aut(H) pi0○α, where
we apply α ∈ G via its image in Aut(H).
By the definition of the Fell topology, {ρ irrep of H ∣ρ ≺ pi0} is closed in the unitary dual Hˆ. Since
every semi-simple Lie group has a finite outer automorphism group, by [Mur52, Corollary 2], and
pi0○α depends up to unitary equivalence only on the image of α ∈ Aut(H) in Out(H), it follows that⋃α∈Aut(H){ρ irrep of H ∣ρ ≺ pi0 ○ α} is closed in Hˆ. So if ρ is an irreducible unitary representation
of H such that ρ ≺⊕α∈Aut(H) pi0 ○α, then ρ ≺ pi0 ○α for some α ∈ Aut(H). Since H is a CCR group
by [Dix77, Theorem 15.5.6] and since pi0 ○ α is irreducible, we conclude that ρ ≅ pi0 ○ α.
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We showed that ResGH(pi) weakly contains only finitely many irreducible representations of H.
However λH = ResGH(λG) weakly contains all principal series representations, of which there are
infinitely many. This implies pi /∼ λG and finishes the proof of the theorem.
Theorem 6.2. Let G be a group satisfying condition (∗). Then C∗red(G) is simple.
Proof. Take G ≤ Aut(T ) as in the statement of the theorem. Let I ⊲ C∗red(G) be a non-trivial closed
two-sided ideal and take 0 ≠ x ∈ I positive. By Proposition 4.5 (i) there is a compact open subgroup
K ≤ G and some number r ∈ N such that for all compact subsets F ⊂ G ∖K, Powers property with
control r holds with respect to (K,F ) inside G. We choose the Plancherel weight ϕ on C∗red(G)
satisfying ϕ(pK) = 1. We may scale x so that ϕ(pKxpK) = 1. Fix ε > 0 and find y0 ∈ Cc(G) such
that ∥x−y0∥ < ε2 . Since G has the Powers property with control r with respect to K and supp y0∖K,
Proposition 4.3 says that there are elements g1, . . . , gn ∈ G0 for which Powers averaging gives
∥ 1
n
n∑
i=1ugi(y0pK − pK)u∗gi∥ < ε2
and [K ∶K ∩ giKg−1i ] ≤ r for all i ∈ {1, . . . , n}. We obtain that
∥ 1
n
n∑
i=1ugi(x − pK)u∗gi∥≤ ∥ 1
n
n∑
i=1ugi(y0 − pK)u∗gi∥ + ε2< ε
2
+ ε
2
.
Then also ∥ 1
n
n∑
i=1pKugixu∗gipK − 1n
n∑
i=1pKugipKu∗gipK∥ < ε .
Note that [K ∶ K ∩ g−1i Kgi] = [K ∶ K ∩ giKg−1i ]∆(g−1i ) ≤ r for all i ∈ {1, . . . , n}. By Lemma 5.1, we
have pKugpKu∗gpK ≥ [K ∶ K ∩ g−1Kg]−2pK for all g ∈ G. This implies that 1n ∑ni=1 pKugipKu∗gipK ≥
r−2pK .
Summarising the proof up to now, we showed that there is 0 < δ ∶= r−2 < 1 such that for all ε > 0 there
is a ∶= 1n ∑ni=1 pKugixu∗gipK ∈ I and an invertible element b ∶= 1n ∑ni=1 pKugipKu∗gipK ∈ pKC∗red(G)pK
such that ∥a − b∥ < ε and σ(b) ⊂ [δ,1]. Then σ(b−1) ⊂ [1, δ−1] and in particular ∥b−1∥ ≤ δ−1. So
∥a ⋅ y−1 − pK∥ ≤ ∥a − b∥∥b−1∥ < εδ−1 .
Choosing ε ≤ δ, we conclude that a ⋅b−1 ∈ I is invertible in pKC∗red(G)pK . So pK ∈ I. By Lemma 5.2,
we obtain I = C∗red(G). This finishes the proof.
6.1 Applications
In this section we apply Theorem 6.2 to two problems of independent interest. We first give to the
best of our knowledge the first non-trivial examples of simple reduced Hecke-C∗-algebras and then
show that certain groups acting on trees are not of type I.
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Corollary 6.3. Let T be thick tree and Γ ≤ Aut(T ) some not necessarily closed group acting without
proper invariant subtree. Let Λ be some vertex stabiliser of in Γ and assume that there is a finite
index subgroup Λ0 ≤ Λ such that NΓ(Λ0)/Λ0 contains an element of infinite order. Then C∗red(Γ,Λ)
is simple.
Proof. Take Λ = Γρ ≤ Γ ≤ Aut(T ) as in the statement of the corollary. Let G = Γ and K = Λ. Then
the natural bijection between G/K and Γ/Λ conjugates G and Γ/ Λ. So by [Tza03, Theorem 4.2], we
have C∗red(Γ,Λ) ≅ pKC∗red(G)pK . In view of Theorem 6.2, it hence suffices to show that G satisfies
condition (∗).
Since Γ acts on T without any proper minimal subtree, also G does so. So Proposition 2.5 shows
that G ↷ ∂T is minimal. Since T is thick, ∂T is a Cantor space. So G does not fix a point
in V(T ) ∪ E(T ) ∪ ∂T . Now Proposition 3.5 implies that G is not amenable. The closure of any
finite index subgroup of Λ is open in K. So the closure L of Λ0 is a compact open subgroup andNG(L)/L = NΓ(Λ0)/Λ0 contains an element of infinite order. We verified condition (∗), finishing
the proof of the corollary.
Corollary 6.4. Let T be a thick tree and G ≤ Aut(T ) be a closed subgroup acting minimally on
∂T . Assume that there is x ∈ ∂T such that
• Kx is finite for some compact open subgroup K ≤ G, and
• there is some hyperbolic element in G0 ∩Gx.
Then G is not a type I group.
Proof. Take G ≤ Aut(T ) as in the statement of the corollary and assume that G. Then by Proposi-
tion 3.1, G satisfies property (*) and hence also G0 satisfies (*). Assuming that G is a type I group,
also its open subgroup G0 is a type I group. So we may assume in addition that G is unimodular.
By Theorem 6.2 G is C∗-simple. Since it is also a type I group, λ is unitarily equivalent to a multiple
of an irreducible representation. In particular, L(G) ≅ B(H) for some Hilbert space H. Since G
is unimodular, the Plancherel weight ϕ on L(G) agrees with the unique tracial weight on B(H).
So if K ≤ G denotes some compact open subgroup of G, the fact that ϕ(pK) <∞, implies that pk
is a finite projection in B(H). This shows that pKL(G)pK is isomorphic to a finite type I factor,
i.e. pKL(G)pK ≅ Mn(C) for some n ∈ N. Take some hyperbolic element g ∈ Gx. Then by pkugpK
satisfies ⟨pKugnpKξ, η⟩→ 0 for all ξ, η ∈ pKL2(G). This means that pKugnpK converges to 0 weakly.
However, pku∗gnpKugnpK ≥ [K ∶K∩gnKg−n]−2pK , which is bounded from below by Proposition 3.2.
So pKugpK does not converge strongly to 0, contradicting the isomorphism pKL(G)pK ≅ Mn(C).
This finishes the proof of the corollary.
7 KMS-weights and von Neumann factors
In this section we apply Powers group methods to prove uniqueness of certain natural KMS-weights
on the reduced group C∗-algebra of certain groups G satisfying condition (∗). This uniqueness allows
us to conclude factoriality of the associated group von Neumann algebra L(G) and to determine its
type.
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Theorem 7.1. Let G be a group satisfying condition (∗) and assume that some compact open sub-
group of G is topologically finitely generated. Let ϕ be a KMS-weight for the natural one-parameter
group (σt)t on C∗red(G). Assume that ϕ(pK) <∞ for all compact open subgroups K ≤ G. Then ϕ is
a Plancherel weight on C∗red(G).
Proof. Let ϕ be a KMS-weight as described in the statement of the theorem. By Lemma 2.23 it
suffices to show that there is a left Haar measure µ on G such that for all compact open subgroups
K ≤ G and for all g ∈ G we have
ϕ(ugpK) = ⎧⎪⎪⎨⎪⎪⎩
1
µ(K) ,g ∈K
0 ,otherwise.
Claim. If K ≤ G is a compact open subgroup and g ∈ G ∖K, then ϕ(ugpK) = 0.
Using Proposition 2.14 it suffices to show the claim for a neighbourhood base of e consisting of
compact open subgroups K ≤ G. So fix a neighbourhood e ∈ N ⊂ G. By Proposition 4.5 we find a
compact open subgroup K ≤ G that is contained in N such that G has the Powers property with
respect to K and gK for all g ∈ G ∖K. Proposition 4.3 says that there is r ∈ N such that for every
ε > 0 there are elements g1, . . . gn ∈ G0 such that
∥ 1
n
n∑
i=1ugiugpKu∗gi∥ < ε
and [K ∶ K ∩ giKg−1i ] ≤ r for all i ∈ {1, . . . , n}. Using a GNS-construction associated with ϕ, this
gives rise to the following estimate for any averaging projection pL with L ≤ G compact open.
ϕ(pL 1
n
n∑
i=1ugiugpKu∗gipL) = ⟨ 1n
n∑
i=1ugiugpKu∗gipL, pL⟩ϕ ≤ ∥ 1n
n∑
i=1ugiugpKu∗gi∥∥pL∥22,ϕ ≤ εϕ(pL)2 .
Since K is topologically finitely generated by Proposition 2.2, Lemma 2.1 says that there are only
finitely many subgroups in K that have index bounded by r. The intersection L of all closed
subgroups ofK which have index bounded by r satisfies g−1i Lgi ≤K for all i ∈ {1, . . . , n}. Lemma 2.15
implies that pKu∗gipL = pKu∗gi for all i ∈ {1, . . . , n}. Using the KMS-condition with Proposition 2.24
and ∆(gi) = 1 for all i ∈ {1, . . . , n} we see that
εϕ(pL)2 ≥ ϕ(pL 1
n
n∑
i=1ugiugpKu∗gipL)= ϕ( 1
n
n∑
i=1ugiugpKu∗gi)= 1
n
n∑
i=1ϕ(ugpKu∗giσ−i(ugi))= 1
n
n∑
i=1 ∆(gi)ϕ(ugpKu∗giugi)= ϕ(ugpK) .
Since ε > 0 is arbitrary and the choice of L is independent of ε, we see that ϕ(ugpK) = 0. This
proves the claim.
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Fix a compact open subgroup L ≤ G and let µ be the left Haar measure of G satisfying µ(L) = 1ϕ(pL) .
If K ≤ G is an arbitrary compact open subgroup, we can apply Proposition 2.14 and the claim to
obtain
1
µ(L) = ϕ(pL)= 1[L ∶K ∩L] ∑g(K∩L)∈L/K∩Lϕ(ugpK∩L)= 1[L ∶K ∩L]ϕ(pK∩L)= 1[L ∶K ∩L] ∑g(K∩L)∈K/K∩Lϕ(ugpK∩L)
= [K ∶K ∩L][L ∶K ∩L] ϕ(pK) .
We infer that ϕ(pK) = 1µ(K) , finishing the proof of the proposition.
Since a Plancherel weight on L(G) restricts to the corresponding Plancherel weight on C∗red(G), the
previous theorem allows us to conclude factoriality of L(G). We are also able to compute its type.
Theorem 7.2. Let G be a group satisfying condition (∗). Further assume that some compact open
subgroup of G is topologically finitely generated. Then L(G) is a factor and S(L(G)) = ∆(G).
• If G is discrete, then L(G) is a type II1 factor.
• If G is unimodular but not discrete, then L(G) is a type II∞ factor.
• If ∆(G) = λZ for some λ ∈ (0,1), then L(G) is a type IIIλ factor.
• If ∆(G) is not singly generated, then L(G) is a type III1 factor.
Proof. Let ϕ be a Plancherel weight on L(G). We first show that L(G) is a factor. Assume that
this is not the case. Then there is a central projection z ∈ L(G)∖{0,1}. Since z is central, ψ ∶= ϕ(z⋅)
is a weight with the same modular automorphism group as ϕ. Hence ψ restricts to a KMS-weight
on C∗red(G). By Theorem 7.1 there is a scalar c ∈ R>0 such that ψ∣C∗red(G) = c ⋅ ϕ∣C∗red(G). Since ϕ is
faithful, we have ψ(1− z) ≠ 0, which contradicts the definition of ψ. We have shown that L(G) is a
factor.
We next show that L(G0) is a factor. Let K ≤ G be a compact open subgroup such that NG(K)/K
contains a element of infinite order. Since K is compact and open, NG(K) ≤ G0. So G0 satisfies
condition (*) and the first part of the proof implies that L(G0) is a factor. We may hence apply
Theorem 2.27, implying that S(L(G)) = ∆(G).
According to Section 2.4.1, it only remains to determine the type of L(G) in case G is unimodular.
If G is discrete, then L(G) is a type II1 factor. If G is unimodular but not discrete, then L(G) is a
factor with a faithful properly infinite trace. Hence L(G) is of type I∞ or type II∞. Let K ≤ G be
a compact open subgroup. We show that the finite factor pKL(G)pK is not of type I. Then it is of
type II1 and hence L(G) is of type II∞. By Propositions 3.2 and 3.4 there is a hyperbolic element
g ∈ G such that [K ∶K ∩ gnKg−n] is bounded for n ∈ Z. Since g is hyperbolic, gn →∞ in G. So for
all ξ, η ∈ L2(G) we have ⟨pKungpKξ, η⟩ = ⟨ungpKξ, pKη⟩→ 0 .
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So pKungpK → 0 weakly. At the same time, Lemma 5.1 says that pKu−ng pKungpK ≥[K ∶K ∩ gnKg−n]−2pK is bounded from below and cannot converge to 0. Put differently, the se-
quence (pKungpK)n does not converge to 0 in the strong topology. Since on finite type I factors the
strong and the weak topology coincide, we conclude that pKL(G)pK must be of type II1.
8 Non-amenability
The following theorem gives a non-amenability criterion for a group von Neumann algebra of a
locally compact group. It is based on the fact that L(G) is amenable if and only if G is amenable,
as long as G is supposed to be discrete.
Proposition 8.1. Let G be a locally compact group containing some compact open subgroup K ≤ G
such that NG(K) is not amenable. Then L(G) is not amenable.
Proof. Take K ≤ G as in the statement of the proposition. Put H ∶= NG(K). Since H ≤ G is open,
there is a normal conditional expectation L(G) → L(H). So it suffices to prove that L(H) is non-
amenable. Since K ⊴ H, we have pKL(H)pK ≅ L(H/K), which is a non-amenable von Neumann
algebra. It follows that also L(H) is non-amenable, which finishes the proof.
We can apply our non-amenability criterion to groups acting on trees.
Theorem 8.2. Let G be a group satisfying condition (∗) and assume that some compact open
subgroup of G is topologically finitely generated. Then L(G) is not amenable.
Proof. We show that there is a compact open subgroup L ≤ G and transverse hyperbolic elements
g, h ∈ NG(L). Fix K ≤ G a compact open subgroup. By Lemma 4.4 there are pairwise transverse
hyperbolic elements (gi)i≥1 and r ∈ N such that [K ∶ K ∩ gliKg−li ] ≤ r for all i ≥ 1 and l ∈ Z. For
fixed i the subgroup Ki ∶= ⋂l∈Z gliKg−li ≤ K is normalised by gi. Proposition 2.2 implies that K is
topologically finitely generated. So by Lemma 2.1, there are only finitely many closed subgroups of
index less or equal to r in K. Hence Ki is an intersection of finitely many open subgroups of K. It
is hence open in K and [K ∶ Ki] is bounded by a constant only depending on r and K. We hence
find different indices i, j ≥ 1 such that Ki =Kj . Put L ∶=Ki, g ∶= gi and h ∶= gj .
Since g, h are transverse hyperbolic elements the ping-pong lemma implies that ⟨gn, hn⟩ ≅ F2 for
some n ∈ N. Moreover, we may assume that each element of ⟨gn, hn⟩ is hyperbolic. This implies
that ⟨gn, hn⟩ ∩K = {e}. So H ∶= ⟨g, h,L⟩ is an open non-amenable subgroup of G and K ⊴ H is
normal. We can hence apply Proposition 8.1. This finishes the proof.
9 Schlichting completions of Baumslag-Solitar groups
In this section we show that Schlichting completions G(m,n) of non-amenable Baumslag-Solitar
groups satisfy condition (∗). They are hence the first examples of non-discrete C∗-simple groups.
We further calculate the type of the factors L(G(m,n)). In unpublished work with C.Ciobotaru,
we obtained factoriality of L(G(m,n)) and could calculate its type by different methods.
It is possible to give a criterion for graphs of groups with finite index inclusions of edge groups into
vertex group, so as to make sure that the Schlichting completion of its fundamental group satisfies
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condition (∗). This method gives rise to further examples to which our main result Theorem 6.2
applies.
Let 2 ≤ ∣m∣ ≤ n be natural numbers. Then the Baumslag-Solitar group
BS(m,n) ∶= ⟨a, t ∣ tamt−1 = an⟩
contains the commensurated subgroup ⟨a⟩. Denote by
G(m,n) = BS(m,n) / ⟨a⟩ ≥ K(m,n) = ⟨a⟩
the Schlichting completion of the pair BS(m,n) ≥ ⟨a⟩. Recall that G(m,n) ≤ Sym(BS(m,n)/⟨a⟩)
is a closed subgroup. By Bass-Serre theory, BS(m,n)/⟨a⟩ has the structure of a m + n-regular tree
T , were gt⟨a⟩ and g⟨a⟩ are connected by an edge for all g ∈ BS(m,n). It follows that G(m,n) ≤
Aut(T ) ≤ Sym(BS(m,n)/⟨a⟩).
The next lemma describes the image of the modular function of G(m,n).
Lemma 9.1. Let m,n ∈ Z×. Then the image of the modular function of G(m,n) is ∣mn ∣Z.
Proof. If ∣m∣ = ∣n∣, then G(m,n) is discrete and hence it is unimodular. We may hence assume that
1 ≤ ∣m∣ < n. Then BS(m,n) ⊂ G(m,n) is a dense subgroup. Since (mn )Z ⊂ R>0 is discrete it suffices
to show that ∆(BS(m,n)) = (mn )Z. Since a ∈ NG(m,n)(K(m,n)), it follows that ∆(a) = 1. Further
t−1⟨an⟩t = ⟨am⟩ showing that ∆(t) = ∣mn ∣. Since BS(m,n) is generated by a, t, this finishes the proof
of the lemma.
Theorem 9.2. Let 2 ≤ ∣m∣ ≤ n and consider the relative profinite completion G(m,n) of the
Baumslag-Solitar group BS(m,n). Then the following statements are true.
• L(G(m,n)) is a non-amenable factor.
• If ∣m∣ = n, then G(m,n) is discrete and L(G(m,n)) is of type II1.
• If ∣m∣ ≠ n, then L(G(m,n)) is of type III∣m
n
∣.
• C∗red(G(m,n)) is simple.
Proof. First note that G(m,n) ≅ Z/nZ ∗ Z if ∣m∣ = n. So in this case G(m,n) is icc and non-
amenable, showing that L(G(m,n)) is a non-amenable type II1 factor. Moreover, G(m,n) is a
Powers group in the sense of de la Harpe [dlH85]. So C∗red(G(m,n)) is simple.
In case ∣m∣ ≠ n we have BS(m,n) ≤ G(m,n). Note that G(m,n) acts transitively on T , so that
G(m,n) ↷ ∂T is minimal by Proposition 2.5. The element atat−1 ∈ G(m,n)0 is hyperbolic and
normalises the closure of ⟨an⟩, which is open in K(m,n). So Proposition 3.2 shows that the fixed
points of atat−1 have an open stabiliser in G. This verifies condition (∗) for G(m,n). Since K(m,n)
is topologically singly generated, Theorems 7.2, 6.2 and 8.2 apply.
Since ∆(G(m,n)) = ∣m∣n Z by Lemma 9.1, Theorem 7.2 shows that L(G(m,n)) is a type IIIλ factor
for λ = ∣m∣n . By Theorem 8.2, L(G(m,n)) is not amenable. Theorem 6.2 implies that C∗red(G(m,n))
is simple.
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