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In der vorliegenden Arbeit wird in acht Studien das Desired Level of
Confidence (DLC) von Hausmann und Läge (2008) validiert. Das DLC
ist ein individuelles Maß des Abbruchs der Informationssuche im Ent-
scheidungsprozess: Erst wenn die Validität einer Information über dem
individuellen Anspruchsniveau an gewünschter Urteilssicherheit (Haus-
mann-Thürig, 2004) liegt, wird die Suche nach weiteren Informationen
abgebrochen und eine Entscheidung getroffen. Das DLC kann in einer
Entscheidungsaufgabe - der Pferdewette - gemessen werden. In Stu-
die 1 wurde untersucht, ob das DLC in der Messaufgabe reliabel er-
fasst werden kann. Dazu wurde die Vorhersagekraft des DLC für das
Entscheidungsverhalten in einem unabhängingen Set von Aufgaben be-
stimmt. Weiterhin wurde untersucht, inwieweit das DLC von irrelevan-
ten Merkmalen der Messaufgabe abhängig ist. Es zeigt sich, dass das
DLC Modell Entscheidungsverhalten gut vorhersagen kann und dass ei-
ne Veränderung der Merkmale der Messaufgabe keinen Einfluss auf die
interindividuellen Unterschiede im DLC hat; die Korrelation zwischen
dem DLC der Pferdewette und dem DLC der für die Studie entwi-
ckelten Messaufgabe - dem Kriminalfall - liegt bei einem Pearson’s r
= .79. In Studie 2 wurde untersucht, wie zeitlich stabil das DLC ist
und inwieweit es sich damit beim DLC um ein Persönlichkeitsmerkmal
handelt. Weiterhin wurde getestet, wie das DLC mit Prozessmaßen
einer Entscheidung und mit der Art der Integration von Informatio-
nen zusammenhängt. Es zeigt sich, dass die Messungen des DLC über
einen Zeitraum von einer Woche mit einem Pearson’s r = .61 zeitlich
stabil ist, dass Probanden mit einem höheren DLC tendenziell mehr
Information in einer Entscheidungsaufgabe - dem Börsenspiel - auf-
decken (Pearson’s r = .42) und dass das DLC nicht mit der Art der
Integration der Informationen zusammenhängt. In den folgenden vier
Studien wurde untersucht, ob das DLC mit situationalen Bedingungen
interagiert. In Studie 3 und 4 wurde untersucht, ob ein Priming eines
One-Reason Entscheidungsverhaltens (ORDM) - das ist ein Entschei-
dungsverhalten, in dem wenige Informationen berücksichtigt werden -
vs. More-Reason Entscheidungsverhalten (MRDM) - das ist ein Ent-
scheidungsverhalten, in dem viele Informationen berücksichtigt werden
- zu einem niedrigen vs. hohen DLC führt. Es zeigt sich, dass weder
ein konzeptuelles Priming noch ein Mindset Priming einen Einfluss auf
die Höhe des DLC hat. In Studie 5 und 6 wurde untersucht, ob Pro-
banden, die ein hohes vs. niedriges situationales Need for Cognitive
Closure (Kruglanski & Webster, 1996) induziert bekommen, ein gerin-
ges vs. hohes DLC haben. Es zeigt sich, dass weder die Attraktivität
der Folgeaufgabe noch ein aversiver Ton in der Erhebungssituation auf
die Höhe des DLC wirken. In den abschließenden Studien wurde un-
tersucht, ob das DLC mit Persönlichkeitsvariablen zusammenhängt. In
Studie 7 und 8 wurde untersucht, ob das DLC mit Antworttendenzen
in einer Signalentdeckungsaufgabe zusammenhängt. Es zeigt sich, dass
Probanden mit einem hohen DLC weder in einer Kategorisierungsauf-
gabe noch in einer Rekognitionsaufgabe ein signifikant konservativeres
Entscheidungskriterium wählen. Es zeigt sich über die Studien hinweg
kein stabiler signifikanter Zusammenhang zwischen dem DLC und dem
Bedürfnis nach kognitiver Geschlossenheit (16-NCCS) (Schlink &Walt-
her, 2007), dem regulatorischen Fokus (Werth & Förster, 2007), der
Achievement Motives Scale (AMS-R) (Lang & Fries, 2006) und - bis
auf einen signifikant positiven Zusammenhang mit der Offenheit für
Erfahrung (Pearson’s r = .27) - mit den Big Five der Persönlichkeit
(Borkenau & Ostendorf, 1993). Statistische Probleme, wie die gerin-
ge Teststärke in den Studien, konzeptuelle Probleme und methodische
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Welche Stadt hat mehr Einwohner: Stuttgart oder Nürnberg? Falls ei-
nem Entscheider1 die Anzahl der Einwohner beider Städte nicht be-
kannt und nicht zugänglich ist, muss er, wenn er nicht raten möchte,
Informationen, die für die Entscheidung relevant und verfügbar sind,
heranziehen (Gigerenzer & Goldstein, 1996, 1999).2
Diese Informationen können internal im Gedächtnis (Bröder, 2007;
Bröder & Schiffer, 2003b, 2006b) und/oder external in der Umwelt
(Payne, Bettman & Johnson, 1988, 1993) “gesucht” werden. In der Städ-
tevergleichsaufgabe können das beispielhaft die Informationen sein, ob
eine der Städte eine Universität hat, ob eine der Städte eine Fußball-
mannschaft in der ersten Bundesliga hat oder ob eine der Städte Lan-
deshauptstadt ist (vgl. Gigerenzer & Goldstein, 1996, Tabelle 1, S. 655).
Nachdem der Entscheider die Informationssuche abbricht oder abbre-
chen muss, z. B. aus Zeitgründen (Payne et al., 1988), können die
vorhandenen Informationen genutzt werden, um zu einer Entscheidung
zu gelangen.
Wenn der Entscheider z. B. meint, dass Landeshauptstädte mehr
Einwohner haben, wird er sich, wenn er rational handelt, aufgrund der
Information, dass Stuttgart eine Landeshauptstadt ist und Nürnberg
nicht, für Stuttgart als die Stadt mit mehr Einwohnern entscheiden.
An dieser Entscheidungsaufgabe lassen sich Grundbegriffe und Grund-
konzepte aus der Entscheidungspsychologie erläutern. Es gibt Entschei-
dungsoptionen wie in diesem Beispiel zwei Städte. Es gibt eine an ei-
nem Außenkriterium validierbare korrekte Antwort3, d. h., entweder
Stuttgart oder Nürnberg hat mehr Einwohner oder beide Städte haben
1Definition: Ein Entscheider ist eine Person, die Entscheidungen trifft.
2Zwar gibt es Studien, die auf die Relevanz von Geschlechtsunterschieden bei Ent-
scheidungen (z. B. Huang & Wang, 2010; Powell & Ansic, 1997) hindeuten, Ge-
schlechtsunterschiede sind aber nicht Thema der Arbeit. “Entscheider” ist somit
im Folgenden geschlechtsneutral zu verstehen.
3Dieser Aufgabentyp ist von einer Präferenzaufgabe abzugrenzen, bei der die Kon-
sequenzen der Optionen bekannt sind und die Wahrscheinlichkeit des Eintretens
und die Präferenz für die Konsequenzen die Entscheidung beeinflussen. Eine
Präferenzentscheidung kann nicht logisch falsch sein, sie kann nur suboptimal
sein, wenn man normative Standards als Vergleich heranzieht (Kahneman &
13
1. Theorie
gleich viele Einwohner. Die korrekte Antwort ist unbekannt, also muss
eine Entscheidung unter Unsicherheit getroffen werden. Als Entschei-
dungshilfe können Informationen konsultiert werden, in dem obigen
Städtebeispiel sind das drei mögliche binäre Informationen (Universi-
tät vorhanden versus nicht vorhanden etc.).
Die Anzahl der Optionen und das Messniveau der Informationen sind
freie Parameter, d. h., es sind auch Entscheidungaufgaben mit mehr als
zwei Optionen - wie z. B. dem Vergleich zwischen drei und mehr Städten
- basierend auf metrischen Informationen - wie z. B. dem prozentualen
Anteil an Grünflächen in Städten - möglich.
Die Informationen, die man auch Hinweisreize oder Cues nennt (Brö-
der, 2009; Brunswik, 1955; Gigerenzer & Goldstein, 1996), deuten nicht
mit vollkommener Sicherheit auf die korrekte Antwort hin. Es ist nicht
immer der Fall, dass eine Landeshauptstadt im Vergleich zu einer deut-
schen Stadt, die nicht Landeshauptstadt ist, mehr Einwohner hat, wie
es z. B. bei dem Vergleich zwischen Frankfurt und Stuttgart der Fall ist
(vgl. Gigerenzer & Goldstein, 1996, Appendix, S. 668). Da die Cues nur
mit einer gewissen Wahrscheinlichkeit auf die korrekte Antwort deuten,
handelt es sich um eine probabilistische Inferenzaufgabe. Die Höhe die-
ser Wahrscheinlichkeit ist ein Gütekriterium eines Cues und wird die
ökologische Validität eines Cues genannt (Bröder, 2009; Gigerenzer &
Goldstein, 1996).
Um einen Cue gewinnbringend einsetzen zu können, muss die Validi-
tät des Cues über der Ratewahrscheinlichkeit (p = .5 bei zwei Optio-
nen) liegen, um überzufällig häufig korrekte Entscheidungen treffen zu
können. Weiterhin muss der Zusammenhang der Richtung der Cue Aus-
prägung mit dem Entscheidungskriterium bekannt sein, d. h., welche
Cue Ausprägung auf eine größere Stadt deutet, um nicht überzufällig
häufig schlechte Entscheidungen zu treffen.
Ein Cue ist jedoch nur dann diagnostisch für eine Vergleichsaufgabe,
wenn er zwischen den Entscheidungsoptionen diskriminiert. Wenn der
Cue für alle Entscheidungsoptionen die gleiche Ausprägung hat, kann
aufgrund des Cues keine Entscheidung zwischen den Optionen getrof-
fen werden. Stuttgart und Nürnberg sind beides Universitätsstädte.
Es lässt sich also anhand des Universität-Cues keine Entscheidung zwi-
schen den Städten treffen. Die Rate, mit der ein Cue zwischen Optionen
Tversky, 1979, 2000). Eine Präferenzentscheidung kann jedoch im Vergleich zu
anderen Präferenzentscheidungen inkonsistent sein, was die Rationalität eines
Entscheiders in Frage stellt (siehe z. B. framing Effekte; Tversky & Kahneman,
1981).
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diskriminiert, nennt man Diskriminanzrate (Bröder, 2009; Gigerenzer
& Goldstein, 1996, 1999); siehe Kapitel 1.2.1 (S. 25) für eine mathema-
tische Definition der ökologischen Validität und der Diskriminanzrate
eines Cues.
Die Entscheidungsfindung ist ein Prozess, d. h., im einfachsten Fall
werden Cues gesucht, die Suche nach Cues wird abgebrochen und ba-
sierend auf den konsultierten Cues wird eine Entscheidung getroffen
(Gigerenzer & Goldstein, 1996, 1999; Gigerenzer, Todd & The ABC
Research Group, 1999).
Wie die Entscheidung getroffen wird, d. h., ob und wie die Cues zu
einer Entscheidung integriert werden, ist gemäß dem Forschungspro-
gramm der adaptiven Werkzeugkiste (Gigerenzer et al., 1999) abhän-
gig von der Entscheidungsstrategie, die ein Entscheider für die Ent-
scheidungsaufgabe wählt. Denkbar ist eine Entscheidung, die nur auf
dem Landeshauptstadt-Cue basiert; denkbar ist aber auch eine Ent-
scheidung, die auf der Verrechnung einzelner oder aller Cues basiert. In
Kapitel 1.2.2 (S. 27) und Kapitel 1.2.3 (S. 30) werden einzelne Strate-
gien genauer vorgestellt.
Bei der Beurteilung der Nützlichkeit von Entscheidungsstrategien
sind normative und deskriptive Aspekte zu trennen. Wie gut eine Ent-
scheidungsstrategie im Vergleich zu anderen Entscheidungsstrategien
Entscheidungsaufgaben korrekt lösen kann, ist eine normative Frage.
Die Bestimmung der optimalen Entscheidung wird mit steigender An-
zahl der Cues computational nicht lösbar, so dass es unwahrscheinlich
ist, dass menschliche Entscheider aufgrund von mentalen und situatio-
nalen Beschränkungen die rational - im Sinne des Kohärenzkriteriums
(d. h. im Einklang mit der normativ korrekten Verrechnung von Cues
nach der Wahrscheinlichkeitstheorie, siehe auch S. 20 für weitere Er-
läuterungen) - beste Entscheidungsstrategie anwenden können (Bröder,
2000c; Gigerenzer & Todd, 1999; Martignon & Hoffrage, 2002; Oaks-
ford & Chater, 1993; Simon, 1956). In Kapitel 1.1 (S. 17) wird das
Problem der begrenzten Rationalität eines menschlichen Entscheiders
und dem daraus hervorgegangenen Forschungsprogramm der adaptiven
Werkzeugkiste (Gigerenzer, Hoffrage & Kleinbölting, 1991; Gigerenzer
et al., 1999) beschrieben. Als Kriterium für einen Strategievergleich
kann z. B. die Anzahl der korrekten Entscheidungen in Entscheidungs-
aufgaben wie der oben beschriebenen Städteaufgabe dienen (Czerlinski,
Gigerenzer & Goldstein, 1999; Gigerenzer & Brighton, 2009); In Kapi-




Der Nachweis über die Akkuratheit einer Strategie in einer Entschei-
dungsaufgabe und damit über die Plausibilität der Anwendung einer
Strategie sagt noch nichts darüber aus, ob und in welchem Ausmaß
Menschen eine Strategie auch tatsächlich anwenden (Bröder & Schiffer,
2003b, S. 278). Wie gut eine Entscheidungsstrategie menschliche Ent-
scheidungen vorhersagen und Entscheidungsprozesse beschreiben kann
und unter welchen Bedingungen eine bestimmte Strategie gegenüber ei-
ner anderen Strategie bevorzugt wird, ist eine empirische Frage (Bröder,
2000b, 2000c; Bröder & Newell, 2008; Newell & Shanks, 2007). Die ma-
thematische Spezifikation des Entscheidungsprozesses einer Entschei-
dungsstrategie lässt empirische Vorhersagen zu und macht es möglich,
die Passung der Vorhersagen einer Entscheidungsstrategie zu beobach-
tetem Entscheidungsverhalten zu bestimmen (Bröder & Schiffer, 2003a;
Glöckner, 2009; Jekel, Nicklisch & Glöckner, 2010). Es ist dann möglich,
Einflussfaktoren auf die Strategiewahl zu untersuchen. In Kapitel 1.2.5
(S. 38) wird ein Überblick zu den Studien zur deskriptiven Güte von
Entscheidungsstrategien gegeben.
Neben der Idee der adaptiven Werkzeugkiste, dass menschliche Ent-
scheider über ein Repertoire an Entscheidungsstrategien verfügen, fin-
den sich in der Literatur als Gegenentwurf Unimodelle einer Entschei-
dung (Busemeyer & Townsend, 1993; Dougherty, Gettys & Ogden,
1999; Glöckner & Betsch, 2008a; Hausmann & Läge, 2008; Juslin &
Persson, 2002; Lee & Cummins, 2004). Diese Modelle haben gemein-
sam, dass sie menschliches Entscheiden über ein Modell abbilden; siehe
Kapitel 1.3 (S. 52) für einen Überblick über Unimodelle menschlichen
Entscheidens.
Das Entscheidungsmodell zum Desired Level of Confidence (Haus-
mann & Läge, 2008) - übersetzt „Anspruchsniveau an gewünschter Ur-
teilssicherheit“ (Hausmann-Thürig, 2004) und im Folgenden mit DLC
abgekürzt -, das zu der Klasse der Unimodelle einer Entscheidung ge-
hört, ist Thema dieser Arbeit. In diesem Modell wird angenommen,
dass Entscheider eine individuell messbare gewünschte Schwelle an Ur-
teilssicherheit anstreben, bevor sie die Suche nach weiteren Cues in
einer Entscheidungsaufgabe abbrechen und eine Entscheidung treffen
(Chaiken, Liberman & Eagly, 1989; Hausmann & Läge, 2008). In Ka-
pitel 1.3.2.1 (S. 60) wird die Aufgabe zur Messung des DLC, in Ka-
pitel 1.3.2.2 (S. 62) das Messmodell des DLC und in Kapitel 1.3.2.3
(S. 65) die empirischen Befunde zum DLC Modell beschrieben.
Da es zu dem Modell nur eine publizierte Studie gibt (Hausmann
& Läge, 2008), bedarf es einer empirischen Validierung des Modells.
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1.1. Begrenzte Rationalität
Es ist abzuklären, ob das individuell messbare DLC ein psychologisch
bedeutsames Konstrukt abbildet und in welcher Relation das DLC-
Modell zu den Entscheidungsstrategien der adaptiven Werkzeugkiste
steht (Konstrukvalidität), ob es sich bei dem DLC um eine Persön-
lichkeitseigenschaft handelt (Stabilität) und/oder ob das DLC mit si-
tuationalen Manipulationen interagiert und mit konstruktverwandten
Persönlichkeitsvariablen korreliert ist (experimentelle Studien). Im ab-
schließenden Kapitel 1.4 (S. 66) des Theorieteils sind die Ziele der Ar-
beit und der Aufbau des empirischen Teils der Arbeit genauer beschrie-
ben.
1.1. Begrenzte Rationalität
Die Städtevergleichsaufgabe (Gigerenzer & Goldstein, 1996, 1999), die
in der Einführung beschrieben wird, ist bei zwei möglichen Alternativen
und drei Cues übersichtlich. Ein Entscheider, dessen Entscheidung auf
einem einzigen Cue basiert, wendet eine Entscheidungsstrategie aus der
Klasse des One-Reason Decision Making (Hausmann & Läge, 2008) -
im Folgenden mit ORDM abgekürzt - an. Bei drei Cues ergeben sich
3!, d. h. also 3 2 1 = 6, mögliche Reihenfolgen, die Cues sequentiell
zu konsultieren.
Erhöht sich die Anzahl der Cues, steigen die möglichen Suchreihenfol-
gen jedoch an: Nach Martignon (1999, S. 152) ist das Auffinden der op-
timalen Suchreihenfolge „NP-complete“, das heißt nicht in polynomialer
Zeit durchführbar und somit für eine großes Zahl von Cues computa-
tional nicht mehr zu bewältigen. In der Originalstudie zur Städtever-
gleichsaufgabe (Gigerenzer & Goldstein, 1996, 1999) lagen neun Cues
vor, so dass es also 9! mögliche Suchreihenfolgen gibt. Zur Bestimmung
einer optimalen Suchreihenfolge müssen also über das gesamte Set von
Städten - in der Studie waren das 83 Städte und damit 3,403 mögliche
Vergleiche4, 362,880 mögliche Suchreihenfolgen - auf ihre Performanz
hin, d. h. die relative Anzahl der korrekt gelösten Städtevergleiche, eva-
luiert werden.
Martignon und Schmitt (1999) konnten zeigen, dass es keine ökono-
mischere Methode als die exhaustive Suche über alle möglichen Cue-
Suchreihenfolgen zum Auffinden der optimalen Suchreihenfolge gibt
4In der Arbeit wird die amerikanische Zeichensetzung für Zahlen verwendet, d. h.,




(vgl. auch mit Martignon & Hoffrage, 2002, Theorem 2, S. 39). Dass ei-
ne optimale Ordnung in einem Set von Vergleichen von Objekten nicht
eine optimale Ordnung in einem unabhängigen Set von Objekten ga-
rantiert, soll hier erwähnt, aber noch nicht thematisiert werden; siehe
dazu die Anmerkungen zur Kreuzvalidierung auf S. 33 in Kapitel 1.2.4.
Wenn alle Cues zugänglich sind, es also Zeit- oder Kostengründe
nicht verhindern, dass mehr als ein Cue konsultiert und für eine Ent-
scheidung verwendet wird, kann eine Entscheidungsstrategie aus der
Klasse des More-Reason Decision Making (Hausmann & Läge, 2008) -
im Folgenden mit MRDM abgekürzt - angewendet werden. Die Wahr-
scheinlichkeit, dass Stadt A größer ist als Stadt B bei einem gegebenem
Cue-Muster, kann über die Anwendung des Bayes-Theorems (Bayes,
1763; Gigerenzer, Czerlinski & Martignon, 1999) berechnet werden; sie-
he Lee und Cummins (2004, S. 345) für eine mathematische Darstellung
für die beschriebene Städtevergleichsaufgabe. Der Aufwand der Berech-
nung erhöht sich bei steigender Anzahl von Cues, was sich bei Cues,
die untereinander korreliert sind, besonders drastisch zeigt (Gigerenzer
& Goldstein, 1996; Lee & Cummins, 2004).
Eine menschliche Entscheidung wird jedoch unter Bedingungen ge-
troffen, die durch die Umwelt und die kognitive Ausstattung eines Ent-
scheiders moderiert wird. Die Anforderungen der Umwelt, wie z. B. eine
Entscheidung unter Zeitdruck fällen zu müssen (Payne et al., 1988),
lassen es nicht zu, die optimale Suchreihenfolge von Cues zu ermitteln.
Die kognitiven Fähigkeiten, wie z. B. die begrenzte Arbeitsgedächtnis-
kapazität (Baddeley, Eysenck & Anderson, 2009; Miller, 1956), lassen es
nicht zu, die Option mit der höchsten Wahrscheinlichkeit für eine kor-
rekte Antwort nach Bayes zu berechnen. Ein menschlicher Entscheider
kann somit den normativ besten Algorithmus zur Optimierung einer
Entscheidung in der Regel nicht einsetzen. Er kann nur begrenzt ratio-
nal entscheiden (Simon, 1956).
Eine Möglichkeit für eine begrenzt rationale Entscheidung ist die An-
wendung von Heuristiken (Gilovich, Griffin & Kahneman, 2002; Tver-
sky & Kahneman, 1974, 1983). Heuristiken sind kognitive Daumenre-
geln, die sich der Performanz von optimalen Algorithmen bei gleichzei-
tig vermindertem Rechenaufwand annähern. Heuristiken können jedoch
zu systematischen Fehlern in einer Entscheidung führen.
Ein Anwender der Repräsentativitäts-Heuristik schließt von der Pas-
sung eines Ereignisses auf ein mentales Modell, wie z. B. einem Pro-
totyp oder Schema, auf die Wahrscheinlichkeit für das Auftretens des
Ereignisses (Tversky & Kahneman, 1983, S. 295). Ein (A) sonniger und
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heißer Tag ist für einen prototypischen Sommertag repräsentativer als
(B) ein regnerischer und kalter Tag, was sich in Wahrscheinlichkeitsur-
teilen für das Auftreten des Ereignisses A und B widerspiegeln sollte
(Tversky & Kahneman, 1983).
Die Repräsentativitäts-Heuristik führt jedoch zu systematischen Feh-
lern wie dem Konjunktionsfehler (Tversky & Kahneman, 1983). Die
Wahrscheinlichkeit, dass ein Ereignis A auftritt, kann niemals kleiner
als die Wahrscheinlichkeit sein, dass Ereignis A und ein weiteres Ereig-
nis B gemeinsam auftreten. Es gilt also p(A \ B)  p(A) (Kahneman
& Tversky, 1996; Tversky & Kahneman, 1983). Die Wahrscheinlich-
keit, dass Linda5 Bankkauffrau ist, ist geringer als die oder gleich der
Wahrscheinlichkeit, dass Linda Bankkauffrau und aktives Mitglied in
der Frauenbewegung ist (Tversky & Kahneman, 1983). Die nach Tver-
sky und Kahneman (1983) irrelevante Zusatzinformation, dass Linda
Philosophie-Graduierte ist und sich für soziale Rechte und Umwelt-
fragen einsetzt, führte aber bei 85% der Probanden von Tversky und
Kahneman (1983, S. 299) dazu, dass sie die Konjunktion als wahrschein-
licher angaben.
Problematisch ist die „Vagheit“ (Gigerenzer, 1996) der Heuristiken
des “Heurisitics and Biases” Programms (Gilovich et al., 2002; Kahne-
man, Slovic & Tversky, 1982). Es fehlt ein Modell über die kognitiven
Prozesse einer Heuristik, aus dem neue empirisch prüfbaren Hypothe-
sen abgeleitet werden können (Gigerenzer, 1996, S. 593). Es ist nicht
klar, wie Informationen einer Entscheidungsaufgabe und deren Reprä-
sentation (Gigerenzer & Hoffrage, 1995) genutzt werden, um zu einer
Entscheidung zu gelangen.6 Es ist weiterhin nicht spezifiziert, unter
welchen Bedingungen Heuristiken angewendet bzw. nicht angewendet
werden (Gigerenzer, 1996).
Die verwendeten Entscheidungsaufgaben sind weiterhin so konstru-
iert, dass eine Entscheidung nach einer Heuristik zu einer falschen Ant-
wort führt (Lopes, 1991). Dies ist auch logisch notwendig, um zu zei-
gen, dass Entscheider systematisch, d. h. in Richtung der Heuristik,
von der normativ korrekten Antwort abweichen (Lopes, 1991, S. 73).
Es können also Aussagen darüber gemacht werden, ob Menschen in die
Richtung einer Heuristik entscheiden. Das bedeutet aber nicht zwangs-
läufig, dass Entscheider die Heuristiken, die Gilovich et al. (2002) vor-
5Dieser Name wurde in der Originalstudie verwendet (Tversky & Kahneman,
1983).
6siehe auch Lewandowsky (1993) für die Vorteile einer Software-Implementierung
einer genau spezifizierten, mathematischen Theorie
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schlagen, auch tatsächlich anwenden. Eine normative Beurteilung einer
Heuristik für die verwendete Aufgabe ist zulässig. Die Anwendung der
Repräsentativitäts-Heuristik führt ja zu einer falschen Entscheidung
beim oben beschriebenen Linda Problem.7 Eine generalisierte Aussage,
d. h. über Entscheidungsumwelten hinweg, über die Nützlichkeit bzw.
Fehleranfälligkeit der Heuristik ist jedoch nicht erlaubt.
Es kann durch den Fokus auf die Fehleranfälligkeit von Heuristiken
ein verzerrtes Bild über die Nützlichkeit von Heuristiken entstehen (Gi-
gerenzer, 1996).8 Um die Nützlichkeit einer Heuristik zu bestimmen, ist
es jedoch notwendig zu erfassen, wie oft eine Heuristik über ein Set von
unterschiedlichen Entscheidungsaufgaben zu korrekten Entscheidungen
führt. Die Repräsentativität einer Aufgabe für eine Entscheidungsauf-
gabe aus dem Alltag kann bestimmt werden (d. h. z. B., wie häufig
diese Aufgabe auftritt oder wie wahrscheinlich die Kombination der
Merkmale der Aufgabe für die Realität ist), um die praktische Rele-
vanz einer Aufgabe abzuschätzen (Brunswik, 1955; Dhami, Hertwig &
Hoffrage, 2004). Wichtig ist hierbei jedoch, dass zur Bewertung der
Relevanz einer Aufgabe die Repräsentativität allein kein ausreichendes
Kriterium ist (Jekel, Fiedler & Glöckner, 2011): Die Konsequenz eines
(irrationalen) Verhaltens in einer unrepräsentativen - hier im Sinne von
seltenen - Aufgabe kann drastisch ausfallen (z. B. in der Krisenbewälti-
gung einer Atom- oder Umweltkatastrophe) oder eine seltene Aufgabe
(bzw. die Einkleidung einer Aufgabe) kann überproportional oft zu ih-
rem Auftreten in einer natürlichen Umwelt präsentiert werden, um so
irrationales Verhalten auszunutzen (z. B. in der Werbung).
Daraus ergibt sich die Frage, für welche Art von Problemen eine Heu-
ristik nützlich bzw. weniger nützlich ist. Es geht also um die Passung
einer Heuristik zu einer (Entscheidungs-)Umwelt (Gigerenzer & Gold-
stein, 1996; Gigerenzer et al., 1999). Todd und Gigerenzer (2000, S.
741) unterscheiden zwischen einem Kohärenz- und Korrespondenzkrite-
rium der Rationalität (siehe auch Hammond & Stewart, 2001; Newell,
2005); ob eine Heuristik rational ist, lässt sich daran festmachen, ob
sie zu einem normativen Standard wie der Wahrscheinlichkeitstheorie
kohärent ist (Tversky & Kahneman, 1974) und/oder mit akkuraten,
schnellen und informationssparsamen Entscheidungen in einer Umwelt
7siehe hierzu aber Gigerenzer (1996, S. 593), der die Angemessenheit der Ver-
gleichsnormen, die sich aus der Wahrscheinlichkeitstheorie ableiten lassen, auf
die Entscheidungsaufgaben von Tversky und Kahneman (1974) in Frage stellt
8siehe Lopes (1991) für eine Analyse der von Tversky und Kahneman (1974) ver-




korrespondiert (Gigerenzer & Goldstein, 1996).9 Die Nützlichkeit einer
Heuristik für eine Entscheidungsumwelt kann also auch als Rationali-
tätskriterium verwendet werden. Die Güte einer Heuristik nach dem
Korrespondenzkriterium wird auch die ökologische Rationalität einer
Heuristik genannt (Goldstein & Gigerenzer, 2002).
Eine Strategie, die das Kohärenzkriterium erfüllt, muss nicht das
Korrespondenzkriterium erfüllen. So zeigen Martignon und Schmitt
(1999, S. 589), dass eine Strategie, die auf der optimalen Suchreihen-
folge der Cues basiert, im Vergleich zu weniger computational aufwän-
digen Strategien (wie Take The Best, siehe weiter unten) schlechter ab-
schneidet, wenn die Methode der Kreuzvalidierung angewendet wird, d.
h., wenn die optimale Suchreihenfolge in einem Lernset von Entschei-
dungsaufgaben ermittelt wird und in einem unabhängigen Testset auf
ihre Performanz hin getestet wird. Um die Rationalität von Heuristiken
zu beurteilen, kann das Korrespondenzkriterium - die Ermittlung der
Akkuratheit von Heuristiken in einer Entscheidungsumwelt - Aufschluss
darüber geben, welche Heuristiken „gut“ sind, und das Kohärenzkriteri-
um - der Vergleich der Prozesse von Heuristiken mit einem normativen
Standard - warum diese gut sind (Newell, 2005, S. 14).
Nach Simon (1956, S. 133) können sich Entscheider über einfache
„mechanische Wahlmechanismen“, die den begrenzten kognitiven Ei-
genschaften eines Organismus Rechnung tragen, adaptiv an die struk-
turellen Umwelteigenschaften anpassen, um „annähernd“ rational zu
entscheiden. Um begrenzte Rationalität zu erforschen, ist es also not-
wendig, die „Prozesse“ eines Systems und die Struktur der Umwelt, für
die sie adaptiv sind, zu bestimmen (Simon, 1990, S. 6). Menschliches
rationales Verhalten ist demnach geformt durch eine „Schere“, deren
Schneideklingen die „rechnerischen Fähigkeiten eines Handelnden“ und
die „Umweltstruktur einer Aufgabe“ sind (Simon, 1990, S. 7).
Menschliche Entscheider optimieren ihre Entscheidungen nicht nach
klassisch rationalen Standards, sondern beenden die Suche nach Al-
ternativen, wenn eine Entscheidungsalternative - z. B. ein bestimmter
Lebenspartner (Gigerenzer & Goldstein, 1996, S. 651) - die „Erwar-
tungen basierend auf Erfahrungen“ darüber, wie „angemessen“ gut eine
Entscheidungsalternative sein kann, erfüllt (Simon, 1990, S. 9). Ein
9Kohärenz kann in Bezug auf eine Heuritik nur graduell sein: Eine Heuristik kann
per Definition nicht kohärent zu einer normativen Lösung sein, da eine Heuristik
weniger Information für ein Urteil heranzieht und/oder die Verrechnung der
Cues vereinfacht (Gigerenzer & Gaissmaier, 2011) und somit immer nur eine
Annäherung an eine normative Lösung sein kann.
21
1. Theorie
begrenzt rationaler Entscheider wird also nicht nach allen möglichen
Entscheidungsalternativen - allen möglichen Partnern in der Gegenwart
und Zukunft - suchen, den Wert - wie z. B. mit einem bestimmten Part-
ner glücklich zu werden - und die Wahrscheinlichkeit des Eintreffens
der Konsequenz, die mit der Entscheidungsalternative verbunden sind,
bestimmen und den Erwartungswert für jede Entscheidungsalternative
berechnen (Bernoulli, 1738), sondern die erste Entscheidungsalternati-
ve wählen, die seinem Anspruch genügt. Ein Entscheidungsalgorithmus,
der dies leistet, wird „satisficing“ Heuristik genannt (siehe Simon, 1990,
S. 9 und Gigerenzer & Goldstein, 1996, S. 651).
Der Zusammenhang zwischen einem Entscheider und seiner Um-
welt lässt sich im Brunswikschen Linsenmodell darstellen (Brunswik,
1955, 1956; Hammond, 1966; Hammond & Stewart, 2001); siehe Abbil-
dung 1.1 (S. 23). Die Ausprägung des distalen Kriteriums ist latent, sie
entzieht sich der direkten Beobachtung. Die Ausprägung der distalen
Variablen manifestiert sich aber in den Cues, die die Umwelt hergibt.
In welchem Maße die Cues mit der distalen Variablen zusammen-
hängen, spiegelt sich in der ökologischen Validität der Cues wieder. Die
Cues werden wiederum von einem Entscheider für seine zentrale Ant-
wort (central response) resp. Urteil (Gigerenzer & Kurz, 2001, Fig. 24.1,
S. 345) über den Zustand der distalen Variablen genutzt. In welchem
Maße Cues genutzt werden, spiegelt sich in der Cue-Nutzung, das ist
der Zusammenhang zwischen den Cues und der Entscheidung, wieder.
Sollen z. B. die Einwohnerzahlen von Städten geschätzt werden und
sind diese nicht direkt beobachtbar (latente distale Variable), so kann
ein Entscheider Cues, die mit der Einwohnerzahl von Städten zusam-
menhängen (ökologische Validität), wie z. B., ob eine Stadt eine Univer-
sität hat oder nicht, in einer bestimmten Weise nutzen (Cue-Nutzung),
um auf die Einwohnerzahlen der Städte zu schließen (zentrale Antwort).
Statistisch lässt sich die ökologische Validität und die Nutzung von
Cues über Korrelationen erfassen oder, um dem Konzept des „vicarious
functioning“ (Brunswik, 1955, S. 207) - d. h. der Redundanz von Cues
durch Interkorrelation - gerecht zu werden, über eine Regression mit
den Cues als Prädiktoren und den Ausprägungen von distalen Variablen
bzw. den Entscheidungen über die Ausprägungen der distalen Variablen
als Kriterium berechnen.
Ein akkurater Entscheider nutzt die validen Cues für eine Entschei-
dung über die Ausprägung einer distalen Variablen. Statistisch lässt









Distale Variable Zentrale Antwort
Abbildung 1.1. Das Brunswiksche Linsenmodell (vgl. Brunswik, 1955, Fig.
8, S. 206). Der Entscheider schließt anhand von Cues auf den Zustand der
distalen Variablen. Ökologische Validität und Cue-Nutzung beschreiben den
Zusammenhang zwischen der distalen Variablen, den Cues und der zentralen
Antwort (resp. Urteil).
schen Validitäten berechnen.10
In der Tradition von Simon (1956) und Brunswik (1955) beschäftigt
sich das Forschungsprogramm der adapativen Werkzeugkiste (Gigeren-
zer et al., 1999) mit „schnellen und (informations-)sparsamen“ Heu-
ristiken einer Entscheidung, das sind die Werkzeuge der Werkzeugkiste
eines Entscheiders, und deren Adaptivität für Entscheidungsumwelten.
Eine Entscheidungsheuristik aus dem Forschungsprogramm der ad-
apativen Werkzeugkiste sollte dabei folgende Charakteristiken aufwei-
sen (Gigerenzer & Goldstein, 1996; Gigerenzer & Todd, 1999): Die drei
Prozess-Bausteine einer Entscheidung, das sind die Suche nach Cues,
10siehe z. B. Gosling, Ko, Mannarelli und Morris (2002) für ein illustratives An-




der Abbruch der Suche nach Cues und die Integration der Cues zu einer
Entscheidung (Gigerenzer & Goldstein, 1996, S. 653), sollen für Heu-
ristiken spezifiziert sein. Entscheidungsheuristiken sollen mathematisch
genau beschrieben sein (Gigerenzer & Todd, 1999, S. 17) und mit Blick
auf die kognitiven Fähigkeiten eines Entscheiders einfach, d. h. wenig
rechenintensiv, sein.
Entscheidungsheuristiken sollen ein mittleres Maß an „Spezifität“ auf-
weisen (Gigerenzer & Todd, 1999, S. 19), d. h., sie dürfen nicht zu un-
spezifisch für eine Entscheidungsumwelt sein, da sie sonst relevante Ei-
genschaften einer Umwelt nicht erfassen, aber auch nicht zu spezifisch
auf eine Entscheidungsumwelt zugeschnitten sein, da sie sonst irrele-
vanten Eigenschaften einer Umwelt erfassen.11 Nur wenn ein mittlere
Maß an Spezifität gelingt, ist eine Generalisierung der Entscheidungs-
heuristik, d. h. eine Anwendung der Heuristik auf neue Daten aus der
Umwelt, erfolgreich und somit robust gegen die Fehlervarianz der Stich-
probe an Daten aus der Umwelt (Gigerenzer & Todd, 1999, S. 20), an
der die Parameter der Heuristik angepasst wurden; siehe dazu auch die
Anmerkungen zur Methode der Kreuzvalidierung auf S. 33 in Kapi-
tel 1.2.4.
In Bezug auf das Brunswiksche Linsenmodell (Brunswik, 1955) kann
auf der rechten Seite des Linsenmodells, auf der die Entscheidungen
modelliert werden, auch eine Heuristik stehen. Wie akkurat eine Heu-
ristik ist, ergibt sich daraus, ob die Heuristik die relevanten Cues, das
sind die Cues mit einer hohen ökologischen Validität, korrekt zu einer
Entscheidung integriert (Nutzung der Cues).
Das Vorgehen im Forschungsprogramm der adaptiven Werkzeugkis-
te besteht zusammenfassend aus vier Schritten (Gigerenzer & Todd,
1999, S. 16): 1.) Computermodelle von Entscheidungsheuristiken, die
die oben beschriebenen Charakteristiken haben, werden implementiert,
2.) für jede Entscheidungsheuristik wird die Umweltstruktur, für die
die jeweilige Entscheidungsheuristik adaptiv ist, analysiert, 3.) für jede
Entscheidungsheuristik wird die Akkuratheit der Entscheidungsheuris-
tik in Entscheidungsumwelten ermittelt und 4.) für jede Entscheidungs-
heuristik wird erfasst, ob Menschen die Entscheidungsheuristik auch
tatsächlich anwenden.
11siehe hierzu auch das „bias-variance dilemma“ (Gigerenzer & Brighton, 2009, S.
117) und das nicht ganz ernst gemeinte „polynomial law of sensation“ von Nihm
(1976), das so viele freie Parameter wie Datenpunkte - 1 hat und somit immer
100% der Varianz in den Daten “aufklären” kann
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1.2. Entscheidungsheuristiken und
Umwelten
Analog zur Forschungsstrategie der adaptivenWerkzeugkiste (siehe letz-
ter Abschnitt im vorherigen Kapitel) wird in diesem Kapitel auf die Pa-
rameter (Kapitel 1.2.1, S. 25) und Architektur (Kapitel 1.2.2, S. 27; Ka-
pitel 1.2.3, S. 30) von Entscheidungsheuristiken und auf deren Akkurat-
heit in Abhängigkeit zu Entscheidungsumwelten (Kapitel 1.2.4, S. 31)
eingegangen. Es wird exemplarisch anhand der prominenten Take The
Best Heuristik (Kapitel 1.2.5.1, S. 42) und der Rekognitions-Heuristik
(Kapitel 1.2.5.2, S. 46) die Evidenz zu der Hypothese, dass Menschen
diese Entscheidungsheuristiken auch anwenden (Kapitel 1.2.5, S. 38),
dargestellt.
1.2.1. Parameter eines Cues
Ob Stadt A oder Stadt B größer ist, kann in der Städtepaarvergleichs-
Aufgabe von Gigerenzer und Goldstein (1996) anhand von (z. B.) fol-
genden Cues geschlossen werden: Ob Stadt A oder B Hauptstadt ist,
Messestadt ist, eine Fußballmannschaft in der ersten Liga hat, eine IC
Zuganbindung hat, Landeshauptstadt ist, ein einstelliges Autokennzei-
chen besitzt, eine Universität hat, einen Industriekomplex hat oder in
Ostdeutschland liegt. Die Eigenschaften eines Cues können anhand von
drei Merkmalen, der Validität, der Diskriminanzrate und der Successra-
te, beschrieben werden (Martignon & Hoffrage, 1999); siehe Tabelle 1.1
(S. 26).
Die Validität eines Cues gibt an, in wie vielen Entscheidungen der
Cue proportional zu allen Entscheidungen, in denen der Cue zwischen
den Optionen diskriminiert, auf die korrekte Option zeigt. Wenn z. B.
der Hauptstadt-Cue zwischen den Städten diskriminiert, das ist dann
der Fall, wenn ein Vergleich zwischen Berlin und einer anderen Stadt
gezogen wird, deutet er auf die größere Stadt. Berlin ist die einzige
Hauptstadt im Set und die Stadt mit der höchsten Anzahl von Ein-
wohnern. Der Hauptstadt Cue hat demnach eine Validität von 1.
Eine Validität von .5 bedeutet für einen Paarvergleich, dass der Cue
in der Hälfte der Fälle auf die korrekte und in anderen Hälfte auf die
falsche Option zeigt. Eine Entscheidung basierend auf einem Cue von
.5 kann somit niemals besser sein als eine Entscheidung basierend auf
Raten, d. h., der Cue hat keinen Informationswert.
Wenn ein Cue eine Validität unter .5 hat, deutet das Nicht-Vor-
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Tabelle 1.1. Validitäten, Diskriminanzraten und Successraten für alle neun
Cues der Städtepaarvergleichsaufgabe (vgl. mit Gigerenzer & Goldstein,
1996, Table 1, S. 655).
Cue Name Validität Diskrimi-nanzrate Successrate
Hauptstadt 1.00 .02 .51
Messestadt .91 .28 .62
Fußballmannschaft
1. Liga .87 .30 .61
IC Zuganbindung .78 .38 .61
Landeshauptstadt .77 .30 .58
Einstelliges
Autokennzeichen .75 .34 .59
Universität .71 .51 .61
Industriekomplex .56 .30 .52
Ost-Deutschland .51 .27 .50
Anmerkungen: Die Parameter basieren auf dem von Anna Kuhlen and Lael
Schooler revalidierten Städte-Cues-Set.
handensein des Cue-Merkmals auf die korrekte Option hin. Die Va-
lidität eines Cues von z. B. .1 wird dann zu .9 umkodiert: In 90% der
Fälle deutet das Nicht-Vorhandensein des Cue-Merkmals auf die kor-
rekte Option. Die Validität eines Cues kann also im Paarvergleich Werte
zwischen .5 und 1 annehmen.
Die Diskriminationsrate gibt an, in wie vielen Entscheidungen pro-
portional zu allen Entscheidungen ein Cue zwischen den Optionen dis-
kriminiert, d. h., die Ausprägungen des Cues für die Vergleiche unter-
schiedlich ist. Der Hauptstadt Cue hat z. B. zwar eine hohe Validität, er
kann aber nur angewendet werden, wenn ein Vergleich zwischen Berlin
und einer anderen Stadt gezogen wird. Bei einem Set von 83 Städten -
und damit 3,403 möglichen Vergleichen - sind das 82 Städtevergleiche,
was einer Diskriminanzrate von 82=3403  :02 entspricht. Die Diskri-
minanzrate eines Cues kann im Paarvergleich Werte zwischen 0 und
 :5 annehmen.
Es ist kritisch anzumerken, dass die Validität, wie sie bei Gigerenzer
und Goldstein (1996) definiert wird, blind für die Anzahl der Verglei-
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che in einer Entscheidungsaufgabe ist, die in die Berechnung einfließen.
So hat ein Cue eine Validität von 1 unabhängig davon, ob er nur in
einer Entscheidung auf die korrekte Option deutet und in 149 weite-
ren Vergleichen nicht diskriminiert oder ob er in allen 150 Vergleichen
auf die korrekte Option deutet (Lee & Cummins, 2004, S. 345). In
der Successrate eines Cues werden die Validität und die Diskriminanz
eines Cues verrechnet. Die Formel lautet (Newell, Rakow, Weston &
Shanks, 2004, Formel 1, S. 120): (DiskriminanzrateValidität)+ ((1 
Diskriminanzrate)  :5). Die Successrate eines Cues kann im Paarver-
gleich Werte zwischen .5 und  :75 annehmen.
Im Folgenden werden beispielhaft Heuristiken beschrieben, in denen
- basierend auf den Cue-Parametern - in einer bestimmten Weise Cues
konsultiert und verrechnet werden. Man kann zwischen Entscheidungen
basierend auf einem Cue (Kapitel 1.2.2, S. 27) und Entscheidungen
basierend auf mehr als einem Cue (Kapitel 1.2.3, S. 30) unterscheiden.
1.2.2. ORDM: Entscheidungen basierend auf einem
Cue
Ein Anwender der Take The Best Heuristik (Gigerenzer & Goldstein,
1996, 1999) sucht die Cues nach der Höhe ihrer Validität ab, stoppt
die Cue Suche nach dem ersten Cue, der zwischen den Optionen dis-
kriminiert, und entscheidet in Richtung dieses Cues. Wenn kein Cue
zwischen den Optionen diskriminiert, wählt ein Anwender von Take
The Best eine der Optionen zufällig. Wenn einem Entscheider also z.
B. die Cues aus Tabelle 1.2 (S. 28) für den Vergleich zwischen Stutt-
gart und Nürnberg vorliegen, wird er zuerst den validesten Cue, das ist
der Hauptstadt Cue, dann den zweit validesten Cue, das ist der „Fuß-
ballmanschaft 1. Liga“ Cue, konsultieren. Da der Hauptstadt Cue und
„Fußballmannschaft 1. Liga“ Cue12 nicht zwischen den Optionen Stutt-
12An diesem Cue lässt sich verdeutlichen, dass sich die Validität eines Cues mit
der Zeit auch verändern kann. Welche Stadt am Ende einer Fußball-Saison noch
eine Mannschaft in der 1. Liga hat, wird zumindest im unteren Tabellenbereich
der 1. Liga variieren. Ein weiteres Beispiel für die Veränderung der Validität
von Cues über die Zeit ist der Rekognitions-Cue im Kontext der Vorhersage
von Aktiengewinnen: Aktiengewinne aus Portfolios, die aus Firmen bestanden,
die in einer Umfrage mindestens 90% der Teilnehmer bekannt waren, fielen in
einer Studie von Borges, Goldstein, Ortmann und Gigerenzer (1999) höher aus
als die Gewinne von Portfolios basierend auf Expertenmeinungen und Marktin-
dizes. Boyd (2001) konnte jedoch empirisch zeigen, dass die Eigenschaften des
Marktes, die zum Zeitpunkt der Studie von Borges et al. (1999) bestanden und
zeitlich hoch instabil sind, ursächlich für den positiven Zusammenhang zwischen
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gart und Nürnberg diskriminiert, führt erst der Landeshauptstadt Cue
zu einer korrekten Entscheidung, da Stuttgart im Gegenstz zu Nürn-
berg Landeshauptstadt ist und tatsächlich mehr Einwohner hat. Ein
Take The Best Entscheider wählt also in diesem Vergleichsfall korrek-
terweise Stuttgart als die Stadt, die mehr Einwohner hat.
Tabelle 1.2. Beispiel für ein Cue-Muster für vier Cues für den Vergleich zwi-
schen Stuttgart und Nürnberg (vgl. mit Gigerenzer & Goldstein, 1996, An-
hang, S. 668).
Städtevergleich
Cue Name Stuttgart Nürnberg
Hauptstadt 0 0
Fußballmannschaft 1. Liga 1 1
Landeshauptstadt 1 0
Universität 1 1
Anmerkungen: 1 bedeutet Merkmal liegt vor, 0 bedeutet Merkmal liegt nicht
vor.
Die Take The Best Heuristik beinhaltet den Rekognitions-Cue (vgl.
mit Gigerenzer & Goldstein, 1996, Fig. 2, S. 653), dem im Forschungs-
programm der adaptiven Werkzeugkiste eine besondere Rolle zukommt
(Goldstein & Gigerenzer, 2002). Der Rekognitions-Cue wird vor allen
anderen Cues konsultiert. Wenn eine der Optionen bekannt ist und die
andere Option nicht, dann wählt ein Entscheider, der den Rekognitions-
Cue verwendet, die Option, die bekannt ist. Wenn der Rekognitions-Cue
nicht diskriminiert, dann bedeutet das entweder, dass beide Städte be-
kannt sind und möglicherweise Wissen über die Städte, wie z. B. die
oben angeführten Cues, abgerufen werden kann, oder dass keine der
beiden Städte bekannt ist und somit auch kein weiteres Wissen über
die Städte vorliegt und geraten werden muss. Damit der Rekognitions-
Cue valide sein kann, muss ein Zusammenhang zwischen der Reko-
gnition eines Objekts und dem Entscheidungskriterium vorliegen. Für
die Städtevergleichsaufgabe ist das der Fall (Goldstein & Gigerenzer,
2002): Die Größe einer Stadt korreliert mit der Rekognitionsrate einer
Rekognitionsraten und Aktiengewinnen und damit für die hohen Gewinne durch
die Anwendung des Rekognitions-Cue waren.
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Stadt und wird über die Häufigkeit, mit der über Städte in den Me-
dien berichtet wird, in der Umwelt vermittelt. Über Städte mit vielen
Einwohnern wird tendenziell mehr in den Medien berichtet, was wieder-
um die Wahrscheinlichkeit erhöht, dass diese Städte bekannt sind. Dies
ließ sich auch empirisch zeigen (Goldstein & Gigerenzer, 2002): Für ei-
ne amerikanische Probanden-Stichprobe lag die Korrelation zischen der
Einwohnerzahl der untersuchten deutschen Städte und der Rekogniti-
onsrate der Städte bei .6, die Korrelation zwischen der Rekognition und
der Häufigkeit der Nennung der Städte in der Chicago Tribune bei .79
und der Korrelation zwischen der Nennung in der Chicago Tribune und
der Einwohnerzahl der Städte bei .7. Der Rekognitions-Cue hat eine
weitere wichtige Eigenschaft: Er kann nur angewendet werden, wenn
Objekte in dem Set unbekannt sind. Weniger Wissen über Städte kann
also zu besseren Entscheidungen führen, wenn der Rekognitions-Cue
valider als die Wissens-Cues (siehe Tabelle 1.1, S. 26) ist und genügend
häufig zwischen den Optionen diskrimininiert.13
Ein Anwender der Take The Last Heuristik (Gigerenzer & Goldstein,
1996, 1999; Todd & Gigerenzer, 2000) konsultiert für die erste Ent-
scheidungsaufgabe einen Cue in zufälliger Reihenfolge. Ab der zweiten
Entscheidungsaufgabe wird der Cue konsultiert, der in der vorange-
gangenen Entscheidung diskriminiert hat. Wenn dieser Cue nicht dis-
kriminiert, wird die Suchreihenfolge der Cues per Zufall bestimmt und
die Cuesuche erst abgebrochen, wenn ein Cue diskriminiert oder alle
Cues konsultiert wurden und eine Option per Zufall gewählt werden
muss (Gigerenzer & Goldstein, 1999, S. 80). Die Take The Last Heu-
ristik maximiert also die Wahrscheinlichkeit, dass nur ein Cue für eine
Entscheidung konsultiert werden muss (Newell et al., 2004, S. 120). Im
Gegensatz zu der Take The Best Heuristik muss ein Entscheider bis auf
die Richtung der Cues, d. h., welche Cue Ausprägung mit einem höhe-
ren Entscheidungskriterium einhergeht, nicht die genauen Validitäten
der Cues kennen, sondern nur die Information, welcher Cue zuletzt dis-
kriminiert hat, im Gedächtnis behalten. Die Take The Last Heuristik
ist also im Gegensatz zu der Take The Best Heuristik weniger rechen-
intensiv.
Ein Anwender der Minimalist Heuristik (Gigerenzer & Goldstein,
1996, 1999) wählt die Suchreihenfolge der Cues zufällig und entschei-
13Die Anwendung des Rekognitions-Cues wird in späteren Studien (Goldstein & Gi-
gerenzer, 2002; Marewski, Gaissmaier, Schooler, Goldstein & Gigerenzer, 2010)
die „Rekognitions-Heuristik“ genannt. Hier zeigt sich eine gewisse Beliebigkeit in
der Erfindung „neuer“ Heuristiken.
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det in Richtung des ersten Cues, der diskriminiert. Im Gegensatz zu der
Take The Best und der Take The Last Heuristik muss ein Entscheider
nur die korrekte Richtung der Cues und nicht die genaue Validität der
Cues oder den zuletzt diskriminierenden Cue kennen. Die Minimalist
Heuristik ist demnach im Gegensatz zu der Take The Best Heuristik
und der Take The Last Heuristik weniger rechenintensiv. Minimalist
kann als Vergleichsheuristik zu Take The Best genutzt werden, um zu
überprüfen, wie stark die Information über die Validität von Cues die
Akkuratheit einer Heuristik erhöht (bzw. möglicherweise sogar vermin-
dert).
1.2.3. MRDM: Entscheidungen basierend auf
mehreren Cues
Ein Anwender der Tallying Heuristik (Gigerenzer & Goldstein, 1996)
sucht alle verfügbaren Cues ab und integriert diese in eine Entschei-
dung. Dabei werden für jede Option die Cues, die für die Option spre-
chen, aufaddiert, die Summen zwischen den Optionen verglichen und
die Option mit der größeren Summe gewählt. Wenn die Summe gleich
hoch ist, wird eine der Optionen per Zufall gewählt. Im Beispiel (Ta-
belle 1.2, S. 28) sprechen drei Cues für Stuttgart und zwei Cues für
Nürnberg, so dass ein Entscheider die korrekte Option Stuttgart wählt.
Dawes Rule14 (Gigerenzer & Goldstein, 1999) ist eine leichte Abwand-
lung von Tallying : Die Cues, die nicht für die Option sprechen - in
Tabelle 1.2 (S. 28) sind das alle 0 Positionen - werden von der Summe
der Cues, die für die Option sprechen, abgezogen.15 Dawes Rule führt
im Vergleich zu Tallying zu identischen Ergebnissen, so lange alle Cue
Ausprägungen bekannt sind.
Ein Anwender der Weighted Tallying Heuristik (Gigerenzer & Gold-
stein, 1996) wählt die Option, die eine höhere Summe über die mit den
Validitäten gewichteten Cues aufweist. Wenn die Summe gleich hoch
ist, wird eine der Optionen per Zufall gewählt. Im Beispiel - vgl. Ta-
belle 1.2 (S. 28) und Tabelle 1.1 (S. 26) - gibt das einen Wert von
0 1 + 1 :87 + 1 :77 + 1 :71 = 2:35 für Stuttgart und einen Wert
von 1.58 für Nürnberg und führt zu der korrekten Entscheidung, dass
14Die Bezeichnung Dawes Rule geht auf die Forschung von Robyn Dawes (1979)
zurück, der die Robustheit von Unit-Weight Modellen im Vergleich zur multiplen
Regression, in der die die Evidenz mit den Betas des Modells gewichtet wird,
untersucht hat.
15Bei Gigerenzer und Goldstein (1996) wird Dawes Rule noch unter dem Namen
Unit-Weight Linear Model geführt.
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Stuttgart die Stadt mit mehr Einwohnern ist. Franklin’s Rule16 (Gi-
gerenzer & Goldstein, 1999) ist eine leichte Abwandlung von Weighted
Tallying : Die Summe über die gewichteten Cues, die nicht für die Op-
tion sprechen, werden von der Summe über die gewichteten Cues, die
für die Option sprechen, abgezogen. Franklin’s Rule führt im Vergleich
zu Weighted Tallying zu identischen Ergebnissen, wenn alle Cue Aus-
prägungen bekannt sind.17
1.2.4. Überblick Studien zur normativen Güte
In den Studie von Gigerenzer und Goldstein (1996, 1999) wurden die
oben angeführten ORDM und MRDM Entscheidungsstrategien auf ihre
Akkuratheit in der schon beschriebenen Städtevergleichsaufgabe unter-
sucht. In der Städtevergleichsaufgabe sind basierend auf dem Rekogni-
tions-Cue und neun Wissens-Cues (siehe Tabelle 1.1, S. 26) 3,403 mögli-
che Paarvergleiche zwischen 83 Städten zu machen und zu entscheiden,
welche Stadt im jeweiligen Paarvergleich mehr Einwohner hat.
Ergänzend wurde die multiple lineare Regression, die zu den MRDM
Entscheidungsstrategie gezählt werden kann, für den Strategienvergleich
mit aufgenommen. In der multiplen Regression wird von den Differenz-
mustern der Cues der Paarvergleiche als Prädiktoren auf die Differen-
zen der Städtegrößen im Kriterium geschlossen. Im Vergleich zu den
beschriebenen MRDM Heuristiken beinhalten die Gewichte einer mul-
tiplen linearen Regression die Information über die Interkorrelation der
Cues. Die multiple lineare Regression zieht daher in Relation zu den an-
deren Entscheidungsstrategien die meiste Information aus der Umwelt
und kann als interessanter Vergleich für die Akkuratheit der weniger re-
chenintensiven Heuristiken verwendet werden (Gigerenzer & Goldstein,
1996, S. 658).
Die Rekognitionsrate, d. h., wie viele Städte bekannt sind, und das
Wissen über die Ausprägungen der Cues wurden systematisch variiert.
Es wurden jeweils 500 Probanden pro Entscheidungsstrategie mit je-
weils einer Rekognition von 0 bis 83 Städten und 0%, 10%, 20%, 50%,
75% und 100% Wissen über die Cues der Städte, über die Rekognition
besteht, simuliert. Dabei bedeutet z. B. 10% Cue Wissen, dass in der
16Bei Gigerenzer und Goldstein (1996) wird Franklin’s Rule noch unter dem Na-
men Weighted Linear Model geführt. Es ist unverständlich, warum es zu diesen
Inkonsistenzen in der Namensgebung bei den selben Autoren kommt.
17Da in den Studien dieser Arbeit nur vollständige Cue-Patterns verwendet werden,
wird hier auf die Forschung zu Inferenzmechanismen bei fehlender Information
nicht eingegangen (siehe hierzu z. B. Garcia-Retamero & Rieskamp, 2008, 2009).
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Matrix von 83 Städten  9 Wissens Cues = 747 Positionen per Zu-
fall 90%  672 Positionen für die Strategien nicht zugänglich sind. Für
die jeweilige Rekognitionsrate wurden die Städte, über die Rekogniti-
on besteht, so gewählt, dass der Rekognitions-Cue eine Validität von
.8 hatte. Das bedeutet, wenn der Rekognitions-Cue anwendbar war,
hat er in 80% der Vergleiche auch zu einer korrekten Entscheidung ge-
führt. Der Wert von .8 basiert auf einer empirischen Untersuchung der
Validität der Rekognition von realen Probanden über die Städte der
Städtevergleichsaufgabe (Gigerenzer & Goldstein, 1996, S. 656).
Die Parameter der untersuchten Entscheidungsstrategien18, d. h. Va-
liditäten, Diskriminanzraten und Regressionsgewichte der Cues, wur-
den über die Vergleiche aller 83 Städte ermittelt. Insgesamt wurden also
für jede Entscheidungsstrategie 500 simulierte Probanden  84 Reko-
gnitionsraten  6 Raten an Cue Wissen = 252,000 Akkuratheitsraten
berechnet.
Die Entscheidungsstrategien zeigen ähnlich hohe Akkuratheitsraten:
Im Mittel über die jeweils 500 simulierten Probanden für alle Raten
an Cue Wissen und Rekognition liegt die höchste Akkuratheitsrate bei
.658 für Take The Best, d. h., Take The Best trifft im Mittel über
alle Entscheidungen hinweg 65.8% korrekte Entscheidungen, und die
niedrigste Akkuratheitsrate bei .645 für Take The Last (Gigerenzer &
Goldstein, 1996, Table 2, S. 660). Take The Best schneidet ungefähr
genauso gut wie die rechenintensive Multiple Regression ab, bei der die
mittlere Akkuratheitsrate bei .657 liegt. Gleichzeitig konsultieren simu-
lierte Take The Best Nutzer im Mittel über alle Bedingungen aber nur
drei Cues (Gigerenzer & Goldstein, 1999, Table 4-2, S. 87) im Gegensatz
zu allen möglichen 10 Cues (1 Rekognitions-Cue + 9 Wissens-Cues =
10 Cues), die die kompensatorischen Strategien für eine Entscheidung
konsultieren und integrieren.
Wenn alle Cue-Ausprägungen bekannt sind, d. h., 100% Cue Wissen
vorliegt, steigen die Akkuratheitsraten für Take The Best, Weighted
Tallying und Tallying und Multiple Regression mit steigender Anzahl
an Städten, über die Rekognition besteht. Die höchte Akkureitheits-
rate von .78 wird jedoch bei einer Rekognition zwischen 60 und 65
Städten erreicht (Gigerenzer & Goldstein, 1996, Figure 6, S. 659). We-
niger Wissen über die Städte führt also zu höheren Akkuratheitsraten,
da nur dann der valide Rekognitions-Cue genutzt werden kann, wenn
18Zur Erinnerung: das sind Take The Best, Take The Last, Minimalist, Tallying,
Dawes Rule, Weighted Tallying, Franklin’s Rule und Multiple Regression; siehe
Kapitel 1.2.2 (S. 27) und Kapitel 1.2.3 (S. 30).
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mindestens eine und weniger als alle Städte bekannt sind; Gigerenzer
und Goldstein (1996, S. 656) nennen das einen „less-is-more“ Effekt.
Dawes Rule und Franklin’s Rule zeigen bei mittlerer Rekognitionsrate
sogar einen Einbruch in den Akkuratheitsraten von circa 3% (Gigeren-
zer & Goldstein, 1996, Figure 6, S. 659), was darauf zurückzuführen
ist (Gigerenzer & Goldstein, 1996, S. 660), dass bei einer Stadt, über
die Rekognition besteht, eine kompensatorische Entscheidungsstrategie
auch die neun Wissens-Cues integriert und in der Städteaufgabe das
Merkmal eines Cues oft nicht vorliegt und damit in der Anwendung
von Dawes Rule und Franklin’s Rule als negative Evidenz für die be-
kannte Stadt, die aufgrund der hohen Validität des Rekognitionscues
meist die Stadt mit mehr Einwohner ist, gezählt wird.
Simulierte Take The Best Entscheider kommen also schneller zu einer
Entscheidung und treffen im Vergleich zu rechenintensiven Algorithmen
wie Multiple Regression dennoch gleich viele korrekte Entscheidungen.
Ein Unterschied zwischen den Akkuratheitsraten von Take The Best
und Multiple Regression zeigt sich (Gigerenzer & Goldstein, 1999),
wenn die Methode der Kreuzvalidierung (Browne, 2000) angewandt
wird. Bei der Kreuzvalidierung werden die Parameter einer Entschei-
dungsstrategie anhand einer zufälligen Stichprobe aller Städte - dem
sogenannten Lernset - ermittelt bzw. “gefittet”. Die Akkuratheit der
Strategien wird dann am unabhängigen Set der übrigen Städte - dem
sogenannten Testset - ermittelt. Das Fitten der Parameter und die Mes-
sung der Akkuratheit wird also an unabhängingen Städtesets durchge-
führt. Eine Entscheidungsstrategie, die Fehlervarianz modelliert, wird,
sofern der Fehler des Lernsets und des Testsets unabhängig voneinan-
der und unsystematisch sind, keine besseren Akkuratheitsraten als der
Zufall erzielen, d. h. Raten zwischen den Optionen. Über die Metho-
de der Kreuzvalidierung wird also die Generalisierbarkeit der Entschei-
dungsstrategien auf ein unabhängiges Städteset untersucht (Gigerenzer
& Goldstein, 1999). Die Größe des Lernsets und damit die Größe des
Testsets kann als experimenteller Faktor variiert werden.
Bei einer Lernsetgröße von 10% der Städte erreicht Multiple Regres-
sion eine Akkuratheitsrate im Testset von  :61 und Take The Best
von  :66 (Gigerenzer & Goldstein, 1999, Figure 4-3a, S. 93). Je größer
das Lernset wird, desto geringer wird der Unterschied der Akkurat-
heitsraten zwischen Take The Best und Multiple Lineare Regression.
Ab einer Lernsetgröße von 60% aller Städte überdecken sich die Akku-
ratheitskurven beider Entscheidungsstrategien. Die Akkuratheitsraten
gemittelt über ein Set von 20 unterschiedlichen Inhaltsdomänen von
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probabilistischen Entscheidungsaufgaben19 ergeben zwei Befunde (Gi-
gerenzer et al., 1999; Martignon & Hoffrage, 1999). Take The Best
erzielt eine hohe Akkuratheitsrate von  :72 im Testset (Martignon
& Hoffrage, 1999) und ist somit also nicht nur eine gute Heuristik für
die Städtevergleichsaufgabe. Die Güte einer Heuristik (nach dem Kor-
respondenzkriterium) ergibt sich dabei aus dem Vergleich zu anderen
Entscheidungsstrategien. So zeigte z. B. die Multiple Regression ein
typisches Overfitting Muster in den Akkuratheitsraten: Multiple Re-
gression erzielt im Lernset eine höhere Akkuratheitsrate von  :77 als
Take The Best von  :75, die Akkuratheitsrate fällt jedoch im Test-
set für Multiple Regression auf  :68 ab (Martignon & Hoffrage, 1999,
Figure 6-5, S. 135).
Take The Best erzielt selbst im Vergleich zu Algorithmen aus der
Forschung zur künstlichen Intelligenz - wie CART, C4.5, Nearest Neigh-
bor Classifier und einem Perceptron Netzwerkmodell - höhere Akku-
ratheitsraten im Testset in der Städtevergleichsaufgabe (Gigerenzer &
Brighton, 2009, Figure 2, S. 115).
Es stellt sich die Frage, warum eine einfache Heuristik wie Take The
Best vergleichbar gut oder besser als rechenintensivere Strategien ab-
schneidet (Gigerenzer & Brighton, 2009; Hogarth & Karelaia, 2006,
2007; Martignon & Hoffrage, 1999, 2002). Die Gründe liegen in der Ar-
chitektur der Heuristik und der Umwelt (Hogarth & Karelaia, 2007),
in der sie angewendet wird. MRDM Strategien können nicht akkurater
als ORDM Heuristiken wie Take The Best sein, wenn das Entschei-
dungskriterium aus einer nonkompensatorischen Verrechnung der Cues
in einer Umwelt besteht (Martignon & Hoffrage, 2002, Theorem 3, S.
47). Wenn es sich um binäre Cues - 1 oder 0 für Merkmal liegt vor
oder Merkmal liegt nicht vor - handelt, bedeutet nonkompensatorisch
(Hogarth & Karelaia, 2006, Formel 3, S. 212), dass das Gewicht ei-
nes Cues - gemeint sind die Gewichte einer Linearkombination über
die Cues als Prädiktoren des Entscheidungskriteriums - größer ist als
die Summe der geringeren Gewichte von Cues. In diesem Fall ergibt
die Integration von Cues in einer MRDM Strategie keinen Informa-
tionsvorteil, da die geringer prädiktiven Cues den pradiktivsten Cue
19Die Aufgaben stammen aus so unterschiedlichen Bereichen wie der Psychologie -
die Einschätzung der Attraktivität von berühmten Männern basierend auf der
Beliebtheit, der Bekanntheit und der Nationalität als Cues - der Ökonomik -
die Einschätzung von Professorengehältern basierend auf dem Geschlecht, der
Position, dem höchsten Abschluss und den Berufsjahren als Cues - und Biologie -
die Einschätzung der Anzahl der gelegten Eier von arktischem Saibling basierend
auf dem Gewicht, dem Alter und dem mittleren Eigewicht als Cues.
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nicht überstimmen können. Take The Best zeigt gute Akkuratheitsra-
ten, selbst wenn die Validität der Cues fehlerbehaftet ist, so lange der
valideste Cue identifiziert werden kann (Hogarth & Karelaia, 2006);
Take The Best benötigt also keine exakten Validitäten, was das Er-
lernen einer erfolgreichen Suchreihenfolge für Cues weniger aufwendig
macht (Todd & Dieckmann, 2005). Take The Best erzielt jedoch auch in
kompensatorischen Umwelten zu MRDM Strategien vergleichbare Ak-
kuratheitsraten, d. h., wenn die Cues der Umwelt redundant sind, d. h.,
hoch miteinander korreliert sind, und somit die Verrechnung von mehr
Cues nicht mehr Information bedeutet (Hogarth & Karelaia, 2007).20
In der Kreuzvalidierung erzielt Take The Best im Vergleich zu MRDM
Strategien im Testset höhere Akkuratheitsraten, weil Take The Best
sensitiv genug ist, um wahre Varianz im Kriterium der Entscheidungs-
umwelt zu modellieren, ohne zu sensitiv zu sein und Fehlervarianz zu
modellieren (Gigerenzer & Brighton, 2009).
Problematisch ist die Auswahl der Objekte für die Simulation einer
Entscheidungsumwelt. Um die Validität eines Cues zu interpretieren,
muss die Referenzklasse, über die die Validität berechnet wurde, ange-
geben werden (Hoffrage & Hertwig, 2006). In der Städtevergleichsauf-
gabe (Gigerenzer & Goldstein, 1996, 1999) befinden sich in der Refe-
renzklasse alle deutschen Städte, die mehr als 100,000 Einwohner ha-
ben. Der Schwellenwert von 100,000 Einwohnern ist jedoch arbiträr.
So zeigt sich, dass ein Referenzklasse, die nur aus deutschen Städten
besteht, die mehr als 300,000 Einwohner haben, zu anderen Cue Validi-
täten führt (Hoffrage & Hertwig, 2006). Das kann zu starken Effekten
führen: Bei einer Reduktion der Größe der Referenzklasse durch eine
Schwellenänderung von 100,000 zu 300,000 Einwohnern sinkt z. B. die
Validität des „Fußballmannschaft 1. Liga “-Cues von .9 auf .65 ab; es
kann sogar passieren, dass sich die Cue Ausprägung, die auf eine größere
Stadt hindeutet, umdreht, wie das z. B. bei dem „Industriekomplex“-
Cue der Fall ist (Hoffrage & Hertwig, 2006, Table 16.1, S. 393). Es stellt
sich dann die Frage, welche Referenzklasse die „adäquate“ (Hoffrage &
Hertwig, 2006, S. 401) Referenzklasse für eine Simulation ist, wenn es
das Ziel ist, die Referenzklasse realer Entscheider im Labor abzubilden.
Hoffrage und Hertwig (2006) greifen das Konzept der Repräsentativi-
tät (Brunswik, 1955, 1956; Dhami et al., 2004) auf. Repräsentativität
bedeutet dabei, dass Objekte in Laborstudien verwendet werden sol-
len, mit denen Entscheider in einer realen Entscheidungsumwelt kon-
20siehe zur Redundanz von Cues auch die Anmerkungen zu „vicarious functioning“
(Brunswik, 1955) auf S. 22
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frontiert sind und für die ihre - somit inhaltsspezifschen (Cosmides &
Tooby, 1994) - Heuristiken geeicht und damit adaptiv sind (Gigerenzer
et al., 1999). Für das Labor sind danach also die Aufgaben geeig-
net, die auch in der realen Welt (häufig) vorkommen. Dazu soll aus
der Population aller möglichen Objekte eine repräsentative Stichpro-
be (Hoffrage & Hertwig, 2006, S. 402) gezogen werden. So können z.
B. die Entscheidungsumwelten von Probanden untersucht werden, um
Objekte, mit denen Entscheider konfrontiert werden, zu identifizieren.
Hoffrage und Hertwig (2006) geben aber nicht an, wie das z. B. für
die Städtevergleichsaufgabe praktisch funktionieren soll. Eine weitere
Möglichkeit für die Gewinnung einer repräsentativen Stichprobe ist die
Nutzung von Mediatoren in der Umwelt - wie z. B. der Häufigkeit, mit
der über eine Stadt in der Presse berichtet wird - als Proxy für die
Wahrscheinlichkeit zu verwenden, dass ein Objekt in die Referenzklas-
se realer Entscheider fällt (Hoffrage & Hertwig, 2006, S. 402). Es ist
jedoch dann unverständlich, dass in den bisherigen Studien (Czerlinski
et al., 1999; Gigerenzer & Brighton, 2009; Gigerenzer & Goldstein,
1996, 1999; Katsikopoulos, Schooler & Hertwig, 2010; Martignon &
Hoffrage, 1999) die Wahrscheinlichkeit, dass ein Objekt in einer Simu-
lation in das Lernset fällt, für alle Städte gleich hoch gesetzt wurde
(Dougherty, Franco-Watkins & Thomas, 2008; Jekel, in Vorbereitung):
Der hohe Methodenanspruch wird also selbst in den eigenen Studien
nicht erfüllt.21
An den vorgestellten Studien lässt sich weiterhin kritisieren, dass
das Zufallsniveau von .5 nicht von den Validitäten der Cues abgezogen
wurde (Bröder, 2000c; Glöckner & Betsch, 2008b; Jekel & Glöckner,
in Vorbereitung). Ein Cue mit einer Validität von .5 hat keinen Infor-
mationsgehalt: Er führt wie eine durchschnittliche Zufallsentscheidung
in einer Paarvergleichaufgabe in 50% der Fälle zu einer korrekten und
in 50% der Fälle zu einer falschen Entscheidung. Durch die Korrektur
erhält ein Cue mit einer Validität von .5 ein Gewicht von 0, was da-
zu führt, dass die Ausprägung des Cues in der Verrechnung des Cues
in einer MRDM Strategie ignoriert wird.22 Durch die Korrektur wird
weiterhin sichergestellt, dass ein valider Cue nicht durch wenig valide
Cues in der unkorrigierten gewichteten Cue-Summe überstimmt werden
kann.
21siehe Hertwig, Hoffrage und Martignon (1999) als einzige Ausnahme zu Sampling-
Wahrscheinlichkeiten in Relation zur Stadtgröße in der Simulation zur QuickEst
Heuristik
22korrigierte Validität  Cueausprägung ! 0  Cueausprägung = 0
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Unkorrigierte Cue Validitäten können bei MRDM Strategien zu ir-
rationalen Entscheidungen führen. Angenommen es liegt z. B. ein Cue-
Muster von 1 0 0 für Option 1 und 0 1 1 für Option 2 vor und die
Validitäten der Cues sind 1, .51 und .51, dann ergibt die gewichte-
te Cue-Summe (d. h. also Weighted Tallying) der unkorrigierten Cues
einen Wert von 1 für Objekt 1 und 1.02 für Objekt 2 und die gewich-
tete Cue-Summe der korrigierten Cues einen Wert von .5 für Objekt 1
und .02 für Objekt 2. Nur die korrigierten Validitäten stellen also in
diesem Fall eine rationale Entscheidung für Option 2 sicher: Ein Cue
mit einer Validität von 1 ist per Definition in allen Entscheidungen, in
denen er diskriminiert, korrekt. Die Integration von zufallskorrigierten
Validitäten führt aber nicht immer zu der normativ korrekten Lösung,
dies ist im Falle der Verrechnung probabilistischer Cues über das Baye-
sianische Schlussfolgern erreichbar (siehe z. B. Lee & Cummins, 2004).
So kann z. B. ein Cue mit einer Validität von .98 durch 49 Cues mit
einer Validität von .51 bei Weighted Tallying überstimmt werden; nach
Bayes sollte dies erst ab einer Anzahl von 98 Cues der Fall sein - gege-
ben die Entscheidungsoptionen sind a-priori gleich wahrscheinlich die
korrekte Lösung und die Cues sind unabhängig voneinander. MRDM
basierend auf zufallskorrigierten Validitäten ist also im Kontext einer
probabilistischen Entscheidung eine Heurisitk (Jekel & Glöckner, in
Vorbereitung).
Studien zur normativen Güte, die mit unkorrigierten Cue Validitä-
ten rechnen (Czerlinski et al., 1999; Gigerenzer & Brighton, 2009;
Gigerenzer & Goldstein, 1996, 1999; Martignon & Hoffrage, 1999), be-
nachteiligen MRDM Strategien, was besonders dann kritisch ist, wenn
sie als Vergleich für ORDM Strategien, die nicht durch diesen metho-
dischen Fehler beeinflusst werden, herangezogen werden. Das ist z. B.
der Fall für die Take The Best Heuristik, bei der die Subtraktion der
Ratewahrscheinlichkeit von den Cuevaliditäten keinen Einfluss auf die
Suchreihenfolge hat. Selbst für den Fall, dass ein Cue von .5 konsultiert
wird, weil alle valideren Cues nicht diskriminieren, kommt die Konsul-
tation des Cues einem durchschnittlichen Rateprozess gleich, der auch
per default bei Take The Best implementiert ist, wenn keiner der Cues
diskriminiert.
Auch für Studien zur deskriptiven Güte, d. h. Studien in denen die
Anwendungshäufigkeit der Strategien von Probanden in einer Entschei-
dungsaufgabe untersucht wird, sind unkorrigierte Validitäten problema-
tisch. Die Anzahl der Nutzer einer MRDM Strategie wird unterschätzt,
wenn (1) die verwendeten Entscheidungsaufgaben unterschiedliche Vor-
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hersagen für eine korrigierte und unkorrigierte MRDM Strategie tref-
fen, (2) die korrigierte MRDM Strategie psychologisch plausibler ist
(also eher von Probanden angewendet wird) und (3) sich die korrigier-
te MRDM Strategie nicht im Set der Strategien befindet, für die die
Passung zwischen Vorhersage und beobachtetem Entscheidungsverhal-
ten bestimmt wird (siehe z. B. Garcia-Retamero & Rieskamp, 2009;
Mata, Schooler & Rieskamp, 2007; Mata, Helversen & Rieskamp, 2010,
2011; Rieskamp, 2006; Rieskamp & Hoffrage, 2008; Rieskamp & Ot-
to, 2006). Die Situation wird weiterhin verschärft, wenn Wahlen, die
konsistent zu einer korrigierten MRDM Strategie sind, konsistent zu
einer Alternativstrategie sind und somit fälschlicherweise als Evidenz
für die Anwendung der Alternativstrategie gewertet werden. So klas-
sifizierten z. B. Rieskamp (2006) und Rieskamp und Hoffrage (2008)
Wahlen von Probanden als Wahlen, die konsistent zu Take The Best
oder Franklin’s Rule23 mit unkorrigierten Validitäten waren. In einer
Simulationsstudie (Jekel & Glöckner, in Vorbereitung) ließ sich jedoch
für die in der Studie von Rieskamp (2006) und Rieskamp und Hoffra-
ge (2008) verwendeten Parameter (Anzahl und Validitäten der Cues
und Anzahl der verwendeten Aufgaben) zeigen, dass Wahlen, die von
simulierten Probanden unter Anwendung von Franklin’s Rule mit kor-
rigierten Validitäten produziert worden waren, bis zu 48% als Take The
Best Wahlen (mis-)klassifiziert wurden. Das heißt also, die ausschließli-
che Testung von MRDM Strategien mit unkorrigierten Validitäten kann
zur Überschätzung der Nutzung von ORDM Strategien führen (Jekel
& Glöckner, in Vorbereitung).
1.2.5. Überblick Studien zur deskriptiven Güte
Eine typische probabilistische Entscheidungsaufgabe, die bei der Un-
tersuchungen zur Anwendung von Entscheidungsstrategien verwendet
wird, ist das Börsenspiel (Bröder, 2000b, 2000c, 2003; Bröder & Schif-
fer, 2003b, 2006a, 2006b; Newell & Shanks, 2003; Newell et al., 2004;
Rakow, Newell, Fayers & Hersby, 2005)24; siehe Abbildung 1.2 (S. 39)
23Rieskamp (2006) und Rieskamp und Hoffrage (2008) nennen die Strategie in An-
lehnung an Payne et al. (1993) Weighted Additive, so dass es in der Literatur
(unbefriedigenderweise) drei unterschiedliche Namen für die gleiche Strategie
gibt: Weighted Linear Model (Gigerenzer & Goldstein, 1996), Franklin’s Rule
(Gigerenzer & Goldstein, 1999) und Weighted Additive.
24siehe z. B. Bröder und Newell (2008) und Bröder (2011) für einen informativen
Überblick zu empirischen Arbeiten im Forschungsprogramm der Werkzeugkiste
und der Take The Best Heuristik im Speziellen
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für einen Screenshot eines Durchgangs des Börsenspiels, wie ihn die
Probanden am Computer sehen. Das Paradigma zu Erfassung von Ent-
scheidungsverhalten wurde von Payne et al. (1988) unter dem Namen
Mouselab-Studie entwickelt.
Abbildung 1.2. Die Oberfläche eines 3 Optionen x 4 Cues Börsenspiels. Ein
Proband setzt 2% des möglichen Gewinns für die Konsultation des Cues
„Umsatzsteigerung“ für Aktie 1 ein.
In der Aufgabe kann ein Proband eine Aktien von drei Aktien aus-
wählen. Die Aufgabe ist es, die Aktie mit dem höchsten Gewinn zu
wählen und somit den Kontostand über ein Set von Durchgängen zu
maximieren.
Es gibt Cues, im Beispiel sind das vier Cues - ob die betreffende
Firma eine Umsatzsteigerung, eine Gewinnsteigerung und eine Divi-
dendenerhöhung hatte und ob neue Standorte eröffnet wurden -, die
mit einer bestimmten Validität mit dem Kriterium, das ist der Anstieg
des Gewinns der Aktie, zusammenhängen. Die Cue Ausprägungen sind
verdeckt. Eine Cue Ausprägung, im Beipsiel sind das binäre Cues („ ja“
versus „nein“), kann durch Anklicken des entsprechenden Optionen-Cue
Feldes eingeholt werden. Die Konsultation eines Cues ist mit Kosten
verbunden, im Beispiel sind das pro Cue 2% Abzug von dem Gewinn
der Aktie.
Die Validität und Richtung der Cues wird den Probanden mitgeteilt
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oder die Probanden müssen diese erlernen (Newell, Weston & Shanks,
2003; Rieskamp, 2008). Nach jedem Durchgang gibt es ein Feedback
oder kein Feedback (Bröder, 2000b); eine beispielhafte Feedback Ober-
fläche für den drei Optionen Fall des Börsenspiels ist in Abbildung 1.3
(S. 40) dargestellt.
Abbildung 1.3. Die Oberfläche der Feedback Maske eines drei Optionen Bör-
senspiels. Angezeigt wird der Gewinn jeder Aktie, die Investition, die ein
Proband in einem Durchgang durch die Konsultation von Cues gemacht hat,
wie viel Gewinn die Aktie nach Abzug der Investition gemacht hat und der
aktuelle Kontostand.
Um festzustellen, welche Strategie ein Entscheider anwendet, lässt
sich das beobachtete Entscheidungsverhalten in einer Aufgabe wie dem
Börsenspiel mit dem nach einer Strategie erwarteten Entscheidungs-
verhalten vergleichen. Es ist dann möglich, die Passung der Modelle zu
dem beobachteten Entscheidungsverhalten über statistische Indizes wie
einer Fehlerabweichung (z. B. root mean squared deviation), dem Baye-
sianischen Informations-Kriterium (Schwarz, 1978) oder dem Akaike
Informationskriterium (Akaike, 1974; Burnham & Anderson, 2002) zu
bestimmen.25 Entscheidungsverhalten kann die Entscheidung (Bröder
25siehe aber zum Beispiel Myung (2000) und Pitt, Myung und Zhang (2002) zu den
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& Schiffer, 2003a) selbst, alle Variablen, die mit einer Entscheidung ein-
hergehen, wie zum Beipiel die Konfidenz in eine Entscheidung (siehe z.
B. Glöckner & Betsch, 2008a), und die Prozesse (Payne et al., 1988,
1993), die zu einer Entscheidung führen, sein, wie z. B. die benötig-
te Entscheidungszeit, die Anzahl der konsultierten Cues oder die mit
einem Eye-Tracker aufgezeichneten Suchmuster (Glöckner & Herbold,
2011; Horstmann, Ahlgrimm & Glöckner, 2009) in einer probabilisti-
schen Entscheidungsaufgabe.26
Bröder (2000a) kritisiert, dass die Art der Integration von Cues nicht
zwangsläufig mit den Entscheidungs-Prozessen korrespondieren muss.
So kann ein Proband, der strikt in Richtung des ersten diskrimineren-
den validesten Cues entscheidet - ein erwartetes Entscheidungs-Muster
für Take The Best -, trotzdem vor der Entscheidung alle vorhandenen
Cues konsultieren - ein erwartetes Suchmuster für MRDM Strategien.
Es ist unklar, wie mit einer Diskrepanz in den Messvariablen umge-
gangen werden soll, wenn es a) keine Fehlertheorie darüber gibt, wie
unsystematische Abweichungen zwischen erwartetem und beobachte-
tem Entscheidungsverhalten zu einem Fehler-Index verrechnet werden
können (Bröder, 2000a, S. 654) und es b) keinen Ansatz dazu gibt,
wie die Fehler über alle Maße hinweg gewichtet und zu einem Gesamt-
Index verrechnet werden können, um so für jede Strategie einen ein-
zigen Passungs-Index für den Vergleich zwischen Strategien berechnen
zu können.
Als Weiterentwicklung der Bayesianischen Strategieklassfikation (Brö-
der, 2010; Bröder & Schiffer, 2003a), über die die Passung einer Stra-
tegie zu den Daten anhand der Entscheidungen bestimmt wird, ermög-
licht dieMultiple-Measure Maximum Likelihood Strategieklassifikations-
Methode (Glöckner, 2009, 2010; Jekel et al., 2010), verschiedene Ent-
scheidungsmaße in einem Passungs-Index für eine Strategie zu verrech-
nen, wenn sich aus den Strategien genaue mathematische Vorhersa-
gen zu den Entscheidungsmaßen für die verwendeten Aufgaben ab-
leiten lassen, (hoch-)diagnostische Entscheidungsaufgaben verwendet
werden (Jekel et al., 2011) und die zugrundeliegenden Verteilungen
der Entscheidungsmaße bekannt sind (Jekel et al., 2010, S. 56). Bei
Entscheidungen, die strategiekonform oder -inkonform sein können, ist
das die Binomialverteilung; an die Verteilung der logarithmierten Ent-
scheidungszeiten und der Konfidenzurteile kann eine Normalverteilung
Problemen mit diesen Indizes




approximiert werden (Glöckner, 2009; Jekel et al., 2010); siehe An-
hang A.1 (S. 167) für die mathematischen Grundlagen der Bayesiani-
schen Strategieklassifkation.
Es können über die Messung der Prozesse von Entscheidungen und
der Methode der Strategieklassifikation von Entscheidern in einer Ent-
scheidungsumgebung wie dem Börsenspiel experimentelle Einflussfak-
toren auf die Strategiewahl untersucht werden.
1.2.5.1. Take The Best Heuristik
Probanden einer Mouselab Studie zu Lotterie-Präferenzaufgaben (Pay-
ne et al., 1988), in der der Zeitdruck und die Varianz der Cue-Validitäten
intraindividuell über die Durchgänge der Aufgabe variiert wurden, zeig-
ten auf den Prozessmaßen einer Entscheidung Suchverhalten, das mit
ORDM einhergeht: Wenn der Zeitdruck erhöht wurde und die Varianz
der Cue Validitäten groß war, trafen die Probanden schneller eine Ent-
scheidung, konsultierten weniger Cues, verbrachten mehr Zeit mit der
Konsultation des validesten Cues und deckten die Felder im Mouselab
mehr cue- als optionsweise auf, d. h., dass die Optionen-Cues-Matrix,
wie sie z. B. in Abbildung 1.2 (S. 39) angeordnet ist, tendenziell eher
zeilen- als spaltenweise abgesucht wird.
In einer Studie von Bröder (2000b, Experiment 4, S. 1342) führten
hohe Suchkosten dazu, dass die Anzahl der Take The Best Nutzer von
 23% auf 65% anstieg (Bröder, 2000b, Figure 1, S. 1343). In einer Stu-
die von Newell und Shanks (2003, S. 57), in der die Cue Validitäten von
vier Cues in einer Trainingsphase für Paarvergleiche im Börsenspiel ge-
lernt werden mussten, konnte der Befund zu den Suchkosten repliziert
werden: 75% versus 13% der Probanden zeigten Entscheidungsverhal-
ten konsistent zu Take The Best, wenn die Suchkosten hoch versus
niedrig waren. Weiterhin führten Hinweise auf die Rang-Ordnung der
Cue-Validitäten und der Grad, in dem die Entscheidungsumwelt deter-
ministisch27 waren, zu Entscheidungsverhalten konsistent zu Take The
Best. Newell und Shanks (2003, S. 63) konnten jedoch beobachten, dass
50% der Probanden in 50% der relevanten Entscheidungen mehr als
einen diskriminierenden Cue konsultierten und damit die Stopp-Regel
der Take The Best Heuristik verletzten.
Die Befunde zur Komplexität einer Entscheidungs-Aufgabe fallen wi-
27Der Grad des Determinismus einer Umwelt kann über die Höhe des zufälligen
Fehlerterms  in der (Linear-)kombination von Cues manipuliert werden, d. h.
Kriterium = 0 + 1  Cue1 + : : :+ n  Cuen + .
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dersprüchlich aus. Bei einem Anstieg der Anzahl der Optionen und
Cues tendieren Probanden dazu, prozentual weniger Cues aufzudecken
(Payne, 1976, Table 4, S. 381) und zu einer cueweisen Suche über Al-
ternativen zu wechseln (Table 5, S. 383). Der Autor schließt, dass mehr
Informationen zu nonkompensatorischem Entscheidungsverhalten füh-
ren. An der Studie ist jedoch zu kritisieren, dass der Autor eine relativ
zu der Anzahl der dargebotenen Informationen berechnete Anzahl an
aufgedeckten Informationen als abhängige Variable verwendet, die die
absolute Anzahl der tatsächlich aufgedeckten Informationen verschlei-
ert. So berichtet Payne (1976, S. 381), dass die absolute Anzahl der
von den Probanden inspzierten Cues zwar anstieg, jedoch in Relation
zu der Anzahl der gegebenen Informationen mit steigender Anzahl an
Informationen imMouselab sank. Newell et al. (2003) konnten dagegen
zeigen, dass die Erhöhung der Anzahl von vier Cues, die in den Studien
zum Börsenspiel zuvor standardmäßig verwendet wurden (S. 84), auf
6 Cues nur bei 33% der Probanden (S. 86) zu einem Enscheidungs-
verhalten konsistent zu Take The Best führte, wenn man die korrekte
Befolgung der Such-, Stopp- und Entscheidungsregel als Klassifikations-
kriterium verwendet, und „nur“ 46% der Probanden (S. 88) überhaupt
eine Heuristik verfolgten, in der die Suche nach dem ersten diskriminie-
renden Cue abgebrochen wurde. Möglicherweise ist die deterministische
Befolgung der Entscheidungsregeln ein zu strenges Klassifikationskrite-
rium, so dass die Verwendung der Bayesianischen Strategieklassifkation
(Bröder & Schiffer, 2003a; Glöckner, 2009) als Methode hier angebrach-
ter wäre.
Es zeigt sich über 12 Datensätze zum Börsenspiel hinweg (Bröder
& Newell, 2008, Figure 1, S. 208), dass Entscheider sensibel für die
Struktur der Umwelt sind. Das Verhältnis der in einer Umwelt zu er-
wartenden Gewinne für die Nutzung von Take The Best zu Franklin’s
Rule korreliert positiv über die Studien hinweg mit einem Wert von
Pearson’s r = .83 (S. 208) mit dem Prozentsatz der Probanden, die
als Take The Best Anwender klassifiziert wurden. Die hohe Varianz in
der Nutzung der Take The Best über die Studien hinweg zeigt weiter-
hin, dass die Anwendung der Take The Best Heuristik als „Universal-
Hypothese“ (Bröder, 2000b, S. 1335), d. h. Take The Best wird von
allen Entscheidern immer verwendet, verworfen werden muss. Es ist je-
doch - a-priori - fraglich, wie eine Universalhypothese überhaupt in das
Forschungsprogramm der adaptiven Werkzeugkiste passt: Bei Gültig-
keit der Universalhypothese (Bröder, 2000b, 2011) wäre die Anwendung




Es zeigt sich jedoch auch, dass nicht alle Probanden eine Heuristik
wählen, die adaptiv zur Umwelt ist. In den Bedingungen, in denen die
Gewinne für die Nutzung der Take The Best Heuristik höher ausfal-
len als für die Nutzung von Franklin’s Rule, verwendeten  49% der
Probanden nicht die Take The Best Heuristik (Bröder & Newell, 2008,
Figure 1, S. 208).28
Es zeigt sich weiterhin, dass Probanden Schwierigkeiten haben, ad-
aptiv auf eine sich verändernde Umweltstruktur zu reagieren: Bröder
und Schiffer (2006a) konnten zeigen, dass Probanden im Börsenspiel
dazu tendierten, eine einmal gewählte adaptive Strategie beizubehal-
ten, selbst wenn sich über die Aufgaben hinweg, in der Studie war das
nach 80 Börsenspiel-Durchgängen, die Umwelt verändert und die An-
wendung der Strategie zu geringeren Gewinnen führt und somit nicht
mehr adaptiv ist.
Es zeigte sich weiterhin in einer Studie von Bröder (2003), dass die
Verwendung der Take The Best Heuristik nicht durch die Belastung des
Arbeitsgedächtnisses, was über die Notwendigkeit Informationen der
Optionen-Cues-Matrix memorieren zu müssen manipuliert wurde, an-
steigt. Wenn jedoch wie in einer Studie von Bröder und Schiffer (2003b)
die Cue-Muster für Optionen vor der Vergleichsphase zwischen Optio-
nen gelernt werden und somit in der Vergleichsphase komplett aus dem
Gedächtnis abgerufen werden müssen, zeigt sich, wie in der Studie bei
64% der Probanden (S. 283) beobachtet, eine erhöhte Nutzung der Take
The Best Heuristik.
Darüber hinaus konnte Bröder (2003) zeigen, dass das Repräsen-
tationsformat der Cues einen Einfluss auf die Strategiewahl bei Ent-
scheidungen aus dem Gedächtnis haben: So sank die Nutzung der Take
The Best Heurisitk für Entscheidungen aus dem Gedächtnis mit stei-
gendem Grad an bildhafter Präsentation der Optionen und Cues von
47.4% auf 21.1% (Table 1, S. 284). Je nach Cue-Format lässt sich sogar
zeigen, dass Entscheider komplett von einer Anwendung regelbasierter
(non-)kompensatorischer Entscheidungs-Strategien abweichen. In einer
Studie von Bröder, Newell und Platzer (2010) mussten die Probanden
in einer fiktiven medizinischen Paarvergleichs-Aufgabe bestimmen, wel-
cher Patient einen kritischeren Krankheitszustand hat. Dazu mussten
die Probanden in einer vorgeschalteten Phase die Symptommuster für
28Der Wert ergibt sich aus der Differenz von 100% - dem Mittelwert über die
Ordinaten-Werte der Kreis-Datenpunkte, die einen Wert größer 1 auf der Ab-
szisse in Figure 1 (Bröder & Newell, 2008, S. 208) haben.
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jeden Patient memorieren und in der Phase der Paarvergleiche abru-
fen. Es zeigt sich bei einem binären Cue Format, in dem ein Cue einen
von zwei inhaltsorthogonalen Symptomen, wie z. B. Fieber versus Un-
terkühlung, annehmen konnte, im Vergleich zu einem „klassischen“ Cue
Format, bei dem ein Symptom vorliegen oder nicht vorliegen kann, eine
erhöhte Anwendung von exemplarbasierten Strategien (Juslin & Pers-
son, 2002). In der Studie führte die Darstellung der Cues als alternative
Symptome zu 39% versus 6% Nutzern (S. 335) einer exemplarbasierten
Strategie.29
Es zeigt sich über mehrere Studien hinweg (Bröder, 2003, 2005), dass
die Nutzung der Take The Best Heuristik nicht mit bestimmten Per-
sönlichkeitsmerkmalen eines Entscheider einhergeht. Es konnten keine
Zusammenhänge zwischen der Wahl einer Heuristik und den Persön-
lichkeits-Dimensionen der Big Five (Borkenau & Ostendorf, 1993) ge-
funden werden (Bröder, 2005, Tabelle 8-4, S. 158). In einer nonkom-
pensatorischen Umweltstruktur des Börsenspiels zeigte sich (Bröder,
2003), dass Probanden mit einer höheren verbalen Intelligenz (Jäger,
Süß & Beauducel, 1997) eher die adaptive Take The Best Heuristik
verwendeten. Spannenderweise konnte jedoch kein Zusammenhang mit
numerischer Intelligenz (Jäger et al., 1997) gefunden werden, so dass
es möglich ist, dass die verbal intelligenteren Probanden eher die In-
struktionen der Börsenspielaufgabe verstanden haben und daher eher
adaptiv auf die Umwelt reagieren konnten. Gegen diese Interpretation
spricht jedoch der unerwartete Befund, dass es keinen Zusammenhang
zwischen verbaler Intelligenz und der Strategiewahl in einer kompen-
satorischen Umwelt gab. Über die verbale Intelligenz hinaus hatte die
Arbeitsgedächtnis-Spanne eines Probanden keinen Einfluss auf die Stra-
tegiewahl in einer Umwelt (Bröder, 2003).
Bröder und Newell (2008, S. 209) schließen, dass die Studien zur Take
The Best Heuristik Zweifel aufkommen lassen, dass Entscheider, zumin-
dest wenn die Cue Information einfach zugänglich ist, „einfache“ non-
kompensatorische Entscheidungs-Heuristiken als erste Wahl („default
mode“) verwenden. Die häufig von Entschteidern gezeigte Verletzung
der Such-, Stopp- und Entscheidungsregel der Take The Best Heuristik
und der hohe Anteil an Probanden, der in den Studien nicht als Nutzer
der Take The Best identifiziert werden konnten, lässt nur den Schluss
zu (Newell, 2005, S. 12), dass „manche Leute manchmal“ Entscheidun-
gen konsistent zur Take The Best Heuristik treffen. Einige situationale
Bedingungen für „manchmal“ wurden in diesem Kapitel genannt. Die
29siehe S. 54 in Kapitel 1.3 für eine kurze Beschreibung von Exemplarmodellen
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persönlichkeitsrelevanten Bedingungen für „manche Leute“ sind jedoch
unklar bzw. die in diesem Kapitel genannten Studien weisen nur für
Intelligenz einen Zusammenhang mit der adaptiven Strategieselektion
auf.30
1.2.5.2. Rekognitions-Heuristik
Der Rekognitions-Cue der Take The Best Heuristik hat eine Sonderstel-
lung im Forschungsprogramm der adaptiven Werkzeugkiste, was sich
darin zeigt, dass die nonkompensatorische Anwendung des Rekognitions-
Cues sogar als Rekognitions-Heuristik bezeichnet wird (Goldstein &
Gigerenzer, 1999, 2002).
Nach Gigerenzer und Goldstein (1996) wird der Rekognitions-Cue
nonkompensatorisch verwendet: Wenn der Cue zwischen zwei Optionen
diskriminiert - nur eine von zwei Städten ist bekannt - wird nur nach
dem Rekognitions-Cue eine Entscheidung in Richtung des rekognizier-
ten Objekts getroffen und somit Wissens-Cues der rekognizierten Stadt,
sofern über die Rekognition hinaus auch Wissen besteht, ignoriert.
Die Annahme über die nonkompensatorische Verwendung des Rekog-
nitions-Cues führt jedoch allein schon aus theoretischen Überlegun-
gen zu irrationalen Entscheidungen (Newell & Shanks, 2007). In der
Städteaufgabe bedeutet das z. B., dass ein Entscheider eine Stadt, von
der er weiß, dass sie wenige Einwohner hat, gegenüber jeder anderen
Stadt, über die er keine Rekognition hat, als größere Stadt wählen muss,
wenn Rekognition nonkompensatorisch verwendet wird (Oppenheimer,
2003, S. B3). Dass Entscheider sich in so einem Fall nicht nach der
Rekognitions-Heuristik verhalten, zeigt eine Studie von Oppenheimer
(2003): Probanden entschieden nur in 37% der relevanten Städtever-
gleichsaufgaben in Richtung des Rekognitions-Cues, wenn es sich für
die Probanden um eine wissentlich kleine Stadt versus eine fiktionale
Stadt, die die Probanden also nicht kennen konnten, handelte (Oppen-
heimer, 2003, Experiment 1, S. B4).
Die Annahme über die fixierte Richtung des Rekognitions-Cues, d. h.,
ein Entscheider wählt immer die Option, über die Rekognition besteht,
ist problematisch (Stanovich & West, 2003). Bei Entscheidungen im
Konsumentenberich würde das z. B. bedeuten, dass Entscheider immer
Markenprodukte kaufen, die teurer aber nicht unbedingt qualitativ bes-
30siehe aber z. B. Hilbig (2008) für den Zusammenhang zwischen Persönlichkeit
und der Nutzung der Rekognitions-Heuristik
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ser als No-Name Produkte sind31, und höhere Kontogebühren bezahlen,
da bekannte Banken tendenziell höhere Gebühren verlangen (Stanovich
& West, 2003, S. 208). Eine fixierte Richtung des Rekognitions-Cues ist
daher nach dem Kriterium der Adaptivität einer Heuristik irrational
(Stanovich & West, 2003).32 Es stellt sich die Frage, wie die Nutzung
eines Cues adaptiv für eine Umwelt sein kann, wenn sie von der Umwelt
losgelöst ist und damit nicht sensibel für unterschiedliche und sich über
die Zeit verändernde Umwelten ist.33
Problematisch ist außerdem die in den Studien zur Rekognitions-
Heuristik (Gigerenzer & Brighton, 2009; Goldstein & Gigerenzer, 1999,
2002) verwendete Methodik. So sind Entscheidungen in einer Städte-
paarvergleichsaufgabe, die im Schnitt in 90% der relevanten Vergleiche
in Richtung der rekognizierten Stadt fallen (Goldstein & Gigerenzer,
2002, S. 81), nicht unbedingt ein Hinweis dafür, dass Entscheider die
Rekognitions-Heuristik anwenden, wenn Wissen vorhanden ist, das auf
die gleiche Entscheidungsoption deutet. Das ist dann der Fall, wenn
der Rekognitions-Cue und die Wissens-Cues eine hohe Validität haben
und eine mittlere bis hohe Diskriminanzrate und somit per Definti-
on viele Urteilsüberschneidungen aufweisen müssen (Hilbig, 2010a, S.
273). Wenn jedoch die Vorhersage einer Entscheidung nach Rekogniti-
on mit der Entscheidung nach Wissen (oder Mischformen zwischen Re-
kognition und Wissen) in einem Aufgabenset zusammenfällt, sind die
Aufgaben nicht geeignet zwischen den Modellen zu diskriminieren. Die
Aufgaben sind somit in Bezug auf die Frage, welches Modell Entschei-
dunhgsverhalten besser vorhersagen kann, wenig informativ (Glöckner
& Betsch, 2011; Jekel et al., 2011). Die Konfundierung zwischen Re-
kognition und Wissen ist besonders dann schwer zu kontrollieren, wenn
31Siehe hierzu auch die Studie von Oeusoonthornwattana und Shanks (2010), die
auf eine kompensatorische Verwendung des Rekognitions-Cues in Konsumenten-
entscheidungen hindeutet.
32Siehe hierzu auch die Diskussion zur Fluency-Heuristik (Hertwig, Herzog, Schoo-
ler & Reimer, 2008; Schooler & Hertwig, 2005), die hier nicht inhaltlich einge-
führt werden soll, bei der aber auch eine Entscheidung basierend auf einem Cue
in eine fixierte Richtung angenommen wird (Schooler & Hertwig, 2005, S. 612).
Unkelbach (2007) konnte jedoch zeigen, dass die Richtung des Fluency Cues
flexibel - d. h. erlernbar - ist, so dass eine höhere Ausprägung des Cues von Ent-
scheidern als Hinweis für eine geringere bzw. höhere Ausprägung des Kriteriums
verwendet wird, wenn ein negativer bzw. positiver Zusammenhang zwischen Cue
und Kriterium in der Umwelt besteht; siehe auch Unkelbach (2006).
33Außer eine fixierte Cue-Nutzung führt für spezifische und besonders „fitness“-
relevante Situationen zu guten Entscheidungen, die nicht auf Veränderungen




die Annahme besteht (Goldstein & Gigerenzer, 2002) und es empiri-
sche Hinweise dafür gibt (Pachur, Bröder & Marewski, 2008), dass die
Rekognitions-Heuristik verstärkt in „natürlichen“ (Goldstein & Gige-
renzer, 2002, S. 76) Entscheidungumwelten, d. h. in Umwelten, die aus
realen Stimuli wie den Optionen und Cues in der Städtevergleichsauf-
gabe bestehen und in denen die Validität des Rekognitions-Cues vor
einer Studie außerhalb des Labors durch alltägliche Erfahrungen ge-
lernt wurde, angewendet wird und somit auch in natürlichen Umwelten
(Brunswik, 1955, 1956; Dhami et al., 2004) untersucht werden sollte.
Es ist dann nicht möglich, die Aufgaben so zu konstruieren, dass die
getesteten Modelle unterschiedliche Vorhersagen machen und dadurch
erst die Aufgaben informativ für einen Modellvergleich sind.
Die Angabe darüber, wie viele Probanden in wie vielen Vergleichen in
die Richtung der Rekognition entscheiden, überschätzt also die Anzahl
der Probanden, die die Rekognitions-Heuristik auch tatsächlich ver-
wenden (Hilbig & Richter, 2011). Eine Entscheidung in Richtung des
Rekognitions-Cues ist notwendig aber nicht ausreichend für den Nach-
weis der Nutzung der Rekognitions-Heuristik (Hilbig, 2010a, 2010b; Hil-
big & Richter, 2011). Hilbig (2010b) demonstriert das anschaulich an-
hand seiner psychologisch unplausiblen Alphabet Heuristik. Ein Anwen-
der der Alphabet Heuristik wählt im Vergleich zwischen Objekten das
Objekt, dessen Buchstabe im Namen eine höhere Position im Alphabet
hat. Ein Anwender der Alphabet Heuristik würde z. B. im Vergleich
zwischen Berlin und Aachen korrekterweise Berlin wählen, da der An-
fangsbuchstabe B nach A im Alphabet kommt und Berlin tatsächlich
die größere Stadt ist.
Die Alphabet Heuristik zeigt in der Städtevergleichsaufgabe im Ver-
gleich zur Rekognitions-Heuristik und Fluency Heuristik hohe Akku-
ratheitsraten, was für die normative Güte der Heuristik spricht. In ei-
ner Reanalyse empirischer Daten zur Städtevergleichsaufgabe (Hilbig,
2010b) zeigte sich, dass Probanden in Richtung der Alphabet Heuris-
tik entscheiden. Das spricht nur für die deskriptive Güte der Heuristik,
wenn übersehen wird, dass die Bestimmung der Nutzer der Heuristik
über ein inkorrektes Messmodell erfolgt ist, das nicht sensitiv für die
Überschneidung der Modellvorhersagen ist. Es wird hier auch noch ein-
mal deutlich, dass die Bestimmung der normativen Güte einer Heuristik
nicht ausreicht, um etwas über die deskriptive Güte bzw. psychologi-
sche Plausibilität einer Heuristik auszusagen: Nur weil eine Heuristik
adaptiv ist, ist sie noch lange nicht ein gutes Modell menschlichen Ent-
scheidungsverhaltens (Bröder, 2000b).
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Hilbig, Erdfelder und Pohl (2010) entwickelten daher ein multinomia-
les Modell, das r-model, in dem die Wahrscheinlichkeiten für kognitive
Prozesse, die an einer Entscheidung beteiligt sind, anhand von katego-
rialen Häufigkeiten über die Objekte, über die ein Proband Rekogniti-
on versus keine Rekognition hat, geschätzt werden können. So kann die
Ratewahrscheinlichkeit, wenn beide Objekte unbekannt sind, die Wahr-
scheinlichkeit einer korrekten Entscheidung basierend auf Wissen, wenn
beide Objekte bekannt sind, und die Wahrscheinlichkeit der Nutzung
der Rekognitions-Heuristik und die Wahrscheinlichkeit der kompensa-
torischen Nutzung des Rekognitions-Cues mit Wissen-Cues, wenn ein
Objekt bekannt ist, geschätzt werden.
Weiterhin kann die Passung unterschiedlicher Modelle auf empiri-
sche Daten bestimmt werden, was für den interessierenden Vergleich
zwischen der Implementierung der Rekognitions-Heuristik im r-model
und dem allgemeinen r-model, das die nonkompensatorische Nutzung
des Rekognitions-Cues beinhaltet, notwendig ist.
Die Befunde zum r-model basieren auf 8 Studien mit 400 Probanden
und insgesamt 40,000 Entscheidungen für unterschiedliche Inhaltsdo-
mänen von Entscheidungen (Hilbig et al., 2010, S. 131). Die Ergebnisse
zeigen, dass die Rate der Nutzung der Rekognitions-Heuristik gemessen
über das r-model im Mittel über alle Datensätze hinweg bei 63% der
Entscheidungen liegt und um circa 20% niedriger als die Schätzung der
Anwendung der Rekognitions-Heuristik ausfällt, wenn der methodisch
inkorrekte Index, die Rate der Entscheidungen in Richtung der Reko-
gnition, für die Bestimmung des Grads der Nutzung der Rekognitions-
Heuristik verwendet wird (Hilbig et al., 2010, Table 2, S. 128). Weiter-
hin verschlechtern sich die Passungs-Indizes zwischen dem Modell und
den empirischen Daten signifikant, wenn die Anwendung der Rekogni-
tions-Heuristik im r-model in Höhe der Rate, in der die Probanden in
Richtung des Rekognitions-Cues entschieden haben, fixiert wird (Hilbig
et al., 2010, Table 2, S. 128).
Es ist jedoch zu beachten, dass die Rekognitions-Heuristik ein Spezi-
alfall des r-model ist, somit wird das r-model zwangsläufig mindestens
genauso gut und durch den zusätzlichen freien Parameter wahrschein-
lich besser auf die Daten passen (Cutting, 2000). Hilbig und Richter
(2011) konnten jedoch zeigen, dass die Rekognitions-Heuristik im Ver-
gleich zu dem allgemeinen r-model schlechter nach dem Bayesianischen
Informations-Kriterium, in dem die Anzahl der freien Parameter ein-
gerechnet wird, abschneidet.
Über die Inhaltsdomänen hinweg zeigt sich, dass die Nutzung der
49
1. Theorie
Rekognitions-Heuristik mit der Validität des Rekognitions-Cues positiv
korreliert ist (Hilbig et al., 2010, S. 130; siehe auch Pohl, 2006), so
dass Hilbig et al. (2010, S. 132) schlussfolgern, dass die Rekognitions-
Heuristik nur angewendet wird, wenn der Rekognitions-Cue die einzig
valide Information in der Entscheidungsumwelt ist.
1.2.6. Abschließende Bewertung
Neben der in diesem Kapitel eingeführten Take The Best Heuristik,
der Take The Last Heuristik, derMinimalist Heuristik, Tallying, Dawes
Rule,Weighted Tallying, Franklin’s Rule und der Rekognitions-Heuristik
wurden weitere Heuristiken der adaptiven Werkzeugkiste eines Ent-
scheiders (Gigerenzer et al., 1999) für unterschiedliche Typen von Ent-
scheidungsaufgaben identifiziert34: So gibt es z. B. die QuickEst Heu-
ristik für Schätzaufgaben (Hertwig et al., 1999; Martignon & Schmitt,
1999), die Fluency Heuristik für Kategorisierungsaufgaben (Schooler &
Hertwig, 2005; Hertwig et al., 2008), die Priority Heuristik für Lotterie-
Präferenzaufgaben (Brandstätter, Gigerenzer & Hertwig, 2006), die
Equity Heuristik für Ressourcen-Allokationsaufgaben (Hertwig, Davis
& Sulloway, 2002) und die Natural-Mean Heuristik für Präferenzent-
scheidungen (Hertwig & Pleskac, 2008).
So lange eine Heuristik so genau spezifiziert ist, dass ihre normative
und deskriptive Güte untersucht und somit die Hypothese, dass Ent-
scheider die Heursitik verwenden, falsifiziert werden kann (Glöckner &
Betsch, 2011; Popper, 1966), ist das unproblematisch. Dass Entscheider
ein Arsenal an Heuristiken für spezifische Entscheidungsprobleme be-
sitzen, ist ja gerade eine zentrale Idee des Forschungsprogramms der ad-
aptiven Werkzeugkiste (Gigerenzer et al., 1999). Problematisch ist je-
doch, dass durch das Hinzufügen neuer Heuristiken etwaige empirische
Befunde, die gegen das Forschungsprogramm der adaptiven Werkzeug-
kiste sprechen, konsistent gemacht werden können und somit das For-
schungsprogramm an sich nicht falsifiziert werden kann (Hilbig et al.,
2010, Fußnote 1, S. 123).
Es ist außerdem für das Forschungsprogramm der adaptiven Werk-
zeugkiste problematisch, wenn Alternativmodelle die Daten gleich gut
beschreiben und die Entscheidungsprozesse gleich gut erklären können
34Identifikation bedeutet, dass die Heurisitiken der adaptiven Werkzeugkiste zum
Repertoire eines Entscheiders gehören und somit nur „entdeckt“ werden müs-
sen. Problematisch ist dabei, dass der Größe der adaptiven Werkzeugkiste keine
Grenze gesetzt ist (Newell & Shanks, 2007, S. 145).
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und gleichzeitig allgemeingültiger sind. Allgemeingültigkeit bedeutet
dabei nicht die Breite der Vorhersage eines Modells von möglichen em-
pirischen Ergebnissen, die noch kongruent mit dem Modell sind (Ro-
berts & Pashler, 2000, Figure 1, S. 359): Ein Modell, das jedes er-
denklich mögliche empirische Ergebnis vorhersagen kann und somit
nichts verbietet, ist auch nicht falsifizierbar und somit ein schwaches
Modell. Gemeint ist die Breite der Anwendbarkeit eines Modells auf
verschiedene Typen und Inhaltsdomänen (Czerlinski et al., 1999) von
Entscheidungsaufgaben und die Möglichkeit des Modells verschiedene
Heuristiken zu modellieren, die im Rahmen der adaptiven Werkzeug-
kiste notwendig sind, um die intra- und interindividuelle Varianz (sie-
he vorheriges Kapitel 1.2.5, S. 38) in der Informationssuche, dem Ab-
bruch der Informationssuche und der Integration der Information zu
einer Entscheidung (Gigerenzer & Goldstein, 1996) abbilden zu kön-
nen. Popper (1966) unterscheidet in diesem Zusammenhang zwischen
Allgemeinheit und Bestimmtheit (siehe auch Glöckner & Betsch, 2011):
Ein gutes Modell hat eine hohen Grad an Allgemeinheit, wenn es auf
viele Phänomene angewendet werden kann, und eine hohen Grad an
Bestimmtheit, wenn es spezifische Vorhersagen zu empirisch beobach-
teten Maßen machen kann.
Es stellt sich also die Frage, ob die theoretische Annahme einer Werk-
zeugkiste, die mit einem Set an Entscheidungs-Heuristiken/Modellen
gefüllt ist, notwendig ist, um unterschiedliches Entscheidungsverhal-
ten von Probanden für unterschiedliche Inhaltsdomänen von Entschei-
dungen zu modellieren, oder ob ein Modell das Set an Entscheidungs-
Modellen abbilden kann (Newell, 2005; Newell & Shanks, 2007) und
damit allgemeingültiger ist (Wason, 1960).35
Wenn man ein Modell für alle Entscheidungen annimmt, kann auch
das Homunkulus Problem (Newell, 2005, S. 12) vermieden werden, das
darin besteht, dass es bei einem vorhandenen Set an Entscheidungs-
Heuristiken eine Meta-Heuristik - den Homunkulus - geben muss, der
die „richtige“ Heuristik für eine Entscheidungsumwelt aus dem Set von
Heuristiken in der Werkzeugkiste auswählt (siehe aber Rieskamp (2008)
für eine Lerntheorie zur Selektion von Strategien). Dieser Vorteil wird
aber mit (zumindest) einem freien Parameter in den Unimodellen ein-
gekauft, der dafür sorgt, dass das Modell so flexibel ist, dass unter-
35siehe hierzu auch eine vergleichbare Diskussion zu Dual-Process Modellen (Chai-
ken & Trope, 1999) versus Uni-Process/Single-Route Modellen (Kruglanski &
Thompson, 1999) in der Forschung zu Einstellungen (attitudes)
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schiedliches Entscheidungsverhalten modelliert werden kann.36
Im folgenden Kapitel sollen drei Unimodelle exemplarisch vorgestellt
werden, bevor das zu testende Unimodell dieser Arbeit - das Desired
Level of Confidence (DLC) von Hausmann und Läge (2008) - genauer
beschrieben wird.
1.3. Unimodelle einer Entscheidung
Die prozessorientierten37 Unimodelle der Entscheidungspsychologie las-
sen sich in zwei Klassen einteilen: Modelle, in denen eine Entscheidung
als parallel ablaufender Prozess modelliert wird, und Modelle, in denen
eine Entscheidung als sequentiell ablaufender Prozess modelliert wird
(Newell & Bröder, 2008). In den folgenden Unterkapiteln werden je-
weils exemplarisch zwei Vertreter der Unimodelle dieser Modellklassen
beschrieben.
1.3.1. Parallele Informationsverarbeitung
Glöckner und Betsch (2008a) modellieren Entscheidungsprozesse über
ein Parallel Constraint Satisfaction (PCS) Netzwerkmodell (Read, Van-
man & Miller, 1997; Rumelhart, McClelland & The PDP Research
Group, 1987). In der PCS Netzwerkarchitektur sind die Optionen und
die Cues Knoten, die miteinander verknüpft sind (Glöckner & Betsch,
2008a, Figure 1, S. 218). Knoten können eine positive oder negative
Aktivation haben. Wie stark ein Knoten die Aktivation eines anderen
Knoten im PCS Netzwerk verstärkt oder vermindert, wird über die
Höhe und das Vorzeichen der Gewichte der Verknüpfungen zwischen
den Knoten modelliert. So ist die Cue Validität in den Gewichten ei-
nes Quellknotens zu den Cue-Knoten und das Cue-Muster zwischen
den Optionen in den Gewichten zwischen den Cue-Knoten und den
Options-Knoten abgebildet.
36Bei den im folgenden Kapitel beschriebenen Modellen ist das z. B. die Transfor-
mationsfunktion der Validitäten für die Gewichte im Parallel Constraint Satis-
faction Netzwerkmodell (Glöckner & Betsch, 2008a) und die Höhe der Abbruch-
schwelle bei den Evidenzakkumulations-Modellen (Lee & Cummins, 2004).
37Neben Modellen, die auch den Anspruch haben die Prozesse, die zu einer Ent-
scheidung führen, zu modellieren, gibt es (sogenannte paramorphe) Modelle, die
nur die Entscheidung vorhersagen. Da sich diese Arbeit mit Prozessmodellen
beschäftigt, wird diese Modellklasse nicht näher eingeführt, es sei jedoch hier
mit der Prospect Theory von Kahneman und Tversky (1979) ein prominentes
Beispiel genannt.
52
1.3. Unimodelle einer Entscheidung
Die Informationen werden im PCS Modell parallel verarbeitet: Die
Information wird gleichzeitig zu einem kohärenten Gesamtbild bezie-
hungsweise - in Anlehnung an die Gestaltpsychologie - zu einer „Ge-
stalt“ (Glöckner & Betsch, 2008a, S. 216) verarbeitet. In einem itera-
tiven Prozess fließt Aktivation konstant von einem Quellknoten zu den
Cues und von den Cues zu den Optionen und dann zurück zu den Cues.
Die Verknüpfungen sind also bidirektional. Die parallele Verarbeitung
zeigt sich auch in der Software-Implementierung: Bevor die Aktivati-
on eines Knotens verändert wird, werden die neuen Aktivationen aller
Knoten in einer Iteration berechnet. Der iterative Prozess wird abge-
brochen, wenn die Veränderungen der Aktivationen im PCS Netzwerk
unter eine gesetzte Schwelle fallen. Die Vorhersage der Wahl einer Op-
tion für einen Entscheider wird über die Aktivation der Optionsknoten,
die Konfidenz in eine Entscheidung über die Differenz der Aktivatio-
nen der Optionsknoten und die Entscheidungszeit über die Anzahl der
Iterationen aus dem PCS Netzwerkmodell abgeleitet.
Zwar kann das PCS Modell die Heuristiken der adaptiven Werkzeug-
kiste über die Setzung der Cue Gewichte imitieren: Für MRDM Stra-
tegien werden die Gewichte zwischen dem Quellknoten und den Cues
kompensatrisch (also mit ähnlich hoher Ausprägung) gesetzt, während
für ORDM Strategien die Gewichte non-kompensatorisch (also mit un-
ähnlich hoher Ausprägung) gesetzt werden, damit die Cues entweder
gleich oder verschieden stark auf den Entscheidungsprozess einwirken..
Das PCS Modell ist aber nicht als Werkzeug, das die Modellierung al-
ler Heuristiken in nur einem Modell ermöglicht, sondern vielmehr als
theoretischer Gegenentwurf zu dem Forschungsprogramm der adapti-
ven Werkzeugkiste zu verstehen. So ist eine Annahme, dass die Informa-
tionsverarbeitung per default automatisch und unbewusst (Glöckner &
Betsch, 2008b; Wyer & Bargh, 1997) verläuft und deliberative Prozesse
nur einsetzen, wenn die automatische Verarbeitung der Information im
Netzwerk nicht zu einer genügend konsistenten Lösung führt (Glöckner
& Betsch, 2008a, Figure 3, S. 223). Damit ist das Argument der Fru-
galität der ORDM Heuristiken der adaptiven Werkzeugkiste zumindest
für den Fall, in dem alle/mehrere Informationen vorliegen, aufgehoben:
Viel Information bedeutet nicht unbedingt einen hohen kognitiven Auf-
wand in der Verrechnung der Information.
Es gibt erste Evidenz, dass das PCS Modell im Vergleich zu den
Heuristiken der adaptiven Werkzeugkiste Entscheidungsverhalten bes-
ser abbildet: So benötigten z. B. Probanden weniger Zeit und gaben hö-
here Konfidenzratings für eine Entscheidung ab, wenn das Cue-Muster
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einer Städtepaarvergleichs-Aufgabe eindeutiger auf eine Stadt zeigte, d.
h., die beiden validesten von drei Cues zeigen auf die Stadt versus nur
der valideste Cue zeigt auf eine Stadt (Glöckner & Betsch, 2008a, Figure
S. 219). Dieses Entscheidungsverhalten kann für ein solches Cue-Muster
aus dem PCS Modell über eine beschleunigte Konsistenzmaximierung
und eine erhöhte Differenz der Aktivationen der Optionsknoten abge-
leitet werden (Glöckner, 2006; Glöckner & Betsch, 2008a). Dies sind z.
B. Befunde, die nicht aus den Heuristiken der adaptiven Werkzeugkiste
abgeleitet werden können: Diese sind blind gegenüber dem Grad der
Eindeutigkeit eines Cue-Musters im Bezug auf die Entscheidungszei-
ten. Weiterhin lassen sich durch die bidirektionale Netzwerkarchitektur
zusätzliche Hypothesen, wie z. B. die Umbewertung (coherence shifts)
der Validität von Cues zum Zwecke der Konsistenz einer Entscheidung,
ableiten und empirisch testen (Glöckner, Betsch & Schindler, 2009).38
Juslin und Persson (2002) modellieren Entscheidungsprozesse im
PROBEX Modell über Gedächtnisprozesse39. Wenn ein Entscheider ein
Kriterium eines Objekts, wie z. B. für eine bestimmte Stadt die Ein-
wohnerzahl in der Städtevergleichsaufgabe, einschätzen soll, vergleicht
er das Cue-Muster des Objekts mit Cue-Mustern von Objekten, den
sogenannten Exemplaren, die aus dem Gedächtnis abgerufen werden
und über die Kriteriums-Wissen besteht. Die Modellvorhersage für die
Schätzung eines Entscheiders bezüglich des Kriteriumswertes eines vor-
liegenden Objekts beinhaltet dann den Mittelwert der gewichteten Kri-
teriumswerte der Exemplare aus dem Gedächtnis (Juslin & Persson,
2002, Formel 6, S. 570). Die Höhe des Gewichts wird über die Ähn-
lichkeit des Cue-Musters des vorliegenden Objekts mit dem jeweiligen
Exemplar bestimmt, so dass ähnliche Exemplare ein hohes versus un-
ähnliche Exemplare ein niedriges Gewicht erhalten und in die Modell-
vorhersage der Schätzung eines Entscheiders stärker versus schwächer
einfließen (Juslin & Persson, 2002, Formel 1, S. 566). Die Anzahl der Ex-
emplare, die für eine Entscheidung abgerufen werden, kann über einen
freien Parameter für Probanden geschätzt werden (Juslin & Persson,
2002, S. 572). Konzeptuell kann über den freien Parameter eine ver-
38Siehe weiterhin den Artikel von Jekel, Glöckner, Fiedler und Bröder (unter Begut-
achtung) für einen normativen Vergleich des PCS Modells mit den Heuristiken,
in dem gezeigt wird, dass die Wahlen nach PCS stärker mit den Wahlen der
rationalen Lösung (d. h., Wahlen nach Bayes-Theorem) überschneiden.
39Siehe auch die verschiedenen Abwandlungen (Dougherty et al., 1999, 2008)
des MINERVA Modells von Hintzman (1988), das Entscheidungsprozesse auch
über Gedächtnisprozesse modelliert und ein erfolgreiches Gegenmodell zur
Rekognitions-Heuristik ist (Dougherty et al., 2008, S. 207).
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änderbare Schwelle des Abbruchs der Informationssuche, d. h. Exem-
plarsuche, modelliert werden; siehe dazu die Evidenzakkumulations-
Modelle im folgenden Kapitel 1.3.2 (S. 56).
Die Aktivierung der Exemplare aus dem Langzeit-Gedächtnis für den
Abgleich mit den Objekten einer Entscheidungssituation läuft schnell
und parallel ab, der Vergleich des vorliegenden Objekts mit den Exem-
plaren läuft jedoch sequentiell ab (Juslin & Persson, 2002, S. 569). Das
Modell lässt sich also nicht eindeutig den parallelen versus sequentiellen
Modellen einer Entscheidung zuordnen; siehe aber Newell und Bröder
(2008, Figure 1, S. 200), die PROBEX den parallelen Prozessmodellen
einer Entscheidung zuordnen.
Das PROBEX Modell zeigt klare konzeptuelle/theoretische Vorteile
gegenüber den Heuristiken der adaptiven Werkzeugkiste. So ist die An-
nahme nicht notwendig, dass Entscheider vor einer Entscheidung die
Parameter einer Heuristik - wie die Validitäten oder Diskriminanzraten
- abstrahiert repräsentiert haben müssen (Dougherty et al., 2008; Jus-
lin & Persson, 2002; Newell & Shanks, 2007): Der Abgleich eines vor-
liegenden Objekts mit den Gedächtnisexemplaren läuft während des
Entscheidungsprozesses ab. Das ist auch deswegen sinnvoll, weil ein
Entscheider vor einer Entscheidungsaufgabe nicht wissen kann, welches
der Merkmale eines Objekts Cues und welches Merkmal das Kriterium
sein wird, so dass nicht für jedes mögliche Kriterium die Validitäten
der Cues berechnet und präsent sein müssen (Newell & Bröder, 2008,
S. 201).
Juslin und Persson (2002) argumentieren, dass die „Einfachheit“ der
Heuristiken über die rechenintensive Komputation der Parameter (Jus-
lin & Persson, 2002, S. 573) erkauft wird. Todd und Dieckmann (2005)
argumentieren jedoch, dass die genauen Validitäten eines Cues zur An-
wendung der Take The Best Heuristik nicht bekannt sein müssen; wich-
tig ist nur die Bildung einer korrekten Rangreihenfolge der Cue Validi-
täten. Eine normativ gute Rangreihenfolge kann dabei über „einfache“
und effektive Regeln im Lernprozess gebildet werden. Todd und Dieck-
mann (2005) schlagen Lernregeln für Cue Rangreihenfolge vor, die, wie
sie in einer Simulationsstudie zeigen, zu guten Akkuratheitsraten in
der Städtepaarvergleichs-Aufgabe führen. Theoretisch unbefriedigend
ist hier jedoch, dass neben den Regeln der Heuristiken dann auch Re-
geln für die Bildung der Rangreihenfolge benötigt werden. Das sind
dann also Heuristiken für Heuristiken. Ein Modell, das diese Zusatz-
annahmen nicht benötigt, ist dann womöglich nach dem Kriterium der
Einfachheit eines Modells (Grünwald, 2000) theoretisch sinnvoller.
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Persson und Rieskamp (2009) konnten jedoch zeigen, dass PROBEX
im Vergleich zu den Heuristiken der adaptiven Werkzeugkiste zu Ent-
scheidungsverhalten von Probanden in einer gedächtnisbasierten Paar-
vergleichsaufgabe schlechter passt, woraus Persson und Rieskamp (2009,
S. 34) schließen, dass Heuristiken der adaptiven Werkzeugkiste Ent-
scheidungen aus dem Gedächtnis besser abbilden. Bröder et al. (2010)
konnten jedoch zeigen, dass diese Schlussfolgerung keine Allgemein-
gültigkeit hat: Das Repräsentationsformat der Cues ist z. B. ein ent-
scheidender Faktor, ob Probanden exemplarbasierte Prozesse oder Heu-
ristiken in ihrer Entscheidung anwenden. Karlsson, Juslin und Ols-
son (2008) schließen, dass exemplarbasierte Entscheidungen nur in be-
stimmten Situationen verwendet werden, wie das z. B. der Fall ist, wenn
die Umnwelten zu komplex werden, da die Cues nonlinear verknüpft
sind (Juslin, Karlsson & Olsson, 2008). Das bedeutet also, dass exem-
plarbasierte „Strategien“ nur ein weiteres Werkzeug in der adaptiven
Werkzeugkiste eines Entscheiders für gedächtnisbasierte Entscheidun-
gen sind und nicht als Gegenmodell zu den Heuristiken der adaptiven
Werkzeugkiste verstanden werden können.
1.3.2. Sequentielle Informationsverarbeitung
Neben den schon besprochenen (Kapitel 1.2, S. 25) Heuristiken der
adaptiven Werkzeugkiste (Gigerenzer et al., 1999), in denen Cues se-
quentiell abgefragt werden, zählen auch Evidenzakkumulations-Modelle
(Hausmann & Läge, 2008; Lee & Cummins, 2004) zu den Modellen, in
denen Informationen sequentiell verarbeitet werden.
Die Grundidee der Evidenzakkumulations-Modelle ist, dass sich die
kompensatorischen versus nonkompensatorischen Strategien auf einem
Kontinuum der Informations-Suche anordnen lassen, dessen Extrema
die Rate-“Strategie“, also eine Entscheidung basierend auf keinem Cue,
und Strategien, die alle verfügbaren Cues verwenden, sind (Newell,
2005, Figure 1, S. 13).
In der Modellvorstellung der Evidenzakkumulations-Modelle sam-
melt ein Entscheider so lange Evidenz, bis die Evidenz für eine der
Optionen stark genug ist, um über eine Schwelle40 zu gelangen (Newell,
2005, S. 13). Die Schwelle kann eine absolute Evidenzschwelle oder eine
40Siehe auch Decision Field Theory von Busemeyer und Townsend (1993) für ein
Schwellenmodell zur Modellierung von Entscheidungsverhalten in Präferenzauf-
gaben: Die Suche nach Informationen wird abgebrochen, wenn die Präferenz für
eine Option eine bestimmte Stärke ausgebildet hat.
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relativ zu der Stärke der Evidenz der anderen Optionen festgelegte Evi-
denzschwelle sein (Hausmann & Läge, 2008, S. 231). Die Schwelle kann
für unterschiedliche Entscheider (interindividuelle Varianz) und unter-
schiedliche Situationen (intraindividuelle Varianz) unterschiedlich hoch
ausfallen.
Eine bestimmte Strategie der adaptiven Werkzeugkiste ist demnach
nur ein Spezialfall eines generelleren Evidenzakkumulations-Modells.
Diese Eigenschaft von Evidenzakkumulations-Modellen wird über (ei-
nen) freie(n) Parameter, der/die über ein Set von Aufgaben für Proban-
den geschätzt werden muss/müssen, erkauft, d. h., dass das Modell für
seine Flexibilität durch seine(n) freien Parameter in einem Passungs-
index wie dem Bayesianischen Informations-Kriterium (Schwarz, 1978)
bestraft wird, in dem jeder freie Parameter Punkte auf dem Konto der
Passung kostet.41
Im Gegensatz dazu besitzen die Heuristiken der adpativen Werk-
zeugkiste keine freien Parameter: Die Parameter der Heuristiken der
adaptiven Werkzeugkiste wie z. B. die Validität, Diskriminanzrate und
Successrate sind keine freien Parameter, da diese anhand der Lernum-
welt berechnet und nicht basierend auf dem Entscheidungsverhalten
der Probanden geschätzt werden müssen. Die Annahme, dass die öko-
logischen Validitäten gleich den subjektiven Validitäten entsprechen, ist
jedoch kritisch; siehe dazu auch die Anmerkungen zum Brunswikschen
Linsenmodell auf S. 22 in Kapitel 1.1. Die Flexibilität der Werkzeug-
kiste wird nicht über die Flexibilität der Heuristiken sondern über die
Größe des Sets von Heuristiken erkauft. Strenggenommen ist hier jedoch
„erkauft“ kein angemessener Begriff, da es a) keinen Passungsindex gibt,
der die Passung für die Anzahl der Modelle eines gesamten Foschungs-
programms korrigiert, und, selbst wenn es so einen Index geben würde,
b) die Anzahl der Heuristiken/Modelle in der adaptiven Werkzeugkiste
unbekannt ist. Das erste Problem lässt sich über die Modellierung eines
Wahlmechanismus eines Entscheiders für eine bestimmte Heuristik aus
der adaptiven Werkzeugkiste als freie(n) Parameter lösen (Rieskamp,
2006, 2008; Rieskamp & Otto, 2006), das zweite Problem ist nicht lös-
bar und ist letztendlich eine Schwäche des Forschungsprogramms.
41Eine weitere Methode aus der Informatik für den Modellvergleich ist die Mo-
dellevaluation nach dem Prinzip der minimalen Beschreibungslänge („minimum
description length“, MDL) (Grünwald, 2000, 2005). Im MDL Ansatz wird die
Beschreibungslänge des Modells mit der Beschreibungslänge der Daten, nach-
dem diese mit dem Modell komprimiert wurden (= durch das Modell erfasste
Systematik), verglichen. Ein Modell ist dann gut, wenn es simpel ist (= wenige
Parameter) und die Regularitäten in den Daten gut beschreiben kann.
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Zwar schreibt Newell (2005, S. 13), dass es notwendig ist, empiri-
sche Techniken zu entwickeln, um die Heuristiken der adaptiven Werk-
zeugkiste gegen Evidenzakkumulations-Modelle zu testen, er beschreibt
aber nicht, wie das konkret möglich sein soll: Evidenzakkumulations-
Modelle haben ja gerade die Eigenschaft, die Heuristiken aus der ad-
aptiven Werkzeugkiste in einem Modell imitieren zu können, so dass
es unmöglich ist, experimentelle Bedingungen zu finden, die die bei-
den Klassen von Theorien trennen können.42 Das bedeutet auch, dass
ein Evidenzakkumulations-Modell immer mindestens so gut wie eine
Heuristik auf die Daten passen muss. Es steht jedoch offen, ob sich
aus den Modellen, wenn sie denn nicht über das Maß der Entscheidun-
gen trennbar sind, diskriminierende Vorhersagen auf weiteren Maßen
ableiten lassen (z. B. Entscheidungszeiten, Informationssuche, physio-
logische Erregung).
Es ergeben sich darüber hinaus aus den Evidenzakkumulations-Mo-
dellen interessante neue Hypothesen; so stellt sich die Frage, ob die
interindividuell sich unterscheidende Schwelle auch eine psychologische
Bedeutung hat, d. h., ob die Schwelle eine stabile Persönlichkeitsva-
riable ist, die mit verwandten Persönlichkeitskonstrukten zusammen-
hängt, und ob sie mit situationalen Bedingungen interagiert.
Die Schwelle wird dabei in den Evidenzakkumulations-Modellen un-
terschiedlich modelliert. Im Evidenzakkumulations-Modell von Lee und
Cummins (2004) werden die logarithmierten Odds, d. h. die relative
Evidenz für die Optionen, mit jedem hinzukommenden Cue nach den
Regeln des Bayes-Theorems erneut berechnet (Bayesian updating) (Lee
& Cummins, 2004, S. 346). Der Odds Ratio ist die Wahrscheinlich-
leit, dass Option A einen höheren Kriteriumswert hat, geteilt durch die
Wahrscheinlichkeit, dass Option B einen höheren Kriteriumswert hat,
bei gegebenem Cue-Muster. Der Odds Ratio wird logarithmiert, so dass
ein Wert größer 0 für Option A, ein Wert kleiner 0 für Option B und
ein Wert gleich 0 weder für Option A noch für Option B spricht.
Wenn der logarithmierte Odds Ratio eine Schwelle überschreitet (Lee
& Cummins, 2004, Figure 1, S. 346), wird die Suche nach weiteren Cues
abgebrochen und in Richtung der Option entschieden, die der logarith-
42siehe dazu auch Newell und Bröder (2008, S. 201): „[...] contingency models [zu
denen die Heuristiken der adaptiven Werkzeugkiste gehören] and accumulation
models are very hard to distinguish empirically. Whether this matter can be
resolved by inventing clever testing methods remains to be investigated [...]. If
the issue cannot be addressed empirically, the question may have to be resolved
by determining which of the metaphors is more fruitful and fits better into the
nomological network of other theories of cognition and decision making.“
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mierte Odds Ratio vorgibt. Wenn alle Cues eingeholt wurden und die
Evidenz-Schwelle nicht überschritten wurde, wird nach dem Modell in
Richtung der Option entschieden, für den der logarithmierte Odds Ra-
tio spricht. Eine individuelle Schwelle kann über ein Set von Aufga-
ben für individuelle Probanden oder über die Gruppe hinweg geschätzt
werden.43 Lee und Cummins (2004) konnten in einer probabilistischen
Entscheidungsaufgabe zeigen, dass ihr Evidenzakkumulations-Modell
84.5% der Entscheidungen über die Probanden hinweg korrekt abbil-
den kann im Gegenstatz zu der Akkuratheit von 36% für Take The
Best und der Akkurateheit von 64% eines Modells, in dem es keine
Abbruchschwelle gibt - bzw. die Abbruchschwelle genügend hoch ist -
und alle Cues integriert werden. Unverständlicherweise wurden in der
Studie alle Cues gleichzeitig präsentiert, so dass die Stopp-Regel der
Probanden, über die ja in dem Modell eine Vorhersage ableitbar ist,
nicht untersucht wurde.
Es ist nicht klar, ob Lee und Cummins (2004) annehmen, dass Pro-
banden das Bayes-Theorem zur (komplexen) Berechnung der logarith-
mierten Odds verwenden, was, wenn das der Fall wäre, kritisch für die
psychologische Plausibilität des Modells ist. So kann das Evidenzakku-
mulations-Modell „nur“ in die Klasse der paramorphen Modelle (oder
auch as-if Modelle) eingeordnet werden, die den Outcome (Entschei-
dung) vorhersagen, aber nichts über die psychologischen Prozesse, die
zu dem Outcome führen, aussagen (Lewandowsky & Farrell, 2011).
Hausmann und Läge (2008) modellieren eine Schwelle für den Ab-
bruch der Cue-Suche direkt über die Validitäten eines Cues. Wenn ein
Cue eine Validität hat, die gleich oder über einer Schwelle liegt, wird
die Cue-Suche abgebrochen, wenn das nicht der Fall ist, wird sie fort-
geführt.
Die Schwelle ist konzeptuell ein individuelles Anspruchsniveau an
gewünschter Urteilssicherheit (Hausmann-Thürig, 2004) - das Desired
Level of Confidence (DLC) (Hausmann & Läge, 2008) -, das von der
Evidenz befriedigt werden muss, bevor die Informations-Suche abgebro-
chen wird.44 Es handelt sich nach Hausmann und Läge (2008, Fußnote
1, S. 231) beim DLC um einen emotional-motivationalen Zustand.
Da die Validierung des DLC Modells (Hausmann & Läge, 2008) The-
43Lewandowsky und Farrell (2011) empfehlen prinzipiell eine Modellierung auf Indi-
vidualebene und Mittelung der individuellen Parameter, falls gruppenstatistische
Aussagen getroffen werden sollen.
44vergleiche auch mit dem satisficing Prinzip von Simon (1990) auf S. 22 in Kapi-
tel 1.1 und mit dem sufficiency principle von Chaiken et al. (1989)
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ma der Arbeit ist, wird in den beiden folgenden Unterkapiteln die Auf-
gabe (Kapitel 1.3.2.1, S. 60) und das zugrundeliegende Messmodell (Ka-
pitel 1.3.2.2, S. 62) der DLC Schwelle beschrieben, bevor die bisherigen
empirischen Ergebnisse zum DLC Modell (Kapitel 1.3.2.3, S. 65) ge-
nannt werden.
1.3.2.1. Aufgabe Desired Level of Confidence
In der Pferdewette Aufgabe nehmen die Probanden die Rolle eines
Wettbüroleiters ein. Ihre Aufgabe ist es, in 71 Durchgängen jeweils
1000 Franken Einsatz auf das Pferd zu setzen, das nach ihrer Meinung
in einer simulierten Pferdewette gewinnen wird. Bei einem richtigen
Tipp, erhalten die Probanden 300 Franken „Provision“ auf ihr Kon-
to gutgeschrieben; siehe Abbildung 1.4 (S. 61) für die Oberfläche der
Pferdewette. Gezeigt wird hier die Oberfläche, die im empirischen Teil
verwendet wird. Bis auf die Währung Euro vs. Franken ist der Inhalt
und das Design der Aufgabe identisch zu der Studie von Hausmann
und Läge (2008, Figure 1, S. 233).
Die vier Pferde haben die gleiche a-priori Wahrscheinlichkeit (p =
.25) das Siegerpferd zu sein. Die Pferdenamen, Zufallsziehungen aus
einem Set klassischer Götternamen, unterscheiden sich über die Durch-
gänge, so dass den Probanden über die Instruktion hinaus vermittelt
wird, dass die Durchgänge voneinander unabhängig sind; siehe für die
exakten Instruktionen Anhang B.1 (S. 175).
Die Probanden können, um die Wahrscheinlichkeit eines korrekten
Hinweises zu erhöhen, voneinander unabhängige Informanten sequen-
tiell befragen. In jedem Durchgang muss mindestens ein „Hinweis“ von
einem Informanten eingeholt werden und es können maximal sieben
Informanten befragt werden. Jeder Informant gibt einen Tipp ab, wel-
ches Pferd seiner Meinung nach gewinnen wird. Wie gut bzw. wie valide
der Hinweis ist, wird über eine weitere Information zum Hinweis ver-
mittelt: Als Güte-Index eines Informanten wird die Anzahl der Fälle
angegeben, in denen der Informant in den letzten 100 Pferdewetten das
Gewinnerpferd vorhergesagt hat.
Die Befragung der Informanten ist mit 30 Franken Kosten pro In-
formant verbunden. In der Begrifflichkeit der adaptiven Werkzeugkiste
sind die Informanten also die Cues einer probabilistischen Schätzaufga-
be, die mit einer bestimmten Validität auf das Kriterium - das Gewin-
nerpferd - zeigen. Die Diskriminanz liegt aufgrund der Personalisierung
der Cues für alle Cues bei 1: Ein Informant gibt immer nur einen Tipp
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Abbildung 1.4. Die Oberfläche der Pferdewette. Ein Entscheider muss in einer
simulierten Pferdewette zwischen vier Pferden auf das Siegerpferd tippen.
Ein Proband mit einem aktuellen Kontostand von 910 Euro Spielgeld hat
drei Hinweisreize aufgedeckt, die nur mit einer bestimmten Validität das
Gewinnerpferd anzeigen.
für ein Pferd ab (Hausmann & Läge, 2008, S. 232).
Nach Abgabe eines Tipps erhalten die Probanden eine Rückmeldung
über das tatsächliche Gewinnerpferd, bei einem richtigen Tipp über
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ihren Gewinn in dem Durchgang nach Abzug der Suchkosten für die
aufgedeckten Cues bzw. bei einem falschen Tipp über den Verlust in
Höhe der investierten Suchkosten für die aufgedeckten Cues und über
den aktuellen Kontostand über alle Durchgänge.45
1.3.2.2. Messmodell Desired Level of Confidence
Den Probanden werden in der Messphase 51 Durchgänge der Pferde-
wette präsentiert. Der erste Cue nimmt über die 51 Aufgaben hinweg
in randomisierter Reihenfolge alle Validitätswerte zwischen 0 und 1 in
Schritten von .02 (0; :02; : : : ; :98; 1) an. Die Validitäten der restlichen 6
Cues liegen zufällig zwischen 0 und 1. Zur Berechnung des DLC ist nur
die Höhe der Validität des ersten Cues relevant und ob der Proband
mehr als nur den ersten Cue in einem Durchgang aufdeckt, bevor er
einen Tipp abgibt.








(V ali  DLC)2 ; falls MRDM j V ali  DLC
(V ali  DLC)2 ; falls ORDM j V ali < DLC
0 ; falls MRDM j V ali < DLC
0 ; falls ORDM j V ali  DLC
(1.1)
Es wird für jedes hypothetische DLC, welches Werte zwischen 0 und
1 in .01 Schritten annehmen kann, über die Summe der Fehler i in
einem Set von k Aufgaben in der Pferdewette ein Gesamtfehlerterm,
FehlerDLC , berechnet.
Der Fehler  für die Aufgabe i nimmt die quadrierte Differenz des
hypothetischenDLC mit der Validität V al des ersten Cues der Aufgabe
i an, wenn die Validität V ali des ersten Cues über oder gleich dem
hypothetischen DLC liegt, der Poband jedoch mehr als einen Cue in
der Aufgabe aufdeckt und somit entgegen der Modellvorhersage MRDM
zeigt: Die Validität des Cues liegt über oder gleich der Schwelle und
45Die Software funktioniert daher nach folgendem Prinzip: Zuerst wird per Zufall
eines der Pferde als Gewinnerpferd gezogen. Dann wird mit einer Wahrschein-
lichkeit in Relation zu der Validität eines Cues per Zufallsalgorithmus bestimmt,
ob der Cue das Gewinnerpferd anzeigt. Wenn das nicht der Fall ist, wird von
den drei Verliererpferden ein Pferd per Zufall für die Cue Anzeige ausgewählt.
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sollte dem Anspruchsniveau an gewünschter Urteilssicherheit genügen,
trotzdem deckt der Proband weitere Cues im Durchgang auf.
Der Fehler  für die Aufgabe i nimmt die quadrierte Differenz des hy-
pothetischen DLC mit der Validität V al des ersten Cues der Aufgabe i
an, wenn die Validität V ali des ersten Cues unter dem hypothetischen
DLC liegt, der Poband jedoch nur einen Cue in der Aufgabe aufdeckt
und somit entgegen der Modellvorhersage ORDM zeigt: Die Validität
des Cues liegt unter der Schwelle und sollte dem Anspruchsniveau an
gewünschter Urteilssicherheit nicht genügen, trotzdem deckt der Pro-
band nur einen Cue im Durchgang auf. In allen anderen Fällen ist der
Fehler i gleich demWert 0, da sich der Proband unter der Annahme der
Gültigkeit des hypothetischen DLC in Richtung der Modellvorhersa-
ge verhält. Das hypothetische DLC mit dem geringsten Gesamtfehler
FehlerDLC ist der gemessene DLC Schwellenwert für einen Proban-
den. Das Messmodell bildet also in der jetzigen Spezifizierung keinen
Evidenz-Akkumulations-Prozess ab, da die Integration der Cues zum
einem Gesamt-Sicherheitsindex nicht im Messmodell erfasst wird.
Den Probanden wird in der Testphase, in der das gemessene DLC
adaptiv getestet wird, weitere 20 Durchgänge der Pferdewette präsen-
tiert. Dazu werden in zufälliger Reihenfolge 20 weitere Durchgänge der
Pferdewette präsentiert, von denen die Validität des ersten Cues in 10
Durchgängen über dem DLC liegt, nämlich in den Abständen DLC
+.03, +.05, ..., +.19, +.21, und in 10 Durchgängen unter dem DLC
liegt, nämlich in den Abständen DLC -.03, -.05,..., -.19, -.21. Da sich
die ersten 51 Durchgänge der Messphase und die 20 Durchgänge der
Testphase oberflächlich nicht unterscheiden und im direkten Anschluss
stattfinden, ist dem Probanden nicht bewusst, dass die Pferdewette aus
2 Phasen besteht. In Anhang A.2 (S. 171) sind Veränderungen zur Ori-
ginal Pferdewette und Details zum Algorithmus zur Berechnung der
Validitäten des ersten Cues über die 20 Testdurchgänge für die Studien
dieser Arbeit beschrieben.
In Tabelle 1.3 (S. 64) ist die erwartete Verteilung der Häufigkeiten
der Anwendung einer ORDM Stoppregel und einer MRDM Stoppregel
der Cue-Suche über das Set von 20 Testdurchgängen in der Pferdewette
für vier unterschiedliche Modelle einer Entscheidung dagestellt.
Wenn das DLC eine valide Messung des Abbruchkriteriums der Cue-
Suche ist, dann sollten Probanden in den 10 Durchgängen, in denen die
Validität des ersten Cues gleich oder über dem DLC liegt, nur einen Cue
aufdecken und somit eine ORDM Stoppregel der Cue-Suche anwenden.
In den 10 Durchgängen, in denen die Validität des ersten Cues unter
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Tabelle 1.3. Erwartete Häufigkeiten der Anwendung einer ORDM und einer
MRDM Stoppregel der Cue-Suche bei gegebener Validität des ersten Cues
eines Testdurchgangs und der gemessenen DLC Schwelle eines Probanden
über das Set von 20 Testdurchgängen der Pferdwette für vier konkurrieren-
de Modelle einer Entscheidung: Das DLC Modell, ein ORDM Modell, ein
MRDM Modell und ein Zufallsmodell; vergleiche mit Hausmann und Läge
(2008, Figure 2, S. 235).
Modellvorhersage
Stoppregel DLC ORDM MRDM Zufall
MRDM j V ali  DLC 0 0 10 5
ORDM j V ali < DLC 0 10 0 5
MRDM j V ali < DLC 10 0 10 5
ORDM j V ali  DLC 10 10 0 5
dem DLC liegt, sollte ein Entscheider nach dem DLC Modell mehr als
einen Cue aufdecken und somit eine MRDM Stoppregel der Cue-Suche
anwenden.
Wenn ein Entscheider einer reinen ORDM Strategie folgt, dann wird
er unabhängig vom DLC und der Validität des ersten Cues für alle 20
Testdurchgänge immer nur einen Cue aufdecken. Wenn ein Entschei-
der einer reinen MRDM Strategie folgt, dann wird er unabhängig vom
DLC und der Validität des ersten Cues für alle 20 Testdurchgänge im-
mer mehr als einen Cue aufdecken. Wenn ein Entscheider zufällig eine
ORDM oder MRDM Stoppregel der Cue-Suche anwendet, wird er un-
abhängig vom DLC gleich oft einen oder mehrere Cues aufdecken.
Probanden können individuell einem der Modelle des Abbruchs der
Cue Suche zugeordnet werden. Die Anzahl der Durchgänge, in denen
modellkonsistentes Stopp-Verhalten gezeigt wird, kann über einen Bi-
nomialtest gegen den Zufall abgesichert werden: Bei 20 Durchgängen
muss bei einem -Fehler von .05 und einem p von .5 mindestens in 15
Durchgängen modellkonsistentes Stopp-Verhalten gezeigt werden, um
die überzufällige korrekte Vorhersage des Modells für einen Probanden
zu sichern.
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1.3.2.3. Befunde Desired Level of Confidence
In einer Validierungsstudie zum DLC von Hausmann und Läge (2008,
S. 234) zeigte sich, dass das DLC der Probanden zwischen .52 und
.88 mit einem Mittelwert von .73 und einer Streuung von .09 lag. Der
Gesamtfehlerwert, der mit dem gemessenen DLC verknüpft war, lag
zwischen 0 und .11 bei einem Mittelwert von .03 und einer Streuung
von .03.
Über das gesamte Set an beobachteten Entscheidungen, das sind also
bei 22 Probanden und 20 adaptiven Testdurchgängen 440 Entscheidun-
gen, waren nur in 49% der Entscheidungen die beobachtete Stoppregel
der Probanden konform mit einem MRDM Modell und damit in 51%
der Entscheidungen konform mit einem ORDM Modell (siehe Tabel-
le 1.3, S. 64). Dagegen passte in 91% der Entscheidungen die beob-
achteten Stoppregel zu dem DLC Modell (Hausmann & Läge, 2008, S.
234).
In einem Binomialtest zeigte sich, dass die Anwendung der Stopp-
regel bei allen - bis auf einen von 22 Probanden - signifikant von einem
ORDM-, MRDM- und Zufalls-Modell abwich (Hausmann & Läge, 2008,
S. 234). Im Gegensatz dazu gab es keine signifikante Abweichung zwi-
schen dem DLC Modell und der Anwendung der Stoppregel für alle
Probanden - bis auf den schon erwähnten Probanden, dessen Anwen-
dung der Stoppregel nicht signifikant von einem MRDM Modell ab-
wich. Das bedeutet also, dass das DLC Modell bei 21 von 22, das sind
 95% der Probanden, am besten zu der beobachteten Anwendung der
Stoppregel passte.
In einer weiteren Studie (Hausmann & Läge, 2008) wurden intrain-
dividuell die Merkmale der Umwelt manipuliert: Die Cues wurden über
30 Durchgänge der Pferdewette nach der Validität der Cues angeord-
net und die Probanden darüber instruiert, dass der erste Cue auch der
valideste Cue ist, und über weitere 30 Durchgänge per Zufall geord-
net, was der Standardbedingung der DLC Aufgabe entspricht (siehe
Kapitel 1.3.2.1, S. 60). Die Reihenfolge der Umwelten wurde per Zufall
bestimmt. Eine Ordnung nach Validitäten ist eine „freundliche“ (Haus-
mann & Läge, 2008, S. 235) Umwelt für ein ORDM Heuristik wie Take
The Best, in der die Cues nach der Höhe der Validitäten abgesucht
werden, und sollte ihre Anwendung begünstigen.
Generell zeigten die Probanden jedoch mehr MRDM als ORDM Ver-
halten, selbst in der Take The Best freundlichen Umwelt lag die Anwen-
dung einer MRDM Stoppregel bei 63.4% der Durchgänge (Hausmann
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& Läge, 2008, S. 235). Im Vergleich zu der Zufallsreihenfolge, die einer
Minimalist Heuristik46 entgegenkommt, zeigte sich jedoch ein Anstieg,
im Mittel von  8 auf  10, in der Anzahl der Durchgänge, in denen
die Probanden ausschließlich einen Cue konsultierten, so dass die Pro-
banden trotz genereller Tendenz zu einer MRDM Stoppregel adaptiv
auf die Umwelt reagierten.
Das DLC wurde für die beiden Umwelt-Bedingungen separat berech-
net. Es zeigte sich keine signifikante intraindividuelle Differenz in der
Höhe des DLC. In der Bedingung, in der die Cues zufällig angeord-
net waren, passte für 31 von 36 Probanden das DLC Modell im Ver-
gleich zu einem ORDM-, MRDM- und Zufallsmodell am besten auf
die Stoppregel der Probanden. In der Bedingung, in der die Cues nach
ihrer Validität angeordnet waren, passte bei 26 Probanden das DLC
Modell im Vergleich zu einem ORDM-, MRDM- und Zufallsmodell am
besten auf die Stoppregel der Probanden. Das DLC zeigt also auch
in einer Umwelt, die ORDM Heuristiken begünstigt, eine gute Passung
zur Stoppregel der Probanden, was für die Robustheit des DLC Modells
spricht.
1.4. Überblick empirischer Teil der Arbeit
Da es zum DLC Modell bisher nur eine publizierte Studie gibt (Haus-
mann & Läge, 2008), ist eine weitere Validierung des DLC Modells
notwendig. Im ersten Abschnitt der Arbeit wird die Reliabilität und
Validität des DLC in zwei Studien untersucht.
In Studie 1 des empirischen Teils der Arbeit (Kapitel 2.1, S. 69) wird
auf verschiedene Arten die Reliabilität der Messaufgabe des DLC be-
stimmt. Es wird untersucht, inwieweit das DLC von den messirrelevan-
ten Merkmalen der Aufgabe beeinflusst wird. Dafür wurden alle freien
Parameter der Pferdwette so verändert, dass die neue Aufgabe - es han-
delte sich um einen Kriminalfall als Coverstory - möglichst verschieden
zur Pferdewette ist. Freie Parameter sind solche Parameter, die verän-
dert werden können, ohne dass sich das Messmodell des DLC verändert:
Das ist also die Anzahl der Optionen und Cues, die Cue Kosten, die
Höhe des Gewinns bei der richtigen Wahl, die Anordnung der Elemente
der Oberfläche und die Coverstory. Es wurde separat für die Pferdewet-
te und den Kriminalfall für jeden Probanden das DLC gemessen und
untersucht, wie die DLC Maße zusammenhängen. Weiterhin wird ana-
46siehe Seite 29 in Kapitel 1.2.2 für die Beschreibung der Minimalist Heuristik
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log zu der Originalstudie von Hausmann und Läge (2008) das DLC der
Testphase mit dem DLC der Messphase verglichen. Das bedeuet, dass in
den 51 ersten Durchgängen das DLC für jede der beiden Einkleidungen
der DLC-Aufgabe (Pferdewette und Krimi) ermittelt wird und in den
anschließenden 20 Durchgängen (adaptiv) getestet wird, ob das DLC
Modell im Vergleich zu ORDM oder MRDM Strategien die Wahlen der
Probanden am besten vorhersagen kann (siehe Kapitel 1.3.2.2, S. 62 für
Details zum Messmodell). Über die Orginalstudie hinaus wird für die
20 Aufgaben der Testphase ein DLC nach dem gleichen Algorithmus
wie in der Testphase berechnet, so dass die beiden DLC Maße direkt
miteinander korreliert werden können und somit – neben der Vorher-
sagekraft des DLC Modells – ein weiteres Maß für die Reliabilität des
DLC ermittelt werden kann.
In Studie 2 (Kapitel 2.2, S. 79) wird die Konstruktvalidität des DLC
bestimmt. Dazu wird untersucht, wie das DLC Modell in das For-
schungsprogramm der adaptiven Werkzeugkiste (Gigerenzer et al.,
1999) passt. Dabei wird in der ersten Phase der Studie das DLC in der
Pferdewette gemessen und in der zweiten Phase das Entscheidungsver-
halten der Probanden im Börsenspiel nach ORDM und MRDM Stra-
tegien klassifiziert. In der gleichen Studie wurde die Pferdewette und
das Börsenspiel eine Woche später noch einmal an den gleichen Pro-
banden erhoben. Damit ist es möglich zu untersuchen, ob es sich beim
DLC um ein zeitstabiles Maß handelt, und es sich somit um eine Per-
sönlichkeitseigenschaft handelt, was von Newell und Bröder (2008, S.
198, Hervorhebung hinzugefügt) schon als Hypothese aufgestellt wur-
de: „Their work [gemeint ist das hier beschriebene DLC Modell von
Hausmann und Läge (2008)] is especially interesting because they de-
velop a simple method of validating the threshold concept empirically
and at the same time model (stable?) individual differences under the
umbrella of a unified process model.“.
In den verbleibenden Studien des empirischen Teils der Arbeit wird
untersucht, wie das DLC mit verwandten Konstrukten aus der kogni-
tiven Psychologie außerhalb des Forschungsprogramms der adpativen
Werkzeugkiste (Gigerenzer et al., 1999) zusammenhängt.
Dazu werden im zweiten Abschnitt der Arbeit in vier Studien situa-
tionale Einflussfaktoren auf das DLC untersucht.
In Studie 3 (Kapitel 3.1.1, S. 93) und Studie 4 (Kapitel 3.1.2, S. 100)
wird untersucht, ob das DLC durch ein konzeptuelles Priming oder ein
Mindset Priming (Bargh & Chartrand, 2000; Uleman & Bargh, 1989)
einer ORDM versus MRDM Strategie beeinflusst werden kann. Da in
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Studie 2 untersucht wird, ob das DLC eine stabile Perönlichkeitseigen-
schaft ist, kann die Folgerung gezogen werden, dass eine situationale
Manipulation keinen Einfluss auf das DLC haben darf, wenn sich zeigt,
dass das DLC zeitlich stabil ist. Die Hypothese bei den experimentellen
Studien dieser Arbeit ist jedoch, dass das DLC mit situationalen Ein-
flüssen interagiert, so dass sich der Mittelwert des DLC in den experi-
mentellen Gruppen unterscheiden kann, relative Unterschiede zwischen
den Probanden in den Gruppen aber konstante und bedeutungsvolle
Unterschiede sind. Es besteht also die Hypothese, dass die Situation
additiv auf das DLC wirkt.
In Studie 5 (Kapitel 3.2.1, S. 109) und Studie 6 (Kapitel 3.2.2, S. 113)
wird untersucht, ob sich das DLC durch die Induktion eines hohen ver-
sus niedrigen Need for Cognitive Closure (Kruglanski, 2004; Kruglanski
& Webster, 1996) über die Attraktivität der Aufgabe und Lärm in der
Versuchsbedingung beeinflussen lässt.
Im abschließenden dritten Abschnitt der Arbeit wird der Zusammen-
hang zwischen dem DLC und Persönlichkeitsvariablen untersucht.
In Studie 7 (Kapitel 4.1.1, S. 124) und Studie 8 (Kapitel 4.1.2, S. 130)
wird untersucht, wie das DLC mit Antworttendenzen zusammenhängt,
d. h., ob das DLC mit dem Entscheidungskriterium  der Signalent-
deckungstheorie (Macmillan & Creelman, 2005; Stanislaw & Todorov,
1999) in einer Kategorisierungsaufgabe und in einer Rekognitionsauf-
gabe korreliert ist.
In Kapitel 4.2 (S. 135) wird ein Überblick über den Zusammenhang
zwischen dem DLC und Persönlichkeits-Maßen, die über die Studien
hinweg erhoben wurden, gegeben. Die Arbeit ist also so organisiert,
dass in den einzelnen Methodenteilen zu den Studien die Persönlich-
keitstests, die erhoben wurden, genannt werden, die Ergebnisse jedoch
erst im Überblick am Ende der Arbeit zusammenfassend dargestellt
werden.
Im abschließenden Kapitel 5 (S. 141) der Arbeit werden die Befunde
aller Studien zusammengefasst und diskutiert.
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In den folgenden beiden Studien wird die Reliabilität und Validität
des DLC untersucht. In der ersten Studie wird die Reliabilität, d. h.
die Messgenauigkeit des DLC in der Pferdewettenaufgabe, überprüft.
Eine genügend hohe Reliabilität soll garantieren, dass das DLC mit
der Messaufgabe genügend zuverlässig gemessen werden kann. In der
zweiten Studie soll überprüft werden, ob es sich bei dem DLC um ein
zeitstabiles und somit eine Persönlichkeitseigenschaft handelt und ob
es stimmig in den Kontext der im Theorieteil dargestellten Befunde
der adaptiven Werkzeugkiste einzuordnen ist. In beiden Studien wird
also die Grundlage für die weiteren Studien dieser Arbeit gelegt. Wenn
das DLC nicht über die Messaufgabe genügend reliabel erfasst werden
kann, sind die folgenden Studien, bei denen das DLC situational mani-
puliert werden soll, obsolet bzw. es ist in einem ersten Schritt notwendig
ein reliableres Messverfahren zu entwickeln. Wenn das DLC weiterhin
zeitlich instabil ist - es sich also um einen zeitinstabilen Zustand (=
State) handelt - , sind Untersuchungen zu den Zusammenhängen zwi-
schen dem DLC und anderen Persönlichkeitsvariablen wenig sinnvoll.
Wenn das DLC nicht mit bewährten Maßen der Entscheidungspsycho-
logie zusammenhängt, ist die Frage zu stellen, ob das DLC überhaupt
Entscheidungsverhalten außerhalb der Messaufgabe abbilden kann, wo-
mit die Konstruktvalidität des DLC in Frage gestellt werden kann.
2.1. Reliabilität des DLC
In der folgenden Studie soll untersucht werden, wie reliabel die Mess-
aufgabe der Pferdewette das DLC erfassen kann. Dazu wird analog zur
Studie von Hausmann und Läge (2008) das DLC in eine ersten Phase
gemessen und in einer zweiten Phase (adaptiv) getestet, ob das ge-
messene DLC Entscheidungsverhalten in der Testphase besser als eine
ORDM oder MRDM Strategie erklären kann. Es wird somit die prä-
diktive Kraft des DLC Modells getestet. Darüber hinaus wird über den
gleichen Verrechnungsalgorithmus in der Testphase ein DLC berechnet,
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um über die Interkorrelation der beiden DLC Werte ein weiteres Maß
der Messgenauigkeit abzuleiten.
In einem zweiten Schritt soll untersucht werden, ob das DLC von
den Ausprägungen der Parameter der Messaufgabe beeinflußt wird, die
nicht relevant für die Anwendung des Messmodells des DLC sind. Um
die Stabilität der interindividuellen Unterschiede des DLC zu untersu-
chen, wurde daher nach der Pferdewette eine zweite Aufgabe, die als
Coverstory einen Kriminalfall beinhaltete, erhoben und das DLC der
Pferdewette mit dem DLC des Kriminalfalls verglichen. Im Kriminalfall
wurden alle freien Parameter der Pferdwette verändert, um die Aufgabe
größtmöglich unterschiedlich zur Pferdwette zu gestalten. Ein Befund,
der z. B. zeigt, dass durch die Anordnung der Elemente auf der Ober-
fläche die interindividuellen Unterschiede der Probanden auf dem DLC
beeinflusst werden, würde entweder a) gegen die Güte der Messaufgabe
zur Bestimmung eines individuellen DLC oder b) gegen die Stabilität
des DLC gegenüber der Messaufgabe sprechen. Die Analyse dient al-
so dazu, den Einfluss der (irrelevanten) Einkleidung der Messaufgabe
auf den DLC Messwert zu untersuchen. Anders formuliert: Die Varianz
im Messwert des DLC besteht aus einem Anteil wahrer Konstruktva-
rianz (das zu messende DLC Konstrukt) und irrelevanter Varianz. Ein
Teil der irrelevanten Varianz ist auf die Operationalisierung des DLC
in der Messaufgabe zurückzuführen. Wenn man nun die DLC Mess-
aufgabe stark verändert und trotzdem eine hohe Korrelation zwischen
den beiden Operationalisierungen des DLC besteht, dann ist dies Evi-
denz dafür, dass die Messung nicht von irrelevanten Anteilen in der
Messaufgabe getrieben wird.
2.1.1. Methoden
Die Studie gliedert sich in vier Phasen. Zuerst wurde das DLC der
Pferdewette erhoben, dann das DLC der Kriminalaufgabe, dann weite-
re Aufgaben, die konstruktsensitiv für das gewünschte Anspuchsniveau
an Urteilssicherheit sein sollen und daher mit dem DLC verglichen wer-
den, und abschließend mit der Erhebung relevanter Persönlichkeitsva-
riablen, die in Kapitel 4.2 (S. 135) zusammenfassend dargestellt wer-
den. Im Folgenden werden die Aufgaben der einzelnen Phasen genauer
beschrieben.
Die Probanden wurden schriftlich über ihre Rechte als Teilnehmer an
einer psychologischen Studie aufgeklärt. Die Durchführung aller Auf-
gaben fand am Computer statt. Die Probanden erhielten für ihre Teil-
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nahme für ihr Studium notwendige Teilnahmestunden gutgeschrieben
und die drei Probanden mit der höchsten Punktzahl (s. u.) erhielten
zusätzlich einen Kinogutschein.
Die Probanden bearbeiteten zuerst die 71 Durchgänge der Pferdewet-
te, die in Kapitel 1.3.2.1 (S. 60) und Anhang A.2 (S. 171) beschrieben
ist.
Dann bearbeiteten die Probanden die 71 Durchgänge der Kriminal-
aufgabe; siehe Abbildung 2.1 (S. 71) für die Oberfläche der Kriminal-
aufgabe.1
Abbildung 2.1. Die Oberfläche des Kriminalfalls. Ein Entscheider muss in ei-
nem simulierten Kriminalfall von 3 Verdächtigen den Täter identifizieren. Ein
Proband mit einem aktuellen Kontostand von 340 Euro Spielgeld hat 2 Hin-
weisreize aufgedeckt, die nur mit einer bestimmten Validität den korrekten
Täter anzeigen.
In der Kriminalaufgabe hatten die Probanden die Aufgabe, aus 3
1Die Coverstory und das Design der Oberfläche der Kriminalaufgabe stammen von
Anne Berger, André Bokelmann, Özlem Kara, Zuzana Matulikova und Constan-
ze Rohrmeier und wurden im Rahmen eines Experimentalpraktikums an der
Universität Bonn angefertigt.
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Verdächtigen, den Täter in einem Kriminalfall zu identifizieren.2 Die
Namen der Verdächtigen wurden per Zufall ohne Zurücklegen aus ei-
nem Set von männlichen Vornamen gezogen, so dass kein Name über
die 71 Durchgänge des Kriminalfalls doppelt vorkam. Dazu konnten
sie Hinweise von 4 unabhängigen Experten einholen, die mit einer be-
stimmten Validität den Täter anzeigten. Ein Hinweis eines Experten
kostete 80 Euro. Bei einer korrekten Identifikation des Täters erhiel-
ten die Probanden 400 Euro Spielgeld Belohnung. Die Anordnung der
Elemente - wie z. B. die Position der Buttons und die Art der Auswahl
eines Verdächtigen - wurde im Vergleich zur Pferdewette verändert.
Die Kriminalaufgabe ist sonst identisch zu der Pferdewette, d. h.,
dass über 51 Durchgänge hinweg alle Werte zwischen .5 und 1 für die
Validitäten des ersten Cues eingespielt wurden und in den abschlie-
ßenden 20 Aufgaben das DLC der Kriminalaufgabe adaptiv getestet
wurde.3
Um zu untersuchen, ob das DLC mit Verhalten (bzw. Verhaltensin-
tentionen, da nur per Fragebogen erhoben) korreliert ist, bearbeiteten
die Probanden 13 fiktive Entscheidungssituationen, in denen sie ange-
ben sollten, wie sicher das Eintreten der positiven Konsequenz einer
Entscheidungsoption sein muss, damit sie sich für die Option entschei-
den. So sollten die Probanden in einem Szenario entscheiden, wie sicher
es sein muss, dass eine Therapie gegen Heuschnupfen auch wirklich
wirkt, damit sie die Therapie, die mit Risiken wie Nebenwirkungen
verbunden ist, auch durchführen lassen; siehe Anhang C.1 (S. 183) für
eine Auflistung aller Szenarien.
Die Szenarien stammen aus verschiedenen Lebensbereichen und sind
unterschieldich gravierend in ihren Konsequenzen, so dass Probanden
neben dem Sicherheitsurteil auch angeben sollten, wie wichtig ihnen
eine solche Entscheidung im realen Leben wäre.
Die Reihenfolge der Entscheidungssitutationen wurde randomisiert.
Um zu untersuchen, ob das DLC mit Aufgaben zusammenhängt,
die die gewünschte Sicherheit in eine Information abbilden (sollen),
bearbeiteten die Probanden in 40 Durchgängen Bilderrätsel, in denen
Alltagsgegenstände - wie z. B. eine Uhr, ein Knopf oder eine Tasse -
von einer Maske aus 100 Elementen verdeckt waren; siehe Abbilung 2.2
(S. 73).
Mit Drücken des Start Buttons wurde alle 400 Millisekunden per
Zufall ein Maskenelement aufgedeckt. Das Aufdecken eines Maskenele-
2siehe Anhang B.3 (S. 177) für die Instruktionen der Kriminalaufgabe
3siehe Kapitel 1.3.2.2 (S. 62) für das Messmodell des DLC
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(a) Zeitpunkt t100 (b) Zeitpunkt t66
Abbildung 2.2. Die Oberfläche des Bilderrätsels zu zwei Zeitpunkten. Ein Ob-
jekt - eine Uhr - befindet sich unter einer Maske aus 100 schwarzen Kästchen.
Alle 400 Millisekunden wird 1 Kästchen per Zufall aufgedeckt, was 1 Punkt
Spielwährung kostet. Die Probanden sollen erraten, welches Objekt sich un-
ter der Maske befindet, sobald sie sicher genug sind, das Objekt identifiziert
zu haben.
ments kostete einen Punkt, so dass die Maximalzahl von 100 Punkten
pro aufgedecktem Maskenelement um einen Punkt reduziert wurde und
ein Durchgang maximal 40.4 Sekunden dauerte. Das Aufdecken der
Maskenelemente konnte durch Drücken eines Buttons gestoppt werden
und in einem Folgebildschirm ein Tipp, um welchen Gegenstand es sich
handelt, in ein freies Textfeld eingegeben werden. Die Aufgabe der Pro-
banden war es, die maximale Punktzahl bei einem korrekten Tipp zu
erzielen.
Die Reihenfolge der Bilderrätsel wurde randomisiert.
Dann wurden das Bedürfnis nach kognitiver Geschlossenheit (Schlink
& Walther, 2007), der regulatorische Fokus (Werth & Förster, 2007)
und die Achievement Motives Scale (Lang & Fries, 2006) am Computer
erhoben; siehe Kapitel 4.2 (S. 135) für die Beschreibung der Skalen,
Hypothesen des Zusammenhangs mit dem DLC und den Ergebnissen.
In der letzten Phase der Studie wurden demographische Daten der
Probanden erhoben.
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2.1.1.1. Stichprobe
Es nahmen 51 Probanden an der Studie teil. Davon waren 17 männlich
und 34 weiblich. Das Alter lag zwischen 19 und 64 Jahren bei einem
Mittelwert von 26.8 Jahren und einer Streuung von 10.8 Jahren.
2.1.2. Hypothesen
Das in der Messphase ermittelte DLC kann Entscheidungsverhalten in
der Testphase im Vergleich zu einer ORDM und MRDM Strategie am
besten vorhersagen. Weiterhin ist das in der Messphase ermittelte DLC
positiv mit dem DLC der Testphase korreliert.
Das DLC ist unabhängig von den Merkmalen der Messaufgabe. Es
wird eine positive Korrelation zwischen dem DLC der Pferdewette und
dem DLC des Kriminalfalls erwartet.
Probanden mit einem hohen DLC geben ein höheres Sicherheits-
Rating für das Eintreten einer Konsequenz für eine Entscheidungsopti-
on in den Entscheidungssituationen an. Es wird eine positive Korrela-
tion zwischen dem DLC und den Sicherheits-Ratings erwartet.
Probanden mit einem höheren DLC benötigen mehr Evidenz im Bil-
derrätsel, bevor sie einen Tipp abgeben. Es wird eine negative Kor-
relation zwischen dem DLC der Pferdewette und der Punktezahl des
Bilderrätsels erwartet.
2.1.3. Ergebnisse
Das mittlere DLC der Pferdewette liegt bei .765 bei einer Streuung
von .115. Das mittlere DLC des Kriminalfalls liegt bei .725 bei einer
Streuung von .092. Die Modelltestung gegen den Zufall4 ergibt, dass 34
von 51 (66%) Probanden als Anwender einer Stoppregel der Informa-
tionssuche, die mit dem Pferdewette DLC konform ist, in den 20 Test-
durchgängen der Pferdewette klassifiziert werden können. 6 Probanden
können als Anwender einer ORDM-, 4 Probanden als Anwender einer
MRDM- und 2 Probanden als Anwender einer Zufalls-Stoppregel klas-
sifiziert werden. 5 Probanden lassen sich nicht eindeutig nur einem der
Modelle zuordnen.
Die Modelltestung gegen den Zufall ergibt, dass 45 von 51 (88%)
Probanden als Anwender einer Stoppregel der Informationssuche, die
mit dem Kriminalfall DLC konform ist, in den 20 Testdurchgängen
4siehe S. 64 in Kapitel 1.3.2.2 für Details zur Testung gegen den Zufall
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des Kriminalfalls klassifiziert werden können. 2 Probanden können als
Anwender einer ORDM- und 2 Probanden als Anwender einer Zufalls-
Stoppregel klassifiziert werden. 2 Probanden lassen sich nicht eindeutig
nur einem der Modelle zuordnen.
In Tabelle 2.1 sind die Häufigkeiten der Modellklassifikation für das
DLC der Pferdewette und des Kriminalfalls gegeneinander in einer
Kreuztabelle abgetragen.
Tabelle 2.1. Kreuztabelle der Modellklassifkation über die 20 Testdurchgänge






DLC ORDM MRDM Zufall Uneindeutig
P
DLC 32 0 0 2 0 34
ORDM 3 2 0 0 1 6
MRDM 4 0 0 0 0 4
Zufall 2 0 0 0 0 2
Uneindeutig 4 0 0 0 1 5P
45 2 0 2 2 (51)
Die Korrelation zwischen dem DLC der Messphase und der Testphase
in der Pferdewette liegt bei einem Pearson’s r = .84, t(49) = 11.01,
p < .05. Die Korrelation zwischen dem DLC der Messphase und der
Testphase in dem Kriminalfall liegt bei einem Pearson’s r = .88, t(49)
= 13.65, p < .05. Das DLC der Pferdewette (und des Kriminalfalls) ist
somit befriedigend reliabel.
Die Hypothese über die positive Korrelation zwischen dem DLC der
Pferdewette und dem DLC des Kriminalfalls kann bestätigt werden5.
Die Probanden, die ein höheres DLC in der Pferdewette haben, haben
auch ein signifikant höheres DLC im Kriminalfall. Die Korrelation liegt
bei Pearson’s r = .79, t(49) = 9.2, p < .05.
Die Hypothese über die positive Korrelation zwischen dem DLC der
Pferdewette und den abgegeben Sicherheits-Ratings der Entscheidungs-
situationen kann nicht bestätigt werden. Es ist nicht der Fall, dass Pro-
5Die Power liegt bei einer erwarteten hohen Effektstärke von Pearson’s |r| = .5
und einer Stichprobengröße von 51 und einem  = :05 bei 1   = :99:
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banden mit einem höheren DLC auch signifikant mehr Sicherheit für
die Wahrscheinlichkeit des Auftretens einer positiven Konsequenz einer
Entscheidungsoption benötigen.
In 2 von 13 Entscheidungssituationen korreliert das DLC der Pfer-
dewette hypotheseninkonform signifikant negativ mit dem Sicherheits-
Rating; siehe Tabelle 2.2 (S. 77) für eine Auflistung aller Korrelationen
zwischen dem DLC der Pferdwette und den Sicherheits-Ratings der
Probanden. Mit steigendem DLC in der Pferdewette geben sich die
Probanden mit einer geringeren Sicherheit zufrieden, dass (Szenario 5)
eine Therapie gegen Heuschnupfen auch hilft (Pearson’s r = -.45) und
dass (Szenario 8) ein Traumpartner in einer Single-Börse auch wirklich
zu einem Treffen erscheint (Pearson’s r = -.28).
Es ist möglich, dass die Sicherheits-Ratings für die Entscheidungssi-
tuationen nur bedeutsam sind, wenn die jeweilige Entscheidungssitua-
tion für die Probanden im realen Leben auch relevant ist. Es wurden
daher 13 lineare Modelle mit dem DLC der Pferdwette als Kriterium
und dem Sicherheits-Rating und dem Rating der Relevanz der Situa-
tion für die Probanden im realen Leben als Prädiktoren gerechnet; die
lineare Modelle sind hier nicht aufgeführt. Die linearen Modelle haben
nicht die Vorzeichen der Beta Gewichte der Sicherheit-Ratings zu den
Vorzeichen der Korrelationen verändert und das lineare Modell wurde
„nur“ für das Szenario 5 und 8 signifikant, so dass hier nur die Korrela-
tionen berichtet werden.
Die über die Aufgaben und Probanden gemittelte Punktzahl im Bil-
derrätsel liegt bei 76.5 bei einer Streuung über die Probanden von 4.8
und einer Spannweite über die Probanden von 65.3 bis 90.5.
Die Hypothese über den negativen Zusammenhang zwischen dem
DLC der Pferdewette und der Punktzahl der Bilderrätsel-Aufgabe kann
nicht bestätigt werden. Es zeigt sich zwar deskriptiv, dass die Proban-
den mit einem hohen DLC dazu tendieren, mehr Kästchen in der Bil-
derrätsel-Aufgabe aufzudecken, bevor sie einen Tipp über das Objekt
unter der Maske abgeben, der Zusammenhang ist jedoch nicht signfi-
kant von 0 verschieden. Cronbach’s  der Punktezahlen der 40 Durch-
gänge des Bilderrätsels liegt bei .89. Die hohe interne Konsistenz der
Aufgabe spricht dafür, dass die 40 Durchgänge das gleiche Konstrukt
erfassen, so dass die Rechnung mit den über die Durchgänge für jeden
Probanden gemittelten Punktzahlen gerechtfertigt ist. Die Korrelation
zwischen dem DLC der Pferdewette und der mittleren Punktzahl des
Bilderrätsels liegt bei Pearson’s r = -.19, t(49) = -1.39, p = .08.
Zusammenfassend zeigt sich in dieser Studie, dass das DLC der Mess-
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Tabelle 2.2. Mittelwerte, Streuungen und Korrelationen (Pearson’s r) der
Sicherheits-Ratings der 13 Entscheidungssituationen mit dem DLC der Pfer-
dewette.
Sicherheits-Rating
Entscheidungssituation M SD Pearson’s r mit DLCPferd
1 Wetter Ausflug 63.1 22.1 -.06
2 Wechsel Studienort 75.4 27.3 -.03
3 Investition Immobilien 80.8 28.9 -.02
4 Zuverlässigkeit Ebay 81.7 28.2 -.05
5 Wirkung Therapie 72.6 21.6 -.45*
6 Wirkung Impfung 68.9 29.0 -.11
7 Wechsel Job 78.7 24.2 -.03
8 Treffen Traumpartner 58.6 29.7 -.28*
9 Organisation Party 72.7 22.3 -.08
10 Wohnung mit Partner 62.8 25.2 -.16
11 Unruhen Reiseland 75.0 28.1 .24
12 Energiesparen Hausbau 80.4 24.1 -.16
13 Funktionalität Prothese 74.8 22.4 -.06
Anmerkungen: *p < .05.
phase mit dem DLC der Testphase hoch korreliert ist, Probanden mit
einem hohen DLC in der Pferdewette auch ein hohes DLC im Krimi-
nalfall haben, geringere Sicherheitsratings in den Entscheidungssitua-
tion abgeben und vor Tippabgabe - zumindest deskriptiv - mehr offene
Kästchen in der Bilderrätselaufgabe vor einer Entscheidung aufdecken.
2.1.4. Diskussion
Die pradiktive Kraft des DLC Modells sowie die hohe Korrelation zwi-
schen dem DLC der Messphase und Testphase zeigt, dass die Messauf-
gabe das DLC reliabel erfasst. Die weiterhin hohe Korrelation zwischen
dem DLC der Pferdewete und des Kriminalsfalls zeigt, dass das DLC
unabhängig von den Merkmalen der Oberfläche und spezifischen Para-
meter-Ausprägungen ist, was dafür spricht, dass ein spezifisches DLC
nicht ein Artefakt der Einkleidung der Mess-Aufgabe ist.
Die höhere Anzahl der als DLC Nutzer klassifizierten Probanden im
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Kriminalfall (88%) versus Pferdewette (66%) kann verschiedene Grün-
de haben: 1) Es ist möglich, dass die Probanden ihre Stoppregel über
die beiden Aufgaben hinweg verändert haben; 2) es ist jedoch auch
möglich, dass die Probanden ihre Stoppregel über die beiden Aufgaben
hinweg nicht verändert haben und die Kriminalaufgabe das „bessere“
Messinstrument ist, d. h., weniger fehlerbehaftet ist und mehr Kon-
struktvarianz misst.
Eine Antwort dazu kann in dieser Studie nicht gegeben werden. Es
ist dafür notwendig, die Bearbeitungs-Reihenfolge der DLC Pferdewette
und der DLC Kriminalaufgabe experimentell zu variieren, um Verän-
derungen, die auf eine Änderung der Strategieanwendung hindeuten,
ausschließen zu können.6
Für eine Änderung der Strategiewahl spricht das Muster der Strate-
gieklassifikation in den beiden DLC Aufgaben; siehe Tabelle 2.1 (S. 75).
Alle vier Anwender einer MRDM Strategie wechseln zu einer weniger
aufwendigen7 DLC Strategie, vier Probanden wechseln von einer un-
eindeutigen Strategie zur DLC Strategie, was möglicherweise auf die
Ausbildung einer konsistenten Anwendung einer Strategie über die Stu-
die hinweg zurückzuführen ist, und zwei Probanden wechseln von einer
DLC Strategie zu einer Zufallsstrategie, was möglicherweise auf eine
sinkende Motivation über die Studie hinweg zurückzuführen ist.
Die Korrelationen mit den Sicherheitseinschätzungen in den 13 Ent-
scheidungssituationen sind - bis auf zwei Szenarien - nicht signifikant.
Die Richtung der beiden signifikanten Korrelationen fällt erwartungs-
inkonsistent aus.
Es stellt sich die Frage, inwieweit die Szenarien ein Konstrukt abbil-
den, das konzeptuell ähnlich zu dem DLC der Pferdewette ist. Es han-
delt sich bei den Szenarien um einen anderen Entscheidungstyp. Pro-
banden fällen Präferenz-Entscheidungen: Die Konsequenzen der Ent-
scheidungs-Option sind bekannt und die individuell notwendige Höhe
der Wahrscheinlichkeit des Eintretens der positiven Konsequenzen für
die Wahl der Option wird abgefragt (Glöckner, 2006, S. 17). Es ist
fraglich, ob das DLC, das das Anspuchsniveau an gewünschter Urteils-
sicherheit abbilden soll, mit dem Sicherheitsurteil in das Auftreten einer
positiven Konsequenz zusammenhängt. So muss die Abgabe eines ho-
hen Sicherheitsurteils nicht zwangsläufig ein hohes individuelles Sicher-
6Die Reihenfolge wurde aus ökonomischen Gründen und inhaltlichen Gründen - es
soll ja von dem DLC der Pferdewette als Prädiktor auf das DLC einer weiteren
Aufgabe geschlossen werden - nicht variiert.
7weniger aufwendig = geringere Cue Konsultation und damit geringere Suchkosten
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heitsbedürfnis bedeuten, sondern kann auch „nur“ aus einem geringen
subjektiven Wert8 der Konsequenzen folgen.
Diese Argumentation spricht jedoch für Nullkorrelationen zwischen
dem DLC und den Szenarien. Es ist dagegen zu beachten, dass mit stei-
gender Anzahl der statistischen Tests am gleichen Datensatz die Wahr-
scheinlichkeit einer inkorrekten Entscheidung durch die Akkumulation
des -Fehlers ansteigt. Bei 13 Aufgaben führt das bei einer Irrtums-
Wahrscheinlichkeit von 5% zu .65 Fehlklassifikationen also in etwa ei-
nem Szenario, so dass zwei signifikante Korrelation bei 13 Korrelationen
mit Vorsicht interpretiert werden müssen und die Stabilität der Befun-
de bezweifelt werden muss. Dagegen lässt sich jedoch halten, dass die
Test-Power mit .71 bei einem erwarteten mittleren Effekt (r = .5) gering
ausfällt, die Wahrscheinlichkeit für einen -Fehler also erhöht ist.
Das DLC korreliert nicht signifikant mit der Punktzahl im Bilder-
rätsel, was jedoch nicht unbedingt auf ein konzeptuelles sondern ein
statistisches Problem der Testpower zurückzuführen ist.9 Ein positiver
Befund hätte es erlaubt, die Bilderrätsel Aufgabe zur Erfassung der
Reliabilität (Interkorrelation) oder zur Stärkung der Reliabilität (durch
Verrechnung der Werte) des DLC ohne großen zeitlichen Aufwand und
ohne die mit einer Zweiterhebung der Pferdewette verknüpften metho-
dischen Probleme zu verwenden.
Zusammenfassend kann festgehalten werden, dass die Aufgabe der
Pferdewette das DLC hinreichend reliabel erfasst. Es ist nun nach Klä-
rung dieser Grundvoraussetzung überhaupt erst möglich, die Validität
des DLC in den folgenden Studien zu untersuchen.
2.2. Validität des DLC
In der Studie soll untersucht werden, ob das DLC zeitlich stabil ist
und in welcher Relation das DLC zum Forschungsprogramm der ad-
aptiven Werkzeugkiste (Gigerenzer et al., 1999) steht. Es wird somit
die grundlegende Annahme zum DLC getestet, dass es sich beim DLC
um eine Persönlichkeitseigenschaft handelt, die mit verwandten Kon-
strukten aus der Entscheidungspsychologie auch tatsächlich zusammen-
hängt.
8siehe subjective utility theory (Jungermann, Pfister & Fischer, 2010)
9Die Korrelation zwischen dem DLC des Kriminalfalls und der Punktezahl im
Bilderrätsel fällt mit r = -.26, t(49) = -1.89, p = .03 signifikant aus, so dass die
Bilderrätselaufgabe in einer folgenden Studie noch einmal untersucht wird.
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Dazu wird neben dem DLC in der Pferdewette auch das Entschei-
dungsverhalten der Probanden im Börsenspiel, das im Theorieteil vor-
gestellt wurde, erhoben. In einem Vergleich der beiden Aufgaben ist
es dann möglich, klassische Prozessmaße (Payne et al., 1988) und die
Strategieklassifikation (Bröder & Schiffer, 2003a) mit dem DLC in Ver-
bindung zu bringen. Es ist dann möglich, das DLC im Konstruktraum
klassischer Entscheidungsmodelle und -prozesse zu verorten.
2.2.1. Methoden
Die Studie bestand aus fünf Phasen. In der ersten beiden Phase wurde
das DLC gemessen und das Entscheidungsverhalten der Probanden im
Börsenspiel erhoben. In den folgenden beiden Phasen bearbeiteten die
Probanden eine Woche später wiederholt die gleichen Aufgaben (DLC
und Börsenspiel). In der abschließenden Phase wurden Persönlichkeits-
variablen erhoben. Im Folgenden werden die Aufgaben der einzelnen
Phasen genauer beschrieben.
Die Probanden wurden schriftlich über ihre Rechte als Teilnehmer an
einer psychologischen Studie aufgeklärt. Die Durchführung aller Auf-
gaben fand am Computer statt. Die Probanden erhielten für ihre Teil-
nahme für ihr Studium notwendige Versuchspersonenstunden gutge-
schrieben und die drei Probanden mit der höchsten Punktzahl (s. u.)
zusätzlich einen Kinogutschein.
Die Probanden bearbeiteten wiederholt in zwei Sitzungen im Ab-
stand von 7 +/- 1 Tag die Pferdwette und das Börsenspiel.
Die Probanden bearbeiteten zuerst die 71 Durchgänge der Pferdewet-
te, die in Kapitel 1.3.2.1 (S. 60) und Anhang A.2 (S. 171) beschrieben
ist.
Dann bearbeiteten die Probanden 80 Durchgänge des Börsenspiels,
das auf S. 38 in Kapitel 1.2.5 beschrieben wird.10
Die Felder der 3 4 Optionen-Cues Matrix des Börsenspiels sind am
Anfang eines Durchgangs verdeckt; siehe Abbildung 1.2 (S. 39) und Ab-
bildung 1.3 (S. 40) für die Oberfläche des Börsenspiels. Die Probanden
können, indem sie mit dem Mauszeiger ein Feld anklicken, die Informa-
tion eines Hinweisreizes abrufen. Die Information ist so lange sichtbar,
wie die Probanden mit dem Mauszeiger im jeweiligen Informations-Feld
bleiben.
Der prozentuale Gewinn bzw. Verlust jeder Aktie wurde über eine
lineare Verknüpfung der Cues berechnet (Platzer, 2008, S. 77): Prozent
10siehe Anhang B.2 (S. 176) für die Instruktion des Börsenspiels
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Aktie = 32  cue1 + 21  cue2 + 15  cue3 + 11  cue4. „Cue“ kann
dabei die Werte 1 für die Ausprägung „ ja“ und -1 für die Ausprägung
„nein“ annehmen. Damit die Umwelt nicht deterministisch ist, wurde
auf den prozentualen Gewinn bzw. Verlust einer Aktie eine Zufallszahl,
die einen Wert von [-5, -4,: : :, 0 ,: : :, 4, 5] annehmen konnte, addiert.
Zwar ist die Umwelt kompensatorisch und begünstigt daher MRDM
Strategien, jedoch wird dies für ORDM Strategien durch die Suchkos-
ten von 2% pro aufgedecktem Cue unter dem gegebenen Cue-Muster
der Durchgänge ausgeglichen. Die Umwelt begünstigt mit der gegebe-
nen Gewinnstruktur also weder ORDM noch MRDM Strategien: Bei
konsequenter Anwendung einer Take The Best Strategie versus Fran-
klin’s Rule Strategie erhalten die Probanden unter den beschriebenen
Umweltbedingungen 12,939 Euro versus 12,934 Euro Spielgeld (Platzer,
2008, S. 77).
In der zweiten Sitzung wurde dann das Bedürfnis nach kognitiver Ge-
schlossenheit (Schlink & Walther, 2007) und der regulatorische Fokus
(Werth & Förster, 2007) am Computer erhoben. Die Beschreibung der
Skalen, Hypothesen des Zusammenhangs mit dem DLC und die Ergeb-
nisse, werden - wie schon im Theorieteil erörtert - im abschließenden
Kapitel 4.2 (S. 135) dargestellt.
In der letzten Phase der Studie wurden demographische Daten der
Probanden erhoben.
2.2.1.1. Stichprobe
Es nahmen 51 Probanden an der Studie teil. Davon waren 4 männ-
lich und 38 weiblich, zu den übrigen 9 Probanden lagen aufgrund eines
Erhebungsfehlers keine demographische Daten vor. Das Alter der Pro-
banden lag zwischen 15 und 58 Jahren bei einem Mittelwert von 28.5
Jahren und einer Streuung von 11.6 Jahren.
2.2.1.2. Prozessmaße einer Entscheidung
Im Börsenspiel wurde über die Entscheidungsdurchgänge hinweg die
folgenden Prozessmaße einer Entscheidung aufgezeichnet (Payne et al.,
1988).
Es wurde die mittlere Anzahl der Cues, die die Probanden über die
Durchgänge hinweg aufdecken, erhoben. Anwender einer ORDM Stra-
tegie decken tendenziell weniger Cues auf als Anwender einer MRDM
Strategie: Die strikte Anwendung einer ORDM Strategie führt z. B.,
wenn der valideste Cue zwischen den Optionen diskriminiert, zu drei
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aufgedeckten Cue-Feldern: Das sind die Cue Felder des validesten Cues
für jede Option. Die strikte Anwendung einer MRDM Strategie führt
dazu, dass immer alle Cue-Felder inspiziert werden. Da eine strikte An-
wendung einer Strategie empirisch unwahrscheinlich ist, wird folgend
der Begriff „tendenziell“ verwendet.
Es wurde die mittlere Inspektionszeit, die zwischen dem Anklicken
eines Cue-Feldes und dem Verlassen des Cue-Feldes liegt, gemessen.
Anwender einer ORDM Strategie inspizieren die Cues tendenziell länger
als Anwender einer MRDM Strategie.11
Es wurde die mittlere prozentuale Zeit, die über die Durchgänge hin-
weg mit der Inspektion des validesten Cues verbracht wurde, gemes-
sen. Anwender einer ORDM Strategie verwenden tendenziell prozen-
tual mehr Zeit für die Inspektion des validesten Cue als Anwender ei-
ner MRDM Strategie. So verbringt ein strikter Anwender einer ORDM
Strategie, wenn der valideste Cue über alle Aufgaben hinweg diskrimi-
niert, 100% der Inspektionszeit auf den validetsen Cue.
Es wurde erhoben, wie oft alternativ- versus attributweise die Optio-
nen-Cues Matrix abgesucht wurde. Ein Anwender einer MRDM Stra-
tegie verrechnet tendenziell die gesamte Information einer Option und
zeigt daher ein Suchverhalten über die Cue-Ausprägungen einer Alter-
native hinweg (= alternativweise Suche). Ein Anwender einer ORDM
Strategie tendiert dazu, die Cues nach ihrer Validität abzusuchen, um
einen Cue zu finden, der zwischen den Optionen diskriminiert (= at-
tributweise Suche). Ein Anwender einer ORDM Strategie zeigt daher
tendenziell mehr Suchverhalten über die Cue-Ausprägungen von Optio-
nen. Kritisch daran ist, dass nicht klar ist, wie verschiedene - möglicher-
weise sich widersprechende - Prozess- und Outcome-Maße einer Ent-
scheidung zu einem Index verrechnet werden können; siehe dazu auch
Bröder (2000a). Das bedeutet für diese Studie, dass die Korrelationen
mit dem DLC durch eine niedrige Konstruktvalidität der Prozessmaße
und eine niedrigen Stabilität der Prozessmaße niedrig ausfallen kann.
Daher wurden die Interkorrelationen zwischen den Prozessmaßen und
11Es ist nicht direkt einleuchtend, warum Anwender einer MRDM Strategie mehr
Zeit für die Inspektion eines Cues verwenden sollten. Payne et al. (1988, S. 543,
Hervorhebung nicht im Original) schreiben dazu: „A second measure, which is
related to the amount of processing effort [...], is the average time spent per
item of information acquired“. Siehe dazu auch den Überblick von Horstmann
et al. (2009, S. 337) zum positiven Zusammenhang zwischen der Zeit der Au-
genfixation einer Information und der Verarbeitungstiefe einer Information und
der Hypothese, dass MRDM Strategien durch die Verrechnung von Cues Ent-
scheidern eine höhere Verarbeitungstiefe abverlangen.
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die zeitliche Stabilität der Prozessmaße bestimmt.
Der Grad der alternativ- versus attributweisen Suche wurde im Stra-
tegie-Index nach Payne et al. (1988, S. 543) verrechnet:
Strategie-Index = H(Alternativ)   H(Attribut)H(Alternativ) + H(Attribut) . Der Strategie-Index kann
einen Wert zwischen -1 und 1 annehmen. Ein negativer Wert deutet auf
attributweise Suche hin, ein positiver Wert auf alternativweise Suche
und ein Wert von 0 auf gleich viele attribut- wie alternative Suchwechsel
in der Optionen-Cues Matrix.
2.2.1.3. Bayesianische Strategieklassifikation
Im Folgenden wird die konzeptuelle Idee der Bayesianischen Strategie-
klassifikation skizziert. In Anhang A.1 (S. 167) ist eine ausführlichere
Beschreibung der Methode mit den mathematischen Details zu finden.
In der Bayesianischen Strategieklassifikation dieser Studie wird für
die Strategien Take The Best, Dawes Rule und Franklin’s Rule die
erwarteten Wahlen über das Set von Entscheidungsaufgaben im Bör-
senspiel bestimmt. Dann wird für jede Strategie und jeden Probanden
der Vektor mit den erwarteten Wahlen mit dem Vektor der tatsächlich
beobachteten Wahlen verglichen. Es lässt sich dann unter bestimmten
Annahmen (siehe Anhang A.1) in einem Passungsindex berechnen, wel-
che Strategie die Probanden am wahrscheinlichsten verwendet haben.
Darüber hinaus kann der Fehler, mit der eine Strategie angewendet
wird, berechnet werden, so dass man nicht nur einen Index für die Pas-
sung sondern auch für die Konsistenz der Anwendung einer Strategie
erhält.
2.2.2. Hypothesen
Das DLC ist ein zeitlich stabiles Konstrukt. Das DLC des ersten Mess-
zeiptunktes ist mit dem DLC des zweiten Messzeitpunktes positiv kor-
reliert.
Das DLC bildet ORDM und MRDM Suchverhalten einer Entschei-
dungs-Strategie ab. Das DLC ist positiv mit der mittleren Anzahl der
aufgedeckten Cues korreliert, positiv mit der mittleren Inspektionszeit
der Cues, negativ mit der mittleren prozentual auf den ersten Cue ver-
wendeten Inspektionszeit und positiv mit dem Strategie-Index.
Das DLC bildet nicht nur das Suchverhalten sondern auch die In-
tegrationsregel einer Entscheidungs-Strategie (nach der Bayesianischen
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Klassifkation) ab12: Das mittlere DLC fällt in der Gruppe der Proban-
den, die im Börsenspiel als Take The Best Nutzer klassifiziert wurden,
geringer aus als das mittlere DLC der Probanden, die als Nutzer der
Dawes Rule oder Franklin’s Rule klassifiziert wurden.
2.2.3. Ergebnisse
Das mittlere DLC der Pferdewette liegt zu Zeitpunkt 1 bei .824 bei ei-
ner Streuung von .110. Das mittlere DLC der Pferdewette liegt zu Zeit-
punkt 2 bei .788 bei einer Streuung von .103. Die Modelltestung gegen
den Zufall13 ergibt, dass zum ersten Messzeitpunkt 34 von 50 (68%)
Probanden als Anwender des DLC als Stoppregel der Informations-
suche in den 20 Testdurchgängen der Pferdewette klassifiziert werden
können. 2 Probanden können als Anwender einer ORDM-, 6 Proban-
den als Anwender einer MRDM- und 1 Probanden als Anwender einer
Zufalls-Stoppregel klassifiziert werden. 7 Probanden lassen sich nicht
eindeutig nur einem der Modelle zuordnen.
Die Modelltestung gegen den Zufall ergibt, dass zum zweiten Mess-
zeitpunkt 40 von 50 (80%) Probanden als Anwender des DLC als Stopp-
regel der Informationssuche in den 20 Testdurchgängen der Pferdewet-
te klassifiziert werden können. 0 Probanden können als Anwender einer
ORDM-, 5 Probanden als Anwender einer MRDM- und 0 Probanden
als Anwender einer Zufalls-Stoppregel klassifiziert werden. 5 Probanden
lassen sich nicht eindeutig nur einem der Modelle zuordnen.
In Tabelle 2.3 (S. 85) sind die Häufigkeiten der Modellklassifikation
für das DLC der Pferdewette zu den beiden Messzeitpunkten gegenein-
ander in einer Kreuztabelle abgetragen.
Die Hypothese über die signifikant positive Korrelation zwischen dem
DLC zu Messzeitpunkt 1 und Messzeitpunkt 2 kann bestätigt werden14.
Die Probanden, die ein höheres DLC zum ersten Zeitpunkt haben, ha-
ben auch ein signifikant höheres DLC zum zweiten Zeitpunkt. Die Kor-
relation liegt bei Pearson’s r = .61, t(49) = 5.33, p < .05.
Die Hypothese über die signifikant positive Korrelation zwischen dem
DLC und der mittleren Anzahl der aufgedeckten Cues im Börsenspiel
kann für beide Messzeitpunkte bestätigt werden. Probanden mit einem
12Das ist eine gewagte Hypothese, da das Aufdecken mehrerer Cues - ein MRDM
Suchverhalten - nicht zwangsläufig mit der Integration aller Cues zu einer Ent-
scheidung einhergehen muss (Bröder, 2000a).
13siehe S. 64 in Kapitel 1.3.2.2 für Details zur Testung gegen den Zufall
14Die Power liegt bei einer erwarteten mittleren Effektstärke von Pearson’s |r| = .3
und einer Stichprobengröße von 51 und einem  = :05 bei 1   = :72:
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Tabelle 2.3. Kreuztabelle der Modellklassifkation über die 20 Testdurchgänge






DLC ORDM MRDM Zufall Unein-deutig
P
DLC 30 0 2 0 2 34
ORDM 2 0 0 0 0 2
MRDM 2 0 3 0 1 6
Zufall 1 0 0 0 0 1
Uneindeutig 5 0 0 0 2 7P
40 0 5 0 5 (50)
Anmerkungen: n = 50, da bei einem Probanden die Daten zur Testphase des
DLC aufgrund eines Computerfehlers nicht aufgezeichnet wurden.
hohen DLC, decken auch signifikant mehr Cues im Börsenspiel auf. Die
Korrelation liegt zu Messzeitpunkt 1 bei Pearson’s r = .34, t(49) =
2.54, p < .05 und zu Messzeitpunkt 2 bei Pearson’s r = .42, t(49) =
3.29, p < .05.
Die Hypothese über die signifikant positive Korrelation zwischen dem
DLC und der mittleren Inspektionszeit der Cues im Börsenspiel kann
nicht bestätigt werden. Die Probanden, die ein hohes DLC haben, ha-
ben keine signifikant längere mittlere Inspektionszeit für die Cues im
Börsenspiel. Die Korrelation zwischen dem DLC und der mittleren In-
spektionszeit liegt zu Messzeitpunkt 1 bei Pearson’s r = .12, t(49) =
0.85, p = .19 und zu Messzeitpunkt 2 bei Pearson’s r = -.15, t(49) =
-1.07, p = .85.
Die Hypothese über die signifikant negative Korrelation zwischen
dem DLC und der prozentual auf den ersten Cue verwendeten Inspekti-
onszeit im Börsenspiel kann nicht bestätigt werden. Die Probanden, die
ein hohes DLC haben, verwenden nicht signifikant weniger prozentuale
Inspektionszeit auf den validesten Cue im Börsenspiel. Die Korrelation
zwischen dem DLC und der prozentual auf den ersten Cue verwendeten
Inspektionszeit liegt zu Messzeitpunkt 1 bei Pearson’s r = -.01, t(49)
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= -0.03, p = .48 und zu Messzeitpunkt 2 bei Pearson’s r = -.22, t(49)
= -1.6, p = .057.
Die Hypothese über die signifikant positive Korrelation zwischen dem
DLC und dem Strategie-Index im Börsenspiel kann nicht bestätigt wer-
den. Die Probanden, die ein hohes DLC haben, tendieren nicht da-
zu, mehr alternativ- als attributweise die Optionen-Cues Matrix abzu-
suchen. Der Zusammenhang zeigt deskriptiv sogar in die hypothese-
ninkonforme Richtung. Die Korrelation zwischen dem DLC und dem
Strategie-Index liegt zu Messzeitpunkt 1 bei Pearson’s r = -.27, t(49)
= -2.00, p = .97 und zu Messzeitpunkt 2 bei Pearson’s r = -.13, t(49)
= -0.94, p = .82.
In Tabelle 2.4 (S. 87) sind neben den berichteten hypothesenrele-
vanten Korrelationen auch alle übrigen Interkorrelationen zwischen den
Prozessmaßen für die beiden Messzeitpunkte und die Korrelationen der
Prozessmaße zu Messzeitpunkt 1 und Messzeitpunkt 2 abgetragen. Auf-
fällig ist hier z. B. die signifikant negative Korrelation mit einem Pear-
son’s r von -.53 zwischen der mittleren Anzahl der aufgedeckten Cues
(PT 1) und dem Strategie-Index (PT 4) zu Messzeitpunkt 1 (unterhalb
der Diagonalen), d. h., dass Probanden, die viele Cues aufdecken - also
ein MRDM Suchverhalten zeigen -, unerwarteterweise dazu tendieren,
über die Attribute hinweg in der Optionen-Cues Matrix zu suchen - ein
Verhalten das mit ORDM Strategien assoziiert ist. Eine signifikante
Korrelation konnte jedoch zu Messzeitpunkt 2 nicht repliziert werden








Tabelle 2.4. Mittelwert, Standardabweichung, t-Test auf Mittelwertsdifferenzen von Messzeitpunkt 1 zu Messzeitpunkt
2, Effekstärke 00 der Mittelwertsdifferenzen15 für das DLC und die vier Prozessmaße einer Entscheidung im Börsenspiel,
die Korrelation aller Variablen über die beiden Messzeitpunkte (in der Diagonalen in Klammern) und die Interkorrelation
der Variablen zu Messzeitpunkt 1 (unter der Diagonalen) und zu Messzeitpunkt 2 (über der Diagonalen).
t 1 t 2 Pearson’s r
Maß M SD M SD t(50) 00 DLC PT 1 PT 2 PT 3 PT 4
DLC .824 .110 .788 .103 2.75* .386 (.61*) .42* -.15 -.22 -.13
PT 1 5.4 1.8 5.8 1.7 -2.86* -.401 .34* (.85*) -.20 -.63* -.24
PT 2 343 157 260 118 5.93* .830 .12 -.09 (.77*) .12 .10
PT 3 .41 .15 .42 .15 -0.34 -.048 -.01 -.38* -.07 (.72*) -.22
PT 4 -.54 .46 -.58 .41 0.87 .122 -.27 -.53* .04 -.04 (.70*)
Anmerkungen: PT 1 = Mittlere Anzahl aufgedeckter Cues, PT 2 = Mittlere Inspektionszeit, PT 3 = Prozentualer Anteil
der auf den validesten Cue verwendeten Zeit, PT 4 = Strategie-Index, t 1 = Messzeitpunkt 1, t 2 = Messzeitpunkt 2,
*p < .05, alle Korrelationen - bis auf die in den Hypothesen genannten - wurden zweiseitig auf Signifikanz getestet.
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Es zeigt sich, dass die Prozessmaße einer Entscheidung zeitstabil sind;
das mittlere Pearson’s r liegt über die Maße hinweg bei .76 bei einer
Streuung von .06.
Um die Interkorrelation der Prozessmaße zu kontrollieren und die
Prädiktionskraft der Maße für das DLC zu ermitteln, wurde ein linea-
res Modell mit den über die beiden Messzeitpunkte gemittelten Pro-
zessmaßen als Prädiktoren und dem über die beiden Messzeitpunkte
gemittelten DLC als Kriterium gerechnet.
Tabelle 2.5. Multiple lineare Regression mit dem über die beiden Messzeit-
punkte gemittelten DLC als Kriterium und den über die beiden Messzeit-
punkte gemittelten vier Prozessmaßen einer Entscheidung als Prädiktoren.
Prädiktor B SEB  t p
Intercept .560 .113 - 4.92 < .05
PT 1 .027 .012 .42 2.21 < .05
PT 2 < .001 < .001 .08 0.60 .54
PT 3 .137 .135 .17 1.00 .31
PT 4 -.032 .045 -.11 -0.71 .47
Anmerkungen: R2 = .19, F(4,46) = 2.69, p < .05; PT 1 = Mittlere Anzahl
aufgedeckter Cues, PT 2 = Mittlere Inspektionszeit, PT 3 = Prozentualer
Anteil der auf den validiesten Cue verwendeten Zeit, PT 4 = Strategie-Index.
In Tabelle 2.5 (S. 88) sind die Ergebnisse zur Regression dargestellt.
Die mittlere Anzahl der aufgedeckten Cues im Börsenspiel ist mit einem
 von .42 (t(49) = 4.92, p < .05) der einzige signifikante Prädiktor für
das DLC. Die Prädiktoren können 19% der Varianz im DLC aufklären.
Die Summe der geschätzten Fehlerwahrscheinlichkeiten in der Stra-
tegieanwendung der Probanden, das ist ^k+ ^k, liegt im Mittelwert bei
.50 mit einer Streuung von .09 zu Zeitpunkt 1 und einem Mittelwert
bei .49 mit einer Streuung von .08 zu Zeitpunkt 2. Das bedeutet, dass
die Probanden im Mittel die Strategie, die sie im Vergleich zu den ge-
testeten Strategien (siehe Tabelle A.1, S 168) am wahrscheinlichsten
angewendet haben, in  50% der Durchgänge inkonsistent anwenden.
Es ist fraglich, ob dieser geringe Anteil strategiekonsistenter Wahlen
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für die Anwendung der Strategien spricht oder ob es nicht wahrschein-
licher ist, dass die Probanden, die einen hohen Fehlerwert haben, (eine)
Strategie/n verwenden, die nicht zu dem Set der getesteten Strategien
gehört/en oder eine Raten-“Strategie“ verfolgten. Die folgenden Ergeb-
nisse der Strategieklassifikation basieren daher nur auf den Probanden,
die einen Fehlerwert < .5 haben. Das Kriterium erfüllen 21 Probanden
zu beiden Messzeitpunkten und 32 Probanden zu einem Messzeitpunkt.
Die Hypothese, dass das DLC auch die Integrationsregel einer Stra-
tegie abbildet, kann nicht bestätigt werden. Es ist zu beiden Messzeit-
punkten nicht der Fall, dass Probanden, die als Nutzer einer ORDM
Strategie - das ist Take The Best - versus MRDM Strategie - das sind
Dawes Rule und alle drei Arten von Franklin’s Rule - klassifiziert wer-
den können, ein signifikant niedrigeres DLC haben; siehe Tabelle 2.6
(S. 89). Die Mittelwertsdifferenzen zeigen zwar deskriptiv in die rich-
tige Richtung, sie sind zu Messzeitpunkt 1 mit einem t(25) = -0.46, p
= .32 und zu Messzeitpunkt 2 mit einem t(25) = -0.38, p = .35 jedoch
nicht signifikant.16
Tabelle 2.6. Mittelwert des DLC, Streuung des DLC und Anzahl der Proban-
den, die im Börsenspiel als Take The Best (= ORDM) versus Franklin’s Rule
und Dawes Rule (= MRDM) Strategienutzer identifiziert wurden; t-Test und
Cohen’s d zum Mittelwertsvergleich des DLC zwischen den beiden Gruppen
für den jeweiligen Messzeitpunkt t1 und t2.
ORDM MRDM
Messung M SD n M SD n t df p Cohen’sd
t1 .830 .111 17 .849 .072 10 -0.46 25 .32 0.19
t2 .806 .092 19 .821 .076 8 -0.38 25 .35 0.17
Anmerkungen: Es wurde nur mit den Daten der Probanden gerechnet, die
zum jeweiligen Messzeitpunkt einen Fehlerwert (= strategieinkonsistente Op-
tionswahlen) < .5 hatten.
Als Zusatzanalyse sind in Tabelle 2.7 (S. 90) die Klassifikation zu
16Die Power liegt bei einer erwarteten mittleren Effektstärke von Cohen’s d = .5
und einer Stichprobengröße von 17 für ORDM resp. 10 für MRDM zu Mess-
zeitpunkt 1 und einer Stichprobengröße von 19 für ORDM resp. 8 für MRDM
zu Messzeitpunkt 2 und einem  = :05 jedoch auch nur bei 1    = :33 zu
Messzeitpunkt 1 und 1   = :31 zu Messzeitpunkt 2.
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Messzeitpunkt 1 und Messzeitpunkt 2 gegeneinander abgetragen. Es
wird nicht zwischen den verschiedenen Arten von Franklin’s Rule un-
terschieden.
Tabelle 2.7. Kreuztablle Häufigkeiten der Strategieklassifikation zu Messzeit-
punkt 1 und Messzeitpunkt 2 für 21 Probanden, die zu beiden Messzeitpunk-












Take The Best 10 1 0 11
Franklin’s Rule 4 2 0 6
Dawes Rule 1 1 2 4P
15 4 2 (21)
Anmerkungen: t 1 = Messzeitpunkt 1, t 2 = Messzeitpunkt 2.
Es zeigt sich, dass von den 21 Probanden, die zu beiden Messzeit-
punkten einen Fehlerwert < .5 haben, 14 Probanden (= 66%) bei der
gleichen Strategie bleiben. Die Mehrheit der Probanden, die ihre Strat-
gie wechseln - das sind 5 von insgesamt 7 Probanden - schwenken von
einer MRDM Strategie zu Messzeitpunkt 1 zu einer weniger aufwän-
digen ORDM Strategie - das ist Take The Best - zu Messzeitpunkt 2
um.
Zusammenfassend zeigt sich in dieser Studie, dass das DLC zu bei-
den Zeitpunkten korreliert ist, mit der Anzahl der aufgedeckten Cues
im Börsenspiel korreliert und nicht die Art der Integration der Cues
abbilden kann.
2.2.4. Diskussion
Die (moderate) zeitliche Stabilität des DLC erfüllt eine zentrale Bedin-
gung für ein Persönlichkeitskonstrukt. Es ist nun notwendig zu unter-
suchen, ob das DLC mit situationalen Manipulationen, die auf das zu-
grundeliegende angenommene Konstrukt des gewünschten Anspruchs-
niveaus an Urteilssicherheit (Hausmann-Thürig, 2004) einwirken, in-
teragiert, und ob das DLC mit verwandten Persönlichkeitsmaßen kor-
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reliert ist. Dieser nächste Schritt ist notwendig, um zu prüfen, ob die
Bedeutung das DLC nicht nur auf die Pferdewette und das inhaltlich
nahe Börsenspiel limitiert ist, sondern über den Kontext dieser Auf-
gabentypen hinaus psychologische Bedeutung - d. h., ein Maß für das
gewünschte Anspruchsniveau an Urteilssicherheit zu sein - hat.
Die hohe zeitliche Stabilität der Prozessmaße und die für die Mehr-
heit (Fehlerwert < .5) der Probanden stabile Strategieklassfikation lässt
darauf schließen, dass Entscheidungsprozesse und die Entscheidung
selbst auf eine stabile Anwendung einer Strategie zurückgehen. Es konn-
ten somit über die von Bröder und Schiffer (2006a) berichteten Rou-
tine-Effekte für die Strategieklassifikation hinaus Routine-Effekte für
weitere Maße einer Entscheidung und für einen längeren Erhebungs-
Zeitabstand von einer Woche gezeigt werden.
Die Korrelation des DLC mit der mittleren Anzahl der aufgedeck-
ten Cues im Börsenspiel und die Befunde, dass das DLC nicht mit den
anderen Prozessmaßen einer Entscheidung korreliert ist und sich das
mittlere DLC zwischen den Anwendern von ORDM und MRDM Stra-
tegien nicht signifikant unterscheidet, legen nahe, dass das DLC den
Abbruch der Informationssuche - jedoch nicht eine strategiespezifische
Integration der Informationen (Gigerenzer & Goldstein, 1996) - erfasst.
Kritisch ist hier jedoch die hohe Fehlerrate in der Anwendung der
Strategien17, die daraus resultierende hohe Dropout-Rate bei dem ge-
setzten Kriterium von Fehlerwert < .5 und die damit einhergehende
geringe Power der Tests.
Mit Blick auf die Prozess-Bausteine einer Entscheidung in der adap-
tiven Werkzeugkiste, das sind die Such-, Stopp- und Entscheidungsregel
(Gigerenzer & Goldstein, 1996), bildet das DLC also nur die Stoppre-
gel ab. Über die Suchregel kann keine Aussage gemacht werden, da die
Reihenfolge der Cues in der Pferdewette vorgegeben ist. Über die Ent-
scheidungsregel kann keine Aussage gemacht werden, da ein bestimmer
DLC Wert nicht mit einem Strategietyp einhergeht. Das DLC ist also
kein genereller Proxy für die Prozess- und Outcome-Maße der Stra-
tegien der adaptiven Werkkzeugkiste und bildet selbst innerhalb der
Outcome-Maße nur die Anzahl der konsultierten Informationen ab.
81% der Varianz im DLC können nicht durch die Prozessmaße der
Entscheidung aufgeklärt werden, so dass das DLC über die Prozessma-
ße einer Entscheidung hinaus etwas „Anderes“ misst. Ob es sich dabei
um systematische Varianz (Konstruktvarianz) oder um unsystemati-
17siehe zum Einfluss der Höhe des Fehlers auf die Reliabilität der Strategieklassifi-
kation auch die Simulationsstudie von Bröder und Schiffer (2003a)
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sche Varianz (Fehlervarianz) handelt, sollen die folgenden Studien zei-
gen, in denen das DLC mit (theoretisch) konstruktrelevanten Manipu-
lationen situational verändert und mit konstruktrelevanten Persönlich-
keitsvariablen korreliert werden soll.
Die geringen (bzw. nicht vorhandenen) Korrelationen zwischen den
Maßen können aber nicht nur auf Konstruktebene erklärt werden. Ein
weiterer möglicher (trivialerer) Grund ist, dass die Messung des DLC
und der Prozessmaße nicht reliabel sind. Wenn die Maße an sich nicht
reliabel sind, ist auch keine hohe Interkorrelation der Maße zu erwar-
ten. Dem ist jedoch entgegenzuhalten, dass sich das DLC in Studie 1 als
reliables Maß herausgetsellt hat und dass die Korrelation des DLC und
der Prozessmaße in Studie 2 über die beiden Messzeitpunkte sehr wahr-
scheinlich niedriger ausgefallen wären, wenn es sich bei den geringen




In den folgenden Studien wird untersucht, ob sich das DLC durch situa-
tionale Manipulationen verändern lässt. Dazu werden in zwei Studien
zwei unterschiedliche Arten des Primings verwendet. In weiteren zwei
Studien werden auf zwei Arten ein hohes vs. niedriges Need for Cogni-
tive Closure induziert (Kruglanski & Webster, 1996; Kruglanski, 2004).
Alle situativen Manipulationen sollen ORDM vs. MRDM begünstigen,
d. h. also ein niedriges vs. hohes DLC induzieren.
3.1. Priming
In den folgenden beiden Studien soll untersucht werden, ob das DLC
mit situationalen Manipulationen interagiert. Dazu soll auf zwei Arten
des Primings - nämlich konzeptuelles Priming und Mindest Priming
(Bargh & Chartrand, 2000) - ORDM bzw. MRDM herbeigeführt wer-
den.
3.1.1. Konzeptuelles Priming: Sätze bilden
In einer Aufgabe zum konzeptuellen Priming werden internale menta-
le Repräsentationen über eine Darbietung von Stimuli aktiviert (Bar-
gh & Chartrand, 2000). Die aktivierte Repräsentation wirkt auf eine
nachfolgende Zielaufgabe. Die Aktivierung einer spezifischen Repräsen-
tation ist also die unabhängige Variable und die gemessene Wirkung
der Repräsentation auf die Zielaufgabe die abhängige Variable einer
experimentellen Priming Studie. Eine aktivierte Repräsentation kann
dabei nicht nur Auswirkungen auf die Wahrnehmung und Beurteilung
von Objekten der Umwelt haben (Devine, 1989; Higgins, Rholes & Jo-
nes, 1977), sondern auch auf das Verhalten wirken (Aarts & Dijkster-
huis, 2003; Bargh, Chen & Burrows, 1996); siehe dazu den Perception-
Behavior Link (Bargh & Williams, 2006; Dijksterhuis & Bargh, 2001).1
1siehe z. B. Förster und Liberman (2007) für einen Überblick zu Priming Effekten
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Um sicherzustellen, dass nur die Aktivierung der Repräsentation einen
Einfluss auf die Zielaufgabe hat (Lombardi, Higgins & Bargh, 1987; Sta-
pel & Suls, 2007), muss die Priming Aufgabe so gestaltet werden, dass
für die Probanden der Zusammenhang zwischen der Priming Aufgabe
und der Zielaufgabe nicht offensichtlich ist.
Eine bewährte Methode des supraliminalen Primings - das ist die
Darbietung von Stimuli oberhalb der Wahrnehmungsschwelle - ist die
Scrambled Sentences Technik (Bargh et al., 1996; Epley & Gilovich,
1999; Fishbach, Dhar & Zhang, 2006; Macrae & Johnston, 1998; Smith
& Trope, 2006; Srull & Wyer, 1979; Walther, Müller & Schott, 2001). In
einer Scrambled Sentences Priming Aufgabe werden Probanden in meh-
reren Durchgängen Wörter in Zufallsreihenfolge präsentiert, aus denen
die Probanden grammatikalisch korrekte Sätze bilden sollen (Bargh &
Chartrand, 2000, S. 259). Unter den Wörtern befinden sich kritische
Begriffe, die mit der zu aktivierenden Repräsentation assoziiert sind.
So sollten z. B. Probanden in einer Studie von Bargh et al. (1996,
Experiment 2) Sätze aus Wörtern bilden, die mit dem Konzept alt
assoziiert sind wie z. B. Florida, einsam, sentimental, grau und Falten
(Bargh et al., 1996, S. 236). Die so in der Priming Aufgabe aktivierte
mentale Repräsentation alt führte in der Zielaufgabe zu Verhalten, das
mit alt assoziiert ist: Die Probanden der Priming Bedingung benötigten
mehr Zeit, um von der Tür des Labors zum Fahrstuhl des Gebäudes
zu gelangen als Probanden, bei denen die alterstereotypen Begriffe der
Scrambled Sentences Aufgabe durch neutrale Begriffe ersetzt wurden.
In einer Studie von Platzer (2008) wurde der Einfluss eines konzep-
tuellen Primings von ORDM und MRDM auf die Prozessmaße einer
Entscheidung (Payne et al., 1988) und die Strategieklassifikation (Brö-
der & Schiffer, 2003a) im Börsenspiel untersucht.2 Dazu bearbeiteten
die Probanden eine Scrambled Sentences Aufgabe, in der Begriffe vor-
kamen, die mit ORDM oder MRDM Entscheidungsverhalten assoziiert
sind. Es zeigte sich kein Einfluss des Primings auf die Prozessmaße und
die Stratgieklassfikation von Entscheidungsverhalten.
In der vorliegenden Studie wird die von Platzer (2008) entwickel-
te Priming Methode verwendet, um den Einfluss eines Primings von
ORDM vs. MRDM auf das DLC zu untersuchen. Die Befunde von
Platzer (2008) sprechen gegen die Wirksamkeit des Primings auf das
Entscheidungsverhalten. Dies kann auf methodische Probleme, d.h., die
spezifischen ORDM vs. MRDM Begriffe der Priming Aufgabe haben
nicht gewirkt, oder konzeptuelle Probleme, d. h., spezifische Entschei-
2siehe S. 38 in Kapitel 1.2.5 für eine Beschreibung des Börsenspiels
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dungsstrategien können nicht geprimet werden, zurückgeführt werden.
Jedoch ist das DLC konzeptuell nicht identisch mit den Prozessma-
ßen einer Entscheidung und der Strategieklassfikation (siehe vorherige
Studien). Weiterhin sind die Skaleneigenschaften des DLC zur Strate-
gieklassifikation unterschiedlich: Das DLC ist metrisch vs. die Strategie-
klassifikation ist kategorial. Die höhere Differenzierbarkeit zwischen den
Probanden beim DLC kann sensitiver für das Priming sein, wenn die
interindividuelle Varianz im DLC bedeutsam ist. Abschließend ist die
inhaltliche Einkleidung der Messaufgabe der Pferdewette zum Börsen-
spiel unterschiedlich, so dass eine Replikation der verwendeten Priming
Methode berechtigt ist.
3.1.1.1. Methoden
Die Studie bestand aus vier Phasen. In der ersten Phase bearbeiteten
die Probanden die Primingaufgabe. In der zweiten Phase wurde das
DLC gemessen. Dann bearbeiteten die Probanden eine Manipulation-
Check Aufgabe, die die Wirkung des Primings übeprüfen sollte. In der
letzten Phase wurden Persönlichkeitsvariablen erhoben. Im Folgenden
werden die Aufgaben der einzelnen Phasen genauer beschrieben.
Die Probanden wurden schriftlich über ihre Rechte als Teilnehmer an
einer psychologischen Studie aufgeklärt. Die Durchführung aller Auf-
gaben fand am Computer statt. Die Probanden erhielten für ihre Teil-
nahme für ihr Studium notwendige Versuchspersonenstunden gutge-
schrieben und die drei Probanden mit der höchsten Punktzahl (s. u.)
erhielten zusätzlich einen Kinogutschein.
Das konzeptuelle Priming von ORDM und MRDM wurde über die
Scrambled Sentences Technik - die in der Instruktion zur Aufgabe als
Testung der Sprachfertigkeit getarnt wurde - induziert (Bargh & Char-
trand, 2000). In allen Bedingungen sollten die Probanden in 20 Durch-
gängen grammatikalisch korrekte Sätze aus vier von fünf dargebotenen
Wörter bilden. Zum Beispiel konnte aus den Wörtern „interessante, be-
rücksichtigt, wurden, Indizien, gesammelt“ eines Durchgangs der neu-
tralen Bedingung der syntaktisch korrekte Satz „Interessante Indizien
wurden berücksichtigt“ gebildet werden. 12 von den 20 Durchgängen
beinhalteten - je nach Priming Bedingung - Begriffe, die mit ORDM
oder MRDM assoziiert sind, oder neutrale Begriffe. Im Beispielsatz be-
deutet das, dass statt „interessante“ in der ORDM Bedingung „wenige“
und in der MRDM Bedingung „viele“ präsentiert wurde.
Nach dem Priming bearbeiteten die Probanden die 71 Durchgänge
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der Pferdewette, die in Kapitel 1.3.2.1 (S. 60) und Anhang A.2 (S. 171)
beschrieben ist.
Dann bearbeiteten die Probanden den von Platzer (2008, Studie 2)
entwickelten Manipulation-Check des Primings von Entscheidungsver-
halten. Dazu wurden den Probanden in zufälliger Reihenfolge drei Sze-
narien vorgelegt, in denen eine Person eine Entscheidung trifft. Die Auf-
gabe der Probanden war es, Gründe für die Entscheidung zu benennen.
So geht es z. B. in einem Szenario um einen Arzt, der sich für eine
Behandlung zwischen zwei akuten Notfallpatienten, deren Symptome
im Szenario beschrieben werden, für einen Patienten entscheidet; siehe
Anhang C.3 (S. 190) für die drei verwendeten Szenarien. Die Proban-
den sollen also die Gründe einer Entscheidung, das sind die Cues für
die Entscheidung, generieren. Die Hypothese ist, dass Probanden, die
mit einer ORDM Entscheidungsverhalten geprimet werden, tendenzi-
ell auch weniger Gründe/Cues generieren als Probanden, die mit einer
ORDM Entscheidungsverhalten geprimet werden.3
Dann wurden das Bedürfnis nach kognitiver Geschlossenheit (Schlink
&Walther, 2007) und der regulatorische Fokus (Werth & Förster, 2007)
am Computer erhoben; siehe Kapitel 4.2 (S. 135) für die Beschreibung
der Skalen, Hypothesen des Zusammenhangs mit dem DLC und den
Ergebnissen.
In der letzten Phase der Studie wurden demographische Daten der
Probanden erhoben.
Scrambled Sentences Die 12 Priming Durchgänge, die ORDM,
MRDM oder neutrale Begriffe beinhalteten, wurden in einer Studie
von Platzer (2008, Studie 1, S. 45) entwickelt: Dazu wurden in Inter-
views Probanden gebeten, Begriffe, die diese mit einer in einer Vignette
vorgestellten und erläuterten ORDM versus einer MRDM Strategie as-
3Das impliziert jedoch die Hypothese, dass Probanden nicht nur je nach Priming
unterschiedlich viele Cues für eine eigene Entscheidung verwenden, sondern auch
eine fremde Entscheidung als auf unterschiedlich vielen Cues basierend einschät-
zen; das Priming soll also nicht nur einen Einfluss auf das eigene Entscheidungs-
verhalten sondern auch auf die Wahrnehmung des Entscheidungsverhaltens von
anderen Personen haben. Diese Hypothese wurde bisher empirisch nicht über-
prüft, die Ergebnisse in der Studie von Platzer (2008, S. 69) geben jedoch ers-
te Evidenz, dass das Priming eines bestimmten Entscheidungsverhaltens einen
Einfluss auf die Wahrnehmung von fremden Entscheidungsverhalten hat: Die
Probanden der MRDM Priming Bedingung haben im Mittel über die drei Sze-
narien 6.17 (SD = 1.82) Gründe für eine Entscheidung generiert, die Probanden
der ORDM Priming Bedingung haben 5.00 (SD = 1.57) Gründe generiert (t(34)
= 2.06, p < .05).
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soziieren, zu nennen.4 Die daraus entstandenen 65 Begriffe wurden um
Begriffe, „die in der Literatur zur Heuristikforschung als eng mit ei-
ner Strategie in Verbindung stehend genannt werden“ (Platzer, 2008,
S. 49), ergänzt und wiederum von Experten, die mit den Konzepten
der Entscheidungstheorie vertraut sind, auf 22 MRDM und 18 ORDM
Begriffe reduziert. Die Begriffe wurden dann abschließend von Proban-
den auf ihre Diskriminanz zwischen den beiden Stratgieklassen und ihre
Valenz bewertet und diesbezüglich - d. h. Begriffe mit einer hohen Dis-
kriminanz und vergleichbaren Valenz zwischen den Bedingungen - auf
die jeweils 12 Begriffe für die ORDM und MRDM Priming Bedingung
reduziert, die auch in dieser Studie verwendet wurden.
Die restlichen acht Durchgänge der Scrambled Sentences Aufgabe
stammen aus einer Studie von Walther et al. (2001) und dienten als
Distraktoren, um das gemeinsame Thema der 12 Priming Durchgänge
zu verbergen (Bargh & Chartrand, 2000); siehe Anhang C.2 (S. 188) für
eine Auflistung aller in der Aufgabe verwendeten Scrambled Sentences.
Stichprobe Es nahmen 60 Probanden an der Studie teil. Davon waren
26 männlich und 34 weiblich. Das Alter lag zwischen 16 und 65 Jahren
bei einem Mittelwert von 30.3 Jahren und einer Streuung von 12.6
Jahren.
3.1.1.2. Hypothesen
Probanden der Bedingung ORDM Priming haben ein geringeres DLC
und Probanden der Bedingung MRDM Priming haben ein höheres DLC
als die Probanden der neutralen Bedingung.
3.1.1.3. Ergebnisse
Das mittlere DLC liegt bei .786 bei einer Streuung von .101. Die Mo-
delltestung gegen den Zufall5 ergibt, dass 41 von 60 (68%) Probanden
als Anwender des DLC als Stoppregel der Informationssuche in den 20
Testdurchgängen der Pferdewette klassifiziert werden können. 3 Pro-
banden können als Anwender einer ORDM-, 7 Probanden als Anwender
einer MRDM- und 2 Probanden als Anwender einer Zufalls-Stoppregel
4In den Vignetten von Platzer (2008) wurden die Take The Best Heuristik und
Franklin’s Rule als Exemplare für eine ORDM und eine MRDM Strategie ver-
wendet.
5siehe S. 64 in Kapitel 1.3.2.2 für Details zur Testung gegen den Zufall
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klassifiziert werden. 7 Probanden lassen sich nicht eindeutig nur einem
der Modelle zuordnen.
Die Hypothese, dass Probanden der Bedingung ORDM Priming ein
geringeres DLC und Probanden der Bedingung MRDM Priming (=
Eperimentalbedingungen) ein höheres DLC als die Probanden der neu-
tralen Bedingung (= Kontrollbedingung) haben, kann nicht bestätigt
werden.
Beide Experimentalgruppen haben im Vergleich zur Kontrollgruppe
ein niedrigeres DLC. Die Probanden der neutralen Gruppe haben ein
DLC von .80 (SD = .09), die Probanden der ORDM Bedingung ein
DLC von .75 (SD = .08) und die Probanden der MRDM Bedingung
ein DLC von .79 (SD = 0.12).
In einem linearen Modell weichen die Prädiktorgewichte der dum-
mykodierten Bedingungen nicht signifikant von der Kontrollgruppe ab;
siehe Tabelle 3.1 (S. 98) für die Ergebnisse des multiplen linearen Mo-
dells.6 Die Bedingungen als Prädiktoren können 4% der Varianz im
Kriterium, das ist das DLC, aufklären. Das lineare Modell unterschei-
det sich nicht signifiknat von einem Zufallsmodell (F(2,57) = 1.30, p =
.28).
Tabelle 3.1. Multiple lineare Regression mit dem DLC als Kriterium und den
experimentellen Bedingungen als Prädiktoren.
Prädiktor B SEB  t p
Intercept .809 .022 - 36.00 < .05
ORDM Bedingung -.050 .031 -.411 -1.58 .11
MRDM Bedingung -.017 .031 -.142 -0.55 .58
Anmerkungen: R2 = .04, F(2,57) = 1.30, p = .28. Die Bedingungen sind mit
der neutralen Bedingung als Kontrollgruppe dummykodiert.
Die von den Probanden genannten Gründe für eine Entscheidung in
den drei Szenarien wurde von zwei Kodierern ausgezählt. Die Inter-
Rater Reliabilität liegt bei Cronbach’s  = . 97, .98, .96 für Szenario 1,
2 und 3 (siehe Anhang C.3, S. 190), so dass die Kodierungen der Rater
gemittelt wurden.
6Die Power liegt bei einer erwarteten mittleren Effektstärke von f = .25 und bei
einem dreifach gestuften Faktor, 60 Probanden und einem  = :05 bei 1  = :37.
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Die gemitttelten Kodierungen der Rater haben über die drei Szena-
rien hinweg eine interne Konsistenz von Cronbach’s  = .85, so dass
für jeden Probanden (n = 59, da bei einem Probanden die Daten der
Aufgabe nicht abgespeichert wurden) ein mittlerer Gesamtscore der
genannten Gründe berechnet wurde.
Es zeigt sich, dass sich die Anzahl der genannten Gründe in den
Experimentalgruppen nicht signifikant von der Kontrollgruppe unter-
scheiden. Im Mittel nennen die Probanden der neutralen Gruppe 1.87
(SD = 1.14) Gründe, die Probanden der ORDM Bedingung 1.83 (SD
= 1.24) Gründe und die Probanden der MRDM Bedingung 1.70 (SD =
0.49) Gründe für die Fremdentscheidung in den Szenarien; siehe Tabel-
le 3.2 (S. 99) für die Ergebnisse des multiplen linearen Modells, in dem
die Priming Bedingunen als Prädiktoren und die mittlere Anzahl der
genannten Gründe für eine Fremdentscheidung als Kriterium eingehen.
Tabelle 3.2.Multiple lineare Regression mit der mittleren Anzahl an Gründen
für eine Entscheidung als Kriterium und den experimentellen Bedingungen
als Prädiktoren.
Prädiktor B SEB  t p
Intercept 1.87 .22 - 8.28 < .05
ORDM Bedingung -.04 .32 -.03 -0.12 .89
MRDM Bedingung -.17 .32 -.14 -0.54 .58
Anmerkungen: R2 = .005, F(2,56) = 0.16, p = .85. Die Bedingungen sind
mit der neutralen Bedingung als Kontrollgruppe dummykodiert.
Die Priming Bedingungen als Prädiktoren können .5% der Varianz
im Kriterium, das ist ist die mittlere Anzahl der genannten Gründe,
aufklären. Das lineare Modell unterscheidet sich nicht signifiknat von
einem Zufallsmodell (F(2,56) = 0.16, p = .85).
Zusammenfassend zeigt sich in dieser Studie, dass das verwendete
konzeptuelle Priming keinen Einfluss auf die Höhe des DLC hat. Die




3.1.2. Mindset Priming: Geschichten erfinden
Im Gegensatz zum konzeptuellen Priming, in dem eine mentale Reprä-
sentation „passiv“ (Bargh & Chartrand, 2000, S. 265) durch seman-
tisch assoziierte Begriffe aktiviert wird, wird beim Mindset Priming,
das zum prozeduralen Priming gehört (Förster & Liberman, 2007, S.
215), eine bestimmte Art zu denken und/oder sich zu verhalten über
eine Priming Aufgabe induziert, in der die Probanden „aktiv“ die inter-
essierende „mentale Prozedur“ anwenden (Bargh & Chartrand, 2000, S.
265).7 Die Aktivierung der mentalen Prozedur zeigt dann einen carry-
over Effekt (Bargh & Chartrand, 2000, S. 265) auf eine nachfolgende
Zielaufgabe.
Es gibt keine etablierten Methoden zum Mindset Priming, so dass
die Art des Primings, je nachdem welche mentale Prozedur aktiviert
werden soll, über Studien hinweg unterschiedlich ausfällt (Gollwitzer,
Heckhausen & Steller, 1990; Higgins & Chaires, 1980; Rim, Uleman &
Trope, 2009; Sassenberg & Moskowitz, 2005; Sassenberg, Moskowitz,
Jacoby & Hansen, 2007).
So sollten z. B. Probanden in einer Studie von Friedman, Fishbach,
Förster und Werth (2003) in der Priming Aufgabe - einer perzeptuel-
len Suchaufgabe - so schnell wie möglich angeben, ob eine bestimmte
Zahl in einem Feld von Zahlen vorkommt. Manipuliert wurde die Di-
stanz der Positionen zwischen den Zahlen auf dem Bildschirm, so dass
eine geringe Distanz vs. große Distanz ein perzeptuell enges vs. wei-
tes Suchfeld für die Probanden bedeutete. In der folgenden Zielaufgabe
- einer Aufgabe zur Messung von Kreativität - sollten die Probanden
kreative Verwendungsmöglichkeiten für einen Ziegelstein angeben. Die
Probanden, die auf einen engen „Fokus“ geprimet wurden, produzierten
weniger kreative Lösungen als Probanden, die auf einen weiten Fokus
geprimet wurden.
In der vorliegenden Studie soll über ein Mindset Priming ORDM vs.
MRDM angeregt werden: In einer Priming Aufgabe sollten Probanden
eine vs. alle Information verwenden, was zu einem carry-over Effekt zu
ORDM vs. MRDM in der nachfolgenden DLC Pferdewette, d. h. der
7siehe aber Stapel und Koomen (2001, Fußnote 2, S. 136): „The distinction between
mindset and knowledge priming is somewhat artificial. One may argue that to
a certain extent, all priming techniques activate knowledge of some kind or
another.“ und siehe Förster und Liberman (2007, S. 216): „[I]t seems that the
activation of semantic and procedural knowledge may occur simultaniously and
might have independent effects on information processing. [...] Further research
is needed to distinguish between the two kinds of priming.“
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Zielaufgabe des Primings, führen sollte.
3.1.2.1. Methoden
Die Studie bestand aus vier Phasen. In der ersten Phase wurde das
DLC gemessen. Dann bearbeiteten die Probanden je nach Bedingung
eine Priming Aufgabe, die ORDM oder MRDM Entscheidungsverhal-
ten anregen sollte. Dann erfolgte eine zweite Messung des DLC und
abschließend eine Erhebung von Persönlichkeitsvariablen. Im Folgen-
den werden die Aufgaben der einzelnen Phasen genauer beschrieben.
Die Probanden wurden schriftlich über ihre Rechte als Teilnehmer an
einer psychologischen Studie aufgeklärt. Die Durchführung aller Aufga-
ben fand am Computer statt. Die Probanden erhielten für ihre Teilnah-
me für ihr Studium notwendige Versuchspersonenstunden gutgeschrie-
ben.
Die Probanden bearbeiteten zuerst die 71 Durchgänge der Pferdewet-
te. In den ersten 51 Durchgängen, der Messphase des DLC, wurde das
DLC bestimmt, in den folgenden 20 Durchgängen, der Testphase des
DLC, wurde das gemessene DLC adaptiv getestet; siehe Kapitel 1.3.2.1
(S. 60) und Anhang A.2 (S. 171) für eine genaue Beschreibung der
Aufgabe und des Messmodells.
Die dann nachfolgende Priming Aufgabe wurde als Kreativitäts-Auf-
gabe getarnt. Die Probanden sollten in der Aufgabe vier kurze Ge-
schichten schreiben. Dazu wurden für jede Geschichte acht Begriffe -
wie z. B. von konkreten Objekten wie einer Erdbeere bis zu abstrakten
Konzepten wie Ehrenhaftigkeit - angezeigt. Die acht Begriffe wurden
per Zufallsposition auf einer 3 3 Matrix auf dem Bildschirm präsen-
tiert.
In der Priming Bedingung, in der ORDM induziert werden sollte,
wurde per Zufall einer der acht Begriffe rot markiert. Die Probanden
wurden in der Instruktion angewiesen, dass die Geschichte den einen
rot markierten Begriff enthalten muss und keinen der übrigen sieben
Begriffe enthalten darf. Die Instruktion lautete:
Es gibt nur eine Regel beim Schreiben Ihrer Geschichte zu
beachten: Bitte verwenden Sie nur den rot markierten Be-
griff und NICHT die anderen Begriffe in Ihrer Geschichte,
d. h. nur der rot markierte Begriff und nicht die anderen
Begriffe sollten in Ihrer Geschichte vorkommen!
In der Priming Bedingung, in der MRDM induziert werden sollte,
war keiner der acht Begriffe rot markiert. Die Probanden wurden in der
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Instruktion angewiesen, dass die Geschichte alle acht Begriffe enthalten
muss. Die Instruktion lautete:
Es gibt nur eine Regel beim Schreiben Ihrer Geschichte zu
beachten: Bitte verwenden Sie alle 8 aufgelisteten Begrif-
fe in Ihrer Geschichte, d. h. alle 8 Begriffe sollten in Ihrer
Geschichte vorkommen!
Die ORDM Instruktion sollte das Mindset anregen, nur einen von
vielen Elementen/Informationen zur Lösung einer Aufgabe (= Ziel)
zu verwenden, während die MRDM Instruktion das Mindset angeregt
werden sollte, alle Elemente/Informationen zur Lösung einer Aufgabe
(= Ziel) zu verwenden. Bis auf den Unterschied in der Instruktion und
die rote Markierung des Wortes in der ORDM Bedingung, waren die
Priming Bedingungen identisch.
Die Geschichten sollten auf ein Blatt Papier geschrieben werden, wäh-
rend auf dem Bildschirm die Wörter und die verbleibende Zeit für das
Schreiben der Geschichte eingeblendet wurden. Die Probanden hatten
für jede Geschichte vier Minuten Zeit; nach Ablauf der Zeit wurden die
Wörter am Computer durch eine rote aufblinkende Maske verdeckt und
die Probanden aufgefordert, das Schreiben der Geschichte zu beenden
und einen Button anzuklicken, um die nächsten acht Wörter für die
folgende Geschichte zu erhalten.
Die Begriffe, die für die vier Durchgänge verwendet wurden, stam-
men aus einem Set von Begriffen, die in einer Studie von Baschek,
Bredenkamp, Oehrle und Wippich (1977) - im Folgenden zitiert nach
Baschek, Bredenkamp, Oehrle und Wippich (1994) - auf ihre Bildhaf-
tigkeit, Konkretheit-Abstraktheit und Bedeutungshaltigkeit normiert
wurden.
Bildhaftigkeit bedeutet, wie schnell ein Begriff „das Auftreten einer
bildhaften Vorstellung oder eines Klangs“ (Baschek et al., 1994, S. 177)
bewirkt. Konkretheit-Abstraktheit bedeutet, wie stark sich ein Begriff
auf „sinnlich erfahrbare Merkmale von Dingen oder Personen bezieht“
(Baschek et al., 1994, S. 178). Bedeutungshaltigkeit bedeutet, „in wel-
chem Ausmaß sie [d. h. die Begriffe] andere Wörter hervorrufen“ (Ba-
schek et al., 1994, S. 180); Baschek et al. (1994, S. 180) umschreiben
Bildhaftigkeit auch als das Ausmaß der „Assoziationen“ eines Begriffs
mit anderen Wörtern. Die Skala der Normierungsstudie war sieben-
fach gestuft, wobei hohe Werte hohe Bildhaftigkeit, hohe Konkretheit
und hohe Bedeutungshaltigkeit bedeuten. Die Wörter wurden zum Ver-
gleich zu anderen Normierungsstudien in eine Skala von -20 bis +20 -
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inklusive dem Nullpunkt - transformiert.
Die Mittelwerte und Streuungen der acht Begriffe pro Geschichte
auf den drei Dimensionen sind in Tabelle 3.3 (S. 103) abgebildet. Alle
32 verwendeten Begriffe und deren Normwerte befinden sich im An-
hang C.4 (S. 191).
Tabelle 3.3. Mittelwert und Streuung für die Bildhaftigkeit, Konkretheit und
Bedeutungshaltigkeit gemittelt über die acht Wörter für das jeweilige Set
(Baschek et al., 1994).
Bildhaftigkeit Konkretheit Bedeutungs-haltigkeit
Begriffe M SD M SD M SD
Set 1 16.66 0.95 12.98 4.31 12.45 0.80
Set 2 15.46 1.83 15.80 2.73 6.32 0.87
Set 3 -1.43 1.87 -3.32 2.23 -7.67 0
Set 4 -5.51 5.85 -7.00 3.26 -13.10 1.53
Die Begriffe wurden so ausgewählt, dass die vier Sets von Begrif-
fen, die per Zufallsreihenfolge präsentiert wurden, unterschiedlich stark
bedeutungshaltig sind, um es für die Probanden beider Priming Be-
dingungen über die Sets hinweg einfacher bzw. schwieriger zu machen,
Geschichten zu erfinden. Das heißt, wenn die Begriffe starke vs. geringe
Assoziationen mit anderen Wörtern hervorrufen, dann ist die Wahr-
scheinlichkeit, dass die Begriffe eines Sets untereinander assoziiert sind,
höher vs. geringer. Eine hohe Assoziation der Begriffe eines Sets soll-
te es für die Probanden der ORDM vs. MRDM Bedingung erschweren
vs. erleichtern, eine Geschichte zu erfinden. Eine niedrige Assoziation
der Begriffe eines Sets sollte es für die Probanden der ORDM ver-
sus MRDM Bedingung erleichtern vs. erschweren, eine Geschichte zu
erfinden. Durch die Variation der Bildhaftigkeit der Begriffe wird si-
chergestellt, dass die Aufgabe - das Erfinden von Geschichten - für die
Priming Bedingungen nicht unterschiedlich schwierig ist.
Um den Einfluss des Primings auf das DLC zu messen, bearbeiteten
die Probanden dann noch einmal Durchgänge der Pferdewette. Es wur-
den nicht noch einmal alle 51 Durchgänge der Messphase präsentiert,
um ein DLC nach dem Priming - das DLC Priming - zu messen, sondern
nur noch einmal die 20 Aufgaben der Testphase des DLC präsentiert.
Über das Antwortverhalten über die 20 Durchgänge wurde dann der
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DLC Algorithmus zur Berechnung des DLC Priming angewendet (s.
o.).8
Dann wurde das Bedürfnis nach kognitiver Geschlossenheit (Schlink
& Walther, 2007) am Computer erhoben; siehe Kapitel 4.2 (S. 135) für
die Beschreibung der Skala, die Hypothese des Zusammenhangs mit
dem DLC und dem Ergebnis.
In der letzten Phase der Studie wurden demographische Daten der
Probanden erhoben.
Stichprobe Es nahmen 39 Probanden an der Studie teil. Davon wa-
ren 3 männlich und 36 weiblich. Das Alter lag zwischen 19 und 41
Jahren bei einem Mittelwert von 24.0 Jahren und einer Streuung von
5.6 Jahren.
3.1.2.2. Hypothesen
Probanden der ORDM Priming Bedingung haben ein geringeres DLC
Priming als Probanden der MRDM Priming Bedingung.
3.1.2.3. Ergebnisse
Das mittlere DLC liegt bei .778 bei einer Streuung von .121. Die Mo-
delltestung gegen den Zufall9 ergibt, dass 24 von 39 (61%) Probanden
als Anwender des DLC als Stoppregel der Informationssuche in den 20
Testdurchgängen der Pferdewette klassifiziert werden können. 3 Pro-
banden können als Anwender einer ORDM-, 5 Probanden als Anwender
einer MRDM- und 2 Probanden als Anwender einer Zufalls-Stoppregel
klassifiziert werden. 5 Probanden lassen sich nicht eindeutig nur einem
der Modelle zuordnen.
Die Hypothese zu dem Unterschied im DLC Priming zwischen den
beiden Bedingungen kann nicht bestätigt werden. Es ist nicht der Fall,
dass Probanden, die aus einem der Begriffe eine Geschichte erfinden
sollten (ORDM), ein signifikant geringeres DLC Prime haben als Pro-
banden, die aus allen Begriffen eine Geschichte erfinden sollten (MRDM).
Der Mittelwert der Probanden der ORDM Bedingung liegt bei .812
und einer Streuung von .144. Der Mittelwert der Probanden der MRDM
Bedingung liegt bei .783 und einer Streuung von .134. Der Mittelwerts-
unterschied ist mit t(37) = 0.66, p = .74 und einem Cohen’s d = .21
8Es wurde aus zeitlichen Gründen nicht noch einmal alle 51 Aufgaben der Test-
phase präsentiert.
9siehe S. 64 in Kapitel 1.3.2.2 für Details zur Testung gegen den Zufall
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nicht signifkant und zeigt deskriptiv in die hypotheseninkonforme Rich-
tung.10
Es ist wahrscheinlich, dass es durch die natürliche Obergrenze des
DLC von 1 schwieriger bzw. leichter ist, durch eine situationale Ma-
nipulation einen schon hohen Ausgangswert im DLC noch weiter zu
erhöhen bzw. zu erniedrigen und dass es durch die Mess-Untergrenze
des DLC von .5 schwieriger bzw. leichter ist, durch eine situationale
Manipulation einen schon niedrigen Ausgangswert im DLC noch wei-
ter zu erniedrigen bzw. zu erhöhen. Es wurde unter Anwendung des
Messalgorithmus des DLC (s. o.) ein DLC über die 20 Aufgaben der
Testphase berechnet. Um den deskriptiven Unterschied im DLC der
Testphase und somit für die uninteressanten interindividuellen Unter-
schiede im DLC vor dem Priming zu kontrollieren, wurde dann eine
multiple lineare Regression mit der Priming Bedingung und dem DLC
der Testphase als Prädiktoren und dem DLC Priming als Kriterium
gerechnet; siehe Tabelle 3.4.
Tabelle 3.4. Multiple lineare Regression mit DLC Priming als Kriterium und
der experimentellen Bedingung und dem DLC der Testphase als Prädiktoren.
Prädiktor B SEB  t p
Intercept .074 .052 - 1.42 .16
Bedingung MRDM Priming .001 .017 .006 0.10 .92
DLC Testphase .915 .063 .925 14.47 < .05
Anmerkungen: R2 = .85, F(2,36) = 106.2, p < .05. Die Bedingungen sind
mit der Bedingung ORDM Priming als Vergleichsgruppe dummykodiert.
Die Prädiktoren können 85% der Varianz des DLC Priming aufklä-
ren. Die Varianzaufklärung geht aber auf den Prädiktor des DLC der
Testphase zurück; das Gewicht des Prädiktors für die Priming Bedin-
gung ist mit einem t = 0.10 (p = .92) nicht signifikant. Die Bedingung
kann über das DLC der Messphase hinaus nur .0001% einzigartige Va-
rianz aufklären, was sich im Vergleich des Gesamtmodells mit einem
um die Priming Bedingung reduzierten linearen Modell zeigt.
10Die Power liegt bei einer erwarteten mittleren Effektstärke von Cohen’s d = .5 und
einer Stichprobengröße von 19 für die ORDM resp. 20 für die MRDM Bedingung
und einem  = :05 bei 1   = :45.
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Zusammenfassend zeigt sich in dieser Studie, dass das verwendete
Mindset Priming keinen Einfluss auf die Höhe des DLC hat.
3.1.3. Diskussion
Die Höhe des DLC lässt sich nicht durch das in den Studien verwendete
konzeptuelle Priming und Mindset Priming beeinflussen.
Das kann methodische Gründe haben: Es ist möglich, dass die Ma-
nipulationen nicht gewirkt haben. Ein Hinweis dafür gibt die Aufgabe
des Manipulation-Checks beim konzeptuellen Priming: Die Probanden
generierten nach einem konzeptuellen Priming von MRDM nicht mehr
Gründe - wie das in der Studie von Platzer (2008) der Fall war - als
Probanden nach einem Priming von ORDM.
Es zeigte sich weiterhin bei der Aufgabe des Manipulation-Checks,
dass die Anzahl der gennanten Gründe im Mittel über alle Aufgaben
und Probanden hinweg mit 1.80 Gründen bei einer Streuung von 0.99
Gründen gering ausfiel.11 Das kann auf eine geringe Motivation der
Probanden hindeuten, was problematisch für alle Messvariablen der
Studie ist.
Die verwendete Methode des Mindset Primings wurde für diese Stu-
die entwickelt und ist nicht bewährt/validiert, so dass es möglich ist,
dass die Methode zu unspezifisch ist, um ORDM vs. MRDM hervor-
zurufen. Es ist weiterhin möglich, dass das reduzierte Aufgabenset zur
Messung des DLC nach dem Priming nicht ausreichend war, um Ver-
änderungen im DLC reliabel zu messen.
Es besteht weiterhin in beiden Studien ein statistisches Problem:
Die Power bei der Anzahl der erhobenenen Probanden von n = 60
bei drei Bedingungen für das konzeptuelle Priming und n = 39 bei
zwei Bedingungen für das Mindset Priming, einer mittleren erwarteten
Effektsträke und einem -Fehler von .05 fällt mit einem Wert von .37
für das konzeptuelle Priming und .45 für das Mindset Priming gering
aus, so dass die Wahrscheinlichkeit für einen -Fehler in beiden Studien
hoch ist.
Es besteht in beiden Studien ein konzeptuelles Problem: Wenn in
der DLC Pferdewette-Aufgabe tatsächlich ein psychologisch bedeut-
sames Konstrukt - nämlich das Anspruchsniveau an gewünschter Ur-
teilssicherheit (Hausmann-Thürig, 2004) - gemessen wird, dann führt
ein spezifisches Anspruchsniveau an gewünschter Urteilssicherheit dazu,




dass vor einer Entscheidung mehr bzw. weniger Cues konsultiert wer-
den. ORDM vs. MRDM Stoppverhalten ist dann also die Konsequenz
einer ursächlich zugrundeliegenden Ausprägung des DLC Konstruktes.
Wenn in einem konzeptuellen Priming oder Mindset Priming nur die
Konsequenz einer Konstruktausprägung induziert wird, bedeutet das
nicht zwangsläufig, dass das Priming auf die Ausprägung des Konstruk-
tes wirkt bzw. stark wirkt. Dies wird besonders im Mindset Priming
deutlich: Durch die Hypothese, dass die Verwendung einer bzw. aller
Informationen in einer Priming Aufgabe dazu führt, dass die Proban-
den in der DLC Aufgabe wenige vs. viele Cues aufdecken, wird das DLC
zu einem Messinstrument von ORDM und MRDM vs. einem psycho-
logisch bedeutsamen Konstrukt „degradiert“. Selbst wenn das Priming
eine Tendenz zu ORDM vs. MRDM induziert, kann diese Verhaltens-
tendenz durch das individuelle Anspruchsniveau an gewünschter Ur-
teilssicherheit, das - wie die Studie zur Validität des DLC nahelegt
(Kapitel 2.2, S. 79) - zeitlich stabil ist und dessen Ausprägung durch
das Priming nicht direkt verändert wurde, überschrieben werden.
Weiterhin zeigt sich beim Mindest Priming auch ein konzeptuelles
Problem: So mussten die Probanden in beiden Priming Bedingungen
(ORDM und MRDM) alle dargebotenen Begriffe berücksichtigen. Es
war nur der Umgang mit den Begriffen unterschiedlich, das heißt Ver-
wendung eines Begriffs (und damit Ausblenden aller anderen Begriffe)
in der ORDM vs. Verwendung aller Begriffe in der MRDM Bedingung.
Hier wäre es sinnvoller gewesen, nur einen (ORDM) vs. viele (MRDM)
Begriffe als Stimuli darzubieten.
Hier wird auch ein weiteres konzeptuelles Problem deutlich: Die Er-
gebnisse der Studie zur Konstruktlidität des DLC (siehe Studie 2, Ka-
pitel 2.2, S. 79) legen nahe, dass die Art der Cue-Integration nicht vom
DLC erfasst wird, das DLC also nur den Abbruch der Suche nach Cues
abbilden kann: Ein hohes DLC bedeutet nicht zwangsläufig eine kom-
pensatorische Integration von Cues für eine Entscheidung. Es ist somit
möglich, dass das verwendete konzeptuelle Priming, das auch Begriffe
zur Art der Integration von Informationen beinhaltet (z. B. komplex),
und das verwendete Mindset Priming, das auf die Integration von Cues
abzielt, nicht spezifisch für das DLC sind.12
Es ist also für eine Folgestudie sinnvoll, das Priming so zu gestal-
ten, dass es eine spezifische Ausprägung des angenommenen zugrun-
12Diese Überlegung war zum Zeitpunkt der Durchführung der Priming Studien
jedoch noch nicht möglich, da die Studie zur Konstruktvalidität des DLC chro-
nologisch nach den Priming Studien durchgeführt wurde.
107
3. Situative Einflussfaktoren
deliegenden Konstruktes - das ist das Anspruchsniveau an gewünsch-
ter Urteilssicherheit - bewirkt. So gab es nur einen konzeptuell zum
DLC verwandten Satz in der ORDM Bedingung der Priming Aufga-
be, das ist: Peter, Risiken, muss, eingehen, man. Letztendlich ist es
jedoch auch möglich, dass sich Entscheidungsverhalten in probabilisti-
schen Entscheidungsaufgaben im Kontext der adaptiven Werkzeugkiste
(Gigerenzer et al., 1999) nicht durch Priming beeinflussen lässt, für
diese Schlussfolgerung reichen jedoch die zwei hier berichteten ersten
Studien zum Thema nicht aus.
3.2. Need for Cognitive Closure
Need for Cognitive Closure (Kruglanski & Webster, 1996; Kruglanski,
2004) bzw. das Bedürfnis nach kognitiver Geschlossenheit (Schlink &
Walther, 2007) - im Folgenden mit NFCC abgekürzt - ist eine moti-
vationale Tendenz im Prozess der Generierung von Wissen: Menschen
mit einem hohen NFCC haben das Bedürfnis, im Prozess der Wissens-
bildung schnell zu einer Schlussfolgerung zu kommen, um den aversiv
erlebten Zustand der Ambiguität der Situation, in der es noch keine
definitive Antwort auf eine Frage gibt, zu verlassen, und eine einmal
getroffene Schlussfolgerung nicht mehr zu verändern, um nicht in den
aversiv erlebten Zustand der Ambiguität zurückzufallen.13
Die Tendenz, eine Schlussfolgerung schnell treffen zu wollen, nennt
sich seizing ; die Tendenz, eine dauerhafte Schlussfolgerung treffen zu
wollen, nennt sich freezing (Kruglanski & Webster, 1996).14
Ein hohes NFCC kann chronisch sein und über einen Fragebogen
(Schlink & Walther, 2007) gemessen werden oder situational durch ex-
ternale Bedingungen, wie z. B. Zeitdruck, Lärm und Hitze, oder durch
internale Bedingungen, wie z. B. Müdigkeit, induziert werden (Kruglan-
ski, 2004).
In einer Studie von Kruglanski, Webster und Klem (1993) sollten Pro-
banden über einen Rechtsfall mit einem Diskussionpartner entscheiden.
Die Hälfte der Probanden erhielt vor der Diskussion mit dem Partner
Informationen zum Fall und konnte sich so vorab eine Meinung bil-
den. Probanden mit einer hohen Ausprägung auf der NFCC Skala und
13bei Kruglanski und Webster (1996, S. 264) heißt das: „The need for cognitive
closure refers to individuals’ desire for a firm answer to a question and an aversion
toward ambiguity.“
14Kruglanski und Webster (1996, S. 265) nennen seizing und freezing auch urgency
und permanence Tendenz.
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Probanden, denen situational hohes NFCC über Lärm in der Erhe-
bungssituation induziert wurde, zeigten die Tendenz, möglichst schnell
mit dem Partner übereinzustimmen.
Wenn keine Vorabinformation vorlag, äußerte sich die Tendenz zu
einem schnellen Konsensus darin, dass die Probanden einen Partner
bevorzugten, der überzeugend ist; eine Konsquenz der seizing Tendenz,
die vor einer Schlussfolgerung eintritt. Wenn Vorabinformation vorlag,
äußerte sich die Tendenz zu einem schnellen Konsensus darin, dass die
Probanden einen Partner bevorzugten, der sich leicht überzeugen lässt;
eine Konsequenz der freezing Tendenz, die nach einer einmal getroffe-
nen Schlussfolgerung eintritt.
Die Forschung zum NFCC verbindet ein breites Themenspektrum
aus der klassischen Sozialpsychologie: So lassen sich z. B. NFCC Effek-
te auf die Bildung von Stereoytpen und die Stärke von Ankereffekten
(Kruglanski & Freund, 1983), auf die soziale Beeinflussung (Kruglanski
et al., 1993), auf den correspondence bias aus der Attributionsfor-
schung (Webster, 1993), auf den linguistic intergroup bias aus der psy-
cholinguistischen Stereotypenforschung (Webster, Kruglanski & Patti-
son, 1997), auf den ingroup bias aus der gruppenmotivationalen Ste-
reotypenforschung (Shah, Kruglanski & Thompson, 1998) und auf die
Entstehung von (politisch konservativen) Einstellungen (Jost, Glaser,
Kruglanski & Sulloway, 2003) nachweisen.
In den folgenden Studien soll der situationale Einfluss des NFCC auf
die Höhe des DLC untersucht werden. Ein hohes situationales NFCC
führt vor einer Entscheidung für eine Option - das ist in der Messauf-
gabe des DLC ein Pferd - zu seizing Tendenzen: Die Probanden haben
das Bedürfnis, schnell zu einer Lösung zu kommen, was dazu führt,
dass tendenziell weniger Cues in der Pferdewette aufgedeckt werden
und somit das DLC geringer ausfällt.
3.2.1. Aufgabenattraktivität: Videos anschauen
Eine attraktive vs. unattraktive Folgeaufgabe kann hohes vs. niedriges
NFCC hervorrufen (Mayseless & Kruglanski, 1987; Webster, 1993). Ei-
ne attraktive vs. unattraktive Folgeaufgabe führt dazu, dass die aktuelle
Aufgabe tendenziell schneller vs. langsamer beendet und Schlussfolge-
rungen auf weniger vs. mehr Informationen getroffen werden (Webster,
1993), was eine Konsequenz der seizing Tendenz bei hohem NFCC ist.
Ein hoher (situational induzierter) NFCC Wert sollte in einer geringe-
ren Informationsuche vor einer Entscheidung resultieren und somit zu
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einem geringeren DLC führen.
3.2.1.1. Methoden
Die Studie bestand aus fünf Phasen. In der ersten Phase wurde ein ho-
hes vs. niedriges NFCC über eine Instruktion induziert. In der zweiten
Phase folgte die DLC Messaufgabe. Dann folgte eine Filler Aufgabe, um
in der dritten Phase erneut das DLC adaptiv zu testen. In der vierten
Phase wurden Persönlichkeitsvariablen erhoben. Abschließend konnten
die Probanden, je nach situationaler NFCC Bedingung, unterschiedli-
che kurze Videos anschauen. Im Folgenden werden die Aufgaben der
einzelnen Phasen genauer beschrieben.
Die Probanden wurden schriftlich über ihre Rechte als Teilnehmer an
einer psychologischen Studie aufgeklärt. Die Durchführung aller Auf-
gaben fand am Computer statt. Die Probanden erhielten für ihre Teil-
nahme für ihr Studium notwendige Teilnahmestunden gutgeschrieben
und die drei Probanden mit der höchsten Punktzahl erhielten zusätzlich
einen Kinogutschein.
Den Probanden wurde in der Instruktion der Studie mitgeteilt, dass
die Studie aus 2 Phasen besteht.
In der Bedingung hohes NFCC wurden den Probanden mitgeteilt,
dass sie nach dem Bearbeiten der Pferdewette-Aufgabe und einer Lot-
teriepräferenzaufgabe in der ersten Phase der Studie, in der zweiten
Phase der Studie fünf Comedy Videos anschauen und auf ihre Un-
terhaltsamkeit hin bewerten werden. Die Titel der fünf Videos wurde
angezeigt, darunter war z. B. ein Video mit dem Titel „Harald Schmidt
spricht über Heavy Metal Musik“ und ein Video mit dem Titel „Helge
Schneider interviewt sich selbst“.
In der Bedingung niedriges NFCC wurden den Probanden mitgeteilt,
dass sie nach dem Bearbeiten der Pferdewette-Aufgabe und einer Lot-
teriepräferenzaufgabe in der ersten Phase der Studie, in der zweiten
Phase der Studie fünf Statistik Videos anschauen und zu den Inhalten
der Statistik Videos befragt werden. Die Titel der fünf Videos wurde
angezeigt, darunter war z. B. ein Video mit dem Titel „Testtheorie:
True Score Modell“ und ein Video mit dem Titel „Skalentypen“.
Den Probanden wurden in beiden Bedingungen mitgeteilt, dass die
Studie zeitlich begrenzt ist und die Anzahl der Videos, die die Proban-
den am Ende anschauen werden, davon abhängig ist, wie zügig sie die
Aufgaben der ersten Phase der Studie bearbeiten; siehe Anhang B.4
(S. 178) für die genauen Instruktionen der Studie. Weiterhin wurde
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den Probanden über die gesamte Studie hinweg bei den Instruktions-
bildschirmen zu jeder Aufgabe auf einer Zeitleiste angezeigt, wie viele
Aufgaben sie schon bearbeitet haben und wie viele Aufgaben sie noch
bearbeiten müssen. Somit wurde die Distanz zur Video Aufgabe der
Phase 2 über die Studie hinweg wiederholt salient gemacht.
Dann bearbeiteten die Probanden die 51 Messdurchgänge der Pfer-
dewette, die in Kapitel 1.3.2.1 (S. 60) und Anhang A.2 (S. 171) be-
schrieben ist.
Dann bearbeiteten die Probanden Lotteriepräferenzaufgaben, deren
Inhalt für die vorliegende Studie nicht relevant ist, es aber ermöglichte,
die erste Phase der Studie zu verlängern. Die Probanden benötigten ca.
10 Minuten zu Bearbeitung der Präferenzaufgabe.
Dann bearbeiteten die Probanden die 20 Durchgänge der Testphase
der Pferdwette.
Dann wurde die deutsche Version der Positive and Negative Affect
Schedule (PANAS) (Krohne, Egloff, Kohlmann & Tausch, 1996) er-
hoben. Über den PANAS können in jeweils 10 Fragen der momenta-
ne positive und der negative Affekt einer Person erhoben werden. Die
Probanden sollten dazu auf einer fünfstufigen Skala angeben, wie z.
B. freudig erregt sie sich momentan fühlen bzw. wie z. B. gereizt sie
sich momentan fühlen. Die beiden Subskalen weisen in der Studie von
Krohne et al. (1996, Tabelle 3, S. 145) mit einem Cronbach’s  von
.85 für positiven Affekt und einem Cronbach’s  von .86 für negativen
Affekt eine gute interne Konsistenz auf.
Dann wurden das Bedürfnis nach kognitiver Geschlossenheit (Schlink
&Walther, 2007) und der regulatorische Fokus (Werth & Förster, 2007)
am Computer erhoben; siehe Kapitel 4.2 (S. 135) für die Beschreibung
der Skalen, Hypothesen des Zusammenhangs mit dem DLC und den
Ergebnissen.
Dann sollten die Probanden die Videos anschauen - insgesamt sollten
sie drei von fünf Comedy bzw. Statistik Videos auswählen - und auf
ihre Attraktivität hin bewerten bzw. den Inhalt des Videos nach jedem
Video zusammenfassen.
Im letzten Abschnitt der Studie wurden demographische Daten der
Probanden erhoben.
Stichprobe Es nahmen 40 Probanden an der Studie teil. Davon wa-
ren 10 männlich und 30 weiblich. Das Alter lag zwischen 19 und 44





Probanden, die eine attraktive Folgeaufgabe bearbeiten sollen (Bedin-
gung hohes NFCC), haben im Vergleich zu Probanden, die eine unat-
traktive Folgeaufgabe bearbeiten sollen (Bedingung niedriges NFCC),
ein niedrigeres DLC.
3.2.1.3. Ergebnisse
Das mittlere DLC liegt bei .755 bei einer Streuung von .113. Die Mo-
delltestung gegen den Zufall15 ergibt, dass von 31 von 40 (77.5%) Pro-
banden als Anwender des DLC als Stoppregel der Informationssuche
in den 20 Testdurchgängen der Pferdewette klassifiziert werden kön-
nen. 2 Probanden können als Anwender einer ORDM-, 1 Proband als
Anwender einer MRDM- und 1 Proband als Anwender einer Zufalls-
Stoppregel klassifiziert werden. 5 Probanden lassen sich nicht eindeutig
nur einem der Modelle zuordnen.
Die Probanden in der Bedingung hohes NFCC haben kein signifikant
niedrigeres DLC als die Probanden in der Bedingung niedrig NFCC.
Der Mittelwert liegt für das DLC der Messphase für die Bedingung
hohes NFCC bei .753 und einer Streuung von .173, der Mittelwert liegt
für das DLC der Messphase für die Bedingung niedriges NFCC bei
.758 und einer Streuung von .120. Der Unterschied ist mit einem t(38)
= -0.12 , p = .45 und Cohen’s d = -0.03 nicht signifikant.16
Die Probanden bearbeiten die Durchgänge der DLC Testphase nach
den Aufgaben zu den Präferenzentscheidungen. Es ist möglich, dass sich
die NFCC Bedingung erst über die Studie kurz vor der attraktiven vs.
wenig attraktiven Folgeaufgabe zeigt. Über die 20 Aufgaben der Test-
phase der Pferdewette kann der gleiche DLC Algorithmus angewendet
werden, so dass ein zweites DLC berechnet werden kann. Das DLC der
Testphase unterscheidet sich jedoch in den NFCC Gruppen auch nicht
signifikant voneinander. Die Probanden in der Bedingung hohes NFCC
haben kein signifikant niedrigeres DLC der Tesphase als die Probanden
in der Bedingung hohes NFCC. Der Mittelwert liegt für das DLC der
Testphase für die Bedingung hohes NFCC bei .736 und einer Streu-
ung von .173, der Mittelwert liegt für das DLC der Testphase für die
Bedingung niedriges NFCC bei .747 und einer Streuung von .144. Der
15siehe S. 64 in Kapitel 1.3.2.2 für Details zur Testung gegen den Zufall
16Die Power liegt bei einer erwarteten mittleren Effektstärke von Cohen’s d = .5,
40 Probanden und einem  = :05 bei 1   = :46.
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Unterschied ist mit einem t(38) = -0.21 , p = .41 und Cohen’s d =
-0.06 nicht signifikant.
Die Skala positiver Affekt und negativer Effekt des PANAS (Krohne
et al., 1996) zeigt mit einem Cronbach’s  von .88 und .87 eine hohe
interne Konsistenz.
Die Probanden der Bedingung hohes NFCC vs. niedriges NFCC zei-
gen mit einem Mittelwert von 30.2 vs. 26.25 und einer Streuung von
6.01 vs. 7.29 einen erhöhten positiven Affekt. Der Unterschied ist mit
einem t = 1.86, p < .05, Cohen’s d = 0.59 signifikant.17
Die Probanden der Bedingung hohes NFCC vs. niedriges NFCC zei-
gen mit einem Mittelwert von 11.7 vs. 14.9 und einer Streuung von
1.7 vs. 5.8 einen erniedrigten negativen Affekt. Der Unterschied ist mit
einem t = -2.39, p < .05, Cohen’s d = - 0.75 signifikant.
Es zeigt sich also, dass sich das DLC nicht durch eine Manipulation
des NFCC beeinflussen lässt. Die Ergebnisse werden nach der folgen-
den Studie, in der eine weitere Induktion des NFCC als situationale
Manipulation des DLC getestet wird, zusammegefasst diskutiert.
3.2.2. Erhebungssituation: Lärm ertragen
Lärm in der Erhebungssituation ist eine bewährte situationale Manipu-
lation eines hohen NFCC (Kruglanski & Webster, 1991, 1996; Webster
et al., 1997).18 Lärm wirkt aversiv, die Tendenz, zu einer schnellen und
dauerhaften Schlussfolgerung in einem Prozess der Wissensgenerierung
zu kommen, ist erhöht.
3.2.2.1. Methoden
Die Studie bestand aus vier Phasen. In der ersten Phase wurde das
DLC gemessen. Über das Einspielen vs. Fehlen eines unangenehmen
Tons wurde situational ein hohes vs. niedriges NFCC induziert. In
der zweiten Phase wurde die Wirkung der situationalen Manipulati-
on des NFCC in einer bewährten Aufgabe zum NFCC übeprüft (=
17Der PANAS wurde miterhoben, um für einen möglichen Effekt der Stimmung auf
das DLC durch die NFCC Manipulation zu kontrollieren. Ein Regressionsmodell
mit dem DLC als Kriterium und der (dummykodierten) NFCC Manipulation,
dem positiven Affekt und dem negativen Effekt als Prädiktoren wird nicht si-
gnifikant und soll daher hier nicht näher beschrieben werden.
18In den Studien wurde Lärm über einen lauten Nadeldrucker im Labor, auf dem




Manipulation-Check). In der dritten Phase wurde erneut das DLC ge-
messen, der unangenehme Ton und damit die situationale Manipulation
des NFCC war hier abgestellt, um explorativ mögliche Kontrasteffekte
zwischen den Bedingungen zu untersuchen (siehe weiter unten). In der
abschließenden vierten Phase wurden Persönlichkeitsvariablen erhoben.
Im Folgenden werden die Aufgaben der einzelnen Phasen genauer be-
schrieben.
Probanden nahmen in Einzelsitzungen an der Studie teil. Sie wur-
den von der Versuchleiterin in das Labor geführt, in der sich sichtbar
für die Probanden in einer Raumecke ein Computer befand - im Fol-
genden Mathecomputer genannt -, der angeschaltet war und auf dem
Zahlenkolonnen und graphische Abbildungen auftauchten.
Nachdem sich die Probanden an einen zweiten Rechner gesetzt hatten
- im Folgenden Studiencomputer genannt -, an dem die Studie statt-
fand, wurden sie schriftlich über ihre Rechte als Teilnehmer an einer
psychologischen Studie aufgeklärt. Sie erhielten für die Teilnahme Geld
(ca. 6 Euro) oder für ihr Studium notwendige Teilnahmestunden gutge-
schrieben. Die Durchführung aller Aufgaben fand am Computer statt.
Die Versuchsleiterin gab während der gesamten Studie vor, am Lap-
top, den sie auf ihren Beinen liegen hatte und dessen Bildschirm von
den Probanden abgewandt war, Vorlesungsfolien für eine Prüfung zu
studieren.
Die Versuchleitern hatte jedoch für die Probanden unbemerkt über
eine Software19 den Bildschirm des Studiencomputers und den Bil-
schirm des Mathecomputers auf dem Monitor.
Dann sollten die Probanden die 51 Durchgänge der Messaufgabe der
Pferdewette bearbeiten, die in Kapitel 1.3.2.1 (S. 60) und Anhang A.2
(S. 171) beschrieben ist.
In dem Moment, in dem sich der Proband auf der letzten Seite zur In-
struktion der Pferdwette-Aufgabe befand, aktivierte die Versuchleiterin
über Ihren Laptpop in der experimentellen Bedingung der Studie einen
lauten 1900 Herz Sinuston, der auf dem Matherechner abgespielt wur-
de. Die Dezibelzahl konnte aufgrund fehlender Messinstrumente nicht
genau bestimmt werden. Die Tonlautstärke war konstant für alle Pro-
banden der Bedingung so eingestellt, dass der Ton in einem Vorabtest
von der Versuchsleiterin und einer weiteren unabhängigen Person als
unangenehm aber nicht schmerzhaft empfunden wurde. Der Ton hatte,
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Das Verhalten der Versuchleiterin war ab diesem Zeitpunkt geskrip-
tet und lief somit für alle Probanden der Experimentalbedingung gleich
ab: Die Versuchleiterin stand auf, ging zum Monitor des Matherech-
ners, tippte auf den Computer und sagte verärgert: „Schon wieder, der
Bilschirm ist kaputt! Leider kann ich nichts machen und darf den Com-
puter nicht ausschalten, weil eine Simulation läuft.“ Es handelte sich
um einen Apple Rechner, bei dem die Tonausgabe im Monitor verbaut
ist, so dass nicht evident ist, dass der Ton durch Ausschalten eines
Lautsprechers deaktiviert werden kann.
Dann ging die Versuchsleiterin zu ihrem Platz zurück und forderte die
Probanden auf, „einfach weiterzuarbeiten“, weil sie jetzt nichts dagegen
machen könne. Falls es erneut zu einer Nachfrage der Probanden kam,
war die Versuchsleiterin instruiert zu sagen: „Ich kann nichts machen,
bitte mach weiter, so gut es eben geht.“
Falls sich die Probanden mehrfach beschwerten oder den Wunsch äu-
ßerten, die Studie abzubrechen, sollte die Studie abgebrochen und die
Probanden zu dem Inhalt der Studie aufgeklärt werden. Ein Studienab-
bruch kam aber nicht vor.
Dann bearbeiteten die Probanden die 51 Messdurchgänge der Pfer-
dewette.
Dann folgte eine Manipulation-Check Aufgabe zum NFCC (Mayse-
less & Kruglanski, 1987). In der Aufgabe wurden per Zufallsreihen-
folge zehn stark vergrößerte Ausschnitte von Alltagsobjekten wie ei-
ner Wasserflasche am Bildschirm präsentiert.20 Die Probanden sollten
zu jedem Bild erraten, welcher Alltagsgegenstand abgebildet ist. Da-
zu sollten sie alle Hypothesen, die ihnen dazu einfallen, aufschreiben.
Nach jedem Bild bekamen die Probanden ein Feedback darüber, wel-
cher Gegenstand abgebildet war; siehe Abbildung 3.1 (S. 116) für zwei
Beispieldurchgänge der Aufgabe. Mayseless und Kruglanski (1987, Stu-
die 3) konnten für diesen Aufgabentyp demonstrieren, dass Probanden
mit einem erhöhten NFCC seizing Tendenzen zeigen: Sie generieren im
Vergleich zu Probanden mit einem geringen NFCC weniger Hypothe-
sen.
Der Ton wurde nach dem fünften Durchgang des Bilderrätsels von der
Versuchsleiterin über ihren Laptop abgestellt, so dass die Probanden die
letzten fünf Aufgaben der Bilderrätselaufgabe ohne Ton bearbeiteten.
Dann bearbeiteten die Probanden noch einmal die 51 Messdurchgänge
der Pferdewette. Die wiederholte Bearbeitung der Aufgaben erlaubt es,
20weiterhin: Zange, Bleistiftanspitzer, Reißverschluss, Stift, Kopfhörer, Fahrradkat-
zenauge, Banane, Vorhängeschloss, Spraydose
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(a) Beispieldurchgang 1 (b) Lösung 1
(c) Beispieldurchgang 2 (d) Lösung 2
Abbildung 3.1. Aufgabe Manipulation Check Need For Cognitive Closure. Es
werden stark vergrößerte Allatgsobjekte präsentiert (a, c). Die Probanden
sollen Hypothesen generieren, um welches Objekt es sich handelt. Danach
werden die Lösungen zu den Durchgängen präsentiert (b, d).
explorativ mögliche Kontrasteffekte der Experimentalbedingung Lärm
zu untersuchen. So ist es möglich, dass das DLC durch das Verlassen
der aversiven Situation ansteigt und dann im Vergleich zum DLC in
der Kontrollgruppe zum zweiten Messzeitpunkt signifikant höher liegt.
Dann wurden das Bedürfnis nach kognitiver Geschlossenheit (Schlink
& Walther, 2007), der regulatorische Fokus (Werth & Förster, 2007)
und die Achievement Motives Scale (Lang & Fries, 2006) am Computer
erhoben; siehe Kapitel 4.2 (S. 135) für die Beschreibung der Skalen,
Hypothesen des Zusammenhangs mit dem DLC und den Ergebnissen.
Im letzten Abschnitt der Studie wurden demographische Daten der
Probanden erhoben.
Dann wurden die Probanden über den Inhalt der Studie und in der
Bedingung Lärm über den Ursprung des Tons aufgeklärt und darüber
befragt, ob sie während der Studie den Verdacht gehabt hatten, dass die
Szene mit dem defekten Monitor gestellt gewesen war und zur Studie
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gehört hatte.
Stichprobe Es nahmen nach Ausschluss von 16 Probanden, die anga-
ben, Verdacht geschöpft zu haben (siehe Methoden), 71 Probanden an
der Studie teil. Davon waren 33 männlich und 38 weiblich. Das Alter
lag zwischen 17 und 38 Jahren bei einem Mittelwert von 23.3 Jahren
und einer Streuung von 4.2 Jahren.
3.2.2.2. Hypothesen
Probanden, die einem aversiven Ton ausgesetzt sind, haben ein niedri-
geres DLC als Probanden der Kontrollgruppe.
3.2.2.3. Ergebnisse
Das mittlere DLC zu Messzeitpunkt 1 liegt bei .824 (SD = .117). Das
mittlere DLC zu Messzeitpunkt 2 liegt bei .802 (SD = .129). Die Kor-
relation zwischen den beiden DLC Messungen liegt bei r = .85, t(69)
= 13.65, p < .05.
Das mittlere DLC liegt zu Messzeitpunkt 1 in der Bedingung Lärm
bei .835 (SD = .119). In der Kontrollgruppe liegt das mittlere DLC bei
.812 (SD = .115). Der Unterschied ist mit einem t(69) = .82, p = .79
und Cohen’s d = 0.195 nicht signifikant.21
Das mittlere DLC liegt zu Messzeitpunkt 2 in der Bedingung Lärm
bei .814 (SD = .127). In der Kontrollgruppe liegt das mittlere DLC bei
.789 (SD = .131). Der Unterschied ist mit einem t(69) = .81, p = .41
(ungerichtete Hypothese) und Cohen’s d = 0.193 nicht signifikant.
Die mittlere Anzahl der generierten Lösung für die ersten fünf Durch-
gänge der Bilderrätsel-Aufgabe zum Manipulation Check des NFCC er-
gibt keine signifkanten Unterschiede zwischen der Bedingung Lärm und
der Kontrollgruppe. Die mittlere Anzahl der generierten Lösungen liegt
für die Bedingung Lärm bei 1.86 (SD = 1.06). Die mittlere Anzahl der
generierten Lösungen liegt für die Kontrollgruppe bei 1.85 Lösungen
(SD = 1.11). Der Unterschied ist mit einem t(69) = .01, p = .50 und
Cohen’s d = 0.003 nicht signifikant.
Die mittlere Anzahl der generierten Lösung für die letzten fünf Durch-
gänge der Bilderrätsel-Aufgabe zum Manipulation Check des NFCC,
ergibt keine signifkanten Unterschiede zwischen der Bedingung Lärm
21Die Power liegt bei einer erwarteten mittleren Effektstärke von Cohen’s d = .5,
71 Probanden und einem  = :05 bei 1   = :67.
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und der Kontrollgruppe. Die mittlere Anzahl der generierten Lösun-
gen liegt für die Bedingung Lärm bei 1.92 Lösungen (SD = 1.44). Die
mittlere Anzahl der generierten Lösungen liegt für die Kontrollgruppe
bei 1.60 Lösungen (SD = 1.01). Der Unterschied ist mit einem t(69)
= 1.06, p = .29 (ungerichtete Hypothese) und Cohen’s d = 0.25 nicht
signifikant.
3.2.3. Diskussion
Die Höhe des DLC lässt sich durch zwei verschiedene situationale Ma-
nipulationen des NFCC nicht verändern.
Es besteht in beiden Studien ein statistisches Problem: Die Power
bei der Anzahl der erhobenenen Probanden von n = 40 und n = 71,
einer mittleren erwarteten Effektstärke und einem -Fehler von .05 fällt
mit einem Wert von .46 für die Manipulation des NFCC über die Auf-
gabenattraktivität und .67 für die Manipulation des NFCC über einen
aversiven Ton gering aus, so dass die Wahrscheinlichkeit für einen -
Fehler in beiden Studien hoch ist.
In der Studie zur Manipulation des NFCC über die Aufgabeattrakti-
vität führt die Aussicht Statistik vs. Comedy Videos zu schauen erwar-
tungskonform zu geringerem positiven Affekt und höherem negativen
Affekt. Es ist jedoch nicht klar bzw. es wurde nicht direkt gemessen,
ob die Aufgabenattraktivität das interessierende Konstrukt, das ist das
NFCC, beeinflusst, so dass es möglich ist, dass die Manipulation keine
Wirkung hatte. In der Studie zur Manipulation des NFCC über einen
aversiven Ton konnten NFCC Effekte auf die Manipulation-Check Auf-
gabe nicht nachgewiesen werden, so dass bezweifelt werden muss, dass
die Manipulation ein erhöhtes NFCC hervorgerufen hat. Es lässt sich
also kein Effekt des NFCC auf das DLC zeigen und auch nicht auf die
von Kruglanski selbst verwendete Aufgabe des Manipulation-Checks
(Kruglanski & Webster, 1991). Wenn die Manipulationen das situatio-
nale NFCC nicht verändert haben, dann kann folglich das NFCC auch
keinen Einfluss auf das DLC haben.
Es besteht auch ein generelles konzeptuelles Problem: Laut Kruglan-
ski und Webster (1991) treten bei hohem NFCC vor einer Entscheidung
seizing Tendenzen und nach einer Entscheidung freezing Tendenzen
auf. Seizing Tendenzen führen dazu, dass Entscheidungen basierend
auf geringer Informationslage und schnell getroffen werden, um mög-
lichst schnell den motivational aversiven Zustand der Ambiguität zu
verlassen. Freezing Tendenzen führen dazu, dass eine einmal getroffene
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Entscheidung nicht wieder revidiert wird, um nicht in den Zustand der
Ambiguität zurückzufallen. Es ist jedoch fraglich, inwieweit diese ge-
genläufigen Prozesse streng sequentiell ablaufen und wenn das nicht der
Fall ist, wie der Konflikt zwischen den beiden gegenläufigen Tendenzen
aufgelöst wird. So ist es denkbar, dass Probandem mit hohem NFCC
mehr Informationen suchen, um eine möglichst sichere Entscheidung
zu treffen, und damit mehr Cues konsultieren und ein höheres DLC
haben. Ein solcher Entscheider würde zwar kurzfristig den Zustand der
Ambiguität, der vor der Entscheidung erlebt wird, langsamer verlassen
können, aber auf lange Sicht weniger wahrscheinlich in den Zustand
der Ambiguität zurückfallen, da die Entscheidung auf einer vollstän-
digeren Informationslage getroffen wurde und damit die (zumindest
subjektiv erlebte) Wahrscheinlichkeit erhöht sein sollte, dass die Ent-
scheidung korrekt ist. Diesem Argument kann jedoch entgegengehalten
werden, dass Probanden mit hohem NFCC trotz geringerer Informati-
onssuche sogar tendenziell höhere Sicherheitsurteile für die Korrektheit
ihrer Entscheidungen abgeben.22
22Die Autoren nennen diesen Befund ”unfounded confidence paradox“ (Kruglanski





In den folgenden Studien wird untersucht, ob das DLC mit Persön-
lichkeitsvariablen zusammenhängt. Dazu werden in den ersten beiden
Studien individuelle Antworttendenzen in einer Kategorisierungaufga-
be und in einer Rekognitionsaufgabe erhoben. Abschließend werden die
Befunde der über die Studien hinweg erhobenen anderen Persönlich-
keitsvariablen vorgestellt und diskutiert.
4.1. Signalentdeckung: Antworttendenzen
In den folgenden beiden Studien soll untersucht werden, ob das DLC
mit dem Entscheidungskriterium der Signalentdeckung (Green & Swets,
1966; Macmillan & Creelman, 2005) zusammenhängt. Die Studie dienen
dazu, die Konstruktvalidität des DLC zu bestimmen, indem überprüft
wird, inwieweit verwandte Konstrukte miteinander korreliert sind. Im
Folgenden werden daher nach einem kurzen Überblick zur Signalentde-
ckungstheorie die Zusammenhänge zwischen dem DLC und dem Ent-
scheidungskriterium der Signalentdeckung dargestellt.
Gemäß der Signalentdeckungstheorie gibt es in einer Signalentde-
ckungs-Aufgabe einen Sender, der das Signal bzw. die Information ver-
schickt, und einen Empfänger, der das Signal detektiert. Ein Sender
bzw. Empfänger kann dabei ein Mensch oder eine Maschine sein. Das
Signal kann durch internes oder externes Rauschen überdeckt sein, ein
sensitiver Signalentdecker kann zwischen Durchgängen, in denen nur
Rauschen vorliegt, und Durchgängen, in denen neben dem Rauschen
ein Signal vorhanden ist, trennen.
Ein Signal kann z. B. ein Ton sein. Ein guter menschlicher Signa-
lentdecker trennt die Durchgänge, in denen nur Rauschen vorliegt - in-
tern kann Rauschen durch den Blutkreislaufes im Ohr und extern kann
Rauschen durch Umweltgeräusche entstehen - von den Durchgängen,
in denen neben dem Rauschen ein Ton vorliegt.
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Ein Signalentdecker kann im Tonbeispiel eine von zwei1 Antworten
geben, nämlich „Signal“ vs. „kein Signal“ vorhanden; gleichzeitig kann in
der Umwelt einer von zwei Zuständen vorliegen, nämlich das Signal war
tatsächlich vorhanden vs. es war nicht vorhanden. Daraus ergeben sich
vier mögliche Fälle: (1) Das Signal war vorhanden, der Signalentdecker
sagt „Signal vorhanden“ oder (2) das Signal war nicht vorhanden und
der Signalentdecker sagt „Signal nicht vorhanden“; (3) Das Signal war
nicht vorhanden, der Signalentdecker sagt „Signal vorhanden“ oder (4)
das Signal war vorhanden und der Signalentdecker sagt „Signal nicht
vorhanden“. (1) und (2) sind korrekte Antworten und werden Hits und
Correct Rejections genannt; (3) und (4) sind fehlerhafte Antworten und
werden False Alarms und Misses genannt.
Ein Signalentdecker, der perfekt Signal von Rauschen trennen kann
und somit perfekt sensitiv für den realen Zustand ist, sollte über die
Durchgänge einer Signalentdeckungs-Aufgabe in 100% der Fälle Hits
und in 100% der Fälle Correct Rejections produzieren. Ein Signalent-
decker, der „perfekt“ unsensitiv für den realen Zustand ist (d. h., die
Rauschenverteilung und die Signal + Rauschen-Verteilung liegen über-
einander), sollte somit über die Durchgänge einer Signalentdeckungs-
Aufgabe prozentual gleich viele Hits wie False Alarms und gleich viele
Correct Rejections wie Misses produzieren.2
Die Stärke des Signals löst dabei im Signalentdecker eine „Empfin-
dung“ (Lukas, 2006, S. 733) - das ist die subjektive Wahrnehmung der
Signalstärke - aus. Dabei sollte die Empfindungsstärke bei Durchgän-
gen, in denen ein Signal vorliegt, im Mittel höher liegen als bei Durch-
gängen, bei denen kein Signal vorliegt. Unter der Annahme, dass die
Empfindungen für beide möglichen Zustände - Signal liegt vor und Si-
gnal liegt nicht vor, normalverteilt ist, lässt sich die Sensitivität oder
auch „Trennschärfe“ (Lukas, 2006, S. 735) - d0 - eines Signalendeckers
anhand der Hits -H - und der False Alarms - F - nach folgender Formel
berechnen (Stanislaw & Todorov, 1999, Formel 1, S. 142):
d0 =  1(H)   1(F ) (4.1)
1Im Tonbeispiel gibt es zwei mögliche Zustände, die hier vorgestellten Maße der
Signalentdeckung können jedoch auch auf Situationen mit mehr als zwei Zustän-
den erweitert werden (Macmillan & Creelman, 2005).
2Prinzipiell ist ein Ergebnis von 100% Misses und 100% False Alarms möglich,
das bedeutet aber, dass der Signalentdecker fälschlicherweise die Evidenz für ein




Die Transformationsfunktion  1 übersetzt die relativen Häufigkei-
ten bzw. Wahrscheinlichkeiten der Hits bzw. der False Alarms in die
korrespondierenden z-Werte der Standardnormalverteilung. Je sensiti-
ver ein Proband ist, desto größer ist die Differenz zwischen dem Mit-
telwert der Normalverteilung der Empfindungsstärke der Durchgänge,
in denen ein Signal vorliegt, von dem Mittelwert der Normalverteilung
der Empfindungsstärke der Durchgänge, in denen kein Signal vorliegt.
Ob ein Signalentdecker sich für den Zustand „Signal“ vs. „kein Signal“
entscheidet, hängt jedoch davon ab, wie individuell stark die Empfin-
dungsstärke ausgeprägt sein muss, bevor sich ein Signalentdecker für
den Zustand „Signal“ entscheidet. Die gleiche Empfindungsstärke kann
also für Signalentdecker, je nachdem ob die Empfindungsstärke ein
individuelles Entscheidungskriterium bzw. eine individuelle Entschei-
dungsschwelle übertrifft, zu unterschiedlichen Antworten führen.
Das Entscheidungskriterium - ln() - lässt sich über folgende Formel







Ein Signalentdecker, bei dem die Empfindungsstärke sehr hoch sein
muss, bevor er sich für den Zustand „Signal“ entscheidet, hat ein kon-
servatives Entscheidungskriterium (Lukas, 2006), was sich in einem po-
sitiven Wert für ln() widerspiegelt.
Ein Signalentdecker, bei dem eine geringe Empfindungsstärke aus-
reicht, damit er sich für den Zustand „Signal“ entscheidet, hat ein libera-
les Entscheidungskriterium (Lukas, 2006), was sich in einem negativen
Wert für ln() widerspiegelt.
Wenn ein Signalentdecker genauso viele Correct Rejections wie Hits
produziert, hat er mit einem ln() von 0 ein neutrales Entscheidungs-
kriterium.
Das Brunswiksche Linsenmodell (S. 22 in Kapitel 1.1) lässt sich mit
der Signalentdeckung konzeptuell verknüpfen: Die Ausprägung der dis-
talen Variablen ist der reale Zustand, d. h., ob ein Signal vorliegt oder
nicht vorliegt. Die zentrale Antwort eines Entscheiders ist das Urteil
über den realen Zustand, d. h., ob ein Signalentdecker meint, dass ein
Signal vorliegt oder nicht. Die subjektive Empfindung der Signalstärke
basiert auf den Ausprägungen von Cues3 und der Cue-Nutzung eines
3siehe z. B. Zuckerman, Koestner und Driver (1981, Table 1, S. 111) und DePaulo
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Entscheiders. Wie sensitiv ein Signalentdecker für die realen Zustände
ist, spiegelt sich in der Passung zwischen den ökologischen Validitäten
und der Cue-Nutzung wider.
Über die Signalentdeckungstheorie lässt sich die Sensitivität eines
Entscheiders und das angelegte Entscheidungskriterium berechnen; über
das Brunswiksche Linsenmodell als statistisches Tool lässt sich anhand
der ökologischen Validitäten der Cues und der Cue-Nutzung analysie-
ren, welche Cues mit einer Entscheidung zusammenhängen - d. h. also,
welche Cues mit der Empfindungsstärke korrelieren - und weshalb ein
Signalentdecker eine hohe oder geringe Sensitivität hat. Die Sensitivität
sollte dabei mit der Passung zwischen der Cue-Nutzung und der öko-
logischen Validität der Cues korrelieren. Zu beachten ist hier jedoch,
dass die kausale Richtung eines Cues nur experimentell erfasst werden
kann, da ein Cue nur als Beiprodukt eines anderen kausal wirksamen
Cues mit dem Urteil eines Probanden korrelieren kann und somit nicht
ursächlich für die Empfindungsstärke sein muss.
Das Signalentdeckungsmodell ist also wie das DLCModell ein Schwel-
lenmodell einer Entscheidung.4 Eine Entscheidung basiert im DLC Mo-
dell auf probabilistischen Cues, deren Ausprägung und Nutzung in der
Empfindungsstärke im Signalentdeckungs-Modell repräsentiert ist. Wie
stark und damit wie valide eine Empfindung sein muss, damit ein Ent-
scheider sich für den Zustand „Signal liegt vor“ entscheidet, hängt von
einem individuell messbaren Entscheidungskriterium ab.
Das Entscheidungskriterium der Signalentdeckungstheorie und das
DLC sind also konzeptuell verwandt, ihr Zusammenhang soll in den
folgenden beiden Studien empirisch untersucht werden.
4.1.1. Zuordnungsaufgabe: Objekte klassifizieren
In der folgenden Studie wird der Zusammenhang des DLC mit dem
Entscheidungskriterium der Signalentdeckungstheorie in einer Katego-
risierungsaufgabe untersucht.
et al. (2003) für Cues in der Detektion einer Lüge (= Signal) - wie z. B. Augen-
blinzeln, Adaptoren, Schulterzucken, Antwortlatenz, Stimmhöhe, Selbstreferenz
- und Fiedler und Walka (1993) für die Analyse der Detektion einer Lüge im
Brunswikschen Linsenmodell
4siehe Swets, Dawes und Monahan (2000) für die Relevanz von Signalentdeckung





Die Studie bestand aus vier Phasen. In der ersten Phase wurde das DLC
erhoben. Dann bearbeiteten die Probanden eine Kategorisierungsauf-
gabe, in der über das Signalentdeckungmodell das (individuelle) Ent-
scheidungskriterium der Probanden ermittelt wurde. Dann bearbeite-
ten die Probanden erneut die Bilderrätselaufgabe (siehe Studie 2 auf
S. 69), die zur Replikation des Korrelationsbefundes5 aus der vorheri-
gen Studie aufgenommen wurde. Abschließend wurden Persönlichkeits-
variablen erhoben. Im Folgenden werden die Aufgaben der einzelnen
Phasen genauer beschrieben.
Die Probanden wurden schriftlich über ihre Rechte als Teilnehmer an
einer psychologischen Studie aufgeklärt. Die Durchführung aller Auf-
gaben fand am Computer statt. Die Probanden erhielten für ihre Teil-
nahme für ihr Studium notwendige Versuchspersonenstunden gutge-
schrieben und die drei Probanden mit der höchsten Punktzahl (s. u.)
zusätzlich einen Kinogutschein.
Dann bearbeiteten die Probanden die 71 Durchgänge der Pferdewet-
te, die in Kapitel 1.3.2.1 (S. 60) und Anhang A.2 (S. 171) beschrieben
ist.
Dann folgte die Kategorisierungsaufgabe, die aus einer Studie von
Meyer, Feinshreiber und Parmet (2003) übernommen wurde. In der
Aufgabe sollten die Probanden als Geschäftsführer einer Handyfirma
entscheiden, ob ein Handy aus ihrer Produktion defekt ist und entsorgt
werden muss oder funktionsfähig ist und in den Verkauf gehen kann.
Die Handys sind als 5 5 Matrix bestehend aus weißen und schwar-
zen Elementen repräsentiert. Ein Handy ist defekt, wenn vier schwarze
Elemente ein Quadrat bilden. In Abbildung 4.2 (S. 127) sind bei Handy
A alle Elemente weiß, das Handy ist funktionsfähig und sollte in den
Verkauf gehen. Bei Handy B sind vier Elemente defekt und bilden ein
Quadrat. Das Handy ist defekt und sollte entsorgt werden.
Damit es sich um eine Entscheidung über den Zustand eines Handys
um eine Entscheidung unter Unsicherheit handelt, kann ein schwarzes
Element zwei Dinge bedeuten: a) Die Qualitätskontrolle der Handyfir-
ma hat das Element überprüft und es ist fehlerhaft oder b) das Ele-
ment wurde aus Zeitdruck nicht überprüft, es also nicht sicher ist, ob
das Element fehlerfrei ist; siehe Anhang B.5 (S. 179) für die verwendete
Instruktion.
5Die Anzahl der geöffneten Maskenelemente war zumindest mit dem DLC des
Kriminalsfalls signifikant korreliert.
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Abbildung 4.1. Gezeigt werden zwei Handys, bei denen alle Elemente kontrol-
liert wurden. Handy A ist fehlerfrei, Handy B hat vier schwarze fehlerhafte
Elemente, die ein Quadrat bilden, und ist somit defekt.
In Abbildung 4.2 (S. 127) sind zwei Handys abgebildet, wie sie die
Probanden in der Aufgabe sehen.
Handy C ist eindeutig fehlerfrei. Selbst wenn die schwarzen Elemente
fehlerhaft sind, bilden die schwarzen Elemente kein Quadrat. Der Zu-
stand von Handy D ist nicht eindeutig. Es gibt vier schwarze Elemente
die ein Quadrat bilden, wenn die Elemente tatsächlich fehlerhaft sind,
ist das Handy defekt, wenn aber nur eines der Elemente des schwarzen
Quadrates fehlerfrei ist und nur nicht kontrolliert wurde, ist das Handy
funktionsfähig. Über die Anzahl der weißen Felder kann die Schwierig-
keit der Aufgabe manipuliert werden.
Es wurden insgesamt 96 Handys präsentiert. Von den 96 Handys
waren 48 Handys funktionsfähig und 48 Handys defekt. Für die 48
defekten Handys wurde das schwarze Quadrat per Zufall auf der 5 5
Matrix positioniert. Die Schwierigkeit wurde in drei Stufen variiert,
indem die funktionsfähigen und die defekten Handys per Zufallsposition
mit unterschiedlich vielen schwarzen Elementen aufgefüllt wurden, so
dass das Aufgabenset aus 2 (defekt vs. funktionsfähig) * 3 (10, 14 oder
18 weiße Felder sind zu sehen) * 16 (Handys pro Kategorie) Handys
besteht.
In jedem Durchgang sollten die Probanden entscheiden, ob das Han-
dy „defekt“ oder „in Ordnung“ ist; siehe Abbildung 4.3 (S. 128) für die
Oberfläche der Aufgabe, wie sie die Probanden gesehen haben.
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Abbildung 4.2. Gezeigt werden zwei Handys, bei denen nicht alle Elemente
kontrolliert wurden. Ein schwarzes Element kann bedeuten, dass das Ele-
ment fehlerhaft ist oder dass das Feld nicht kontrolliert wurde. Handy C ist
funktionsfähig, Handy D kann defekt sein (siehe Text).
Den Probanden wurde nicht die Anzahl der Durchgänge mitgeteilt,
jedoch die Fehlerrate von 50%. Nach jeder Entscheidung gab es ein
Feedback. Für eine korrekte Entscheidung - das sind Hits und Correct
Rejections - wurde den Probanden 100 Euro Spielgeld auf ihrem Konto
gutgeschrieben. Für eine inkorrekte Entscheidung - das sindMisses und
False Alarms - wurde den Probanden 100 Euro Spielgeld von ihrem
Konto abgezogen.
In Anlehnung an Meyer et al. (2003) ist ein Hit als Detektion ei-
nes defekten Handys, eine Correct Rejection als korrekte Zurückwei-
sung eines funktionsfähigen Handys als defekt, ein Miss als verpasste
Detektion eines defekten Handys und ein False Alarm als inkorrekte
Klassifikation eines funktionsfähigen Handys als defekt definiert. Das
bedeutet also, dass ein negatives Entscheidungskriterium ln() für ein
„risikoaversives“ Entscheidungskriterium steht (Meyer et al., 2003):
Wenn ein Hit die Detektion eines defekten Handys und eine Correct
Rejection die Zurückweisung eines funktionsfähigen Handys ist, dann
tendiert ein Proband mit einem negativen ln(beta) dazu, bei geringer
Signalstärke ”defekt“ zu antworten. Ein solcher Proband minimiert also
das Risiko, ein defektes Handy fälschlicherweise als funktionsfähig zu
deklarieren.6
6Meyer et al. (2003, S. 2104) ”Higher settings of the criterion indicate a greater
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Abbildung 4.3. Die Oberfläche der Kategorisierungsaufgabe. Ein Proband
muss entscheiden, ob das Handy auf dem Fließband fehlerhaft ist und ent-
sorgt werden muss oder fehlerfrei ist und verkauft werden kann.
Dann bearbeiteten die Probanden in 40 Durchgängen eine Bilderrät-
sel Aufgabe, in der Gegenstände mit einer Maske bestehend aus 100
Elementen verdeckt ist, ein Element alle 400 Millisekunden aufgedeckt
tendency to take risks and to declare that an item is intact.“
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wird und die Probanden so schnell wie möglich erraten sollen, welches
Objekt unter der Maske abgebildet ist; siehe S. 72 in Kapitel 2.1 für
Details.
Dann wurden das Bedürfnis nach kognitiver Geschlossenheit (Schlink
& Walther, 2007), der regulatorische Fokus (Werth & Förster, 2007)
und die Achievement Motives Scale (Lang & Fries, 2006) am Computer
erhoben; siehe Kapitel 4.2 (S. 135) für die Beschreibung der Skalen,
Hypothesen des Zusammenhangs mit dem DLC und den Ergebnissen.
In der letzten Phase der Studie wurden demographische Daten der
Probanden erhoben.
Stichprobe Es nahmen 48 Probanden an der Studie teil. Davon waren
20 männlich und 28 weiblich. Das Alter lag zwischen 13 und 75 Jahren
bei einem Mittelwert von 31.93 Jahren7 und einer Streuung von 15.30
Jahren.
4.1.1.2. Hypothesen
Es gibt einen negativen Zusammenhang zwischen dem DLC und dem
Entscheidungskriterium ln() der Signalentdeckungstheorie.
Probanden mit einem höheren DLC benötigen mehr Evidenz im Bil-
derrätsel, bevor sie einen Tipp abgeben. Es wird eine negative Kor-
relation zwischen dem DLC der Pferdewette und der Punktezahl des
Bilderrätsels erwartet.
4.1.1.3. Ergebnisse
Das mittlere DLC der Pferdewette liegt bei .784 bei einer Streuung von
.126. Die Modelltestung gegen den Zufall8 ergibt, dass 38 von 48 (79%)
Probanden als Anwender des DLC als Stoppregel der Informations-
suche in den 20 Testdurchgängen der Pferdewette klassifiziert werden
können. 4 Probanden können als Anwender einer ORDM-, 2 Proban-
den als Anwender einer MRDM- und 1 Proband als Anwender einer
Zufalls-Stoppregel klassifiziert werden. 3 Probanden lassen sich nicht
eindeutig nur einem der Modelle zuordnen.
Die Sensitivität d0 liegt im Mittel bei 1.53 bei einer Streuung von
0.53. Das Entscheidungskriterium ln() liegt im Mittel bei -0.48 bei
7n = 47, da ein Proband eine fehlerhafte Eingabe („2“) beim Alter gemacht hat.
8siehe S. 64 in Kapitel 1.3.2.2 für Details zur Testung gegen den Zufall
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einer Streuung von 1.01. Die Hypothese, dass das DLC mit dem Ent-
scheidungskriterium ln() negativ korreliert ist, kann nicht bestätigt
werden. Probanden mit einem hohen DLC haben kein signifikant nied-
rigeres Entscheidungskriterium ln(), d. h., Probanden mit einem ho-
hen DLC sind in ihrer Entscheidung nicht signifikant konservativer. Die
Korrelation ist mit Pearson’s r = .03, t(46) = 0.25 , p = .60 nicht9 signi-
fikant.10 Es zeigt sich jedoch, dass zwei Probanden mit einer vierfachen
Standardabweichung unter dem mittleren Entscheidungskriterium lie-
gen. Reduziert man den Datensatz um die beiden Messwerte, ergibt die
Korrelation zwischen dem DLC und dem Entscheidungskriterium ln()
einen nicht signifikanten Zusammenhang mit Pearson’s r = .10, t(44)
= -0.68 , p = .75, der in die hypotheseninkonforme Richtung zeigt.
Die Hypothese über den negativen Zusammenhang zwischen dem
DLC und der Punktzahl der Bilderrätsel-Aufgabe kann nicht bestä-
tigt werden. Es zeigt sich zwar deskriptiv, dass die Probanden mit ei-
nem hohen DLC dazu tendieren, mehr Kästchen in der Bilderrätsel-
Aufgabe aufzudecken, bevor sie einen Tipp über das Objekt unter der
Maske abgeben, der Zusammenhang ist jedoch nicht signfikant von 0
verschieden. Cronbach’s  der Punktezahlen der 40 Durchgänge des
Bilderrätsels liegt bei .87. Die hohe interne Konsistenz der Aufgabe
spricht dafür, dass die 40 Durchgänge das gleiche Konstrukt erfassen,
so dass die Rechnung mit der gemittelten Punktzahlen gerechtfertigt
ist. Die Korrelation zwischen dem DLC und der mittleren Punktzahl
des Bilderrätsels liegt bei Pearson’s r = -.19, t(46) = -1.35, p = .09.
Es lässt sich also kein Zusammenhang zwischen dem Entscheidungs-
kriterium in einer Kategorisierungsaufgabe und dem DLC zeigen. Die
Befunde werden nach der nächsten Studie zusammenfassend diskutiert.
4.1.2. Rekognition: Gesichter wiedererkennen
In der folgenden Studie wird der Zusammenhang des DLC mit dem
Entscheidungskriterium der Signalentdeckungstheorie in einer Rekogni-
tionsaufgabe untersucht. Gemessen wird wiederum das Entscheidungs-
kriterium und mit dem DLC verglichen.
9Die Power liegt bei einer erwarteten mittleren Effektstärke von Pearson’s |Pear-
son’s r| = .3 und einer Stichprobengröße von 52 Probanden und einem  = :05
bei 1   = :69
10Zur Komplementierung der Befunde: Die Korrelation zwischen dem DLC und der




Die Studie bestand aus drei Phasen. Die erste Phase bestand aus der
Lernphase der Rekognitionsaufgabe. Die zweite Phase bestand aus der
Messung des DLC. Die dritte Phase bestand aus der Testphase der
Rekognitionsaufgabe. Anhand der Rekognitionsaufgabe lässt sich über
das Signalentdeckungsmodell das (individuelle) Entscheidungskriteri-
um der Probanden berechnen und dann mit dem DLC vergleichen. Im
Folgenden werden die Aufgaben der einzelnen Phasen genauer beschrie-
ben.
Die Probanden wurden schriftlich über ihre Rechte als Teilnehmer an
einer psychologischen Studie aufgeklärt. Die Durchführung aller Aufga-
ben fand am Computer statt. Die Probanden erhielten für ihre Teilnah-
me für ihr Studium notwendige Versuchspersonenstunden gutgeschrie-
ben.
In der ersten Phase der Studie wurden den Probanden 90 Frontalpho-
tographien von kaukasischen Gesichtern mit einem emotionsneutralem
Gesichtsausdruck vor einem neutralen weißen Hintergrund in einer Bild-
größe von 641 480 Pixeln präsentiert.11 Die Anzahl der abgebildeten
Frauen und Männern und der Altersgruppen 18-30 Jahre, 31-50 Jah-
re, > 50 Jahre waren über das Set gleichverteilt. Die Photographien
wurden per Zufallsreihenfolge in einem zeitlichen Abstand von 1.5 Se-
kunden eingespielt. Die Probanden wurden instruiert, sich die Gesichter
gut einzuprägen, und sie wurden über die später in der Studie folgende
Testphase der Rekognitionsaufgabe informiert.
Nach der Lernphase der Signalentdeckungsaufgabe bearbeiteten die
Probanden die 71 Durchgänge der Pferdewette, die in Kapitel 1.3.2.1
(S. 60) und Anhang A.2 (S. 171) beschrieben ist. In Abweichung zu den
vorigen Studien wurde aus Gründen der Flexibilität eine PHP/HTML
Version der Pferdewette programmiert (siehe Abbildung C.1 auf S. 193
in Anhang C.5), die aber in dem Design der Oberfläche identisch zur
Visual Basic Version der Pferdwette ist (siehe Abbildung 1.4 auf S. 61
in Kapitel 1.3.2.1).
Falls die Probanden weniger als 25 Minuten für die Bearbeitung der
Pferdewette benötigten, sollten sie in der restlichen Zeit Sudokus lösen.
Dann folgte die Testphase der Signalentdeckungsaufgabe. Dazu wur-
den zu den 90 Photographien aus der Lernphase 90 Photographien von
Gesichtern (= Distraktoren)12 hinzugefügt und alle Gesichter per Zu-
11Die Photos wurden im Rahmen einer Studie in der Abteilung Sozialpsychologie,
Psychologisches Institut, Universität Heidelberg erstellt.
12Das Set der Zielstimuli und Distraktoren wurde nicht ausbalanciert, da interindi-
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fallsreihenfolge eingespielt. Die Merkmale der Photographien (s. o.) der
Lern- und der Testphase waren identisch. Die Aufgabe der Probanden
war es zu entscheiden, ob das Gesicht schon einmal in der Lernphase
präsentiert worden waren. Es gab kein Feedback über die Akkuratheit
der Entscheidung. Ein Hit ist als Rekognition eines Gesichtes aus der
Lernphase, eine Correct Rejection als eine korrekte Klassifikation eines
Distraktors, ein Miss als eine fälschliche Klassifikation eines Gesichts
aus der Lernphase als Distraktor und ein False Alarm als inkorrekte
Klassifikation eines Distraktors als Gesicht aus der Lernphase definiert.
Wenn ein Hit die Detektion eines in der Lernphase gesehenen Gesichtes
und eine Correct Rejection die Zurückweisung eines Distraktor Reizes
(d. h., eines zuvor nicht gesehenen Gesichtes) ist, dann tendiert ein
Proband mit einem hohen ln() dazu, erst bei einer hohen Signalstär-
ke zu antworten, das Gesicht zuvor in der Lernhase gesehen zu haben.
Ein solcher Proband minimiert also das Risiko, ein Gesicht, das neu in
der Testphase eingespielt wird, als schon in der Lernphase gesehenes
Gesicht zu deklarieren.
In der letzten Phase der Studie wurden demographische Daten der
Probanden erhoben.
Stichprobe Es nahmen 52 Probanden an der Studie teil. Davon waren
17 männlich und 34 weiblich, ein Proband hat keine Angabe zum Ge-
schlecht gemacht. Das Alter lag zwischen 14 und 67 Jahren bei einem
Mittelwert von 29.6 Jahren und einer Streuung von 13.5 Jahren.
4.1.2.2. Hypothesen
Es gibt einen positiven Zusammenhang zwischen dem DLC und dem
Entscheidungskriterium ln() der Signalentdeckungstheorie.
4.1.2.3. Ergebnisse
Das mittlere DLC der Pferdewette liegt bei .799 bei einer Streuung
von .127. Die Modelltestung gegen den Zufall13 ergibt, dass 40 von 52
(76.92%) Probanden als Anwender des DLC als Stoppregel der Infor-
mationssuche in den 20 Testdurchgängen der Pferdewette klassifiziert
werden können. 0 Probanden können als Anwender einer ORDM-, 9
viduelle Unterschiede nicht durch unterschiedliche Photosets als mögliche Quelle
für Fehlervarianz beeinflusst werden sollten.
13siehe S. 64 in Kapitel 1.3.2.2 für Details zur Testung gegen den Zufall
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Probanden als Anwender einer MRDM- und 2 Probanden als Anwen-
der einer Zufalls-Stoppregel klassifiziert werden. 1 Proband lässt sich
nicht eindeutig nur einem der Modelle zuordnen.
Die Sensitivität d0 liegt im Mittel bei 0.63 bei einer Streuung von
0.29. Das Entscheidungskriterium ln() liegt im Mittel bei 0.08 bei ei-
ner Streuung von 0.29. Die Hypothese, dass das DLC mit dem Entschei-
dungskriterium ln() positiv korreliert ist, kann nicht bestätigt werden.
Probanden mit einem hohen DLC haben kein signifikant erhöhtes Ent-
scheidungskriterium ln(), d. h., Probanden mit einem hohen DLC sind
in ihrer Entscheidung nicht signifikant konservativer. Die Korrelation
ist mit Pearson’s r = -.15, t(50) = -1.10, p = .86 nicht signifikant14 und
in der Richtung hypotheseninkonform.15
4.1.3. Diskussion
Die Studien zeigen für zwei verschiedene Inhaltsklassen - Klassifikation
und Rekognition - für eine forced choice Signalentdeckungsaufgabe mit
Ja/Nein Antwortformat (Macmillan & Creelman, 2005, S. 3) keinen
signifikanten Zusammenhang zwischen dem DLC und dem Entscheidi-
ungskriterium ln().
Es besteht in beiden Studien ein statistisches Problem: Die Power bei
der Anzahl der erhobenenen Probanden von n = 52 und n = 39, einer
mittleren erwarteten Effektstärke und einem alpha-Fehler von .05 fällt
mit mit einem Wert von .69 für die Kategorisierungsaufgabe und .72
für die Rekognitionsaufgabe gering aus, so dass die Wahrscheinlichkeit
für einen -Fehler in beiden Studien hoch ist.
Weiterhin ist nicht klar, inwieweit es sich bei dem Entscheidungskri-
terium in der Signalentdeckung um ein zeitstabiles Maß handelt. Das
Entscheidungskriterium kann aus statistischen Gründen instabil sein,
d. h., dass das Messinstrument (die Aufgabe) fehlerbehaftet ist, oder
aus konzeptuellen Gründen instabil sein, d. h., dass es sich bei dem
Entscheidungskriterium um eine zeitinstabile Eigenschaft und damit
nicht um eine zeitstabile Persönlichkeitseigenschaft handelt. Wenn das
Entscheidungskriterium nicht reliabel ist, kann es auch nicht mit einem
anderen Maß wie dem DLC hoch korrelieren.16 Zwar gibt es Studien ,
14Die Power liegt bei einer erwarteten mittleren Effektstärke von |Pearson’s r| = .3
und einer Stichprobengröße von 52 Probanden und einem  = :05 bei 1  = :72
15Zur Komplementierung der Befunde: Die Korrelation zwischen dem DLC und der
Sensitivität d0 liegt bei Pearson’s r = .24, t(50) = 1.76, p = .08.
16siehe dazu die doppelte Minderungskorrektur (Amelang & Zielinski, 2002, Formel
2.22, S. 43)
133
4. Korrelation mit Persönlichkeitsvariablen
die zeigen, dass sich das Entscheidungskriterium durch z. B. die Payoff
Struktur beeinflussen lässt (siehe z. B. Bröder und Schütz (2009) für
einen Überblick), dem Autor dieser Arbeit sind jedoch keine Studien
bekannt, die die zeitliche Stabilität des Entscheidungskriteriums unter-
suchen. Es ist also notwendig, die Stabilität des Entscheidungskriteri-
ums ln() zu erfassen bzw. deren Vorhandensein abzusichern, bevor die
konzeptuellen Gründe einer fehlenden Interkorrelation zwischen DLC
und ln() diskutiert werden können.17
Vergleicht man die DLC Aufgabe mit den Signalentdeckungsaufga-
ben, gibt es Unterschiede im Aufgabentyp: In der DLC Aufgabe müssen
die Probanden entscheiden, bei welcher von mehreren Optionen - d. h.
welches Pferd - ein Signal vorliegt - das Gewinnerpferd ist. In den bei-
den verwendeten Signalentdeckungsaufgaben muss dagegen über das
Vorhandensein eines Signals bzw. über die Abwesenheit eines Signals
bei einem Objekt/Stimulus entschieden werden.
In der DLC Aufgabe wird also die relative Evidenz für eine Option
und in der Signalentdeckungsaufgabe die absolute Evidenz für eine Op-
tion präsentiert. Es ist möglich, dass sich die Schwelle für eine relative
von einer Schwelle für eine absolute Evidenz konzeptuell unterscheidet.
Die DLC Aufgabe lässt sich den verwendeten Signalentdeckungsauf-
gaben angleichen, indem nur ein Pferd pro Durchgang präsentiert wird
und die Probanden basierend auf einer sequentiellen Konsultation von
Cues, die mit einer bestimmten Validität die korrekte Antwort „Sieger-
pferd“ anzeigen, entscheiden sollen, ob das Pferd ein Gewinnerpferd ist.
In diesem Fall bedeutet ein hohes DLC, dass die Validität eines Cues
für die Entscheidung „Gewinnerpferd“ bzw. „Signal liegt vor“ hoch sein
muss. Im jetzigen Aufgabentyp des DLC bedeutet ein hohes DLC dage-
gen, dass ein Cue, dessen Validität unterhalb der DLC Schwelle liegt,
nicht ausreicht, um sich im Vergleich zu den anderen drei Optionen
für die vom Cue angezeigte Option zu entscheiden und weitere Evi-
denz/Cues konsultiert werden muss/müssen.
Es stellt sich weiterhin die Frage, ob das DLC und das Entscheidungs-
kriterium ln() gleichermaßen durch motivationale Anteile bestimmt
wird. Laut dem theoretischen Hintergrund des DLC (siehe Theorieteil
der Arbeit), bildet das DLC eine emotional-motivationale Komponen-
te im Entscheidungsprozess ab: Das DLC ist das Anspruchsniveau an
gewünschter Urteilssicherheit, das durch die Information erreicht wer-
den muss, bevor die Suche nach weiteren Informationen abgebrochen
17d. h. also auch, dass die Zurodnung der beiden Studien in das Unterkapitel Per-
sönlichkeitsvariablen in dieser Arbeit zum jetzigen Zeitpunkt gewagt ist
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wird und eine Entscheidung getroffen wird (Hausmann & Läge, 2008).
Es ist bei dem Entscheidungskriterium ln() unklar, zu welchem Ver-
hältnis motivationale und rein kognitiv-strategische Komponenten wir-
ken. Für den hypothetischen Extremfall, dass dem DLC nur emotional-
motivationale Komponenten und dem Entscheidungskriterium ln()
nur kognitiv-strategische Komponenten zugrunde liegen, kann die Kor-
relation zwischen DLC und dem Entscheidungskriterium ln() nied-
rig ausfallen, wenn emotional-motivationale und kognitiv-strategische
Komponenten unabhängig voneinander sind. Diese Idee ist jedoch hoch-
spekulativ, da es keine Hinweise für die emotional-motivationalen und
strategisch-kognitiven Komponenten gibt bzw. es keine Möglichkeit in
den Studien gibt, beide Anteile für eine bestimmte Ausprägung eines
DLCs und eines Entscheidungskriteriums ln() in den Aufgaben ge-
trennt zu messen.18 Weiterhin wurde auch in beiden Studien absichtlich
die Payoff-Struktur (in der Kategorisierungsaufgabe) und die gleiche
Basisrate für jeden Zustand (Signal da/nicht da) in den Studien für
die unterschiedlichen möglichen korrekten und inkorrekten Entschei-
dung in der Signalentdeckunsgaufgabe gleich hoch gesetzt. Dadurch
wird nicht per se durch die Situation das Entscheidungskriterium in
eine bestimmte Richtung gedrängt, wie z. B. aus strategischen Grün-
den eine bestimmte Antwort („Signal“/“kein Signal“) zu bevorzugen.
Die Persönlichkeitskomponenten wie z. B. motivationale Komponten-
ten sollten dann eine höhere Chance haben, wirksam zu werden.
4.2. Andere Persönlichkeitsvariablen
Über die berichteten Studien hinweg wurden Persönlichkeitsmaße erho-
ben. Die Befunde sollen hier zusammengefasst und diskutiert werden.
Die Skala zur Messung des Bedürfnisses nach kognitiver Geschlossen-
heit - der 16-NCCS (Schlink & Walther, 2007) - misst das chronische
Need For Cognitive Closure einer Person; siehe Kapitel 3.2 (S. 108).
Somit wurden neben den situativen Manipulationen des NFCC dieser
Studie, auch der Zusammenhang zwischen einem stabilen NFCC und
dem DLC untersucht.
Probanden mit einem hohen Wert auf der Skala tendieren dazu,
schnelle und dauerhafte Schlussfolgerungen im Prozess der Wissensge-
nerierung zu produzieren. Probanden mit einem niedrigen Skalenwert
18siehe auch die Schlussdiskussion dieser Arbeit, in der die theoretische Annahme,
dass es sich beim DLC um ein emotional-motivationales Konstrukt handelt,
diskutiert wird.
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tendieren dazu, eine Schlussfolgerung hinauszuzögern und eine einmal
getroffene Schlussfolgerung leicht in Frage zu stellen. Die Skala besteht
aus 16 Aussagen. Ein Frage ist z. B. „Ich mag es nicht, wenn die Aussage
einer Person mehrdeutig ist“ oder „Wenn ich ein Problem lösen muss,
verschwende ich im Allgemeinen keine Zeit damit, die unterschiedli-
chen Standpunkte dazu zu erwägen.“. Die Probanden können auf einer
sechsstufigen Skala den Aussagen unterschiedlich stark zustimmen. Die
in der Studie von Schlink und Walther (2007, S. 156) beobachtete in-
terne Konsistenz ist mit einem Cronbach’s  von .78 hoch.
Da Probanden mit einem hohen NFCC dazu tendieren, schnell zu
einer Lösung kommen zu wollen, sollten sie in der Pferdewette weniger
Cues aufdecken. Es wird somit eine negative Korrelation zwischen dem
DLC und dem Skalenwert des 16-NCCS erwartet.
Die Ergebnisse zeigen über die Studien hinweg signifikant positive
und negative Korrelationen zwischen dem DLC und dem 16-NCCS;
siehe Tabelle 4.1 (S. 140). Im Mittel über neun Studien liegt die Kor-
relation bei Pearson’s r = 0, die Hypothese kann nicht bestätigen wer-
den.19
Der regulatorische Fokus (Werth & Förster, 2007) besteht aus dem
Promotion Fokus und dem Prevention Fokus. Probanden mit hohem
Promotion Fokus konzentrieren sich auf die „Maximierung positiver
Ergebnisse“ und das „Erreichen von Idealen und Gewinnen“ (Werth &
Förster, 2007, S. 33). Probanden mit hohem Prevention Fokus kon-
zentrieren sich auf das „Vermeiden von Verlusten“ (Werth & Förster,
2007, S. 33). Mit dem regulatorischen Fokus ist ein bestimmtes Ver-
halten verknüpft. So tendieren Probanden mit einem hohen Promotion
Fokus „riskantes“ Verhalten zu zeigen und „Schnelligkeit auf Kosten
der Genauigkeit“ zu maximieren, während Probanden mit einem hohen
Prevention Fokus sich „konservativer“, „vorsichtiger“ geben und „Ge-
nauigkeit auf Kosten der Schnelligkeit“ maximieren (Werth & Förster,
2007, S. 34, Tabelle 2).
Die beiden Subskalen umfassen jeweils 6 Fragen für den Promotion
Fokus und 5 Fragen für den Prevention Fokus, zu denen die Probanden
auf einer fünfstufigen Skala angeben, wie häufig bestimmte Ereignisse
19Die chronologisch gesehen erste Studie der Dissertation - das ist die Mindset
Priming Studie - erbrachte eine hohe positive Korrelation (Pearson’s r = .50),
woraufhin die beiden situationalen NFCC Studien, die in der Arbeit berichtet
wurden, folgten, um das Bild zu dem Persönlichkeitsbefund zu komplettieren.
Unter Berücksichtigung der Ergebnisse über die Studie hinweg ist zu überlegen,




in ihrem Leben eingetroffen sind. Eine Frage zum Promotion Fokus
ist z. B. „Wie häufig haben Sie es erlebt, dass Ihnen etwas gelang und
Sie danach noch enthusiastischer an der Sache gearbeitet haben“; eine
Frage zum Prevention Fokus ist z. B. „Haben Sie als Heranwachsender
jemals Dinge getan, die Ihre Eltern verboten hatte?“ (Frage muss inver-
tiert werden). Die Skala ist nicht publiziert, so dass keine Normwerte
vorliegen.20
Da Probanden mit einem hohen Promotion Fokus dazu tendieren,
riskoreiches Verhalten zu zeigen, sollten sie in der Pferdewette weniger
Cues aufdecken; da Probanden mit einem hohen Prevention Fokus dazu
tendieren, risikoarmes Verhalten zu zeigen, sollten sie in der Pferdewet-
te mehr Cues aufdecken. Als Index wurde die Differenz zwischen dem
Promotion Fokus und dem Prevention Fokus berechnet. Es wird somit
eine negative Korrelation zwischen dem DLC und dem Differenzwert
erwartet.
Die Ergebnisse zeigen über die Studien hinweg keinen signifikanten
Zusammenhang zwischen dem DLC und dem Differenzwert; siehe Ta-
belle 4.1 (S. 140). Im Mittel über sechs Studien liegt die Korrelation
bei Pearson’s r = 0, die Hypothese kann nicht bestätigen werden.
Die Achievement Motives Scale (AMS-R) (Lang & Fries, 2006) misst
die beiden Komponenten der Leistungsmotivation, das ist die Furcht
vor Misserfolg und die Hoffnung auf Erfolg.
Probanden mit einer hohen Furcht vor Misserfolg tendieren dazu, die
möglichen negativen Konsequenzen einer gescheiterten Zielerreichung
zu fokussieren. Probanden mit einer hohen Hoffnung auf Erfolg ten-
dieren dazu, die möglichen positiven Konsequenzen einer gelungenen
Zielerreichung zu fokussieren. Die beiden Subskalen umfassen jeweils 5
Aussagen, zu denen die Probanden auf einer vierstufigen Skala ihren
Grad der Zustimmung angeben sollen. Eine Aussage zur Furcht vor
Misserfolg ist z. B. „Es beunruhigt mich, etwas zu tun, wenn ich nicht
sicher bin, dass ich es kann.“; eine Aussage zur Hoffnung auf Erfolg ist
z. B.: „Mich reizen Situationen, in denen ich meine Fähigkeiten tes-
ten kann“. Die von Lang und Fries (2006, Table 1, S. 220) berichteten
interne Konsistenzen sind mit Cronbach’s  Werten > .7 hoch.
Da Probanden mit einer hohen Furcht vor Misserfolg möglicherwei-
se dazu tendieren, sich risikoaversiver zu verhalten und somit in der
20Die Skala wurde mir aus dem Labor von Dr. Jens Förster am 10.01.2008 per Email
zugesendet mit der Information, dass die Skala „in unseren Studien immer sehr
verlässlich“ war. Die interne Konsistenz der Subskalen ist mit einem Cronbach’s
 > .6 in allen hier berichteten Studien zufriedenstellend.
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Pferdwette mehr Cues aufdecken, wird ein positiver Zusammenhang
zwischen der Furcht vor Misserfolg und dem DLC erwartet. Zur Hoff-
nung auf Erfolg gibt es keine spezifische Hypothese, der Zusammenhang
der Skala mit dem DLC wird explorativ untersucht.
Die Ergebnisse zeigen über die Studien hinweg keinen signifikanten
Zusammenhang zwischen dem DLC und der Furcht vor Misserfolg; siehe
Tabelle 4.1 (S. 140). Im Mittel über drei Studien liegt die Korrelation
bei Pearson’s r = -.03, die Hypothese kann nicht bestätigt werden.
Das NEO-Fünf Faktoren Inventar (Borkenau & Ostendorf, 1993)
misst Neurotizismus, Extraversion, Offenheit für Erfahrungen, Gewis-
senhaftigkeit und Verträglichkeit.
Probanden21 mit einem hohen Neurotizismuswert tendieren dazu,
ängstlich und emotional instabil zu sein, mit einem hohen Extraver-
sionswert, gesellig und optimistisch zu sein, mit einem hohen Wert in
Offenheit für Erfahrungen, wissbegierig und interessiert zu sein, mit ei-
nem hohen Gewissenhaftigkeitswert, ordentlich und zuverlässig zu sein,
und mit einem hohen Verträglichkeitswert, verständnisvoll und altruis-
tisch zu sein; siehe auch Amelang und Zielinski (2002, S. 307). Jede
Subskala beinhaltet 12 Aussagen, zu denen die Probanden auf einer
fünfstufigen Skala ihren Grad der Zustimmung angeben sollen. Eine
Aussage zu Neurotizismus lautet z. B. „Ich fühle mich oft angespannt
und nervös“, eine Aussage zu Extraversion lautet z. B. „Ich habe gern
viele Leute um mich herum“, eine Aussage zu Offenheit für Erfahrung
lautet z. B. „Ich probiere oft neue und fremde Speisen aus“, eine Aussage
zu Gewissenhaftigkeit lautet z. B. „Ich arbeite hart, um meine Ziele zu
erreichen“ und eine Aussage zu Verträglichkeit lautet z. B. „Ich versu-
che stets rücksichtsvoll und sensibel zu handeln“. Die von Borkenau und
Ostendorf (1993) berichteten interne Konsistenzen sind mit Cronbach’s
 Werten > .7 hoch.
Da Probanden mit einem hohen Neurotizmuswert dazu tendieren,
ängstlich und möglicherweise übervorsichtig zu reagieren, werden Pro-
banden mit hohen Neurotizismuswerten tendenziell mehr Cues aufde-
cken und somit ein höheres DLC haben. Es wird also eine positive
Korrelation zwischen dem DLC und den Neurotizismuwerten erwartet.
Da Probanden mit einem hohen Wert in Gewissenhaftigkeit dazu ten-
21Die Daten wurden in einer Zusatzstudie, in der der Einfluss des DLC auf ei-
ne Gruppendiskussion untersucht wird, erhoben und ist zum jetzigen Zeitpunkt
noch nicht abgeschlossen und wird daher in dieser Arbeit nicht berichtet. Die Er-
hebung des DLC und der NEO-FFI Fragebögen fand in einer separaten Sitzung
vor der Gruppendiskussion statt.
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dieren, diszipliniert und möglicherweise „penibel“ (Amelang & Zielinski,
2002, S. 307) zu arbeiten, werden Probanden mit hohen Werten in Ge-
wissenhaftigkeit tendenziell mehr Cues aufdecken und somit ein höheres
DLC haben. Es wird also eine positive Korrelation zwischen dem DLC
und den Werten in Gewissenhaftigkeit erwartet. Zu den anderen drei
Skalen bestehen keine konkreten Hypothesen, ihr Zusammenhang mit
dem DLC wird explorativ untersucht.
Es zeigt sich kein signifikanter Zusammenhang zwischen dem DLC
und dem Neurotizismuswert und der Gewissenhaftigkeit; siehe Tabel-
le 4.1 (S. 140). Die Korrelationen liegen bei Pearson’s r = .06 bzw. .07,
die beiden Hypothesen können nicht bestätigt werden. Es zeigt sich je-
doch ein signifikant positiver Zusammenhang zwischen dem DLC und
der Offenheit für Erfahrung. Es ist jedoch fraglich, wie stabil der Befund
ist (siehe die instabilen Befunde zum 16-NCCS weiter oben).
Die Nullbefunde für die Korrelation zwischen dem DLC und den erho-
benen Persönlichkeitsmerkmalen setzen die Tradition der Nullbefunde
dür die Korrelation zwischen Persönlichkeit und Entscheidungsverhal-
ten fort (Bröder, 2003, 2005). Es ist möglich, dass das DLC kognitiv-
strategische Prozesse widerspiegelt, die sich nicht bzw. nicht stark durch
motivationale Zustände beeinflussen lassen. Das ist jedoch eine hoch
spekulative Hypothese, die auch dem DLC zugrundeliegenden moti-
vationalen Konstrukt des Anspruchsniveaus an gewünschter Urteilssi-









Tabelle 4.1. Korrelationen (Pearson’s r) zwischen dem DLC unde dem Bedürfnis nach kognitiver Geschlossenheit (16-
NCCS) (Schlink & Walther, 2007), der Differenz des Promotion und Prevention Fokus (Werth & Förster, 2007), der
Achievement Motives Scale (AMS-R) (Lang & Fries, 2006) und den NEO Fünf Faktoren Inventar (NEO-FFI) der Per-










Misserf. Neur. Ex. Off. Gew. Vert.
1 Reliabilität 51 -.33* -.11 - - - - - - -
2 Oberfläche 51 .06 -.14 .11 -.11 - - - - -
3 Konzept. P. 60 -.34* .24 - - - - - - -
4 Mindset P. 39 .50* - - - - - - - -
5 NFCC
Attraktivität 40 .24 .05 - - - - - - -
6 NFCC
Lärm 71 0 .09 -.05 0 - - - - -
7 SDT Kat. 48 0 -.10 0 0 - - - - -
8 SDT Rekog. 52 - - - - - - - - -
Zusatzstudie 107 (16-NCCS) -.14 - - - .06 -.12 .27* .07 -.01
110 (NEO-FFI)
Mittelwert - 0 0 .02 -.03 - - - - -
Streuung - .28 .14 .08 .06 - - - - -
Anmerkungen: *p < .05.
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70.91% der Probanden folgen im Mittel über alle Studien hinweg dem
DLC Modell des Abbruchs der Informationssuche in der Testphase der
Pferdewette. Der Abbruch der Informationssuche lässt sich somit über
das DLC für die Mehrheit der Probanden modellieren.
Das DLC wird in der Messaufgabe der Pferdewette reliabel erfasst
und nicht durch irrelevante Merkmale der Messaufgabe - das sind die
Merkmale, die irrelevant für das Messmodell sind - beeinflusst (Studie
1). Das DLC ist in einem befriedigenden Ausmaß zeitlich stabil (Pear-
son’s r = .61), was für ein Persönlichkeitskonstrukt spricht, und hängt
mit der Anzahl der konsultierten Cues in einer unabhängigen zweiten
Entscheidungsaufgabe zusammen (Studie 2).
Die Höhe des DLC kann weder durch ein konzeptuelles Priming (Stu-
die 3) noch durch ein Mindset Priming (Studie 4) beeinflusst werden.
Die Höhe des DLC kann weder durch eine hohe Attraktivität der Folge-
aufgabe (Studie 5) noch durch einen störenden Ton in der Erhebungs-
situation (Studie 6), beides Manipulationen des situationalen NFCC,
verändert werden. Das DLC lässt sich also nicht - zumindest für die
hier untersuchten Konstrukte - situational beeinflussen.
Das DLC hängt nicht mit dem Entscheidungskriterium der Signa-
lentdeckungstheorie in einer Kategorisierungaufgabe (Studie 7) und in
einer Rekognitionsaufgabe (Studie 8) zusammen. Das DLC hängt nicht
mit Persönlichkeitskonstrukten aus der Motivationspsychologie und den
Big Five der Persönlichkeit zusammen, bis auf die berichtete geringe po-
sitive Korrelation (Pearson’s r = .27) zwischen DLC und Offenheit für
Erfahrung.
Für diese Reihe an Nullbefunden kann es statistische, konzeptuelle
und methodische Gründe geben.
5.1. Statistische Gründe
Die Power der statistischen Testungen lag im Mittel über alle Studi-
en bei .60 (SD = .21). Eine geringe Teststärke bedeutet einen erhöhte
141
5. Diskussion
Wahrscheinlichkeit für einen -Fehler. Es ist möglich, dass vorhande-
ne Effekte keine „Chance“ hatten, detektiert zu werden. Es ist somit
für (mögliche) Replikationsstudien notwendig, größere Stichproben zu
erheben.
5.2. Konzeptuelle Gründe
Die Evidenz der Studien dieser Arbeit spricht gegen die psychologi-
sche Bedeutsamkeit des DLC. Das DLC soll ein Anspruchsniveau an
gewünschter Urteilssicherheit (Hausmann-Thürig, 2004) abbilden. Die
Studien geben jedoch keinen Hinweis dafür, dass das DLC ein emotional-
motivationales Konstrukt ist. Das DLC lässt sich weder durch die si-
tuationale Manipulationen theoretisch verwandter Konstrukte beein-
flussen, noch lassen sich bedeutsame Zusammenhänge mit verwandten
Persönlichkleitsvariablen aufzeigen. Es ist also möglich, dass das DLC
Modell nur ein zeitstabiles Messwerkzeug ist, um den Abbruch der In-
formationssuche in probabilistischen Entscheidungsaufgaben, wie sie in
den Studien verwendet wurden, zu erfassen. Das DLC wäre dann über
den Kontext der in den Studien verwendeten probabilistischen Entschei-
dungsaufgaben (Pferdewette und Börsenspiel) hinaus unbedeutsam.
Es ist weiterhin möglich, dass das DLC ein stabiles psychologisch be-
deutsames Persönlichkeitsmerkmal ist, das nicht von situationalen Be-
dingungen, die im Labor hergestellt werden können, beeinflusst wird.
Das kann daran liegen, dass es sich bei dem DLC um einen chronischen
Motivationszustand handelt, der nicht (bzw. wenig) mit der Situation
interagiert: Das wäre aber in einer Entscheidungsumwelt, in der nicht
jede Entscheidung die gleiche Bedeutsamkeit besitzt und nach einer un-
terschiedlich gründlichen Informationssuche verlangt, wenig adaptiv. Es
ist weiterhin möglich, dass die situationalen Manipulationen im Labor
zu schwach waren, um das DLC zu beeinflussen. So konnten Bröder
und Schiffer (2006a) zeigen, dass Probanden dazu neigen, eine einmal
verwendete Strategie beizubehalten, selbst wenn die Umwelt sich ver-
ändert und die Strategie nicht länger adaptiv ist; siehe zum Thema der
Routine-Effekte S. 44 in Kapitel 1.2.5. Ein weiterer möglicher Grund
ist, dass das DLC kein emotional-motivationales Konstrukt abbildet,
sondern eher mit kognitiv-strategischen Konstrukten verwandt ist, die
in den Studien dieser Arbeit nicht untersucht wurden. So konnte Haus-
mann-Thürig (2004) zeigen, dass Probanden ihr Stoppverhalten den
Suchkosten der Cues anpassen: Kosten-Nutzen Abwägungen haben so-
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mit durchaus einen Einfluss auf das DLC. In zukünftige Studien sollten
somit emotional-motivationale und kognitiv-strategische Komponenten
erfasst werden, um die Prädiktionskraft beider Variablen für die Vari-
anz der Probanden im DLC zu bestimmen.
5.3. Methodische Gründe
In der verwendeten Methode zur Messung des DLC interessiert nur,
ob ein Proband nach einem Cue in Abhängigkeit zur Validität des
Cues die Suche nach weiteren Cues abbricht. Wie viele Cues er nach
dem zuerst präsentierten Cue aufdeckt, wie die Validitäten dieser Cues
den Abbruch nach dem ersten Cue beeinflussen und wie die Cues zu
einer Entscheidung integriert werden, wird im DLC nicht abgebildet.
Dass aus dem DLC keine Hypothese zur Integration von Cues zu einer
Entscheidung abgeleitet werden kann, ist erst einmal nicht problema-
tisch, wenn in dem Modell ”nur“ der Abbruch der Informationssuche
abgebildet werden soll. Es ist jedoch hochproblematisch, dass in der
Berechnung des DLC die Validitäten weiterer Cues, die ein Proband
aufdeckt, wenn er sich mit der Validität des ersten Cues nicht zufrie-
den gibt, ignoriert werden. So ist die Varianz zwischen Probanden im
Abbruchverhalten in Relation zu den Validitäten der Cues, wenn mehr
als ein Cue konsultiert wird, sicherlich informativ für ein Anspruchsni-
veau an gewünschter Urteilssicherheit. Es erscheint somit sinnvoll, das
DLC Modell dahingehend zu erweitern, ein DLC basierend auf allen
Validitäten der von den Probanden konsultierten Cues zu bestimmen.
Eine Erweiterung des DLC Modells um die aufgedeckten Cues nach
dem ersten Cue führt zu einer theoretischen Frage: Es ist dann not-
wendig zu klären, wie Probanden Validitäten von Cues zur Bestim-
mung der Evidenz für eine Entscheidungsoption verrechnen. Diese (an-
spruchsvolle) Frage nach dem/den zugrundeliegenden Prozess(en) der
Verrechnung kann jedoch auch erst einmal zurückgestellt werden und
stattdessen ein (psychologisch weniger plausibler) Algorithmus getestet
werden wie ihn die Autoren des im Theorieteil der Arbeit (S. 58) vor-
gestellten Evidenzakkumulations-Modell vorschlagen (Lee & Cummins,
2004): Im Modell wird die Integration von Cues zu einem Urteil über
eine (naive) Bayesianische Verrechnung der Validitäten modelliert.
Letztendlich ähneln sich das Evidenzakkumulations-Modell von Lee
und Cummins (2004) und das DLC Modell in der Berechnung der
Schwelle, die für einen Abbruch der Informationssuche erreicht wer-
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den muss. Es gibt jedoch einen entscheidenden Unterschied: Das DLC
wird über das Verhalten des Abbruchs der Informationssuche der Pro-
banden berechnet. Ein optimales DLC liegt so, dass die Vorhersage des
Abbruchs mit dem beobachten Abbruch einhergeht: Liegt die Validität
des (ersten) Cues über dem DLC, sollte bei modellerwartungstreuem
Entscheidungsverhalten die Suche abgebrochen werden, liegt sie unter-
halb des DLC, sollte die Suche fortgeführt werden. Im Evidenzakku-
mulations-Modell dagegen wird die Schwelle über die getroffenen Ent-
scheidungen berechnet. Eine optimale Schwelle liegt so, dass die Wahlen
über ein Set von Aufgaben, in denen die Cue-Muster und Cue-Validi-
täten unterschiedlich sind, möglichst gut vorhergesagt werden können.
Im DLC wird somit das Prozessmaß des Abbruchs der Informations-
suche als Indiz für eine Schwelle verwendet, während im Evidenzakku-
mulations-Modell das Outcome-Maß der Wahlen zur Berechnung einer
Schwelle herangezogen wird.
Trotz dieses Unterschieds zwischen den Modellen in der Berechnung
einer Evidenz-Schwelle, lässt sich das Evidenzakkumulations-Modell
von Lee und Cummins (2004) prinzipiell auf die Probandendaten
der Studien dieser Arbeit anwenden: Über alle Studien hinweg wur-
den die präsentierten Cue-Muster und Cue-Validitäten zusammen mit
dem Stopp- und Entscheidungsverhalten der Probanden aufgezeichnet.
Um das Evidenzakkumulations-Modell auf die Daten anzuwenden, wä-
re es jedoch notwendig, das Modell von dem zwei Optionen Fall in den
Studien von Lee und Cummins (2004) auf den vier Optionen Fall der
Pferdewette zu generalisieren. Es muss weiterhin überprüft werden, ob
die Muster und Cue-Validitäten für einzelne Probanden überhaupt dia-
gnostisch für bestimmte Schwellenausprägungen im Evidenzakkumula-
tions-Modell sind: Eine diagnostische Aussage (d. h. über interindividu-
elle Unterschiede) über eine Schwelle kann nur gemacht werden, wenn
die Verwendung eines (bzw. weniger) Cues zu einer unterschiedlichen
Modellvorhersage über die Wahlen führt als die Integration mehrerer
(bzw. aller) Cues. Da die Validitäten des zweiten bis siebten Cues in
der Pferdewette jedoch per Zufall eingespielt wurden und somit nicht
a-priori für eine optimale Modelltestung konstruiert wurden, müssen sie
nicht per se diagnostisch für verschiedene Schwellen sein (Jekel et al.,
2011). Abgesehen von diesen möglichen Schwierigkeiten, ist es jedoch
prinzipiell möglich, neben dem hier validierten DLC Modell das Evi-
denzakkumulations-Modell von Lee und Cummins (2004) unter Berück-
sichtigung der Validitäten der konsultierten Cues und der getroffenen





Die Evidenz zur Validierung des DLC kann in einem ersten Fazit fol-
gendermaßen zusammengefasst werden: Die Messaufgabe der Pferde-
wette erfasst das DLC reliabel. Das DLC ist weiterhin ein zeitstabiles
Konstrukt und erfüllt somit eine Bedingung für ein Persönlichkeitskon-
strukt. Die Frage nach der Validität des DLC, d. h. die Frage nach der
konzeptuellen Bedeutung des DLC, konnte nicht geklärt werden. Zwei
zentrale Gründe dafür wurden in der Diskussion genannt: Es ist mög-
lich, dass die Schwelle nicht ein Anspruchniveau an gewünschter Ur-
teilssicherheit abbildet. Es ist möglich, dass das Messmodell in seiner
jetzigen Form unzreichend ist. Das DLC vernachlässigt wichtige Ele-
mente der Entscheidungssituation, das ist das Abbruchverhalten der
Informationssuche bei mehr als einem Cue. Eine Erweiterung des DLC
Modells und ein mögliches Alternativmodell wurden diskutiert. Es ist
eine empirische Frage, ob die Einbeziehung mehrerer Cues in die Be-
stimmung einer Abbruchschwelle zu erhöhter bedeutsamer Varianz im
DLC führt, die dann möglicherweise sensitiv(er) für die in der Arbeit
verwendeten situationalen Bedingungen ist und bedeutsame Zusam-
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1.1. Das Brunswiksche Linsenmodell (vgl. Brunswik, 1955,
Fig. 8, S. 206). Der Entscheider schließt anhand von
Cues auf den Zustand der distalen Variablen. Ökologi-
sche Validität und Cue-Nutzung beschreiben den Zusam-
menhang zwischen der distalen Variablen, den Cues und
der zentralen Antwort (resp. Urteil). . . . . . . . . . . . 23
1.2. Die Oberfläche eines 3 Optionen x 4 Cues Börsenspiels.
Ein Proband setzt 2% des möglichen Gewinns für die
Konsultation des Cues „Umsatzsteigerung“ für Aktie 1 ein. 39
1.3. Die Oberfläche der Feedback Maske eines drei Optionen
Börsenspiels. Angezeigt wird der Gewinn jeder Aktie, die
Investition, die ein Proband in einem Durchgang durch
die Konsultation von Cues gemacht hat, wie viel Gewinn
die Aktie nach Abzug der Investition gemacht hat und
der aktuelle Kontostand. . . . . . . . . . . . . . . . . . . 40
1.4. Die Oberfläche der Pferdewette. Ein Entscheider muss in
einer simulierten Pferdewette zwischen vier Pferden auf
das Siegerpferd tippen. Ein Proband mit einem aktuellen
Kontostand von 910 Euro Spielgeld hat drei Hinweisreize
aufgedeckt, die nur mit einer bestimmten Validität das
Gewinnerpferd anzeigen. . . . . . . . . . . . . . . . . . . 61
2.1. Die Oberfläche des Kriminalfalls. Ein Entscheider muss
in einem simulierten Kriminalfall von 3 Verdächtigen den
Täter identifizieren. Ein Proband mit einem aktuellen
Kontostand von 340 Euro Spielgeld hat 2 Hinweisreize
aufgedeckt, die nur mit einer bestimmten Validität den
korrekten Täter anzeigen. . . . . . . . . . . . . . . . . . 71
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2.2. Die Oberfläche des Bilderrätsels zu zwei Zeitpunkten.
Ein Objekt - eine Uhr - befindet sich unter einer Mas-
ke aus 100 schwarzen Kästchen. Alle 400 Millisekunden
wird 1 Kästchen per Zufall aufgedeckt, was 1 Punkt
Spielwährung kostet. Die Probanden sollen erraten, wel-
ches Objekt sich unter der Maske befindet, sobald sie
sicher genug sind, das Objekt identifiziert zu haben. . . 73
3.1. Aufgabe Manipulation Check Need For Cognitive Clos-
ure. Es werden stark vergrößerte Allatgsobjekte präsen-
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Die Bayesianische Strategieklassifikation (Bröder & Schiffer, 2003a) er-
laubt Aussagen darüber, wie wahrscheinlich es ist, dass ein Proband
eine bestimmte Strategie S1 gegenüber einer anderen Strategie S2 un-
ter Berücksichtigung des Entscheidungsverhaltens D des Probanden
in einer Entscheidungs-Aufgabe verwendet hat. Das nennt man den
a-posteriori Wettquotienten (Bröder, 2005, S. 97) und wird in statisti-
scher Notation als p(S1jD)p(S2jD) dargestellt.
Dabei kann - so lange die dem Entscheidungsverhalten zugrundelie-
gende Messverteilung spezifiziert ist - ermittelt werden, wie wahrschein-
lich es ist, dass die Strategie gegenüber einer anderen Strategie das ge-
messene Entscheidungsverhalten produziert hat. Das nennt man den
Likelihood-Quotienten und wird in statistischer Notation als p(DjS1)p(DjS2)
dargestellt.
Die Wahrscheinlichkeit für das Vorliegen einer Strategie nennt man
a-priori Wahrscheinlichkeit und wird in statistischer Notation als p(S1)
bzw. p(S2) dargestellt. Man spricht von „a-priori“, da das die Wahr-
scheinlichkeit für die Anwendung einer bestimmten Strategie in der
Entscheidungsaufgabe vor der Berücksichtigung der Evidenz des ge-
messenen Entscheidungsverhaltens ist.
Der Likelihoodquotient kann über eine Maximum Likelihood Schät-
zung direkt aus den Daten berechnet werden. Der interessante a-pos-
teriori Wettquotient - in der Strategieklassifikation soll vom Entschei-
dungsmaß auf die Wahrscheinlichkeit für eine Strategie geschlossen wer-
den - wird über die folgende Formel berechnet (vgl. mit Bröder & Schif-







Der Likelihoodquotient wird zur Berechnung des a-posteriori Wett-
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quotienten mit dem Verhältnis der a-priori Wahrscheinlichkeiten für
die Strategien gewichtet. Wenn es keine Grund dafür gibt, dass eine
Strategie wahrscheinlicher als eine andere Strategie ist - das ist eine ge-
bräuchliche Annahme (Bröder & Schiffer, 2003a, S. 199) -, erhalten alle
Strategien die gleiche Wahrscheinlichkeit und der Quotient kürzt sich
aus der Gleichung. Der a-posteriori Wettquotient gibt also an, um wie-
viel mal wahrscheinlicher das gemessene Entscheidungsverhalten für S1
zu S2 ist.
Um den Likelhoodquotient zu ermitteln, ist es notwendig, für jede
Strategie genaue Vorhersagen zum Entscheidungsverhalten, das in einer
Entscheidungs-Aufgabe gemessen wird, zu treffen. Im Börsenspiel sind






dene Cue-Muster möglich (Bröder & Schiffer, 2003a, S. 202). Daraus
lassen sich fünf Typen von Aufgaben ableiten.
Tabelle A.1. Cuemuster der fünf im Börsenspiel verwendeten Aufgabentypen
und die für jeden Aufgabentyp für Take The Best, Dawes Rule, drei Arten
von Franklin’s Rule und einer Rate Strategie vorhergesagten Wahlen.
Itemtyp
1 2 3 4 5
A B A B A B A B A B
Cue 1 + - + - + - + - + -
Cue 2 + + - + - + - - + +
Cue 3 + - - + - + - + - +
Cue 4 - + - + - - - + - -
Vorhersage Optionswahl
TTB A A A A A
DR A B B B A:B:C
FR1 A B A A A
FR2 A B B A A
FR3 A B B B A
Raten A:B:C A:B:C A:B:C A:B:C A:B:C
Anmerkungen: TTB = Take The Best, DR = Dawes Rule und FR = Fran-
klin’s Rule; A:B:C = zufällige Wahl zwischen allen Optionen.
In Tabelle A.1 (S. 168) sind beispielhafte Optionen-Cues Muster der
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fünf Typen von Entscheidungsdurchgängen und die für jede Strategie
abgeleitete Entscheidung für eine der drei Optionen dargestellt (vgl.
mit Bröder & Schiffer, 2003a, Table 3, S. 202).
Es werden sechs Strategien miteinander verglichen. Die Cues sind
nach der Validität geordnet, so dass Cue 1 der validieste Cue, Cue 2
der zweitvalideste Cue etc. ist. Das Cue-Muster für Option C ist nicht
dargestellt, da es in der Aufgabe so gewählt wird, dass unabhängig von
den sechs Strategien Option C immer von einer der beiden Optionen
dominiert wird. Die Ausnahme bildet die Raten Strategie, bei der keine
der Optionen dominiert, und Dawes Rule, bei der in den Durchgängen
des Itemtyps 5 keine Option dominiert.
In Itemtyp 1 führt die Anwendung einer Take The Best Strategie
beim ersten Cue, der zwischen den Optionen diskriminiert, zu einer
Entscheidung für Option A. Die Anwendung von Dawes Rule führt
für Itemtyp 1 zur Wahl von Option A, da mehr Evidenz für Option A
spricht. Bei Franklin’s Rule wird zwischen drei Unterarten der Strategie
unterschieden: In FR1 kann der valideste Cue nur durch mindestens
drei weniger valide Cues übertroffen werden (siehe Itemtyp 1), in FR2
kann der valideste Cue nur durch mindestens zwei in der Rangordnung
direkt folgende weniger valide Cues übertroffen werden (siehe Itemtyp
2) und in FR3 kann der valideste Cue durch mindestens zwei weniger
valide Cues übertroffen werden (siehe Itemtyp 3). Die verschiedenen
Arten von Franklinn’s Rule bilden somit eine unterschiedliche absolute
Gewichtung der Cues ab. Die Anwendung einer Raten „Strategie“ lässt
eine zufällige Wahl zwischen den drei Optionen erwarten.
Ein Proband kann demnach unter der Annahme einer Strategie k







j=1 nj strategieinkonforme Wahlen für
die unter allen oben beschriebenen Strategien durch Option A und B
dominierten Option C treffen und
PJ
j=1 (nj   njk   nj) Wahlen für
die strategieinkonforme Option A oder B treffen.
Die Passung des Vektors der aus einer Strategie k abgeleiteten erwar-
teten Wahlen und des Vektors der tatsächlichen beobachteten Wahlen
eines Probanden kann unter der Verteilungsannahme der Binomialver-
teilung für Wahlen im Likelihood Lk nach folgender Formel berechnet
werden (vgl. mit Bröder & Schiffer, 2003a, equation (4), S. 203):
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njk! nj! (nj   njk   nj)!


 (1  k   k)njk  (nj njk nj)k  njk : (A.2)
Gegeben sind also die Häufigkeiten nj , njk und nj für jeden Aufga-
bentyp j und Strategie k. Geschätzt werden müssen die Parameter k,
das ist die Fehlerwahrscheinlichkeit für Strategie k die strategieinkon-
sistente Option A oder B zu wählen, und k, das ist die Fehlerwahr-
scheinlichkeit für Strategie k die von Option A und B dominierte Op-
tion C zu wählen. Die Parameter können in einer Maximum Likelhood
Algorithmus geschätzt werden, in der der zweidimensionale Parameter-
raum für die Bestimmung der Parameterausprägungen, die die höchste
Likelihood erzielen, abgesucht wird.
Die besten Schätzer für beide Parameter lassen sich jedoch auch über
die folgenden Formeln direkt berechnen. Für die Bestimmung des Schät-










Für die Bestimmung des Schätzers ^k ist das (Bröder & Schiffer,










Für die Raten Strategie ist die Wahrscheinlichkeit für k und k
per Definition bei 1/3 festgelegt: Das ist die Wahrscheinlichkeit für
die strategieinkonsistente Wahl bei einer zufälligen Wahl zwischen drei
Optionen. Das gilt auch für Dawes Rule bei Itemtyp 5.
Es kann somit für jede Strategie die Likelihood berechnet werden. Die
Likelihood wir dann im Bayesianischen Informations-Kriterium (Schwarz,
1978), das um die Anzahl der freien Parameter korrigiert, verrechnet
(siehe auch Kruschke, 2010). Bei einer Likelihood L für Strategie k,
einer Anzahl von Nobs beobachteten Entscheidungen und einer Anzahl
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von Np freien Parametern wird das Bayesianische Informationskrite-
rium BIC nach folgender Formel berechnet (vgl. mit Glöckner, 2009,
Formel 9, S. 191):
BIC =  2 ln(Lk) + ln(Nobs)Np (A.5)
Es werden für alle Strategien im Beispiel - bis auf die Strategie Ra-
ten, die keine freien Parameter besitzt - mit den beiden Fehlerwahr-
scheinlichkeiten zwei Parameter geschätzt. Ein Proband wird dann als
Nutzer der Strategie klassifiziert, die unter den beobachtetem Entschei-
dungsverhalten am wahrscheinlichsten ist unter der Annahme, dass die
Strategien a-priori gleich wahrscheinlich sind.
A.2. Validitäten erster Cue der DLC Mess-
und Testphase
Die Validität des ersten Cues in der Testphase wurde zum Standard-
verfahren von Hausmann und Läge (2008) in allen Studien - bis auf die
chronologisch erste durchgeführte Studie zum Mindset Priming (Kapi-
tel 3.1.2, S. 100) - verändert: Es wurden nicht alle Werte zwischen 0
und 1 in .02 Schritten über 51 Durchgänge eingespielt1, sondern nur
Validitäten zwischen .5 und 1 in .01 Schritten präsentiert. Das erlaubt
eine höhere Messgenauigkeit im Bereich .5 bis 1, in dem sich, wie die
Studie zum Mindset Priming zeigt, alle Probanden befanden.2 Die Va-
liditäten der Cues 2 bis 7 wurden genauso wie die Validitäten des ersten
Cues gesetzt, das heißt alle Werte zwischen .5 und 1 in .01 Schritten
zufällig eingespielt.
Wenn das DLC größer als .79 ist, ist der Maximalwert der 10 Test-
durchgänge mit DLC + .21 über dem Wert von 1, was inhaltlich nicht
möglich ist. Es kann keinen Cue geben, der valider als 1 ist. Daher müs-
sen die Validitäten des ersten Cues der 10 Durchgänge über dem DLC
angepasst werden.3
Die Validitäten des ersten Cues der Testdurchgänge - ValTest - für
ein DLC zwischen .80 und .90 wurde in allen Studien - bis auf die
1siehe Kapitel 1.3.2.2 (S. 62)
2Inwieweit eine daraus folgende Einschränkung der Breite des Messbereichs des
DLC, da DLC kann dann nur noch Werte zwischen .5 und 1 annehmen, proble-
matisch ist, wird in der Abschluss-Diskussion in Kapitel 5 (S. 141) besprochen.
3Hausmann und Läge (2008) machen keine Angaben zu diesen Spezialfällen.
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Studie zur Rekognition von Gesichtern4 (Kapitel 4.1.2, S. 130) - über
die folgende Formel berechnet:
ValTesti = DLC+ ((int((100 (1 DLC)) 2)) 100) + vi
~v = (-.05 -.04 -.03 -.02 -.01 0 .01 .02 .03 .04) (A.6)
Anmerkungen: int „schneidet“ die Nachkommastellen einer Dezimalzahl
ab, das heißt zum Beispiel int(5:8) = int(5:1) = 5.
Das heißt also zum Beispiel, dass für ein DLC von .80 die Validitäten
des ersten Cues in den Testdurchgängen bei ValTest = (.85 .86 .87 .88
.89 .9 .91 .92 .93 .94) liegen. Für alle Fälle mit einem DLC > .90 sind die
Werte des ersten Cues der 10 Durchgänge, die über dem DLC liegen,
in Tabelle A.2 (S. 172) aufgelistet.
Tabelle A.2. Validitäten der 10 Cues für die Fälle DLC > .89
Validität 1. Cue Testdurchgänge (ValTest)
DLC C1 C2 C3 C4 C5 C6 C7 C8 C9 C10
.91 .92 .93 .94 .95 .95 .96 .97 .98 .99 1
.92 .93 .94 .95 .95 .96 .96 .97 .98 .99 1
.93 .94 .95 .95 .96 .96 .97 .97 .98 .99 1
.94 .95 .95 .96 .96 .97 .97 .98 .98 .99 1
.95 .95 .96 .96 .97 .97 .98 .98 .99 .99 1
.96 .96 .97 .97 .98 .98 .98 .99 .99 1 1
.97 .98 .98 .98 .98 .99 .99 .99 1 1 1
.98 .99 .99 .99 .99 .99 1 1 1 1 1
.99 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1
Anmerkungen: C = Cue.
In der chronologisch ersten durchgeführten Studie zum Mindset Pri-
ming (Kapitel 3.1.2, S. 100) wurde - wie in der Originalstudie von Haus-
mann und Läge (2008) - die Validität des ersten Cues in der Testphase
4In dieser Studie wurden alle Validitäten > 1 gleich 1 gesetzt.
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zwischen 0 und 1 in .02 Schritten zufällig eingespielt. Das bedeutet,
dass Probanden auch ein DLC < .21 haben konnten, was bei einem
Minimalwert von DLC -.21 für die Validitäten der Hinweisreize in der
Testphase zu Validitäten unter 0 führt, was inhaltlich nicht sinnvoll ist.
Ein DLC < .21 führte in der ersten Studie zum Mindset Priming zu
einem Abbruch der Studie (n = 0), da ein DLC < .25 auch inhaltlich
problematisch ist. Ein DLC < .25 bedeutet, dass auch Cue Validitäten,
die unter der Ratewahrscheinlichkeit von .25 liegen, als einziger Cue in
einer Entscheidung akzeptiert werden.
Hier offenbart sich aber auch eine Schwäche des Modells: Die Va-
lidität eines Hinweisreizes von zum Beispiel 0 für ein Pferd hat einen
hohen Informationswert. Es bedeutet, dass das Pferd des Tipps ganz si-
cher nicht das Gewinnerpferd sein wird, was die Ratewahrscheinlichkeit
von .25 auf .33 erhöht. Aus den Gründen der Messgenauigkeit und aus
den genannten konzeptuellen Gründen wurden daher die Validitäten -




B.1. Instruktion der Pferdwette
In1 der nun folgenden Aufgabe schlüpfen Sie in die Rolle des Besitzers
eines Wettbüros für Pferderennen.
Das Spannende an Pferderennen für die Zuschauer ist nicht das Ren-
nen und der Sieger allein, sondern das Setzen von Geld auf eines der
startenden Pferde. Sie haben einen lukrativen Nebenjob entdeckt, in-
dem Sie die Wetteinsätze von Wettkunden verwalten.
Einzelne Kunden vertrauen Ihnen jeweils 1000 Euro pro Pferderennen
an, die Sie jeweils auf eines von mehreren Pferden setzen können.
Wenn das Pferd, auf welches Sie gesetzt haben, das Rennen gewinnt,
bekommt der Kunde einen mehrfachen Gewinn zurück und Sie erhalten
eine Provision von 300 Euro auf Ihre eigenes Spielkonto ausbezahlt.
Wenn Sie auf das falsche Pferd gesetzt haben, gehen sowohl der Kunde
als auch Sie leer aus.
Indem Sie jeweils vor den Rennen mit Pferdebesitzern, Jockeys, Renn-
veranstaltern etc. sprechen, erhalten Sie wertvolle Insiderinformatio-
nen, z. B. über die Tagesform einzelner Pferde, des Jockeys, der Anzahl
der anspornenden Zuschauer etc., welche die Gewinnwahrscheinlichkei-
ten zugunsten eines oder mehrerer Pferde verändern.
Die befragten Insider geben Ihnen an, welches der Pferde sie selber
als Sieger des aktuellen Rennens sehen. Von jeder Person kennen Sie
den Expertisegrad, also die Angabe, wie viele korrekte Vorhersagen sie
in den letzten 100 Rennen getroffen hat. Diese Zahl schwankt zwischen
0 bis 100 korrekter Vorhersagen!
Das Einholen von Insiderinformationen ist mit gewissen Kosten ver-
bunden. Das Befragen einer einzelnen Person kostet Sie jeweils 30 Euro
und wird Ihnen direkt vom Spielkonto abgezogen. Versuchen Sie, Ihr
Spielkonto zu maximieren, indem sie möglichst viele korrekte Vorher-
1Es folgt die Instruktion, die in den Studien dieser Arbeit verwendet wurde. Sie ist
aber bis auf die Währung Schweizer Franken versus Euro identisch zu Hausmann
und Läge (2008); vergleiche auch mit Hausmann-Thürig (2004, S. 95).
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sagen machen und entsprechend oft die Provision kassieren.
B.2. Studie 1: Instruktion des Börsenspiels
In2 der nun folgenden Aufgabe werden Sie sich mit Aktienspekulationen
an einer virtuellen Börse beschäftigen. Dabei wird es darauf ankommen,
Ihr Kapital möglichst gewinnbringend in Aktien zu investieren.
Diese Börse funktioniert nach ihren eigenen Gesetzen.
Sie bekommen jeweils ein Angebot, das aus drei Aktienpaketen be-
steht. Ihre Aufgabe wird nun darin bestehen, sich auf der Grundlage
verschiedener Informationen, die Ihnen zur Verfügung gestellt werden,
für eine dieser Aktien zu entscheiden.
Bei jeder Wahl investieren Sie 1000 Euro Spielwährung in die ge-
wählte Aktie. Je erfolgreicher sich die gewählte Aktie im Vergleich zu
den nicht gewählten Aktien entwickelt, desto höher ist natürlich Ihr
Gewinn, der Ihrem persönlichen Konto zugeschlagen wird.
Um zwischen den Aktien wählen zu können, werden Ihnen eine Rei-
he von Informationen zur Verfügung gestellt, die die Erfolgswahrschein-
lichkeit der Aktie mitbestimmen. In der REIHENFOLGE IHRERWICH-
TIGKEIT sind das die AntBegriffen auf folgenden Fragen:
* Gab es in den letzten Monaten eine UMSATZSTEIGERUNG des
Unternehmens?
* Konnte das Unternehmen eine GEWINNSTEIGERUNG erzielen?
* Wurde die Ausschüttung der DIVIDENDE pro Aktie erhöht?
* Hat das Unternehmen im letzten Jahr NEUE STANDORTE er-
öffnet?
Die Unternehmensmerkmale ermöglichen natürlich - wie bei der ech-
ten Börse - keine perfekte Vorhersage des Erfolgs einer Aktie. Sie kön-
nen aber hilfreich sein, um die Wahrscheinlichkeit des Erfolgs einer
Aktie zu ermitteln.
D.h.: Die Aktie eines Unternehmens mit Umsatzsteigerung (bzw. Ge-
winnsteigerung, Dividendenerhöhung, neu eröffneten Standorten) wird
2Die Instruktion wurde - bis auf nicht erwähnenswerte minimale Veränderungen -
aus den Studien zum Börsenspiel von Bröder (2005) übernommen.
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im Durchschnitt wohl erfolgreicher sein als Aktien von Unternehmen,
die diese Merkmale nicht aufweisen.
Nun ist es hier wie im richtigen Leben: Man bekommt nichts umsonst!
Die Informationn über die Unternehemensprofile sind Ihnen nicht
frei zugänglich. Sie können sie jedoch dem Börsenmakler Dr. Money in
beliebiger Anzahl abkaufen. Dr. Money verlangt pro gekaufter Infor-
mation eine Provision von 2% Ihres erwirtschafteten Aktiengewinns.
Wenn die gewählte Aktie verliert, will Herr Dr. Money damit na-
türlich nichts zu tun haben und Sie müssen den Verlust selbst tragen.
Wenigstens müssen Sie dann aber nichts für die gekaufte Information
abführen.
Sie sind nun darauf vorbereitet Ihr eigenes Kapital von 80.000 Euro
Spielgeld in insgesamt 80 Entscheidungen zwischen drei Aktien gewinn-
bringend einzusetzen.
Zur Erinnerung: Jede gekaufte Information kostet Sie 2% des Ak-
tiengewinns. Um Informationen über bestimmte Aktien einsehen zu
können, klicken Sie auf das entsprechende, mit einem Fragezeichen
versehene Feld. Es wird daraufhin mit „ ja“ oder „nein“ angezeigt, ob
das entsprechende Merkmal (Umsatzsteigerung, Gewinnsteigerung, Di-
videndenerhöhung, Neue Standorte eröffnet) bei diesem Unternehmen
vorliegt. Die Mermale werden Ihnen dabei in der Reihenfolge der Wich-
tigkeit dargeboten.
Eine einzelne Information ist nur solange sichtbar, wie Sie den Maus-
zeiger im Informationsfeld belassen, danach erscheint wieder ein Frage-
zeichen. Pro angefordeter Information sind 2% Ihres Gewinns als Provi-
sion an den Makler zu entrichten. Wird dieselbe Information von Ihnen
mehrfach angefordert, muss allerdings nur einmal dafür bezahlt werden.
Wenn Sie jetzt keine Fragen mehr haben, geht es mit dem Anklicken
des Buttons „Aufgabe beginnen“ los.
Wichtig noch: In jedem Durchgang werden die Karten neu gemischt!
Sie können also nicht darauf schließen, dass z.B. Aktie 2 die „bessere“
ist, nur weil sie sich im vorangegangenen Durchgang bewährt hat.
B.3. Studie 2: Instruktion des Kriminalfalls
Die Polizei muss eine Serie von Raubüberfällen aufklären. Zu Ihrer
Unterstützung heuert sie das Detektivbüro “die 3 Fragezeichen” an.
In der folgenden Aufgabe schlüpfen Sie in die Rolle von Justus Jonas
und befinden sich mit ihren Kollegen Bob Andrews und Peter Shaw in
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ihrem Detektivbüro, denn es gilt täglich einen neuen Fall aufzuklären.
Aus den gelösten Fällen der Vergangenheit haben Sie noch 500 Eu-
ro Belohnung in Ihrer Detektivkasse. Dieses Geld benötigen Sie, um
sich Informationen von Experten einzuholen. Wenn Sie den Täter kor-
rekt identifizieren, erhalten Sie eine Belohnung von 400 Euro. Wenn sie
einen Verdächtigen beschuldigen, der nicht der Täter ist, entfällt die
Belohnung.
Auch hier gilt: Ihr Gewinn wird mit dem Gewinn aus der Pferdewette
verrechnet und Ihrem Gesamtkonto für den Kinogutschein gutgeschrie-
ben.
Um Informationen über die Tatverdächtigen zu erhalten, können Sie
Experten zu Rate ziehen, wie z.B. Psychologen, die die Aussagen der
Tatverdächtigen auf ihre Glaubwürdigkeit hin untersucht haben, Poli-
zisten, die die Spuren am Tatort gesichert haben, etc.
Jeder Experte gibt an, wer seiner Einschätzung nach der Täter ist.
Aus Akten kennen Sie die Validität der Einschätzung, d.h. Sie wissen,
wieviele korrekte Identifikationen der jeweilige Experten in den letzten
100 Fällen getroffen hat. Die Zahl der korrekten Identifikationen kann
also zwischen 0 und 100 liegen.
Das Einholen von Expertenwissen ist mit gewissen Kosten verbun-
den. Das Befragen eines Experten kostet Sie jeweils 80 Euro und wird
Ihnen direkt von der Detektivkasse abgezogen. Versuchen Sie, Ihre Kas-
se zu maximieren, indem Sie möglichst viele Täter identifizieren und
entsprechend oft die Belohnung kassieren.
B.4. Studie 5: Instruktion Need For
Cognitive Closure
[Instruktion Comedy Videos oder Instruktion Statistik Videos (s. u.)]
Das Experiment ist zeitlich begrenzt, so dass die Zahl der Videos, die
Sie im zweiten Abschnitt der Studie anschauen werden, abhängig von
der Geschwindigkeit ist, mit der Sie die Aufgaben des ersten Abschnitts
der Studie bearbeiten.
Am unteren Rand des Bildschirms sehen Sie eine Aufgaben-Leiste.
Hier werden alle Aufgaben in der Reihenfolge, in der sie in der Stu-
die präsentiert werden, angezeigt. Die rot umrandete Aufgabe ist die
Aufgabe, die als nächstes folgt. Die Aufgaben-Leiste soll Ihnen zur Ori-
entierung dienen: Sie sehen welche Aufgabe Sie schon bearbeitet haben
und welche Sie noch bearbeiten müssen.
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Instruktion Comedy Videos
In Phase 2 der Studie (siehe blauer Bereich) dürfen sie Video-Mitschnitte
aus aktuellen Comedy-Sendungen anschauen. Sie dürfen zwischen fol-
genden Comedy-Videos frei wählen:
(a) ’Harald Schmidt spricht über Heavy Metal Musik’
(b) ’Helge Schneider interviewt sich selbst’
(c) ’Oliver Kalkofe parodiert eine Game Show’
(d) ’Mario Barth erzählt eine Story über ein Treffen mit seinen Fans’
(e) ’Heinz Gröning erzählt eine Story über seine Freundin’
Nachdem Sie ein Video angeschaut haben, dürfen Sie beurteilen, wie
unterhaltsam Sie den Inhalt des Videos fanden.
Instruktion Statistik Videos
In Phase 2 der Studie (siehe blauer Bereich) dürfen Sie Video-Mitschnitte
aus Statistik-Vorlesungen anschauen. Sie dürfen zwischen folgenden
Statistik-Videos frei wählen:
(a) ’Testtheorie: True Score Modell’
(b) ’Zufallsexperiment’
(c) ’Einführung in R’
(d) ’Kausalität: Simpson Paradox’
(e) ’Skalentypen’
Nachdem Sie ein Video angeschaut haben, wird Ihr Verständnis der
statistischen Inhalte mit Fragen getestet.
B.5. Studie 7: Instruktion
Kategorisierungsaufgabe
In der folgenden Aufgabe „Handy Firma“ schlüpfen Sie in die Rolle eines
Mitarbeiters in der Qualitätssicherung einer Handy Firma. Sie nehmen
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in der Handy Firma eine wichtige Position ein: Jedes produzierte Handy
wird Ihnen, bevor es zum Verkauf in den Handy Shop ausgeliefert wird,
zur Kontrolle vorgelegt. Die Herstellung von Handys ist anspruchsvoll
und es ist möglich, dass aufgrund von Herstellungsfehlern oder Materi-
alfehlern defekte Handys produziert werden. Sie wissen aus Erfahrung,
dass in Ihrer Firma 50% der Handys fehlerfrei sind, d.h. also 50% der
Handys, die bei Ihnen in der Firma produziert werden, sind defekt.
Ihre Aufgabe ist es zu entscheiden, ob ein Handy fehlerfrei ist und
zum Verkauf in den Handy Shop geschickt werden soll oder ob ein
Handy defekt ist und entsorgt werden soll.
Auf den folgenden Bildschirmen wird Ihnen gezeigt, wie die Handys
in dieser Aufgabe auf dem Bildschirm dargestellt werden.
Sie sehen über diesem Text zwei Handys.3 Handy A und Handy B.
Ein Handy besteht aus 25 Kästchen. Ein Handy ist defekt, wenn 4
schwarze Kästchen ein 2*2 Quadrat bilden.
Handy A ist demnach fehlerfrei, alle Kästchen von Handy A sind
weiß. Handy A kann also zum Verkauf in den Shop geschickt werden.
Handy B ist demnach defekt, 4 der 25 Kästchen sind schwarz und in
einem 2*2 Quadrat angeordnet. Handy B muss also entsorgt werden.
Da der Handymarkt heiß umkämpft ist und Ihre Abteilung unter
Zeitdruck steht, ist es Ihren Kollegen aus der Qualitätskontrolle nicht
möglich, alle Kästchen eines Handys auf Fehler zu überprüfen. Ihre Kol-
legen können immer nur einen Teil der Kästchen eines Handys über-
prüfen. Sie sehen über diesem Text Handy C und Handy D.
Bei einem weißen Kästchen können Sie sich sicher sein: Das Kästchen
wurde überprüft und ist fehlerfrei. Ein schwarzes Kästchen kann zwei
Dinge bedeuten:
1. Das schwarze Kästchen wurde überprüft und ist defekt.
2. Das schwarze Kästchen wurde nicht überprüft. Es ist dann nicht
sicher, ob das Kästchen fehlerfrei oder defekt ist.
Ein schwarzes Kästchen kann also entweder bedeuten, dass das Käst-
chen nicht überprüft wurde, oder es kann bedeuten, dass das Kästchen
überprüft wurde und defekt ist.
Hier kommen 2 Beispiele dazu4: Handy C besteht aus 11 weißen
und 14 schwarzen Kästchen. Bei Handy C ist die Entscheidung, ob es
sich um ein fehlerfreies oder defektes Handy handelt, einfach zu fällen.
3siehe Abbildung 4.1 (S. 126)
4siehe Abbildung 4.2 (S. 127)
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Selbst wenn alle schwarzen Kästchen defekt wären, bildet keines der
schwarzen Kästchen ein 2*2 Quadrat. Noch einmal zur Erinnerung: Ein
Handy ist nur dann defekt, wenn 4 schwarze Kästchen ein 2*2 Quadrat
bilden. Dieser Fall kann bei Handy C nicht eintreten, das Handy ist also
definitiv fehlerfrei und kann zum Verkauf in den Handy-Shop geschicket
werden.
Handy D besteht auch aus 11 weißen und 14 schwarzen Kästchen.
Diesmal ist die Entscheidung, ob es sich um ein defektes oder fehlerfreies
Handy handelt, nicht so leicht zu fällen. Es ist möglich, dass alle schwar-
zen Kästchen, die ein 2*2 Quadrat bilden, defekt sind (Falls Sie das 2*2
Quadrat aus schwarzen Kästchen in Handy D nicht sehen, können Sie
dieses mit dem Drücken des Buttons "rot markieren"hervorheben.). In
diesem Fall wäre Handy D defekt. Es ist aber auch möglich, dass alle
oder ein Teil der 4 schwarzen Kästchen nicht überprüft wurden und des-
wegen schwarz sind. In diesem Fall wäre Handy D fehlerfrei. Bei Handy
D können Sie nicht definitiv feststellen, ob es sich um ein fehlerfreies
oder um ein defektes Handy handelt.
Daher noch einmal zur Erinnerung: Insgesamt sind 50% der Han-
dys fehlerfrei und 50% defekt. Für jedes fehlerfreie Handy, das Sie zum
Verkauf in den Handy Shop schicken, erhalten sie 100 Euro. Wenn Sie
jedoch ein defektes Handy in den Handy Shop zum Verkauf schicken,
müssen Sie 100 Euro Strafe zahlen. Wenn Sie ein fehlerfreies Handy ent-
sorgen, dann verlieren Sie für diese Fehlentscheidung 100 Euro. Wenn
Sie ein defektes Handy entsorgen, erhalten Sie 100 Euro für diese richti-
ge Entscheidung. Nach jeder Entscheidung erhalten Sie darüber Rück-




C.1. Studie 2: Entscheidungsszenarien
Szenario 1: Wetter Ausflug
Sie planen für die kommende Woche einen Ausflug mit Freunden. Sie
möchten mit Ihren Freunden eine Radtour unternehmen. Eine Rad-
tour macht aber nur Spass, wenn die Sonne scheint. Sie möchten Zeit
und Aufwand in die Planung einer Tour nur stecken, wenn die Chance
genügend groß ist, dass die Sonne auch scheint.
Wie sicher muss es MINDESTENS sein, dass die Sonne scheint, damit
Sie die Radtour planen?
Sie können durch Verschieben des Balkens angeben, wie sicher es für
Sie mindestens sein muss, dass die Sonne scheint.
0% bedeutet hierbei, dass es defintiv Regen gibt, 100% bedeutet, dass
die Sonne definitiv scheint.
Szenario 2: Wechsel Studienort
Sie entscheiden sich, Ihren Studienort zu wechseln, weil Sie mit den
Studienbedingungen Ihrer Universität nicht zufrieden sind. Es ist je-
doch nicht sicher, dass ein Studienortwechsel auch eine Verbesserung
bedeutet. Ein Studienortwechsel ist jedoch definitiv mit Kosten und
Aufwand verbunden, wie z.B. den Kosten für den Umzug.
Wie sicher muss es MINDESTENS sein, dass Sie durch einen Wechsel
Ihre Studienbedingungen verbessern, damit Sie sich für einen Studien-
ortwechsel entscheiden?
Sie können durch Verschieben des Balkens angeben, wie sicher es für
Sie mindestens sein muss, dass Sie durch einen Wechsel Ihre Studien-
bedingungen verbessern.
0% bedeutet hierbei, dass Sie durch einen Wechsel definitiv keine
Verbesserung erzielen, 100% bedeutet, dass Sie durch einen Wechsel
definitiv eine Verbesserung erzielen.
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Szenario 3: Investition Immobilien
Sie möchten Ihr gespartes Geld in Immobilien anlegen. Es ist jedoch
nicht sicher, dass Sie mit dem Kaufen von Immobilien Gewinne ma-
chen werden. Es besteht die Möglichkeit, dass Sie das Geld bei einer
Fehlinvestition verlieren.
Wie sicher muss es MINDESTENS sein, dass eine Geldanlage in Im-
mobilien Gewinne abwirft, damit Sie sich entscheiden, Ihr Geld in Im-
mobilien anzulegen?
Sie können durch Verschieben des Balkens angeben, wie sicher es für
Sie mindestens sein muss, dass Sie mit einer Geldanlage in Immobilien
Gewinne machen, damit Sie Ihr Geld in Immobilien investieren.
0% bedeutet hierbei, dass Sie durch eine Geldanlage definitiv Ver-
luste erzielen, 100% bedeutet, dass Sie durch eine Geldanlage definitiv
Gewinne erzielen.
Szenario 4: Zuverlässigkeit Ebay
Sie möchten einen gebrauchten Fernseher bei Ebay ersteigern. Bei Ebay
können Sie das Bewertungsprofil eines Verkäufers einsehen, d.h. Sie
können sehen, wie der Verkäufer für Auktionen in der Vergangenheit
von anderen Käufern bewertet wurde. In so eine Bewertung fließen alle
möglichen Aspekte des Verkaufs hinein, wie z. B. die Qualität der Ware,
die Dauer des Versands etc.
Wie zuverlässig muss ein Verkäufer MINDESTENS sein, dass Sie bei
ihm auf einen Fernseher bieten?
Sie können durch Verschieben des Balkens angeben, wie zuverlässig
der Verkäufer mindestens sein muss, damit Sie auf seine Ware bieten.
0% bedeutet hierbei, dass der Verkäufer defintiv unzuverlässig ist,
100% bedeutet, dass der Verkäufer definitiv zuverlässig ist.
Szenario 5: Wirkung Therapie
Sie bekommen von Ihrem Arzt eine Therapie empfohlen, die gegen Ihre
Heuschnupfenallergie helfen soll. Die Therapie schlägt aber nicht bei je-
dem Patienten an und die Therapie ist mit möglichen Nebenwirkungen
wie Kopfschmerzen verbunden.
Wie sicher muss es MINDESTENS sein, dass die Therapie Ihnen
hilft, damit Sie die Therapie machen?
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Sie können durch Verschieben des Balkens angeben, wie sicher es für
Sie mindestens sein muss, dass Ihnen die Therapie hilft, damit Sie die
Therapie machen.
0% bedeutet hierbei, dass Ihnen die Therapie defintiv nicht hilft,
100% bedeutet, dass Ihnen die Therapie definitiv hilft.
Szenario 6: Wirkung Impfung
Seit einigen Jahren bekommen Sie im Winter, pünktlich zu Weihnach-
ten, eine schwere Grippe. Eine Grippeimpfung, welche Ihnen der Arzt
empfohlen hat, könnte die Wahrscheinlichkeit senken, dass Sie auch die-
ses Jahr betroffen sind. Jedoch ist die Impfung mit Kosten und dem
Restrisiko, dass die Grippe trotz Impfung ausbricht, verbunden.
Wie zuverlässig muss die Impfung MINDESTENS sein, dass Sie sie
wahrnehmen?
Sie können durch Verschieben des Balkens angeben, wie zuverlässig
die Impfung mindestens sein muss, damit Sie sich impfen lassen.
0% bedeutet hierbei, dass die Impfung definitiv unzuverlässig ist,
100% bedeutet, dass die Impfung definitiv zuverlässig ist.
Szenario 7: Wechsel Job
Sie arbeiten als Angestellte/r in einer Firma. Sie machen Ihren Job gut,
fühlen sich aber seit einiger Zeit bezüglich Beförderungen übergangen.
Eine konkurrierende Firma bietet Ihnen eine attraktive Stelle an, die
mit einer minimalen Lohnerhöhung verbunden wäre. Daraufhin wird
Ihnen auch in Ihrer eigenen Firma eine hohe Position in Aussicht ge-
stellt, welche Sie evtl. nächstes Jahr bekleiden könnten und welche mit
einer wesentlichen Lohnerhöhung verbunden wäre.
Wie sicher muss Ihnen die Stelle in Ihrer Firma MINDESTENS in
Aussicht gestellt werden, dass Sie die Stelle in der konkurrierenden
Firma unwiderruflich absagen?
Sie können durch Verschieben des Balkens angeben, wie sicher Ihnen
der Job in Ihrer Firma mindestens zugesagt werden muss, damit Sie
das andere Angebot ablehnen.
0% bedeutet hierbei, dass die Zusage definitiv unsicher ist, 100%
bedeutet, dass die Zusage definitv sicher ist.
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Szenario 8: Treffen Traumpartner
Sie haben Ihren möglichen Traumpartner in einer Online-Singlebörse
kennengelernt und sind über sein / ihr Profil hin und weg. Sie haben
sich bis jetzt nur telefonisch und über Kurznachrichten unterhalten und
dabei festgestellt, dass Ihre Interessen stark einander gleichen.
Wie sicher muss es MINDESTENS sein, dass die Person zu einem
Treffen auch kommt, damit Sie sich mit ihr verabreden?
Sie können durch Verschieben des Balkens angeben, wie sicher es
für Sie mindestens sein muss, dass diese Person auch wirklich zu der
Verabredung kommt.
0% bedeutet hierbei, dass Sie sich sicher sind, dass die Person nicht
kommen wird, 100% bedeutet, dass die Person definitiv kommen wird.
Szenario 9: Organisation Party
Sie haben kommende Woche Geburtstag und überlegen derzeit, ob Sie
Ihren Geburtstag feiern oder nicht, da Sie knapp bei Kasse sind und
nicht wissen, ob alle Ihre guten Freunde an diesem Tag auch Zeit hätten
auf Ihre Party zu kommen und sich der finanzielle Einsatz demnach
rentieren würde.
Wie sicher muss es MINDESTENS sein, dass Ihre Freunde auch wirk-
lich kommen, dass Sie sich dafür entscheiden, Ihren Geburtstag zu fei-
ern?
Sie können durch Verschieben des Balkens angeben, wie sicher es für
Sie mindestens sein muss, dass Ihre Freunde kommen, dass sich für Sie
die Investition in Getränke etc. rentiert.
0% bedeutet hierbei, dass Ihre Freunde definitv keine Zeit haben
werden, 100% bedeutet, dass Ihr Freunde definitiv kommen werden.
Szenario 10: Wohnung Partner
Sie haben sich vorgenommen, in den nächsten Wochen mit Ihrem Part-
ner in eine gemeinsame Wohnung zu ziehen. Es ist aber nicht sicher,
dass dieser Umzug ohne Konflikte möglich ist.
Wie sicher muss es MINDESTENS sein, dass es nicht zu Konflikten
kommt, damit Sie zusammenziehen?
Sie können durch Verschieben des Balkens angeben, wie sicher es für
Sie mindestens sein muss, dass Sie ohne Konflikte zusammenziehen.
0% bedeutet hierbei, dass es definitiv Konflikte gibt, 100% bedeutet,
dass es definitiv konfliktfrei abläuft.
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Szenario 11: Unruhen Reiseland
Sie bekommen von einer Freundin eine Reise empfohlen. Sie haben
jedoch in den Nachrichten gehört, dass es dort Unruhen gibt, jedoch
nicht überall im Land.
Wie sicher muss es MINDESTENS sein, dass die Unruhen vor Rei-
seantritt beendet sind, damit Sie die Reise antreten?
Sie können durch Verschieben des Balkens angeben, wie sicher es
für Sie mindestens sein muss, dass die Unruhen vor Reiseantritt vorbei
sind, damit Sie reisen.
0% bedeutet hierbei, dass Unruhen definitiv bestehen, 100% bedeu-
tet, dass die Unruhen definitiv vorbei sind.
Szenario 12: Energiesparen Hausbau
Sie und ihr/e Ehemann/Ehefrau planen ein Haus zu bauen. Dabei bie-
tet ihr Bauunternehmer eine Bauweise an, bei der Styroporplatten zwi-
schen der Außenmauer und den Innenputz gelegt werden. Natürlich ist
diese Bauweise mit höheren Kosten und Aufwand verbunden.
Es ist allerdings nicht sicher, ob Sie dadurch viel Energie sparen
können werden.
Wie sicher muss es MINDESTENS sein, dass Sie durch die spezielle
Bauweise Energie einsparen können, damit Sie sich für die Bauweise
entscheiden?
0% bedeutet hierbei, dass definitiv keine Energie eingespart wird,
100% bedeutet, dass definitiv Energie eingespart wird.
Szenario 13: Funktionalität Prothese
Ihr Orthopäde empfiehlt ihnen anstatt einer normalen Hüftprothese
eine neuere Prothese, die erst seit kurzem auf dem Markt ist und auf-
grund ihrer neuartigen Verarbeitung dem Patienten eine bessere Be-
weglichkeit ermöglichen soll und sehr langlebig ist. Allerdings ist die
Prothese auch um einiges teurer.
Wie sicher muss es MINDESTENS sein, dass die neue Prothese Ihnen
eine bessere Beweglichkeit ermöglicht, damit Sie sich für sie entschei-
den?
0% bedeutet hierbei, dass Sie defintiv keine Verbesserung haben,
















Tabelle C.1. Scrambled Sentences der ORDM, der MRDM und der neutralen Bedingung der Studie 4 zum konzeptuellen
Priming (vgl. mit Platzer, 2008 und Walther et al., 2001).
Satz ORDM Bedingung MRDM Bedingung Neutrale Bedingung
1* Reinigungskräfte, arbeiten, sollten, Sekretärinnen, flott gründlich umsichtig
2 Vögel, westwärts, Wolken, die, ziehen - -
3* Peter, Risiken, muss, eingehen, man ausführlich, recherchieren Kompromisse
4* handeln, Menschen, intuitive, sind, klüger besonnene höfliche
5 erforderten, Umstände, verlangten, Maßnahmen, die - -
6* Bürger, Wähler, braucht, schnellentschlossene, Deutschland informierte selbstbestimmte
7 abends, leer, Straßen, beleuchtet, sind - -
8* sind, überwiegend, Gedanken, spontan, häufig komplex abstrakt
9 Kaffee, ist, der, stark, Gewichtheber - -
10* wenige, berücksichtigt, wurden, Indizien, gesammelt viele interessante
11* erzieherische, erfolgten, therapeutische, rasch, Maßnahmen bedachtsam heute
12 Wasser, das, Becken, sauber, ist - -
13* sparsam, ist, vorzugehen, war, vorteilhaft langsam ehrlich
14 weiß, das, ist, Haus, Auto - -
15* günstige, verfolgt, er, verwendet, Strategien teure einleuchtende
16* Geschick, einfache, Einfallsreichtum, erfordern, Lösungen genaue nützliche
17* leisteten, schnelle, verlangten, Berichterstattung, Journalisten umfassende gute
18 Wände, färben, sie, Felle, die - -
19* unkompliziert, Verfahrensweise, die, war, erschien aufwändig angemessen
20 gestern, Montag, wieder, Meditationskurs, war - -
Anmerkungen: Kursive Wörter in der Spalte ORDM Bedingung werden in der MRDM Bedingung bzw. neutralen Bedingung




C.3. Studie 3: Szenarien Konzeptuelles
Priming
Im Folgenden1 werden wir Ihnen kurze Szenarien vorstellen, in denen
Personen Entscheidungen getroffen haben. Lesen Sie diese bitte auf-
merksam durch und notieren Sie im Anschluss daran einen möglichen
Grund/mögliche Gründe, der/die zu dieser Entscheidung geführt haben
könnten.
Szenario 1
Dr. Peters ist Internist in einem Krankenhaus. Da seine beiden Kolle-
ginnen krank sind, hat er heute alleine Nachtdienst in der Notaufnahme.
Um 1 Uhr werden fast zeitgleich zwei Patienten in die Notaufnahme ein-
geliefert. Einer der Patienten (A) blutet stark und scheint unter Schock
zu stehen, der andere (B) weist keine Verletzungen auf, hat aber das
Bewusstsein verloren. Dr. Peters beschließt Patient B als ersten zu be-
handeln.
Szenario 2
Frau Obermaier ist Lehrerin an einer Grundschule. Heute schreibt sie
in Klasse 3b eine Mathematikklausur. Plötzlich fällt ihr auf, dass Anne
immer wieder in ihrem Schreibmäppchen wühlt, dann innehält und
weiter schreibt. Frau Obermaier hat den Verdacht, dass Anne einen
Spickzettel versteckt hat. Frau Obermaier entschließt sich dazu Anne
nicht sofort, sondern erst nach der Schulstunde darauf anzusprechen.
Szenario 3
Der Sozialarbeiter Herr Herbold ist Leiter des psychosozialen Diens-
tes in Frankfurt. Gegen Ende des Jahres werden sowohl Geldmittel als
auch Personalressourcen wie immer knapper. Beim Durchforsten der
Akten stellt er jedoch fest, dass vor kurzem noch Spendengelder einge-
gangen sind, die er in seinen Planungen nicht berücksichtigt hatte. Seit
einiger Zeit sind zwei Projekte angedacht, die jedoch nie realisiert wer-
den konnten: bei Projekt A geht es darum, eine Selbsthilfegruppe für
alleinerziehende Mütter/Väter ins Leben zu rufen, in Projekt B sol-
len Maßnahmen zur sinnvollen Freizeitbeschäftigung für Jugendliche
1Die Szenarien stammen aus der Validierungsstudie von Platzer (2008)
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initiiert werden. Da die Gelder nur für die Realisierung eines Projekts
reichen, entscheidet sich Herr Herbold für Projekt B.





Tabelle C.2. Mittelwert und Streuung für die Bildhaftigkeit, Konkretheit
und Bedeutungshaltigkeit der Begriffe der Mindset Priming Studie (Baschek
et al., 1994).
Bildhaftigkeit Konkretheit Bedeutungs-haltigkeit
Set Begriff M SD M SD M SD
1 Meer 17.60 5.07 17.20 4.40 14.07 5.33
Garten 15.20 5.60 15.33 6.33 12.87 6.40
Winter 16.53 5.80 11.53 10.47 12.60 7.67
Möbel 16.27 5.07 13.53 6.80 12.53 6.87
Familie 15.73 6.07 3.87 12.13 12.07 7.40
Wald 17.87 4.20 16.33 5.53 12.07 5.53
Auto 17.60 3.80 15.33 6.13 12.07 6.67
Großstadt 16.53 5.47 10.73 7.80 11.33 8.40
2 Erdbeere 18.40 2.93 19.00 2.93 6.67 8.87
Klavier 15.47 7.60 17.20 5.00 6.67 8.27
Sessel 16.80 5.47 17.93 3.60 6.67 7.87
Sturm 14.67 6.93 13.73 6.47 6.93 6.00
Umweltver- 14.13 8.67 10.33 12.13 6.40 10.60
schmutzung
Gefängnis 16.00 5.47 15.53 5.67 6.40 7.07
Alkohol 12.27 6.87 15.73 6.60 4.20 8.27
Gras 16.00 5.07 17.00 5.53 6.67 8.87
3 Standpunkt 0.00 12.93 -2.20 10.33 -7.67 9.00
Augenblick -1.60 10.93 -3.67 11.80 -7.67 7.47
Einbildung -2.13 12.40 -8.27 10.40 -7.67 8.60
Anregung -5.07 11.73 -4.47 8.80 -7.67 7.93
Wirkung 0.00 10.20 -2.40 11.53 -7.67 8.13
Vorfall -2.13 12.73 -1.20 10.87 -7.67 6.87
Verrat -1.60 11.60 -2.20 9.20 -7.67 7.53
Folge 1.07 10.67 -2.20 10.20 -7.67 7.33
4 Zusatz -4.80 10.07 -3.47 11.33 -12.33 7.07
Ehrenhaftigkeit -4.13 12.73 -10.53 8.53 -12.40 6.60
Überschneidung -2.67 10.20 -1.40 11.53 -12.60 5.33
Fortdauer -6.67 9.20 -6.47 7.73 -10.40 8.13
Einhelligkeit -10.40 10.93 -10.33 9.00 -13.33 6.40
Vorbedacht 6.40 12.40 -8.67 9.93 -13.87 6.53
Hinblick -9.60 8.20 -6.27 9.73 -14.60 6.93
Inbegriff -12.27 9.73 -8.87 9.53 -15.33 6.87
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Abbildung C.1. Oberfläche der Pferdewette (PHP/HTML Version) in Studie
8 zur Rekognition von Gesichtern (Kapitel 4.1.2, S. 130).
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