It was proved by Karch and Pilarzyc that Landau solutions are asymptotically stable under any L 2 -perturbation. In our earlier work with L. Li, we have classified all (−1)-homogeneous axisymmetric no-swirl solutions of incompressible stationary Navier-Stokes equations in three dimension which are smooth on the unit sphere minus the south and north poles. In this paper, we study the asymptotic stability of the least singular solutions among these solutions other than Landau solutions, and prove that such solutions are asymptotically stable under any L 2 -perturbation.
A vector field u is called axisymmetric if u r , u θ and u φ are independent of φ, and is called no-swirl if u φ = 0. In 1944, L.D. Landau discovered a 3-parameter family of explicit (−1)-homogeneous solutions of the stationary NSE in C ∞ (R 3 \ {0}). These solutions, now called Landau solutions, are axisymmetric with no-swirl and have exactly one singularity at the origin. Tian and Xin proved in [24] that all (−1)-homogeneous, axisymmetric nonzero solutions of (1) in C ∞ (R 3 \ {0}) are Landau solutions.Šverák proved in [22] that all (-1)homogeneous nonzero solutions of (1) in C ∞ (R 3 \{0}) are Landau solutions. There have also been works on (−1)-homogeneous solutions of (1), see [2, 15-18, 20, 21, 25, 26] . In [10] [11] [12] , the (−1)-homogeneous axisymmetric solutions of (1) in C ∞ (R 3 \{(x 1 , x 2 ) = 0}) with a possible singular ray {(x 1 , x 2 ) = 0} was studied, where such solutions with noswirl were classified in [10] and [11] , and existence of such solutions with nonzero swirl was proved in [10] and [12] .
There has been much work in literature on the existence of weak solutions and L 2 -decay of weak solutions of the evolutionary Navier-Stokes equations, see e.g. [1, 3, 6, 8, 9, 13, 19, 23] and the references therein. Such L 2 -decay of weak solutions can be viewed as the asymptotically stability of the zero stationary solution of (1) . The asymptotic stability problem has been studied for other nonzero stationary solutions of (1) with some possible singularities in R 3 . Karch and Pilarzyc proved in [4] that small Landau solutions are asymptotically stable under L 2 -perturbations. The L 2 asymptotic stability of other solutions with singularities are also studied in [5] . With special (−1)homogeneous solutions which are different from Landau solutions obtained in [10] [11] [12] , it is worth to explore the asymptotic stability or instability of these solutions. In this paper, we start this study for a family of solutions which are the simplest and least singular solutions among the solutions found in [10] [11] [12] .
Denote U = u · r sin θ and y = cos θ. By the divergence free property of u we have u r = 1 r U ′ θ . For (-1)-homogeneous axisymmetric no-swirl solutions, (1) can be reduced to
For c 1 ≥ −1 and c 2 ≥ −1, let
Equation (6) and (7) are understood in the following distribution sense:
and
We now study the stability of the family of solutions
For a given solution (u c,γ , p c,γ ) of (1), let u = u(x, t) denote a solution of
where w 0 ∈ L 2 σ (R 3 ) and b c,γ is given by (7) . Then w(x, t) = u(x, t) − u c,γ and π(x) = p(x) − p c,γ (x) satisfy the initial value problem
(11) We study the existence and asymptotic behavior of global-in-time weak solutions of (11) . Let the energy space
Theorem 1.1. There exists some µ 0 > 0, such that for any c = (0, 0,
, there exists a weak solution w of (11) in the energy space X. Moreover, w is weakly continuous from [0, ∞) to L 2 σ (R 3 ), and satisfies that for all 0 ≤ s ≤ t < ∞,
Recall that γ + (0) > 0 and γ − (0) < 0. So there is some µ ′ 0 , such that {(c, γ) | c 1 = c 2 = 0, |(c 3 , γ)| ≤ µ ′ 0 } ⊂ M . We also have Theorem 1.2. There exists some µ 0 > 0, such that for any c = (0, 0, c 3 ), |(c, γ)| < µ 0 and weak solution w ∈ X of (11) satisfying (12) ,
for some 6 5 < p < 2, then there exists some constant C > 0, depending only on (c, γ), n, p and w 0 p , such that w(t) 2 ≤ Ct
, for all t > 0. Theorem 1.1 and Theorem 1.2 can be established using the same arguments as [4] , as long as the special stationary solutions u c,γ satisfy the following condition
for some constant K small enough, for any divergence free v, w ∈ C ∞ c (R 3 ). In [4] , (13) is proved by Hardy's inequality when u c,γ is replaced by small Landau solutions.
In this paper, we analyze the solutions u c,γ where (c, γ) ∈ M , and obtain |∇u c,γ | ≤
for any v ∈ C ∞ c (R 3 ). Notice (14) cannot be proved by the classical Hardy's inequality. In Section 4, we prove the following extended Hardy-type inequality, which includes (14) .
, αp > 1 − n, (α + β)p > −n, then there exists some constant C, depending on p, α and β, such that
for all α ′ ≤ α. Moreover, for any α ′ > α and any C > 0, (15) fails in general.
Estimate (14) is the special case of (15) with p = 2, α = α ′ = β = − 1 2 . Then we also have (13) . Given (13), Theorem 1.1 and Theorem 1.2 can be proved by the same arguments used in [4] , see also [5] . So in this paper we will only prove Theorem 1.3 and (13).
Remark 1.1. In [5] , Karch, Pilarczyk and Schonbek proved the asymptotic stability of a class of general time-dependent solutions u of (10) using Fourier analysis, where (13) with u c,γ replaced by u is an essential assumption. A list of spaces were given in [5] where (13) is true if u c,γ is in one of those spaces. But the solutions u c,γ we discuss here are not in those spaces.
We will analyze in Section 2 the singular behaviors of u c,γ , (c, γ) ∈ M . In Section 3 we study the force of u c,γ , (c, γ) ∈ M . Theorem 1.3 will be proved in Section 4. Then as stated above, Theorem 1.1 and Theorem 1.2 follow with the same arguments as in [4] .
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2 Estimate of the special solutions u c,γ Lemma 2.1. Let K be a compact subset of M . Then there exists some positive constant C, depending only on K, such that for any (c, γ) in K and −1 ≤ y ≤ 1,
where O(1) denotes some quantity satisfying |O(1)| ≤ C for some positive constant C depending only on K.
Proof. For convenience, let C be a constant depending only on K, O(1) be a function satisfying |O(1)| ≤ C for all −1 ≤ y ≤ 1, and C and O(1) may vary from line to line. It is easy to see from (5) 
(−y) satisfy the same equation and have the same value at y = 0 and therefore they are identically the same. So we only need to prove (16)-(18) for −1 < y ≤ 0.
By Theorem 1.5 in [11] , there exists some constant C, such that
Using this and the fact that U 0,0 θ = 0, we have that for all −1 < y < 1,
For simplicity we use U θ to denote U c,γ θ . By (5), we have
Since
By (19) , for any fixed 0 < ǫ < 1/2,
By the above and (20), we have that for −1 < y < 0,
By (19) , (21) and the above, we have
By (22) we have µ 1 = O(1)(|c| + |γ|)/ǫ. Then by (20) and (22), we have
Then we have
Using the above, (21) and (22), we have that for −1 < y ≤ 0, Estimate (16) is established. Next, we make the estimate of U ′ θ and prove (17) . By (5) and (16), we have that for −1 < y ≤ 0,
Estimate (17) is established. Differentiating (5) , and using (16) and (17), we have for −1 < y ≤ 0 that
Estimate (18) follows immediately. The lemma is proved.
Corollary 2.1. Let K be a compact subset of M . Then there exist some positive constant C, depending only on K, such that for all (c, γ) in K, and
Proof. For convenience write u c,γ = u. By definition, u = u r e r +u θ e θ , where
Since r = |x| and |x ′ | = |x| sin θ, estimate (23) follows from the above. Estimate (24) follows from (17) . Next, we compute ∇u = ∇u r e r + u r ∇e r + ∇u θ e θ + u θ ∇e θ .
By (16) and (17) 
We prove (8) and (9) for any ϕ ∈ C ∞ c (Ω). Throughout the proof we denote O(1) as some quantity satisfying |O(1)| ≤ C for some C > 0 depending only on (c, γ), R and ϕ.
By Lemma 2.1,
Recall that here " ′ " denote the derivative with respect to y. By Corollary 2.1 and (3), we have
(28) We first prove (9) . For any ǫ > 0, denote
By (28), we have |u| ≤ C/|x|. So Sending ǫ to 0 in the above leads to (9) . Next, we prove (8) . Denote the stress tensor
Then (8) is equivalent to
where b = b c,γ is given by (7) .
, for any q < 3 2 . To prove the Claim, notice that by (28), we have that
So for any R > 0 and Ω defined by (26), we have, using q < 3 2 ,
The Claim is proved.
Using Claim 1 and the fact that
By computation
By (30), we have that for j = 1, 2, 3,
Proof. We will show that T ij · ν i = F (|x ′ |, x 3 )x j for some function F (|x ′ |, x 3 ), j = 1, 2, so its integral on any cylinder {|x ′ | = ǫ} vanishes. Let x ′ = (x 1 , x 2 ), u ′ = (u 1 , u 2 ), ∇ ′ = (∂ 1 , ∂ 2 ), (ρ, φ, z) be the cylindrical coordinates, and the unit normal e ρ = (cos φ, sin φ, 0), e φ = (− sin φ, cos φ, 0), e z = (0, 0, 1). So we have x = ρe ρ + ze z , x ′ = ρe ρ . Notice u is axisymmetric no-swirl, we can write u = u ρ e ρ + u z e z , where u ρ and u z are both independent of φ. By computation,
On ∂Ω ǫ ∩ {|x ′ | = ǫ}, the outer-normal ν = 1 ρ (x 1 , x 2 , 0). Since u is axisymmetric, u ρ is independent of φ, so u 1 = u ρ (ρ, z) cos φ, and we have
With similar argument we also have L (1) 2 = 0. The lemma is proved.
where b is the constant defined by (7) . 
Proof. Recall
Since u = (u 1 , u 2 , u 3 ) = 1 r U ′ θ e r + 1 r sin θ U θ e θ , we have
. By computation we have
Since ϕ(0, 0, R) = ϕ(0, 0, −R) = 0, we have
Next, write
We have |B 2 | ≤ C R −R |G(x)x 3 |dx 3 By (27) and (34), we have that for |x ′ | = ǫ, −R ≤ x 3 ≤ R,
So lim ǫ→0 |G(x)x 3 | = 0 a.e. x 3 ∈ [−R, R], and |G(x)x 3 | ≤ C for −R ≤ x 3 ≤ R. By the dominated convergence theorem, we have
We also have 1 − y 2 = sin θ = ǫ/r. By (27), (34) and (37), we have 
and |∇ x ′ f | ≤ C/δ. Let g(x n ) be a smooth function such that g(x n ) := 1, 2 ≤ |x n | ≤ 3, 0, |x n | ≤ 1 or |x n | ≥ 4, and |g ′ (x n )| ≤ C. Define u δ (x) := f δ (x ′ )g(x n ), then u δ is in C 1 0 (R n ). By computation,
On the other hand, since δ ≤ 1,
Since u δ satisfies (15), we have δ αp+n−1 ≤ Cδ α ′ p+n−1 for any 0 < δ < 1, therefore α ′ ≤ α. Next, we prove (15) for α ′ ≤ α. Since |x ′ | ≤ |x|, we only need to prove it for α ′ = α, i.e.
We introduce the spherical coordinates in R n . Let r > 0, θ 1 , ..., θ n−2 ∈ [0, π] and θ n−1 ∈ [0, 2π]. Denote x 1 = r sin θ 1 sin θ 2 · · · sin θ n−2 sin θ n−1 ,
x 2 = r sin θ 1 sin θ 2 · · · sin θ n−2 cos θ n−1 ,
x 3 = r sin θ 1 sin θ 2 · · · sin θ n−3 cos θ n−2 , · · ·
x n−1 = r sin θ 1 cos θ 2 ,
x n = r cos θ 1 .
Then |x ′ | = r sin θ 1 and dx = r n−1 sin n−2 θ 1 sin n−3 θ 2 · · · sin θ n−2 drdθ 1 · · · dθ n−1 . Let ω = (θ 1 , ..., θ n−1 ), ω ′ = (θ 2 , ..., θ n−1 ), Ω = sin n−2 θ 1 · · · sin θ n−2 , and Ω ′ = sin n−3 θ 2 · · · sin θ n−2 , E = {ω ′ | 0 ≤ θ i ≤ π, 2 ≤ i ≤ n − 2, 0 ≤ θ n−1 ≤ 2π}. Denote dω = dθ 1 · · · dθ n−1 and dω ′ = dθ 2 · · · dθ n−1 . We can express Proof. By Corollary 2.1, we have |u c,γ | ≤ C(|c| + |γ|) |x||x ′ | , |∇u c,γ | ≤ C(|c| + |γ|) |x||x ′ | .
By Theorem 1.3 with α = β = − 1 2 , p = 2 and n = 3, we have 
