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Abstract—Multiple Object Tracking (MOT) is an important computer vision problem which has gained increasing attention due to
its academic and commercial potential. Although different kinds of approaches have been proposed to tackle this problem, it still
remains challenging due to factors like abrupt appearance changes and severe object occlusions. In this work, we contribute the
first comprehensive and most recent review on this problem. We inspect the recent advances in various aspects and propose some
interesting directions for future research. To the best of our knowledge, there has not been any extensive review on this topic in the
community. We endeavor to provide a thorough review on the development of this problem in recent decades. The main contributions
of this review are fourfold: 1) Key aspects in a multiple object tracking system, including formulation, categorization, key principles,
evaluation of an MOT are discussed. 2) Instead of enumerating individual works, we discuss existing approaches according to various
aspects, in each of which methods are divided into different groups and each group is discussed in detail for the principles, advances
and drawbacks. 3) We examine experiments of existing publications and summarize results on popular datasets to provide quantitative
comparisons. We also point to some interesting discoveries by analyzing these results. 4) We provide a discussion about issues of MOT
research, as well as some interesting directions which could possibly become potential research effort in the future.
F
1 INTRODUCTION
Multiple Object Tracking (MOT), or Multiple Target
Tracking (MTT), plays an important role in computer vi-
sion. The task of MOT is largely partitioned to locating
multiple objects, maintaining their identities, and yielding
their individual trajectories given an input video. Objects to
track can be, for example, pedestrians on the street [1], [2],
vehicles in the road [3], [4], sport players on the court [5],
[6], [7], or groups of animals (birds [8], bats [9], ants [10],
fish [11], [12], [13], cells [14], [15], etc.). Multiple “objects”
could also be viewed as different parts of a single object
[16]. In this review, we mainly focus on the research on
pedestrian tracking. The underlying reasons for this spec-
ification are threefold. First, compared to other common
objects in our environment, pedestrians are typical non-
rigid objects, which is an ideal example to study the MOT
problem. Second, videos of pedestrians arise in a huge num-
ber of practical applications, which further results in great
commercial potential. Third, according to all data collected
for this review, at least 70% of current MOT research efforts
are devoted to pedestrians.
As a mid-level task in computer vision, multiple object
tracking grounds high-level tasks such as pose estimation
[17], action recognition [18], and behavior analysis [19]. It
has numerous practical applications, such as visual surveil-
lance [20], human computer interaction [21] and virtual
reality [22]. These practical requirements have sparked enor-
mous interest in this topic. Compared with Single Object
Tracking (SOT), which primarily focuses on designing so-
phisticated appearance models and/or motion models to
deal with challenging factors such as scale changes, out-
of-plane rotations and illumination variations, multiple ob-
ject tracking additionally requires two tasks to be solved:
determining the number of objects, which typically varies
over time, and maintaining their identities. Apart from
the common challenges in both SOT and MOT, further
key issues that complicate MOT include among others:
1) frequent occlusions, 2) initialization and termination of
tracks, 3) similar appearance, and 4) interactions among
multiple objects. In order to deal with all these issues, a wide
range of solutions have been proposed in the past decades.
These solutions concentrate on different aspects of an MOT
system, making it difficult for MOT researchers, especially
newcomers, to gain a comprehensive understanding of this
problem. Therefore, in this work we provide a review to
discuss the various aspects of the multiple object tracking
problem.
1.1 Differences from Other Related Reviews
To the best of our knowledge, there has not been any
comprehensive literature review on the topic of multiple
object tracking. However, there have been some other re-
views related to multiple object tracking, which are listed in
Table 1. We group these surveys into three sets and highlight
the differences from ours as follows.
• The first set [19], [20], [21], [23], [24] discusses track-
ing as an individual part while this work specifically
discusses various aspects of MOT. For example, ob-
ject tracking is discussed as a step in the procedure
of high-level tasks such as crowd modeling [19], [23],
[24]. Similarly, in [21] and [20], object tracking is re-
viewed as a part of a system for behavior recognition
[21] or video surveillance [20].
• The second set [25], [26], [27], [28] is dedicated to
general visual tracking techniques [25], [26], [27] or
some special issues such as appearance models in
visual tracking [28]. Their reviewing scope is wider
than ours; ours on the contrary is more comprehen-
sive and focused on multiple object tracking.
• The third set [29], [30] introduces and discusses
benchmarks on general visual tracking [29] and on
specific multiple object tracking [30]. Their attention
is laid on experimental studies rather than literature
reviews.
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2TABLE 1: A summary of other literature reviews
Reference Topic Year
Zhan et al. [23] Crowd Analysis 2008
Hu et al. [19] Object Motion and Behaviors 2004
Kim et al. [24] Intelligent Visual Surveillance 2010
Candamo et al. [21] Behavior Recognition in Transit Scenes 2010
Xiaogang Wang [20] Multi-Camera Video Surveillance 2013
Forsyth et al. [25] Human Motion Analysis 2006
Kevin Cannons [26] Visual Tracking 2008
Yilmaz et al. [27] Object Visual Tracking 2006
Li et al. [28] Appearance Models in Object Tracking 2013
Wu et al. [29] Visual Tracking Benchmark 2013
Leal-Taixe´ et al. [30] MOT Benchmark 2015
1.2 Contributions
We provide the first comprehensive review on the MOT
problem to the computer vision community, which we
believe is helpful to understand this problem, its main
challenges, pitfalls, and the state of the art. The main contri-
butions of this review are summarized as follows:
• We derive a unified formulation of the MOT prob-
lem which consolidates most of the existing MOT
methods (Section 2.1), and two different ways to
categorize MOT methods (Section 2.2).
• We investigate different key components involved in
an MOT system, each of which is further divided into
different aspects and discussed in detail regarding its
principles, advances, and drawbacks (Section 3).
• Experimental results on popular datasets regarding
different approaches are presented, which makes
future experimental comparison convenient. By in-
vestigating the provided results, some interesting
observations and findings are revealed (Section 4).
• By summarizing the MOT review, we unveil existing
issues of MOT research. Furthermore, open problems
are discussed to identify potential future research
directions (Section 5).
Note that this work is mainly dedicated to reviewing recent
literature on the advances in multiple object tracking. As
mentioned above, we also present experimental results on
publicly available datasets excepted from existing publica-
tions to provide a quantitative view on the state-of-the-art
MOT methods. For standardized benchmarking of multiple
object tracking we kindly refer the readers to the recent work
MOTChallenge by Leal-Taixe´ et al. [30].
1.3 Organization of This Review
Our goal is to provide an overview of the major aspects
in the MOT task. These aspects include the current state
of research in MOT, all the detailed issues requiring con-
sideration in building a system, and how to evaluate an
MOT system. Section 2 describes the MOT problem, in-
cluding its general formulation (Section 2.1) and typical
ways for categorization (Section 2.2). Section 3 contributes
to the most common components involved in modeling
multi-object tracking, i.e., appearance model (Section 3.1),
motion model (Section 3.2), interaction model (Section 3.3),
exclusion model (Section 3.4), occlusion handling (Section
TABLE 2: Denotations employed in this review
Symbol Description Symbol Description
P probability I image
S similarity S set of states
C cost O set of observations
N frame number T trajectory/tracklet
M object number M feature matrix
G graph Σ covariance matrix
V vertex set L Laplacian matrix
E edge set Y label set
D distance
L likelihood
F function
Z normalization factor
N normal distribution
S set
p position x, y position
v velocity u, v speed
f feature w, α, λ weight
c color t time index
o observation i, j, k general index
s state σ variance
a acceleration  noise
y label s size
3.5), and inference methods (Section 3.6). Furthermore, is-
sues concerning evaluations, including metrics (Section 4.1),
public datasets (Section 4.2), public codes (Section 4.3), and
benchmark results (Section 4.4) are discussed in Section 4.
This part is followed by Section 5 which summarizes the
existing issues and interesting problems for future directions
of the MOT research in the community.
1.4 Denotations
Throughout this manuscript, we denote scalar and vector
variables by lowercase letters (e.g., x) and bold lowercase
letters (e.g., x), respectively. We use bold capital letters
(e.g., X) to denote a matrix or a set of vectors. Capital letters
(e.g., X) are adopted for specific functions or variables.
Table 2 lists symbols utilized throughout this review. Except
the symbols in the table, there may be some symbols for
a specific reference. As these symbols are not commonly
employed, they are not listed in the table but will be rather
defined in the context.
2 MOT PROBLEM
We first endeavor to give a general mathematical formula-
tion of MOT. We then discuss its possible categorizations
based on different aspects.
2.1 Problem Formulation
The MOT problem has been formulated differently from
various perspectives in previous works, which makes it
difficult to understand this problem from a high-level view.
Here we offer a general formulation and argue that existing
works can be unified under this formulation. To the best
of our knowledge, there has not been any previous work
towards this attempt.
In general, multiple object tracking can be viewed as
a multi-variable estimation problem. Given an image se-
quence, we employ sit to denote the state of the i-th
object in the t-th frame, St = (s1t , s
2
t , ..., s
Mt
t ) to denote
states of all the Mt objects in the t-th frame. We employ
3siis:ie = {siis , ..., siie} to denote the sequential states of the
i-th object, where is and ie are respectively the first and last
frame in which target i exists, and S1:t = {S1,S2, ...,St}
to denote all the sequential states of all the objects from the
first frame to the t-th frame. Note that the object number
may vary from frame to frame.
Correspondingly, following the most commonly used
tracking-by-detection, or Detection Based Tracking (DBT)
paradigm, we utilize oit to denote the collected observations
for the i-th object in the t-th frame, Ot = (o1t ,o
2
t , ...,o
Mt
t )
to denote the collected observations for all the Mt objects in
the t-th frame, and O1:t = {O1,O2, ...,Ot} to denote all the
collected sequential observations of all the objects from the
first frame to the t-th frame.
The objective of multiple object tracking is to find the
“optimal” sequential states of all the objects, which can be
generally modeled by performing MAP (maximal a pos-
teriori) estimation from the conditional distribution of the
sequential states given all the observations:
Ŝ1:t = arg max
S1:t
P (S1:t|O1:t) . (1)
Different MOT algorithms from previous works can now
be thought as designing different approaches to solving
the above MAP problem, either from a probabilistic inference
perspective [6], [31], [32], [33], [34], [35], [36], [37] or a
deterministic optimization perspective [16], [38], [39], [40],
[41], [42], [43], [44], [45], [46], [47], [48].
The probabilistic inference based approaches usually
solve the MAP problem in Eqn. (1) using a two-step iterative
procedure as follows,
Predict: P (St|O1:t−1)=
∫
P (St|St−1)P (St−1|O1:t−1)dSt−1,
Update: P (St|O1:t) ∝ P (Ot|St)P (St|O1:t−1).
Here P (St|St−1) and P (Ot|St) are the Dynamic Model and
the Observation Model, respectively.
The deterministic optimization based approaches di-
rectly maximize the likelihood function L (O1:t|S1:t) as a
delegate of P (S1:t|O1:t) over a set of available observations
{Oˆn1:t}:
Ŝ1:t = arg max
S1:t
P (S1:t|O1:t)
= arg max
S1:t
L (O1:t|S1:t)
= arg max
S1:t
∏
n
P
(
Oˆn1:t|S1:t
)
,
(2)
or conversely minimize an energy function E (S1:t|O1:t):
Ŝ1:t = arg max
S1:t
P (S1:t|O1:t)
= arg max
S1:t
exp (−E (S1:t|O1:t)) /Z
= arg min
S1:t
E (S1:t|O1:t),
(3)
where Z is a normalization factor to ensure P (S1:t|O1:t) to
be a probability distribution.
2.2 MOT Categorization
It is difficult to classify one particular MOT method into a
distinct category by a universal criterion. Admitting this, it
Sequence
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Fig. 1: A procedure flow of two prominent tracking ap-
proaches. Top: Detection-Based Tracking (DBT), bottom:
Detection-Free Tracking (DFT).
is thus feasible to group MOT methods by multiple criteria.
In the following we attempt to conduct this according to
three criteria: a) initialization method, b) processing mode, and
c) type of output. The reason we choose these three criteria is
that this naturally follows the way of processing a task, i.e.,
how the task is initialized, how it is processed and what type
of result is obtained. In the following, each of the criteria
along with its corresponding categorization is represented.
2.2.1 Initialization Method
Most existing MOT works can be grouped into two sets [49],
depending on how objects are initialized: Detection-Based
Tracking (DBT) and Detection-Free Tracking (DFT).
Detection-Based Tracking. As shown in Figure 1 (top),
objects are first detected and then linked into trajectories.
This strategy is also commonly referred to as “tracking-by-
detection”. Given a sequence, type-specific object detection
or motion detection (based on background modeling) [50],
[51] is applied in each frame to obtain object hypotheses,
then (sequential or batch) tracking is conducted to link
detection hypotheses into trajectories. There are two issues
worth noting. First, since the object detector is trained in
advance, the majority of DBT focuses on specific kinds of
targets, such as pedestrians, vehicles or faces. Second, the
performance of DBT highly depends on the performance of
the employed object detector.
Detection-Free Tracking. As shown in Figure 1 (bottom),
DFT [52], [53], [54], [55] requires manual initialization of
a fixed number of objects in the first frame, then localizes
these objects in subsequent frames.
DBT is more popular because new objects are discovered
and disappearing objects are terminated automatically. DFT
cannot deal with the case that objects appear. However, it
is free of pre-trained object detectors. Table 3 lists the major
differences between DBT and DFT.
2.2.2 Processing Mode
MOT can also be categorized into online tracking and offline
tracking. The difference is whether or not observations from
future frames are utilized when handling the current frame.
Online, also called causal, tracking methods only rely on the
past information available up to the current frame, while
4TABLE 3: Comparison between DBT and DFT. Adapted
from [49].
Item DBT DFT
Initialization automatic, imperfect manual, perfect
# of objects varying fixed
Applications specific type of objects(in most cases) any type of objects
Advantages ability to handle varyingnumber of objects free of object detector
Drawbacks performance depends onobject detection manual initialization
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Fig. 2: An illustration of online (top) and offline (bottom)
tracking. Best viewed in color.
offline, or batch tracking approaches employ observations
both in the past and in the future.
Online tracking. In online tracking [52], [53], [54], [56],
[57], the image sequence is handled in a step-wise manner,
thus online tracking is also named as sequential tracking.
An illustration is shown in Figure 2 (top), with three objects
(different circles) a, b, and c. The green arrows represent
observations in the past. The results are represented by
the object’s location and its ID. Based on the up-to-time
observations, trajectories are produced on the fly.
Offline tracking. Offline tracking [1], [46], [47], [51], [58],
[59], [60], [61], [62], [63] utilizes a batch of frames to process
the data. As shown in Figure 2 (bottom), observations from
all the frames are required to be obtained in advance and are
analyzed jointly to estimate the final output. Note that, due
to computational and memory limitation, it is not always
possible to handle all the frames at once. An alternative
solution is to split the data into shorter video clips, and
infer the results hierarchically or sequentially for each batch.
Table 4 lists the differences between the two processing
modes.
2.2.3 Type of Output
This criterion classifies MOT methods into deterministic
ones and probabilistic ones, depending on the randomness
of output. The output of deterministic tracking is constant
when running the methods multiple times. While output re-
sults are different in different running trials of probabilistic
TABLE 4: Comparison between online and offline tracking
Item Online tracking Offline tracking
Input Up-to-time observations All observations
Methodology
Gradually extend existing
trajectories with
current observations
Link observations
into trajectories
Advantages Suitable for online tasks Obtain global optimalsolution theoretically
Drawbacks Suffer from shortageof observation
Delay in outputting
final results
tracking methods. The difference between these two types
of methods results from the optimization methods adopted
as mentioned in Section 2.1.
2.2.4 Discussion
The difference between DBT and DFT is whether a detection
model is adopted (DBT) or not (DFT). The key to differenti-
ate online and offline tracking is the way they process obser-
vations. Readers may question whether DFT is identical to
online tracking because it seems DFT always processes ob-
servations sequentially. This is true in most cases although
some exceptions exist. Orderless tracking [64] is an example.
It is DFT and simultaneously processes observations in an
orderless way. Though it is for single object tracking, it can
also be applied for MOT, and thus DFT can also be applied
in a batch mode. Another vagueness may rise between
DBT and offline tracking, as in DBT tracklets or detection
responses are usually associated in a batch way. Note that
there are also sequential DBT which conducts association
between previously obtained trajectories and new detection
responses [8], [31], [65].
The categories presented above in Section 2.2.1, 2.2.2 and
2.2.3 are three possible ways to classify MOT methods, while
there may be others. Notably, specific solutions for sport
scenarios [5], [6], aerial scenes [44], [66], generic objects [8],
[65], [67], [68], etc. exist and we suggest the readers refer to
the respective publications.
By providing these three criteria described above, it
is convenient for one to tag a specific method with the
combination of the categorization label. This would help one
to understand a specific approach easier.
3 MOT COMPONENTS
In this section, we represent the primary components of
an MOT approach. As mentioned above, the goal of MOT
is to discover multiple objects in individual frames and
recover the identity information across continuous frames,
i.e., trajectory, from a given sequence. When developing
MOT approaches, two major issues should be considered.
One is how to measure similarity between objects in frames,
the other one is how to recover the identity informa-
tion based on the similarity measurement between objects
across frames. Roughly speaking, the first issue involves
the modeling of appearance, motion, interaction, exclusion,
and occlusion. The second one involves with the inference
problem. We review recent progress regarding both items as
the following.
5(a) (b)
(c) (d) (e) (f)
Fig. 3: An illustration of various visual features. (a) Optical
flow [69], (b) covariance matrix, (c) point features [68], (d)
gradient based features (HOG) [70], (e) depth [71], and (f)
color features [72]. Best viewed in color.
3.1 Appearance Model
Appearance is an important cue for affinity computation
in MOT. However, different from single object tracking,
which primarily focuses on constructing a sophisticated
appearance model to discriminate object from background,
most MOT methods do not consider appearance modeling
as the core component, although it can be an important one.
Technically, an appearance model includes two compo-
nents: visual representation and statistical measuring. Visual
representation describes the visual characteristics of an ob-
ject using some features, either based on a single cue or mul-
tiple cues. Statistical measuring, on the other hand, is the
computation of similarity between different observations.
More formally, the similarity between two observations i
and j can be written as
Sij = F (oi,oj) , (4)
where oi and oj are visual representations of different
observations, and F (·, ·) is a function that measures the sim-
ilarity between them. In the following, we first discuss the
visual representation in MOT, and then describe statistical
measurement, respectively.
3.1.1 Visual Representation
Visual representation describes an object according to dif-
ferent kinds of features, which are shown in Figure 3. We
group features into the following different categories.
Local features. KLT is an example of searching “good”
local features and tracking. It is successfully adopted in
both SOT [73] and MOT. Obtaining easy-to-track features,
we can employ them to generate short trajectories [62], [74],
estimate camera motion [63], [75], motion clustering [68] and
so on. Optical flow can also be regarded as local features
if we treat image pixel as the finest local range. A set of
solutions to MOT utilize optical flow to link detection re-
sponses into short tracklets before data association [76], [77].
As it is related with motion, it is utilized to encode motion
information [78], [79]. One special application of optical flow
is to discover crowd motion patterns in extremely crowded
scenarios [35], [69], where ordinary features are not reliable.
Region features. Compared with local features, region
features are extracted from a wider range (e.g. a bounding
box). We illustrate them as three types: a) zero-order type,
b) first-order type and c) up-to-second-order type. Here, order
means the order of discrepancy when computing the rep-
resentation. For instance, zero-order means values of pixels
are not compared, while one-order means discrepancy val-
ues among pixels are computed once.
• Zero-order. This is the most widely utilized repre-
sentation for MOT. Color histogram [34], [62], [71],
[72], [77] and raw pixel template [80] are two typical
examples of this type.
• First-order. Gradient-based representations like HOG
[18], [32], [60], [77], [81] and level-set formulation [71]
are commonly employed.
• Up-to-second-order. Region covariance matrix [82],
[83] which computes up-to-second-order discrep-
ancy belongs to this set. It has been adopted in [52],
[60], [61].
Others. Besides local and region features, there are some
other kinds of representation. Taking depth as an example,
it is typically used to refine detection hypotheses [71], [84],
[85], [86], [87]. The Probabilistic Occupancy Map (POM) [42],
[88] is employed to estimate how likely an object would
occur in a specific grid cell. One more example is gait
feature, which is unique for individual persons [62].
Discussion. Generally, color histogram is a well studied
similarity measure, but it ignores the spatial layout of the
object region. Local features are efficient, but sensitive to
issues like occlusion and out-of-plane rotation. Gradient
based features like HOG can describe the shape of an object
and are robust to certain transformations such as illumi-
nation changes, but they cannot handle occlusion and de-
formation well. Region covariance matrix features are more
robust as they take more information in account, but this
benefit is obtained at the cost of more computation. Depth
features make the computation of affinity more accurate,
but they require multiple views of the same scenery and/or
additional algorithm [89] to obtain depth measurements.
3.1.2 Statistical Measuring
This step is closely related to the section above. Based
on visual representation, statistical measure computes the
affinity between two observations. While some approaches
solely rely on one kind of cue, others are built on multiple
cues.
Single cue. Modeling appearance using single cue is
either transforming distance into similarity or directly calcu-
lating the affinity. For example, the Normalized Cross Corre-
lation (NCC) is usually adopted to calculate the affinity be-
tween two counterparts based on the representation of raw
pixel template mentioned above [2], [69], [80], [90]. Speaking
of color histogram, Bhattacharyya distance B (·, ·) is used
to compute the distance between two color histograms ci
and cj . The distance is transformed into similarity S like
S (Ti,Tj) = exp (−B (ci, cj)) [31], [36], [58], [62], [63], [91]
or fit the distance to Gaussian distributions like [38]. Trans-
formation of dissimilarity into likelihood is also applied to
the representation of covariance matrix [61]. Besides these
typical models, bag-of-words model [92] is employed based
on point feature representation [33].
Multiple cues. Different kinds of cues can complement
each other to make the appearance model more robust.
6TABLE 5: An overview of typical appearance models em-
ploying multiple cues.
Strategy Employed Cue Ref.
Boosting Color, HOG, shapes,covariance matrix, etc. [40], [49], [60]
Concatenating Color, HOG,optical flow, etc. [46]
Summation Color, depth,correlogram, LBP, etc. [71], [93], [94]
Product Color, shapes,bags of local features, etc. [33], [51], [95], [96]
Cascading Depth, shape,texture, etc. [77], [87]
However, it not trivial to decide how to fuse the information
from multiple cues. Regarding this, we summarize multi-
cue based appearance models according to five kinds of fu-
sion strategies: Boosting, Concatenating, Summation, Product,
and Cascading (see also Table 5).
• Boosting. The strategy of Boosting usually selects
a portion of features from a feature pool sequen-
tially via a Boosting based algorithm. For example,
from color histogram, HOG and covariance matrix
descriptor, AdaBoost, RealBoost, and a HybridBoost
algorithm are respectively employed to choose the
most representative features to discriminate pairs of
tracklets of the same object from those of different
objects in [60], [49] and [40].
• Concatenation. Different kinds of features can be
concatenated for computation. In [46], color, HOG
and optical flow are concatenated for appearance
modeling.
• Summation. This strategy takes affinity values from
different features and balance these values with
weights [71], [93], [94].
• Product. Differently from the strategy above, values
are multiplied to produce the integrated affinity [33],
[51], [95], [96]. Note that, independence assumption
is usually made when applying this strategy.
• Cascading. This is a cascade manner of using various
types of visual representation, either to narrow the
search space [87] or model appearance in a coarse-
to-fine way [77].
3.2 Motion Model
The motion model captures the dynamic behavior of an ob-
ject. It estimates the potential position of objects in the future
frames, thereby reducing the search space. In most cases,
objects are assumed to move smoothly in the world and
therefore in the image space (except for abrupt motions).
We will discuss linear motion model and non-linear motion
model in the following.
3.2.1 Linear Motion Model
This is by far the most popular model [32], [97], [98]. A
constant velocity assumption [32] is made in this model.
Based on this assumption, there are three different ways to
construct the model.
• Velocity smoothness is modeled by enforcing the
velocity values of an object in successive frames to
(a) (b)
Fig. 4: An image comparing the linear motion model (a) with
the non-linear motion model (b) [47]. Best viewed in color.
change smoothly. In [45], it is implemented as a cost
term,
Cdyn =
N−2∑
t=1
M∑
i=1
∥∥vti − vt+1i ∥∥2 , (5)
where the summation is conducted over N frames
and M trajectories/objects.
• Position smoothness directly forces the discrepancy
between the observed position and estimated posi-
tion. Let us take [31] as an example. Considering a
temporal gap ∆t between tail of trackletTj and head
of tracklet Tj , the smoothness is modeled by fitting
the estimated position to a Gaussian distribution
with the observed position as center. In the stage
of estimation, both forward motion and backward
motion are considered. Thus, the affinity considering
linear motion model is,
Pm (Ti,Tj) = N
(
ptaili + v
F
i ∆t;p
head
j ,Σ
B
j
)
∗
N
(
pheadj + v
B
i ∆t;p
tail
i ,Σ
F
i
)
.
(6)
where “F” and “B” means forward and backward
direction. A similar strategy is adopted by Yang et
al. [59]. The displacement between observed posi-
tion and estimated position ∆p is fit to a Gaussian
distribution with zero center. Other examples of this
strategy are [1], [7], [58], [59], [60], [99].
• Acceleration smoothness. Besides considering posi-
tion and velocity smoothness, acceleration is taken
into account [99]. The probability distribution of mo-
tion of a state {sˆk} at time k given the observation
tracklet {ok} is modeled as,
P ({sˆk} | {ok}) =
∏
k
N (xk − xˆk;0,Σp)∏
k
N (vk;0,Σv)
∏
k
N (ak;0,Σa) ,
(7)
where vk is the velocity, ak is the acceleration, and
N is a zero-mean Gaussian distribution.
3.2.2 Non-linear Motion Model
The linear motion model is commonly used to explain the
object’s dynamics. However, there are some cases which the
linear motion model cannot deal with. To this end, non-
linear motion models are proposed to produce more accu-
rate motion affinity between tracklets. For instance, Yang et
al. [47] employ a non-linear motion model to handle the sit-
uation that targets may move freely. Given two tracklets T1
7and T2 which belong to the same target in Figure 4(a), the
linear motion model [59] would produce a low probability
to link them. Alternatively, employing the non-linear motion
model, the gap between the tail of tracklet T1 and the head
of tracklet T2 could be reasonably explained by a tracklet
T0 ∈ S , where S is the set of support tracklets. As shown in
Figure 4(b), T0 matches the tail of T1 and the head of T2.
Then the real path to bridge T1 and T2 is estimated based
on T0, and the affinity between T1 and T2 is computed
similarly as described in Section 3.2.1.
3.3 Interaction Model
Interaction model, also known as mutual motion model,
captures the influence of an object on other objects. In the
crowd scenery, an object would experience some “force”
from other agents and objects. For instance, when a pedes-
trian is walking on the street, he would adjust his speed,
direction and destination, in order to avoid collisions with
others. Another example is when a crowd of people walk
across a street, each of them follows other people and guides
others at the same time. In fact, these are examples of two
typical interaction models known as the social force models
[100] and the crowd motion pattern models [101].
3.3.1 Social Force Models
Social force models are also known as group models. In
these models, each object is considered to be dependent
on other objects and environmental factors. This type of
information could alleviate performance deterioration in
crowded scenes. In social force models, targets are consid-
ered as agents which determine their velocity, acceleration,
and destination based on observations of other objects and
the environment. More specifically, in social force models,
target behavior is modeled based on two aspects, individual
force and group force.
Individual force. For each individual in a group of
multiple objects, two types of forces are considered:
• fidelity, which means one should not change his
desired destination
• constancy, which means one should not suddenly
change his momentum, including speed and direc-
tion
Group force. For a whole group, three types of forces are
considered:
• attraction, which means individuals moving to-
gether as a group should stay close
• repulsion, which means that individuals moving to-
gether as a group should keep some distance away
from others to make all members comfortable
• coherence, which means individuals moving together
as a group should move with similar velocity
The majority of existing publications modeling interac-
tion among objects with social force typically minimizes an
energy objective, consisting of terms reflecting individual
force and group force. Table 6 lists exemplar publications
in the community which adopt social force models for
interaction modeling.
TABLE 6: Existing publications employing social force mod-
els.
Ref. Employed Forces
[2] repulsion, constancy, fidelity
[80] repulsion, constancy, attraction, coherence
[58] coherence
[63] repulsion, coherence
[102] constancy, fidelity, repulsion
[103] constancy, coherence
3.3.2 Crowd Motion Pattern Models
Inspired by the crowd simulation literature [23], motion
patterns are introduced to alleviate the difficulty of tracking
an individual object in the crowd. In general, this type of
models is usually applied in the over-crowded scenario
where the density of targets is considerably high. In such
highly-crowded scenery, objects are usually quite small, and
cues such as appearance and individual motion are ambigu-
ous. In this case, motion from the crowd is a comparably
reliable cue for the problem.
Roughly, there are two kinds of motion patterns, struc-
tured and unstructured ones. Structured motion patterns ex-
hibit collective spatio-temporal structure while unstructured
motion patterns exhibit various modalities of motion. In
general, motion patterns are learned by various methods
(including ND tensor voting [74], Hidden Markov Models
[36], [104], Correlated Topic Model [76], sometimes consid-
ering scene structures [69]) and applied as prior knowledge
to assist object tracking.
3.4 Exclusion Model
Exclusion is a constraint employed to avoid physical col-
lisions when seeking a solution to the MOT problem. It
arises from the fact that two distinct objects cannot occupy
the same physical space in the real world. Given multi-
ple detection responses and multiple trajectory hypotheses,
generally there are two constraints. The first one is the so-
called detection-level exclusion [105], i.e., two different detec-
tion responses in the same frame cannot be assigned to the
same target. The second one is the so-called trajectory-level
exclusion, i.e., two trajectories cannot be infinitely close to
each other.
3.4.1 Detection-level Exclusion Modeling
Different approaches are adopted to model the detection-
level exclusion. Basically, there are “soft” and “hard” mod-
els.
“Soft” modeling. Detection-level exclusion is “softly”
modeled by minimizing a cost term to penalize the case
of violation. For example, a penalty is defined if two simul-
taneous detection responses are assigned the same label of
trajectory and they are sufficiently distant from each other
in [105].
To model exclusion, a special exclusion graph is con-
structed to capture the constraint [106]. Given all the detec-
tion responses, they define a graph where nodes represent
detection responses. Each node (one detection) is connected
only to nodes (other detections) that exist at the same time
as the node itself. After constructing this graph, the label
8assignment is maximized w.r.t. exclusion to encourage con-
nected nodes to have different labels as Tr (YLY), where
L is the Laplacian matrix, Y =
(
y1, ...,y|V |
)
is the label
assignment of all the |V | nodes in the graph, and Tr (·) is
the trace norm of a matrix.
“Hard” modeling. “Hard” modeling of detection-level
exclusion is implemented by applying explicit constraint.
For instance, to model the detection-level exclusion, the so-
called cannot links are introduced to imitate that if two
tracklets have overlap in their time span, then they cannot
be assigned to the same cluster, i.e. to belong to the same
trajectory [107]. Non-negative discretization is conducted in
[108] to set detections into non-overlapping groups to obey
the constraint of mutual exclusion.
3.4.2 Trajectory-level Exclusion Modeling
Generally, trajectory-level exclusion is modeled by penal-
izing the case that two close detection hypotheses have
different trajectory labels. This will suppress one trajectory
label. For example, the penalty term in [109] is inversely pro-
portional to the distance between two detection responses
with different trajectory labels. If two detection responses
are too close, it will lead to a considerably large, or in the
limit case, infinite, cost. Similar idea is adopted in [48]. On
the contrary, the penalty of trajectory-level exclusion in [105]
is proportional to the spatial-temporal overlap between two
trajectories. The closer the two trajectories, the higher the
penalty. There is also a special case [43], in which the
exclusion is modeled as an extra constraint to the so-called
“Conflict” edges in a network flow based algorithm.
3.5 Occlusion Handling
Occlusion is perhaps the most critical challenge in MOT.
It is a primary cause for ID switches or fragmentation of
trajectories. In order to handle occlusion, various kinds of
strategies have been proposed.
3.5.1 Part-to-whole
This strategy is built on the assumption that a part of
the object is still visible when an occlusion happens. This
assumption holds in most cases. Based on this assumption,
approaches adopting this strategy observe and utilize the
visible part to infer the state of the whole object.
The popular way is dividing a holistic object (like a
bounding box) into several parts and computing affinity
based on individual parts. If an occlusion happens, affinities
regarding occluded parts should be low. Tracker would
be aware of this and adopt only the unoccluded parts for
estimation. Specifically, parts are derived by dividing objects
into grids uniformly [52], or fitting multiple parts into a
specific kind of object like human, e.g. 15 non-overlap parts
as in [49], and parts detected from the DPM detector [110]
in [77], [111].
Based on these individual parts, observations of the oc-
cluded parts are ignored. For instance, part-wise appearance
model is constructed in [52]. Reconstructed error is used to
determine which part is occluded or not. The appearance
model of the holistic object is selectively updated by only
updating the unoccluded parts. This is the “hard” way of
ignoring the occluded part, while there is a “soft” way in
Fig. 5: Training samples for the double-person detector
[113]. From left to right, the level of occlusion increases
[49]. Specifically, the affinity concerning two tracklets j and
k is computed as
∑
i wiF
(
f ij , f
i
k
)
, where f is feature, i is
the index of parts. The weights are learned according to the
occlusion relationship of parts. In [77], human body part
association is conducted to recover the part trajectory and
further assists whole object trajectory recovery.
“Part-to-whole” strategy is also applied in tracking
based on feature point clustering, which assumes feature
points with similar motion should belong to the same object.
As long as some parts of an object are visible, the clustering
of feature point trajectories will work [62], [68], [112].
3.5.2 Hypothesize-and-test
This strategy sidesteps challenges from occlusion by hy-
pothesizing proposals and testing the proposals according
to observations at hand. As the name indicates, this strategy
is composed of two steps, hypothesize and test.
Hypothesize. Zhang et al. [38] generate occlusion hy-
potheses based on the occludable pair of observations,
which are close and with similar scale. Assuming oi is
occluded by oj , a corresponding occlusion hypothesis is
o˜ji = (pj , si, fi, tj), where pj and tj are the position and
time stamp of oj , and si and fi are the size and appearance
feature of oi. This approach treats occlusion as distraction,
while in other works [113], [114] occlusion patterns are
employed to assist detection in case of occlusion. More
specifically, different detection hypotheses are generated by
synthetically combining two objects with different levels
and patterns of occlusion (see Figure 5).
Test. The hypotheses would be employed for MOT when
they are ready. Let us revisit the two approaches described
above. In [38], the hypothesized observations along with the
original ones are given as input to the cost-flow framework
and MAP is conducted to obtain the optimal solution. In
[114] and [113], a multi-person detector is trained based on
the detection hypotheses. This detector greatly reduces the
difficulty of detection in case of occlusion.
3.5.3 Buffer-and-recover
This strategy buffers observations when occlusion happens
and remembers states of objects before occlusion. When
occlusion ends, object states are recovered based on the
buffered observations and the stored states before occlusion.
Mitzel et al. [71] keep a trajectory alive for up to 15
frames when occlusion happens, and extrapolates the po-
sition to grow the dormant trajectory through occlusion.
In case the object reappears, the track is triggered again
and the identity is maintained. This idea is followed in
[34]. Observation mode is activated when the tracking state
becomes ambiguous due to occlusion [115]. As soon as
9enough observations are obtained, hypotheses are generated
to explain the observations. This could also be treated as
“buffer-and-recover” strategy.
3.5.4 Others
The strategies described above may not cover all the tac-
tics explored in the community. For example, Andriyenko
et al. [116] represent targets as Gaussian distributions in
image space and explicitly model pair-wise occlusion ra-
tios between all targets as part of a differentiable energy
function. In general, it is non-trivial to distinctly separate or
categorize various approaches to occlusion modeling, and
in some cases, multiple strategies are used in combination.
3.6 Inference
3.6.1 Probabilistic Inference
Approaches based on probabilistic inference typically repre-
sent states of objects as a distribution with uncertainty. The
goal of a tracking algorithm is to estimate the probabilistic
distribution of target state by a variety of probability rea-
soning methods based on existing observations. This kind of
approaches typically requires only the existing, i.e. past and
present observations, thus they are especially appropriate
for the task of online tracking. As only the existing observa-
tions are employed for estimation, it is naturally to impose
the assumption of Markov property in the objects state
sequence. This assumption includes two aspects, recalling
the formula in Section 2.1.
First, the current object state only depends on the pre-
vious states. Further, it only depends on the very last state
if the first-order Markov property is imposed, which can be
formalized as P (St|S1:t−1) = P (St|St−1).
Second, the observation of an object is only related to its
state corresponding to this observation. In other words, the
observations are conditionally independent: P (O1:t|S1:t) =∏t
i=1 P (Ot|St).
These two aspects are related to the Dynamic Model
and the Observation Model, respectively. The dynamic model
corresponds to the tracking strategy, while the observation
model provides observation measurements concerning ob-
ject states. The predict step is to estimate the current state
based on all the previous observations. More specifically,
the posterior probability distribution of the current state
is estimated by integrating in the space of the last object
state via the dynamic model. The update step is to update
the posterior probability distribution of states based on the
obtained measurements under the observation model.
According to the equations, states of objects can be esti-
mated by iteratively conducting the prediction and updat-
ing steps. However, in practice, the object state distribution
cannot be represented without simplifying assumptions,
thus there is no analytical solution to computing the integral
of the state distribution. Additionally, for multiple objects,
the dimension of the sets of states is very large, which makes
the integration even more difficult, requiring the derivation
for approximate solutions.
Various kinds of probabilistic inference models haves
been applied to multi-object tracking [36], [95], [117], [118],
such as Kalman filter [35], [37], Extended Kalman filter [34]
Fig. 6: The original cost-flow network of Zhang and Neva-
tia [38] with 3 timesteps and 9 observations.
and Particle filter [32], [33], [52], [93], [119], [120], [121],
[122].
Kalman filter. In the case of a linear system and
Gaussian-distributed object states, the Kalman filter [37] is
proved to be the optimal estimator. It has been applied in
[35].
Extended Kalman filter. To include the non-linear case,
the extended Kalman filter is one possible solution. It ap-
proximates the non-linear system by a Taylor expansion
[34].
Particle filter. Monte Carlo sampling based models have
also become popular in tracking, especially after the intro-
duction of the particle filter [10], [32], [33], [52], [93], [119],
[120], [121]. This strategy models the underlying distribu-
tion by a set of weighted particles, thereby allowing to drop
any assumptions about the distribution itself [32], [33], [36],
[93].
3.6.2 Deterministic Optimization
As opposed to the probabilistic inference methods, ap-
proaches based on deterministic optimization aim to find
the maximum a posteriori (MAP) solution to MOT. To
that end, the task of inferring data association, the target
states or both, is typically cast as an optimization problem.
Approaches within this framework are more suitable for
the task of offline tracking because observations from all
the frames or at least a time window are required to be
available in advance. Given observations (usually detection
hypotheses) from all the frames, these types of methods
endeavor to globally associate observations belonging to an
identical object into a trajectory. The key issue is how to
find the optimal association. Some popular and well-studied
approaches are detailed in the following.
Bipartite graph matching. By modeling the MOT prob-
lem as bipartite graph matching, two disjoint sets of graph
nodes could be existing trajectories and new detections in
online tracking or two sets of tracklets in offline tracking.
Weights among nodes are modeled as affinities between
trajectories and detections. Then either a greedy bipartite
assignment algorithm [32], [111], [123] or the optimal Hun-
garian algorithm [31], [39], [58], [66], [124] are employed to
determine the matching between nodes in the two sets.
Dynamic Programming. Extend dynamic programming
[125], linear programming [126], [127], [128], quadratic
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boolean programming [129], K-shortest paths [18], [42], set
cover [130] and subgraph multicut [131], [132] are adopted
to solve the association problem among detections or track-
lets.
Min-cost max-flow network flow. Network flow is a
directed graph where each edge has a certain capacity.
For MOT, nodes in the graph are detection responses or
tracklets. Flow is modeled as an indicator to link two nodes
or not. To meet the flow balance requirement, a source
node and a sink node corresponding to the start and the
end of a trajectory are added to the graph (see Figure 6).
One trajectory corresponds to one flow path in the graph.
The total flow transited from the source node to the sink
node equals to the number of trajectories, and the cost of
transition is the negative log-likelihood of all the association
hypotheses. Note that the globally optimal solution can be
obtained in polynomial time, e.g. using the push-relabel
algorithm. This model is exceptionally popular and has been
widely adopted [18], [38], [41], [43], [90], [133].
Conditional random field. The conditional random field
model is adopted to handle the MOT problem in [1], [59],
[105], [134]. Defining a graph G = (V,E) where V is the
set of nodes and E is the set of edges, low-level tracklets
are given as input to the graph. Each node in the graph
represents observations [105] or pairs of tracklets [59], and
a label is predicted to indicate which track the observations
belongs to or whether to link the tracklets.
MWIS. The maximum-weight independent set (MWIS)
is the heaviest subset of non-adjacent nodes of an attributed
graph. As in the CRF model described above, nodes in
the attribute graph represent pairs of tracklets in successive
frames, weights of nodes represent the affinity of the tracklet
pair, and the edge is connected if two tracklets share the
same detection. Given this graph, the data association is
modeled as the MWIS problem [46], [97].
3.6.3 Discussion
In practice, deterministic optimization or energy minimiza-
tion is employed more popularly compared with probabilis-
tic approaches. Although the probabilistic approaches pro-
vide a more intuitive and complete solution to the problem,
they are usually difficult to infer. On the contrary, energy
minimization could obtain a “good enough” solution in a
reasonable time.
4 MOT EVALUATION
For a given MOT approach, metrics and datasets are re-
quired to evaluate its performance quantitatively. This is
important for two reasons. On one hand, it is essential to
measure the influence of different components and param-
eters on the overall performance to design the best system.
On the other hand, it is desirable to have a direct comparison
to other methods. Performance evaluation for MOT is not
straightforward, as we will see in this section.
4.1 Metrics
Evaluation metrics of MOT approaches are crucial as they
provide a means for fair quantitative comparison. A brief
review on different MOT evaluation metrics is presented
TABLE 7: An overview of evaluation metrics for MOT. The
up arrow (resp. down arrow) indicates that the performance
is better if the quantity is greater (resp. smaller).
Metric Description Note
Recall Ratio of correctly matched detectionsto ground-truth detections ↑
Precision Ratio of correctly matched detectionsto total result detections ↑
FAF/FPPI Number of false alarms per frameaveraged over a sequence ↓
MODA Combines missed detections and FAF ↑
MODP Average overlap between true positivesand ground truth ↑
MOTA Combines false negatives, false positivesand mismatch rate ↑
IDS
Number of times that a tracked trajectory
changes its matched ground-truth identity
(or vice versa)
↓
MOTP Overlap between the estimated positions andthe ground truth averaged over the matches ↑
TDE Distance between the ground-truthannotation and the tracking result ↓
OSPA Cardinality error and spatial distance betweenground truth and the tracking results ↓
MT
Percentage of ground-truth trajectories
which are covered by the tracker
output for more than 80% of their length
↑
ML
Percentage of ground-truth trajectories
which are covered by the tracker
output for less than 20% of their length
↓
PT 1.0 - MT - ML -
FM Number of times that a ground-truthtrajectory is interrupted in the tracking result ↓
RS Ratio of tracks which arecorrectly recovered from short occlusion ↑
RL Ratio of tracks which arecorrectly recovered from long occlusion ↑
in this section. As many approaches to MOT employ the
tracking-by-detection strategy, they often measure detection
performance as well as tracking performance. Metrics for
object detection are therefore adopted in MOT approaches.
Based on this, MOT metrics can be roughly categorized into
two sets evaluating detection and tracking respectively, as
listed in Table 7.
4.1.1 Metrics for Detection
We further group metrics for detection into two subsets.
One set measures accuracy, and the other one measures
precision.
Accuracy. The commonly used Recall and Precision met-
rics as well as the average False Alarms per Frame (FAF)
rate are employed as MOT metrics [1]. Choi et al. [63] use
the False Positive Per Image (FPPI) to evaluate detection
performance in MOT. A comprehensive metric called Mul-
tiple Object Detection Accuracy (MODA), which considers
the relative number of false positives and miss detections is
proposed in [135].
Precision. The Multiple Object Detection Precision
(MODP) metric measures the quality of alignment between
predicted detections and the ground truths [135].
4.1.2 Metrics for Tracking
Metrics for tracking are classified into four subsets by dif-
ferent attributes as follows.
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TABLE 8: Statistics of publicly available datasets. # V and
# F mean how many videos and frames are included in
the dataset. “Multi-view” and “GT” indicate whether multi-
view data and ground truth are provided. “Indoor” and
“Outdoor” denote the types of scenarios in the dataset. For
the last four items, the check and cross marks mean YES and
NO, respectively. The page of a dataset can be accessed by
clicking the dataset name.
Dataset # V # F Multi-view GT Indoor Outdoor
MOT16 14 11K 5 X X X
KITTI 50 – X X 5 X
PETS 2016 13 – X X 5 X
PETS 2009 3 – X X 5 X
CAVIAR 54 – X X X 5
TUD Stadtmitte 1 179 5 X 5 X
TUD Campus 1 71 5 X 5 X
TUD Crossing 1 201 5 X 5 X
Caltech Pedestrian 137 250K 5 X 5 X
UBC Hockey 1 ≈100 5 5 5 X
ETH Pedestrian 8 4K X X 5 X
ETHZ Central 3 13K 5 X 5 X
Town Centre 1 4.5K 5 X 5 X
Zara 4 – 5 5 5 X
UCSD 98 – 5 5 5 X
UCF Marathon 3 1.3K 5 X 5 X
ParkingLOT 3 2.7K 5 X 5 X
Accuracy. This kind of metrics measures how accurately
an algorithm can track targets. The metric of ID switches
(IDs) [80] counts how many times an MOT algorithm
switches between objects. The Multiple Object Tracking Ac-
curacy (MOTA) metric [136] combines the false positive rate,
false negative rate and mismatch rate into a single number,
giving a fairly reasonable quantity for the overall tracking
performance. Despite some drawbacks and criticisms, this
is by far the most widely accepted evaluation measure for
MOT.
Precision. Three metrics, Multiple Object Tracking Pre-
cision (MOTP) [136], Tracking Distance Error (TDE) [36]
and OSPA [137] belong to this subset. They describe how
precisely the objects are tracked measured by bounding
box overlap and/or distance. Specifically, cardinality error
is additionally considered in [137].
Completeness. Metrics for completeness indicate how
completely the ground truth trajectories are tracked. The
numbers of Mostly Tracked (MT), Partly Tracked (PT),
Mostly Lost (ML) and Fragmentation (FM) [40] belong to
this set.
Robustness. To assess the ability of an MOT algorithm to
recover from occlusion, metrics called Recover from Short-
term occlusion (RS) and Recover from Long-term occlusion
(RL) are introduced in [51].
4.2 Datasets
To compare with various existing methods and determine
the state of the arts in MOT, publicly available datasets are
employed to evaluate the proposed methods in individual
publications. Table 8 gives the most popular datasets used
in the literature and provides detailed statistics of these
datasets.
These datasets have played an important role in the
progress of MOT. However, there are some issues with them.
First, the scale of datasets for MOT is relatively smaller than
TABLE 9: A list of publicly available program codes. Please
click the reference to access the page of the corresponding
code.
Ref. Note
Choi & Savarese [63] C++
Jiang et al. [126] C
Milan et al. [45] MATLAB
Andriyenko et al. [48] MATLAB
Milan et al. [105] MATLAB
Zamir et al. [138] MATLAB
Berclaz et al. [42] C
Rezatofighi et al. [139] MATLAB
Zhang & Laurens [53], [54] MATLAB/C
Pirsiavash et al. [41] MATLAB
Possegger et al. [140] MATLAB
Rodriguez et al. [76] MATLAB
Bewley et al. [141] Python
Kim et al. [142] Matlab
Dicle et al. [67] Matlab
Bae & Yoon [143] Matlab
that of SOT, e.g., the sequences used in [29]. Second, current
datasets focus on pedestrians. This can be attributed to the
fact that pedestrian detection has achieved great success
in recent years. However, exciting progress of multi-class
detection has been achieved in more recent years. We believe
multi-class-multi-object tracking is feasible building upon
the detection module of multi-class objects. Thus, it is time
to move towards datasets of multi-class objects for MOT.
4.3 Public Algorithms
We examine the literature and list algorithms with which
the associated source codes are publicly available to make
further comparisons convenient in Table 9.
Compared with SOT, there seem not many public pro-
grams. Admittedly, progress in SOT is larger than that of
MOT recently. One reason can be that, many researchers
have made their codes publicly available. We here encour-
age researchers to public codes for research convenience of
others in the future.
4.4 Benchmark Results
We list public results on the datasets mentioned above to
get a direct comparison among different approaches and
provide convenience for future comparison. Due to space
limitation, we only present results on the most commonly
employed PETS2009-S2L1 sequence in Table 10. Results of
other datasets are present in the supplementary material.
Please note that this kind of direct comparison on the same
dataset may not be fair due to the following points:
• Different methodologies. For example, some publica-
tions belong to offline methods while others belong
to online ones. Due to the difference described in
Section 2.2.2, it is unfair to directly compare them
because the former have access to much more infor-
mation.
• Different detection hypotheses. Different approaches
adopt various detectors to obtain detection hypothe-
ses. One approach based on different detection hy-
potheses would output different results, let alone
different approaches.
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TABLE 10: Quantitative results on the PETS2009-S2L1 dataset, extracted from the respective publications. Methods, ordered
by public year, are labeled with Online and Offline tags. Concerning each metric, the best results are shown in bold. The
table shows that a progress has been achieved while there seems not much research attention in this topic recently.
Ref. MOTA ↑ MOTP ↑ IDS ↓ Pre. ↑ Rec. ↑ MT ↑ PT ML ↓ FM ↓ F1 ↑ Year Note Source
Berclaz et al. [127] 0.830 0.520 - 0.820 0.530 - - - - 0.644 2009 Off [77]
Yang et al. [144] 0.759 0.538 - - - - - - - - 2009 On [140]
Alahi et al. [145] 0.830 0.520 - 0.690 0.530 - - - - 0.600 2009 On [77]
Conte et al. [146] 0.810 0.570 - 0.850 0.580 - - - - 0.690 2010 On [77]
Berclaz et al. [42] 0.803 0.720 13 0.963 0.838 0.739 0.174 0.087 22 0.896 2011 Off [147]
Shitrit et al. [148] 0.815 0.584 19 0.907 0.908 - - - - 0.907 2011 Off [138]
Andriyenko & Schindler [109] 0.863 0.787 38 0.976 0.895 0.783 0.174 0.043 21 0.934 2011 Off [147]
Henriques et al. [61] 0.848 0.687 10 0.924 0.940 - - - - 0.932 2011 Off [138]
Pirsiavash et al. [41] 0.774 0.743 57 0.972 0.812 0.609 0.347 0.043 62 0.885 2011 Off [147]
Kuo et al. [99] - - 1 0.996 0.895 0.789 0.211 0.000 23 0.943 2011 Off [47]
Andriyenko et al. [116] 0.917 0.745 11 - - - - - - - 2011 Off [56]
Leal et al. [149] 0.670 - - - - - - - - - 2011 Off [56]
Breitenstein et al. [150] 0.797 0.563 - - - - - - - - 2011 On [140]
Izadinia et al. [77] 0.907 0.760 - 0.968 0.952 - - - - 0.960 2012 Off [77]
Zamir et al. [138] 0.903 0.690 8 0.936 0.965 - - - - 0.950 2012 Off [138]
Andriyenko et al. [48] 0.883 0.796 18 0.987 0.900 0.826 0.174 0.000 14 0.941 2012 Off [147]
Yang & Nevatia [47] - - 0 0.990 0.918 0.895 0.105 0.000 9 0.953 2012 Off [47]
Yang & Nevatia [49] - - 0 0.948 0.978 0.950 0.050 0.000 2 0.963 2012 Off [151]
Leal et al. [152] 0.760 0.600 - - - - - - - - 2012 Off [140]
Zhang et al. [56] 0.933 0.682 19 - - - - - - - 2012 On [56]
Segal & Reid [153] 0.900 0.750 6 - - 0.890 - - - - 2013 Off [154]
Kumar & Vleeschouwer [106] 0.910 0.700 5 - - - - - - - 2013 Off [154]
Hofman et al. [155] 0.980 0.828 10 - - 1.000 0.000 0.000 11 - 2013 Off [140]
Milan et al. [105] 0.903 0.743 22 - - 0.783 0.217 0.000 15 - 2013 Off [105]
Hofmann et al. [156] 0.978 0.753 8 0.991 0.990 1.000 0.000 0.000 8 0.990 2013 Off [156]
Shi et al. [44] 0.927 0.818 7 0.982 0.960 0.947 0.053 0.000 11 0.971 2013 Off [157]
Wu et al. [158] 0.928 0.743 8 - - 1.000 0.000 0.000 11 - 2013 On [158]
Milan et al. [45] 0.906 0.802 11 0.984 0.924 0.913 0.043 0.043 - 0.953 2014 Off [147]
Wen et al. [147] 0.927 0.729 5 0.984 0.944 0.957 0.043 0.000 10 0.964 2014 Off [147]
Shi et al. [157] 0.961 0.818 4 0.989 0.977 0.947 0.053 0.000 6 0.983 2014 Off [157]
Bae & Yoon [143] 0.830 0.696 4 - - 1.000 0.000 0.000 4 - 2014 On [143]
Possegger et al. [140] 0.981 0.805 9 - - 1.000 0.000 0.000 16 - 2014 On [140]
Zhang et al. [151] 0.956 0.916 0 0.986 0.970 0.950 0.050 0.000 4 0.978 2015 Off [151]
Dehghan et al. [154] 0.904 0.631 3 - - 0.950 0.050 0.000 - - 2015 Off [154]
Lenz et al. [133] 0.890 0.870 7 - - 0.890 0.110 0 100 - 2015 On [133]
TABLE 11: Benchmark result comparison between offline
and online methods on the PETS2009-S2L1 dataset.
Proc. MOTA↑ MOTP↑ MT↑ ML↓ IDS↓ FM↓
offline 0.935 0.775 0.95 0 5.9 8.3
online 0.913 0.748 1.00 0 7.0 10.3
• Some approaches aggregate observations from mul-
tiple views while others utilize information from a
single view. This makes a direct comparison between
them difficult.
• Prior information, such as scene structure and the
number of pedestrians, are exploited by some ap-
proaches, making a direct quantitative comparison
to other methods which do not use that information
questionable.
Strictly speaking, in order to make a direct and fair
comparison, one needs to fix all the other components
while varying the one under consideration. For instance,
adopting different data association models while keeping
all other parts the same could directly compare perfor-
mance of different data association methods. This is the
main goal of recent MOT benchmarks like KITTI [159]
and MOTChallenge [30], [160], which specifically focus on
a centralized evaluation of multiple object tracking. For
intensive experimental comparison among different MOT
solutions, please refer the respective benchmarks. In spite of
the issues mentioned above, it is still worthy to list all the
public results on the same dataset or sequence due to the
following reasons.
• By compiling all published results into a single table,
it at least provides an intuitive comparison among
different methods on the same dataset and a conve-
nience for future works.
• Although this particular comparison among indi-
vidual methods may not be fair, an approximate
comparison between different types of methods such
as that between offline and online methods could tell
us how these types of methods perform on public
datasets.
• Additionally, we could observe how the research
of MOT progresses over time by comparing perfor-
mance of methods across years.
We report the results in terms of the MOTA, MOTP,
IDS, Precision, Recall, MT, PT, ML, FM, and F1 metrics. At
the same time, we tag the results with online and offline
lables. Please note that, 1) there missing entries, because
we did not find the corresponding value neither from the
original publication nor from other publications which cite
it, and 2) in some cases, there could be different results for
a unique publication (for example, results from the original
publication versus results from another publication which
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Fig. 7: Statistics of results in different years on the PETS2009-
S2L1 dataset in terms of MOTA, MOTP, Precision, Recall,
MT, ML and F1 metrics
Fig. 8: Statistics of results in different years on the PETS2009-
S2L1 dataset in terms of IDS and FM metrics
compares with it). This discrepancy may arise because dif-
ferent configurations are adopted (e.g. different detection
hypotheses). In this case, we quote the most popularly cited
one.
We conduct an analysis of benchmark results on the
PETS2009-S2L1 dataset to investigate the comparison be-
tween offline methods and online methods. Choosing re-
sults from publications that appeared in 2012 and later, we
average values of each metric across each type of methods,
and report the mean value in Table 11. As expected, of-
fline methods generally outperform online ones w.r.t. most
metrics. This is due to the fact that offline methods employ
globally temporal information for the estimation.
Additionally, we analyze the evaluation results on the
PETS2009-S2L1 dataset over time. Specifically, we plot the
metric values of methods in each year ranging from 2009
to 2015 in Figure 7 and Figure 8. It is no surprise that
the performance improves over the years. We suspect that
contributors such as better models and progress in object
detection [161], [162], [163], [164], [165] all contribute to the
achieved progress. It should also be noted that a research
community focuses on a specific dataset over time and
certain methods may be a result of “over-fitting” to that
dataset as opposed to general progress towards solving the
problem.
5 SUMMARY
This paper has described methods and problems related to
the task of Multiple Object Tracking (MOT) in videos. As
the first comprehensive literature review in the past decade,
it has presented a unified problem formulation and several
ways of categorization of existing methods, described the
key components within state-of-the-art MOT approaches,
and discussed the evaluations of MOT algorithms including
evaluation metrics, public datasets, open source implemen-
tations, and benchmark results. Although a great progress in
MOT has been made in the past decades, there still remain
several issues in the current MOT research and many open
problems to be studied.
5.1 Existing Issues
We have discussed the existing issues of datasets (Section
4.2) and public algorithms (Section 4.3). Except these issues,
there are still some remarkable ones as follows:
One major issue in the MOT research is that, perfor-
mance of an MOT method depends heavily on the object de-
tectors. For example, the widely used tracking-by-detection
paradigm is built upon an object detector, which provides
detection hypotheses to drive the tracking procedure. Given
different sets of detection hypotheses while fixing other
components, an identical approach would produce tracking
results with significant performance differences. In the com-
munity, sometimes no description about the detection mod-
ule is given in the approach. This makes the comparisons
with other approaches infeasible. Established benchmarks
like KITTI and MOTChallenge attempt to alleviate this prob-
lem and are also moving towards a more principled and
unified evaluation of detection and tracking (cf. MOT17).
Another nuisance is that, when developing an MOT
solution, there are many parameters if this algorithm is too
complicated. This leads to a difficulty of tuning the method.
Meanwhile, it is also difficult for others to implement the
approach and reproduce the result.
Some approaches perform well in specific video se-
quences. While applied to other cases, however, they may
not produce satisfying results. This may be caused from the
fact that object detectors utilized by MOT approaches are
trained in specific videos and do not generalize well in other
video sequences.
All these issues restrict further development of the MOT
research and its applications in practical systems. Recently,
attempts to deal with some of these issues have been made,
e.g., the MOT Benchmark [160] provides a large set of anno-
tated testing video sequences, unified detection hypotheses,
standard evaluation tools, etc. This is very likely to advance
the further studies and developments of MOT techniques.
5.2 Future Directions
Even after decades of research on the MOT problem, there
are still numerous research opportunities in studying this
problem. Here we would like to point out some more preva-
lent problems and provide possible research directions.
MOT with video adaptation. As mentioned above, the
majority of current MOT methods requires an offline trained
object detector. There arises a problem that the detection
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result for a specific video is not optimal since the object
detector is not trained for the given video. This often limits
the performance of multiple object tracking. A customiza-
tion of the object detector is necessary to improve MOT
performance. One solution proposed by Shu et al. [166]
adapts a generic pedestrian detector to a specific video by
progressively refining the generic pedestrian detector. This
is one important direction to follow in order to improve the
pre-processing stage for MOT methods.
MOT under multiple cameras. It is obvious that MOT
would benefit from multi-camera settings [167]. There are
two kinds of configurations of multiple cameras. The first
one is that multiple cameras record the same scene, i.e.,
multiple views. However, one key question in this setting
is how to fuse the information from multiple cameras. The
second one is that each camera records a different scene,
i.e., a non-overlapping multi-camera network. In that case,
the data association across multiple cameras becomes a re-
identification problem.
Multiple 3D object tracking. Most of the current ap-
proaches focus on multiple object tracking in 2D, i.e., on
the image place, even in the case of multiple cameras. 3D
tracking [168], which could provide more accurate position,
size estimation and effective occlusion handling for high-
level computer vision tasks, is potentially more useful.
However, 3D tracking requires camera calibration, or has
to overcome other challenges for estimating camera poses
and scene layout. Meanwhile, 3D model design is another
issue exclusive to 2D MOT.
MOT with scene understanding. Previous studies [35],
[169], [170] have been performed to analyze over-crowded
scenarios such as underground train stations during peak
hours and demonstration at public places. In this kind of
scenarios, most objects are small and/or largely occluded,
thus are very difficult to track. The analyzing results from
scene understanding can provide contextual information
and scene structure, which is very helpful to the tracking
problem if it is better incorporated into an MOT algorithm.
MOT with deep learning. Deep learning based models
have emerged as an extremely powerful framework to deal
with different kinds of vision problems including image
classification [171], object detection [163], [164], [165], and
more relevantly single object tracking [161]. For the MOT
problem, the strong observation model provided by the
deep learning model for target detection can boost the
tracking performance significantly [172], [173]. The formu-
lation and modeling of the target association problem using
deep neural networks need more research efforts, although
the first attempt to employ sequential neural networks for
online MOT has been made very recently.
MOT with other computer vision tasks. Although mul-
tiple object tracking is in serve of other high-level computer
vision tasks, there is a trend to solve multi-object track-
ing with some other computer vision tasks jointly as they
are beneficial to each other. Possible combinations include
object segmentation [174], human re-identification [175],
human pose estimation [17], and action recognition [18].
Besides the above future directions, since the current
MOT research is mainly focused on tracking multiple hu-
mans in a surveillance scenario, the extensions of the cur-
rent MOT research to other types of targets (e.g., vehicles,
animals, etc.) and scenarios (e.g., traffic scenes, aerial pho-
tographs, etc.) are also very good research directions, since
the problem settings and difficulties for tracking different
types of targets under different scenarios are sometimes
quite different from those in tracking multiple humans in
a surveillance scenario.
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