In this paper, we prove existence and multiplicities of solutions for asymptotically linear ordinary differential equations satisfying Sturm-Liouville boundary value conditions with resonance. Adding assumption H 3 that is similar to (LL) in Theorem 1.1, by index theory and Morse theory, we obtain more nontrivial solutions.
Introduction
In this paper, we investigate the nontrivial solutions of asymptotically linear ordinary differential equations satisfying Sturm-Liouville BVPs with resonance.
Various boundary value problems of asymptotically linear ordinary differential equations have been studied before. Most of them are gotten by the topological degree theory. There are also some papers about resonant problem. But the asymptotically linear ordinary differential equations with resonance aren't concerned ago. Here, we concern asymptotically linear ordinary differential equa- 
. f satisfies the following two conditions:
For the sake of convenience, we denote
, lim sup , Then (1.1-1.3) has at least two nontrivial solutions.
In this paper, for any [ ] 0,1 a L ∞ ∈ , ( ) i a and ( ) v a denote its index and nullity of the associated linear ordinary differential equation (see [2] [3] for reference). In Section 2, we will briefly recall the index and its properties. For the readers' convenience, we give an example: Assume λ is a constant, π 2 α = and π 2 β = . Then 0 as π , 1 as π , 0 .
In [2] , an index for second order linear Hamiltonian systems was defined.
And in [3] , an index for more general linear self-adjoint operator equations was developed. In [4] [5] [6] [7] , by Conley, Zehnder and Long, an index theory for sympletic paths was defined. More applications about these index theories can be found in [8] - [13] . As in [11] , throughout this paper, for [ ] [17] . These three papers [14] [15] [16] are about existence of solutions.
In [18] , under resonance conditions, periodic solutions of nonlinear second order ordinary differential equations are considered. Second order Hamiltonian systems satisfying Sturm-Liouville boundary vale with the nonresanonce are considered in [3] . First order asymptotical linear Hamiltonian systems satisfying Sturm-Liouville boundary vale with the nonresanonce are studied in [19] . In [20] [21], 0, 0
, the existence of solutions of (1.1-1.3) is investigated.
In this paper, we study the existence of equations with resonance conditions.
In order to prove our theorem, we construct the corresponding functional:
= as 0 t = or π, and E will be described in Section 2. This functional ( ) x ϕ is continuous differentiable on E, and any critical point of ϕ corresponds to a solution of (1.1)-(1.3).
In Section 3, we will give proofs by the Morse theory following [11] [17].
Index Theory for Linear Duffing Equations
For any
, consider the following equation:
Here 
1) The E can be divided into three parts: 
is the dimension of the solution subspace of (2. Remarks: 1) The notation ⊕ means that the space E is the direct sum of some subspaces.
2) By 4), we can see the index has monotonicity. 1) Let ( ) 0 a t = , π 2 α = , and π 2 β = . Then (2.1) has a nontrivial solution
π a t = , π 2 α = , and π 2 β = , then (2.1) has a nontrivial solution 1 sin π c t, 1 0
π a t k = , π 2 α = , and π 2 β = , then (2.1) has a nontrivial solution 1 sin π k c k t , The following lemmas are useful for us to prove the results. : sup 
x is given in Theorem 1.1.
Proof By Proposition 2.1 (1) and conditions ( )
By Proposition 2.1 (1) and (3), we know that with respect to
, the following decomposition holds,
By definition of ( ) , q λ ⋅ ⋅ , we will have a contradiction that 
This is a contradiction. So the proof is completed.
Remark: For
In order to prove Theorem 1.1, we need some lemmas. Let X be a Hilbert space and
For an isolated critical point 0 x , the critical group is Journal of Applied Mathematics and Physics defined by
When ( ) in [17] , one can prove the following lemma.
where θ is the zero vector in X and 1 θ is the zero vector in * X which is the dual space of X, and there is a positive integer γ such that
The following lemma is also useful for us to prove the main result.
Remark The integrals may be finite or infinite.
Proof of the Main Result
The proof of Theorem 1.1 will depend on the following lemma. 
Next, we will prove { } 1 n E x ∞ is bounded. Indeed, it suffices to prove that n C x is bounded. By a contradiction, we assume that n C x → +∞ , as n → ∞ .
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After the preliminary work, we can prove Theorem 1.1. Next, we will take two steps to obtain the proof of (3.12). 
x y
We will consider the behavior of f in two subintervals of [ ] 0,1 . One is
By Lemma 2.3, we have a decomposition with respect to ( ) 
Second step: we will prove the following ( ) by (H 1 ), we will have two cases: one is 
