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THE NEUMANN PROBLEM FOR THE FRACTIONAL LAPLACIAN:
REGULARITY UP TO THE BOUNDARY
ALESSANDRO AUDRITO, JUAN-CARLOS FELIPE-NAVARRO, AND XAVIER ROS-OTON
Abstract. We study the regularity up to the boundary of solutions to the Neumann
problem for the fractional Laplacian. We prove that if u is a weak solution of (−∆)su = f
in Ω, Nsu = 0 in Ω
c, then u is Cα up tp the boundary for some α > 0. Moreover, in case
s > 1
2
, we then show that u ∈ C2s−1+α(Ω). To prove these results we need, among other
things, a delicate Moser iteration on the boundary with some logarithmic corrections.
Our methods allow us to treat as well the Neumann problem for the regional fractional
Laplacian, and we establish the same boundary regularity result.
Prior to our results, the interior regularity for these Neumann problems was well
understood, but near the boundary even the continuity of solutions was open.
1. Introduction and main results
We study the regularity of solutions to the Neumann problem{
(−∆)su = f in Ω
Nsu = 0 in Ω
c,
(1.1)
where Ns is a “nonlocal normal derivative”, given by
Nsu(x) := cN,s
ˆ
Ω
u(x)− u(y)
|x− y|N+2s
dy, x ∈ Ωc. (1.2)
The constant cN,s is the one appearing in the definition the fractional Laplacian
(−∆)su(x) = cN,s PV
ˆ
RN
u(x)− u(y)
|x− y|N+2s
dy. (1.3)
The Neumann problem (1.1) was first introduced in [18, 20], and has been subsequently
studied in several papers; see for example [1, 3, 14, 30, 39]. As explained in detail in [18],
(1.1) is a natural Neumann problem for the fractional Laplacian, for several reasons:
• The problem has a variational structure, and weak solutions are obtained by minimizing
the energy functional
E(u) :=
cN,s
4
ˆ ˆ
R2N\(Ωc)2
|u(x)− u(y)|2
|x− y|N+2s
dx dy −
ˆ
Ω
f u. (1.4)
Solutions exist if and only if
´
Ω f = 0.
• The following integration by parts formulas hold for C2 functions u, v:ˆ
Ω
(−∆)su dx = −
ˆ
Ωc
Nsu dx
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and
cn,s
2
ˆ ˆ
R2N\(Ωc)2
(
u(x)− u(y)
)(
v(x)− v(y)
)
|x− y|N+2s
dx dy =
ˆ
Ω
v (−∆)su+
ˆ
Ωc
vNsu. (1.5)
• The corresponding heat equation with homogeneous Neumann conditions possesses
natural properties like conservation of mass inside Ω or convergence to a constant as
t→∞.
• The problem has a natural probabilistic interpretation, heuristically described in [18],
and rigorously studied in [39].
• As s ↑ 1, we recover the classical Neumann problem for the Laplacian in Ω.
• The energy functional (1.4) is the same that yields solutions to the Dirichlet problem
for the fractional Laplacian; see [35, 33].
The aim of this paper is to study the boundary regularity of solutions to (1.1).
1.1. Main results. While the Dirichlet problem is very well understood [2, 4, 6, 9, 13,
22, 23, 24, 29, 33, 35], much less is known for the Neumann case. Our main result reads
as follows:
Theorem 1.1. Let Ω ⊂ RN be any bounded C1 domain. Let s ∈ (0, 1), and u be any weak
solution of (1.1) with f ∈ Lq(Ω), with q > N2s and
´
Ω f = 0.
Then,
‖u‖Cα(Ω) ≤ C
(
‖f‖Lq(Ω) + ‖u‖L2(Ω)
)
,
for some α > 0. Moreover, if s > 12 and q > N we then have
‖u‖C2s−1+α(Ω) ≤ C
(
‖f‖Lq(Ω) + ‖u‖L2(Ω)
)
.
The constants C and α depend only on N , s, q, and Ω.
This is the first boundary regularity result for the Neumann problem (1.1), and even
the continuity of solutions is new.
As in case of the Dirichlet problem [35], it turns out that the boundary regularity is
much more delicate than the interior one, and does not follow easily by adapting the
classical methods used for s = 1. This is because in this nonlocal context one cannot use
any even/odd reflection to study solutions near the boundary, and a completely different
strategy is needed.
In [35], a key idea was to use the methods coming from equations with bounded mea-
surable coefficients in non-divergence form. Here, instead, we will need to use methods
coming from equations with bounded measurable coefficients in divergence form. More
precisely, we will need (among other things) a delicate Moser iteration on the boundary
involving some logarithmic corrections on ∂Ω. This will be explained in more detail later
on in the paper.
In a sense, Theorem 1.1 can be seen as the Neumann version of the boundary regularity
theory for the Dirichlet problem developed in [35].
Remark 1.2. It is important to remark that 2s − 1 is a natural critical exponent in this
problem. This can be seen easily when Ω = {xN > 0}, in which the function |xN |2s−1
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solves (1.1) pointwise, even though it is not a weak solution — nor it satisfies (1.5). Thus,
C2s−1+α(Ω) is the minimum regularity needed in order to discard this kind of solutions.
This will become even more clear in case of the regional fractional Laplacian, explained
below.
1.2. Regional fractional Laplacian. The methods developed in this paper allow us to
treat as well the Neumann problem for the regional fractional Laplacian. This corresponds
to a censored stochastic process; see [8].
Solutions to this problem are obtained by minimizing the energy
E(u) :=
cN,s
4
ˆ
Ω
ˆ
Ω
|u(x)− u(y)|2
|x− y|N+2s
dx dy −
ˆ
Ω
f u, (1.6)
and the operator is given by
(−∆)sΩu(x) = cN,s PV
ˆ
Ω
u(x)− u(y)
|x− y|N+2s
dy. (1.7)
This problem shares many of the properties of (1.1) described above: it has a variational
formulation, a nice probabilistic interpretation, convergence as s ↑ 1 to the Neumann
problem for the Laplacian, and conservation of mass for its parabolic version. The main
difference is that the operator given by (1.7) depends on Ω, and that in this case RN \ Ω
plays no role.
The Dirichlet problem in this setting is obtained by considering (1.6) among all functions
u = 0 on ∂Ω. Notice that, by trace theorems for Hs(Ω) spaces [17], this makes sense only
when s > 12 . It turns out then that solutions to the Dirichlet problem are C
2s−1(Ω), and
if f > 0 they actually satisfy
u ≍ d2s−1 in Ω;
see [8, 11, 12, 26].
However, as in case of the fractional Laplacian (1.1), the Neumann case is much less
understood, and it is not even clear what is the right pointwise Neumann condition for
solutions in this case.
An integration by parts formula found in [25] suggests that the right quantity in this
context is given by1
∂2s−1ν u(z) := lim
t↓0
u(z + tν)− u(z)
t2s−1
, z ∈ ∂Ω,
where ν is the (inward) unit normal to ∂Ω. More precisely, it is proved in [25] that, if
u, v ∈ d2s−1C2(Ω) + C2(Ω) then2
cN,s
2
ˆ
Ω
ˆ
Ω
(
u(x)− u(y)
)(
v(x)− v(y)
)
|x− y|N+2s
dx dy =
ˆ
Ω
v (−∆)sΩu+ κN,s
ˆ
∂Ω
v ∂2s−1ν u. (1.8)
This is the analogue of (1.5) in this context, and suggests that the pointwise Neumann
condition in this setting should be
∂2s−1ν u = 0 on ∂Ω. (1.9)
Our main result in this context answers positively this question, and reads as follows.
1Notice that when u = 0 on ∂Ω (Dirichlet case), then this quantity is the same as u/d2s−1|∂Ω.
2A function w belongs to d2s−1C2(Ω)+C2(Ω) if it can be written as w = d2s−1g+h, with g, h ∈ C2(Ω).
4 ALESSANDRO AUDRITO, JUAN-CARLOS FELIPE-NAVARRO, AND XAVIER ROS-OTON
Theorem 1.3. Let Ω ⊂ Rn be any bounded C1 domain. Let s ∈ (0, 1), f ∈ Lq(Ω), with
q > N2s , be such that
´
Ω f = 0, and u be any free minimizer of (1.6).
Then,
‖u‖Cα(Ω) ≤ C
(
‖f‖Lq(Ω) + ‖u‖L2(Ω)
)
,
for some α > 0. Moreover, if s > 12 and q > N we then have
‖u‖C2s−1+α(Ω) ≤ C
(
‖f‖Lq(Ω) + ‖u‖L2(Ω)
)
.
In particular, for every s ∈ (0, 1) we have (1.9). The constants C and α depend only on
n, s, q, and Ω.
In particular, thanks to Theorem 1.3, we find that the Neumann problem for the regional
fractional Laplacian is actually{
(−∆)sΩu = f in Ω
∂2s−1ν u = 0 on ∂Ω.
(1.10)
Notice that our result also implies that solutions to the Neumann problem are more regular
than those corresponding to the Dirichlet case, as expected.
Remark 1.4. Other Neumann problems for the fractional Laplacian (−∆)s have been
introduced in [5, 7] and [24]. These different Neumann problems recover the classical
Neumann problem as a limit case, and the one in [5, 7] has a probabilistic interpretation
as well. We refer to [18] for a comparison between these different models, and related
problems for the other operators.
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under the Grant Agreement No 801867. JF and XR were supported by MINECO grant
MTM2017-84214-C2-1-P (Spain). JF acknowledges financial support from the Spanish
Ministry of Economy and Competitiveness (MINECO), through the Mar´ıa de Maeztu
Programme for Units of Excellence in R&D (MDM-2014-0445-16-4). Moreover, he is a
member of the Barcelona Graduate School of Mathematics (BGSMath) and part of the
Catalan research group 2017 SGR 01392. Part of this work has been done while JF was
visiting Universita¨t Zu¨rich.
1.4. Organization of the paper. In Section 2 we transform the Neumann problem (1.1)
into a regional-type operator inside Ω. In Section 3 we prove an L∞ bound for solutions
of (1.1) and (1.10). Then, in Section 4 we develop a Moser iteration (with logarithmic
corrections), and deduce that solutions are Cα for some α > 0. In Section 5 we establish
a Neumann Liouville-type theorem in a half-space, and finally in Section 6 we use it to
prove higher regularity of solutions.
2. An equivalent problem in Ω
As first noticed in [1], problem (1.1) can be reformulated as a regional-type problem
in Ω for a new operator
LΩu(x) := PV
ˆ
Ω
(
u(x)− u(y)
)
KΩ(x, y) dy, (2.1)
with
KΩ(x, y) =
cN,s
|x− y|N+2s
+ kΩ(x, y), (2.2)
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kΩ(x, y) = cN,s
ˆ
Ωc
dz
|x− z|N+2s|y − z|N+2s
´
Ω
dw
|z−w|N+2s
, x, y ∈ Ω.
(2.3)
Moreover, it was proved in [1] that, for every fixed x ∈ Ω, the kernel kΩ(x, y) has a
logarithmic singularity along ∂Ω. Here we need more precise estimates, with constants
that are independent of x, y ∈ Ω.
2.1. Fine estimates on the new kernel. Here, and throughout the paper, we denote
A ≍ B whenever C−1A ≤ B ≤ CA for some positive constant C.
Proposition 2.1. Let Ω ⊂ RN be any bounded Lipschitz domain, let d be the distance
function to the boundary, and denote
dx,y := min{d(x), d(y)}, x, y ∈ Ω.
Then, the kernel kΩ satisfies
kΩ(x, y) ≍

1 +
∣∣∣log ( dx,y|x−y|)∣∣∣
|x− y|N+2s
if dx,y ≤ |x− y|
d−N−2sx,y if dx,y ≥ |x− y|
(2.4)
In particular, the kernel KΩ satisfies
KΩ(x, y) ≍
1 + log−
(
dx,y
|x−y|
)
|x− y|N+2s
for all x, y ∈ Ω, (2.5)
where log− t := max{0, − log t}.
The constants in (2.4) and (2.5) depend only on Ω. Moreover, if Ω∩B2 can be written
as a Lipschitz graph, then the constants in B1 depend only on N and the Lipschitz norm
of such graph.
Proof. Since (2.5) follows immediately from (2.4), it suffices to prove (2.4). Moreover,
since any Lipschitz domain can be locally written as a Lipschitz graph, we will assume
that Ω ∩B2 is a Lipschitz graph, and prove the estimate for x, y ∈ Ω ∩B1.
By [1, Lemma 2.1] we have thatˆ
Ω
dw
|z − w|N+2s
≍ min
{
d−2s(z), d−N−2s(z)
}
for z ∈ Ωc, so we deduce that
kΩ(x, y) ≍
ˆ
Ωc
d2s(z) dz
|x− z|N+2s|y − z|N+2smin
{
1, d−N (z)
} , x, y ∈ Ω ∩B1.
On the other hand, notice that the kernel is scale invariant, in the sense that
kΩ(rx, ry) = r
−N−2skr−1Ω(x, y),
and it is symmetric in x, y. Moreover, the estimate we want to prove is also scale invariant
and symmetric. Therefore, to prove the desired estimate, we may assume that
d(y) ≤ d(x) and max{d(x), |x− y|} = 1.
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Moreover, since for x, y ∈ Ω ∩B1 the contributions from Ω
c ∩Bc2 in (2.3) are bounded,
we have
kΩ(x, y) ≍
ˆ
Ωc∩B2
d2s(z) dz
|x− z|N+2s|y − z|N+2s
, x, y ∈ Ω ∩B1. (2.6)
Now, notice that since such integral is obviously bounded when d(x) ≥ d(y) ≥ 12 , since
z ∈ Ωc and therefore the integrand is bounded. Further, notice that if |x − y| ≥ 12 then
the singularities are well separated, and therefore we can split the integral into two pieces.
Because of this, we split the proof into different cases. First, assume that |x − y| ≤
d(y) ≤ d(x) = 12 . Then, by triangle inequality we have d(y)+ |x− y| ≥ d(x), and therefore
d(y) ≥ 12 , which yiels that the integrand in (2.6) is bounded. Hence, in this case, kΩ ≍ 1.
For the second case, assume that d(y) ≤ |x− y| ≤ d(x) = 1. By triangle inequality, we
have |x− y| ≥ 12 in this case. The factor |x− z|
−n−2s is bounded, and hence we have
kΩ(x, y) ≍
ˆ
Ωc∩B2
d2s(z) dz
|y − z|N+2s
.
Then, by doing a bi-Lipschitz transformation, it suffices to consider the case in which
Ω∩B2 is flat, i.e., Ω∩B2 = {xN > 0}∩B2. (Notice that the estimates are invariant under
a biLipschitz transformation, since all distances stay comparable.) Then, we get
kΩ(x, y) ≍
ˆ
{zN<0}∩B2
|zN |
2s dz
|y − z|N+2s
≍ 1 +
∣∣ log d(y)∣∣.
The last estimate can be proved as follows: denote d(y) = yN =: δ > 0, so that by a
change of variables z 7→ δz we haveˆ
{zN<0}∩B2
|zN |2s dz
|y − z|N+2s
≍
ˆ
{zN<0}∩B1/δ
|zN |2s
1 + |z|N+2s
dz ≍ 1 +
∣∣ log δ∣∣,
as claimed.
Finally, for the third case, assume that d(y) ≤ d(x) ≤ |x − y| = 1. Then, by the same
argument we have
kΩ(x, y) ≍
ˆ
Ωc∩B1/2(x)
d2s(z) dz
|x− z|N+2s
+
ˆ
Ωc∩B1/2(y)
d2s(z) dz
|y − z|N+2s
+ C
≍ 1 +
∣∣ log d(y)∣∣,
where we used that d(y) ≤ d(x). Thus, the result is proved. 
Thanks to these estimates, we will treat problem (1.1) as a problem inside Ω for an
operator (2.1) with kernel satisfying (2.5). This will allow us to treat at the same time
both problems (1.1) and (1.10).
More precisely, throughout the next two sections we assume that LΩ is an operator of
the form (2.1), with kernel KΩ satisfying either
KΩ(x, y) ≍
1 + log−
(
dx,y
|x−y|
)
|x− y|N+2s
for x, y ∈ Ω, (2.7)
or
KΩ(x, y) ≍
1
|x− y|N+2s
for x, y ∈ Ω. (2.8)
THE NEUMANN PROBLEM FOR THE FRACTIONAL LAPLACIAN: BOUNDARY REGULARITY 7
The first case covers the Neumann problem for the fractional Laplacian, while the second
case covers the regional fractional Laplacian. The constants in (2.7) and (2.8) are given
by Proposition 2.1.
The corresponding bilinear form given by
B(u, v) :=
ˆ
Ω
ˆ
Ω
(
u(x)− u(y)
)(
v(x)− v(y)
)
KΩ(x, y) dx, (2.9)
and the definition of weak solution to the Neumann problem is the following.
2.2. Weak solutions. Here, and throughout the paper, we denote HK(Ω) the space of
functions for which
||w||2HK (Ω) = ||w||
2
L2(Ω) +
ˆ
Ω
ˆ
Ω
|w(x)− w(y)|2KΩ(x, y)dx dy
is finite.
Definition 2.2. Let Ω ⊂ RN be any Lipschitz domain, B ⊂ RN be a ball, and D := B∩Ω.
Let KΩ be any kernel of the form either (2.7) or (2.8), and let LΩ and B be given by (2.1)
and (2.9), respectively. Let µ, f ∈ Lq(D1) with q ∈ (N/(2s),∞].
We say that u ∈ HK(Ω) is a weak super-solution in D, with Neumann conditions on
∂Ω ∩B, and we write
LΩu ≥ µu+ f in D,
if
B(u, η) ≥
ˆ
D
µuηdx+
ˆ
D
fηdx for all η ∈ C∞0 (B), η ≥ 0.
We say that u ∈ HK(Ω) is a weak sub-solution in D, with Neumann conditions on ∂Ω∩B,
and we write
LΩu ≤ µu+ f in D,
if
B(u, η) ≤
ˆ
D
µuηdx+
ˆ
D
fηdx for all η ∈ C∞0 (B), η ≥ 0.
We say that u ∈ Hs(Ω) is a weak solution to
LΩu = µu+ f in D,
with Neumann conditions on ∂Ω ∩ B, if it is both a weak supersolution and subsolution
in D with Neumann conditions on ∂Ω ∩B.
Finally, we say that u is a weak (sub/super)-solution in Ω if the previous definition
holds for all balls B ⊂ RN .
We will also need the following.
Lemma 2.3. Let Ω, KΩ, B, f , µ, as in Definition 2.2.
Then, the following statements hold.
(i) Let u be a weak solution. Then u+ (resp. u−) is a sub-solution with f = f+ (resp.
f = f−).
Furthermore, u+ (resp. u−) is a subsolution with µ = µ+ (resp. µ = µ−) and
f = f+ (resp. f = f−).
(ii) Let u be a nonnegative weak subsolution, with µ, f ≥ 0. Then for any l ≥ 0, the
function u = max{u, l} is a subsolution.
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(iii) Let u be a nonnegative weak subsolution, with µ ≥ 0 and f = 0. Then for any
l ≥ 0, the function u = min{u, l} is a subsolution.
Proof. We follow the proof of [28, Lemma 2.4]. The proof is very general and does not
really use the explicit form of the kernel.
Let us first prove (i). Setting p(x) = x+, we consider a sequence of smooth and convex
functions pk : R→ R, such that
pk, p
′
k ≥ 0, pk(x) = p(x), x ∈ R \ (−
1
k ,
1
k ), ‖p − pk‖H1(R) ≤
1
k , (2.10)
for all positive integer k. Using the convexity of pk, it is not difficult to verify that
B(pk(u), η) ≤ B(u, p
′
k(u)η),
for all k and all η ∈ HK(Ω), η ≥ 0. Further, we notice that, thanks to the properties
of pk and the fact that u ∈ HK(Ω), p
′
k(u)η is an admissible test, whenever η ∈ HK(Ω).
Consequently,
B(pk(u), η) −
ˆ
Ω
µpk(u)ηdx−
ˆ
Ω
f+ηdx
≤ B(u, p′k(u)η) −
ˆ
Ω
µpk(u)ηdx −
ˆ
Ω
f+ηdx
=
ˆ
Ω
µup′k(u)ηdx+
ˆ
Ω
fp′k(u)ηdx−
ˆ
Ω
µpk(u)ηdx −
ˆ
Ω
f+ηdx,
for all k and all η ∈ HK(Ω), η ≥ 0. Finally, passing to the limit as k → +∞, and noticing
that
´
Ω µup
′
k(u)η,
´
Ω µpk(u)η →
´
Ω u+η, it follows
B(u+, η) − µ
ˆ
Ω
u+ηdx−
ˆ
Ω
f+ηdx ≤
ˆ
Ω∩{u>0}
fηdx−
ˆ
Ω
f+ηdx ≤ 0,
for all η ∈ HK(Ω), η ≥ 0, which proves the first part of our claim. To prove the second
part, it is enough to notice that −u is a solution with −f and apply the first part of
our statement. We obtain that u− = (−u)+ is a subsolution with f− = (−f)+, which is
exactly what we wanted to prove.
To prove part (ii), we proceed as before. We fix l ≥ 0 and we define p(x) := max{x, l}.
Then, we consider a sequence of smooth and convex functions pk satisfying (2.10). Thus,
B(pk(u), η) −
ˆ
Ω
µpk(u)ηdx −
ˆ
Ω
fηdx
≤ B(u, p′k(u)η) −
ˆ
Ω
µpk(u)ηdx−
ˆ
Ω
fηdx
≤
ˆ
Ω
µup′k(u)ηdx +
ˆ
Ω
fp′k(u)ηdx −
ˆ
Ω
µpk(u)ηdx−
ˆ
Ω
fηdx,
for all k and all η ∈ HK(Ω), η ≥ 0. Passing to the limit as k → +∞, we obtain
B(p(u), η) −
ˆ
Ω
µp(u)ηdx−
ˆ
Ω
fηdx ≤ −l
ˆ
Ω∩{u<l}
µηdx−
ˆ
Ω∩{u<l}
fηdx ≤ 0,
for all η ∈ HK(Ω), η ≥ 0, and our statement follows.
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Let us finally prove part (iii). Given l ≥ 0, it is enough to notice that, since u ≥ 0,
u = min{u, l} ∈ HK(Ω) and both u and l are subsolutions. 
3. L∞ bounds
The aim of this section is to prove L∞ bounds for solutions to the Neumann problems
that we study. For this, we only need the lower bound KΩ(x, y) & |x− y|
−N−2s.
We next prove the boundedness of solutions to (1.1) and (1.10). We start with the
following.
Lemma 3.1. Let Ω ⊂ RN be a Lipschitz domain and c ∈ Lq(Ω) and q > N2s . Let KΩ be
of the form either (2.7) or (2.8). Assume that u satisfies, in the weak sense,{
LΩu ≤ c(x)u in Ω
u ≥ 0 in Ω,
(3.1)
with Neumann conditions on ∂Ω. Then
‖u‖L∞(Ω) ≤ C‖c‖
qN
4qs−2N
Lq(Ω) ‖u‖L2(Ω),
for some constant C > 0 depending only on N , s, q, and the Lipschitz norm of ∂Ω.
Proof. Let u ∈ HK(Ω) be a nonnegative subsolution and fix β ≥ 2. Testing the inequality
with η = uβ−1, we immediately deduce
B(u, uβ−1) ≤
ˆ
Ω
c(x)uβdx. (3.2)
Notice that we are implicitly assuming that uβ−1 ∈ HK(Ω), for β ≥ 2. This is not true
a priori, but it can be rigorously justified through an approximation procedure that we
present at the end of the proof.
Now, settng v := uβ/2 and applying [28, Lemma 2.3], we obtain
B(v, v) ≤
β
2
B(u, uβ−1) (3.3)
for all β ≥ 2. On the other hand, by Ho¨lder inequality, we haveˆ
Ω
c(x)uβdx ≤ ‖c‖Lq(Ω)‖v‖
2
L2q′ (Ω)
= ‖v‖2
L2q′ (Ω)
. (3.4)
Since q > N2s , it follows that 2 < 2q
′ < 2∗s and so, taking ϑ ∈ (0, 1) satifying
1
2q′
=
ϑ
2
+
1− ϑ
2∗s
, i.e. ϑ =
2qs−N
2qs
,
and using the interpolation and the Sobolev inequality, we obtain
‖v‖2
L2q′ (Ω)
≤ ‖v‖2ϑL2(Ω)‖v‖
2(1−ϑ)
L2
∗
s (Ω)
≤ C
(
‖v‖2L2(Ω) +B(v, v)
)1−ϑ
‖v‖2ϑL2(Ω). (3.5)
Now, thanks to the fact that ϑ ∈ (0, 1), we infer(
‖v‖2L2(Ω) +B(v, v)
)1−ϑ
‖v‖2ϑL2(Ω) ≤ εB(v, v) + (1 + ε
− 1−ϑ
ϑ )‖v‖2L2(Ω), (3.6)
for all ε > 0. Putting together (3.2), (3.3), (3.4), (3.5), (3.6) and choosing
ε = (C β)−1 ,
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it follows by taking into account that β ≥ 2 that
B(v, v) ≤ Cβ
1
ϑ ‖v‖2L2(Ω),
and, using Sobolev inequality again, we deduce(ˆ
Ω
uβγdx
) 1
βγ
≤ (Cβ)
1
βϑ
(ˆ
Ω
uβdx
) 1
β
, (3.7)
for some new constant C > 0 depending only on N , s, q, λ and the Lipschitz norm of ∂Ω.
Here, γ := 2∗s/2 > 1.
Now, taking β0 = 2 and βk := γβk−1 = β0γ
k for all integers k ≥ 1, and iterating (3.7),
we obtain
‖u‖ϑ
L2γk (Ω)
≤ ‖u‖ϑL2(Ω)
k−1∑
j=0
(C γj)
1
2γj ≤ ‖u‖ϑL2(Ω)
∞∑
j=0
(C γj)
1
2γj = C ‖u‖ϑL2(Ω).
Finally, passing to the limit as k → +∞, it follows
‖u‖ϑL∞(Ω) ≤ C‖u‖
ϑ
L2(Ω), (3.8)
which is equivalent to our statement.
We are left to justify the test η = uβ−1. To do so, it is enough to consider the sequence
uj := min{u, j},
for all j ∈ N, j ≥ 1. We have uj ∈ HK(Ω), 0 ≤ uj ≤ uj+1 and uj → u a.e. in Ω.
Furthermore, uj is also a subsolution for any j. Consequently, we can test with η = u
β−1
j
and repeated the above procedure to deduce
‖uj‖
ϑ
L∞(Ω) ≤ C‖c‖
N
4s
Lq(Ω)‖uj‖
ϑ
L2(Ω),
for all j. Then we pass to the limit as j → +∞ by monotone convergence to find (3.8).
The proof is completed. 
We now prove the following result, which gives the boundedness of solutions. We notice
that, in case of (1.1), a similar result has been obtained in [19], with a different proof.
Proposition 3.2. Let Ω ⊂ RN be a bounded Lipschitz domain, µ, f ∈ Lq(Ω), with q > N2s .
Let KΩ be of the form either (2.7) or (2.8). Let u be a weak solution to
LΩu = µu+ f in Ω,
with Neumann conditions on ∂Ω. Then,
‖u‖L∞(Ω) ≤ C
(
‖u‖L2(Ω) + ‖f‖Lq(Ω)
)
,
for some constant C > 0 depending only on N , s, q, ‖µ‖Lq(Ω) and Ω.
Proof. Thanks to Lemma 2.3 (part (i)), we know that u+ is a nonnegative subsolution
with µ = µ+ and f = f+. Consequently, the function v = max{u+, 1} is still a subsolution
and, furthermore, v ≥ 1 (Lemma 2.3 part (ii)). Consequently, v satisfies
LΩv ≤ c(x)v in Ω
in the weak sense (with Neumann conditions on ∂Ω), where c = µ+ + f+.
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Now, notice that if ‖u+‖L2(Ω) ≤ 1 then ‖v‖L2(Ω) ≤
√
1 + |Ω| and so, under the assump-
tions ‖u+‖L2(Ω) ≤ 1 and ‖f+‖Lq(Ω) ≤ 1, it follows by Lemma 3.1
‖u+‖L∞(Ω) ≤ ‖v‖L∞(Ω) ≤ C,
for some constant depending only on N , s, q, λ, ‖µ+‖Lq(Ω) and Ω. Applying the above
inequality to the sub-solution
w =
u+
‖u+‖L2(Ω) + ‖f+‖Lq(Ω)
,
we deduce
‖u+‖L∞(Ω) ≤ C
(
‖u+‖L2(Ω) + ‖f+‖Lq(Ω)
)
,
for some constant depending only on N , s, q, λ, ‖µ+‖Lq(Ω) and Ω. Finally, repeating the
same procedure for the subsolution u− (with µ = µ− and f = f−), we complete the proof
of the theorem. 
We will also need the following. Here, we denote DR(x0) = Ω ∩BR(x0).
Lemma 3.3. Let Ω ⊂ RN be a domain, R > 0, x0 ∈ Ω and f ∈ L
q(D2R(x0)) with q >
N
2s .
Let KΩ be of the form either (2.7) or (2.8). Moreover, assume that ∂Ω ∩ B3R(x0) is a
Lipschitz graph. Then, there is a weak solution to{
LΩv = |f | in D2R(x0),
v = 0 in Ω \D2R(x0),
(3.9)
with Neumann conditions on ∂Ω ∩ B2R(x0) in the sense of Definition 2.2. Furthermore,
it satisfies
0 ≤ v ≤ κ0R
2s−n
q ||f ||Lq(D2R(x0)) in D2R(x0),
for some nonnegative constant κ0 depending only on n, s, q, and the Lipschitz norm of
∂Ω ∩B3R(x0).
Proof. Let us take R = 1, since the general case comes by scaling. First, let us note
that the existence (and uniqueness) of such solution v can be obtained by minimizing the
functional
E(w) =
1
4
ˆ
Ω
ˆ
Ω
|w(x) −w(y)|2KΩ(x− y) dx dy −
ˆ
Ω
|f(x)|w(x) dx
among all functions w ∈ HK(Ω) such that w ≡ 0 in Ω \D2(x0). See Section 3 in [33] for
the details in case of the fractional Laplacian.
Next, in order to prove that the solution is nonnegative we can use the same argument
that in Theorem 4.1 from [33], consisting on using v− as a test function in the weak
formulation, which yields v− ≡ 0 in Ω. The bound from above is more delicate and we
need to repeat the arguments from Lemma 3.1 and Proposition 3.2 adapted to this setting
of mixed Dirichlet and Neumann conditions. In that way we obtain that
v ≤ C(||f ||Lq(D2) + ||v||L2(D2)) in D2(x0),
where C is a nonnegative constant depending only on N , s, q, and the Lipschitz norm of
∂Ω ∩B2R(x0).
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Finally, we need to estimate the L2-norm of v in terms of the Lq-norm of f . In order
to do that it is sufficient to use v as a test function in the weak formulation and applying
the fractional Poincare´ inequality in D3. That is,
||v||2L2(D2) = ||v||
2
L2(D3)
≤ CP [v]
2
Hs(D3)
≤ CP [v]
2
Hs(Ω) ≤ C
ˆ
D2
fv
≤ C||f ||Lq(D2) ||v||L2(D2).
Let us remark that the reason why we apply the fractional Poincare´ inequality in D3
instead of D2 is that we need v to be zero at some part of the domain where we apply
it. 
4. Moser-type iteration and Ho¨lder regularity up to the boundary
The goal of this section is to develop a Moser-type iteration for our nonlocal problem
with Neumann boundary conditions. The overall strategy follows that of Kassmann [28]
for interior regularity but, as we will see, the logarithmic singularity of the kernel in (2.7)
will introduce several difficulties.
From now on, for any r > 0 and x0 ∈ Ω we denote
Dr(x0) := Br(x0) ∩Ω.
The first step in the proof is the following.
Lemma 4.1. Let Ω ⊂ RN be a domain, R > 0 and x0 ∈ Ω. Let KΩ be of the form either
(2.7) or (2.8). Assume that ∂Ω ∩BR(x0) is a Lipschitz graph.
Then for any c > 0, δ0 ∈ (0, 1/2) and ϑ > 1, there exists γ ∈ (0, 2s) depending only on
the Lipschitz constant of ∂Ω ∩ BR(x0), N , s, c, δ0 and ϑ such that for any u ∈ L
∞(Ω)
satisfying 
u(x) ≥ 0 for a.e. x ∈ DR(x0)
u(x) ≥ c
[
1−
(
ϑ |x−x0|R
)γ]
for a.e. x ∈ Ω \BR(x0)
|{u≥1}∩DR(x0)|
|DR(x0)|
≥ 12 ,
(4.1)
it holds ˆ
Ω\Br(x0)
u(x)KΩ(x, y)dx ≥ 0 for a.e. y ∈ Dr(x0), (4.2)
for all r < R such that
|{u ≥ 1} ∩ (DR(x0) \Dr(x0))|
|DR(x0)|
≥ δ0. (4.3)
Proof. Taking uR(x) = u(x0 + Rx) instead of u, we may assume R = 1 and x0 = 0. We
prove the result for K of the form (2.7); the case (2.8) is simpler.
By the third assumption in (4.1), we deduce the existence of r0 ∈ (0, 1) depending only
δ0 > 0, N and the Lipschitz constant of ∂Ω such that (4.3) holds if r ≤ r0.
Let us take r ≤ r0 satisfying (4.3) and set Ar := {u ≥ 1} ∩ (D1 \Dr). By assumption
we have |Ar| ≥ δ0|D1|, u ≥ 0 in D1 and so for a.e. y ∈ Dr, it follows
ˆ
D1\Dr
u(x)KΩ(x, y)dx ≥
ˆ
Ar
KΩ(x, y)dx ≥ c
ˆ
Ar
1 + log−
(
dx,y
|x−y|
)
|x− y|N+2s
dx
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with c > 0, where dx,y = min{d(x), d(y)}. We have to find a suitable lower bound for the
above integral. To do so, we first notice that for any fixed d > 0, the function
̺→
1 + log− (d/̺)
̺N+2s
, ̺ > 0
is decreasing and thus, since |x− y| ≤ 2, we find
ˆ
Ar
1 + log−
(
dx,y
|x−y|
)
|x− y|N+2s
dx ≥ 2−N−2s
ˆ
Ar
1 + log−
(
dx,y
2
)
dx ≥ c|Ar|
(
1 + log−
(
d(y)
2
))
.
Consequently, whenever d(y) ≥ 1, we haveˆ
D1\Dr
u(x)KΩ(x, y)dx ≥ c|Ar| ≥ cδ0, (4.4)
for some c > 0 depending only on N , s and Ω. Conversely, when 0 < d(y) < 1, we obtain
by the inequality aboveˆ
D1\Dr
u(x)KΩ(x, y)dx ≥ Cδ0|D1|(1 + | log d(y)|). (4.5)
On the other hand, for a.e. y ∈ Dr, it holdsˆ
Ω\B1
u(x)KΩ(x, y)dx ≥ −c
ˆ
Ω\B1
|1− (ϑ|x|)γ |KΩ(x, y)dx,
thanks to the second inequality in (4.1). Thus,
ˆ
Ω\B1
|1− (ϑ|x|)γ |KΩ(x, y)dx ≤ C
ˆ
Ω\B1
|1− (ϑ|x|)γ |
1 + log−
(
dx,y
|x−y|
)
|x− y|N+2s
dx
= C
ˆ
Ω1
|1− (ϑ|x|)γ |
|x− y|N+2s
∣∣∣∣log( dx,y|x− y|
)∣∣∣∣ dx
+C
ˆ
Ω\B1
|1− (ϑ|x|)γ |
|x− y|N+2s
dx := I1(γ) + I2(γ),
(4.6)
where Ω1 := (Ω \B1) ∩ {d ≤ |x− y|}. Notice that
I1(γ) =
ˆ
Ω1∩{dx,y=d(x)}
|1− (ϑ|x|)γ |
|x− y|N+2s
∣∣∣∣log( d(x)|x− y|
)∣∣∣∣ dx
+
ˆ
Ω1∩{dx,y=d(y)}
|1− (ϑ|x|)γ |
|x− y|N+2s
∣∣∣∣log( d(y)|x− y|
)∣∣∣∣ dx
≤
ˆ
Ω1∩{dx,y=d(x)}
|1− (ϑ|x|)γ |
|x− y|N+2s
∣∣∣∣log( d(x)|x− y|
)∣∣∣∣ dx
+
ˆ
Ω1∩{dx,y=d(y)}
|1− (ϑ|x|)γ |
|x− y|N+2s
log |x− y|dx
+ | log d(y)|
ˆ
Ω1∩{dx,y=d(y)}
|1− (ϑ|x|)γ |
|x− y|N+2s
dx.
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Further, |1− (ϑ|x|)γ | → 0 for a.e. x ∈ Ω \B1 as γ → 0
+. So, since | log d(x)| is integrable
near ∂Ω and recalling that |x − y| ≥ 1 − r > 0, we deduce the existence of δγ → 0
+ as
γ → 0+ such that I1(γ) ≤ δγ(1+ | log d(y)|) for all small γ > 0, by dominated convergence.
Therefore, by (4.4), (4.5) and (4.6),ˆ
Ω\Br
u(x)KΩ(x, y)dx =
ˆ
D1\Dr
u(x)Kdx+
ˆ
Ω\B1
u(x)Kdx
≥ Cδ0|D1| (1 + | log d(y)|) − δγ(1 + | log d(y)|) ≥ 0,
if γ > 0 is small enough and our statement follows. 
Using the previous lemma, we can now prove the following.
Lemma 4.2. Let Ω ⊂ RN be a domain, R > 0 and x0 ∈ Ω. Let KΩ be of the form either
(2.7) or (2.8). Assume that ∂Ω ∩BR(x0) is a Lipschitz graph, and that u satisfies{
LΩu ≥ 0 in DR(x0)
u > 0 in DR(x0),
with Neumann conditions on ∂Ω∩BR(x0). Assume also that u satisfies (4.2) with r = R.
Then, ( 
DR(x0)
u(x)β0dx
)1/β0
≤ C
( 
DR(x0)
u(x)−β0dx
)−1/β0
,
for some β0 ∈ (0, 1) and C > 0 depending only on the Lipschitz constant of ∂Ω, N , and
s, such that
Proof. The proof is basically the same for both classes of kernels, (2.7) and (2.8).
By scaling and translation we may assume R = 1 and x0 = 0. Given any arbitrary
z0 ∈ D1 and ̺ > 0 such that B2̺(z0) ⊂ D1, we take B̺ = B̺(z0). Then, exactly as in [28,
Lemma 3.3] with r = ̺ (here we use the assumption (4.2)), we find
ˆ
B̺×B̺
[log u(x)− log u(y)]2
|x− y|N+2s
dxdy ≤ C̺N−2s,
for some constant C > 0 depending only on N , s and the constants in (2.7)-(2.8) (which
depend only on the Lipschitz norm of the domain). This yields log u ∈ Hs(B̺) and thus,
by the Poincare´ inequality,ˆ
B̺
∣∣ log u(x)− [log u]B̺ ∣∣2dx ≤ C̺N ,
for some constant C depending only on N , s and the constants in (2.7)-(2.8), where
[log u]B̺ :=
ffl
B̺
log u. By Ho¨lder inequality, it follows that
ˆ
B̺
∣∣ log u(x)− [log u]B̺ ∣∣dx ≤ C̺N ,
and therefore, thanks to the arbitrariness of z0 and ̺ > 0, we deduce that log u ∈ BMO(D1)
(see [10, Theorem 0.3]). Now, by the John-Nirenberg inequality (see [10, Theorem 0.3 and
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Theorem 0.4]), we deduce the existence of β0 ∈ (0, 1) and C, depending only on the
Lipschitz constant of ∂Ω, N , and s, such thatˆ
D1
eβ0| log u(x)−[log u]D1 |dx ≤ C.
Finally, since( 
D1
u(x)β0dx
)1/β0
·
( 
D1
u(x)−β0dx
)1/β0
=
( 
D1
eβ0{log u(x)−[log u]D1}dx
)1/β0
·
( 
D1
e−β0{log u(x)−[log u]D1}dx
)1/β0
≤ C,
the result follows. 
On the other hand, we next prove a key lemma for the Moser-type iteration.
Lemma 4.3. Let Ω ⊂ RN be a domain, R > 0, x0 ∈ Ω and β > 1. Let KΩ be of the form
either (2.7) or (2.8). Assume that u satisfies{
LΩu ≥ 0 in DR(x0)
u > 0 in DR(x0),
with Neumann conditions on ∂Ω ∩BR(x0), in the sense of Definition 2.2.
Then, there exists a constant C depending only on N , s, and the Lipschitz constant of
∂Ω, such that
ˆ
Dr(x0)×Dr(x0)
[
u(x)
1−β
2 − u(y)
1−β
2
]2
|x− y|N+2s
dxdy
≤
Cβ2
(R− r)2s
ˆ
DR(x0)
u(x)1−β
(
1 +
∣∣∣∣log d(x)R− r
∣∣∣∣) dx,
(4.7)
for all 0 < r < R. In case (2.8), the same estimate holds without the logarithmic term.
Proof. Since the kernels and (4.7) are scale-invariant, after a rescaling we may assume
that R− r = 1. We take a smooth cut-off function 0 ≤ ϕ ≤ 1 satisfying
ϕ = 1 in Br, supp(ϕ) ⊂ BR, sup |∇ϕ| ≤ c.
Testing LΩu ≥ 0 in DR with η := ϕ
1+βu−β (notice that η is an admissible test since u > 0
in DR and ϕ = 0 in Ω \BR), it follows thatˆ
Ω
ˆ
Ω
[u(x)− u(y)][ϕ1+β(x)u−β(x)− ϕ1+β(y)u−β(y)]KΩ(x, y)dxdy ≥ 0.
In particular, for any ε > 0,ˆ ˆ
Ω×Ω
|x−y|>ε
[u(y)− u(x)][ϕ1+β(x)u−β(x)− ϕ1+β(y)u−β(y)]KΩ(x, y)dxdy
≤−
ˆ
Ω×Ω
|x−y|≤ε
[u(y)− u(x)][ϕ1+β(x)u−β(x)− ϕ1+β(y)u−β(y)]KΩ(x, y)dxdy.
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Now, we apply [28, Lemma 2.5] with a = u(x), b = u(y), τ1 = ϕ(x), τ2 = ϕ(y) and
p = β, integrate on (Ω× Ω) ∩ {|x− y| > ε} and use the above inequality to obtain
ˆ ˆ
Ω×Ω
|x−y|>ε
ϕ(x)ϕ(y)
[(
u(x)
ϕ(x)
) 1−β
2
−
(
u(y)
ϕ(y)
) 1−β
2
]2
KΩ(x, y)dxdy
≤ cβ
ˆ
Ω×Ω
|x−y|>ε
[ϕ(x)− ϕ(y)]2
[(
u(x)
ϕ(x)
)1−β
+
(
u(y)
ϕ(y)
)1−β]
KΩ(x, y)dxdy
− (β − 1)
ˆ
Ω×Ω
|x−y|≤ε
[u(y)− u(x)][ϕ1+β(x)u−β(x)− ϕ1+β(y)u−β(y)]KΩ(x, y)dxdy,
where cβ := max{
β−1
2 ,
6(β−1)2
16 } ≤ β
2, since β > 1. Since η = ϕ1+βu−β ∈ HK(DR), the
last term converges to zero when we pass to limit as ε→ 0. Thus, we deduce
ˆ
Ω
ˆ
Ω
ϕ(x)ϕ(y)
[(
u(x)
ϕ(x)
) 1−β
2
−
(
u(y)
ϕ(y)
) 1−β
2
]2
KΩ(x, y)dxdy
≤β2
ˆ
Ω
ˆ
Ω
[ϕ(x) − ϕ(y)]2
[(
u(x)
ϕ(x)
)1−β
+
(
u(y)
ϕ(y)
)1−β]
KΩ(x, y)dxdy.
Now, using that ϕ ≡ 1 in Dr, we bound from below the left hand side as
ˆ
Ω
ˆ
Ω
ϕ(x)ϕ(y)
[(
u(x)
ϕ(x)
) 1−β
2
−
(
u(y)
ϕ(y)
) 1−β
2
]2
KΩ(x, y)dxdy
≥
ˆ
Dr
ˆ
Dr
ϕ(x)ϕ(y)
[(
u(x)
ϕ(x)
) 1−β
2
−
(
u(y)
ϕ(y)
) 1−β
2
]2
KΩ(x, y)dxdy
≥ c
ˆ
Dr
ˆ
Dr
[
u(x)
1−β
2 − u(y)
1−β
2
]2
|x− y|N+2s
dxdy,
where c > 0 depends only on N , s and λ (ellipticity constant).
On the other hand, by symmetry, we have
ˆ
Ω
ˆ
Ω
[ϕ(x) − ϕ(y)]2
[(
u(x)
ϕ(x)
)1−β
+
(
u(y)
ϕ(y)
)1−β]
KΩ(x, y)dxdy
=2
ˆ
Ω
ˆ
Ω
ϕ(x)β−1[ϕ(x) − ϕ(y)]2u(x)1−βKΩ(x, y)dxdy
≤ 2
ˆ
DR
u(x)1−β
ˆ
Ω
[ϕ(x) − ϕ(y)]2KΩ(x, y)dydx.
Therefore, we have proved that
ˆ
Dr
ˆ
Dr
[
u(x)
1−β
2 − u(y)
1−β
2
]2
|x− y|N+2s
dxdy ≤ Cβ2
ˆ
DR
u(x)1−β
ˆ
Ω
[ϕ(x)− ϕ(y)]2KΩ(x, y)dydx.
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To finish the proof, we have to estimate the integralˆ
Ω
[ϕ(x) − ϕ(y)]2KΩ(x, y)dy =
ˆ
Ω∩B1(x)
[ϕ(x)− ϕ(y)]2KΩ(x, y)dy
+
ˆ
Ω\B1(x)
[ϕ(x)− ϕ(y)]2KΩ(x, y)dy := J1 + J2,
where x ∈ DR is fixed. Let d = dx,y = min{d(x), d(y)} and D1(x) := Ω ∩B1(x). We have
J1 ≤ C
ˆ
D1(x)
1 + log−
(
dx,y
|x−y|
)
|x− y|N+2s−2
dy, (4.8)
in view of the properties of ϕ and KΩ. Notice that
ˆ
D1(x)∩{d≥|x−y|}
1 + log−
(
dx,y
|x−y|
)
|x− y|N+2s−2
dy ≤
ˆ
B1(x)
dy
|x− y|N+2s−2
≤ C,
for some C > 0 depending only on N and s, and thusˆ
D1(x)∩{d≥|x−y|}
[ϕ(x) − ϕ(y)]2KΩ(x, y)dy ≤ C. (4.9)
From now on, we assume dx,y ≤ |x− y| and we write D
d
1(x) := D1(x) ∩ {d ≤ |x− y|}. So,
by definition
ˆ
Dd1(x)
1 + log−
(
dx,y
|x−y|
)
|x− y|N+2s−2
dy ≤
ˆ
Dd1(x)
1 + | log |x− y||
|x− y|N+2s−2
dy+
ˆ
Dd1(x)
| log dx,y|
|x− y|N+2s−2
dy := I1+I2.
We estimate I1 as
I1 ≤
ˆ
B1
1 + | log |z||
|z|N+2s−2
dz ≤ C, (4.10)
for some C > 0 depending only on N and s. To estimate I2, we write
I2 =
ˆ
Dd1(x)∩{d=d(x)}
| log d(x)|
|x− y|N+2s−2
dy +
ˆ
Dd1(x)∩{d=d(y)}
| log d(y)|
|x− y|N+2s−2
dy
≤ C| log d(x)|+
ˆ
D1(x)
| log d(y)|
|x− y|N+2s−2
dy
≤ C| log d(x)|+
ˆ
B1∩(Ω−x)
| log d(y, ∂Ω − x)|
|y|N+2s−2
dy ≤ C(1 + | log d(x)|),
(4.11)
for some constant C > 0 depending on N , s and the Lipschitz constant of Ω. Putting
together (4.8), (4.9), (4.10) and (4.11) we find
J1 ≤ C(1 + | log d(x)|),
for some constant C > 0 depending on N , s and the Lipschitz constant of Ω.
To estimate J2, we notice that
J2 ≤ 2
ˆ
Ω\B1(x)
KΩ(x, y)dy ≤ C
ˆ
Ω\B1(x)
1 + log−
(
dx,y
|x−y|
)
|x− y|N+2s
dy,
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for some universal C > 0 and that the kernel is singular only near ∂Ω, due to the fact
that |x − y| ≥ 1. Moreover, y → | log d(y)|d(y)−N−2s is integrable for |y| large and thus
repeating the arguments which have led to (4.8), (4.9), (4.10) and (4.11), we find
J2 ≤ C(1 + | log d(x)|),
for some C > 0 depending on N , s and the Lipschitz constant of Ω, as wanted. 
Using the previous lemma, and a Moser-type iteration, we deduce the following.
Corollary 4.4. Let Ω ⊂ RN be a domain, R > 0, x0 ∈ Ω and β > 1. Moreover, assume
that ∂Ω ∩BR(x0) is a Lipschitz graph. Let KΩ be of the form either (2.7) or (2.8). Let u
satisfy {
LΩu ≥ 0 in DR(x0)
u > 0 in DR(x0),
with Neumann conditions on ∂Ω ∩BR(x0) in the sense of Definition 2.2.
Then, there exists a constant C > 0 depending only on the Lipschitz constant of ∂Ω,
N , s, and β > 0, such that
ess inf
x∈DR/2(x0)
u(x) ≥ C
( 
DR(x0)
u(x)−βdx
)−1/β
. (4.12)
Proof. By scaling, we can assume x0 = 0 and R = 1.
Let {rk}k∈N be a decreasing sequence satisfying r0 = 1 and rk → 1/2 as k → +∞. For
a given β > 1, we apply the Sobolev inequality to (4.7) to obtain(ˆ
Drk+1
u(x)(1−β)γdx
)1/γ
≤
Cβ2
(rk − rk+1)2s
ˆ
Drk
u(x)1−β
(
1 +
∣∣∣∣log d(x)rk − rk+1
∣∣∣∣) dx,
where γ := 2∗s/2 > 1 and where C depends only on the Lipschitz constant of ∂Ω, N , and
s.
Let ε ∈ (0, γ − 1) and apply Ho¨lder inequality to the right hand side:
ˆ
Drk
u(x)1−β
(
1 +
∣∣∣∣log d(x)rk − rk+1
∣∣∣∣) dx ≤
(ˆ
Drk
u(x)(1−β)(1+ε)dx
) 1
1+ε
×
(ˆ
Drk
(
1 +
∣∣∣∣log d(x)rk − rk+1
∣∣∣∣) 1+εε dx
) ε
1+ε
= Ck
(ˆ
Drk
u(x)(1−β)(1+ε)dx
) 1
1+ε
,
where
Ck :=
(ˆ
Drk
(
1 +
∣∣∣∣log d(x)rk − rk+1
∣∣∣∣) 1+εε dx
) ε
1+ε
.
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Notice that, since rk − rk+1 → 0, we have
Ck ≤ C
(ˆ
D1/2
(
1 +
∣∣∣∣log d(x)rk − rk+1
∣∣∣∣)1+εε dx
) ε
1+ε
≤ C
(ˆ
D1/2
(1 + |log d(x)|)
1+ε
ε dx
) ε
1+ε
+ | log(rk − rk+1)|
 ≤ C| log(rk − rk+1)|,
for some C. Further, for any fixed α ∈ (0, 1),
| log(rk − rk+1)| ≤ Cα(rk − rk+1)
−α,
for some Cα, and so
Ck ≤ Cα(rk − rk+1)
−α, (4.13)
for some Cα. Now, changing 1− β → −β, we easily deduce(ˆ
Drk+1
u(x)−βγdx
)− 1
βγ
≥
[
(rk − rk+1)
2s
CCk(1 + β)2
] 1
β
(ˆ
Drk
u(x)−β(1+ε)dx
)− 1
β(1+ε)
.
Further, setting v := u1+ε, σ := γ1+ε > 1, and using (4.13), it follows(ˆ
Drk+1
v(x)−βσdx
)− 1
βσ
≥
[
(rk − rk+1)
2s+α
C(1 + β)2
]1+ε
β
(ˆ
Drk
v(x)−βdx
)− 1
β
, (4.14)
for some C. Thus, given β0 > 0, we define βk := β0σ
k, k ≥ 1. Iterating (4.14) with
β = β0, we obtain
‖v‖L−βk (Drk )
≥
k−1∏
j=0
[
(rj − rj+1)
2s+α
C(1 + βj)2
] 1
βj
‖v‖L−β0 (Dr0 )
=
k−1∏
j=0
[
(rj − rj+1)
2s+α
C(1 + β0σj)2
] 1
β0σ
j
‖v‖L−β0 (Dr0 )
,
(4.15)
up to changing the constant C > 0, independently of k ∈ N. Now, we notice that
k−1∏
j=0
[
(rj − rj+1)
2s+α
C(1 + β0σj)2
] 1
β0σ
j
= exp
 1β0
k−1∑
j=0
1
σj
log
[
(rj − rj+1)
2s+α
C(1 + β0σj)2
] ,
for all k ≥ 1, and so, choosing rj such that (rj − rj+1)
2s+α = Cβ20σ
−2j for j ∈ N large
enough, we obtain
∞∑
j=0
1
σj
log
[
(rj − rj+1)
2s
C(1 + β0σj)2
]
∼ −
∞∑
j=0
j
σj
> −∞.
Consequently, we can pass to the limit in (4.15) and deduce (4.12), thanks to the fact that
‖v‖L−βk (Drk )
→ ess infx∈DR/2(x0) v(x) as k → +∞ and v = u
1+ε. 
Combining Lemma 4.2 and Corollary 4.4, we finally deduce the following.
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Theorem 4.5. Let Ω ⊂ RN be a domain, R > 0, x0 ∈ Ω and β > 1. Assume that
∂Ω ∩ B2R(x0) is a Lipschitz graph. Let KΩ be of the form either (2.7) or (2.8). Assume
that u satisfies {
LΩu ≥ 0 in D2R(x0)
u > 0 in D2R(x0),
with Neumann conditions on ∂Ω ∩B2R(x0) in the sense of Definition 2.2.
Then for any c > 0 and ϑ > 1, there exist κ > 0 and γ ∈ (0, 2s) depending only on the
Lipschitz constant of ∂Ω, N , s, c and ϑ, such that ifu(x) ≥ c
[
1−
(
ϑ |x−x0|R
)γ]
for a.e. x ∈ Ω \B2R(x0)
|{u≥1}∩D2R(x0)|
|D2R(x0)|
≥ 12 ,
(4.16)
then
ess inf
x∈DR/2(x0)
u(x) ≥ κ. (4.17)
Proof. By scaling, it is enough to consider the case R = 1 and x0 = 0.
First, since ∂Ω ∩B1 is a Lipschitz graph, and 0 ∈ Ω, it is not difficult to see that there
exists ω ∈ (0, 1/2) depending only on N and the Lipschitz constant of the graph such that
|D1|
|D2|
≤ ω.
Now we claim that the second condition in (4.16) guarantees the existence of r0 ∈ (1, 2)
such that
|{u ≥ 1} ∩Dr0 |
|D2|
≥
1 + 2ω
4
,
|{u ≥ 1} ∩ (D2 \Dr0)|
|D2|
≥
1− 2ω
4
.
Let us define the functions
h(ρ) :=
|{u ≥ 1} ∩Dρ|
|D2|
, h˜(ρ) :=
|{u ≥ 1} ∩ (D2 \Dρ)|
|D2|
.
It is clear that they are both continuous. Moreover, the first one is nondecreasing and
satisfies h(1) ≤ ω and h(2) ≥ 1/2. This means that there exists r0 ∈ (1, 2) such that
h(r0) = (1/2 + ω)/2 = (1 + 2ω)/4. If we now use that h(ρ) + h˜(ρ) ≥ 1/2, the claim easily
follows.
Applying Corollary 4.4 (with R = r0), we obtain that for any β > 0
ess inf
x∈Dr0/2
u(x) ≥ C
( 
Dr0
u(x)−βdx
)−1/β
, (4.18)
for some constant C > 0 depending only on the Lipschitz constant of ∂Ω, N , s, and β.
Now, by Lemma 4.1 with R = 2, δ0 = (1−2ω)/4 and r = r0, there is γ ∈ (0, 2s) depending
only on the Lipschitz constant of ∂Ω, N , s, c, ω and ϑ such thatˆ
Ω\Br0
u(x)KΩ(x, y)dx ≥ 0 for a.e. y ∈ Dr0 .
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On the other hand, by Lemma 4.2 (with R = r0), there exists β0 ∈ (0, 1) depending only
on the Lipschitz constant of ∂Ω, N , and s such that( 
Dr0
u(x)β0dx
)1/β0
≤ C
( 
Dr0
u(x)−β0dx
)−1/β0
,
and thus, choosing β = β0 in (4.18), it follows
ess inf
x∈Dr0/2
u(x) ≥ C
( 
Dr0
u(x)β0dx
)1/β0
≥ C
(
1
|Dr0 |
ˆ
Dr0∩{u≥1}
u(x)β0dx
)1/β0
≥ C
(
|{u ≥ 1} ∩Dr0 |
|Dr0 |
)1/β0
≥ C
(
|{u ≥ 1} ∩Dr0 |
|D2|
)1/β0
≥ κ,
for some new constant κ > 0. Since r0 ≥ 1, the thesis follows. 
As a consequence, we can now prove a version that allows a right hand side f .
Theorem 4.6. Let Ω ⊂ RN be a domain, R > 0, x0 ∈ Ω and f ∈ L
q(D2R(x0)) with
q > N2s . Assume that ∂Ω ∩ B3R(x0) is a Lipschitz graph. Let KΩ be of the form either
(2.7) or (2.8). Assume that u satisfies{
LΩu ≥ f in D2R(x0)
u > 0 in D2R(x0),
with Neumann conditions on ∂Ω ∩B2R(x0), in the sense of Definition 2.2.
Then for any c > 0 and ϑ > 1, there exist κ0 > 0, κ > 0 and γ ∈ (0, 2s) depending only
on the Lipschitz constant of ∂Ω, N , s, c and ϑ, such that if (4.16) holds, then
ess inf
x∈DR/2(x0)
u(x) + κ0R
2s−N
q ‖f‖Lq(D2R(x0)) ≥ κ. (4.19)
Proof. We assume R = 1, x0 = 0. Let us consider the function w := u+v, where v satisfies
(3.9) (with R = 1 and x0 = 0). Then, w satisfies{
LΩw ≥ 0 in D2
w > 0 in D2,
with Neumann conditions on ∂Ω∩B2 in the sense of Definition 2.2. Notice that w ≥ u in
Ω and thus it satisfies the assumptions in (4.16). Consequently, we can apply Theorem 4.5
to the function w and, since v ≤ κ0 ||f ||Lq(D1) in D1/2 (by Lemma 3.3), we deduce
ess inf
x∈D1/2
u(x) + κ0 ‖f‖Lq(D1) ≥ ess infx∈D1/2
w(x) ≥ κ,
which proves (4.19). 
We finally use the previous weak Harnack inequality to deduce the Ho¨lder regularity of
solutions.
Theorem 4.7. Let Ω ⊂ RN be a domain, R > 0, x0 ∈ Ω and f ∈ L
q(D3R(x0)) with
q > N2s . Assume that ∂Ω ∩ B3R(x0) is a Lipschitz graph. Let KΩ be of the form either
(2.7) or (2.8). Assume that u satisfies
LΩu = f in D3R(x0),
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with Neumann conditions on ∂Ω ∩B3R(x0) in the sense of Definition 2.2.
Then there exist α ∈ (0, 1) and C depending only on the Lipschitz constant of ∂Ω, N ,
s, and q, such that
|u(x)− u(y)| ≤ C
(
|x− y|
R
)α [
‖u‖L∞(Ω) +R
2s−N
q ‖f‖Lq(D3R(x0))
]
(4.20)
for a.e. x, y ∈ DR(x0).
Proof. The result follows by iterating the previous weak Harnack inequality, the argument
is similar to those in [28, 38]. By scaling, it is sufficient to prove (4.20) for R = 1.
Step 1. Let us take ϑ = 2, c = 2, κ ∈ (0, 1), γ ∈ (0, 2s) and κ0 > 0 as in Theorem 4.6
(depending only on the Lipschitz constant of ∂Ω, N , s, and q). We set κ := κ/2.
Given any z0 ∈ D1(x0), we construct a non-decreasing sequence (mn)n∈Z and a non-
increasing sequence (Mn)n∈Z such that
mn ≤ u(y) ≤Mn for a.e. y ∈ Dϑ−n(z0)
Mn −mn = Kϑ
−nα,
(4.21)
for all n ∈ Z, some α ∈ (0, 1) and K > 0 to be determined (independently of z0 and x0).
We choose
0 < ε0 ≤ min
{
1
2
,
κ
4κ0
}
(4.22)
and
M0 := ‖u‖L∞(Ω) +
1
ε0
‖f‖Lq(D3(x0)), m0 := −‖u‖L∞(Ω),
so that
K := M0 −m0 = 2‖u‖L∞(Ω) +
1
ε0
‖f‖Lq(D3(x0)).
Now, we assume that (4.21) holds and show how (4.20) follows. Since u is bounded,
whenever x, y ∈ D1(x0) satisfy |x− y| ≥ 1, (4.20) follows with C = 2 and any α ∈ (0, 1).
Thus it is enough to check the validity of (4.20) when x 6= y and |x − y| < 1. In such
case, we take x = z0 and consider n ∈ N (depending on y) such that
ϑ−(n+1) ≤ |x− y| < ϑ−n.
Consequently,
|u(x)− u(y)| ≤ oscBϑ−n (x)u ≤Mn −mn = Kϑ
−nα ≤ Kϑα|x− y|α
≤
ϑα
ε0
|x− y|α
[
‖u‖L∞(D2(x0)) + ‖f‖Lq(D2(x0))
]
,
which is exactly (4.20) with C = ϑα/ε0. Using the arbitrariness of x, y ∈ D1(x0) with
|x− y| < 1 and x 6= y, the estimate (4.20) follows.
Step 2. Notice that, since u is bounded in Ω, the choice of K guarantees that (4.21)
hold true for n = 0 and, moreover, settingMn =M0 and mn = m0 for all negative integers
n, (4.21) hold true for any n ∈ Z, n < 0.
Step 3. We construct the sequences (mn)n∈N and (Mn)n∈N by induction on n ∈ N. So,
we assume that there exists k ≥ 1 such that (4.21) hold for all n ≤ k − 1, and we show
how to choose mk and Mk such that (4.21) hold for n = k.
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We define
α := min
{
γ, ln
(
2
2− κ
)
/ lnϑ
}
. (4.23)
and we consider the function
v(x) :=
(
u(ϑ−(k−1)x+ z0)−
Mk−1 +mk−1
2
)
2ϑ(k−1)α
K
.
Notice that, in view of (4.21), we have
|v| ≤ 1 in D1,
where B1 = B1(0), Ω˜ := {x ∈ R
N : ϑ−(k−1)x+ z0 ∈ Ω} and D˜1 := B1 ∩ Ω˜. Note that since
Ω˜ is a dilation, its Lipschitz constant does not increase. Now, we divide the proof in two
cases. First, we assume
|{v ≤ 0} ∩ D˜1|
|D˜1|
≥
1
2
. (4.24)
In order to apply Theorem 4.6, we study the decaying of v in Ω˜\B1. So, for any y ∈ Ω˜\B1
we have |y| ≥ 1 and thus there is j ∈ N, j ≥ 1 (depending on y) such that
ϑj−1 ≤ |y| < ϑj.
Using that (mn)n∈N is non-decreasing, the fact that y ∈ Bϑj and (4.21), we obtain
v(y) =
2ϑ(k−1)α
K
(
u(ϑ−(k−1)y + z0)−
Mk−1 +mk−1
2
)
≤
2ϑ(k−1)α
K
(
Mk−j−1 −mk−j−1 +mk−j−1 −
Mk−1 +mk−1
2
)
≤
2ϑ(k−1)α
K
(
Mk−j−1 −mk−j−1 −
Mk−1 −mk−1
2
)
=
2ϑ(k−1)α
K
(
Kϑ−(k−j−1)α −
K
2
ϑ−(k−1)α
)
= 2ϑjα − 1
≤ 2ϑα|y|α − 1,
which, setting w := 1− v, is equivalent to
w(y) ≥ 2 [1− (ϑ|y|)α] for a.e. y ∈ Ω˜ \B1.
Furthermore, w is a weak solution to
LΩw = −
2
K
ϑ(α−2s)(k−1)f in D˜2,
and so, thanks to assumption (4.24) and the fact that α ≤ γ (see (4.23)), we can apply
Theorem 4.6 (with R = 1) to deduce
ess inf
x∈D˜ϑ−1
w(x) +
2κ0
K
ϑ(α−2s)(k−1)‖f‖Lq(D˜2) ≥ κ,
which implies
v(x) ≤ 1− κ+
2κ0
K
ϑ(α−2s)(k−1)‖f‖
Lq(D˜2)
for a.e. x ∈ D˜ϑ−1 .
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Notice that, using the definition of K and that α ≤ 2s (cfr. with (4.23)) and ϑ > 1, we
have
2κ0
K
ϑ(α−2s)(k−1)‖f‖Lq(D˜2) ≤ 2κ0
ε0‖f‖Lq(D˜2)
ε0‖u‖L∞(D˜2) + ‖f‖Lq(D˜2)
≤ 2κ0ε0 ≤
κ
2
,
thanks to the choice of ε0 > 0 in (4.22). Consequently,
v(x) ≤ 1−
κ
2
:= 1− κ for a.e. x ∈ D˜ϑ−1 .
So, using the definition of v and the above inequality, we obtain
u(x) ≤
1− κ
2
Kϑ−(k−1)α +
Mk−1 +mk−1
2
=
1− κ
2
(Mk−1 −mk−1) +
Mk−1 +mk−1
2
= mk−1 +
(
1−
κ
2
)
(Mk−1 −mk−1)
for a.e. x ∈ Dϑ−k(z0). Finally, using (4.23), we have that 1 −
κ
2 ≤ ϑ
−α, and so from the
definition of K, we deduce
u(x) ≤ mk−1 +Kϑ
−kα for a.e. x ∈ Dϑ−k(z0).
Choosing mk := mk−1 and Mk := mk−1 + Kϑ
−kα, it follows that (4.21) is satisfied for
n = k and we complete the proof of the first case.
Finally, if (4.24) is not satisfied, it is sufficient to notice that it holds for v˜ := −v and
repeat the above procedure working with v˜. 
5. A Neumann Liouville theorem in the half-space
The goal of this section is to prove the following Liouville-type theorem in a half-space
with nonlocal Neumann boundary conditions.
Theorem 5.1. Let Ω = RN+ = {xN > 0}, and s ∈ (
1
2 , 1). Let LΩ and KΩ be given by
either (2.1)-(2.2)-(2.3), or (1.7). Assume v is a weak solution to
LΩv = 0 in R
N
+
with Neumann condition on ∂RN+ = {xN = 0} (in the sense of Definition 2.2). Let α > 0
be given by Theorem 5.7, and assume that
||v||L∞(B+R )
≤ C0(1 +R
2s−1+ε) for all R > 0,
for some C0 and ε ∈ (0, α). Then,
v(x) = a+ b · x
for some a ∈ R and b ∈ RN with bN = 0. Moreover, if 2s − 1 + ǫ < 1 then b = 0.
The proof of this result is not standard and does not follow from classical tools such as
even reflection for harmonic functions. Moreover, the extension problem for the fractional
Laplacian is of no use here, and therefore the proof must be different from the Dirichlet
case, too.
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We stress that, even in 1D, we do not know how to prove a better Liouville theorem
(allowing more growth on v). This seems a challenging open problem, which is strongly
related to the higher boundary regularity of solutions to (1.1).
5.1. 1D barriers. We need sub- and supersolutions for both problems (1.1) and (1.10).
We start with the following.
Lemma 5.2. (Supersolution for (1.1) and (1.10)) Let N = 1, Ω = (0,∞), and s ∈ (12 , 1).
Let LΩ and KΩ be given by either (2.1), (2.2)-(2.3) or (1.7). Given any r0 > 0 and
r1 := 2r0, let us consider η ∈ C
∞
c ([0, r1)) satisfying 0 ≤ η ≤ 1 and η = 1 in [0, r0].
Then, there exists c > 0 (depending only on r0) such that the function
ϕ(x) := η(x)x2s−1
satisfies
LΩϕ ≥ c in (0, r0).
Moreover, if LΩ and KΩ are given by (2.1), (2.2)-(2.3), a logarithmic improvement can be
done. That is,
LΩϕ ≥ c
(
1 + log−
(
x
r0
))
in (0, r0).
Proof. We prove the result for KΩ of the form (2.1), (2.2)-(2.3); the case (1.7) is simpler.
By scaling properties we may assume r0 = 1. Given x ∈ (0, 1) and using the definition
of ϕ, we compute
LΩϕ(x) =
ˆ ∞
0
{
x2s−1 − η(y)y2s−1
}
KΩ(x, y) dy
=
ˆ ∞
0
{
x2s−1 − y2s−1
}
KΩ(x, y) dy +
ˆ ∞
0
y2s−1(1− η(y))KΩ(x, y) dy := I + J.
Now, it is easy to check (by using the symmetry KΩ(x, y) = KΩ(y, x) and the scaling
property KΩ(λx, y) = λ
−1−2sKΩ(x, y/λ)) that LΩ(x
2s−1) = 0 in R+ and so I(x) = 0. On
the other hand, since η = 1 in [0, 1] while η = 0 in [2,∞), it follows
J(x) =
ˆ 2
1
y2s−1(1− η(y))KΩ(x, y) dy +
ˆ ∞
2
y2s−1(1− η(y))KΩ(x, y) dy
≥
ˆ ∞
2
y2s−1(1− η(y))KΩ(x, y) dy =
ˆ ∞
2
y2s−1KΩ(x, y) dy
≥ c
ˆ ∞
2
y2s−1
1 + log−
(
x
y−x
)
(y − x)1+2s
dy
= c
ˆ ∞
2
y2s−1
(y − x)1+2s
dy + c
ˆ ∞
2
y2s−1
log
(y−x
x
)
(y − x)1+2s
dy
≥ c
ˆ ∞
2
y−2dy + c
ˆ ∞
2
y−2 log
(
y − x
x
)
dy ≥ c
ˆ ∞
2
y−2dy + c
ˆ ∞
2
y−2 log
(
1
x
)
dy
≥ c
(
1 + log− x
)
.
where we have used that 1 ≤ y − x ≤ y, for all x < 1 < 2 ≤ y. 
We next show the following.
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Lemma 5.3. (Subsolution for (1.1) and (1.10)) Let N = 1, Ω = (0,∞), and s ∈ (12 , 1).
Let LΩ and KΩ be given by either (2.1), (2.2)-(2.3) or (1.7). Given any r0 > 0 and
r1 := 2r0, let us consider η ∈ C
∞
c ([0, r1)) satisfying 0 ≤ η ≤ 1, η = 1 in [0, r0] and
ζ ∈ C∞c ((r0, r1)) satisfying 0 ≤ ζ ≤ 1 and ζ 6≡ 0.
Then, for any c ≥ 0, there exist M > 0 (depending on c, s and r0) such that the function
ϕ(x) := η(x)x2s−1 +Mζ(x)
satisfies
LΩϕ ≤ −c in (0, r0).
Moreover, if LΩ and KΩ are given by (2.1), (2.2)-(2.3), a logarithmic improvement can be
done. That is,
LΩϕ ≤ −c
(
1 + log−
(
x
r0
))
in (0, r0).
Proof. We proceed as in the previous Lemma, proving the result only in the case LΩ and
KΩ given by (2.1), (2.2)-(2.3) and r0 = 1. Given x ∈ (0, 1) and using the properties of ζ
and the identity LΩ(x
2s−1) = 0 in R+, we obtain
LΩϕ(x) = LΩϕ(x) +MLΩζ(x)
=
ˆ 2
1
y2s−1(1− η(y))KΩ(x, y) dy +
ˆ ∞
2
y2s−1KΩ(x, y) dy −M
ˆ 2
1
ζ(y)KΩ(x, y) dy
:= H(x) + I(x)−M J(x).
Now, we compute separately each of the three terms. Let us begin by estimating H. That
is,
H(x) =
ˆ 2
1
y2s−1(1− η(y))KΩ(x, y) dy
≤ C
ˆ 2
1
y2s−1(1− η(y))
1 + log−
(
x
y−x
)
(y − x)1+2s
dy
= C
ˆ 2
1
y2s−1(1− η(y))
(y − x)1+2s
dy + C
ˆ 2
1
y2s−1(1− η(y))
log
(y−x
x
)
(y − x)1+2s
χ{y>2x} dy
:= H1(x) +H2(x).
On the one hand, we know the existence of two positive constants δ and C, such that
1− η(y) ≤ C(y − 1)2 for all y ∈ [1, 1 + δ).
This follows from the fact that η′(1) = 0 and that η′′(1) is bounded (notice that δ and C
depend only on η′′). Consequently, since x ∈ (0, 1), this means that y − x ≥ y − 1, and
moreover when y ∈ (1 + δ, 2) we have y − x ≥ δ. Thus,
H1(x) = C
ˆ 1+δ
1
y2s−1(1− η(y))
(y − x)1+2s
dy + C
ˆ 2
1+δ
y2s−1(1− η(y))
(y − x)1+2s
dy
≤ C
ˆ 1+δ
1
y2s−1(y − 1)1−2sdy + C δ−1−2s
ˆ 2
1+δ
y2s−1dy < C < +∞.
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On the other hand we have
H2(x) ≤ C
ˆ 2
1
log
(y−x
x
)
(y − x)1+2s
χ{y>2x} dy ≤ C
ˆ 2
1
log
(
2
x
)
dy
≤ C
(
1 + log
(
1
x
))
≤ C
(
1 + log− x
)
.
Here, we have used the fact that when x ≤ 1/2, then y − x ≥ y − 1/2 ≥ 1/2, whilst when
x > 1/2 and y > 2x, then y − x > x > 1/2. Thus, we obtain
H(x) ≤ H˜
(
1 + log− x
)
.
Next, we proceed with the estimate of the integral I. That is, using that y − x ≥ y/2
when x ≤ 1 < 2 ≤ y we get
I(x) =
ˆ ∞
2
y2s−1KΩ(x, y) dy ≤ C
ˆ ∞
2
y2s−1
1 + log−
(
x
y−x
)
(y − x)1+2s
dy
≤ C
ˆ ∞
2
y−2
(
1 + log
(
y − x
x
))
dy
≤ C
ˆ ∞
2
y−2
(
1 + log
(y
x
))
dy ≤ C (1− log x)
ˆ ∞
2
y−2 (1 + log y) dy
≤ I˜
(
1 + log− x
)
.
Finally, we consider J . By using again again that 1/2 ≤ y − x ≤ 2 when 2x < y < 2,
we arrive at
J(x) =
ˆ 2
1
ζ(y)KΩ(x, y) dy ≥ c
ˆ 2
1
ζ(y)
1 + log−
(
x
y−x
)
(y − x)1+2s
dy
≥ c
ˆ 2
1
ζ(y)
1 + log
(y−x
x
)
χ{y>2x}
(y − x)1+2s
dy
≥ c
ˆ 2
1
ζ(y)
(
1 + log
(
y − x
x
)
χ{1>2x}
)
dy
≥ c
ˆ 2
1
ζ(y)
(
1 + log
(
1
2x
)
χ{1>2x}
)
dy ≥ c
(
1 + log
(
1
2x
)
χ{1>2x}
)
≥ J˜
(
1 + log− x
)
.
Therefore, as a consequence of the previous computations, for all x ∈ (0, 1) and all c ≥ 0,
we obtain
LΩϕ(x) = H + I −MJ ≤ (H˜ + I˜ −MJ˜)
(
1 + log− x
)
:= −c
(
1 + log− x
)
,
if we take M > 0 large enough, depending only on s and c. 
5.2. A 1D boundary Harnack. We now prove a boundary Harnack estimate in dimen-
sion 1, by using the previous sub/super-solutions and following the general steps from
[35].
For any R > 0, we define
IR := (0, R) and I
+
R := (R/4, R/2).
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The first step is the following.
Lemma 5.4. Let N = 1, Ω = (0,∞), s ∈ (12 , 1), and K0 ≥ 0. Assume that either LΩ and
KΩ are given by (1.7) and u satisfies{
LΩu ≥ −K0 in IR,
u ≥ 0 in R+,
or LΩ and KΩ are given by (2.1)-(2.2)-(2.3) and u satisfies{
LΩu ≥ −K0
[
1 + log−
(
x
R
)]
in IR,
u ≥ 0 in R+.
Then, there exists C > 0 depending only on s, such that
inf
x∈I+R
u(x)
x2s−1
≤ C
[
inf
x∈IR/4
u(x)
x2s−1
+K0R
]
. (5.1)
Proof. We prove the result for KΩ of the form (2.1), (2.2)-(2.3) since the case (1.7) is
completely analogous.
By scaling properties we may assume R = 1. The general case is recovered by applying
(5.1) (with R = 1) to the function uR(x) := R
−2su(Rx), R > 0.
Step 1. Assume K0 = 0. Let us define
m := inf
x∈I+1
u(x)
x2s−1
≥ 0.
If m = 0, the thesis follows immediately. So, assume m > 0. In this case, it holds
u(x) ≥ mx2s−1 ≥ mr2s−10 in I
+
1 .
Now, for any ε > 0, we define
ϕ(x) := εϕ(x),
where ϕ is the sub-solution constructed in Lemma 5.3 for r0 = 1/4 and c = 0, satisfying
LΩϕ ≤ 0 in I1/4, and supp(ϕ) ⊂ I1/2. Consequently, ϕ is a sub-solution in I1/4 for any
ε > 0 and, furthermore,
ϕ(x) = ε[η(x)x2s−1 +Mζ(x)] ≤ ε(21−2s +M) ≤ m41−2s ≤ u(x),
for all x ∈ [1/4, 1/2), whenever 0 < ε ≤ ε0 := m4
1−2s/(21−2s+M). Thus, choosing ε = ε0
and recalling that u is nonnegative, it follows that ϕ ≤ u in [1/4,+∞) and so applying
the comparison principle in I1/4 we obtain
ε0x
2s−1 = ϕ(x) ≤ u(x) in I1/4.
Taking C = (21−2s +M)/41−2s and using the definition of ε0, it easily follows
m ≤ C inf
x∈I1/4
u(x)
x2s−1
,
and the proof in the case K0 = 0 is completed.
Step 2. Assume K0 > 0. For any κ0 > 0, we define
v(x) := κ0ϕ(x) + u(x) = κ0x
2s−1 + u(x) in I1,
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where ϕ is the super-solution constructed in Lemma 5.2 (with r0 = 1 and r1 = 2), satisfying
LΩϕ ≥ c
(
1 + log− x
)
in I1, for some universal constant c > 0, and supp(ϕ) ⊂ I2. Thus,
choosing κ0 = K0/c and recalling that ϕ is nonnegative, it follows{
LΩv ≥ 0 in I1
v ≥ 0 in R+.
Hence, we can apply Step 1 to the function v to conclude the existence of a constant C > 0
(depending on s) such that
inf
x∈I+1
v(x)
x2s−1
≤ C inf
x∈I1/4
v(x)
x2s−1
.
Finally, (5.1) follows easily since v(x) = κ0x
2s−1 + u(x) in I1. Notice that the constant
C > 0 changes passing from v to u. 
We will also need the following, which follows from the interior Harnack inequality (see
for instance [15]).
Lemma 5.5. Let N = 1, Ω = (0,∞), and s ∈ (12 , 1). Let LΩ and KΩ be given by either
(2.1)-(2.2)-(2.3), or (1.7). Assume that{
|LΩu| ≤ K0
(
1 + log−
(
x
R
))
in IR
u ≥ 0 in R+,
for some K0 ≥ 0. Then there exists C > 0 depending only on s, such that
sup
x∈I+R
u(x)
x2s−1
≤ C
[
inf
x∈I+R
u(x)
x2s−1
+K0R
]
. (5.2)
Proof. Again, it is enough to prove the case R = 1. Inequality (5.2) easily follows from
the interior Harnack inequality (see (2.2)-(2.3) in [15])
sup
x∈I+1
u(x) ≤ C
[
inf
x∈I+1
u(x) +K0
]
,
and using that x ∈ (1/4, 1/2), and that log− x is bounded in [1/8, 1]. 
We can now prove the oscillation decay for the quotient u/x2s−1.
Lemma 5.6. Let N = 1, Ω = (0,∞), s ∈ (12 , 1), and K0 ≥ 0. Assume that either LΩ and
KΩ are given by (1.7) and u satisfies{
|LΩu| ≤ K0 in I2
u(0) = 0,
or LΩ and KΩ are given by (2.1)-(2.2)-(2.3) and u satisfies{
|LΩu| ≤ K0
(
1 + log− x
)
in I2
u(0) = 0.
Moreover, assume that u satisfies the growth condition
|u(y)| ≤ c0(1 + y
2s−ε0), for all y > 0, (5.3)
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for some c0 > 0, ε0 > 1. Then there exist α ∈ (0, 1) and C > 0 (depending on s, c0 and
ε0), such that
sup
x∈IR
u(x)
x2s−1
− inf
x∈IR
u(x)
x2s−1
≤ CRα
[
‖u‖L∞(I2) +K0
]
, (5.4)
for all R ∈ (0, 1].
Proof. As in the previous results we are only proving it in the case LΩ and KΩ are given
by (2.1)-(2.2)-(2.3).
Let us fix ϑ = 4. Similar to the approach followed in the proof of Theorem 4.7, we
construct a non-decreasing sequence (mn)n∈N and a non-increasing sequence (Mn)n∈N
such that
mn ≤
u(y)
y2s−1
≤Mn for a.e. y ∈ Iϑ−n
Mn −mn = Kϑ
−nα,
(5.5)
for all n ∈ N, some α ∈ (0, 1) and K > 0 to be suitably determined. We proceed by
induction on n ∈ N.
Step 1. We prove the case n = 0. Let η ∈ C∞c ([0, 2)) satisfying 0 ≤ η ≤ 1 and η = 1 in
[0, 1] and define
v(x) = η(x)u(x), x ≥ 0.
Notice that for any x ∈ I1, we have v(x) = u(x) and, furthermore,
|LΩv(x)| ≤ |LΩu(x)|+
ˆ 2
1
|u(y)|[1 − η(y)]
(y − x)1+2s
dy +
ˆ ∞
2
|u(y)|
(y − x)1+2s
dy
≤ K0(1 + log
− x) +K1(1 + log
− x) +K2(1 + log
− x) := K0(1 + log
− x),
where K0 depends only on c0 > 0, ε0 > 1 and s. The above bounds follow by using that
x ∈ (0, 1), y > 1 (and so y − x > y − 1), the regularity properties of η and (5.3).
Now, let ϕ be the super-solution constructed in Lemma 5.2 (with r0 = 1, r1 = 2)
satisfying LΩϕ ≥ c(1 + log
− x) in I1, and let ψ(x) := Aϕ(x), A > 0. Since, v is
bounded and has support contained in I2, we can choose A large enough (for instance,
A ≥ max{‖u‖L∞(I2),K0/c}) so that
ψ ≥ v in [1,∞),
LΩψ ≥ Ac(1 + log
− x) ≥ K0(1 + log
− x) ≥ LΩv in I1,
(5.6)
and so, recalling that ψ(0) = v(0) = 0, it follows ψ ≥ v in I1. In particular, u(x) ≤ Ax
2s−1
for all x ∈ I1. Notice that the function ϕ = −ψ works as a sub-solution in I1 with ϕ ≤ −v
in [1,∞) and so |u(x)| ≤ Ax2s−1 for all x ∈ I1.
Thus we can choose M0 = A, m0 = −A and K = M0 − m0 = 2A. We anticipate
that in the second part of the proof we will ask K > 3CK0 (see (5.9)), where C > 0 is
the constant appearing in Lemma 5.4 and Lemma 5.5. To guarantee this, it is enough to
choose
K = 2A, A = C0
(
‖u‖L∞(I2) +K0
)
, C0 > max{1, 3C/2,K0/(cK0)}. (5.7)
Notice that with this choice we have also A ≥ max{‖u‖L∞(I2),K0/c} and thus (5.6) is
justified.
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Step 2. We assume that (5.5) hold for all n ≤ k and we prove the existence of mk+1
and Mk+1 satifying (5.5), too. Define
uk(x) := u(x)−mkx
2s−1,
and write uk = u
+
k − u
−
k . Notice that in view of (5.5) we have
u+k = uk in Iϑ−k .
Using the monotonicity of (mk)k∈N and (Mk)k∈N, we easily deduce
uk(x) = u(x)−mkx
2s−1 ≥ (mj −mk)x
2s−1 ≥ (mj −Mj +Mk −mk)x
2s−1
= K(−ϑ−jα + ϑ−kα)x2s−1 ≥ −Kϑ−j(2s−1)(ϑ−jα − ϑ−kα), x ∈ Iϑ−j ,
for all j ≤ k. Now, for any x > ϑ−k, there is j ≤ k − 1 such that ϑ−j−1 < x ≤ ϑ−j, and
thus, if x ∈ Iϑ−j \ Iϑ−k , we have
uk(x) ≥ −Kϑ
−j(2s−1)(ϑ−jα − ϑ−kα) = −K
ϑ−j(2s−1)
ϑ−k(2s−1)
ϑ−k(2s−1+α)
(
ϑ−jα
ϑ−kα
− 1
)
≥ −Kϑ−k(2s−1+α)
(
ϑx
ϑ−k
)2s−1 [( ϑx
ϑ−k
)α
− 1
]
, x ∈ Iϑ−j \ Iϑ−k .
(5.8)
Since the r.h.s. of the above inequality does not depend on j, we conclude that (5.8) holds
for all x ∈ R+ \ Iϑ−k . Now, fix x ∈ Iϑ−k/2. Using that u
−
k = 0 in Iϑ−k and (5.8), we obtain
0 ≤ −LΩu
−
k (x) =
ˆ ∞
0
u−k (y)K(x, y)dy =
ˆ ∞
ϑ−k
u−k (y)K(x, y)dy
≤ Cs
ˆ ∞
ϑ−k−x
u−k (x+ y)
y1+2s
(
1 +
∣∣∣∣log(xy
)∣∣∣∣) dy
≤ CsKϑ
−k(2s−1+α)
ˆ ∞
ϑ−k−x
(
ϑ(x+ y)
ϑ−k
)2s−1 [(ϑ(x+ y)
ϑ−k
)α
− 1
] 1 + ∣∣∣log (xy)∣∣∣
y1+2s
dy
≤ CsKϑ
−k(2s−1+α)
ˆ ∞
ϑ−k/2
(
2ϑy
ϑ−k
)2s−1 [(2ϑy
ϑ−k
)α
− 1
] 1 + ∣∣∣log (xy)∣∣∣
y1+2s
dy
≤ CsKϑ
−k(α−1)
ˆ ∞
1/2
(2ϑy)2s−1 [(2ϑy)α − 1]
1 + | log y|+ | log x|
y1+2s
dy
≤ ε0(α)CsKϑ
−k(α−1)(1 + log− x),
where
ε0(α) :=
ˆ ∞
1/2
(2ϑy)2s−1 [(2ϑy)α − 1]
1 + | log y|
y1+2s
dy.
Notice that ε0(α)→ 0 as α→ 0, since (2ϑy)
α → 1 as α→ 0 for all y > 1/2 and Lebesgue
dominated convergence theorem. Consequently, recalling that K has been fixed in (5.7),
we choose α ∈ (0, 1) in the following way: if C > 0 denotes the constant appearing in the
statements of Lemma 5.4 and Lemma 5.5, we take α small such that
ε0(α) <
1
3C
, ϑ−α > 1−
1
3C
. (5.9)
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Notice that the second inequality above is guaranteed by (5.7). Now, writing u+k = uk+u
−
k
and using that L(x2s−1) = 0 in (0,∞), ϑ ≥ 1 and α ∈ (0, 1), we estimate
|LΩu
+
k (x)| ≤ |LΩu(x)| + |LΩu
−
k (x)| ≤ K0(1 + log
− x) + ε0(α)CsKϑ
−k(α−1)(1 + log− x)
≤ [K0 + ε0(α)CsK]ϑ
−k(α−1)(1 + log− x),
for all x ∈ Iϑ−k/2. Consequently, we can apply Lemma 5.4 and Lemma 5.5 to u
+
k and,
recalling that u+k = uk in Iϑ−k , we deduce
sup
x∈I+
ϑ−k/2
[
u(x)
x2s−1
−mk
]
≤ C
{
inf
x∈I+
ϑ−k/2
[
u(x)
x2s−1
−mk
]
+ (K0 + ε0(α)K)ϑ
−kα
}
≤ C
{
inf
x∈I
ϑ−k/4
[
u(x)
x2s−1
−mk
]
+ (K0 + ε0(α)K)ϑ
−kα
}
Now, defining
uk(x) :=Mkx
2s−1 − u(x),
and repeating the above argument, we deduce
sup
x∈I+
ϑ−k/2
[
Mk −
u(x)
x2s−1
]
≤ C
{
inf
x∈I
ϑ−k/4
[
Mk −
u(x)
x2s−1
]
+ (K0 + ε0(α)K)ϑ
−kα
}
.
Summing, it follows
Mk −mk ≤ C
{
inf
x∈I+
ϑ−k/4
[
u(x)
x2s−1
−mk
]
+ inf
x∈I
ϑ−k/4
[
Mk −
u(x)
x2s−1
]
+ (K0 + ε0(α)K)ϑ
−kα
}
= C
{
inf
x∈I
ϑ−k/4
u(x)
x2s−1
− sup
x∈I
ϑ−k/4
u(x)
x2s−1
+Mk −mk
+ (K0 + ε0(α)K)ϑ
−kα
}
.
In particular, we deduce
sup
x∈I
ϑ−(k+1)
u(x)
x2s−1
− inf
x∈I
ϑ−(k+1)
u(x)
x2s−1
≤
C − 1
C
(Mk −mk) + (K0 + ε0(α)K)ϑ
−kα
=
(
C − 1
C
+
K0
K
+ ε0(α)
)
Kϑ−kα,
and so, thanks to (5.7) and (5.9), we find
C − 1
C
+
K0
K
+ ε0(α) ≤ ϑ
−α.
Consequently, choosing
Mk+1 := sup
x∈I
ϑ−(k+1)
u(x)
x2s−1
, mk+1 := inf
x∈I
ϑ−(k+1)
u(x)
x2s−1
,
the thesis follows. 
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We can finally prove the following.
Theorem 5.7. Let N = 1, Ω = (0,∞), and s ∈ (12 , 1). Let LΩ and KΩ be given by either
(2.1)-(2.2)-(2.3), or (1.7). Let R > 0 and f ∈ L∞(I2R). Assume that{
LΩu = f in I2R
u(0) = 0,
and u satisfies (5.3) for some c0 > 0, ε0 > 1. Then the function
x→
u(x)
x2s−1
can be continuously extended up to x = 0 and, furthermore, there exist α ∈ (0, 1) and
C > 0 (depending on s, c0 and ε0), such that∣∣∣∣ u(x)x2s−1 − u(y)y2s−1
∣∣∣∣ ≤ CR1−2s( |x− y|R
)α [
‖u‖L∞(I2R) +R
2s‖f‖L∞(I2R)
]
, (5.10)
for all x, y ∈ IR.
Proof. We define δ(x) := x, v := u/δ2s−1, K0 := ‖f‖L∞(I2) and we set R = 1. First, from
Step 1 of the proof of Lemma 5.6, we have
‖v‖L∞(I1) ≤ C0
(
‖u‖L∞(I2) +K0
)
, (5.11)
for some suitable C0 > 0 depending only on s, c0 and ε0. Further, by Lemma 5.6, we have
also (see (5.4))
sup
I̺
v − inf
I̺
v ≤ C̺γ
[
‖u‖L∞(I2) +K0
]
, (5.12)
for some γ ∈ (0, 1), C > 0 (depending only on s, c0 and ε0) and all ̺ ∈ (0, 1]. In particular,
notice that from (5.12) one can easily deduce that v can be continuously extended up to
x = 0.
Now, for any x ∈ I1, we set J
+
r := (x/2, 3x/2). Thus,
[u]
C0,β(J+r )
≤ Cr−β
[
‖u‖L∞(I2) +K0
]
,
for all β ∈ (0, β∗) and some suitable β∗ ∈ (0, 1) (cf. Theorem 4.7). On the other hand, it
is not difficult to check that
‖δ1−2s‖
L∞(J+r )
≤ Csr
1−2s, [δ1−2s]
C0,1(J+r )
≤ Csr
−2s,
for some Cs > 0 depending only on s. As a consequence, by interpolation
[δ1−2s]
C0,β(J+r )
≤ Csr
1−2s−β,
for all β ∈ (0, 1). Thus, for any β ∈ (0, β∗) and all z, y ∈ J
+
r (z 6= y), using the definition
of v, it follows
|v(z) − v(y)|
|z − y|β
≤ ‖δ1−2s‖
L∞(J+r )
|u(z) − u(y)|
|z − y|β
+ ‖u‖L∞(I2)
|δ1−2s(z)− δ1−2s(y)|
|z − y|β
≤ Cr1−2s−β
[
‖u‖L∞(I2) +K0
]
,
for some new constant C > 0, which implies
[v]
C0,β (J+r )
≤ Cr1−2s−β
[
‖u‖L∞(I2) +K0
]
, (5.13)
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for all β ∈ (0, β∗). Now, we see how (5.11), (5.12), and (5.13) lead to
[v]C0,α(I1) ≤ C
[
‖u‖L∞(I2) +K0
]
,
for some α ∈ (0, 1) depending only on s, c0 and ε0.
Given x, y ∈ I1, we suppose x ≥ y, and set ˜̺ = x, ̺ = |x − y|. Notice that thanks to
(5.11), we can assume ̺ ∈ (0, 1). Finally, we fix
p >
β + 2s − 1
β
,
where β ∈ (0, β∗) as above. There are two possible cases:
Case 1. ̺ ≥ ˜̺p/2. Then, thanks to (5.12),
|v(x)− v(y)| ≤ |v(x) − v(0)| + |v(0)− v(y)| ≤ C
[
‖u‖L∞(I2) +K0
] ˜̺γ
≤ C̺γ/p
[
‖u‖L∞(I2) +K0
]
,
and so it is enough to choose α = γ/p.
Case 2. Assume ̺ ≤ ˜̺p/2. Since p > 1, we see that y ∈ J+
˜̺
= (x/2, 3x/2) and so, using
(5.13), it follows
|v(x)− v(y)| ≤ C ˜̺1−2s−β̺β [‖u‖L∞(I2) +K0] ≤ C̺β−β+2s−1p [‖u‖L∞(I2) +K0] ,
and so we complete the proof by choosing α := min
{
γ
p , β −
β+2s−1
p
}
> 0. 
5.3. Proof of the Liouville theorem. First, as a consequence of the 1D boundary
Harnack, we can deduce the following Neumann Liouville theorem in the half-line.
Corollary 5.8. Let N = 1, Ω = (0,∞), and s ∈ (12 , 1). Let LΩ and KΩ be given by either
(2.1)-(2.2)-(2.3), or (1.7). Assume that{
LΩu = 0 in R+
u(0) = 0,
(5.14)
and u satisfies
|u(y)| ≤ c0(1 + y
2s−1+ε), y > 0, (5.15)
for some c0 > 0 and ε ∈ (0, α), where α ∈ (0, 1) is as in Theorem 5.7. Then,
u(x) = Ax2s−1,
for some A ∈ R.
Furthermore, if in addition u satisfies (5.14) in the weak sense with Neumann condition
(in the sense of Definition 2.2) at x = 0, then u = 0 in R+.
Proof. From (5.15), we immediately see that
‖u‖L∞(I2R) ≤ C0(1 +R
2s−1+ε),
for some C0 > 0 depending only on s, c0 and ε, and all R > 0. On the other hand, we
notice that all the assumptions of Theorem 5.7 are satisfied (in particular, (5.15) implies
(5.3)). Thus, setting v(x) := u(x)/x2s−1, and combining (5.10) with the above inequality,
it follows
[v]C0,α(IR) ≤ CR
1−2s−α‖u‖L∞(I2R) ≤ CR
ε−α,
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for some new constant C > 0 and all R > 0. Since ε ∈ (0, α), we can pass to the limit as
R → +∞ to deduce [v]C0,α(R+) = 0, which trivially implies that v = A for some A ∈ R,
i.e. the first part of our thesis.
To show the second part, we recall that u satisfiesˆ
R+
ˆ
R+
[u(x)− u(y)][η(x) − η(y)]K(x, y)dxdy = 0,
for all η ∈ C∞0 (R+) and, since u ∈ C
∞(R+) (see [32]), it satisfies LΩu = 0 in R+.
Consequently, from the first part of the statement we deduce that u(x) = Ax2s−1, for
some A ∈ R.
However, assume A > 0 and take η ∈ C∞0 ((−∞, 1]), with η
′ ≤ 0 and η 6≡ 0. Using that
x→ x2s−1 is strictly increasing in R+, it follows
0 = A
ˆ
R+
ˆ
R+
[x2s−1 − y2s−1][η(x) − η(y)]K(x, y)dxdy
= A
ˆ
{x<y}
[x2s−1 − y2s−1]︸ ︷︷ ︸
<0
[η(x) − η(y)]︸ ︷︷ ︸
≥0
K(x, y)dxdy
+A
ˆ
{x≥y}
[x2s−1 − y2s−1]︸ ︷︷ ︸
≥0
[η(x)− η(y)]︸ ︷︷ ︸
≤0
K(x, y)dxdy < 0,
since η 6≡ 0 (similar if we assume A < 0). This leads to a contradiction, unless A = 0, and
thus u = 0. 
In order to extend the previous Neumann Liouville theorem to higher dimensions we
need some preliminary lemmata. The first one concerns Ho¨lder regularity of solutions in
the half-space.
Lemma 5.9. Let Ω = RN+ = {xN > 0}, and s ∈ (
1
2 , 1). Let LΩ and KΩ be given by either
(2.1)-(2.2)-(2.3), or (1.7). Assume that v is a weak solution to
LΩv = 0 in R
N
+
with Neumann condition on ∂RN+ = {xN = 0} (in the sense of Definition 2.2). If
||v||L∞(B+R )
≤ Rσ, R ≥ 1,
for some 0 < σ < 2s. Then
[v]Cα(B+R )
≤ CRσ−α, R ≥ 1,
for some constant C > 0 depending only on N, s, and σ, and α as in Theorem 4.7.
Proof. As usual along this paper, we are proving the result in the case LΩ andKΩ are given
by (2.1)-(2.2)-(2.3). The other case is analogous, but without the logarithmic corrections.
The idea is to apply Theorem 4.7, but since v is not bounded, we first need to cut it
in the right way in order to obtain Ho¨lder estimate. By scaling properties it is enough to
prove the result for the case R = 1.
Let us define the auxiliary function w(x) = v(x)χB6(x). It is clear, due to the growth
condition on v, that this new function w is bounded in RN+ . Indeed,
||w||L∞(RN+ )
≤ 6σ.
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Now, we are proving that w also satisfies a nice equation in a small ball. In particular,
LΩw = f in B
+
3
in the weak sense with Neumann condition on ∂RN+∩B3, where f ∈ L
q(B+3 ) is a function to
be determined next. That is, given any test function η ∈ C∞0 (B3) and using the equation
satisfied by v we have
B(w, η) =
ˆ
RN+
ˆ
RN+
(w(x) − w(y))(η(x) − η(y))KΩ(x, y)dxdy
=
ˆ
RN+
ˆ
RN+
(v(x)χB6(x)− v(y)χB6(y))(η(x) − η(y))KΩ(x, y)dxdy
=
ˆ
B+6
ˆ
B+6
(v(x) − v(y))(η(x) − η(y))KΩ(x, y)dxdy
+ 2
ˆ
B+6
dx
ˆ
(Bc6)
+
dy v(x)η(x)KΩ(x, y)
=
ˆ
B+3
(
2
ˆ
(Bc6)
+
v(y)KΩ(x, y)dy
)
η(x)dx =:
ˆ
B+3
f(x)η(x)dx
Then, given any x ∈ B+3 we claim that f satisfies the following pointwise estimate
|f(x)| ≤ C
(
1 + log−(xN )
)
,
for some positive constant C only depending on N, s and σ. Thus, it is clear that
f ∈ Lq(B+3 ) for any 1 ≤ q <∞.
Now, if we apply Theorem 4.7 to w with q = N/s, and we take into account that v ≡ w
in B+3 we obtain
[v]Cα(B+1 )
= [w]Cα(B+1 )
≤ C
(
||w||L∞(RN+ )
+ ||f ||Lq(B+3 )
)
≤ C,
as we wanted.
Finally, let us prove the pointwise estimate for f . That is,
|f(x)| = 2
ˆ
(Bc6)
+
v(y)KΩ(x, y)dy ≤ C
ˆ
(Bc6)
+
|y|σ
1 + log−
(
dx,y
|x−y|
)
|x− y|N+2s
dy
≤ C
ˆ
(Bc6)
+
|y|σ
1 + log
(
|x−y|
dx,y
)
|x− y|N+2s
dy ≤ C
ˆ
(Bc6)
+
|y|σ−N−2s
{
1 + log
(
2|y|
dx,y
)}
dy
≤ C
(
1 + log−(xN )
) ˆ
Bc6
|y|σ−N−2s {1 + log(|y|)} dy
+
ˆ
Bc6∩{|yN |<3}
|y|σ−N−2s |log |yN || dy
≤ C
(
1 + log−(xN )
)
,
for some positive constant C only depending on N, s and σ. Here, it is crucial the fact
that σ < 2s and the fact that 1/2|y| ≤ |x− y| ≤ 2|y| when x ∈ B3 and y ∈ B
c
6. Moreover
we have used estimate (2.5) for the kernel KΩ. 
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Next step is proving that weak solutions to LΩv = 0 in Ω = R
N
+ are linear functions.
Proposition 5.10. Let Ω = RN+ = {xN > 0}, and s ∈ (
1
2 , 1). Let LΩ and KΩ be given by
either (2.1)-(2.2)-(2.3), or (1.7). Assume v is a weak solution to
LΩv = 0 in R
N
+ = {xN > 0}
with Neumann condition on ∂RN+ = {xN = 0} (in the sense of Definition 2.2). If
||v||L∞(B+R )
≤ c0(1 +R
σ), R > 0, (5.16)
for some c0 > 0 and 0 < σ < 2s. Then, there exist functions w0, ..., wN−1 such that
v(x) = w0(xN ) +
N−1∑
i=1
wi(xN )xi.
Furthermore, v(x) = w0(xN ) if σ < 1.
Proof. Note that we can assume that ||v||L∞(B+R)
≤ Rσ for every R > 1, after dividing by
the suitable constant.
First, we are proving that v is a polynomial in the first N − 1 variables with coefficients
depending on xN , i.e.,
v(x) =
∑
|j|≤n
aj(xN )x˜
j ,
where j = (j1, ..., jN−1) is a multiindex and x˜
j = xj11 · · · x
jN−1
N−1 .
By Lemma 5.9 we know that [v]Cα(BR) ≤ CR
σ−α. Now, given any direction e = (e˜, 0) ∈
SN−1 and any h > 0 we define the function
veh,1(x) =
v(x+ he)− v(x)
C|h|α
,
where C is the positive constant from the previous Lemma 5.9. Then, it is clear that veh,1
satisfies {
LΩv
e
h,1 = 0 in R
N
+
||veh,1||L∞(B+R )
≤ Rσ−α, R > 1.
Note, that here it is crucial the fact that eN = 0 in order to obtain the equation for v
e
h,1
since LΩ is translation invariant only in the first N −1 directions. Now, since v
e
h,1 satisfies
the same equation and growth condition that v, we can iterate this procedure, and defining
recursively
veh,k(x) =
veh,k−1(x+ he)− v
e
h,k−1(x)
C|h|α
,
we obtain that ||veh,k||L∞(B+R)
≤ Rσ−kα. Therefore, if we choose k ≥ d + 1 := ⌈σ/α⌉ and
take R → ∞ we get that veh,d+1 ≡ 0 in R
N
+ . By definition, this means that the discrete
differences of order d of v in every direction e are zero. Thus, v is a polynomial of degree
d in the first N − 1 variables.
Finally, if we use that σ < 2s < 2 we can prove that d = 1 and therefore v has
the form presented at the statement. That is, for any given xN > 0 and R > 1, since
v(·, xN ) is a polynomial of degree d, then ||v(·, xN )||L∞(B+R )
≥ cRd, for some constant c
depending on xN . On the other hand, by the growth condition (5.16) we obtain that
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||v(·, xN )||L∞(B+R )
≤ CRσ with σ < 2. Thus we can conclude that d = 1 as we wanted.
Note that when σ < 1 we get that d = 0 and in this case we arrive at v(x) = w0(xN ). 
Now, we prove the following.
Lemma 5.11. Let Ω = RN+ = {xN > 0}, and s ∈ (
1
2 , 1). Let BΩ be given by (2.9) with
KΩ either of the form (2.2)-(2.3), or (1.7). Assume v, v˜ ∈ HK(R
N
+ ) and η ∈ C
∞
0 (R
N )
are functions of the form v(x) = xiw(xN ) for some i ∈ {1, ..., N − 1}, v˜(x) = w˜(xN ) and
η(x) = η˜(x¯)ηN (xN ) with x = (x¯, xN ) ∈ R
N−1 × R+. Then,
B
RN+
(v˜, η) =
(ˆ
RN−1
η˜(z) dz
)
BR+(w˜, ηN ),
and
B
RN+
(v, η) =
(ˆ
RN−1
ziη˜(z) dz
)
BR+(w, ηN ).
Proof. This is just a computation. On the one hand,
B
RN+
(v˜, η) =
ˆ
RN+
ˆ
RN+
(v˜(x)− v˜(y))(η(x) − η(y))K
RN+
(x, y) dxdy
=
ˆ
RN+
ˆ
RN+
(w˜(xN )− w˜(yN ))(η˜(x¯)ηN (xN )− η˜(y¯)ηN (yN ))KRN+
(x, y) dxdy
=
ˆ
RN+
ˆ
RN+
ηN (xN )(w˜(xN )− w˜(yN ))(η˜(x¯)− η˜(y¯))KRN+
(x, y) dxdy
+
ˆ
RN+
ˆ
RN+
η˜(y¯)(w˜(xN )− w˜(yN ))(ηN (xN )− ηN (yN ))KRN+ (x, y) dxdy
=
ˆ
RN+
ˆ
RN+
η˜(y¯)(w˜(xN )− w˜(yN ))(ηN (xN )− ηN (yN ))KRN+ (x, y) dxdy
=
(ˆ
RN−1
η˜(y¯) dy¯
)
BR+(w˜, ηN ).
Here, we have taken into account that the first integral in the third equality due to the
antisymmetry in the variables x¯ and y¯. Moreover, we have used the identity
ˆ
RN−1
K
RN+
(x¯, xN , y¯, yN ) dx¯ = KR+(xN , yN ), (5.17)
which can be easily checked in both scenarios: KΩ either of the form (2.2)-(2.3), or (1.7).
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On the other hand,
B
RN+
(v, η) =
ˆ
RN+
ˆ
RN+
(v(x) − v(y))(η(x) − η(y))
|x− y|N+2s
dxdy
=
ˆ
RN+
ˆ
RN+
(xiw(xN )− yiw(yN ))(η˜(x¯)ηN (xN )− η˜(y¯)ηN (yN ))KRN+ (x, y) dxdy
=
ˆ
RN+
ˆ
RN+
ηN (xN )(w(xN )− w(yN ))yi(η˜(x¯)− η˜(y¯))KRN+
(x, y) dxdy
+
ˆ
RN+
ˆ
RN+
w(xN )(ηN (xN )− ηN (yN ))(xi − yi)η˜(y¯)KRN+ (x, y) dxdy
+
ˆ
RN+
ˆ
RN+
w(xN )ηN (xN )(xi − yi)(η˜(x¯)− η˜(y¯))KRN+ (x, y) dxdy
+
ˆ
RN+
ˆ
RN+
yiη˜(y¯)(w(xN )− w(yN ))(ηN (xN )− ηN (yN ))KRN+
(x, y) dxdy
= I1 + I2 + I3 + I4.
Now, we are showing that the first three integrals are zero while the last one give us the
desired result. That is,
I1 =
ˆ
RN+
ˆ
RN+
ηN (xN )(w(xN )− w(yN ))yi(η˜(x¯)− η˜(y¯))KRN+ (x, y) dxdy
= −
1
2
ˆ
RN+
ˆ
RN+
ηN (xN )(w(xN )− w(yN ))(xi − yi)(η˜(x¯)− η˜(y¯))KRN+ (x, y) dxdy
=
ˆ
RN+
ˆ
RN+
ηN (xN )(w(xN )− w(yN ))(xi − yi)η˜(y¯)KRN+
(x, y) dxdy
=
ˆ
RN+
ˆ ∞
0
ˆ
RN−1
ηN (xN )(w(xN )− w(yN ))ziη˜(y¯)KRN+ (z + y¯, xN , y¯, yN ) dzdxNdy
= 0
Here, the first two equalities come from symmetrization of the integral with respect to the
variables x¯ and y¯. Furthermore, the last integral is zero due to the translation invariance
and odd symmetry of K
RN+
(x, y) in the first N − 1 variables. The computations of I2 and
I3 are completely analogous, although we do not have to do the first symmetrization.
Finally we proceed with I4.
I4 =
ˆ
RN+
ˆ
RN+
yiη˜(y¯)(w(xN )− w(yN ))(ηN (xN )− ηN (yN ))KRN+
(x, y) dxdy
=
(ˆ
RN−1
yiη˜(y¯) dy¯
)
BR+(w, ηN ).
We have used again for this computation identity (5.17). 
Finally we present the proof of Theorem 5.1.
40 ALESSANDRO AUDRITO, JUAN-CARLOS FELIPE-NAVARRO, AND XAVIER ROS-OTON
Proof of Theorem 5.1. First, by applying Proposition 5.10 with σ = 2s − 1 + ε we know
that
v(x) = w0(xN ) +
N−1∑
i=1
wi(xN )xi.
Now, we are going to take advantage of Lemma 5.11 to prove that every wi satisfies
LΩwi = 0 in R+ (5.18)
in the weak sense with Neumann boundary condition at 0. That is, take any test function
with separated variables, i.e., η(z) = η˜(z¯)ηN (zN ). Then, by applying Lemma 5.11 and the
fact that v is a weak solution of the problem (B
RN+
(v, η) = 0), we obtain
BR+(w0, ηN )
ˆ
RN−1
η˜(z) dz +
N−1∑
i=1
(
BR+(wi, ηN )
ˆ
RN−1
ziη˜(z) dz
)
= 0,
for any given η˜ ∈ C∞0 (R
N−1) and ηN ∈ C
∞
0 (R+).
We claim that this equality is equivalent to BR+(wi, ηN ) = 0 for any ηN ∈ C
∞
0 (R+),
and therefore that wi satisfies (5.18) as we wanted. In order to prove the claim we only
need to take the right η˜. On the one hand, by taking η˜ to be a radial function we get that
BR+(w0, ηN ) = 0. On the other hand, if we take the test function η˜ to be odd with respect
to the ith-variable and even with respect to the other ones we arrive at BR+(wi, ηN ) = 0
for i > 0.
Moreover, it is clear that each wi also satisfies the same growth condition that v does,
i.e., ||wi||L∞(B+R )
≤ c0(1 +R
2s−1+ε) for any R > 0.
Finally, if we apply Corollary 5.8 to each wi we obtain the desired result. That is,
v(x) = a+
N−1∑
i=1
bixi,
as wanted. 
6. Higher regularity by blow-up
The aim of this final section is to establish a C2s−1+α estimate (in case s > 12), by
combining the Cα estimate from Section 4, a blow-up argument in the spirit of [37], and
the Liouville theorem with nonlocal Neumann conditions established in Section 5.
We will also need the following.
Lemma 6.1. Let Ω ⊂ RN be any Lipschitz domain, f ∈ L2loc(Ω) and x0 ∈ Ω. Let LΩ and
KΩ be given by either (2.1)-(2.2)-(2.3), or (1.7). Assume that u satisfies
LΩu = f in Ω
with Neumann conditions on ∂Ω. Assume that
|u(x)| ≤M0(1 + |x|
s−ε) in RN .
Then, for any 0 < r < R and any x0 ∈ Ω, we have
[u]2HK(Dr(x0)) ≤ C
{
‖f‖2L2(DR(x0)) +M
2
0
}
,
with C depending only on N , s, x0, ε, r and R.
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Proof. Fix x0 ∈ Ω and 0 < r < R. Let ϕ ∈ C
∞
0 (BR(x0)), such that 0 ≤ ϕ ≤ 1 and ϕ = 1
in Br(x0). Testing the weak formulation with η = uϕ, we obtain
B(u, η) :=
ˆ
Ω
ˆ
Ω
[u(x)− u(y)][u(x)ϕ(x) − u(y)ϕ(y)]KΩ(x, y)dxdy =
ˆ
Ω
fuϕdx.
Writing
u(x)ϕ(x) − u(y)ϕ(y) = [u(x)− u(y)]ϕ(x) + u(y)[ϕ(x) − ϕ(y)],
we deduce by symmetry
2[u(x)−u(y)][u(x)ϕ(x)−u(y)ϕ(y)] = [u(x)−u(y)]2[ϕ(x)+ϕ(y)]+[u2(x)−u2(y)][ϕ(x)−ϕ(y)].
Consequently, using symmetry again and the definition of ϕ, it follows
2B(u, η) =
ˆ
Ω
ˆ
Ω
[u(x)− u(y)]2[ϕ(x) + ϕ(y)]KΩ(x, y)dxdy
+
ˆ
Ω
ˆ
Ω
[u2(x)− u2(y)][ϕ(x) − ϕ(y)]KΩ(x, y)dxdy
≥ 2[u]2HK (Dr(x0)) − 2
ˆ
Ω
u2(x)|LΩϕ(x)|dx.
Now, since ϕ ∈ C∞0 (BR(x0)), we claim hatˆ
Ω
u2(x)|Lϕ(x)|dx ≤ CM20
ˆ
Ω
(1 + |x|2s−ε)|Lϕ(x)|dx ≤ CM20 , (6.1)
for some constant C depending on Ω, N , s, R, ε, and x0. If (6.1) holds, then
[u]2Hs(Dr(x0)) ≤
ˆ
DR(x0)
fudx+ CM20 ,
and a direct application of Young’s inequality completes the proof. Hence, it only remains
to prove (6.1).
Let us estimate |LΩϕ|. For this, notice first that since ϕ is Lipschitz, then
|LΩϕ(x)| ≤ C
ˆ
Ω
|x− y|KΩ(x, y)dy,
which gives a universal bound whenever s < 12 . However, in case s ≥
1
2 the bound is
nontrivial, since we cannot immediately symmetrize the integral. In that case, we separate
the proof into two cases.
• Assume first that LΩ is given by (1.7). Let x ∈ B2R(x0) and d = d(x). Then,
LΩϕ(x) = PV
ˆ
Bd(x)
(ϕ(x) − ϕ(y))KΩ(x, y)dy +
ˆ
Ω\Bd(x)
(ϕ(x)− ϕ(y))KΩ(x, y)dy
:= I + J.
By the regularity of ϕ and symmetry of KΩ inside Bd(x), it follows that
|I| ≤
ˆ
Bd
|2ϕ(x) − ϕ(x− y)− ϕ(x+ y)|
|y|N+2s
dy ≤ C
ˆ
Bd
dy
|y|N+2s−2
dy ≤ C,
for some constant depending on N , s, Ω and ϕ. Further, since ϕ is Lipschitz, we obtain
|J | ≤
ˆ
Ω\Bd(x)
|ϕ(x) − ϕ(y)|KΩ(x, y)dy ≤ C
ˆ
RN\Bd(x)
dy
|x− y|N+2s−1
≤ Cd(x)1−2s,
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with C depending only on N , s and ϕ.
Consequently, we have proved
|LΩϕ(x)| ≤ C(1 + d
1−2s(x)), x ∈ B2R(x0). (6.2)
Now, since ϕ has compact support in BR(x0), for all x ∈ B2R(x0)
c we find
|LΩϕ(x)| ≤
ˆ
Ω
|ϕ(y)|KΩ(x, y)dy ≤ C
ˆ
suppϕ
dy
|x− y|N+2s
≤
C
(1 + |x|)N+2s
. (6.3)
Thus, combining (6.2) and (6.3), (6.1) follows.
• Assume now that LΩ is given by (2.1)-(2.2)-(2.3). For x ∈ B2R(x0) we have
LΩϕ(x) = PV
ˆ
Bd/2(x)
(ϕ(x) − ϕ(y))KΩ(x, y)dy +
ˆ
Ω\Bd/2(x)
(ϕ(x) − ϕ(y))KΩ(x, y)dy
:= I + J,
and
I = cN,sPV
ˆ
Bd/2(x)
ϕ(x)− ϕ(y)
|x− y|N+2s
dy + PV
ˆ
Bd/2(x)
(ϕ(x) − ϕ(y))kΩ(x, y)dy.
Exactly as above, the first integral is bounded, by symmetry. Moreover, thanks to Propo-
sition 2.1, in Bd/2(x) we have |kΩ(x, y)| ≤ Cd
−N−2s, and thus since ϕ is Lipschitz we
deduce that
|I| ≤ C(1 + d1−2s(x)).
On the other hand, using (2.5) and the fact that ϕ is Lipschitz, it is not difficult to see
that
|J | ≤ C
ˆ
Ω\Bd/2(x)
|x− y|
1 + log−
(
dx,y
|x−y|
)
|x− y|N+2s
dy ≤ C(1 + | log d(x)|)(1 + d(x)1−2s).
Therefore,
|LΩϕ(x)| ≤ C(1 + | log d(x)|)(1 + d
1−2s(x)), x ∈ B2R(x0). (6.4)
Finally, a similar computation shows that for x ∈ Bc2R(x0) we have
|LΩϕ(x)| ≤
ˆ
Ω
|ϕ(y)|KΩ(x, y)dy ≤ C
ˆ
suppϕ
KΩ(x, y) dy ≤
C| log d(x)|
(1 + |x|)N+2s
, (6.5)
and thus (6.1) follows. 
We can now proceed with the blow-up argument.
Proposition 6.2. Let Ω ⊂ RN be a bounded C1 domain, s > 12 , and f ∈ L
q(Ω) with
q > N . Let LΩ and KΩ be given by either (2.1)-(2.2)-(2.3), or (1.7). Assume that
u ∈ HK(Ω) is a weak solution to
LΩu = f in Ω,
with Neumann conditions on ∂Ω in the sense of Definition 2.2.
Then, there exist C and γ > 0, depending only on N , s, q and Ω, such that for any
z ∈ ∂Ω and x ∈ Ω, we have
|u(x) − u(z)| ≤ C|x− z|2s−1+γ
[
‖u‖L∞(Ω) + ‖f‖Lq(Ω)
]
. (6.6)
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In particular, for any z ∈ ∂Ω,
lim
λ→0+
u(z)− u(z − λν(z))
λ2s−1
= 0, (6.7)
where ν(z) denotes the exterior unit normal to ∂Ω at z.
Proof. Recall that, thanks to Proposition 3.2, we have u ∈ L∞(Ω). So, dividing u by a
constant if necessary, we may assume that ‖u‖L∞(Ω) + ‖f‖Lq(Ω) ≤ 1, and (6.6) can be
written as
|u(x)− u(z)| ≤ C|x− z|2s−1+γ , (6.8)
for all x ∈ Ω and z ∈ ∂Ω. Now, we prove (6.8) with a blow-up and contradiction argument,
for some γ > 0 small enough, to be chosen later.
Assume by contradiction that there are sequences:
• (uk)k∈N and (fk)k∈N of weak solutions to LΩuk = fk in Ω with Neumann conditions on
∂Ω, satisfying ‖u‖L∞(Ω) + ‖fk‖Lq(Ω) ≤ 1 for all k ∈ N,
• (xk)k∈N ∈ Ω and (zk)k∈N ∈ ∂Ω,
• and Ck → +∞ as k → +∞, such that
|uk(xk)− uk(zk)|
|xk − zk|σ
≥ Ck, (6.9)
where σ := 2s− 1 + γ.
It follows |xk− zk| → 0 as k → +∞ and so, up to passing to a subsequence, xk, zk → z0
as k → +∞, for some suitable z0 ∈ ∂Ω.
Now, the function
ϑ(r) := sup
k∈N
ϑk(r) := sup
k∈N
max
̺≥r
̺−σ‖uk − uk(zk)‖L∞(B̺(zk))
is clearly monotone non-increasing and, thanks to (6.9), it satisfies ϑ(r)→ +∞ as r → 0+,
that is
sup
k∈N
sup
r>0
r−σ‖uk − uk(zk)‖L∞(Br(zk)) = +∞. (6.10)
Indeed, choosing rk = |xk − zk|, we have
ϑk(rk) ≥ r
−σ
k ‖uk − uk(zk)‖L∞(Brk (zk)) ≥
|uk(xk)− uk(zk)|
|xk − zk|σ
,
and thus, in view of (6.9), we can pass to the limit as k → +∞ and (6.10) follows.
Furthermore, by the definition of ϑ we deduce the existence of two sequences rj → 0
+
and (kj)j∈N such that
r−σj ‖ukj − ukj (zkj )‖L∞(Brj (zkj )) ≥
ϑ(rj)
2
, j ∈ N. (6.11)
Step 1: Blow-up sequence. Now, we introduce the blow-up sequence
vj(x) :=
ukj (rjx+ zkj)− ukj(zkj )
rσj ϑ(rj)
, j ∈ N,
which satisfies vj(0) = 0 for all j ∈ N and
‖vj‖L∞(B1) ≥
1
2
, for all j ∈ N, (6.12)
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thanks to (6.11). Further, for any R ≥ 1, we have
‖vj‖L∞(BR) =
1
rσj ϑ(rj)
‖ukj − ukj(zkj )‖L∞(BrjR(zkj )) ≤
1
rσj ϑ(rj)
(rjR)
σϑ(rjR) ≤ R
σ,
where we have used the definition of ϑ and its monotonicity: ϑ(rjR) ≤ ϑ(rj) for j ∈ N
and all R ≥ 1. Thus:
‖vj‖L∞(BR) ≤ R
σ, j ∈ N, R ≥ 1. (6.13)
On the other hand, each vj satisfies
Ljvj(x) =
r2s−σj
ϑ(rj)
f(rjx+ zkj ) := f˜j(x), x ∈ Ωj := r
−1
j (zkj − Ω), (6.14)
in the weak sense with Neumann conditions on ∂Ωj , where Lj := LΩj , and
‖f˜j‖Lq(Ωj) ≤ ‖f‖Lq(Ω)
r
2s−N
q
−σ
j
ϑ(rj)
, for all j ∈ N. (6.15)
Thus, for any R > 0 fixed, Theorem 4.7 implies
[vj ]Cα(DjR)
≤ CR−α
[
‖vj‖L∞(Ωj) +R
2s−N
q ‖f˜j‖Lq(Dj3R)
]
,
where DjR := BR ∩Ωj . Combining (6.13) and the bounds (6.15), it follows that
[vj ]Cα(DjR)
≤ CR, (6.16)
for any fixed R ≥ 1 and some constant CR > 0 independent of j ∈ N. Moreover, choosing
γ > 0 small enough so that σ < s, we combine Lemma 6.1, (6.13) and (6.15), to deduce
[vj ]
2
Hs(DjR)
≤ CR, (6.17)
for any fixed R ≥ 1 and some new constant CR > 0 independent of j ∈ N.
Step 2: Compactness. Using simultaneously (6.13), (6.16), the fact that Ω is of class
C1 together with zkj → z0 ∈ ∂Ω, and the Ascoli-Arzela` theorem, it follows that for any
R ≥ 1 and any ν ∈ (0, α),
vj → v ∈ C
ν(BR ∩H),
uniformly in BR ∩H, whereH := {e·x > 0}, for some unit vector e depending on z0 ∈ ∂Ω.
Moreover, v ∈ Cα(H) and v(0) = 0. Further, in view of (6.17), the sequence {vj}j∈N is
uniformly bounded in HK,loc(Ωj) and so v ∈ HK,loc(H).
Notice also that by uniform convergence, we obtain that v satisfies
‖v‖L∞(B1) ≥
1
2
, ‖v‖L∞(BR) ≤ R
σ, for all R ≥ 1, (6.18)
once we pass to the limit in (6.12) and (6.13).
Step 3: Passage to the limit into the equation. Since the vj’s satisfy (6.14) in the weak
sense with Neumann conditions on ∂Ωj , they satisfy the same equation in the distributional
sense, that is ˆ
Ωj
vjLjηdx =
1
2
ˆ
Ωj
f˜jη,
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for all η ∈ C∞0 (R
N ), and all j ∈ N. To justify this, we fix η ∈ C∞0 (R
N ), j ∈ N, ε ∈ (0, 1)
and we notice that, by the symmetry of the kernel, we haveˆ
Ωj
vj(x)
ˆ
Ωj\Bε(x)
[η(x)− η(y)]KΩj (x, y)dydx =
¨
Dεj
vj(x)[η(x) − η(y)]KΩj (x, y)dxdy
=
1
2
¨
Dεj
[vj(x)− vj(y)][η(x) − η(y)]KΩj (x, y)dxdy,
(6.20)
where Dεj := {(x, y) ∈ Ωj × Ωj : |x− y| > ε}. For any x ∈ Ωj, we define
Lεjη(x) :=
ˆ
Ωj\Bε(x)
[η(x)− η(y)]KΩj (x, y)dy.
Notice that Lεjη → Ljη a.e. in R
N as ε→ 0+ and
|Lεjη(x)| ≤
hj(x)
(1 + |x|)N+2s
, (6.21)
for some hj ∈ L
1
loc(R
N ) independent of ε ∈ (0, 1); see (6.2)-(6.3) and (6.4)-(6.5) in the
proof of Lemma 6.1. Noticing that the function x→ (1+|x|)−N−αhj(x) belongs to L
1(RN )
for any α > 0, recalling (6.13) and that σ < s, we can pass to the limit into (6.20) to
obtain ˆ
Ωj
vj(x)
ˆ
Ωj\Bε(x)
[η(x)− η(y)]KΩj (x, y)dydx→
ˆ
Ωj
vjLjηdx
as ε → 0, thanks to the dominated convergence theorem. On the other hand, since
Dεj → Ωj × Ωj, we find¨
Dεj
[vj(x)− vj(y)][η(x) − η(y)]KΩj (x, y)dxdy → BΩj (vj , η) =
ˆ
Ωj
f˜jη,
and so, in view of (6.20), (6.19) is proved.
Now, we fix an arbitrary η ∈ C∞0 (R
N ) and we pass to the limit as j → +∞ in (6.19).
Using (6.15) and that q > N , we can choose γ > 0 small enough so that 2s−N/q−σ > 0,
and so the right hand side of the equation converges to 0 as j → +∞. Further, using that
χj → χH and KΩj → KH a.e. in R
N , we apply the Vitali’s convergence theorem (here we
use again (6.2)-(6.3) and (6.4)-(6.5)), to deduce Ljη → LHη a.e. in R
N . Writing∣∣∣∣ˆ
Ωj
vjLjηdx−
ˆ
H
vLHηdx
∣∣∣∣ ≤ ∣∣∣∣ˆ
Ωj
vj(Ljη − LHη)dx
∣∣∣∣+ ∣∣∣∣ ˆ
H
(vj − v)LHηdx
∣∣∣∣ := Ij + Ij ,
we easily see that both Ij and Ij go to 0 as j → +∞. Indeed, since Ljη → LHη, the vj ’s
satisfy (6.13) and σ < 2s, we obtain Ij → 0 as j → +∞, applying the Vitali’s convergence
theorem again. Similar for Ij, using that vj → v uniformly on compact sets of R
N .
As a consequence, we can pass to the limit and deduce that v satisfiesˆ
H
v LHηdx = 0, for all η ∈ C
∞
0 (R
N ). (6.22)
From interior regularity estimates and (6.17), we know that v ∈ C∞(H) ∩HK,loc(H) and
thus v is a weak solution to
LHv = 0 in H, (6.23)
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with Neumann conditions on ∂H in the sense of Definition 2.2. Indeed, let η ∈ C∞0 (R
N )
and set
LεHη(x) :=
ˆ
H\Bε(x)
[η(x) − η(y)]KH(x, y) dy.
By (6.20), we haveˆ
H
v(x)LεHη(x)dx =
1
2
¨
Dε
[v(x)− v(y)][η(x) − η(y)]KH(x, y)dxdy, (6.24)
where Dε := {(x, y) ∈ H ×H : |x− y| > ε}. Now, proceeding as above, it followsˆ
H
v(x)LεHη(x)dx→
ˆ
H
v(x)LHη(x)dx,
as ε→ 0+ and so, in view of (6.22) and the fact that Dε → H ×H as ε→ 0+, we obtainˆ
H
ˆ
H
[v(x)− v(y)][η(x) − η(y)]KH (x, y)dxdy = 0.
Recalling that v ∈ HK,loc(H), (6.23) follows.
Step 4: Conclusion. In view of (6.18) and Theorem 5.1, we deduce that v is constant
in H. On the other hand, recalling that v(0) = 0, it must be v ≡ 0 in H, a contradiction
with (6.18). 
We will also need the following observation.
Lemma 6.3. Let Ω ⊂ RN be a bounded C1 domain, σ ∈ (0, 2s), and assume that u
satisfies:
• |u| ≤ C0 in Ω,
• Nsu = 0 in Ω
c,
• |u(x)− u(z)| ≤ C0|x− z|
σ for all z ∈ ∂Ω, x ∈ Ω.
Then, we have
|u(x)− u(z)| ≤ CC0|x− z|
σ for all z ∈ ∂Ω, x ∈ RN . (6.25)
The constant C depends only on Ω.
Proof. Notice that, since Nsu = 0 in Ω
c, then
u(x)
ˆ
Ω
dy
|x− y|N+2s
=
ˆ
Ω
u(y)
|x− y|N+2s
dy,
for all x ∈ Ωc, and thus
(u(x)− u(z))
ˆ
Ω
dy
|x− y|N+2s
=
ˆ
Ω
u(y)− u(z)
|x− y|N+2s
dy,
for any z ∈ ∂Ω.
When d(x) > 1 the bound (6.25) holds trivially, so we will assume d(x) ≤ 1. In that
case, by [1, Lemma 2.1] we haveˆ
Ω
dy
|x− y|N+2s
≍ d−2s(x).
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Moreover, since Ω is C1, choosing z to be the projection of x onto ∂Ω, we haveˆ
Ω
|u(y)− u(z)|
|x− y|N+2s
dy .
ˆ
Ω
|y − z|σ
|x− y|N+2s
dy .
ˆ
Ω
|y − z|σ
(d(x) + |y − z|)N+2s
dy,
with constants depending on Ω. Sinceˆ
RN
|y − z|σ
(A+ |y − z|)N+2s
dy ≍ Aσ−2s,
we deduce ˆ
Ω
|u(y)− u(z)|
|x− y|N+2s
dy ≤ Cdσ−2s(x) = C|x− z|σ−2s.
Combining the previous estimates, the result follows. 
Finally, to prove Theorems 1.1 and 1.3, we will also need the following interior regularity
results. The first one is probably well known, we give a short proof for completeness.
Lemma 6.4. Let N ≥ 2 and s > 12 . Assume that u ∈ L
∞(B1), (1 + |x|)
−N−2su(x) ∈
L1(Ω), satisfies
(−∆)su = f in B1,
for some f ∈ Lq(B1) with q > N/(2s). Then, for any γ ≤ 2s −N/q,
‖u‖Cγ(B1/2) ≤ C(||f ||Lq(B1) + ||(1 + |x|)
−N−2su(x)||L1(RN ) + ||u||L∞(B1)),
where C is a positive constant depending only on N , s, q and γ.
Proof. We can decompose u = v + w, where v = (−∆)−sf (in the sense that v is the
Riesz potential of order 2s of the function f extended by zero outside B1) and w satisfies
(−∆)sw = 0 in B1. Then, if we apply the estimates in [36, Theorem 1.6 (ii)] and [35,
Corollary 2.5], we get
[v]Cγ (RN ) ≤ C||f ||Lq(B1), ||v||Ls(RN ) ≤ C||f ||Lq(B1),
and
[w]Cγ (B1/2) ≤ C(||(1 + |x|)
−N−2sw(x)||L1(Ω) + ||w||L∞(B2)).
The result then follows from these estimates. 
The second one is for the regional fractional Laplacian.
Lemma 6.5. Let Ω ⊂ RN be any domain with N ≥ 2 and s > 12 . Let LΩ be given by
(1.7). Assume that u ∈ L∞(B2), (1 + |x|)
−N−2su(x) ∈ L1(Ω) and satisfies
LΩu = f in B3 ⊂ Ω,
for some f ∈ Lq(B3) with q > N/(2s). Then, for any γ ≤ 2s −N/q,
[u]Cγ (B1/2) ≤ C(||f ||Lq(B2) + ||(1 + |x|)
−N−2su(x)||L1(Ω) + ||u||L∞(B2)),
where C is a positive constant depending only on N , s, q and γ.
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Proof. Extend u to be zero outside Ω. Then, for any x ∈ B2, it is clear that
(−∆)su(x) = LΩu(x) + u(x)
ˆ
Ωc
|x− y|−N−2s = f(x) + u(x)
ˆ
Ωc
|x− y|−N−2s dy =: g(x).
Moreover,
|g| ≤ |f |+C|u|
ˆ
Bc3
|y|−N−2s dy ≤ |f |+ C|u|,
which means that ||g||Lq(B2) ≤ C(||f ||Lq(B2) + ||u||L∞(B2)).
Hence, u satisfies
(−∆)su = g in B2 ⊂ Ω,
for some g ∈ Lq(B2) with norm depending only on N , s and f . The result then follows
from Lemma 6.4. 
We can now give the:
Proof of Theorem 1.1. We divide the proof of the results in two steps:
Step 1, the Cα estimate. Since Ω is bounded, it is clear that we can cover it with a
finite number of balls in such way that the boundary balls are small enough such that the
∂Ω∩B is a Lipschitz graph. Since we have the Ho¨lder estimates in each ball —in interior
balls by Lemma 6.4, while in boundary balls by Theorem 4.7— we obtain that
|u(x)− u(y)| ≤ C
(
‖f‖Lq(Ω) + ‖u‖L2(Ω)
)
|x− y|α
for every x, y ∈ Ω with α and C epending only on N , s, q and Ω.
Step 2, the C2s−1+α estimate for s > 12 . Dividing u by a constant if needed, we
may assume ‖f‖Lq(Ω) + ‖u‖L2(Ω) ≤ 1. Now, given x, y ∈ Ω we define r = |x − y| and
ρ = min{d(x), d(y)}. We can assume without loss of generality that ρ = d(x), and then
we distinguish two different scenarios. On the one hand, when ρ < 6r, we take x ∈ ∂Ω
such that |x− x| = ρ. Hence, by using Proposition 6.2 and Theorem 3.2 we conclude
|u(x)− u(y)| ≤ |u(x)− u(x)|+ |u(x)− u(x)| ≤ C
(
|x− x|2s−1+α + |y − x|2s−1+α
)
≤ C
(
d(x)2s−1+α + (d(y) + r)2s−1+α
)
≤ C r2s−1+α = C |x− y|2s−1+α,
for some α > 0 small enough. On the other hand, if ρ > 6r we take x as before and define
the auxiliary function uρ(z) = u(x+ ρ/3z) − u(x) and the set Ωρ = 3(Ω − x)/ρ. Then, it
is clear that this function satisfies
LΩρ uρ(z) = ρ
2sf(x+ ρ/3z) =: fρ(z) in B3(3(x− x)/ρ) ⊂ Ωρ,
with ||fρ||Lq(B2) ≤ Cρ
2s−N/q. Moreover, by using Proposition 6.2 and Lemma 6.3 we know
that |uρ(x)| < C|ρx|
2s−1+α for some α small enough, which yields
||uρ||L∞(B2) < Cρ
2s−1+α and ||(1 + |x|)−N−2suρ(x)||L1(RN ) < Cρ
2s−1+α.
Furthermore, since q > N , we can take α small enough such that 2s−N/q > 2s− 1 + α.
Thus, applying Lemma 6.4 with γ = 2s− 1 + α, we arrive at
[uρ]C2s−1+α(B1/2) ≤ C(||fρ||Lq(B2) + ||(1 + |x|)
−N−2suρ(x)||L1(RN ) + ||uρ||L∞(B2))
≤ C(ρ2s−N/q + ρ2s−1+α + ρ2s−1+α) ≤ Cρ2s−1+α,
which clearly means that |u(x) − u(y)| ≤ C|x− y|2s−1+α, as wanted. 
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Finally, we give the:
Proof of Theorem 1.3. The proof is basically the same as the previous one, applying
Lemma 6.5 instead of Lemma 6.4. 
Appendix A. Equivalence for weak solutions
For completeness, we prove here the equivalence established in [1] for classical solutions,
in the setting of weak solutions. For convenience of the reader, we start with the following.
Proposition A.1. Let u ∈ C2(RN ) ∩ L∞(RN ) be such that{
(−∆)su = f in Ω,
Nsu = 0 in R
N \Ω.
Then, it satisfies ˆ
Ω
{u(x)− u(y)} KΩ(x, y) dy = f(x) in Ω,
where KΩ is given by (2.2)-(2.3).
Proof. Note that by using the Neumann condition we can recover u outside of Ω if we
know it inside. That is, given any z ∈ Ωc we have
0 = Nsu(z) =
ˆ
Ω
u(z)− u(y)
|z − y|N+2s
dy
= u(z)
ˆ
Ω
|z − y|−N−2s dy −
ˆ
Ω
u(y)
|z − y|N+2s
dy.
Then,
u(z) =
´
Ω u(y)|z − y|
−N−2s dy´
Ω |z − z|
−N−2s dz
in RN \Ω.
Now, we substitute this identity in the fractional Laplacian. Given any x ∈ Ω
(−∆)su(x)
cN,s
=
ˆ
RN
u(x)− u(y)
|x− y|N+2s
dy =
ˆ
Ω
u(x)− u(y)
|x− y|N+2s
dy +
ˆ
Ωc
u(x)− u(z)
|x− z|N+2s
dz
=
ˆ
Ω
u(x)− u(y)
|x− y|N+2s
dy +
ˆ
Ωc
u(x)−
´
Ω u(y)|z−y|
−N−2s dy´
Ω |z−z|
−N−2s dz
|x− z|N+2s
dz
=
ˆ
Ω
u(x)− u(y)
|x− y|N+2s
dy +
ˆ
Ωc
´
Ω
u(x)−u(y)
|z−y|N+2s
dy
|x− z|N+2s
´
Ω |z − z|
−N−2s dz
dz
=
ˆ
Ω
u(x)− u(y)
|x− y|N+2s
dy +
ˆ
Ω
{u(x)− u(y)}
ˆ
Ωc
|x− z|−N−2s|y − z|−N−2s´
Ω |z − z|
−N−2s dz
dz dy,
and the result follows. 
In the following result, we denote
||w||2HsΩ = ||w||
2
L2(Ω) +
ˆ ˆ
(RN×RN )\(Ωc×Ωc)
|w(x)− w(y)|2
|x− y|N+2s
dx dy.
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Lemma A.2. Let v,w : RN → R be such that Nsw = 0 in R
N \ Ω. Then,
ˆ
Ω
ˆ
Ω
{v(x)− v(y)} {w(x) − w(y)} KΩ(x, y)dx dy
= cN,s
ˆ ˆ
(RN×RN )\(Ωc×Ωc)
{v(x)− v(y)} {w(x) − w(y)}
|x− y|N+2s
dx dy,
where KΩ is given by (2.2)-(2.3).
Proof. Notice that
ˆ
Ω
ˆ
Ω
{v(x)− v(y)} {w(x)− w(y)} KΩ(x, y)dx dy
= cN,s
ˆ
Ω
ˆ
Ω
{v(x)− v(y)} {w(x)− w(y)}
|x− y|N+2s
dx dy
+ cN,s
ˆ
Ω
dx
ˆ
Ω
dy
ˆ
Ωc
dz
{v(x)− v(y)} {w(x)− w(y)}
|x− z|N+2s|y − z|N+2s
´
Ω |z − z|
−N−2s dz
= cN,s
ˆ
Ω
ˆ
Ω
{v(x)− v(y)} {w(x)− w(y)}
|x− y|N+2s
dx dy
+ cN,s
ˆ
Ω
dx
ˆ
Ω
dy
ˆ
Ωc
dz
{v(x)− v(z)} {w(x)− w(z)}
|x− z|N+2s|y − z|N+2s
´
Ω |z − z|
−N−2s dz
+ cN,s
ˆ
Ω
dx
ˆ
Ω
dy
ˆ
Ωc
dz
{v(z)− v(y)} {w(x)− w(z)}
|x− z|N+2s|y − z|N+2s
´
Ω |z − z|
−N−2s dz
+ cN,s
ˆ
Ω
dx
ˆ
Ω
dy
ˆ
Ωc
dz
{v(x)− v(z)} {w(z) − w(y)}
|x− z|N+2s|y − z|N+2s
´
Ω |z − z|
−N−2s dz
+ cN,s
ˆ
Ω
dx
ˆ
Ω
dy
ˆ
Ωc
dz
{v(z)− v(y)} {w(z) − w(y)}
|x− z|N+2s|y − z|N+2s
´
Ω |z − z|
−N−2s dz
= I1 + I2 + I3 + I4 + I5.
By symmetry in the variables x and y it is clear that I2 = I5 and I3 = I4. Now, let us
simplify them. That is, on the one hand
I2 = I5 = cN,s
ˆ
Ω
dx
ˆ
Ω
dy
ˆ
Ωc
dz
{v(x)− v(z)} {w(x) −w(z)}
|x− z|N+2s|y − z|N+2s
´
Ω |z − z|
−N−2s dz
= cN,s
ˆ
Ω
dx
ˆ
Ωc
dz
{v(x)− v(z)} {w(x)− w(z)}
|x− z|N+2s
´
Ω |z − z|
−N−2s dz
(ˆ
Ω
|y − z|−N−2s dy
)
= cN,s
ˆ
Ω
dx
ˆ
Ωc
dz
{v(x)− v(z)} {w(x)− w(z)}
|x− z|N+2s
.
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On the other hand, using the condition Nsw = 0 in R
N \ Ω we obtain
I3 = I4 = cN,s
ˆ
Ω
dx
ˆ
Ω
dy
ˆ
Ωc
dz
{v(z) − v(y)} {w(x)− w(z)}
|x− z|N+2s|y − z|N+2s
´
Ω |z − z|
−N−2s dz
= cN,s
ˆ
Ω
dy
ˆ
Ωc
dz
v(z)− v(y)
|y − z|N+2s
´
Ω |z − z|
−N−2s dz
(ˆ
Ω
w(x)− w(z)
|x− z|N+2s
dx
)
= cN,s
ˆ
Ω
dy
ˆ
Ωc
dz
−Nsw(z) {v(z) − v(y)}
|y − z|N+2s
´
Ω |z − z|
−N−2s dz
= 0.
Putting all the terms together we finally arrive atˆ
Ω
ˆ
Ω
{v(x)− v(y)} {w(x) − w(y)} KΩ(x, y)dx dy
= cN,s
ˆ ˆ
(RN×RN )\(Ωc×Ωc)
{v(x)− v(y)} {w(x) − w(y)}
|x− y|N+2s
dx dy,
as wanted. 
Finally, we prove:
Proposition A.3. Let u ∈ HsΩ be such that
cN,s
2
ˆ ˆ
(RN×RN )\(Ωc×Ωc)
{u(x)− u(y)} {v(x) − v(y)}
|x− y|N+2s
dx dy =
ˆ
Ω
f(x)v(x) dx (A.1)
for all test function v ∈ HsΩ. Then, u ∈ HK(Ω) and it satisfies
1
2
ˆ
Ω
ˆ
Ω
{u(x)− u(y)} {v(x)− v(y)} KΩ(x, y)dx dy =
ˆ
Ω
f(x)v(x) dx (A.2)
for all test function v ∈ HK(Ω), where KΩ is given by (2.2)-(2.3). Moreover, Nsu = 0 in
R
N \ Ω.
Proof. Given any test function v ∈ HK(Ω) we define v : R
N → R in the following way
v(x) =
{
v(x) if x ∈ Ω,(´
Ω
v(z)
|x−z|N+2s
dz
) (´
Ω |x− z|
−N−2s dz
)−1
if x ∈ RN \ Ω.
Indeed, this is the extension of v outside Ω that ensures Nsv = 0 in Ω
c. Then, on the one
hand by applying Lemma A.2 we obtainˆ ˆ
Ω×Ω
{u(x)− u(y)} {v(x)− v(y)} KΩ(x, y)dx dy
=
ˆ ˆ
Ω×Ω
{u(x)− u(y)} {v(x) − v(y)} KΩ(x, y)dx dy
= cN,s
ˆ ˆ
(RN×RN )\(Ωc×Ωc)
{u(x)− u(y)} {v(x)− v(y)}
|x− y|N+2s
dx dy.
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On the other hand, by using v as a test function in (A.1) we have
cN,s
2
ˆ ˆ
(RN×RN )\(Ωc×Ωc)
{u(x)− u(y)} {v(x) − v(y)}
|x− y|N+2s
dx dy
=
ˆ
Ω
f(x)v(x) dx =
ˆ
Ω
f(x)v(x) dx.
Thus, we obtain (A.2) once we put together the previous identities. Note that by applying
Lemma A.2 with w = v we know that v ∈ HsΩ. Thus, we can use it as a test function in
(A.1).
Now, let us take any ϕ ∈ C∞c (R
N \Ω) ⊂ HsΩ. By using it as a test function in (A.1) we
obtain ˆ
Ωc
ϕ(y)Nsu(y) dy =
ˆ
Ωc
ϕ(y)
(
u(x)− u(y)
|x− y|N+2s
dx
)
dy = 0.
Hence, we get that Nsu = 0 in R\Ω as we wanted. Furthermore, we can apply Lemma A.2
with v = w = u and since u ∈ HsΩ we conclude that u ∈ HK(Ω). 
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