Internet traffic has Zipf-like properties at multiple aggregation levels. These properties suggest the possibility of offloading most of the traffic from a complex controller (e.g., a software router) to a simple forwarder (e.g., a commodity switch), by letting the forwarder handle a very limited set of flows; the heavy hitters. As the volume of traffic from a set of flows is highly dynamic, maintaining a reliable set of heavy hitters over time is challenging. This is especially true when we face a volume limit in the non-offloaded traffic in combination with a constraint in the size of the heavy hitter set or its rate of change. We propose a set selection strategy that takes advantage of the properties of heavy hitters at different time scales. Based on real Internet traffic traces, we show that our strategy is able to offload most of the traffic while limiting the rate of change of the heavy hitter set, suggesting the feasibility of alternative router designs.
This paper presented a router architecture design that consists of a complex software based controller and a simple fast packet forwarder. By leveraging the Zipf's property of the Internet traffic, authors proposed to improve router performance by passing a small number of heavy hitter traffic flows to the fast packet forwarder and hence offloading the software controller from most packets. The idea itself seems to be very simple. The authors showed that the top 1000 heavy hitter prefixes capture over 50% of traffic. The controller can be easily configured to offload these top heavy hitter flows to the forwarder. However, due to the churn in heavy hitter flows, the real challenge in employing this approach is how to select the set of heavy hitter flows that minimize the churn. To overcome this problem, this paper proposed a heavy hitter selection strategyTraffic-aware Flow Offloading (TFO). TFO keeps tracking traffic statistics at multiple time scales and uses it in the heavy hitter selection process in order to maintain a high offloading ratio while limiting the changes to the set of heavy hitters. The paper used simulation on real traffic traces to evaluate TFO and compared it with traditional caching and bin-optimal. The results suggested that TFO can achieve similar offloading effectiveness as the bin-optimal, but with an order of magnitude smaller churn ratio. The paper also showed that TFO outperforms LRU and LFU in terms of the churn ratio when a small number of heavy hitters are selected.
Though the core idea presented in this paper is simple, I find this paper interesting because the paper took one step further beyond simply exploring the Zipf's property of the Internet traffic and focused on solving the real challenge in selecting heavy hitters with limited churn ratio.
The preliminary results show that TFO can be a promising solution. Clearly there are many interesting tradeoffs involved in TFO that need careful evaluation. For example, the parameters used in TFO are not thoroughly evaluated. In addition, it will be useful to show how TFO performs under more diverse set of traffic load and behavior patterns.
Overall, the paper has presented an interesting idea and is well written. A more thorough evaluation of TFO will further strengthen the paper.
Leveraging Zipf's Law for Traffic Offloading

INTRODUCTION
A reoccurring property of Internet traffic at various levels of aggregation is its consistency with Zipf's law [8, 26, 23, 3] , i.e., the amount of traffic per flow is consistent with a Zipf distribution. A flow can be as fine as the traffic between a given IP sourcedestination pair or as coarse as all the traffic sent to a single network. For this reason, a small fraction of flows capture most of the traffic. However, heavy hitters are known to be volatile [24] , making their selection for traffic engineering difficult [19] .
We propose to utilize the Zipf properties of Internet traffic to offload most of the traffic from a complex controller to a simple forwarder. We show that by taking advantage of the properties of Internet traffic, a simple forwarder can with limited communication overhead be used to boost the performance of a complex * Rob Sherwood did the majority of the work while employed at Deutsche Telekom Inc. R&D Lab. forwarding system, by offloading most of the traffic. The principle behind such a controller-forwarder system lies in bundling a controller, e.g., a complex and flexible software-centric system, together with a forwarder, e.g., a high-performance hardware-centric packet forwarding device. This approach follows the split architecture idea: most of the control plane load should be handled by the software-oriented part of the system, while most of the packet forwarding should be performed by a fast and simple device. Figure 1 illustrates the principle controller-forwarder system architecture with the use case of an IP router. The controller speaks routing and signalling protocols in the same fashion as route controllers on existing routers. It can take advantage of the extensive CPU and memory resources of commodity PCs. Furthermore, the controller makes use of a forwarder, a device optimized for high-performance packet forwarding, to offload most of the traffic. Through a communication channel, the controller modifies the set of heavy hitters which are offloaded and handled by the forwarder. In this paper we investigate the feasibility of such an offloading system based on Internet traffic traces.
We first show that in principle, the achievable offloading gain is in the order of more than 90 percent when offloading the traffic contributed by 0.2 % of the flows. However, the volatility in heavy hitters incurs significant communication overhead, which is contrary to our design goals of keeping the forwarder simple. To address this challenge, we propose our heavy hitter selection strategy called Traffic-aware Flow Offloading (TFO), which relies on traffic statistics over multiple time scales. Previous work [19, 24] has identified the volatility of heavy hitters in Internet traffic as a challenge for traffic engineering, which also applies to our controller-forwarder context. In addition, we require that the benefit of introducing a forwarder is not counterbalanced by the complexity of the communication between the controller and the forwarder. Therefore, TFO trades off the overhead of modifying the set of heavy hitters against the expected increase in offloading gain. Our results show that TFO is able to offload most of the traffic to the forwarder while keeping the number of modifications to the set of heavy hitters low, contrary to traditional route caching strategies [13] . This enables us to discuss both the benefits as well as challenges that Internet traffic properties pose for router design. The contributions of this paper are the following:
Traffic offloading: Based on traffic traces from a large European ISP, a large European IXP, and a transcontinental link we show the potential of traffic offloading and identify the challenges of heavy hitter selection strategies.
Traffic-aware Flow Offloading (TFO):
We propose TFO, a heavy hitter selection strategy that leverages Zipf and the associated stability properties of heavy hitters across different time scales.
TFO and traditional caching:
We evaluate TFO and compare it to traditional caching strategies. We observe a cross-over point. TFO outperforms traditional caching when the number of heavy hitters and the communication overhead have to be limited. However, when these constrains are relaxed traditional caching strategies might outperform TFO.
In addition, we release a library implementation of TFO as free software to the community 1 , which we have used to implement an IP router by coupling a PC running a software router with an OpenFlow-enabled switch [17] . For a system description of our prototype we refer to [20] . The focus of this paper however lies in understanding the potential of traffic offloading, which we believe is crucial not only for our example prototype but for a wide range of high-capacity, programmable packet forwarding systems.
The rest of the paper is structured as follows. In Section 2 we revisit properties of heavy hitters including traffic share and churn. In Section 3 we first explore the limitations of traditional caching strategies and then propose and evaluate TFO. We present our system prototype, related work, and discuss long-term perspectives of our work in Section 4. We summarize in Section 5.
FEASIBILITY STUDY
In this section we perform feasibility experiments based on Internet traffic traces to understand the fundamental challenges and quantify the potential benefits of traffic offloading. We start by revisiting the properties of Internet traffic as seen from three different vantage points in the network. Then, we run evaluations under two 1 optimistic assumptions: (i) future traffic is known and (ii) heavy hitter modifications are instantaneous. The results suggest a need to reduce the churn in the selected heavy hitters in order to limit the communication overhead. They also confirm previous results [24] which show that the variability of heavy hitters differs across ranks. Both observations shall be taken into account when designing a heavy hitter selection strategy such as TFO.
Datasets
We base our study on traffic traces from three different network locations (Table 1) :
Residential ISP: The ISP trace relies on passive, anonymized packet-level observations of residential DSL connections collected at an aggregation point within a large European ISP. Overall, the ISP has roughly 10 million (4 %) of the 251 million worldwide broadband subscribers [18] . The monitor operated at a broadband access router connecting customers to the ISP's backbone. The trace started in August 2009 and covers 48 hours.
Transcontinental link:
The traffic trace from a transcontinental link between Japan and USA also consist of passive, anonymized packet-level observations. The trace was collected in April 2010, covers 3.5 days, and is publicly available from the MAWI working group of the WIDE project [12] .
European IXP: In contrast, the trace from a major European IXP consists of anonymized sFlow records which were captured in April 2011. The sFlow probes were configured to export sampled packets at a sampling ratio of 1:2 14 . Due to the sampling, some underestimation of small flows is possible, and therefore there may be some bias towards the heavy hitters [4, 7] .
While anonymizing the ISP and IXP traces, we map each destination IP address to its longest-matching prefix based on publicly available BGP data. The same technique could not be applied to the trace from the transcontinental link, but fortunately the anonymization uses consistent scrambling of /24 prefixes [12] .
These three datasets allow us to look at the problem of offloading from different perspectives: network location, network size, and time. This gives us confidence that our results can be generalized beyond these samples. Moreover, we note that our proposal exploits traffic properties that have already been observed in the past and are not expected to change, as the popularity of Internet flows is expected to retain its consistency with Zipf's law.
Consistency with Zipf's law
Since we aim at leveraging the Zipf properties of Internet traffic for traffic offloading, we first confirm that the three traces are consistent with Zipf's law.
Figure 2(a) shows the relative share of the total traffic as a function of the number of top destination prefixes. These results confirm that all three traces exhibit the Zipf property-a limited number of prefixes account for a majority of the traffic. However, one difference between the traces lies in the number of heavy hitters whose traffic has to be aggregated to capture a desired fraction of the traffic. For example, the most popular 10 destination prefixes of the residential ISP trace and the transcontinental trace already capture more than 20 % of the total traffic, but less than 10 % in the case of the IXP. With 1,000 prefixes one can capture more than 50 % of the traffic. This holds for all three traces. For lower ranks the amount of traffic that each prefix is contributing decreases rapidly. The next 1,000 prefixes combined capture less than 5 % of the traffic. Another difference is that the transcontinental link sees traffic for a larger number of prefixes. However, the least popular half of the prefixes contribute less than 1 % of the traffic. This may be an artifact of the anonymization as described above and the resulting assumption of a flat /24 address space.
As we will discuss later, the controller typically cannot afford delegating the responsibility for too many flows to the forwarder, because of the associated communication overhead. The most relevant range seems to lie between a few hundred to a few thousand heavy hitters. The above results confirm previous work [13, 22, 24, 11] , which has shown that it is possible to offload most of the traffic with a limited number of heavy hitters. However, these works do not study how to derive a heavy hitter selection strategy which trades off the expected benefit of modifying the heavy hitters against the extra work of applying those changes. Instead, previous work has focused on dynamic heavy hitter detection mechanisms [27, 5] .
Remaining load at the controller
In our context, traffic offloading aims at limiting the rate at which the controller needs to forward packets by offloading most of the traffic load to a specialized forwarding device. By design, the controller is optimized for running complex routing protocols but often it does not satisfy the requirements of packet forwarding. Some known limitations of controllers include the available forwarding bandwidth and delay. Our goal is to limit the amount of traffic the controller has to handle in order to avoid long packet queues and packet loss. As a baseline, we now quantify the amount of traffic the controller has to handle based on our traffic traces.
For this purpose, we rely on a practically infeasible heavy hitter selection strategy called bin-optimal. The bin-optimal strategy assumes that future traffic is known, and that the set of heavy hitters to be used on the forwarder can be updated instantly. The bin-optimal strategy uses fixed time bins. We choose 1s, 10s, and 10 minutes as time bins to capture the varying stability properties of heavy hitters across different time scales. The bin-optimal strategy selects for each time bin the top n heavy hitters, where n is the number of entries that the forwarder keeps.
Figures 2(b) and 2(c) show the traffic load in packets per second (PPS) which remains at the controller vs. the number of heavy hitters which are delegated to the forwarder, on a log-log scale. Overall, we see that even for small values of n, in the order of a few thousands, the traffic load at the controller is relatively low. When taking the ISP trace as an example, with n = 1, 000 the median traffic load at the controller is 3,400 PPS (with a maximum of 6,400 PPS) which corresponds to a relative reduction in load of 92 %. With shorter time bins the offloading gain can be further increased. Figure 2(b) shows both the median as well as the maximum traffic rate at the controller for the three considered time bins. Figure 2 (c) compares the controller traffic load for all three traces under different numbers of n and fixed 10s time bins. We observe that with all considered traces, the offloading gain increases rapidly with increasing n. All three traces incur only up to around 1,000 PPS at the controller when offloading the top 5,000 prefixes.
Churn in heavy hitters
Heavy hitters enable significant offloading but are also challenging because of their dynamics [19, 23, 24, 26, 3] . We examine the impact of variability in the heavy hitters when delegating prefixes to the forwarder. The bin-optimal strategy relies on the foreknown heavy hitters for each time bin. In this case, the churn in the heavy hitters stems entirely from the natural traffic variability. We now quantify the corresponding number of changes to the set of heavy hitters between consecutive time bins, as incurred by the bin-optimal strategy. For small values of n such as a few hundreds we observe churn in the order of 15 %. When increasing n up to a few thousands, around half of the heavy hitters are modified. As expected, we notice that changes among the top ranked prefixes occur much less often than among the lower ranked ones. We also point out that the churn is subject to a time of day effect. Interestingly, the direction of the time of day effect inverts as the number of heavy hitters is increased. This is due to the reduced variability and traffic volume during the night.
As shown on Figure 3 (b) for the ISP trace, relying on larger bin sizes does not significantly reduce churn. Moreover, on Figure 3(c) , we see that even though our network observation points are quite diverse, similar trends apply with regards to churn. We explain the larger churn in case of the MAWI trace again with the assumption of a flat /24 address space.
TRAFFIC OFFLOADING WITH TFO
In Section 2, based on Internet traffic observations, we have identified the main challenges behind heavy hitter selection strategies for traffic offloading: maintaining a high offloading ratio while limiting the changes to the set of heavy hitters. In this section we first examine how well traditional caching strategies perform in the context of the offloading problem (Section 3.1). Traditional caching strategies are not appropriate in our context due to their high churn and the fast reaction times they require. This leads us to develop and evaluate our heavy hitter selection strategy called Traffic-aware Flow Offloading (TFO). Based on our traffic traces, we show that TFO achieves low churn, one order of magnitude less than the binoptimal strategy from Section 2.3, while achieving a similarly high offloading gain.
Limitations of traditional caching
Traditional caching techniques react on individual misses: when a cache miss occurs, the missing object is fetched and then placed into the cache. During the time interval between the event of a cache miss and the completion of a cache update, incoming packets need to be buffered or will lead to packet re-ordering or loss.
The main difference among traditional caching techniques lies in the strategy to determine which cache entry to evict and replace upon a cache miss. Two common cache replacement strategies are least recently used (LRU) and least frequently used (LFU). We implement both strategies based on the optimistic assumption that cache replacement is instantaneous, to be favorable toward their offloading gain.
The curves for LRU and LFU in Figure 4 (a) show the amount of heavy hitter changes per second as a function of the number of heavy hitters, n. LRU outperforms LFU, consistent with previous work on route caching [13] . Figure 4 (a) also shows the results for the bin-optimal strategy based on 10s bins. Both LRU and LFU imply a significantly higher churn rate as compared to bin-optimal for up to a few thousand of heavy hitters. For larger values of n, traditional caching can outperform bin-optimal in churn rate, this is when n gets close to the total number of active flows. With regards to the remaining traffic load at the controller as shown on Figure 4 (b), LFU exhibits the worst results. For n > 200, all strategies except LFU result in similar remaining loads at the controller.
In summary, these results indicate that the traditional caching strategies LRU and LFU suffer from a major limitation, namely the high rate at which heavy hitters need to be changed, especially for values of n ranging up to a few thousands, i.e., the range of n in which offloading is likely to be relevant.
Traffic-aware Flow Offloading
In this section, we propose our heavy hitter selection strategy: Traffic-aware Flow Offloading (TFO). The design criteria of TFO stem from our observations in the earlier sections. The goal is to handle most traffic at the forwarder while limiting the number of changes to the heavy hitters. The idea behind TFO is to leverage the stability properties of heavy hitters, which have been shown to depend on their rank [24] . Therefore, we maintain traffic statistics at multiple time scales which enable TFO to take into account short-term as well as long-term trends for heavy hitter selection. To compute a new set of heavy hitters, we further take into account the set of heavy hitters which are currently in place, in order to tradeoff the cost of changing the set of heavy hitters with the expected increase in offloading gain. Figure 5 illustrates the four different steps of TFO. We start by taking top heavy hitters from each time scale in a round-robin manner, until we reach a pre-defined value of n. The round-robin preselection gives equal chances to heavy hitters that are highly ranked at different time scales. Second, we compute the difference between the current heavy hitters at the forwarder and the set of heavy hitters from the first step. This gives us two sets of heavy hitters: those to be installed and the ones to be removed. The last two steps are key to reduce the churn while ensuring fast reaction times. In the third step, we sort these two sets into lists according to their traffic share in inverse orders, with respect to the smallest time scale. Finally, in the fourth step, we pick such modifications in which the additions are ranked much higher than the removals, e.g., they differ in traffic share at least by a factor of 2. This fourth step gives priority to the heavy hitters which are already in place, effectively reducing the churn. Consequently, the chosen factor affects the trade-off between offloading gain and communication overhead. In future work, we want to study how to optimally determine this factor. Note, that sudden high-ranked flows can (and should) still enter the set very quickly, i.e., in one round of set computation.
Evaluation of TFO
We now evaluate the performance of TFO based on our three traffic traces. Figure 4(b) shows, as a function of n, the remaining traffic load at the controller for the ISP trace. The offloading effectiveness of TFO is marginally worse compared to the bin-optimal strategy. However, the bin-optimal strategy involves a churn rate which is about an order of magnitude higher as compared to TFO, see Figure 4 (a). When comparing the evolution of churn over time of the bin-optimal strategy on Figure 3 (a), against TFO on Figure 6(a) , we observe that TFO changes only less than 10 % of the heavy hitters between any two time bins whereas bin-optimal exceeds 70 %, for the ISP trace with n = 2, 000. When letting n grow to values as large as 18,000, we observe that the rate of churn varies heavily and follows a strong time of day pattern in cases of TFO and bin-optimal. Smaller values of n, such as 2,000, are less sensitive to time of day effects and thus show only limited variations. We conclude that an offloading system that aims too high in its offloading gain will face strong churn rate variations. The key lies in understanding the trade-off when choosing n: On the one hand, n must be large enough such that the heavy hitters can capture enough traffic to retain a low enough traffic load at the controller. On the other hand, one should strive to keep n as small as possible to keep the associated rate of churn and its variation low. Figure 4 (a) also compares TFO with the traditional caching strategies LRU and LFU. For n < 10, 000, TFO outperforms both LRU and LFU in terms of churn rate. However, at around n = 10, 000 we observe a cross-over point at which LRU starts to outperform TFO. At such large values of n, the rate of churn also exhibits strong variations over time. Figure 6 (b) presents the median number of changes to the heavy hitters as a function of n for the three traces. We observe an impact of traffic aggregation on the rate of churn: the MAWI trace leads to the highest churn rate followed by the ISP trace, and finally the IXP one with the least amount of churn. Also, the top 500 heavy hitters in the IXP trace are so stable that their median churn is 0 over the four days. This result is important with respect to the scalability of the offloading problem, as our results suggest that the higher the traffic aggregation, the lower the churn. Figure 6 (c) compares the traffic load at the controller for the three different traces when using TFO. The figure shows the median and maximum controller load as a function of n, in log-linear scale. The ISP trace gains most with increasing n. This is consistent with Figure 2(a) , where the top heavy hitters for the ISP capture a larger fraction of the total traffic as compared to the other traces. For n = 6, 000 we observe an offloading gain of more than 99 %, resulting in a median of only 500 PPS at the controller.
The MAWI trace has the widest CDF curve on Figure 2 (a), which leads to the worst offloading gain except for very small n. Due to the anonymization technique of the MAWI trace, we consider a flat /24 address space which potentially slices heavy hitters into many /24 prefixes. Hence, the MAWI results are penalized in terms of offloading gain per heavy hitter. However, they still result in a very limited packet rate at the controller. For example, with n = 6, 000, TFO still achieves an offloading gain of 86 %, leaving only 4,200 PPS (median) at the controller.
In contrast to MAWI, the IXP trace presents a very smooth Sshaped CDF curve on Figure 2 (a). This stems from the level of aggregation at the observation point, which represents traffic exchanged between hundreds of ASs. Figure 6 (c) shows that for most values of n, the IXP trace leads to the lowest controller load compared to the other traces. However, as mentioned earlier, due to the low packet sampling rate of this trace we expect a bias in favor of the observed traffic share of the heavy hitters. For n = 6, 000, TFO achieves an offloading gain of 90 %, leaving less than 1k PPS (median) at the controller.
Note that real traffic traces, especially those as large as the IXP one, contain certain types of attacks such a DDoS, scans, and other types of anomalies. Our results show that despite the presence of such events, neither the churn nor the offloading gain seem affected, even when considering the maximum churn and maximum traffic load at the controller.
DISCUSSION AND RELATED WORK
We revisited the Zipf property of Internet traffic and derived a traffic offloading strategy that achieves high offloading gain while limiting the overhead caused by churn in the heavy hitters. With recent work which aims to improve the forwarding performance of software routers [9] as well as their port density [6] , we believe that traffic offloading is a viable alternative to traditional router design.
Currently, routers maintain large numbers of forwarding entries in specialized memory for fast per-packet lookups. Routers require ever increasing amounts of such specialized memory, which typically is either costly and / or energy hungry. Furthermore, the rate at which the forwarding entries need to be changed is significant, especially due to routing protocols dynamics [15, 25, 14] . For example, reported BGP update rates are in the order of tens or hundreds per second on average with peaks of several thousands per second, for about 350, 000 prefixes. Even with such a limited churn relative to the number of prefixes, the implication of BGP updates on the data plane can be an issue [14, 1] . Compared to today's BGP update rates, the dynamics in heavy hitters is much lower, both in relative and absolute numbers. Furthermore, BGP updates are expected to have limited impact on the heavy hitters as popular prefixes have been shown to be stable [10] .
Our work shows that an offloading system has potential to improve router designs, by further decoupling the tasks of the route controller with those of the forwarding engines. The main advantage of the offloading approach is to limit the interactions between the control and data planes to what is strictly necessary from the viewpoint of the traffic. By taking advantage of the forwarding capabilities of programmable forwarding engines such as OpenFlow [17] , NetFPGA [16] , and ATCA [2] , we believe that IP router designs which leverage open source routing software and traffic offloading may challenge existing router designs.
As we plan to apply traffic offloading and TFO to other domains, we intend to incorporate TFO into FlowVisor [21] to complement its slicing policy.
SUMMARY AND FUTURE WORK
Internet traffic follows Zipf's law: a small fraction of flows capture most of the traffic. We propose to exploit this property to offload most of the traffic from a complex controller to a simple forwarder. We show that the main challenge lies in achieving a high traffic offloading gain while limiting the churn, and propose a heavy hitter selection strategy called Traffic-aware Flow Offloading (TFO). We perform simulations of TFO on real traffic traces. The results highlight the effectiveness of the strategy used in TFO and suggest that traffic offloading should be considered to build feasible alternatives to current router designs. In future work, we want to study the impact of parameters on TFO such as the chosen time scales. We also plan to evaluate TFO under different traffic loads with flows of granularities other than BGP prefixes. Another future study will focus on possible attacks against the offloading system and adequate defense mechanisms.
