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ABSTRACT

SCHEMA MATCHING AND DATA EXTRACTION OVER HTML TABLES

Cui Tao
Department of Computer Science
Master of Science

Data on the Web in HTML tables is mostly structured, but we usually do not know
the structure in advance. Thus, we cannot directly query for data of interest. We propose
a solution to this problem for the case of mostly structured data in the form of HTML tables, based on document-independent extraction ontologies. The solution entails elements
of table location and table understanding, data integration, and wrapper creation. Table
location and understanding allows us to locate the table of interest, recognize attributes and
values, pair attributes with values, and form records. Data-integration techniques allow us
to match source records with a target schema. Ontologically specified wrappers allow us to
extract data from source records into a target schema. Experimental results show that we
can successfully map data of interest from source HTML tables with unknown structure to
a given target database schema. We can thus “directly” query source data with unknown
structure through a known target schema.
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Chapter 1

INTRODUCTION

1.1

Background and Related Work
Currently, with the fast development of the Internet, both the amount of useful data

and the number of sites on the World Wide Web (WWW) are growing rapidly. The Web is
becoming an increasingly useful information tool for computer users. However, there are
so many Web pages that no human being can traverse all of them to obtain the information
needed. A system that can allow users to query Web pages like a database is becoming
increasingly desirable.
The data-extraction research group at Brigham Young University (BYU) has developed an ontology-based querying approach, which can extract data from unstructured
Web documents [19]. Although this approach improved the automation of unstructured
data extraction, it does not work very well with mostly-structured data. Mostly-structured
WWW pages, such as Web pages containing HTML tables, are major barriers to BYU’s
automated ontology-based data extraction. About 52% of HTML documents include tables
[40]. Although some of these tables are only for physical layout, there is still a significant
amount of online data that is stored in HTML tables.
The solution to querying data whose sources are HTML tables encompasses elements of (1) table understanding, (2) data integration, and (3) information extraction [27].
Table understanding allows us to recognize attributes and values in a given table. It is a
complicated problem [31]. Most research to date uses low-level geometric information to
recognize tables [41]. Some of the current geometric modeling techniques for identifying tabular structure use syntactic heuristics such as contiguous space between lines and
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columns, position of table lines/columns, and pattern regularities in the tables [48]. Some
of the techniques take a segmented table and use the contents of the resulting cells to detect
the logical structure of the table [34]. Others use both hierarchical clustering and lexical
criteria to classify different table elements [32]. Recent research on table understanding on
the Web takes this research area to a higher level. SGML tags provide helpful information
of table structures. But poor HTML table encoding, nontraditional use of the HTML tags,
the presence of images, etc, all challenge the full exploitation of information contained in
tables on the Web [33]. Existing approaches to determining the structure of an HTML table use source page pre-analysis [29, 38], HTML tag parsing [40], and generic ontological
knowledge base resolution [52].
The schema-mapping problem for heterogeneous data integration is hard and is, by
itself, worthy of study [42]. The problem is to find a semantic correspondence between
one or more source schemas and a target schema [20]. In its simplest form the semantic
correspondence is a set of mapping elements, each of which binds an attribute in a source
schema to an attribute in a target schema or binds a relationship among attributes in a source
schema to a relationship among attributes in a target schema. Such simplicity, however, is
rarely sufficient, and researchers thus use queries over source schemas to form attributes
and relationships among attributes to bind with target attributes and attribute relationships
[7, 43]. Furthermore, as we shall see in this thesis, we may also need queries beyond those
normally defined for database systems. Thus, we more generally define the semantic correspondence for a target attribute as any named or unnamed set of values that is constructed
from source elements. Sets of values for target attributes may be obtained from source
elements in any way, e.g. directly taken from already present source values, computed over
source values, constructed by concatenation or decomposition from source values, or directly taken or manufactured from source attribute names, from strings in table headers or
footers, or from free text surrounding tables.
The problem of identifying the text fragments that answer standard questions defined in a document collection is called information extraction (IE) [28]. Some IE techniques are based on machine learning algorithms [45]; others are based on application
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Car
0001
0002
0003

Year
1999
2000
2002

Make
Pontiac
Acura
Honda

Model
Firebird
RL 3.5
Accord EX

Mileage
32,833
36,657
13.875

Price
$23,988
$21,988

PhoneNr
405-936-8666
405-936-8666
405-936-8666

Car
0001
0001
...

...
0101
0102
0103

1992
2000
1985

ACURA
AUDI
BMW

legend
A4
325e

$9500
$34,500
$2700.00

0003
0003
0003
0101
0101

Feature
Blue
...
...
...
White
Air Conditioning
Driver Side Air Bag
...
Auto
AM/FM
...

Figure 1.1: Sample Tables for Target Schema

ontologies [22, 23, 24]. In this thesis, we intend to use ontology-based extractors as an aid
to do element-level and instance-level schema matching.
1.2

HTML Table Problems
We limit our discussion here to HTML tables found on the Web.1 We consider

Web pages containing HTML tables of interest for a given application domain to be our
sources. We also include pages linked from within these HTML tables. Our target is a
simple relational schema.
As a running example, we use car advertisements, which are plentiful on the Web
and which often present their information in tables. Suppose, for example, that we are
interested in viewing and querying Web car ads through the target database in Figure 1.1,
whose schema is
{Car, Year, Make, Model, Mileage, Price, PhoneNr}
{Car, Feature}.
Figures 1.2 [9], 1.3 [9], and 1.4 [5] show some potential source tables. The data in the
tables in Figure 1.1 is a small part of the data that can be extracted from Figures 1.2, 1.3,
and 1.4.
1

The problems encountered in HTML tables are more than sufficient for this investigation. Table extraction within the broader context of images of paper tables and other types of electronic tables [41] is also
possible.

3

Figure 1.2: Web Page with Table from www.bobhowardhonda.com [9]

1.2.1

HTML Tables—Location Problems
It is easy for a human to locate the table of interest in Figure 1.2. Algorithmically

finding the table of interest on an Web page, however, is often nontrivial, even when the
system can tell that the page is of interest for the given application [26]. Figure 1.2, for
example, presents several challenges for table location.
• Multiple Panes. The page in Figure 1.2 has three panes (HTML frames), but we are
only interested in the one starting with Pre-Owned Inventory.

4

Figure 1.3: Linked Page with Additional Information [9]

Figure 1.4: Table from Autoscanada.com [5]

5

• Tables for Layout. In the pane of interest in Figure 1.2, the first <TABLE> tag
encountered has two lines: the first for the text above the table, and the second for
the table and the footer text below the table.
• Table Rows Not in Table. The last two lines of the table in Figure 1.2 are not actually
part of the table. The last line contains the contact information, and the next-to-last
line contains the buttons and the claim of nonresponsibility.
• Tables Displayed Piecemeal. The table in Figure 1.2 displays 25 rows per page. To
obtain the rest of the table rows, we need to have the system simulate a click on Show
25 more.
• Tables Spanning Multiple Pages. We obtain the page in Figure 1.3 by clicking on
Honda Accord EX in the table in Figure 1.2. Clicking on all makes and models gives
us similar pages. Each page has a column of attribute-value pairs that starts with
Price and ends with VIN. The collection of these columns from each page constitutes
a large table whose attributes are all the same, Price ... VIN, and whose values are
the value columns from each linked page.
• No <TABLE> Tag. Each linked page similar to the one in Figure 1.3 also has a
single-column table headed by Features. The source, however, does not tag this table
with a <TABLE> tag, but rather with a <UL> tag, making it an HTML list.
In general there are even more challenges for locating tables. We have listed here only the
challenges that appear in Figures 1.2 and 1.3. We list other challenges in the discussion of
future work in Chapter 6.
1.2.2

HTML Tables—Extraction Problems
Not only is it easy for a human to find the tables of interest in Figures 1.2 and 1.3,

it is also easy for a human to parse the table and determine its meaning. Even with the
constraint imposed of needing to match a source table with respect to a fixed target view,
such as the one in Figure 1.1, semantic matching is mostly straightforward for a human. It
is easy to see that Year in the source table in Figure 1.2 as well as Year in the source table in
6

Figure 1.4 map to Year in the target table in Figure 1.1. It is also easy to see that although
M ake and M odel in Figure 1.4 match directly with M ake and M odel in Figure 1.1, we
need to split Make and Model in Figure 1.2 to match M ake and M odel in Figure 1.1. It is
not as easy, however, to see that both Exterior in Figure 1.2 and Colour in Figure 1.4 map
to Feature in Figure 1.1, and it is a little harder to see that we should map the attributes
Auto, Air Cond., AM/FM, and CD in Figure 1.4 as values for Feature in Figure 1.1, but
only for “Yes” values.
Algorithmically sorting out these semantic matches is significantly harder. We encounter the following list of challenges when trying to match source HTML tables in Figures 1.2, 1.3, and 1.4 with the target schema in Figure 4.8. We list other challenges in the
discussion of our future work in Chapter 6.
• Merged Attributes/Values. Make and Model are separate attributes in Figure 1.1 but
are merged as one attribute in Figure 1.2.
• Subsets. Exterior in Figure 1.2 and Colour in Figure 1.4 contain colors. Colors in
the target are a special kind of Feature and thus the sets of colors in Figures 1.2 and
1.4 are subsets of the feature values we want for Figure 1.1. Indeed, these are proper
subsets since there are also many other feature values in Figures 1.2, 1.3, and 1.4.
• Synonyms. Mileage in Figure 1.1 and Miles in Figure 1.2 have the same meaning,
but the attribute names are not the same.
• Extra Information. The tables in Figure 1.1 make no request for photographs, which
are present in Figure 1.2.
• Linked Information. The values for the attribute Make and Model are linked to further
information. Clicking on Honda Accord EX in Figure 1.2 yields the information in
Figure 1.3.
• List Table. A one-dimensional table and a list are similar in appearance. Features in
Figure 1.3 is a list, but could just as easily have been formatted as a table. Although
it is a list, we nevertheless wish to match Features in Figure 1.3 with Feature in
Figure 1.1.
7

• Position of Attributes. The linked subtable in Figure 1.3 has its attributes in the left
column, rather than in the top row.
• Missing Information. The schema in Figure 1.1 expects a phone number, but none of
the tables in Figures 1.2, 1.3, or 1.4 contains a phone number.
• Externally Factored Data. Although no phone number appears in the tables in Figures 1.2 or 1.3, phone numbers do appear in the footer text of the table in Figure 1.2
and in the text above the tables in Figure 1.3. A value, such as a dealer phone number, that applies to all records in a table is often factored out, external to the table,
and displayed only once.
• Duplicate Data. The price for the Honda Accord EX in Figures 1.2 and 1.3 appears
three times, once under Price in Figure 1.2, once as the value for the Price attribute
in the (vertical) table row in Figure 1.3, and once at the top of the layout table in
Figure 1.3. (Luckily, the values are all the same.) Other values also appear more than
once. The number of miles, in fact, appears with two different attributes, once with
Miles and once with Mileage.
• Unexpected Multiple Values. The schema in Figure 1.1 expects at most one contact
phone number for each vehicle, but there may be several as Figures 1.2 and 1.3 show.
• Attribute as Value. In Figure 1.4, the features Auto, Air Cond., AM/FM, and CD are
all attributes rather than values. Here, we must understand that Yes and No are not
the values; rather they indicate whether the values Auto, Air Cond., AM/FM, and CD
should be included as Feature values in the tables in Figure 1.1.
In this thesis, we develop a system that can automatically locate the table of interest
in a Web page using a set of heuristics and our ontology technology, infer mappings from
source table attributes to the target schema, and extract information from source table(s) to
the target database.
The rest of this thesis in organized as follows: Chapter 2 introduces our ontology
based extraction technology. Chapter 3 discusses our approach to table location. Chapter 4
8

describes how the system infers mappings from source to target. Chapter 5 introduces and
analyzes experimental results. Chapter 6 discusses our conclusions and future work.

9
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Chapter 2

EXTRACTION ONTOLOGIES

An extraction ontology is a conceptual-model instance that serves as a wrapper for a
narrow domain of interest such as car ads [22]. The conceptual-model instance includes objects, relationships, constraints over these objects and relationships, descriptions of strings
for lexical objects, and keywords denoting the presence of objects and relationships among
objects. When we apply an extraction ontology to a Web page, the ontology identifies the
objects and relationships and associates them with named object sets and relationship sets
in the ontology’s conceptual-model instance and thus wraps the recognized strings on a
page and makes them “understandable” in terms of the schema implicitly specified in the
conceptual-model instance. The hard part of writing a wrapper for extraction is to make it
robust so that it works for all sites, including sites not in existence at the time the wrapper is
written and sites that change their layout and content after the wrapper is written. Wrappers
based on extraction ontologies are robust.1 Robust wrappers are critical to our approach:
without them, we may have to create (by hand or at best semiautomatically) a wrapper for
every new table encountered; with them, the approach can be fully automatic.
1

Page-specific, handwritten wrappers (e.g. the early wrappers produced for TSIMMIS [15]) are not robust. Machine-learning-based wrappers (e.g. [37, 50]) are not robust since new and changed pages must
be annotated and learned. Wrappers that automatically infer regular expressions for Web pages (e.g. [18])
are robust in the sense that the regular-expression generator only needs to be rerun for new and changed
pages; however, high page layout regularity is required, an assumption that often fails, but which we intend
to consider in our future work with tables. Extraction ontologies (e.g. [22]) are robust because they are
based on conceptual-model specifications of a domain of interest, not on page layout. Although they are
hand-crafted, as ontologies typically are, our experience shows that an expert can create a reasonably good
extraction ontology for a narrow domain of interest such as car ads in a few-dozen hours.
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1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.

Car [-> object];
Car [0:1] has Year [1:*];
Car [0:1] has Make [1:*];
Car [0:1] has Model [1:*];
Car [0:1] has Mileage [1:*];
Car [0:*] has Feature [1:*];
Car [0:1] has Price [1:*];
PhoneNr [1:*] is for Car [0:1];
Year matches [4]
constant {extract "\d{2}";
context "\b’[4-9]\d\b";
substitute "ˆ" -> "19"; },
...
Mileage matches [8]
...
keyword "\bmiles\b", "\bmi\.", "\bmi\b",
"\bmileage\b", "\bodometer\b";
...

Figure 2.1: Car-Ads Extraction Ontology (Partial)

An extraction ontology consists of two components: (1) an object/relationshipmodel instance that describes sets of objects, sets of relationships among objects, and constraints over object and relationship sets, and (2) for each object set, a data frame that
defines the potential contents of the object set. A data frame for an object set defines the
lexical appearance of constant objects for the object set and establishes appropriate keywords that are likely to appear in a document when objects in the object set are mentioned.
Figure 2 shows part of our car-ads application ontology, including object and relationship
sets and cardinality constraints (Lines 1-8) and a few lines of the data frames (Lines 9-18).
An object set in an application ontology represents a set of objects which may either
be lexical or nonlexical. Data frames with declarations for constants that can potentially
populate the object set represent lexical object sets, and data frames without constant declarations represent nonlexical object sets. Year (line 9) and Mileage (line 14) are lexical
object sets whose character representations have a maximum length of 4 characters and
8 characters respectively. Make, Model, Price, Feature, and PhoneNr are the remaining
lexical object sets in our car-ads application; Car is the only nonlexical object set.
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We describe the constant lexical objects and the keywords for an object set by regular expressions using Perl-like syntax.2 When applied to a textual document, the extract
clause (e.g. line 10) in a data frame causes a string matching a regular expression to be
extracted, but only if the context clause (e.g. line 11) also matches the string and its
surrounding characters. A substitute clause (e.g. line 12) lets us alter the extracted
string before we store it in an intermediate file. (For example, the Year data frame treats
a year written “’95” as the constant “1995”.) We also store the string’s position in the
document and its associated object-set name in the intermediate file. One of the nonlexical
object sets must be designated as the object set of interest—Car for the car-ads ontology,
as indicated by the notation “[-> object]” in line 1.
We denote a relationship set by a name that includes its object-set names (e.g. Car
has Year in line 2 and PhoneNr is for Car in line 8). The min:max pairs in the relationshipset name are participation constraints. Min designates the minimum number of times an
object in the object set can participate in the relationship set and max designates the maximum number of times an object can participate, with * designating an unknown maximum
number of times. The participation constraint on Car for Car has Feature in line 6, for
example, specifies that a car need not have any listed features and that there is no specified
maximum for the number of features listed for a car.
In the initial work with semistructured and unstructured Web pages [22], a dataextraction ontology allowed us to recognize data values and context keywords for a particular application, organize data into records of interest, and fill object and relationship sets
with data according to ontologically specified constraints. In our current work with tables,
nested subtables in linked pages, and surrounding semistructured and unstructured text, we
use extraction ontologies in much the same way. Recognized context keywords tend to be
attributes; sometimes recognized values are also attributes. For tables, geometric layout
gives us the clues we need to decide which recognized strings are attributes and which are
values. This knowledge, plus the ontological domain knowledge about which attributes and
values belong to which object sets, establishes the basis for determining record groupings
and semantic correspondences for target attributes and relationships. Our system’s ability
2

Thus, for example, “\b” indicates a word boundary, “\d” indicates a numeric digit, and so forth.

13

to extract attributes and values and to pair them together constitutes the fundamental basis for enabling it to recognize tables containing data of interest and to discover mapping
rules that can transform the contents of source tables to a target schema. We discuss our
approach in detail in the next two chapters.
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Chapter 3

TABLE LOCATION AND UNDERSTANDING

Many Web sites, especially commercial sites, provide their users with much more
than just basic information during browsing. As a result, one HTML page may contain
many advertisements, a navigation panel, and other irrelevant sections. These make Web
pages difficult to parse. Automatically finding the data-rich sections of the domain of
interest from complex Web pages is not an easy task [11]. In this research, we detect a
table of interest based on an application-dependent data-extraction ontology and several
heuristics that we introduce and discuss in this chapter.
After detecting a table of interest, we then need to understand the structure of this
table. In order to understand a table, we first locate the structural components such as
table header(s), table factor(s), attributes, and values. We then associate values with their
corresponding attributes.
The rest of this chapter is organized as follows: Section 3.1 overviews the basic elements of HTML tables. Section 3.2 describes how to parse an HTML table as a DOM tree.
Section 3.3 discusses the method and heuristics we use to locate HTML tables. Section 3.4
introduces our approach to table preprocessing and understanding.
3.1

Overview of HTML Tables
HTML includes element types that represent paragraphs, hypertext links, lists, ta-

bles, forms, images, etc [30]. An HTML document usually consists of several HTML
elements. Each element starts with a start-tag <TAGNAME> and ends with an end-tag
</TAGNAME>. A table in an HTML document is delimited by the tags <TABLE> and
</TABLE>. In each table element, there may be tags that specify the structure of the table.
15

For example, <TH> declares a heading, <TR> declares a row, and <TD> declares a data
entry. We cannot, however, count on users to consistently apply these tags as they were
originally intended. For example, as Figure 3.1 shows, the attributes Year, Make, Model,
Trim and etc. are not tagged by <TH>, but by <TD>. Another important issue is that
the presence of <TABLE>/</TABLE> tags does not necessarily indicate the presence of
a data table1 . For example, in Figure 1.2, <TABLE>/</TABLE> encloses all the information under Pre-Owned Inventory. <TABLE>/</TABLE> also encloses the address
and contact information at the end of this page. But these two “table” elements are not part
of the real table, but instead make use of tags for layout. Furthermore, not all real tables in
a Web page contain information of interest. In addition, even for an HTML file within the
specific domain, there may exist one or more real tables that present similar information
not actually of interest. For example, a Web page for cell phone plans may also contains a
table about different cell phones which is not of interest and not suitable for the cell-phoneplan application domain, or a Web site that introduces soccer players (which may be the
domain of interest) may also contain a table about coaches.
Given an application domain, our table-location task is to determine if there is a
table of interest for this domain and to find the fundamental table of interest in the top-level
page and the tables of interest in linked pages, if applicable. To resolve the table-location
problem, we face all the problems mentioned in the introduction, i.e., Multiple Panes, Tables for Layout, Table Rows Not in Table, Tables Displayed Piecemeal, Tables Spanning
Multiple Pages, and No Table Tag. We also face other problems we have encountered, including some that our system handles, such as folded tables and factored rows, and some
that we report as future challenges in Chapter 6.
In order to identify the fundamental table of interest from a given Web document,
we first parsed the Web page and represented all the elements in that document with the
document object model (DOM) [21]. We then isolated all the potential table elements (all
elements between <TABLE> begin and </TABLE> end tags) in order to facilitate further
1

A data table here means a table that is for information storage which contains highly structured and
database-like information such as table in Figure 1.2.
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Figure 3.1: An Example of an HTML Table
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processing. Here we give a short introduction to DOM and how we used DOM to represent
an HTML document in order to achieve our goal.
3.2

DOM Representation
A DOM tree is an ordered tree, where each node is either an element node or a text

node [17]. An element node has a node name which indicates the HTML tag of this node
(such as <TABLE>, <TH> and <LI>) and an ordered list of child nodes (this list can
be empty). A text node has no child node and contains only a text string which is the text
content of its parent node.
In our use of a DOM tree, we ioslate all the table subtrees. For example, Figure 3.2
is the DOM tree for the table in Figure 3.1. Observe that the leaves of the tree are all
text nodes which contain the text values we see through the Web browser in each cell
of the table, and the parents of these text nodes are element nodes that give us valuable
information about the structure of the table. We can thus analyze the structure and the text
contents of this table and decide if this table is a fundamental table of interest by using
several heuristics, which we discuss in the next section.

Figure 3.2: DOM Tree of the Table in Figure 3.1
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3.3

Table Location Heuristics
Our table-location task is to find both the fundamental table of interest in the top-

level page (top-level Table) and the table(s) of interest in the linked pages. Since tables
of interest that appear in these two kinds of sources usually have different structures and
features (although they do, of course, share some common features), we treated them differently by using two sets of heuristics.
3.3.1 Location – Top-Level Tables
In order to create a set of proper heuristics that covers as many cases as possible and
maintain high accuracy, we first gathered information about top-level tables by considering
several Web pages, which we call a “training set”2 . Based on the training pages, we found
the following features of interest about top-level tables:
1. A table of interest must look like a table to a human observer.
2. A table of interest must have a schema-like3 row (or column) within the first few
rows (or columns).
3. A table of interest must contain enough information of interest (i.e. information that
our ontology recognizes).
Based on these features, we developed a set of heuristics for the main table-location
task. Our system resolves the problems of finding the main table of interest as follows.
• Table Size. The main table must have at least three rows and at least three columns.
As an example, by this heuristic, the system successfully discarded the table about
contact information and address in Figure 1.2.
• Grid Layout. We can count the number of data cells in each row in a table. Letting
N be the number of rows in the table that has the most common number of data cells
2

We used this set of pages to help us identify needed heuristics. (This is not a training set in the machinelearning sense.)
3
Here, “schema-like” means a set of descriptive names that are like attributes in a relational table.
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and M be the number of rows in the table, the ratio N/M must exceed 2/3. This
ensures that the vast majority of the rows extend across the width of the table and
thus that the table, at least roughly, has the expected geometry of a table.
For example, suppose the table of interest in Figure 1.2 (the one in the middle with
attribute names Year, Make and Model, Price, etc.) only has 9 columns. For the large
table which starts with Pre-Owned Inventory and ends with the email address Email:sales@bobhowardauto.dealerspace.com, there are 9 rows that contain 1 value,
9 rows that contain 6 values and 4 rows that contain 4 values. Therefore, the Grid
Layout Measure is 9/(9+9+4) = 0.41 < 2/3. Thus, the system discards this large
table.
• Attributes. Based on the keywords and the object-set names for the various object
sets in our extraction ontology, we have a reasonable idea about what some of the
attribute names for a table should be. For example, we include possible synonyms
for each attribute such as Miles, Mi, and Odometer for Mileage, and Manufacture
and Brand for Make. We also include some popular attributes that commonly appear
in source tables but are not an attribute in our target schema because of a different
granularity. For example, we include Vehicle which could possibly represents several
target attributes such as Make, Model, and Feature; Trim which could be part of the
target attribute Model; and Color which could be one of the subsets for target attribute
Feature. We look for a row near the top which contains the most common number
of data cells and from which we have been able to extract 60% of the data entries as
attributes—these attributes, of course, must be distinct. (Note that we do not depend
on the table creator to mark the attributes with a <TH> tag.) If we cannot find an
attribute row in the table, we try columns, preferably leftmost columns. If we find
an attribute column, we can transpose the table so that the attributes are in rows.
By using this heuristic, the system can also discard the large table which starts with
Pre-Owned Inventory and ends with E-mail:sales@bobhowardauto.dealerspace.com
in Figure 1.2 (no matter how many columns the middle table contains) because it
cannot find an attribute row within the top few rows or columns.
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• Value Density. Based on the values expected for the various lexical object sets, we
find all ontology-recognized strings. If the ratio of the number of characters in recognized strings to the total number of characters in strings within the table exceeds
10%, we have some reasonable evidence that the table is of interest for the application. (Although 10% may seem low, previous experiments with density [25] show
that the density test should fail only for extremely low percentages, usually below
1%.) By using this heuristic, we ensure that the table contains some information of
interest.
3.3.2

Location – Linked-Page Tables
For tables in linked pages, table detection is different. Tables that appear in a linked

page usually are either an attribute-value-pair Table such as the table under the car picture
starting with Price $21,988 in Figure 1.3, or a single-attribute Table starting with Features
and on the left side of the car picture in Figure 1.3. We use the following heuristics for
these tables.
Attribute-Value-Pair Table
• Table Size. We do not expect sub-tables to be as large as top-level tables. Thus we
only require at least two rows or two columns.
• Attributes. This is the same as for top-level tables.
• Attribute-Value-Pair To locate table components that contain attribute-value pairs, we
look for a pair of columns where the strings in the first column have been extracted
mostly as attributes and the strings in the second column have been extracted mostly
as values. The table component in Figure 1.3 is an example—the left column starting
with Price contains many strings our extraction ontology recognizes as attributes, and
the right column starting with $21,988 contains many strings our extraction ontology
recognizes as values. Sometimes these types of tables are folded, so we must consider
several pairs of columns side by side. As for other attribute tests, we use 60% as our
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threshold. We also check for row pairs in the same way to locate table components
formatted with the attributes above the values, rather than to the left.
• Page-Spanning Tables. We follow a selected number of links from the top-level table
to obtain several linked table rows. We then check the variability—attributes tend
to remain the same from page to page (although sometimes table rows have more
or fewer attributes), while values tend to vary (although some, such as colors, body
styles, and transmission types are often identical).
Single-Attribute Table
To find lists like the Features list in Figure 1.3, we look for a <UL> or an <OL>
tag or for a <TABLE> tag followed by a single-column table structure. We confirm that
the single-attribute table is of interest by checking whether the ontology recognizes at least
60% of the strings as values of interest.
3.4

Table Preprocessing and Understanding
After detecting tables of interest (both on the top page and on linked pages, if appli-

cable), the next step is to analyze the structure of these tables in order to fully “understand”
them (by “understanding”, we mean to associate values with their corresponding attributes
in the tables).
A top-level table sometimes contains multiple rows (or columns) of attributes, table
headers, table factors, or irrelevant information that needs to be ignored during extraction.
In order to extract this kind of information correctly, the system must understand the given
table properly and preprocess the table according the table structure. In this research, we
first try to find the attribute row(s) (or column(s)). According to the attribute position and
some other structural information, we can then locate table headers and factors and finally
associate attributes and values.
As discussed in the previous section, the system has already detected all the attribute
row(s) or column(s) for a table. We can make use of linked components of the top-level
table to help determine with certainty which strings are attributes and which are values by
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observing that the attributes remain the same across pages while the values change. For
the page in Figure 1.2, for example, all subsequent pages linked by Show 25 more have
identical attributes on the top row of the table, namely Year, Make and Model, Price, Miles,
Exterior, Photo. Indeed, in this way, we are likely to be able to identify attributes, such as
Photo, even when they are not in our application ontology.
After determining the position of attributes, the system then determines the structure
of the table. In this research we only consider tables with attributes on the top or attributes
on the left. Since we can always convert an attributes-on-the-left table to an attributeson-the-top table or vice versa, in this section we just discuss tables with attributes on the
top.
We first list several pre-processing issues the system resolves.
• Folded Tables. Figure 3.3 shows an example of a folded table in a linked page (folded
tables usually appear more frequently in linked pages than in top-level pages). Sometimes for layout reason or sometimes because a table has so many columns, table
designers fold them for viewing on a single page or in a single window either by
placing the second half of the columns below the first half of the columns or by making two (or more) rows of attributes at the top that associate with pairs (triples, ...)
of values in the columns below. If more than one attribute row appears, we compare
the attribute rows. If they are not the same, we treat the table as a folded table; otherwise we remove the duplicate attribute rows. For a folded table, we unfolded it and
appended the the second (and third, ...) folded part(s) to the first one. Thus, after
unfolding, the table in Figure 3.3 becomes the table in Figure 3.4.
• Factored Value Rows. We consider as possible factored values those values in each
table row where the row has less than half the cells filled and the cells that are filled
are adjacent left-most fields. Figure 3.5 shows an example of a table that has factors.
We add factored values that are below the attribute row to all subsequent rows until
the next row of factored values. For values that are above the attribute row, we check
if the row right below the attribute row is a factor row. If it is, then we consider all
the values above the attribute row as table headers, which we will discuss in the next
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Figure 3.3: An Example of Folded Table in a Linked Page (www.jscars.com [35])

Figure 3.4: The Unfolded Table for the Table in Figure 3.3
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paragraph. If it is not, then the row right above the attribute row is considered as a
factored value. Thus we also add these factored values to the all subsequent rows
(except the attribute row) until the next row of factored values. Figure 3.6 shows the
altered table for the table in Figure 3.5. We eliminate rows that do not satisfy these
factoring criteria—presumable these are not value table rows—for example, the row
of buttons at the bottom of the table in Figure 1.2.

Figure 3.5: An Example of an Internal Factor

• Table Header. A table header usually appears in a row above the attribute row. It
only appears once and is normally short. For example, Honda Civic is a table header
that factors all the cars in the table in Figure 3.7. Our system considers as table
headers those rows that are above the attribute row, marked by only one <TD> or
<TH>, and have not already been recognized as table factors. After detecting a table
header, the system adds a new column with an empty attribute and places the header
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Figure 3.6: The New Table with Years Distributed to the Value Rows for the Table in Figure
3.5

in value rows of the table. The system repeats this process until all the table headers
are processed.
• Irrelevant Information. Our heuristics may consider some irrelevant information as
table headers or factors. Our heuristics, for example, consider the row 20 vehicles
found within 100 miles of 84606 in Figure 3.7, as a table header. It is actually information that is not of interest. Because our system depends on value recognizors
within an extraction ontology, our system ignores most of the irrelevant information;
therefore, incorrectly distributing irrelevant phrases to value rows rarely affects the
final mappings.
After being preprocessed (removing duplicate attribute rows, unfolding, distributing factored values and headers), a table in a top-level page has a format similar to a relation
in a relational database. (Figure 3.8 shows an example.) For each record (row) in the original table, we keep track of the tuple ID (the first column in the new table) in order to
facilitate the later extraction.
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Figure 3.7: An Example of Table Header (www.autobytel.com [3])

TupleID
t1
t2
t3
t4
:

Year
1999
2000
2002
2002
:

Make and Model
Pontiac Firebird
Acura RL 3.5
Honda Accord EX
Honda Passport
:

Price
Contact Us
$23,988
$21,988
$20,988
:

Miles
32,883
36,657
13,875
10,410
:

Exterior
Blue
Silver
White
Black
:

Photo

:

Figure 3.8: Top Table After Preprocess for the Table in Figure 1.2
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TupleID
t1
t2
t3
t4
:

Body Type

Body Style

Transmission

Engine

Fuel Type

Stock Number

VIN

Car

Coupe

Automatic

3.0L 6 cyl Fuel Injection

Gas

350291A

1H...644

:

:

:

:

:

:

:

Figure 3.9: Extended Table of the Information in Figure 1.3

Sometimes, each record (row) in the top-level table may have one or more links
that link to other pages. If tables have linked pages, they usually describe detailed information for the corresponding top-level records, and each table describes information for
one record, as in Figure 1.3. As described in Section 3.3.2, tables that appear in a linked
page usually are either an attribute-value-pair table or a single-attribute table. We consider
these two kinds of tables as tables extending over several linked pages. Each table contains values for one record over a set of attributes. Therefore we can collect values for the
“extended” table crossing linked pages.
For attribute-value-pair tables, consider the table under the car picture that starts
with Price $21,988 in Figure 1.3 as an example. Figure 3.9 shows the extended table for
this example. The information in Figure 1.3 is for the third car in the table in Figure 1.2.
Observe that in Figure 3.9, we do not include all the attribute-value pairs that appear in the
attribute-value-pair table in Figure 1.3. Attributes Price, Mileage and Exterior are already
in the top-level table, therefore the system does not duplicate them in the extended table.
Although attribute Mile in the top-level table and attribute Mileage in the linked-page are
not exactly the same, the system can detect these as synonyms with the help of keywords in
the ontology. In addition, at the value level, our ontology recognized the same value 13,875
under these two attributes. Therefore, we know that these two attributes describe the same
information.
When we encounter an attribute-value-pair table in another linked page, we can
add values under their corresponding attribute in the specific position (according to their
tupleID). For example, if the Body Type for the first car is Sedan, we add Sedan in the
second row (TupleID t1) under attribute Body Type. It is possible that the attribute-value
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TupleID
t3
t3
t3
t3
:

Features
Air Conditioning
Driver Side Air Bag
Passenger Side Air Bag
Anti-Lock Brakes
:

Figure 3.10: An Example Result Table for Single-Attribute Table

pairs differ (usually only slightly) on different linked pages. If there is a new attribute
that is not included in the extended table, we add this new attribute in the extended table
and add the corresponding value in its proper position under this new attribute. We repeat
this process until all the information in attribute-value-pair tables in all linked pages are
considered.
The table under Features in Figure 1.3 is a single-attribute table. It, by itself, can
be converted into a column in a relation in which each row has the same tuple identifier
(because every value pertains to the same object.). For the example in Figure 1.3, our
system transforms it into the table in Figure 3.10.
Hence, our table recognizing system transforms the structured information (toplevel table, attribute-value-pair table and single-attribute table) in both the top-level pages
and linked pages into a format similar to relations in a relational database. In the next chapter, we discuss how to map source attributes to target attributes based on the information
we have.
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Chapter 4

MAPPING INFERENCE

After preprocessing and understanding the table, the system has converted the structured information into one or more table structures that are similar to relations in a relational
database. We then can infer mappings from these source “relations” to the target object sets
in our extraction ontology (i.e. infer a mapping from source attributes to target attributes).
We infer mappings in two steps: (1) generate and adjust attribute-value pairs in preparation
for mapping recognition and (2) use patterns of recognized attributes and values to infer
mappings.
4.1

Generate and Adjust Attribute-Value Pairs
In one column in a source table, the attribute names the type of values under it.

Although we can sometimes determine the type of a value without an attribute, the attribute
often provides valuable context information for ontology extraction. Therefore, pairing a
value with its corresponding attribute may help our ontology recognize more information
from the table. For example, the attribute-value pairs we form for the attribute-value-pair
table in Figure 3.4 is:
{Year: 2002, Body: 4DR, A/C: Yes, Make: ISUZU, Motor: 6; Model: AXIOM 4WD,
Transmission: A, Miles: 26245}.
Observe that in this example, we may not be able to determine the type of some
values without their attributes such as values in Motor: 6 and Transmission: A. The digit 6
and letter A may not provide enough information by themselves without their corresponding
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attributes. With the help of attributes, however, we can determine the type and meaning of
those values.
Another interesting issue our example shows is A/C: Yes — an attribute with a
Boolean value. We process Boolean values by replacing them with attribute-name values. For our running example, the adjusted attribute-value pairs become {Year: 2002,
Body: 4DR, A/C, Make: ISUZU, Motor: 6; Model: AXIOM 4WD, Transmission: A, Miles:
26245}. Here, the Boolean-valued attribute-value pair hA/C: Yesi has become A/C, meaning the car has A/C (air conditioning). If there is an attribute-value pair with value no, we
simply replace it with an empty string, meaning the car does not have the feature indicated
by the attribute. For example, the first value row of the table in Figure 4.1a would be transformed to {Make: ACURA, Model: legend, Yr: 1992, Colour: Grey, Price: $9500, Auto,
AM/FM }. Note that the attributes Air Cond. and CD disappeared because this car does not
have these features.
When attribute names are the values and the values are Boolean indicators (e.g.
√
Yes/No, True/False, 1/0, cell checked or empty,
or x), we need to decide what the
Boolean indicators mean. We have a dictionary of Boolean indicators that defines potential meanings for each indicator. For an indicator like Yes or No, we can know for sure
what they mean. Some other indicators, however, could have different meanings in different situations. For example, an x could mean yes when an empty cell means no; it also
√
could mean “no” when a means yes. If a Boolean value is in the dictionary, we check
the potential meaning of the indicator. If the indicator has only one meaning, we assign the
opposite meaning to the other Boolean value (if any) in the same column. If it has more
than one meaning, we then need to check the other Boolean value that appears in the same
column. For example, if we encounter an x, and it has two meanings: yes and no, in the
√
dictionary, we then check other operators in the same column. For example, we found a ,
which has only one meaning, yes, in the dictionary. We then can decide the x here does not
mean yes, but means no. Based on this heuristic, we can understand what a pair of Boolean
indicators mean as long as we can find them in our dictionary.
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Make
ACURA
AUDI
BMW
CHEVROLET

Model
legend
A4
325e
Cavalier Z24

Yr
1992
2000
1985
1997

Make
ACURA
AUDI
BMW
CHEVROLET

Model
legend
A4
325e
Cavalier Z24

Yr
1992
2000
1985
1997

Colour
grey
Blue
black
Black

Price
$9500
$34,500
$2700.00
$11,995.00
(a)
Colour Price
grey
$9500
Blue
$34,500
black
$2700.00
Black
$11,995.00
(b)

Auto
Yes
Yes
No
No

Air Cond.
No
Yes
No
Yes

AM/FM
Yes
Yes
Yes
Yes

CD
No
Yes
No
No

Auto
Auto
Auto

Air Cond.

AM/FM
AM/FM
AM/FM
AM/FM
AM/FM

CD

Air Cond.
Air Cond.

CD

Figure 4.1: A Table that has Boolean Values and the Table Transformed by the β Operator

After understanding the meanings of the Boolean indicators, we can transform them
into attribute-name values with the help of a β operator which we introduce here. SyntactiA
cally we write βT,F
r where A is an attribute of relation r and T and F are respectively

the Boolean indicators for the True value and the False value given as A values in r.
The result of the β operator is r with the True values of the A column replaced by the
string A and the False values of A replaced by the null string. As an example, consider
AM/F M

Air Cond.
CD
βYAuto
es,N o βY es,N o βY es,N o βY es,N o T which transforms the table T in Figure 4.1a to the ta-

ble in Figure 4.1b.
4.2

Infer Mapping
In this section, we discuss how to infer mappings from the source-table attributes

to our target schema. We first describe the patterns and regularity in the source table that
we need to recognize and define the threshold we used to recognize those patterns. We
then discuss how to infer mappings according to those patterns with the help of standard
relational algebra operators and some extended relational algebra operators.
4.2.1 Pattern Recognition
Our system represents a source table (top-level table as well as tables in linked
pages) as one or more relational structures that are similar to relations in a relational
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database. The values in each relational structure are formatted as attribute-value pairs and
each Boolean value is transformed into a proper value. Based on this source representation, we infer mappings by using our ontology-extraction technology. As we mentioned in
Chapter 2, our extraction ontology is source independent, which means we do not have to
generate a new ontology when a new source document is encountered. It is hard, however,
to guarantee that our ontology covers everything. We do not expect our system to recognize all the source values. Instead, our purpose is to find data regularity and infer mappings
depending on the recognized results.
Because of the special layout structured tables have, we know all the values under a single attribute in a source table should be extracted to a same attribute or set of
attributes in the target schema. Given the recognized extraction and its regularity in the
source document, our system can measure how many values under a source attribute are
actually extracted to a particular set of target attributes. If the number is greater than a
threshold, the system can infer mappings between source and target attributes according to
the regularity observed. Given a set of mappings, the system can then extract data into the
target database, including not only the recognized values, but also all other values that fit
the pattern. By doing so, we are likely to be able to increase both the precision and recall
of the extraction. We talk about the experimental results in detail in Chapter 5.
In order to infer as many correct mappings as possible and, at the same time, avoid
unnecessary incorrect mappings, an appropriate threshold is important. A high threshold
would result in the low mapping rates (low recall) while a low threshold would result in
many error mappings (low precision). In this thesis, we define the threshold to be the
Golden Mean, also called the “divine proportion”[2]. This constant can be calculated by
√
( 5 -1)/2 ≈ 0.618. The term ”Golden Mean” is derived from Horace’s Latin translation of “aurea mediocratas,” which means a sensible way of doing things or the avoidance
of extremes. In mathematics and real life, the Golden Mean often represents a balanced
threshold [2]. Therefore, in our research, we also use this ratio as our threshold.

34

1. Make matches [10]
2.
constant
3.
{ extract "\bacura\b"; },
4.
{ extract "\balfa((\s*|-)romeo)?\b"; },
5.
{ extract "\bamc\b"; },
6.
{ extract "\bam(\s*|-)general\b"; },
7.
{ extract "\baudi\b"; },
8.
{ extract "\bbentley\b"; },
9.
{ extract "\bbertone\b"; },
10.
{ extract "\bbmw\b"; },
11.
{ extract "\bbuick\b"; },
12.
{ extract "\bcad(illac)?\b"; },
13.
{ extract "\bchev(y|rolet)?\b"; },
14.
{ extract "\bchrysler\b"; },
15. ...

Figure 4.2: Data Frame for the Make Object Set in Car-Ads Extraction Ontology (Partial)

4.2.2

Mapping Inference
Our purpose is to match source table attributes with target attributes (object sets

in the ontology). As discussed in Chapter 2, an extraction ontology contains information
about object sets, relationships, and data frames. Each object set has a data frame that
defines the potential contents of the object set. A data frame for an object set defines the
lexical appearance of constant objects for the object set and establishes appropriate keywords that are likely to appear in a document when objects in the object set are mentioned.
In order to find mappings from source attributes to the object sets, we apply each data
frame to each column in the source table to see if we recognize enough values, so that the
percentage of recognized values is greater than the threshold.
Figure 4.2 shows a partial data frame for object set Make in our car ontology. Now
let us see if there is any attribute in Figure 4.1 from which we can map this object set. We
attempt to recognize values in each column in Figure 4.1 with regular expressions in the
Make data frame, and we keep track of the number recognized. In our example, for the
first column we recognized 100% (e.g. ACURA matches using Line 3 in Figure 4.1, AUDI
matches using Line 7, BMW matches using Line 10 and CHEVROLET matches using Line
13). For the rest of columns, however, we recognized nothing. Therefore, we can infer

35

Make
Honda
Nissan

Model
Civic
Sentra

Figure 4.3: Columns Added to the Table in Figure 4.4 by the δ Operator

a mapping from Make in the source table to Make in the target ontology. This is a direct
mapping. Similarly, we can obtain mappings from Model to Model, Yr to Year, and Price
to Price. The mapping from Yr to Year, however, is not a direct mapping, because we need
a renaming operator ρ.
Except for simple renaming, indirect mappings are more complicated, and the system needs the help of more operators. As we can see, values in the 6th -9th columns in
Figure 4.1 should all go under a single target attribute Feature. In this case, the system
needs to gather them together and consider each of them as a separate value under one
target attribute. We gather values together with the union operator ∪.
Another case is recognizing a value that should be split. For example, we detect
that all the values under attribute make/model in Figure 4.4 are merged and need to be
mapped separately to Make and Model in the target schema as Figure 4.5 shows. We can
divide values into smaller components with a δ operator which we introduce here. We define δBA1 ,...,Bn r to mean that each value v for attribute A of relation r is split into v1 , ..., vn ,
one for each new attribute B1 , ..., Bn respectively. Associated with each Bi is a procedure
pi that defines which part of v becomes vi . In this thesis we specify each procedure pi
by regular expressions similar to those defined for extraction ontologies in Figures 2 and
4.2. The result of the δ operator is r with n new attributes, B1 , ..., Bn , where the Bi value
on row k is the string that results from applying pi to the string v on row k for attribute
M ake/M odel

A. As an example, consider δM ake,M odel T , where T is the table in Figure 4.4, the expression associated with Make is extract "\S+" context "\S+\s" which extracts the
characters of the string value up to the first space, and the expression associated with Model
is extract "\S.*" context "\s.+" which extracts all the remanning characters
in the string after the first space. This operation adds the two columns in Figure 4.3 to the
table in Figure 4.4.
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year
1999
1998

make/model
Honda Civic
Nissan Sentra

color
Green
grey

bodytype
4 dr sedan
2 door coupe

Figure 4.4: An Sample Source Table

Car
0001
0002

Year
1999
1998

Make
Honda
Nissan

Model
Civic
Sentra

Mileage

Price

PhoneNr

Car
0001
0001
0001
0001
0002
0002

Feature
Green
4 dr
sedan
grey
2 door
coupe

Figure 4.5: Extracted Result from the Table in Figure 4.4
If we consider the right-most table in Figure 4.5 as the source table and the schema
in table in Figure 4.4 as the target schema, we encounter another issue. Values under the a
same attribute need to be associated with different target attributes. In our example, Green
and grey under the source attribute Feature associate with the target attribute color, and
other values under Feature associate with features in target. In this case, we need to apply
a selection operator σ. Here the σ operator is not standard because it may have a regular
expression as an argument. The selection operator σ A∼e r selects those rows in a relation r
whose values under attribute A contain a string recognized by regular expression e.
Sometimes, the values of interest are scattered in unstructured or semistructured
documents. For this kind of direct extraction we introduce the ² operator, which is based
on a given extraction ontology. We define ²S t as an operator that extracts a value, or values,
from unstructured or semistructured text t for object set S in the given extraction ontology
O according to the extraction expression for S in O. The ² operator extracts a single value
if S functionally depends on the object of interest x in O, and it extracts multiple values if
S does not functionally depend on x. As an example, ²P honeN r P extracts 1-877-944-2842
from the unstructured text in page P in Figure 1.3 and returns it as the single-attribute,
single-tuple, constant relation {PhoneNr: 1-877-944-2842}. We can use the ² operator in
conjunction with a natural join to add a column of constant values to a table. For example,
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T1

Make
Ford
Ford
Honda

Model
Contour
Taurus
Civic

Trim
GL
LX
EX

T2

Make
Ford
Ford
Honda

Model
Contour
Taurus
Civic

Trim
GL
LX
EX

Model with Trim
Contour GL
Taurus LX
Civic EX

Figure 4.6: Application of the γ Operator to Table T1 Yielding Table T2

assuming the phone number 1-877-944-2842 appears in page P with the table in Figure 1.2,
which indeed it does, we could apply ²P honeN r P 1 T to add a column for PhoneNr to
table T in Figure 1.2.
Figure 4.6 shows another case we need to handle. Values under Model and Trim
in the source table (T1 in Figure 4.6) should go together as a single value under Model in
the target.1 If we can recognize which values we need to merge, we can merge them with
a γ operator which we introduce here. Syntactically, we write γB ← A1 +...+An r where B is
a new attribute of the relation r and each Ai is either an attribute of r or is a string. The
result of the γ operator is r with an additional attribute B, where the B value on row k is a
sequential concatenation of the row-k values for the attributes along with any given strings.
As an example, consider γM odel with T rim ← M odel+"

"+T rim T1

which converts Table T1 in

Figure 4.6 to Table T2 .
Sometimes, one mapping may involve more than one operator. We can, for example, take a union of color and body type in Figure 4.4 to form part of the set for
Feature in Figure 4.5.

After adding needed projection , split, and renaming opera-

bodytype
tions, this union is ρcolor ← F eature πcolor T ∪ ρbodytype1 ← F eature π bodytype1 δbodytype
T
1 ,bodytype2
bodytype
∪ ρbodytype2 ← F eature π bodytype2 δbodytype
T, where T is the table in Figure 4.4.
1 ,bodytype2

Now that we have the operators we need, we can give examples. Figure 4.7 gives the
mapping from the source table in Figure 4.1a to the target schema in Figure 4.8. Observe
that we have transformed all the Boolean values into attribute-name values and that we
have gathered together all the features as Feature values. Figure 4.9 gives the mapping for
the car ads from the site for Figures 1.2 and 1.3. Observe that we have split the makes and
1

Currently, our system does not handle this case. To implement value merging, we should apply dataframe value recognizers to all possible concatenations of values in unrecognized columns.
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Target Attribute
Year
Make
Model
Price
Feature

Source Derivation Expression for Value Sets
ρY r ← Y ear πY r T
πM ake T
πM odel T
πP rice T
ρColour ← F eature πColour T
∪ ρAuto ← F eature πAuto βYAuto
es, N o T
Cond.
∪ ρAir Cond. ← F eature πAir Cond. βYAir
es, N o T
AM/F M
∪ ρAM/F M ← F eature πAM/F M βY es, N o T
∪ ρCD ← F eature πCD βYCD
es, N o T

Figure 4.7: Inferred Mapping from Source Table T in Figure 4.1a to the Target Table in
Figure 4.8
Car
0001
0002
0003

Year
1992
2000
1985

Make
ACURA
AUDI
BMW

Model
legend
A4
325e

0005
0006

1999
2000

Pontiac
Acura

Firebird
RL 3.5

Mileage

...
32,883
36,657
...

Price
$9500
$34,500
$2700.00

PhoneNr

Car
0001
0001
0001

Contact Us
$23,988

1-877-944-2842
1-877-944-2842

0005
0005
0006
0006

Feature
grey
Auto
AM/FM
...
Blue
Power Steering
...
Silver
Power Brakes
...

Figure 4.8: Sample Tables for Target Schema
models as required, matched the synonyms Miles and Mileage, extracted the PhoneNr from
the free text, and gathered together all the various features as Feature values.
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Target Attribute
Year
Make
Model
Mileage
Price
PhoneNr
Feature

Source Derivation Expression for Value Sets
πY ear T
M ake and M odel
πM ake δM
T
ake, M odel
M ake and M odel
πM odel δM ake, M odel T
ρM iles ← M ileage πM odel T
πP rice T
²P honeN r P 1 T
ρExterior ← F eature πExterior T
∪ ρBody T ype ← F eature T’
∪ ρBody Style ← F eature T’
∪ ρT ransmission ← F eature T’
∪ ρEngine ← F eature T’
∪ ρF uel T ype ← F eature T’
∪ ρF eatures ← F eature T”

Figure 4.9: Inferred Mapping from the Source Tables T in Figure 1.2, T 0 in Figure 3.9, and
T 00 in Figure 3.10 and from P, the page in in Figure 1.2, to the Target Table in Figure 4.8
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Chapter 5

EXPERIMENTAL ANALYSIS

We now present the results of two experiments in the domains of car advertisements
and cell phones.
5.1

Car Advertisements
We gathered tables of car advertisements from more than a hundred different English-

language Web sites. Because of human resource limitations, however, we analyzed only
60.
Of the 60 car-ads tables we analyzed, 28 included links to other pages containing
additional information about an advertised car (Figures 1.2 and 1.3 show a typical example). For all 60 tables, we first applied our system to identify and list attribute-value pairs
for tuples of top-level tables, and then for the 28 tables with links, we appropriately associated linked information with each tuple. We then applied our extraction step and looked
for mapping patterns.
Since our objective was to obtain mappings (rather than data), it was not necessary
for us to process every tuple in every table. Hence, from every table, we processed only the
first 10 car ads. As a threshold, we required six or more occurrences of a pattern to declare
a mapping. A human expert judged the correctness of each mapping.1 We considered a
mapping declaration for a target attribute to be completely correct if the pattern recognized
led to exactly the same mapping as the human expert declared, partially correct if the pattern
led to a unioned (or intersected) component of the mapping, and incorrect otherwise. For
1

Although expert judgement for tables can sometimes be hard [31], establishing correctness results for
car-ads for our target table was not difficult.
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data outside of tables, the system mapped an individual value to either the right place or
the wrong place or did not map a value it should have mapped.
5.1.1

Results—Car Advertisements
We divided the 60 car-ads tables into two groups: 7 “training” tables and 53 “test”

tables. We used the 7 “training” tables to generate the heuristics we used in table locating
and table understanding. For the 7 training tables, we were able to locate 100% of the toplevel tables as well as all the applicable tables in the linked pages. For the 53 test pages,
we were able to locate 46 top-level tables successfully (86.8%). Among these 46 tables,
28 had links to additional pages with more detail about each car ad. Of the 28 additional
pages, 13 had structured car-ad information, while 15 included unstructured information
(which is fine for data extraction, but does not apply for generating table mappings). The
system correctly analyzed 12 out of the 13 linked pages of structured information; it also
incorrectly declared that it found structured information in 2 linked pages.
We also analyzed our mapping approach for successfully located tables from the
test set. For the 46 recognized tables, there were 319 mappings, of which we correctly or
partially correctly discovered 296 (92.8%), missing 23 (7.2%); we (incorrectly) declared
13 false mappings (4.2% of 309 declared mappings). Of the correct mappings, 228 of
296 (77%) came from top-level tables, while 58 (19.6%) came from linked tables, and 10
(3.4%) came from both top-level and linked tables. Of the 296 mappings we correctly
discovered, 121 (40.9%) were direct matches, in the sense that the attributes in the source
and target schemas were identical, and 175 (59.1%) were indirect matches. Of the 175
indirect matches, 28 used synonyms and thus required only renaming with a ρ operator,
1 had Boolean values and thus required a β operator, 93 included features scattered under various attributes and in raw text and thus required ∪ and ² operators, 2 provided only
factored telephone numbers and thus required ² and 1 operators, 53 needed to be split
and thus required a δ operator, and some required combinations of these operators (e.g.
synonyms and union). The values we needed to split came in a variety of different combinations and under a variety of different names. We found, for example, Description as an
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attribute for the combination Year+Make+Model+Feature, Model Color as an attribute for
Make+Model+Color, and Model as an attribute for Year+Make+Model.
Discussion—Car Advertisements
Locating the correct table and understanding it properly is not a trivial problem. As
we discussed in Chapter 3, we consider attributes, values, and table layout when seeking
a table. Our system failed to locate 7 out of 53 test tables. All but one of the 7 missed
tables contained uncommon attributes in the source page. For example, some Web sites
use abbreviations like PW, PL, CC, and AC; others include attributes that are irrelevant to
the extraction ontology, such as Image, Click on Thumbnail, and Location. This caused
our system to fail to detect an attribute row (or column) in a table, leading to a failure to
identify the correct table. The other table-location failure occurred because the top table
only had 2 columns, but we required a minimum size of 3 columns by 3 rows.
For linked pages, the system was not able to find the correct table (single attributevalue pairs) for one site (out of 13). This is because all cars shared a single linked page
containing information for all the cars (a case we had not considered). Our system incorrectly identified two linked pages as containing tables of interest because it interpreted
some values as attributes or vice versa.
As mentioned in our earlier discussion, discovering correct mappings can lead to
an increase in values extracted compared to what would have been found by the extraction
ontology alone and can also therefore lead to the acquisition of additional knowledge for the
extraction ontology. In our experiments, we required 60% of the values to match to declare
a mapping. Overall, we actually achieved roughly 90–95%, a much higher percentage.
This, however, leaves about 5–10% of the approximately 3,000 values encountered in tables
as being unrecognized by the extraction ontology (and potentially many hundreds more
since we processed only 10 car ads per site). Examples include non-U.S. models such as the
Toyota Starlet or Nissan Presea; elaborately described features such as telescoping steering
wheel; abbreviations not encountered previously such as leath int for leather interior; and
features simply not encountered before, such as trip computer.
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We missed 23 mappings and only declared 13 false mappings. Our system missed
10 mappings of car model because the extraction ontology was targeted to U.S. car ads,
and so non-U.S. ads introduced car models that our system did not recognize. The system missed 2 price mappings, 1 mileage mapping, and 2 feature mappings because the
extraction ontology was overly restrictive. All of these problems can be corrected by minor
adjustments to the extraction ontology. The system missed another 5 mappings because of
bugs in the original documents (ill-formed HTML) or due to the use of special codes to indicate particular values like colors. Sometimes Web sites use generic “filler” values such as
contact us, please call, or unknown instead of listing actual prices, mileages, and so on; we
missed 3 mappings for this reason. For the 13 incorrect mappings, 8 came from incorrectly
understood linked pages. One of these 8, for example, maps Location to Model, because
the location is Aurora (a city in Colorado) which is also a model name for Oldsmobile. The
other primary confusion for our tool was distinguishing between numbers such as price and
mileage.
5.1.2

Cell-Phone Sales
The car-advertisements example uses our most mature extraction ontology, and so

we expected to achieve good results using it. To see how our table understanding approach works with less developed extraction ontologies, we tested our system in the U.S.
cell-phone sales domain. Figure 5.1 shows part of a top page of a typical cellular-phone application, and Figure 5.2 shows part of a page obtained by clicking on Mlife Local $29.99.
We used the following target schema:
{Plan, Carrier, MonthlyFee, AnyTimeMin, OffPeakMin, ContractLength,
ActivationFee CancellationFee }
{Plan, Feature}.
Similar to our car-ads experiment, we started with a training set of 5 cell-phone
Web pages, and we tuned our extraction ontology to handle these 5 cases. We then gathered
pages from 12 cell-phone Web sites for our test set, and found that our tool correctly located
top-level tables in 11 of them (91.7%). The table that was missed was excluded because it
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Figure 5.1: Web Page with Table of Cell Phones from Buy.com
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Figure 5.2: Linked Page with Additional Cell Phone Information from Buy.com

46

only had two columns, thus failing our minimum size threshold of 3 rows and 3 columns.
There were also 4 linked pages, all of which contained relevant tables that our tool properly
located. A human expert judged that there were 97 mappings relevant to our extraction
ontology in the 11 sites for which we correctly identified the top-level table. Our system
declared 103 mappings, of which 15 were false mappings (14.6%), and 88 were correct or
partially correct mappings (85.4%). In this experiment, 48 mappings came from top-level
tables (46.6%), while 52 came from linked pages (50.5%), and 3 came from both top-level
and linked pages. Our system missed 9 mappings (9.3% of 97).
Of the 15 false mappings, 6 came from linked tables, and in all cases these were for
the target attribute OffPeakMin. The other 9 false mappings came from top-level tables: 5
for AnyTimeMin, 2 for ActivationFee, and 1 each for CancellationFee and OffPeakMin. In
all cases, the false mappings were related to numeric attributes. With more context information in the extraction ontology, our tool could do a better job distinguishing the meaning
of different numbers. As expected, the false-positive rate for the cell-phone domain is several times higher than for car ads (14.6% versus 4.2%), which can be attributed partially
to the relative amount of effort spent in developing the corresponding extraction ontologies, and partially to the high degree of similarity between the domains of attributes in the
cell-phone application.
An interesting aspect of the cell-phone domain is that of the 88 mappings we correctly discovered, none were direct (as compared to 40.9% for car ads). That is, we had
to apply some transformation operator to every mapping in the cell-phone application: 38
mappings used synonyms and thus required a ρ operator for renaming; 34 mappings included features scattered under various attributes, and thus required ∪ operators; and 24
mappings needed to be split and thus required a δ operator. Some mappings required combinations of operators.
The overall performance of our tool in the cell-phone sales domain is reasonably
good and generally in line with our expectations. We could improve the outcome by tuning
the extraction ontology more carefully.
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Chapter 6

CONCLUSIONS AND FUTURE WORK

6.1

Conclusions
In this thesis, we designed and implemented a system which can automatically

locate HTML tables for a specified application domain and then extract information of
interest from the located tables by inferring mappings from source tables to a target schema.
We suggested a different approach to the problem of schema matching, one which may
work better for the heterogeneous HTML tables encountered on the Web. In essence, we
transformed the table location problem and the schema matching problem into an extraction
problem that provides information to distinguish tables from surrounding text and layout,
and to infer the semantic correspondence between a source table and a target schema. We
gave experimental evidence to show that our approach can be successful. In particular,
we tested two applications: car advertisements and cell-phone sales. We correctly located
90% of the tables (top-level and linked) in pages for these two applications. Then, from
the located tables we inferred 93% of the appropriate mappings with a precision of 96%
for our car-ads application and inferred 91% of the appropriate mappings with a precision
of 85% for our cell-phone application.
6.2

Future Work and Interesting Unresolved Table Problems
As a next step of the table location and understanding problem, we would like to

improve our approach and make it handle more cases such as some of the problems listed in
Appendix A. We also do not want to just focus on HTML tables. To locate and understand
tables in other formats is also an interesting problem.
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Tables also provide useful information for data frames. After we infer a mapping,
we know that all the data under one source attribute should map to one target object. Therefore, we could update our ontology with values found in the source table.
Beyond table location and understanding, we recognize that many tables are behind
forms, in the so-called “hidden Web” [39, 49]. Thus, in order to arrive at much of the
data we can process with the system we have proposed in this paper, we need to access the
hidden Web. Once extracted, if the result is a table, we can use the techniques presented
here to extract the data into a target view. If the result is not a table, we can use techniques
developed previously [22] to extract the data. Further, we also plan to add our work to the
data-extraction work done previously [19].
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Appendix A

INTERESTING UNRESOLVED TABLES
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Figure A.1: Table with Complicated Structure (Multiple Schemas and Long Factors) [51]
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Figure A.2: Table with Complicated Structure (Each Record Takes Multiple Rows) [6]

Figure A.3: Table with Complicated Schema (Attributes Take Multiple Rows) [46]
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Figure A.4: Table with Image Attributes [12]

Figure A.5: Tables in Table [8]
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Figure A.6: Table with Irrelevant Images Inside [14]
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Figure A.7: Each Record in the Top-Level Table Contains an Attribute-Value Table [1]

64

Figure A.8: Top-Level Table with Image Colors [13]
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Figure A.9: View Detailed Information by Moving a Mouse [13]
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Figure A.10: Top-Level Table with Complicated Structure [16]

Figure A.11: Top-Level Table with Only 2 Columns [4]
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Figure A.12: Top-Level Table with Complicated Structure [10]

Figure A.13: Top-Level Table with Complicated Structure and Image [47]
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Figure A.14: Complicated Attribute-Value-Pair Table in a Linked Page [8]
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Figure A.15: Non-fixed Positions of Attribute and Value in Attribute-Value-Pair Table in
Linked Pages [44]

Figure A.16: List with Checked Marks [36]
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