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Control of the inverted pendulum is a canonical problem in
nonlinear and optimal control. Over the years, many workers
have developed solutions for inverting the pendulum link (swing-
up phase) and for maintaining the pendulum link upright (sta-
bilization/disturbance rejection). In this paper, the time-optimal
swing-up of a rotary inverted pendulum is studied. Previous solu-
tions to this problem have required that the original time-optimal
problem formulation be transformed to a more computationally
tractable form. For example, one transformation is to a fixed-
time problem with bounds on the control. Other approaches in-
volve guessing the switching structure in order to construct a
candidate solution. Advances in computational optimal control
theory, particularly pseudospectral optimal control, allow the
original time-optimal problem to be solved directly, and without
the need for a guess. One such solution is presented in this paper.
It is shown that the result adheres to the conditions of Pontrya-
gin’s minimum principle. An experimental implementation of the
solution illustrates its feasibility in practice.
∗Address all correspondence to this author.
INTRODUCTION
The inverted pendulum is a classic nonlinear control prob-
lem used to develop and demonstrate control concepts aimed at
more complex systems. [1] Two equilibrium positions exist in the
simple pendulum system. These positions present two distinct
control challenges: transitioning between the equilibrium points
and maintaining the pendulum in the inverted, unstable position.
The pendulum provides an additional control challenge since it is
an under-actuated system. A single input must be used to control
both the motion of the pendulum base and the invertible pendu-
lum link. The control input is typically applied to position a cart
moving linearly along a track (planar pendulum) or to an elec-
tric motor connected to a rotating actuating arm (rotary/Furata
pendulum) as shown in Fig. 1.
The stabilization of the inverted pendulum in the unstable
(upright) equilibrium position has some well known solutions
based on linear control theory. [1] The transition of the pendulum
between equilibrium positions (swing-up), on the other hand, re-
quires nonlinear control concepts. Many authors have proposed
approaches to control pendulum swing-up (see [1] for a survey).
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FIGURE 1. QUANSER ROTARY INVERTED PENDULUM WITH
ANNOTATED REFERENCE FRAME.
Approaches based on optimal control theory have been presented
in [2–5] for the planar pendulum and [6–8] for the rotary pendu-
lum.
The time optimal swing-up of a rotary inverted pendulum
is of interest in this paper. Previous solutions to this problem,
with the exception of [8], have required that the original time
optimal problem formulation be transformed to a more compu-
tationally tractable form. This auxiliary problem is then solved
using commonly available techniques. An example is to trans-
form to a fixed-time problem with bounds on the control. [6]
Other approaches involve guessing the switching structure in or-
der to construct a candidate solution which is vetted against the
necessary conditions for optimality. Advances in computational
optimal control theory, particularly pseudospectral optimal con-
trol [9], allow the original time optimal problem to be solved
directly, without the need for a guess. Moreover, such solutions
can be obtained rapidly with a modern PC or embedded control
system.
The following sections describe the laboratory pendulum
system under study, develop the time optimal swing-up problem
formulation and its associated necessary conditions for optimal-
ity. Pontryagin’s minimum principle [10] is used. A recent ver-
sion of the DIDO toolkit, a computational optimal control MAT-
LAB toolbox [11] that makes use of pseudospectral optimal con-
trol theory, is used to solve the time optimal control problem
without a guess. As suggested in [8], the numerical results are
then verified against the necessary conditions. Finally, the opti-
mal control solution is implemented in the laboratory to demon-
strate the practical feasibility of the minimum-time solution.
BACKGROUND
As noted, the pendulum is used as a surrogate for more com-
plex systems to develop and demonstrate a variety of control
techniques for underactuated nonlinear systems. The Quanser
Consulting, Inc. rotary inverted pendulum system is used for
the experimental demonstration in this paper [12]. The experi-
mental test bed consists of a Rotary Servo Base Unit (SRV02)
that is powered by a VoltPAQ-X1 linear voltage amplifier. The
QUARC real-time control software is used to execute the open
loop control trajectory with measurement information obtained
by a Q8-USB data acquisition device.
Rotary Inverted Pendulum Model
The rotary inverted pendulum model is well known, having
been previously derived using either the Lagrangian or Newton-
Euler approaches. These derivations use four system states,
x = [θ0,θ1,ω0,ω1]T , consisting of the actuating arm angle, pen-
dulum link angle, and their associated angular velocities. The
joint angles and angular rates are referred to as Θ = [θ0,θ1]T
and Ω = Θ̇ = [ω0,ω1]T , respectively, for notational convenience.
This paper employs the generalized projection method used in
[6] as detailed by Arczewski and Blair in [13]. The components
of the system dynamic model are presented in Eqn. 1 through
4. M(Θ) is the mass matrix. C(Θ,Ω) is the Coriolis matrix.
G(Θ) is the torque applied from gravitational acceleration. T
is the torque applied by the electric motor. These components
are combined to form the system dynamics in Eqn. 5. Symbol
definitions and parameter values are provided in Tab. 1. An ab-
breviated notation, e.g. s0 = sin(θ0), is used for trigonometric
functions.
M(Θ) =




































Ω̇ = Θ̈ = M−1(Θ)(T − (C(Θ,Ω))Ω−G(Θ)) (5)
Equation 5 is augmented with additional terms to account
for both joints’ viscous friction, C0 and C1, shown in Eqn. 6
and the coulomb friction, F0, associated with the actuating arm
joint shown in Eqn. 7. Additionally, a first order model, τm =
−Kτ KBRA ωm +
Kτ
RA
vin, of the electric motor is used to obtain a sup-
plied voltage, u = vin, from the control torque as shown in Eqn. 6
and 8.
Fv =











These additions result in Eqn. 9 used in the optimal control prob-
lem formulation.
Ω̇ = M−1(Θ)(T (u)− (C(Θ,Ω)+Fv)Ω−Fc−G(Θ)) (9)
Parameter Identification
Table 1 provides a summary of the system model parame-
ters. These values are obtained through direct measurement, e.g.
mass and length, where possible. The moments of inertia are cal-
culated assuming a uniform rod with a center of mass located at
one half of the total length. The parallel axis theorem is applied
to account for rotation around the end of the rod vice at the center
of mass.
The SRV02 rotary servo unit consists of a brushed DC mo-
tor attached to a gear train. The KB(Kτ) is determined by discon-
necting the motor from the power supply and measuring the back
EMF while the motor is spun at a constant velocity. The armature
TABLE 1. ROTARY INVERTED PENDULUM MODEL PARAME-
TERS.
Symbol Parameter Value
m0 Actuator Arm Mass 0.261 kg
l0 Actuator Arm Length 0.222 m
Jm Electric Motor Moment of Inertia 3.2×10−3 kgm2
J0 Actuator Arm Moment of Inertia1 7.5×10−3 kgm2
C0 Actuator Arm Joint Viscous Friction 1.12×10−2 Nms/rad
F0 Actuator Arm Joint Coloumb Friction 0.02 Nm
m1 Pendulum Link Mass 0.1125 kg
l1 Pendulum Link Length 0.337 m
J1 Pendulum Link Moment of Inertia 1.1×10−3 kgm2
C1 Pendulum Link Joint Viscous Friction 8.6×10−5 Nms/rad
RA Motor Armature Resistance 2.7 Ω
Kτ(KB) Motor Torque (Back EMF) Constant 0.5 Nm/A
g Gravitational Acceleration 9.81 m/s2
resistance, RA, is determined by preventing shaft rotation while
applying a small voltage, vin, to the motor. The VoltPAQ-X1 pro-
vides an analog current measurement that is used in conjunction
with a known vin and measured KB(Kτ) to determine RA.
The motor moment of inertia, Jm, and actuator arm joint vis-
cous friction, C0, are determined by applying a 3V step input
command to the motor without the actuating arm and pendulum
attached. The transient response is matched with a first order
system transient response to recover Jm and C0 [14]. This ap-
proach accounts for the inertia of the rotor and the gear train in
the model.
While monitoring motor position, a triangular voltage pro-
file is applied to the motor without the actuating arm attached.
The voltage is noted when the motor first moves in each direc-
tion. This breakaway voltage is used to calculate the coulomb
friction, F0. The voltage is converted to torque using the first-
order motor model with previously determined Kτ and RA values.
The Jm value is combined with the calculated actuating arm
moment of inertia to form J0 for use in Eqn. 1. Coefficient C1 is
determined using a pendulum drop test.
1J0 = Jm + 13 m0l
2
0
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PSEUDOSPECTRAL OPTIMAL CONTROL SOLUTION
Covector Mapping Principle
Development of the necessary conditions for optimality2
may be required a priori or not at all depending on the par-
ticular method used for solving an optimal control problem as
shown in Fig. 2. Indirect methods [15] utilize the necessary con-
ditions in order to form a Hamiltonian boundary-value problem,
a primal-dual problem involving state-co-state pairs, t→ (x,λ ) ).
The boundary-value problem is solved numerically by discretiz-
ing the dual problem. The solution automatically satisfies the
Pontryagin necessary conditions if the solution to the discretized
boundary-value problem can be obtained successfully and con-
verges to the solution of the continuous time problem.
Direct methods [15], on the other hand, are solution strate-
gies that do not require information on the necessary conditions
up front. Only the primal problem is discretized and then solved
numerically when using a direct method to obtain a candidate
solution to the optimal control problem. A candidate solution is
also known as an extremal. This process involves construction
of a non-linear program that by its nature also introduces dual-
izing variables. However, since these dualizing variables are in-
troduced after the primal problem has been discretized, they are
not the same as those obtained by the application of Pontryagin’s
minimum principle. As a consequence, even if the numerical so-
lution converges, all that can be said is that the original primal
problem has been solved. It is for this reason that questions re-
garding the “optimality” of solutions obtained using direct meth-
ods often arise. Therefore, in order to verify the optimality of
solutions determined by direct methods an additional step is re-
quired.
As shown in Fig. 2, a covector mapping theorem is needed
to map the solutions of problem PNλ , the discretized and then
dualized problem, to the desired solutions of PλN , the dualized
and then discretized problem. The mapping theorem is related to
the choice of discretization and so must be discovered before it
can be used. In this paper, pseudospectral optimal control the-
ory is used for which such a mapping theorem exists and for
which convergence and consistency results have been developed.
Reference [9] and the references cited therein provide a detailed
explanation. As a consequence, solutions to the time-optimal
control problem presented here may be verified against the nec-
essary conditions for optimality. We note that such a test often
cannot be performed using other methods due to the lack of a
covector mapping theorem.
Necessary Conditions on the Control
According to Pontryagin’s principle, the Hamiltonian must
be minimized at each instant of time. The standard Karush-
Kuhn-Tucker (KKT) conditions must also be considered if the














































FIGURE 2. ILLUSTRATION OF THE COVECTOR MAPPING
PRINCIPLE (ADAPTED FROM ROSS AND KARPENKO [9]).
minimum-time problem involves box constraints on the con-
trol. This is done by developing the Lagrangian of the Hamil-
tonian [11],
H̄(µ ,λ ,x,u) = H(λ ,x,u)+µh(u) (10)
where H(λ ,x,u) is the control Hamiltonian, µ is the path covec-
tor, and h is the path constraint on the control. The Lagrangian
of the Hamiltonian is minimized if it is stationary with respect to
the control vector, u and if the multiplier-constraint pair satisfies
the complementarity condition. That is, the following must be














≤ 0 if h = h
L
= 0 if hL ≤ h≤ hU
≥ 0 if h = hU
(12)
where hL and hU denote the lower and upper constraint bounds,
respectively.
Minimum-Time Swing-Up Problem
In order to determine a minimum-time solution for inverting
the pendulum, it is necessary to solve a nonlinear optimal control
problem of the following form:

















Minimize J[x(·),u(·), t f ] = t f






x(t0) = [θ0,θ1,ω0,ω1]T = [0,π,0,0]T
x(t f ) = [θ1,ω0,ω1]T = [0,0,0]T
−vmax ≤ vin ≤ vmax
(13)
The state vector is defined as x = [θ0,θ1,ω0,ω1]T and so the
dynamics described by ẋ are given by the concatenation of the
vector Ω and its time derivative. The solution to Eqn. 13 results
in the state-control function pair, t → (x,u) that inverts the pen-
dulum link with zero terminal pendulum link and actuating arm
velocities. The actuating arm angle, θ0(t f ), is not specified at the
terminal time in Eqn. 13. A conventional regulating controller
may be used to maintain the pendulum link upright at any speci-
fied actuating arm angle, θ0, following swing-up. Here, the goal
is simply to right the pendulum link in the minimum-time.
For the minimum-time swing-up problem, the Lagrangian of
the Hamiltonian is given by






where λ = [λθ0 ,λθ1 ,λω0 ,λω0 ]
T .
Application of Eqn. 11 and expanding the result yields the













+µ = 0 (15)
Equation 15 provides one easy-to-check condition that
can be used to validate the optimality of an extremal
or candidate solution to the rotary inverted pendu-










laid with the candidate solution, u(t), allows for verification of
Eqn. 11 and 12 necessary conditions.
The adjoint equations, −λ̇ = ∂ H̄
∂x , provide additional rela-
tionships between the state-costate pairs of the minimized Hamil-
tonian that can be used to further validate the extremal solution.
In analyzing the adjoint equations, it is evident that most will be
complicated functions of the individual states and costates. In
the absence of an analytic solution to the optimal control prob-
lem, such costate trajectories are of limited value in terms of vet-
ting an extremal. In certain circumstances, however, a subset of
the adjoint equations can be quite simple. Therefore, it is best to
look for such instances as they provide the most value in terms of
verifying an extremal solution. For example, close inspection of
the expanded version of Eqn. 14 reveals that the state variable θ0
does not appear explicitly in the Lagrangian of the Hamiltonian.
Thus, the following partial derivative is null
∂ H̄
∂θ0
≡−λ̇θ0(t) = 0 (16)
which implies that the value of λθ0 is a constant for all t ∈ [0, t f ].
So, this condition must hold true for a valid extremal.
The terminal transversality conditions, λ (t f ) = ∂ Ē∂x(t f ) , pro-
vide additional insight. Evaluation of these conditions requires
construction of the endpoint Lagrangian. The endpoint La-
grangian is
Ē = t f +νθ1(θ1(t f )−0)+νω0(ω0(t f )−0)+νω1(ω1(t f )−0) (17)
where ν = [νθ1 ,νω0 ,νω1 ]
T is an additional vector of multipliers
for the specified endpoint functions. Since the values of ν are not
known a priori, the partial derivatives of Eqn. 17 are generally
not useful. However, for the problem formulation given here, no
endpoint constraint has been given on the terminal value of θ0.
Consequently, ∂ Ē/∂θ0 = 0, which yields
λθ0(t f ) = 0 (18)
Taken together, Eqn. 16 and 18 require that for the solution to
the minimum-time problem to be optimal, λθ0(t) = 0 for all
t ∈ [0, t f ]. This condition can certainly be checked to vet a
candidate solution. The Hamiltonian Value Condition and the
Hamiltonian Evolution Equation provide some additional verifi-
able checks for this problem. From the Hamiltonian Value Con-
dition we have, H(t f ) = − ∂ Ē∂ t f = −1, and from the Hamiltonian
Evolution Equation we have, dHdt =
∂ H̄
∂ t = 0. Thus, the value of
the minimized Hamiltonian must be constant and have the value
H (t) = −1, a well known necessary condition for minimum-
time problems [15].
Pseudospectral Solution
The minimum-time rotary inverted pendulum swing-up
problem is solved using DIDO, a MATLAB toolbox for solv-
ing optimal control problems [11]. DIDO implements a guess-
free [16], adaptive spectral algorithm based on pseudospectral
optimal control theory [9]. DIDO provides numerical solu-
tions to optimal control problems wherein the dual-space is re-
constructed via the covector mapping theorem described previ-
ously [9]. Thus, the requirements on the necessary conditions
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derived above can be utilized in order to check the numerical
results. Additionally, a propagation test, where the extremal con-
trols are used to drive the plant dynamics, may be employed to
ensure the results are feasible for implementation. The propaga-
tion test ensures that the resolution of the control vector is suffi-
cient for practical implementation. The propagation test results
are presented along with the experimental results of Fig. 8 and 9.
Additional details on the established standard procedures for val-
idating optimal control solutions are described in reference [11].
The guess-free DIDO solution to the minimum-time rotary
inverted pendulum swing-up problem, for the parameters listed
in Tab. 1, is shown in Fig. 3. The pendulum is righted in approx-
imately 0.39 seconds with zero terminal velocity. Since there is
no terminal condition specified on the value of θ0(t f ), the actu-
ating arm remains displaced from zero at the terminal time. The
value of θ0(t f ) is −52◦.
Large joint rates can be required in order to invert the pen-
dulum in minimum-time. As shown in Fig. 3b, the peak joint
rates approach 750◦/s. Accordingly, the electric motor back-
emf is quite large due to the large angular rate of the actuating
arm. Thus, the applied joint torque does not exactly follow the
bang-bang profile of the input voltage as seen in Fig. 3c. There
are, however, sharp transitions in the applied torque at the volt-
age switches as expected. These large rates necessitated limiting
the control voltage to maintain the validity of the rigid body as-
sumption. Initial testing with larger voltages excited unmodeled
modes, presenting as significant error between the simulated and
experimental results.
Verification of Necessary Conditions
While the solution to the optimal control problem shown in
Fig. 3 indicates that the pendulum can in fact be inverted and
that the optimal control profile follows the expected bang-bang
profile, the results still need to be verified against the necessary
conditions for optimality. As mentioned previously, in the ab-
sence of an analytic solution to the optimal control problem, it
is impossible to check all of the Pontryagin conditions. How-
ever, even for the most complicated problems, there are always
a few conditions that can be verified. For example, the analysis
of the adjoint equations together with the transversality condi-
tions showed that λθ0 = 0 ∀ t ∈ [0, t f ]. The trajectories of
the costates obtained from the numerical solution of the optimal
control problem are shown in Fig. 4. As required, the numerical
results show that λθ0(t) = 0.
Another aspect of the numerical solution that can be checked
in order to verify the optimality of the results is the constancy
of the Hamiltonian and its adherence to the Hamiltonian Value
Condition. The time history of the Hamiltonian obtained from
the numerical solution is shown in Fig. 5. Referring to Fig. 5 it
is seen that the Hamiltonian is nominally constant with the value
H (t) =−1 as required by the Pontryagin necessary conditions.


























































































FIGURE 3. SOLUTION FOR MINIMUM-TIME SWING-UP OF
INVERTED PENDULUM: (a) JOINT ANGLES; (b) JOINT RATES;
(c) CONTROL SOLUTION.
It is further noted that the adjoint variables, and hence the Hamil-
tonian, are reconstructed from the solution to problem PNλ (see
Fig. 2) using the covector mapping principle. Hence, some error
in the reconstructed results can be expected. This error is ap-
parent in the time-history of the Hamiltonian at the times of the
control switches – since the problem has been discretized in time,
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FIGURE 4. COSTATES FOR ROTARY INVERTED PENDULUM
MINIMUM-TIME SWING-UP.



















FIGURE 5. HAMILTONIAN FOR ROTARY INVERTED PENDU-
LUM MINIMUM-TIME SWING-UP.
the switch times are not perfectly known. Errors in the precise
values of the switch times are, however, small as the deviation in
the Hamiltonian values is less than 2% from nominal.
Examining the path covector is the last easy-to-perform
check for optimality of the minimum-time solution to the swing-
up problem. Per Eqn. 12, the numerical value of the path cov-
ector µ(t) should be negative when the control is at its lower
limit and positive when the control is at its upper limit. The
time-history of the path covector µ(t) is shown in Fig. 6 with the
optimal control, vin(t), superimposed. Figure 6 verifies the cor-
rect behavior of the path covector and further shows that µ = 0
at the time of each switch. This result further validates the nu-
merical solution to the time-optimal swing-up problem. In the
next section, the optimal control solution is implemented on the
experimental Quanser Consulting, Inc. test bed described earlier
in this paper in order to verify the optimal control on the actual











































The minimum-time optimal trajectory shown in Fig. 3c is
executed in both simulation and experiment to verify perfor-
mance. The voltage profile, vin(t), is supplied as the control tra-
jectory in open loop and joint angle, Θ, and joint angular rates, Ω,
are reported for comparison with the anticipated trajectory. The
experimentally measured joint angle is obtained using optical en-
coders; the measured joint angular rate is a numerical derivative
of the position, smoothed by a low-pass filter with an 8kHz cut-
off frequency.
Figure 7 is provided for visual context. The actuating arm
is initially aligned as shown in Fig. 7a with the pendulum link
in the stable equilibrium position. Initial actuating arm rotation
is to the right or counter-clockwise direction. This results in the
link lifting to the left or clockwise direction as shown in Fig. 7b.
The actuating arm then travels in a clockwise direction as the
pendulum link continues to swing upwards as shown in Fig. 7c.
Finally the actuating arm comes to a halt with the pendulum link
in the inverted, unstable equilibrium position, Fig. 7d.
Figure 8 and 9 show a comparison between simulation and
experimental joint angles and velocities. The experimental re-
sults closely track the simulated results revealing that the model
provides an adequate representation of the physical system.
CONCLUSIONS
The minimum-time swing-up of the rotary inverted pendu-
lum is a challenging problem in nonlinear control. Due to the
bang-bang nature of the solution it can be difficult to find a solu-
tion. Past approaches have attempted to resolve this issue by con-
structing and solving an auxiliary problem in order to transform

















FIGURE 7. QUANSER ROTARY INVERTED PENDULUM EX-
PERIMENT: (a) INITIAL POSITION (t = 0.0sec); (b) FIRST
SWITCHING POINT (t = 0.17sec); (c) SECOND SWITCHING
POINT (t = 0.34sec); (d) CONTROL TRAJECTORY COMPLETED
(t = 0.39sec).
the original minimum-time problem into an equivalent fixed-time
form. By iterating on the final time, a solution that mimics the
solution to the original problem can be found. Other approaches
involve guessing a switching structure to develop a candidate ex-
tremal.
Advances in computational optimal control theory alleviated
the need for such strategies and, as shown here, can be used to































FIGURE 8. SIMULATED AND EXPERIMENTAL JOINT AN-
GLES USING MINIMUM-TIME TRAJECTORY: (a) ACTUATING
ARM; (b) PENDULUM LINK.
solve the minimum-time problem directly and without the need
for a guess. Moreover, the optimality of solutions can be verified
by making use of a covector mapping principle. In this paper,
the goal was to make use of an already available optimal con-
trol toolbox to solve a challenging problem in optimal control
rather than to develop the algorithms for solving such problems.
It was found to be straightforward to find a practically imple-
mentable solution to a notoriously difficult problem in nonlin-
ear control. Furthermore, it was possible to utilize Pontryagin’s
minimum principle to confirm the optimality of the numerical
solution. Thus, pseudospectral optimal control appears to be a
promising approach for developing optimal control solutions for
nonlinear trajectory planning problems in robotics.













aval Postgraduate School user on 17 Septem
ber 2020



































FIGURE 9. SIMULATED AND EXPERIMENTAL JOINT ANGU-
LAR RATES USING MINIMUM-TIME TRAJECTORY: (a) ACTUAT-
ING ARM; (b) PENDULUM LINK.
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