Abstract -In this paper, the researchers define the task of named entity recognition and its role in information extraction, data mining, and most importantly, natural language processing. It discussed the implementation of the transformation-based learning algorithm in the creation of the named entity recognition system for the Filipino language, and evaluated the system's performance in comparison with another named entity recognition system which used a rule-based algorithm.
INTRODUCTION
Natural Language Processing (NLP) is an interdisciplinary field that uses computational methods to investigate the properties of written human language and to model the cognitive mechanisms underlying the understanding and production of written language [1] .
With the massive amount of written and spoken language that a computer can process and learn, which from all of these are relevant and useful? That is one question that needs to be answered. Thus, the task known as Information Extraction came into being. It is the automatic extraction of structured information such as entities, relationship between entities, and attributes from unstructured sources [2] .
The Message Understanding Conferences (MUC) initiated and financed by the Defense Advanced Research Projects Agency (DARPA) of the 1900s, encouraged the development of new and better methods of information extraction. From this they deduced that in order to reasonably extract information from documents, it is useful to first identify certain classes of information referred to in the text. From this endeavor, the Named Entity Recognition (NER) task was born, where systems attempted to identify dates, times, numerical information and names [3] , [4] , [5] . Basically, NER is the core of NLP systems. It involves two tasks -firstly, the identification of proper names in the text, and secondly, the classification of these names into a set of predefined categories such as names of person, organization, location, date and time expressions [6] .
NER systems have been developed for a variety of languages -English, Indian, and Chinese among others. The diversity and complexity of each language makes each NER system unique. Also, different algorithms and techniques have been used in the development of such systems. In the Philippines however, only a few systems exist for the Filipino language, and that the need for computational linguistic tools for the Filipino language proves the importance of an NER. Even the structure and composition of the language makes it an interesting and challenging task for us researchers, thus we aimed to develop an NER system for the advancement of the NLP and Data Mining field in the Philippines.
II. TRANSFORMATION-BASED LEARNING

A. Definition
In 1992, Eric Brill introduced the formalism of the transformation-based learning algorithm as an approach in corpus-based natural language processing. Transformation-based learning (TBL) can be defined as a rule-based machine learning algorithm for learning a set of transformation rules, and is used in NLP tasks such as part-of-speech tagging, text chunking, and named entity recognition [7] .
B. The Algorithm
The central idea behind TBL is to start with a simple solution to the problem and apply transformations -at each step the transformation which results in the largest benefit is selected and applied to the problem. The algorithm stops when the selected transformation does not modify the data in enough places, or there are no more transformations to be selected [8] . To define a specific application of the transformation-based learning, one must specify the following:
1. The initial-state annotator 2. The space of allowable transformations (rule templates and triggering environments). 3. The objective function for comparing the corpus with the truth and choosing a transformation. This is how TBL works. First, unannotated text is passed through an initial-state annotator. The initial-state annotator can range in complexity from assigning a random structure to assigning the output of a sophisticated manually created annotator. Once text has been passed through the initial-state annotator, it is then compared to the truth [8] . A manually annotated corpus is used as reference for the truth. An ordered list of transformations is learned that can be applied to the output of the initial-state annotator to make it better resemble the truth [8] . The objective function is usually to minimize the errors in the tagging. A greedy search is applied for deriving a list of transformations: for each iteration of learning, the transformation whose application results in the best score according to the objective function is then added to the ordered transformation list and the training corpus is updated by applying the learned transformation. Learning continues until no transformation can be found whose application results in an improvement to the annotated corpus [8] .
For the initial-state annotator, we utilized a dictionarybased lookup method, wherein the named entity is searched through the dictionary, and if a match is found, the entity is annotated with the most frequently-used tag for that specific word in the dictionary. The objective function is to minimize the errors in the tagging. The researchers collected a total of 50 manually annotated corpora to be utilized in the training process.
III. DEVELOPMENT AND EXPERIMENTATION
A. System Development The researchers developed a Named Entity Recognition System for the Filipino Language (TBLNER) using the Transformation-based Learning algorithm as its core algorithm. The system is developed to extract named entities from an input text and classify these entities in five major classifications namely PERSON, ORGANIZATION, LOCATION, DATE and EVENT. Any entity that is not within these classifications is tagged as MISC (miscellaneous).
B. System Training
Most NERs were developed and trained on specific textual genre, or domains. Asian History was chosen in this study since it has rich content of named entities. It was also observed that this domain contains many historical events that lead to the introduction of a subentity called the EVENT entity.
The system was trained using a set of 40 text files of Asian History references in the Filipino language. Using the transformation-based learning algorithm, an ordered list of 157 transformation rules was learned by the system. These transformation rules will then be used in the process of classifying and tagging the extracted entities from the input text into the five classifications. Figure 1 . System Architecture of the TBLNER Fig. 1 illustrates the system architecture of the developed TBLNER. The system accepts input in the form of text files (.txt). Filipino Asian History references are the most preferred input since it is where the system was trained. These input file will now undergo the preliminary process prior to the named entity classification.
C. System Architecture
1. Sentence Processing This process breaks down the input file into sentences.
Tokenization
After breaking the input into sentences, these sentences will then be iterated and tokenized using the tokenizer. The tokenizer breaks each sentence into meaningful tokens using regular expressions and grammar rules. 3. Part-of-speech Tagging (POS Tagging) The meaningful tokens will now undergo POS tagging, wherein the tokens will be assigned with their corresponding part-of-speech (POS) tags 
Annotated text
Update the Database End which will be used in the Named Entity tagging phase. POS tags include verb, pronoun, noun (common and proper), adjective etc. After tagging each token with its corresponding POS tag, these tokens will undergo the process of Named Entity Tagging. The tagger utilized the transformation rules learned using the Transformation-based learning algorithm. Only tokens that are tagged as NNP (proper noun) will undergo this process. The token will undergo initial tagging, wherein the token will be searched in the lexicon of named entities. If the token is found in the lexicon, the NE tag with the highest frequency count for the token will be applied, otherwise, the ordered list of transformation rules will be applied to tag the token.
After all the sentences have been processed and the entities have been tagged, the lexicon will be updated with the entities and their corresponding tags. The output will be displayed by the system in color coded format -(red: PERSON; green: ORGANIZATION; blue: LOCATION; orange: DATE; yellow: EVENT; pink: MISC). The system will also output a text file containing the annotated text including the rules applied to the input.
D. Data Gathering
The following data were gathered during testing for use in the evaluation:
1. Total number of entities in the corpus (NE) 2. Total number of entities retrieved by the system (RNE) 3. Number of entities not retrieved by the system (UNE) 4. Number of entities correctly tagged by the system (CT) 5. Number of entities incorrectly tagged by the system (WT) In order to evaluate the performance of the TBLNER, the Precision, Recall and F-measure of the NER were determined. The Precision refers to the measure of the number of correctly tagged entities out of all tagged entities by the system, while the Recall is the measure of the number of retrieved named entities out of all the entities in the text corpus. The F-measure is the measure of the overall accuracy of the system, which is the harmonic mean of the Precision and Recall. The formulae for these measurements according to [3] are as follows:
IV. EVALUATION AND RESULTS
A. Evaluation of TBLNER
The developed Named Entity Recognition system (TBLNER) was tested using a set of 100 text files of Asian History references written in the Filipino language. The necessary data needed for evaluation were gathered. Using the formulas presented in the preceding section, the Precision, Recall and F-measure of the system were computed and the results were tabulated. Using the tabulated results, the researchers were able to point out in which classifications were the TBLNER gained a high performance and which areas did it fail to achieve a high performance, and assess the overall performance of the system. These results will be further interpreted in the succeeding sections. It can be gleaned from Table II that from an overall total of 2739 entities, 2717 entities were retrieved by the system, while 22 entities were not retrieved, resulting in a high percentage of Recall (99.2%). Out of the 2717 retrieved entities, 2607 were tagged correctly by the system while only 637 were incorrectly tagged, resulting in a Precision rate of 76.5%, which is a fair measure considering the formula used. Finally using (3), the harmonic mean or F-measure of the obtained Precision and Recall is 86.36%, which is also a high measure if we will look into the performances of the existing systems for the Filipino language [9] , [10] .
It can also be seen from Table II that the system has a good performance in terms of PERSON, LOCATION, DATES categories, and a fair performance in EVENT category. There is a case of over retrieving of entities in the ORGANIZATION (labeled O) category. As you can see, from a supposed number of 560 entities, the system retrieved a total of 830 entities. Due to this, there was a negative result for UNE. Because of this phenomenon, the system has incorrectly tagged almost half of the retrieved entities resulting in a very low precision for that category (53.66%). Likewise, the system has incurred a low performance in the MISC category.
B. Comparison with the NERF
The researchers also compared the results of the developed system with that of an existing NER for the Filipino language, which is known as NERF [9] . The NERF utilizes a rule-based approach in the tagging of entities. Both systems dealt with structured data and the same language so the comparison is deemed fair. This comparison was done to see if the developed TBLNER can perform at par or even better than the other existing systems, identify its flaws and areas for improvement, and if the application of the transformation-based learning algorithm is effective in tagging the extracted entities into their correct classifications. For this comparison, a total of 30 text files were used for both systems. Table III presents the results for each NER system. For the TBLNER, the overall Precision, Recall and F-measure for 30 files are 80.6%, 98.48%, and 88.65% respectively; while for the NERF, the overall Precision, Recall, and F-measure also for 30 files are 85.29%, 85.29%, and 85.29% respectively.
It can be observed that the TBLNER's performance is in a similar range as with the results of testing with 100 files (see Table II ). Also, we can see that the NERF is a bit higher when it comes to Precision, but the TBLNER is higher in terms of Recall. The F-measures of both systems are at a close range, suggesting a rather similar overall performance.
From this comparison, the developed TBLNER has an acceptable performance since it performed at par with the other existing NER systems for the Filipino language today [9] , [10] .
V. CONCLUSION
Judging from the tests, evaluation and comparisons conducted on the developed TBLNER for the Filipino language, there is sufficient evidence to conclude that the developed TBLNER gained an acceptable performance and the application of the Transformation-based learning algorithm in the development of the system has proved to be an effective approach. The developed TBLNER gained a high performance rate in the categories PERSON, LOCATION, and DATES, and a fair but acceptable performance for EVENT, since it is the first time an entity type EVENT is incorporated in named entity tasks in the Philippines.
Despite its positive points, the TBLNER also incurred drawbacks such as a low performance in the ORGANIZATION and MISC categories. These can be attributed to the inconsistencies in the structure of the language and the contextual meaning of some entities like ORGANIZATION and LOCATION, wherein an entity classified as an ORGANIZATION may sometimes be classified as a LOCATION depending on the context in the sentence. Also, over retrieving and under retrieving of entities can be attributed to the preprocessing tasks such as sentence processing, tokenization, and part-ofspeech tagging. Different factors such as sentence construction, subject-verb agreement and other linguistic complexities may also affect the process.
Overall, we must say that our developed system which is the TBLNER has gained a good performance with the application of the transformation-based learning algorithm. Also, the use of Asian History References has proven to be an effective textual genre in the training of the system and because of this domain, we were able to contribute a new entity type to the Information Retrieval task, which is the entity type EVENT.
Further studies in this field can be conducted to further enhance the Information retrieval and Data mining task in the Philippines. We suggest a further study of Transformation-based Learning and how it can be used in other areas of Natural language processing. In terms of the Named entity recognition task, we suggest the search for more relevant entity types, and also the sub categorization of major entity types e.g. PERSON can be expanded into MALE, FEMALE, PRESIDENT, etc., ORGANIZATION can be subdivided into GOVERNMENT, HOSPITALS, SCHOOLS etc., and LOCATION can also be further subdivided into COUNTRY, STATE/PROVINCE, CITY, STREET, etc.
Information Extraction/Retrieval is a wide task in the field of Data mining and Natural Language Processing, and the Named Entity Recognition task, is just a subprocess but an essential task for the improvement and advancement of the areas concerned, thus continuous studies regarding these fields must be encouraged especially to developing countries in the field of Information Technology such as the Philippines. 
