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Introduction
The Grassmann manifold of linear subspaces of a finite-dimensional vector space plays an important role in linear algebra, operator theory, and differential geometry. In particular, the study of oblique projections and operator ranges can be transparently conducted from the perspective of that manifold and of its infinite-dimensional versions, as one can see for instance in [ArCrMa15] , [ArCrGo13] , [AnCrMb13] , and [CrMa10] .
The oblique projections are linear projection operators defined by decompositions of a vector space into a direct sum of two subspaces. In this paper we study a nonlinear version of the oblique projections, replacing the commutative vector addition of a vector space U by a more general noncommutative group structure defined by a polynomial map U × U → U, (X, Y ) → X · Y satisfying (tX) · (sX) = (t + s)X for all t, s ∈ R and X ∈ U. As we will recall below in Section 4, such a group structure turns U into a nilpotent Lie group and coincides with the BakerCampbell-Hausdorff multiplication defined by a uniquely determined Lie bracket on U. (This construction makes sense if U is a Banach space and it then leads to some interesting problems, as discussed for instance in [BB15a] .) In this setting, the role of the Grassmann manifold is held by the set Gr alg (U) of all subalgebras, rather than the linear subspaces of U. The natural nonlinear oblique projections along subalgebras defined in this way has been proved to be an important tool in representation theory of Lie groups (see [CwG90] and [FuLu15] ).
In the noncommutative framework outlined above, we study these generalized oblique projections along subalgebras of a nilpotent Lie algebra, and we establish their analyticity properties on suitable Schubert cells (Theorem 5.3). This is our main result here, and it was motivated by our recent research on the structure of C * -algebras of nilpotent Lie groups. (See [BB17] and [BBL17] .) We will briefly explain this motivation toward the end of the present paper, which is organized as follows: In Section 2 we discuss analyticity of linear oblique projections, using the Moore-Penrose inverse. Then, in Section 3 we establish some properties of the Schubert stratification of the Grassmann manifold, for later use. In Section 4 we briefly recall nilpotent Lie groups and algebras, and finally, in Section 5 we obtain our main result on analyticity of nonlinear oblique projections.
General notation. For any finite-dimensional real vector space U we denote by B(U) its unital associative algebra of linear operators on U. If U is endowed with a scalar product, and thus U is a finite-dimensional real Hilbert space, we denote P(U) := {P ∈ B(U) | P = P 2 = P * }, which is well known to be a compact real analytic submanifold of the real vector space B(U). For every linear subspace W ⊆ U we denote by P W ∈ P(U) the orthogonal projection of U onto W. The Grassmann manifold of U is the set Gr(U) of all linear subspaces of U. The map Gr(U) → P(U), W → P W , is a bijection, and we endow Gr(U) with the structure of a real analytic manifold that makes that bijection into a real analytic diffeomorphism.
For any integer n ≥ 1 we denote by P n the set of all subsets of {1, . . . , n}. For every e ∈ P n we denote ∁e := {1, . . . , n} \ e, and we write e = {j 1
Analyticity of linear oblique projections
If U is a finite-dimensional real vector space with two subspaces U 1 , U 2 ⊆ U with U = U 1 ∔ U 2 , then the corresponding linear oblique projection of U onto U 2 along U 1 is the linear operator E : U → U defined by the conditions Ker E = U 1 and Ew = w for every w ∈ U 2 .
The next theorem gives the analytic dependence of the above operator E with respect to U 1 in a suitable open subset of the Grassmann manifold.
Theorem 2.1. Let U be a finite-dimensional real vector space with a fixed linear subspace U 0 ⊆ U. We denote Gr U0 (U) := {W ∈ Gr(U) | U 0 ∔ W = U} and for every W ∈ Gr U0 (U) let E(W) : U → U be the oblique projection of U onto U 0 along W. Then Gr U0 (U) is an open subset of Gr(U) and the mapping
is real analytic.
The proof of this theorem is based on Moore-Penrose inverses (sometimes called pseudo-inverses in the literature), so we will briefly recall that notion and its properties that are needed below.
Lemma 2.4. Let H be a finite-dimensional real Hilbert space, M be a real analytic manifold and assume that A : M → B(H) is a real analytic map such that the function dim Ker A(·) is locally constant on M . Then the map A(·)
† is real analytic.
Proof. See [LR12, Cor. 3.5].
The following lemma is essentially known but we sketch its proof in a coordinatefree manner, which carries over to infinite-dimensional Hilbert spaces.
Lemma 2.5. Let H be a finite-dimensional real Hilbert space, with a fixed linear subspace U 0 ⊆ H. Then the set Gr U0 (H) is an open subset of the real analytic manifold Gr(H) and the map
is a real analytic diffeomorphism with its inverse
Proof. It is straightforward to check that the maps mentioned above are inverse to each other. The real analytic structure of Gr(H) was defined at the end of the Introduction via the bijective map Gr(H) → P(H), W → P W , hence in order to prove that the map χ −1 is real analytic we must check that the map
is real analytic. Here P χ −1 (T ) is the orthogonal projection from H = U ⊥ 0 ⊕ U 0 onto the graph of the operator T : U ⊥ 0 → U 0 , hence one has
(See for instance [An15, Eq. (5)].) This shows that the map T → P χ −1 (T ) is real analytic, and we are done.
Proof of Theorem 2.1. We fix a scalar product on U, which turns U into a finitedimensional real Hilbert space. Then the real analytic structure of Gr U0 (U) is clarified by Lemma 2.5. For every W ∈ Gr U0 (U) we have by Lemma 2.3,
We now check that
, and then x ∈ U ⊥ 0 . Now recall that the map Gr(U) → P(U), W → P W , is a real analytic diffeomorphism by the definition of the real analytic structure of Gr(U), and P(U) is a compact real analytic submanifold of the vector space B(U). It follows by (2.1)-(2.2) and Lemma 2.4 that the map E : Gr U0 (U) → B(U) is a composition of real analytic maps, and this completes the proof.
Schubert cells in Grassmann manifolds
Throughout this section we denote by U a real vector space with n := dim U < ∞.
Definition 3.1. For every j ∈ {0, . . . , n} we define
A complete flag in Gr(U) is a sequence F • = (F j ) 0≤j≤n with F j ∈ Gr(U, j) and F j ⊂ F j+1 for j = 0, . . . , n − 1. Hence
The flag manifold of U is the set Fl(U) of all complete flags in Gr(U).
We now introduce the Schubert stratification of the Grassmann manifold with respect to a complete flag. The Schubert cells are usually defined using intersections rather than sums of subspaces. However, the following definition is more suitable for our purposes, is related to the so-called coarse stratification from representation theory of nilpotent Lie groups (used for instance in [BBL17] ) and is equivalent to the traditional definition, as it follows by Proposition 3.4(ix) below.
Definition 3.2. For W ∈ Gr(U), its set of jump indices with respect to a complete flag
For every e ∈ P n we also define its corresponding Schubert cell
It is well known that Gr F•,e (U) is a submanifold of Gr(U). (See for instance [Sch68, Ch. III] .) The complement ∁e ∈ P n is called the Schubert symbol of the Schubert cell Gr F•,e (U).
For every F • ∈ Fl(U) one has the disjoint union
Remark 3.3. If F • ∈ Fl(U) and W ∈ Gr(U), then one has
It then follows by Proposition 3.4 that
and this explains why the above set is called the set of jump indices.
Proposition 3.4. Let F • ∈ Fl(U) and X j ∈ F j \ F j−1 for j = 1, . . . , n. If W ∈ Gr(U), e ∈ P n , and U e := span {X j | j ∈ e}, then the following conditions are equivalent:
and j r ≤ j < j r+1 one has dim(W + F j ) = r + dim W, where j 0 := 0 and j d+1 := n + 1. (vi) in the notation of (v), for r = 0, . . . , d and j r ≤ j < j r+1 , the family of vectors (X js ) 1≤s≤r is a basis in
hence clearly (v) ⇐ (vi). For the converse implication, using again the above equality we obtain that the dimension of the space
, which is a contradiction with j t ∈ e, by (iv).
(iii) ⇔ (viii): For every j ∈ {1, . . . , n} one has
Subtracting these equalities we obtain
We will now prove that (i)-(ix) imply that (x) and (xi) hold true, and then |e| = dim(U/W) and (xi) follow at once.
By Remark 3.3 and (iii),
It thus follows that if a ∈ {1, . . . , d}, then the following implication holds true:
Using the above facts (3.1)-(3.2) repeatedly, we obtain
which concludes the proof of (x). For (x), if i ∈ ∁e, then there exists a ∈ {1, . . . , r} with j a < i < j a+1 . As above, by (3.1)-(3.2) we obtain
where the latter equality follows by the elementary fact that
This completes the proof.
Example 3.5. Let F • ∈ Fl(U) and X j ∈ F j \ F j−1 for j = 1, . . . , n. Then for every e ∈ P n the subspace U e := span {X j | j ∈ e} satisfies jump F (U e ) = ∁e. This can be proved either by a direct argument, or by an application of Proposition 3.4(vii) along with (3.3).
Example 3.6. Let F • ∈ Fl(U) and W ∈ Gr(U, 1). For every X ∈ W \ {0}, defining j 0 := min{j ∈ {1, . . . , n} | X ∈ F j } one has jump F• (W) = {1, . . . , n} \ {j 0 }.
In fact, the definition of j 0 is equivalent to X ∈ F j0 \ F j0−1 . If X j ∈ F j \ F j−1 for j = 1, . . . , n, then by Proposition 3.4(iv),
and now the assertion follows directly.
Example 3.7. Let F • ∈ Fl(U), W ∈ Gr(U, n − 1), and j 0 := max{j ∈ {1, . . . , n}
In fact, since dim(U/W) = 1, one has |jump F• (W)| = 1 by Proposition 3.4, hence it suffices to prove that j 0 ∈ jump F• (W). By the definition of j 0 one has F j0−1 ⊆ W and F j0 ⊆ W, hence F j0 ⊆ W + F j0−1 , which shows that j 0 ∈ jump F• (W).
Bases parameterized by Schubert cells. The final result of this section is Theorem 3.8 which requires the following notation. This theorem will be used in the proof of Theorem 5.3 via its Corollary 4.3. (i) For every j ∈ e one has Y j = X j .
(ii) For every i ∈ ∁e one has Y i − X i ∈ U e ∩ F i−1 .
Moreover, β(W) is a basis of U having the following properties: (iii) One has F j = span {Y 1 , . . . , Y j } for j = 1, . . . , m.
(iv) The set {Y i | i ∈ ∁e} is a basis of W. Proof. Since X 1 , . . . , X m is a basis of U, there exists a unique linear operator T : U → U satisfying T (X j ) = Y j for j = 1, . . . , m. The hypothesis is equivalent to (T − 1)(X j ) ∈ U j−1 for j = 1, . . . , m, and this implies that T − 1 is given by a strictly upper triangular matrix with respect to the basis X 1 , . . . , X m . Therefore T is invertible, and then the vectors T (X j ) = Y j for j = 1, . . . , m form a basis of U.
Proof of Theorem 3.8. For j ∈ e we define Y j := X j . On the other hand, if i ∈ ∁e, then by the definition of e and Proposition 3.4(xii) we have
hence there exists a unique vector
We now prove that the set Y 1 , . . . , Y m obtained in this way is a basis of U that also satisfies conditions (iii)-(iv) from the statement. In fact, since Y j − X j ∈ F j−1 for j = 1, . . . , m, it follows by Lemma 3.9 that condition (iii) is satisfied. Moreover, {Y i | i ∈ ∁e} is a linearly independent subset of W whose cardinal is |∁e| = m−|e| = dim W, where the latter equality follows by Proposition 3.4(x). Thus condition (iv) is also satisfied.
Finally, the map β = (β 1 , . . . , β m ) : Gr Ue (U) → U m ,
for i = 1, . . . , m, is real analytic by Theorem 2.1, and assertion (v) follows directly.
Nilpotent Lie algebras and groups
In this paper, by nilpotent Lie algebra we mean a finite-dimensional real vector space g endowed with a bilinear map [ 
for all X, Y, Z ∈ g, where m := dim g and the linear map ad g X : g → g is defined by ad g X := [X, · ]. The Baker-Campbell-Hausdorff series of g is defined for arbitrary X, Y ∈ g by
where for n = 1, 2, . . . we use the notations
One has C n (X, Y ) = 0 whenever X, Y ∈ g and n ≥ dim g, hence the series (4.1) actually defines a g-valued polynomial function on g × g. One can check that the formula (4.1) defines a group structure on g, and the corresponding group G := (g, ·) will be called here the nilpotent Lie group associated to the nilpotent Lie algebra g. (See for instance [CwG90] and [BB15a] for more details.) Equivalently, one can define a nilpotent Lie group as a pair G = (g, ·) consisting of a finite-dimensional real vector space g and a group structure g×g → g, (X, Y ) → X ·Y , which is a polynomial map and satisfyies (tX)·(sX) = (t+s)X for all t, s ∈ R and X ∈ g. Defining
one obtains a map [·, ·] : g × g → g that turns g into a nilpotent Lie algebra whose corresponding Lie group is G = (g, ·) and (4.1) holds true. Remark 4.2. Let g be a nilpotent Lie algebra. We denote by JH(g) the set of all Jordan-Hölder bases of g, that is, the bases (X 1 , . . . , X m ) ∈ g m for which, denoting
Let (X 1 , . . . , X m ) ∈ JH(g), and a = {i 1 , . . . , i s } ⊆ {1, . . . , m} with i 1 < · · · < i s . If g a := span {X i | i ∈ a} is a subalgebra of g, then [g a , g a ] ⊆ g a , and then it easily follows that X i1 , . . . , X is is a Jordan-Hölder basis of g a .
Corollary 4.3. Let g be a nilpotent Lie algebra and (X 1 , . . . , X m ) ∈ JH(g). Then for every e ⊆ {1, . . . , m} there exists a unique map β : Gr F•,e (g) → g m satisfying the following conditions for every h ∈ Gr F•,e (g), with β(h) =:
Moreover, β(h) is a basis of g having the following properties: (iii) One has F j = span {Y 1 , . . . , Y j } for j = 1, . . . , m.
(iv) The set {Y i | i ∈ ∁e} is a basis of h. Remark 4.4. The above Corollary 4.3 contains some results from [Co98] , which are sufficiently general and precise for the applications we wish to make in this paper.
Nonlinear oblique projections in nilpotent Lie algebras
In this section we establish our main result on nonlinear oblique projections (Theorem 5.3). Here g is a nilpotent Lie algebra with a fixed Jordan-Hölder sequence
We denote
It is easily seen that JH F• (g) is exactly the set of all Jordan-Hölder bases of g which are compatible with the above Jordan-Hölder sequence, that is, the m-tuples .) The point here is that we do not only establish factorizations that involve arbitrary partitions of Jordan-Hölder bases, but we also take into account dependence on bases that are compatible with a fixed Jordan-Hölder sequence. We need these enhanced features in order to obtain analyticity of nonlinear oblique projections in Theorem 5.3.
Lemma 5.1. Fix any partition {1, . . . , m} = A 1 ⊔· · ·⊔A k and define the polynomial map
Then for j = 1, . . . , m there exists a polynomial function
Here we use the convention that if A r = ∅ then j∈Ar t j X j := 0 ∈ g. We also note that the polynomial function P m is constant.
Proof. We proceed by induction on m. The case m = 1 is clear. Let us assume that the assertion holds true for all nilpotent Lie algebras of dimension < m. Let k 1 ∈ {1, . . . , k} with 1 ∈ A k1 . Define A j := A j if j ∈ {1, . . . , k} \ {k 1 } and
Since (X 1 , . . . , X m ) ∈ JH(g), it follows that g 1 := RX 1 is contained in the center of g. Define g := g/g 1 with its Jordan-Hölder sequence
and π : g → g, π(X) := X + g 1 . Then X := (π(X 2 ), . . . , π(X m )) ∈ JH F• ( g) and one has the partition {2, . . . , m} = A 1 ⊔ · · · ⊔ A k , hence we can define the corresponding map Φ :
. It follows by the induction hypothesis that
for suitable polynomial functions
and it follows by (5.2) that there exists a polynomial P 1 : R m−1 × JH F• (g) → R with Ψ(t 2 , . . . , t m , X) = P 1 (t 2 , . . . , t m , X)X 1 + m j=2 (t j + P j (t j+1 , . . . , t m , X))X j . Now recall that X 1 belongs to the center of g, hence X 1 · Y = X 1 + Y for every Y ∈ g. This implies that Φ(t 1 , . . . , t m , X) = t 1 X 1 + Ψ(t 2 , . . . , t m , X)
which completes the induction step.
Using the formula thus established for Φ, it is straightforward to prove that Φ is a polynomial diffeomorphism whose inverse map is also polynomial, and this completes the proof.
Remark 5.2. The set Gr alg (g) of all subalgebras of g is a Zariski closed subset of the manifold Gr(g). If dim g = m, then we define
For any Jordan-Hölder sequence (5.1) and any e ⊆ {1, . . . , m} we also define
. . , m} be fixed and and define g e := span {V j | j ∈ e}. For every h ∈ Gr alg F•,e (g) the Baker-Campbell-Hausdorff multiplication defines a polynomial diffeomorphism g e × h → g. Moreover, there exist a real analytic map β = (Y 1 (·) , . . . , Y m (·)) : Gr ge (g) → g m and a polynomial map p = (p 1 , . . . , p m ) :
has the property that
and it is uniquely determined.
Proof. For arbitrary h ∈ Gr ge (g) we define
By Lemma 5.1 applied for the partition {1, . . . , m} = e ⊔ ∁e, we obtain that the map
has the property that for every X = (X 1 , . . . , X m ) ∈ JH F• (g), the map Φ(·, X) is a polynomial diffeomorphism R m → g whose inverse map gives a polynomial function
hence one has the unique factorization
for all Y ∈ g and X = (X 1 , . . . , X m ) ∈ JH(g). For h ∈ Gr alg F•,e (g) and X = β(h) it thus follows that the Baker-CampbellHausdorff multiplication defines a polynomial diffeomorphism g e × h → g.
Using the polynomial map p in (5.3), we now define the mapping
which satifies the condition in the statement. Using the uniqueness of the factorization (5.4) and the equality h = span {Y i (h) | i ∈ ∁e}, it follows that Π(X, h) ∈ g e is uniquely determined by the condition X ∈ Π(X, h) · h, and this completes the proof.
Remark 5.4. With the notations and in the contitions of Theorem 5.3, we have in fact obtained that for every X ∈ g, and h ∈ Gr alg F•,e (g)), X = Π(X, h) (mod h), where on g we consider the nilpotent Lie group structure given by the BakerCampbell-Hausdorff multiplication, such that h becomes a subgroup of g.
Example 5.5. Let g be a nilpotent Lie algebra with dim(g/[g, g]) = 2, and assume that
is a Jordan-Hölder sequence with F m−2 = [g, g]. This implies that 
is a bijection. Since dim(g/F m−2 ) = 2, it thus follows that Gr alg (g, m − 1) is homeomorphic to the real projective line (i.e., the space of all 1-dimensional subspaces of a 2-dimensional real vector space), which is further homeomorphic to the unit circle T. A more specific parameterization of Gr alg (g, m − 1) is the 2-sheeted covering map
where we define
For any h ∈ Gr alg (g, m − 1) one has by (5.5) along with Examples 3.5 and 3.7,
• either F m−1 = h, i.e., h = h z with z = 1, and then jump F• (h) = {m};
• or F m−1 ⊆ h, i.e., h = h z with z ∈ T \ {1}, and then jump F• (h) = {m − 1}.
Thus Gr alg F•,{m} (g) = {h 1 } and Gr alg F•,{m−1} (g) = {h z | z ∈ T \ {1}}. We will now specialize Example 5.5 to two nilpotent Lie algebras whose coadjoint orbits have dimensions less than 2, which were classified in [AlCaLu95] .
Example 5.6. For an arbitrary integer m ≥ 3 let g be the m-dimensional threadlike Lie algebra, that is, the nilpotent Lie algebra with a basis X 1 , . . . , X m satisfying the commutation relations [X m , X j ] = X j−1 for j = 2, . . . , m − 1 and [X k , X j ] = 0 if 1 ≤ j < k ≤ m − 2.
We define F k := span {X j | 1 ≤ j ≤ k} for k = 1, . . . , m and F 0 := {0}. The center of g is F 1 = RX 1 , while [g, g] = F m−2 , and thus Example 5.5 applies and we will use its notation.
It is easily checked that h z is isomorphic to the (m − 1)-dimensional threadlike Lie algebra if z ∈ T \ {1}. Moreover, one has [h z , h z ] = {0} if z = 1, F m−3 if z ∈ T \ {1}.
Therefore for every z ∈ T the subalgebra h z is subordinated to any ξ ∈ F ⊥ m−3 ⊂ g * .
Example 5.7. Let g be the nilpotent Lie algebra with a basis X 1 , X 2 , X 3 , X 4 , X 5 satisfying the commutation relations [X 5 , X 4 ] = X 3 , [X 5 , X 3 ] = X 2 , [X 4 , X 3 ] = X 1 .
We define F k := span {X j | 1 ≤ j ≤ k} for k = 1, . . . , 5 and F 0 := {0}.
It is clear that the center of g is F 2 = span {X 1 , X 2 }. Moreover [g, g] = F 3 = span {X 1 , X 2 , X 3 }, and thus Example 5.5 applies (with m = 5) and we will use its notation.
For z = e iθ ∈ T, denoting X(z) := (cos θ)X 1 + (sin θ)X 2 ∈ F 2 , one has [(cos θ)X 4 + (sin θ)X 5 , X 3 ] = (cos θ)X 1 + (sin θ)X 2 = X(z)
and then it follows that h z is isomorphic to the direct product of a 3-dimensional Heisenberg algebra and a 1-dimensional Lie algebra. In particular, h z1 is isomorphic to h z2 for all z 1 , z 2 ∈ T, unlike Example 5.6. Moreover, one has [h z , h z ] = RX(z) for all z ∈ T.
Therefore, if z ∈ T, then the subalgebra h z is subordinated to ξ ∈ g * if and only if X(z) ∈ Ker ξ.
Remark 5.8. Theorem 5.3 sheds fresh light on the topology of the dual space of a nilpotent Lie group G. In fact, the coadjoint isotropy and the Vergne polarization with respect to a fixed Jordan-Hölder sequence define some maps g * → Gr alg (g), and the corresponding preimages of Schubert cells, when factorized through the coadjoint action, correspond to subquotients of the C * -algebra of G that have remarkable properties as for instance continuous trace or Morita equivalence to commutative C * -algebras. See [BBL17] for more details.
