Abstract
1 Introduction main result of this paper is an upper bound on the threshold for the almost sure nonvanishing of H d (X) for X ∼ X d (n, p). This question was addressed in [1] and the present paper is, in many ways, a continuation of that paper.
To put this result in perspective, it may be useful to recall the situation for d = 1 in which case X d (n, p) coincides with the Erdős-Rényi G(n, p) model of random graphs. For every 1 > c > 0, a random graph from G(n, c n ) contains a cycle with some probability 1 > f (c) > 0. Therefore, the threshold for the appearance of a 1-homology in G(n, c n ) is coarse. Namely, the probability that the random graph from G(n, c n ) contains a cycle, jumps from a positive number to 1 as c changes from 1−ǫ to 1. The behavior for dimension d > 1 is similar. This is due to the fact that ∂∆ d+1 , the boundary of a (d + 1)-simplex occurs with positive probability in X d (n, c n ) for every c > 0. However, the situation in one dimension and in higher dimensions are quite different when we consider the size of the first occurring cycle. This issue is a little easier to discuss in the language of a random graph (or complex) process, where edges (resp. d-faces) are added at random one at a time. For graphs, the length of the first generated cycle is distributed according to a certain known distribution [4] . In contrast, in the random d-dimensional complex process, it follows from [1] that the first emerging cycle in H d (X) is either ∂∆ d+1 , or it has cardinality Ω(n d ). We have conducted fairly extensive computer experiments with d = 2. In these experiments the situation was always that in the latter case, the first emerging cycle included all n vertices. Whether this can be proved and whether the same holds for general d remains a subject for further study.
The degree of a (d − 1)-face in a d-dimensional complex is the number of d-faces that contain it. A (d − 1)-face of degree zero, i.e. one that is contained in no d-face is said to be isolated. A (d − 1)-face of degree 1 is said to be free. The removal of a free (d − 1)-face and the unique d-face that contains it is called an elementary collapse. We recall [5] that an elementary collapse is a homotopy equivalence. Given a complex X, we carry out a series of elementary collapses that take place in phases. At the beginning of a phase we list all (d − 1)-faces in the complex which are currently free, and we scan them in an arbitrary order. As we arrive at a (d − 1)-face τ in the list, one of two things can happen. It may still be free, in which case we apply to it an elementary collapse. It is also possible that when τ is reached, it is already isolated, since the unique d-face that initially contained it was already eliminated in a previous elementary collapse. In this case we simply skip τ . When we reach the end of the list, the current phase terminates and a new phase commences.
We denote by R i (X) the complex gotten from X at the end of phase i. In particular R 0 (X) is just the randomly drawn complex with which we start. A d-face from R i−1 (X) \ R i (X) is said to be in generation i. A (d − 1)-face is of generation i if its degree in R i−1 (X) is positive and it either does not belong to R i (X) or is isolated there. 
and let c * d be defined as
Specifically, c 2 = 2.75381, c 3 = 3.90708. Also β 2 = 0.883414 and
and
.
Note:
Here are a few words about our experiments for d = 2. We run the random process in which a random 2-face is added to the complex at each step. The experiment splits according to whether the first cycle to occur is ∂∆ 3 or not. Conditioned on the first cycle not being ∂∆ 3 , the numerical estimates that we get for c * 2 for n = 50, 100, 200 are (expectation ± standard deviation) 2.70424 ± 0.03115, 2.72886 ± 0.01534, 2.74149 ± 0.00733 respectively. This lends some support to our belief that the bounds attained in Theorem 1.1 is the true value of the threshold probability.
The general strategy of our proof is this: An elementary collapse is a homotopy equivalence and in particular it preserves the homology of the complex. Using ideas similar to [1] we observe what happens as we systematically collapse (in phases, as described above) every free 
Thus the main parts of the proof are these:
• Local analysis of the collapsing process.
• Computing the expectation E(ζ * ).
• A measure-concentration argument on the random variable ζ * .
Our proof uses the fact that every (d − 1)-face in C * corresponds to a zero row in the inclusion matrix of (d − 1)-faces vs. d-faces (after the collapses). There is another way of establishing the threshold, as done in the upper bound proof in [1] . It is possible to associate to every (d − 1)-face in C * a cocycle in Z d−1 (X) and use the Euler-Poincaré relation to give an upper bound on the threshold. Indeed our proof can be viewed as an extension of the argument of [1] .
As the reader has probably noticed, the above explanation says nothing about the parameter β which plays a key role in the theorem. This is done in Section 4.1 below, where we provide a more comprehensive overview of the proof.
The Probability Space
We analyze the sequence of d-complexes which are obtained, starting from X and repeatedly collapsing, in phases. Our analysis seeks to determine the way at which a given face φ of dimension (d − 1) or d gets collapsed. Note that φ's generation is completely determined by its local neighborhood in X. Concretely, if φ is of generation k, this can be ascertained by observing φ's radius-(k + 1) neighborhood. For every fixed k this neighborhood is almost surely a d-tree. We analyze the properties of this neighborhood using an intermediary -A Galton-Watson-like model of d-trees. This model is relatively easy to comprehend, and yet it provides a good approximation to the true local behavior of X d (n, c n ) at the vicinity of φ. This general strategy has been used numerous times, and in particular in [1] .
We turn to provide the necessary definitions. We define a probability space
• For each (d − 1)-face θ in T at distance k − 1 from τ -Sample an integer j from the Poisson(c) distribution.
-Create j new vertices t 1 , . . . t j and add j new d-faces θ ∪ t i to T for i = 1, . . . , j.
It is useful now to introduce a variation on the notion of the collapsing process. This is a process which we call θ-collapsing, where θ is a (d−1)-face. This process is identical to the process of collapsing in phases, except that θ must not be collapsed, even when it happens to be free. We analyze how a random d-tree T ∈ T d (k + 1, c) behaves under the τ -collapsing process where τ is the root of T . It is obvious that after k + 1 phases of τ -collapsing, T collapses to τ , but we need to know whether τ becomes isolated in phase k + 1 or sooner. To this end we define the event C r (k + 1, d, c) that τ belongs to generation earlier than r, where r ≤ k + 1. We denote the probability of C r (k + 1, d, c) by γ r (k + 1, d, c). As mentioned above, whether or not τ becomes isolated at time < r depends only on its radius-r neighborhood in T . 1, d, c) is the event where T consists only of its root τ , so that
Notice that τ , the root of a tree becomes isolated before the r-th phase iff each d-face σ ⊃ τ satisfies the following condition. There is a (d − 1)-subface σ ⊃ τ ′ that we view as the root of a d-tree T ′ which we τ ′ -collapse. In the τ ′ -collapsing of T ′ , the root τ ′ becomes isolated before phase (r − 1). Let π j be the probability that a Poisson(c) random variable takes the value j we obtain:
We denote by B k (d, c) the event that the root of T ∈ T d (k + 1, c) belongs to a generation later than k. The probability of this event is β k (d, c). Clearly
The Neighborhood of a (d − 1)-face
The next step is rather standard in arguments of the sort we are making. Most of the necessary details are to be found in [1] , and we now provide a few additional comments and explanations. The purpose is to show that the Poisson-distribution-based tree considered above approximates arbitrarily closely (as n → ∞) the actual local behavior of our random complex. How does the neighborhood of a (d−1)-face τ in a d-dimensional complex X look like? The 0-neighborhood S 0 , consists of τ alone. The i-th neighborhood S i is the complex generated by the d-faces in S i−1 , and the additional d-faces that contain a (d − 1)-face in S i−1 . We denote by v i the number of vertices in S i .
Let A k be the event (in X d (n, p)) that S k is a d-tree. Let D be the event that every (d − 1)-face in X ∼ X d (n, p) has degree ≤ log n.
The argument in [1] has two parts. One shows first . Then
The next step is to show that conditioned on the event A k ∩D the following recursive random process generates the typical k-neighborhood in X. As before S 0 = τ and for i > 0, with S i−1 already in place, the next layer S i is generated according to the following rule:
• Create j new vertices t 1 , . . . t j and add j new d-faces θ ∪ t i to S i for i = 1, . . . , j.
The only difference between this random process and the way we defined T d (k, c) is that we sample the integer j from B(n − v i−1 , c n
) and not from Poisson(c). Notice that if
Consider an inclusion τ ⊂ σ of a (d − 1)-face and a d-face. Let S ′ k be the k-th neighborhood of τ in X \ σ. We can apply Claim 3.1 to S ′ k and conclude that with probability 1 − o(1) it is a d-tree in which every (d − 1)-face has degree at most log n. To randomly generate S ′ k we just run the random process that generates S k and modify it, by excluding σ from S ′ 1 . Thus Let N be an a × b matrix and let ζ = ζ(N) be the number of zero rows in N. Clearly N has a nonzero right kernel if b > a + ζ. We apply this simple observation to M i , the matrix associated with R i (X). Since an elementary collapse is a homotopy equivalence,
Our proof shows that if c > c *
Here k * is a large enough constant to be determined later. First we calculate the expectation of s(X), and then show that a.s s(X) > 0.
As the previous discussion shows, this theorem implies Theorem 1.1. Proof: Fix c and d and let β k , γ k stand for β k (d, c), γ k (d, c) resp. and let us fix an arbitrarily small ǫ > 0. Let ζ * (X) = ζ(M k * (X)).
A d-face σ is in R k * (X) if σ ∈ X and it is not collapsed in phase k * or earlier. In particular, at the end of phase k * − 1, every (d − 1)-subface of σ must be contained as well in a d-face other than σ. Hence
Let τ be a (d − 1)-face. Let Q τ be the event that τ becomes isolated after k * τ -collapsing phases. The discussion in Sections 2 and 3 yields that Pr(Q τ ) = (1 − o(1))γ k * +1 . Let P τ be the event that τ collapses after k * collapsing phases, but does not become isolated after k * τ -collapsing phases. Equivalently, τ becomes a free subface of some d-face σ before collapsing phase k * , but all other (d − 1)-subfaces of σ are not free prior to collapsing phase k * . Consequently, Pr(
The row corresponding to a (d − 1)-face τ becomes a zero row or is removed from the matrix after the collapsing phases if τ is either isolated or was collapsed. Hence this happens only if the event Q τ ∪P τ occurs. Thus the probability that some (d − 1)-face belongs to the complex and is not isolated after k * collapsing phases is (1 − o (1)
Consequently,
overview
We are now ready to provide a more detailed explanation of our strategy of proof for Theorem 1.1. We fix an integer d ≥ 2 once and for all, and some c > 0 whose value we discuss below. With this fixed c, we obtain a recurrence relation for β k . (This follows readily from Equation (4)). Namely, starting with t = 1 we recurse on t → 1 − f (t), where f c (t) = f (t) = exp(−c · t d ). It is easily verified that for every c > 0 the function 1 − f (·) is increasing in [0, 1]. As already observed in [1] there is some c collapse > 0 depending only on d so that when c collapse > c > 0, the only root of 1 − f c (t) = t in [0, 1] is t = 0. Therefore, for c collapse > c > 0 the recurrence t → 1 − f (t) started at t = 1 converges to zero. Routine calculations (see also Figure 2 ) yield that for c > c collapse there are exactly two roots in (0, 1) to 1 − f c (t) = t. In this range the above recurrence converges to the larger of these two roots. As Equation (8) shows, E(s) > 0 iff
In the statement of Theorem 1.1 the same calculations are done "in reverse". Namely, Equation (2) states that 1 > β > 0 is a root of 1 −f c * d (t) = t. It only remains to rule out the possibility that Equation (1) yields the smaller root. To this end, note that the solution of Equation (1) Let k * be large enough s.t β k * −1 − β * < ǫ. Since c > c * d we conclude that for n large enough
where ǫ ′ > 0 depends only on c and d.
A concentration of measure argument
The only missing part of the proof is that s > 0 almost surely. This is shown using the following version of Azuma's inequality from [8] .
( n d+1 ) (d+1) 2k * +2 = o(1).
Open problems
• The most obvious remaining challenge is to determine the correct threshold for the non-vanishing of the d-th homology in X d (n, p). As stated before we believe c * d is this threshold.
• The present results and those of [1] strongly suggest that the threshold for collapsibility is substantially smaller than the one for the almost sure non-vanishing of the d-th homology. Can one at least show that the two thresholds do not coincide?
• In the random complex process, what is the distribution of the first emerging cycle in H d (X)? In particular, can one prove that (as suggested by our numerical experiments) it is either ∂∆ d+1 or else it includes all n vertices?
• It would be extremely interesting to investigate the inclusion matrices of (d − 1)-faces vs. d-faces of complexes in X d (n, c n ) for values of c between the two thresholds (assuming, of course, that they differ). If the conjectures alluded to in the above questions hold, then this matrix has excellent properties, when viewed as the parity-check matrix of an error-correcting code.
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