The fifth-generation Pennsylvania State University-National Center for Atmospheric Research (PSU-NCAR) Mesoscale Model (MM5) is used to conduct a number of idealized numerical simulations to confirm recent findings of an alternate growth mechanism in a moist baroclinic environment to that of traditional baroclinic instability. In this alternate growth scenario, disturbance growth depends on the presence of sufficient environmental moisture and baroclinicity. The resulting coherent structure, termed a diabatic Rossby vortex (DRV), grows as a result of an approximate phase locking and mutual amplification of two diabatically generated potential vorticity (PV) anomalies: a low-level positive (cyclonic) PV anomaly and a midtropospheric negative (anticyclonic) PV anomaly.
Introduction
In his pioneering paper on baroclinic instability, Eady (1949) used the terminology of long waves and cyclone waves to differentiate between the characteristic scales of observed disturbances in the middle to high latitudes. It is clear from this work that he believed the latter to be, at least in part, related to moisture effects. To emulate disturbances of the scale typical of cyclone waves, Eady used the same set of equations as that for long waves, only with smaller values for the static stability and smaller vertical extents in an effort to mimic moisture effects (Eady 1949 , his section II). The resulting disturbance structure is essentially identical to that of a long wave, with the exception of a significantly reduced scale (both in the horizontal and vertical) for the case of cyclone waves.
An underlying assumption of this approach is that the same basic physical processes are at work for both scales. More recent studies directly incorporating moisture effects have called this assumption into question (Raymond and Jiang 1990; Montgomery and Farrell 1991; Snyder and Lindzen 1991; Buzzi 1994, 1997; Mak 1994; Whitaker and Davis 1994; Fantini 1995; Parker and Thorpe 1995; Moore and Montgomery 2004) , identifying an alternative growth mechanism and significantly different disturbance structure in the cyclone wave regime in a moist, baroclinic atmosphere. Raymond and Jiang (1990) and Snyder and Lindzen (1991) independently introduced the notion of a diabatic Rossby wave: a disturbance where the diabatic generation of potential vorticity (PV) plays the role of the meridional advection of PV in the classical Rossby wave.
The diabatic Rossby wave growth mechanism, as de-scribed by Parker and Thorpe (1995; see their Fig. 6 ), is as follows: warm thermal advection to the east of a low-level positive PV anomaly results in forced ascent and the generation of positive low-level PV due to diabatic heating. In a quasi-balanced system, a positive PV anomaly is associated with a cyclonic relative circulation. Therefore, warm thermal advection occurs farther to the east, continuing the process and resulting in wave propagation in the direction of the thermal wind. Moore and Montgomery (2004, hereafter MM04 ) used a two-dimensional (2D), semigeostrophic (SG) model to further explore the inherent differences between long baroclinic waves and these shorter-scale, diabatic disturbances. Due to their vortical structure in three dimensions, as observed in a number of previous studies (Raymond and Jiang 1990; Montgomery and Farrell 1992; Jiang and Raymond 1995) , MM04 referred to these coherent structures as diabatic Rossby vortices (DRVs; terminology that will be used hereafter). In contrast to long baroclinic waves, DRVs owe their existence to both diabatic and baroclinic effects and are not dependent on upper-level forcing for disturbance amplification. The integral nature of moist convective processes to DRV growth is clarified by an examination of the local disturbance energetics: for DRVs in a 2D system, it is the diabatic (as opposed to baroclinic) generation of eddy available potential energy that is the dominant source term.
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The practical importance of DRVs is highlighted by their connection to a variety of atmospheric phenomena. Previous studies have linked this type of growth mechanism to explosive cyclones (Gyakum et al. 1992; Wernli et al. 2002) , mesoscale convective vortices in baroclinic environments (Raymond and Jiang 1990; Davis and Weisman 1994; Jiang and Raymond 1995) , squall lines (Parker and Thorpe 1995) , and polar lows Farrell 1991, 1992; Fantini and Buzzi 1993; Mak 1994) .
To the best of our knowledge, a detailed analysis of an idealized DRV in a three-dimensional (3D), fullphysics model has yet to be undertaken. Such a study would confirm and build upon the previous simplified model results that have identified the basic physical mechanisms at work and begin to provide insight into the important issue of the predictability of these disturbances. With these goals in mind, we will use the fifthgeneration Pennsylvania State University-National Center for Atmospheric Research (PSU-NCAR) Mesoscale Model (MM5) to conduct a number of idealized numerical simulations to investigate the formation, growth, and evolution of DRVs.
The outline of this paper is as follows. A brief description of MM5, the formulation of the initial condition, and the model diagnostics are presented in section 2. Results from a control run that exhibits "typical" characteristics of a DRV in MM5 are described in detail in section 3. In section 4, the sensitivity of DRVs to environmental and precursor disturbance parameters is explored. Finally, a discussion of the model results and their practical importance is presented in section 5.
Model formulation
MM5 is a limited-area, nonhydrostatic, terrainfollowing, sigma-coordinate numerical model. A complete description of MM5 can be found in Grell et al. (1994) .
In this study, an idealized initial condition is used for all model simulations. It is composed of a low-level, warm core vortex embedded on the southern side of a moist, baroclinic zone over an ocean surface. We will focus on disturbance growth in the middle latitudes during the Northern Hemisphere winter. The motivation for choosing this particular idealized initial condition stems from its qualitative similarity to both an initial condition used in the 3D, semigeostrophic analysis of polar low development by Montgomery and Farrell (1992; see their Fig. 4a) , as well as to the observed case of extreme winter storm "Lothar" (Wernli et al. 2002) . In the former, the authors illustrate how cyclogenesis can occur in a moist, baroclinic environment with negligible upper-level forcing, documenting the gradual intensification of a small-scale vortex on an f plane with uniform vertical shear. The latter demonstrates a process by which a DRV can serve as a progenitor disturbance for explosive cyclogenesis.
A brief outline of the model setup for this study is given in this section. A detailed discussion, including a more complete description of the formulation of the perturbation vortex and an examination of the sensitivity of study results to certain model-based parameters, is provided in the appendix.
With the exception of the sensitivity experiments presented in the appendix, the following choices are used for all model runs: a domain size of approximate 12 000 km by 5000 km in the zonal and meridional directions, respectively; a horizontal grid spacing of ap-1 Recent work by Lapeyre and Held (2005) has carried out a complementary study examining the role of moisture in the dynamics and energetics of turbulent baroclinic eddies. Using a twolayer quasigeostrophic model with a simple moisture scheme, two distinct regimes of baroclinic development were identified. The first is the classical, dry baroclinic instability regime modified somewhat by moist processes. The second is a moist cyclone regime that has no dry counterpart. It is the latter regime that we investigate thoroughly in this paper using a more realistic model framework.
proximately 90 km (with a Lambert Conformal map projection); 23 vertical levels; full Coriolis force; the simple ice (Dudhia) moisture scheme; the Grell cumulus parameterization (Grell et al. 1994) ; the Medium Range Forecast (MRF) model's planetary boundary layer (Hong and Pan 1996) ; and no latent and sensible heat surface fluxes. The latter choice is consciously made to negate the possibility of an air-sea interaction type growth mechanism, as articulated by Ooyama (1969) and Rotunno and Emanuel (1987) for tropical cyclones and Emanuel and Rotunno (1989) for arctic hurricanes. The lateral boundary condition for all runs is that of the basic state environment (see the appendix).
a. Control case
To ascertain the general features associated with DRV formation (defined as the time the pressure disturbance begins to deepen) and structure, a typical DRV simulation is presented in detail. The initial condition for this "control case" is shown in Fig. 1 and its characteristics are as follows. 
The basic state consists of a zonally homogeneous, vertical wind shear in thermal wind balance with a meridionally varying temperature gradient. The result is a meridionally symmetric jet with a maximum wind speed at the tropopause level. The meridional structure of the jet is defined by a sinusoidal variation of the zonal wind within the meridional channel of the jet (40°of latitude for the control case). The maximum vertical wind shear (1.5 m s Ϫ1 km Ϫ1 ) at the center of the baroclinic zone is exactly half that of the standard Eady basic state shear (3.0 m s Ϫ1 km Ϫ1 ). This relatively meager value of vertical shear is chosen so as to avoid an interaction between the DRV and the upper levels. As shown by Wernli et al. (2002) in their study of extreme winter storm Lothar, this process does occur under certain environmental conditions and can have serious repercussions for both life and property. By avoiding this subspace of model solutions, however, we can concentrate on the intrinsic characteristics of the DRV.
Moisture is initialized in the form of a horizontally homogeneous vertical profile of relative humidity. The atmosphere is nearly saturated (relative humidity of 95%) from the surface to 800 mb. Above this level, the relative humidity decreases linearly to 0% at 600 mb and remains dry to the top of atmosphere.
The perturbation field chosen to represent the initial DRV is characterized by a coherent, low-level warm core vortex (see the appendix for all details). A positive 3-K, perturbation in the potential temperature field on the lower boundary is assumed. The potential temperature perturbation decays horizontally from the center of the vortex in the form of a Gaussian distribution (e-folding radius of 300 km) and exponentially with pseudoheight in the vertical. By enforcing the constraint of zero quasigeostrophic PV within the interior of the domain, a 3D solution for the geopotential and potential temperature fields is attained.
The perturbation wind field is recovered from the perturbation geopotential field by assuming geostrophic balance. While there is in principle an inherent error involved in applying geostrophic balance to curved flow, geostrophy is adequate in regimes of small to moderate Rossby number. To explore the appropriateness of geostrophic balance, we use the values typical of the control run to calculate the Rossby number for the initial perturbation vortex. If 3.5 m s Ϫ1 , 8.4 ϫ 10 Ϫ5 s Ϫ1 , and 600 km are used for U, f, and L, respectively, the Rossby number (U/fL) is approximately 0.07.
b. Model diagnostics
For all model simulations, a DRV will be characterized by its instantaneous growth rate and translation speed. In addition, to clarify the dynamical processes at work and building on the approach used by Parker and Thorpe (1995) and MM04, we will examine the energy conversion terms that constitute the rhs of the diagnostic eddy available potential energy (APE) equation:
where A E is the eddy APE, C A the conversion from basic state APE to A E , C E the conversion from A E to eddy kinetic energy, and G E the conversion from diabatic heat sources to A E (Lorenz 1955) . These terms are defined as follows:
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where [(·)] represents a zonal average and [(·)] an area mean of the quantity (·) (Muench 1965; Norquist et al. 1977) . A prime indicates a deviation from a zonal average and an asterisk a deviation of a zonal average from the area mean. All variables have their usual meteorological meaning and represents the mean static stability in pressure coordinates. The diabatic heating (Q) is computed using the residual method; that is, we calculate the terms on the rhs of the following equation (Meunch 1965) :
where is the potential temperature. Before any of the above calculations are undertaken, the MM5 data on sigma levels are interpolated to constant pressure surfaces. Furthermore, since MM5 is a limited-area model, both the zonal average and area mean calculations are, by definition, made over a limited area. This horizontal area of integration is time dependent, evolving with the disturbance field. As a general rule, the horizontal plane of integration is a box containing the low-level cyclonic circulation and the midtropospheric anticyclonic circulation that are characteristic of a DRV. For all cases, the vertical-pressure integral is evaluated from the surface to 250 mb. An example of the area of integration at day 2 is presented in Figs. 2a and 2b .
The conversion ratio of the diabatic (G E ) to baroclinic (C A ) generation of eddy APE (hereafter referred to simply as "the conversion ratio") has been shown to be a useful diagnostic for differentiating between the dynamics associated with a long baroclinic wave and a DRV (Parker and Thorpe 1995; MM04) :
The two-dimensional results of Parker and Thorpe (1995) and MM04 indicate that a conversion ratio much less than one is typical for a long baroclinic wave, whereas a conversion ratio larger than one is expected for a DRV.
c. Sensitivity study
In addition to documenting the formation, structure and evolution of a DRV in a full-physics, 3D model, a sensitivity study is undertaken to better understand which parameters (both environmental and perturbation) directly influence DRV dynamics, and to quantify the effect of each parameter. Our approach is to vary a single parameter of the control run initial condition, rerun the model, and compare and contrast the ensuing results. This type of analysis will help to identify the important physical process at work and to determine the atmospheric information necessary for an operational forecast model to properly predict a DRV.
A suite of model simulations is examined and summarized in Table 1 . The simulation tableau covers the sensitivity of a DRV to the environmental baroclinicity, the environmental moisture (in the form of the vertical profile of relative humidity), and the "size" and "amplitude" of the initial perturbation vortex size.
Results of control experiment
The goal of this section is to document the formation, structure, and evolution of a DRV in MM5, and to compare and contrast with previous published results.
A snapshot of various model fields two days into the model integration is presented in Fig. 2. An isolated surface low-pressure center measured at 1009.4 mb is observed at approximately 36°N, -23°W (Fig. 2a) . A zonal/vertical cross section through the center of the surface pressure disturbance clearly shows the structure of a DRV: a positive low-level PV anomaly (Fig. 2g) is associated with southerly winds on the east side of the disturbance (Fig. 2b ), rising motion (Fig. 2d) , and latent heat release (Fig. 2e) . The structure of the disturbance at this time shows that the use of the term "vortex" is more appropriate than "wave": in addition to the absence of the alternating high/low pressure pattern that is associated with wavelike disturbances (Fig. 2a) , a closed circulation is evident at 1000 mb (Fig. 2h) .
a. DRV formation
While the initial vortex is constructed with the basic structure of a DRV in mind, the temporal decay of the initial perturbation (as measured by the minimum surface pressure) in model runs without moisture and environmental baroclinicity, respectively, illustrates that both ingredients are integral to the formation of the DRV (see Fig. 3 ).
Within 3 h of model initialization in the control run, forced ascent associated with low-level cyclonic flow and warm-air advection has resulted in convection in the northeast sector of the perturbation vortex. The dynamical effect of convection away from the surface can be better understood through an examination of the equation for the local change of PV,
where and V are the 3D vorticity and wind vectors, respectively, and the frictional term has been neglected. The first and second terms on the rhs of (3.1) can be thought of as the local change in PV due to diabatic and advective processes, respectively. Plots of the separate components of the rhs of (3.1) (not shown) illustrate that the vertical component of the diabatic term tends to dominate the local change of PV in mesoscale updraft regions such as those observed in these simulations (see Fig. 2d ). The general effect (through latent heat release and the evaporation and melting of precipitation) is to create a positive PV anomaly at low levels and a negative PV anomaly in the midtroposphere (Raymond and Jiang 1990; see Fig. 2g here). The vertical level at which these anomalies are generated is largely dictated by the vertical profile of diabatic heating, which in turn, is a function of environmental parameters that effect the atmospheric stability. In this case, the presence of a nearly saturated layer at low levels has created a nearly moist-neutral layer of similar depth.
As has been observed in previous work regarding the development of balanced disturbances in a moist, baroclinic atmosphere Joly and Thorpe 1989; Raymond and Jiang 1990; Farrell 1991, 1992; Davis and Weisman 1994; Jiang and Raymond 1995) , the nature of convection occurring here is more aptly described as slantwise moist convection (as opposed to upright deep convection). The very good agreement between a model simulation without the use of a cumulus parameterization (not shown) and the control run clearly illustrates that the cumulus parameterization is shutting off in favor of explicit thermodynamics. The consistency with more simplified model results that do not utilize a complex cumulus parameterization demonstrates the robustness of the present findings.
Advective processes are also found to play a role in determining the PV field. The structure of the 3D wind field, which is a combination of the ambient environmental vertical shear and the local circulation associated with PV anomalies, results in a displacement of the negative, midtropospheric PV anomaly to the northeast of the low-level, positive PV anomaly. This typical structure of the anomalous PV field has been previously noted (Raymond and Jiang 1990; Montgomery and Farrell 1992; Davis and Weisman 1994; Jiang and Raymond 1995) .
The low values of translation speed and a negative instantaneous growth rate over the first 48 h (see Fig. 4) demonstrate that an adjustment period is necessary before the DRV growth mechanism begins to operate. Until this time, the disturbance is being passively advected by the local steering level winds. This initial period of disturbance decay was also observed by Montgomery and Farrell (1992) .
The disturbance begins to amplify once a dipole structure in the anomalous PV field described above emerges in response to the continuous latent heat release in the ascending region of the disturbance: a DRV is characterized by an approximate phase locking of a low-level, positive PV anomaly and a midtropospheric, negative PV anomaly, tilting downshear with height (see Fig. 2g ). It is clear that an approximate phase locking is occurring here. If the two anomalies were not mutually interacting and diabatically maintained, they would be differentially advected by the ambient environmental shear and the vortex dipole would tend to be torn apart. As corroborative evidence of phase locking,
the translation speed is found to increase (Fig. 4b) to a value that cannot be explained by simple advection by the steering level wind, a feature that has been noted previously (Parker and Thorpe, 1995; Wernli et al. 2002) , and an increased northward drift is observed. Parker and Thorpe (1995) noted that a DRV translates in the direction of the thermal wind. If we assume the 550-mb wind is nearly geostrophic, the thermal wind vector determined by the 1000-550-mb layer at the center of cyclonic circulation at 1000 mb (37°N, Ϫ23°W) points to the northeast, approximately 42°f rom due north (the direction of the thermal wind vector is indicated by the bold arrow in Fig. 2i) . Consistent with the finding of Parker and Thorpe (1995) , this direction is within a few degrees of the direction of DRV translation over the subsequent 12-h period. Furthermore, the direction of the thermal wind and DRV translation is in good agreement with the location of the convective maximum at day two (to the northeast of the circulation center), as one might intuitively expect given the fact that DRV dynamics are intimately tied to the diabatic generation of PV.
In addition to the purely zonal propagation of a DRV predicted in 2D studies, there is a northward component to the DRV translation in this more complete model setting. A physical argument for this process can be gleaned from previous work on the motion of tropical cyclones in a baroclinic environment (e.g., Wu and Emanuel 1993) . As stated previously, one effect of the ambient environmental shear is to advect the upperlevel, anticyclonic PV anomaly downshear of the lowerlevel, cyclonic PV anomaly. In their tropical cyclone study, Wu and Emanuel (1993) found that this process allowed for a mutual interaction between the two PV anomalies that results in a drift of the surface cyclone to the left of the shear vector. In westerly shear, the result is a northward drift of the disturbance.
This same process is observed here. While the north- FIG. 3 . Temporal evolution of the minimum surface pressure for the following MM5 simulations: the control run (*), no moisture (DRY, ϩ), and no shear (NOSHEAR, छ). ward drift may be due in part to the background, lowlevel PV gradient (increasing from south to north), the same trend was documented in the f-plane analysis of Montgomery and Farrell (1992) , which has no such interior, meridional PV gradient. Furthermore, a comparison between the control simulation and a dry simulation clearly shows that the northward drift is larger in the former. This particular effect of moisture in a baroclinic environment was also found by Liou and Elsberry (1987) in their study of an explosively deepening maritime cyclone.
b. Evolution of a 3D DRV

1) INSTANTANEOUS GROWTH RATE, TRANSLATION SPEED, AND LOCAL ENERGETICS
The temporal evolution of the growth rate, translation speed, and local energetics are presented in Fig. 4 . Soon after the DRV begins to deepen, there is a "burst" of disturbance growth (as indicated by large values of the instantaneous growth rate, in a relative sense; Fig.  4a ), a feature that is found for all simulations. An examination of the temporal evolution of the diabatic generation of eddy APE (not shown here) shows that a large increase over a short time period in this parameter coincides with DRV formation, indicating that diabatic processes are mostly responsible for the burst of growth observed at this time.
The magnitude of the instantaneous growth rate during the growth burst is significantly higher than at later times. The observed temporal evolution of the instantaneous growth rate is the result of many factors. First, the characteristic depth of the DRV is smallest immediately after formation and is observed to grow with ), and the conversion ratio of diabatic (G E ) to baroclinic (C A ) generation of eddy APE defined by Eq. (2.1h). Figs. 2 and 5) . In their study of DRV characteristics MM04 found that, at small but finite disturbance amplitude, a disturbance is more efficient at converting diabatic heat sources to eddy APE when the level of maximum heating occurs lower in the atmosphere. Given this fact alone, one might logically expect a larger value of the instantaneous growth rate at earlier times when the DRV is its most shallow. MM04 also noted that the instantaneous growth rate of a disturbance in the presence of surface quadratic drag decreases with increasing disturbance amplitude (see their Fig. 7) . Again, this effect would tend to result in larger instantaneous growth rates at earlier times. Finally, the decrease in temperature at higher latitudes is associated with a decrease in moisture content (due to the constant relative humidity profile). As the disturbance translates to the northeast, there is less potential for the generation of kinetic energy through diabatic processes. All of these factors tend to decrease the instantaneous growth rate over time.
A compensating influence, however, is the increase in environmental baroclinicity as the DRV translates northward (up to 45°N), which results in an increase in the baroclinic generation of eddy APE. Ultimately, the positive and negative effects on the instantaneous growth rate taken in conjunction tend to average out, and a nearly constant value of instantaneous growth rate emerges. This shift in the relative effects of diabatic to baroclinic processes is clearly evident in the temporal evolution of the conversion ratio (Fig. 4c) . The burst of growth is associated with a peak in this diagnostic, again illustrating that the burst is largely due to diabatic processes. Subsequent to the burst of growth, the available environmental moisture decreases at the same time that the environmental baroclinicity increases, leading to a steady decline in the conversion ratio.
2) DISTURBANCE STRUCTURE
To examine the structural evolution of the DRV, selected model fields at day 4 are presented in Fig. 5 . In addition to the more organized appearance of the DRV, the most apparent change over this 48-h period is the increased strength of the midtropospheric anticyclonic circulation associated with the negative PV anomaly at this level. The ratio between the magnitude of the lower level and midtropospheric PV anomalies
has continued to decrease with time. As a result, the maximum of meridional wind at these two levels are nearly equal. The increased depth of the DRV noted previously can be seen in Fig. 5 . The height of the maximum of the negative midtropospheric PV anomaly has moved from about 550 mb at day 2 to 475 mb at day 4. This feature of DRV evolution is observed for all model simulations executed here and illustrates how the DRV modifies the initial moisture field. As the DRV intensifies with time, the stronger horizontal and vertical flow results in increased vertical advection of moisture in ascent regions. In this way, the DRV interacts with the background environment to increase the depth of the nearly saturated layer, thereby leading to a deeper DRV.
By day 7, significant changes in the DRV structure are evident. The DRV is no longer an isolated feature in the surface pressure field (Fig. 6a) . Rather, a series of alternating anticyclonic and cyclonic disturbances are observed on either side of the DRV. This process can be understood from total relative angular momentum considerations (Shapiro and Ooyama 1990) . Flierl et al. (1977) noted that a slowly varying and isolated vortex on a beta plane must have zero net angular momentum. Therefore, if the initial perturbation vortex has nonzero total relative angular momentum, it cannot remain isolated indefinitely. To adjust to this constraint, the perturbation vortex radiates Rossby waves (e.g., McWilliams and Flierl 1979; Shapiro and Ooyama 1990) . In this context, the radiated Rossby waves are primarily thermal Rossby waves that arise due to the meridional surface gradient of potential temperature, as indicated by the surface concentrated nature of the potential temperature and pressure perturbations associated with these features.
While the DRV remains a robust coherent structure, it is apparent that the DRV is transitioning into a more baroclinic system, a feature of disturbance evolution that was also noted in the mesoscale convective system study of Jiang and Raymond (1995) . Accompanying the clear decrease in the conversion ratio of diabatic to baroclinic conversion to eddy APE (Fig. 4c) , a more frontal structure is beginning to emerge (see the convergence line in 1000-mb circulation in Fig. 6h ). Furthermore, a distinct change in the circulation pattern is predicted: the depths of both the low-level cyclonic circulation and midtropospheric anticyclonic circulation are observed to increase with time ( Fig. 6b) . At subsequent times (not shown here), a cyclonic circulation near the tropopause level is observed upstream of the surface cyclonic circulation, resulting in a disturbance structure more reminiscent of a traditional baroclinic wave.
c. Comparison of a 2D and 3D DRV
The DRV structure observed in Fig. 2 is strikingly similar to that seen in the 2D study of MM04 (see their Fig. 4) : to the east of the vortex center, low-level southerly flow leads into the base of the mesoscale updraft. The ensuing rising motion results in saturation, latent heat release and diabatic PV generation. The DRV is observed to be a warm core system (in the lower to midtroposphere) in both studies.
The largest discrepancy between the 2D and 3D results is found in the midtroposphere. The strength of the negative, midtropospheric PV anomaly is much stronger in the three-dimensional simulation. In two dimensions (x-z), the ratio of the absolute magnitude of the low-level to the midtropospheric PV anomaly is relatively large (a ratio of about 5 to 1 is observed at 47.5 h in MM04's Fig. 4 ). In contrast, the ratio at day two in the 3D simulation is approximately 1.6. Previous studies Farrell 1991, 1992; Whitaker and Davis 1994) have attributed this type of disturbance growth to the interaction and mutual amplification of a surface potential temperature anomaly with an interior, diabatically generated negative PV anomaly. This mechanism is even more readily apparent in the 3D results.
A direct repercussion of the enhanced midtropospheric PV anomaly is the presence of a secondary maximum in the meridional wind field at this level. This feature that is only hinted at in the results of MM04 has been observed in previous 2D studies Buzzi 1994, 1997; Mak 1994 Mak , 1998 Fantini 1995) . The degree of distinction appears to be the result of the precise method of incorporating moisture effects. The moisture parameter used in MM04 (essentially a measure of the deviation from moist neutrality) was smooth in the vertical. In contrast, methods that have incorporated a sharp gradient in either the vertical profile of moisture Buzzi 1994, 1997; Mak 1994; Fantini 1995) or static stability (Mak 1998) capture the presence of a secondary maximum in the meridional wind field, most likely as a result of focusing the level at which PV generation occurs, thereby increasing the local magnitude of the anticyclonic PV anomaly.
The instantaneous growth rate and translation speed associated with the DRV at day two are approximately 0.1 ϫ 10 Ϫ5 s Ϫ1 (e-folding time of about 11.5 days) and 2.5 m s Ϫ1 , respectively. While these numbers are much smaller than for a DRV of equivalent scale in MM04 (approximately 0.5 ϫ 10 Ϫ5 s Ϫ1 and 9.0 m s
Ϫ1
), the results are not inconsistent. The environmental baroclinicity of the control run is significantly weaker than that used in MM04; therefore, one would expect reduced values for the instantaneous growth rate and translation speed. An additional 2D, semigeostrophic calculation with reduced environmental baroclinicity (1.5 m s ), this result can largely be explained by (i) the artificially high values for disturbance growth rate due to two-dimensionality of the problem, and (ii) the infinite reservoir of baroclinicity and moisture in the model setup formulated in MM04.
The conversion ratio of diabatic to baroclinic generation of eddy APE for the control run is about 1.9 at day 2 (Fig. 4c) . Although this value is also low compared to the numbers calculated in MM04 (about 3.0), it is logical to expect a lower conversion ratio in the more complex model setting used here. As a result of assuming that all downdrafts are dry in MM04, the diabatic heating rate is relegated to being either positive or exactly zero. In addition, one must consider the respective areas of integration in the calculation of the energetic conversion terms. In two dimensions (x-z), the vertical cross section is a slice through the region of maximum convective activity. In three dimensions (x-y-z), the volume of integration is dominated by mesoscale downdrafts/synoptic-scale subsidence where the diabatic generation of eddy APE will be either small and/or negative. These effects, taken in combination, result in a significantly reduced value of the conversion ratio in three-dimensional settings.
Results of sensitivity experiments
The 2D, SG study of MM04 indicated that, if an initial disturbance were small enough, DRV formation would be suppressed in the presence of frictional damping. Consistent with this finding, DRV formation does appear to exhibit a dependence on the "size" and "amplitude" of an initial perturbation vortex. While this idea of an amplitude threshold is intriguing and warrants further examination, in this study we will focus our attention on the sensitivity of growing disturbances to some of the more pertinent environmental and perturbation vortex parameters.
a. Environmental baroclinicity
The effects of a change in the magnitude of the environmental baroclinicity are as dramatic as they are intuitive. The sensitivity of the instantaneous growth rate, translation speed and the conversion ratio of diabatic to baroclinic generation of eddy APE at day four are presented in Fig. 7 . Qualitatively, the results are simple to interpret: an increase in environmental baroclinicity results in a faster-growing (Fig. 7a ) and more rapidly moving DRV (Fig. 7b) .
In response to a more intense DRV (as measured by the surface pressure perturbation and the strength of the flow field associated with the DRV), the magnitude of both the diabatic and baroclinic generation of eddy APE are significantly larger (not shown here). The fractional increase in the baroclinic generation due to the increased baroclinicity is greater, however, resulting in a decrease of the conversion ratio of diabatic to baroclinic effects with increasing baroclinicity (Fig. 7c) .
b. Environmental moisture
The sensitivity of the instantaneous growth rate, translation speed and the conversion ratio of diabatic to baroclinic generation of eddy APE at day 4.5 to the depth of the initial moist layer are presented in Fig. 8 . The sensitivity of DRV dynamics to environmental moisture is more complex than that to environmental baroclinicity. Both the absolute magnitude of environmental moisture and the vertical structure of the moisture field need to be considered.
The observed sensitivity to the former is straightforward: in agreement with the findings of MM04, an increase in the magnitude of moisture content results in a faster-growing (Fig. 8a ) and more rapidly moving DRV (Fig. 8b) . This point is highlighted by the reduced values of the instantaneous growth rate and translation speed that are predicted by a model simulation identical to the control simulation, with the exception of reduced low-level relative humidity (60% as opposed to 95%). While the above trend is the same as for an increase in environmental baroclinicity, it should be noted that the magnitude of the increase in instantaneous growth rate and translation speed is smaller in the case of increased moisture content (cf. Figs. 7  and 8) .
The lower relative humidity simulation is also instructive in identifying an important "preconditioning phase," one that is necessary for DRV formation to occur. In a relatively subsaturated background environment, it is likely that the low-level moisture will be insufficient for the isentropic lifting of air parcels to result in saturation, convection and subsequently DRV formation. Through the continued process of warm, moist southerly advection to the east of the circulation center, however, it is possible for the perturbation vortex itself to moisten the lower atmosphere and precondition the environment for slantwise moist convection to occur. As alluded to above, the success or failure of a perturbation vortex in sufficiently moistening its environment before being frictionally damped appears to 2716 be dependent on the size and amplitude of the initial disturbance. Further study of the preconditioning stage of disturbance evolution should provide insight into this threshold amplitude behavior of DRV formation.
The vertical structure of the moisture field is important because it largely defines the characteristic depth of the DRV. The production of interior PV anomalies occurs in regions where a sharp vertical gradient in the heating rate exists Farrell 1991, 1992; Mak 1994 ). The results contained in Figs. 4 and 5 and previous research Buzzi 1994, 1997; Mak 1994; Fantini 1995) clearly show that the vertical profile of the vertical velocity and diabatic heating is strongly controlled by the vertical profile of moisture. If all other factors are equivalent, the level of maximum diabatic heating is higher for a deep moist layer than for a shallow moist layer. In this way, the depth of the moist layer determines the levels at which the diabatic production of negative PV occurs and, as a result, the characteristic depth of the DRV.
Previous 2D results have shown the characteristic depth of a DRV has distinct repercussions on the DRV dynamics. In the presence of quadratic surface drag, a deep DRV was found to grow faster, propagate more quickly and exhibit a lower conversion ratio than a shallow DRV (MM04). It is evident that despite the 3D dynamics and complex environment of this model setting, the basic predictions of MM04 are broadly confirmed.
c. Initial vortex structure
In MM04, the characteristic depth of the observed disturbance was found to be directly tied to the zonal scale of the initial disturbance. The authors did hypothesize, however, that in the true atmosphere it is likely that environmental factors, such as moisture or stability stratification, are more important in determining the characteristic scale of any ensuing disturbance. By examining the sensitivity of DRV structure to the size and amplitude of an initial perturbation vortex (see the ap-
pendix for details), it is possible to test whether it is the characteristics of the background environment or a perturbation disturbance that primarily determines the structure of a DRV. The sensitivity of the instantaneous growth rate, translation speed, and the conversion ratio of diabatic to baroclinic generation of eddy APE to the size and amplitude of the initial vortex are presented in Figs. 9 and 10, respectively. The data are presented at two distinct times to highlight a central point: it is apparent from the lack of sensitivity of DRV characteristics to both the initial vortex size and amplitude that is observed at later times (see dashed lines in Figs. 9 and 10 ) that, to the first order, it is the environmental background state that is the primary determinant of the depth of the DRV and its characteristics.
An examination of DRV structure for these model simulations indicates that, once the initial perturbation vortex has been given sufficient time to adjust to its environment (approximately 4-6 days), the depth of the ensuing DRV and its characteristics are observed to be nearly identical to that of the control run. This result has important implications for the operational forecasting of DRVs: clearly, an accurate portrayal of the initial condition field (in the form of the temperature and moisture structure of the environment) is integral for a proper forecast of DRV formation, growth, and evolution.
While the characteristics of the initial vortex are not the principal factors in determining the scale of the ensuing DRV, the significant sensitivity of the translation speed (Figs. 9b and 10b ) and instantaneous growth rate (Figs. 9a and 10a) to the size and amplitude of the initial vortex that is observed at early times indicates a proper depiction of the perturbation field is also important from a forecasting perspective. To illustrate this point, the daily averaged disturbance track for four DRVs (representing strong and weak amplitude, and large-and small-scale initial perturbation vortices; experiments ST3, ST1, SI3, and SI1, respectively, in Table  1 ) are shown in Fig. 11 .
The predicted discrepancy in disturbance track is due to two effects: the sensitivities of the timing of DRV formation (and the increase in northward drift associated with this event, see above discussion in section 3a) and the magnitude of the translation speed to the characteristics of the initial vortex. A larger/stronger initial vortex is found to transition to a DRV more quickly, resulting in a more northward track. In addition, a larger/stronger vortex translates more quickly (see Figs. 9b and 10b) . As a result, there is a predicted discrepancy of nearly 600 km by day 6 in the most extreme case. It also should be noted that, at this same time, there is a discrepancy in disturbance intensity of about 3 mb, due to the sensitivity of the instantaneous growth rate to the characteristics of the initial vortex (Figs. 9a  and 10a ).
Discussion and conclusions
We have used the PSU-NCAR mesoscale modeling system to confirm previous 2D predictions that an alternative growth mechanism to that of traditional baroclinic instability theory exists in a moist, baroclinic atmosphere. The resulting coherent structure, termed a diabatic Rossby vortex, grows as a result of an approximate phase locking and mutual amplification of two FIG. 8 . Same as Fig. 7 except for sensitivity to environmental moisture (defined by the pressure level at the top of the nearly saturated layer) and time ϭ 4.5 days.
diabatically generated potential vorticity (PV) anomalies: a low-level positive (cyclonic) PV anomaly and a midtropospheric negative (anticyclonic) PV anomaly. The near constant production rate of diabatically generated PV occurs through the process of warm air advection associated with a low-level positive PV anomaly, rising motion due to the ambient environmental baroclinicity, and latent heat release. The sensitivity study here demonstrates that DRV formation requires the presence of sufficient environmental baroclinicity and moisture. Without either one of these components, convection cannot occur and the DRV growth mechanism, which owes its existence to the diabatic generation of PV, cannot operate. Once formed, the ensuing intensity of a DRV is intimately tied to these two parameters: increased environmental baroclinicity and/or increased moisture content results in a more intense disturbance (as measured by the instantaneous growth rate and minimum surface pressure).
The 3D structure of moisture is found to be the most important factor in determining the structure of a DRV. The vertical profile of diabatic heating and the level at which PV generation occurs is largely controlled by the vertical profile of moisture. Broadly speaking, the level at which maximum diabatic heating occurs is higher for a deep moist layer than for a shallow moist layer. In this manner, the depth of the moist layer defines the characteristic depth of the DRV. An examination of the sensitivity of DRV dynamics to the depth of a DRV illustrates the important repercussions of a change in this environmental parameter. In accord with the earlier 2D result, a deep DRV grows faster and translates more quickly than a shallow DRV.
While not the dominant factor in defining the characteristic depth of a DRV, knowledge of the "size" and "amplitude" of an initial perturbation vortex is also important from a predictability standpoint. The translation speed and ultimate intensity of the DRV are sensitive to these parameters. Furthermore, it appears the characteristics of the initial perturbation vortex are important in determining whether DRV formation occurs in cases where the initial environment requires "preconditioning" (moistening) of the low-level atmosphere.
Our findings here illustrate the challenges that DRV formation and evolution pose to the operational forecast community. It is clear that an accurate picture of both the background environment and the perturbation field is integral for an accurate forecast. An erroneous representation of the initial condition field will likely contribute to a poor forecast of DRV evolution or, at worst, lead to the failure of simulating DRV formation entirely. This inherent problem is exacerbated by the remoteness of the preferred regions of DRV genesis: due to their reliance on environmental moisture, DRVs often form and grow over oceanic regions where there is a distinct lack of observational data.
The results herein may also lend significant insight into other important areas of meteorological research. FIG. 10 . Same as Fig. 7 except for sensitivity to the "amplitude" of the initial perturbation vortex (as measured by the maximum potential temperature perturbation at the surface). Two times are presented: time ϭ 2.5 days (solid line) and time ϭ 6 days (dashed line).
A main goal of adaptive observations and singular vector techniques is to ascertain the information content necessary for an accurate forecast. It is likely that disturbances that owe their existence to the DRV growth mechanism will be identified in these types of studies. As a case in point, in their study of the influence of physical processes on extratropical singular vectors, Coutinho et al. (2004) note that, when moist physics are included, some singular vectors occur in new locations and have particularly confined structures. They state one such singular vector "clearly depends strongly on the availability of moisture" (Coutinho et al. 2004) . While a more detailed examination would be necessary to positively associate this feature with DRV dynamics, the result is intriguing. Knowledge gained from the present study provides a useful starting point for studying the varied atmospheric phenomena involving the DRV growth mechanism. In this study, we have limited our analysis to DRV formation, growth, and evolution in a weak to moderate middle latitude baroclinic environment. For situations involving more intense baroclinic environments, however, the DRV can interact strongly with the upper levels, leading to a significant increase in disturbance amplification. This process has been shown to play an important role in a case of explosive cyclogenesis (Wernli et al. 2002) .
We believe the model setup used in this study may provide a useful theoretical framework for studying the extratropical transition of tropical cyclones (Hart and Evans 2001; Jones et al. 2003) . The structure of an initial perturbation vortex with a strong low-level cyclonic circulation, a large warm anomaly, and high moisture content is qualitatively similar to a transitioning tropical cyclone. The idealized MM5 simulations presented here illustrate how such a perturbation vortex can initially survive and subsequently grow in a moist, baroclinic atmosphere. We hypothesize that it is the DRV growth mechanism that allows for the decaying tropical cyclone to translate from a tropical to a baroclinic environment, where significant reintensification can occur.
Another possible link between the DRV growth mechanism and tropical processes may be found in the amplification of easterly waves . The main formation mechanism for easterly waves is barotropic instability; however, these disturbances do exist in an environment of ambient baroclinicity and vertical wind shear. While the sign of the temperature gradient and vertical wind shear is reversed in this case, it is entirely plausible that the growth mechanism outlined in this study may play a role in their westerly propagation and sustenance as they traverse across the mid Atlantic Ocean. Furthermore, this mechanism may aid in increasing near-surface values of vorticity, thereby generating a finite amplitude low-level cyclonic anomaly, which can serve as a precursor disturbance for tropical cyclone initiation (Emanuel 1986; Thorncroft 1995) Future work is planned to build off the framework developed here. insightful comment regarding easterly waves and the reviewers, with specific mention to Dave Raymond, for their helpful comments.
APPENDIX
Model Initial Condition and Sensitivity Results
a. Initial basic state baroclinic zone
The construction of the basic state is a two-step procedure. A first-guess, meridionally varying vertical FIG. 11 . Sensitivity of the disturbance track to the "size" and "amplitude" of the initial vortex for the following MM5 simulations: ST3 (ð), SI3 (*), ST1 (⌬), and SI1 (छ). Each grid point represents a daily average of the instantaneous translation speed. The time range is from 0 to 6 days.
wind shear [S(y)] is prescribed. Within the basic state baroclinic zone (between 25°and 65°N), the first-guess zonal flow (U) vanishes at Z ϭ 0 and attains its maximum value at the tropopause. Outside this area, U is identically zero at all levels. At the tropopause, U varies sinusoidally from zero at 25°N to its maximum value (defined by the imposed maximum vertical wind shear) at 45°N and back at zero at 65°N.
The basic state geopotential (⌽) and potential temperature (⌰) fields are then calculated as follows:
where f is the Coriolis parameter (2⍀ sin), N 2 T is the ambient static stability (10 Ϫ4 s
Ϫ2
), 0 is the reference surface potential temperature (294 K), and T 25N is the surface temperature at 25N (282 K). The y function in (A.1a)-(A.1b) represents the distance (in meters) from 25°N, and Z is pseudoheight (Hoskins and Bretherton 1972) . Values of ⌽ and ⌰ south of 25°N and north of 65°N assume their values at 25°and 65°N, respectively.
In practice, (A.1a) and (A.1b) are implemented on an equal angle, latitude-pseudoheight grid, assuming the shear parameter is constant over one meridonal grid increment (approximately 56 km). The actual basic state zonal wind (U) is then recovered from the 2D field, using geostrophic balance.
U ͑y, Z͒ ϭ − 1 f Ѩ Ѩy .
͑A.1c͒
Please refer to Fig. 1a for the resulting basic state temperature and zonal wind fields for the control case. This simple scheme avoids any significant imbalance in the basic state. This is corroborated by the lack of any significant adjustment to the basic state at early times in the MM5 simulation.
b. Initial perturbation vortex
The perturbation field is represented by a warm core, low-level cyclonic vortex. Given that we are using small to moderate amplitude initial vortices where the Rossby number is less than unity (0.07 for the control run vortex), we adopt the quasigeostrophic (QG) framework for simplicity. The primary dynamical constraint imposed on the vortex is that of zero quasigeostrophic potential vorticity in the interior of the model domain.
The equation for the QG, perturbation PV in the interior is
where a prime represents a perturbation quantity; Z is the pseudoheight (Hoskins and Bretherton 1972) ; and f, , and N 2 T represent the Coriolis parameter, atmospheric density, and the ambient static stability (10 Ϫ4 s Ϫ2 ), respectively. If we assume the latter variables to be spatially constant and impose the constraint of zero QG PV in the atmospheric interior, (A.2) can be simplified to
The hydrostatic equation for this system is given by
͑A.4͒
To solve (A.3) and (A.4) for the perturbation geopotential and potential temperature, wavelike solutions in x and y are assumed. Upper and lower boundary conditions are also imposed: solutions must vanish as Z goes to infinity and a positive potential temperature perturbation that decays horizontally as a Gaussian distribution is assumed, tial temperature perturbation at the center of the vortex and the e-folding radius of the Gaussian distribution, respectively. (A.3)-(A.5) are solved in Fourier space and then transformed back to physical space.
By formulating the initial vortex in this way, we can control both the "size" (through ␣) and the "amplitude" (through A 0 ) of the vortex.
c. Sensitivity to key model parameters
To ascertain if the model results are sensitive to the MM5 physics packages that are employed, the effect of altering certain model-based parameters is now examined.
A comparison of the temporal evolution of the minimum surface pressure for both the Grell (control run) and Kain-Fritsch 2 (Kain 2004 ) cumulus parameterizations is presented in Fig. A1 . After 11 days, the minimum surface pressure for the two model simulations differs by only 0.12 mb and the respective locations of the two simulated DRVs are within 50 km of each other. Given the finding that the cumulus parameterization in the control run is rarely being initiated, the similarity here is somewhat expected.
Also presented in Fig. A1 is the result from a simulation of the control run with surface friction turned off (SFCFRIC). As one would expect, a more intense DRV is predicted in the absence of frictional dissipation (MM04). Furthermore, the distance between the two simulated DRVs is approximately 400 km after 11 days.
To investigate the sensitivity of the study results to the MM5 grid spacing, additional simulations with the control run setup were made with increased resolution. The surface pressure field at day 5 for both the control and a simulation incorporating 30-km grid spacing is presented in Fig. A2 . The higher-resolution DRV exhibits a somewhat lower minimum surface pressure. It is apparent, however, that the qualitative structure of the DRV is very similar for both simulations.
Finally, one model simulation including latent and sensible heat surface fluxes was carried out. The temporal evolution of the minimum surface pressure (not shown here) illustrates that the inclusion of surface fluxes does further intensify the DRV; however, this effect is relatively small. At day 5, a further deepening of only about 0.4 mb is predicted when surface fluxes are included.
Given these findings, we believe the principal results reported here concerning the DRV are robust and pertinent to a discussion of disturbance growth in a moist, baroclinic atmosphere.
