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Abstract
Cyclic codes of odd length over Z4 have been studied by many authors. But what is the form
of cylic codes of even length? The structure of cyclic codes of length n = 2e, for any positive
integer e is considered. We show that any cyclic code is an ideal in the ring Rn=Z4[x]=〈xn−1〉.
We show that the ring Rn is a local ring but not a principal ideal ring. Also, we 5nd the set of
generators for cyclic codes. Examples of cyclic codes of such length are given.
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1. Introduction
Linear and cyclic codes over rings have been discussed in a series of papers orig-
inating with Blake [3,4] and Wasson [13]. A linear code C of length n over Z4 is
de5ned to be an additive submodule of the Z4-module Zn4 . A cyclic code of length n
over Z4 is de5ned to be an ideal in the ring Rn = Z4[x]=〈xn − 1〉.
In recent years, more work has been done for codes over Z4; it has been proven that
codes over Z4 have many practical applications and are important to study. Moreover,
it has been shown that some binary nonlinear codes like the Nordstrom–Robinson,
Kerdock, Preparata, and Goethals codes can be constructed as binary images under the
Gray map of linear codes over Z4 [7].
The structure of cyclic codes over Z4 of odd length n has been discussed in many
articles [1–5,7,8,10,11,13]. It is known [7] that the binary polynomial x3 + x + 1 that
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generates the cyclic Hamming code of length 7 lifts to a polynomial g(x)=x3+2x2+x+3
that generates a cyclic codes over Z4. By adding an overall parity check to make the
coordinates sum to zero we get the octacode, which is equivalent to the binary nonlinear
Nordstrom–Robinson code. It has been shown that cyclic codes over Z4 of odd length
are principal ideals (have single generator) in the ring Rn [5,8,11]. Moreover, it has
been shown that such codes can be generated by 2lh1 + h elements, where l = 0
or 2 and h1 | h | xn − 1 [6]. Using Hensel’s Lemma [9], it was shown [1,5,11] that
the factorization of xn − 1 for odd n over Z4 can be obtained through lifting of the
factorization of xn − 1 over Z2. Hence, xn − 1 factors uniquely as a product of monic
basic irreducible polynomials over Z4.
Not much work has been done for cyclic codes over Z4 of even length n. The
structure of cyclic codes in Rn, as we will show is not as easy as in the case for odd n.
For even n, we noticed that the factorization of x4 − 1 over Z4 is not unique. For
example, x4 − 1 = (x − 1)(x + 1)(x2 + 1) = (x − 1)(x − 1)(x2 + 2x − 1) =(x + 1)(x +
1)(x2 + 2x− 1) over Z4, while x4 − 1 factors uniquely over Z2 into irreducible factors
as x4−1=(x−1)(x−1)(x−1)(x−1). From this example, it is clear that the structure
of irreducible factors of xn − 1 over Z4 is diLerent from the factorization over Z2 for
even n. The reason is that for n = 2e, xn − 1 factors as a product of one irreducible
polynomial (x − 1), n times. This factorization leads to the non-validity of Hensel’s
Lemma over Rn.
The present study deals with the structure of cyclic codes over Z4 of length n= 2e,
for some positive integer e. The basic problem is to 5nd the simplest form of the set
of ideals in Rn.
Cyclic codes of length n over a 5eld of characteristic p, where p divides n are
called repeated-root cyclic codes and have been studied by Castagnoli et al. [6] and
Van Lint [12]. They have shown that these codes are asymptotically bad. However, in
a few cases they are optimal.
We believe the structure of cyclic codes of even length should be investigated.
Finding the structure of cyclic codes of even length over Z4 will help us 5nd the
optimal codes if there are any, and will help us to 5nd a criteria for self-dual codes.
For the case of cyclic codes over 5elds, we know that cyclic codes are principal
ideals regardless of the length. Moreover, we know that binary cyclic codes of length
n=2e, are principal ideals over Z2 generated by factors of (x+1)n, which are given as
(x+1)t , where t6 n. It turns out that this is not the case over rings, and the structure
of ideals in Rn is a little bit more complicated than over 5elds.
We will show in this paper that the ring (PIR), Rn for n = 2e is a local ring with
maximal ideal M = 〈2; x − 1〉, and Rn is not a principal ideal ring (PIR), i.e., not all
cyclic codes have one generator. Also, we will show that the generators for the ideals
need not divide xn − 1 over Z4. Examples of cyclic codes, will be given.
We assume throughout this paper that n= 2e, Rn = Z4[x]=〈xn − 1〉.
2. Cyclic codes over Z4
Consider the ring Rn de5ned as above and let C be an ideal (cyclic code) in Rn.
In this section, the structure of ideals in Rn will be considered. On the contrary
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to the case when n is odd, we will show that the ring Rn is a local ring but not
a PIR.
As usual when studying cyclic codes of length n it is convenient to represent code-
words by polynomials modulo xn−1. We identify v=(v0; : : : ; vn−1) with the polynomial
v(x) = v0 + v1x + · · ·+ vn−1xn−1 in the ring Rn.
Denition 1. By a cyclic code over Z4, we mean an ideal in the ring Rn.
Denition 2. Let u= (u1; : : : ; un) and v= (v1; : : : ; vn) be any two vectors over Z4. We
de5ne an inner product over Z4 by u · v= u1v1 + · · ·+ unvn. If u · v= 0, we say u and
v are orthogonal.
Let ’ :Rn → Z2[x]=〈xn − 1〉 be the map which sends 0, 2 to 0; 1,3 to 1; and x to
x. It is easy to verify that ’ is a surjective ring homomorphism. We know for n=2e,
cyclic codes in Z2[x]=〈xn − 1〉 are principal ideals generated by (x + 1)i ; i6 n.
One can identify the set {0; 1} of the elements of Z2 with a subset of Z4 consisting
of the same symbol {0; 1}. However, as a ring, the operations of Z2 are distinct from
the operations of Z4. In this context the sums and products of elements in Z2 can be
obtained from the sums and products of these elements in Z4 by reducing the latter
modulo 2.
It is known that any polynomial f(x)∈Z4[x] can be represented as f(x) =f1(x) +
2f2(x), where f1(x); f2(x)∈Z2[x]. The image of any polynomial f(x) = f1(x)+
2f2(x)∈Rn, under the homomorphism ’, is f1.
As we have seen above the ring Z2[x]=〈xn−1〉 has a unique maximal ideal generated
by (x− 1), and hence it is a local ring. Since ’−1 is a surjective ring homomorphism,
M = ’−1(〈x − 1〉) = 〈2; x − 1〉 is the unique maximal ideal in Rn. This proves the
following:
Lemma 1. Rn is a local ring with the unique maximal ideal M = 〈2; x − 1〉.
Lemma 2. If R is a local ring with the unique maximal ideal M and M = 〈a〉 =
〈a1; a2; : : : ; an〉, then M = 〈ai〉 for some i.
Proof. Since a1 ∈M , then there exists r ∈R such that a1 = ra. If r is a unit, we
have a = r−1a1 and M = 〈a1〉, otherwise, r ∈M . So, r = 1a1 + · · · + nan, for some
1; : : : ; n ∈R. Hence, a1(1−1a)=2a2a+ · · ·+nana. Since R is a local ring and a is
not a unit (otherwise R=M), (1−1a) is a unit, and a1=(1−1a)−1(2a2a+· · ·+nana).
So, M = 〈a2; : : : ; an〉. By repeating this procedure we can get that M = 〈ai〉 for some
i.
Lemma 3. Rn is not a PIR.
Proof. Suppose Rn is a PIR, Consider the maximal ideal M = 〈2; x−1〉. By the lemma
above, M = 〈2; x−1〉= 〈x−1〉, or M = 〈2; x−1〉= 〈2〉. It is easy to see that x−1 
∈ 〈2〉
and 2 
∈ 〈x − 1〉. Therefore, Rn is not a PIR.
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This is the 5rst diLerence between the cases of n being odd and n=2e. Even though
our cyclic codes here will not be principal ideals in Rn, we will show in this paper
that they are generated as ideals by at most two elements in Rn.
Theorem 1. C is a cyclic code of length n = 2e over Z4 i7 there are polynomials
f = f1 + 2f2; 2q, such that C = 〈f; 2q〉 where f1(x); f2(x); q(x)∈Z2[x]=〈xn + 1〉.
Moreover, we have:
(a) 2q(x) has minimal degree in C or 2q(x) = 0.
(b) f(x) is a monic polynomial of minimal degree among all monic polynomials in
C.
(c) If 2q(x) 
= 0, then q(x) |f1(x), and q(x) | (xn + 1) in Z2[x].
(d) f1(x) |(xn + 1) in Z2[x].
(e) f2(x) has degree less than the degree of q(x) (if 2q(x) 
= 0) or is the zero
polynomial.
Proof. (⇒) Suppose C is a cyclic code of length n= 2e, over Z4.
Let g(x)=g1(x)+2g2(x), and g1(x); g2(x)∈Z2[x], be a polynomial of minimal degree
s in C.
Case 1: If the leading coeNcient of g(x) is a unit (1 or 3), then by the division
algorithm there exist unique polynomials (x), and (x) such that xn − 1= g(x)(x) +
(x), where (x)=0, or deg (x)¡ deg g(x). Since g(x) has minimal degree in C, we
conclude that (x) = 0, and g(x) | (xn − 1) over Z4, and g1(x) |xn + 1 over Z2. By the
division algorithm again, it is easy to show that any polynomial in C is a multiple of
g(x). Therefore, C = 〈g(x)〉.
Case 2: If the leading coeNcient of g(x) is 2. Since g(x) has minimal degree in C,
it has the form g(x)=2q(x), where q(x) can be chosen to be an element in Z2[x], i.e.,
g(x),has content 2.
Case 2.1: Suppose C does not have any monic polynomials, then we claim that
all elements in C are multiples of 2q(x). If this were not the case, then there would
be a polynomial r(x) of minimal degree u in C among all polynomials in C that are
not divisible by 2q(x). Form w(x) = r(x) − 2q(x)xu−s which has degree less than u
(since r(x) is not monic by assumption) or the zero polynomial. In the 5rst case, 2q(x)
divides w(x) by assumption and hence divides r(x). In the second case, it is obvious
that 2q(x) divides r(x). Thus, in either case we have a contradiction. Therefore, all
polynomials in C are divisible by 2q(x) and hence C = 〈2q(x)〉.
Case 2.2: Suppose C has a monic polynomial f(x) = f1(x) + 2f2(x), of minimal
degree t. Note that such a monic polynomial f(x) is not necessarily unique.
Let K be the set of polynomials of degree less than t. g(x)∈K has minimal
degree s.
As in the proof of Case 2.1 above it is easy to get that all polynomials in K are
divisible by g(x).
Let c(x)∈C. By the division algorithm, there exist unique polynomials c∗(x); z(x),
so that
c(x) = c∗(x)f(x) + z(x) where z(x) = 0 or deg z(x)¡ degf(x):
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So, z(x)∈C and hence z(x) = 2q(x)m(x) for some polynomial m(x). Thus,
c(x) = c∗(x)f(x) + 2q(x)l(x):
Therefore, C = 〈f(x); 2q(x)〉.
Write f(x)=f1(x)+2f2(x), where f1(x); f2(x)∈L. If f2(x) has degree larger than
the degree of q(x), then replace f(x) by a polynomial f(x) minus a multiple of 2q(x),
so that f2(x) is reduced to a polynomial of degree less than the degree of q(x).
By the division algorithm, it is easy to see that we can chose f1(x), q(x), so that
q(x) | (xn + 1); q(x) |f1(x), and f1(x) | (xn + 1) over Z2[x].
(⇐) The suNces condition is obvious.
From this theorem we can choose f1(x) = (x + 1)t and q(x) = (x + 1)s, where
t = degf(x)¿s = deg q(x). Also, since f2(x)∈Z2[x], it is easy to see that 2f2(x)
can be written as a sum of powers of (x+1), i.e., 2f2(x)=20 +21(x+1)+22(x+
1)2 + · · ·+ 2d(x + 1)d, where i = 0 or 1∀i = 0; 1; : : : ; d.
Going back to the factors of (xn − 1) over Z4, we know that the factorization into
a product of irreducible polynomials is not unique. But, for example x4 − 1 = (x −
1)(x + 1)(x2 + 1) = (x − 1)l(x), where l(x) = x3 + x2 + x + 1 = (x + 1)3(mod 2Z4[x]).
By mathematical induction we can conclude that xn − 1 ≡ (x − 1)l(x), where l(x) ≡
(x + 1)n−1(mod 2Z4[x]). As a consequence of this and the above theorem we get the
following corollary.
Corollary 1. Suppose C is a cyclic code of length n = 2e over Z4. Then there are
polynomials f = f1 + 2f2; 2q, (where f1(x); f2(x); q(x)∈Z2[x]=〈xn − 1〉) such that
C = 〈f; 2q〉. Moreover, we have f1(x); f2(x); q(x) satisfy the conditions in Theorem
2.4, and f1 = (x + 1)t ; 2q(x) = 2(x + 1)s, 2f2(x) = 20 + 21(x + 1) + 22(x + 1)2 +
· · ·+ 2d(x + 1)d, and n¿ t¿s¿d.
Remarks. (1) Note that in the theorem above, it is not necessarily the case that f(x)
divides xn − 1 over Z4 even if C = 〈f(x)〉 and f(x) is monic. For n= 4, consider the
cyclic code C = 〈x3 + x2 − x − 1〉, then x3 + x2 − x − 1 does not divide x4 − 1.
(2) f1(x), q(x) can be chosen to be a product of distinct polynomials in the set
W = {xv + 1: v= 1; 2; : : : ; 2e−1}.
(3) It is easy to show that if C = 〈g(x)〉, where deg g(x) = r, and g(x) | xn − 1 over
Z4, then C is a free Z4-submodule with basis %={g(x); xg(x); : : : ; xn−r−1g(x)} and rank
n− r.
Example 1. Let n=4, and consider x4−1=(x−1)(x+1)(x2 +1)=(x−1)(x−1)(x2 +
2x − 1) = (x + 1)(x + 1)(x2 + 2x − 1).
We list all cyclic codes of length 4
C1 = 〈0〉;
C2 = 〈1〉;
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C3 = 〈2〉;
C4 = 〈x − 1〉;
C5 = 〈x + 1〉;
C6 = 〈x2 − 1〉;
C7 = 〈x2 + 1〉;
C8 = 〈x2 + 2x − 1〉;
C9 = 〈(x + 1)2〉;
C10 = 〈x3 + x2 + x + 1〉;
C11 = 〈x3 + x2 + x − 1〉;
C12 = 〈x3 + x2 − x − 1〉;
C13 = 〈x3 − x2 + x − 1〉;
C14 = 〈2(x + 1)〉;
C15 = 〈2(x2 + 1)〉;
C16 = 〈2(x3 + x2 + x + 1)〉;
C17 = 〈x + 1; 2〉;
C18 = 〈x2 + 1; 2〉;
C19 = 〈x2 + 1; 2(x + 1)〉;
C20 = 〈x2 − 1; 2(x + 1)〉;
C21 = 〈x3 + x2 + x + 1; 2〉;
C22 = 〈x3 + x2 + x + 1; 2(x + 1)〉;
C23 = 〈x3 + x2 + x + 1; 2(x2 + 1)〉:
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3. Conclusion
We have classi5ed all codes of length n = 2e for any positive integer e over Z4.
We have shown that cyclic codes in Z4 need not be principal ideals. Moreover, we
have shown that the generators of cyclic codes are a sum of powers of (x + 1). As a
result of this, we were able to avoid considering the factorization of xn − 1 over Z4
into irreducible polynomials, which is as we have shown is not unique. Open problems
include the study of optimal codes for this length, and the study of cyclic codes in
general of other lengths.
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