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Cartesian Products of Graphs and Metric Spaces
S. AVGUSTINOVICH† AND D. FON-DER-FLAASS‡
We prove uniqueness of decomposition of a finite metric space into a product of metric spaces for
a wide class of product operations. In particular, this gives the positive answer to the long-standing
question of S. Ulam: ‘If U × U ' V × V with U , V compact metric spaces, will then U and V be
isometric?’ in the case of finite metric spaces.
In the proof we use uniqueness of cartesian decomposition of connected graphs; a known fact to
which we give a new proof which is shorter and more transparent than existing ones.
c© 2000 Academic Press
1. CARTESIAN PRODUCTS OF GRAPHS
DEFINITION 1. The cartesian product of two simple graphs H and K is the graph G =
H×K with V (G) = V (H)×V (K ) in which vertices (h, k) and (h′, k′) are adjacent iff either
(1) k = k′ and h, h′ are adjacent in H , or
(2) h = h′ and k, k′ are adjacent in K .
Obviously, H × K is connected if and only if both H and K are connected. Also, the
operation is commutative, and associative: (H × K )× L = H × (K × L).
It is known, and several proofs exist in the literature (for instance, [3, 5, 6]) that decompo-
sition of a connected graph into cartesian product of indecomposable factors is unique up to
isomorphism. In this section we present another proof of this fact. Our proof is shorter and
more transparent than existing ones. In addition, we formulate and prove the theorem in a
slightly stronger form, which will be used in the next section to obtain its generalisation to a
wide class of product operations on general (finite) metric spaces.
The conditions (1) and (2) of Definition 1 define a colouring of edges of G = H × K by
two colours, 1 and 2; let’s call it a cartesian colouring. Edges of colour 1 form a subgraph of
G which is the union of |K | connected components isomorphic to H ; similarly for colour 2.
The trivial decomposition G = G × I = I × G where I is a single vertex corresponds to
colouring all edges of G with one colour.
First we give a simple characterisation of cartesian colourings.
PROPOSITION 1. Every cartesian colouring c : E(G)→ {1, 2} of a graph G satisfies the
following properties:
(i) If edges uv and vw have different colours then the path (u, v, w) lies in a four-cycle of
G.
(ii) If a cycle in G is a union of at most two monochromatic paths then it is monochromatic.
Conversely, every colouring c : E(G) → {1, 2} of a connected graph satisfying these
two properties is cartesian.
PROOF. To check the required properties for cartesian colourings is easy. Let G = X × Y
be the cartesian decomposition corresponding to the colouring.
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(i) Let the vertex v have coordinates (x, y). Then vertices u, w have coordinates (x ′, y),
(x, y′), and the vertex (x ′, y′) is the fourth vertex of the four-cycle.
(ii) is equivalent to the fact that every two connected components of different colours inter-
sect by at most one vertex.
Now, let a colouring c satisfy these two properties. Let X1, . . . , Xm and Y1, . . . , Yn be all
monochromatic connected components of colours 1 and 2 respectively. It follows from (i i)
that these components are induced subgraphs of G.
CLAIM. Any two components of the same colour are either not joined by edges of the sec-
ond colour, or joined by a matching which covers all vertices of the components and induces
an isomorphism between them.
Take any two such components, say, X1 and X2, and consider the edges of colour 2 in
M = X1 ∪ X2; all these edges are between the components. Each vertex of M is incident to
at most one such edge; otherwise two edges of colour 2, xy and xz, together with a path of
colour 1 from y to z, would give a cycle contradicting (i i).
Let x, y, z ∈ M be such that xy is an edge of colour 1, and yz an edge of colour 2. By
(i), there exists a four-cycle xyzw. By (i i), we must have c(zw) = 1 and c(wx) = 2. Thus,
w ∈ M , since z and w are in the same component X i . So, if in M there is an edge yz of
colour 2 then for every neighbour x of y in X i there is an edge of colour 2 in M incident to x .
It follows by connectivity that either there are no edges of colour 2 or they induce a matching
covering all vertices of M .
Finally, if c(xy) = 1 and c(yz) = c(xw) = 2 then the only possibility for a 4-cycle
containing x, y, z is xyzw; therefore zw is an edge. It follows that the matching between X1
and X2 induces a graph isomorpfism; and the claim is proved.
It follows from the claim, and from connectivity of G, that for every component X of
colour 1 and vertex y ∈ V (G) there is a monochromatic path of colour 2 from y to X ; in other
words, X i ∩ Y j 6= ∅ for all i, j .
Now we can reconstruct a structure of cartesian product from the colouring c. Take an
arbitrary vertex o ∈ V (G); let X and Y be the connected components of colours 1 and 2
respectively containing o. Take any vertex v ∈ V (G); let v ∈ X i and v ∈ Y j . Assign to v the
pair (x, y) where {x} = X ∩ Y j , {y} = Y ∩ X i . It is easy to check that this indeed gives us a
representation G = X × Y for which c is the corresponding catresian colouring. 2
The next theorem tells that cartesian decomposition of a connected graph is unique in a very
strong sense.
Fix an arbitrary vertex o of a graph G = H1 × · · · × Hm . We may consider the graphs Hi
as induced subgraphs of G containing o; together they contain all edges incident to o.
LEMMA 1. Let G = H × K = X × Y where H, K , X, Y are subgraphs of G having a
common vertex o. Then H = (H ∩ X)× (H ∩ Y ).
PROOF. Consider cartesian colourings c1, c2 corresponding to two decompositions G =
X × Y and G = H × K . The subgraph H is a monochromatic connected component of the
colouring c2. Consider the colouring induced on H by c1. It trivially satisfies the property
(i i) of Proposition 1. The property (i) is just as easy to check: let uv and vw be two adjacent
edges of H with c1(uv) 6= c1(vw). By (i) applied to c1 in the whole graph G, there exists a
four-cycle uvwx . We have c2(uv) = c2(vw); so, by (i i) applied to c2, the cycle uvwx must
be monochromatic. Therefore, the vertex x also lies in H , and (i) holds. It remains to note
that H ∩ X and H ∩ Y are monochromatic connected components in H with respect to the
colouring c1, and so by Proposition 1 we have H = (H ∩ X)× (H ∩ Y ), as claimed. 2
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THEOREM 1. Let G be a connected graph, o its vertex. There exists a uniquely determined
collection of induced subgraphs H1, . . . , Hm of G, o ∈ V (Hi ), such that G = H1×· · ·×Hm;
and in every cartesian decomposition G = X1 × X2 with o ∈ X i ⊆ G, both X i are products
of some of the graphs Hi .
PROOF. Take any representation G = H1×· · ·× Hm in which all subgraphs Hi are further
indecomposable, and all Hi contain the vertex o. We shall prove that the graphs Hi are as
required; in particular, such decomposition is unique.
Consider two decompositions G = X1 × X2 and G = H × K where H = Hi and K is
the product of all H j for j 6= i . By Lemma 1, H = (H ∩ X1) × (H ∩ X2). Since H , by
assumption, is indecomposable, we must have either H ⊆ X1 or H ⊆ X2. Applying this
argument to all Hi ’s in turn, we prove the theorem. 2
2. PRODUCTS OF METRIC SPACES
Cartesian product of graphs is a partial case of a more general product operation defined
on arbitrary metric spaces (we may consider simple graphs as metric spaces, with the graph
distance metrics).
Let R≥0 denote the set of non-negative real numbers.
DEFINITION 2. A function µ : R≥0 × R≥0 → R≥0 is called metrical if it satisfies the
following properties:
(M1) µ(x, 0) = µ(0, x) = x ;
(M2) µ is strictly increasing in each coordinate;
(M3) µ(x + x ′, y + y′) ≤ µ(x, y)+ µ(x ′, y′);
(M4) µ(x, y) = µ(y, x);
(M5) µ(x, µ(y, z)) = µ(µ(x, y), z).
Important examples of metrical functions are lp-norms on R2, 1 ≤ p <∞:
lp(x, y) = (x p + y p)1/p.
(Note that l∞(x, y) = max(x, y) is not metrical since it does not satisfy (M2); indeed, our
main theorem in this case does not hold.)
DEFINITION 3. Let µ be a metrical function. The µ-product of metric spaces (X, dX ),
(Y, dY ) is the metric space X ×µ Y = (X × Y, d) in which the distance d is given by the
formula
d((x1, y1), (x2, y2)) = µ(dX (x1, x2), dY (y1, y2)).
The properties (M2) and (M3) of µ ensure that X ×µ Y is indeed a metric space; that is,
the triangle inequality holds. (M1) implies that both X and Y are induced metric subspaces of
X ×µ Y . Finally, (M4) and (M5) imply that µ-product of metric spaces is commutative and
associative; so we can unambiguously speak about the µ-product of arbitrarily many factors.
The cartesian product of simple graphs is a partial case of this construction; namely, it is
just the l1-product. Another important partial case is the l2-product of general metric spaces.
For instance, the Euclidean n-dimensional space Rn is the l2-product of n copies of R.
There is a long-standing question of S. Ulam [1, Problem 77(b)]: if X and Y are compact
metric spaces, and X ×l2 X ' Y ×l2 Y , will X and Y be isometric?
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In this section we shall prove uniqueness of decomposition of finite metric spaces into a
µ-product in the same strong form as in Theorem 1. In particular, this will imply the Ulam’s
conjecture for finite metric spaces.
In [2], uniqueness of decomposition (and Ulam’s conjecture) were proved for compact sub-
sets of the Euclidean space Rn . The notions of an admissible function and of correspond-
ing product of metric spaces defined there almost precisely correspond to our Definitions 2
and 3. The only difference is that in [2] an admissible function, in addition to our properties
(M1)− (M5), is required to satisfy the property µ(ax, ay) = aµ(x, y).
In [4], uniqueness of decomposition was proved for arbitrary metric spaces for the case of
µ = l1.
For the following, we fix an arbitrary metrical function µ.
THEOREM 2. Let (V, d) be a finite metric space, o its point. Then there exists a uniquely
determined collection of subspaces H1, . . . , Hm of V , o ∈ Hi , such that V = H1 ×µ · · · ×µ
Hm; and in every cartesian decomposition V = X1 ×µ X2 with o ∈ X i ⊆ V , both X i are
µ-products of some of the Hi .
Before proving this theorem, we need to introduce another definition.
DEFINITION 4. Two points u, v of a metric space (V, d) are called µ-close if for every
point x 6= u, v one has d(u, v) < µ(d(u, x), d(x, v)). The µ-skeleton of V , denoted by
Gµ(V ), is the graph on the vertex set V whose edges are the pairs of µ-close vertices.
LEMMA 2. (1) The µ-skeleton of every finite metric space (V, d) is connected. (2) Let
(V, d) = (X, d|X )×µ (Y, d|Y ) for some subsets X, Y of V . Then we have Gµ(V ) = Gµ(X)×
Gµ(Y ) (cartesian product of graphs), and the underlying direct product structure on the vertex
set V is the same for these two products.
PROOF. (1) By way of contradiction, suppose that the graph G = Gµ(V ) is not con-
nected. Call a pair (x, y) of vertices split if x and y lie in distinct connected compo-
nents of G. Let (u, v) be a split pair for which d(u, v) is minimal (note that here we
use finiteness of V ). For every x ∈ V , x 6= u, v, at least one of the pairs (u, x), (x, v)
is split. Therefore, by (M1), (M2), and minimality of d(u, v) among all split pairs, we
have µ(d(u, x), d(x, v)) > d(u, v)—u and v are µ-close, contrary to our assumption.
(2) Let G X = Gµ(X), GY = Gµ(Y ). Form the cartesian product G = G X × GY on
the vertex set V . We shall show that G = Gµ(V ), that is, they have the same edge
sets. Let u = (x, y) and v = (x ′, y′) be not adjacent in G. There are two cases. If
x 6= x ′ and y 6= y′ then consider the vertex w = (x, y′). By definition of µ-product,
d(u, v) = µ(d(u, w), d(w, v)), so u and v are not µ-close, and are not adjacent in
Gµ(V ). In the other case, say, x = x ′ and y, y′ not adjacent in GY , we can find in GY a
vertex y′′ such that d(y, y′) ≥ µ(d(y, y′′), d(y′′, y′)), and again the vertexw = (x, y′′)
demonstrates that u and v are not µ-close in (V, d).
Conversely, let u and v be adjacent in G; say, y = y′ and x , x ′ adjacent in G X . Consider
any vertex w = (x ′′, y′′) distinct from u, v. If x ′′ is distinct from x, x ′ then
d(u, v) = d(x, x ′) < µ(d(x, x ′′), d(x ′′, x ′))
together with d(u, w) ≥ d(x, x ′′) and d(w, v) ≥ d(x ′′, x) give us the desired strict inequality.
If x ′′ = x then y′′ 6= y, and
d(w, v) = µ(d(x, x ′), d(y, y′′)) > µ(d(x, x ′), 0) = d(x, x ′) = d(u, v),
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and again we have strict inequality d(u, v) < µ(d(u, w), d(w, v)). Therefore u and v are
µ-close in (V, d), as required. 2
Now we are ready to prove the main theorem. As in the case of graphs, it will immediately
follow from the following exact analogue of Lemma 1:
LEMMA 3. Let (V, d) = H×µ K = X×µY where H, K , X, Y are subspaces of V having
a common vertex o. Then H = (H ∩ X)×µ (H ∩ Y ).
PROOF. Let G be the µ-skeleton of (V, d). By Lemma 2, G is connected, and G = G H ×
G K = G X × GY (we use the same notation as in the proof of the lemma). So, by Lemma 1
we have G H = (G H ∩ G X ) × (G H ∩ GY ). The only thing we now need to check is that
this direct product is indeed the µ-product of metric spaces. So, take two arbitrary vertices
u, v ∈ H . Let u = (x, y), v = (x ′, y′) be their coordinates in the above graph product:
x, x ′ ∈ H ∩ X , y, y′ ∈ H ∩ Y . But in the µ-product decomposition V = X ×µ Y they have
the same coordinates, and so d(u, v) = µ(d(x, x ′), d(y, y′)), as required. 2
Finally, the argument deriving the theorem from the lemma is a word-for-word repetition of
one in the graph case.
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