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Electrical self-sustained oscillations have been observed in a broad range of two-terminal systems
and are of interest as possible building blocks for bio-inspired neuromorphic computing. In this
work, we experimentally explore voltage-controlled oscillations in NbOx devices with a particular
focus on understanding how the frequency and waveform are influenced by circuit parameters.
We also introduce a finite element model of the device based on a Joule-heating induced insulator-
metal transition. The electroformed device structure is represented by a cylindrical conductive
channel (filament) comprised of NbO/NbO2 zones and surrounded by an Nb2O5x matrix. The
model is shown to reproduce the current-controlled negative differential resistance observed
in measured current-voltage curves, and is combined with circuit elements to simulate the
waveforms and dynamics of an isolated Pearson–Anson oscillator. Such modeling is shown to pro-
vide considerable insight into the relationship between the material response and device and circuit
characteristics. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4963288]
I. INTRODUCTION
Threshold switching devices and self-sustained electri-
cal oscillators have attracted particular attention due to their
potential for the applications as selector elements in emerg-
ing non-volatile memory and as building blocks for bio-
inspired neuromorphic computing, respectively.1–4 Among
these, devices based on metal-oxide-metal (MOM) structures
offer the advantage of device simplicity and scalability, and
have been used to realize systems of nano-crossbar array
memory and coupled nano-oscillators.3–6 The systems of
particular interest in the present study display current-
controlled negative differential resistance (CC-NDR), also
called threshold switching, due to a thermally induced
insulator-metal or metal-insulator transition (IMT/MIT).7–9
The resistance change is dominated by a thermally trans-
formed volume that changes from an insulating to a metallic
state at high temperatures and returns to an insulating state
when the temperature is lowered. In device operation, the
transition is controlled by local Joule heating and the device
switches between the insulating and metallic resistance states
at particular voltages. Vanadium dioxide (VO2) is a well-
studied prototypic material for the CC-NDR element in
relaxation oscillators10–16 but unfortunately its low transition
temperature (TIMT) (340K) precludes its use in many
microelectronics applications, where the expectation is that
devices will operate at temperature approaching 400K.
Recent interest has focussed on related IMT materials with
higher transition temperatures, including NbO2 which has a
transition temperature of 1073K,17,18 extending the possi-
ble temperature range of applications.
Although there are some early reports on NbO2 self-
oscillation,19,20 Lalevic and Shoga first reported stable and
reproducible oscillations with frequency up to 600 kHz in
single crystal NbO2 and polycrystalline NbOx films in
1981.21 Recently, several reports have highlighted the non-
linear current–voltage (I  V) characteristics of electrically
switched NbOx thin films
22–25 and the occurrence of MHz
periodic oscillation signals maintained across two-terminal
devices.7,26,27 Our previous study demonstrated the electrical
self-oscillation with a frequency of tens of MHz in a
Ti/NbOx NDR device with low operation voltages, large fre-
quency control range, and long endurance.26 A unique fea-
ture of these IMT-based oscillators is that they do not require
any inductive elements or transistors as required in conven-
tional electrical oscillators.7 The oscillation frequency can
also be tuned over several orders of magnitude by controlling
the source voltage or load resistance.5,6 These features
are particularly attractive for making scalable, low-power
devices.
The threshold switching mechanism in amorphous NbOx
films remains unclear, with recent discussion centering
around two mechanisms: one based on the thermally induced
IMT in crystalline t-NbO2;
7,17 and the other, a purely elec-
tronic model, based on the temperature dependence of Poole-
Frenkel (PF) conduction.28–30 Both models assume that
switching occurs along a filamentary path created during
electroforming and results from a reduction in electrical resis-
tivity with the increasing temperature due to local Joule heat-
ing. The difference is the basis of the resistivity change,
which in one case is a thermally induced IMT and in the other
is an increase in trap-assisted carrier transport. Since the
IMT is specific to crystalline NbO2, it has been speculated
that a polycrystalline NbO2 zone or filament is created by the
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electroforming process and that this is responsible for the
IMT response.31–33 This is not unreasonable given the high
local temperatures (>1073K) associated with the electro-
forming process, and indeed, it has recently been confirmed
experimentally for films subjected to high forming cur-
rents.29,34,35 It is also interesting to note that the limited num-
ber of transition metal oxides (TMOs) that exhibit reliable
threshold switching (e.g., TiOx, VOx, and NbOx) also have
crystalline phases that exhibit thermally induced IMTs.8
Various combined phase structures of NbO, NbO2, and
Nb2O5x have been proposed to result from electroforming,
34
including structures comprised of a NbO/NbO2 current chan-
nel.24 The threshold switching response will be clearly influ-
enced by such microstructure.
Here, we investigate the self-oscillation behavior of
NbOx threshold switching devices and introduce a finite-
element model of threshold switching that accounts for the
CC-NDR response of devices and provides the basis for
studying the relationship between the materials response and
oscillator dynamics. The model is based on a Joule-heating
induced IMT in NbO2, with the electroformed device struc-
ture represented by a NbO/NbO2 current channel (filament)
surrounded by an oxygen-deficient Nb2O5x matrix. The
model is extended to include the effect of circuit elements in a
simple Pearson–Anson electrical circuit and shown to capture
the periodicity and waveform of device currents and voltages
as a function of the circuit parameters. These simulations pro-
vide an in-depth understanding of the nature of oxide oscilla-
tors and their dependencies.
II. EXPERIMENTAL AND SIMULATION METHOD
A. Devices
Pt/Ti(10 nm)/NbOx/Pt test structures were employed for
this study, as shown in Figure 1(a). To fabricate devices, a
100 nm Si3N4 was first deposited on a Si substrate by
plasma-enhanced chemical vapour deposition (PECVD) at
300 C. Pt (50 nm) bottom electrodes (BEs) were then
deposited on the Si3N4 by electron beam evaporation. Note
that the Si3N4 surface was cleaned in-situ by Ar-ion bom-
bardment prior to Pt deposition to obtain good adhesion
between Pt and Si3N4. (This was checked by the scotch-tape
test before and after annealing up to 500 C.) 75 nm thick
films of NbOx oxide were deposited onto the Pt BEs at room
temperature using reactive sputtering from a metallic nio-
bium target, in which the stoichiometry was controlled by
the ratio of argon to oxygen (18/2 at 20 sccm) at a constant
total pressure of 4 mTorr and constant power of 150W.
Patterned top electrodes (150–250 lm in diameter) were
then deposited through a shadow mask by e-beam evapora-
tion in a vacuum better than 106Torr. These comprised a
10 nm Ti layer followed by a 50 nm Pt layer to provide
more robust contact pads and to protect the Ti from oxida-
tion. After fabrication devices were subjected to a rapid
thermal anneal at 300 C for 5min. Pt/Nb(10 nm)/NbOx/Pt
structure was also fabricated and annealed under the same
condition.
B. Characterization
The stoichiometry of the NbOx layers was determined by
the electron Rutherford backscattering (eRBS) technique24,36
and X-ray diffraction confirmed that they were amorphous,
both as-deposited and after annealing at 300 C.37 Electrical
measurements were carried out in air using an Agilent
B1500A semiconductor parameter analyser attached to a
Signatone probe station. Rectangular voltage pulses were
generated with a Waveform Generator/Fast Measurement
Unit (WGFMU) as part of the B1500A analyser, and the
resulting electrical response was recorded by monitoring the
voltage drop across the 50 X resistor using a Tektronix
TPS2024B oscilloscope.
C. Numerical calculations
Finite-element simulations of Joule heating in the NbOx
film are performed using the COMSOL Multiphysics soft-
ware by coupling electric current (ec) and heat transfer in
solids (ht) physics modules. DC switching characteristics
were calculated by assuming an increasing voltage/current
sweep with positive sign for insulator-metal transition.
Subsequently, the two dimensional axis-symmetric model of
the NbOx film that acted as a resistive element is further cou-
pled with electrical circuit (cir) module included with the
DC supply, load resistor (RL), and capacitor (C). The full
model is solved self-consistently to capture the circuit
response to any parameter change.
FIG. 1. (a) Schematic of the fabricated Pt/Ti/NbOx/Pt test devices and the
measuring conditions. (b) Measured I  V curves for both voltage- and
current-sweeping modes, showing a clear CC-NDR characteristic with
multi-NDR properties.
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III. ELECTRICAL SWITCHING AND DYNAMICS
PROPERTIES
The as-deposited NbOx film was amorphous and
remained so after annealing.37 Threshold switching behav-
iour and electrical self-oscillation were only observed after
an initial electroforming step in which the device was sub-
jected to a negative voltage sweep to induce soft break-
down.26,37 Given that a Ti electrode is used in the present
study, it is also important to note that self-oscillation behav-
iour has been observed in polycrystalline TiO2 thin films in
Ti/TiOx/Cr device structures.
38 To assess the effect of tita-
nium suboxides in the present case, Pt/Nb/NbOx/Pt device
structures were characterised for comparison. These devices
exhibited similar threshold switching and self-oscillation
behaviour after an initial electroforming step (see Figure S1
in the supplementary material), suggesting that threshold
switching is due to NbOx.
A. I–V response
The I  V response of Ti/NbOx devices is shown in
Figure 1(b) for both voltage- and current-controlled sweep-
ing modes, clearly highlighting the threshold switching
response and CC-NDR. In the low applied current range
from 50 to 200 lA, the voltage is observed to increase con-
tinuously; the device is in high resistance state, i.e., “off”
state. When the applied current surpasses the threshold cur-
rent (Ith  0.2mA—labelled B) the voltage starts to decrease
continuously, with an onset voltage for the NDR at 0.88V,
called the threshold voltage (Vth). This corresponds to the
onset of the IMT transition and the device continues to
exhibit NDR until the current is increased to the hold current
(Ih  2.1mA—labelled D), which corresponds to saturation
of the metallic phase volume at 0.75V, called the hold
voltage (Vh). After this, the voltage increases monotonically
as the current increases, with the device in a low resistance
(metallic) state, i.e., “on” state. As indicated in Figure 1(b),
multi-NDR regions are evident in the I  V curves, similar
to those observed in VO2 devices.
11,39–41 In the VO2 case, it
was suggested that the emergence of these NDR regions
resulted from the progressive development of the IMT in the
oxide material, where metallic nano-domains within the
oxide matrix grow gradually and semiconducting and metal-
lic domains co-exist in the oxide films.11,41 Similar effects
can be expected in the case of NbOx films with intrinsic
material inhomogeneities after the electroforming step.
B. Self-oscillation
Switching dynamics and the ability to generate self-
sustained oscillations were investigated for the Ti/NbOx
device by integrating it into an electrical circuit similar to a
Pearson-Anson relaxation oscillator with the MOM device
acting as the CC-NDR element.7,26,42 A schematic diagram
of the electrical circuit used for the generation of the IMT/
MIT electrical oscillation is shown in Figure 2(a). It consists
of a pulsed voltage supply, a load resistor (RL), a 50 X moni-
toring resistor and the CC-NDR device under test. The input
voltage pulse (VS) and the voltage across the 50 X resistor
(V50X) during voltage excitations were monitored using a
Tektronix TPS2024B oscilloscope. The series resistor RL
modifies the Ti/NbOx IMT dynamics through negative feed-
back, and to achieve oscillation, the external resistance,
RL þ 50, should be larger than the critical resistance:5 RC
¼ VthVhIhIth  70X: Load line analysis
26,43 shows that the voltage
window for stable oscillation is from VS;min to VS;max, where
VS;min ¼ Vth þ ðRL þ 50ÞIth and VS;max ¼ Vh þ ðRL þ 50ÞIh.
A 2-ls-long bias pulse with the voltage amplitude in the
range of (VS;min, VS;max) was applied, during which voltage
oscillations across the Ti/NbOx device were observed.
26
With RL of 1 kX, load-line analysis indicates that voltage
generation window is (1.1, 2.9) V. Figure 2(b) shows the
measured device current (IDevice ¼ I50X ¼ V50X=50) at vari-
ous VS values ranging from 1.0 to 2.8V. Three features are
evident: (a) Sporadic oscillations with an ill-defined period
for VS around 1.17V, which is the threshold for inducing the
IMT in the NbO2 zone or filament. Interestingly, even when
using the same operation conditions, a different number of
peaks is observed (see Figure S2 in the supplementary mate-
rial), an effect related to the stochastic nature of the switch-
ing process and intrinsic material inhomogeneities; (b) stable
relaxation oscillation for VS > 1.17V, which is the most
interesting feature for many applications;2–4 and (c) damped
oscillations for VS  2.6V, where the NbO2 zone tends to
remain in the metallic state during the pulse period. This
damped oscillation is typical for a circuit with CC-NDR ele-
ments when the source voltage is close to the upper limit.
These features can also be observed for different VS with
RL¼ 500 X, 2 kX, and 4 kX, as shown in Figure S3 (supple-
mentary material).
The frequency of the NbOx oscillator was observed to
increase as VS increased,
5,10,26 with a voltage tuning sensitiv-
ity of fOsc from 22.6MHz/V with RL of 0.5 kX to 2.5MHz/V
with RL of 4 kX. Besides VS and RL in this experimental con-
figuration, the frequency was also controlled by the intrinsic
device capacitance (CDevice) and the parasitic capacitance
(CParasitic), where the latter arises from the measurement sys-
tem, i.e., coaxial cables, the voltage source, and probes.
Figure 2(c) shows typical device current (IDevice ¼ I50X
¼ V50X=50) oscillations for VS ¼ 1.2V (2 ls) directly after a
measurement of the I  V characteristic in Figure 1(b). This
shows stable waveforms with six oscillation periods as a
result of repetitive switching and relaxation. The fundamen-
tal frequency of the oscillator here is 3.5MHz. The current
waveform in one oscillation period consists of two parts: a
rapid current spike followed by a slower decay. It is expected
that each spike component is related to the IMT/MIT transi-
tion of the threshold switching device, where the device
changes between a low-current insulator state and high-
current metal state. However, the peak-to-peak amplitudes of
the current waveforms (DIpeaktopeak) were measured as
0.4mA, which is 21% of the difference between the Ith
and Ih (DI ¼ Ih  Ith ¼ 1:9mA). This is not the case in VO2
devices reported by Kim et al.,13 where the DIpeaktopeak is
almost the same as DI. This difference is related to the ratio
between CDevice and CParasitic in the circuit and will be dis-
cussed further in Sec. IV.
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The decay part of the current oscillation can be fitted
with an exponential decay curve derived from simple circuit
analysis10,13
IDevice / VS 1þ RD
RL þ 50 exp 
t t0
s
  
; (1)
where IDevice is the current across the device, Vs is the source
voltage, and s ¼ RTCT is the time constant of the circuit,
where RT ¼ RDðRLþ50ÞRDþRLþ50 is the overall resistance in the circuit,
and CT is the overall capacitance associated with CDevice and
CParasitic. In Figure 2(c), the red dashed lines show fits to the
data with the exponential decay curve of Equation (1). Based
on the fitted results, CT was estimated as 265 pF for a bias
voltage of 1.2V and was found to decrease with the increas-
ing voltage, as shown in Figure 2(d). A similar phenomenon
of negative differential capacitance has also been observed
in VO2 films
13 and interpreted as an increase in the fraction
of metallic nano-domains within the switching region with
increasing voltage. Further deep experiments are needed to
clarify the origin of the phenomenon in the NbOx devices.
IV. SIMULATION AND DISCUSSION
Pickett and Williams established a simple analytical
model of threshold switching based on Joule heating of a
volume that undergoes an insulator-to-metal transition, and
used a SPICE simulation to obtain good agreement with the
experimental measurements of the static and dynamic behav-
iour of devices.7 However, a large departure between the
experimental and the model I–V curves was observed, espe-
cially in the low current region below the threshold voltage.7
This departure was believed to arise from the most aggres-
sive assumption of their model where the electrical resis-
tance of the insulating phase is linear and temperature
independent, and the temperature within the metallic fila-
ment is constant. Furthermore, using these simple material
and geometric parameters, this model fails to adequately
describe our data, in particular, the feature of the NDR
region in the static current-sweeping I–V curves (see Figure
S4 in supplementary material). To address these limitations
and more accurately describe Joule heating and thermal
transport between the metallic filament and the surrounding
device, a numerical model based on the finite element
method is presented for threshold switching.
To reproduce the I  V curves in Figure 1(b), a two
dimensional (2-D) axis-symmetric finite element simulation
model was solved self-consistently in a time-dependent
solver. In relation to our micro-meter sized devices with
75 nm thick films and the high compliance current (20mA)
forming process,37 the model considers a NbO/NbO2 current
channel (filament) surrounded by oxygen-deficient Nb2O5x
as the simulated cell, where the effective NbO2 zone is a
small active region with 100 nm diameter and 30 nm
FIG. 2. (a) Schematic of the electrical
circuit used to study the dynamics of
self-oscillation when exciting the
NbOx device with rectangle voltage
pulses. (b) Measured oscillation wave-
form of the device current (IDevice) in
the 50 X resistor for 2 ls source volt-
age (VS) pulses in the range from 1.0
to 2.8V and a series resistor of 1 kX.
(c) The decay part of the current wave-
form with fitted exponential decay
curves from simple circuit analysis. (d)
The total capacitance CT determined
from fits to experimental and simulated
waveforms, and the sum of the simu-
lated device capacitance CDevice and
circuit capacitance CParasitic as a func-
tion of the source voltage.
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thickness, as shown in Figure 3(a). The threshold switching
response of NbO2 is assumed to result from a thermally
induced IMT as proposed by Pickett and Williams.7 The
time-dependent heat equation is solved, along with the conti-
nuity equation for temperature T and potential V,24,44 i.e.,
qmCp@T=@trkrT ¼ J2=r; (2)
rJ ¼ rrrV ¼ 0; (3)
where qm, Cp, k, J, and r denote mass density, heat capacity,
thermal conductivity, local current density, and electric con-
ductivity, respectively. The k and r values of NbO2 film
depend on device temperature and its conduction state.
Simply, we use kinsulator ¼ 0:07, kmetal ¼ 1:5 W m1K1, and
rinsulator ¼ ro expðEAC=kBTÞ, rmetal ¼ 1 104 X1m1.
Here, ro is a pre-exponential factor, and EAC is the activation
energy for carrier transport. We further assumed that the
Nb2O5x zone represented the high resistance state of the
memory,45 and that the temperature dependence of k and r
were given by: rNb2O5 ¼ ro expðEAC=kBTÞ and kNb2O5
¼ kth0ð1þ kðT  T0ÞÞ, where ro ¼ 100 X1m1, EAC
¼ 0:048 eV, kth0 ¼ 0:035 W m1K1, and k ¼ 0:01 K1.
The k and r values of the NbO zone represented the low
resistance state of the memory, and were assumed as rNbO ¼
7:5 104 X1 cm1 and kNbO ¼ 10 W m1K1.45 For the k
and r values of Pt and Ti and other used material parameters
such as mass density and heat capacity, we used the build-in
material parameters in COMSOL software.
The TIMT for thermally induced phase transitions in tran-
sition metal oxides can differ during heating and cooling
branches.16 However, no such hysteresis is reported for NbO2
films.17 To simplify the analysis, we therefore assumed the
same transition temperature in the calculation, with the IMT
transition modelled by temperature-dependent thermal and
electrical conductivities that vary between those of the insu-
lating and metallic phases over a temperature range of 100K,
centered at the nominal transition temperature of 1073K.
These parameters were chosen to match the published data on
the IMT in NbO2.
7,24 This allowed a quantitative analysis of
field and temperature contributions and accounts accurately
for the CC-NDR characteristics of the DC response.24,46,47
A. I–V characteristics
The calculated I  V characteristics for the best fit of
the model to the experimental data are shown in Figure 3(b).
Both the low and high current regions are matched reason-
ably well except a deviation in the multi-NDR region. The
on/off ratio for the current jump across the transition is
around one order of magnitude, which is close to the resis-
tance change across the thermal transition in NbO2. The
threshold and hold voltage points are (Vth 0.89V; Ith
 0.2mA) and (Vh 0.74V; Ih 1.6mA), respectively,
where only the hold current is less than the experimental
data (2.1mA). Hence, this model can be used as a predictive
tool for circuit design as well as for simulating the paramet-
ric behaviour of oxide threshold switching. Figure 3(c)
shows the calculated 2-D map of temperature for states A, B,
C, D, and E as labelled in Figure 3(b). Initially, at low biases,
the device is resistive and the current conducts through the
NbO2 zone, then the temperature increases with the increas-
ing current due to Joule heating (A-B in Figure 3(c)). As the
device current increases above Ith (B in Figure 3(c)), the con-
ductivity of the filament decreases and the local IMT is
induced in the central hot spot of NbO2 zone, as shown in
the red color region, which results in the CC-NDR shown in
the I  V curve. A complete metallic NbO2 zone emerged
around Ih (D in Figure 3(c)), and as the current increases fur-
ther, the NbO2 zone remains in the metallic state, and the
temperature increases further (D-E in Figure 3(c)).
The I–V curves for different devices show some vari-
ability due to the simple device structures employed (i.e.,
FIG. 3. (a) Geometry of the simulated
device structure assuming a cylindrical
conductive channel (filament) com-
prised of NbO/NbO2 zones and sur-
rounded by an Nb2O5x matrix. (b)
The comparison of simulated and
experimental I–V characteristics of Pt/
Ti/NbOx/Pt devices. (c) Calculated 2-D
maps of temperature for states A, B, C,
D, and E as depicted in the I–V curve
of the simulation results. The red color
represents the high-temperature metal-
lic regions during the IMT.
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direct probing onto contact pads) and due to the statistical
variability in the electro-forming process. The resulting I–V
curves can be fitted using the proposed IMT model by chang-
ing the “effective” geometry of the filament (i.e., the diame-
ter and relative thickness of the filamentary oxide layers), as
might be expected to result from different electroforming
conditions. Indeed, the model has general applicability and
can also be used to model devices with small active regions
such as that in Pickett’s paper.7 From an experimental per-
spective, improvements in uniformity have recently been
demonstrated for Pt/NbOx/TiN structures using more con-
trolled electroforming (series resistance to reduce current
overshoot).
Alternative models of the NDR response in NbOx have
also recently been proposed.28–30 These are based on the
temperature and field dependence of PF conduction rather
than the thermally induced IMT in crystalline t-NbO2.
7,17
However, the calculated NDR response in these models
critically depends on the assumed temperature and field
dependence of the film conductivity as well as accurate
modelling of local Joule heating. The uncertainty associ-
ated with these assumptions and the sensitivity of the
calculated temperature rise to such parameters makes it
difficult to distinguish between the various PF and IMT
models. For example, the current IMT model can also gen-
erate the NDR response reported by Funck.30 Clearly, new
experiments are required to identify the specific NDR
mechanism in NbOx.
B. Oscillation characteristics
To simulate the dynamics of the device in an oscillator
circuit, including the frequency and waveform of the device
current, the model was extended to include circuit elements
as shown in the schematic of Figure 4(a). To match the cur-
rent oscillation curves, the parameters obtained by fitting the
I  V measurement of Figure 3(b) were used and the value
of CDevice and CParasitic were adjusted. Here, the CParasitic is
marked in the circuit schematic, and plays an important role
in determining the oscillation waveform.
As shown in Figure 4(b) for the case of VS ¼ 1.2V
(2 ls) and RL¼ 1 kX, the model captures the periodicity and
waveform of the oscillations and reproduces the experimen-
tal behaviour very well. The optimal value of CDevice is
240 pF, which is close to the value determined from complex
impedance spectra reported for micro-sized NbOx devices,
48
and the optimal value of CParasitic is 33 pF, which is compa-
rable to the measured open circuit capacitance of the measur-
ing system. The calculations show that the current waveform
is sensitive to the value of CParasitic. For example, for
CParasitic ¼ 0, the current spike disappears, resulting in a
sawtooth waveform with the same fundamental frequency,
as shown by the green line included in Figure 4(b).
An expanded view of the current spike region is shown
in Figure 4(c). Both the experimental and calculated off-to-
on-transition times are DtON ¼ 14 ns, which is consistent
with a previous experimental report (22 ns) (Ref. 49) but
FIG. 4. (a) Schematic of the electrical
circuit used in simulation to study the
dynamics of self-oscillations. (b)
Measured (black squares) and simu-
lated (red curves) oscillation wave-
forms of the current through the 50 X
resistor for a source voltage of
VS¼ 1.2V (2 ls) and the series resis-
tance of RL¼ 1 kX. The green lines
show the simulation data for CParasitic
¼ 0 for comparison, where no current
spike was observed in the current
waveform. (c) Magnification of the
dashed rectangle region in (b). (d)
Measurements (black curves) and sim-
ulation (red curves) of time traces of
the current through the device when
excited with source voltages ranging
from 1.5V (bottom) to 2.6V (top) with
1 kX series.
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the two orders of magnitude larger than that (700 ps)
reported by Pickett and Williams.7 This highlights the effect
of the measurement system and device structure on the
observed rise time. Measurement of the on-to-off-transition
time is complicated in the present case by a sub-peak in the
current oscillation which appears to result from the multi-NDR
regions in the I  V curves in Figure 1(b). An estimate of 4.0
pJ for the total energy input during on-switching can be
obtained by noting that the voltage across the device was
0.9V and that numerical integration of the measured current
over the transition time is4.4 pC. This is more than one order
of magnitude larger than that obtained from Pickett’s experi-
ments due to the energy consumption from the intrinsic parallel
capacitance.7
To match the measured pulse characteristics for other
source voltages above 1.5V, first we fixed the two capacitan-
ces as CDevice ¼ 240 pF and CParasitic ¼ 33 pF. As shown in
Figure S5 (supplementary material), the simulated current
waveforms deviate from the experimental data above 1.7V,
i.e., the frequency and waveform of simulated curves do not
match the experimental data for increasing source voltage.
Considering the phenomenon of negative differential capaci-
tance shown in Figure 2(d), we have adjusted the value of
CDevice and CParasitic to match the measured oscillation wave-
forms for other source voltages in the range from 1.5 to
2.4V, as shown in Figure 4(d). The sum of CDevice
þCParasitic was plotted in Figure 2(d) as a function of source
voltages.
Moreover, we fitted our calculated waveforms with the
exponential decay curve of Equation (1) from simple circuit
analysis. Then the obtained CT for different VS shows the
same trend as that from the experimental data, as shown in
Figure 2(d). However, these calculated CT values are not
equal to the sum of CDevice þ CParasitic, due to circuit dynam-
ics. For the voltage pulse of 2.6V, the simulated device cur-
rent does not show oscillation behavior: this is due to the
fact that the voltage exceeds the upper limit of the stable
oscillation window, which is limited to the voltage range 1.1
to 2.5 V from load-line analysis of the calculated I  V curve
in Figure 3(b). This model can also be used to simulate other
measured pulse characteristics for different source voltages
with of RL¼ 500 X, 2 kX, and 4 kX, as can be seen in Figure
S6 (supplementary material).
C. Voltage/current waveforms and limit cycles
To better understand the device behaviour and the
dynamics associated with oscillations, Figure 5(a) shows the
relationship between the device voltage VDevice and various
current components for a single oscillation period in terms of
simulation data for VS ¼ 1.2V. The latter include the current
due to the resistance of the device (IR device), the current due
to the capacitance of device (IC device), the total device cur-
rent IDevice, and the current due to parasitic capacitance
(IC parasitic). The sequential charging and discharging stages
are evident in the VDevice trace which is related to the low
and high current regions of the IR device signal. Note that
IR device is positive while IC device is negative, and the sum of
the two currents is the current through the device: IDevice
¼ IR device þ IC device. This is the origin of the deviation men-
tioned above where the DIpeaktopeak is less than the current
difference between the Ith and Ih. The oscillation waveforms
for the total device current have a roughly trapezoidal shape,
which is also observed in the other reported experi-
ments.6,7,50 The current through the parasitic capacitance,
IC parasitic is also negative due to the charging and discharg-
ing of CParasitic, which also influences the waveform of
IDevice. As a consequence, the peak of IDevice occurs concur-
rently with the minimum of IC parasitic, but it has 6 ns delay
compared with the maximum of IR device, as shown in Figure
5(a). Consequently, the oscillation frequency, the waveform
of IDevice, the peak-to-peak current amplitude, and even the
off-to-on-transition time are affected by CDevice and
CParasitic, as discussed later.
Replotting the IDevice–VDevice response for VS ¼ 1.2V
defines a limit cycle as shown by the red line in Figure 5(b),
which is a characteristic of self-sustained oscillators.27,51,52
The IR device–VDevice response (blue line) is also plotted in
Figure 4(b), and is shown to roughly match the hysteresis
region of the voltage sweeping I  V curves (dashed line). In
relation to the current sweeping I  V curves (dotted line),
four characteristic points for a cycle of IR device oscillation
are marked in Figure 5(b), which corresponds to those in
Figure 3(b). Region B-E represents the IMT, E-D corre-
sponds to the device in a metallic state, D-A represents the
MIT, and A-B corresponds to the device in its insulating
state. The oscillation mechanism can then be described as
follows: (a) Starting from the threshold-bias point B, the cur-
rent rises to the on-state point E upon switching as a result of
the total capacitance (CT) in the circuit; (b) the current
decreases to point D of the IR device  VDevice characteristic as
the capacitance discharges, and then, the current falls to the
off–state point A due to the MIT; (c) then the voltage
increases as the capacitance charges, and a new cycle of
oscillation begins once the threshold-bias point B is reached,
where the conditions for the onset of oscillating behaviour
are satisfied again.
The corresponding four characteristic points are also
marked in Figure 5(a) to determine the IMT/MIT transition
time. The rise time of 14 ns from B to E in the simulation of
IR device and IDevice is consistent with the experimental value
as shown in Figure 4(c). Here, each spike component can be
related to the IMT(B-E), metal (E-D), and MIT (D-A), while
each decay component can be related to the insulator state
(A-B) of the device. The corresponding time was defined as
tIMT, tmetal, tMIT, and tinsulator. For the case of VS ¼ 1.2V and
RL¼ 1 kX, the oscillation period is TOsc¼ tIMTþ tmetal
þ tMITþ tinsulator¼ 14þ 17þ 10þ 266¼ 307 ns. All four
stages can be tuned by appropriate control of the bias volt-
age, a series resistor, and an external capacitance. The oscil-
lation frequency fOsc can be tuned accordingly.
Similarly, the IDevice–VDevice response for VS¼ 2.2V and
RL¼ 1 kX, also defines a limit cycle as shown by the red
line in Figure 5(c). In relation to the voltage sweeping I  V
curves (dashed line), the IR device–VDevice response represents
a deformed hysteresis region as shown by the blue line in
Figure 5(c), which is a dynamic feature due to the high fre-
quency. Note that if the CParasitic ¼ 0, the limit cycle
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collapses to a straight line for both VS¼ 1.2V and 2.2V
case with RL¼ 1 kX, as shown by the green lines in Figures
5(b) and 5(c).
D. Capacitance dependence on DIpeak2to2peak and
frequency
The tunability of this Ti/NbOx oscillator, including the
effect of device and parasitic capacitances on the operating
frequency, is explored through two sets of simulations: (1)
CDevice is varied from 1 pF to 2 nF and the other parameters
are kept constant (VS¼ 1.2V, RL¼ 1 kX, and CParasitic
¼ 33 pF); (2) CParasitic is varied from 1 pF to 5 nF and the
other parameters are kept constant (VS¼ 1.2V, RL¼ 1 kX,
and CDevice¼ 240 pF). Results show that both the oscillation
wave shape and frequency depend strongly on CDevice and
CParasitic. Figures 6(a) and 6(b) show the current-time charac-
teristics of simulated, self-sustained oscillations for various
capacitance values, where the effects of capacitance can be
clearly observed. The peak-to-peak amplitudes of the total
device current (DIpeaktopeak) decrease significantly when
CDevice reaches 500 pF (Figure 6(a)), since a larger device
capacitance stores and discharges more charge. By increas-
ing CDevice, IC device increases accordingly and DIpeaktopeak
decreases. In contrast, DIpeaktopeak increases significantly
when CParasitic changes from 1 pF to 1 nF (Figure 6(b)).
Finally, DIpeaktopeak increases proportionally with the ratio
of CParasitic and CDevice and then tends to saturate, as shown
in Figure 6(c).
It is believed that the transition between the insulating
and the metallic phase in NbO2 results from a thermally
induced Mott-Peierls transition in which the NbO2 lattice
undergoes a structural transition from a distorted (insulating)
rutile structure at low temperatures to an undistorted (metal-
lic) rutile structure at high temperatures.53 The physical tran-
sition times in a nanoscale NbO2 device between on and off
states have been reported to be 700 ps for the IMT and
2.3 ns for MIT,7 which indicates that the maximum achiev-
able frequency for these oscillators is expected to be GHz.
However, the oscillation frequency is determined by the
resistor-capacitor time constant associated with charging/dis-
charging, and in most cases, the peak frequency is limited by
CParasitic and CDevice. Figure 6(d) indicates that the frequency
is inversely proportional to the sum of CParasitic and CDevice.
To increase the frequency, clearly both the CParasitic and
CDevice should be reduced. This suggested as the advantage
of nanoscale devices for high-frequency operation.
V. CONCLUSION
The electrical self-oscillation behaviour of an NbOx CC-
NDR device was investigated experimentally and with refer-
ence to a finite element model of the switching response
based on a thermally induced IMT. Room temperature elec-
trical oscillation was demonstrated for a circuit containing
the NbOx device, and shown to be directly related to the
presence of the NDR region in the I  V characteristic of the
device operated in the current mode. Devices were further
shown to display sporadic, relaxation, and damped oscilla-
tions depending on the applied voltage and series resistance.
A Joule-heating induced electro-thermal threshold switching
model based on the finite element method was presented and
shown to reproduce the I  V characteristic of the device.
Based on this model, the switching dynamics of the electrical
FIG. 5. (a) Calculated device voltage,
VDevice, and related current components:
IR device, IC device, IDevice, and IC parasitic
for a source voltage of VS ¼ 1.2V and
load resistance of RL¼ 1 kX. (b) and
(c) Show the limit cycles of IDevice
–VDevice (red lines) for VS ¼ 1.2V and
2.2V, respectively. The green lines
show the simulation data of IDevice
–VDevice with CParasitic ¼ 0, where the
limit cycles collapse to straight lines.
The blue lines show the IR device
–VDevice characteristics. The black
lines show the I  V response of the
device under voltage-controlled (dashed)
and current-controlled (dotted) operation
for comparison.
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circuit which included the CC-NDR device were investi-
gated. The waveform of the device voltage and current were
discussed in detail with reference to the model predictions.
The model highlighted the role of parasitic and device capac-
itance in controlling the oscillation frequency and current
amplitude. Finally, it is expected that physics-based finite
element models can be used to explore oscillator coupling
and associated synchronization behaviour.
SUPPLEMENTARY MATERIAL
See supplementary material for the complete experimen-
tal and simulated oscillation waveforms of the studied NbOx
devices.
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