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Abstract 
Bialostocki, A., P. Dierker, On the ErdBs-Ginzburg-Ziv theorem and the Ramsey numbers 
for stars and matchings, Discrete Mathematics 110 (1992) l-8. 
A link between Ramsey numbers for stars and matchings and the ErdGs-Ginzburg-Ziv 
theorem is established. Known results are generalized. Among other results we prove the 
following two theorems. 
Theorem 5. Let m be an even integer. If c : e (K,_ ,)-, (0, 1, , m - 1) is a mapping of the 
edges of the complete graph on 2m - 1 vertices into (0, 1, , m - l}, then there exists a star 
K ,,m in KZm_, with edges e, , ez, , e, such that c(e,) + c(eJ + . + c(e,) - 0 (mod m). 
Theorem 8. Let m be an integer. If c : e(Ki,+ ,,,,-,) +{O,l,...,m-1)isamappingofaNthe 
r-subsets of an (r + 1)m - 1 element set S into (0, 1, , m - l}, then there are m pairwise 
disjoint r-subsets Z,, Z,, . , Z, of S such that c(Z,) + c(Z,) + . + c(Z,) = 0 (mod m). 
1. Introduction 
In [lo] Erdijs, Ginzburg and Ziv gave a short elegant proof of the following. 
Theorem (EGZ). 1f a,, u2, . . . , u2m--1 is a sequence of 2m - 1 residues modulo 
m, then there are m indices 1 c i, < i2 -=c . * - -=c i, G 2m - 1 such that 
a;, + ai, + . . . + ai_ = 0 (mod m). 
In [12] Olson used ingenious but elementary techniques to generalize the above 
theorem by replacing the cyclic group of order m by any group of order m and 
getting a similar conclusion. Olson’s paper concludes with a conjecture which 
would further generalize his theorem. In [ll] Harborth established another 
generalization of the EGZ Theorem. For a further discussion of related matters 
0012-365X/92/$05.00 0 1992-Elsevier Science Publishers B.V. All rights reserved 
2 A. Bialostocki, P. Dierker 
see Alon’s survey in [2]. The present paper is concerned with generalizing the 
EGZ Theorem in a more combinatorial direction. 
Observe that, if the ai’s in the EGZ Theorem are assumed to be either O’s or l’s, 
then the conclusion of the theorem is implied by the pigeon-hole principle. Thus 
the EGZ Theorem can be viewed as a generalization of the pigeon-hole principle. 
Motivated by this observation we develop further linkage between the EGZ 
Theorem and Ramsey theory. Namely, we prove two main theorems, each 
theorem is a generalization of the EGZ Theorem as well as a generalization of a 
known theorem in Ramsey theory. 
In Section 2 we prove two lemmas which lead to the following. 
Theorem 5. Let m be an even integer. Zf c : e(K*,_i)-, (0, 1, . . . , m - l} is a 
mapping of the edges of the complete graph on 2m - 1 vertices into 
(0, 1, * . f , m - l}, then there exists a star K1,, in Kzm-, with edges e,, e2, . . . , e, 
such that 
c(eI) + c(e2) + * . . + c(e,) = 0 (mod m). 
If in Theorem 5, c assumes values from the set (0, l}, then the conclusion 
follows from the known Ramsey numbers for even stars, see [7]. Thus, Theorem 
5 generalizes the theorem that for m even every 2-colored K2m_-1 contains a 
monochromatic K1,,. Note that the EGZ Theorem generalizes the theorem that 
for m odd every 2-colored Kti contains a monochromatic K1,,. 
In Section 3 we prove two lemmas which lead to the following. 
Theorem 8. Let m be an integer. Zf c : e (K~,+I),_I)+ (0, 1,. . . , m - 1) is a 
mapping of all the r-subsets of an (r + 1)m - 1 element set S into (0, 1, . . . , m - 
l}, then there are m pairwise disjoint r subsets Z,, Z2, . . . , Z, of S such that 
c(Z,) + c(Z,) +. . - + c(Z,) = 0 (mod m). 
Again, if in Theorem 8, c assumes values from the set (0, l}, then the 
conclusion follows from the known Ramsey number for matchings in hyper- 
graphs, see [l, 81. Thus Theorem 8 generalizes the theorem that every 2-colored 
complete uniform r-hypergraph on (r + 1)m - 1 vertices contains m pairwise 
disjoint hyperedges all of the same color. Moreover, a substitution of r = 1 in 
Theorem 8 yields the EGZ Theorem. 
In our proofs we make use of the following theorem due to Cauchy and 
Davenport, see [9]. 
Theorem (CD). Let p be a prime and let A and B be sets of residues modulo p of 
cardinalities a and b respectively. Then the cardinal@ of the set A + B = 
{x+y~x~Aandy~B}isatleastmin{p,a+b-1). 
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More problems and results in the direction of the present paper appear in 
[3-61. 
2. Stars 
The next lemma is a strengthening of the EGZ Theorem for m prime. 
Lemma 3. Let m be a prime. If al, a2, . . . , a2,,-, is a sequence of 2m - 1 residues 
modulo m, then there are m indices 1 c il < i, < . * * < i, c 2m - 1 such that 
aj, + aiz + * . .+a,_=0 (modm). (I) 
Moreover, if for two indices j, k we have aj # ak, then we can choose the 
. . 
11, 12, . . . , i, such that, not both j and k are among them and the congruence (1) is 
satisfied. 
Proof. If all the ai’s are congruent modulo m, then for every choice of 
. . 
11, 12, . . . , i, the congruence (1) is satisfied and the moreover part of the lemma 
is satisfied vacuously. Otherwise, let j and k be such that aj # ak. We delete aj and 
ak from the sequence al, a2, . . . , a2m_l and rearrange the remaining elements in 
such a way that the first ‘ui of them are congruent modulo m, then the next u2 are 
congruent modulo m and so on, up to the last 21, that are congruent modulo m 
where ~J~~zJ~~...~u,. Let the rearranged sequence be bl, b2, . . . , b2m-3. If 
v, z= m, then bl, b2, . . . , b, satisfy the congruence (1) and the moreover part of 
the lemma is satisfied as well. Therefore we can assume that vr < m. Let 
A, = {ai, ak}, Ai = {bi, bi+,_,} for i = 1, 2, . . . , m - 2, and A,_1 = {b,_,}. 
Since v1 <m, all the sets Ai for i = 1, 2, 2 consist of two distinct 
residues modulo m. By the Cauchy-Davenport theorem the number of distinct 
residues modulo m in the set A,) + A, + + . . +A,_, is m. Here 0 is expressed as 
the sum of m of the ai’s and not both ai and ak are among them. 0 
Lemma 4. Let m be an integer, m 2 3. If a,, a2, . . . , a2m_2 is a sequence of 
2m - 2 residues mod&o m and there are no m indices 1~ i, < i, < . . . < i, s 
2m - 2 such that 
ai, + ai, + . - . + aim = 0 (mod m), 
then there are 2 residue classes module m, such that m - 1 of the ai’s belong to one 
of the classes and the remaining m - 1 ai belong to the other class. 
Proof. We first prove the lemma in the case where m is a prime. We shall prove 
that if among the ai’s there are three distinct residues then there are m indices 
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ai, + ui* + . . . + ai_ = 0 (mod m). 
Let X, y, and z be three distinct residue classes occurring in the sequence and let x 
be the most frequently occurring residue. Delete from the sequence 
al, a2,. . . , a2m-2 an element equal to n, and element equal to y and an element 
equal to z. Rearrange the remaining elements of the sequence as follows: the first 
s1 elements are equal to X, the next s2 elements are equal followed by sj equal 
elements, etc., where s2 > s3 3 . . . 2 sk. By the word ‘equal’ above we mean 
‘equal modulo m’. It follows easily that si <rn - 2, i = 1, 2, . . . , k. Let the 
rearranged sequence be b1 , b2, . . . , b2m-5. Define 
A; = {bi, bi+,_2} for i = 1,2, . . . , m - 3 and A,_, = {b,_2}. 
Let B = {x +y, x + z, y + z}. Since JAjl = 2 for i = 1, 2, . . . , m - 3 and since 
IBI = 3, applying the Cauchy-Davenport Theorem, we get that there are m 
district residues in the set A I + A, + . * . + A,_, + B. This completes the proof of 
Lemma 4 in the case where m is prime. 
Next we prove that if Lemma 4 holds for an integer m where m 2 3 then it 
holds for the integer mp where p is a prime. Let al, a2, . . . , a2,,,P_2 be a sequence 
of residues modulo mp. By the EGZ theorem there are m q’s among the first 
2m - 1 ai’s whose sum is 0 modulo m, hence of the form k,m. Delete those m 
ai’s from the sequence and apply this procedure to the remaining sequence. After 
2p - 2 applications we get 2p - 2 disjoint subsequences tl, t2, . . . , t2p_2 each of 
length m having sums k,m, k,m,. . . , k2p-2m, respectively, and a remaining 
subsequence of length 2m - 2, say bl, b2, . . . , b2m-2, 
If among the ai’s there are three distinct residues modulo m, then we can apply 
the above procedure in such a way that these three distinct residues are among 
the hi’s provided m 2 4. If m = 3 then the argument above does not assure that 
three distinct residues are among the bj’s. However, applying the above procedure 
2p - 3 times leaves us with seven elements three of which are distinct residues 
modulo 3. By a simple check we can find two disjoint sets each with three 
elements whose sum is zero modulo 3. Since we assume that Lemma 4 holds for 
m it can be applied to the bj’s we get m of the hi’s that add up to 0 modulo m. 
Consequently, we get 2p - 1 subsequences each of length m with sums 
k,m, k,m, . . . , kp_lm. 
Applying the EGZ Theorem to kl, k2, . . . , k,_, considered as residues modulo 
p, we get that p of them add up to 0 modulo m. Hence we get mp of the ui’s that 
add up to 0 modulo mp, a contradiction. 
Therefore we can assume that the ui’s belong to two residue classes modulo m, 
say r and s. Let us denote by R and S be the subsequences of the hi’s congruent to 
r and s respectively. Let R’ and S’ be the subsequences of the remaining elements 
that are congruent to r and s respectively. If all the elements in R and in R’ are 
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congruent to c modulo mp and all the elements in S and in S’ are congruent to d 
modulo mp and there are no mp elements whose sum is zero modulo mp, then 
rnp - 1 of the a;‘s are c modulo mp and the remaining mp - 1 ai’s are d modulo 
mp, yielding the conclusion of the lemma. Hence we can assume that there exists 
an a’ in some subsequence 1, and a b’ in b,, b2, _ . . , b2m_-2 such that a’ fb 
(modmp) and a’ = b’ (modm). Let tZ be a subsequence obtained from tw by 
replacing a’ by b’ and let the sum of the elements in t: be kz m. Since a’ # 6’ 
(mod mp), we get kZ# k, (modp). Applying Lemma 3 to the sequence 
k,, kz, . . . , kv, ’ . . > k,_,, k: we get a subsequence of p of the k’s that add up 
to 0 modulo p and not both k, and k: occur in the subsequence. Hence we get 
mp of the Ui’S that add up to 0 modulo mp, a contradiction. In order to complete 
the proof a check of the case m = 4 is necessary. This check can be done easily. 
This completes the proof of Lemma 4. 0 
Theorem 5. Let m be an even integer. If c : e (KZm_J+ (0, 1, . . . , m - l} is a 
mapping of the edges of the complete graph of 2m - 1 vertices into 
(0, 1, . . . 7 m - l}, then there exists a star K, ,m in K2,,-, with edges el, e2, . . . , e,,, 
such that 
c(eJ + c(eJ + . . . + c(e,) = 0 (mod m). 
Proof. Let c be a mapping of e(K,,_,) into (0, 1, . . . , m - l} which is a 
counterexample to the theorem. Since each vertex in K2m--1 has degree 2m - 2, 
and there is no (m - 1)-regular graph on 2m - 1 vertices, it follows that there are 
at least three elements in the image of c. 
Moreover, if three edges incident to a vertex are mapped by c to three distinct 
residues modulo m, then Theorem 5 follows from Lemma 4. Hence we can 
assume that every vertex is incident with edges that are mapped to exactly two 
distinct residue classes. We claim that these two residue classes are of opposite 
parity. Indeed, we can assume that one residue class is zero. If the other residue 
class is even, say a, then m/2 u-colored edges and m/2 zero-colored edges yield a 
zero sum star K1,, modulo m. By using the parity of the edges, we can induce a 
two coloring of e(K,,,_,). If this coloring avoids a monochromatic star K,,,, it 
contradicts the fact that the two color Ramsey number of K,,,, where m is even, 
is 2m - 1. This completes the proof of Theorem 5. 0 
3. Matchings 
Lemma 6. Let G be the graph whose vertex set corresponds to ail r-subsets of 
S = {1,2, . . . , n}, n 2 r, where two vertices are adjacent iff the intersection of the 
corresponding subsets of S has cardinality r - 1. Then G is connected. 
Proof. Let X and Y be the two r-subsets of S. It is easy to see that if IX n YI = d 
where 0 c d s r - 1, then we can find r - d r-subsets of S say, Ao, AI, . . . , Ar_-d, 
suchthatA,,=X,IAjnAi+1I=r-1fori=0,1,...,r-d-1andA,_,=Y. q 
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Lemma 7. Let n > 2 and r 2 2. Zf all the r-subsets of S = { 1, 2, . . . , (r + l)n - 2) 
are partitioned into classes then either 
(1) there are n pairwise disjoint r-subsets of S, say A,, AZ, . . . , A,, all belonging 
to the same class, or 
(2) there are 2n - 2 r-subsets of S, say, AI, AZ, . . . , A,_1, B1, BZ, . . . , B,_, 
suchthatforalli,jwherel~iij~n-1 
(a) IAi rl Bil = r - 1, 
(b) Ai and Bi belong to two distinct classes and 
(C) (Ai U Bi) fl (Aj U Bj) = 0. 
Proof. The proof is by induction on n. If n = 2, then Lemma 7 follows from 
Lemma 6. Assume Lemma 7 holds for all integers less than n and greater than 1, 
and consider the (r + 1)n - 2 element set S. We can assume that there are no 
r-subsets of S satisfying (1). By Lemma 6 there are two r-subsets of S say X and Y 
belonging to two distinct classes and IX fl YI = r - 1. Let S’ = S\(X U Y). Since 
IS’1 = (r + l)(n - 1) - 2, we can apply the induction hypothesis. If there are 
2n - 4 r-subsets of S’, say, AZ, A3, . . . , A,_1, B2, B3, . . . , B,_l satisfying 
IAi fl Bil = r - 1, Ai and Bi belong to two distinct classes and (Ai U Bi) fl (Ai U B,) 
= 0 for i, j where 2 6 i <j <n - 1, then combining these subsets with X and Y, 
Lemma 7 follows. Hence there are n - 1 disjoint r-subsets of S, say, 
Al, Az, . . . , A,_, all belonging to the same class. Let To = S\(lJy=;’ AJ. Clearly 
IT,1 = (r + 1)n - 2 - r(n - 1) = n + r - 2. Let C, = A, U {x1, x2, . . . , x,} where 
{ x1, x2, . . . , x,} s 7;). If all the r-subsets of C1 belong to one class, then take two 
disjoint ones and combine them with AZ, . . . , A,_1 to obtain n r-subsets of S 
satisfying (1). Hence we can assume that there are two r-subsets of C, say Ai and 
B; such that [Ai n B;I = r - 1 and A; and BI belong to two distinct classes. Let 
T1 = (&U A,)\(A; U B;) and let Cz =A2 u 1x1, x2, . . . , x,> where 
{ Xl, x2, . . . , x,} s T,. Similarly we get two r-subsets of C2 say A; and B; such 
that IA; fl B;I = r - 1 and A; and B; belong to two distinct classes. We continue 
in this fashion defining z = K-1 U Ai\(Ai U Bi) and C,+i = Aicl U 
1 Xl, x21 . . . 9 x,} where {xi, x2, . . . , x,} E K. After n - 1 steps we get 2n - 2 sets 
A;, A;, . . . , AL_,, B;, B;, . . . , BA-, that satisfy (2). 0 
Theorem 8. Let m be an integer. Zf c : e(K&+l)m_l)-+ (0, 1,. . . , m - l} is a 
mapping of all the r-subsets of an (r + 1)m - 1 element set S into (0, 1, . . . , 
m - l}, then there are m pairwise disjoint r-subsets Z,, Z2, . . . , Z,,, of S such 
that 
c(Z,) + c(Z,) + * . -c(Z,) = 0 (mod m). 
Proof. We first prove the theorem for m =p, a prime. We apply Lemma 7. If 
there are p pairwise disjoint r-subsets of S, say, Zr, Z2, . . . , ZP such that 
c(Z,) = c(Z,) = * . * = c(Z,), then we are done. Otherwise let Di = {c(Ai), c(Bi)} 
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for i = 1, 2, . . . , p - 1 where the Ai and Bj satisfy the second assertion of Lemma 
7. In addition let 
By the Cauchy-Davenport Theorem we get p 
D1 + D2 + . . . + 0,. Hence 0 is among them and 
complete for a prime p. 
distinct residues in the set 
the proof of Theorem 8 is 
Next we prove that if the theorem holds for the integer m, and every r and the 
integer m2 and every r then it holds for the integer m1m2 and every r. Consider a 
mapping c, c : 4K;,+lJm,m,-d+ (0, 1, . . . , rnIrn2 - l}. This mapping induces a 
mapping c’, 
C ':e(K;,+,,,~,,z-I>~{O, 1, . . . , ml - 11, 
defined by c’(X) = c(X) (mod m,). Applying the theorem for m, we get that 
every subset Ai of S where lAil = (r + l)m, - 1 contains m, disjoint r-subsets 
B’,, B;, . . . , B& such that 
$. c’(Bj)=kim,. 
,=l 
Thus we have a mapping c”, 
c” : e(Kj~~~]~;~f_l)+ (0, 1, . . . , m2 - l}, 
where c”(A;) = kj (mod mJ. Applying the theorem for m2 we get m2 disjoint 
(r + l)m, - 1 subsets Ai, such that 
,!$~..(a,) = 0 (mod mJ. 
The r subsets of S, Bt, . . . , Bi,, j = 1, . . . , m2 have the desired property. 0 
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