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Abst ract  
Existence of positive solutions is established for a class of nonlinear boundary value problems that include steady- 
state heat conduction problems with radiation at the boundary according to the fourth power radiation law. Existence is 
established using topological methods and a priori bounds. © 1998 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
A standard argument using conservation of energy leads to the heat equation 
pcut =- teA u + ~7~c. ~7u + q, 
where u = u(xl,x2,x3,t) is temperature, p is density, c is specific heat, tc is thermal diffusivity, 
and q is the rate in joules/second that heat is generated by sources and sinks in a heat-conducting 
medium; see, [2] or [6]. In general p, c and tc can depend on temperature and position and are 
positive quantities and q = q(x~,x2,x3,t). Often q and the boundary conditions are time independent 
and there is a steady-state solution y = y(xl,xz,x3) that satisfies 
Ay = + q]. 
K 
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In the case of one-dimensional heat conduction along a laterally insulated rod, this steady-state 
equation reduces to the ordinary differential equation 
1 
y" -- - -{~Cx(X ,y ) J  + rCy(X,y)y '2 + q(x,y)]. (1) 
to(x, y) 
Thus, the steady state is governed by an ordinary differential equation whose right member is a 
function F(x, y, y') that satisfies the Bernstein condition of at most quadratic growth in y'. These 
observations serve to motivate the type of problems we consider and the assumptions made on the 
right member of the class of the equations that are studied. 
We assume the heat conducting rod has unit length and model it as the unit interval 0~<x~< 1. 
Further, since we consider adiation according the familiar fourth power law, the temperature y=y(x)  
is measured in degrees Kelvin and we expect solutions with y ~> 0 on physical grounds. Specifically, 
the boundary problem we shall consider is 
y" = a(x, y, y ' )y - f (x ,  y, y'), 
y(0) = fl, y'(1) = --co(y(1) 4-- T4), (2) 
where a: [0, 1] x N+ x R ~ R, and f :  [0, 1] x R + x N ~ N are continuous and c~>0, fl~>0, and T>~0 
are given constants. Here N = ( -oc ,  ec) and R+= [0, oc). To establish the existence of positive 
solutions to (2) we shall make three further assumptions HI, H2 and H3 on the functions a and f 
that determine the heat flow. These assumptions will be introduced as needed. The first assumption is
HI. a(x,y,O)>O and f(x,y,O)>~O. 
We close the introduction by establishing some relatively standard notation. The set of continuous 
functions u = u(x) defined on [0, 1] will be denoted by ~. Likewise, the set of functions on the 
unit interval with continuous first derivatives is denoted by cg~ and the set of functions on the unit 
interval with continuous econd derivatives is denoted by ~2. The respective norms on these three 
spaces are lul0 = max0,<x<l lu(x)l, lull -- max[[ul0, lu'10], and lu[2 -- max[lul0, lu'10, lu"[0], respectively. 
If ~ denotes a set of boundary conditions or the class of functions that satisfy the indicated boundary 
conditions and ~ is a class of functions, then ~e is the subset of functions in o~ that satisfy the 
boundary conditions ~.  
2. An auxiliary problem and a priori bounds 
Consider the auxiliary problem 
y" = 2[b(x, y, y ' )y  - g(x, y, y')], 
y(0) = Aft, y'(1) = - -~2((y(1)V0) 4 -- T4), (3) 
where Z is in [0, l] and b : [0, 1] x ~ x R -+ R, and 9 : [0, 1] x ~ x fl~ ~ ~ are defined by b(x, y, y') = 
a(x, ]y[,y') and 9(x,y,y')  = f (x,  lY],Y'). By H1 
b(x,y,O)>O and g(x,y,O)>~O. 
Assume: 
H2. There is a constant M~>0 such that y>M implies ya(x,y,O) - f (x,y,O)>O. 
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Lemma 1. Any solution y to (3)for any 2 in [0, 1] satisfies O<~y<<.Mo = max(fl, M,T). 
Proof. If 2 = 0, then y = 0; so assume without loss in generality that 0 < 2 ~< 1. Suppose that y 
had a negative minimum, say at Xo. Then Xo ¢ 0. Also Xo ¢ 1: Indeed, if x0 = 1 and T > 0, then 
y ' (1 )  = ~T 4 >0,  which precludes a negative minimum at 1. On the other hand, if xo = 1 and T = 0, 
Lhen y'(1 )= 0 and, hence, 
0~<y"(1) = 2[b(1,y(1),O)y(1) - g(1,y(1),0)], 
g(1,y(1),O) 
0~< -- y(1), 
b(1, y(1),O) 
which contradicts y(1) < O. Thus, as asserted Xo ~ 1. So 0 <Xo < 1; hence, y'(xo) -- O, 
o <~ y"(xo) = ,~[b(Xo, y(xo), O)y(xo) - g(xo, y(xo), 0)], 
g(xo, y(xo), O) 
0 <~ = y(xo) <~ y(x) 
b(x0, y(x0), 0) 
for all x in [0, 1]. So 0~<y. Assuming that y is not identically zero, let xl be a point where y 
assumes its positive maximum. If x~ = 1, then 
y'(1) = -~(y(1)  4 - T4)/>0 
and, hence, y(1)~<T. On the other hand, if 0<Xl <1, then y(x l )>0,  y'(xl)= 0 and 
0 ~ ytt(x I ) = ~.[b(Xl, y(xl  ), 0)y(x! ) - g(xl, y(xl ), 0)] 
0 >1 a(xl, y(xl ), O)y(xl ) - f(xl,  y(xl ), O) 
and, hence, y(xj )<~M by H2. If xl =0, then y(xl)~fl. Thus, in all cases, O<~y<~Mo=max(fl, M, T). 
[] 
Next we require that the right member of (2) satisfies a Bemstein growth condition by assuming: 
H3. a(x, y, y') and f(x, y, y') satisfy Bemstein growth conditions. 
Recall that a function h(x, y, y') satisfies a Bemstein growth condition if there are functions A(x, y) 
and B(x, y) that are bounded on bounded sets such that [h(x, y, y')[ <~A(x, y)y12 + B(x, y). It follows 
easily that the right member of the differential equation in (3) satisfies a Bernstein growth condition. 
It is essentially a classical result of Bemstein [1 ] that the existence of an a priori bound for solutions 
of (3), such as the bound in Lemma 1, together with the existence of a constant K > 0 independent 
of 2 in [0, 1] such that for every solution y to (3) there exists a point £ (which may depend on y) 
so that [y1(y)[ ~<K implies that there is a constant M~ independent of 2 in [0, 1] such that If(x)[ ~<M1 
for all x in [0, 1]. See [1] or [4, pp. 30-32]. Since all solutions y to (3) satisfy 
]y'(1 )1 ~(~(M 4 -~- T 4) ~K 
by Lemma 1, we conclude: 
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Lemma 2. There is a constant All such that for all 2 & [0, 1] and for all solutions y of  (3), 
[Y'10~<Mt. 
It follows from Lemmas 1 and 2 and the differential equation in (3) that there is a constant ME 
independent of 2 in [0, 1] such that 
lY"lo~M2 
for all solution y of (3). 
3. Existence of solutions 
Consider the boundary value problem 
Ly = F(x, y, y'), 
W~(y) = V~(y), i = O, 1, 
where 
Ly = y" + al(x)y'  + ao(x)y, 
(4) 
W~(y) = ~y( i )  + fl~y'(i), V~(y) = qg~(y(O),y'(O),y(1),y'(1)) 
with ~0i '~  4 ----+ ~ continuous. The following existence theorem holds; see, [4, Theorem 6.1]: 
Theorem 3. Let F: [0 ,  1] × E × E ~ E be continuous and let ~ denote the linear homogeneous 
boundary conditions W~(y) = 0 for i = O, 1. Assume L" (g~ ~ cg is one-to-one and that there is a 
constant ~I such that ly12 ~<a)for all solutions to 
Ly = 2F(x, y, y'), 
W~(y) = 2V~(y), i = 0, 1, 
['or 2 in [0, 1]. Then the nonlinear boundary value problem (4) has a solution y in (K 2. 
Theorem 1 can be applied with Ly = y ' ,  W0(y) = y(0), ~(y )  - y'(1), and V0(y) = fl, ~(y )  = 
-~( (y (1)  V 0) 4 -  T 4) and the a priori bounds established in the last section to conclude that the 
boundary value problem (3) with 2--- 1 has a solution. That is, there is a function y in (£2 satisfying 
y" = b(x ,y ,y ' )y  - y(x,y,y ' ) ,  
y(0)=f l ,  y ' (1 )=-~( (y (1)V0)  4 -T4) .  
However, by Lemma 1, y(x)>~O for all x in [0, 1]; hence, the foregoing boundary value problem 
reduces immediately to 
y" = a(x ,y , J )y  - f (x ,y ,y ' ) ,  
y(0)=f l ,  y ' (1 ) : -~(y(1)  4 - T4), 
in view of the definitions of the functions b and g. Thus, we have established: 
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theorem 4. Let a(x,y,y ' )  and f (x ,y ,y ' )  be contomous functions from [0, 1] × ~+ × ~ into ~ that 
vatisfy the hypotheses H1-H3. Let ~ be a positive constant and fl and T be nonnegative constants. 
Then the nonlinear boundary value problem 
y" = a(x, y, y ' )y - f (x ,  y, y'), 
y(O) =/~, y'(1) = -~(y(1)  4 - r4 ) ,  
has a solution y >~ 0 in cg2. 
As noted in the introduction, this theorem applies to steady-state mperature distributions for heat 
flow in a laterally insulated rod with temperature radiating according to the fourth power radiation 
law at its right end. To obtain a steady-state solution it is reasonable to expect that the rate of 
heat generation q = q(x, y) will oppose unlimited increases in temperature and provide a governing 
effect. In particular, it is natural to require that q(x, y )<0 for all y>M,  where M >0 is a particular 
threshold temperature. One realistic choice for q is 
q(x, y) = - l (x ,  y)y  + m(x, y), 
where l(x, y) > 0 and re(x, y) >~ 0 are slowly varying continuous functions of the temperature y and 
the requirement q(x, y)<0 for all y>M becomes 
y>M implies - l (x ,y )y+m(x ,y )<O 
or, equivalently 
y>M implies l ( x ,y )y -  m(x,y)>O. 
Then the right member F(x, y, y~) of (1) has the form 
1 
F(x ,y ,y ' )  = ~¢(x,y----~[Kx(X,y)yt + ~y(X,y)y '2 - l (x,y)y + m(x,y)] 
= a(x, y, y ' )y  - f (x ,  y, y'), 
where 
a(x ,y ,y ' ) - -  l(x,y) and f (x ,y ,y ' )  = Xx(X,y)y' + ~y(x,y)y '2 + m(x,y) 
y ) 
Obviously, H3 is satisfied. Since a(x, y, O) = l(x, y)flc(x, y) > 0 and f (x ,  y, O) = re(x, y)/~(x, y) >10, 
H1 holds. Finally, if y>M,  then 
l(x, y) re(x, y) yl(x, y) - re(x, y) 
ya(x,y,O) - f (x ,y ,O)  = y - -  -- >0 
K(x, y) ~(x, y) to(x, y) 
so that H2 also holds. We summarize this discussion in a theorem. 
theorem 5. Let the internal heat generation in the rod be given by q(x, y) = - l (x ,  y )y  + m(x, y) 
where l,m: [0,1] x ~+~R + are continuous, l(x,y)>O, and there exists a constant M>0 such 
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that y> M implies l (x ,y )y -m(x ,y )>O.  Then the boundary value problem for the steady-state 
temperature distribution in the rod, 
1 
Y" - ~c(x, y) [rex(X, y)y'  + ~Cy(X, y)y,2 + q(x, y)], 
y(0) =fl,  j (1 )= -~(y(1)  4 -- T4), 
has a solution y >>-0 in cg2. 
4. Concluding remarks 
Another approach, of independent interest, to proving existence theorems of the foregoing type 
starts with the boundary value problem 
y" - a(x)y = f (x) ,  
y(0) = fl, y'(1) = - -~(y(1)  4 -- V4), (5)  
with a > 0, f ~> 0, fl >~ 0, and ~ > 0. Although it is not obvious, this boundary value problem has two 
solutions, one of which is positive. Let u be in cgl and consider the boundary value problem 
y" = a(x, u, u')y - f (x ,  u, u'), 
y(0)=/? ,  y ' (1 )=-e(y (1)  4 -  T4), (6) 
obtained by freezing the y and y' variables in (2). Under the assumption that 
u~>0 implies a(x,u,u')>O and f (x ,u ,u ' )  >~ O, 
(6) has a nonnegative solution y = Su according to the preceding remarks. It is possible to apply a 
fixed point analysis in a cone (for example, a nonlinear alternative of Leray-Schauder type as in [3] 
or [5]) in order to establish that (2) has a nonnegative solution. This approach requires stronger 
hypotheses on a and f than those employed earlier. 
Finally, we mention in passing that the hypothesis H2 can be relaxed to 
H2'. There is a constant M~>0 such that y>M implies ya(x,y,O) - f(x,y,O)>~O. 
This can be shown means of a standard compactness argument as in [4, p. 33]. 
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