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Abstract
In this paper we propose several possible modiﬁcations to the OAC-triclustering algorithms based on the prime operators. This
method based on the framework of Formal Concept Analysis showed some rather promising results in the previous research.
But while it is fast and eﬃcient with respect to such measures as average density of the output, diversity, coverage, and noise-
tolerance, it produces rather large number of triclusters. This makes it almost impossible for the expert to manually check the
results. We show that the proposed post-processing techniques not only reduce the size of the output for this approach and
keep the good values for the measures, but also keep the time complexity of the original algorithm.
Keywords: Formal concept analysis; triclustering; data mining.
1. Introduction
Multimodal clustering methods and in particular triclustering methods are used more and more often nowa-
days. Various techniques are developed and used for the analysis of a variety of problems, for example [1, 2, 3, 4,
5]. Most of them are developed for the datasets with some speciﬁc exact number of dimensions, but there are also
methods that can be used in the general polyadic case ([6, 7]).
The basic idea of triclustering is a natural development of the idea of biclustering (for instance [8, 9, 10,
11]) and, respectively, normal clustering. While usual clustering techniques group some objects based on all of
the attributes, biclustering techniques simultaneously ﬁnd subsets of the objects based on subsets of attributes.
Multimodal clustering works the same way as biclustering in case of triadic and polyadic data. The increase of
popularity of triclustering methods can be explained by the large number of their possible applications. They
include, but not limited to, gene expression analysis ([4, 12]), recommender system design [13, 14], folksonomy
analysis [15], etc.
As there are no uniﬁed deﬁnition of triclusters, many triclustering methods were developed. They diﬀer by
the structure of outputted triclusters, the sets of parameters, the main principles, the requirements to the data,
etc. In the previous works [16] the authors proposed object-attribute-condition triclustering (OAC-triclustering)
method based on prime operators for binary triadic data. Although the method is rather eﬃcient by such criteria
as time complexity and the general quality of its results, the size of its output is signiﬁcantly large. This makes
it impossible for an expert to interpret the full output. In order to make decrease the size of the output for the
OAC-triclustering, we propose several modiﬁcations of this method in the paper. We show that using some greedy
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optimization we can successfully decrease the size of the output without decreasing the general quality of the
results.
The paper is organized as follows: in the ﬁrst part we give the basic deﬁnitions of the formal concept analysis
and OAC-triclustering. Then we explain the gOAC-triclustering technique and its variants. In the third part we
show the results of some experiments comparing the original method and gOAC-triclustering. And ﬁnally, we
make conclusions and outline the future work.
2. Basic deﬁnitions
2.1. Formal concept analysis
As OAC-triclustering method is based on the formal concept analysis (FCA) framework, we provide some
basic deﬁnitions of FCA [17, 18, 19].
Let G and M be some sets and I binary relation over them. The triple K = (G,M, I) is called the formal
context. The set G is usually called the set of objects, the set M the set of attributes. Then each pair (g,m) ∈ I,
where g ∈ G, m ∈ M, means ‘the object g has the attribute m’. Thus, the formal concepts are usually represented
as either boolean matrices, or simple cross tables.
If X ⊆ G, Y ⊆ M are arbitrary subsets, then the Galois connection is given by the following derivation
operators:
X′ = {m ∈ M | gIm for all g ∈ X},
Y ′ = {g ∈ G | gIm for all m ∈ Y}. (1)
For the simplicity in case of the single-element sets X = {g} or Y = {m} we denote them as g and m, instead of
{g} and {m} respectively.
The pair (X, Y), where X ⊆ G, Y ⊆ M, X′ = Y , and Y ′ = X is called a (formal) concept (of the context K) with
the extent X and the intent Y (in this case we have also X′′ = X and Y ′′ = Y). If we use the table interpretation
of the formal context, the formal concept is a maximal rectangular subtable full of crosses (ones) with respect to
permutation of rows and columns.
In triadic case we have an additional set B, usually called the set of conditions. Then the quadruple K =
(G,M, B, I) is called the triadic formal concept. Each triple (g,m, b), where g ∈ G, m ∈ M, and b ∈ B, means ‘the
object g has the attribute m under the condition b’.
Let X ⊆ G, Y ⊆ M, and Z ⊆ B. Then there are several possible prime operators (·)′ in the triadic case, but in
this paper we use the following three:
(X, Y)′ = {b ∈ B | (g,m, b) ∈ I for all g ∈ X,m ∈ Y},
(X, Z)′ = {m ∈ M | (g,m, b) ∈ I for all g ∈ X, b ∈ Z},
(Y, Z)′ = {g ∈ G | (g,m, b) ∈ I for all m ∈ Y, b ∈ Z}
(2)
Respectively, the triple (X, Y, Z) is called the (triadic formal) concept if (X, Y)′ = Z, (X, Z)′ = Y , and (Y, Z)′ =
X. Its components are called respectively extent, intent, and modus. And the same way, as in the dyadic case, the
formal concept can be interpreted as a maximal cuboid of crosses (ones) in the triadic formal context.
2.2. Prime OAC-triclustering
The possible ways of making a relaxed version of formal concepts and, after that, of triadic concepts, has been
studied in a number of works ([20? ]) The following method was introduced in [16]. Triclusters found by the
OAC-triclustering method are relaxed triadic formal concepts in sense that they admit some ‘holes’ (zeros) inside
of them.
Let K = (G,M, B, I) be the triadic formal context. For triple (g,m, b) ∈ I the triple T = ((m, b)′, (g, b)′, (g,m)′)
is called the prime operator based OAC-tricluster. The original triple (g,m, b) is called the generating triple of the
tricluster T . And, by following the common FCA notation, its components are called respectively extent, intent,
and modus.
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Fig. 1. Prime operator based tricluster structure
The density of a tricluster T = (X, Y, Z) is deﬁned as the fraction of all triples of I in X × Y × Z:
ρ(T ) :=
|I ∩ (X × Y × Z)|
|X||Y ||Z| (3)
The tricluster T is called dense iﬀ its density is not less than some predeﬁned threshold, i.e. ρ(T ) ≥ ρmin.
The structure of prime operator based OAC-triclusters is illustrated in Fig. 1: every element corresponding to
the ‘grey’ cell is an element of I. Thus, prime operator based OAC-triclusters in a three-dimensional matrix form
contain an absolutely dense cross-like structure of crosses (ones).
The idea of prime OAC-triclustering is ﬁrstly to calculate the results of the prime operation for all of the
possible combinations of two elements of diﬀerent sets of the context, and then to enumerate all triples of the
ternary relation I for a context K generating a prime operator based tricluster for each. If generated tricluster T
was not added to the set of all triclusters T on previous steps, then T is added to T . It is possible to implement
hash-functions for triclusters in order to signiﬁcantly optimize computation time by simplifying the comparison
of triclusters. Also a minimal density threshold can be used.
The pseudo-code for a prime OAC-triclustering algorithm (Alg. 1).
Algorithm 1 Algorithm for prime OAC-triclustering.
Require: K = (G,M, B, I) tricontext;
ρmindensitythreshold
Ensure: T = {T = (X, Y, Z)}
1: T := ∅
2: for all (g,m): g ∈ G,m ∈ M do
3: PrimesOb jAttr[g,m] = (g,m)′
4: end for
5: for all (g, b): g ∈ G,b ∈ B do
6: PrimesOb jCond[g, b] = (g, b)′
7: end for
8: for all (m, b):m ∈ M,b ∈ B do
9: PrimesAttrCond[m, b] = (m, b)′
10: end for
11: for all (g,m, b) ∈ I do
12: T = (PrimesAttrCond[m, b], PrimesOb jCond[g, b], PrimesOb jAttr[g,m])
13: Tkey = hash(T )
14: if Tkey  T .keys ∧ ρ(T ) ≥ ρmin then
15: T [Tkey] := T
16: end if
17: end for
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It is possible to show that for a given formal context K = (G,M, B, I) and ρmin = 0 the largest number of
box OAC-triclusters is equal to |I|, all prime OAC-triclusters can be generated in time O(|I| · (|G| + |M| + |B|)). If
ρmin > 0, the largest number of prime OAC-triclusters is equal to |I|, all prime OAC-triclusters can be generated in
time O(|I||G||M||B|).
3. Greedy OAC-triclustering
3.1. Deﬁnitions
Greedy OAC-triclustering algorithm (gOAC-triclustering) is almost the same as the original one, with the
exception of some post-processing. It reduces the output size, but falls within the original time complexity.
We studied several possible variants of the greedy optimization with the same basic idea. First of all we need
to get the set of the prime operator based OAC-triclusters T . During the triclustering process we also need to store
the generating triples for each of the triclusters and the full set of these triples τ. In order to improve the quality
of the greedy approach we must sort the resulting set T . We studied two possible sort parameters:
1. Density of the triclusters (ρ, starting from the most dense triclusters)
2. Volume of the triclusters (the product of the cardinalities of their extent, intent, and modus |X||Y ||Z|, starting
from the biggest triclusters)
After that we enumerate all the triclusters from T in this order. For each tricluster T we enumerate all the
triples ti in it that are also present in τ (i.e. all the triples in T that are generating triples for some other triclusters).
Then we check all of the triclusters T (ti) generated by ti and try to merge them with the original tricluster. Finally,
we remove ti from τ.
We studied the following merge conditions:
1. if the density of the new tricluster (after the merging) is large enough we merge the triclusters, otherwise -
we remove T (ti) from T .
2. if the density of the new tricluster (after the merging) and the measure of the intersection size of the original
triclusters ν are large enough, we merge them, otherwise - we remove T (ti) from T .
3. if the density of the new tricluster (after the merging) and the measure of the intersection size of the original
triclusters are large enough, we merge them, otherwise if just the density is large enough we do not merge
the triclusters, but we also do not remove T (ti). And in case both the density and the intersection size are
not large enough, we remove T (ti) from T .
It is clear that the generating triples of the triclusters T and T (ti) can be ignored during the enumeration and
immediately removed from τ, because they carry no additional information of the triclusters.
The algorithm halts when τ is empty or when we have enumerated all of the triclusters from T .
The pseudo-code for a gOAC-triclustering algorithm (Alg. 2). The upper indices for some lines of pseudo-code
show the lines that must be applied only for the corresponding merging variant.
In the line 2 of the algorithm we run the OAC-triclustering and get the sets of triclusters T and generating
triples τ. Then we sort it by the chosen parameter and start enumerating triclusters.
Lines 5-7 contain halt condition, i.e. there are no more generating triples left unprocessed.
In the line 8 we obtain the subset τcur ∈ τ. It consists of the triples of T that are also present in τ and are valid
generating triples. It is also useful to keep τcur as a queue.
Then we start processing the triple from τcur. First we get a new triple t (line 11). Next we build the merged
tricluster from T and the tricluster, generated by t (line 12).
If we use the variants 1 or 2, we must remove generating triples oﬀ T (t) at this step (they can be used later in
the variant 3) (line 13).
Then we check the density threshold and intersection measure threshold (if used) (lines 14-15). If the both
checks are passed, we set the merge tricluster as the current one (line 17), add generating triples of T (t) to τcur
(line 18), and, in case of the variant 3, remove the generating triples of T (t) from τ and τcur (line 16).
In the line 21 we remove the generating triples of T (t) from τ and τcur because we fail the density threshold
check.
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Algorithm 2 gOAC-triclustering algorithm.
Require: K = (G,M, B, I) tricontext;
ρmin density threshold (νmin intersection threshold)2
Ensure: T = {T = (X, Y, Z)}
1: T = ∅
2: [˜T , τ] := OACPrime∗(K, ρmin))
3: sort ˜T in descending order (by density or by volume)
4: for all T ∈ ˜T do
5: if τ = ∅ then
6: return T
7: end if
8: τcur := {t | t ∈ T ∧ t ∈ τ ∧ t generates a valid tricluster from ˜T } (as a queue)
9: remove genTriples(T ) from τ and from τcur
10: while τcur  ∅ do
11: dequeue t from τcur
12: Ttemp = T ∪ T (t)
13: (remove genTriples(T (t)) from τ and from τcur)1,2
14: if ρ(Ttemp) ≥ ρmin then
15: if (ν(T (t), T ) ≥ νmin)2,3 then
16: (remove genTriples(T (t)) from τ and from τcur)3
17: T := Ttemp
18: enqueue {t˜ | t˜ ∈ T (t) ∧ t˜ ∈ τ ∧ t˜ generates a valid tricluster from ˜T } to τcur
19: end if
20: else
21: (remove genTriples(T (t)) from τ and from τcur)3
22: end if
23: end while
24: T = T ∪ T
25: end for
The main loop of this algorithm in the worst case enumerates through all of the triclusters from T , thus
requiring O(|T |), that is respectively equal to O(|I|) in the worst case. If ρmin = 0, the only non-trivial operation
is calculating the measure of the intersection (if it is used). In case of eﬃcient implementation of the sets, and
such measure, as the volume of the intersection, this can be done in O(|G| + |M| + |B|). Thus, the ﬁnal complexity
is either O(|I| · (|G| + |M| + |B|)), or O(|I|) (if we do not need to calculate the volume) that is equal or less to the
complexity of the original algorithm.
If ρmin > 0, we need to compute the density of the merged tricluster. The time complexity for this case is
O(|G||M||B|). Since this is greater than O(|G| + |M| + |B|) and the calculation of the density and the intersection
measure is done sequentially and independently, the ﬁnal complexity for each iteration step is O(|G||M||B|). The
total complexity for this case is O(|I||G||M||B|). That is also equal to the complexity of the corresponding case of
the original algorithm.
Thus, we showed that the proposed greedy optimization does not increase the time complexity of the original
algorithm.
3.2. Experiments
We tested the gOAC-triclustering algorithm on the Internet Movie Database’s (www.imdb.com) Top-250
dataset. Three sets of the context were the movie names, genres, and tags. The dataset contained 250 movies, 22
genres, and 924 tags. The density of the full context was equal to 0.00087.
The results were compared by the same measure as in [16].
We checked the following values for the parameters the original method and the post-processing:
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• ρmin: from 0 to 1 at 0.1 intervals
• νmin: from 0 to 0.5 at 0.05 intervals
The Table 1 contains some results of the experiments.
Table 1. Some results of the experiments.
(ρmin,νmin) Time, ms |T | ρ Coverage, % CG , % CM , % CB, % Diversity, % DG , % DM , % DB, %
Prime operator based OAC-triclustering
0 3164 1274 0.539 100 100 100 100 96.549 94.562 92.138 28.516
0.1 2979 1273 0.539 100 100 100 100 96.557 94.579 92.142 28.489
0.2 2973 1222 0.554 100 100 100 100 97.054 95.522 92.62 28.558
0.3 3363 1041 0.608 100 100 100 100 98.133 97.513 93.614 30.008
0.4 3957 837 0.672 100 100 100 100 98.688 98.402 94.33 31.828
0.5 3506 691 0.724 100 100 100 100 99.032 98.893 94.783 32.364
0.6 3218 372 0.879 100 100 100 100 99.435 99.403 95.071 37.163
0.7 2948 273 0.977 100 100 100 100 99.849 99.849 95.445 37.128
0.8 2956 255 0.996 100 100 100 100 99.963 99.963 95.572 36.505
0.9 4125 250 1 100 100 100 100 100 100 95.553 35.907
1 5147 250 1 100 100 100 100 100 100 95.553 35.907
gOAC-triclustering: sort by density, variant 1
0, - 3327 250 0.317 100 100 100 100 96.44 80.212 95.553 35.907
1, - 3486 249 1 99.738 99.6 99.874 100 100 100 95.637 35.983
gOAC-triclustering: sort by density, variant 2
0, all ≈3351 250 1 100 100 100 100 100 100 95.553 35.907
0.7, all ≈2929 249 1 99.476 99.6 99.497 100 100 100 95.521 35.61
1, all ≈3051 249 1 99.738 99.6 99.874 100 100 100 95.637 35.983
gOAC-triclustering: sort by density, variant 3
0, all ≈3351 250 1 100 100 100 100 100 100 95.553 35.907
0.7, all ≈2908 249 1 99.476 99.6 99.497 100 100 100 95.521 35.61
1, all ≈3051 249 1 99.738 99.6 99.874 100 100 100 95.637 35.983
gOAC-triclustering: sort by volume, variant 1
0, - 3467 211 0.571 88.895 96.4 88.553 100 98.416 97.378 95.847 32.733
0.1, - 3360 231 0.571 94.945 98.8 94.591 100 98.449 97.301 95.788 34.67
0.2, - 3175 249 0.58 99.948 100 99.748 100 98.543 97.665 95.573 35.911
0.3, - 3091 249 0.598 99.921 100 99.748 100 98.815 98.196 95.573 35.911
0.4, - 3086 249 0.629 99.895 100 99.748 100 99.067 98.704 95.573 35.911
0.5, - 3537 249 0.697 99.869 99.6 99.748 100 99.381 99.219 95.576 35.911
0.6, - 5280 249 0.885 99.869 99.6 99.748 100 99.744 99.721 95.537 35.911
0.7, - 3987 249 0.983 99.869 99.6 99.623 100 99.951 99.951 95.531 35.523
0.8, - 3652 249 0.997 99.869 99.6 99.748 100 99.984 99.984 95.534 35.911
0.9, - 4020 249 1 99.869 99.6 99.623 100 100 100 95.54 35.911
1, - 5144 249 1 99.869 99.6 99.623 100 100 100 95.54 35.911
gOAC-triclustering: sort by volume, variant 2
0, 0 3744 211 0.571 88.895 96.4 88.553 100 98.416 97.378 95.847 32.733
0, 0.15 3580 364 0.388 99.869 99.6 99.497 100 94.751 88.754 92.464 30.615
0, 0.5 6415 669 0.377 99.869 99.6 99.497 100 94.173 88.975 90.421 28.59
0.1, 0 4183 231 0.571 94.945 98.8 94.591 100 98.449 97.301 95.788 34.67
1, all ≈2856 249 1 99.869 99.6 99.623 100 100 100 95.54 35.911
gOAC-triclustering: sort by volume, variant 3
0, 0 3771 211 0.571 88.895 96.4 88.553 100 98.416 97.378 95.847 32.733
0, 0.15 2307 364 0.388 99.869 99.6 99.497 100 94.751 88.754 92.464 30.615
0, 0.5 2575 669 0.377 99.869 99.6 99.497 100 94.173 88.975 90.421 28.59
0.1, 0 3514 231 0.571 94.945 98.8 94.591 100 98.449 97.301 95.788 34.67
1, all ≈2898 249 1 99.869 99.6 99.623 100 100 100 95.54 35.911
As the results show, all of the proposed variants are rather similar, with the sorting parameter signiﬁcantly
inﬂuencing the results. Both the second and the third options prove to act almost identical on this dataset, so the
second variant may be preferable (as it contains less ‘if’ statements and thus requires less additional checks during
the computations). Still, that should aﬀect computations only for rather big datasets
Also it is clear, that the ﬁrst variant is identical to the second and the third ones with νmin = 0, so in this case,
it is better to use the ﬁrst variant, because there will be less computations.
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Between the two sorting parameter it may be better to select the volume, as it provides more ﬂexible results.
Increasing νmin in this case can produce higher coverage values but at the same time reduce diversity and the
average density and lowers the reduce of the cardinality of T .
Thus, if the goal is to reduce the size of output as much as possible, while accepting the small lose of the
average density values (but still maintaining rather high values compared to the average density of the context),
the best variant would be the ﬁrst one while choosing the volume as the sorting parameter. By increasing the ρmin
parameter it is possible to limit the number of merges, but still, it is advised to keep that value not too high.
4. Conclusion
In this paper we proposed a greedy optimization of the prime OAC-triclustering algorithm. We showed that
although the size of its original output is rather high, we can utilize rather simple merging criteria to eﬃciently
reduce this size. We also showed that this procedure can be controlled by a small parameter set. Eventually, the
most simple solution tends to yield the better results.
For the future use we can suggest that the simple density-based merging should be used with volume being
the original sorting parameter. In order to keep the high ratio of merged triclusters, the minimal density parameter
should be set low. Also, in the case of the other variants of the algorithm, for this purpose the minimal intersection
volume parameter should also be set low.
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