A numerical method is demonstrated for solving the steady and unsteady Euler equations on stationary Cartersian grids for the purpose of time-domain simulation of aeroelastic problems. Wall boundary conditions are implemented on nonmoving mean chord positions by assuming the airfoil being thin and undergoing small deformation, whereas the full nonlinear Euler equations are used in the flowfield for accurate resolution of shock waves and vorticity. The method does not require the generation of moving body-fitted grids and thus can be easily deployed in any fluid-structure interaction problem involving relatively small deformation of a thin body. The first-order wall boundary conditions are used in solving the full Euler equations, and the results are compared with the Euler solutions using the exact boundary conditions and known experimental data. It is shown that the first-order boundary conditions are adequate to represent airfoils of typical thicknesses with small deformation for both steady and unsteady calculations. Flutter boundaries are accurately predicted by this method for the Isogai wing model test case. 
OMPUTATIONAL fluid dynamics (CFD) has proven to be a useful tool for the simulation and prediction of buffet, flutter, and limit-cycle-oscillation (LCO) phenomena of aeroelastic systems. Methods ranging from the linear doublet-lattice method 1 to methods that solve the Euler and the Navier-Stokes equations have been developed. 2−13 Several recent review papers on computational aeroelasticity can be found in Refs. 14-17. Despite its limit in handling transonic and other nonlinear flows, the linear doublet-lattice method has been and is still the workhorse for actual design analysis in industry because of its efficiency in computer time and, perhaps equally important, the ease in setting up the computational problem. The Reynolds-averaged Navier-Stokes (RANS) methods encompass the most complete flow model short of large-eddy simulations or direct numerical simulations. However, time-domain RANS simulations for aeroelasticity problems at present demand computational resources beyond those tolerable in a preliminary design environment. In addition, their usefulness is limited by uncertainties in turbulence modeling, grid resolution, and numerical damping effects, difficulties in grid generation and the transfer of displacements and aerodynamic forces between the structural and aerodynamic grids, and lack of fast and robust algorithms for deforming grids needed in the unsteady computations. 5, 16, 18 In between the preceding two extremes, methods based on the various forms of the potential flow equation with boundary-layer corrections have shown good results for flutter simulations without the use of large computational resources and with less human work in setting up the computational problem including grid generation. Among such methods, the CAP-TSD 19−21 code is widely known and used. The CAP-TSD code has many advantages over a full-fledged RANS code. These include 1) ease in generating a grid; 2) no need to do complex interpolation between the structural and CFD grids; 3) no need to have a moving grid; and 4) less demand on CPU time and memory.
Despite the use of vortex and entropy corrections, the potential flow assumption in CAP-TSD limits its applicability to irrotational flows with weak shocks. In addition, the small perturbation assumption is also applied to the field equation(s) and thus limits its applicability to only flows with small absolute angles of attack. Advances in computer speed and maturity of algorithms for the Euler equations have made the solution of the Euler equations a rather dependable and routine tool. Although the Euler equations cannot account for the viscous effects in the boundary layer, they are capable of resolving strong shocks and transporting vortices correctly. Because of the requirement of large computing resources by a Navier-Stokes code and also unresolved issues regarding accuracy of current numerical algorithms for the Navier-Stokes equations, the Euler equations strike a good balance between completeness of the flow model and computational efficiency.
To use the Euler equations but retain the ease in setting up a computational grid as in the CAP-TSD code, this paper develops an unsteady Euler solver for aeroelastic applications on stationary Cartesian grids through the use of approximate boundary conditions. The full Euler boundary conditions on the airfoil surface are replaced by their first-order expansions on the mean chord line of the airfoil for thin airfoils with small deformations, which is usually the case for flutter predictions for moving or deforming airfoils. The present method is distinguished from a traditional smallperturbations method in that the full Euler equations are used in the flowfield, which are not subject to the restriction of small perturbations in either the streamwise or transverse directions as is the case for the transonic small-perturbation potential equation. Although the thickness of the airfoil and the unsteady deformation from the mean positions are required to be small because of the use of the approximate boundary conditions, the mean angle of attack is not formally under the same small-perturbation restriction. By using these approximate boundary conditions, we can avoid the use of a body-fitted moving or deforming grid, which can be a rather timeconsuming and nontrivial task for practical problems. 16 The basic steady Euler solver is based on the finite volume code FLO52 by Jameson et al. 22 An unsteady Euler/Navier-Stokes code based on FLO52 was developed by Liu and Ji. 23 This code is called NS83 and uses an implicit scheme with dual time stepping. 24 Details of the mathematical formulation of the approximate boundary conditions are presented along with their implementation in the finite volume code. Both steady and unsteady computations and coupled unsteady fluid-structure simulations are performed using the new Euler method with the proposed approximate boundary conditions. The results are compared with those obtained by FLO52 and NS83 with full boundary conditions and experimental data whenever available. Discussions and conclusions are finally drawn.
II. Euler Equations and Time-Accurate Scheme
Consider a moving and possibly deforming control volume (computational cell) V in two dimensions whose boundary S moves at velocity (u b , v b ) . The two-dimensional unsteady Euler equations in conservative integral form in the Cartesian coordinate system (x, y) for such a control volume are
where
Applying Eq. (1) to each cell in the mesh, we obtain a set of ordinary differential equations of the form
where V i, j is the volume of the i, j cell and the residual R(W i, j ) is obtained by evaluating the flux integral in Eq. (1). Following Jameson, 24 we approximate the d/dt operator by an implicit backward difference formula of second-order accuracy in the following form (dropping the subscripts i, j for clarity):
Equation (8) can be solved for W n + 1 at each time step by solving the following steady-state problem for W in a pseudotime t * .
Equation (9) is solved by an explicit time-marching scheme in t * for which the local time stepping, residual smoothing, and multigrid techniques 22 can be used to accelerate convergence to a steady state. Once the solution to Eq. (9) reaches a steady state, that is, when dW/dt * → 0, W is then assigned to W n + 1 . In the present approximate method, the grid does not change with the time even for unsteady flow calculations. Thus, in the preceding equations the cell volume V satisfies V n + 1 = V n = V n − 1 = V , and q b = 0.
III. Approximate Boundary Conditions
A thin airfoil slightly moving or deforming about its mean position is considered. The mean position of the airfoil chord lies on the horizontal axis x of the coordinate system between x = 0 and 1. The velocity of the incoming uniform freestream makes an angle α m with the x axis. In the present paper, the airfoil is assumed to be of rigid shape but performs an oscillating motion around a fixed point on its chord line at x = x 0 . The shape of the airfoil is described by y = f (x) and g(x) for its upper and lower surfaces, respectively. The instantaneous position of the airfoil is described by y = F(t, x) and y = G(t, x) for the upper and lower surfaces, respectively. The flow is assumed inviscid. The boundary conditions on the upper surface of the airfoil at an instant t are
where the subscripts x and t denote the partial derivatives with respect to x and t, respectively. Under the assumption |F| 1, the first-order approximation of Eq. (11) on the x axis is
where O(F) represents terms of the same order of magnitude as F or higher. The boundary condition on the lower surface is treated similarly. The mean position of the leading edge of the airfoil is chosen as the origin of the coordinate system. If the leading edge is blunt, the boundary condition there is replaced by
At the sharp trailing edge of the airfoil, the pressures on the upper and lower surfaces should be equal to each other. In supercritical flow with adiabatic shock waves, the velocities and densities at the sharp trailing edge on the upper and lower surfaces might not be equal to each other. It is known that the Kutta condition at the sharp trailing edge is satisfied automatically in Euler calculations. There are altogether four independent variables in the Euler equations (1), for example, ρ, u, v, and p. In addition to the boundary conditions of the velocity just given, more conditions are needed on the airfoil surfaces. The momentum differential equation in the outward normal direction n is used, which gives
On the upper surface of the airfoil, y = F(t, x), the preceding equation becomes
The corresponding equations on the lower surface of the airfoil are similarly derived.
In this paper, a rigid airfoil performing pitching oscillation about a point at x = x 0 on its mean chord is considered as an example. The instantaneous angle of the pitching rotation from the mean position is α 1 (t), positive in clockwise direction. Given f (x), the instantaneous ordinate of the upper surface F(t, x) is expressed implicitly as follows: The five derivatives of F(t, x) used in the first-order approximate boundary conditions can be evaluated exactly and are presented in Ref. 25 along with the following approximate expressions:
where the denotes differentiation of f (x) and α(t) with respect to x and t, respectively.
IV. Numerical Implementation of the Boundary Conditions
Because the boundary of the airfoil is put on the x axis, y = 0, the computational grids can be taken to be rectilinear and parallel to the coordinate axes x and y. Two fictitious grid layers extending from the airfoil boundary outward are used in the finite volume method in order to calculate the flux vector G and the second-and fourth-order artificial dissipation terms. Figure 1 shows the two grid layers above the upper surface of y = 0 and the two fictitious grid layers extended from above. In the y direction, the two grids upward from y = 0 are named as 1 and 2, and the two grids downward from y = 0 are named as −1 and −2. The upper surface y = 0 is denoted by 0. In the x direction the three consecutive grids are denoted by i − 1, i, and i + 1. x and y are the grid intervals in the x and y directions, respectively. All of the following expressions are derived for the same pseudotime level, and thus the independent variable t * is dropped. The density at the fictitious grid centers are evaluated by the linear extrapolation from inside the flowfield:
The products of ρ and u at the fictitious grid centers are evaluated by the same linear extrapolation formula as those for ρ. Then the values of u at the fictitious grid centers are determined as the quotient of the local values of (ρu) and u. The value of u on the upper surface y = 0 is
Using the boundary condition (12), the value of v on the upper surface y = 0 is
The values of v at the fictitious grid centers are evaluated as
The pressure at the fictitious grid centers are evaluated by using the boundary condition equation (16):
where Fig. 1 Grids and fictitious grids.
Once the values of ρ, u, v, and p at the fictitious grid centers and on the boundary y = 0 are determined, the other flow parameters can be evaluated by their definitions. The fictitious grid values of ρ E are calculated as follows:
V. Results and Discussion

A. Steady Flows
The steady inviscid compressible flows about three airfoils, NACA 0006, NACA 0012, and NACA 0015, are computed by FLO52 and the present approximate method at Mach number M ∞ = 0.8 and angles of attack α from 0 to 8 deg. FLO52 uses bodyconforming curvilinear grids generated by conformal mapping. An O-type grid with 161 × 33 grid points is used for the benchmark calculations in this paper. The rectilinear grid used in the present approximate calculations consists of 141 × 67 grid points. For both grids, there are a total of 160 grid points on the airfoil surface, and the far-field boundaries are about 25 times the chord length away from the airfoil. Both grids are nonuniformly spaced so that more grid points are located in the neighborhood of the airfoil. Furthermore, grid points are also clustered near the leading and trailing edges. Figure 2 shows a close-up view of the nonuniform Cartesian grid near the leading edge of an NACA 0012 airfoil. The minimum grid sizes are x = 0.00857 chord and y = 0.0118 chord in the streamwise and transverse directions, respectively. A classical small-disturbance method suffers from a singularity problem at the blunt leading edge of an airfoil, where dy/dx is infinite. The streamwise grid size x at the leading edge of an airfoil cannot be made too small in a strict implementation of a small-perturbation boundarycondition method. The use of Eq. (13), which sets the streamwise flow velocity to zero, relieves this problem in the present method. However, a complete grid-convergence study is still not possible. A small x for a thick and blunt airfoil can cause local inaccuracies in the pressure distribution as will be discussed in the next paragraph. How small a x should be used depends on the particular airfoil and the flow conditions. All of the computations presented in this paper using the approximate boundary-condition method are performed on the same Cartesian grid discussed earlier.
The criterion for the convergence of the computations is that the maximum magnitude of the residuals be reduced by more than four orders of magnitude and is kept the same for both the present method and FLO52. is seen that the present results agree well with those obtained by FLO52 even for the airfoil with a thickness ratio as large as 15% and angle of attack as large as 8 deg. When α is moderate and large, there appears a small bump in c p on the upper surface in the region from x = 0.05 to 0.1 in the present solutions. This anomaly is caused by the leading-edge singularity problem discussed earlier.
The truncation error in the approximate boundary conditions near the leading edge is proportional to the product of dy/dx, airfoil thickness, and the gradient of the local flowfield. Therefore, the local errors are more pronounced for thicker airfoils at higher angles of attack where there is a greater gradient as a result of the suction peak on the top surface. Computations for the NACA 0012 and NACA 0006 airfoils are also performed at the same M ∞ = 0.8 and α = 0-8 deg conditions. Figure 5 shows the comparisons of the pressure distributions over the airfoil NACA 0012 at α = 0, 4, and 8 deg with those obtained by FLO52. Figure 6 gives the comparisons of c l , c dw , and c m vs α from 0-8 deg for the same airfoil. The same plots of surface-pressure distribution and integrated lift, wave drag, and moment coefficients vs angle of attack for the NACA 0006 airfoil are shown in Figs. 7 and  8 , respectively. The leading-edge pressure distribution anomaly is significantly reduced for the two thinner airfoils at the same angles of attack, which is expected because both dy/dx and the airfoil thickness are reduced.
At low angles of attack, the solutions of the approximateboundary-condition method agree very well with those by FLO52. However, both Figs. 5 and 7 show that the present method predicts shock waves that are noticeably forward compared to the results by FLO52 for the two thinner airfoils at higher angles of attack. This difference in shock position is responsible for the larger differences in the lift and moment coefficients at higher angles of attack as shown in Figs. 6 and 8. It is not clear what the exact reason is for this difference in shock position. Surprisingly, the shock positions predicted for the thicker NACA 0015 airfoil are accurate even at large angles of attack as shown in Fig. 3 . Figures 5 and 7 show that the differences in shock location become significant when the shocks are strong and appear over the relatively flat surface of the thin airfoils near the trailing edge where shocks can be sensitive to slight errors in the boundary-condition treatment. In addition, a thin airfoil results in a larger suction peak, which also degrades the accuracy of the approximate boundary-condition method because of the increased gradient of the flowfield as discussed earlier. Implementation of a higher-order expansion in treating the boundary conditions might be able to improve the accuracy. Fortunately, even with the present implementation these differences are limited and do not increase further once the angle of attack is over 4 deg because the difference in shock location stays almost constant thereafter.
B. Unsteady Flows
The present approximate method is used to calculate the flow over an NACA 0012 airfoil pitching around its quarter-chord point. Experimental data were provided by Landon. 26 The pitching motion of the airfoil is described by the following equation:
where ω, α m , and α 0 are constants. The angular frequency ω is related to the reduced frequency defined as
The rectilinear grids used in the unsteady-flow calculations are the same as those used in the preceding steady-flow computations. The criterion for the convergence of the pseudotime computations is that the maximum magnitude of the residuals be reduced by more than four orders of magnitude. To satisfy this criterion, the number of the pseudotime steps within each real time step is usually 150. The calculations start from the uniform flow of velocity U ∞ as an initial solution. After three real-time cycles of the airfoil motion, an essentially periodic solution is obtained. In this paper six cycles of motion are used to ensure the computed results to be periodic. The present approximate method is validated by comparing with results obtained by the Euler option of NS83. 23 Results are also compared with experimental data. The AGARD CT case 5 of Ref. instantaneous lift and moment coefficients vs the instantaneous angle of attack are presented in Fig. 9 . The computed instantaneous pressure distributions at the eight phase angles during the sixth cycle of motion are compared with the experimental data in Fig. 10 . The eight phase angles are 25.3, 67.8, 127.4, 168.4, 210.3, 255.1, 306.6, and 347.2 deg. The time variation of the computed and experimental data of the surface-pressure distributions can be expressed in terms of their Fourier components. Figure 11 shows the comparison of the real and imaginary parts of the first three Fourier modes of the unsteady pressure coefficient over the airfoil surface. The solutions with the full boundary conditions in general give better resolution of the pressure distribution in the high suction areas and better shock positions than the solutions with the approximate boundary conditions compared to the experimental data. The solutions with the approximate boundary conditions show a slight bump when there is a large suction near the leading edge. This is seen in both Fig. 10 and the first Fourier mode of the unsteady pressure coefficient shown in Fig. 11 . However, the overall agreement of the present solution with either the solution by the full boundary conditions or the experimental data are good. Batina 27 computed the Euler solutions with full boundary conditions on an unstructured body-fitted grid and compared his solutions with the same experimental data as we have done here. His computed results have qualitatively the same degree of agreement with the experimental data as do the computed results by the present methods.
C. Flutter Calculations
We use the current unsteady Euler solver in a coupled fluidstructure simulation method 8 for the two-dimensional Isogai wing model, 28, 29 case A (µ = 60). This model simulates the bending and 
where ω is the eigenfrequency of the structure. For this low V f , Fig. 12 shows that both the pitching and plunging amplitude decays with time, indicating that the aeroelastic system is stable for this particular condition. At a higher V f , the system can become less and less stable until one or both of the pitching and plunging motions diverge as shown in Fig. 13 when V f = 0.78. In between these two V f conditions, there is a particular point where the system is neutrally stable. This is shown in Fig. 14 when V f = 0.71. A converging point and a diverging point like the preceding are first identified, from which we can interpolate the V f in between to obtain an estimate of the neutral point. We then perform a computation with the new V f to see if it is above or below the stability limit, or perhaps right at the neutral point. It might take several runs for a given freestream Mach number before the V f corresponding to the neutral stability point can be accurately located by this bisection method. With this method computations for a number of freestream Mach numbers for the Isogai wing model are performed. The flutter boundary predicted by the present method on a Cartesian grid with the first-order approximate method is compared in Fig. 15 with those predicted by Liu et al. 8 and Alonso and Jameson 30 both with the full boundary conditions. The agreement is good except for the point at M ∞ = 0.9, where the flutter boundary makes a turn as is shown in Fig. 15 . The system is very sensitive near this critical point. A recent review paper by Dowell et al. 17 also showed spread of data points near that point by other methods. Many runs are performed with the present approximate method to map out the details of the flutter boundary in the transonic range where the flutter boundary can curve back into the unstable region. For example, at M ∞ = 0.885 the system initially crosses the stability boundary at V f = 0.65 to become unstable as V f increases. As V f increases above 1.83; however, the system becomes stable again until V f reaches above 3.20 when it returns to being unstable. Although a complete map of the flutter boundary is computed and presented by the present method in Fig. 15 , detailed examination of the flow near the M ∞ = 0.9 critical point and comparison with other methods are needed in a future effort.
Despite the use of the first-order approximate boundary conditions, the code is also able to simulate LCO. Figure 16 shows such a case at M ∞ = 0.75 and V f = 1.45 for the same Isogai wing case. For each flight Mach number, the code predicts LCO when V f is sufficiently large after it crosses the flutter boundary. The circles shown in Fig. 15 mark such conditions predicted by the present computations. It is, however, not clear whether such predictions are reliable because the computations are based on an inviscid model and also with the approximate boundary conditions. Dowell et al. discuss in a recent review paper 17 the significance of including viscous effects for LCO predictions and cite in particular LCO predictions for the Isogai wing case. An interactive boundary-layer method like the one used in CAP-TSD can be used to improved the accuracy of the model.
VI. Conclusions
This paper presents a numerical method for solving the steady and unsteady Euler equations on stationary Cartesian grids. It is shown that the boundary conditions on the surface of an airfoil can be approximated by their first-order expansions on the mean position of the airfoil chord while the full Euler equations are solved in the flowfield on stationary non-body-conforming Cartesian type of grids. Although the thickness of the airfoil and the unsteady deformation are required to be small because of the first-order expansion of the boundary conditions in terms of the surface displacement from its mean positions, the mean angle of attack is not formally under the small perturbation restriction in terms of order of accuracy. In practice, however, the mean angle of attack might be limited because the truncation error in the approximate boundary conditions increases as a result of increased flow gradients caused by strong suction peaks at high angles of attack.
For steady transonic flows, the calculated pressure distributions, lift coefficients, wave-drag coefficients, and pitching-moment coefficients by the approximate method in general agree well with the solutions of FLO52 using body-conforming curvilinear grids for airfoils of thickness ratios up to 15% and angle of attack up to 8 deg.
For unsteady flows, the calculated instantaneous lift, moment, surface-pressure distributions, and the Fourier components of the surface-pressure variations by the approximate method agree well with those obtained on body-fitted grids with full boundary conditions and the experimental data for the NACA 0012 airfoil with oscillating pitch angles up to 3 deg at transonic speeds.
The unsteady flow solver is used in time-domain coupled fluidstructure simulations of airfoil flutter. The computed flutter boundary by the present method on a Cartesian grid with approximate boundary conditions are in good agreement with results by Euler solvers on body-fitted grids with full boundary conditions for the Isogai wing model. The method is also found to simulate limit-cycle oscillations (LCO) solutions although the LCO amplitude might not be reliable with the assumed approximate boundary conditions. The advantage of using a single stationary non-body-conforming rectilinear grid opens the door for the efficient computation of unsteady fluid-structure interaction problems involving slightly deforming airfoils or wings of small thickness by using the present approximate boundary condition method. Further studies will include extension to three dimensions and the use of an interactive boundary layer method to account for viscous effects.
