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AF-ALGEBRAS AND RATIONAL HOMOTOPY THEORY
APURVA SETH, PRAHLAD VAIDYANATHAN
Abstract. We give a procedure to compute the rational homotopy
groups of the group of quasi-unitaries of an AF-algebra. As an applica-
tion, we show that an AF-algebra is K-stable if and only if it is rationally
K-stable.
Given a unital C*-algebra A, the topological group Un(A) of unitary n× n
matrices over A carries a great deal of information about A. In particular,
the homotopy groups of Un(A) converge (in a suitable sense) to theK-theory
groups of A. Therefore, the study of these homotopy groups is important to
understand finer K-theoretic information about A, and is termed nonstable
K-theory.
Rieffel introduced the study of these groups in [9], and Thomsen [12] ex-
tended this to non-unital C*-algebras by developing the concept of quasi-
unitaries. This allowed him to prove some functorial properties of these
groups and also compute them in certain cases. Most of his calculations
(and those of Rieffel) relied on an interesting property that certain infi-
nite dimensional C*-algebras possess, namely that these homotopy groups
are naturally isomorphic to the corresponding K-theory groups of the C*-
algebra - a property called K-stability (See Definition 3.1).
If a C*-algebra A isK-stable, then calculating the homotopy groups πj(Un(A))
amounts to calculating the K-theory groups Kj+1(A). However, in the ab-
sence of K-stability, we do not, as yet, have any good tools to calculate these
homotopy groups. Even in the simplest of cases, when A is C, the algebra
of complex numbers, the groups πj(Un(C)) are naturally related to those of
spheres, and are not known for many values of j and n. It is primarily to
remedy this difficulty, that topologists introduced rational homotopy theory,
which is where we turn to in this paper.
Upto rationalization, the homotopy groups of Un(C) are well-known (Example 1.6).
Furthermore, maps between finite dimensional C*-algebras are, upto uni-
tary equivalence, well understood. Our first main result shows that one can
leverage these facts to compute the rational homotopy groups of the group
of quasi-unitaries of an AF-algebra.
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Theorem A. Let A be an AF-algebra, and Û(A) denote the group of quasi-
unitaries of A. Given a Bratteli diagram describing A and a positive integer
m, there is a diagram Dm(A) of Q-vector spaces whose inductive limit is the
group πm(Û(A))⊗Q.
Our next result is a characterization of K-stability for an AF-algebra. We
say that a C*-algebra A is rationally K-stable if the rational homotopy
groups of the group of quasi-unitaries of A are naturally isomorphic to those
of Mn(A) for all n ≥ 1. As a consequence of Theorem A, we show that
Theorem B. For an AF-algebra A, the following are equivalent:
(1) A is K-stable.
(2) A is rationally K-stable.
(3) A has no non-zero finite dimensional representations.
Furthermore, we show that this property can also be read off from a Bratteli
diagram describing the algebra.
1. Preliminaries
We begin by reviewing the work of Thomsen in constructing the nonstable
K-groups associated to a C*-algebra. For the proofs of all the facts men-
tioned below, the reader may refer to [12].
Let A be a C∗-algebra (not necessarily unital). Define an associative com-
position · on A by
a · b = a+ b− ab
An element a ∈ A is said to be quasi-invertible if there exists b ∈ A such that
a·b = b·a = 0, and we write ĜL(A) for the set of all quasi-invertible elements
in A. An element u ∈ A is said to be a quasi-unitary if u · u∗ = u∗ · u = 0,
and we write Û(A) for the set of all quasi-unitary elements in A.
If B is a unital C∗-algebra, we write GL(B) for the group of invertibles in
B and U(B) for the group of unitaries in B.
Lemma 1.1. Let B be a unital C*-algebra and A ⊂ B be a closed two-sided
ideal of B. Then a ∈ A is quasi-invertible if and only if 1− a ∈ GL(B); and
similarly, u ∈ A is a quasi-unitary if and only if (1− u) ∈ U(B)
Since A can be thought of as a closed ideal in its unitization A+, it follows
that ĜL(A) is open in A, Û(A) is closed in A, and they both form topological
groups. Furthermore, the map r : ĜL(A)→ Û(A) given by
r(a) := 1− (1− a)((1 − a∗)(1 − a))−1/2
is a strong deformation retract, and hence a homotopy equivalence.
For elements u, v ∈ Û(A), we write u ∼ v if there is a continuous function
f : [0, 1] → Û(A) such that f(0) = u and f(1) = v. We write Û0(A) for
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the set of u ∈ Û(A) such that u ∼ 0. Note that Û(A) and Û0(A) are both
topological groups with a common base point 0, and that Û0(A) is connected.
We now define the two functors we are interested in.
Definition 1.2. Let A be a C∗-algebra (not necessarily unital) and k ≥ 0
and m ≥ 1 be integers. Define
Gk(A) := πk(Û(A)), and
Fm(A) := πm(Û0(A)) ⊗Q ∼= Gm(A)⊗Q
Remark 1.3. Note that if A is unital, the map Û(A) → U(A) given by
u 7→ (1− u) induces natural isomorphisms
Gk(A) ∼= πk(U(A)) and Fm(A) ∼= πm(U0(A)) ⊗Q
Recall [1, Definition 21.1.1] that a homology theory on the category of C∗-
algebras is a sequence {hn} of covariant, homotopy invariant functors from
the category of C∗-algebras to the category of abelian groups such that, if
0 → J
ι
−→ B
p
−→ A → 0 is a short exact sequence of C∗-algebras, then for
each n ∈ N, there exists a connecting map ∂ : hn(A) → hn−1(J), making
the following sequence exact
. . .
∂
−→ hn(J)
hn(ι)
−−−→ hn(B)
hn(p)
−−−→ hn(A)
∂
−→ hn−1(J)→ . . .
and furthermore, ∂ is natural with respect to morphisms of short exact
sequences. Furthermore, we say that a homology theory {hn} is continuous
if, whenever A = limAi is an inductive limit in the category of C*-algebras,
then hn(A) = limhn(Ai) in the category of abelian groups. The proof of the
next theorem is contained in [12, Proposition 2.1] and [6, Theorem 4.4].
Proposition 1.4. For integers k ≥ 0 and m ≥ 1, Gk and Fm are continuous
homology theories.
Note that every functor in a homology theory is additive. We conclude this
discussion with a calculation of Fm(A) when A is a finite dimensional C*-
algebra.
Recall that a space X is said to be of finite rational type if H i(X;Q) is finite
dimensional for each i. Sullivan [4] and Bousfield-Gugenheim [2] showed that
the rational homotopy category of nilpotent spaces of finite rational type is
equivalent to the homotopy category of commutative, associative, differential
graded rational algebras with minimal models of finite type. Furthermore,
the rational homotopy groups of the space may be computed from the cor-
responding algebra. For H-spaces, this theorem simplifies to the following
theorem.
Theorem 1.5 (Sullivan). Let X be connected H-space of finite type. Then
its minimal model is of the form (∧V, 0). In particular,
H∗(X;Q) = ∧V and π∗(X)⊗Q ∼= V
∗
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Furthermore, the construction of V is functorial and the above isomorphism
is natural.
Note that, if V is a non-negatively graded vector space, then ∧V denotes
the free, commutative, graded algebra generated by V . Furthermore, if
{vj , j ∈ J} is a basis of V , we shall write ∧(vj) for ∧V .
Example 1.6. For n ∈ N,
H∗(Un(C);Q) ∼= ∧(x1, x3, . . . x2n−1)
where xi has degree i, by [8, III, Corollary 3.11]. It follows by Theorem 1.5
that
πm(Un(C))⊗Q =
{
Q : 1 ≤ m ≤ 2n− 1,m odd
0 : otherwise
Let A =Mn(C), then by Remark 1.3,
Fm(A) ∼= πm(Un(C))⊗Q
Given a tuple p = (p1, p2, . . . , pn) of positive integers, we consider the finite
dimensional C*-algebra associated to it by
M(p) := Mp1(C)⊕Mp2(C)⊕ . . . ⊕Mpn(C)
By additivity of the functor Fm, we have
Fm(M(p)) =
n⊕
j=1
Qd(m,j) where d(m, j) =
{
1 : 0 ≤ m ≤ 2pj − 1,m odd
0 : otherwise
2. AF-algebras
An AF-algebra is a C∗-algebra which is an inductive limit of finite dimen-
sional C∗-algebras. Given an AF-algebra A and a specific inductive limit
decomposition
A1
ϕ1
−→ A2
ϕ2
−→ A3 . . .→ A
one can associate a diagram, called a Bratteli diagram, which encodes the
algebras and maps that occur in this limit. We briefly review these ideas,
and refer the reader to [3, Section III.2] for further details.
Let ϕ : M(p1) → M(p2) be a ∗-homomorphism between two finite dimen-
sional C*-algebras (Using notation from Example 1.6). For 1 ≤ j ≤ n1 and
1 ≤ i ≤ n2, define ϕi,j :M(p
1
j )→M(p
2
i ) to be the map given by
Mp1j
(C) →֒M(p1)
ϕ
−→M(p2)։Mp2i
(C)
Then the multiplicity of ϕi,j is
(1) ℓi,j :=
Tr(ϕi,j(e))
Tr(e)
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where e is any non-zero projection in M(p1j). Note that this formula is
independent of the choice of e. We write
Φ := [ℓi,j] ∈Mn2,n1(Z
+)
for the multiplicity matrix associated to ϕ. As is well known, the map ϕ is
unitarily equivalent to a map ψ : A1 → A2 which may be represented by a
diagram D(A1, A2, ϕ) as
(2) p11
❂❂
❂❂
❂❂
❂❂
p12
❃❃
❃❃
❃❃
❃❃
❃❃
. . . p1n1
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦
p21 p
2
2 . . . p
2
n2
where the number of lines connecting p1j to p
2
i is ℓi,j. Since the unitary
group of a finite dimensional C*-algebra is connected, two unitarily equiv-
alent ∗-homomorphisms are homotopic, and hence induce same maps at
the level of Gk(·) and Fm(·). Thus, we shall henceforth assume that any
∗-homomorphism between finite dimensional C∗-algebras is given by a dia-
gram as above.
Given an AF-algebra A and a specific inductive limit decomposition
A1
ϕ1
−→ A2
ϕ2
−→ A3 . . .→ A
one associates the diagram D(A) = {D(Ap, Ap+1, ϕp)}, whose p
th row is
represented by tuples {(p, 1) = p1, (p, 2) = p2, . . . , (p, n) = pn} if Ap ∼=
Mp1(C) ⊕Mp2(C) ⊕ . . . ⊕Mpn(C), and the arrows from the p
th row to the
(p+ 1)th row encode the multiplicity matrix of ϕp. This is called a Bratteli
diagram of A.
Our goal is to compute Fm(A) from such a Bratteli diagram of A. To this
end, we need a few lemmas.
Lemma 2.1. ([8, II, Corollary 3.17]) For natural numbers n < N , let ι :
Mn(C) →֒ MN (C) denote the inclusion map x 7→ diag(x, 0). Then, the
induced map Gk(ι) : Gk(Mn(C))→ Gk(MN (C)) is an isomorphism for k <
2n and a surjection for k = 2n.
Lemma 2.2. For natural numbers n < N , let ι : Mn(C) →֒ MN (C) de-
note the inclusion map x 7→ diag(x, 0). Then, the induced map Fm(ι) :
Fm(Mn(C))→ Fm(MN (C)) is given by
Fm(ι) =
{
id : 1 ≤ m ≤ 2n− 1,m odd
0 : otherwise
Proof. For simplicity we assume N = n + 1, and consider the fibration
Un →֒ Un+1 → S
2n+1, and the induced map ι∗ : H∗(Un+1;Q) → H
∗(Un;Q)
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given by
∧(x1, x3, . . . , x2n−1, x2n+1)
ι∗
−→ ∧(y1, y3, . . . , y2n−1)
We now determine ι∗(xm). For m = 2n+1, by a theorem of Leray-Serre [7,
Theorem 5.2], there is a first quadrant spectral sequence {E∗,∗r , dr} converg-
ing to H∗(Un+1;Q), with
Ep,q2
∼= Hp(S2n+1;Hq(Un;Q))
Furthermore, by [7, Example 1.C], the sequence collapses at E2, so we see
that
H2n+1(Un+1;Q) =
⊕
p+q=2n+1
Ep,q∞ =
⊕
p+q=2n+1
Ep,q2
=
⊕
p+q=2n+1
Hp(S2n+1;Q)⊗Hq(Un;Q))
= H2n+1(S2n+1;Q)
⊕
H2n+1(Un;Q)
= Qx2n+1
⊕
H2n+1(Un;Q)
Thus, by [7, Theorem 5.9], ι∗ : H2n+1(Un+1;Q) → H
2n+1(Un;Q) is the
projection map
Qx2n+1
⊕
H2n+1(Un;Q)։ E
0,2n+1
∞ = E
0,2n+1
2 = H
2n+1(Un;Q)
Hence, ι∗(x2n+1) = 0. For m ≤ 2n− 1, by [7, Example 1.C], we have
Hm(Un+1;Q) =
⊕
p+q=m
Ep,q∞ =
⊕
p+q=m
Ep,q2 =
⊕
p+q=m
Hp(S2n+1;Q)⊗Hq(Un;Q)
= Hm(Un;Q)
Thus ι induces the identity map at the level of cohomology for m ≤ 2n− 1.
We conclude that
ι∗(xm) =
{
ym : 0 ≤ m ≤ 2n− 1,m odd
0 : m = 2n+ 1
By Theorem 1.5, ι∗ : πm(Un)⊗Q→ πm(UN )⊗Q is given by
ι∗ =
{
id : 1 ≤ m ≤ 2n − 1,m odd
0 : otherwise
The result now follows from Remark 1.3. 
The next lemma is well-known even for the functor Gk, but we include the
proof for the sake of completeness.
Lemma 2.3. Fix integers n,N, r ∈ N such that rn ≤ N , and consider the
∗-homomorphism η :Mn(C)→MN (C) given by
x 7→ diag(x, x, x, . . . , x︸ ︷︷ ︸
r times
, 0)
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The map Fm(η) : Fm(Mn(C))→ Fm(MN (C)) satisfies
Fm(η) = rFm(ι)
where ι :Mn(C)→MN (C) is the inclusion map x 7→ diag(x, 0).
Proof. By Remark 1.3, it suffices to show that η∗ = rι∗ as maps between
πm(Un(C)) and πm(UN (C)). To this end, let [f ] ∈ πm(Un). Then, by
Whitehead’s Lemma [10, Lemma 2.1.5] applied to the algebra MN (C(S
m)⊗
Mn(C)), we have
η∗([f ]) = [diag(f, f, . . . , f︸ ︷︷ ︸
r times
, 1)] = [diag(f r , 1)]
Thus η∗[f ] = [ι(f
r)] = ι∗[f
r] = rι∗[f ] as required. 
Theorem 2.4. For k = 1, 2, let pk = (pk1 , p
k
2 , . . . , p
k
nk
) be two tuples of
positive integers. Given a ∗-homomorphism ϕ : M(p1)→M(p2) and m ∈ N,
we have
Fm(M(pk)) =
nk⊕
j=1
Qd(m,k,j) where d(m,k, j) =
{
1 : 0 ≤ m ≤ 2pkj − 1,m odd
0 : otherwise
and Fm(ϕ) : Fm(M(p1)) → Fm(M(p2)) is given by multiplication by its
multiplicity matrix Φ.
Proof. The first part of the theorem is Example 1.6, so we compute Fm(ϕ).
Replacing ϕ by a map that is unitarily equivalent (and hence homotopic) to
ϕ, we may assume that ϕ is represented by a diagram as in Eq. (2). Writing
ϕ = (f1, f2, . . . , fnk) where fi : M(p
1) → M(p2i ), it suffices to prove the
theorem for a map
ϕ :Mn1 ⊕Mn2 ⊕ . . .⊕Mnk →Mℓ
given by 1× k matrix [r1, r2, . . . , rk]. By Lemma 2.3, it suffices to prove the
result when k = 2 and r1 = r2 = 1. So we consider the map
ϕ : Mn1(C)⊕Mn2(C)→Mℓ(C) given by (x, y) 7→ diag(x, y)
where n1 ≤ n2 and show that Fm(ϕ) is given by multiplication by matrix
[1, 1]. To do this, consider the natural inclusion and projection maps
ι1 :Mn1(C) →֒Mℓ(C), ι2 :Mn2(C) →֒Mℓ(C)
p1 :Mn1(C)⊕Mn2(C)→Mn1(C), and p2 : Mn1(C)⊕Mn2(C)→Mn2(C)
Then ϕ = (ι1 ◦ p1) · (ι2 ◦ p2). Hence,
Fm(ϕ) = Fm(ι1 ◦ p1) + Fm(ι2 ◦ p2) = Fm(ι1)Fj(p1) + Fm(ι2)Fj(p2)
By Lemma 2.2, it suffices to calculate Fm(pj). To begin with, we calculate
(pj)
∗ between the respective cohomology rings. For this, note that
H∗(Un1 ;Q)
(p1)∗
−−−→ H∗(Un1 ⊕ Un2 ;Q)
∼= H∗(Un1 ;Q)⊗H
∗(Un2 ;Q)
(p1)
∗(a)⌣ (p2)
∗(b)↔ a⊗ b
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where the above isomorphism is the Kunneth isomorphism, where p∗1(a) 7→
a⊗ 1. Thus p∗1 : H
∗(Un1 ;Q)→ H
∗(Un1 ;Q)⊗H
∗(Un2 ;Q) is given by
∧(x1, x3, . . . , x2n1−1)→ ∧(x1, x3, . . . , x2n1−1)⊗ ∧(y1, y3, . . . , y2n2−1)
xi 7→ xi ⊗ 1
for all 1 ≤ i ≤ 2n1−1, where i is odd. Thus by Theorem 1.5, the associated
linear map (p1)
∗ is given by
(p1)
∗ : Q→ Q⊕Q =
{
r 7→ (r, 0) : 0 ≤ i ≤ 2n1 − 1, i odd
0 : otherwise
Dualizing, we get
Fm(p1) = (p1)∗ : Q⊕Q→ Q =
{
(r, r′) 7→ r : 0 ≤ m ≤ 2n1 − 1,m odd
0 : otherwise
Similarly,
Fm(p2) = (p2)∗ : Q⊕Q→ Q =
{
(r, r′) 7→ r′ : 0 ≤ m ≤ 2n2 − 1,m odd
0 : otherwise
Thus combining the above two and the expressions for Fm(ιj) from Lemma 2.2,
we get
Fm(ϕ) =

Q⊕Q→ Q : 0 ≤ m ≤ 2n1 − 1, and odd
(r, r′) 7→ r + r′
Q→ Q : 2n1 < m ≤ 2n2 − 1, and odd
r 7→ r
0 : otherwise
Hence, Fm(ϕ) is given by multiplication by matrix [1, 1] as required. 
Given a ∗-homomorphism ϕ : A1 → A2 between two finite dimensional
C*-algebras, and m ∈ N, we now get a diagram of Q-vector spaces which
represents the induced map Fm(ϕ) : Fm(A1)→ Fm(A2):
d(m, 1, 1)
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
d(m, 1, 2)
■■
■■
■■
■■
■■
■
. . . d(m, 1, n1)
tt
tt
tt
tt
tt
t
tt
tt
tt
tt
t
t
d(m, 2, 1) d(m, 2, 2) . . . d(m, 2, n2)
where the number of lines connecting d(m, 1, j) to d(m, 2, i) is ℓi,j, given by
Eq. (1). We denote this diagram by
Dm(A1, A2, ϕ)
Example 2.5. To illustrate the above result, we give an example. Let
A1 = C⊕M2(C)⊕M3(C), and A2 = C⊕M3(C)⊕M5(C)⊕M8(C)
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and ϕ : A1 → A2 is given by
ϕ(x, y, z) :=
x,(x 0
0 y
)
,
x 0 00 x 0
0 0 z
y 0 00 z 0
0 0 z

Then D(A1, A2, ϕ) is
1
❃❃
❃❃
❃❃
❃❃
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆ 2
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆ 3
❃❃
❃❃
❃❃
❃❃
1 3 5 8
And the multiplicity matrix is
Φ =

1 0 0
1 1 0
2 0 1
0 1 2

We now consider the various diagrams Dm(A1, A2, ϕ):
• For m /∈ {1, 3, 5}, the domain Fm(A1) is the zero vector space by
Example 1.6, so the diagrams are not represented.
• For m = 1, D1(A1, A2, ϕ) is
1
❄❄
❄❄
❄❄
❄❄
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖ 1
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆ 1
❃❃
❃❃
❃❃
❃❃
1 1 1 1
Hence, F1(ϕ) : Q
3 → Q4 is given by (a, b, c) 7→ (a, a+b, 2a+c, b+2c).
• For m = 3, d(3, 1, 1) = d(3, 2, 1) = 0, so D3(A1, A2, ϕ) is
0
❄❄
❄❄
❄❄
❄❄
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖ 1
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆ 1
❃❃
❃❃
❃❃
❃❃
0 1 1 1
so that F3(ϕ) : Q
2 → Q3 is the map (b, c) 7→ (b, c, b+ 2c).
• For m = 5, d(5, 1, 1) = d(5, 1, 2) = d(5, 2, 1) = 0, so D5(A1, A2, ϕ) is
0
❄❄
❄❄
❄❄
❄❄
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖ 0
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆ 1
❃❃
❃❃
❃❃
❃❃
0 1 1 1
so that F5(ϕ) : Q→ Q
3 is the map c 7→ (0, c, 2c).
Using the continuity of the functors Fm(·), Theorem A now follows.
Theorem 2.6. Given a labelled Bratteli diagram
D(A) = {(An, An+1, ϕn) : n ∈ N}
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defining an AF-algebra A, and given m ∈ N, there is a corresponding dia-
gram
Dm(A) = {Dm(An, An+1, ϕn) : n ∈ N}
of Q-vector spaces such that the inductive limit of the chain system defined
by Dm(A) is isomorphic to Fm(A).
We illustrate the above calculation with another example.
Example 2.7. Consider the AF-algebra A given by the Bratteli diagram
below:
•1
❅❅
❅❅
❅❅
❅❅
•1
•2
❅❅
❅❅
❅❅
❅❅
•2
•3
❃❃
❃❃
❃❃
❃❃
❃ •
4
...
...
We denote the algebra associated to each row by Ak, and the natural con-
necting map Ak → Am by ϕm,k for m ≥ k. For any m ∈ N odd, there is a
row n, such that, for all k ≥ n,
Fm(Ak) ∼= Q⊕Q
Furthermore, the map Fm(ϕk) : Fm(Ak) → Fm(Ak+1) is given by multipli-
cation by the matrix
Φ =
(
1 0
1 1
)
Hence,
Fm(A) ∼=
{
Q⊕Q : m odd
0 : m even
3. K-stability
The notion of K-stability given below is due to Thomsen [12, Definition 3.1],
and that of rational K-stability has been studied by Farjoun and Schochet
[5, Definition 1.2], where it was termed rational Bott-stability.
Definition 3.1. Let A be a C∗-algebra and j ≥ 2. Define ιj : Mj−1(A) →
Mj(A) to be the natural inclusion map
a 7→
(
a 0
0 0
)
• A is said to be K-stable if Gk(ιj) : Gk(Mj−1(A)) → Gk(Mj(A)) is
an isomorphism for all k ≥ 0 and all j ≥ 2.
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• A is said to be rationally K-stable if Fm(ιj) : Fm(Mj−1(A)) →
Fm(Mj(A)) is an isomorphism for all m ≥ 1 and all j ≥ 2.
Note that, for a K-stable C*-algebra, Gk(A) ∼= Kk+1(A) and for a rationally
K-stable C*-algebra, Fm(A) ∼= Km+1(A) ⊗ Q. Clearly, K-stability implies
rational K-stability. We now show for the class of AF -algebras both these
notions are equivalent.
Once again, we do this using a Bratteli diagram. To this end, we need the
following notion. For a finite dimensional C*-algebra A, write
min dim(A) := min{square root of the dimension of a simple summand of A}
In other words, if A ∼= M(p) for a tuple p = (p1, p2, . . . , pn) of positive in-
tegers, then min dim(A) = min{pj}. Note that this number may also be
defined intrinsically using extremal traces and minimal central projections,
but we give this definition for the sake of simplicity.
The next result is a simple consequence of Example 1.6 and the continuity
of the functor Fm.
Lemma 3.2. Let A be an AF-algebra and m ∈ N be an even number, then
Fm(A) = 0.
Lemma 3.3. Let m ∈ N be an odd number, then the functor Fm is exact
on the class of AF-algebras.
Proof. Given a short exact sequence 0→ I → A→ A/I → 0 of AF-algebras,
we consider the long exact sequence in the Gm functors from [12, Theorem
2.5]. Tensoring with Q, the long exact sequence remains exact. Now observe
that if m ∈ N is odd, then
Fm+1(A/I) = Fm−1(I) = 0
by Lemma 3.2. Hence the result. 
Lemma 3.4. For any AF-algebra A and n ∈ N, the natural inclusion ιA :
A→Mn(A) induces an injective map
Fm(ιA) : Fm(A)→ Fm(Mn(A))
Proof. If A =Mk(C), then
Fm(A) =
{
Q : 0 ≤ m ≤ 2k − 1, j odd
0 : otherwise
And if 0 ≤ m ≤ 2k − 1, the map (ιA)∗ : πm(Uk(C)) → πm(Unk(C)) is an
isomorphism. Hence, Fm(ιA) is an isomorphism for 0 ≤ m ≤ 2k − 1, and
is clearly injective otherwise. By additivity, the result is true if A is finite
dimensional.
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Now if A is an infinite dimensional AF-algebra, then the result follows by
continuity of the functor Fm. To see this, write A = lim(Ak, ϕk), where Ak
are finite dimensional with connecting maps ϕℓ,k : Ak → Aℓ for ℓ ≥ k, and
let αk : Ak → A denote ∗-homomorphisms such that αk+1 ◦ ϕk = ϕk+1 for
all k ∈ N. Then by continuity of the functor Fm, we have
Fm(A) ∼= lim(Fm(Ak), Fm(ϕk))
So if x ∈ Fm(A) such that Fm(ιA)(x) = 0, there exists k ∈ N and y ∈ Fm(Ak)
such that x = Fm(αk)(y). Let α
(n)
k :Mn(Ak)→Mn(A) denote the inflation
of αk, then α
(n)
k ◦ ιAk = ιA ◦ αk. Hence,
Fm(α
(n)
k ) ◦ Fm(ιAk)(y) = Fm(ιA) ◦ Fm(αk)(y) = Fm(ιA)(x) = 0
But Fm(Mn(A)) ∼= lim(Fm(Mn(Ak)), Fm(ϕ
(n)
k )), so there exists ℓ ≥ k such
that Fm(ϕ
(n)
ℓ,k ) ◦ Fm(ιAk)(y) = 0. But ϕ
(n)
ℓ,k ◦ ιAk = ιAℓ ◦ ϕℓ,k. This implies
Fm(ιAℓ) ◦ Fm(ϕℓ,k)(y) = 0
But Aℓ is finite dimensional, so Fm(ιAℓ) is injective by the first part of the
proof. Hence, Fm(ϕℓ,k)(y) = 0, which implies
x = Fm(αk)(y) = Fm(αℓ) ◦ Fm(ϕℓ,k)(y) = 0
Thus, Fm(ιA) is injective as required. 
Let A be an AF-algebra given as an inductive limit
A1
ϕ1
−→ A2
ϕ2
−→ A3 → . . .→ A
where each Ap is finite dimensional. If each ϕp is injective, then we say
that {Ap} is a generating nest of finite dimensional C*-algebras. An ob-
servation about injective maps is pertinent here: Suppose ϕ : A1 → A2 is
a ∗-homomorphism between two finite dimensional C*-algebras with mul-
tiplicity matrix Φ = [ℓi,j] ∈ Mn2,n1(Z
+). If ϕ is injective, then for each
1 ≤ i ≤ n2, there is a 1 ≤ j ≤ n1 such that ℓi,j 6= 0.
Now consider the corresponding Bratteli diagram D(A). For a node (p, i) ∈
D(A), we write (p, i) = n if the ith summand of Ap is Mn(C). For two
nodes (p, i) and (p + 1, j) ∈ D(A), we write (p, i)ց (p + 1, j) is there is an
edge connecting these two nodes. If this happens, we say that (p+1, j) is a
descendant of (p, i).
We need one last piece of notation: Fix a node (p, i) ∈ D(A), a row m > p
and a subset Sm ⊂ D(A) containing some nodes of row m. We write
(p, i)→ Sm
if all arrows starting at (p, i) have their range at a point in Sm. We write
(p, i)9 Sm if this does not happen.
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Lemma 3.5. Let A be an AF-algebra and let {Ap} be a generating nest of
finite dimensional C*-algebras. Suppose that
lim
p→∞
min dim(Ap) <∞
then A has a non-zero finite dimensional representation.
Proof. Given a generating nest {Ap} of finite dimensional C*-algebras such
that
lim
p→∞
min dim(Ap) <∞
our goal is to produce a closed two-sided ideal I of A and a natural number
K ∈ N such that
A/I ∼=MK(C)
The quotient map will then be the required representation.
To begin with, consider the multiplicity matrix Φ1 = [ℓi,j] ∈ Mn2,n1(Z
+) of
the map ϕ1 : A1 → A2. Since ϕ1 is injective, for each 1 ≤ i ≤ n2, there
exists 1 ≤ j ≤ n1 such that ℓi,j 6= 0. Hence, p
2
i ≥ p
1
j ≥ min dim(A1). This is
true for each 1 ≤ i ≤ n2, so
min dim(A2) ≥ mindim(A1)
Thus proceeding, we see that the sequence {min dim(Ap) : p ∈ N} is an
increasing sequence of positive integers. Therefore, we may as well assume
that there exists K ∈ N such that
min dim(Ap) = K
for all p ∈ N. Hence, MK(C) is a summand of Ap for all p ∈ N.
Now consider the Bratteli diagram D(A) associated to this inductive limit.
We claim that there is a sequence
Λ := {(p, ip) : p ∈ N} ⊂ D(A)
such that (p, ip) = K for all p ∈ N and (p, ip)ց (p+ 1, ip+1) for all p ∈ N.
To see this, define
Bp := {(p, j) ∈ D(A) : (p, j) > K}
Note that Bp corresponds to the direct sum of all simple summands of Ap
whose dimension is strictly greater than K2 (Note also that Bp may be the
empty set). Now consider p = 1, and enumerate all the nodes (1, i) such
that (1, i) = K as
(1, i1) = (1, i2) = . . . = (1, ik)
With a view to arriving at a contradiction, suppose that, for each 1 ≤ s ≤ k,
there is an ms ∈ N such that
(3) (1, is)→ Bms
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Then set m := max{ms : 1 ≤ s ≤ k}. By hypothesis,
min dim(Am+1) = K
So there is a node (m+1, jm+1) such that (m+1, jm+1) = K. By definition,
there must be a node (m, jm) such that
(m, jm)ց (m+ 1, jm+1)
Since (m + 1, jm+1) = mindim(Am+1) = min dim(Am) and the connecting
map is injective, it follows that (m, jm) = K. Proceeding up the diagram,
we see that there must be a chain {(1, j1), (2, j2), . . . , (m + 1, jm+1)} such
that
(p, jp) = K and (p, jp)ց (p + 1, jp+1)
for each 1 ≤ p ≤ m. In particular, (1, j1) 9 Bm, contradicting Eq. (3).
Thus, there is a node (1, i) such that (1, i) = K and
(1, i)9 Bm
for any m ≥ 2. This node and its descendants give the required sequence Λ.
We claim that S := D(A) \ Λ is a directed hereditary set (See [3, Section
III.4]).
• If (p, i) ∈ S and (p, i) ց (p + 1, j) and suppose (p + 1, j) ∈ Λ then
(p + 1, j) = K and j = ip+1. However, (p, ip)ց (p + 1, ip+1). Since
(p, ip) = (p + 1, j) = K, it follows that the node (p + 1, j) cannot
have more than one predecessor in the diagram. Hence, i = ip and
this contradicts the choice of (p, i) ∈ S. Thus, (p+1, j) ∈ S, so S is
directed.
• Suppose (p, i) ∈ D such that, for any j,
(p, i)ց (p+ 1, j)⇒ (p+ 1, j) ∈ S
Suppose i = ip, then by construction of Λ, (p, ip)ց (p+1, ip+1). So
by hypothesis, (p+1, ip+1) ∈ S. This is a contradiction, so i 6= ip so
that (p, i) ∈ S as required. Hence, S is a hereditary subset of D as
well.
Thus, by [3, Theorem III.4.4], A has an ideal I such that A/I corresponds
to the the diagram Λ. However, Λ defines an inductive limit
MK(C)→MK(C)→MK(C)→ . . .
where the connecting maps are identity maps, and so A/I ∼= MK(C). This
proves the lemma. 
We are now in a position to prove Theorem B.
Theorem 3.6. For an AF -algebra A, the following are equivalent:
(1) A is K-stable
(2) A is rationally K-stable
(3) A has no non-zero finite dimensional representations.
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(4) For any generating nest {Ap} of finite dimensional C*-algebras, we
have
lim
p→∞
min dim(Ap) =∞
(5) There is a generating nest {Ap} of finite dimensional C*-algebras
such that
lim
p→∞
min dim(Ap) =∞
Proof. Note that (1)⇒ (2) and (4)⇒ (5) are both obvious, while (3)⇒ (4)
is the content of Lemma 3.5. Therefore, we prove (2)⇒ (3) and (5)⇒ (1).
(2) ⇒ (3): Suppose A has a finite dimensional representation, then there
is an ideal I < A such that Q := A/I is finite dimensional. By taking a
further quotient if need be, we may assume without loss of generality that
Q = MK(C) for some K ∈ N. Now fix n > 1 and consider the commuting
diagram
0 // I //

A //

Q

// 0
0 // Mn(I) // Mn(A) // Mn(Q) // 0
Choose an odd number m such that
2K − 1 < m ≤ 2nK − 1
and applying the functor Fm to this diagram, we get an induced diagram of
Q-vector spaces by Lemma 3.3
0 // Fm(I) //
Fm(ιI )

Fm(A) //
Fm(ιA)

0
Fm(ιQ)

// 0
0 // Fm(Mn(I)) // Fm(Mn(A)) // Q // 0
Since Fm(ιQ) is the zero map (and hence not surjective), it follows that
Fm(ιA) cannot be surjective. This contradicts the assumption that A is ra-
tionally K-stable.
(5) ⇒ (1): Fix k ∈ N and j ≥ 2. We want to show that the map
Gk(ιj) : Gk(Mj−1(A)) → Gk(Mj(A)) is an isomorphism. Now, Mj−1(A)
is an inductive limit of the algebras {Mj−1(Ap)} which also satisfy the con-
dition that
lim
p→∞
min dim(Mj−1(Ap)) = +∞
Replacing Mj−1(A) by A, it suffices to show that the inclusion map ιA :
A → Mn(A) induces an isomorphism Gk(ιA) for any fixed n ∈ N. To that
end, fix n ∈ N and choose N ∈ N so that
min dim(Ap) ≥
⌈
k + 1
2
⌉
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for all p ≥ N . Now, for each simple summand Mℓ(C) →֒ Ap, we have
m ≤ 2ℓ − 1, so that the inclusion map ιMℓ(C) : Mℓ(C) → Mnℓ(C) induces
an isomorphism Gk(ιMℓ(C)) : Gk(Mℓ(C)) → Gk(Mnℓ(C)) by Lemma 2.1.
Hence, Gk(ιAp) is an isomorphism for all p ≥ N , so by taking limits, we see
that Gk(ιA) is also an isomorphism as required. 
We now connect our results to those of Thomsen [12, Theorem 4.5]: Recall
that an ordered Abelian group (G,G+) has large denominators if, for all
a ∈ G+ and n ∈ N, there exists b ∈ G+ and m ∈ N such that
nb ≤ a ≤ mb
Given an inclusion A1 ⊂ A2 of finite dimensional C*-algebras with multi-
plicity matrix Φ = [ℓi,j ], we write β(A2, A1) = min{ℓi,j : ℓi,j 6= 0}. In other
words, β(A2, A1) is the minimum number of edges between points in the
diagram D(A1, A2, ϕ). In [12, Lemma 4.4], Thomsen proves that, if A is
an AF-algebra, then K0(A) has large denominators if and only if, for any
generating nest {Ap} of finite dimensional C*-algebras, we have
sup
m≥n
β(Am, An) = +∞
for all n ∈ N. He then uses this to show [12, Theorem 4.5] that if A has this
property, then A⊗B is K-stable for all C*-algebras B.
Note that the same proof goes through, mutatis mutandis, if we simply
assume that
lim
p→∞
min dim(Ap) = +∞
Hence, the conditions of Theorem B imply that A ⊗ B is K-stable for all
C*-algebras B.
Corollary 3.7. [12, Theorem 4.5] If A is an AF-algebra such that K0(A)
has large denominators, then A is K-stable.
Proof. Suppose ϕ : A → MK(C) is a non-zero finite dimensional represen-
tation, then
K0(ϕ) : (K0(A),K0(A)
+)→ (Z,Z+)
is a homomorphism of ordered Abelian groups. Furthermore, since ϕ 6= 0,
K0(ϕ) 6= 0 by [11, Theorem 1.3.4]. Hence, there exists a ∈ K0(A)
+ such
that k := K0(ϕ)(a) > 0. By hypothesis, there exists b ∈ K0(A) and m ∈ N
such that
(k + 1)b ≤ a ≤ mb
Hence, (k + 1)K0(ϕ)(b) ≤ k, which implies K0(ϕ)(b) = 0. However, this
contradicts the fact that mK0(ϕ)(b) ≥ k. Consequently, A does not have
any non-zero finite dimensional representations, and is hence K-stable by
Theorem B. 
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Example 3.8. Consider the AF-algebra A given by the Bratteli diagram in
Example 2.7. The sub-diagram consisting of the column on the right defines
an ideal I, so this algebra is not simple. In fact, K0(A) does not have large
denominators. To see this, we denote the maps Ak → A by αk. Now, let
e ∈ A1 denote a minimal projection in the first summandM1(C) of A1. and
let a := [α1(e)] ∈ K0(A). Suppose that there exists b ∈ K0(A) and m ∈ N
such that
2b ≤ a ≤ mb
Then choose k ∈ N and a projection p ∈ Ak such that b = [αk(p)]. Also,
Ak =Mk(C)⊕Mk(C), so choose a normalized extremal trace τ on the first
summand of Ak, then it follows that
2τ(p) ≤ τ(ϕk,1(e)) ≤ mτ(p)
Now by construction τ(ϕk,1(e)) =
1
k . Hence, τ(p) ≤
1
2k , which implies that
τ(p) = 0. This cannot happen because mτ(p) ≥ 1k as well. Thus, K0(A)
does not have large denominators.
However, A is K-stable by Theorem 3.6 because limk→∞min dim(Ak) =
+∞.
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