We consider maps defined on an open set of R nþm having a fixed point whose linear part is the identity. We provide sufficient conditions for the existence of a stable manifold in terms of the nonlinear part of the map.
Introduction
It is well known that invariant manifolds associated to invariant objects (fixed points, periodic orbits, etc.) of a dynamical system yield essential information for the analysis of the dynamical structure of the system. When an invariant object satisfies some kind of hyperbolicity there are many results concerning the existence, regularity and uniqueness of their invariant manifolds, see for instance [6, [8] [9] [10] .
The case of invariant objects without hyperbolic ''directions'' is more complicated. The full neighborhood of the object is a central manifold. If we consider dynamical systems generated by maps, the fact that a neighborhood of the fixed point is a central manifold means that all the eigenvalues of the linear part of the map at the fixed point have modulus one.
The case that all eigenvalues are exactly equal to one is the most degenerate one. In this case the set of points whose positive iterates converge to the fixed point may have nonempty interior. This set is invariant by the map. We can call it stable invariant set or stable invariant manifold in some generalized sense. In the analogous way we can define the unstable invariant set.
The problem of deciding whether a parabolic fixed point of a vector field or a map has associated stable and unstable manifolds (inside the central manifold), has not been solved in general, but there are already some existence and uniqueness results for these manifolds. For two-dimensional maps with fixed points with identity linear part we mention [13, 16] . For two-dimensional maps with linear part equal to:
we refer to [2, 7] . In this context, it may happen that both the stable and the unstable invariant sets are open sets. See an example of such case in [7] . Some stable manifolds theorems for a class of systems coming from problems in Celestial Mechanics can be found in [4, 15] . In all these problems the stable manifolds are one dimensional.
Maps having parabolic fixed points appear in applied problems. For example, when studying parabolic and oscillatory orbits in some problems of Celestial Mechanics. The most studied case has been the planar three-body problem. In the planar three-body problem a parabolic orbit is a trajectory of a particle arriving to infinity with zero speed, while the trajectories of the other two particles remain bounded for all positive times. An orbit of the planar three-body problem is called oscillatory if the upper limit (along time) of the distance between particles is infinite, but the lower limit is finite. Thus it seems clear that the oscillatory orbits come and go infinitely often going (somehow) to infinity. Hence a good way to look at this problem is to look for solutions that are ''homoclinic at infinity''. Therefore it seems natural to associate to the infinity some invariant object, through the introduction of a special set of coordinates. This object is usually called the infinity manifold. In the case of the planar three-body problem McGehee and Easton [5] prove that the infinity set may be seen as a three-sphere foliated by periodic orbits. McGehee [13] considers three problems: the restricted three-body problem, the Sitnikov problem and the one-dimensional three-body problem, and proves, after certain changes of variables, that infinity may be reduced to a periodic orbit. Later, Martı´nez and Pinyol [12] prove, among other things, that in the elliptic restricted three-body problem the infinity manifold is also foliated by periodic orbits. Using the existence theorem of invariant manifolds given in [13] , Delgado and Vidal [3] , also prove the existence of parabolic orbits in the tetrahedral four-body problem and, finally, Á lvarez and Llibre [1] , consider the same question for the elliptic collision restricted three-body problem, which consists in two bodies of equal masses in a collision elliptic orbit, while their centre of mass is at rest and a third particle of zero mass moving in a perpendicular line to the line of motion of the other two.
An approach to the search of oscillatory orbits is to prove that these periodic orbits, which represent infinity in the original system, have transversely intersecting stable and unstable manifolds. This is not a sufficient condition (see [5] ), but it seems to be necessary to prove the existence of oscillatory orbits. In the problems treated by McGehee in [13] and in the elliptic restricted problem in [12] the existence of these homoclinic solutions implies the existence of oscillatory orbits.
In all these examples, the periodic orbits in the infinity manifold are degenerate in the sense that the derivative of the Poincare´map associated to them has an eigenvalue equal to one. Using the existence theorems proved in [4, 13, 15] it is possible to prove that parabolic orbits form a smooth manifold. Robinson [15] , Xia [17] , Martı´nez and Pinyol [12] and Moeckel [14] prove the existence of heteroclinic orbits and consequently they can conclude that there exist oscillatory orbits in some instances of the three-body problem.
Here we generalize results on existence and analyticity of invariant manifolds of several papers starting with [13] , from two-dimensional to ðn þ mÞ-dimensional maps.
We consider maps in R n Â R m with the origin fixed and its linear part equal to the identity. Under suitable conditions on the nonlinear terms we establish the existence of n-dimensional stable manifolds expressed as graphs of functions defined in domains which have the fixed point on its boundary. In Section 3 we deal with the Lipschitz case and in Section 4 we consider the analytic case.
The methods we use in this work are generalizations of the ones of McGehee [13] but we need to introduce extra arguments based on degree theory that in onedimensional invariant manifolds reduce to elementary observations. Section 5 contains the examples. The first one is just a simple application, and the second one consists in looking for parabolic orbits in the spatial three-body problem. In this problem, we prove that the parabolic orbits form an analytic manifold of dimension two in the phase space. For this reason the known existence theorems do not apply in this case.
Definitions and notation
We consider maps F : UCR nþm -R nþm of the form These definitions depend on the decomposition R nþm ¼ R n Â R m : Particular cases are n ¼ 1 or m ¼ 1: In the two-dimensional case, if n ¼ 1 and m ¼ 1; V can be taken as the intervals ð0; rÞ or ðÀr; 0Þ: When V ¼ ð0; rÞ the corresponding invariant manifold is denoted by W sþ in [7] .
Let jj Á jj be a norm in R k : Given V CR n ; we introduce the following notation: for all xAV ðrÞ: Indeed, the inequality jjl Id þ D x pðx; 0Þjj À jjm Id þ D x pðx; 0Þjjpjl À mj implies that jjl Id þ D x pðx; 0Þjj À l is a decreasing function of l: Then, if xAV ðrÞ and tAð0; 1;
The second inequality follows in the same way.
The rest of this section is devoted to prove Theorem 3.1. The main idea of the proof consists in, given x 0 AV ðrÞ; looking for the set of points of the form ðx 0 ; yÞ whose all positive iterates remain in a neighborhood of the origin and converge to it.
We claim that this set reduces to a unique point ðx 0 ; y 0 Þ: Hence there exists a function y 0 ¼ jðx 0 Þ whose graph is the stable manifold.
To prove the claim, as well as the fact that j is Lipschitz, we will consider a sequence of nested sets defined as the sets of points whose first k iterates remain in a neighborhood of the origin.
To control this sequence we need a series of preparatory lemmas which provide us with some quantitative estimates of the weak hyperbolicity generated by the nonlinear terms of the map outside the origin. Lemma 3.6 provides bounds for the contraction and expansion of the linearized map along the x-and y-axis, respectively. Lemmas 3.7 and 3.8 extend these estimates from the linearization to the map itself. Lemmas 3.9 and 3.10 study how the derivative acts on vectors of the tangent space, in particular Lemma 3.9 establishes that there exists and invariant cone for DF : Lemma 3.13 will be applied as an iterative lemma to control the differences of the iterates of two initial points. The nested sets of the sequence are constructed iteratively. It is essential that they do not become void at some level of the process. This is guaranteed by Lemma 3.15.
In all next lemmas we will assume implicitly the hypotheses of Theorem 3.1. (1) jjId þ tD x pðx; yÞ þ tD x f ðx; yÞjjp1 À K 1 tjjxjj N p À1 ;
(2) jjðId þ tD y qðx; yÞ þ tD y gðx; yÞÞ
Proof.
(1) Since p is homogeneous there exists K40 such that jjD 2 pðx; yÞjjpKjjxjj N p À2 : By the conditions over f ; given Z40 there exists r40 such that jjD x f ðx; yÞjjpZjjxjj N p À1 for ðx; yÞAV ðr; bÞ: Then, using Remark 3.4, jjId þ tD x pðx; yÞ þ tD x f ðx; yÞjjp jjId þ tD x pðx; 0Þjj þ tjjD x pðx; yÞ À D x pðx; 0Þjj
with K 1 40; if we take b and Z small enough.
(2) In the same way as in (1) if we take b and r small enough. The result follows because there exists K 0 0 such that jjðId þ tD y qðx; yÞ þ tD y gðx; yÞÞ À1 À ðId À tD y qðx; yÞ À tD y gðx; yÞÞjj
There exists a constant M 1 such that for ðx; yÞAV ðr; bÞ and for any tA½0; 1;
In particular, for t ¼ 1 we have that jjp 1 F ðx; yÞjjojjxjj:
Proof. By the mean value theorem and (3.2) we have that jjx þ tpðx; 0Þjjp
Moreover, there exists K40 such that jjD y pðx; yÞjjpKjjxjj N p À1 if ðx; yÞAV ðr; bÞ and, given Z40; there exists r40 such that jj f ðx; yÞjjpZjjxjj N p for ðx; yÞAV ðr; bÞ: Then jjx þ tpðx; yÞ þ tf ðx; yÞjjp jjx þ tpðx; 0Þjj þ tjjpðx; yÞ À pðx; 0Þjj þ tjj f ðx; yÞjj 
The second inequality in (3.4) is proved in the same way, using (2) 
. Given lAN; z k AV ðr; bÞ for all kAf1; y; lg and zASðaÞ; we have that ð1=lÞ P l k¼1 DF ðz k ÞzASðaÞ:
Proof. Let z ¼ ðx; ZÞASðaÞ: Applying estimate (3.4) of Lemma 3.9, we obtain that ajjð1=lÞ
On the other hand, if we
if we take b and r small enough. Then, from (3.6) and (3.5), we obtain 
By (3.7)
Then, using (3.8), we have that for z 1 ; z 2 AV ðr; bÞ;
Translating this condition to the original norm jj Á jj we get the result. & Lemma 3.13. Let r and b be small enough. 
By
and the statement holds. &
We will use the following result from degree theory. We will denote by dð f ; D; pÞ the degree of f at p relative to D: We recall that if dð f ; D; pÞa0; then pAf ðDÞ: See [11] for details. We recall the following result. We note that the condition T z GCSðaÞ implies that G-V ðr; bÞ can be expressed as the graph of a function c : p 2 ðG-V ðr; bÞÞ-R n ; in the form G ¼ fðcðyÞ; yÞ : yAG-V ðr; bÞg with jjDcðyÞjjp1=a:
ð3:9Þ Going back to the original variables ðx; yÞ we obtain that F ðGÞ is the image of
We will need to restrict the domain D g to D g 1 in such a way that for all zAD g 1 ; gðzÞAV: Therefore we also obtain that F ð@D g 1 ÞCV ðr; bÞ c : Finally the fact that T z ðF ðGÞÞCSðaÞ for all zAF ðGÞ-V ðr; bÞ comes from Lemma 3.13. &
With the previous lemmas we can prove Theorem 3.1.
Proof of the Theorem 3.1. Given GAHðaÞ we define the sequence 16 . From the fact that we can take a as small as we want if we take r small enough, we get that j has an arbitrarily small Lipschitz constant in a sufficiently small neighborhood of the origin. Therefore j is differentiable at 0 and Djð0Þ ¼ 0:
The analytic case
In this section we shall prove that if F is analytic then j is also analytic in a suitable complex enlargement of its domain. We consider F defined in an open set of C nþm : We introduce the following notation: if xAC n ; jjRe xjj and jjIm xjj mean the norm of ðRe x 1 ; y; Re x n Þ and ðIm x 1 ; y; Im x n Þ respectively as elements of R n and jjxjj ¼ maxfjjRe xjj; jjIm xjjg:
We take the norm of jjyjj in an analogous way and finally jjðx; yÞjj ¼ maxfjjxjj; jjyjjg: Given g; r40 we define the sets Oðr; gÞ ¼ fxAC n : Re xAV ðrÞ; jjIm xjjogjjRe xjjg;
Lðr; g; bÞ ¼ fðx; yÞAC n Â C m : xAOðr; gÞ; jjyjjpbjjxjjg:
We will need the set Oðr; gÞ to be invariant by x/p 1 F ðx; yÞ for jjyjjpbjjxjj: Actually we will need that there exists an invariant open set containing V ðrÞ and contained in Oðr; gÞ: We will see in Lemma 4.3 that a technical sufficient condition for the invariance of Oðr; gÞ for some r; g is H4 For all xAV 1 ðrÞ; jjId þ D x pðx; 0Þjj þ jjId À
Note that if H4 holds, since V 1 ðrÞ is a compact set, there exists Z40 such that for all xAV 1 ðrÞ we have jjId þ D x pðx; 0Þjj þ jjId À
Theorem 4.1. Let F be an analytic map of the form (3.1). Assume that the hypotheses H1-H4 hold. Then, the map j obtained in Theorem 3.1 is analytic in V ðrÞ:
To prove Theorem 4.1 we will consider a suitable analytic initial function and then the sequence of its iterates by the graph transform.
Since we are interested in the stable manifold we will consider the graph transform associated to the inverse map F À1 : This causes that when one has an iterate, next iterate is defined implicitly. Rouche´'s theorem is used to show that the graph of the next iterate has no irregular points and the implicit function theorem implies analyticity. Lemma 4.3 below provides the necessary estimates to apply Rouche´'s theorem.
First we state a technical lemma. 
with M 1 40 if we take g small enough. Moreover, since A 2 ðx 1 ; 0Þ ¼ 0; there exists K 2 40 such that jjA 2 ðx 1 ; x 2 ÞjjpgK 2 jjxjj NÀ1 : Let vAC k be such that jjvjj ¼ 1: We write v ¼ v 1 þ iv 2 : Using the previous bounds, if r and g are small enough, there exists M 0 40 such that
Therefore, jjId þ Aðx; 0Þjjp1 À M 0 jjxjj NÀ1 for xAOðr; gÞ: Finally, using again the mean value theorem jjId þ Aðx; yÞjjp jjId þ Aðx; 0Þjj þ jjAðx; 0Þ À Aðx; yÞjj 
Using (4.11), the mean value theorem and the homogeneity of the derivatives of C and A; there exists g small enough such that
This implies (4.10). Using the general simple fact that if a; bX0 and a þ bp2 À Z then abpð1 À Z=2Þ 2 ; from (4.10) we obtain the following bound for the product of norms jjId þ 
if r and b are small. (1) We define the index of z 0 as ið f ; z 0 ; 0Þ ¼ dð f ; U; 0Þ where U is any bounded neighborhood of z 0 which does not contain any zero of f different from z 0 and d stands for topological degree. (2) We define the multiplicity of z 0 as ið f ; x 0 ; pÞ: We say that z 0 is simple if its multiplicity is one.
The following version of Rouche´'s theorem can be found in [11] . In particular, if f has a unique zero in D of multiplicity one, f þ g also has a unique zero in D:
We define the set of functions Therefore, h jV ¼ j which implies that j is a real analytic function. This ends the proof of Theorem 4.1.
Examples
1. A simple example of application of the above theorem is the map F : R 2þ1 -R 2þ1 defined by where qðx 1 ; x 2 ; yÞ is a homogeneous polynomial of degree 3, f 1 ; f 2 and g are analytic functions of order 4. We will work with the supremum norm. Let ro1= ffiffi ffiðy; y; r; aÞ ¼ * jðx; tÞ with where ðx; tÞ belongs to a complex neighborhood of ð0; x 0 Þ Â ð0; t 0 Þ: In order to prove the existence of an unstable invariant manifold of the periodic orbit labeled by a N and r N for the system (5.2) we perform the change given by s ¼ Àt and ð % x; % y; % t; % y; % a; % r; % fÞ ¼ ðx; Ày; Àt; y; Àa; r; Àf Þ:
In these new variables the dominant terms of system (5.2) do not change and therefore we can make the same argument as for the stable manifold and to conclude that there exists a two-dimensional unstable manifold associated to the periodic orbit of the system (5.2) labeled by a N and r N :
