Nonlinear least squares problems are special class of unconstrained optimization problems in which their gradient and Hessian have special structures. In this paper, we exploit these structures and proposed a matrix free algorithm with diagonal Hessian approximation for solving nonlinear least squares problems. We devise appropriate safeguarding strategies to ensure the Hessian matrix is positive definite throughout the iteration process. The proposed algorithm generates descent direction and is globally convergent. Preliminary numerical experiments shows that the proposed method is competitive with a recent developed similar methods.
Introduction
In this paper, we consider nonlinear least squares problems, the special class of unconstrained optimization problems, of the form
where F (x) = (F 1 (x), · · · , F m (x)) T and each residual F i : R n → R, i = 1, · · · , m (usually m ≥ n), is twice continuously differentiable function. Let J(x) ∈ R m×n denotes Jacobian of the residual function F (x) and g(x), denote the gradient of the objective function f , ∇f (x k ), and H(x) denote the Hessian of the objective function ∇ 2 f (x). The gradient and Hessian of problem (1.1) have special structures and are respectively given by
where F i is the ith component of F , ∇ 2 F i (x) is its Hessian, and C(x) is a square matrix representing the second term of the Hessian.
Nonlinear least squares problems have been studied extensively, and many iterative algorithms for solving them have been proposed. These generally fall into two categories, namely, general unconstrained optimization algorithms that includes Newton's method and quasi-Newton methods; and special methods, that take the special structure of the problem into account, which constitute Gauss-Newton method, Levenberg-Marquardt method and Structured quasi-Newton methods (see [6, 22, 23, 25, 26] ). For a brief survey of methods for addressing nonlinear least squares problems, interested reader may refer to the recent articles by Mohammad et al. [17] and Yuan [24] .
The study of efficient algorithm for nonlinear least squares (NLS) problems is important because of its numerous areas of applications such as data fitting, optimal control, parameter estimation, experimental design, data assimilation, and imaging problems (see [1, 2, 7, 10, 13, 21] ). For instance, it is often common to measure the discrepancy between a proposed parametrized model and the observed behavior of a given system. To select values for the parameters that best match the model to the data, it is usual to minimize the sum of the squares of the residuals F s i . The special structure of problem (1.1) can always be explored to devise efficient algorithms for obtaining its solution. For example Kobayashi et al. [11] exploits the structure of the nonlinear least squares by introducing a class of matrix-free structured methods that falls into the category of conjugate gradient algorithms with modified secant condition for solving nonlinear least squares problems. Motivated by their idea, Dehghani and Mahdavi-Amiri [3] proposed a modified secant relation specifically to get more information of the Hessian of the nonlinear least squares objective function. Furthermore, they proposed another class of conjugate gradient methods for addressing nonlinear least squares problems. In another attempt, but different approach, Mohammad and Waziri [16] proposed two structured Barzilai-Borwein step sizes for solving nonlinear least squares.
Recently, Mohammad and Sandra [15] proposed a diagonal Hessian approximation method for nonlinear least squares problems in which the diagonal approximation of the Hessian of the objective function is obtained using a structured secant condition that have some information of the exact Hessian. However, as a final remarks, the authors comment on the need for further research that investigate a better approximation of the Hessian matrix that involved its special structure.
We feel that approximating the first and second terms of the Hessian matrix (1.3) will lead to substantial lost of information about the Hessian. In this paper, we proposed a diagonal Hessian with better approximation by exploiting the special structure of problem (1.1) and obtained a matrix-free algorithm. The main difference between our method and the method in [15] , is that, in building our diagonal matrix, we take the whole information of the first term of (1.3) and approximate its second term. By this, our diagonal matrix contains more information than the one proposed in [15] . Our proposed method generates descent directions and is globally convergent.
The remaining of this paper is organized as follows. In Section 2, we present the proposed method and its algorithm. The convergence analysis is discussed in Section 3 and in Section 4, we give numerical experiments. Throughout this article, we use the following notations for the objective functionf (x k ) = f k , for the residual F (x k ) = F k , for any matrix A(x k ) = A k , and · for the Euclidean norm of vectors and the induced 2-norm of matrices.
Proposed method
An important concept of a structured quasi-Newton method for nonlinear least squares is the structure principle [4] . Now, we provide the necessary elements to develop our proposed diagonal Hessian approximation, taking the special structures of the gradient and Hessian of the problem (1.1) into account. Consider the second term of the Hessian matrix (1.3) . Suppose that at certain iteration k − 1, k ≥ 1 the second term of the Hessian matrix (1.3) is
so that the updating matrix C(x k ) which satisfies the secant equation
can be obtained as follows. The Taylor's expansion of ∇F i (x k−1 ) can be written as
where o : R + → R n such that for each i = 1, · · · , n, lim
By summing both sides of (2.3) for i = 1, · · · , m we obtain
. For convenience, we denote the first and second terms of y k−1 as
The following Lemma comes from [15] and will be useful in defining the entries of the diagonal matrix D k in view of the secant equation (2.6).
Lemma 2.1. Let Let D = diag(d) be a diagonal matrix in R n×n , and let c and s be vectors in R n . Then, the solution of the constrained linear least-squares problem with simple bounds:
is given by
Let the diagonal matrix D k be decompose into two diagonal matrices i.e. D k = diag(a k )+diag(b k ), where a k , b k are vectors representing the first and second terms of y k−1 respectively. For the diagonal matrix to be positive definite, all the diagonal entries a i k and b i k for i = 1, · · · , n, must be strictly positive. Now, applying Lemma 2.1 to the secant equation (2.6) for i = 1, · · · , n, Equation (2.9) becomes
and
From the above Lemma 2.1, the diagonal matrix has nonnegative diagonal entries which means it is positive semidefinite matrix. In order to ensure the diagonal matrix is positive definite, in the next subsection we provide a safeguard strategy similar to the one given in [15] , that guarantee each diagonal entries a i k and b i k for i = 1, · · · n, is strictly positive.
2.1. Safeguarding strategy. We consider the situation in whichŷ i k−1 , s i k−1 and y i k−1 , s i k−1 have different signs with s i k−1 = 0. Let γ ∈ (0, 1) be a shrinking parameter and ρ > 0 be a tolerance for ensuring strictly values.
Case (a)
Suppose
In a situation where s i k−1 = 0, then a i k−1 and b i k−1 will assume any suitable nonnegative safeguarding value.
2.2.
Algorithm. In this subsection, we present the proposed algorithm. Let d k and g k denote the search direction and the gradient of the objective function (1.1) respectively. The search direction d k , is obtained by solving the linear systems
is a diagonal matrix whose entries are computed by
The vectorsŷ k−1 and y k−1 are defined by (2.7) with some of their components possibly redefined by (2.12)−(2.15). Furthermore, we safeguard the diagonal entries of the diagonal Hessian H k from assuming extremely small and extremely large values by means of projecting them into a given scalar interval [l, u] , such that 0 < l ≤ 1 ≤ u << +∞. Hence, the ith diagonal entry of our Hessian matrix H k in which y i k−1 =ŷ i k−1 + y i k−1 for each i = 1, 2, ..., n is given by
Here the search direction is given by
k is a structured diagonal Hessian with diagonal entries h i k , the gradient g k = J T k F k and J k and F k are the Jacobian matrix and function evaluation at x k respectively. We adopt the non-monotone line search proposed by Zhang and Hager [27] to determine the step length α k . Let the search direction d k defined by (2.20) be a descent direction, then the step length α k > 0 in (2.19) should satisfy the following non-monotone Armijo-type line search technique
Next we give the following remarks: Remark A (i) Note that the P k+1 in the above line search technique is a convex combination of P k and f (x k+1 ). Since P 0 = f (x 0 ), it follows that the sequence {P k } is a convex combination of the function values f (x i ), for i = 0, 1, 2, · · · , k. (ii) The parameter η k controls the degree of monotonicity. If for each k, η k = 0, then the line search (2.21) is the usual monotone (Armijo-type); otherwise, it is non-monotone. (iii) If for each k, η k = 1, then P k = ψ k where (2.23)
We now formally state the steps of our proposed iterative algorithm with structured diagonal Hessian.
Algorithm 1: Algorithm with Structured Diagonal Hessian (ASDH)
Step 0. Given x 0 ∈ R n , γ, θ ∈ (0, 1), 0 ≤ η min ≤ η max ≤ 1, 0 < l ≤ 1 ≤ u, ρ, > 0, and k max ∈ N.
Step 1. Set k = 0, H k = I, Q k = 1. Compute F k and g k , and set P k = f k .
Step 2. If g k ≤ and k ≥ k max , stop. Else compute d k using (2.20).
Step 3. Perform nonmonotone line search
Step 3.1. Set α = 1,
Step 3.2. if the following inequality
holds, then proceed to Step 4. Else, set α k = α/2 and repeat Step 3.2
Step 4. Set α k = α and compute the next iterate using (2.19) .
Step 5. Set s k = α k d k and computeŷ k and y k using (2.7).
Step 6. Safeguardŷ k and y k using (2.12)−(2.15) in case any of them has different sign with s i k .
Step 7. Update the diagonal Hessian H k+1 using (2.18).
Step 8. Choose η k ∈ [η min , η max ] and compute Q k+1 and P k+1 using (2.22).
Step 9. Set k = k + 1 and go to step 2.
Remark B (i) Though the vectors g k ,ŷ k and y k are in the form of matrix-vector products, these products were obtained by writing a MATLAB code that computes them directly without forming or storing the Jacobian matrix. (ii) Since the Hessian H k is a diagonal matrix, its inverse H −1 k is obtained by taking the reciprocal of each h i (i = 1, 2, · · · , n) using Equation (2.18) taking into account our safeguarding rule. Therefore, the product H −1 k g k is simply component-wise vector multiplications.
From the discussions in Remark B above, we can see that our proposed method is matrix-free and therefore suitable for large-scale problems.
Convergence Analysis
In this section, we discuss the global convergence of our proposed method. We begin by stating the following assumptions which will be useful in our analysis.
A1. The level set
D = {x ∈ R n | f (x) ≤ f (x 0 )} is bounded, i.e.
there exists a
positive constant ω such that x ≤ ω for all x ∈ D. A2. There exist constants L 1 and L 2 such that for all x, y ∈ D, we have 
where l, ω 1 , ω 2 and ω 3 are positive constants.
Lemma 3.1. Let the sequence of search directions {d k } be generated by the ASDH algorithm, then there exist m 1 , m 2 positive constants such that for all k = 0, 1, 2, · · · , the following relations hold
Proof. From the definition of H −1 k , the diagonal entries defined by (2.18) is bounded for each i and for all k, i.e. l ≤ h i k ≤ u. Now, by the Equation (2.20) we have
If we let m 1 = 1/u, then (3.3) holds. In a similar way, since the diagonal matrix is always symmetric, we get
If we let m 2 = 1/l, we obtain (3.4) and the proof is complete.
Equations (3.3), (3.4) and the Proposition 1 in [15] imply tha the ASDH Algorithm is well-defined. Next, we state the following result which comes from Lemma 1.1 in [27] . Proof. By substituting η k Q k = Q k+1 − 1, in P k+1 defined in Equation (2.22) we have
The first two inequalities respectively come from (2.21) and (3.3) . Now, since f k ≤ P k , (Lemma 3.2), we obtain
so that {x k } ⊂ D and the proof is complete. Proof. The proof of this theorem follows directly from [27] .
Numerical Experiments
In this section, we turn our attention to numerical experiments to assess the performance of our proposed ASDH method compared to SDHAM method proposed in [15] . The SDHAM method is also a matrix-free algorithm for nonlinear least squares problems which exploits the special structure of the Hessian of the objective function; and generates its search direction using diagonal Hessian approximation similar to our proposed ASDH algorithm.
In our experiment, we solved 30 test problems of which 22 are large scale and 8 are small scale (see Table 1 ). We vary the dimensions of the large scale problems as 1000, 5000; 10,000. All the test problems considered are properly cited. The parameters used in the experiment are as follows • ASDH algorithm: γ = 0.2, η k = 0.75e (−(k/45) 2 ) + 0.1 with η min = 0.1, η max = 0.85, l = 10 −30 , u = 10 30 ; and ρ = 0.0001
• SDHAM algorithm: All parameters are as presented in [15] .
All codes were written in MATLAB R2017a and run on a PC with intel COREi5 processor with 4GB of RAM and CPU 2.3GHZ speed. The iteration is terminated whenever the inequality g k ≤ 10 −4 is satisfied. Failure, denoted by F, is recorded when the number of iterations exceeds 1,000 and the stopping criterion mentioned above has not been satisfied. In Tables 2−5, we report the results of the following information: the number of iterations (NITER) needed by each solver to converge to an approximate solution, the number of function evaluation (NFVAL), the number of matrix-vector product (NMVP) the CPU time in seconds (TIME), and the objective function f value at the minimizer (FVALUE). The test problems are denoted by Pi, i = 1, 2, · · · , 30.
In the Figures 1−4 , we adopt the popular performance profile by Dolan and Moré [5] to compare the performance of the ASDH method with that of SDHAM method based on the number of iterations, number of functions evaluation, number of matrix-vector product and CPU time. Though the two methods are competitive, it can be seen from the Figures 1−4 that all the curves with respect to our proposed ASDH method stay longer on the vertical axis which means it solves more problems with less NITER, NFVAL, NMVP and TIME compared to the SDHAM method. Specifically, it can observed from Figures 1−3 that our method solves about 80% of the test problems with least NITER, NFVAL, NMVP. Also, from Figure 4 we can see that our method solves about 70% of the test problems with least CPU TIME. Moreover, from the information reported in Table 2 −5, it can be seen that ASDH method solves all the test problems without any failure while the SDHAM recorded 3 failures. In the overall experiments, ASDH method needs less number of iterations, number of functions evaluation, number of matrix-vector product and CPU time to obtain the minimizer of most of the test problems compared to the SDHAM methods. (1/3, 1/3, · · · , 1/3) T P2
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Conclusions
We have proposed an iterative algorithm with structured diagonal Hessian approximation for solving nonlinear least square problems. The proposed algorithm neither forms nor stores matrices which make it suitable for large scale problems. We have devised appropriate safeguards to ensure the search directions generated by our proposed algorithm are descent. The proposed ASDH method was developed using a diagonal Hessian approximation that contains more information of Table 5 . Numerical results of our ASDH and SDHAM methods for small scale problems 23 − 30 
