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a b s t r a c t
A demiclosed principle is proved for asymptotically nonexpansive mappings in the
intermediate sense. Moreover, it is proved that the modified three-step iterative
sequence converges weakly and strongly to common fixed points of three asymptotically
nonexpansive mappings in the intermediate sense {Ti}3i=1 under certain conditions. The
results of this paper improve and extend the corresponding results of [M.O. Osilike,
S.C. Aniagbosor, Weak and strong convergence theorems for fixed points of asymptotically
nonexpansive mappings, Math. Comput. Modelling 32 (2000) 1181–1191; G.E. Kim, T.H.
Kim, Mann and Ishikawa iterations with errors for non-Lipschitzian mappings in Banach
spaces, Comput.Math. Appl. 42 (2001) 1565–1570; B.L. Xu,M.A. Noor, Fixed point iterations
for asymptotically nonexpansive mappings in Banach spaces, J. Math. Anal. Appl. 267
(2002) 444–453; K. Nammanee, S. Suantai, The modified Noor iterations with errors for
non-Lipschitzian mappings in Banach spaces, Appl. Math. Comput. 187 (2007) 669–679;
K. Nammanee, M.A. Noor, S. Suantai, Convergence criteria of modified Noor iterations
with errors for asymptotically nonexpansive mappings, J. Math. Anal. Appl. 314 (2006)
320–334] and other corresponding known ones. On the other hand, we show the necessary
and sufficient condition for the strong convergence of the modified three-step iterative
sequence to some common fixed points of {Ti}3i=1.
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1. Introduction





: ‖x‖ = ‖y‖ = 1,  = ‖x− y‖
}
.
E is said to be uniformly convex if and only if δE() > 0 for all  ∈ (0, 2].
Let U = {x ∈ E : ‖x‖ = 1}. E is said to be smooth if the limit limt→0(‖x+ ty‖ − ‖x‖)/t exists for each x, y ∈ U . E is said
to have the Fréchet differentiable norm if, for each x ∈ U the limit limt→0(‖x+ ty‖−‖x‖)/t exists and is attained uniformly
in y ∈ U .
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We assume that E is a real normed space and K is a nonempty subset of E. A mapping T : K → K is said to be
nonexpansive if ‖Tx− Ty‖ ≤ ‖x− y‖ for all x, y ∈ K . A mapping T : K → K is said to be asymptotically nonexpansive [1]
if there exists a sequence {kn} ⊂ [1,∞), limn→∞ kn = 1 such that
‖T nx− T ny‖ ≤ kn‖x− y‖ (1.1)
for all x, y ∈ K and n ≥ 1.
Aweaker definition,mapping T : K → K is said to be asymptotically nonexpansive in the intermediate sense [2] provided





(‖T nx− T ny‖ − ‖x− y‖) ≤ 0. (1.2)
The class of asymptotically nonexpansive mappings is a natural generalization of the important class of nonexpansive
mappings. Goebel and Kirk [1] proved that if K is a nonempty closed and bounded subset of a uniformly convex Banach
space, then every asymptotically nonexpansive self-mapping has a fixed point. In [3] Xu proved a fixed point theorem for
asymptotically nonexpansive mappings in the intermediate sense.
Iterative techniques for asymptotically nonexpansive self-mapping (type) in Banach spaces including Mann type and
Ishikawa type iterations processes have been studied extensively by various authors, see for example [1,4,2,3,5–10].
In 1978, Bose [4] proved that if K is a nonempty closed convex bounded subset of a uniformly convex Banach space E
satisfying Opial’s condition and T : K → K is an asymptotically nonexpansive mapping, then the sequence {T nx} converges
weakly to a fixed point of T provided T is asymptotically regular at x ∈ K , i.e.,
lim
n→∞ ‖T
nx− T n+1x‖ = 0.
In 1991, Xu [3] proved that the requirement that E satisfies Opial’s condition can be replaced with the condition that has a
Fréchet differentiable norm. In 1992, Tan and Xu [5] proved that the asymptotic regular of T at x can be weakened to the
so-called weakly asymptotic regularity of T at x, i.e.,
ω − lim
n→∞(T
nx− T n+1x) = 0.
Schu [6,7] introduced a modified Mann process to approximate fixed points of asymptotically nonexpansive mappings
defined on nonempty closed convex and bounded subsets of a uniformly convex Banach space E. In 2000, Osilike and
Aniagbosor [8] proved that the theorems of Schu remain true without the boundedness condition imposed on K , provided
that F(T ) = {x ∈ K : Tx = x} 6= ∅.
In 2001, Kim and Kim [10] studied the strong convergence of the Mann and Ishikawa iterations with errors for
asymptotically nonexpansive mappings in the intermediate sense in Banach spaces.
In 2000, Noor [11] introduced a three-step iterative sequence and studied the approximate solutions of variational
inclusion in Hilbert spaces. Glowinski and Le Tallec [12] applied a three-step iterative sequence for finding the approximate
solution of the elastoviscoplasticity problem, eigenvalue problem and liquid crystal theory. In [12], they have shown that the
three-step iterative schemes perform better than the Ishikawa type and Mann type iterative methods. Haubruge et al. [13]
have studied the convergence analysis of the three-step iterations to obtain new splitting type algorithms for solving
variational inequalities, separable convex programming and minimization of a sum of convex functions. They have proved
that three-step iterations lead to highly parallelized algorithms under certain conditions.
In 2007, Nammanee and Suantai [14] proved the weak and strong convergence theorems for the modified three-step
iterations with errors for asymptotically nonexpansive mappings in the intermediate sense in a uniformly convex Banach
space. Their results extended and improved the recent ones announced by Schu, Xu and Noor, Cho et al. and some others.
In recent years, much attention has been given to weak convergence in mean ergodic theorems. Its setting is either a
real uniformly convex Banach space with a Fréchet differentiable norm or a real uniformly convex Banach space with the
Opial property. The proofs of almost all theorems have the following common framework. First, applying demiclosedness
at 0 of the mapping I − T and the uniform convexity of the Banach space E, the authors get ωw({xn}) ⊂ F(T ), where
ωw({xn}) = {x : ∃xnj ⇀ x} denotes the weak limit set of {xn} and⇀ stands for weak convergence, F(T ) denotes the fixed
point set of T . In the next step they use either the Fréchet differentiable norm or the Opial property to conclude that the set
ωw({xn}) is a singleton and therefore the sequence {xn} is weakly convergent to a point x∗ which is a fixed point of T .
Inspired and motivated by these facts, a new type of three-step iterative sequence is introduced and studied in this
paper. This iterative sequence can be viewed as an extension for the three-step sequence of Xu and Noor [15], Nammanee
and Suantai [14], the Ishikawa type iterative scheme of Glowinski and Le Tallec [12] and the Mann type iterative scheme of
Schu [6,7]. The iterative scheme is defined as follows.
Let E be a normed space, K be a nonempty convex subset of E. Let Ti : K → K (i = 1, 2, 3) be given asymptotically
nonexpansive mappings in the intermediate sense. Then for a given x1 ∈ K and n ≥ 1, compute the iterative sequences
{xn}, {yn}, {zn} defined by{xn+1 = (1− an1 − bn1 − cn1 − en1)xn + an1T n1 yn + bn1T n1 zn + en1T n1 xn + cn1un,
yn = (1− an2 − bn2 − cn2)xn + an2T n2 zn + bn2T n2 xn + cn2vn,
zn = (1− an3 − cn3)xn + an3T n3 xn + cn3wn,
(1.3)
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where {ani}, {cni}, {bn1}, {bn2}, {en1}, {an3 + cn3}, {an2 + bn2 + cn2} and {an1 + bn1 + cn1 + en1} are appropriate sequences in
[0, 1] for i = 1, 2, 3 and {un}, {vn}, {wn} are bounded sequences in K . The iterative schemes (1.3) are called the modified
three-step iterations with errors. If T1 = T2 = T3 = T and en1 ≡ 0, then (1.3) reduces to the modified Noor iterations with
errors defined in [14]{xn+1 = (1− an1 − bn1 − cn1)xn + an1T nyn + bn1T nzn + cn1un,
yn = (1− an2 − bn2 − cn2)xn + an2T nzn + bn2T nxn + cn2vn,
zn = (1− an3 − cn3)xn + an3T nxn + cn3wn,
(1.4)
where {ani}, {cni}, {bn1}, {bn2} are appropriate sequences in [0, 1] for i = 1, 2, 3 and {un}, {vn}, {wn} are bounded sequences
in K .
If T1 = T2 = T3 = T and bn1 = bn2 = cn1 = cn2 = cn3 = en1 ≡ 0, then (1.3) reduces to the Noor iteration defined in [15]{xn+1 = (1− an1)xn + an1T nyn,
yn = (1− an2)xn + an2T nzn,
zn = (1− an3)xn + an3T nxn, n ≥ 1,
(1.5)
where {ani} are sequences in [0, 1] for i ∈ {1, 2, 3}.
If T1 = T2 = T3 = T and an3 = bn1 = bn2 = cn1 = cn2 = cn3 = en1 ≡ 0, then (1.3) reduces to the modified Ishikawa
iterative scheme [16]{
xn+1 = (1− an1)xn + an1T nyn,
yn = (1− an2)xn + an2T nxn, n ≥ 1, (1.6)
where {ani} are sequences in [0, 1] for i = 1, 2.
If T1 = T and an3 = an2 = bn2 = bn1 = cn1 = cn2 = cn3 ≡ 0 for all n ≥ 1, then (1.3) reduces to the modified Mann
iterative scheme [17]
xn+1 = (1− an1)xn + an1T nxn, n ≥ 1, (1.7)
where {an1} is a sequence in [0, 1].
The purpose of this paper is to first prove the demiclosed principle for asymptotically nonexpansive mappings in the
intermediate sense. Then we discuss weak convergence theorem of the modified three-step iteration for such mappings in
a uniformly convex Banach space E such that its dual E∗ has the Kadec–Klee property and {xn} is a bounded sequence for
which
lim
n→∞ ‖αxn + (1− α)q1 − q2‖
exists for all α ∈ [0, 1] and q1, q2 ∈ ωw({xn}), then ωw({xn}) is a singleton. Since the dual of reflexive Banach spaces with a
Fréchet differentiable normor theOpial property has the Kadec–Klee property, our theorems generalize the knownones.We
also study the strong convergence theorems of themodified three-step iteration for asymptotically nonexpansivemappings
in the intermediate sense in a uniformly convex Banach space under suitable conditions. Our results extend and improve
the corresponding ones announced in [15,14,18], the Ishikawa type iterative scheme of Glowinski and Le Tallec [12], Kim
and Kim [10], Osilike and Aniagbosor [8] and the Mann type iterative scheme of Schu [6,7].
Now we recall the well-known concepts and results.
A mapping T with domain D(T ) and range R(T ) in E is said to be demiclosed at p if whenever {xn} is a sequence in D(T )
such that {xn} converges weakly to x∗ ∈ D(T ) and {Txn} converges strongly to p, then Tx∗ = p.
A Banach space is said to have the Kadec–Klee property [19] if whenever w − limn xn = x (i.e., x ∈ ωw({xn})) with
limn→∞ ‖xn‖ = ‖x‖, it follows that limn→∞ xn = x strongly.
Lemma 1.1 (See [20, Theorem 2, p.567]). Let E be a real reflexive Banach space such that its dual E∗ has the Kadec–Klee property.
Let {xn} be a bounded sequence in E and q1, q2 ∈ ωw{xn}. Suppose
lim
n→∞ ‖αxn + (1− α)q1 − q2‖
exists for all α ∈ [0, 1]. Then q1 = q2.
Lemma 1.2 (See [18, Lemma 1.4]). Let E be a uniformly convex Banach space and Br = {x ∈ E : ‖x‖ ≤ r}, r > 0. Then there
exists a continuous, strictly increasing and convex function g : [0,∞)→ [0,∞), g(0) = 0 such that
‖λx+ βy+ γ z + µw‖2 ≤ λ‖x‖2 + β‖y‖2 + γ ‖z‖2 + µ‖w‖2 − λβg(‖x− y‖),
for all x, y, z, w ∈ Br and λ, β, γ , µ ∈ [0, 1] with λ+ β + γ + µ = 1.
By mathematical induction, the following lemma follows basically as in the proof of Lemma 1.2.
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Lemma 1.3. Let E be a uniformly convex Banach space and Br = {x ∈ E : ‖x‖ ≤ r}, r > 0. Then there exists a continuous,
strictly increasing and convex function g : [0,∞)→ [0,∞), g(0) = 0 such that
‖µ1x1 + µ2x2 + · · · + µnxn‖2 ≤ µ1‖x1‖2 + µ2‖x2‖2 + · · · + µn‖xn‖2 − µ1µ2g(‖x1 − x2‖),
for all x1, x2, . . . , xn ∈ Br and µ1, µ2, . . . , µn ∈ [0, 1] with µ1 + µ2 + · · · + µn = 1.
Lemma 1.4 (See [5, Lemma 1]). Let {an}, {bn}, {δn} be sequences of nonnegative real numbers satisfying the inequality
an+1 ≤ (1+ δn)an + bn, n ≥ 1.
If
∑∞
n=1 bn <∞ and
∑∞
n=1 δn <∞, then:
(i) limn→∞ an exists;
(ii) In particular, if {an} has a subsequence {ank} converging to 0, then limn→∞ an = 0.
The following lemma and its proof are analogous to Lemma 2.2 given in [21] and therefore we omit its proof here.
Lemma 1.5. Let E be a real uniformly convex Banach space and K a nonempty closed convex bounded subset of E. Let T : K → K
be a mapping which is asymptotically nonexpansive in the intermediate sense. For each  > 0 there exist an integer K > 0 and











for all t = (t1, t2, . . . , tn) such that ti ≥ 0 for i = 1, 2, . . . , n and∑ni=1 ti = 1.
We now state and prove the following lemmas:
Lemma 1.6 (Demiclosed Principle). Let E be a real uniformly convex Banach space and K a nonempty closed convex subset of E.
Let T : K → K be amappingwhich is asymptotically nonexpansive in the intermediate sense. If {xn} is a sequence in K converging
weakly to x∗ and if
lim
j→∞(lim supn
‖xn − T jxn‖) = 0,
then I − T is demiclosed at zero, i.e., for each sequence {xn} in K , if the sequence {xn} converges weakly to x∗ ∈ K and {(I − T )xn}
converges strongly to 0, then (I − T )x∗ = 0.
Proof. Clearly, {xn} is bounded. So, there exists r > 0 such that {xn} ⊂ C := K⋂ Br(0), where Br(0) is the closed ball in E
with center 0 and radius r . So C is a nonempty bounded closed convex subset in K . Next, we prove that, as j→∞,
T jx∗ → x∗. (1.8)








‖xn − T jxn‖) = 0,





. Thus, there exists n,j such that ‖xn − T jxn‖ < 12δ 5 for n ≥ n,j. Set ′ = min{ 12δ 5 , 5 }. Then we take K1(′) ≥ 1. Let
K2() = max{K 5 , K1(), K1(′)} and let k ≥ K2(). Since {xn} converges weakly to x∗, by Mazur’s theorem, for each positive
integer n ≥ 1, there exists a convex combination yn =∑m(n)i=1 t(n)i xi+n with t(n)i ≥ 0 and∑m(n)i=1 t(n)i = 1 such that
‖yn − x∗‖ → 0 as n→∞.
Since
‖xi+n − xk+n‖ − ‖T jxi+n − T jxk+n‖ ≤ ‖xi+n − T jxi+n‖ + ‖xk+n − T jxk+n‖ ≤ δ 5




∥∥∥∥∥ < 5 ,
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since xi+n, xi+k are both in K . There is Nj, ≥ 1 such that ‖yn − x∗‖ < 5 for all n ≥ Nj, . Since x∗ ∈ C ,
‖T jx∗ − x∗‖ ≤ ‖T jx∗ − T jyn‖ +









∥∥∥∥∥+ ‖yn − x∗‖ < 
for n ≥ Nj, and j ≥ K2(). Therefore ‖T jx∗ − x∗‖ <  for j ≥ K2() and so ‖T jx∗ − x∗‖ → 0 as j→∞. Thus (1.8) holds. By
the continuity of T , we have that
lim
j→∞ T (T
jx∗) = Tx∗ = x∗.
This completes the proof. 
The next lemma plays a crucial role for proving the main theorems.
Lemma 1.7. Let E be a real uniformly convex Banach space and K be a nonempty closed convex subset of E. Let Ti : K → K (i =





(‖T ni x− T ni y‖ − ‖x− y‖), 0}
such that
∑∞
n=1 dn < ∞. Let {xn}, {yn}, {zn} be the sequences as defined in (1.3) with
∑∞
n=1 cni < ∞ for i = 1, 2, 3. Suppose{un}, {vn}, {wn} are bounded sequences in K .
(1) If
⋂3
i=1 F(Ti) 6= ∅, then limn→∞ ‖xn − q‖ exists for q ∈
⋂3
i=1 F(Ti), where F(Ti) denotes the fixed point set of Ti for
i = 1, 2, 3.
(2) If lim infn→∞ ank > 0 for k < 3 and 0 < lim infn→∞ an3 ≤ lim supn→∞ an3 < 1, then limn→∞ ‖T n3 xn − xn‖ = 0.
(3) If lim infn→∞ an3 > 0 and 0 < lim infn→∞ an2 ≤ lim supn→∞(an2 + bn2) < 1, then limn→∞ ‖T n2 zn − xn‖ = 0.
(4) If 0 < lim infn→∞ an1 ≤ lim supn→∞(an1 + bn1 + en1) < 1, then limn→∞ ‖T n1 yn − xn‖ = 0.
Proof. This is basically the proof of Lemma 2.1 of [14]. For completeness, we sketch the details. Let q ∈ ⋂3i=1 F(Ti). Since{un}, {vn}, {wn} are bounded sequences in K , we set
M = sup
n≥1
‖un − q‖ ∨ sup
n≥1
‖vn − q‖ ∨ sup
n≥1
‖wn − q‖.
It follows from (1.3) that we have
‖zn − q‖ = ‖(1− an3 − cn3)xn + an3T n3 xn + cn3wn − q‖≤ (1− an3 − cn3)‖xn − q‖ + an3‖T n3 xn − q‖ + cn3‖wn − q‖≤ (1− cn3)‖xn − q‖ + an3dn +Mcn3
≤ ‖xn − q‖ + dn +Mcn3, (1.9)
‖yn − q‖ = ‖(1− an2 − bn2 − cn2)xn + an2T n2 zn + bn2T n2 xn + cn2vn − q‖≤ (1− an2 − bn2 − cn2)‖xn − q‖ + an2‖T n2 zn − q‖ + bn2‖T n2 xn − q‖ + cn2‖vn − q‖
= (1− an2 − cn2)‖xn − q‖ + an2
[‖T n2 zn − q‖ − ‖zn − q‖]+ an2‖zn − q‖
+ bn2
[‖T n2 xn − q‖ − ‖xn − q‖]+ cn2‖vn − q‖
≤ (1− an2 − cn2)‖xn − q‖ + an2dn + an2[‖xn − q‖ + dn +Mcn3] + bn2dn +Mcn2
≤ ‖xn − q‖ + 2dn +M(cn2 + cn3), (1.10)
‖xn+1 − q‖ = ‖(1− an1 − bn1 − cn1 − en1)xn + an1T n1 yn + bn1T n1 zn + en1T n1 xn + cn1un − q‖≤ (1− an1 − bn1 − cn1 − en1)‖xn − q‖ + an1‖T n1 yn − q‖+ bn1‖T n1 zn − q‖ + en1‖T n1 xn − q‖ + cn1‖un − q‖= (1− an1 − bn1 − cn1)‖xn − q‖ + an1[‖T n1 yn − q‖ − ‖yn − q‖] + an1‖yn − q‖+ bn1[‖T n1 zn − q‖ − ‖zn − q‖] + bn1‖zn − q‖ + en1[‖T n1 xn − q‖ − ‖xn − q‖] + cn1‖un − q‖≤ (1− an1 − bn1 − cn1)‖xn − q‖ + (an1 + bn1)dn
+ an1 [‖xn − q‖ + 2dn +M(cn2 + cn3)]+ bn1 [‖xn − q‖ + dn +Mcn3]+Mcn1
≤ ‖xn − q‖ + 3dn +M(cn1 + cn2 + cn3). (1.11)
Since
∑∞
n=1 dn <∞ and
∑∞
n=1 cni <∞ for i = 1, 2, 3, it follows from Lemma 1.4 that limn→∞ ‖xn − q‖ exists.
By (1),we know the sequence {xn−q} is bounded inK . It follows from (1.12) and (1.13) that the sequences {yn−q}, {zn−q}
are also bounded in K . Since Ti is an asymptotically nonexpansive mapping in the intermediate sense, we have
‖T ni xn − q‖ = [‖T ni xn − q‖ − ‖xn − q‖] + ‖xn − q‖
≤ ‖xn − q‖ + dn,
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for i = 1, 2, 3. Therefore, the sequences {T ni xn − q} are bounded for i = 1, 2, 3. Similarly, the sequences {T n1 yn − q} and{T nj zn − q} for j = 1, 2 are also bounded. Thus, there exists r > 0 such that
{xn − q}, {yn − q}, {zn − q}, {un − q}, {vn − q}, {wn − q}
{T n1 yn − q}, {T nj zn − q}2j=1, {T ni xn − q}3i=1 ⊂ Br .
It follows from (1.3) and Lemma 1.3 that
‖zn − q‖2 = ‖(1− an3 − cn3)(xn − q)+ an3(T n3 xn − q)+ cn3(wn − q)‖2
≤ (1− an3 − cn3)‖xn − q‖2 + an3‖T n3 xn − q‖2 + cn3‖wn − q‖2 − an3(1− an3 − cn3)g(‖T n3 xn − xn‖)
≤ ‖xn − q‖2 + dn + r2cn3 − an3(1− an3 − cn3)g(‖T n3 xn − xn‖). (1.12)
It follows from (1.3), Lemma 1.3 and (1.12) that
‖yn − q‖2 = ‖(1− an2 − bn2 − cn2)(xn − q)+ an2(T n2 zn − q)+ bn2(T n2 xn − q)+ cn2(vn − q)‖2
≤ (1− an2 − bn2 − cn2)‖xn − q‖2 + an2‖T n2 zn − q‖2 + bn2‖T n2 xn − q‖2
+ cn2‖vn − q‖2 − an2(1− an2 − bn2 − cn2)g(‖T n2 zn − xn‖)
≤ (1− an2 − cn2)‖xn − q‖2 + an2[‖T n2 zn − q‖2 − ‖zn − q‖2] + an2‖zn − q‖2
+ bn2[‖T n2 xn − q‖2 − ‖xn − q‖2] + r2cn2 − an2(1− an2 − bn2 − cn2)g(‖T n2 zn − xn‖)
≤ (1− an2 − cn2)‖xn − q‖2 + an2[‖T n2 zn − q‖ + ‖zn − q‖][‖T n2 zn − q‖ − ‖zn − q‖]
+ an2[‖xn − q‖2 + dn + r2cn3 − an3(1− an3 − cn3)g(‖T n3 xn − xn‖)] + bn2[‖T n2 xn − q‖
+‖xn − q‖][‖T n2 xn − q‖ − ‖xn − q‖] + r2cn2 − an2(1− an2 − bn2 − cn2)g(‖T n2 zn − xn‖)
≤ ‖xn − q‖2 + (2r + 1)dn + r2(cn2 + cn3)
− an2an3(1− an3 − cn3)g(‖T n3 xn − xn‖)− an2(1− an2 − bn2 − cn2)g(‖T n2 zn − xn‖). (1.13)
It follows from (1.3), Lemma 1.3, (1.12) and (1.13) that
‖xn+1 − q‖2 = ‖(1− an1 − bn1 − cn1 − en1)(xn − q)+ an1(T n1 yn − q)
+ bn1(T n1 zn − q)+ en1(T n1 xn − q)+ cn1(un − q)‖2
≤ (1− an1 − bn1 − cn1 − en1)‖xn − q‖2 + an1‖T n1 yn − q‖2 + bn1‖T n1 zn − q‖2
+ en1‖T n1 xn − q‖2 + cn1‖un − q‖2 − an1(1− an1 − bn1 − cn1 − en1)g(‖T n1 yn − xn‖)
≤ (1− an1 − bn1 − cn1)‖xn − q‖2 + an1[‖T n1 yn − q‖2 − ‖yn − q‖2] + an1‖yn − q‖2 + bn1[‖T n1 zn − q‖2
−‖zn − q‖2] + bn1‖zn − q‖2 + en1[‖T n1 xn − q‖2 − ‖xn − q‖2]
+ r2cn1 − an1(1− an1 − bn1 − cn1 − en1)g(‖T n1 yn − xn‖)
≤ (1− an1 − bn1 − cn1)‖xn − q‖2 + 2r(an1 + bn1 + en1)dn + r2cn1
+ an1[‖xn − q‖2 + (2r + 1)dn + r2(cn2 + cn3)− an2an3(1− an3 − cn3)g(‖T n3 xn − xn‖)
− an2(1− an2 − bn2 − cn2)g(‖T n2 zn − xn‖)] + bn1[‖xn − q‖2 + dn + r2cn3
− an3(1− an3 − cn3)g(‖T n3 xn − xn‖)] − an1(1− an1 − bn1 − cn1 − en1)g(‖T n1 yn − xn‖)
≤ ‖xn − q‖2 + (4r + 1)dn + r2(cn1 + cn2 + cn3)− an1an2an3(1− an3 − cn3)g(‖T n3 xn − xn‖)
− an1an2(1− an2 − bn2 − cn2)g(‖T n2 zn − xn‖)− an1(1− an1 − bn1 − cn1 − en1)g(‖T n1 yn − xn‖)
= ‖xn − q‖2 + θn − an1an2an3(1− an3 − cn3)g(‖T n3 xn − xn‖)
− an1an2(1− an2 − bn2 − cn2)g(‖T n2 zn − xn‖)− an1(1− an1 − bn1 − cn1 − en1)g(‖T n1 yn − xn‖),
(1.14)
where θn = (4r + 1)dn + r2(cn1 + cn2 + cn3). It follows from (1.14) that
an1an2an3(1− an3 − cn3)g(‖T n3 xn − xn‖) ≤ ‖xn − q‖2 − ‖xn+1 − q‖2 + θn, (1.15)
an1an2(1− an2 − bn2 − cn2)g(‖T n2 zn − xn‖) ≤ ‖xn − q‖2 − ‖xn+1 − q‖2 + θn, (1.16)
and
an1(1− an1 − bn1 − cn1 − en1)g(‖T n1 yn − xn‖) ≤ ‖xn − q‖2 − ‖xn+1 − q‖2 + θn. (1.17)
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Since
∑∞
n=1 cn3 < ∞ implies that limn→∞ cn3 = 0, we have lim supn→∞(an3 + cn3) = lim supn→∞ an3 + limn→∞ cn3 =
lim supn→∞ an3. Note that 0 < lim infn→∞ an3 ≤ lim supn→∞ an3 < 1 and lim infn→∞ ank > 0 for k < 3, there exist a
positive integer n0 and η, η′ ∈ (0, 1) such that
0 < η < an1, an2, an3 ≤ an3 + cn3 < η′ < 1 (1.18)
for all n ≥ n0. This implies by (1.15) that
η3(1− η′)g(‖T n3 xn − xn‖) ≤ ‖xn − q‖2 − ‖xn+1 − q‖2 + θn, (1.19)
for all n ≥ n0. By (1.19) form ≥ n0,
m∑
n=n0



















n=n0 g(‖T n3 xn − xn‖) <∞, and therefore limn→∞ g(‖T n3 xn − xn‖) = 0. Since g is strictly increasing and continuous
with g(0) = 0, we get limn→∞ ‖T n3 xn − xn‖ = 0.




2 zn − xn‖ = 0, limn→∞ ‖T
n
1 yn − xn‖ = 0, (1.20)
respectively. This completes the proof. 
Lemma 1.8. Let E be a real uniformly convex Banach space and K be a nonempty closed convex subset of E. Let Ti : K → K (i =





(‖T ni x− T ni y‖ − ‖x− y‖), 0}
such that
∑∞
n=1 dn <∞. Assume
⋂3
i=1 F(Ti) 6= ∅. Let {xn}, {yn}, {zn} be the sequences as defined in (1.3) with:
(1) 0 < lim infn→∞ an1 ≤ lim supn→∞(an1 + bn1 + en1) < 1;
(2) 0 < lim infn→∞ an2 ≤ lim supn→∞(an2 + bn2) < 1;
(3) 0 < lim infn→∞ an3 ≤ lim supn→∞ an3 < 1;
(4)
∑∞
n=1 cni <∞ for i = 1, 2, 3.
Suppose {un}, {vn}, {wn} are bounded sequences in K . Then limn→∞ ‖xn − Tixn‖ = 0 for i = 1, 2, 3.
Proof. It follows from (1.3) that
‖zn − xn‖ = ‖an3(T n3 xn − xn)+ cn3(wn − xn)‖
≤ ‖T n3 xn − xn‖ + cn3‖wn − xn‖.
This together with {xn}, {wn} bounded and limn→∞ ‖T n3 xn − xn‖ = 0, limn→∞ cn3 = 0 implies
lim
n→∞ ‖zn − xn‖ = 0. (1.21)
On the other hand, we have
‖T n2 xn − xn‖ ≤ ‖T n2 xn − T n2 zn‖ + ‖T n2 zn − xn‖
≤ dn + ‖xn − zn‖ + ‖T n2 zn − xn‖.




2 xn − xn‖ = 0. (1.22)
It follows from (1.3), (1.20) and (1.22), cn2 → 0 as n→∞ that
‖yn − xn‖ ≤ an2‖T n2 zn − xn‖ + bn2‖T n2 xn − xn‖ + cn2‖vn − xn‖
≤ ‖T n2 zn − xn‖ + ‖T n2 xn − xn‖ + cn2‖vn − xn‖
→ 0, as n→∞. (1.23)
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Continuing in this fashion we have
‖T n1 xn − xn‖ ≤ ‖T n1 xn − T n1 yn‖ + ‖T n1 yn − xn‖
≤ dn + ‖xn − yn‖ + ‖T n1 yn − xn‖
→ 0, as n→∞. (1.24)
And
‖T n1 zn − xn‖ ≤ ‖T n1 zn − T n1 xn‖ + ‖T n1 xn − xn‖
≤ dn + ‖zn − xn‖ + ‖T n1 xn − xn‖
→ 0, as n→∞. (1.25)
It follows from (1.3) that
‖xn+1 − xn‖ ≤ ‖T n1 yn − xn‖ + ‖T n1 zn − xn‖ + ‖T n1 zn − xn‖ + cn1‖un − xn‖,
and from the second term of (1.20), (1.24) and (1.25), we have
lim
n→∞ ‖xn+1 − xn‖ = 0. (1.26)
Notice that
‖xn − Tixn‖ ≤ ‖xn − xn+1‖ + ‖xn+1 − T n+1i xn+1‖ + ‖T n+1i xn+1 − T n+1i xn‖ + ‖T n+1i xn − Tixn‖
≤ 2‖xn − xn+1‖ + dn+1 + ‖xn+1 − T n+1i xn+1‖ + ‖T n+1i xn − Tixn‖, i = 1, 2, 3. (1.27)
Since Ti is uniformly continuous, limn→∞ ‖xn − T ni xn‖ = 0 for i = 1, 2, 3, limn→∞ dn = 0 and (1.26), we have
limn→∞ ‖xn − Tixn‖ = 0 for i = 1, 2, 3. 
Lemma 1.9. Let E be a real uniformly convex Banach space and K be a nonempty closed convex subset of E. Let Ti : K → K(i =





(‖T ni x− T ni y‖ − ‖x− y‖), 0}
such that
∑∞
n=1 dn < ∞. Assume F =
⋂3
i=1 F(Ti) 6= ∅. Let {xn} be the sequence as defined in (1.3). Then for all u, v ∈ F , the
limit
lim
n→∞ ‖txn + (1− t)u− v‖
exists for all t ∈ [0, 1].
Proof. Let an(t) = ‖txn + (1 − t)u − v‖. Then limn→∞ an(0) = ‖u − v‖ exists. It follows from Lemma 1.7(1) that
limn→∞ an(1) = limn→∞ ‖xn − v‖ exists. It now remains to prove the lemma for t ∈ (0, 1). Let Qn : K → K be defined
as follows:{Qn = (1− an1 − bn1 − cn1 − en1)I + an1T n1 V1 + bn1T n1 V2 + en1T n1 + cn1un,
V1 = (1− an2 − bn2 − cn2)I + an2T n2 V2 + bn2T n2 + cn2vn,
V2 = (1− an3 − cn3)I + an3T n3 + cn3wn,
where I is an identical mapping. Then for x, y ∈ K , noticing that T3 is asymptotically nonexpansive mapping in the
intermediate sense, we have
‖V2x− V2y‖ = ‖(1− an3 − cn3)x+ an3T n3 x+ cn3wn − [(1− an3 − cn3)y+ an3T n3 y+ cn3wn]‖
≤ (1− an3 − cn3)‖x− y‖ + an3‖T n3 x− T n3 y‖
≤ ‖x− y‖ + dn.
Similarly, we have
‖V1x− V1y‖ ≤ (1− an2 − bn2 − cn2)‖x− y‖ + an2‖T n2 V2x− T n2 V2y‖ + bn2‖T n2 x− T n2 y‖
= (1− an2 − cn2)‖x− y‖ + an2[‖T n2 V2x− T n2 V2y‖ − ‖V2x− V2y‖]
+ an2‖V2x− V2y‖ + bn2[‖T n2 x− T n2 y‖ − ‖x− y‖]
≤ (1− an2 − cn2)‖x− y‖ + (an2 + bn2)dn + an2(‖x− y‖ + dn)
≤ ‖x− y‖ + 2dn.
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Thus, we have
‖Qnx− Qny‖ ≤ (1− an1 − bn1 − cn1 − en1)‖x− y‖ + an1‖T n1 V1x− T n1 V1y‖
+ bn1‖T n1 V2x− T n1 V2y‖ + en1‖T n1 x− T n1 y‖
≤ ‖x− y‖ + 3dn.
Set
Sn, m = Qn+m−1Qn+m−2 · · ·Qn, m ≥ 1.
Then




and Sn, mxn = xn+m, Sn, mp = p, ∀p ∈ F . Set
bn,m = ‖xn − u‖[Sn, m(txn + (1− t)u)− tSn, mxn − (1− t)Sn, mu],








Wn,m = Sn, mu− Sn, m(txn + (1− t)u)





Zn,m = Sn, m(txn + (1− t)u)− Sn, mxn





It follows from (1.28) that ‖Wn,m‖ ≤ 1 and ‖Zn,m‖ ≤ 1. Since E is uniformly convex, for all t ∈ [0, 1] and all x, y ∈ E such
that ‖x‖ ≤ 1, ‖y‖ ≤ 1, we have
‖tx+ (1− t)y‖ ≤ 1− 2min{t, 1− t}δE(‖x− y‖)
≤ 1− 2t(1− t)δE(‖x− y‖). (1.29)
Therefore, from (1.29), we get
2t(1− t)δE(‖Wn,m − Zn,m‖) ≤ 1− ‖tWn,m + (1− t)Wn,m‖. (1.30)
Observe that
‖Wn,m − Zn,m‖ = ‖bn,m − Dn,m‖Nn,m ,
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Notice that limn→∞ ‖xn − u‖ = limn→∞ ‖xn+m − u‖, and δE(0) = 0, the continuity of δE gives from inequality (1.32) that
lim infn(lim supm ‖bn,m − Dn,m‖) = 0. Moreover,
lim sup
m
‖bn,m‖ ≤ lim sup
m









for some bounded sequence {Kn}. Since
∞∑
j=n




‖bn,m − Dn,m‖) = 0,





‖Sn,m(txn + (1− t)u)− tSn,mxn − (1− t)Sn,mu‖) = 0.
Thus
an+m(t) ≤ ‖txn+m + (1− t)u− v + (Sn,m(txn + (1− t)u)− tSn,mxn − (1− t)Sn,mu)‖
+‖ − [Sn,m(txn + (1− t)u)− tSn,mxn − (1− t)Sn,mu]‖
= ‖Sn,m(txn + (1− t)u)− v‖ +
n+m−1∑
j=n




3dj + ‖Sn,m(txn + (1− t)u)− tSn,mxn − (1− t)Sn,mu‖.
Therefore lim supn→∞ an(t) ≤ lim infn→∞ an(t). This completes the proof. 
2. Main results
Theorem 2.1. Let E be a real uniformly convex Banach space such that its dual E∗ has the Kadec–Klee property and K be a






(‖T ni x− T ni y‖ − ‖x− y‖), 0}
such that
∑∞
n=1 dn <∞. Assume F =
⋂3
i=1 F(Ti) 6= ∅. Let {xn} be the sequence as defined in (1.3) with:
(1) 0 < lim infn→∞ an1 ≤ lim supn→∞(an1 + bn1 + en1) < 1;
(2) 0 < lim infn→∞ an2 ≤ lim supn→∞(an2 + bn2) < 1;
(3) 0 < lim infn→∞ an3 ≤ lim supn→∞ an3 < 1;
(4)
∑∞
n=1 cni <∞ for i = 1, 2, 3.
Suppose {un}, {vn}, {wn} are bounded sequences in K . Then {xn} converges weakly to some common fixed point of {Ti}3i=1.
Proof. It follows from Lemma 1.7(1) that {xn} is bounded. Since E is a uniformly convex Banach space, {xn} has a weakly
convergent subsequence {xnj}. Suppose {xnj} converges weakly to p. Since {xn} ⊂ K and K is weakly closed, then p ∈ K .
From Lemma 1.8, we have limn→∞ ‖xn − Tixn‖ = 0 (i = 1, 2, 3). By Lemma 1.6, we get p ∈ ⋂3i=1 F(Ti). Suppose {xn} does
not converge weakly to p. Then there exists another subsequence {xnk} of {xn} which converges weakly to some q 6= p. As
in the case of p we must have q ∈ K and q ∈ ⋂3i=1 F(Ti). By Lemma 1.9, we have that limn→∞ ‖txn + (1 − t)p − q‖ exists
for all t ∈ [0, 1]. It follows from Lemma 1.1 that ωw({xn}) is singleton. So, p = q. Therefore, {xn} converges weakly to p. This
completes the proof. 
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Remark 2.2. In [20], the author pointed out that there exist uniformly convex Banach spaces which have neither a Fréchet
differentiable norm nor the Opial property but their duals do have the Kadec–Klee property. And the duals of reflexive
Banach spaceswith Fréchet differentiable normsor theOpial property have theKadec–Klee property. Therefore, Theorem2.1
extends and improves the corresponding results of Theorem 1 in [8], Theorem 2.7 in [14] and Theorem 2.8 in [18]) in some
aspects.
Now, we prove strong convergence of the iteration (1.3) for three asymptotically nonexpansive mappings in the
intermediate sense in a uniformly convex Banach space.
A mapping T : K → E with F(T ) 6= ∅ is said to satisfy condition (A) [22] if there exists a nondecreasing function
f : R+ = [0,∞)→ R+ with f (0) = 0, f (r) > 0 for all r > 0 such that ‖x− Tx‖ ≥ f (d(x, F(T ))) for all x ∈ K , where d(y, C)
denotes the distance between y and the set C , i.e., d(y, C) = infc∈C d(y, c). As Tan and Xu [5] pointed out condition (A) is
weaker than the demicompactness for a nonexpansive mapping T defined on a bounded set K . Wemodify this condition for
three asymptotically nonexpansive mappings in the intermediate sense Ti : K → E (i = 1, 2, 3) as follows:
Let K be nonempty subset of E, mappings Ti : K → E (i = 1, 2, 3) are said to satisfy condition (B) if there exists a
nondecreasing function f : R+ = [0,∞) → R+ with f (0) = 0, f (r) > 0 for all r > 0 such that 13 (‖x − T1x‖ + ‖x −
T2x‖ + ‖x − T3x‖) ≥ f (d(x, F)) for all x ∈ K , where F = ⋂3i=1 F(Ti). We know that condition (B) is weaker than the
demicompactness of mapping Ti (i = 1, 2, 3), and condition (A) is a special case of (B) for Ti = T (i = 1, 2, 3).
Theorem 2.3. Let E be a real uniformly convex Banach space and K be a nonempty closed convex subset of E. Let Ti : K →





(‖T ni x− T ni y‖ − ‖x− y‖), 0}
such that
∑∞
n=1 dn <∞. Assume F =
⋂3
i=1 F(Ti) 6= ∅. Let {xn} be the sequence as defined in (1.3) with:
(1) 0 < lim infn→∞ an1 ≤ lim supn→∞(an1 + bn1 + en1) < 1;
(2) 0 < lim infn→∞ an2 ≤ lim supn→∞(an2 + bn2) < 1;
(3) 0 < lim infn→∞ an3 ≤ lim supn→∞ an3 < 1;
(4)
∑∞
n=1 cni <∞ for i = 1, 2, 3.
Suppose {un}, {vn}, {wn} are bounded sequences in K . Then {xn} converges strongly to some common fixed point of {Ti}3i=1.
Proof. Let p ∈ F , from (1.14), we have
‖xn+1 − p‖ ≤ ‖xn − p‖ + γn, (2.1)
where γn = 3dn +M(cn1 + cn2 + cn3), and∑∞n=1 γn <∞. (2.1) means that
inf
p∈F ‖xn+1 − p‖ ≤ infp∈F ‖xn − p‖ + γn,
that is
d(xn+1, F) ≤ d(xn, F)+ γn. (2.2)
By Lemma 1.4, we get limn→∞ d(xn, F) exists. By virtue of Lemma 1.7 and condition (B), we obtain that limn→∞ f (d(xn, F)) =
0. Since the function f is nondecreasing with f (0) = 0, we have limn→∞ d(xn, F) = 0. It will be proved that {xn} is a Cauchy
sequence. For an arbitrary  > 0, since limn→∞ d(xn, F) = 0 and∑∞n=1 γn <∞, there exists a positive integer N1 such that
d(xn, F) ≤ 4 and
∑∞
j=n γj ≤ 4 for all n ≥ N1. So, we have d(xN1 , F) ≤ 4 and
∑∞
j=N1 γj ≤ 4 . This means that there exists a
p1 ∈ F such that ‖xN1 − p1‖ = d(xN1 , p1) ≤ 4 . It follows from (2.1) that when n ≥ N1,
‖xn+m − xn‖ ≤ ‖xn+m − p1‖ + ‖xn − p1‖
≤ ‖xN1 − p1‖ +
n+m−1∑
j=N1


















This implies that {xn} is a Cauchy sequence. Since the space E is complete, limn→∞ xn exists. Let limn→∞ xn = q, it will be
proven that q is a common fixed point of Ti (i = 1, 2, 3). Since limn→∞ ‖xn−Tixn‖ = 0 and Ti is continuous, we immediately
get that q = Tiq for i = 1, 2, 3. This completes the proof. 
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Remark 2.4. Since every completely continuous mapping is continuous and demicompact, then Theorem 2.3 generalizes
and improves Theorems 2, 4 in [8], Theorems 1, 2 in [10], Theorem 2.1 in [15], Theorem 2.2 in [14] and Theorem 2.3 in [18].
And the conditions of Theorem 2.2 in [14] and Theorem 2.3 in [18] below
0 < lim inf
n→∞ an1 ≤ lim supn→∞ (an1 + bn1 + cn1) < 1,
0 < lim inf
n→∞ an2 ≤ lim supn→∞ (an2 + bn2 + cn2) < 1
in (1.4) should obviously be replaced by the following one, respectively
0 < lim inf
n→∞ an1 ≤ lim supn→∞ (an1 + bn1) < 1,
0 < lim inf
n→∞ an2 ≤ lim supn→∞ (an2 + bn2) < 1,
since
∑∞
n=1 cni < ∞ for i = 1, 2, 3. Furthermore, no boundedness condition is imposed on K as in [15,14,18], and the
Ishikawa (and Mann) iteration process with errors in [10], the iterative sequence (1.4) in [14,18] are extended to a more
general iterative scheme (1.3). Theorem 2.3 generalizes and improves the results of Osilike and Aniagbosor [8] to the more
general class of mappings.
From Theorem 2.3, we have the following theorem.
Theorem 2.5. Let E be a real uniformly convex Banach space and K be a nonempty closed convex subset of E. Let Ti : K →





(‖T ni x− T ni y‖ − ‖x− y‖), 0}
such that
∑∞
n=1 dn <∞. Assume F =
⋂3
i=1 F(Ti) 6= ∅. Let {xn} be the sequence as defined in (1.3) with:
(1) 0 < lim infn→∞ an1 ≤ lim supn→∞(an1 + bn1 + en1) < 1;
(2) 0 < lim infn→∞ an2 ≤ lim supn→∞(an2 + bn2) < 1;
(3) 0 < lim infn→∞ an3 ≤ lim supn→∞ an3 < 1;
(4)
∑∞
n=1 cni <∞ for i = 1, 2, 3.
Suppose {un}, {vn}, {wn} are bounded sequences in K . Then {xn} converges strongly to some common fixed point of {Ti}3i=1 if
and only if lim infn→∞ d(xn, F) = 0 .
Proof. The necessity is obvious. In fact, if xn → x∗ ∈ F (n→∞), then
d(xn, F) = inf
x∗∈F
d(xn, x∗) ≤ ‖xn − x∗‖ → 0 (n→∞).
Nowwe prove sufficiency. It follows from (2.2), Lemma 1.4 and lim infn→∞ d(xn, F) = 0 that limn→∞ d(xn, F) = 0. Then
the rest of the proof follows as in the proof of Theorem 2.3. This completes the proof. 
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