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Abstract
We consider a new class of non-self-adjoint matrices that arise from
an indefinite self-adjoint linear pencil of matrices, and obtain the spectral
asymptotics of the spectra as the size of the matrices diverges to infinity.
We prove that the spectrum is qualitatively different when a certain pa-
rameter c equals 0, and when it is non-zero, and that certain features of
the spectrum depend on Diophantine properties of c.
1 Introduction
The spectral theory of pencils of linear operators has a long history, with contribu-
tions by distinguished people including Krein, Langer, Gohberg, Pontryagin and
Shkalikov. It has many applications, for example to control theory, mathematical
physics and vibrating structures. We refer to [Ma] and [TiMe] for accounts of
this subject and extensive bibliographies. Among the theoretical tools that have
been developed to study some such problems is the theory of Krein spaces, which
also has a long history, [La] and [GoLaRo]. There is also a substantial numerical
literature on self-adjoint linear and quadratic pencils, [PaCh, Pa, HiTiVD]. An
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interesting physically motivated example with some unusual features has recently
been considered in [ElLePo].
It is well-known that self-adjoint pencils may have complex eigenvalues. If the
pencil depends on a real parameter c in addition to the spectral parameter, which
we always call λ, one often sees two real eigenvalues of the pencil meeting at a
square root singularity as c changes, and then emerging as a complex conjugate
pair, or vice versa. However, little has been written about the distribution of
the complex eigenvalues, and the unexpected phenomena revealed in this paper
show how hard a full understanding is likely to be. Some of these phenomena
may disappear when studying suitable infinite-dimensional pencils of differential
operators, but, if so, the reason for this will need to be explained.
The paper studies the simplest, non-trivial example of a finite-dimensional,
self-adjoint, linear pencil, and in particular the asymptotic distribution of its non-
real eigenvalues as the dimension increases. Our main results are presented in
Theorem 4.2, which is illustrated in Figure 2, and in Theorem 5.4, illustrated
in Figure 6. However, a number of other cases exhibiting further complexities
are also considered. Numerical studies indicate that some of the phenomena
described here occur for a much larger class of pencils, including the case in
which the matrix D defined in (2) is indefinite and has slowly varying coefficients
on each of the two subintervals concerned. Proving this is a task for the future.
A self-adjoint, linear pencil of N × N matrices is defined to be a family of
matrices of the form A = A(λ) = H −λD, where H, D are self-adjoint N ×N
matrices and λ ∈ C. The number λ0 is said to be an eigenvalue of this pencil
A if A(λ0) = H − λ0D is not invertible, or equivalently if Hv = λ0Dv has a
non-zero solution v ∈ CN . The spectrum of the pencil A is the set of all its
eigenvalues, and will be denoted by Spec(A). It coincides with the set of all
roots of the polynomial
p(λ) = det(H − λD).
We always assume that D is invertible, so that p(λ) is a polynomial of degree N
with non-zero leading coefficient. The spectrum of the pencil equals that of the
matrix D−1H, which is generically non-self-adjoint. In the standard case when
D is the identity matrix, the spectrum of the pencil H − λI coincides with the
spectrum of the matrix H, which we also denote by Spec(H).
The spectrum of such a self-adjoint pencil is real if either H or D is a definite
matrix, i.e. all of its eigenvalues have the same sign. If both H and D are sign-
indefinite matrices the problem is said to be indefinite, and it is known that the
spectrum may then be complex. Numerical studies show that the eigenvalues
of an indefinite self-adjoint pencil often lie on or under a small set of curves.
Theorems 4.2 and 5.4 prove that this is true in two cases, and determine the
curves asymptotically as N → ∞. The analysis reduces to proving a similar
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statement for a certain class of large sparse polynomials. We also consider the
algebraic multiplicities of the eigenvalues, and find that they may differ from the
geometric multiplicities; see Theorem 6.1.
2 Classes of problems and some general identi-
ties
We consider the following class of problems. Fix an integer N ∈ N, and define
the N ×N classes of matrices HN ;c and Dm,n;σ,τ , where
HN ;c =

c 1 0 . . . 0
1 c 1 . . . 0
. . . . . . . . .
0 . . . 1 c 1
0 . . . 0 1 c

is tri-diagonal with the entries
(HN ;c)r,s =

c if r = s,
1 if |r − s| = 1,
0 otherwise,
(1)










m rows n rows
(2)
is diagonal with the entries
(Dm,n;σ,τ )r,s =

σ if r = s ≤ m,
τ if m+ 1 ≤ r = s ≤ m+ n,
0 otherwise,
where m,n ∈ N and σ, τ ∈ C are parameters, and we assume m+ n = N .
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In the case σ = −τ = 1, we denote for brevity









m rows n rows
.
We study the eigenvalues of the linear operator pencil
Am,n;c = Am,n;c(λ) = Hm+n;c − λDm,n
as N = m+ n→∞. We shall write the eigenvalues as
λ = u+ iv/N, u, v ∈ R.
We justify the normalisation of the imaginary part of the eigenvalues later on.
We start with the following easy result on the localisation of eigenvalues of
the pencil Am,n;c.
Lemma 2.1. (a) The spectrum Spec(Am,n;c) is invariant under the symmetry
λ→ λ.
(b) All the eigenvalues λ ∈ Spec(Am,n;c) satisfy
|λ| < 2 + |c|.
(c) If |c| ≥ 2, then Spec(Am,n;c) ⊂ R.
In our asymptotic analysis, we concentrate on three special cases:
• m = n, c = 0;
• m = n, c 6= 0;
• m 6= n, c = 0.
In some of these cases we can improve the localisation results of Lemma 2.1,
see Lemmas 4.1, 5.1, and also cf. Conjecture 5.3.
Proof of Lemma 2.1. (a) This result is true for any pencil H − λD with self-
adjoint coefficients H and D: If λ is an eigenvalue of the pencil then
H−λD is not invertible, therefore (H−λD)∗ = H−λD is not invertible
and λ is an eigenvalue.
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(b) A direct calculation shows that the eigenvalues of HN ;0, where N = m+n,
are given by
µj = 2 cos(pij/(N + 1)), 1 ≤ j ≤ N. (3)
This establishes that ‖HN ;0‖ = µ1 = 2 cos(pi/(N + 1)) < 2. Thus
‖HN ;c‖ = ‖HN ;0 + cI‖ < 2 + |c|. The eigenvalues of the pencil Am,n;c
coincide with the eigenvalues of the matrix D−1m,nHN ;c. Therefore every
eigenvalue satisfies |λ| ≤ ‖D−1m,nHN ;c‖ = ‖HN ;c‖ < 2 + |c|.
(c) If c ≥ 2 then HN ;c > 0 by (3). Therefore
λ ∈ Spec(Am,n;c) ⇐⇒ 1
λ





N ;c is self-adjoint, the pencil Am,n;c has real spectrum.
If c ≤ −2, then HN ;c < 0 by (3), and the proof follows in a similar manner.
Our final results of this section reduce the eigenvalue problem for the pencil
Am,n;c to an explicit complex polynomial equation in two auxiliary variables. We
start by introducing some extra notation.
We shall always use the substitutions
λ− c := z + 1
z




for the eigenvalues of the pencil Am,n;c, where z, w are, in general, some complex
numbers. Note that each λ corresponds to two values of z (which are the
solutions of the quadratic equation
z2 − (λ− c)z + 1 = 0, (5)
and are inverses of each other), and two values of w (which are the solutions of
the quadratic equation
w2 − (λ+ c)w + 1 = 0, (6)
which are also inverses of each other). If c = 0, then w = z. If λ /∈ R, we define
z, w to be the unique solutions of (5), (6), resp., that satisfy
|z| > 1, |w| > 1. (7)
We need also to introduce the families of meromorphic functions βm,n : C2 →
C, γm,n : C2 → C, and Fm : C→ C defined by
βm,n(z, w) = (z
m+1 − z−m−1)(wn+1 − w−n−1) + (zm − z−m)(wn − w−n), (8)
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γm,n(z, w) = (z









and the definition of Fm can therefore be rewritten in terms of Chebyshev poly-
nomials of the second kind. Ratios of orthogonal polynomials have been studied
in considerable generality, see e.g. [Ne], [Si, Theorem 9.5.11], [Sk], but the
asymptotic properties that we use appear to be new, even for the simple case
that we consider.
Lemma 2.2. Let F˜m : C ∪ {∞} → C ∪ {∞}, m ≥ 1 denote the sequence of
iteratively defined rational functions
F˜m+1(ζ) = ζ − 1
F˜m(ζ)
, F˜1(ζ) = ζ, ζ ∈ C ∪ {∞}. (11)
Then
(a) F˜m are Herglotz functions such that
Im(F˜m(ζ)) ≥ Im(ζ), ζ ∈ {z ∈ C : Im(z) > 0},
with equality only for m = 1.
(b) If
|ζ| > 2, (12)
then
|F˜m(ζ)| > 1 (13)









Proof of Lemma 2.2. To prove statements (a) and (b), we proceed by induction.
First, for m = 1, (a) and (b) are obvious. We also have
F1(ζ) =
ζ2 − ζ−2





and so (14) for m = 1 immediately follows from (11).













∣∣∣∣ > |ζ| − 1|F˜m(ζ)| > 2− 1 = 1,














and (14) follows from (11), proving (c).
Our first main result relates the eigenvalues of the pencil Am,n;c with the
functions βm,n and Fm.
Theorem 2.3. Let λ ∈ C\{−2 − c,−2 + c, 2 − c, 2 + c} and let λ, z, w be
related by (4)–(7). Then
(a) λ is an eigenvalue of the pencil Am,n;c if and only if
βm,n(z, w) = 0. (15)
(b) If λ is an eigenvalue of Am,n;c then it is real if and only if both z and w
lie in the set
(R\{0}) ∪ {ζ ∈ C : |ζ| = 1}.
(c) If λ /∈ R then λ is an eigenvalue of Am,n;c if and only if
Fm(z)Fn(w) = −1, (16)
where λ, z, w are related by (4)– (7).
The problem with using (16) to characterize real eigenvalues is the possibility
that the numerator or denominator of Fm(z) or of Fn(w) vanishes. Although
one can treat all of the special cases in turn, it is easier to revert to the use of
part (a) of the theorem.
The proof of Theorem 2.3 is based on the following auxiliary result.
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Lemma 2.4. If σ = z + z−1 6= ±2 and τ = w + w−1 6= ±2 then
det(HN ;0 −Dm,n;σ,τ ) = (−1)m+n γm,n(z, w)
(z − z−1)(w − w−1) (17)
Proof of Lemma 2.4. We prove that
∆m,n(z, w) = (z − z−1)(w − w−1) det(Dm,n;σ,τ −HN ;0) (18)
satisfies ∆ = γ by induction on N = m + n. If N = 1, 2 this may be proved
by direct computations for the five cases, in which (m,n) equals one of (1, 0),
(0, 1), (2, 0), (1, 1), (0, 2). Let N ≥ 3 and suppose that (17) is known for all
smaller values of N . The lower bound N ≥ 3 implies that m ≥ 2 or n ≥ 2.
Using the symmetry (m, z)↔ (n,w), we reduce to the case m ≥ 2.
By expanding the determinant in (18) along the top row one obtains
∆m,n(z, w) = (z + z
−1)∆m−1,n(z, w)−∆m−2,n(z, w).
The inductive hypothesis yields
∆m,n(z, w) = (z + z
−1)(zm − z−m)(wn+1 − w−n−1)
−(z + z−1)(zm−1 − z1−m)(wn − w−n)
−(zm−1 − z1−m)(wn+1 − w−n−1)
+(zm−2 − z2−m)(wn − w−n)
= γm,n(z, w),
as required to prove the inductive step.
Proof of Theorem 2.3. (a) Returning to the pencil HN ;c−λDn,m, we construct
its characteristic polynomial from the obvious identity
pn,m;c(λ) := det(HN ;c − λDn,m) = det(HN ;0 −Dn,m;λ−c,−c−λ). (19)
Using (19), (4), (8), (9), and Lemma 2.4, we obtain
pn,m;c(λ) = (−1)m+n γm,n(z,−w)
(z − z−1)((−w)− (−w)−1)
= (−1)m βm,n(z, w)
(z − z−1)(w − w−1) .
We know already by Lemma 2.1 that any eigenvalue of Am,n;c lies in the
disk {λ ∈ C : |λ| < 2+ |c|}. As the conditions λ 6= ±2±c ensure that the
denominator (z − z−1)(w − w−1) does not vanish, the zeros of pn,m;c(λ)
are given by those of βm,n(z, w) and vice versa.
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(b) If λ is real, so are, by (4), both z + z−1 and w + w−1. The result follows
as Im (ζ + ζ−1) = Im(ζ) (1− |ζ|−2) for ζ ∈ C.
(c) If λ is non-real, then by part (b), zm 6= z−m and wn 6= w−n. Dividing (15)
through by (zm− z−m)(wn−w−n), and rearranging with account of (10),
we arrive at (16).
3 Asymptotic behaviour of non-real eigenvalues
— rough analysis
The aim of this section is to show that the non-real eigenvalues of the pencil
Am,n;c converge to the real axis if both n,m → ∞. We also obtain a rough
estimate for the rate of convergence, show that this estimate in principle cannot
be improved, and show that the condition that both n and m go to infinity
is necessary. Finally, we study the behaviour of some eigenvalues lying on the
imaginary axis.
Recall that by Theorem 2.3(c), λ ∈ Spec(Am,n;c) \ R implies that
|Fm(z)Fn(w)| = 1. (20)
Our results are built upon some estimates of the function Fm. Define a family
of real monotone-increasing functions Gm : (0,+∞)→ R by
Gm(s) := e
s tanh(ms).
Lemma 3.1. If z = es+iθ where s > 0, then
|Fm(z)| > Gm(s) = Gm(log(|z|)). (21)
Proof. We have
|Fm(z)| =
∣∣∣∣zm+1 − z−m−1zm − z−m








Corollary 3.2. If |z| ≥ exp(log(m)/(2m)) and |w| ≥ exp(log(n)/(2n)) then
|Fm(z)Fn(w)| > 1
for all large enough m,n.
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Proof. This follows directly from Lemma 3.1 as
























for all large enough m, and from the same argument with m replaced by n and
z by w.
We are now able to prove the main result of this section.
Theorem 3.3. The non-real eigenvalues of Am,n;c converge uniformly to the
real axis as n,m→∞. More precisely,












Proof. Suppose that λ ∈ Spec(Am,n;c)\R. Then, by Theorem 2.3(c), |Fm(z)Fn(w)| =
1, and by Corollary 3.2 we have either
|z| ≥ exp(log(m)/(2m)), (23)
or
|w| ≥ exp(log(n)/(2n)). (24)
Suppose that (23) holds. Setting z = es+iθ and using (7) and Theorem
2.3(b), we arrive at





|Im(λ)| = | (es − e−s) sin(θ)| ≤ 2| sinh(s)| ≤ log(m)
m
(1 + o(1)) (25)
as m→∞.




(1 + o(1)) (26)
as n→∞.
The result now follows by combining (25) and (26).
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The next lemma provides a useful factorisation of βm,m(z, z), which we shall
use on numerous occasions.
Lemma 3.4. Define
r(1)m (z) = (z + i)z
2m+1 − i(z − i), (27)
r(2)m (z) = (z − i)z2m+1 + i(z + i). (28)
Then βm,m(z, z) = 0 if and only if either r
(2)
m (z) = 0 or r
(2)
m (z) = 0.
Proof. One may re-write (15) in the form
βm,m(z, z) = z
−2m−2r(1)m (z)r
(2)
m (z) = 0. (29)
The functions r(j)(z), j = 1, 2, defined by (27), (28), satisfy
r
(2)





m (z) = 0 if and only if r
(2)
m (z) = 0. Moreover
r(j)m (z
−1) = −z−2m−2r(j)m (z), (31)
for j = 1, 2, so r
(j)
m (z−1) = 0 if and only if r
(j)
m (z) = 0. The formulae (29)–(31)
are checked by a direct calculation.
The following lemma shows that the upper bound (22) is (in a sense) opti-
mal. The decision to focus on purely imaginary z in the theorem was based on
numerical experiments, which indicate that such z provide the greatest imaginary
parts of the eigenvalues λ. We consider the case m = n and c = 0, so that
z = w, and show that the bound (22) is attained by considering the odd values
of m.
Lemma 3.5. Suppose that c = 0, m = n, m is odd, and z = w = iy. The
equation r
(2)
m (iy) = 0 has four solutions y ∈ R \ {0}, symmetric with respect to
zero, exactly one of which lies in (1,∞). That solution satisfies
y = 1 +
log(m)
2m
(1 + o(1)) (32)





(1 + o(1)) (33)
as m→∞.
If m is even, then there are no solutions of r
(2)
m (iy) = 0 for y ∈ R \ {0}, and
therefore no purely imaginary eigenvalues of Am,m;0.
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Proof. An elementary calculation shows that
r(2)m (iy) = (−1)m+1(y − 1)y2m+1 − (y + 1), for all m ∈ N, y ∈ R. (34)
Thus, if m is odd,
r(2)m (iy) = (y − 1)y2m+1 − (y + 1)
Direct calculations show that 0, 1,−1 are not, in this case, solutions of r(2)m (iy) =
0. If we put
fm(y) = y
−1r(2)m (iy) = (y − 1)y2m − 1−
1
y
then fm is strictly monotonic increasing on [1,∞) with fm(1) < 0 and fm(y)→
+∞ as y → +∞. Therefore fm(y) = 0 has a unique solution in (1,∞), which
we denote by ym.
If m ≥ 3 and y = elog(m)/2m then y > 1, y2m = m and
























where δm = (log(m))
−1/2 and m ≥ 3. Then y > 1 and y2m = elog(m)(1−δm).
Therefore








(1− δm)(1 + o(1)) · 3!
(log(m))3/2
− 1
= 3(log(m))−1/2(1− δm)(1 + o(1))− 1
< 0
12







for all large enough m.
We have now proved upper and lower bounds on y = ym which together
imply (32). The proof of (33) follows directly from the formula λ = i(y − y−1).
The locations of the other three solutions y ∈ R\{0} are determined by using
(30) and (31).
To prove the last statement of the lemma, we use again (34), which for even
m becomes
r(2)m (iy) = −(y − 1)y2m+1 − (y + 1).
This immediately yields the bounds
r(2)m (iy) ≤
{
−2y, if 0 ≤ y < 1,
−1, if y ≥ 1,
and so r
(2)
m (iy) < 0 for y > 0. As r
(2)
m (0) = −1, we deduce by Lemma 3.4 that
r
(2)
m (iy) = 0 has no solutions y ∈ R.
The last result of this section shows that the condition that both m and n
go to infinity is essential for the convergence of non-real eigenvalues to the real
axis.
Lemma 3.6. Let n = 1, c = 0. Then there exists a sequence of purely imaginary






Proof. We act similarly to the proof of Lemma 3.5 and consider
βm,1(iy, iy) = i
m+1y−3−m
(
(−1)my2m+4 − 2(−1)my2m+2 + 2y2 − 1)
for y ∈ R \ {0}. The y-zeros of βm,1(iy, iy) coincide with those of












































of gm(y). Setting λm = iym +
(iym)
−1, we have








Remark 3.7. It is possible to show that for the sequence {ym} constructed in
the proof of Lemma 3.6 one actually has limm→∞ ym =
√
2 and so for the
corresponding eigenvalues limm→∞ λm = i/
√
2. Indeed, re-write, for y > 1,











As {(−1)m (2y−2m − y−2m−2) (y + √2)−1} converges to zero in C1 for any
sufficiently small interval around
√
2 as m→∞, the result follows.
4 The case c = 0, m = n
In this section, we consider the simplest case, namely c = 0, m = n. We shall
denote for simplicity
Am := Am,m;0(λ) = HN − λDm,m, (35)
where we use the shorthand notation
N = 2m, HN = Hm,m;0.
Note that c = 0 implies







and we can take w = z.
In this case, the spectrum of the pencil has some additional symmetries.
Lemma 4.1. Let n = m, c = 0. Then, in addition to the results of Theorem 2.1,
the spectrum Spec(Am) is invariant under the symmetry λ→ −λ and therefore






































































































































































































































































































































































































































































































































































































































































































Figure 1: Spec(Am) for m = 100 (black circles), m = 250 (blue triangles) and
m = 500 (red squares).
In fact, the same result holds even without the assumption c = 0, see Lemma
5.1 and its proof below.
Our main aim is to determine the asymptotic behaviour of the eigenvalues of
Am for large m. We start with some numerical experiments. Figure 1 shows the
location of eigenvalues of Am on the complex plane for m = 100, 250, and 500.
It is clear from Figure 1 that the eigenvalues in each case lie on certain
curves in the complex plane, and that the shapes of these curves are somewhat
similar. The situation becomes much clearer if we write the eigenvalues of Am
as λ = u + iv/N = u + iv/(2m), where u = Re(λ) and v = N Im(λ), and
redraw them in coordinates (u, v), as in Figure 2.
In these coordinates, the spectra seem to lie (at least approximately) on the
same curve, which is independent of m. We can in fact determine this curve
explicitly.
Theorem 4.2. Let c = 0, n = m = N/2→∞. The eigenvalues of Am are all







































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2: Spec(Am) for m = 100 (black circles), m = 250 (blue triangles) and
m = 500 (red squares), drawn in coordinates (Re(λ), 2m Im(λ)).

















If m is even, there are no other eigenvalues.
If m is odd, there are additionally two purely imaginary eigenvalues at
λ = ±i log(m)
m
(1 + o(1)) . (40)
Before proving the theorem, we illustrate its effectiveness by some examples,
see Figure 3. Note the different behaviour, in the vicinity of the imaginary axis,
for even and odd values of m.
Proof of Theorem 4.2. This relies heavily on Theorem 2.3 and Lemma 3.4.
We first prove that all eigenvalues are non-real. Assume the opposite, and
consider a real eigenvalue λ. By Theorem 2.3(b), either the corresponding value
of z is real, or it lies on the unit circle and satisfies (29). Suppose that r
(2)
m (z) = 0.
From (28), we have
z2m+1 = −iz + i

























































































Figure 3: The blow-up near the imaginary axis of the numerically computed
Spec(Am), as defined in (35), for m = 500 and m = 501 (white circles), drawn
in coordinates (Re(λ), 2m Im(λ)) together with their asymptotic values (red stars)
given by Theorem 4.2.
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and therefore, by taking absolute values,
|z|2m+1 = |z + i||z − i| . (42)
The left-hand side of (42) is equal to one if and only if z lies on the unit circle,
and the right-hand side is equal to one if and only if z is equidistant from −i
and +i, and is therefore real. Thus, the only possibilities for a solution of (42)
which is either real or lying on the unit circle are z = ±1. But these solutions
correspond to λ = ±2, which contradicts Lemma 2.1(b). The case r(1)m (z) = 0
is similar. Thus, Spec(Am) ∩ R = ∅.
To obtain the asymptotics (37)–(39) formally we once more look at the
solutions of the equations r
(j)
m (z) = 0, j = 1, 2, now taking m → ∞. Consider
again the case j = 2, i.e. the equation (41). We seek solutions of the form








and θ and sk are real. We justify making this ansatz at the end of the proof.
We recall (36) and normalise the eigenvalues as






, u, v ∈ R (45)
By separating the real and imaginary parts, (43), (45) immediately imply that




= 2 sin(θ) sinh(s/m). (47)
We may also assume the first of inequalities (7), and look, in the first instance,
for the eigenvalues λ in the first quadrant, so that u, v > 0. Thus, s > 0, and
0 < θ < pi/2.
We first use (42), which may be rewritten as
e(2m+1)s/m =























where all the square roots are understood in the principal value sense.
Retaining only the terms of order O(1) for the real parts, and the terms
of order O(m−1) for the imaginary parts in (46), (47), then using (44), and
substituting the results
u = 2 cos(θ) + o(1), v = 4s0 sin(θ) + o(1) = 2s0
√
4− u2 + o(1)














up to leading order.
The results (37), (39) (for λ in the first quadrant) now follow from backward
substitutions. We extend it to the other quadrants by using the symmetries
described in Lemma 4.1.
To prove (38), we consider the real parts of the equation (41), which leads,












This is equivalent to
cos((2m+ 1)θ) = 1,
which implies (38) once we restrict ourselves to the first quadrant; we again
extend to other quadrants by symmetry.
The final statement of the theorem is just a re-statement of Lemma 3.5.
To locate the solutions of the equation βm,m(z) = 0 rigorously for large m,
where βm,m is analytic in z, we now should proceed to an application of Rouche’s
theorem and/or a contraction mapping theorem to prove that the zeros are indeed
where expected from the above non-rigorous asymptotic analysis. This is very
tedious, because it depends on obtaining accurate estimates of βm,m(z) for all z in
small closed circles around the expected positions of the zeros; such calculations
are carried out for different models in [DaHa, section 4], [DaIn, section 2] and
[DjMi].
Once this has been carried out, the ansatz used earlier in the proof is justified
by observing that if m is even then (38) yields N distinct eigenvalues andAm is an
N ×N matrix, so there cannot be any eigenvalues having a different asymptotic
form. If m is odd then (38) yields N − 2 distinct eigenvalues, but (40) provides
another 2 eigenvalues, so once again there cannot be any eigenvalues having a
different asymptotic form. We omit this part of the proof in order to focus on
the more interesting aspects of the analysis.
19
Remark 4.3. One can determine further asymptotic terms in (44) and therefore
in (37), (38), by continuing the iteration process: on the next step, determine
s1 by retaining the terms of order O(m
−1) in (48), and then use the real parts
of the equation (41) to find a correction to θ, and so on.
Remark 4.4. As u → ±2, Λ0(u) ∼ (2 − |u|). More interestingly, Λ0(u) blows
up logarithmically as u → 0. This matches the behaviour which we have seen
in Lemma 3.5 for purely imaginary eigenvalues and is also compatible with the
numerical calculations displayed in Figure 2.
5 The case c 6= 0, m = n
In this section, we denote for brevity
Am;c = Am;c(λ) := Am,m;c(λ) = HN ;c − λDm,m,
where
N = 2m, HN ;c = Hm,m;c.
We shall see later that the spectral “picture” of the pencil Am;c with c 6= 0
may be quite different from that of Am. Nevertheless, the condition m = n
implies extra symmetries as in Lemma 4.1.
Lemma 5.1. Let n = m, c 6= 0. Then, in addition to the results of Theorem
2.1, the spectrum Spec(Am;c) is invariant under the symmetry λ → −λ and
therefore Spec(Am;c) is invariant under reflections about the real and imaginary
axes. Moreover, Spec(Am;c) = Spec(Am;−c).
Proof. Both results follow immediately from Theorem 2.3, the explicit formula
(8), and substitutions (4). Indeed, the symmetry λ → −λ corresponds to the
symmetry {z, w} → {−w,−z}, and we have βm,m(−w,−z) = βm,m(z, w).
The change c → −c corresponds to z ↔ w, and we also have βm,m(w, z) =
βm,m(z, w).
Remark 5.2. In general, for m 6= n, and c 6= 0, the spectrum Spec(Am,n;c) is
not symmetric with respect to either λ→ −λ or c→ −c.
Since we know by Lemma 2.1(c) that all the eigenvalues are real when |c| ≥ 2,
we may consider, in our study of non-real eigenvalues, only the case 0 < c < 2.
We also already know by Lemma 2.1(b) that all the eigenvalues of Am;c satisfy
|Re(λ)| ≤ |λ| < 2 + |c|.
We hope to improve this estimate for the real parts of the non-real eigenval-
ues. The following conjecture is amply confirmed by numerical and asymptotic
calculations, for every value of m, but its proof seems to be much harder than
20
one would expect. We defer this to a separate paper, because we wish to con-
centrate on the location of the complex eigenvalues. Strictly speaking, we do
not use the conjecture elsewhere.
Conjecture 5.3. Let c > 0. If λ is a non-real eigenvalue of Am;c, then c < 2
and
|λ± c| < 2, (49)
and therefore
|Re(λ)| ≤ 2− c. (50)
Before proceeding to the asymptotic analysis of Spec(Am;c), we start, as in
the case c = 0, with some numerical experiments. The choice c =
√
5/2 in
Figure 4 is intended to yield generic behaviour.

















































































































































































































































































































































































































































































































































Figure 4: Spec(Am;c) for c =
√
5/2 and m = 100 (black circles), m = 250 (blue
triangles) and m = 500 (red squares). Some real eigenvalues with 2− c < |λ| < 2 + c
are not shown.
One can see that for c 6= 0 the spectral picture is more complicated: there
are both real and non-real eigenvalues, and it is implausible that the eigenvalues
for a fixed c lie on a particular curve even after scaling in the vertical direction.
However, one observes some common features for all values of c if one super-
imposes the spectra of Spec(Am;c), with the imaginary parts scaled by 2m as
before; see Figure 5.
We see that the spectra have a common bounding curve, although the be-
haviour in the interior differs for different c. In the rest of this section we deduce
an explicit expression for the bounding curve. Our main theorem is as follows.
We discuss its optimality at the end of the section.
21










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































m=150 Spec(Am;c) for c =
√
5/2, using the coordinates
(Re(λ), 2m Im(λ)). Some real eigenvalues with 2− c < |λ| < 2 + c are not shown.
Theorem 5.4. Let 0 < c < 2, n = m = N/2 → ∞. The eigenvalues of Am;c
































and X−1c,u is the inverse of the monotonic increasing analytic function Xc,u :
















Remark 5.5. The hypothesis of Theorem 5.4 carefully avoids the need to use
Conjecture 5.3.
The proof depends on some classical facts about fractional linear transfor-
mations on the complex plane. Let C(a, ρ) = {ζ ∈ C : |ζ − a| = ρ} denote the
circle in the complex plane with centre a and radius ρ.
Lemma 5.6. Let ξ ∈ C \ {0}, and let κ > 0, κ 6= 1. The set
Sξ,κ :=
{
ζ ∈ C : ∣∣ζ − ξ−1∣∣ = κ|ζ − ξ|}
22













Proof of Lemma 5.6. Let κ|ζ − ξ| = |ζ − ξ−1|. Taking squares on both sides,
expanding and collecting, we have




























which implies the result.
Proof of Theorem 5.4. As in the case c = 0, we rescale the eigenvalues of Am;c
by means of the formula λ = u+iv/(2m) as in (45). We restrict ourselves to the
first quadrant u, v > 0, because bounds in the other quadrants can be obtained
by symmetry. The hypotheses of the theorem imply that 0 < u < 2 − c. The
strategy is to take c ∈ (0, 2) and u to be fixed, and to find necessary conditions
on v for λ to be an eigenvalue.
We start our formal asymptotic procedure by assuming the ansatzes
z = eiθ+s/m, (51)
















together with (4). By (7) and conditions on u, v we can assume s, t > 0 and
0 < θ, φ < pi.
By separating the real and imaginary parts in the first relation (4) using (51)
we get
2 cosh(s/m) cos(θ) = u− c,
2 sinh(s/m) sin(θ) = v/(2m).
Taking account of (53), these yield
cos(θ) ∼ (u− c)/2 ∈ (−1, 1),
sin(θ) ∼ v/(4s0) ∈ (0, 1],
to leading order in m−1. From now on, we shall write these and similar asymptotic
equalities as if they were exact identities. The first equation determines θ and
the second then determines s0. Indeed, we obtain








4− (u− c)2 > 0. (56)
Treating similarly the second relation in (4), and using (52) and (54), we
obtain
2 cosh(t/m) cos(φ) = u+ c,
2 sinh(t/m) sin(φ) = v/(2m),
then to leading order in m−1 one has
cos(φ) = (u+ c)/2 ∈ (−1, 1),
sin(φ) = v/(4t0) ∈ (0, 1],
which yield








4− (u+ c)2 > 0, (58)
for u ∈ (0, 2− c), as assumed in the theorem.
If λ is a non-real eigenvalue of Am;c then z and w should satisfy (16), namely
Fm(z)Fm(w) = −1. Our strategy will be to consider u ∈ (0, 2 − c) fixed and
find necessary conditions on v for (16) to hold. We re-write (16) as
Fm(z) = ζ, (59)
Fm(w) = −1/ζ, (60)
24
with ζ ∈ C. One may rewrite (59) in the form
z2m =
z−1 − ζ
z − ζ .
Taking absolute values and using (51) and (53), we obtain
e2s0 =
∣∣∣∣e−iθ − ζeiθ − ζ
∣∣∣∣ ,
up to a correction that is o(1) as m → ∞. Applying Lemma 5.6, we deduce
that ζ ∈ C(a1, ρ1), where
a1 =
e2s0+iθ − e−2s0−iθ
e2s0 − e−2s0 = cos(θ) + i sin(θ) coth(2s0),
ρ1 =
∣∣∣∣ eiθ − e−iθe2s0 − e−2s0
∣∣∣∣ = sin(θ)sinh(2s0) .
(61)





Again taking absolute values, and using (52) and (54), we obtain
e2t0 =
∣∣∣∣ eiφ + ζe−iφ + ζ
∣∣∣∣ ,
with a correction that is o(1). This yields ζ ∈ C(a2, ρ2), where
a2 =
−e2t0−iφ + e−2t0+iφ
e2t0 − e−2t0 = − cos(φ) + i sin(φ) coth(2t0),
ρ2 =
∣∣∣∣−e−iφ + eiφe2t0 − e−2t0
∣∣∣∣ = sin(φ)sinh(2t0) .
(62)
In order to obtain a solution of the system (59), (60), the circles (61) and
(62) must intersect. Thus, we get
|a1 − a2|2 ≤ (ρ1 + ρ2)2. (63)
Substituting the explicit expressions for the centres and radii of the circles, we
obtain after some simplifications,
2 + 2 cos(θ) cos(φ)
sin(θ) sin(φ)
≤ tanh(s0) tanh(t0) + coth(s0) coth(t0). (64)
25
We substitute
X = tanh(s0) tanh(t0), Z =
2 + 2 cos(θ) cos(φ)
sin(θ) sin(φ)
, (65)
into (64), noting that 0 < X < 1 and Z > 2. This yields the inequality
X + 1/X ≥ Z and then





(We can ignore the other interval in the solution of the inequality because X ≤
1.) With the help of some trigonometry, the inequality (66) can be simplified to












































The left-hand side of (68) is a monotone-increasing function of v, so it has
an inverse. The statement of the theorem now follows by extending the result
by symmetry to other quadrant.
We illustrate the results in Figure 6. It appears from the figure that the
bounding curve found in Theorem 5.4 is optimal, but we have no proof of this. It
also seems plausible that for every choice of c ∈ (0, 2) the union of the non-real
spectra of Am;c over all m is dense in the region inside the bounding curve.
Further computations suggest that the apparent gap around the point 0 or even
around the imaginary axis is filled at a logarithmic rate as m increases. We
investigate this further in Section 7. We also produced a video showing how the
spectrum changes with c for fixed m (see the Appendix), from which further
very complex structure is apparent. This involves number-theoretic properties of
arccos(c/2); see Section 7. We hope to investigate these in a later paper.
6 The case c = 0, m 6= n
If ` ∈ N ∪ {0} is fixed and n = m + `, then the matrices have size N × N
where N = 2m + `. The following theorem shows that the imaginary parts
26










































































































































































































































































































































































































































































































































































Figure 6: Spec(Am;c) for c =
√
5/2, and m = 100 (black circles), m = 250 (blue
triangles) and m = 500 (red squares), drawn in coordinates (Re(λ), 2m Im(λ)) to-
gether with the graphs of the functions ±Λc(Re(λ)) (solid black lines). Some real
eigenvalues with 2− c < |λ| < 2 + c are not shown.
of the eigenvalues of the pencil Am,n depend very sensitively on the precise
values of m and ` by comparing the cases ` = 0 and ` = 1. We define the
algebraic multiplicity of an eigenvalue of a pencil to be the order of the zero of
the corresponding determinant; see (69).
Theorem 6.1. If n = m + 1, then every eigenvalue of Am,n is real and has
geometric multiplicity 1. The non-zero eigenvalues all have algebraic multiplicity
2. The eigenvalue 0 has algebraic multiplicity 1 if m is even and algebraic
multiplicity 3 if m is odd.
Proof. If one rewrites the eigenvalue equation as a second order recurrence re-
lation, it is immediate that every eigenvalue has geometric multiplicity 1.
If one expands
pm,m+1(λ) = det(H2m+1 − λDm,m+1) (69)
along the (m+ 1)th row, one obtains
pm,m+1(λ) = −λ qm(λ)qm(−λ) = (−1)m+1λ qm(λ)2 (70)
where
qm(λ) = det(Hm − λIm).
The roots of qm are the eigenvalues of Hm, given by λr = 2 cos(pir/(m + 1)),
where 1 ≤ r ≤ m, cf. (3). Each eigenvalue of Hm is real and has algebraic
27
multiplicity 1. Equation (70) now implies each non-zero eigenvalue of Am,m+1 is
real and has algebraic multiplicity 2. The algebraic multiplicity of 0 depends on
whether qm(0) vanishes; this happens if and only if m is odd.
Example 6.2. If m = 3 and n = 4 then N = 7, and a simple calculation shows
that A3,4 has three distinct eigenvalues, namely 0 and ±
√
2, each of which has
geometric multiplicity 1. The eigenvalues ±√2 both have algebraic multiplicity
2 and 0 has algebraic multiplicity 3. These facts are all reflected in the non-trivial
Jordan form of D−1H.
7 The eigenvalue 0 and small eigenvalues
In this section we present some preliminary results about the part of the spectrum
of Am;c that is close to 0. The following is our main result.
Theorem 7.1. If 0 ≤ c <∞ then 0 ∈ Spec(Am,n;c) if and only if
c = 2 cos(pij/(N + 1)) (71)
where the integer j satisfies 1 ≤ j ≤ N = m + n; this implies that 0 < c < 2.
If 0 /∈ Spec(Am,n;c) then
dm,n;c := dist(Spec(Am,n;c), 0) ≥ δN ;c, (72)
where
δN ;c := min
1≤j≤N
|c− 2 cos(pij/(N + 1))|. (73)
Proof. The proof essentially continues the proof of Lemma 2.1(b). If one puts
Am,n;c = D
−1
m,n(HN + cI), then Spec(Am,n;c) = Spec(Am,n;c). Since Dm,n is
invertible, 0 ∈ Spec(Am,n;c) if and only if HN+cI is not invertible, or equivalently
if and only if −c ∈ Spec(HN). The spectrum of HN is given by (3) and yields
the first statement of the theorem.
If 0 /∈ Spec(Am,n;c) then the invertibility of Am,n;c and ‖D±1m,n‖ = 1 together
yield
‖A−1m,n;c‖−1 = ‖(HN + cI)−1‖−1 = δN ;c;
this uses the self-adjointness of HN and its known spectrum (3). If |λ| < δN ;c
then







Therefore λ /∈ Spec(Am,n;c).
Theorem 7.1 indicates that the rate at which the smallest absolute value
eigenvalue converges to zero as N increases is determined by the Diophantine
properties of pi−1 arccos(c/2). Numerical experiments indicate that the actual
behaviour of dm,n;c is similar to δN ;c, as shown in Figures 7 and 8.






Figure 7: d35,35;c (dashed red line) and δ70;c (solid blue line), drawn as functions of
c. Note the values (71) (with N = 70) where both functions vanish.
29
















Figure 8: dm,m;c (dashed red line) and δ2m;c (solid blue line), drawn as functions
of m for c =
√
5/2 (top figure) and c = 1 (bottom figure). The graphs in the
bottom figure exhibit much more regular behaviour than those in the top one because
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A Supplementary material
The video file, frames3e.mp4 (approx. 4.4 MB), is included with the online
version of this paper. This video shows the dynamics of the eigenvalues of Ac;100
as c diminishes from 2.05 to 0. The real eigenvalues are shown as blue dots,
and the non-real ones as red dots. Also, the asymptotic curves ±Λc(|Re(λ)|)
are shown in black for c < 2.
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