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1. INTRODUCTION 
In a paper on matrix Mobius transformations [lo] we introduced the 
one-dimensional left-projective space over the complex n x n matrices 
P= P,(M,(C)). For n = 1 this space is the projective complex line P,(C) 
and is thus homeomorphic to the Riemann sphere. For arbitrary n, P is 
metrizable, but, for n > 1, no concrete metric was given. The projective 
mappings of P onto itself were considered and the matrix Mobius transfor- 
mations were interpreted as the restrictions of these projectivities to the set 
of finite points of P. 
In the present paper we generalize certain parts of the Euclidean, the 
spherical and the non-Euclidean geometry from the scalar to the mul- 
tidimensional case. We use, as far as possible, the terminology and notation 
of Part One of Carathedory’s book on the theory of functions [2]. In Sec- 
tion 2 an obvious metric for the set of finite points of P is given and the 
projectivities keeping this Euclidean distance invariant are characterized. 
Circles and straight lines in this Gaussian plane are defined and the par- 
titions of the plane, generated by the corresponding Hermitian forms, are 
considered. This section on the Euclidean geometry serves also as a 
preparation for the sections on the spherical and on the non-Euclidean 
geometries. 
In Section 3 we introduce a metric for the whole space P which 
generalizes the chordal distance of the scalar case. The projectivities keep- 
ing the chordal distance invariant are characterized, and circles and great 
circles on the Riemann sphere are considered. Using the chordal distance, 
we define an intrinsic metric which generalizes the spherical distance of the 
scalar case. The triangle inequality for this spherical distance can be for- 
mulated as an inequality for the spectral norm of certain matrices; this 
inequality was proved recently by D. London [7]. 
The last section generalizes the non-Euclidean geometry of the unit disk. 
A generalization of the scalar pseudo-chordal distance is defined, and the 
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projectivities mapping the unit disk onto itself and keeping this distance 
invariant are characterized. Non-Euclidean circles and non-Euclidean 
straight lines are considered. The pseudo-chordal distance is used to define 
an intrinsic metric and the triangle inequality for this non-Euclidean dis- 
tance is easily proved. Some of the results of this paper may be of purely 
algebraic interest, for instance the structure theorems for the 2n x 2n 
unitary and $-unitary matrices (Theorems 3.4, 3.5, 4.3 and 4.4; see also 
Lemma 2.2). 
For completeness we now outline the basic notions and results of [lo] 
on which the present paper relies; we also describe our notation, which 
varies only slightly from the one used in the previous paper. Complex n x n 
matrices are denoted by capital Latin letters P= (pik))f; P* = (ji,& is the 
conjugate transpose of P= (pik);, and IPI denotes the determinant of P. 
Diagonal matrices L = (ZiS,); are denoted by L = {fr ,..., I,,}. For Hermitian 
matrices H = H*, H> 0 ( ~0) means H is positive (negative) definite. 
Complex n x 2n matrices are always written in block form (P, P2), where 
P, and P, are n x n matrices. The set of all n x 2n matrices of rank n is 
denoted by C,(2n2). Two matrices (PI P2) and (P, P,) of C,,(2n2) are (left- 
or row-) equivalent if there exists a nonsingular n x n matrix R such that 
(PI p2) = W’, P2), IRI #O. (1.1) 
The corresponding equivalence classes are the points of the projective space 
P. The point corresponding to the matrix (P, P2)~ C,,(2n2) is usually 
denoted by P, and we write P=f(P, P2) and (P, P2)~f’-‘[P]. f is the 
standard map from C0(2n2) to the space P and the topology of P is the 
quotient topology relative tofand the usual topology of C,(2n2). 
A point P is called !inite if, for any (P, P2) E f -r [PI, I P21 # 0. Choosing 
then R=P;' we obtain from (1.1) that (PZ)Ef-l[P], where P=Pl' P, 
and I= (6,);. The matrix (PI) is called the canonical matrix 
corresponding to the finite point P. We set 0 = f(0 I) and call this point 
the origin or the south pole. The particular infinite point N = f(Z0) is 
called the north pole. 
Complex 2n x 2n matrices are denoted by capital script letters. Whenever 
we write such a matrix in block form each of the four blocks will be an 
n x n matrix. Projectivities of the space P are given by nonsingular 2n x 2n 
matrices Y operating on the n x 2n matrices corresponding to the points of 
P. For given 
IYI zo, (1.2) 
and arbitrary P = f(P, P2), we set 
(P;P;)=(P,P,)Y=(P,A+P,B P,C+P,D), (1.3) 
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and call 
P” = f(P”, P;) (1.4) 
the map of P under the projectivity S. Note that if P is a finite point, 
P =f(p I) and if its map P” is also finite, i.e., if IPC + DI # 0, then the 
canonical matrix corresponding to P” is (P” I) = ((PC + D) - ‘(PA + B) I). 
The matrix Miibius transformation 
P”=(PC+D)-‘(PA+B), (1.5) 
is the restriction of the projectivity to the finite points of the space. It was 
this point of view on which the study of the Mabius transformations in 
[lo] was based. The projectivities of P onto itself form a group under com- 
position. Every projectivity is a homeomorphism of the space P onto itself. 
Two nonsingular matrices Y; and Y; correspond to the same projectivity if 
and only if there exists a scalar s # 0 such that Y; = sYZ. 
For other results on matrix MGbius transformations see [4,9, 111. 
2. EUCLIDEAN GEOMETRY 
(a) The Euclidean Distance and the Euclidean Motions 
Throughout this paper \lAll will denote the spectral norm of the n x n 
matrix A. (We remark that a different norm was used in [lo].) The spec- 
tral norm is induced by the Euclidean vector norm llxll = (x1=, IxJ~)“~, 
lIA(I = sup,.,(llAxll/llxll). The singular values li20, i= l,..., n, of A are the 
square roots of the eigenvalues of the nonnegative definite Hermitian 
matrix A*A (or of A A*), and llA[l =max,&. If IAJ ~0, then A*A is 
positive definite and hence all Zi > 0. For unitary matrices U and V and for 
arbitrary A, the matrices A, UA, A V and UAV have the same singular 
values, hence II AlI = II UAII = IIAVII = I/ UAVII [6, S]. The following elemen- 
tary factorization result will be needed presently. 
LEMMA 2.1. For any given n x n matrix A, there exist unitary matrices U 
and V and a diagonal matrix L = { 1, ,..., I,}, Ii 2 0, i = l,..., n, such that 
A = ULV. (2.1) 
The elements Ii of L are the singular values of A. 
We may choose U as any unitary matrix that diagonalizes AA* (see [3, 
p. 2761). 
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This result is known; for its history see [8, p. 4981. The factorization is 
not unique. The singular values 1, ,..., 1, of A can be ordered arbitrarily, and 
if L is given there is still some freedom for the choice of the unitary factors. 
(A partial result about uniqueness is stated incorrectly in [8].) 
LEMMA 2.2. Let the order of the singular values I, ,..., 1, of A be such that 
if i<j and li=l, then I,+, = 1,. Suppose that there are s distinct singular 
values. Let 
A= U,LV,, u,u:= v1v:=r, (2.1’) 
and 
(2.1”) 
be two factorizations. Then 
8, = u1 w(l), v, = WV,. (2.2) 
Here WV’, v = 1, 2, are quasi-diagonal unitary matrices of the form 
w”’ = { Wvl,..., Wys}, v= 1,2, (2.3) 
and each block W,, is a unitary matrix whose size equals the multiplicity of 
the corresponding singular value. Then W,, = Wz, whenever they correspond 
to a nonzero singular value. 
We add the following remark. If V, = 0, = I, then U, and 8, are quasi- 
diagonal unitary matrices. If IAl # 0 then U, = 8,) and if IAl = 0 then U, 
and 8, may differ in one of their blocks. 
After these preliminaries we define a metric for the set of finite points of 
the projective space P. Let P and Q be finite points and let (P I) and (Q I) 
be the corresponding canonical matrices. We define the Euclidean distance 
d(P, Q) between the point P and Q by 
W,Q)= IIf’-Qll. (2.4) 
This clearly defines a metric for the set of finite points of P and we call the 
resulting metric space the Gaussian plane. We now characterize the projec- 
tivities of the space P which keep this distance invariant. It results that 
these projectivities map the Gaussian plane onto itself. 
THEOREM 2.3. The projectivity S keeps the Euclidean distance invariant if 
and only if the corresponding matrices Y are of the form 
where s # 0 is an arbitrary complex number. 
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ProoJ (a) If Y is given by (2.5), then (P", P;)=(PZ) Y=(s(PU, + 
Uz P,) sU,). Hence to the map P” =f(P; P;) of the point P there 
corresponds the canonical matrix 
(P"Z)=(U;'PU,+P, I). (2.6) 
Similarly, Q maps into Q” =f(Q’ I) with Q’ = U; lQUl + PO. It follows 
that 
d(P”, Q”)= IUP”-Q’ll = IIU,‘(P-Q, U,II = IUP-Qll =@‘, Q). (2.7) 
(b) Let S be a projectivity keeping the Euclidean distance invariant 
and let 
Y= IYI fO, (1.2) 
be a corresponding matrix. 
The result is a consequence of part (a) and Lemma 2.1 applied to the 
following steps: 
(1) For each P, the image of (P I) under Y is a finite point; in par- 
ticular for P= 0, and for P = -(l/A) DC* (for 1 scalar). Hence IDI #O, 
c=o. 
(2) It suffices to verify the case B = 0. 
(3) It suffices to verify the case where A and D are diagonal matrices. 
(4) For P = Eik - the n x n matrix (Eik)j, = 6,6,, - the invariance of 
d(0, P) implies I( D ~ 'E, AlI = (IEJ, or 1; = fk, for i, k = l,..., M, where 
A = {II ,..., I,,} and D = {I', ,..., I:,}. 
For IZ = 1, (2.5) reduces to 
s=s(,;, e:+), s#O. 
This transforms the point z 
We call the matrices 
Y= 
u, 
u, PO 
( =flz 1)) into zs = e’(‘-@)z + z* 
0 
> us ’ 
u,u:= u,u:=z, (2.8) 
Euclidean matrices. These matrices form a group. We call the 
corresponding projectivities S Euclidean motions. Note that two Euclidean 
matrices 9’ and 9 correspond to the same motion if and only if s = e”9’. 
The motion S, corresponding to the above matrix 9, transforms P =f(P I) 
into f( U; i PU, + P, I), and may thus be interpreted as a rotation 
followed by a translation. 
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The matrix 9, given by (2.8), may be written as 
Y=(;’ c9)(;, ;), U,U:=UzU:=I. (2.8’) 
The matrix 
z 0 .Y= p 
( ) 0 1 (2.9) 
corresponds to the pair of points (N, PO), where N =f(Z 0) and 
PO =f(P, I). PO is the map of the origin 0 under S, and the north pole N, 
not belonging to our Gaussian plane, is a fixed point for all Euclidean 
motions. Two Euclidean matrices Y and J? correspond to the same finite 
point PO, or, what is the same, to the same matrix 8, if and only if 
g= u1 0 
( 1 0 u2 9, u,u,*=u,u:=r. (2.10) 
Arbitrary 2n x 2n matrices Y and 9, satisfying (2. lo), will be called block- 
equivalent. So to a matrix 8, given by (2.9), corresponds a class of block- 
equivalent Euclidean matrices; but these matrices yield (if 9 # eieY) dis- 
tinct Euclidean motions. 
(b) The Euclidean Circles and Straight Lines 
In the scalar case a circle in the Gaussian plane partitions this plane into 
three sets: the circle y, its inside the disk A- and its outside A+. In the mul- 
tidimensional case the Gaussian plane (and, later on, the Riemann sphere 
and the unit disk) will be partitioned into (“z ‘) sets. We start with the 
Euclidean circles y,(O, r), with center at the origin and radius r, r > 0. Let 
P be any n x n matrix and denote its singular values by Zj, i = l,..., n, and let 
r, r >O, be given. We denote by rc = n,(P, r), p = p,(P, r) and v = v,(P, r) 
the number of singular values lj of P greater than, equal to and smaller 
than r; x+p+v=n. We define 
y,(O, r) = (P: P =f(P I), p = n}, (2.11) 
A;(O, r)= {P:P=f(PZ), v=n} (2.11’) 
A,+(O, r)= {P: P=f(PZ), n=n}, (2.11”) 
and call y,(O, r) the Euclidean circle with center at 0 and radius r, 
A;(O, r) its inside and A,+(O, r) its outside. A;(O, r) is also called the 
Euclidean disk with center at 0 and radius r. For n 2 2 there exist (” ; 2, - 3 
additional sets in the plane corresponding to the additional possible values 
of the triple (rr, p, v). 
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Let P = f(P I) be a point of the plane for which (PI # 0. We then define 
P=f((P*)-’ I) (2.12) 
and call P the point inverse to P (with respect to the unit circle y,(O, 1)). 
Note that if 
P= ULV, uu* = vv* = z, L= {L..., LJ, li>O, i= l,..., n, 
(2.12’) 
then 
(P*)-’ = UL-‘v. (2.12”) 
For n = 1 these formulas reduce to the well-known relation between inverse 
points z and i: if z = re’“, r > 0, then i = (l/r) e’” = l/Z. 
The circle y,(O, r), its inside and its outside may be characterized by the 
distances d(0, P) and d(0, P) in the following way: 
PROPOSITION 2.4. For any given r, r > 0, the following holds for the sets 
defined by (2.11)-(2.11”): 
y,(O, r) = (P: P= f(PZ), P= rU, UU* =I}, 
y,(O, r) = {P: d(0, P) = l/d(O, P) = r}, 
dc:(O, r) = {P: d(0, P) < r}, 
(2.13) 
(2.13’) 
d:(O, r)= {P: d(0, P)< l/r}. (2.13”) 
Proof This follows immediately from the factorization of P 
(Lemma 2.1), cf. (2.12’)) and the equalities d(0, P) = I( P(I = maxi Zi, and, if 
IPI #O, d(0, P) = iI(‘11 = max;( l/Zi) = l/min, Z;), where II,..., I,, are the 
singular values of P. 
The first equation of (2.13) is a parametric representation of the points of 
y,(O, r). As the unitary n x n matrices U serve as parameter, it follows that 
the points of each circle depend on n* real parameters. Note also that the 
unit circle y,(O, 1) consists of the points P =f( U I), UU* = I; hence P = P 
if and only if P E y,(O, 1). For n >, 2 the remaining (“z ‘) - 3 sets of the par- 
tition of the plane cannot be characterized by distances. The next 
proposition characterizes all the sets of the partition. 
PROPOSITION 2.5. For given r, r > 0, and arbitrary n x n matrix P, define 
the following Hermitian n x n matrix 
H=H,(P,r)=PP*-r*Z. (2.14) 
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ye(O,r)= {P:P=f(PZ), H=O}, (2.15) 
d,(O, r)= {P:P=f(PZ), H<O}, (2.15’) 
d:(O, r)= {P: P=f(PZ), H>O), (2.15”) 
and the remaining sets of the partition are defined by the rank p and the 
signature o of H. 
We define a Hermitian 2n x 2n matrix: 
.X(r) = i _O,,z  ( ) r > 0. (2.16) 
The above defined n x n matrix H = H,( P, r) may be written as 
H = H,(P, r) = (PI) K(r) (PI)*. (2.14’) 
We call (PI) J$(r) (PI)* a Hermitian form, and H,(P, r) is thus the value 
of this Hermitian form. At this point we drop our restriction to the 
Gaussian piane and consider a connection between such Hermitian forms 
and all the points, finite or infinite, of the projective space. 
THEOREM 2.6. Let %? = S* be a given 2n x 2n Hermitian matrix and let 
P be a given point of the projective space P. For every (P, Pz) E f -‘[PI, the 
rank p and the signature 0 of the n x n Hermitian matrix 
fW’, 3 PJ = (p, pd Wf’, PA* (2.17) 
depend only on S and on the point P and not on the choice of the matrix 
(PlPdEf -‘WI. 
ProoJ: Let (PI P2) and (H, P,) correspond to the same point P. Then 
(5 P2) = R(P, PA IRI # 0. (1.1) 
It follows that H(p,, p,) = R H(P,, Pz) R*; i.e., the Hermitian matrices 
H(P,, Pz) and H(P,, p,) are congruent and have thus the same rank and 
signature. 
Every Hermitian form (2.17) partitions thus the projective space 
according to the values of rank and signature of H(P,, P2). We shall use 
these Hermitian forms in all three geometries. We now extend the partition 
of the Gaussian plane, generated by 3$(r), to a partition of the whole pro- 
jective space. 
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Let thus Se(r), r>O, be defined by (2.16) and set 
HAP,, p*, r) = (PI P2) %(r)(P1 PA*. (2.18) 
Then 
H,(P,, P,,r)=P, Pf-r2 P, Pz. (2.18’) 
This form partitions the whole projective space P into (“:=) sets; this is the 
partition of P corresponding to the Euclidean circle y,(O, r). For every 
(P, P2) E C0(2n2) the matrix P, Pf + P, Pf is positive definite [ 10, 
Lemma2.11. P,P:+P,P:>Oand Pip:--r*P,P~<Oimply P,P:>O.It 
follows that if HJP,, P,, r) has no positive eigenvalues, then all 
corresponding points P =f(P, P2) are finite. Especially, all the points P 
satisfying H,(P,, P2, r) = 0 are finite; this is the previously defined circle 
y,(O, r). Similarly {P: P =f(P, P2), H,(P,, P,, r) < 0} = A; (0, r). On the 
other hand, whenever the set of the whole space corresponds to a set of 
matrices H,(P, , P,, r) with positive eigenvalues, rc > 0, then this set of P 
also contains infinite points. Indeed, set P, = I and let P, be a diagonal 
matrix with nonnegative elements, rc of them equal to 0, p equal to l/r and 
the remaining v being larger than l/r. Clearly P =f(P, P2) belongs to the 
set of the partition corresponding to (rc, p, v), and, as lPzl = 0, P is an 
infinite point. In particular, the north pole N =f(lO) belongs to the set for 
which n = n. This set d”,‘(O, r) is thus larger than the above defined, finite, 
outside A,+ (0, r). 
To define Euclidean circles with arbitrary centers, we consider the map 
of the circle y,(O, r) under the Euclidean motion 
Yq;;, ;,), u,u:=u2u:=I. (2.8) 
Let P =f(P, P2) E y&O, r); i.e., (P, P2) X’,(r)(P, P,)* = 0. We write this as 
(P, P,)Y Y-’ Xc(r) (Y*)-’ 9’*(P, P,)* =O. It follows that the map 
(P; P;) = (P, P2) Y satisfies 
(P; pS) z(r)(P; P;)* = 0, (2.19) 
where 
2e(r) = Yp lXc(r)(Y*)-’ = 
I 
. -p 
> 
(2.19’) 
0 
Note that *e(r) is independent of U1 and U2, appearing in the 
definition (2.8) of 9, and depends only on PO. We thus obtain: 
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P EYJP,,, r) - the Euclidean circle with the center at P,,=f(P, I) and 
radius r, r > 0 - if I?,(P,, P,, r) = 0, where 
Ae(Pl, P2, r) = (Pl P2) =%(r)(Pl P2)* 
= (P, - P,P,)(P, - PzP,)* -r’P,P:. (2.20) 
Similarly, if P belongs to a set of the space defined by a given triple 
(n, p, v) with regard to the form HJP,, P,, r), then its image P” under any 
motion (2.8) with the given P, belongs to the set defined by the same triple 
with regard to the form tf,(P, , P,, r). Note that the map of each particular 
point under Y depends also on U, and U2; but the map of each of the 
(“12) sets depends only on P,. For the Gaussian plane the corresponding 
Hermitian form is 
Z?JP,r)=(PZ)%=(r)(PZ)*=(P-P,)(P-P,)*-r2Z. (2.21) 
We summarize the results for the Gaussian plane: 
PROPOSITION 2.7. The Euclidean circle yc(P,, r), with center P, and 
radius r, r > 0, and the sets of the corresponding partition are defined as the 
map of the circle y,(O, r) and the corresponding sets under a motion (2.8) 
with arbitrary unitary U, and U2 and given P,. These sets are characterized 
by the rank and signature of H,(P, r). Moreover, the circle ye(Po, r), its 
inside A;(P,, r) and its Cfinite) outside A,+ (P,, r) are also characterized as 
follows: 
y,(P,, r) = (P: P = f(P I), P - P, = rU, NJ* = Z}, 
ye(Po, r) = (P: W,, P) = lld(Po, f’,) = r}, 
A;(P,, r) = {P: d(P,, P) < r}, 
(2.22) 
(2.22’) 
A,f(P,, r) = {P: d(P,, P,) < l/r}. (2.22”) 
Here P,= f((P*))‘+ P, I). (Note that (P)‘= f(U,‘(P*)-‘U, + P, I) 
and d(P,, (P)S = d(P,, P,).) 
We now consider the straight lines of the Gaussian plane and start with 
the following definition. The finite Hermitian line I is given by 
z=(P:P=f(Pz),P=P*}, (2.23) 
and its points depend thus on n2 real parameters. The 2n x 2n Hermitian 
matrix 
(2.24) 
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induces the Hermitian from 
K(P) = (P I) X(P I)* = i(P* -P). (2.25) 
This form partitions the Gaussian plane into (“l*) sets. Obviously, 
l= {P:P=f(PZ),K(P)=O} andwedenote 
(2.26) 
and call these sets the finite upper and lower half-planes. These notions can 
be extended to also include infinite points by the form 
K(P,, P*) = (P, P*) X(P, P,)* = i(P,P: -P,PT). (2.27) 
This leads to an obvious definition of the (full) Hermitian line land of the 
half-planes 5 + and E _ . 
The straight lines of the Gaussian plane are obtained from 1 by Euclidean 
motions. Let Y be given by (2.8) and set W= U: U1, then 
~s=~p’~(~*)-‘=i -w* 
w pow*- WP,* 
(2.28) 
and it follows that K”(P) = (PI) .X’(P I)* = i( W(P- PO)* -(P-P,) W*). 
The map I” of 1 is thus the set of all points P =f(PZ) for which 
(P - PO) W* is a Hermitian matrix ZZ. (P - P,) W* = H yields P = P, + 
HW = P, + HUf U, . We thus have 
I”={P:P=f(PZ),P=P,+HU;U,,H=H*}. (2.29) 
On the other hand, the general point P = f( P I) of I is, by (2.23), given by 
P = n, where Z? is an arbitrary Hermitian matrix. The map of (A I) by S is 
by (2.6) (U,*fiU, + P, Z), and we thus obtain 
r={P:P=f(Pz),P=P,+U:AU,,A=A*}. (2.29’) 
There is no contradiction between the two parametrical expressions for I”: 
the equation HUT = U:fi yields, for a fixed unitary matrix Uf, a one-to- 
one map of the set of the Hermitian matrices onto itself. 
The group of the Euclidean motions is transitive: for any given two 
points P, and P, there exists a translation moving PI to P2. The question 
arises whether a given pair (P, , QI) of finite points can be transformed into 
another given pair (P2, Q2). Clearly, this is only possible if d(P,, Q,) = 
d(P,, Q2). However, for n 3 2, this condition is not sufficient and the 
following holds. 
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THEOREM 2.8. Let the finite points P, = f(Py Z), Q, = f( Qv I), v = 1, 2, 
be given. There exists a Euclidean motion mapping simultaneously P, into P, 
and Q1 into Q2 if and only if the two matrices Q, - P, and Q, - P, have the 
same set (11 ,..., I,) of singular values. 
Proof: We use Theorem 2.3 to map the pair (P, , Qi ) into the pair 
(0, L) where L =f(L I), L = {I i,..., In}. The existence of a map from the 
pair (P2, Q2) to (0, L) completes the proof. 
We remark that, for n 2 2, the Euclidean motions, mapping a pair 
(P,, Qi) into a pair (Pz, Q2), if they exist at all, are never uniquely given. 
Indeed, for given L = {Ii ,..., I,}, fi > 0, i= l,..., n, there exist many 
Euclidean motions S, keeping both 0 and L =f(L I) fixed. These are the 
motions corresponding to the matrices 
Y= u, 0 ( > 0 u*’ u,u1*=u,u:=z, 
for which LUI = U2L. There are many pairs of unitary matrices satisfying 
this equality, and only if U, = U, = eieZ do we obtain the identity motion. 
Clearly the origin 0 and L =f(L I), with L = {Z1,..., Z,}, li > 0, 
i = l,..., n, lie on the finite Hermitian line 1. We call the,subset 6 of 1, defined 
by 
6= {L=f(LZ), L= {II ,..., I,}, ZiBO, i= l,..., n}, 
thefinite nonnegative line. We note that if (P, Q) is mapped into (0, L), the 
segment P Q of points f( (1 - t) P + tQ I), 0 < t d 1, maps into the segment 
m of& 
3. SPHERICAL GEOMETRY 
(a) Unitary 2n x 2n Matrices and Pairs of Antipodal Points 
In Section 2 we considered only finite points of the projective space and 
thus used matrices of the form (P I). In the present section we consider the 
whole space and we shall use n x 2n matrices belonging to a compact subset 
K of C,(2n*). We define: (PI P2) E K if 
(3.1) 
LEMMA 3.1 (cf. [lo]). Let P be a given point of the projective space. 
There exists a matrix (PI P2) such that (P, P2)~fp’[P] and (P, P*)E K. 
Moreover, (p, B*)E f -‘[PI and (P, P*)E K ifand only if 
(6 P2) = U(P, P*), uu* = I. (3.2) 
We now complete each n x 2n matrix of K to a unitary 2n x 2n matrix 8. 
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LEMMA 3.2. Let P, and P, be n x n matrices satisfying (3.1). Then there 
exist n x n matrices P3 and P, such that the 2n x 2n matrix 
P= p, p2 ( > p, p4 (3.3) 
is unitary. Moreover, the completing matrix (Pj PA) is unique up to 
premultiplication by a unitary n x n matrix. 
Proof. This follows from observing that (as row spaces) (P3 PA) is a 
unitary basis for the unitary complement of (P, P2), and by Lemma 3.1. 
Let P be a given point in the projective space and let (P, P,)E~-‘[PI 
and (P, P2) E K. By Lemma 3.1 (P, P2) is given up to premultiplication by 
a unitary matrix 17,. 
By Lemma 3.2, the completing matrix (P, P4) E K is again given up to 
premultiplication by a unitary matrix UZ. We denote P =f(P3 P4) and this 
point P is thus only dependent on P (and is independent of U, and U,); we 
call P the antipode of P and summarize this result as follows. 
Fk0P0sIT10~ 3.3. The antipode P of a given point P is well defined. Let 
p =f(P, P*) =f(C m (3.4) 
and assume that the matrices 9 = (F: 2) and B = ($; k) are unitary; then 
f(P3 P4) =f(P, B,) = P. (3.4’) 
Moreover, either one of the equalities f (P, B,) = f (P, P2) or f(P, P4) = 
f(P, P,) implies that the unitary matrices 9’ and g are block-equivalent: 
Finally, h = P. 
The last assertion follows from the fact that together with (;; 2) also the 
matrix (3 2) is unitary. 
Every point P has a unique antipode P. To every ordered pair (P, P) of 
antipodal points there corresponds a class of block-equivalent unitary 
2n x 2n matrices, and the mapping between the pairs of points and the 
equivalence classes of matrices is one-to-one. We shall refer to any matrix 
9 of this class as a matrix corresponding to P, or to (P, P). 
For n = 1 and z # CC we may choose 
B = z/(1 + bl*)“* 
( 
l/(1 + 1z(2)1’2 
> -l/(1 + IzI*)l’* Z//(1 + IzI*)“* ’ 
(3.6) 
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and obtain that 2 = -l/Z; i.e., z and i are antipodal points on the 
(classical) Riemann sphere. This justifies our terminology. For z = CC we 
have B =$ and z^=O. For arbitrary n, n 2 1, the unit matrix 9 = (6 y) 
corresponds to the antipodal pair (N, 0). 
The following theorem exhibits the structure of the unitary 2n x 2n 
matrices in terms of certain simple n x n matrices. 
THEOREM 3.4. Let S be a given unitary 2n x 2n matrix. Then there exist 
four unitary n x n matrices U,, U,, V,, Vz and two diagonal matrices L, and 
L,, satisfying 
L, = {L, I”>, 
such that 
L, = { 1; )...) C}, Ii > 0, I: B 0, 1’ + 1:’ = 1, i = l,..., n, 
(3.7) 
ProoJ: We first remark that the last condition of (3.7) can be written as 
L:+L:=z. (3.7’) 
Let CP be given in its block form (3.3). Then 
P, P: + P, P2* = I, (3.1) 
and it follows that the two nonnegative definite matrices P, P: and P2 P: 
can be simultaneously diagonalized by a unitary matrix U, . By Lemma 2.1: 
P,=U,L,V,, v, v: = z, (3.9) 
p,= U,L,Vz, V,V,*=I. (3.9’) 
Equations (3.9) and (3.9’) show that the two upper blocks P, and P, of 
9 are as asserted in (3.8). If the upper half (PI Pz) of a unitary 2n x 2n 
matrix is given, then, by Lemma 3.2, the lower half (P3 P4) is given uni- 
quely up to a unitary left factor. It is easily seen that, for every unitary U2, 
the matrix ( OILlyl U2L2y, $$$$ is unitary. Hence, for a certain unitary U,, this 
is the given matrix 8, and we thus completed the proof. 
By Lemma 2.1 it follows that the singular values of the blocks P, and P, 
of B are the elements Zi of L,, and the singular values of P2 and P, are the 
elements Zi of L,. So the elements of the diagonal matrices L, and L,, 
appearing in (3.8), are determined by the given unitary matrix 8; but, as in 
Lemma 2.2, the factorization (3.8) is not unique. The following holds. 
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THEOREM 3.5. Let the order of the singular values I,,..., 1, of P, as 
elements of the diagonal matrix L1 of the factorization (3.8) be such that tf 
i<j, andli=lj, then li,l=lj. 
Assume that for this L, and the corresponding Lz the factorization (3.8) 
and the factorization 
hold. Then 
0, = u1 WC’), v, = W2’V,, v, = W3’V2, o2 = u* W4’. (3.10) 
Here the four n x n matrices WV’ are unitary and quasi-diagonal of the form 
w”’ = { w,, Y..., KS>, v = l,..., 4, (2.3’) 
and each block W,, is a unitary matrix whose size equals the multiplicity of 
the corresponding singular values. 
If IL, L,I # 0, then w”‘= W*’ = W3’ = W4’. In the other case, some of 
the blocks corresponding to singular values Ii = 0, or li = 1 (see (3.7)), may be 
distinct. 
(b) The Chordal Distance and the Rotations of the Sphere 
We shall use the spectral norm for the definition of a metric for the 
whole projective space P. Some relations between the norms of the four 
blocks P, of a unitary 2n x 2n matrix B will be needed. 
LEMMA 3.6. Let the 2n x 2n matrix 
(3.3) 
be unitary. Then 
IIkII G 1, v=l 9.“) 4, 
llP,II = IIP,Il, lIP2lI = IIP3L 
lIpIll*+ lIp2112~ 1. 
(3.11) 
Proof By Theorem 3.4, IlP, I( = IIP41/ = IlL, I/ = max, I,, llP211 = IIP311 = 
llL21i = maxi 1: and 1’ + 1;’ = 1, i = l,..., n. 
Let P and Q be two given points of the projective space, and let 8, given 
by (3.3) and 
9= Ql Q2 
( > Q3 Q4 
(3.3’) 
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be corresponding unitary matrices. (So P =f(P, P2), Q =f(Q, &).) The 
matrix 
93= =gLi?* (3.12) 
is also unitary. Replace 9 and 9 by block-equivalent matrices 
and set 
(3.12’) 
A&=( $ &) R( 9 $:), it follows that 
llR,ll = Il~vll, v = l,..., 4. (3.13) 
We define the chordal distance x(P, Q) between the points P and Q by 
XV’> Q)= llRzll= IIPIQ~*+PzQ~*II, (3.14) 
and it follows from (3.13) that this nonnegative function is well defined: 
x(P, Q) depends only on the points P and Q and not on the choice of the 
corresponding unitary matrices. We are going to show tha x(P, Q) defines 
a metric for the projective space. 
LEMMA 3.7. x(P, Q) = 0 if and only if P = Q. 
Prooj If P = Q we may choose 9 = 9; then W = 9Z?* = 9 and R, = 0. 
Conversely, if 11 R,JI = 0, then by (3.11) also II R, /I = 0. R, = R, = 0 implies 
that the unitary matrix B = 9?5!* is of the form W = (:I &), U1 UT = 
U, UT = I. This yields S = ( 3 &) -2; the matrices 9 and 9 are block- 
equivalent and thus P = Q. 
LEMMA 3.8. x(P, Q) = x(Q, P). 
ProoJ We use the definition (3.12): 9?2* =9= (i: 2). This implies 
2y* =gj?* = ($ ;; ). Using the definition of x, the equality IIA (I = IIA*ll for 
all matrices A and (3.11), we obtain 
x(Q, P) = IIW = II&II = II&II = XV’, Q). 
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There remains to prove the triangle inequality for x(P, Q). To do this we 
establish first the invariance of x(P, Q) under a certain group of projec- 
tivities of the space. 
PROPOSITION 3.9. Let the projectivity S be such that the corresponding 
matrices Y are of the form 
Y=S%, w!2!* = 9, (3.15) 
where s # 0 is an arbitrary complex number. Then this projectivity keeps the 
chordal distance invariant. 
Proof: Let P and Q be two given points and 9 and 9 be corresponding 
unitary matrices. If 9’ is given by (3.15), then unitary matrices 9” and 9: 
corresponding to the maps P” and Q”, are given by 9” = 8%, 9’= 9%. 
Therefore Y’(Y)* = B@?&*%* = 99*; hence x(P’, Q”) = x(P, Q). 
LEMMA 3.10. The inequality 
x(P, Q) G XV’, Ml + x(M Q) (3.16) 
holds for any three points P, Q and M. 
Proof We first note that for every matrix (M, M2) E K there exists a 
unitary 2n x 2n matrix Y such that (M, M,)Y = (0 I) (cf. Lemma 3.2). The 
corresponding projectivity S transforms the point M into the origin 0. As 
the chordal distances are preserved under this mapping, it suffices thus to 
prove the triangle inequality for the case where one point is the origin. 
Using also the symmetry, we have to show that 
XV’> Q) G ~(0, PI + ~(0, Q). (3.17) 
A unitary matrix corresponding to 0 is (y ,‘); it follows thus by the 
definition (3.14) that 
x(0, P) = IIP4*Il, ~(0, Q) = llQ:ll. (3.18) 
Using (3.14), the triangle inequality for norms and the inequality I(ABJI d 
IIAII (IBII for all matrices A and B, (3.11) and (3.18) we obtain 
XV’, Q)= llP,Q3*+f’zQ4*II G llP,ll+ IIQZII 
= IIP4*II + IIQ8 = x(0, PI + ~(0, Q). 
This completes the proof of the triangle inequality for x(P, Q). 
280 SCHWARZ AND ZAKS 
The last three lemmas yield the desired result (cf. [lo, p. 19291): 
THEOREM 3.11. The function x(P, Q) defines a metric for the space P. 
We are thus justified to call x(P, Q) a distance; to justify the adjective 
chordal, we consider the case n = 1. Let B, given by (3.6), be a unitary 
matrix corresponding to z # co; similarly let the matrix 
2 = 
( 
w/Cl + l~12P2 l/(1 + )iv1*)i’* 
-l/(1 + Iwl*)“* G/l + l#)1’2 ) 
(3.6’) 
correspond to the point w  # co. Setting W = 9d* = (;; ii), it follows that 
Ir21 = lz- W((l + 14*)(1 + 14 1) * i’* This is indeed the chordal distance . 
~(z, w) between two points on the Riemann sphere (with diameter 1). If 
w  = co, J! = 9 and Ir,l = l/(1 + ~z~*)“* = ~(z, co). We shall refer also in the 
multidimensional case to the space P = P,(M,(C)), metrized by x(P, Q), as 
the Riemann sphere. 
For completeness we add the following remark. The topology of the pro- 
jective space P, built in [lo], was the quotient topology relative to the 
standard map f and the usual topology of C,(2n*). The chordal distance 
x(P, Q), of the present paper, yields the same topology. 
THEOREM 3.12. The metric topology of P, corresponding to the chordal 
distance, is the quotient topology relative to f and the topology of C,,(2n*). 
To prove this it suffices to show that the standard map f from C0(2n2) to 
the Riemann sphere is continuous and open [S]. The proof is 
straightforward (cf. the proof of Theorem 2.8 in [lo]); we delete the 
details. We also remark that the metric topology of the Gaussian plane, 
induced by the Euclidean distance, is a relativization of the topology of the 
whole space P; a similar remark will apply to the topology of the unit disk, 
induced by the non-Euclidean distance. 
We now complete Proposition 3.9 by its converse and obtain an 
analogue of Theorem 2.3. 
THEOREM 3.13. The projectivity S keeps the chordal distance invariant if 
and only if the corresponding Y are of the form 
Y=s%, %%!2*=9, (3.15) 
where s # 0 is an arbitrary complex number. 
Proof By Lemma 2.1 and Proposition 3.9 it suffices to prove the 
Theorem for the case where Y = {L, , L, >, and L, , L, are n x n diagonal 
matrices. 
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The invariance of the distance between f(0 I) and, f(l/$E,, 
I- (1 - l/&)Eii) yields Zi= 1: for i= l,..., n. Applying unitary permutation 
matrices on L r , we obtain L r = II,, = L,, hence {L r, L,} is a scalar matrix, 
and the Theorem follows. 
We drop the scalar factor s of Eq. (3.15) and consider thus the group of 
unitary matrices Y, YY* = 9. The corresponding projectivities S are 
called rotations of the sphere. Note that two unitary matrices Y and 9 
correspond to the same rotation S if and only if 9 = e”Y. Note also that if 
(P, P) is a given pair of antipodal points and if 9 is a unitary matrix 
corresponding to this pair, then all block-equivalent matrices Y = 
( 2 ,“,) .G?‘, U, UT = Uz U.J = Z, correspond to the same pair of points; but 
these matrices yield (if Y # e”Y) distinct rotations of the sphere. For n = 1 
we obtain the classical rotations of the sphere zS= (az +b)/(bz-a), 
Ial * + (!I[* > 0, corresponding to the matrix 
Y= a b ( ) b -a = (Ial*+ lb12)“2% @?l!*=9. 
It seems worthwhile to state explicitly some simple properties of the 
chordal distance and of antipodal pairs. 
PROPOSITION 3.14. (a) For any pair of points (P, Q) 
XV, Q) < 1. (3.19) 
(b) For any antipodul pair (P, P) 
x(P, P) = 1. (3.20) 
(c) Rotations of the sphere map antipodal pairs into antipodal pairs. 
We note that, for n = 1, part (c) of this proposition follows from parts 
(a) and (b), as in this scalar case the antipode P is the only point at 
maximal distance from the given point P. For n > 1, this is not true and 
there are many points Q, in addition to the antipode P, such that 
x(P, Q) = 1. As distances are invariant under rotations, we consider only 
the points at maximal distance from the origin 0 = f(0 I) (N = 6). As in 
[lo], we shall denote the set of infinite points of the space P by P,. 
P,={P:P=f(P,P,), lPzl=O}. (3.21) 
This set is closed and nowhere dense in P [ 10, Proposition 2.71. The chor- 
dal distance yields a metric characterization of this set of infinite points. 
PROPOSITION 3.15. Let 0 be the origin of the space. Then 
P, = {P: x(0, P) = 1). (3.22) 
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Proof: Let 3 = (y 6) and 9’ = ( ;; ;;) be unitary matrices corresponding 
to the origin 0 and to the variable point P. Then 39* = (;i :‘!). 
x(0, P) = 1 if and only if I( P,II = 1. By the structure theorem 3.4, )I P411 = 1 if 
and only if I = max, li = 1; this happens if and only if L, has a zero term Z,! 
in its diagonal, i.e., 1 P,I = 0. 
By the invariance of the chordal distance under rotations, it follows that 
to every point P of the sphere there corresponds a closed and nowhere 
dense set m(P) = (Q: x(P, Q) = l} of points at maximal distance from P. 
We show that the correspondence between the points P and the 
corresponding maximal distance sets m(P) is one-to-one. By the just men- 
tioned invariance of the chordal distance under rotations, this will follow 
from the following assertion about the origin and the set P,. 
PROPOSITION 3.16. The only point at chordal distance 1 from every 
infinite point is the origin. 
(c) The Spherical Circles and the Great Circles 
In the Gaussian plane we first considered circles with center at the origin. 
Here we start with the same circles; on the sphere these are the parallels of 
latitude. We define the corresponding partition of the sphere by the values 
of the triple (71, p, v) of numbers of singular values, greater than, equal to 
and smaller than a given distance r. On the sphere we use the singular 
values of the blocks P,, v = l,..., 4, of a unitary 2n x 2n matrix 9. 
Let P be a given point and let the matrix (PI PJ E K and the unitary 
matrix 
.P= PI p2 ( ) p3 p, (3.3) 
correspond to P (i.e., assume (P, P2) E f -‘[PI). Let ([r,..., I,) be the set of 
singular values of PI, and let (Ii ,..,, c) be the set of singular values of P,. 
These sets depend only on the point P, and not on the choice of the 
corresponding matrices (P, Pz) or 9’. We may assume that these sets are as 
in Theorem 3.4: 
li 2 0, I( 3 0, 1’ + 1;’ = 1, i = l,..., n. (3.7”) 
Let r be given, 0 < r < 1. We denote by rc = rc,(P, r), ,U = p,(P, r) and 
v = v,(P, r) the number of singular values Ii of P, greater than, equal to and 
smaller than r; 71 +p + v = n. By (3.7”) these are also the numbers of 
singular values I,! of P, smaller than, equal to and greater than (1 - r’)l’*. 
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We define 
r,(O, r) = {P: P =f(J’, PA (PI PA E K P= n>, 
A;(O, r) = {P: P =f(J’, I’*), (P, P2) E K, v = n}, 
d,+(o,r)={p:p=f(P,P,),(P,P,)~K,~=n). 
(3.23) 
(3.23’) 
(3.23”) 
We call ~~((0, r) parallel of latitude or the spherical circfe with center at 
0 and radius r, and we call d,(O, I) and d:(O, r) the corresponding 
spherical disks. (Note that 0 E A; (0, Y), N E AS+ (0, r).) For n >, 2 there 
exist (“z*) - 3 additional sets on the sphere corresponding to the 
additional possible values of the triple (rr, p, v). 
The circle y,(O, r) and the corresponding disks may be characterized by 
the chordal distances x(0, P) and x(N, P). 
PROPOSITION 3.17. For any given r, 0 < r < 1, the following holds for the 
sets defined by (3.23)-(3.23”): 
y,(O, r) = {P: x(0, P) = r, x(N, P) = (1 -r*)“‘), 
A,(O, r) = {P: x(0, P) < r}, 
A:(O,r)= {P:x(N,P)<(l-r*)“*}. 
(3.24) 
(3.24’) 
(3.24”) 
Equation (3.24) shows that y,(O, r) should be considered to have the 
antipodal pair (0, N) as centers and the complementary pair (r, (1 - r*)“*) 
as radii. We keep the previous notation; it will soon be obvious that 
y,(O, r) = y,(N, (1 - r2)“*), and that A,‘(O, r) = A’(N, (1 - r*)‘/*), 0 < 
r < 1. We note that, for n > 2, the remaining (” 1; *) - 3 sets of the partition of 
the sphere cannot be characterized by the distances x(0, P) and x(N, P). 
From (3.14) it follows that x(0, P) = llP,I/, and x(N, P) = IjPZlj. Hence 
by Lemma 3.6 we obtain that 
x*(0, P) + x*(N, P) 2 1. (3.25) 
For n > 2 we have, in general, strict inequality in (3.25). Equality holds 
only if P = 0, or P = N, or if P lies on a parallel of latitude: P E y,(O, r) 
with r = x(0, P). 
For any r, 0 < r < 1, we define a Hermitian 2n x 2n matrix: 
,X(r)= o 
(  
(l-r*)Z 0 
> -r*I ’ 
(3.26) 
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Setting t = arc sin r - see Eq. (3.38) below - this matrix becomes 
““62 ” .12 tl , 0 < t < n/2. (3.26’) 
For arbtirary (Pi PJ E C0(2n2), not necessarily in K, we set 
H,(P,, Pz, r) = (P, P2) Xs(r)(P1 P2)* = (1 - r*) P, P: - r2P2 PT. (3.27) 
This yields a characterization of all the sets of the partition induced by 
YAQ r): 
PROPOSITION 3.18. For any given r, 0 < r < 1, the following hold. 
~~(0, r) = {P: P =f(P, P2), H,(P,, P2, r) = 01, (3.28) 
AsptO, r)= (P: P=f(P, P2), HAP,, P2, rho}, (3.28’) 
A,+(Q r)= {P: P= API P2), H,(P,, P2, r)>(l), (3.28”) 
and the remaining sets of the partition are defined by the rank p and the 
signature 0 of H,(P, , P,, r). 
To relate parallels of latitude to Euclidean circles with center at 0, we 
set 
r,2=rz/(l -rS), O<r,< 1. (3.29) 
In the notation of Eq. (3.26’) this formula becomes 
r,=tan t,, 0 < t, < 7112. (3.29’) 
For any given matrix (P, P2) E C,(2n2), the two Hermitian matrices 
H,(PI , P,, r,) = PI P: - r f P, P: (2.18”) 
and 
H,(P,, P2, rs)=(l -rz) P,P:-rr,2P2PT (3.27’) 
have the same rank and signature (which depend only on the point P= 
f(P, P2)). It follows that if (3.29) holds then the circles y,(O, r,) and 
~~(0, r,) have the same points, and the same holds for the remaining sets of 
the partitions. (The equality of the circles also follows easily from first 
equations of (2.13) and (3.24).) In particular, d;(O, r,) = A;(O, r,) and 
A,+(O, r,) = az(O, re). It is easily seen directly that, for any given parallel 
of latitude y,(O, r), 0 < r < 1, a set of the corresponding partition of the 
sphere contains infinite points if and only if rc = rr,(P, r) > 0. Indeed, only 
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such sets contain points P=f(P, P2), (P, PJE K, for which max, Zi= 1; 
and maxi Zi = 1 is equivalent to lPzl = 0. For general spherical circles, which 
we are now going to consider, this becomes an assertion on the set m(A) 
of points at maximal distance from the center 6l of the spherical circle 
rsm r). 
Let (M, &I) be a pair of antipodal points and let JY = (2: $;) be a fixed 
unitary matrix corresponding to this pair, so that M =f(M, M2), 6l= 
f(M3 M4). Let U, and U, be arbitrary unitary matrices and let 
(3.30) 
be one of the unitary matrices which are block-equivalent to the given 
matrix 4. All these unitary matrices Y correspond to the pair (M, fi), but 
the corresponding rotations S will be in general distinct (except if 
9 = e’“Y). However, we always have 
os=A, N”=M, (3.31) 
i.e., the maps of the poles do not depend on the choice of U, and U,. 
For given, 0 <r < 1, let P =f(I’, P,)E~JO, r). This means (P, PZ) 
e(r)(P, P,)* =O. We write this in the form (P, P,) 99*x(r) 
YY*(P, P,)* =O. Hence the map (P; P;) = (P, P2) Y of (P, PZ) satisfies 
(P; pS) *(r)(P; P;)* = 0, (3.32) 
where 
2S(r) = Y*Z$(r) Y = 
MTM, - r*I 
M*M 
’ 
(3.32’) 
2 1 
The matrix 2J(r) is independent of U1 and U2 and depends only on the 
point M = f(M, M2), (M, M,) E K. We set 
ffs(Pl 3 P2, r) = (PI P2) $(r)(P1 P2)* (3.33) 
= (P,M: + PzM:)(P,M: + P2Mf)* - r*(P, P: + P2P:) 
and summarize as follows: 
PROPOSITION 3.19. The spherical circle y,(&l, r), with center 64 and 
radius r, 0 < r < 1, and the sets of the corresponding partition are defined as 
the map of the circle y,(O, r) and the corresponding sets under a motion 
(3.30). Here U, and U, are arbitrary unitary matrices and A? is a fixed 
unitary matrix corresponding to the antipodal pair (M, A). These sets are 
characterized by the rank and signature of !?,(P,, P,, r). Moreover, the cir- 
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cle y,(i$l, r) and the disks A; (64, r) and A,+@, r) are also characterized as 
follows: 
y,(fi, r) = {P: x(&l, P) = r, x(M, P) = (I- r2)1’2}, (3.34) 
A;@, r) = {P: x(l$l, P) < r}, (3.34’) 
A:(&, r) = {P: x(M, P) < (1 - r2)li2). (3.34”) 
We add here the following remark. The parallels of latitude are, by their 
definition, Euclidean circles with center at the origin. There are other 
spherical circles which are Euclidean ones, but this does not hold true in 
general. For n > 2 the two sets of circles are not identical, they intersect 
properly. A detailed study of the Euclidean, the spherical and the non- 
Euclidean circles and the relations between these sets will be given 
elsewhere. 
To define the great circles, we first consider the equator y,(O, l/J?) 
which, by (3.29), corresponds to the unit circle y,(O, 1). As a positive 
scalar factor does not change the rank and signature of a Hermitian form, 
we associate with the equator the form 
so 
2H2(P,, P,, l,‘&)=P,P:-P,P:. (3.35) 
y,(O, l/d) = {P: P = f(P, Pz), P, P: - P2 P2* = O}. (3.35’) 
The maps of y,(O, l/$) un d er rotations of the sphere are the great circles. 
Of special interest is the great circle with centers at (M, h) where M = 
f(iI1) and A = f(Z il). The corresponding unitary matrix is 
By (3.33) it follows that the corresponding great circle y,(i$l, l/&) is 
defined by 
2AS(P,, P,, l/$)=i(P,P:-P,P:)=O. (3.36) 
This is the full Hermitian line 7 (cf. (2.27)); now we call 7 the Hermitian 
great circle; the half-planes fi+ and K 
and AS-@, l/$). 
are the hemispheres A,+@, l/$) 
The next result is analogous to Theorem 2.8. 
THEOREM 3.20. Let the points P, Q, P,, and Q. be given and let 8,&Y! 
and Z$ be corresponding unitary matrices. There exists a rotation of the 
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sphere mapping simultaneously P into P, and Q into Q0 zf and only if the 
two blocks R, and Ry of the matrices 
=9?2!*, (3.12”) 
have the same set (II,..., f,) of singular values. 
Prooj By Theorems 3.4 and 3.13 we may map the pair (P, Q) into the 
pair (0, L,) where L,= f(L2 L,), L,, L2 are given by (3.7) (and, similar 
for (POT Qd). 
We remark that, for n > 2, the rotations of the sphere mapping a pair 
(P, Q) into a pair (PO, Qo), if they exist at all, are never uniquely given. 
This is shown as in the Euclidean case. Note also that the points 0 and 
Lo = f (L, L1) lie on the Hermitian great circle t indeed they lie on the 
subset $of I where 8= {L:L=f(L, L2), L,= {I ,,..., l,,}, L,= {I; ,..., lk}, l;, 
I; > 0, 1’ + //2 = 1, i = l,..., n}. d may be called the full nonnegative line. 
(d) The Spherical Distance 
The chordal distance x(P, Q) defined a metric for our space P= 
P,(M,(C)). We shall see presently that in this metric, for arbitrary dimen- 
sion n, equality holds in the triangle inequality only if two points coincide. 
It seems natural to try to generalize the definition of the scalar case and to 
define an analogous spherical distance E,(P, Q). We remark that our 
Riemann sphere is of diameter 1. As we want that 
we define 
JW’, QMP, Q) + 1 for XV’, Q) -, 0, (3.37) 
E,(P, Q) = arc sin x(P, Q). (3.38) 
0 d x(P, Q) < 1 yields 
0 d E,(P, Q) 9 n/2. (3.39) 
For n = 1 E,(P, Q) is thus the arc length of the geodesic arc on the sphere 
of radius 4 connecting P and Q. Lemmas 3.7 and 3.8 imply: 
LEMMA 3.21. (a) E,Y(P, Q) =0 if and only if P= Q. (b) ES(P, Q) = 
K(Q, PI. 
To prove that E, defines indeed a metric, there remains the rather dif- 
ficult task of establishing the triangle inequality: 
E,V’, Q) G ED’, Ml + E,W, Q). (3.40) 
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By (3.39), the inequality (3.40) has to be proved only for the case 
ED’, Ml + &(M, Q) < 7d2. (3.41) 
Using the invariance of x under the rotations of the sphere, we may assume 
that one point lies at the origin 0. We thus have to prove: 
LEMMA 3.22. rf 
then 
&to, PI + K(O, Q) < 42, 
W’, Q) < k(O, P) + K(O, Q). 
Using the definition (3.38), Eq. (3.40’) becomes 
arc sin x(P, Q) 6 arc sin x(0, P) + arc sin x(0, Q) 
=arc sin (x(0, P)[l -x*(0, Q)]‘/* 
+ ~(0, Q))Cl -x2(0, PH”*}. 
Equation (3.42) has to be proved for the case 
arc sin x(0, P) + arc sin x(0, Q) < 7c/2, 
which is equivalent to 
x2(0, PI + x*(0, Q) G 1. 
(3.41’) 
(3.40’) 
(3.42) 
(3.43) 
(3.43’) 
As arc sin x is monotone for 0 < x 6 1, it follows that (3.42) is equivalent to 
IO’, Q) d ~(0, WC1 -x*(0, Q)l”* + x(0, Q)Cl -x*(0, WI”* (3.44) 
which has to be established under the condition (3.43’). 
We use the notation of Theorem 3.4 for the unitary matrix 9, 
(3.8”) 
and an analogous representation for 2, 
We denote 
K(Q P) = IKII = Wlll = 4 ~(0, Q) = IlQ4*II = IWIll =m. (3.18’) 
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Using B=gZ?*, we obtain R, = P,Q:+P2Q: = -U,L,V,8:M,Zi: 
+ U, L2 Vz v:M, 8:. Hence 
XV’, Q) = IlRzll = IILl UM, + L2 VM,ll, (3.45) 
where U = -VI V: and V= V, @ are unitary matrices. By (3.18’) and 
(3.45), the validity of (3.44), under the assumption (3.43’), follows from the 
following result of London [7]: 
THEOREM 3.23. Let U and V be unitary n x n matrices, and let 
L,, L,, M, and M, be nonnegative diagonal matrices that satisfy L: + L: = 
Z, MT + Mi = Z, and denote IIL, 11 = I, llMlll = m. Zf 
I2 + m2 6 1, (3.43”) 
then 
~IL,UMz+L,VM,II<I(l-m2)1’2+m(l-12)”2. 
This proves Lemma 3.22, and we thus obtain: 
(3.46) 
THEOREM 3.24. The function E,(P, Q) = arc sin x(P, Q) defines a metric 
for the space P. 
This implies also the assertion made at the very beginning of this subsec- 
tion (d): 
PROPOSITION 3.25. Zf M # P, M # Q, then the following strict inquality 
holds: 
XV’, Q) < xU’, W + ~0% Q). (3.16’) 
Proof. If E,F(P, M) + E,(M, Q) < rc/2, then (3.40) and E,(P, M) > 0, 
E,(M, Q) > 0 yield 
sin E,(P, Q) <sin (E&P, M) + E,(M, Q)) -C sin E,(P, M) + sin E,(M, Q). 
If E,(P, M) + E,(M, Q) > 7r/2 then trivially 1 < sin E,(P, M) + 
sin E,(M, Q). Hence in both cases sin E,(P, Q) < sin E,(P, M) + 
sin E,(M, Q). This and (3.38) yield (3.16’). 
For the spherical distance ES the analogue of this proposition does not 
hold. Indeed, the situation is, for any dimension n, basically different and 
the spherical distance is intrinsic in the sense of A.D. Alexandrov (see, e.g., 
[l, p. 773; see also [2, p. 831). We define the length of a curve in P, with 
respect to the chordal distance, in the usual way and we are going to show 
that E,(P, Q) is equal to the minimum of the lengths of all curves joining P 
to Q. 
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Let thus f be a continuous curve joining P to Q. r is defined [l] by a 
parametric representation P(t), c( < t < B, such that P(U) = P, P(B) = Q and 
such that the corresponding unitary matrices g(t) are continuous in t. Let 
D1:cr=t,<t,< ... <t, =b be a partition of [cr, /I] and put ID,] = 
max,( ti + i - tJ. We set 
4K D,) = i x(P(ti- I), P(t,)), 
i=l 
(3.47) 
and define the length l(r) of r by 
A(f) = sup n(J’, D,). 
Dl 
(3.48) 
If the curve r is piecewise smooth we have 
Lqt+At)=B(t)+AtP’(t)+9~(t), where I190(t)ll = O(A2t). 
It follows that x(P(t), P(t + At)) = IIR2(t)ll + O(A2t). Here .%(r) = 
P(t)(P(t) + Alp’(t))*, and thus R*(t) = S,(t) At where 
S,(t) = (P,(f) C’(t) + P*(t) f?‘(f)). (3.49) 
For piecewise smooth curves r, we thus obtain the formula 
l(r) =I” IlUt)ll dt = j-” IIPl(t) P;‘(t) + PAt) P:‘(t)ll dt. (3.50) 
OL 0: 
After these preparations we state the above-mentioned result. 
THEOREM 3.26. Let l(r) be the arc length of the curve r with respect to 
the chordal distance. Then for any pair of points (P, Q) there exist a smooth 
curve r, joining P to Q such that 
n(r,) = E,(P, Q) = min 1(r). (3.51) 
Here the minimum is taken over all rectifiable curves r joining P to Q, 
Proof: By the invariance of x, and hence of 1, under rotations and by 
Theorem 3.20 it suffices to consider the pair (0, L,), where L, = f(Lz L, ) 
and where the diagonal matrices L, and L, are defined by (3.7). We define 
the curve r, by setting 
P(t) =f(tL, (I- t*L;)“*), O<t<l. 
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Then P(0) = 0, P( 1) = L,, and Z, lies on the line I!? The corresponding 
unitary matrices may be chosen as 
.9(t) =( 
tL2 (I- t2Ly2 
-(I- t2Ly2 tL, > . 
Hence 
.6?‘(t) = ( L2 - tLZ(Z- t2L;)y2 tL#- t2Lp2 ) L2 . 
By (3.49) we obtain S,(t) = L,(Z- t’Lz)- ‘I2 S,(t) is thus a diagonal matrix . 
S,(t)= {sl(t),..., s,(t)} where s,(t)=Zj(l- t21j2)-li2, i= l,..., n. As for fixed 
t, O~t~1,f(x)=x(l-t2X2)~1’2 is an increasing function of x, it follows 
that IIS,(t)ll = 1’( 1 - t21’2)p ‘j2. Here 1’ = max, 1:. By (3.50) we thus obtain 
On the other hand x(0, Lo)= IIL2/l = I’ and we thus proved that 
E,(O, L,) = n(Z,). It follows that for every pair of points (P, Q) there exists 
a smooth curve f, joining them, such that 
4ro) = E,P, Q). (3.51’) 
To complete the proof we have to show that for every rectifiable curve Z 
joining P to Q 
l(r) 2 Es@‘, Q). (3.51”) 
Assume, by negation, that there exists a curve Zi, joining P to Q, such that 
;l(Z,) < E,(P, Q). It follows by (3.48) that for every partition D, of Zi, we 
have l(f,, D,) = C;= I X(P(t,- ,), P(t,)) < E,(P, Q). Using (3.37) it follows 
that for small lD,I, i.e., for line enough partitions, we also have C;= 1 
E,(P(tip ,), P(t,)) < E,(P, Q). This contradicts the triangle inequality for E, 
and completes the proof of (3.51). 
We remark that conversely Theorem 3.26 implies the triangle inequality 
(3.40) for E,. Indeed Theorems 3.24 and 3.26 are equivalent. We also 
remark that, after having shown that Es is a distance, we could have used 
this spherical distance to define the above arc length 1(Z) [l, p. 781. 
Finally, we wish to point out that the Euclidean distance d(P, Q), defined 
by Eq. (2.4), is obviously intrinsic. The segment PQ may serve as a shortest 
curve Z, connecting P = f( P I) to Q = f( Q I). 
292 SCHWARZAND ZAKS 
4. NON-EUCLIDEAN GEOMETRY 
(a) Y-Unitary 2n x 2n Matrices and Pairs of Inverse Points 
The spherical geometry of the projective matrix space was closely con- 
nected with the group of unitary 2n x 2n matrices. The non-Euclidean 
geometry of this space, corresponding to the mappings of the unit disk 
onto itself, is connected with another group of matrices, the f-unitary 
matrices. 
To define these matrices, we use the following 2n x 2n matrix: 
f=(i “1). (4.1) 
We remark that, as always in this paper, each block is a n x n matrix. The 
2n x 2n matrix P is called f-unitary if 
PyP* = f. (4.2) 
See [9]. (Our matrix f is a special case of the matrices J of Potapov; the 
above remark does not apply to his definition.) We set again 
P= PI p2 ( ) p, p4. (3.3) 
Equation (4.2) thus becomes 
P, P: - P, P: = I, 
P, P; - P,P$ = -I, 
P,P? - P,P,* =o. 
(4.3) 
(4.4) 
(4.5) 
The following is easily verified (cf. [9, p. 1593). 
LEMMA 4.1. (a) The f-unitary 2n x 2n matrices form a group. 
(b) Z~.G+’ is $-unitary, then so is 8*. 
(c) Zf U, U,* = Z, v = 1, 2, then the matrix (2 &) is f-unitary. 
We prove first the essential uniqueness of the completion of a matrix 
(P, P2) E CO(2n2), satisfying (4.3), to a /-unitary matrix. 
LEMMA 4.2. Let P, and P, be n x n matrices satisfying (4.3), and let the 
two matrices 9, given by (3.3), and 
(3.3’) 
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be %-unitary. Then there exists a unitary n x II matrix U such that 
0% m = VP3 P4), NJ* = I. (3.2’) 
Proof By (4.3), P, P: > 0, hence 1 P,I #O. Similarly (4.4) implies 
1 P,I # 0. Equation (4.5) yields P;‘P, = (Pi ‘P,)*. Applying the same 
procedure to C& we obtain Pi’P, = (p; ‘P,)*. Thus P; lP3 = p, ‘P,. We 
set p, P; l= R; then (H, P4) = R(P, P4). This, (4.4) and P,p: - 
p,P$ = -I yield R = U and we thus proved (3.2’). 
The existence of a completion of (P, P2) to a j-unitary matrix and the 
structure theorem for y-unitary matrices follow: 
THEOREM 4.3. (a) Every n x 2n matrix (P, Pz) satisfying (4.3) can be 
completed to a f-unitary matrix 
P= p, p2 ( > p, p4 ’ (3.3) 
(b) For every given j-unitary 2n x 2n matrix 9, there exist four 
unitary n x n matrices U,, U,, V,, Vz and two diagonal matrices A, and A, 
satisfying 
‘4, = (2; )...) AL>, A, = {L..., L>, A; 2 1, li > 0, 1;’ -At = 1, i = l,..., n, 
(4.6) 
such that 
Proof We first remark that the last condition of (4.6) can be written as 
/I;-Ll;=z. (4.6’) 
Let (P, P2) satisfy (4.3). The result follows, as in the proof of Theorem 3.4, 
as 
p,=ulA,v,, P,= u,n,v, (4.8) 
and the matrix ( $2;) is $-unitary. Part (a) follows from Lemma 4.1 and 
then part (b) is a consequence of Lemma 4.2. 
Part (b) of Theorem 4.3 is analogous to the structure theorem for 
unitary 2n x 2n matrices (Theorem 3.4). In the present case the singular 
values of the blocks P, and P, of the $-unitary matrix 9 are the elements 
1; of A,, and the singular values of P, and P, are the elements ;ii of n2. So 
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the elements of the two diagonal matrices, appearing in (4.7), are deter- 
mined by the given f-unitary matrix 9 - but, as before, the factorization 
is not unique. As all the elements ,I: of A, are positive, the situation is now 
simpler than in the previous case (Theorem 3.5). 
THEOREM 4.4. Let the order of the singular values ;1, ,..., 1, of P, as 
elements of the diagonal matrix A, of the factorization (4.7) be such that tf 
i < j and Ii = lj then Ii, 1 = Ii. Assume that for this A, and the corresponding 
A, the factorization (4.7) and the factorization 
8, I,* = P, 8: = I, v = 1, 2, (4.7’) 
hold. Then 
Q= u1 w(l), v, = WV,, v* = W2’B 2, 0, = u* W2’. (4.9) 
Here the two n x n matrices w”” are unitary and quasi-diagonal of the form 
w”’ = { w,, )...) W”,), v= 1,2, (2.3) 
and each block W,, is a unitary matrix whose size equals the multiplicity of 
the corresponding singular values. Zf [A21 #O then W(l)= w’*‘. Zf [A,[ = 0 
then W” equals WC*’ except maybe for the blocks which correspond to the 
singular value 0. 
The roles of the matrices (P, P2) and (P3 P4) in Lemma 4.2 and in the 
first part of Theorem 4.3 can be interchanged: any matrix (P3 P4) satisfying 
(4.4) can be completed in an essential unique way to a $-unitary matrix 8. 
For reasons which will soon be obvious, we prefer from now on the lower 
half (P, P4) of the y-unitary matrices. 
We denote the set of all matrices (P3 P4) satisfying (4.4) by J-; similarly 
the set of all matrices (P, P2) satisfying (4.3) is denoted by J+. For brevity 
we use from now on the following notation. 
and 
A=(P:P=f(P,P,),P,P:-P,P,*<O}, (4.10) 
A+=(P:P=f(P,P,),P,P:-P,P:>O}. (4.10’) 
Note that A-=A;(O, l)=A;(O, l/G) and A+=A,+(O, l)= 
&+(O, l/A). w  e call A - the unit disk and A + its exterior. 
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LEMMA 4.5. Let P be a given point in the unit disk A-. There exists a 
matrix (P, P4) such that (P, P4)~f-‘[P] and (Pj P4) EJ-. Moreooer, 
(P, p,)~f-‘[PI and (P, ~,)EJ- ifand only if 
(P, m = UAP, p‘d, UzU2*=I. (3.2”) 
The proof is similar to the proof of Lemma 3.1 and will thus be deleted. 
Let P be a given point in the unit disk A - and let (P, P4) E f- ’ [P] and 
(P, P4) E J-. This n x 2n matrix is thus given up to a premultiplication by a 
unitary UZ. We complete (PX P4) to a f-unitary 2n x 2n matrix 9. The 
completing matrix (P, P2) E .I+ is again given up to a premultiplication by 
a unitary matrix U,. We denote P = (P, P2) and this point P is thus only 
dependent on P and is independent of U, and Uz; we call P the point 
inverse to P, with respect to the unit circle, and summarize this result as 
follows. 
PROPOSITION 4.6. The inverse point PEA+, of a given point P E A-, is 
well defined. Let 
P=f(P, P‘!)=f(& P‘$), (4.11) 
and assume that the matrices 9 = ( c; 2) and B = (g; 2) are y-unitary; then 
f(P, Pz)=f(P* P,)=P. (4.11’) 
Moreover, either one of the equalities f(P3 P4) = f (p, P,) or f(P, p,) = 
f(P, Pz) implies that the y-unitary matrices .!Y and 9 are block-equivalent: 
(;; $((;01 ;,)(;: ;:), u,u1*=u,u:=I. (3.5) 
For n = 1, let z= t3/c4 be in the unit disk (zj < 1. We may set [3 = 
z/( 1 - j~/~)~/*, c4 = l/( 1 - 1~1~)~‘~. The matrix 
is y-unitary and the point i = [,/[2 = l/Z is indeed inverse to the given 
point z. 
In Section 2 we defined the inverse point P for every finite point P = 
f(PZ) for which IPI #O (Eq. (2.12)). Every point P of the unit disk A- is 
finite and if for such a point P = f( P I) I PI # 0, then the two definitions 
yield the same inverse point P. However, our present definition defines P 
for every point P =f(P3 P4) of A ~ ; i.e., also in the case when I P,I = 
lP21 = 0 and P is thus an infinite point in A+. 
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(b) The Pseudo-chordal Distance and the Non-Euclidean Motions 
Let PEA-, and let (P3 P4)efp1[P], (P3 P,)EJ-. Let P be the point 
inverse to P, and let (P, PJ if-‘[PI, (P, P2) E J+. We then say that the 
f-unitary matrix 9 = ($; 2) corresponds to the point P, or to the pair 
(P, P). By Proposition 4.6, 9 is unique up to block equivalence. Let also Q 
be in A -, and let 9 be a y-unitary matrix corresponding to Q. We set 
= 9,$Z?*, (4.13) 
and define 
PU’, Q) = IIRzll, (4.14) 
where /lR211 is, as always, the spectral norm of R,. We note that the non- 
negative function p(P, Q) is well defined: p(P, Q) depends only on the 
points P and Q in the unit disk and not on the choice of the corresponding 
matrices 9 and 9. (See the analogous argument in Section 3, Eq. (3.12) to 
Eq. (3.13).) 
We remark that from now on the points P and Q, and indeed all the 
points appearing in this Section 4, will be in the unit disk A -. (The inverse 
points P, Q, etc., are of course in A+, but they were mainly used to define 
the corresponding matrices 9, 9, etc.) Note also that Lemma 4.1 implies 
that the matrix 9, defined by (4.13), is, together with ?? and 9, a f-unitary 
matrix. We shall frequently, and often implicitly, use simple consequences 
of the structure theorem (Theorem 4.3): e.g., (p(P, Q)= ) IIR211 = IIRJ, 
/I R, II2 = 1 + II Rzll 2, etc. (cf. Lemma 3.6). We establish some simple proper- 
ties of p(P, Q). 
LEMMA 4.7. p(P, Q) = 0 if and onZy if P = Q. 
Proof: If P = Q we may choose 5! = 9; then 9 =SgS* = j and 
R,=O. 
Conversely, if II R211 = 0, then also /I RJ = 0. R2 = R, = 0 implies that the 
$-unitary matrix .G% satisfies 99 = pyZ?* = (“0’ &), U, Uf = U, UT = I. Since 
929* = J@, it follows that $Z!*y = 9-l. Hence 92 = .Yj/Z?*f = 9’9 ~’ = 
(“0’ -“,,). This yields 9” = (“,I _“,,) Z? and thus P = Q. 
LEMMA 4.8. p(P, Q) = p(Q, P). 
Proof: p(Q, P) is defined by means of 999,* = $I?*. Hence p(Q, P) = 
llR3*II = IIR3II = IIR2Il =P@‘, Q). 
In general, the triangle inequality does not hold for the function p(P, Q). 
Indeed, for n = 1 consider the three points -4, 0 and 4 in IzI < 1. Equations 
(4.12) and (4.14) yield p( -$,O)= ~(0, f) = l/$ and p( -4, f) = t. 
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Before defining a distance function with the help of p(P, Q), we 
introduce a group of projectivities of the space P which map the unit disk 
onto itself. As in the case of the spherical geometry, the 2n x 2n matrices Y 
defining these projectivities are again, except for an arbitrary scalar factor 
S, s # 0, the matrices built by the relevant pairs of points. 
PROPOSITION 4.9. Let the projectivity S be such that the corresponding 
matrices Y are of the form 
Y = SF-, S%P = f, (4.15) 
where s # 0 is an arbitrary complex number. Then this projectivity maps A 
onto itself and keeps the function p(P, Q), P, Q E A-, invariant. 
Proof Let P be in A -, and let 9 be a y-unitary matrix corresponding 
to P. As Y is y-unitary, such is 85, hence P” is in A -. By Lemma 4.1 
Y ’ is also y-unitary, hence the induced map is onto. The invariance of 
p(P, Q), for P, Q E A -, follows from (4.15). 
We call the projectivies, given by matrices of the form (4.15), non- 
Euclidean motions. For a full justification of this name, see Theorem 4.14 at 
the end of this subsection (b). For n = 1 the corresponding Mobius trans- 
formations are of the form (az + b)/(cz + d) = eie(z - z,)/(Z,,z - l), where 
lzOl < 1. The corresponding matrix is 
e” 
-e’“z, 
= (1 - (zo\2)“2 
(:, Ol)( 
l/(1 - /z012)1’2 Z,/(l - Iz012)“2 
z()/( 1 - 1zo\2)l’2 l/( 1 - 1z012)“* > 
iH e 0 
x o 1 =sF, 
( > 
and Y is $-unitary (cf. (4.12)). 
We leave for a moment the unit disk A- and add a remark on the action 
of the non-Euclidean motions S, for arbitrary dimension n, on other sets of 
the projective space. Every non-Euclidean motion maps also the exterior 
A + onto itself and indeed it maps each of the (“; *) sets of the projective 
space, defined by the rank and signature of the form P, P: - P, P: (see 
(2.18’) for r = 1) onto itself. To show this let the matrix Y, corresponding 
to the motion S, be $-unitary and denote (Pi P;) = (P, P2) Y. Then 
P” p;* - P;P;* = ((PI P&q $((PI P&Y)* = (P, P2) YyY*(PI P,)* = 
(j, P2) ,$(P, P,)* = P, P4 - P,P,*. We also remark that for PEA- we 
have (P)’ = (P”) -: inverse pairs map into inverse pairs. 
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For any pair of points (P, Q) in A- we define the pseudo-chordal dis- 
tance HP, Q) by 
PO’, Q) 
titp, Q) = (1 + p2(p, Q))1/2’ (4.16) 
By the structure theorem for 2-unitary matrices it follows that I(R, (1 2 = 
1 + IIR211 2; hence 
(4.16’) 
The function +(P, Q) is well defined; its value depends only on the points 
P and Q in A -. Equation (4.16) implies 
O<&P,Q)<l. (4.17) 
Lemmas 4.7 and 4.8 yield 
LEMMA 4.10. (a) $(P, Q) = 0 if and on/y if P= Q. (b) $(P, Q) = 
$(Q, P). 
To prove that $(P, Q) defines a metric in A- we have to prove the 
triangle inequality 
LEMMA 4.11. The inequality 
VW', Q) 6 W', Ml + WW Q) (4.18) 
holds for any three points P, Q and M in A-. 
Proof: (cf. the Proof of Lemma 3.10). Any given point M E A- can by 
a non-Euclidean motion be transformed into the origin 0. This and the 
invariance of Ic/ under non-Euclidean motions imply that it suffices to prove 
that the inequality 
II/P’, Q) G W’, 0) + ll/(Q, 0) (4.19) 
holds for all points P and Q in A-. 
Let B, 22 and 9 = (6,):” be d-unitary matrices corresponding to the 
points P, Q and 0. We denote 
IIPZII = A IlQzll = ~1. (4.20) 
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Here 1 =max, ,Ii in the notation of Eq. (4.6). Let p = p(P, Q), f(x) = 
x( 1 + x2) -li2. As S%Y* = (p’; I z), we obtain: 
IcI(P> 0) =fPL (4.21) 
(C/(Q, 0) =fb), (4.21’) 
P = PP, Q) = IIM. (4.14’) 
By (4.13) R, = P, QT -P, Q:, hence 
P= IIM G llf’ll IlQzll + IIP2ll IlQ,ll =A1 +A*)“*+Iz(l +P*)“~. (4.22) 
AS 
VW’, Q) =fb) (4.21”) 
(4.19) becomes 
f(P) <f(A) +fbL) (4.23) 
which has to be established for arbitrary nonnegative d, p and p, satisfying 
pdi(1 +p2)+/J(1 +JI*)1’2. (4.22’) 
The function f(p)=p(l +p’)- “’ is strictly increasing for p > 0; hence it 
suffices to prove (4.23) under the assumption 
p = A( 1 + $)“2 + h( 1 + F)? (4.24) 
Thus, (4.23) will follow from 
(1+p2)>(1+~*)(1+p2) (4.25) 
and this inequality follows from (4.24). 
This completes the proof of Lemma 4.11. 
Lemmas 4.10 and 4.11 yield the desired result. 
THEOREM 4.12. The function II/(P, Q) defines a metric for A-. 
We add the following observation. If A> 0 and p > 0, then (4.24) implies 
the strict inequality 
(1+p2)>(1+12)(1+p2), (4.25’) 
and we then obtain also inequality in Eq. (4.19). J. > 0 and p > 0 mean 
0 #P and 0 #Q. This yields the following result. 
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PROPOSITION 4.13. rf P, Q and M are points in A ~ and M # P, M # Q, 
then the following strict inequality holds: 
HP, Q) < VW’, W + II/W, Q). (4.18’) 
This shows that the pseudo-chordal distance $ is not intrinsic and it is 
again desirable to introduce a larger, intrinsic, distance in the unit disk. 
This will be done in the next, final, subsection of this paper. 
For n = 1, let 9 be the f-unitary matrix corresponding to the point z, 
IzI < 1. !Y is given in (4.12) and let 2 be the analogous matrix 
corresponding to w, Iwl < 1. It is easily seen that it follows that $(z, w) = 
/z - WI/[ 1 - zWl. This is the classical pseudo-chordal distance [2, p. 821. 
We conclude this subsection with a characterization of the non- 
Euclidean motions. In analogy to Theorems 2.3 and 3.13 we have: 
THEOREM 4.14. The projectivity S maps the unit disk onto itself and 
keeps the pseudo-chordal distance invariant if and only if S is a non- 
Euclidean motion, i.e., if and only if the corresponding matrices Y are of the 
f orm 
9 = 5, sys* = f, (4.15) 
where s # 0 is an arbitrary complex number. 
Proof (a) The “if’ part is Proposition 4.9. 
(b) Let S be a projectivity mapping A -- onto itself and keeping Ic/ 
invariant and let Y = (g; 2) b e a corresponding matrix 1 YI # 0. 
By Proposition 4.9 and Lemma 4.1 we may assume S3 = 0, and S,, S, 
real diagonal matrices. The composition YJ@Y-- ‘f = (A $) also maps A ~ 
onto itself. It suffices to verify the case that C is a diagonal matrix. 
Checking the distance invariance for f(0 Z) and f(Eii I+ (3 - 1) Eii) 
yields ci = 0 for i = l,..., n. It results that S, = 0. It suffices to verify the case 
S,, S, real diagonal matrices. 
Checking the distance invariance for f(0 I) and f(Eik I+ (4 - 1) E,) 
yields S, = S, = sl. The theorem follows. 
The detailed computations are lengthy. 
The scalar factor s, appearing in (4.15) is of no importance and it suf- 
fices to consider the group of y-unitary matrices Y in connection with the 
non-Euclidean motions S. The relations between motions, matrices and 
pairs of points are similar to the relations in Chapter 3 (and Chapter 2). 
Two $-unitary matrices .Y and g correspond to the same non-Euclidean 
motion if and only if p = eieY. If (P, P) is a pair of inverse points and if 9 
is a 2-unitary matrix corresponding to this pair, then all block-equivalent 
matrices Y = (y ,” 2) 9, U, yf = U, U: = I, correspond to the same pair; 
but these matrices yield (if Y # eieY) distinct non-Euclidan motions. 
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(c) Non-Euclidean Distance, Non-Euclidean Straight Lines and 
Non-Euclidean Circles 
We define the non-Euclidean distance E,(P, Q) between two points P and 
Qin A- by 
1 1 + W, Q) 
En(P, Q) = 2 log 1 _ +(p, Q). (4.26) 
By (4.17) $(P, Q) satisfies 0 6 I/ < 1 and $ takes all values in [0, 1) 
(cf. (4.21)). It follows that E,(P, Q) is a well-defined nonnegative function 
and takes all values in [0, cu). We remark that 
En(P> QVW~ Q) --f 1 for $(P, Q) --f 0. (4.27) 
(This explain the factor t in (4.26); in the scalar case our E, is thus half of 
the one used in [2].) 
To show that, together with $(P, Q), also E,(P, Q) defines a metric for 
A ~, we only have to prove the triangle inequality. 
LEMMA 4.15. The inequality 
UP> Q) G E,,U’> Ml + UM> Q) 
holds for any three points P, Q and M in A 
ProoJ: By (4.26) (4.28) is equivalent to 
l+i(P,Q)<*+W’,M) *+WWQ) 
1 - I(/@‘, Q) 1 - W’, Ml 1 - $(M> Q)’ 
(4.28) 
(4.29) 
This inequality is equivalent to 
W-‘, Q) + W’, Q) W> W NW Q) G W’> W + $(M, Qh (4.30) 
The triangle inequality for E, is thus a stronger requirement than the 
triangle ineauality for $. This is similar to the relation between E, and x in 
the spherical geometry-however, the proof of the triangle inequality for E, 
is straightforward. By the invariance of II/ under non-Euclidean motions, it 
suffices to prove that 
W’, Q) + W’, Q) W’, 0) ICI(Q, 0) d I//W, 0) + II/(Q, 0). (4.30’) 
By (4.21)-(4.21”) this becomes 
f(P)(l +f(A)f(P)) <f(A) +fb) (4.31) 
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which has to hold for all nonnegative numbers p, 1 and p satisfying the 
inequality (4.22’). By the monotonicity of ~(1 + p*)-‘I* it again suffices to 
prove (4.31) under the assumption of the equality 
p = A( 1 + $)I’* + p( 1 + AZ)“*. (4.24) 
Equation (4.31) is equivalent to 
(1 +;*)I,2 G 
A(1 +$)1’2+p(l +/P)l’2 
(1 +P)l’2(1+$)“*+& 
(4.31’) 
If (4.24) holds, we have equality in (4.31’); hence if the strict inequality 
p < A( 1 + p2)l/* + p( 1 + L2)i/* holds, we obtain strict inequality in (4.31’). 
This completes the proof of the triangle inequality for E,. To summarize: 
THEOREM 4.16. The function E, (P, Q) defines a metric for A-. 
It follows by the above considerations that the equality E,(P, Q) = 
E,(P, 0) + E,,(Q, 0) holds only if (4.24) holds, i.e., if 
P= IIWI = llP,Q:-P,Q4*II = IIf’,II llQ:ll +P2II lIQ4*ll 
= p( 1 + 12)1’2 + A( 1 + /?)“2. 
We shall presently see that there are many nontrivial cases where the 
equality (4.24) is valid, i.e., where we have equality in the triangle 
inequality for E,. This will follow by a procedure similar to the one out- 
lined for E, at the end of Chapter 3 (Theorem 3.26). 
For that purpose it will be convenient to define the non-Euclidean 
straight lines. As expected, we start with the Hermitian diameter I, of the 
unit disk: 
I,={P:PEA~,P=~(P~P~),P~P~*-P~P~*=O}. (4.32) 
Clearly 1, = In A; (0, l), where the finite Hermitian line I was defined by 
(2.23), similarly 1, =In A;(O, l/&) (cf. (3.36)). Note that 1, is thus 
defined as the set of points P in A-, P=f(I’, P4) for which 
Here the Hermitian matrix X was defined as 
X=i f 0 
( ? 
. (2.24) 
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The non-Euclidean straight lines are defined as the maps of I, under non- 
Euclidean motions. Let c be the map of I, under the non-Euclidean motion 
S, and let Y be a $-unitary matrix corresponding to this motion. Then 
~",=(P:PEA~,P=~(P~P~),(P~P~)~((P~P~)*=O}, (4.33) 
where 
2-=Y-‘x(Yp’)*. (4.33’) 
As noted, if Y is f-unitary, then 9-l = 89*8. Hence 
yields y-l= 
2 and the corresponding form (I’, P4) 2(P3 P,)* are thus easily deter- 
mined. 
We shall use the following analogue to Theorems 2.8 and 3.20 
THEOREM 4.17. Let the points P, Q, P, and Q. in A - be given and let 
9, 2, PO and 2& be corresponding y-unitary matrices. There exists a non- 
Euclidean motion mapping simultaneously P into PO and Q into Q. if and 
only if the two blocks R, and Rt of the matrices 
=9$/P, (4.34) 
have the same set (A, ,..., 2,) of singular values. 
ProofI As we may compose with y-unitary matrices, it suffices to verify 
the case Q = f (0 I) and P = A = f (,4, ,4 1) (and similar for Qo, PO), where 
,4 1, ,42 are nonnegative (real) diagonal matrices satisfying (4.6). The 
Theorem follows by straightforward reasoning. 
We note that the points 0 and A = f (/i, A, ) lie on the Hermitian 
diameter I,, ; they even lie on the set 
6,={A,A=f(/i,/i,),/1,={~; )...) ~;},A,=(A, )..., A,}, 
Ai> 1, ni>O,A:‘-At= 1, i= l,... n} 
which is just 6 n A ~ and may be called that nonnegative line of A-. 
We now return to the non-Euclidean distance E, and show that it is 
intrinsic. Let r be a curve in A-, joining two given points P and Q, and let 
P(t), a<ttfl, P(a)=P, P(B)=Q, b e a parametric representation of r, 
304 SCHWARZ AND ZAKS 
and assume that the corresponding 2-unitary matrices CF’( t) are continuous 
in t. Let D, be a partition of [a, fi] and set 
4K D,) = i W’(ti- 11, P(t,))> 
i=l 
(4.35) 
and define the length 1(Z) of Z by 
i(r) = sup ;l(Z’, D,). 
Dl 
(3.48) 
If the curve Z is piecewise smooth we have .P(t + At) = 
~(t)+AtP’(t)+~o(t), where Il.9?o(t)ll =O(A2t). If we now set B?(t)=P(t) 
f(P(t)+AtP(t))*, we obtain R,(t)=Z+At(P,(t) P:‘(t)-P,(t) P:‘(t)), 
R2( t) = S,(t) At, where 
S,(t) = (P,(t) G’(t) - P*(t) G’(t)). (4.36) 
It follows by (4.16’) that $(P(t), P(t + At)) = IlS,(t)l~ At + O(A’t). Hence 
J(r) = j”” ll&(t)ll dt = 1’ IIP,(t) P;‘(t) -P*(t) P:‘(t)11 dt. (4.37) 
a a . 
After these preparations we obtain the analogue of Theorem 3.26. 
THEOREM 4.18. Let l(r) be the arc length of the curve r, Tc A-, with 
respect to the pseudo-chordal distance. Then for any pair of points (P, Q) in 
A- there exists a smooth curve r,, r, c A-, joining P to Q such that 
A( Z,) = E,(P, Q) = min 2(Z). (4.38) 
Here the minimum is taken over all rectifiable curves r in A- joining P to Q. 
ProoJ The proof proceeds as in the spherical case. It suffices to con- 
sider the pair (0, A), where A = f(A, A,), and A2 and A, are defined by 
(4.6). The curve Z,, lying on 6,, is given by 
P(t) = f(tA, (I+ t%y), O<t<l. 
Again, Theorems 4.16 and 4.18 are equivalent; and we could have used 
E, for the definition of the non-Euclidean arc length n(Z). 
We conclude this paper with a few remarks about non-Euclidean circles. 
We start again with circles with center at the origin. Let r be given 
0 < r < co, and define 
(4.39) 
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(See Eq. (3.26’)) Setting 
H,(P3, Pq, Y) = (P, P4) Xn(r)(P3 P,)* = cash* rP, P; - sinh2 rP, P:, (4.40) 
we define 
~~(0, r) = {P: P =f(P3 P4), HAP,, P4, r) = 01, 
A;(O, r) = {P: P =f(P, P4), H,(P,, P,, r) < 0). 
(4.41) 
(4.41’) 
We call r,,(O, r), the non-Euclidean circle with center at 0 and radius r, 
0 < r c CC, and we call A; (0, r) the corresponding non-Euclidean disk. 
Note that by the definition of the Euclidean circles we have y,(O, r) = 
~~(0, tanh r). It follows that for r,= tanh r, (cf. (3.29’)), i.e., for r, = 
$log(( 1 + r<,)/( 1 - r,)), 0 < r,, < 00, 0 < r, < 1, we have: y,(O, r,) = y,(O, r,) 
and A,;(O, r,,)= AC:(O, r,). As for O<r< 1, y,(O, r)cA,(O, 1) and 
A,(O, r) c A, (0, 1), it follows that the non-Euclidean circle y,(O, r) and 
the disk A; (0, r) lie, for any r, 0 <r < co, in the unit disk A-. The Her- 
mitian form (4.40) partitions the unit disk into (“z2) sets. Indeed, near any 
point PE y,,(O, r) we have points with arbitrary rank and signature of 
H,(P,, P,, r). If a set of this partition corresponds to a triple (n, p, v) with 
rz >O, then the corresponding set of the whole projective space contains 
also points not in the unit disk, as such a set contains infinite points. 
y,(O, r) and d;(O, r) may be characterized as follows. 
PROPOSITION 4.19. For any given r, 0 < r < n3, the following holds for the 
sets dtlfined by (4.41) and (4.41’): 
yn(O,r)=:P:P=f(P3P4),P3=sinhrV,,P,=coshrl/,,V,Vg=Z,v=1,2) 
(4.42) 
A;(O, r) = {P: E,(O, P) <r}. (4.42’) 
Proof: As y,(O, r) c A-, we choose (P, P4) E J-. This and (4.41) yields 
(4.42). Equation (4.42’) follows from the characterization (2.13’) of the 
Euclidean circle with center at the origin and from the easily established 
relation d(0, P) = tanh E,(O, P) between the Euclidean and the non- 
Euclidean distance of a point P in A- from the origin. 
Note that the points P E y,(O, r) satisfy, together with many other points 
in A-, the equality E,(O, P) = r. We did not succeed in characterizing 
y,(O, r) by non-Euclidean distances ~ this may be impossible (cf. (2.13) 
and (3.24)). 
To define non-Euclidean circles and disks with arbitrary centers we 
proceed as in the spherical case. Let (M, M4) E J- and let M =f(M3 M4) 
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be the corresponding point in A-. Let A = ($: J$) be a $-unitary com- 
pletion of (M, M4) and let U, and U, be arbitrary unitary matrices and set 
(3.30) 
This non-Euclidean motion maps the origin into M. We define 
This matrix is independent of U, and U, and depends only on the point 
M=f(M, M4), (Ad3 M,)EJ-. We set 
RAP,, P4, r) = (P3 P4) %(r)(P3 P4)* 
= cash* r(P, PT - P, Pz) 
+ (P,M: - P4M4*)(P3iq - P4M4*)*. (4.44) 
We summarize as follows. 
PROPOSITION 4.20. The non-Euclidean circle y,(M, r) with center 
M E A - and radius r, 0 < r < co, and the corresponding disk A; (M, r) are 
defined as the map of y,(O, r) and A;(O, r) under a non-Euclidean motion 
(3.30). Here UI and U, are arbitrary unitary matrices and J%Z is a fixed f- 
unitary matrix corresponding to the point A4. These sets are also charac- 
terized as follows: 
y,(M, r) = {P: P =f(P3 P,), R,,(P,, P,, r) = O} 
A;(M,r)= {P:P=f(P, P4), A, (P3, P4,r)<O}, 
A; (M, r) = {P: E,(M, P) < r}. 
(4.45) 
(4.45’) 
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