The aim of this paper is to establish necessary and sufficient algorithmic conditions to guarantee that an algebra is actually a 3-dimensional skew polynomial algebra in the sense of Bell and Smith [1] .
Introduction
In the study of commutative and non-commutative algebras, it is important to specify one PBW (Poincaré-Birkhoff-Witt) basis for every one of them, since this allows us to characterize several properties with physical and mathematical meaning. This fact can be appreciated in several works. For instance, PBW theorem for the universal enveloping algebra of a Lie algebra [5] ; PBW theorem for quantized universal enveloping algebras [26] ; quantum PBW theorem for a wide class of associative algebras [2] ; PBW bases for quantum groups using the notion of Hopf algebra [21] , and others. With all these results in mind, in this article we wish to investigate a criteria and some algorithms which decide whether a given ring with some variables and relations can be expressed as a 3-dimensional skew polynomial algebra defined by Bell and Smith [1] (Definition 2.1). We follow the original ideas 2. Standard monomials {x i y j z l | i, j, l ≥ 0} are a k-basis of the algebra.
Remark 2.2. If we consider the variables x 1 := x, x 2 := y, x 3 := z, then the relations established in Definition 2.1 can be formulated in the following way: x 2 + r (1,2) 3
where the elements r ′ s belong to the field k.
Next proposition establishes a classification of 3-dimensional skew polynomial algebras. (e) If α = β = γ = 1, then A is isomorphic to one of the following algebras:
(ii) yz − zy = 0, zx − xz = 0, xy − yx = z;
(iii) yz − zy = 0, zx − xz = 0, xy − yx = b;
(iv) yz − zy = −y, zx − xz = x + y, xy − yx = 0;
(v) yz − zy = az, zx − xz = z, xy − yx = 0;
Parameters a, b ∈ k are arbitrary, and all nonzero values of b generate isomorphic algebras.
Diamond lemma and PBW bases
Bergman's Diamond Lemma [3] provides a general method to prove that certain sets are bases of algebras which are defined in terms of generators and relations. For instance, the Poincaré-Birkhoff-Witt theorem, which appeared at first for universal enveloping algebras of finite dimensional Lie algebras (see [5] for a detailed treatment) can be derived from it. PBW theorems have been considered several classes of commutative and noncommutative algebras (see [26] , [2] , [21] , and others). With this in mind, in this section we establish a criteria and some algorithms which decide whether a given ring with some variables and relations can be expressed as a 3-dimensional skew polynomial algebra in the sense of Definition 2.1. We follow the original ideas presented by Bergman [3] and the treatments developed by Bueso et. al. [4] and Reyes [8] .
Definition 3.1. (i) Let X be a non-empty set and denote by X and k X the free monoid on X and the free associative k-ring on X, respectively. A subset Q ⊆ X × k X is called a reduction system for k X . An element σ = (W σ , f σ ) ∈ Q has components W σ a word in X and f σ a polynomial in k X . Note that every reduction system for k X defines a factor ring A = k X /I Q , with I Q the two-sided ideal of k X generated by the polynomials
(ii) If σ is an element of a reduction system Q and A, B ∈ X , the k-linear endomorphism r AσB : k X → k X , which fixes all elements in the basis X different from AW σ B and sends this particular element to Af σ B is called a reduction for Q. If r is a reduction and f ∈ k X , then f and r(f ) represent the same element in the k-ring k X /I Q . Thus, reductions may be viewed as rewriting rules in this factor ring.
(iii) A reduction r AσB acts trivially on an element f ∈ k X if r AσB (f ) = f . An element f ∈ k X is said to be irreducible under Q if all reductions act trivially on f . Note that the set k X irr of all irreducible elements of k X under Q is a left submodule of k X .
(iv) Let f be an element of k X . We say that f reduces to g ∈ k X , if there is a finite sequence r 1 , . . . , r n of reductions such that g = (r n · · · r 1 )(f ). We will write f → Q g. A finite sequence of reductions r 1 , . . . , r n is said to be final on f , if (r n · · · r 1 )(f ) ∈ k X irr .
(v) An element f ∈ k X is said to be reduction-finite, if for every infinite sequence r 1 , r 2 , . . . of reductions there exists some positive integer m such that r i acts trivially on the element (r i−1 · · · r 1 )(f ), for every i > m. If f is reduction-finite, then any maximal sequence of reductions r 1 , . . . , r n such that r i acts non-trivially on the element (r i−1 · · · r 1 )(f ), for 1 ≤ i ≤ n, will be finite. Thus, every reduction-finite element reduces to an irreducible element. We remark that the set of all reduction-finite elements of k X is a left submodule of k X .
(vi) An element f ∈ k X is said to be reduction-unique if it is reduction-finite and if its images under all final sequences of reductions coincide. This value is denoted by r Q (f ).
Proposition 3.2 ([4], Lemma 3.13). (i)
The set k X un of reduction-unique elements of k X is a left submodule, and 
Proof. (i) Consider f, g ∈ k X un , λ ∈ k. We know that λf + g is reductionfinite. Let r 1 , . . . , r m be a sequence of reductions (note that it is final on this element), and r := r m · · · r 1 for the composition. Using that f is reduction-unique, there is a finite composition of reductions r ′ such that (r ′ r)(f ) = r Q (f ), and in a similar way, a composition of reductions r ′′ such that (r ′′ r ′ r)(g) = r Q (g). Since
Hence, the expression r(λf + g) is uniquely determined, and λf + g is reduction-unique. In fact, r Q (λf + g) = λr Q (f ) + r Q (g), and therefore (i) is proved.
(ii) From (i) we know that f gh is reduction-unique. Consider r = r DσE , for σ ∈ Q, D, E ∈ X . The idea is to show that f r(g)h is reduction-unique and r Q (f r(g)h) = r Q (f gh). Note that if f, g, h are terms A, B, C, then r ADσEC (ABC) = Ar DσE (B)C, that is, Ar DσE (B)C is reduction-unique with the equality r Q (ABC) = r Q (Ar DσE (B)C). Now, more generally,
where the indices i, j, k run over finite sets, with λ i , µ j , ρ k , and where A i , B j , C k are terms such that A i B j C k is reduction unique for every i, j, k. In this way,
, Proposition 3.14). If every element f ∈ k X is reductionfinite under a reduction system Q, and I Q is the ideal of k X generated by the set
Proof. Suppose that k X = k X irr ⊕ I Q and consider f ∈ k X . Note that if g, g ′ ∈ k X are elements for which f reduces to g and g
Under the previous assumptions, A = k X /I Q may be identified with the left free k-module k X irr with k-module structure given by the multiplication f * g = r Q (f g). Definition 3.5. A partial monomial order ≤ on X is said to be compatible with Q if f σ is a linear combination of terms M with M < W σ , for all σ ∈ Q.
Proposition 3.6 ([4], Proposition 3.18).
If ≤ is a monomial partial order on X satisfying the descending chain condition and compatible with a reduction system Q, then every element f ∈ k X is reduction-finite. In particular, every element of k X reduces under Q to an irreducible element.
Let ≤ be a monoid partial order on X compatible with the reduction system Q. Let M be a term in X and write Y M for the submodule of k X spanned by all polynomials of the form A(W σ − f σ )B, where A, B ∈ X are such that AW σ B < M. We will denote by V M the submodule of k X spanned by all terms
Definition 3.7. An overlap ambiguity (σ, τ, A, B, C) is said to be resolvable rela-
If r is a finite composition of reductions, and f belongs to
From the results above we obtain the important theorem of this section. 
Algorithms
Throughout this section we will consider the lexicographical degree order deglex to be defined on the variables x 1 , . . . , x n . Definition 4.1. A reduction system Q for the free associative k-ring given by k x 1 , . . . , x n is said to be a deglex -skew reduction system if the following conditions hold:
We will denote (Q, deglex ) this type of reduction systems.
Note that if 0 = p ∈ α r α x α , r α ∈ k, we consider its Newton diagram as N (p) := {α ∈ N n | r α = 0}. Let exp(p) := max N (p). In this way, by Proposition 3.6 every element f ∈ k x 1 , . . . , x n reduces under Q to an irreducible element. Let I Q be the two-sided ideal of k x 1 , . . . , x n generated by W ji − f ji , for 1 ≤ i < j ≤ n. If x i + I Q is also represented by x i , for each 1 ≤ i ≤ n, then we call standard terms in A. Proposition 4.3 below shows that any polynomial reduces under Q to some standard polynomial and hence standard terms in A generate this algebra as a left free k-module.
Proof. It is clear that every standard term is irreducible. Now, let us see that if a monomial M = λx j 1 · · · x js is not standard, then some reduction will act nontrivially on it. If s < 2 the monomial is clearly standard. This is also true if j k ≤ j k+1 , for every 1 ≤ k ≤ s − 1. Let s ≥ 2. There exists k such that j k > j k+1 and M = Cx j x i B = CW ji B where j = j k , i = j k+1 and where C and B are terms. Then CW ji B → Q Cf ji B acts non trivially on M. Next, we present an algorithm to reduce any polynomial in k x 1 , . . . , x n to its standard representation modulo I Q . The basic step in this algorithm is the reduction of terms to polynomials of smaller leading term. In the proof of Proposition 4.2 we can choose k to be the least integer such that j k > j k+1 , thus yielding a procedure to define for every non-standard monomial λM a reduction denoted red that acts non-trivially on M. In this way, the linear map red : k x 1 , . . . , x n → k x 1 , . . . , x n depends on M. However, the following procedure is an algorithm.
Algorithm: Monomial reduction algorithm
An element f ∈ k x 1 , . . . , x n is called normal if deg(X t ) deglex deg(lt(f )), for every term X t = lt(f ) in f . 
Remark 4.5. A free left k-module A is a 3-dimensional skew polynomial algebra with respect to deglex if and only if it is isomorphic to k x 1 , . . . , x n /I Q , where Q is a skew reduction system with respect to deglex .
By Theorem 3.8, the set of all standard terms forms a k-basis for A given by A = k x 1 , . . . , x n /I Q . We have the following key result: . Let (Q, deglex ) be a skew reduction system on k x 1 , . . . , x n and let A = k x 1 , . . . , x n /I Q . For 1 ≤ i < j < k ≤ n, let g kji , h kji be elements in k x 1 , . . . , x n such that x k f ji (resp. f kj x i ) reduces to g kji (resp. h kji ) under Q. The following conditions are equivalent:
is a 3-dimensional skew polynomial algebra over k;
(ii) the standard terms form a basis of A as a left free k-module;
Moreover, if A is a 3-dimensional skew polynomial algebra, then stred Q = r Q and A is isomorphic as a left module to k x 1 , . . . , x n irr whose module structure is given by the product f * g := r Q (f g), for every f, g ∈ k x 1 , . . . , x n irr .
Proof. The equivalence between (i) and (ii) as well between (i) and (iii) is given by Theorem 3.8. The equivalence between (i) and (iv) is obtained from Theorem 3.8 and Proposition 4.4. The remaining statements are also consequences of Theorem 3.8. Theorem 4.6 gives an algorithm to check whether k x 1 , . . . , x n /I Q is a skew PBW extension since stred Q (x k f ji ) and stred Q (f kj x i ) can be computed by means of Algorithm "Reduction to standard form algorithm".
Examples
Next, we consider Theorem 4.6 with the aim of showing the relations between the elements r ′ s which guarantee that one can have a 3-dimensional skew polynomial algebra with basis given by Definition 2.1. If x 1 ≺ x 2 ≺ x 3 with the notation in Remark 2.2, then (Q, deglex ) is a skew reduction system and
or equivalently,
Next, we compute stred Q (f 32 x 1 ):
or what is the same,
Since we need to satisy the relation stred Q (x 3 f 21 ) = stred Q (f 32 x 1 ), the following equalities are necessary and sufficient to guarantee that an algebra generated by three variables (where coefficients commute with variables) can be considered as a 3-dimensional skew polynomial algebra in the sense of [1] :
and
As an illustration, note that if r and β = α −1 .
Examples 5.1. (2, k) ). This k-algebra was introduced by Woronowicz in [25] . It is generated by the indeterminates x, y, z subject to the relations xz − ν
2 )y, where ν ∈ k \ {0} is not a root of unity. Under certain conditions on ν (see at the end of the computations), this algebra is a 3-dimensional skew polynomial algebra. Let us see the details. Let x 1 := x, x 2 := y and x 3 := z. We have the relations
while,
Thus, Theorem 4.6 implies that W ν (sl(2, k)) is a 3-dimensional skew polynomial algebra for any value of ν ∈ k \ {0}.
2.
Dispin algebra U(osp (1, 2) ). This k-algebra is generated by the variables x, y, z subjected to the relations yz − zy = z, zx + xz = y, xy − yx = x. Let x 1 := x, x 2 := y and x 3 := z. We consider x 1 ≺ x 2 ≺ x 3 . Then (Q, deglex ) is a skew reduction system. Relations defining this algebra are x 3 x 2 = x 2 x 3 − x 3 , x 3 x 1 = −x 1 x 3 + x 2 , and x 2 x 1 = x 1 x 2 − x 1 . Following Theorem 4.6, we have stred Q (x 3 f 21 ) = x 3 (x 1 x 2 − x 1 ) = x 3 x 1 x 2 − x 3 x 1 = (−x 1 x 3 + x 2 )x 2 − (−x 1 x 3 + x 2 ) = −x 1 x 3 x 2 + x 2 2 + x 1 x 3 − x 2 = −x 1 (x 2 x 3 − x 3 ) + x We can see that stred Q (x 3 f 21 ) = stred Q (f 32 x 1 ), so Theorem 4.6 guarantees that U (osp (1, 2) ) is a 3-dimensional skew polynomial algebra.
3. If we consider the k-algebra A generated by the variables x, y, x subjected to the relations yx = αxy + x, zx = βxz + z, zy = yz, with β, α ∈ k \ {0}, then the set of variables {x, y, x} is not a PBW basis for A. Consider the identification x 1 := x, x 2 := y, x 3 := z. Then, the algebra A is expressed by the relations x 2 x 1 = αx 1 x 2 + x 1 , x 3 x 1 = βx 1 x 3 + x 3 , x 3 x 2 = x 2 x 3 , and hence stred Q (x 3 f 21 ) = x 3 (αx 1 x 2 + x 1 ) = αx 3 x 1 x 2 + x 3 x 1 = α(βx 1 x 3 + x 3 )x 2 + βx 1 x 3 + x 3 = βαx 1 x 3 x 2 + αx 3 x 2 + βx 1 x 3 + x 3 = βαx 1 x 2 x 3 + αx 2 x 3 + βx 1 x 3 + x 3 stred Q (f 32 x 1 ) = x 2 x 3 x 1 = x 2 (βx 1 x 3 + x 3 ) = βx 2 x 1 x 3 + x 2 x 3 = β(αx 1 x 2 + x 1 )x 3 + x 2 x 3 = βαx 1 x 2 x 3 + βx 1 x 3 + x 2 x 3 .
Since stred Q (x 3 f 21 ) = stred Q (f 32 x 1 ), Theorem 4.6 guarantees that the set {x, y, z} is not a PBW basis for the algebra A. Considering the notation in Remark 2.2, we observe that r = α −1 = 1. In particular, expression (5.9) impose that 1 = 0, which of course is false. This illustrates why the set {x, y, z} is not a PBW basis over k for the algebra A.
