In general, there are no structural constraints in choosing the experts in an sequential learning setup. The guiding principle is that there be good experts in the ensemble. Bad experts, those that give many wrong predictions, are demoted and neutralised by the forecaster. The ensemble can be dynamic, with experts added or removed at will. In this study the experts are derived from the dataset of past user traces. A trace, i.e. a sequence of successive locations of the user sampled every hour, is turned into a prediction algorithm by using the relative frequencies of transitions between locations as transition probabilities in a Markov model of constant order k. If (X 1 X 2 . . . X N ) is one such trace, where X n represents the location of the user at time-step i (here time steps are one hour), then an O(k) Markov model can be constructed using as the transition conditional probabilities P (X n |X n−1 X n−2 . . . X n−k ) the corresponding empirical relative frequencies of the transitions . . . X n−k . . . X n−2 X n−1 → X n as found in the sequence (X 1 X 2 . . . X N ). Here we use only k = 1, 2, 3, as these are the values that have emerged as the best choices for human mobility prediction [1, 2] . Higher values of the order, or variable order Markov models need long quasi-stationary sequences to reach their maximum performance, which in many cases can be impractical for human mobility, e.g. for the prediction of short atypical trips.
