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Froth flotation is the largest tonnage separation process worldwide and is used for
paper deinking, water purification and, particularly, mineral separation. One of the key
aspects of the performance of flotation cells is the behaviour of the liquid within the
froth, as it is crucial to the purity of the product and a major influence on the overall
recovery. Nonlinearities in models for liquid motion in the froth make them complex to
solve and existing numerical solutions have been in two dimensions at most. In order to
predict the performance of industrial flotation cell designs, a three-dimensional solution
for these equations is desirable. Moreover, the understanding of the process would be
enhanced if a transient model were used to predict the dynamics of foam drainage.
In this work, the equations for the liquid drainage have been rearranged in order to
make them analogous to a compressible version of the Navier-Stokes equations, coupled
to an equation of state. A model for predicting the movement of the flowing foam
has also been developed, which is able to solve for the foam velocity in two and three
dimensions. This has allowed the transient behaviour of liquid in flotation foams to
be modelled using Fluidity, a general purpose finite element method code that allows
simulations to be carried out on unstructured adaptive meshes. This is an important
feature for improving the computational cost of modelling these systems, as there are
boundary layers present in the process, whose size is independent of the scale of the
flotation system being modelled.
These models have allowed, for the first time, to carry out numerical investigations
of drainage for arbitrary flotation tank geometries in up to three dimensions, and have
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Acol cross-sectional area at the top of the flotation cell
AI area of the liquid-foam interface
AO area of the outflow boundary
AS area of the top surface of the foam
C matrix for the discretised gradient operator
CE coefficient for the definition of discretisation error
Cg Plateau borders geometrical consideration
CPB Plateau borders drag coefficient
CTP matrix for the discretised dot product of the gradient operator
CSi mass of particle type i per volume of liquid
CSi,Tails mass of particle type i per volume of liquid on the tails
db bubble diameter
dp characteristic Plateau border diameter
ds particle diameter
D dispersion tensorial coefficient
DG dimensionless geometric dispersion coefficient
DP dimensionless Plateau border dispersion coefficient
E error
FBulk net flux of particles due to flux of liquid and particle settling
FC force acting on the liquid due to capillarity
FD force acting on the liquid due to viscous dissipation
FG force acting on the liquid due to gravity
FGNet net flux of particles due to geometric dispersion
FPNet net flux of particles due to Plateau border dispersion
g acceleration due to gravity
h foam overflow height over the lip
Hmax maximum height measurement from the stability column
I identity matrix
Jg superficial gas velocity
k1 foam drainage constant vector
k1y vertical component of the foam drainage constant vector
k2 foam drainage constant scalar
xii
Notation xiii
lo total overflow lip length
MσL diagonal lumped mass matrix including the absorption term
Mρ mass matrix in the discretised continuity equation
Mi test function (pressure and density)
Mj trial function (pressure and density)
n unit normal vector
Ni test function (velocity and potential)
Nj trial function (velocity and potential)
p pressure
pa constant pressure
P0 piecewise constant discretisation
P1 piecewise linear discretisation
P1DG piecewise linear discontinuous discretisation
P2 piecewise quadratic discretisation
P2DG piecewise quadratic discontinuous discretisation
P0P1 piecewise constant velocity-linear pressure element pair
P1P1 piecewise linear velocity-linear pressure element pair
P1DGP2 piecewise linear discontinuous velocity-quadratic pressure element pair
Pg pressure of gas in the bubbles
Pl pressure of liquid within Plateau borders
PnDGPn+1 piecewise nth order discontinuous velocity - (n+1)th order pressure
element pair
PnPm piecewise nth order velocity - mth order pressure element pair
Qa air flowrate to the tank
Qw liquid overflow rate
r rate of mesh spacing decrease for convergence analysis
R radius of the circumscribing sphere of a dodecahedron
RPB radius of curvature of Plateau borders
S source
Sb specific surface area of bubbles
Sconci mass loading of attached particles of type i per surface area of bubble
t time
u liquid velocity (overall)
u∗i solution of the i
th component of the liquid velocity field
urel liquid velocity relative to the foam
uyDiff difference between the analytical solution and the numerical result
for the vertical component of liquid velocity
v foam velocity
vrel velocity of the particle relative to the foam velocity
vSet apparent settling velocity of particles within the froth
vy vertical component of foam velocity




Γ boundaries of the domain
∆t timestep
∆x mesh spacing
ε fraction of liquid in the foam
εDiff difference between the analytical solution and the numerical result
for liquid content
εi liquid content at the liquid-foam interface
ε∗ solution of the liquid content field
η liquid viscosity
ηf fluid viscosity
κ order of grid convergence
λ length of Plateau borders per unit volume
λout length of the Plateau borders per unit volume at the top of the foam
ρ liquid density
ρ˜ best approximation for density
ρf fluid density
ρs solid density
ρs,i density of particle type i
σ absorption
φ potential function
φ∗ solution of the velocity potential field
ϕ scalar field









F vector laplacian operator∫
Ω dV integral over the domain Ω∫
Γ dS surface integral over the domain boundary Γ∫
Ωe
dV integral over the element domain Ω∫
Γse




Mining has always played an important role in civilization, supplying the resources used
by humankind and allowing its development. In this sense the extraction and use of
metals and minerals has always been linked to the creation of wealth and higher standards
of living, and therefore the financial aspects involved are also of great importance.
The sustained growth in worldwide population has been accompanied by an increase
in the demand for resources. On the other hand, a number of economical constraints
impose a need for supplying better and higher quality products while maintaining lower
processing costs. The mineral processing industry is not an exception, and despite being
considered one of the earliest activities of humankind, there is still a number of strategic
opportunities for novel research and development that could offer a potential for achieving
more efficient processes.
The increasing power of computational modelling and the continuous development of
enhanced numerical methods opens the opportunity to implement mathematical models
of physical phenomena that due to its complexity could not have been solved in the past.
In this respect, the assessment of the performance of process units in the mining industry
by means of advanced modelling techniques offers a range of opportunities to meet the
challenges faced by the mineral processing industry.
Froth flotation is a major operation in a number of industrial processes, and a key
step in the separation of valuable minerals from gangue. However, the phenomena taking
place in the froth phase is not entirely understood yet and simulations of flotation foams
can be a cost-effective way of identifying operating conditions and designs that lead to
increases in flotation efficiency.
In particular, the use of computational fluid dynamics (CFD) to evaluate flotation
cells, including the effect of internal elements on the performance of these equipments,
could not only lead to better designs, but it could also have a positive impact on the
operational and economical aspects of this particular process.
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1.2 Modelling the drainage of liquid in foams
In flotation the liquid in the froth is affected by the patterns of the foam flow. In a similar
way, the solid particles are affected by both the behaviour of the flowing froth and in
particular by its liquid content. Hence, when modelling flotation, a complete solution of
the behaviour of the liquid is essential to correctly solve for the motion of solids in the
froth.
A better understanding of the dynamics of the drainage of liquid in foams can pro-
vide useful information for process control strategies in froth flotation. Moreover, the
capability to model the drainage of liquid in flotation tanks in three dimensions would
open the opportunity to evaluate, for the first time, the effect of changes in complex froth
zone designs that can not be simulated in two dimensions due to the lack of symmetry
of the domain. This is the case for radial launders and some configurations of internal
launders, depending on the position of the overflowing lips. This approach can reduce
experimentation and lead to a more confident design of novel processes and equipment.
This research has developed and implemented a simulation methodology for modelling
the transient behaviour of liquid in foam as it undergoes drainage, making it possible to
model this process in one, two or three dimensions, for either static or flowing foams.
In this work the equations for the drainage of liquid in foams have been extended to
three dimensions so they can be implemented in a computational framework regardless
of the spatial dimensions. These equations have been rearranged in order to make them
analogous to the compressible Navier-Stokes equations coupled to an equation of state.
A formulation for the prediction of the patterns that a flowing foam follows, based on
key operating parameters, has also been developed. This has allowed a model for flota-
tion foams to be implemented in Fluidity, a general purpose finite element CFD code
developed by the Applied Modelling and Computation Group at Imperial College Lon-
don. Modules to solve the liquid drainage in foams have been added to Fluidity, allowing
transient simulations to be carried out while taking advantage of the capabilities of the
code to use unstructured mesh adaptivity. This is an important feature for improving
the computational cost of solving for the highly nonlinear drainage equations in these
systems, mainly due to the presence of boundary layers that develop at the liquid-foam
interface. As the size of these boundary layers is independent of the scale of system being
modelled, resolving them using a uniformly sized computational grid for industrial scale
simulations would be computationally prohibitive.
The model has been compared against analytical solutions, as well as two and three-
dimensional results from laboratory scale flotation cell experiments, showing satisfactory
agreement between numerical and experimental values. It has also proven to be able to
deal with nonsymmetric geometries, a capability that must be exploited for the evaluation
and novel design of industrial flotation tanks.
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1.3 Structure of the thesis
This thesis describes a transient, multidimensional model to simulate the drainage of
liquid in flowing or static foams. Chapter 2 reviews the literature available and sum-
marizes the research previously carried out on the physics of foams and froths, froth
flotation operation and design, and its implications for the modelling of foam flow and
liquid drainage in foams, with an emphasis on those more relevant to froth flotation.
The purpose of Chapter 3 is to provide a brief but fundamental background on the
methods and tools that will be used to solve the models obtained and described later
on this work. It introduces the finite element method and reviews the discretisation
options and the available strategies to solve for systems of differential equations using this
method. It also discusses the algorithms used in Fluidity, the open source, computational
fluid dynamics model developed by the Applied Modelling and Computation Group at
Imperial College London. The way in which mesh adaptivity is performed in Fluidity
and other important aspects of the code are presented.
In Chapter 4 a detailed description of the models for foam motion and drainage of
liquid in foams is provided. Building upon mathematical descriptions that have proven
to successfully represent the phenomena of different aspects of the flotation process,
the models developed in this work increase the scope of the simulations that can be
carried out by extending them to three dimensions and including transients aspects of
the drainage process. This represents the first attempt to model the transient behaviour
of liquid in the froth phase of flotation tanks in three dimensions, and also allows for a
multidimensional implementation. Moreover for the first time an analogy between the
model for foam drainage and the Navier-Stokes equations is established, which allows
implementation in Fluidity and the exploitation of a variety of features included in the
code. The finite element discretisation of the models for foam flow and drainage of liquid
is also derived in this chapter.
Chapter 5 gives details on the implementation of the models in Fluidity, and includes
a comparison of the use of different element pairs for velocity and pressure in the dis-
cretisation of the foam drainage equation. Convergence tests for simple cases are carried
out and analysed to determine the stability of the model and to select the best option of
element pair. The convergence analysis allows verification that the error associated with
the discretisation of the equations reduces as the mesh spacing is decreased; for this the
simulations were compared against either high resolution results or analytical solutions.
The importance of mesh adaptivity is also highlighted by verifying its applicability to a
foam drainage scenario.
The validation of the model for flowing foams is critical for later stages of the project,
and Chapter 6 describes the experimental methodology and equipment used to obtain
a reliable two phase foam system to run in laboratory scale flotation tanks. Since the
advantages and capabilities of the models developed are to be tested, three-dimensional
flow and transient features where studied during the aeration tests carried out. Different
layouts for the overflowing lips in the tank, as well as the inclusion of an internal launder,
were evaluated.
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The results from the experiments are compared to simulations and discussed in Chap-
ter 7, in which the features of the model are exploited to show that it can reproduce trends
and measured values for important variables, whilst it also predicts phenomena occurring
within the foam that can not be measured experimentally. The effects of the different
configurations tested are discussed based on the numerical results, and transient aspects
are reproduced for cases in which the air rate to the tank suffers sudden changes, with
focus on the way in which air recovery can be defined and its impact on the dynamics of
the system.
Finally, Chapter 8 summarises the achievements of this work and discusses the oppor-
tunities for both further improvements on the models and possible future applications.
Also, a series of appendices at the end of this thesis provide complementary material to
that presented in some of the chapters.
Chapter 2
Foam, froth and flotation
This chapter presents a description of basic concepts and physical aspects of foams and
froths required to understand the processes that occur within them. Foams have been
the focus of numerous research and vast literature can be found focussing on different
aspects of their behaviour. The discussions and review of scientific literature presented
in this chapter do not pretend to cover such a wide range of topics, but provides the
relevant background for the development of the models in this work.
Firstly, a general introduction to the structure of foams is given. This includes a
practical differentiation between the terms foam and froth.
Thereafter, a description of froth flotation and its role in the mineral processing
industry is presented. The principles that define this important operation are discussed,
followed by practical aspects of relevance for this work, such as flotation cell design and
air recovery, a key parameter in froth flotation performance.
Finally, a review of simulation strategies to model the phenomena involved in froth
flotation is reported. This includes both steady state and transient models, as well as
different approaches to represent the process, with an emphasis on those describing the
phenomena occurring in the froth phase, and analysing some of the open challenges in
this area of mineral processing modelling.
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2.1 Froths and foams
An aqueous foam is a two phase system, liquid and gas, in which the gas is trapped or en-
closed by liquid films and capillaries, forming a structure that is constantly transforming
into one of lower energy. It can be seen as formed of a cluster of bubbles, and categorized
as soft matter since it presents mesoscopic physical structures (bubbles) that are much
larger than the microscopic scale, but significantly smaller than the macroscopic scale of
the system.
Depending on its liquid content, foams can be classified as dry or wet, each of them
presenting different structure and behaviour. Wet foams have a high liquid content and
the bubbles are basically isolated by the liquid that surrounds them. The liquid films
in wet foams are therefore thicker, which prevents distortion and allows the bubbles to
adopt a nearly spherical shape. In dry foams on the other hand, films are thinner and
there is more interaction between the cells forming the foam, which adopt polyhedral
shapes.
The thin films that separate one bubble from the others in a foam are called lamellae.
For dry foams, three lamellae meet at equal angles of 120 ◦ to form a border or capillary.
Both the border and the rules about the angles are named in honour of the scientist who
first stated this, Joseph A. F. Plateau, whose work in the nineteenth century greatly
contributed to summarise previous work on the field and at the same time set the basis
for future work.
The Plateau borders form a network of channels throughout the foam, and the nodes
on this network are known as vertices, each of them being formed by four Plateau borders
that meet at approximately 109.6 ◦, also stated by Plateau. Figure 2.1 shows a picture
of a foam and a simulation of the network of channels formed by the Plateau borders.
Foam  structure
Figure 2.1: Foam and Plateau borders. Left: Picture of a foam between two plates (cour-
tesy of K. Cole, Imperial College London) in which Plateau borders can be appreciated.
Right: Typical computer model of the Plateau borders network using the Surface Evolver
software by Brakke (1992).
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Leonard & Lemlich (1965) gave a description of the structure of Plateau borders in
foams, noting that these channels present little pressure gradient in the radial or angular
directions, since the flow is essentially axial. This allowed them to use the Laplace-Young
equation in terms of the radius of curvature of the Plateau borders to determine the
pressure difference between a Plateau border and the gas in the bubble. The schematic
of a Plateau border cross sectional area, as presented on their work is shown in Figure 2.2.
They considered the orientation of a Plateau border in space to be random, regardless of
the particular bubble with which it is associated.
Top Foam. D 
Feed, F Vent 
Callapied 
Foam 
(Foam I cD 
Fig. 1. A typical foam fractionation column. 
3% of the space remains unfilled. This contributes to some 
distortion. However, the picture is fairly good and ac- 
cordingly is used in the model developed here. 
The "unfilled" space between bubbles is actually filled 
with the interstitial liquid. Most of the liquid is in the 
aforementioned lines which are really capillaries known as 
Plateau borders (2) .  The remaining liquid is in the films 
that make up the bubble faces. 
Figure 2 shows a Plateau border (abbreviated hereafter 
as PB) in cross section. The shaded area is in sixfold sym- 
metry within a PB. 
Flow through a PB is essentially axial. Thus there is 
little pressure gradient within the PB in the radial or 
angular directions. Therefore, the pressure difference 
across the curved PB-gas boundary such as DWE should 
be virtually uniform from point to point along the bound- 
ary. This pressure difference between the liquid in the 
PB and the gas in the bubble proper is given by the equa- 
tion of Laplace and Young (1) as 
(4)  p..t -pi. = - 
r ,  
Since y is uniform, T, is uniform. Accordingly, boundary 
DWE is represented as a circular arc. It should be noted 
that r. is the radius of curvature of the PB-gas bounda y 
and not the radius of the bubble. 
Since each bubble face is essentially flat, there is vir- 
tually no corresponding pressure difference between the 
liquid in a Hm and the gas in the bubble. Therefore, there 
must be a sharp pressure gradient within the liquid at the 
PB-film border, such as at point A of Figure 2. The exist- 
ence of this sharp gradient has been defended and used 
to explain marginal regeneration (21 ) . 
Y 
From geometric considerations 
Since a >> t normally, and r. = ads Equation (5) re- 
duces to Equation (6) : 
A,, = 0.1612 r: + 1.732 rot 
Also by geometry, Equation (7)  gives the packing factor 
P which is the total length of PBs per unit height of col- 
umn, and Equation (8) gives the liquid to gas ratio in 
the foam: 
( 6 )  
(7)  
VL 60ApB 3t -= 
V ,  2 . 4 4 5 ~ 8 ~ ~  +z 
The volumetric density of the foam, D = 1 - E, is 
VL/V, 
1 + V J V ,  D =  (9) 
The orientation of a PB in space, without regard to the 
particular bubble with which it is associated, is taken as 
being random. This follows from the large number of bub- 
bles present in the foam and the absence of any known 
factor which would favor one orientation over another. 
Foam drainage occurs primarily through the intercon- 
necting PB network (19). In other words, each film drains 
into its own bounding PBs and, at steady state, does not 
transmit the drainage of other films (21 ) . 
The liquid-gas boundaries, such as FDWEG of Figure 
2b, exhibit a resistance to shear quite apart from that as- 
sociated directly with the viscosity of the interstitial- liq- 
uid. The corresponding physical property for this phenom- 
enon has been termed surface viscosity. It is defined as 
the shearing force per unit length in the surface, divided 
by the resulting velocity gradient in the surface. This can 
be compared with the familiar bulk viscosity which of 
course is the shearing force per unit surface within the 
bulk divided by the velocity gradient in the bulk. 
Surface viscosity is attributed to the surfactant which 
concentrates at  the interface ( I ,  8). It  is known to affect 
drainage (8, 22). 
It appears that earlier theoretical models for foam drain- 
age are limited in three ways by their simplifying hypoth- 
eses of interstitial flow through channels that are vertical, 
with rigid walls, and of either substantially circular (10, 
20) or parallel plane (4 ,  9, 14, 23) cross section. 
FLOW THROUGH AN INDIVIDUAL PLATEAU BORDER 
In view of the sixfold symmetry of the PB cross section 
as illustrated in Figure 2b, a solution need be obtained 
only for the shaded region ADWO in order to provide a 
complete velocity profile for flow through a PB. This 
shaded region is conveniently bounded by cylindrical co- 
ordinates about point P as origin, except for the line A 0  
across which mirror symmetry applies. 
The equation of motion in cylindrical form ( 3 )  for a 
Newtonian fluid with constant p and p flowing in the axial 
Fig. 2. A Plateau border shown in cross section. 
Vol. 11, No. 1 A.1.Ch.E. Journal Page 19 Figure 2.2: Schematic of a Plateau border cross sectional area (Leonard & Lemlich, 1965).
Based on these considerations for the structure of the foam, Leonard & Lemlich
(1965) gave an early description of the foam collapse dynamics, and their mathematical
description for the drainage of liquid in foams represents the first attempt to model this
process. They assumed that the interfaces of the Plateau borders were immobile, and
that it was in these channels that most of the liquid in the foam was found. These models
were later extended to include a proper physical analysis of foam collapse and a general
foam drainage equation (Goldshtein et al., 1996; Verbist et al., 1996).
Plateau borders are of great importance since, for low liquid fractions, they are where
most of the liquid is found (Verbist et al., 1996), and therefore where almost all the
drainage takes place. The reason why most of the liquid is in there is because the surface
tension causes the liquid pressure in the Plateau borders to be lower than in the lamellae,
drawing the liquid out of the latter, a process known as Plateau border suction.
Coalescence is another important process that takes place in foams; it involves the
failure of lamellae separating two or more bubbles and the subsequent reordering to form
a larger bubble. As two bubbles coalesce the average gas pressure inside them diminishes
and the total gas volume increases which produces a new bubble with a lower total surface
area (Weaire & Hutzler, 1999).
Foams are usually formed by generating bubbles in a vessel, which can be done in a
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variety of ways, that then rise to the top of the liquid and start agglomerating, forming
what becomes the liquid-foam interface. The bubbles at this interface are spherical and
can be considered to be closely packed; they are wetter in comparison to the bubbles
above them, since there is a rapid decrease in liquid content just above the liquid-foam
interface.
It is important to note that although the terms froth and foam are sometimes used
indistinctively, it is common practice, in the mineral processing industry in particular, to
define froth as a foam that contains solid particles. This is the case for the mineralised
froth presented in Figure 2.3, and is therefore a three phase system.
Figure 2.3: Bubbles loaded with solid particles forming a froth.
Nevertheless, foams and froths share the same basic structure described above, and
the opacity resulting from the presence of solids in a froth makes it sometimes easiest
to use the conveniently transparent foam systems to study some aspects of froth frac-
tionation processes. This is the case for froth flotation, which is described in the next
section.
2.2 Froth flotation
Froth flotation is the largest tonnage separation process worldwide and is used for pa-
per deinking, water purification and, particularly, mineral separation. In the mineral
processing industry, flotation is preceded by comminution (crushing and grinding) and
particle size classification stages.
Flotation is a physicochemical separation process that utilises the difference in sur-
face properties, specifically the hydrophobicity, of the valuable minerals and the unwanted
gangue minerals. The theory of froth flotation is complex, involving three phases (solids,
water and gas) with many subprocesses and interactions, and it is not completely under-
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stood (Wills & Napier-Munn, 2006).
A schematic representation of the froth flotation process is presented in Figure 2.4.
A transverse cut shows the two zones or phases in the tank, namely the pulp and the
froth. The former contains the slurry of ore and water, starting at the bottom of the
tank and ending at the interface between liquid and froth. It is in the pulp, or collection
zone, where slurry enters and leaves the cell as feed and tails for that tank; it is also in
this zone where air is fed to the tank to generate the bubbles and therefore where the
bubble-particle attachment occurs. Above the liquid-froth interface the froth phase can









Figure 2.4: Schematic representation of froth flotation (courtesy of G. Morris, Imperial
College London).
There are three mechanisms relating to solid particles in froth flotation (Wills &
Napier-Munn, 2006):
• Selective attachment to air bubbles (or true flotation).
• Entrainment in the water that passes through the froth.
• Physical entrapment between particles in the froth attached to air bubbles (aggre-
gation).
In the pulp phase, the physicochemical properties of the particles involved promote
true flotation. The use of reagents to increase the difference in surface properties between
valuable minerals and gangue, allows for the minerals to attach to the bubbles of air due
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to the hydrophobicity of the particles. The turbulence caused by an agitator also plays
a part on the attachment of particles to bubbles, by promoting turbulence that increase
the probability of that attachment. Once attached, the particles are transported to the
pulp-froth interface, from where the mineral is transferred to the froth. Drainage of
liquid and coalescence within the froth phase impact on the transport of the material,
which eventually overflows at the weir. The gangue, being hydrophilic material, ideally
remains in the pulp phase and eventually leaves the cell as tails, although in reality is in
some degree entrained in the liquid and part of it reports to the concentrate.
To promote the desired processes take place, chemical substances known as reagents
are used in froth flotation operations. Depending on their characteristics reagents can
be classified as follows:
• Collectors; surfactants that adsorb on the mineral surface making them hydropho-
bic. Depending on the way they do this they can be cationic or anionic.
• Frothers; whose main function is to stabilise bubble formation in the pulp and
therefore obtaining a stable froth phase.
• Regulators; which activate or depress the attachment of mineral to the bubbles and
control the pH of the system.
An adequate selection of reagents is crucial to achieve the desired results, in particular
for the processes taking place in the pulp phase. It is important to note that for two
phase systems, frothers are also commonly used to increase foam stability.
Two concepts of particular importance to mineral separation are recovery and grade.
The recovery is the percentage of the total metal contained in the ore that is recovered
in the concentrate (if referring to a metallic ore), or the percentage of the total mineral
contained in the ore that is recovered into the concentrate (if referring to a non-metallic
ore). The grade is the content of the valuable product in the material, metallic or not.
Recovery and grade are inversely related and can be plotted as a curve to express the
metallurgical efficiency of any concentration operation.
In froth flotation, non-valuable solid particles can also enter the froth phase through
entrainment and entrapment, as it has been described above. These mechanisms do not
depend on the chemical selectivity, so both valuable minerals and gangue can be recov-
ered. Thus, it is not possible in practice to obtain a perfect separation. Nevertheless,
a stable froth should reduce the recovery of entrained material, increasing the concen-
trate grade whilst maintaining the recovery of valuable minerals that leave the cell as a
concentrate. Drainage of liquid within the froth plays a key role in this process.
Bursting takes place at the top of the froth phase causing minerals to fall into the
froth underneath. Bubble bursting and coalescence are important parameters in flota-
tion (Cilliers, 2009). Bursting can be quantified as the fraction of air leaving the cell as
unburst bubbles.
Industrial flotation tanks are usually arranged in circuits, or series of units, to achieve
the recovery and grade desired through successive stages; an example of this is shown in
Figure 2.5. One of the most common arrangements of flotation cells in circuits include a
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bank of roughers, whose concentrate may pass through further purification in a number
of stages of cleaner cells. The pulp for the rougher tails usually passes to a bank of
scavengers to obtain some more valuable material. In the scavenger cells further reagents
may be added and the froth leaving these tanks is often returned to the bank of roughers
or cleaners, whilst the pulp is rejected as final tails.
Figure 2.5: Banks of industrial flotation cells.
2.2.1 Air recovery
Moys (1978, 1979) was the first to define a froth stability parameter α as the ratio between
the volume flowrate of air and slurry leaving the froth phase in the concentrate and the
volume flowrate crossing the froth/slurry interface. In this work Moys also defined α
as the fraction of upward-moving streams which entered the concentrate, which most
certainly led him to use it as key parameter to model the foam streamlines (Moys, 1984).
Incidentally, this stability parameter in the later work only considers the volume of the
air entering and leaving the flotation tank.
Woodburn et al. (1994) introduced a similar concept for the prediction of flotation
performance based on the flux of bubble surface, which was estimated from the air rate
to the cell and the specific surface of the bubbles in the froth. Murphy et al. (1996)
and Neethling & Cilliers (1999) also took into account this parameter in their models for
foam flow.
But it was from the work by Ventura-Medina & Cilliers (2002) that air recovery
was first reported to be measured experimentally in a flotation plant, by measuring the
overflow velocity of the froth, its overflowing height above the lip and the lip length.
Later work in the same research group (Barbian et al., 2005, 2006) used air recovery in
the search for a stability parameter for the froth.
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Furthermore, interesting implications for flotation performance arose from the work
of Hadler (2006), who found that for a single cell the air recovery showed a peak with
aeration. Initially the air recovery increased as the air rate increased before showing
a peak after which further increase in aeration resulted in a decrease in air recovery.
Furthermore, it was shown in a later study (Hadler & Cilliers, 2009) that not only a
peak in air recovery can be found, but also that this peak corresponds to the air rate at
which the highest overall recovery was obtained. Results from experiments carried out
by Smith (2008) on industrial flotation plants are in accordance with the existence of a
peak on air recovery with air rate.
2.2.2 Flotation cell design
Despite flotation being a long-used industrial process, much work is still being done to
improve different aspects. In particular flotation machine design is constantly evolving,
mostly to meet specific requirements of a particular industrial operation.
However, being such a critical aspect in the business, the know-how of design is mostly
kept within the company that develops it and there is more literature pertaining to the
evaluation and optimisation of operating conditions for established designs than to the
description of novel equipment design. The latter is undoubtedly more appropriate and
more easily found in catalogues from flotation tank suppliers, sometimes as technical
notes, and of course in numerous patents. This contributes in a certain degree to a lack
of a well-established theory of flotation cell design.
Lynch et al. (2007) suggested to classify the range of available flotation cells according
to their flotation rate. From lower to higher flotation rates, the following types of cells
are proposed:
• Pneumatic flotation cells: low intensity devices that introduce air through diffusers,
known as spargers; the most common amongst these type of cells are the flotation
columns.
• Mechanically agitated cells: medium intensity machines in which air is fed either
under pressure or induced, and bubbles are generated by the effect of shear caused
by a rotating mechanism.
• High intensity cells: these machines cause intense interaction between fine bubbles
and the pulp by putting the latter in contact with pressurized air in a device external
to the tank.
It has been identified and discussed by Lynch et al. (2007) and Yianatos (2003) that
mechanical flotation cells, although the older of the flotation machines mentioned above,
have not undergone drastic changes in design in the past 100 years. Yianatos (2003)
identifies the lack of fundamentally based design criteria as one of the main reason for
the large amount of mechanical cell designs available despite the lack of revolutionary
changes.
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An interesting overview of the historic development of flotation tank technologies can
be found in the work by Lynch et al. (2007) and Finch (1995), whilst some more recent
approaches have been recently discussed by Jameson (2010), who explore interesting
designs that may push the limits of current flotation practice in terms of ultrafine and
coarse particle flotation. On the other hand, problems related to scale-up of flotation
devices have been analysed by various authors (Gorain et al., 2007; Weber et al., 1999;
Arbiter, 1999).
With the sophistication of the tools available to aid the task of equipment design,
in particular computer aided design (CAD) software and CFD, a change can be noticed
in the approach and impact of the research being carried out, and an even more rapid
increase should be expected considering the constant advance in modelling capabilities.
Since these approaches require the mathematical descriptions of a process to represent
the phenomena as accurately as possible, a strong dependency exists between equipment
design and the models that describe operating variables. For flotation tanks, the processes
occurring in stirred tanks have a well developed theory, and therefore the study of pulp
phase in mechanical cells and the resulting impact on the design for this phase have been
more extensive than those for the froth phase.
A particular area of interest in the design of flotation vessels, regardless of their type,
is the effect that internal elements in the froth phase can have on the ability of the
cell to improve grade and recovery. Amongst these internal devices are crowders and
launders, which play an important role in the way froth flows and the different phases
behave inside the flotation tank; they therefore offer an interesting area of opportunity
for improvements.
A crowder refers to a sloped wall whose function is to decrease the cross sectional
area at the top of the froth to improve the froth removal dynamics of the flotation cell.
The crowder provides a sloped surface to direct froth toward the overflow launder in an
expedited manner. Some patented crowders devices (Degner, 1997) confirm that their
use expedites movement of the froth toward the launder for more efficient operation and
permit operating the rotor of the flotation cell at reduced speeds without compromising
the efficiency of operation. They also reduce the amount of air necessary to produce a
froth in the cell, and also help to avoid turbulence in the froth.
Crowders usually extend from the impeller outwards and from the outer wall inwards,
although they can be placed from a position half way the outer wall outwards. There is
no limitation and its characteristics depend on the specific design of the flotation cell.
On the other hand, a launder is a channel where the froth is collected after overflowing
a weir. Flotation cells that only include a launder along the periphery of the tank require
the froth to flow through the radius of the tank until reaching the weir, which may be
inconvenient (Redden et al., 2000), since particle detachment of valuable material can
occur. This can be avoided by using more than one launder.
Thus, depending on the design, a number of combinations are possible based on the
position and number of launders within the cell:
• External launders: the most common type, present in almost every flotation cell,
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and represented by an overflowing lip at the periphery of the tank. Since external
launders do not occupy cell volume, more surface area is available. This is the
launder type for the simplest circular flotation cell design, whereas for square cells
it is common to find just one or two of the sides of the tank acting as external
launders (Figure 2.6).
• Internal launders: At the expense of taking some volume out of the cell, it is possible
to position a structure that collects the froth at the top of the cell other than at
the periphery. This design decreases the distance that froth needs to travel to
reach a weir, sometimes a simple solution for froth transport problems. The froth
is collected along these launders, with either one or both of their sides overflowing
(Figure 2.7).
• Radial launders: This is the term used to refer to internal launders in circular
flotation cells that are positioned radially from the centre to the periphery of the
cell, with varying length (Figure 2.8). The number of radial launders used on a
single cell also varies drastically, allegedly depending on the need for lip length, but
with no established criteria for whether a number or shape is of particular benefit
for a specific stage in the flotation bank. This problem is not specific to radial
launders, but to internal launders in general.
• Central donut launders: This design corresponds to an internal launder formed
by two concentric circular overflowing lips, with the void between them being the
volume occupied by the launder. One of the lips receives the concentrate flowing
outwards from the centre of the tank, while the second one, closer to the periph-
ery, collects froth flowing inwards. These type of launders are commonly used in
flotation columns (Figure 2.9).
Coleman (2009) states that the selection of type, number and size of flotation cells
required to met specific processing needs for an operation depends on the required flota-
tion residence time and also on the amount of concentrate that can be recovered. These
factors are a function of the surface area at the top of the froth and the total lip length.
Hence, two parameters are of special importance: the froth carry rate and the froth lip
loading. The former refers to the dry tonnes of concentrate per square meter of froth
surface area per hour; the latter is defined as the dry tonnes of concentrate per metre of
froth lip per hour.
It is also suggested by Coleman (2009) that in order to adjust the froth carry rate and
froth lip loading, without an increase in the number of flotation tanks, it is important
to consider cost-effective solutions like customising the configuration of the launders. By
varying the number of launders it is possible to modify the froth surface area and the
overflowing lip length, which in turn can improve recovery and save costs.
It should be noted that attempts to use computational models for the design of
launders have only regarded mechanical resistance of the channels using finite element
analysis (FEA) (Leong & Joubert, 2006). This technique was used to optimise the launder
geometry in order to ensure that sufficient energy was removed from the centre of the
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Figure 2.6: External launder in a square flotation cell; this is the most common type of
launder and since it does not occupy cell volume, more surface area is available at the
top of the froth.
Figure 2.7: Internal launders in a square flotation cell, with both sides overflowing; the
distance that froth needs to travel to reach a weir is therefore decreased.
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Figure 2.8: Radial launders in a circular flotation cells; the launders are positioned
radially from the centre to the periphery of the tank.
Figure 2.9: Donut launders in a flotation column; for each launder the inner lip receives
the concentrate flowing outwards from the centre of the tank, while the opposite lip
collects froth flowing inwards.
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structure. The impact of launders and crowders based on fluid dynamics within flotation
cells has been the subject of numerical studies in two dimensions at most (Neethling
& Cilliers, 2003), due to lack of three-dimensional models that allow for more complex
representations to be simulated. This is discussed in more detail in the following section.
2.3 Flotation cell modelling
Given the complexity of the phenomena involved, the modelling of flotation cells has
sometimes been simplified by lumping together not only the processes within either the
pulp or froth phases, but also both phases together, considering them as a single one.
The latter approach resulted most of the time in completely ignoring the unique effects
of the froth phase.
Because the pulp phase in mechanically agitated cells shares similar features with
stirred tanks for different applications, its model development has benefited from research
in those areas. Furthermore, the more complicated processes occurring in the froth phase
contributed, in particular in the early days of flotation modelling to favour the study of
the pulp over the froth phase.
A large amount of the work has resulted only in empirical relationships, and mainly
by considering the flotation process as analogous to a chemical reaction in terms of kinetic
parameters. Examples of this can be found in the work of Varbanov et al. (1993), which
also includes a review of the early attempts to express the relation between recovery
and flotation by means of a kinetic equation. Varbanov et al. (1993) took into account a
variety of experimentally obtained parameters to calculate the flotation rate constant for
the kinetics, including hydrophobicity of the particles, collision efficiency and the effect
of metal content. However, all these effects neglect any processes within the froth phase.
The importance of the froth zone and its influence on the performance of flotation cells
eventually led to considering different zones within the tank as having different kinetics.
A comprehensive review of this approach can be found in the work of Harris (1978).
One example is where the phases were considered to be the pulp and two different froth
zones, to account for the differences in behaviour observed experimentally (Hanumanth
& Williams, 1992).
Flynn & Woodburn (1987) proposed a model that makes a mass balance over the
froth phase and predicts recoveries and grade for a flotation process, with the advantage
of distinguishing between attachment and entrainment of particles. This mathematical
model did not include other important factors that affect the froth as the liquid content,
bubble size distribution, or the amount of gangue recovered.
A more recent review of the early attempts to model flotation in steady state, with
an increased focus on the froth phase, for both single cells and flotation circuits, was
carried out by Mathe et al. (1998). It was found that most literature focussed on froth
recovery as the main parameter to model flotation froth performance; froth recovery is
defined as the fraction of floatable and entrained ore particles entering the froth zone
from the collection (pulp) zone that reports to the concentrate.
All the models previously described lack a definition of the processes within the froth
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phase based on the structure of the froth itself. However, a change in the way foams and
froths are modelled, has in turn impacted on the models for flotation. The work done
by Weaire & Kermode (1983) introduced a new approach to the modelling of foams,
treating bubbles and lamellae within the foam individually. This two-dimensional model
considers the diffusion between adjacent bubbles as the major process occurring in a static
foam and relies on the Plateau rules as a mechanical equilibrium criterion. The model
also assumes that the volume of the bubbles is not affected by the pressure changes caused
by the curvature of lamellae. This method has been the basis of numerous subsequent
foam models in two dimensions (Levitan & Domany, 1996; Hutzler et al., 1995) that
present some interesting analysis of factors such as yield stress. Although they are not
easily applied to flotation froths, they have been critical to promote further developments
in fundamentally based models.
In addition, progress has been achieved in the development of mathematical repre-
sentations for different aspects of flotation, both in the pulp and froth phases, which
combined with increasing computational power have allowed the implementation of such
representations into computer models.
A number of CFD models have been developed for the pulp phase in mechanically
agitated cells. Some of them take into account flotation kinetics parameters and predict
bubble-particle collision rates (Koh et al., 2000), consider particle size and the effect of
transport rates of the bubble-particle aggregates to the froth layer (Koh & Schwarz, 2003,
2006), or focus on the aeration behaviour and its effects on the process performance (Koh
& Schwarz, 2007). Others have also evaluated the accuracy of a particular turbulence
model on stirred tanks used in the mineral industry (Deglon & Meyer, 2006).
Moreover, CFD simulations have been carried out for foam flow, drainage of liquid
in foams and the behaviour of solids particles in froths. Some of these simulations have
been done on small scales, for example the three-dimensional flow and drainage in a
single Plateau border junction (Weaire et al., 2003), or the two-dimensional Plateau
border for a foam film in a tube (Barigou et al., 2003). Froth CFD simulations have
been done in two dimensions for applications to the oil industry (Kirpalani & Matsuoka,
2008). Nevertheless, numerical solutions for the froth phase in a flotation cell for mineral
processing applications have only been done in two dimensions (Neethling & Cilliers,
2003). To consider the effect of internal elements of industrial flotation cells in the froth
zone, nevertheless, a three-dimensional approach is required.
2.3.1 Foam flow
Foam presents complex rheology, which increases the modelling challenges. Since foam
is rarely homogeneously deformed, parts of it could behave as an elastic solid whilst in
others it flows normally (Weaire & Hutzler, 1999).
Foam rheology has been extensively studied, but many of the reported measurements
do not uniquely represent the rheological character of foams. There are a number of
factors that depend on geometry parameters, bubble size distributions and the effect
of film type and thickness which are not entirely understood (Exerowa & Kruglyakov,
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1998). However, the majority of the models are for two-dimensional foams, and little
research has been done in three dimensions, with one of the few exceptions being the
work by Gardiner et al. (2000), whose model predicted a Bingham plastic behaviour,
consistent with experimental results. Moreover, practically all experimentation has fo-
cused on properties like yield stress and elasticity, which are not easily applied to froth
flotation models. In fact, the ultimate goal in this respect would be to represent the
rheology of three-dimensional foams by a constitutive relation, that allows for generality
on the modelling; this would involve a series of complicated dependencies as pointed out
by Kraynik (1988) and Weaire (2008).
The understanding of rheology aspects of flowing foams, such as those found in flota-
tion, is therefore limited. There have not been many studies on this aspect, and those
that have been carried out emphasise that it is not easy to transfer the results to differ-
ent industrial systems. An example is found in the viscometer with a vane measuring
head used by Shi & Zheng (2003); whereas the method showed that the froth exhibited
a non-Newtonian flow, the lack of a fundamental explanation of the results made the
development of a mathematical model based on these findings impossible.
On the other hand, Moys (1978) used a model for froth flotation that considered
plug-flow behaviour for the froth; the implication of this is that no mixing is considered
to take place in the froth. Also, Cutting et al. (1981) attempted to explain some aspects
of froth behaviour on plant scale by extending the results for foam flow patterns and
concentrations in laboratory scale experiments, but the froth mobility was only estimated
based on conclusions from other results in the experiments.
Nevertheless, flowing foams and flotation froths have been found to satisfy potential
theory, at least in two-dimensional flow, for which Laplace’s equation can be solved for
a stream function (Moys, 1984; Murphy et al., 1996; Neethling & Cilliers, 1999). In
these cases, even if a proper rheological behaviour is neglected, the predicted foam flow
patterns have proven enough for the requirements of the models.
Moys (1984) first proposed the use of Laplace’s equation for foam flow, but only
considered it in one of the three stages in which the flow model was divided. The first
stage considered only vertical flow, the middle one made use of potential flow theory and
in the last one, by the overflow, plug flow was assumed. This avoided the complication
of solving for Laplace’s equation at the weir.
Murphy et al. (1996) described bubble trajectories in a two-dimensional vertical
section of the froth phase of a flotation cell. Laplace’s equation was solved in this work
by means of infinite series and both analytical and a numerical solutions were presented.
However, although this model considers the effect of the weir, it is restricted to vertical
walls.
Neethling & Cilliers (1999) solved this problem in two dimensions for arbitrary shaped
systems using a finite difference method to solve for the stream function in Laplace’s
equation, with all the boundary conditions defined in terms of the geometry of the tank,
air recovery and air rate.
The use of Laplace’s equation implies that the bubbles are incompressible and irrota-
tional. Since most of flotation froths are dry, the changes to the internal pressure of the
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bubbles due to the flow are small, thus satisfying the incompressibility requirement. The
irrotationality assumption has been made for two reasons: firstly, foams and froths expe-
rience slip at the walls of vessels, so very little shear stress is usually introduced into the
system; secondly, in most flotation froths, there is only quite gentle bending of the bubble
flow streamlines, meaning that very little shear stress is introduced (Neethling & Cilliers,
2003). However there is no available implemented model for flotation type flowing foams
in three dimensions, which represents the first requirement for a three-dimensional froth
flotation model. The validity of Laplace’s equation in these circumstances has not been
evaluated either.
2.3.2 Foam drainage
In flotation, the behaviour of the liquid in the froth is a key aspect of the performance
of a flotation cell, as it is crucial to the purity of the product obtained and has a major
influence on the overall recovery. For dry foams, it is well established that most of the
liquid is on the Plateau borders, so a good approach for modelling drainage in these
systems is to solve the equations describing the drainage of liquid that takes place in this
interconnected channel network.
There is a vast amount of literature relating to foam drainage. This section does not
attempt to review all aspects and approaches to the problem but to provide a frame of
reference from work that is related or suitable to be applied to flotation foams and froths.
Other sources can provide useful knowledge on many types of drainage techniques and
models (Weaire & Hutzler, 1999; Exerowa & Kruglyakov, 1998), as well as a more recent
review on experiments and theory (Kruglyakov et al., 2008).
An early theoretical model that describes the flow of liquid in either stationary or
moving foams can be found in the work of Leonard & Lemlich (1965), who obtained a
mathematical description of the the interstitial flow and drainage occurring within the
Plateau borders. The relevance of this work lies not only in the reaffirmation of the
important role that Plateau borders play in the drainage of liquid in dry foams, but also
in their use of a more accurate representation of these channels, whose geometry had
been oversimplified in previous research. A momentum balance was solved for a section
of the Plateau border cross sectional area, taking advantage of the sixfold symmetry and
using finite differences.
The drainage model of Leonard & Lemlich (1965) was later revisited and its key
aspects were taken as the basis for further expansion of the model by others (Goldshtein
et al., 1996; Verbist et al., 1996).
Goldshtein et al. (1996) modelled waves of liquid travelling through a foam to study
the drainage process involved. By combining the Laplace-Young equation with the ge-
ometrical considerations of the Plateau borders, they derived an expression to obtain
the liquid pressure in terms of the Plateau border cross sectional area only (for constant
surface tension). They also obtained a transient model in one dimension to describe the
drainage by the effect of gravity and capillary forces. Furthermore, two approaches were
shown to yield the same equation, namely a microscale and a homogeneous approach.
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Verbist et al. (1996) obtained the same equation for drainage previously derived
by Goldshtein et al. (1996) and studied a vertical column of foam with constant bubble
size. They also neglected any contribution to drainage of liquid within the films, and
assumed Poiseulle flow in the Plateau borders. This work also emphasize the effect of
viscous losses, which are neglected at the vertices; the effective viscosity used is in fact
proportional to the bulk liquid viscosity, with the proportionality factor depending on the
shape of the channel and also considering the random orientation of the Plateau borders.
A balance of the main forces acting on the foam (gravity, capillary and viscous forces)
for a unit volume of liquid allowed them to obtain an equation that was then applied
to analyse different drainage scenarios. All these assumed a system with monodisperse
bubble size.
A similar approach was used by Neethling et al. (2000) in their development of a
two-dimensional model for foam drainage, that also incorporated the effect of the foam
velocity so a flotation foam could be simulated. Their force balance differs from that in the
work of Verbist et al. (1996) in that instead of being over a single Plateau border, it was
applied over a volume of foam considering a local Plateau border length per unit volume
to account for local bubble size. Combined with a formulation for two-dimensional foam
flow and boundary conditions for the overflow weir, this model is able to solve for the
liquid drainage in foams for arbitrary symmetric domains using finite differences. This
model also considered coalescence and has been widely used, along with a mathematical
description for the behaviour of solids, to model industrial flotation froths (Neethling &
Cilliers, 2003); its applicability to arbitrary tank configurations could be achieved if a
three-dimensional approach was implemented.
Although most of the work has been done for dry foams, a model capable of describing
the effect of liquid content on the drainage of liquid has also been developed (Neethling
et al., 2002). This model accounts for both dry and wet foams, considering the occurrence
of viscous losses in the Plateau borders and vertices. For applications of the drainage
model in froth flotation, however, a model for dry foams normally suffices.
2.3.3 Solids motion in froths
As it has been described before in this chapter, the early models for froth flotation in-
cluded the effect of the froth, and the particles within it, in the form of kinetic parameters
to predict the performance of the cell. These kind of models can be useful to predict
certain behaviours but do not give an insight into the phenomena that occur but just
trends and expected outcomes, which restricts the advance of the understanding of the
process.
A fundamentally based model for solids in a flotation froth considering their pres-
ence at all points in the domain, as well as interactions with other phases, was first
presented by Neethling & Cilliers (2002, 2003). Since it is based on models for foam
flow and drainage of liquid in the froth phase, it allows representation of attached and
unattached material; the hydrophobic material, attached to the lamellae, follows the foam
flow patterns, whilst the unattached material in the Plateau borders can be a mixture of
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hydrophilic and hydrophobic particles.
According to Neethling & Cilliers (2002) the unattached material will mainly follow
the liquid within the Plateau borders but the particles are also able to move relative to
the liquid flow. This movement relative to the net fluid motion has been found to take
place by means of geometric dispersion, Plateau border dispersion and particle settling.
The mathematical description of this model is for steady state and two-dimensional flow,
but it can be extended to provide a means of modelling unsteady three-dimensional froths
and therefore to handle more complex geometries.
More recently, it has been shown that the experimentally observed relation between
entrainment of gangue and water recovery can be modelled. The degree of entrainment,
defined as the ratio between the recovery of entrained species and the recovery of water,
has been found to increase with aeration to the tank and to have a strong dependency
on particle size (Engelbrecht & Woodburn, 1975; Zheng et al., 2006; Yianatos et al.,
2009). A theoretical, rather than experimental or empirical approach, has been presented
by Neethling & Cilliers (2009), to demonstrate that there is a particle size effect on
entrainment, and also that the change in bubble size in the froth, and therefore the
liquid content, is a key variable for the dependency. This highlights the importance of
accurately predicting the amount of liquid content throughout the froth.
Moreover, it has been observed for industrial flotation froths that gangue recovery for
different particle sizes, although feasible to be estimated as a function of water recovery
only, presents complex dependencies upon operating conditions and cell design charac-
teristics (Yianatos & Contreras, 2010). Consequently, it would be convenient to develop
and implement a model for solids in froths in which the effect of three-dimensional tank
geometries and dynamics could be evaluated.
2.3.4 Dynamic modelling of flotation foams and froths
Despite its potential for process control applications, there is still no mathematical model
for froth flotation, the froth phase this is, that incorporates the time dependency of the
key process variables, and that can be used to enhance the understanding of the transient
phenomena taking place in a flotation tank.
In a review for non-steady flotation systems, Mathe et al. (2000) discussed available
methods for the transient modelling of froth flotation. They referred, however, to batch
flotation experiments, and their scale up to continuous flotation, rather than a truly time
dependent mathematical model to represent the physics behind the process.
A clear example is the work of Hanumanth & Williams (1992), who described froth
flotation in terms of three different sections in the tank, namely the pulp and two different
froth sections, the first one just above the pulp whilst the other one extended to the top
of the froth. The motivation behind this partition was to account for a dependency of
froth drainage rate on froth height. This model was transient in the sense that it was
based on a mass balance for the the three sections, with transfer rates proportional to the
instantaneous mass of solids in their boundaries. Nevertheless, it was based on empiric
flotation kinetic parameters, and did not describe any physical aspects of the process.
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Steady state models can provide an undoubtedly useful insight into froth flotation,
but the scope of the simulations would increase if the physics based model included time
as a key variable. There are of course models for liquid drainage that account for the
transient behaviour of the liquid (Verbist et al., 1996; Neethling et al., 2002), but they
have not yet been implemented in a way that is suitable to be used for modelling flotation
tanks. Steady state models for flotation froths (Neethling & Cilliers, 2003), however, can
be extended to account for the dynamics.
It is important to emphasize, however, that the dynamic form of the standard foam
drainage equation, which considers the variation of liquid content in the foam with po-
sition and time (Weaire et al., 2003), has not been adapted to represent more than
one-dimensional unsteady state problems.
2.4 Conclusions
This chapter has introduced the fundamental background for the most relevant aspects
of froth flotation, with emphasis on the phenomena that take place in the foam or froth.
The structure of foams, the behaviour of the liquid within them, and the importance of
the transport of solids in flotation have been described and their link to the operational
parameters in the process has been discussed.
It has been shown that great progress has been made in the mathematical representa-
tion of different aspects of the process. The transition from empiricism to fundamentally
based models has allowed a number of experimentally observed trends to be explained
in terms of the physical processes, and although there is no doubt that some areas still
need further attention, the representation of flotation froths has improved tremendously.
The criteria for the design of flotation cells outlined in the literature review have
shown to be scarce, and tend to be an area of expertise for manufacturers only, whilst
research in the field is costly and not necessarily aided by the most effective tools. This
is therefore an interesting area of opportunity for the modelling of flotation cells, which
could be improved if a model without restrictions on the spatial dimensions were to be
developed. Furthermore, if transient aspects were included in such a model, the study of
process control in flotation could be greatly benefited.
In particular, the models developed by Neethling & Cilliers (2003) can be adapted
and extended to form the basis of a transient, multidimensional model. Some technical
challenges for this task lie in making use of an efficient representation and implementation
of the mathematical models. Some of the tools that can be exploited to this end are
described in the following chapter.
Chapter 3
Numerical methods
This chapter discuss some fundamental aspects of the numerical methods and strategies
relevant to the work carried out in this project. A mathematical model for flotation
will be developed later in this work to deal with the challenges identified in the previous
chapter, and a strategy to solve it in an optimal manner is required.
The finite element method is introduced, and its benefits and discretisation types are
discussed. This includes a description of how the solution is decomposed in a number
of trial functions, and how the selection of the shape and continuity type of the discrete
elements can affect the way in which the fields are represented in the domain. The
selection of element pairs is then reviewed, due to the impact this has on the stability
of a numerical method. These features are of particular interest due to the complexity
involved in the modelling of the behaviour of the liquid in a foam or froth.
The importance of mesh quality and its impact on the accuracy of the representation
of the fluid dynamics domain is also presented. This highlights the benefits of mesh
adaptivity, in particular for complex geometries and problems involving boundary layers,
both occurring in the drainage of liquid in flotation foams. Finally, important features
of Fluidity are briefly described, since this work will make use of the capabilities of this
open source CFD code.
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3.1 The finite element method
Mathematical models that describe the phenomena occurring in a physical process nor-
mally involve the use of differential equations. These systems of equations represent a
continuous solution to the problem both spatially and temporally. However, in order
to solve the model it is sometimes convenient to modify it by dividing it into discrete
components. Ideally, the more discrete elements are used to represent the real problem,
the closer the representation will be to the solution, although in practice this depends on
how the model meets certain stability and convergence requirements.
Most of the concepts presented in this section are discussed in detail in the books
by Zienkiewicz et al. (2005) and Donea & Huerta (2003) and they are only briefly de-
scribed here as an overview to better understand the methods used in the present work.
The finite element method provides a particular form of performing the discretisa-
tion mentioned above. The finite element solution of a problem follows a well known
methodology, which consists of the following steps (Zienkiewicz et al., 2005):
1. Define the problem to be solved in terms of differential equations. Construct the
integral form for the problem (a weak formulation).
2. Select the type and order of finite elements to be used in the analysis.
3. Define the mesh for the problem. This involves the description of the node and
element layout, as well as the specification of boundary conditions and parameters
for the formulation used.
4. Compute the element arrays and assemble a matrix system.
5. Solve the resulting set of linear algebraic equations for the unknown parameters.
6. Output the results for the nodal and element variables. Graphical outputs also are
useful for this step.
3.1.1 Finite element discretisation
The finite element method makes use of the Galerkin formulation to approximate a
solution, whilst keeping the exact operators. Galerkin methods transform the differential
equations to a weak formulation, by multiplying them by a test function and integrating
over the domain. By doing this, instead of looking for an exact solution everywhere, the
problem is reduced to finding a solution that satisfies the strong form of the problem (the
original differential equations) on average over the domain.
For example, let us consider the equation ∇ϕ = f(x, y, z) on the domain Ω with
boundary condition ϕ · n = 0, where the unit vector n is the normal component of the
field. Multiplying by the test function Ni and integrating by parts yields∫
Ω
∇Niϕ dV = −
∫
Ω
Nif(x, y, z) dV, (3.1)
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where the gradient operator is now applied to the test functions and ϕ is a weak solution
for all test functions Ni.
Furthermore, instead of looking for a solution of ϕ for the entire function space, ϕ can











∇NiNjϕj dV = −
∫
Ω
Nif(x, y, z) dV. (3.3)
Equation (3.3) can be seen as a so called Galerkin projection of the weak Equa-
tion (3.1) to a finite subspace. It is important to note that the Galerkin method takes
the same set of functions to represent the test and trial functions, which differentiate it
from other types of projections of the weak form of the equation to a finite representation.
Thus, since the trial space has allowed a finite number of functions to represent the field,
the number of test functions is also reduced.
Moreover, this procedure can be achieved by constraining the solutions to be contin-
uous between the discrete elements or not, leading to the existence of continuous and
discontinuous Galerkin methods. This is due to the fact that the selection of the trial
space (and consequently the test space) can be done by defining polynomials of a certain
degree to the elements. Some polynomials are continuous across the elements, using only
those lead to the continuous Galerkin method, whereas if no restrictions are applied the
function can be discontinuous.
A Pn discretisation refers to a polynomial degree n for both the trial and test func-
tions. A P1 element would therefore consist of a piecewise linear function, P2 would
correspond to piecewise quadratic functions, and so on. All of these element types can
be chosen to be continuous or discontinuous. In one dimension, the elements of a mesh
are segments of a line, and a continuous piecewise linear discretisation, P1, would require
the value of the function in two points for each element in the domain, with contiguous
segments sharing a common point; a discontinuous Galerkin piecewise linear discreti-
sation, P1DG, on the other hand, would require two points for every element, without
sharing where segments intersect. This can be seen in Figure 3.1.
(a) (b)
Figure 3.1: Examples of one-dimensional piecewise linear element types: (a)continuous;
(b)discontinuous.
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The concepts can be extended to higher spatial dimensions and to accommodate
any polynomial of degree n. Figure 3.2 illustrates the way in which the nodes would
be distributed in two dimensions for P0, P1, P1DG, P2 and P2DG element types in a
triangular mesh. It is important to point out the difference between the vertices, which
are the corners of the triangles in the mesh, and the nodes, whose number depends on
the polynomial degree of the function being considered.
(a) P0 (b) P1 (c) P1DG (d) P2 (e) P2DG
Figure 3.2: Different element types in two dimensions: (a)piecewise constant (discontin-
uous), P0; (b)piecewise linear continuous, P1; (c)piecewise linear discontinuous, P1DG;
(d)piecewise quadratic continuous, P2; (e)piecewise quadratic discontinuous, P2DG.
3.2 Finite element pairs
The continuity type and polynomial degree of the trial and test functions for the finite
element discretisation can be different for different fields. For example, when solving the
Navier-Stokes equations, the velocity and pressure fields can either have the same, or
different continuity, and they can also differ in the selected polynomial degree for the
trial and test functions. The combination resulting from these choices is usually referred
to as an element pair. The most common example arises by representing both fields using
unitary polynomial order functions in the continuous Galerkin discretisation; using these
piecewise linear functions leads to what is known as a P1P1 element pair.
However, it is sometimes convenient to use different shapes for the trial and test
functions since stability can be enhanced by carefully selecting their continuity type and
polynomial degree. Extending the same terminology of P1P1 discretisation to arbitrary
polynomial degrees, a PnPm element pair would represent a function of polynomial
degree n for the discretisation of the velocity field and an order m for the pressure.
Stability is a highly desired characteristic for the numerical method and, in the fi-
nite element method for fluid mechanics, to achieve LBB stability (Ladyzhenskaya, 1963;
Babusˇka, 1971; Brezzi, 1974) different polynomial order trial and test functions for the
velocity-pressure element pair are required. Therefore, the flexibility of the finite ele-
ment method can be exploited to employ the best choice of element pairs, based on the
polynomial degree of their trial and tests functions.
A recommended but not sufficient condition to obtain stable velocity-pressure element
pairs is to have fewer degrees of freedom for pressure than for the velocity components;
this can be done by using discontinuous Galerkin methods, which usually results in
more degrees of freedom when compared to continuous methods (Cotter et al., 2009a;
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Comblen et al., 2010). Cotter et al. (2009a) achieved this by implementing piecewise
linear discontinuous functions for the velocity field whilst the pressure field remained
continuous and piecewise quadratic, yielding a P1DGP2 mixed element pair. Further,
Cotter et al. (2009a) discuss how boundary conditions can affect the degrees of freedom
for the fields, since strong boundary conditions can effectively reduce them, which could
be beneficial for pressure but detrimental for velocity. Further discussion on the choices
of element types for mixed finite elements can be found in the work of Pain et al. (2005).
3.3 Fluidity
Fluidity is an open source, CFD code that solves the Navier-Stokes and accompanying
field equations using the finite element method. It allows for transient simulations to
be carried out taking advantage of the use of unstructured meshes and anisotropic mesh
adaptivity, as described in Section 3.4. It also offers a range of options for mixed for-
mulations of the element pairs. A detailed introduction to the use of Fluidity, including
its installation, some background on formulations and algorithms used in the code, as
well as the multiple options required to configure a simulation case, can be found in the
Fluidity Manual (AMCG, 2010), which has been the main source for the following brief
description of important features of the code.
Fluidity is a general purpose code in which new modules can be implemented. It
can be used to solve problems in up to three dimensions, and benefits from a Cartesian
coordinate system that makes it independent of the geometry of the domain, without
constraints for cylindrical or spherical coordinates.
It is possible to define different discrete function spaces for different fields, effectively
allowing the definition of their polynomial degree and continuity. Moreover, numerical
quadrature is employed to approximate the integrals in Equation (3.3), with the number
of quadrature points increasing the accuracy of the integrals, at the cost of more expensive
matrix assembly operations. The number of quadrature points are set by defining the
degree of the quadrature rule, which is usually obtained from adding one to the sum of
the polynomial degree of the trial functions, in order to make sure the desired accuracy
is obtained.
Fluidity solves the system of nonlinear time-dependent equations by using a time-
marching algorithm in which each equation is solved for a variable, at a particular
timestep, using the best approximations to the other variables that are available at
that point of the simulation. The process is repeated iteratively, until a user-provided
value of maximum nonlinear iterations or specified convergence is reached, after which
the calculations for the next timestep start.
The timestep size can be either selected as a fixed value or allowing an adaptive
timestepping algorithm to be applied. The latter ensures that the relevant physics are
being resolved in time and it is achieved by making the timestep dependent on a max-
imum permitted value of the Courant-Friedrichs-Lewy (CFL) number. The algorithm
then increases or decreases the timestep size (between specified maximum and minimum
values) if the CFL number is below or above the limit, respectively.
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The discretised equations are treated as a linear system that can be written in matrix
form for the discrete solution x as
Ax = b,
which in Fluidity is solved using PETSc (Balay et al., 1997, 2008, 2009), a library of
matrix solvers and preconditioners.
3.4 Computational meshing and adaptivity
Thus far, discretisation has been discussed without describing a key factor, the compu-
tational grid or mesh that contains the representation and connectivity of the elements
into which the domain has been subdivided. Since the discretised equations are to be
solved at the nodes of this mesh, a challenge arises due to the fact that the finer the mesh
is, the closer the solution will be to reality (provided stability and convergence criteria
are met), but the more expensive it will be in terms of computational resources.
Unstructured meshes present benefits over structured meshes in that they are able to
represent complex geometries in an optimal way since extra resolution can be employed
for specific regions, and also due to the fact that an unstructured mesh is more easily
adapted. Mesh adaptivity is an important feature in fluid dynamic calculations since it
makes it possible to obtain higher resolution only where it is required, whilst reducing
the computational cost.
Mesh adaptivity techniques allow an unstructured mesh to evolve during the simula-
tion, so it can be locally optimised to adequately resolve local features occurring during
the solution of the physical problem. This is particularly useful since, when modelling
transient behaviour, boundary layers and sudden changes in the fields of interest can
develop at different times in different zones of the domain, and their influence on the
dynamics of the system can only be assessed by resolving them.
There are various techniques for implementing adaptive remeshing (Farrell, 2010).
All of the adaptive simulations presented in this thesis use the mesh optimisation tech-
niques implemented in Fluidity and described in two and three dimensions in the work
of Vasilevskii & Lipnikov (1999) and Pain et al. (2001), respectively. The description of
the algorithms can also be found in detail in the work of Pain et al. (2005), Piggott et al.
(2008, 2009) and Farrell (2010). These algorithms can produce anisotropic adaptivity,
so the aspect ratio of the elements in the mesh can be large to focus resolution in the
direction that is required by the simulation; this is of particular importance when the
problem of interest presents boundary layers.
In order to identify the anisotropy in the solution, and thus considering it on the
resulting adapted mesh, an error measure dependent on the solution is required. This is
done in Fluidity by using interpolation error-based measures that are cheap to compute
and provide both directional information and a good indication of the complexity involved
in the physical process (Piggott et al., 2008).
The characteristic challenge of adaptive remeshing algorithms is that they require
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a metric field as input, which is a tensor field over the domain specifying the desired
edge lengths at every point in every direction. This is in contrast to hierarchical refine-
ment techniques, which only need element-level error indicators. This metric tensor field
is based in the error measure described before and identifies regions where changes in
resolution are required, allowing automatic anisotropic adaptive remeshing. The metric
returns unit lengths for elements that are of an appropriate shape and size (in metric
space), based on user-defined allowable errors, specified maximum and minimum edge
lengths, that define the allowed anisotropy (Piggott et al., 2008). These metrics can be
computed through various means; for a full discussion, see Farrell (2010).
A functional is then used to gauge the quality of the mesh, so elements of adequate
shape and size with respect to the metric are obtained; uniform equilateral elements in
metric space are thus required. The objective of this optimisation is to maximise the
quality of the worst element of the mesh; the quality functional of the entire mesh is
that corresponding to the element in the mesh with the minimum value for the func-
tional (Piggott et al., 2009).
The mesh optimisation procedure involves local topological operations on the con-
nectivity of the nodes, performed by searching through the elements and adapting them







The mesh optimiser then proposes a new mesh based on performing these operations
to the previous elements of the mesh. Each element is visited and each one of these
operations is performed in turn, accepting only the transformation that yields the best
proposed configuration, or no transformation if certain criteria are not met.
3.5 Summary
In this chapter a brief overview of the finite element method has been presented. The
finite element discretisation has been described and its benefits have been discussed. The
adaptive remeshing algorithm used in Fluidity was also described. All of these concepts
are required for the following chapters, where some of the concepts will be applied and
also will be the subject of further discussion.
In particular, the finite element discretisation will be applied in the next chapter to
obtain the discrete form of the equations to represent the foam flow and liquid drainage.
On the other hand, the description of element pairs and mixed formulations will be used
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in Chapter 5 to assess the stability imparted by different formulations to the models, and
it will also present some of the advantages of using adaptive remeshing in the context of
foam drainage.
Finally, the features in Fluidity described in this chapter will be put into practice to
model flotation foams based on experimental tests carried out in the laboratory. The
relevance of adaptive timesteps and solution strategies will be revisited then.
Chapter 4
Mathematical models
A mathematical model that describes the phenomena occurring within a flotation tank
that can be used to simulate the process in more than two dimensions would enhance the
scope of the studies of flotation froths carried out up to now. Three-dimensional simu-
lations are computationally intensive, so care must be taken when defining the strategy
to solve for a particular model.
In addition, a time dependent model for flotation would offer the opportunity to study
the behaviour of the different phases comprising the froth when disturbances occur. A
transient model could thus be used for process control applications.
To develop such a model, it is necessary to consider the three basic processes involved,
namely the flow of foam through the cell, the transport of liquid in the foam, and the
transport of solids within the froth. Mathematical models for the first two processes,
that extend previous work on the field, are presented in this chapter.
A model for the flowing foam can be based on existing models for two-dimensional
flow, although in order to allow for three dimensions and arbitrary geometries, a different
approach is needed. Furthermore, whilst some assumptions can be made to simplify this
model, which are valid for most flotation foams, it is also of interest to evaluate the ways
in which a more complex foam flow could be predicted.
On the other hand, the behaviour of liquid within the foam is an important indication
of the cell performance. Since in flotation the grade of the concentrate is affected by the
entrainment of undesired material that reports to the concentrate along with the liquid,
maintaining low levels of water recovery is essential. Therefore, the ability to model
the drainage and liquid content through the foam can positively impact on the task of
equipment evaluation and design.
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4.1 Foam motion
The motion of a foam or froth is an important aspect for modelling flotation. The velocity
in which foam moves in a flotation cell will affect the drainage of liquid as will be seen in
Section 4.2. Therefore an adequate model for the foam flow pattern, that can be applied
to multiple dimensions, is needed.
It has been found that Laplace’s equation provides a good approximation of a flow-
ing foam. Moys (1984) and Murphy et al. (1996) proved that for a rectangular system,
and Neethling & Cilliers (1999) extended the same concept to arbitrary two-dimensional
geometries and found it to accurately predict experimental flow trajectories and residence
times. All these approaches solve Laplace’s equation in two dimension for a stream func-
tion, Ψ, from which the foam flow streamlines can be obtained.
However, stream functions are limited to two-dimensional flow, or axisymmetric three-
dimensional flow, thus this representation is not adequate for the desired foam flow model
for arbitrary geometries, and therefore not necessarily axisymmetric flow. Nevertheless,
this limitation can be overcome by representing the foam velocity vector in terms of a
scalar potential field.
4.1.1 Foam velocity potential
Flowing foams typically present low shear stress and therefore the system can be consid-
ered irrotational, thus the foam can be assumed to have no vorticity (no curl of velocity),
ω = ∇× v = 0,
where v is the foam velocity, and ω is the vorticity field.
In general vorticity is hard to generate away from the boundaries thus flows that start
irrotational tend to stay that way. For foams this is an acceptable assumption since they
usually present gentle bending of the bubble flow lines; they also experience slip at the
walls of the containers, so very little shear stress is induced.
It is standard for irrotational flows to write the velocity field as the gradient of a
scalar function. The foam velocity can then be expressed as
v = ∇φ, (4.1)
where φ is defined as the velocity potential function.
Further, in flotation systems, which consist of relatively dry foams, pressure changes
in the bubbles caused by the liquid in the Plateau borders and lamellae can be neglected.
It can be assumed that no changes in the volume of foam result due to changes in pressure,
and therefore the system can be considered incompressible.
If it is considered that the flowing foam is incompressible then
∇ · v = 0, (4.2)
which applied to Equation (4.1) leads to
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∇2φ = 0. (4.3)
This is, the velocity potential satisfies Laplace’s equation. Thus, by finding the values
for the velocity potential in the domain, the velocity can be obtained. Further, lines of
constant φ, called potential lines of flow, are perpendicular to the flow streamlines. In
order to keep generality in the multidimensional model, this work will make use of poten-
tial function for the calculations of the foam velocity for both two and three-dimensional
flows.
4.1.2 Laplace’s equation
Laplace’s equation and its inhomogeneous counterpart, Poisson’s equation, are important
partial differential equations (PDE) that govern the equilibrium mechanics of multidi-
mensional media. Laplace’s equation occurs in a variety of problems in a range of fields
of studies in engineering and physics (Olver, 2006; Ang, 2007). Moreover, Laplace’s equa-
tion is the simplest example of an elliptic PDE, and its solutions are known as harmonic
functions.
This equation describes an equilibrium configuration, since its solution in the bounded
domain Ω is determined by the values on the boundary of the domain, denoted ∂Ω (Olver,
2006). A solution to Laplace’s equation is uniquely determined if (1) the value of the
function is specified on all boundaries (Dirichlet boundary conditions) or (2) the normal
derivative of the function is specified on all boundaries (Neumann boundary conditions).
Nevertheless, explicit solutions to boundary value problems for Laplace’s equation
are few and, in most cases, exact solution formulae are only available for specific domain
geometries. Suitable numerical approximation schemes that can accurately evaluate the
desired solution for arbitrary domains are therefore needed (Ang, 2007). An especially
powerful class of numerical algorithms for solving elliptic boundary value problems are
the finite element methods.
4.1.3 Boundary conditions
To approximate Laplace’s equation in terms of a finite element representation, Neumann
boundary conditions can be defined to represent the value of the normal derivative of the
velocity potential at each boundary. From Equation (4.1) it can be seen that this value
is precisely the velocity of the foam normal to the boundary of interest.
A potential can therefore be described for the foam velocity vector field in terms of
its effects at the boundaries. These effects can be calculated since they depend on the
permeability of the boundary being considered. In this way, for a specific problem, the
value of the foam velocity at the boundaries can be defined in terms of the gas flowrate,
the geometry of the system and the air recovery.
In order to aid the description of the boundary conditions, let us consider the schematic
of a Denver-type flotation cell, shown in Figure 4.1. The bottom half of the cell represents
the pulp phase whereas the top half, corresponding to the foam phase, is the region of
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interest for the models presented in this work. The area at the interface between the two
phases, AI , is the inflow boundary; the area AO is the outflow at which the foam leaves
the cell, whereas the rest of the foam bursts at the top surface, with area AS ; the other














Figure 4.1: Schematic of a Denver-type flotation cell showing the boundaries for the foam
phase: AI is the inflow boundary, AO is the outflow and AS is the bursting foam at the
top, with the other boundaries in the domain being the walls of the tank.
The boundary conditions can then be defined as follows:
• At the solid walls:
The solids walls are impermeable, or fully insulated, so the normal component of
the velocity vanishes at the boundary, and no fluid is can flow across. If n represents
the normal to the boundary, this no-flux condition can be expressed as follows:
∇φ · n = 0. (4.4)
• At the liquid/foam interface, AI :
This permeable interface is a source and the normal derivative of the potential de-
pends on its discharge rate (the air flowrate to the cell, Qa) and the cross sectional
area of the boundary:
∇φ · n = −Qa
AI
. (4.5)
• At the outflow, AO:
This is the zone after the weir where the foam flows as unbroken bubbles. The
amount of air that enters the cell and leaves it as unburst bubbles, obtained by
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multiplying Qa by the air recovery, α, must be divided by the cross sectional area
of the boundary, which is given by the length of the overflowing lip and the height
of the foam over the lip:
∇φ · n = Qaα
AO
. (4.6)
• At the top surface of the foam, AS :
At the top of the system the bursting of bubbles causes air to leave the cell, there-
fore it is a permeable boundary and its value will consider the amount of air that
is not recovered:
∇φ · n = Qa(1− α)
AS
. (4.7)
It can be noticed that values for the Neumann boundary conditions are negative in
the case of an inflow and positive where the foam is leaving the cell. It is important
to emphasise that the use of Equations (4.4) to (4.7) can be extended to accommodate
for the boundary conditions of an arbitrarily shaped flotation tank and also to flotation
cells with multiple inflows or overflows, as long as the appropriate amount of air passing
through the boundaries is considered. This is of particular interest for the modelling of
internal launders, as it would be shown later on this work.
4.1.4 Finite element discretisation
Let us consider Equation (4.3) on some domain Ω; changing the sign for convenience
yields
−∇2φ = 0. (4.8)
This is to be solved with boundary conditions χ at the boundaries Γ
∇φ · n = χ. (4.9)




Ni∇2φ dV = 0,
which following integration by parts becomes∫
Ω
∇Ni · ∇φ dV −
∫
Γ
Ni∇φ · n dA = 0. (4.10)
The discrete versions of the solution and the boundary conditions can be represented





































The matrix Aij will consist mostly of zeros, unless the nodes i and j belong to the
same element. This is important since for the calculations involving this sparse matrix it
is possible to store only the non-zero entries (by using a compressed sparse row), making









∇Ni · ∇Nj dV, (4.13)
where the subscript e indicates that the operations are performed for each element. In a
similar manner, a surface element-wise matrix can be assembled for Sij .
Since Neumann boundary conditions are defined for all the boundaries, the potential
function field is defined up to an arbitrary additive constant. Therefore a reference node
that sets the value of the potential to zero at a single point must be specified in order to fix
the additive constant. The system in matrix form can then be solved with an appropriate
linear matrix solver and preconditioner. Being a symmetric matrix, a conjugate gradient
method can be applied.
4.1.5 Considerations for more complex foam flows
The assumption of irrotationality for the foam flow model discussed in Section 4.1.1
needs to be taken with caution. Viscous effects may be limited, yet present in boundary
layers for complex geometries or high air rates, in which case it may be necessary to
consider vorticity and therefore the apparent froth viscosity of the system. Although the
cases covered in this work, and flotation foams and froths in general, are not expected to
require such a consideration, it is worth exploring the ways in which a multidimensional
model requiring the foam to be considered rotational could be implemented.
One approach is to characterise the flotation froth by its rheological behaviour, typi-
cally as a non-Newtonian fluid. Exerowa & Kruglyakov (1998) present a comprehensive
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review of the study of rheological properties of foams; whilst there appears to be no
consensus on the most appropriate model to represent foam rheology, it is evident that
the effect of geometrical parameters of the device used to study the foam flow, the effect
of surfactants and bubble size distribution, amongst other variables, remains unclear.
A simple approximation to the foam behaviour can be provided by considering the
system as a Bingham plastic (Weaire & Hutzler, 1999). This is, foams present a yield
stress below which there is no strain rate and above which they will flow with a linear
elastic modulus.
On the other hand, Shi & Zheng (2003) measured froth rheology on industrial scale
flotation tanks and found it to exhibit pseudoplastic characteristics (apparent viscosity
decreases with increasing rate of shear stress). They made clear though that such a
measurement can not be easily extrapolated from one system to another. Since the
apparent viscosity varies with flow rate, using rheology measurements to predict the
foam flow would require knowing the values for the local viscosity, and therefore those of
the shear rates through the system.
The calculation of the velocities at each point in the system would be computationally
intensive, and a different approach proposed by Neethling & Cilliers (2003) is to consider
the Navier-Stokes equations in terms of vorticity, whilst solving for a vorticity dependent
stream function. Some simplifications for a two-dimensional system led to a model that
considers the effective viscosity and the froth behaviour as a Bingham fluid.
A different approach is required to obtain a model that can be applied in three
dimensions if vorticity is to be taken into account in the formulation. The formulation
of the velocity based just on a potential, considered in Equation (4.1), clearly would not
suffice. This could be addressed by making use of the Helmholtz decomposition for the
foam velocity vector. That is, the foam velocity field can be considered as the sum of
an irrotational, and therefore curl-free, vector field (the gradient of a scalar potential φ)
and a solenoidal or incompressible, thus divergence-free, vector field (the curl of a vector
potential A).
The Helmholtz’s decomposition of v is given by
v = ∇φ+∇×A, (4.14)
where the vector potential A can chosen to be divergence-free, and therefore
∇·A = 0. (4.15)
A foam velocity v is required, such that the system considers rotationality:
∇× v = ω, (4.16)
whilst the flow is still considered to be incompressible (Equation (4.2)).
By combining Equation (4.14) with each of the two previous equations for the velocity
different models can be obtained.
Let us first substitute the velocity from Equation (4.14) into Equation (4.2) to obtain
∇·(∇×A) +∇·(∇φ) = 0.
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Since the ∇·(∇×) operator always leads to zero, Laplace’s equation (Equation (4.3)) is
obtained, which can be solved as a boundary condition problem similarly to the procedure
detailed in Section 4.1.2.
On the other hand, if the curl operator is applied to Equation (4.14) by combining it
with Equation (4.16), the following equation arises:
∇×(∇×A) +∇×(∇φ) = ω.
Taking into account that ∇×(∇φ) = 0, it follows
∇×(∇×A) = ω. (4.17)
At this point the definition of the vector Laplacian operator is useful. A vector
Laplacian can be defined for a vector A by
∇2A = ∇(∇·A)−∇×(∇×A).
In the interest of clarity, instead of using the common notation to the scalar Laplacian op-
erator, ∇2, the vector Laplacian is sometimes denoted asF. In this way, Equation (4.17)
is transformed into
∇(∇·A)−FA = ω,
and since A has been chosen to be divergence free (Equation (4.15)), it results in
FA = ω. (4.18)
Equation (4.18) is a vector Poisson’s equation, and can be solved for A, given a known
ω, if appropriate boundary conditions are provided. In this way, after solving for φ and
A, the foam velocity could be obtained from Equation (4.14).
An expression for the vorticity vector on the RHS of Equation (4.18) is still needed.
By considering the following identity:




− v × ω,







− v × ω = −1
ρ
∇p+ η∇2v, (4.19)
then by taking its curl the following vorticity equation is obtained:
∂ω
∂t
−∇×(v × ω) = 1
ρ2
(∇ρ×∇p) + η∇2ω.
Note that the curl of the second term in Equation (4.19) is zero. Further, if density
changes in the foam are neglected, the previous equation becomes
∂ω
∂t
−∇×(v × ω) = η∇2ω.
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The viscosity term, varying with shear rate and position, can be calculated from the
preferred non-Newtonian model. This will invariably lead to the necessity of solving
the vorticity equation in combination with equations describing the drainage of liquid
in foams, since the parameters on the rheological model will be affected by the liquid
content in the foam.
Nevertheless, for a known vorticity field, ω, Equation (4.18) could be solved. The
treatment of the vector Laplacian was the subject of study by Moon & Spencer (1953),
who developed a general equation for the vector Laplacian in any coordinate system;
fortunately, if the present formulation were required it would be implemented in Cartesian
coordinates, avoiding a great amount of complexity. The reason for that is that in
Cartesian coordinates each component of FA has the same form as ∇2A. Thus a
Laplacian for each component could be solved separately.
It will also need to be considered that finding adequate boundary conditions for
the vector potential A is not trivial. In contrast to the irrotational component of the
velocity potential equation, ∇2φ for which values of ∂φ/∂n can be defined as Neumann
boundary conditions, for the solenoidal component∇×A, curl boundary conditions would
be needed.
4.2 Drainage of liquid in foam
Verbist et al. (1996) and Goldshtein et al. (1996) considered three forces acting on the
drainage of liquid through a foam: gravity, capillary and viscous dissipation. They
considered the transient drainage of liquid, although only in one dimension and for a
static foam. Neethling et al. (2000) extended the work to two dimensions and included
the effect of gas motion to accommodate for a flotation foam. Nevertheless, this work was
for the steady state drainage of liquid on the foam. By extending the formulations of the
forces mentioned above to three dimensions, the following mathematical representations
are obtained:
• Gravity
The force due to gravity, FG, acts only in the vertical, causing flow of liquid down-






ρ = liquid density,
g = acceleration due to gravity.
• Capillary forces
This force, FC , opposes gravity and it is due to variations in the pressure of the
Chapter 4. Mathematical models 41
liquid within the Plateau borders, Pl. Since the cross-sectional area of the Plateau
border network decreases with foam height, the radius of curvature of their sides
also decreases, with the subsequent lower liquid pressure profile with height that
causes an upward movement of the liquid in the Plateau border channels. This can
be expressed as
FC = −∇Pl. (4.20)
The Young-Laplace equation allows the pressure difference to be related to the
shape of a surface, in this case defined by the curvature of the Plateau borders,
thus




Pg = gas pressure in the bubbles,
γ = surface tension,
RPB = radius of curvature of the Plateau borders (a function of bubble size).
If it is considered that the internal pressure of the bubbles, Pg, is constant through
the foam (the incompressibility assumption previously discussed in Section 4.1.1),







Moreover, the capillary force can be described in terms of the Plateau border cross-
sectional area, A, if this is assumed symmetric. Following the geometrical consid-
erations by Verbist et al. (1996)
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• Viscous dissipation
The upward foam flow causes the Plateau borders to exert a viscous drag on the
liquid. Following Verbist et al. (1996) the dissipation due to this force is propor-
tional to the liquid velocity in the channels (the velocity of the liquid relative to
the foam) and inversely proportional to their cross sectional area, with a propor-
tionality constant being the liquid apparent viscosity. This apparent viscosity is
obtained by multiplying the bulk liquid viscosity by the drag coefficient CPB, a
factor based on the shape of the Plateau borders, and also by a factor of 3, which
is obtained by accounting for the random orientation of the Plateau borders that
causes the liquid to travel extra distance if compared to the straight line between
two points (Verbist et al., 1996). As pointed out by Neethling & Cilliers (2009),
values for the drag coefficient in flotation froths have not been determined, and






urel = liquid velocity relative to the foam,
η = liquid viscosity.
Following Neethling et al. (2000), the overall liquid velocity, u, can be obtained as
the sum of relative liquid velocity urel and the foam velocity v:
u = urel + v,
so Equation (4.23) can be calculated in terms of the actual velocity of the liquid in
the system.
Since the forces described above are balanced, their sum is zero, thus




























Rearranging the terms gives
k1A+ k2A−1/2∇A+ (u− v) = 0, (4.24)
where:












The only liquid being considered is that within the Plateau borders, therefore the
liquid content of the foam, ε, can be defined as the ratio of the volume of liquid in the
Plateau borders and the volume of the system. This is
ε =
(A)(length of Plateau borders)
volume of the system
.
Following Neethling et al. (2000), in order to convert the balance from being over a single
Plateau border to being over a volume of foam containing many of these channels, the
variable λ is defined as the local Plateau border length per unit volume, which results in
ε = Aλ. (4.27)
To determine the length of the Plateau borders per unit volume, Neethling et al.
(2000) proposed to express the local bubble volume in terms of the radius of the circum-
scribing sphere of a dodecahedron, R. Thus λ can be obtained by dividing the length of







where ψ is the “Golden Ratio”: (1 +
√
5)/2.
On the other hand, the density of the system can be considered as the product of the
liquid density, ρ, and the liquid volume fraction, ε. The continuity equation required to
model the transient behaviour of the liquid in the foam is therefore
∂ρε
∂t
+∇ · (ρεu) = 0.
If the liquid density is assumed constant, it disappears from the continuity equation, thus
∂ε
∂t
+∇ · (εu) = 0. (4.28)
4.2.1 An analogy to the compressible Navier-Stokes equations
The complexity of the equations that describe the drainage of liquid in foams may be
a limitation for its numerical solution in more than two dimensions. The nonlinearities
involved (Equation (4.24)) and the additional computations required to solve a transient
system impose a challenge for modelling complicated cases.
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The Navier-Stokes equations on the other hand have the advantage of well developed
numerical methodologies. Thus, an analogy between the equations for liquid drainage in
foams and the Navier-Stokes equations can greatly benefit the scopes of the simulations
when modelling foam drainage problems. Such an analogy is described in this section.
Let us consider the Navier-Stokes equations, for a fluid with velocity u and pressure




+ σu = −∇p+ S, (4.29)
where σ is an absorption, S is a source term, and the first term on the equation contains






+ u · ∇u.




+∇ · (ρu) = 0. (4.30)
A similarity between Equation (4.29) and the model for drainage of liquid in foams,
obtained from the force balance, can be seen by rearranging Equation (4.24) as follows:
A1/2
k2






and it is evident for the continuity equations (Equations (4.28) and (4.30)).
This analogy would require an absence of the first term on the left hand side of
Equation (4.29). The pressure gradient, −∇p, can be replaced by the gradient of the
Plateau borders cross sectional area, ∇A. Nevertheless, this is not as simple as taking
p = A. This can be seen by considering Equation 4.27 and the fact that pressure could
take values of zero when solving the equations; a complication arises form the fact that
a zero pressure should not result in the liquid content being zero. It is therefore more
convenient to define the Plateau borders cross sectional area, A, as the sum of a constant
pressure pa and a variable one, p.
The analogy to Navier-Stokes is completed by considering the following definition for











The drainage equation for the analogy, in terms of Equations (4.31) and (4.32) be-
comes
σu = −∇p+ S, (4.33)
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with an equation of state of the form
ρ = (p+ pa)λ, (4.34)
where ρ represents the liquid content, ε, allowing Equation (4.30) to remain as the con-
tinuity equation for the model. It is important to note that the value for pa for a specific
system can be calculated by substituting the other terms in Equation (4.34) by their
known values at the liquid-foam interface, as will be shown in Section 4.2.2.
Summarising, an analogy for obtaining a Navier-Stokes form of the foam drainage














• ρ = (p+ pa)λ .
This analogy provides an interesting approach to the foam drainage equation that has
not been considered previously, and allows the implementation of a numerical model that
can be applied in multiple dimensions. For the sake of clarity for the rest of this chapter
the variables considered for the model of liquid drainage will be those of the compressible
Navier-Stokes instead of liquid content ε and the Plateau borders cross sectional area A.
4.2.2 Boundary conditions
Equations (4.29) and (4.30) can be solved as a boundary value problem, that would
require boundary conditions for liquid velocity, pressure and density.
• At the liquid-foam interface:
The bubbles entering the foam can be considered to be nearly spherical and by con-
sidering the type of packing they present it is possible to obtain the cross sectional
area of the Plateau borders in terms of the liquid content for those considerations
and the value for λ. A random packing at the bottom of the domain results in a
liquid fraction of approximately 0.36 (Neethling et al., 2003).
A Dirichlet boundary condition can therefore be applied for density as
ρ = 0.36.
Furthermore, for consistency, and due to the equation of state (Equation (4.34)), a
Dirichlet boundary condition is also required for pressure. This can be conveniently
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defined as
p = 0,
which will define at the same time the value for the constant pa for a known value
of λ at the bottom of the domain.
• At the walls and top surface:
There is no flux of liquid through the solid walls of the flotation vessel, with the
same condition applicable at the top surface of a foam or froth (only permeable to
gas), so the boundary conditions for liquid velocity can be expressed for both as a
no normal flow in the form
u · n = 0.
• At the outflow boundaries:
At the boundaries where the foam overflows, reporting to the concentrate as un-
broken bubbles, it can be considered that the liquid is only carried over the weirs
due to the foam flow normal to the boundary. Thus, the liquid velocity normal to
the boundary is considered to be the same as the normal component of the foam
velocity, thus
u · n = v · n.
The differences between applying these boundary conditions weakly or strongly will
be discussed in Chapter 5.
4.2.3 Finite element discretisation
Let us represent the solution for the liquid velocity in a foam with domain Ω, and with





where Nj is the trial function; following the Galerkin method used for this finite element






This form for u and p is substituted into the equation for drainage based on the
analogy to Navier-Stokes, Equation (4.33), leading to a discretisation of the form
MσLu
n+1 = Cpn+1 + Sn+1, (4.35)
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σNi dV for i = j,
0 otherwise.
MσL is an approximation of the mass matrix which is convenient for continuous Galerkin
discretisations since a lumped mass matrix is diagonal and trivial to invert. C in Equa-
tion (4.35) is the matrix for the discretisation of the gradient operator, obtained after











































In the same way, using the test function Mi, the discretisation of the continuity





















dV = 0. (4.36)














n+1n ·un+1 dA, (4.37)
where ρ˜n+1 is the best approximation for the density.
Once discretised, Equation (4.37) becomes CTPu
n+1, where CTP is the matrix for the
discretised dot product of the gradient operator:






































If the density is represented using the same basis from the pressure: ρ =
∑M
j=1Mjρj , the





and the discretised continuity equation can be expressed as
CTPu




In order to solve Equation (4.35) and Equation (4.38) together to get pn+1, Equa-
























(pn+1 − pa)λ+ Mρ∆t ρ
n −CTPM−1σL Sn+1,
















ρn −CTPM−1σL Sn+1. (4.39)
Finally, Equation (4.39) can be solved for pn+1, whereas un+1 can then be calculated
from Equation (4.35).
It is important to note that the discretisation derived above corresponds to a P1P1
element pair; if a discontinuous Galerkin discretisation of velocity is used, the mass matrix
becomes easier to invert since the tests functions only overlap if they are associated with
nodes in the same element thus the mass matrix takes on a block-diagonal form (AMCG,
2010), for which lumping is not required. P1P1 and different PnDGPn+1 discretisations
are compared in the next chapter.
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4.3 Coalescence
As it has been discussed in Chapter 2, coalescence is a complex process, and although
extensive research has been carried out, both theoretical and experimental, most of it
has been focussed on steady state foams. Nevertheless, a model based on the effect that
film rupture has on the bubble size distribution within the foam can be applied to the
time dependant model for liquid drainage developed in this work. Models such as those
described by Neethling & Cilliers (2003), Neethling et al. (2005) and Ireland (2009),
could be applied to the present formulation to evaluate if a critical Plateau border area is
reached somewhere in the domain and therefore a coalescence event taking place could be
defined in terms of the bubble size not only locally but also on the time step iterations.
However, in order to avoid adding more complexity to the model at this stage, simple
coalescence criteria can be considered through the foam by defining a change in bubble
size with position. For the simulations in this work, either constant bubble size or
linear changes with foam height were used, but more complex functions in terms of the
coordinates would be as easily defined in the model.
4.4 Summary
A model that describes the trajectory of a flowing foam by solving Laplace’s equation
for a scalar potential field in arbitrary dimensions has been obtained. The boundary
conditions for this model make use of the air recovery, an important parameter unique
to froth flotation, and also of the air flowrate to the tank and the dimensions of the cell.
This model can be applied to flotation cells regardless of their shape and without the
need of symmetric flow required in previous approaches to the problem.
A fundamentally based model for the drainage of liquid in foams has not only been
expanded so that multiple dimensions can be considered, but also to solve for the unsteady
flow in order to be able to analyse the dynamics occurring during the process. This
model for the transport of liquid within the foam makes use of an analogy that allows
the drainage to be modelled using a Navier-Stokes formulation, and represents the first
attempt to model the transient behaviour of the liquid in the froth phase of a flotation
cell in more than two dimensions.
The advantage of exploiting the similitude between the drainage equations and the
Navier-Stokes equations is that it makes possible to use numerical techniques and strate-
gies that have been developed and implemented to solve for the latter, and that can be
accommodated to be suitable for the current model. This is of particular relevance due
to the fact that the system is highly nonlinear, and also because of the computational
cost added when solving in three dimensions, especially since for the process of liquid
drainage in foams, boundary conditions develop regardless of the scale of the tank, which
are to be resolved in detail in order to obtain an accurate prediction of the phenomena
occurring in the tank. The implementation of the finite element discretisations presented
in this chapter and the verification of the models for foam flow and drainage of liquid in
foams are the subject of Chapter 5.
Chapter 5
Implementation of models and
code verification
The models described in Chapter 4 were implemented in Fluidity, a general purpose CFD
code capable of solving numerically the Navier-Stokes and accompanying field equations
on arbitrary unstructured finite element meshes.
Three mathematical concepts are of high importance on CFD (Versteeg & Malalasek-
era, 1995): convergence, consistency and stability. Convergence is the property of a nu-
merical method to produce a solution which approaches the exact solution as the grid
spacing is reduced to zero. Consistency refers to numerical schemes that produce systems
of algebraic equations which can be demonstrated to be equivalent to the original gov-
erning equations as the grid spacing tends to zero. Stability is associated with damping
of errors as the numerical method proceeds.
Numerical simulations were carried out to test the correct implementation of the
models for foam flow and liquid drainage. This chapter analyses the results from these
simulations and describes the convergence analysis carried out for both models. It also
discusses, for the liquid content model, the effect that different element pairs for velocity
and pressure (effectively velocity and the PB cross sectional area according to the analogy
suggested) have on stability. The benefits of using adaptive meshes are also explored,
since boundary layers are present in the drainage of liquid in foams, and this technique
can result not only in higher accuracy of the solutions but also in lower computational
power requirements.
In this chapter and in those to follow, Gmsh an open source finite element grid
generator, with a build-in CAD engine (Geuzaine & Remacle, 2009), has been used to
create the geometries and to generate the meshes for the domains being studied. The
input files for the simulations have been created in Diamond, a graphical user interface
(GUI) for writing options files in the model-independent problem description language
Spud (Ham et al., 2009).
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5.1 Implementation
To solve for the foam flotation models, Fluidity, an open source CFD code that makes
use of finite element discretisations on unstructured meshes, was selected. An important
advantage of using Fluidity to solve the analogy for drainage of liquid in foams described
in Chapter 4, is the benefit that can be obtained from an already implemented and robust
strategy to solve for the Navier-Stokes equations. It also offers interesting features as
mesh adaptivity and a range of element pairs for solving the velocity and pressure fields
using mixed formulations.
A branch of Fluidity was created to implement the models presented in Chapter 4.
The models for foam flow and liquid drainage were implemented in two separate sub-
routines that were added to the branch. All other changes required to comply with the
analogy presented were done by adapting existing subroutines.
The first subroutine solves for the foam velocity potential and the foam velocity.
In order to solve the discretised Laplace’s equation in matrix form obtained in Equa-
tion (4.12),the element-wise matrix in Equation (4.13) is assembled by looping over the
elements and making use of the Finite Element Method library within Fluidity : Fem-
tools. Similarly, and after getting the specified boundary conditions, a loop over the
surface elements is performed to obtain a surface element-wise matrix. At this point,
since Neumann boundary conditions are required for all the boundaries, a reference node
is defined so the value of the potential is set to zero at a single point. The subroutine then
calls PETSc to solve the matrix system and obtain the velocity potential field. Finally,
by taking the finite element gradient of the potential the foam velocity field is obtained.
This subroutine is called inside Fluidity ’s nonlinear iterations loop, before solving the
momentum and continuity equations.
The other subroutine added to the code has the purpose of setting the values for the
source and absorption fields, the former implemented as a vector field, contrary to the
original default option. It is important to note the relevance of the source and absorption
fields in the model, since the highly nonlinear terms in the analogy belong to these two
fields, with the additional complexity of being defined in terms of the pressure, which
is to be solved as well. In the subroutine, before setting the values for the source and
absorption, the fields that define these terms are remapped to the meshes that correspond
to the source and absorption, respectively, so different element types can be used for
different fields. Moreover, in order to allow the calculation of the amount of liquid
passing through the boundaries, a field is defined as the product, at every node, of the
liquid content and the liquid velocity, whose surface integral over the boundaries yields
the desired quantity. This subroutine is called before Fluidity assembles the momentum
equation.
Further, once the source and absorption terms are defined, the pressure, density and
velocity fields can be solved using a compressible approach, through an equation of state
(Equation (4.34)) that relates pressure and density. Options for solving this equation
for the liquid drainage analogy were added to an existing subroutine for compressible
equations of state.
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The analogy to the Navier-Stokes equations presented in Chapter 4 also requires the
first term in Equation (4.29) to be zero; this is achieved by removing the mass terms
from the velocity equation. An equation type in Fluidity is defined to solve the velocity
for the drainage of liquid in foams; the equation type defines a dummy variable for the
density so the code deals with it differently than the density on the continuity equation.
Since in Fluidity it is possible to specify fields by providing functions using the Python
interpreted programming language, the bubble size for the model can be customised to
accommodate any function in terms of space and time. Thus far this feature has been
used for the definition of either constant or linear changes through the height of the foam,
although more complex models can be implemented.
Moreover, Dirichlet and Neumann boundary conditions available in Fluidity were
used for the drainage model, but a different implementation of a boundary condition
was required to allow for the liquid velocity at the outflows to be set the same as the
foam velocity normal to the boundary. A Dirichlet boundary condition option for liquid
velocity was set up to define this for either boundaries aligned to the Cartesian or aligned
to the surface of interest, the latter making use of the options for rotated boundary
conditions implemented in Fluidity.
5.2 Convergence analysis
Following Roache (1998), let us consider in this section the verification process of a nu-
merical model as the demonstration that the equations and specified boundary conditions
are solved correctly, with some order of accuracy and consistently, so a solution to the
continuum equation is produced, as opposed to the validation process, that relates the
solution with the physical problem of interest.
The definition of order of convergence is based on the behaviour of the error of the
discrete solution; error is defined here as the difference between the discrete solution (a
function f of the the mesh spacing ∆x) and the exact solution to the continuum partial
differential equation, fexact (Roache, 1998). Thus,
E = f(∆x)− fexact.
Based on a series expansion, the error can also be defined in terms of the mesh spacing
∆x, as a measure of the discretisation, and the order of grid convergence, κ, by
E = CE(∆x)κ +H.O.T., (5.1)
where CE is a coefficient independent of the mesh spacing and H.O.T. are higher order
terms.
By taking the logarithm of both sides of Equation (5.1) an equation of a line is
obtained, and it is clear that the order of convergence can be obtained from the slope, κ,
in
logE = logCE + κ∆x. (5.2)
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From Equation (5.2) and applying logarithmic properties, it arises that for any two
consecutive tests, let us say 1 and 2, the convergence rate can be obtained by taking the
logarithm base r of the ratio of the respective errors, where r is the rate at which the






This method of determining the order of convergence is applied in the following
sections for the foam velocity potential and the liquid drainage models.
5.2.1 Foam velocity potential model
To carry out a convergence analysis for the foam velocity potential field, a domain rep-
resenting a square flotation cell with two opposite overflows was selected. The length of
the sides of the tank is 0.39 m and its height 0.085 m, with the overflow at each side
reaching a height of 0.0245 m. An air flowrate of 2.58x10−3 m3/s was considered, and
the total air recovery was set to 30%.
The potential, φ, was represented using piecewise linear functions, and decreasing
mesh spacing for each test was defined as shown in Table 5.1; as it can be noticed, the
edge length of the elements conforming the mesh was halved for every consecutive test.






Table 5.1: Mesh spacing for the velocity potential convergence tests.
The unstructured triangular meshes are shown in Figure 5.1, except from mesh E
that can not be shown in the same scale due to the fine element size. An additional mesh
was obtained by further refining mesh E (using the same r = 2) and it was used to obtain
a field for the velocity potential that was considered to be the exact solution φ∗. Since
there is no analytical solution to determine the error in the tests, the error calculation
was achieved by constructing a supermesh (Farrell et al., 2009) to interpolate between
the field in the tests and that on the higher resolution mesh.
The conjugate gradient method was selected as the solver, with the Eisenstat method
as preconditioner. The numerical solutions for foam velocity potential at different mesh
spacing and the scalar absolute difference between each solution and the higher resolu-
tion reference field are presented in Figure 5.2. It can be seen that the smoothness of
the solution increases with mesh resolution, and the difference between the calculated
potential and the reference value decreases with mesh refinement.
The scalar absolute difference is also required to obtain the L2 norm of the error,
defined as





Figure 5.1: Unstructured meshes (tests A–D) decreasing in edge length (see table 5.1)
for the convergence analysis for velocity potential.






Figure 5.2: Numerical solutions for foam velocity potential for different mesh spacing
(see Table 5.1) and scalar absolute difference fields by comparing those potentials with
the value obtained using a high resolution mesh.
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Eφ = ||φ− φ∗||L2 =
√∫
Ω
|φ− φ∗|2 dA ,
so the order of convergence can be obtained from Equation (5.3) for every consecutive
pair of mesh tests. The results from this calculations are shown in Table 5.2, and they
indicate an order of convergence close to 2. The errors for each test are plotted in
logarithmic scale in Figure 5.3, where the slope for a quadratic order of convergence is
also plotted in order to aid the comparison.















































Quadratic order of 
convergence
Figure 5.3: Convergence plot for foam velocity potential showing the L2 norm of error
against element edge length.
5.2.2 Liquid drainage model
In order to find the most suitable element pair for the drainage equations, different
element pairs implemented in Fluidity were tested. A square domain of side L = 0.1m
was defined and discretised using a decreasing mesh spacing for each test; the mesh edge
length was set to be half of its previous value for every consecutive test. The edge length
values can be seen in Table 5.3 whilst the meshes are shown in Figure 5.4 (except for
mesh E, due to the fine element size).
An analytical solution for the drainage equation at steady state (this is, when the
velocity of the liquid draining through the foam is zero) considering only an upward
flowing foam bursting at the top (zero air recovery and constant foam velocity) was
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Table 5.3: Mesh spacing for the liquid content and velocity convergence tests.
(a) Mesh A (b) Mesh B
(c) Mesh C (d) Mesh D
Figure 5.4: Unstructured meshes (tests A–D) decreasing in edge length (see table 5.3)
for the convergence analysis for liquid content.
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derived and it is detailed in Appendix A. From this analytical solution the liquid content,





























where εi is the value for the liquid content at the liquid-foam interface.
The parameters for the system considered in the simulations for the convergence
analysis are given in Table 5.4.
Surface tension, γ 3.5×10−2 N/m
Viscosity, η 1×10−3 Pa· s
Density, ρ 1×103 kg/m3
PB Drag coefficient, CPB 50
Vertical component of foam velocity, vy 2×10−3 m/s
PB length per volume, λ 1×107 m−2
Liquid content at the interface, εi 0.36
Table 5.4: Table of parameters for the simulations for the convergence analysis of liquid
drainage.
For these tests, pressure and velocity were solved using GMRES, and the Eisenstat
method as preconditioner, with both fields discretised using Galerkin methods. Also,
adaptive timestep was used, constraining the maximum value of the CFL number to 0.1.
Boundary conditions can be imposed strongly or weakly. The difference between
strong and weak boundary conditions is that the latter are not forced on the boundary
to be point-wise equal to the boundary condition. Previously defined boundary conditions
for velocity and pressure (and therefore density) were tested using both strong and weak
formulations in order to evaluate their impact on the simulations.
A first attempt was made to solve for the liquid drainage equations using piecewise
linear functions, but this P1P1 element pair led to instabilities and spurious results,
regardless of the use of strongly or weakly imposed boundary conditions. Some results
for the cases in which strong boundary conditions were used are shown in Figure 5.5 for
the numerical results for liquid content and velocity. It is important to note that the
instabilities for the fields of interest arise as the system approaches steady state, which
coincides with the compressible flow reaching the incompressible limit, as at steady state
the liquid velocity is zero. This is also a result of selecting element pairs with the same
polynomial order functions, since these are always LBB unstable (Cotter et al., 2009a).
Therefore different strategies need to be considered to obtain stable element pairs, in
particular when dealing with highly nonlinear systems, such as in the present work.
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(a) Mesh A: ε (b) Mesh A: u
(c) Mesh B: ε (d) Mesh B: u
(e) Mesh C: ε (f) Mesh C: u
Figure 5.5: Numerical solutions for different mesh spacing (see table 5.3) using a P1P1
element pair with strong boundary conditions.
By using an element pair from the PnDGPn+1 family, it is possible to achieve more
degrees of freedom in the space of the discontinuous velocity than in that of the continuous
pressure (except in meshes with a low number of elements), which is a necessary, but
not sufficient, condition for avoiding the modes with high spatial frequency but small
eigenvalues which can pollute the numerical solution with noise (Cotter et al., 2009b).
Velocity is obtained from solving equation (4.35), which includes the discretisation
of the pressure gradient operator. Since the pressure gradient needs to be evaluated in
the velocity space, the logic of using a PnDGPn+1 element pair is clear: the gradient
of the Pn+1 pressure will be a discontinuous Pn field, thus conveniently the same as
the one in which it needs to be evaluated, the velocity PnDG space. If this were not
taken into account, and a Pn+1Pn+1 element pair is used, there will be jumps between
neighbouring elements and averaging would be necessary. Nevertheless, by averaging the
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PnDG gradient back to a n+1 order velocity space, information is lost, and accuracy
is compromised. It is therefore important to select an appropriate element pair and to
include remapping of fields where necessary to make sure that every field is represented
on the most adequate mesh. This is not always possible for all the fields in a complex
model as it will be discussed later in this section.
Thus, stability can be enhanced by carefully selecting the trial functions for the finite
element discretisation, and two options for doing this were tested, namely the P0P1
and P1DGP2 element pairs. In addition the effect of the imposition of strong and weak
boundary conditions was also evaluated.
Figure 5.6 shows, for mesh B, the results at steady state for liquid content using the
different element pairs and boundary conditions evaluated. It is noticeable the lack of
noise in the numerical solutions, as opposed to the spurious modes obtained when using
a P1P1 element pair as in Figure 5.5 (c).
(a) P0P1 strong (b) P0P1 weak
(c) P1DGP2 strong (d) P1DGP2 weak
Figure 5.6: Numerical solutions at steady state for liquid content using mesh B and
the different element pairs: (a)P0P1 with strong boundary conditions; (b)P0P1 with
weak boundary conditions; (c)P1DGP2 with strong boundary conditions; (d)P1DGP2
with weak boundary conditions.
The differences between the analytical solution and the numerical results for the liquid
content (εDiff ) and for the vertical component of liquid velocity (uyDiff ), after steady
state was attained, were obtained for every mesh spacing tested. The fields showing these
differences are presented in Figures 5.7–5.10.
For all the cases evaluated, the difference between the analytical and numerical so-
lution for both liquid content and vertical velocity decreases as the mesh edge length
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decreases (although this is not visible for mesh E in Figure 5.10, it will be shown later
that the error does decrease). The main differences between the analytical solution
and the numerical results appear close to the bottom boundary, as it can be seen in Fig-
ures 5.7–5.10; this is due to the boundary layer that develops at the liquid-foam interface,
which is only resolved in detail when using higher resolution meshes.
Since in Figures 5.7–5.10 it may be difficult to appreciate the changes in εDiff and
uyDiff as the mesh is refined, a convergence analysis can provide a better way of evaluating
the effect of mesh size. The final output at steady state for liquid content and velocity
was therefore compared against the analytical solutions ε∗ and u∗i , to define the absolute
differences between numerical and analytical results over the domain Ω. The fields for
the absolute difference were used to evaluate the errors in the L2-norm:
Eε = ||ε− ε∗||L2 =
√∫
Ω
|ε− ε∗|2 dA ,
Eui = ||ui − u∗i ||L2 =
√∫
Ω
|ui − u∗i |2 dA .
Table 5.5 and Table 5.6 show the calculated order of convergence for liquid content
and the vertical component of velocity, respectively.
Test P0P1 strong P0P1 weak P1DGP2 strong P1DGP2 weak
A-B 2.4593500 1.7076914 3.3087490 2.5800735
B-C 1.8985230 1.6479021 3.3319183 2.8308343
C-D 1.9816893 1.6443478 3.4376814 2.5065212
D-E 2.0180226 2.0720185 3.4199928 3.0181097
Table 5.5: Order of convergence, κ, for liquid content using different element pairs and
boundary conditions as mesh decreases in edge length.
Test P0P1 strong P0P1 weak P1DGP2 strong P1DGP2 weak
A-B 0.8364367 −0.1838946 1.5463212 0.6661766
B-C 0.8914481 0.1152101 1.7271985 1.1319783
C-D 1.0534644 0.7157131 1.9732010 1.6407139
D-E 1.0989735 0.7819857 2.1127776 1.7398830
Table 5.6: Order of convergence, κ, for the vertical component of liquid velocity using
different element pairs and boundary conditions as mesh decreases in edge length.
For the liquid content, higher convergence rates are obtained with the P1DGP2 ele-
ment pair, as is expected due to the higher polynomial order used. The use of strong
boundary conditions yields a higher order of convergence for both element pairs when
compared to the weakly imposed option, with the only exception being the last test for
P0P1.
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(a) Mesh A: εDiff (b) Mesh A: uyDiff
(c) Mesh B: εDiff (d) Mesh B: uyDiff
(e) Mesh C: εDiff (f) Mesh C: uyDiff
(g) Mesh D: εDiff (h) Mesh D: uyDiff
(i) Mesh E: εDiff (j) Mesh E: uyDiff
Figure 5.7: Differences between analytical and numerical solutions for liquid content
(εDiff ) and the vertical component of velocity (uyDiff ) for different mesh spacing (see
table 5.3) using a P0P1 element pair with strong boundary conditions.
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(a) Mesh A: εDiff (b) Mesh A: uyDiff
(c) Mesh B: εDiff (d) Mesh B: uyDiff
(e) Mesh C: εDiff (f) Mesh C: uyDiff
(g) Mesh D: εDiff (h) Mesh D: uyDiff
(i) Mesh E: εDiff (j) Mesh E: uyDiff
Figure 5.8: Differences between analytical and numerical solutions for liquid content
(εDiff ) and the vertical component of velocity (uyDiff ) for different mesh spacing (see
table 5.3) using a P0P1 element pair with weak boundary conditions.
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(a) Mesh A: εDiff (b) Mesh A: uyDiff
(c) Mesh B: εDiff (d) Mesh B: uyDiff
(e) Mesh C: εDiff (f) Mesh C: uyDiff
(g) Mesh D: εDiff (h) Mesh D: uyDiff
(i) Mesh E: εDiff (j) Mesh E: uyDiff
Figure 5.9: Differences between analytical and numerical solutions for liquid content
(εDiff ) and the vertical component of velocity (uyDiff ) for different mesh spacing (see
table 5.3) using a P1DGP2 element pair with strong boundary conditions.
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(a) Mesh A: εDiff (b) Mesh A: uyDiff
(c) Mesh B: εDiff (d) Mesh B: uyDiff
(e) Mesh C: εDiff (f) Mesh C: uyDiff
(g) Mesh D: εDiff (h) Mesh D: uyDiff
(i) Mesh E: εDiff (j) Mesh E: uyDiff
Figure 5.10: Differences between analytical and numerical solutions for liquid content
(εDiff ) and the vertical component of velocity (uyDiff ) for different mesh spacing (see
table 5.3) using a P1DGP2 element pair with weak boundary conditions.
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Similarly, for the vertical component of velocity, the order of convergence is higher for
the piecewise linear velocity model in comparison to the piecewise constant cases. The
value of κ is always higher for the strongly imposed boundary conditions.
The convergence can also be seen by plotting the errors against the mesh spacing
in logarithmic scale. This is shown in Figures 5.11 and 5.12 for the P0P1 and P1DGP2
element pairs, respectively. In both cases the errors are lower for the strong imposition
of boundary conditions.
Similarly, Figure 5.13 shows the errors for the vertical component of the P0 velocity
and Figure 5.14 those of the P1DG velocity. It can be seen that weak boundary conditions



































Figure 5.11: Convergence plot showing the L2 norm of error for liquid content against





































Figure 5.12: Convergence plot showing the L2 norm of error for liquid content against
element edge length with a P1DGP2 element pair.
















































Figure 5.13: Convergence plot showing the L2 norm of error for the vertical component

















































Figure 5.14: Convergence plot showing the L2 norm of error for the vertical component
of liquid velocity against element edge length with a P1DGP2 element pair.
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Thus, since it decreases the error by at least an order of magnitude, a P1DGP2 element
pair is the best option in terms of accuracy of the results. Even if for some cases it may
be convenient to use P0P1 to reduce the computational cost of solving for higher order
polynomial degrees, it is important to bare in mind that a P0P1 strong formulation can
sometimes lead to stiff nodes for the pressure field. Stiff nodes can occur when using P0P1
with strong boundary conditions when a pressure node (for example nodes in elements
that are in a corner of the domain) can not influence the pressure gradient in the velocity
node which is at the centre of the element, since the value is strongly fixed because of
the strong boundary conditions.
In terms of the boundary conditions, a strong enforcement for the liquid content leads
to better results. For velocity, although the convergence rate is higher with strong bound-
ary conditions, the use of weak boundary conditions yields lower errors. Nevertheless,
a convergence analysis for P1DGP2 using weakly and strongly imposed boundary condi-
tions, for velocity and pressure respectively, results in similar orders of convergence and
error values as those obtained by applying strong boundary conditions for both fields.
The results from this analysis are shown in Figure 5.15 for liquid content and Figure 5.16




































Figure 5.15: Convergence plot showing the L2 norm of error for liquid content against
element edge length with a P1DGP2 element pair, using weak and strong boundary
conditions, respectively.
Some boundary conditions types implemented in Fluidity are only available if the
velocity boundary conditions are weakly imposed. For the simulations of liquid drainage
presented in Section 5.3 and in Chapter 7, a P1DGP2 element pair with weak and strong
boundary conditions respectively will be used.

















































Figure 5.16: Convergence plot showing the L2 norm of error for the vertical component
of liquid velocity against element edge length with a P1DGP2 element pair, using weak
and strong boundary conditions, respectively.





Table 5.7: Order of convergence, κ, for liquid content and for the vertical component of
liquid velocity as mesh decreases in edge length, for a P1DGP2 element pair, using weak
and strong boundary conditions, respectively.
5.3 Mesh adaptivity
In order to accurately resolve the boundary layers present at the liquid-foam interface,
mesh adaptivity can be used. This is of particular importance for large problems, since
using a uniform mesh size sufficiently fine to yield accurate results would be prohibitive
for most cases.
This section presents a three-dimensional case that involves a pulse of liquid draining
from the top of a static foam, with liquid being added from a section of the top of the
foam. The boundary that accounts for the liquid addition has been defined to have the
same liquid content as the liquid-foam interface, and that is the same content of the
region in which the pulse of liquid was set up. Figure 5.17 shows the domain (0.1 m
base and height, and 0.02 m width) with the liquid addition boundary at the top and
also a plot for the contour of 0.36 liquid content from the initial condition used in the
simulation.
The same parameters are those presented in Table 5.4 were used for this simulation,





Figure 5.17: Geometry and initial contour of liquid content (0.36) showing the source at
the top of the foam and the initial position of the pulse of liquid.
with the exception of the foam velocity, which was set to zero since this case only considers
a static foam. An initial liquid content in the rest of the domain was set to 0.06.
An initial unstructured mesh with uniform edge length of 0.005 m was generated and
used as the input mesh for the adaptive mesh simulation. Minimum and maximum edge
lengths were defined as 0.001 m and 0.01 m, respectively, and the mesh was forced to
adapt before starting the simulation. The field being adapted to was the liquid content,
by setting an interpolation error of 5×10−4 units. This resulted in some elements from the
initial mesh reducing or increasing in size to satisfy the adaptivity criteria. Figures 5.18a
and 5.18b show these meshes, only displaying the surface mesh for clarity. The changes
in the mesh as it underwent adapts in time are also shown in Figure 5.18.
Whilst the initial coarse mesh had only 6,553 elements, Figure 5.19 shows how this
value changed during the simulation, reaching a maximum of almost 415,000 before it
started decreasing to stabilise around 180,000. The benefit of using adaptive meshes can
be seen by considering that if a fixed mesh were used with the minimum edge length
defined before, it would have more than 592,230 elements, which is approximately 42%
more than the maximum required in the case in which adaptivity was used.
Figure 5.20 shows contours of the transient values of liquid fraction in the foam. As
the pulse of liquid moves downwards through the foam, it increases the amount of liquid
in the Plateau borders. The same effect is caused by the liquid added at the top of the
froth, and this can be seen by following the contour for the lower liquid content value in
Figures a to f (the dark blue surface), as it is compressed down and then shifted to the left
side of the domain. Moreover, the sloping wall at the right side favours the accumulation
of liquid that drains down the wall. It is therefore the left side of the domain the one
with the lower liquid content, and this is the same effect that is desired from crowders,
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(a) Initial mesh (b) Adapted mesh before start
(c) Time: 5s (d) Time: 10s
(e) Time: 15s (f) Time: 20s
(g) Time: 25s (h) Time: 30s
Figure 5.18: View of the surface mesh: (a)initial mesh with edge length 0.005m; (b)mesh
after 5 adapts were performed before starting the simulation; (c)after 5s; (d)after 10s;
(e)after 15s; (f)after 20s; (g)after 25s; (h)after 30s.
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Figure 5.19: Change in the number of elements with time as the mesh adapts.
in flotation tanks, to reduce the amount of entrained liquid. It is also possible to see how
the fraction of liquid increases for the liquid travelling down the sloping wall, and how
this rearranges the liquid content profile in the foam.
5.4 Summary
The models for foam flow and drainage of liquid in foams were successfully implemented
in Fluidity and solved using the finite element method. For the case of liquid drainage,
the analogy to the Navier-Stokes equations proved to be applicable to solve for the highly
nonlinear model. Convergence tests were used to determine the order of convergence of
the models on unstructured meshes, with satisfactory results.
Furthermore, for the model of liquid drainage it was found that the use of trial func-
tions with the same piecewise linear polynomial degree for the velocity-pressure element
pair results in spurious values that introduce noise to the numerical solution. A conver-
gence analysis for simulations using two element pairs from the PnDGPn+1 family helped
to confirm that the higher order choice, namely a piecewise linear discontinuous element
for the velocity and a piecewise quadratic element for the pressure, provide more accurate
results, but at the cost of a larger amount of computational power required. In addition,
the convergence analysis showed satisfactory orders of approximately n+1 and m+1 for
the liquid content and velocity fields respectively, with n and m being the polynomial
degree of the trial functions used. The effect on the convergence of strongly and weakly
imposed boundary conditions was also investigated, resulting in a recommended selection
of the former for the pressure and the latter for the velocity.
Moreover, important features of the model were highlighted by modelling a pulse of
liquid draining through a foam. This study case allowed the adaptive meshing capabilities
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(a) Time: 5s (b) Time: 10s
(c) Time: 15s (d) Time: 20s
(e) Time: 25s (f) Time: 30s
Figure 5.20: Contours of liquid content in the foam at different times during the simula-
tion.
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of Fluidity to be showcased when applied to a transient foam drainage problem in three
dimensions. The case studied also included addition of liquid at the top of the foam,





In Chapter 5 a CFD model was implemented that is able to predict the behaviour of liquid
in a two phase flotation system. Moreover, the model allows for the first time to study
the transient phenomena taking place within non-symmetrical flotation tanks in multiple
dimensions. In order to validate the model, experimental data are required, in particular
data that can be used to test the transient and three-dimensional capabilities of the
model. Most experimental studies for two phase foam systems have been for columns of
rising foams or for symmetrical geometries. Internal elements known as internal launders
are often added to industrial flotation cells to collect froth other than that overflowing at
the external lip. However, the impact that adding these elements can have on the system
variables has not been studied for non-symmetrical layouts.
Experiments were carried out as part of this work in order to investigate the behaviour
of a two phase flotation system under different cell configurations. A laboratory-scale
flotation tank was used to evaluate different overflow and launder layouts, and the effect
of these on flotation variables. This chapter describes the equipment and methodology
used for experiments that involved varying the air rate fed to the tank; it also presents
the results for the seven different configurations that were evaluated.
Air recovery has been successfully used as a key parameter to predict the performance
in industrial froth flotation (Hadler & Cilliers, 2009), but a single value has been so far
sufficient to describe this variable for a flotation cell under certain operating conditions.
Nevertheless, when using internal launders there can be differences in the height over the
lip of the tank that the overflowing foam reaches at different zones. The experiments in
this chapter explore these behaviour and the potential effect of this on the calculations
for air recovery at different outflows. Similarly, no data exist in the literature related to
transient changes of the parameters used to describe air recovery, and therefore for the
transient air recovery itself. Experimental data for the flotation system at unsteady state
have been obtained and analysed.
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6.1 Foam solution
Frother addition is essential to obtain the desired surface properties of the bubbles in a
flotation system. Frothers are surfactant agents that lower the surface tension of water,
therefore helping to obtain a larger number of more stable bubbles, preventing coalescence
on the pulp phase but not in the foam. DowFroth 250, a poly-propylene glycol ether,
was selected as frother for the experiments at a concentration of 5 ppm (0.005 g/l).
Commercially available frothers exist in a range of strengths and in terms of the
properties that they confer to the system. Nevertheless, a frother is not usually enough
to obtain a system that is representative of flotation drainage and coalescence in the
foam phase. A two phase system is required in which the rates of liquid drainage and
coalescence do not prevent the overflowing of foam over the lip of the tank to take place.
In a mineralised flotation froth solids are responsible for a higher liquid viscosity, thus
lowering the drainage in the Plateau borders; this effect is also desired in some degree
for a two phase system that resembles an industrial froth, and can be achieved by the
addition of viscosity modifiers that stabilise the system. A trade-off therefore exists
between the properties conferred by frothers and those that can be obtained from other
agents that increase the viscosity of the solution.
Even the use of strong frothers that enhance stability without the need for viscosity
modifiers is not representative of flotation froths. A viscosity modifier is required, but
a problem of rheological nature arises in its selection, since some of them are Non-
Newtonian, and those that are not, present practical constraints for their use. Glycerol
for example, which is a Newtonian fluid, requires a concentration on the order of 70%
weight to be effective in combination with a frother, which results highly impractical,
particularly when the volume required is high and it needs to be replaced periodically
due to degradation of the system. Xanthan gum, a pseudoplastic, was used as a viscosity
modifier for the experiments presented in this work, the downside being that the rheology
of the system is affected. Preliminary tests showed satisfactory foam characteristics when
using a concentration of 200 ppm (0.2 g/l) of Xanthan gum. The rheological behaviour of
the solution was determined using a viscometer and it is presented in Figure 6.1, where
a power law fit is also shown.
Nevertheless, when the system was run continuously and tests were carried out for a
period of four hours, without changing conditions, it was noticed that the structure of
the foam changed by the end of the tests. This was in accordance with discrepancies in
the results obtained for foam stability, using a stability column as that described in the
work by Barbian et al. (2005) but adapted for a laboratory scale tank. The maximum
height to which the foam grew for each test indicated a general trend to decrease with
test order and therefore with time (except for the last test), as is shown in Figure 6.2.
The behaviour observed on the stability column suggested a change in the chemistry
of the system, which was confirmed by taking samples and measuring the viscosity and
surface tension at different times. The readings from the viscometer showed no changes
in the period of time tested, indicating that the Xanthan gum did not degrade in that
time frame. On the other hand, a bubble tensiometer was used to determine the values




















Figure 6.1: Viscosity behaviour of the 200 ppm Xanthan gum solution, as measured
in a viscometer. The graph shows the measured viscosity in centipoise (1cP=1mPa·s)
for the viscometer operating at different revolutions per minute (rpm). A power law fit


















Figure 6.2: Maximum height (Hmax) from the stability column showing a variation on
stability with time, presented in here for consecutive tests.
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for surface tension at different times during the experiment. The results (Figure 6.3)
indicated an increase in surface tension, suggesting a loss of frother with time. A plausible
explanation for this can be related to a process observed at the top surface of the foam
in the flotation tank: the spraying of a mist of liquid as bubbles burst. Liquid particles
in the mist can be subject of evaporation, which can be put forward as the main reason




























Figure 6.3: Variation in surface tension with time, indicating a loss of surfactant.
The decrease in frother concentration with time required an amount of frother to be
added during the length of the tests. It was determined that a step-wise addition of 0.25
ppm of DowFroth 250 every thirty minutes, which coincided with the average duration
of a test for a particular air rate, prevented the changes in surface tension.
6.2 Laboratory flotation system setup
A cubic tank, 40 cm side, was used to run the flotation experiments. It was designed
so the walls could be modified to allow for a different number of overflows to be tested,
and it was surrounded by an external launder, inclined towards the front to collect the
overflowing foam.
Figure 6.4 shows a schematic of the experimental setup. Air was fed to the cell from
the laboratory compressed air line, and regulated by an air rate controller with a manual
valve. The air dispersion inside the tank was achieved by using a circular-shaped sparger,
consisting of a perforated plastic tube. This sparger was anchored to the bottom of the
tank, and located below the impeller, both centre positioned with respect to the tank.
The cell was always operated at a impeller speed of 60% its maximum of 1500 rpm, with
a Rushton turbine, 6 vertical flat blades.
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The system also included an interface level meter, consisting of a U-shaped tube from
a wall inside the tank attached to an outside frame, from which the reading could be
taken and thus froth depth could be inferred. The overflowing foam was collected in the
external launders described previously and directed to a reservoir tank, from where the
liquid was pumped back into the tank using a peristaltic pump, achieving a continuous
recycle.
Two important features for the measurements are also shown in the schematic view in
Figure 6.4, namely a camcorder and a laser. The former was used for the machine vision
analysis from which the overflow velocity was obtained whereas the latter continuously









  1 Air rate controller
  2 Flotation tank
  3 Air sparger
  4 Impeller
  5 Interface level meter
  6 External launders
  7 Camcorder
  8 Laser
  9 Peristaltic pump
10 Reservoir
Figure 6.4: Schematic of the laboratory flotation system.
6.2.1 Start-up and operation methodology
The system employed 50 litres of the aqueous solution of DowFroth 250 and Xanthan
gum described above. Concentrated stock solutions of frother and Xanthan gum were
added to water to make up for the total volume. Proper mixing was ensured during the
start-up by first adding the stock solution of Xanthan gum (placed on a magnetic plate
stirrer from its preparation and until its use) to all the water solvent in the tank, and
stirring at 60% of the impeller speed capacity for 10 minutes, after which the frother
solution was added.
At this point, the compressed air valve was opened and the air rate to the tank
regulated to provide the desired volumetric feed to the flotation cell. As the small bubbles
get to the top of the liquid phase, a liquid-foam interface starts developing, followed by
a rapid growth of the foam phase due to the action of the frother. The foam starts
overflowing when it reaches the lip of the tank, getting into the launders from where
the concentrate flows to the reservoir tank. When the level meter indicated that the
desired level was being approached (set in terms of foam height) the peristaltic pump
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was started and, based on a calibration for the volumetric flow with pump speed, it was set
to match the concentrate overflow. Measurements of the liquid overflow rate were taken
(the pump speed adjusted as necessary) until the predicted inflow matched the liquid
overflow volume. The system was then considered at steady state and measurements
could be taken (see Section 6.3).
When investigating the effects of different air rates, the same procedure involving
setting the pump rate and liquid overflow was repeated after varying the volumetric air
inlet. For a specific tank configuration the order in which the air rates were tested was
determined by randomisation.
6.3 Air recovery measurements
The importance of air recovery in flotation has been discussed in Chapter 2, and it is also
a crucial input for the model described in Chapter 4. Special attention needs therefore
to be taken when measuring this parameter during flotation experiments. Air recovery






where v ·n is the component of the foam velocity normal to the overflowing boundary, h
is the overflow height over the lip, lo is the total overflow lip length and Qa is the inlet
air rate. From the previous variables the last two are readily available, as they are either
set for every test (Qa) or depend on the configuration of the tank being evaluated (lo).
However, foam velocity and overflow height need to be carefully obtained to accurately
determine the air recovery, in particular when different tank configurations are tested.
6.3.1 Overflow height measurements
A laser distance measurer was selected to obtain the overflow height. This not only
allowed for continuous measurements to be taken, but also for them to be linked to a
data acquisition software. The benefits of using a laser measurement in comparison with,
for example, placing a ruler at the lip of the cell, even if analysed using machine vision,
is evident in terms of accuracy and practicality.
The use of lasers to measure overflow heights in froth flotation cells has proved suc-
cessful on experimental campaigns carried out by the Froth and Foam Research Group
at Imperial College London over flotation banks at Lisheen Mine, Ireland, and Ken-
necott Utah Copper Mine, USA, but it was not obvious whether it would be applicable
to a system lacking the opacity provided by the solid particles attached to the lamellae.
Nevertheless, a good agreement between data from the laser measurements and heights
obtained using image analysis was found. An advantage of using a laser for the measure-
ments combined with a data acquisition system is that it makes possible to investigate
the transient behaviour of this variable, and therefore the dynamics of air recovery, which
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has only been studied in steady state. LabVIEW 2009 (Travis & Kring, 2006), a graph-
ical programming environment, was used in this experimental work to integrate a data
acquisition system with the laser used for the overflow height measurements.
6.3.2 Foam velocity measurements
Machine vision can be applied to measure the velocity of the foam as it overflows to the
launders. Two common algorithms to measure froth velocities are watershed and block
matching, but since the former relies on image segmentation based on colour scales, block
matching is preferred for the two phase system considered in this work. A block matching
algorithm locates matching blocks in a sequence of frames, hence it makes it possible to
determine the distance that the block travels in the time elapsed between frames. A
digital video camera was set up above the overflowing foam surface (close to the lip,
away from the walls), and the block matching algorithm was applied using two blocks.
From the image analysis either averaged velocities at steady state, or the changes with
time, were obtained.
However, discrepancies between repetitions highlighted some potential problems in
the method. Spurious values that affected the results were identified, and the velocities
were back-calculated by introducing filters and statistical analysis. Details of the way in
which this analysis was done are presented in Appendix B. Moreover, further analysis
of the velocity data comparing the two blocks, instead of taking their average, showed
differences between the block values for some tests, and only experiments that showed
consistency between both blocks were considered.
6.4 Air rate tests
In order to assess the effect of different air rates on air recovery and liquid overflow,
a series of tests were carried out. In addition of testing different air inlets to the cell,
seven configurations for the tank were tested. Differences between configurations involved
variations on the number of overflowing sides of the tank as well as the addition of an
internal launder, varying its position in the tank.
The order of any particular set of tests was randomised, and repeats were performed
at each air rate across several days. The first three configurations only considered changes
in the number of sides that overflowed. Configuration A and B had both two overflowing
sides, the difference being that for A they were opposite to each other whilst for B
the overflowing lips met at a corner; configuration C evaluated the case when three
overflowing sides were used. On the other hand, configurations D–G investigated the
effect of using internal launders to collect the foam. A schematic view from the top of
the tank for the different configurations is shown in Figure 6.5, where grey lines represent
tank walls (as opposed to overflowing lips) and white zones account for internal launders.
The difference between configurations E and F was the shape and dimension of the
internal launder. The two type of launders used in the experiments were designed to
have the same volume, but the one used for configurations D and E was rectangular,
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(a)  (b)  (c)
(d)  (e),(f)  (g)
Figure 6.5: Schematic top view of the flotation tank for the different configurations. Grey











  (i)   (ii)
Figure 6.6: Cross sectional view of the launders. (i)Launder for configurations D and E.
(ii)Launder for configurations F and G.
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whereas the launder for experiments F and G had sloping walls, resembling a crowder in
a flotation tank. A diagram of the cross sectional view of these launders can be seen in
Figure 6.6. The launders were positioned so the top of the lower wall, at 0.125 m from
the base of the launder, coincided with the lip of the tank, so the foam could only flow
into them on that side. For all the configurations in which an internal launder was used,
the distance between the back wall of the launder (the side that did not allow overflowing
to take place) and the lip of the tank at the opposite wall was kept as 0.23 m.
Appendix C includes tabular results for the variables measured and determined in
the experiments described in this chapter. It is relevant to point out that a configuration
using only one overflowing weir was tested in the laboratory scale tank, however foam
overflow was not achieved at any air rate. Similarly, not all the results presented for the
configurations include experiments at the same air rates, since for some of them there
was no overflow at low air rates, or an excessive overflow at high air rates was produced
that flooded the launders. The internal launders were also flooded at any air rate if they
were positioned with the overflowing lip facing the larger zone of the tank.
6.4.1 Water recovery
The volume of liquid overflowing the tank, Qw, is an important parameter in flotation
operations. Its experimental study in two phase systems has been mainly for flotation
columns of small diameters, as those in the work by Nguyen et al. (2003) and Neethling
et al. (2003). In those experiments the dimensions of the column were small compared
to the dimensions of the tank used for the experiments in the present work, and only
considered a single overflow. The aim of the present work, however, was to evaluate the
effect of different overflow lip lengths and launder configurations on liquid recovery.
On the other hand, the amount of liquid recovered in a flotation cell is of particular
importance in industrial froth flotation, since entrained solids recovery can be predicted
based on water recovery values (Neethling & Cilliers, 2009). Therefore analysing the
changes of this parameter is relevant for applications in industrial flotation tank design.
In the experiments the liquid overflow was measured at the outflow from the external
launders to the reservoir tank, since it was not practical to differentiate between overflows
from different weirs. Figure 6.7 presents the results for all different configurations. The
plot includes error bars with a confidence level of 95%, based on the standard deviation,
as well as trends obtained with a third order polynomial fit for the data.
The most evident difference can be seen for configuration B, presenting the lower
liquid overflow values, whilst configuration G yields the higher volume of liquid overflow.
Results show that the arrangement of the overflowing lips plays an important role, and
can modify the liquid overflow. Although configurations A and B have the same lip length
(two overflowing weirs), a noticeable difference is observed between these cases in terms
of liquid reported to the concentrate. It can be postulated, based on visual observation of
the flow, that configuration B causes a dead zone close to the corner where the walls meet,
which makes a difference in the amount of foam flowing through the weirs, and therefore
the amount of liquid overflowing. Configuration G on the other hand, the only one with a



















































Figure 6.7: Experimental results for volume of liquid overflowing, Qw, at different air
rates for different tank configurations. The values are expressed in litres per minute
(lpm), and error bars are based on the standard deviation, with a 95% confidence level.
higher overflow length, indicates that lip length can also be a parameter determining the
amount of liquid overflow. In particular, when compared to configuration F, which only
differs in one weir, it can be seen that the extra available lip length for this particular
configuration can yield higher liquid overflow.
Let us consider the configurations in which no internal launders are added to the
flotation cell, namely configurations A–C, shown in Figure 6.8 for clarity. Configuration
C has 33% more overflow length than configuration A, nevertheless the slightly higher
average values of liquid overflow for the former is not statistically significant. On the
other hand, the maximum air rate at which the configurations could be run decreased
when overflow length increased.
Figure 6.9 compares liquid overflow rates with air rates for the experiments in which
an internal launder was used (configurations D–G). The confidence intervals for configu-
rations E and F suggest that the difference in the shape of the launders does not result
in a noticeable change in liquid overflow. Moreover, configuration D, with slightly higher
overflow length than E and F, yields lower liquid overflows. This can also bee seen in Fig-
ure 6.7 when comparing configurations C and D, with exactly the same overflow length,
but the latter showing slightly lower liquid overflow. This can be explained by taking
into account that the walls in configuration D formed corners with no overflow, which
similarly to what was observed for configuration B, leads to dead zones and therefore to
a decrease in liquid reported to the concentrate.



















































Figure 6.8: Volume of liquid overflowing, Qw, with air rate for configurations A–C,



























Figure 6.9: Volume of liquid overflowing, Qw, with air rate for configurations D–G,
showing error bars based on the standard deviation, with a 95% confidence level.
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6.4.2 Overflow height
Due to their geometry, configurations A–C presented the same overflow height for all
the overflow weirs. Nevertheless, when the laboratory flotation system included internal
launders, different overflow patterns were observed at different zones. For configurations
D–G it is convenient to differentiate the larger zone at the top of the foam, designated in
here as impeller area, from the smaller zone delimited by the internal launder, referred to
as internal launder area. The latter also presented two different overflow heights, one for
the sides of the launder (in configurations E–G) and other at the main lip of the launder
(configurations D–G). Figures 6.10 and 6.11 present the values for overflow height for




























Figure 6.10: Overflow height change with air rate for configurations A–C.
Changes in overflow height for different configurations are difficult to compare by
plotting results as in Figures 6.10 and 6.11; to better understand the effect that different
tank designs had on the overflow height, the values measured at every overflow lip were
multiplied by the length of the corresponding lip, thus obtaining the overflow area, or
the area normal to the overflow. This has been plotted against air rate in Figure 6.12. It
can be observed that neither overflow height nor overflow area are directly proportional
to air rate, and maximum values can be found at different air rates depending on the
configuration. Nevertheless, overflow height is not necessarily an indicator of performance
by itself, and the velocity of the overflowing foam also plays an important part, as will
be seen in the following sections.
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Figure 6.12: Overflow area change with air rate for the different configurations.
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6.4.3 Overflow velocity
Similarly to the overflow heights, different velocities developed at different regions when
employing internal launders in the experiments for different configurations. Results for
configurations A–C are plotted in Figure 6.13; interestingly, configurations A and B,
both having two overflowing weirs, show a similar trend, whilst configuration C presents
almost a constant velocity, although higher than the respective velocities for A and B for





















Figure 6.13: Overflow velocity with air rate for configurations A–C.
Figure 6.14 shows the plots of velocity with air rate for configurations D–G; again,
as for the overflow heights, velocities can not be readily compared due to the differences
imposed by the layout of the internal launder. It is possible to see, nevertheless, the
same dead zone effect mentioned before for liquid overflow for configuration D, which
presents lower velocity values than, for example, configuration E, which has similar over-
flow length. It is also noticeable that for configurations F and G, velocities at the sides
of the internal launder area are similar and lower than those in the same zone for config-
uration E, which has an extra 3 cm length per side due to the different launder shape.
It is convenient to analyse velocity in a manner that allows for all configurations to be
compared. Figure 6.15 presents a plot for the effect of air rate on a velocity normalised
by multiplying it by the corresponding weir length. The graph shows similar trends and
value ranges for configurations that share overflowing lip length, except for configuration
D, which yields values between those corresponding to two and three overflowing lips of
40 cm each. On the other hand, configuration G shows a different trend than the rest,
presenting a peak.
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Figure 6.15: Overflow velocity multiplied by weir length with air rate for all the config-
urations.
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6.4.4 Air recovery
Ultimately, the velocity and overflow height measurements are relevant as they are re-
quired to calculate air recovery. It has already been shown how for the experiments
carried out with the laboratory scale flotation tank, complications arose when measuring
the variables in that a single measurement is not representative of configurations includ-
ing an internal launder. Nevertheless, these issues were resolved by taking measurements
at different zones of the tank.
Consequently, air recovery calculations for these experiments are different from pre-
vious measurements either in the laboratory or at industrial scale, in that the existence
of different air rates at different zones of the tank had not been considered before. This
is a requirement for the present study for two reasons: firstly due to the internal laun-
der, two separated froth phases developed in the tank; also, differently from industrial
launders, those used for the experiments represented an important fraction of the froth
phase volume in the tank. When determining air recovery for a particular zone, the total
air inlet to the tank still divides the overflowing volume of air in that zone, so the total
air recovery value for the cell needs to be calculated as the sum of the air recoveries at
different zones.
Moreover, when adding an internal launder, experimental measurements indicated
that both, overflow height and velocity, were consistently higher in the section of the
tank with the higher area at the top of the froth. It follows that if calculations of air
recovery were done only at one zone of the tank the results would yield either higher or
lower values of air recovery, compared to the correct value obtained when the zones are
differentiated and and the different values for overflow height and velocity are calculated
accordingly. Consequently for configurations D–G, air recovery values were obtained for
each of the sections in which the cell can be considered to be divided into, namely the
impeller zone and the launder zone; furthermore, the latter was also differentiated if
overflowing at the sides of the launder took place.
Before presenting the results for the different configurations all together to be com-
pared, let us analyse the contributions to air recovery of the different zones for the cases in
which the flotation tank incorporates an internal launder. Figure 6.16 shows cumulative
air recoveries for configurations D–G; it is relevant to highlight the fact that although
the impeller zone is bigger in terms of surface area and it yields the highest contribution
to air recovery at any air rate, the air rate at which the maximum value of air recovery
is obtained for this zone does not correspond to the air rate that yields the higher cu-
mulative value for the overall cell. This highlights the importance of measuring at the
different zones in order to calculate an adequate value for air recovery.
Interestingly, the contribution of the launder zone (combining sides and front when
appropriate) presents a maximum for the same air rate at which the maximum for the
tank is obtained, with the exception of configuration F; that configuration, however, only
differs in 1% on air recovery between air rates at 155 and 165 lpm. On the other hand,
plots for air recovery with air rate for the experiments using an internal launder are
shown in Figure 6.17. The different zones do not present a similar trend within the same
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Figure 6.16: Contributions to air recovery of different zones in the tank at different air
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Figure 6.17: Air recovery with air rates for configurations D–G.
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Figure 6.18 shows the calculated air recovery with air rate for all the options evaluated
during the experiments. Tank designs B, F and G indicate a peak in air recovery, and for
D and E the values might correspond to the left hand side of the peak in an air recovery
curve. Nevertheless, results for A and C suggest the existence of local peaks or a plateau
zone, respectively. It therefore remains inconclusive whether a peak in air recovery is





























Figure 6.18: Air recovery as a function of air rate for all the configurations.
6.5 Transient measurements
The analysis of experimental data in the previous sections was performed once the system
had attained steady state. Mean values of overflow height and overflow velocity were
used to obtain an average value for air recovery; in the same way, liquid flowrate was
determined once its measured value remained constant with time. Nevertheless, the
methodology used in the experiments allowed for a continuous measurement of these key
variables, therefore making it possible to evaluate some aspects of the unsteady process.
It is important to realise that froth flotation is commonly thought as a steady state
process. This is, of course, a practical assumption, but a closer look into the dynamics of
flotation systems could provide an insight into the process that has not been considered
before. This analysis does not pretend to incorporate elements of froth stability at this
stage, but to emphasize the relevance of considering the dynamics of key operational
variables in the process as a first step towards possible applications to process control.
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6.5.1 Transient liquid overflow rate
It has been shown that for the system being evaluated the amount of liquid overflowing
to the launders is directly proportional to the rate at which air is fed to the tank. The
question of how rapidly this liquid rate changes with variations in air rates has not been
explored, however. Concentrate flowing to the reservoir was measured continuously after
changing the air rate between tests for two cases, when going from higher to lower air
rates and vice versa; this is, changing the air rate in a system that had previously attained
















Figure 6.19: Transient behaviour for liquid overflow rate, Qw, after a sudden increase in
air rate; the dotted line represents a trendline using a moving average with a period of 2
data points.
Results indicate that changes in liquid overflow rate occur rapidly, which complicates
the process of taking samples. Nevertheless, some interesting information can be ob-
tained, even if not in great detail with respect to the elapsed time. Figure 6.19 shows
typical results for an increase in air rate; an initial overshoot in the amount of liquid
recovered is observed, with a rapid increase during the first minute after changing the
air rate, after which the liquid overflow begins to stabilise, approaching its steady state
value for the new air rate. A trendline of the experimental data using a moving average
(with a period of 2 data points) is shown as a dotted line.
Figure 6.20 shows the opposite case, namely the behaviour of the liquid overflow rate
when the air fed to the flotation cell is suddenly decreased. A similar moving average
trendline as that included in Figure 6.19 is shown. In this situation the liquid flowrate
to the reservoir decreased sharply during the first 15 seconds, reaching steady state in a
lapse of time of less than minute.
The overshoot occurring when the system suffers a sudden increase in air rate must
be related to gas holdup in the tank. Gas holdup causes a rapid increase in pulp level,
















Figure 6.20: Transient behaviour for liquid overflow rate, Qw, after a sudden decrease in
air rate; the dotted line represents a trendline using a moving average with a period of 2
data points.
initially pushing the whole foam bed upwards, which results in a high amount of foam
overflowing the weir; this will consequently cause an abrupt increase in air recovery as
well. As the gas holdup stabilises, the pulp level starts approaching a new equilibrium
state, and the same happens to the concentrate overflow. On the other hand, when
the air fed to the tank is suddenly reduced, the amount of liquid overflowing gradually
decreases until reaching steady state. This is an indication of the less drastic effect that
gas hold up has on the liquid-foam interface.
6.5.2 Transient air recovery
It is well established that changes in air recovery can take place due to a change of at
least one of the variables involved on its calculation, overflow height or overflow velocity,
when changing the air rate (see Equation 6.1). Nevertheless, there is no information on
the transient behaviour of either α or the variables that contribute to its value. Whilst an
average value can be used to evaluate the performance of a flotation tank at steady state,
transient measurements of the overflow height and velocity are important to understand
the dynamics of the system.
Transient experiments were conducted during air rate tests for configurations B and
C described in Section 6.4. The same methodology used in Section 6.3 was applied, but
measurements were taken continuously every second. A moving average with a period of
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60 data points was applied to smooth the data in order to produce a clearer trend, which
was achieved in a greater degree for overflow heights than for velocities.
Figure 6.21 shows the transient results for overflow height and overflow velocity cor-
responding to tests carried out at different air rates with two and three overflowing lips
(configurations B and C, respectively). The time at which the air rate was changed is
marked in black vertical dashed lines, so individual tests can be identified. Similarly,
horizontal dashed lines denote the simple average value for the variables at each test.
The velocity data points are so scattered, even after applying the averaging, that it
is clear that the system is not strictly at steady state, although the averages per tests
allow for a single value to be obtained and used for practical purposes. Overflow height
data, although clearly unsteady, are less dispersed, and the average value can easily be
related to the trend obtained by the moving average.
It can also be noticed that the variables behave differently for the two configurations.
For example, in configuration B, with two overflowing lips, the changes in velocity are
more noticeable between tests than those for case C, in which the tank overflows in three
sides, that presents an almost constant average overflow velocity. The former also shows
similar trends between overflow height and velocity, as they both increase or decrease
from one air rate test to the other, whereas in the latter this is not clear due to the
similitude between the measured velocities.
In a similar way as for overflow height and velocity, Figure 6.22 presents a plot of air
recovery with elapsed time for the two tank layouts. The simple averages per air rate test
are also included, not only for the whole duration of a particular air rate, but also for
the time frame that was considered for the transient measurements. These two average
values differ in 4% at most, but for some tests they do not present the same trend.
An important implication for the use of air recovery as a control strategy in flotation
cells is therefore the care that must be taken when considering the period of time, after
changing operating conditions, in which the measurements are taken. For a system
continuously measuring overflow height and velocity, special attention must be paid to
the velocity readings from image analysis software. Admittedly the fact that a two phase,
and therefore transparent, foam was used, resulted in different measuring conditions
compared to those found in an opaque froth typical of industrial flotation cells, so this
must be verified in order to extend the discussion to three phase systems.
6.6 Summary
A laboratory scale flotation system was set up to run two phase foam flotation experi-
ments, using a foam solution with an increased viscosity in order to make it similar to
mineralised froths. The tank was designed to test a different number of outflows and
internal launder layouts, and seven different configurations were tested at different air
flowrates to the tank.
For all the tank layouts, the concentrate liquid flowrate measured at the outflow to
the concentrate sump increased with increasing aeration. Comparisons amongst con-
figurations though, suggest that the selection of the overflow weirs influences the rate











































































































 (b) 3 overflowing lips
Figure 6.21: Transient data for overflow height and overflow velocity plotted with a 60
data points period moving average: (a) 2 overflowing lips (initial air rate is 155 lpm, and
subsequent air rates 170, 165, 155, 170 and 165 lpm); (b) 3 overflowing lips (initial air
rate is 150 lpm, and subsequent air rates 165, 170, 155 and 170 lpm). Time at which air
rate changes is marked with dashed black lines and average values for height and velocity
are also shown.







































































(b) 3 overflowing lips
Figure 6.22: Transient data for air recovery plotted with a 60 data points period moving
average: (a) 2 overflowing lips (initial air rate is 155 lpm, and subsequent air rates
170, 165, 155, 170 and 165 lpm); (b) 3 overflowing lips (initial air rate is 150 lpm, and
subsequent air rates 165, 170, 155 and 170 lpm). Time at which air rate changes is
marked with dashed black lines. Average values at the different air rates are shown for
the whole period of time (actual value) and as calculated for a 10 min test.
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of liquid recovered to the concentrate, mainly due to dead zones at corners where no
overflow takes place. A higher overflow length resulting from the addition of an internal
launder was also found to modify the overflowing liquid rate, but with a decreasing range
of air rates that could be tested without flooding the launders for the configurations in
which the internal launder was used.
The laboratory experiments carried out had lead to an approach to air recovery
measurements that had not been considered before. Differences in overflow heights and
overflow velocities for different regions in the flotation cell when using internal launders
can cause incorrect values for air recovery to be obtained if only a region of the tank is
used for taking measurements. For the flotation system studied it was shown that by not
considering the different regions not only the value of air recovery can be miscalculated,
but also the trends with air rate can be misleading.
Some unsteady aspects of the flotation systems were also studied. Transient data
were gathered for the behaviour of liquid overflow rate when the system was subject to
changes in aeration, indicating that little time is required for the liquid recovered to the
reservoir to reach steady state. In this respect, more control over the air flowrate and
a system that allows for continuous measurements of liquid overflow could yield more
detailed information for further looking into the dynamics of the system.
Closer attention was also paid to the transient overflow height and velocity, finding
that their measurement requires the use of meaningful averages. Applying a moving
average trend to the data provides a representative mean value for overflow height, whilst
for velocity the average does not produce a smooth trend line, which it was shown to
also impact on the calculations for air recovery. Being an interesting parameter to be
applied in process control, the transient air recovery measurements are therefore worth
considering into more detail for industrial flotation tanks.
The data obtained in these experiments will be used in the next chapter to validate
the application of the model for liquid drainage in flotation foams presented in Chapter 4.
Chapter 7
Simulations of the drainage of
liquid in flotation tanks
The models developed and implemented in previous chapters allow, for the first time,
modelling of the dynamic behaviour of liquid in foams flowing in arbitrarily shaped
vessels, regardless of the symmetry of the tank. The fact that the present formulation is
able to simulate three-dimensional domains is a major development, and a step forward
towards an integrated froth flotation model.
This chapter presents case studies that showcase the capabilities of the model, by
simulating the systems analysed in the laboratory scale flotation cell described in Chap-
ter 6. Whilst these simulations made use of parameters obtained experimentally, there
are features that can not be observed or measured in the laboratory and that previous
simulations of froths have not attempted to study due to the restrictions imposed by
their two-dimensional or steady state formulations.
These simulations are therefore not only a means by which the ability to solve for the
more complex formulation of the equations of drainage in foams is tested, but also a way of
obtaining a deeper insight into the phenomena occurring inside a flotation cell. Industrial
flotation tanks sometimes exhibit complex flow due to the use of internal launders that
collect the material in different zones at the top of the froth. Such internal elements are
therefore of interest with respect to flotation tank design, as are the modelling techniques
used to assess the designs.
A clear advantage of a model that includes the transient behaviour of the system is its
relation to process control. A comprehensive approach to flotation control requires the
understanding of the dynamics of the phases within the system, and with that aim, tran-
sient phenomena observed in the laboratory experiments were reproduced in simulations
using the model for unsteady state liquid drainage.
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7.1 Laboratory scale tank simulations
Data obtained in the laboratory and presented in Chapter 6 were used to compare the ex-
periments against numerical results from the models implemented in Fluidity. The square
tank domain was simulated under all the conditions tested to verify its applicability to
flotation cell scenarios.
The simulations made it possible to study some of the phenomena present in the
three-dimensional drainage of liquid in flowing foams, and also allowed investigations
of aspects of the process that are not easily studied experimentally, such as the liquid
overflow at each lip and the liquid content through the foam. Moreover, the transient
capabilities of the model allowed for investigations of the dynamics of the process.
7.1.1 Some considerations for the setup of the simulations
A P0P1 element pair was selected for the simulations based on the results of the conver-
gence analysis, and taking into account that the convergence error when using P1DGP2
is only slightly better whilst more computationally expensive, due to the higher order
polynomial degree. The simulations were run until steady state was attained, using an
adaptive timestep, which was set to target a CFL number of 0.5 for all the cases consid-
ered. Moreover, anisotropic mesh adaptivity was used to ensure an adequate degree of
resolution, in particular for the boundary layer at the liquid-foam interface; the absolute
interpolation error for liquid content was set to 0.01 for this purpose.
The simulations made use of the air recovery values obtained in the laboratory tests
for the different air rates experiments. The parameters k1 and k2 were calculated from
Equations (4.25) and (4.26) respectively, using the experimental measurements presented







Surface tension, γ 0.07 N/m
Viscosity, η 2×10−2 Pa · s
Density, ρ 1×103 kg/m3
PB Drag coefficient, CPB 1
PB geometrical consideration, Cg 0.401565
Table 7.1: Table of parameters for the simulations for the convergence analysis of liquid
drainage.
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The foam was considered to be monodisperse, and a constant average bubble size
through the height of the foam was used. This bubble size was determined using the
simple relationships presented by Neethling et al. (2003):








where Qw is the liquid overflow rate, Jg is the superficial gas velocity, λout is the length of
the Plateau borders per unit volume at the top of the foam, and Acol is the cross-sectional
area at the top of the flotation cell.
Experimentally measured values were used to solve Equations (7.1) and (7.2) for λout,
from which the bubble size can be obtained through Equation (4.2). The bubble radius
values were found to be close to each other for the different tests, with an average value
of 0.0011 m, which was used for all the simulations (the standard deviation was found to
be 1.6×10−4 m).
For most of the present simulations, a solution at steady state was desired, and initial
conditions for liquid fraction were provided to attain this state more easily. This was
done through the following approximation to the liquid content for a one-dimensional
column of flowing foam (Neethling & Cilliers, 2009):
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This is convenient as a starting point for the simulations, and for the analogy to
the Navier-Stokes equations, it is equivalent to an initial condition for density, with the
model also requiring an initial value for pressure consistent to that of density, as they
are related through the equation of state.
In general, the configurations without internal launders were simple to set up, in terms
of the generation of the domain and definition of the boundary conditions. The layouts
with the addition of the internal launders were more complex. Because the froth depth at
which the cell was operated was always lower than the height of the internal launder, two
separated foam zones at each side of the launder were obtained. This required simulating
an air inlet to each zone proportional to their area at the liquid-foam interface for the
definition of air recovery. This is also why it was important to measure the different
values for overflow height and overflow velocity at the different outflows.
7.1.2 Comparison between experimental data and simulations
Key aspects from the simulations are presented in this section. While some demonstrate
the agreement of the results with experimental data, others are useful to analyse variables
that can not be measured and therefore information about their effect can be obtained
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from the numerical results. Apart from the liquid overflow comparisons, which are pre-
sented for every air rate tested, all other results shown in this section are for an air rate
of 155 lpm.
Liquid overflow
The amount of liquid overflowing the tank was used to confirm that the simulations were
running adequately. Results from the numerical simulations have been plotted against the
experimental values, and are shown in Figure 7.1 for configurations A–C and Figure 7.2
for configurations D–G. It can be seen that although the absolute values differ between
simulations and experiments, the simulations show the same trend for increasing liquid
overflow with aeration found experimentally. The differences in liquid overflow rate can
be attributed to various factors, for example the assumptions made about bubble size
distribution. Nevertheless, the predicted values are not far from the experimental ones,
illustrating the capability of the model to correctly solve for three-dimensional flowing
foams.
Moreover, the predicted liquid overflow at each outflow can be determined by the sim-
ulations. Although during the experiments it was not practical to measure the overflow
at every lip, but only the total concentrate flow to the reservoir, the simulations allowed
for differentiation of the amount of liquid at each outflow. This is specially useful for
the tank layouts with an internal launder. The results for the overflow at each boundary
with respect to air rate fed to the tank for configurations D–G are shown in Figure 7.3.
In general, the amount of liquid overflowing at each boundary also showed an increase
with aeration, which is consistent with the overall trend obtained.
Note that even if the air recovery for the impeller area decreased slightly with air
rate, the liquid recovery for the overflowing lips in this section of the tank showed an
increase, as a result of the aeration to the tank exhibiting a greater effect on the liquid
overflow. Moreover, for an aeration of 155 lpm, configurations E and F had similar air
recovery values, yet the amount of liquid is higher for the latter. Looking at the difference
in contribution to this from the lips it can be seen that the main reason is the increase
in overflow for the front lip in the launder area of configuration F, due to the higher air
recovery at this outflow.
Foam velocity potential and foam flow
The three-dimensional formulation of the foam flow in terms of a velocity potential allows
modelling of this critical parameter in flotation simulations. The value for air recovery
obtained in the laboratory experiments is used as the key boundary condition parameter
for the simulations. The complexity added to the geometry of the tank due to the
internal launder required velocity measurements at different points so the different foam
flow patterns could be compared.
Let us for example compare the results for foam flow for configuration B, with two
adjacent overflowing lips, and configuration C, with three, at an air rate of 155 lpm.
Figures 7.4 and 7.5 present these results for B and C, respectively.





















































Config. A A numerical
Figure 7.1: Comparison of experimental and numerical investigations of the effect of air
rate on liquid recovery rate, Qw, for configurations A–C.
The foam velocity is obtained from the gradient of the potential field, with the stream-
lines of the flow being perpendicular to the potential lines. leading to the foam velocity
fields shown in Figure 7.6.
The present model for foam flow yielded accurate results when compared to exper-
iments for a quasi-two-dimensional system studied by Cole (2010), as presented in Ap-
pendix D. Nevertheless, validations of foam flow simulations in three dimensions are
difficult due to the fact that even if the walls of the flotation cell were transparent, the
flow patterns inside the vessel for a non symmetric flowing foam could not be easily
tracked.
In order to compare some of the three-dimensional results to experimental data,
the velocity measurements described in Chapter 6 were carried out by taking the video
footage at the right corner of the tank for configuration C. The image analysis was done
for the flow normal to the corner, so it could be compared to the numerical results. Since




















































Config. G G numerical
Figure 7.2: Comparison of experimental and numerical investigations of the effect of air










































































































Figure 7.3: Numerical results for liquid overflowing rate, Qw, for each lip for configura-
tions D–G.
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(a) (b)
Figure 7.4: Contours of foam velocity potential for configuration B: (a)top view;
(b)isometric view.
(a) (b)
Figure 7.5: Contours of foam velocity potential for configuration C: (a)top view;
(b)isometric view.
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(a) (b)
Figure 7.6: Foam velocity magnitude at an air rate of 155 lpm: (a)configuration B;
(b)configuration C.
in the simulations the walls of the tank are aligned to the Cartesian coordinates, it was
possible to obtain the velocity normal to the corner from the respective velocity vectors.
The results of this comparison at different air rates are shown in Figure 7.7. A good
agreement between experimental and numerical data is observed, which indicates that






















Figure 7.7: Comparison of experimental and predicted values for foam velocity at one of
the corners of the tank for configuration C at different air rates.
Another interesting phenomena already discussed in Chapter 6 is the presence of dead
zones in the foam flow where the walls of the tank meet at a corner, which is the case for
configurations B and D. This behaviour is also reproduced in the simulations for these
layouts, as it can be seen from the values of the foam velocity magnitude in Figure 7.8.
The scale for the foam velocity has been adjusted to emphasise the difference, with the
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red values corresponding to velocities of 0.015 m/s and higher.
(a) (b)
Figure 7.8: Numerical results for foam velocity showing the presence of dead zones of flow
at regions of the tanks where walls meet at a corner: (a)configuration B; (b)configuration
D.
The numerical results for foam velocity potential corresponding to the laboratory
experiments for configurations E and F, can lead to a better understanding of the effect
of the shape of the internal launder. The potential field for each of these layouts and its
contours are shown in Figures 7.9 and 7.10.
(a) (b)
Figure 7.9: (a)Foam velocity potential for configuration E; (b)contours of foam velocity
potential for configuration E.
To analyse the results, let us first focus on the larger zone and on the values for
the potential at the top of the froth; for the internal launder with the sloping walls
(Figure 7.10), the contours look incomplete indicating how the flow is driven away from
that region, compared to the case with vertical walls (Figure 7.9), whose contours at the
top indicate even flow at the centre. At the liquid-foam interface it can be seen that
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(a) (b)
Figure 7.10: (a)Foam velocity potential for configuration F; (b)contours of foam velocity
potential for configuration F.
whilst the launder with vertical walls produced an evenly distributed potential through
the height of the foam, for the case with the sloping walls the potential field yields higher
values nearer to the launder.
Interestingly, for the other zone (smaller and with overflows at the sides and at the
lip of the internal launder), the opposite can be seen at the bottom: vertical walls result
in an uneven potential due to the asymmetric nature of the flow, whilst the sloping wall
causes this behaviour to disappear, resulting in an evenly distributed potential at the
liquid-foam interface.
Liquid content
Liquid fraction in the foam is also obtained from the simulations, and makes it possible
to assess the impact that the different configurations have on the distribution of liquid
in the system. This is important since entrained solids in froth flotation report to the
concentrate along with the liquid, and is therefore a variable that should be maintained
at low values.
The highest value for the liquid fraction is at the liquid-foam interface. In the fol-
lowing figures the scale has been changed to show in more detail the upper zone of the
foam. Figure 7.11 shows contours of liquid content for two layouts that share the same
overflowing lip length, namely configurations C and D. The contours bend towards the
walls that contain an overflowing lip, and more noticeably where two of these boundaries
meet (as it can be seen in Figure 7.11a), indicating higher liquid contents.
Figure 7.12 presents the contours of liquid fraction for configurations E–G. Let us first
consider the differences between the experiments that made use of the same layout but
different launders by comparing Figures 7.12a and 7.12b. For the larger foam zone, at the
left of the images, the liquid content behaves in a similar manner as that discussed above
for the previous configurations: the contours bend towards the walls with an overflowing
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(a)
(b)
Figure 7.11: Contours of liquid content in the foam: (a)configuration C; (b)configuration
D.




Figure 7.12: Contours of liquid content in the foam: (a)configuration E; (b)configuration
F; (c)configuration G.
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lip. Nevertheless, the use of a sloping wall in configuration F produced a change in
the contours, decreasing the amount of liquid close to the sloping wall and causing the
contours to also follow the slope of the internal launder in the region contiguous to it,
but at the cost of an increase of liquid content in the regions away from the launder. A
similar behaviour can be observed for the foam at the right hand side.
Figures 7.12b and 7.12c present the results for configurations F and G, which differ
on the extra overflowing lip on the right hand side of the foam for the latter (as can be
seen by the bending of the contours at the top). The increase in liquid content away
from the sloping wall discussed before is drastically reduced at the bottom section of the
foam when the extra overflowing lip is used. This behaviour is not clear at the top of
the foam, which is in part due to the air recovery being significantly different for the
configurations at this air rate.
Liquid velocity
To analyse some of the results for liquid velocity, rather than plotting them as glyphs, the
velocity components can be displayed as scalar fields. This is useful for three-dimensional
results as the analysis can be focussed on specific regions in a clearer way. Figure 7.13
compares the vertical component of the liquid velocity for configurations E–G, by showing
a slice of the scalar field normal to the vertical (horizontal slice) and at a middle point
through the foam height. For the larger region of foam when using an internal launder
with vertical walls, this component of the liquid velocity is higher at the walls with
overflowing lips, whilst the use of sloping walls for the launder causes an increase in the
vertical component of the velocity along the wall of the launder, in particular at the
corners formed with the walls of the tank. For the smaller region of foam that overflows
to the internal launder and to the sides, it can be seen that the vertical velocity is higher
at the wall of the internal launder when using the sloping wall launder.
Figure 7.14 considers configurations E–G, and shows the vertical component of the
liquid velocity, in this case by taking a slice of the scalar field normal to the position of
the internal launder along the tank (vertical slice). For each configuration the velocity is
plotted using the whole range of values for both sections of the tank (images on the left
hand side) and also by restricting the range of values to that of the larger section (images
on the right hand side), so more detailed information can be obtained. It is observed
again that the vertical velocity is higher on walls that have an overflowing lip, as can be
seen on the figures on the right. Moreover, the results indicate that the higher velocity
observed at the sloping walls is located mainly at the bottom half of the foam for the
larger region, but this is also true for the whole length of the sloping wall for the smaller
region, in which the wall of the internal launder is also an overflowing lip at the top.




Figure 7.13: Horizontal slice of the vertical component of velocity (parallel to the bottom
of the cell): (a)configuration E; (b)configuration F; (c)configuration G.




Figure 7.14: Vertical slice of the vertical component of velocity (normal to the internal
launder position): (a)configuration E; (b)configuration F; (c)configuration G.
Chapter 7. Simulations of the drainage of liquid in flotation tanks 114
7.1.3 Transient phenomena
In order to carry out numerical experiments to study transient aspects of the process,
data from simulations that previously attained steady state were used to define initial
conditions for all the fields in new simulations. These transient simulations considered
step changes in air rate to simulate the sudden change of this variable as occurred on
the laboratory tests. Chapter 6 showed that the transient behaviour of air recovery
was scattered, and either a step change or a linear change with time could be used to
approximate its behaviour. Both these behaviours of air recovery with a change in air
rate will be evaluated here.
Decrease in air rate
Let us first consider the sudden decrease in air rate for a tank layout with two adjacent
lips overflowing (configuration B), going from 170 to 155 lpm, which corresponds to a
change in air recovery from 25.83% to 20.16%. If only a step change is used to define the
value for air recovery after the change in aeration, the transient behaviour of the liquid
overflow results in an abrupt decrease causing it to rapidly approach the value at steady
state for the new air rate. This is shown in Figure 7.15 for one of the overflowing lips
(both lips show the same trend and values).


























Figure 7.15: Numerical results for the transient behaviour of the liquid overflowing one
of the lips of the tank after a sudden decrease in air rate. A step change is considered
for both air rate and air recovery.
Since transient experimental data for liquid overflow were available, the time in which
this variable was found to stabilise was considered to be the time in which the system
reached steady state. Using these data and the experimentally obtained values for air
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recovery at steady state for the different air rates, the linear change in air recovery for
a system subject to a sudden change in aeration can be defined. Considering again the
decrease from 170 to 155 lpm, but using a linear change in air recovery over a period of
20 seconds, results in the transient behaviour for liquid overflow shown in Figure 7.16 for
one of the overflowing lips.



























Figure 7.16: Numerical results for the transient behaviour of the liquid overflowing one
of the lips of the tank after a sudden decrease in air rate. A step change is considered
for air rate whilst a linear change over a period of 20 seconds is defined for air recovery.
This behaviour is closer to the trend observed in Figure 6.20 for the laboratory mea-
surements of a case with sudden decrease in aeration. It is important to note that despite
the change in air recovery being linear, the predicted liquid overflow is not, highlight-
ing the need for a transient air recovery model in order to increase the accuracy of the
predictions on the transient regime.
Figure 7.17 shows the dynamic change of the minimum values of liquid content in
the foam after the decrease in aeration for the step change and the linear change in
air recovery. The trends differ, with the simulation using a linear change exhibiting an
undershoot before heading to the value at steady state, while with the step change there
is a rapid but smooth decrease until the value stabilises. However, it is important to
note that the values once the system stabilises and reaches steady state are the same
regardless of the definition used for the change in air recovery with time. This is an
indication of the robustness of the model, and also an incentive to further investigate the
dynamics of air recovery, which could be readily implemented into the formulation.
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Figure 7.17: Minimum value for the liquid content in the foam with time after a sudden
decrease in aeration when: (a)air recovery is defined with a step change; (b)air recovery
is defined with a linear change.
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Increase in air rate
Numerical simulations of the opposite case, namely the sudden increase in air rate from
155 to 170 lpm, were carried out using a linear increase in air recovery over a period of
50 seconds. Results for the liquid overflow at one of the lips of the tank are shown in
Figure 7.18.



























Figure 7.18: Numerical results for the transient behaviour of the liquid overflowing one
of the lips of the tank after a sudden increase in air rate. A step change is considered for
air rate whilst a linear change over a period of 50 seconds is defined for air recovery.
It can be seen that the overshoot observed in the experimental measurements for a
similar case, shown in Figure 6.19 at 50 s, was not reproduced in the results from the
simulation. The explanation for this is that the simulation does not take into account
changes in the foam overflow height, but a constant value is used that corresponds to the
overflow height of the system when steady state is attained for an aeration of 170 lpm.
In reality, a sudden increase in air rate causes an increase in gas holdup, which in turn
causes the foam bed to be lifted up, resulting in a higher amount of overflowing foam.
7.2 Summary
The transient and three-dimensional model for liquid drainage in flotation foams has been
used to model a laboratory scale flotation cell, based on experimental data obtained from
aeration tests. Whilst some measured conditions were reproduced using the model, other
aspects were studied that could not have been observed experimentally.
Simulations were carried out for all the different configurations of the tank and for
all the air rates that were tested in the laboratory. This allowed for verification of the
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feasibility of modelling three-dimensional flotation problems by combining the foam flow
model that solves for a velocity potential, and the model for drainage of liquid in foams,
which is solved as an analogy to the Navier-Stokes equations.
The predictions for foam flow patterns when the flow was subject to restrictions at
the top of the foam were ascertained. Laplace’s equation was also found to yield an
adequate prediction of the foam flow in three dimensions. The magnitude of the foam
velocity in three dimensions was found to agree with that obtained from image analysis
of the flowing foam, and the experimentally observed effect at the corners of the tank,
consisting of zones with weak flow, was also present in the simulations. This is relevant
since the equations for the drainage of liquid depend on an adequate definition of the
flowing foam.
The numerical results for the liquid overflowing the tank were compared against the
experimental data. The values were expected to closely match, since experimental data
were used to approximate the bubble size at the top of the foam for the simulations.
Nevertheless, these results were not only an indication of the correct set up and the
efficacy of the modelling strategy, and the way in which the equations were solved, but also
allowed data for the overflow at the external and internal launders to be obtained, which
for practical reasons were only obtained as a combined stream during the laboratory
experiments.
Interesting results were found for the effect of the different layouts and internal launder
shape on the liquid content and velocity through the foam. These types of simulations
are expected to provide information otherwise not available by other means, and should
lead to further investigation into the effect of position and shape of internal elements in
the froth zone of flotation cells.
Phenomena occurring during the flotation experiments before reaching steady state
were also analysed, taking advantage of the transient capabilities of the model. The
results showcased that it is possible to carry out transient simulations of a foam system
subject to changes in aeration, in order to study the dynamics involved. Nevertheless, this
capability is dependent upon the definition of the transient behaviour of the air recovery,
which still requires attention and has not been the subject of either experimental or




In this thesis, a mathematical model has been developed for liquid drainage in flowing
foams, with applications to froth flotation. This model differs from previous mathemati-
cal descriptions of drainage in flotation tanks in that it allows transient simulations, and
also in that three-dimensional geometries can be modelled. A need exists to aid process
and equipment design by means of novel tools, and in the mineral processing industry
the ability to model fully three-dimensional flotation tanks is essential for cases in which
axial symmetry is not enough to represent the configuration of the cells and, in particu-
lar, their internal elements. Thus, the requirements for this work included the definition
of models for the flowing foam and for the behaviour of the liquid within the system that
could be implemented and solved for in arbitrary domains regardless of their spatial di-
mensions. Although the ultimate goal of this project was to develop a three-dimensional
model for foams, the final model was implemented in a way that it can also be used to
solve in one or two dimensions when convenient for simplicity, if symmetry allows for it.
This work also included experimentation on a laboratory scale flotation tank in order
to obtain data for a two phase flotation system that could be used as input parameters for
three-dimensional simulations of the drainage of liquid in flowing foams. The experiments
involved aeration tests to determine the effect on air recovery of different air rates to the
tank. The scope of this experiments, however, was extended to include the analysis of
the effect that different configurations have on the operating variables, in particular air
recovery and liquid overflow. The configurations of the tank included changes in the
number of overflowing lips and also the addition of an internal launder, whose position
and shape were also varied. Moreover, the methodology used to measure the key variables
to determine air recovery also allowed measurements, for the first time, of the transient
behaviour of this important indicator of the performance of flotation cells.
With regard to the mathematical description of the processes associated with flota-
tion, the model for a flowing foam was based on solving Laplace’s equation for a potential
function, which allows for the representation of two and three-dimensional flow. The re-
quired boundary conditions are based on air recovery, air rate, the geometry of the tank
and the overflow height of the foam; these can be applied to multiple outflows, provided
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that a suitable value at each boundary is considered.
This model was implemented in the open source CFD code Fluidity, using a finite
element discretisation, and tested to examine the convergence of the solution with de-
creasing mesh spacing. A convergence order of approximately 2 was found, showing that
the error scales quadratically with the edge length of the elements in the mesh.
Two-dimensional simulations of foam flowlines showed good agreement with labora-
tory results for experiments of flowing foam on a rectangular transparent flotation device,
constructed to produce a quasi-two-dimensional foam due to the reduced width between
the perspex plates. Changing inserts at the top of the foam allowed the study of different
foam flow patterns, all of which were adequately predicted with the numerical model.
Moreover, good agreement was also observed between numerical and experimental
results for the velocity of the foam at the corners of a laboratory scale tank. The predicted
velocities, for a domain in which foam flow can only be simulated in three dimensions,
were in close agreement with the data obtained through image analysis.
Furthermore, an approach that considers rotational foam flow, which is assumed non-
existent when solving for Laplace’s equation for the potential scalar, was analysed. It
was shown that in order to account for greater complexity in three dimensions, the model
for foam flow would require more complicated boundary conditions, and it would also
require to be solved along with the model for the liquid phase. Nevertheless, in view of
the results obtained, the assumptions prove to be valid for the applications of interest
and the more complex model has not yet been implemented.
The model that describes the drainage of liquid in foams, was developed as an exten-
sion of previous models based on the underlying physics of the process. It is capable of
representing the phenomenon regardless of the spatial dimensions. Also, an additional
feature identified as a key improvement to previous models was the transient modelling
of the liquid within the foam.
The model for liquid drainage is highly nonlinear, which makes it complex to solve.
This is further complicated and also more computationally expensive in three dimensions
and for unsteady state flows, so finding an alternative way of solving for the equations
whilst taking advantage of tools already developed and well studied offered interesting
opportunities. Similarities were found between the equations describing the behaviour
of liquid in the foam and the Navier-Stokes equations, which made it possible to rear-
range the terms in the equations to solve the model by means of an analogy. Thus, a
finite element discretisation of the Navier-Stokes equations for a compressible fluid was
used with modified terms and appropriate equations of state, in order to solve for the
liquid velocity in the Plateau borders, the liquid content through the foam and the cross
sectional area of the Plateau borders.
The required adjustments for the model using the proposed analogy were implemented
in Fluidity, to take advantage of the capabilities of the code. One of the features that
were explored was the selection of the trial functions for the representation of the fields
to be solved. A convergence analysis was used to aid the selection of the most conve-
nient element pair and boundary conditions, with satisfactory results for the order of
convergence found when using mixed element pairs.
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Moreover, simulations of the drainage of liquid in a static foam including a pulse of
liquid draining from the top were performed. This was carried out with practical applica-
tions in mind, since wash water addition is a common practice to improve performance in
froth flotation operations in the mineral industry. The results showed it was possible to
simulate the transient travelling of the pulse of liquid and also showcased the capabilities
of the model to take advantage using adaptive meshing options within Fluidity to resolve
for boundary layers and regions of the domain in which specific phenomena occur.
Three-dimensional simulations of the laboratory flotation tank experiments were also
run to compare the results against experimental data, which served both as a means to
verify that some of the variables were predicted as it would be expected, and also to
investigate other parameters that were not feasible to be measured during the experi-
ments. The results were satisfactory in terms of the agreement for liquid flowrate, giving
confidence on the robustness of the solution, whereas liquid content and liquid velocity
profiles were observed, for the first time, for non symmetric three-dimensional foams.
The numerical results were also compared between the different configurations tested, so
the effect of the number of overflows and the inclusion of an internal launder were also
assessed.
In addition, the transient model also provided the opportunity to evaluate the dy-
namics involved in flotation tank operations. The importance of an adequate definition
of the transient behaviour of air recovery was made evident, although a linear change
with time yielded results that agree with observed experimental trends.
The impact of the development of this model on flotation cell design lies in the
fact that the liquid in the froth phase of tanks can now be evaluated to increase the
understanding of the effects of operating variables and to assess the effectiveness of specific
configurations by means of the amount of liquid reporting to the concentrate. It is also a
step forward towards a three phase model of froth flotation, and it also provides features
that can be used to study control strategies based on the predicted dynamics of the
system.
8.2 Further work
In the attempt to develop a simulation tool able to model a wider range of flotation cells,
this work has successfully closed some gaps and provided substantial progress. However,
research is an endless process and there is always something else that could be tried,
a different formulation that could be tested, more validations that require even more
experimental data, and more features that could add extra capabilities to the process
if implemented. The work in this thesis is not the exception, and there is a variety of
challenges that require further examination.
An additional feature whose implementation would greatly benefit the code is the
ability to run the model on multiple processors. Parallel processing is available within
Fluidity, but tests are required to ensure that it yields adequate results with the combi-
nation of options used in the present model.
From the point of view of the mathematical descriptions of the phenomena involved,
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the more complex model for foam flow outlined in Section 4.1.5 still requires not only fur-
ther analysis and the choice of a suitable rheological model, but also the implementation
of unusual curl boundary conditions. On the other hand, a model for air recovery similar
to that available in the literature (Neethling, 2008) and based on the forces exerted on
the films of the bubbles forming the foam, and also on the critical film failure pressure,
is desired. Ideally, such a model would be extended to account for three-dimensional
effects in order to study complex tank designs with internal elements. Moreover, if the
mathematical model included a description of the transient behaviour of air recovery,
it would make it possible to represent more realistic transient simulations, and it will
become an essential tool to study control strategies for flotation tanks.
In terms of the transient model for drainage of liquid in foam, the scope of the prob-
lems that can now be simulated would increase by implementing a model for coalescence
in the foam that allows for a definition of bubble size distribution dependent upon the
drainage process itself. Since a transient model for the liquid is already in place, such a
model for coalescence would also benefit from the transient calculations.
From the experimental point of view, the next step should include the construction of
a cylindrical tank to perform experiments that could be the basis for further validation
of the code capability to model complex three-dimensional foams for flotation columns.
In particular it will be interesting to evaluate the effect that the number and position of
radial launders have on the performance and key operating parameters. Similar exper-
iments could be conducted in industrial campaigns, especially to investigate how stable
the values for air recovery are, and what is the dynamic behaviour of this variable when
the system is subject to changes in aeration.
Last but by no means least, a transient model for solid particles that can accommodate
for three-dimensional simulations is needed. The derivation of such a model, adapted
from the work of Neethling & Cilliers (2002, 2003) is presented in Appendix E. This
model has to be implemented and tested in a similar manner as those for foam flow and
liquid drainage. The advection-diffusion form of the equation for solids obtained would
also benefit from the structure available in Fluidity, and will allow three-dimensional
mineralised froths to be studied. In turn, this would make possible further investigation
of the effect of complex launders, crowders, wash water addition and novel equipment
designs for froth flotation cells.
8.3 Conclusions
The key results that emerged from this study are:
• The velocity and trajectory of a flowing foam for flotation applications both in two
and three dimensions can be determined by means of solving Laplace’s equation for
a scalar potential field. This formulation allows for the first time to solve for three-
dimensional flowing foams using boundary conditions unique to froth flotation.
• A more general model for foam flow, that accounts for vorticity, was developed and
important aspects for its implementation were identified, although close agreement
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between the basic model and experiments showed it was not necessary for the
current application.
• Previous models for the drainage of liquid in foams can be adapted to account for
the behaviour in three dimensions, and it is possible to derive a model suitable
for solving in any spatial dimension. The continuity equation for this model takes
into account time as a variable, thus representing the first successful model able to
solve for the transient drainage of liquid in foams, for froth flotation applications,
in three dimensions.
• This work has established that it is possible to rearrange the highly nonlinear
equations for the multidimensional transient model for the behaviour of liquid in
foams so as to render them analogous to the compressible Navier-Stokes equations.
With some considerations, if pressure represents the Plateau border cross sectional
area, source and absorption terms can be defined in terms of parameters from the
drainage equations; with the density being replaced by the liquid content in the
foam, the analogy fits the continuity equation, and a compressible equation of state
accounts for the description of the liquid content through the foam.
• Consistent orders of convergence were found both for the model for foam flow and
for the model for liquid drainage after implementing them in Fluidity. Whilst for the
former the scalar potential can be solved using a piecewise linear function yielding a
quadratic order of convergence, for the latter mixed element pairs from the family
PnDGPn+1 for velocity and pressure (or, in terms of the analogy, velocity and
Plateau border cross sectional area), were found to produce orders of convergence
of approximately n+ 1 and n+ 2, respectively.
• Laboratory experiments highlighted the effect of the change in number and position
of the overflowing lips in a flotation tank. Results indicated that the use of an
internal launder and the different layout of the outflows provides differing trends
for air recovery and liquid overflow. The presence of zones of weak flow at the
corners of the flotation cell was also identified. The experiments also showed for
the first time the scattered data resulting from continuously measuring air recovery
parameters. This work has thus raised the need to investigate in more detail the
impact of the transient behaviour of overflow height and velocity, impacting on the
values of air recovery during flotation operations.
• The integrated model for foam flow and liquid drainage is able to represent the
non symmetric flow of the different configurations tried for the laboratory system.
Close agreement was observed between numerical results and experimental data.
Moreover, it allows for the visualisation of variables of interest with no restrictions
regarding the use of internal elements.
• It was shown that, provided an adequate description for the transient behaviour of
air recovery, it is possible to replicate the trend for liquid overflow in a two phase
flotation foam.
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• This work has provided a model able to predict the drainage of liquid in flotation
foams for arbitrary spatial dimensions, something that has been limited to date to
only two dimensions and symmetric domains. The investigation of processes that
can not be observed easily experimentally or analysed by other means may lead to
the design of novel flotation devices, taking advantage of the capabilities of the tool
developed in this work.
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Let us consider the 1D drainage of liquid in a column of flowing foam without coalescence
and therefore with constant bubble size.
Equation (4.24) expressed the balance of the forces acting on the liquid in the foam
as
k1A+ k2A−1/2∇A+ (u− v) = 0.
At steady state the liquid velocity, u, is zero and considering only drainage in the




+ vy = 0.






















































Making use of the integral formula∫
dx













and transforming back to A, an expression for y can be obtained in the form
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Let the liquid content at the bottom (y = 0) be εi, which is constant for a particular
packing of the bubbles at the liquid-foam interface. Since from Equation (4.27) A = ε/λ,



















The Plateau border cross sectional area for any height y of the foam at steady state can
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In the laboratory scale experiments presented in Chapter 6, the velocity of the overflowing
foam was measured by machine vision using a block matching algorithm. These velocity
values are of high importance since they affect the calculations of air recovery. However,
spurious values were identified in the data, for which a correction method was required.
The foam at the top of the tank can sometimes move slightly backwards relative to
the outflow. These backward velocities are, however, small in magnitude compared to the
average velocity of the overflowing foam. Thus, although the presence of small negative
velocities in the data obtained from image analysis is feasible, large negative values are
certainly not. Similarly, large positive velocity values can also be due to noise in the
measurements.
If the velocity data is not properly analysed, the average obtained may be a misrep-
resentation of its actual value. Data filtering is therefore important, and the definition
of a range of feasible values is not trivial. In order to analyse the distribution of the
velocity data from each of the two blocks used in the image analysis algorithm, data
binning was implemented for all the experimental tests. A bin was defined for each unit
of velocity, n, (in cm/s for convenience), with a binn including the velocity data in the
range n− 1 < binn ≤ n. The frequency of each bin can then be calculated.
A typical example from the experimental results is shown in Table B.1. These values
can be plotted to show a visual expression of the distribution of the experimental data,
as it can be seen in Figure B.1. This provides a method of discrimination against noise
that need to be combined with practical assumptions about the values that are reason-
ably expected. It can be noticed that, ignoring the extremes ends, the density function
obtained is bell-shaped; thus it is practical in this case to consider the interval [-2,9],
which contains the well-defined portion of the bell. The average overflowing velocity can
therefore be obtained considering only the data on the defined interval.
Furthermore, for each set of experiments the mean velocities obtained for the blocks
after filtering the data were compared, and a further selection criterion was applied by
only using experimental data for which the pair of blocks yielded similar averages.
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Table B.1: Frequency of bins for overflow velocity data. The bin value corresponds to
the upper limit of the bin, inclusive.



















Figure B.1: Histogram for the frequency of the overflow velocity.
Appendix C
Results from the laboratory scale
flotation experiments
142
Appendix C. Results from the laboratory scale flotation experiments 143
In Chapter 6 seven different configurations of a laboratory scale flotation tank were tested
at different air rates. Table C.1 presents the measured and calculated variables for these
tests at steady state.
Configuration A
Air rate (lpm) Froth depth (m) Overflow height (m) Liquid overflow (lpm) Air recovery (%)
155 0.0900 0.0243 3.85 15.37
165 0.0925 0.0254 5.87 21.47
170 0.0925 0.0247 6.67 20.40
175 0.0950 0.0259 6.98 26.20
Configuration B
Air rate (lpm) Froth depth (m) Overflow height (m) Liquid overflow (lpm) Air recovery (%)
155 0.0750 0.0278 1.64 20.16
165 0.0750 0.0302 3.75 26.38
170 0.0750 0.0303 4.17 25.83
Configuration C
Air rate (lpm) Froth depth (m) Overflow height (m) Liquid overflow (lpm) Air recovery (%)
150 0.0775 0.0223 3.33 34.51
155 0.0800 0.0249 4.17 37.50
165 0.0775 0.0255 6.01 35.05
170 0.0800 0.0269 6.30 35.40
Configuration D
Air rate (lpm) Froth depth (m) Overflow height (m) Liquid overflow (lpm) Air recovery (%)
150 0.0875 0.0297 2.83 34.87
155 0.0900 0.0346 4.07 47.14
165 0.0900 0.0353 5.44 52.75
Configuration E
Air rate (lpm) Froth depth (m) Overflow height (m) Liquid overflow (lpm) Air recovery (%)
150 0.0900 0.0293 3.61 37.26
155 0.0950 0.0295 4.58 38.39
165 0.0975 0.0297 6.14 40.09
Configuration F
Air rate (lpm) Froth depth (m) Overflow height (m) Liquid overflow (lpm) Air recovery (%)
150 0.0950 0.0277 3.67 33.15
155 0.0975 0.0270 4.94 39.31
165 0.0975 0.0268 6.16 37.80
Configuration G
Air rate (lpm) Froth depth (m) Overflow height (m) Liquid overflow (lpm) Air recovery (%)
150 0.0950 0.0277 6.24 41.59
155 0.0975 0.0277 7.18 51.75
165 0.0975 0.0278 8.40 41.20
Table C.1: Results from measurements and calculations from laboratory experimental
data for the different tank configurations.
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Comparison between experimental and numerical results for a quasi-two-dimensional
foam system are presented. The simulations were performed using the model for foam
flow described in Chapter 4, with parameters for the boundary conditions defined using
the air recovery measurements experimentally obtained by Cole (2010).
The experimental foam system had a width of 160mm, with a varying foam height
of approximately 270mm below the lip, depending on the position in which the liquid-
foam interface developed, plus the height of the foam over the lip. The vessel was
transparent, which allowed the use of image analysis to obtain a visual representation of
the streamlines. More details on the set up of the system and other related results can
be found in the work of Cole (2010).
The aim of this section is to highlight the close agreement between the streamlines that
the foam was found to follow in the experiments and those predicted by the numerical
model. Three cases are presented in which the volume at the top of the foam was
restricted using an insert, with variable shape and dimensions. Figures D.1–D.3 show
the streamlines obtained from both image analysis of experimental data and numerical
simulations. The background is coloured in both cases based on the average speed of the
flowing foam (the velocity magnitude).
The numerical model only considers potential flow theory to predict the foam flow,
and some differences can be seen in the streamlines, mainly due to the nature of the
quasi-two-dimensional system, in which foam flow is more easily affected by the walls
and the bubble size distribution. However, a close agreement can be observed between
the streamlines from the experimental results and those from the simulations, and the
results for foam speed, although not easily compared due to different resolution and
scales, also show good agreement. This confirms not only the key role of air recovery
in the modelling of flotation foams, but also the capability of the numerical model to
predict foam flows subject to diversions caused by the effect of internal elements.
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D.1 Long rectangular insert
(a)
(b)
Figure D.1: Streamlines for foam flow using a rectangular insert at the top of the froth
(20mm width, 125mm below lip level): (a)experimental results; (b)numerical results.
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D.2 Wide rectangular insert
(a)
(b)
Figure D.2: Streamlines for foam flow using a rectangular insert at the top of the froth
(80mm width, 31mm below lip level): (a)experimental results; (b)numerical results.




Figure D.3: Streamlines for foam flow using a triangular insert at the top of the froth
(80mm base, 60mm below lip level): (a)experimental results; (b)numerical results.
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A transient three-dimensional model for the behaviour of solid particles in flotation froths
is presented, which is based on the fundamentally based model of Neethling & Cilliers
(2002, 2003). This model, however, takes into account the dynamics of the solids, and is
able to represent its concentration anywhere in the froth phase in up to three dimensions.
The development of this formulation will allow to couple this model with those for foam
flow and liquid drainage presented in this work.
Attached material follows the froth motion; the flux of these particles can be calcu-
lated from the particle load of the bubbles entering the foam. This can be done either by
experimental measurements or by using a model for the pulp-froth interface. However,
not all the particles initially attached to the lamellae will leave the cell that way, since
rupture takes place when the bubbles burst at the top surface and it also can occur due
to coalescence in the froth.
On the other hand, the unattached material entering the froth phase will mainly fol-
low the liquid within the Plateau borders, but the particles are also able to move relative
to the liquid flow. This movement relative to the net fluid motion has been found to take
place by means of geometric dispersion, Plateau border dispersion and particle settling.
Geometric dispersion:
The geometric distribution of the Plateau borders causes the particles to spread out
perpendicularly to the particle motion (relative to the foam). This happens at the vertices
of the Plateau borders network, where different paths can be taken by the particles. This










FGNet = net flux due to geometric dispersion,
DG = dimensionless geometric dispersion coefficient,
db = bubble diameter,
CSi = mass of particle type i per volume of liquid,
vrel = velocity of the particle relative to the foam velocity,
I = identity matrix.
Also, in the previous equation vrelvTrel is the vector outer product
vrelv
T





















For three-dimensional random, monodisperse foam, the geometric dispersion coeffi-
cient has been found to be approximately 0.18 (Meloy et al., 2007a).
Appendix E. Transient three-dimensional model for solids in flotation froths 151
Plateau border dispersion:
Particles also disperse out due to velocity gradients within the Plateau borders cross
sectional area. This dispersion occurs in the same direction of the fluid flow and its
magnitude is proportional to that of the relative particle-fluid velocity. The following








FPNet = net flux due to Plateau border dispersion,
dp = characteristic Plateau border diameter,
DP = dimensionless Plateau border dispersion coefficient.
The characteristic Plateau border diameter can be taken to be two times the radius
of curvature of the Plateau borders, whilst methods to calculate the Plateau border dis-
persion coefficient have been discussed in the work of Neethling & Cilliers (2002) and
Meloy et al. (2007b).
Particle settling:
Depending on their size, particles undergo hindered settling. This only acts on the
vertical direction and can be estimated by using Stoke’s Law, with the additional con-
sideration that the distances in the network of Plateau borders are approximately three









ds = particle diameter,
ρs = solid density,
ρ = liquid density,
vSet = apparent settling velocity of particles within the froth.
The effect of particle settling, and that of the liquid motion, can be expressed as
FBulk =
 uxAλCSi(uy − vSety)AλCSi
uzAλCSi
 = AλCSi(u− vSet),
where:
FBulk = net flux due to liquid flux and particle settling.
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In order to obtain a differential equation to solve, considering the three mechanisms
affecting particle motion, a continuity equation is required. Since there is an addition of
particles (those detached from the lamellae), the continuity equation can be expressed as
∂λACSi
∂t
+∇ · (FGNet + FBulk + FPNet) = Rate of solid addition per volume. (E.1)
As bubbles coalesce in the froth, the particles attached to their films are considered
to be added to the unattached material in the Plateau borders. Assuming that all the
film interfaces have equivalent particle loading, the rate of addition of solids is equal to
the rate of decrease in the surface area of the bubbles, thus
Rate of solid addition per volume = −∇ · (uSb)Sconci , (E.2)
where:
Sb = specific surface area of bubbles,
Sconci = mass loading of attached particles of type i per surface area of bubble.
At the top of the froth, where bursting takes place, all the bubble surface area is lost
and all the attached particles are considered to enter the Plateau borders.
Equation (E.2) can be introduced into the continuity equation (E.1), and the terms
can be rearranged to yield:
∂λACSi
∂t
+∇ · λACSi(u− vSet) +∇ · (DλA∇CSi) = −∇ · (uSb)Sconci ,
where D is the tensorial coefficient:
D = −DGdb|vrel|I + (DGdb −DPdp)vrelvrel|vrel| .
It can be noticed that the equation for solid motion in froth flotation obtained has the
form of an advection-diffusion equation. This form of the equation can be implemented
into Fluidity, in a similar manner to the analogy for the equation for foam drainage, in
order to solve them simultaneously.
Also, it must be taken into account that the particles affect the fluid by changing the
density, viscosity and the volume entering the Plateau borders.









ρf = fluid density,
ρ = liquid density.
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- The viscosity of the fluid is affected by the solid concentration:
ηf = f(η, CSi)
where:
ηf = fluid viscosity,
η = liquid viscosity.
Different ways of calculating the viscosity of a mixture are available in the litera-
ture (Coulson & Richardson, 1993).
- Solids entering the Plateau borders affect the volume balance. The rupture of the
films is, however, also accompanied by some liquid, thus the rate of fluid addition
to the Plateau borders is the same as the rate at which fluid is released from the
lamellae as they rupture. This can be expresses as








ρs,i = density of particle type i ,
Vs,frac = volume fraction of solids within the lamellae.
The boundary conditions for this model can be defined as follows:
• At the liquid-foam interface
The assumption that there is a uniform concentration of solids at the interface is
needed, so CSi at this boundary should equal the mass of particle type i per volume
of liquid on the tails, CSi,Tails, hence
CSi = CSi,Tails,
• At the solid walls and top surface of the foam
There is no solids flow through the walls of the flotation cell or the top surface of
the foam since these are impermeable boundaries. The solids flux normal to the
boundary is therefore zero,
FBulk · n = 0,
where n represents the normal direction pointing out of the fluid domain.
It also has to be considered that due to bursting at the top of the froth, detached
solids are added to the Plateau borders.
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• At the zone after the weir where the foam flows as unbroken bubbles
The solids leave the system due to the liquid overflowing the weir, which is in turn
dependent on the foam velocity normal to the boundary. The amount of solids
leaving the cell is still dependent of the processes occurring in the vicinity of the
overflow zone, which determine the solids concentration. There is no concentration
gradients over the weir, hence at this boundary the rate of change of solids concen-
tration in a direction normal to the overflow is zero. The boundary condition can
therefore be expressed as
∇CSi · n = 0.
A surface integral similar to the one suggested for calculating the liquid overflow,
but including the solids concentration, CSi , will yield the volumetric flow for each
particle type.

