In this paper, we discuss a new method based on probability generating functions, to derive Stein operators for discrete approximations. This approach is then used to obtain Stein operators for various random variables closely related to Poisson, binomial and negative binomial distributions, which are then employed in conjunction with well-known perturbation to Stein's method. Some approximation results are derived and a comparison of two different operators which may be applied to the same distribution is made. This is illustrated for example by the binomial convoluted with Poisson approximation to sums of independent as well as dependent indicator random variables.
Introduction
Stein's method is known to be one of the most powerful tools in probability approximations and a vast literature is available on this topic. For some recent developments, see Eichelsbacher For instance, the Stein operator can be treated in the framework of birth-death processes, see Brown and Xia (2001) . For more details and applications of Stein's method, see Barbour et al. (1992b) , Chen et al. (2011) and Ross (2011) for a recent survey on this method.
In this paper, we consider the random variables (rvs) concentrated on Z + = {0, 1, 2, . . . } and their distributions may have the form of convoluted measures or random sums. Using their probability generating functions (pgf ), we derive the Stein operators for discrete probability approximations. In particular, the existence of multiple Stein operators (in the case of convoluted measures) for an approximation problem is shown and the corresponding estimates are derived and compared for the case of indicator rvs. Although the existence of infinite families of Stein operators for many common distributions is already well-known (see, Goldstein and Reinert (2005) ), this comparison may benefit the readers, as it is illustrated for the first time (in case of convoluted measures) to the best of our knowledge.
Let Y be a Z + -valued rv with E(|Y |) < ∞. Assume that we want to estimate Ef (Z)−Ef (Y ) for some rv Z concentrated on Z + and for some bounded function f : Z + → R. Stein's method is then realized in three consecutive steps. First, for any bounded function g : Z + → R, a linear operator A satisfying E(Ag)(Y ) = 0 is established and is called Stein operator. In the next step, the so-called Stein equation
is solved with respect to g(j). As a rule, solutions to the Stein equations have useful properties, such as ∆g := sup j∈Z + |∆g(j)| being small, where ∆g(j) := g(j + 1) − g(j) denotes the first forward difference. The properties of ∆g depend on the form of A and properties of Y .
In the last step of Stein's method, one uses the obvious identity
and estimates E(Ag)(Z) through ∆g and ∆ k+1 g(j) := ∆ k (g(j + 1) − g(j)), k = 1, 2, . . . .
For some distributions, the Stein operator can be established directly. Indeed, let µ j := P (Y = j) > 0, j ∈ Z + . Then, obviously, ∞ j=0 µ j (j+1)µ j+1 µ j g(j + 1) − jg(j) = 0. Therefore, we can take (Ag)(j) = (j + 1)µ j+1 µ j g(j + 1) − jg(j), j ∈ Z + .
Some examples are:
1) Let Y ∼ P (λ), λ > 0, be Poisson rv with µ j = λ j e −λ /j!. Then (Ag)(j) = λg(j + 1) − jg(j), j ∈ Z + .
2) Let Y ∼ NB(r,p), 0 <p < 1, be negative binomial rv with µ j = Γ(r + j)/(Γ(r)j!)p rqj , for j ∈ Z + , r > 0 andq = 1 −p. Then (3) reduces to (Ag)(j) :=q(r + j)g(j + 1) − jg(j), j ∈ Z + .
3) Let 0 < p < 1, q = 1 − p,Ñ > 1, and Y have pseudo-binomial distribution (seě IfÑ is an integer, then Y is a binomial rv. Suppose now g(0) = 0 and g(⌊Ñ ⌋ + 1) = g(⌊Ñ ⌋ + 2) = ... = 0. Then we obtain from (3)
Multiplying the above expression by q, we can get the following Stein operator:
Observe that (3) 
Deriving Stein Operators via P GF
The construction of Stein operator is well-known if probabilities of approximating distribution satisfy some recursive relation. Indeed, the pgf has been used as a tool for establishing Panjer's recurrence relations; see, for example, Sundt (1992) and Hess et al. (2002) . Our aim in this paper to use the pgf approach to derive the Stein operators, which is simpler than the other approaches usually employed in the literature.
The General Ideas
Let N be a Z + -valued rv with µ k = P (N = k) and finite mean. Then its pgf
satisfies
If we can express G ′ N (z) through G N (z) then, by collecting factors of z k , the recursion follows.
We now exemplify the pgf approach for the Stein operators. Consider the compound Poisson distribution with pgf
and
Comparing the last expression to the right-hand side of (8), we obtain recursive relation, for all
The Stein operator follows from somewhat inverse arguments. We have
Therefore, the Stein operator for compound Poisson distribution is
This operator coincides with the one from Barbour et al. (1992a).
Convolutions of Measures
Without much change, the same approach works for convolutions of distributions or measures. are given by
respectively. Hereq = 1 −p and q = 1 − p.
If Y has the pgf G 3 (z)G cp (z), then the corresponding Stein operator is
Differentiating with respect to z, we get the identity
Multiplying both sides by (q + pz) and collecting terms to z k , we obtain the recursive relation
Multiplying the last equation by g(k + 1) and summing over all nonnegative integer k leads to (12) .
To prove (13) , let
Differentiating with respect to z gives equality
Multiplying both sides by (1 −qz) and collecting terms to z k , we obtain the recurrence relation
It remains to multiply last equation by g(k + 1) and sum result over all nonnegative k.
as defined in (11) . Then, for all j ∈ Z + and bounded functions g : Z + → R, the Stein operator for Y is
If, in addition p/q < 1, then
Proof. The estimate in (15) follows from (10) and the expansion
The estimate in (14) is a partial case of (12) .
We have shown above that an approximation problem can have two very different Stein operators. Next, we demonstrate that the number of such operators might be even larger. We consider convolution of negative binomial and binomial distributions. It is logical to use the binomial approximation for sums of rv's with variances smaller than their means and the negative binomial approximation if variances are larger than means. Therefore, one can expect that the sum of binomial and negative binomial rv to be somewhat universal discrete approximation.
and (p/q) < 1. Then, for j ∈ Z + and bounded functions g : Z + → R, the rv Y has the following Stein operators:
Observe that the main parts of Stein operators in (18)- (20) are similar to Stein operators for binomial, negative binomial and Poisson rv, respectively.
Proof. Differentiating G Y (z) with respect to z, we obtain
Multiplying both sides by (q + pz)(1 −qz) and collecting terms to z k , we obtain the recursive relation
Multiplying the last equation by g(k + 1) and summing over all nonnegative k, we obtain (17) .
Therefore, (18) follow from (12) . Similarly, (19) follows from (13) and (16), and (20) follows from (10) and (16).
Compound Distributions
We extend the technique for finding Stein operator for general class of compound distributions.
where N has pgf as given in (7) and the X j are iid rvs, independent of N , with P (X j = k) = p k for k ∈ Z + . Then the pgf of S N is given by
where
Observe that
where p k,j = P (S k = j) denotes k-fold convolution of {p j } j 0 and S 0 is treated as degenerate rv concentrated at zero. Thus
Further on, we assume that E(S N ) < ∞, and let prime denote the derivative with respect to z.
Similarly,
Noting that (
Comparing (24) with (22) we obtain the required recursion relation, for s ∈ Z + , as
Next we derive a Stein operator. So far, some µ j were allowed to be equal to zero. Now we restrict ourselves to the case µ j > 0, j = 0, 1, 2, . . . , K (K = ∞ is also allowed) and assume that µ K+1 = µ K+2 = · · · = 0, when K < ∞. Multiplying (25) by g(s + 1) and summing over s,
Changing the order of summation in the above equation and setting
Next let us assume that a k satisfies Panjer's recursion: a k = a + bk (see Panjer and Wang (1995) ). From (21) and (26),
Let X be an independent copy of X 1 . Then
Substituting the last expression into (27) , we now obtain a Stein operator defined by
Thus, we proved the following result.
Theorem 2.1 Let N be rv concentrated on {0, 1, 2 . . . , K} (K may be infinite) with probabilities µ k = P (N = k) satisfying Panjer's recursion
X j , where the X j are iid rvs independent of N and concentrated on Z + with probabilities P (X 1 = k) = p k . If E(S N ) < ∞, then a Stein operator for S N is given by (28) .
Some Examples: a) We already derived a Stein operator for compound Poisson distribution via pgf directly.
Let now N ∼ P (λ). Applying Theorem 2.1 with K = ∞, a = λ and b = 0, we obtain
which coincides with the one given in (10), with λ j = λp j .
b) Let Y ∼ N B(r,p), the negative binomial distribution, r > 0 and 0 <p < 1. Then K = ∞, a = rq, b =q and a Stein operator for a compound negative binomial distribution is
Note that the pgf of S N is
c) Let N ∼ Bi(n, p), the binomial distribution, where n ∈ N and 0 < p < 1. Then K = n, a = np/q, b = −p/q and a Stein operator for compound binomial distribution equals to
which can be written in a form similar to (6) as
Also, in this case
Remark 2.1 (i) If we take p 1 = 1 in the examples above, we obtain the standard Stein operators for Poisson, binomial and negative binomial distributions as given by (4), (6) and (5), respectively.
(ii) Sometimes the form of pgf allows to establish recursive relations without differentiation.
For example, the pgf for the compound geometric distribution is of the form
Multiplying both sides by 1 − q ∞ m=1 p m z m and collecting factors to z k , we obtain
This operator coincides with the one from Daly (2010) . Note that we consider the case p 0 = 0.
Perturbed solutions to the Stein equation
In this section, we discuss some known facts about the Stein equation and its properties. Assume that Y and Z are rv concentrated on Z + and f, g : Z + → R are bounded functions. Henceforth,
The essential step in Stein's method is solving the equation
where A is the Stein operator for Y . One of the most general results is the following.
where β 0 = 0 and 
for all nonnegative functions f . Here g i denotes solution of (31) The choice of f leads to different probabilistic metrics. In this paper, we consider total variation norm which is twice the total variation metric. That is,
where F = {f : Z + → [0, 1]}, and the last supremum is taken over all Borel sets.
Let g be a solution of (31) for Poisson or negative binomial or pseudo-binomial rv with the Stein operator given by (4) or (5) or (6)), respectively. Then the corresponding bounds are given respectively as
The first two estimates follow directly from (33). Observe that for pseudo-binomial distribution, the assumptions of (33) are not always satisfied. The last estimate of (34) follows from Lemma and |E(Ag)(W )| ε ∆g .
Using (34), we next check the applicability of Lemma 3.1 to various Stein operators derived in the previous sections. Our observations are the following:
(a) If Stein operator is given by (17) , then no perturbation seems to be available.
(b) If Stein equation is given by (18), then we have pseudo-binomial perturbation, ω 1 = 2,
The condition ω 1 ω 2 < γ is satisfied if p andq are sufficiently small. 
Remark 3.1 (i)
We remark here that once a Stein operator is derived, the properties of the associated "solution to the Stein equation" must be derived and this can be quite difficult, as discussed in some examples above.
(ii) When applying perturbation technique to compound negative binomial or compound binomial distributions, we observe j in perturbation part of operator. Consequently, either a new version of perturbation technique with nonuniform estimates should be developed or a different approach should be devised.
Approximation to sums of indicator variables
In this section, we investigate the effect of the different forms of Stein operator on its estimates.
We consider the sum W = n i=1 I i of possibly dependent indicator variables and let BCP is a distribution. This might be an added advantage in practical applications.
Choice of parameters.
Note that the BCP is a three-parametric distribution. We choose the parameters p, M and α to ensure almost matching of the first three moments of W .
Denoting as before the integral part by ⌊·⌋, we define
The the following relations hold:
Note that
Therefore, for α > 0, the BCP is not a signed measure, but a distribution. Similar to Soon (1996), we chose parameters to match three moments for the sum of independent Bernoulli variables. Thus, only weak dependence of rvs is assumed. Note that additional information about dependence of rvs can significantly alter the choice of parameters, see, for example, Daly
Observe that α and M p can be of the same order. Indeed, let n be even and
2. Poisson perturbation. We begin from the case where the Stein operator is given by (15) . Some additional notation is needed. Henceforth, we denote by I 1 and I, the degenerate distributions concentrated at 1 and 0, respectively. The convolution operator is denoted by * .
If indicator variables are dependent, then obtaining bounds for d and d 1 are not easy; see Daly (2011) for some partial cases and the history of the problem. On the other hand, if the rvs are independent, then by the unimodality of W , we obtain
see Xia (1997) . Now let S 1 and S 2 be the sets of indices such that
Then, by the properties of total variation,
Thus, we have the following corollary for independent rvs.
Corollary 4.1 Let W be the sum of n independent bernoulli rvs, max(p, θ 1 ) < 1/2 and σ 2 > 3τ . Then
(ii) If all p i ≍ C, then the order of accuracy in (44) is O(n −1 ). In comparison to the Edgeworth expansion, the BCP is more advantageous since approximation holds for total variation norm and no additional measures compensating for the difference in supports are needed.
Proof of Theorem 4.1. Applying Newton's expansion, similar to Barbour andČekanavičius (2002, p. 518), we get
By the definition of M and p, defined respectively in (35) and (37),
Therefore, from (45) and (46), we get
Taking into account (15) and (47), we obtain
Here
Collecting the estimates in (47)-(51) and applying Lemma 3.1 with
γ =λ and T = ∞, the proof is completed.
3. Binomial perturbation. Next we approximate W using the Stein operator in (14) . In addition to the notations used in the last section, let
Let the distribution ofW
If indicator variables are independent and by estimating d 2 similarly to (43), we get the following corollary.
Corollary 4.2 Let the rvs be independent, θ 2 < 1/2 and σ 2 > 3τ . Then
Remark 4.2 (i) If rvs are independent, then
where ψ(p) = (p) −1 (− ln p − 1) + 1. Indeed,
Now it suffices to take x = − ln p. Also, P (W >T ) is estimated similarly. Observe, that ψ(p) > 0 for any p < 1.
(ii) If p i = C, then estimate in (53) is at least of the order O(n −1 ).
(iii) If all the p i are equal, then both sides of (53) are equal to zero. 2) than the estimates obtained by matching two moments, obtained by Soon (1996) and Roos (2000) for binomial approximation.
Proof of Theorem 4.2. Note first
Therefore,
It is easy to check that
The second summand in (57) is less or equal to
Also, the first term in (57) is
Set
Then it can be seen (see Soon (1996) , p. 709)) that
We estimate each R i separately. First,
Secondly,
Finally,
Collecting the estimates in (54)-(65), we get the required estimate for the Stein operator. Applying Lemma 3.1 with ω 1 = 2/pq, ω 2 = pα and γ =T , we complete the proof.
Application to dependent indicators
We consider here a dependent setup arising out of independent Bernoulli trials. Let {X j } be a sequence of independent Be(p * ) variables and a(p * ) = p * (1 − p * ). Define, for j ≥ 2,
From Huang and Tsai [18] , the T j = ρ j − ρ j−1 are iid having pgf
Hence, E(T ) = 1/a(p * ) and V(T ) = 1−3a(p * ) (a(p * )) 2 . Observe now that ρ j = j i=1 T i is the waiting time for j-th occurrence of (1, 1)-event. Then it follows that the average number of occurrences in a sequence {I j } 2≤j≤n is n − 1/E(T ) = (n − 1)a(p * ). Suppose now k = ⌊(n − 1)a(p * )⌋ + 1.
Then ρ k = k j=1 T j and by Proposition 4.6 of Barbour and Xia [4] , we get
,
Define maximal coupling (see Barbour et al. [7] , p. 254)
Let now
Then, for ρ k ≤ (n − 1) and ρ k = ρ ′ k + 1, we have W = W ′ + 1. Hence,
Using Chebyshev's inequality, we get
As seen earlier,
Assume now, without loss of generality, (n − 1)a(p * ) ≥ 8. Then
Hence, we obtain from (78), (79) and (80)
This proves (76).
Using similar arguments and the fact that T j 's are iid, (77) immediately follows. , for k ≥ 4.
Therefore, E(ζ) = a(p * ) + 1 a(p * ) .
Also, due to symmetry, we have ζ 
= 2 max{2(1 − a(p * )), 1)}(1 − a(p * )(1 − a(p * ))).
Thus, the bound given in Theorem 4.1 becomes
This proves the corollary.
