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Abstract: In this paper, we present a system based on decision trees for the off-line recognition of handwritten 
Arabic words. The aim of this work is to design and implement a system for the recognition of Algerian city names 
(wilayas), based on the symbolic learning decision tree approach. After the acquisition step, images are 
preprocessed and structural features (subwords, loops, ascenders, descenders and diacritical dots) are extracted. 
These features, combined with the corresponding classes are presented as input to a learning process which gives 
as a result a decision tree that can be used for the classification step in our recognition system. The resulting tree 
can be expressed more explicitly as a rule base for words classification. These rules are not based on theoretical 
information, but on training samples. Our experimental recognition results are encouraging and confirm our 
expectation that the use of structural features and symbolic learning is an interesting issue of wholistic handwritten 
words recognition. 
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1. Introduction 
 
Writing plays an important role in our daily 
lives. It represents an indispensable complement to the 
oral modality for communication between humans. 
Currently, the possibilities for diffusion, storage and 
support, offered by scanning the handwriting modality, 
ensure performances for information processing much 
higher than those traditionally offered by paper 
support, which remains frequently used for practical, 
economic and cultural reasons. 
Despite the considerable progress and 
increase of computer processing power, the 
performances of handwriting recognition systems are 
still very small compared to human ones mainly 
because of the high variability of writing styles 
between writers.  
Unlike Latin, Arabic handwritten or printed 
documents recognition is still at the research and 
experimentation stage [1]. The calligraphic nature of 
Arabic distinguishes it from other scripts at different 
viewpoints. One of the most important differentiations 
comes from its semi-cursivity both in print and  
 
 
 
 
 
handwritten form, creating the notion of subword or 
pseudo-word (the Arabic word is composed of one or 
more subwords). We can also note the strong 
dependence between the character calligraphy and 
context, the complexity and multiplicity of letter forms, 
the variability of horizontal and vertical character 
ligatures as well as the presence of overlaps.  
Thus, the particularities of the Arabic writing 
make difficult the segmentation of Arabic texts and 
complicate the choice of preprocessing procedures as 
well as features used for describing the entities to be 
recognized.  
Through our study for many works on the 
recognition of Arabic script [2], we found that various 
methods were used. Offline recognition of Arabic text 
is considered in most works with the same approaches 
used for other scripts, even if its semi-cursive nature 
and its morphological particularities have sometimes 
been specially processed. In our study, we also found 
that, despite the interest of symbolic methods, such as 
decision trees, in the field of classification and machine 
learning, these methods have been rarely used for 
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offline recognition of Arabic writing. Indeed, there are, 
to the best of our knowledge only two works that have 
chosen this direction: 
Adnan Amin [3] is one of the pioneers in the 
research on Arabic script recognition. In 2000, he 
proposed a wholistic recognition system for multifont 
printed Arabic words, using global features. The 
recognition accuracy was around 92% by testing a 
thousand of Arabic word classes. 
In 2005, Abuhaiba [4] chose to make the 
recognition of the fonts used in different parts of a 
document printed in Arabic. The recognition rate was 
around 91% by testing a hundred of Arabic words with 
thirty fonts.  
Very recently, in 2010, Al-Hajj and Al-Thaani 
[5] published a research paper on the use of decision 
trees for recognizing on-line Arabic handwritten 
isolated characters. The recognition rates vary from 
43% to 93% for 28 classes of characters, written by a 
dozen of writers. 
The decision trees advantages in classification 
problems, the rarity of works that use them in Arabic 
script recognition and the interesting result of these 
studies encouraged us to use them in our work for the 
global recognition of handwritten Arabic words in a 
limited vocabulary. We have intentionally avoided the 
problem of segmenting words into characters by using 
the wholistic (global) approach which is relatively 
infrequently used in this area.  
In this paper, we propose a system based on 
decision trees for the global recognition of handwritten 
Arabic words (Algerian wilaya names). The rest of this 
paper is organized as follows: in section 2, an overview 
of the proposed recognition system is presented. The 
section 3 describes the preprocessing step while the 
feature extraction one is detailed in the section 4. 
Section 5 discusses the classification and recognition 
using decision trees. Section 6 presents the 
experimental results and the paper is concluded in 
section 7. 
 
2. Overview of the Proposed System 
 
The schematic diagram of the proposed 
recognition system is shown in figure 1. This system 
has several characteristics: 
• The writing acquisition mode is off-line (static) 
because the acquisition is done once the writing is 
presented on a support (on paper, by a scanner). 
• It is an omni-writer system where learning must be 
generalized to the writing of any writer. 
• The vocabulary size is limited to the 48 names of 
Algerian wilayas or cities (see table 1). 
• In our work, we used a database built in our 
laboratory [2, 6], extracted from 300 form pages 
where each of the 100 writers wrote the name of 
each Algerian wilaya 3 times. Each form is 
scanned in gray scale, then automatically divided 
into several images of handwritten words which 
size is 288*86 pixels. All the obtained images 
were used during our experiments. Note that, in 
our system, even if the wilaya name is composed 
of several words, like the wilayas corresponding to 
numbers 24, 36, 39, 41, 46, 47, 48 in table 1, we 
consider it as a single entity (one word). 
 
 
Figure1. Overview of the Proposed Recognition 
System 
 
Table 1. Algerian Wilaya Names Vocabulary  
1 ﺔﺴﺒﺗ 25 ﺕﺭﺎﻴﺗ 
2 ﻞﺠﻴﺟ 26 ﺖﺳﺍﺮﻨﻤﺗ 
3 ﺖﻠﻴﺴﻤﺴﺗ 27 ﺓﺯﺎﺒﻴﺗ 
4 ﺔﻠﺸﻨﺧ 28 ﺔﻠﻗﺭﻭ 
5 ﺔﻠﻴﻣ 29 ﻱﺰﻴﻟﺇ 
6 ﺔﻠﻴﺴﻣ 30 ﻥﺍﺰﻴﻠﻏ 
7 ﻒﻴﻄﺳ 31 ﺔﻳﺪﻤﻟﺍ 
8 ﺮﻜﺴﻌﻣ 32 ﺓﺪﻴﻠﺒﻟﺍ 
9 ﺔﻨﻴﻄﻨﺴﻗ 33 ﺔﻣﺎﻌﻨﻟﺍ 
10 ﺓﺪﻴﻌﺳ 34 ﺔﻳﺍﺩﺮﻏ 
11 ﺭﺎﺸﺑ 35 ﻥﺍﺮﻫﻭ 
12 ﺔﻳﺎﺠﺑ 36 ﺎﺒﻌﻠﺑ ﻱﺪﻴﺳﺱ  
13 ﺔﺑﺎﻨﻋ 37 ﺓﺮﻳﻮﺒﻟﺍ 
14 ﺔﻨﺗﺎﺑ 38 ﺮﺋﺍﺰﺠﻟﺍ 
15 ﺓﺮﻜﺴﺑ 39 ﺔﻠﻓﺪﻟﺍ ﻦﻴﻋ 
16 ﻢﻧﺎﻐﺘﺴﻣ 40 ﻑﺭﺎﻄﻟﺍ 
 
Classification Decision 
Binarized Image  
Extracted Features  
Classification and 
recognition by decision 
 
Feature extraction 
Preprocessing  
Image Acquisition 
(Algerian wilaya 
Names) 
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17 ﺓﺪﻜﺴﻜﺳ 41 ﻭﺯﻭ ﻱﺰﻴﺗ 
18 ﻥﺎﺴﻤﻠﺗ 42 ﺱﺍﺩﺮﻣﻮﺑ 
19 ﺾﻴﺒﻟﺍ 43 ﺭﺍﺭﺩﺃ 
20 ﺔﻤﻟﺎﻗ 44 ﻱﺩﺍﻮﻟﺍ 
21 ﻒﻠﺸﻟﺍ 45 ﻁﺍﻮﻏﻷﺍ 
22 ﺔﻔﻠﺠﻟﺍ 46 ﺞﻳﺮﻳﺮﻋﻮﺑ ﺝﺮﺑ 
23 ﻑﻭﺪﻨﺗ 47 ﺱﺍﺮﻫﺃ ﻕﻮﺳ 
24 ﺖﻨﺷﻮﻤﺗ ﻦﻴﻋ 48 ﻲﻗﺍﻮﺒﻟﺍ ﻡﺃ 
 
 
3. Pre-Processing 
 
The role of preprocessing is to prepare the 
data received from scanner for the feature extraction 
phase. Preprocessing operations reduce noise, correct 
errors without changing the important characteristics of 
the word. In our system, we used in the preprocessing 
module, the following operations: 
• Binarization: converts a gray scale image into a 
binary one using a thresholding technique. 
• Smoothing: consists in filling gaps and eliminating 
superfluous points of the contour image. 
• Cleaning: consists in removing noise that could not 
be eliminated by smoothing. 
• Baseline detection: is done using the horizontal 
projection, the baseline corresponds to the horizontal 
line with the highest density of black pixels. 
• Image segmentation into connected components: it 
consists in detecting different connected components 
(groups of connected black pixels) of an image the 
position coordinates are derived from the main image. 
 
 
a) Original Image          b) Binarized image  
 
 
 
 
c) Smoothed Image         d) Cleaned image  
 
 
 
 
Figure 2. Pre-Processing of Image الجزائر 
 
4. Feature Extraction  
 
To ensure the success of a recognition 
method, the choice of features to be extracted is an 
essential step since further processing will no longer 
manipulate the original image, but the results provided 
by the feature extraction module. 
In our system, we choose to focus on the subword 
notion specific to the Arabic script, as well as structural 
(perceptual) features because psychological studies 
have shown that they are extensively used during 
human reading process [7, 8]. We have used the 
following features:  
• The number of subwords (Sw): Separation 
between words is generally respected by the 
writers in Arabic writing; in addition, this factor is 
discriminating between groups of Arabic words.  
• The number of ascenders (As), descenders (Ds) 
and loops (L). 
• The number and type of diacritical dots (single 
high dot SHD, single low dot SLD, double high 
dots DHD, double low dots DLD, triple high dots 
THD). 
The chosen characteristics are close to human 
perception and pseudo symbolic representation of word 
structure fits with the symbolic approach, based on 
decision trees, chosen for recognition. 
As an illustration, here are the features extracted for 
the word represented by the figure 3. 
 
Features  As  Ds  L SHD SLD DHD DLD THD 
Sub-word 1 1 1 0 0 1 0 0 0 
Sub-word 2 0 0 1 0 0 1 0 0 
 
 
Figure 3. Features of word ﺓﺮﻜﺴﺑ 
 
5. Recognition 
 
The classification stage is the decision making 
part of a recognition system and it uses the features 
extracted in the previous stage. Our system performs a 
global recognition of wilaya names where the word is 
recognized as one entity. The learning method used for 
classification is based on decision trees. The aim of our 
system is not limited only to the construction of 
decision trees but they are also used to classify new 
unknown word images. 
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5.1. Decision Trees 
 
The main idea of decision trees is to divide 
recursively, and as efficiently as possible, the training 
examples set by tests defined on their attributes 
(internal nodes) and their discriminant values (label or 
value of the arc between the attribute node and its 
children) until we get sample subsets containing only 
examples belonging to the same classes which 
constituts the predictions of the decision tree and 
corresponds to its leaves. So, decision trees allow 
predictions, based on known data, by reducing, level by 
level, the solution domain [9].  
The best known and the most commonly used 
learning process for building a decision tree uses 
Quinlan's C4.5 algorithm [10]. It is divided into three 
stages which depend to the chosen algorithm: Tree 
growth (separation into arcs, attribute selection to 
divide the learning sets and subsets), growth stopping 
and tree pruning. The separation criterion of tree arcs 
(choice of the most discriminating attribute) is the most 
important measure for categorizing the different 
algorithms to build decision trees. 
 
5.2. The Machine Learning Algorithm C4.5 
 
The C4.5 is an efficient learning algorithm 
that creates decision trees to represent classification 
rules [10]. It is an improvement of ID3 algorithm of 
Quinlan [11]. It uses entropy and information gain 
concepts. The information entropy or Shannon entropy 
is a measure of the information amount delivered by a 
source. The choice of the discriminating  attribute from 
a node is obtained with the information gain criterion 
Gain (A). For example, if an attribute node must 
process S samples, with wi samples belonging to class 
i, the information necessary for the classification using 
the current attribute is Entropy (S):  
    Entropy (S)= - ∑(i=1..S) p(ωi) log2 p(ωi)         (1) 
If attribute A is chosen to separate the samples, a 
number n of subsets will be obtained. If Sj is the subset 
j among n, the entropy of each Sj can be calculated. 
The information required for separation after selecting 
the node A is the weighted average of information 
subsets, it is the conditional entropy: 
Entropy (S/A)= - ∑(i=1..n) P(wi) .entropy (Sj)     (2) 
The information gain obtained by the node A is 
given by :  
Gain (A)= entropy (S)-entropy (S/A)    (3) 
 
Smaller is the entropy of A, greater is the gain 
of A and the corresponding node is more suitable to 
differentiate classes of S. When the attribute is 
selected, samples are divided based on different values 
of A and the obtained subsets represent new starting 
sets S. If all samples belong to the same class, the new 
node becomes an end node (leaf) labeled with the class. 
This process continues until all samples are identified 
with a class label. The C4.5 algorithm brings 
interesting improvements compared to other learning 
algorithms for decision trees. It can handle continuous 
data and prune the tree after its creation by replacing 
the uninteresting sub-trees by end nodes. 
 
5.3. Classifier Construction with Weka 
 
To construct our classifier, creating the 
corresponding decision tree, we have used the Weka 
tool, developed by the University of Waikato in New 
Zealand1. WEKA (Waikato Environment for 
Knowledge Analysis) is an environment for data 
analysis and knowledge extraction. It is a set of 
learning programs and automatic data mining written in 
Java. Weka contains tools:  
• For data preprocessing (selection, transformation, 
normalization,...). 
• For data mining (clustering, classification, 
regression, ...). 
The process of building decision trees is based on a 
learning set. Each example corresponds to an image of 
a word and contains the list of extracted features (see 
Section 4) with the class membership of that word 
(name of corresponding wilaya). 
The training examples are encoded in an input 
file. ARFF (Assign Relation File Format) used by the 
Weka tool to generate the tree decision that will be 
used as a classifier in our system. Using Weka, the 
resulting classifier can be expressed as a tree decision 
or a set of if then rules. This latter type of classifiers is 
very interesting in some cases where the decision tree 
is complex and difficult to understand. Our database 
contains 14400 examples (wilaya name images). We 
performed the various stages of preprocessing and 
feature extraction to create a .ARFF file for the words.  
This file will be used by the Weka tool to create the 
corresponding decision tree.  
As an illustration, here is a portion of the rule base 
extracted from the tree decision generated by the Weka  
system. Each rule is followed by:  
• A set of conditions that must be verified. 
• A class membership predicted. 
• The proportion of positive and negative examples.   
                                           
             sw > 3 
                                                          
1 http://www.rulequest.com  
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        As <= 2 
        Ds > 1 
        As <= 2 
        sld > 1 
        Ds  > 3: BBArreiridj (9.0)       
        sw <= 2 
        sw > 1 
        dld> 0 
        sw <= 2 
        sld <= 0 
        shd > 0: Annaba (4.0/2.0) 
 
5.4. Using the Classifier for the Recognition 
 
Our goal is not limited to the construction of 
the decision tree, but also using this tree for the 
recognition or classification of new unknown words. 
This requires as input the feature vector corresponding 
to the image of a word. The system concludes the class 
membership to the unknown word image simply by 
finding the corresponding path through the decision 
tree from the root to reach a leaf giving the searched 
class. 
 
 
Table 2. Obtained Results for Our Database 
 
Writers Recognition Rate 
Substitution 
Rate Recall Precision f-Measure 
Attributes Discrimination 
Order 
1-100 75.74% 24.26% 0.477 0.432 0.452 SW-L-AS-SHD-DS-SLD-DLD-THD-DHD. 
 
6. Experimental Results 
 
To evaluate the performance of the 
constructed classifier, we evaluated the recognition 
rate, the rate of substitution errors, the recall, precision  
and f-measure. 
• The recognition rate corresponds to cases where 
the classifier identifies the word entry and assigns 
the appropriate class, it is the ratio of these case 
compared to the total number of considered words. 
• The rate of substitution corresponds to cases where 
the classifier identifies the word entry but does not 
give it the appropriate class. It is the ratio of the 
number of these cases compared to the total 
number of considered words. 
• The recall is the number of words correctly 
assigned to a class divided by the number of words 
that really belong to this class. 
• Precision is the number of words correctly 
assigned to a class divided by the number of words 
assigned to this class (by the classifier). 
• The f-measure is a measure combining precision 
and recall. 
 
f-measure = (2×precision×recall)/ (precision + recall) 
 
Table 2 contains the results obtained after the 
experiments conducted with our database containing 
wilaya names images (48 wilaya names written 3 times 
by 100 writers, see Section 2). We have built a decision 
tree whose performance metrics (evaluation criteria) 
are shown in the different columns of the table 2. 
According to these results, we find that:  
1. Concerning the attribute discrimination power, the 
subword attribute is the most discriminating. The 
second one is the loop then the descender attribute. The 
attribute double high dots ranks as the least one. 
2. Concerning the classification performances, the 
obtained results are encouraging. 
 
7. Conclusions and Future Work 
 
This paper presents a new system for the 
recognition of handwritten Arabic words in a limited 
vocabulary (Algerian wilaya names), using a symbolic 
approach based on a decision tree. We first built the 
word images database from 300 pages of scanned 
forms. Then the word images were preprocessed before 
being submitted to the feature extraction step using 
structural features (subwords, ascenders, descenders, 
loops and diacritical dots). Each sample contains all the 
extracted features and the class membership of the 
considered word. The database was used to build a 
decision tree classifier using the C4.5 algorithm and the 
Weka environment. 
Unlike previous work in this area [2, 6], we have 
constructed rules database for Arabic words 
classification (Algerian wilaya names vocabulary) from 
training examples, and not based on theoretical or 
expert information. 
Several future extensions may be considered for our 
work, such as the use of additional features to enhance 
the performances of the proposed system, the addition 
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of a post-processing phase, the introduction of the 
concept of fuzzy decision trees to avoid problems that 
can be generated by classical decision trees. We can 
also implement a module for enrichment and 
refinement of the rule database constructed from 
samples by introducing expert (theoretical) 
information. 
Our proposed system can be integrated as a part of a 
multiple classifiers system for the recognition of 
Algerian wilaya names including the postal code 
recognition for Algerian mail sorting.  
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