The VISTA near-infrared Y JK s survey of the Magellanic System (VMC) is collecting deep K s -band time-series photometry of pulsating variable stars hosted by the two Magellanic Clouds and their connecting Bridge. In this paper, we present Y, J, K s light curves for a sample of 4172 Small Magellanic Cloud (SMC) Classical Cepheids (CCs). These data, complemented with literature V values, allowed us to construct a variety of period-luminosity (P L), period-luminosity-color (P LC), and periodWesenheit (P W ) relationships, valid for Fundamental (F), First Overtone (FO) and Second Overtone (SO) pulsators. The relations involving V, J, K s bands are in agreement with their counterparts in the literature. As for the Y band, to our knowledge we present the first CC P L, P W , and P LC relations ever derived using this filter. We also present the first near-infrared P L, P W , and P LC relations for SO pulsators to date. We used P W (V, K s ) to estimate the relative SMC-LMC distance and, in turn, the absolute distance to the SMC. For the former quantity we find a value of ∆µ = 0.55 ± 0.04 mag, in rather good agreement with other evaluations based on CCs, but significantly larger than the results obtained from older population II distance indicators. This discrepancy might be due to the different geometric distributions of young and old tracers in both Clouds. As for the absolute distance to the SMC, our best estimates are µ SMC = 19.01 ± 0.05 mag and µ SMC = 19.04 ± 0.06 mag, based on two distance measurements to the LMC, which rely on accurate CC and eclipsing Cepheid binary data, respectively.
INTRODUCTION
The Magellanic Clouds (MCs) are fundamental touchstones in the context of stellar populations and galactic evolution studies (see, e.g., Harris & Zaritsky 2004 Ripepi et al. 2014a ). Indeed, they are relatively close (D ∼ 50 − 60 kpc Westerlund 1997; Udalski et al. 1999) , they are rich in stars of different ages, and their morphologies have been significantly affected by their dynamical interaction. In effect, there are clear signatures that the Small Magellanic Cloud (SMC), a gas-rich, dwarf irregular galaxy, is interacting with its neighbours, the Large Magellanic Cloud (LMC) and the Milky Way (MW). In particular, the MCs are connected by a Bridge dominated by Hi gas but which also contains a significant stellar content (e.g. Irwin et al. 1985; Harris 2007) . Like the Magellanic Stream, the Bridge may be the signature of the MCs' mutual gravitational effects and/or the impact of the MW (e.g. Putman et al. 1998; Hammer et al. 2015) . In addition, the SMC Wing, the part of the SMC main body extending asymmetrically towards the LMC (Shapley 1940) , could be the result of tidal interaction(s). Moreover, the bar of the SMC, traced by the galaxy's young populations, appears highly asymmetric and elongated, with its northeastern portion closer to us than its southwestern part (e.g. Welch et al. 1987; Haschke et al. 2012; Rubele et al. 2015; Scowcroft et al. 2016) . In general, the morphology of the SMC appears to depend on the age of the stellar population used as a probe (see, e.g. Cioni et al. 2000a; Zaritsky et al. 2000; Dobbie et al. 2014; , and references therein). The study of the structure of the SMC is further complicated by the presence of a considerable line-of-sight depth variation in the galaxy. Despite several studies, it appears that the precise extent of the lineof-sight depth and the three-dimensional (3D) geometry of the SMC are still rather uncertain (see, e.g. de Grijs et al. 2014 , for a review). In fact, a comparison of the results in the recent literature adopting different methods, namely horizontal-branch stars, RR Lyrae and/or Classical Cepheid (CC) variables, red-clump stars, full star-formation-history (SFH) reconstruction, star clusters, etc., showed good qualitative agreement, but significant discrepancies in the quantitive description of the geometry of the SMC remain (see, e.g. Hatzidimitriou & Hawkins 1989; Stanimirović et al. 2004; Glatt et al. 2008; Nidever et al. 2013; Subramanian & Subramaniam 2015; Rubele et al. 2015 , and references therein).
CC variables are at the base of the absolute calibration of the extragalactic distance scale (see, e.g. Freedman et al. 2001; Marconi et al. 2005; Riess et al. 2011; Fiorentino et al. 2013 , and references therein) through their well known Period-Luminosity (P L), Period-LuminosityColor (P LC), and Period-Wesenheit (P W ) relationships.
The CC P L relations have been demonstrated, by several authors, to show a nonnegligible dependence on both metallicity (see, e.g. Caputo et al. 2000; Romaniello et al. 2008; Bono et al. 2010 , and references therein) and helium content (see Fiorentino et al. 2002; Marconi et al. 2005; Carini et al. 2014) , and to exhibit a nonlinear behavior towards the longest periods (see, e.g. Caputo et al. 2000; Ngeow et al. 2008; Marconi 2009 , and references therein). Both effects, combined with the intrinsic dispersion due to the finite width of the instability strip, are significantly reduced at near-infrared (NIR) wavelengths (Bono et al. 1999; Caputo et al. 2000; Marconi et al. 2005 Marconi et al. , 2010 .
The P LC relations hold for each individual pulsator, since they result from the combination of the period-density, the Stefan-Boltzmann, and the MassLuminosity relations (see, e.g. Bono et al. 1999, for details) , but they are affected by reddening and metallicity uncertainties. On the other hand, the P W relations are reddening-free by definition (e.g. Madore 1982; Caputo et al. 2000) and include a color term that accounts at least in part for the finite width of the instability strip. Moreover, they are less dependent on chemical composition than the P L relations. Furthermore, pulsation amplitudes are much smaller in the NIR than in the optical bands, and thus accurate mean magnitudes can be derived from a smaller number of phase points along the pulsation cycle with respect to the optical bands.
The VISTA 14 near-infrared Y JK s survey of the Magellanic Clouds system (VMC; Cioni et al. 2011 ) aims at obtaining deep NIR photometric data in the Y , J, and K s filters over a wide area covering the entire Magellanic system. VMC is a European Southern Observatory (ESO) public survey that is carried out with VIRCAM (VISTA InfraRed Camera) (Dalton et al. 2006 ) on the ESO/VISTA telescope (Emerson et al. 2006) . The main goals of the survey are to reconstruct the SFH and its 14 Visible and Infrared Survey Telescope for Astronomy spatial variation, as well as infer an accurate 3D map of the entire Magellanic system. The properties of pulsating stars observed by the VMC in the LMC and used as tracers of three different stellar populations, namely CCs (younger than a few hundred Myr), RR Lyrae and Type II Cepheid stars (older than 9-10 Gyr), and Anomalous Cepheids (traditionally associated with an intermediateage population of a few Gyr 15 ), have been discussed in recent papers by our team (Ripepi et al. 2012a,b; Moretti et al. 2014; Ripepi et al. 2014b; Muraveva et al. 2015; Ripepi et al. 2015) . In these papers, we provided relevant results on the calibration of the distance scale for all these important standard candles.
The scope of this paper is to present the results for the CCs in the SMC after four years of VMC observations. The SMC is known to host more than 4500 CCs, according to the OGLE III (Soszyński et al. 2010) and EROS 2 (Tisserand et al. 2007; Kim et al. 2014) surveys. The large number of these pulsators, combined with their characteristic narrow intrinsic P L, P LC, and P W relationships in the NIR, make them perfect tracers to unveil the complex structure of the SMC. Indeed, as outlined above, the use of NIR relations has several advantages with respect to the optical bands. Thus, the data presented in this paper will allow us to study in more detail compared with past studies the 3D geometry of the galaxy. The results of that analysis will be presented in a forthcoming paper.
This work is organized as follows. Sections 2 and 3 present the observations and the technique used to fit the CC light curves, respectively. Section 4 shows the color-magnitude diagrams and peak-to-peak amplitudes; in Section 5 we illustrate the P L, P LC, and P W relationships obtained for the SMC CCs and the associated results; a brief final Section 6 summarizes the paper.
SMC CLASSICAL CEPHEIDS IN THE VMC SURVEY
As referred to above, the two survey projects that identified CCs in the SMC are OGLE III Soszyński et al. (2010) and EROS 2 (Tisserand et al. 2007 ). The areas covered by the two surveys overlap almost completely, although OGLE III extends more towards the East, whereas EROS 2 covers a small corner in the NorthWest where OGLE III data is not available (see Fig. 4 in Moretti et al. 2014, for a comparison) .
In more detail, Soszyński et al. (2010) reported the identification, the V, I light curves, and the main characteristics (periods, mean magnitudes, etc.) of 4630 CCs in the SMC. The EROS 2 collaboration provided us with a list of CC candidates that was analyzed as described in Moretti et al. (2014) to reject contaminating binaries, resulting in 151 CC candidates. Among these objects, only about 20 were located outside the area investigated by OGLE III. A quick comparison of the P W in the V, I bands 16 revealed that the EROS 2 CC candidates were severely contaminated by other types of variables (typ- Figure 1 . Map of the CCs in the SMC. Red and blue filled circles represent pulsators present in the OGLE III catalog and indicated whether or not they have been observed by the VMC Survey, respectively. Light blue symbols show the 13 Cepheids identified on the basis of the EROS 2 data (Tisserand et al. 2007; Moretti et al. 2014) .
ically Type II Cepheids or Anomalous Cepheids) or by other unknown objects. To avoid including spurious objects in our sample, we decided to use only OGLE III data in the area covered by this survey, and to consider only the ∼ 20 EROS 2 CC candidates in the (small) area covered by this survey but not by OGLE III. After removing from this small sample those objects that were found to lie very far from the OGLE III P W , we ended up with 13 bona fide CC candidates in the EROS 2-only field.
In this paper we present results for the CCs included in 11 tiles (each tile is 1.5 deg 2 on the sky) completely or nearly completely observed, processed, and catalogued by the VMC survey as of 2015 March 9 (including observations obtained until 2014 September), namely the tiles SMC 3 3, 3 5, 4 2, 4 3, 4 4, 4 5, 5 2, 5 3, 5 4, 6 3, and 6 5. Figure 1 shows the spatial extent of the VMC tiles across the SMC body. The completed tiles do not cover the entire area surveyed by OGLE III. However, given the high concentration of CCs in the central body of the SMC, the number of pulsators included in the completed VMC tiles is about 90% of the total OGLE III sample. Table 1 lists the coordinates of the quoted tiles, as well as the number of CCs included in each tile.
In total, we were able to study 4159 objects of the 4630 OGLE III sample. To this number we have to add the 13 CCs from the EROS 2 data, leaving us with a final sample of 4172 CCs. The classification of the investigated pulsators in terms of Fundamental (F), First Overtone (FO), Second Overtone (SO), and mixed modes (F/FO, FO/SO, F/FO/SO, FO/SO/TO, where TO stands for Third Overtone) is shown in Table 2 . A general description of the observing strategy of the VMC survey can be found in Cioni et al. (2011) . The procedures adopted to study the variable stars were discussed in detail by Ripepi et al. (2012a,b) ; ; Ripepi et al. (2014b Ripepi et al. ( , 2015 . However, it is worth recalling that the VMC K s -band time-series observations were scheduled to span 13 separate epochs distributed over several consecutive months. This observing strategy permits one to achieve well-sampled light curves for different types of variable stars, including RR Lyrae variables and Cepheids of all types. As for the Y and J bands, the nominal number of epochs is four (two of these epochs are obtained with half exposure time) and may be acquired during the same night given that monitoring in these filters was not planned. However, a few additional epochs are usually available for each tile (especially in the K s -band), because some observing blocks (OBs) were executed outside of our specifications (typically for seeing values exceeding 0.8-1.0 arcsec), but the data were still useful since the CCs are relatively bright. In addition, there is a small overlap between the tiles. Consequently, the CCs present in multiple tiles possess at least twice the scheduled number of epochs. Given the high concentration of CCs in the contiguous tiles SMC 4 3, 4 4, 5 3, and 5 4 (see Fig. 1 ), we have more than 320 CCs whose light curves contain more than ∼28 phase points. This is also shown in the bottom panel of Fig. 2 , where the bimodal distribution of epochs in the K s band is clear. From the figure, note that there are a few dozen stars with fewer than 13 epochs in K s . This can happen when the sources are located in underexposed areas and/or are affected by bright neighbours or bad pixels. We were still able to analyze these stars thanks to our template-fitting procedure (see Section 5).
The same considerations hold for the Y and J bands, whose epoch distributions are shown in the top and middle panels of Fig. 2 , respectively. In this case, the number of CCs with more than 10 epochs is 213 and 321 in the Y and J bands, respectively. Similarly, the number of CCs with more than five epochs is 2121 and 2343 in Y and J, respectively.
The VMC data were processed with the pipeline ) of the VISTA Data Flow System (VDFS, Emerson et al. 2004 ) and the photometry is in the VISTA photometric system (Vegamag=0). The time-series data analyzed in this work were downloaded from the VISTA Science Archive 17 (VSA, Cross et al. 2012 ). Details about the data reduction can be found in the aforementioned papers. However, we briefly recall that (i) the pipeline applies a correction to the photometry of stars close to the saturation limit (Irwin 2009 ). This task is very useful, because long-period CCs are very bright (K s ∼ 12-13) mag. The time-series photometry of these variables takes advantage of the VDFS capability to deal with the images for saturation, although the corrections applied do not always guarantee a full recovery of the data. (ii) The VSA processing produces quality flags for each star that are valuable to understand if the images have problems. This information is important for the following analysis.
To obtain the Y , J, and K s light curves, the OGLE III (and EROS 2) catalog(s) of CCs described above were cross-correlated against the VMC catalog, taking all counterparts from the OGLE III and EROS 2 positions, regardless of their separation on the sky. About 95% of the objects have positions in agreement with those measured by OGLE III and EROS 2 within less than 0.1 . Among the remaining 186 stars, 67 have a separation larger than 0.5 and are likely misidentifications. We will come back to these objects below.
The typical quality of the light curves obtained is illustrated in Fig. 3 for two F pulsators with very different periods. VMC photometry for the 4172 stars analysed in this work is reported in Table 3 . The complete version of the table is available online at the journal site.
TEMPLATE-FITTING PROCEDURE
Given the large number of light curves to analyze, it was convenient to find an automatic way to process the data. Our aim is to obtain an analytical or empirical model light curve that fits the observed one. This model can subsequently be used to measure the mean magnitude and the peak-to-peak amplitude for each variable. The usual way to carry out such a task is to use truncated Fourier series, adding as many harmonics as needed to obtain a good fit to the data (Schaltenbrand & Tammann 1971) . However, this kind of approach would not be useful in our case, because the presence of significant gaps in the light curve would lead to strong and unrealistic oscillations in the Fourier series.
Hence, we decided to use template light curves to fit the data. Following the pioneering work by Freedman (1988) , templates to fit CC light curves based on only a few epochs in the NIR bands have already been presented and used by Soszyński et al. (2005) ; Inno et al. (2013 Inno et al. ( , 2015 . The typical approach in these studies consists of the following steps: (1) adopting templates constructed based on well-sampled CC J,H, and K s light curves (Galactic or MC objects); (2) scaling the template amplitude using fixed amplitude ratios (e.g., A(J)/A(V ), with some dependence on period); (3) adopting literature period and epoch of maximum light to phase-match the template and the observed data. This technique is valuable, since it allows one to obtain an estimate of the average magnitude of a CC based on just one or two observed phase points. At the same time, given the uncertainties on the amplitude ratios and on the ephemerides, these estimates can easily be affected by errors as large as 5% (see also Sect. 3.3), despite the quite low amplitudes of the light curves in the NIR bands.
Our approach is fundamentally different from that outlined above (e.g., by Inno et al. 2013) . Indeed, the availability of an average of ∼ 5.7, 6.3, and 16.7 phase points in Y , J, and K s , respectively, allows us to safely rescale our templates in amplitude and phase match them using our observations directly. This procedure eliminates most of the uncertainties of the "classical" template method, because we do not have to rely on any fixed amplitude ratio to scale the templates in amplitude, nor do we have to use the literature epoch of maximum as reference to phase match the template and the observed data.
3.1. Template construction The first step of our procedure was the construction of the templates. To this end, we visually inspected a large number of light curves, trying to select those with the most often recurring shapes, and at the same time, those exhibiting precise light curves. Particular care was devoted to covering a broad range of periods. This search was rather simple in K s , since in this band we have dozens of well-sampled and precise light curves for any period. However, we had fewer choices in Y and J, given the much smaller number of well-sampled light curves in those filters. At the end of this process, we concluded that a set of eight different templates for each band could reproduce the variety of shapes exhibited by the observed light curves.
Our templates were constructed as truncated Fourier series of the form
(1) Figure 5 . Example of our template-fitting procedure in the Ks band. Each of the eight panels shows the Ks light curve (green and black filled circles show the data points used and rejected in the fitting procedure, respectively). The solid lines are the template curves (labelled with "T" in each panel, with increasing numbers from 1 to 8), properly scaled in amplitude and shifted in phase. The dashed lines represent the ±2σ template curves: all data points beyond these lines are marked in black and not included in the fitting procedure. The other labels in each panel are: Ks = mean magnitude of the curve needed to fit the data with the template; r.m.s. = root mean square of the fit residuals in mmag; N 1 = total number of data points in the light curve; N 2 = number of data points used in the fitting procedure; G = goodness parameter (see the text); χ 2 = χ 2 of the fit (see the text). In this case, the best template is T4. where m is the magnitude, φ are the phases of the template light curves, a 0 is the zero point, which is zero by definition, N is the number of terms of the series, and a k and Φ k are the amplitudes and phases of each term of the series, respectively. The first step consisted of fitting the selected observed light curves with splines in order to have smooth, densely sampled curves to be passed to the Fourier-series fitting program. This was needed to avoid spurious oscillations in the Fourier-series fit due to possible small gaps or undersampling at maximum/minimum of the light curves. This way, we actually constructed six of the eight different templates adopted for each filter. They are listed in Table 4 , from T3 to T8. As for the two remaining templates, T1 simply consists of a pure cosine function for all filters (which is why the T1 template is not included in the table), while T2 reproduces a smooth curve which can often be observed in all of the Y, J, and K s bands for a broad range of periods (see T2 in Table 4 ). The shapes of the eight templates in all three filters are shown in Fig. 4 .
3.2.
Template fitting The template-fitting procedure includes the following steps:
• Scaling the templates with amplitude ratios, e.g., A(K s )/A(I), where we take A(I) from the OGLE III survey and the coefficients of these ratios from Soszyński et al. (2005) . Similarly, the template is phase-matched with the observations using the ephemerides from OGLE III. The purpose of this step is only to provide a first-guess average magnitude for the target star and, in turn, to remove the most obvious outliers. In practice, we simply estimate the template values at the phases of the observed point and calculate the average difference between observed and calculated values, which is the approximate mean magnitude of the star.
• Recalculating the template by varying its initial phase to find the phase shift that minimizes (by means of a least-squares fit) the difference datatemplate. This step provides an improved average magnitude (of the order of a few hundredths of mag).
• Recalculating the template by varying its amplitude to find the amplitude scaling that minimizes (by means of a least-squares fit) the difference data-template. This step provides a further improvement of the average magnitude (again, a few hundredths of mag).
• Fine-tuning outlier removal (at 2σ and 3σ levels in K s and in Y, J, respectively; the difference is because in Y, J we have many fewer phase points than in K s and, hence, we can simply remove obvious outliers) and final average-magnitude calculation (in intensity).
This procedure is applied to each template (in each band). Next, we need a tool to choose the template that optimally represents the data. After several trials and visual inspections of the resulting fits, we devised two main useful diagnostics. The first is the usual χ 2 minimization, defined as
where N is the total number of phase points, m obs and m temp are the magnitudes of the observed and computed light curves, respectively, and σ(m obs ) is the magnitude uncertainty per phase point. The second criterion was devised empirically to take into account the fact that the smallest residuals can result from application of the wrong template simply because the outlier-removal process is too aggressive. Thus, we designed a Goodness (or G) parameter, defined as
where σ is the r.m.s. of the fit and N U and N T are the numbers of phase points used in the fit and the total number of phase points, respectively. By definition, the first factor of G tends to favor templates that give the smallest r.m.s. values, while the second factor favors those that remove the lowest number of outliers. The balance of these two features yields, in general, an automatic decision about the best templates that is in agreement with visual inspection of the fitting procedure. The value of G can be used not only to choose the best template, but also as a more general indicator of the quality of the data and of the relative fitting procedure. Indeed, in general high values of G (in our case, typically G > 100) mean good data (and good fits), while lower values usually indicate significant scatter in the light curves. Extremely high values of G (i.e., G > 10, 000) are also rather suspect because non-variable stars, exhibiting completely flat light curves (which happens, for example, when non-variable stars are considered owing to a coordinate missmatch with OGLE III Cepheid data) are expected to yield extremely high values of G. Not surprisingly, the G parameter is anti-correlated with the corresponding χ 2 value: the higher G is, the lower the χ 2 becomes. An example of our template-fitting procedure can be found in Fig. 5 (note that in this case the best template is T4), while the anti-correlation between G and χ 2 is shown in Fig. 6. 3.3. Monte Carlo simulations As an additional check of the reliability of the template-fitting procedure, and to estimate in a more quantitative way the precision achieved, we decided to use extensive Monte Carlo simulations. In practice, for each star (and for each filter), 100 different mock time series were created on the basis of the observed data, to which Gaussian noise was added with σ's corresponding to the average uncertainty on the phase points for the star of interest (different σ's were calculated for different filters). The template-fitting procedure outlined above was hence repeated 100 times and the average magnitude and r.m.s. were calculated. We then compared these quantities with those calculated from the observed data. . These figures testify to the high precision reached in the Figure 10 . Light curves in the Y band with superimposed the best template fit for a sample of 27 CCs analyzed in this paper. Filled circles and crosses show the data points adopted and discarded during the fitting procedure, respectively. The solid red line represents the template fitted to the data. The OGLE III or EROS 2 identification and the period of the variable are also reported. The complete figure, including the light curves for the full data set of 4172 CCs, is published in its entirety in the electronic edition of the Astrophysical Journal. A portion is shown here for guidance regarding its form and content. Note that in the electronic version of the figure, the CC light curves are shown in order of increasing period (see caption of Table 5 for details). K s band, where 84% and 99% of the stars have errors on the intensity-averaged magnitudes of ≤ 0.01 mag and ≤ 0.02 mag respectively. Only 1% and 0.1% of the CCs analyzed here have uncertainties > 0.02 mag and > 0.05 mag, respectively. The results are less favorable in the J band and even worse in Y . In fact, in these bands the corresponding percentages drop to (68%, 93%, 7%, and 0.8%) and (56%, 78%, 22%, and 5.5%) in the J and Y bands, respectively. The worse results in Y are mainly due to the fact that (a) the peak-to-peak amplitude in this filter is significantly larger than that in the J band (consequently, it is more difficult to estimate the average magnitudes from undersampled light curves) and (b) we have, on average, fewer phase points in Y than in J (∼5.6 versus ∼6.3).
The top and bottom right-hand panels in Figs 7, 8, and 9 display essentially the same results as the panels on the left, but for the peak-to-peak amplitudes instead of the intensity-averaged magnitudes. Again, the results for the amplitudes in the K s band are very good, while the uncertainties become significantly larger for the J and, especially, the Y filters.
On the basis of the Monte Carlo experiments, we decided to assign as uncertainties to the intensity-averaged magnitudes and peak-to-peak amplitudes the values shown in the bottom panels of Figs 7, 8, and 9.
The light curves and the best-fitting templates found with the procedure outlined in this section are reported in Figs 10, 11, and 12 for the Y, J, and K s bands, respectively. These figures display the data for a subsample of 27 CCs; figures including the full data set of 4172 objects are available in the electronic version of this paper on the journal's website.
Similarly, Table 5 reports the main physical quantities derived on the basis of the fitting procedure, namely the intensity-averaged magnitude for each variable (and each filter), the peak-to-peak amplitudes, and the relative errors calculated by means of the Monte Carlo experiments.
Finally, we recall that the Y , J, and K s photometry described in this work is defined in the VISTA system. It is possible to compare our data with measurements in the widely used 2MASS system (Two Micron All Sky Survey Skrutskie et al. 2006) after applying the system transformations made available by the Cambridge Astronomy Survey Unit (CASU)
No transformation is provided in Y since 2MASS did not observe in this filter. However, it is possible to "standardize" the Y band by applying a color equation that, at present, is available only as a function of the (J − H) color (and is therefore of no use to us). A new transformation using the (J − K s ) bands is being derived by CASU and will be available within a few months.
Since the intrinsic J − K s colors of the CCs investigated here typically range from 0.1 mag to 0.6 mag, the VISTA and 2MASS K s can be considered equivalent for CCs (see Fig. 13 ) to a very good approximation (better than ∼5 mmag), although the corrections needed in the J band can be significant. 
AVERAGE MAGNITUDES, COLORS AND PEAK-TO-PEAK AMPLITUDES
We constructed color-magnitude diagrams for the entire sample of CC analyzed here, distinguishing them by the different types of pulsation. The results are shown in Fig. 13 . The middle and right-hand panels of this figure display the comparison in the K s,0 , (J − K s ) 0 and K s,0 , (V − K s ) 0 planes of the observed data with the theoretical instability strips for F, FO, and SO CCs. The models, calculated for Z = 0.004 and Y = 0.25, have been taken from Bono et al. (2000 Bono et al. ( , 2001a . We note that the models are in the JHK Johnson system. Thus, we have to converted them into the VISTA system, adopting the VISTA-2MASS relations referred to in the previous section, as well as the color transformations available from Bessell & Brett (1988) and Carpenter (2001) . As a result, we obtained the following approximate equations:
where the superscripts "V" and "J" refer to quantities in the VISTA and Johnson systems, respectively. There is general good agreement between predicted colors and observations, especially for FO pulsators, while for F pulsators the observed instability strip appears to be larger at low luminosities (i.e., short periods) compared with the predictions. Additional information can be obtained from the colorcolor diagrams shown in Fig. 14 , where the left-and right-hand panels show the (J − K s , Y − K s ) and (V − K s , J − K s ) planes, respectively. In both cases, arrows represent the reddening vectors, which are almost parallel to the data distribution, making it almost impossible to use these planes to estimate individual reddening values. It is interesting to note the distribution of the rejected stars (empty gray circles), which is markedly elongated towards red colors (especially in the (J − K s , Y − K s ) plane). This suggests significant contamination in the K s band by very red objects, likely red clump or red/asymptotic giant-branch stars, or bright (early-type) background galaxies. The right-hand panel of Fig. 14 shows the theoretical instability strip, now visible as an almost straight line passing, as expected, through the middle of the data distribution. Indeed, at fixed effective temperature, the position in the colorcolor plane is unequivocally determined by the adopted effective temperature-color transformation. Note that the modest broadening of the data (∼0.07-0.1 mag) is due to different contributions, namely the photometric errors, blending effects, and/or small metallicity differences, but not to reddening effects (see the direction of the reddening vectors in both planes of Fig. 14) . Figure 15 shows the period versus peak-to-peak amplitude in the K s band for the target CCs. As far as we know, this is the first time that such a plane has been exploited with such a statistically significant number of objects in an infrared band. An inspection of the figure reveals the clean separation in amplitude of the three dif- Figure 13 . The left, middle, and right panels show the color-magnitude diagrams for the (Ks, Y − Ks), (Ks, J − Ks), and (Ks, V − Ks) combinations of magnitudes and colors, respectively. The color coding is the same as that in Fig. 6 . The middle and right-hand panels also show the theoretical instability strips for F (black lines), FO (gray lines), and SO (magenta lines) CCs, respectively. The models, calculated for Z = 0.004 and Y = 0.25, have been taken from Bono et al. (2000 Bono et al. ( , 2001a . Figure 14 . The left-and right-hand panels show the color-color diagrams in the (J −Ks, Y −Ks) and (V −Ks, J −Ks) planes, respectively. The color coding is the same as that in Fig. 6 . The right-hand panel also shows the theoretical instability strips from Fig. 13 . In both panels, arrows indicate the reddening vectors, calculated for a reddening value E(V − I) = 0.15 mag, i.e., approximately three times the average reddening in the SMC, according to the adopted reddening maps of Haschke, Grebel & Duffau (2011) . ferent modes. It is interesting to note that the peculiar shape of the distribution of F pulsators, with an increase at about P = 10 d and a maximum around P = 22-24 d, resembles a similar trend observed in the visual V band for the Galactic CCs (Bono et al. 2000) and is consistent with theoretical predictions (see their Fig. 7) .
We also looked at the peak-to-peak amplitude ratios for different pulsation modes between the K s and I bands. These values may be useful for authors who want to use the canonical template-fitting procedure. Figure 16 shows the R(K s , I)= A(K s )/A(I) ratio versus period for the CCs investigated here. We calculated the ratio between these bands, because our amplitudes are more accurate in K s relative to Y and J (see Section 5) and OGLE III provides the peak-to-peak amplitudes for all Cepheids investigated here only in the I filter.
Given the rather large scatter in the data (possibly in part due to the presence of binary companions), we decided to average the CCs in period bins, obtaining the light blue and yellow filled circles for F and FO pulsators, respectively (we did not consider the SO CCs because of their very small amplitudes). An analysis of the averaged data reveals the different behavior of F and FO pulsators. R(K s , I) is almost constant for FO pulsators over the full period range, while for F pulsators it is flat only until P ∼ 2.95 d. For longer periods there is a steep linear increase of R(K s , I) with period. Quantitatively, we derived the following equations for F and FO pulsators: R(K S , I) F = (0.04 ± 0.01) log P + (0.40 ± 0.01) (P < 2.95 d) (7) R(K S , I) F = (0.26 ± 0.02) log P + (0.31 ± 0.02) Figure 16 . Peak-to-peak amplitude ratios A(Ks)/A(I) for the F, FO, and SO mode pulsators studied here. The I-band amplitudes band are from the OGLE III survey. The color coding of the small filled circles is as that in Fig. 6 . The black and yellow filled circles represent the averages in period bins for F and FO pulsators, respectively. The derived analytical ratios are labelled in the figure.
It is interesting to note that the steep change in slope for F pulsators occurs at about the same period where we find a break in the P L, P W , and P LC relations (see next section). A comparison of our results with those in the literature reveals some differences. Indeed, concerning F pulsators only, Soszyński et al. (2005) suggest using constant values of R(K S , I)=0.49 or 0.62 for periods </≥ ∼20 d, respectively. Using Eq. 8, for P ∼ 20 d we obtain R(K S , I)=0.65, which is fully compatible with Soszyński et al. (2005)'s values. However, it is easy to verify that the agreement is worse for different periods. For example, at P = 40 d, we obtain R(K S , I)=0.73, while at P = 2 d R(K S , I)=0.41. Taking into account that the Soszyński et al. (2005) results have been derived using Galactic and LMC CCs, it is reasonable to hypothesize that part of the discrepancy between our and their findings can be owing to the different metallicities of the adopted CC samples.
We cannot perform a direct comparison with Inno et al. (2015)'s results, because they only provide the ratio of NIR bands with respect to the V band. However, we can compare the trends versus the periods, since they have different data sets for Galactic+LMC and SMC CCs. As a result, Inno et al. (2015) found a break in R(K S , I) at a period similar to that of Soszyński et al. (2005) . This is in contrast with our results (perhaps this is due Figure 17 . From top to bottom, P L(Y ), P W (Ks, Y ), and P LC(Ks, Y ) relations for the SMC CCs investigated in this paper. The color code is the same as that in Fig. 6 . The solid lines represent least-squares fits to the data shown in Table 6 . Note that the discontinuity in the bottom panel, both in data and fit, for F-mode pulsators is only due to the visualization procedure (projection from 3 to 2 dimensions).
to the smaller size of their sample). On the other hand, they found systematically lower R(K S , I) values for SMC CCs, with respect to the Galactic+LMC variables, in full agreement with our results.
P L, P LC, AND P W RELATIONS
The data reported in Table 5 allow us to derive several useful relationships, adopting various combinations of magnitudes and colors. In particular, we derived P L relations in Y , J, and K s , as well as P W and P LC relations for the following combinations:
Before deriving the latter relationships we have to take account of the reddening. We adopted the extinction maps of Haschke, Grebel & Duffau (2011), as we already successfully did in our previous papers (see, e.g., the discussion in Sect. 3 of Ripepi et al. 2015) . The reddening values were converted using the following equations: (Cardelli et al. 1989; Kerber et al. 2009; Gao et al. 2013) .
19 The coefficients of the P W relations were calculated in a similar fashion.
To derive the relevant relationships for F, FO, and SO variables, we adopted equations of the form M 1 0 = α + β log P , W (M 1, M 2) = α + β log P , and M 1 0 = α + β log P + γ(M 2 − M 1) 0 for the P L, P W , and P LC relations, respectively. Here, M 1 and M 2 represent two 19 The coefficients used in this paper are consistent with the 2MASS system, to which the VISTA system is related. different magnitudes from among V , Y , J, and K s . The details about the combinations of magnitudes and colors adopted in this papers can be found in Table 6 . In order to use the full sample of pulsators, including the doubleor multi-mode CCs, we decided to use them with the period of the dominant mode (e.g., F-mode if the star is an F/FO double-mode pulsator, and so on). This procedure is safe, since from our previous investigation of LMC pulsators (Ripepi et al. 2012a) we know that these objects do not exhibit systematic luminosity differences with respect to single-mode objects.
The next step involved checking for the presence of changes in the slope of the different relationships, as found in previous studies in the literature (see, e.g. Subramanian & Subramaniam 2015, and references therein). To this aim, we used the P W in V, K s which was known from our previous investigation of the LMC CCs, to show a small intrinsic dispersion (see, e.g. Ripepi et al. 2012a) , and which is thus particularly appropriate for our purpose. As a result, we found that there is a clear change in slope at log P = 0.47 (∼ 2.95 d) for F-mode pulsators, while there is no significant change in slope for FO variables. This was confirmed by the analysis of the P L and P W in different filters and is in agreement with the results obtained in the optical (V, I bands) for the OGLE III sample of F-mode pulsators by Subramanian & Subramaniam (2015) (see also references in this paper). However, we do not find the break at log P = 0.029 (∼ 1.07 d) that they noticed for FO-mode pulsators. A possible explanation for the break detected at P ∼3 d is that for shorter periods the blue loop of the Cepheid evolutionary track is too short and enters only the reddest part of the instability strip (M. Marconi et al., in prep) .
The P W (V, K s ) was also used to analyze problematic objects, identified as clear outliers from these relations. In total, we discarded 223 CCs. We identified different (but often concurrent) reasons for the erratic behavior of these objects (see the final column in Table 5 for details): (i) misidentification: all objects with separation VMC-OGLE III > 0.2 were visually inspected and rejected if they were found to be overluminous in the P W (V, K s ) relation (more than 100 objects were rejected as such); (ii) scattered or heavily undersampled light curves (always low G/high χ 2 values; more than 50 such objects were present); (iii) notes from either OGLE III or VMC, i.e., the presence of flags reporting problems with the images (more than 20 rejections); (iv) saturation (seven objects). Note also that 17 objects with good VMC photometry were rejected because they lacked OGLE III V -band photometry. Not all outliers can be explained by invoking these reasons; in fact, there are 35 outliers for which we could find no apparent flaws. However, most are faint and all are overluminous. Hence, it is likely that they suffer from blending with bright neighbor stars. The discarded stars are reported separately, both in Table 5 and Figs 10, 11, and 12. Finally, we note that a few other objects were excluded from the derivation of the P L, P W , and P LC relations involving the Y or J bands because of specific problems in these bands. To avoid confusion, these objects have not been highlighted in the table and  figures. On this basis, we performed a least-squares fit to the data to derive all relations, adopting a break at log P = 0.47 (P ∼2.95 d) for F-mode CCs, while all FO-and SO- Ripepi et al. 2012a ) and in the SMC (filled blue circles, this work). In both panels the solid lines represent the best fits to the data (see text for details). mode pulsators were used together. The results of this work are shown in Table 6 and Figs 17, 18, and 19, where from top to bottom we display the F-, FO-, and SOmode P L, P W , and P LC relations, respectively. Note that the P LC relations show a distinct discontinuity at log P = 0.47 owing to the way the data are projected in two dimensions. As far as we know, these are the first CC P L, P W , and P LC relations ever derived that involve the Y band. The same is true for SO pulsators, even if in this case the small number of objects available for the calculations (about 70) and their intrinsic faintness did not allow us to obtain P L, P W , and P LC relations to similar precision as those for F and FO pulsators (see Table 6 ).
The regressions listed in Table 6 (and in Figs 17, 18, and 19) show that the P L relations have, as expected, a larger dispersion with respect to the P W and P LC relations, which show a similar scatter for all combinations of magnitudes and colors, even though the use of (V − K s ) and (J − K s ) give slightly better results. This is not surprising, since the general quality of the Y -band data is (moderately) worse than that in J. In any case, the constancy of the dispersion of all these relations is a clear indication that the elongated structure of the SMC is dominating the intrinsic dispersion of these relations, which we know from LMC studies to be much smaller (see, e.g. Ripepi et al. 2012a; Inno et al. 2013; Macri et al. 2015) .
We can now compare our results with the previous investigation by Inno et al. (2013) . These authors derived P W relations for a variety of combinations of magnitudes and colors for SMC and LMC CCs, including the NIR bands J, H, K s . Their photometric database relies mainly on single-epoch light curves, from which they derived average magnitudes by adopting some literature template light curves and relying on published ephemerides and amplitude ratios (e.g., A(J)/A(I)). It is important to note our very different approach with respect to theirs. Indeed, the larger number of observed epochs (especially in the K s band) allowed us to adopt a template procedure without having to rely on any external information (apart from the periods, see details in Section 5) and which is capable of achieving much higher precision of the intensity-averaged photometry for each individual CC. The relations we can compare with Inno et al. (2013) are the P W (J, K s ) and P W (V, K s ) for F and FO pulsators. The latter authors calculated these relations in different ways, either without taking into account any break or by arbitrarily imposing breaks at log P = 0.35, 0.40, 0.45. Therefore, we can compare the P W (J, K s ) and P W (V, K s ) relations with no break for FO pulsators (Table 1 of Inno et al. 2013 ) and the P W (J, K s ) relation for F pulsators with a break at log P ≥ 0.45 (see Table 3 of Inno et al. 2013) 20 . To take into account that our photometry is in the VISTA system, while Inno et al. (2013) 's were in the 2MASS system, we have applied the equations discussed in Section 5 to convert Inno et al. (2013) 's relations to the VISTA system. We can now finally perform the comparison with the values listed in our Table 6 . We obtain very good agreement for the three P W relations quoted above, in all cases within ∼ 1 σ. However, we emphasize that the precision for the individual CC W magnitudes is better in our case given the larger number of observations. This is an important factor when dealing with the structure of the SMC, whose study requires precise individual relative distances.
5.1. The relative distance between SMC and LMC and the absolute distance of the SMC The relationships derived in the previous Section will be used in a forthcoming paper to study in detail the 3D structure of the SMC. However, a first important use of the data presented in this paper is the estimation of the relative distance between the two MCs. In turn, the assumption of a distance for the LMC, which can be more safely determined with respect to the SMC's (since the SMC is so significantly elongated), allows us to provide an estimate of the absolute distance to the SMC (or, rather, of the center defined by the CC distribution).
We hence proceeded using our own data published in Ripepi et al. (2012a) for the CCs in the LMC. This is justified because (i) we used data in the same photometric system, (ii) we obtained a P W (V, K s ) relation with very low dispersion for the LMC CCs, and (iii) we also provided an absolute distance estimate for the LMC.
The technique adopted is illustrated in Fig. 20 , where we compare the P W (V, K s ) relations for F-and FOmode pulsators (top and bottom panels, respectively). First, observing the period distribution of the CCs in the LMC and the fact that the slope of the LMC's P W (V, K s ) relation is very close to the slope we have found here for the SMC CCs characterized by log P > 0.47, we used this latter relation for our comparison of Fmode pulsators. Nonetheless, the slopes of the relations for both F-and FO-mode pulsators are slightly different for the LMC and SMC (which is possibly related to a weak but significant metallicity dependence). Indeed, it is possible to describe the difference in W (V, K s ), which translates directly into a difference in distance modulus µ as a function of period with two simple equations: ∆µ F = (0.49 ± 0.02) + (0.06 ± 0.03) log P (10) ∆µ FO = (0.58 ± 0.01) − (0.06 ± 0.03) log P (11) where ∆µ means the difference in distance modulus of SMC and LMC, and the errors take into account the uncertainties in both the LMC and SMC relations. To use Eq. 10 and 11, we have to fix pivoting periods to determine the ∆µ values. After some tests we chose P = 10 d and P = 2 d for F-and FO-mode pulsators, respectively. These values are approximately in the middle of the period range for both pulsator types, but it is easy to verify that the results do not depend significantly on this choice. The result of this exercise gives: ∆µ F = 0.55 ± 0.04 mag and ∆µ FO = 0.56 ± 0.03 mag, in excellent mutual agreement. Averaging the two results we obtain our best estimate for the relative distance between the MCs: ∆µ = 0.55 ± 0.04 mag. This value is in good agreement with that derived in a similar fashion by Inno et al. (2013) , especially with their result for FO pulsators: ∆µ = 0.52 ± 0.03 mag, while for F-mode CCs they find ∆µ = 0.48 ± 0.03 mag. Our estimate is somewhat larger than those quotes in other papers based on different standard candles (see de Grijs et al. 2014 , for a large compilation of distance differentials). For example, Cioni et al. (2000b) found ∆µ = 0.44 ± 0.05 from the tip of the red-giant branch, while using RR Lyrae stars Szewczyk et al. (2009) found a significantly smaller value, ∆µ = 0.327 ± 0.002 mag. According to Matsunaga et al. (2011) , Type II Cepheids (W Vir) yield ∆µ = 0.40±0.07 or ∆µ = 0.39±0.05 mag (depending on the use of NIR or optical data, respectively). In general, Table 4 of Matsunaga et al. (2011) , where they list several literature results, seems to suggest that all evaluations of the ∆µ based on CCs provide larger values with respect to those based on population II indicators. This can be due to the very different spatial distribution among CCs (typically showing a disk-like location in both MCs) and population II tracers (e.g., RR Lyrae stars, type II Cepheids, which are more evenly distributed around a sort of spheroid in both MCs), as shown, e.g., by Deb & Singh (2014) ; Moretti et al. (2014) ; .
The absolute distance to the SMC can be determined by simply adding to the ∆µ estimated above the preferred absolute distance for the LMC. There are hundreds of such estimates in the literature (see de Grijs et al. 2014 , for a thorough review), but here we will consider in particular two values: (1) µ LMC = 18.46 ± 0.03 mag obtained in our previous work on LMC CCs (Ripepi et al. 2012a) , and (2) µ LMC = 18.49 ± 0.05, accurately estimated by Pietrzyński et al. (2013) on the basis of an eclipsing Cepheid binary star. As a result, we obtain: (1) µ SMC = 19.01 ± 0.05 mag and (2) µ SMC = 19.04 ± 0.06 mag. These values are formally in agreement within ∼ 1σ with that obtained in de Grijs & Bono (2015) by averaging a large number of literature estimates: µ SMC = 18.96 ± 0.02 mag. However, as noted by these latter authors, the systematic uncertainty on this determination, caused by different sources (mainly the complex SMC geometry and its elongation along the line of sight), can be as large as 0.15-0.20 mag.
CONCLUSIONS
In this paper we have presented the VMC survey's light curves for 4172 CCs in the SMC. The majority of the objects have optical V, I data as well as identification and periods from the OGLE III survey, while 13 CCs have been identified by the EROS 2 survey. Our data set consists of Y , J, and K s light curves with the number of epochs typically ranging from 4 to 12 in Y and J, and 13 to 36 in K s . We used our best light curves in each filter to construct samples of eight templates covering the full variety of periods and light-curve shapes. These templates have been used to automatically perform least-squares fits to the observations by varying both the amplitude and the phasing, and eventually choosing the best-fitting template by means of appropriately chosen parameters. We provide intensity-averaged magnitudes and peak-topeak amplitudes in the Y , J, and K s filters. To estimate reliable uncertainties on these values, we carried out Monte Carlo simulations, producing 100 mock light curves, adding Gaussian errors to the actual data for each CC in each filter, and running the template-fitting procedure from scratch each time. This process allowed us to assess the reliability of our template-fitting procedure and estimate robust uncertainties on CC magnitudes and amplitudes.
The intensity-averaged magnitudes in the VISTA Y , J, and K s filters have been complemented with optical Vband data and periods to construct a variety of P L, P W , and P LC relations for the CCs in the SMC. The relations involving V , J, and K s are in agreement with those in the literature. As for the Y band, to our knowledge in this paper we present the first CC P L, P W , and P LC ever obtained using this filter. The P L, P W , and P LC relations in the V, J, and K s bands for F-and FO-mode CCs in the SMC presented here are the most accurate to date, since they are based on well-or moderately wellsampled light curves in K s and J, respectively. We also presented the first NIR P L, P W , and P LC relations for SO pulsators to date.
We used the P W (V, K s ) relation to estimate the relative SMC-LMC distance and, in turn, the absolute distance of the SMC. For the former, we derive ∆µ = 0.55 ± 0.04 mag, a value that is in rather good agreement with other evaluations based on CCs, but in disagreement (significantly larger) with estimates based on (old) population II distance indicators. We speculate that this discrepancy may be mainly due to the different geometric distribution of young and old tracers in the MCs. As for the absolute distance to the SMC, our best estimates, µ SMC = 19.01±0.05 mag and µ SMC = 19.04±0.06 mag, based on two particular evaluations of the distance to the LMC, are in good agreement with literature values. However, we have to take into account the large systematic uncertainty due to the complex geometry of the SMC. In a forthcoming paper, we will use our precise P W relations to unveil the 3D structure of the SMC. For the reasons outlined above, this work is also expected to reduce the systematic uncertainties associated with the absolute distance to the SMC.
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