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Introduction
In modern cellular networks (4G: LTE-A and WiMAX), cell sizes are reducing and reuse factors are approaching 1. A major performance bottleneck in such systems is the interference between cell sites [1] . The problem of interference can be overcome by allowing cells in the network to cooperate. In [2] , various multi-cell cooperation techniques are highlighted, grouping them into four broad categories. Two of them that are relevant to this paper are interference coordination and MIMO cooperation.
In interference coordination, the base stations (BSs) share the channel state information (CSI) of the home cell as well as the neighbouring interfering cells. The data transmitted to the mobile stations (MSs) is however not shared. A promising interference coordination strategy is *Correspondence: ajay.thampi@gmail.com 1 Department of Electrical and Electronic Engineering, University of Bristol, Woodland Road, Bristol, UK Full list of author information is available at the end of the article fractional frequency reuse (FFR). FFR finds its roots in [3] , and it has grown in popularity in 4G systems based on OFDMA [4] [5] [6] [7] [8] . In FFR, a reuse factor of 1 is used for MSs in the cell-centre and a greater reuse factor is used for MSs near the cell-edge. This is because cell-edge users are more prone to inter-cell interference than cell-centre users.
In MIMO cooperation, on the other hand, BSs share not just the CSI but also the data that is transmitted to the users in all the cooperating cells. This is made possible by connecting all the BSs with high-capacity backhaul links. Since both the CSI and data are shared between cell sites, interference can be mitigated by either precoding the signals on the downlink so that they can be successfully decoded at the receivers or by jointly decoding the received signals across cell sites on the uplink. In this strategy, interference is not treated as noise and it is instead exploited as useful information. In the literature, MIMO cooperation is sometimes also referred to as network MIMO [9] , base station cooperation (BSC) ( [10] , chapter 1), joint processing (JP) ( [10] , chapter 15) under the coordinated multi-point transmission and reception (CoMP) umbrella [11] or multi-cell processing (MCP) [2, 12, 13] . Henceforth, the term used in this paper will be MCP.
The ideal solution to combat interference is to allow all the BSs to coordinate and to perform MCP on a global scale. This is however highly complex as a large amount of data and CSI exchange is required. In this paper, we focus on finding a scalable solution to overcoming interference on the uplink.
Related work
A practical and scalable solution to global MCP is to group a limited number of BSs into clusters and perform MCP locally in each cluster. In [14] and [15] , a basic static clustering approach with linear beamforming is proposed and the spectral efficiency is shown to improve linearly with the number of cooperating BSs. Inter-cluster interference is however not explicitly mitigated. A solution using helper clusters is proposed in [16] . In such a system, interference within the cluster is mitigated by using the block diagonalisation [17] linear precoding technique. The neighbouring clusters are then allowed to act as helpers to cancel some of the interference between clusters. Not all neighbouring clusters will help out, and hence, inter-cluster interference is not entirely cancelled. It is shown in [16] that with a sufficiently large cluster size (≥ 7 BSs), the sum rate performance approaches that of global coordination. The approach in [16] is also shown to perform better than static clustering.
Another approach that is widely studied in the literature is dynamic clustering (DC), where clusters of BSs are formed in a dynamic manner depending on the nature of the channel conditions. Due to the distributed nature of MCP, it is shown to exploit macrodiversity and provide performance gains by taking into account changing channel conditions [18, 19] . The intuitive reason for the performance gains is that since BSs within a cluster change dynamically, no regions within the cell are always prone to interference. Efficient, iterative algorithms are proposed in [18, [20] [21] [22] [23] [24] [25] , and significant performance gains are observed for a small cluster size (≤ 4 BSs). DC requires a hybrid architecture where the clustering algorithm runs on a central server, and then MCP is performed in each cluster in a distributed manner. We will discuss each of these DC techniques in greater detail in Section 4.1 and pick the best one to compare with our proposed approach.
In [26] , we proposed a static clustering and adaptive FFR approach to combat interference. We call such a system clustered FFR or CFFR. In CFFR, like in [14] [15] [16] , clusters are statically formed and inter-cluster interference is mitigated by allocating different sub-bands for cluster-centre and cluster-edge users. We apply FFR on a cluster scale and use a reuse factor of 1 for cluster-centre users and a greater reuse factor for cluster-edge users. In addition, the bandwidth partitions are determined in an adaptive manner based on the load in each cluster. For instance, if all the users are in the cluster-centre, then they are allowed to use the entire bandwidth so as to maximise system performance. If, on the other hand, there are more users in the cluster-edge, then the focus of the algorithm will be to cancel inter-cluster interference by allocating different sub-bands for edge users in each cluster. Thus, in such a system, we need to be able to classify users as either cluster-centre or cluster-edge. We show that with just a cluster size of 3, CFFR performs significantly better than [16] and in turn [14] and [15] . It is also shown to perform better than applying FFR in each cell [27] . In addition, the sum rate performance is shown to be close to that of global MCP.
There are however some gaps in our study in [26] . Firstly, we limit our study to the downlink using the block diagonalisation precoding technique and assume ideal location classification where users are accurately classified as either cluster-centre or cluster-edge. Secondly, we have not compared the performance of CFFR with the widely studied DC technique. Thirdly, we assume a hybrid architecture in [26] where the bandwidth partitions are determined by a central server after which, precoding is done independently in each cluster. The performance of [26] using an entirely distributed architecture is unknown. These gaps are addressed in this paper.
Contributions
In this paper, we focus on the uplink of a three-cell clustered cooperative network. We limit our study to a cluster size of three because it significantly lowers the overheads of data and CSI exchange and decoding. Moreover, we have shown in [26] that we can achieve a performance comparable to that of global MCP. We consider two linear decoding techniques namely, zero forcing (ZF) and linear minimum mean squared error (LMMSE) to overcome intra-cluster interference.
We first study theoretically the impact of inter-cluster interference on the per-cell sum rate. To make the problem mathematically tractable, we modify the planar Wyner network [28] to model a clustered system. We derive capacity equations for clustered MCP using ZF and LMMSE decoders in terms of intra-cluster and inter-cluster interference intensities. To the best of our knowledge, this has not been studied in the literature. We show that inter-cluster interference is the major performance bottleneck and that a very small interference intensity is sufficient to significantly lower the overall system performance.
We then consider a more realistic CFFR system that adopts an entirely distributed architecture, i.e. bandwidth partitioning and MCP are performed in each cluster independently. We also implement a simple location classification algorithm based on logistic regression on a cluster scale. We call such a system CFFR-LR and compare its performance with that of the ideal system that we proposed in [26] , which we will call CFFR-ideal. In addition, we will also compare the performance of CFFR-LR and CFFR-ideal with the widely studied DC technique. The performance comparison is done by simulating a more realistic network environment. We show that CFFR-LR and CFFR-ideal lower the inter-cluster interference intensity significantly when compared to DC. This in turn translates into much higher per-cell sum rates, and we use the theoretical study to better understand the differences. We also show that the performance of CFFR-LR is close to that of CFFR-ideal. Finally, we recommend using the simpler ZF decoding technique for CFFR since the SINR performance is significantly better than DC.
The remainder of the paper is structured as follows. In Section 2, we describe the general system model and restrict the scope of our study to a three-cell clustered network. Section 3 then introduces the modified planar Wyner model and we derive analytical equations for the capacities using ZF and LMMSE decoders. Once we have a theoretical handle of the impact of inter-cluster interference on the performance, we study the two interference mitigation techniques namely, DC and CFFR, in great detail in Section 4. Section 5 then compares the performance of the two strategies, in terms of inter-cluster interference intensity, per-cell sum rate, and execution time, in a more realistic network setting. Section 6 then concludes the paper.
System model
The system consists of C clusters with B BSs in each cluster. Each cell in the network is serviced by one BS. Therefore, the total number of BSs or cells in the system would be N = BC. In each cluster, K users are served during each transmission time interval (TTI). Since we are focusing on the uplink (UL), each MS has N T transmitter antennas and each BS has N R receive antennas. Figure 1 shows a network consisting of N = 21 cells statically divided into clusters of B = 3 cells. There are C = 7 clusters, and they are numbered from 0 to 6 where the home cell is represented by numeral 0 and the surrounding interfering clusters as numerals 1-6. The cell radius is denoted as R. The boundary between the cluster-interior and cluster-edge, which we refer to as the coordination distance, is denoted as D c . It was determined in [16] that the optimum D c = 0.35R for the setup considered. A similar setup is also considered in this paper, which is discussed in Section 5.1. Let l k be the length of the data symbol transmitted by user k. In this paper, we assume that the length of the transmitted vector by 
By combining the transmitted vectors of all users in the network, (1) can be simplified as follows,
where y (c) is the BN R × 1 received vector at the pooled BSs from all K users in cluster c, x (c) is the KN T ×1 transmitted vector of all K users in cluster c and H (c) is the BN R × KN T channel matrix between the users and the BSs in cluster c. In addition, x (ĉ) is the (C − 1)KN T × 1 transmitted vector of all users in the neighbouring C − 1 clusters and H (ĉ) is the BN R × (C − 1)KN T channel between the users in the neighbouring C − 1 clusters and the BSs in cluster c.
Since we assume that l k = N T , the maximum number of users that can be scheduled in each cluster during each TTI is,
Theoretical performance analysis
In this section, we take a theoretical approach to understanding the impact of inter-cluster interference on the cell-rate performance. where the ZF and LMMSE intracluster interference coordination strategies are adopted on the uplink. Assuming the BSs have perfect knowledge of the CSI within the cluster, an estimate of the transmitted vector of all K users in cluster c can be obtained for ZF-based MCP as follows,
where y (c) is given by (2) . For LMMSE-based MCP, the estimate of the transmitted vector is given by,
where σ 2 0 is the inverse of the received SNR at the BSs in cluster c and I BN R is the identity matrix of dimension BN R . In the following sub-sections, we derive closed-form capacity equations for ZF and LMMSE for a modified planar Wyner network.
Modified planar Wyner model
We modify the widely studied planar Wyner network [2, [28] [29] [30] [31] [32] to a three-cell clustered cooperative network. In [28] , a two-dimensional hexagonal array of cells is considered, as shown in Fig. 1 . This hexagonal array is represented as a checkerboard lattice, and to make it more tractable, it is converted to a rectangular array. In the planar Wyner model, the signal transmitted by a user in the home cell does not experience any attenuation. The signals from neighbouring cells interfere with the home user and the signals are attenuated by a factor of α, where α ∈[ 0, 1]. We modify this rectangular array lattice representation to factor in inter-cluster interference as well. Figure 2 shows the lattice representation for a network with a cluster size of three, and it is obtained by rotating the hexagonal lattice by 45°and scaling by a factor of 1 √ 2 [28] . Interference from only the first-tier neighbouring clusters is considered. This intra-cluster interference intensity is denoted as α, as in [28] . We introduce a new parameter for inter-cluster interference and denote it as β, where β ∈[ 0, 1]. Since the interference intensities are scalar and deterministic parameters, the scaling of the lattice does not affect the interference pattern.
Without a loss of generality, the following simplifying assumptions are made in this section. An intra-cell TDMA transmission strategy is considered where only a single user per cell is transmitting at a given time instance. Thus, the number of active users in a three-cell clustered network is K = 3. The additive white Gaussian noise (AWGN) channel model is assumed with 0 mean and variance σ 2 n . All the BSs have perfect knowledge of the CSI as well as each other's codebooks. The BSs within a cluster are connected using an ideal backhaul with infinite capacity. The BSs are perfectly synchronised to ensure that all signals are received at the same time. BPSK modulation is assumed and the power with which the users transmit the antipodal signals are the same, i.e. no power control is performed across cell sites. Assuming that the received amplitude of each user's signal is A, then the received power of each user is A 2 . Since a cluster size of B = 3 is assumed, there are nine interfering cells from the first-tier neighbouring clusters as can be seen in Fig. 2 . Finally, the MSs and BSs are equipped with single, omnidirectional antennas, i.e. N T = N R = 1.
For the three-cell clustered network, the channel matrix between the users and the BSs in cluster c is given by,
The channel matrix between the users in the neighbouring clusters and the BSs in cluster c is given by,
Now, (2) can be rewritten as,
where
combines the interference from the neighbouring clusters and the noise at the receivers of the home cluster. The covariance matrix of n (c) is then given by, In (9), the first term equates to the received power of the users in the neighbouring clusters at each cell in cluster c, which is 4β 2 A 2 I 3 . The second and third terms equate to 0 since the signals transmitted by the users and the noise are uncorrelated. Since the AWGN channel model with 0 mean and variance σ 2 n is considered, the final term in (9) equates to σ 2 n I 3 . Combining all these terms gives us (10).
Capacity of ZF
The estimate of the transmitted vector using ZF receivers is given by,
Since the channel matrix is real in the modified Wyner network, we take the transpose of H (c) in (11) rather than the Hermitian given by (4) .
Step (12) is obtained since H (c) , given by (6) is symmetric. Finally, (14) is obtained by substituting (8) in (13) . Theorem 1. The per-cell capacity of a three-cell clustered network using ZF is given by,
Proof. From (14), the received power of all users in cluster c is given by A 2 I 3 , and the noise power is given by the
Since H (c) is deterministic in the Wyner network, we get (17) from (16) .
Step (18) is then obtained by substituting (10) in (17) . The achievable capacity at cell i is then,
Using the Gauss-Jordan method, we can obtain
The theorem is proved by substituting (22) in (20) .
It can be observed from (15) that there is a singularity at α = 1 which can be overcome by considering fading and multi-user scheduling as shown in [31] .
Capacity of LMMSE
For the modified Wyner network, the estimate of the transmitted vector using LMMSE receivers is given by,
In (23), σ 2 0 is the inverse of the received SNR at cluster c, given by
where 4β 2 A 2 is the interference power from the users in the neighbouring clusters.
In [30] , the capacity of an MCP system using LMMSE receivers is derived for a Wyner model where the cells are arranged in a one-dimensional linear array. In this linear model, a finite number of cells N cooperate and only two neighbouring cells interfere with the home cell. The N ×N channel matrix for such a system is given by,
The achievable capacity of cell i is then shown in [30] to be,
where μ k s are the eigenvalues of H and σ 2 0 = σ 2 n A 2 . This equation is however not applicable in a clustered MCP system since the channel matrix is different and also since the effects of inter-cluster interference are not considered. We have to therefore re-derive the capacity for a three-cell clustered network.
Following the derivation as in [30] and [33] , the LMMSE estimator for user i in cluster c can be shown to be,
Since H (c) is symmetric, we get (28) from (27) . Let the error of estimation for user i be
i . The mean-squared error (MSE) of estimation is then given by,
The eigendecomposition of the square matrix, H (c) 2 + σ 2 0 I 3 , can be expressed as
where 
On the other hand, the eigenvectors of H (c) 2 + σ 2 0 I 3 , denoted as q (c) k , are also the eigenvectors of H (c) . The eigenvalues and eigenvectors of H (c) , given by (6), exhibit the following properties: ; j = 1, 2, 3.
Theorem 2. The per-cell capacity of a three-cell clustered network using LMMSE is given by,
Proof. Using the eigendecomposition in (30), we can obtain the following,
Step (38) can be obtained by substituting (32) and (35) in (37) . Steps (39), (40), (41) and (42) can be obtained from (33), (34), (35) and (32), respectively. By substituting (42) in (29), we get
The per-cell capacity can then be obtained by computing the mutual information of x
. The MSE of the estimation is given by (43).
It is shown in [28] that I x (c) i ;x (c)
Since all the users are transmitting at the highest power, A 2 , the per-cell capacity is given by,
Equation (45) can be obtained by substituting (43) in (44), thus proving the theorem.
Performance analysis
We plot the capacities of ZF and LMMSE for various interference intensities in Fig. 3 using the equations derived earlier. Two intra-cluster and four different inter-cluster interference intensities are considered, i.e. α ∈ {0.5, 0.8} and β ∈ {0, 0.005, 0.1, 0.2}. It must also be noted that these results have been validated using Monte Carlo simulations.
It can be observed that for all inter-cluster interference intensities, the performances of ZF and LMMSE are better for a lower intra-cluster interference intensity. For instance, for β = 0 and a very high SNR of 60 dB, the performance of ZF and LMMSE for α = 0.5 is 12.5 % higher than that of α = 0.8. The same is true even for low to medium SNRs. Also, the gap between ZF and LMMSE for a given α is negligible for β = 0 and β = 0.005. It can be observed that for a small increase in the intensity of inter-cluster interference, the performance of ZF and LMMSE deteriorate significantly only at very high SNRs. For instance, when β increases from 0 to 0.005, the performance of ZF and LMMSE deteriorate by 50 % at SNR = 60 dB. When β increases further from 0.005 to 0.1, the performance degradation can be observed even at medium SNRs. For instance, when the SNR is 20 dB the performance degrades by about 72 %. It can also be observed that at lower SNRs and higher inter-cluster interference intensities, LMMSE decoders perform better than ZF. We can conclude through this theoretical study that even the slightest inter-cluster interference can seriously deteriorate the performance of a three-cell clustered network.
Inter-cluster interference coordination strategies
In this section, we discuss two inter-cluster interference coordination strategies: the widely studied dynamic clustering strategy and our proposed strategy of static clustering with adaptive FFR.
Dynamic clustering
As discussed in Section 1.1, dynamic clustering (DC) involves forming clusters of BSs in a dynamic manner based on changing channel conditions. Given a system where C clusters need to be formed with B BSs within a cluster, there are N! (B!) C C! different cluster realisations [25] where N = BC is the total number of BSs in the network. An exhaustive search through all these cluster realisations for an optimum solution is therefore highly complex. Various efficient algorithms have been proposed in the literature for DC. We will now discuss each of them and will pick the best algorithm to be considered in this paper. In [18] , each BS in the network collects the instantaneous CSI from all its users and performs scheduling in a decentralised manner. The CSI from all the BSs are then collected by a central server where a greedy clustering algorithm is run. The algorithm picks a random cell and chooses BSs that maximise the joint capacity to form a cluster. This is done in an iterative manner until all the clusters are formed. It must be noted that the cluster size is fixed and remains constant throughout the algorithm. The system in [18] assumes MSs equipped with a single antenna. The algorithm is extended to multi-antenna MSs in [20] . It has also been shown in [21] that CSI from a limited number of BSs is sufficient to guarantee performance.
In [22] and [23] , the network is modelled as a graph where the vertices represent the BSs and any two vertices are connected by an edge if the interference between the corresponding BSs is above a certain threshold. Each edge is then assigned a utility value which could be either the average increase in achievable rate or the increase in interference if the two vertices form a cluster. Once the utility values are assigned to all edges, the algorithm iteratively forms clusters so as to maximise the overall utility. The basic idea is however similar to that of [18] in the sense that the algorithm is iterative and maximises the overall sum rate. In addition, the architecture considered is centralised, the size of the cluster remains constant and instantaneous CSI is used to determine the utility values.
The DC algorithm proposed in [18] is improved on in [24] by allowing the cluster size to change dynamically in each iteration. The algorithm runs on a central server and cells that cause the highest amount of interference to each other form a cluster so as to benefit from MCP. The maximum cluster size considered in [24] was four, and the algorithm was shown to perform only slightly better than [18] at medium and high SNRs. If the cluster size was larger, then much higher performance gains would have been observed. This would however come at the cost of complexity for clustering as well as MCP.
Finally, [25] proposes a distributed architecture for DC where clustering is performed by each BS in a decentralised manner. Each BS maintains a candidate list of clusters that it would like to join based on a preference function. In [25] , the preference function is the average increase in system capacity if the BSs were to form a cluster. As in [18] , the size of the cluster remains constant throughout the clustering process. Invitations are then sent to the candidate BSs and each BS maintains an invitation list. Two BSs form a cluster if the pair of them maximise the preference function. A list of BSs that have not yet formed a cluster is also maintained and is expressed as in [25] . The iterative clustering algorithm is shown to terminate after at most C iterations, where C is the total number of clusters. The complexity of the decentralised approach is also shown to scale linearly with the network size N = BC. Although [25] claims to propose a decentralised framework, it is not entirely so as a central unit is required to maintain the list . In addition, the overall system performance in terms of sum rate is not better than [18] .
Thus, in this paper, the DC algorithm in [18] is used to compare with our proposed algorithm. A hybrid architecture as shown in Fig. 4 is used where clustering is done by a central server, called the CPU. Each BS sends the instantaneous CSI from all its users to the CPU. The iterative greedy algorithm is run on the CPU and the decision is then fed-back to each BS. The BSs that form a cluster then work in a distributed manner to combat intra-cluster interference. This process is repeated on a per-frame or per-slot time scale.
Static clustering with adaptive FFR
The proposed static clustering with adaptive FFR scheme, referred to as CFFR, is shown in Fig. 5 . For simplicity, only the home cluster and two neighbouring clusters are considered but the figure can very easily be extended to all 6 neighbouring clusters. Let W be the total available bandwidth. In DC, all users scheduled in the cluster are allowed to use the entire bandwidth. In our CFFR strategy, the bandwidth is divided into cluster-centre (W c ) and cluster-edge bands (W e ). No two neighbouring clusters will share the band for cluster-edge users.
The FFR scheme is adaptive where the bandwidth partitions are made dependent on the load in each cluster. Let M (i) c and M (i) be the number of cluster-centre MSs and the total number of MSs respectively in cluster i. Then, the bandwidth allocation for the centre users in cluster i is given by,
Since the focus is on a cluster size of three, the bandwidth allocated for the edge users in cluster i is given by,
We first proposed this CFFR scheme in [26] . In [26] , a hybrid architecture is considered where the bandwidth partitioning is done by a central server after which MCP is done in a decentralised manner. This is to ensure that all the clusters share the same FFR scheme. The clusters share its computed bandwidth partitions with the central server and the final partitions; W e and W c are determined such that the largest partition is chosen for the clusteredge users and the corresponding partition for those in the cluster-centre. This is to ensure that the performance for the cluster-edge users is improved. In this paper, we adopt an entirely distributed architecture where the bandwidth partitions and MCP are performed by each cluster in a decentralised manner. This architecture is shown in Fig. 6 . Each cluster also performs intra-cluster interference mitigation independently through ZF and LMMSE decoding.
In addition, the location of the users must be classified as either cluster-centre or edge so as to determine the bandwidth partitions and also for scheduling. In [26] , we assume an ideal location classifier with 100 % accuracy. We refer to such a system as CFFR-Ideal. In this paper, however, we consider a machine-learning approach of logistic regression for location classification. We extend an algorithm that we proposed in [34] for a single cell to a cluster scale. We call such a system CFFR-LR. In [34] , we have shown that using two features, namely, received power and SINR from the MS, the classification accuracy is much better than using a single feature such as SINR [6, [35] [36] [37] . We have also shown that the optimum hypothesis is a logistic/sigmoid function, given by (48), based on an affine model. In (48), z (k) is given by (49), where w (k) 1 is the received power and w (k) 2 is the SINR reported by user k and θ 0 , θ 1 and θ 2 are the optimum parameters determined through the training process. More details on this can be found in [34] .
In this paper, we consider the user locations on a cluster scale and this would in-turn impact the training phase in 
Realistic network performance analysis
In this section, we perform a simulation-based study of the performance of DC, CFFR-LR and CFFR-Ideal in a realistic network setup. In Section 3, we derived capacity equations for ZF and LMMSE for a three-cell clustered network in terms of intra-cluster and inter-cluster interference intensities, α and β, respectively. The model that we considered was however simple and deterministic, but it helped us understand that even a small β can reduce the cell-rate performance significantly. We will now switch our study to a more realistic network in order to determine which is the best inter-cluster interference coordination strategy in terms of lowering β.
Simulation setup
We consider a network of 21 cells divided up into clusters of size 3. Each MS is equipped with N T = 2 antennas and each BS is equipped with N R = 4 antennas. The cell radius is 1 km, and the coordination distance D c , which is the boundary between the cluster-centre and cluster-edge, is 350 metres (i.e. 0.35R [16] ). We consider shadowing and fading and the whole setup is summarised in Table 1 .
Since we assume that l k = N T in this paper, the maximum number of users that can be scheduled in a cluster during each TTI for DC is 6, using (3) . For CFFR, on the other hand, since cluster-centre and cluster-edge users do not interfere with each other, these two types of users can be scheduled independently. Thus, for CFFR, the maximum number of users that can be scheduled in a cluster per TTI is 12 (i.e. six cluster-centre and six cluster-edge users). We employ the proportional fair (PF) scheduling algorithm where the time window over which fairness is imposed is set to 10 TTIs. Monte Carlo simulations are run over 100 different network realisations, and for each realisation, 1000 TTIs are considered.
The results
We will first study the classification accuracy of the logistic regression (LR) algorithm. This step is crucial for CFFR since the bandwidth partitions are determined accordingly. The scheduling of the users also follows this step. The classification accuracy for various loads in the cell is summarised in Table 2 . The LR algorithm performs well, and we obtain a classification accuracy between 88 and 90 %. The percentage of misclassified cluster-centre and cluster-edge MSs are also quantified in Table 2 . If cluster-centre MSs are misclassified as cluster-edge, then this will impact the overall cell sum-rate since a lower bandwidth is allocated for them. On the other hand, if cluster-edge MSs are misclassified as cluster-edge, then this will result in raising the inter-cluster interference intensity.
In Fig. 7 , we plot the cumulative distribution function (CDF) of the inter-cluster interference intensity, β. As mentioned in the setup, the users are distributed uniformly and we consider 100 such network realisations. For each realisation, we record β for 1000 TTIs where users are scheduled using the PF algorithm. We can observe that DC suffers from higher inter-cluster interference than our proposed CFFR technique. For instance, the probability that β is 0 (i.e. no interference), denoted as P(β = 0) is 0 for DC whereas it is 0.17 for CFFR-LR and 0.37 for CFFR-Ideal. It is therefore more likely that there is no inter-cluster interference for CFFR. Note that CFFR-LR suffers from more interference than its ideal counterpart due to sub-optimal location classification and the distributed architecture. The gap however is not that large. Similarly, it can be observed that P(β ≤ 0.005) is 0 for DC, 0.53 for CFFR-LR and 0.72 for CFFR-Ideal. This CDF study therefore shows that CFFR is more superior than DC in mitigating inter-cluster interference. This is further validated by the per-cell sum rate performance shown in Fig. 8 . We can observe in Fig. 8 that the performance of DC is limited by inter-cluster interference. We have seen in the CDF of β that P(β > 0.005) is 1, and from our theoretical study, we saw that the slightest β is detrimental to the overall cell-rate performance (see Fig. 3 ). CFFR, on the other hand, does a better job of lowering β and therefore shows much better sum rate performance. Since clustercentre and cluster-edge users are allocated independent sub-bands, more users can be scheduled per TTI thereby improving the overall sum rate. It can also be observed that since the SINR is lower for DC; LMMSE performs better than ZF. Since the SINR is much better for CFFR, the simpler ZF technique can be used for decoding. In addition, the gap between CFFR-ideal and CFFR-LR is not significant. This is because the load distribution considered in this paper is symmetric. If the load distribution was asymmetric, i.e. there are different number of users in each cell, then the distributed architecture in CFFR-LR would partition the bandwidth differently for each cluster. For instance, if one cluster had all the users in the clustercentre then it would allocate the entire bandwidth for its users. This would then increase the interference intensity to a neighbouring cluster that has users in the clusteredge. A study of the impact of asymmetric load on the performance will be done in the future.
Finally, we compare the running times of the DC and CFFR-LR algorithms in Fig. 9 . For DC, we are only interested in the running time of determining the clusters and user scheduling. For CFFR-LR, on the other hand, we are only interested in the running time of performing the location classification, scheduling and bandwidth partitioning. For DC, the greedy algorithm requires computation of the joint capacity of the cluster for each iteration. If there are K users in the cluster and B base stations forming a cluster, the complexity of computing the joint capacity can be approximated as O(KN T B 2 N 2 R ). For CFFR, on the other hand, the complexity of determining the user location given only two features (received power and SINR) can be approximated as O(K). The complexity of user scheduling should be negligible compared to this and, moreover, should be the same for both DC and CFFR. We assume that the capacity of the backhaul is infinite and ignore the latency of CSI exchange between the BSs and the central unit. We can observe from the figure that CFFR-LR runs significantly faster than DC. In addition, we can see that the running time of DC is much more dependent on the load in the cell. We see the running time flattening after a load of 6 users per cell. This is because for DC and the setup considered, we cannot schedule more than 6 users per cell per TTI.
Conclusions
In this paper, we have proposed a practical and scalable solution to overcoming interference through static clustering and adaptive FFR. We focus on a three-cell clustered network because of its low complexity and also because we can achieve near-global-MCP performance using this cluster size. We modify the planar Wyner network and derive analytical capacity equations for a clustered network on the uplink for ZF and LMMSE decoders. We show that inter-cluster interference is the major bottleneck, and even the slightest interference intensity can have detrimental effects on the system performance. We then compare our proposed approach with the widely studied dynamic clustering technique on a more realistic network setting. For this study, we address some of the gaps in one of our earlier papers by adopting an entirely distributed architecture and by implementing a location classification algorithm based on logistic regression. We show that our proposed technique lowers the inter-cluster interference significantly when compared to dynamic clustering. As a result, the per-cell sum rate of clustered FFR is ∼ 1.5× faster especially at high loads (10 users per cell). In addition, the proposed approach is significantly less complicated to implement, requiring less computation as indicated by the run time results. The fully distributed architecture also lowers the traffic overhead on the backhaul and simplifies the implementation when compared to the hybrid and centralised architectures. In the future, we plan to extend this study to asymmetric loads and to heterogeneous networks.
