In this paper, we extend the generalized likelihood ratio test to the varying-coefficient models with censored data. We investigate the asymptotic behavior of the proposed test and demonstrate that its limiting null distribution follows a 2  distribution, with the scale constant and the number of degree of freedom being independent of nuisance parameters or functions, which is called the wilks phenomenon. Both simulated and real data examples are given to illustrate the performance of the testing approach.
Introduction
Nonparametric regression model has become one of the main approaches in modern statistics due to its robustness and wide applications. In particular, it can be well estimated when the covariate is one dimension. However, as the dimension of the covariates, we face the phenomenon called "the curse of dimensionality". The varying coefficient model, which is the function approximation method for high dimension, is prosed (see Hastie and Tibshirani, 1993) . Recently many statisticians (see Zhang 1999, 2000; Cai, 2007; Zhou and Ling, 2009; Wang and Xia, 2009; Chen and Tong, 2010) have investigated the varying coefficient model due to its simplifying structure, meaningful interpretation and wide application.
The varying-coefficient model has the following form: 
However, in the real problems, for example, in the fields of reliable lifespan experiment, medicine track, survival analysis and so on, Y can not be observed because it is censored. Let C denotes the censoring random variable, Y and are independent random variable under the condition that and Dabrowska (1987) and Zheng (1988) . In this paper, Class-K method is used to transform data.
In an effort to derive a generally applicable testing approach, Fan et al (2001) proposed the generalized likelihood ratio (GLR) statistic for nonparametric models. Their motivation was as follows. The maximum likelihood ratio test statistic in general may not exist in nonparametric and semiparametric settings. Even if it does, it is hard to find and may not be optimal in the simplest nonparametric regression setting. These drawbacks can be avoided when the maximum likelihood estimator is replaced by other reasonable nonparametric estimators, resulting in a class of statistics called the GLR statistic. The GLR test is intuitively appealing. Fan et al (2001) showed that for a variety of models and a number of nonparametric versus nonparametric and parametric versus nonparametric testing problems, the null distribution of the GLR test statistic follows an asymptotically 2  distribution, independent of nuisance parameters. This property is called the Wilks phenomenon and facilitates the application of the GLR statistic. The critical value can be determined either by asymptotic distributions or by simulations. In this paper, we extend the generalized likelihood ratio test to the varyingcoefficient models with censored data.
The paper is organized as follows. Generalized likelihood ratio test is presented in section 2. In section 3, we provide two numerical results. Technical proofs are relegated to the Appendix. 
Generalized Likelihood Ratio Tests
are the transformation functions. In the sequel of this paper we will refer to this transformation as the "ideal transformation", since it assumes that the transformation function 
can be expressed as (Fan and Gijbels, 1994) 
with K being a symmetric probability density function and we use the adaptive v ar i ab l e b and w id th o f o rd er k , and
, here is the index of the design point closest to u , the smoothing parameter can be obtained by cross-validation. 
where ,
with * K K denote the convolution of K.
Numerical Studies
In this section, we first use Monte Carlo simulation studies to assess the finite sample performance of the test procedure proposed and then demonstrate the application of the method proposed by using a real data example. The programs are written in Matlab and are available upon request from the authors.
Simulation Example
Simulation data are generated from the varyingcoefficient partially linear model with censored data:
where the covariate U is uniformly distributed on Table 1 and Table 2 show that and
is certain parametric under two different error distributions and censoring rates. The results show that the GLR test performs well. 
A real Data Example
We now illustrate the proposed method by an application to the chronic granulotomous disease (CGD) data set. The CGD study in a report by the International CGD Cooperative Study Group (1991) , was designed to have a single interim analysis when the follow-up data as of July 15, 1989 were complete. The monitoring committee for the trial terminated the trial at a meeting on September 22,1989. The treatment given each patient wan unblinded at the first scheduled visit for the patient following the decision of the monitoring committee.
The variables contained here are: 1 Z : Treatment Code, 1 = rIFN, 2 = placebo; 2 Z : Pattern of inheritance, 1 = X-linked, 2 = autosomal recessive; 3 Z : Age, in years; 4 Z : Height, in cm; 5 Z : Weight, in kg; 6 Z : Using corticosteroids at time of study entry, 1 = yes, 2=no; 7 Z : Using prophylactic antibiotics at time of study entry, 1 = yes, 2 = no; 8 Z : 1 = male, 2 = female; 
S
We take 0 as the intercept term and , and employ the varying-coefficient model with censored data,
to fit the given data. A natural question is whether the coefficients functions are constant. To answer this question, the proposed GLR test is employed. The p-values for the test is summarized in Table 3 . It can be seen from Table 3 that we should use following model to fit the given data. 
