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Developmental dyslexia is a specific learning disorder that is characterized by
severe and persistent reading and spelling problems. This neurological and
hereditary disorder is thought to be caused by difficulties with representing and
manipulating the phonological structure of words at the syllable and/or phoneme
level. The underlying cause of this phonological deficit remains however un-
known. Several theories suggest that atypical lower level auditory processing
accounts for the phonological and literacy problems observed in dyslexia. Impair-
ments are proposed to occur in the temporal processing of certain auditory cues
and subsequently of speech perception. In individuals with dyslexia, a deviance in
the neural representation of auditory cues at cortical and brainstem level has been
observed. Most studies are however performed in adults and school-aged children,
and only a little is known about how neural auditory processing manifests and
develops in very young children before reading acquisition. Yet, studying neural
auditory processing in preliterate children may reveal early neural markers for
dyslexia.
The aim of this PhD project was to investigate the presence and precise nature of
the temporal auditory processing deficit in dyslexia. More specifically, we wanted
to investigate neural sensitivity to basic auditory temporal information at cortical
and brainstem level. In addition, we wanted to relate these neurophysiological
measurements to cognitive and behavioural indicators for dyslexia and examine
the link between auditory processing, speech perception and phonological and
literacy skills with psychophysical tasks. In a longitudinal study, prereading
5-year-old children at high (n = 44) and low (n = 43) family risk for dyslexia
were followed for several years. This allowed to investigate the development of
auditory processing and speech perception before and during reading acquisition
and to examine the causal relationship of the hypothesized model for dyslexia. In
order to cover the objectives, four separate studies were carried out.
In the first study of this project, neural Auditory Steady-State Responses (ASSRs)
at cortical level as well as at brainstem level were recorded in the 5-year-old
children. The results suggest that, while hemispheric specialization for processing
syllable rate modulations seems to be mature in prereading children, hemispheric
specialization for phoneme rate modulation processing may still be developing.
The second study in the same group of children investigated prereading auditory
processing and speech perception and their relation to later phonology and lit-
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eracy at first and second grade. Group comparisons demonstrated no effect of
family risk for dyslexia on prereading auditory processing and speech perception
skills. However, a relation was present between the performance on these skills
in kindergarten and later phonology and literacy. Hereby, amplitude rise time in
particular showed to be related to a broad range of phonological precursors for
reading, while speech-in-noise perception demonstrated to operate as a unique
predictor for reading.
In the third study, ASSRs were recorded in a group of normal-reading adults
(n = 27) and compared to the measurements conducted in the prereading children
of the first study. The results showed maturational differences in neural process-
ing at phoneme rate level and at brainstem level between children and adults,
confirming the immature phoneme rate processing in children as suggested in the
first study.
In the fourth and final study, ASSR recordings were repeated in the group of chil-
dren at the age of 7 in order to map the influence of beginning reading on neural
auditory processing. Over a two-year time course around reading onset, matura-
tional changes in neural activity were observed for all investigated modulation
rates at cortical and brainstem level. In addition, the start of reading acquisition
seemed to have exerted an influence on the emergence of mature hemispheric
specialization at phoneme level. Besides general maturational differences, an
influence of dyslexia phenotype was shown at brainstem level, suggesting that
subcortical auditory processing mechanisms may play a role in the development
of reading disorders at the start of reading onset.
Together, this project demonstrates that the influence of auditory processing and
speech perception on phonology and literacy precedes the start of reading acqui-
sition and might play a role in the development of dyslexia. Immature neural
processing patterns are observed in young children and atypical processing pat-
terns seem to occur in the ones with dyslexia. A unidirectional causal link for
dyslexia can however not be demonstrated. Most likely, dyslexia is a disorder that
encompasses sensory systems more globally, urging the need for a multifactorial
and multimodal approach in future dyslexia research.
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Korte inhoud
Dyslexie is een specifieke leerstoornis die wordt gekenmerkt door ernstige en
persisterende lees- en schrijfproblemen. Deze neurologische en erfelijke stoornis
wordt veroorzaakt door moeilijkheden met het representeren en manipuleren van
de fonologische structuur van woorden op het lettergreep en/of klankniveau. De
onderliggende oorzaak van dit fonologisch gebrek is echter onbekend. Verschil-
lende theorieën stellen dat een atypische basaal auditieve verwerking aanleid-
ing zou geven voor de fonologische en lees- en schrijfproblemen die worden
waargenomen bij dyslexie. Problemen zouden voorkomen bij de temporele ver-
werking van bepaalde auditieve informatie en bijgevolg ook bij de perceptie
van spraak. Eerder werden al afwijkingen in de neurale weergave van auditieve
informatie vastgesteld op het niveau van de auditieve cortex en hersenstam bij
personen met dyslexie. De meeste studies werden echter uitgevoerd bij volwasse-
nen en schoolgaande kinderen. Hierdoor is er weinig geweten over hoe de neurale
auditieve verwerking zich openbaart en ontwikkelt bij heel jonge kinderen, nog
voor de aanvang van het leesonderwijs. Het bestuderen van de neurale auditieve
verwerking bij kleuters zou daarom vroege neurale kenmerken van dyslexie kun-
nen onthullen.
Dit doctoraatsproject had als doel om de aanwezigheid en de precieze aard van
een temporeel auditief verwerkingsprobleem bij personen met dyslexie na te
gaan. We wilden meer bepaald de neurale gevoeligheid voor basaal auditieve
temporele informatie onderzoeken op het niveau van de cortex en hersenstam.
Daarnaast wilden we de neurofysiologische metingen relateren aan cognitieve en
gedragsmatige indicatoren voor dyslexie en de link tussen auditieve verwerking,
spraakperceptie en fonologische en lees- en schrijfvaardigheden onderzoeken met
psychofysische testen. Een longitudinale studie werd opgestart, waarbij 5-jarige
kleuters met een hoog (n = 44) en laag (n = 43) familiaal risico voor dyslexie
werden opgevolgd voor meerdere jaren. Dit liet toe om de ontwikkeling van de
auditieve verwerking en spraakperceptie voor en tijdens leesonderwijs in kaart
te brengen en om de causale relatie van het voorgestelde model voor dyslexie te
onderzoeken. Alle vraagstellingen werden nagegaan in vier verschillende studies.
In de eerste studie van dit project werden auditory steady-state hersenresponsen
(ASSRs) opgemeten bij de 5-jarige kinderen op het niveau van de cortex alsook
op het niveau van de hersenstam. De resultaten wezen uit dat de functionele spe-
cialisatie van de hemisferen op lettergreepfrequentie matuur ontwikkeld waren,
xiii
terwijl deze specialisatie op klankfrequentie nog niet volledig ontwikkeld was.
De tweede studie onderzocht de auditieve verwerking en spraakperceptie op
kleuterleeftijd in dezelfde groep kinderen en de relatie met hun latere fonologische
en lees- en schrijfvaardigheden in het eerste en het tweede leerjaar. Vergelijkingen
op groepsniveau toonden aan dat familiaal risico op dyslexie geen effect uitoe-
fende op de auditieve verwerkings- en spraakperceptievaardigheden. Er werd
echter wel een verband gevonden tussen de prestaties op deze vaardigheden in de
kleuterklas en latere fonologische en lees- en schrijfvaardigheden. Amplitude rise
time bleek hierbij in het bijzonder te relateren aan een brede waaier van fonolo-
gische voorlopers van lezen, terwijl spraak-in-ruis perceptie naar voor kwam als
een unieke voorspeller van latere leesvaardigheid.
In de derde studie, werden ASSRs opgemeten bij een groep normaallezende
volwassenen (n = 27) en vergeleken met de metingen van de kleuters uit de eerste
studie. Deze resultaten tonen verschillen in maturatie tussen kinderen en vol-
wassenen aan bij de neurale verwerking op klankniveau en op het niveau van de
hersenstam. Dit bevestigt de immatuur ontwikkelde verwerking op klankniveau
bij kleuters zoals in de eerste studie reeds werd gesuggereerd.
In de vierde en laatste studie, werden de ASSR-metingen op 7-jarige leeftijd
herhaald bij de kinderen. Dit had als doel de invloed van de start van het leeson-
derwijs op de neural auditieve verwerking in kaart te brengen. Over een periode
van twee jaar werden veranderingen in neural maturatie aangetoond bij alle on-
derzochte modulatiefrequenties op het niveau van de cortex en de hersenstam. De
start van het leesonderwijs leek ook het verschijnen van een mature hemisferische
specialisatie op klankniveau tot gevolg te hebben. Naast algemene verschillen
in maturatie, werd er een invloed van dyslexie fenotype gevonden op het niveau
van de hersenstam. Dit zou kunnen betekenen dat subcorticale auditieve verwerk-
ingsmechanismen een rol spelen bij de ontwikkeling van leesstoornissen bij de
aanvang van het leesonderwijs.
Algemeen geeft dit project aan dat de invloed van auditieve verwerking en
spraakperceptie op fonologische en lees- en schrijfvaardigheden plaatsvindt voor
de start van het leesonderwijs en dat dit een rol kan spelen in de ontwikkeling
van dyslexie. Niet-mature neurale verwerkingspatronen werden gevonden bij
jonge kinderen en atypische verwerkingspatronen bleken voor te komen bij diege-
nen met dyslexie. Een unidirectionele causale link met dyslexie kon echter niet
worden aangetoond. Dyslexie is meer dan waarschijnlijk een stoornis die meer
globaal sensorische problemen omvat. Een benadering waarbij wordt gekeken





ASSR Auditory Steady-State Response
BESA Brain Electrical Source Analysis
CELF-4NL Clinical Evaluation of Language Fundamentals
CT X-ray Computed Tomography
dB Decibel
dB HL Decibel Hearing Level
dB SL Decibel Sensation Level
dB SNR Decibel Signal-to-Noise Ratio
dB SPL Decibel Sound Pressure Level
DSM-5 Diagnostic and Statistical Manual
DTI Diffusion Tensor Imaging
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FFT Fast Fourier Transform
FM Frequency Modulation detection
fMRI Functional Magnetic Resonance Imaging
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HR-NR High-Risk Normal Reading
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LR-DY Low-Risk DYslexic reading
LR-NR Low-Risk Normal Reading
MEG MagnetoEncephaloGraphy
MRI Magnetic Resonance Imaging
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NIRS Near InfraRed Spectroscopy
nV nanoVolt
PA Phonological Awareness
PET Positron Emission Tomography
PTA Pure-Tone Average
R Right
RAN Rapid Automatic Naming
RBA platform for the Recording and analysis of Brain
responses to Auditory stimulation
RH Right Hemisphere
RM-ANOVA Repeated-Measures ANalysis Of VAriance




SPECT Single Photon Emission Computed Tomography
SPIN SPeech-In-Noise
SRT Speech Reception Threshold
VSTM Verbal Short-Term Memory
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Literacy, unlike speech and language, is not naturally acquired. It is a cultural
invention that requires five to six years of schooling to master (Goswami 2014).
Although most children become fluent and efficient readers after this period, a
proportion of the population develops a specific reading impairment, i.e. develop-
mental dyslexia (Snowling 2000).
1.1.1 Definition
Developmental dyslexia is a learning disorder characterized by severe and persis-
tent reading and/or spelling problems. The literacy skills observed in individuals
with dyslexia are different from these of garden-variety poor readers in that
the problems of individuals with dyslexia are disproportionate and unexpected
(Shaywitz 2005). However, dyslexia is not a clear-cut diagnostic category as
variations in literacy cannot be clearly distinguished in subgroups but lie rather on
a continuum (Rose 2009; Vellutino et al. 2004). In Flanders, the national public
health institution diagnoses developmental dyslexia based on three criteria: if the
literacy problems are 1) exclusionary meaning that they cannot be attributed to
general cognitive weakness, explicit sensory impairments, inadequate schooling
or cultural, social or economic environment. 2) severe compared to a normative
group (i.e. below the 16th percentile on two normative tests) and 3) persistent and
resistant to educational effort and intense remedial intervention which is expressed
in a poor response to reading assistance over time. The above mentioned criteria
are in close accordance to the Diagnostic and Statistical Manual (DSM-5) of
the American Psychiatric Association (2013) that is currently used worldwide,
especially the exclusionary, severity and persistency criteria.
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1.1.2 Prevalence
The prevalence of dyslexia described in the literature fluctuates, depending on the
chosen criterion for normality. In general, prevalence has been estimated to be
approximately 5 to 10 % (Elliott & Grigorenko 2014). Reading relies on globally
similar brain mechanisms in all cultures and languages (Dehaene 2009). However,
Dehaene (2009) states that the sensitivity to neurodevelopmental disorders like
dyslexia may be different for certain languages. The proportion of males with
reading disability is slightly higher than the proportion of females. This has been
linked to differences between boys and girls in structural brain malformations
related to dyslexia (Altarelli et al. 2013) as well as to the aggravating effect of
testosterone to neural malformations (Dehaene 2009). However, the male:female
ratio tends to be overestimated in literature due to the fact that girls are more
likely to be overlooked for further clinical evaluation (Pennington 2009).
1.1.3 Heritability and comorbidity
Dyslexia is a hereditary disorder. Children from families where dyslexia tends to
run strongly are therefore more likely than others to develop a reading problem.
Between 30 and 50 % of these children will eventually become reading impaired
(Gilger et al. 1991). Dyslexia is often genetically based, but is not a monogenic
disorder linked to the mutation of only one single gene. Inheritance seems to be
based rather on a multifactorial genetic etiology in combination with a range of
risk factors (Olson 2006). Individually, these genetic variants may have a small
likelihood of developing the condition, but combined they can create a high risk
(Bishop 2015). In combination with environmental risk factors, this would lead
to a continuous rather than a discrete familial risk (Pennington & Lefly 2001).
More than twenty genomic regions are considered to contain candidate genes for
reading disability. Six candidate genes have currently been evaluated as causal for
dyslexia, including DYX1C1, DCDC2, KIAA0319, ROBO1, MRPL2 and C2Orf3
(Elliott & Grigorenko 2014). Many of these genes point to common biological
mechanisms such as neuronal migration and cilia functions (Kere 2014). How-
ever, there seems to be a remarkable variation in how genetic factors manifest in
different processes related to reading and in different languages in which reading
is acquired (Byrne et al. 2009; Naples et al. 2009). A recent cross-linguistic
genetic study found markers in several dyslexia candidate genes, but failed to
observe a significant association with reading or spelling (Becker et al. 2014).
Nevertheless, it has been clearly established that reading is in part controlled
by genes, resulting in a moderate heritability of dyslexia. The prevalence of
reading disability among relatives of those with dyslexia is therefore substantially
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higher than the general population estimates. A child with a familial history of
dyslexia will have a reading disability approximately four times more often than
a child without such a family background (Puolakanaho et al. 2007). The latter
encourages the conduction of family risk studies in dyslexia research.
Although literacy impairment is the primary marker, some researchers state
that dyslexia affects more than just reading and writing. The disorder can also
encompass language processing and production, second language learning, bal-
ance, memory and adaptive skills in social and emotional functioning (Elliott &
Grigorenko 2014). Given this broad overlap, it is not surprising that developmen-
tal dyslexia co-occurs with other neurodevelopmental disorders such as autism
spectrum disorder, specific language impairment, attention deficit hyperactivity
disorder, developmental dyspraxia and dyscalculia. As there is a high level of
comorbidity between these disorders and they partly share the same cognitive
processes, there is growing evidence that neurodevelopmental disorders could
result out of similar neural abnormalities (Ramus 2004). Moreover, even though
reading ability is influenced by both genetic and environmental factors, it seems
that if genes are strongly implicated, reading problems are more likely to be
accompanied by broader difficulties (Bishop 2015).
1.2 Theories about the origin of dyslexia
The plurality of symptoms that characterize developmental dyslexia have led
to the postulation of several theories that try to explain the literacy problems
from different research perspectives. The initial theory that will be discussed
concentrates on the most dominant observed cognitive symptom of dyslexia: a
phonological deficit. Other theoretical approaches do not reject this, but trace
the underlying causes of reading disability back to specific sensory, attention
and motor dysfunctions. In the framework of this doctoral research, the auditory
processing deficit theory will be discussed in more detail.
1.2.1 The phonological deficit theory
The phonological deficit theory proposes that individuals with dyslexia suffer
a specific impairment in the representation, retrieval and/or storage of speech
sounds (Stanovich 1988). Otherwise stated, dyslexics would have degraded phono-
logical representations (Vellutino et al. 2004; Snowling 2000) or an inability to
adequately access them or store them into their working or long-term memory
(Ramus & Szenkovits 2008; Boets et al. 2013). The three most commonly applied
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measures to quantify phonological processing include phonological awareness
(PA, i.e. the ability to access, process and manipulate speech sounds), rapid auto-
matic naming (RAN, i.e. lexical retrieval in long-term memory) and poor verbal
short-term memory (VSTM) (Wagner & Torgesen 1987). Yet, some researchers
regard problems in RNA and VSTM as separate deficits from PA and state that
these should be considered as independent processes (e.g. Denckla & Rudel 1976).
Strong links and predictive relationships have been found between these skills and
reading development (e.g. Boets et al. 2011). However, not all three components
exert an equal influence on literacy. The predictive value of PA has shown to be
the strongest in beginning readers, when the emphasis lies on grapheme-phoneme
decoding rather than on automatic word recognition (Vaessen & Blomert 2010).
Likewise, correlations between PA and literacy tend to be strongest in alphabetical
writing systems, more specifically in opaque languages such as English (Elliott &
Grigorenko 2014). In contrast, performance on RAN seems to be more related
to reading speed or fluency and therefore a better predictor for literacy in ad-
vanced readers and in transparent and logosyllabic languages (Vaessen & Blomert
2010; Elliott & Grigorenko 2014; Landerl et al. 2013). The predictive power of
VSTM is typically less than for PA or RAN (Savage et al. 2007). According to
the double-deficit hypothesis, deficits in PA and RAN can be separable sources
of reading dysfunction (Wolf & Bowers 1999; Torppa et al. 2013). The latter
hypothesis proposes three subtypes of developmental dyslexia: a subtype with
impaired PA and intact RAN, a subtype with impaired RAN and intact PA and a
third subtype with impairments in both domains, which would result in the most
severe form of dyslexia. Other evidence for the existence of distinct varieties of
developmental dyslexia is based on the observation that phonological skills are
impaired in most, but not all individuals with dyslexia (e.g. White et al. 2006).
Some individuals with developmental dyslexia have problems in orthographic
processing, without core phonological problems, the so-called surface dyslexia.
In this framework, individuals with phonological problems are suggested to have
the phonological subtype of dyslexia (Castles & Coltheart 1993).
Since its introduction, the phonological deficit theory has been the dominant
cognitive explanation for reading and spelling deviances in dyslexia (Vellutino
et al. 2004; Ramus et al. 2003). Theorists also agree on the central and causal
role of phonology in dyslexia. At the neurological level, support is established
by the notion of a dysfunction of the left hemisphere perisylvian brain areas that
underlie phonological representations and its connections to other areas (Ramus
et al. 2003). Although the phonological deficit theory continues to dominate,
researchers state that impaired phonological skills are the consequence of a more
basic attention, perception, and/or motor constraint that disrupt essential compo-
nents for literacy, starting with the acquisition of phonological representations
(Tallal & Gaab 2006; Tallal 2004; Ramus et al. 2003).
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1.2.2 Sensory, attentional and psychomotor theories
Some theories propose that the underlying cause of dyslexia might be a more basic
low-level deficit involving auditory, visual and/or motor processing. These sensory
processes do not compete with phonological accounts but rather act as more basic
processes that operate at a layer beyond the phonological level. Underlying
auditory and visual deficits in reading disability have been demonstrated in
individuals with dyslexia and also a general temporal processing deficit in both
the auditory and visual modalities has been suggested (e.g. Farmer & Klein 1995;
Van Ingelghem et al. 2001). Likewise, a general magnocellular deficit theory has
been formulated, which suggests deviances in magnocellular neurons relating to
deficits in visual, auditory and even tactile modalities (Stein 2001). Apart from
sensory deficits, motor impairments have been found in individuals with dyslexia.
This observation has led to the cerebellar deficit hypothesis. This hypothesis
postulates a general impairment to perform skills automatically, an ability thought
to be dependent upon the cerebellum (Nicolson et al. 2001).
Instead of low-level perceptual factors, some researchers state that higher level
mechanisms of attention and memory could be impaired in individuals with
dyslexia. Hereby, the perception of rapid speech streams could be distorted as
an effect of sluggish attention shifting (attentional dwell time hypothesis; Hari et
al. 1999). Alternatively, a deficit could occur in the allocation of attention across
grapheme strings, limiting the number of letters that can be processed in parallel
(visual attention span deficit hypothesis; Bosse et al. 2007). A dysfunction in the
use of internal reference points has also been suggested to result in a struggle to
reduce attentional load (anchoring-deficit hypothesis; Ahissar 2007).
Several theories suggest low-level auditory, visual and motor deficits and/or high-
level attention impairments as possible causes for developmental dyslexia (Ramus
et al. 2003; Goswami 2014). While the central role of phonological deficits in the
majority of individuals with dyslexia is widely accepted, there is still much debate
as to the nature and role of these underlying elements. Nonetheless, the notion
of a single homogeneous deficit in dyslexia has been recognized as inadequate
(Goswami 2014; Snowling & Hulme 2012; Pennington et al. 2012). According to
this recently emerging view, multiple risk factors contribute cumulatively with
each other to the development of dyslexia. Phonological problems remain one of
the major causes, but seems neither necessary nor sufficient to cause dyslexia due
to complex interactions between several risk and protective factors (Pennington
et al. 2012). Without ignoring the possibility of other factors underlying the
development of dyslexia, the present research project will focus on examining
auditory temporal processing deficits in the framework of dyslexia.
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1.2.3 Auditory processing deficit theories
In recent decades evidence has been provided in favor of theories proposing that
auditory processing deficits underlie developmental dyslexia (e.g. Goswami 2011;
Stein 2001; Tallal 2004). Most of these theories commonly suggest a deviant
perception and processing of certain auditory cues and subsequently of speech as
the underlying cause for the use and representation of phonological information
difficulties. More specifically, it is thought that impaired auditory processing
impedes speech perception by degrading the ability to accurately segment the
speech stream into its important phonetic components such as rhymes, syllables
and phonemes. If a child fails to extract these phonological units in the speech
stream, this can lead to problems in pairing speech sounds with letters. The
latter will in turn interfere with the development of well-specified phonological
representations, resulting in reading and writing problems (Bailey & Snowling
2002).
In literature, the processing of a wide range of auditory features has been investi-
gated in the framework of dyslexia. A first auditory theory of sensory dysfunction
is the rapid auditory processing deficit hypothesis. This theory posits that individ-
uals with dyslexia have difficulties in processing rapidly changing information
in speech, such as the spectral changes of formant transitions in stop consonants
(Farmer & Klein 1995; Tallal & Gaab 2006). Another hypothesis with a slightly
different emphasis states that the nature of the auditory processing deficit in
dyslexia relates to temporal, dynamic features in speech, i.e. cues that vary over
time such as amplitude and frequency modulations (Studdert-Kennedy & Mody
1995; Talcott et al. 2000; Witton et al. 1998). It is important to note that the above
described theories both apply a different definition of temporal processing (Witton
et al. 1998). The first theory defines temporal processing as the processing of
stimuli that are presented rapidly or that have spectral changes that occur over a
time frame of milliseconds. This definition of temporal processing measures the
‘rate of processing’ (Studdert-Kennedy & Mody 1995). In contrast, the second the-
ory defines temporal processing as the processing of the rate of stimulus changes
over time, i.e. the processing of dynamic stimuli. This definition targets the
‘processing of rate’ and is thought to provide a more direct assessment of temporal
processing (Witton et al. 1998). An alternative hypothesis proposes difficulties
with the processing of amplitude modulations at relatively low temporal rates
(Goswami et al. 2002). More precisely, impairments in discriminating the rate of
change in amplitude at the onset of a speech sound (i.e., rise time) would occur in
individuals with dyslexia, affecting the detection of suprasegmental cues such as
speech rhythm, intonation and stress. Hereby, rise time acts as an important inte-
grative cue that incorporates changes in amplitude, frequency and duration over
time (Corriveau et al. 2010). More recently, an integrative theoretical framework
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has been suggested that factors the speech signal into the product of a slowly
varying speech envelope and a rapidly varying fine structure (Goswami 2011).
This theory emphasizes the importance of auditory processing at the level of
the speech envelope in dyslexia, in which the previous mentioned dynamic rise
time, amplitude, frequency and duration cues are also embedded. Finally, some
dyslexia studies find evidence for a deviant perception of non-temporal auditory
cues, i.e. cues that do not vary over time, such as a fixed amplitude, frequency or
duration of a sound (Hämäläinen et al. 2012b).
Despite the observed auditory processing problems in literature, the auditory
processing deficit theories are also commonly criticized. Apart from the central
issue of controversy concerning the nature of the auditory problems in individuals
with dyslexia, criticisms also point to the failure to consistently replicate the
auditory deficit findings. The auditory deficits are only observed in a subgroup of
individuals with dyslexia (Ramus et al. 2003; Rosen 2003). Moreover, it is still
not clear what the origin of the observed auditory processing problems is, either
bottom-up or top-down. A bottom-up explanation considers basic auditory pro-
cessing problems to be causally responsible for phonological deficits (Farmer &
Klein 1995; Tallal & Gaab 2006; Tallal 2004). In contrast, top-down explanations
suggest deficits in higher level linguistic processes. According to such approaches,
auditory processing difficulties may co-occur but not impact phonological pro-
cessing and therefore play no causal role in dyslexia (e.g. Ramus et al. 2003).
In order to study the above mentioned hypotheses, a broad longitudinal research
study following prereaders before and during reading acquisition is necessary.
1.3 Auditory processing in the brain
As dyslexia is known to be a disorder of neural origin, the functioning of auditory
processing and speech perception in the brain needs to be studied. This section will
explain the neural processing of auditory cues and speech and the development
of these processes. Furthermore, an overview of the existing neurophysiological
techniques to assess auditory processing in the auditory system will be given.
1.3.1 The link between neural auditory and speech
processing
Speech consists of amplitude and frequency fluctuations and contains numerous
cues that contribute to speech perception. Based on the multiple timescales of
these cues, the speech signal can be divided into three distinct levels: periodicity,
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fine structure and envelope (Rosen 1992). The periodicity of a signal corresponds
to the rate of the vocal fold vibration during voicing, the fundamental frequency
F0, and contains rates between 70 and 500 Hz. The fine structure contains
integer multiples of the fundamental frequency created by the shape of the vocal
tract. It holds rates between 600 and 10000 Hz and determines the spectral
content of the sound. The speech envelope refers to the acoustic amplitude
of continuous speech and contains modulations between 2 and 50 Hz. Several
studies investigated temporal features of speech signals and found that the speech
envelope in particular plays a key role in speech intelligibility (Drullman et al.
1994; Shannon et al. 1995). It conveys prosodic and linguistic information that is
crucial for accurate speech perception. The most essential modulation frequencies
in the envelope are between 0.4 and 20 Hz, with the most prominent at 2 to 5 Hz
(Edwards & Chang 2013; Füllgrabe et al. 2009). The latter frequency region
plays an important role in the identification and segmentation of phonological
units in speech such as syllables (3 - 10 Hz, generally around 4 Hz) and phonemes
(12 - 50 Hz).
The neural processing of the speech envelope and other important temporal
auditory features is established by neurons that fire synchronously to the rhythm
of the input signal (Luo & Poeppel 2007). This process is called phase-locking and
involves the creation of additive neural-population responses next to the ongoing
spontaneous neural oscillations, resulting in stimulus-evoked neural oscillations
(Shah et al. 2004). However, baseline shift or phase resetting of ongoing neural
oscillations have also been suggested to contribute to the generation of evoked
responses (Moratti et al. 2007; Klimesch et al. 2007; Nikulin et al. 2007). Neural
oscillations are typically classified in five distinct frequency ranges, i.e. delta
(0.5 - 4 Hz), theta (4 - 8 Hz), alpha (8 - 13 Hz), beta (13 - 30 Hz) and gamma
(30 - 80 Hz). Remarkably, there is a close correspondence between average
durations of phonological units and frequency ranges of cortical oscillations
(figure 1.1). Phonemes (duration 20 - 50 ms) are associated with beta and gamma
oscillations, whereas syllables and words (mean duration of 250 ms) are linked to
theta oscillations. Sequences of words embedded within a prosodic phrase (500 –
2000 ms) relate to delta oscillations (Ghitza 2011). Therefore, neural theta and
beta oscillations are thought to play a potential role in speech perception.
1.3.2 Syllable and phoneme rate processing in the brain
Speech perception theories suggest that the left and right brain hemisphere have
a functional preference to process certain ranges of modulations rates (Obrig et
al. 2010; Boemio et al. 2005). Hereby, syllable patterns seem to be dominantly
processed in the right hemisphere (Boemio et al. 2005; Abrams et al. 2008),
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sound phoneme syllable word phrase phonological unit
neural oscillationgamma beta alpha theta delta
80 Hz 30 Hz 13 Hz 8 Hz 4 Hz 0.5 Hz
250 ms 2 s20 ms 80 ms
Figure 1.1 Sketch of the correspondence between phonological units and neural oscilla-
tions.
whereas phoneme patterns are rather processed in the left hemisphere (Abrams et
al. 2008) or bilaterally (Boemio et al. 2005). In the literature, several possible ex-
planations are given for the hemispheric processing differences between syllable
and phoneme rate modulations. The dual pathway model states that functional lat-
eralization depends on the linguistic information that is embedded in the acoustic
signal (Friederici & Alter 2004). According to this model, lexical information
would be dominantly processed in the left and prosodic information in the right
hemisphere. Another model proposes that functional lateralization arises from
differences in the cortical specialization for acoustic characteristics (Zatorre &
Belin 2001). Hereby, temporal features would be dominantly processed in the left
hemisphere, while spectral features would be dominantly processed in the right
hemisphere. A more recent hypothesis however, has challenged these classical
models and proposes that the acoustical processing of speech occurs based on the
component rates inherent to the speech signal (Poeppel 2003). More precisely, the
information at different temporal rates would be encoded by the stimulus-induced
phase-locking of the inherent cortical rhythms present at these rates. Hereby,
slow rates (0.5 - 4 Hz, theta range; 4 - 8 Hz, delta range) would be dominantly
processed in the right hemisphere whereas rapid rates (13 - 30 Hz, beta range; 30
- 80 Hz, gamma range) would be dominantly processed in the left hemisphere or
bilateral.
Lower and higher modulation rates are also known to be processed by different
neural structures. In general, the lower the stimulus modulation frequency, the
higher in the auditory pathway the response generator (Herdman et al. 2002;
Picton 2011). Amplitude modulations beyond 32 Hz are found to be dominantly
processed by cortical structures. Hereby, the lowest rates corresponding to the
syllable rate (4 - 8 Hz) are processed in the secondary auditory cortex , while the
primary auditory cortex is sensitive to modulations rates up to 32 Hz (Liégeois-
Chauvel et al. 2004). Subcortical activation is found for amplitude modulations
ranging from 32 to 256 Hz in the superior olivary complex and the inferior col-
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liculus (Giraud et al. 2000). The predominant response of cortical auditory areas
to low AM frequencies therefore matches the range of AM frequencies crucial for
speech intelligibility.
1.3.3 Neural auditory processing development
The responses to modulation rates are altered by anatomical and maturational
changes. It has been observed that the maturational period of responses to higher
modulation rates is shorter than the maturational period of lower modulation
rates (Pethe et al. 2004; Tlumak et al. 2012; Skoe et al. 2013). This is the
consequence of the inconsistent developmental course of the auditory pathway.
Whereas auditory brainstem structures would reach maturity by 2 to 3 years
of age (Wunderlich et al. 2006), midbrain and cortical development continues
until adolescence (Ponton et al. 2000). Therefore, the processing of auditory
cues which require more central processing are in particular associated with a
protracted period of maturation. Also hemispheric processing asymmetries are
not fixed at birth but change substantially throughout development and are subject
to experience. Depending on the task modality, lateralization is in general already
evident in infancy but becomes more pronounced with age (Bishop 2013). Cortical
auditory evoked response asymmetries increase with maturity from infancy to
adulthood (Wunderlich et al. 2006; Minagawa-Kawai et al. 2011) and decrease
again in the elderly brain (Cabeza 2002). However, very little is known about
the development of functional auditory asymmetry patterns in young children. In
particular, information about the development in early childhood is scarce.
1.3.4 Techniques in auditory neuroscience
In neuroscience, structural and functional brain characteristics can be modeled
with a variety of techniques (Hall & Langers 2014). Some techniques allow to
measure anatomical brain structures such as gray matter volume, white matter
tracts and properties like the degree of myelination. These techniques include
magnetic resonance imaging (MRI), X-ray computed tomography (CT) and diffu-
sion tensor imaging (DTI). Another type of imaging tools allows for the mapping
of functional brain activity. On the one hand, the latter can be measured based on
hemodynamic activity by single photon emission tomography (SPECT), positron
emission tomography (PET), near infrared spectroscopy (NIRS) and functional
magnetic resonance imaging (fMRI). On the other hand, functional brain activity
can be investigated based on techniques that measure electrical or magnetic activ-
ity like electroencephalography (EEG) and magnetoencephalography (MEG).
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In the light of the current PhD project, a functional imaging technique that has
a high sensitivity to measure temporal changes is indispensable. EEG measure-
ments are therefore most appropriate as they offer a temporal resolution in the
order of milliseconds. In contrast to MEG, this technique is also sensitive to
radial oriented sources and to deeper sources such as the brainstem (Luck 2005).
Consequently, a major advantage of EEG activity is that it can be measured
along the entire auditory pathway and to sources of which the orientation is still
unknown. However, as responses are recorded at the scalp, a drawback of this
technique is its poor spatial resolution, roughly in the order of 10 mm (Laureys
et al. 2002). Of particular interest for this project is the recording of Auditory
Steady-State Responses (ASSRs) in the EEG.
1.3.5 Auditory steady-state responses
The neural sensitivity to auditory temporal cues can be investigated by recording
ASSRs in the EEG. ASSRs are periodic electrical responses which can measure
the ability of the auditory system to fire synchronously to the rhythm, i.e. the
variation in amplitude and/or frequency, of an auditory stimulus (Picton 2011).
ASSRs are in clinical practice frequently used to predict hearing thresholds at
specific frequencies in adults and infants. Yet, the last few years ASSRs have also
been used in research to provide higher-level information about speech perception
and central auditory functioning (Alaerts et al. 2009; Poelmans et al. 2012b).
ASSRs can be evoked by both transient and stationary signals, but amplitude or
frequency modulated stimuli are typically used for the determination of temporal
characteristics (Rance 2008). The stimuli typically consist of a carrier frequency
modulated with a modulation frequency at a certain degree or depth of modulation.
The carrier signal can be a sinusoid or a more complex signal such as white or
speech-weighted noise and determines the activated area on the basilar membrane
in the cochlea. The modulation frequency corresponds to the exact frequency at
which the neurophysiological response is evaluated and also determines where
in the auditory pathway the ASSR is generated. Amplitude modulated signals
contain energy at the frequency of the carrier signal and at two sidebands sepa-
rated from the carrier by the modulation frequency. The spectrum of the stimulus
does not hold energy at the modulation frequency. The recorded response at the
modulation frequency is achieved by the physiology of the human auditory system
(figure 1.2). More specifically, the stimulus undergoes a half-wave rectification
that introduces a spectral component at the frequency at which the carrier was
modulated. This component can be used to detect the response of the cochlea to
the carrier signal.
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STIMULUS NEURAL RESPONSE
Figure 1.2 Time and frequency domain presentation of the auditory stimulus (left) and the
neural response (right). The physiology of the human auditory system causes the output of
the cochlea to have energy at the modulation rate. Adapted from (Lins et al. 1995).
The evoked responses can be recorded in the EEG using scalp electrodes. These
electrodes are mounted on the scalp based on the international 10-20 system for
electrode positions (Malmivuo & Plonsey 1995). Using Fast Fourier Transform
(FFT), the recorded responses are afterwards analyzed in the frequency domain.
Different statistical methods can be used to evaluate whether stationary EEG
activity synchronous with the auditory stimulus is present within the spontaneous
EEG activity not linked to the stimulation. In this doctoral thesis, this is achieved
by an F-test in the spectral domain, which compares the power of the EEG syn-
chronous and asynchronous with the stimulation.
Figure 1.3 demonstrates the response amplitude and spontaneous neural activity as
a function of the modulation frequency. In general, response amplitudes decrease
with increasing modulation rate (Picton 2011), but regions of increased response
peaks occur in the neural temporal modulation transfer function, including rates
near 4, 10, 20, 40 and 80 Hz (Picton 2011; Alaerts et al. 2009). The response
amplitude also varies depending on the type of carrier signal, with the highest
response amplitudes for broadband stimuli.
It is assumed that ASSRs are generated by neuronal ensembles at the brainstem,
subcortical and cortical level. However, studies have shown that the dominant
ASSR generator is determined by the modulation rate. Higher rates such as the
80 Hz ASSRs are thought to be predominantly generated by brainstem sources,
whereas ASSRs below 25 Hz are dominated by cortical sources (e.g. Herdman et
al. 2002). ASSRs to low rates are therefore also more susceptible to alertness, the
level of attention and the degree of mental effort (Picton 2011).
As the developmental course of the auditory pathway is not consistent along
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Figure 1.3 Response amplitude (signal) and spontaneous neural activity (noise) as a
function of modulation rate. Adapted from (Picton et al. 2003).
its length, maturity of ASSR is dependent on the neural generators involved
and hence on the modulation frequency. In infants, ASSR show developmental
changes through the first months. As a results of neural development in the
auditory pathway, the ASSR amplitude at 80 Hz increases in the first year of life
(Rance 2008). In childhood, responses to 80 Hz have been thought to change little
with age (Pethe et al. 2004; Tlumak et al. 2012). However, a recent study showed
that the maturational period for high rates would be more prolonged than initially
assumed (Skoe et al. 2013). The amplitude of the 40 Hz response has been found
to increase throughout childhood, reaching adult proportions around the age of 14
years (Pethe et al. 2004). Studies investigating responses in the frequency domain
below 40 Hz are scarce, but the ones conducted have demonstrated that ASSR
were immature not only in infancy but also through the first decade of life (Rance
2008). In adulthood, responses seem not to change significantly with increasing
age. No age-related changes in ASSR were demonstrated in a group of normal
hearing adults aged 20 to 81 years with a 1000 Hz pure tone carrier modulated at
3, 43 and 95 Hz. However, a large inter-subject variability might have precluded
the finding of age-related differences (Picton et al. 2003).
1.4 Auditory processing studies in dyslexia
In literature, numerous studies have examined auditory processing and speech
perception in the framework of dyslexia with psychophysical tasks. In the last
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decade, neural mechanisms underlying auditory processing deficits in dyslexia
have also been investigated with advanced neurophysiological techniques. This
section will give a brief overview of the existing evidence for the auditory process-
ing deficit theory in dyslexia at psychophysical as well as at neurophysiological
level. Given the scope of the doctoral thesis, we mainly focus on the findings of
EEG studies.
1.4.1 Psychophysical studies
On a variety of auditory tasks, poorer performances have been reported in indi-
viduals with dyslexia. This processing deficit appears not to be limited to the
processing of speech sounds as it has also been observed in nonspeech sounds
(e.g. Vandermosten et al. 2010). However, there is no consensus in literature on
which specific auditory cues account for processing problems. Recently, it has
been suggested that the auditory processing of low-rate dynamic cues in particular
is impaired in individuals with dyslexia. An extensive review showed that most
evidence has been found for auditory processing problems in dynamic and speech
prosody-related sound features such as amplitude and frequency modulations, rise
time and duration (see Hämäläinen et al. 2012b). Deficits in dyslexia seem there-
fore specific to stimuli containing a temporal auditory aspect. However, lower
performance on frequency discrimination tasks that do not require the analysis
of temporal information are sometimes demonstrated as well (e.g. Halliday &
Bishop 2006).
In addition to processing deviances for several auditory cues, speech perception
problems have been demonstrated in individuals with dyslexia. This observation
added strength to the causal pathway proposed by dynamic auditory processing
deficits theories, as they suggest underspecified phonological representations in
dyslexia as a consequence of an auditory processing deficit mediated through
speech perception. Evidence for subtle speech perception problems has been
demonstrated in individuals with dyslexia on categorical perception based on
rapidly changing temporal cues (e.g. Vandermosten et al. 2010, 2011) and on
durational cues in phonemic length perception (Pennala et al. 2010; Pennala et al.
2013). In addition, deviances have been observed in speech-in-noise perception
tasks (e.g. Ziegler et al. 2009). Auditory processing and speech perception also
both seem to contribute uniquely to the development of reading ability (Boets et
al. 2011) while durational cues in speech have been linked to spelling accuracy
(Pennala et al. 2013). Although auditory processing deficits as well as speech per-
ception deficits have been found in a large number of studies, a clear relationship
between both is remarkably not always apparent (Rosen 2003).
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1.4.2 Neurophysiological studies
A disturbance in hemispheric processing asymmetry patterns has been linked to
developmental dyslexia. In ASSR studies, individuals with dyslexia display a
more symmetrical neural organization during syllable rate processing compared
to the right hemispheric asymmetry observed in normal readers (Hämäläinen et
al. 2012a; Abrams et al. 2008; Abrams et al. 2009). Phoneme rate processing
is found to be less lateralized to (Lehongre et al. 2011) or reduced (Poelmans
et al. 2012a) within the left hemisphere in individuals with dyslexia. A lack of
lateralization or atypical hemispheric asymmetry in individuals with dyslexia has
also been found for long-latency responses in several event-related potential (ERP)
studies (Khan et al. 2011; Edgar et al. 2006; Heim et al. 2003). Moreover, atypical
ERP responses to speech sounds were observed in individuals with dyslexia
(Lohvansuu et al. 2014). Apart from cortical processing abnormalities, processing
deviances are demonstrated in individuals with dyslexia across multiple levels of
the auditory system, including the level of the thalamus (Díaz et al. 2012) and the
auditory brainstem (Banai et al. 2009; Hornickel et al. 2009).
Overall, a neurophysiological disturbance in the processing of auditory temporal
information seems to be apparent in a group of individuals with dyslexia. However,
the exact origin and nature of this neural dysfunction along the auditory pathway
remains still unknown. In addition, most of the studies are performed in adults
or school-aged children and little is known about how and when these neural
alterations manifest in young children before the start of reading acquisition and
before the onset of dyslexia.
1.4.3 Auditory processing studies with a developmental
design
To disentangle the relationship of auditory processing and speech perception on
literacy and literacy related skills, studies with a longitudinal design starting at a
prereading age are essential. So far, very few studies have investigated auditory
processing and speech perception abilities in children at risk for dyslexia before
the start of formal reading instruction. Most studies were carried out in adults and
school-aged children older than six years (Hämäläinen et al. 2012b). In addition,
the majority of the studies are performed at only one single time point, which
makes it impossible to examine developmental changes over time. However, a
few studies already did investigate prereading children in a longitudinal design,
hereby showing atypical auditory processing (Plakas et al. 2013; Boets et al. 2006;
Leppänen et al. 2010; Maurer et al. 2003) and speech perception (Hämäläinen
et al. 2013; van Zuijen et al. 2013; Boets et al. 2007a; Noordenbos et al. 2012;
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Guttorm et al. 2005) in at least a group of children at risk for dyslexia. These
studies support the hypothesis that auditory processing and speech perception
impairments are present before formal reading instruction. However, results
seem to be dependent of the moment of investigation. Years before the start of
reading acquisition, very young children at risk for dyslexia differ significantly
with control children regardless of their later reading outcome (Plakas et al. 2013;
Leppänen et al. 2010; but note: van Zuijen et al. 2013). However, at the start of
reading acquisition, a difference is eventually observed between normal reading
and dyslexic children both at risk for dyslexia (Maurer et al. 2003; Hämäläinen et
al. 2013). Different outcomes between early kindergarten measures and measures
just prior to school entry might indicate that protective factors or compensatory
mechanisms start to take effect already at the very beginning of reading acquisition
(Hämäläinen et al. 2015). This urges the need for developmental designs starting
in early childhood.
1.5 The current research project
Although studies show that a proportion of individuals with dyslexia is impaired
in the processing of auditory temporal cues in speech, there are still many unan-
swered questions. Little is known about the neural correlates of the auditory
processing deficit and no consensus exists on the origin and nature of this dys-
function. In particular, information about the auditory processing of future typical
and atypical readers in early childhood is lacking. Most studies have almost ex-
clusively conducted cross-sectional research, which cannot provide any indication
regarding the cause of the observed deficit. Developmental designs starting before
reading acquisition are necessary in order to unravel the causal nature (Goswami
2003).
1.5.1 Objectives
The overall aim of this PhD project was to investigate the presence and precise
nature of the temporal processing deficit in dyslexia. More specifically, we wanted
to investigate neural sensitivity to syllable and phoneme rate modulations at neural
level and examine the link between auditory processing, speech perception and
phonological and literacy skills in prereading children at high and low familial
risk for dyslexia. Besides the theoretical relevance, this research can contribute to
the development of an early neurophysiological marker for the phonological and
literacy problems related to dyslexia. Our goals can be summarized in 3 specific
objectives:
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1. We want to investigate sensitivity to basic auditory temporal informa-
tion and its causal relation to reading. Given the importance of the temporal
envelope for speech perception, it is of particular interest to understand how
and where syllable and phoneme rate modulations are presented within the
auditory cortex. Hereby, we aim to measure the neural oscillatory activity
from brainstem to cortex along the auditory pathway.
2. We aim to relate neurophysiological measurements to cognitive and
behavioural indicators for dyslexia and explore the presence and nature
of a dynamic auditory processing deficit with behavioural psychophysical
tasks. In addition, our goal is to investigate the directional relationship
between auditory processing, speech perception, phonology and reading as
postulated by the auditory processing deficit theory.
3. We aim to investigate causal relationships between auditory temporal skills,
speech perception, phonology and reading development within a longitu-
dinal design, starting before formal reading instruction. Investigation
before reading acquisition is crucial to investigate dynamic developmental
aspects and to limit the influence of maturation, environmental factors and
any compensation strategies. By longitudinally investigating the develop-
ment from prereader to skilled reader over time, information on reading
achievement becomes available, which allows to retrospectively determine
whether possible development abnormalities in auditory, speech perception
and phonology skills depend on the familial risk factor (related to genotype)
or on the observed reading deficit (phenotype).
To cover these 3 objectives, we carried out 4 separate studies. The first study
covered mainly objective 1, the second study covered objective 2 and the third and
fourth study investigated objective 3. These studies were conducted within the
interdisciplinary DYSlexia Collaboration research team (DYSCO), a cooperation
between the Department of Neurosciences, ExpORL and the Parenting and Special
Education Research Unit.
1.5.2 Participants
In this project, temporal auditory processing was investigated in children as
well as in adults. For the studies conducted in children (study 1, 2 and 4), 87
preschoolers (51boys/36girls) were recruited at the end of second kindergarten by
contacting public schools, speech-language therapists and rehabilitation centers
over Flanders (figure 1.4). All participants were born in 2006 and were monolin-
gual native Dutch speakers, with no history of brain damage, long-term hearing
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Figure 1.4 Geographical spread (gray dots) of the matched pairs of participating children
in Flanders.
loss or visual problems. Additionally, the children were required to have adequate
nonverbal intelligence, defined by an IQ score above 85 on the Raven Coloured
Progressive Matrices (Raven et al. 1984).
Forty-four participants were children with an increased risk for dyslexia, the so-
called high risk (HR) group. These children came from families where dyslexia
tends to run strongly and had at least one first-degree relative with an official
dyslexia diagnosis, i.e. a dyslexia diagnosis formally identified by a specialized
center. Of the 44 selected HR children, 8 reported reading problems in only
one (first-degree) relative, 6 reported reading problems in two (first-degree or
extended) relatives, 11 reported reading problems in three (first-degree or ex-
tended) relatives, and 19 reported reading problems in four or more (first-degree
or extended) relatives. Therefore, this group had a greater risk for developing
dyslexia. The other 43 participants were control children, the so-called low risk
(LR) group. Children of the LR group had no family member with a known
learning or language deficit. For one HR child no matched LR counterpart could
be found. The other 43 HR and 43 LR children were matched thoroughly based on
five criteria: (1) educational environment (same kindergarten school) (2) gender,
(3) age, (4) nonverbal intelligence, and (5) parental educational level (the highest
obtained degree of both parents). Perfect matching was obtained for the first two
criteria. For the third criterion 61 % of the matched pairs had an age difference
range of less than 3 months. Only 5 % had an age difference range higher than
6 months, with 8 months as maximal difference. The mean age for both the
HR and the LR group was 62 months (5 years 2 months), not being statistically
different (p = 0.49). For the IQ criterion only five children differed more than
one standard deviation with their matched counterpart. The nonverbal IQ-scores
were slightly above population average (110± 12 for the HR group and 111± 10
for the LR group) and also did not differ significantly (p = 0.47). Concerning
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parental educational level, Fisher’s exact test found no difference between groups
in frequency distribution for different educational categories (p = 0.35). See
tables 2.1, 3.1 and 5.1 for an overview of the participants characteristics of the
subjects involved in the separate studies.
Taken into account the strict selection criteria for both high- and low-risk chil-
dren, this sample contains a relatively high number of participants. No other of
the few studies in which prereading children are followed throughout reading
development equals this number of participants (Leppänen et al. (2010): n = 54;
Guttorm et al. (2005): n = 49; Plakas et al. (2013): n = 44; Maurer et al. (2003):
n = 44; Noordenbos et al.(2012): n = 83; Boets (2007b): n = 62). Furthermore,
statistical power calculations demonstrated that the sample size was adequate. If
a standard α-level of 0.05 and a recommended power over 0.8 is used, 85 partic-
ipants are needed to detect a medium effect size (0.3) in most of the statistical
tests performed in this dissertation (Cohen 1992). Therefore, we believe that with
the current sample size, we can perform robust analyses of group differences at
behavioural and neural level.
For the study conducted in adults (study 3), a sample of 27 normal-reading adults
was selected from a population of students of the KU Leuven. As in the children
group, these participants were all native Dutch speakers, with no history of brain
damage, long-term hearing loss or visual problems and with adequate nonverbal
intelligence. Furthermore, they reported no history of reading difficulties and
scored above percentile 10 of the university norm group on a standardized word
and nonword reading test.
1.5.3 Design and data collection
The children were followed-up longitudinally and were tested annually at the start
of third kindergarten (4 - 5 years) and at the start of first (5 - 6 years), second (6 -
7 years) and third (7 - 8 years) grade with an extensive test battery (figure 1.5).
Table 1.1 represents an overview of all tests that have been applied. A more
detailed explanation of the tests is given in the methods section of the individual
studies. The administration of the tests was spread over a period of four school
years. In Belgium, formal reading instruction starts from the first grade on at an
age of 5 to 6 years. Behavioural psychophysical auditory processing and neural
auditory processing were evaluated at the start of third kindergarten (one year
before the start of formal reading acquisition) and at the start of second grade
(after one year of formal reading instruction). Cognitive predictors for literacy
and speech perception were assessed four times between kindergarten and third
grade, each time at the start of the school year. After one and two years of reading
and spelling instruction (at the start of second grade and at the start of third grade)
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Figure 1.5 Schedule of the selection phase and the different test phases of the longitudinal
study. In study 1 and 3 the neural data conducted in the 3rd year of kindergarten was
explored. In study 2, measures carried out in the 3rd year of kindergarten were related
to cognitive data conducted in 1st grade. In study 4, the neural measures of the 3rd year
of kindergarten and grade 2 were examined together with cognitive measures carried out
in grade 2 and 3. The age of the children at the time of the measurements, i.e. at the
beginning of the school year, has been given.
literacy tests were administered. The current research project contains therefore a
lot of time points, specifically in the crucial period immediately preceding formal
reading instruction. The latter fact may reveal the influence of maturation that
is assumed to play an important role in the sensitivity of assessment measures
(Tallal & Gaab 2006).
The neurophysiological measurements were conducted at the ExpORL research
lab at the KU Leuven during the summer holidays. All psychophysical, cognitive
and literacy measurements took place in a quiet room at the children’s school.
Since the LR child was selected from the HR child’s classmates, both children
were tested on the same date and in the same circumstances.
1.5.4 Thesis outline
Following a general introduction, this doctoral thesis consists of five chapters
describing the results of the conducted studies as well as a final discussion of
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Table 1.1 Overview of the tests administered in the longitudinal study. Tests were con-
ducted in 3rd kindergarten (KG) and in grade 1 (G1), grade 2 (G2) and grade 3 (G3).
COGNITIVE PREDICTORS
Intelligence (IQ)
Nonverbal intelligence Raven (Raven et al. 1984) KG
WISC-III vocabulary and block design (Wechsler 1992) G2
Phonological Awareness (PA)
First and end sound identification (Boets et al. 2006) KG
Rhyme and syllable identification (Boets et al. 2006) KG
Phonological awareness subtest CELF (Kort et al. 2010) G1, 2
Spoonerisms and phoneme deletion (Boets et al. 2006) G2, 3
Rapid Automatic Naming (RAN)
Colour naming (van den Bos et al. 2002) KG, G1, 2, 3
Picture naming (van den Bos et al. 2002) KG, G1, 2, 3
Digit naming (van den Bos et al. 2002) G2, 3
Letter naming (van den Bos et al. 2002) G2, 3
Verbal Short Term Memory (VSTM)
Digit span (Boets et al. 2006) KG, G2, 3
Nonword Repetition Test (Boets et al. 2006) KG, G2, 3
Letter knowledge
Productive letter knowledge (Boets et al. 2006) G1
Receptive letter knowledge (Boets et al. 2006) G1
LITERACY
Reading
One-minute word reading test (Brus & Voeten 1973) G2, 3
Klepel nonword reading test (van den Bos et al. 1994) G2, 3
Spelling
Dudal spelling test (Dudal 1997) G2, 3
SPEECH PERCEPTION
Speech-in-noise perception (van Wieringen 2013) KG, G1, 2, 3
Categorical perception (Vandermosten et al. 2011) KG, G3
PSYCHOPHYSICAL AUDITORY PROCESSING
Frequency modulation detection (FM) (Boets et al. 2006) KG, G2
Rise time discrimination (RT) (Poelmans et al. 2011) KG, G2
Intensity discrimination (ID) (Poelmans et al. 2011) KG, G2
NEUROPHYSIOLOGICAL AUDITORY PROCESSING
Auditory Steady-State Responses KG, G2
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the obtained results and conclusion. The tests used in the different studies are
indicated in the schedule in figure 1.5.
In chapter 2 (study 1), we aimed to determine a neural correlate for a temporal
envelope processing deficit in 5-year-old kindergartners at high and low risk for de-
velopmental dyslexia. To investigate this, ASSR to syllable and phoneme rate mod-
ulations were recorded in 87 preschoolers. Response strength and hemispheric
response asymmetry were calculated in order to determine whether preschool
children at high familial risk for dyslexia process syllable and/or phoneme rate
modulations differently than children at low risk.
In chapter 3 (study 2), the link of potential neurophysiological markers for
dyslexia to behavioural auditory and cognitive indicators for dyslexia was in-
vestigated. Thus, we explored low-rate temporal auditory processing and speech-
in-noise perception abilities and their relation to future phonological and literacy
skills in the same group of preschool children.
The aim of chapter 4 (study 3) was to elucidate the neural characteristics of sylla-
ble and phoneme rate ASSR in a group of normal-reading adults. This allowed
gaining information about mature hemispheric response asymmetry patterns and
together with the results of study 1, could offer new insights on developmental
changes in neural sensitivity for syllable and phoneme rate modulations. Hence,
the same measurements as conducted in study 1 were carried out in a group of
normal-reading adults and compared with the results in children.
Chapter 5 (study 4) mapped the influence of beginning reading on neural syllable
and phoneme rate processing. By comparing the neurophysiological responses of
prereaders with their responses after one year of reading instruction, the influence
of reading experience as well as of maturation can be investigated. In order to
investigate the latter influences, temporal envelope processing was examined for
a second time in the group of children at the start of second grade, two years after
the first measurement.
In chapter 6 the overall findings of these four studies are discussed in the context of
the larger framework of dyslexia. In addition, the limitations and future research
directions are also discussed.
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Neural processing of syllable and
phoneme rate modulations in prereaders
The content of this chapter has been published as: Vanvooren S, Poelmans H,
Hofmann M, Ghesquière P, Wouters J (2014). Hemispheric Asymmetry in Auditory
Processing of Speech Envelope Modulations in Prereading Children. Journal of
Neuroscience, 34 (4), 1523-1529.
Abstract
The temporal envelope of speech is an important cue contributing to speech intelli-
gibility. Theories about the neural foundations of speech perception postulate that
the left and right auditory cortices are functionally specialized in analyzing speech
envelope information at different time scales: the right hemisphere is thought to
be specialized in processing syllable rate modulations whereas a bilateral or left
hemispheric specialization is assumed for phoneme rate modulations. Recently, it
has been found that this functional hemispheric asymmetry is different in individ-
uals with language-related disorders such as dyslexia. Most studies were however
performed in adults and school-aged children, and only a little is known about
how neural auditory processing at these specific rates manifests and develops
in very young children before reading acquisition. Yet, studying hemispheric
specialization for processing syllable and phoneme rate modulations in preliterate
children may reveal early neural markers for dyslexia.
In the present study, human cortical evoked potentials to syllable and phoneme
rate modulations were measured in five-year-old children at high and low heredi-
tary risk for dyslexia. The results demonstrate a right hemispheric preference for
processing syllable rate modulations and a symmetric pattern for phoneme rate
modulations, regardless of hereditary risk for dyslexia. These results suggest that
while hemispheric specialization for processing syllable rate modulations seems
to be mature in prereading children, hemispheric specialization for phoneme
rate modulation processing may still be developing. These findings could have
important implications for the development of phonological and reading skills.
23
Chapter 2 Syllable and phoneme rate modulations in prereaders
2.1 Introduction
Speech signals contain numerous auditory cues that contribute to speech per-
ception, but the speech envelope is essential and with some limited spectral
information almost sufficient for accurate speech intelligibility (Drullman et al.
1994; Shannon et al. 1995). The speech envelope is characterized by amplitude
modulations (AM). The modulations below 50 Hz play an important role in the
identification and segmentation of crucial speech units such as syllables (AM
near 4 Hz), and phonemes (AM near 20 Hz) (Rosen 1992). Theories about speech
perception propose that these modulation ranges are processed asymmetrically in
the auditory cortices, with a right hemispheric preference to process syllable rate
modulations and a bilateral or left hemispheric preference to process phoneme
rate modulations (Poeppel 2003; Boemio et al. 2005). Moreover, this functional
hemispheric asymmetry seems already present in infancy (Telkemeyer et al. 2009;
Telkemeyer et al. 2011).
Recently it has been suggested that a disturbance in this functional hemispheric
asymmetry may be linked to language-related disorders such as dyslexia (Goswa-
mi 2011). Developmental dyslexia is a neurological, hereditary disorder that is
characterized by severe and persistent reading and spelling problems, which are
thought to be caused by difficulties representing and manipulating the phono-
logical structure of words at the syllable and/or phoneme level (Vellutino et al.
2004). Recent studies have suggested that deviances in the neural representation
of speech envelope cues are related to these phonological problems. Hämäläinen
et al. (2012a) demonstrated that compared to right hemispheric asymmetry in
normal readers, individuals with dyslexia display a more symmetrical neural
organization during syllable rate processing. Additionally, phoneme rate modula-
tions are found to be less lateralized to (Lehongre et al. 2011) or reduced within
(Poelmans et al. 2012a) the left hemisphere in individuals with dyslexia. On the
other hand, some studies have shown auditory processing deviances in individuals
with dyslexia already at the brainstem level (Hornickel et al. 2009).
However, most of these studies were performed in adults (Lehongre et al. 2011;
Hämäläinen et al. 2012a; Poelmans et al. 2012a) and school-aged children with
dyslexia (Abrams et al. 2009), and only little is known about how and when
these neural alterations manifest in preschool children, before reading acquisition.
Given that neural processing of syllable and phoneme rate modulations strongly
relates to phonological awareness (Abrams et al. 2009; Lehongre et al. 2011;
Poelmans et al. 2012a) and speech perception (Alaerts et al. 2009; Poelmans
et al. 2012a), it may be that altered response patterns to these modulations in
prereading children can predict reading problems, already before they occur.
To investigate this, Auditory Steady-State Responses (ASSR) to syllable and
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phoneme rate modulations were measured in prereading children at high heredi-
tary risk for dyslexia (based on first-degree relatives with official dyslexia diagno-
sis) and in prereading control children. We aimed to explore hemispheric response
asymmetry for cortical syllable and phoneme rate modulations and to determine
whether preschool children at high hereditary risk for dyslexia process syllable
and/or phoneme rate modulations differently than control children. Furthermore,
we aimed to examine processing at these cortical levels as well as processing at
the brainstem level.
2.2 Material and methods
2.2.1 Participants
In this study, 87 five-year-old children (ranging 56-68 months), attending the
last year of kindergarten, participated. All participants were monolingual Dutch
speakers, without a history of brain damage, permanent hearing loss or visual
problems. Additionally, participants were required to have adequate nonverbal
intelligence, defined by an IQ score above 85 on the Raven Coloured Progres-
sive Matrices (Raven et al. 1984). Forty-four participants were children with
an increased hereditary risk for dyslexia, the so-called high-risk group (HR).
These children had at least one first-degree relative (parent and/or sibling) with an
official diagnosis of dyslexia and consequently had a greater risk for developing
dyslexia (Gilger et al. 1991). The other forty-three participants were control
children, the so-called low-risk group (LR). Children of the LR group were not
allowed to have any family member with a learning or language deficit. HR and
LR children were matched based on five criteria: (1) educational environment
(same kindergarten school) (2) gender, (3) age, (4) nonverbal intelligence, and (5)
parental educational level.
In the current report, 75 children (32 girls/43 boys) of this longitudinal study
participated (table 2.1). Twelve children of the larger cohort were excluded:
(1) because they were left-handed, as assessed by the Edingburgh Handedness
Inventory (Oldfield 1971) or (2) due to excessive movements during the electro-
encephalography (EEG) recordings for all test conditions.
All tests were approved by the medical ethics committee of The University Hospi-
tals Leuven. Written informed consent was obtained from the parents along with
verbal assent from the participating children. All children were tested between
August and October of their third kindergarten-entry year.
Prior to the measurements hearing thresholds and middle ear function was as-
sessed by audiometric (pure-tone audiogram at 0.5, 1, 2 and 4 kHz), otoscopic and
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Table 2.1 Participant characteristics.
HR LR p-value
(n = 34) (n = 41)
Gender (F/M) 15/19 17/24 0.999 a
Age in months (mean±SD) 62± 3 62± 3 0.490 b
Nonverbal IQ* (mean±SD) 110± 13 111± 10 0.472 b
Parental eductational level (low/middle/high) 7/9/18 10/16/15 0.349 a
*Standardized scores with population mean (M = 100, SD = 15); a Fisher’s Exact Test; b Paired t-test
tympanometric examination. Four out of 75 children suffered a mild temporary
conductive hearing loss (Pure Tone Average (PTA) at 0.5, 1 and 2 kHz > 20 dB HL;
22, 23, 24 and 25 dB HL) in the right ear due to ear infection or ear congestion at
the moment of testing.
2.2.2 Neurophysiological stimulus and recording
parameters
Neural sensitivity to auditory temporal cues was investigated by recording ASSR
embedded in the EEG. ASSR measure the ability of the auditory system to fire
synchronously to the rhythm, i.e. the modulation rate, of an auditory stimulus
(Picton et al. 2003; Picton 2011). These responses can be recorded from cortical
sources as well as from deeper sources such as the brainstem (Picton 2011). ASSR
stimuli consisted of continuous amplitude-modulated speech-weighted noise. The
noise carriers were derived from the speech-weighted masking noise of the Leu-
ven Intelligibility Sentence Test (LIST), which contains the long-term average
speech spectrum of 730 sentences of a female speaker (van Wieringen & Wouters
2008). Noises were 100 % amplitude modulated at modulation rates of 4, 20, and
80 Hz. The first two modulation rates are known to be dominantly processed in
the auditory cortex (Giraud et al. 2000) and can give important information on
how respectively syllable and phoneme units in speech are processed in the brain.
The 80 Hz modulation rate was selected as a reference condition, as it is shown
in studies with latency and source waveform measurements that this rate gives
dominantly information about modulation processing at the level of the brainstem
(Herdman et al. 2002; Picton et al. 2003).
Stimuli were presented by a RME Hammerfall DSP Multiface multichannel
soundcard in combination with stimulation platform RBA (Hofmann & Wouters
2010) at a sampling rate of 32 kHz. Each stimulus was presented for approxi-
mately 600 seconds with Etymotic Research ER-3A insert earphones, monaurally
to the right ear at 70 dB SPL. For the four children with increased audiometric
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thresholds (PTA > 20 dB HL; 22, 23, 24 and 25 dB HL), overall stimulation level
was adjusted individually according to their PTA, with + X dB for X the PTA
value above 20 dB HL. Hence, the sensation level was at least 50 dB SL for all
children and the maximum stimulation level was 75 dB SPL.
The continuous EEG was recorded from 64 Ag/AgCl active scalp electrodes,
using ActiveTwo System software (Biosemi, Amsterdam, The Netherlands). The
electrodes were mounted on a child sized elastic head cap at the standard posi-
tions of the 10-20 system (Malmivuo & Plonsey 1995) (figure 2.1). The EEG
recordings were conducted with a sampling rate of 8192 Hz and a recording band-
width of DC-1600Hz. The recordings were carried out in a double-walled and
soundproof booth with a Faraday cage. During the measurements, children were
lying on a bed for 3 blocks of approximately 10 minutes each while watching
a soundless cartoon to stay awake (figure 2.2). The cartoon was projected on a
screen above the participant’s head providing a comfortable viewing experience.
One test leader accompanied the child in the sound booth to comfort and instruct
him/her, preventing excessive movement during measurements.
2.2.3 Neurophysiological data analysis
Data analyses were performed off-line in MATLAB (The MathWorks Inc. 2005).
The continuous EEG was divided into epochs of 1.024 s. Epochs containing
muscles artifacts (amplitude > 150 µV) were rejected using BESA research 5.3
software (BESA 2010). To keep the amount of analyzed epochs and the signal-to-
noise ratio (SNR) equal across participants, only the first 448 artifact-free epochs
for each participant in each condition were used. In 6 of the 75 children, less than
448 epochs remained after epoch selection for one (3 children) or two (3 children)
out of the three conditions due to excessive movement artifacts. More specifically,
this was the case in a total of 9 measurements: 4, 3 and 2 out of the 75 recorded
measurements at 4, 20, and 80 Hz, respectively. These data were excluded for
further analyses, resulting in analyzed data of 71, 72 and 73 participants in total
for the 4, 20 and 80 Hz condition.
Analyses were performed on electrode level since source waveform analyses were
not possible due to a lack of good head models for surface-to-source modeling
in five-year-old children. Data were off-line referenced to Cz. The Cz reference
was chosen over average reference since it has been shown to be an appropriate
reference electrode for laterality measurements and ASSR recordings in general
(van der Reijden et al. 2005; Van Dun et al. 2009; Poelmans et al. 2012b;
Picton 2011). Moreover, a post-hoc analysis with average reference demonstrated
similar results. To avoid distortions caused by low drift and skin potentials, raw
data were filtered by a 2 Hz zero phase filter (12 dB/octave). For each recording,
27
Chapter 2 Syllable and phoneme rate modulations in prereaders






















































Figure 2.1 Electrode placement according to the 10 – 20 system for electrode positioning
(Malmivuo & Plonsey 1995). The bold circles indicate the electrodes used for analyses in
this study.
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Figure 2.2 During ASSRs recordings, participants are lying on a bed while watching
a soundless cartoon. The cartoon is projected on a screen above the participant’s head
providing a comfortable viewing experience.
epochs were grouped into sweeps of 64 epochs, averaged in the time domain and
transformed into the frequency domain using a Fast Fourier Transform (FFT).
After the FFT, the spectrum was compensated for the theoretical filter response in
order to calculate accurate response estimates (see below).
Next, the Signal-to-Noise-Ratio of the response (response SNR) was calculated
(equation 2.1) based on the ratio between the power of the response plus noise at
the tested modulation rate, P(s+n), and the power of the noise estimate, P(n),
of 60 neighboring frequency bins on each side of the response frequency bin
(corresponding in the response spectrum to approximately 0.92 Hz to the left and
right side of the modulation rate). A response was considered significant when
the F-ratio statistic showed a significant difference (p < 0.05) between the power
of the response plus noise and the power of the noise, corresponding to a response
SNR of 4.8 dB. Negative response SNRs were transformed to the baseline level
of 0 dB (Alaerts et al. 2009; Poelmans et al. 2012a; Poelmans et al. 2012b).




Furthermore, hemispheric response asymmetry was calculated by a Laterality
Index (LI) (equation 2.2). The LI was based on the root mean square average of
response amplitudes,
√
P(s+n)−P(n), of electrodes over the right (R) and the
left (L) hemisphere. The LI was calculated as the difference between R and L
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normalized by the sum of R and L. This measure reflects how strongly responses
are lateralized to a specific hemisphere. The LI is +1 for a response completely
asymmetrical to the right hemisphere, zero for a symmetrical response, and −1






For further analyses, an electrode selection was made based on two criteria.
First, selection was based on the position of the electrodes on the scalp. In
order to examine laterality, midline electrodes were excluded. Second, electrode
selection was based on response recording sensitivity measured by the number
of participants with significant responses on each electrode. The sensitivity for
recording responses varied for different electrode positions. A high number
of participants had significant responses on parietal and occipital electrodes.
In contrast, the least amount of significant responses was recorded at frontal
electrodes with less than 60% of significant responses in the majority of electrodes.
Therefore, only electrode pairs of mirrored electrodes with an average amount of
significant responses above 70 % for all conditions were included.
Based on the above mentioned criteria, nine electrodes in the left hemisphere
(TP7, P9, P7, P5, P3, P1, PO7, PO3 and O1) and nine electrodes in the right
hemisphere (TP8, P10, P8, P6, P4, P2, PO8, PO4 and O2) remained for analyses
(figure 2.1). Response SNRs were calculated for each of the above selected
electrodes separately as well as averaged over the group of electrodes within each
hemisphere. Accordingly, LIs were calculated for each electrode pair and for the
paired group of electrodes.
Statistical analyses were performed with the software SPSS 20.0 (IBM Corp.
2011). All analyses were two-tailed (α= 0.05). Normality of the response SNRs
and LIs was tested by a Kolmogorov-Smirnov test separately for the participant
groups and the modulation rates. For the latter test, the significance level was set
at α= 0.01, to adjust for multiple comparisons. Response SNRs and LIs were
normally distributed according to this criterion, except for the SNRs and LIs for




The goal of this study was to investigate the cortical representation of slow tem-
poral modulations in speech and to explore neural asymmetry to syllable and
phoneme rate modulations in prereading children at high and low hereditary
risk for dyslexia. Toward this end, neural speech envelope representations were
investigated with response SNR values and temporal processing asymmetry was
examined with laterality indices.
Topographical maps of current source density, amplitude voltage and time-domain
waveforms for the grand mean averaged ASSR across all subjects for each condi-
tion are presented in figure 2.3.
2.3.1 Neural syllable and phoneme rate processing
For the averaged response SNR over nine electrodes over each hemisphere, a
repeated-measures analyses of variance (RM-ANOVA) with Group (HR versus
LR) as between subject factor and Hemisphere (left hemisphere versus right hemi-
sphere) as within subject factor was conducted for the three tested modulation
rates separately (figure 2.4).
For 4 Hz, no main effect of Group (F(1,68) = 0.39, p = 0.536) or interaction effect
between Group and Hemisphere (F(1,68) = 0.14, p = 0.707) was observed, sug-
gesting no group difference in response SNR for the syllable rate. Overall, a main
effect of Hemisphere (F(1,68) = 17.41, p < 0.001) was found. Ipsilateral right
hemisphere responses were higher than contralateral left hemisphere responses
(mean difference 1.5 dB; SE: 0.4 dB). This main effect of Hemisphere was also
found at individual electrodes with a Mann-Whitney U-test. For 7/9 electrode
pairs responses were significantly higher for right hemisphere electrodes than for
left hemisphere electrodes (all p < 0.037).
For 20 Hz, no main effect of Group (F(1,69) = 0.23, p = 0.631) or Hemisphere
(F(1,69) = 0.01, p = 0.911) nor an interaction (F(1,69) = 2.52, p = 0.117) between
these factors was observed.
For 80 Hz, no main effect of Group (F(1,70) < 0.01, p = 0.946) or interaction
effect between Group and Hemisphere (F(1,70) = 3.03, p = 0.086) was observed,
suggesting no group difference in response SNR for the 80 Hz response. Overall,
a main effect of Hemisphere (F(1,70) = 218.51, p < 0.001) showed that ipsilateral
right responses were considerably higher than contralateral left responses (mean
difference 4.6 dB; SE: 0.3 dB). This main effect of Hemisphere was replicated at
individual electrodes with a Mann-Whitney U-test. For all electrode pairs, right
hemisphere responses were significantly higher than left hemisphere responses
(for all electrode pairs, p < 0.001).
31
Chapter 2 Syllable and phoneme rate modulations in prereaders
Figure 2.3 Topographical contour maps and time-domain waveforms for the grand mean
averaged ASSR across all subjects for 4, 20, and 80 Hz. Current source density maps (top)
and amplitude voltage maps (middle) are plotted with reference-free interpolation and
represent the maximum positive peak of the grand mean averaged response period. The
electrode positions are indicated by red dots. Time-domain (bottom) are plotted with a Cz
reference and represent the response to four cycles of the stimulus at channel P10.
2.3.2 Temporal processing asymmetries
To further examine the observed main effects of Hemisphere, LIs were calculated.
LIs were evaluated separately for each modulation rate and for each participant
group based on a one-sample t-test for the averaged group of electrodes (fig-
ure 2.5) and based on a Wilcoxon signed-rank test for individual electrode pairs.
To examine possible differences between the HR and the LR group, an inde-
pendent sample t-test was conducted on the averaged group of electrodes and a
Mann-Whitney U-test on the individual electrode pairs.
To investigate laterality on a more individual level, participants were categorized
according to their left (LI < 0) or right (LI > 0) asymmetric ASSR based on the
LIs of the averaged group of electrodes (table 2.2). Finally, a binomial test was
conducted to examine whether a significant proportion of participants demon-
strated left or right asymmetry.
For 4 Hz, an ipsilateral right hemispheric asymmetry was found for the LR group
(LI = 0.12, t(38) = 2.40, p = 0.022) and a trend towards right hemispheric
asymmetry was found for the HR group (LI = 0.12, t(30) = 2.40, p = 0.052).
This right hemispheric asymmetry was also present for the majority of the separate
electrode pairs (LR group: 5/9 electrode pairs, all p < 0.050; HR group: 8/9
electrodes pairs, all p < 0.050) and for more than 70% of the individuals within
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Table 2.2 Number (and percentage) of participants for each group (HR of LR) demonstrat-
ing left or right ASSR asymmetry for 4, 20 and 80 Hz.
Participants Condition Left (LI < 0) Right (LI > 0)
HR n = 31 4 Hz 9 (29 %) 22 (71 %)
n = 32 20 Hz 17 (53 %) 15 (47 %)
n = 33 80 Hz 2 (6 %) 31 (94 %)
LR n = 39 4 Hz 11 (28 %) 28 (72 %)
n = 39 20 Hz 17 (44 %) 22 (56 %)
n = 39 80 Hz 1 (3 %) 38 (97 %)
each participant group (LR group: 72%, Z = 2.72, p = 0.001; HR group: 71%,
Z = 2.34, p < 0.001). No significant difference was found between the LR
and HR group in the degree of right hemispheric asymmetry (t(68) = −0.01,
p = 0.995; U-test: for 8/9 electrode pairs, p > 0.05).
For 20 Hz, responses were symmetrical for the LR group (LI = 0.04, t(38) = 1.30,
p = 0.203) as well as for the HR group (LI =−0.04, t(31) =−0.89, p = 0.380).
Similarly, symmetrical responses were found at individual electrode pairs (LR
group: 7/9 electrode pairs, all p > 0.050; HR group: 9/9 electrode pairs, all
p> 0.050). For 20 Hz, the amount of participants with left asymmetry equaled the
amount of participants with right asymmetry, in the LR group (L 44%, Z = 0.80,
p = 0.522) as well as in the HR (L 53%, Z = 0.35, p = 0.860). No significant
group differences were found for 20 Hz (t(69) = 1.51, p = 0.135; U-test, all
p > 0.05).
Finally, a significant ipsilateral right asymmetry was found for 80 Hz for both
participant groups for the averaged group of electrodes (LR group: LI = 0.31,
t(38) = 10.98, p < 0.001; HR group: LI = 0.21, t(32) = 6.17, p < 0.001) as
well as for individual electrode pairs (LR group: all p < 0.001; HR group: all
p < 0.001). Right asymmetry was observed in 97% of the LR children (Z = 5.93,
p < 0.001) and in 94% of the HR children (Z = 5.05, p < 0.001). A significant
difference in the degree of asymmetry was found between the LR and the HR
group on the averaged group of electrodes (t(70) = 2.16, p = 0.034). This
difference could however not be replicated on the level of individual electrode
pairs (U-test, all p > 0.050).
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Figure 2.4 Average response SNR for LR (dark gray) and HR (light gray) children for 4,
20, and 80 Hz. Bars represent the average response SNRs over nine electrodes from the
left and right hemispheres. Error bars indicate mean± 1SE. ***p < 0.001
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Figure 2.5 Mean LIs for LR (dark gray) and HR (light gray) children for 4, 20, and 80 Hz.
Error bars represent the 95% confidence interval of the mean. (*) p = 0.052, * p≤ 0.050,
***p≤ 0.001
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2.4 Discussion
In the current study, cortical evoked potentials to syllable and phoneme rate
modulations were measured in a group of prereading children with and without
hereditary risk for dyslexia. Prereading children demonstrated a right hemispheric
preference for processing syllable rate modulations. In contrast, symmetric
processing of phoneme rate modulations was observed. No clear differences
between the HR and the LR group could be observed.
In literature, evidence is reported for a functional hemispheric preference to pro-
cess modulation rates that are present in the temporal envelope of speech (Poeppel
2003). However, there is still no consensus about the precise manifestation of this
hemispheric processing asymmetry. Whereas most studies indicate that syllable
rate modulations are processed dominantly in the right hemisphere (Boemio et al.
2005; Hämäläinen et al. 2012a; Abrams et al. 2008), it is still under debate as to
whether phoneme rate modulations are processed in the left hemisphere (Abrams
et al. 2008) or bilaterally (Boemio et al. 2005; Hämäläinen et al. 2012a). An
important factor contributing to these contradicting results is the methodological
difference between studies. First, studies assessed asymmetry with different
recording techniques (fMRI: e.g. Boemio et al. 2005, MEG: e.g. Hämäläinen et
al. 2012, EEG: e.g. Poelmans et al. 2012a). Second, stimulus factors such as
stimulus complexity (linguistic: e.g. Abrams et al. 2009, acoustic: e.g. Lehongre
et al. 2011), or stimulus presentation manner (unilateral or bilateral stimulus
presentation: e.g. Poelmans et al. 2012b) may have influenced hemispheric
asymmetry. In a previous study, we investigated neural sensitivity to syllable
and phoneme rate modulations in adults with and without dyslexia (Poelmans
et al. 2012a; Poelmans et al. 2012b) with exactly the same stimuli and a very
similar recording technique as used in the present study. We found that to right ear
stimulation syllable and phoneme rate modulations were lateralized to the right
hemisphere (Poelmans et al. 2012b), and that adults with dyslexia demonstrate
lower left hemispheric responses to phoneme rate modulations (Poelmans et al.
2012a). Based on these results, it was hypothesized that the literacy problems
in dyslexia may be caused by a specific problem in processing phoneme rate
modulations in the speech envelope.
In contrast to the results found in adults (Poelmans et al. 2012a), the present
study did not find evidence for syllable and phoneme rate processing differences
between preschool children with a high hereditary risk for dyslexia and control
children. This is however not completely unexpected given the heterogeneity of
the samples examined in this study. That is, the current study selected participants
based on their hereditary risk for dyslexia. The fact that “only” up to 50% of the
children with a high hereditary risk for dyslexia will eventually develop dyslexia
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(Gilger et al. 1991) implies that this high-risk group is very heterogeneous and
that effects may be masked. Nevertheless, in previous (f)MRI studies structural
and functional alterations in posterior brain regions were demonstrated in children
with high hereditary risk for dyslexia before reading onset (Raschle et al. 2011;
Raschle et al. 2012). Longitudinal follow-up and retrospective investigation of
the current sample will be necessary to determine the real precursors of dyslexia.
In contrast to the syllable and phoneme rate modulations, a significant group dif-
ference was found for the 80 Hz control-rate modulation in the absolute strength
of lateralization. Since 80 Hz responses are known to be more prominent in the
brainstem at the ipsilateral side of stimulation (see below), a lateralized processing
was expected. However, responses at 80 Hz were significantly less lateralized
to the right in HR compared to LR children. A less lateralized response in HR
children may indicate reduced neural synchronization to the stimulus. Alterna-
tively, it is possible that fewer brainstem neurons fire synchronously in the HR
group compared to the LR group. However, the last two possibilities are unlikely,
since no differences were found in absolute response SNR between HR and LR
children. Moreover, the observed difference between the HR and LR group was
only present for the averaged group of electrodes and could not be replicated
when analyses were performed on the individual electrode pairs. This suggests
that the group difference at 80 Hz may be a rather small effect. Nonetheless, in
literature the presence of auditory processing abnormalities in individuals with
dyslexia are found across multiple levels of the auditory processing system from
the level of the auditory brainstem (e.g. Hornickel et al. 2009) to the level of the
auditory cortices (e.g. Poelmans et al. 2012a). Moreover, Abrams et al. (2006)
found that the precision of temporal encoding of speech in the auditory brainstem
predicts cortical asymmetry to speech sounds. A poorer neural synchronization in
the brainstem might thus influence the development of hemispheric asymmetry
patterns at syllable and/or phoneme rate modulations.
Despite the lack of clear group differences, different hemispheric asymmetry
patterns were found for the 80 Hz control rate, the syllable rate and the phoneme
rate modulations. For the 80 Hz control rate, a right lateralized response was
found in the HR and the LR group. The dominant neural generators of the 80 Hz
responses are located in brainstem, before the anatomical crossover of the auditory
pathway in the superior olive complex (Picton et al. 2003), resulting in ipsilateral
right lateralization to monaural right ear stimulation. Ipsilateral asymmetry to
80 Hz responses has been observed by others in adult studies as well as in children
and infant studies (e.g. Herdman et al. 2002; Picton et al. 2003).
For the syllable rate, responses were higher over the right than over the left
hemisphere, for both the HR and the LR group. Right asymmetry for syllable rate
modulations was previously found in adults (Poelmans et al. 2012b; Poelmans et
37
Chapter 2 Syllable and phoneme rate modulations in prereaders
al. 2012a), children (Abrams et al. 2009) and newborns (Telkemeyer et al. 2009;
Telkemeyer et al. 2011). Together with the present findings, this suggests that
right hemispheric specialization to process syllable rate modulations is already
present at a very young age, possibly even from birth. This, in combination
with the lack of group difference in the present study and in adults (Poelmans et
al. 2012a), suggests that it is unlikely that the reading problems in dyslexia are
caused by a neural deviance in processing syllable rate modulations.
For the phoneme rate, responses were equally high in both hemispheres, for
both the HR and the LR group. This is in contrast with results found in adults,
where an ipsilateral preference, i.e. a right hemispheric asymmetry to right ear
stimulation, to process phoneme rate modulations was found (Poelmans et al.
2012b). The dissimilarity between both age groups may have structural as well
as functional causes. First, the difference between children and adults may be
due to a difference in the degree of cortical folding. If an extended range of
pyramidal cells is activated, responses can be generated with a variable polarity
due to the high folding that appears in the human cerebral cortex (Ahlfors et
al. 2010). Depending on the local geometry of the cortex, this can result in a
cancellation of the generated responses, especially when the patches of activity
extend to opposite walls of sulci and gyri (Shaw et al. 2013). Furthermore, it has
been shown that the degree of cortical folding changes with age and becomes
only stable at 6 to 7 years of age (Nie et al. 2013). Therefore, a difference
in the degree of cortical folding between hemispheres for children and adults
in the region where responses to phoneme rate modulations are generated can
cause different hemispheric response patterns at that rate. Second, it may be
that the lateralization pattern of adults and prereading children differs because of
developmental changes in the language network. Similar to the present results,
Telkemeyer et al. (2009, 2011) found evidence for symmetrical processing of
phoneme rate information in newborns. Given that cerebral lateralization changes
with age (Shaw et al. 2009; Bishop 2013) and that this development is influenced
by maturation as well as experience (Minagawa-Kawai et al. 2011) it seems
that symmetrical processing of phoneme rate modulations in prereading children
develops into a specialized ipsilateral hemispheric preference, after the age of
5 years. This increasing cortical specialization for processing phoneme rate
modulations may be linked to phonological and reading development. If phoneme
rate processing mechanisms are not yet mature at the age of 5 years, this may
explain why prereading children process phonological information at the syllable
level, and do not spontaneously develop phoneme awareness before the start of
reading instruction (Anthony et al. 2003; Ziegler & Goswami 2005). It may be
that a certain degree of cortical specialization is necessary to make this transition
and to allow accurate reading development. Alternatively, it is possible that
explicit reading instruction and the development of phoneme awareness has a
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top-down influence on the development of hemispheric specialization to process
phoneme rate modulations in speech. Retrospective analysis of the current dataset,
when children with dyslexia are identified, may unravel the causal nature of these
hypotheses.
This study investigated cortical evoked potentials to syllable and phoneme rate
modulations in a group of prereading children with and without hereditary risk
for dyslexia. Even though we did not find group differences for processing syl-
lable and phoneme rate modulations, the present results suggest an immature
hemispheric specialization pattern for processing phoneme rate modulations in
5-year-old children. Therefore it is hypothesized that a possible disturbance in
the development of hemispheric specialization to process phoneme rate modu-
lations may, in part, underlie the reading problems of individuals with dyslexia.




Prereading auditory processing and
speech perception and their relation to
later literacy
The content of this chapter is under revision for Child Development: Vanvooren S,
Poelmans H, De Vos A, Ghesquière P, Wouters J (2015). Do prereaders’ auditory
processing and speech perception predict later literacy? Child Development,
under revision.
Abstract
Developmental dyslexia has frequently been linked to deficits in auditory process-
ing and speech perception. However, the presence and precise nature of these
deficits and the direction of their relation with reading, remains debated. In this
longitudinal study, 87 five-year-olds at high and low family risk for dyslexia were
followed before and during different stages of reading acquisition. Results show
no effect of family risk for dyslexia on prereading auditory processing and speech
perception skills. However, a relation is present between the performance on
these skills in kindergarten and later phonology and literacy. Hereby, rise time
discrimination in particular shows to be related to a broad range of phonologi-
cal precursors for reading, while speech-in-noise perception operates as unique
predictor for reading.
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3.1 Introduction
Developmental dyslexia is a neurological learning disorder which manifests
through severe and persistent reading and spelling problems, despite adequate
intelligence and education (Vellutino et al. 2004). Dyslexia is a hereditary disor-
der with a 30 - 50 % chance of inheriting in case of genetic disposition (Gilger
et al. 1991). Therefore, individuals with dyslexic relatives are more likely than
others to develop reading and spelling problems. It has been widely shown that
phonological skills - that is, the ability to manipulate small speech units such as
syllables and phonemes - are disrupted in the majority of individuals with dyslexia
(Snowling 2000). Yet, the exact origin of dyslexia remains largely unknown and
remains debated by different theories. In recent decades evidence has been pro-
vided in favor of theories proposing that sensory deficits in auditory processing
underlie developmental dyslexia (e.g. Goswami 2011; Stein 2001; Tallal 2004).
Most of these theories commonly suggest a deviant perception of certain auditory
cues and subsequently of speech occurs as an underlying cause for the difficulties
in the use and representation of phonological information. More specifically,
it is thought that impaired auditory processing impedes speech perception by
degrading the ability to accurately segment the speech stream into its important
phonetic components such as rhymes, syllables and phonemes. The latter leads
to problems in pairing speech sounds with letters, a prerequisite for learning
to read (Snowling 2000). A first auditory theory posits that individuals with
dyslexia have difficulties in processing rapidly changing information in speech,
such as the spectral changes of formant transitions in stop consonants (Farmer
& Klein 1995; Tallal & Gaab 2006). Another hypothesis states that the nature
of the auditory processing deficit in dyslexia rather relates to temporal, dynamic
features in speech, i.e. cues that vary over time such as amplitude and frequency
modulations (Studdert-Kennedy & Mody 1995; Talcott et al. 2000; Witton et
al. 1998). According to a slightly different hypothesis, difficulties particularly
occur with the processing of amplitude modulations at relatively low temporal
rates (Goswami et al. 2002). More precisely, impairments in discriminating the
rate of change in amplitude at the onset of a speech sound (i.e., rise time) would
occur in individuals with dyslexia, affecting the detection of supra-segmental
cues such as speech rhythm, intonation and stress. In addition, Goswami (2011)
recently proposed an integrative theoretical framework that factors the speech
signal into the product of a slowly varying speech envelope and a rapidly varying
fine structure. This theory emphasizes the importance of auditory processing at
the level of the speech envelope in the framework of dyslexia. In the current paper




The dynamic auditory processing theory has been supported by many behavioural
studies reporting difficulties in individuals with dyslexia on auditory temporal
processing (e.g. Goswami et al. 2002; Talcott & Witton, 2002; see Hämäläinen et
al. 2012b for an overview) and speech perception tasks (e.g. Vandermosten et al.
2010, 2011; Ziegler et al. 2009). Additionally, it has been shown that auditory
processing and speech perception skills predict reading development (e.g. Boets
et al. 2011; Huss et al. 2011). However, many unresolved questions remain.
First, in dyslexia literature poorer performance has been reported in individuals
with dyslexia on a variety of auditory tasks, but there is no consensus regarding
which auditory features specifically account for processing problems. A com-
prehensive review of 61 studies showed that the processing of stimuli such as
amplitude and frequency modulations, varying rise times and changes in syllable
and phoneme duration, are often found to be deviant in individuals with dyslexia
(Hämäläinen et al. 2012b). Yet, most of these studies investigated only one kind
of auditory feature in the same population. In order to better understand the
nature of these dynamic auditory processing problems, a study that differentiates
between speech envelope and fine structure cues in the same group of participants
is necessary.
Second, although basic auditory processing deficits as well as speech perception
deficits have been found in a large number of studies, the literature often fails to
find a clear relation between both deficits (Rosen 2003). The fact that the causal
link between impaired basic auditory processing and difficulties with speech
perception as postulated by the dynamic auditory processing theory has not yet
been demonstrated, questions the viability of the theory.
A final remaining question involves the extent to which differences observed
in individuals with dyslexia are related to the cause or the consequence of the
disability itself. Most studies were carried out in adults and school-aged children
with an age of seven years or older (Hämäläinen et al. 2012b) and were only
performed at one single time point, which makes it impossible to address this
question. In addition, the few studies that did investigate prereading children in a
longitudinal design often examined either basic auditory processing (Plakas et
al. 2013) or speech perception (Noordenbos et al. 2012; Guttorm et al. 2005)
instead of both. Furthermore, in most cases the temporal auditory features that
were studied in prereaders (Leppänen et al. 2010; Maurer et al. 2003; Boets et
al. 2007b) did not concern speech envelope cues that recently raised attention
in literature. Previously, it has been suggested that basic auditory processing
difficulties co-occur with a phonological and reading deficit, but do not contribute
to these difficulties and thus do not play a causal role in the expression of dyslexia
(Ramus et al. 2003). Others have implied that auditory processing deficits are a
consequence of the disordered reading experience of those with dyslexia relative
to their peers (e.g. Bishop et al. 2012). The latter hypothesis is supported by the
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observation that the incidence of auditory deficits in individuals with dyslexia is
only about 40 % (Ramus et al. 2003). Furthermore, even if auditory processing
deficits are found, they do not always lead to problems in reading (Halliday &
Bishop 2006). Therefore, it has been suggested that dyslexia might be caused by
several risk factors. To that extent, only one risk factor might not be sufficient
for the development of reading problems (Pennington et al. 2012). Alternatively,
in a previous longitudinal study auditory and speech perception problems have
been shown to precede reading problems, indicating a possible causal relation
(Boets et al. 2007b; Boets et al. 2008; Boets et al. 2011). It has been suggested
that auditory processing problems are present at birth and contribute early on in
life to the phonological disorders observed in dyslexia, but resolve in a proportion
of individuals during development. The amelioration of these deficits in later
childhood could then obscure possible effects of these processing problems on
the development of reading and reading-related skills (Galaburda et al. 2006).
A longitudinal research study following prereaders before and during reading
acquisition is necessary in order to examine these hypotheses. Studying a pedi-
atric population in addition allows quantifying the impact of developmental or
experience-dependent changes in processing, leading to a definition of the real
precursors for dyslexia. Moreover, the inclusion of children with and without
family risk for dyslexia in this longitudinal design allows to disentangle the in-
fluence of family risk (= related to genotype) and poor reading (phenotype) on
auditory processing abilities.
The aim of the present study was twofold. First, we aimed to investigate the
presence and the nature of a dynamic auditory processing and a speech perception
deficit in prereading children at high and low family risk for dyslexia. Therefore,
we investigated the processing of important dynamic auditory cues as well as of
real speech sounds in five-year-old preschoolers. To investigate which dynamic
cue(s) in specific (i.e., speech envelope or fine structure cues) could account for
processing problems, a rise time discrimination task and a frequency modulation
detection task were conducted, respectively. Low performance on these tasks have
shown to be related to dyslexia in school-aged children (e.g. Beattie & Manis,
2012; Huss et al. 2011; Poelmans et al. 2011) and adults (e.g. Hämäläinen et al.
2005; Thomson et al. 2006). The dynamic nature of any observed auditory deficit
was verified by a nondynamic intensity discrimination control task. Furthermore,
speech processing was examined by a speech-in-noise perception task as this
ability emulates a realistic listening situation and could thus be more sensitive to
identify processing deficits compared to other speech perception tasks (Ziegler et
al. 2009). A second goal of this study was to examine phonology and emerging lit-
eracy skills in first and second grade and relate these to the auditory measurements
in order to investigate the causality proposed by the dynamic auditory processing
theory. The children were therefore followed before and during different stages
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of reading acquisition, in total at three points in time. This can permit a better
understanding of how and when deviances in auditory processing and speech
perception arise in the context of dyslexia and at which stage of development the
magnitude of the effect on (pre)reading skills is the largest. Finally, this could
result in an improvement of the early identification of prereading children at




Eighty-seven preschoolers (51 boys) attending the last year of kindergarten partic-
ipated in this longitudinal study. All participants were monolingual native Dutch
speakers, without a history of brain damage, long term hearing loss or visual
problems. Additionally, participants were required to have adequate nonverbal
intelligence, defined by an IQ score above 85 on the Raven Coloured Progressive
Matrices (Raven et al. 1984).
Forty-four participants were children with an increased risk for dyslexia, the so-
called high-risk group (HR). These children came from families where dyslexia
tended to run strongly and had at least one first-degree relative with a formal
dyslexia diagnosis. Of the 44 selected HR children, 8 reported reading problems
in only one (first-degree) relative, 6 reported reading problems in two (first-degree
or extended) relatives, 11 reported reading problems in three (first-degree or ex-
tended) relatives, and 19 reported reading problems in four or more (first-degree
or extended) relatives. The other 43 participants were control children from
normal reading families, the so-called low-risk group (LR). Children of the LR
group had no family member with a known learning or language deficit.
HR and LR children were matched thoroughly based on five criteria (table 3.1):
(1) educational environment (same kindergarten school) (2) gender, (3) age, (4)
nonverbal intelligence, and (5) parental educational level (the highest obtained
degree of both parents). Perfect matching was obtained for the first two criteria.
For the third criterion 61 % of the matched pairs had an age difference range of
less than 3 months. Only 5 % had an age difference range higher than 6 months,
with 8 months as maximal difference. The mean age for both the HR and the
LR group was 62 months, not being statistically different (p = 0.49). For the IQ
criterion only five children differed more than one standard deviation with their
matched counterpart. The nonverbal IQ-scores were slightly above population
average (110± 12 for the HR group and 111± 10 for the LR group) and also
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Table 3.1 Participant characteristics.
HR LR p-value
(n = 44) (n = 43)
Gender (F/M) 18/26 18/25 0.99 a
Age in months (mean±SD) 62± 3 62± 3 0.49 b
Nonverbal IQ* (mean±SD) 110± 12 111± 10 0.47 b
Parental educational level (low/middle/high) 9/13/22 12/16/15 0.38 a
*Standardized scores with population mean (M = 100, SD = 15); a Fisher’s Exact Test; b Paired t-test
did not differ significantly (p = 0.47). Concerning parental educational level,
Fisher’s exact test found no difference between groups in frequency distribution
for different educational categories (p = 0.35).
All tests were approved by the Committee of Medical Ethics of Clinical Research
of The University of Leuven. The parents gave written informed consent for the
participation of their children. The children gave verbal assent. All participating
children were tested in September and October at the start of third kindergarten at
the age of 5 years (auditory and speech perception skills) and at the start of first (6
years old) and second (7 years old) grade (phonological and early literacy skills).
All measurements took place in a quiet room at the children’s school. Since the
LR child was selected from the HR child’s classmates, both children were tested
on the same date and in the same circumstances.
3.2.2 Auditory temporal processing tasks
Auditory processing was investigated by means of three psychophysical threshold
tasks: frequency modulation detection (FM), rise time discrimination (RT) and
intensity discrimination (ID) (see Poelmans et al. 2011). For all three psychophys-
ical tests, the stimuli were presented monaurally at the right ear over calibrated
HDA-200 headphones at a level of 70 dB SPL with an inter-stimulus interval
of 350 ms. Thresholds were estimated using a three-alternative forced choice
oddity paradigm embedded within an interactive computer game with animation
movies (Laneau et al. 2005). The depth of modulation (for the FM task), the
length of rise time (for the RT task) and the intensity difference (for the ID task)
were adjusted adaptively using a two-down, one-up adaptive staircase procedure
(figure 3.1). A threshold run was terminated after eight reversals and the threshold
was calculated as the average of the last four reversals. For each participant two
reliable threshold estimates were determined for every experiment. Prior to the
data collection, participants practiced with supra-threshold trials to familiarize
them with the stimuli and the tasks and to ensure understanding of the tasks.
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Before administering the auditory psychophysical tasks, all children performed
a standard audiometric pure-tone detection task to check for any hearing loss at
0.5, 1, 2 and 4 kHz. All but 6 children obtained a pure-tone average score (PTA,
average threshold at 0.5, 1 and 2 kHz) below the 20 dB HL criterion. For the 6
children with a mild temporary hearing loss (PTA > 20 dB HL; 23, 23, 23, 23, 25
and 25 dB HL respectively), all further auditory testing was administered with
increased stimulus amplitude proportionally to the individual PTA in the tested
ear (with = X dB for X the PTA value above 20 dB HL). As such, a sensation
level of at least 50 dB SL was ensured and the maximum stimulation level was
75 dB HL.
FM-detection. Children were required to detect a 2 Hz sinusoidal frequency mod-
ulation of a 1 kHz carrier tone with varying modulation depth. Modulation depth
varied logarithmically between 100 Hz and 11 Hz in 12 steps. From 11 Hz a step
size of 1 Hz was used. The reference stimulus was a pure-tone of 1 kHz. The
duration of both the reference and the target stimulus was 1000 ms including
50 ms cosine-gated onset and offset.
Rise time discrimination. This task measured the sensitivity to differences in rise
time (i.e., the change in amplitude near the onset of sound). Stimuli consisted
of speech-weighted noises with linear amplitude rise times. Rise times varied
logarithmically between 15 ms and 699 ms in 50 steps. The stimulus with the
shortest rise time (15 ms) was used as the reference stimulus in every trial. The
total duration of the stimuli was fixed to 800 ms, including a linear fall time of
75 ms.
Intensity discrimination. Children had to detect differences in stimulus intensity
level. Stimuli consisted of speech-weighted noise. Intensity varied linearly be-
tween 70 dB SPL and 80 dB SPL in 40 steps of 0.25 dB SPL each. The stimulus
with the lowest intensity (70 dB SPL) was used as the reference stimulus in every
trial. The stimuli had a total duration of 800 ms, including a linear rise time and
fall time of 75 ms each. This task has previously been shown to be a good control
task for cognitive demands related to the experimental test procedure and for the
intensity discrimination ability that could possibly influence the performance on
the rise time discrimination task (Poelmans et al. 2011; Corriveau et al. 2010).
Moreover, the test-retest variability of this test was shown to be 1.1 dB in this
study. Therefore, the statistical accuracy of the ID control task corresponds to the
human perceptual precision which is about 1 dB (Moore 2013).
3.2.3 Speech-in-noise perception task
Speech-in-noise intelligibility (SPIN) was assessed by the Lilliput speech per-
ception test for young children (van Wieringen 2013). This test provides seven
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Figure 3.1 Illustration of the used reference stimulus (top) and an example of a target
stimulus (bottom) for the FM, RT and ID task. The shown target stimuli consist of a
modulation depth of 30 Hz (FM), a 250 ms onset rise time (RT) and a 3 dB level difference
(ID). For illustrational purposes, the FM stimuli are presented with a 50 Hz carrier wave
instead of the used 1 kHz carrier wave.
lists of eleven Consonant-Vowel-Consonant words spoken by a female speaker. A
stationary speech-weighted noise that matches spectrally the average frequency
spectrum of the words was used as masking noise. The level of the masking noise
was fixed at 65 dB SPL, whereas the speech level was varied. Words and noise
were presented monaurally to the right ear with Sennheiser HDA 200 headphones
at three different speech signal-to-noise ratios (speech SNRs), i.e. −2, −5 and
−8 dB SNR. For each of these speech SNRs, two lists were administered. Before
administering the six experimental lists, one list was presented at a speech SNR
of 0 dB as a practice list. Children were instructed to repeat the perceived word,
or to repeat every perceived speech sound when the entire word was not perceived.
The percentage of correctly perceived phonemes was calculated for each list and
averaged over the two lists presented at identical speech SNRs. The speech SNRs
at which 50 % of the phonemes were correctly perceived (= speech reception
threshold, SRT) was determined for each subject individually by means of a non-
linear regression fit to a logistic function. Prior to the SPIN test, the articulation
of the children was evaluated by a qualified speech-language pathologist in order
to control for articulation errors in their oral responses.
3.2.4 Phonology and early literacy
Phonological awareness (PA). Phonological awareness was assessed at the start of
first and second grade by the phonological awareness subtest of the Clinical Eval-
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uation of Language Fundamentals (CELF-4NL) test (Kort et al. 2010). This test
evaluates the children’s knowledge of the sound structure of the Dutch language
and measures the ability of the children to manipulate sound through identifica-
tion, segmentation, blending, deletion and substitution of words, syllables and
phonemes.
Rapid automatic naming (RAN). This test investigates lexical access with four
classic RAN tasks involving the naming of colours, objects, digits and letters (van
den Bos et al. 2002). These tasks were administered at the start of first (colours
and objects) and second grade (colours, objects, digits and letters). The children
were instructed to serially name the stimuli on a card as fast and accurately as
possible. For scoring, the speed as well as the number of errors was taken into
account.
Letter knowledge (LK). To obtain a preliminary idea about the stage of reading
development, a letter knowledge task was administered at the start of first grade.
Productive and receptive letter knowledge were tested by the sixteen most fre-
quently used letters in Dutch for children. For the first test, children had to name
each of these letters. For the second test, all letter sounds were named in random
order and the child had to indicate the printed letter that matched the sound.
Literacy skills. To assess literacy skills, two standardized reading tests were
administered at the start of second grade: the One-Minute Word Reading test
(Brus & Voeten 1973) and the Klepel Nonword Reading test (van den Bos et
al. 1994), measuring real word reading and nonword reading respectively. The
children had to read a list of words of increasing difficulty as fast and accurately
as possible. For scoring, both speed and accuracy were taken into account.
3.2.5 Statistical analyses
Statistical analyses were performed with SPSS 20.0 software (IBM Corp. 2011).
All analyses were two-tailed (α = 0.05). Data were normally distributed (Kol-
mogorov-Smirnov test, all p > 0.050) with exception of some auditory processing
data (FM, RT, SPIN) and some cognitive data (Reading, PA).
Prior to analysis all data were individually checked for unexpected outliers. One
HR child showed unreliable test scores for all auditory tasks (FM, RT, ID, SPIN)
and therefore was removed from further analyses. In 6 out of the 86 (7 %) remain-
ing children (4 HR + 2 LR) it was not possible to determine reliable thresholds for
the test and retest trial of the RT task. For these 6 participants this task appeared
to be too difficult, even at the easiest level. To avoid missing values, RT thresholds
were calculated with replacement of this data points through the highest possible
threshold (699 ms RT), unless otherwise specified. For the phonology and literacy
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related measures in first and second grade, data of 3 (2 HR + 1 LR) more children
could not be used for analyses. One child left the study and data of two others
were excluded because they repeated third kindergarten or skipped first grade
respectively. As the SPIN task requires oral responses from the child, children
with articulation problems were excluded from further analyses in order to avoid
bias. This way, five children (4 HR + 1 LR) were excluded for this measurement.
Differences between the HR and the LR group and between future poor and good
readers were investigated based on a related-samples Wilcoxon signed-rank test
and a Mann-Whitney U test for the auditory tasks and based on a Paired t-test
for the other variables. The performance of future poor readers and the other
(normal reading) HR and LR children was also compared with a Kruskal-Wallis
test. Moreover, Pearson and Spearman correlations were calculated in order to
determine the relation between the auditory tasks, speech perception, phonologi-
cal skills and letter knowledge. Finally, multiple linear regression models with
stepwise backward elimination were constructed to analyze predictive factors
related to LK and PA at the start of first grade and reading and PA at the start
of second grade. Hereby, there was controlled for a possible influence of family
risk (HR or LR). Accordingly, RT, ID, FM, SPIN and group were included as
potential predictive factors in the models. Variables in the models which were
not significantly associated with letter knowledge, phonological awareness and
reading were excluded. Variables which were significantly associated with the
dependent variables were analyzed in terms of the amount of added variance they
accounted for (R2).
3.3 Results
The goal of this study was to investigate the presence and nature of dynamic
auditory processing and speech perception deficits in prereading children. Hereby,
we wanted to determine possible relations with a family risk factor for dyslexia
and with behaviourally observed literacy problems. Towards this end, we first
examined performance on auditory, speech and cognitive tasks of HR and LR
children and of poor and good readers. Secondly, we investigated the relations
between those variables and their direction.
3.3.1 Performance of HR versus LR children
First, we investigated the presence of any differences in performance between
the groups based on hereditary risk for reading. Paired t-tests and Wilcoxon
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Table 3.2 Performance on auditory processing, speech-in-noise perception and cognitive
tasks in 3rd kindergarten (KG), grade 1 (G1) and grade 2 (G2) for HR and LR children.
p-values as well as the effect size (r) are given.
HR LR p r
(n = 41) (n = 41)
FM-detectionb (Hz) - KG 6.5 / 6.0 5.8 / 6.0 0.999 0.05
Rise time discriminationb (ms) - KG 238 / 63 204 / 88 0.138 −0.15
Intensity discriminationa (dB) - KG 3.6± 2.2 3.6± 2.0 0.882 0.02
Speech-in-noiseb (dB SNR) - KG −5.4 / 1.6 −5.6 / 2.3 0.309 0.11
Phonological awarenessa,c - G1 1.0± 0.4 1.1± 0.4 0.872 0.03
Rapid naminga,c - G1 0.7± 0.1 0.8± 0.2 0.017* 0.37
Letter knowledgea - G1 9.1± 3.8 10.7± 3.3 0.008** 0.41
Phonological awarenessb,c - G2 −0.2 / 1.1 0.3 / 1.2 0.061 −0.21
Rapid naminga,c - G2 −0.4± 0.7 0.3± 0.9 0.001** 0.50
Word readingb - G2 17.5 / 17.0 25.0 / 20.3 0.002** −0.34
Nonword readinga - G2 17.2± 10.7 23.3± 11.2 0.015* 0.38
a Paired t-test, values represent mean± standard deviation
b Wilcoxon Signed Rank test, values represent median / interquartile range
c Values represent z-scores, calculated on the total sample
∗ p < 0.050, ∗∗ p < 0.010
Signed-Rank tests showed that the HR and LR group differed (HR < LR) on all
phonological and literacy related tasks at the start of first and second grade, except
for the phonological awareness task. Yet, no differences were found between
the HR and LR group for basic auditory processing and speech perception tasks
(table 3.2).
3.3.2 Performance of poor and good readers
In order to determine whether auditory and speech processing is related to a
behaviourally observed reading problem (phenotype) rather than to the family
risk factor for reading problems (genotype), we retrospectively split the sample
based on reading performance at the start of second grade. Poor readers were
selected based on the deviation of their scores from the standardized reading
tasks. Children were categorized as poor readers when they had a score below
the 16th percentile (corresponding to one standard deviation of the mean) on both
the word reading and the nonword reading task. This classification resulted in
a poor reading group of 11 children (10 HR + 1 LR). A Kruskal-Wallis test did
however not show any significant differences between the poor readers (n = 11)
and the other HR (n = 31) and LR (n = 41) participants on their FM, RT, ID
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or SPIN performance in third kindergarten, neither did a Mann-Whitney U test
between the poor readers and the LR participants (all p > 0.05). Therefore,
the performance of the 11 poor readers on auditory and speech perception was
compared with a more extreme group of 11 best readers (3 HR + 8 LR children,
all having a score above the 91st percentile on both reading tasks). This way,
a significant group difference was found for SPIN performance (poor readers
performing worse that best readers; t(20) = 2.17, p = 0.042) but not for the
basic auditory tasks (all p > 0.05). However, when reading performance as well
as hereditary risk were taken into consideration for group division, differences
between groups were found for SPIN as well as for the basic auditory tasks;
the 11 poorest HR readers performed significantly worse compared to the 11
best LR readers on RT (t(20) =−2.25, p = 0.036), FM (U = 93.0, p = 0.034)
and SPIN (t(20) = 2.92, p = 0.008) but not on ID (t(20) = −0.86, p = 0.401).
Moreover, these groups also differed significantly in other key variables (for
PA and LK 1st grade p < 0.01; for RAN 1st grade and PA and RAN 2nd grade
p < 0.001). Yet, the group difference for RT disappeared when children with
an unreliable RT threshold, i.e. the weakest performers, were excluded from
analyses (t(19) =−1.95, p = 0.066). In addition, the group difference for FM
disappeared when IQ was added as a covariate (FM: F(1,19) = 3.15, p = 0.09).
3.3.3 Relations between auditory processing, speech
perception, phonology and early literacy
The relations between low-rate dynamic auditory processing and speech percep-
tion in third kindergarten and phonology and literacy related measures in first and
second grade were investigated by calculating Pearson and Spearman correlations
(table 3.3). For each participant, a reading score was calculated by averaging
z-scores for the word reading and nonword reading tasks.
The RT measure correlated significantly with the composite scores of PA, LK
and RAN in first grade and with PA and RAN in second grade. A significant
correlation was also found between FM detection and PA and RAN in first grade
and reading in second grade. No significant relations were found between the
cognitive measures and the ID control task. SPIN was significantly correlated
with PA and LK in first grade and with PA and reading performance in second
grade. Controlling for IQ with part-correlations resulted in similar findings.
Performance on the auditory processing tasks (RT, ID and FM) was significantly
correlated with each other (for all, ps < 0.01). In accordance to the dynamic
auditory processing theory, we expected the auditory processing measures to
correlate as well with speech-in-noise performance. This was however not the
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Table 3.3 Pearson and Spearman correlations between auditory processing and speech-
in-noise perception tasks (3rd kindergarten) and cognitive measures (grade 1 and grade
2).
FM RT ID SPIN
Phonological awareness - G1 0.26* 0.31** 0.07 −0.32**
Rapid naming - G1 0.22* 0.34** 0.16 −0.20
Letter knowledge - G1 0.14 0.30** 0.14 −0.23*
Phonological awareness - G2 0.16 0.27* 0.16 −0.28*
Rapid naming - G2 0.07 0.29** 0.06 −0.19
Reading - G2 0.31** 0.19 0.11 −0.36**
FM = Frequency Modulation detection, RT = Rise Time discrimination, ID = Intensity Discrimination,
SPIN = SPeech-In-Noise perception
∗ p < 0.05, ∗∗ p < 0.01
case (RT - SPIN, r =−0.10, p = 0.355; ID - SPIN, r =−0.02, p = 0.862; FM -
SPIN, r =−0.16, p = 0.136).
3.3.4 Auditory predictors for phonology and literacy
In order to analyze predictive factors related to LK and PA at the start of first
grade and reading and PA at the start of second grade, multiple linear regression
models were constructed. The model revealed two predictive factors with respect
to phonological awareness at the start of first grade: RT and SPIN measured at
the start of third kindergarten (table 3.4). No significant contribution was found
for group, FM and ID performance. RT accounted for 9.8 % of the variance in
phonological awareness and SPIN accounted for 12.5 % of the variance. Similarly,
linear regression of letter knowledge at the start of first grade revealed the same
two predictive factors. RT accounted for 10.2 % of the variance in phonological
awareness, while SPIN accounted for only 4.7 % of the variance. The total model
of RT and SPIN accounted for 20.1 % of variance and 13.4 % of variance in
phonological awareness and letter knowledge respectively.
For phonological awareness and reading at the start of second grade, regres-
sion models were less distinct because the ‘group’ variable (i.e., family risk for
dyslexia) interfered with the model. RT performance in third kindergarten re-
mained however a predictive factor for phonological awareness at the start of
second grade with 7.7 % of variance. Linear regression of reading performance
showed that SPIN accounted for 6.5 % of unique variance in reading performance.
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The present longitudinal study investigated sensitivity to low-rate dynamic au-
ditory cues and speech perception in five-year-old preschoolers at high and low
hereditary risk for dyslexia and related these to later performance on phonolog-
ical and reading tasks. The goal was to examine whether auditory processing
and speech perception deficits are already present in kindergarten and whether
performance on these skills are predictive for the development of phonology and
literacy at the start of first and second grade. A particular strength of this study is
the inclusion of prereaders in a longitudinal design which makes it possible to
distinguish the family risk factor from reading ability itself and to investigate in
part the causal pathway proposed by the dynamic auditory processing theory.
HR and LR children differed significantly on most phonology and literacy related
measures but no differences were found between groups on auditory processing
and speech perception measures. In other words, no differentiation could be made
regarding auditory processing or speech perception performance based on the
family risk factor. As such, prereading auditory skills do not seem to mediate
between the family risk for dyslexia and poor phonological or reading skills.
After one year of reading instruction, no differences in auditory processing skills
were observed between the poor readers and the other participants. With a post-
hoc analysis based on reading ability, differences were only obtained for SPIN
performance between extreme groups (11 best and 11 worst readers). Defining
groups based on reading performance and family risk (i.e., comparing the poorest
reading HR children with the best reading LR children) resulted in additional
significant group differences for dynamic auditory processing skills (RT and FM).
As differences for dynamic auditory processing and speech perception could
only be demonstrated with a post-hoc test between extreme groups of poor and
best readers, this might indicate only a minor role of prereading auditory skills
on the development of literacy skills in the first year of reading instruction. A
retrospective analysis of the current dataset, when children with dyslexia are
identified, is necessary in order to determine if such a differentiation could be
made based on phenotype.
Yet, relations were found between prereading auditory processing and speech
perception skills and later phonology and literacy performance in first and second
grade, independent from family risk for dyslexia. The latter indicates that the
influence of auditory processing and speech perception on phonology and literacy
precedes literacy acquisition. This has also been demonstrated in other studies
conducted in prereaders (Boets et al. 2011; Leppänen et al. 2010; Noordenbos et
al. 2012). Though, the present findings do not rule out that the processing of basic
auditory stimuli and speech can be altered or affected by phonology and reading
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in a top-down manner. Some studies suggest that such top-down influences exert
a large impact on auditory processing performance (Johnson et al. 2009).
Concerning the nature of a possible auditory processing deficit, the present results
illustrate that in particular the processing of low-rate dynamic auditory features
exert an influence on future phonology and literacy. Relations with phonology
and literacy were only present for RT and FM tasks, characterized by temporally
varying cues, and never for the ID control task, in which auditory information
remains stationary over time. Since no relations were observed with the ID task,
relations between auditory processing and later literacy cannot be assigned to a
general influence of other higher-order cognitive processes such as attention. In
addition, the present findings correspond to previous results found in adults and
school-aged children indicating that later reading performance is associated with
the processing of dynamic and speech-prosody related sound features such as FM
and RT (Hämäläinen et al. 2012b; Vandermosten et al. 2010). Furthermore, a re-
cent study that recorded electrophysiological brain responses revealed differences
between children at risk for dyslexia and controls for changes in frequency but
not for changes in duration or intensity (Hämäläinen et al. 2015).
Nevertheless, in the present study different correlational patterns were observed
for both the RT and FM auditory processing tasks. RT correlated strongly with all
phonological related measures (PA, LK, RAN) in first and second grade, whereas
FM was only associated with PA and RAN in first grade and with reading perfor-
mance at the start of second grade. An explanation for the fact that stronger links
are found between RT and phonological related skills compared to FM might
be that the perception of different dynamic auditory cues occurs and develops
using rather independent mechanisms, even for tasks that are closely related in
procedure (Moore et al. 2011). Indeed, although both RT and FM are dynamically
varying auditory cues, they each cover different information important for speech
encoding. RT codes the rate of change of the temporal amplitude envelope of
speech, whereas FM cues are more related to temporal fine structure. In view
of the present results, this could indicate that the processing of pure dynamic
amplitude envelope cues in particular may account for performance differences in
phonology. It has been suggested before that RT cues act as important integrative
cues, incorporating changes in intensity, duration and fundamental frequency
(Goswami et al. 2002), while FM only encompasses a change in frequency
over time. Therefore, RT in particular may be a primary cue in establishing
well-specified phonological representations. Moreover, FM processing might,
contrary to RT, be linked to only one or two subskills of phonological awareness.
As the CELF phonological awareness subtest contains many subskills under the
phonological awareness construct (Kort et al. 2010), this may obscure possible
links. FM processing could therefore affect different literacy-related skills or
have an effect over a different time scale compared to RT processing. Likewise,
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Witton et al. (2002) observed separate influences of AM versus FM sensitivity on
phonological decoding skills (Witton et al. 2002). Finally, the different correla-
tional patterns seen in RT and FM might also be related to the used stimulus. In
contrast to the RT stimulus, the FM stimulus did not contain a speech-weighted
noise carrier but a less complex pure-tone. The pure-tone carrier used in the FM
task activates only a narrow region in the auditory system and might therefore be
less comparable to other characteristics of real-life speech processing demands
than a speech spectrum as carrier wave.
The current study also found evidence for the influence of prereading speech-
in-noise perception on later literacy. SPIN performance correlated with later
phonological awareness and reading performance. It also appeared to be the
largest predictor for phonology at the start of first grade and apart from family
risk a sole unique predictor for reading. The latter result together with previous
findings in literature (Ziegler et al. 2009) suggests that speech-in-noise perception
bears stronger links to reading than basic auditory processing. Similarly, it has
been demonstrated before that speech perception at a prereading age explains
more variance in literacy outcomes than nonspeech auditory perception does
(Maurer et al. 2009). Auditory processing and speech perception might exert
a rather different influence on reading. Basic auditory processing such as the
processing of RT cues is found to be particularly related to several precursors
for reading such as RAN, LK and PA, whereas speech-in-noise perception exe-
cutes strong relations with PA as well as with actual reading performance itself.
Therefore, there appears to be a relative shift in the importance of basic auditory
processing and speech perception throughout development and during different
stages of literacy acquisition. Reading might require a more explicit top-down
manner of dealing with speech sounds and this is reflected in the observed relation
between reading and speech-in-noise perception.
According to the dynamic auditory processing theory, basic auditory processing
exerts a causal influence on speech perception performance, which in turn exer-
cises an influence on phonology. In the current study, no evidence is found for
the directional pathway proposed by this theory. Although we found relations
between basic auditory processing (RT and FM task) and future literacy-related
skills as well as between speech-in-noise perception and future literacy-related
skills, no correlational link could be demonstrated between low-rate auditory
processing and speech-in-noise perception. It is unlikely that the failure to find a
link between auditory processing and speech perception originates in the auditory
processing tasks. That is, the used tasks are highly suited to examine important
cues for speech intelligibility. RT and FM have shown to be good and controlled
models for elementary dynamic temporal aspects of speech such as the temporal
amplitude envelope (e.g. Goswami et al. 2002; Witton et al. 1998). Similarly,
this link could not be demonstrated in a study in 11-year-olds with and without
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dyslexia (Poelmans et al. 2011). In the latter study it was proposed that, regarding
the age of the participants, the original relation was concealed due to different
developmental influences on auditory and speech perception over time and due
to the influence of top-down processes on perception that developed after read-
ing instruction (Poelmans et al. 2011). Furthermore, it was suggested that this
relation could perhaps be apparent in prereading children, before formal reading
instruction. However, the present study failed to retrieve a link between auditory
processing and speech perception in prereading five-year-olds, one year before
their first formal reading instruction. As a result, it seems as if the influences of au-
ditory processing on speech perception appear even earlier than initially assumed,
well before the start of reading acquisition. Indeed, Leppänen et al. (2010) did
find a relation between auditory processing and future speech perception in new-
borns. Infants are born with a broad auditory sensitivity to all phonemic contrasts
in the world’s languages. It is known that auditory processing adapts however
quickly to language-specific acoustic features during the first year of life (Kuhl
2004). Evidence based upon auditory stimuli and acoustic data indicates that the
critical period for phonological acquisition might even be limited to this first year.
Therefore, impaired processing of low-rate dynamic auditory features might lead
to the inability to discriminate between language-specific auditory features in the
first year of life. This inability might in turn impede speech perception during
this sensitive period for language acquisition. By the age of five, children have
developed an expert knowledge of the auditory features of their mother language
and possess a vocabulary of several thousand words (Dehaene 2009). At this
moment, speech-in-noise perception relies on the complex interplay of lower-level
auditory processing and higher-level components of the language network and a
link between basic auditory processing and speech perception might be obscured.
Since the participants are currently in second grade, we cannot yet make the
distinction between children with and without dyslexia. However, on behalf of
the current data we can already observe some processing differences between
an extreme group of poor and best readers after one year of reading instruction.
Hereby, impairments in basic auditory processing and speech perception seem
to compromise reading development through their detrimental effect on the de-
velopment of phonological skills. A direct contribution of speech perception on
reading was also observed. Nevertheless, as processing differences can only be
demonstrated between extreme groups, it seems unlikely that auditory processing
deficits play a single causal role in phonological and literacy impairment at least
at this time point in development. Similarly, Plakas et al. (2013) demonstrated
that impaired auditory processing in five-year-olds acts as a risk factor but not
a predictor for dyslexia. Developmental dyslexia is most plausibly caused by
multiple factors and by complex interactions between stronger risk factors and
weaker protective factors (Pennington et al. 2012). However, given the observed
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relations with literacy, remediation that focuses on auditory processing and speech
perception might improve reading-related skills and reading ability. Indeed, it has
been shown that a significant improvement in reading can result from auditory
interventions (Hornickel et al. 2012). Moreover, such remediation might be most
useful in young prereaders and beginning readers given their susceptibility to
the background of real-life classroom noise (Jamieson et al. 2004) and given the
importance for future phonology and reading, as shown in the current study.
To conclude, this longitudinal study demonstrated that prereading auditory skills
do not seem to mediate between the family risk for dyslexia and poor phonologi-
cal or reading skills, as no differences were found on auditory processing skills
between children at high and low risk. After one year of reading instruction dif-
ferences were only found with a post-hoc test between an extreme group of poor
and best readers. A retrospective analysis of the current dataset, when children
with dyslexia are identified, is necessary in order to determine if a differentiation
based on phenotype can be made. Nevertheless, relations were found between
kindergarten auditory processing and speech perception skills and phonology
and literacy performance at first and second grade. The latter indicates that the
influence of auditory processing and speech perception on phonology and literacy
precedes the start of reading acquisition. By clearly disentangling between fine
structure and envelope cues, this study proves that prereading dynamic auditory
envelope cues (measured by rise time discrimination) in particular are important
for later phonology, while prereading speech-in-noise perception seems to oper-
ate as a sole and unique predictor for later reading performance. However, no
evidence for a unidirectional causal link as postulated by the dynamic auditory
processing theory can be observed before and during the first stage of reading
acquisition. This might indicate a more complex relational structure at the basis
of dyslexia with the involvement of several risk and protective factors. It appears
likely that there does not exist a unitary perceptual deficit in dyslexia, but rather
several factors are contributing cumulatively to poor literacy. A longitudinal
design with a multifactorial and multimodal approach seems to be a necessary




The maturation of syllable and phoneme
rate modulations in a normal reading
population
The content of this chapter has been published as: Vanvooren S, Hofmann M,
Poelmans H, Ghesquière P, Wouters J (2015). Theta, beta and gamma rate modu-
lations in the developing auditory system. Hearing Research, 327, 153-162.
Abstract
In the brain, the temporal analysis of many important auditory features relies on
the synchronized firing of neurons to the auditory input rhythm. These so-called
neural oscillations play a crucial role in sensory and cognitive processing and
deviances in oscillatory activity have shown to be associated with neurodevelop-
mental disorders. Given the importance of neural auditory oscillations in normal
and impaired sensory and cognitive functioning, there has been growing interest
in their developmental trajectory from early childhood on.
In the present study, neural auditory processing was investigated in typically de-
veloping young children (n = 40) and adults (n = 27). In all participants, auditory
evoked theta, beta and gamma responses were recorded. The results of this study
show maturational differences between children and adults in neural auditory
processing at cortical as well as at brainstem level. Neural background noise at
cortical level was shown to be higher in children compared to adults. In addition,
higher theta response amplitudes were measured in children compared to adults.
For beta and gamma rate modulations, different processing asymmetry patterns
were observed between both age groups. The mean response phase was also
shown to differ significantly between children and adults for all rates.
Results suggest that cortical auditory processing of beta develops from a general
processing pattern into a more specialized asymmetric processing preference over
age. Moreover, the results indicate an enhancement of bilateral representation
of monaural sound input at brainstem with age. A dissimilar efficiency of au-
ditory signal transmission from brainstem to cortex along the auditory pathway
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between children and adults is suggested. These developmental differences might
be due to both functional experience-dependent as well as anatomical changes.
The findings of the present study offer important information about maturational
differences between children and adults for responses to theta, beta and gamma
rates. The current study can have important implications for the understanding





The neural processing of important temporal auditory features is established by
neural oscillatory activity that fires synchronously to the rhythm of the input signal
(Luo & Poeppel 2007). This process is thought to involve the creation of additive
neural-population responses next to the ongoing spontaneous neural oscillations,
resulting in stimulus-evoked neural oscillations (Shah et al. 2004). Neurons in the
brain fire synchronously to the auditory rhythm across a wide range of stimulus
modulation frequencies (Zaehle et al. 2010). In general, response amplitudes
decrease with increasing modulation rate (Picton 2011). However, from delta
(< 4 Hz) to gamma (> 30 Hz) rates regions of increased response peaks occur in
the neural temporal modulation transfer function, including for stimulus rates
near 4, 10, 20, 40 and 80 Hz (Picton 2011; Alaerts et al. 2009). Responses to
amplitude modulations below 50 Hz in particular offer important information,
as they characterize the rates of the temporal envelope of speech (Füllgrabe et
al. 2009; Edwards & Chang 2013). Within this temporal envelope, responses
to rates near 4 and 20 Hz are of specific importance as they correspond to rates
by which syllables and phonemes respectively appear in speech (Rosen 1992).
Indeed, there is a remarkable correspondence between the average duration of
phonemes (20 - 50 ms) and syllables (250 ms) in speech on the one hand and beta
(13 - 30 Hz) and theta (4 - 8 Hz) ranges on the other hand (Ghitza 2011). Speech
perception theories suggest that the left and right hemisphere have a functional
preference to process certain ranges of stimulus modulations rates (Obrig et al.
2010; Boemio et al. 2005). In that respect, the multi-time resolution theory in par-
ticular raised recently attention in literature (Poeppel 2003). This theory proposes
that the information at different temporal rates is encoded by the stimulus-induced
synchronization of cortical rhythms at two time scales. Responses to low rates
would be dominantly processed in the right hemisphere whereas responses to high
rates would be dominantly processed in the left hemisphere or bilateral (Poeppel
et al. 2008).
Auditory oscillations have mostly been studied in humans using electroencephalo-
graphy (EEG). EEG records the summed effect of the synchronous postsynaptic
activity in a large number of neurons (Rance 2008). Several studies have demon-
strated the importance of auditory oscillations for sensory and cognitive abilities
(e.g. Thut et al. 2012; Gross et al. 2013). Deviances in neural oscillatory activity,
such as reduced cerebral lateralization, have been shown to be associated with
neurodevelopmental disorders (Bishop 2013).
More specifically, atypical lateralization patterns have been found in individ-
uals with language and literacy impairments such as developmental dyslexia
and specific language impairment (Goswami 2011; de Guibert et al. 2011). In
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these disorders, a lack of lateralization or an atypical hemispheric processing
asymmetry was observed at auditory stimulus rates of interest to speech and
language processing such as phonemes (beta) and syllables (theta) (e.g. Abrams
et al. 2009; Lehongre et al. 2011). Other studies showed specific processing
deviances in individuals with language and literacy problems in the processing
of higher oscillatory rates such as gamma rates (Heim et al. 2013; Hornickel et
al. 2009). In addition, atypical cerebral lateralization has also been linked to
cognitive dysfunction and disorders such as schizophrenia (Edgar et al. 2006;
Groen et al. 2012).
In normal development, the responses to modulation rates are altered over the
course of maturation by anatomical and maturational changes. The maturational
period of responses to higher rates is known to be shorter than the maturational
period of lower rates. While responses in the frequency domain of 4, 20 and
40 Hz have been demonstrated to significantly differ between children and adults,
responses to 80 Hz have been thought to change little with age (Pethe et al. 2004;
Tlumak et al. 2012). However, a recent study showed that the maturational period
for such higher rates would be more prolonged than initially assumed (Skoe et al.
2013). Lower and higher stimulus modulation rates are processed by different neu-
ral structures. In general, the lower the stimulus modulation frequency, the higher
in the auditory pathway the response generator (Herdman et al. 2002; Picton
2011). Amplitude modulations below 32 Hz are found to be dominantly processed
by cortical structures. Hereby, the lowest rates corresponding to the syllable
rate (4 - 8 Hz) are processed in the secondary auditory cortex, while the primary
auditory cortex is sensitive to modulations rates up to 32 Hz (Liégeois-Chauvel et
al. 2004). Subcortical activation is found for amplitude modulations ranging from
32 to 256 Hz in the superior olivary complex and the inferior colliculus (Giraud
et al. 2000).
In general, auditory evoked response asymmetries are known to increase with
maturity from infancy to adulthood (Wunderlich et al. 2006; Minagawa-Kawai
et al. 2011) and decrease again in the elderly brain (Cabeza 2002). However,
very little is known about the development of functional auditory asymmetry
in early childhood. More specifically, information about the critical period in
child development around the onset of reading acquisition is lacking. Investigat-
ing five-year-olds attending the last year of kindergarten could offer important
information as this population is about to undergo important changes in their
language and literacy network by the acquisition of reading. Indeed, a recent
study indicated that, although continued maturational plasticity occurs until young
adulthood, substantial differences in auditory processing arise from the age of
five years on (Skoe et al. 2013). A better view on typical maturational differences
between prereading five-year-olds and mature adult readers could improve our
understanding of the neurodevelopmental basis of auditory processing. This in
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turn might help to identify the association between atypical lateralization and
neurodevelopmental disorders and to detect atypical auditory development in the
framework of cognitive, language and literacy disorders.
The present study aims to examine the maturational differences between young
children and adults in auditory response characteristics to theta, beta and gamma
rate modulations and distinguishes between the recorded response amplitude and
neural background noise. In addition, this study aims to explore the maturational
differences in response asymmetries and phase along the auditory pathway in a
typical developing population. To investigate this, auditory steady-state responses
(ASSR) to rates in the theta, beta and gamma range were recorded in typically
developing five-year-old children and young adults. We focused on stimulus
rates within the oscillatory ranges that occur on time scales particularly important
for speech perception. Response amplitudes and neural background noise were
analyzed as a function of participant age (children versus adults), stimulus type
(cortical versus brainstem rates) and hemispheric recording side (left versus right).
This study is unique in that it compares several important neural auditory pro-
cessing parameters such as hemispheric processing preference, response strength,
neural background noise and phase coherence at cortical and brainstem level
in a well-defined group of young children and adults with a narrow age-range.
Outcomes will provide information regarding normal auditory maturational differ-
ences and response asymmetries between five-year-olds and mature young adults,
and might be useful for the investigation of both typical and deviant auditory
development.
4.2 Material and methods
4.2.1 Participants
In this study, 40 young children (age: 62 months± 3 months; 16 female) and
27 young adults (age: 21 years± 3 years, 22 female) participated. The children
were recruited from a large longitudinal study (Vanvooren et al. 2014). Adults
were recruited from a population of students. All participants were native Dutch
speakers, without a history of brain damage, language problems, visual prob-
lems or hearing loss. Additionally, participants were required to have adequate
nonverbal intelligence, defined by an IQ score above 85 on the Raven Coloured
Progressive Matrices (Raven et al. 1984, for children) or on the Matrices subtest
of the “Wechsler Adult Intelligence Scale” (WAIS-III: Wechsler 1992, for adults)
and to be right handed, as assessed by the Edinburgh Handedness Inventory (Old-
field 1971). Furthermore, they had to have normal audiometric pure-tone hearing
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thresholds (i.e., 20 dB HL or less for all octave frequencies from 0.5 to 4 kHz) and
an unremarkable otoscopic and tympanometric examination.
4.2.2 Behavioural speech-in-noise perception test
Speech-in-noise intelligibility (SPIN) was assessed in the group of children
with the Lilliput, a behavioural speech perception test for young children (van
Wieringen 2013). We used seven lists of eleven consonant-vowel-consonant
words spoken by a female speaker. A stationary speech-weighted noise that
matches spectrally the average frequency spectrum of the words was used as
masking noise. The level of the masking noise was fixed at 65 dB SPL, whereas
the speech level was varied. Words and noise were presented monaurally to the
right ear with Sennheiser HDA 200 headphones at speech signal-to-noise ratios
(speech SNRs) of −2, −5 and −8 dB SNR. For each of these speech SNRs, two
lists were presented. Before conducting the six experimental lists, one list was
presented at a speech SNR of 0 dB as a practice list. Children were instructed to
repeat the perceived word, or to repeat every perceived speech sound when the
entire word was not perceived. The percentage of correctly perceived phonemes
was calculated for each list and averaged over the two lists presented at identical
speech SNRs. The speech SNRs at which 50 % of the phonemes were correctly
perceived (= speech reception threshold, SRT) was determined for each subject
individually from a nonlinear regression fit of a logistic function.
4.2.3 EEG stimulus parameters
ASSR stimuli consisted of continuous amplitude-modulated (AM) speech-
weighted noise. The noise carriers were derived from the speech-weighted
masking noise of the Leuven Intelligibility Sentence Test (LIST), which con-
tains the long-term average speech spectrum of 730 sentences of a female speaker
(van Wieringen & Wouters 2008). Noises were 100 % amplitude modulated
at modulation rates of 4, 20, and 80 Hz, rounded to the epoch frequency of
1/1.024 Hz (exact frequencies 3.91, 19.53 and 80.08 Hz). These three modulation
rates were presented randomly to avoid any influence of stimulation order.
Stimuli were presented by a RME Hammerfall DSP Multiface multichannel sound-
card in combination with the stimulation platform RBA (Hofmann & Wouters
2010) at a sampling rate of 32 kHz. Each stimulus was presented for 600 seconds
with Etymotic Research ER-3A insert earphones, monaurally to the right ear at
70 dB SPL. Three out of 40 children experienced a mild temporary conductive
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hearing loss (pure-tone average (PTA) at 0.5, 1 and 2 kHz: 23, 24 and 25 dB HL
respectively) due to ear infection or ear congestion at the moment of testing.
Therefore, stimulation level was adjusted individually by PTA − 20 dB, with a
maximum stimulation level of 75 dB SPL. Since no deviating response measures
were observed for these three children, their results were included in the sample.
4.2.4 EEG recording parameters
The continuous EEG was recorded from 64 Ag/AgCl active scalp electrodes, using
the Biosemi ActiveTwo EEG System (Biosemi, Amsterdam, The Netherlands).
The electrodes were mounted on an elastic head cap at the standard positions of
the 10-20 system (Malmivuo & Plonsey 1995). DC offsets between individual
electrodes and the reference electrode CMS were kept between −30mV and
+30mV to ensure stable recording.
The EEG recordings were conducted with a sampling rate of 8192 Hz and a
recording bandwidth of DC-1600 Hz. The recordings were carried out in a double-
walled and soundproof booth with a Faraday cage. During the measurements,
participants were lying on a bed for 3 blocks of 10 minutes while watching a
soundless cartoon to stay awake.
4.2.5 EEG data analysis
Data analyses were performed off-line in MATLAB (The MathWorks Inc. 2005).
The continuous EEG was divided into epochs of 1.024 s. Epochs containing
muscles artifacts (amplitude >150 µV) were rejected using BESA research 5.3
software (BESA 2010). To keep the amount of analyzed epochs equal across
subjects, only the first 448 artifact-free epochs for each participant in each con-
dition were used. In 2 of the 40 children, less than 448 epochs remained after
epoch selection for one (80 Hz) and two conditions (4 and 20 Hz) due to excessive
movement artifacts. These data were excluded for further analyses, resulting in a
total of 39 child measures for all conditions.
Data were off-line re-referenced to Cz. To avoid distortions caused by low drift
and skin potentials, raw data were filtered by a 2 Hz zero-phase high-pass filter
(12 dB/octave). For each recording, epochs were grouped into sweeps of 64
epochs, averaged in the time domain and transformed into the frequency domain





P(s+n)−P(n) were calculated (equation 4.1). The
neural background noise was estimated based on 60 neighboring frequency bins
on each side of the response frequency bin (corresponding to approximately
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0.92 Hz to the left and right side of the modulation rate). The response amplitude
was calculated based on the subtraction of the neural background noise P(n)
from the power of the response plus noise at the tested modulation rate P(s+n).
Furthermore, response Signal-to-Noise-Ratio (response SNR) was calculated
(equation 4.1). The latter measure was based on the ratio between the power of
the response plus noise at the tested modulation rate, P(s+n), and the power of
the noise estimate, P(n). A response was considered significant when the F-ratio
statistic showed a significant difference (p < 0.05) between P(s+n) and P(n),




neural background noise =
√
P(n)




To calculate response phase and phase coherence, complex responses were de-
termined from the frequency-domain representation of each epoch per stimulus
frequency. The overall response phase was calculated from the complex responses
averaged across all epochs and negated to obtain phase delay. Phase coherence
was calculated according to equation 4.2 based on N = 28 groups of 16 epochs
(Picton et al. 2001). For each group i, the mean response phase θi was calculated
from the complex responses averaged across 16 epochs. The phase coherence
varies between 0 and 1, with higher values indicating a lower probability that the
















Hemispheric response asymmetry was calculated by a Laterality Index (LI) (equa-
tion 4.3). The LI was based on the root mean square average of response am-
plitudes,
√
P(s+n)−P(n), of electrodes over the right (R) and the left (L)
hemisphere. The LI was calculated as the difference between R and L normalized







This measure reflects how strongly responses are lateralized to a specific hemi-
sphere. The LI is +1 for a response completely asymmetrical to the right hemi-
sphere, zero for a symmetrical response, and −1 for a response completely
asymmetrical to the left hemisphere.
4.2.6 EEG statistical analysis
For further analyses, an electrode selection was made based on two criteria. First,
selection was based on the position of the electrodes on the scalp. In order to
examine laterality, midline electrodes were excluded. Second, electrode selection
was based on the number of participants with significant responses on each
electrode. A high number of participants had significant responses on parietal
and occipital electrodes. In contrast, the least amount of significant responses
was recorded at frontal electrodes. Therefore, only electrode pairs of mirrored
electrodes with an average amount of significant responses above 70 % for all
conditions were included.
Based on the above mentioned criteria, nine electrodes in the left hemisphere
(TP7, P9, P7, P5, P3, P1, PO7, PO3 and O1) and nine electrodes in the right
hemisphere (TP8, P10, P8, P6, P4, P2, PO8, PO4 and O2) remained for analyses.
Response measures were calculated over the group of electrodes within each
hemisphere. Accordingly, LIs were calculated for the paired group of electrodes.
Response phase and phase coherence were calculated for each of the 18 selected
electrodes.
Statistical analyses were performed with SPSS 20.0 software (IBM Corp. 2011).
All analyses were two-tailed (α= 0.05). Normality of the response amplitudes,
neural background noise, response SNRs, phase coherence and LIs was tested by
a Kolmogorov-Smirnov test for the age groups and the modulation rates separately.
All response values were normally distributed (p = 0.05), with exception of the
neural background noise at 80 Hz and phase coherence. In the latter cases a
nonparametrical test was used to verify findings.
4.3 Results
A repeated-measures ANOVA on response amplitude and neural background
noise was conducted for the three tested modulation rates separately with age
(children versus adults) as between-subject factor and hemisphere (left versus
right) as within-subject factor. With a Watson-Williams multi-sample test for
equal means, we examined for each modulation rate if the mean response phase
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Figure 4.1 Response amplitudes for children (dark gray) and adults (light gray) for 4, 20
and 80 Hz. Bars represent the average response amplitudes over nine electrodes for the left
and right hemispheres. Error bars indicate ± 1 SE. A main effect of hemisphere was found
for 4 Hz and 80 Hz and a main effect of age was found for 4 Hz. An age x hemisphere
interaction effect was observed for 20 and 80 Hz.** p≤ 0.01, *** p≤ 0.001.
in children differed significantly from the mean response phase in the adults. A
Wilcoxon rank-sum test was used to test if phase coherence was significantly
different between children and adults. A one-sample t-test, a Fisher’s exact test
and an independent-sample t-test were performed on the LIs to test if responses
were significantly lateralized to a recording side and to test if the proportion of
individuals with left or right asymmetry (Fisher’s exact test) or the LIs itself
(independent-sample t-test) were significantly different between both age groups.
Moreover, a possible relation between temporal processing asymmetry for theta,
beta and gamma rates and behavioural speech perception skills was investigated
by calculating spearman correlation coefficients. figure 4.1 shows the average
response amplitude per hemisphere, age, group and modulation rate. figure 4.2
plots the average response amplitude next to the average neural background noise
for the two age groups. Topographical maps of current source density, amplitude
voltage, and time-domain waveforms for the grand mean averaged ASSR across
all subjects for each condition are presented in figure 4.4.
4.3.1 Response strength
For 4 Hz, the recorded left and right response amplitudes were (mean± standard
deviation) 1.11± 0.60 and 1.31± 0.61 µV for children and 0.58± 0.25 and
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0.62± 0.28 µV for adults, respectively. For 20 Hz, left and right hemisphere
response amplitude had values of 0.33± 0.15 and 0.34± 0.14 µV for children and
of 0.32± 0.17 and 0.40± 0.21 µV for adults. For 80 Hz, left and right hemisphere
response amplitudes were 38.72± 14.18 and 68.36± 19.91 nV for children and
61.63± 30.59 and 73.42± 30.16 nV for adults.
4.3.2 Effect of age
For 4 Hz, a main effect of age was shown, with significantly higher response
amplitudes (F(1,64) = 29.00, p < 0.001) and neural background noise (F(1,64) =
351.09, p < 0.001) in children compared to adults (mean difference response
amplitude: 0.614 µV; SE: 0.114 µV, mean difference neural background noise:
0.240 µV; SE: 0.013 µV, figure 4.1 and figure 4.2).
For 20 Hz, a main effect of age was only found for neural background noise
(F(1,64) = 19.53, p < 0.001), showing significantly higher neural background
noise in children compared to adults (mean difference: 0.015 µV; SE: 0.003 µV,
figure 4.2).
For 80 Hz, a main effect of age was observed for response amplitude (F(1,64) =
7.18, p = 0.009) with children having significantly smaller response amplitudes
than adults (mean difference: 0.014 µV; SE: 0.005 µV). An independent-sample
t-test indicated that LIs were also significantly different between both age groups
(t(64)= 4.17, p < 0.001, figure 4.3).
4.3.3 Effect of hemisphere
For 4, 20 and 80 Hz, a main effect of hemisphere was found (figure 4.1), showing
that overall ipsilateral right hemisphere response amplitudes were significantly
higher than contralateral left hemisphere response amplitudes (4 Hz: F(1,64) =
7.26, p = 0.009, mean difference: 0.118 µV, SE: 0.044 µV; 20 Hz: F(1,64) =
13.50, p < 0.001, mean difference: 0.042 µV, SE: 0.11 µV; 80 Hz: F(1,64) = 57.97,
p < 0.001, mean difference: 0.021 µV, SE: 0.003 µV). To further examine the
observed main effect of hemisphere, LIs were evaluated separately for each
modulation rate based on a one-sample t-test. For 4, 20 and 80 Hz an ipsilateral
right hemispheric asymmetry was found (4 Hz: t(65) = 2.74, p = 0.008; 20 Hz:
t(65) = 2.55, p = 0.013; 80 Hz: t(65) = 9.36, p < 0.001), confirming the main
effect of hemisphere.
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Figure 4.2 Average response amplitude (solid lines) and neural background noise (dashed
lines) for children (black) and adults (gray) in relation to modulation frequency and for left
and right hemisphere. Error bars indicate ± 1 SE.
72
4.3 Results
Figure 4.3 Mean LIs for children (black) and adults (gray) for 4, 20, and 80 Hz. Error
bars represent the 95 % confidence interval of the mean. (*) p = 0.086, * p < 0.050, **
p < 0.01, *** p < 0.001.
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4.3.4 Age x hemisphere interaction effects
For 4 Hz, no significant age x hemisphere interaction effect was observed.
For 20 Hz, a significant age x hemisphere interaction effect was observed for
the response amplitudes (F(1,64) = 7.67, p = 0.007, figure 4.1). In the right
hemisphere, response amplitudes were significantly higher compared to the left
hemisphere in adults (mean difference: 0.07 µV; SE: 0.02 µV; F(1,64) = 17.56,
p < 0.001) but not in children (F(1,64) = 0.50, p = 0.482). To investigate this
effect on a more individual level, participants in both age groups were categorized
to their left (LI < 0) or right (LI > 0) asymmetric ASSR. A Fisher’s exact test
demonstrated that the proportions of adults with left or right 20 Hz processing
asymmetry differed significantly from the proportion of children (adults: L = 4
(15 %), R = 23 (85 %); children: L = 17 (44 %), R = 22 (56 %), p = 0.017).
For 80 Hz, a significant age x hemisphere interaction effect was observed for
response amplitudes (F(1,64) = 10.76, p = 0.002, figure 4.1). Response ampli-
tudes were significantly smaller in children than in adults at the left side (mean
difference: 0.02 µV; SE: 0.01 µV; F(1,64) = 16.76, p < 0.001) but not at the right
side (F(1,64) = 0.68, p = 0.414). The latter interaction effect was confirmed by a
Fisher’s exact test demonstrating that the proportion of adults with left or right
80 Hz processing asymmetry differed significantly from the proportion of children
(adults: L = 6 (22 %), R = 21 (78 %); children: L = 1 (3 %), R = 38 (97 %),
p = 0.016). In addition, an independent-sample t-test examining differences in
raw 80 Hz LIs between both groups was conducted. This test showed that LIs
differed significantly between children and adults, with children having an LI
more than factor 2.5 larger compared to the LI of the adults (mean LI children:
0.31, mean LI adults: 0.12; t(64) = 4.17, p < 0.001, figure 4.3).
4.3.5 Response SNR
Apart from response amplitude, response strength was evaluated by calculating the
response SNR. The latter parameter takes the neural background noise level into
account. Mean response SNRs were, depending on the condition, in the order of 9
to 15 dB SPL for children and in the order of 10 to 16 dB SPL for adults. Similar
findings were observed for response SNR in comparison to the above described
response amplitude results, except for the observed interaction effect between
hemisphere and age at 20 Hz beta. The latter interaction effect disappeared when
the neural background noise was taken into account by analyzing the response
SNR (F(1,64) = 1.67, p = 0.201).
74
4.3 Results
4.3.6 Response phase and phase coherence
The individual response phase was calculated for all participants at all conditions.
Phase/magnitude plots are given for each group (children/adults) and at each
frequency (4, 20 and 80 Hz) for channel P10 in figure 4.5. Plots were very
similar for the other 17 channels that were used for analysis. In adults, the
response phase (mean±SD) was 144± 27, 78± 30 and 275± 26 degrees for
4, 20 and 80 Hz, respectively. In children, the response phase was 108± 36,
316± 41 and 260± 20 degrees for 4, 20 and 80 Hz, respectively (figure 4.5). A
Watson-Williams multi-sample test for equal means demonstrated that the mean
response phase differed significantly between children and adults for the three
modulation frequencies (4 Hz: mean difference 36 degrees, p < 0.001; 20 Hz:
mean difference 122 degrees, p < 0.001; 80 Hz mean difference 15 degrees,
p = 0.012). When converted to phase delay and expressed in ms, these phase
differences corresponded to latency differences of 25 ms, 17 ms and 0.5 ms for 4,
20 and 80 Hz, respectively. Similar values for response phase were found at the
other electrode channels and differences between children and adults were also
significant on the other electrodes in the left and right hemisphere.
Phase coherence was examined for adults and children at 4, 20 and 80 Hz. The
median phase coherence and interquartile range (IQR) on electrode channels
P9 and P10 is shown in table 4.1. A Wilcoxon rank-sum test demonstrated
that phase coherence was significantly lower in children compared to adults
for 20 Hz in the right hemisphere (electrode P10, p = 0.016) and for 80 Hz in
the left hemisphere (electrode P9, p = 0.002). However, when adjusting the
p-value for multiple comparisons, only the difference in phase coherence at 80 Hz
remained significantly different between children and adults. Similar findings
were observed on the other selected electrodes in the left and right hemisphere.
4.3.7 Hemispheric processing asymmetries and speech
perception performance
In order to investigate the relationship between hemispheric processing asym-
metries and behavioural speech perception performance, spearman correlations
were calculated for the group of children. No significant correlation was found be-
tween the SRT and the LI at 4 Hz (n = 39, p = 0.129), 20 Hz (n = 39, p = 0.651)
and 80 Hz (n = 39, p = 0.803). However, dividing groups based on the side of
hemispheric processing preference (left hemispheric versus right hemispheric
processing preference) resulted in a significant relationship between the strength
of lateralization and speech perception performance. In children demonstrating a
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Figure 4.4 Topographical contour maps and time-domain waveforms for the grand mean
averaged ASSR across all children and across all adults for 4, 20 and 80 Hz. Current source
density maps and amplitude voltage maps are plotted with reference-free interpolation and
represent the maximum positive peak of the grand mean averaged response period. The
electrode positions are indicated by red dots. Time-domain waveforms are plotted with a
Cz reference and represent the response to four cycles of the stimulus at channel P10.
Table 4.1 Phase coherence for adults and children at 4, 20 and 80 Hz. Values are given as
median - IQR.
Electrode channel group 4 Hz 20 Hz 80 Hz
P9 adults 0.68 - 0.16 0.76 - 0.32 0.73 - 0.32
children 0.67 - 0.32 0.72 - 0.22 0.48 - 0.27
0.804a 0.183a 0.002a
P10 adults 0.68 - 0.17 0.85 - 0.22 0.85 - 0.21
children 0.69 - 0.33 0.72 - 0.22 0.84 - 0.28
0.886a 0.016a 0.804a
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Figure 4.5 Phase/magnitude plots for adults (top) and children (bottom) at 4, 20 and 80 Hz.
The angle represents the phase of the response (in degrees) and the distance from the centre
represents the response SNR (dB) at channel P10. The individual data points are indicated
by crosses. The dotted lines show the mean response phase for the respective conditions.
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right hemispheric processing preference for the 20 Hz beta rate, a higher lateral-
ization was significantly related to a lower SRT, i.e. a better speech perception
performance (n = 22, r = −0.49, p = 0.020). No such relationship was seen
for the children demonstrating a left hemispheric processing preference (n = 15,
r =−0.03, p = 0.909).
4.4 Discussion
In the current study, auditory evoked potentials to theta, beta and gamma rates
were measured in a group of typically developing young children and adults.
Hereby, we focused on rates in specific regions corresponding to the duration
of important speech units and where the temporal modulation transfer function
of human auditory perception is known to peak in sensitivity. Results reveal
maturational differences between children and adults in neural auditory processing
at cortical as well as at brainstem level. Response amplitudes at the theta rate
and neural background noise at theta and beta rates were shown to be higher
in children compared to adults. In addition, a different hemispheric response
asymmetry pattern and phase coherence was observed for beta and gamma, but
not for theta, rates in both age groups. Finally, the mean response phase differed
significantly between children and adults at all modulation rates.
4.4.1 Hemispheric response asymmetries in the auditory
system
Hemispheric response asymmetries may be the result of anatomical structures
and connections as well as of functional processing preferences in the auditory
system. Hereby, a lot depends on the level of the auditory system at which
responses are dominantly generated. In general, the lower the stimulus modulation
frequency, the higher in the auditory pathway the response generator (Herdman
et al. 2002; Picton 2011). To that respect, gamma rates (> 40 Hz) are known
to be preferentially processed at brainstem level. Lower theta and beta rates (<
40 Hz) in contrast are known to be dominantly evoked by cortical generators.
In the present study, all stimuli were presented monaurally to the right ear. For
the 4 Hz theta, 20 Hz beta and 80 Hz gamma rate, ipsilateral right hemisphere
response amplitudes were found to be significantly higher than contralateral left
hemisphere response amplitudes in adults (and to some extent in children, see
below). Higher gamma rate modulations are dominantly generated by neurons
in the brainstem and are processed at the ipsilateral side of stimulation, as little
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cross-over to the contralateral side occurs at this level. The present results are
therefore consistent with previous studies reporting dominantly responses to
80 Hz at the ipsilateral side of stimulation (van der Reijden et al. 2005). In
contrast, asymmetry patterns at higher levels of the auditory system are most
likely subject to complex excitatory, inhibitory and inter-hemispheric connections
in the auditory pathway (Bailey 2010). As a result, the lateralization of theta and
beta rates would rather be driven by functional processing preferences based on
differences in their acoustic properties (Obrig et al. 2010). In the current study, a
processing preference to the right hemisphere was found for theta and beta rate
modulations. This corresponds to the observation that for right ear stimulation,
a rightward asymmetry can be observed in the EEG for modulation frequencies
ranging from 4 to 80 Hz (Poelmans et al. 2012b).
4.4.2 Maturational differences in response asymmetry
Yet, asymmetry patterns recorded in the present study were not always similar for
children and adults. Literature shows that cerebral asymmetry is not fixed at birth
but changes substantially throughout development and is subject to experience.
Depending on the task modality, lateralization is in general already evident in
infancy but becomes more pronounced with age (Bishop 2013). For the 4 Hz
theta rate, no main effect of age was observed regarding hemispheric processing
preference. Both children and adults showed a processing preference to the right
and no age-related changes in lateralization were found between both groups.
However, a right processing preference in both groups could only be assumed in
the current study based on monaural right ear stimulation. Yet, right processing
asymmetry for theta rate modulations was previously demonstrated in adults
(Poelmans et al. 2012b; Poelmans et al. 2012a), children (Abrams et al. 2009;
Vanvooren et al. 2014) and even in newborns (Telkemeyer et al. 2009; Telkemeyer
et al. 2011). As such, the functional theta rate processing asymmetry is probably
congenital or early-acquired.
For the 20 Hz beta rate, age-related dissimilarities were observed regarding re-
sponse asymmetry. An interaction effect showed that while responses were not
significantly larger in the right compared to the left hemisphere in children, this
was the case in adults. Phase coherence at 20 Hz in the right hemisphere was
also significantly lower in children compared to adults, which might indicate
reduced neural synchronization in the right hemisphere in children for beta rates.
Additionally, based on individual laterality indices, a significant difference was
observed for the proportion of participants demonstrating a right processing asym-
metry: 85 % of the adults showed a right hemisphere preference in contrast to
only 56 % of the children. A hemispheric processing preference for the 20 Hz
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beta rate therefore seems not yet to be apparent in nearly all five-year-olds, which
might indicate a neurodevelopmental immaturity of functional lateralization. The
latter in turn can be a sign of developmental dissimilarities between children
and adults in the language network. As the used beta rate corresponds to the
average duration of phonemes in speech, the lack of a processing asymmetry
in five-year-olds for this rate can reflect the immaturity for phoneme awareness
seen in this age group (Anthony et al. 2003; Ziegler & Goswami 2005). This
also matches with the finding that the functional lateralization pattern for the
4 Hz syllable rate in children resembles that of adults, since syllable awareness
is to a great extent fully developed in five-year-olds. Holland et al. (2007) also
established that most changes in functional lateralization with age were seen in
late-acquired language skills (Holland et al. 2007). The latter hypothesis gained
strength by the observation that an asymmetric lateralization is advantageous
for speech perception performance. In children having a right hemispheric pro-
cessing preference for the 20 Hz phoneme rate (beta range), we demonstrated
that a higher strength of lateralization, i.e. a more adult-like pattern, resulted
in a significant better performance on phoneme-in-noise perception. A link has
previously been found in literature between speech intelligibility performance
and cortical response to specific syllable and phoneme rates in the theta and beta
range (Poelmans et al. 2012a). Furthermore, another study in adults showed
that right lateralization to speech stimuli decreased when the perceived quality of
the speech signal was reduced (Lamminmäki et al. 2014). Together, this could
indicate that performance on speech perception might be linked to the degree of
lateralization.
For the 80 Hz gamma rate, a significant difference between age groups was found
as well. This difference was mainly apparent in the absolute strength rather
than in the direction of lateralization. While the majority of both age groups
established a processing preference to the right side, the strength of asymmetry
was more than a factor of 2.5 larger in children compared to adults. By analyzing
the amplitude response strength in each hemisphere and for each group, children
had significantly smaller responses at the left, but not the right, side compared to
adults. Phase coherence was also significantly reduced in children for 80 Hz at
the left side. Responses to 80 Hz modulation rates are known to be dominantly
generated in the region of the superior olivary complex (Giraud et al. 2000). As
this region is the first level at which binaural fusion and integration occurs, the
latter findings could indicate changes in the synaptic network distribution in the
area of the brainstem with age. Hereby, the bilateral representation of monaural
sound input might be less developed in five-year-olds compared to young adults.
Indeed, previous research indicates an immature binaural integration of input
from the left and right ear in young childhood. A behavioural study that compared
binaural hearing capacities in a group of 4- to 9-year-olds and adults revealed
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that not all binaural skills were acquired at the age of five (Van Deun et al. 2009).
In addition, a recent neurophysiological study demonstrated that developmental
changes to brainstem components were found to continue past the age of five years
(Skoe et al. 2013). Apart from functional and structural changes in development,
neurochemical changes in ,e.g., GABA inhibition might in part cause the observed
maturational differences (Cho et al. 2013).
4.4.3 Maturational differences in response strength,
neural background noise and response phase
Besides dissimilarities in hemispheric asymmetry patterns between children and
adults, further differences regarding amplitude response strength, neural back-
ground noise and response phase irrespective of recording side were observed
between these groups. Larger response amplitudes were established in children
compared to adults for the 4 Hz theta rate but not for the 20 Hz beta and 80 Hz
gamma rate. This finding corresponds to the results of the study of Tlumak et
al. (2012) which showed that the magnitude of the responses obtained in 6 to 9
year old children are significantly larger at repetition rates below 5 Hz than those
obtained in adults. In resting-state EEG recordings, similar findings for theta fre-
quency bands have been observed as well. The amplitude has been demonstrated
to decrease at theta frequencies as a function of age over childhood (Dustman et
al. 1999) and young adolescence (Whitford et al. 2007; Cragg et al. 2011) into
adulthood. Differences between age groups in response amplitude at theta rates
might indicate maturational changes in synaptic activity, which in turn can be
the consequence of anatomical changes. Decreases and increases in white and
gray matter thickness from childhood into early adulthood have been suggested
to account for changes in response amplitude (Skoe et al. 2013; Cho et al. 2013).
Whitford et al. (2007) demonstrated that changes in neural activity follow a simi-
lar trajectory to changes in brain structure over development, with an age-related
reduction in theta power mirroring an age-related reduction in gray matter volume.
Apart from higher response amplitudes, the present study showed higher neural
background noise for the cortically processed theta and beta rates in children
compared to adults. Therefore, the differences in amplitude response to cortical
rates between those groups might in part have been influenced by the differences
in present neural background noise. Regarding response phase, significant differ-
ences were demonstrated between children and adults. Response latencies seemed
to be significantly longer for children than for adults at all tested frequencies. For
80 Hz, the longer ASSR latency of 0.5 ms is in line with a longer peak V latency
by 0.23 ms of the auditory brainstem response for young children at an age of
60 months (Issa & Ross 1995). These findings may imply that from brainstem
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to cortex along the auditory pathway, differences in myelination occur between
five-year-olds and young adults, resulting in a dissimilar efficiency of auditory
signal transmission. Indeed, myelination of axons have been shown to continue
until early adulthood and to play an important role in brain maturation (Nagy et
al. 2004). Alternatively, these differences might also reflect synaptic changes or
anatomical differences in cortical folding in the region where responses to these
modulation rates are generated (Nie et al. 2013). In sum, using age-related norms
for response strength, as well as for residual noise measurements and latency and
avoiding groups with a too broad age range remain therefore important in clinical
and experimental ASSR applications.
4.4.4 Auditory oscillations and neurodevelopmental
disorders
Studying the development of response strength, neural background noise and
functional lateralization offer important information regarding normal auditory
maturation and may act as a reference for the investigation of deviances in
auditory development. Deviant responses to cortical and brainstem oscillations
have been shown to occur in language-related disorders and an atypical cerebral
lateralization has frequently been associated with cognitive functions (Groen et al.
2012). In that respect, atypical neural response patterns to oscillatory rates might
help identify the origin and nature of neurodevelopmental disabilities.
4.5 Conclusions
The present study investigated the maturational differences between five-year-old
children and adults for the processing of theta, beta and gamma rate modulations
at frequencies highly relevant for speech decoding. Maturational differences
between groups were observed at these rates for response strength, neural back-
ground noise, hemispheric response asymmetry and response phase. The response
amplitudes were higher in children compared to adults for 4 Hz theta. It was also
suggested that cortical auditory processing of 20 Hz beta develops from a general
processing pattern into a more specialized asymmetric right processing preference
over age. Regarding neural background noise, higher noise values were found in
children compared to adults for the cortical theta and beta stimulus rates, urging
the need for taking neural background noise into consideration when analyzing
different age groups for clinical and experimental EEG applications. At brainstem
level, an enhancement of bilateral representation of monaural sound input with
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age was suggested, as contralateral left response amplitudes at 80 Hz gamma were
significantly smaller and asymmetry to the ipsilateral right was more than a factor
2.5 larger in children compared to adults. The present study is therefore one of
the first to demonstrate that developmental changes at auditory brainstem level
continue past the age of five years. The mean response phase was also shown
to be significantly different between both age groups at all investigated modu-
lation rates, suggesting a dissimilar efficiency of auditory signal transmission
from brainstem to cortex along the auditory pathway. The present findings offer
important information about typical auditory maturation and may serve as a guide
for the detection of neural developmental deviances in the framework of cognitive,
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Abstract
Several theories suggest that the literacy impairments observed in individuals with
dyslexia are a symptom of atypical lower level auditory processing. A variety of
auditory processing differences have been proposed in poor readers, at the level of
the brainstem, cortex or both. The precise nature of neural auditory impairments
in individuals with dyslexia, as well as the occurrence before or during early
reading development, remains unclear. In the current study, cortical and brainstem
auditory evoked potentials to 4, 20 and 80 Hz rate modulations were measured in
87 children at high and low family risk for dyslexia during the development from
prereader (5 years) to beginning reader (7 years). Our results show maturational
differences, indicating that the start of reading acquisition exerts a top-down
influence on the emergence of mature hemispheric specialization. Only a small
effect of family risk for dyslexia could be observed at cortical level, suggesting
no major effect of hereditary risk on the processing of cortical auditory cues in
beginning readers. However, an influence of dyslexia phenotype was shown at
brainstem level, demonstrating that subcortical auditory processing mechanisms
may play a role in the development of reading disorders during the first year of
reading instruction.
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5.1 Introduction
Individuals with developmental dyslexia suffer from severe and persistent read-
ing and spelling problems, despite adequate intelligence and education. This
neurological and hereditary disorder is thought to be caused by difficulties in
representing and manipulating the phonological structure of words at the syllable
and/or phoneme level (Vellutino et al. 2004). The underlying cause of this phono-
logical deficit remains however subject of debate. Several theories suggest that
atypical lower level auditory processing accounts for the phonological and literacy
problems observed in dyslexia. Impairments have been proposed to occur in the
temporal sampling of speech, reflected at certain neural oscillations (Goswami
2011). As neural oscillations (delta: 0.5 - 4 Hz, theta: 4 - 8 Hz, alpha: 8 - 13 Hz,
beta: 13 - 30 Hz and gamma: 30 - 80 Hz) coincide with important temporal
rates in speech (syllable rate in the theta range; phoneme rate in the beta and
low-gamma range), they are thought to underlie the analysis of temporal auditory
information (Giraud & Poeppel 2012). The stimulus-induced phase-locking of
distinct oscillatory rhythms plays a role in the encoding of information at different
temporal rates. Hereby, based on animal as well as human studies, slow temporal
rates (< 40 Hz) are known to be dominantly processed by cortical structures,
whereas rapid (> 40 Hz) rates are dominantly processed in the auditory brainstem
(Herdman et al. 2002; Giraud et al. 2000; Picton 2011). Within this context,
syllable and phoneme rate modulations have been shown to have an atypical pro-
cessing asymmetry and to lack hemispheric specialization in school-aged children
and adults with dyslexia (Abrams et al. 2008; Abrams et al. 2009; Lehongre et al.
2011; Hämäläinen et al. 2012a). Apart from cortical processing abnormalities,
processing deviances have been found at other levels of the auditory system, in-
cluding the auditory brainstem (Banai et al. 2009; Hornickel et al. 2009). Hence,
no consensus exists on the precise nature of neural auditory impairments in the
framework of dyslexia. In addition, very little is known about how cortical and
brainstem responses appear and develop in young children and to what extent they
are influenced by reading instruction. The identification of prereading deficits in
neural auditory processing is crucial to understand causation in developmental
dyslexia.
Based on Auditory Steady-State Responses (ASSRs) in the EEG, we recently
reported a mature hemispheric specialization for syllable rate modulations and an
immature hemispheric specialization for phoneme rate processing in five-year-old
prereading children at high and low family risk for dyslexia (Vanvooren et al.
2014). In the current study, these children were followed-up during the first year
of reading acquisition, and ASSR measurements were repeated at the age of 7.
We aimed to determine maturational differences in neural oscillatory activity over
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the course of reading development. Additionally, our goal was to examine the
possible influence of family risk for dyslexia and of a dyslexia phenotype on the
development of auditory processing at cortical and brainstem level. The design
of the current study can provides novel and unique insights about the nature of
possible auditory processing deviances in dyslexia together with their occurrence
prior to and during reading onset.
5.2 Materials and methods
5.2.1 Participants
In this study, eighty-seven children participated. Children were followed up in
the framework of a longitudinal dyslexia study from kindergarten to school age,
providing data at different developmental stages. All participants were native
Dutch speakers without a history of brain damage, hearing loss or visual problems.
Forty-four participants were children with an increased family risk for dyslexia
(high-risk, HR) based on first-degree relatives with an official dyslexia diagnosis.
The other forty-three were matched control children (low-risk, LR) without a
family history of dyslexia (see Vanvooren et al. (2014) for further details about
the participants). For the current report, the children were tested at two different
points in time: (1) at the start of third kindergarten (i.e. one year before the onset
of formal reading instruction) at an average age of 5 years 2 months (2) two years
later at the start of second grade (i.e. after one year of reading instruction) at an
average age of 7 years 2 months.
Only children that were right-handed, as assessed by the Edinburgh Handedness
Inventory (Oldfield 1971), and that had not moved excessively during all EEG
recordings (i.e. had a sufficient amount of artifact free data) were included in the
analyses. This resulted in a total of 75 participants at the first point in time and a
total of 67 participants (including a dropout of 8 individuals) at the second point
in time.
All tests were approved by the medical ethics committee of the University Hos-
pitals Leuven. Written informed consent was obtained from the parents. The
participating children gave verbal assent.
5.2.2 EEG Stimulus parameters
Neural sensitivity to auditory temporal cues was investigated by recording ASSRs
embedded in the EEG. ASSRs measure the ability of the auditory system to fire
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synchronously to the rhythm, i.e. the modulation rate, of an auditory stimulus
(Picton et al. 2003; Picton 2011). These responses can be recorded from cortical
sources as well as from deeper sources such as the brainstem (Picton 2011).
ASSR stimuli consisted of continuous 100 % amplitude-modulated speech-
weighted noise at 4, 20 and 80 Hz. The noise carriers were derived from the
speech-weighted masking noise of the Leuven Intelligibility Sentence Test (LIST),
which contains the long-term average speech spectrum of 730 sentences of a fe-
male speaker (van Wieringen & Wouters 2008). Stimuli were presented by a
RME Hammerfall DSP Multiface multichannel soundcard in combination with
the stimulation platform RBA (Hofmann & Wouters 2010) at a sampling rate of
32 kHz. Each stimulus was presented monaurally to the right ear at 70 dB SPL
for approximately 600 seconds with Etymotic Research ER-3A insert earphones.
Four out of 75 children suffered a mild temporary conductive hearing loss (Pure
Tone Average (PTA) at 0.5, 1 and 2 kHz > 20 dB HL: 22, 23, 24 and 25 dB HL
for the four children, respectively) in the right ear due to ear infection or ear con-
gestion at the moment of the first testing. For these children, overall stimulation
level was adjusted individually according to their PTA, with + X dB for X the
PTA value above 20 dB HL. Hence, the sensation level was at least 50 dB SL for
all children and the maximum stimulation level was 75 dB SPL.
5.2.3 EEG Recording parameters
The same test procedure was used at both measurement time points. The continu-
ous EEG was recorded from 64 Ag/AgCl active scalp electrodes using ActiveTwo
System software (Biosemi, Amsterdam, The Netherlands). The electrodes were
mounted on a child sized elastic head cap at the standard positions of the 10-20
system (Malmivuo & Plonsey 1995). The EEG recordings were conducted with
a sampling rate of 8192 Hz and a recording bandwidth of DC to 1600 Hz. The
recordings were carried out in a double-walled and soundproof booth with a
Faraday cage. During the measurements, children were lying on a bed for 3
blocks of approximately 10 minutes each while watching a soundless cartoon to
stay awake. The cartoon was projected on a screen above the participant’s head
providing a comfortable viewing experience.
5.2.4 EEG Data analysis
Data analyses were performed off-line in MATLAB (The MathWorks Inc. 2005).
The continuous EEG was divided into epochs of 1.024 s. Epochs containing
muscle artifacts (amplitude > 150 µV) were rejected using BESA research 5.3
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software (BESA 2010). To keep the amount of analyzed epochs and the signal-
to-noise ratio (SNR) equal across participants, only the first 448 artifact-free
epochs for each participant in each condition were used. Spread over the two
measurement points, 13 recordings (5, 4 and 4 for 4, 20 and 80 Hz, respectively)
with less than 448 epochs were excluded, resulting in a total of 62, 63 and 63
participants (for 4, 20 and 80 Hz, respectively) having data at both time points.
Analyses were performed on electrode level off-line referenced to Cz. To avoid
distortions caused by DC drift and skin potentials, raw data were filtered by a
2 Hz zero phase high pass filter (12 dB/octave). For each recording, epochs were
grouped into sweeps of 64 epochs, averaged in the time domain and transformed
into the frequency domain using a Fast Fourier Transform (FFT).
Next, the Signal-to-Noise-Ratio of the response (response SNR) was calculated
(equation 5.1) based on the ratio between the power of the response plus noise at
the tested modulation rate, P(s+n), and the power of the noise estimate, P(n), of
60 neighboring frequency bins on each side of the response frequency bin (corre-
sponding to approximately 0.92 Hz to the left and right side of the modulation
rate). A response was considered significant when the F-ratio statistic showed
a significant difference (p < 0.05) between P(s+ n) and P(n), corresponding
to a response SNR of 4.8 dB. Negative response SNRs were transformed to the
baseline level of 0 dB (Alaerts et al. 2009; Poelmans et al. 2012a; Poelmans et al.
2012b).




Furthermore, hemispheric response asymmetry was calculated by Laterality Index
(LI) (equation 5.2). The LI was based on the root mean square average of
response amplitudes,
√
P(s+n)−P(n), of electrodes over the right (R) and the
left (L) hemisphere. The LI was calculated as the difference between R and L
normalized by the sum of R and L. This measure reflects how strongly responses
are lateralized to a specific hemisphere. The LI is +1 for a response completely
asymmetrical to the right hemisphere, zero for a symmetrical response, and −1
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5.2.5 Literacy performance
To assess literacy skills, two standardized reading tests were administered at the
start of second grade: the One-Minute Word Reading test (Brus & Voeten 1973)
and the Klepel Nonword Reading test (van den Bos et al. 1994), measuring
real word reading and nonword reading, respectively. The children had to read
a list of (non)words of increasing difficulty as fast and accurately as possible.
For scoring, both speed and accuracy were taken into account. In addition, a
standardized spelling test (Dudal 1997) was administered at the start of second
grade to assess spelling abilities. Children were required to spell single words
presented in isolation, single words presented in a sentence context and short
sentences.
5.2.6 Statistical analysis
For the EEG analyses, an electrode selection was made based on the position of
the electrodes on the scalp and response sensitivity. In order to be able to examine
laterality, midline electrodes were excluded. Response sensitivity was quantified
by the number of participants with significant responses on each electrode. Only
electrode pairs of mirrored electrodes with an average amount of significant re-
sponses above 70 % for all conditions were included.
Based on the above mentioned criteria, nine electrodes in the left hemisphere
(TP7, P9, P7, P5, P3, P1, PO7, PO3 and O1) and right hemisphere (TP8, P10,
P8, P6, P4, P2, PO8, PO4 and O2) were retained for analyses. Response SNRs
were calculated by averaging the group of electrodes within each hemisphere.
Likewise, LIs were calculated for the paired group of electrodes.
Statistical analyses were performed with the software SPSS 20 (IBM Corp. 2011).
All analyses were two-tailed (α= 0.05). Response SNRs and LIs distributions
did not violate normality assumptions (Kolmogorov-Smirnov test, α= 0.01 for
participant groups and modulation rates separately).
In order to define subgroups based on literacy skills, we looked at literacy achieve-
ment at the start of second and third grade, assessed with standardized reading
and spelling tasks. Children were categorized as dyslexic when they had a score
below the 10th percentile on the word reading tasks and/or the spelling task at two
consecutive test moments, i.e., in both second and third grade. It should be noted
that children who were identified as dyslexic based on a score below percentile
10 on spelling also performed below percentile 10 for reading on at least one
test moment and below percentile 25 on reading for all test moments. 14 out of
67 children were classified as dyslexic (DYS). A further division in the current
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Table 5.1 Overview of the number of HR-DY, HR-NR, LR-NR and LR-DY children with
data at two points in time.
HR LR
HR-DY HR-NR LR-NR LR-DY Total
4 Hz 11 17 32 2 62
20 Hz 10 18 33 2 63
80 Hz 12 18 31 2 63
sample was made based on family risk (genotype) and literacy achievement (phe-
notype). This resulted in 33 Low-Risk Normal Reading (LR-NR) participants, 2
Low-Risk Dyslexic Reading (LR-DY) participants, 18 High-Risk Normal Reading
(HR-NR) participants and 12 High-Risk Dyslexic Reading (HR-DY) participants
(see table 5.1).
For the average response SNRs and LIs separately, two mixed-factorial ANOVAs
were conducted per modulation rate. The first ANOVA (A1) was conducted with
hemisphere (left vs right) and age (5 years vs 7 years) as within-subject factors
and family risk for dyslexia (group: HR vs LR) as between-subject factor. A
second ANOVA (A2) was conducted with the same within-subject factors but
with family risk and literacy achievement (group: HR-NR, LR-NR, DYS) as
between-subject factor. To enlarge the group size, LR-DY and HR-DY were
combined to form one group DYS.
5.3 Results
The present study aimed to examine the evolution of cortical and brainstem
responses during the first stage of reading acquisition. Moreover, it was aimed
to investigate the influence of family risk for dyslexia and dyslexia phenotype
on neural response patterns important for speech encoding. Neural response
strength and hemispheric asymmetry patterns were investigated in a large group
of children at high and low hereditary risk for dyslexia one year before and one
year after the start of reading tuition.
5.3.1 Effect of hemisphere and age
For 4, 20 and 80 Hz main effects of hemisphere and age were found for response
SNRs and LIs irrespective of group in both ANOVA A1 (between-subject factor
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Figure 5.1 Average response SNR for LR-NR (dark gray), HR-NR (light gray) and DYS
(white) children at 5 years (without pattern) and 7 years (with pattern) for 4, 20 and 80 Hz.
Error bars indicate mean± 1 SE.* p≤ 0.05, ** p≤ 0.01, *** p≤ 0.001.
family risk for dyslexia) and A2 (between-subject factor dyslexia phenotype).
The results of A2 are given below (see also figure 5.1), however the main and
interaction effects of A1 were similar.
For 4 Hz, main effects of hemisphere (F(1,59) = 12.55, p = 0.001) and age
(F(1,59) = 5.80, p = 0.019) were observed for response SNRs but not for LIs.
The main effect of hemisphere showed that responses were significantly larger
in the right compared to the left hemisphere (mean difference: 1.2 dB). The
main effect of age demonstrated that overall responses to 4 Hz modulations were
significantly larger in 7-year-olds compared to 5-year-olds (mean difference:
1.2 dB).
For 20 Hz, a main effect of age was observed for responses SNRs (F(1,60) = 29.51,
p < 0.001) and LIs (F(1,60) = 7.27, p = 0.009). Mean response SNRs were
2.2 dB larger at an age of 7 years compared to an age of 5 years. Mean LIs of
7-year-olds (mean LI: 0.03) differed significantly from LI of 5-year-olds in all
groups (mean LI: −0.03). Moreover, a significant hemisphere x age interaction
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effect (F(1,60) = 10.33, p = 0.002) was apparent for response SNRs. Responses
recorded at the right hemisphere were larger than responses recorded at the left
hemisphere at the age of 7, but not at the age of 5 (mean difference between left
and right at 7 years: 0.7 dB).
For 80 Hz, a main effect of hemisphere (F(1,60) = 146.61, p < 0.001) was found,
indicating that mean response SNRs were 3.9 dB larger at the right compared
to the left side. Furthermore, an interaction effect between hemisphere and age
(F(1,60) = 6.00, p = 0.018) was observed, demonstrating that left hemisphere
(but not right hemisphere) response SNRs were significantly larger at 7 years
compared to 5 years (mean difference 0.9 dB, p = 0.030). LIs also confirmed
the latter finding: a main effect of age (F(1,60) = 6.82, p = 0.011) showed that
responses were significantly less lateralized to the right at 7 years (mean LI: 0.18)
compared to at 5 years (mean LI: 0.25).
5.3.2 Differences between groups based on family risk for
dyslexia (A1)
In ANOVA A1 (between-subject factor: HR vs. LR), only differences were
obtained for LIs (figure 5.2).
For 4 Hz, no significant main effects of groups or interaction effects between
group and other factors were observed.
For 20 Hz, an age x group interaction effect (F(1,61) = 4.01, p = 0.049) was
found for LIs. The shift in strength of lateralization to the right hemisphere over
age appeared to be only significant for HR children (mean LI difference: 0.08,
p = 0.004) and not for LR children (mean LI difference: 0.01, p = 0.726).
For 80 Hz, a main effect of group (F(1,61) = 5.67, p = 0.020) was observed for LIs.
Hereby, responses to 80 Hz of LR children were significantly more lateralized
to the right in comparison to HR children (LR: mean LI = 0.28; HR: mean LI =
0.18).
5.3.3 Differences between groups based on dyslexia
phenotype (A2)
For 4 and 20 Hz, no significant main effect of groups or interaction effects between
group and other factors were observed.
For 80 Hz, a main effect of group (F(1,60) = 4.00, p = 0.024) was observed for
LIs, indicating that responses to 80 Hz of LR-NR children were significantly
more lateralized to the right in comparison to DYS children (p = 0.020, LR-NR:
mean LI = 0.28; DYS: mean LI = 0.13). No significant difference in LI was
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Figure 5.2 Mean LIs for LR (dark gray) and HR (light gray) children at 5 years and 7
years for 4, 20 and 80 Hz. Error bars represent the 95 % confidence interval of the mean. *
p≤ 0.05.
observed between HR-NR and DYS (p = 0.264) or between HR-NR and LR-
NR (p = 0.999). Furthermore, a group x age interaction effect (F(1,60) = 4.92,
p = 0.011) was observed for the response SNRs (figure 5.1), showing that overall
responses were significantly smaller at 5 years compared to 7 years for DYS
(mean difference: 1.8 dB, p = 0.004) but not for HR-NR (mean difference: 0.3 dB,
p = 0.513) or LR-NR (mean difference: 0.4 dB, p = 0.391).
5.4 Discussion
In the current study, auditory evoked potentials to cortical and brainstem mod-
ulations rates important for speech perception were conducted in five-year-old
prereaders and repeated in the same group when they reached the age of seven.
Over the course of development, maturational differences in overall response
strength and laterality were observed for 4, 20 and 80 Hz modulation rates. Fur-
thermore, differences were found for the 20 and 80 Hz rates between children at
high and low family risk for dyslexia and between children with and without a
dyslexia phenotype.
A first maturational difference applied to the overall response strength (response
SNRs). Cortical 4 and 20 Hz responses were demonstrated to be consistently
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larger (in the order of 1 and 2 dB, respectively) at the age of 7 compared to the
age of 5 years, irrespective of recording side. This might indicate maturational
changes in synaptic activity due to enhanced neural synchronization or due to
a higher amount of neurons firing synchronously to the stimulus. Alternatively,
neural encoding might become more resistant to the deleterious effects of back-
ground noise over age (Russo et al. 2005). For the 80 Hz modulation rate, larger
response strength with increasing age was shown as well, but only at the left side.
As the 80 Hz rate is dominantly processed in the region of the superior olivary
complex and the inferior colliculus (Giraud et al. 2000), an increased bilateral
representation of a monaural stimulus might reflect an enhancement in binaural
fusion and integration at brainstem level.
Regarding hemispheric processing asymmetry, right hemisphere responses were
found to be larger than left hemisphere responses for the 4 Hz syllable rate, inde-
pendent of the age at which the measurements were conducted. Right asymmetry
for syllable rate modulations have been consistently established in literature in
all age ranges, even in infants (Poelmans et al. 2012b; Poelmans et al. 2012a;
Abrams et al. 2009; Telkemeyer et al. 2009; Telkemeyer et al. 2011). For the
20 Hz phoneme rate, this processing asymmetry was only demonstrated when
children reached the age of 7 years. This was also reflected in the laterality
measures, with an increase in strength of laterality to the right for 20 Hz with
increasing age. In contrast to the immature symmetric processing observed at 5
years, a mature adult-like processing asymmetry seems therefore to be present
two years later. As phoneme awareness emerges largely as a consequence of
tuition in reading (Anthony et al. 2003; Ziegler & Goswami 2005), the start of
reading acquisition might have been the key pressure that triggered the emergence
of a hemispheric specialization for phoneme rate processing. In other words,
the explicit reading instruction and subsequent growth in phoneme awareness
could have influenced the development of hemispheric specialization to process
phoneme rate modulations in a top-down way. Alternatively, changes in the
development of speech perception can have influence the degree of hemispheric
specialization (Vanvooren et al. 2015). For the 80 Hz brainstem rate, an ipsilateral
right processing asymmetry was observed in accordance to literature (Herdman et
al. 2002; Poelmans et al. 2012b; Picton 2011). However, the strength of laterality
to the right decreased with age, reflecting the maturational increase in response
strength at the left. In sum, the present data suggests that in a two-year period
around reading onset, an enhancement in neural synchronization and integration
at cortical and brainstem level occurs. In addition, the start of reading acquisition
seems to exert a top-down influence on the emergence of mature hemispheric
specialization.
Besides the maturational growth demonstrated in all children, different develop-
mental trajectories were found between groups based on family risk for dyslexia
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and based on dyslexia phenotype depending on the modulation rate of the stimu-
lus.
For the cortical syllable and phoneme rates no strong evidence was observed for
group differences. For 4 Hz, no differences were observed between groups based
on family risk or dyslexia phenotype. The lack of any group differences on the
syllable rate, suggests that if cortical phase-locking is impaired in individuals with
dyslexia, this impairment is unlikely to be in theta range. Although these results
do not support the temporal sampling framework (Goswami 2011), they are not
incompatible with this theory either when taken into account that an atypical
processing of lower temporal rates might express itself in altered processing pat-
terns at higher rates. Alternatively, decreased phase-locking of neuronal activity
might occur at even lower temporal rates, for instance in the delta range, around
2 Hz. In this range, prosodic events such as stressed syllables and speech rhythm
occur. Indeed, Hämäläinen et al. (2012) found intact 4 Hz processing but reduced
phase-locking at 2 Hz in adults with dyslexia (Hämäläinen et al. 2012a). Support
for the developmental importance of oscillatory entrainment to 2 Hz amplitude
modulations has been offered by other studies as well (e.g. Leong et al. 2014).
For the 20 Hz phoneme rate, LIs were significantly different between the two
points in time for the children at high family risk for dyslexia, irrespective of later
actual reading performance. This difference was not present in children at low
family risk for dyslexia. Likewise, the few other longitudinal dyslexia studies
beginning in young childhood also identified atypical neural auditory processing
in the at-risk sample just before reading onset (Raschle et al. 2011; Hämäläinen
et al. 2013; Hämäläinen et al. 2015). The latter findings point towards a genetic
mechanism, independent of environmental factors or functional outcome. The
anomalies observed could be linked to the susceptibility genes found for dyslexia,
as they support biological mechanisms such as neuronal migration and axonal
guidance (Kere 2014). However, a main effect of group was not observed and
phoneme rate lateralization seemed to be mature at the age of 7 for both groups.
Deviances in children at high risk for dyslexia might therefore have arisen during
the developmental course from prereader to beginning reader or even earlier than
the start of the present study, in early kindergarten or in infancy. Evidence was
found previously that phoneme rate oscillations support syllable discrimination
already in the earliest stages of language acquisition (Ortiz-Mantilla et al. 2013)
and that neural deviances in future poor readers are already apparent in infancy
(Leppänen et al. 2010; van Zuijen et al. 2013).
Since no group differences for 20 Hz were found both at 5 and 7 years of age, this
might also indicate, together with the lack of group differences for 4 Hz, no or
minimal effects of dyslexia on cortical processing level for basal auditory stimuli.
Possibly, the used stimuli in the current study were not complex enough to find
any effects. Hornickel and Kraus (2013) observed weaker response consistency
96
5.4 Discussion
in poor school-aged readers only when using the most acoustically complex and
linguistically meaningful parts of speech sound, whereas no deficits were ob-
served for less complex stimuli (Hornickel & Kraus 2013). Moreover, attenuated
delta, theta and low gamma responses were shown when stimuli with the same
spectro-temporal complexity became unintelligible, suggesting an impact of top-
down control on basal auditory processing (Gross et al. 2013). At the level of the
cortex, a specific deficit may exist in individuals with dyslexia in combining the
detailed acoustic phonetic information available in the sound signal with linguistic
knowledge. The particular problem might therefore be centered in the integration
of bottom-up acoustic processing and lexical top-down information, rather than at
the single segmental level of auditory processing. Nonetheless, on behavioural as
well as neural level, deficits in processing of basic auditory cues without linguistic
content have been observed before in individuals with dyslexia. In adults with
dyslexia, differences in sensitivity to auditory modulations where found for tonal
(Witton et al. 2002), white noise (McAnally & Stein 1997) and speech-weighted
noise (Poelmans et al. 2012a) stimuli amplitude-modulated at 20 Hz. In addition,
it has been shown that discrimination of speech stimuli based on neural response
patterns depends on acoustic patterns that potentially underlie intelligibility but
are not an index of higher-order linguistic operations (Howard & Poeppel 2010).
Several dyslexia studies demonstrated that the phonological deficit in dyslexia
is not restricted to speech sounds but follows a more basic temporal auditory
processing deficit (e.g. Vandermosten et al. 2010). The lack of clear differences
at syllable and phoneme rates in the present study, together with the latter findings
in literature, imply no effect of dyslexia phenotype on neural auditory processing
at the first stage of reading acquisition. As such deviances are observed in older
children and adults, a detrimental effect of poor literacy could be suggestive
of possible auditory processing differences when reading level becomes more
advanced or when compensatory mechanisms start to manifest in poor readers.
Alternatively, the results might be blurred due to the fact that not all children with
a reading impairment will show atypical neural auditory processing (Pennington
et al. 2012). The processing of cortical 4 and particularly 20 Hz rates might rather
be linked to behavioural predictors for dyslexia such as speech perception instead
of to reading (dis)ability itself. Indeed, speech-in-noise perception was previously
demonstrated to be the only predictor for future reading skills. Additionally, a link
between neural processing at 20 Hz and behavioural speech perception was shown
(Vanvooren et al. 2015). A cortical processing deficit could also be expressed in
an abnormal encoding in ascending and descending subcortical auditory pathways
(see below).
For the brainstem rate, an influence of dyslexia phenotype on response strength
and hemispheric response asymmetry seemed to be apparent. Overall response
strength at 80 Hz was significantly smaller prior compared to after reading in-
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struction for the children who developed dyslexia. This was not the case for LR
and HR normal reading children. The latter can be indicative of a failure in the
synchronicity of activity at brainstem level in future impaired readers just before
the onset of reading acquisition. Increased subcortical response variability has
been seen before in literature (Banai et al. 2009). Furthermore, cortical and
subcortical activity may modulate each other through ascending and descending
auditory pathways. The inferior colliculus in specific receives substantial effer-
ent connections directly from the auditory cortex. In a mature system, sensory
processing within the inferior colliculus is largerly dominated by top-down corti-
cofugal tuning. The corticofugal auditory system adjusts and improves subcortical
auditory processing by enhancing oscillatory activity (Suga et al. 2000; Nuñez &
Malmierca 2007). As a result, instead of a specific deviance at brainstem level, the
smaller response strength in future impaired readers might as well reflect poorer
feedback loops in the descending auditory system. Hereby, processing deficits
at cortical level may result in a failure to tune the brainstem via corticofugal
pathways to critical information-bearing cues within the signal, resulting in defi-
cient brainstem encoding (Chandrasekaran et al. 2014). Likewise, an abnormal
functional relationship between brainstem and cortical auditory processing was
demonstrated in school-aged children with dyslexia (Wible et al. 2005).
In sum, this study investigated EEG-derived evoked responses to cortical and
brainstem modulation rates in young children during the development from pre-
reader to beginning reader. Over a two-year time course around reading onset,
maturational changes in neural oscillatory activity were observed for all inves-
tigated modulation rates, indicating an enhancement in neural synchronization
and integration at cortical and brainstem level. In addition, the start of reading
acquisition seems to exert a top-down influence on the emergence of mature hemi-
spheric specialization at phoneme level. Besides general maturational differences,
developmental differences between groups based on family risk for dyslexia were
observed on cortical phoneme level, independent of actual reading performance.
However, these were not significant in a group comparison, suggesting no major
effect of 4 Hz theta and 20 Hz beta auditory processing on reading performance
during the first year of reading instruction. Auditory processing differences at
cortical level are proposed to occur in infanthood or to arise in advanced readers as
a consequence of reading failure. In contrast, an influence of dyslexia phenotype
was shown at brainstem level, suggesting that subcortical auditory processing




General discussion and conclusion
6.1 Summary of research findings
This PhD project aimed to investigate the presence and precise nature of the
auditory temporal processing deficit and its relation to phonological and literacy
problems in dyslexia. By means of a longitudinal study, we followed 87 pre-
reading children at high and low family risk for dyslexia from the last year of
kindergarten until the start of third grade. During this period, we studied their
behavioural and neural temporal auditory processing development together with
their cognitive and reading development. The main core findings of the presented
studies are summarized in 6.1.1, 6.1.2, 6.1.3 and 6.1.4.
6.1.1 Study 1: Neural processing of syllable and phoneme
rate modulations in prereaders
In the first study, ASSR to syllable and phoneme rate modulations were measured
in a group of 5-year-old, prereading children at high and low family risk for
dyslexia. The results demonstrate that prereading children have a right hemi-
spheric preference for processing syllable rate modulations. In contrast, symmet-
ric processing of phoneme rate modulations was observed. No clear differences
between the children at high and low family risk for dyslexia could be detected.
These results suggest that, while hemispheric specialization for processing syl-
lable rate modulations seems to be mature in prereading children, hemispheric
specialization for phoneme rate modulation processing may still be developing.
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6.1.2 Study 2: Prereading auditory processing and speech
perception and their relation to later literacy
The second study investigated the sensitivity to frequency modulation, amplitude
rise time and speech-in-noise perception in prereading children with behavioural
psychophysical tasks. Prereading auditory and speech perception skills were
compared with phonological and literacy-related skills at first and second grade.
Group comparisons demonstrated no effect of family risk for dyslexia on preread-
ing auditory processing and speech perception skills. However, a relation was
present between the performance on these skills in kindergarten and later phonol-
ogy and literacy. The latter indicates that the influence of auditory processing
and speech perception on phonology and literacy precedes the start of reading
acquisition. By clearly disentangling between fine structure and envelope cues,
this study proves that prereading dynamic auditory envelope cues (measured by
rise time discrimination) in particular are important for later phonology, while
prereading speech-in-noise perception seems to operate as a sole and unique
predictor for later reading performance.
6.1.3 Study 3: The maturation of syllable and phoneme
rate modulations in a normal reading population
The third study investigated ASSR in a group of normal-reading adults and
compared these to the measurements conducted in the prereading children of
the first study. The results indicate that response SNR values are significantly
larger in adults compared to children for the cortical syllable and phoneme rate
modulations as well for the rate at brainstem level. In addition, a significant
right hemispheric preference for phoneme rate processing is observed in adults, a
preference that could not be found in prereading children. Moreover, although
both children and adults had a right hemispheric processing preference for the
80 Hz brainstem response, laterality of the brainstem auditory response seem
to be more pronounced in children compared to adults. A detailed analysis
demonstrates that responses to 80 Hz ASSR are significantly lower in the left side
in children, indicating that maturation at brainstem level still occurs beyond the
age of five years.
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6.1.4 Study 4: Neural processing of syllable and phoneme
rate modulations in beginning readers
In the last study of this project, ASSR were repeated in the same group of children
one year after the start of reading instruction at an age of 7 years, in order to
examine the influence of beginning reading on the neural processing of syllable
and phoneme rate modulations and brainstem rate modulations. Over a two-year
time course near reading onset, maturational changes in neural oscillatory activity
were observed for all investigated modulation rates, indicating an enhancement
in neural synchronization and integration at cortical and brainstem level. In
addition, the start of reading acquisition seemed to have exerted a top-down
influence on the emergence of mature hemispheric specialization at phoneme
level. Besides general maturational differences, a clear influence of dyslexia
phenotype was shown at brainstem level, suggesting that subcortical auditory
processing mechanisms may play a role in the development of reading disorders
at reading onset.
6.2 Practical relevance
The present findings may have clinical implications for future diagnostic and
remediating purposes. First, we acquired knowledge about the specific nature of
the processing deficit in dyslexia with behavioural psychophysical tasks. Study 2
showed that at a prereading age, dynamic cues with varying amplitude envelope
information measured by RT in particular were predictive for future phonological
precursors of dyslexia. This corresponds to recent findings in literature indicating
that later reading performance is associated with the processing of dynamic and
speech prosody related sound features (Hämäläinen et al. 2012b; Hämäläinen
et al. 2015). In addition, study 2 established the importance of speech-in-noise
perception as a unique predictor for reading, which is also in line with previous
observations (Ziegler et al. 2009; Vandermosten et al. 2011; Pennala et al. 2013).
These results may serve as a guide for the selection of stimuli and tasks for
diagnostic test batteries and intervention programs. On the one hand the results
indicate that especially tasks targeting dynamic envelope cues should be included
in the development of diagnostic tools. On the other hand it points towards the
use of speech-in-noise perception as a behavioural auditory marker and only early
auditory predictor for future reading problems.
Second, study 1, 3 and 4 offer important information regarding normal neural
auditory maturation. Study 3 is one of the first studies to demonstrate that
developmental changes at auditory brainstem level continue past the age of five
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years. Together with a recent auditory brainstem response study (Skoe et al. 2013)
this illustrates that, contrary to what previously has been assumed in literature, the
developmental trajectory of brainstem components seems to be more prolonged.
In addition, as a higher neural background noise level was found at cortical
level in children compared to adults, it is suggested to take background noise
into account when analyzing responses of different age groups for clinical and
experimental EEG applications. Regarding hemispheric processing asymmetry,
study 1 illustrates that syllable rate processing becomes more lateralized before
phoneme rate processing, indicating an immature phoneme rate processing at the
age of five. In study 4, maturational differences in overall response strength and
laterality were observed from brainstem to cortex along the auditory pathway
(i.e., for 4, 20 and 80 Hz modulation rates) over a 2-year time course in young
childhood. Based on these studies, it seems recommended to use age-related
norms and avoid groups of children with a too broad age range in future auditory
studies and applications. Finally, study 3 and 4 together show that reading onset
seems to prompt the maturation of auditory processing lateralization, possibly
partly due to explicit reading instruction and subsequent growth in phoneme
awareness or due to changes in the development of speech perception. Indeed,
progression in phonological awareness has been linked before to development
in auditory processing (e.g Warrier et al. 2004). This important information
about typical auditory maturation may serve as a guide for the future detection
of neural developmental deviances in the framework of cognitive, language and
literacy-related disorders.
Third, the findings in study 1, 3 and 4 provide an important first step towards
the discovery of a neural marker for dyslexia. A different evolution of phoneme
rate processing was found between beginning readers at high and low risk for
dyslexia in study 4. However, group differences between children with and
without dyslexia were only observed at the level of the brainstem. This indicates
that deviances in the auditory processing development at subcortical level in
particular may underlie the reading problems observed in individuals with dyslexia
during the first years of reading acquisition. No evidence for auditory processing
deviances at cortical level was observed in children at high risk for dyslexia.
Deviances at cortical level are therefore proposed to occur in infanthood or to
arise in advanced readers as a consequence of reading failure. Based on the results
of study 2 (speech perception as only auditory predictor for dyslexia) and study
3 (relation between cortical processing and behavioural speech perception), it
is suggested that neural processing at cortical level might rather be associated
with behavioural auditory predictors for dyslexia instead of literacy impairment
itself. The results described in this dissertation in part confirm the involvement of
atypical auditory processing and speech perception in a subgroup of children at
risk for dyslexia as observed in the few other longitudinal studies conducted in
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prereading children (Plakas et al. 2013; Boets et al. 2006; Leppänen et al. 2010;
Maurer et al. 2003; Hämäläinen et al. 2013; van Zuijen et al. 2013; Boets et al.
2007a; Noordenbos et al. 2012; Guttorm et al. 2005).
6.3 Limitations
A first limitation of the current project is related to the used ASSR analyses.
First, the hemispheric response measures and asymmetry patterns calculated in
this manuscript were based on the electrodes where the ASSRs were recorded,
i.e. at the level of the scalp. Response recordings were therefore inherently
attenuated and transformed due to volume conduction. This resulted in a blurry
representation of the underlying sources and may have led to an underestimation
of the observed effects. The use of computational models to perform analysis on
source-level could provide a clearer image of the structure-function relation in the
brain and may reduce the large intra- and inter-subject variability often observed
with analyses on electrode-level. With a high-density EEG recording system (64
electrodes and more) like the one used in the current project, the underlying activ-
ity of the scalp-recorded potentials can be determined directly at the source-level
based on computational methods (Herdman et al. 2002). This approach becomes
more prominent in literature, but remains currently only reliably applicable in
adults. In young children the head model to be used in surface-to-source modeling
is still an issue of uncertainty because of large inter-individual variety and the
lack of good head models for very young populations. Research focusing on
the development of a robust model for source-localized EEG measurements in
young children is necessary. Nevertheless, the analysis used in the current project
proves that reliable ASSR measurements can be conducted at electrode-level
with a limited amount of electrodes. This is of specific importance for clinical
applications where a long measurement time, a demanding test procedure and
time inefficient step-by-step interpretations needs to be avoided. In study 1, it
was proven that the same brain activation was reflected in several electrodes at
once by comparing analyses on separate single electrodes analyses to analyses on
electrode groups. Analyses based on electrode-level may therefore become the
most appropriate approach in the future, allowing a systematic use for diagnostic
or even therapeutic purposes. Second, the performed ASSR analyses focused
solely on measures regarding the strength and lateralization of neural activity.
However, given the large and distributed network of cortical regions implicated in
reading, research on auditory dysfunction in dyslexia should not only focus on the
identification of active brain regions during auditory processing. Apart from the
degree of phase-locking, also the transmission of temporal information throughout
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the auditory system contributes largely to how the temporal envelope of speech is
processed. A study in adults reported reduced inter- and intra- hemispheric phase
coherence for phoneme rate modulations in individuals with dyslexia, suggesting
a decreased information transfer between auditory regions in the brain involved
in the same process (Poelmans et al. 2012a). In future research, connectivity anal-
ysis should be included in this population of young children in order to map the
interaction between auditory areas in the prereading brain. Third, the statements
about hemispheric laterality of acoustic processing and language that were made
in this manuscript could only be assumed based on monaural right ear stimulation
and on a right-handed population sample. Caution is therefore needed regarding
the generalization of these findings regarding hemispheric processing preference.
A second limitation of the current project concerns the behavioural psychophysical
auditory measures. First, even though auditory processing and speech perception
data were collected in kindergarten as well as at different moments during primary
school, only the auditory data in kindergarten were examined so far due to time
limitations. Investigating and analyzing the progress of the sensitivity to frequency
modulation, amplitude rise time and speech-in-noise perception from kindergarten
on to third grade might permit to understand at which stage of development the
magnitude of the effect of auditory processing skills on reading is the largest. In
kindergarten, differences for dynamic auditory processing and speech perception
could only be demonstrated with a post-hoc test between extreme groups of poor
and best readers, indicating only a minor role of auditory skills on literacy in
the first year of reading instruction. Examining the evolution of these skills over
time will allow to map the importance of basic auditory processing and speech
perception for literacy during further stages of reading acquisition (see also 6.4.1).
Second, although we were able to determine whether auditory processing and
speech perception skills precede formal reading instruction, it was impossible to
distinguish whether auditory processing acts as a causal factor on literacy ability
or is related to it in a non-causal way. The present research generates evidence
for the causality proposed by the auditory processing deficit study in that auditory
deviances are found to be apparent before formal reading instruction in at least
a subgroup of individuals at risk for dyslexia and in future poor readers. The
limited number of other studies with prereading data also support the argument
that auditory processing difficulties predate reading experience and instruction
(e.g. Plakas et al. 2013; Boets et al. 2007b; Raschle et al. 2014; Leppänen et
al. 2010). Based on the current data, the relationship between speech perception
in particular and literacy development seems therefore to be unidirectional and
predictive. However, literacy and speech perception might influence each other in
a bidirectional way in that progression in literacy skills might stimulate speech
perception ability (Boets et al. 2008). In the future, a causal path analysis could
be exerted, for instance by using structural equation modeling techniques in order
104
6.4 General discussion and future perspectives
to examine the relationship between auditory processing, speech perception and
literacy(-related) skills more thoroughly.
Finally, the current behavioural and neural data were not sensitive enough to be
applied as biomarkers to determine whether children at risk for dyslexia will de-
velop reading disabilities. The observed effects are based on group-level analyses
as analyses at individual level were not able to discriminate between normal-
reading and dyslexic individuals. This is in part due to the remarkable amount of
heterogeneity in both typical and atypical readers. Moving from group average
differences to individualized assessment represents one of the major challenges
for the future.
6.4 General discussion and future perspectives
6.4.1 The need for a developmental approach
An important issue and a factor that is possibly related to the lack of consensus
regarding auditory deficits in dyslexia research, is the fact that reading is a process
that is not stable but develops over time. Initially, reading requires the presence
of multiple prerequisite skills evolving in phases over a relative large time period.
Three main learning stages can be distinguished: the logographic stage, the
phonological stage and the orthographic stage (Dehaene 2009). Each stage
requires different prerequisites and may involve the use of different sensory skills
and brain regions. The manifestation of a sensory impairment and its influence
on the development of dyslexia can therefore also change over the course of
development. The latter might depend on the reading stage, the automatization
gained by practice and on whether or not compensational behavior has occurred.
To that respect, phonological awareness has been found to become less important
in higher reading stages (Vaessen & Blomert 2010). Likewise, auditory processing
deficits might not exert an equal influence at each reading stage. A further follow-
up of the children is necessary in order to map the neural processing skills of
more advanced readers and to detect possible neural markers for dyslexia by
retrospective investigation.
6.4.2 Generalization to other languages
The current studies were conducted in native Dutch speaking children and adults.
Dutch is an alphabetical language with a relative high degree of transparency.
As transparent alphabetical writing systems tend to have stronger activation
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patterns in auditory areas (Paulesu et al. 2000), they might therefore eventually
also experience a greater impact of auditory deficits on reading development.
Caution is therefore warranted for generalization to other languages. In spite
of the diversity of writing systems, the same brain areas seem to be involved in
reading worldwide. A few discrepancies have been revealed between languages
but these are limited to local modulations at the universal circuits (Dehaene
2009). However, the effects of sensory dysfunctions such as auditory processing
deficits may probably vary in systematic ways across languages according to the
variations in orthography and phonology. Depending on the language, the unit
size at which spelling maps to phonology varies from word level (e.g. Chinese)
to syllable level (e.g. Kana, Japan) and phoneme level (alphabetical languages).
6.4.3 Alternative auditory processing deviances in dyslexia
Neural auditory processing has been investigated based on the correspondence
between oscillatory rates and different grain sizes of phonological information.
However, possible processing deviances in dyslexia might not be limited to these
specific rates and alternative relationships between neural activity and psycholog-
ical ability could be present.
First, as oscillatory activity does not seems to occur strictly on the same frequency
bands in individuals with and without dyslexia (Lehongre et al. 2011), other EEG
frequency bands might provide additional insights into developmental processes
in relation to dyslexia. In this dissertation, neural responses to 4, 20 and 80 Hz
were investigated. Timing constraints prevented the exploration of a broader
frequency span in young children. However, it would have been of particular
interest to include 2 Hz (delta), 10 Hz (alpha), 30 Hz and 40 Hz (low gamma)
modulations. Including 2 Hz delta amplitude modulations could provide informa-
tion about the processing of prosodic events such as stressed syllables and speech
rhythm that occur in this range (Leong et al. 2014). Reduced phase-locking at
2 Hz was previously found in adults with dyslexia (Hämäläinen et al. 2012a).
The 10 Hz frequency band has been demonstrated to relate to attention processes
and to play an active role in inhibitory control (e.g. Klimesch et al. 2007). This
frequency band might therefore provide information on attention mechanisms
which have been reported to be impaired in individuals with dyslexia (e.g. Hari et
al. 1999). Low gamma rates near 25 to 35 Hz are also related to phonemes and
have been shown to play an important role in dyslexia (Lehongre et al. 2011). The
40 Hz frequency is interesting as it is most likely generated by cortical as well
as subcortical structures (Picton et al. 2003) and deviances in individuals with
dyslexia have been observed across multiple levels of the auditory system, from
brainstem to cortex. Furthermore, the processing of lower and higher oscillatory
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rates might influence each other. According to recent speech theories, theta rates
in particular drive higher oscillatory rates by oscillation nesting (Ghitza 2011).
Inefficient nesting properties could accordingly result in processing deviances at
multiple frequency bands.
Second, the theoretical approaches within this dissertation are based on the idea
that auditory processing deficits in dyslexia occur in specific cues that act as
building blocks for speech. The speech envelope cues in particular are very impor-
tant for speech understanding (Shannon et al. 1995) and can be mathematically
represented in the broadband modulation transfer function of speech. The basic
AM-stimuli that we use in this research are well defined and controllable discrete
components of the speech modulation transfer function and as such the optimal
model and building blocks of the speech envelope. However, by recording neural
oscillatory activity, only a part of the computations and information flow in the
decoding and perception of speech and language was investigated. Top-down
linguistic information and non-envelope bottom-up spectral content also play a
role in speech processing and hence might contribute to psychological (dis)ability
(Obleser et al. 2012). In addition, top-down processes have also been shown to
modulate oscillatory power (e.g. Gross et al. 2013). The problems in dyslexia
might thus in part result from impairment at a different level than the level of
perceptual encoding.
6.4.4 Combined structural and functional neural models
for dyslexia
The current doctoral project only offers information about neural temporal audi-
tory processing. However, in the same group of children, white matter integrity
and lateralization were measured with DTI in grade 1 and grade 3 (Theys et
al. 2014; Vandermosten et al. 2015). Therefore, together with the ASSR data
conducted in 3 KG and grade 2, the relation between neural synchrony during
auditory temporal processing and structural white matter integrity in important
language-related structures could be investigated. This would allow discussing a
combined structural and functional neural model for dyslexia. In an earlier study
of our group, we investigated this structure-function relationship in adults with
and without dyslexia. The results demonstrated that white matter lateralization in
the posterior superior temporal gyrus and white matter integrity in the splenium
of the corpus callosum related to interhemispheric coherence to 20 Hz phoneme
rate modulations (Vandermosten et al. 2013). A comparative structural-functional
study in this group of young children at several points in time would allow to ex-
amine if this relationship is present before reading-induced neural reorganization
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has taken place. It would also offer unique insights into the role of structural and
functional brain anomalies in the development of dyslexia.
6.4.5 Towards a multimodal and multifactorial model for
dyslexia
A more plausible explanation that brings us to the final point, is that developmental
disorders such as dyslexia are heterogeneous conditions that are underpinned by
multiple genetic and environmental risk factors. Due to the complex interaction
between risk factors and protective factors, the influence of auditory processing
is probably neither necessary nor sufficient to cause dyslexia (Pennington et al.
2012). It seems to be impossible to incorporate the cognitive and sensory deficits
related to dyslexia within a single theory. Multiple risk factors therefore most
likely contribute cumulatively with each other to the development of dyslexia.
Some evidence for such a multifactorial nature of dyslexia has already been found
in studies converging on a multisensory model that links auditory processing
deficits with the visual functions that mediate reading (Blau et al. 2009). Together,
this leads to the hypothesis that dyslexia might be a disorder that encompasses
sensory systems more globally.
One other sensory domain that has been examined in the framework of dyslexia
is the visual domain, more precisely the magnocellular subsystem (Stein 2001).
While auditory and visual research lines were originally developed independently,
both converge in their observation that individuals with dyslexia suffer from a
deficiency in processing temporal information. The shared temporal link between
the recent findings in this doctoral project and previous visual studies, urges to
investigate the presence of a general or a cross-modal temporal processing deficit
in dyslexia. Hereby, we hypothesize that individuals with dyslexia have altered
neural oscillatory activity in multiple modalities including the visual and auditory
domain. Until now, only very few dyslexia-related studies have simultaneously
examined processing problems in the auditory as well as the visual domain.
Studies that have made this comparison performed their analyses in terms of the
linguistic coding (Van Ingelghem et al. 2001) and not the lower level temporal
coding of stimuli. The recording of multimodal steady-state potentials in the
same sample could therefore offer new insights on temporal brain dysfunction
in the framework of dyslexia. Moreover, this could enlarge our understanding
regarding the normal functioning of temporal processes within and between
different sensory modalities. Investigating the coexistence of auditory and visual
temporal processing problems in individuals with dyslexia could enable us to
verify whether there is a cross-modal deficit or a modality-specific deficit in
dyslexia and might provide evidence for the existence of a visual correlate of the
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auditory temporal sampling hypothesis for dyslexia. This would allow improving
and refining our current models on the etiology of dyslexia based on the combined
behavioural and neural information of cognitive, auditory and visual processing.
A multifactorial and multimodal approach seems therefore to be the necessary
next step in dyslexia research.
6.5 General conclusion
This PhD project sheds new light on the presence and the precise nature of the
auditory temporal processing deficit and its relation to the phonological and
literacy problems in dyslexia. Neural correlates for syllable and phoneme rate
processing were found in prereaders. Hereby, an immature phoneme rate process-
ing in 5-year-olds was suggested (study 1). This immaturity was confirmed by
a comparison study in adults revealing neural processing differences at cortical
phoneme rate level as well as at brainstem level between children and adults (study
3). Moreover, an indication was found for a possible role of dyslexia phenotype
on subcortical auditory processing development in beginning readers (study 4).
Finally, the first step towards finding the relation between these potential neural
markers for dyslexia and psychophysical measures of auditory temporal process-
ing was taken by examining auditory processing, speech perception, phonology
and reading in prereaders in a longitudinal design (study 2). The implementation
of comprehensive multifactorial models investigating multiple modalities and
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