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Within Full Configuration Interaction Quantum Monte Carlo, we investigate how the statistical error behaves
as a function of the parameters which control the stochastic sampling. We define the inefficiency as a measure
of the statistical error per particle sampling the space and per timestep and show there is a sizeable parameter
regime where this is minimised. We find that this inefficiency increases sublinearly with Hilbert space size
and can be reduced by localising the canonical Hartree–Fock molecular orbitals, suggesting that the choice
of basis impacts the method beyond that of the sign problem.
I. INTRODUCTION
The FCIQMC method1,2 is a stochastic algorithm that
has enabled calculation of the ground state energy of the
largest molecules to date3 to FCI accuracy, i.e. exact
given a fixed basis set. It has also found success calculat-
ing the ground state energy of model Hamiltonians such
as the uniform electron gas4 and the three band Hubbard
model5, as well as solid state systems.6 Recent develop-
ments mean that properties beyond the ground state en-
ergy, such as forces7 and excited state energies8–10 can
also be calculated. Further, efficient stochastic imple-
mentations of other methods such as second order Møller
Plesset Perturbation theory (MP2)11–13, Density Func-
tional Theory (DFT)14 and Coupled Cluster theory15
have been developed, forming a new field of stochastic
computational chemistry. These Monte Carlo methods
differ from the more traditional Diffusion Monte Carlo
method16, which requires the use of a fixed node ap-
proximation to prevent collapse of the wavefunction to a
bosonic state. The eventual hope is that these methods
will allow the properties and reactivity of large molecules
to be investigated to unprecedented accuracy.
Quantum Monte Carlo simulations are plagued by the
fermion sign problem: the quantity being sampled can
be either positive or negative which may cause the calcu-
lation to converge to the wrong answer.17,18 In FCIQMC
the sign problem appears as the critical population of
particles required to correctly sample the ground state
wavefunction.18 Whilst the scaling of this with system
size has been investigated in a number of systems18–20,
the effect of it on the stochastic error has not been
well studied. The (systematically improvable) initiator
approximation2 can reduce the critical population by
many orders of magnitude. However, the impact of this
key advance on the stochastic error has similarly not been
thoroughly investigated.
The efficiency of a stochastic algorithm can be mea-
sured by computational cost (CPU time and memory re-
quirements) necessary for convergence to a given stochas-
tic error. The FCIQMC algorithm is not a ‘black box’
method and the manner in which sampling is performed
can impact the computational resources used whilst per-
forming a calculation and the resultant statistical error
bar. We believe that understanding the efficiency of a
FCIQMC calculation is important for two main reasons.
Firstly so that one can use a computational budget as ef-
fectively as possible, ideally leading to the ability to per-
form FCIQMC calculations automatically and efficiently
without careful tuning of input parameters. Secondly
it helps compare the effectiveness of different algorithms
based upon and additional approximations to FCIQMC.
Previous studies of the efficiency of FCIQMC investi-
gated the standard error as a function of computer time
and focused on comparing very different algorithms.21,22
Here we take a different tack, running many empirical
calculations to understand how the stochastic sampling
of the wavefunction affects the error bar for FCIQMC in
general. Once we understand this effect, we form a met-
ric which is independent of the parameter choices and use
it to measure how the error bar scales with system size.
We begin with an overview of the FCIQMC method.
We then explore the dependence of the statistical error
bar on the total population and the timestep in Item 4
and on the system size, both basis set and number of
electrons, in Fig. 2. Finally, we discuss in Fig. 3 how the
total number of particles (relative to the plateau height)
affects the stochastic error bar and draw some conclu-
sions about how to choose parameters to maximise the
efficiency of the FCIQMC algorithm ‘a priori’ from the
plateau height.
2II. A RECAP OF THE FCIQMC METHOD
The FCIQMC algorithm1,2 can be viewed as a stochas-
tic power method. On every iteration the representation
of the wavefunction, ψ (τ), at imaginary time τ is up-
dated by sampling the action of the operator:
ψ (τ + δτ) =
(
1− (Hˆ − S)δτ
)
ψ (τ) (1)
where Hˆ is the Hamiltonian, S is an offset used to control
normalisation, and δτ is the timestep. As long as ψ (0)
has a non-zero overlap with it, the ground state will be all
that remains once τ is large enough, assuming δτ is suf-
ficiently small18 and S is carefully controlled. 〈Di|ψ (τ)〉
is represented by a number of (signed) unit weights lo-
cated on |Di〉; we call a single unit a psi-particle or psip.23
Other choices of discretisation are possible16; for the pur-
poses of this work we consider the simplest case.
Eq. (1) is sampled in three stages to make up a single
timestep of δτ1:
Spawning: each psip (with weight wi) attempts to
spawn a child psip on a randomly selected
|Dj〉 with probability | 〈Di|Hˆ |Dj〉 |δτ/p(j|i), where
p(j|i) is the probability that |Dj〉 is selected
given the parent psip is on |Di〉 and with sign
sgn(−〈Di|Hˆ |Dj〉wi).
Death: each psip dies (is removed from the simulation)
with probability |K|δτ , where K = 〈Di|Hˆ |Di〉−S,
if K < 0; for K > 0, instead, a copy of the psip is
made with probability Kδτ .
Annihilation: psips on the same determinant with op-
posite signs cancel.
Initially S is set to the Hartree–Fock energy, which is
larger (less negative) than the FCI energy and this causes
the population Np(τ) (total number of psips) to begin to
grow exponentially. If there is a sign problem24 Np(τ)
will plateau as the sign structure is projected out. It
is only after this point that ψ (τ) becomes a stochastic
representation of the wavefunction and Np(τ) grows ex-
ponentially again.18 To counter this exponential growth
S is periodically adjusted every A timesteps according
to:
S(τ +Aδτ) = S(0)− ξ log Np(τ +Aδτ)
Ns
, (2)
where S(0) is the initial value of the shift, Ns is the pop-
ulation at the end of the equilibration phase and ξ, the
damping factor, is usually fixed during a simulation.25
In addition to the shift, the energy of the system can
be estimated via the projected estimator, which typically
has a smaller statistical noise:
EProj =
〈D0|Hˆe−Hˆτ |D0〉
〈D0|e−Hˆτ |D0〉
=
〈∑i6=0H0ini〉τ
〈n0〉τ , (3)
where ni(τ) is the (signed) number of psips on determi-
nant i in |ψ (τ)〉 and 〈. . . 〉τ represents the time average.
The initiator approximation2 can dramatically reduce
the sign problem in FCIQMC.6,7,9,20,22,26–28 In initiator
FCIQMC (iFCIQMC), previously unoccupied determi-
nants can only be spawned onto from determinants with
a population above a certain threshold; a threshold of 3
is typical and used throughout this paper. The initiator
approximation introduces a systematic error in the sam-
pling of Eq. (1), which is evident in both estimates of
the energy, with unbiased sampling restored in the limit
of an infinite population of psips. A monotonic conver-
gence to the FCI energy as a function of 〈Np(τ)〉 has
been observed for many simple systems,2 though this is
not universally the case.
III. SYSTEMS STUDIED
In this paper we study the following systems:
1. An isolated neon atom in the following Dunning ba-
sis sets29: cc-pVDZ, aug-cc-pVDZ, cc-pVTZ, aug-
cc-pVTZ, cc-pVQZ, aug-cc-pVQZ.
2. The hydrogen fluoride, HF, molecule in a cc-pVDZ
basis at bond lengths of R = R0, R = 1.5R0 and
R = 2R0, where R0 = 0.91622 A˚, the Hartree–Fock
equilibrium bond length in this basis.
3. Chains of between 2 and 7 helium atoms at intervals
of 3 A˚ in a 6-31G basis set.30
4. Chains of between 5 and 7 helium atoms at inter-
vals of 3 A˚ in a 6-31G basis set with localised molec-
ular orbitals. We used Pipek–Mezey localisation31
to localise the occupied Hartree–Fock molecular or-
bitals.
Hartree–Fock calculations were performed using Q-
Chem32, with local modifications to obtain the re-
quired integrals. FCIQMC calculations were performed
and analysed using HANDE33 and figures plotted using
matplotlib.34 Unless otherwise stated, atomic units are
used throughout. Raw and analysed data and analysis
scripts are availale at Ref. 35.
IV. POPULATION DYNAMICS AND THE
STOCHASTIC ERROR
If the Hamiltonian doesn’t have a ‘sign problem’ in
FCIQMC, it is impossible for psips of opposite signs to
be generated on the same determinant and so annihila-
tion cannot occur. In this case each psip samples the
wavefunction independently from each other and hence
the error in the estimate of the energy, σE , must behave
as:
σE =
a√〈Np〉Nδτ
, (4)
3where a is a constant of proportionality and N is the
number of timesteps from which σE is estimated. Eq. (4)
arises because the contribution to the estimate of E from
each psip can be combined in a similar way to the contri-
bution for running from multiple timesteps. Increasing
δτ simply increases the probability of spawning/death
and so decreases σE in the same way as increasing N or
〈Np〉.
a can be estimated from a FCIQMC calculation using
σE estimated by blocking analysis of the projected energy
and 〈Np〉. For consistency throughout this paper, we use
an automatic approach to calculate the optimal block
length36, which has previously been applied to DMC37
and is implemented in pyblock.38
For systems with a ‘sign problem’, which is the usual
case, a will depend on 〈Np〉 and δτ . We will call
a(〈Np〉, δτ) the inefficiency and note from Eq. (4) that
a smaller a implies a more efficient calculation. In Secs.
IVA and IVB we investigate the dependence of a on 〈Np〉
and δτ respectively.
A. Effect of population on inefficiency of FCIQMC
simulations
106 107〈
Np
〉
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
a
 / 
a.
u.
HF cc-pVDZ R0 FCIQMC
HF cc-pVDZ R0 iFCIQMC
FIG. 1. The inefficiency a as a function of the average number
of psips for HF in the cc-pVDZ basis, R0 = 0.91622 A˚, and
δτ = 0.00175 for both FCIQMC and iFCIQMC. The plateau
height is ∼ 6.5×105 (measured using the method described in
39) and is indicated by the vertical line. The horizontal line
shows a fit to the iFCIQMC data for constant a. The initiator
error is converged below the stochastic error in all iFCIQMC
calculations shown; a may not remain constant where this is
not true. For a population of 〈Np〉 = 50000 in iFCIQMC (not
shown), we find a = 0.318(18) compared to a = 0.2682(34)
from the fit, showing that sufficiently small populations do
have an effect on the inefficiency in iFCIQMC calculations.
The behaviour of a with 〈Np〉 in FCIQMC simulations
is shown in Fig. 1 for hydrogen fluoride. This behaviour
has been seen in a wide range of systems, which are
included in the Supplemental Information.40 Owing to
the sign problem, only after the population reaches the
plateau does the vector of psips become a stochastic rep-
resentation of the eigenvector.18 Populations below the
plateau could either have a divergent σE or an incor-
rect average correlation energy with a finite σE ; we see
the former behaviour. For populations greater than the
plateau, a decays as a function of 〈Np〉 and tends to a
finite constant in the large population limit.
If the initiator approximation is used, then we find that
a is a constant as a function of 〈Np〉 for populations much
smaller than the plateau and, for a fixed δτ , the same as
a in FCIQMC in the large 〈Np〉 limit. We call this limit
on a the iFCIQMC limit. For example in Fig. 1 ineffi-
ciency in FCIQMC doesn’t hit the iFCIQMC limit until
about 〈Np〉 = 2×106, approximately 3 times the plateau
height. This is an important point: if the largest popula-
tion affordable in FCIQMC is not sufficient to reach the
iFCIQMC limit (but is sufficient to exceed the plateau),
then the initiator approximation is still useful as it pro-
vides a significant reduction in the stochastic error for the
same computational cost. It may, however, be difficult
to quantify if the introduction of an initiator error is a
price worth paying for a potentially significant reduction
in statistical error bar.
This behaviour has implications about how best to
run parallel FCIQMC and iFCIQMC simulations given
a fixed amount of computational resources.
In the canonical parallel FCIQMC implementation41
the Hilbert space is partitioned over the processors, re-
sulting in efficient distribution of the memory demands
across the processors. Psips spawned from a parent de-
terminant in one part of the Hilbert space onto a child
determinant in another part of the space are communi-
cated between processors. It is this communication over-
head that limits the parallel scalability of FCIQMC.
The simplest way to parallelise a Monte-Carlo al-
gorithm is to run independent calculations and com-
bine statistics gathered in each calculation. The overall
stochastic error scales as 1/
√
NI , where NI is the number
of independent calculations. Therefore once the popula-
tion is such that a reaches the iFCIQMC limit, it is more
efficient to use multiple independent simulations to min-
imise interprocess communication.
B. Effect of timestep on inefficiency of FCIQMC
simulations
a is approximately constant for a sufficiently small
timestep, δτ , and otherwise a increases with δτ ; the value
of δτ after which a is non-constant is system dependent.
We have seen this behaviour for all systems investigated
in this paper (see Supplemental Information40) and for
FCIQMC and iFCIQMC. Fig. 2 shows this for an isolated
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FIG. 2. Left: The inefficiency a as a function of δτ for Ne in cc-pVDZ (〈Np〉 ≈ 46100) and aug-cc-pVDZ bases (〈Np〉 ≈ 590000).
Once δτ is large enough to raise the plateau height above 〈Np〉, a diverges in a similar way as in Eq. (4). Right: The plateau
height as a function of the timestep for FCIQMC on Ne in aug-cc-pVDZ; note the region in the plateau is roughly minimum
matches the similar region for a.
neon atom in cc-pVDZ and aug-cc-pVDZ bases.
A previous investigation42 has shown that the plateau
height exhibits a similar behaviour to a as a function
of δτ in FCIQMC calculations. As shown in Fig. 2 for
the Ne atom (and in the Supplemental Information40 for
other systems) the plateau height appears to be a good
metric for when a remains constant as a function of δτ .
This is useful as the plateau height is easier and cheaper
to measure than statistical accumulation of the energy
and hence evaluation of a. We denote the largest δτ such
that a is constant as δτ0.
In the Supplemental Information40 we investigate
whether 〈Np〉 has an impact on δτ0 and find this is not
the case. We do however find that a increases faster as
a function of δτ when δτ > δτ0 for a small 〈Np〉 than a
large 〈Np〉 and hence the most efficient timestep has an
implicit dependency on 〈Np〉.
The population dynamics can become unstable if the
δτ is set large enough such that the exponential growth
cannot be countered by population control. We find that
the point at which the population explodes is beyond δτ0
for the systems studied here with the exception of Ne cc-
pVDZ (see Fig. 2 left) which doesn’t have a noticeable
plateau.43
V. THE SCALING OF INEFFICIENCY AS A FUNCTION
OF SYSTEM SIZE
In the previous sections we investigated both the scal-
ing of the inefficiency, a, as a function of (mean) popu-
lation, 〈Np〉, and timestep, δτ . Following this, we can
define a metric that lets us investigate the scaling of the
error bar as we change system. The simplest such met-
ric is to find the minimum value of a, amin, i.e. when
it is a constant as a function of 〈Np〉 and δτ . This re-
quires calculations with δτ < δτ0 and either the initiator
approximation (with the initiator error converged) or a
large 〈Np〉. The behaviour of amin as a function of Hilbert
space size is shown in Fig. 3 for all systems studied in this
work: the neon atom, hydrogen fluoride at different bond
lengths and chains of helium atoms in the canonical and
localised basis sets. We see a sublinear relationship be-
tween the scaling of amin with size of Hilbert space for
the same chemical species and a significant impact when
the degree of strong correlation is increased.
FCIQMC is very efficient at finding the ground state of
the neon atom: fc, the ratio of plateau height to Hilbert
space size, is ∼ 10−4.1 The size of the Hilbert space scales
factorially with the basis set yet there is a sublinear scal-
ing of the stochastic error with the Hilbert space size.
In contrast fc scales superlinearly for chains of helium
atoms separated by 3 A˚ in the canonical Hartree–Fock
basis: for He4 fc = 0.3 whereas for He7 fc = 0.97. How-
ever, amin again seems to scale sublinearly with the size of
the Hilbert space. The similar behaviour, within statisti-
cal error bars, of amin for Ne atom and helium chains sug-
gests sublinear scaling of the stochastic error in FCIQMC
with Hilbert space size for weakly correlated systems with
no strong dependence on the FCIQMC sign problem. In
a similar style study in DMC44, Nemec et al. investi-
gated computational scaling as a function of the number
of hydrogen atoms at a large separation, finding that the
computer time required to achieve a fixed error bar scales
5101 102 103 104 105 106 107 108 1091010101110121013
Hilbert Space Size
10-1
100
a
 / 
a.
u.
R0
1. 5R0
2R0
He Canonical
He Local
Ne
HF
FIG. 3. The scaling of amin as a function of system size.
Eq. (3) describes the systems studied in more detail. amin
was calculated by fitting a for iFCIQMC calculations with
differing populations with the exception of Ne cc-pVDZ, He2,
He3 and He4, which have no noticeable plateau, where many
FCIQMC calculations were used. The timestep was set to be
sufficiently small such that a is constant. The Supplemental
Information40 shows the studies used to find amin for each
system.
exponentially as the square root of the system size. As
the Hilbert space size scales loosely exponentially with
the system size, we see this trend is similar, though with
such few systems studied it seems premature to general-
ize this trend.
Localisation of the molecular oribitals breaks symme-
try and so increases the size of the accessible Hilbert
space. However we find in this case that the plateau
height decreases45; for example localisation causes the
plateau for He7 to decrease from 5.7 × 106 (fc = 0.97)
to 4.6 × 106 (fc = 0.39). Importantly localisation also
appears to decrease amin compared to using the canon-
ical orbitals, especially for He7, though it is difficult to
draw definitive conclusions from three data points with
non-negligible standard errors.
The behaviour of amin is not solely governed by the
size of the Hilbert space, however. Stretching hydrogen
fluoride in a fixed basis set (and hence Hilbert space)
causes the correlation energy to increase. We find that
amin increases significantly with bond length but have
not found a simple linear scaling with the correlation en-
ergy or plateau height. Given this behaviour doesn’t fit
with the weakly correlated systems studied above, inves-
tigation of the scaling of the error bar in FCIQMC in the
strongly correlated limit would be an interesting topic for
future investigation.
VI. CONCLUSIONS
We have defined a metric, inefficiency, for measuring
the stochastic efficiency of FCIQMC calculations and in-
vestigated its behaviour as a function of the parameters
controlling the population dynamics and as a function of
system size. We have found that a sizeable reduction in
the stochastic error is possible by increasing the popula-
tion of psips and using the largest possible timestep such
that the plateau height remains constant.46 The optimal
timestep is transferable between FCIQMC and iFCIQMC
simulations. The efficiency decreases (and inefficiency in-
creases) sublinearly with the size of the Hilbert space in
weakly correlated systems. The population required to
exceed the plateau height or converge the initiator ap-
proximation becomes a limiting factor much faster than
the rise in the stochastic error bar for a given computa-
tional effort. This suggests that if improved approxima-
tions which reduce the sign problem can be made, then
the stochastic noise will not be insurmountable when
treating yet larger systems.
This analysis ignores the impact of population and
timestep on the computational cost of the calculation,
which is detailed in Appendix ii. Ideally we would like to
set the population and timestep such that the stochas-
tic error decays as fast as possible as a function of the
computational effort. This analysis doesn’t change the
guidelines given above: i) the population should be large
enough such that the inefficiency metric, a, is converged
to the iFCIQMC limit; ii) the largest timestep for which
the plateau remains constant represents a lower bound
on the most efficient timestep and is difficult to improve
upon without running lots of expensive calculations at
different timesteps.
Orbital localisation was found to be effective for reduc-
ing the plateau height, and thus the cost of a FCIQMC
calculation for chains of helium atoms, as well improv-
ing the stochastic efficiency. Consequently, it may be
worthwhile investigating FCIQMC algorithms tuned to
localised orbitals.
More broadly, we have provided a framework for as-
sessing the statistical efficiency of FCIQMC and related
methods. Given the recent activity in such methodolog-
ical development15,21,47–50, this approach offers a useful
means to fairly compare alternative implementations and
algorithms.
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Appendix A: Computational cost of an FCIQMC calculation
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FIG. 4. The computer time of a single iteration per psip
as a function of the timestep. There is a linear relationship
(Eq. (A1)) with the timestep and a near-linear relationship
with the number of psips for a large population. All cal-
culations were run on a single core of an Intel Core i7-2600
processor.
An efficient FCIQMC implementation uses a sparse
storage scheme to store the list of psips: a representation
of a determinant along with the number of psips occupy-
ing the determinant are stored together.41 The expensive
steps are evolving the psips (spawning and death) and
annihilation (combining psips on the same determinant).
The cost of spawning and death is linear in the popu-
lation; the death step can be efficiently performed on a
per-determinant rather than per-psip basis but the effect
of this can absorbed into a system-dependent prefactor.
The prefactor also includes the cost of selecting a random
excitation and calculating the necessary Hamiltonian ma-
trix elements.
The cost of annihilation depends on the number of
psips created in a single timestep. Assuming the calcula-
tion has equilibrated at a population in excess of the criti-
cal population, the number of psips created scales linearly
with the population and the timestep with a rate depen-
dent on the average absolute value of the off-diagonal
elements in the Hamiltonian matrix. Whilst annihilation
can be performed with a linear scaling41, the implementa-
tion in HANDE currently uses a binary search approach
that introduces a logarithmic dependency on the num-
ber of occupied determinants. For the purposes of this
analysis, we shall neglect the logarithmic dependency and
instead focus on the optimal case.
Under these assumptions the average total amount of
computer time to perform a single timestep 〈t〉 is:
〈t〉 = C1〈Np〉+ C2δτ〈Np〉. (A1)
C1 and C2 depend on both the computer architecture and
the chemical system of interest. All timing calculations
were run on one processor (core) of the same machine.52
In Fig. 4 we show the computational time, t, of a sin-
gle timestep per psip for a range of different populations
and systems. If Eq. (A1) was obeyed exactly then there
to be no dependence between the number of psips and
the intercept or gradient of Fig. 4 for a given system;
the approximations made are good at large 〈Np〉. The
approximation is less suitable for a small population as
it assumes that the population is such that the average
number of occupied determinants is approximately con-
stant.
From Eq. (A1) and Eq. (4), it follows that
σE =
a(〈Np〉, δτ)
√
C1/δτ + C2√
N〈t〉 . (A2)
As N〈t〉 is the total computer time for running for N
steps, minimising a′ = a
√
C1/δτ + C2 gives the most ef-
ficient population dynamics. Whilst the exact form of
a(〈Np〉, δτ) is not known, we can draw qualitative con-
clusions from the behaviour observed in IVA and IVB:
i) a′ and a share the same dependence on 〈Np〉; FCIQMC
calculations should therefore be performed with suffi-
ciently large population to place it in the iFCIQMC limit;
ii) if δτ < δτ0 then a
′ will decrease as δτ−1/2, given that
a is constant with δτ in this region. If δτ > δτ0 a will in-
creases with δτ which will compete with (and dominate)
the
√
C1/δτ + C2 term, making it difficult to quantify
what will happen to a′. Thus δτ0 forms a lower bound
on the most efficient timestep.
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