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effect of adding FEC to TCP packets between the base station and mobile host on TCP goodput and present an algorithm to select the code to be used for a given channel condition. The benefit of combining TCP performance characterization with link layer FEC to improving TCP goodput over wireless networks is demonstrated through comparison with several other proposals. We show that TCP combined with adaptive FEC, TCP-AFEC, significantly improvesTCP performance over TCP-SACK across a wide range of wireless channel conditions. We also compare TCP-AFEC with Snoop [5] , a proposal that provides the biggest improvement over TCP Reno of all approaches under study in [I] . Our simulation results show that TCP-AFEC achieves a goodput comparable to that of Snoop at low bit errors rates and considerably higher goodputthan Snoop when bit error rates are high, and thus is more robust than Snoop Note that a similar approach has been independently proposed in 1101. ~~~~~~~, t h~ development in this paper is more closely tied opposed to the packet process model assumed in [IO] ) and is expected to .,ield bener nerformance. Furthermore. we consider a number Recently there has been substantial activity in the area ofmobile wireless data networks. TCP is the prevalent reliabla transpolt protocol in today's Internet and has been widely llsed in many application layer protocoIs. Thus it must be SUPPOned in the physical layer assumptions the wireless regime in order to make wireless networks integral parts of the Internet. However, TCP is well known to suffer severe performance degradation in wireless networks [I] . Packet loss due to bit corruptions over wireless links can be misinterpreted by TCP as indications of network congestion. This will unnecessarily trigger the TCP congestion control mechanism, resulting in a reduced throughput. Therefore, it is crucial to improve the performance of TCP over wireless links to ;support the fast adoption and deployment of wireless data networks. In the past few years, there have been many proposals to improve TCP performance in wireless networks, for example,
The performance of some of these proposals were studied in [I] .
In this paper, we propose to couple TCP with an adaptive forward error correction protocol (AFEC) in order to improve TCP's performance in a base station oriented wireless n8:twork. The approach integrates the TCP performance chara8:terization and the link layer forward error correction (FEC) performance by employing a well-established TCP throughput for- of important practical issues.
The rest of the paper is organized as follows. Section I1 describes the TCP-AFEC protocol and highlights the characteristics of the approach. In Section 111, we evaluate the performance of TCP-AFEC, and compare the goodput of TCP-AFEC with that of TCP-SACK and Snoop. Conclusions are presented in Section IV.
TCP-AFEC PROTOCOL

A. TCP Throughput Formula
Despite the complex behavior of TCP due to its various mechanisms such as slow start, congestion control, timeout, etc, it has been shown in [9] that the throGghput of a TCP connection is a simple expression of packet loss rate @) and average round trip time (RTT). The TCP goodput, Gj, can simply he obtained by scaling the throughput by a factor of (1 -p):
where W,,, is the maximum congestion window size of the TCP sender, b represents the effect of delayed ack, and TO is the TCP retransmission timeout value.
The above formula assumes congestion-related packet losses and it has been shown to accurately predict TCP goodput over a wide range ofpacket loss rates [9] [1 I]. Furthermore, our simulation results show that the formula also yields good predictions for random packet loss scenarios.
B. Ejject ofFonvard Error Correction
Forward error correction (FEC) has been widely used in wireless data communication systems to combat transmission errors at the link layer. In FEC, parity-check bits are added to the data to form a codeword, and the codeword is transmitted.
The parity bits are used by the receiver to attempt to recover from errors that may have occurred on the wireless link.
Consider the effect of FEC on TCP goodput. On one hand, FEC can reduce the packet error rate using its error correction mechanism. According to the TCP goodput formula (I), this leads to a larger achievable TCP goodput. On the other hand, part of the link bandwidth in a system employing FEC is used to cany parity bits, resulting in a smaller effective channel bandwidth for the real payload.
If the effective channel bandwidth is larger than the achievable TCP goodput (obtained from (I)), the real TCP goodput should be well approximated by (I) . If the effective channel bandwidth is not large enough to meet the requirement of the achievable TCP goodput, the TCP sender can achieve at most the effective link bandwidth. Therefore, the real TCP goodput can be approximated by the minimum of the achievable TCP goodput and the effective channel bandwidth. Increasing the level of FEC redundancy increases the achievable TCP goodput hut decreases the effective channel bandwidth. Since the achievable TCP goodput is an increasing function of the level of FEC redundancy while the effective channel bandwidth is the opposite, the TCP goodput is maximized when the effective channel bandwidth becomes equal to the achievable TCP goodput.
In TCP-AFEC, we use the TCP goodput formula to analyze the tradeoff between the gain of the TCP goodput and the reduction of effective channel bandwidth through the application of FEC. We will provide an algorithm to compute the optimum FEC code that maximizes TCP goodput.
C. Physical Layer Assumptions
For wireless links, the received signal strength is affected by three major factors: path loss, signal shadowing, and multipath fading. In this paper, we assume the presence of an average signal to interference plus noise ratio (SINR) measurement, where the averaging is over the multipath fading, at the base station. Thus, this average SINR indicates the path-loss and shadowing that the wireless link is undergoing, but does not assume knowledge of the multipath fading, which varies at a much more rapid rate. This average SINR measurement is generally available in wireless communication systems and is currently employed for powercontrol[12],handoff[13],andadaptiveratecontrol [14] . The variation of the channel between the time SINR measurements are made and when they are employed is an important consideration in adaptive systems. Whereas this presents a significantprohlem when estimates of the multipath fading are employed [ IS] , the problem is much less severe for measurements of the path-losdshadowing and can be compensated for using the statistical model developed in [I 61 .
Given the average SINR (or, more generally, any measurement that is correlated to link quality) of the wireless link, it is critical for our work to establish the packet loss rate as a function of the wireless system parameters; in particular, it is important to be able to characterize the packet error rate as a function of the code rate and the average SINR measurement.
There are a number of ways to construct such a mapping, but the difficulty lies in dealing with the averaging over the multipath fading process, for which the statistics might not be known. If the fading affecting bits (or symbols) is assumed to be independent, the formulas follow easily, but this is unlikely to be a good assumption in most systems. Instead, our system builds a set of look-up tables that provides the optimal code rate based on the current average SINR measurement and user velocity. parity symbols are added to K data symbols to form a codeword of size N . The number of information symbols per codeword, K, is fixed and the code length N is vaned to adjust the redundancy level of the code. Here a symbol is the basic information unit used in a Reed-Solomon code, and is composed of a certain number of bits. Assume a symbol canies m bits; then the length of the code will not exceed 2", i.e., N < 2'".
D. TCP-AFEC Protocol
Now we describe the TCP-AFEC protocol. Consider a TCP connection between a host in a wired network and a mobile host via a base station, where the wireless link is the bottleneck of the connection. In TCP-AFEC, a link layer agent is added to the base station and the mobile host respectively to improve the TCP goodput. At the wireless hop of the TCP conntction, the link layer agent at the upstream node of the data flow estimates the packet error rate (PER) and TCP session RTT. For each data packet passing by, the agent divides the packet into frames, computes and constructs the optimal FEC code for each frame that maximizes TCP throughput, adds appropriate fragment headers, and then transmits the frames over the wireless link. At the downstream node of the TCP data flow, the frames are assembled and delivered to the transport layer if the rumber of errors in each frame is correctable by FEC. Otherwise, the whole packet is discarded. Note that our TCP-AFEC protocol does not attempt to retransmit the error frames here. However, the performance of a protocol that supports frame retransmission is an interesting avenue for future research. The size of TCP acknowledgment packets is very small (about 40 bytes), with FEC, these ack packets are much less prone to bit errors than the large data packets. In this work, we assume these ack packets are not subject to errors in the network.
A typical IP header is about 20 bytes. For a packet of 1500 bytes, the typical MTU for wired LAN environment (IEEE 802.3), the header only constitutes a small portion (1.3 %) of the original packet. However, if the normal fragment header operation is to be used in our approach, which fragments a data packet into small frames, the header overhead will not be negligible. For a frame with data size of 175 bytes, the IP header constitutes 11.4% of the total frame size. TCP/IP Header compression [ l9] [20] can reduce the header size by an order of magnitude down to 3-6 bytes while yielding a performance vely close to ideal case across a wide range of bit error rates. In this work, we employ the header compression technique in the fragmentation process and assume that it can achieve the ideal performance, where the correct header information can always be constructed for each packet.
Given the estimate of P E R and RTT, we can compute the achievable TCP goodput G f ( N ) using (I) 
Gt,(N) = min(G,(N),Gf(N))
The optimal Reed-Solomon code (NO, K) is the code that maximizes TCP goodput and is computed as follows.
As explained earlier, the TCP throughput is maximized when the achievable TCP throughput equals the effective #channel bandwidth. Therefore, ideally No is just the solution to the equation G,(N) = G f ( N ) . Note that G, is a decreasing function of N while GI is an increasing function of N . Hence, there is a unique solution NO to G , ( N ) = G f ( N ) . However,fo ran ( N , K) Reed-Solomon code, N can only take integer numbers within a certain range. For trellis-based codes, the code rate can only be chosen from an even smaller set of values, for example, rates 314, 2/3, 1/2, 1/3 and etc. The protocol uses a look-up table generated a priori to find the code that yields the largest goodput as a function of the SINR and velocity estimates. Compared to other related work, one of the key fetibres of TCP-AFEC is that the protocol takes a formula-based approach to analytically derive the optimal FEC that maximinz TCP goodput. The required modifications to implement TCP-AFEC include some link layer operations at the base station a.nd mobile host. Since the modified link layer operations aro transparent to the TCP at the end hosts, the end-to-end semantics of TCP is preserved.
PERFORMANCE EVALUATION A. Simulation Model
In our simulation model, a fixed host in the wired network sends data to a mobile host via a base station. The path from the fixed host to the base station is modeled as a link with a bandwidth of B1 and one-way propagation delay of dl. The wireless link is modeled as an erroneous link with bandwidth of Bz and delay of da. Since our focus is on the erroneous nature of wireless links, we assume there is no loss on the wired link and the buffer at the base station is large enough that there is no buffer overflow. We also assume the bottleneck of the TCP session is not in the wired part, but lies on the wireless link, i.e., Bz < Bi.
In the experiments, a TCP source at the fixed host has an infinite amount of data to send. Each scenario was simulated for one hour and the average TCP goodput was then measured for the duration. The symbol length is set to be 8 bits, i.e., a byte. The number of data bytes for each frame is chosen to be 175 bytes. We use a compressed TCPflP header of 5 bytes for each frame. The total frame size N can vary from 180 to 255 bytes.
B. Simulation Results
We now present simulation results for two different wireless channel scenarios. The first scenario assumes that the symbol errors in the wireless channel form an i.i.d. Bernoulli process with an average rate of symbol error rate (SER), when conditioned on SINR. This approximates a rapidly varying mobile radio channel and provides a baseline for more realistic rapid varying channel scenarios. The second scenario adopts more modest mobility assumptions for the user, which results in a correlated S E R process. Both shadow and multipath fading effects are modeled by the well-established results in wireless communications [21] . The signal strength due to the shadowing is assumed to have marginal distributions that are lognormal, and the autocorrelation function of the underlying normal process (used to generate the log-normal shadowing) is assumed to be exponential [22] . The multipath fading is modeled as a complex Gaussian random process with zero mean and autocorrelation function given by the standard "lakes" model [23] , [24] ; note that this implies a Rayleigh fading channel.
I ) High-Mobility Channel: In this scenario, for the link in the wired network, we set the bandwidth (E1) and one-way propagation delay (dl) to be 10 Mbps and 40 ms, respectively.
For the wireless channel, we set the bandwidth (&) to be 2 Mbps and one-way propagation delay (d2) to be 4 ms. A wide range of symbol error rates, from 8 x were used in the experiments. The range of symbol error rates is typical for wireless links, ranging from good to bad conditions. The packet size is fixed at 1460 bytes. Figure 1 shows Mbps. As the symbol error rate increases to 8x the packet error rate for TCP-SACK and Snoop grows to 11.3 %. In this case, the goodputs of both TCP-SACK and Snoop drop drastically to 146 Kbps and 492 Kbps, respectively, while Snoop still outperforms TCP-SACK by a large margin. For the same symbol error rate, the goodput of TCP-AFEC only suffers a slight degradation, providing an eleven-fold gain over TCP-SACK and nearly a three-fold gain over Snoop. When the symbol error rates become even higher (8 x 10W4, 8 x the transmission of both TCP-SACK and Snoop stalls due to the TCP congestion control. However, TCP-AFEC still maintains a high goodput above 1.6 Mbps, much larger than those of TCP-SACK and Snoop. The optimal FEC codes of the four SER are (175, 198),(175,188),(175,184),(175, 182),respectively. Notethat as the channel becomes less erroneous, less redundancy is need to achieve maximum TCP goodput.
In the abovecomp arison, no FEC is employed by TCP-SACK and Snoop. Now we investigate the performance of TCP-SACK and Snoop with a fixed FEC. We considered two different coding overheads, 5 % and 30 %, representing light and medium levels of code redundancy. The resulting ReedSolomon codes are (190, 175) and (255, 175), respectively.
The goodput of TCP-SACK and Snoop under the two fixed coding overhead are compared with the goodput of TCP-AFEC in Figure 2 . From Figure 2 (a), we observe that the 5 % overhead FEC significantly improves the goodput of TCP-SACK and Snoop for all four symbol error rates. The goodputs of TCP-SACK and Snoop for symhol error rates 8 x lo-', 8 x 8 x lOW4 are now only about 6.7 % smaller than those of TCP-AFEC. However, for the symbol error rate o f 8 x TCP-AFEC still outperforms Snoop and TCP-SACK by 13.7 % and 78.5 %, respectively. This is because the packet error rate of TCP-SACK and Snoop is still 3.5 % after the application of 5 % overhead FEC. The packet errors cause a substantial performance degradation for TCP-SACK. Snoop is able to provide considerable improvement, but still falls below TCP-AFEC. head FEC are shown in Figure 2 (b) . In this case, the redundancy level is large enough to account for the high symhol error rate 8 x However, the large coding overhead is an overkill for the low symbol error rates, resulting in smaller goodputs than those'under 5 % overhead FEC. For the low-mobility channel, the wired link parameters are set as B1 = lOMbps and dl = 10ms. The wireless channel model is characterized by the following parameters: average signal to interference and noise ratio (SINR) to represent the average received signal strength after path loss; mobile speed (u)and correlated distance (D) to characterize the shadowing effect; Doppler frequency (fD) to characterize multipath fading effect. Note that the mobility of the system is characterized by the model parameter U, while the packet errors account for both the multipath fading and shadowing effect. In the simulation, the parameters used are as follows: average SINR (averaged over both the multipath fading and the path-losdshadowing) = 25 dB, v = 3 ds, D =IO m, fd = 6 Hz, and symbol rate (link bandwidth) Bz = 20000 symbolds = 160 Kbps. The propagation delay for the wireless link (dz) is set to be 80 ms. The packet size is 512 bytes. To determine the potential ofthe TCP-AFEC protocol in such a scenario, we assume TCP-AFEC can perfectly adapt to channel conditions at any time scale, i.e., it can choose the code that maximizes goodput for any time interval. We divide a one-hour long symbol error trace obtained from simulation into fixed length segments. We shall refer to these segments as "adaptation intervals". We then choose, for each adaptation interval the code that maximizes the goodput within that interval. The overall TCP-AFEC goodput is the sum of the optimal goodputs 2) Low-Mobility Channel: "I 
