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Introduction
In recent years, much attention has been given to the use of hydrogen as an alternative transportation fuel. Industry and government have already invested hundreds of millions of dollars to develop the technologies necessary to transition to a "hydrogen economy." However, hydrogen was certainly not the first fuel considered as an alternative to gasoline for transportation applications. Options ranging from all-electric vehicles to those running on natural gas, propane, ethanol, and biodiesel have also received both industry and government attention as potential substitutes for the conventional gasoline-powered internal combustion engine (ICE). Unfortunately, previous government efforts to encourage widespread adoption of alternative fuel vehicles have been largely unsuccessful. Examples include the failed attempt to mandate a significant percentage of zero emission vehicles in California as well as the recognition that petroleum displacement has fallen far short of the Energy Policy Act (1992) [1] goal of 10% by the year 2000 and will also miss the goal of 30% displacement by the year 2010.
A strong tendency in such failed attempts is to attribute failure to individual causes, such as higher vehicle purchase or operating costs, poor vehicle performance, low refueling (or recharging) station coverage, or inadequate government incentives. However, such simplistic attributions fail to consider the entire system and do not appreciate the complexity of overcoming a highly entrenched technology such as the gasoline ICE. Additionally, solutions that encourage alternative-fueled-vehicle adoption often only consider the end states, such as target vehicle or fuel production cost at high volume or large-scale "optimized" solutions to fuel distribution, with little consideration given to the transitional dynamics that would lead to realizing these end states. Recognizing the importance of transitional issues, the National Academy of Engineering [2] suggested that "the DOE might have its greatest impact by leading the private economy toward transition strategies rather than to ultimate visions of an energy infrastructure markedly different from the one now in place" and that "the policy analysis capability of the Department of Energy with respect to the hydrogen economy should be strengthened, and the role of government in supporting and facilitating industry investments to help bring about a transition to a hydrogen economy needs to be better understood." To better understand the challenges of attempting to displace petroleum-derived fuels, a systems approach is required.
Background
To maximize the likelihood of a successful transition to a hydrogen based transportation system, it is vital that we develop a better understanding of the complex forces that have contributed to previously unsuccessful transition attempts, as these forces will inevitably still be at play in any attempt to displace gasoline ICE's with hydrogen-powered vehicles. To facilitate improved understanding of the lessons learned from previous attempts to introduce alternative-fueled vehicles, the Systems Integration office at the National Renewable Energy Laboratory (NREL) funded a small initial research effort. The first part of this effort focused on experiential lessons learned as identified through literature research and stakeholder feedback and is documented in reference [3] . The second part of this effort, which is the subject of this report, focused on understanding how analytical system modeling coupled with actual data from previous alternative-fuel experiences could improve our understanding of the dynamic forces governing the transition to an alternative-fuel-vehicle (AFV) system.
Model Review
Criteria
In the initial phase of this project, researchers surveyed existing literature to find analytical models that could shed light on transition dynamics and that could also benefit from existing data from previous alternative-fueled-vehicle experiences-in particular, data contained within the Alternative Fuels Data Center (AFDC) [4] at NREL. While a variety of models were reviewed for completeness, the main objective was to identify models existing or under development that:
1. are dynamic (i.e., change with time), 2. focus on the hydrogen transition, and 3. contain endogenous vehicle demand and refueling infrastructure growth.
The rationale for these criteria is as follows. First, it is generally accepted that a transition to a hydrogen-based transportation system would take several decades, during which many important modeling inputs would change. Critical elements of the hydrogen transition, such as the performance and cost of hydrogen vehicles, the growth of a hydrogen infrastructure, and the turnover of existing vehicle inventory are all both highly dependent on time and interdependent. Dynamic, as compared with static, models are better suited to represent these temporal and interdependent elements of the transition and thus were the focus of this study. Second, while "end-game" analyses are required to understand where we would like to go, models that focus on the transitional issues are required to understand how to get there. Finally, an oft repeated key barrier to a hydrogen-based transportation system is the "chicken-and-egg" dilemma associated with a lack of refueling infrastructure to support vehicles running on a fuel other than gasoline. The significance of this barrier was further highlighted by the results of the first part of this study (see reference [3] ). Thus, the third criterion required that a transition model represent the interdependent growth of both hydrogen vehicle demand and hydrogen refueling station coverage.
Results
Although numerous models exist that address important elements of a hydrogen-based transportation system, only the three models identified below satisfied simultaneously the above criteria.
1. HyTRANS (Oak Ridge National Laboratory)
HyTRANS (short for Hydrogen Transition) is a model being developed by Oak Ridge National Laboratory (ORNL) that addresses various elements of the hydrogen transition [5] . It evolved from the TAFV (Transitional Alternative Fuels and Vehicles) model [6] , but has been modified to focus on hydrogen rather than on an array of alternative fuels. The model is transitional in nature, has dynamic elements (such as learning curves), and contains a highlevel coupling between hydrogen vehicle demand and refueling station coverage.
Complex Adaptive System (CAS) Model (RCF Consulting and Argonne National Laboratory)
A complex adaptive system model analyzing the evolution of a hydrogen infrastructure is in the initial stages of development by RCF Consulting in collaboration with Argonne National Laboratory (ANL) and various industry and academic partners [7] . This model will use agent-based modeling techniques to improve our understanding of how the transition to a hydrogen infrastructure might occur. This model will be dynamic, address transitional issues, and intends to link hydrogen infrastructure with vehicle demand [8] , although the nature of this link had not yet been determined at the time of the model review.
3. Dynamic, Behavioral, Spatial System Dynamics Model (Massachusetts Institute of  Technology (MIT)) A dynamic, behavioral, spatial model using System Dynamics as a framework was under development by MIT [9] at the time of this model review (June, 2005) . The model simulated in one dimension the spatial, dynamic interaction between hydrogen refueling station coverage and hydrogen vehicle demand (a dynamic we consider to be particularly important for the hydrogen transition-see Section 5.3.4), and considered technical, economic, and behavioral parameters for both supply (i.e., refueling stations) and demand (i.e., vehicle/fuel purchases). The model was under development as part of a larger project to explore all the critical feedbacks associated with transitioning to a hydrogen-based transportation system.
NREL/MIT Collaboration
Although both the ORNL and the ANL models may potentially shed light on transitional issues as well as benefit from existing alternative fuels data, this project initiated collaboration between NREL and MIT for a number of reasons. First, the methodology of System Dynamics being used by MIT is particularly useful for studying transitional issues (see Section 5.1 for elaboration on the methodology). Second, the MIT model endeavored to link in rigorous manner hydrogen refueling station coverage with hydrogen vehicle demand. The lack of refueling station coverage is a significant "chicken-and-egg" barrier that is not yet well understood but that can have a major impact on the ultimate widespread adoption of hydrogen vehicles. Thus, a rigorous analysis of this barrier is expected to shed light on previously attempted AFV introductions as well as inform future hydrogen transition strategies. Third, a partnership between NREL and MIT was considered to be valuable in that MIT is the world leader in the field of System Dynamics and NREL has broad knowledge of alternative fueled vehicle attempts through its extensive involvement over its nearly 30-year history in DOE's alternative fuel programs including Clean Cities, EPAct Fleet Regulatory Programs, and the Advanced Vehicle Testing Activity. Data and information from these programs and the alternative fuels industry are maintained at NREL for DOE in the Alternative Fuels Data Center. The AFDC contains a wide range of historical data on alternative fuels including fueling station locations, available vehicle models, federal and state incentives and laws. Finally, the limited resources and scope of this project required a focused effort, thereby limiting the cross-organization collaboration that could be pursued.
HyDIVE™ Overview
This section briefly summarizes the methodology and major elements of the model [10] developed by MIT under subcontract [11] and in cooperation with NREL. More detailed documentation of this model is provided by reference [12] . When used by NREL for transition strategy analysis, this model will be referenced as the HyDIVE (Hydrogen Dynamic Infrastructure and Vehicle Evolution) model.
Methodology
The field of System Dynamics was invented at MIT in the 1950s. It is grounded "in the theory of nonlinear dynamics and feedback control" [13] , which is used to simulate the behavior of complex physical systems. The concepts of feedback, control, delays, and state variables (referred to as "stocks" in the field of System Dynamics) were discovered to have applications in business, economic, and social systems as well. Since its invention, System Dynamics has been used in industry, academia, and government to shed light on problems that traditional analysis methods are unable to explain.
The transition to a hydrogen-based transportation system is complex and will require interaction (and in some cases cooperation) among multiple stakeholders. It will also take several decades to realize. The "fundamentally interdisciplinary" nature of System Dynamics [13] , combined with its temporal approach and incorporation of feedback make it especially conducive to analyzing a long-term, complex, system problem such as the transition to a hydrogen-based transportation system.
Focus
Although myriad time-dependent phenomena and feedbacks will ultimately govern the evolution of a hydrogen-based transportation system, this initial modeling effort focused on the dynamic interdependence between hydrogen vehicle demand and hydrogen refueling station coverage. Further, a key element of this effort was the extension of MIT's one-dimensional spatial model of this interdependence [9] to a two-dimensional spatial model that could better represent realworld geographic and demographic variability. Other potential dynamics, such as
• the diffusion of technology awareness through experience and word-of-mouth;
• economies-of-scale and effect of experience on reducing manufacturing costs;
• technology performance improvements with time and research investment;
• growth of other complimentary infrastructure such as maintenance facilities;
• feedback of vehicle demand on resource availability and cost (e.g., natural gas and/or platinum);
etc., have not been included in this transition model but have been discussed elsewhere [9] [14], and/or will be considered for future model enhancements (see Section 9.0).
Main Dynamics in HyDIVE
Overview: Positive and Negative Feedback
The dynamics of any complex system are governed by two types of feedback, positive (or reinforcing) and negative (or balancing) [13] . In short, a reinforcing (or positive) feedback loop is one in which the increase in a particular parameter in the loop tends to lead to a further increase in that parameter through something akin to a "snowball" effect. Reinforcing loops tend to accelerate change and result in exponential growth in the absence of other counteracting forces. The classic example of a reinforcing loop is that of chickens laying eggs, which in turn hatch into chickens, which can then lay more eggs, and so on. Balancing (or negative) feedback loops, on the other hand, tend to counteract change. Balancing loops arise when an initial increase in one parameter in the loop tends to lead to a subsequent decrease in that same parameter, all else being equal. Continuing with the chicken and egg analogy, the more chickens that exist, the more attempted "road crossings" that will be attempted by the chickens (the reason the chicken crossed the road is left to the imagination of the reader!). Assuming some of those chickens don't make it across the road due to collisions with vehicles, these road crossings will tend to then decrease the chicken population. In the absence of other dynamics, a balancing loop will tend to result in an exponential decline of the parameters in the loop. The interaction of multiple reinforcing and balancing loops govern the behavior of any complex system. 
Main Positive Feedbacks
Reinforcing Feedback 1: "Chickens and Eggs"
The first reinforcing feedback is the heart of the dynamic interdependence between refueling station coverage and vehicle demand. Consider first an increase in the number of alternative fuel stations (the Fueling Stations box in Figure 1 ). An increase in the total number of Fueling Stations will increase the Proximity of Fueling Stations While Driving (hence the positive "+" polarity on the connection between these two variables 2 .) As the Proximity of Fueling Stations While Driving increases, the required degree of Trip Effort will decrease (indicated by the negative " -" polarity on the connecting arrow). Trip Effort is explicitly calculated in HyDIVE using the local spatial distribution of refueling stations relative to potential vehicle purchasers and considering the desired driving patterns of vehicle owners (see Section 5.3.4). A decrease in Trip Effort serves to increase the Vehicle Utility, thereby increasing Vehicle Sales and Total Vehicles. As the number of Total Vehicles increases, so do the Fuel Sales, which will inevitably improve Station Profitability. The higher the Station Profitability, the greater is the likelihood that other station owners will enter the market, which results in a further increase in the total Fueling Stations.
This reinforcing dynamic (sometimes referred to as a "virtuous cycle") has the potential to lead to an exponentially increasing number of alternative fuel vehicles and fueling stations. However, consider the case where Station Profitability is not positive. In this situation, stations would tend to close, leading to a subsequent decrease in Vehicle Utility. The resulting discards of the alternative fuel vehicles would then lower the Total Vehicles, Fuel Sales, and Station Profitability. Further station closures would then result, leading to another reinforcing dynamic, although this time operating as a "vicious cycle" rather than a virtuous cycle. A key determinant of whether this feedback will operate as a virtuous or a vicious cycle is whether sufficient demand for the alternative-fuel vehicles is induced by the existence of alternative-fuel stations to make the stations profitable.
Reinforcing Feedback 2: "Take the Jeep Instead"
The second key reinforcing feedback illustrated in Figure 1 addresses driver behavior once a consumer has actually purchased an alternative-fuel vehicle. If Vehicle Utility is low (e.g., resulting from few Fueling Stations and high Trip Effort), a driver can be expected to adjust his/her driving patterns accordingly. If, for instance, the Trip Effort is high for a particular trip, the driver may opt to "take the jeep instead." The likelihood of actually using the alternative-fuel vehicle, once purchased, is represented by the Propensity to Drive. In HyDIVE, the Propensity to Drive is also endogenously calculated based on the calculated Trip Effort, which is dependent again on local station coverage and desired driving patterns. Reduced Propensity to Drive (relative to the baseline of a gasoline ICE) lowers the Fuel Demand for the alternative fuel, affecting of course Fuel Sales and Station Profitability. Since an increase in Vehicle Utility serves to increase Propensity to Drive, Fuel Demand, and Fuel Sales this feedback also acts as a reinforcing dynamic similar to the "Chickens and Eggs" feedback discussed above. Including such a dynamic is important to account for reduced fuel sales relative to the baseline gasoline ICE at low levels of refueling station coverage, even once an alternative-fuel vehicle has been purchased. This dynamic also contributes to a "clustering" phenomenon, which is described further in section 8.0.
Reinforcing Feedback 3: "Stranded at the Drive-In"
The final reinforcing feedback illustrated in Figure 1 addresses the increased likelihood for a consumer to suffer the inconvenience of running out of fuel at low levels of refueling station coverage. An increase in the Proximity of Fueling Stations While Driving tends to decrease the Out of Fuel Risk and Effort, which also reduces overall Trip Effort, on average. This reduced Trip Effort then feeds the "Chickens and Eggs" positive feedback loop described above. The additional risk of running out of fuel, as well as the associated additional time and money of doing so, is explicitly calculated in HyDIVE. Incorporating this dynamic into a transition model is important since, at low levels of station coverage, the increased likelihood of running out of fuel is expected to have a significant impact on a consumer's likelihood of purchasing a vehicle as well as their likelihood of driving that vehicle once purchased.
Main Negative Feedbacks
In addition to the reinforcing feedbacks discussed in section 5.3.2, two main balancing feedbacks are incorporated into the model and illustrated in Figure 2 .
Balancing Feedback 1: "Supply Crowding"
While an increase in the number of Fueling Stations helps to feed the virtuous cycle of the "Chickens and Eggs" feedback loop, it also has a counter-balancing effect that is seen through the Capacity Adequacy term in this loop. The Capacity Adequacy term in this loop is a representation of the total refueling station capacity relative to fuel sales. For a given level of Fuel Sales, having a larger number of stations means that more businesses are competing for the same fuel demand, which results in an increase in the Capacity Adequacy. To maximize profits, total station capacity should be close to fuel demand (not necessarily equal, as some buffer capacity is generally desired). Thus, an increase in Capacity Adequacy will reduce Station Profitability, which in turn will then tend to reduce the number of Fueling Stations, resulting in balancing feedback. 
Balancing Feedback 2: "Demand Crowding"
The last major feedback included in the current version of HyDIVE addresses the problem that would arise if Capacity Adequacy (as defined above) were too low. An initial reduction in Capacity Adequacy, for example, would increase the average queue of customers attempting to refuel their vehicles, since too many vehicle owners would be trying to use too few refueling stations. An increase in the average customer queue results in longer average wait times for vehicle owners to refill their vehicles. This additional wait time effectively increases the Fueling Effort, which tends to decrease Vehicle Utility. Through the mechanism described in section 5.3.2, this decrease in Vehicle Utility would then reduce both the Propensity to Drive and the Total Vehicles on the road, thereby reducing Fuel Sales. This reduction in Fuel Sales then increases the Capacity Adequacy, serving to offset its initial reduction, resulting in a balancing feedback. Of course, the opposite would occur with an initial increase (rather than decrease) in Capacity Adequacy.
Spatial Interdependence between Vehicle Demand and Station Coverage
As mentioned in Section 5.2, a focus area of this initial modeling effort was to extend the onedimensional model developed by MIT [9] to a two-dimensional spatial model. The rationale for this focus was that the demand for alternative-fuel vehicles is expected to be spatially nonhomogeneous and dependent on local refueling station coverage relative to potential vehicle purchasers and desired driving patterns. This notion of a spatially non-homogeneous alternativefuel vehicle market is supported by inspection of the spatial distribution of existing alternativefuel stations, as found in the Alternative Fuels Data Center [4] . Further, one component of ongoing discussion and debate regarding the most effective strategy for introducing hydrogen vehicles is the best way to spatially distribute initial refueling stations. Thus, analysis methods that explicitly address the interdependence between vehicle demand and refueling station coverage should help to shed light on this transition strategy issue. 3 Some analyses have considered linking at a high level refueling station coverage with vehicle demand [5] , and other analyses have investigated the effect of spatial station coverage on driver convenience (such as by calculating the average time to the nearest refueling station) [15] , but HyDIVE appears to be the only model that addresses both the spatial element of refueling convenience and the link between that convenience and vehicle demand, especially in a dynamic manner. Figure 3 illustrates at a high level the spatial interdependence of vehicle demand, station profitability, and refueling station coverage that is included in HyDIVE. Consider a particular level of vehicle demand, located spatially in cell c. Owners of alternative fuel vehicles in cell c will travel both within cell c and beyond cell c (for instance into cell c'). The current simulations assume a radially symmetric log-normal trip distribution frequency, as illustrated by the shaded curve originating at the center of cell c. Travel to cell c', for example, contributes to fuel demand in cell c', which improves station profitability there. As described in Section 5.3.2, increased station profitability tends to result in a greater number of stations in cell c', which also has the effect of reducing the trip effort for vehicle owners in cell c, since they also travel into adjacent cells. This reduced trip effort increases vehicle utility and therefore vehicle demand back in cell c. Through this spatial interdependence, vehicle demand in one cell contributes to station profitability in adjacent cells. Likewise, station coverage in one cell contributes to vehicle demand in adjacent cells by improving the overall convenience of refueling. 
Key Model Inputs
Although a detailed listing and formulation of the variables included in HyDIVE is beyond the scope of this report, some of the more significant model inputs are listed in Figure 4 . Consistent with the cross-disciplinary nature of System Dynamics, HyDIVE includes economic, technological, and behavioral inputs for both the supply side (i.e., refueling stations) and the demand side (i.e., vehicle and fuel purchases). Illustration of the key spatial data input is provided in Figure 5 . Other spatially distributed data (e.g., detailed driving patterns) could also be incorporated into this type of model. However, comparison of the value added by additional spatial data with the inevitable increase in model run-time and memory requirements would be required to evaluate the efficacy of additional spatial complexity. 
Preliminary Simulations and Model Output
Although HyDIVE is still under development, example simulations were run to illustrate model output, insights, spatial and dynamic behavior, and model sensitivities. Model output variables are qualitatively illustrated to convey behavior and dynamics rather than absolute values. Since California is aggressively pursuing alternative-fueled and environmentally-friendly vehicles, it is expected to be at the forefront of any attempted introduction of hydrogen-powered vehicles (e.g., fuel cells). Thus, initial modeling efforts focused on California, although the methodology could be applied to any state or region. Attempts to introduce compressed natural gas vehicles in California are analogous to future attempts to introduce hydrogen-powered vehicles in that a refueling infrastructure delivering a gaseous fuel must be installed to support the alternativefueled vehicle. Thus, compressed natural gas infrastructure and vehicle users were used as inputs for this initial modeling effort.
Simplified Case Study Assumptions and Inputs for Illustrating Model Behavior
Assumption 1: As illustrated in Figure 6 , an initial market "seed" of 24,990 total CNG vehicle users [19] and 216 total CNG refueling stations [4] were used as inputs to the model. These values represent the status of CNG vehicle adoption and station coverage in the year 2002. Spatial distribution of the refueling stations is consistent with the recorded latitude and longitude of CNG stations in the Alternative Fuels Data Center [4] . Spatial distribution of CNG vehicles is not known, however. Thus, the model simulated an optimal spatial distribution consistent with maximizing the "utility to drive" for the given spatial distribution of refueling stations. 
Assumption 2:
To isolate the infrastructure availability/vehicle demand interdependence, vehicle cost and performance as well as refueling station and fuel costs were input as being the same for gasoline vehicles/stations and the alternative fuel vehicles/stations. Additionally, this model run initially assumes that consumers are both aware of and have access to every refueling station. We know that much of the deployment of natural gas vehicles has been with fleets, not consumers, so that many refueling stations are not accessible to the public (see Section 8.3), but this assumption is made anyway for illustration purposes. Further analyses combined with model extensions (e.g., incorporation of an "awareness" feedback loop) could certainly relax these assumptions.
Assumption 3:
To understand and illustrate market-driven dynamics, we assumed that all refueling station owners follow rational business decision making processes and seek profitability. Further, we assumed that desired vehicle driving trip distributions and refueling patterns and behaviors are consistent with those of a typical consumer, as opposed to those of fleet operators, as well as spatially homogeneous (an assumption that could also be relaxed).
Assumption 4:
Finally, to illustrate the dynamics of refueling station and vehicle demand growth (as compared with collapse), we assumed that consumers have a relatively low sensitivity to (i.e., a high willingness to accept) the additional driving effort and risk (which are endogenously calculated in the model) associated with limited station coverage. Model output sensitivity to changes in this input parameter (consumer sensitivity to driving effort and risk) will be illustrated in Section 6.3.
Assumption 5:
To prevent immediate closures of unprofitable stations, we assumed that any station financial losses are fully subsidized for a period of 6 years after start of the model run. Figure 7 and Figure 8 illustrate the endogenously calculated, spatially distributed growth of refueling stations resulting from the inputs and assumptions described in Section 6.1. As can be seen in Figure 8 , refueling stations remain open in the early years since any station losses are fully subsidized. Due to the assumption of low consumer sensitivity to additional driving effort and growth (and due to the assumption of vehicle cost/performance parity), some additional consumers purchase the alternative-fueled vehicles, which drives demand for fuel and further station openings to meet that local demand. Later, upon expiration of the subsidy (around year 6), unprofitable stations close, primarily in the more rural regions where the frequency of travel is lower (see Figure 7) , contributing to the lack of station profitability. Station growth continues, however, in the more densely populated regions of the state, driven by growth in vehicle demand and the interdependent, reinforcing feedback loop described in Section 5.3.2. Finally, it should be noted that market forces result in a final station coverage that is "clustered" around the population centers, with few or no stations remaining open in the more rural areas of the state. This "clustering" phenomenon and its implications are discussed in more detail in Section 8.0. Figure 9 and Figure 10 illustrate the endogenously calculated, spatially distributed, adoption fraction of alternative-fueled vehicles. As can be seen in Figure 10 , the adoption fraction rises sharply in the early years due to the simplifying and illustrative assumptions of 1) vehicle cost and performance parity with conventional gasoline ICE's and 2) low consumer sensitivity to additional driving effort and risk of low station coverage. Additionally, other dynamics that would inevitably slow vehicle adoption (e.g., "awareness" through word-of-mouth, etc. ) have not yet been incorporated. This initially rapid rise in adoption fraction implies that for the initial level of station coverage, more consumers would choose to purchase the alternative-fueled vehicle than the initial input value of 24,990 vehicle owners. Again, the assumption of low consumer sensitivity to additional effort and risk of low station coverage is later relaxed, with the effects illustrated and discussed in Section 6.3. Next, we see that while the adoption fraction continues to grow in the metropolitan areas, it declines in more rural areas as consumers discard their vehicles ( Figure 9 ) because, as discussed above, stations closed in these areas for profitability reasons once the subsidy expired (in year 6). Finally, similar to the equilibrium spatial distribution of refueling stations, the adoption fraction in more rural areas is low or zero, but is higher in the more metropolitan areas due to a "clustering" effect resulting from the local interdependence between vehicle demand and station profitability. Although not quantified in Figure 9 , equilibrium market penetration is lower than the status quo (gasoline ICE's) due to a high degree of "clustering" near metropolitan centers, which limits diffusion of the alternative technology even under assumptions of vehicle/fuel performance and cost parity. Again, refer to Section 8.0 for more discussion regarding this "clustering" phenomenon. 
Example Model Output and Behavior
Model Sensitivity
The analysis described in Section 6.2 assumed that consumer sensitivity to additional driving effort and risk is somewhat low. Such an assumption, combined with assumptions regarding vehicle/station cost and performance parity, resulted in a growing alternative-fuel-vehicle market. However, it seems likely that consumers have become quite accustomed to the high level of convenience afforded by the ubiquitous nature of gasoline stations. Very little, if any, planning is currently required to ensure the ability to fuel a vehicle with gasoline. Any departure from complete refueling station coverage results in additional planning and/or travel time for a consumer as well as additional risk of running out of fuel. Because consumers place a value on their time (whether consciously or unconsciously), these inconveniences effectively increase the "cost" of purchasing and operating an alternative-fueled vehicle. The degree to which consumers will be sensitive to this additional cost of an alternative-fuel-vehicle is not well understood, yet it can have significant impact on whether an attempt to introduce an alternative-fuel vehicle will be successful. Figure 11 illustrates, for example, the effect on the total fraction of consumers purchasing an alternative-fuel-vehicle (Total Adoption Fraction) at different levels of consumer sensitivity to additional effort and risk. At low consumer sensitivity 4 [20] , as indicated by the blue line in Figure 11 , total adoption fraction rises rapidly initially and then equilibrates. However, for a high consumer sensitivity, as indicated by the green line in Figure 11 , the quantity of vehicle adopters was insufficient to result in local station profitability. Thus, a downward spiral of station closings and alternative-fuel-vehicle discards results in a collapse of the market when the station subsidy expires in year six. The above example illustrates a "tipping point" phenomenon that exists in this complex, dynamic system. Highly non-linear thresholds exist where modest changes in certain parameters can result in markedly different system behavior. In the above example, this "tipping point" resulted from changes in the assumed consumer sensitivity. However, similar tipping points would also exist for many other model parameters. For instance, Figure 12 illustrates a similar phenomenon for different levels of station subsidy. At high station subsidy levels, the market continues to grow even upon removal of the subsidy, but at lower levels of station subsidy, the market collapses upon removal of the subsidy because the initial subsidy was insufficient to achieve the "critical mass" of vehicles and stations required for the market to be self-sustaining upon removal of the subsidy. 
Data
One of the objectives of this project was to identify the necessary data for the transition model(s) under review, to gather and provide data where possible, and to identify any data gaps. Early in this project, key data needs were identified that could be met relatively easily. For instance, as identified in Figure 5 , spatial data regarding population [17] , existing gasoline stations [18] , and existing CNG stations [4] were used as inputs to the dynamic model. Additionally, we identified the Alternative Fuels Data Center (AFDC) [4] as a source of additional information that could be valuable for model development and validation activities. When properly queried, the AFDC could provide both spatial and temporal information about the existence of alternative-fuel stations. This information could be used as a comparison against model output for validation purposes, although this detailed validation was not conducted as part of this project. The AFDC also contains information on state and federal incentives/laws, availability of alternative fuel vehicles, and accessibility of alternative-fuel stations--an important variable to consider for initial conditions of the model (see Figure 13 for an example). Additionally, data on total alternative-fuel vehicles estimated to be in use over time were readily available from the Energy Information Administration [19] . Finally, studies on the value consumers place on their time while driving were identified and used as model inputs [20] .
This initial data gathering was useful and facilitated initial model runs; however, additional data would be required to improve confidence in model output. As provided in accordance with the subcontract [11] , Appendix 1 illustrates the more significant data needs required to support thorough model development and validation. Some of the data in Appendix 1 may be readily available, but has not yet been collected, whereas other data may require additional research.
Although comprehensive sensitivity testing of HyDIVE has not yet been performed to identify the parameters most in need of refinement, one parameter in particular has stood out for its ability to influence system behavior: "Elasticity of Utility to Cost." This elasticity parameter is defined as the fractional change in utility (a dimensionless parameter input to a standard multinomial logit "choice" function) to drive (or to purchase a vehicle) divided by the fractional change in "cost" (including actual dollar costs as well as additional time, which is translated into a dollar value). The extent to which consumers will be sensitive to the additional costs (e.g., time, money, risk, etc.) associated with purchasing and driving an alternative-fuel vehicle is highly uncertain, but will have a large impact on where the "tipping point" is for this dynamic system. Considering the uncertainty of this parameter combined with its high potential impact on the success or failure of any transition strategy, additional research in this area seems warranted.
Insights
The methodology of System Dynamics has the benefit of forcing stakeholders and modelers to think about a complex problem in ways they might not have in the absence of rigorous modeling of a complete system. The effects of the inevitable interdependencies, feedbacks, and delays in any complex system are often not intuitively obvious at the outset. Even before a System Dynamics model has been developed to the point where a high degree of confidence exists in the model output, insights are gained into the workings and behavior of a complex system. This section discusses three of the more significant insights gained during the early stages of this modeling effort. 5 
Tipping Points
Section 6.3 introduced the concept of "tipping points," or the existence of critical thresholds that, if exceeded, would permit self-sustained growth of alternative-fuel station coverage and vehicle demand. On the contrary, if the initial "push" of the technology (e.g., via government incentives, subsidies, tax credits, etc.) is insufficient to cross that tipping point, it is possible for the market to collapse, potentially wasting billions of dollars in government and private investment. The mere existence of these highly nonlinear tipping points has implications for technology policy. A better understanding of the magnitude and duration of incentives required to support a hydrogen transition is critical to ensure all relevant technology and policy options are considered.
For instance, consider the following potential scenario. If consumers place a high enough value on their time and on the convenience of refueling (or if technology performance and/or cost does not improve as much as anticipated), it is quite possible that government subsidies would be required for decades (or until crisis events such as skyrocketing gasoline prices occur) to prevent market collapse due to insufficient fuel and/or vehicle sales. Under such a scenario, the level of risk and magnitude of investment may be such that taxpayers and legislatures are unwilling to support the transition in the absence of a crisis. Under this scenario, alternate technology options may be considered. Some companies (e.g., BMW, Mazda) have gone so far as to advocate, for instance, bi-fuel hydrogen/gasoline internal combustion engines, arguing that these bi-fuel vehicles could permit a build-up of hydrogen stations to the point where a hydrogen-only vehicle would be more palatable to an average consumer. Although more comprehensive analysis and further modeling would be required to better compare the merits of a "bi-fuel" vs. "directhydrogen" transition strategy, the "bi-fuel" option is one example of an alternative that might be considered if the tipping point for a direct-hydrogen transition is revealed to be unacceptably high.
While a dynamic model incorporating technological, economic, and behavioral parameters could help quantify these tipping points, uncertainty about the required level and duration of government incentives, technology performance, and costs is inevitable. However, rigorous dynamic modeling could facilitate the development of transition strategies and policies that are robust in light of this inevitable uncertainty.
Clustering
Section 6.2 alluded to a system behavior (as identified through dynamic modeling) of "clustering," whereby refueling stations and vehicle demand tend to concentrate near metropolitan areas. Another way to think of this phenomenon is that metropolitan areas have a lower tipping point (Section 8.2) than do more rural areas, which also has implications for transition strategies and policies. Before considering the implications for strategy, however, let us first consider the driving factors for this clustering mechanism.
First, recall from Figure 3 that driver trip distributions tend to follow a log-normal behavior, where a larger percentage of trips are taken closer to a vehicle owner's residence, and a smaller percentage of trips are taken farther away. The shape of a driver's trip distribution function is important in determining how easily fuel demand will "diffuse" into areas far removed from a vehicle owner's home. In general, the larger the percentage of trips taken closer to a vehicle owner's home, the more difficult it will be for stations far from a vehicle owner's home to become profitable. Such driving patterns contribute to a lower "tipping point" (i.e., greater ease of refueling station profitability) in regions closer to vehicle owners' homes (i.e., in major metropolitan areas).
Second, refueling station owners can be expected to make decisions based on expectations of future profit. One factor contributing to whether a refueling station will open is potential market size. The larger the potential market, the greater risk a business owner is generally willing to take in hopes of capturing sales in that market. Since the potential market for hydrogen vehicles (and the associated hydrogen fuel), for example, is largest in areas of high population, station owners can be expected to be more willing to take the risk of opening a new refueling station in these areas. This "potential market" mechanism also contributes to a clustering of refueling stations and vehicle demand in metropolitan areas.
Finally, recall from section 5.3.2 the "take the jeep instead" dynamic. Even once a consumer has purchased an alternative-fuel vehicle, he/she will still make decisions about whether to use that vehicle for a particular trip. These decisions will depend on the expected effort and risk associated with making that trip for the given level of refueling station coverage. At low levels of station coverage, drivers will be less willing to take longer trips due to the greater probability of running out of fuel and/or the additional effort required to refuel during that trip. This dynamic has the effect of shifting the trip distribution frequency for alternative-fuel vehicle owners toward having a higher percentage of trips closer to home. For the same reasons described above, this has the effect of making it more difficult for stations far from a vehicle owner to be profitable in the early stages of a transition.
The clustering behavior described above has the following strategy/policy implications. Governments and industry would presumably like to invest in high cost and high risk refueling infrastructure in areas where it will most likely succeed initially. Such initial successes will be necessary for continued industry, government, and taxpayer support of any new, unfamiliar, and largely unproven technology. Considering the lower tipping point in metropolitan areas due to the clustering mechanism described above and in the model simulations of Section 6.2, it seems that establishing a "critical mass" of hydrogen refueling stations in major metropolitan areas, which could later be linked together, might have a higher probability of success than would a strategy of beginning with a "hydrogen highway." It is not as much a question of whether a hydrogen highway network should be supported (e.g., through government investment) as it is when this investment should take place. Some level of government incentive is likely going to be required in both urban and rural areas in the initial stages of a transition. But since urban areas seem to have a lower tipping point than do rural areas, for the reasons described above, it seems prudent to start with an investment in those areas. This approach of starting in metropolitan areas and later linking them is also recommended in a static spatial analysis of hydrogen refueling infrastructure performed by UC Davis [15] . Further spatial dynamic analyses, particularly if additional spatial detail regarding consumer driving patterns were incorporated, could further elucidate this issue.
Fleet vs. Consumer-Driven Approach
Previous alternative-fuel vehicle attempts focused largely on a "fleet" approach. For example, the Energy Policy Act of 1992 [1] mandated the acquisition of an increasing percentage of alternative-fuel vehicles by federal and state fleets and alternative fuel providers. Such acquisitions were intended to create a seed for the development of an alternative fuel market by stimulating the production and purchase of alternative-fuel vehicles, thereby creating a demand for the alternative fuel. 6 In the initial stages of introduction for any alternative fuel, fleet markets have some advantages that make them attractive as market seeds. One advantage is that fleet vehicles tend to be able to refuel in a centralized location (as compared with average consumers, who require a large number of geographically dispersed refueling stations), making it easier to create a supportive fueling station infrastructure. Additionally, it is easier for the government to mandate fleet vehicle acquisitions than to mandate acquisitions for more typical vehicle consumers. However, previous attempts at introducing alternative-fuel vehicles have not been very successful, if success is measured for instance by displacement of petroleum. Thus, many in the hydrogen arena are now advocating a more "consumer-driven" approach, whereby the mass market is targeted rather than fleets.
To better understand these approaches, let us first consider a few additional insights gained from this modeling activity. The "take the jeep instead" dynamic discussed in Section 5.3.2 reminds us that initial fuel sales per vehicle are likely to be lower than for a conventional gasoline ICE since some fraction of trips will be too difficult to make due to low initial station coverage. Unfortunately, this dynamic has the impact of making station profitability more difficult, as an even greater ratio of vehicles to stations would be required for a comparable level of station operating costs. To help overcome this profitability problem, one introduction strategy might be to initially target high fuel usage vehicle owners. If a particular fleet satisfies this high fuel usage criterion, it may reduce the time and investment required to achieve station profitability and therefore a self-sustaining market, although further analysis would be required for quantification.
However, a primarily fleet-driven approach must consider what mechanisms would contribute to eventual "spillover" into a mass market. The author would argue, for instance, that for a station to be considered a seed for a consumer market, the average consumer must both be aware of the station (or have the ability to become aware easily) and have access to it. As noted above, a fleet is potentially easier to support with fueling infrastructure since fleet vehicles are more likely to be able to refuel in a centralized location. Unfortunately, this advantage (enjoyed by fleets in the early stages of a transition) can also be a disadvantage for eventual spillover into a mass market. For fleet refueling to be convenient for fleet operators, the stations tend to be located in industrial or government facilities and may not be accessible to the average consumer. Figure 13 illustrates, for instance, that nearly half of the 216 CNG stations in California in the year 2002 were not accessible to the general public. Additionally, of those that are accessible to the public, more than half require a special "card key" in order to use the station, making use of these stations less convenient than a typical gasoline station. Thus, only a small fraction of these stations could truly be considered to be a seed for a consumer market. 7 Further, not only does a station need to be accessible to the average consumer for spillover to be possible, but it also must be located such that the average consumer will become aware of that station's existence. If the station is accessible but located in the back of an industrial facility, for instance, it is unlikely that the average consumer will even learn of its existence, again limiting the effectiveness of this station as a seed for a consumer market. On the other hand, a primarily consumer-driven approach that excludes any fleet component must still find a way to initially seed the positive feedback loops discussed in Section 5.3.2. A tipping-point will still exist that must be crossed by a sufficient quantity of refueling stations and vehicles, supported for a sufficient period of time (e.g., through government incentives), to establish a self-sustaining market. For advocates of a hydrogen transition, it seems to be accepted that some level of government incentives (for fueling stations and vehicles) will be required. Whether a fleet approach, a consumer-driven approach, or some combination thereof would be most cost effective remains to be seen. Further dynamic analysis, with explicit representation of both the fleet and consumer markets, as well as the spillover mechanisms between the two, could help to quantify the relative merits of these alternative approaches. In the end, a strategy that combines the advantages of a fleet approach (e.g., more easily mandated, potentially higher fuel usage, lower refueling risk, etc.) with the larger market potential of a consumer-driven approach may have a greater likelihood of success. The primary lesson, however, is that any approach (fleet, consumer-driven, or otherwise) must give due consideration to the mechanisms that would sufficiently seed the mass market. Failure to consider these mechanisms (e.g., ignoring the station accessibility/awareness issue) can be expected to result in premature market saturation, or even collapse upon removal of government incentives. 
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