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Since the mid-1990s institutions such as national libraries
and the Internet Archive have been ‘archiving the Web’
through the harvesting, collection and preservation of ‘web
objects’ (e.g. websites, web pages, social media) in web
archives [55]. Much of the focus of the web archiving commu-
nity has been on the continued development of technologies
and practices for web collection development [38], with an
increased attention in recent years on facilitating the schol-
arly use of web archives [25, 24, 61]. This research will take
a step back to consider the place of web archives in light
of ‘the archival turn’ and emergent questions over the ever-
expansive role of the archive and the Web in everyday life.
First coined by Stoler [81], ‘the archival turn’ denotes a shift
from ‘archive as source’ to ‘archive as subject,’ signalling
wide-ranging epistemological questions concerning the role
of the archive (and the archivist) in shaping and legitimising
knowledge and particular ways of knowing. This research
proposes to re-situate web archives as places of knowledge
and cultural production in their own right, by implicating
both the web archivist and the technologies in the shaping
of the ‘politics of ephemerality’ [82] that lead to the creation
and maintenance of web archives. This study will identify
key underlying assumptions about what the Web is (e.g.
a ‘Web of Documents,’ ‘abstract information space’), what
of the contemporary Web is (or isn’t) being archived, and
the relative a↵ordances for web archival practice and schol-
arly use. Furthermore, drawing on critical approaches to
information, Science and Technology Studies and Web Sci-
ence, this research will engage with the performativity of
web archiving, the practices of selection, collection and clas-
sification, and the possible implications for a socio-technical
understanding of web archives.
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1.1 The Ephemeral Web
The World Wide Web has emerged as the preeminent
mechanism for global communication, political, economic
and cultural exchange and more. Yet, since its inception,
the phenomenal growth of the Web has been coupled with
an ever-present sense of ephemerality, transience and tem-
porary stability. Schneider and Foot [77, p.115] argue that
the Web is ephemeral in both the transience of its content,
and like other ‘performance media’ (such as radio and the-
atre) in the nature of its construction - all of which require
additional pro-active steps to be taken in order to preserve
and recreate the ‘web experience’ for future use [3, 55]. No-
tions of the Web’s transience have been reinforced by various
longitudinal studies of ‘reference rot’ [68], where the aver-
age half-life of web pages and websites has been estimated
anywhere between 75 days [42] and two years [45]. This
has been bolstered by more recent research [75] which found
that during a period between 2009 and 2012, on average 11%
of online resources shared on social media failed to resolve
one year later. Speaking specifically in a North American
context, Foot et al. [27, p.67] argue that web ephemerality
is reflective of a ‘dominant ideology of technological innova-
tion and the widespread cultural impulses to revise or forget
(web) history.’ In lieu of this rapid turnover, web archives
have thus been positioned as a sort of ‘prosthesis’ to enable
the capture and preservation of web content for future use.
The following section discusses the nature of web archives
and the motivations and practices that drives their creation.
1.2 Web Archives
Defining Web Archives
Before proceeding, it is first necessary to define the scope of
what a ‘web archive’ is, though it is worth noting that clear
and explicit definitions are surprisingly sparse in the exist-
ing literature. The draft ISO standard definition provides
a starting point, defining web archives as ‘the entire set of
resources crawled from the Web over time, comprising one
or more collections’ [83]. This definition however does not
reveal what a web archive may contain, nor why one might
want to create, maintain or use a web archive. Dougherty et
al. [25] provide a useful starting point for this, by providing
numerous interviewee responses to the question ‘What is a
web archive?,’ as answered by a community of stakeholders.
One responder defined web archives as:
‘A set of web objects that have been collected
and verified with a particular purpose or goal in
mind (where the goal could be to collect every-
thing). What makes it an archive is the inten-
tionality, collecting process, and then some level
of verification’ [25, p.7].
The responses highlight a diverse understanding of the na-
ture and purpose of web archives within a community of
practitioners. In conjunction with other literature, two in-
sights can be drawn as they relate to this research: 1) a
tendency towards viewing web archives as a collection of
web documents and 2) an importance placed on motive and
intentionality within web archival practice.
Web of Documents. Firstly, descriptions such as ‘web-
sites,’ ‘website materials,’ and ‘domain collection[s],’ some-
what reflect a document-centric view of what is contained
within web archival collections. This tendency has also been
observed by Hockx-Yu [38, p.115] who importantly notes
how document-centric approaches to web archiving have dom-
inated and subsequently impacted on the mechanisms by
which web objects are collected, maintained and accessed.
The apparent disconnect between the treatment of the web
(of documents) archives and social media archives presents
challenges for this research. On the one hand, the exist-
ing literature surrounding the two sets of practices is dis-
tinctly di↵erent, as the practice and challenges to preser-
vation for each are in some cases, driven by di↵erent legal,
economic and technical issues. However, where ‘Web 1.0’
and ‘Web 2.0’ may have been a useful and convenient bi-
nary in which to describe the evolution of web technologies
and communities of practice, by distinguishing and sepa-
rating web archives in this way, the practice is in danger
of mis-representing a contemporary ‘web experience’ where
this distinction does not exist online.
Intentionality. This dominance of documents is implied
by Bru¨gger [15, p.25] who, in an e↵ort to widen the defi-
nition, broadly characterises web archives as ‘any form of
deliberate and purposive preserving of web material,’ defin-
ing ‘web material’ as being anything digital and ‘present on
the Internet.’ Bru¨gger [15, p.26] elaborates by emphasis-
ing the practice and intentionality that lead to the creation
of web archives, stating that archivists must first be con-
scious of both the act of preservation and why the objects
are being preserved. This point of intentionality is also re-
inforced by the selected quote from Dougherty et al. [25,
p.7], however, unlike Bru¨gger’s [15] definition, there are no
mentions of preservation, preservation practices, or the use
of web archives for long-term storage of ephemeral web ob-
jects. This question of purpose and intentionality, as well as
a potential disconnect between the diverse set of motivations
that drive web archival practice and their subsequent use is
important for understanding the underlying a↵ordances of
web archives as part of this study.
Motivations for Web Archiving
Web archiving as practice has roots in a wider digital preser-
vation movement which emerged in the 1980s-1990s, led by
memory institutions to develop strategies that addressed the
rise of personal computing and the impact of digital artefacts
on their abilities to capture and preserve ‘records of social
phenomena’ [76]. This was particularly fuelled by fears over
the so-called ‘digital dark ages,’ a term first used by Kuny
[47] to describe a scenario where the development pace of
technologies (used to produce digital objects) outweighs that
of the investment in technologies, infrastructures and poli-
cies to preserve them long-term. Whereas the threat of the
‘first digital dark age’ was defined by issues of data corrup-
tion, insu cient metadata, and media and software obso-
lescence, the emergent ‘second digital dark age’ has been
characterised by the ephemeral and dynamic nature of the
Web, as well as a shift in the power and control of digital
data in lieu of an increased use of online services [41].
Legislation. Though ephemerality is often portrayed as
the main motivation for archiving the Web, additional fac-
tors and potential use-cases also drive the creation of web
archives. In several countries web archiving is a legal re-
quirement undertaken by national libraries and archives. In
the UK legislation requires The National Archives and the
Public Record O ce of Northern Ireland to capture records
of importance created by the UK government [69]. This has
led to the creation of the UK Government Web Archive1
which archives the entirety of the government’s web pres-
ence. This includes government websites and social media
data (including Twitter and YouTube outputs) posted using
government departmental profiles [65], as well as functions to
redirect users to the web archive in the event web pages and
resources are no longer present on the ‘live Web’ [64]. Leg-
islation has been supplemented in the UK (and elsewhere)
by non-print legal deposit laws which require the deposi-
tion and retention of digital online publications ‘published
in the UK’ [89]. Additional legislation such as the UK Elec-
tronic Communications Act [69] and other industry-specific
requirements for record retention (including web communi-
cation and social media) have resulted in the need for web
archival expertise in the private sector, as well. This has
led to the creation of a number of third-party services (in-
ternationally) which o↵er web archiving for regulatory com-
pliance, as well as litigation prevention, ‘digital continuity’
and ‘brand protection’ for corporate, financial and legal in-
stitutions.2
Academic Needs. Web archives have also been posi-
tioned as potentially supporting academic needs through the
provision of various research-enabling services [51]. For ex-
ample, to facilitate the long-term maintenance of scholarly
citations online (a focus of early ‘reference rot’ studies), as
well as to enable the preservation of unpublished academic
outputs and institutional web resources [67] have both been
proposed as incentives for the creation of university and
national library web archiving initiatives. Schneider and
Foot [77, p.116-117] outline how web archives can support a
number of di↵erent types of web-based research, including:
discursive or textual approaches to web content analyses,
structural or feature analyses to understand the ‘situated-
ness’ and interconnectedness of content on the Web and so-
ciocultural analyses examining ‘multi-actor’ social networks
online.
Increasingly, web archiving initiatives are developing pol-
icy and practice for the inclusion of social media in conjunc-
tion with ‘traditional’ document-centric approaches to web
preservation, such as data from online social networking and
user-generated content platforms [22]. This is being supple-
mented by projects and individual researchers actively en-
1http://www.nationalarchives.gov.uk/webarchive/
2One example of these services is Iterasi, a commercial web
archiving service provider for corporations, governments,
and legal professionals: http://www.iterasi.com [Accessed
20 March 2016]
gaged in the creation of social media archives for research
purposes - albeit not necessarily with long-term preservation
in mind. Mirroring early discourses in the web archiving
community,3 Rogers [74] observes that only recently has so-
cial media transitioned from being considered ‘pointless bab-
ble’ [44] to being recognised as ‘data,’ or rather, a legitimate
resource for researchers interested in studying large-scale
discourse, ‘patterns of social behaviour’ [88, p.16], global
event tracking and the e↵ects of ‘network sociality’ [95]. The
rise in social media research combined with the limitations of
observing (temporarily stable) live web-based transactions
[90] has inevitably motivated the creation of social media
archives to enable this kind of research.
Web Archival Strategies
Since the mid-1990s various institutions have been employ-
ing a range of techniques to archive web objects. In 2011,
Gomes et al. [30] cited 42 web archiving initiatives based in
27 countries archiving web content, including regional and
national libraries and archives, non-profit foundations and
private sector service providers. In 2014, Hockx-Yu [38] lists
the International Internet Preservation Consortium (IIPC)’s
membership as 48 organisations,4 with Gomes and Costa
[28] citing at least sixty-four web archiving initiatives as of
2013.5 Studies have attempted to further characterise web
archives, first by the processes and technologies used (e.g.
client-side or server-side technologies) the size and scale of
collection methods (e.g. broad versus targeted collection),
as well as the motivations (e.g. academic or legal obliga-
tion) behind the creation and maintenance of web archives
[25, 59]. The di↵erent approaches to web archiving represent
distinct epistemological and ontological assumptions which
underpin methodological choices for collection and appraisal
practices in web archiving [25, p.12], and are fundamental to
understanding the subsequent, relative a↵ordances for web
archival use.
Broad-scale collections are characterised by large-scale strate-
gies for harvesting web content, such as those deployed at
the Internet Archive6 and the Internet Memory Founda-
tion.7 The Internet Archive, based in San Francisco, USA
and established in 1996 by Brewster Kahle, is a non-profit
organisation which oversees one of the largest web archiving
3For a discussion of early debates surrounding the quality of
web content and its suitability for preservation see Masane`s
[59, p.2-6].
4The IIPC represents a coalition of memory institutions and
private-sector organisations established in 2003 to coordi-
nate the preservation of Internet content ‘for future gener-
ations’ [39]. The IIPC collaboration facilitates the creation
of standards, policies and tools for web archiving in an e↵ort
to ‘fulfil the vision of universal coverage of Internet archive
collections’ [39].
5One of the outputs of the Gomes et al. [30] survey was
the creation of a Wikipedia page listing existing web archiv-
ing initiatives, internationally. This page has since been
expanded to include additional information about each ini-
tiative, and now includes entries for tools and other web
archiving resources: https://en.wikipedia.org/wiki/List of
Web archiving initiatives [Accessed 4 April 2016]
6http://www.archive.org
7The Internet Memory Foundation, formerly the European
Archive, was established in 2004 and is a non-profit founda-
tion and web archiving initiative based in Amsterdam and
Paris which develops tools and provides web archiving ser-
vices for web preservation: http://internetmemory.org
initiatives in the world. With a goal towards providing ‘uni-
versal access to all knowledge’ [43], the Internet Archive uses
a ‘whole-domain’ approach to web archiving [25], aspiring to
iteratively archive the Web in its entirety. Others initiatives,
such as that of the Library of Congress [31] and the National
Library of Australia’s PANDORA project,8 also established
in 1996, are driven by ‘opt-in’ approaches to collection meth-
ods - in that permissions to archive are first sought from
content producers - where selection criteria are thematic,
event-driven or based on web resources chosen for national
or local significance [66]. The British Library’s UK Web
Archive9 utilises a ‘hybrid’ approach to archiving, building
thematic collections of websites pertaining to ‘political, cul-
tural, social and economic events of national interest,’ but
also uses the non-print legal deposit scheme [89] to legally
facilitate semi-automated harvesting of web objects on the
basis of their domain (e.g. .uk) and other national identifiers
[11, 37].
The development of web harvesters, originally developed
for the purpose of indexing the Web (rather than preserv-
ing it) had a significant impact in propelling and technically
enabling the large-scale collection of web objects through
the semi-automated traversal of web links and pages [76].
Large-scale ‘client-side’ archiving [59] typically involves the
use of web harvesters such as Heritrix10 or HTTrack11 to
index and download web content over the HTTP protocol
[69]. Web harvesters undertake a recursive process of HTML
parsing and link extraction, starting from a site domain,
host, or ‘seed’ set of URLs, as provided by the user [62, p.9].
The crawl is then determined by a number of parameters
and seed instructions (including a specified link ‘depth’),
subsequently writing and logging the outputs to chosen file
formats - typically in the WARC format, the accepted ISO-
standard for web archival storage [40]. Third-party services,
such as those o↵ered by the Internet Archive (Archive-It)12
and the Internet Memory Foundation (Archivethe.net)13 have
emerged to facilitate web harvesting and storage for those
institutions and projects without the technical expertise and
infrastructure to support the collection of web archives.
Whereas document-centric approaches utilise web harvesters,
third-party services, and legal deposit schemes to facilitate
the collection of data; social media archives are enabled by
platform-specific Application Programming Interfaces (APIs),
data resellers (such as Gnip and Datasift) as well as, in the
case of Twitter, the (rare) use of ‘collaborative publisher
agreements’ [37] for the bulk deposit of data in selected







14One such agreement is that made between Twitter and the
Library of Congress in 2010, which stipulated the deposit of
public tweets, dating back to the establishment of the com-
pany in 2006 [72]. In 2013, the Library of Congress released
a white paper [52] on the status of the transfer of tweets
in which it gave a high-level description of the technical
and economic barriers it had encountered during the (on-
going) construction of an infrastructure that would support
large-scale archival access to potential researchers. Since
this time there has been some backlash to the Twitter Re-
search Access Project, during which there have not been any
toolsets and command-line tools for capturing and analysing
social media data is also enabling archiving by individual re-
searchers and projects with the skills to wield them. In the
case of Twitter, tools such as twarc,15 TAGs,16 yourTwap-
perKeeper,17 Twitter Database Server18 and others all o↵er
mechanisms for using various Twitter APIs to download so-
cial media data, as well as o↵er di↵ering analytical capabil-
ities for interacting with the archives. These types of soft-
ware and mechanisms for accessing social media data how-
ever, are highly dependent on the access provisions granted
by the target platforms themselves. These challenges and
more are discussed below.
1.3 Challenges in Web Archiving
The field of web archiving, the practices and technologies
used to facilitate the creation, maintenance and use of web
archives are all evolving, but not without their issues. As
referred to earlier, the di↵erent (legal, economic, technical,
ethical) challenges to preservation and access presented by
both ‘web documents’ and social media have led to a mix
of overlapping and divergent collection and access strate-
gies - including the use of non-print legal deposit schemes,
collaborative publisher agreements, platform APIs and web
harvesters for data capture [37]. Many of these issues are
intertwined, however attempts have been made below to sep-
arate them into topic areas for the sake of clarity.
Technological Processes
Web technologies are evolving faster than the pace of web
preservation technologies and practice [24], presenting chal-
lenges for preserving an ‘infinite stream with finite resources’
[50]. The limitations of web harvesters in the face of new
markup languages (e.g. HTML5), executable content (e.g.
JavaScript and Flash) and other dynamic content (e.g. streamed
multimedia, database-driven or password-protected) all lead
to missing elements in the representation of web resources
in archives [69]. Problems for use are often presented as is-
sues with the ‘quality’ of web archives, as measured by the
relative ‘likeness’ between archived web objects and the ‘live
web.’ As Bru¨gger [16, p.108] has detailed, a combination of
both collection decisions and ‘technical problems’ leads to
archived web objects that are not copies of the live web, but
rather contingent constructions where ‘the process of archiv-
ing itself may change what is archived’ and therefore output
‘something that is not necessarily identical to what was once
online.’ Many have reflected on the challenges this poses
for scholarly use (see below), particularly when archives are
used as evidence for some past state of the Web.
updates from the Library of Congress directly. However, the
US Government Accountability O ce did issue a report [92]
which reveals that though the project convened a group of
stakeholders (the Twitter Access Group) to determine the
‘functional requirements to support research access’ to the
archive, the Library of Congress expressed significant fail-
ings in the construction of strategic plans for budgeting, risk
management and scheduling deliverables. This not only of-
fers some insights into the status of the availability of the
archive, but also into the challenges social media archives






Helen Hockx-Yu (formerly the Web Archiving Program
Manager at the British Library) noted their concern in an
interview [24] that the web archiving domain, particularly
from an institutional perspective, is almost wholly depen-
dent on the same software and tools to collect and curate
web archives. This includes both the harvesters and curator
tools used to manage archives, whether conducted in-house
or by commonly used third-party services o↵ered by the In-
ternet Archive and the Internet Memory Foundation. This
claim is supported by reports that as of 2013, 70% (53 of 75)
of surveyed US web archiving institutions use the Archive-It
external service for their web archiving needs [4, p.18]. This
raises questions regarding potential path dependencies, and
the subsequent ramifications they may have for the kinds of
data that are collected and how they are understood.
The rise and increasing prevalence of social media sites
such as Facebook and Twitter virtually ‘hidden from crawlers’
and ‘traditional archiving practices’ [24] have led to alter-
native mechanisms for data collection, as mentioned above.
Yet tools for social media data archiving are also limited
by the technologies and a↵ordances of the infrastructure in
which they are trying to access. As social media ‘data ac-
cess regimes’ are increasingly heavily reliant on the API as
the sole form of (bulk) access to platform-based data, episte-
mological questions are raised. For instance, Twitter’s API
rate limiting and the filtering and spam-limiting behaviour
of their search algorithms create concerns over representa-
tiveness and reproducibility [17], as well as fundamentally
implicate the technologies in the processes which create so-
cial media archives.
Legal and Ethical
Many issues arise from restrictions placed on user-generated
content that is collected, stored and used in the absence of
consent from its creator. From a legal perspective, legisla-
tion often dictates the terms and conditions of data storage
and use by collection institutions and in the case of social
media, the platforms from which the data is derived provides
an additional layer of necessary compliance. For instance,
in the UK although the non-print legal deposit laws facili-
tate the collection of web objects without prior permission
from content creators, they also simultaneously restrict use
of web archives to those who have physical access to deposit
libraries. At the British Library, in compliance with copy-
right and EU Data Protection Laws, this is only for those
collections where permissions for open access has not yet
been obtained, in which case they are not made available
in the ‘Open’ UK Web Archive. However, for institutions
such as the Danish Royal Library and the State and Uni-
versity Library, who have been archiving the ‘Danish Web’
since 2005 [79] the collection is closed access. Schostag and
Fønss-Jørgensen [79, p.117-118] describe the legislative re-
strictions which present challenges for archival access and
use by researchers, including limiting use for ‘scientific pur-
poses’ by ‘researchers at PhD level or higher.’ They detail
the use of collective licences to overcome issues of copyright,
but concede that the archive had yet to satisfy the require-
ments of the Danish Data Protection Agency with regards
to risks to privacy and potential exposure to sensitive per-
sonal data which may result from open access to their web
archival collections [79].
Bailey et al. [4, p.16] report that as of 2013, 75% (59
of 78) of US-based web archiving institutions surveyed did
not have an established archiving policy in place for social
media. In addition to the other obstacles to social media
archiving outlined here, another reason for this may be the
fluid nature of platform terms and conditions and the chal-
lenges this poses for the creation of long-term policies for
the collection and storage of social media archives [49]. For
example, Burgess and Bruns [17] detail how in 2012 Twitter
(without community consultation) significantly altered their
Developer Rules of the Road and Terms of Use, restrict-
ing high volume (‘firehose’) API access only to their o cial
data re-sellers, forbidding the storage of Twitter datasets
with third-party cloud services and open access publication
of tweets and secondary data (limiting publication to tweet
IDs only), as well as dictating strict terms for the display of
tweets.19 In academia, this raises ethical questions regarding
both unequal access to data (discussed further below) but
also methodological concerns over the reporting of research
data where personally identifiable information is publicly
disclosed.
Ethical concerns have been raised in light of certain tech-
nological approaches to consent in web harvesting, including
the use of the ‘robots.txt’ protocol [46] as a proxy for con-
sent to crawl any given server. Thelwall and Stuart [84] also
raise concerns over the potential financial costs incurred by
web servers targeted during harvesting routines, as well as
the risks to privacy in the cases where the robots.txt direc-
tives are ignored (as is an option in many software pack-
ages).20 Thelwall and Vaughn [85] consider the possible im-
plications of an unbalanced geographic and country distri-
bution of web-based content in the Internet Archive, fram-
ing the findings as an issue of ‘representativeness’ for those
using the data for longitudinal or historical research. Oth-
ers [53, 54] have challenged the ‘moral good’ argument for
the collection and preservation of representations of cultural
production, raising questions over the ethics of primarily
western-based (northern hemisphere) institutions archiving
the web ‘heritage’ of developing nations.
Scholarly Use and Defining the Object
The increased focus in collection institutions on web archival
scholarly use has further highlighted existing epistemological
and ontological divides between stakeholders - e.g. collectors
(librarians and information science practitioners) and users
(humanities and social science researchers) [25, 24]. Sev-
eral studies describe a landscape where scholars (with access
to the pre-requisite technical skills) are creating their own
web archives for research purposes without the infrastruc-
ture to preserve or share them long-term; whilst libraries
and archives with preservation capabilities are creating web
archives that receive very little use by researchers. Dougherty
et al. [24] recount in great detail some of the obstacles to
scholarly use as described by a community of researchers
and archivists, a few of which are provided below:
• collection practices - specific ontological and episte-
mological assumptions made during the collection and
curation of web archives are either not made explicit to
potential users or are seen as an impediment to their
19https://about.twitter.com/company/display-requirements
[Accessed 15 April 2016]
20For instance, the Heritrix harvester presents users
with the option crawler to ‘ignore all’ robots.txt rules:
http://bit.ly/1SkHZdI [Accessed 14 April 2015]
use and/or re-use. Further conflicts are often driven
by methodological concerns over provenance, the sub-
jectivity of records and the lack of transparency and
metadata for harvester algorithms used to collect web
objects.
• intentionality and purpose - ‘multi-purpose’ archives
are often not suitable or appropriate for the specific
needs of social science or humanities research, and
have been argued to ‘lack the depth and precision in
data capture that are usually imperative for scholarly
datasets’ [78, p.215]. ‘Project-specific’ web archives,
driven by the needs of a particular set of research as-
sumptions, questions and perceived outcomes, are of-
ten seen as problematic or not valuable sources of data
for other researchers.21
• technical expertise - the datasets themselves often
limit usage to those researchers with su cient techni-
cal expertise to manage and interpret very large com-
plex datasets [63].
• access and preservation - a general absence of poli-
cies and infrastructures for enabling the long-term preser-
vation of researcher-collected web archives in most in-
stitutions (for either research verification or potential
re-use). Further restrictions are placed on access and
use of web objects by the terms and conditions of plat-
form providers.
At the heart of conflicts over the collection and use of web
archives are problems with defining the boundaries of the
web object to be captured and studied. Whilst recognising
that web archives are by nature, inherently and necessarily
incomplete [29], they are also highly ‘subjective reconstruc-
tions’ [13, 14] of what exists on the live Web at any given
time. Appraisal decisions over selection practices (whether
thematic or broad-based harvesting [60, 70]), the temporal
dimension of when to capture and for how long [55] and is-
sues over geographic [85] and language [1] coverage and rep-
resentation of the global Web, have all highlighted method-
ological and sampling concerns over the generalisability of
potential research findings based on web archives.
Ankerson [2] goes further to argue that the role of power
in web archiving practices has yet to receive critical atten-
tion in the field, submitting that both decisions to research
and archive certain ‘web spheres’ over others have politi-
cal implications for the formation of historical narratives
about the past. Although the preservation of ‘topics of
civic and public interest’ are undoubtedly important, what
are the consequences of the absence of digital/web culture
‘marginalia’ which is not currently being represented in web
archives [2, p.390]? Furthermore, the restrictions imposed
by the terms and conditions of access to social media data
present additional questions regarding the power to set and
influence research agendas in the creation of web archives.
21In light of this, Webb et al. [94] have called for a greater
focus on ‘preservation intent statements’ in web archiving
initiatives, or records of institutional intentions for the col-
lection of objects for preservation. They argue that, partic-
ularly in the realm of digital preservation, institutions have
a specific responsibility towards outlining the reasons why
digital objects need to be preserved before addressing how
the individual attributes of those digital objects will be cap-
tured and curated long-term.
Whereas these types of data o↵er potential opportunities
for new forms of social enquiry [6], some have argued for
critical engagement with the ramifications of data availabil-
ity for shaping not only the kinds of questions that can be
asked, but also who is allowed to ask and under what con-
ditions [10, 57]. This has implications for understanding
the operation of power in the presence of unequal access to
data, for instance based on either ‘special relationships’ and
agreements with commercial platforms or in the face of (in-
stitutional/disciplinary) disparities in funding allocations to
support data purchase and collection [22, p.8].
2. PROBLEMATISINGWEBARCHIVESAND
FRAMING THE APPROACH
2.1 Postmodernism and the Archival Turn
A Note on Terminology
For some time now the wider archival community has been
concerned with what Uricchio [91] calls ‘media ontology,’ or
the ways in which shared terminology may obscure the ex-
isting di↵erences between, for instance, digital and analogue
media. Here we recognise that there is something fundamen-
tally di↵erent about (the Web,) web archives and archives
- as ‘examples of networked and collaborative cultural pro-
duction,’ di↵erent in their modes of authorship [91, p.137]
and in the socio-technical apparatuses that facilitate their
creation and use. Attention is drawn to this issue in lieu of
the fact that though this study will draw on archival theory,
it is recognised too that the di↵erences between web archives
and ‘traditional archives’ may not simply allow for the trans-
fer of one set of practices to the other. However, as will be
argued, postmodernism and its application in archival the-
ory presents a framework for critically engaging with a (rel-
atively under-theorised) set of knowledge production prac-
tices which embody web archiving.
Although postmodernism has been argued as heteroge-
nous in its ‘approach, subject matter and purpose’ [35, p.28],
emphasis has generally been placed on plurality in ways of
knowing, communication as interpretation, a rejection of
‘naturalness’ [73] and a general ‘incredulity towards meta-
narrative’ [56]. There has thus been a longstanding post-
modern interest in fields and disciplines concerned with record
keeping, through the positioning of records as ‘evidence of
process, of activity, [and] of transaction’ [36, p.12]. This
body of work is our focus here, as it is particularly relevant
to an examination of web archiving as social practice.
Questioning Archives
First coined by Stoler [81], ‘the archival turn’ denotes a shift
from ‘archive as source’ to ‘archive as subject’, signalling
wide-ranging epistemological questions concerning the role
of the archive (and the archivist) in shaping and legitimis-
ing knowledge and particular ways of knowing. Cook [20,
p.4-5] argued that postmodern archival theory represents a
fundamental paradigm shift within a community of prac-
tice largely grounded in scientific rationalism, ‘archival sci-
ence,’ the merits of record stability and the objective role of
archivists; towards one which recognises the incompleteness
of records, and values context and the interpretive role of
archivists in the construction of social memory. This sig-
nified a move in theory away from the framing of archives
as ‘sites of knowledge retrieval’ towards a recognition that
archives are deeply reflective of and implicated in the pro-
duction of knowledge [81, p.90]. The conditions of histori-
cal narrative-making are intrinsically tied to the processes
of archival construction, where certain narratives are privi-
leged and others marginalised through the active reshaping
by the archivist [80, 86]. These often invisible ‘exclusionary
practices’ involved in the maintenance of archives, have ram-
ifications for the ways in which archival holdings are often
presented as ‘being a set of all possible statements’ rather
than ‘the law of what can be said’ [8].
Similarly, Brown and Davis-Brown [12] argue that the
‘technical-rational work’ of archivists - or the everyday de-
cisions and practices related to the collection and mainte-
nance of archives - is politically and ideologically driven.
Brown and Davis-Brown characterise a profession where the
‘explicitly political who is often reduced to the technically
instrumented how ’ - a sentiment also echoed by critical in-
formation studies [9], as well as practitioners from within the
web archiving field [94]. In light of this, an engagement with
the political nature of web archival practice would then in-
clude an examination of the ‘professional decision-making’
involved in: collection development, cataloguing and clas-
sification, circulation and access, budget and finance, and
preservation and conservation work. This form of critical
engagement with archival practice, Brown and Davis-Brown
[12, p.30] argue, facilitates critical engagement with archives
as socio-political constructions, and enables questions re-
garding the processes by which ‘logical hierarchies’ in se-
lection and classification potentially become ‘moral hierar-
chies,’ with the power to include and exclude.
2.2 Performative (Web) Archives as Knowledge
Production
Elsewhere, performativity has been proposed as a mecha-
nism for understanding the Web as a socio-technical assem-
blage; one which is actively co-constituted and produced
through ‘the doing’ [32]. Here we consider performativity
in light of web archival practice, and the ramifications such
an approach may have for understanding what is kept and
how practice informs the nature of web archival holdings and
therefore what is known about the past Web.
This study is specifically interested in Butler’s [18] view
on performativity and the role of anticipated audiences in
shaping action and the ‘naturalisation of practice.’ Drawing
on Bourdieu [7], Butler [19] describes the concept of ‘social
magic,’ where repeated action leads to patterns of behaviour
and belief, in other words: ‘the sedimentation of norms over
time transforms the performative into performativity and
shifts the locus away from a subject that constitutes an ac-
tion to a subject constituted by that action’ [48]. In this
vein, Cook and Schwartz [21] use Butler’s [18] notions of
performativity to explore how ‘archival science’ as practice
was normalised through the repetition of ‘a sustained set of
acts,’ and the ramifications for this on the archival record.
Cook and Schwartz [21] argue that prior to the postmod-
ern condition, archival ‘audiences’ (users) expected objec-
tive, neutral archives, and therefore archivists ‘performed’
the role of ‘objective steward’ in anticipation of this need.
Bowker [8] echoes this sentiment of ‘naturalisation’ whilst
also pointing out the role of technologies in the processes
that lead to the formation of memory practices:
‘What is really interesting is not so much the
individual practices and how they articulate a
given set of memory practices. Rather, it is how
sets of memory practices get articulated into mem-
ory regimes, which articulate technologies and
practices into relatively historically constant sets
of memory practices that permit both the cre-
ation of a continuous, useful past, and the trans-
mission sub rosa of information, stories, and prac-
tices from our wild, discontinuous, ever-changing
past’ [8, p.9]
Waterton [93, p.653-654] and others make the case for
examining the technologies of data archives as integral as-
pects of the performative, specifically the ‘generative capa-
bilities’ of technologically-enabled data, information, and
knowledge which are in an ‘eternal process of becoming’
[34]. Turnbull[87] argues this takes place through the knowl-
edge production practices that encompass the act of making
links, connections and ‘cognitive trails’ in databases. In web
archives, this may be akin to the ordering of web objects
in archival formats and through the use of widely accepted
metadata and classification schemas to describe and cata-
logue archival contents. Whereas others have identified as-
pects of web archival practice as knowledge production [78,
p.201-213], and have even argued for the ‘democratisation’
of description practices in order to enable ‘collective mean-
ing construction’ [23], few have examined the ways in which
these knowledge production practices are both situated and
co-constituted by the socio-technical arrangements of their
creation.
Pinch and Henry’s [71] notion of the ‘materiality of knowl-
edge’ is useful here for considering the ways in which knowl-
edge is also ‘embedded in physical artefacts, technologies,
and ways of doing things.’ This is manifested in how prac-
tice produces ‘material bodies’ [5, p.808-809] but also how
materiality is bound to and embedded in practice. In this
instance Barad [5] is referring to how the body’s material-
ity (e.g. the anatomy and physiology) actively contributes
to the processes of ‘materialization,’ but in the case of web
archives it warrants an examination of how the material-
ity of technologies (platforms, tools, interfaces, code, algo-
rithms) are both implicated in the production of archives
but also potentially produced through the naturalisation of
practices. For instance, Marres [58] reflects on the socioma-
teriality of ‘web scrapers’ and the methodological implica-
tions for the use of data obtained from harvesters for social
science research. This type of engagement with performa-
tivity exemplifies how web technologies shape the ‘liveness’
(or ephemerality) of datasets, but are also implicated in
the ‘subjective reconstruction’ of what was once live. This
returns us to Bru¨gger’s [16] point about web archives as
contingent on practice. It is here that we recognise web
archival practice as essentially socio-technical, encompass-
ing and contingent on the assumptions, value systems, social
practices and technologies of the archivists - and where we
will focus this research.
3. AIMS AND RESEARCH QUESTIONS
In short - how does web archival practice (the who,
what and how) change what is preserved of theWeb?
The focus of the study is on ‘the doing’ of web archives, as
exhibited through the knowledge production practices and
processes that constitute archives. The following questions
will be addressed as they relate to the following two inter-
linking dimensions of web archival practice: performativity
and knowledge production.
Performativity and Knowledge Production
1. In what ways is web archival practice performative?
What kinds of knowledge are embedded and produced
through the creation of web archives?
a How does an examination of web archival practice
reveal underlying epistemological and ontological
assumptions about what the Web is?
b In what ways do these assumptions constrain or
define the nature of what is selected, collected
and described in web archives and the relative
a↵ordances for web archival practice and scholarly
use?
These questions focus on web archival practice as poten-
tially a new form of knowledge production, as produced
through the archiving of the Web. By examining underlying
assumptions about the nature of the Web, the classification
and description practices that enable resource discovery, and
the ways in which knowledge is ‘embedded in physical arte-
facts, technologies, and ways of doing things’ [71] - this re-
search aims to reveal the embedded politics, ideology and
value systems that drive web archival practice.
4. FUTUREWORK
Ethnographic Methods
In order to address the research aims and questions de-
scribed above, I am proposing to use ethnographic methods
as a tool for documenting the routine activities of archival
practice and the ‘typical patterns of work’ [33, p.169] as ob-
served through the problems and solutions which arise in the
collection and maintenance of web archives. The research
will address professional and ‘amateur’ web archival prac-
tices as a set of socio-technical actions with ‘situated mean-
ings’ that di↵er across organisational and disciplinary set-
tings. One key challenge in the study is the division in com-
munities of practice, between ‘traditional archives’ based in
large memory institutions and individual practitioners based
outside of institutional support for web archiving activities.
For this reason, I will seek out flexible ways in which to ob-
serve practice in a variety of (multi-site) settings, both online
and o✏ine, the ways in which technologies take on specific
social meanings through their embedding within systems of
practice [26]. I will apply techniques to address the role
of technologies in social practice, and methods for opera-
tionalising the analytical aspects of observations into theo-
retical frameworks for understanding the a↵ordances of web
archives. I am also seeking training in techniques for min-
imising any potential for ‘professional harm’ to participants
whilst communicating the findings of my research through
digital means. This study proposes to use ethnographic
methods at a minimum of three case studies be conducted
in a variety of settings actively engaged in web archiving.
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APPENDIX
A. STATEMENT OF BENEFITS
As a relative new-comer to the library community, my
main motivation for participating in the Doctoral Consor-
tium is the opportunity to both present my research and gain
valuable feedback from experts in the field in a constructive
environment. For the most part my work on web archives
has taken place in relative isolation of other practitioners in
the field, so I am enthusiastic about an occasion to interact
and engage with both PhD researchers and other specialists.
I am hoping that my professional and academic experience
in the management of digital resources for cultural heritage
will also contribute to a critical engagement with the issues
facing the digital library community.
