Abstract. We establish large deviation principles for the couple of the maximum likelihood estimators of dimensional and drift coefficients in the generalised squared radial Ornstein-Uhlenbeck process. We focus our attention to the most tractable situation where the dimensional parameter a ą 2 and the drift parameter b ă 0. In contrast to the previous literature, we state large deviation principles when both dimensional and drift coefficient are estimated simultaneously.
Introduction
The generalized squared radial Ornstein-Uhlenbeck process, also known as the Cox-Ingersoll-Ross process, is the strong solution of the stochastic differential equation (1.1) dX t " pa`bX t qdt`2 a X t dB t where the initial state X 0 " x ě 0, the dimensional parameter a ą 0, the drift coefficient b P R and pB t q is a standard Brownian motion. The behaviour of the process has been widely investigated and depends on the values of both coefficient a and b. We shall restrict ourself to the most tractable situation where a ą 2 and b ă 0. In this case, the process is ergodic and never reaches zero. We estimate parameters a and b at the same time using a trajectory of the process over the interval r0, T s. Overbeck [12] has shown that p a T and p b T both converge almost surely to a and b. In addition, he has proven that ? Tˆp a T´a p b T´b˙L Ý Ñ N p0, 4C´1q where C "ˆ´b a´2´1 1´a b˙.
Moderate deviation results for p a T and p b T are achieved in [6] . In addition, Zani [13] established large deviation principles (LDP) for the MLE of a assuming b known and, conversely, for the MLE of b assuming a known. Our goal is to extend her results to the case where both parameters are estimated simultaneously. Our methods are different and we explain how we have simplified her approach at the beginning of Section 2.2 and Section 4. The paper is organised as follows. Section 2 is devoted to an LDP for the couple pp a T , p b T q, which is obtained via LDPs for two other couples of estimators constructed on the MLE. Before we prove those results, which is respectively the aim of sections 5 and 6, we investigate in section 3 LDPs for some useful functionals of the process and compute in section 4 the normalized cumulant generating function of a given quadruplet, which is a keystone for every LDP we establish in this paper. Technical proofs are postponed to Appendix A to E.
Main results
We start by rewriting the estimators p a T and p b T in such a way that they are much easier to handle. We need to suppose the starting point x ą 0 to apply the well-known Itô's formula to log X T . We obtain that (2.1)
which leads to
q Σ T´LT V T where the denominator V T " S T Σ T´1 with
and L T " log X T´l og x T .
For the remaining of the paper, we suppose the starting point x equal to 1. This assumption does not change the large deviation results because both estimators, with and without log x, are exponentially equivalent so that they share the same LDP. We first consider couples of simplified estimators constructed from pp a T , p b T q using the fact that L T and X T {T both tend to zero almost surely for T going to infinity. This will be useful for the study of the MLE pp a T , p b T q.
Simplified estimators.
A first strategy to propose simplified estimators of a and b is to remove the logarithmic term L T in the expression of p a T and p b T given by (2.2) . This way, we obtain a new couple pr a T , r b T q defined by
It is clear that r a T and r b T converge almost surely to a and b. Moreover, we also have the same asymptotic normality ? Tˆr a T´a r b T´b˙L Ý Ñ N p0, 4C´1q.
The proof of this result can be found in appendix E. We also state an LDP for the couple pr a T , r b T q assuming both parameters a and b unknown. Proof. The proofs of this theorem and the two following corollaries are postponed to section 5.
We give the shape of this rate function in Figure 1 below in the particular case pa, bq " p4,´1q and over r3, 5sˆr´4,´0.5s. One can notice that the rate function reaches zero at point p4,´1q. LDPs for each estimator r a T and r b T immediately follow from contraction principle [4] . Corollary 2.1. The sequence pr a T q satisfies an LDP with good rate function
with ℓ a " 10 9`1 9 a 64`9pa´2q 2 .
Corollary 2.2. The sequence p r b T q satisfies an LDP with good rate function
Remark 2.1. This rate function is quite similar to the one obtained by Zani [13] for the MLE of b assuming a known. They only differ from a multiplicative factor. A second strategy to propose simplified estimators of a and b is to remove the term X T {T in the expression of p a T and p b T given by (2.2). Then, we obtain a new couple pq a T , q b T q defined by
As previously, q a T and q b T converge almost surely to a and b, and
The proof of this result is given in appendix E. We also establish an LDP for the couple pq a T , q b T q, and deduce as corollaries LDPs for both estimators, assuming a and b unknown.
Theorem 2.2. The couple pq a T , q b T q satisfies an LDP with good rate function
where
One can observe that the rate functions J a,b and K a,b are equal over some domain of R 2 . It is possible to see it on Figure 3 below which is quite similar to the previous one and displays the rate function K a,b in the particular case where pa, bq " p4,´1q. Corollary 2.3. The sequence pq a T q satisfies an LDP with good rate function
{2 and α a , C α and C a are defined in Theorem 2.2.
Corollary 2.4. The sequence p q b T q satisfies an LDP with good rate function
In particular, K b p0q "´b C a with the notations of the Theorem 2.2. Figure 4 displays the rate functions for both estimators in the particular case where pa, bq " p4,´1q. 
2.2.
Large deviation results for the MLE. The next theorem gives a large deviation principle for the MLE pp a T , p b T q of the couple pa, bq. In contrast with the previous literature, we consider both parameters unknown and estimate them simultaneously. We also simplified the approach of the previous literature as our proofs only rely on the Gärtner-Ellis theorem and do not need, for example, accurate time-depending changes of probability.
Theorem 2.3. The couple pp a T , p b T q satisfies a LDP with good rate function
Proof. The proof of Theorem 2.3 is postponed to section 6.
We were not able to explicitly evaluate
However, with the help of computer simulation, we conjecture the following.
One can notice that it is easy to prove that I a,b pα, βq ď min pJ a,b pα, βq, K a,b pα, βqq. Moreover, we also have the two following results. , I a,b pα, βq " K a,b pα, βq.
Some results about the process
The aim of this section is to establish LDPs for S T , Σ T and V T . Proof. See appendix A.
The following result can be proven either directly with the same method or using the previous lemma together with the contraction principle [4] . Theorem 3.1. The sequence pS T q satisfies an LDP with good rate function
In addition, the sequence pΣ T q satisfies an LDP with good rate function
It is now easy to establish a LDP for V T . We recall that V T " h pS T , Σ T q where h is the function defined on R 2 by hpx, yq " xy´1.
Theorem 3.2. The sequence pV T q verifies an LDP with good rate function
Proof. It follows immediately from Lemma 3.1 together with the contraction principle [4] . It only remains to explicitly evaluate the rate function K given, for all real z, by
Ipx, yq
where I is defined in Lemma 3.1.
Cumulant generating function for the quadruplet
To establish LDPs for the estimators by the same method as above for V T , we need the normalized cumulant generating function of the quadruplet pX T {T, S T , Σ T , L T q. However, we can show that this does not lead to a steep function (see [4] for the definition). Thus the Gärtner-Ellis theorem cannot be applied directly. In contrast with the previous literature, we will not search another method to obtain large deviation results. Our idea to overcome this difficulty is to consider instead the and ν ă
rˆR 4 and its gradient is given by
where ∆ 1 " ! pλ, µ, ν, γq P D Λ { λ ą 0 and γ ě 0 or γ ă 0, λ ą 0 and
and ∆ 2 " ! pλ, µ, ν, γq P D Λ { λ ď 0 and γ ă 0 or γ ă 0, λ ą 0 and
d " 0 and lim νÑ 1 8 pa´2q 2 f " 0, we easily obtain that the norm of (4.2) goes to infinity for any sequence in the interior of D Λ converging to a boundary point.
Proof. We want to find the limit as T Ñ`8 of
It follows from Theorem 5.10 in [3] (with a misprint pointed out in [1] ) that
T y`γ T lpT,yq ppT, x, yq dyẇ here lpT, yq "´b´l
pabT`dpx`yq coth pdT {2q`bpx´yqqẇ
f beeing the modified Bessel function of the first kind. We take out of the integral all the terms that do not depend on y. This leads to
pabT`dx coth pdT {2q`a logpxq`bxqẇ here (4.5)
T y`γ T lpT,yq´y 4 pd cothpdT {2q´bq y
However, as soon as T tends to infinity, cothpdT {2q goes to 1, which implies that
On the other hand,
We have to establish the asymptotic behaviour of
We need the four following lemmas, whose proofs are postponed to Appendix B.
Lemma 4.2. For all γ ă 0 and λ P R, one can find the following bounds for H T as T goes to infinity.
. Lemma 4.3. For all γ ě 0 and λ P R,
Lemma 4.4. For all λ ď 0 and γ P R and T tending to infinity,
Moreover if γ ě 0,
Lemma 4.5. For all λ ą 0 and γ P R,
where m γ,λ,T " min "´λ ?
It is clear with those lemmas that the asymptotic behaviour of J T depends on the sign of λ and γ: ‚ For all λ ą 0 and γ ě 0: we directly deduce from Lemmas 4.5 and 4.3 that, for T large enough,
We show alike by using the lower bounds of Lemmas 4.5 and 4.3 that
d´b and we finally obtain (4.13) lim
‚ For all λ ď 0 and γ ă 0: With Lemma 4.4, we know that
Thus, H T`KT " H T`O´p β T q f¯. Lemma 4.2 gives bounds for H T , which lead to
here C is some positive constant and
T .
Using the fact that h´1 T,λ,γ e´γ
tends to zero as T goes to infinity, we obtain (4.14) lim
.
We obtain the same lower bound by using the lower bound in Lemma 4.2.
‚ For all λ ď 0 and γ ě 0: Lemma 4.3 gives
And the lower bounds given in Lemmas 4.3 and 4.4 lead to (4.16) lim
‚ For all λ ą 0 and γ ă 0: using Lemmas 4.5 and 4.2, we show that
T and C is some positive constant. Thus
We also show that
here C is still some positive constant and h T,λ " ?
Proofs of the LDPs for the couples of simplified estimators
5.1. Proof of Theorem 2.1. We will now establish an LDP for the first couple of simplified estimators. We notice that pr a T , r b T q " f p a X T {T , S T , Σ T q where f is the function defined on tpx, y, zq P R 3 |yz ‰ 1u by
Thus, we first compute an LDP for the triplet´aX T {T , S T , Σ T¯a nd then apply the contraction principle to the obtained rate function.
Lemma 5.1. The sequence !´a X T {T , S T , Σ T¯) satisfies an LDP with good rate function:
Proof. See appendix C.
We apply the contraction principle to the rate function I of Lemma 5.1. We obtain that pr a T , r b T q satisfies an LDP with good rate function J a,b given by
J a,b pα, βq " inf tIpx, y, zq |f px, y, zq " pα, βqu which reduces to
|f px, y, zq " pα, βq * where D I " tpx, y, zq P R 3 |x ě 0, y ą 0, z ą 0, yz´1 ą 0u and the infimum over the empty set is equal to the infinity. If pα, βq " p2, 0q, as z ą 0 on D I , the only condition to satisfy f px, y, zq " p2, 0q is x 2 " 2. Therefore
We look for critical points. We find that the derivative equals zero for z "´b a´2 and y "´a`2 b , which, replaced into (5.2), leads to
It is easy to see that J a,b pα, βq "`8 when α " 2 and β ‰ 0 and when β " 0 and α ‰ 2 since we take the infimum over the empty set. Otherwise, as f px, y, zq " pα, βq, we have
, yz´1 " βy`α´2 2´α and x 2 " βy`α.
This gives us some conditions on the parameters. First of all, z ą 0 implies β 2´α ą 0 and yz ą 1 implies y ą
ă 0 and J a,b pα, βq "`8. We now suppose α ą 2. As β ă 0, the condition βy`α ě 0 implies y ď´α β which is in the domain. Therefore,
The derivative g 1 pyq vanishes at
Depending on the value of β, the function g will or not vanish on the domain. So the infimum will sometimes be at the boundary of the domain. It is the case when β ď b, but g tends to infinity when y tends to 2´α β , so necessarily
For β ą b, the condition , the derivative does not vanish on the domain and we find the same value of J a,b as above, while if
. Consequently,
The derivative is equal to zero for y "
which is always greater than 2´α β so inside the domain. We get
5.2. Proofs of Corollaries 2.2 and 2.1. Using the contraction principle again, we deduce from theorem 2.1 LDPs for both estimators. We begin with r b T because the calculations are really straightforward.
Proof of Corollary 2.2. From the contraction principle, we know that
We have directly that J b p0q " J a,b p2, 0q "´b and that, for β ‰ 0,
This leads to the result noticing that it is continuous at point zero.
Proof of Corollary 2.1. With the contraction principle again, we have
‚ First case: α " 2. We easily show that J a p2q " J a,b p2, 0q "´b. ‚ Second case: α ă 2.
We
. All those conditions are fulfilled if and only if 9p2´αq 2 ď pa´2q 2`1 6p2´αq. As α ą 2, we obtain the condition α ă ℓ a :" 10 9`1 9 a 64`9pa´2q 2
Otherwise, for α ě ℓ a , the derivative never vanishes on the domain and the minimum is reached at one of the boundaries. When β goes to zero, the function goes to infinity. Consequently,
For I 1 , the idea is similar. The derivative equals zero for β 1 satisfying
This time the domain is β ă . It leads us to
We now come back to J a,b pα, βq. Combining (5.7), (5.8) and (5.9), we obtain
and it is easy to deduce that
This leads to the conclusion, noticing that it is continuous at the point α " 2.
5.3. Proof of Theorem 2.2. We consider the second couple of simplified estimators defined by
We notice that´q a T , q b T¯" hpS T , Σ T , L T q, where h is the function defined on tpy, z, tq P R 3 |yz´1 ‰ 0u by hpy, z, tq "ˆy p2z´t
Once again, we start by computing an LDP for the triplet pS T , Σ T , L T q and then we deduce an LDP for the couple of estimators applying the contraction principle to the obtained rate function.
Lemma 5.2. The sequence tpS T , Σ T , L T qu satisfies an LDP with good rate function r Ipy, z, tq "
Proof. The proof is postponed to Appendix D.
By the contraction principle applied to the rate function r I of Lemma 5.2, we obtain that´q a T , q b T¯s atisfies an LDP with good rate function K a,b given by K a,b pα, βq " inf ! r Ipy, z, tq|hpy, z, tq " pα, βq, py, z, tq P R 3 , yz´1 ‰ 0 ) which reduces to
* where D α,β " tpy, z, tq P R 3 |y ą 0, z ą 0, yz´1 ą 0, t ď 0 and hpy, z, tq " pα, βqu and the infimum over the empty set is equal to infinity. The condition hpy, z, tq " pα, βq implies that βy "´α and t 2 " p2´αqz´β.
It gives us some additional conditions on the parameters. First of all, we notice that for α or β equal to zero, D α,β is not empty if and only if the other one is also zero. Thus, K a,b pα, βq "`8 over t0uˆR`and R`ˆt0u. If α " β " 0, t 2 " 2z. We replace it into the infimum and look for critical points. We obtain z 0 "´b ? . This leads to
Moreover, for β ‰ 0, as y "´α β , D α,β is empty as soon as α and β have the same sign. So K a,b pα, βq "`8 over R`ˆR`and R´ˆR´. Besides, both expressions will give us boundaries for z depending on the sign of α, β and 2´α, because t 2 must be positive and z must be greater than so D z " z ą´β α ( . We look for critical points of A α,β`Cα z´2 βz αz`β over this domain. We find that critical points z 0 satisfy
We notice that for α negative C α is always positive. So the only critical point that remains in the domain is z 0 "´β α´1`b 2 Cα¯.
As the function tends to infinity on the boundaries of D z , it actually reaches the infimum we were looking for at this critical point z 0 . Replacing it into (5.12), we find
‚ Second case: 0 ă α ď 2. For β ą 0, K a,b pα, βq "`8. For β ă 0, the condition p2´αqz´β ě 0 is always verified. Thus D z " z ą´β α ( . We do exactly the same than in the first case and find the same critical point and the infimum given by formula (5.13).
‚ Third case: α ą 2. The case β ą 0 has already been seen. We consider β ă 0. We investigate the critical points of A α,β`Cα z´2 βz αz`β over the domain D z , given in this case by D z " ´β α ă z ď β 2´α
(
. We need to distinguish cases depending on the sign of C α .
If α ă a`4´2
? a (which is greater than 2 because a ą 2), C α is positive and we find the same critical points than in the first case. The condition z ą´β α is still only verified by
But, the condition z 0 ď β 2´α
is not satisfied for all α in r2, a`4´2 ? ar. Indeed, (5.14) z 0 ą β 2´α if and only if 2 C α pα´2q 2 ą 4 which leads to the following condition on α:
One of the roots is negative. The other one is inside r2, a`4´2 ? ar:
Thus, for α ď α a , the infimum is reached at z 0 and is given by (5.13), while for α ą α a , z 0 is not inside the domain D z so the derivative does not vanish and the infimum is reached at one of the boundaries. We notice that for z tending to´β α , A α,β`Cα z´2 βz αz`β tends to the infinity. Thus, the infimum is reached at the other boundary of the domain: z 0 " β 2´α
. Replacing it into (5.12), we obtain
If α P ra`4´2 ? a; a`4`2 ? as, then C α is null or negative so the derivative cannot vanish and K a,b is given by (5.16).
If α ą a`4`2 ? a, then C α is positive but as α ą α a the critical point z 0 is greater than β 2´α so outside the domain D z . The infimum is reached at the boundary β 2´α of the domain and is still given by (5.16).
Proofs of Corollaries 2.3 and 2.4.
Proof of Corollary 2.4. The result is a direct application of the contraction principle to the rate function K a,b of Theorem 2.2. We did not obtain an explicit expression of the infimum.
Proof of Corollary 2.3. With the contraction principle again, we know that the pq a T q satisfies an LDP with good rate function
‚ First case: α " 0. We easily show that K a p0q " K a,b p0, 0q "´bC a . ‚ Second case: α ă 0. We rewrite
The critical points β 0 satisfy
which is clearly well defined for all α ă 0. Using the fact that α ă 0 and b ă 0 and as β 0 must be positive, we obtain
‚ Third case: 0 ă α ď α a . This time
The critical points β 0 are still given by (5.17). It is well defined for all α ă α a . Namely, 16 ? 2 ? C α`a 2´8 α`32 is a decreasing function on α over this domain and is positive at the point α a . Indeed, we know from (5.14) and (5.15) that α a ą 2 satisfies pα a´2 q 2 " 2C αa , which leads to 16 ? 2 a C αa`a 2´8 α a`3 2 " 8α a`a 2 ą 0. This time α ą 0 and β 0 must be negative but we obtain anyway the same critical point β 0 given by (5. 18) and the infimum K a by (5.19) . ‚ Fourth case: α ě α a . This time
Using the results of the third case of the proof of Corollary 2.1, we obtain the same critical point and the same infimum.
6. Proofs of the large deviation results for the MLE 6.1. Proof of Theorem 2.3. First, we need to establish an LDP for the quadruplet p a X T {T , S T , Σ T , L T q. Using Gärtner-Ellis theorem, we have to compute the Fenchel-Legendre transform r Λ of the cumulant generating function Λ defined in Theorem 4.1:
where D "
)
. We show with the same arguments than for the other LDP proofs that (6.2) r Λpx, y, z, tq "`8 for x ă 0, t ą 0, y ď 0, z ď 0 or yz´1 ď 0.
Besides, for x ě 0, the part involving λ in the function we want to optimize is always negative for λ ď 0 and sometimes positive for λ ą 0. Thus the supremum is necessarily reached for some λ ą 0. With the same argument for t ď 0, we show that we only have to consider γ ă 0. Replacing µ and ν by their expression in d and f , the domain D over which we optimize reduces to D " tλ ą 0, γ ă 0, d ą 0, f ą 0u. Replacing Λ by its value leads to r Λpx, y, z, tq " maxpS 1 , S 2 q, where
ϕpf q * and ϕpf q " 2f`a`2 for the remaining of this section. We first consider S 1 . The domain over which we take the supremum is given by
Over this domain, as t ď 0, 0 ď tγ ď´t b ϕpf q d´b λ, so that the supremum of tγ is equal to´tλ
The supremum over λ is easy to compute. Indeed, the function is concave on λ and the critical point is given by
Finally, with D d,f " td ą 0, f ą 0u, we obtain
We do the same thing with S 2 , computing first the supremum over λ and then over γ. We obtain S 1 " S 2 , so that
This supremum is not explicitly computable, but gives the rate function of the LDP satisfied by the quadruplet p a
To obtain the rate function I a,b for the LDP of the couple pp a T , p b T q, we need to use the contraction principle. Indeed, pp a T , p b T q " gp a X T {T , S T , Σ T , L T q where g is the function defined on tpx, y, z, tq P R 4 |yz´1 ‰ 0u by gpx, y, z, tq "ˆy p2z´t
We can reduce the domain over which we look for the infimum using (6.2). The condition gpx, y, z, tq " pα, βq gives us a link between x and y and one between t and z:
(6.5) βy " x 2´α and p2´αq z " t 2`β .
We first notice that if α ď 0 and β ă 0 then y is negative and for all x, z, t, r Λpx, y, z, tq "`8 such as I a,b pα, βq. Similarly, if β ě 0 and α ą 2, z is negative and r Λpx, y, z, tq "`8 for all x, y, t, then I a,b pα, βq "`8. If β " 0 and α ă 0, the first condition in (6.5) leads to x 2 negative and if α " 2 and β ą 0 the second condition
condition of (6.5) gives x 2 " α " 0 so that
Similarly, if α " 2 and β " 0, the second condition implies that t 2 " p2´αqz " 0 and consequently (6.7)
I a,b p2, 0q " J a,b p2, 0q.
For all remaining values of pα, βq, we define the function
We have to compute
. This is not doable directly. But, with the help of some simulations, we conjecture that
where J a,b and K a,b are the rate functions for the two couples of simplified estimators.
6.2. Proof of Theorem 2.4. We note that
It is easy to see that
So, we just have to show the other inequality. The first idea is to find conditions on α and β for which (6.12)
To find thoose conditions, we consider
It
2`4 p2´αqf`2pa`2qp2´αq`pa´2q 2 ą 0.
The sum of the roots is positive and their product is negative. So it is not possible to find a α for which the trinomial will be positive for all f positive. On the other hand, for 2´α ă 0, δ is positive if and only if for all f ą 0,
The sum of the roots is negative and the sign of their product depends on the value of α. If the product is positive or null then both roots are negative or null, and, aś 4 ă 0, the trinomial will be negative for all f ą 0. The product of the roots is equal to´1 4 p2pa`2qp2´αq`pa´2q 2 q. It is positive or null if and only if
, which is always geater than 2 because a ą 2. In this case, for all x, t in D x,t and all
, I a,b pα, βq " K a,b pα, βq.
6.3. Proof of Theorem 2.5. We do the same with J a,b . We look for conditions on α and β such that, for all x, t in D x,t and all d, f in
Using the fact that
we notice that the slope is positive or null for all d ą 0 if β ă b 2
. Thus,
Appendix A: proof of Lemma 3.1
We apply the Gärtner-Ellis theorem (see [4] ). It is easy to deduce from Theorem 4.1 that the pointwise limit r Λ of the normalized cumulant generating function r Λ T of the couple pS T , Σ T q is given by
ν. We easily get from Remark 4.1 that the function r Λ is steep. To obtain the rate function I, we just have to compute the Fenchel-Legendre transform of r Λ:
, νă
) .
First we note that (A.3) for x ď 0 or y ď 0, Ipx, yq "`8, because r Λpµ, νq tends to´8 as ν or µ tends to´8. Only the case x ą 0 and y ą 0 remains to be studied. We look for the critical points. If xy´1 ‰ 0, we obtain
But d 0 and f 0 must both be positive, so the solution is in the domain if and only if xy´1 ą 0. It is easy to check that this critical point corresponds to a maximum of r Λ. Using the fact that µ "
and replacing it into (A.2), we get
To conclude, we need to examine the case x ą 0, y ą 0 and xy´1 ă 0. We already know that for ν and µ tending to´8,´r Λpµ, νq tends to`8. However, as x and y are non negative, we cannot conclude directly. But it is possible to find a direction in which r Λ dominate the expression. Note that, for´ν and´µ large enough, xµ`yν´r Λpµ, νq " xµ`yν`?µν.
Let k ą 0 and ν " kµ. We just have to find a k ą 0 that satisfies
If y ă 1 then all k ą´x y´1 fit. Else, if y ě 1, necessarily x ă 1 and we use the same argument with µ " kν this time. We have found directions for which xµ`yν´r Λpµ, νq tends to`8, so that the supremum itself is equal to`8. And, (A.6) for x ą 0, y ą 0 such that xy´1 ă 0, Ipx, yq "`8.
dy.
We consider separately the integrals over r0, Over r0, Using the change of variable given by z " ?´l og y`γ
, where g " 2f`a` 2 4 , we obtain:
By dominated convergence as γ ă 0, the first integral tends to zero when T goes to infinity and the second one tends to the positive constant
. This leads to the following bounds, for T large enough:
Combined with the result over r 1 T , 1s, it gives the announced result.
B.2. Proof of Lemma 4.3.
The upper bound easily follows from (B.2). Actually, for all γ ą 0 and λ P R, we obtain (B.5)
T`β T .
Besides, using the lower bound of (B.2), we clearly have, for all γ ą 0 and λ P R,
To obtain the announced lower bound, we need to consider separately the integral over r0, , where we recall that g " 2f`a` 2 4 , we obtain
Firstly, we clearly have ż`8
Besides, for the second part of the integral, we have ż`8
Thus, for any positive γ, we have the following lower bound:
Combined with (B.7), this leads to
B.3. Proof of Lemma 4.4. Using the inequality (B.2) for the modified Bessel function I f in (4.9), we obtain (B.8)
To go further, we need to consider the sign of the exponent γ`2
ď 0: using the fact that y γ`2 f`a´2 4 ď 1 and with the change of variable u " ? y´λ
, we obtain the following asymptotic behaviour for the upper bound of K T ,
where A 1 and A 2 are given by:
Thus:
ą 0: with formula 3.462(1) in [7] , we get where D´2 pγ`gq is the parabolic cylinder function defined by 9.250 in [7] . But, if λ ă 0, for T large enough,´β T´λ ? T ą 0 so formula 9.246(1) of [7] gives This leads to the same conclusion: as T goes to infinity, (B.13)
Otherwise, for the proof of Lemma 4.1, we also need a lower bound for K T when γ ě 0. We note that over r1,`8r, y γ`g´1 ě 1, so that (B.14)
? y´α T y dy.
With the change of variable given by u " ? y´λ All those results are still true for λ " 0. But´β T´λ ? T ă 0 so, by formula 9.246(2) in [7] D´2 pγ`gqˆ´β This easily leads to the announced result.
because E pX T q converges almost surely to E pX 8 q "´a b (see [12] Lemma 3) and, as the parameter a is supposed greater than 2, we obtain from Proposition 3 in [1] that
This gives the announced convergence in probability to zero. Thus, with Slutsky's lemma, the simplified estimators pr a T , r b T q satisfy the same asymptotic normality result than the MLE. As Σ T converges almost surely to´b a´2 and V T to 2 a´2
, we only have to show that X T { ? T converges to zero in probability. For all ǫ ą 0,
Ý ÝÝÝ Ñ 0 with the same argument than before. Thus pq a T , q b T q also satisfies the same asymptotic normality result.
