Abstract-We consider a cognitive radio network with multiple primary users (PUs) and one secondary user (SU), where a spectrum server is utilized for scheduling the SU to transmit over one of the PU channels opportunistically. One practical yet challenging scenario is when both the PU occupancy and the channel fading vary over time and exhibit temporal correlations. Little work has been done for exploiting such temporal memory in the channel fading and the PU occupancy simultaneously for opportunistic spectrum scheduling. Further, the scenario where PU occupancy possesses a long temporal memory has been underexplored as well. By casting the problem as a partially observable Markov decision process, we aim to understand the intricate tradeoffs resulting from the interactions of the two sets of system states (i.e., channel fading and PU occupancy) and the impact of the associated temporal memory. We identify and illustrate a set of multi-tier tradeoffs that go beyond the classic "exploitation vs. exploration" tradeoff. For certain special cases, we establish the optimality of a simple greedy policy. To build a more comprehensive understanding, we then introduce a full-observation genie-aided system that helps in decomposing the tradeoffs in the original system into multiple layers, which we examine progressively. Numerical examples indicate that the optimal scheduler in the original system, with observation on the scheduled channel only, achieves a performance very close to the genie-aided system. In addition, the optimal policy in the original system significantly outperforms randomized scheduling, as well as a policy that explores memory in one system state only, pointing to the merit of jointly exploiting the temporal correlation structure in both channel fading and PU occupancy.
I. INTRODUCTION
Cognitive radio (CR) [1] has been identified as one promising solution to ease the "spectrum scarcity" by allowing secondary users (SUs) to opportunistically access the spectrum owned by the primary users (PUs). A fundamental principle enabling the cognitive capability is built upon the SU's dynamic adaptation of its operation parameters (such as power, frequency, etc.), according to the environmental variations over time. One such variation is the channel fading. A widely used (see, e.g., [2] , [3] ) model, namely the Gilbert-Elliot (GE) model [4] , has been shown to well capture the variation, in particular, the temporal correlation in the fading process.
Another variation -unique to a CR network, is the PU's activity on the channels. Note that in a CR network, the SUs have a strictly lower priority in the spectrum usage, and can only access the channels when the PUs are absent [5] , [6] . This hierarchical spectrum usage structure necessitates the inclusion of the channel's PU occupancy state in determining the channel's accessability by an SU.
In most of the existing works (see, e.g., [2] , [3] , [7] ), only one set of the system states -either the channel fading, or the PU occupancy -has been taken into consideration in developing spectrum access strategies by the SU. Furthermore, most studies rely on the assumption that the PU occupancy has a memoryless nature across time (such as independent and identical distributed [8] ), or a short-term memory modeled by a first-order Markov chain (e.g., [2] , [7] ). Recent works, however, have suggested that the PU occupancy may possess a long memory (see, e.g., [9] ), for which a systematic study is lacking.
Motivated by these observations, in this work, we take steps forward, and: 1) explore the utility of both the states -channel fading and PU occupancy, for opportunistic channel access; and 2) incorporate a generic correlation structure in the PU occupancy state that features a long temporal memory. More specifically, we consider a CR network consisting of multiple PU channels and one SU opportunistically accessing one of the PU channels at a time. 1 A spectrum server is utilized to periodically schedule the SU to one of the channels for transmission. We formulate the problem as a partially observable Markov decision process [10] , wherein the spectrum server makes scheduling decisions in terms of allocating a PU channel to the SU, based on both the channel's PU occupancy state and fading state. Going beyond the literature, we develop a novel "age" model to capture the long temporal correlation in the PU's occupancy state. In parallel, we model the channel fading state using a two-state first-order Markov chain, i.e., the GE model. Detailed formulation can be found in Section II. Worth noting is that the usage of the spectrum server is consistent with the recent FCC ruling on the use of a spectrum database in CR network operations [11] . Further, the spectrum server facilitates spectrum management, and enhances the scalability of the network [12] .
Building upon the formulation, a main goal of this work is to understand the impact of both sets of system states, and their temporal correlation, on the SU's performance. We identify that "multi-tier" tradeoffs arise as a result of the intricate interactions between the PU occupancy and channel fading states. Such tradeoffs go beyond the classic "exploitation vs.
exploration" tradeoff that was studied in the existing works (see, e.g., [2] , [3] ). Specifically, in the classic tradeoff, the answer to "whether to learn a channel or not" is purely dependent on the one system state under consideration. For instance, if channel fading is considered, then the channel with the "least known knowledge on fading" will be favored for "exploration" (i.e., learning) for obtaining better understanding of the overall system and thus improving the total system gain in the long run. In contrast, important differences arise in our context due to the inclusion of both the two system states. On the one hand, the stochastic nature of the PU traffic can result in termination of SU's transmission at any time. The SU, hoping to maximize its throughput, would favor a channel that is currently idle and can stay idle for as long as possible during the current scheduling period. On the other hand, an idle channel with an undesirable fading state can degrade the SU's performance significantly. In this case, the SU's throughput may be better off by accessing a channel with a better fading state but a shorter expected idle duration. The scheduling process, in the presence of such coupling between fading and occupancy, can become even more complicated when temporal correlation in both sets of system states are included, particularly when such memory bears a long-term correlation structure. Clearly, the answer to the same question: "whether to learn a channel or not" must now be determined by "balancing" the two sets of interacted system states, and by understanding the impact of the inherent memory on such a balancing. This is the main goal of our study.
The rest of the paper is organized as follows. Section II introduces the basic setting and problem formulation in detail. In Section III, we identify the fundamental tradeoffs and illustrate them via special cases. Section IV further examines the tradeoffs by developing a genie-aided system that isolates the impact of channel fading and PU occupancy on the optimal reward. In Section V, numerical results are presented with further discussions. Finally, concluding remarks are given in Section VI.
Due to space limit, theoretical results are presented without proofs. The detailed proofs can be found in [13] .
II. PROBLEM FORMULATION

A. Basic Setting
We consider a CR network with one SU and N PUs. 2 Each PU is licensed to one of N independent channels, henceforth identified as PU channels. A PU generates packets according to a stationary process, transmits over its channel if there are backlogged packets, and leaves upon the completion of the transmissions. The PU traffic activity is assumed to be identical and independent across channels.
The SU, on the other hand, is backlogged with packets and opportunistically transmits these packets over the PU channels with the help of a spectrum server. Time is divided into two timescales: mini-slots and the control slots each constituting 2 Each user is assumed to be a pair of transmitter and receiver.
K mini-slots, as illustrated in Fig. 1 . The length of each minislot is normalized to fit the transmission of one data packet of the PU or the SU. At the beginning of each control slot, the spectrum server schedules the SU to the "best" PU channel that is expected to yield the highest average throughput for the SU. The SU then transmits packets in the scheduled channel, until it detects the return of a PU. 3 Upon such an event, the SU suspends transmissions until the beginning of the next control slot, when the spectrum server re-schedules the SU to a PU channel based on most recent observations. At the end of each mini-slot when the SU transmitted a packet, it sends accurate feedback on the channel fading state (of the PU channel, as seen by the SU) corresponding to that mini-slot, to the spectrum server. The spectrum server uses this channel fading feedback, the PU traffic observations, along with the memory inherent in these processes to perform informed scheduling decisions at the beginning of the next control slot. We discuss the system model and the scheduling problem formulation in more detail in the following. 
B. Problem Formulation
The opportunistic spectrum access at hand can be viewed as a sequential control problem, which we formulate as a partially observable Markov decision process. In the following, we introduce and elaborate the entities involved in the formulation.
Channel occupancy: The usage pattern on each of the PU channels can be modeled as an ON-OFF process at the minislot timescale, with ON denoting the busy state where the PU transmits data over the channel, and OFF the idle state where the PU is absent. Channel occupancy is the idle or busy state of the PU channels. Let o t,k (n) be a binary random variable, denoting whether PU channel n, for n ∈ {1, . . . , N}, is idle
Idle/Busy age: The PU traffic is temporally correlated, i.e., the current occupancy state on each of the channel depends on the history of the channel occupancy. We introduce the notion of "age," defined as follows, to characterize the occupancy history:
The age of a PU channel is the number of consecutive mini-slots immediately preceding the current mini-slot, during which the channel is in the same occupancy state as in the current mini-slot. The age is denoted as "idle age" if the channel is in idle state in the current mini-slot and "busy age" otherwise. We use x t (n) to denote the age of channel n at the beginning of control slot t.
As noted earlier, we assume long memory in the PU occupancy state. Specifically, with the definition of age in place, we adopt a family of functions monotonically decreasing in age, to denote the conditional probability that a channel will be idle (or busy), given that it has been idle (or busy) for x ≥ 1 mini-slots:
where C I and C B are normalizing constants taking positive values. Our occupancy model essentially imposes the following realistic correlation structures: 1) the occupancy memory weakens with time, i.e., the impact of past occupancy events on the current occupancy state diminishes since the said event happened; 2) the conditional probability that the PU channel is busy or idle now, is purely a function of the length of time the channel has been in the most recent state, and is independent of the channel occupancy history before the time of the latest transition to the most recent state. In sight of this, the quantities P I and P B defined in (1) are sufficient for capturing the temporal correlation in the channels' PU occupancy state.
Channel fading model:
Inspired by recent works [2] , [3] , we capture the memory in the fading (of the PU channel) between the SU's transmitter and receiver using a first-order Markov chain with two states: state "1" represents a "good" channel fading where the SU experiences error-free transmissions, and state "0" represents a "bad" channel fading with unsuccessful transmissions. The Markov chain model is i.i.d. across the PU channels, and the state variations occur at the mini-slot timescale. The key transition probabilities of this Markov chain are denoted as: p Prob(1 → 1) and r Prob(0 → 1). Throughout the paper, we will focus on the case when the fading channels are positively correlated 5 , i.e., p > r. Belief of channel fading state: Denote by π s t,k (n) the belief of channel fading state in the kth mini-slot of control slot t on channel n. Further, let f t,k (a t ) be a binary random variable denoting the fading state feedback obtained at the end of the kth mini-slot in control slot t on the scheduled channel a t . Also, define T L (·), for L ∈ {0, 1, . . .}, as the Lth step belief evolution operator, taking the form: for
, with T 0 (γ) = γ and T(γ) = γp + (1 − γ)r. Now, the update of the fading state belief is governed by the underlying Markov chain model, and any new information obtained on the channel fading, i.e.: 5 We focus on the positive correlated case, as it has been shown to capture more realistic scenarios than the negative correlated model (see, e.g., [3] and the references therein).
Action space: This refers to the set of channels that the scheduling decision is made from. The spectrum server selects channels only from those that are currently idle 6 , and the action space A t in control slot t can thus be written as:
State: At the beginning of each control slot, the spectrum server makes the scheduling decision based on three factors: For each of the PU channels, 1) the idle/busy state at the moment; 2) the length of time the channel has been in the current occupancy state (i.e., age); and 3) the fading state belief value. That is, the state of each PU channel n, is represented by a three dimensional vector:
Accordingly, the state of the system at the beginning of current control slot t is described by an N × 3 matrix S t :
Horizon: The horizon is the number of consecutive control slots over which scheduling is performed. We index the control slots in a decreasing order with control slot 1 being the end of the horizon. 7 Throughout the paper, we denote the length of the horizon by m, i.e., the scheduling process begins at control slot m.
Stationary scheduling policy: A stationary scheduling policy P establishes a stationary mapping from the current state S t to an action a t in each control slot t.
Expected immediate reward: The expected immediate reward is the reward 8 accrued by the SU within the current control slot. Specifically, the SU collects one unit of reward in each mini-slot, if the channel is idle and has good channel fading. Since the scheduled channel must be idle in the first mini-slot of the current control slot, the expected immediate reward can be calculated as:
Total discounted reward: Given a scheduling policy P, the total discounted reward, accumulated from the current control slot t, until the horizon, can be written as (6) where β ∈ (0, 1) is the discount factor, facilitating relative weighing between the immediate and future rewards, and the expectation is taken with respect to fading state belief: π 
Objective function: The objective of the scheduling problem is to maximize the SU's throughput, i.e., SU's total discounted reward. A scheduling policy P * is optimal if and only if the following optimality equation is satisfied:
is the objective function of the scheduling problem.
III. FUNDAMENTAL TRADEOFFS
The decision on opportunistic spectrum scheduling is made based on two sets of system states: the PU occupancy on the channel and the channel fading perceived by the SU. On the one hand, PUs may return in the middle of a control slot and hinder further transmissions of the SU, leading to a decreased reward for the SU. The temporal memory resident in the PU occupancy suggests that the past history of channel's occupancy, measured by the age, influences the occupancy state of the channel in the future. On the other hand, the PU channels may suffer from "bad" channel fading in the middle of a control slot, even if a PU does not return to hinder SU's transmissions.. Similar to the PU occupancy, the historic observation on the fading process would help determine the expected channel fading in the future. Note that by way of the channel feedback arrangement, an observation of a PU channel fading is made only when that channel is scheduled to the SU. Thus scheduling is inherently tied to channel fading learning. Roughly speaking, to maximize the SU's reward, the spectrum server must schedule a channel such that the combination of the perceived channel occupancy and channel fading strikes a "perfect" balance between the immediate gains and channel learning for future gains. We discuss this intricate tradeoff in the following.
A. Classic "Exploitation vs. Exploration" Tradeoff
In the existing literature (e.g., [2] , [3] , [7] ), focus has been cast on considering only one of the factors: either channel fading or channel occupancy, along with the associated temporal correlation. The optimal decision is a mapping that best balances the tradeoff between "exploitation" and "exploration" on the single factor being considered. The exploitation side lets the scheduler choose the channel with the best perceived channel fading (or occupancy state) at the moment, corresponding to immediate gains; while the exploration side tends to favor the channel with the least learnt information so far, probing which can contribute to the overall understanding of the channel fading (or occupancy state) in the network, and thus better opportunistic scheduling decisions in the future.
B. "Exploitation vs. Exploration" Tradeoff in Dynamics of Both Channel Fading and PU Occupancy States
In contrast to the existing works, we examine the tradeoffs when the temporal correlation in both the channel fading and PU occupancy are considered. While the classic tradeoff described above apparently exists, additional tradeoffs arise in our context due to the interactions between the two sets of system states. In particular, the long temporal memory in the PU occupancy state adds a new layer to the tradeoffs inherent in the problem. For instance, note that the SU can only transmit on idle channels. To carry out exploration, the channel being favored in the traditional sense, i.e., the one on which the least information is available, may no longer be the preferred choice if this channel is perceived to be unavailable (i.e., busy) for a prolonged duration in the near future. In other words, it may not be worth learning the channel as the SU cannot utilize the learned knowledge in the near future. Fig. 2 is a pictorial illustration of the impact from the occupancy state on the SU's expected reward. The history of occupancy, represented by the idle ages x t (1) and x t (2), affects both the immediate and future rewards of the SU. Specifically, as the idle age increases, the temporal memory in the PU's occupancy pushes the channel to transit to busy sooner (i.e., time point b comes earlier than a in the figure) . Therefore, the average availability on the PU channel in the current control slot decreases, which leads to a smaller immediate reward for the SU.
Further, note that the latest mini-slot for which the spectrum server receives channel fading feedback is also the last minislot before the PU returns, i.e., time points a and b respectively for the two cases in Fig. 2 Fig. 2 is an indication of how "fresh" the channel fading information is for the scheduling decision at the beginning of the next control slot, i.e., t − 1. With d 1 < d 2 , channel feedback is more fresh in the former case, with a lower idle age x t (1). Thus, age, through its effect on the freshness of feedback, and the availability of the PU channels in the future slots, adds another layer to the tradeoffs, thereby influencing the optimal scheduling decision. To better perceive the intricate tradeoffs in the system, we proceed, in what follows, with a number of break-down results that aim at illustrating each tier of the tradeoffs progressively.
C. Tradeoffs Inherent in Immediate Reward
Consider the PU channel scheduled in the current control slot t. Let k 0 denote the latest mini-slot before the PU of the scheduled channel returns in the current control slot. Clearly, k 0 is a random variable, taking values in k 0 ∈ {1, . . . , K}. Let p z Pr(k 0 = z). With x denoting the idle age of the scheduled channel, k 0 is distributed as follows: For K = 2:
and for K ≥ 3:
In the following lemma, we establish the structure of the distribution of k 0 .
Lemma 1: The distribution of k 0 is monotonically decreasing in the idle age, x t , for z = 2, . . . , K, and monotonically increasing in x t , for z = 1.
We next present a result that demonstrates the tradeoff inherent in the immediate reward with respect to age.
Proposition 1: The immediate reward on the scheduled channel is monotonically decreasing in the idle age.
The above result can be readily extended to the following corollary.
Corollary 1: When all the PU channels have equal fading state beliefs, the immediate reward is maximized by scheduling the SU to the channel with the lowest idle age.
Next, recall that the channel fading is modeled by a positively-correlated Markov chain. Hence, if π
We present the following proposition without further proof.
Proposition 2: The immediate reward on the scheduled channel is monotonically increasing in its fading state belief at the moment. Further, given equal idle ages across all PU channels, the immediate reward is maximized by scheduling the SU to the channel with the largest fading state belief value at the moment.
D. Tradeoffs Inherent in Total Reward
In this subsection, we illustrate the tradeoffs inherent in the total reward by examining a special case with two channels N = 2 and number of mini-slots K = 1. In particular, we show that under these conditions, a simple greedy scheduling policy is optimal. The greedy policy is formally defined as follows: In any control slot, the greedy decision maximizes the immediate reward, ignoring the future rewards, i.e.,
We now formally record the result on greedy policy optimality in the following proposition.
Proposition 3:
The greedy policy is optimal with one minislot per control slot and two channels in the system.
Remarks: Note that the tradeoffs inherent in the special case considered above, i.e., K = 1, N = 2, is more intricate than those observed in related recent works (e.g., [2] , [3] ), where a control slot coincides with a mini-slot and only one of the states: channel fading or PU occupancy, is considered. This is because, despite K = 1, the question of "whether to learn a channel that may not be available for scheduling in the near future due to channel occupancy state" still exists. Thus the tradeoffs discussed in the preceding subsections are retained in this special case, essentially adding value to our result on greedy optimality.
IV. MULTI-TIER TRADEOFFS: A CLOSER LOOK VIA A GENIE-AIDED SYSTEM
In the previous section, we partially showed the interaction between various state elements by examining the immediate reward and certain special cases. In order to obtain a more complete understanding of the inherent dynamics for the general setting, we next introduce a full-observation genie-aided system that helps decompose and characterize the various tiers of the multi-dimensional tradeoffs.
A. A Genie-Aided System
The genie-aided system is a variant of the original system with the following modification: The spectrum server receives channel fading feedbacks from all the channels and not only the scheduled channel. These feedbacks are collected at the same times as those of the feedbacks from the scheduled channel. Thus when the PU returns on the scheduled channel, the feedbacks from all the channels stop at once. Note that this is a conceptual system, without practical significance, which as we will see, is helpful in better understanding the complicated tradeoffs inherent in the original system.
B. Tradeoffs Associated with Channel Fading & PU Occupancy
Proposition 4: When the idle ages are the same across all PU channels, it is optimal to schedule the SU to the channel with the highest fading state belief at the moment, i.e.,
The following proposition identifies the effect of channel occupancy state on the optimal scheduling decisions.
Proposition 5: When the fading state beliefs are the same across all PU channels, it is optimal to schedule the SU to the channel with the lowest idle age at the moment, i.e.,
Remarks: By studying the full-observation genie-aided system, via the results in Propositions 4 and 5, we have decomposed the tradeoffs associated with the channel occupancy and the fading state beliefs in the original system. Indeed, the results in Propositions 4 and 5 rigorously support the understanding we developed earlier in Section III on the tradeoffs in the original system (see more details in [13] ).
V. NUMERICAL RESULTS & FURTHER DISCUSSIONS
In this section, we first evaluate and compare the optimal rewards under various baseline cases, including: the original system (V * ori ), the genie-aided system (V * genie ), and a randomized scheduling policy (V * random ), where the spectrum server chooses a channel, among all the idle ones, randomly and uniformly, and allocates it to the SU for data transmission. The numerical results are collected for a two-channel system with K = 2, horizon length m = 6, and discounted factor β = 0.9. Table I records the rewards obtained under various baseline cases, for various values of the power exponent u, which broadly captures the temporal memory in the PU occupancy. 9 In particular, as u increases, the PU occupancy memory fades and the difference between the baselines, which are primarily differentiated by the degree to which they exploit the memory in the system, tends to decrease. In addition, as can be seen from the table, the original system performs very close (less than 1%) to the genie-aided system, while the cost of measuring and sending the channel fading feedback is only 1 N of the latter. Further, the optimal policy significantly outperforms the randomized policy. Next, Fig. 3 compares the optimal policy and a policy that explores memory in only the PU occupancy. Clearly, a gain (of 14.3% at m = 6) exists when following the optimal scheduling policy, indicating the benefit of jointly exploring memory in both the channel fading and PU occupancy. Gain of jointly exploring memory in channel fading and PU occupancy. 9 More details and other numerical results regarding fading can be found in [13] . 10 Note that it is also possible to compare the optimal policy with an algorithm obtained by exploring the memory in fading only. However, due to the long memory inherent in PU's occupancy, a fair comparison would require a large time horizon which is computationally expensive.
VI. CONCLUSIONS
In this work, we studied opportunistic spectrum access for a single SU in a CR network with multiple PU channels. We formulated the problem as a partially observable Markov decision process, and examined the intricate tradeoffs in the optimal scheduling process, when incorporating the temporal correlation in both the channel fading and PU occupancy states. In particular, we took into consideration the long temporal memory existing in the PU occupancy state, and captured it using the "age" model and a class of monotonically decreasing functions. The optimality of a simple greedy policy was established under certain conditions. For the general case, we individually studied the tradeoffs in the immediate reward, and the total reward. Further, by developing a genie-aided system with full observation of the channel fading feedbacks, we decomposed and characterized the multiple tiers of the intricate tradeoffs in the original system. Finally, we numerically studied the performance of the two systems and showed that the original system achieved an optimal total reward very close to that of the genie-aided system. Further, the optimal policy in the original system significantly outperformed randomized scheduling, as well as a policy that explores memory in only the PU occupancy, pointing to the merit of jointly exploiting the temporal correlation in both of the system states.
