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Abstract
ZX-calculus is a strict mathematical formalism for graphical quantum comput-
ing which is based on the field of complex numbers. In this paper, we extend its
power by generalising ZX-calculus to such an extent that it both in an arbitrary
commutative ring and an arbitrary commutative semiring. We follow the frame-
work of [14] to prove that the proposed ZX-calculus over an arbitrary commutative
ring is complete for matrices over the same ring, via a normal form inspired from
matrix elementary operations such as row addition and row multiplication. This
work paves the way for doing elementary number theory in string diagrams. The
proof of completeness for ZX-calculus over arbitrary commutative semirings is
quite similar, whose details will be provided in a forthcoming version.
1 Introduction
The ZX-calculus was introduced by Coecke and Duncan [3] as a graphical language for
quantum computing, especially for quantum circuits [6]. The core part of ZX-calculus
is a pair of spiders (based on the quantum Z observable and X observable) with strong
complementarity [4]. As a graphical language with string diagrams, the ZX-calculus is
quite intuitive. Moreover, it is also mathematically strict: the ZX-calculus dwells in a
compact closed category as well as being a PROP [11], thus it is usually presented in
terms of generators and rewriting rules.
Until now, the ZX-calculus has been focused on the particular algebraic object
C: rewriting of ZX-calculus diagrams corresponds to algebraic operations on matri-
ces over the field of complex numbers. On the other hand, the ZW-calculus, another
graphical language for quantum computing [7], has been generalised to arbitrary com-
mutative rings by Amar Hadzihasanovic [8] [9]. This generalisation has brought forth
applications in the proof of completeness of ZX-calculus for some fragments of quan-
tum computing [10] [12]. Therefore, it is natural to ask whether ZX-calculus can also
be generalised to arbitrary commutative rings, or even more broadly, to arbitrary com-
mutative semirings.
In the case of the ZX-calculus over an arbitrary commutative ring R, we can not
have the same Hadamard node such as used in [3], due to lack of element like 1√
2
in a
1
general commutative ring. Similarly, for arbitrary commutative rings, we can not have
the exactly same red spiders as usual. In the case of the ZX-calculus over an arbitrary
commutative semiring S, we even can not have a Hadamard node, since there is no
negative element now. For the same reason, we do not have an inverse of the triangle
node. The red spider for the semiring case is the same as that of the ring case.
In this paper, based on the framework as given in [13], we describe generalisations
of ZX-calculus over arbitrary commutative rings and arbitrary commutative semirings
respectively, by giving the corresponding generators and rewriting rules. Furthermore,
following [14], we give the proof of completeness for ZX-calculus over arbitrary com-
mutative rings. The key idea here is to use a normal form presented in [14] based on
elementary matrix operations. For the sake of simplicity, we only give details of proofs
which don’t hold for general commutative rings. As one can imagine, this work paves
the way for doing elementary number theory in string diagrams. The proof of com-
pleteness for ZX-calculus over arbitrary commutative semirings is quite similar, we
leave the details for a forthcoming version.
2 ZX-calculus over commutative rings
The ZX-calculus is based on a compact closed PROP [11], which is a strict symmetric
monoidal category whose objects are generated by one object, with a compact structure
[5] as well. Each PROP can be described as a presentation in terms of generators and
relations [2].
Since now we are working over an arbitrary commutative ring R, we won’t expect
to have the same Hadamard node such as used in [3]. Instead, we work in the frame-
work as presented in [13], and use a Hadamard node whose corresponding matrix is
scalar-free (each element is either 1 or −1 in the Hadamard matrix). For the same rea-
son, we use a scalar-free red spider as a generator, with all the coefficients of the terms
being 1 in the summation which represents the corresponding map of the red spider.
Already having this, we can give the generators of ZX-calculus over R in the following
table. Note that through out this abstract all the diagrams should be read from top to
bottom.
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R
(n,m)
Z,a
: n → m
m
n
a
...
...
R
(n,m)
X
: n → m
m
n
...
...
H : 1 → 1 σ : 2 → 2
I : 1 → 1 P : 1 → 1 pi
Ca : 0 → 2 Cu : 2 → 0
T : 1 → 1 T−1 : 1 → 1 -1
Table 1: Generators of ZX-calculus, where m, n ∈ N, a ∈ R.
There is a standard interpretation J·K for the ZX diagrams over R:uwwwwwwwv
m
n
a
...
...
}~
= |0〉⊗m〈0|⊗n+a|1〉⊗m〈1|⊗n,
uwwwwwwwv
m
n
...
...
}~
=
∑
i1,··· ,im, j1,··· , jn∈{0,1}
i1+···+im≡ j1+···+ jn(mod 2)
|i1, · · · , im〉〈 j1, · · · , jn|,
t |
=
(
1 1
1 −1
)
,
t |
=
(
1 1
0 1
)
,
t
-1
|
=
(
1 −1
0 1
)
,
t
pi
|
=
(
0 1
1 0
)
,
t|
=
(
1 0
0 1
)
,
t |
=

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 ,
uv }~ =

1
0
0
1
 ,
t |
=
(
1 0 0 1
)
,
t
·
·· ·
·
·
· ··
·
·
· ·
·
·
· |
= 1,
JD1 ⊗ D2K = JD1K ⊗ JD2K, JD1 ◦ D2K = JD1K ◦ JD2K,
where
a ∈ R, |0〉 =
(
1
0
)
, 〈0| =
(
1 0
)
, |1〉 =
(
0
1
)
, 〈1| =
(
0 1
)
, ·
·· ·
·
·
· ··
·
·
· ·
·
·
·
denotes the empty diagram.
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Remark 2.1 If R = C, then the interpretation of the red spider we defined here is
just the normal red spider [3] written in terms of computational basis with all the
coefficients being 1. To see this, one just need to notice that the red spider can be gen-
erated by the monoid pair (and its flipped version) corresponding to matrices(
1 0 0 1
0 1 1 0
)
and
(
1
0
)
respectively, which means the red spider defined in this way
is the same as the normal red spider (see e.g. [3] ) up to a scalar depending on the
number of inputs and outputs of the spider.
For simplicity, we make the following conventions:
:=
...
pi
:=
...
... ...
−1
...
:=
...
...
1
...
pi
:=
...
pi
...
......
:=
...
0
...
......
Now we give rules for ZX-calculus over R.
4
...
a
...
b
ab
...
...
...
...
=
...
...
ab
...
= (S 1) = = (S 2)
= = (S 3) σ+τ
...
=...
...
...
τ
...
...
σ
...
...
= σ+τ
... ...
(S 4)
= (B1) = (B2)
pi
pi
=
pi
(B3)
·
·
·
·
·a · ·
··
· ·
·
·
= ··
·
(Ept)
= −2 (EU) = (H)
Figure 1: ZX rules I, over an arbitrary commutative ring R, a, b ∈ R, σ, τ ∈ {0, pi},
+ is a modulo 2pi addition in (S4). The upside-down flipped versions of the rules are
assumed to hold as well.
5
= (Bas0) =
pi
(Bas1)
a a + 1
= (S uc) -1 =
-1
= (Inv)
0
= (Zero) =
a
aa
(Pcy)
=
(S ym)
=
(Aso)
-1
= (Brk) = a + b
a
b (AD)
Figure 2: ZX rules II, over an arbitrary commutative ring R, a, b ∈ R, the upside-down
flipped versions of the rules are assumed to hold as well.
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It is a routine check that these rules are sound in the sense that they still hold under
the standard interpretation J·K.
3 Derivable equalities mainly from previous reuslts
In this section, we list equalities from algebraic rules in Figure 1. Some equalities have
been essentially derived in [14], we just list them without giving the proof if it still
holds in the case of rings. For simplicity, we give two denotations as follows:
:=
-1
∧
· · · · · ·
a
· · ·
:=
a
· · · · · ·· · ·
:=· · · · · · · · · · · ·
(1)
Clearly, they have the following relation
· · ·
a
· · ·
∧
a
=
· · ·· · ·
a
∧
· · ·
· · ·
= (2)
Lemma 3.1 [13] =
Lemma 3.2 =
Proof: Eu= −2
Bas0
= −2
S 1
= −2
B1
= −2
3.1
Ept
=

Lemma 3.3 =
pi pi
Proof: −2Eu= S 1=−2
Bas1
=
pi
pi
−2
S uc
=
−1 pi
= 
Lemma 3.4 =
7
Proof: 3.2
=
H
=
B1
=
3.2
=

Lemma 3.5 [14] = = (Hopf)
The first equality is proved in [14] which is also valid here. The second equality follows
from the first one by taking transpose on both sides.
Lemma 3.6 [14] =
pi-1
(Bas1’)
Lemma 3.7 [14] =
pi
pi
Lemma 3.8 [14]
= = (Brk)
Lemma 3.9 [14]
= =
Lemma 3.10 [14] = =
Lemma 3.11 [14]
=
Corollary 3.12 [14] ∧ =
8
Lemma 3.13 [14]
= = (3)
Lemma 3.14 [14]
= = (4)
Lemma 3.15 [1] pi =
Lemma 3.16
pi
=
pi pi
(B3)
Proof:
pi
3.3
=
pi
pi
H
=
B3
=
pi pi pi pi
3.3
=
We also call this equality (B3). 
Lemma 3.17 [14] Suppose m ≥ 0. Then
m m
...
pi
...
pi
pi
= (Pic)
Proof:
3.15
=
pi
pi
pi
pi
pi pi
pi pi
B1
=
3.2
=
Ept
=
S 1
=
B2
=
B3
=
S 1
=
The general case follows directly from the above two special cases. 
9
Lemma 3.18 =
pi
pi
Proof:
pi
S 4
=
pi
H
=
pi
3.3
=
pi S 1=
pi

Corollary 3.19
pi
=
pi
Proof: This can be obtained from lemma 3.18 by transpose on both sides. 
Lemma 3.20 [14] Suppose m ≥ 0. Then
m m
...
pipi
...
=
pi
(Pic)
Proof:
pi Pic=
3.2
=
pi
3.19
=
pi 3.2
=
pi
S 4
=
B2
=
S 4
=
B3
=
pi pi
pi pi
pi pi
The general case follows directly from the above two special cases. We also call this
equality (Pic) for convenience. 
Corollary 3.21 [14]
pi
=
pi
=
(Brk1′) (5)
Lemma 3.22 [14]
pi
=
pi
Lemma 3.23 [14] =0 (Zero’)
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Lemma 3.24 [14]
= =
Lemma 3.25 [14]
=pi
pi
Lemma 3.26 [14]
=
Lemma 3.27 [14]
-1-1
==
Lemma 3.28 [14]
a+b
-1
a b
= (AD′)
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Proof:
b
3.10
=
a
-1
b
S 1
=
a
-1
B2
=b
a
-1
b
a
S 1
=
-1
b
S 1
=
a
-1
Inv
=
b
a
-1
b
-1
a
S 1
=
a
-1
b
-1
-1
b
a
3.27
=
a b
S 1
=
AD
= a+b

Lemma 3.29 [14]
-1
pi
=
pi
(Ivt)
Lemma 3.30 [14] pi
a
a
= pi pi
a
Lemma 3.31 [14] =
pi
pi
Corollary 3.32 [14]
-1
-1
=
pi
pi
(6)
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Lemma 3.33 [14] -1 =
pi
=
pi
Lemma 3.34 [14]
=
pi
(7)
Lemma 3.35 [14] =
Lemma 3.36 [14]
a
=
a
a
-1
a
a
= (Brkp)
Lemma 3.37 [14] =
-1 -1
-1 (BiA)
Corollary 3.38 [14]
m
n
m
n
...
...
...
...
∧
∧
...
=
∧ ...
Corollary 3.39 [14] For any k ≥ 0, we have
kk
. . .
=. . .
...
∧
∧
∧
13
or equivalently,
k
k
. . .
. . .
=
...
-1
where
1
-1
...
:=
-1
=
,
0
-1
:=
...
-1 =
pi
Corollary 3.40 [14]
∧
· · ·
a
b
· · ·
∧
=
· · ·
∧
ab
Lemma 3.41 [14]
-1
-1
=
-1
(Dis)
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Proof:
-1 -1 3.33
=
pi pi
S 1
=
pipi
piBrk1
′
= pi
3.10
=
piB2= pi
S 4
=
B2
=
pi pi
3.24
=
pi
S 2
=
-1
3.33
=

Corollary 3.42 [14]
∧
=∧
∧
...
...
(Dis)
This follows directly from Corollary 3.39 and Lemma 3.41. We also call this equality
(Dis) for convenience.
4 Newly derivable equalities
In this section, we derive all the equalities needed for the proof of completeness while
relatively new to previous results.
Proposition 4.1 [14] Let i, j1, · · · , jt, · · · , js ∈ {1, · · · ,m}, i < { j1, · · · , jt, · · · , js}. Then
we have
· · ·
a
m 1i j1js
· · ·· · ·· · ·
jt
· · ·
pi
=
· · · · · ·· · ·
jti 1m js
pi
j1
a
· · · · · ·
15
where the node a is connected to j1, · · · , jt, · · · , js via pink nodes.
Corollary 4.2 [14]
· · ·
a
· · ·
· · ·
· · ·· · · · · · · · ·
· · ·
pi
i
j1jt
m j1
1
pi
jt
a
js
i
· · ·1
=
js
· · ·
m
pi
pi
Proposition 4.3 [14] Let i, j1, · · · , jt, · · · , js ∈ {1, · · · ,m}, i < { j1, · · · , jt, · · · , js}. Then
we have
1
· · ·
jti
pi
1
· · ·
mjs ij1 j1
· · · · · ·· · ·· · · · · ·
=
jtm
· · ·
a
pi
js
· · ·
a
· · ·
where the node a is connected to j1, · · · , jt, · · · , js via pink nodes.
Similarly, we have
Proposition 4.4 [14] Let i, k, j1, · · · , js ∈ {1, · · · ,m}, i, k < { j1, · · · , js}. Then we have
· · ·
a
· · · · · ·· · ·· · · · · · · · · · · ·
pi
i j1m j1 1
pi
k
a
js i
· · ·
1
=
js
· · ·
m k
where the node a is connected to j1, · · · , js via pink nodes.
Corollary 4.5 [14]
· · ·
pi
a = a
· · ·
a
=
· · ·
pi
pi
pi
· · ·
=
a
16
In the same way, we have
Proposition 4.6 [14]
· · ·
a
∧
pi
=
· · ·
a
∧
pi
Corollary 4.7 [14]
· · ·
∧
a
=
a
· · ·
∧
pi
pi
Lemma 4.8 [14]
pi
=
Lemma 4.9 [14]
=
pi
a
a
pi a
Proposition 4.10 [14] For any k ≥ 1, we have
k
k + 1
a pi
a
a
pi
· · · · · ·· · · · · ·
=
(8)
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Corollary 4.11 [14]
· · ·
pi
· · ·
pi
a
a
· · ·
pi
· · ·
=
pi
a
a
This can be immediately obtained by plugging pink pi phase gates from the top and the
bottom of the left-most line of diagrams on both sides of (8).
Corollary 4.12 [14]
· · ·
· · ·
pi
· · ·
api
· · ·
a =
a
n j 1
j 1n
This can be obtained by swapping the 1-th and the j-th lines of diagrams on both side
of (8).
Corollary 4.13 [14]
j1
· · ·
a
· · ·· · ·
js 1m
a· · ·
1m + 1
· · ·
j1
· · ·
js
=
pi
pi
a· · · · · · · · ·
This follows directly from Proposition 4.10 and Corollary 4.2.
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Corollary 4.14 [14]
n m
n m
js
=
j1
· · · · · ·
m
· · ·
a
1
· · ·
· · · ..
.
j1
· · ·
· · · · · ·
a
js 1m
pi
pi
· · ·
a
pi
· · ·· · ·
.
.
.
pi
(9)
where on the RHD of (9), there are 2n green triangles labeled by a on the right-most
m wires, each green triangle is connected to the left-most n wires via green dots which
are surrounded by k pairs of red pis with 0 ≤ k ≤ n, and different green triangles have
different distribution of pairs of red pis, that’s why there are
(
n
0
)
+
(
n
1
)
+ · · · +
(
n
n
)
= 2n
green triangles labeled by a.
Corollary 4.15 [14]
nm
nm
a
· · ·
j1
· · ·
a
· · ·
j1 1
js
js
.
.
.· · ·
m
pi
· · ·
· · ·
pi
· · ·
pi
pi
· · · · · ·
· · ·
a
m
=
1
.
.
.· · ·
(10)
where on the RHD of (9), there are 2n green triangles labeled by a on the left-most m
wires, each green triangle is connected to the right-most n wires via green dots which
are surrounded by k pairs of red pis with 0 ≤ k ≤ n, and different green triangles have
different distribution of pairs of red pis, that’s why there are
(
n
0
)
+
(
n
1
)
+ · · · +
(
n
n
)
= 2n
green triangles labeled by a.
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Proposition 4.16 [14] For any k ≥ 1, we have
k + 1
k + 1
· · ·· · ·
a
b
=
· · ·· · ·
a+b
Corollary 4.17 [14]
b
1m
· · ·· · ·
a
· · ·
j1js
=
· · ·· · · · · ·
a+b
1j1jsm · · ·
j1
a
1
=
m
· · · · · ·
b
js
This can be directly obtained from Proposition 4.16 and Corollary 4.2.
Lemma 4.18 [14]
-1
-1
pi
= -1
-1
Lemma 4.19 [14] =
-1
-1
pi
pi
-1
a
a
a
20
Proposition 4.20 [14] For any k ≥ 1, we have
k + 1
k
∧
a
· · ·
= pi
pi
∧
a
· · ·
a
∧
· · ·
Corollary 4.21 [14]
nm
nm
=
· · ·
∧
a
· · ·
pi
· · ·
.
.
.
pi
pi
.
.
.
pi
· · ·
a
∧
a
∧
(11)
where on the RHD of (11), there are 2n AND gates on the left-most m wires, each AND
gate is accompanied by k pairs of red pis on the left-most n wires with 0 ≤ k ≤ n, and
different AND gates have different distribution of pairs of red pis, that’s why there are(
n
0
)
+
(
n
1
)
+ · · · +
(
n
n
)
= 2n AND gates.
Corollary 4.22 [14]
n m
n m
· · ·
pi
∧
∧
pi
a
pi
=
.
.
.
· · ·
a
· · ·
· · ·
∧
.
.
.
pi
a
(12)
where on the RHD of (12), there are 2n AND gates on the right-most m wires,each AND
gate is accompanied by k pairs of red pis on the left-most n wires with 0 ≤ k ≤ n, and
different AND gates have different distribution of pairs of red pis, that’s why there are(
n
0
)
+
(
n
1
)
+ · · · +
(
n
n
)
= 2n AND gates.
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Lemma 4.23 [14]
b
a
=
b
a
Proof:
3.27
=
a
a a
-1
S ym
=
a
a
b
-1
-1
-1
a
b
Dis
=
b
a
b
-1
-1
-1
-1
S 1
=
b
S 1
=
b
b
B2
=
BiA
=
b
b
b
a
S 1
=-1
-1
-1
a
a
3.35
=
b
S 1
=
a
b
S 1
=
a
22
ba
b
B2
=
a
a
b
-1
S 1
=
-1
a
b
Dis
=
-1
S 1
=
-1
a
b
-1
b
-1
3.27
=
a
-1 b
a
S 1
=
-1
-1
b
a
BiA
=
S 1
=
a
b
-1
b
S ym
=
-1
a
S 1
=
3.35
=
ab
b
a
b
a
S 1
S ym
=

Proposition 4.24 [14] Let n ≥ 0. Then we have
n n
a
· · ·
b
· · · =
b
a
· · ·
· · ·
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Proposition 4.25 [14] Assume that node a is connected to j1, · · · , js via pink nodes
and node b is connected to i1, · · · , it via pink nodes, where i1, · · · , it, j1, · · · , js ∈
{1, · · · ,m}, and {i1, · · · , it} , ∅, { j1, · · · , js} , ∅. Then we have
· · ·
1
a
· · ·· · ·
i1js j1itm
· · · · · ·
b
=
b
· · ·
i1 1m it
· · ·· · ·
a
· · ·
j1js
· · ·
(13)
Proposition 4.26 [14] Assume that n ≥ 0. Then
n n
=
a
· · ·
bpi
pi
pi b
· · ·
a
pi
Proof:
n n n n n
n n n
n n
b
a
Pic
=
pi
pi
· · ·
a
pi
b
Brk1′
=
· · ·
Inv
=
b
a
· · · · · ·
a
Dis
=
∧
b
· · ·
a
b
Inv
=
∧ ∧
a
3.11
S 1
=
∧
· · ·
∧
b
· · ·
b
∧
a
∧
∧
∧
a
BiA
=
b
∧
· · ·
∧
3.39
=∧
S 1
B2
=
a
∧
· · ·
b
∧
· · ·
a
∧
∧
b
∧ ∧
25
n n n n
n n n n
Dis
=
a
∧
· · ·
∧
b
∧
S 1
=
∧
b
a
∧
· · ·
∧ ∧
3.27
=
b
∧
∧
∧
a
· · · · · ·
∧
b
∧a
∧
B2
=
∧
a ∧
∧
· · ·
b
S 1
=
· · ·
a
∧
∧
b
Dis
=
∧∧ 3.27=
∧a
∧
∧
· · ·
b
Hop f
=
· · ·
b
∧
∧
∧a
n n
n
n
Inv
=
· · ·
a
b
∧
∧
∧∧
· · ·
∧
∧
∧
BiA
= a
b
Inv
=
∧
b
· · ·
∧
∧
BiA
=
· · ·
∧
∧
b
a a
26
n n
n nn
nn ∧
b
∧
a
· · ·
Dis
=
· · ·
a
∧
b
∧ ∧
· · ·
b
∧
∧
a
B2
=
∧
a
∧
b
· · ·· · ·
b
∧
∧
a
3.12
=
S 1
S 4
=
pi
· · ·
b
api
pi
a
b
· · ·
pi
S 4
=
pi
pi
Brk1′
=

Corollary 4.27 [14] Assume that n ≥ 0. Then
n n
b
a
· · ·
=
b
a
· · ·
27
Corollary 4.28 [14]
· · ·
j1
b
1
=
i
· · · · · ·
a
jsm
pi
pi
i
pi
m
· · ·
js
a
pi
· · ·
b
j1 1
· · ·· · · · · ·
where the node a and b are connected to j1, · · · , js via pink nodes, and two red pi nodes
are located on the i-th line, i < { j1, · · · , js} or i ∈ { j1, · · · , js}, |{ j1, · · · , js}| ≥ 2.
Proposition 4.29 [14]
∧
· · ·
=a
b
∧
pi
pi
pi
b
· · ·
∧
∧
a
pi
Proposition 4.30 [14] Suppose the nodes a and b are connected to j1, · · · , js via pink
nodes, pairs of red pi nodes separated by green nodes connected to a are located on
i1, · · · , it, and pairs of red pi nodes separated by green nodes connected to b are located
on k1, · · · , kl, {i1, · · · , it}∩{ j1, · · · , js} = ∅, {k1, · · · , kl}∩{ j1, · · · , js} = ∅. Then we have
=
it
pi
m
· · ·
js
b
· · ·
pi
· · ·
a
j1 1
· · ·· · · · · ·
pi
pi
pi
pi
pi
pi
i1 k1kl
· · ·
k1
a
· · ·· · · · · ·· · ·
i1
· · ·
m
pi
pi
pi
it
pi
pi
j1
· · ·
bpi
· · ·
pi
jskl 1
pi
Proposition 4.31 [14] Suppose the pairs of red pi nodes separated by green nodes
connected to a are located on i1, · · · , it, and pairs of red pi nodes separated by green
28
nodes connected to b are located on j1, · · · , js. Then we have
pi
pi
a
∧
∧
b
=pi
pi
pipi
pipi
it i1jsm j1 1
· · ·· · · · · ·· · ·· · ·
pi
it
· · ·
∧
pi
a · · ·
pi
js
pi
1
pi
b
· · ·
m
pi
pi
∧
· · · · · ·
pi
i1 j1
Proposition 4.32 [14]
pi
b
-1
pi
a
=
b
pi
-1
a
pi
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Proof:
3.10
=
∧
b
Dis
=a
∧
∧
B2
=
S 1
=
b
a
b
a
∧
b
3.27
=
∧
b
∧
∧
Inv
Hop f
=
a
b
∧
b
B2
=
∧
∧
∧
3.27
=
∧
b
pi
a a
∧
∧
∧
a
∧
BiA
=
a
BiA
=
a
∧
-1 ∧
∧
∧
∧
a
∧
Inv
=
∧
BiA
=
b
pi
∧
Inv
=
∧
∧
Dis
=
b
∧
b
b
∧
∧
∧
a
∧
Dis
=
a
∧
∧
a
b
a
b
∧
a
bb
a
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pi
b
∧
b
∧
a
a
∧
∧
a
∧
S 1
=
∧
b
Inv
=
∧
3.10
=
b
∧
a
b
a
BiA
=
∧
a
pi
Inv
=
pi
∧
-1
∧
∧
∧∧-1
b
∧
b
a
b
∧
BiA
= =
b
∧
a
∧
∧
∧
a
b
Inv
=
a
BiA
=
Dis
=
a

Proposition 4.33 [14] Suppose the node a is connected to j1, · · · , js via pink nodes,
and a pair of red pi nodes separated by green nodes connected to b are located on k,
where k < { j1, · · · , js}, |{ j1, · · · , js}| ≥ 1, or k ∈ { j1, · · · , js}, |{ j1, · · · , js}| ≥ 2. Then we
have
a
· · · · · · · · ·
m
pi
j1
· · ·
pi
jsk 1
b
∧
=
pi
b
· · ·
1jsk
pi
a
· · ·
m
· · ·
∧
· · ·
j1
(14)
Proposition 4.34 [14] Suppose the node a is connected to j1, · · · , js via pink nodes,
pairs of red pi nodes separated by green nodes connected to a are located on i1, · · · , it,
and pairs of red pi nodes separated by green nodes connected to b are located on
k1, · · · , kl, {i1, · · · , it} , {k1, · · · , kl}. Either {k1, · · · , kl} , ∅, {k1, · · · , kl}∩{ j1, · · · , js} =
∅, |{ j1, · · · , js}| ≥ 1; or {k1, · · · , kl} , ∅, |{k1, · · · , kl} ∩ { j1, · · · , js}| = 1, |{ j1, · · · , js}| ≥
2; or symmetrically, {i1, · · · , it} , ∅, {i1, · · · , it} ∩ { j1, · · · , js} = ∅, |{ j1, · · · , js}| ≥ 1; or
{i1, · · · , it} , ∅, |{i1, · · · , it} ∩ { j1, · · · , js}| = 1, |{ j1, · · · , js}| ≥ 2.
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Then we have
pi
pi
· · · · · · · · ·
js
· · ·
m
pi
m
pi
· · ·
it
pi
j1
pi
· · ·
pi
pi
kl
· · ·
a
pi
kl js 1k1
pipi
· · ·
a
it
· · ·
pi
· · ·
i1i1
· · ·
pi
· · · · · ·
pi
j1
· · ·
k1 1
=
b
∧
∧ pi
b
pi
Proposition 4.35 [14]
pi
a
=pi
pipi
b
a
pipi
ab
Proof:
pi
Aso
=
pi
ab
a
pi
Pcy
=
ab
pi
a
b
pi
a
B3
=
pi
b S ym=
api
pi
Pic
Brk1′
=
a
pi
pi
b b
api
pi
a
b
B2
=
pi
pi
3.14
=
pi
pi a
b pi
a
3.9
=
b
pi
pi
pi
b
a
pi
a
pi pi
B3
Bas1
=
pi
b
S 1
=
b
api
pi
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Proposition 4.36 [14]
· · ·
pi
=
1
ab
· · ·· · ·
js j1m
pi pi pi
m
pi
a
1j1
pi
js
pi
· · ·· · ·
pi
· · ·
∧
b
pi
pi pi
pi
where the node ab is connected to j1, · · · , js via pink nodes.
Proposition 4.37 [14] Suppose the node a is connected to j1, · · · , js via pink nodes,
the node b is connected to i1, · · · , it via pink nodes, pairs of red pi nodes separated by
green nodes connected to b are located on j1, · · · , js. Furthermore, ∅ , {i1, · · · , it} ⊆
{1, · · · , n}, ∅ , { j1, · · · , js} ⊆ {n + 1, · · · , n + m}.
m n m n
b
pi =
pi
a
· · · · · · · · · · · ·· · · · · ·pi pi pi pi pi pi pi pi
itj1js 1i1
pi
pi
pi · · ·
ab
pi pi
i1
pi
itjs
· · ·pi
1
· · ·· · ·
a
pi pi· · ·
j1
· · ·pi
m+nm+n
(15)
Proof: Assume that { js} , ∅. Then
m n m n m n
i1
· · ·
pi
it
3.11
B3,Bas1
=
pi
· · ·
pi
pi pi
m+n
pi
1
a
pi
pi
m+n
pi · · ·pi
b
j1
B3
Bas1
=
· · ·
pi
· · · · · ·
pi
pipi
pi
js
· · ·
a
pi
pi
1
· · ·
i1
· · ·
j1
b
jsit
pi
pi
i1
pi
· · ·
pi
· · · · · ·
1
pipi · · ·
a
pi
pi· · ·
j1
· · ·· · ·
it
pi
b
js
· · ·
pi
· · ·pi
m+n
33
m n m n
m n
m n m n m n
pi· · · pi · · ·pi
i1
· · ·
1
· · ·
js
ab
it
B3
Bas1
=
pi
m+n
pi
j1
pi· · · · · ·pi pi
a
pi
m+n 1
pipi
· · ·· · ·
js i1
pi
pi
pi
it
pi
pi
· · ·
ab
· · ·· · · · · ·
j1
a
pi
js
pi
Aso
=
m+n it
pi
· · ·
pi
· · ·· · ·· · ·· · ·
pi
j1 i1
pi
pi
pi
1
· · ·
aba
pipi
m+n
a
pi
it
· · ·
Aso
=
· · ·
1i1
pi
· · ·
pi
· · ·· · ·· · ·
pi
pi
js
b
j1
pi
· · ·
1
pi
a
pi
itjs
pi
· · ·
pi
m+n
· · ·
j1
· · ·
b
· · ·
pi
· · ·
pi
pi
pi
i1
B3
Bas1
=
b
Pic
S ym
=
· · ·
it
pi
pi
j1 i1
· · ·· · ·
pi
api
· · ·
pi
m+n
· · · · · ·
pi
pi
1js
pi
pi
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m n m n m n
m n m n m n
it
pi
i1
pi
a
· · · · · ·
pi
S 1
=
pi
· · · · · ·
m+n j1
pipi
js
· · ·
1
pi
pi
b
· · ·
pi
i1 1
Brk1′
= pi
a
pi
· · ·· · ·
j1
· · ·· · ·
pi pi
it
pi
pi
· · ·
pi
pi
· · ·
b
jsm+n i1
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pi pi
js
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a
pi
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m+n j1 it
pi
b
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1
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· · ·
pi
· · · · · ·· · · · · ·
pi
pi
a
it
pi
· · ·
pi
1
· · ·
b
js
· · ·
i1
pi
pi
m+n
· · ·· · · · · ·
3.14
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pi
pi
j1
pi
1
· · ·
itm+n js
a
pi
i1
pi
· · ·
b
· · ·
j1
· · · · · ·
pi
pi
pi
pi pi
· · ·
RPT
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pi
1
pi
js
b
i1
· · ·
pipi
· · ·· · ·
pi
RPT
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· · ·· · · · · ·
j1m+n
a
it
pi
pi
pi
m n m n m n
pi
j1m+n it
pi
pi
· · ·· · ·
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=
a
· · ·
i1
· · ·· · ·
b
pi
1
pi
js
· · ·
pi
pi
js
pi
pi
a
1
· · ·
it
· · ·
pi
pi
S 1
=
pi
· · · · · ·
i1
pi
j1
pi
b
· · ·
m+n
· · · · · ·
1j1
pi
· · ·
pi
b
m+n
a
pi
· · ·
3.9
=
it
pi
· · ·
pi
· · ·
js i1
· · ·
pi
pipi pi pi
where RPT means repeating the previous steps. 
Proposition 4.38 [14] =
a
b
pi
pi
a
bpi
pi
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Proof:
a
pi
bpi
Pic,Inv
Brk1′
=
Dis
=
a
∧
b
a
b
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=
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b
∧
a
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b
a
∧
∧
∧
∧
b
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=
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BiA
=
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b
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∧
∧
b
∧
∧
∧
b
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∧
∧
b
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∧ ∧
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=
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a
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∧
b
∧
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∧
∧
S 1
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=
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BiA
=
∧
∧
b
a
∧
b
a
∧
∧
∧
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=
b
∧
∧
a
BiA
=
∧
∧
b
a
S 1
=
a
∧
b
∧
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pi
b
a
pi
S 4
=
bpi
a
pi
pi
pi
=
∧
a
b
∧pi
pi
b
pi
pi
∧
=
∧
a
Pic
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=
b
a
∧pi
∧
pi
a
b
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=
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b
∧pi
∧
Hop f
Brk1′
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∧
a
∧
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=
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∧
∧
∧
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=
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∧
a
b
∧
∧
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=
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=
a
∧
∧
b

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Corollary 4.39 [14]
n n
· · ·· · ·
pi
pi
b
· · · · · ·
=
a
· · ·
a
· · ·
pi
pi
· · ·
b
· · ·
Proposition 4.40 [14] Suppose the node a is connected to j1, · · · , js via pink nodes,
the node b is connected to i1, · · · , it via pink nodes, pairs of red pi nodes separated by
green nodes connected to a are located on h1, · · · , hu, pairs of red pi nodes separated by
green nodes connected to b are located on k1, · · · , kl. Furthermore, ∅ , {i1, · · · , it} ⊆
{1, · · · , n}, ∅ , { j1, · · · , js} ⊆ {1, · · · , n}, {h1, · · · , hu} ⊆ {n+1, · · · , n+m}, {k1, · · · , kl} ⊆
{n + 1, · · · , n + m}. Then
m n m n
pi
· · ·
a
pi
i1
pi
ith1
pi
pi
· · ·
1
· · ·
m+n
· · ·
b
pi
· · ·
j1
· · ·
pi
pi
jsk1klhu
· · ·· · ·· · · · · ·
=
pi
pi
pi
a
hu h1 it
pi
· · ·· · ·
pi
· · ·
jsm+n
pi
i1
b
· · ·· · · · · ·
j1
pi
· · ·
1
· · ·
kl
· · ·
k1
· · ·
pi
Corollary 4.41 [14] Suppose the node a is connected to h1, · · · , hu via pink nodes, the
node b is connected to k1, · · · , kl via pink nodes, pairs of red pi nodes separated by
green nodes connected to a are located on j1, · · · , js, pairs of red pi nodes separated
by green nodes connected to b are located on i1, · · · , it. Furthermore, {i1, · · · , it} ⊆
{1, · · · , n}, { j1, · · · , js} ⊆ {1, · · · , n}, ∅ , {h1, · · · , hu} ⊆ {n+1, · · · , n+m}, ∅ , {k1, · · · , kl} ⊆
{n + 1, · · · , n + m}. Then
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nmnm
· · · · · ·
j1k1
pi
kl
pi
h1
· · ·
1
· · · · · ·
js
· · ·
pi
k1
· · · · · ·
pi
· · ·· · ·
pi
=
i1
· · ·
js
a
huhu
· · ·
pi
· · ·
pi
pi
· · ·
m+n i1
pi
· · ·
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· · ·
1
b
· · ·
pi
b
h1 m+nit
· · ·
pi
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pi
· · ·
pi
· · ·
kl
pi
pi
a
pi
Lemma 4.42 [14]
=
Proposition 4.43 [14] Suppose the node a is connected to h1, · · · , hu via pink nodes,
the node b is connected to i1, · · · , it via pink nodes, pairs of red pi nodes separated
by green nodes connected to a are located on j1, · · · , js, pairs of red pi nodes sep-
arated by green nodes connected to b are located on k1, · · · , kl. Furthermore, ∅ ,
{i1, · · · , it} ⊆ {1, · · · , n}, { j1, · · · , js} ⊆ {1, · · · , n}, ∅ , {h1, · · · , hu} ⊆ {n + 1, · · · , n +
m}, ∅ , {k1, · · · , kl} ⊆ {n + 1, · · · , n + m}, {h1, · · · , hu} , {k1, · · · , kl}. Then
m n m n
pi
pi
pi
a
hu h1
=
it
pi
· · ·· · ·
pi
· · ·
jsm+n
pi
i1
b
· · ·· · · · · ·
j1
pi
· · ·
1
· · ·
kl
· · ·
k1
· · ·
pi
· · ·
b
pi
pi
it
pi
pi
hu
· · ·· · ·
j1 1i1
· · · · · ·
pi
h1
· · ·
pi
· · ·
jsm+n
· · ·· · ·
pi
· · ·
kl
a
k1
pi
LHD := =: RHD
Proposition 4.44 [14] Suppose the node a is connected to h1, · · · , hu on the left m
wires via pink nodes, and is connected to j1, · · · , js on the right n wires via pink nodes;
the node b is connected to k1, · · · , kl via pink nodes, pairs of red pi nodes separated
by green nodes connected to b are located on i1, · · · , it. Furthermore, {i1, · · · , it} ⊆
{1, · · · , n}, ∅ , { j1, · · · , js} ⊆ {1, · · · , n}, ∅ , {h1, · · · , hu} ⊆ {n + 1, · · · , n + m}, ∅ ,
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{k1, · · · , kl} ⊆ {n + 1, · · · , n + m}, {h1, · · · , hu} , {k1, · · · , kl}. Then
m n m n
· · ·
b
pi
pi
it
pi
pi
hu
· · ·· · ·
j1 1i1
· · · · · ·
h1
· · ·· · ·
jsm+n
· · ·· · ·
=
· · ·
kl
a
k1
· · ·
b
pipi
it 1
· · ·· · ·
i1
· · · · · ·
js
pi
· · ·
j1
· · ·
h1
· · ·
hu
a
m+n kl
· · ·
pi
k1
· · ·
LHD := =: RHD
Proposition 4.45 [14] Suppose the node a is connected to h1, · · · , hu on the left m
wires via pink nodes, and is connected to j1, · · · , js on the right n wires via pink
nodes; the node b is connected to i1, · · · , it via pink nodes, pairs of red pi nodes
separated by green nodes connected to b are located on k1, · · · , kl . Furthermore,
∅ , {i1, · · · , it} ⊆ {1, · · · , n}, ∅ , { j1, · · · , js} ⊆ {1, · · · , n}, ∅ , {h1, · · · , hu} ⊆ {n +
1, · · · , n + m}, {k1, · · · , kl} ⊆ {n + 1, · · · , n + m}, {h1, · · · , hu} , {k1, · · · , kl}. Then
m n m n
· · ·
b
=
pipi
it 1
· · ·· · ·
i1
· · · · · ·
js
pi
· · ·
j1
· · ·
h1
LHD :=
· · ·
hu
a
m+n kl
· · ·
pi
k1
· · · · · · · · ·
pi
1hu
· · ·
h1 it
a
· · ·
pi
· · ·
m+n
· · ·· · · · · ·
=: RHD
i1
pi
· · · · · ·
js j1k1
b
kl
pi
Proposition 4.46 [14] Suppose the node a is connected to j1, · · · , js on the right n
wires via pink nodes, pairs of red pi nodes separated by green nodes connected to a
are located on k1, · · · , kl, pairs of red pi nodes separated by green nodes connected to
b are located on i1, · · · , it. Furthermore, {i1, · · · , it} ⊆ {1, · · · , n}, ∅ , { j1, · · · , js} ⊆
{1, · · · , n}, ∅ , {k1, · · · , kl} ⊆ {n + 1, · · · , n + m}. Then
m n m n
∧
pi
pi
· · ·
pi
it
pi =
1
a
b
i1
pi
· · ·
pi
pi
j1
· · ·
pi
k1
· · · · · ·
kl js
· · ·
m+n nn+1
· · ·
pi
jsm+n
a
j1
pi pi
pi pi
· · ·
pi
n
· · ·
kl it
b
· · ·
1
pi
∧
· · ·· · ·
k1
pi
n+1
· · ·
i1
· · ·· · ·· · ·
=: RHDLHD :=
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Proposition 4.47 [14] Suppose the node a is connected to j1, · · · , js on the right n
wires via pink nodes, and connected to k1, · · · , kl on the left m wires via pink nodes;
pairs of red pi nodes separated by green nodes connected to b are located on i1, · · · , it.
Furthermore, ∅ , {i1, · · · , it} ⊆ {1, · · · , n}, ∅ , { j1, · · · , js} ⊆ {1, · · · , n}, ∅ , {k1, · · · , kl} ⊆
{n + 1, · · · , n + m}. Then
m n
m n
jsm+n
a
j1
· · ·
pi pi
pi
· · ·
pi
n
· · ·
kl it
LHD :=
b
· · ·
1
∧
· · ·· · ·
k1
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· · ·
i1
· · · · · ·
js
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a
pi
· · ·· · ·· · ·
m+n n
· · ·
kl
· · ·· · ·
b
i1 j1it
∧
pi
pi
n+1
pi
k1 1
=: RHD
Corollary 4.48 [14] Suppose the node a is connected to j1, · · · , js on the right n wires
via pink nodes, and connected to h1, · · · , hu on the left m wires via pink nodes; pairs
of red pi nodes separated by green nodes connected to b are located on k1, · · · , kl.
Furthermore, ∅ , { j1, · · · , js} ⊆ {1, · · · , n}, ∅ , {k1, · · · , kl} ⊆ {n + 1, · · · , n + m}, ∅ ,
{h1, · · · , hu} ⊆ {n + 1, · · · , n + m}. Then
m n
m n · · ·
pi
=: RHD
m+n
=
n
pi· · · · · ·
m+n
a
pipi
pi
js j1
· · · · · ·
js
· · ·
LHD :=
a
pi
· · · · · ·· · · · · ·
∧
· · ·
n
· · ·· · ·
kl
· · · · · ·
n+1 1
b
j1
b
· · ·
∧
pi
n+1
pi
k1 1h1hu
k1 h1klhu
Proposition 4.49 [14] Suppose the node a is connected to j1, · · · , js on the right n
wires via pink nodes, pairs of red pi nodes separated by green nodes connected to b
are located on i1, · · · , it. Furthermore, ∅ , {i1, · · · , it} ⊆ {1, · · · , n}, ∅ , { j1, · · · , js} ⊆
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{1, · · · , n}, {i1, · · · , it} , { j1, · · · , js}. Then
m n
m n
· · ·
js
LHD :=
a
pi
· · ·· · ·
m+n
=
n
· · · · · ·· · ·
b
i1 j1it
∧
pi
pi
n+1
pi
1
· · ·
js j1
· · ·
pi
=: RHD
i1
∧
· · · · · ·
n
pi
it
· · ·
n+1 1
b
· · ·
m+n
a
pi
pi
Corollary 4.50 [14] Suppose the node a is connected to j1, · · · , js on the left m wires
via pink nodes, pairs of red pi nodes separated by green nodes connected to b are lo-
cated on i1, · · · , it. Furthermore, ∅ , {i1, · · · , it} ⊆ {1+n, · · · ,m+n}, ∅ , { j1, · · · , js} ⊆
{1 + n, · · · ,m + n}, {i1, · · · , it} , { j1, · · · , js}. Then
m n
m n
pi
· · ·
n+1
· · ·
b
∧
i1
pi· · ·
j1
pi
a
b
· · · · · ·
pipi
· · ·
pi
· · ·
m+n n
=
∧
it
· · · · · ·
a
1
· · · · · ·
pi
pi
js
· · ·
n+1i1 njsm+n it 1j1
5 Completeness of ZX-calculus over R via elementary
transformations
In this section, we prove the main theorem totally following [14]. For simplicity, we
omit the corresponding details in [14] if they still hold in this paper.
Theorem 5.1 The ZX-calculus over an arbitrary ring R is complete with respect to the
rules in Figure 1 and Figure 2.
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5.1 Normal form
Suppose that a j ∈ R, 0 ≤ j1 < · · · < js ≤ m−1, 1 ≤ s ≤ m. Then the following diagram
m
· · · · · ·
a j
· · ·
0j1jsm−1
(16)
where a j connects to j1, · · · , js via red dots, represents the 2m × 2m row-addition ele-
mentary matrix:
A j =


1 · · · 0 · · · 0 r0
.
.
.
. . .
.
.
.
0 · · · 1 · · · a j r j
.
.
.
. . .
.
.
.
0 · · · 0 · · · 1 r2m−1
where a j lies in the r j row, j = 2
m − 1 − (2 j1 + · · · + 2 js).
Moreover, let a2m−1 ∈ R, then the following diagram
· · ·
a2m−1
-1· · · · · ·
represents the row-multiplication matrix:
M =


1 · · · 0 · · · 0 r0
.
.
.
. . .
.
.
.
0 · · · 1 · · · 0 rk
.
.
.
. . .
.
.
.
0 · · · 0 · · · a2m−1 r2m−1
Any vector (a0, a1, · · · , a2m−1)T with ai ∈ R,m ≥ 1 can be uniquely represented by
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the following normal form:
m
· · · · · ·
a2m−1
· · · · · ·
pi
· · ·
.
.
.
.
.
.
pi
· · ·
pi
.
.
.
pi
ai
-1
(17)
where for those diagrams which represent row additions, ai connects to wires with pink
nodes depending on i, and all possible connections are included in the normal form.
Actually, one can check that there are
(
m
1
)
+
(
m
2
)
+ · · · +
(
m
m
)
= 2m − 1 row additions in
the normal form. By Proposition 4.25, all the row addition diagrams are commutative
with each other.
In the case of m = 0, for any element a ∈ R, its normal form is defined as
pi
a
where s
pi
a
{
= a
By the map-state duality as given in (??), we obtain the universality of ZX-calculus
over R: any 2m × 2n matrix A with m, n ≥ 0 can be represented by a ZX diagram.
5.2 Proof of completeness
Completeness means for any two diagramsD1 and D2 of ZX-calculus overR, if JD1K =JD2K, then D1 = D2 can be derived from the ZX rules. As shown in [14], to prove
completeness we need to prove the following statements:
1. the juxtaposition of any two diagrams in normal form can be rewritten into a
normal form.
2. a self-plugging on a diagram in normal form can be rewritten into a normal form.
3. all generators bended in state diagrams or already being state diagrams can be
rewritten into normal forms.
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5.2.1 Rewrite the tensor product of two normal forms into a normal form
It has been simply shown in [14] that the tensor product of two scalar diagrams can be
rewritten into a normal form as follows:
pi
a b
pi
ab
pi
B3
= a b
pi
S 1
=
Given the following two norm forms such that
uwwwwwwwwwwwwwwwwwwwv
m
· · · · · ·
a2m−1
· · · · · ·
pi
· · ·
.
.
.
.
.
.
pi
· · ·
pi
.
.
.
pi
ai
-1
}~
=

a0
a1
.
.
.
a2m−2
a2m−1

(18)
and uwwwwwwwwwwwwwwwwwwwv
n
pi
· · ·
.
.
.
-1
b2n−1
· · ·· · ·
.
.
.
.
.
.
pi
· · ·
pi
b j
· · ·
· · ·
pi
}~
=

b0
b1
.
.
.
b2n−2
b2n−1

(19)
where m, n are positive integers, ai, b j ∈ R, we have
Proposition 5.2 The following tensor product of two normal forms can be rewritten
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into a single normal form:
m
· · · · · ·
a2m−1
· · · · · ·
pi
· · ·
.
.
.
.
.
.
pi
· · ·
pi
.
.
.
pi
ai
-1
n
pi
· · ·
.
.
.
-1
b2n−1
· · ·· · ·
.
.
.
.
.
.
pi
· · ·
pi
b j
· · ·
· · ·
pi
(20)
The proof of this proposition is the same as that of [14].
5.2.2 Self-plugging on a normal form
In this subsection, we prove the following result:
Theorem 5.3 A self-plugged normal form can be rewritten into a normal form.
The proof given in [14] still holds here. In the following we show again the properties
used for this proof, where only one proposition need a new proof which works for the
ring case.
Lemma 5.4 [14]
∧
∧
∧
=
∧
Lemma 5.5 [14] =
∧
∧∧
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Proposition 5.6 [14]
b
-1
a
= -1
a + b
(21)
Corollary 5.7 [14]
=
b
· · ·
a
∧ ∧
· · ·
a+b
Proposition 5.8 [14]
b
-1
a
=
a
-1
b
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Proof:
b
a
BiA
=
∧
∧
b
a∧
a
∧
=
∧
∧
B2
=
-1
b
Inv
=
∧
∧
∧
∧
∧
∧
a
∧
∧
3.27
=
b
∧
BiA
=
∧
a
∧
∧
∧
Inv
=
a
b
b
∧
a
a
∧
Dis
=
∧
a
∧
∧
b
b
BiA
=
b
∧
a
b
∧
Inv
=
b
a
-1
b
a
4.6
S 1
=
a
b
-1
4.6
=
pi
pi
pi
B1
Pic
=
b
-1
pi
a
pi
b
-1
a
=
a
∧
b
a
∧
Brk1′
Hop f
=
b
pi

Corollary 5.9 [14] Suppose a is connected to the i-th line via a pink node (i > 1).
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Then
=
b
-1-1
b
aa
· · · · · ·· · · · · ·
1m i im 1
(22)
where on the left side of (22) the node a is connected to the i-th line and the 1st line via
two pink nodes.
Proposition 5.10 [14] Suppose a is connected to the i1, · · · , is via pink nodes (i1 > 1).
Then one more connection can be added on the right most line:
b
1i1
∧
m· · ·is
a
=
· · ·· · · 1
b
· · ·
∧
a
m · · ·· · · i1is
(23)
5.2.3 Rewriting generators into normal form
In this section, we prove that all the generators bended in state diagrams or already
being state diagrams can be rewritten into normal forms.
We only need to rewrite the generators R
(n,m)
X
and P in Table 1 into a normal form,
since the other generators have been rewritten into normal form in [14].
Lemma 5.11
0
∧
= ∧
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Proof:
0
∧
Zero
B2
=
∧
S 1
=
∧
Dis
S 1
=
∧ ∧
3.27
S 2
=
∧∧
3.27
= ∧
Inv
=
∧
∧
BiA
=
∧
3.14
= ∧

Lemma 5.12
∧
=
∧
Proof:
∧
B2
=
∧
S 1
=
Dis
=
∧
3.27
=
∧ ∧ ∧
3.27
=
∧ ∧
∧
Inv
=
∧ ∧
BiA
=

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Lemma 5.13
=
pi pi pi
Proof:
pi pi pi
B3
Bas1
=
Pic
=
pi pi pi
3.11
=
3.9
=

Lemma 5.14
∧
=
Proof:
∧
3.11
=
3.27
=
∧
B2
S 1
=
3.24
=
S 2
=

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1. For R
(n,m)
X
, it is reduced to the following two cases:
=
Pic
Ept
=
pi
S uc
= 0
pi pi
Zero
=
pi
Zero′
= 0
0
pi
3.9
=
5.11,5.12
5.13,5.14
=
pi pi pi
=
0
∧
2. For the generator P, we have
pi 3.13
=
Pic
=
pi
3.7
3.31
=pi pi
pipi
S uc
= pi
∧
0
∧
pi
S 1
=
0
S 3,B3,
Bas1,Pic
=
0
∧
pipi
∧
B3
Bas1
=
0
pi pi
5.2.4 Rewriting scalars into normal form
Given an arbitrary scalar diagram over a ring R, due to Lemma 3.2, it can be seen
as a state diagram on top plugged with cups or from the bottom. Such a state
diagram has been shown in the previous subsection that it can be rewritten into a normal
form. In addition, a normal form plugged with can be bended up, so at the end any
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scalar diagram is a non-scalar normal form with outputs connected only by cups. Since
normal form with more than 2 outputs plugged with cups can be reduced to a normal
form with outputs as proved in Theorem 5.3, we just need to show that a normal form
with exactly 2 outputs plugged with a cup can be written into a scalar normal form
pi
a
,
which has also been obtained in Theorem 5.3.
6 ZX-calculus over commutative semirings
Given an arbitrary commutative semiring S, it is clear that one could not not have a
Hadamard node or an inverse of the triangle node any more, due to a short of negative
elements. Bearing this in mind, we give the generators of ZX-calculus over S in the
following table.
R
(n,m)
Z,a
: n → m
m
n
a
...
...
R
(n,m)
X
: n → m
m
n
...
...
T : 1 → 1 σ : 2 → 2
I : 1 → 1 P : 1 → 1 pi
Ca : 0 → 2 Cu : 2 → 0
Table 2: Generators of ZX-calculus,where m, n ∈ N, a ∈ S, and e represents an empty
diagram.
There is a standard interpretation J·K for the ZX diagrams over S:uwwwwwwwv
m
n
a
...
...
}~
= |0〉⊗m〈0|⊗n + a|1〉⊗m〈1|⊗n,
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uwwwwwwwv
m
n
...
...
}~
=
∑
i1,··· ,im, j1,··· , jn∈{0,1}
i1+···+im≡ j1+···+ jn(mod 2)
|i1, · · · , im〉〈 j1, · · · , jn|,
t |
=
(
1 1
0 1
)
,
t
·
·· ·
·
·
· ··
·
·
· ·
·
·
· |
= 1,
t|
=
(
1 0
0 1
)
,
t
pi
|
=
(
0 1
1 0
)
,
t |
=

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 ,
uv }~ =

1
0
0
1
 ,
t |
=
(
1 0 0 1
)
,
JD1 ⊗ D2K = JD1K ⊗ JD2K, JD1 ◦ D2K = JD1K ◦ JD2K,
where
a ∈ S, |0〉 =
(
1
0
)
, 〈0| =
(
1 0
)
, |1〉 =
(
0
1
)
, 〈1| =
(
0 1
)
, ·
·· ·
·
·
· ··
·
·
· ·
·
·
·
denotes the empty diagram.
Remark 6.1 If S = C, then the interpretation of the red spider we defined here is
just the normal red spider [3] written in terms of computational basis with all the
coefficients being 1. To see this, one just need to notice that the red spider can be gen-
erated by the monoid pair (and its flipped version) corresponding to matrices(
1 0 0 1
0 1 1 0
)
and
(
1
0
)
respectively, which means the red spider defined in this way
is the same as the normal red spider (see e.g. [3] ) up to a scalar depending on the
number of inputs and outputs of the spider.
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For simplicity, we make the following conventions:
pi
:=1:= ∧
...
......
:=
...
...
:=
......
...
...
...
:=
...
pi
pi0
...
Now we give rules for ZX-calculus over an arbitrary commutative semiring S.
...
a
...
b
ab
...
...
...
...
=
...
...
ab
...
= (S 1) = = (S 2)
= = (S 3) σ+τ
...
=...
...
...
τ
...
...
σ
...
...
= σ+τ
... ...
(S 4)
= (B1) = (B2)
= (B3)
m m
...
pipi
...
=
pi
(Prc)
·
·
·
·
·a · ·
··
· ·
·
·
= ··
·
(Ept)
Figure 3: ZX rules I, over an arbitrary commutative semiring S,m ≥ 0, a, b ∈ S, σ, τ ∈
{0, pi}, + is a modulo 2pi addition in (S4). The upside-down flipped versions of the rules
are assumed to hold as well.
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= (Bas0) =
pi
(Bas1)
a a + 1
= (S uc)
pi
=
pi
(Pcm)
0
= (Zero) =
a
aa
(Pcy)
=
(S ym)
=
(Aso)
= (Brk) a + b
a b
= (AD′)
∧ = ∧ (AS ym) =∧
∧ ∧
∧ (AAs)
=
∧
∧ ∧ (Dis) = (Tid)
Figure 4: ZX rules II, over an arbitrary commutative semiring S, a, b ∈ S. The upside-
down flipped versions of the rules are assumed to hold as well.
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Due to the associative rule (AAs) for the AND gate, the following notation is well
defined:
∧
· · ·
:= ∧
∧
. . .
It is a routine check that these rules are sound in the sense that they still hold under
the standard interpretation J·K.
7 Normal form, universality and completeness over com-
mutative semirings
Given an arbitrary commutative semiringS, any vector (a0, a1, · · · , a2m−1)T with ai ∈ S
can be uniquely represented by the following normal form:
m
· · · · · ·
.
.
.
.
.
.
pi pi
· · ·
pi
.
.
.
· · ·
· · ·
ai
· · ·
pi
a2m−1
∧
(24)
where ai connects to wires by red nodes depending on i, and all possible connections
are included in the normal form. We point out that the diagram
· · ·
ai
· · · · · ·
represents a matrix row addition from the bottom row, and the diagram
· · ·· · ·· · ·
a2m−1
∧
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represents a matrix row multiplication on the bottom row multiplied by a2m−1. Note
that uwwwv
m
pipi · · ·
}~ =

0
0
.
.
.
1

,
the normal form (24) is actually obtained via the following processes:

0
0
.
.
.
1

row−−−−−→
addition

a0
0
.
.
.
1

row−−−−−→
addition

a0
a1
.
.
.
a2m−1
1

row−−−−−−−−−→
multiplication

a0
a1
.
.
.
a2m−2
a2m−1

By the map-state duality, we obtain the universality of ZX-calculus over an arbi-
trary commutative semiring.
For proof of completeness, we need to prove the following statements:
• the juxtaposition of any two diagrams in normal form can be rewritten into a
normal form.
• a self-plugging on a diagram in normal form can be rewritten into a normal form.
• all generators can be rewritten into normal forms.
The method of proof of completeness for ZX-calculus over an arbitrary commuta-
tive semiring is the same as we showed for ZX-calculus over commutative rings, we
will give the details in a later version.
8 Conclusion and further work
In this paper, we generalise ZX-calculus over the field of complex numbers to ZX-
calculus over arbitrary commutative rings and semirings, by providing the correspond-
ing generators and rewriting rules. Furthermore, we follow the method in [14] to prove
that ZX-calculus over an arbitrary commutative ring is complete for matrices over the
same ring.
The next apparent thing to do is to fill the details of the proof of completeness for
ZX-calculus over an arbitrary commutative semiring. Another interesting is to do el-
ementary number theory in the framework of ZX-calculus over the ring of integers.
Furthermore, since we have presented al the elementary matrices in ZX form in [15],
one could try to do linear algebra in an arbitrary commutative ring with string dia-
grams. Finally, we could also generalise ZX-calculus over rings or semirings to higher
dimensional cases.
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