I. Introduction
Sensor networks have been deployed in many important areas such as military, environmental monitoring, health care, and commercial applications [1] . The fundamental tasks of sensor network are to sense events, to detect the events, and to transmit the detected information to the sink node. Change detection is the process of identifying differences in the state of an object or phenomenon by observing it at different times [15] . Designing and developing a change detector in a wireless sensor network face the following main challenges: First, the data streams produced by wireless sensor networks must be processed in real time, which is a special case of change detection in distributed data streams. Second, processing data streams on sensor nodes has to take into account resource limitations of sensor nodes, such as low power batteries, small memory, and limited communication resources. Third, effective schemes should be adopted to overcome local detection failures. Last by not least, different applications have different requirements, for example, a wireless sensor network used for monitoring and alerting warnings of fire requires the warning of fire reported immediately to multiple event monitoring location in the network, which results in a multi-source multi-sink problem with time constraints.
In facing all the challenges, we propose a decentralized framework by combining local change detection models and global decision fusion models. Our framework relates to the following three problems. First, the local change detection algorithm provides basic conclusions on event locations and change contents. Second, the decision fusion model will fuse the local results and generate a global decision concerning the event with improvement on report accuracy. In addition, the data communication protocol is in charge of transmitting the decisions from the information sources to the information sinks. Third, the detection accuracy requirements can be met from both local detection and global decision fusion while the reduction in communication cost is mainly solved by choosing proper communication protocols.
The work reported in this paper could be viewed as a step towards a novel framework for change detection in sensor network with the following major contributions:
• We propose a framework for change detection in wireless sensor network. The framework consists of three parts: the local change detection models, the global decision fusion models, and the information exchange protocols. The three parts can be combined together as plug-ins to provide flexibility of the framework according to different applications. • We propose an incremental change detection algorithm that uses the incremental approach to computing the DFT coefficients. By this way, our change detector meets the requirements for online processing of sensor data streams.
• With the decision models, we focus on fusing to achieve consensus of the event and its location, and generate a decision of warning or alarm with event location information. We use different information exchange protocols to transmit the local change detection or the decision, and demonstrate that the flexibility in protocols result in different design aims such as fault tolerance or reduction in communication cost. We begin with the description of the formal model of the problem in Section II. Section III first discusses the change detection algorithm without using synopsis structure, and then focuses on the synopsis-based change detection algorithm using Discrete Fourier Transform (DFT). Section IV describes the decentralized framework to fuse the results of local change detection on each sensor node. Section V presents the experiment and simulation results of the decentralized change detection framework. Related work is given in Section VI. Finally, we conclude and propose future work in Section VII.
II. Formal Model

A. Framework for Change Detection in Sensor Data Streams
Let S = {S 1 , ..., S M } be a set of data streams of the environmental observations sensed by M nodes in a sensor network. Let S i = {x 1 , x 2 , ...} be a time series data stream of observations at the i th sensor node and each incoming data item x j arrives in increasing order of j. Additionally, each data item x j is generated with some distribution. Time series data streams are suitable for modeling the data produced by a sensor because the observed measures are updated every time unit (milliseconds, seconds, etc).
We assume that each node in the network has the ability to detect the changes of the environment within its vicinity. If a change occurs in the environment that is close to some node in the sensor network, the tasks of the sensor network are to detect and to report the change of environments quickly by using small amount of memory, yet to assure some certain accuracy. Therefore, the problem of change detection in sensor network can be decomposed into two sub-problems as follows.
• Change Detection in a single data stream: Due to the unlimited nature of data streams and the limited memory of sensor, the sliding window-based approach is the best choice for the change detection algorithm in the data stream. The changes are observed in a sliding window of N points {x 0 , x 1 , ..x N−1 }. Let W 1 and W 2 be two corresponding synopsis structures which are constructed from two windows w 1 , w 2 ∈ R b as basic sliding windows of size b . Now, the task is to test the two following hypotheses:
where d(w 1 , w 2 ) denotes a distance function which measures the dissimilarity of two sliding windows and Ω is distance-based threshold used to make decision whether the change occurs.
• Decision Fusion: Next, we assume that each node in the sensor network has reached the final decision u i which is the final decision of the local change detector at node i. The final decision at node i is propagated to the other nodes of the sensor network, based on the received information from node i, these nodes also make local decision themselves. All the decisions are transmitted to the sink node in order to get the global decision.
B. The Accuracy of Change Detector
Previous works on change detection [6] have used two parameters Precision and Recall to evaluate the performance of the methods. Precision is defined as the probability that a detected point (or range) is truly a changed point. Recall is the probability that a change detector identifies a truly changed point. However, only two parameters can be insufficient to evaluate a change detector (as shown in Section V).
Change detection closely relates to the detection theory which formulates the criteria and methods to evaluate the performance of a detector [11] . Therefore, we exploit some results of detection theory to assess our change detector.
The observed events or phenomena can be assumed to have two states: "Changed" and "Unchanged". The task of the change detector is to report (or give an alarm) either 'Yes' or 'No'. Correctly recognizing a change that occurs is termed a hit (detected change); failing to recognize it, a miss (missed change) (false positive). Mistakenly recognizing a change that does not occurs is a false alarm (false negative); correctly responding "No" to "Unchanged" is a correct rejection.
Let H denote the probability of a hit, and F the probability of a false alarm, then the change detector's sensitivity measure is a function of H and F. The most widely used sensitivity measure of the detector is d = z(H)−z(F) where the z transformation converts a hit or false-alarm rate to a A change detector is considered as an optimal detector if the detection delay is minimized, and with the given rate of false alarms, the rate of hits is maximized. The NeymanPearson lemma [13] says that the decision rule should be constructed in order to have the maximum probability of detection while not allowing the probability of false alarm to exceed a certain value α. In other words, the Neyman-Pearson criterion is the solution to the following constrained optimization problem: max{Pr(Hits)}, such that Pr(FA) ≤ α where α is an user-specified upper bound of the probability of false alarm.
III. Change Detection Algorithm Using DFT coefficient as Synopsis
This section describes the Change Detection Algorithm using DFT coefficient as synopsis. As shown in Algorithm 1, the factors affecting the performance and accuracy of a change detector include the sliding window, the basic windows, how to extract synopsis structures from the basic windows, the distance function, and the threshold. These factors will be discussed more detailed below.
When data streams are modeled as time series, physical windows (time based window) are a natural choice. Because sliding window is the most widely used and the most general one in the streaming data context, our work focuses on comparing two sliding windows in order to detect the changes that occur.
We use the sliding window framework proposed by Shasha et al [17] for detecting changes in data streams. In this approach, a sliding window of size N is divided into To detect change in a sliding window, we compare a basic window w1 used as reference window with another basic window w2 moving on the data. Hence, depending on how to choose the reference window, the position correlation between the reference window w1 and basic window w2, as well as how the windows w1 and w2 move, we can develop different algorithms for change detection.
In our change detector, we fix the reference basic window while the sliding window moves step by step without considering the change occurs.
As such, the performance of local change detector depends on how to choose the sliding window and the basic windows. In Section V-A1 we evaluate the effects of these factors on the local change detector.
Depending on the specific applications, we can select a suitable distance measure. The Euclidean distance function is preferred to other distance functions, because it is preserved under orthonormal transforms such as Fourier transform. Additionally, the Manhattan distance is commonly used in some applications. In this work, we examine our change detector with the Euclidean distance and the Manhattan distance.
A threshold is a value specified by user or automatic procedure in order to distinguish the state 'Changed' or 'Unchanged' of an event. As the balance between sensitivity and robustness of the change detection algorithm is partly determined by the threshold, threshold selection is a critical step for successful change detection algorithms. The goal of threshold selection is to choose the threshold in such a way that both the probability of false alarm and the probability of mis-detection are minimized.
The choice of the threshold depends on the specific context of each application. Therefore, prior knowledge about the detection problem needed for threshold becomes meaningful. For example, change detection of batterypower level of sensors in sensor network, threshold is fixed and previously given.
Another issue is how to extract DFT coefficients as synopsis structures from two basic sliding windows. The goal here is to exploit the properties of Discrete Fourier Transform to find the DFT coefficients used in change detectors as quickly as possible. This topic is discussed in many books on the digital signal processing [7] .
Discrete Fourier Transform is used to extract the fea-tures from data streams because the characteristics of DFT allow us to reduce the memory used by local change detector. The reduction in memory comes at the price of the accuracy, but this trade off is acceptable in the restricted sensor resources. The Euclidean distance is preserved under the Discrete Fourier Transform. Therefore, instead of computing the Euclidean distance on two windows of N samples, the Euclidean distance between two windows w1 and w2 can be computed from the DFT coefficients extracted from two corresponding windows. Additionally, most time series data streams are real sequence, then
where X * is the conjugate of the complex number X. As such, instead of computing N DFT coefficients, DFT algorithm only requires to compute N/2 + 1 DFT coefficients. For example, if the width of sliding window size is N = 1024, then the number of DFT coefficients is only 513. Furthermore, since the energy of the time series data stream only concentrates on the first few DFT coefficients, we then need to capture K most important coefficients where K N. As such, if the width of sliding window is considerably large, the performance of DFT-based change detector improves significantly in terms of memory consumption. For instance, [18] explains that, it is possible to use a few DFT coefficients (K = 40), extracted from a very large window (N = 4million), in the compressive sensing process. This conclusion shows the advantage of applying DFT in designing change detectors on the data streams in wireless sensor networks.
To compute DFT coefficients directly, we need O(N 2 ) units of time, but with Fast Fourier Transform this can be reduced to O(NlogN).
To further improve the speed of change detector, algorithm 1 exploits the Lemma 1 to reduce the time required for computing the DFT coefficients. Specifically, instead of computing the DFT coefficients of the basic window w 2 , we use incremental strategy to compute the DFT coefficients of the basic window w 2 . Because fast incremental processing of new incoming data items arises from the nature of on-line processing of data streams. Incremental processing is based on the evaluation of a high-performance function used for placing new points. This function decides new data items as inputs without comparing the new data items with all the old data items that have been processed. 
The distinction between the change detection algorithm without using synopsis and change detection algorithm using DFT as synopsis is that the distance measure in the former is directly computed on the samples of two sliding windows w1 and w2 while the distance measure in the later is computed on the DFT coefficients by procedure DFT(w). Therefore, these procedures can be considered as the heart of this DFT-based change detection algorithm. Procedure S liding_DFT (W2, x, y) implements the Lemma 1. The task of this procedure is to compute the DFT coefficients in the window w2 incrementally. S liding_DFT computes the new DFT coefficients in the window w2 based on the old DFT coefficients, the old item coming out from the window w2 named x, and the recently incoming item called y.
Compared with the non-synopsis change algorithm (N samples), the DFT-based change detection algorithm (K N DFT coefficients) reduces the amount of required memory.
IV. Distributed Decision Fusion Framework
The local result of change detection with DFT synopsis has to be fused and forwarded to the sink in order to implement a global change detection decision. The local change detection result Change Detection i on each sensor node Node i has its own data structure as follows:
Among them, the sensor location is from GPS or other positioning algorithm for GPS-less sensor networks, such as Triangulation [9] .
The estimated event position is assumed within the sensing range of the sensor node. With the GPS knowledge of the sensor location, the sensing range is usually regarded as coverage shaped in cycle, with sensor location as center. In different environment, the estimated event position may suffer from interference of obstacles. But with proper technique to aggregate several results from different sensor nodes, it is possible to overcome this and generate a more accurate position of the event. The detection result depends on the distance from the sensor to the event. Some sensor may not be able to detect any changes, which results in N/A (not available). For the events which are within the sensing range of the sensor nodes, they either result in 1 (change detected) or -1 (nothing happens).
The detection accuracy is based on the detection record of the sensor node. When we use the DFT synopsis based local change detection, the detection accuracy is automatically generated as a result of local detection. The global event detection decision Event Detection global , which fuses the local detection results Change Detection i from each sensor node, has the following structure:
• Decision fusion model run on local sensor nodes to fuse results of change detections from different sensor nodes. The decision fusion model runs as plug-ins on each sensor node, which can be implemented according to different requirements. This decision fusion model is application specific.
• Algorithm to cluster the sensor nodes near the event location. The decision fusion process should be finished near the event location, in order to reduce communication cost, and it only makes sense to fuse the local change detection results which are within the detection range of supposed event location. In other words, it is necessary to cluster the sensor nodes which are around the supposed event, and to has the detection result either -1, or 1. Furthermore, this cluster algorithm should be triggered by the first sensor node which detects event.
• Information exchange and dissemination from information source to sink. The information exchanged can be a confirmed warning or unconfirmed local change detection results. The transmission path is decided by the location of the source and sink, where the sink is usually the final decision maker to take certain actions. In some multi-source single-sink scenarios, it is efficient to form a hierarchy such as tree structure to transmit information from the cluster head of information sources to the sink. In multisource multi-sink scenarios, the problem is changed to disseminate the decision among the sensor network. In this case, protocols which can reduce redundant messages should be adapted. In the sensor actuator network, where the sensor is both the detector and the actuator, the sensor can immediate takes actions. So, the information transmission path from source to sink has the length of 0 hop. Therefore, the information exchange protocol should also be application-specific, and depends on the relative location of source(s) and sink(s).
Fig. 1. Location Estimation with Different Number of Sensor Nodes
We cannot enumerate all the combinations of the framework. In the following, we will describe an example of detecting fire event, where the decision fusion model consists of event location estimation and the warning decision fusion. We consider a multi-source multi-sink information dissemination scenario, where all the sensor nodes should be able to react to a fire detected warning. We will explain relative models, algorithms and protocols in the following sub-sections to illustrate how the framework function based on local change detection results.
A. Decision Fusion Model
As mentioned above, the decision fusion algorithm should run on each sensor node as a process to compute and aggregate change detection results from different sensor nodes. This decision fusion helps to generate a more accurate report on events, which basically uses quantity to compensate quality.
1) Location Estimation:
Depending on requirements on estimation accuracy and also the available information on nearby sensor nodes, different location estimation model may be implemented and installed on sensor nodes. Some techniques use triangulation to estimate the event location, some consider the interference of obstacles and result in a region where the anomaly event occurs [3] . In a scenario where fire location should be estimated, all the information and local results of change detection on sensor nodes whose sensing range covers the event should be considered and aggregated. We assume the intersection of sensing coverage of the sensor nodes which reported 1 is the fire location, as figure 1 shows. With more results from sensor nodes to aggregate the location, it is possible to improve the accuracy of the final location estimation.
2) Warning Decision Fusion: In order to overcome the occasional local failure either in value or in change detection, the sensor nodes should aggregate the local detection result with a decision model. The decision aggregation model works as plug-in according to different applications. In the scenario of fire detection and warning we use a history detection accuracy-based weighted method to fuse all the detection results near the reported event location.
In this case, each sensor node Node i maintains a queue for all the detection results Change Detection j near the supposed fire location and uses the detection accuracy as weight. Then, the sensor node can generate a global fusion result with the following function:
Accuracy j
Once the FusedDetection i is larger than the threshold, in this case larger than 0, a new detected change alarm will be generated from Node i . This is a continuous fusion process: With the Node i receiving more messages from neighbors, the fused result will become more accurate.
B. Information Dissemination
The local detection result of the warning should be disseminated among the network. In order to reduce the redundant messages, we employ gossip protocols. In the basic push-pull-gossip scheme, each node executes both active and passive threads. The active thread is executed once in each consecutive time units at a randomly picked time. The passive thread always receives data and then sends its own data to the neighbors from whom it receives information. In push-gossip scheme, the new information owner pro-actively sends its new data to its selected neighbors, but does not exchange information with the selected neighbors. While in pull-gossip scheme, the new information owner waits passively until it receives the requests asking for data. [16] discusses different features of the these gossip protocols with details. In this paper we use the push-gossip, pull-gossip, push-pull-gossip, and application-layer broadcast as plug-ins of the framework to serve different application requirements. This demonstrates the flexibility of the framework in solving different problems and the specific results on the comparison of these protocols are presented in the Evaluation section.
C. Decision Fusion on Local Change Detection Result with Gossip Protocols
Our framework uses algorithm 2 and algorithm 3 to fuse local change detection results and to disseminate the results with gossip protocols in the sensor network. The scheme is push-pull gossip, where both active thread and passive thread collect the local change detection results from neighbors. Next, they apply the decision fusion model on the local change detection results and its own detection result to achieve a fused decision. The decision fusion model can use history-based weights or weights on the distances to the event location. 
V. Evaluation
We divided the evaluation into two parts: in the first section, we evaluated the performance of the DFT synopsis based local change detection algorithm. For this part we used an experiment evaluation. In the second part, we used a simulation approach to evaluate the performance of the distributed change detection framework to detect fire. The focus of the evaluation of local change detection was accuracy. For the distributed decision fusion the focus was to evaluate the global estimation error of the event location based on the decision fusion model. Furthermore, we investigated the time to disseminate the decision from the information sources to sinks as well as the communication cost in terms of the number of data messages is also of consideration. The reason to use simulation was to check the performance of the framework in a relatively large sensor network of 500 nodes.
A. Evaluation on Local Change Detection Algorithm
The change detector was written in Wavescript [5] , [4] , [12] , a high-level, functional, and stream-processing language used to develop distributed, high-speed applications. All the experiments were run on a PC with a 2.60GHz 2x Pentium (R) Dual-Core CPU and 4GB memory, Linux We thoroughly studied the change detection algorithm in practice with synthetic and real data sets. To make it easy to observe the results without losing the accuracy of our experiments, the results of changes are observed in a sliding window of size 256.
Our change detectors were evaluated in many aspects. The first group of experiments tested the effect of basic window sizes on the accuracy of change detection. The second group of experiments analyzed the effect of threshold selection on the accuracy. Finally, the third group of experiments compared the performance of change detectors using different distance functions.
1) Effectiveness of Basic Window:
To assess the effect of basic window width on the accuracy of change detector, the following tasks were executed. For each window width (1,2,4,8,16 ), we computed the performance parameters by specifying a given raw threshold (temperature 25.9
• C) and changing the distance-based threshold in a certain range. After that, we chose a threshold considered as a "nearly optimal" threshold.
As shown in Table I , increasing the width of basic window results in decreasing in both precision and recall. The sensitivity of change detector decreases with an increasing basic window width because the estimation error of the distance function increases when the window width increases. There are two interesting cases in our results. First, when experimenting with window width 1, an interesting result obtained was that the rate of hits Pr(H) = 1 and the rate of false alarms Pr(FA) = 0 (with distance-based threshold 4). We had such an ideal result because when the window width equals to 1, the Euclidean distance reduces to d = |x i − y i |. Therefore, the distancebased change detector reduces to the raw threshold-based change detector which is used to detect the truly changed points and unchanged points. Second, in some cases, it is difficult to choose the most suitable thresholds if we only use two parameters precision and recall. For example, with window width 16, if we were only interested in the highest rate of hits (0.725), we would choose the threshold (18) (0.5) is too high. A different approach to choose a suitable threshold is that we used the sensitivity, a parameter combining both the rate of hits and the rate of false alarms. Therefore, the better threshold is 20. Our results agree with previously published work confirming that the window of small size is sensitive with abrupt change. Additionally, we realized that selecting of window model is affected by not only two parameters of change detector (precision and recall), but also on other parameters of change detector (probability of hits, probability of false alarms, probability of misses, and sensitivity). From a practical point of view, our work can suggest that it should be better to exploit multiple parameters and the context of specific applications in order to develop an effective change detector.
2) Effectiveness of Distance Measure:
To compare the Euclidean distance and the Manhattan distance used in our change detector, we used the Neyman-Pearson criterion as follow. First, for each basic window with given width, we computed the accuracy parameters corresponding to the distance-based thresholds. Second, the rate of false alarm was set to Pr(FA) ≤ 0.3, the distance-based threshold and the accuracy parameters corresponding to the biggest rate of hits were chosen. After that we determined the accuracy parameters of the Manhattan distance-based change detector corresponding to the previously specified rate of false alarms of the Euclidean distance-based change detector. Table II shows the results of this group of experiments.
With small width of basic window, there is little difference between the sensitivity, the Precision, and the Recall of the Euclidean-based change detector and the Manhattanbased one. But with larger width of basic window (16), the sensitivity (0.628), Precision (25.3%), and Recall (52.5%) of the Euclidean distance-based change detector are greater than those of the Manhattan distance-based one (Sensitivity: 0.139, Precision: 17.72%, Recall: 35%). This results agrees with previous work on the evaluation of distance functions in the change detection in data streams presented by Bud et al. [2] . But in addition to evaluating the precision and recall, we considered the sensitivity of change detector.
3) Effectiveness of Threshold: To assess the effect of threshold selection on the performance of the change detector, the observed relationships (as shown in Figure 2) 
Fig. 2. Effect of Threshold on Performance of Change Detector
between threshold and the parameters of change detector including probability of misses, probability of false alarms, precision, and recall were analyzed.
As mentioned above, due to the unlimited nature of data streams, the results here were measured in a sliding window with size 256. First, we determined the number of truly changed points, and the number of unchanged points using a given raw threshold (temperature 25.9
• C). Without losing the accuracy of this experiment, other parameters were assigned to constants, specifically, the basic window width was chosen 1. The distance function was the Euclidean distance while the Euclidean distancebased threshold was varied from 3.0 to 14.0 in order to specify the corresponding pair of values including the number of detected points, the number of false alarms. Much previous work in change detection only focus on analysis of effects on probability of hits and probability of false alarms or precision and recall without considering the effectiveness of threshold selection on sensitivity of change detection. The smaller the threshold is, the greater the probability of false alarms. However, if threshold is too big, the probability of hits is small, or in other words, the probability of missed changes is large. Contrary to the intuitive belief, larger precision and recall do not really mean better results for change detection algorithms [10] . If the threshold increases, the precision increase, too, but the recall decreases. The rate of false alarms is proportional to the threshold. Therefore, to select an appropriate threshold, we must consider multiple parameters at the same time instead of considering individual parameters. Figure 2 show that the suitable threshold in this case is 5, because its sensitivity (2.727), precision (95.65%), and recall (56.41%) are the best choice. Depending on specific application, the threshold can be chosen suitably. In a scenario of wildfire warning system, the probability of misses should be as small as possible, but in stock market related applications, both probability of false alarms and probability of misses should be limited.
B. Evaluation on Distributed Change Detection Frameworks
1) Simulation Scenarios:
We created a simulation scenario where sensor network can be used to detect new change. In a wireless sensor network where 500 nodes were deployed, we created two event locations and switched them on at 0.1 second after the simulation starts, to simulate the events. The aim of this simulation was to see how fast this change can be detected and learned by the other sensor nodes, and further how accurate the location of event could be estimated by all the nodes, as well as the general communication cost for disseminate the fire warning.
To simulate this scenario, we used OmNet++ 4.0 and its INET framework to provide 802.11 MAC layer. With this protocol stack library, we could focus on comparing the performance of different data transmission protocols at the application layer. So the protocols in comparision were all implemented on the application layer. For instance, the broadcast we used here was not physical layer radio broadcast, but data message broadcast.
The 500 sensor nodes in the simulation were deployed in the layout of a matrix, with the inter-node distance of 15 meters. The sensing range of each node was 25 meters,Which means the nodes in the central area have 8 neighbors, nodes at the edge or at the corner have 5 or 3 peer neighbors. The locations of the two events were randomly initialized.
2) Simulation Analysis: We compared four different kinds of protocols in exchanging the local change detection data message as shown in section IV, to show the flexibility of this framework in different scenarios. Figure 3 showed the change of average estimation error on all the nodes with simulation time increases. At the beginning of the simulation, only event nearby nodes directly detected the changes, while most of the other nodes belonged to the state of N/A. With the information exchange protocol transmitting the detected information among sensor nodes, and with the triangulation location algorithm executing on improved data source, the event was learned by more and more nodes. This reduced the estimated location error. After 5 seconds of decision fusion runs, 30% sensor nodes using PushPullGossip learned the event and have knowledge on the event location with error smaller than 1 meter. Among the four data transmission protocols, PushPullGossip was the fastest to reach the lowest estimation error, because it exchanged data using both push and pull approaches. Broadcast followed PushPull with high communication cost in terms of data message numbers as shown in Figure 4 . PushGossip and PullGossip spent twice as longer as PushPullGossip for all sensor nodes to learn the event location. Figure 5 and Figure 6 showed estimation error for the event location and the message number in the scenario where 25% nodes failed. The distribution of failed nodes conformed to the binomial distribution, and the failure occurred randomly in space.
Comparing with normal case where no nodes failed, the difference was that the final estimation error was obvious, around 7 meters. In this case, some nodes, which were around the event location and can directly detect the fire, failed. But in general the framework still functioned similarly to the normal situation in terms of time performance. This meant that the events were detected and learned by all the nodes but with a relatively bigger range of where the fires occurred.
In comparing communication costs, Figure 4 and Figure 6 showed that PushGossip was the most efficient in both normal and random failure scenarios.
We used this special example to detect fires to demonstrate the function of this distributed change detection framework. The simulation results showed that the distributed data fusion framework can effectively fuse local event detection results to generate a more accurate event location. Besides, it could transmit and disseminate the information from the information source to the sink (in this case, a multi-source multi-sink scenario). In general, we wanted to demonstrate that the framework was flexible in that one can choose different communication protocols to achieve different design aims (such as low communication cost, or good time performance, or fault tolerance), and also different decision fusion models on sensor nodes according to different applications.
VI. Related Work
Our change detectors are closely related to the metaalgorithm for change detection proposed by Kiefer et al. [8] . To detect change in data streams, they compare the distributional distance between two sliding windows with a given threshold. Their approach requires no prior assumptions on the nature of the data distribution. They can compare two sliding windows of different sizes because the distance used by their algorithm is the KolmogorovSmirnov statistical distance. However, this algorithm is not well suited for sensor network applications because computing the Kolmogorov-Smirnov has high computation complexity and some other important limitations [14] . For example, the K-S distance applies only to continuous distributions. Perhaps, the most serious limitation of the K-S distribution is that it typically must be determined by simulation. Therefore, we have used in our work simple geometric and algebraic functions such as the Euclidean and the Manhattan distance as distance function. Another drawback of their sliding window model is that it causes difficulties in evaluating the accuracy of change detector.
In order to find a suitable solution to the change detection problem in resource-restricted settings of sensor networks, we have adopted the principle of work of Kiefer et al. In our change detectors, the two-window-paradigm is exploited, but we have improved this model by using the sliding window model first introduced by Zhu et al. [17] .
Specially, Zhu et al. divided a large sliding window into smaller windows called basic windows. This division eases the evaluation of the change detectors. The distinction between their work and our work is that instead of computing the statistics and finding the correlations among data streams, we apply this sliding window framework to the problem of change detection.
VII. Summary
In this paper, we have proposed a framework for decentralized change detection in wireless sensor networks. This framework consists of both a local change detection models based on DFT synopsis, and a global decision fusion model for determining the event location.
For local change detection, we have exploited the sliding window model to detect local changes in sensor data streams. We used signal segments to reduce the memory footprint of the change detector. The locations of events (i.e. changes in the environment) are estimated using a global decision model based on gossiping. By choosing different models of local change detection, global decision fusion, and data exchange protocols, different design goals can be achieved.
In our experimental evaluation we have demonstrated that for the local change detection the Euclidean distance based change detector is better than the Manhattan distance-based change detectors, especially in terms of detection accuracy. For the decentralized decision fusion framework, the decision fusion models efficiently improve the accuracy of event location estimation, as time increases. Specifically, push-gossip can be implemented for power efficiency design aims, while push-pull-gossip is a good choice in reducing decision dissemination time, which is the key factor in emergency applications.
