We consider the estimation of the bivariate stable tail dependence function and propose a bias-corrected and robust estimator. We establish its asymptotic behavior under suitable assumptions. The finite sample performance of the proposed estimator is examined on a simulation study involving both uncontaminated and contaminated samples.
Introduction
Modelling dependence among variables is a challenging topic in multivariate extreme value theory. For instance, in the case of environmental data, it can be of interest to link still water levels and wave heights in order to avoid flooding, whereas in finance measuring the dependence between risky asset returns can be crucial. Extremal dependence can be measured by coefficients that give a representative picture of the dependence, like e.g. the coefficient of tail dependence.
Alternatively one could use functions that give a complete characterisation of the extreme dependence, e.g. the spectral distribution function or the Pickands dependence function. We refer to Beirlant et al. (2004) and de Haan and Ferreira (2006) for recent accounts on the available approaches for describing tail dependence. In this paper, we focus on the bivariate stable tail dependence function, firstly introduced by Huang (1992) 
The weak convergence of this estimator, after proper normalisation, was established by Huang (1992) . Other references include Qi (1997) , Drees and Huang (1998) , Schmidt and Stadtmüller (2006) . This estimator can suffer from bias as illustrated in Peng (2010), Fougères et al. (2015) or Beirlant et al. (2016) where bias-corrected estimators have been proposed. However, in practical data analysis, it can also happen that observations are contaminated in the sense that some outliers may have a disturbing effect on the estimators. Such a situation is illustrated
in Figure 1 where we plot the mean and the mean squared error (MSE) of L m (x, y) and some recently introduced bias-corrected estimators for L(x, y) as a function of m. The estimates are based on 500 samples of size 1000 from a Logistic distribution with 5% of contamination (as described in Section 4). As is clear from this figure, the classical estimators behave very poorly. On the left: mean and on the right: MSE based on 500 samples of size 1000. The horizontal line in the left display is the true value of L(x, y).
To solve this issue, it is important to propose robust estimators which also keep the nice property of being asymptotically unbiased as those proposed by Fougères et al. (2015) and Beirlant et al. (2016) . This is the aim of the present paper, where we propose to use the minimum density power divergence (MDPD) criterion introduced by Basu et al. (1998) . This idea consists of 3 defining the density power divergence between density functions f and h as follows
Remark that for α = 0 one recovers the Kullback-Leibler divergence, whereas setting α = 1 leads to the L 2 divergence. Assume that the density function h depends on a parameter vector θ, and let Y 1 , . . . , Y n be a sample of independent and identically distributed random variables according to the density function f . The minimum density power divergence estimator (MDPDE) is the point θ minimizing the empirical density power divergence
Note that in case α = 0, the empirical density power divergence corresponds with minus the log-likelihood function. The parameter α controls the trade-off between efficiency and robustness of the MDPDE: it becomes more efficient but less robust against outliers as α gets closer to zero, whereas by increasing α the robustness increases and the efficiency decreases.
In the present paper we introduce a robust and bias-corrected estimator of the stable tail dependence function L. To the best of our knowledge, robust and bias-corrected estimation of L has not been considered in the extreme value literature. The remainder of the paper is organized as follows. In Section 2, we introduce our estimator of L(x, y), while in Section 3 we establish its asymptotic properties. The finite sample performance of our procedure is examined in Section 4 on a simulation study. All the proofs of our results are postponed to the appendix. 4 
Construction of the estimators
Let (X, Y ) be a bivariate random vector with continuous marginal distribution functions F X and F Y satisfying
where |δ|(tx, ty)
for all (x, y) ∈ [0, ∞) 2 \ {(0, 0)}. Also, ξ is assumed to be continuous, homogeneous of order τ > 0, and the convergence is uniform on {(x, y) ∈ [0, ∞) 2 |x 2 + y 2 = 1}. Note that model (3) is essentially a condition on the copula function C of F . Indeed, one easily verifies that
If η ∈ (0, 1) then we are in the asymptotic independence case, and in that context L(x, y) = x+y for x, y > 0. As such, estimating L is not relevant, and main interest is in estimating η, as has For convenience we suppose that the marginal distributions are unit Pareto. In that case, model (3) with η = 1 becomes
Note that one can write
where ω := x/(x + y) ∈ (0, 1) can be interpreted as being a radial parameter. Thus the transformed variable Z ω := min(X, ω 1−ω Y ) admits the following survival function
using the homogeneity of order 0 of g. Now, if we come back to our initial problem which is estimating the bivariate stable tail dependence function, recall that
by (6) . This leads to the simple estimator
which requires an estimate for K 1−ω . This estimator K 1−ω,m can now be obtained as follows.
Consider the tail distribution of Z 1−ω given in (6) . This distribution function belongs to the In practice, the sample of pairs at our disposal, say (X 1 , Y 1 ), ..., (X n , Y n ), have unknown margins.
Thus the first step is to transform the margins into unit Pareto distributions. To this aim, we can use the empirical distribution functions of the X and Y observations. This gives
with R X i and R Y i denoting the rank of X i and Y i , i = 1, ..., n, in the respective samples. Then, in a second step, the parameter δ 1−ω (u) of the EPD is estimated by fitting the density function h to the relative excesses E j := Z 1−ω,n−j+1,n / Z 1−ω,n−m,n , j = 1, ..., m, where 1 ≤ m ≤ n − 1 using the minimum density power divergence criterion. Note that, as usual in extreme value statistics, we use for the threshold u the n−m largest observation Z 1−ω,n−m,n within the sample.
Concerning the parameter τ of the EPD, we fix it at some value, either the true one or a misspecified one, or we estimate it externally in a consistent way. External estimation of second order parameters is quite common in the univariate framework, see e.g. Gomes and Martins due to the inversion procedure in the proof of Theorem 1, implies that such a method with strict Pareto margins would be very restrictive and without practical interest. Moreover, from a practical perspective, one can expect that joint estimation of δ 1−ω and τ will lead to an increase in the asymptotic variance, as was already observed in the univariate context. Therefore, this approach is not pursued in this paper. Finally, in a last step, an estimator of K 1−ω follows
from which the estimator of L(x, y) can be deduced by applying (7) . The estimator (8) can be 7 intuitively motivated as follows. Consider the tail distribution of Z 1−ω /u given that Z 1−ω > u:
Take u = Z 1−ω,n−m,n , replace the denominator of the above display by its empirical value, being m/n, and set x = 1, to obtain
and thus
The estimator (8) is then obtained by replacing Z 1−ω,n−m,n by its empirical analogue Z 1−ω,n−m,n , and
Asymptotic properties
The crucial point in the methodology consists of computing the estimate for
by using the MDPD criterion. In the sequel, although this parameter depends on the threshold Z 1−ω,n−m,n , we do not make this dependence explicit but prefer to use the notation δ 1−ω for simplicity. As we already mentioned, the parameter τ of the EPD is not estimated jointly with δ 1−ω by the MDPD method but it is fixed at some value or estimated externally. The MDPDE of δ 1−ω satisfies thus the estimating equation
where the density function h of the EPD is given by
where τ > 0 and δ 1−ω > max{−1, −1/τ }. Note that the estimating equation (9) depends only on the data through statistics of the form (1/m) m j=1 E s j for s < 0. Thus, considering the tail quantile process Q n (t) := Z 1−ω,n−[mt],n , 0 < t < n/m, these statistics can be expressed as the 
exists for all x ≥ 0, y ≥ 0 with x + y > 0, a function q 1 tending to zero as t ↓ 0, and c 1 a function neither constant nor a multiple of c. Moreover, we assume that the convergence
In case η = 1, the specific functions of Condition (SO) are for model (3) given by
as shown in Lemma 1 of Dutang et al. (2014).
As a preliminary result, we establish in our first theorem the behavior of the tail quantile process Q n (t), when correctly normalized. To this aim, set c 1−ω := c(1,
, and denote = lim n→∞ m/k. Remark that this limit exists, see (26) infra.
be independent copies of the random vector (X, Y ) which has a joint distribution satisfying (3) with η = 1 such that the function c given in (11) has continuous first order partial derivatives. For m, k → ∞, as n → ∞ such that √ mq 1 (k/n) → λ ∈ R we have that there exist suitable versions of Q n such that for all t 0 , ε > 0
where
where c x and c y denote the derivatives of c with respect to x and y, respectively, and W a Gaussian process with mean zero and covariance structure given by
Note that this theorem is in spirit close to the one derived in Dutang et al. (2014, Theorem 1) but here we consider the case η = 1 and we have a process W much more complicated. The covariance structure of W can be obtained after tedious computations involving mainly the use of the covariance structure of W and the homogeneity properties of c x and c y . It is given by
We are now able to derive the asymptotic behavior of our main statistic appearing in the estimating equation (9).
Under the assumptions of Theorem 1, for any s < 0, we have that
From now on we will denote the true value of δ 1−ω by δ 0 . Note that δ 0 = δ 0 ( Z 1−ω,n−m,n ). We want to prove the convergence in distribution of L m (x, y). This requires to establish the weak convergence of K 1−ω,m which is a function of the MDPDE δ 1−ω and Z 1−ω,n−m,n = Q n (1). Consequently, in the next theorem, we derive the convergence in distribution of the vector
correctly normalized, in case where τ is replaced by the true value τ 0 , by a mis-specified value, say τ , possibly different from τ 0 , or by a suitable external estimator τ .
Theorem 3.
Under the assumptions of Theorem 1 we have that
• in case τ = τ , a mis-specified value
• in case τ = τ , an external estimator satisfying
As is clear from Theorem 3, our estimator δ 1−ω is asymptotically unbiased in the sense that the expectation of A τ 0 is zero, whatever the value of λ. This is also the case for A τ but not for A τ if τ = τ 0 .
As a corollary of Theorem 3, we can deduce the convergence in distribution of L m (x, y).
Corollary 4. Under the assumptions of Theorem 3 we have that
Again we can easily check that in case τ = τ 0 or if τ is replaced by an external estimator
is asymptotically unbiased. When τ is mis-specified, one possibly loses the asymptotic unbiasedness. However, as illustrated in Section 4, in that case the estimators still perform quite well with respect to bias and they outperform estimators which are not corrected for bias. Note that our result in Corollary 4 is a pointwise weak convergence result. This could be extended to finite dimensional convergence, though this does not yield interesting additional insights. Obtaining weak convergence results for the stochastic process
is in our context very complicated as we do not have an explicit estimator for δ 0 . This will though be the subject of future research.
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Simulation study
In this section, we illustrate the finite sample properties of our robust and bias-corrected estimator L m (x, y) through a simulation study. Using the homogeneity property, we consider only the estimation of L(t, 1 − t) for t ∈ (0, 1), corresponding to the Pickands dependence function, and the following distributions:
• the symmetric logistic model, for which L(x, y) = (x 1/s + y 1/s ) s . We set s = 1/2;
• the bivariate Pareto of type II model, called BPII(p), for which L(x, y) = x+y−(x −p +y −p ) −1/p .
We set p = 3 and 4;
• the Cauchy distribution, for which L(x, y) = (x 2 + y 2 ) 1/2 .
These distributions have already been considered in Fougères et al. (2015) . They have shown in particular that they satisfy their second order condition. Since the latter implies our model (3), these distributions also satisfy our model. Note that other types of distributions have been studied but since the results are similar to those included we omit them, in order to keep the length of the paper under control.
For each pair (X i , Y i ), i = 1, ..., n, independently from one of these distributions, we transform the margins into unit Pareto using the empirical distribution functions. Then, we minimize the empirical density power divergence ∆ α (δ 1−ω , τ ) after replacing τ by 1, which can be the true value or a mis-specified one depending on the distribution, or by the external estimator τ k introduced in Beirlant et al. (2016) :
where Concerning the contamination, we use the following algorithm, applied to each of the above mentioned distributions:
• We simulate n pairs (X i , Y i ), i = 1, ..., n, independently with unit Fréchet margins;
• We draw two lines both with origin the point (X 990,n , Y 990,n ) and to the points (X n,n , Y j ) and (X k , Y n,n ), respectively, where j and k correspond to the indices associated to the maximum of the other component (note that the point (X 990,n , Y 990,n ) is still in the main cloud, see Figure 2 for an illustration). We put n 0 /2 := (nε)/2 variables on each of these lines, according to a Fréchet distribution. Our contaminated sample has a size n * = n + n 0 ;
• We transform the margins of the contaminated sample empirically (with the ranks) into unit Pareto;
• We apply our MDPD criterion on the relative excesses.
Thus this sample is the one on which our MDPD criterion will be applied.
The percentage of contamination is set to ε = 0% and 5%, while n = 1000 and the procedure is re- can appear a bit surprising, but this has already been observed in the literature where also τ is often set at the value 1 (see e.g. Feuerverger and Hall, 1999) and is due, in our context, to the fact that our estimator τ k (x, y) defined in (12) is not robust (see also Figure 8 in Dierckx et al., 2013). Recall that the first paper dealing with the estimation of the second order parameter τ in the multivariate framework is due to Fougères et al. (2015) , and even in the univariate context where this topic has been extensively studied, no robust estimator exists. In the sequel, we pursue the simulations with τ fixed at the value 1 and also we keep α at the value 0.25.
In order to evaluate the performance of our robust and bias-corrected estimator L m (x, y), we compare it with three other estimators already introduced in the literature:
• the empirical estimator L m (x, y);
• but we show here only the best one. The results are displayed in Figure 7 for 0% of contamination and in Figure 8 for 5% of contamination. Again (x, y) = (0.5, 0.5) in these two figures.
We can observe that in the presence of contamination, our estimator L m (x, y) is always the best one in terms of bias and MSE, whatever the distribution. This is obviously expected since it is the only estimator which is robust, the other ones being very poor in that context. In case of no contamination, as illustrated in Figure 7 , our robust and bias-corrected estimator Finally, in Figure 9 , we consider another position, (0.4, 0.6), again for the Logistic and BPII (3) distributions with τ = 1 and 0% and 5% of contamination. In that context, the estimation is slightly more difficult than in case x = y with a reduced stable part of the mean and the MSE, but again the influence of α is rather small, the value of α = 0.25 being again the best one.
Appendix: Proofs
Proof of Theorem 1
.., n, with the convention that U 0,n = V 0,n = 0 and U n+1,n = V n+1,n = 1. Now define
1l {U i ≤x and V i ≤y}
We have
According to convergences (6.3) and (6.4) in Draisma et al. (2004) and using the fact that
a.s. uniformly on [0, b] 2 , for some positive real b. Thus, using the second order condition (SO) and the fact that
Define now
where S 1 (x − , y − ) denotes the left-hand side limit of S 1 at (x, y). We want to study the a.s.
convergence to zero of
where b * is a positive real. To this aim, we use the following decomposition
A key argument to study these terms consists to use the following stochastic process property concerning uniform order statistics from Drees and Huang (1998): for any fixed value T > 0 one
Combining (13) and (14) with (16) and (17), we deduce that T 1 → 0 a.s. uniformly for r ∈ [b * , ∞). Now, concerning T 2 , by applying the mean value theorem with x * , resp. y * , a random value between
Using the continuity of c x and c y , the convergence m k → together with (16) and (17), we deduce that T 2 → 0 a.s. uniformly for r ∈ [b * , ∞). Finally, for T 3 and T 4 we use the continuity of c 1 and W together with (16) and (17) to deduce that T 3 → 0 a.s. and T 4 → 0 a.s. uniformly on r ∈ [b * , ∞). Altogether this implies the a.s. convergence to 0 of (15). Thus we have
, from which we deduce that
weakly in D[0, b ), for some positive real b . Finally, using the explicit expression of c 1 given in (11) and applying Vervaat's lemma (Vervaat, 1972) , we derive that 
Now, following the lines of proof of Lemma 6.2 in Draisma et al. (2004), with some adjustments due to our different model, we can deduce that for all t 0 , ε > 0:
which achieves the proof of Theorem 1.
Thus the main argument to prove Theorem 2 is to use the representation
which follows from Theorem 1. To this aim, we use a Taylor expansion of the integrand and thus we need that all the terms appearing in the square parenthesis in (19) tend to 0 uniformly.
To reach this goal we have to split the integrals into two parts, from 0 to m −κ and from m −κ to 1, for a suitable κ ∈ (0, 1/(1 + 2ε)).
Assuming κ > 1/2, we clearly have
from which Theorem 2 follows.
Proof of Theorem 3. The expression of A Q follows from Theorem 1. Below we give the details about the proof which leads to A τ 0 . Concerning A τ and A τ , the proofs are similar. Thus we will limit ourselves to the main differences.
Recall that
= 0 by definition. Thus a Taylor series expansion around δ 0 combined with the boundedness of the third derivative of ∆ α (δ 1−ω , τ 0 ) with respect to δ 1−ω leads to
from which we deduce that
. (20) Since we only need the dominant term of the second derivative, it is sufficient to compute it at δ 1−ω = 0. Doing so, we obtain
by applying Theorem 2. Now, concerning the first derivative
by again an application of Theorem 2 and using expansions of the integrands. Now recall that
using the regularly varying property of q 1 and Theorem 1. Consequently
23 Combining (19) and (20) with (21) and (22) yields the expression of A τ 0 . Now, concerning A τ , the limit in probability of the second derivative is the same as in (21) with τ 0 replaced by τ . For the first derivative, similar arguments as for (22) lead to
which leads to the expression of A τ .
Finally, concerning A τ , the limit in probability of the second derivative is again the same as in (21) since τ is a consistent estimator of τ . For the first derivative, similar arguments as for (22), combined with the mean value theorem, lead to
Using our assumption on the intermediate sequence k, the expression of A τ follows. 
Proof of Corollary 4. Note that
√ m L m (x, y) − L(x, y) = −x √ m K 1−ω,m − K 1−ω .(23)
