Abstract-Large public cloud infrastructure can utilize power which is generated by a multiplicity of power plants. The cost of electricity will vary among the power plants and each will emit different amounts of carbon for a given amount of energy generated. This infrastructure services traffic that can come from anywhere on the planet. It is desirable, for latency purposes, to route the traffic to the data center that is closest in terms of geographical distance, costs the least to power, and emits the smallest amount of carbon for a given request. It is not always possible to achieve all of these goals, so we model both the networking and computational components of the infrastructure as a graph and propose the Stratus system which utilizes Voronoi partitions to determine which data center requests should be routed to based on the relative priorities of the cloud operator.
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INTRODUCTION
A variety of new services are being offered under the cloud-computing paradigm. This service model involves a cloud-based service provider (CBSP) providing a large pool of computational and network resources which are allocated on demand to the cloud users from the pool. Cloud users in turn can use these resources to provide services for the users. The pool of resources can comprise of several data centers (DCs) at different geographical locations. There are many potential benefits to a global distribution of servers if load balancing is used correctly. Reduced latency and increased data transmission rates can be achieved by assigning clients to servers which are closer in terms of link distance. For some applications such as conference Voice-over-IP (VoIP) software and interactive online games, low latency is critical to provide a satisfactory quality of service (QoS). In addition, there have been proposals to consider electricity price when load balancing [1] , [2] , [3] to reduce operational costs. By assigning more load to a DC which is utilizing relatively cheap electricity operational costs can be lowered. This load balancing can be achieved with protocol-level mechanisms which are in use today such as dynamically generated DNS responses, HTTP redirection, and the forwarding of HTTP requests. All of these have been evaluated thoroughly [4] , [5] , [6] .
Recently the carbon emissions associated with powering DCs have become important. Greenpeace report [7] the carbon emissions of selected DCs and the percentage of their electricity generated by power plants that use fuels which emit a relatively large amount of carbon. The carbon intensity of a power plant is the carbon emitted for a given amount of energy generated. The carbon intensity of power plants using particular fuels is detailed in [8] , [9] . Currently, there is little financial motivation to use green or clean energy, but increasing regulation of carbon emissions and schemes like the European Union Emissions Trading Scheme (EU ETS) [10] mean that in the future it is probable that the right to emit carbon into the atmosphere will be traded as a commodity. In addition, recent work [11] suggests that on-site power generation can reduce carbon emissions and electricity cost by reducing the peak draw of a data center from an electricity supplier.
There have been some proposals to use locally generated clean energy [12] or employ load balancing based upon the carbon intensity of the electricity supplier [13] . These proposals, however, do not consider the carbon emitted as a result of packets travelling across the network from the client to the server. While the energy consumed by the networking equipment as part of the cloud computing has been analyzed [14] , additional analysis is required to examine the total carbon emission caused by a cloud-computing system.
In addition, other proposals for minimizing carbon emissions use weather data as a metric for load balancing. While this is a useful metric for in-house generated electricity, it can be inaccurate when electricity is obtained from an external supplier as other factors affect their carbon intensity. This is discussed in greater detail in Section 5.2. Carbon emissions are seldom the sole concern of cloud operators and other factors must be considered. The electricity cost can vary considerably between different geographical regions and this fact can be exploited by cloud operators to lower the operational cost.
The manner in which a data center is cooled can affect both the electricity cost and carbon emissions as certain schemes such as "free air cooling" require less energy, and hence emit less carbon. Finally, cloud operators are usually bound by service level agreement (SLA), and therefore must maintain a minimum QoS for service users.
It is not always possible to achieve the best case outcome for all of these factors as they sometimes conflict, so we formulate a graph-based approach which we call Stratus that can be used to examine and control the operation of the cloud. Stratus uses Voronoi partitions which are a graphbased approach which have been used to solve similar problems in other areas such as robotics [15] . In this paper, we use this approach to attempt to control the factors which affect the operation of the cloud. This paper makes the following contributions:
. The development of a model detailing the carbon emissions, electricity cost, and time required for the computational and networking aspects of a service request. . A distributed algorithm which minimizes the combination of average request time, electricity cost, and carbon emissions is described. . Data for the carbon intensity and electricity price of various geographical regions and a representative set of round trip time between various geographical regions is presented. . We evaluate the performance of our distributed algorithm using the data obtained for various scenarios.
RELATED WORK
There have been a number of proposals which consider the cost of electricity when determining which data center should service requests. Qureshi et al. [1] proposed a distance-constrained energy price optimizer and presented data on energy price fluctuations and simulations illustrating the potential economic gain. Stanojevi c et al. [2] detail a distributed consensus algorithm which equalizes the change in the cost of energy. This is equivalent to minimizing the cost of energy while maintaining QoS levels. Rao et al. [16] formulate the electricity cost of a cloud as a flow network and attempt to find the minimum cost of sending a certain amount of flow through this network. Rao et al. [17] also propose a control system which uses load balancing and server power control capabilities to minimize energy cost. Wang et al. [18] propose using a corrected marginal cost algorithm to minimize electricity cost. Mathew et al. [19] propose an algorithm which controls the number of servers online in the cloud to reduce energy consumption. It also maintains enough servers at each data center to handle current requests as well as spare capacity to handle spikes in traffic. Liu et al. [3] propose distributed algorithms, which minimize the sum of an energy cost and a delay cost using optimization techniques such as gradient projection, to minimize the overall cost of operating the data center. In addition, they expand their formulation to consider minimizing the sum of the social-impact cost and delay cost. They define the social-impact cost as a metric for environmental impact of the data center. By examining the availability of renewable energy and directing load to the appropriate data centers they attempt to reduce the environmental impact of the data center. In addition, there has been some analysis of the electricity consumption of the cloud-computing paradigm. Baliga et al. [14] analyze the power consumption of all the elements of this for a variety of service scenarios. Mahdevan et al. [20] examine the power consumption of network switches and consider techniques for improving the power efficiency of network switches by disabling ports and using lower data rates where possible.
There have also been some proposals which consider carbon emissions when determining where to direct service requests. Liu et al. [12] expand the model proposed in [3] to subtract locally generated clean energy from the energy cost calculation to allow data centers which have clean energy generation facilities to service more load. Doyle et al. [13] describe an algorithm that minimizes a cost function containing the carbon intensity of the electricity supplier of the data center and average job time. Moghaddam et al. [21] attempt to use a genetic algorithm-based method with virtual machine migration to lower the carbon footprint of the cloud. Gao et al. [22] use a flow-optimization-based framework to control the three-way tradeoff between average job time, electricity cost, and carbon emissions. This system, however, is only evaluated using yearly average carbon intensity values. These can differ significantly from the instantaneous carbon intensity value of an electricity supplier. An important distinction between this work and the work of Gao et al. is the use of Voronoi partitions to enable load balancing.
Some of these proposals use various mathematical techniques to achieve their goals. In this work, we propose the use of Voronoi partitions which are used in a number of areas. Aurenhammer details a number of applications in [23] . Durham et al. [15] use Voronoi partitions to divide an environment so that a group of robots can provide coverage.
This problem can be viewed as similar to a constrained version of the facility location problem which has been shown to be NP-hard [24] . Exact [25] and approximate [26] solvers for this problem have been thoroughly studied. These methods, however, are computationally expensive as any new demand points require the solver to run the entire analysis from scratch. This works well for determining the optimal site for the construction of a facility as the demand set is static. In the cloud, however, the demand for a service is constantly changing and a system that can respond to incremental change is required.
PROBLEM FORMULATION
In this section, we formulate the problem. To do this we need some background notation. Namely, we need to say what a graph is, what a Voronoi partition is, and how we use these ideas in the context of cloud computing.
Graph
A graph consists of a finite set of nodes and edges. Each edge is incident with two nodes. A path is an ordered sequence of points such that any consecutive pair of points is linked by an edge in the graph. In an undirected graph, there is no direction associated with the edges. Hence, a path can be constructed with any edge in the graph. A weighted graph associates a label with each edge. Nodes are connected if a path exists between them.
Voronoi Partitions
Voronoi partitions are the decomposition of a set of points into subsets. These subsets are centered around points known as sites, generators, or seeds. Each point in the set is added to a subset consisting of a site and all other points associated with this site. An abstract notion of distance between a point and the sites is used to determine which subset a point is associated with. A point is assigned to a subset if the distance to site is less than or equal to the distance to the other sites. For an example of Voronoi partitions used in applications (robotics) (see [15] ). We shall now use these partitions to solve routing problem associated with load balancing in the cloud.
Voronoi Partitions of the Cloud
In our work, the set of points consist of sources of requests for cloud services and data centers which service these. Voronoi partitions are then used to determine where requests are serviced. A Voronoi cell represents which sources of requests a data center is servicing at a given time. An example of a group of sources of requests which have been partitioned between two data centers can be seen in Fig. 1 . In this figure each source of requests has a path to both data centers. The partition that the source of requests is a part of depends on the paths to the two data centers. The partitions are made up of sources of requests which have paths available to them with lower distances than the paths available to the other data center.
Problem Statement
Let jJj be a set of J geographically concentrated sources of requests and jNj be a set of N data centers. Let jQj be a finite set of points that represent either sources of requests or data centers. These points are connected by E edges in an undirected weighted graph G ¼ ðjQj; jEj; jwjÞ. The weights are calculated as functions of the time required to service a fraction of the request T i , the carbon emissions associated with servicing the fraction G i and the electricity cost E i , if any associated with servicing the request along the edge.
where R 1 and R 2 are the relative price functions which are used to specify the relative importance of the factors. While E i and G i are related, the rates at which they increase may vary significantly depending on the specifics of the cloud and hence, both must be included in the problem formation to ensure that the cloud operator can operate the cloud as desired. It should be noted that the weights of the graph represent the networking and computational aspects of servicing a request.
The set jQj is partitioned into N subsets representing the regions serviced by each data center. This results in a collection P ¼ fP i g N i¼1 of N subsets of jQj such that:
. . . ; Ng 4. P i is connected for all i 2 f1; . . . ; Ng Two subgraphs P i and P j are connected if there are two vertices q i and q j belonging, respectively, to P i and P j such that ðq i ; q j Þ 2 jEj.
We can use Voronoi partitions to establish a collection of subsets which minimizes the combination of carbon emissions, electricity cost, and average request time. In this case, the Voronoi partition P i associated with data center i 2 jNj can be defined as the set of points whose distance to data center i is less than or equal to the distance to another data center j 2 jNj. We assume that the data centers have sufficient computational capacity so that there is no constraint on the size of P i . To compute this we need to define how the distance between two points is calculated. A standard notion of distance between two points dði; jÞ in a weighted graph is the lowest weight of a path between the two points ði; jÞ. The weight of a path is the sum of the weights of the edges in the path. The goal of using the Voronoi partitions in this scenario is to minimize the distance between the sources of requests and the data centers. This can be defined as
Note, if a source is equidistant to more than one data center the point is assigned to the Voronoi partition that has the least members to attempt to balance the load on the data centers. A pairwise partitioning rule can be used to achieve this goal.
PAIRWISE PARTITIONING RULE
At time t data center i and data center j communicate by exchanging the partitions P i and P j , so that each data center can examine all the regions associated with the two data centers to determine if there is a better route available between a data center and a region. We assume without a loss of generality that i < j. Each data center then performs the actions depicted in the pseudocode in Fig. 2 . The paths between each region and the two data centers are examined. If the path between the data center i and a region is smaller than the path between the region and the data center j then the region is added to a temporary partition associated with data center i. Otherwise, it is added to a temporary partition associated with data center j. The partitions of the two regions are then updated with the appropriate temporary partition. To generate the initial partitions the distance between each node in the graph and all the data centers is calculated. The nodes are then added to the partition which yields the minimal distance between the nodes and the data center.
CLOUD ANALYSIS
In this section, we examine the variation in the costs that exist between data centers.
Electricity Cost
The price of electricity on the wholesale market depends on a number of factors. The wholesale electricity market is administered by an authority known as a regional transmission organization (RTO) in the United States and the single electricity market operator (SEMO) in Ireland. In this market, power producers present supply offers, consumers present bids, and an authority in charge of the transmission network determines how the electricity should flow and sets prices [1] . The price is determined based on the bids and offers as well as other factors such as reliability and grid connectivity. The variation of local electricity prices in different geographical regions can be exploited by cloud operators to lower operational costs [1] . To illustrate this, we examine the potential savings that can be made by part of Amazons's EC2 [27] cloud. We examine the local prices of electricity suppliers located in the regions of the California, Virginia, and Ireland data centers. Pacific Gas and Electric (PG&E) is one supplier in the California region and Dominion (DOM) is a supplier in the Virginia region. We chose these as they supply electricity in the region where the data centers are located. Ireland uses a single market for electricity known as SEMO and only a single price for wholesale electricity is available. The peak daily day-ahead electricity price for these suppliers from January 2011 through April 2011 is depicted in Fig. 3 .
It is interesting to note that the maximum price can approach $550/MWh and that the peak price for the electricity is nearly always greatest in the Ireland region. This would suggest that little traffic would be routed to the Ireland data center if a load-balancing scheme design to minimize electricity prices was utilized. If, however, we examine the hourly variations of electricity prices we can see that this is not the case. The day-ahead electricity price for the electricity suppliers from the 22nd January 2011 through the 29th January 2011 is depicted in Fig. 4 . From this we can see that peaks in electricity price in the Ireland region tend to be very sharp and that at nonpeak times the variation in price between geographical regions is much smaller.
Carbon Emissions
An analysis of the carbon intensity of electricity suppliers in various geographical regions is useful when attempting to minimize the environmental impact of a cloud. To illustrate this, we examine the carbon emitted by a service which has users in a number of different geographical regions utilizing the EC2 infrastructure. The carbon intensity data for the data centers and sources of requests were obtained from [28] and can be seen in Table 1 . The data for states in the United States were in agreement with data from [29] . The carbon intensity of an electricity supplier is calculated using the weighted average (where the power generated by the power plant is the weight used) of the carbon intensity of the power plants operated by the electricity supplier. The demand for electricity changes over the course of a day and electricity suppliers turn power plants on and off to react to the changes in the demand. A consequence of this is that the carbon intensity of an electricity supplier varies over time. It would be possible to estimate the realtime carbon intensity by examining the weighted average of the carbon intensity for all the power plants that are operating, but some electricity suppliers provide a realtime carbon intensity value directly. To the author's knowledge, the realtime carbon intensity of all the geographical regions in Table 1 is not available. It is, however, available for the Ireland region. Fig. 5 depicts the daily peak carbon intensity of the electricity supplier in Ireland from January through April 2011. This data was obtained from the Ireland Transmission System Operator Eirgrid [30] . We can see that there is a large variation with time. This suggests that the data can be exploited to minimize the environmental impact of the cloud. Fig. 6 depicts the carbon intensity of the SEMO suppliers from the 22nd January 2011 through the 29th January 2011. The interval between data points is fifteen minutes. From Figs. 4 and 6 we can see that the carbon intensity is not as volatile as the electricity market price but varies enough to allow the cloud operator to utilize the realtime data to minimize the environmental impact.
A novel aspect of our approach to minimizing carbon emissions when compared with other approaches [3] , [21] is that we use carbon intensity data rather than weather data when determining where to route load. This does not affect schemes where power is generated locally by the cloud operator, but it can have a significant effect when cloud operators draw power from an electricity supplier for two reasons. First it is not always possible to utilize solar and wind power. An electricity network must carefully balance supply and demand and ideally the market authority would use the cleanest power plants available to meet the demand. This, however, cannot be achieved in reality as it would require power plants to be able to turn on or off in very short spaces of time and some power plants (e.g., coal) 6 . Carbon intensity and generated wind power of electricity supplier in the region of the Ireland data center studied.
take a long time to turn on or off. The result of this is that they are very rarely turned off and if there is insufficient system demand, solar and wind power is wasted.
The second reason that the use of weather data can be an inaccurate metric is that even if there is sufficient demand and solar and wind power is utilized, the changes in the operation of other power plants can affect the carbon intensity. As a result, there is not a direct correlation between availability of wind and solar power and carbon emissions. For example, if a pumped storage plant is turned on and the wind speed drops, carbon intensity may still go down. The reason for this is that the reduction in carbon emissions caused by the use of the pumped storage plant may be greater than the increase in carbon emissions caused by other power plants supplying the electricity which is no longer supplied by the wind turbines. If we examine Fig. 6 we can see an example of this. There is some correlation between the wind power generated and carbon intensity, but it is not direct. Sometimes when the wind power generated increases the carbon intensity also increases. It should be noted that the Irish SEMO market does not use significant amounts of solar power so this is not a factor in the analysis.
Cooling Cost
Cooling costs for a data center are dependent on its design and the local climate in addition to the load placed upon it. If a data center uses aisle containment [31] it can significantly reduce the cost of cooling the data center. Aisle containment is the separation of the inlets and outlets of servers with a barrier such as PVC curtains or Plexiglas [32] to prevent air migration, which adversely affects cooling costs.
In addition "free air cooling" can be used. This is the use of air economizers to draw in cold air from the environment into the data center when the climate conditions are suitable, thereby, preventing the use of computer room air conditioner (CRAC) chiller units and lowering the cooling costs [33] . Water cooling [34] , [35] can also be used, but it is rarely used in data centers at present.
To examine how this cost varies with demand, we constructed two models of data centers in the computational fluid dynamics (CFD) simulation software Flovent [36] . These represent typical data centers which have been examined in previous research [37] , [38] . One data center used cold aisle containment and the other did not. Apart from this the data centers were of similar construction. Each data center has dimensions 11:7 m Â 8:5 m Â 3:1 m with a 0:6 m raised floor plenum that supplies cool air through perforated floor tiles. There are four rows of servers with seven 40U racks in each case, resulting in a total of 1,120 servers. The servers simulated were based on a HewlettPackard's Proliant DL360 G3s model, which consumes 150W of power when idle and 285W at 100 percent utilization. From this we can determine that the total power consumption of the data center is 168kW when idle and 319:2kW at full utilization. For cooling, the data center is equipped with four CRAC units. Each CRAC unit pushes air chilled to 15 C into the plenum at a rate of 16;990m 3 =h. The cooling capacity of each CRAC unit is limited to 90kW, and in full operation each CRAC unit itself consumes 10kW.
The layout of the two data centers modeled is shown in Fig. 7 . Racks of servers are represented as boxes with the letter "S" and CRAC units can be identified as boxes with the letter "C". The simulations are used to establish the maximum inlet temperature of a server rack T max . We can use this to establish the cooling costs C which can be calculated as follows:
where Q is the amount of power the servers consume, T sup the temperature of the air that the CRAC units supply, T safe the maximum permissible temperature at the server inlets to prevent equipment damage, T max the maximum temperature of the server inlets in the data center, P fan the power required by the fans of the CRAC units, and COP is the "coefficient of performance" (COP), that is the ratio of heat removed to work necessary to remove the heat, is a function of the temperature of the air being supplied by the CRAC unit. The COP of a typical chilled-water CRAC unit used in the calculations of cooling costs is depicted in Fig. 8 . We assume a T safe value of 25 C. Fig. 9 depicts the results of the cooling-cost simulations. The percentage utilization of the data center is shown on the x-axis and the cooling cost in watts is shown on the y-axis.. Each line represents a different system. The CAC-CRAC line is a system which uses cold aisle containment and CRAC cooling. The FAC line is a system uses "free air cooling". The NCAC-CRAC line is a system which does not use cold aisle containment and CRAC cooling. "Free air cooling" only consumes fan power, and is therefore constant.
Average Job Time
The previous sections establish that electricity cost and carbon emissions can be lowered. It is likely, however, that there will be an increase in the average service request time which the cloud operator will have to take into account when determining its load-balancing policy. A useful metric for service request time is the latency between the server and client. To establish the round trip time data an experiment on PlanetLab [39] was established with a server at each node location. Nodes in the same region as our three data center locations then pinged the other geographical regions at 15 minute intervals for approximately two days. The average latency established from this experiment can be seen in Table 1 . Average service request time could be reduced by routing load from a geographical region to the data center region using lowest latency as a criterion to route load. From Table 1 we can see that if such a loadbalancing scheme was used, each data center region will have some of the load routed to it. From this, we can conclude that any reduction in carbon emissions or electricity cost will cause an increase in the average latency as load will not be routed with latency as the sole metric.
Figs. 10, 11, and 12 depict the measured latency between the data center and the other regions for the California, Ireland, and Virginia data centers, respectively. It is interesting to note that the latencies remain mostly constant over time at the California and Ireland data centers, but vary frequently at the Virginia data center. We postulate that this is a result of congestion at the Virginia region. In addition, we can see that there is some variation in the latency between the other regions and the California and Ireland data centers. Thus, we can conclude that latency varies with time particularly in regions where congestion takes place and it should be monitored so that the increase in average service request time caused by reducing carbon emissions or electricity cost can be measured correctly. Indeed, there may be times, when there is no increase in average service request time associated with a reduction in carbon emissions or electricity cost.
SIMULATION SETUP
In this section, we describe the setup for the simulation of the algorithm described in Section 4 and our methodology for establishing the weights of the graph described in Section 3.4. We simulate three data centers. One of these is in Ireland and the other two are in the United States in Virginia and California. We chose these locations to mimic Amazon's EC2 platform [27] which currently has major data centers at these locations. We model 34 sources of requests in the simulation which represent certain countries in Europe, states in the United States, and provinces in Canada. Each source is connected to each data center by a single edge. This is illustrated in Fig. 13 .
To calculate the weights of the edges of the graph we needed to determine the time, carbon emissions, and electricity cost associated with servicing the networking and computational portions of a request. For the networking portion of a request, we first assume that each service request requires the transfer of relatively small amount of data, and therefore the duration of the connection can be approximated by the round trip time. To calculate the time associated with the computational portion of the request we assume that the request requires 50 ms of computation.
To calculate the carbon emissions and electricity cost of serving a request we assume that the data center uses Hewlett-Packard's Proliant DL360 G3s. This type of server consumes 150 W at 0 percent utilization and 285 W at 100 percent utilization. This yields dynamic power of 135 W for each server. This is then multiplied by the time required to service the computational portion of the request (50 ms) to yield the energy required to service a request. We must then consider the energy required for the additional cooling required by servicing the requests. We assume that the Ireland data center uses "free air cooling", the Virginia data center uses cold aisle containment, and the California data center uses a standard cooling system with no cold aisle containment. The cooling energy required by the data center when it is not processing the request is subtracted from the energy required when it is processing the request to give the cooling energy caused by the request. This is added to the energy already calculated to yield the total computational energy. The total computational energy is then multiplied by the electricity price to yield the electricity cost E i . The energy is also multiplied by the carbon intensity of the data center to yield the computational carbon emitted.
The networking aspect of the weights must also be considered. The power consumed by a switch can be altered by powering off (disabling) ports when they are not in use and powering on (enabling) ports when they need to be used. To calculate the carbon emissions associated with servicing the networking portion of the request, we assumed that only two ports would open during the duration of the request. To calculate the carbon emitted, we first obtain the energy consumed by multiplying the duration of the round trip by a power value required to open a port (0.7 W). This value was a midrange value from those presented in [20] . The energy consumed is then multiplied by the average carbon intensity of the source of the request and the data center to obtain the network carbon emitted. This is added to the computational carbon emitted to give the total carbon emitted and the carbon weight G i . While cloud operators are likely to be held at least partially responsible for the carbon emissions of the network by increased regulation, current modes of operation suggest that they are not held responsible for the vast majority of the electricity cost associated with networking and as such it is ignored.
In all simulations the algorithm runs for a two-day period using latency, electricity price, and carbon intensity data described in Section 5. The latency between the sources of requests and the data center is as seen in Figs. 10, 11 , and 12. The electricity price is as seen in the first two days of Fig. 4 for the three data centers. The carbon intensity data is as seen in Table 1 for all the regions except Ireland which uses the data seen in the first two days of Fig. 6 . The algorithm updates every 15 minutes. It is assumed that the time required to service a request is sufficiently short, and that redirection is not required to minimize the cost when the algorithm updates. It should be noted that we assume that redirecting additional requests to each data center does not cause congestion or affect the average service request time.
To examine the overall costs to the cloud, we must consider the number of requests coming from each source of requests. We used figures from the websites [40] , [41] which estimated the number of Facebook users in each source location and assumed that the daily average number of service requests from a single user was 2.6. We used Facebook as it is representative of a broad range of cloud applications. The daily number of requests for each source can be seen in Table 1 . We also needed to establish the number of requests at each source during each 15 minute interval over the two-day period. It has previously been found that realistic workloads have a diurnal cycle with a trough at approximately 6:00 am and a peak of roughly four times the trough value at approximately midnight [1] . We divided the daily number of requests at each source into this diurnal pattern and adjusted the peaks to match the time difference of the region. The total demand can be seen in Fig. 14 .
In the first set of simulation, we examine the extremes of the algorithm by looking at four scenarios. In the first scenario, we set the relative price functions to zero. This represents a scenario where time is crucial and the operator is attempting to minimize the time taken to service a request with no regard for electricity cost and associated carbon emissions R 1 ðG i Þ ¼ 0; R 2 ðE i Þ ¼ 0 and the weights of the edges of the graph become w i ¼ T i . We shall hereafter refer to this scenario as "Best Effort Time." In the second scenario, we set the first relative price function to 10,000 times the carbon emissions. This essentially functions as infinite times the carbon emission. This represents a scenario where time and electricity cost are unimportant and all efforts can be made to reduce the associated carbon emissions R 1 ðG i Þ ¼ 10000G i ; R 2 ðE i Þ ¼ 0 and the weights of the edges of the graph become w i ¼ T i þ 10000G i . We shall hereafter refer to this scenario as "Best Effort Carbon." In the third scenario, we set the second relative price function to 10,000 time the electricity cost. This represents a scenario where time and carbon emissions are unimportant and all efforts can be made to lower the electricity costs R 1 ðG i Þ ¼ 0; R 2 ðE i Þ ¼ 10000E i and the weights of the edges of the graph become w i ¼ T i þ 10000E i . We shall hereafter refer to this scenario as "Best Effort Electricity." In the final scenario, we examine a baseline for current load-balancing operations by examining a roundrobin scheme. This is the default option in many commercial load-balancing solutions. We shall hereafter to refer to this scenario as "RoundRobin".
In the second set of simulations, we explore scenarios where the cloud operator needs to strike a balance between the three factors. In this set of simulations we examine the performance of the algorithm under scenarios which attempt to balance the various factors by adjusting ð; ÞR 1 ðG i Þ ¼ G i ; R 2 ðE i Þ ¼ E i in intervals of 100 from 0 to 10,000 and examining the total electricity cost, carbon emissions, and average service request time of each scenario to examine what savings in electricity cost and carbon emissions can be made when there are constraints on the average service request time. We define as a variable which represents the relative importance of carbon emissions to the cloud operator and as a variable which represents the relative importance of electricity cost.
RESULTS
The key performance metrics for the simulations are the average service request time, the electricity cost, and the carbon emissions associated with servicing requests for the two days. We first examine these for the first set of simulations. They are shown for each scenario in Table 2 . When comparing the best-effort carbon scenario with the roundrobin baseline we can see that carbon emissions for a service can be reduced by 21 percent. If we examine the best-effort electricity scenario and the roundrobin baseline we can see that the electricity cost can be reduced by 61 percent. There is, however, a corresponding increase in the average service request time of 7 ms. If we investigate the best-effort time scenario and the roundrobin baseline we can see that the average service request time can be reduced by 47 percent. It is also interesting to compare the three best-effort scenarios. If we compare the best-effort time scenario and the best-effort carbon scenario we see that the latter emits 13 percent less carbon, but has an average service request time that is 42 ms higher. If we examine the best-effort time scenario and the best-effort electricity scenario we can see that the latter costs 58 percent less, but has an average service request time that is 87 ms higher. These comparisons are useful for the cloud operator as it allows them to see if the scenarios are feasible under SLAs and whether it is more desirable to concentrate on lower electricity costs or carbon emissions. From Table 2 we can also see the number of requests sent to each data center under the various scenarios. We can see that under the best-effort carbon scenario all of the requests go to the Ireland data center. This is interesting as the carbon intensity for the California region is relatively low. The additional carbon caused by the cooling setup used in the data center is sufficiently high that all the requests go to the Ireland data center under this scenario. We can also see that under the best-effort electricity scenario most of the load goes to the California data center. It is interesting that the additional electricity cost of the cooling setup in that data center is mostly insufficient to overcome the local electricity price differential and the requests mostly go to the California data center. We also examine the number of requests serviced at the data centers at each time interval. Fig. 14 depicts the number of requests serviced at each data center during a time interval for the best-effort time scenario. From Fig. 14, we can see that the number of requests serviced at the Ireland data center follows the change in demand relatively steadily while the number of service requests for the Virginia and California data centers fluctuate. The reason for this is that the Ireland data center will take most requests from the European regions as the latency remains relatively steady, while the California data center is likely to take service requests which would otherwise go to the Virginia data center if there is congestion as the latency between these regions and the California data center is lower than the latency between these regions and the Ireland data center. Fig. 15 depicts the number of requests serviced at each data center during a time interval for the best-effort carbon scenario. From  Fig. 15 , we can see that the all requests go to the Ireland data center for all the time intervals. Fig. 16 depicts the number of requests serviced at each data center during a time interval for the best-effort electricity scenario. From Fig. 16 , we can see that the California data center services all the requests for the first part of the time period and in second part the electricity costs of the Ireland and California data center become almost equal so that some of the requests go to the California data center and some of the requests go to the Ireland data center. Finally, all the requests get serviced by the California data center as the prices diverge. Fig. 17 depicts the carbon emitted under each scenario over the time period. From Fig. 17 we can see that the carbon emitted follows the number of service requests under all scenarios. This is as we expected as more service requests require more energy which increases the carbon emissions. We can also see there are no spikes in the emissions which is as we expected as Fig. 6 shows that the change in carbon intensity over time is gradual. Finally, we can see that the difference between the schemes is quite small. The carbon intensities of the three data centers are relatively similar. Ireland's data center carbon intensity ranges from 369 g/kWhr to 522 g/kWhr, Virginia has a carbon intensity of 559 g/kWhr and California has a carbon intensity of 384 g/kWhr, but this is offset by the cooling setup used in our simulation data center. The difference in carbon intensities between other regions is much larger. For example Norway with its high level of hydropower has a carbon intensity of 6 g/kWhr, while Austria has a carbon intensity of 870 g/kWhr. Fig. 18 depicts the electricity cost under each scenario over the time period. From Fig. 18 we can see that the difference between the various scenarios can be quite large particularly when there are peaks in the electricity cost at the data center where requests are being serviced. It is also interesting to note that the difference can be quite small as we can see that the electricity cost of the best-effort carbon scenario and the best-effort electricity scenario are effectively the same toward the end of the time period. Between 05:00 and 07:00 of the second day in Fig. 18 we can see that the electricity cost of the best-effort carbon and best-effort electricity schemes are equal as the data center with the cheapest electricity also has the lowest carbon intensity during this time period. It should be noted, that while the Fig. 15 . Number of requests serviced at each data center when the "Best Effort Carbon" scenario is used. The time zone of the x-axis is GMT. Fig. 16 . Number of requests serviced at each data center when the "Best Effort Electricity" scenario is used. The time zone of the x-axis is GMT. overall electricity cost is quite low it is the relative differences in the electricity price that are the most important. In our model, we assumed that a single server performs all the computation required for a single request. While it is possible for cloud services to use this approach, latency consideration frequently result in a partition/ aggregate design pattern being used [42] . In this approach, a request is broken into pieces which are then farmed out to worker servers. The responses of the workers are aggregated together by aggregator servers to yield the result to the request. In this design, hundreds of servers can be used to process a single request although typically tens of servers are used to handle requests. In this design the energy consumption for a request is significantly higher as tens of servers are operating simultaneously and the overall electricity cost would consequently be significantly higher. We chose not to model the requests in this fashion as without trace data it is difficult to simulate this design accurately as each worker server frequently operates for different lengths of time and therefore the energy consumed by each worker will be different. Fig. 19 depicts the average service request time under the various scenarios. From Fig. 19 we can see that the besteffort carbon and best-effort electricity scenarios have average service request times that fluctuate smoothly. This is a result of not using the Virginia data center to service the load as its congestion causes the average service request time to change frequently. The reason for the change in average service request time for the best-effort carbon and best-effort electricity scenarios is the changes in demand in the regions. If there are more requests from a region with high latency at a given time interval, this will increase the average service request time. This does not occur in the roundrobin and best-effort time scenarios as the requests are spread among the three data centers and the effect is diluted. It is important that the cloud operator considers this so that SLAs are not violated.
We now examine the second set of simulations. Fig. 20 depicts the total carbon output as we vary and . From Fig. 20 we can see that as we increase the carbon emissions decrease and that as we increase the total carbon emissions increase. Fig. 21 depicts the total electricity cost as we vary and . From Fig. 21 we can see that as we increase the electricity cost increases and as we increase the electricity cost decreases. Fig. 22 depicts the average service request time as we vary and . From Fig. 22 we can see that as we increase and we increase the average service request time. The increase is more severe in 's case, but this is a result of the particulars of the simulations as the average latency between all the regions and the California data center is higher than the average latency between all the regions and the Ireland data center. Fig. 21 is not monotonic as the initial increase of from zero will move requests from Virginia to Dublin which lowers the electricity cost, while increasing beyond this point moves requests from California to Dublin which increases the overall electricity cost. Similar trends can be seen in Fig. 22 .
The selection of and are of crucial importance to the operation of this algorithm. Ultimately the selection of these values will depend on the SLAs the cloud operator has agreed to. Savings in electricity cost and reductions in carbon emissions can only be achieved if SLAs can still be maintained while there is an increase in the average service request time. The selection of whether to lower carbon emissions or electricity cost will depend on whether the cloud operator is under any regulation to limit its carbon emissions, public relations pressures or the price of carbon on carbon trading markets. The first set of simulations has shown the average service request time will vary with time. From this, we can conclude that and will also vary with time. It would, however, be relatively simple to alter the algorithm so that and are adjusted at each time interval in relation to the average service request time of the previous time interval and this is left for future work.
CONCLUSION
We have shown that a cloud can be operated in such a manner to lower carbon emissions and operational cost. Our simulations show that there is a corresponding penalty in terms of average service request time if the cloud is run in such a fashion. Our work examines the electricity cost, carbon emissions, and average service request time for a variety of scenarios. The decision concerning how to balance the various factors will depend on SLAs, government legislation, and the price of carbon on trading schemes. Using this information and the specifics of the cloud the operator can run the cloud in the most desirable fashion. The nature of the service will determine if a cloud owner can implement this algorithm while conforming to service level agreements.
