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Abstract
Multi-task learning is an open and challenging problem
in computer vision. The typical way of conductingmulti-task
learning with deep neural networks is either through hand-
crafting schemes that share all initial layers and branch out
at an adhoc point or through using separate task-specific
networks with an additional feature sharing/fusion mech-
anism. Unlike existing methods, we propose an adaptive
sharing approach, called AdaShare, that decides what to
share across which tasks for achieving the best recogni-
tion accuracy, while taking resource efficiency into account.
Specifically, our main idea is to learn the sharing pattern
through a task-specific policy that selectively chooses which
layers to execute for a given task in the multi-task net-
work. We efficiently optimize the task-specific policy jointly
with the network weights using standard back-propagation.
Experiments on three challenging and diverse benchmark
datasets with a variable number of tasks well demonstrate
the efficacy of our approach over state-of-the-art methods.
1. Introduction
Multi-task learning (MTL), which focuses on simultane-
ously solving multiple related tasks, has attracted much at-
tention in the recent years. Comparedwith single-task learn-
ing, MTL can significantly reduce the training and inference
time, while improving generalization performance and pre-
diction accuracy by learning a shared representation across
related tasks [7, 50]. Benefiting from that, MTL has shown
significant improvements in a wide range of computer vision
tasks such as object detection [36, 27], semantic segmenta-
tion [31, 15] and depth estimation [12], to name a few.
In the context of deep neural networks, a fundamen-
tal challenge of MTL is deciding what to share across
which tasks for efficient learning of multiple tasks. Most
of the prior works rely on hand-designed architectures, usu-
ally composed of shared initial layers, after which all tasks
branch out simultaneously at an adhoc point in the network
(hard-parameter sharing) [19, 26, 39, 5, 22, 11]. However,
there is a large number of possible options for tweaking such
architectures, in fact, too large to tune an optimal configura-
tion manually, especially for deep neural networks with hun-
dreds or thousands of layers. It is even more difficult when
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Figure 1: A conceptual overview of our approach. Consider a
deep multi-task learning scenario with two tasks such as Seman-
tic Segmentation (Seg) and Surface Normal Prediction (SN). Tra-
ditional hard-parameter sharing uses the same initial layers and
splits the network into task-specific branches at an adhoc point
(designed manually). On the other hand, Soft-parameter sharing
shares features via a set of task-specific networks, which does not
scale well as the number of tasks increases. In contrast to these
methods, we propose AdaShare, a novel and more efficient shar-
ing scheme that learns separate execution paths for different tasks
through a task-specific policy applied to a single multi-task net-
work. Here, we show an example task-specific policy learned using
AdaShare for the two tasks. Best viewed in color.
the number of tasks grows and an improper sharing scheme
across unrelated tasks may cause “negative transfer”, a se-
vere problem in multi-task learning [47, 23]. Furthermore,
it has been empirically observed that different sharing pat-
terns tend to work best for different task combinations [36].
More recently, we see a shift of paradigm in deep multi-
task learning, where a set of task-specific networks are used
in combination with feature sharing/fusion for more flexible
multi-task learning (soft-parameter sharing) [36, 15, 44, 31,
45]. While this line of work has obtained reasonable perfor-
mance (in terms of recognition accuracy) on commonly used
benchmark datasets, it is not efficient (in terms of computa-
tional and memory requirements), as the size of the model
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grows linearly with respect to the number of tasks. More
specifically, it needs to equip millions of new parameters for
one additional task, not to mention the redundancy of learn-
ing a separate copy of parameters for all tasks.
In this paper, we argue that an optimal MTL algorithm
should not only achieve high recognition accuracy on all
tasks but also restrict the number of new network parame-
ters with the growth in number of tasks as much as possible.
This is extremely important formany resource-limited appli-
cations such as autonomous vehicles and mobile platforms
that would benefit from multi-task learning. Motivated by
this, we wish to obtain the best utilization of a single net-
work by exploring efficient knowledge sharing across mul-
tiple tasks. Specifically, we ask the following question: Can
we determine which layers in the network should be shared
across which tasks and which layers should be task-specific
to achieve the best accuracy/memory footprint trade-off for
scalable and efficient multi-task learning?
To this end, we propose AdaShare, a novel and differen-
tiable approach for efficient multi-task learning that learns
the feature sharing pattern to achieve the best recognition
accuracy, while restricting the memory footprint as much
as possible. Our main idea is to learn the sharing pat-
tern through a task-specific policy that selectively chooses
which layers to execute for a given task in the multi-task
network. In other words, we aim to obtain a single net-
work for multi-task learning that supports separate execu-
tion paths for different tasks, as illustrated in Figure 1. As
decisions to form these task-specific execution paths are dis-
crete and non-differentiable, we rely on Gumbel Softmax
sampling [21, 33] to learn them jointly with the network pa-
rameters through standard back-propagation, without using
reinforcement learning [56, 42] or any additional policy net-
work [16, 1]. We design the loss to achieve both competi-
tive performance and resource efficiency required for multi-
task learning. Additionally, we also present a simple yet
effective training strategy inspired by the idea of curricu-
lum learning [4], to facilitate the joint optimization of task-
specific policies and network weights. Our results show that
AdaShare outperforms state-of-the-art multi-task learning
approaches, whilst beingmore parameter efficient and there-
fore scaling more elegantly with the number of tasks.
The main contributions of our work are as follows:
• We propose a novel and differentiable approach for
adaptively determining the feature sharing pattern
across multiple tasks (what layers to share across
which tasks) in deep multi-task learning.
• We learn the sharing pattern jointly with the network
weights through standard back-propagation, making it
highly efficient. We also introduce two new loss terms
for learning a compact multi-task network with effec-
tive knowledge sharing across tasks and a curriculum
learning strategy to benefit the optimization.
• We conduct extensive experiments on three MTL
benchmark datasets (NYU v2 [37], CityScapes [10]
and Tiny-Taskonomy [60]) with variable number of
tasks to demonstrate the superiority of our proposed
approach over state-of-the-art methods.
2. Related Work
Multi-Task Learning. Multi-task learning has been stud-
ied from multiple perspectives [7, 50, 43]. Early meth-
ods have studied feature sharing among tasks using shallow
classification models [28, 20, 59, 61, 38]. In the context
of deep neural networks, it is typically performed with ei-
ther hard or soft parameter sharing of hidden layers [43].
Hard-parameter sharing is the most common MTL ap-
proach that usually relies on hand-designed network archi-
tectures composed of hidden layers that are shared across all
tasks and specialized branches that learn task-specific fea-
tures [19, 26, 39, 5, 22, 11]. Only a few methods have at-
tempted to learn multi-branch network architectures, using
greedy optimization based on task affinity measures [32, 51]
or convolutional filter grouping [6, 49]. In contrast, our
approach allows learning of much more flexible architec-
tures beyond tree-like structures, which have proven effec-
tive in multi-task learning [35], and relies on a more effi-
cient, end-to-end learning method based on the final task
performance, instead of greedy search based on task affin-
ity measures. Approaches based on soft-parameter shar-
ing [36, 15, 44, 31, 45] consist of a network column for
each task, and define a mechanism for feature sharing be-
tween columns. Example methods include Cross-stitch
Networks [36], Sluice Networks [44], Neural Discrimina-
tive Dimensionality Reduction Networks (NDDR) [15], and
Multi-Task Attention Networks (MTAN) [31]. While these
techniques have achieved impressive results in MTL bench-
marks, they are not efficient, as they need to adopt millions
of new parameters even when only one more task is added.
In contrast, our approach achieves superior accuracy while
requiring significantly smaller number of parameters.
Neural Architecture Search. Neural Architecture Search
(NAS), which aims to automate the design of the network
architecture, has been successfully used in many areas of
computer vision [14]. Various strategies have been stud-
ied, including reinforcement learning [62, 63], evolution-
ary computation [48, 41, 40], and differentiable or gradient-
based optimization [55, 30, 58]. Inspired by NAS, in this
work we directly learn the design of the sharing pattern in a
single network for scalable and efficient multi-task learning.
Some recent works [8, 29], in NLP and character recogni-
tion, also try to learn the multi-task sharing via reinforce-
ment learning or evolutionary computation. By contrast, our
proposed AdaShare utilizes a gradient based optimization
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Figure 2: Illustration of our proposed approach. AdaShare learns the layer sharing pattern among multiple tasks through predicting a
select-or-skip policy decision sampled from the learned task-specific policy distribution (logits). These select-or-skip vectors define which
blocks should be executed in different tasks. A block is said to be shared across two tasks if it is being used by both of them or task-specific
if it is being used by only one task for predicting the output. During training, both policy logits and network parameters are jointly learned
using standard back-propagation through Gumbel-Softmax Sampling. We use task-specific losses and policy regularizations (to encourage
sparsity and sharing) in training. Please see the text in Section 3 for more details. Best viewed in color.
through Gumbel-Softmax Sampling, which is extremely fast
and more computationally efficient than [8, 29].
Adaptive Computation. Many adaptive computation
methods have been recently proposed to dynamically route
information in neural networks with the goal of improving
computational efficiency [2, 3, 56, 46, 52, 54, 16, 42, 52, 1].
In image recognition, BlockDrop [56] effectively reduces
the inference time by learning to dynamically select which
layers to execute per sample during inference, exploiting the
fact that ResNets behave like ensembles of relatively shallow
networks [53]. Routing networks [42] has also been pro-
posed for adaptive selection of non-linear functions using
a recursive policy network trained by reinforcement learn-
ing (RL). In transfer learning, SpotTune [16] learns to adap-
tively route information through finetuned or pre-trained
layers. While our approach is inspired by these methods,
in this paper we focus on adaptively deciding what layers
to share in multi-task learning using an efficient approach
that jointly optimizes the network weights and policy distri-
bution parameters, without using RL algorithms [56, 42] or
any additional policy network as in [56, 16, 42, 1].
3. Proposed Method
Given a set of 퐾 tasks 퐓 = {1, 2,⋯ , 퐾} defined overa dataset, our goal is to seek an adaptive feature sharing
mechanism that decides what layers should be shared across
which tasks and what layers should be task-specific in order
to improve the accuracy, while taking the resource efficiency
into account for scalable multi-task learning. To this end,
we first present an overview of our approach in Sec. 3.1 and
then present details on learning the task-specific policy in
Sec. 3.2, including the training strategy in Sec. 3.3. Finally,
we discuss the parameter complexity, in Sec. 3.4.
3.1. Approach Overview
Fig. 2 illustrates an overview of our approach. Generally,
we seek a binary random variable 퐮푙,푘 (a.k.a policy) for eachlayer 푙 and task 푘 that determines whether the 푙-th layer in adeep neural network is selected to execute or skipped when
solving 푘 to obtain the optimal sharing pattern, yielding thebest overall performance over the task set 푇 .
Shortcut connections are widely used in recent net-
work architectures (e.g. ResNet [17], ResNeXt [57], and
DenseNet [18]) and achieve strong performance in many
recognition tasks. These connections make these architec-
tures resilient to removal of layers [53], which benefits our
method. In this paper, we consider using ResNets [17] with
퐿 residual blocks. In particular, a residual block is said to be
shared across two tasks if it is being used by both of them, or
task-specific if it is being used by only one task for predict-
ing the output. In this way, the select-or-skip policy of all
blocks and tasks (퐔 = {퐮푙,푘}푙≤퐿,푘≤퐾 ) determines the adap-tive feature sharing mechanism over the given task set 푇 .
As the number of potential configurations for 퐔 is 2퐿×퐾
which grows exponentially with the number of blocks and
tasks, it becomes intractable to manually find such a 퐔 to
get the optimal feature sharing pattern in multi-task learn-
ing. Instead of handcrafting this policy, we adopt Gumbel-
Softmax Sampling [21] to optimize 퐔 jointly with network
parameters 푊 through standard back-propagation. More-
over, we introduce two policy regularizations to achieve ef-
fective knowledge sharing in a compact multi-task network,
as well as a curriculum learning strategy to stabilize the op-
timization in the early stages (see details in Sec. 3.2 and 3.3).
After the training finishes, we sample the select-or-skip
decision 푢푙,푘 for each block 푙 from 퐮푙,푘 to decide what blocksto select or skip in the task 푘. Specifically, with the help of
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the select-or-skip decisions, we form a novel and non-trivial
network architecture for MTL parameter-sharing, and share
knowledge at different levels across all tasks in a flexible and
efficient way. At test time, when a novel input is presented
to the multi-task network, the optimal policy is followed,
selectively choosing what blocks to compute for each task.
Note that our approach not only encourages positive sharing
among tasks via shared blocks but also minimizes negative
interference by using task-specific blocks when necessary.
3.2. Learning a Task-Specific Policy
In AdaShare, we learn the select-or-skip policy 퐔
and network weights 푊 jointly through standard back-
propagation from our designed loss functions. We formulate
the joint learning as a bi-level optimization (thus adopting
an alternating training strategy, see Sec. 3.3) as below:
min
퐔
min
푊
(퐔,푊 ). (1)
It is obvious that the inner optimization problem is differen-
tiable with respect to the network weights푊 and hence can
be optimized by stochastic gradient descent (SGD). How-
ever, each select-or-skip policy 퐮푙,푘 is discrete and non-differentiable and this makes direct optimization difficult.
Therefore, we adopt Gumbel-Softmax Sampling [21] to re-
solve this non-differentiability and enable direct optimiza-
tion of the discrete policy 퐮푙,푘 using back-propagation.
Gumbel-Softmax Sampling. The Gumbel-Softmax
trick [21, 34] provides a simple and effective way to
optimize a discrete distribution over a variable with 푛
categorical values through samples drawn from it. It
substitutes the original non-differentiable sample from a
discrete distribution with a differentiable sample from a
corresponding Gumbel-Softmax distribution. In our case,
we consider two categories (select or skip), so 푛 = 2. We let
휋푙,푘 = [1 − 훼푙,푘, 훼푙,푘] be the distribution vector of the binaryrandom variable 퐮푙,푘 that we want to optimize, where thelogit 훼푙,푘 represents the probability that the 푙-th block isselected to execute in the task 푘.In Gumbel-Softmax Sampling, instead of directly sam-
pling a select-or-skip decision 푢푙,푘 for the 푙-th block in thetask 푘 from its distribution 휋푙,푘, we generate it as,
푢푙,푘 = argmax
푗∈{0,1}
(
log휋푙,푘(푗) + 퐺푖,푘(푗)
)
, (2)
where퐺푙,푘s are i.i.d samples drawn from the standard Gum-
bel Distribution 퐺푢푚푏푒푙(0, 1) 1.
To remove the non-differentiable argmax operation in
Eq. 2, the Gumbel Softmax trick relaxes one-hot(푢푙,푘) ∈
{0, 1}2 (the one-hot encoding of 푢푙,푘) to 푣푙,푘 ∈ ℝ2 (the soft
1A random variable 퐺 is said to have a standard Gumbel distribution if
퐺 = −푙표푔(−푙표푔(푈 )) with 푈 ∼ Uniform[0, 1].
select-or-skip decision for the 푙-th block in 푘) with the repa-rameterization trick [21]:
푣푙,푘(푗) =
exp
(
(log휋푙,푘(푗) + 퐺푙,푘(푗))∕휏
)∑
푖∈{0,1}
exp
(
(log휋푙,푘(푖) + 퐺푙,푘(푖))∕휏
) , (3)
where 푗 ∈ {0, 1} and 휏 is the temperature of the softmax.
Clearly, when 휏 > 0, the Gumbel-Softmax distribution
푝휏 (푣푙,푘) is smooth so 휋푙,푘 (or 훼푙,푘) can be directly optimizedby gradient descent, and when 휏 approaches 0, the soft de-
cision 푣푙,푘 becomes the same as one-hot(푢푙,푘) and the cor-responding Gumbel-Softmax distribution 푝휏 (푣푙,푘) becomesidentical to the discrete distribution 휋푙,푘.Following [16, 55], we optimize the discrete policy
퐮푙,푘,∀ 푙 ≤ 퐿, 푘 ≤ 퐾 at once. During the training, we use thesoft task-specific decision 푣푙,푘 given by Eq. 3 in both forwardand backward passes [55]. Also, we set 휏 = 5 as the initial
value and gradually anneal it down to 0 during the training,
as in [16, 55]. After the learning of the policy distribution,
we obtain the discrete task-specific decision 푈 by sampling
from the learned policy distribution 푝(퐔).
Loss Functions. For the task set 푇 , the multi-task loss func-
tion is defined as
푡푎푠푘 =
퐾∑
푘=1
휆푘푘, (4)
where 푡푎푠푘 is the linear combination of 퐾 task-specificlosses 푘 with task weightings 휆푘.The above loss only optimizes for accuracy without tak-
ing resource efficiency into account. However, we prefer
to form a compact sub-model for each single task, in which
blocks are omitted as much as possible without deteriorating
the prediction accuracy. Such compactness is very desirable
especially in our proposed method, since the skipped blocks
form the task-specific blocks of other tasks which can mit-
igate negative transfer in multi-task learning. To this end,
we propose a sparsity regularization 푠푝푎푟푠푖푡푦 to enhance themodel’s compactness by minimizing the log-likelihood of
the probability of a block being executed as
푠푝푎푟푠푖푡푦 = ∑
푙≤퐿,푘≤퐾
log 훼푙,푘. (5)
Furthermore, we introduce a loss 푠ℎ푎푟푖푛푔 that encour-ages residual block sharing across tasks to avoid the whole
network being split up by tasks with little knowledge shared
among them. Encouraging sharing reduces the redundancy
of knowledge separately kept in task-specific blocks of re-
lated tasks and results in an more efficient sharing scheme
that better utilizes residual blocks. Specifically, we mini-
mize the weighted sum of 퐿1 distances between the policylogits of different tasks with an emphasis on encouraging
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the sharing of bottom blocks which contain low-level knowl-
edge. More formally, we define 푠ℎ푎푟푖푛푔 as
푠ℎ푎푟푖푛푔 = ∑
푘1,푘2≤퐾
∑
푙≤퐿
퐿 − 푙
퐿
|훼푙,푘1 − 훼푙,푘2 |. (6)
Finally, the overall loss  is defined as
푡표푡푎푙 =∑
푘
휆푘푘 + 휆푠푝푠푝푎푟푠푖푡푦 + 휆푠ℎ푠ℎ푎푟푖푛푔 , (7)
where 휆푠푝 and 휆푠ℎ are the balance parameters for 푠푝푎푟푠푖푡푦and 푠ℎ푎푟푖푛푔 respectively. The additional losses push thepolicy learning to automatically induce resource efficiency
while preserving the recognition accuracy of different tasks.
3.3. Training Strategy
Following [55, 58], we divide the whole network train-
ing into two stages. In the first stage, we learn the network
weights and policy distribution parameters alternately in the
bi-level optimization problem as discussed in the previous
section. In each epoch, we use 80% of the training set to
learn the network weights with a sampled policy from the
fixed policy distribution, and then use the remaining 20% of
training data to optimize the policy logits with the network
weights frozen. In the second stage, we sample a select-
or-skip decision, i.e., feature sharing pattern, from the best
policy (evaluated after each epoch during the first stage) and
train the new network (formed by this task-specific policy)
from scratch using the full training set.
Policy learning in the first stage is extremely sensitive to
initialization of the policy. We observe that optimizing for
both accuracy and resource efficiency is not effective with a
randomly initialized policy as the size of the decision space
scales exponentially with the number of network layers 퐿
and the number of tasks 퐾 . It is hard to efficiently opti-
mize over the whole decision space to find the optimal pol-
icy in the early training stage. To this end, inspired by the
idea of curriculum learning [4], we develop a simple yet ef-
fective strategy to gradually enlarge the decision space and
form a set of learning tasks from easy to hard, to stabilize
the training and circumvent getting trapped in the local min-
ima. Specifically, for the 푙-th (푙 < 퐿) epoch, we only learn
the policy distribution of last 푙 blocks. We then gradually
learn the distribution parameters of additional blocks as 푙
increases and learn the joint distribution for all blocks after
퐿 epochs. Moreover, the update of the policy distribution at
the early training stage is directed by the quality of network
weights. Thus, we “warm up” the network weights by shar-
ing all blocks across tasks (i.e., hard-parameter sharing) for
a few epochs to provide a good starting point for the policy
learning, which further stabilizes training. Note that in this
case, our proposed sparsity regularization 푠푝푎푟푠푖푡푦 also pre-vents the model from learning a trivial network architecture
(sharing all blocks with all tasks) which is a local minima
near this starting point.
3.4. Parameter Complexity
Note that unlike [8, 16], we optimize over the logits
퐴 = 훼푙,푘푙≤퐿,푘≤퐾 for the overall select-or-skip policy 퐔 di-rectly instead of learning a policy network from the seman-
tic task embedding or an image input. As a result, besides
the original network, we only occupy 퐿 additional parame-
ters for any new task, which results in a negligible parameter
count increase over the total number of network parameters.
Furthermore, our model has a significantly lower number
of parameters (about 50% lower while learning two tasks)
compared to the recently proposed deep multi-task learning
methods [15, 31]. Therefore, in terms ofmemory, our model
scales very well with more tasks learned together.
4. Experiments
In this section, we conduct extensive experiments to
show that our model outperforms many strong baselines and
dramatically reduces the number of parameters (Tables 1-
4). Interestingly, we discover that, unlike hard-parameter
sharing models, our learned policy often prefers to have
task-specific blocks in ResNet’s 회횘횗횟ퟹ_횡 layers rather than
the last few layers (Figure 3: (a)∼(d)). Moreover, we also
show that reasonable task correlation can be obtained from
our learned task-specific policy logits (Figure 3: (e)).
Datasets and Tasks. We evaluate the performance of
our approach using three standard datasets, namely NYU
v2 [37] (used for joint Semantic Segmentation and Surface
Normal Prediction as in [36, 15], as well as these two tasks
together with Depth Prediction as in [31]),CityScapes [10],
considering joint Semantic Segmentation and Depth Predic-
tion as in [31], and Tiny-Taskonomy [60], including over
381,840 indoor images from 35 buildings with annotations
available for 26 tasks2 [60]. Following [47], we sampled
5 representative tasks out of 26 tasks for our experiments,
namely Semantic Segmentation, Surface Normal Predic-
tion, Depth Prediction, Keypoint Detection and Edge Detec-
tion. More details are included in supplementary material.
Evaluation Metrics. In both NYU v2 and CityScapes, Se-
mantic Segmentation is evaluated viamean Intersection over
Union (mIoU) and Pixel Accuracy (Pixel Acc) (the higher
the better). For SurfaceNormal Prediction, we usemean and
median angle distances between the prediction and ground
truth of all pixels (the lower the better). Moreover, we re-
port the percentage of pixels whose prediction is within the
angles of 11.25°, 22.5° and 30° to the ground truth [12]
(the higher the better). For Depth Prediction, we compute
2The full dataset includes over 4.5 million images from over 500 build-
ings with annotations for every task on every image (∼12TB in size).
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Model # Params
↓
Semantic Seg. Surface Normal Prediction
mIoU ↑ PixelAcc ↑
Error ↓ Δ휃, within ↑
Mean Median 11.25° 22.5° 30°
Single-Task 2 27.8 58.5 17.3 14.4 37.2 73.7 85.1
Multi-Task 1 22.6 55.0 16.9 13.7 41.0 73.1 84.3
Cross-Stitch 2 25.3 57.4 16.6 13.2 43.7 72.4 83.8
Sluice 2 26.6 59.1 16.6 13.0 44.1 73.0 83.9
NDDR-CNN 2.13 28.2 60.1 16.8 13.5 42.8 72.1 83.7
MTAN 2.47 29.5 60.8 16.5 13.2 44.1 72.8 83.7
AdaShare 1 29.6 61.3 16.6 12.9 45.0 72.1 83.2
Table 1: NYU v2 2-Task. AdaShare achieves the best perfor-
mance (bold) on 4 out of 7 metrics and the second best (underlined)
on 1 metric using less than 1/2 parameters of most baselines.
Model # Params
↓
Semantic Seg. Depth Prediction
mIoU ↑ PixelAcc ↑
Error↓ 훿, within ↑
Abs Rel 1.25 1.252 1.253
Single-Task 2 40.2 74.7 0.017 0.33 70.3 86.3 93.3
Multi-Task 1 37.7 73.8 0.018 0.34 72.4 88.3 94.2
Cross-Stitch 2 40.3 74.3 0.015 0.30 74.2 89.3 94.9
Sluice 2 39.8 74.2 0.016 0.31 73.0 88.8 94.6
NDDR-CNN 2.07 41.5 74.2 0.017 0.31 74.0 89.3 94.8
MTAN 2.41 40.8 74.3 0.015 0.32 75.1 89.3 94.6
AdaShare 1 41.5 74.9 0.016 0.33 75.5 89.8 94.9
Table 2: CityScapes 2-Task. AdaShare achieves the best perfor-
mance (bold) on 5 out of 7 metrics and the second best (underlined)
on 1 metric using less than 1/2 parameters of most baselines.
absolute and relative errors as the evaluation metrics (the
lower the better) and measure the relative difference be-
tween the prediction and ground truth via the percentage
of 훿 = max{ 푦푝푟푒푑푦푔푡 ,
푦푔푡
푦푝푟푒푑
} within threshold 1.25, 1.252 and
1.253 [13] (the higher the better). In Tiny-Taskonomy, we
follow [60, 47] and compute the task-specific loss on test
images as the performance measurement for a given task.
Baselines. We compare our approach with a total of six dif-
ferent baselines. First, we consider a Single-Task baseline,
where we train each task separately using a task-specific
backbone and a task-specific head for each task. Second,
we use a popular Multi-Task baseline, in which all tasks
share the backbone network but have separate task-specific
heads at the end. Finally, we compare our method with
state-of-the-art multi-task learning approaches, including
Cross-Stitch Networks [36], Sluice Networks [44], and
NDDR-CNN [15], which adopt several feature fusion lay-
ers between task-specific backbones, as well asMTAN [31],
which introduces task-specific attention modules over the
shared backbone for learning multiple tasks. We use the
same backbone and task-specific heads for all methods (in-
cluding our proposed approach) for a fair comparison.
Experimental Settings. We use Deeplab-ResNet [9] with
atrous convolution, a popular architecture for pixel-wise pre-
diction tasks, as our backbone and the ASPP [9] architecture
as task-specific heads. We adopt ResNet-34 (16 blocks) for
most scenarios, and use ResNet-18 (8 blocks) for the simple
2-task scenario on the NYU v2 Dataset. We use Adam [25]
to update the policy distribution parameters and SGD to up-
date the network parameters. At the end of the policy train-
ing, we sample select-or-skip decisions from the policy dis-
tribution to be trained from scratch. We use cross-entropy
loss for Semantic Segmentation and the inverse of cosine
similarity between the normalized prediction and ground
truth for Surface Normal Prediction. L1 loss is used for all
other tasks. Our source code will be publicly available.
4.1. Results and Analysis
Tables 1- 4 show the results of ourmethod and other base-
lines under different task combinations. Results also show
the number of backbone network parameters specified with
respect to a single-task model for each method as in [31].
NYU v2 2-Task Learning. Table 1 summarizes the re-
sults on Semantic Segmentation and SurfaceNormal Predic-
tion on the NYU v2 dataset. AdaShare outperforms all base-
lines on 4 metrics out of 7 and achieves the second best on 1
metric. Compared to Single-task, Cross-Stitch, Sluice, and
NDDR-CNN, which use separate backbones for each task,
our approach obtains superior task performance with less
than half of the number of parameters. Moreover, AdaShare
also outperforms the vanilla Multi-Task baseline, showing
that it is able to pick an optimal combination of shared and
task-specific knowledge with the same number of network
parameters. Our method outperforms MTAN in most cases,
while offering a ∼ 60% reduction in parameters.
CityScapes 2-Task Learning. Table 2 shows the results
for the CityScapes dataset. Overall, our method achieves the
best performance on 5 out of 7 metrics and the second best
on 1 metric. Except for the Multi-Task baseline, all other
methods achieve similar performance in Semantic Segmen-
tation, but ourmethod still improves bothmIoU andAverage
Pixel Accuracy. For Depth Prediction, all baselines achieve
better performance than the Single-Task in the percentage
of pixels with 훿 < 1.25, 1.252 and 1.253, showing that Se-
mantic Segmentation benefits the task of depth prediction.
AdaShare further boosts the performance by utilizing a task-
specific policy that help the network to adaptively decide the
sharing pattern for the best performance.
NYU v2 3-Task Learning. As can be seen from Table 3,
AdaShare outperforms all the baselines on 10 out of 12 met-
rics. For Semantic Segmentation, we observe that the per-
formance of all the baselines are worse than the Single-Task
baseline, showing that knowledge from Surface Normal Pre-
diction and Depth Prediction should be carefully selected in
order to improve the performance of Semantic Segmenta-
tion. In contrast, our approach is still able to improve the
segmentation performance instead of suffering from neg-
ative interference by the other two tasks. Moreover, our
method also significantly outperforms all the other baselines
in Depth Predictionwhile utilizing only less than 1/3 param-
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Model # Params ↓
Semantic Seg. Surface Normal Prediction Depth Prediction
mIoU ↑ Pixel Acc ↑ Error ↓ 휃, within ↑ Error ↓ 훿, within ↑Mean Median 11.25° 22.5° 30° Abs Rel 1.25 1.252 1.253
Single-Task 3 27.5 58.9 17.5 15.2 34.9 73.3 85.7 0.62 0.25 57.9 85.8 95.7
Multi-Task 1 24.1 57.2 16.6 13.4 42.5 73.2 84.6 0.58 0.23 62.4 88.2 96.5
Cross-Stitch 3 25.4 57.6 17.2 14.0 41.4 70.5 82.9 0.58 0.23 61.4 88.4 95.5
Sluice 3 23.8 56.9 17.2 14.4 38.9 71.8 83.9 0.58 0.24 61.9 88.1 96.3
NDDR-CNN 3.15 21.6 53.9 17.1 14.5 37.4 73.7 85.6 0.66 0.26 55.7 83.7 94.8
MTAN 3.11 26.0 57.2 16.6 13.0 43.7 73.3 84.4 0.57 0.25 62.7 87.7 95.9
AdaShare 1 30.2 62.4 16.6 12.9 45.0 71.7 83.0 0.55 0.20 64.5 90.5 97.8
Table 3: NYU v2 3-Task Learning. AdaShare achieves the best performance (bold) on 10 out of 12metrics across Semantic Segmentation,
Surface Normal Prediction and Depth Prediction using less than 1/3 parameters of most baselines.
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SegSNDe pth K eypoint EdgeTASK  CORRELATION (e)Tiny-TaskonomyFigure 3: Policy Visualization and Task Correlation. (a, b, c, d) We visualize the learned policy logits 퐴 in 4 experimental scenarioson three datasets. The darkness of a block represents the probability of that block selected for the given task. We also provide the select-and-skip decision 푈 from our AdaShare. For example, in NYU v2 2-Task Learning (a), Semantic Segmentation (Seg) and Surface NormalPrediction (SN) share 6 out of 8 blocks in total and own policy logits, of 5 tasks on Tiny-Taskonomy 1 task-specific block respectively. In(e), we provide the task correlation, i.e. the cosine similarity between task-specificdataset. Best viewed in color.Models # Params ↓ Seg ↓ SN ↑ Depth ↓ Keypoint ↓ Edge ↓Single-Task 5 0.575 0.707 0.022 0.197 0.212Multi-Task 1 0.587 0.702 0.024 0.194 0.201Cross-Stitch 5 0.560 0.684 0.022 0.202 0.219Sluice 5 0.610 0.702 0.023 0.192 0.198NDDR-CNN 5.41 0.539 0.705 0.024 0.194 0.206MTAN 4.51 0.637 0.702 0.023 0.193 0.203AdaShare 1 0.566 0.707 0.025 0.192 0.193Table 4: Tiny-Taskonomy 5-Task. We outperform the baselineson 3 out of 5 tasks using less than 1/5 parameters of most baselines.eters of most baselines.Tiny-Taskonomy 5-Task Learning. Table 4 summa-rizes the results. We greatly save the parameter usage (morethan 80% reduction in parameters over NDDR-CNN) in thisscenario via a single backbone network shared across all the5 different tasks. This shows that AdaShare efficiently uses
the capacity of a single multi-task network to fit and opti-
mize for many tasks. At the same time, we achieve the best
performance on 3 out of 5 tasks (Surface Normal Prediction,
Keypoint Detection and Edge Detection).
Policy Visualization and Task Correlation. In Figure 3,
we visualize our learned policy distributions (via logits)
Model
Semantic Seg. Depth Prediction
mIoU ↑ Pixel Acc ↑ Error ↓ 훿, within ↑Abs Rel 1.25 1.252 1.253
Random # 1 40.7 74.6 0.016 0.35 74.7 88.2 94.0
Random # 2 41.2 74.9 0.017 0.36 74.1 88.2 93.7
w/o curriculum 40.4 74.8 0.017 0.33 75.1 88.9 94.5
w/o 푠푝푎푟푠푖푡푦 40.8 74.8 0.016 0.34 73.8 89.2 94.7w/o 푠ℎ푎푟푖푛푔 41.5 74.9 0.016 0.35 74.0 88.7 94.4
Full Model 41.5 74.9 0.016 0.33 75.5 89.8 94.9
Table 5: Ablation Studies on CityScapes 2-Task Learning. The
improvement over two random experiments shows both the number
and location of dropped blocks in each task are well learned by
our model. Furthermore, the comparison with ‘w/o curriculum‘,
‘w/o 푠푝푎푟푠푖푡푦‘ and ‘w/o 푠ℎ푎푟푖푛푔‘ shows the benefits of curriculumlearning, sparsity regularization and sharing loss respectively.
and the novel and non-trivial sharing policy for each sce-
nario. Furthermore, in order to reveal the task relationship
in MTL learning, we adopt the cosine similarity between
task-specific policy logits as an effective representation of
task correlation on the Tiny-Taskonomy dataset. We have
the following key observations from Figure 3.
• For a given task 푘, the average probability of a block to
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Model
Semantic Seg. Surface Normal Prediction Depth Prediction
mIoU ↑ Pixel Acc ↑ Error ↓ 휃, within ↑ Error ↓ 훿, within ↑Mean Median 11.25° 22.5° 30° Abs Rel 1.25 1.252 1.253
Random #1 26.4 59.7 16.9 13.9 41.5 71.6 84.2 0.61 0.23 59.0 87.4 96.7
Random #2 28.4 60.9 16.7 13.0 44.7 71.9 83.0 0.56 0.21 62.7 89.7 97.6
w/o curriculum 27.9 60.5 17.0 13.1 44.1 71.4 82.6 0.58 0.21 63.0 89.0 96.8
w/o 푠푝푎푟푠푖푡푦 25.8 57.6 16.9 14.0 41.6 70.9 83.6 0.63 0.23 58.0 86.3 96.5w/o 푠ℎ푎푟푖푛푔 26.6 59.8 16.5 12.9 44.8 72.3 83.4 0.56 0.21 64.0 89.7 97.4
Full Model 30.2 62.4 16.6 12.9 45.0 71.7 83.0 0.55 0.20 64.5 90.5 97.8
Table 6: Ablation Studies in NYU v2 3-Task Learning. The improvement over two random experiments shows both the number and
location of dropped blocks in each task are well learned by our model. Furthermore, the comparison with ‘w/o curriculum‘, ‘w/o 푠푝푎푟푠푖푡푦‘and ‘w/o 푠ℎ푎푟푖푛푔‘ shows the benefits of curriculum learning, sparsity regularization and sharing loss respectively.
be executed indicates its optimization uncertainty [24],
related to the real task difficulty and the taskweighting 휆푘.The higher the optimization uncertainty is, higher chance
is that more blocks get involved in solving this task. The
execution probability of each block for task 푘 shows that
not all blocks contribute to the task equally and it allows
AdaShare to mediate among tasks and decide the shared
and task-specific blocks adaptive to the given task set.
• Unlike the hand-designed schemes that share all initial
layers and branch out at an adhoc point, our learned pol-
icy prefers to have more blocks shared only among a
sub-group of tasks in ResNet’s 회횘횗횟ퟹ_횡 layers, where
middle/high-level features, which are more task specific,
are starting to get captured. By having blocks shared by a
sub-group of tasks, AdaShare improves the overall MTL
performances and relieves the effect of negative transfer
on Semantic Segmentation in NYU v2 3-task learning
and Surface Normal Prediction in Tiny-Taskonomy.
• In Tiny-Taskonomy, we clearly observe that Surface Nor-
mal Prediction and Depth Prediction, two different 3D
tasks, are more correlated, and that Keypoint prediction
and Edge detection, two different 2D tasks are more cor-
related. This result follows the intuition that similar tasks
should have similar execution distribution to share knowl-
edge. Note that the cosine similarity purely measures the
similarity/correlation between the normalized execution
probabilities of different tasks, which is not influenced by
the different optimization uncertainty of different tasks.
Ablation Studies. We present two groups of ablation stud-
ies to test our learned policy and the effectiveness of our
proposed training losses, respectively (Table 5 and 6).
Comparison with RandomPolicy. We perform two dif-
ferent experiments by randomly skipped blocks that have
similar number of parameters executed in total as our
learned policy. In the first random experiment (‘Random
#1‘), we keep the same number of skipped blocks in total
for all tasks but not force the same number of skipped blocks
for each task. In the second random experiment (‘Random
#2‘), we further force the same number of skipped blocks
per task. We sample eight random policy and report the
performance of the best policy in each experiment. Ta-
ble 5 and 6 show that both random experiments improve
the performance of Multi-Task baseline (traditional hard-
parameter sharing MTL) by incorporating shared and task-
specific blocks in the model. Also, Random #2 works bet-
ter than Random #1 in the overall performance for multiple
tasks. It reveals the number of blocks assigned to each task
actually matters and our method makes a good prediction of
it. Furthermore, our model still outperforms Random #2,
which demonstrates that AdaShare correctly predicts the lo-
cation of those skipped blocks, which forms the final sharing
pattern in our proposed approach.
Ablation on Training Losses and Strategies. We per-
form three different experiments to show the effectiveness
of curriculum learning, sparsity regularization 푠푝푎푟푠푖푡푦 andthe loss to encourage sharing 푠ℎ푎푟푖푛푔 in our model. Withall the components working, our approach works the best
in both Semantic Segmentation and Depth Prediction on
CityScapes 2-Task learning (see Table 5). Ablation com-
parisons in both scenarios indicate that both sparsity regu-
larization and sharing encouragement benefit the learning
(Table 5 and 6). We also observe that curriculum learning
always helps the policy learning in all our experiments.
5. Conclusion
In this paper, we present a novel and differentiable ap-
proach for adaptively determining the feature sharing strat-
egy across multiple tasks in deep multi-task learning. We
learn the feature sharing policy and network weights jointly
using standard back-propagation without adding any signif-
icant number of parameters. In addition, we introduce two
resource-aware regularizations for learning a compactmulti-
task network with much fewer parameters while achieving
the best overall performance across multiple tasks. We
demonstrate the effectiveness of our approach on three stan-
dard datasets, outperforming several competing methods.
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Appendices
A. Implementation Details
Our training is separated into two phases: the Policy
Learning Phase and the Re-training Phase. For NYU v2 [12]
and CityScapes [10], we update the network 20,000 itera-
tions for both the Policy Learning and Re-training Phases.
For Tiny-Taskonomy [60], the network is trained for 100,000
iterations in the Policy Learning Phase and 30,000 in the Re-
training Phase. In the Policy Learning Phase, we warm up
the network by 20% of total iterations. We train all baselines
with the same number of iterations with it in the Re-training
Phase to form a fair comparison. In both phases, we use the
early stop to get the best performance during the training.
In Table 7, we provide the learning rate and loss weight-
ings per dataset. We use the same parameter set for our
model and baselines.
B. Implementation of Baselines
We implement and adapt Cross-Stitch [36], Sluice [44],
NDDR-CNN [15] and MTAN [31] to the ResNet architec-
ture following the details in paper and their released code.
For Cross-Stitch and Sluice, we insert the linear feature fu-
sion layers after each residual block. For Sluice, we use
the orthogonality constraint between two subspaces of the
layer-wise feature space [44]. We add each NDDR-layer
for feature fusion after each group of blocks, e.g. 회횘횗횟ퟷ_횡,
회횘횗횟ퟸ_횡, as mentioned in [15]. For MTAN, we adapt the
attention module which was designed for VGG-16 encoder
networks to every residual block in ResNet. In each attention
module, we keep the same convolution layers and change
input/output channels and spatial dimensions to match the
ResNet’s architecture 3. Please refer to [31] for more details.
C. Ablation Study on NYU v2 2-Task
In the main paper (see Sec.4.1), we report the results
of ablation study in two different scenarios: NYU v2 3-
task and CityScapes 2-task. Due to the limited space in
the main paper, we include the ablation study on NYU v2
2-task Learning here. From Table 8, we observe the same
trend of performance as we analyze in Sec. 4.1: namely,
Multi-Task < Random #1 < Random #2 < Full Model and
w/o curriculum/푠푝푎푟푠푖푡푦/푠ℎ푎푟푖푛푔 < Full Model. The firstablation study indicates our model is not only able to pre-
diction of the number of blocks assigned to each task but
also predicts their locations accurately. The second shows
curriculum learning and two policy regulatizations 푠푝푎푟푠푖푡푦and 푠ℎ푎푟푖푛푔 benefits the optimization in NYU v2 2-task.
3Note that it would cause the difference in the number of parameters.
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Figure 4: Policy Visualization of subset of tasks on Tiny-
Taskonomy. We visualize the sharing patterns of subset of tasks:
{Semantic Segmentation (Seg), Surface Normal Prediction (SN)},
{Seg, Depth Prediction (Depth)} and {Seg, SN and Depth}. For
example, in (a), Seg and SN share 14 out of 16 blocks in total and
Seg owns 2 task-specific blocks. Best viewed in color.
D. Policy Visualization of Tiny-Taskonomy
We experiment on five tasks (Semantic Segmentation,
Surface Normal Prediction, Depth Prediction, Keypoint Pre-
diction and Edge Prediction) for Tiny-Taskonomy dataset.
In the main paper (see Sec.4.1), we visualize the policy deci-
sion for five tasks. In this section, we further investigate the
sharing patterns of subset of tasks (see Fig. 4), the same as
NYU v2 2-task Learning (Semantic Segmentation and Sur-
face Normal Prediction), CityScapes 2-task Learning (Se-
mantic Segmentation and Depth Prediction) and NYU v2
3-task Learning (Semantic Segmentation, Surface Normal
Prediction and Depth Prediction). In each subset of tasks,
we both have shared blocks and task-specific (or not shared
by all tasks) blocks. The sharing patterns help the model to
share the knowledge between tasks when necessary and own
the individual knowledge for a single task.
E. Class-wise Segmentation Performance
The performance of Semantic Segmentation can be eas-
ily affected by both Surface Normal Prediction and Depth
Prediction tasks on NYU v2 dataset (see Sec.4.1 in the main
paper), but our method mitigates this negative interference
and further improves the performance. In this section, we
closely investigate the performance (Pixel Accuracy) per
class and their relationship with the number of labeled pix-
els. From Fig. 6, we find that we improve the performance
of most classes including those with less labeled data com-
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Figure 5: Visualization of Multi-Task, MTAN and AdaShare in NYU v2 3-task Learning. The red boxes are regions of interest. Our
proposedmethod, AdaShare gives more accurate prediction and clearer contour in Semantic Segmentation (Seg), Surface Normal Prediction
(SN) and Depth Prediction (Depth). Best viewed in color.
Dataset weight lr policy lr 휆푠푒푔 휆푠푛 휆푑푒푝푡ℎ 휆푘푝 휆푒푑푔푒 휆푠푝 휆푠ℎ
NYU v2 2-task 0.001 0.01 1 20 - - - 0.05 0.05
CityScapes 0.0001 0.01 1 - 20 - - 0.01 0.1
NYU v2 3-task 0.001 0.01 1 20 3 - - 0.001 0.05
Tiny-Taskonomy 0.001 0.01 1 3 2 7 7 0.001 0.005
Table 7: Hyper-parameters for NYU v2 2-task, CityScapes, NYU v2 3-task and Tiny-Taskonomy. We provide the learning rates for
the normal network weights and policy logits. Also, we list 휆푠푒푔 , 휆푠푛, 휆푑푒푝푡ℎ, 휆푘푝 and 휆푒푑푔푒 as the task weightings for Semantic Segmentation,Surface Normal Prediction, Depth Prediction, Keypoint Prediction and Edge Detection respectively. 휆푠푝 and 휆푠ℎ are the weights for sparsityregularization (푠푝푎푟푠푖푡푦) and sharing encouragement (푠ℎ푎푟푖푛푔) respectively in policy learning.
0 5 10 15 20 25 30 35 40
0
10
20
30
40
No
. o
f p
ix
el
 la
be
ls 
(m
illi
on
s)
5.0
2.5
0.0
2.5
5.0
7.5
10.0
12.5
Ch
an
ge
 in
 p
er
fo
rm
an
ce
 (%
)
Change in PixelAcc for semantic segmentation 
 and Number of pixel labels per class 
 (AdaShare v.s. MTAN)
Figure 6: Change in Pixel Accuracy for Semantic Segmenta-
tion classes of AdaShare over MTAN (blue bars). The class is
ordered by the number of pixel labels (the black line). Compare
to MTAN, we improve the performance of most classes including
those with less labeled data.
pared to the recent baseline MTAN [31] (the most competi-
tive MTL baseline in semantic segmentation performance).
Model
Semantic Seg. Surface Normal Prediction
mIoU ↑ Pixel Acc ↑ Error ↓ 휃, within ↑Mean Median 11.25° 22.5° 30°
Random #1 28.0 59.7 16.8 13.3 43.6 71.6 83.1
Random #2 28.4 60.8 16.7 13.1 44.3 71.5 82.9
w/o curriculum 29.2 61.1 16.5 12.9 44.6 72.4 83.7
w/o 푠푝푎푟푠푖푡푦 29.2 60.6 16.7 12.9 44.8 72.1 83.2w/o 푠ℎ푎푟푖푛푔 27.0 60.1 16.7 13.0 44.1 72.3 83.4
Full Model 29.6 61.3 16.6 12.9 45.0 72.1 83.2
Table 8: Ablation Studies on NYU v2 2-task scenario. Our
full model enhances the performance of Semantic Segmentation
without much difference on Surface Normal Prediction. We evalu-
ate Semantic Segmentation by mIoU and Average Pixel Accuracy
(both the higher the better) and SurfaceNormal Prediction byMean
Error, Median Error (both errors the lower the better) and the per-
centages (the higher the better) of pixels whose absolute error Δ휃
is within 11.25°, 22.5° and 30°.
F. Qualitative Visualization
In this section, we visualize the results of Multi-Task,
MTAN (the best baseline) and AdaShare in NYU v2 3-task
learning. From the comparison (see Fig. 5), we observe that
AdaShare predicts the class label more accurately in Seman-
tic Segmentation; predicts the normal vector closer to the
ground truth in Surface Normal Prediction; gives clearer
contour of object in Semantic Segmentation, Surface Nor-
mal Prediction and Depth Prediction.
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