Exterior powers of representations of finite groups and integer-valued
  characters by Tamura, Tomoyuki
ar
X
iv
:1
70
3.
05
49
7v
1 
 [m
ath
.R
T]
  1
6 M
ar 
20
17
Exterior powers of representations of finite groups
and integer-valued characters
Tomoyuki Tamura
Graduate school of Mathematics
Kyushu University
2017
Abstract
For given representation of finite groups on a finite dimension com-
plex vector space, we can define exterior powers of representations. In
1973, Knutson found one of methods of calculating the character of ex-
terior powers of representations with properties of λ-rings. In this paper
1, we base this result of Knutson, and relate characters and elements of
necklace rings, which were introduced by N.Metropolis and G-C.Rota in
1983, via a generating function of the character of exterior powers of rep-
resentations. We focus on integer-valued characters and discuss a relation
between integer-valued characters and element of necklace rings which has
finite support and is contained in some images of truncated operations.
1 Introduction
Let G be an arbitrary group. For a given representation ρ : G → GL(V ) on a
finite dimensional complex vector space V , we can define the i-th exterior power
of the representation ρ by
Λiρ : G→ GL(
∧i
(V )),
Λiρ(g)(v1 ∧ · · · ∧ vi) := (ρ(g)v1) ∧ · · · ∧ (ρ(g)vi)
for any integer i ≥ 0, where g ∈ G and v1, . . . , vi ∈ V .
There exists the problem to find how to calculate exterior powers of repre-
sentations. It was raised in [Knu]. This problem was raised by Knutson [Knu].
Knutson discovered the method using λ-rings to calculate the character of Λiρ
(For λ-rings, see §2.2, [Knu] or [Yau]). This method is as follows: Let CF (G)
be the set of all class functions f : G→ C, which satisfies f(g−1xg) = f(x) for
any x, g ∈ G. The set CF (G) is a commutative C-algebra, in particular, is a
commutative Q-algebra. Moreover, the set CF (G) has a λ-ring structure where
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the n-th Adams operation ψn satisfies ψn(f)(g) := f(gn) for any f ∈ CF (G),
g ∈ G and integer n ≥ 1. Knutson [Knu, p.84] showed that the character of Λiρ
equals λi(χ) for any integer i ≥ 0 where χ is the character of a representation
ρ and λi is a λ-operation of CF (G).
We note the relation between this result in [Knu] and representation rings
and previous studies of representation rings. Let R(G) be a representation
ring of G, which has a pre-λ-ring structure whose λ-operation is defined via
exterior powers of representations. The map X : R(G) → CF (G) defined by
that X([V ]) is the character of V , is an injective ring homomorphism where
[V ] is an isomorphism class of a representation V . From this result in [Knu],
the map X can preserve both of λ-operations. Thus, the study of a character
of the exterior powers of representations is reduced to the study of the λ-ring
structure on representation rings.
We recall previous studies on a representation ring of a group as a λ-ring
after [Knu]. For a set of generators of the representation ring as a λ-ring,
Boorman [Boo] or Bryden [Bry] found the case of symmetric groups or Weyl
groups associated with the root systems of type Bn and Dn in 1975 or 1995,
respectively. For continuous groups, Osse [Oss] characterized a representation
ring of a compact connected Lie group in terms of a λ-ring. Yau [Yau] arises
the problem to characterize a representation ring of a finite group in terms of a
λ-ring.
Because the set of all virtual characters is isomorphic to a representation
ring as a λ-ring, the study of the λ-ring structure of representation rings is
equivalent to the study of the λ-ring structure of the set of virtual characters.
In this paper, we will focus on virtual characters, not representation rings.
Let G be a finite group. For any character χ of a representation ρ : G →
GL(V ), Knutson showed that λi(χ) is the character of the i-th exterior power
of ρ. We define a power series λt(χ)(g) by
λt(χ)(g) :=
∞∑
i=0
λi(χ)(g)ti (1.1)
for any g ∈ G. It has the following form:
λt(χ)(g) = det(Im + ρ(g)t) = exp
( ∞∑
i=1
−
χ(gi)
i
(−t)i
)
where Im is the unit matrix whose size is m = deg(ρ).
Example 1.1. Let X be a finite G-set and let χ be the permutation character
associated with X . It is known that χ(g) = |Fix(g)| holds where
Fix(g) := {x ∈ X | gx = x}
for any g ∈ G. Then we have
λt(χ)(g) = exp
( ∞∑
i=1
−
|Fix(gi)|
i
(−t)i
)
.
2
We discuss relations between integer-valued characters of finite groups and
necklace rings via (1.1). An integer-valued character is a virtual character χ
such that χ(g) ∈ Z holds for any g ∈ G.
The necklace ring over a commutative ring R was introduced by Metropolis
and Rota in 1983 to investigate the notion of Witt rings as a commutative ring.
For any commutative ring R, the set of all infinite vectors
a = (a1, a2, a3, . . .), ai ∈ R
has a commutative ring structure whose addition “+Nr” is defined by compo-
nentwise and multiplication α = (α1, α2, α3, . . .) := x ·Nr y is defined by
αn :=
∑
[i,j]=n
(i, j)xiyj (1.2)
where x = (x1, x2, x3, . . .), y = (y1, y2, y3, . . .) ∈ R
N. With definitions of the
addition “+Nr” and the multiplication “·Nr”, we call the set of all infinite
vectors the necklace ring over R, written by Nr(R).
We will relate characters of G and elements of necklace rings as follows:
Let Λ(R) = 1 + tR[[t]] be a universal λ-ring with an indeterminate variable
t. Knutson [Knu] showed that Λ(R) has a λ-ring structure where the addition
“+Λ” is defined by the multiplication of R[[t]]. If R is a binomial ring, which
is a Z-torsion free λ-ring whose all Adams operations of R are identity maps,
then for each f ∈ Λ(R) there exists a unique element (a1, a2, a3, . . .) ∈ Nr(R)
such that
f(t) =
∞∏
i=1
(1− (−t)i)ai . (1.3)
holds. Yau [Yau, §5.6] showed that the map ENr : Λ(R) → Nr(R) defined by
ENr(f) := (a1, a2, a3, . . .) is a ring isomorphism.
For any finite group G, the set CF (G), which is the set of all class functions
from G to C, also has a binomial ring structure. When f(t) is the generating
function λt(χ) ∈ Λ(CF (G)) in (1.3), it is sufficient to calculate ENr(λt(χ)) in
order to calculate λi(χ). We will relate characters of G and elements of necklace
rings using the map ENr ◦ λt.
Now, we outline this paper. In §2, we will state basic definitions of necklace
rings, λ-rings, representations of finite groups and the relation among them.
In §3, we will show main theorems of this paper. Let e be the exponent of G.
Then, a character χ is an integer-valued character if and only if an = 0 for any
integer n ≥ 1 with n ∤ e where (a1, a2, a3, . . .) = ENr(λt(χ)) (Theorem 3.20).
Next, we will discuss the support of an element (a1, a2, a3, . . .) ∈ Nr(R). We
will say that a = (a1, a2, a3, . . .) has the finite support if the number of integers
n ≥ 1 such that an 6= 0 is finite. By Theorem 3.20, the element ENr(λt(χ))
has the finite support for any integer-valued character χ. We will show that
if ENr(λt(χ)) has the finite support, then the character χ is an integer-valued
character by Theorem 3.26 from an arbitrary Z-torsion free commutative ring.
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Finally, we will discuss the case of a product group of two finite groups G1
and G2. Let χ1 be a virtual character of G1 and let χ2 be a virtual character
of G2. Then we define a virtual character χ1χ2 of G1×G2 by χ1χ2((g1, g2)) :=
χ1(g1)χ2(g2) for any g1 ∈ G1 and g2 ∈ G2. We will show that
λt(χ1χ2)((g1, g2)) = λt(χ1)(g1) ·Λ λt(χ2)(g2) (1.4)
holds in Theorem 3.34, where “·Λ” is the multiplication of the universal λ-ring
Λ(C).
In addition, we study an equation obtained from (1.4) using the map ENr.
Under the assumption that characters χ1 and χ2 are integer-valued characters,
we calculate the multiplication of two elements ENr(λt(χ1)) and ENr(λt(χ2)) in
order to calculate the left side of (1.4). Note that ENr(λt(χ1)) and ENr(λt(χ2))
have the finite support. Moreover, we will give another form of the multiplica-
tion of two elements of necklace rings which have finite support with Frobenius
operations of necklace rings.
In §4, we consider the character χ of a representation of Sn which will be
defined with an R-matrix, and the calculation method of ENr(λt(χ)) as an
example Here, we denote the following notations in this paper.
(i) Let N, Z or Q be the set of all positive integers, integers or rational
integers, respectively.
(ii) For any integers i and j, a symbol i | j stands for that i divides j and i ∤ j
stands for that i does not divide j.
(iii) For any integers i and j, a symbol (i, j) stands for the greatest common
divisor of i and j, and a symbol [i, j] stands for the least common multiple
of i and j.
(iv) We denote the Mo¨bius function by µ.
(v) For any set X , we denote the identity map on X by idX defined by
idX(x) = x for any x ∈ X .
(vi) Let C be the complex field, and let M(k,C) be the set of all complex
matrices whose size is k × k.
(vii) We denote the unit element of a finite group by 1.
(viii) For each element g of a finite group G, we denote by 〈g〉 the subgroup of G
generated by g ∈ G, and by O(g) the order of g. We define the exponent
of G by the least common multiple of all O(g)’s for g ∈ G.
(ix) We assume that every ring and semiring have the unit element, written
by 1.
4
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2 Preliminaries
In this section, we will define some notations to state main results of this paper
in §3. In §2.1, we will discuss necklace rings and operations. In §2.2, we will
state definitions and properties of pre-λ-rings and λ-rings. In §2.3, we will
discuss a relation between a character of exterior powers of representations of
finite groups and λ-rings.
2.1 Necklace rings and operations
Main references of §2.1 are [MR] and [VW]. Given a commutative ring R, let
RN be the set of all infinite vectors whose elements belong to R. The set RN has
a commutative ring structure whose addition and multiplication are defined by
componentwise. The zero element of RN is (0, 0, 0, . . .) and the unit element of
RN is (1, 1, 1, . . . , ). In addition, we define another commutative ring structure
on RN. Its addition “+Nr” is defined by componetwise, and multiplication “·Nr”
by
αn :=
∑
[i,j]=n
(i, j)xiyj
where x = (x1, x2, x3, . . .), y = (y1, y2, y3, . . .) ∈ R
N and α = (α1, α2, α3, . . .) =
x ·Nr y. If we regard R
N as a commutative ring with such operations, then we
call RN the necklace ring over R, written by Nr(R). The zero element of Nr(R)
is (0, 0, 0, . . .) and the unit element of Nr(R) is (1, 0, 0, . . .).
Next, we define a map φ : Nr(R)→ RN by φ(x) := (a1, a2, a3, . . .) where
an :=
∑
d|n
dxd, x = (x1, x2, x3, . . .)
for any x ∈ Nr(R) and integer n ≥ 1.
Proposition 2.1. The map φ is a ring homomorphism. If R is Z torsion-free,
then the map φ is injective. If R is a Q-algebra, then the map φ is bijective.
Proof. The fact that φ is a ring homomorphism was proved in [Yau, Lemma
5.4].
We assume that R is Z-torsion free, and prove that the map φ is injective.
Let x = (x1, x2, x3, . . .) be an element of Nr(R) and assume (a1, a2, a3, . . .) =
φ(x) = 0. We prove xn = 0 by induction on n ≥ 1. By the definition of the map
φ, we have x1 = a1 = 0. Let n ≥ 2 be an integer and we assume that xk = 0
5
holds for any integer k with k < n. We use the definition of the map φ again,
so we have
nan = −
∑
d|n,d 6=n
dxd = 0.
Since R is Z-torsion free, we have xn = 0. Hence, we have x = 0.
Next, we assume that R is a Q-algebra and prove that the map φ is bijec-
tive. It is enough to prove that the map φ is surjective, because a Q-algebra
commutative ring is Z-torsion free. For any a = (a1, a2, a3, . . .) ∈ R
N, put
x = (x1, x2, x3, . . .) ∈ Nr(R) satisfying that
xn =
1
n
∑
d|n
µ
(n
d
)
ad
for any integer n ≥ 1. We have φ(x) = a by the Mo¨bius inversion formula, that
is, the map φ is surjective.
For any integer r ≥ 1, we define maps
Vr : Nr(R)→ Nr(R),
Vr : R
N → RN,
Fr : Nr(R)→ Nr(R),
Fr : R
N → RN
as follows: Let x = (x1, x2, x3, . . .) ∈ Nr(R). Then (y1, y2, y3, . . .) = Vr(x) and
(z1, z2, z3, . . .) = Fr(x) satisfy
yn :=
{
xn/r if r | n,
0 if r ∤ n,
zn :=
∑
[j,r]=nr
j
n
xj
for any integer n ≥ 1.
Let a = (a1, a2, a3, . . .) ∈ R
N. Then (b1, b2, b3, . . .) = Vr(a) and
(c1, c2, c3, . . .) = Fr(a) satisfy
bn :=
{
ran/r if r | n,
0 if r ∤ n,
cn := anr
for any integer n ≥ 1.
In this paper, we call Vr the r-th Verschiebung operation, and Fr the r-th
Frobenius operation, respectively [MR] and [VW].
Proposition 2.2. The operations Vr and Fs satisfy the following relations.
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(1) Vr ◦ Vs = Vrs,
(2) Fr ◦ Fs = Frs,
(3) Fr ◦ Vr = ridR,
(4) Fr ◦ Vs = Vs ◦ Fr if (r, s) = 1,
(5) Fr ◦ Vs = (r, s)Fr/(r,s) ◦ Vs/(r,s).
Proof. For necklace ring Nr(R), identities (1), (2) and (3) were proved in [MR,
Theorem 1], (4) was proved in [VW, Theorem 5.4] and (5) was proved in [VW,
Proposition 5.5]. So, we consider this proposition in the case of RN. Let a =
(a1, a2, a3, . . .) be an element of R
N and let n ≥ 1 be an integer.
(1) Let b = (b1, b2, b3, . . .) = Vr(a) and c = (c1, c2, c3, . . .) = Vs(b). If rs | n,
then cn = bn/s = an/rs holds. If rs ∤ n, then we have cn = 0. Hence, we
have Vr ◦ Vs = Vrs.
(2) Let b = (b1, b2, b3, . . .) = Fr(a) and c = (c1, c2, c3, . . .) = Fs(b). Then, we
have cn = bsn = arsn, that is, we have Fr ◦ Fs = Frs.
(3) Let b = (b1, b2, b3, . . .) = Vr(a) and c = (c1, c2, c3, . . .) = Fr(b). Then, we
have cn = brn = ran, that is, we have Fr ◦ Vr = ridR.
(4) Let b = (b1, b2, b3, . . .) = Vs(a), c = (c1, c2, c3, . . .) = Fr(b),
e = (e1, e2, e3, . . .) = Fr(a) and f = (f1, f2, f3, . . .) = Vs(e). We prove
cn = fn. If n | s, then we have cn = bnr = sanr/s = sdn/s = fn. If n ∤ s,
we have cn = fn = 0. In any case, we have cn = fn for any integer n ≥ 1,
that is, we have Fr ◦ Vs = Vs ◦ Fr.
(5) We have Fr ◦ Vs = Fr/(r,s) ◦F(r,s) ◦ V(r,s) ◦ Vs/(r,s) = (r, s)Fr/(r,s) ◦ Vs/(r,s)
by identities (1), (2) and (3).
Proposition 2.3. The operation Fr is a ring homomorphism for any integer
r ≥ 1.
Proof. First, we prove this proposition in the case of Nr(R). Obviously, the
operation Fr is an additive homomorphism. Thus, we consider the multi-
plication. Let x = (x1, x2, x3, . . .) and y = (y1, y2, y3, . . .) be elements of
Nr(R). Put α = (α1, α2, α3, . . .) = x ·Nr y, u = (u1, u2, u3, . . .) = Fr(x),
v = (v1, v2, v3, . . .) = Fr(y) and w = (w1, w2, w3, . . .) = Fr(α). Then, have
wn =
∑
[j,r]=nr
j
n
αj
=
∑
[p,q]=j,[j,r]=nr
j
n
(p, q)xpyq
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=
∑
[p,q,r]=nr
1
n
pxpqyq
=
∑
[i,j]=n
1
n
( ∑
[p,r]=ir
pxp
)( ∑
[q,r]=jr
qyq
)
=
∑
[i,j]=n
(i, j)
( ∑
[p,r]=ir
p
i
xp
)( ∑
[q,r]=jr
q
j
yq
)
=
∑
[i,j]=n
(i, j)uivj .
In addition, we have Fr(1) = 1 by the definition of Fr because if an integer
n ≥ 1 satisfies [1, r] = nr, then n = 1 holds. Hence, the operation Fr is a ring
homomorphism in the case of Nr(R).
Next, we consider the case ofRN. Let a = (a1, a2, a3, . . .) and b = (b1, b2, b3, . . .)
be elements of RN. Put e = (e1, e2, e3, . . .) = Fr(a) and f = (f1, f2, f3, . . .) =
Fr(b). Thus, we have enfn = anrbnr, which is the n-th element of Fr(ab). In
addition, we have Fr(1) = 1, and hence, the operation Fr is a ring homomor-
phism.
Proposition 2.4. The map φ : Nr(R)→ RN preserves operations Vr and Fr.
Proof. First, we prove Vr ◦ φ = φ ◦ Vr for any integer r ≥ 1. Let x =
(x1, x2, x3, . . .) be an element of Nr(R), and let n ≥ 1 be an integer. We put
y = (y1, y2, y3, . . .) = Vr(x), a = (a1, a2, a3, . . .) = φ(y), b = (b1, b2, b3, . . .) =
φ(x) and c = (c1, c2, c3, . . .) = Vr(b). If n ∤ r, then all divisors of n do not
divide r. Thus we have an = 0 and cn =
∑
d|n dbd = 0. If n | r, then
cn =
∑
d|n/r drxd =
∑
d|n dyd = an holds. In any case we have xn = an
for any integer n ≥ 1, that is, we have Vr ◦ φ = φ ◦ Vr.
Next, we prove Fr ◦ φ = φ ◦ Fr. For any integer n ≥ 1, we have
fn =
∑
d|n
d
( ∑
[j,r]=dr
j
d
xj
)
=
∑
[j,r]|nr
jxj = en
where e = (e1, e2, e3, . . .) = Fr ◦ φ(x) and f = (f1, f2, f3, . . .) = φ ◦ Fr(x). Note
that j satisfies [j, r] | nr if and only if j | nr, and en is the nr-th element of
φ(x). Hence, we have Fr ◦ φ = φ ◦ Fr.
In the remainder of §2.1, we suppose that a commutative ring R is a Q-
algebra. For any integer r ≥ 1, we define two maps
V ′r : Nr(R)→ Nr(R),
V ′r : R
N → RN
by
V ′r :=
1
r
Vr .
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The operation V ′r is said to be the r-th divided Verschiebung operation, which
was defined as operations of aperiodic rings in [VW]. This definition comes from
the definition in aperiodic rings.
Proposition 2.5. The map φ preserves divided Verschiebung operations.
Proof. By Proposition 2.4, we have φ◦V ′r = φ◦
1
r
Vr =
1
r
Vr ◦φ = V
′
r ◦φ. Hence,
the map φ preserves divided Verschiebung operations.
Proposition 2.6. For any integer r ≥ 1, the operation V ′r is a homomorphism
of the additive and the multiplication.
Proof. In both of cases, it is obvious that the operation V ′r is an additive homo-
morphism. Hence, we consider the multiplication.
First, we consider the case ofRN. Let a = (a1, a2, a3, . . .) and b = (b1, b2, b3, . . .)
be elements of RN. Put c = (c1, c2, c3, . . .) = ab,
e = (e1, e2, e3, . . .) = V
′
r (a), f = (f1, f2, f3, . . .) = V
′
r (b) and g = (g1, g2, g3, . . .) =
V ′r (c). If r | n, then gn = cn/r = an/rbn/r = enfn holds. If r ∤ n, then
gn = enfn = 0 holds. Hence, the operation V
′
r satisfies V
′
r (ab) = V
′
r (a)V
′
r (b).
In case where Nr(R), we use the map φ which is bijective by Proposition
2.1. The operation V ′r is equal to φ
−1 ◦ V ′r ◦ φ by Proposition 2.5. Hence, the
operation V ′r satisfies V
′
r (x ·Nr y) = V
′
r (x) ·Nr V
′
r (y) for any x, y ∈ Nr(R).
The followings also hold by Proposition 2.2.
Proposition 2.7. The operations V ′r and Fr satisfy the following relations.
(1) V ′r ◦ V
′
s = V
′
rs,
(2) Fr ◦ V
′
r = idR,
(3) Fr ◦ V
′
s = V
′
s ◦ Fr if (r, s) = 1,
(4) Fr ◦ V
′
s = Fr/(r,s) ◦ V
′
s/(r,s).
2.2 Pre-λ-rings and λ-rings
We discuss pre-λ-rings and λ-rings. Main references of §2.2 are [Hus, Chapter
13], [Knu] and [Yau].
A λ-semiring is a commutative semiring R with operations λn : R → R,
n = 0, 1, 2, . . ., such that
(1) λ0(r) = 1,
(2) λ1(r) = r,
(3) λn(r + s) =
∑
i+j=n λ
i(r)λj(s)
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for any r, s ∈ R. A semi-λ-ring R is said to be pre-λ-ring if R has a commutative
ring structure with the addition and the multiplication of R as a semiring.
We define a λ-semiring homomorphism f : R→ R′ between two λ-semirings
R and R′ by a semiring homomorphism satisfying f ◦λi = λi ◦ f for any integer
i ≥ 0.
Proposition 2.8 ([Hus, p.172]). Let (R∗, θ) be the ring completion of the semir-
ing R. There exists a pre-λ-ring structure on R∗ uniquely such that the map θ
is a λ-semiring homomorphism.
Let R be a commutative ring. Next, we define Λ(R) by
Λ(R) =
{
f = 1 +
∞∑
i=1
rit
i ∈ R[[t]] | ri ∈ R
}
where t is an indeterminate variable. In [Knu] and [Yau], the set Λ(R) is called
universal λ-ring, and has a pre-λ-ring structure whose addition is defined by the
multiplication of R[[t]]. For the multiplication and λ-operations of Λ(R), see
[Knu] and [Yau].
Let R be a pre-λ-ring. For any r ∈ R, we define λt(r) ∈ Λ(R) by
λt(r) =
∞∑
i=0
λi(r)ti.
By the definition of pre-λ-rings, we have λt(r+ s) = λt(r)λt(s) for any r, s ∈ R,
which shows that the map λt : R→ Λ(R) is an additive homomorphism.
We call a λ-semiring homomorphism between two pre-λ-rings a
pre-λ-homomorphism.
A pre-λ-ring R is said to be a λ-ring if the map λt : R → Λ(R) is a
pre-λ-homomorphism. Knutson [Knu] showed that Λ(R) is a λ-ring for any
commutative ring R. A pre-λ-homomorphism between two λ-rings is called
λ-homomorphism.
A λ-subring of a λ-ring R is defined by a subring R′ ⊂ R such that λi(x) ∈ R′
for all integers i ≥ 0 and x ∈ R′.
For a λ-homomorphism and a λ-subring, the following proposition holds.
Proposition 2.9 ([Yau, Proposition 1.27 (2)]). Let R and S be λ-rings and let
f : R→ S be a λ-homomorphism. The image of f is a λ-subring of S.
Let R be a λ-ring. For each integer n ≥ 1, we define the n-th Adams
operation ψn : R→ R by the following equation:
∞∑
n=1
ψn(r)(−t)n := −t
d
dt
logλt(r) (for any r ∈ R).
For Adams operations, the following propositions and theorem hold.
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Proposition 2.10. Let R and S be λ-rings and let f : R → S be a ring
homomorphism. If f is a λ-homomorphism, then f ◦ψn = ψn ◦ f holds for any
integer n ≥ 1.
Proof. Assume that f is a λ-homomorphism. By the definition of Adams oper-
ations, for any integer n ≥ 1 and r ∈ R, an element ψn(r) is a polynomial of
λi(r), i = 0, 1, . . . , n. Hence f ◦ ψn = ψn ◦ f holds.
Proposition 2.11 ([Yau, Corollary 3.16]). Let R and S be λ-rings and let f :
R→ S be a ring homomorphism. The map f is a λ-homomorphism if f ◦ψn =
ψn ◦ f holds for any integer n ≥ 1 and S is Z-torsion free.
Theorem 2.12 ([Yau, Theorem 3.6]). On any λ-ring R and integer n ≥ 1, the
n-th Adams operation ψn is a λ-homomorphism.
Let R be a commutative ring. We define a map z : Λ(R) → RN by z(f) :=
(a1, a2, a3, . . .) where
∞∑
i=1
ai(−t)
i = −t
d
dt
log(f(t)) (for any f ∈ Λ(R)).
The map z is a ring homomorphism. If R is Z-torsion free, then the map z is
injective ([Yau, p.133]).
A commutative ring R equipped with ring homomorphisms ψn for n ≥ 1,
such that ψ1 = idR and ψ
n ◦ ψm = ψnm hold for any integers n,m ≥ 1, is said
to be a ψ-ring.
For example, the set RN is a ψ-ring with Frobenius operations. All λ-rings
are ψ-rings with Adams operations. Conversely, the following theorem holds.
Theorem 2.13 ([Knu, p.50]). Suppose that R is a Q-algebra and a ψ-ring with
operations ψn, n ≥ 1. Then, there exists the λ-ring structure on R uniquely such
that ψn is an n-th Adams operation.
Next, we state the definition of binomial rings. It is a Z-torsion free λ-ring
such that all Adams operations are identity maps. There exists the following
relation between the universal λ-ring Λ(R) and the necklace ring Nr(R).
Lemma 2.14. [Yau, Lemma 5.41] Suppose that R is a binomial ring. For each
f ∈ Λ(R), we can write uniquely as
f(t) =
∞∏
i=1
(1− (−t)i)ai
for some elements a1, a2, a3, . . . ∈ R.
By Lemma 2.14, we can state the following theorem.
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Theorem 2.15. [Yau, Theorem 5.42] Suppose that R is a binomial ring. Then
the map ENr : Λ(R)→ Nr(R) defined by
ENr
( ∞∏
i=1
(1− (−t)i)ai
)
= (a1, a2, a3, . . .),
is a ring isomorphism, and z = φ ◦ ENr holds.
We define three types of ring-homomorphisms. Let R and S be commutative
rings and F : R→ S be a ring homomorphism. We define maps Λ(F ) : Λ(R)→
Λ(S), Nr(F ) : Nr(R)→ Nr(S) and FN : RN → SN by
Λ(F )
(
1 +
∞∑
i=1
ait
i
)
:= 1 +
∞∑
i=1
F (ai)t
i,
Nr(F )((x1, x2, x3, . . .)) := (F (x1), F (x2), F (x3), . . .)
FN((y1, y2, y3, . . .)) := (F (y1), F (y2), F (y3), . . .)
for any a1, a2, . . . ∈ R, (x1, x2, x3, . . .) ∈ Nr(R) and (y1, y2, y3, . . .) ∈ R
N.
Proposition 2.16. Let F : R→ S be a ring homomorphism between two rings
R and S.
(1) Three maps Λ(F ), Nr(F ) and FN are ring homomorphisms.
(2) One has z ◦ Λ(F ) = FN ◦ z and φ ◦ Nr(F ) = FN ◦ φ. If R and S are
binomial rings, then Nr(F ) ◦ ENr = ENr ◦ Λ(F ) holds.
Proof. (1) For Λ(F ), see [NO, p.104], and for Nr(F ), see [VW, p.18]. For FN,
FN((a1, a2, a3, . . .)) + F
N((b1, b2, b3, . . .))
= (F (a1), F (a2), F (a3), . . .) + (F (b1), F (b2), F (b3), . . .)
= (F (a1 + b1), F (a2 + b2), F (a3 + b3), . . .)
= FN(a1 + b1, a2 + b2, a3 + b3, . . .),
FN((a1, a2, a3, . . .))F
N((b1, b2, b3, . . .))
= (F (a1), F (a2), F (a3), . . .)(F (b1), F (b2), F (b3), . . .)
= (F (a1b1), F (a2b2), F (a3b3), . . .) = F
N(a1b1, a2b2, a3b3, . . .),
FN(1, 1, 1, . . .) = (1, 1, 1, . . .)
holds for any (a1, a2, a3, . . .), (b1, b2, b3, . . .) ∈ R
N. Then, the map FN is a ring
homomorphism.
(2) We prove z ◦Λ(F ) = FN ◦ z. For any integer n ≥ 1, let Zn(x1, x2, x3, . . .)
be a polynomial which satisfies that the n-th element of z(1 +
∑∞
i=1 ait
i) is
Zn(a1, a2, a3, . . .) where a1, a2, . . . ∈ R. Then, the n-th element of z ◦ Λ(F )(f)
and FN◦z(f) coincide with Zn(F (a1), F (a2), F (a3), . . .) for any f = 1+
∑∞
i=1 ait
i.
Then, we have z ◦ Λ(F ) = FN ◦ z.
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Similarly, we show that both n-th elements of φ◦Nr(F )(x) and FN◦φ(x) are
equal in order to prove the second equation of (2), where x = (x1, x2, x3, . . .) ∈
Nr(R). Clearly, it is
∑
d|n dF (xd). Then, we have φ ◦Nr(F ) = F
N ◦ φ.
To prove the third equation of (2), we use Lemma 2.14. One has
φ ◦Nr(F ) ◦ ENr = F
N ◦ φ ◦ ENr = F
N ◦ z
= z ◦ Λ(F ) = φ ◦ ENr ◦ Λ(F ) = φ ◦ ENr ◦ Λ(F ).
By the assumption, the ring S is Z-torsion free. Hence Nr(F ) ◦ ENr = ENr ◦
Λ(F ) holds by Proposition 2.1.
By the definition of Λ(F ), Nr(F ) and RN, we have the following proposition.
Proposition 2.17. For any ring homomorphisms F : R → S and G : S → T ,
we have Λ(G ◦F ) = Λ(G) ◦Λ(F ), Nr(G ◦F ) = Nr(G) ◦Nr(F ) and (G ◦F )N =
GN ◦ FN.
2.3 Exterior powers of representations of finite groups
In §2.3, we discuss representations of finite groups and, in particular, a char-
acter of exterior powers of representations of finite groups using λ-rings. Main
references of §2.3 is [Knu].
The set of all representations of a finite group G has an equivalent relation
which is defined by isomorphisms of representations of G. Let M(G) be the set
of equivalence classes. For any representation V , we denote an equivalences class
of V by [V ] ∈M(G). The set M(G) has a λ-semiring structure whose addition
is defined via the direct sum of two representations, multiplication is defined
via the tensor product of two representations, and λ-operations are defined via
exterior powers of representations.
We define the representation ring of G, written by R(G), by the ring comple-
tion of the λ-semiring M(G). By Proposition 2.8, the representation ring R(G)
has a pre-λ-ring structure, and the representation ring R(G) is a free abelian
group with equivalence classes of irreducible representations of G as generators
(see Appendix A.6).
Let CF (G) be the set of all class functions. It has a C-algebra ψ-ring struc-
ture with the following operations:

(f1 + f2)(g) := f1(g) + f2(g),
(f1f2)(g) := f1(g)f2(g),
(cf)(g) := cf(g),
ψn(f)(g) := f(gn)
for any f, f1, f2 ∈ CF (G), c ∈ C, integer n ≥ 1 and g ∈ G. In particular, the
set CF (G) is a Q-algebra. Thus, by Theorem 2.13 and the above operations,
the set CF (G) has a λ-ring structure.
For any representation ρ : G → GL(V ), we denote the character of V by
X(V ), which satisfies that X(V )(g) = Tr(ρ(g)) for any g ∈ G. The character of
a representation satisfies the followings for any representations V and W .
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(1) X(V ) = X(W ) whenever two representations V and W are isomorphic,
(2) X(V ⊕W ) = X(V ) +X(W ),
(3) X(V ⊗W ) = X(V )X(W ).
Then, the mapping V 7→ X(V ) defines the ring homomorphism X : R(G) →
CF (G) by that X([V ]) = X(V ) holds for any representation V .
Theorem 2.18. [Knu, p.84] The map X is an injective pre-λ-homomorphism.
In particular, the representation ring R(G) is a λ-ring.
By Theorem 2.18, a character of exterior powers of representations can be
written with λ-operations of CF (G). For more detail, for any representation V
whose character is χ, the character of the i-th exterior power of ρ is λi(χ).
We define ClZ(G) by the image of the map X . It is a free abelian group with
irreducible characters of G as generators, and is a λ-ring. We call an element of
ClZ(G) a virtual character.
For any g ∈ G, we define the map EGg : CF (G) → C by E
G
g (f) := f(g)
for any f ∈ CF (G). It is a ring homomorphism. By this define we can write
λt(χ)(g) which is (1.1) by
λt(χ)(g) = Λ(E
G
g )(λt(χ)) =
∞∑
i=0
λi(χ)(g)ti
for any character χ of G and g ∈ G.
2.4 Algebraic integers
In §2.4, we consider algebraic integers for §3.3. For more detail, see [CR, §17].
We define a monic polynomial f(t) ∈ Z[t] by an = 1 where f(t) =
∑n
i=0 ait
i.
In this paper, we define an algebraic integer α by that there exists an irreducible
monic polynomial f(t) ∈ Z[t] such that f(α) = 0 holds.
Theorem 2.19 ([CR, (17.2)]). Any zero of a monic polynomial in Z[t] is an
algebraic integer.
By Theorem 2.19, we see that a primitive e-th roof of unity, written by ω is
also an algebraic integer with f(t) = te − 1.
To state the main theorems, we consider the following lemmas.
Lemma 2.20 ([CR, (17.7)]). If α and β are algebraic integers, then α+ β and
αβ are also algebraic integers.
Lemma 2.21 ([CR, p.106, Exercise]). A rational number is an algebraic integer
if and only if it is an integer.
Proof. Let α is a rational number. If α is an algebraic integers, then there exists
an irreducible polynomial f ∈ Z[t] such that f(α) = 0 holds. Hence, we have
t − α | f(t). Moreover, a polynomial f(t) is an irreducible as a polynomial of
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Q[t] by the Gauss Lemma (see Lemma A.8). Then, we have f(t) = t−α. Hence,
we have α ∈ Z.
Conversely, if α ∈ Z then we put f(t) = t − α. Then, an integer α is an
algebraic integer.
3 Main Result
In this section, we focus on integer-valued characters of finite groups as main
results of this paper with §2. First, we recall the definition of integer-valued
characters.
Definition 3.1. A virtual character χ will be said to be an integer-valued
character if χ(g) is an integer for any g ∈ G.
In §3.1, we introduce two examples of integer-valued characters. In §3.2, we
define truncated operations, on Nr(R) and RN. In §3.3, we characterize integer-
valued characters in terms of λ-rings and necklace rings as a main result. In
§3.4, we introduce the notion of support of elements of Nr(R) and cycle of
RN for any commutative ring R, and state the relation between integer-valued
characters and elements of necklace rings which have finite support. In §3.5,
we discuss product groups and Frobenius operations to calculate λt(χ)(g) for
a virtual character χ and an element g of a finite group. Moreover, we discuss
the multiplication of two elements of the image of truncation operations with
Frobenius operations.
3.1 Examples of integer-valued characters
Now, we state two examples of integer-valued characters.
Example 3.2. Permutation characters are integer-valued characters. See Ap-
pendix A.4.
Next, we consider characters of symmetric groups.
Lemma 3.3. Put σ = (1 2 · · ·n) ∈ Sn and let d ≥ 1 be an integer.
(1) If d and n are coprime, then σd is also a cycle of length n.
(2) If d | n, then we have
σd = (1 d+ 1 2d+ 1 · · · (d′ − 1)d+ 1) · · · (d d+ d · · · (d′ − 1)d+ d)
where d′ = n/d.
Proof. For any integer i = 1, . . . , n, put ak,i = σ
k(i). Then, we have ki =
bk,in+ ak,i for some integer bk,i ≥ 0.
First, we assume that k and n are coprime. If ak,i = ak,j , then k(i − j) =
(bk,i − bk,j)n holds. Thus, the integer n divides k(i − j), that is, the integer n
divides i− j. Hence, we have i = j, that is, σk = (ak,1 · · ·ak,n) holds.
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Next, we assume d | n. If i ≤ (d′ − 1)d, then σd(i) = d + 1 holds. If
i = (d′ − 1)d + k where k = 1, . . . , d′, then σd(i) = k holds. Hence, we have
σd = (1 d+ 1 2d+ 1 · · · (d′ − 1)d+ 1) · · · (d d+ d · · · (d′ − 1)d+ d).
Example 3.4. A finite group is called a Q-group if all characters are integer-
valued [Kle, p.8]. A typical example of Q-group is a symmetric group, and more
generally, Weyl groups.
Here we recall the proof [Kle, p.10] of the fact that a symmetric group is a
Q-group.
Let σ and τ be elements of Sn satisfying 〈σ〉 = 〈τ〉. Then, there exists an
integer k ≥ 1 such that σk = τ holds and k is coprime to O(σ) by Lemma A.2.
Let {λ1, . . . , λm} be the cycle structure of σ. Then, the integer k is coprime to
λi for any i = 1, . . . ,m by Lemma A.4. Thus, the element τ has the same cycle
structure by Lemma 3.3, that is, elements σ and τ are conjugate by Lemma A.5.
Hence, a character of Sn is an integer-valued character by [Kle, Proposition 9].
3.2 Truncated operations
Let R be a commutative ring. In §3.2, we define operations on Nr(R) and
RN to state main theorems in §3.3, §3.4 and §3.5, and discuss relations among
operations.
Definition 3.5. For any integer r ≥ 1, we define
Tr : Nr(R)→ Nr(R),
Tr : R
N → RN
by y = (y1, y2, y3, . . .) = Tr(x) and b = (b1, b2, b3, . . .) = Tr(a) where x =
(x1, x2, x3, . . .) ∈ Nr(R), a = (a1, a2, a3, . . .) ∈ R
N, and
yn :=
{
xn if n | r,
0 if n ∤ r,
bn := a(n,r).
We call Tr the r-th truncated operation.
In the following proposition, we consider the image of Tr.
Proposition 3.6. Let r ≥ 1 be an integer.
(1) An element x = (x1, x2, x3, . . .) ∈ Nr(R) belongs to the image of Tr if and
only if xn = 0 holds for any integer n ≥ 1 with n ∤ r.
(2) An element a = (a1, a2, a3, . . .) ∈ R
N belongs to the image of Tr if and
only if an = a(n,r) holds for any integer n ≥ 1.
Proof. We prove the statement (1). Let x = (x1, x2, x3, . . .) be an element of
the image of Tr. Then, there exists y ∈ Nr(R) such that x = Tr(y) holds. For
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any integer n ≥ 1 with n ∤ r, the element xn is the n-th element of Tr(y), which
is equal to 0 ∈ R.
Next, we assume that xn = 0 holds for any integer n ≥ 1 with n ∤ r. Put
u = (u1, u2, u3, . . .) = Tr(x). If an integer n ≥ 1 satisfies n | r, then xn = un
holds. If n ∤ r, then xn = un = 0 holds. In any case, we have x = u = Tr(x),
that is, the element x belongs to the image of Tr.
(2) Let a = (a1, a2, a3, . . .) be the element of the image of Tr. Then, there
exists b = (b1, b2, b3, . . .) ∈ Nr(R) such that a = Tr(b) holds. Hence we have
an = bn = b(n,r) = a(n,r) for any integer n ≥ 1.
Next, we assume that an = a(n,r) holds for any integer n ≥ 1. Put c =
(c1, c2, c3, . . .) = Tr(a). Thus, we have cn = a(n,r) = an for any integer n ≥ 1,
and hence, we have a = c = Tr(a), that is, the element a belongs to the image
of Tr.
Proposition 3.7. The operation Tr is a ring homomorphism for any integer
r ≥ 1.
Proof. Obviously, the operation Tr is an additive homomorphism and Tr(1) = 1
holds in both cases. Thus, we consider the multiplication.
First, we prove this proposition in the case of Nr(R). Let
x = (x1, x2, x3, . . .) and y = (y1, y2, y3, . . .) be elements of Nr(R). We put
α = (α1, α2, α3, . . .) = x·Nry, u = (u1, u2, u3, . . .) = Tr(x), v = (v1, v2, v3, . . .) =
Tr(y) and w = (w1, w2, w3, . . .) = Tr(α). For any integers r, n ≥ 1, the n-th
elements of Tr(x) ·Nr Tr(y) is ∑
[i,j]=n
(i, j)uivj (3.1)
by the definition of multiplication of Nr(R). If n | r, then integers i and j
satisfying [i, j] = n divide r. Thus, (3.1) coincides with∑
[i,j]=n
(i, j)xiyj = αn = wn.
If n ∤ r, then (3.1) is 0 ∈ R because either i or j with [i, j] = n does not divide r
and wn = 0 holds. Hence, we have Tr(x) ·Nr Tr(y) = w = Tr(α) = Tr(x · · ·Nr y).
Next, we prove this proposition in the case of RN. Let a = (a1, a2, a3, . . .)
and b = (b1, b2, b3, . . .) be elements of R
N. We put c = (c1, c2, c3, . . .) = ab, e =
(e1, e2, e3, . . .) = Tr(a), f = (f1, f2, f3, . . .) = Tr(b) and g = (g1, g2, g3, . . .) =
Tr(c). For any integer r, n ≥ 1, we have enfn = a(n,r)b(n,r) = c(n,r) = gn, that
is, the operation Tr is a ring homomorphism.
Proposition 3.8. For any integers r, s ≥ 1, we have Tr ◦ Ts = T(r,s).
Proof. First, we prove this proposition in the case of Nr(R). Let
x = (x1, x2, x3, . . .) be an element of Nr(R), and put y = (y1, y2, y3, . . .) = Ts(x)
and α = (α1, α2, α3, . . .) = Tr(y). For any integer d ≥ 1, if d | (r, s), which
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implies d | r and d | s, then we have αd = yd = xd. If d | r and d ∤ s, then we
have αd = yd = 0. If d ∤ r, then we have αd = 0. Hence, we have Tr ◦Ts = T(r,s).
Next, we prove this proposition in the case of RN. Let x = (x1, x2, x3, . . .)
be an element of ∈ Nr(R), and put y = (y1, y2, y3, . . .) = Ts(x) and α =
(α1, α2, α3, . . .) = Tr(y). Then, we have αn = y(n,r) = x(n,r,s) for any integer
n ≥ 1. Hence Tr ◦ Ts = T(r,s) holds.
Proposition 3.9. The map φ : Nr(R)→ RN preserves truncated operations.
Proof. For any integer r ≥ 1, we prove Tr◦φ = φ◦Tr. Let x = (x1, x2, x3, . . .) be
an element of Nr(R). We put a = (a1, a2, a3, . . .) = φ(x), b = (b1, b2, b3, . . .) =
Tr(a), y = (y1, y2, y3, . . .) = Tr(x) and c = (c1, c2, c3, . . .) = φ(y). Then, we
have
cn =
∑
d|n
dyd =
∑
d|n,d|r
dxd =
∑
d|(n,r)
dxd = a(n,r) = bn.
Hence φ ◦ Tr = Tr ◦ φ holds.
By Proposition 3.9, we can state the following corollary.
Cororally 3.10. Suppose that R is Z-torsion free. Let x = (x1, x2, x3, . . .) be an
element of Nr(R), let r ≥ 1 be an integer, and put a = (a1, a2, a3, . . .) = φ(x).
Then, the followings are equivalent.
(1) For any integer n ≥ 1 with n ∤ r, we have xn = 0.
(2) For any integer n ≥ 1, we have an = a(n,r).
Proof. First, we assume the statement (1). We have x = Tr(x) by definition of
truncated operations. Thus, we have a = φ(x) = φ ◦ Tr(x) = Tr ◦ φ(x) = Tr(a).
The n-th element of a and Tr(a) are an and a(n,r), that is, the statement (2)
holds by Proposition 3.6 (2).
Conversely, we assume the statement (2). Thus, we have φ(x) = a = Tr(a) =
Tr ◦ φ(x) = φ ◦ Tr(x). Since R is Z-torsion free, we have x = Tr(x). For any
integer n ≥ 1 with n ∤ r, the n-th element of Tr(x) is 0 ∈ R, and hence, xn = 0
holds by Proposition 3.6(1).
Next, we state relations among truncated operations, Frobenius operations
and Verschiebung operations.
Proposition 3.11. For any integers r, s ≥ 1, we have Fr ◦Ts = Ts/(r,s) ◦F(r,s).
Note that Proposition 3.11 holds on both Nr(R) and RN. To prove Propo-
sition 3.11, we introduce the following notation.
Definition 3.12. For any u ∈ R and integer n ≥ 1, we define an element uδn
of Nr(R) by
uδn = (x1, x2, x3, . . .), xn :=
{
u if m = n,
0 otherwise.
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For elements uδn, the following lemma holds.
Lemma 3.13. For any u ∈ R and integers n, r ≥ 1, we have Fr(uδn) =
(n, r)uδn/(n,r).
Proof. By the definition of Frobenius operations, we have
yk =
∑
[j,r]=kr
j
k
xj (3.2)
where x = (x1, x2, x3, . . .) = uδn and y = (y1, y2, y3, . . .) = Fr(x). If [n, r] = kr
does not hold, then the right side of (3.2) is equal to 0 ∈ R. If [n, r] = kr
holds, which implies k = n/(n, r), then the right side of (3.2) is equal to (n, r)u.
Hence, this lemma holds.
Lemma 3.14. For any x, y ∈ Nr(R), we have x = y if Tr(x) = Tr(y) holds for
any integer r ≥ 1.
Proof. Put x = (x1, x2, x3, . . .) and y = (y1, y2, y3, . . .). For any integer n ≥ 1,
both of n-th element of Tn(x) and Tn(y) are xn and yn, and these are equal.
Hence, we have x = y.
Proof of Proposition 3.11. First, we prove Fr ◦ Ts(x) = Ts/(r,s) ◦ F(r,s)(x) when
x = uδn for u ∈ R and integer n ≥ 1.
If n | s, then Fr ◦ Ts(uδn) = (n, r)uδn/(n,r) and
Ts/(r,s) ◦ F(r,s)(uδn) = (n, r)Ts/(r,s)(uδn/(n,r)) = (n, r)uδn/(n,r)
hold by Lemma 3.13.
If n ∤ s, then Fr◦Ts(uδn) = 0 holds by the definition of truncated operations,
and we have
Ts/(r,s) ◦ F(r,s)(uδn) = (n, r)Ts/(r,s)(uδn/(n,r)) = 0
by Lemma 3.13. Thus, we can show that this proposition holds when x = uδn.
Next, we consider an arbitrary element x = (x1, x2, x3, . . .) ∈ Nr(R). For
any integer n ≥ 1, we have
Tn(Fr ◦ Ts(x)) =
∑
d|n
(Fr ◦ Ts)xdδd
=
∑
d|n
(Ts/(r,s) ◦ F(r,s))xdδd
= Tn(Ts/(r,s) ◦ F(r,s)(x)).
Thus, we have Tn(Fr ◦Ts(x)) = Tn(Ts/(r,s) ◦F(r,s)(x)) for any integer n ≥ 1. By
Lemma 3.14, we have Fr ◦Ts(x) = Ts/(r,s)◦F(r,s)(x), and hence, this proposition
holds in the case of Nr(R).
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Finally, we prove this proposition in the case of RN. For any integers r, s, n ≥
1, we have
(s, (r, s)n) = (s, rn, sn) = (s, rn).
Thus, for any a = (a1, a2, a3, . . .) ∈ R
N and integer n ≥ 1, we have
bn = a(s,rn) = a(s,(r,s)n) = a(s,rn) = cn
where b = (b1, b2, b3, . . .) = Fr◦Ts(a) and c = (c1, c2, c3, . . .) = Ts/(r,s)◦F(r,s)(a).
Hence, this proposition holds in the case of RN.
Proposition 3.15. For any integers r, s ≥ 1 we have
Tr ◦ Vs =
{
Vs ◦ Tr/s if s | r,
0 if s ∤ r.
Proof. First, we consider the case of Nr(R). Let x = (x1, x2, x3, . . .) be an
element of Nr(R) and let n ≥ 1 be an integer. Put y = (y1, y2, y3, . . .) =
Tr ◦ Vs(x).
We assume that s | r and put α = (α1, α2, α3, . . .) = Vs ◦ Tr/s(x). If s | n
and n | r, then yn = xn/s and αn = xn/s holds from n/s | r/s. If s ∤ n, then
yn = 0 and αn = 0 hold. If n ∤ r, then yn = 0 holds and αn = 0 holds since
n/s ∤ r/s holds. Thus, we have y = α, that is, one has Tr ◦ Vs = Vs ◦ Tr/s.
Assume that s ∤ r. If n ∤ r, then yn = 0 holds. If n | s then yn = 0 holds and
the (r, s)-element of Vr(x) is 0 ∈ R from r ∤ s. Thus, this proposition holds for
Nr(R).
Next, we consider the case of RN. Let a = (a1, a2, a3, . . .) be an element of
RN. Put b = (b1, b2, b3, . . .) = Vs(a) and c = (c1, c2, c3, . . .) = Tr(b). We assume
s | r, then s | (n, r) holds if and only if s | n. Thus, we have
cn = b(n,r) = a(n,r)/s = a(n/s,r/s) = en
where e = (e1, e2, e3, . . .) = Vs ◦ Tr/s(a). If s ∤ n then cn = 0 holds by s ∤ (n, r),
and en = 0 holds. If s ∤ r, we have cn = 0 by s ∤ (n, r) for any n ≥ 1.
As a result, this proposition holds for both cases.
By Proposition 3.15, we have the following corollary.
Cororally 3.16. Suppose that R is a Q-algebra. For any integers r, s ≥ 1 we
have
Tr ◦ V
′
s =
{
V ′s ◦ Tr/s if s | r,
0 if s ∤ r.
3.3 Integer-valued characters
In §3.3, we discuss relations among integer-valued characters of a finite group
G, λ-operations of CF (G) and images of truncated operations.
First, we show the following result.
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Theorem 3.17. If a virtual character χ is an integer-valued character, then
λi(χ) is also an integer-valued character for any integer i ≥ 0.
To prove Theorem 3.17, we characterize integer-valued characters in terms
of a λ-ring. In the remainder of this section, we denote by e the exponent of G
(see (viii) of the preface of this paper).
Lemma 3.18. For any virtual character χ and g ∈ G, there exists a polynomial
f ∈ Z[t] such that ψn(χ)(g) = f(ωn) holds for any integer n ≥ 1 where ω is
a primitive e-th root of unity. In particular, an element χ(g) is an algebraic
integer.
Proof. We may assume that χ is the character of a representation ρ : G →
GL(V ) by the definition of R(G). All eigenvalues of the linear map ρ(g) : V → V
are e-th roots of unity, so the set of eigenvalues of ρ(g) is written as ωa1 , . . . , ωam
with some non-negative integers a1, . . . , am.
We put f(t) = ta1 + · · ·+ tam ∈ Z[t]. Then
ψn(χ)(g) = χ(gn) = Tr(ρ(g)n) = ωna1 + · · ·+ ωnam = f(ωn)
holds.
The last statements of this lemma holds using Lemmas 2.20 and 2.21 because
elements ωa1 , . . . , ωam are algebraic integers.
By Lemma 3.18, we have the following Lemma 3.19.
Lemma 3.19. A virtual character χ is an integer-valued character if and only
if ψn(χ) = ψ(n,e)(χ) holds for any integer n ≥ 1.
Proof. In this proof, we denote a primitive e-th root of unity by ω, and we denote
the Galois group of the field extension Q(ω(n,e)) : Q by Γn for any integer n ≥ 1.
For more detail of Galois groups, see [Ste].
First, we assume that the character χ is an integer-valued character. Let
g be an element of G. By Lemma 3.18, there exists a polynomial f ∈ Z[t]
such that ψk(χ)(g) = f(ωk) holds for any integer k ≥ 1. By the assumption,
ψn(χ)(g) and ψ(n,e)(χ)(g) are integers.
For any integer n ≥ 1, let n′ be n/(n, e). Then we have ψn(χ)(g) =
f(ω(n,e)n
′
) and ψ(n,e)(χ)(g) = f(ω(n,e)), which belong to Q(ω(n,e)). Thus, since
(n′, e/(n, e)) = 1 holds there exists an element σ ∈ Γn such that σ(ω
(n,e)) =
ω(n,e)n
′
holds. Hence we have
ψn(χ)(g) = σ(ψ(n,e)(χ)(g)) = ψ(n,e)(χ)(g). (3.3)
Conversely, we assume that ψn(χ) = ψ(n,e)(χ) holds for any integer n ≥ 1.
In particular, ψn(χ) = χ holds for any integer n ≥ 1 with (n, e) = 1. Use
Lemma 3.18, there exists a polynomial f ∈ Z[t] such that ψk(χ)(g) = f(ωk)
holds for any integer k ≥ 1.
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Let σ be an element of Γe. Then, an integer n satisfying σ(ω) = ω
n is
coprime to e. Thus, we have
σ(χ(g)) = σ(f(ω)) = f(ωn) = ψn(χ)(g) = χ(g).
Then, χ(g) is a rational number, which implies that χ(g) is an integer by Lemma
2.20 and Lemma 3.18.
Proof of Theorem 3.17. The element χ is a virtual character. By Proposition
2.9 and Theorem 2.18, elements λi(χ) are also virtual characters for all in-
tegers i ≥ 0. Since CF (G) is a λ-ring, the n-th Adams operation ψn is a
λ-homomorphism by Theorem 2.12. Let χ be an integer-valued character. By
Lemma 3.19, we have
ψn(λi(χ)) = λi(ψn(χ)) = λi(ψ(n,e)(χ)) = ψ(n,e)(λi(χ))
for any integers i ≥ 0 and n ≥ 1. We use Lemma 3.19 again, as a result, λi(χ)
is an integer-valued character.
Next, we characterize integer-valued characters with necklace rings and trun-
cated operations.
Theorem 3.20. A virtual character χ is an integer-valued character if and only
if ENr(λt(χ)) belongs to the image of the truncated operation Te. In particular,
if χ satisfies such conditions, we have the following finite product form of λt(χ),
λt(χ) =
∏
d|e
(1− (−t)d)αd
where α = (α1, α2, α3, . . .) = ENr(λt(χ)).
Proof. By Lemma 3.19, a virtual character χ is an integer-valued character
if and only if ψn(χ) = ψ(n,e)(χ) holds for any integer n ≥ 1. The map φ :
Nr(CF (G)) → CF (G)N preserves the truncated operation Te by Proposition
3.9, and the n-th element of φ(α) = φ(ENr(λt(χ)) = z(λt(χ)) is ψ
n(χ) for any
n ≥ 1. Thus, ψn(χ) = ψ(n,e)(χ) holds for any integer n ≥ 1 if and only if αn = 0
holds for any integer n ≥ 1 with n | e by Corollary 3.10. Hence, the element α
belongs to the image of the operation Te by Proposition 3.6.
Let χ be a virtual character and α = (α1, α2, α3, . . .) = ENr(λt(χ)). In
Theorem 3.20 we saw that αn = 0 holds for any integer n ≥ 1 with n ∤ e if χ is
an integer-valued character.
Next, we fix an element g ∈ G satisfying that χ(gk) is an integer for any inte-
ger k ≥ 1, and study a power series λt(χ)(g). Put (β1, β2, β3, . . .) = Nr(E
G
g )(α),
and we show that the number of integers n ≥ 1 such that βn 6= 0 is equal to, or
less than the number of divisors d of e by the following theorem.
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Theorem 3.21. Let χ be a virtual character and we denote α = ENr(λt(χ)).
For any g ∈ G satisfying that χ(gk) is an integer for any integer k ≥ 1, all
elements of Nr(EGg )(α) are integers and Nr(E
G
g )(α) belongs to the image of
TO(g). In particular, the power series λt(χ)(g) has the following form,
λt(χ)(g) =
∏
d|O(g)
(1 − (−t)d)βd
where (β1, β2, β3, . . .) = Nr(E
G
g )(α).
To prove Theorem 3.21, we show the following lemma.
Lemma 3.22. For any subgroups H of G, the restriction map ResGH : CF (G)→
CF (H) is a λ-homomorphism.
Proof. By Proposition 2.10 and that CF (H) is Z-torsion free, we show ψn ◦
ResGH = Res
G
H ◦ ψ
n for any integer n ≥ 1. For any χ ∈ CF (G) and h ∈ H , we
have
ψn(ResGH(χ))(h) = χ(h
n) = ResGH(ψ
n(χ))(h).
Hence, this lemma holds.
Proof of Theorem 3.21. By the assumption, ResG〈g〉(χ) is an integer-valued char-
acter of 〈g〉. Thus, λt(χ)(g) belongs to Λ(Z) by Lemma 3.22 and Theorem 3.17.
The set of all integers Z is a binomial ring with the binomial coefficient ([Yau]
§5.1). Hence, all elements of Nr(EGg )(α) are integers.
Next, we consider Nr(EGg )(α). One has
Nr(EGg )(α) = Nr(E
G
g ) ◦Nr(Res
G
〈g〉)(α) = Nr(E
G
g ) ◦ ENr(λt(Res
G
〈g〉(χ))).
The exponent of a cyclic subgroup 〈g〉 is O(g). Hence Nr(EGg )(α) belongs to
the image of TO(g).
3.4 Finite support elements of a necklace ring
Let R be a commutative ring. First, we define the following sets and properties
associate with elements of Nr(R) and RN.
Definition 3.23. For each x = (x1, x2, x3, . . .) ∈ Nr(R), we define supp(x) by
the set of integers n ≥ 1 such that xn 6= 0 holds. If supp(x) is finite, then we
call that x has the finite support.
Lemma 3.24. An element of the image of Tr has the finite support for any
integer r ≥ 1.
Proof. Let x be an element of the image of Tr. Then, the set supp(x) is contained
the set of all divisor of r. In particular, the set supp(x) is finite.
Definition 3.25. Let c ≥ 1 be an integer. An element a = (a1, a2, a3, . . .) ∈ R
N
has the c-cycle if ai = aj holds for any integers i ≥ j ≥ 1 with c | i− j.
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All elements of the image of the truncated operation Tr has the r-cycle.
As another example, all elements of z ◦ λt(CF (G)) have the e-cycle by the
definition of Adams operation of CF (G) (see §2.3), where e is the exponent of
a finite group G.
Let G be a finite group, let χ be a virtual character of G, and put α =
(α1, α2, α3, . . .) = ENr(λt(χ)). In §3.3, we prove that if a virtual character χ is
an integer-valued character, then αn = 0 holds for any integer n ≥ 1 satisfying
that n does not divide the exponent of G. In particular, the element ENr(λt(χ))
has the finite support.
In §3.4, we show that if ENr(λt(χ)) has the finite support, then χ is an
integer-valued character by the following theorem.
Theorem 3.26. Suppose that R is Z-torsion free. For any element x ∈ Nr(R)
satisfying that φ(x) has the c-cycle, the element x has the finite support if and
only if x belongs to the image of Tc.
By Theorem 3.26 as R = CF (G) and Theorem 3.20, we obtain the following
corollary.
Cororally 3.27. A virtual character χ is an integer-valued character if and
only if ENr(λt(χ)) has the finite support.
First, we state the following lemma.
Lemma 3.28. If an element of x ∈ Nr(R) has the finite support, then Fr(x)
also has the finite support for any integer r ≥ 1.
Proof. Put y = Fr(x). We prove that if m ∈ supp(y), then there exists integer
j such that j ≥ m and j ∈ supp(x) hold.
By the definition of Frobenius operation Fr, we have
ym =
∑
[j,r]=mr
j
m
xj .
Since ym 6= 0 holds, there exists an integer j such that [j, r] = mr and j ∈
supp(x) hold. Hence, we have mr = [j, r] ≤ jr, and then m ≤ j.
Lemma 3.29. If an element a ∈ RN has the c-cycle, then Fr(a) has the c/(c, r)-
cycle for any integer r ≥ 1.
Proof. Put b = (b1, b2, b3, . . .) = Fr(a). For any integers k1, k2 ≥ 1, we have
b(k1c/(c,r))+k2 = a(k1rc/(c,r))+k2r = ak2r = bk2 .
Hence, the element b has the c/(c, r)-cycle.
Lemma 3.30. Let r ≥ 1 be an integer with (c, r) = 1. If an element a ∈ RN
has the c-cycle, then there exists an integer s ≥ 1 such that r | s and a = Fs(a)
holds.
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Proof. By (c, r) = 1, there exist integers p < 0 and q > 0 such that pc+ br = 1
holds.
We put s = qr. Then r | s. If a = (a1, a2, a3, . . .) and b = (b1, b2, b3, . . .) =
Fs(a), then
bn = asn = a(1−pc)n = an
holds for any integer n ≥ 1, that is, a = Fs(a) holds.
We define the following maps.
Definition 3.31. For each n ≥ 1, we define a map dn : N→ N as follows: The
number dn(k) is the maximum number satisfying that dn(k) | k holds and dn(k)
and n are coprime, for any integer k ≥ 1.
Lemma 3.32. Suppose that R is Z-torsion free, and let x be an element of
Nr(R) satisfying that φ(x) has the c-cycle. If the set dc(supp(x)) is finite, then
the set dc(supp(x)) has the unique element 1 ∈ N.
Proof. Let n be an element of supp(x). We show dc(n) = 1. By the assumption,
we can put the least common multiple of all elements of dc(supp(x)), written
by l. Two integers l and c are coprime. Thus, there exists an integer s such
that l | s and φ(x) = Fs(φ(x)) holds by Lemma 3.30. The map φ preserves the
Frobenius operation Fs, thus we have φ(x) = Fs(φ(x)) = φ(Fs(x)). Since R is
Z-torsion free, we have x = Fs(x). Thus,
xn =
∑
[j,s]=ns
j
n
xj (3.4)
holds where x = (x1, x2, x3, . . .).
By xn 6= 0, there exists an integer j ∈ supp(x) such that [j, s] = ns holds.
In particular, the integer j satisfies j/(j, s) = n. By the definition of the map
dc, we have dc(j) | j. On the other hand we have dc(j) | s by j ∈ supp(x). Thus
we have dc(j) | (j, s). Hence dc(n) = dc(j/(j, s)) = 1 holds.
Proof of Theorem 3.26. We assume that x belongs to the image of Tc. Then,
the element x has the finite support by Lemma 3.24. Conversely, we assume
that x has the finite support, and we show xn = 0 for any integer n ≥ 1 with
n ∤ c where x = (x1, x2, x3, . . .).
We denote the prime decomposition of c and n by c = pe11 · · · p
er
r and n =
pf11 · · · p
fr
r (ei, fi ≥ 0, i = 1, . . . , r). Let i = 1, . . . , r be an integer, and put ci =
c/peii . Since the set supp(x) is finite by Lemma 3.28, the set dci(supp(Fpeii (x)))
is also finite. By Lemma 3.29, the element φ(Fpeii (x)) has the ci-cycle. Using
Lemma 3.32, we have
dci(supp(Fpei
i
(x))) = {1}. (3.5)
By n ∤ c, there exists an integer k = 1, . . . , r such that pk | n/p
ek
k holds. Let
y = (y1, y2, y3, . . .) = Fpek
k
(x). Then, we have pk | dck(n/p
ek
k ) since pk ∤ ck holds.
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That is, one has dck(n/p
ek
k ) 6= 1. Thus, we have yn/pek
k
= 0 by (3.5). On the
other hand, using the definition of Frobenius operations we have
yn/pek
k
=
∑
[j,p
ek
k
]=n
jpekk
n
xj = p
ek
k xn
because if the integer j satisfying [j, pekk ] = n, then j = n holds. Thus we can
obtain xn = 0 since R is Z-torsion-free.
Hence, the element x belongs to the image of Tc by Proposition 3.6.
3.5 Multiplication and Frobenius operation
In §3.5, we discuss product groups and Frobenius operations to calculate λt(χ)(g)
for a virtual character χ and an element g of a finite group. Moreover, we dis-
cuss the multiplication of two elements of the image of truncation operations
with Frobenius operations. First, we state the following lemma.
Lemma 3.33. Let χ be a character of a finite group G and let g be an element
of G. Then, for any integer k ≥ 1, the k-th element of z(Λ(EGg )(λt(χ))) is
χ(gk).
Proof. By Proposition 2.16, we have
z(Λ(EGg )(λt(χ))) = E
G
g
N
◦ z ◦ λt(χ).
Hence, the k-th element of z(Λ(EGg )(λt(χ))) is E
G
g (ψ
k(χ)), which coincides with
χ(gk) by the definition of Adams operations on CF (G).
We state the following theorem.
Theorem 3.34. Let G1 and G2 be finite groups, and let χ1 (resp. χ2) be a
virtual character of G1 (resp. G2). Then, the virtual character χ1χ2 of G1×G2
defined by χ1χ2(g1, g2) := χ1(g1)χ2(g2) satisfies
λt(χ1χ2)(g1g2) = λt(χ1)(g1) ·Λ λt(χ2)(g2). (3.6)
Proof. We consider Adams operations. Let g1 ∈ G1, g2 ∈ G2, and
a = (a1, a2, a3, . . .) = z(Λ(E
G1×G2
(g1,g2)
)(λt(χ1χ2))),
b = (b1, b2, b3, . . .) = z(Λ(E
G1
g1 )(χ1)),
c = (c1, c2, c3, . . .) = z(Λ(E
G2
g2 )(χ2)).
Then, for any integer k ≥ 1, we have ak = χ1χ2((g1, g2)
k) = χ1(g
k
1 )χ1(g
k
2 ),
bk = χ1(g
k
1 ) and ck = χ2(g
k
2 ) by Lemma 3.33. Thus, we have ak = bkck,
and hence, we have a = bc. Since the complex field C is Z-torsion free, the
map z : Λ(C) → CN is an injective ring homomorphism. Hence, this theorem
holds.
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Next, we prove the following theorem.
Theorem 3.35. For any virtual character χ of a finite group G and integer
k ≥ 1, we have ENr(λt(χ)(g
k)) = Fk ◦ ENr(λt(χ)(g)).
Proof. For any integer k ≥ 1, we have
φ ◦ ENr(λt(χ)(g
k)) = z(Λ(EGgk)(λt(χ))) (3.7)
and
φ ◦ Fk ◦ ENr(λt(χ)(g)) = Fk(z(Λ(E
G
g )(λt(χ)))). (3.8)
by Proposition 2.4. Then n-th elements of both (3.7) and (3.8) coincide with
χ(gnk) by Lemma 3.33. Hence, we have
φ ◦ENr(λt(χ)(g
k)) = φ ◦ Fk ◦ ENr(λt(χ)(g)).
Since the map φ is injective, this proposition holds.
Next, we discuss the problem to find another form of
Tr(x) ·Nr Ts(y) (3.9)
with Frobenius operation for any elements x and y of Nr(R). For example, we
consider when r = 12 and s = 18. Put x = (x1, x2, x3, . . .), y = (y1, y2, y3, . . .)
and α = (α1, α2, α3, . . .) = x ·Nr y. We have
α36 =
∑
[i,j]=36
(i, j)xiyj = x4y9 + 3x12y9 + 2x4y18 + 6x12y18
by the definition of multiplication of Nr(R). However, using Frobenius opera-
tion we have α36 = (x4 + 3x12)(y9 + 2y18) = u4v9 where u = (u1, u2, u3, . . .) =
F3(x) and v = (e1, e2, e3, . . .) = F2(y), which gives a factorization. The calcu-
lation of (3.9) appears, for example, in the identities obtained from (3.6) using
the map ENr when virtual characters χ1 and χ2 are integer-valued characters.
These results of this section will be used in the next section.
So, we calculate Tr(x) ·Nr Ts(y). However, we only need to calculate the
[r, s]-th element since the following two lemmas hold.
Lemma 3.36. Let x and y be elements of Nr(R). For any integers r, s ≥ 1,
the element Tr(x) ·Nr Ts(y) belongs to the image of T[r,s].
Proof. By Proposition 3.7, we have
T[r,s](Tr(x) ·Nr Ts(y)) = T[r,s] ◦ Tr(x) ·Nr T[r,s] ◦ Ts(y)
= Tr(x) ·Nr Ts(y).
Hence, the element Tr(x) ·Nr Ts(y) belongs to the image of T[r,s].
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Lemma 3.37. For any integers r, s, u ≥ 1 with u | [r, s], we have [(r, u), (s, u)] =
u.
Proof. We denote the prime decomposition of r, s, u and [(r, u), (s, u)] by r =
pr11 · · · p
rq
q , s = p
s1
1 · · · p
sq
q , u = p
u1
1 · · · p
uq
q and [(r, u), (s, u)] = p
e1
1 · · · p
eq
q . Then,
we have ui ≤ max(ri, si) since u | [r, s] holds.
By the definition of ei, we have
ei = max(min(ri, ui),min(si, ui)).
If ri ≤ ui and si > ui, then one has ei = max(ri, ui) = ui. If ri > ui and
si ≤ ui. Thus one has ei = max(ui, si) = ui. If ri > ui and si > ui, then we
have ei = ui.
In any case, we have ei = ui for any i = 1, . . . , q, that is, [(r, u), (s, u)] = u
holds.
By Lemma 3.36 and Lemma 3.37, the n-th element of Tr(x)·NrTs(y) is equal
to the r-th element of T(a,r)(x) ·Nr T(b,r)(y) for any divisor n of [r, s]. Hence, we
calculate the [r, s]-element of Tr(x) ·Nr Ts(y).
In the remainder of this section, we denote the n-th element of x ∈ Nr(R)
by xn and the n-th element for a ∈ R
N by an for simplicity.
Theorem 3.38. Let r, s ≥ 1 be integers, and we denote the prime decompo-
sition of r and s by r = pr11 · · · p
rq
q and s = p
s1
1 · · · p
sq
q . We define integers
a1, a2, a3, b1, b2, b3 ≥ 1 by
a1 =
∏
i,ri>si
prii , a2 =
∏
i,ri=si
prii , a3 =
∏
i,ri<si
prii ,
b1 =
∏
i,ri>si
psii , b2 =
∏
i,ri=si
psii , b3 =
∏
i,ri<si
psii .
For integers a1, a2, a3, b1, b2 and b3, the followings hold,
r = a1a2a3, s = b1b2b3,
(a1, a2) = (a2, a3) = (a3, a1) = 1,
(b1, b2) = (b2, b3) = (b3, b1) = 1,
b1 | a1, D
pr(a1) = D
pr(a1/b1),
a2 = b2,
a3 | b3, D
pr(b3) = D
pr(b3/a3)
where Dpr(n) is the set of all prime divisors of n for n ≥ 1.
Suppose that R is a Q-algebra. Let x and y be elements of Nr(R). Then,
we have
(Tr(x) ·Nr Ts(y))[r,s] =
1
a2
∑
d2|a2
µ
(a2
d2
)
(Fa1d2(x))a3 (Fd2b3(y))b1 .
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In particular, we have
(Tr(x) ·Nr Ts(y))[r,s] = (Fa1(x))a3 (Fb3(y))b1
when a2 = b2 = 1.
Proof. We use the fact that the map φ : Nr(R)→ RN is bijective and preserves
truncated operations Tr and Frobenius operations Fr . We modify the left side.
Then, we have
(Ta1a2a3(x) ·Nr Tb1b2b3(y))[a1a2a3,b1b2b3]
= (φ−1(Ta1a2a3 ◦ φ(x))(Tb1b2b3 ◦ φ(y)))a1a2b3
=
1
a1a2b3
∑
d|a1a2b3
µ
(a1a2b3
d
)
(Ta1a2a3 ◦ φ(x))d(Tb1b2b3 ◦ φ(y))d
=
1
a1a2b3
∑
d1|a1
∑
d2|a2
∑
d3|b3
µ
(a1
d1
)
µ
(a2
d2
)
µ
( b3
d3
)
(φ(x))d1d2a3(φ(y))b1d2d3
=
1
a2
∑
d2|a2
µ
(a2
d2
){ 1
a1
∑
d1|a1
µ
(a1
d1
)
(Fd2a3 ◦ φ(x))d1
}
{ 1
b3
∑
d3|b3
µ
( b3
d3
)
(Fb1d2 ◦ φ(x))d3
}
=
1
a2
∑
d2|a2
µ
(a2
d2
){ 1
a1
∑
d1|a1
µ
(a1
d1
)
(φ ◦ Fb1d2(x))d1
}
{ 1
b3
∑
d3|b3
µ
( b3
d3
)
(φ ◦ Fd2a3(x))d3
}
=
1
a2
∑
d2|a2
µ
(a2
d2
)
(Fb1d2(x))a1 (Fd2a3(y))b3
where the second equality follows from Propositions 2.1 and 3.9, the third and
seventh equality follow from the definition of the map φ and the Mo¨bius inversion
formula, the fourth and fifth equality follows from the definition of truncated
operations and Frobenius operations, respectively, and the sixth equality follows
from Proposition 2.4.
4 A representation of a symmetric group with a
multiplicative anti-symmetric matrix
In this section, we calculate ENr(λt(χ)) where a character χ is defined by the
following as an example. We fix an integer k, and let q = (qi,j)i,j be a square
matrix whose size is k, and q satisfies qi,jqj,i = 1 for any integers i, j = 1, . . . , k.
This matrix q was introduced in [BG, Appendix I.10], and called a multiplicative
anti-symmetric matrix.
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In §4.1, we will define maps with divided Verchiebung operation and Frobe-
nius operations, written by Wr, and state properties. In §4.2, we define a repre-
sentation of a symmetric group Sn associated with q, and will be written by ρq,n.
We will calculate the character χq,n of ρq,n in §4.3 andENr(λt(χq,n))((1 2 · · · n))
in §4.4. and we will discuss the calculation method of ENr(λt(χq,n))(σ) for all
σ ∈ Sn with Theorem 3.38.
4.1 The map Wr
In §4.1, we suppose that R is a Q-algebra. First, we introduce new operations
on Nr(R) and RN for §4.4.
Definition 4.1. For any integer r ≥ 1, we define two maps
Wr : Nr(R)→ Nr(R),
Wr : R
N → RN
by Wr := V
′
r ◦ Fr.
By this definition, the following holds.
Proposition 4.2. The map φ preserves the map Wr for any integer r ≥ 1.
Proof. By Proposition 2.4, we have
φ ◦Wr = φ ◦
1
r
V ′r ◦ Fr =
1
r
V ′r ◦ φ ◦ Fr =
1
r
V ′r ◦ Fr ◦ φ =Wr ◦ φ.
Thus, the map φ preserves Wr.
By Propositions 2.2 and 3.16, we have the following proposition.
Proposition 4.3. The followings hold for any integers r, s ≥ 1.
(1) Fr ◦Ws =Ws/(r,s) ◦ Fr,
(2) Tr ◦Ws = 0 if s ∤ r.
Proof. (1) By Proposition 2.2, we have Fr◦Ws = Fr◦V
′
s ◦Fs = V
′
s/(r,s)◦Fr/(r,s)◦
Fs =Ws/(r,s) ◦ Fr.
(2) By Proposition 3.16, we have Tr ◦Ws = Tr ◦ V
′
s ◦ Fs = 0.
We will use the following lemma in §4.4.
Lemma 4.4. For any element a = (a1, a2, a3, . . .) ∈ R
N and integer r ≥ 1, we
have
bn =
{
an if r | n,
0 if r ∤ n,
where (b1, b2, b3, . . .) =Wr(a).
Proof. Put c = (c1, c2, c3, . . .) = Fr(a). If an integer n ≥ 1 satisfies r | n then
bn = cn/r = an holds. If r ∤ n, then bn = 0 holds since b = V
′
r (c) holds.
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4.2 Definition
In §4.2, we define a representation ρq,n. First, we consider a set of generators
of Sn.
Lemma 4.5 ([Sag, p.88]). The followings hold for a symmetric group Sn.
(1) The group Sn is generated by n − 1 elements σ1, . . . , σn−1 where σi =
(i i+ 1) for any integer i = 1, . . . , n− 1.
(2) All σi’s satisfy the following relations.
σ2i = 1, i = 1, . . . , n− 1,
(σiσi+1)
3 = 1, i = 1, . . . , n− 2,
(σiσj)
2 = 1, |i− j| ≥ 2.
(3) Suppose that n ≥ 2. The group Sn is isomorphic to a group Gn which
is generated by n − 1 elements τ1, . . . , τn−1 satisfying τ
2
i = 1 for any
integer i = 1, . . . , n− 1, (τiτi+1)
3 = 1 for any integer i = 1, . . . , n− 2 and
(τiτj)
2 = 1 for any integer i, j = 1, . . . , n− 1 with |i− j| ≥ 2.
Proof. First, we prove (1). All elements of Sn can be written as some product
of cycles. For (i1 i2 · · · iq), we have
(i1 i2 · · · iq) = (i1 i2)(i2 i3) · · · (iq−1 iq).
For an element (i j) where i, j = 1, . . . , n with i < j, we have (i j) = σσjσ
−1
where σ = (i i + 1 · · · j) = σi · · ·σj−1. Then, all elements of Sn are generated
by σ1, . . . , σn−1.
It is obvious that the statement (2) holds. So, we prove (3). By the definition
of Gn and (2), there exists a surjective group homomorphism ι : Gn → Sn such
that ι(τi) = σi holds for any integer i = 1, . . . , n.
We prove |Gn| = n! by induction on n ≥ 2. If n = 2, we have G2 = {1, τ1}.
In particular, the cardinality of G2 is 2, that is, the statement (3) holds when
n = 2.
Next, let n ≥ 3 be an integer and we show |Gn| = n! with the assumption
that Gn−1, which is the subgroup generated by τ1, . . . , τn−2, satisfies |Gn−1| =
(n− 1)!.
Put
Hi =
{
Gn−1τn−1τn−2 · · · τi if i = 1, . . . , n− 1,
Gn−1 if i = n,
and H =
⋃n−1
i=1 Hi. Now, we consider Hiτj . If i = n, then H1τj ∈ H . We
assume i < n. If j > i + 1 then Hiτj = Hi ⊂ H holds. If j = i + 1, then
Hiτj = Hi+1 ⊂ H . If j = i then Hiτj = Hi−1. If j < i, then
Hiτj = (Gn−1τn−1τn−2 · · · τi)τj
= Gn−1τn−1τn−2 · · · τj+1τjτj−1τjτj−2 · · · τi
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= Gn−1τn−1τn−2 · · · τj+1τj−1τjτj−1τj−2 · · · τi
= Gn−1τn−1τn−2 · · · τj+1τjτj−1τj−2 · · · τi ⊂ H.
In any case, we have Hiτj ∈ H . Thus, all generators τ1, . . . , τn−1 belong to H .
Then, we have Gn = H . For each Hi and Hj , the set Hi ∩Hj has no elements
if i 6= j. Hence, we have |Gn| = |H | = n|Gn−1| = n!.
In §4, we denote by V a vector space over C with a basis {v1, . . . , vk}.
Definition 4.6. We define a bijective linear map F : V ⊗ V → V ⊗ V by
F (vi ⊗ vj) := qi,j(vj ⊗ vi)
for any integers i, j = 1, . . . , k.
Proposition 4.7. The map F satisfies F ◦ F = idV and the Yang Baxter
equation. That is,
(idV ⊗ F ) ◦ (F ⊗ idV ) ◦ (idV ⊗ F ) = (F ⊗ idV ) ◦ (idV ⊗ F ) ◦ (F ⊗ idV )
holds as a linear map on V ⊗ V ⊗ V .
Proof. First, we show F ◦ F = idV . For any integers i, j = 1, . . . , n, we have
F ◦ F (vi ⊗ vj) = qi,jF (vj ⊗ vi) = qi,jqj,i(vi ⊗ vj) = vi ⊗ vj by the definition of
q. Then, we have F ◦ F = idV .
Next, we show that the map F satisfies the Yang Baxter equation. For any
integers i1, i2, i3 = 1, . . . , k, we have
(idV ⊗ F ) ◦ (F ⊗ idV ) ◦ (idV ⊗ F )(vi1 ⊗ vi2 ⊗ vi3)
= qi2,i3(idV ⊗ F ) ◦ (F ⊗ idV )(vi1 ⊗ vi3 ⊗ vi2 )
= qi1,i3qi2,i3(idV ⊗ F )(vi3 ⊗ vi1 ⊗ vi2)
= qi1,i2qi1,i3qi2,i3(vi3 ⊗ vi2 ⊗ vi1),
and
(F ⊗ idV ) ◦ (idV ⊗ F ) ◦ (F ⊗ idV )(vi1 ⊗ vi2 ⊗ vi3)
= qi1,i2(F ⊗ idV ) ◦ (idV ⊗ F )(vi2 ⊗ vi1 ⊗ vi3 )
= qi1,i3qi1,i2(idV ⊗ F )(vi2 ⊗ vi3 ⊗ vi1)
= qi2,i3qi1,i3qi1,i2(vi3 ⊗ vi2 ⊗ vi1).
Hence, we have (idV ⊗F ) ◦ (F ⊗ idV ) ◦ (idV ⊗F ) = (F ⊗ idV ) ◦ (idV ⊗F ) ◦ (F ⊗
idV ).
Definition 4.8. For each integer n ≥ 1, we define a representation ρq,n : Sn →
GL(V ⊗n) by
ρq,n(σi) := id
⊗(i−1)
V ⊗ F ⊗ id
⊗(n−i−1)
V
where σi = (i i+ 1).
By Lemma 4.5 and Proposition 4.7, this representation is well-defined.
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4.3 A representation matrix of ρq,n(σ)
In §4.3, for any σ ∈ Sn, we consider a representation matrix of the linear map
ρq,n(σ) with respect to the basis Bn on V
⊗n, which is defined by
{ v1 ⊗ · · · ⊗ v1, . . . , v1 ⊗ · · · ⊗ vk,
. . . ,
vk ⊗ · · · ⊗ v1, . . . , vk ⊗ · · · ⊗ vk}.
We define the following two serieses of matrices.
Definition 4.9. For any integers i, j = 1, . . . , k and l ≥ 0, we define matrices
Fl,j,i ∈M(k
l,C) by induction on l ≥ 0, and
F0,j,i := δj,i,
Fl,j,i := qj,i

 0Fl−1,1,i . . . Fl−1,k,i
0

 (l ≥ 1)
where matrices Fl−1,1,i, . . . , Fl−1,k,i lies on j-th row of Fl,j,i for l ≥ 1.
Definition 4.10. For any integer l ≥ 1, we define a matrix P (q, l) ∈M(kl,C)
by P (q, l) := (Fl−1,j,i)i,j .
First, we consider ρq,n(σ) when σ is a cycle of length p.
Proposition 4.11. Let m and p be integers with m + (p − 1) < n. Then the
matrix of the linear map ρq,n((m m+1 · · ·m+(p−1))) with respect to the basis
Bn is equal to I
⊗(m−1)
k ⊗ P (q, p)⊗ I
(n−m+(p−1))
k .
To prove Proposition 4.11, we state the following lemmas.
Lemma 4.12. The matrix of the linear map F : V ⊗ V → V ⊗ V with respect
to the basis B2 is P (q, 2).
Proof. For any integer j = 1, . . . , k, we have
(F (vj ⊗ v1), . . . , F (vj ⊗ vk))
= (qj,i(v1 ⊗ vj), . . . , qj,n(vk ⊗ vj))
=
k∑
p=1
(vp ⊗ v1, . . . , vp ⊗ vk)F1,j,p
= (v1 ⊗ v1, . . . , v1 ⊗ vk, . . . , vk ⊗ v1, . . . , vk ⊗ vk)


F1,j,1
...
F1,j,k

 .
Hence, this lemma holds.
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Lemma 4.13. For any integer l ≥ 2,
Fl,j,i = (Fl−1,j,i ⊗ Ik)(I
⊗(l−2)
k ⊗ P (q, 2)) (4.1)
holds.
Proof. We show this lemma by induction on l ≥ 2. If l = 2, then the identity
(4.1) holds by
(F1,j,i ⊗ Ik)P (q, 2) = qj,i

0 0Ik
0 0




F1,1,1 . . . F1,k,1
...
. . .
...
F1,1,k . . . F1,k,k


=

 0F1,1,i . . . F1,k,i
0

 = F2,j,i
where the matrix Ik is the (j, i) block in (F1,j,i⊗Ik) and matrices F1,1,i, . . . , F1,k,i
lies on j-th row.
We assume that the identity (4.1) holds for any integer m ≥ l − 1. By this
assumption, we have
(Fl−1,j,i ⊗ Ik)(I
⊗(l−2)
k ⊗ P (q, 2))
=

 0qj,i(Fl−2,1,i ⊗ Ik) . . . qj,i(Fl−2,k,i ⊗ Ik)
0




I
⊗(l−3)
k ⊗ P (q, 2) 0
. . .
0 I⊗(l−3)k ⊗ P (q, 2)


= qj,i

 0Fl−1,1,i . . . Fl−1,k,i
0

 = Fl,j,i
where matrices qj,i(Fl−2,1,i⊗ Ik), . . . , qj,i(Fl−2,k,i⊗ Ik) and Fl−1,1,i, . . . , Fl−1,k,i
lie on j-th row. Hence, the identity (4.1) holds for any l ≥ 2.
Lemma 4.14. For any integer l ≥ 2,
P (q, l) = (P (q, l − 1)⊗ Ik)(I
⊗(l−2)
k ⊗ P (q, 2))
holds.
Proof. We use (4.1) to prove this lemma. If l = 2, then we have
(P (q, 1)⊗ Ik)P (q, 2) = Ik2P (q, 2) = P (q, 2).
If l ≥ 3, then we have
(P (q, l − 1)⊗ Ik)(I
⊗(l−2)
k ⊗ P (q, 2))
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= (Fl−2,j,i ⊗ Ik)i,j


I
⊗(l−3)
k ⊗ P (q, 2) 0
. . .
0 I⊗(l−3)k ⊗ P (q, 2)


= ((Fl−2,j,i ⊗ Ik)(I
⊗(l−3)
k ⊗ P (q, 2)))i,j = (Fl−1,j,i)i,j = P (q, l).
Hence, this lemma holds.
Proof of Proposition 4.11. Let ρ′
q,n(σ) be a matrix of the linear map ρq,n(σ)
with respect to the basis Bn. We prove Proposition 4.11 by induction on p ≥ 2.
We assume p = 2. In this case, we have ρ′
q,n((m m+1)) = id
⊗i−1
V ⊗P (q, 2)⊗
id
⊗(n−i+1)
V by Lemma 4.12. Thus, this proposition holds if p = 2.
For any integer p ≥ 2, we suppose that this proposition holds when p − 1.
For any integer m ≥ 1,
(m m+ 1 · · ·m+ (p− 1)) = (m m+ 1 · · ·m+ (p− 2))(m+ (p− 2) m+ (p− 1))
holds. Thus,
ρ′
q,n((m m+ 1 · · ·m+ (p− 1)))
= ρ′
q,n((m m+ 1 · · ·m+ (p− 2)))(ρ
′
q,n((m+ (p− 2) m+ (p− 1)))
= (I
⊗(m−1)
k ⊗ (P (q, p− 1)⊗ Ik)⊗ I
⊗(n−m+(p−1))
k )
(I
⊗(m−1)
k ⊗ (I
⊗(p−2) ⊗ P (q, 2))⊗ I
⊗(n−m+(p−1))
k )
= I
⊗(m−1)
k ⊗ P (q, p)⊗ I
⊗(n−m+(p−1))
k
holds. Hence, this proposition holds.
By Proposition 4.11, the following corollary holds.
Cororally 4.15. Put pi1 = (1 2 · · ·λ1), pi2 = (λ1 + 1 · · · λ1 + λ2), . . . , piq =
(λ1 + · · ·+ λq−1 + 1 · · · n) ∈ Sn. Then, a matrix of ρq,n(pi1 · · ·piq) with respect
to the basis Bn is P (q, λ1)⊗ · · · ⊗ P (q, λq).
4.4 Calculation of ENr(λt(χ))
In §4.4, we show the calculation method of ENr(λt(χq,n)), where χq,n is the
character of the representation ρq,n.
One has φ(ENr(λt(χq,n))) = z◦λt(χq,n), hence its n-th element is ψ
n(χq,n).
Then, we investigate χq,n in order to calculate ENr(λt(χ)). We investigate χq,n
by the following propositions.
Proposition 4.16. For any integer l ≥ 2, we have
Tr(P (q, l)) =
{
Tr(q) if 2 | l,
k if 2 ∤ l.
In particular, the number Tr(P (q, l)) is an integer.
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Proof. First, we prove Tr(Fl,j,i) = δj,iq
l
j,i by induction on l ≥ 0. If l = 0, then
we have Tr(F0,j,i) = δj,i = δj,iq
0
j,i. Let l ≥ 1 be an integer and we assume that
Tr(Fl−1,j,i) = δj,iq
l−1
j,i . Then, we have
Tr(Fl,j,i) = Tr(qj,iFl−1,j,i) = qj,iδj,iq
l−1
j,i = δj,iq
l
j,i.
For P (q, l), we have
Tr(P (q, l)) =
k∑
i=1
Tr(Fl−1,i,i) =
k∑
i=1
ql−1i,i
Thus, for any integer i = 1, . . . , k we have
ql−1i,i =
{
qi,i if 2 | l,
1 if 2 ∤ l.
Hence, we have
Tr(P (q, l)) =
k∑
i=1
ql−1i,i =
{
Tr(q) if 2 | l,
k if 2 ∤ l.
By the definition of q, we have qi,iqi,i = 1, which means that qi,i = 1 or qi,i = −1
holds for any integer i = 1, . . . , k. Thus, the number Tr(q) is an integer. Hence,
the number Tr(P (q, l)) is an integer.
By Corollary 4.15, Proposition 4.16 and Lemma A.1, we have the following
proposition.
Proposition 4.17. Let σ be an element of Sn, and let {λ1, . . . , λm} be the cycle
structure of σ. Then, we have
χq,n(σ) = k
s1(σ)Tr(q)s2(σ)
where s1(σ) is the number of l = 1, . . . ,m such that 2 ∤ λl holds, and s2(σ) is
the number of l = 1, . . . ,m such that 2 | λl holds. In particular, the character
χq,n is an integer-valued character.
Remark 4.18. Remark that if matrices q = (qi,j)i,j ,q
′ = (q′i,j)i,j ∈ M(k,C)
satisfying qi,jqj,i = 1 and q
′
i,jq
′
j,i = 1 for any integers i, j = 1, . . . k, if Tr(q) =
Tr(q′) then two representation ρq,n and ρq′,n are isomorphic.
First, we calculateENr(λt(χq,n)(σ)) when σ = (1 2 · · ·n). Next, we calculate
when σ = (1 2 · · ·n)r for any integer r ≥ 1. Finally, we consider all σ ∈ Sn by
using Theorem 3.38.
To calculate ENr(λt(χ)), we use the following identity.
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Definition 4.19. For any integer l, we define M(l) = (m1,m2,m3, . . .) ∈
Nr(C) by
mn :=
1
n
∑
d|n
µ
(n
d
)
ln
for any integer n ≥ 1.
Note that if l ≥ 1, then mn is said to be the necklace polynomial in [MR].
For M(l), the following proposition holds.
Lemma 4.20. The followings hold.
(1) The n-th element of φ(M(l)) is ln for any integer l and n ≥ 1.
(2) We have Fr(M(l)) =M(l
r) for any integer l and r ≥ 1.
Proof. For the statement (1), the n-th element of φ(M(l)) is
∑
d|n
dmd =
∑
d|n
∑
d′|d
µ
( d
d′
)
ld
′
= ln
by the Mo¨bius inversion formula, where (m1,m2,m3, . . .) = M(l). The state-
ment (2) was proved by Metropolis and Rota [MR, p.104, Proposition 2].
First, we consider ENr(λt(χq,n)(σ)) when σ = (1 2 · · · n).
Proposition 4.21. Let n ≥ 1 be an integer and put σ = (1 2 · · ·n). Then,
ENr(λt(χq,n)(σ)) = Tn(M(Tr(q)) +W2c(M(k)−M(Tr(q))))
holds where c ≥ 1 is the maximum integer satisfying 2c | n.
Proof. We show that two elements
a = (a1, a2, a3, . . .) = φ(ENr(λt(χq,n)(σ)))
and
b = (b1, b2, b3, . . .) = φ ◦ Tn(M(Tr(q)) +W2c(M(k)−M(Tr(q))))
are equal. To show it, we prove three identities ad = a(n,d) for any integer d ≥ 1,
bd = b(n,d) for any integer d ≥ 1 and ad = bd if d | n.
First, we consider the element a. By Theorem 2.15, we have φ(ENr(λt(χq,n)(σ))) =
z(λt(χq,n)(σ)). Thus,
ad = ψ
d(χq,n)(σ) = χq,n(σ
d).
By Proposition 4.17, χq,n is an integer-valued character. Thus we have ad =
a(n,d) by Lemma 3.19. If d | n, then σ
d is a d-times multiple of cycles of length
n/d by Lemma 3.3. Hence, we have
χq,n(σ
d) =
{
kd if 2 ∤ n/d,
(Tr(q))d if 2 | n/d.
(4.2)
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Next, we consider the element b. By Propositions 3.9 and 4.2,
(b1, b2, b3, . . .) = Tn(φ(M(Tr(q))) +W2c(φ(M(k))− φ(M(Tr(q)))))
holds. Thus, the element b belongs to the image of Tn, which means that
bd = b(n,d) holds by Proposition 3.6 (2). If d | n, then
bd =
{
kd if 2c | d,
(Tr(q))d if 2c ∤ d
(4.3)
by Lemmas 4.4 and 4.20.
A divisor d of n satisfies 2 ∤ n/d if and only if 2c | d holds. Thus, ad = bd
holds for any divisor d of n by (4.2) and (4.3). Hence, we have a = b. Since C
is Z-torsion free, this proposition holds.
Next, we have the following proposition.
Proposition 4.22. For any divisor r of n we have
Fr(α) = Tn/r(M(Tr(q)
r) +W2c−f (M(k
r)−M(Tr(q)r)))
where f is the maximum number satisfying 2f | r and
α = Tn(M(Tr(q)) +W2c(M(k)−M(Tr(q)))).
Proof. One has
Fr(α) = Fr ◦ Tn(M(Tr(q)) +W2c(M(k)−M(Tr(q))))
= Tn/(n,r) ◦ Fr(M(Tr(q)) +W2c(M(k)−M(Tr(q))))
= Tn/r(Fr(M(Tr(q))) + Fr ◦W2c(M(k)−M(Tr(q))))
= Tn/r(Fr(M(Tr(q))) +W2c−f (Fr(M(k))− Fr(M(Tr(q)))))
= Tn/r(M(Tr(q)
r) +W2c−f (M(k
r)−M(Tr(q)r))).
where the second, fourth or fifth equality follows from Proposition 3.11, Propo-
sition 4.3 or Lemma 4.20 (2), respectively.
By Proposition 4.22, we have the following corollary.
Cororally 4.23. For any integers n ≥ 1 and r ≥ 1,
ENr(λt(χq,n)(σ
r)) = Tn/r(M(Tr(q)
r) +W2a−b(M(k
r)−M(Tr(q)r)))
holds where σ = (1 2 · · ·n), and integer a or b is the maximum number satisfying
2a | n holds or 2b | n/r holds, respectively.
Proof. Put α = Tn(M(Tr(q)) +W2a(M(k)−M(Tr(q)))). Then
Fr(α) = Tn/r(M(Tr(q)
r) +W2a−b(M(k
r)−M(Tr(q)r)))
by Proposition 4.22. On the other hand, we have Fr(α) = ENr(λt(χq,n)(σ
r)).
Hence, this corollary holds.
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We calculated λt(χq,n))(σ) where σ = (1 2 · · ·n) in Proposition 4.21 and
where the cycle structure {λ1, . . . , λm} of an element σ ∈ Sn satisfies λi = λj
for any integer i, j = 1, . . .m in Corollary 4.23.
Finally, we state the calculation method when σ is the product of two disjoint
cycles by the following proposition. Hence, we can calculate ENr(λt(χq,n))(σ)
for any σ ∈ Sn, because all elements of Sn can be written as a product of cycles.
Proposition 4.24. For any σ ∈ Sm and τ ∈ Sn, we have
λt(χm+n,q)(στ) = λt(χm,q)(σ) ·Λ λt(χn,q)(τ).
where we identify the subgroup {σ ∈ Sm+n | σ(i) = i, i = m + 1, . . . , n} or
{τ ∈ Sm+n | τ(i) = i, i = 1, . . . ,m} of Sm+n with Sm or Sn, respectively.
Proof. First, we show Res
Sm+n
Sm×Sn
(χm+n,q) = χn,qχm,q as a character of the
product group Sm × Sn. For any σ
′ ∈ Sm and let τ
′ ∈ Sn, we have s1(σ
′τ ′) =
s1(σ
′) + s1(τ
′) and s2(σ
′τ ′) = s1(σ
′) + s2(τ
′). Thus, we have χm+n,q(σ
′τ ′) =
χn,q(σ)χm,q(τ). Hence, we have Res
Sm+n
Sm×Sn
(χm+n,q) = χn,qχm,q.
We use this fact. By Lemma 3.33, the d-th element of z(λt(χm+n,q)(στ)) is
ψd(χm+n,q)(στ) = χm+n,q(σ
dτd)
= Res
Sm+n
Sm×Sn
(χm+n,q)((σ
d, τd))
= χm,q(σ
d)χn,q(τ
d),
which is the product of d-th elements of z(λt(χm,q)(σ)) and z(λt(χn,q)(τ)).
Thus, we have z(λt(χm+n,q)(στ)) = z(λt(χm,q)(σ) ·Λ λt(χn,q)(τ)).
Since C is Z-torsion free, the map z is injective. It follows that we have
λt(χm+n,q)(στ) = λt(χm,q)(σ) ·Λ λt(χn,q)(τ).
By Proposition 4.24, we can calculate λt(χq,n)(σ) for all σ ∈ Sn, and we can
apply Theorem 3.38.
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A Appendix
In this section, we state some notions and propositions which are used in this
paper.
A.1 Vector spaces
For any A ∈M(k,C), we denote the trace of A by Tr(A).
For any A,B ∈ M(k,C), we denote the Kronecker product of A and B by
A⊗B.
For any complex vector space V , we denote the set of all bijective linear
maps on V by GL(V ).
Let F : V → V be a linear map of a vector space V . We define Tr(F ) by the
trace of the matrix of F with respect to a basis {x1, . . . , xn}. Note that Tr(F )
does not depend on the basis {x1, . . . , xn}.
For any vector spaces V and W , we denote the direct sum of V and W by
V ⊕W , and the tensor product of V and W by V ⊗W .
Let V and W be vector spaces and let F : V →W be a linear map. For any
integer n ≥ 1, we denote n-times tensor product of V by V ⊗n, and we define a
linear map F⊗n : V ⊗n →W⊗ by F⊗n(v1 ⊗ · · · ⊗ vn) := F (v1)⊗ · · · ⊗F (vn) for
any v1, . . . , vn ∈ V .
Let V1, V2,W1 and W2 be vector spaces and let F1 : V1 →W1 and F2 : V2 →
W2 be linear maps. Then, we define a linear map F1⊗F2 : V1⊗V2 →W1⊗W2
by F1 ⊗ F2(v1 ⊗ v2) := F1(v1)⊗ F2(v2) for any v1 ∈ V1 and v2 ∈ V2.
For the Kronecker product of two matrices, the following lemma holds from
Lemma (v) in [Knu, p.83].
Lemma A.1. For any A ∈M(k1,C) and B ∈M(k2,C), we have Tr(A⊗B) =
Tr(A)Tr(B).
A.2 Finite groups
Let G be a finite group.
Lemma A.2. Two elements g1, g2 ∈ G generate the same cyclic group 〈g1〉 =
〈g2〉 if and only if there exists an integer k ≥ 1 such that g
k
1 = g2 and (k,O(g1)) =
1 hold.
Lemma A.3. Let g1 and g2 be elements of G with 〈g1〉 ∩ 〈g2〉 = {1} and
g1g2 = g2g1. Then, we have O(g1g2) = [O(g1), O(g2)].
Proof. First, we show (g1g2)
[O(g1),O(g2)] = g
[O(g1),O(g2)]
1 g
[O(g1),O(g2)]
2 = 1. In
addition, if an arbitrary integer k satisfies (g1g2)
k = 1, then O(g1) | k and
O(g2) | k hold by 〈g1〉 ∩ 〈g2〉 = {1}. Hence, we have [O(g1), O(g2)] | k. This
means O(g1g2) | [O(g1), O(g2)].
Conversely, (g1g2)
O(g1g2) = 1 implies that g
O(g1g2)
1 = g
−O(g1g2)
2 ∈ 〈g1〉 ∩
〈g2〉 = {1} which means O(g1) | O(g1g2) and O(g2) | O(g1g2). Hence we have
[O(g1), O(g2)] | O(g1g2). Hence, O(g1g2) = [O(g1), O(g2)] holds.
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A.3 For symmetric groups
In this paper, we denote the symmetric group on n-letters by Sn. For more
detail, see [Knu, p.124].
An element σ of Sn is a cycle of length q, there exists a subset {i1, . . . , iq} ⊂
{1, . . . , n} such that σ(i1) = i2, σ(i2) = i3, . . . , σ(iq) = i1 and σ(m) = m hold
where m is not the form ij. In the case, we write σ = (i1 i2 · · · in).
An element σ ∈ Sn can be written as a product of disjoint cycles: σ =
(i1 i2 · · · iq)(j1 j2 · · · jr) · · · (k1 k2 · · · ks) where all integers which have the form
ip, jq, . . . , ks are distinct. The cycle structure of σ is a partition (λ1, . . . , λm) of
n where λi is the size of the cycles in the decomposition.
By Lemma A.3, we have the following lemma.
Lemma A.4. An element of σ ∈ Sn which has the cycle structure (λ1, . . . , λm)
satisfies that O(σ) is the least common multiple of λ1, . . . , λm
For the cycle structure of σ ∈ Sn, it is known the following lemma.
Lemma A.5. [Knu, p.125] Two elements of Sn are conjugate if and only if
they have the same cycle structure.
A.4 For representations of finite groups
Let G be a finite group.
We define a group homomorphism ρ : G→ GL(V ) by a representation of G,
where the vector space V is a complex vector space whose dimension is finite.
We define the degree of ρ by dimC(V ).
The character of ρ, which is denoted by χ, is the map χ : G→ C defined by
χ(g) = Tr(ρ(g)) for any g ∈ G.
Next, we define a G-set. A G-set X is a set equipped with a map
ι : G×X → X, ι(g, x) = gx
which satisfies
g1(g2x) = (g1g2)x, 1x = x
for any g1, g2 ∈ G and x ∈ X (Note that we have mentioned it in §6.1).
Put X = {x1, . . . , xn}. We define the permutation representation associated
with X by the representation ρX : G → GL(V ) where V is the n-dimensional
vector space which is formally generated by {x1, . . . , xn}, and ρX(g)(xi) := gxi
holds for any g ∈ G. Finally, we define the permutation character associated
with X by the character of ρX .
For any g ∈ G, the matrix of ρX(g) with respect to the basis {x1, . . . , xn} is
written by (xi,j)1≤i,j≤n, satisfies
xi,j =
{
1 if xj = gxi,
0 otherwise.
Let χ be the permutation character associated withX . Then, χ(g) is the number
of x ∈ X such that gx = x holds.
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A.5 For commutative rings
We consider the following two properties on a commutative ring R.
Definition A.6. A commutative ring R is Z-torsion free if the map r 7→ nr
is injective for any integer n ≥ 1. A commutative ring R is a Q-algebra if R
contains a subring which is isomorphic to Q as rings.
With the Mo¨bius function, the following proposition holds.
Proposition A.7 (Mo¨bius inversion formula). Let (a1, a2, a3, . . .) and
(b1, b2, b3, . . .) be infinite vectors of a commutative ring R. Two elements a and
b satisfy
bn =
∑
d|n
ad
for any integer n ≥ 1 if and only if
an =
∑
d|n
µ
(n
d
)
bd
holds for any integer n ≥ 1.
We state the Gauss Lemma.
Lemma A.8 ([Ste, Lemma 3.17]). Let f be a polynomial over Z that is irre-
ducible over Z. Then f , considered as a polynomial over Q, is also irreducible
over Q.
A.6 For semirings and their ring completion
In this section, we tell the notion of the ring completion. For more detail, see
[Hus, §9.3].
We define a semiring by a triple (S, α, µ) where S is a set, the map α :
S × S → S is the addition function usually denoted by α(a, b) = a + b, and
the map µ : S × S → S is the multiplication function usually denoted by
µ(a, b) = ab, and satisfies all axioms of a ring except the existence of negative
or additive inverse. For simplicity, we denote a semiring (S, α, µ) by S.
We define a semiring homomorphism from a semiring S to a semiring S′ by
a map f : S → S′ such that f(a + b) = f(a) + f(b), f(ab) = f(a)f(b) and
f(0) = 0 hold.
Proposition A.9. For any semiring S, there exists a pair (S∗, θ), where S∗ is
a ring and θ : S → S∗ is a semiring homomorphism such that if for any ring R
and a semiring homomorphism f : S → R, there exists a ring homomorphism
g : S∗ → R such that g ◦ θ = f holds.
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