The goal of regression analysis is to describe the stochastic relationship between an input vector x and a scalar output y. This can be achieved by estimating the entire conditional density p( y | x). In this letter, we present a new approach for nonparametric conditional density estimation. We develop a piecewise-linear path-following method for kernelbased quantile regression. It enables us to estimate the cumulative distribution function of p( y | x) in piecewise-linear form for all x in the input domain. Theoretical analyses and experimental results are presented to show the effectiveness of the approach.
Introduction
The goal of regression analysis is to describe a statistical relationship between an input vector x and a scalar output y. The stochastic dependency of y on x can be fully described by modeling the conditional density p(y | x). In this letter, we are concerned with the problem of estimating a conditional density from a set of input-output training pairs. We denote the training set as {(
, where x i ∈ X is an input vector from domain X and y i ∈ R is a scalar output. Figure 1 shows an example of a conditional density estimation for a data set on bone mineral density (BMD) in adolescents ages 12, 18, and 24 years old. 1 In this example, the relative change in spinal BMD is studied as a function of age, and measurements of 485 adolescents {(x i , y i )} 485 i=1 are displayed as a scatter plot. Using the methodology introduced in this letter, we estimated the densities of the relative change in spinal BMD for 12-, 18-, and 24-year-old adolescents. These estimated conditional densities are superimposed in the scatter plot (their scales are adjusted for display). The conditional density estimation is an effective tool for exploratory data analysis. It provides deeper insight into the underlying population of the data than conventional regression analysis does.
In many regression analyses, strong assumptions are usually imposed for the structure of conditional densities. The regression model with the simplest structure is represented as
where µ : X → R is a deterministic function and {ε i } n i=1 are independently and identically distributed random variables with mean zero. Equation 1.1 is sometimes called the location-shift model because the location of the conditional densities depends on the inputs. The location function µ in equation 1.1 can be estimated using many methods such as least-squares fit. The density of ε can be easily estimated using the residuals from the fit.
There is a more general model in which not only the location but also the scale of the conditional density depends on the inputs. This location-scale model or heteroscedastic model is represented as
where σ : X → R + is a positive-value function. In this model, we need to estimate scale function σ as well as location function µ. If a parametric representation of ε is provided, the maximum likelihood method can be used to estimate µ and σ . In the literature of neural networks, equation 1.2 is sometimes called the input-dependent-variance model. Nix and Weigend (1994) and Williams (1996) implemented the location-scale model using a multilayer perceptron (MLP) with an assumption that ε is normally distributed. Bishop (1994) proposed a more general and useful approach called mixture density networks (MDN) . MDN describes the conditional density by the mixture of parametric distributions. All the parameters are estimated as the outputs of an MLP using the maximum likelihood criterion.
Several conditional density estimators have been studied in the framework of nonparametric smoothing (Fan, Yao, & Tong, 1996; Hall, Wolff, & Yao, 1999) . In these methods, the conditional densities are estimated using a weighted version of traditional kernel density estimation. Roughly speaking, when we estimate p(y | x 0 ) for a certain x 0 ∈ X , the "weight" of y i is determined based on the distance between x 0 and x i . If the distance is large, a small weight is assigned to y i and vice versa. These approaches are applicable to only one-or two-dimensional input problems because of the curse of dimensionality.
In this letter, we propose a different approach for conditional density estimation. The building block of our approach is quantile regression (Koenker & Bassett, 1978) . Quantile regression is a tool to estimate the quantiles of conditional density p(y | x) as functions of x. For 0 < τ < 1, the order τ conditional quantile function f τ : X → R is estimated by the following minimization problem:
where F is a certain class of functions. Takeuchi, Le, Sears, and Smola (2006) and Li, Liu, and Zhu (2007) presented kernel-based quantile regression (KQR). KQR inherited many desirable properties of kernel machines. The solution is (almost) unique and guaranteed to be globally optimal because it is formulated as a convex optimization problem. It can be applied to a high-dimensional or structured input problem with the use of a kernel trick. A family of conditional quantile functions f τ at all the ranges of τ ∈ (0, 1) provides a full description of the conditional density p(y | x). The main idea we introduce in this letter is to develop a piecewise-linear pathfollowing method (Hastie, Rosset, Tibshirani, & Zhu, 2004) for KQR in order to estimate the solution path of conditional quantile functions for all τ ∈ (0, 1). This enables us to estimate the cumulative distribution function (CDF) of the conditional density p(y | x) in piecewise-linear form. After smoothing the CDF, we obtain the nonparametric conditional density estimatep(y | x) as illustrated in Figure 1 .
Our conditional density estimator has several advantages. Compared with work by Nix and Weigend (1994) and Williams (1996) , our estimator is more flexible because it does not assume any parametric form of the conditional density distributions. The normal mixture representation by MDN (Bishop, 1994 ) is a useful approach, but it is still in the framework of the parametric density estimation. Work by Fan et al. (1996) and Hall et al. (1999) is applicable only to problems with one-or two-dimensional inputs, but ours can be directly applied to high-dimensional or structured input problems with the use of the kernel trick.
The letter is organized as follows. In section 2 we briefly review the KQR and summarize the optimality conditions. In section 3 we describe the piecewise-linear path-following algorithm for KQR. In section 4 we discuss how to estimate the conditional density from the piecewise-linear solution path. In section 5 we empirically examine the performance of our conditional density estimator. Section 6 concludes the letter.
Kernel Quantile Regression
In this section, we summarize the kernel-based quantile regression (KQR) studied in Takeuchi et al. (2006) . They studied a nonparametric model for conditional quantile function by considering a linear model in a reproducing kernel Hilbert space (RKHS). The model with quantile order τ ∈ (0, 1) is written as
where is the feature map implicitly defined by a kernel K , β τ is a vector of slope parameters, and β τ,0 is a scalar intercept parameter for the linear model in the RKHS. The superscript denotes the transpose of vectors or matrices. The quantile regression estimator, equation 1.3, for f τ with a L 2 regularizer yields
where λ ∈ R + is a positive scalar parameter to control the degree of regularization.
Equation 2.1 is rewritten as the following constrained minimization problem:
where {ξ
are slack variables. The Lagrange primal function of equation 2.2 is represented as
, and {η
are the Lagrange multipliers. Letting the derivatives of L τ with respect to primal variables β τ , β τ,0 , {ξ
be zero, we have
In addition, the optimal solution needs to satisfy
These optimality conditions are summarized as
3a)
3b)
If there are nonbounded α τ,i ∈ (τ − 1, τ ) at optimality, the intercept β τ,0 is determined using any one of these by
otherwise, we can specify only the range of β τ,0 as
The conditional quantile model at order τ is represented by
where α τ,0 = λβ τ,0 is introduced for notational simplicity.
Kernel Quantile Regression Path
Recently the piecewise-linear path-following algorithm was developed for obtaining the solution path of kernel machines for a range of regularization parameters (Hastie et al., 2004; Li et al., 2007) . In this letter, we develop a piecewise-linear path-following algorithm for computing the entire solution path over the quantile orders τ ∈ (0, 1). It enables us to estimate the cumulative distribution function (CDF) of p(y | x) for all x ∈ X in piecewiselinear forms.
The conditional quantile function model, equation 2.5, is characterized by n + 1 parameters {α τ,i } n i=0 . We investigate how these parameters change with τ ∈ (0, 1) and show that they are described as piecewise-linear functions of τ . Let us define the following sets:
(3.1)
From the optimality conditions, equations 2.3a to 2.3c, each training data point is a member of any one of these sets. Let us define an event point as a point in [0, 1] at which any one of the training points moves from one of the above three sets to another, and call such movement event. Our algorithm starts with τ = 0 and increases it toward 1. As τ increases, the algorithm keeps track of all the events. Let the number of events be L, and denote the sequence of event points as 0
It will be shown in section 3.1 that the parameters {α τ,i } 3.1 Linearity of the Solution Path Between Two Event Points. First, we consider the solution path of the KQR between two event points τ and τ +1 , = 0, 1, . . . , L − 1. Here, we omit the subscript τ to denote three sets in equation 3.1 because the members of these three sets are invariant between two event points. Let us denote the size of I 0 as n 0 , and let the first n 0 elements be the members of I 0 without loss of generality. Also, let K 0 be the n 0 × n 0 matrix with (i, j)th entry K i j for i and j in I 0 and 1 n 0 be a vector of 1s with size n 0 . In this section, we assume I 0 is not empty (i.e., n 0 > 0). We deal with the case of empty I 0 in section 3.3.
where the fourth equality holds because α τ,i = τ, α τ ,i = τ , ∀i ∈ I + , and
− from equations 2.3a and 2.3c, respectively. Also from equation 2.3d,
We can combine these n 0 + 1 equations as follows:
Solving the linear system of equations 3.2, we can write
where c j ∈ R for j ∈ I 0 . Similarly,
and we define c j = 1 for all j ∈ I + and I − . Therefore, the KQR parameters {α τ,i } n i=0 are linear in τ between any two event points. From the optimality conditions 2.3a and 2.3c, OUT+ and OUT− events happen when
How to Find
respectively. From the optimality condition, equation 2.3b, IN event happens when
τ . Among these, the smallest τ ≥ τ is chosen as the next event point:
where 
Empty
where n − τ ∈ {0, 1, 2, . . . , n}.
From lemma 1, for 0 < ε < 
Solving this 2 × 2 linear system of equations, 
Since this contradicts the fact that i
This proves the first part of lemma 2. The second part can be proved similarly.
From lemma 2, we can develop an algorithm for empty I 0 τ cases. If it happens that I 0 τ becomes empty at the * th event, we set the next event point:
Interestingly, the nonuniqueness of the solution at τ with empty I 0 τ corresponds to the nonuniqueness of the ordinary sample quantiles in unconditional settings.
3 If all of our training inputs {x i } n i=1 take the same values, our conditional quantile estimator reduces to (unconditional) sample quantiles. In this case, the empty I 0 τ situation examined in this section occurs exactly n − 1 times in τ ∈ (0, 1) at τ = 
where I 0 τ contains only arg min i {y i } and I + τ contains the rest of the training data points. Similarly, the algorithm is terminated at τ = 1 with The discussion on the computational complexity of the regularizationpath algorithm in Hastie et al. (2004) applies to the KQR-path algorithm in a similar way. At each event, the main computational cost is solving the linear system of equations 3.2. With the use of rank-one update of the factorizations of the left-hand-side matrix in equation 3.2, it involves O(|I (Hastie et al., 2004; Bach, Heckerman, & Horvits, 2006) , our empirical results also indicated that the number of events L is O(n). With this conjecture, the computational complexity of the KQR-path algorithm is O(m 2 n + mn 2 ), which is similar to that of solving the KQR for a single fixed τ . At any IN event of the KQR-path algorithm, if the left-hand-side matrix of equation 3.2 becomes singular, the solution is not unique. In this case, we need to specify the subspace of optimal solutions and develop a way to continue the path following. This can occur if and only if the kernel matrix K is not strictly positive definite in the subspace {z ∈ R n | 1 n z = 0,
In the case of a gaussian kernel, this degeneracy can happen if and only if there are two or more identical training examples (tied in both x and y). Such identical training examples can be detected in the preprocessing stage, and we can easily cope with the situation. Our current implementation can cope with the degeneracies caused by identical training examples, but it can fail in the case of other type of degeneracies. 4 We note that this degeneracy problem on the path-following or related active set algorithms for kernel machines remains an open problem in the literature. To the best of our knowledge, no existing studies provide a satisfactory answer to this problem.
KQR-Path and Conditional Probability Density

Conditional Density Estimation from the KQR-Path.
The following theorem states that the KQR-path algorithm estimates the cumulative distribution function (CDF) of p(y | x) in piecewise-linear form.
Theorem 1. Given an arbitrary input x 0 ∈ X , the CDF of the distribution p(y
| x = x 0 ) is estimated aŝ F y|x=x0 (τ ) = τ +1 − τ τ +1 − τ F y|x=x0 (τ ) + τ − τ τ +1 − τ F y|x=x0 (τ +1 ), f or τ < τ < τ +1 ,
whereF y|x=x0 (·) is the estimated CDF of p(y|x = x 0 ) by KQR-path.
Proof. From section 3, the τ th conditional quantile model f τ is represented as 
. CDF is the inverse of the quantile function, so the proof is completed. Figure 3 shows examples of estimated piecewise-linear CDFs of p(y | x = 12), p(y | x = 18), and p(y | x = 24) in the BMD example. In our analysis, we note that the estimated CDF may not satisfy the monotonic increasing property. This undesirable property corresponds to the well-known quantile crossing problem (He, 1997; Takeuchi et al., 2006) . To rectify the problem, we need to transform the estimated CDF into a monotonically increasing function. Furthermore, if the goal is to estimate smooth conditional density functions, a smoothing operation is required in the same way as the unconditional density estimation problem. In this letter, we provide a simple option to make the estimated CDF a monotonically increasing and smooth function. First, n samples are uniformly sampled from piecewiselinear CDFs. Then a unconditional density estimator is applied to those n samples. In particular, for the experiments described in the next section, we used kernel density estimation with Silverman's heuristics (Silverman, 1986). Note that this step is independent of the KQR-path algorithm, and there may exist (possibly better) alternative approaches for this purpose.
Uniform Bound of KQR-Path Estimate.
We prove the uniform convergence property of the KQR-path estimator. Based on ψ τ , we define the expected quantile risk as
where f ∈ F is represented as f = g + β with g ∈ H and β ∈ R, where H is the RKHS with the kernel function K . In estimating the KQR-path, we resort to minimizing the empirical risk with a regularizer. That is, the estimator is a minimizer of the empirical average of the loss function,
where z = (x, y) ∈ X × R and · H is the norm on H. The regularization parameter λ n , depending on sample size n, goes to zero monotonically as n goes to infinity.
be the empirical counterpart. We define G as a class of functions mapping from X × R to R,
andf τ be the estimator minimizing R τ,reg [ f ] subject to the same constraint. We evaluate the probability of the event,
in the infinite sample limit. We denote the covering number of G as N ∞ (ε, G, n), where the distance for N is the · ∞ -distance. Roughly speaking, N ∞ (ε, G, n) is the minimal number to cover the set G by spheres with radius ε, when the distance between two functions is measured only on n sample points. The covering number concept dates back to Pontriagin and Schnirelmann (1932) , Kolmogorov (1956) , and Kolmogorov and Tihomirov (1961) . In the context of machine learning, Zhang (2002 Zhang ( , 2004 proposed an upper bound of the covering number.
We apply the following theorem to derive the rate of uniform convergence for the expected quantile risk:
Theorem 2 (Pollard, 1984) . Suppose all functions in G are uniformly bounded such as |φ| < L. For any ε > 0 and any n such as n > 8L 2 /ε 2 , the inequality
holds.
Then we obtain the statistical property of the KQR-path estimate:
Theorem 3. Suppose that sup x∈X K (x, x) < ∞ and that for any function f = g + β ∈ F for g ∈ H and β ∈ R satisfying φ(·; f, τ ) ∈ G, the inequalities g H ≤ A := max A, A/ sup x∈X K (x, x) and |β| ≤ B hold. The random variable Y is assumed to be bounded such as |Y| < M in probability one. Let L be a constant such that |φ| < L holds for any φ ∈ G. Note that L is represented byĀ, B, M, and λ 1 . Then for any ε > 0 and any n such as max {λ nĀ 2 ,
Proof. We use the standard bounding trick that
By applying theorem 2, we complete the proof. Zhang (2002 Zhang ( , 2004 has given an upper bound of the covering number  N ∞ (ε, G, n) . Applying Zhang's results, we find that the probability (see equation 4.2) goes to zero as n goes to infinity. The upper bound, equation 4.2, can be improved by using the recent result of SVMs (see Steinwart & Christmann, 2008 , for details).
Numerical Experiments
To investigate and illustrate the conditional density estimation using the kernel quantile regression path (KQR-path) method, we performed numerical experiments.
Most commonly used performance measures in (unconditional) density estimation are mean integrated square errors (MISE). For a certain input x 0 ∈ X , if g * andĝ are the true and the estimated conditional probability for a given x 0 , respectively, MISE is defined as
where E data {· · ·} denotes the expectation under the sample distribution. In our KQR-path algorithm, we minimize
Since it has been shown in the quantile regression literature that minimizing quantile loss function ψ is a promising approach for conditional quantile estimation, the empirical counterpart of
may be used as a performance measure. Although equation 5.1 can be used to evaluate the CDF estimator, it is not an informative measure for the PDF estimation performance. In Bartlett, Jordan, and McAuliffe (2006) and Steinwart and Christmann (2008) , the connection between the MISE and equation 5.1 has been worked out in detail from the viewpoint of the surrogate loss functions.
Artificial Data.
Data Sets.
We considered only univariate input problems in order to visualize the estimated conditional densities. Data set {(x i , y i )} n i=1 was generated as follows. The input {x i } n i=1 was uniformly drawn from [−1, 1]. The output
independent and identically distributed. We considered two sample sizes: n ∈ {100, 200}. The location function µ was set to be µ(x) = sinc(2π x) in all the experiments in section 5.1, where sinc(z) = (sin z)/z if z = 0 and 1 otherwise. We considered homoscedastic (homo) and heteroscedastic (hetero) scale functions for σ . We used σ (x) = 0.25 for the former and σ (x) = 0.125 exp(1 − x) for the latter. To simulate a variety of densities, we used eight normal mixture densities in Marron and Wand (1992) 
) 2 ); D6 Bimodal:
) 2 ); D7 Separated bimodal:
) 2 ); and D8 Skewed bimodal:
) 2 ). Figures 4 and 5 display the results of the homoscedastic and the heteroscedastic data sets, respectively.
Estimators.
In all the experiments on the KQR-path, we used a gaussian kernel: k(x i , x j ) = exp{−||x i − x j || 2 /2γ 2 }. Thus, it has two hyperparameters: the regularization parameter λ and the standard deviation of gaussian kernel γ . We chose the pair of hyperparameters from all possible 7 × 7 combinations of λ ∈ {0.1, 0.2, 0.5, 1, 2, 5, 10} and γ ∈ {0.1, 0.2, 0.5, 1, 2, 5, 10} using 10-fold cross-validation.
MDN also has a pair of hyperparameters: the number of hidden units and weight decay penalty. These hyperparameters were chosen from all possible 7 × 7 combinations of the number of hidden units in {1, 2, 3, 4, 5, 7, 10} and a weight decay penalty coefficient in {0, 10 −4 , 10 −3 , 10 −2 , 10 −1 , 1, 10} using 10-fold cross-validation. MDN was trained using the Fletcher-Reeves conjugate gradient algorithm with Brent's line search method. One of the important issues in mixture density estimation is how to determine the number of components. In our artificial data experiments, we examined three approaches. Since we generated data from normal mixture densities, we know the actual number of components. In the first approach, we used this actual number of components. We named the MDN with this approach as MDN-OPT. In the second approach, we used a sufficient number of components. Even when there are too many components, MDN has the potential to describe true mixture densities by assigning zero mixing proportions for redundant components. In our experiments, we set the number of components to be 10 for this purpose. We named the MDN with this second approach MDN-10. In the third approach, we used cross-validation. 
Actual Data.
Bone Mineral Density Data Set.
In section 1, we provided an example or bone mineral density (BMD) data to illustrate conditional density estimation problems. We describe it in detail here. The sample size is n = 485. We normalized both the input and the output variables so that they have zero mean and unit variance.
In the KQR-path estimator, we used a gaussian kernel. The pair of hyperparameters was selected using 10-fold cross-validation in the same way as simulation studies in section 5.1, and λ = 0.1 and γ = 1.0 were selected. The algorithm found L = 1349 event points. The average and maximum
were 5.59 and 9, respectively. Figure 6a shows the estimated conditional densities for x = 12, 18, and 24.
We also applied MDN to BMD data. The number of mixture components, number of hidden units, and weight decay penalty parameter were determined by 10-fold cross-validation in the same way as MDN-CV in section 5.1. The selected number of components was 5, the number of hidden units was 4, and the weight decay penalty parameter was 1.0. We trained several MDNs with different initial parameters (weights) and slightly different but qualitatively similar results were obtained. Figure 6b shows an example of the estimated conditional densities by MDN.
At first sight, the densities estimated by the KQR-path seem to be slightly oversmoothed and those by MDN look undersmoothed. For example,p(y | x = 12) by the KQR path clearly suggests bimodality, but the corresponding density by MDN is unimodal. It is important to know whether these two modes are actually present or just artifacts. An answer is available in this example by separating the data set according to sex. Figure 7 shows the estimated densities for the male and female samples. In both the KQR-path and MDN, estimated conditional densities of male and female sample for x = 12 were unimodal, and their modes seem to have correspondence with the two modes in Figure 6a . It indicates that the two modes suggested by the KQR-path estimator are true and important features of the conditional density p(y | x = 12).
Boston Housing Data
Set. So far we have studied univariate input data sets. Our CDE can be directly applied to high-dimensional input data. To illustrate this, we apply the KQR-path and MDN to the well-known Boston Housing data set. The sample size is n = 506, and the input dimension is 13. We normalized all the input and output variables so that they have zero mean and unit variance.
In the KQR-path, we used a gaussian kernel. The pair of hyperparameters was selected using 10-fold cross-validation in the same way as simulation In MDN, the number of components, number of hidden units, and weight decay penalty parameter were determined by 10-fold cross-validation in the same way as MDN-CV in section 5.1. The selected number of components was 2, the number of hidden units was 1, and the weight decay penalty parameter was 1.0. We trained several MDNs with different initial parameters (weights) and obtained slightly different but qualitatively similar results. Figure 8b shows an example of the estimated conditional densities of the output y given the three input vectors x i (0.25) , x i (0.50) , and x i (0.75) .
Conclusion
In this letter, we developed a piecewise-linear path-following algorithm to obtain the entire solution path over quantile orders τ ∈ (0, 1). It enabled us to estimate the cumulative distribution function of the conditional density p(y | x) for all x ∈ X in piecewise-linear forms. The resulting conditional density estimates are nonparametric, and experimental results demonstrate that the proposed approach could be useful in practical applications. One of the limitations of the approach is that it can be applied only to scalar output problems. It might be interesting to consider an extension of the methodology for multivariate output problems.
