Abstract We develop a family of Eulerian-Lagrangian localized adjoint methods for the solution of the initial-boundary value problems for rst-order advection-reaction equations on general multi-dimensional domains. Di erent tracking algorithms, including the Euler and Runge-Kutta algorithms, are used. The derived schemes naturally incorporate in ow boundary conditions into their formulations and do not need any articial out ow boundary condition. They are fully mass conservative. Moreover, they have regularly structured, well-conditioned, symmetric and positive-de nite coe cient matrices, which can be solved e ciently by, for example, the conjugate gradient method in an optimal order number of iterations without any preconditioning needed. Numerical results are presented to compare the performance of these methods with many well studied and widely used methods, including the upwind nite di erence method, the Galerkin and the Petrov-Galerkin nite element methods with backward-Euler or Crank-Nicolson temporal discretization, and the streamline di usion nite element methods.
Introduction
Many di cult problems arise in the numerical simulation of uid ow processes in reservoir simulation and groundwater contamination or remediation. The mathematical models used to describe these complex ow processes are coupled systems of time-dependent nonlinear partial di erential equations (PDEs) and constraining equations. These problems are basically advection dominated. Because of the nonlinearity and couplings of these equations, the moving steep fronts present in the solutions of these equations, and the enormous size of eld-scale applications, the numerical treatment of these systems presents severe di culties.
Underlying Mathematical Model
The mathematical model for describing the miscible displacement of one uid by another in reservoir simulations, the movement of solute in groundwater contaminant transport, and various other applications can be represented by a system of di erential equations 2, 5, is the concentration-dependent viscosity of the uid mixture, f and f account for external source/sink terms, accounts for the e ects of the porosity of the medium, the compressibility of the uid, and the adsorption, desorption, and retardation. These equations can be utilized in such enhanced oil reservoir technologies as polymer and surfactant ooding and in groundwater contaminant transport with certain kinds of contaminants. In the equation (1.2) we chose to neglect the e ect of di usion-dispersion, because it is often very small. We refer the readers to 28] for models including the di usion-dispersion term. In many instances, the ow processes involve the transport of multiple components (e.g., total uid, brine, and trace-species radionuclides in the disposal of hazardous nuclear waste 39, 64] , organic contaminants and nutrients in bioremediation 7, 52, 73] , or di erent components in petroleum reservoir simulation 28, 63] ). Accordingly, the transport of each component is governed by an analogue of the equation (1.2) .
Di erent boundary conditions may be imposed on the system (1.1){(1.2) depending on speci c applications. For instance, in a horizontal reservoir the boundary @ is often a no ow boundary characterized by v n = 0; x 2 @ ; (1:3) where n(x) is the unit outward normal to the boundary @ . This re ects the fact that the boundary of the reservoir is impermeable. In this case, no boundary condition should be speci ed for the equation (1.2) .
In a vertical reservoir with an injection well, part of the boundary @ (I) could describe this well behavior via an in ow boundary characterized by v n < 0; x 2 @ (I) : (1:4) In this case, a Dirichlet boundary condition is imposed on the @ (I) for the equation (1.2) c(x; t) = g(x; t); x 2 @ (I) ; t 2 0; T ]: (1:5) In addition, the following initial conditions for the pressure and the concentration p(x; 0) = p 0 (x); x 2 ; c(x; 0) = c 0 (x); x 2 (1:6) are imposed to close the system (1.1){(1.2).
State of the Art in Numerical Approximations
Once the properties of the mathematical models are well understood, numerical methods that retain the features of these models must be developed and analyzed to insure that the discrete systems possess the same physical properties. Determination of the numerical methods includes the choice of a spatial discretization (e.g., nite di erence, nite element, mixed nite element) and a time-stepping method.
Numerical studies of miscible uid ows have been conducted since the early 1970s. In the hydroscience community, Warrick et Note that the principal variable of physical interest in the system (1.1){(1.2) is the concentration c(x; t). In reservoir simulation, it shows how much of the reservoir is swept by solvent, or equivalently, how much oil is recovered. In contaminant transport, change in c illustrates the movement of the solute in groundwater, which one wants to determine. This paper focuses on improving the numerical approximation to the transport equation (1.2). The numerical treatment of advection-reaction PDEs, even in the context of a single scalar equation, often presents severe numerical and analytical di culties. Centered nite di erence or nite element methods tend to generate numerical solutions with severe nonphysical undershoot and overshoot. In industrial applications, upstream weighting techniques are commonly used to stabilize the numerical approximations in large-scale simulators. However, these methods produce excessive arti cial numerical dispersion, which is of the order of the grid spacing size, and potentially spurious e ects related to the orientation of the grid.
Two general classes of improved approximations can be identi ed from the literature: the Eulerian methods that use the standard temporal discretization and the characteristic methods whose main distinguishing feature is the use of characteristics to carry out the discretization in time. Most Eulerian methods are based on upstream weighting techniques. The optimal test function methods 4, 11, 14, 16] minimize the spatial error and yield an upstream bias in the resulting schemes. Some other Eulerian methods 8, 18, 82] attempt to reduce the overall truncation error by using a nonzero spatial error to cancel temporal errors and thereby reduce the overall truncation error. The streamline di usion nite element method 11, 27, 41, 42, 45, 46, 50, 54] adds a numerical di usion only in the direction of streamlines with no cross-wind di usion introduced, and usually generates more accurate solutions than many other Eulerian methods. However, the streamline di usion method uses a space-time formulation and has more unknowns, which is typically more expensive to solve than many other Eulerian methods 78].
Characteristic methods have been successfully applied to solving advection-reaction equations 25, 26, 40, 53, 55, 57, 59, 60, 61, 62, 71, 76] . Traditional forward tracking or particle tracking methods advance the grids following the characteristics and greatly reduce temporal errors and the Courant number restrictions. However, forward tracking methods often distort the evolving grids severely even though the initial grids were uniform, which greatly complicates the solution procedures. The modi ed method of characteristics (MMOC) 25] follows the ow by tracking the characteristics backward from a xed grid at the future time step and hence, avoids the grid distortion problems present in forward tracking methods. The MMOC symmetrizes and stabilizes the governing PDEs, greatly reduces temporal errors; therefore allowing for large time steps in a simulation without loss of accuracy and eliminates the excessive numerical dispersion and grid orientation e ects present in many Eulerian methods 28, 68] . However, the major drawback of the previous characteristic method is that they fail to conserve mass.
The Eulerian-Lagrangian localized adjoint method (ELLAM) 15, 66] provides a general characteristic solution procedure for advection-dominated PDEs and a consistent framework for treating general boundary conditions and maintaining mass conservation. Thus, the ELLAM framework overcomes the two principal shortcomings of the previous characteristic methods while maintaining their numerical advantages. Subsequently, Celia 38] , and compositional models in reservoir simulation 63]. These ELLAM schemes are formulated to systematically adapt to the changing features of governing partial di erential equations. The relative importance of retardation, advection, di usion, and reaction is directly incorporated into the numerical method by judicious choice of the test functions that appear in the weak form of the governing equation.
Because of the aforementioned advantages of backtracking algorithms, many ELLAM schemes used a backtracking algorithm. A backtracking algorithm requires signi cant e ort for multiple dimensional problems 6] due to the need to de ne the geometry at the previous time, which requires mapping of points along the boundary of each cell and subsequent interpolation and mapping onto the xed spatial grid at the previous time. This could a ect mass conservation and accuracy, and could cause potential problems if not treated in a correct way 3, 55] . Because of this, the ELLAM schemes based on a forward-tracking algorithm have been successfully developed for solving multi-dimensional problems 35, 67, 77, 80] . Because this forward tracking algorithm is only used in evaluating some right-hand-side terms in the schemes, it does not change the solution grid or the data structure and so it does not su er from the complication of distorted grids that is a major drawback of conventional forward tracking methods.
The rest of the paper is organized as follows: In Section 2, we derive a reference variational formulation. In Section 3, we develop a family of ELLAM schemes. In Section 4, we discuss implementational issues. In Section 5, we brie y recall some other widely used numerical methods for advection-reaction equations. In Section 6, we perform extensive numerical ex-periments to compare the performance of the ELLAM schemes with many well studied and widely used methods, including the upwinding nite di erence method, the Galerkin and Petrov-Galerkin nite element methods, and the streamline di usion nite element methods. Section 7, contains discussion and conclusion. For the one-dimensional comparison of the ELLAM schemes with additional schemes, including the continuous and discontinuous Galerkin methods 49, 65] , the MUSCL (monotonic upstream-centered scheme for conservation laws) scheme 17, 75] , and the ENO (essentially non-oscillatory) scheme ? (I) := f(x; t) j x 2 @ ; t 2 0; T ]; v(x; t) n(x) < 0g; ? (N) := f(x; t) j x 2 @ ; t 2 0; T ]; v(x; t) n(x) = 0g; ? (O) := f(x; t) j x 2 @ ; t 2 0; T ]; v(x; t) n(x) > 0g (2:3) are the in ow, no ow, and out ow space-time boundaries, respectively. In general, ? (I) , ? (N) , and ? (O) are time dependent and are not necessarily connected. Because the equation (2.1) is a rst-order hyperbolic equation, only an in ow boundary condition is speci ed on the in ow boundary ? (I) c(x; t) = g(x; t); (x; t) 2 ? (I) ; (2:4) and no boundary condition should be speci ed on the no ow boundary ? (N) or the out ow boundary ? (O) . In addition, an initial condition c(x; 0) = c 0 (x) is needed to close the equation (2.1).
De nition of Test Functions
Let N t be a positive integer. We de ne a quasi-uniform temporal partition on 0; T ] by 0 =: t 0 < t 1 < t 2 < : : : < t N?1 < w(x; t), which takes into account the fact that w(x; t) is discontinuous in time at time t n?1 .
In the ELLAM framework, one chooses the test functions w to satisfy the adjoint equation of the governing equation (2.1) w t + v rw ? R w = 0:
Let y = X( ; x; t) be the characteristic passing through a given point ( x; t) with t 2 t n?1 ; t n ] and is determined by the initial-value problem where R (x; t) := R(x; t)= (x; t (I) n := f(x; t) 2 ? n j v(x; t) n(x) < 0g; ? (N) n := f(x; t) 2 ? n j v(x; t) n(x) = 0g; ? (O) n := f(x; t) 2 ? n j v(x; t) n(x) > 0g: is the Jacobian determinant of the transformation from x to X. To accurately measure the e ect of the reaction and source terms on a particle traveling from the previous time level or the in ow boundary to the current time level, for x 2 at time t n , we introduce a degenerating time step factor t (I) (x) by t (I) (x) := In the latter case where the foot of the characteristic lies on the boundary, t (x) 2 t n?1 ; t n ] is the time when X( ; x; t n ) intersects the boundary @ (i.e, X(t (x); x; t n ) 2 @ ).
In the equation (2.13), the (1) (x; t n ) and E 1 (f; w) are given by (1) (2) (x; t)f (x; t) w(x; t) dS + E 2 (f; w); (2:18) where J 2 ( ; x; t) = v(x; t) n( where we denote by t (x; t) 2 t n?1 ; t] the time when X( ; x; t) intersects the boundary @ .
(2) (x; t) and E 2 (f; w) are given by (2) From the expression (2.10) and Remark 2.1, one can see that once they are speci ed on at time t n and on the space-time out ow boundary ? (O) n the test functions w in the equation (2.6) are determined completely in the space-time strip t n?1 ; t n ]. Consequently, the equation (2.22) is well de ned. Therefore, to derive ELLAM schemes, we only need to de ne the trial and test spaces on at time t n and on the space-time out ow boundary ? (O) n .
We rst de ne a quasi-uniform nite element (d-dimensional tetrahedron or rectangle or a combination of both) partition T h on , with h being the diameter of the partition, as in standard nite element methods. We then extend the partition into a quasi-uniform partition on at time t n and on the space-time out ow boundary ? (O) n , and denote the extended partition by T h; t . Remark 3.1 If the spatial nodes on at time t n?1 are tracked forward, the number of spatial degrees of freedom crossing the space-time out ow boundary ? (O) n is essentially the Courant number in the normal direction. To preserve the information, one should discretize in time at the out ow boundary ? (O) n with about the same number of degrees of freedom.
Hence, the partition T h; t should satisfy this condition. This condition can also be justi ed from another point of view. The ELLAM schemes use characteristic tracking in temporal discretization on , so they are not subject to the CFL restriction on . However, at the out ow boundary ? (O) n the discretization is in the direction of time. Therefore, it should obey the CFL restriction for purpose of accuracy of the approximations. Let S (T h; t ) be the space of continuous and piecewise polynomials of degree less than or equal to , de ned on at time t n and the space-time out ow boundary ? (O) n with the partition T h; t . We use to denote the closure of a set and N( ) to denote the set of all the nodes in the partition T h; t that are also in . We decompose the set N where @ (I) (t) := fx j x 2 @ ; v(x; t) n(x) < 0g; @ (N) (t) := fx j x 2 @ ; v(x; t) n(x) = 0g; @ (O) (t) := fx j x 2 @ ; v(x; t) n(x) > 0g (3:3) are the spatial in ow, no ow, and out ow boundaries at time t, respectively. n , the corresponding basis functions w i = w i (x; t n ) for the part in at time t n and w i = w i (x; t) for the part in ? (O) n .
In the ELLAM schemes, we choose the trial functions from the space S (T h; t ). Note that
n is the set of the nodes at the in ow boundary @ (I) (t n ), where the in ow boundary condition (2.4) is imposed. Hence, in the domain at time t n , the trial functions C(x; t n ) are of the form 
Test Spaces and ELLAM Schemes
Because the second terms on the right-hand sides of the equations (3.4) and (3.5) are already known, the degrees of freedoms in (3.4) and (3.5) n . This closes the discrete system. However, to conserve mass all test functions should sum exactly to one (when no reactions are present) 15], which is violated by the aforementioned test functions.
Instead, all the basis functions w i 2 S (T h; t ), whose cardinality is N A = jN( ? Equivalently, we can add each test function associated with a node in N (I) n or N
n?1 to the test function at its adjacent node within the same nite element cell, which is in or in ?
n?1 . In this way we obtain N E number of basis functions for the test functions, which close the system and sum exactly to one. We denote these functions byŵ i (i = 1; 2; : : : ; N E ). Correspondingly, we de ne the test spacê S (T h; t ) := spanfŵ i g N E i=1 : (3:6) A Family of ELLAM Schemes:
A family of ELLAM schemes (of di erent degrees ) can be formulated as follows: Seek C 2 S (T h; t ), which is of the form (3.4) and (3.5), such that for any w 2Ŝ (T h; t )
v(x; t) n(x) g(x; t)w(x; t)dS:
Remark 3.3 In contrast to many Eulerian and characteristic methods that often require an arti cial out ow boundary condition to be added, the ELLAM schemes (3.7) naturally incorporate the in ow boundary condition (2.4) into their formulations and provide a systematic way to treat the out ow boundary. Secondly, since all the test functions sum to one, dropping the last term on the left-hand side of the equation (2.6) does not a ect mass conservation 67]. Thus, the ELLAM schemes conserve mass.
Remark 3.4 Because of the use of the Lagrangian coordinates and characteristic tracking, the ELLAM schemes symmetrize the discrete algebraic system, and have a well-conditioned, symmetric and positive de nite, sparse coe cient matrix. Thus, the discrete system can be solved e ciently by, for example, the conjugate gradient method in an optimal order without any preconditioning needed. Moreover, the ELLAM schemes eliminate the majority of the time truncation errors, so these schemes allow large time steps to be used without loss of accuracy. The above partition and the uniform rectangular partition T h (given by the last two equations in (3.8)) de ne the partition T h; t over ? 2 ) on the in ow boundary @ (I) (t n ) to the corresponding test functions w 1;j (x 1 ; x 2 ) at its adjacent node (x 1 1 ; x j 2 ). We denote the resulting functions byŵ 1;j (x 1 ; x 2 ). These functionŝ 4 Implementational Issues Moreover, we often use a micro time step in tracking the characteristics. Namely, within a global time step t := t n ? t n?1 for solving the system (3.7), we use a micro time step 
Evaluation of Nonstandard Integrals and a Forward Tracking Algorithm
In the ELLAM schemes (3.7), the trial functions C(x; t) 2 S (T h; t ) and the test functions w(x; t) 2Ŝ (T h; t ) are de ned as standard piecewise spline functions on at time t n and the space-time out ow boundary ? (O) n . Therefore, the integrals in the two terms on the left hand side and the second and third terms on the right-hand side of the equations (3.7) are standard in nite element methods and can be evaluated in a straight-forward manner.
The rst and last terms on the right-hand side of the equations (3.7) are due to the application of the Lagrangian coordinates and are non-conventional in any Eulerian methods. We take the rst term as an example to demonstrate any potential problems and the corresponding algorithm that overcomes these problems. In this term, the value of C(x; t n?1 ) is known from the solution at time t n?1 . However, keep in mind that (cf. the equation (2.10)) w(x; t + n?1 ) = w(x; t n )e with proper modi cation when Y( ; x; t n ) intersects the boundary @ during the time interval t n?1 ; t n ]. Herex := Y(t n ; x; t n?1 ) is the point at the head corresponding to x at the foot. It is well known that the evaluation of this term can be potentially di cult and causes serious numerical artifacts in characteristic methods 3, 55].
In the modi ed method of characteristics and many other characteristic methods 19, 25, 26, 28, 68] , this term has traditionally been rewritten as an integral at time t n , with the standard value of w(x; t n ) but backtracking to evaluate C(x ; t n?1 ) where x := Y(t n?1 ; x; t n ) is the point at the foot corresponding to x at the head. In fact, it has been shown that in characteristic methods the backward tracking algorithm is critical in the evaluation of this term, which is in turn critical to the accuracy of the scheme 3, 55]. Because of this, many earlier ELLAM schemes have been developed using backward tracking algorithm 6, 15, 20, 34, 36, 66] . The evaluation of this term becomes much more challenging for multiple dimensional problems due to the multi-dimensional deformation of each nite element cell on which the test functions are de ned as the geometry is backtracked from time t n to time t n?1 . This requires mapping of points along the boundary of the cell and subsequent interpolation and mapping onto the xed spatial grid at the previous time level t n?1 . Binning and Celia 6] used such a mapping in two dimensions in a procedure that was computationally very intensive, especially when part or all of the cell being mapped intersects a space-time boundary ? n . This approach is considered impractical in two and three dimensions 12].
The most practical approach for evaluating this term is to use a forward tracking algorithm 35, 44, 67, 77, 80] . This would enforce the integration quadrature on each cell in at t n?1 with respect to the xed spatial grid T h on which (x; t n?1 ) and C(x; t n?1 ) are de ned, the di cult evaluation is the test function w(x; t + n?1 ) given by (4.4). Rather than backtracking the geometry and estimating the test functions by mapping the deformed geometry onto the xed grid T h , the discrete quadrature points x p chosen on each cell of the xed grid T h on at t n?1 in a regular fashion (say, standard Gaussian points) can be forward-tracked tõ x p := Y(t n ; x p ; t n?1 ) at time t n . Then, we determine which test functions are nonzero atx p at time t n so that the amount of mass associated with x p can be added to the corresponding position in the right-hand side vector in the global discrete linear algebraic system. Because this forward tracking does not change the solution grid or the data structure, the algorithm does not su er from the complication of distorted grids, which complicates many forward tracking algorithms and is a major attraction of the backtracking in characteristic methods.
Description of Some Other Numerical Methods
In this section, we brie y describe some well-studied and widely used numerical methods for advection-reaction equations, with which we will perform extensive numerical experiments to compare the ELLAM schemes (3.7). These schemes include the upwind nite di erence method, the Galerkin nite element method (Gal), the quadratic Petrov-Galerkin method 4, 14, 16], the cubic Petrov-Galerkin method 8, 82] , and the streamline di usion nite element method 11, 41, 42, 45, 47] . For simplicity, we assume (x; t) 1 and present these methods for the equation (2.1) or its nonconservative analogue on a two-dimensional rectangular domain with a rectangular partition (3.8).
The Upwind Finite Di erence Method
Because the upwind nite di erence method is explicit, easy to implement, and can stabilize the numerical approximation to transport equations, it is widely used in industrial applications. Let x i;j := (x i 1 ; x j 2 ) with x i 1 and x j 2 being de ned in (3.8). The upwind nite di erence scheme for the equation (5.1) can be expressed as follows: For any x i;j 2 N n N (O) n , seek a piecewise-bilinear function C(x i;j ; t n ) with C(x i;j ; t n ) = g(x i;j ; t n ) for x i;j 2 N (I) n , such that C(x i;j ; t n ) = Remark 5.1 In the scheme (5.2), the nodes x i;j can either be a vertex or a cell center.
In applications the nodes are typically chosen to be a cell center, so the resulting scheme conserves mass. Although the upwind scheme can eliminate most oscillations present in the numerical solutions of centered di erence schemes and can stabilize the numerical simulation, it generates excessive numerical dispersion which is of the order of the grid spacing, and spurious e ects related to the orientation of the grid. 
The Galerkin and the Petrov-Galerkin Finite Element Methods

The Streamline Di usion Finite Element Method
The streamline di usion nite element method (SDM) can be formulated as follows: Find a piecewise-trilinear (linear in time) function C(x; t) on the space-time strip t n?1 ; t n ], which is discontinuous in time at t n?1 and t n and satis es C(x; t)j @ (I) (tn) = g(x; t), such that Z tn t n?1 5:8) where h is the diameter of the space partition and t is the size of the time step.
Remark 5.2 The choice of has signi cant e ects on the numerical solutions. If is chosen too small, the numerical solutions will exhibit oscillations. If is too big, the SDM method will damp the numerical solutions seriously. Unfortunately, an optimal choice of is not clear and is heavily problem-dependent. In the numerical experiments in the next section, we use the formula (5.8) for , which is a generally accepted choice but may not be best possible for a given problem. In the formula (5.8), the constant K is typically chosen to be 1 or 0:5, which will be used along with several others in the next section to indicate the general behavior.
Numerical Results
In a previous paper 78], the authors presented extensive numerical experiments to compare the performance of the ELLAM schemes with many well received methods in the context of one-dimensional transport problems. The comparative methods included the Galerkin and Petrov-Galerkin nite element methods, the streamline di usion nite element method, the continuous and discontinuous Galerkin methods 49, 65] , and the MUSCL 17, 75] and the ENO schemes 22, 43, 70] . The numerical examples contain the transport of a smooth Gaussian pulse and a square wave. The numerical experiments demonstrated the signi cantly improved accuracy and e ciency of the ELLAM schemes.
Model Problem: a Two-Dimensional Rotating Gaussian Pulse
In this section we present two-dimensional numerical experiments to investigate the performance of the ELLAM scheme (3.7) and to compare it with the numerical methods described in where x 1 := x 1 cos(4t)+x 2 sin(4t), x 2 := ?x 1 sin(4t)+x 2 cos(4t), and X( ; x; 0) := x 1 cos(4 ) ? x 2 sin(4 ); x 1 sin(4 ) + x 2 cos(4 ) . Remark 6.1 This problem provides an example for a homogeneous two-dimensional advectionreaction equation with a variable velocity eld and a known analytical solution. Obviously, the analytical solution c(x 1 ; x 2 ; t) after one complete rotation is identical to the initial condition c 0 (x 1 ; x 2 ), which is centered at (x 1c ; x 2c ) with a minimum value 0 and a maximum value 1. This example has been used widely to test for numerical artifacts of di erent schemes, such as numerical stability and numerical dispersion, spurious oscillations, and phase errors. We refer to the readers to 77] for the numerical simulation of the transport of a two-dimensional square wave by the ELLAM scheme.
In the numerical experiments, the data are chosen as follows: = 1, R = 0, f = 0, x 1c = ?0:25, x 2c = 0, = 0:0447 which gives 2 2 = 0:0040. A uniform spatial and temporal grid of the form (3.8) is used. In the experiments the base spatial grid size is h = 1 64 , i.e., 4096 square elements are used. Then the grid size is further re ned if needed. We have systematically varied the time steps to examine the performance of each method, because the temporal errors dominate the numerical solutions with all the methods other than the ELLAM schemes. Except for the upwind nite di erence scheme that is explicit, all other comparative methods tested yield strongly non-symmetric systems while the ELLAM scheme inherently symmetrizes its discrete algebraic system. We use a preconditioned conjugate gradient square algorithm (PCGS) to solve these systems even though this places ELLAM at a disadvantage. In Table 1 , we present the minimum and maximum values of the numerical solutions with the ELLAM and the upwind nite di erence scheme and the overall CPU each method consumed, which was measured on a SGI Indigo Workstation. We present the same results for the backward-Euler Galerkin and quadratic Petrov-Galerkin nite element methods, the Crank-Nicolson Galerkin and (quadratic and cubic) Petrov-Galerkin nite element methods, and the streamline di usion nite element methods. We realize, of course, that some code optimization may be possible but feel that these timings are representative of each scheme's e ciency on these model problems. The surface and contour plots for selected runs of each method in Tables 1 and 2 
The ELLAM Simulation
The ELLAM Euler solutions are obtained by using a global time step of t (given in (3.8) ) in solving the ELLAM scheme (3.7) and using an Euler quadrature (4.1) with a micro-time step of t m := t Nm (given in (4.3)) in tracking the characteristics de ned by the equation (2.8). The time steps used are t = 10 , 16 , and 20 , and the micro time steps are t m := t 20 , t 25 , and t 35 . The corresponding Courant numbers reach 57, 36, and 28. Even the (global) time steps are very coarse, the resulting ELLAM Euler solutions are much more accurate than the solutions with all the comparative methods with much ner spatial and temporal grid sizes. The CPU times used by the ELLAM Euler scheme ranges from 31 seconds to 59 seconds, which are signi cantly less than all the comparative methods.
The ELLAM RK solution is obtained by using a time step of t = 10 in solving the ELLAM scheme (3.7) and using a second-order Runge-Kutta quadrature 
The Upwind Finite Di erence Simulation
The upwind nite di erence (upwind FD) method has been used widely in large scale simulators in industrial applications, because (1) it stabilizes the numerical approximation to transport equations and eliminates the nonphysical oscillations present in centered di erence schemes, and (2) it is explicit, easy to implement, and very e cient per time step. Therefore, we conducted numerical experiments to observe its performance. With the base spatial grid size of h = 1 64 , the time step t = 580 is the largest admissible step size that meets the CFL condition (the Courant number is 0.98). Although the upwind scheme is extremely e cient per time step (it took 1.7 seconds for 290 time steps), it generates extremely a di usive solution whose maximal value is only 0.1491 in the current case. The surface and contour plots of the solution are presented in Figures 1 (c){(d) , which are not similar to the plots (Figures 1 (a){(b) ) for the analytical solution at all.
With a comparable CPU time which the ELLAM Euler scheme consumed (or twice the CPU time which the ELLAM RK scheme consumed), the upwind FD method can generate a solution using a spatial grid size of h = 1 192 (or equivalently, 36864 elements) and a time step of t = 1700 . However, the resulting solution has only a maximal value of 0.3475 that is still too di usive. The nest grids used are t = 12000 , and h = 1 1024 (i.e., 1048576 elements). The corresponding CPU time is 8 hours and 27 minutes. However, the corresponding upwind FD solution has a maximal value of 0.7255, which is still too di usive. The surface and contour plots of the solutions are presented in Figures 2 (c){(d) . Remark 6.3 Although the upwind FD scheme is explicit and is extremely e cient per time step, it requires extremely large number of time steps and so signi cant amount of overall CPU time to obtain a reasonably accurate solution. Furthermore, the upwind FD scheme needs an extremely re ned grid, which means a signi cant increase of the computer memory. Finally, the Figures 1 (c){2 (d) , one sees that the upwind FD solutions do not have undershoots or oscillations, but they do have a slight deformation due to the grid orientation e ect 28].
Remark 6.4 While the upwind FD scheme is subject to the CFL condition, the results in the Table 1 show that it produces slightly more accurate solutions with larger time steps that satisfy the CFL condition. In contrast, the backward-Euler temporal discretization tends to generate more accurate solutions for smaller time steps. We explain this phenomenon through the following model problem: Consider a one-dimensional analogue of problem (2.1) where V is a positive constant. Let the grid be de ned by the rst two equations in (3.8) with x 1 being replaced by x, and C i n := C(x i ; t n ), the one-dimensional upwind FD scheme can be expressed as where Cr := V t x is the Courant number. One sees from (6.5) that the temporal error and the spatial error cancel each other in the scheme (6.4) , and that a second-order local truncation error can be achieved with the Courant number equals to one. In fact, in this case the particle at the node x i?1 at time t n?1 meets the node x i at time t n , so the scheme (6.4) becomes C i n = C i?1 n?1 which is exact for the Courant number Cr = 1. In contrast, in a backward-in-time scheme the temporal error and the spatial error add up. This will be demonstrated in the next subsection.
The BE Gal and BE QPG Simulation
Due to its unconditional stability and simplicity in implementations, the fully implicit backward Euler temporal discretization is also widely used in many production codes in industrial applications. Hence, we also conduct extensive numerical experiments to investigate the performance of the backward-Euler temporal discretization, including the backward-Euler Galerkin nite element method (BE Gal) and the backward-Euler quadratic Petrov-Galerkin nite element method (BE QPG) method. The numerical results are presented in the Table  2 . The surface and contour plots for selected example runs in the Table 2 Table 2) , respectively. Hence, the solutions are excessively over-damped. Moreover, the BE Gal and BE QPG methods require more iterations in the PCGS solver than the ELLAM does, because they yield strongly non-symmetric coe cient matrices. The BE Gal and BE QPG solutions with a much ner time step of t = 800 are presented in Figures 4 (a) To investigate the performance of the BE Gal and BE QPG methods, we proceeded further. With a time step of t = 2000 , we reduced the spatial grid from h = 1 64 to h = 1 96 . Again one saw a slight improvement in the BE QPG solution but no improvement in the BE Gal solution. However, the overall CPU time was increased signi cantly. Using less overall CPU time, we could use the base spatial grid of h = 1 64 but a ner time step of t = 4000 , yielding solutions with more improvement. Note that with h = 1 64 and t = 2000 (i.e., the Courant number is 0:28), the temporal error still dominates the BE Gal and BE QPG solutions. Our last numerical experiments with the backward-Euler temporal discretization used a spatial grid of h = 1 64 Remark 6.5 With a time step of t = 6000 (i.e., 9 hour of CPU for the BE Gal or 12 hour of CPU for the BE QPG), the BE Gal and the BE QPG methods still cannot generate solutions that are comparable with the ELLAM solutions using t = 10 (or about 0.5 minute of CPU). In fact, the BE QPG solution still has severe deformation. Therefore, even though the backward-Euler temporal discretization is unconditionally stable and simple to implement, extremely small time steps have to be used in these schemes, not for the purpose of stability, but for the purpose of accuracy. Consequently, this signi cantly reduces the e ciency of the simulation. Remark 6.6 For a given spatial grid, the backward-Euler schemes produce more accurate numerical solutions with ner time steps. This is in contrast to the explicit upwind FD scheme. For simplicity, we explain this for an implicit space-centered scheme, which can be viewed as an analogue of the BE Gal scheme The local truncation error of the space-centered scheme (6.6) is Unlike those in (6.5) that cancel with each other, the spatial and temporal errors in (6.8) and (6.9) add up. The smaller the t is, the smaller the local truncation error. Hence, the numerical solutions are more accurate.
The CN Gal, CN QPG, and CN CPG Simulation
In this subsection we investigate the performance of the Crank-Nicolson Galerkin (CN GAL), the Crank-Nicolson quadratic Petrov-Galerkin (CN QPG), and the Crank-Nicolson cubic Petrov-Galerkin Galerkin (CN CPG) nite element methods. The results are presented in the Table 2 , and the surface and contour plots for selected runs are given in Figures 6 (a) Remark 6.7 Because of their second-order accuracy in time, the CN Gal, the CN QPG, and the CN CPG methods often generate more accurate solutions than the BE Gal and the BE QPG methods do. However, the CN GAl and the CN QPG methods yield severe undershoot and phase errors in their numerical solutions. The CN CPG method generates more accurate results but requires the Courant number to be around one. If the Courant number is bigger, their solutions can be unbounded. If the Courant number is too small, the CN CPG method converges to the CN Gal method. In any case, these methods are not compatible with the ELLAM solutions, in terms of accuracy, e ciency, and being free of deformation and phase errors.
The SDM simulation
The numerical solutions of the streamline di usion nite element method (SDM) are presented in the Table 2, The numerical solutions will no longer improve as one further reduces the value of K. The SDM solutions have no phase error or deformation, but do require the most CPU time per time step since it has double the number of unknowns as those for the other methods. This in turn requires more iterations in solving the linear system. Furthermore, on each (spacetime) cell, the SDM has eight basis functions which are the tensor product of three univariate functions, while all other methods have four basis functions on each (space) cell which are the tensor product of two univariate functions.
Remark 6.8 While the SDM method can capture a jump discontinuity of the exact solution in a thin region, the numerical solution may develop over-and under-shoots about the exact solution within this layer. A modi ed streamline di usion method with improved shock-capturing properties was proposed in 46, 47, 51] , which consists of adding a \shock-capturing" term to the di usion by introducing a \cross-wind" control that is close to the steep fronts or \shocks". This modi ed SDM scheme performs better in terms of catching the steep fronts or the jump discontinuities of the exact solutions; however, it leads to a nonlinear scheme even though the underlying governing PDE is linear and involves another undetermined parameter. Thus, we will not use this scheme in our comparison and just remind the reader that in particular cases the SDM may perform better than those shown in the examples here if the appropriate modi cations and optimization schemes are used.
In summary, one sees from the Tables 1 and 2 and the Figures 1{9 that the ELLAM schemes are the most (CPU) cost e ective and generate most accurate solutions of all the comparative methods.
Summary
In this paper we developed a family of ELLAM schemes for linear advection-reaction equations on general multi-dimensional domains. The derived numerical schemes treat boundary conditions systematically, conserve mass, and do not need any arti cial out ow boundary conditions.
Conventional characteristic or particle methods advance the grids following the characteristics, which usually result in severely distorting the evolving grids even though the initial grids were uniform. This signi cantly complicates the solution procedures. To overcome this di culty, Douglas and Russell 25] developed the modi ed method of characteristics based on a backtracking algorithm, which have been used in many characteristic methods including some ELLAM schemes 6, 15, 19, 25, 26, 28, 34, 35, 36, 66, 79] . However, backtracking algorithms require signi cant e ort for multi-dimensional problems, due to the need to de ne the geometry at time t n?1 which requires the tracking of points along the boundary of the element and subsequent interpolation and mapping onto the xed spatial grid at the previous time level t n?1 . This approach is computationally very intensive, especially when part or all of the element being mapped intersects a space-time boundary 6, 12] .
In this paper we developed a family of ELLAM schemes using a forward-tracking approach 20, 44, 67, 77] to track the quadrature points in each cell at time t n?1 in evaluating the storage terms and in ow boundary terms on the right-hand side of the schemes (3.7). Thus, this forward tracking algorithm has no e ect on the underlying grid or the data structure of the discrete algebraic system. The numerical comparison of the ELLAM schemes with many intensely investigated and well received methods, such as the Galerkin nite element method, the quadratic Petrov-Galerkin method, and the cubic Petrov-Galerkin method, which use either a backward Euler or a Crank-Nicolson temporal discretization, as well as the streamline di usion nite element method, show that the ELLAM schemes generated very accurate solutions even though a much larger time step is used. Consequently, the ELLAM schemes have a signi cantly enhanced e ciency. Table 2 . The Performance of the Galerkin, the Petrov-Galerkin, and the streamline di usion nite element methods.
