We consider Degree Constrained Survivable Network problems. For the directed Degree Constrained k-Edge-Outconnected Subgraph problem, we slightly improve the best known approximation ratio, by a simple proof. Our main contribution is giving a framework to handle node-connectivity degree constrained problems with the iterative rounding method. In particular, for the degree constrained versions of the Element-Connectivity Survivable Network problem on undirected graphs, and of the k-Outconnected Subgraph problem on both directed and undirected graphs, 
Introduction

Problem Definition
In Degree Constrained Connectivity Network Design problems, one seeks a cheap subgraph J of a given graph G that satisfies both connectivity requirements and degree constraints. Such problems are vastly studied in Combinatorial Optimization and Approximation Algorithms, see a recent survey by Lau, Ravi, and Singh [20] . One such type of problems are the matching/edge-cover problems, which are solvable in polynomial time. For other degree constrained problems, even checking whether Z. Nutov (B) The Open University of Israel, Raánana, Israel e-mail: nutov@openu.ac.il there exists a feasible solution is NP-complete, hence one considers bicriteria approximation algorithms when the degree constraints are relaxed.
We consider mainly degree constrained node-connectivity problems. In these problems we are given a directed/undirected graph G = (V , E) with non-negative edgecosts {c e : e ∈ E} and positive integral outdegree/degree bounds b = {b(v) : v ∈ B ⊆ V }. The goal is to find a subgraph J of G that satisfies prescribed nodeconnectivity requirements, such that the degree/outdegree of every node v is at most b (v) . In particular, we consider the following problems.
Degree Constrained k-Outconnected Subgraph Here for a given integer k, the solution graph J is required to be spanning and k-outconnected from a given root s, namely, J should contain k pairwise internally-disjoint paths from s to every other node. In the Degree Constrained k-Edge-Outconnected Subgraph problem, the paths should be only pairwise edge disjoint.
Degree Constrained k-Connected Subgraph
Here for a given integer k, the solution graph J is required to be spanning and k-connected, namely, J has at least k + 1 nodes and should contain k internally disjoint paths between every pair of its nodes.
In the above two problems, the input graph G may be directed or undirected. In the case of directed graphs, one may consider also indegree constraints, where the indegree of every node v should be at most b in (v) .
In the next two problems, G is assumed to be undirected, and we are given connectivity requirements r = {r(u, v) : u, v ∈ U ⊆ V } on a set U of terminals.
Degree Constrained Element-Connectivity Survivable Network
Here for all u, v ∈ U , the solution graph J should contain r(u, v) pairwise edge disjoint uv-paths such that no two of them have a non-terminal node in V \ U in common.
Degree Constrained Node-Connectivity Survivable Network
Here for all u, v ∈ U , the solution graph J should contain r(u, v) pairwise internally disjoint uv-paths. Rooted requirements is the case when there is s ∈ U such that r(u, v) > 0 implies u = s.
We say that an algorithm for a degree constrained connectivity problem is (α, β(b(v)))-approximation, or that it has ratio (α, β(b(v)))
, if runs in polynomial time and outputs a solution such that its cost is at most α times the optimal value, and the degree (the out-degree, in the case of directed graph) of each v ∈ B is at most β(b(v)), for any instance which has a feasible solution.
Previous Work and Our Results
Degree constrained edge-connectivity problems were vastly studied. We refer the reader to a survey by Lau, Ravi, and Singh [20] , and here only mention some literature relevant to this paper. One of the most important methods for approximating connectivity network design problems is the iterative rounding method, that was invented by Jain [14] to obtain ratio 2 for Edge-Connectivity Survivable Network. For degreeconstrained edge-connectivity problems, this method was first applied by Singh and Lau [26] to obtain ratio (1, b(v) + 1) for the Degree Constrained Spanning Tree problem, and by Lau, Naor, Salavatipour, and Singh [19] to obtain ratio (2, 2b(v) + 3) for undirected Degree Constrained Edge-Connectivity Survivable Network; this was improved to (2, 2b(v) + 2) by Louis and Vishnoi [21] , and to (2, b(v) + 6k + 3) by Lau and Singh [18] , where k denotes the maximum requirement.
For directed k-Edge-Outconnected Subgraph, Bansal, Khandekar, and Nagarajan [2] obtained a ( 1−ε + 4)-approximation scheme, 0 ≤ ε ≤ 1/2. They also showed that this cost and degree approximation trade off cannot be much improved based on the standard LP-relaxation. For the version without costs, a (b(v) + 3)-approximation is given in [23] , and for k = 1 a (b(v) + 2)-approximation is given in [2] . The version with indegree constraints admits an exact polynomial time algorithm [23] . Some additional results for related problems can be found in [2, 3, 11] , and [23] .
Our first result slightly improves by a simple and short proof the ratio ( 1−ε +4) for Degree Constrained k-Edge-Outconnected Subgraph of [2] , matching for ε = 0 the best known degree only approximation of [23] . However, there was only a small success in extending the iterative rounding method to node-connectivity degree constrained problems. Some previous work is as follows. Feder, Motwani, and Zhu [6] considered the undirected Degree Constrained k-Connected Subgraph problem (without costs), and gave an O(n k ) time algorithm that computes a k-connected spanning subgraph J of G with degrees O(k log n) · b(v); their algorithm does not rely on iterative rounding. In [15] is given a (4, 5b(v) + 3)-approximation algorithm for k = 2. the input graph is complete and the costs are metric is considered in [3] .
Theorem 1 Directed Degree Constrained k-Edge-Outconnected Subgraph admits a (
Without degree constraints, Directed k-Outconnected Subgraph admits a polynomial time algorithm by Frank and Tardos [10] , while other problems we consider are NP-hard. The currently best known cost approximation ratios for these problems are as follows: 2 for undirected k-Outconnected Subgraph [10] and Edge/ElementConnectivity Survivable Network [4, 7, 14] ; O(log k · log n n−k ) for k-Connected Subgraph for both directed and undirected graphs [22] ; for Node-Connectivity Survivable Network on undirected graphs the best (nontrivial) ratios are O(k 3 log |U |) for arbitrary requirements [5] , and O(k log k) for rooted requirements [24] .
Using an idea from [15] where the case k = 2 is considered, we give a framework to handle node-connectivity degree constrained problems with the iterative rounding method, and obtain the following results. 
Theorem 2 For both directed and undirected graphs,
Recently, Fukunaga and Ravi [12] obtained ratios (2, 2b(v 
Our other results are deduced from Theorems 1, 2, and 3, using essentially known reductions. Using Theorem 2 we prove the following.
Theorem 4 If
, where p = 1 for undirected graphs and p = 2 for directed graphs. Thus for both directed and undirected graphs,
This improves the (∞, O(log n)
time for undirected graphs by [6] , that does not rely on iterative rounding; for constant k our degree approximation is a constant while that of [6] is O(log n), and for k = O(log log n) our approximation is O(log n), while the algorithm of [6] has in this case running time Ω(n log log n ), which is not polynomial.
Chuzhoy and Khanna [5] showed that an instance of a node-connectivity problem can be decomposed into p-instances of element-connectivity problems, where p = O(k 3 log |U |); in the case of rooted requirements p = O(k 2 log |U |). This decomposition also applies for degree constrained problems. Combined with Theorem 3, we obtain the following.
Corollary 1
Degree Constrained Node-Connectivity Survivable Network admits a polynomial time algorithm that returns a subgraph J of G that satisfies the connectivity requirements, of cost c(J ) = p(k, n) · O(log k) · τ and with degrees: The ratios in Theorems 2, 3, and 4 are rough, and for small values of k we can obtain improved ratios, as follows. This paper is organized as follows. In Sects. 2, 3, 5 we prepare some tools that we use. We first formulate Theorems 1, 2, 3 in terms of a biset/setpair LP-relaxation (Sect. 2, Theorems 6, 7, 8) , and then in terms of extreme point solutions of appropriate polytopes (Sect. 3, Theorems 9, 10, 11); in Sects. 3 and 5 we establish some general properties of these extreme point solutions. Theorems 9, 10, 11 are then formally proved in Sects. 4, 6, 7 . In Sect. 8 we finish the proofs of Theorems 2, 3, 4, while Theorem 5 is proved in Sect. 9.
Biset Function Edge-Cover Formulation of Connectivity Problems
An edge e covers a set S ⊂ V if it goes from V \ S to S. For edge-connectivity problems, connectivity requirements can be specified by a set function f on V , meaning that for every S ⊆ V at least f (S) edges should cover S. For example, by Menger's Theorem, a directed/undirected graph J is k-edge-outconnected from s if and only if at least k edges of J cover S (namely, f (S) = k) for any non-empty subset of V \ {s}. A similar formulation for node-connectivity problems (c.f. [4, [7] [8] [9] ) relies on a known concept of "setpair" or "biset", as given in the following definition.
Definition 1
A biset is an ordered pairŜ = (S, S + ) of subsets of a groundset V such that S ⊆ S + ; S is the inner part and S + is the outer part ofŜ, and Γ (Ŝ) = S + \ S is the boundary ofŜ. Let V denote the family of all bisets on V . The intersection and the union of bisetsX,Ŷ is defined byX
Any set S can be considered as a biset (S, S). To any biset (S, S + ) corresponds the setpair (S, V \ S + ), c.f. [4, 7] . An edge e covers a bisetŜ = (S, S + ) if it goes from V \ S + to S. 
A biset function f on V is (positively) weakly supermodular if for any two bisetŝ X,Ŷ ∈ V with f (X), f (Ŷ ) > 0 the function f satisfies the inequality
For a directed/undirected edge-set or a graph J andŜ ∈ V let δ in J (Ŝ) denote the set of edges in J covering the bisetŜ; this notation is used for both directed and undirected graphs. For a node v ∈ V let δ J (v) denote the set of edges in J leaving v and deg
Let R + and Z + denote the set of positive reals and positive integers, respectively. We consider the following problem for both directed and undirected graphs with intersecting supermodular biset function f , and for undirected graphs with weakly supermodular f .
Degree Constrained Biset Function Edge Cover (DCBFEC)
Instance: A graph G = (V , E) with edge-costs, outdegree/degree bounds {b(v) ∈ Z + : v ∈ B ⊆ V }, and a biset function f on V .
We assume that G is f -connected, so f (Ŝ) > 0 implies S = ∅ and S + = V . In the case of the directed k-Outconnected Subgraph problem, f is defined by f (Ŝ) = max{k − |Γ (Ŝ)|, 0} for bisets on V \ {s} and f (Ŝ) = 0 otherwise. This biset function f is intersecting supermodular, see [8] .
In the case of undirected Element Connectivity problem, f is defined by
This biset function f is weakly supermodular, see [4, 7] .
Given a set F and x ∈ R F let x(F ) = e∈F x e . In DCBFEC problems, the function f may not be given explicitly, but we assume that one can compute in polynomial time an extreme point optimal solution to the natural LP-relaxation τ = min{c · x : x ∈ P (f, b, E)} for DCBFEC, where P (f, b, E) is the polytope defined by the following constraints:
for all e ∈ E This assumption holds for all the problems considered; we omit the somewhat standard implementation details. In the case of directed graphs and indegree constraints we consider the polytope
Since the k-Edge-Outconnected Subgraph problem is modeled by an intersecting supermodular set function, the following theorem implies Theorem 1. 
Our degree approximation ratios for DCBFEC problems are expressed in terms of the following parameters. The role that these parameters play in our algorithms is briefly explained below, and for more details see Sect. 8.
Definition 3 We say that bisetsX,Ŷ are disjoint if
In Sect. 8 we show that the following two theorems imply Theorems 2, 3. The symmetry assumption in Theorem 8 is not a restrictive one, and it is needed only for a correct evaluation of the parameter Δ * f (v); for a non-symmetric f , our proof gives a degree approximation larger by one.
If f is a set function, then Δ f (v) = Δ * f (v) = 0, and then better degree approximations are known than the ones in Theorems 7, 8. However in the case of biset functions, we seek to minimize the factor multiplying the terms Δ f (v), Δ * f (v) in the degree approximation, since these terms can be much larger than b(v); even when all bisetsŜ with positive f -value have
We now briefly explain how we use Theorem 7 to prove the degree approximation in Theorem 2; Theorem 3 is deduced from Theorem 8 in a similar way (for details see Sect. 8). Consider the version of the Degree Constrained k-Outconnected Subgraph problem when we seek to augment a graph J which is ( − 1)-outconnected from s by a minimum cost edge set I such that J ∪ I is -outconnected from s, and such that deg I (v) ≤ b(v) for all v ∈ V . This problem can be formulated as DCBFEC with intersecting supermodular 0, 1-valued biset function f . Now consider the following sequential algorithm: start with J = ∅, and at iteration = 1, . . . , k add to J an augmenting edge-set I that covers f , using the algorithm for DCBFEC as in Theorem 2. We prove that Δ f (v) ≤ deg J (v) holds at the beginning of every iteration,
we get the following recursive formula for the degree d (v) of a node v at the end of iteration :
Iterative rounding algorithm for DCBFEC
Remove from E every edge e with x e = 0. 3. Add to J and remove from E every edge e with x e ≥ 1/α. 4. Add to J and remove from E every edge e / ∈ v∈B δ E (v) with x e ≥ 1/γ . 
Iterative Rounding for Degree Constrained Connectivity Problems
Let us recall some facts from polyhedral theory. Let Π ⊆ R m be a polytope defined by a system of linear inequalities and let x ∈ Π . x is an extreme point of Π if it is not a convex combination of other points in Π . x is a basic feasible solution to the system that defines Π , if there exists a set of m inequalities such that x is the unique solution for the corresponding linear equations system; that is, the corresponding m equations are linearly independent and each of them holds as equality for x. It is well known that x is an extreme point of Π if and only if x is a basic feasible solution to the system that defines Π . It is also known that if the LP min{c · x : x ∈ Π} has an optimal solution, then it has an optimal solution which is basic.
Given a biset function f and an edge-set or a graph J , the residual biset function
It is known that if f admits a polynomial time evaluation oracle and is intersecting supermodular or is weakly supermodular, then so is f J . Particular cases of the generic algorithm for DCBFEC in Fig. 1 were used in various papers for set functions, c.f. [2, 18, 19, 23] . The algorithm starts with J = ∅ and performs iterations. In every iteration, one considers the residual polytope P (f J , b α J , E), and removes some edges from E or some nodes from B, until E becomes empty. The performance of the algorithm is summarized in the following statement, which proof is almost identical to the ones in [2, 18, 19, 23] for set functions. Fig. 1 terminates (and does not return "UNFEASI-BLE"), then it computes an f -connected subgraph J of G such that c(J ) ≤ γ τ and such that for every v ∈ B the following holds:
Lemma 1 If the algorithm in
Proof The cost approximation proof is the same as in the paper of Jain [14] . We prove the approximation of the degrees. Consider a node v ∈ B. Let J be the set of edges added to δ J (v) while v ∈ B, and let J be the set of edges in δ E (v) when v was excluded from B.
We prove the following sequence of theorems, that imply Theorems 6, 7, 8.
Theorem 9 (Implies Theorem 6) Let x be an extreme point of P (f, b, E) with x e > 0 for all e ∈ E, where G = (V , E) is a directed graph, f is an intersecting supermodular set function on V and {b(v) ≥ 0 : v ∈ B ⊆ E}. Let I be the set of edges in E with tail in B and let F = E \ I . Then for any ε ∈ [0, 1/2) at least one of the following two properties holds:
Theorem 9 is proved in Sect. 4. Theorem 6 (and thus also Theorem 1) follows from Theorem 9 by substituting in Lemma 1 α =
Theorem 10 (Implies Theorem 7) Let x be an extreme point of P (f, b, E) with x e > 0 for all e ∈ E, where G = (V , E) is a directed graph, f is an intersecting supermodular biset function on V . Then there is e ∈ E with x e ≥ 1/2 or there is
In the case of indegree bounds, for any extreme point x ∈ P (f, b in , E) there is an edge e ∈ E with x e ∈ {0, 1}.
Theorem 10 is proved in Sect. 6. Theorem 7 (and thus also Theorem 2) follows from Theorem 10. The case of outdegree constraints in Theorem 7 follows from Theorem 10 by substituting in Lemma 1 α = σ = γ = 2, and
The case of indegree bounds also follows from Theorem 10, while the undirected case is easily deduced from the directed one, see Sect. 6.3.
Theorem 11 (Implies Theorem 8) Let x be an extreme point of P (f, b, E) with x e > 0 for all e ∈ E, where G = (V , E) is an undirected graph, f is a weakly supermodular symmetric biset function on V , and {b(v) ≥
Theorem 11 is proved in Sect. 7. Theorem 8 (and thus also Theorem 3) follows from Theorem 11 by substituting in Lemma 1 σ = 0, α = γ = 3, and
We extend this definition to biset-families in two ways.
Definition 4 We say that a bisetŶ contains a bisetX and writeX ⊆Ŷ if X ⊆ Y and
The following statement is proved using a standard "uncrossing" argument, c.f. [4, 7] where the case without degree constraints was considered; we provide a proofsketch of one case for completeness of exposition.
Intuitively, "uncrossing" two bisetsX,Ŷ means the following. In the case of intersecting supermodular f ,X,Ŷ with X ∩ Y = ∅ are replaced byX ∩Ŷ ,X ∪Ŷ . Note that if {X ∩Ŷ ,X ∪Ŷ } = {X,Ŷ } for allX,Ŷ ∈ F with X ∩ Y = ∅, then F must be laminar. In the case of a skew supermodular f ,X,Ŷ are replaced either byX ∪Ŷ ,X ∪Ŷ , or byX \Ŷ ,Ŷ \X. Note that if {X ∩Ŷ ,X ∪Ŷ } = {X,Ŷ } or {X \Ŷ ,Ŷ \Ŷ } = {X,Ŷ } for allX,Ŷ ∈ F , then F must be strongly laminar.
For a biset family F let χ E (F) denote the set of the incidence vectors of the edgesets in the family {δ in E (Ŝ) :Ŝ ∈ F}. Similarly, for T ⊆ B, χ E (T ) is the set of incidence vectors of the edge-sets in Proof We provide a proof-sketch for the case of weakly supermodular f and undirected G; the proof for the case of intersecting supermodular f and directed G is similar. Given a set χ of vectors let span(χ ) denote the linear space spanned by them. Fleischer, Jain, and Williamson [7] proved the following: Let G = (V , E) be an undirected graph and f a weakly supermodular biset function on V . Let
Let F and L be as in the above result of [7] . Let L be an inclusion maximal sub-family of L such that the vectors in χ(L) are linearly independent, so
. Since x is an extreme point, the dimension of the vector space span(χ (F) ∪ χ(Q)) is exactly |E|, which implies
Any laminar biset family L defines a tree order on its members by the inclusion as in Definition 4; this order coincides with the tree order defined by an ordinary inclusion of the inner parts of the bisets in L. We carry the usual notion of children, descendants, ancestors, and leaf-sets, from laminar families of sets to laminar families of bisets. Given a bisetŜ ∈ L and an edge-set E let us use the following notation.
• E + S is the set of edges in E coveringŜ but not a child ofŜ.
• E − S is the set of edges in E covering some child ofŜ but notŜ.
S is the set of edges in E covering eitherŜ or a child ofŜ.
Lemma 3
Let G = (V , E) be a graph with edge weights {x e : e ∈ E} and let L be a laminar biset family on V . Then the following holds for everyŜ ∈ L if G is directed, and for everyŜ ∈ L 1 if G is undirected, where C is the is the set of children in L of S:
Proof The statement is easily verified by counting the contribution of every edge in E S to each side. 
Corollary 2 In the setting of Lemma
is an integer, and it must be a positive integer, since E + S = ∅ and since x e > 0 for all e ∈ E S . Since 0 < x e < 1/(α + ) for all e ∈ E S , we get that |E
The proof of the case E + S = ∅ is similar.
Proof of Theorem 9
The following lemma is used in the proof of Theorems 9 and 10. 
Proof Note that since
. Multiplying both sides by θ and rearranging terms gives (3).
Now we prove Theorem 9. We will assume that Property (P1) does not hold, namely, that x e < 1 − ε for all e ∈ I and x e < ε for all e ∈ F
and prove that Property (P2) must hold. Substituting in (3) θ = 1/2, σ = 1, and β v = 4 for all v ∈ B, gives
To show that the latter inequality holds, we assign tokens to edges in E and nodes in B of total amount that equals the right-hand side, as follows.
• 1 token to every v ∈ B, placed at v.
(1 + x e ) "head-tokens" to every e ∈ E placed at the head of e. • 1 2 (1 − x e ) additional "tail-tokens" to every e ∈ F placed at the tail of e. We will show that assumption (4) implies that these tokens can be redistributed among the sets in L such that every set gets at least 1 token, and some spare tokens remain. Let us say that a leaf-set S ∈ L 0 is dangerous if S ∩ B = ∅ and |δ in E (S)| = 2. We prove the following. (a) S has two children, both dangerous, and E + S = ∅ (see Fig. 2(a) ). (b) S has 1 dangerous child and |E + S | ≤ 1 (see Fig. 2(b) ). (c) S has 1 non dangerous child and E + S = ∅ (see Fig. 2(c) ). Case (a) is not possible. To see this, note that by (4), the two edges entering a dangerous set belong to I , and thus have tail in B. Hence the tail of an edge that enters a child of S cannot be in S; namely, the dashed edges in Fig. 2(a) do not exist. Consequently, every edge that enters a child of S also enters S. Since E + S = ∅ we get that the edges entering S is a disjoint union of the edges entering the children of S. This contradicts linear independence.
Lemma 5 For any S ∈ L it is possible to redistribute the S-tokens such that every proper descendant of S in L gets 1 token, and such that: S gets 3/2 tokens if S is dangerous, and S gets 2 tokens otherwise. Proof The proof is by induction on the number of descendants of S in L. If S is a leaf set, then S gets (|E
Case (b) is not possible by a similar argument. The tail of an edge that enters a child of S cannot be in S, hence we must have E − S = ∅ in this case. This contradicts Corollary 2.
In Case (c), by a similar argument, we must have |E − S | ≥ 2, which implies t ≥ |E − S |/2 ≥ 1. In this case S gets 1 token from edges in E S and one token from its non-dangerous child.
Sharing Property of Laminar Biset-Families
Given a laminar biset family L let L p denote the members of L that have exactly p children in L; in particular, L 0 is the family of leaf-bisets of L, and L 1 is the family of bisets in L that have a unique child in L. Note that
We now illustrate a key difficulty in applying token counting arguments in the case of laminar biset families. The token distribution schemes for set-functions (e.g., as in the proof of Theorem 9) rely on the fact that if L is a laminar set family, then the following holds.
(i) A set S ∈ L owns v if, and only if, there can be an edge incident to v that covers S or a child of S, but no edge incident to v can cover both. (ii) For every v ∈ V there is at most one set in L that owns v. Now let L be a laminar biset family. For our purposes, it is sufficient to consider bisets in L 0 ∪ L 1 only, but even in this case, we cannot satisfy properties (i), (ii) simultaneously. Consider a bisetŜ ∈ L 1 and its childĈ. It is not hard to verify (see intersect, whereĈ X is the child ofX and C Y is the child ofŶ . This motivates the following definition (see Fig. 3 ). 
The following two statement are easily verified.
Lemma 6 Let G = (V , E) be a graph, let L be a laminar biset family on
and let e ∈ E S (for illustration see Fig. 3 ). 
Corollary 3 Let f and L be as in Lemma
2. Then |L 1 (v)| ≤ Δ f (v), and if L is strongly laminar then |L 1 (v)| ≤ Δ * f (v).
Lemma 8 Let L be a laminar biset family on
(ii) G is an undirected graph and L is strongly laminar.
Proof LetĈ S be the child ofŜ andĈ X the child ofX, if such exists. Let e S ∈ δ E S (v) and e X ∈ δ E X (v). We claim that e S = e X in the cases of the lemma. IfŜ,X share v, then e S coversĈ S and e X coversĈ X (see Fig. 3 ). By Lemma 7(ii), C S ∩ C X = ∅, hence e S = e X , as required. Suppose thatŜ shares v andX owns v. Assume that none ofX,Ŝ contains the other (see Fig. 4(a) ). Since v ∈ X ∩ Γ (Ŝ), L cannot be strongly laminar. Hence the relevant case is when G is a directed graph. By the definition of the sets E S , E X , e S has its head in C S and e X has its head in C X . Since L is laminar, C S ∩ C X = ∅. This implies e S = e X . Now assume that one ofX,Ŝ contains the other. Since v ∈ X ∩ Γ (Ŝ), we must haveŜ ⊆X (possiblyŜ =Ĉ X , which is the case depicted in Fig. 4(a) ). SinceŜ ⊆X and v ∈ X ∩ Γ (Ŝ), e X cannot coverĈ X . Hence e X coverŝ X and the relevant case is when G is an undirected graph. On the other hand, e S coversĈ S , since v ∈ Γ (Ŝ). Summarizing, e X goes from v to V \ X + and e S goes from v to C S . Since (V \ X + ) ∩ C S = ∅, we must have e S = e X .
Proof of Theorem 10
Directed Graphs and Outdegree Constraints
Let x, L be as in Lemma 2, and let I, F be as in Lemma 4. Assume that 0 < x e < 1/2 for all e ∈ E. Substituting in (3) θ = 1, σ = 2, and
To show that the latter inequality holds, we assign tokens to edges in E and nodes in B of total amount at most the right-hand side, as follows.
• Δ L 1 (v) + 1 "shared-tokens" to every v ∈ B.
• 2x e "head-tokens" to every e ∈ E placed at the head of e.
• 1 − 2x e additional "tail-tokens" to every e ∈ F placed at the tail of e.
By (5) we have |L| < 2|L 0 | + |L 1 |, hence it is sufficient to prove the following.
Lemma 9
We can reassign the tokens to the members of L 0 ∪ L 1 such that everŷ S ∈ L 0 gets at least 2 tokens and everyŜ ∈ L 1 gets at least 1 token.
Proof Token reassignment rules are as follows.
• IfŜ ∈ L 1 owns or shares v ∈ B thenŜ gets 1 shared-token from v.
• IfŜ ∈ L 0 ∪ L 1 thenŜ gets the tail-tokens from each edge in E − S and the headtokens from each edge in E + S . Since by Lemma 7(i) every node is owned by at most one biset, the total amount of tokens a node v ∈ B gives to bisets does not exceed the amount of tokens initially placed at v. Also, from Lemma 8 and Lemma 6, it follows that for every e ∈ E, the tail-tokens of e are assigned to at most one biset, and the head-tokens of e are assigned to at most one biset.
IfŜ ∈ L 0 is a leaf set thenŜ gets from edges in δ in 
Directed Graphs and Indegree Constraints
Suppose to the contrary that 0 < x e < 1 for all e ∈ E. Then similarly to Lemma 2 we have the following. There exist a laminar family L on V and T in ⊆ B, such that f (Ŝ) ≥ 1 for allŜ ∈ L, and such that the vectors in χ E (L) ∪ χ E (T in ) are linearly independent and |L| + |T in | = |E|. Now let us consider the biset family
Then |F| = |E| and the characteristic vectors of the edge sets {δ in E (Ŝ) :Ŝ ∈ F} are linearly independent. Let F max denote the family of the inclusion-maximal members of L; note that |F max | ≥ 1. To obtain a contradiction, we prove that 2|E| − |F max | ≥ 2|F|. We will assign 2 tokens to every e ∈ E as follows.
• 1 "head-token" placed at the head of e.
• 1 "tail-token" placed at the tail of e.
The total amount of tokens is 2|E|. We will show how to reassign 2|E| − |F max | of these tokens to the members of F , such that every member of F gets at least 2 tokens. The tokens reassignment rule is: everyŜ ∈ F gets the tail-tokens of the edges in E − S and the head-tokens from edges in E + S . Note that the tail tokens of the edges entering the members of F max are not assigned. No head token is assigned twice by Lemma 6, and no tail token is assigned twice by Lemma 8, hence every token is assigned to at most one biset in F . Every member of F gets at least 2 tokens, since |E S | ≥ 2; to see this, note that if one of E + S , E − S is empty then the other has at least 2 edges, by Corollary 2 and the assumption x e < 1 for all e ∈ E.
Undirected Graphs
In Theorem 7, the part concerning undirected graphs follows from the part concerning directed graphs, and the following (essentially known) statement; we provide a proofsketch for completeness of exposition.
Lemma 10 Let f be an intersecting supermodular biset function. Then any inclusion-minimal f -connected directed graph J has maximum indegree at most
Proof Consider the biset family F = {Ŝ : |δ in J (S)| = f (S)}. We claim that F is an intersecting biset family, namely, for any bisetsX,Ŷ ∈ F which inner parts intersect, X ∩Ŷ ,X ∪Ŷ ∈ F . To see this, note that the biset function |δ in J (Ŝ)| is submodular, and hence
Since f is intersecting supermodular, equality must hold everywhere, and thus
Since J is minimally f -connected, F e is non-empty for every e ∈ J . Furthermore, F e is an intersecting biset family, hence among all bisetsŜ ∈ F e there is a unique bisetŜ e = (S e , S + e ) with |S e | + |S + e | minimal. Suppose to the contrary that deg J (v) ≥ k + 1 for some v ∈ V . Let e ∈ δ in J (v) and letŜ e be as above. Since deg H (v) ≥ k + 1 there is e ∈ δ in J (v) that does not enter S e . Now consider the bisetsŜ e andŜ e . Their inner parts intersect (both contain v), henceŜ =Ŝ e ∩Ŝ e ∈ F . It is also easy to see that e, e ∈ δ in J (Ŝ). This contradicts the minimality of |S e | + |S + e | or of |S e | + |S + e |.
Now we use the following standard reduction, that implies the undirected graphs part in Theorem 7.
Proposition 1 For DCBFEC with intersecting supermodular biset function f , existence of a (ρ(b(v)), α)-approximation algorithm for directed graphs implies existence of a (ρ(b(v)) + k, 2α)-approximation algorithm for undirected graphs.
Proof Given an instance of undirected DCBFEC obtain an instance of directed DCBFEC by bidirecting the edges of G, namely, replacing every undirected edge e = uv of G by the two opposite directed edges uv, vu of the same cost as e. Then apply the (ρ(b(v) ), α)-approximation algorithm on the obtained directed graph to compute a directed inclusion minimal f -connected subgraph J , and output the underlying graph J of J . The bidirection of any f -connected subgraph is also f -connected, and the outdegree of every node in the bidirection equals the degree of this node in the original graph. As in any inclusion minimal f -connected directed graph the indegree of every node is at most k, in the underlying graph of J the degree of every node is at most ρ(b(v)) + k. It also a routine to show that the cost approximation is 2α.
Proof of Theorem 11
Assume to the contrary that x e < 1/3 for all e ∈ E and that
Let L, T be as in Lemma 2, where L is strongly laminar. We obtain the contradiction 2|E| ≥ 4|L 0 | + 2|L 1 | + 2|T | > 2(|L| + |T |) as follows. We will assign two tokens to every edge e ∈ E, placing one token at each of the endnodes of e. We then reassign these tokens such that every biset in L 0 gets 4 tokens, every biset in L 1 gets 2 tokens, and such that for every v ∈ T at least 2 tokens placed at v are not assigned.
is the amount of tokens placed at v that are assigned toŜ, and it is defined by 
Lemma 11 a(
Proof LetŜ ∈ L 0 . By (6), a(Ŝ) ≥ 4 if S ∩ T = ∅. Otherwise, the assumption "x e < 1/3 for all e ∈ E" implies that
Consider the set V S of the endnodes of the edges in E S thatŜ owns or shares. We have a v (Ŝ) ≥ 1 for every v ∈ V S , by the definition, hence if |V S | ≥ 2 then we are done. Suppose therefore that V S = {v}. LetĈ be the child ofŜ. By Corollary 2, |E S | ≥ 2, and if one of E
then v is owned byŜ, but v is not owned or shared by any other biset, since L is strongly laminar. Hence the contribution of v to any other biset is zero, and (6) . Consequently, the statement holds in this case.
Assume
By the definition of a v (Ŝ) and (6)), and
. Together with (6), this would imply that
, where the second inequality is by Lemma 7(ii). Suppose therefore that there isŜ ∈ F that owns v. Now consider the bisets in F \ {Ŝ}. By Lemma 7(i) each of these bisets shares v, and by Lemma 7(ii) none of them is a descendant of the other (note that this already implies |F| ≤ Δ * f (v) + 1). One can verify that since L is strongly laminar, anyX ∈ F \ {Ŝ} must be a proper descendant ofŜ. Hencê S ∈ L 1 . LetĈ be the child ofŜ and note that v ∈ Γ (Ĉ). Now we use the symmetry of f to show that
Then F satisfies the assumptions of Definition 3, namely, F ⊆ {Ŝ ∈ V : f (Ŝ) > 0}, the members of F are pairwise strongly disjoint, and v ∈ Γ (Ŝ) for everyŜ ∈ F . Hence |F | ≤ Δ * f (v) Since |F| = |F |, we get |F| ≤ Δ * f (v) , and the proof of the lemma is complete.
Proof of Theorems 2, 3, 4
Let opt denote the optimal value of a standard LP-relaxation for a Degree Constrained Survivable Network problem at hand, and H (k) the kth Harmonic number.
Theorem 2 follows from Theorem 7 and the following statement. 
Consider the version of the Degree Constrained k-Outconnected Subgraph problem when we are given a subgraph J of G of cost 0, such that J is ( − 1)-outconnected from the root s. The goal is to find a minimum cost augmenting edge set I ⊆ E \ J such that J ∪ I is -outconnected from s, and deg I (v) ≤ b(v) for all v ∈ V . By Menger's Theorem, this problem can be formulated as DCBFEC with the following intersecting supermodular 0, 1-valued biset function g, see [8] :
Consider the following sequential algorithm. Start with J = ∅. At iteration = 1, . . . , k, add to J an augmenting edge-set I that increases the outconnectivity from s by 1, from − 1 to . The augmenting edge set I is computed using the algorithm for DCBFEC as in Lemma 13 with biset function defined by (7) and with degree bounds b(v)/(k − + 1). Then at every iteration we have the following.
Lemma 14 c(I )
Proof Note that at iteration , any feasible solution J * to Degree Constrained k-Outconnected Subgraph has at least k − + 1 edges in E \ J covering every biset S with g(Ŝ) = 1, by Menger's Theorem. Thus if x is a characteristic vector of the edges in J * \ J , then x/(k − + 1) is a feasible solution for the LP-relaxation for edge-covering g. Now we use the following observation.
Lemma 15
Let J be ( − 1)-outconnected from s and let g be defined by (7) . If g(Ŝ) = 1 and v ∈ Γ (Ŝ) then v has a neighbor u ∈ S in the graph J .
From Lemma 15 and the definition of the parameter Δ g (v), we have the following.
Corollary 4 At each iteration,
Let d (v) be the degree of v at the end of iteration , after increasing the outconnectivity from − 1 to . Let d 0 (v) = 0. By Lemma 15, at iteration , the degree of every node v ∈ B increases by at most
At the beginning of the iteration, deg
Thus we have:
This concludes the proof of Theorem 2.
Element-Connectivity Survivable Network (Theorem 3)
The proof of Theorem 3 is similar to that of Theorem 2. We show that the same statement as in Lemma 13 holds for undirected G, weakly supermodular g, and the Degree Constrained Element Connectivity Survivable Network problem, with Δ f replaced by Δ * f . Consider the version of the Degree Constrained Element Connectivity Survivable Network problem when we are given a spanning subgraph J of G of cost 0, and a set U of pairs from U . The goal is to find a min-cost augmenting edge set I such that
This problem can be formulated as DCBFEC with the following weakly supermodular 0, 1-valued biset function g, see [4, 7] :
Consider the following sequential algorithm for Degree Constrained Element Connectivity Survivable Network. Start with J = ∅. At iteration = 1, . . . , k, add to J an augmenting edge-set I that increases by 1 the connectivity between pairs in
The augmenting edge set I is computed using the algorithm for DCBFEC as in Lemma 13 with biset function defined by (8) 
The rest of the analysis of the element connectivity case coincides with the one for the k-outconnectivity case, and thus is omitted. 
Now we give a proof sketch of the Degree Constrained 2-Connected Subgraph case. We apply the algorithm in In [1] is given a polynomial time approximation ratio preserving reduction from 2-Connected Subgraph to 2-Outconnected Subgraph; this reduction also works for the degree constrained versions of the problems. Hence we consider the Degree Constrained 2-Outconnected Subgraph problem only. The algorithm is as follows.
1. With degree bounds b(v)/2, apply the (b(v) + 3, 2)-approximation algorithm of [18] for the Degree Constrained Steiner Forest problem to compute a spanning tree T in G. 2. Let G be the bidirection of G and let T be the arborescence obtained by directing the edges of T from s. With degree bounds b(v), apply the algorithm from Theorem 7 with biset function g defined by (7) to compute an augmenting edge set I such that T ∪ I is 2-outconnected from s. 3. Return J = T ∪ I , where I is the underlying edge set of I .
It is not hard to see that J is 2-outconnected from s. Note that by an argument similar to the one in the proof of Lemma 14 we have c(T ) ≤ 2 · opt 2 = opt and that in
Step 1, scaling the degree bounds to b(v)/2 is justified; in this context we note that the Degree Constrained Spanning Tree problem admits a (1, b(v)+ 1)-approximation algorithm [26] , but it is based on an LP-relaxation different from the one in this paper, which does not allow such scaling. It is also not hard to verify that c(I ) ≤ c(I ) ≤ 4opt. Thus c(J ) ≤ 5opt.
We prove the approximabilty of the degrees. We have deg For simplicity of exposition, we consider the case of element-connectivity only; the node-connectivity case can be handled in a similar way, relying on results from [7] . We will show that the algorithm from Sect. 8 has the desired performance if at the first iteration we use the (b(v) + 3, 2)-approximation algorithm of [18] for the Degree Constrained Steiner Forest problem. Formally, the algorithm is as follows. 
Recent Developments and Conclusions
We presented a framework to handle node-connectivity degree constrained problems with the iterative rounding method. Our ratios are roughly O(log k) for the cost and O(2 k ) · b(v) for the degrees. After the conference version of this paper [25] was published, Fukunaga and Ravi [12] obtained ratios (2, 2b(v) + O(k)) for Degree Constrained k-Outconnected Subgraph and (4k, O(k) · b(v)) for Degree Constrained Element-Connectivity. Recently, in [13] , combining the ideas from [12] and this paper resulted in an improved ratio (α, αb(v) + O(k/α)) for both problems, where α is an integer such that α ≥ 2 for Degree Constrained k-Outconnected Subgraph and α ≥ 4 for Degree Constrained Element-Connectivity. Obtaining a constant degree approximation independent of k, or providing lower bounds that this is unlikely, is an important future work.
