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Abstract: Manski’s celebrated maximum score estimator for the binary choice model
has been the focus of much investigation in both the econometrics and statistics lit-
eratures, but its behavior under growing dimension scenarios still largely remains un-
known. This paper seeks to address that gap. Two different cases are considered: p
grows with n but at a slow rate, i.e. p/n → 0; and p  n (fast growth). By relating
Manski’s score estimation to empirical risk minimization in a classification problem, we
show that under a soft margin condition [13], [25] involving a smoothness parameter
α > 0, the rate of the score estimator in the slow regime is essentially ((p/n) logn)
α
α+2 ,
while, in the fast regime, the l0 penalized score estimator essentially attains the rate
((s0 log p logn)/n)
α
α+2 , where s0 is the sparsity of the true regression parameter. For
the most interesting regime, α = 1, the rates of Manski’s estimator are therefore
((p/n) logn)1/3 and ((s0 log p logn)/n)
1/3 in the slow and fast growth scenarios respec-
tively, which can be viewed as high-dimensional analogues of cube-root asymptotics[11]:
indeed, this work is possibly the first study of a non-regular statistical problem in a
high-dimensional framework. We also establish upper and lower bounds for the mini-
max L2 error in the Manski’s model that differ by a logarithmic factor, and construct
a minimax-optimal estimator in the setting α = 1. Finally, we provide computational
recipes for the maximum score estimator in growing dimensions that show promising
results.
1. Introduction
The maximum score estimator was first introduced by Charles Manski in his seminal
paper[14] in connection with the stochastic utility model of choice, and has been exten-
sively studied in both the econometrics and the statistics literatures. The binary choice
model can be considered as a linear regression model with missing data. More specifically,
let
Y ∗i = X
′
iβ
0 + i
where {Xi, i} are i.i.d pairs, the distribution of i is allowed to depend onXi and med(Y ∗i |Xi) =
X ′iβ
0 (i.e. med(i|Xi) = 0), but instead of observing the full data, we only see {Yi, Xi} where
Yi = sgn(Y
∗
i ). The regression parameter β
0 is of interest. The population score function is
defined as:
S(β) = E(Y sgn(X ′β)) = E(sgn(Y ∗.X ′β))
∗Supported by NSF Grant DMS-1712962
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and the corresponding sample score function is:
Sn(β) =
1
n
n∑
i=1
Yisgn(X
T
i β) =
1
n
n∑
i=1
sgn(Y ∗i (X
T
i β)) .
The maximum score estimator is defined as any value of β that maximizes the sample/em-
pirical score function:
βˆn = argmax
β:‖β‖=1
Sn(β) .
Note that some norm restriction on β is important both for identifiability of β in this
model, as well as for meaningful optimization. As β0 is only identifiable and estimable
up to direction, in what follows, we take ‖β0‖ = 1. We also note that the choice of the
maximizer is not important; in fact there is no unique maximizer. In follow-up work [15],
Manski proved the consistency of βˆn to the true β
0 and some large deviation results under
mild assumptions. The asymptotic distribution properties of the maximum score estimator
were established by Kim and Pollard [11] who proved that under additional assumptions
(β0 − βˆn) = Op(n− 13 ) ,
and that the normalized difference converges in distribution to the maximizer of a quadrat-
ically drifted Gaussian process which has a non-Gaussian distribution. Shortly thereafter,
Horowitz [9] established, under smoothness conditions beyond those in [11] that the esti-
mator obtained by maximizing a kernel smoothed version of the score function can improve
the rate of the smoothed estimator. One advantage of Horowitz’s estimator over the orig-
inal maximum score estimator, from a practical viewpoint, is that the limit distribution
in his setting is Gaussian and therefore more amenable to inference, while the quantiles of
the non-Gaussian limit are hard to determine. More recently, Seo and Otsu [24][23] have
extended the asymptotic results on the score estimator to dependent data scenarios. Alter-
natively, resampling techniques can also be used for inference. Manski and Thompson [16]
suggested that the usual bootstrap yields a good approximation of the distribution of the
maximum score estimator, but it turns out that the bootstrap is actually inconsistent, as
shown in Abrevaya and Huang [2] (but see also [22]). More recently, a model–based smoothed
bootstrap approach was proposed by Patra et.al. [18]. Generic (m out of n) subsampling
techniques [19] can of course be used in principle, but typically suffer from imprecise cov-
erage unless the subsample size m is well-chosen, which is typically a difficult problem.
Connections to empirical risk minimization: The maximum score estimator is natu-
rally connected to a classification problem with two classes. In Manski’s problem, we have
observations {X1, Y1}, · · · , {Xn, Yn}, where Xi ∈ Rp and Yi ∈ {−1, 1}, these being the labels
of the two classes. The conditional class probabilities are specified by
η(x) = P(Y = 1|X = x) = 1− F|X=x(−xTβ0) .
For classifying the Yi’s using an arbitrary classifier h under 0-1 loss, the population risk is
given by L(h) = P(Y 6= h(X)). Consider the set of classifiers corresponding to all possible
hyperplanes, i.e.
G = {gβ : gβ(x) = sgn(xTβ), ‖β‖ = 1} .
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The population risk under 0-1 loss for this family is then given by:
L(β) = L(gβ) = P (Y 6= sgn(XTβ)) ,
and is consistently estimated by the empirical risk Ln(β) = Pn(Y 6= sgn(XTβ)). From the
structure of the model, it is easy to see that the Bayes’ classifier, i.e. the classifier which
minimizes the population risk in this model (over all possible classifiers) is precisely gβ0 and
therefore minimizes L(β):
sgn(η(x)− 0.5) = sgn
(
1− F|X=x(−xTβ0)− 0.5
)
= sgn
(
0.5− F|X=x(−xTβ0)
)
= sgn(xTβ0) = gβ0 [∵ med(|X) = 0] .
Thus β˜n := arg minβ Ln(β) empirically estimates the Bayes classifier. By simple algebra
S(β) = 1 − 2L(β) and Sn(β) = 1 − 2Ln(β). Since the former is maximized at β0 and the
latter at βˆn, it follows that βˆn is one particular choice for β˜n. Thus, the maximum score
estimator is the minimizer of the empirical risk in this classification problem. The rate of
estimation of β0 depends on two crucial factors: (1) The manner in which P (Y = 1|X)
changes across the hyperplane and (2) The distribution of Xi’s near the hyperplane. If the
conditional probability shifts from 1/2 rather slowly as we move away from the hyperplane,
we have a ‘fuzzier’ classification problem and estimation becomes more challenging. On the
other hand, the distribution of the Xi’s governs the density of observed points around the
hyperplane, with higher concentration of points being conducive to improved inference. As
far as our knowledge goes, there is no work on the high-dimensional aspect of this model,
so this paper bridges a gap in the literature.
2. Our contributions:
We study the behavior of the maximum score estimator in growing dimensions, both when
p = o(n) and p  n and investigate minimax bounds in the underlying problem. We also
provide a recipe for computing the maximum score estimator in both regimes, as well as a
model selection algorithm when the dimension exceeds the sample size. We articulate our
contributions below:
Theoretical study in growing dimensions: Section 3.1 deals with the moderate growth
setting i.e. p = o(n), while Section 3.2 investigates the fast growth regime: p  n. In the
moderate growth setting, we find the rate of convergence of the maximum score estimator
in the `2 norm to be Op
(
((p log n)/n)
α
α+2
)
under Tsybakov’s low noise margin assumption
[13], [25] with smoothing parameter α(see Assumption (A1) below). We also establish that
under α = 1, which is statistically the most interesting setting, the minimax lower bound
for the estimation problem is (p/n)
1
3 , and derive an upper bound to within a logarithmic
factor of this lower bound. Furthermore, under the condition α = 1, we are able to construct
an estimator which attains the convergence rate Op
(
(p/n)
1
3
)
and is, therefore, minimax
optimal. In the p  n regime, we demonstrate that under a sparsity constraint, the best
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subset selection method provides a super-set of the active covariates with exponentially high
probability. We also show that the rate of `2 convergence of the maximum score estimator
under the `0 penalty and the margin condition is Op
(
((s0 log p log n)/n)
α
α+2
)
. Last but not
least, we also derive minimax upper and lower bounds when p n: the upper bound is the
same as the rate of convergence, whilst the lower bound for α = 1 is better by a log factor,
namely ((s0 log p)/n)
1
3 . We remark that the l2 metric is a natural measure of distance in
this problem since the angle between two unit-norm vectors, which measures how far apart
in direction they are, is a function of the l2 norm. All proofs are collected in the appendices.
Computational Recipes: In Section 4, we propose computational procedures for the
maximum score estimator in growing dimensions. As our model is non-convex and non-
differentiable, we cannot use techniques like gradient descent due to the presence of multiple
local maxima. Our idea is to obtain a good initial estimator, to which end we propose an
algorithm, namely, linear smoothing via adaboost. Next, starting from this initial estimator,
we perform gradient descent using a sigmoid loss function, a smoothed version of 0− 1 loss,
to arrive at the final estimate. When p  n, we propose another method called Penalised
Adaboost Method to select the active variables. The idea behind this method is to penalize a
base classifier if it uses some covariate that has not been selected previously. This produces
an estimated set of active variables as well as initial values of the corresponding coefficients
via linear smoothing. Now, using only the selected variables and their initial values, we
apply gradient descent on the smoothed sigmoid function to obtain the final estimate. As
will be seen, our computational procedures give reasonably satisfactory results.
3. Asymptotic properties and minimax bounds
We start with some assumptions on the distribution on X and the behavior of P (Y = 1|X =
x) near the true hyperplane which play a central role in the subsequent development. To
control the behavior of P (Y = 1|X = x), we introduce the margin condition, also known
as Tsybakov’s low noise assumption [13], [25], which is a way of quantifying how the above
conditional probability deviates from 1/2 near the true hyperplane in terms of a smoothness
parameter α > 0.
Assumption (A1): [Soft margin Assumption] Let P denote the joint distribution of
(X, ) in dimension p ≡ pn. Then, with η(x) := P(Y = 1|X = x),
P
(∣∣∣∣η(X)− 12
∣∣∣∣ ≤ t) ≤ Ctα ∀ 0 ≤ t ≤ t∗
for some smoothness parameter α ≥ 1 and for some 0 < t∗ ≤ 12 .
Our next assumption regarding the marginal distribution of X is that the probability of
the wedge shaped region between the true hyperplane and any other hyperplane under the
distribution of X is related to the angle between the corresponding normal vectors.
Assumption (A2): [Distribution assumption on covariates] The distribution of X
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satisfies the following condition:
c′‖β − β0‖2 ≤ PX(sgn(XTβ) 6= sgn(XTβ0))
for all β ∈ Sp−1, where the constant c′ > 0, does not depend on n, p.
Discussion: The above assumption plays a critical role in this paper, relating the un-
derlying geometry in the problem to the probability distribution of the covariates. It is
used, for example, in the below proposition, to relate the curvature of the population score
function around its maximizer β0 to the angle between β0 and a generic unit vector β.
The magnitude of the curvature plays a pivotal role in deriving the rate of convergence of
Manski’s estimator in both the slow and fast growth regimes (Theorems 3.2 and 3.7 respec-
tively), where upper tail probabilities for ‖βˆ − β0‖ are related to upper tail probabilities
for S(β0)− S(βˆ) (which is also the difference in the population risks at these two vectors)
via Assumption (A2). In that respect, this assumption can be viewed as an analogue of the
compatibility or restricted eigenvalue condition in the classical high-dimensional linear re-
gression problem, which helps convert bounds on the prediction error of the Lasso estimator
to rates of convergence. Examples of families of distributions that satisfy (A2) are available
in Section 5.
Proposition 3.1. Under Assumptions (A1) and (A2), the curvature of the population score
function around the truth satisfies:
S(β0)− S(β) ≥ u−‖β − β0‖κ2
for all β ∈ Sp−1 where κ = (1 + α)/α and u− = 4αC− 1α (α+ 1)−κ (c′)κ .
The proof of this proposition relies on relating S(β)−S(β0) to PX(sgn(XTβ) 6= sgn(XTβ0)),
and the latter to ‖β − β0‖2, via Assumption (A2). Note that larger values of α produce
smaller values of κ which translate to a larger curvature of S around its maximizer. Larger
curvatures correspond to greater sensitivity of S to β and translate to better convergence
rates, as we see in the subsequent theorems.
3.1. Rate of convergence when: p/n→ 0
We first establish a rate of convergence for βˆ.
Theorem 3.2. Under Assumptions A1 and A2, we have
‖βˆ − β0‖2 = Op ((p/n) log (n/p))
α
α+2
Using an exponential tail probability bound on ‖βˆ − β0‖2 we can further establish that:
sup
P
E
(
‖βˆn − β‖2
)
≤ KU
(
p log (n/p)
n
) α
α+2
,
where P is the set of all joint distributions {X,Y } satisfy assumptions (A1) and (A2) with
med(Y ∗|X) = XTβ for some β ∈ Sp−1, and KU > 0 is some constant.
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Our proof relies on a concentration inequality (Theorem 2 from [17]) to obtain a bound on
the excess risk S(βˆ) − S(β0), which, along with Assumption (A2), yields a concentration
bound on ‖βˆ − β0‖2. A natural question that arises here is whether the logarithm in the
above rate, which arises from the effect of growing dimension on the shattering numbers of
the linear classifiers involved, can be dispensed with. While it is unclear whether the exact
(p/n)
α
α+2 rate is achievable, we demonstrate, in what follows, that for α = 1, it is possible to
construct an estimator whose rate of convergence is (p/n)1/3 under the following additional
assumption.
Assumption (A2:upper): (i) The distribution of X satisfies
PX(sgn(XTβ) 6= sgn(XTβ0)) ≤ C ′‖β − β0‖2
for all {β : ‖β − β0‖2 ≤ 1}, where the constant C ′ > 0 does not depend on n, p.
(ii) For some small u0 > 0,
S(β0)− S(β) ≤ u+‖β − β0‖22
for all {β : ‖β − β0‖2 ≤ u0}, where the constant u+ > 0 does not depend on n, p.
The construction of this estimator can be briefly described as follows: Generate (enough)
points randomly from the surface of the sphere, such that with high probability some of
the generated points are in a sufficiently small neighborhood of β0. Then, maximize the
empirical score function on the generated points. We show in the following theorem that
this empirical maximizer converges to the truth at rate (p/n)1/3:
Theorem 3.3. Suppose the margin condition (Assumption A1) is satisfied for α = 1 and
that Assumptions (A2) and (A2:upper) hold. Then, there exists an estimator β˜, which can
be constructed by the above technique, such that
‖β˜ − β0‖2 = OP
(
(p/n)
1
3
)
.
Remark: Assumption (A2:upper (ii)) as well as the construction of the grid estimator take
into account the the fact that α = 1. In that sense, the new estimator is not adaptive,
whereas the maximum score estimator is agnostic to the value of α and it is possible that
the log factor in its convergence rate is the price that one pays for adaptivity. For more
insight into the (A2:upper) assumption, see Section 5.
Finally, we show that the minimax lower bound for this estimation problem under α = 1
is (p/n)1/3 i.e. we cannot estimate the linear discriminator at a better rate without more
assumptions:
Theorem 3.4 (Minimax Lower bound). Let P(C, c′, α) denote the class of distributions
of (X, ) in dimension pn + 1 ≡ p + 1 that satisfy Assumptions (A1) and (A2) and define
P = ∪{c′,C,1}P(c′, C, 1). If n = o(ep/4), we have the following lower bound on the minimax
risk:
inf
βˆn
sup
P
E
(
‖βˆn − β0‖22
)
≥ KL
( p
n
) 2
3
,
for some constant KL.
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Remark: The proof of this result follows the general pattern of constructing an appro-
priate null hypothesis along with a sequence of local alternatives that approach the null
at rate (p/n)1/3. The core challenge here is in constructing the local alternatives cleverly.
As we are in a growing dimension regime, we resort to Assouad’s lemma to tackle the
problem. The same minimax rate is true for the smaller class of distributions formed by
intersecting P with the class of distributions satisfying (A2:upper) for some positive con-
stants C ′, u0, U+, since the local alternatives constructed in the proof satisfy this condition
as well. Therefore, the grid estimator continues to be minimax rate optimal for this smaller
class of distributions.
3.2. Rate of convergence when p n
We now turn to the case where the dimension of the covariate vector is larger than n. The
natural structural assumption on β0 here is that of sparsity and our estimation procedure
needs to incorporate this constraint. Since our loss function is non-convex (indeed, non-
differentiable!), adding an `1 penalty is not effective for variable selection. One possible
route is to consider an `1 penalized version of the smoothed score estimator, namely:
Mn(β) =
1
n
n∑
i=1
(
Yi − 1
2
)
exp(ξnβ
′Xi)
1 + exp(ξnβ′Xi)
− λ1‖β‖1
where we have used the logistic function for smoothing (though other choices are possible).
Here ξn controls the rate at which the smoothed criterion function approaches the indicator
and λ1 controls the degree of penalization. One may hope for consistency with this penalized
approach if the tuning parameter ξn ↑ ∞, but as we are in non-convex territory, the problem
is likely theoretically formidable.
In this paper, we study the empirical risk minimization problem under l0 penalization
on β0: i.e. we use a bound (assumed known) on the number of non-zero co-ordinates of
β0. Inference on high-dimensional parameters using the l0 penalty is a well-studied topic in
statistics, dating back, at least, to the work of best subset selection by Hocking et.al. [8].
The consistency of the population risk of the best linear predictor under an `0 constraint
in a general regression set-up was theoretically studied in Greenshtein and Ritov [7], while
minimax rates for `q constrained estimation [q ∈ [0, 1]] in high dimensional linear regression
(with a known level of sparsity) were more recently calculated by Raskutti et.al. [21].
A key feature of high dimensional inference is model selection. Under the sparsity con-
straint, most variables are inactive and a good model selection algorithm needs to include
the active set with high probability but relatively few inactive variables. Though model
selection/ feature selection in the high-dimensional linear regression model has been stud-
ied extensively over the past two decades (e.g. see [30], [10], [27], [28], [29] and references
therein), the problem remains relatively unaddressed in the classification set-up. Our re-
sults are based on a combinatorial model search, i.e. we search all possible models with a
prespecified sparsity level and select the one that maximizes the score function. One caveat
here is that, if the minimum non-zero element of the true parameter is too small (relative
to the noise in the model), it will not be detectable. We therefore need an assumption on
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how fast β0min → 0, where β0min is the minimum absolute value of the non-zero coefficients
of the true β0. We formally state our assumptions on the model below.
Assumption (A3): [Sparsity Assumption] There exists known s0 with ‖β0‖0 ≤ s0,
where s0 depends on n, p in such a way that
s0 log p logn
n → 0 as n→∞.
Assumption (A4): [Beta-min Assumption] If β0min denotes the minimum absolute
value of the non-zero coefficients of β0, then β0min ≥
(
30
√
2
u−
) α
1+α
(
2As0 log (ep/s0) logn
n
) α
2+2α
.
where A = log2 e and u− is the constant we obtained from Proposition 3.1.
To understand the subsequent theorems, we need to introduce some notation. Define
M≡Ms0 = {m : m ⊂ {1, 2, · · · , p}, |m| ≤ s0} ,
Here m ∈ M denotes a model with sparsity ≤ s0. Let H = {hβ : β ∈ Sp−1}, where
hβ : Rp × {−1, 1} −→ {−1, 1} is defined as hβ(x, y) = y sgn(xTβ). Also, for m ∈M define:
1. Hm = {hβ ∈ H : βi 6= 0 ⇐⇒ i ∈ m}
2. βˆm = argmaxβ:hβ∈Hm Sn(β), and hˆm = hβˆm
3. β˜m = argmaxβ:hβ∈Hm S(β), and h˜m = hβ˜m
Theorem 3.5. Suppose m∗ = supp(β0). Consider any two models m1,m2 such that m1 +
m∗ and m2 ⊇ m∗, with |m1| = |m2| = s0. Then under Assumptions (A1 - A4):
P
(
Ln(βˆm1) > Ln(βˆm2)
)
≥ 1− 2e−2s0 log (ep/s0)
where Ln = (1− Sn)/2 is the empirical misclassification risk.
The proof depends on excess risk concentration results from the ERM (empirical risk min-
imization) literature along with the beta-min condition stated in Assumption (A4). The
above theorem quickly leads to the observation that the empirical loss function will be
minimized at some super-set of the true model m∗ with exponentially high probability, as
stated in the following corollary:
Corollary 3.6. Denote the empirically selected model by mˆ, i.e. mˆ = argminm∈M Ln(βˆm).
Then, under Assumptions (A1 - A4), we have
P(mˆ + m∗) ≤ 2e−s0 log (ep/s0)
Now, consider our estimator for β0 given by
βˆmˆ
∆
= βˆ = argmax
β:‖β‖=1,‖β‖0≤s0
Sn(β) .
The following theorem provides concentration rate of βˆ:
Theorem 3.7. Under Assumptions (A1 - A3), we have
‖βˆ − β0‖2 = Op
(
s0 log (p/s0) log n
n
) α
α+2
.
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Using an exponential tail probability bound on ‖βˆ − β0‖2, we can further establish that
sup
P
E
(
‖βˆ − β‖2
)
≤ K˜U
(
s0 log (p/s0) log n
n
) α
(α+2)
for some constant K˜U , where P is the collection of all distributions of {X,Y } such that
med(Y ∗|X) = XTβ for some β ∈ Sp−1 and the assumptions are satisfied.
Our next result provides a lower bound on the minimax error rate. We see that, as in the
moderate growth regime, the lower bound is better by a logarithmic factor, which implies
that the maximum score estimator is almost minimax optimal.
Theorem 3.8. Let P(C, c′, α, s0) denote the class of distributions of (X, ) in dimen-
sion pn + 1 ≡ p + 1 that satisfy Assumptions (A1), (A2) and (A3), and define P =
∪{c′,C,1,s0}P(c′, C, 1, s0). Then, we have the following lower bound on the minimax risk for
estimating β0:
inf
βˆ
sup
P
E
(
‖βˆ − β0‖22
)
≥ K˜L
(
s0 log (p/s0)
n
) 2
3
for some constant K˜L > 0.
Just like the minimax lower bound proof in the moderate growth case, the proof of this
theorem also relies on the construction of a sequence of alternatives, along with the use of
Fano’s inequality, to arrive at the final result.
4. Computational Aspects
In this section we introduce some new methods to compute the maximum score estimator,
both in the moderate and fast growth regimes. In addition, we also provide a model selection
technique which works well in terms of variable selection on simulated data.
4.1. p = o(n)
The criterion to be maximized for computing the score estimator is non-differentiable, hence
traditional optimization methods like gradient descent or Newton scoring do not apply. One
idea is to use a smooth surrogate for the non-differentiable score function, replacing it by
SMn(β) =
1
n
n∑
i=1
(
Yi − 1
2
)
exp (ξβ′Xi)
1 + exp (ξβ′Xi)
.
As ξ increases, SMn(β) converges to Sn(β). As SMn(β) is non-convex, the efficiency of
iterative algorithms like gradient descent will rely heavily on the starting point. We propose
computing a workable initial estimator using nonparametric classification techniques, e.g.
adaboost and then employing gradient descent starting with this initial estimator.
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Linear Smoothing Via Adaboost: We now describe our algorithm to obtain the
initial estimator. We divide the available data into three sets: a training set, a development
set and a test set. We build our model using the training and development data, and then
use the test data to get an unbiased estimate of the misclassification error (as reported in
the tables). The steps of the algorithm can be described as follows:
1. Run the adaboost algorithm using stumps as base classifiers, where stumps are the data
points {Xi,j}. The total number of iterations, say T, is a tuning parameter of this algo-
rithm.
2. Early Stopping: After each iteration t (where t ∈ {1, 2, · · · , T}), validate the model on
the development data by computing the empirical misclassification error. Let T ′ be the
first time after which the error starts increasing. Then, consider the adaboost classifier
up-to T ′th iteration, i.e.:
F (x) =
T ′∑
t=1
αtSt(x)
where St is the the stump selected in the t
th iteration and αt = 0.5 ∗ log (1− t)/t, t
being the error of St. If T
′ > T i.e. the error keeps on decreasing, we terminate at the
T th step. We use sgn(F ) for prediction.
3. Define Aj to be the collection of all t’s such that St is the stump on the j
th covariate.
(Aj = φ, if that covariate is not selected at all). We can write F (x) =
∑
j:Aj 6=φ Fj(x),
where Fj(x) =
∑
t∈Aj αtSt(x). Thus, Fj extracts the contribution of the j
th covariate to
the final Adaboost classifier. We get an initial estimate of β0j via simple linear regression
using the jth covariate of the training data and its Adaboost prediction, i.e. using the data
{(X1,j , Fj(X1)), (X2,j , Fj(X2)), · · · , (XN,j , Fj(XN ))}, where N is the number of training
samples. The estimate is:
βˆj =
∑N
i=1(Xi,j − X¯j)Fj(Xi)∑N
i=1(Xi,j − X¯j)2
If Aj = φ, set βˆj = 0.
Upon obtaining an initial estimator of β0 using the above procedure, we use projected gra-
dient descent (As our parameter space is sphere) on the smoothed version of the maximum
score model to get the second stage (final) estimate of β0. To summarize our algorithm:
Algorithm 1 Gradient Descent using Linearly Smoothed Adaboost
1: Divide the data into three parts: Training, development and test data.
2: Apply Linear smoothing via adaboost algorithm on training data and development data to get an initial
estimate.
3: Starting from the initial estimator obtained in previous step, perform the projected gradient descent
using the smoothed version of maximum score estimator (SMn(β)) to get the final estimator βˆ of β
0.
Simulation results: We now present some simulation results. We denote the number of
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training samples by n, and the number of development and test samples by n1 and n2
respectively.
a) The covariates were generated as X1, · · · , Xn ∼ N (0,Σp), where Σp is an AR(1) matrix
with ρ = 0.3. Define Xn,p to be n× p matrix of observations.
b) The true paramater was taken as β0/‖β0‖2 where β0i = 1/(20+ i) for i ∈ {1, 2, 3, · · · , p}.
c) The error vector components n,i ∼ Nn
(
0, 1 + |Xn,pc0|i
) ∀ i ∈ {1, · · · , n}, where c0 was
taken to be a vector of length p generated from N (0, 1). (The vector c0 was generated
once and remained the same over all simulations to avoid additional randomness).
d) The mean vector µ0n is defined as Xn,pβ
0.
e) Finally, the response Y ∗n = µ0n+0.5
σ(µ0n)
σ(n)
n and the observations are Yn = sgn(Y
∗
n ). (Here
σ(an) means standard deviation of the vector an.)
For the initial classifier using Adaboost, we have used T = 400 iterations. The value of
T ′, of course, varies from simulation from simulation. For each value of p, we have taken
n = p2 and n1 = n2 = n/2. For each fixed value of p we have done 30 simulations and take
the average of parameters of interest. For other tuning parameters like ξ, α (where ξ comes
from the function SMn(β) and α is the step/ learning rate in gradient descent), we have
used cross-validation. Below is the table of output of different values of n and p:
Error rate for p = o(n)
Dim (P) Bayes Error Initial
Train
Error
Initial
Test
Error
Initial
Norm-
diff
Final
Train
Error
Final
Test
Error
Final
Norm-
diff
50 0.1261 0.1284 0.1413 0.1574 0.1061 0.1458 0.1981
100 0.1235 0.1269 0.1322 0.1205 0.1191 0.1303 0.1098
200 0.1219 0.1288 0.1313 0.1306 0.1173 0.1268 0.0903
500 0.1209 0.1468 0.1476 0.2368 0.1196 0.1227 0.0513
1000 0.12 0.1540 0.1452 0.2731 0.1193 0.1163 0.0353
Here Bayes Error is an estimate of the misclassification error of true classifier based on
simulated data. Initial Train Error indicates the training error of the initial classifier
obtained using Linear smoothing via adaboost algorithm. Initial test error is the error of
the same classifier on test sample. Initial Norm diff indicates ‖β0−βˆ1‖2 where βˆ1 is initial
classifier. Final Train Error denoted the training error of the final classifier βˆ obtained
upon applying the gradient descent algorithm starting from the βˆ1. Final Test Error is
the test error of this final classifier. Final Norm-Diff is norm-difference between βˆ and β0
after applying gradient descent.
As can be seen in the simulations Linear smoothing via adaboost gives a good initial
estimator of β0, and the final estimator improves the test error for higher values of p.
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4.2. Model selection and estimation when p n
As mentioned in the Introduction, our problem can be viewed as binary classification prob-
lem with linear Bayes’ classifier. Under the sparsity assumption, a few good covariates
contribute to the classification. To identify these covariates, we introduce a penalized clas-
sification approach for variable selection.
Penalised Adaboost: Our simulation results from the previous section show that ad-
aboost provides satisfactory initial estimates both in terms of miss classification error and
norm difference. Motivated by this observation, we propose a penalized version of adaboost
for variable selection. The idea is to apply linear smoothing via adaboost with an additional
penalty term. At each iteration, we penalize those base classifiers (stumps) that involve
covariates not selected in previous iterations by increasing the missclassification error by a
positive number ρ. More precisely:
Algorithm 2 Penalised adaboost
1: Start will decision stumps as weak learners and set T ← Total number of Iterations.
2: Initial t = 1, the iteration counter.
3: Initiate null vector N and P to store row and column number of the selected Stump.
4: Initial F0 ≡ 0 function
5: Initialize Weights W = {1/n} for all training samples.
6: while t < T ′ do
7: Calculate weighted error of each stumps.
8: For stumps whose column index /∈ P , add penalty (ρ) to its error.
9: Choose the best stump S from the error matrix.
10: Store its index to N and P .
11: Define αt =
1
2
log
(
1−t
t
)
where t is the minimum error.
12: Update weights according to adaboost update.
13: Update Ft = Ft−1 + αtS.
14: Update t← t+ 1
15: return Ft
The penalized adaboost algorithm returns a classifier that uses a small fraction of the
possible covariates. We run Linear Smoothing via Adaboost with these selected covariates to
get an initial estimate, βˆ1, of β0, and then perform a projected gradient descent algorithm
on SMn(β) using the selected covariates again with βˆ1 as the starting value. In summary:
Algorithm 3 Gradient Descent using Penalised Adaboost
1: Divide the data into three parts: training, development and test.
2: Apply Penalized Adaboost on the training data to select the active co-variates.
3: Apply Linear smoothing via adaboost on selected covariates to get initial estimate βˆ1 and set 0 to
unselected co-ordinates.
4: Extract those columns of the data-matrix which co-variates have been selected by penalized adaboost.
5: Starting from βˆ1, perform projected gradient descent on SMn(β) using rhe excerpted data to get the
final estimator βˆ of maximum score model.
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Simulation results: We use the same setup as before, but with p > n : p = n1.1 and
s0 =
√
n, where s0 is the number of true active co-efficient. The active co-variates are
being chosen randomly from the set {1, 2, · · · , p} and the ith chosen variable is assigned the
value 1/(20 + i) for i ∈ {1, . . . s0}. We then normalize the coefficient vector to have norm
1. As before, we do 30 iterations for each simulation setting and take the average result.
We introduce two new variables in the simulation table to measure the variable selection
performance of Penalized Adaboost, namely:
1. True Disc. True Discoveries, i.e. the proportion of the true active variables selected
on an average over 30 iterations.
2. False Disc. False Discoveries. i.e. the proportion of null covariates selected as active
variables on average over 30 iterations.
Error rate for p = o(n)
Dim (P) True
Disc.
False
Disc.
Bayes
Error
Initial
Train
Error
Initial
Test
Error
Initial
Norm-
diff
Final
Train
Error
Final
Test
Error
Final
Norm-
diff
700 0.6683 0.0351 0.1328 0.1525 0.2907 0.8022 0.0969 0.2824 0.7753
1000 0.7014 0.0316 0.1286 0.1463 0.2729 0.7622 0.0913 0.2688 0.7261
2000 0.7677 0.0216 0.1251 0.1463 0.2423 0.6209 0.0985 0.2286 0.5854
5000 0.8056 0.0062 0.1259 0.1557 0.1993 0.4752 0.1156 0.1876 0.4284
10000 0.8426 0.0019 0.1252 0.1509 0.1826 0.3907 0.1186 0.17 0.3324
From the table, it is evident that, penalised adaboost performs well for variable selection
in high dimension scenario. As p increases, the true discovery and the false discovery rate
move towards 1 and 0 respectively, indicating that asymptotically, the model selection aspect
continues to improve.
5. Concluding Discussion
We close with a discussion of various aspects of the high-dimensional binary choice model
and our approach to the problem.
5.1. Why is α = 1 interesting?
We argue why the case α = 1 is more relevant than α > 1 by showing that a rich family of
distributions satisfy the margin condition for α = 1 under some natural assumptions. For
any α < α′, the family with margin condition α′ is a subfamily of the margin condition α,
because PX (|η(X)− 0.5| ≤ t) ≤ Ctα′ ≤ Ctα, for all 0 ≤ t ≤ t∗ < 1. Hence, α = 1 represents
the most general class of distributions.
Assume that (a) X ⊥⊥  and the density of , say f , does not depend on p; (b) f(x) ≥
cδ > 0 on (−δ, δ) for some δ > 0; (c) the density of XTβ0 is bounded by a positive number
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≤ k on (−δ′, δ′) for some δ′ > 0, with k, δ′ not depending on p. Then, for 0 ≤ t ≤ t∗, where
δ ∧ δ′ > (F−1 (0.5 + t∗) ∨ −F−1 (0.5− t∗)):
PX (|η(X)− 0.5| ≤ t)
= PX
(
|F(−XTβ0)− F (0)| ≤ t
)
= PX
(
F−1 (0.5− t) ≤ −XTβ0 ≤ F−1 (0.5 + t)
)
≤ PX
(|XTβ0| ≤ (F−1 (0.5 + t) ∨ −F−1 (0.5− t)))
≤ 2k(F−1 (0.5 + t) ∨ −F−1 (0.5− t))
≤ 2kt
cδ
which is the condition corresponding α = 1.
Using an inverse-Lipschitz type condition, one can also let  depend on X. Suppose that
the conditional distribution of  given X satisfies:
|F|X=x(xTβ0)− 0.5| = |F|X=x(xTβ0)− F|X=x(0)| ≥ C(|xTβ0| ∧ ξ) a.e. X
for some C, ξ > 0 independent of p, for almost surely X ∼ PX . This holds, for example, if
almost surely, for all x, the conditional density f|X=x(ζ) ≥ c > 0 on a fixed neighborhood
(−δ′, δ′) around 0, with (c, δ) not depending on p. The margin condition is now satisfied
for α = 1 under the same condition on the density of XTβ0 as before. An example of the
dependence requirement of  on X is |X = x ∼ N (0, 1 + (‖x‖2 ∧ 1)).
On the other hand, there are two natural scenarios where α > 1 is satisfied. The first is
when the distribution of XTβ0 satisfies P (|XTβ0| ≤ t) ≤ Ctα0 for α0 > 1. This, along with
the Inverse-Lipschitz type assumption on the conditional distribution of |X, yields models
where the margin condition is satisfied for α0. Note, however, that the upper bound on the
distribution function of |XTβ0|, forces the density of XTβ0 to be 0 at the point 0, if one
assumes that the density is continuous. This is quite restrictive.
The second natural scenario arises when P (Y = 1|X = x) changes rapidly near the
hyperplane. Consider the following setup:
F|X=x(t) =
1
2
+
sgn(t)|t|1/α0
2
∀ − 1 ≤ t ≤ 1
for α0 > 1. Then, the assumption that the density of X
Tβ0 is uniformly bounded in p in a
neighborhood of 0 that is also free of p, leads to the margin condition with parameter α0.
Here, it is the rather special structure of η(x) that gives the margin condition.
5.2. Exploring and relaxing our assumptions:
It is of interest to investigate sufficient conditions under which assumptions (A2) and
(A2:upper) hold. We show in Lemma A.2 in the appendix that (A2) and (A2:upper(i))
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hold simultaneously when X arises from an elliptically symmetric distribution centered at
0, under some restrictions on the minimum and maximum eigenvalues of its orientation ma-
trix. Assumption (A2:upper(ii)) also holds for elliptically symmetric distributions centered
at 0 but under some further mild conditions, as demonstrated in Lemma A.3.
Our treatment thus far has considered a model of the form Y ? = XTβ0 +  for a random
X. However, many practical scenarios necessitate the inclusion of an intercept term where
the term XTβ0 is replaced by (1, X
T )(τ0, (β
0)T )T . Condition (A2) then naturally generalizes
to P (sgn(τ0 + XTβ0) 6= s(τ + XTβ)) ≥ c′√(τ − τ0)2 + ‖(β − β0)‖2: however, we cannot
expect this to be satisfied for all (τ, β) with ‖β‖ = 1 when τ varies in an unconstrained
manner. Consider for example the case that X ∼ N(0, Ip)) so that XTβ and XTβ0 are
both standard normal. In this case, when τ and τ0 are very large, the signs of τ0 + XTβ0
and τ + XTβ are primarily driven by the magnitudes of τ and τ0, so that if these two
parameters differ in sign, the probability of the signs being different can be made as small as
one pleases depending on the magnitudes of the τ ’s. This entails controlling the magnitudes
of the τ ’s relative to the β’s; in particular, if the absolute magnitudes of the τ ’s are kept
bounded away from ∞, a restricted version of (A2), in the sense that the inequality in
(A2) is fulfilled for all β sufficiently close to β0, is, indeed, verifiable for certain families
of distributions including elliptically symmetric X centered at the origin, as well as X’s
with independent components where each component has a symmetric log-concave density
with mode at 0. The `2 convergence and minimax lower bound results established in this
paper still continue to hold, but to accommodate the restricted version of (A2), the proofs
presented in the appendix need to be slightly modified. An elaborate and rigorous discussion
of such models with intercept is available in section B.4 of the supplement.
5.3. Asymptotic distribution
In their seminal paper, Kim and Pollard [11] proved that for fixed p, n1/3(βˆ−β0) converges
in distribution to the maximizer of a Gaussian process with quadratic drift. Our treatment
of the binary choice model should be contrasted with their approach: while they assumed
the continuous differentiability of both the density of X and η(x) = P (Y = 1|X = x) and a
compact support forX, we have made no such assumptions. We have tackled those aspects of
this problem from the classification point of view, with assumptions on the growth of P (Y =
1|X = x) near the Bayes hyperplane and in addition, conditions on the distribution of X
to ensure that sufficiently many observations are available around the Bayes hyperplane.
As far as the asymptotic distribution of the score estimator in growing dimensions (or
functionals thereof) is concerned, this is, in itself, a mathematically formidable problem,
well outside the scope of this paper. Based on what we know in the fixed p setting, the
forms of such distributions are likely to be extremely complicated. The question remains
whether tractable asymptotic distributions for making inference on components of β0 in the
growing p setting could be obtained for smoothed versions of the score estimator, in the
spirit of Horowitz’s paper [9]. This is likely to be an interesting but challenging avenue for
future research on this subject.
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Appendix A: Proofs of Theorems
A.1. Proof of Proposition 3.1
Fix β : ‖β‖2 = 1. Denote Xβ = {x : sgn(xTβ) 6= sgn(xTTβ0)}. At-first we will establish
a relation between S(β0) − S(β) and PX(Xβ). Towards that end, we have the following
lemma:
Lemma A.1. Under Assumption A1, S(β0)− S(β) ≥ c1(PX(Xβ))κ where c1 = 2α
C
1
α (α+1)κ
.
Proof.
S(β0)− S(β) = 2
∫
Xβ
|E(Y |X)|f(x) dx
= 4
∫
Xβ
|1− F|X(−xTβ0)− 0.5|f(x) dx
= 4
∫
Xβ
|η(x)− 0.5|f(x) dx
≥ 4tPX(|η(x)− 0.5| ≥ t,Xβ) [for some 0 ≤ t ≤ t∗]
≥ 4t (PX(Xβ)− PX (|η(x)− 0.5| ≤ t))
≥ 4t (PX(Xβ)− Ctα)
If we maximize RHS with respect to t, the maximum is attained at tˆ =
(
PX(Xβ)
(α+1)C
) 1
α
. This
is a feasible value of t, i.e. 0 ≤ tˆ ≤ t∗ if PX(Xβ) ≤ C(α + 1)(t∗)α. If the Assumption (A1)
is valid for some C, then it true for all C1 > C. Hence, without loss of generality we can
assume C ≥ (α + 1)(t∗)α, i.e. 0 ≤ tˆ ≤ t∗ is true always. Under this condition, putting the
value of tˆ we have for all β ∈ Sp−1:
S(β0)− S(β) ≥ 4α
C
1
α (α+ 1)κ
(PX(Xβ))κ
Using the relation between PX(Xβ) and ‖β − β0‖2 via Assumption (A2), we conclude the
proof of the Proposition.
A.2. Assumptions (A2) and (A2:upper) revisited
Lemma A.2. Suppose that Xp×1 follows an elliptically symmetric distribution centered at
0, with density fX(x) = |Σp|−1/2g(xTΣ−1p x), where g is a non-negative function. Assume
that:
inf
p
λmin(Σp)
λmax(Σp)
≥ cλ > 0 .
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where cλ does not depend on n, p. Then X satisfies Assumption A2 and A2:upper (i).
Proof. First, we prove that for X ∼ N (0,Σp) with the above displayed condition holding.
Observe that PX(sgn(XTβ) 6= sgn(XTβ0)) depends on the two-dimensional geometry of X,
i.e. only on the distribution of (XTβ,XTβ0). To make the calculations easier, we transform
X into Y where the first two-coordinates of Y corresponds to (XTβ,XTβ0). Consider the
following orthogonal matrix:
P =

β0
′
β′−〈β0,β〉β0′√
1−〈β0,β〉2
v3
...
vp

where β0
′
, β
′−〈β0,β〉β0′√
1−〈β0,β〉2 , v3, . . . , vp forms an orthonormal basis of R
p (v3, . . . , vp can be con-
structed using the Gram-Schimdt algorithm). If we define Y = PX, then Y1 = X
Tβ0 and
XTβ = a1Y1 + a2Y2 where a1 = 〈β0, β〉, a2 =
√
1− 〈β, β0〉2. Then the probability of the
wedge shaped region becomes:
P(sgn(XTβ) 6= sgn(XTβ0))
=
∫
x′β0≥0
β′x<0
fX(x) dx+
∫
β′x≥0
x′β0<0
fX(x) dx
=
∫
y1≥0
a1y1+a2y2<0
fX(P
−1y) dy +
∫
y1<0
a1y1+a2y2≥0
fX(P
−1y) dy
=
∫
y1≥0
a1y1+a2y2<0
1√
|2pi(PΣPT)|e
− 1
2
yT(PΣPT)−1y dy +
∫
y1<0
a1y1+a2y2<≥0
1√
|2pi(PΣPT)|e
− 1
2
yT(PΣPT)−1y dy
=
∫
y1≥0
a1y1+a2y2<0
1√
|2piΣ˜|
e−
1
2
yTΣ˜−1y dy1dy2 +
∫
y1<0
a1y1+a2y2<≥0
1√
|2piΣ˜|
e−
1
2
yTΣ˜−1y dy1dy2
[Mariginalise over y3, . . . , yp,with Σ˜ being the leading 2× 2 block of (PΣPT)]
≥ 1
2pi
√
λ1λ2
[∫
y1≥0
a1y1+a2y2<0
e
− 1
2λ2
(y21+y
2
2) dy1dy2 +
∫
y1<0
a1y1+a2y2<≥0
e
− 1
2λ2
(y21+y
2
2) dy1dy2
]
[λ1 ≥ λ2, are two eigenvalues of Σ˜]
≥ 1
2pi
√
λ1λ2
[∫ tan−1(−a1/a2)+2pi
3pi
2
∫ ∞
0
re
− 1
2λ2
r2
dr dθ +
∫ tan−1(−a1/a2)+pi
pi
2
∫ ∞
0
re
− 1
2λ2
r2
dr dθ
]
[Polar]
=
1
pi
√
λ2
λ1
[
tan−1(−a1/a2) + pi/2
]
(A.1)
Now, for ||β − β0|| = δ, a1 = 〈β, β0〉 = 1− δ22 . Hence we get,
λ1
λ2
=
a1√
1− a21
=
1− δ22√
1−
(
1− δ22
)2 = 1− δ
2
2
δ
√
1− δ24
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Using this we obtain,
(tan−1(−a1/a2) + pi/2) =
tan−1
− 1− δ22
δ
√
1− δ24
+ pi
2

It can be easily seen (i.e. by differentiating) that the function
tan−1
− 1− δ22
δ
√
1− δ24
+pi
2
δ is an
increasing function of δ for 0 ≤ δ ≤ 2. More precisely, observing that
lim
δ↓0
tan−1
[
− 1−
δ2
2
δ
√
1− δ2
4
]
+ pi2
δ
= 1
we conclude, for 0 ≤ δ ≤ 2:
1 ≤
tan−1
[
− 1−
δ2
2
δ
√
1− δ2
4
]
+ pi2
δ
≤ pi
2
.
In conjunction with A.1, this gives:
PX(sgn(XTβ) 6= sgn(XTβ0)) ≥ 1
pi
√
λ2
λ1
‖β − β0‖2 .
Finally using the fact that
λmin(PΣP
T) = λmin(Σ) ≤ λ2 ≤ λ1 ≤ λmax(PΣPT) = λmax(Σ)
we have
√
λ2
λ1
≥ √cλ. Combining these, we conclude:
PX(sgn(XTβ) 6= sgn(XTβ0)) ≥ √cλ ‖β − β0‖2 .
Now, on to general X. By our assumption on X in the statement of the lemma, X ∼ E(0,Σp)
i.e. X = Σ
1/2
p Y for some spherically symmetric random variable Y . We know
Y
d
=
Z
‖Z‖g(‖Z‖)
for some g : R+ → R+ with Z ∼ N (0, Ip). Using the relation we have:
PX(sgn(XTβ) 6= sgn(XTβ0))
=PX
(
sgn
(
(Σ
1/2
p Z)Tβ
‖Z‖ g(‖Z‖)
)
6= sgn
(
(Σ
1/2
p Z)Tβ0
‖Z‖ g(‖Z‖)
))
=PX
(
sgn
(
(Σ1/2p Z)
Tβ
)
6= sgn
(
(Σ1/2p Z)
Tβ0
))
which again falls back to N (0,Σp) situation. The upper bound can be established via a
similar calculation, where we need a finite upper bound on supp
λmax(Σp)
λmin(Σp)
: this is given by
1
cλ
.
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Lemma A.3. If the function η(x) satisfies that
|η(x)− 1/2| = |F|X=x(−xTβ0)− F|X=x(0)| ≤ k|xTβ0| ,
for some constant k a.e. with respect to the measure of X and the distribution of X follows
a consistent family of elliptical distribution with fX(x) = |Σp|−1/2gp(xTΣ−1p x). Assume
that g2 (the density component corresponding to the two dimensional marginal of X) is a
decreasing function on R and the eigenvalues of orientation matrix Σp satisfies:
0 < λ− ≤ λmin(Σp) ≤ λmax(Σp) ≤ λ+ <∞
for all p. Then, under the first condition of Assumption (A2:upper) we have
S(β0)− S(β) ≤ u+‖β − β0‖22
for all β ∈ Sp−1 where u+ = 4pikk1 λ+√
λ−
.
Proof. As in the proof of proposition 3.1 we have (with the same notation):
S(β0)− S(β)
= 4
∫
Xβ
|η(x)− 1/2|f(x) dx
≤ 4k
∫
Xβ
|xTβ0|f(x) dx
= 4k
[∫
y1≥0
a1y1+a2y2<0
|y1| fY1,Y2(y1, y2) dy1dy2 +
∫
y1<0
a1y1+a2y2≥0
|y1| fY1,Y2(y1, y2) dy1dy2
]
= 4k|Σ˜|−1/2
[∫
y1≥0
a1y1+a2y2<0
|y1| g2(yT Σ˜−1y) dy1dy2 +
∫
y1<0
a1y1+a2y2≥0
|y1| g2(yT Σ˜−1y) dy1dy2
]
= 4k|Σ˜|−1/2
[∫ tan−1(−a1/a2)+2pi
3pi
2
∫ ∞
0
r2| cos(θ)| g2(r2/λ2) dy1dy2
+
∫ tan−1(−a1/a2)+pi
pi
2
∫ ∞
0
r2| cos(θ)| g2(r2/λ2) dr dθ
]
[λ1 ≤ λ2 are the two eigenvalues of Σ˜]
≤ 8kk1 λ2√
λ1
cos (tan−1(a1/a2))(tan−1(a1/a2) + pi/2)
≤ 4pikk1 λ2√
λ1
‖β − β0‖22 ≤ 4pikk1
λ+√
λ−
‖β − β0‖22
Remark A.1. The Lipschitz type condition i.e. |η(x) − 1/2| ≤ k|xTβ0| controls how the
function varies around the true hyperplane. This condition is easily satisfied if we assume
that the conditional density of  given X has an uniform upper bound over all x and dimen-
sion. Note that the two conditions in the above lemma and Assumption (A2:upper(i)) are
readily satisfied, for example, for a broad class of elliptically symmetric densities centered
at 0.
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A.3. Proof of Theorem 3.2
We use a concentration inequality for excess risk due to (Theorem 2 of [17]) to establish
the rate of convergence of the maximum score estimator. We provide a restatement of that
theorem here for convenience.
Theorem A.4. Let {Zi = (Xi, Yi)}ni=1 be i.i.d. observations taking values in the sample
space Z : X ×Y and let F be a class of real-valued functions defined on X . Let γ : F ×Z →
[0, 1] be a loss function, and suppose that f∗ ∈ F uniquely minimizes the expected loss
function P (γ(f, .)) over F . Define the empirical risk as γn(f) = (1/n)
∑n
i=1 γ(f, Zi), and
γ¯n(f) = γn(f)−P (γ(f, .)). Let l(f∗, f) = P (γ(f, .))−P (γ(f∗, .)) be the excess risk. Consider
a pseudo-distance d on F ×F satisfying V arP [γ(f, .)−γ(g, .)] ≤ d2(f, g). Finally, let C1 :=
{h : R+ → R+, non-decreasing, continuous, h(x)/x non-increasing on [0,∞) and h(1) ≥
1}. Assume that:
(1) There exists F ⊆ F and a countable subset F ′ ⊆ F , such that for each f ∈ F , there
is a sequence {fk} of elements of F ′ satisfying γ(fk, z)→ γ(f, z) as k →∞, for every
z ∈ Z.
(2) d(f, f∗) ≤ ω
(√
l(f∗, f)
)
∀ f ∈ F , where ω ∈ C1
(3) For every f ∈ F ′
√
nE
[
sup
g∈F ′:d(f,g)≤σ
[γ¯n(f)− γ¯n(g)]
]
≤ φ(σ)
for every σ > 0 such that φ(σ) ≤ √nσ, where φ ∈ C1.
Let ∗ be the unique positive solution of
√
n2∗ = φ(ω(∗)). Let fˆ be the (empirical) minimizer
of γn over F and l(f
∗, F ) = inff∈F l(f∗, f).Then, there exists an absolute constant K such
that for all y ≥ 1, the following inequality holds:
P
(
l(f∗, fˆ) > 2l(f∗, F ) +Ky2∗
)
≤ e−y
In our problem, the set of classifiers
F = Fp = {fβ : Rp → {−1, 1}, fβ(X) = sgn(XTβ), β ∈ Sp−1} ,
and Z = Rp × {−1, 1}. Define γ(fβ, (X,Y )) = (1 − Y sgn(XTβ))/2, so that γn(fβ) =
(1−Sn(β))/2 and P (γ(fβ, .)) = (1−S(β))/2, and consequently, γ¯n(fβ) = −(Sn(β)−S(β))/2.
Also, note that f∗ ≡ fβ0 and the excess risk is l(fβ0 , fβ) = (S(β0)− S(β))/2. To verify the
first assumption, take F = F and take F ′ = {fβ ∈ F : β ∈ S1} where S1 is a countable
dense subset of Sp−1. It is easy to check that the convergence criterion in condition (1) of
the above theorem is satisfied on the set X0×{−1, 1} where X0 is the set of all x such that
βTx 6= 0 for all β ∈ S1. Since X1 is continuous and S1 is countable, X0 has probability 1,
and this is sufficient for the conclusions of the theorem to hold.
As shown in Proposition 3.1, for margin parameter α we have:
l(fβ0 , fβ) = (S(β
0)− S(β))/2 ≥ hκPκ(sgn(XTβ) 6= sgn(XTβ0))
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for some constant h, where κ = (1 + α)/α. Define the pseudo-distance
d(fβ1 , fβ2) = P
1/2(sgn(XTβ1) 6= sgn(XTβ2))
This is a valid distance because,
V arP (γ(fβ1 , .)− γ(fβ2 , .)) =
1
4
V arP (Y sgn(X
Tβ1)− Y sgn(XTβ2))
≤ 1
4
E
(
sgn(XTβ1)− sgn(XTβ2)
)2
= E(1(sgn(XTβ1) 6= sgn(XTβ2)))
= P(sgn(XTβ1) 6= sgn(XTβ2))
= d2(fβ1 , fβ2)
Hence we have l(fβ0 , f(β1)) ≥ hκd2κ(fβ, fβ0). If we take ω(x) = h−1/2x1/κ, then assumption
(2) of the previous theorem is satisfied.
Let H(F) := log ∣∣{{x : βTx > 0} ∩ {X1, X2, . . . , Xn} : ‖β‖ = 1}∣∣ denote the random combi-
natorial entropy of F . From the arguments in Section 2.4 of [17], we can take
φ(σ) = Lσ
√
(1 ∨ E(H(F))
and
2∗ =
(
L2(1 ∨ E(H(F)))
n
) κ
2κ−1
∧
√
L2(1 ∨ E(H(F)))
n
,
for some constants L > 0. Since the collection F has VC dimension p, using Sauer’s Lemma
(see e.g. [12]), we know that H(F) is uniformly bounded by p(1 + log(n/p)), and therefore:
E(H(F)) ≤ p
(
1 + log
(
n
p
))
≤ 2p log n
p
[As p/n→ 0] .
Using the upper bound on the expectation, it follows that
2∗ ≤
(
L2p log (n/p)
n
) κ
2κ−1
when κ > 1 (or α <∞). We conclude, using Theorem A.4, that:
P
(
S(β0)− S(βˆ) ≥ Ky
(
L2p log n/p
n
) κ
2κ−1
)
≤ e−y
for all y ≥ 1. Using Proposition 3.1, we get the following concentration bound:
P
(
‖βˆ − β0‖2 ≥ t
(
p log n/p
n
) 1
2κ−1
)
≤ P
(
S(β0)− S(βˆ) ≥ tκu−
(
p log n/p
n
) κ
2κ−1
)
≤ e
− t
κu−
K1K
2κ
κ−1 [For t ≥ (K1K2κ/κ−1/u−)1/κ]
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which tends to 0 as t→∞. Hence we can conclude that
‖βˆ − β0‖2 = OP
((
p log n/p
n
) 1
2κ−1
)
= OP
((
p log n/p
n
) α
α+2
)
.
The upper bound on the expectation follows from this exponential tail bound on ‖βˆ−β0‖2.
Define rn =
(
p log (n/p)
n
) α
α+2
. Then:
E
(
1
rn
‖βˆ − β0‖2
)
=
∫ ∞
0
P(‖βˆ − β0‖2 ≥ Trn) dT
=
∫ (K1K2κ/κ−1/u−)1/κ
0
P(‖βˆ − β0‖2 ≥ Trn) dT +
∫ ∞
(K1K2κ/κ−1/u−)1/κ
P(‖βˆ − β0‖2 ≥ Trn) dT
≤ (K1K2κ/κ−1/u−)1/κ +
∫ ∞
(K1K2κ/κ−1/u−)1/κ
e
−Tκc
K1 dT
≤ (K1K2κ/κ−1/u−)1/κ + f(κ) <∞
which completes the proof of minimax upper bound.
A.4. Proof of Theorem 3.3
We generate an(8n/p)
p−1
3 points uniformly from the surface of the sphere (where an ↑ ∞
will be chosen later), maximize the empirical score function Sn(β) over these selected points
and show that the maximizer achieves the desired rate. Define Tn = an(8n/p)
(p−1)/3 and
En to be the collection of Tn points generated uniformly.
We start with the following technical lemma that plays a key role in the proof.
Lemma A.5. Suppose D(x, r) denotes a spherical cap around x of radius r, i.e.
D(x, r) = {y ∈ Sp−1 : ‖x− y‖2 ≤ r}
Then we have
1
2
(r/2)p−1 ≤ σ(D(x, r)) ≤ 1
2
√
2
rp−1
for 0 ≤ r ≤ 1 and p ≥ 8, where σ is the uniform measure on the sphere, i.e. the proportion
of the surface of the spherical cap to the surface area of the sphere.
For a brief discussion on this Lemma, see section B.1 of supplement. The next lemma shows
that we can find at least one point in our collection which is within a distance of (p/n)1/3
of β0 with probability ↑ 1.
Lemma A.6. Let Ω−1,n denote the event that there exists at least one β′ ∈ En such that
‖β′ − β0‖2 ≤ (p/n)1/3. Then P (Ω−1,n)→ 1.
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Proof. Using Lemma A.5 we have the following bound:
P(∃β′ ∈ En such that ‖β′ − β0‖2 ≤ (p/n)1/3) ≥ 1−
(
1− 1
2
(p/8n)
p−1
3
)an(8n/p) p−13
→ 1 as n→∞ .
Let β˜ denote the point closest to β0. On Ω−1,n, ‖β˜ − β0‖ ≤ (p/n)1/3. To establish the con-
vergence rate, we will use a specific version of the shelling argument. Fix T > 0, sufficiently
large. (In fact, as we work our way through the proof we will keep enhancing the value of T
as and when necessary, but as this will be done finitely many times, it won’t have a bearing
on the rate of convergence.) Consider shells Ci around the true parameter β
0, where
Ci = {β ∈ Sp−1 : ‖β − β0‖2 ≤ T (p/n)1/32i} = D(β0, ri)
with ri = T (p/n)
1/32i, for i = 0, 1, ..An and An
∆
= 13 log2 (n/p) − log2 T . We will compute
an upper bound on the number of elements of Bi = En ∩ Ci for all i ∈ {0, 1, · · · , An}.
Lemma A.7. For all i ∈ {0, 1, · · · , An},
|Bi| = |En ∩ Ci| ≤ 2Tnpi ≤ 1
2
√
2
an(T2
i+1)p−1 ≤ an(T2i+1)p
with exponentially high probability where pi = σ(D(β
0, ri)).
Proof. Let Ni denote the number of points in En ∩ Bi. Then Ni ∼ Bin(Tn, pi) where pi =
σ(D(β0, ri)). For i = An, pi = 1. So P (Ni > 2Tnpi) = 0. Hence we will only confine ourselves
to the case i ∈ {0, 1, · · · , An − 1}. In this case, ri ≤ 1 and hence from Lemma A.5 we have
pi ≤ 12√2 <
1
2 . From the Chernoff tail bound for the Binomial distribution we have, for each
i: P (Ni > 2Tnpi) ≤ exp(−TnD(2pi||pi)), where
D(2pi||pi) = 2pi log 2pi
pi
+ (1− 2pi) log 1− 2pi
1− pi = pi log 4 + (1− 2pi) log
1− 2pi
1− pi
is the Kullback-Liebler divergence between Bernoulli(pi) and Bernoulli(2pi). This can be
lower bounded thus:
D(2pi||pi) = pi log 4 + (1− 2pi) log 1− 2pi
1− pi
= pi log 4 + (1− 2pi) log 1− pi − pi
1− pi
= pi log 4 + (1− 2pi) log
(
1− pi
1− pi
)
≥ pi log 4− (1− 2pi)
pi
1−pi
1− pi1−pi
[∵ log 1− x ≥ −x
1− x, pi ≤
1
2
]
= pi (log 4− 1)
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≥ 1
2
(T2i)p−1
( p
8n
)p−1
(log 4− 1) . [Lemma A.5]
Using this upper bound we have:
P (Ni > 2Tnpi) ≤ e
(
−Tn 12 (T2i)p−1( p8n)
p−1
(log 4−1)
)
= e(−an(8n/p)
p−1 1
2
(T2i)p−1(p/8n)p−1(log 4−1))
= e(−an
1
2
(T2i)p−1(log 4−1))
Define Ωi,n = Ni ≤ 2Tnpi for i = {0, 1, · · · , An − 1} and let Ωn = ∩An−1i=−1 Ωi,n. The following
lemma says that the event Ωn happens with high probability:
Lemma A.8. For any T > 1, P(Ωn)→ 1 as n→∞.
Proof. It is enough to show that
∑An−1
i=−1 P(Ωci,n)→ 0 as n→∞. We have already established
in Lemma A.6 that P(Ωc−1,n)→ 0 as n→∞. Using Lemma A.7:
An−1∑
i=0
P(Ωci,n) ≤
An−1∑
i=0
e(−an
1
2
(T2i)p−1(log 4−1)) .
Now for any fixed n, the maximum term obtains when i = 0 i.e. e(−an
1
2
(T )p−1(log 4−1)) which
goes to 0 for T > 1. Furthermore, the series under consideration is easily dominated by∑∞
i=1 e
−k2i for some constant k > 0, which is clearly finite. Hence the series on the right-
side of the above display goes to 0 with increasing n.
The rest of the analysis will be done conditioning on the event Ωn. Define Pn(A) = P(A | Ωn).
Then we have:
P
(
‖βˆnew − β0‖2 > 3T (p/n)1/3
)
≤ P
(
‖βˆnew − β0‖2 > 3T (p/n)1/3 | Ωn
)
P (Ωn) + P(Ωcn)
≤ Pn
(
‖βˆnew − β0‖2 > 3T (p/n)1/3
)
+ P(Ωcn)
≤ Pn
(
‖βˆnew − β˜‖2 > 2T (p/n)1/3
)
+ P(Ωcn)
≤ Pn
(
sup
β∈Bc0
Sn(β)− Sn(β˜) ≥ 0
)
+ P(Ωcn)
= Pn
(
∪Ani=1
{
sup
β∈Bi∩Bci−1
Sn(β)− Sn(β˜) ≥ 0
})
+ P(Ωcn)
≤
An∑
i=1
Pn
(
sup
β∈Bi∩Bci−1
Sn(β)− Sn(β˜) ≥ 0
)
+ P(Ωcn) .
Since P(Ωcn) → 0 as n → ∞, we omit this term henceforth. Next, we analyze a general
summand. Define Zi(β) = Yisgn(X
T
i β)−Yisgn(XTi β˜). Then 1n
∑n
i=1 Zi(β) = Sn(β)−Sn(β˜)
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and Zi(β) assumes values {−2, 0, 2}. Also, E(Zi(β)) = S(β)− S(β˜). Using Proposition 3.1
and Assumption (A2:upper) we have:
S(β)− S(β˜) = S(β)− S(β0) + S(β0)− S(β˜)
≤ −u−‖β − β0‖22 + u+‖β˜ − β0‖22
≤ −(u−/2)‖β − β0‖22
for T >
√
(2u+)/u−. This implies Zi(β) has high probability of being negative. We exploit
this to prove the concentration. To simplify the calculations, define {Yi(β)}ni=1 be to be a
collection of independent random variables with
Yi(β) =
{
2, with prob.P (Zi(β) = 2 | Zi(β) 6= 0)
−2, with prob.P (Zi(β) = −2 | Zi(β) 6= 0)
Hence the expectation of Yi(β) is:
E(Yi(β)) = E(Zi(β)|Zi(β) 6= 0)
=
E(Zi(β)|Zi(β) 6= 0)P (Zi(β) 6= 0)
P (Zi(β) 6= 0)
=
E(Zi(β))
P (sgn(XTβ) 6= sgn(XT β˜))
≤ −(u−/2)‖β − β
0‖22
P (sgn(XTβ) 6= sgn(XT β˜)) (A.2)
For the rest of the calculations we need to bound P(sgn(XTβ) 6= sgn(XT β˜)). Towards that
direction we have the following:
P(sgn(XTβ) 6= sgn(XT β˜))
= P(sgn(XTβ) 6= sgn(XT β˜), sgn(XT β˜) 6= sgn(XTβ0))
+ P(sgn(XTβ) 6= sgn(XT β˜), sgn(XT β˜) = sgn(XTβ0))
≤ P(sgn(XTβ) 6= sgn(XTβ0), sgn(XT β˜) = sgn(XTβ0)) + P(sgn(XT β˜) 6= sgn(XTβ0))
≤ P(sgn(XTβ) 6= sgn(XTβ0)) + P(sgn(XT β˜) 6= sgn(XTβ0))
≤ 2C ′‖β − β0‖2
for T > 1. For the lower bound we have:
P(sgn(XTβ) 6= sgn(XT β˜))
≥ P(sgn(XTβ) 6= sgn(XT β˜), sgn(XT β˜) = sgn(XTβ0))
= P(sgn(XTβ) 6= sgn(XTβ0), sgn(XT β˜) = sgn(XTβ0))
≥ P(sgn(XTβ) 6= sgn(XTβ0))− P(sgn(XT β˜) 6= sgn(XTβ0))
≥ c′‖β − β0‖2 − C ′(p/n)1/3
≥ (c′/2)‖β − β0‖2
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when T > 2C ′/c′, where we are also using the fact that β ∈ Bc0. Putting the upper bound
in equation A.2 we have:
E(Yi(β)) ≤ − u−
4C ′
‖β − β0‖2
So, if P (Yi(β) = 2) = P (Zi(β) = 2 | Zi(β) 6= 0) = p2 (say) then 4p2 − 2 ≤ (−u−/4C ′)‖β −
β0‖2 which implies p2 ≤ 12 − (−u−/16C ′)‖β− β0‖2. Define Wi(β) = Yi(β)+24 . Then Wi(β) ∼
Ber(p2). Let N denote the number of non-zero Zi(β)’s. Then N ∼ Bin(n, p1)where p1 =
P(sgn(XTβ) 6= sgn(XT β˜)).
Pn
(
sup
β∈Bi∩Bci−1
Sn(β)− Sn(β˜) ≥ 0
)
≤
∑
j:βj∈Bi∩Bci−1
Pn
(
Sn(βj)− Sn(β˜) ≥ 0
)
≤
∑
j:βj∈Bi∩Bci−1
Pn
(
n∑
i=1
Zi(βj) ≥ 0
)
≤
∑
j:βj∈Bi∩Bci−1
n∑
m=1
Pn
(
n∑
i=1
Zi(βj) ≥ 0|N = m
)
P(N = m)
≤
∑
j:βj∈Bi∩Bci−1
n∑
m=1
Pn
(
m∑
i=1
Yi(βj) ≥ 0
)
P(N = m)
≤
∑
j:βj∈Bi∩Bci−1
n∑
m=1
Pn
(
m∑
i=1
Wi(βj) ≥ m
2
)
P(N = m)
≤
∑
j:βj∈Bi∩Bci−1
n∑
m=1
(4p2q2)
m/2
(
n
m
)
pm1 (1− p1)n−m [Chernoff bound for Binomial tail probability]
≤
∑
j:βj∈Bi∩Bci−1
(1− p1 + 2p1√p2q2)n
≤
∑
j:βj∈Bi∩Bci−1
en log (1−p1(1−
√
4p2q2))
≤
∑
j:βj∈Bi∩Bci−1
en log (1−p1(1−
√
1−(u2−/64C′2)‖β−β0‖2))
≤
∑
j:βj∈Bi∩Bci−1
en log (1−p1((u
2
−/128C
′2)‖β−β0‖22))
≤
∑
j:βj∈Bi∩Bci−1
e−np1((u
2
−/128C
′2)‖β−β0‖22)
≤
∑
j:βj∈Bi∩Bci−1
e−n(u
2
−c
′/256C′2)‖β−β0‖32)
≤
∑
j:βj∈Bi∩Bci−1
e−p(u
2
−c
′/256C′2)T 323(i−1)
≤ elog 2Tnpi−p(u2−c′/256C′2)T 323(i−1)
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≤ ep[(log an/p)+log T+(i+1) log 2−(u2−c′/256C′2)T 323(i−1)] [by Lemma A.7]
Thus we can take an = p to ignore the effect of (log an/p). Putting this back in equation
(1) we get:
An∑
i=1
P
(
sup
β∈Bi∩Bci−1
Sn(β)− Sn(β˜) ≥ 0
)
≤ 2
An∑
i=1
ep[log T+i log 2−(u
2
−c
′/256C′2)T 323(i−1)]
→ 0 as p→∞ ,
for large enough T (by using similar arguments to the one used for handling the earlier
series) which proves the theorem.
A.5. Proof of Theorem 3.4
To obtain a lower bound on the minimax error, we use Assouad’s Lemma [3] which we state
below for convenience:
Lemma A.9. [Assouad’s Lemma] Let Ω = {0, 1}m (or {−1, 1}m) be the set of all binary
sequences of length m. Let Pω, ω ∈ Ω be a set of 2m measures on some space {X , A} and
let the corresponding expectations be Eω. Then:
inf
ωˆ
sup
ω∈Ω
Eω(dH(ωˆ, ω)) ≥ m
2
(1−max
ω∼ω′
‖Pnω − Pnω′‖TV )
where ωˆ is an estimator based on n i.i.d. observations z1, . . . , zn ∼ Pω, Pnω denotes the n-fold
product measure of Pω, dH is the Hamming distance and ω ∼ ω′ means dH(ω, ω′) = 1.1
To apply this lemma in our model, define for small  > 0:
Θ˜ = {β : where β = γ‖γ‖2 , γ1 = 1, γj ∈ {−, },∀ 2 ≤ j ≤ p} .
We will motivate the choice of  in the later part of the proof. Observe that, ‖γ‖2 is
same for all γ ∈ Θ and equals √1 + (p− 1)2. For notational simplicity, define m() =√
1 + (p− 1)2. Now, for any ω ∈ {−1, 1}p−1, define γω = (1, ω) and βω = γω/‖γω‖2. This
establishes a 1-1 correspondence between Ω and Θ˜, with m = p − 1. For any β ∈ Θ˜ define
the joint distribution Pβ of (X,Y ) as:
1. X ∼ N (0, Ip)
2. Pβ(Y = 1|X) =

1
2 + β
′X, if |β′X| ≤
[

√
p ∨ |X1|2m()
]
∧ 1/4.
1
2 +
([

√
p ∨ |X1|2m()
]
∧ 1/4
)
sgn(β′X), otherwise.
1For some discussions and applications of this lemma, see [26].
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The Gaussian distribution of X trivially satisfies Assumption (A2). In the following lemma
we show that this construction also satisfies Assumption (A1).
Lemma A.10. The above construction of η(x) = Pβ(Y = 1|X = x) satisfies Assumption
(A1) with α = 1, when 
√
p is sufficiently small.
Proof. Fix t such that 0 ≤ t < 14 . Then,
PX(|η(X)− 0.5| ≤ t)
= PX
(
|η(X)− 0.5| ≤ t, |β′X| ≤
[

√
p ∨ |X1|
2m()
]
∧ 1/4
)
+ PX
(
|η(X)− 0.5| ≤ t, |β′X| >
[

√
p ∨ |X1|
2m()
]
∧ 1/4
)
= PX
(
|βTX| ≤ t, |βTX| ≤
[

√
p ∨ |X1|
2m()
]
∧ 1/4
)
+ PX
([

√
p ∨ |X1|
2m()
]
∧ 1/4 ≤ t, |βTX| >
[

√
p ∨ |X1|
2m()
]
∧ 1/4
)
≤ PX(|βTX| ≤ t) + PX
([

√
p ∨ |X1|
2m()
]
∧ 1/4 ≤ t
)
≤ PX(|βTX| ≤ t) + PX(|X1| ≤ 2m()t)
≤
√
2
pi
[t+ 2m()t]
≤ 5
√
2
pi
t
The last inequality is valid when m() ≤ 2, which happens for √p sufficiently small.
We use the notation β ∼j β′ if β and β′ differs only in jth position for 2 ≤ j ≤ p. So, in
order use Assouad’s lemma, we need an on ‖Pnβ − Pnβ′‖TV when β ∼j β′ for any 2 ≤ j ≤ p.
Fix β1 and β2 and j ∈ {2, · · · , p} such that β1 ∼j β2. Using the standard relation between
the total variation norm and Hellinger distance, we have:
‖Pnβ1 − Pnβ2‖TV ≤
√
H2(Pnβ1 , P
n
β2
) ≤
√
nH2(Pβ1 , Pβ2)
To make the minimax lower bound non-trivial, we will choose  = (n, p) in a way that
ensures H2(Pβ1 , Pβ2) ∼ n−1. Towards that, we need the following lemma:
Lemma A.11. If P1 = Ber(p1) and P2 = Ber(p2) with p1, p2 ∈ [1/4, 3/4], then H2(P1, P2) ≤
ν2
4
√
3s(1−s) where ν = p2 − p1, s = (p1 + p2)/2.
The proof of this Lemma can be found in section B.2 of supplement. For the rest of the
proof, define
Ai =
[
|β′iX| ≤
{

√
p ∨ |X1|
2m()
}
∧ 1/4
]
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for i = 1, 2. Now,
H2(Pβ1 , Pβ2)
=EX
[
H2(Pβ1(Y = 1|X), Pβ2(Y = 1|X))
]
=EX
[
H2(Pβ1,X , Pβ2,X)
]
[Say]
We next divide the domain of X into two sub-parts and compute the corresponding values
of νX = Pβ1(Y = 1|X)− Pβ2(Y = 1|X), on these sub-parts.
Case 1: X ∈ A1 ∪A2.
Case 2: X ∈ Ac1 ∩ Ac2. Note that, in this case, |νX | = 0, if sign(β′1X) = sign(β′2X),
|νX | ≤ 2
(

√
p ∨ |X1|2m()
)
otherwise.
Lemma A.12. Under Case 1, |νX | = |Pβ1(Y = 1|X)− Pβ2(Y = 1|X)| ≤ 2|Xj |/m()
where β1 ∼j β2.
Proof. First assume that, X ∈ A1 ∩A2. Then,
|νX |
= |Pβ1(Y = 1|X)− Pβ2(Y = 1|X)|
=|β′1X − β′2X|
=
2|Xj |
m()
Next, consider the case that X ∈ A1 ∩ Ac2. Then, |β′2X| > (
√
p ∨ |X1|/2m()) ∧ 1/4 but
|β′1X| < (
√
p ∨ |X1|/2m()) ∧ 1/4. Hence,
|νX |
= |Pβ1(Y = 1|X)− Pβ2(Y = 1|X)|
≤|β′1X − β′2X|
=
2|Xj |
m()
.
The third case follows in the exact same manner, by symmetry.
We are now in a position to tackle H2(Pβ1 , Pβ2) as shown below.
H2(Pβ1 , Pβ2) (A.3)
EX
[
H2(Pβ1,X , Pβ2,X)
]
≤ 1
4
√
3
E
[
ν2X
s(1− s)
]
=
1
4
√
3
E
[
ν2X
s(1− s)1X∈A1∪A2 +
ν2X
s(1− s)1X∈Ac1∩Ac2
]
≤ 4
3
√
3
E
[
ν2X1X∈A1∪A2 + ν
2
X1X∈Ac1∩Ac2
]
[∵ 1
4
≤ s ≤ 3
4
]
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≤ 16
3
√
3
E
[
2X2j
m()2
1X∈A1∪A2 + 4
(

√
p ∨ |X1|
2m()
)2
1X∈Ac1∩Ac2, sign(β′1X)6=sign(β′2X)
]
=
16
3
√
3
E[T1 + 4T2] [Say] . (A.4)
We will analyze the expectation of each summand separately. Define β˜
∆
= β[2:p] i.e. β˜ is a
vector of dimension (p− 1) which we obtain by removing the first co-ordinate of β, and let
X˜ be defined similarly in terms of X. We have:
E(T1) =
1
m()2
E
(
2X2j 1X∈A1∪A2
)
≤ 1
m()2
[
E
(
2X2j 1X∈A1
)
+ E
(
2X2j 1X∈A2
)]
=
2
m()2
E
(
2X2j 1X∈A1
)
[∵ both terms are identically distributed]
≤ 2
m()2
E
(
2X2j 1|β′1X|≤
√
p∨ |X1|
2m()
)
≤ 2
m()2
[
2E
(
X2j 1|β′1X|≤ |X1|2m()
)
+ 2E
(
X2j 1 |X1|
2m()
≤√p
)]
≤ 2
m()2
[
2E
(
X2j 1 |X1|
m()
−|β˜1′X˜|≤ |X1|2m()
)
+ 2E
(
X2j 1 |X1|
2m()
≤√p
)]
[∵ |a+ b| ≥ |a| − |b|]
≤ 2
2
m()2
[
E
(
X2j 1 |X1|
2m()
≤|β˜1′X˜|
)
+ E(X2j )P (|X1| ≤ 2m()
√
p)
]
≤ 2
2
m()2
EX˜
(
X2jEX1
(
1|X1|≤2m()|β˜1′X˜| | X˜
))
+ 4
√
2
pi
3
√
p
m()
≤ 2
2
m()2
EX˜
(
X2j P
(
|X1| ≤ 2m()|β˜1′X˜| | X˜
))
+ 4
√
2
pi
3
√
p
m()2
≤
√
8
pi
[
22
m()
EX˜
(
X2j |β˜′X˜|
)
+
23
√
p
m()
]
[as X1&X˜ are independent]
≤4
√
2
pi
[
2
m()
(E(X4j ))
1
2 (E((β˜1
′
X˜)2))
1
2 +
3
√
p
m()
]
≤4
√
6
pi
2
m()
(E((β˜1
′
X˜)2))
1
2 + 4
√
2
pi
3
√
p
m()
≤4
√
2
pi
(1 +
√
3)3
√
p
[
1
m()2
+
1
m()
]
≤8
√
2
pi
(1 +
√
3)3
√
p [∵ m() ≥ 1] (A.5)
For the second part, observe that,{
X ∈ Ac1 ∩Ac2 and sign(β′1X) 6= sign(β′2X)
}⇒|β′1X − β′2X| ≥ 2√p
⇒2|Xj |
m()
≥ 2√p
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⇒|Xj | ≥ m()√p
Using this observation, we get,
E(T2) ≤
(
E
(

√
p ∨ |X1|
2m()
)4) 12 (
E
(
1X∈Ac1∩Ac2,sign(β′1X) 6=sign(β′2X)
)) 1
2
≤K
(
E
(
1X∈Ac1∩Ac2,sign(β′1X) 6=sign(β′2X)
)) 1
2
≤K
(
E
(
1|Xj |≥m()√p
)) 1
2
≤Ke−m()
2p
4 , (A.6)
where K is an absolute constant. Putting together A.4, A.5 and A.6, we get,
H2(Pβ1 , Pβ2) = EX
(
H2(Pβ1,X , Pβ2,X)
) ≤ 16
3
√
3
[
8
√
2
pi
(1 +
√
3)3
√
p+ 4Ke−
m()2p
4
]
.
Set ζ = 128
3
√
3
√
2
pi (1 +
√
3). If we choose  =
(
1
2ζ
) 1
3
n−
1
3 p−
1
6 , then EX
(
H2(Pβ1 , Pβ2)
) ≤
1
2n +
64K
3
√
3
e−
m()2p
4 . So we have
√
nH2(Pβ1 , Pβ2) ≤
√
1
2
+
64K
3
√
3
ne−
m()2p
4 ≤
√
2
3
for all large n, as ne−
m()2p
4 → 0, which follows from our assumption n = o(efp), for f < 1/4.
Now we can relate Hamming distance to `2 distance via
‖βˆ − β0‖22 =
2
m()2
dH(βˆ, β
0)
and use Assouad’s lemma to deduce:
inf
βˆn∈Θ˜
sup
Pβ :β∈Θ˜
Eβ
(
‖βˆn − β‖22
)
≥ 
2(p− 1)
2m()2
(1−max
β∼β′
‖Pnβ − Pnβ′‖TV )
≥ 
2(p− 1)
4
(1−
√
2/3) [∵ m()→ 1 as p→∞]
≥ K˜L
( p
n
) 2
3
[∵  =
(
1
2ζ
) 1
3
n−
1
3 p−
1
6 ]
for some constant K˜L. Finally, let βˆ be any estimator assuming values in S
p−1. Define β˜ to
be the projection of βˆ on the hypercube, i.e.
β˜ = argmin
β∈Θ˜
‖βˆ − β‖2
Then for any β ∈ θ˜ we have:
‖β˜ − β‖2 ≤ ‖β˜ − βˆ + βˆ − β‖2 ≤ 2‖β − βˆ‖2
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Using this relation we can conclude that:
inf
βˆn
sup
Pβ
Eβ
(
‖βˆn − β‖22
)
≥ 1
4
inf
βˆn∈θ˜
sup
Pβ :β∈θ˜
Eβ
(
‖βˆn − β‖22
)
≥ KL
( p
n
) 2
3
,
where KL = K˜L/4. This completes the proof.
A.6. Proof of Theorem 3.5
The proof depends on following adapted version of Theorem 9.1 of [6]:
Theorem A.13. Let H be a set of classifiers with VC Dimension d. Then, for any t > 0,
with probability at least 1− e−t, we can say:
1. R(hˆH )−minh∈H R(h) ≤ 8
√
2d logn
n + 2
√
2t
n = 8
√
2
√
d logn
n + 2
√
2
√
t
n
2. |R(hˆH )−Rn(hˆH )| ≤ 4
√
2d logn
n + 2
√
t
2n = 4
√
2
√
d logn
n +
√
2
√
t
n ,
where hˆH is the best possible empirical classifier in H , the empirical loss Rn is defined by:
Rn(h) ≡ Rn(hβ) = −Sn(β) = − 1
n
n∑
i=1
Yisgn(X
T
i β) ,
and the population loss or risk R as:
R(h) ≡ R(hβ) = −S(β) = −E(Y ∗sgn(XTβ)) .
For our problem, the set of classifiers under consideration is described by all unit norm
vectors β in Rp with number of non-zero co-ordinates bounded above by s0. For a given
model m, define h˜m = argminhβ∈Hm R(hβ) . As m2 ⊇ m∗, we have R(h˜m2) < R(h˜m1), since
R(h˜m2) is the Bayes’ Risk. Hence:
R(h˜m1)−R(h˜m2) = −E
[
Y ∗sgn(XTβm1)− Y ∗sgn(XTβm2)
]
= S(βm2)− S(βm1)
≥ u−‖βm1 − βm2‖κ [From Proposition 3.1]
≥ u−|β0,min|κ [∵ m1 misses atleast one co-ordinate of true model]
≥ 30
√
2
√
2As0 log (ep/s0) log n
n
[Assumption(A4)] (A.7)
Now we need an upper bound on the VC dimension of our models. As our collection com-
prises of all the models with sparsity ≤ s0, the upper bound can be obtained from the
following lemma:
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Lemma A.14. Let C(s0) = {η(x) = 1β′x≥0 : β ∈ Rp, ‖β‖0 ≤ s0} be the set of all s0 sparse
binary classifiers and V (C(s0)) be its VC dimension. Then:
As0 log
(
2p
s0
)
≤ V (C(s0)) ≤ 2As0 log
(
ep
s0
)
where A = log2 e.
Proof. See the proof of Lemma 1 in the paper [1].
Define Vn ≡ 2As0 log (ep/s0) log n where 2As0 log (ep/s0) is an upper bound on the VC
dimension of models with number of active elements ≤ s0 obtained from the above lemma.
Take t = Vn. Then, using Theorem A.13 there exists Ωt with probability ≥ 1− e−Vn , such
that:
|Rn(hˆm1)−R(h˜m1)| ≤ |Rn(hˆm1)−R(hˆm1) +R(hˆm1)−R(h˜m1)|
≤ |Rn(hˆm1)−R(hˆm1)|+ |R(hˆm1)−R(h˜m1)|
≤ 12
√
2
√
V (C(s0)) log n
n
+ 3
√
2
√
t
n
≤ 15
√
2
√
Vn
n
Similarly there exist Ω′t with probability ≥ 1− e−2Vn , such that
−15
√
2
√
Vn
n
+R(h˜m2) ≤ Rn(hˆm2) ≤ R(h˜m2) + 15
√
2
√
Vn
n
.
Using equation A.7, we get,
R(h˜m2) ≤ −30
√
2
√
Vn
n
+R(h˜m1) .
Hence, on the set Ωt ∩ Ω′t, we have
Rn(hˆm2) ≤ R(h˜m2) + 15
√
2
√
Vn
n
≤ −15
√
2
√
Vn
n
+R(h˜m1) ≤ Rn(hˆm1)
and
P(Ωt ∩ Ω′t) ≥ 1− 2e−Vn ≥ 1− 2e−2s0 log (ep/s0)
as 2As0 log (ep/s0) log n ≥ 2s0 log (ep/s0).
A.7. Proof of Corollary 3.6
Here we will prove that, under β0p,min condition in Theorem 6, we will select a superset of
true active variables with probability exponentially close to 1:
P(mˆ + m∗) = P
(
∪m+m∗
{
Rn(hˆm) ≤ inf
m′⊇m∗
Rn(hˆm′)
})
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≤
∑
m+m∗
P
(
Rn(hˆm) ≤ inf
m′⊇m∗
Rn(hˆm′)
)
≤
∑
m+m∗
2e−2Vn
≤ 2e−2s0 log (ep/s0)es0 log (ep/s0)
= 2e−s0 log (ep/s0) .
A.8. Proof of Theorem 3.7
We apply Theorem A.4 again. All notation is as in the proof of Theorem 3.2. Now, define
F = {fβ : fβ(x) = sgn(β′x) : β ∈ Sp−1, ‖β‖0 ≤ s0}. Using the bound obtained in Lemma
A.14 on the VC dimension of these sparse classifiers, we obtain:
E(H(F)) ≤ V (F) log en
V (F)
≤ 2As0 log
(
ep
s0
)
log
en
As0 log
(
2p
s0
)
≤ 3s0 log
(
ep
s0
)
log n .
Hence, as in the proof of Theorem 3.2, using Theorem A.4, we have for margin parameter
α:
(1) φ(σ) = Lσ
√
(1 ∨ E(H(F)))
(2) 2∗ ≤
(
L2s0 log (ep/s0) logn
n
) κ
2κ−1
for κ > 1, i.e. α <∞.
where κ = (1 + α)/α. This implies, as in the proof of Theorem 3.2 that
P
(
S(β0)− S(βˆmˆ) ≥ Ky
(
L2s0 log (ep/s0) log n
n
) κ
2κ−1
)
≤ e−y
for all y ≥ 1. Proposition 3.1 then leads to the following concentration bound:
P
(
‖βˆmˆ − β0‖2 ≥ t
(
s0 log (ep/s0) log n
n
) 1
2κ−1
)
≤ P
(
S(β0)− S(βˆmˆ) ≥ tκu−
(
s0 log (ep/s0) log n
n
) κ
2κ−1
)
≤ e−
tκu−
KL2κ/2κ−1 [For t ≥ (KL2κ/2κ−1/u−)1/κ]
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which tends to 0 as t→∞. Hence, we conclude that
‖βˆ − β0‖2 = OP
((
s0 log (ep/s0) log n
n
) 1
2κ−1
)
= OP
((
s0 log (ep/s0) log n
n
) α
α+2
)
.
The upper bound on the expectation follows from this exponential tail bound of ‖βˆ−β0‖2.
Define rn =
(
s0 log (ep/s0) logn
n
) α
α+2
. Then:
E
(
1
rn
‖βˆ − β0‖2
)
=
∫ ∞
0
P(‖βˆ − β0‖2 ≥ Trn) dT
=
∫ (KL2κ/2κ−1/u−)1/κ
0
P(‖βˆ − β0‖2 ≥ Trn) dT +
∫ ∞
(KL2κ/2κ−1/u−)1/κ
P(‖βˆ − β0‖2 ≥ Trn) dT
≤ (KL2κ/2κ−1/u−)1/κ +
∫ ∞
(KL2κ/2κ−1/u−)1/κ
e−
Tκc
K dT
≤ (KL2κ/2κ−1/u−)1/κ + g(κ) <∞
which completes the proof of the minimax upper bound.
A.9. Proof of Theorem 3.8
We use Fano’s inequality along with the Gilbert-Varshamov Lemma. Fano’s inequality (or
Local-Fano’s inequality) gives us a lower bound on the minimax risk: If Θ′ ⊆ Θ is a finite
2 packing set, i.e. for any two θi, θj ∈ Θ′, ‖θi − θj‖2 ≥ 2 with |Θ′| = M , then, based on n
i.i.d. samples z1, z2, . . . , zn ∼ Pθ we have the following minimax lower bound:
inf
θˆ
sup
θ∈Θ
E
(
‖θˆ − θ‖2
)
≥ 2
(
1−
n
M2
∑
i,jKL(Pθi ||Pθj ) + log 2
log (M − 1)
)
The crux of the proof relies on constructing competing models that approach each other at
an optimal rate, as n increases. We start with a preliminary lemma.
Lemma A.15. If P ∼ Ber(p1) and Q ∼ Ber(q1) and if 14 ≤ q1 ≤ 34 , then KL(P ||Q) ≤
16
3 (p− q)2
The proof of the Lemma appears in supplement in section B.3. We next state the Gilbert-
Varshamov Lemma for convenience (see [21] and references therein), that guides the con-
struction of Θ
′
in our problem.
Lemma A.16 (Gilbert-Varshamov). Define dH to be the Hamming distance, i.e. dH(x, y) =∑d
i=1 1xi 6=yi with d being the underlying dimension. Given any s with 1 ≤ s ≤ d8 , we can
find w1, · · · , wM ∈ {0, 1}d such that:
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a) dH(wi, wj) ≥ s2 ∀ i 6= j ∈ {1, 2, · · · ,M}.
b) logM ≥ s8 log
(
1 + d2s
)
c) ‖wj‖0 = s ∀j ∈ {1, 2, · · · ,M}.
Fix 0 < δ < 1/4. To construct a 2 packing set
(
 = δ4
)
of Sp−1, consider the following
vectors:
βJ =
(
1, δ√
s
wJ
)
√
1 + δ2
.
where wJ ∈ W , a subset of {0, 1}p−1 constructed using GV lemma. Let Θ′ = {βJ : J ∈
{1, 2, · · · ,M}} ⊆ Θ = Sp−1. For I 6= J ,
‖βI − βJ‖22 =
δ2
s(1 + δ2)
dH(wI , wJ) ≥ δ
2
4
.
For notational simplicity define m(δ) =
√
1 + δ2. Denote PβJ (X,Y ) as the joint distribution
of (X,Y ) where X ∼ N (0, Ip) and
PβJ (Y = 1|X) =

1
2 + β
T
JX, if |βTJX| ≤
(
δ ∨ |X1|2m(δ)
)
∧ 14
1
2 +
[(
δ ∨ |X1|2m(δ)
)
∧ 14
]
sgn(βTJX), if |βTJX| >
(
δ ∨ |X1|2m(δ)
)
∧ 14
for all J ∈ {1, 2, · · · ,M}. Now, for any βJ ∈ Θ′, we have βTJX = X1m(δ) + β˜TJ X˜ where
a˜ = (a2, a3, · · · .ap). As ‖β˜J‖0 = s by construction, we know β˜TJ X˜ = δZJm(δ) where ZJ ∼
N (0, 1) and independent of X1. Thus, we have βTJX = X1+δZJm(δ) . Next we will show that,
this construction obeys the margin assumption for α = 1 and t∗ = 14 .
Lemma A.17. The above family of distributions satisfy the margin assumption (Assump-
tion A1) for α = 1 and t∗ = 14 .
Proof. Fix any 0 ≤ t < 14 .
PX(|η(X)− 0.5| ≤ t) = PX
(
|η(X)− 0.5| ≤ t, |βTJX| ≤
[
δ ∨ |X1|
2m(δ)
]
∧ 1/4
)
+PX
(
|η(X)− 0.5| ≤ t, |βTJX| >
[
δ ∨ |X1|
2m(δ)
]
∧ 1/4
)
= PX
(
|βTJX| ≤ t, |βTJX| ≤
[
δ ∨ |X1|
2m(δ)
]
∧ 1/4
)
+PX
([
δ ∨ |X1|
2m(δ)
]
∧ 1/4 ≤ t, |βTJX| >
[
δ ∨ |X1|
2m(δ)
]
∧ 1/4
)
≤ PX(|βTJX| ≤ t) + PX
([
δ ∨ |X1|
2m(δ)
]
∧ 1/4 ≤ t
)
≤ PX(|βTJX| ≤ t) + PX(|X1| ≤ 2m(δ)t)
≤
√
2
pi
[t+ 2m(δ)t]
≤ 5
√
2
pi
t .
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Define the event AI =
{
|βTI X| ≤
(
δ ∨ |X1|2m(δ)
)
∧ 14
}
. Then we have the following lemma:
Lemma A.18. If X ∈ Ai ∪Aj, then
|PβI (Y = 1|X)− PβJ (Y = 1|X)| ≤
∣∣∣βTI X − βTJX∣∣∣ = ∣∣∣β˜TI X˜ − β˜TJ X˜∣∣∣
The proof follows the same arguments as that of Lemma A.12 and is skipped. Next, we
upper-bound the KL divergence:
Lemma A.19. For any I 6= J ∈ {1, 2, · · · ,M}, we have
KL(PβI ||PβJ ) ≤
128
3
√
2
pi
[
6 +
√
6 +
4φ(3)
27
]
δ3 ,
where φ is the standard normal density.
Proof.
KL(PβI ||PβJ ) = EX (KL(PβI (Y |X)||PβJ (Y |X)))
≤ 16
3
EX(PβI (Y |X)− PβJ (Y |X))2
≤ 16
3
[
EX
(
(βTI X − βTJX)21X∈Ai∪Aj
)
+4EX
([(
δ ∨ |X1|
2m(δ)
)
∧ 1
4
]2
1X∈Aci∩Acj ,sgn(βTI X)6=sgn(βTJ X)
)]
=
16
3
(S1 + 4S2) [say] (A.8)
We analyze each summand separately, starting with S1.
EX
(
(βTI X − βTJX)21X∈Ai∪Aj
)
≤ 2EX
(
(βTI X − βTJX)21X∈Ai
)
≤ 2EX
(
(βTI X − βTJX)21|βTIX|≤
(
δ∨ |X1|
2m(δ)
))
≤ 2
[
EX
(
(βTI X − βTJX)21|X1|≤2m(δ)|β˜TI X˜|
)
+ EX
(
(βTI X − βTJX)21|X1|≤2m(δ)δ
)]
≤ 2
[
EX˜
(
(β˜TI X˜ − β˜TJ X˜)2PX1|X˜
(
|X1| ≤ 2m(δ)|β˜TI X˜|
))
+ EX˜
(
(β˜TI X˜ − β˜TJ X˜)2
)
PX1 (|X1| ≤ 2m(δ)δ)
]
≤
√
8
pi
[
2m(δ)EX˜
(
(β˜TI X˜ − β˜TJ X˜)2|β˜TI X˜|
)
+
8
m(δ)
δ3
]
≤ 4
√
2
pi
[
m(δ)
(
EX˜(β˜
T
I X˜ − β˜TJ X˜)4
) 1
2
(
EX˜ |β˜TI X˜|2
) 1
2
+
4
m(δ)
δ3
]
≤ 4
√
2
pi
[ √
12
m(δ)2
+
4
m(δ)
]
δ3
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≤ 8
√
2
pi
[
2 +
√
3
]
δ3 . (A.9)
Now, on to S2:
EX
(((
δ ∨ |X1|
2m(δ)
)
∧ 1/4
)2
1X∈Aci∩Acj ,sgn(XT βI)6=sgn(XT βJ )
)
= 2EX
(((
δ ∨ |X1|
2m(δ)
)
∧ 1/4
)2
1X1+δZI
m(δ)
≥
(
δ∨ |X1|
2m(δ)
)
∧1/41X1+δZJ
m(δ)
≤−
((
δ∨ |X1|
2m(δ)
)
∧1/4
)
)
= 2EX
(
δ21X1+δZI
m(δ)
≥δ1X1+δZJ
m(δ)
≤−δ1|X1|≤2m(δ)δ
)
+ 2EX
( |X1|2
4m(δ)2
1
X1+δZI≥ |X1|2
1
X1+δZJ≤− |X1|2
1
δ≤ |X1|
2m(δ)
≤1/4
)
+ 2EX
(
1
16
1
X1+δZI≥m(δ)4
1
X1+δZJ≤−m(δ)4
1 |X1|
2m(δ)
≥1/4
)
≤ 2EX
(
δ21X1+δZI
m(δ)
≥δ1X1+δZJ
m(δ)
≤−δ1|X1|≤2m(δ)δ
)
+ 2EX
( |X1|2
4m(δ)2
1
X1+δZI≥ |X1|2
1
X1+δZJ≤− |X1|2
1
δ≤ |X1|
2m(δ)
)
+ 2EX
(
1
16
1X1+δZI≥ 141X1+δZJ≤− 141|X1|≥1/2
)
[∵ m(δ) ≥ 1]
≤ 2
[
2
√
2
pi
m(δ)δ3 + 2EX
( |X1|2
4m(δ)2
1
X1+δZI≥X12
1
X1+δZJ≤−X12
1X1≥2m(δ)δ
)
(A.10)
+2EX
(
1
16
1X1+δZI≥ 141X1+δZJ≤− 141X1≥1/2
)]
≤ 2
[
2
√
2
pi
m(δ)δ3 + 2EX
( |X1|2
4m(δ)2
1X1≥−2δZI1X1≤− 23 δZJ1X1≥2m(δ)δ
)
+ 2EX
(
1
16
1X1+δZJ≤− 141X1≥1/2
)]
≤ 2
[
2
√
2
pi
m(δ)δ3 + 2EX
( |X1|2
4m(δ)2
1(−2δZI∨2m(δ)δ)≤X1≤− 23 δZJ
)
(A.11)
+ 2EX
(
1
16
1ZJ≤− 34δ1X1≥1/2
)]
≤ 2
[
2
√
2
pi
m(δ)δ3 + 2EX
( |X1|2
4m(δ)2
12m(δ)δ≤X1≤− 23 δZJ1ZJ≤−3m(δ)
)
+
1
8
e−
9
32δ2
]
≤ 2
[
2
√
2
pi
m(δ)δ3 +
2δ2
9m(δ)2
EX
(
Z2J12m(δ)δ≤X1≤− 23 δZJ1ZJ≤−3m(δ)
)
+
1
8
e−
9
32δ2
]
≤ 4
[√
2
pi
m(δ)δ3 +
δ2
9m(δ)2
EZJ
(
Z2J
[
Φ
(
−2
3
δZJ
)
− Φ (2m(δ)δ)
]
1ZJ≤−3m(δ)
)
+
1
16
e−
9
32δ2
]
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≤ 4
√
2
pi
[
m(δ)δ3 +
δ3
27m(δ)2
EZJ
(
Z2J (−ZJ − 3m(δ))1ZJ≤−3m(δ)
)
+
√
pi
16
√
2
e−
9
32δ2
]
≤ 4
√
2
pi
[
m(δ)δ3 +
δ3
27m(δ)2
EZJ
(
Z2J |ZJ + 3m(δ)|
)
+
√
pi
16
√
2
e−
9
32δ2
]
≤ 4
√
2
pi
[
m(δ) +
1
27m(δ)2
(
√
3 + 6) +
√
pi
16
√
2
]
δ3 [∵ e−
9
32δ2 ≤ δ3, m(δ) ≤ 2]
≤ 8
√
2
pi
[
1 +
√
3 + 6
54
+
√
pi
32
√
2
]
δ3 (A.12)
Combining equations A.8, A.9 and A.12 we conclude that:
KL(PβI ||PβJ ) ≤
128
3
√
2
pi
[
6 +
√
3 +
2(
√
3 + 6)
27
+
√
pi
8
√
2
]
δ3 .
The final step is a direct application of Fano’s inequality. According to our construction,
Θ′ is a 2 packing set with  = δ4 . For notational simplicity, set
Uc ,
128
3
√
2
pi
[
6 +
√
3 +
2(
√
3 + 6)
27
+
√
pi
8
√
2
]
.
The upper bound on the KL divergences, in conjunction with Fano’s inequality, gives:
inf
βˆ
sup
Pβ
E
(
‖βˆ − β‖2
)
≥ δ
2
16
(
1− nUcδ
3 + log 2
s
32 log
p
s
)
.
Taking δ =
( s
64
log p
s
nUc
) 1
3
, then we have:
inf
βˆ
sup
Pβ
E
(
‖βˆ − β‖2
)
≥ 1
256U
2
3
c
(
s log ps
n
) 2
3
(
1−
s
64 log
p
s + log 2
s
32 log
p
s
)
≥ 1
210U
2
3
c
(
s log ps
n
) 2
3
,
the last inequality holding true when log 2 ≤ s128 log ps , which is true for all large s, p as
s log ps →∞. 
Appendix B: Supplementary Material
B.1. Discussion on Lemma A.5
Lemma B.1. For any fixed x ∈ Sp−1, define C(x, ) to be -angular spherical cap around
x, i.e.
C(x, ) = {y ∈ Sp−1 : 〈x, y〉 ≥ }
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Then we have
σ(C(x, )) ≤ 1
2
√
p
(1− 2) p−12 ≤ 1
2
√
2
(1− 2) p−12
for
√
2
p ≤  ≤ 1. The last inequality follows from the assumption
√
2
p ≤ .
This lemma is a well-known fact in convex geometry. Note that, Lemma A.5 and Lemma
B.1 are in different scale as one of them involves the angle and the other one involves the
distance. In the following Lemma we bridge this gap:
Lemma B.2. For 0 ≤ r ≤ 1 and p ≥ 8, we have:
σ(D(x, r)) ≤ 1
2
√
2
rp−1
Proof. Note that C(x, ) = D(x, r) where  = (1− r2/2). If r ≤ 1 and p ≥ 8 then  ≥
√
2
p .
Hence we have:
σ(D(x, r)) ≤ 1
2
√
2
(
1−
(
1− r
2
2
)2) p−12
≤ 1
2
√
2
rp−1
(
1− r
2
4
) p−1
2
≤ 1
2
√
2
rp−1
which completes the proof.
Finally using Lemma B.2 we get the upper bound on σ(D(x, r)). The lower bound can
also be found in convex geometry literature. Combining them together, we get Lemma A.5.
B.2. Proof of Lemma A.11
Proof. Define x− (p1 − q1)/2 = ν/2. From the definition of Hellinger distance between two
Bernoulli Random variables, we get,
H2(P1, P2) = 1−√p1q1 −
√
(1− p1)(1− q1)
= 1−
√
(s+ x)(s− x)−
√
(1− s+ x)(1− s− x)
= 1−
√
s2 − x2 −
√
(1− s)2 − x2
= 1− s
√
1− x
2
s2
− (1− s)
√
1− x
2
(1− s)2
= 1− s
[
1− x
2
2s2
(
1− x˜
2
1
s2
)−1/2]
− (1− s)
[
1− x
2
2(1− s)2
(
1− x˜
2
2
(1− s)2
)−1/2]
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=
x2
2s
(
1− x˜
2
1
s2
)−1/2
+
x2
2(1− s)
(
1− x˜
2
2
(1− s)2
)−1/2
(B.1)
In the second last line we use mean value theorem:
f(x) =
√
1− x = 1− x
2
(1− x˜)−1/2
for some x˜ between 0 and x. As our parameter space is [1/4, 3/4], we have p1 ≤ 3q1 for
any choice of p1, q1. Hence,
|x|
s ≤ 12 and |x|1−s ≤ 12 which immediately implies
x˜21
s2
≤ 14 and
x˜22
(1−s)2 ≤ 14 , which, in turn, validates
(
1− x˜21
s2
)−1/2 ≤ 2√
3
and
(
1− x˜22
(1−s)2
)−1/2 ≤ 2√
3
. Using
this in equation B.1 we conclude:
x2
2s
(
1− x˜
2
1
s2
)−1/2
+
x2
2(1− s)
(
1− x˜
2
2
(1− s)2
)−1/2
≤ 2√
3
[
x2
2s
+
x2
2(1− s)
]
=
(q1 − p1)2
4
√
3s(1− s)
B.3. Proof of Lemma A.15
Proof.
KL(P ||Q) = p1 log p1
q1
+ (1− p1) log 1− p1
1− q1
≤ p1
q1
(p1 − q1) + 1− p1
1− q1 (q1 − p1) [∵ log x ≤ x− 1]
= (p1 − q1)
[
p1
q1
− 1− p1
1− q1
]
=
(p1 − q1)2
q1(1− q1) ≤
16
3
(p1 − q1)2 [∵ 1
4
≤ q1 ≤ 3
4
]
B.4. A discussion of the model with intercept
The binary choice model in the presence of intercept can be formulated as follows:
1. (X, )
i.i.d.∼ P with med(|X) = 0 almost surely.
2. Y = sgn(Y ∗) where Y ∗ = τ0 +XTβ0 + .
The maximum score estimator can be defined as:
(τˆ , βˆ) = argmax
τ,β
Sn(τ, β) = argmax
τ,β
1
n
n∑
i=1
Yisgn(τ +X
T
i β)
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with the population score function being S(τ, β) = E(Y sgn(τ + XTβ)). In this model we
can write the function η(X) = P(Y = 1|X) = 1−F|X(−τ −XTβ). We take our parameter
space to be {(τ, β) : τ ∈ (−U,U) , ‖β‖2 = 1}. For notational simplicity, define γ = (τ, β).
The soft margin assumption – Assumption (A1) – remains unchanged under the intercept
model. Assumption (A2) (the wedge condition) can be generalized for this model as follows:
Assumption (A2: intercept) For all γ sufficiently close to γ0,
a−‖γ − γ0‖2 ≤ P(sgn(τ + βTX) 6= sgn(τ0 +XTβ0)) .
Consider the linear transformation Y = PX where:
Pβ = P =

β0
′
+β′
‖β+β0‖2
β0
′−β′
‖β−β0‖2
v3
...
vp

with v3, · · · , vp being orthogonal extensions to a basis of Rp. Note that Y depends on β,
but this will be suppressed in the notation. The following lemma presents conditions on the
distribution of X under which Assumption (A2:intercept) is valid.
Lemma B.3. Suppose there exists 0 < δ < 2 and a constant K such that fY1,Y2(y1, y2) ≥ F
for all {(y1, y2) : ‖(y1, y2)‖2 ≤ 2U/ζ} where ζ =
√
1− δ2/4 and the bound F = F (U, ζ) is
independent of β and the dimension p. Then
a−‖γ − γ0‖2 ≤ P(sgn(τ + βTX) 6= sgn(τ0 +XTβ0))
holds for τ ∈ (−U,U) and for all β : ‖β − β0‖2 ≤ δ.
As the wedge condition is only valid in a neighborhood of the true γ0, we need to establish
the consistency of the maximum score estimator in order to prove the rate of convergence
results.
Lemma B.4. Under Assumption (A1) and Assumption (A2:intercept) we have
‖γˆ − γ0‖2 P→ 0
when p/n → 0. Furthermore, under Assumption (A3), the result continues to hold when
p n.
We next argue that the rate of convergence results in (Theorem 3.2 and Theorem 3.7)
hold for the intercept model by slight modifications to the previous proofs.
Theorem B.5. If p/n→ 0, then under Assumption (A1) and (A2:intercept) we have:
‖γˆ − γ0‖2 = OP
(
p log (n/p)
n
) α
α+2
.
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Moreover if p n, then under the additional assumption (A3), we have the following rate
of convergence:
‖γˆ − γ0‖2 = OP
(
s0 log (ep/s0) log n
n
) α
α+2
.
Under the intercept model, our class of classifier is:
F = Fγ = {fγ : Rp → {−1, 1}, fγ(x) = sgn(τ + xTβ)}
The VC dimension of this class is d + 1 (For p  n the VC dimension is at most (s0 +
1) log (p+ 1)). By the same arguments as in the proof of Proposition 3.1 we can show that
S(γ0)− S(γ) ≥ u−‖γ − γ0‖κ2 where κ = (1 + α)/α. As before, we next apply Theorem A.4.
The first condition of the theorem remains valid as our parameter space (−U,U) × Sp−1
admits a countable dense subset. The distance function d(f, f∗) changes to the following:
d(fτ1,β1 , fτ2,β2) = P
1/2(sgn(τ1 +X
Tβ1) 6= sgn(τ2 + β2)) .
The remainder of the proof remains completely unchanged as can be verified by inspection.
Remark B.1. It is not clear whether the minimax upper bound results in Theorems 3.2
and 3.7 hold. Recall that, to prove the minimax upper bound in these theorems, we used
an exponential tail bound on the probability that ‖βˆ − β0‖ > t for every t > 0, derived via
Theorem A.4, using the fact that the wedge condition (Assumption:A2) held for all β. In the
intercept model, the wedge condition only holds on a restricted part of the parameter space,
and the exponential tail bound cannot be established for all t. Nevertheless, the minimax
lower bound rates obtained in Theorems 3.4 and 3.8 remain exactly the same, as we can
take τ = 0 in the minimax constructions that arise in their proofs. Of course, the space of
distributions changes, as we have introduced the intercept. We can rewrite these results as
follows.
Theorem B.6. p/n goes to 0: Let P(C, c′, α) denote the class of distributions of (X, )
in dimension pn + 1 ≡ p + 1 that satisfy Assumptions (A1) and (A2:intercept) and define
P = ∪{a−,C,1}P(a−, C, 1). If n = o(ep/4), we have the following lower bound on the minimax
risk:
inf
γˆn
sup
P
E
(‖γˆn − γ0‖22) ≥ KL ( pn) 23 ,
for some constant KL.
Theorem B.7. p >> n: Let P(C, c′, α, s0) denote the class of distributions of (X, ) in
dimension pn + 1 that satisfy Assumptions (A1), (A2:intercept) and (A3), and define P =
∪{a−,C,1,s0}P(a−, C, 1, s0). Then, we have the following lower bound on the minimax risk for
estimating γ0:
inf
γˆ
sup
P
E
(‖γˆ − γ0‖22) ≥ K˜L(s0 log (p/s0)n
) 2
3
for some constant K˜L > 0.
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B.4.1. Which distributions satisfy Assumption (A2:intercept)?
As stated in lemma B.3 we need the joint density of (Y1, Y2) to be lower bounded by some
non negative constant to establish the lower bound. Here we show that, under fairly general
restrictions, any elliptically symmetric distribution and satisfies the assumption.
Lemma B.8. Suppose the distribution of X belongs to a consistent family of elliptical
distribution with mean 0 i.e. the density of X has the form:
fX(x) = |Σp|− 12 gp(xTΣ−1p x)
with Σ being a full rank matrix. If g2 (density generator of two dimensional marginal of X)
is decreasing function on R+ with g2(x) > 0 for all x and there exists constants 0 < λ− <
λ+ <∞ such that
λ− ≤ λmin(Σp) ≤ λmax(Σp) ≤ λ+
for all p then X satisfies the assumption of Lemma B.3.
Proof. The density of Y = PX is fY (y) = |Σ¯|− 12 g(yT Σ¯−1y) where Σ¯ = PΣP T . Then density
of (Y1, Y2) is fY1,Y2(y1, y2) = |Σ1|−
1
2 g2((y1, y2)
TΣ−11 (y1, y2)), where Σ1 is the leading 2 × 2
block of Σ¯. Now, if we confine ourselves on a ball of radius 2U/ζ then:
fY1,Y2(y1, y2) = |Σ1|−
1
2 g2((y1, y2)
TΣ−11 (y1, y2))
≥ 1
λmax(Σ)
g2
(‖(y1, y2)‖2
λmin(Σ)
)
≥ 1
λ+
g2
(
4U2
ζ2λ−
)
Hence F (U, ζ) = 1
λ+
g2
(
4U2
ζ2λ−
)
and assumption (A2:intercept) is satisfied.
Lemma B.9. Suppose the elements of the random vector X = (X1, . . . Xp) are independent
and each component has a log concave density symmetric around 0 and variance 1. Then,
there exists constants 0, R > 0 such that fY1,Y2(y1, y2) ≥ 0 on a circle of radius R. Hence,
Assumption (A2:intercept) is satisfied for all ζ such that 2U/ζ ≤ R.
Proof. Denote the density of Xi as fi. From the strong unimodality property of log concave
densities, each fi has mode at 0. Also we have
1
12
≤ V ar(Xi)f2i (0) ≤ 1 (B.2)
for all i ∈ {1, 2, . . . , p}. [See equation (2.2) of [5]]. Hence fi(0) ≥ 1/
√
12 under variance
= 1. Note that, as each component of X has a symmetric strongly unimodal density, so
does aTX for any a ∈ Rp. Consider Y = PβX as defined before Lemma B.3. Let Zφ =
Y1 cos(φ)+Y2 sin(φ), then Zφ is also strongly unimodal with mode at 0 (Recall that density
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of linear combination of random variables with log concave density is also log concave and
any symmetric log concave density has mode at 0). As marginals of log-concave density is
log-concave, the density of Y1, Y2 is also log-concave i.e.
fY1,Y2(y1, y2) = e
g(y1,y2) ∀ y1, y2 ∈ R
where g is a log-concave function on R2 with mode at 0. Then by the Jacobian transforma-
tion:
fZφ(0) =
∫ ∞
−∞
eg(−x sin(φ),x cos(φ)) dx =
∫ ∞
−∞
egφ(x) dx
where gφ(x) = g(−x sin(φ), x cos(φ)). Some properties of gφ(x)’s are immediate:
1. gφ is concave.
2. gφ is symmetric around 0 as g is symmetric around 0.
As (Y1, Y2) has a two dimensional log concave density in R2 and E(‖Y ‖2) = 2, there exists
an absolute constant b such that fY1,Y2(y1, y2) ≤ b ∀ y1, y2 ∈ R. (e.g. see [4]). Next, we
show that, there exists a universal constant 0 > 0 such that e
g(−x sin(φ),x cos(φ)) ≥ 0 for
all |x| ≤ 1
2b
√
13
, for all φ ∈ [0, 2pi) which implies fY1,Y2(y1, y2) ≥ 0 on a circle R = 12b√13 .
Fix φ ∈ [0, 2pi). Denote egφ(1/2
√
13b) by . Then, due to concavity, gφ(x) lies below the line
joining (0, gφ(0)) and
(
(1/2b
√
13), gφ(1/2b
√
13)
)
i.e.
gφ(x) ≤ gφ(0)− 2b
√
13 x (gφ(0)− log )
for x > 1/(2b
√
13). This implies:
1/
√
12 ≤ fZφ(0) =
∫ ∞
−∞
egφ(x) dx
= 2
∫ ∞
0
egφ(x) dx
= 2
[∫ 1/2b√13
0
egφ(x) dx+
∫ ∞
1/2b
√
13
egφ(x) dx
]
≤ 1√
13
+ 2egφ(0)
∫ ∞
1/2b
√
13
e−2b
√
13 x (gφ(0)−log ) dx
=
1√
13
+
2egφ(0)
2b
√
13(gφ(0)− log )
e−(gφ(0)−log )
=
1√
13
+
2
2b
√
13(gφ(0)− log )
=
1√
13
+
2
2b
√
13(1/4pi − log ) .
The last equation follows from the lower bound on the mode of two dimensional log concave
density (see Lemma 6 of [4]). Hence 2
2b
√
13(1/4pi−log ) ≥ (1/
√
12 − 1/√13). Define Ψ(s) =
2s
2b
√
13(1/4pi−log s) . As Ψ(s) is strictly increasing on (0, 1) we conclude  ≥ Ψ−1(1/
√
12 −
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1/
√
13) = 0. This immediately implies e
gφ(x) ≥ 0 for |x| ≤ 1/2
√
13b from the fact that
gφ(x) has mode 0. Also the value of 0 does not depend on φ, which implies, e
gφ(x) ≥
0 ∀ |x| ≤ 1/2b
√
13 ∀φ ∈ [0, 2pi). This completes the proof with R = 1/2b√13.
B.5. Proof of Lemma B.4
First we show that as p/n→ 0,
sup
β∈Sp−1
‖Sn(γ)− S(γ)‖2 P→ 0
i.e. the class of functions G = Gp = {gγ : Rp×{−1, 1} → {−1, 1}, gγ(x, y) = ysgn(τ +xTβ)}
is Glivenko-Cantelli class which is equivalent to showing (for details see [20]):
1. There exists G, an envelope of G such that P ∗G ≤ ∞.
2. limn→∞
E∗(log (N(,Gm,L2(Pn))))
n = 0 for all M <∞,  > 0, where N(,Gm, L2(Pn)) is the
 covering number of the set Gm = {gβ1G≤M : gβ ∈ G} with respect to L2(Pn) norm.
Clearly G ≡ 1 is an integrable envelope of G. Now G is VC class of VC dimension v = (p+1).
Hence, we have:
sup
Q
N(,G, L2(Q)) ≤ Kv
(
4
√
e

)2v
for some universal constant K and 0 ≤  ≤ 1. Using this, we have:
E∗ (log (N(,Gm, L2(Pn))))
n
≤ log (kv)
n
+
2v
n
log
(
4
√
e

)
→ 0
if v/n→ 0 ⇐⇒ p/n→ 0 which completes the proof.
In the previous step we have established that Sn(γ) → S(γ) uniformly over γ. Now we
need to prove γˆ = argmaxγ Sn(γ) converges to γ
0 = argmaxγ S(γ). Towards that we need
the following Lemma:
Lemma B.10. Given any 0 ≤ 1 < 2 ≤ 2 and γ1 such that ‖γ1 − γ0‖2 = 2, we can find
γ2 with ‖γ2 − γ0‖2 ≤ 1 such that
S(γ0)− S(γ1) ≥ S(γ0)− S(γ2)
We defer the proof of this lemma to the next subsection. Using the same proof as Proposition
3.1 we have
S(γ0)− S(γ) ≥ u−‖γ − γ0‖κ2
which is now true for ‖γ − γ0‖2 ≤ δ under the assumptions of Theorem B.4. Suppose
0 ≤  < δ, then using Lemma B.10 we have:
inf
γ:‖γ−γ0‖2>
S(γ0)− S(γ) = inf
<‖γ−γ0‖≤δ
S(γ0)− S(γ) ≥ κ
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P
(‖γ − γ0‖2 > ) = P( sup
‖γ−γ0‖2>
(
Sn(γ)− Sn(γ0)
)
> 0
)
= P
(
sup
‖γ−γ0‖2>
(
(Sn − S)(γ)− (Sn − S)(γ0) + S(γ − γ0)
)
> 0
)
≤ P
(
sup
‖γ−γ0‖2>
(
(Sn − S)(γ)− (Sn − S)(γ0)
)
> inf
‖γ−γ0‖2>
(
S(γ0)− S(γ)))
≤ P
(
sup
‖γ−γ0‖2>
(
(Sn − S)(γ)− (Sn − S)(γ0)
)
> inf
<‖γ−γ0‖≤δ
(
S(γ0)− S(γ)))
≤ P
(
sup
‖γ−γ0‖2>
(
(Sn − S)(γ)− (Sn − S)(γ0)
)
> cκ
)
→ 0 [∵ G is a GC Class]
which completes the proof for p/n going to 0.
The same proof works for p n under our assumption (s0 log p)/n→ 0, because, what is
really needed in the above proof is the condition V/n→ 0 where V is the VC dimension of
the set of classifiers under consideration. When p  n, V = O(s0 log p) under the sparsity
assumption, and therefore by our assumption V/n→ 0 in this case as well. 
B.6. Proof of Lemma B.10
Under the assumption that med(|X) = 0 in our model, we have for any β:
S(γ)− S(γ0) = 2
∫
Xγ
|E(Y |X)| dFX
where Xγ = {x : sgn(x˜Tγ) 6= sgn(x˜Tγ0)} with x˜ = (1, xT )T . Now a fix γ1 with ‖γ1−γ0‖2 =
1. Define γ2 =
λγ1+(1−λ)γ0
‖λβ1+(1−λ)β0‖2 for some λ ∈ (0, 1/2) which will be chosen later. Suppose
x ∈ Xγ2 : Case 1: Suppose xTγ2 > 0 > xTγ0. Then
λ
‖λβ1 + (1− λ)β0‖2x
Tγ1 = γ
T
2 x−
1− λ
‖λβ1 + (1− λ)β0‖2x
Tγ0 > 0 ⇐⇒ xTγ1 > 0
Case 2: Suppose xTγ2 < 0 < x
Tγ0. Then
λ
‖λβ1 + (1− λ)β0‖2x
Tγ1 = γ
T
2 x−
1− λ
‖λβ1 + (1− λ)β0‖2x
Tγ0 < 0 ⇐⇒ xTγ1 < 0
Hence Xγ2 ⊆ Xγ1 . Now ‖λβ1 + (1− λ)β0‖2 ≥ (1− 2λ) by triangle inequality and using the
fact that ‖β1‖ = ‖β0‖ = 1. Therefore,
‖γ2 − γ0‖2 =
∥∥∥∥ λγ1 + (1− λ)γ0‖λβ1 + (1− λ)β0‖2 − γ0
∥∥∥∥
2
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=
∥∥∥∥λ(γ1 − γ0) + (1− ‖λβ1 + (1− λ)β0‖2)β0‖λβ1 + (1− λ)γ0‖2
∥∥∥∥
2
≤ λ(1 + 2)
1− 2λ
To conclude the proof we choose λ such that λ(1 +2)/(1−2λ) = 2 i.e. λ = 2/(1 +2+22).
B.7. Proof of Lemma B.3
From the transformation Y = PX, we can write a1Y1+a2Y2 = X
Tβ0 andXTβ = a1Y1−a2Y2
where a1 =
1
2‖β + β0‖2, a2 = 12‖β − β0‖2. We divide the proof into three cases: Case 1:
Suppose τ 6= τ0, β 6= β0. The probability of the wedge shaped region can be written as:
P(a1Y1 + a2Y2 ≥ −τ0, a1Y1 − a2Y2 ≤ −τ) + P(a1Y1 + a2Y2 ≤ −τ0, a1Y1 − a2Y2 ≥ −τ)
which is the probability of the region between the straight lines: a1Y1 + a2Y2 + τ
0 = 0 and
a1Y1−a2Y2 +τ = 0. The intersection of these two lines is I = (−(τ +τ0)/2a1, (τ −τ0)/2a2),
the line a1Y1 + a2Y2 + τ
0 = 0 meets the X-axis at J = (−τ0/a1, 0) and the line a1Y1 −
a2Y2 + τ = 0 meets the X-axis at K = (−τ/a1, 0). From our assumptions ‖β − β0‖2 ≤ δ
we have a1 =
1
2‖β + β0‖2 ≥
√
1− δ2/4 = ζ (say). Hence, |τ |/a1 ≤ U/ζ for all τ , indicating
that the intersection points with the X- axis (denoted by J,K) lie within a circle of radius
2U/ζ around origin.
Case 1.1: Suppose the point I is inside the circle of radius 2U/ζ. The points J,K are
inside by definition.
Denote L to be the midpoint of KJ . If we denote the angle ∠KIJ to be θ, then
θ = 2(tan (−a1/a2)) +pi (which directly follows from the slope of the lines and from the ob-
servation that ∆IKJ is isoceles) and tan(θ/2) = KL/LI. The length of the side LI ≤ 4U/ζ
(diameter of the circle) which implies:
tan (θ/2) ≥ KL
(4U/ζ)
= ζ
|τ − τ0|
8U |a1| ≥ ζ
|τ − τ0|
8U
(B.3)
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as |a1| ≤ 1. On the other hand we have following upper bound on tan (θ/2):
tan (θ/2) = tan (tan−1(−a1/a2) + pi/2)
= cot (tan−1(a1/a2))
=
cos (tan−1(a1/a2))
sin (tan−1(a1/a2))
=
‖β − β0‖
‖β + β0‖2 (B.4)
≤ 1
2ζ
‖β − β0‖2 (B.5)
Combining B.3 and B.5 we have ‖β − β0‖2 ≥ ζ24U |τ − τ0|. Define L1 to be the point where
extended IK meets the circle and L2 to be the point where extended IJ meets the circle.
(L2 may be equal to J). The triangle ∆IL1L2 is inside the circle and
Area(∆IL1L2) =
1
2
IL1 × IL2 × sin θ
Now IL1, IL2 ≥ U/ζ as the maximum possible distance of K,J from the origin is U/ζ and
I is on the opposite side of L1, L2 with respect to the X-axis. Hence, Area(∆IL1L2) ≥
U2
2ζ2
sin θ. Next,
sin θ = 2 sin (θ/2) cos (θ/2) = 2× 1
2
‖β + β0‖ × 1
2
‖β − β‖2 ≥ ζ‖β − β0‖ (B.6)
Recall that from B.4 it is easy to see sin (θ/2) = 12‖β− β‖2, cos (θ/2) = 12‖β+ β0‖2. Hence,
we have Area(∆IL1L2) ≥ U22ζ ‖β − β0‖. which implies that :
P (sgn(τ + βTX) 6= sgn(τ0 +XTβ0))
≥ P (sgn(τ + βTX) 6= sgn(τ0 +XTβ0) ∩ Circle)
≥ F (U, ζ)U
2
2ζ
‖β − β0‖2
≥ F (U, ζ)U
2
2ζ
[
1
2
‖β − β0‖2 + ζ
2
8U
|τ − τ0|
]
[∵ ‖β − β0‖2 ≥ ζ
2
4U
|τ − τ0|]
≥ F (U, ζ)U
2
2ζ
(
1
2
∧ ζ
2
8U
)[‖β − β0‖2 + |τ − τ0|]
≥ a−1 ‖γ − γ0‖2 (B.7)
Case 1.2: Suppose the intersection point I is outside of the circle.
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Here, the length of LI is ≥ √3Uζ as I is outside the circle and the maximum possible
distance of L from the origin is U/ζ. Using this, we have:
tan (θ/2) ≤ KL
(
√
3U/ζ)
= ζ
|τ − τ0|
2
√
3U |a1|
≤ |τ − τ
0|
2
√
3U
Also, from equation B.4, we obtain tan (θ/2) ≥ (1/2)‖β−β0‖. Combining these bounds, we
have, ‖β − β0‖2 ≤ 1√3U |τ − τ0|. Let the line a1Y1 − a2Y2 + τ = 0 cuts the circle at M1,M2.
Consider the triangle ∆M1KJ . Then the area of this triangle is:
Area(∆MKJ) =
1
2
M1K ×KJ × sinφ
where φ = ∠M1KJ . By the same logic as before, M1K ≥ Uζ , KJ = |τ − τ0|/a1 and
sinφ = sin (tan−1(a1/a2)) = a1. Hence, area of ∆M1KJ ≥ U2ζ |τ − τ0|. Using this, we have:
P (sgn(τ + βTX) 6= sgn(τ0 +XTβ0))
≥ P (sgn(τ + βTX) 6= sgn(τ0 +XTβ0) ∩ Circle)
≥ F (U, ζ) U
2ζ
|τ − τ0|
≥ F (U, ζ) U
2ζ
[
1
2
|τ − τ0|+
√
3U
2
‖β − β0‖2
]
≥ F (U, ζ) U
2ζ
(
1
2
∧
√
3U
2
)[‖β − β0‖2 + |τ − τ0|]
≥ a−2 ‖γ − γ0‖2 (B.8)
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Case 2: Suppose τ = τ0 and β 6= β0. Then the lines a1Y1 + a2Y2 = −τ0 and a1Y1− a2Y2 =
−τ(≡ τ0) meet on the X-axis, i.e. I = K = J = (−τ0/a1).
Consider the triangle ∆IL1L2 where L1 and L2 are the intersection points of the lines with
the circle. Now the maximum possible distance of I from the origin is U/ζ which implies
IL1, IL2 ≥ U/ζ. From B.6 we have sin∠L1IL2 ≥ ζ‖β − β0‖2. Combining these, we get:
P (sgn(τ0 +XTβ) 6= sgn(τ0 +XTβ0)) ≥ a−3 ‖β − β0‖2 = a−3 ‖γ − γ0‖2 (B.9)
Case 3: Finally suppose β = β0 and τ 6= τ0.
Consider the rectangle EIHG. Here EG = IH = KL = |τ − τ0|/a1 = |τ − τ0|. Also
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EI = GH = 2EK ≥
√
3U
ζ . Hence
EIHG = EG× EK ≥
√
3U
ζ
|τ − τ0|
which establishes:
P (sgn(τ +XTβ0) 6= sgn(τ0 +XTβ0)) ≥ a−4 |τ − τ0| = a−4 ‖γ − γ0‖2 (B.10)
Combining equations B.7, B.8, B.9 and B.10 we conclude that Assumption (A2:upper) is
valid for this intercept model with a− = a−1 ∧ a−2 ∧ a−3 ∧ a−4 .
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