There is a large and growing body of literature concerning the solution of geometric problems on meshconnected arrays of processors [5,9, 14, 17] . Most of these algorithms are optimal (i.e., run in time O(nlld) on a ddimensional n-processor array), and they all assume that the parallel machine is trying to solve a problem of size n on an n-processor array. What happens when we have parallel machine for efficiently solving a problem of size p, and we are interested in using it to solve a problem of size n > p ? The answer to that question has to do with a fundamental, and yet (at least so far) little-studied property of geometric problems: their pamllel-decomposability.
Introduction
Suppose we have a parallel machine (like a ddimensional mesh-connected array of p processors) that can solve a problem of size p in time O(plld) (this includes the time to input the data to the p-processor array as well as the actual computation time, a standard assumption in the literature of mesh-connected processor arrays, and certainly a reasonable one for the case d = 1). Suppose such a parallel machine is attached to a conventional random access machine (RAM) that wishes to solve a problem of size n > p. We call such a machine a RAM/ARRAY(d) (see Figure 1) . If the problem's sequential time complexity is, say, O(n log n), then the p-processor array gives a factor of s(p) = p ImUd logp speedup for a problem of size p. However, if the RAM/ARRAY (d) is trying to solve *This research was supported by the Office of Naval Research under Grants N00014-84-K-0502 and N00014-86-K-0689, and the National Science Foundation under Grant DCR-8451393, with matching funds from AT&T. Permission to copy without fee alt or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission. 0 1989 ACM O-89791-318-3/89/0006/0104 $ 1.50 a problem of size n, n > p, then it is not clear how it should use the p-processor array to achieve the factor of s(p) speedup and obtain O(nlog n/s(p)) time performance. Actually, it is not even clear whether maintaining the s(p) speedup is at all possible. Identifying the problems for which this optimal 0( n log n/s(p)) time can be achieved is an interesting question that has been answered in the affirmative for the problem of sorting [1, 2, 3, 11] when d = 1. (Note that, for d = 1, s(p) = logp.) Th is result immediately implies an affirmative answer on a RAM/ARR.AY( 1) for the geometric problems that can be solved in linear time after a preprocessing sorting step, like the planar convex hull and maximal elements problems. In this paper, we show that the answer is also affirmative for many geometric problems that are not known to be reducible to sorting. More specifically, we show (Section 3) that the O(n log n/s(p)) t ime bound can indeed be achieved on a HAM/ARRAY(l) for the problems of computing the following :
all nearest neighbors of a planar set of points, the measure and perimeter of a union of rectangles, 3-dimensional maxima, visibility of a set of nonintersecting line segments from a point, weighted dominance counting of planar points (and hence the related problems of counting intersections between rectilinear rectangles, and multiple range counting).
All of the above problems have known O(n) time systolic solutions on a linear systolic array of n processors [5, 17, 9, 14] . However, all of these algorithms assume that the number of processors is n, and a simulation of these algorithms on a RAM/ARRAY (l) would not achieve the 0( nlog n/ log p) time performance.
Section 4 shows that essentially the same method as for the RAM/ARRAY (l) establishes that all these problems can be solved in O(nlog n/s(p)) time on a RAM/ARRAY(d), with s(p) = pl-'ldiogp. Let us remember that many existing parallel machines have a "front end" that is a conventional sequential computer and that the number of processors in the parallel machine itself is typically the fixed number purchased rather than a function of the problem size 11. This provides a justification for the model used in this paper.
Recall that in a a mesh-connected array of processors, each of the p processing elements has only O(1) storage registers.
Preliminaries
In this section, we introduce some notation and definitions and review some known results which will be used later in our algorithms.
Notation
For any point q, we use z(q) (resp., y(q), z(q)) to denote the I (resp., y, z) coordinate of q. We say that a line 1 in the plane is horizonlal (resp., vetiicaf) if it is parallel to the z (resp., y) axis. For any horizontal (resp., vertical) line segment s, we use y(s) (resp., 2(s)) to denote the y (resp., Z) coordinate of s. Two line segments are said to intersect properly iff they intersect at other than their endpoints. In ?J?, a horizontal (resp., vertical) plane is one which is parallel to the zy (resp., yz) plane. For a set S of geometric objects (e.g., line segments or rectangles) in the plane, we say that S is monotone with the z (resp., y) direction if, for any vertical (resp., horizontal) line I, 1 properly intersects at most one object in S. If S is a set of geometric objects in @', we say S is monotone with the x direction if, for any vertical plane V, V properly intersects at most one object in S.
Some Known Results
In [S] it was shown that, given an a x b matrix (b < a) whose columns are sorted, the !cth smallest element in the matrix can be selected in time O(b + mlog(k/m)), where na = min{kt, b}, if the matrix is already in the memory, or if any element of the matrix can be produced in constant time. This implies that the bth element can be selected from the matrix in O(b) time. This selection algorithm has been used in [2] , and in the present paper too it is a crucial ingredient for combining subsolutions. However, the algorithms of this paper are far more intricate, and must use different partitioning and combining schemes than [2]. Suppose we have pllk sets Sr,Sz,. . . ,,I$,~~~ of line segments in the plane, where JZ > 1 is some constant. Each set Si is monotone wZh the z direction and sorted by increasing x coordinate. For example, in Figure 2 , Sr = {ur,u~,~a,. ..}, SZ = {1)1,212,w3,.
. .}, and S, = {WI, wz, ~3,. . .}. Let n be the total number of line segments in @=r i.
l'kS Define a total order between the line segments by the z coordinates of their right endpoints, that is, for any two line segments u and v, u < v iff the z coordinate of the right endpoint of u is less than that of the right endpoint of V. Let ij be the vertical line defined by the z coordinate of the right endpoint of the (jp)th line segment in qL:Si. In t$is paper, we frequently need to partition the set Ur-_, Si into sets Gr ,Ga ,. . . , G,, lP and to create sets Cr, c2,. . . ,cn/p-1, segments whose such that Gj is composed of the line right endpoints are to the right of line [j-l and on or to the left of line lj , and Cj is composed of the line segments which properly intersect with line lj (i.e., intersect it at other than their endpoints). In Figure 2 , Gr = {ur,vl,zur} and Cr = {~z,t~z}. Note that the size of each Cj is at most plik -1 since each Si is monotone with the z direction.
Lemma 2.1 Let the Si 's, Gi 's and Ci 'S be defined as above. Then obtaining the Gi 's and Ci 'S from the Si 'S can be done sequentially in O(n) time.
Proof: To simplify the explanation, we first assume k = 1 and then extend to the case of k: > 1. Assume k = 1. We have p sorted and monotone sets Sr&,. . . , S,. (This is the case which occurs when we solve problems on a RAM/ARRAY(l).)
Treat each sorted set S; as a sorted column and form a matrix of p columns. Then, in turn for j = 1,. . . , n/p, do the following (i)-(iv): (i) select the pth smallest element in the matrix, (ii) use the element so selected to obtain Gj, (iii) implicitly delete the elements of Gj from each column of the matrix, and (iv) obtain Cj. The selection of step (i) is done in O(p) time using the algorithm in [S] . The element so selected is clearly the jpth element in the original matrix (the matrix before any deletion from it). Because of this, performing step (ii) is trivial to do in O(p I-]Gj ]) t ime.
Step (iii) is done in O(p) time simply by changing the index of the beginning of each column of the matrix (i.e., implicit deletion). For step (iv), note that an element of Cj coming from a column is necessarily the smallest remaining element in that column, and hence Cj has size at most p -1 and can be constructed in O(p) time.
If k > 1, then we run the same algorithm as the one for the case k = 1, except that we let p' = ~'1' play the role of p. This gives sets G:, G&, . . . , GklP, and cLG,...rC~,p'-l' The desired sets Gr, Gz, . . . , Gulp and G,G,-..,Glp-~ are easily obtained with O(n)
I-l/k extra work, since Gi = U'&i~l~pl-~,k+lG~ and Ci = c;p'-',k. 0 Note that Lemma 2.1 still holds if the geometric object in each Si is an isothetic rectangle (one whose sides are parallel to the coordinate axes) or a point (a degenerate line segment). In next section, we will use the partitioning scheme in Lemma 2.1 to design O(nlog n/logp) time algorithms for many geometric problems on a RAM/ARRAY(l).
A similar partitioning scheme which takes time O(n/pljd) will be presented later when we discuss the algorithms on a RAM/ARRAY (d) where d > 1 (we will use k = d + 1 in that case).
RAM/ARRAY
(1)
In this section, we will give O(nlog n/logp) time algorithms on a RAM/ARRAY(l) for many geometric problems whose sequential time complexity is 8(nlog n). All the algorithms follow the divide-andconquer paradigm: we divide the problem into p subproblems, where p is the size of the processor array. We then recursively solve each subproblem, and, after the recursive calls return, combine these subsolutions to form the final solution. The main difficulty is how to perform the combining step in O(n) time. If the combining step can be performed in O(n) time, then the overall time complexity T(n) satisfies the recurrence T(n) = P . TWp) + cn (c is some constant), which implies that T(n) is O(nlog n/logp).
To simplify the exposition, we assume throughout that the points (resp., segments, rectangles) under consideration have distinct z coordinates (similarly for y, z) coordinates. Our .algorithms can be easily modified for the general case. Since sorting can be done in O(nlog n/log p) t' Ime on a RAM/ARRAY (l) [1,2,3,11], we also assume that the input is sorted.
All Nearest Neighbors
Given a set S of n points in the plane, the all nearest neighbors problem is to find a nearest neighbor N(u) of every u E S.
For simplicity, we assume that the Euclidean distances between pairs of points in S are distinct. (Our algorithm can be easily modified to deal with the general case.) Throughout this subsection, we use d(u, V) to denote the Euclidean distance between points 'u and v.
3. 1.1 The Algorithm Input : a set S of n points, sorted by increasing x coordinate. Output:
for each u E S, the point N(u) E S closest to it. Also, the elements of S sorted by decreasing y coordinate. Si . Then Ns( u) is the point closest to u among all points that are in S -Si, are below U, and are closer to u than the distance d(~, Nl(u)) (if no such point exists then Nz(u) = 0). The details of how this is done are given later in this subsection. 4 . Perform an upward sweep-with-jumps of the points in S, during which a point Ns(u) is found for each u E S. Ns( u) is defined as follows. Let u E Si. Then Ns(u) is the point closest to u among all points that are in S -Si, are above u, and are closer to u than the distance d(u, Nl(u)) (if no such point exists then Ns(u) = 0). S, compute N(u) , the point of S closest to U, by choosing one of the points Nl(u), Nz(u) and Ns(u) which is closest to u.
For each u E
6. Sort the elements in S by y coordinate by merging the p sorted lists returned by Stage 2 in O(n) time as in [2].
Since Stages 3 and 4 are symmetric, we only give the details of how to do Stage 3 in O(n) time. In order to sweep (with jumps of size p each) the points and find Nz(u) for every u E S, we first partition S into n/p subsets HI, H-J,. . . , H,, lp in top-to-bottom order by horizontal cut-lines (i.e., the points in each Hj have larger y coordinates than those in Hj+l).
By Lemma 2.1, obtaining HI, HZ, . . . , Hnlp can be done in O(n) time, since the points in each Si are available sorted by decreasing y coordinate (from Stage 2). We then use the horizontal cut-lines defining the Hi's as sweep lines to perform the downward sweep, using the p-processor array to achieve the O(n) time performance for Stage 3. The crucial observation is that, during the sweep, we only need to maintain a set of O(p) points. Let Cj (which will be defined later) be some set of points which contains at least all the points u E S -Hj that have No E Hj. We will show later that, if we choose Cj in a suitable fashion, then the number of points in each Ci is at most 4p (specifically, at most 4 in each Si). We perform the downward sweep to find Nz(u) for every u E S by solving the all nearest neighbors problem on Hj U Cj, in turn for j=l,2,..., n/p, by direct use of the p-processor array O(n/p) times at a cost of O(p) time each. (It takes time O(p) for each Hj U Cj, since there are at most 5p points in each Hj U Cj .) We still have to define Cj, and to show that the Cj's can indeed be computed in O(n) time.
We choose set Cj as follows. Let lines lo, 11, . . . , lp be the vertical cut-lines in left-to-right order (i.e., x(la) < z(lb) if a < a) used in Stage 2 to partition S into S1, &, . . . . S, (thus the points in Si are to the rightofli-1 andtotheleftofli). Let hO,hl,...,hnlp be the horizontal cut-lines in top-to-bottom order (i.e., p.Jo>,Y'hy if a < b) used in Stage 3 to partition H,,iP (thus the points in Hj are below hjii aii '$bbve hj)+ Note that lo, 11, . . . , lP and ho, h, . . . , 4 , sl p can be obtained in O(n) time while we partition into S1, &, . . . , S, and HI, Hz, . . . , H ,,I~, respectively. Let point qi,j denote the intersection of lines li and hj. We define Cj to be the set of points u such that u is above line hj-1 and, if u E Si, then the smaller distance from u to qi-l,j-1 and qi,j-l is less than the distance from u to Nl(u). In other words: Cj = q=,{~ E S; 1 Y(U) > y(hj-1) and
In the following two lemmas, we show that Cj contains at least all the points u E S -Hj that have &(u) E Hj, and that the cardinality of Cj is at most 4p. Furthermore, we show that Cj+i can be computed from Cj U Hj in O(p) time.
Let the Si's, Hi's, Ci's and qi,j's be defined as above.
Lemma 3.1 Ifu E Si-Hj is a poinl with Nz(u) E Hj, then u is in Cj.
Proof: Suppose u E Si -Hj is a point with iVz(u) E Hi. Since u $ Hj and y(u) > y(&(u)), V(U) is larger than y(hj-1).
WLOG, assume that Nz(u) E Hj is to the left of li-1 (the case where it is to the right of li is symmetrical).
Consider the triangle formed by points U, J/z(u) and qi-r,j-1.
The edge with endpoints u and Nz(u) is the longest one in this triangle.
Thus, u is in Cj.
•I Lemma 3.2 The cardinality of each Cj is at most 4p.
Proof: It suffices to prove that every Si has at most four points that are in Cj. Since every point in Cj is above line hj-1, we first prove that for each Si there are at most two points u E Si above hi-1 and hav-
Assume ~1 and ~2 are two such points. To prove these are the only such points, it suffices to prove that the angle uiqi-l,j-ru2 must be 1 n/3. Suppose not; then at least one of the angles uiu2qi-l,j-1 and uzulqi-i,j-1 is larger than r/3.
Say it is the angle uiuzqi-r,j-1 that is larger than 7r/3 (the other case is symmetrical).
We then have d(ul,u2) < d(ul,qi-l,j-1) < d(ul,Nl(ul)), contradicting the definition of ZVi(ur). Similarly, we can prove that there are at most two points u E Si above h j-1 and having d(u,Nl(u)) > d(u,qi,j-1).
q Lemma 3.3 Cj+l can be computed from Cj U Hj in O(p) time.
Proof: For every u E Si that is above line hj-1, d(u,qi-l,j-1) (resp., d(u,qi,j-1)) is clearly less than d(u, qi-r,j) (resp., d(u) qi.,j))* This implies that Cj+l C Cj U Hj. Thus, we cm Identify the points in Cj+i by
for every u E Hj UCj , where u E Si. This can be done in O(p) time sequentially since there are only O(p) points in Cj U Hj . q We therefore perform Stage 3 in O(n) time by doing the following for j = 1,2,. . . ,n/p in turn: first, we identify the points in Cj, and then we solve the all nearest neighbors problem on Hj U Cj by direct use of the p-processor array.
The Measure and Perimeter of a Union of Rectangles
The algorithm for the srea (given below) can be easily modified to compute the perimeter of the union of the given isothetic rectangles.
Definitions and Overview
Define a left (resp., right) representative of an isothetic rectangle to be its left (resp., right) vertical edge. Assume that a rectangle is "attached" to each of its two representatives, so that we can retrieve all the information about this rectangle from either of them. For any representative r, define RECT(r) to ,be the isothetic rectangle attached to it. For any set R of representatives, define RECT(R) to be the set {RECT(r)
1 r E R}. Note that JR(/2 < IRECT(R)I < IRI since every rectangle has at most two representatives (R need not contain both of them). Define a frame to be an isothetic rectangular region in the plane. A representative r is contained in a frame f if the vertical edge r is contained in f. When we say that R is sorted from left to right, we mean that the vertical edges in R are sorted by increasing x coordinate.
To compute the area of a union of n isothetic rectangles, we first form a set R of N = 2n representatives, consisting of both the left and right representatives of each given rectangle. We also select a frame f which encloses all the given rectangles (thus all the representatives in R). The problem then becomes that of computing the area of the intersection between the frame f and the union of rectangles in RECT(R).
Our algorithm actually has f and R as input.
To compute the intersection between the frame f and the union of rectangles in RECT(R), we first partition the frame f into a collection S,(R) = (~1, ~2,. . . ,sW} of w (w 5 21Rj + 1) rectangular horizontal stripes and then, for each stripe si in S,(R), we compute the intersection between si and the union of rectangles in RECT(R) ( see Figure 3) . The partition into stripes is determined by the rectangles in RECT(R) as each horizontal stripe boundary is along one horizontsI edge, and each horizontal edge is contained in one horizontal stripe boundary. We use rectR(si), for every si E Sf (R), to denote the rectangle in RECT( R) whose bottom edge coincides with the bottom boundary of si (if no such rectangle exists then reda = 8). Note that the intersection between any stripe si E Sf (R) and the union of rectangles in RECT(R) is defined by a set of disjoint s-intervals. For every si E Sf(R), we use lcnR (Si) to denote the total length of the z-intervals of the intersection of stripe si with the union of rectangles in RECT(R). In Figure 3 , /ena = 2 + 2 = 4. If we had Sf(R) and lenR(si) for every si E Sf(R), then it is obvious that the area of the union of rectangles could be computed in O(n) additional time. Our algorithm computes and returns Sf(R), and, for all si E Sf(R), lenR( si) and rectn( si).
The idea of partitioning an enclosing frame into stripes and computing the intersection of each stripe with the union of the given rectangles, in order to compute the measure of their union, was first used by Giiting in [8] to develop an optimal divide-and-conquer algorithm for this problem. Our algorithm involves substantially different techniques in the combining step.
The Algorithm
The initial call to the recursive procedure MEASURE-OF-UNION gives it as input a frame f containing all of the n rectangles we wish to consider, together with a set R containing the 2n representatives of these rectangles. Thus initially we have lR( = BIRECT(R)I, and every rectangle of RECT(R) is completely contained in f. However, these two conditions are not maintained through the recursion. What is maintained is the condition that every rectangle in RECT(R) has at least one representative contained in f, and that R contains all the representatives of RECT(R) that are enclosed in f (thus a rectangle of RECT(R) can have one of its representatives outside of f, in which case that representative is not in R). Thus the relationship IRECT(R)I < IRI 5 2lRECT(R)I is maintained. Our p;bJe; size shall be IRI rather than jRECT(R)I. Let
For every representative r, we use left(r) (resp., right(r), top(r), bottom(r)) to denote the left (resp., right, top, bottom) edge of the rectangle RECT(r).
Since RECT(r), f or r c f, need not be contained in f, the definition of Sf (R) needs a minor modification:
the stripes in it are now defined by the horizontal lines through the endpoints of the vertical edges in R.
Algorithm MEASURE-OF-UNION Input:
A frame f (a rectangle) and a collection R of vertical line segments contained in f, sorted by increasing x-coordinate. To each such line segment r is "attached" a rectangle RECT(r) such that r is one of the two representatives of RECT(r), and the other representative of RECT(r) is also in the set R iff that representative is also contained in f. Let IRI = N.
Output:
The set of stripes Sf(R) sorted by increasing y coordinates, and reda and lenn(s) for every s E Z+(R).
Step 1: If N 5 p then solve the problem in O(N) time by direct use of the p-processor array [14] . If N > p then proceed to Step 2.
Step 2: Take p vertical lines such that the jth such line is between the (Nj/p)th and (Nj/p + 1)th representatives in R, for j = 1,2,. . . ,p. These vertical lines induce a partition of the set R into sets RI, Ra, . . . , 4 of size N/p each, and of the frame f into frames fl, fz, . . . , f,,, in left-to-right order. Note that the representatives in Rj are contained in frame fj, but the rectangles of RECT(Rj) may extend outstde of fj. Solve each subproblem defined by Rj and fj recursively. The recursive call for Rj and fj returns Sfj(Rj) sorted by increasing y coordinate, and rectR, (s) and lcnRj (s) for every s E Sfj (Rj).
Step 3: Perform an upward "sweep-with-jumps" of the stripes in L~=,S~~(R~), with jumps of p stripes at a time, to construct Sf (R), and compute rectR(s) and lenR(s) for every s E Sf (R). The details of this are explained below. End of Algorithm MEASURE-OF-UNION We now show how to perform the upward sweep of
Step 3 in O(N) t ime. The idea is that, in the ith jump of the sweep, we construct Xi c S,(R), and compute redR(s) and hR (S) for every s E Xi, where Xi is the subset of stripes in Sf (R) corresponding to that ith jump (i.e., between the (i -1)th and ith sweep lines . Meanwhile, we maintain the subset Ci of stripes in 3 j,,S~j(Rj) which intersect the current sweep line properly (i.e., at other than their boundaries), and an array spani (1 : p) whose significance is discussed below.
We define a total order between stripes in IJj"=lSjj (Rj) by the y coordinates of their bottom boundaries. Let m be the cardinality of q=IS,j(Rj), and note that m 5 2N + p. Let li be the horizontal line coinciding with the bottom boundary of the (ip)th stripe in q=,S,j(Rj) (i.e., li is the ith sweep line). The lines lc, II, . . . , I,,,/,,, /,,,/,+I partition the set UT=,Sfj(Rj) into sets Gr, G2, . . . , G,+ such that Gi is the subset of stripes in q,,S,j(&) whose bot-' tom boundaries are in or above line li-1 and below line 4. (Assume that lc is the horizontal line y = -co and &,,I,+~ is the horizontal line defined by the y coordinate of the top edge of the frame f.) In Figure 4 , Gs = {t2,t3,t7,tll}.
Note that Gr = 0, IGzl < 2p -1, and IGil 5 p + 1, for 2 < i 5 m/p. Since each SJ~(R~) is sorted and monotone with the y direction (i.e., for any horizontal line, there is at most one stripe in Sjj (Rj) which intersects this line properly), the partitioning process can be done in U(m) = O(N) time as in Lemma 2.1. We then perform the upward sweep using lines 11, 12, . . . , l,,,l,+l as sweep lines. Let Xi be the subset of stripes in S,(R) which are between lines li-1 and li, and Ci be the subset of stripes in uj,rGj (hence in q=,Sfi(Rj)) which intersect line li properly (hence ICil 5 p-1). When we jump from li-1 to li, we compute Xi, Ci, and, for every a E Xi, rectR(a) and lenR(o). We also compute array SpUni( 1 : p) such that spaw (h) is the maximal y coordinate of the top edges of rectangles which intersect the region below line li and span the x-interval of the frame fh (if no such rectangle exists then spani = the y coordinate of the bottom boundary of the frame f). The value of spani will be useful in determining whether the intersection of any stripe s E Xi+1 with fh is completely contained in some rectangle, and thus whether sfl fh contributes all its area towards the total area we seek. In Figure 4 , x3 = {33,54,%}, c3 = (t3, t7) and spans(2) is the y coordinate of the top edge of the rectangle spanning f2.
NotethatIXiI<p+landICil~p-l,forliism/p. It is obvious that set Ci can be computed from G; and Ci-i in O(p) time sequentially since C; c Gi U Ci-1 and IGi U 9-1 I < 2p. In the following lemma, we show that, given Gi, Ci-1 and array spa&-r(1 : p), we can compute, in O(p) time, set Xi, array sponi(l : p), and, for every (Y E Xi, reds(o) and lenR(o).
Lemma 3.4 Given Gi, Ci-1 and array spani-i(l : p), we can compute set Xi, army sponi(l : p), and rectR(a) and lenR(a) for every (Y E Xi, in o(p) time on a RAM/ARRAY(l).
Proof:
The three-stage algorithm below establishes the lemma (it assumes that, for every stripe t E Gi U ), then t is "marked" with the index G-1, if t E Sj,(Rh h). 3. Load the stripes in Gi UCi-1 together with array spani-r(l : p) into the linear array of processors suchthat,ift E GiUCi-risoriginallyinS,,(Rh), then spani-l(h) is also stored in the same processor. Feed stripes (~1, (~2, . . . , crq in that order into the linear array and pass them from the first processor to the last one to compute (i) lenR(aj) for every oj E Xi, and (ii) the array spaw (1 : p). The details of how this is done in O(p) time are given below.
Stage 1 and Stage 2 are done in O(p) time by sorting. We now explain how Stage 3 is performed in O(p) time.
If in Figure 4 Xi = X3, then cyi = s3, az = ~4, ix.3 = s5. Consider any stripe oj in Xi. Stripe oj is composed of p disjoint substripes oj,l,aj,z,. . . ,oj,p where aj,h is the part of stripe oj in the frame fh. The computation of renn(o;i) is based on the following observation. For each substripe cYj,h, there is exactly one stripe tjn E Sfh(Rh) such that Fj,h is contained in tj, . Moreover, either lenR(oj,h) is equal to /en&($,), or substripe 'Yj,h is spanned by some rectangle in RECT(R).
In the latter case, &j,h is spanned by some rectangle whose representative is in R but not in Rh, and lenR(crj,h) is the whole z-width of the frame fh. In Figure 4 , if Cyj = SS, then aj,l S t3, aj,2 C t7, ~4,3 C tll, aad lenR(aj,l) = lenR,(t3), lc?nR(CXj,2) = xwidth of fz, lenn(oj,s) = lenn,(tii).
Based on this observation, we compute lenB(oj) by computing the sum cph,i lenn(cuj,h) as stripe oj is passed through the linear array, as follows.
In order to determine if substripe aj,h is spanned by some rectangle in RECT(R), we define spanif (h) to be the maximal y coordinate of the top edges of rectangles which intersect the region below the top boundary of stripe crj and which span the z-interval of frame fh. In other words: spani,j(h) Then, substripe aj,h is spanned by some rectangle in RECT(R) iff spani,j(h) is larger than or equal to the y coordinate of the top boundary of oj. The Sum cph,i lenR (cYj,h) and the array spay,j(I : p) are computed as follows. Suppose aj is being passed through the linear array.
When stripe oj reaches some processor where stripe t is stored and t is in Sfh(R,,) (1 < h 5 p), the processor computes spanij(h) from spani,j-l(h) and rectR(aj) in constant 'time (if rectR(oj) spans the z-interval of fh then sPa%,j(h) = m~{sPa~i,j-l(h),Y(toP(rectR(~j)))), otherwise spani,jfh) = spani,j,l(h)). It also computes lenn (oj,h) and adds it to leflR(&j) if stripes Oj and t intersect properly (i.e., if t is tjh defined as above). This also takes constant time. Since tjh E Gi U Ci-1, for h = 1,2, . . . , p, after oj reaches the last processor, lenR(@j) contains cph=r lenR(oj,h). Thus, passing stripes 01, cy2, . . . , "(I in Stage 3 to compute lenR(al), lenR(a2), . , . , /enR(ou,) takes O(p + q) = O(p) time. Note that spani,j(h) is stored in the processor until the next stripe oj+j+l reaches this processor, and, at that moment, spaq,j+l(h) is computed and stored in the same location. Thus, each processor in the linear array only needs O(l) memory. The array sponi(l : p) is exactly the same as array spani,,(l : p) and can be collected horn the linear array in O(p) time after lenR(cr,) is computed. q 3.3 3-Dimensional .Maxima
Let P be a set of n points in @. For any two point u and v, u is dominated by v if Z(U) < t(u), y(u) < y(u) and z(u) < Z(V). A point u E P is said to be a maximum if it is not dominated by any other point in P. The S-dimensional maxima problem, then, is to compute the set, M(P), of the maxima in P. Define D(u) as the region dominated by point 11, i.e. D(u) = ((2, Y, %) I 2 < x(u), Y < Y(U), 2 < 4~)). M(P) then is the subset of points in P which are not in the region
Recall that a plane H is horizontal if H is parallel to the zy plane. To compute M(P), we first partition the points in P into sets PI, P2, . . . , Pr of size n/p each, using horizontal planes HI, Hz, . . . , HP (i.e., Pi is the subset of P above or on Hi and below Hi+l). Note that Hi is the horizontal plane'through the point of Pi having smallest z-coordinate. We then solve the subproblem defined by each Pi recursively. The recursive call for Pi returns M(e) and a description of R(P;), where R(Pi) is the part of D(Pi) that is below plane Hi (see Figure 5) . To compute M(P), we must remove the points in q=lM (Pj) which are in the region Uy=iR(Pj). Then, R(9) can be represented by a set Chain (Pi) of at most n/p horizontal line segments which form a monotone chain in the plane Hi. Proof:
Let Pi = {Vl,U2,. Vis(Li) denote the portion of Li visible from the point (0, +oo, z( Hi)) when the only opaque objects are the half-lines in Li. Thus Vis(Li) consists of a sequence of line segments that are in the plane Hi, are horizontal (i.e., parallel to the 2 tis), and form a chain monotone in the y direction (actually this chain essentially follows the contour of the twodimensional maximal elements, in the Hi plane, of the projection of Pi on Hi). As in Figure 5 , it is trivial to see that this monotone chain ViS(Li) constitutes a description of R(E), in the sense that R(9) is the region dominated by the vertices of Vis(Li) (i.e., dominated by the two-dimensional maxima in Hi of the projection of Pi on Hi). Thus Chain(e) = Vis(Li). o
The above observation ensures that n/p vertical planes can be used to partition q=,R(Pi) into n/p chunks each of which can be described by O(p) horizontal line segments. This is explained in the algorithm below.
Algorithm MAXIMA Input: A set P of n points in %s sorted by increasing
The set, M(P) of maxima in P sorted by increasing x coordinate, and the monotone chain Chain(P) of horizontal line segments which describes the region R(P). If we let H denote the horizontal plane through the lowest point in P, then recall that R(P) is the part of D(P) which is below H.
Step I: If n 5 p then solve the problem by direct, use of the p-processor array in O(n) time, as follows. M(P) can be computed a8 in [17] , by examining all pairs of points in P. Given M(P), Chain(P) can be obtained in O(n) time by scanning the points in M(P) along the z direction once. If n > p then proceed to
Step 2.
Step 2: Partition the set P into p subsets PI, P2, . . . . Pp, of size n/p, in bottom-to-top order (i.e., the points in Pi are above those in 9-l). Solve the subproblem defined by each Pi recursively. The recursive call for Pi returns M(q) and the monotone chain Chain(Pi) describing the region R(Pi). Recall that Chain(Pi) lies in the horizontal plane through the lowest point of Pi (ss before, we call this plane Hi).
Step 3: Let m = ET=1 IChuin(Pj)j, and note that m < n. Partition the space into m/p chunks using m/p vertical (i.e., parallel to yz plane) planes such that the portion of the region q=,R(Pj) in each chunk is described by O(p) 1 ine segments. For each chunk, we then do the following two steps : (i) we identify those line segments in t-f,lChain (Pj) and points in q=,M(Pj) which are in that chunk, (ii) we compute the subsolutions in that chunk (i.e., the portion of M(P) and R(P) 
Visibility From a Point
Given a set S of n line segments which are opaque and do not, intersect except possibly at their endpoints, and a point q in the plane, the visibility problem is to determine the region of the plane visible from q. WLOG, we assume q is the point (0, -00).
Let I/is(S) be the portion of S visible from (0, -co).
Observe that Vis(S) forms a chain monotone with the z direction and a description of the region of the plane visible from (0, -oo). In algorithm VISIBILITY, we use V/is(S) to denote the visible region of 5' from (0, -00).
Algorithm VISIBILITY
Input.: A set S of n opaque and nonintersecting line segments (except possibly at, their endpoints). output:
A sorted and monotone set, I/is(S) (IVis(S)( 5 2 n o ) f 1 ine segments which describes the portion of S visible from (0, -00).
Step 1: If n 5 p then solve this problem in O(n) time directly by use of the pprocessor array [9]. If n > p then proceed to Step 2.
Step 2: Arbitrarily partition the set, S into sets S1, s2, **', S, of size n/p each and recursively solve the visibility problem defined by each Si . The recursive call for Si returns ViS(Si). Note that IVis(Si)l 5 2n/p.
Step 3:
Let m = CT=1 IVis(Sj)) and note that m 2 2n. Partition the set, UpZIVis(Sj) into m/p subsets of size O(p) each using m/p vertical lines. The p processor array is then used to compute, in O(p) time, the portion of 'c/is(S) that lies between each two consecutive vertical lines (by solving the visibility problem defined by the subset of the lines segments in Lf=lVis(Sj) that intersect the region between those two consecutive vertical lines). End Of Algorithm VISIBILITY
Weighted Dominance Counting
Given a set V of n weighfed points in the plane, the dominance counting problem is to determine, for every point v E V, the sum of the weights of the points in V which are dominated by v. Here "sum" stands for any associative operation and could be replaced by (e.g.) "min" (aasociativity is the only property required by the algorithm). In the algorithm DomCount, we show how to solve the problem in O(n log n/log p) time on a RAM/ARRAY(l). Algorithm DomCount: Input: A set V of n weighted points in the plane sorted by increasing z coordinate. Output:
A list Y of points which are the points in V sorted by increasing y coordinates. For each point u E Y, we also have a count C(u), which is the sum of the weights of the points in V that are dominated by 21. Step 1: If n 5 p then solve the problem in O(n) time by direct use of the p-processor array. This is straightforward and omitted. If n > p then proceed to
Step 2: Using p vertical lines, partition the points in Vintosets VI, V,, . . . . VP of size n/p each in left-toright order (i.e., the points in 6 are to the left of those in V~+I). For each i, recursively solve the problem on &. The recursive call for t;-returns a sorted list Yi and a count Ci(u) for every u E Yi, where Yi is the list of points in & sorted by increasing y coordinate, and Ci(u) is the sum of the weights of the points in vi that are dominated by u.
Step 3: Compute Y and C(u) for every u E Y by using the information returned by the p recursive calls of Step 2. The details of how this is done in O(n) time are given below. End of Algorithm DomCount The details of Step 3 are based on the following observation. Let Hj be the subset of points of V whose y coordinate is larger than the (jp-p)th and less than or equal to the (jp)th y coordinate of points in V. In the combining step, we need to compute W(v) and SW(v), for every point v E V.
In order to compute W(v) and SW(v), we do the following operations.
As in Lemma 2.1, in O(n) time, we partition the set tikZIYk into the sets HI, Hz,.
. rK+ using the horizontal lines defined by the pth, 2pth,. . . ,nth y coordinates of points in I&~Y~. Recall that the points in Z?i are above those in Hj if i > j. For each point v E Hi, we also mark it with the index i of the set Yi (hence the set Vi) which v came from. Let Countj (i) be the sum of the weights of the points in & which are below all the points in Hj. The array COUdj (1 : p) can be computed while the set of points in Hj are identified in the partitioning step. Observe that, if v is a point in Hj nx, SW(v) is the value &:
Countj(k). Given Counti( for 1 5 j 5 p, the value of SW(v) for all points v E Hj then csn be computed in O(p) time by using the p-processor array to compute CL.'1 Countj(k) for all I, 1 5 1 5 p. Thus, the value of SW(v) for all 21 E V can be computed in O(n) time totally.
To compute the value of W(v), for all 21 E Hj, we compute the sum of the weights of the points in Hj which sre dominated by v and have a different index than v (i.e., came from a different 6 than v). Using the p-processor array to examine all pairs of points in Hj [17] , W(V) for all v E Hj CS.II be computed in O(p) time, for 1 5 j 5 n/p. Hence W(v) for all points 21 E V can be computed in O(n) time. Note that Y can be obtained in O(n) time by sorting each H;, for i = 1,2,. . . , n/p. Therefore, Step 3 takes O(n) time.
Several problems reduce to weighted dominance counting [7] , including the problem of counting the intersections between rectilinear segments, and the multiple range counting problem (in which we are given points and isothetic rectangles and we have to compute for each rectangle the number of points inside it).
RAM/ARRAY(d) (d > 1)
We now show how to design O(nlog n/pi-'idlog p) time algorithms on a RAM/ARRAY (d) for all the problems we already solved in O(nlog n/logp) time on a RAM/ARRAY(l).
Instead of giving the detailed algorithm for each problem, we sketch the general approach. We assume a d-dimensional array of processors can solve a problem of size p in O(p' P d), an assumption that is true for all the problems we considered. We assume also that the input/output of p elements into/from the p-processor array can be done in O(plld) time. This is a standard assumption in the literature of mesh-connected computers and we shall not tamper with it, although we can question its validity on practical grounds. (It is certainly valid for a RAM/ARRAY(l), however.) Recall that in our O(nlog n/log p) algorithms on a RAM/ARRAY(l), we partitioned the problem into p subproblems, recursively solved each subproblem and then combined the subsolutions in O(n) time.
If we want to use a similar paradigm to design O(nlogn/p'-'ldlog p) time algorithm on a RAM/ARRAY(d) (d > l), the partitioning scheme is into p'l(d+') subproblems and the the combining step is done in O(n/p l-lid) time. elements each. We identify the blocks which may contain the first p elements by comparing the first and last elements of each block with the selected pth one. Since each list is sorted, there are at most plid + P'/(~+') blocks (hence less than 2p elements) that will be examined and identified. The identified blocks of (less than 2p) elements are sent to the p-processor array in O(plld) time, in order to filter out those that are larger than the selected pth one. This is done by sending the selected pth one to the p-processor array for it to identify the first p elements and compute, for each list, the number of elements which are among the first p 
Further Remarks
We also know how to solve a special case of the trapezoidal decomposition problem: that where the line segmentss1,32,... , s,, are given in topologically sorted order (i.e., given so that, if a vertical line 1 intersects both si and sj and i < j, then the intersection between 1 and si is above the intersection between 1 and sj).
If the input is given in this form, then we can solve trapezoidal decomposition in O(nlog n/s(p)) time on a RAM/ARRAY(d), where s(p) = p'-'ldlogp. The idea is that, if we partition the problem into p equalsized subproblems according to their topological order, then the 'interaction" between subproblems is encapsulated by their visibilities from a point at infinity (the details of the algorithm are similar to those of the 3-dimensional maxima algorithm of Subsection 3.3, and are therefore omitted). In particular, we can handle the case when the line segments are horizontal because sorting them by y components is like sorting them topologically.
The question remains open for general trapezoidal decomposition and other geometric problems like voronoi diagram. Negative.results would also be interesting: which problems are inherently such that it is not possible to maintain the same speedup for n > p as for n = p ?
