Truncated singular value decomposition (TSVD) is a simple and efficient technique for patchbased image denoising, in which a hard thresholding operator is utilized to set some small singular values to zero. Before performing the hard thresholding, the noise variance should be accurately estimated in order to determine the rank of the patch matrices. However, when the noise level is high, the denoisied results from the TSVD still contain some residual noise. To solve this problem, we present a hybrid thresheldoing strategy that combines a hard thresholding operator and a soft one. The former is directly reused the thresholding derived from TSVD, the latter is derived by minimum variance estimator. Simulation experiments are conducted to verify the effectiveness of the proposed method. Experimental results show that the method can effectively denoise the images with high level noise.
I. INTRODUCTION
During the acquisition, storage and transmission of images, there is inevitably noise due to factors such as equipment, environment and long sampling time [1] . Noise often appears on images as isolated pixels or blocks that cause strong visual effects, which will make the image blurred or details distorted. Therefore, in order to improve image quality and facilitate higher-level processing, such as image analysis and understanding, image-based reconstruction, etc., the image should be denoised first. Common noises of images include Gaussian noise, Poisson noise, multiplicative noise, salt-andpepper noise, etc. The white Gaussian noise is a commonlyused model for most denoising algorithms because it can better simulate unknown real noise.
For decades, researchers have done a lot of works on image denoising, and have achieved rich results in theory and algorithms. Filter-based algorithms are relatively mature and fast, and many convolutional filters can be accelerated The associate editor coordinating the review of this manuscript and approving it for publication was Haishuai Wang . with fast Fourier transforms. Buades et al. proposed a nonlocal averaging filter NLM [2] , which is different from the previous methods using image local information for filtering like SUSAN [3] . NLM utilizes the entire image for denoising, finding similar regions in the image in units of image blocks, and averaging these regions to better remove Gaussian noise present in the image. The method used to measure the similarity of two image blocks is to calculate the Euclidean distance between them [4] . In addition, there are some improved versions of NLM algorithm [5] - [7] , which improve the denoising effect of NLM. BM3D [8] can also be regarded as an upgraded version of NLM, because it mainly uses the idea of non-local self-similarity. Unlike traditional NLM, which uses Euclidean distance, it uses hard threshold linear transformation to reduce the complexity of Euclidean distance. After finding similar blocks, NLM is a mean process, while BM3D converts similar blocks to transform domains. Collaborative filtering is proposed to reduce the noise contained in the similar block itself, and the similar block is weighted at the aggregation to obtain the target block after noise reduction. Dabov et al. later applied BM3D method to video denoising VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ [9] , searching for similar blocks in the target block of the intermediate frame, and proposed predictive-search blockmatching, which is used for similar block search of neighbor frames. Image denoising based on sparse decomposition separates information and noise in an image according to whether it is a sparse component in the image. Noisy images can be viewed as the superposition of natural images and noise, where noise is randomly generated and cannot be sparsely represented, while natural images often have sparse representations [10] . Based on this point of view, there are many algorithms that use the sparsity of natural images to suppress the noise. A representative method K-SVD is proposed by Aharon et al. [11] . Their goal was to construct an overcomplete matrix, and then chose the most sparse coefficient solution so that the matrix can sparsely represent the target vector with similar training sets. Furthermore, Dong et al. introduced the concept of sparse coding noise and turned the goal of image restoration to how to suppress sparse coding noise [12] . They used the non-local self-similarity of the image to obtain a good estimate of the sparse coding coefficients of the original image, and then concentrated the sparse coding coefficients of the observed images on these estimates. Wen et al. proposed a joint sparse transformation model [13] , which simplified sparse coding into a clustering problem. Compared with the synthetic dictionary based denoising method, the denoising speed of this method is faster. Xu et al. proposed a robust image denoising method based on trilateral weighted sparse coding [14] . In the method, three weight matrices are introduced in the data and regularization terms of the sparse coding framework to characterize the statistical properties of real noise and image priors for processing real-world noise images.
Recently, low-rank priors of images have been widely used to deal with image restoration [15] . A noise-free natural image has a data matrix that tends to be low rank or approximately low rank. Dong et al. proposed a sparse model based on the low-rank prior [16] . For the solution of this model, a spatially adaptive iterative singular value threshold algorithm was proposed to extend Bayeshrink from a local model to a non-local model. This method does not require the establishment of a redundant dictionary, and a simple singular value thresholding can be used to produce better results. Guo et al. proposed a simple and efficient low rank approximation SVD (LRA-SVD) method [17] using non-local selfsimilarity, low rank approximation and the optimal energy compaction property of SVD. Unlike other methods based on SVD, LRA-SVD avoids the computational complex learning for representing local bases of image blocks. In [18] , a multichannel real color image denoising optimization model is developed in the framework of weighted nuclear norm minimization (WNNM). The method uses the channel redundancy to connect the rgb blocks. Since the noise statistics of the three channels are different, a weight matrix is introduced to balance their data fidelity. Besides, the energy characteristics of images at different noise levels can be used to estimate the noise energy distribution of the group matrix in the SVD domain [19] . As an enhancing step, iterative back projection is an effective way to suppress residual noise. For improving the performance of the back projection process, a new noise standard deviation estimation method is given in [19] , which results in a more effective denoising performance.
If the self-similar pattern can not be found from the noisy image itself, one can use other similar but noise-free images. This idea leads to another class of denoising methods [20] - [22] that use Gaussian mixture model to learn natural images to create a prior condition, which is then used to constrain the results that need to be estimated. Due to the strong feature representation of deep learning, especially the convolutional neural network (CNN) has achieved good results in the field of image processing. In recent years, many image denoising methods based on deep learning have been developed in the literature. In general, deep learning based denoising algorithms, e.g., DnCNN [23] and FFDNet [24] , learn a multilayer network structure for image representation through a large amount of data, in which external prior information can be learned. For Gaussian noise reduction, a single model can be learned to cope with different noise levels. This model is even used to deal with other image restoration problems. Besides, the roles of residual learning and batch normalization are also emphasized in the field of image restoration, which brings about fast convergence and good performance. In [25] , Guo et al. proposed a new denoising model called CBDnet, which consists of two parts: the noise estimation sub-network and the denoising sub-network. It performs a joint training based on signal-independent noise and noisecombined images. As a consequence, this improves the generalization ability of the denoising network and enhances its denoising performance.
II. RELATED WORK
In the following, we review two classical singular value thresholding operators related to our method.
A. SOFT THRESHOLDING OPERATOR
For a noisy grayscale image Y ∈ R m×n , most commonlyused low-rank denoising methods achieve the goal of noise reduction by solving a nuclear norm minimization problem that is expressed as follows.
where · * denotes the nuclear norm of a matrix, which is the sum of the singular values of X . Due to the covexity of this norm, the problem (1) can be solved by iterative thresholding the singular values of the image matrix Y [26] .
σ i u i v T i is a singular value decompostion (SVD), the solution to (1) is obtained by shrinking each singular value σ i by a given threshold, namely,
where (x) + = max(x, 0). This operator is usually called soft thresholding. In this operator, a critical problem of the soft thesholding operator is how to determine the threshold λ. The simplest approach is that the threshold is set to be an empirical value. However, selecting a suitable value is not easy, and this strategy lacks an adaptivity to the different types of images. To address the above problem, Candès et al. [27] applied Stein's unbiased risk estimate (SURE), an unbiased estimate of the mean squared error, to adaptively determine the soft threshold. Inspired by the heavy-tail distribution of wavelet coefficients, Dong et al. [16] modeled the empirical distribution of singular values as a Laplacian distribution, and used Bayesian estimation to derive a threshold with the locally estimated variance. These two adaptive strategies for threshold determination generally lead to better performance than the empirical threshold selection. Intuitively, the threshold should be different for each singular value. This motivation pushes the denoising method based on the weighted nuclear norm minimization (WNNM) [28] , in which the singular values are assigned different weights. More specifically, WNNM derives a variant of the soft thresholding operator (2), which is formulated as
where λ i ≥ 0 is a threshold to the singular value σ i , which plays a crucial role in the success of WNNM. For the setting of λ i , we refer the reader to [29] for more details. It is worth pointing out that combining the soft thresholding operator with an iterative regularization scheme usually obtains more significant denoising performance than only utilization of a soft thresholding operator. However, the iterative singular value thresholding is computationally expensive.
B. HARD THRESHOLDING OPERATOR
In order to reduce the computational time of low-rank denoising algorithms, we can use a hard thresholding operator instead of the soft operator. Specifically, if the rank of the noise-free image matrix is known, the low-rank denoising can be achieved by finding a rank-r matrix X that best approximates the observed image Y , i.e.,
where rank(·) is the rank of image matrix X . Though this minimization problem is nonconvex due to the rank constraint, its optimal solution in the Frobenius norms sense, a classical result derived by the Eckart-Young theorem [30] , can be written in a closed form aŝ
where T h (x) is the hard thresholding operator, which is defined as
where the threshold σ r+1 is the r + 1th singular value of the noisy image matrix Y .
As described above, the hard thresholding operator requires the rank r of the noise-free image matrix to be known. However, it is unknown in most of practical applications. Before applying the hard thresholding operator to image denoising, therefore, we should first determine the rank r by a feasible scheme. Rank determination is a classical problem in the field of signal processing. There exist a number of mathematical or heuristic solutions in the literature. The usual approach is to select an empirical rank. Although this heuristic approach is very simple, it lacks of adaptability and thus results in unsatisfied denoising performance. By studying the asymptotic mean squared error (AMSE), Gavish and Donoho [31] yielded an AMSE-optimal hard threshold that is simply 2.858σ med in the case of n-by-n matrix, where σ med is the median empirical singular value. In [32] , Yadav et al. proposed a SURE-based rank estimation that outperforms the state-of-the-art methods in terms of accuracy.
Besides, as discussed in [17] , the Eckart-Young theorem implicitly provides a heuristic method to estimate the rank of a matrix for image denoising. More specifically, for any matrix Y and an rank-r matrix Z , the error measured in the Frobenius norm can be bounded as
where the equality is attained when Z is the best rankr approximation of Y . On the other hand, the ideal error between the noise-free image X and its noisy observation Y should satisfy the following condition
where τ denotes the noise level. By combining (10) and (8), there is
We take the value of r satisfying the above inequality as the estimate of the rank. This rank estimation strategy has been adopted by LRA-SVD proposed in [17] . Compared to the soft thresholding operator, the low-rank denoising method based on the hard thresholding operator has low computational complexity because of the iterative process being avoided. Although the effectiveness of the hard thresholding with an estimated rank from (9) have been validated by extensive experimental evaluation, its denoising performance tends to decrease when the noise level is high. The main reason is that the noise residual in the denoised image is not negligible.
III. PROPOSED METHOD
In order to improve the performance of LRA-SVD, we apply the minimum variance estimate theory to further estimate each singular value preserved by the hard thresholding operator, and yield a soft shrinkage operator. Both hard operator and soft operator (i.e., hybrid operators) are used in our method. Note that the proposed denoising method also exploits the image nonlocal self-similarity. In other words, we apply the proposed thresholding operator on the singular values of image patch matrix. In what follows, we discuss the details for the proposed method.
A. NOISE RESIDUAL OF LRA-SVD
From the formula (9), the noise residual level of the denoised image by LRA-SVD can be calculated as follow
When the noise level τ is high, the noise residual level τ res is not negligible. In other words, the denoised result
is still noisy. The noise energy mainly remains in the preserved singular spectrum. In order to reduce the noise residual, we resort to the soft thresholding operator to further shrink the first r singular values with adaptive thresholds.
B. SINGULAR VALUES SHRINKAGE
If the rank r of the noise-free image patch matrix X and the noise level τ are given, the minimum variance estimation can derive the best linear estimate of X [33] . Therefore, it is an appropriate choice for residual noise reduction. In the following, the minimum variance estimate ofŶ hard is derived. For simplicity of notation, we ignore the subscript of the denoised result by LRA-SVD. Given a noisy patch matrix Y ∈ R m×n with rank r, the minimum variance estimator aims to find the matrix Z that minimizes
Thanks to the convexity of the object function, we set its derivative to zero and result in the closed-form solution that is formulated as
Thus, the minimum variance estimate of X is given by
where U is the left singular matrix of Y . Even though the noise-free matrix X is unknown, it is possible to derive the minimum variance estimate from the SVD of Y . We refer the reader to [34] for more details. The solution obtained by the minimum variance estimator is given byŶ
where U 1 , V 1 , and 1 are obtained by means of the SVD of the denoised resultŶ hard , i.e.,
The formula above implies that the core of minimum variance estimator for noise reduction is a soft thresholding operator with the threshold τ 2 res σ i , (i = 1, . . . , r).
C. SUMMARY OF THE METHOD
The main procedure of the proposed denoising method can be summarized as follows. 1) Estimate noise level τ via the median absolute deviation strategy proposed by Donoho in [35] . 2) Divide the noisy image into overlapping patches, and group them by the Euclidean similarity metric to form similar patch matrices. 3) For each similar patch matrix, sequentially perform the following operations.
• Compute the SVD of the similar patch matrix.
• Apply the hard thresholding operator (11), i.e., truncated SVD, to obtain an intermediate denoised resultŶ hard .
• Compute the noise residual level τ res via the formula (10).
• Compute the minimum variance estimate ofŶ hard to further suppress the residual noise via the soft thresholding operator (15) and obtain the result Y final .
• Compute the rank-based weight for each image patch that will be used in the patch aggregation as described in [17] . 4) Reconstruct the denoised image by aggregating all the denoised patches using the rank-based weights. 5) Apply the back projection strategy used in [17] to produce a new noisy image with low noise level. 6) Repeat the above steps 2) -5) until the termination condition is satisfied, and output the final denoised image.
IV. EXPERIMENTS
In this section, we present the simulation results of the proposed method and compare its denoising performance with NLM, LRA-SVD, and LRA-SVD-S that uses the soft thresholding (18) instead of the hard thresholding. NLM is a classical denoising method based on image self-similarity, and LRA-SVD and its variant are simple and efficient methods based on low-rank prior.
A. EXPERIMENTAL SETTINGS 1) TEST IMAGES
The experiments are conducted on a set of ten commonly used test images with size 512 × 512, which are shown in Fig. 1 . These test images contain various image components, such as edges, textures, and structural smooth areas, which are sufficient to evaluate the performance of different denoising methods. In addition, noisy images are generated by adding white Gaussian noise to the above test images with noise levels in the range [50, 100].
2) EVALUATION METRICS
In order to evaluate the quantitative performance of the above denoising algorithms, two objective image quality assessment metrics, i.e., peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) [36] , are used in the experiments. Due to its efficient computation and clear physical meaning, PSNR has been widely adopted in the field of image restoration, which directly computes the squared intensity difference of denoised and noise-free image pixels. However, it does not well keep consistent with the perceived visual quality. SSIM aims to quantitate the loss of structural distortion in the image. It can provide a good match to human visual perception.
3) PARAMETER SETTING
In the experiments, LRA-SVD, LRA-SVD-S, and our proposed method adopt the same parameter setting. The basic parameters used in these three methods include: image patch size, the number of similar patches in each patch matrix, the projection constant used in iterative back projection, the scaling factor used in noise level updating, and the number of iterative back projection. The configuration of these parameters are listed in Table 1 . Note that the original LRA-SVD in [17] performs back projection once. We found that additional back projection can further improve the denoisisng performance of LRA-SVD with slight increasing of the computational cost. On average, additional running time is approximately 0.1 second.
B. COMPARISONS OF DENOISING PERFORMANCE
For quantitative comparisons of the denoising methods, the PSNR and SSIM values for the test images with different noise levels are listed in Table 2 . It can be observed that the proposed denoising method effectively improves the performance of LRA-SVD. Furthermore, the averaged quantitative results are also shown in the Fig. 2 . It supports our claim that the hybrid thresholding operators are feasible for denoising the high level noisy images. Compared to the traditional NLM, our method provides outstanding denoising performance with averaged PSNR and SSIM up to 2.85dB and 0.256, respectively. It is mainly due to the low-rank approximation representation of SVD. In fact, SVD provides an adaptive and effective basis for representing the similar patches. Besides, Table 2 also shows that the proposed hybrid method is better than LRA-SVD-S. For visual quality evaluations, Figs. 3-5 show the denoised images from NLM, LRA-SVD, LRA-SVD-S, and the proposed method. From these results, we can see that the high level noise seriously damages the structural information and textural details of images, and the four denoising methods can suppress the noise. The proposed method is slightly superior to LRA-SVD and LRA-SVD-S, and significantly outperforms NLM in terms of the visual quality of denoised images. It is worth noting that even though LRA-SVD, LRA-SVD-S, and our method can provide better performance of noise reduction, they also introduce some visual artifacts. This limitation comes from the usage of fixed square shape patches. A possible way to solve this problem is to adopt the shape-adaptive patch strategy as discussed in [6] . However, it will lead to more computational complexity.
V. CONCLUSION
In this paper, we present an improved version of LRA-SVD by introducing an additional singular value soft thresholding step for further reducing the residual noise. This soft thresholding operator is derived by using the minimum variance estimate theory, which can effectively suppress the residual noise, especially for the noisy images with high noise level. Experimental results demonstrate the effectiveness of this improved scheme. 
