This section describes the mathematical formulation of the subcomponents of the model in detail, along with the approach used for parameter estimation.
General notation
The model formulation described in the following sections makes use of the following common notation.
Indices Subscripts or superscripts i individual index x age index g gender index (g = 0 for females and g = 1 for males) r race index (Chinese r = 0; Malay r = 1; Indian r = 2; Other r = 3) t time index (t = 0 for starting year 1990) Demographic model
The demographic model has three subcomponents, describing mortality, fertility and migration.
Mortality
Using the Lee-Carter model [1] as a state-space model [2] , we have the following form for the log-mortality of the gth gender, at age a and time t:
where α g x is the (natural) log of the mortality rate for that group in 1990, β g x accounts for mortality changes over time, and varies by 5-year age groups, and κ g t is assumed to be a random walk with drift d Race-specific mortality rates are assumed to be proportional to the baseline mortality rate, with proportional hazard ratios allowed to be different for three broad age ranges:
young (age 0-19), adult (age 20-59) and old age (age 60 and above). The log mortality rate for race r is then m where A x indicates which of the three age ranges x falls in.
Fertility
We use a Gaussian function to model the shape of the age-specific fertility rates, f x,t :
We assume that the age of peak fertility, µ f , increases linearly with time (i.e. a birth cohort effect) with a constant rate θ 1 , while a further secular trend δ t of the overall fertility rate that follows a random walk with drift. Race-specific fertility rates are modelled as proportional to age-specific fertility rates of the total population, i.e.
f r x,t = f x,t exp(τ r ).
Migration
To model the net-migration number for each year, we re-parameterise the simplified migration schedule model of Castro and Rogers [3] without the retirement peak:
Pre-labour force migration (i.e. children) is represented by a single negative exponential curve with descent parameter a 1 , while the labour force age migration is represented by a left-skewed unimodal curve with λ 2 as ascent parameter, a 2 as descent parameter and µ 2 controlling the age of peak migration. For identifiability, b 2 is fixed to 1, and ρ t is time-varying scale parameter reflecting economic fluctuations. All the parameters are allowed to vary by gender and race. For forecasts, we fix ρ t to match government "guidelines" for projected future population growth, as reported in the national press. It is worth noting that these reports imply a reduced influx of immigrants relative to past patterns.
Employment model
We propose a discrete-time Markov chain model for employment status of Singapore residents with three states: working (W), unemployed (U) and economically inactive (I). In the model, weekly transition probabilities depend on age and gender. The transition probability matrix of the model is: 
Body mass index model Model
The BMI trajectory of individual i (of gender g and race r) is modelled to follow an overall trend µ i with an annual variability around the trend assumed to be independent and identically distributed Gaussian:
We developed a piecewise linear model for individuals' overall BMI trend µ i,x with 4 chosen breakpoints at ages 18, 35, 55 and 75, for which that individual's mean BMI is specified parametrically. A natural cubic spline basis function S is used to interpolate intermediate means between those 4 breakpoints:
The BMI values at the breakpoints are set to be:
i.e. there is a secular trend based on year of birth, y i , on the BMI at age 18 within any demographic segment of the population. Individualised BMI parameters governing BMI at different stages of adulthood (ϕ i,0 to ϕ i,3 ) are taken to have multivariate Gaussian distribution over each demographic segment of the population as a whole, with hyper-parameters estimated independently for each race and gender combination:
Hyperpriors
We use the following hyperpriors:
Average BMI at age 18 for people born in 1950 was presumed to lie in the range 10-30, which we represented by mean 20 and variance 5 2 , hence the specific values in the hyperprior for φ 0 . As we expect variability in BMI from year to year to be small and of the order of ±1 we assume standard Gaussian distribution for variability around individuals' BMI trends and set σ = 0.5. Prior correlations among φ 0 , φ 1 , φ 2 and φ 3 are set to be 0. Hence, we have Ω = Diag(5 −2 , 1, 1, 1). Face validity of these priors was established by presenting simulated trajectories to nutritional epidemiologists.
Parameter estimation
This hierarchical model is parameterised using longitudinal data from the Singapore Prospective Study Programme (SP2) [4] which contain two BMI measurements for each individual in the study. The first time point corresponds to the 1992 National Health Survey (NHS) or 1998 NHS and the second to a follow-up visit around 2005. The likelihood from these data is augmented by a contribution from aggregate data from the 2004 and 2010 NHSs on the numbers in four BMI categories (underweight, normal weight, overweight and obese) within age bands and gender/race groups, assuming no differences in proportions of age groups and sex ratios among the 3 ethnic groups in the survey sample. Using the total sample size and the marginal proportions in age groups, ethnic groups and genders, we estimate the number of people in each gender, ethnic group, age group and BMI category combination in the survey sample. For these data, we generate N g,r a,b individuals with known gender g and race r, with age assumed uniformly distributed in age group a, simulated BMI values from the model above and evaluated via Monte Carlo the fraction within each BMI category b, a process similar to Approximate Bayesian Computation [5] .
The full Bayesian hierarchical model for BMI was implemented using JAGS 3.1.0. [6] [7] Data preparation and analysis was done in R and JAGS was called from R [8] using the package rjags [9] . For each demographic segment, we ran three parallel chains from randomly selected starting points, with a burn-in of 20 000, thinning at 10, and 100 000 iterations post-burnin. Convergence was assessed by visually assessing the trace and the posterior density plot of all parameters (Supplementary Figure S10-S15). The computing time, under a desktop Intel Core 4 CPU 2.83 GHz 7.6GB RAM, was about 10-12 hours for minority groups (Indian male/female and Malay male/female) and nearly 1 day for Chinese males and females for whom the sample size was larger.
Diabetes incidence model Diabetes Mellitus data
The SP2 longitudinal data also provided information on diabetic status at the same two time points as BMI was measured. Although the classification of diabetes mellitus status in National Health Survey 1992 and 1998 was based on the result of 2 tests (fasting-glucose test and oral glucose tolerance test), the diagnosis of diabetes in the follow-up study in 2005 was based only on the result of the fasting glucose test, which has lower sensitivity. We therefore adjusted the estimates of the diabetes prevalence to account for the underestimated prevalence at the second time point, as described below. 
where p is the sensitivity of fasting glucose at this threshold relative to the gold standard. The distribution for Y i 2 can therefore be estimated as the information from Y i 1 provides information on p. We use logistic regression to fit the model:
where B i is the BMI value at time point i, x i is age at that time point, 1[A] the indicator function equal to 1 if A is true and 0 otherwise.
The following non-informative priors were taken for this submodel:
The model was implemented in JAGS 3.1.0. [6] [7] Data preparation and analysis was done in R and JAGS was called from R [8] using the package rjags [9] . 3 parallel chains were set to run at different initial conditions. After burn-in and thinning, 3 chains of 10 000 samples from each chain were kept. Convergence was assessed visually by the trace plot and the posterior density plot of all parameters (Supplementary Figure  S16) . The computing time on a normal desktop was about 12 hours.
BMI trajectory and importance sampling
To fit the logistic regression model for diabetes risk as a function of BMI and demographics requires knowing the BMI in each year between the 2 time points of the SP2 study, rather than the 2 observed BMI values for which we actually have data. We thus imputed a BMI trajectory for each individual using the fitted model for BMI using importance sampling.
First we generate a sample of BMI trajectories of size 2000 for each individual in the SP2 study, using their year of birth, race and gender, and the estimated BMI model using the following steps:
• The mean of BMI at age 18 was calculated based on year of birth of individual i;
• 4 parameters for underlying piecewise linear model were generated using the estimated multivariate Gaussian distribution from the BMI model Step 2-4 were repeated to reach the desired sample size. Then, for each individual, one of these 2000 samples is then selected with probability proportional to the likelihood of getting the 2 observed BMI values from the sampled trajectories. This was then used in subsequent analysis.
Incidence model
We denote the annual risk of developing diabetes for each non-diabetic individual i at age x by p D i,x . The model accounts the individual i's age x, gender g and ethnic group r and BMI B at age x, and takes a logit link for this probability: 
An analogous likelihood contribution for those non-diabetic at the time of the first survey, for the accumulated risk from the first survey until follow-up is given by
Parameter estimation
The parameters of the diabetes model were estimated using the Metropolis-Hasting algorithm [10] [11] . with multivariate normal proposal densities, a burn-in of length 10 000, and 3 independent chains of 50 000 iterations each, with every 5th iteration retained for analysis. Convergence was assessed by visually assessing the trace and the posterior density plot of all parameters (Supplementary Figure S17) . It took about 1.5 hours to simulate BMI trajectories for these individuals and 6.5 hours to run the MCMC on a desktop Intel Core 4 CPU 2.83 GHz 7.6GB RAM.
Mortality rates for diabetics are taken to be proportional to that of the general population, multiplied by the estimated hazard ratios for all-cause mortality according to diabetes status and by ethnic groups for participants from the National Health Survey 1992 [12] .
Sensitivity analysis
We developed an alternative diabetes model using only age, race and gender as risk factors. After stratifying by race and gender, the age (t i ) at disease onset is assumed to follow a Weibull distribution, t i ∼ W(α, β). For each race and gender combination, we have:
are modeled diabetes prevalence and total number of people in age group [x 1 , x 2 ], respectively. The likelihood of diabetes prevalence is: The prior distributions for α g,r and β g,r are taken to be improper uniform distributions on the positive part of the real line. Using the Metropolis Hasting algorithm, 10−11 these parameters are updated by drawing a sample from a bivariate normal distribution centred on the current value with covariance matrix selected on pilot runs. (Supplementary Figure S18) Supplementary Tables   Genetic risk model   Supplementary Table S1: Summary Genome-wide associated study (GWAS) results of the selected 14 SNPs. RAF: Risk allel frequency; OR: odds ratio; p: p-values are calculated from logistics regression using SNPTEST software with bold denoting significant association (p < 0.05). -9) 12 (11-13) 7 (6-8) 11 (10-12) 16 (13-19) 16 (14-19) 15 (13-18) 9 (8-10) 14 (12-16) 6 (5-7) 12 (10-14) 20 (17-24) 21 (18-26) 16 (14-20) 20 (16-24) 50-59 16 (14-18) 24 (21-26) 12 (11-14) Female  Male  Female  Male  Female  Male  Female  Male  1990  18-29 2 (2-3 
SNP

