The generalized modified Bessel function $K_{z,w}(x)$ at $z=1/2$ and
  Humbert functions by Kumar, Rahul
ar
X
iv
:1
81
0.
03
09
3v
1 
 [m
ath
.C
A]
  7
 O
ct 
20
18
THE GENERALIZED MODIFIED BESSEL FUNCTION Kz,w(x) AT z = 1/2
AND HUMBERT FUNCTIONS
RAHUL KUMAR
Abstract. Recently Dixit, Kesarwani, and Moll introduced a generalization Kz,w(x) of
the modified Bessel function Kz(x) and showed that it satisfies an elegant theory similar
to Kz(x). In this paper, we show that while K 1
2
(x) is an elementary function, K 1
2
,w(x)
can be written in the form of an infinite series of Humbert functions. As an application
of this result, we generalize the transformation formula for the logarithm of the Dedekind
eta function η(z).
1. Introduction
Bessel functions have been studied for almost two hundred years and their theory shows no
sign of exhaustion. They have been proved to be extremely useful not only in mathematics
but also in Engineering and other sciences. Bessel functions of the first and second kinds of
order z are defined by [24, p. 40]
Jz(x) : =
∞∑
n=0
(−1)n(x/2)2n+z
n!Γ(n+ 1 + z)
, |x| <∞,
and [24, p. 64]
Yz(x) :=
Jz(x) cos(piz) − J−z(x)
sin(piz)
respectively, where Γ(s) is the Gamma function. The modified Bessel functions of the first
and second kinds of order z are defined as [24, p. 77]
Iz(x) :=
{
e−
1
2
piziJz
(
e
1
2
piix
)
, if − pi < arg x ≤ pi2
e−
3
2
piziJz(e
− 3
2
piix), if pi2 < arg x ≤ pi,
and [24, p. 78]
Kz(x) :=
pi
2
I−z(x)− Iz(x)
sin(zpi)
(1.1)
respectively. For the extensive study of the Bessel functions we refer the reader to [24].
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Many generalizations of Bessel functions and modified Bessel functions have been studied
by several authors. Recently, Dixit, Kesarwani, and Moll introduced a different generaliza-
tion of (1.1) which they termed as the generalized modified Bessel function Kz,w(x). The
motivation behind introducing this function was to generalize the Ramanujan-Guinand for-
mula [19, p. 253], which states that for ab = pi2,
√
a
∞∑
n=1
σ−z(n)n
z
2K z
2
(2na)−
√
b
∞∑
n=1
σ−z(n)n
z
2K z
2
(2nb)
=
1
4
Γ
(z
2
)
ζ(z)
{
b
1−z
2 − a 1−z2
}
+
1
4
Γ
(
−z
2
)
ζ(−z)
{
b
1+z
2 − a 1+z2
}
, (1.2)
where σz(n) is the generalized divisor function defined by σz(n) :=
∑
d|n d
z and ζ(s) denote
the Riemann zeta function. It is known that [3, Theorem 1.1] this formula is equivalent to
the functional equation of the non-holomorphic Eisenstein series on SL2(Z).
Dixit, Kesarwani, and Moll defined the generalized modified Bessel function Kz,w(x) for
z, w ∈ C, x ∈ C\{x ∈ R : x ≤ 0}, and Re(s) > ±Re(z), by [8, Equation (1.3)]:
Kz,w(x) : =
1
2pii
∫
(c)
Γ
(
s− z
2
)
Γ
(
s+ z
2
)
1F1
(
s− z
2
;
1
2
;
−w2
4
)
1F1
(
s+ z
2
;
1
2
;
−w2
4
)
× 2s−2x−sds, (1.3)
where c := Re(s) > ±Re(z) and 1F1(a; c; z) is the confluent hypergeometric function defined
by [21, p. 172, Equation (7.3)]
1F1(a; c; z) :=
∞∑
m=0
(a)m
(c)m
zm
m!
, (1.4)
with (a)m := a(a+ 1)(a + 2)...(a +m− 1) for a ∈ C. Here, and throughout the paper,
∫
(c)
denotes the line integral
∫ c+i∞
c−∞ .
It can be seen that by letting w = 0 in (1.3), we get [17, p. 115, Formula 11.1]
Kz,0(x) : =
1
2pii
∫
(c)
Γ
(
s− z
2
)
Γ
(
s+ z
2
)
2s−2x−sds
= Kz(x),
where, Kz(x) is the usual modified Bessel function (1.1). The authors of [8] initiated the
theory of Kz,w(x) and showed that it is as rich as that of Kz(x). They also gave a beautiful
generalization of the aforementioned Ramanujan-Guinand formula (1.2). We state their
remarkable result [8, Theorem 1.4] in the following theorem.
Theorem 1. Let z, w ∈ C. Let Kz,w(x) be defined in (1.3). For a, b > 0 such that ab = pi2,
√
a
∞∑
n=1
σ−z(n)nz/2e−
w2
4 K z
2
,iw(2na)−
√
b
∞∑
n=1
σ−z(n)nz/2e
w2
4 K z
2
,w(2nb)
=
1
4
Γ
(z
2
)
ζ(z)
{
b
1−z
2 1F1
(
1− z
2
;
1
2
;
w2
4
)
− a 1−z2 1F1
(
1− z
2
;
1
2
;−w
2
4
)}
+
1
4
Γ
(
−z
2
)
ζ(−z)
{
b
1+z
2 1F1
(
1 + z
2
;
1
2
;
w2
4
)
− a 1+z2 1F1
(
1 + z
2
;
1
2
;−w
2
4
)}
. (1.5)
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The modest goal of this work to add the further little piece to this theory.
It is well known that Kz(x) reduces to an elementary function when z =
1
2 , namely, [9,
p. 978, Formula 8.469, no. 3]
K 1
2
(x) =
√
pi
2x
e−x. (1.6)
In this work we obtain a new representation for K 1
2
,w(x) which reduces to (1.6) when w = 0.
This new representation for K 1
2
,w(x) is in terms of a series of Humbert functions or confluent
hypergeometric functions of two variables. The study of Humbert functions was initiated by
P. Humbert [13] in 1922. He defined these functions as a limiting case of Appell functions
[2], which is why some authors call them ‘confluent Appell functions’. For more information
on Humbert functions, we refer the reader to [4], [5], [13], [20] and the references therein.
Humbert functions are defined by [20, pp. 58-59, Equations (38-40)]
Φ1(a, b; c;x, y) =
∞∑
m,n=0
(a)m+n(b)m
(c)m+n
xmyn
m! n!
, |x| < 1, |y| <∞,
Φ2(a, a
′; c;x, y) =
∞∑
m,n=0
(a)m(a
′)n
(c)m+n
xmyn
m! n!
, |x| <∞, |y| <∞,
Φ3(a; c;x, y) =
∞∑
m,n=0
(a)m
(c)m+n
xmyn
m! n!
, |x| <∞, |y| <∞. (1.7)
We state our main result below.
Theorem 2. Let Φ3(a; c;x, y) be defined by (1.7). Let w ∈ C, x ∈ C\{x ∈ R : x ≤ 0}.
Then
K 1
2
,w(x) =
√
pi
2x
e−x
∞∑
r=0
(
w2x2
64
)r
r!
(
1
2
)
r
(
1
2
)
2r
Φ3
(
1
2
;
1
2
+ 2r;−w
2
4
,−w
2x
4
)
.
Some asymptotic results for Φ3(a; c;x, y) have been obtained by Wald and Henkel in [23].
Remark 1.1. It can be clearly seen that the expression in (1.6) for K 1
2
(x) is just the first
term of the above series.
Remark 1.2. From [8, Theorem 1.12], for large values of |x| and | arg(x)| < pi4 and w, z ∈ C,
we have
Kz,w(x) =
1
2
√
pi
2x
e−x
(
cos(w
√
2x)P − sin(w
√
2x)Q+ e−
1
4
w2R
)
, (1.8)
where
P = 1 +
32z2 − 3w2 − 8
64x
+O
(
x−2
)
,
Q =
w
4
√
2x
+O
(
x−
3
2
)
,
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R = 1 +
(4z2 − 1)(2 − w2)
16x
+O
(
x−2
)
.
Therefore, by using Theorem 2 and (1.8), it is easy to see that for large value of |x| and
| arg x| < pi4 , we have
∞∑
r=0
(
w2x2
64
)r
r!
(
1
2
)
r
(
1
2
)
2r
Φ3
(
1
2
;
1
2
+ 2r;−w
2
4
,−w
2x
4
)
=
1
2
(
cos(w
√
2x)P − sin(w
√
2x)Q
+ e−
1
4
w2R
)
,
For small values of x, | arg(x)| < pi4 , one can use [8, Theorem 1.13 (i)] to get the asymptotics
for the series on left-hand side of the above equation.
The transformation formula for the logarithm of the Dedekind eta function [19, p. 253]
was proved by Berndt, Lee and Sohn in [3, p. 28, Entry 3.3] by using (1.2).
Theorem 3. Let a and b be positive numbers such that ab = pi2. Then
∞∑
n=1
σ−1(n)e−2na −
∞∑
n=1
σ−1(n)e−2nb =
b− a
12
+
1
4
log
a
b
. (1.9)
As an application of our Theorem 2, we obtained the following generalization of (1.9).
Theorem 4. Let Φ3(a; c;x, y) be defined in (1.7). Let a and b be positive numbers such
that ab = pi2. Then
e−
w2
4
∞∑
n=1
∞∑
r=0
σ−1(n)e−2na
r!
(
1
2
)
r
(
1
2
)
2r
Φ3
(
1
2
;
1
2
+ 2r;
w2
4
,
w2na
2
)(
−wna
4
)2r
− ew
2
4
∞∑
n=1
∞∑
r=0
σ−1(n)e−2nb
r!
(
1
2
)
r
(
1
2
)
2r
Φ3
(
1
2
;
1
2
+ 2r;−w
2
4
,−w
2nb
2
)(
wnb
4
)2r
=
1
4
[
log
a
b
− w
2
2
(
2F2
(
1, 1;
3
2
, 2;
w2
4
)
+ 2F2
(
1, 1;
3
2
, 2;−w
2
4
))]
+
1
12
[
b
(
1 +
w
√
pi
2
e
w2
4 erf
(w
2
))
− a
(
1− w
√
pi
2
e−
w2
4 erfi
(w
2
))]
, (1.10)
where, erf(z) and erfi(z) are error function and imaginary error function respectively, de-
fined by [21, p. 275]
erf(w) =
2√
pi
∫ w
0
e−t
2
dt, (1.11)
and [15, p. 32]1
erfi(w) =
2√
pi
∫ w
0
et
2
dt. (1.12)
1Factor 2/
√
pi is missed from the definition in [15].
K 1
2
,w
(x) AND HUMBERT FUNCTIONS 5
Remark 1.3. By letting w = 0 and noting that
erf(0) = 0 = erfi(0), 2F2(a, b; c, d, 0) = 1, Φ3(b; c; 0, 0) = 1
in Theorem 4 we get (1.9).
2. Preliminaries
Stirling’s formula for Γ(s), s = σ + it, in a vertical strip a ≤ σ ≤ b is given by
|Γ(s)| = (2pi) 12 |t|σ− 12 e− 12pi|t|
(
1 +O
(
1
|t|
))
(2.1)
as |t| → ∞. The Duplication formula and reflection formula for the Gamma function are
respectively given by [21, p. 46, Equation (3.4), (3.5)]
Γ(s)Γ
(
s+
1
2
)
=
√
pi
22s−1
Γ(2s). (2.2)
Γ(s)Γ(1− s) = pi
sin(pis)
, s /∈ Z, (2.3)
Kummer’s first transformation [21, p.173, Equation 7.5] for the confluent hypergeometric
function is given by
1F1(a; c; z) = e
z
1F1(c− a; c;−z). (2.4)
We now prove a lemma, which will be used to prove Theorem 2. This result can be
obtained from [16, p. 332, Formula (13.10.10)], however, we derive it here so as to make
the paper self-contained.
Lemma 1. Let x ∈ C\{x ∈ R, x ≤ 0} and n ∈ N ∪ {0}. Then For 12 < c := Re(s) < 1, we
have
1
2pii
∫
(c)
Γ
(
s− 12
)
Γ(s+ n)
Γ(s)
x−sds = (−1)n
√
pi
x
1F1
(
1
2 ;
1
2 − n;−x
)
Γ
(
1
2 − n
) . (2.5)
Thus, for real x,∫ ∞
0
1F1
(
1
2
;
1
2
− n;−x
)
xs−
3
2dx =
(−1)n√
pi
Γ
(
1
2 − n
)
Γ
(
s− 12
)
Γ(s+ n)
Γ(s)
. (2.6)
Proof. The integral on the right-hand side of (2.6) is convergent for 12 < Re(s) < 1. This
can be seen by the following argument. From [21, p. 189, Exercise 7.7], we have
1
Γ(c)
1F1(a; c; z) ∼e
zza−c
Γ(a)
∞∑
n=0
(c− a)n(1− a)n
n!
z−n
+
e±piiaz−a
Γ(c− a)
∞∑
n=0
(a)n(1 + a− c)n
n!
(−z)−n, (2.7)
where the upper sign is taken if −12pi < arg(z) < 32pi and the lower sign if −32pi < arg(z) <
1
2pi. The first part is dominant when Re(z) > 0; the second part becomes dominant when
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Re(z) < 0. In our case we have z = x > 0 therefore second part of (2.7) is dominant as
−x < 0, i.e.,
1
Γ(c)
1F1(a; c;−x) ∼ e
piia(−1)ax−a
Γ(c− a) , as x→∞,
and we know that 1F1(a; c;−x) ∼ 1, as x → 0. Hence by these two results it is clear that
integral
∫ ∞
0
1F1
(
1
2 ;
1
2 − n;−x
)
√
x
xs−1ds is convergent for 12 <Re(s) < 1.
We will now prove (2.5). First assume 0 < |x| < 1. Consider the contour formed by the
line segments [−M − 12 − iT, c− iT ], [c− iT, c+ iT ],
[
c+ iT,−M − 12 + iT
]
and[−M − 12 + iT,−M − 12 − iT ], where M is a positive integer. It can be easily seen that
integrand
Γ
(
s− 12
)
Γ(s+ n)
Γ(s)
x−s has poles at s = 12 −m, m ∈ Z, 0 ≤ m < M , inside the
contour because of the poles of Γ
(
s− 12
)
. Note that the poles of Γ(s + n) at s = −n, n ∈
Z, n ≥ 0 are cancelled by the poles of Γ(s). Therefore by the Cauchy residue theorem,[∫ c−iT
−M− 1
2
−iT
+
∫ c+iT
c−iT
+
∫ −M− 1
2
+iT
c+iT
+
∫ −M− 1
2
−iT
−M− 1
2
+iT
]
Γ
(
s− 12
)
Γ(s+ n)
Γ(s)
x−sds
= 2pii
M∑
m=0
R 1
2
−m, (2.8)
where R 1
2
−m is the residue of the integrand at s =
1
2 −m. Now
R 1
2
−m = lim
s→ 1
2
−m
(
s−
(
1
2
−m
))
Γ
(
s− 12
)
Γ(s+ n)
Γ(s)
x−s
=
(−1)m
m!
Γ
(
n−m+ 12
)
Γ
(
1
2 −m
) x−( 12−m). (2.9)
By the application of Stirling’s formula for Gamma function (2.1), we can see that the
integrals along horizontal segments go to zero as T →∞. So by (2.8) and (2.9), we have[∫ c+i∞
c−i∞
+
∫ −M− 1
2
−i∞
−M− 1
2
+i∞
]
Γ
(
s− 12
)
Γ(s+ n)
Γ(s)
x−sds = 2pii
M∑
m=0
(−1)mxm− 12
m!
Γ
(
n−m+ 12
)
Γ
(
1
2 −m
) .
(2.10)
Next, ∣∣∣∣∣
∫ −M− 1
2
−i∞
−M− 1
2
+i∞
Γ
(
s− 12
)
Γ(s+ n)
Γ(s)
x−sds
∣∣∣∣∣
=
∣∣∣∣∣i
∫ ∞
−∞
Γ (−M − 1 + it) Γ (−M + n− 12 + it)
Γ
(−M − 12 + it) x
M+ 1
2
−itdt
∣∣∣∣∣
= |x|M+ 12
∫ 1
−1
O(1)dt + |x|M+ 12
∫ ±∞
1
O
(
|t|−M− 32+ne−pi2 |t|
)
dt
= O
(
|x|M+ 12
)
.
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Since |x| < 1, this implies that
lim
M→∞
∫ −M− 1
2
+i∞
−M− 1
2
+i∞
Γ
(
s− 12
)
Γ(s+ n)
Γ(s)
x−sds = 0, (2.11)
From (2.10) and (2.11), we have
1
2pii
∫ c+i∞
c−i∞
Γ
(
s− 12
)
Γ(s+ n)
Γ(s)
x−sds
=
∞∑
m=0
(−1)mxm− 12
m!
Γ
(
n−m+ 12
)
Γ
(
1
2 −m
) .
=
∞∑
m=0
(−1)mxm− 12
m!
Γ
(
1
2 +m
)
cos (pim)
Γ
(
1
2 +m− n
)
cos(pi(m− n))
=
∞∑
m=0
(−1)mxm− 12
m!
Γ
(
1
2 +m
)
(−1)m
Γ
(
1
2 +m− n
)
(−1)m−n
=
√
pi
x
∞∑
m=0
(−1)mxm
m!
Γ
(
1
2 +m
)
Γ
(
1
2
) (−1)nΓ (12 − n)
Γ
(
1
2 − n
)
Γ
(
1
2 − n+m
)
= (−1)n
√
pi
x
1F1
(
1
2 ;
1
2 − n;−x
)
Γ
(
1
2 − n
) ,
where, in the second step, we used the reflection formula (2.3). As both sides of (2.5) are
analytic as functions of x, by the principle of the analytic continuation, our result is true
for all x ∈ C\{x ∈ R, x ≤ 0}. 
3. Proof of Theorem 2
Proof. The series in the statement of the Theorem is convergent as Φ3
(
1
2 ;
1
2 + 2r;−w
2
4 ,−w
2
4
)
tends to 1 as r →∞. Let z = 12 in (1.3) then for c :=Re(s) > 1/2, we have
K 1
2
,w(x) =
1
2pii
∫
(c)
Γ
(
s
2
− 1
4
)
Γ
(
s
2
+
1
4
)
1F1
(
s
2
− 1
4
;
1
2
;
−w2
4
)
1F1
(
s
2
+
1
4
;
1
2
;
−w2
4
)
× 2s−2x−sds.
Now use (2.2) in above equation to arrive at
K 1
2
,w(x) =
1
2pii
∫
(c)
√
pi
2
Γ
(
s− 1
2
)
1F1
(
s
2
− 1
4
;
1
2
;
−w2
4
)
1F1
(
s
2
+
1
4
;
1
2
;
−w2
4
)
x−sds.
(3.1)
From [6, Equation (72)],
1F1(a; c;x)1F1(a
′; c;x) =
∞∑
r=0
(a)r(a
′)r
r!(c)r(c)2r
x2r1F1(a+ a
′ + 2r; c+ 2r;x). (3.2)
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Use (3.1) and (3.2) to see that
K 1
2
,w(x) =
√
pi
2
1
2pii
∫
(c)
Γ
(
s− 1
2
) ∞∑
r=0
(
s
2 − 14
)
r
(
s
2 +
1
4
)
r
r!
(
1
2
)
r
(
1
2
)
2r
1F1
(
s+ 2r;
1
2
+ 2r;−w
2
4
)
× (w4/16)r x−sds
=
√
pi
2
1
2pii
∫
(c)
Γ
(
s− 1
2
)
1F1
(
s;
1
2
;
−w2
4
)
x−sds
+
√
pi
2
1
2pii
∫
(c)
Γ
(
s− 1
2
) ∞∑
r=1
(
s
2 − 14
)
r
(
s
2 +
1
4
)
r
r!
(
1
2
)
r
(
1
2
)
2r
1F1
(
s+ 2r;
1
2
+ 2r;
−w2
4
)
× (w4/16)r x−sds
=
√
pi
2
(I1 + I2), (3.3)
where
I1 :=
1
2pii
∫
(c)
Γ
(
s− 1
2
)
1F1
(
s;
1
2
;
−w2
4
)
x−sds, (3.4)
and
I2 :=
1
2pii
∫
(c)
Γ
(
s− 1
2
) ∞∑
r=1
(
s
2 − 14
)
r
(
s
2 +
1
4
)
r
r!
(
1
2
)
r
(
1
2
)
2r
1F1
(
s+ 2r;
1
2
+ 2r;
−w2
4
)(
w4
16
)r
x−sds.
(3.5)
We first evaluate I1. To do so, we use the series definition of confluent hypergeometric
function in (3.4) and interchange the order of summation and integration because of absolute
convergence to deduce that
I1 =
∞∑
n=0
(−w2/4)n
(1/2)nn!
1
2pii
∫
(c)
Γ
(
s− 12
)
Γ(s+ n)
Γ(s)
x−sds
=
∞∑
n=0
(−w2/4)n
(1/2)nn!
(
(−1)n
√
pi
x
1F1
(
1
2 ;
1
2 − n;−x
)
Γ
(
1
2 − n
)
)
=
√
pi
x
∞∑
n=0
(−w2/4)n(−1)n
n!(1/2)nΓ
(
1
2 − n
)1F1
(
1
2
;
1
2
− n;−x
)
=
√
pi
x
e−x
∞∑
n=0
(w2/4)n
n!(1/2)nΓ
(
1
2 − n
)1F1
(
−n; 1
2
− n;x
)
, (3.6)
where in the second step we employed Lemma 1 and (2.4) in the ultimate step .
From [21, p. 152],
Lαn(x) =
Γ(n+ α+ 1)
Γ(n+ 1)Γ(α+ 1)
1F1(−n;α+ 1;x). (3.7)
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Use (3.7) with α = −n− 12 in (3.6) to arrive at
I1 =
e−x√
x
∞∑
n=0
(w2/4)n
(1/2)n
L
−n− 1
2
n (x). (3.8)
Now [18, vol. 2, p. 706, Formula (11)]
∞∑
k=0
tk
(β)k
Lα−kk (x) = Φ3(−α;β;−t,−tx). (3.9)
Use (3.9) with β = 12 , α = −12 , t = w
2
4 so that from (3.8),
I1 =
e−x√
x
Φ3
(
1
2
;
1
2
;−w
2
4
,−w
2
4
x
)
(3.10)
Now we evaluate I2. Applying (2.2) twice in (3.5) then in next step interchanging order of
series and integration by using the absolute convergence, we see that
I2 =
∞∑
r=1
(
w4
16
)r
r!
(
1
2
)
r
(
1
2
)
2r
1
2pii
∫
(c)
√
pi
22r+s−
3
2
2s−
3
2√
pi
Γ
(
s− 12
)
Γ
(
s− 12 + 2r
)
Γ
(
s− 12
)
× 1F1
(
s+ 2r,
1
2
+ 2r;−w
2
4
)
x−sds
=
∞∑
r=1
(
w4
16
)r
22rr!
(
1
2
)
r
(
1
2
)
2r
1
2pii
∫
(c)
Γ
(
s− 1
2
+ 2r
) ∞∑
m=0
Γ(s+ 2r +m)
Γ(s+ 2r)
(
1
2 + 2r
)
m
(
−w2
4
)m
m!
x−sds
=
∞∑
r=1
(
w4
16
)r
22rr!
(
1
2
)
r
(
1
2
)
2r
∞∑
m=0
(
−w2
4
)m
m!
(
1
2 + 2r
)
m
1
2pii
∫
(c)
Γ
(
s− 1
2
+ 2r
)
Γ(s+ 2r +m)
Γ(s+ 2r)
x−sds
=
∞∑
r=1
(
w4
16
)r
22rr!
(
1
2
)
r
(
1
2
)
2r
∞∑
m=0
(
−w2
4
)m
m!
(
1
2 + 2r
)
m
√
pix2r sec(mpi)√
xΓ
(
1
2 −m
) 1F1
(
1
2
;
1
2
−m;−x
)
=
∞∑
r=1
(
w4
16
)r√
pix2r−
1
2
22rr!
(
1
2
)
r
(
1
2
)
2r
∞∑
m=0
(
w2
4
)m
m!
(
1
2 + 2r
)
m
e−x1F1
(−m; 12 −m;x)
Γ
(
1
2 −m
) ,
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where in the third step we again employed Lemma 1. Now use (3.7) with α = −12 −m in
above equation to see that
I2 =
e−x√
x
∞∑
r=1
(
w4
16
)r√
pix2r
22rr!
(
1
2
)
r
(
1
2
)
2r
∞∑
m=0
(
w2
4
)m
m!
(
1
2 + 2r
)
m
Γ(m+ 1)Γ
(
1
2 −m
)
Γ
(
1
2 −m
)
Γ
(
1
2
) L−m− 12m (x)
=
e−x√
x
∞∑
r=1
(
w4
16
)r
x2r
22rr!
(
1
2
)
r
(
1
2
)
2r
∞∑
m=0
(
w2
4
)m
(
1
2 + 2r
)
m
L
−m− 1
2
m (x)
=
e−x√
x
∞∑
r=1
(
w4
16
)r
x2r
22rr!
(
1
2
)
r
(
1
2
)
2r
Φ3
(
1
2
;
1
2
+ 2r;−w
2
4
,−w
2
4
x
)
, (3.11)
where we again used (3.9) with α = −1/2, β = 1/2 + 2r, t = −w2/4 in the last line.
Finally, from (3.3), (3.10) and (3.11), we have
K 1
2
,w(x) =
√
pi
2x
e−x
∞∑
r=0
(
w4x2
64
)r
r!
(
1
2
)
r
(
1
2
)
2r
Φ3
(
1
2
;
1
2
+ 2r;−w
2
4
,−w
2
4
x
)
.

4. Generalization of the transformation formula for the logarithm of the
Dedekind eta function
Proof. We let z → 1 in Theorem 1. Let us concentrate first on the right hand side of (1.5).
lim
z→1
1
4
Γ
(z
2
)
ζ(z)
{
b
1−z
2 1F1
(
1− z
2
;
1
2
;
w2
4
)
− a 1−z2 1F1
(
1− z
2
;
1
2
;−w
2
4
)}
= lim
z→1
1
4
Γ
(z
2
)
(z − 1)ζ(z)

b
1−z
2 1F1
(
1−z
2 ;
1
2 ;
w2
4
)
− a 1−z2 1F1
(
1−z
2 ;
1
2 ;−w
2
4
)
z − 1


Observe that the expression in the parenthesis of the above equation is of the form 00 as z
tends 1. Therefore, by L’Hopital’s rule and the fact that lim
z→1
(z − 1)ζ(z) = 1, we see that
lim
z→1
1
4
Γ
(z
2
)
ζ(z)
{
b
1−z
2 1F1
(
1− z
2
;
1
2
;
w2
4
)
− a 1−z2 1F1
(
1− z
2
;
1
2
;−w
2
4
)}
=
Γ
(
1
2
)
4
lim
z→1
[
b
1−z
2
log b
−2 1F1
(
1− z
2
;
1
2
;
w2
4
)
+ b
1−z
2
d
dz
1F1
(
1− z
2
;
1
2
;
w2
4
)
− a 1−z2 d
dz
1F1
(
1− z
2
;
1
2
;−w
2
4
)
− a 1−z2 log a−2 1F1
(
1− z
2
;
1
2
;−w
2
4
)]
=
√
pi
4
[
−1
2
log b− w
2
4
2F2
(
1, 1;
3
2
, 2;
w2
4
)
+
1
2
log a− w
2
4
2F2
(
1, 1;
3
2
, 2;−w
2
4
)]
=
√
pi
8
[
log
a
b
− w
2
2
(
2F2
(
1, 1;
3
2
, 2;
w2
4
)
+ 2F2
(
1, 1;
3
2
, 2;−w
2
4
))]
, (4.1)
K 1
2
,w
(x) AND HUMBERT FUNCTIONS 11
where in the penultimate line we employed [7, Equation (5.5)]
lim
s→1
d
ds
1F1
(
1− s
2
;
1
2
;
z2
4
)
= −1
4
z22F2
(
1, 1;
3
2
, 2;
1
4
z2
)
.
Also,
lim
z→1
1
4
Γ
(
−z
2
)
ζ(−z)
{
b
1+z
2 1F1
(
1 + z
2
;
1
2
;
w2
4
)
− a 1+z2 1F1
(
1 + z
2
;
1
2
;−w
2
4
)}
=
1
4
Γ
(
−1
2
)
ζ(−1)
{
b 1F1
(
1,
1
2
;
w2
4
)
− a 1F1
(
1;
1
2
;−w
2
4
)}
. (4.2)
From [16, p. 164, Formula 7.11.4], we have
erf(z) =
2z√
pi
1F1
(
1
2
;
3
2
;−z2
)
Use it with z = w
2
4 and apply (2.4) to see
1F1
(
1;
3
2
;
w2
4
)
=
√
pi
w
e
w2
4 erf
(w
2
)
,
so that
1F1
(
1;
1
2
;
w2
4
)
= 1 +
√
piw
2
e
w2
4 erf
(w
2
)
. (4.3)
From (1.11) and (1.12) it is clear that erf(iz) = i erfi(z). Therefore from (4.3), we have
1F1
(
1;
1
2
;−w
2
4
)
= 1−
√
piw
2
e−
w2
4 erfi
(w
2
)
. (4.4)
Since Γ
(−12) = −2√pi, ζ(−1) = − 112 , and from (4.2), (4.3) and (4.4), we arrive at
lim
z→1
1
4
Γ
(
−z
2
)
ζ(−z)
{
b
1+z
2 1F1
(
1 + z
2
;
1
2
;
w2
4
)
− a 1+z2 1F1
(
1 + z
2
;
1
2
;−w
2
4
)}
=
√
pi
24
[
b
(
1 +
√
piw
2
e
w2
4 erf
(w
2
))
− a
(
1−
√
piw
2
e−
w2
4 erfi
(w
2
))]
, (4.5)
Now let z → 1 on the left-hand side of (1.5), from (1.8) we can interchange the order of
limit and summation, thereby obtaining,
lim
z→1
(
√
a
∞∑
n=1
σ−z(n)nz/2e−
w2
4 K z
2
,iw(2na)−
√
b
∞∑
n=1
σ−z(n)nz/2e
w2
4 K z
2
,w(2nb)
)
= e−
w2
4
∞∑
n=1
∞∑
r=0
σ−1(n)e−2na
r!
(
1
2
)
r
(
1
2
)
2r
Φ3
(
1
2
;
1
2
+ 2r;
w2
4
,
w2na
2
)(
−wna
4
)2r
− ew
2
4
∞∑
n=1
∞∑
r=0
σ−1(n)e−2nb
r!
(
1
2
)
r
(
1
2
)
2r
Φ3
(
1
2
;
1
2
+ 2r;−w
2
4
,−w
2nb
2
)(
wnb
4
)2r
. (4.6)
where we used Theorem 2.
From (4.1), (4.5) and (4.6), we arrive at Theorem 4. 
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5. Concluding remarks
While reduction formulas for Φ3(b; c;x, y) are available in the literature for some special
values of b and c, for example, [4, Equation (5.2)]
Φ3
(
1;
3
2
;w, z
)
=
√
piew+
z
w
4
√
w
[
erf
(
w −√z√
w
)
+ erf
(
w +
√
z√
w
)]
,
as of yet, no reduction formulas are known for the Humbert function
Φ3
(
1
2
;
1
2
+ 2r;−w
2
4
,−w
2
4
x
)
, r ≥ 0 r ∈ Z, (5.1)
that we have encountered in our work. So it is of interest to find the reduction formulas for
(5.1), for, it will lead to a simplification of Theorem 2.
The error functions and the 2F2
(
1, 1; 32 , 2;−w2
)
on the right-hand side of Theorem 4
remind us of the cumulative distribution function (CDF) corresponding to the Voigt profile.
This observation is now explained. Note that the Voigt profile V (x;σ, β) is the convolution
of a Gaussian function fσ(x) with a Lorentzian function Lβ(x), i.e.,
V (x;σ, β) :=
∫ ∞
−∞
fσ(t)Lβ(x− t)dt,
where [10, p. 95, Equation (4)]
fσ(x) :=
e−
x2
2σ2
σ
√
2pi
, −∞ < x <∞, σ > 0,
and [11, Equation (4)]
Lβ(x) :=
β
pi(x2 + β2)
, β > 0,
where σ and β are the Gaussian- and Lorentzian-component widths respectively. Then
V (x;σ, β) =
β
σpi
√
2pi
∫ ∞
−∞
e−
t2
2σ2
(x− t)2 + β2 dt
=
Re (ξ(w))
σ
√
2pi
. (5.2)
where we used [14, p. 2, Equation (2)] and w = x+iβ√
2σ
and ξ(y) is the Faddeeva function
defined by [1, p. 297, Formula 7.1.3]
ξ(y) = e−y
2
(1− erf(−iy)) . (5.3)
The CDF corresponds to Voigt profile is given by
F (x0;σ, β) =
∫ x0
−∞
V (x;σ, β)dx =
∫ x0
−∞
Re(ξ(w))
σ
√
2pi
dx
= Re
(
1√
pi
∫ x0+iβ
σ
√
2
−∞+iβ
σ
√
2
ξ(w)dw
)
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= Re
(
1√
pi
∫ x0+iβ
σ
√
2
−∞+iβ
σ
√
2
e−w
2
(1− erf(−iw))dw
)
, (5.4)
where in the last step we used (5.3). From [18, p. 35, Formula 1.5.3.4]
1√
pi
∫
e−w
2
erf(−iw)dw = − iw
2
pi
2F2
(
1, 1;
3
2
, 2;−w2
)
. (5.5)
It is easy to see that
lim
w→−∞+iβ
σ
√
2
erf(w) = −1
2
, (5.6)
and
lim
w→−∞+iβ
σ
√
2
iw2
pi
2F2
(
1, 1;
3
2
, 2;−w2
)
= i∞. (5.7)
Therefore from (5.4), (5.5), (5.6) and (5.7), we have
F (x;σ, β) = Re
[
1
2
+
erf(w)
2
+
iw2
pi
2F2
(
1, 1;
3
2
, 2;−w2
)]
. (5.8)
It would be worthwhile to see if Theorem 4 has applications in the study of Voigt profile.
For further information on Voigt profile, we refer the reader to [11], [12], [14] and [22] and
the references therein.
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