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Dada la importancia que para -el formalismo relativista cuántico
poseen las hipersuperficies espaciales parametrizadas, se examinan con
alguna detención sus propiedades, como también el comportamiento
de las mismas en las deformaciones infinitesimales. A continuación se
estudian, desde el punto de vista del análisis funcional, los operadores
introducidos por Dirac en su dinámica de los sistemas localizables y
se determina el sentido de las relaciones de conmutación partiendo de
una realización funcional de dichos operadores.
1.—Se demostró en un artículo anterior (1) que el formalismo ca-
nónico no exige en modo alguno atribuir al espacio ambiente Xn+I
una estructura. Únicamente las fórmulas [1-20] y [1-21] obligaron a
considerar una cierta conexión de tipo afín para las componentes del
campo. Recordemos también que la posibilidad de llevar a cabo sobre
S la transformación de Legendre
<¡,«-»V £-~9C, (o bien -ü--.*,:.. £-+ £7f*)
descansa en la no anulacicnio del determinante
0a £3 =
d i f d í f [1]
(1) R. ORTIZ FORNAOUERA, [3]. Citado en el texto como (I).
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para la hipersuperficie S y las coberturas impuestas <J/X (M), (j** (M). Si
en una región de S dicho determinante es cero, en una tal regien no
cabe efectuar la transformación de Legendre. Pero-en tal caso, tampo-
co es posible despejar en las ecuaciones del campo referidas a los pará-
metros (v. ur) las derivadas segundsa de las ^x respecto de v, como es
fácil ver sin más que considerar que dichas ecuaciones son de la forn'3
o'
¡£ ..„
*
p+... =o,
d.ífàif
donde los puntos representan términos que no contienen derivadas de
orden superior al primero respecto de v, ni de orden superior al se
gundo respecto de las ur. Es sabido que si en una región de S y para
los datos -^ (u), <{/a (M) es 1 = 0, dicha región se comporta como
hipersuperficie característica para el sistema. El caso particularmen-
te más interesante es aquel en que el sistema [1-30] puede substi-
tuirse por otro equivalente de.la forma
•\2 ist '
,"_£,*_+...=(,, 12]
¿I .<-' ox*
es decir, por un sistema de ecuaciones diferenciales con la misma par-
te principal (2). En este supuesto, el paso en [2] a las variables v, u'
definidas en (I, § 5), nos conduce a
Cr' *a, o
 k) ó* + . . . ,= o [3J
y las condicióneselo y g'*-at ü* 41 ^ son equivalentes. Se llega.
d'! £por ejemplo, a la forma [2] cuando -=— se descompone en dos
d f t d t f t
factores g'* Sl^, con ||^aB || ={: 0. Basta entonces efectuar el pro-
ducto contracto de
?£ ' , s , ?£ , 3 , •ld£\ 0£
*·»+-ifàr*·+>\Íiï-'W-° [41dtfidtfk
con la matriz ¿B** inversa de la ffL^. Pero en tal caso es
a
2£
d^.d'Y = |l(*'*«/O^p|| = (^*«'.-«'*)1^.ßt
(2) Cf., p. ej., COURANT-HILBERT, pág. 323.
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y es claro que, siendo ¡j Sl^ \ 4: O, las condiciones %J :£ O y
g'* u, (Tt 4: 0 son, en efecto, equivalentes.
Los coeficientes gíic de la forma cuadrática
F = «'*«,-o* 15]
pueden depender, en principio, de todas las variables x, ^" y <]/?¿. Pero
en los problemas que se plantean en teoría de campos, el caso más
frecuente es aquel en que las gik son independientes del campo—even
tualmente constantes—o dependen exclusivamente de las ^*—acaso
coincidiendo con ellas. Se'a como fuere, en los problemas dinámicos
la forma cuadrática [5] es de tipo hiperbólico. La ecuación tangen-
cial del hipercono característico
*"','*=» ('.-=4) 16]
puede reducirse en tales circunstancias y para cada punto a.la forma
canónica
/Î-2X-0. [6-
Es sabido que aquellas orientaciones para las qué el primer miembro,
F, de [6'] es negativo se llaman orientaciones temporales, y aquellas
otras para las que F > O, orientaciones espaciales. Para las orienta-
ciones tangentes al hipercono característico—o hipercono isótropo o
hipercono de luz—, el valor de F es cero por definición.
En las aplicaciones es « = 3, y la Wpersuperficie cerrada S que
aparece, por ejemplo, en integrales de la forma
(3)
¡(W = e<£(tf*** + ffí·CI)<'/rfA
s
(cf. ri-24]), está constituida por dos hipersuperficies espaciales-es
decir, tales que en cada punto de ellas g* », <* > 0-umdas por una
hipersuperficie temporal frontera. En estas condiciones, y para pro-
blemas del tipo hiperbólico, los datos correctos son (cf. Weiss, [2]
pág 109 a 111): a) fijar los valores ^ <u),«a (u) del campo *" y el
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conjugado canónico «a sobre una de las dos hipersuperfides espa
cíales ; b) fijar los valores de ^* o de sa en los limites espaciales,
esto es, sobre la hipersuperíicie temporal frontera (problema mixto).
Si estos últimos se mantienen fijos—lo cual ocurre para cada catego-
ría de problemas—la solución de las ecuaciones del campo es una
funcional -de los datos iniciales <|/a (u), ^a(«J-
En teoría de campos, g'* es un tensor que coincide precisamente
con el que define la métrica o por lo menos es una magnitud propor-
cional al mismo. Supondremos en lo que sigue que asi ocurre en ge-
neral, y admitiremos que el espacio-tiempo X3+1 es un espacio scudo-
euclideo. Con ello dejamos de lado la teoría de la relatividad general,
pero no hay que perder de vista que, por el momento, poco interés
presenta en las teorías microscópicas atribuir al espacio-tiempo una
estructura métrica más complicada que la estructura seudoeuclídea que
le atribuye la relatividad restringida (3). Además, los sistemas de
coordenadas <(x) serán coordenadas cartesianas ortogonales, es decir,
vinculadas a referencias de Lorentz.
2.—Lo que precede justifica ya de suyo considerar, con alguna de
tención, el comportamiento de las hipersuperficies espaciales del es-
pacio-tiempo desde el punto de vista de las relaciones físicas y me
tricas. Varios son los autores que han señalado la importancia de las
mismas en la formulación relativisticamente invariante de la teoría de
campos (á). Sin insistir en ello, por tanto, nos limitaremos a recordar
que sobre una hipersuperficie de aquella naturaleza las condiciones fí-
sicas en un punto no pueden influir sobre las condiciones físicas en
otro punto cualquiera de la misma sin violar la teoría de la relativi-
dad especial. De ahí que el tipo más general de sistema de médicio-
(3) DIRAC, [3], pág. 392. -Cf. también A. EÖDINGTON, Fundamental Theory
(Cambridge Univ. Press., 1948), pág. 12, nota.
(4) S. TOMONACA, «Progress of Theoretical Physics», 1, 27-42 (lî)4fi) ; P. A. M.
DIRAC, «Phys. Rev.», 73, 1092-1103 (1948); J. SCHWINGER, «Phys. Rev.», 74, l439-
14C1 (1948) ; F. J. DYSON, «Phys. Rev.», 480-502 (1949). La idea se encuentra ya
en germen en la electrodinámica multitemporal de DIRAC-FOCK-PODOLSKY («Phy-
sik. Z. Sowjetunion, 2, 408-479 (1932), o DIRAC [1], cap. IV). La sustitución del
conjunto numerable de tiempos tn, que encontramos en ésta asociados a coordena-
das de .espacio xn de tal manera que (tn, xn) y (/n,, xn.) determinan siempre un
vector espacial para todo par de índices n y n', por una función í = t (x) que de-
fina una hipersuperficie espacial, constituye la base de la electrodinámica stiperroulti-
temporal de
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nés compatibles, desde el punto de vista relativista cuántico, sea un
sistema de mediciones sobre una hipersuperficie espacial. Un caso
particular es el de medición simultánea, pero sólo en tanto que hace
referencia a un hiperplano espacial.
Sean g¡t las componentes cartesianas ortonormales del tensor mé-
trico, de suerte que gao = 11, £n = gM = g3 3= — 1 y glt = O (i dp k).
Dos definiciones cabe -dar de hipersuperficie tridimensional del tipo es
pació respecto de la métrica seudoeuclídea gi!c, una definición «en
grande» y una definición «en pequeño». De acuerdo con la primera,
la hipersuperficie 5 es espacial cuando para todo par de puntos Px *y
Pj de o, el- vector P2 — Px es espacial, es decir, cuando para cuales -
quiera P1 y P2, puntos de e, P2 es exterior al hipercono isótropo
P (Pj) de vértice en el otro y recíprocamente. En una representación
paramétrica S de o, xl — xl (ur), esto implica que para todo par de
puntos H! y U2 del dominio 3)u de las ur en que está definida la re-
presentación S de o se tenga
Kih\*> (u) ~ ** («)j[** (u) - .v* («)i < o.
En particular, si las coordenadas de PL y P2 difieren infinitamente
poco (o, lo que es lo mismo, si tal ocurre con u y w), deberá tenerse
1 3
'ff.-*—-^- rf«'rf«'<0 (i=0,l.Z,9; r= 1,2,3)
à ur â us
para todo P ( « ) e < j y cualquiera que sea el'corrimiento infinitesimal
d ur. Con otras palabras, la métrica en el espacio ambiente induce
en <j una métrica riemanniana definida negativa
. . / . dx¡ \[js>]^Grtau'du'<0, Grs = gíka'.ra'.s}\a'.rs— j. 17]
Cualquier vector normal a s en un punto P cualquiera es un vector
temporal, pues si se toma como vector de base e'0 a este vector y
para los restantes e'P los vectores
ox<
*"=*<-&?•
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resulta
IM-M^MÍ'ylh-A'' [8|
y como ü G« || < O, necesariamente es e'„ . e'0 = G00 > 0. Esta es
la definición «en pequeño». Consideremos, por ejemplo, la seudonor
mar asociada a la parametrización x' = x' (u) y sean <s¡ sus compo
nentes covariantes (cf. I, ec. [27] y § 5). Dado que si S es espacial
«en pequeño» deberá tenerse
(*o(»))2-Í>>))2>0,
r=l
en ningún punto de S cubierto por la red ur podrá anularse <r0 (M)>
es decir, para todo ur de 3)u es
°o(«) =
dxr
dus
=t:0.
De ahí se sigue que si para todos los valores u' de un cierto domi-
nio 3)u del espacio (u1, u2, u3) las funciones uniformes, continuas y
derivables xl = x' (u) definen una hipersuperficie espacial S, las co-
ordenadas w1, u2, u3 son; sobre S, funciones uniformes continuas y
derivables de las coordenadas de espacio xl, x2, x3, y, por tanto,
sin restringir en ningún caso la generalidad, puede tomarse
„O O I „1 „2 „3A [9]x" = x"\x*,x-,x"
y este resultado vale cualquiera que sea la referencia de Lorentz
adoptada. Llegamos así a la consecuencia de que condición necesaria
para que una hipersuperficie {5) sea espacial, es que sobre ella, y en
cualquier referencia de Lorentz, el tiempo x" sea función uniforme
de las coordenadas de spacio. Llamaremos a esta condición condición
fl). Además, dado que la seudonormal a, asociada a la representación
â x° • • '[9] de a, tiene por componentes <TO = 1, c, = r-^r-, la condiciónQ X
o; a1 > O nos da
(grad*°)2<l jgrad*0«!
{u) Consideramos sólo hipersuperficies que admiten hiperplano tangente en cada
«no de sus puntos.
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en cualquier sistema -de coordenadas de Lorentz {condición £>)). Re
cíprocamente, sea ir una hipersuperficie en la que se cumplen las con-
diciones a) y b), y Plt P2 dos puntos arbitrarios de u. El seudovec-
tor <j, = i(l, —r grad x ° ) f í , ortogonal a o en P1; y la recta P1; P2 de-
terminan un plano (6). Tomemos una referencia de Lorentz en la
que dicho plano sea el x" = ,f3 = 0. En esta referencia, la ecuación
de la intersección de u con x- — x° = O será .f" = x1 (xl, O, 0). Pero
¿y
en virtud de la condición b),
¿i1
< 1, y, por tanto,
r'¿?
J ¿ï1
dxü _,
<
es decir {x9 — J-°)2 — (x1 — .i-1)2 < O, y el vector P1; P2 es espacial.
2 1 2 1 - .
Pero P! y P2 eran cualesquiera en a. Luego a es espacial de acuer-
do con la definición «en grande». Tenemos asi que la definición «en
grande» implica la definición «en pequeño» ; ésta implica las condi-
ciones a) y b), las cuales, a su vez, implican la definición «en gran-
de». Por consiguiente, las tres definiciones—o condicionés—son equi-
valentes.
Estos resultados subsisten, claro está, para una familia de hipcr-
superficÍGs espaciales 9 {.r) = ^ dependientes del parámetro X, don-
de ep (A-) es una función uniforme y derivable. Fijado X,
AüLY — V/IÍI-V2
¿).r°/ Z¿\ox<-\
es positivo para todo x que satisfaga 9 (x) = A. Pero siendo X
arbitrario, aquella expresión es positiva para cualesquiera valores de.
las x1, y, por consiguiente, -^- 4= O para todo x y x° = .v° (X , *r)
es función uniforme y continua de (X, xr~).
De ahí se sigue que -jjp conservará necesariamente signo cons-
(C) Este plano contiene la tangente en PI a la intersección del mismj con <r,
( * —>•
tangente que es una recta espacial. Además, si se cumple a), <r y P^ P2 no pue-
den coincidir.
RüV. DK IA. RlAi ACADKMIA DI ClKMClAS.—^95? n
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tante, signo que podemos considerar siempre positivo sin restringir
la generalidad. Además,
-o<f â xa
ox« • ¿)X --1
y #° es, para valores fijos de las x'', función monótona creciente de
X. Si se toma 9 (x) = x° — x" '(x1, x2, x3), se obtienen de nuevo los
resultados anteriores sin más que tomar X = 0 (7).
- Esto sentado, sea S una hipersuperficie espacial referida a tres pa-
rámetros ur y sea 3)u el dominio del espacio de las ur, tal que cuan-
do las ur describen 3)u el punto x1 = x* (n) describe toda S. El seu-
dovector normal de componentes covariantes .<r¡ es tal que
o,, o' = H2> ü ,
o sea, | s ¡ es real. El vector real n' definido por
[10]
es evidentemente unitario. Este vector, junto con los tres vectores
linealmente independientes
.^ .^í,.-«,
our
define una referencia local—la referencia natural—que resulta como
caso particular de la [1-28] sin más que tomar X' = af0 (M) = V (w).
Dicho de otra manera : las referencias locales antes introducidas, que
estaban subordinadas a la parametrización y al campo de vectores X',
se vinculan ahora intrínsecamente a la hipersuperficie <s tomando para
X1 el vector unitario normal a 5 en cada punto de or. Esto es ahora
posible en tanto poseemos una métrica y en ningún punto de o es
ésta tangente al h'ipercono isótropo de vértice- en aquel punto: Es
claro que, por su propia definición, n' es independiente de la para-
metrización.
(7) Para casos más generales, cf. THOMAS, pág. 51. La demostración justifiw
la hipótesis de DYSON, loe. cit., pág. 488.
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Las componentes G(t del tensor métrico con relación a la refe-
rencia local (n1, a',) son, evidentemente,
G oo=*/* a ' o«ío=»A«*=l , G0r=:»(.a% = 0, Grj = S·|./6a%a*í [11]
con lo que la expresión local de d s2 será
,¿ ja = (tí «0)2 + Gri d «r rf a-1.
La forma cuadrática GrJ d «ír d us define la métrica inducida sobre
a por. la métrica seudoeuclídea ambiente, y Grs es el primer tensor
fundamental de o en el espacio-tiempo X3+1. Consideremos, además,
el tensor mixto
PÍ4 = tf*-»•'»,, [12]
tensor que posee la propiedad típica de los operadores de proyección
Pí* P*y = (»''* - »'»*) (3-y - «* "y) = s-> - «'' «/ = PV-
es decir, P • P = P. Este tensor permite proyectar ortogonalmente
cualquier tensor de espacio-tiempo sobre la variedad tridimensional
plana TC (P) tangente a a en el punto en que se considera P;'¿. Por
ejemplo, si v' es el transformado de -v* por P;¿, se tendrá
õ' = P!l * v* = v' — n' nk vk,
o sea, ¿5' se obtiene a partir de v* restando de éste su proyección or-
togonal sobre el vector unitario «'. Es obvio que las componentes
de P;¿ en la referencia local R [P; (n, 2«)] serán
Tiiz' M 5t* St 0
P .*= ° - * — « - O « . A
de manera que en relación a R [P; (n, M)] se anulan todas Ias com-
ponentes en que figura el índice O dei transformado-P de un'tensor
cualquiera. Así, la proyección de git sobre it'(P) nos da la métrica
inducida en cr, esto es, la primera forma fundamental de B :
gik'=Sj**J-i**k = ?i*-nini>
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tí respecto de R [P ; (n, «)]
.F;*=G,.AP:-JP:Î=0,^-8?^?*
con lo que
^00 —S'ui — 0' ff'rs=Srs-
Introducido el proyector P'^, la definición de la segunda forma
fundamental de 5 es inmediata. Esta, por definición, es la proyección
sobre TI (P) del tensor V, nt respecto del índice de derivación cova-
riante (8):
*,-* =
 p
" • V~ «* = P?,' dm nk = d{nk - «,. »> ¿I,. nk [13]
La sustitución de la derivada covariante Vm nk por la derivación or-
dinaria dm nt es.posible por ser las coordenadas (#) coordenadas car-
tesianas en un espacio plano. En cambio, con relación a R [P; (n, «)],
es necesario escribir
4 * = P'" <« «i = (3'",- - 3?o s°f) v; «; = v>i - 5o,.vi »;
» / d 7 / __ i / T1 ' * Sí O r » / 0
^0^ = °' • / /rA = Vr« / í=- l A r O . / = — !Ar
donde r¿'r es -el símbolo de Christoffel de segunda especie relativo al
tensor G¡t. Las únicas componentes no nulas constituyen la expre-
sión en R [P;i(«, it)] de los coeficientes de la segunda forma fun-
damental
i d O i d G
H - A' - . r > 0 — " r" — "' -H
' ' -x . '*•- „
 l
 . _ _ . _ . ~~
 l
 ' .- .
'rs ~ "rs *
r
 2 o«o 2
 0 „ o .
(8) En rigor, la definición de ft(Jt es
/iik = P»1.; P-/'.A V„ n j = P'".,- (8/'.A — ni nk) V'm n j = P»1.,- Vw «A — »4 ni P"1.,- VOT «/
Pero es fácil cerciorarse de que en el último termino P™ Vn n¡ implica tan sòl»
derivaciones sobre S, y al contraer con nJ, el resultado es cero en virtud de ««'
sobre S «' n¡ = 1.
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o también, en virtud de [13],
Hrs = (ài » k - n. nJ õ j nk] ¿.r ak.s = ^ - aí, =Ô ur
**> [ul
7^7=H" (9)
3.—Consideremos ahora una deformación infinitesimal de S de-
finida por
t¿ = e(¿a() + ai.ra') [15]
en la que a° y ar son funciones continuas y derivables de los paráme-
tros ur y s un infinitésimo. Las cuatro funciones (o°, or) definen, con
relación al campo de referencias locales R [P; {n, «)],- un campo de
vectores contravariantes. En el caso particular de ser a° = O, [15]
no representa una verdadera deformación de a, sino una mera defor-
mación infinitesimal de la red de coordenadas curvilíneas sobre 5 de-
finidas por xl = xl (u). Elijamos las funciones (o°, ar) de manera que
se anulen en un punto P arbitrariamente elegido sobre <s. El punto P
se conserva entonces en la deformación [15], pero no así la referen-
cia local R [P; (n, «)], que expérimenta una deformación infinitesi-
mal con conservación del origen. En estas condiciones, si determina-
mos los coeficientes Af* que definen la referencia local deformada
respecto de la primitiva, se conocerán las leyes de transformación aso-
ciadas a [15] de,las magnitudes tensoriales localizadas en P. Estas
leyes intervienen por modo fundamental en ciertas reglas de conmu-
tación que encontramos en el formalismo relativista de Dirac ([2],
página 1102).
La referencia local R [P : '(«, «)] está definida, respecto de la re-
ferencia ambiente R [P: (#)]. por las relaciones
« = e.n',
n
n = e¡a'.r (a' ^s a'.n)
y la referencia deformada lo estará por relaciones análogas
u' = e.»"', n' = e.a".r.
(ftl DIRAC, [2], toma f r í = — Gr* ., 9rí = Hr í.
— 3z6 —
donde
«'•' = n* -f ï «' , a'i.r = a'.r + ? a'.r
y 8«', 8 a\r son las variaciones de n\ a\r inducidas por [15]. Es claro
que, en virtud de éstas y por anularse en P a° y las ar, las variacio-
nes S afr valen
,..,_. ('&+<&) m
y que de n' atr = nt a\r = O, n* n¡ = 1 se deduce
. / da' daa\ ò a"
o«.fl,v=_«..(a,.,_ + «,.-a-r) = ^ Î T_,
î«'»,. = 0, («,-, = «;*-í,),
de donde
í^ ...^ *..^ -.^ .^:;.)a«* a.«» (
 [17]
(ò «' = 8^0, *"' = *î4i*f). S
Por consiguiente, la referencia deformada 2' está ligada 'con in refe-
rencia ambiente por los parámetros
¿¡-À—£*'.
-:;-^+.(^4í+^)- [18]
Sean w', v' y v" las componentes de un vector contravariante ar
bitrario localizado en P referido a R [P;'(.f)], S = R [P ; (n, «)] 7
S', respectivamente. Se tendra, llamando simbolicamente S y S' a Ias
matrices de transformación a']/, y a'!A,
W = S Z) = S' !>' . • . V — S"1 S' í>' ,
o sea, explícitamente,
AÍ, = (S- ! S)í
 A = '¿Í- a'. { ~^.k + Kj 5 aík .
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Introduciendo los valores [16] y [17], resulta así
A?
"=' + «,•(—£*" = 1,
A°.r^».6U¿^.<aJ da>\ ¿a«
-' V a«··+a·'T^)==í-jp··
Arn = _¿:7.EJÍ?%,v = _£4^c/
( 1 9 )
dus d us
^^^
 +er- U^ J âa^\^r +ídaL_
" ^ ' \ ô us * 'du* I s~ d K<
La transformación inversa B^ resulta de [19] sin más que cambiar
e en — e. De lo que precede se deduce que, para un vector contra
variante, la variación de las componentes al pasar de la referencia
natural inicial al sistema de referencia deformado, será
8 „o
 =-- _ g „r ò a"du'' ^„^G"-.«^"'du du' [19tl
y para un vector covariante
tv0=S-VrG"-T0
d (Ie . da"
*
t>
' = "
>
'T*:+t1''~J*r .(19*1
En particular, las cuaternas («', af r) se transforman para i fijo como
las componentes de un vector covariante, es decir, de acuerdo con
|192] (cf. ecs. [16] y [17]).
Como segunda aplicación calculemos las variaciones S Grs, 8 G"
experimentadas en el punto P por las componentes covariantes y con-
travariantes del tensor que define la métrica en « cuando ésta se so-
mete a la deformación [15]. Es claro que las componentes sobre la
hipersuperfkie deformada respecto de la correspondiente referenda
local deformada serán, dado que las variaciones corresponden al
primer orden en e,
G„ + S G„ = G,t Aír Aí, = Gfí (SC + a -§£) (^ + * ^ r]
I à 0,1 , oaf _ \
= Gr í+8\?r f-y^ + T^rG'"!>
Análog-amente,1
/ da" da' \
o» + í G» = G" B:, K* = G» -. (G" — +. — G" |
- 328 -
y, por tanto,
,r / _ àaf. òaf \ i
°
G
"
 =
 T"7^ + 1^&")'
[20]
.„..-.(o-Ji + ^ l^V.
3 a' / ,'a«?
De la primera de las [20] se deduce, desde luego, la variación 8 G de!
discriminante de la primera forma cuadrática diferencial, G = || Gr¡ |¡.
Se tiene, en efecto,
ïGi*| |= Goo|M=G (cf .ec . ( l l ) )
y, como es sabido,
||Gf-A+ÄG,A||=Äa||ü,,l!.
donde A es el determinante de la transformación infinitesimal (l!)!
Pero, de una parte, 5 G00 = O, y, de otra,
•^ •••» ' - -= '+ '4r1 - - = / . . - . - ° i . ' . !':=! +2 , Y;¿Nr
Por consiguiente,
r,
 + Í G = (l + 2.^)G
esto es,
¿,;==2sG4^ ião(3 ur
y también
i í-ir.. ,(o-T)^_.o-4*5.í G » = e G 2 - ~". - , 8 \G • s / = - a G 2 -— [21'1
d «r á «r
lo que nos da el comportamiento de las densidades y capacidades es-
calares con relación a la deformación [15]. En cuanto al tensor Hrs.-
su ley de deformación es por completo diferente. Para verlo, consi-
deremos el caso particular de una deformación estacionaria en P ; es
decir, en P no sólo se anulan las componentes a' de la deformación,
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sino también las derivadas primeras -^^~. En este caso, se anulanõ ur
las variaciones que hemos calculado, pero no la de Hrs. La razón
estriba en que todas las magnitudes tensoriales a que aquéllas se
refieren son tensores de un tipo especial del que hablaremos más ade-
lante—tensores localizados en el sentido de Dirac. A esta clase no
pertenece Hrs. En efecto, en el punto P y para una deformación es-
tacionaría en P se tiene, en virtud de [14] y [17],
A H ás"* 7* -„* aìa" r*'„0
"
 =
 'd'if -a•> = -'*•'TáVdl^ G "*'
- _ ,
 dta0
 G" G = - » _JÍfl_
difon* ' sl 3urau* '
expresión ésta 110 nula en general. Geométricamente esto era de pre-
ver, ya que en las anteriores magnitudes intervienen únicamente ele
mentos de primer orden de S, mientras que Hrs está ligado con la
curvatura de S en P. Si la deformación es estacionaria en P, aquéllas
se conservan, pero no, en general, ésta.
4.—En el § 2 se estableció una correspondencia biunívoca entre las
hipersuperficies espaciales y el espacio Q de las cuaternas de funció
nés { .v' (M) } de tres variables «•* tales que ct <** > O, donde
, dtv0,'....**"1,***1..^
9, = (- i)* -1L-1 ___ . (10)
d (w1, «í2, «3)
Por otra parte, en (I) se consideraron ciertas magnitudes que perte-
necían a una de las dos siguientes clases generales : a) la de aquellas
magnitudes Sfó que rariaban con la hipersuperficie a considerada, pero
que eran insensibles a los cambios de parametrización sobre u, y b) la
de .aquellas magnitudes 9ft„ cuyo valor (o valores) dependían esen-
cialmente de los parámetros ii' utilizados en la definición paramétri-
ca de u. Desde el punto de vista funcional, las primeras son funcio-
nales de <7, M0 = M0 [5] ; las segundas lo son de las hipersuperficies
parametrizadas M„ = M„ [S] (11V Convendrá también distinguir en
(10) Cf. ROBERTS, [1], pág. 133.
(11) 'Cf. VOLTERRA-PÉRÉS, págS. 7 y 8.
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tre magnitudes vinculadas a un punto del espacio-tiempo y que son
funcionales de la hipersuperficie espacial, c o S, que se hace pasar
por él (funcionales localizados) y magnitudes no vinculadas a un
punto, definidas como funcionales en el espacio u (funcionales no lo
calizados}. /Ejemplos muy sencillos de la primera categoría ios pro-
porcionan las magnitudes at y n'. Evidentemente, en un punto P fijo
del espacio-tiempo son cr¡ = c¡ [S; P ], n' = n' [u; P], donde S y n
pasan por P. Análogamente,.- es claro que ¿H— SK [a; P] mientras
9(* = 9C* [S; P] (cf. I, § 5). En cambio,
"-/
(»)
tK*du
es una funcional de u no localizada. Desde un punto de vista más
general, también las variables dinámicas de un sistema dinámico pue-
den clasificarse en localizadas o no localizadas, según describan las
condiciones físicas en un punto del espacio-tiempo o en una región
del mismo. Dirac define como sistema dinámico localisable un siste
ma para el que existe una representación en el que las variables di-
námicas del correspondiente sistema completo de observables conmu-
tables son todas ellas variables dinámicas localizadas. Constituye
todavía problema el determinar si los sistemas microscómicos son o
no localizables. Yukawa y otros investigadores han desarrollado una
teoría de los sistemas no-localisables (12), pero aquí nos limitaremos
a aquella primera clase.
Al igual que en la mecánica cuántica clásica, en la mecánica cuán-
tica relativista de los sistemas localizabas cabe adoptar, entre otras,
las represenfaciones de Heisenberg y de Schrödinger (13). En ésti,
el vector representativo del estado del sistema es una funcional dp
S, ] X, S >, donde S es una hipersuperficie espacial parametrizada.
En aquélla, al estado corresponde tin vector fiio, y la evolución del
sistema con S se hace repercutir en las variables dinámicas. Si nos
colocamos en el caso de la representación de Schrödinger. hay que
introducir el operador 31 análogo al operador i Ti -—- que encontra
o t
(12) H. YUKAWA, «Phys. Rev.», 77, 219-22f> (1950) ; J. RAYSKT, «Proc. Roy.
Soc.» (London1). 206, 575583 (1951).
(13) R. ORTIZ FORNAGUERA, Aspectos elementales de la representación de inter-
acción, 1950 (no publicado).
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mos en la ecuación clásica i A -^- = H <]>, operador que permite cal-
cular la variación de 4» (<) cuando se «deforma» el hiperplano x° — c t
pasando al x° = c {t + e) de acuerdo con
•i ( /+¿) - * (/) = - > g ^  -A-J 4 (t)
= 'TT*«'-
En la teorìa relativista, el papel representado por £ lo está poi: una
hipersuperficie espacial parametrizada S y se consideran deformacio-
nes de S mucho más generales que las meras traslaciones. La expre
sión más general de una deformación infinitesimal de S es de la
forma [15], si bien ahora no se impondrá a las cuatro funciones ou,
a' la condición de anularse en un punto P de S. Se trata de calcular
la variación de. una funcional de S cuando se varían en
a** =
 s(»*a0 + aírar) [22]
las funciones argumento x' («).
Sea F una funcional de S, continua y derivable. Por la propia de-
finición de derivación funcional se tiene
(3)
*F=/**^iSf)< ™
S
donde S FJS1 es la derivada funcional parcial de F [S] respecto de
o x* (u)
x* (u) en el punto it. La fórmula [23] nos dice que 8 F resulta de
aplicar a F [S] el operador
/(3)duìxk 8 xk (u)
que, adoptando la notación de Dirac, representaremos por —it.31,
es decir, haremos
(S) <8>
««-f/^^^^'/^K^+^OTïrw-
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91 es, por definición, el operador de deformación correspondiente a
la deformación; 8 x* (M). Este operador puede expresarse como inte-
gral sobre S de una combinación lineal de operadores independientes
de la deformación. Se tiene, en efecto,
(V
31= r¿«(a°lI0 + a«-IIr) [-¿i]
" ./
s
donde
Jio-^T^)' ^-'<T^ l251
s.on cuatro operadores de derivación funcional que simbólicamente po-
drían representarse en la forma
u
j
 (")
La fórmula [24], consecuencia inmediata de la que da la variación
primera de una funcional, vale cualesquiera que sean las funciones a"
y ar, lo mismo si son meras funciones de punto que si dependen de
elementos característicos de la métrica sobre S y de su relación con
el espacio-tiempo. No es necesario, pues, el razonamiento de Dirac
([2], pág. 1098) para poder afirmar que, en cualquier caso, los coe-
ficientes a° y ar deben aparecer a la izquierda de los operadores Ht
En tal posición aparecen espontáneamente. La posición fuera de he-
cho indiferente si las a* fueran funciones de u exclusivamente, pero
hay casos en que las o* son funciones de las componentes n' de la
normal a S y de las componentes Grj, es decir, las a* son funciona-
les de las xl (M), Por lo que concierne a la variância, es claro que si
31 ha de depender de a, pero no de la parametrización, Ur debe, ser
una densidad vectorial covariante-w y II0 una densidad escalar-«. Ve-
remos más adelante que así es en efecto.
Las definiciones [25] establecen evidentemente una corresponden-
o,
cia biuníVoca entre los operadores-r—^ y los cuatro operadores n».
los cuales no son sino los operadores producto por i de los transfor-
mados de aquéllos mediante la matriz regular o*,-. Es claro que
F^—'-Mo-Wg
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y siendo
—-—- , £—,-• = O . ([A, ß] = A B — B A),
[ìxj('<) 8**(«) j J
estàs relaciones de conmutación nos darán, a su vez, las'relacionas
de conmutación existentes entre los operadores II*, relaciones que
equivaldrán a las anteriores.
En lo que sigue deberemos aplicar las siguientes identidades, que
se comprueban fácilmente :
a_t (x — x') __ ô 8 (x' — x) _ _ d S'(» — *')
?(^_^ïl/w==,(Jf)/w Al^> +/WÏ(Ï_,.)^M.
-»wM-^f^-'pM^-^^S1
[26]
en las que aparecen las «funciones» singulares de Dirac S (x) y S' (x).
Es sabido que la teoría de distribuciones permite rigorizar el mane-
jo de tales funciones, por lo que en este segundo artículo nos limita
remos a adoptar sin más las reglas ordinarias del algoritmo .con fun-
ciones de dicho tipo '(14).
El valor de x' •(«) para un valor fijo de n es evidentemente una
funcional de S cuya derivada funcional vale
Í^!Í^8^8(«-«'), I«!
ï **(«')
relación ésta que pone de manifiesto el carácter de densidad-« del ope-
rador J
 u , carácter introducido por la presentía en el segundo
miembrô*deï'producto 8 {«-«') de funciones 8 de Dirac. La fórma-
la [271, con las identidades [26], constituye la base para el calculo
de los conmutadores [n, («); H, («')]• Para ello conviene calcular an-
tes algunos otros conmutadores más simples.
(14) Agradecemos al Prof. Sanjuan sus indicaciones acerca de los trabajos de
Schwär« en este campo, como también la discusión de algunos puntos del presente
artíCUlQ.
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En primer lugar, de [27] se deduce, sin más, que
[ ! I0 (u), Xi (u') } = [ / n" (u) --J*--} , xi (u') j = í «*.(«) lí^ g. = í ni (u) 8 (» - u')
y de aquí, derivando respecto de M",
[Hn («), aV»')] = ' ^  <«> ~^j^- [28ol
Análogamente
[llr («), *•> (»')] = » <¿ r («) » (« - «')
j, por tanto,
f n "l,j\ nJ lt,'\ 1 í ni („\ '
du'[.ri;(«),a>,(«')] ^ ia^u)-^^- . [28r]
Por otra parte, tomando derivadas funcionales en las ecuaciones
«/ o>r = O, n¡ n' = 1, resulta :
S «/(«') , Sa> r(«') g S (»'-x)
• '- fl^.
 r «') = — « . «' = — «. (M ) 8'. A i =
SÄ:* (a) •' 8** (K) J àu'r
d 8 (u' — u) ò » ; («')
= _ » ( « • ) L, i «,(«") =0
av s *•* (») y
y, por consiguiente,
ni '«') ó S i«' — «)
^ -' = .-*,(«•)*:,•(«')• - --
8«*(«) * ' v a«'.'"
Pero las componentes ^» del tensor métrico son constantes. Luego
8 »>(«') ¿)8 («' — «)
= -«4 («•)*"(«') r-—-^
«**(«>. ' a«'r
de donde se sigue, recordando [26],
ln0wVM = ^ w[^,^(«')] = /^w-^
A-y^)^(«^-(«')A^^ = _^Mli^
-7335 -
ya que
à "* («')
—^ »>>') = ü.
De la misma manera
[H», *>'(«•)] - - «'<(«) »A K) *'' ("') — *(^V)
<•')
— nh (;/) bsj («') 3 («' — «)
Ó ï*, («')
a «"
a »A («')
~ (v.k - «y («o «* («')) s («' - «)
c)
. ¿_?i(«') >,.,'
du
= i.<LL£>. 3 („'_«).
Las fórmulas [28] y las que acabamos de obtener correspondien-
tes a n' ^ o-f'o
[n0w,^(o]=-'^("0-^f^)-,j
i i dnj (u') ^ , , , (|II, («), «' («')] = '—^-r - ò ( " - ") • )
nos permiten calcular las reglas de conmutación de los operadores n*
una vez conocidos los conmutadores
rn*<">'-;-77TÍ-[ - Ò xj (« ).. J
La evaluación de éstos es inmediata. Se tiene
r s i r 5 _ 1 L_=_,-l^l ^
r
k(u)
'~ïi?wri[a·*(tti'~iJï«')\ »**.(«) s^'(?o 8**.(tt) '
dado que se ha supuesto igual a cero el conmutador
r s !_ lITÍ*W ' s*7'^ .l'
Para fe = O resulta así:
[ S I ,r*, \ á 8 (« — «') S_».- ]^^ ""'"" "-p^ ,
- - / «y («) G" («) - -(B)'—T;""" T^M"
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ya que
brk = K;?* = ¿!)(«>:,«?, G1' + n' »*) = ak.s G".
En definitiva, pues,
ín·w·T^] = ^ (w)sèlT^-Gr'n·M IMÍ
)' conforme se deduce de [27],
f . 3 T _ .„¿ ¿8(« — u') Ò _ _ _ . ¿S (« — «') _J__
I (B)'^VH~ 'Ov ' ¿*r «**(«)" " a « - - 5.v/w
[SOr]
Finalmente, de [28], [29] y [30] se-sigue recordando [26]
** r A T[ito («), n„ («• )] = í [n0 («),V («•)] ^ ° , + í «y («') n0 («),ò a:-7 (« ) L ö .r-7 (« ) J
= ^ ?,LÍ,(,)_^_«^J£, ,,»„_«_
'" ~ "'
}
 j G" («j it («) + G" («-> n, («') f ,
¿) ur
[II, («) IL («')] = Í fur («), «<t («')] J h *'«Í, ("'} \ Hr («), • ° , 1L J
 ò x-7 (« ) " L o x] (u) J
= _ ¿r(«) ¿B("'7«) __?—- + ¿,(„') ¿» («>-«') __4__
'
V ;
 d«'* 8^(«') a«r ò^(«)
= _ ¿3(«--B) - __S__ d8^-gl<(«) -A-
•- à « * 8 *•>(*') ¿>«r S^(«)
—-íi^liLM-'-íífeAn,«.
En cuanto al conmutador [na (M), IIr (M')], es fàcil ver que
[ii„ («), n, («•)] = ~ í [Ur (»'), »'' («)] T-7T7 - ' * («) [n- W'-TTTT!ò A-^ («) L * x (") J
¿)«>(«) ò . <J 8 («'-«) S
= S (« — « ) ; — nj (u) -
o *>'(«) <5"'r 5.r-7(«')
^-il^TJÜ,/^—|—- = ^ fr") n.^)d*'r- 8*>(«•) <5» r •
Queda así demostrado que las relaciones de conmutación entre den-
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vadas funcionales
f—t--, -A—1 = 0 [31]
L S x' (u) ò ** («') J
traen consigo las siguientes relaciones de conmutación entre los ope
radores ïï/ •(«) :
[1I„ («), 1I0 (u',} = / AÍ^ZJÍL I G" («) II, («) + G" («') IL(«') j ,
[Ü0 («), Ilr (»')! = í -^ f^ p- 1J0 («') ,
[IM«), IM«')1 = - '-^Ç^ IL W - '-^fc^- IM«')-
Pero estas relaciones implican, a su vez, las [31]. En efecto, éstas
han intervenido en el cálculo de [32] únicamente en la evaluación de
[32]
f II* («), r 1 •[ 8 xì (u') J
Si no se hace hipótesis alguna acerca del valor del primer miembro
de- [31], el conmutador anterior pasa a ser
r g Äa''A(«) 5 /, , J ^__ L__l.
r^T^KJ- =-'iy^T^w + * ( l"^ )^ ' 3^'«')J
El término complementario añade, respectivamente, a los segundos
miembros de [32] las expresiones siguientes :
-"
J
^
n
"
(u][T¿W^l^)\
+ *^«)«^(»O[TÏ%-'TAO"]'
r o_ L_I.
— a?.s (u') a.r(»)\ 8 .r* (w) ' g *->' (u') J
Si se cumple [32], todas estas expresiones son nulas, como también
la que resulta de la segunda sin más que cambiar «.por « . Y esto e,
lo mismo que decir que, para todo par de índices <*, fe),
r ò 3 1 — 0
a
h
.k (u) a'.,- (u') j -J-T^ ' ~g xj („') J
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o sea, que
r i _ . , _ j i = )[ i-rS-W ' fíXJ (U') J
Por tanto, las relaciones [32] de Dirac (cf. [2], ecs. [3õJ a [37])
no dicen ni más ni menos que las relaciones de conmutación [81] y
equivalen, en consecuencia, a ellas. Acerca de [31], es menester ad-
vertir—y lo mismo valdrá para [32]—que esta relación tomada en sí
ni se cumple ni deja de cumplirse. El sentido de la relación [31] es
que el operador que figura en el primer miembro aplicado a una fun-
cional suficientemente regular la reduce a cero. La expresión análoga
a [31], aunque relativa a funciones ordinarias de varias variables,
/ (x\ ..., xn), diría
[ ' ^1 = 0.
L <3 *' ò xJ J
Pero es sabido que el que se cumpla o no esta relación depende esen-
cialmente de la función a que se aplique el primer miembro, ya que
no para toda función es
"• à
dx' ' ¿xj
I ò _ â _ _ò d \
\àx' ¿)
 xj ¿) xi õ x' )
a2/ ¿y _
J ~ — — : — lf •
õ x' â yJ â -v-7 à x'
Sin embargo, dado que la teoría considera únicamente funcionales
para las que, efectivamente, son permutables
ò ò
sP^r y ~ì~*k~wì *
admitiremos sin más [31] y sus consecuencias en el sentido de que
éstas valen por lo menos para .aquellas funcionales F para las que
ffl F S2 K
S x' (n) Ò .r* («') S A-* («') Ò x' («)
Pero convendrá tener siempre presente esta limitación a una deter-
minada dase de funcionales.
5.—Las fórmulas [28] y [29] permiten encontrar de nuevo los re
sultados obtenidos anteriormente al considerar el cambio infinitesi-
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mal de referencia local \(n, M) inducido por una deformación infinite-
simal de S nula en un punto P (cf. § 3). El operador general de de-
formación SI definido en [24] está ligado con la variación [23] por
la relación
Î F = - te5 ÎF ,
pero hay que tener en cuenta que esta fórmula sólo vale cuando F
no hace las veces de operador. Lo mismo ocurre cuando se aplica
la fórmula
df
^^ -
f(x]
-
Si se considera / (.r) no en tanto que función, sino como el operador
«multiplicación por / (A-)»—que es el caso general en mecánica cuán-
tica cuando / (x) no es la función de onda—, .el operador d /—dife-
rencial del operador f (.v)—resulta de
'í , I df
(//,= s|__,/|^s---.
De la misma manera, cuando la funcional F se considera como op-
rador-lo cual ocurre siempre que F no es la funcional de onda de
la representación de Schrodinger-su variación está dada por
3F=-*s[5r,F] t33!
Este es el significado analítico de la afirmación de Dirac según la
cual S F = — i e m F debe sustituirse por [33] cuando JL y l· se
tratan como cantidades de un álgebra no conmutativa {Dirac, [2J,
Pag. 1095).
Es claro que, para u fijo, los coeficientes
' ò xj
" •* W = T^
son funcionales de las *»<«), es decir, funcionales de S. De acuerdo
con [33], su variación para la deformación [22] sera
(3) ,
S *> <») « _ i. [A-aí* (u)} =-it\du'\a« K) fü„ M, «í * WJ
s
+ a" (u'} [nr («'), <*J-k («)J i '
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Así, por ejemplo, en virtud de [28], se obtiene el resultado trivial
(8)
3 aí. (u] = - i s f d u' \i
 ao („•) „> («') 15("-"'J- + / „r („-, a> (//) _1?4 - «'..
J { ÕHS Õ ¡Is
s
=. ¿-i* M »' W + .' («) ->, («) ! = 3 ^ (w) , 184]
que coincide con la segunda ecuación [18] si las aj \ii) se anulan en
M. No tan trivial és el resultado a que se llega al calcular 2 a-'.,, = 3 •;;'.
Se tiene, en virtud de [29],
(8)
g «> («) = - / * f rf «• j - / a« («') ^  («, ^ _-Ui'l
 + ,-> (B.) A?Í1?)_ 5 („ _' „.) ¡J / a «J d «'" '
s '
= _.^Ml-^. + .fl,w^M »..a- .^^ ,^«.^  ,v
 ' d u* ' v ' d n' õ V à us 3 n'
[35]
expresión que coincide con la [23] de Dirac (cf. nota, ec. [1¿)). ^'
a
r
 se anula en el punto en cuestión, obtenemos la primera de his
ecuaciones [18]. No merece la pena calcular para este caso las fór-
mulas relativas a Grs, G" y G. El cálculo no presenta ninguna difi-
cultad y conduce a las ecuaciones [20] y [21].
Fijada la hipersuperficie espacial S, queda asociada a cada punto
P de S una referencia natural R [P; {n, «)]. Si mantenemos fijo el
punto P, esta referencia es una funcional de S definida en el conjun-
to de las hipersuperficies espaciales que pasan por P. De ahí se sigue
que las componentes naturales en P de un tensor de espacio-tiempo
serán funcionales de S cuyo dominio de definición será ese conjunto
restringido de elementos de Q. La ley de variación de estas funció
nales resulta por un razonamiento ya clásico de las leyes correspon-
dientes a los casos en que el tensor de espacio-tiempo sea un vector
covariante- o un vector contravariante, arbitrarios pero fijos en el
èspacio-tiempo. Dichas leyes son, conforme se deduce inmediatamen
te de [33], [34] y [35],
44, _M5r,^=.^4G"-.,.4!:,d ur 1 1 1 ^tís ^ u¡- / , [5ro ,*>)=_S„r« ,-tlál0,t,1=et,_^ .r_ í lK_?- pç,!
/e^^-.tvG-A^, _/e[¿*0lPr]=íeb!£ + 3r¿£ , [36,]
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en perfecta' coincidencia con [19J y [Ü92]. El subíndice cero que
afecta al operador 31 significa que la deformación asociada es ar-
bitraria, pero nula en P. Cual debe ser, las variaciones de las funcio-
nales en cuestión se anulan cuando la deformación es estacionaria
en P.. Muy otras son las circunstancias cuando el tensor de espacio-
tiempo referido a R [P ; i(w, M)] traduce propiedades 'geométricas de
la hipersuperficie S que pasa por P. En tal caso, la ley de variación
no puede deducirse de [36], ya que al deformar S, el tensor de espa-
cio-tiempo será, en general, otro tensor distinto del primero y las
componentes naturales habrán variado por doble motivo, por haber-
se modificado el propio tensor y.por haber variado el sistema de.re-
ferencia. Tal ocurre con las componentes Hrs de la segunda forma
fundamental.
Tal vez sea conveniente advertir que el operador 31 (o el 31^}
se refiere a tina variación de las funcionales F en tanto dependen
explicitamente de S, es decir, de las x' («). Pero al igual que en la
mecánica cuántica clásica encontramos magnitudes que dependen ex-
plícitamente del tiempo y a la vez dependen implícitamente de él a
través de ciertas variables dinámicas de>la representación de Heisen-
berg-—por ejemplo, las variables q¡—, también en la versión relati-
vista cuántica una funcional operador lineal puede depender de S por
doble motivo, de una parte explícitamente y de otra por modo implí-
cito, al depender de variables dinámicas que varíen con S en virtud
de las leyes dinámicas de evolución. Estas se introducen en la teoría
como en la mecánica cuántica ordinaria (15) con ligeras variante«
debidas a que el papel que en ésta representa el tiempo está repre
sentado ahora por las hipersuperficies espaciales parametrizadas S.
Así, el estado del sistema sobre la hipersuperficie S es un vector
' I X , S > que en la representación de Schrödinger se comporta como
una funcional de S. Y de la misma manera que para los vectores de
estado | X, t > de la mecánica cuántica clásica existe un operador
infinitesimal de evolución, H (í), tal que
^\y,f> = ^^-^iï(t)\^f>,
donde
» , ,, . i ,, , l » J. ~-^  l V t ~~~, = Ã t — .
d t ,íix,í> = |x ,# + ^ >-|X,'> = ^ -^7-íx^>'
(15) Cf. DIRAC, [1], cap. V; [2], págs. 1093-1096.
- 342 —
en el formalismo relativista se introduce en correspondencia con cada
deformación infinitesimal [22] de S un operador lineal A [S] tal que
í | X , S > = — - ~ e A [ S l | X , S > ,
donde
8¡X,S> = -«e^[S] |X,S>.
Las ecuaciones del movimiento adoptan entonces la forma de' Schrö-
dinger
.5*|X,s> = --lA[S]|X,s> [37]
y 'deben valer para una deformación arbitraria de la forma [22]. El
operador A depende de variables dinámicas sobre un hipersuperfic'e
inicial S0, de la deformación y, eventualmente, de la propia S, mien-
tras que 31 es independinte de toda consideración dinámica por su
propia definición. Según [24], el operador SI se expresa como com-
binación lineal de los operadores n, (î<), y puesto que [37] vale para
una deformación [22] arbitraria, deben existir cuatro operadores di
námicos Pt (M) para cada sistema de valores ur, tales que el operador
A correspondiente a la deformación [22] es
(3)
A = /*rf»(««P04-a'-P /). [38]
s
Las ecuaciones del movimiento nos dan entonces
n,- (») | x, s > = ' '-l p,- (u) I x,;s >. [39]
Un razonamiento análogo al que conduce, en la mecánica cuántica
clásica, de las variables dinámicas de Schrödinger a las de Heinsen-
berg, sustituyendo a la vez el vector de estado variable por un vec-
tor de estado fijo,, permite introducir la representación de Heisenberg
en la formulación relativista. Para una variable dinámica V—-inde-
pendiente de S en la representación de Schrödinger—-las ecuaciones
del movimiento toman entonces la forma
SV= ~ '«[A,V] , [40]
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y, en general, un operador lineal Ü [S] varia al deformar S de acuer-
do con
S £ 2 [ S ] = -«i[5l,ö].f -'-l- [A,ö]. [41]
El primer termino del segundo miembro toma en cuenta la dependen-
cia explícita de û respecto de S; el segundo la dependencia implícita
en las variables dinámicas de que acaso depende ß, variables que obe-
decen a [40]. Cuando U no depende explícitamente de S, SI y û con-
mutan y obtenemos [40]. Cuando O no depende' de variables diná-
micas, por ejemplo el operador «multiplicación por w1 (M)», Q con-
muta con A y [41] se reduce a [33]. La fórmula [41] da, pues, la
variación total de Q cuando se deforma S infinitamente poco.
Se hizo notar más arriba que la funcional de S ligada a un tensor
de espacio-tiempo independiente en su definición de las propiedades
geométricas de S y aplicado a un'punto P de S, gozaba de la propie-
dad de que su variación primera se anulaba para toda deformación Ja
S estacionaria en P. Generalizando esta noción, una variable dinámi
ca V—no dependiente de S por modo explícito—es una variable, di-
námica localizada en P en el sentido de Dirac cuando el conmuta-
dor [A, V] se anula para toda deformación de S estacionaria en P.
Cuando así sucede, el carácter tensorial de V—que puede poseer
varias funcionales componentes respecto de la referencia natural
R [P ;!(«.)«)]—se reconoce formando el conmutador con el opera-
dor A0 correspondiente a una deformación de S nula en P. Más ge-
neral : si Q es un operador lineal función de variables dinámicas lo-
calizadas en P y funcional de S, de tal naturaleza que -[41] se anula
para toda deformación estacionaria en P, el carácter tensorial de Q
se reconocerá examinando el resultado de [41] para una deformación
arbitraria de S nula en P. Por ejemplo, si Q [S] consta de cuatro
componentes Q1 tales que
fj« * A OoU-sQ^
— ' e IcAo — y "<v - j d
 ur
,J« 1 A OrU;P.O¿a°
 G -_ S
— i e U/lo — -j- -V -- | ¿ „s
¿a°
â arir dus
el operador Q se comporta como un vector contrariante (cf. ecua-
ciones [36,] y [36,]). En cualquier caso, la naturaleza tensorial re-
sulta de la "comparación con los segundos miembros de [36] o sus
combinaciones.
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6.—Las ecuaciones [39] constituyen en rigor un sistema de cuatro
ecuaciones entre derivadas funcionales parciales (cf. § 4), y su inte-
grabilidad implica que los operadores P¡ satisfagan a ciertas relacio-
nes de conmutación descubiertas por Dirac. Estas se pueden obtener
de una manera muy simple si se tiene ¡en cuenta la naturaleza de opp
radores de derivación funcional que caracteriza a los operadoras
n¡ {M) y las relaciones [82]. Vimos en el § -I que éstas equivalen a
las condiciones de conmutabilidad
r » __i_i=n|>A"'(«) ' 3 **(«') J
y es sabido que la condición de integrabilidad de un sistema de !a
forma
?
 F = X,. («) F,ò x> (u)
donde X/ (u) es un operador, es que
F—°. , X* («')! = 0
h .-*><«) 'J
cuando la funcional F no está sujeta a ninguna condición suplemen
taria. Si el sistema dinámico es tal que el estado ] X, S > puede ele-
girse arbitrariamente para una S particular, por lo demás cualquiera,
la condición [32] nos da entonces, en virtud de [39],
HO (u) PO («') - n„ («') P, («) = i A*te^L \ Q" («) p, (u) 4 G" («') P.( («') jO U' ' • '
ya que aplicar una vez II, (il) a. } X, S > es lo mismo que aplicarle
una vtz -ï-'P» (M), y | X, S > es arbitrario para una S dada. De la
relación anterior se deduce, por las mismas consideraciones, que «'
primer miembro coincide con
— \ [Pn («). V0 («'il 4- PO (u) HO («') - Pn («') II0 (a) 4- II„ («) P„ («') - II0 («') P„ (u)
y, por consiguiente, que los operadores P( (w) deben cumplir la con
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dición
Ì [P0 (u), PO («')] -f [II„ («'), PO («)] - [II0 («), PO («')]
¿l(*r_'il | G" («) P, («) + G" i«') P, (»') | . [42J
¿I«
El mismo procedimiento de sumar y restar a los primeros miembros
de [32] los correspondientes conmutadores [P¡ (ti), P/ («')] Y susti~
tuir en cada término el primer operador de la derecha 1I( por P¡ o re-
cíprocamente—sustitución lícita a causa de [39]—nos da a partir de
la segunda y tercera relaciones [32] las relaciones de conmutación
-1 [P0 («), P, («•)] + [n, («•), PO («)] - [n0 («).v? («')] = - ' —£/7— p« (a / ) ' [42sl
-|- [ Pr («), P.. («')! + [IL. («'). P'- («)] - l"'" (")' P-< ("')! = Z' —"¿"»r ~ Ps (W)
+ l-.üííir:Jílp,.(«'). [42,]1
 á u*
Las leyes de conmutación [42] constituyen las condiciones de inte-
grabilidad [49] a [51] de Dirac {[2], pág. 1101), y deben quedar
idénticamente satisfechas si ha de ser integrable el sistema [39], en
el supuesto que la naturaleza del sistema dinámico no imponga- con-
diciones suplementarias.
Junta de Energía Nuclear
Sección Teórica
Madrid, julio de 1952.
BIBLIOGRAFÍA
COURANT R y HILBERT, D.: 'Methoden der mathematischen Physik,
^\^RC^P™™°*>- <#*' R— ^ 967-
DE9poS4R9)TH. : Theorie wvariantive à« calcul des variations. (Pa-
^,
G
™T£™w™r™W" °f QMtm Mechmics- (0x"
- !!ríbf Quantum Theory of Localisable Dynamical Systems
(«Phvs. Rev.», 73, 1092-1103 (1948).)
- L
 [31 Forms of relativista dynamics. («Rev. of Mod. Phys.»,
21, 392-399 (1949).)
- 346 -
DYSON, F. J. : The radiation theories of Tomonaga, Schwinger ami
Feynman. («Phys. Rev.», 75/486-502 (1949).)
ORTIZ FORNAGUERA, R. : [1] Acerca de algunas nociones fundamen-
tales en teoría de la elasticidad. («Anales de Fis. y Quím.,. J/2, 581-
608 (1946).)
[2] Aspectos elementales de la representación de interacción.
(1950, no publicado.)
• [3] Sobre la variância de las magnitudes en el formalismo ca-
nónico. (REVISTA D¿ LA REAL ACADEMIA DE CIENCIAS E., F. Y N.,
XLVI, 137-456.)
RAYSKI, J. : Remarks on the non-local electrodynamics. («Proc. Roy.
Soc.» (London), 206, 575-583 (1951).)
ROBERTS, A. : On the quantum theory of elementary particles: [1] In-
troduction and classical field dynamics. («Proc. Roy. Soc. (Lon-
don), A 204, 123-143 (1951).)
[2] Quantum field dynamics. (Ibid., A 201, 228-251 (1951).)
SCHOUTEN, J. A. : Der Ricci-Kalkül. (Berlin, Springer, 1924.)
SCHWINGER, J. : Quantum electrodynamics. I. A covariant formula
tion. («Phys. Rev.», 7J/, 1439-1461 (1948).)
THOMAS, T. Y. : The differential invariants of generalized spaces.
(Cambridge Univ. Press, 1934.)
TOMONAGA, S. : On a relativistically invariant formulation of the quan-
tum theory of wave fields. («Progress of theoret. Phys.», Japón,
1, 27-42 (1946).)
VOLTERRA, V. y PERES, J. : Théorie Générale des fonctionelles, vol. I.
(Paris, Gauthier-Villars, 1936.)
WEISS, P. : [1] On the quantisation of a theory arising from a va-
riational principle for multiple integrals. («Proc. Roy. Soc.» (Lon-
don), A 156, 192-220 (1936).)
—- — [2] On the Hamilton-Jacobi theory of quantization of a dyna-
mical continuum. ¡(Ibid., A 169, 102-118 (1939) )
YUKAWA, H. : Quantum theory of non-local fields. («Phys. Rev.»,
77, 219-226 (1950).)
