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We introduce datasets with weights and suggest using the minimization of some highly nonsmooth
functions for clustering of such datasets. Datasets with weights often appear as the result of an approx-
imation of large-scale datasets. We examine such approximations and also consider the application of
datasets with weights to examine self-organizing maps. Results of some numerical experiments are
presented and discussed.
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1. Introduction
The structure of a finite set of points in finite dimensional space is important for many
applications. We can use different tools in order to define and describe this structure. Suc-
cessful application of these tools depends on the structure of the set in hand. Currently, the
unsupervised classification (clustering) is one of the main tools for the description of the
structure.
The subject of the cluster analysis is the partition of a finite set A into a given number k of
overlapping or disjoint subsets Ai, i = 1, . . . , k with respect to predefined criteria such that
A =
k⋃
i=1
Ai.
The sets Ai, i = 1, . . . , k are called clusters.
An excellent up-to-date survey of existing approaches is provided in ref. [5] and a compre-
hensive list of literature on clustering algorithms is available in this paper. Recall the definition
of clustering analysis given in ref. [5]:
Cluster Analysis is the organization of a collection of patterns (usually represented as a vector of measurements,
or a point in a multidimensional space) into clusters based on similarity. Intuitively, patterns within a valid cluster
are more similar to each other than that of a petter belonging to a different cluster.
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It follows from this definition that the notion of clustering is relatively flexible.
Usually, the following hypothesis is implicitly accepted: the number of clusters of the set
under consideration is substantially less than the number of its points. Then the clustering can
give some impression on the structure of the set. However, this hypothesis is not always true.
For example, if a set A is a uniform grid, then the most natural set of clusters is this grid itself
(each point a ∈ A is a cluster). If we are looking for ball-shaped clusters, then the search for
the clusters of a set A can be reduced for the search of centers of these clusters. A collection
of these centers (x¯1, . . . , x¯k) can be found as a minimizer of the so-called cluster function. If
a set A consists of flat pieces, we can use hyperplanes for approximation of this set. In this
paper, we study the so-called Bradley–Mangasarian approximation by hyperplanes and also
an approximation by k-skeletons.
Often we need to transform the dataset in hand in order to get a new dataset, which is more
convenient for investigation, in particular for clustering. Different types of transformations can
be used. The result of a transformation is a dataset B that is simpler than the original dataset
A. In particular, many points from the original dataset can be stuck together, that is, to have
the same image in a new transformed dataset. Thus, each point b ∈ B has an indicator that
shows how many points from A are represented by b. We shall call this indicator the weight
of b. The dataset B such that each b ∈ B has a weight will be called a dataset with weights.
Of course, weights can be considered as a new attribute of the records b ∈ B. However, we
demonstrate in this paper, that often weights play a special role in the clustering procedure,
so we need to consider this attribute separately.
We describe two situations where datasets with weights can be used. One of them is an
approximation of large-scale datasets and the other is a quantization by means of self-
organizing maps (SOM).
The paper has the following structure. In section 2, we recall the definition of cluster function.
Bradley–Mangasarian approximation and skeletons are discussed in section 3. Datasets with
weights are introduced in section 4. We also provide necessary conditions for some kind of
Bradley–Mangasarian approximations and skeletons for datasets with weights in this section.
Approximation of large-scale datasets by datasets with weights is examined in section 5.
Quantization by means of SOM that leads to datasets with weights is discussed in section 6.
An experimental discussion can be found in section 7.
2. Ball-shaped clusters and cluster functions
Let A ⊂ Rn be a finite set. Assume that we are looking for ball-shaped clusters of A. Then
the search for clusters can be reduced to the search of centers of clusters. We say that X¯ =
(x¯1, . . . , x¯k) is a set of the centers of k clusters of A if d(A, X¯) ≤ d(A,X) for each X =
(x1, . . . , xk). Here,
d(A,X) =
∑
a∈A
d(a,X) =
∑
a∈A
min
i=1,...,k ||a − xi ||.
Assume that centers of clusters (x¯1, . . . , x¯k) are known. Then the cluster i consists of all
pointsa ∈ A such that ||xi − a|| < minj =i ||xj − a||. (If the equality ||xi − a|| = ||xi ′ − a|| =
minj =i ||xi − a|| holds, then we can consider a as a member of either cluster i or cluster i ′)
The search for centers of clusters, hence, the search for the clusters themselves, can be reduced
to the following unconstrained minimization problem:
minimize Ck(x1, . . . , xk) subject to (x1, . . . , xk) ∈ Rn×k, (1)
where
Ck(x
1, . . . , xk) = 1
m
∑
a∈A
min
s=1,...,k ||x
s − a||. (2)
The function Ck defined by equation (2) is called the cluster function [1]. The problem (1)
depends on the choice of a norm: different norms can lead to different centers of clusters.
Since clustering is a flexible notion, the use of different norms is acceptable.
The number of variables in the optimization problem (1) is k × n. If the number k of clusters
and the number n of attributes are large, we have a large-scale optimization problem. Since
the notion of cluster is flexible, it is enough to get a deep enough local minimum of the cluster
function in order to have a satisfactory description of centers of clusters.
3. Clustering by means of hyperplanes
Assume that we are looking for clusters of a set A and this set consists of flat pieces. Bradley
and Mangasarian [3] suggested to use hyperplanes instead of points (centers of clusters) for
clustering in such a case.
Let H = {x: [l, x] = c} be a hyperplane. Here, [l, x] =∑i lixi is the inner product of
vectors l and x. Assume thatRn is equipped with a norm ||·||. Then the distance d(x,H) from
a point x to H is equal to |[l/||l||∗, x] − c|, where ||l||∗ = max||x||=1 [l, x] is the conjugate
norm. Suppose that we wish to find k hyperplanes that approximate the set A with card A = m.
It was suggested in ref. [3] to find a family hyperplanes Hi = {x: [li , x] = ci}, i = 1, . . . , k
that minimize the sum of squares of the 2-norm distances between each point and a nearest to
this point hyperplane from the family, that is to solve the following optimization problem:
minimize
1
m
∑
a∈A
min
i=1,...,k([li , a] − ci)
2 subject to ||li ||2 = 1, i = 1, . . . , k (3)
Then the cluster i consists of all points a ∈ A such that |[li , a] − ci]| < mini =i |[lj , a] − ci |.
We shall call a solution of problem (3) a Bradley–Mangasarian approximation of order k for
the set A. The function
Gk((l1, c1), . . . , (lk, ck)) = 1
m
∑
a∈A
min
i=1,...,k([li , a] − ci)
2, lj ∈ Rn, cj ∈ R, j = 1, . . . k,
(4)
will be called Bradley–Mangasarian function.
Consider a version of the discussed definition, where instead of squares of 2-norm distances,
the distance itself with respect to a certain norm ||·|| is considered. In other words, consider
the optimization problem
minimize Lk((l1, c1), . . . , (lk, ck)) subject to ||li ||∗ = 1, i = 1, . . . , k, (5)
where
Lk((l1, c1), . . . , (lk, ck)) = 1
m
∑
a∈A
min
i=1,...,k(|[li , a] − ci |). (6)
We shall call a solution of problem (5) a k-skeleton of a set A.
Example 3.1 Consider the set A ⊂ R2: A = A′ ∪ (−A′) with A′ = {(1, q): q = −2, . . . ,
−1, 0, 1, . . . , 2} (figure 1).
Figure 1. Dataset A.
Clearly, both the Bradley–Mangasarian approximation and the 2-skeleton of this set is the
union of lines {(−1, x2): x2 ∈ R} and {(1, x2): x2 ∈ R}. If k = 3, then an arbitrary approx-
imation by straight lines consists of these two lines (one of them can appear twice). Now
consider an approximation of A by one straight line. Using necessary conditions for mini-
mum, presented in the next section (Proposition 4.4), one can show that problem (3) has only
two local minimizers that define two straight lines. One of them is line x1 = 0, the other is line
x2 = 0. The direct calculation shows that the solution of problem (3) with k = 1 is given by
l1 = (1, 0), c1 = 0, so the Bradley–Mangasarian approximation of this set is the line x1 = 0.
Consider now 1-skeleton for 2-norm.
It can be shown by direct calculation that this skeleton is the straight line 2x1 + x2 = 0
which is going through points (1, −2) and (−1, 2). The symmetric line 2x1 − x2 = 0 which
is going through points (−1, −2) and (1, 2) is also a 1-skeleton. Each of these two lines
is also 1-skeleton with respect to ||·||∞. (One can check it using necessary conditions that
easily follows from Remark 4.1). Thus 1-skeleton coincides for two different norms. On the
other hand, the Bradley–Mangasarian approximation and the skeleton for 2-norm are quite
different.
4. Datasets with weights
Let B ⊂ Rn be a finite set. Assume that a positive number mb is given for each b ∈ B. In
such a case mb is called a weight of b and B is called a dataset with weights. The simplest
interpretation of a weight is as follows.Assume that each point b ∈ B can be taken into account
more than once. Then the weight mb indicates how many times a point b appeared. Such an
interpretation leads to the following definition of the generalized cluster function C˜k for a
dataset B with weights:
C˜k(x1, . . . , xk) = 1
m
∑
b∈B
mb min
i=1,...,k ||xi − b||, x1, . . . , xk ∈ R
n,
where m =∑b∈B mb. An analog of the Bradley–Mangasarian function (4) has the following
form:
G˜k((l1, c1), . . . , (lk, ck)) = 1
m
∑
b∈B
min
i=1,...,k mb([li , b] − ci)
2.
An analog of function Lk that serves for the definition of the k-skeleton has the following
form:
L˜k((l1, c1), . . . , (lk, ck)) = 1
m
∑
b∈B
mb min
i=1,...,k(|[li , b] − ci |). (7)
We now provide a theoretical analysis of optimization problems that related to the search
for the 1-skeleton and the Bradley–Mangasarian approximation of order 1 for datasets with
weights.
Consider an optimization problem
minimize f (x) subject to x ∈ , (8)
where  is a set and f is a DC function. The latter means that f can be represented in the form
f = f1 − f2, where f1 and f2 are finite convex functions defined on Rn. We need the cone
(x,) of feasible elements at a point x ∈  to the set  in order to describe the necessary
conditions for a minimum. Recall that u ∈ (x) if there exist sequences uj → u and αj → 0
such that x + αjuj ∈ . Let K be a convex cone. The conjugate to K cone {l : [l, x] ≥ 0 for
all x ∈ K} will be denoted by K∗. Subdifferential of a convex function g at a point x will be
denoted by ∂g(x).
PROPOSITION 4.1 Let x be a local solution of problem (8). Assume that the cone (x,) is
convex. Then
∂f1(x) − ∗(x,) ⊃ ∂f2(x). (9)
A proof of this well-known proposition can be found for example in ref. [4, Theorem 16.3].
Remark 4.1 If f is convex, that is f1 = f and f2 = 0, then necessary conditions (9) have
the form 0 ∈ ∂f (x) − ∗, which is equivalent to
∗ ∩ ∂f (x) = ∅. (10)
We now give necessary conditions for the 1-skeleton and the Bradley–Mangasarian approxi-
mation of the order 1 for datasets with weights. Let B be a dataset with weights (mb)b∈B and
m =∑b∈B mb. Consider a function L1 that serves for the determining a 1-skeleton. Then
Lˆ1 := mL˜1(l, c) =
∑
b∈B
mb|[l, b] − c|. (11)
Function Lˆ1 is convex. We now calculate ∂Lˆ1(l, c). For (l, c) ∈ Rn+1, set
B+(l, c) = {b ∈ B : [l, b] − c > 0}, B−(l, c) = {b ∈ B : [l, b] − c < 0}, (12)
B0(l, b) = {b ∈ B : [l, b] − c = 0}. (13)
PROPOSITION 4.2 Let (l, c)∈ Rn+1. Then (u, v) ∈ ∂Lˆ1(l, c) if and only if for each b ∈ B0(l, c)
there exists αb ∈ [0, 1] such that
u =
∑
b∈B+(l, c)
mbb −
∑
b∈B−(l, c)
mbb +
∑
b∈B0(l, c)
mb(2αb − 1)b,
ν = −
∑
b∈B+(l, c)
mb +
∑
b∈B−(l, c)
mb +
∑
b∈B0(l, c)
mb(1 − 2αb)
Proof For a vector b ∈ Rn, define
sb(l, c) = |[l, b] − c| = max([l, b] − c,−[l, b] + c). (14)
Using the subdifferential calculus, we get
∂sb(l, c) =


{(b,−1)}, [l, b] − c > 0
{(−b, 1)}, [l, b] − c < 0
{(2α − 1)b, 1 − 2α): α ∈ [0, 1]} [l, b] − c = 0
(15)
We have
Lˆ1(l, c) =
∑
b∈B
mbsb(l, c) =
∑
b∈B+(l, c)
mbsb(l, c) +
∑
b∈B−(l, c)
mbsb(l, c) +
∑
b∈B0(l, c)
mbsb(l, c).
It follows from equation (15) that (u, v) ∈ ∂Lˆ1(l, c) if and only if for each b ∈ A0(l, c) there
exists αb ∈ [0, 1] such that
(u, v) =

 ∑
b∈B+(l, c)
mb(b,−1) +
∑
b∈B−(l, c)
mb(−b, 1) +
∑
b∈B0(l, c)
mb((2αb − 1)b, 1 − 2αb))

.
It means that
u =
∑
b∈B+(l, c)
mbb −
∑
b∈B−(l, c)
mbb +
∑
b∈B0(l, c)
mb(2αb − 1)b (16)
ν = −
∑
b∈B+(l, c)
mb +
∑
b∈B−(l, c)
mb +
∑
b∈B0(l, c)
mb(1 − 2αb) (17)
Thus, the result follows. 
Let Gˆ1 = mG˜1(l, c), where G˜1 is the generalized Bradley–Mangasarian function of order 1.
Then
Gˆ1(l, c) =
∑
b∈B
mb([l, b] − c)2
is a convex function. This function is differentiable and
∇Gˆ1(l, c) =
∑
b∈B
2mb([l, b] − c)(b,−1). (18)
Assume thatRn is equipped with the norm ||·||2 and let S = {x: ||x||2 = 1} be the unit sphere.
It is easy to check (and well known) that
(l, S) = {u: [l, u] = 0}. (19)
Consider now the set S × R ⊂ Rn+1. Let (l, λ) belongs to this set. It follows directly from the
definition of the cone of feasible elements and equation (19) that
 ≡ ((l, λ), S × R) = {(u, v): [l, u] = 0, ν ∈ R}. (20)
Then
∗ = {(λl, 0): λ ∈ R} (21)
PROPOSITION 4.3 Let (l, c) define a 1-skeleton H of a dataset B with weights (mb)b∈B with
respect to || · ||2. Then there exists λ ∈ R and for each b ∈ B0 there exists αb ∈ [0, 1] such
that
∑
b∈B+(l, c)
mbb −
∑
b∈B−(l, c)
mbb +
∑
b∈B0(l, c)
mb(2αb − 1)b = λl, (22)
−
∑
b∈B+(l, c)
mb +
∑
b∈B−(l, c)
mb +
∑
b∈B0(l, c)
mb(1 − 2αb) = 0. (23)
The proof follows directly from Remark 4.4, Proposition 4.2 and equation (21). Applying
equation (18) instead of Proposition 4.2, we conclude that the following assertion holds.
PROPOSITION 4.4 Let (l, c) define a Bradley–Mangasarian approximation H of order 1 for a
dataset B with weights (mb)b∈B . Then there exists λ ∈ R such that
∑
b∈B
mb([l, b] − c)b = λl;
∑
b∈B
mb([l, b] − c) = 0. (24)
We can present equation (24) in the following form:
∑
b∈B+(l, c)
mb([l, b] − c)b +
∑
b∈B−(l, c)
mb([l, b] − c)b = λl (25)
∑
b∈B+(l, c)
mb([l, b] − c) +
∑
b∈B−(l, c)
mb([l, b] − c) = 0. (26)
Let d(b,H) be the distance between a point b and the hyperplane H = {x : [l, x] = c}. Then
equations (25) and (26) can be rewritten as
∑
b∈B+(l, c)
mbd(b,H)b −
∑
b∈B−(l, c)
mbd(b,H)b = λl (27)
∑
b∈B+(l, c)
mbd(b,H) −
∑
b∈B−(l, c)
mbd(b,H) = 0 (28)
Let us compare the necessary conditions for 1-skeletonHsk of the setB, given by equations (22)
and (23) and the necessary conditions for Bradley–Mangasarian approximation HB−M of order
1, given by equations (27) and (28). We can conclude the following:
1) necessary conditions (22) and (23) depend on points b ∈ B that are placed on the plane Hsk
(i.e, on points belonging to B0(l, c)). Necessary conditions (27) and (28) do not depend
on these points;
2) the distances from points b ∈ B toHB−M are taken into account; the distances from b ∈ B to
Hsk do not play any role.
This means that the skeletons are quite different from the Bradley–Mangasarian
approximations.
Proposition 4.1 can also be used for examination of k-skeletons and the Bradley–
Mangasarian approximation of order k with k > 1. We demonstrate it for a Bradley–
Mangasarian approximation of the order 2. The function
G˜2((l1, c1), (l2, c2)) =
∑
b∈B
mb min(([l1, b] − c1)2, ([l2, b] − c2)2)
is quasi-differentiable [4]. Using results of quasi-differentiable calculus, we can represent this
function in the form G˜2 = f1 − f2, where
f1((l1, c1), (l2, c2)) =
∑
b∈B
mb(([l1, b] − c1)2 + ([l2, b] − c2)2),
f2((l1, c1), (l2, c2) =
∑
b∈B
mb(max(([l1, b] − c1)2, ([l2, b] − c2)2).
Both f1 and f2 are convex functions, function f1 is differentiable and
∇f1((l1, c1), (l2, c2)) =
∑
b∈B
2mb(([l1, b] − c1)(b,−1) + ([l2, b] − c2)(b,−1)).
We now calculate the subdifferential ∂f2 of f2. Let
B1 = {b ∈ B: ([l1, b] − c1])2 > [l2, b] − c2])2},
B2 = {b ∈ B: [l2, b] − c2])2 > [l1, b] − c1])2}
B3 = {b ∈ B: [l1, b] − c1])2 = [l2, b] − c2])2}.
Then
∂f2((l1, c1), (l2, c2)) =
∑
b∈B1
2mb([l1, b] − c1)(b,−1) +
∑
b∈B2
2mb[l2, b] − c2])(b,−1)
+
∑
b∈B3
2mb{αb([l1, b] − c1]) + (1 − αb)([l2, b] − c2])(b,−1):
αb ∈ [0, 1]}.
Using these expressions, Proposition 4.1 and equation (21), we can present the necessary
conditions for a Bradley–Mangasarian approximation of the order 2.
5. Approximation of large-scale datasets
Datasets with weights often appears as an approximation a large-scale dataset. Large-scale
datasets usually contain many points located in a bounded set. Thus, many points from this
dataset are very close to each other. Let A ⊂ Rn be a finite set. Assume that a certain small
neighborhood of a point b ∈ Rn contains mb points from A. We can approximate each of
these points by b and replace the corresponding part of the cluster function by one term
mb mini ||xi − b||.
To be more precise, for a given A and for a given tolerance, ε consider a set B ⊂ Rn, such
that for each a ∈ A there exists b ∈ B with the property ||a − b|| < ε. We say that a collection
(Ab)b∈B of subsets of A is an ε-disjoint cover of A if
||a − b|| < ε(a ∈ Ab), Ab ∩ Ab′ = ∅(b = b′), A =
⋃
b∈B
Ab.
Let m be the cardinality of A and mb be the cardinality of Ab. Clearly, m =∑b∈B mb. Replac-
ing each a ∈ Ab with b in the presentation of the cluster function Ck , we obtained the following
function
C˜k(x1, . . . , xk) = 1
m
∑
b∈B
mb min(||x1 − b||, . . . , ||xk − b||),
which is the generalized cluster function corresponding to B. Note that mb is a weight of a
point b in the dataset B.
The following assertion demonstrates that generalized cluster functions can be used for
approximation of cluster functions.
PROPOSITION 5.1 Let (Ab)b∈B be an ε-disjoint cover of A and C˜k be the generalized cluster
function corresponding to this cover. Then
|Ck(x1, . . . , xk) − C˜k(x1, . . . , xk)| < ε for all (x1, . . . , xk) ∈ (Rn)k.
Proof We have
Ck(x1, . . . , xk) = 1
m
∑
a∈A
min
i≤k ||xi − a|| =
1
m
∑
b⊂B
∑
a∈Ab
min
i≤k ||xi − a||.
As ||xi − a|| ≤ ||xi − b|| + ε for all i ≤ k and a ∈ Ab, it follows that mini≤k ||xi − a|| ≤
mini≤k ||xi − b|| + ε. Hence,
∑
a∈Ab
min
i≤k ||xi − a|| ≤
∑
a∈Ab
(min
i≤k ||xi − b|| + ε) = mb mini≤k ||xi − b|| + mbε),
where mb is the cardinality of Ab. The same argument shows that
mb min
i≤k ||xi − b|| ≤
∑
a∈Ab
min
i≤k ||xi − a|| + mbε.
Hence, ∣∣∣∣∣∣
∑
a∈Ab
min
i≤k ||xi − a|| − mb mini≤k ||xi − b||
∣∣∣∣∣∣
< mbε.
Let u = |Ck(x1, . . . , xk) − C˜k(x1, . . . , xk)|. As∑b∈B mb = m, we have
u ≤ 1
m

∑
b∈B
∣∣∣∣∣∣
∑
a∈Ab
min
i≤k ||xi − a|| − mb mini≤k (||xi − b||)
∣∣∣∣∣∣

 ≤ 1
m
∑
b∈B
mbε = ε.

It follows from Proposition 5.1 that the approximating set B can be used for the search
for centers of clusters of the set A with the tolerance ε. The search can be accomplished by
means of cluster function C˜k . As this function contains weights mb of each point b ∈ B, it is
convenient to consider B as a dataset with weights.
A similar approach can be used for an approximate search for skeletons. Consider again a
dataset B with weights such that collection (Ab)b∈B forms an ε-disjoint cover of A. Let mb
be the weight of b (the cardinality of Ab) and m =∑b∈B be the cardinality of A. Replacing
each a ∈ Ab with b, we shall have the following function
L˜k((l1, c1), . . . , (lk, ck)) = 1
m
∑
b∈B
mb min
i=1,...,k |[li , b] − ci]| (29)
instead of function Lk(l1, c1), . . . , (lk, ck)) defined by equation (6).
PROPOSITION 5.2 Let (Ab)b∈B be an ε-disjoint cover of A and L˜k be function defined by
equation (29). Then for all ((l1, c1), . . . , (lk, ck)) ∈ (Rn × R)k , we have
|Lk((l1, c1), . . . , (lk, ck)) − L˜k((l1, c1), . . . , (lk, ck)| < ε (30)
Proof We have
Lk((l1, c1), . . . , (lk, ck)) = 1
m
∑
a∈A
min
i≤k |[li , a] − ci | =
1
m
∑
b∈B
∑
a∈Ab
min
i≤k |[li , a] − ci |. (31)
Let i = 1, . . . , k. As ||a − b|| < ε for a ∈ Ab and ||l||∗ = 1, it follows that
|[li , a] − ci | ≤ |[li , b] − ci | + |[li , a − b]| ≤ |[li , b] − ci | + ε. (32)
Hence,
min
i
|[li , a] − ci | ≤ min
i
|[li , b] − ci | + ε, a ∈ Ab
and ∑
a∈Ab
min
i
|[li , a] − ci | ≤ mb min
i
|[li , b] − ci | + mbε.
A similar argument shows that
mb min
i
|[li , b] − ci | ≤
∑
a∈Ab
min
i
|[li , a] − ci | + mbε.
Hence, ∣∣∣∣∣∣
∑
a∈Ab
min
i=1,...,k |[li , a] − ci | − mb mini=1,...,k |[li , b] − ci |
∣∣∣∣∣∣
≤ mbε. (33)
The same argument as in the proof of Proposition 5.1 shows that equation (33) implies
equation (30). 
As the notion of clusters is flexible, we can use a uniform approximation of the cluster
function for the search of ball-shaped clusters and a uniform approximation of function Lk
for the search of flat clusters. Propositions 5.1 and 5.2 show that these approximation can be
constructed by using datasets with weights that appear as an approximation of a given dataset.
6. Quantization using a SOM
SOM is another form of clustering technique which leads to datasets with weights. This
approach is based on the concept of vector quantization with competitive learning. SOM
(figure 2) was developed by Kohonen [6]. It is an unsupervised learning algorithm. It creates
a relationship among the vectors from a given dataset (input), which is based on a certain set
(discrete lattice) B on the plane. This set is usually called a map.
SOM is a special kind of unsupervised neural network that projects high-dimensional data
vectors into two-dimensional plane [see, for example, 7]. The basic motivation behind this
is to cluster dataset in a low-dimensional space. Two-dimensional maps are also useful for
visualization of a high dimensional system. There are two phases involved in creating SOM.
In the first phase, the original data set A is trained and the connection weights from input layer
to the individual nodes in the map B are obtained; see ref. [8] for details. After the training,
each input vector a is mapped into one of possible points b in the grid B using the minimum
Euclidian distance through its weights. A detailed description of algorithms for training and
determining weights can be found in ref. [6].
However, there are two major problems with the SOM. SOM model requires a predefined
map structure, before the training of its weight. Finding a proper map size is based on trial and
error. To overcome this problem, training of SOM can be performed with sufficiently large
map size. Experimental studies also suggest that having the map size much larger (compared
with the clusters) produces better results than that with a smaller map size (compared with
the cluster). In that case, the major problems are that the complete learning process has to be
repeated for different map sizes, if the size of the map is very small, then the classification
error for every input can be very high, resulting dissimilar vectors being assigned to same
point or similar vector can be assigned to different points belonging to the map. One solution
to this problem, which are adapted by researchers is to consider a sufficiently large map size
for training. Hence, let us assume that we want to make k cluster, so the map size should
be N × N , where N  k. We can then find the weight (that is also called confidence in this
Figure 2. First abstraction level using Kohonen map.
Figure 3. Two levels of abstraction.
theory) of every points belonging to the map by calculating the frequency of records from the
input dataset A, that are projected into the same points. Finally, we get a set where the cardinal
value is three, where the first two represents the coordinates of points belonging to the map
and the third one representing weights of that particular point. It is convenient to consider
this set as a dataset (map) with weights. This serve a twofold solution: firstly, the problem of
finding clusters using optimization technique applied to the original high-dimensional dataset
can be reduced to a two-dimensional problem. Finally, further clustering the points on the
map reduces the sensitivity problem for the SOM with the map size. In addition, the curse
of many cluster points in the SOM could be solved. Thus, we can say that SOM could be a
useful tool for using clustering for the initial abstraction level to form some prototypes for the
clustering.
Figure 3 illustrates the two levels of abstraction from the original dataset. In this figure, we
can see that the original datasetA is first transformed into two-dimensional SOMB on the plane
to form M clusters prototypes. From these prototypes, we compute the weight (confidence) of
each point according to the frequency of the original data that have been mapped into a cluster
prototype, and then finally the optimization technique is used to find k different clusters. At
this point, we assume that the sensitivity of the map size will be captured by the confidence of
the points; hence, within a sufficiently large range of map size the second level of abstraction
will be unaffected.
Because a map B obtained as the result of SOM is a dataset with weights, we can use a
minimization of generalized cluster function for finding centers of clusters of this dataset.
As B is a two-dimensional dataset, the dimension of corresponding minimization problem
is 2k, where k is the number of clusters. If k is not very large, we get an optimization problem
that can be solved by modern methods of global optimization. If the number of clusters is
bigger, we can use hierarchical clustering. We also can use generalized Bradley–Mangasarian
function for finding straight lines that approximate B in the sense of Bradley–Mangasarian
and use function L˜ defined by equation (7) in order to find skeletons of this set. In both cases,
we again have an optimization problem, whose dimension is much less than the dimension of
a problem that is used for clustering the original dataset.
7. Experimental discussion
We applied the approach proposed in section 6 for credit screening dataset, which is one of the
benchmark datasets from UCI machine learning repository. The description of the database is
given as follows.
Table 1. Map B with weights.
Line Point/weight Point/weight Point/weight Point/weight Point/weight
0 (0, 0)/67 (0, 1)/57 (0, 2)/141 (0, 3)/36 (0, 4)/138
1 (1, 0)/10 (1, 1)/24 (1, 2)/24 (1, 3)/30 (1, 4)/32
2 (2, 0)/10 (2, 1)/17 (2, 2)/17 (2, 3)/14 (2, 4)/13
3 (3, 0)/11 (3, 1)/1 (3, 2)/5 (3, 3)/6 (3, 4)/4
4 (4, 0)/9 (4, 1)/11 (4, 2)/8 (4, 3)/1 (4, 4)/5
Credit screening dataset: The source of this dataset has not been made public. This dataset
was submitted by Quinlan and was used earlier and published in ref. [9]. The total number
of instances is 690 and there are 15 attributes in total. There are 37 missing values, which
was replaced by mean of the corresponding input variables. six out of 15 variables are con-
tinuous and the remaining variables are discrete. The dataset can be obtained online from
UCI machine learning repository and the ftp address is ftp://ftp.ics.uci.edu/pub/machine-
learning-databases/credit-screening/.
We considered different types of SOM and use the algorithm from ref. [7] that was mentioned
in section 6 for development SOM. Here, we presented some results only for 5 × 5 map size.
This map B consists of 25 points that are uniformly distributed in the square [0, 4] × [0, 4]
on the plane (table 1).
Each of these points has a nonzero weight. If we consider map B without weights, we shall
have a uniform grid consisting of 25 points. Each of these points can be considered as an
independent cluster. In such a case, we shall have many clusters. To reduce their number, we
can consider B as a dataset with weights and find clusters in B. The graph depicted in figure 4
shows the SOM with weights for the dataset B. The following observation is important: the
distribution of weights is not uniform (table 1 and figure 4). Many ‘heaviest’ points are close
to one side of the square B. (Compare weights for points from different lines in table 1.)
Figure 4. Weights of points from initial abstraction level.
Table 2. Centers of clusters.
Norm Number of clusters Cluster x1 x2
1 1 1 0.00 2.00
2 1 2.00 2.00
2 0.00 3.00
3 1 0.00 1.99
2 2.00 2.00
3 1.00 2.00
4 1 1.99 2.90
2 0.00 1.99
3 0.99 1.99
4 3.99 1.00
2 1 1 0.28 2.13
2 1 0.00 3.99
2 0.35 1.40
3 1 0.09 1.63
2 0.00 3.99
3 2.66 1.69
4 1 0.00 3.99
2 0.00 2.00
3 2.76 1.90
4 0.163 0.40
We use the minimization of generalized cluster function C˜k for finding centers of clusters
and also the minimization of Bradley–Mangasarian function G˜k and function L˜k for funding
Bradley–Mangasarian approximation and skeletons, respectively. We construct functions C˜k
using norms || · ||1 and ||·||2. We consider L˜k with respect to norms ||·||2 and ||·||∞. (Note
(||·||∞)∗ = ||·||1.) For the minimization, we use the numerical method for global optimization
that was described in ref. [2]. This is a hybrid between local discrete gradient method and
global simulation annealing method.
Table 2 shows the centers for credit screening data base with map size 5 × 5, with different
norms and various number of clusters. Table 3 shows straight lines that are either skeletons or
Table 3. Approximation by straight lines.
Norm Type of approximation Number of lines Equations of lines
∞ Skeleton 1 −0.75x1 + 0.24x2 = −20.23
2 x1 = 0
0.63x1 + 0.37x2 = −2.11
3 0.36x1 + 0.64x2 = −1.54
0.97x1 + 0.03x2 = −0.10
0.40x1 − 0.60x2 = 1.45
2 Skeleton 1 0.10x1 + 0.0003x2 = −0.0003
2 0.10x1 + 0.02x2 = −0.05
0.77x1 + 0.64x2 = −3.34
3 0.10x1 + 0.07x2 = −1.21
0.10x1 + 0.002x2 = −0.006
0.88x1 + 0.47x2 = −3.55
Bradley–Mangasarian approximation 1 0.97x1 + 0.23x2 = −1.18
2 0.81x1 + 0.60x2 = −3.27
0.99x1 + 0.12x2 = −0.42
3 0.76x1 − 0.64x2 = −2.06
0.10x1 − 0.07x2 = 0.05
−0.84x1 + 0.54x2 = 0.28
carry out Bradley–Mangasarian approximation. These tables demonstrate that the clustering
significantly depends on the choice of norm. The question which norm is more appropriate
is open. It is interesting to find some classes of datasets for which ||·||1 is more preferable
than ||·||2 and vice versa. We can also conclude that centers of clusters are displaced in the
direction of heaviest points. Straight lines that are used for description of clusters are also
displaced in this direction. Skeletons and Bradley–Mangasarian approximations are presented
in figures 5 and 6 respectively.
Figure 5. Skeletons.
Figure 6. Bradley–Mangasarian approximations.
8. Conclusions
1. In this paper, we introduce the notion of a dataset with weights and demonstrate that such
a dataset can appear as the result of approximation of a large-scale dataset and as the result
of a quantization by a SOM.
2. We suggest to use the minimization of a generalized cluster function for the search of
ball-shaped clusters in datasets with weights.
3. We discuss possible application of hyperplanes for the search of clusters in datasets with
weights. We consider the notion of a Bradley–Mangasarian approximation and the notion
of a skeleton and compare them. We present the necessary conditions for the Bradley–
Mangasarian approximation of the first order and for the 1-skeleton. Using these conditions,
we demonstrate that these two kinds approximation often lead to quite different results.
4. We show that an approximation of a large-scale dataset A by means of a small dataset
B with weights leads to the uniform approximation of the cluster function for A by the
generalized cluster function for B. The similar result holds for functions that serve for the
search of skeletons.
5. We provide an example that show that approximation of a dataset with weights given by
either centres of clusters or by collections of hyperplanes heavily depends on the choice
of norm. The determining norm which is good for clustering of a given dataset is an open
question.
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