Abstract. In this paper, we generalize several results about the ∂-complex on the SegalBargmann space of C n to weighted Bergman spaces on Hermitian manifolds. We also study in detail the ∂-complex on the unit ball with the complex hyperbolic metric and a non-Kähler metric. The former case turns out to have duality properties similar to the Segal-Bargmann space while the later exhibits a different behavior. We apply these results to solve the ∂-equation on the Bergman spaces in the unit ball of C n with the "exponential" and "standard" weights.
Introduction
In a recent paper [9] , the author studies the ∂-complex on the Segal-Bargmann spaces of (p, 0)-forms It is well-known that the forms with polynomial coefficients are dense in the Segal-Bargmann space and hence ∂ is a densely defined operator on A 2 (p,0) (C n , e −|z| 2 ). Furthermore, it is proved in [9] that the associated complex Laplacian is an unbounded self-adjoint operator acting on A 2 (p,0) (C n , e −|z| 2 ) which has a bounded and compact inverse N p . This exposes a difference between the ∂-complex and the well-known∂-complex on the weighted L 2 space with the same weight function.
The inspiration for [9] comes from quantum mechanics, where the annihilation operator a j can be represented by the differentiation with respect to z j on A 2 (C n , e −|z| 2 ) and its adjoint, the creation operator a * j , by the multiplication by z j , both operators being unbounded densely defined (see [4] ). One can show that A 2 (C n , e −|z| 2 ) with this action of the a j and a * j is an irreducible representation M of the Heisenberg group, by the Stone-von Neumann theorem it is the only one up to unitary equivalence. Physically M can be thought of as the Hilbert space of a harmonic oscillator with n degrees of freedom and Hamiltonian operator
Laplacian on generalized Segal-Bargmann spaces is a densely defined self-adjoint operator. Under these conditions, we study the coercivity of and its inverse, and the Neumann operators N . We also study two models on the unit ball B := {z ∈ C n : |z| 2 < 1} with the complex hyperbolic metric and a (conformally Kähler) non-Kähler (when n 2) metric. These models have close relations with the so-called Bergman spaces with "exponential" and "standard" weights.
The ∂-operators on weighted Bergman spaces
In this section, we study some general properties of the ∂-complex on the Bergman spaces on Hermitian manifolds. For the reader's convenience, we recall here some basic facts and fix some notations. For general references regarding Hermitian manifolds and the ∂-complex, we refer to [11, 1] and [8] , respectively.
Let (M, h) be a Hermitian manifold. In holomorphic coordinates z 1 , . . . , z n , the metric h has the form
1)
where h jk is a positive definite Hermitian matrix with smooth coefficients. This metric induces a volume element which we denoted by dvol h . If ψ is a weight function on M , then the Hilbert space of L 2 integrable functions with respect to the measure dµ := e −ψ dvol h is defined by
2)
The weighted Bergman space with weight ψ is defined to be
Here, O (M ) denotes the space of holomorphic functions on M . Under a suitable condition on ψ, the Bergman space A 2 (M, e −ψ dvol h ) is a closed subspace of L 2 (M, e −ψ dvol h ) and thus it is a Hilbert space (although it can be trivial, finite, or infinite dimensional.) The Hermitian metric h induces a metric on tensors of every degree. For example, if in local coordinates u = u j dz j and v = v j dz j are (1, 0)-forms, then
where h jk is the transpose of the inverse matrix of h jk . We define the weighted spaces of (p, 0)-forms
with inner product
with holomorphic coefficients u J and with summation over increasing multiindices. Observe that this notion does not depend on the chosen coordinates (cf. [9] ) and hence is well-defined on complex manifolds. We define the Bergman space of (p, 0)-forms to be
For smooth forms, the ∂-operator is defined in local coordinates by
Thus, if u is holomorphic, then so is ∂u.
, it is not necessary that the (p + 1, 0)-form ∂u is in A 2 (p+1,0) (M, h, e −ψ ). Therefore, we introduce the subspace
Clearly, dom(∂ p ) also depends on both the metric h and the weight function ψ. The interesting situation is when dom(∂ p ) is dense in A 2 (p,0) (M, h, e −ψ ), for each p. In this case, ∂ is a densely defined (bounded or unbounded) operator:
and the powerful theory of unbounded operators applies. Although for general Hermitian manifolds, it is difficult to determine when dom(∂ p ) restricted to the weighted Bergman space is dense, this is the case in many interesting situations.
Example 2.1. Let M = C n and suppose that h is the standard Euclidean metric and ψ : C n → R is convex as a function of 2n real variables (e.g., ψ(z) = |z| 2 satisfies this convexity assumption). By a result of B.A. Taylor [15] , the polynomials are dense in A 2 (C n , e −ψ dλ), provided that A 2 (C n , e −ψ dλ) contains the polynomials. More generally, (p, 0)-forms with polynomial coefficients are dense in A 2 (p,0) (C n , e −ψ dλ). In this case, since the ∂-operator sends (p, 0)-forms with polynomial coefficients to (p + 1, 0)-forms with polynomials coefficients, ∂ is densely defined on A 2 (p,0) (C n , e −ψ dλ). The case ψ(z) = |z| 2 corresponds to the Segal-Bargmann space and has been treated thoroughly in [9] . Similarly, if for some ψ all the exponentials are dense in A 2 (C n , e −ψ dλ), then dom(∂) is also dense in A 2 (C n , e −ψ dλ).
In the next two propositions, we establish the relation between the ∂-operators on the weighted Bergman spaces and on the weighted L 2 spaces. We denote by D p the maximal extension (in the sense of distributions) of the ∂-operator acting on L 2 (p,0) (M, h, e −ψ dvol h ).
Proposition 2.2. Let (M, h, ψ) be as above. Then for each p 0, it holds that
, then u has holomorphic coefficients and ∂u
, as desired. Conversely, if u belongs to the right hand side of (2.11), then u has holomorphic coefficients and |∂u| h is L 2 -integrable with respect to dµ. This clearly implies u ∈ dom(∂). The proof is complete. 
Suppose that dom(∂) is dense in
h, e −ψ ) and hence the Hilbert space adjoint D * of D is well-defined. Assume that g ∈ dom(D * ), then f → (∂f, g) h,ψ is continuous on dom(D) and hence on dom(∂) since dom(∂) ⊂ dom(D). Thus, we obtain
It is natural to ask when is the left hand side of (2.12) dense in the right hand side? Suppose that v is a (p + 1, 0)-form in dom(∂ * ); in particular, v has holomorphic coefficients.
, where P h,ψ is the Bergman orthogonal projection
which is well-defined under the admissibility condition in the sense of [14] (the map is a priori continuous on the subspace dom(D) ∩ A 2 (M, h, e −ψ )).
. Then the operators ∂ and ∂ * are closed operators.
Proof. By the general theory for closed unbounded operators (see, e.g., [8, Lemma 4 .5]), we only need to prove the statement for ∂. Suppose that {u j } j is a sequence in A 2 (p,0) (M, h, e −ψ ) that converges to u in L 2 -topology and suppose that ∂u j converges to v also in L 2 -topology. Since dµ is a positive measure with smooth positive density with respect to the Lebesgue measure in any local coordinate patch U , it is "admissible" in the sense of [14] . Thus, the coefficients of u j converge to those of u uniformly on compact sets of U and hence ∂u = v. Since v ∈ A 2 (p+1,0) (M, h, e −ψ ) by assumption, we obtain that u ∈ dom(∂). The proof is complete.
14) We point out that (2.16) is an extension of equation (3. 3) in [9] in which (2.14) was verified using the Green-Gauß theorem. We shall improve this result in Proposition 2.6.
If (M, h) is a Hermitian manifold, then there exists a canonical linear connection on M , the Chern connection of h, which parallelizes both the metric h and the complex structure of the underlying manifold (see, e.g., [11, 6] ). In local coordinates z 1 , . . . , z n , the nonvanishing Christoffel symbols for the Chern connection are
The covariant derivatives can be explicitly expressed in local coordinates. For examples, if in local coordinate u = u k dz k is a (1, 0)-form, then
Note that in the second equation, the Christoffel symbols of "mixed type" vanish and hence the covariant derivative of (1, 0)-forms along (0, 1)-direction reduces essentially to the partial derivatives of its components. For a general Hermitian metric, the torsion tensor may be nontrivial; we define the torsion
The torsion (1, 0)-form is then obtained by taking the trace:
In local coordinates, the volume element is given by dvol h = det(h jl ) dλ, where dλ is the Lebesgue measure in that coordinate patch. Thus, if ψ is an weight function, then we can write (locally) dµ = e −ψ dvol = e −ϕ dλ, with
Therefore, since Γīkī = ∂k log det(h jl ) (see, e.g., [11, p. 111 ], but mind that the Kählerian condition is not assumed here), we obtain
Suppose that u = u j dz j is a smooth (1, 0)-form and v is compactly supported function. We assume that v has support contained in a coordinate patch (U, z). Then
where
Plugging this into (2.24), we obtain the integration-by-part formula:
For the case of general compactly supported v, we can use the partition of unity to reduce to the case above; we omit the details. Thus, if additionally (M, h) is a complete manifold (so that the Andreotti-Vesentini density lemma applies) and u ∈ dom(D * ), then we have a local expression for D * u as follows (see, e.g., [6, (6.20) ] or [2] ):
We shall derive a similar formula for the adjoint ∂ * on dom(∂ * ). It turns out that, similar to the Segal-Bargmann case [9] , the adjoint ∂ * is closely related to the Bergman projection (2.13), which is nonlocal. Proposition 2.6. Let (M, h) be a complete Hermitian manifold and e −ψ a smooth weight
, then u belongs to dom(D * ) and hence u ∈ dom(∂ * ). Moreover,
where τ = τ j dz j is the torsion (1, 0)-form.
Remark 1. This proposition implies that if |∂ψ − τ | h is bounded, then ∂ * is a bounded operator. Example 4.4 exhibits a situation with finite dimensional generalized Bergman spaces so that ∂ and ∂ * are bounded operators and |∂ψ − τ | h is bounded. For the SegalBargmann model (cf. [9] ), |∂ψ − τ | h = z j dz j is unbounded and so are ∂ and ∂ * . See also Section 5 where we exhibit two unbounded examples. Compared to the local expression (2.27), the formula for ∂ * in (2.28) is global as it involves the Bergman projection.
Proof of Proposition 2.6. We shall use the usual cut-off procedure on complete Riemannian manifolds (see, e.g., [13, pp. 48] ). For a fixed point p 0 ∈ M , the distance function d(·, p 0 ) is Lipschitz on M . Let ρ(x) be a smoothing of d(x, x 0 ) and choose a function χ : R → R such that χ (−∞,1) ≡ 1 and supp χ ⊂ (−∞, 2]. Put
Then χ R has compact support and |∂χ R | c/R for some c > 0.
Using integration by parts (2.26)
Here we use ∂ku j = 0 since u is holomorphic.
Observe that the first integral tends to 0 as R → ∞. Indeed,
, then the limit on the right hand side is
since v is holomorphic. Therefore, u ∈ dom(∂ * ) and
The proof is complete.
In view of this result, we call δu := P h,ψ ( u, ∂ψ − τ h ) the formal adjoint of ∂, whenever the right hand side is defined.
Example 2.7 (cf. [9] ). Let M = C n with the standard Euclidean metric and
Next, we give a condition under which ∂ * agrees with D * for u ∈ dom(D * ) having holomorphic coefficients. To this end, the following notion is crucial for us: Definition 2.8. Suppose that ξ = ξ j ∂ j is a (1, 0)-vector field expressed in a local coordinate patch U . We say that ξ is holomorphic if each coefficient ξ j is holomorphic in U .
The notion of a holomorphic (1, 0)-vector field does not depend on the choice of coordinate. For a (0, 1) form w = wk dz k , the "musical operator" ♯ acts on w and produces an (1, 0) vector field w ♯ := h kj wj ∂ k . If u and v are (1, 0) forms, then u, v h = (u, v ♯ ) where the right hand side is the dual pairing between vectors and covectors. Thus, if u ∈ A 2 (1,0) (M, h, e −ψ ) and v ♯ is a holomorphic vector field, then u, v h is a holomorphic function. Thus, we obtain the following Corollary 2.9. Suppose that ∂ is densely defined in the weighted Bergman space and (∂ψ − τ ) ♯ is a holomorphic vector field, then for each
and thus u ∈ dom(∂ * ).
On the other hand, (∂ψ −τ ) ♯ is the (1, 0)-vector field expressed in local coordinates by
The holomorphicity to (∂ψ −τ ) ♯ means that for each j, h jk (ψk − τk) is holomorphic. Thus, by (2.28),
Remark 2. It is worth pointing out that the condition on the holomorphicity of (∂ψ −τ ) ♯ as in Corollary 2.9 also plays an important role in several (similar, but not directly related) problems in the literature, especially for the Kähler case. For examples, the condition is necessary and sufficient for the weighted Hodge Laplacian with weight dµ := e −ψ dvol on Kähler manifolds to preserve the type of forms (i.e., to send (p, q)-forms into (p, q)-forms, see, e.g., [12] ). It is also necessary and sufficient for the weighted Dirichlet forms d * ψ df corresponding to the same weight to be of the form Zf for some holomorphic (1, 0)-vector field Z (see, e.g., [7] for more details).
In the rest of this section, we describe the formula for ∂ * on (p, 0)-forms with p 2. To illustrate the calculations, we start with p = 2. For v ∈ A 2 (2,0) (B, h, dµ) and write
where v jk = −v kj are holomorphic. If u = u j dz j , we have
Moreover, since v pq = −v qp , we find that
Assuming (M, h) is complete, we use an usual cut-off function technique as in the proof of Proposition 2.6 and apply the integration by parts without boundary terms. The calculations can be done in a local coordinate patch as follows:
Expanding the right hand side in local coordinates using (2.23) and (2.25), we obtain
Here, P h,ψ is the orthogonal projection from L 2 (2,0) (M, h, e −ψ ) onto A 2 (2,0) (M, h, e −ψ ).
Observe that the participation of the torsion is rather involved in the case p = 2. For general p 2, we follow [6] , which is somewhat implicit. Precisely, if η ∈ A 2 (p,0) (M, h, e −ψ ) is written as η = 1 p! |I|=p η I dz I , we define, for p 1,
by [6, (6.9) ]
and, for p 2, the "adjoint"
, then by [6] , and the fact that η is holomorphic,
More generally, if η ∈ A 2 (p,0) such that the right hand side of (2.45) belongs to L 2 , then η belongs to dom(D * ) and hence in dom(∂ * ). Moreover, 
. One can state a version of this corollary for general Hermitian non-Kähler manifold. However, when p > 1, the hypothesis is more technical due to the presence of the term T ♯ in (2.46) above.
The complex Laplacian and the basic estimate
In this section, we study the complex Laplacian associated to the ∂-operator restricted to the Bergman spaces. Let (M, h) be a Hermitian manifold and e −ψ is a weight on M . Suppose that dom(∂) is dense in A 2 (p,0) (M, h, e −ψ ) and A 2 (p−1,0) (M, h, e −ψ ). Then the Laplacian
is well-defined (for p = 0, we define 0 = ∂ * ∂). This operator was studied earlier in [9] for the case M = C n , h is the Euclidean metric, and ψ = |z| 2 . Under the density assumption, acts as an (bounded or unbounded) self-adjoint operator on the Bergman space A 2 (p,0) (M, h, e −ψ ). We point out that since the compactly supported forms can not have holomorphic coefficients, they are not useful for several problems considered here such as the density of dom(∂). In particular, it is a nontrivial question whether ∂ is densely defined on the weighted Bergman spaces. Fortunately, in several interesting cases when M is an open subset of C n , we can use (p, 0)-forms with polynomial coefficients as a substitute to prove that ∂ is densely defined. Definition 3.1 (Basic estimate). Let (M, h, ψ) be a Hermitian manifold with smooth weight e −ψ such that the ∂-operator is densely defined in A 2 (p,0) (M, h, e −ψ ). We say that the ∂-complex satisfy the basic estimate on holomorphic (p, 0)-forms if for each u ∈ dom(∂ p ) ∩ dom(∂ * p ), we have ∂u
for some constant c > 0.
Similarly to the L 2 -theory for the∂-complex, the basic estimate (3.2) implies various useful properties for the complex Laplacian (cf. Chapter 8 of [8] ).
In the following, we describe a simple situation in which the basic estimate for ∂-complex holds. For this purpose, we first let Θ be the Chern-Ricci form of h, i.e., Θ = −i∂∂ log det(h jk ) in local coordinate system (see [11] ). For a (1, 0)-form u = u j dz j , we define
The following version of the well-known basic identity generalizes [9, Theorem 3.2] and has a similar form to [2, Proposition 5.2], cf. [6] . As in the L 2 -theory of the∂, this identity can be used to proved the basic estimate in several situations.
Proposition 3.2 (Basic identity). Let (M, h) be a complete Hermitian manifold. Suppose that dom(∂) is dense in
Proof. By Proposition 2.6, u ∈ dom(D * ) and D * u = u, ∂ψ − τ h . Thus,
Consequently, 6) and therefore, (3.4) follows immediately from the well-known identity for the∂-complex (see, e.g., [2] or [6] ).
If (M, h)
is not a complete manifold but a relatively compact domain in a complex manifold with smooth boundary, we can still formulate a similar basic identity with boundary term. We shall not use such an identity and hence omit the details.
Next, we define the torsion (1, 1) form as follows (cf. [2] ).
Observe that iT • T , u ∧ u h = |T u| 2 .
Corollary 3.3. Let (M, h) be a complete Hermitian manifold and e −ψ a smooth weight on M . Suppose that the following conditions hold.
(1,0) (M, h, e −ψ ) and (∂ψ −τ ) ♯ is holomorphic,
Proof. If (∂ψ −τ ) ♯ is holomorphic, then u, ∂ψ − τ is holomorphic. Thus,
The basic identity reduces to
From this, we can argue similarly to [2] to obtain (3.9). We omit the details.
We conclude this section by pointing out that although the basic identity is very useful to establish the basic estimate for the Laplacian associated to a∂-complex, the condition (3.8) in Corollary 3.3 seems to be rather strong (compared to the situation for L 2 -complex) for the ∂-complex in Bergman spaces since we only require (3.2) to hold for holomorphic (p, 0)-forms. In Section 5, we shall meet two situations in which (3.8) either fails or holds with a non-optimal constant.
The ∂-Neumann operator on weighted Bergman spaces
In this section, we assume that for our ∂-complex, the basic estimate (3.2) holds. Corollary 3.3 in the last section provides a concrete condition for this to be true, however, there are several situations in which the basic estimate can be proved directly (see Section 5) . In these situations, it is natural to study the bounded inverse N := −1 . More precisely, Proposition 4.1. Suppose that dom(∂ p ) is dense in A (p,0) (M, h, e −ψ ) for p = 0, 1 and suppose that the basic estimate (3.2) holds. Then ∂ and ∂ * have closed ranges. If we endow dom(∂) ∩ dom(∂ * ) with the graph norm
then the subspace dom(∂) ∩ dom(∂ * ) becomes a Hilbert space.
Proof. As usual ker ∂ = (im ∂ * ) ⊥ . Therefore,
If u ∈ ker ∂ ∩ ker ∂ * , we have by (3.2) that u = 0. Hence
If u ∈ dom(∂) ∩ (ker ∂) ⊥ , then u ∈ ker ∂ * , and (3.2) also implies
To conclude the proof, we can use general results of unbounded operators on Hilbert spaces (see for instance [8, Chapter 4] ) to show that im ∂ and im ∂ * are closed. The last assertion follows again by (3.2). 
for p = 0, 1 and suppose that the basic estimate (3.2) holds. Let η ∈ A 2 (1,0) (M, h, e −ψ ) with ∂η = 0. Then u 0 := ∂ * N 1 η is the canonical solution of ∂u = η, this means ∂u 0 = η and u 0 ∈ (ker ∂) ⊥ . Moreover,
Example 4.4. Consider the complex plane C and a radial weight function ψ(|z| 2 ), where ψ(t) is a real-valued function of one real variable. Suppose that ψ ′ > 0 and put
Clearly, (∂ψ) ♯ = z∂ z is a holomorphic vector field. The special case ψ(t) = t leads to the case of Segal-Bargmann space and was studied thoroughly in [9] . For a constant α 2, we put ψ(z) = α log(1 + |z| 2 ) and consider the complete metric
(This metric is often referred to as Hamilton's cigar soliton in the literature). Put
where dλ is the standard Lebesgue measure. The Bergman space A 2 (C, e −ψ dvol h ) is the finite dimensional space of polynomials of degree α − 1. If u(z) ∈ A 2 (C, e −ψ dvol h ), i.e., u(z) is a polynomial of degree k α − 1, then
Since u ′ (z) is of degree k − 1, we can easily see that then ∂u ∈ A 2 (1,0) (C, h, e −ψ ). That is, ∂ maps A 2 (C, h, e −ψ ) into A 2 (1,0) (C, h, e −ψ ). This is an operator between finite dimensional Hilbert spaces and hence bounded. Notice that |∂ψ| h = α|z|/ 1 + |z| 2 is also bounded (cf. Proposition 2.6).
Let D be the ∂-operator on the weighted L 2 spaces, then
Therefore, the weighted Bergman space adjoint is a "multiplication" operator:
where u is a holomorphic polynomial of degree α − 2. The formula for is rather simple. Indeed, for a polynomial f ∈ A 2 (C, h, e −ψ ), one has
Clearly, ker 0 is the constants. Moreover, α, 2α, . . . , (⌊α⌋ − 1)α are the eigenvalues with corresponding eigenvectors z, z 2 , . . . , z ⌊α⌋−1 , respectively.
For a holomorphic (1, 0)-form udz, one has
Thus, ker 1 = {0}. Moreover, the eigenvalues are αk for k = 1, . . . , ⌊α⌋ − 1. The basic identity gives 1 (α + 1)/2, as quadratic forms, but in fact we have a stronger inequality 1 α. Observe that 1 , expected to be of second order, is actually of first order when restricted to holomorphic forms.
Weighted Bergman spaces on the unit ball of C n
In this section, we shall compute the spectra of for two (Kählerian and non-Kählerian) models on the unit ball B of C n . As in [9] , we shall use the following result.
Lemma 5.1 (see Lemma 1.2.2 of [3] ). Let A be a symmetric operator on a Hilbert space H with domain dom(A) and suppose that {x k } k is a complete orthonormal system in H. If each x k lies in dom(A) and there exists λ k ∈ R such that Ax k = λ k x k for every k ∈ N, then A is essentially self-adjoint and the spectrum of A is the closure in R of the set of all λ k .
5.1.
The complex hyperbolic metric. We study in detail the ∂-complex on the weighted Bergman space on the complex hyperbolic space with an appropriate weight. The weight ψ is chosen such that the vector field (∂ψ −τ ) ♯ is holomorphic (in fact, τ = 0 in this case). Precisely, consider the unit ball B ⊂ C n endowed with the Bergman-Kähler metric:
Here, |z| 2 := n j=1 |z j | 2 . Let the weight function be
so that
It turns out that this Bergman space with the so-called "exponential weight" has duality properties similar to the Segal-Bargmann space, so it can be seen as a version of the SegalBargmann space on a bounded domain. We will show that the adjoint of the densely defined unbounded operator ∂ is the operator multiplication by αz. But in this case we have to take care of the Hermitian metric on B and of the fact that ∂ maps
. Since the weight is radial, the polynomials are dense in Bergman space A 2 (p,0) (B, h, ψ) (see [10] or the proof of Proposition 2.6 in [16] for the case p = 0 with "standard" weight; the case of general radial weights and p 1 follows easily). Moreover, the monomials z J 's (each J is a multiindex) are orthogonal in A 2 (B, dµ). For each k, put
Then by the density of the polynomials, an orthonormal basis for A 2 (B, dµ) can be taken as
where J is a multi-index.
Observe that
Hence, the holomorphic (1, 0)-forms with polynomial coefficients are in L 2 (1,0) (B, h, e −ψ ). We also compute, 8) and find that (sum over k)
Thus, if u j 's are holomorphic polynomials, then u, ∂ψ h is a holomorphic polynomial and hence u ∈ dom(∂ * ). Moreover, by Proposition 2.6
Since the restrictions of polynomials are dense in L 2 (B, h, e −ψ ), formula (5.11) for ∂ * holds for every u ∈ dom(∂ * ). Using Taylor series expansion (in sake of simplicity we take n = 1) we can directly verify that for f ∈ dom(∂) and g dz ∈ dom(∂ * ). We have
and
Now we obtain
On the other hand,
In order to prove (5.12) we have to show that
(5.18)
Using partial integration we get
Thus, (5.17) and (5.12) follow. We indicate that ∂ :
is an unbounded operator. It suffices to consider the one-dimensional case (i.e., n = 1).
Take
where h k = α k , by (5.17), which implies that ∂ * (g dz) / ∈ A 2 (B, h, dµ), as desired.
Remark 3. Since ∂ is unbounded, |∂ψ| h must be unbounded by Proposition 2.6. One can also see this by direct calculation:
Next, we compute 1 for general n. For this, we let v ∈ A 2 (2,0) (B, h, dµ) and write
where v jk = −v kj are holomorphic. By (2.42) and (5.9),
Thus,
On the other hand, since
we have
Consequently,
This is similar to the formula for 1 on the Segal-Bargmann space given in [9, Eq. (2.5)]. Thus, we have Proposition 5.2. Let α > 0. Then 1 has a bounded inverse N 1 , which is a compact operator on A 2 (1,0) (B, h, e −ψ ) with spectrum {αk : k ∈ N}, where each eigenvalue αk has multiplicity n n+k−2 n−1 . In addition we have
(1,0) (B, h, e −ψ ) with ∂η = 0, then f := ∂ * N 1 η is the canonical solution of ∂f = η, this means ∂f = η and f ∈ (ker ∂) ⊥ . Moreover,
Proof. The proof is similar to that of [9, Theorem 4.8] and uses Theorem 4.3. Indeed, the coercivity of 1 follows directly from the fact that its spectrum consists of the the point eigenvalues αk, k = 1, 2, . . . , each with finite multiplicity. Thus, 1 has a bounded inverse N 1 . Since η ∈ ker(∂ 0 ) ⊂ A 2 (1,0) (B, h, ψ), we can define f = ∂ * N 1 η. Standard arguments implies that f is orthogonal to A 2 (B, (1 − |z| 2 ) −n−α ) and ∂f = η. Moreover,
and hence (5.30) follows. The proof is complete. The operator 1 is has an bounded inverse. We point out that Theorem 4.3 only gives a weaker estimate under a stronger assumption α > 2. This is also the case in higher dimension. To see this, we compute the Ricci form Θ = −i∂∂ log det(h jk ) = −(n + 1)ω h , here ω h = ih jk dz j ∧ dz k is the Kähler form. Therefore, for ǫ > 0 and γ := n + 1 + ǫ,
Thus, i∂∂ψ + Θ ǫ ω h on B if and only if α B or ǫ α − n − 1. However, we can only deduce from Corollary 3.3 the basic estimate (3.2) with constant c = α − n − 1 which is much smaller than the lowest eigenvalue λ 1 = α of 1 .
5.2.
A non-Kählerian metric. We give an example of a space of holomorphic functions on the unit ball in C n endowed with a non-Kählerian metric (for n 2) such that the (1, 0)-vector field (∂ψ − τ ) ♯ is holomorphic and the formal adjoint of D sends (2, 0)-forms with holomorphic coefficients to (1, 0)-forms with holomorphic coefficients. These facts allow us to obtain an explicit formula for the complex Laplacian 1 .
To construct this example, we first compute in the case n = 2 the (1, 0)-vector field ξ := (∂ψ − τ ) ♯ in terms of the metric: the components of ξ are
This calculation suggests that, for the unit ball B 2 ⊂ C 2 , we choose h jk = δ jk (1 − |z| 2 ) −1 for z ∈ B 2 and ψ(z) = α log(1 − |z| 2 ), α ∈ R. An easy computation shows that
which means that this (1, 0)-vector field is holomorphic. For general dimension n 2, the same choices of h jk and ψ also work. Indeed, we can check that (1,0) (0) is spanned by dz 1 , dz 2 , . . . , dz n and 1 (dz k ) = γ dz k and hence γ is an eigenvalue for 1 . When m = 1, A 2 (1,0) (1) has dimension n 2 and is spanned by z j dz k , j, k = 1, . . . n; For example, if n = 2 then the matrix representation of 1 in the basis e 1 := z 1 dz 1 , e 2 := z 1 dz 2 , e 3 := z 2 dz 1 , and e 4 := z 2 dz 2 is     and the eigenvalues are 2(γ + 1) and 2γ, the later has multiplicity 3, and the matrix is diagonalizable. In the general case, by straightforward calculations, we obtain that the smallest eigenvalue of 1 on A 2 (1,0) (m) is (m + 1)γ while the largest one is smaller than γ + m(2+γ), as simple consequences of a theorem of Geršgorin [5] . Moreover, the corresponding matrix is diagonalizable by the self-adjointness of 1 . Thus, by Lemma 5.1, the spectrum of 1 consists of point eigenvalues which are those of the finite dimensional restrictions and each has finite multiplicity. Proposition 5.3. If γ := 1 − n − α > 0, then 1 is coercive and has bounded inverse N 1 , which is a compact operator on A 2
(1,0) (B n , h, ψ) with discrete spectrum. Consequently, for every η 1 , η 2 , . . . , η n ∈ A 2 γ (B) such that ∂η j /∂z k = ∂η k /∂z j for every pair j, k = 1, 2, . . . , n, there exists f ∈ A 2 γ (B) such that ∂f /∂z k = η k for every k = 1, 2, . . . , n, and The last inequality follows from the fact that the lowest eigenvalue of 1 is λ 1 = γ. The proof is complete.
We point out again that the usual basic identity as in Corollary 3.3 is not useful for the metric h jk = (1 − |z| 2 ) −1 δ jk as above for n 2. To see this, we compute, i∂∂ψ + Θ = i(n + α)∂∂ log(1 − |z| 2 ) (5.50) and
Consequently, for any µ > 1,
For this to be nonnegative at the origin, n + α + ǫ < 0. But near the boundary, the hermitian matrix in the bracket on the right-hand side is a rank-one perturbation of the negative constant multiple of the identity matrix and hence can not be nonnegative.
