This article presents two new kinds of artificial neural network (ANN) response surface methods (RSMs): the ANN RSM based on early stopping technique (ANNRSM-1), and the ANN RSM based on regularization theory (ANNRSM-2). The following improvements are made to the conventional ANN RSM (ANNRSM-0): 1) by monitoring the validation error during the training process, ANNRSM-1 determines the early stopping point and the training stopping point, and the weight vector at the early stopping point, which corresponds to the ANN model with the optimal generalization, is finally returned as the training result; 2) according to the regularization theory, ANNRSM-2 modifies the conventional training performance function by adding to it the sum of squares of the network weights, so the network weights are forced to have smaller values while the training error decreases. Tests show that the performance of ANN RSM becomes much better due to the above-mentioned improvements: first, ANNRSM-1 and ANNRSM-2 approximate to the limit state function (LSF) more accurately than ANNRSM-0; second, the estimated failure probabilities given by ANNRSM-1 and ANNRSM-2 have smaller errors than that obtained by ANNRSM-0; third, compared with ANNRSM-0, ANNRSM-1 and ANNRSM-2 require much fewer data samples to achieve stable failure probability results.
Introduction1
The research on polynomial regression response surface began in the 1980s. Though numerous studies have been made of its application to structural reliability analysis [1] [2] [3] [4] [5] [6] , there are still several difficulties in practices: 1) the polynomial regression response surface may produce large errors when approximating complexly shaped limit state function (LSF) [7] [8] ; 2) the definitions of error terms in polynomial regression conflict with deterministic simulation models [9] ; 3) the sample number required for generating the regression polynomial increases quickly with the input number [10] . To overcome these problems faced by polynomial regression response surface, some scholars presented artificial neural network (ANN) response surface methods (RSMs), in which the ANN was used to approximate the LSF. Papadrakakis, et al. [11] combined the importance sampling with ANN RSM to perform the reliability analysis of elastic-plastic structures; Lu, et al. [12] improved the sampling strategy and put forward ANN RSM based on properly-selected training samples; Elhewy, et al. [10] compared ANN RSM with that of polynomial and found that the former gave more accurate reliability results and required fewer sampling points.
To ensure the accuracy of the estimated failure probability, ANN response surface needs to accurately approximate the LSF in the parameter space [13] [14] . However, based on the empirical risk minimization
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No.1 (ERM) principle [15] , ANN cannot guarantee satisfactory prediction accuracy for the inputs outside the training set, especially for small-sized data sets. Therefore, in many cases the obtained ANN model produces large errors for unknown inputs. Such an inaccurate ANN model may lead to erroneous reliability results.
This article presents two new kinds of ANN RSMs, and they are the ANN RSMs being based on early stopping technique (ANNRSM-1) and regularization theory (ANNRSM-2) respectively. The two use different strategies, i.e. early stopping [16] and regularization [17] , to improve the accuracy of ANN for approximating the LSF. Experiments show that after the above-mentioned improvements the approximation error of ANN response surface greatly decreases, and the required sample number of data is reduced significantly.
Early Stopping Technique-based ANN RSM
In many cases the ANN response surface cannot accurately approximate the LSF, and the essence of this problem is that ANN's unsatisfactory generalization ability makes it unable to make full use of the information contained in training samples, so the LSF cannot be reconstructed efficiently. Adopting the research results in the field of machine learning are the fundamental way to solve the above-mentioned problem that can enhance neural network's generalization and then making modifications to conventional ANN RSM (ANNRSM-0). Presently there are two kinds of methods for improving the performance of ANN's generalization, i.e. applying early stopping technique and regularization theory.
Early stopping technique
Early stopping technique is derived from the following facts:
(1) In the training process, the ANN training error decreases monotonously as the number of iterative loop increases (see the fine curve in Fig.1 ).
(2) Choose some samples outside the training set and treat them as the validation data, then monitor the ANN validation error during the training process. It will be found that in the beginning the validation error also decreases as the number of iterative loop increases. However, after reaching a minimum (point A in Fig.1 ), it will increase as the number of iterative loop increases, as shown by the heavy curve in Fig.1 .
(3) The samples in the validation set are never used to update the network weights, so the validation error reflects the real generalization ability of ANN. After reaching the early stopping point (point A in Fig.1 ), the ANN validation error continues to increase with the decreasing training error, and this indicates the starting of overfitting [16, 18] . In short, during the initial phase ANN's generalization will become better and better with the advance of training process; however, after reaching an optimum it will continually get worse as the number of iterative loop increases.
Early stopping technique is a self-adaptive criterion for stopping training. During the training process it monitors the validation error to determine the early stopping point and the training stopping point. When the validation error continues increasing until a specified number of iterative loop is attained, the training is stopped, and returned to the weight vector with the minimum validation error (this weight vector corresponds with the ANN model with the optimal generalization). The processing flowchart shown in 
Analysis procedure of ANNRSM-1
Based on early stopping technique, the modifications are made to ANNRSM-0, and the following procedure is obtained:
(1) Analyze the problem to be solved, and define the LSF expression g(x), and the input variables and their value-taking ranges.
(2) Choose data samples uniformly in the parameter space defined by the value-taking ranges of input variables using experimental design methods, and separate the collected data samples into two different sets, i.e. the validation set and the training set (keep the ratio of their sample sizes being between 0.7 and 0.8).
(3) Train ANN with the BP algorithm. During the training process, the processing flowchart shown in Fig.2 is used to determine the early stopping point and the weight vector at that point is returned back, then the ANN response surface g (x) is obtained.
(4) Combine g (x) with Monte Carlo simulation (or other reliability analysis methods) and compute the failure probability. This is the proposed ANNRSM-1 which is based on early stopping technique.
Regularization Theory-based ANN RSM
Regularization theory
The regularization theory suggests that the values of ANN weights should be constrained to be as small as possible in the training process [17] [18] . If the network weights are forced to have smaller values, the ANN model will have no overfitting and then have better generalization performance. Therefore it will achieve good prediction accuracy for inputs outside the training set [19] . Preventing the weights from having large values is equivalent to constraining the nonsmoothness and complexity of ANN. Hence the regularization theory is in agreement with the structural risk minimization principle in essence.
The conventional performance function for ANN training is
where N is the sample number of training, e i the ANN's prediction error for the ith training sample, w = [w 1 w 2 … w W ] T the weight vector, and its length W is the total number of weights.
The regularization theory-based training performance function has a different expression contrast to Eq.(1):
where E W is the sum of squares of the weights, and are weight coefficients. Obviously, the training performance function expressed in Eq.(2) can force the network weights to have smaller values when the training error decreases. The values of and determine the emphases of ANN training: if , the training will focus on reducing the training error; if , the algorithm will emphasize the weight size reduction at the expense of larger training error. The optimal and should maximize likelihood function P (D| , , M) , where D represents the data set and M is the ANN model being used. P(D| , , M) can be expressed as [17] ( | , , ) ( | , ) ( | , , ) ( | , , , )
where P(D| , , M) is the likelihood function of w, and P(w| ,M) and P(w|D, , ,M) are the prior and posterior density functions of w respectively. Assuming that P(D|w, ,M) and P(w| ,M) are Gaussian functions, then we get 
The values of and can be estimated by taking the derivatives with respect to the log of both sides of Eq. (7) and setting them equal to zero. w MP is the minimum point of Eq. (2), and H is its Hessian matrix, i.e.
After adopting the regularization theory, the training performance function changes from Eq.(1) to Eq.(2), and hence it is necessary to make corresponding modification to the weight updating formula. The amended weight updating formula can be written as
J wJ w I J we w w (8) where is a positive scalar, I an identity matrix, e(w) the error vector on the training set, and J(w) Jacobian matrix.
Analysis procedure of ANNRSM-2
On the basis of the regularization theory, another improved version of ANNRSM-0 can be obtained, and it is ANNRSM-2 which is based on the regularization theory. Its analysis procedure is as follows:
(1) Analyze the problem to be solved, define the LSF expression g(x), and the input variables and their value-taking ranges.
(2) Choose data samples uniformly in the parameter space defined by the value-taking ranges of input variables using experimental design methods (Unlike ANNRSM-1, ANNRSM-2 needs no validation samples).
(3) Train ANN by taking Eq.(2) as the performance function and using Eq.(8) to update the weights. In the training process, and are estimated by maximizing Eq.(7). Then the ANN response surface g (x) can be obtained.
(4) Combine g (x) with Monte Carlo simulation (or other reliability analysis methods) and compute the failure probability.
Numerical Examples
Example 1
The LSF for the first example is defined as ). The exact P f (failure probability) obtained by Monte Carlo simulation is 0.009 607 [20] . Estimated LSFs of three methods (25 training sample) are shown in Fig.3. From Fig.3 , it can be seen that both ANNRSM-1 and ANNRSM-2 can give good approximation of LSF, whereas the ANNRSM-0 produces large error. The P f results of the three methods obtained by combining the estimated LSFs with Monte Carlo simulations are listed in Table 1 . The following remarks can be mentioned as: 1) ANNRSM-1 and ANNRSM-2 can obtain more accurate P f results than ANNRSM-0 does, since their estimated LSFs have higher approximation accuracy; 2) both early stopping technique and regularization theory can improve the generalization of ANN response surface. Taking into account the randomness of the initial weights, each of the three methods is run another 10 times respectively, and the estimated failure probabilities are shown in Fig.4 , where l is the number of ANN hidden neurons. For all runs the results of ANNRSM-1 and ANNRSM-2 show good agreement with the exact value, and this indicates that 25 training samples are sufficient for both of the two methods to approximate No.1
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· 29 · the LSF with reliable accuracy, and the initial weights have little effects on the accuracy of their response surfaces. The results of ANNRSM-0 are very unstable, since 25 training samples are not enough to guarantee the reproduction accuracy of its response surface. According to Ref. [13] , ANNRSM-0 needs at least 70 samples to achieve estimated P f that is stable and close to the exact solution.
In the above calculations, l is fixed at 6. When l=8, both ANNRSM-1 and ANNRSM-2 can still give stable and accurate failure probabilities. However, when l is increased to 12 and 16, the results shown in Fig.5 are obtained. ANNRSM-1 achieves satisfactory performance when l equals 6 or 8; however, it gives unstable P f results when l is larger than 12. By contrast, the P f results of ANNRSM-2 are quite close to the exact value in all four cases. The above facts indicate that the early stopping technique adopted by ANNRSM-1 has restrictions on the value of l, and will fall flat if the number of hidden neurons is beyond a certain limit. Nevertheless the regularization theory-based ANNR-SM-2 has no such kind of limitation. 
Example 2
The LSF for the second example is defined as
where x 1~N (10, 5 2 ), and x 2~N (9.9, 5
2 ). The exact P f obtained by Monte Carlo simulation is 0.005 63 [21] . Fig.6 shows the estimated LSFs given by three methods (40 training samples). The P f results are listed in Table 2 . Taking into account the randomness of initial weights, each method is run another 10 times, and the results are illustrated in Fig.7 . According to Cheng's experiments, ANNRSM-0 is unable to provide stable failure probabilities even when the training sample number is increased to 100 [13] . Hence the present example and the previous one support the same conclu-sion that compared with ANNRSM-0, ANNRSM-1 and ANNRSM-2 require much fewer data samples to achieve P f results that are both stable and accurate. 
Example 3
Fig .8 shows the finite element model of a compressor disk. The disk is made of titanium alloy, and its elasticity modulus E is regarded as a random variable. The uncertainties of r (radius of pressure-balancing hole) and R (radius of the circle where the center of pressure-balancing hole is located) are not negligible due to manufacture tolerance. The centrifugal load that the disk is subjected to depends on the rotating speed , so the uncertainty of also has significant effect on the structural reliability. The statistics of these random input variables are listed in Table 3 , and they all assume normal distribution. The LSF is defined as ( , , , ) [ ] ( , , , )
where [ ] is the allowable stress, and P (E, r, R, ) is the stress at node P (see Fig.8 ). The program for finite element computation is necessary to solve P (E, r, R, ), so Eq. (11) is an implicit LSF. ANN can be used to reproduce the implicit P (E, r, R, ). The predicted results of the three methods on the test set are illustrated in Fig.9 . The P f results of each method for different [ ] are listed in Table 4 . The exact solution is obtained from importance sampling (2 000 times of simulations). Fig.9 Predicted results of three methods for stress at node P (50 training samples). From Fig.9 and Table 4 it is known that compared with ANNRSM-0, ANNRSM-1 and ANNRSM-2 can more accurately approximate the implicit function P (E,r,R, ), and hence obtain the failure probabilities with smaller errors for different [ ] values.
Like the previous example, there is no significant difference between the qualities of ANNRSM-1 and ANNRSM-2 solutions, but for the sample number requirements the two are different. ANNRSM-2 needs no validation samples, and it can accurately reproduce P (E,r,R, ) through only 50 repetitions of finite element analysis. But validation data are necessary for ANNRSM-1 which is adopting early stopping technique, and hence it invokes the finite element program as many as 90 times (including 40 times for validation data). It is thus clear that if the samples are obtained from time consuming numerical simulation, ANNR-SM-1 will certainly be inferior to ANNRSM-2 in No.1
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Conclusions
The ERM principle-based ANN cannot guarantee satisfactory prediction accuracy for inputs outside the training set. However, to ensure the accuracy of the P f results, the ANN response surface needs to accurately approximate the LSF (or implicit unknown function) in the parameter space. To solve this problem, two new ANN RSMs are proposed in this article, and they are the ANN RSM based on early stopping technique (ANNRSM-1), and the ANN RSM based on regularization theory (ANNRSM-2). Experiments show that the estimated LSF given by ANNRSM-1 and ANNRSM-2 has higher approximation accuracy than that of the conventional ANN RSM (ANNRSM-0), so that they are able to provide failure probabilities with smaller errors; meanwhile, ANNRSM-1 and ANNRSM-2 require much fewer data samples than ANNRSM-0 to achieve stable P f results.
The contrastive research on the performances of ANNRSM-1 and ANNRSM-2 indicates that ANNRSM-2 is superior to ANNRSM-1 in the following two aspects: 1) ANNRSM-2 needs no validation data, and hence its demand for aggregate sample number is lower than that of ANNRSM-1; 2) ANNRSM-1 has restrictions on the value of l, the number of ANN hidden neurons, but ANNRSM-2 has no such limitation.
