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Sciences cognitives (SC) Traitement automatique
des langues (TAL)
Buts : Description du processus langagier humain
•mécanismes de production (du sens aux sons)
•mécanismes d’analsye et de compréhension (des sons au sens)
Réalisation d’outils
• similaires au comportement humain (IHM)
• utiles mais non humains (recherche sur Internet)
Modèles
• grammaires formelles, machines virtuelles (automates)
• logique de description et de raisonnement
• sémantique formelle et philosophie du langage
• grammaires régulières ou algébriques
• statistiques




• un phénomène biologique/psychologque individuel
• un ensemble fini de mécanismes décrivant l’infini potentiel des dires
(compétence)
• limité par les capacités de la mémoire à court terme (performance)
• un phénomène collectif
• un ensemble fini de productions langagières (copus)
Succès: description adéquate (prédiction) et explicative:
expression, compréhension, acquisition
fonctionalité:
couverture, efficacité, pertinence pour d’autres applications
Limites problème de passage à l’échelle résultats souvent inexploitables par d’autres applications
Intérêt : Leurs particularités peuvent être appliquées pour deux points :
1. la syntaxe des langues possède une structure plus riche que celle recon-
nue par les grammaires hors-contextes, donc l’utilisation de représenta-
tions linguistiques permet de représenter directement des analyses qui
ne pouvaient être atteinte que statistiquement.
2. les représentations cognitives peuvent permettre de décider localement
d’une meilleure solution.
Les applications du traitement automatique des langues ont deux
aspects :
1. un noyau génératif (une grammaire hors-contexte)
2. une suite d’outils spécifiques qui de manière stochastique
cherche une représentation optimale du lexique pour un petit
fragment de l’ensemble des productions.
Exemple d’architecture mixte TAL/SC
extraction automatique des paragraphes géographiquement pertinents dans un grand corpus régional
... et puis je me dirigerai vers le 
sud jusqu’à trouver le pic sur 
ma gauche...
Géo-localisation de l!itinéraire
trouver des textes traitant de cet itinéraire





•manque de communication TAL / SC
idée pour dépasser les limites actuelles:
utilisation raisonnée de modèles cognitifs linguistiques pour
• améliorer les applications
• tester les performances algorithmiques des modèles.
(cf. l’amélioration de la compression d’image par incorporation de structures
cognitives)
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