Abstract-We develop new abstractions for reasoning about three relaxations of differential privacy: Rényi differential privacy, zero-concentrated differential privacy, and truncated concentrated differential privacy, which express bounds on statistical divergences between two output probability distributions. In order to reason about such properties compositionally, we introduce approximate span-lifting, a novel construction extending the approximate relational lifting approaches previously developed for standard differential privacy to a more general class of divergences, and also to continuous distributions. As an application, we develop a program logic based on approximate span-liftings capable of proving relaxations of differential privacy and other statistical divergence properties.
I. INTRODUCTION
Differential privacy [1] is a strong, statistical notion of data privacy that has attracted the attention of theoreticians and practitioners alike. One reason for its success is that differential privacy can usually be proved compositionally, enabling easy construction of new private algorithms and making formal verification practical. By now, researchers have developed a wide variety of programming languages and program analysis tools to prove differential privacy [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] ( [10] provide a recent survey).
Seeking more refined composition properties, researchers have recently proposed new relaxations of differential privacy: Rényi differential privacy (RDP) [11] , zero-concentrated differential privacy (zCDP) [12] , and truncated concentrated differential privacy (tCDP) [13] . Roughly speaking, standard differential privacy requires a bound on the magnitude of a random variable measuring the privacy loss, while RDP, zCDP, and tCDP model finer bounds on the moments of this random variable. (Recall that the first moment of a random variable is its average value, and the second moment of a random variable is its variance.) These relaxations capture fine-grained aspects of the privacy loss, enabling more precise privacy analyses and allowing algorithms to add less random noise to achieve the same privacy level.
RDP, zCDP, and tCDP are all defined in terms of Rényi divergences [14] , distances on distributions originating from Work done while Tetsuya Sato was at the University at Buffalo, SUNY. This work was partially supported by the NSF under grant #1565365 and #1718220, and a Facebook TAV award. Katsumata was supported by JSPS KAKENHI (Grant-in-Aid for Scientific Research (C)) Grant Number JP15K00014 and JST ERATO HASUO Metamathematics for Systems Design Project (No. JP-MJER1603). information theory. Inspiring our work, Barthe and Olmedo previously developed abstractions for reasoning about a family of divergences called f -divergences as part of their work on the program logic f pRHL [15] , [16] . In particular, the semantic foundation of f pRHL is a 2-witness relational lifting for f -divergences, which tracks the f -divergence between related pairs of distributions. However, their framework is not sufficient to establish our target properties for two reasons. First, Rényi divergences are not f -divergences (for one differenc, f -divergences are jointly convex while Rényi divergences are only quasi-convex [17] ), moreover, zCDP and tCDP are supremums of Rényi divergences. As a result, these properties cannot be described in terms of f -divergences, nor captured in f pRHL. We develop new relational liftings supporting significantly more general divergences, allowing direct reasoning about RDP, zCDP, and tCDP.
Second, the 2-witness relational lifting approach has only been proposed for discrete distributions, while many algorithms satisfying relaxations of differential privacy-indeed, the motivating examples-sample from continuous distributions, such as the Gaussian distribution. Handling these distributions requires a careful treatment of measure theory. Previous work [18] has considered a different semantic model for standard differential privacy over continuous distributions using witness-free relational lifting, but it is not clear how to extend this model beyond differential privacy.
To overcome these challenges, we generalize 2-witness liftings in two directions. First, we replace the notion of fdivergence with a more general class of divergences, identifying the basic properties needed for compositional reasoning. Second, we generalize to continuous probability measures. The main challenge is establishing a sequential composition principle-the continuous case introduces measurability requirements for composition. Accordingly, we extend the structure of 2-witness liftings to a new notion called approximate span-liftings, which have the necessary data to ensure closure under sequential composition. Finally, we instantiate our general model with divergences for RDP, zCDP, and tCDP, establishing categorical properties needed to build approximate span-liftings. As an extended application, we develop a relational program logic that can verify differential privacy, RDP, zCDP, and tCDP within a single logic for programs using discrete or continuous sampling, and interpret the logic via approximate span-liftings.
After motivating the various relaxations of differential pri-vacy, summarizing the key technical challenges (Section II), and introducing mathematical preliminaries (Section III), we present our main contributions.
• We identify a general class of divergences supporting basic properties composition properties, and we show that our class can model RDP, zCDP and tCDP (Section IV).
• We extend 2-witness relational liftings to the continuous case by introducing a novel notion of approximate spanlifting. We show how to translate composition properties of specific divergences to their corresponding approximate span-liftings (Section V).
• We develop a program logic supporting four flavors of differential privacy-standard DP, RDP, zCDP, and tCDP-where programs may use both discrete and continuous random sampling, and show soundness (Section VI). We demonstrate our logic on three examples (Section VII). We survey related work (Section VIII) and then conclude with promising future directions (Section IX).
II. MOTIVATION AND TECHNICAL CHALLENGES
For simplicity, in this section we consider probability distributions that have associated density functions.
A. Differential Privacy and its Relaxations
A randomized algorithm is a measurable function A : X → Prob(Y ) from a set X of inputs to the set Prob(Y ) of probability distributions on a set Y of outputs.
Definition 2 (Rényi divergence [14] ). Let α > 1. The Rényi divergence of order α between two probability distributions µ 1 and µ 2 on a measurable space X is defined by:
Definition 5 (Truncated Concentrated Differential Privacy (tCDP) [13] ). A randomized algorithm A :
While these notions may appear cryptic at first sight, they can all be understood as bounds on the privacy loss of a randomized algorithm:
where x, x ′ are two inputs. Intuitively, the privacy loss measures how much information is revealed when the output of a private algorithm is seen to be y. While output values with a large privacy loss are highly revealing-they are far more likely to result from input x rather than a different input x ′ -if these outputs are only seen with very small probability, then their overall influence can be discounted. The different privacy definitions bound different aspects of the privacy loss random variable, when y is drawn from the output of the algorithm. The following table summarizes these bounds.
Privacy
Bound on privacy loss L
In particular, DP bounds the maximum value of the privacy loss, 1 (α, ·)-RDP bounds the α-moment, zCDP bounds all moments, and (·, ω)-tCDP bounds the moments up to some cutoff ω. Many conversions are known between these definitions; for instance, the relaxations RDP, zCDP, and tCDP are known to sit between (ε, 0) and (ε, δ)-differential privacy, up to some modification in the parameters. While this means that RDP, zCDP, and tCDP can sometimes be analyzed by reduction to standard differential privacy, converting between the different notions requires weakening the parameters and often the privacy analysis is simpler or more precise when working with RDP, zCDP, or tCDP directly. The interested reader can refer to the original papers [12] , [11] .
Two motivating examples fitting for these definitions are the Gaussian mechanism and Sinh Normal mechanism, which add noise according to the Gaussian distribution and the sinhnormal distribution respectively.
B. 2-witness liftings for f -divergences in the discrete case
Barthe and Olmedo [15] observed that standard differential privacy can be phrased in terms of a more general class of divergences, called f -divergences.
Definition 6.
A weight function is a convex function f : R ≥0 → R continuous at 0.
In particular, the f -divergence ∆ DP(ε) with weight function DP(ε)(t) = max(0, 1 − e ε t) models differential privacy [15] , [16] . For any randomized algorithm A : X → Prob(Y ) and adjacency relation Φ ⊆ X × X, we have the equivalence
To support their logic f pRHL, Barthe and Olmedo introduced a 2-witness relational lifting for f -divergences as a key abstraction to reason about f -divergence properties of probabilistic programs. This construction lifts a relation
Above, 
Second, 2-witness liftings satisfy various composition properties, enabling clean verification of probabilistic programs. However, this construction works only in the discrete case and the logic f pRHL cannot reason about programs that sample from continuous distributions, like the Gaussian distribution.
C. Challenge 1: Handling Richer Divergences
Much like how standard differential privacy can be viewed in terms of f -divergences, we would like to view RDP, zCDP, and tCDP as bounds on more general divergences. A natural candidate for Rényi differential privacy is Rényi divergence D α , as in its original definition. Indeed, we have:
However, the Rényi divergence D α (µ 1 ||µ 2 ) of order α is not an f -divergence, and so it does not fit in the 2-witness lifting framework. Likewise, zCDP [12] and tCDP [13] can be defined via uniform bounds on families of Rényi divergence:
letting us reformulate zCDP and tCDP as
These divergences are also not f -divergences. Furthermore, the RDP, zCDP and tCDP divergences may take negative values when applied to sub-probability distributions, which can arise from probabilistic computations that may not terminate with probability 1. Accordingly, we generalize the notion of divergence to go beyond f -divergences and also to handle sub-probability distributions. Starting from families of real valued functions from pairs of distributions, we introduce basic properties needed to give good composition properties for their corresponding liftings.
D. Challenge 2: 2-witness Liftings for the Continuous Case
In order to support natural examples for RDP, zCDP, and tCDP, we need a framework supporting continuous distributions, such as Gaussian, Laplace, and sinh-normal distributions. Unfortunately, extending 2-witness relational liftings to the continuous case presents further technical challenges related to composition. The relational lifting (−) ♯(DP(ε),δ) for standard differential privacy satisfies a sequential composition principle:
Here, we denote by R 1→ R 2 a relation-preserving map from R 1 to R 2 ; f ♯ and g ♯ are the Kleisli liftings of f and g with respect to the monad Dist of (discrete) subprobability distributions; this composition property gives 2-witness relational liftings a graded monad structure [21] , [22] . Since the 2-witness liftings are defined through the existence of witness distributions, for any
) . In the discrete case, these witnesses can be constructed in two steps:
. By applying the axiom of choice, we obtain a selection function
by composability of ∆ DP(ε) . The first step is problematic to extend to the continuous case because the witness-selecting functions l 1 and l 2 obtained by the axiom of choice may not be measurable-the Kleisli extensions l III. MATHEMATICAL PRELIMINARIES a) Measure Theory: We briefly review some definitions from measure theory; readers should consult a textbook for more details [23] . Given a set X, a σ-algebra on X is a collection Σ of subsets of X including the empty set, closed under complements, countable unions, and countable intersections; a measurable space X is a set |X| with a σ-algebra Σ X , called the measurable sets. A countable set X yields the discrete measurable space where all subsets are measurable:
Any subset S of measurable space X forms a subspace where the σ-algebra is given by Σ S = { A ∩ S | A ∈ Σ X }. Σ S is given as the coarsest one making the inclusion map S → X measurable. A measure on a measurable space is a map µ :
for any countable family of disjoint measurable sets X i . Measures with µ(X) = 1 are called probability measures, and measures with µ(X) ≤ 1 are called subprobability measures. For any pair of subprobability measures µ 1 on X and µ 2 on Y , the product measure µ 1 ⊗ µ 2 of µ 1 and µ 2 is the unique measure
. For any measurable space X and element x ∈ X, we write d x for the Dirac measure on X centered at x, defined as d x (A) = 1 if x ∈ A, and d x (A) = 0 otherwise. Measurable spaces and measurable functions form a category Meas; this category has all limits and colimits, and finite products distribute over finite coproducts. We denote by Fin the full subcategory of Meas consisting of all finite discrete spaces.
b) The Sub-Giry Monad: The sub-Giry monad G is the subprobabilistic variant of the Giry monad [24] . In brief, GX is the set of subprobability measures on X with suitable σ-algebra for any X ∈ Meas; functor action (Gf )(µ) = µ(f
The monad G is commutative strong with respect to binary products in Meas; the double
c) Graded Monads: A graded monad [21] , [22] is a monad refined by indices from a monoid. Let E = (E, ·, 1 E , ⪯) be a preordered monoid. An E-graded monad on a category C consists of
satisfying the following compatibility condition: for any
A typical way of constructing a graded monad is by refining a plain monad with indices. An E-graded lifting of a monad
The functor U erases the grading of T e , yielding the original monad T .
d) The Category of Spans on Measurable Spaces: To extend the relational lifting approach to the continuous setting, we work with the category of spans, whose objects generalize relations by taking arbitrary functions in place of projections.
Definition 8. The category Span(Meas) of spans in Meas consists of:
For simplicity, we often denote a Span(Meas)-object (X, Y, Φ, ρ 1 , ρ 2 ) by Φ. The category Span(Meas) has all limits, this gives us useful properties. First, the category has binary products:
We will frequently use two notions of pairing on functions. Let
As functions, ⟨f 1 , f 2 ⟩ takes a single input x and returns a pair (f 1 (x), f 2 (x)) while f 1 × f 2 take a pair of inputs (x, y) and returns (f 1 (x), f 2 (y)). The category Span(Meas) also has coproducts: 
in Span(Meas), where f × g| Φ is the restriction of f × g on Φ (we often write just f × g). These features are crucial to interpret probabilistic program logics (see Section VI).
IV. GENERAL STATISTICAL DIVERGENCES
Now that we have covered the preliminaries, our goal is to build a suitable graded monad on Span(Meas)-this will be our abstraction for relational reasoning about divergences.
We proceed in two stages. In this section, we introduce a general class of divergences, real-valued functions on two measures over the same space. Then, we identify important composition properties inspired from analogous properties of f -divergences [15] , [20] . We will leverage these properties to give a graded monad structure on Span(Meas) capturing these divergences in the next section.
Throughout, we write R for the set R ∪ {−∞, +∞} of extended reals. We regard both R and R ≥0 as partially ordered additive monoids. For the former one, the addition is extended by ∞ + (−∞) = −∞.
To describe composition of divergences, it is useful to work with indexed families of divergences; often, two divergences can be combined to give a new divergence with different indices. For instance, the notion of zCDP can be characterized by the family {∆ zCDP(ξ) } 0≤ξ introduced in Section II (Equation 6).
Note that the preorder on the grading is contravariant. We will regard a divergence ∆ as a singleton-graded family {∆}.
A. Basic Properties of Divergences
We use several properties of graded families of divergences.
). All functions are assumed to be measurable. These properties are inspired by properties from the literature on f -divergences and differential privacy. For instance, substitutivity generalizes the data-processing inequality for fdivergences [25, Chapter 2] , while functoriality is the special case where the data-processing function is deterministic. These two properties are also known in the privacy literature as resilience to post-processing [26, Proposition 2.1]. Composability corresponds to composition in differential privacy, which states that we can adaptively compose two differentially private mechanisms. Additivity corresponds to a composition where the second mechanism does not depend on the result of the first. Continuity generalizes continuity of f -divergences [25, Theorem 16] ; divergences of continuous distributions are approximated by divergences of discrete distributions.
Reflexivity and composability are key properties to give a structure of graded monad. Intuitively, reflexivity and composability of a graded family of divergences give unit and a (graded) Kleisli lifting respectively. We also need additivity to give a strength of the graded monad, allowing a lifting on real-valued distributions-often available from known results in probability theory-to be converted into a lifting on distributions over larger spaces (e.g., program memories). In some ways, composability is the most important property: reflexivity is usually immediate, and additivity is a consequence.
Theorem 1. An A-graded family ∆ is additive if it is continuous and composable.
Although these properties have been studied before in the discrete case, there are subtleties when passing to our continuous ones. For example, in the case of discrete distributions, additivity is an instance of composability [15, Proposition 4] . In the case of continuous distributions, this may no longer hold. However, one can recover additivity from composability by using continuity.
To prove composability, it is easier to establish two other properties of families of divergences first: approximability and finite-composability. 
finite-composable: if for any I, J ∈ Fin, f, g : I → GJ, and
The function m * n in the definition of the approximability of ∆ discretizes points in X to J n , and m n reconstructs points in X from J n . Finite-composability of ∆ means the composability of ∆ in the discrete case.
These properties allow us to extend composability of divergences in the discrete case, witnessed by finite-composability, to the continuous case. Finite-composability is often known for standard divergences, or can be established by direct calculations. If ∆ is approximable and continuous, finitecomposability implies composability.
Theorem 2. A continuous approximable A-graded family ∆ is composable if finite-composable. B. Basic Properties of f -divergences
To discuss basic properties of divergences for DP, RDP, zCDP, and tCDP, we begin with basic properties of fdivergences since DP can be formulated by a graded family ∆ DP = {∆ DP(ε) } 0≤ε of f -divergences, and Rényi divergences are logarithms of f -divergences. An f -divergence ∆ f of subprobability measures is defined in the same way as fdivergence of probability measures (4). The f -divergences are not necessarily positive for subprobability measures, though they are positive for proper probability measures. We can extend the continuity of f -divergences [20, Theorem 16] 
) .
As we have seen, DP can be formulated by the R ≥0 -graded family ∆ DP = {∆ DP(ε) } 0≤ε of f -divergences, while the Rényi divergences supporting RDP, zCDP, and tCDP are logarithms of f -divergences. Before proving basic properties of divergences for DP, RDP, zCDP, and tCDP, we first need two important basic properties of f -divergences, continuity and approximability, and we show that finite-composability of f -divergences are extended to (proper) composability. Thus, finite-composable f -divergences are composable.
We remark here that any composable family of fdivergences is also additive by applying Theorem 1, since fdivergences are always continuous (Theorem 3).
C. Properties of Divergences for DP, RDP, zCDP, and tCDP
As we have seen, DP can be formulated by the R ≥0 -graded family ∆ DP of f -divergences. By Theorem 1 and 5 and [15, Theorem 1], we obtain the basic properties of the divergences ∆ DP for DP as follows: Similarly, we can obtain basic properties for RDP, zCDP, and tCDP. By Theorem 3 and Theorem 4, the exponential exp(D α ) of the α-Rényi divergence is continuous and approximable because it is an f -divergence with weight function
Since We extend the following properties of Rényi divergences which give the transitive laws of RDP and zCDP to support subprobability measures; an analogous law for tCDP is not currently known.
Proposition IV.1 (Cf. [17, Theorem 3] ). We have 
As we have seen in Section II-D, we can define divergences for zCDP and tCDP by Equation (6) and Equation (7) . Explicitly, we introduce the divergences for zCDP and tCDP by ∆ zCDP(ξ,ρ) = sup 1<α Note that we may not have approximability, but the family is still composable. These results also hold for subprobability measures where Rényi divergence and divergences for zCDP and tCDP are defined in a way similar to Equation (1) and Equation (2) respectively.
V. APPROXIMATE SPAN-LIFTING
We are now ready to combine graded divergences with spans, leading to our new relational liftings. Given an Agraded family ∆ = {∆ α } α∈A of divergences, we introduce a graded monad on Span(Meas) called the approximate spanlifting 4 (−) ♯(∆,α,δ) for the family ∆, where α ∈ A and δ ∈ R. We first define its action on objects.
Definition 13. We define the span-constructor (−)
♯(∆,α,δ) as follows: for any (X, Y, Φ, ρ 1 , ρ 2 ) in Span(Meas), we define the Span(Meas)-object
The name is inspired from "approximate lifting" [15] .
We deal it as a subspace of the measurable space GΦ × GΦ.
♯(∆,α,δ) relates subprobability measures with ∆ α -distance at most δ. The set W (Φ, ∆, α, δ) contains all possible witness distributions, and π 1 and π 2 are canonical projections from W (Φ, ∆, α, δ) to GΦ. As a special case, the approximate span-lifting (−) ♯(∆,α,δ) recovers the divergence ∆ α by applying the equality relation (X, X, Eq X , π 1 , π 1 ) ♯(∆,α,δ) .
Theorem 10.
For any A-graded family ∆, α ∈ A, and δ ∈ R,
Here, the span (X, X, X, id X , id X ) is isomorphic to the equality relation (X, X, Eq X , π 1 | Eq X , π 1 | Eq X ).
Next, we give approximate span-liftings the structure of a graded monad with double strength. We consider the case where ∆ is a reflexive, composable, and additive A-graded family of divergences; we can sometimes recover more limited versions of approximate span-liftings by dropping or weakening these properties.
Theorem 11. If an A-graded family ∆ is reflexive, composable, and additive, then the approximate span-lifting (−) ♯(∆,α,δ) forms an A × R-graded monad with double strength. Namely, there are maps
Functor: For any morphism (h, k, l) : (X, Y, Φ, ρ 1 , ρ 2 ) → (Z, W, Ψ, ρ ′ 1 , ρ ′ 2 ) in Span(Meas) and (α, δ) ∈ A × R, (Gh, Gk, Gl × Gl) : (X, Y, Φ, ρ 1 , ρ 2 ) ♯(∆,α,δ) → (Z, W, Ψ, ρ ′ 1 , ρ ′ 2 ) ♯(∆,α,δ) . Unit: For any morphism (X, Y, Φ, ρ 1 , ρ 2 ) in Span(Meas), (η X , η Y , ⟨η Φ , η Φ ⟩) : (X, Y, Φ, ρ 1 , ρ 2 ) → (X, Y, Φ, ρ 1 , ρ 2 ) ♯(∆,1 A ,0) .
Kleisli lifting: For any (β, γ) ∈ A × R and any morphism
(h, k, l) : (X, Y, Φ, ρ 1 , ρ 2 ) → (Z, W, Ψ, ρ ′ 1 , ρ ′ 2 ) ♯(∆,α,δ) in Span(Meas), (h ♯ , k ♯ , (π 1 • l) ♯ × (π 2 • l) ♯ ) : (X, Y, Φ, ρ 1 , ρ 2 ) ♯(∆,β,γ) → (Z, W, Ψ, ρ ′ 1 , ρ ′ 2 )
♯(∆,αβ,δ+γ)
Inclusions: For any (X, Y, Φ, ρ 1 , ρ 2 ) in Span(Meas), and any α ⪯ β and δ ≤ γ,
Double strength: For all (α, δ) and (β, γ) in A × R and all
a) Approximate Span-liftings for Privacy: Finally, we get approximate span-liftings for DP, RDP, zCDP, and tCDP by combining Theorems 6, 7, 8, and 9 with Theorem 11. 
VI. CASE STUDY: THE PROGRAM LOGIC SPAN-APRHL
The previous section showed that the relaxations of differential privacy RDP, zCDP, and tCDP can be captured by relational liftings with categorical properties similar to the ones of the relational liftings used for standard differential privacy. As a result, we can use these liftings to give the semantic foundation for formal verification of these relaxations. To demonstrate a concrete application, we design a relational program logic span-apRHL that can prove DP, RDP, zCDP, and tCDP for randomized algorithms using continuous random sampling.
a) The Language pWHILE: We take a standard, firstorder language pWHILE, augmenting the usual imperative commands with a random sampling statement (we omit the grammar of expressions, which is largely standard).
The type system is standard, and the value types are interpreted as measurable spaces. To give a semantics to expressions, distribution expressions, and commands, we interpret their associated typing/well-formedness judgments in a context Γ, interpreted as a product space. We interpret an expression judgment Γ ⊢ t e : τ as a map Γ ⊢ t e : τ : Γ → τ in Meas; we interpret a probabilistic expression judgment Γ ⊢ p ν : τ as a map Γ ⊢ p ν : τ : Γ → G τ in Meas; and we interpret a command judgment Γ ⊢ c as a map
b) Relational Assertions: Our assertion logic uses formulas of the form
where E represents basic relational expressions which are firstorder formulas over expressions where program variables are tagged with the symbols ⟨1⟩ and ⟨2⟩, e.g. x⟨1⟩ ≤ x⟨2⟩. Relational expressions are interpreted as formulae over pairs of memories, and the symbols ⟨1⟩ and ⟨2⟩ indicate whether a variable should be interpreted in the first or second memory.
Since we use span-liftings instead of relational liftings, we interpret relational assertions as spans, that is, as Span(Meas)-objects. This can be done by first interpreting assertions Γ ⊢ R Φ as binary relations Φ ⊆ Γ × Γ , and then converting them to spans ( Γ , Γ , Φ , π 1 , π 2 ).
Privacy (Graded family of )Divergence
Approximate span-lifting Grading Monoid 
We divide the proof rules of span-apRHL in four classes: basic rules (Figure 2 ), rules for basic mechanisms (Figure 3) , rules for reasoning about transitivity (Figure 4) , and rules for conversions ( Figure 5 ). The basic rules can be used to reason about either differential privacy, RDP, zCDP, or tCDP. We describe the basic rules in a parametric way by considering {∼ We give a selection of the more interesting proof rules in Figure 2 , and defer the rest of the rules to the appendix. Here, we comment briefly on the rules. The [assn] rule for assignment is mostly standard, the only detail is that the index 1 A now depends on which notion of privacy we want to use. The rule [seq] is the sequential composition of commands and takes the same form no matter which family of divergence we consider. The rule [weak] is our version of the usual consequence rule, where additionally we can weaken also the privacy parameters for the various privacy definitions.
In Figure 3 , we show some rules for two basic mechanisms that we support: Gauss and Sinh-normal. Rules for the other mechanisms are in the appendix. The rules [RDP-G], [zCDP-G], [tCDP-G] and [DP-G] are all rules for the Gaussian mechanism. They differ in terms of the privacy definition they provide, and for the values of the privacy parameters they achieve. These values correspond to the ones that can be obtained by analyzing the Gaussian mechanism in the different relaxations of differential privacy. The rule [tCDP-SinhG] is similar to the other rules but it supports the Sinh-normal mechanism as analyzed in [13] .
In Figure 4 , we show rules for transitivity in span-apRHL. Transitivity is important because it allows one to reason about group privacy [26] . The different flavors of the logic have different numeric parameters for these rules, reflecting the slight differences in group privacy [26] , [12] , [11] . Finally, Figure 5 gives rules for converting between judgments for different flavors of differential privacy. In some of them we have a loss in the parameters, in others there is no loss. These rules correspond to the different conversion theorems for the different logics [12] , [11] . Notice that most of these rules require lossless programs because they have been formulated in terms of distributions, rather than subdistributions.
A. Denotational Semantics of pWHILE
To prove the soundness of span-apRHL we interpret pWHILE in Meas using the sub-Giry monad G. We interpret an expression judgment Γ ⊢ t e : τ as a measurable function Γ ⊢ t e : τ : Γ → τ ; for instance, the variable case Γ ⊢ t x : τ is interpreted as the projection π x : Γ → τ . Note that all operators ⊕ and comparisons ▷◁ are interpreted to measurable functions ⊕ : τ × τ → τ and ▷◁ : τ × τ → bool respectively. Likewise, we interpret a distribution expression judgment Γ ⊢ p ν : τ as a measurable function Γ ⊢ p ν : τ : Γ → G τ ; for instance, the Gaussian expression Γ ⊢ p Gauss(e 1 , e 2 ) : real is interpreted as a Gaussian distribution: N ( Γ ⊢ t e 1 : real , Γ ⊢ t e 2 : real ). Finally, we interpret a judgment Γ ⊢ c as a measurable function Γ ⊢ c : Γ → G Γ defined inductively as
is an overwriting operation of memory ((a 1 , . . . , a k 
. . , a n ), which is encoded using projection mappings of Cartesian products in Meas. The function br⟨Γ⟩ : 2× Γ → Γ + Γ comes from the canonical isomorphism 2 × Γ ∼ = Γ + Γ given from the distributivity of Meas.
To interpret loops, we introduce the dummy "abort" command Γ ⊢ null that is interpreted by the null/zero measure over Γ , and the following commands corresponding to the finite unrollings of the loop: Fig. 2 . Selection of span-apRHL basic rules (implications ⊢ I are definecd on the next page). 
[zCDP-Trans] Fig. 4 . Span-apRHL transitivity rules for group privacy
We then interpret loops as:
This is well-defined, since the family { Γ ⊢ [while e do c] n } n∈N is an ω-chain with respect to the ωCPO ⊥ -enrichment ⊑ of Meas G .
B. Semantics of Relations
Since we use span-liftings instead of relational liftings, we need to interpret relation expressions to spans, that is, Span(Meas)-objects. We proceed in two steps: first interpreting expressions as binary relations, and then converting relations to spans. In the first step, we interpret a relation expression Γ ⊢ R Φ as a binary relation over Γ : We interpret the connectives in the expected way:
The binary relation Γ ⊢ R Φ can be converted to the span
We interpret the implication Γ ⊢ I Φ =⇒ Ψ by the following morphism in Span(Meas):
measurable such that the following map is a morphism in Span(Meas):
Finally, we define the validity in span-apRHL as follows:
VII. VERIFICATION EXAMPLES
We show how to use span-pRHL to verify concrete programs. Since the guarantees provided by RDP, zCDP, and tCDP can all be converted into guarantees about (ϵ, δ)-DP, one could analyze all the examples we will show under (ϵ, δ)-DP. The interest however in performing as much reasoning as possible using these relaxations is that one can achieve better values of the parameters. This will become particularly evident in the last example.
A. One-way Marginals
As a warm up, we begin with the following classic example of a one-way marginal algorithm with additive noise. z ← y/n; 6:
We first show the Rényi-differential privacy of AttMean. We set a typing context Γ of AttMean by x : bool n (dataset), i : int, and y, z, w : real. We show the following judgment:
Here, the adjacent relation adj(x⟨1⟩, x⟨2⟩) means that two datasets x⟨1⟩ and x⟨2⟩ differs at most in one record. Explicitly, we define it by the following relation expression:
The proof of this judgment follows by splitting AttMean into two commands LoopAM; NoiseG where NoiseG = w $ ← − Gauss(z, 1/2n 2 ρ), and LoopAM is the rest of the program. Since the loop part LoopAM is deterministic, by standard reasoning, we obtain:
By [RDP-G], for the noise-adding step NoiseG we have:
Thus, by applying [seq] we complete the proof. A similar proof could have been carried out with both the rules for differential privacy, zCDP, and tCDP. Due to the simplicity of the example (that is, LoopAM is deterministic), the resulting guarantee would have been the same.
Algorithm 2 A mechanism estimates the attribute means with SinhNormal noise 1: procedure AMSinh(n : int, ρ : real (const.), x : bool
i ← 0;y ← 0;
3:
while i < n do 4:
z ← y/n; 6:
We change the noise in the algorithm AttMean from Gaussian noise to SinhNormal noise. Explicitly, we define a new algorithm AMSinh = LoopAM; NoiseSinh where the noiseadding part is changed to NoiseSinh = w
, where A is a constant satisfying
In the similar way as the previous example
AttMean, for the loop part LoopAM, we obtain:
By applying [tCDP-SinhG], the noise-adding part NoiseSinh satisfies
Thus, by applying [seq], we conclude that the algorithm AMSinh is (16ρ, n · A/8)-tCDP.
B. A k-fold Gaussian mechanism
Consider a type DATA of dataset and an predicate ADJ(−, =) of adjacency for the type DATA, and consider K queries q(i, −) : DATA → real (0 ≤ i < K) with sensitivity 1, that is,
We want now to prove private the following K-fold Gaussian mechanism. Even though standard DP can already be handled by other verification techniques, our proof applies the conversion rules between DP and zCDP along with composition in zCDP, yielding a more precise analysis for standard DP.
i ← 0; z ← 0;
We set a typing context of FoldG K by D : DATA, x, y, z : real, and i : int. Following sensitivity of queries q, for any 0 ≤ i < K we may assume 
2 )-zCDP. Furthermore, by applying [z/D], we conclude that the algorithm
This analysis gives a more precise bound compared to reasoning in terms of standard differential privacy. For any 0 < δ 1 < 1/2, the loop body c satisfies
c :
Let ε = max((1 + √ 3)/2σ, √ 2 log(0.66/δ 1 )/σ). The algorithm FoldG K can be seen as K-fold adaptive composition of the loop body c; · · · ; c. By applying the advanced composition theorem [26, Theorem 3.20] , the algorithm FoldG K is
-DP for any 0 < δ 1 , δ 2 < 1/2. We compare the DP-bounds which we obtained. When δ 2 < 0.4, we have 2 log(0.66/δ 2 ) > 1. We also have ε > 1.36/σ by the definition. Then, we can compute:
We can conclude that verification via zCDP is actually better than advanced composition for the algorithm FoldG. First, in the verification via zCDP, the approximation error δ is given regardless of the number of queries K. Second, if the approximation error satisfies δ < 0.4 then the verification is significantly better than advanced composition. The restriction δ < 0.4 is quite weak since the approximation error δ in the (ε, δ)-DP is thought as the probability of failure of ε-DP. Moreover in practical use of (ε, δ)-DP, the parameter δ is usually taken to be quite small (e.g., δ ≈ 10 −5 ).
VIII. RELATED WORKS a) Relational liftings for f -divergences:
Our work is inspired by work on verifying probabilistic relational properties involving f -divergences by [15] ; we generalize their results to a broader class of divergences and also to handle continuous distributions. Barthe and Olmedo also consider f -divergences that satisfy a more limited version of composability, called weak composability. Roughly, these composition results only apply when corresponding pairs of distributions have equal weight; the KL-divergence, Hellinger distance, and χ 2 divergences only satisfy this weaker version of composability. While we do not detail this extension, our framework can naturally handle weakly composable divergences in the continuous case.
A similar approach has also been used by [28] in the context of an higher order functional language for reasoning about Bayesian inference. Their type system uses a graded monad to reason about f -divergences. The graded monad supports only discrete distributions and is interpreted via a set-theoretic semantics, again using the lifting by [15] .
b) Relational liftings for differential privacy: Approximate relational liftings were originally proposed for program logics targeting differential privacy. The first such system used a one-witness definition of lifting [4] , which was subsequently refined to several notions of two-witness lifting [15] , [29] . [18] developed approximate liftings and a program logic for continuous distribution using witness-free lifting based on a categorical monad lifting [30] , [31] . A witness-free relational lifting for differential privacy was introduced by [18] . This can be seen as an application of the general construction of graded relational lifting [21, Section 5] to the Giry monad, using the technique of codensity lifting [31, Section 3.3] instead of ⊤⊤-lifting. The witness-free relational lifting by [18] sends a binary relation R between measurable spaces X, Y to the following one between GX, GY :
where
where G is the sub-Giry monad, k ♯ and l ♯ denote the Kleisli extensions of k and l respectively,→ denotes a relationpreserving map, and ⊤⊤ is used to denote the codensity lifting and to distinguish it from our 2-witness lifting. Here, the intersection is taken over all measurable functions k : X → G1, l : Y → G1 mapping pairs related by R to those related by S we have to test the pair (x, y) against every pair (k, l) of measurable functions such that (k, l) : R→S (ε,δ) . Fortunately, since the divergence ∆ DP(ε) is defined by a linear inequality of measures, the witness-free lifting R ⊤⊤(ϵ,δ) ⊆ GX × GY can be equivalently defined in a simpler form:
While we would like to generalize this lifting construction to handle more general divergences for RDP, zCDP, and tCDP, there are at least two obstacles. First, it is not clear how to find a parameter S to derive the suitable graded relational lifting for a given general divergence; this issue is currently under consideration. Second, even if we can find a suitable parameter S, it is awkward to work with the lifting unless we can simplify the large intersection into a more convenient form. In contrast, 2-witness liftings seem more concrete and easier to work with: it suffices to give witness distributions to check the membership of lifted relations.
In the discrete case, witness-free liftings are equivalent to the witness-/span-based liftings by [32] . Recent work also considers liftings with more fine-grained parameters that can vary over different pairs of samples [2] .
c) Other techniques for verifying privacy: Rényi and zero-concentrated differential privacy were recently proposed in the differential privacy literature; to the best of our knowledge, we are the first to verify these properties. In contrast, there are now numerous systems targeting differential privacy using a wide range of techniques beyond program logics, including dynamic analyses [6] , linear [7] , [5] , [33] and dependent [3] type systems, product programs [34] , partial evaluation [8] , and constraint-solving [9] , [2] ; see the recent survey [10] for more details.
IX. CONCLUSION AND FUTURE WORK
We have developed a framework for reasoning about three relaxations of differential privacy: Rényi differential privacy, zero concentrated differential privacy, and truncated concentrated differential privacy. We extended the notion of divergences to a more general class, and to support subprobability measures. Additionally, we have introduced a novel notion of approximate span-lifting supporting these divergences and continuous distributions.
One promising direction for future work is to study the moment-accountant composition method [35] . This composition method tracks the moments of the privacy loss random variable, although it does not directly correspond to composition for RDP or zCDP. Another interesting direction would be to analyze recently-proposed RDP mechanisms for posterior sampling [36] , and the GAP-Max tCDP algorithm [13] .
