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Abstract 
Up to now, the known derandomization methods for BPP have been derived assuming the 
existence of an ExP function that has a "hard" average-case circuit complexity. In this paper 
we instead present the first construction of a de-randomization method for BOP that relies on the 
existence of an EXP function that is hard only in the worst-case. 
The construction is based on a new method that departs ignificantly from the usual known 
methods based on pseudo-random generators. Indeed, we prove new particular bounds on the 
circuit complexity of partial Boolean functions which are then used to derive efficient con- 
structions of hitting set generators. As recently proved, such generators can derandomize any 
BPP-algorithm. 
Our method is efficiently parallelizable and hence yields also a hardness condition on the 
worst-case circuit complexity of Boolean operators running in NC which is sufficient to btain 
NC= BPNC. (~) 1999 Elsevier Science B.V. All rights reserved. 
I. Introduction 
1.1. Motivations and previous works 
A major goal in complexity theory is the study of  the real power of randomized 
algorithms, that is algorithms that make decisions based on the output of  a random 
source of  bits. There are several classes of  efficient randomized algorithms (see for 
example [17]) that differ on the adopted acceptance criteria. Probably, the most studied 
ones are the class of two-sided bounded error polynomial time algorithms (also known 
as BPP algorithms) and that of  one-sided bounded error polynomial time algorithms 
(also known as RP algorithms). In the BPP model, the algorithm is required to give 
a correct answer with probability not smaller than 2 for any input; in the RP model, 
it is instead required to give the correct answer with probability 1 in the case of  NO 
~> Part of the results of this paper were presented at the 24th International Colloquium on Algorithms, 
Lo¢lic and Programming ( ICA LP'97)(1997 ). 
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instances and with probability not smaller than ~ for YES instances. From the above 
definition it should be clear that an liP algorithm is also a BPP algorithm but i is 
still not known whether it is possible to efficiently transform any BPP algorithm into 
an liP algorithm. Furthermore, it is not known whether P--BPP even if we assume 
P = liP (here we refer to BPP and liP as the class of languages decided by BPP and 
liP algorithms, respectively). Informally speaking, what is still unknown is the real 
computational speed-up yielded by the use of randomness. 
Several recent works have been thus focused on the design of general derandom- 
ization methods. These constructions rely on unproven hardness conditions, i.e., the 
existence of EXP functions that have a high circuit complexity. The seminal works of 
Blum and Mieali [6] and Yao [23] introduced the concept of pseudo-random generator 
(PSG): a PSG is a Boolean operator G = (Gn :{0, 1} k(n) ---+ {0, 1}n,n > 0} (denoted by 
G :k (n )~ n) that, for a.e. n and for any Boolean function f :{0 ,  1}n--+ {0, 1} whose 
circuit complexity is at most n, satisfies: 
IPr(ffy) = 1 ) - Pr(f(G,(x))  = 1 )[ ~< 1In 
(where y is chosen uniformly at random from {0, 1}", and x from {0, 1}k(")). The 
output sets of PSG's are also called discrepancy sets for circuits of linear size. 
According to the definition used in [15], a Boolean operator Op: k(n)---, n is quick 
if it can be computed in time polynomial in n (note in passing that if k(n) -- O(log n) 
then the "quick" condition is equivalent to assume that Op belongs to EXP). 
It is not hard to show that the existence of a quick PSG G : k(n) ~ n with k(n) = 0 
(log n) implies P---BPP (and consequently P = liP). Indeed, the computation of a BPP 
algorithm on a fixed input of size n is an (easy to compute) function f of the outcomes 
of the random coins, and simulating the BPP algorithm reduces to approximate the 
fraction of random coin outcomes that make f accept. Since the output set S, of G, 
of size poly(n) is discrepant (for f )  we can correctly decide whether the algorithm 
accepts the input or not. 
Nisan and Wigderson [15] showed a method to construct quick PSG based on the 
existence of Boolean functions in EXP that have exponential hardness. The hardness 
condition used by Nisan and Wigderson requires the existence of a function in EXP 
that not only has a hard worst-case circuit complexity 1 but also a hard average-case 
circuit complexity. More formally, a function f :  {0, 1} n ~ {0, 1} is (e,L)-hard if, for 
any circuit C of size at most L, 
IPr(C(x) = f (x ) ) - l  I <~ E/2. 
Given a Boolean fimction F = {F. :{0, 1}"4  {0, 1},n>0}, the hardness at n of F 
(denoted as HF(n)) is defined as the maximum integer h. such that F. is (1/h.,h.)- 
hard. Then, F has exponential hardness if HF(n) >~ 2 n("). Nisan and Wigderson showed 
a fundamental "Hardness vs. Randomness" result. 
1 As circuit complexity of a finite Boolean function f, we will always mean the size of the smallest 
circuit hat computes f. 
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Theorem 1.1 (Nisan and Wigderson [15]). I f  a Boolean function F exists such that 
F C EXP, and F has exponential hardness, then there exists a quick PSG G : k(n) ~ n 
where k(n) = O(log n) and, consequently, P = BPP. 
The hardness required by Nisan and Wigderson's construction of quick PSGs thus 
refers to average-case complexity. A consequent and natural question is thus the follow- 
ing: Does any "worst-case" hardness assumption on the circuit complexity of Boolean 
functions computable in time exponential in the input size exist which allows to de- 
rive an efficient derandomization method (in particular, to obtain P = BPP)? A good 
point to motivate this question is to consider the novelty and the potentiality of any 
eventual precise relationship between one of the most studied problems in complexity 
theory (that is, finding lower bounds for the worst-case circuit complexity of classes 
of recursive Boolean functions) and the real computational power of randomness. 
We give a positive answer to this question. We introduce a new derandomization 
method that relies on a particular class of Boolean operators (different from PSGs), 
denoted as Hittin9 Set Generators. Let L( f )  denote the circuit complexity of a finite 
function f :{O,  1} n ~ {0, 1} and, given any positive number dp, let Ldp(f) denote the 
minimum size of circuits of depth dp which are able to compute f .  
Definition 1.1. Let e(n), fl(n), and 7(n) be three polynomial-time computable functions 
such that for any n~> l:0 < e(n) < l, n<<.fl(n)<<.2 n, and 7(n)~> logn. Then, a 
Boolean operator H :k(n)-~n is an (e(n),fl(n),y(n))-hitting set generator (in short, 
(e(n),fl(n),7(n))-HSG) if, for any Boolean function f such that L~(n)(f) <~ fl(n) and 
Pr ( f (x )  = l) /> e(n), there exists a C {0, 1} k(n) such that f (Hn(a))= 1. When no depth 
constraint 7(n) is imposed, we will use the notation (e(n),fl(n))-HSG. 
By making a simple comparison between the definition of discrepancy sets and that 
of hitting sets it should be clear that HSGs satisfy a property significantly weaker 
than that of PSGs (see [4] for more discussions on the differences between PSGs and 
HSGs). HSGs (with suitable choices of parameters) constitute the general derandom- 
ization method for liP algorithms. In the case of one-sided error algorithms, it is indeed 
sufficient o run the algorithm on each pseudo-random sequence generated by the HSG 
and accept he input if and only if one of these sequences make the algorithm accept. 
Nevertheless, in a rather surprisingly way, Andreev et al. [4] proved that, given any 
BPP-algorithm A, the output of any quick HSG can be transformed into an ad hoc 
discrepancy set for A by means of a deterministic polynomial-time algorithm. 
Theorem 1.2 (Andreev et al. [4]). Let k(n) = O(log n) and let e be any constant such 
that 0 < e < 1. I f  there exists a quick (e,n)-HSG H:k (n)~ n then P = BPP. 
In [5], a new proof of the above theorem has been obtained that extends the result 
to the case of probabilistic parallel complexity classes. 
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Theorem 1.3 (Andreev et al. [5]). Let k(n) = O(log n) and let ~ be any constant such 
that 0 < ~ < 1. I f  there exists an NC operator 2 H : k(n) ~ n which is an (~, n, log d n)- 
HSG for any constant d>0,  then NC= BPNC, where BPNC denotes the class of 
languages decided by two-sided error probabilistic, PRAM algorithms running in 
polylogarithmic time and using a polynomial number o f  processors. 
1.2. Our results 
We give the first worst-case hardness condition which is sufficient o construct quick 
HSGs that satisfy Theorem 1.2 and, thus, to obtain P ~ BPP. The circuit complexity 
of a Boolean operator H will be denoted as L°P(H). Observe that if L°P(k,n) denotes 
the worst-case circuit complexity of Boolean operators H : k(n) ~ n, then it is known 
[12, 22] that, for any log n <~ k(n) <~ n, 
L°P(k, n) = ( 1 + o( 1 ))(2k(")n)/(k(n)+ log n). 
Furthermore, for a.e. Boolean operator H:k(n)~ n, we have 
L°P(H) = O((2k(n)n)/(k(n)+ log n)). 
The sufficient condition deals with the worst-case circuit complexity of character- 
istic functions of sets generated by Boolean operators. Given a Boolean operator 
H:k(n)- -+ n, the family of characteristic functions of its output sets is defined as 
F~I :{F  ff : {0, 1}"---~{0, 1}, where F f f (x )= 1 
iff 3yE {0, 1} kC") s.t. H, (y )=x,n>O}.  
Theorem 1.4. Let k(n) = (2+O(1))  log n. A constant 0 < co < 1 exists such that if  
there exists a quick operator H~:k(n)~ n such that 
L(Fff ) >1 2k(")n C°, 
then it is possible to construct a quick operator H~: U(n) ~ n where U(n) = O(log n) 
such that H ~ is an (e,n)-HSG for some constant 0<e<l .  
Another way to state the above theorem is the following. Assume that there exists a 
sparse language S = {Sn _C {0, 1 }n, n > 0} that can be generated by a uniform algorithm 
which runs in time polynomial in n (so in time polynomial in the length of its output), 
and such that the worst-case circuit complexity of deciding S is not much smaller (up 
to some polynomial factor) than the worst-case circuit complexity of generating S. 
Then P = BPP. 
Since our construction of HSGs is efficiently parallelizable, it is also possible to 
derive worst-case hardness conditions comparable to that of Theorem 1.4 which are 
2 With "NC operator", we will always mean an operator which is computable in NC with respect to the 
size of its output. 
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sufficient o construct HSGs for the class of Boolean circuits having linear size and 
polylogarithmic depth. 
Theorem 1.5. A constant 0<c0 < 1 ex&ts such that if an operator H : k (n )~ n with 
k(n)=O(log n) exists such that (1) H is an NC operator, and (2)for any d >~ 1, 
Llogan(F H) ~ 2k(n)nC°, 
~en NC = BPNC. 
The proofs of Theorems 1.4 and 1.5 share a common method based on the following 
fact. There is a precise trade-off between the worst-case cir :uit complexity of partial 
Boolean functions and the number of l 's in their output able. In particular, we give a 
precise mathematical form of the intuitive fact that a partial Boolean function having a 
hard worst-case circuit complexity cannot return 0 for a "large" number of inputs. So, 
according to the definition of HSGs, any function that has a hard worst-case circuit 
complexity turns out to have also a good hitting property. This property is used to 
construct the preliminary version of our HSG which is then combined with a convenient 
use of OR Dispersers [18], a family of particular expander graphs. 
We emphasize that the combination of another circuit-complexity bound and the 
properties of HSGs is also the key ingredient in the proof of the polynomial-time sim- 
ulation of BPP-algorithms using weak random sources (see, for example [20, 21, 16]), 
obtained in [5]. 
1.3. Organ&ation of the paper 
The rest of the paper is organized as follows. In Section 2, the new optimal bounds 
on the circuit complexity of partial Boolean functions is given. In Section 3, the ob- 
tained bound is exploited into the construction of a preliminary version of our HSG. In 
Section 4, we combine this preliminary HSG with a suitable use of disperser graphs in 
order to obtain a stronger version of the HSG which is sufficient o obtain a full and 
general derandomization. Finally, in Section 5 we describe some r cent related works 
and we discuss an interesting open problem. 
2. Some optimal bounds for the circuit complexity of partial Boolean functions 
Given any Boolean circuit C: {0, 1 }" ---, {0, 1 }, the size L(C) is defined as the number 
of gates of C (note that any 2-input Boolean function is here implemented as one 
circuit gate). Given any Boolean function f :{0 ,  1}"---~ {0, 1}, the term L( f )  denotes 
the size of the smallest circuit that computes f .  Given any positive number dp, the 
term Lap(f) denotes the minimum size of circuits of depth dp which compute f .  The 
circuit complexity of a Boolean operator H will be denoted as L°P(H). Observe that if 
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L°P(k,n) denotes the worst-case circuit complexity of Boolean operators H:k(n)~ n, 
then it is known [12, 22] that, for any log n <<. k(n) <<. n, 
2~(n)n 
L°P(k, n) = (1 +o(1 ))k(n)+ 
log n" 
Furthermore, for a.e. Boolean operator H : k(n) ~ n, we have 
2k(n)n ) L°P(H) 
= O \k (n )~og n J" 
In this section we prove a new bound on the Shannon function describing the trade- 
offs between the worst-case circuit complexity of partial Boolean functions and the 
number of inputs on which they output 1. 
Let ~(n,N,m) be the set of all partial Boolean functions f (xl  ..... x,) defined on 
1 ~< N ~< 2" inputs and whose value is 1 on 1 ~< m ~< N inputs. Furthermore, L(n,N,m) 
denotes the worst-case circuit complexity of functions from o~(n,N, m), and Lap(n,N, m) 
denotes the maximum value Lap(f) among all functions f from ~(n,N,m). Lupanov 
proved the following result for the case of total Boolean functions. 
Theorem 2.1 (Lupanov [12]). Let Lt°t(n,m)=L(n,2n, m). Then 
Lt°t(n,m)=(l+o(1)) ( log(2m)) / ( log l °g(~) )  • 
The following corollary is implicit in Lupanov's proof. 
Corollary 2.1 (Lupanov [12]). A constant c >0 exists such that 
In order to construct quick HSGs we need that Lupanov's results hold also for partial 
Boolean functions for some particular anges of m. However, the generalization of the 
upper bounds implicitly given in Theorem 2.1 and in Corollary 2.1 cannot be derived 
directly from the proofs in [12]. We then give a reduction from the case of partial 
Boolean functions to the restricted case of total Boolean functions which is based on 
a probabilistic onstruction of suitable linear operators. 
A Boolean function l : {0, 1 }" --+ {0, 1 } is linear if it can be represented as 
l(Xl ..... Xn ) : 5~IXl O " '"  O O~nXn ~ [~ 
where ~1 .. . . .  an, fl are Boolean constants. The set of all linear functions with n variables 
is denoted as ~n. Moreover, a vector function i = (ll, 12 ..... ls) E (~C~n)S (s >~ 1) is 
called linear operator. The circuit complexity of linear operators has been studied in 
[14]. In particular, we will use the following result. 
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Theorem 2.2 (Nechipozuk [14]). For any linear operator l=( l l  . . . . .  ls)E(L~a,) s 
(s >~ 1), we have 
L( / )=O(  nlo-~n ) +O(n) .  (1) 
Theorem 2.3. For any ~ > 0 and n > O, and for  any m and N such that 
n l+~" ~< m ~< n O(l) and N =2 f~(n), 
we have 
L(n ,N ,m)=( l+o(1) ) ( log(N) ) / ( log log(N) )+O(n)  • 
Furthermore a constant c > 0 exists such that 
Lclog(mn)(n,N,m)=(l+°(1)) (log(N))/(loglog(N))J-O(n). 
Proof. Let m and N be such that 
n j+~ ~< m ~< n °(1) for some e>0,  and N----2 ~(n). (2) 
The proof consists of a reduction from our case to that of total functions for which 
we can apply Theorem 2.1. Given a partial Boolean function f (x l  . . . . .  xn), define 
M~ = {a E {0, 1 }n [ f (a )  = c~} c~ E {0, 1 } 
(observe that IM11--m and IM0l--N- m). Consider a randomly chosen linear operator 
(with uniform distribution) 
l=( l l  . . . . .  lk)E(Sf'n) k where k=I logN+logm 1 +2.  
Observe that for any choice of two fixed elements a,b E {0, 1} n such that a ~ b, we 
have 
Pr ( l (a )  = i (b)) = 2 -k.  (13) 
Indeed, if a ® b ¢ 0 then 
l (a) = l(b) iff i(a • b) = O. 
Consequently 
Pr( l (a • b) = c) = 2 -k for any c E {0, 1 }k. 
From Eq. (3), we obtain 
1 Pr (3aEml3bEMo : l (a )= l (b ) )  <~ IM0l" Im~l" 2-k ~< ~. 
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Hence, 
3 Pr(VaEM1VbEMo :l(a)=/:l(b)) >>, ~. 
From the above probabilistic argument, we can state that there exists i E (£,en) k such 
that 
Va E M1Vb E Mo : l(a) =/: l(b). (4) 
We define the total Boolean function g(Yl . . . . .  Yk) as follows 
1 if 3aEMl such that l (a)=y, 
g(Y)= 0 otherwise 
Note that if f is defined on a, Eq. (4) implies that f (a )= g(l(a)). Then, from Theo- 
rem 2.2, we obtain that for some constant c~ 
L2c~ log ~(f) ~< Lc, log n(l) + L~, log n(g) 
<~ O(n(logN +logm+2))+Lc~logn(g)<. O(n2)+Lc~logn(g). (5) 
Furthermore, the conditions in Eq. (2) imply that 
,og() 
Since g is a total function we can apply Corollary 2.1, i.e. for some constant c2 
log( N ) 
Lc2 log n(g) <~ (1 -1- o(1)) 
log log(N)  " 
Without loss of generality, we can assume that cl >cz, and, from Eq. (5) we obtain 
log(  N ) 
L2c~ log n(f)  <~ O( n2 ) -t-Zczlog n(g) <~ (1 + O(1)) + O(n). 
log log ( N ) 
The thesis is then proved by setting c = 2cl. [] 
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3. Hard characteristic functions and HSGs 
The following theorem provides a first trade-off between the hardness of the char- 
acteristic function of Boolean subsets and their hitting properties. 3 
Theorem 3.1. Let 0<c2 < 1 be a constant [and d ~ 1], and let Sn c_ {0, l} n be any 
subset such that n <~ ISol b., where b. = n °(1). Suppose that the characteristic func- 
tion F. of S. satisfies 
(i) L(Fn)~bnn c2 [i') Llog~+,.(F.)>~bnnC2]. 
Then, for any constant cl such that 0<c l  <c2, and for any Boolean function 
f :  {0, 1 }" --+ {0, 1 ) such that 
(ii) P r ( f  = 1) >~ 1 - 2 ~'' -" ,  and 
(iii) L(f )  <~ b. [iii') Llogd.(f) <<. b.], 
there exists a E Sn for which f (a )= 1 (for sufficiently large n). 
Proof. Suppose, by contradiction, that f satisfies conditions (ii) and (iii) but for 
any a c S. we have f (a)  = 0. Let M0 C_ {0, 1 }" be the subset of all inputs on which 
f ' s  value is 0. Observe that S. C_M0. Then consider the partial Boolean function 
g(Xl ..... x.) defined as follows: 
1 if aESn, 
g(a) : 0 if a E Mo\Sn, 
not defined otherwise. 
Since IM01 ~< 2 ne' and [Sn I ~< b., from Theorem 2.3 we have 
L(g)< ' ( l+°(1) ) (  l°g(2n~'\ bn ) ) /  ( l °g l °g(  2nqb. ) )  +O(n) 
~< (1 +o(1))bn o'. 
Since S.C_Mo, it is easy to prove that, given any a, F.(a) can be computed 4 as 
9(a) A ~f(a). Hence 
L(Fn)<.L(g) + L( f )  + O(1)~<(1 + o(1))bnn c' + bn + O(1)~<(1 + o(1))b.n c' . 
Since cl < c2, the above upper bound contradicts (for sufficiently large n) Condition 
(i) of  the theorem. The "parallel" version of the theorem can be easily proved using 
the same contradiction argument. [] 
Let H:k(n)--. n be a Boolean operator with k(n)= O(log n), and let 
FH:{F f f  :{O, 1}"---+{O, 1},n > 0} 
be the corresponding family of the characteristic functions. 
3 The results will be stated both in sequential nd "parallel" version. The latter on  will be included in
square brackets. 
4 Here we assume that whenever a  input of an AND-gate is not defined, the output is 0. 
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Corollary 3.1. Suppose that a quick [NC] operator H :k (n)~n exists such that 
k(n)=(2  +O(1) ) log  n and that a constant 0 < c2 < 1 exists such that, for  a.e. n, 
L(F, H) >>. 2k(n)n c2 [Lloga+l n(F H ) >~ 2k(n)n c: for  some d >~ 1 ]. 
Then, for  any positive constant q such that 
1- (2q+1) (1 -c2)  >0 
and for  any constant cl such that 
0 < ct < 1 - (2q+ 1)(1 -c2) ,  
it is possible to construct a quick [NC] operator H '  : k'(n) ~ n with k'(n) = O(log n) 
and such that H ~ is an (1 - 2"c~-",nq)-HSG [H ~ is a (1 - 2 nq- " ,nq , lOg  a n)-HSG]. 
Proof. Let 
s(n) = F2q log n 7 
and consider a Boolean function f :  {0, 1} n ---* (0, 1} such that 
P r ( f=  1)/>1 - 2 "c~-" and L( f )<.n  q 
(the restrictions on q and cl will be introduced and motivated later). It is then easy to 
show that the function 
2s(m 
f°r(Xl . . . . .  X2s(n)n) = V f(x(t-l)n+l,X(t-1)n+2 . . . . .  Xt.) 
t= l  
satisfies 
Pr ( f  °~ = 1 ) ~> 1 - 2 ("q --n)2S(n) ~-  1 - 2 2~"'nq --2s(n'n (6)  
Observe that 
2s(n)n c~ = (2 s(")n)n -(l-c~ ) = (2s(n)n)(n2qn)-(l c~ )/(2q+ 1). 
Since the definition of s(n) implies that (2q)log n <~s(n), we get 
2s(n)nC~ <~ (2s(n)n)(2s(n)n)-(1-c~)/(2q+1) = (2s(n)n)l-(1-c~)/(2q+ 1). 
By replacing the above bound in Eq. (6), it follows that 
P r ( f  °r = 1 ) ~> 1 - 2 (2'(")")'-~'-c' ~/(:q+,,_2s(.)n. (7) 
Concerning the circuit complexity of for, the following upper bound holds: 
L ( f  °r) ~< 2 s(") + 2s(n)L(f ) <~ ( 1 + o( 1 ) )2s(")n q~< ( 1 + o( 1 ))2s(n)21/2(s(n)+l) 
0(1 )(2s(n)n) 1+1/2. 
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Thus for sufficiently large n we have 
L ( f  °r) ~< (2s(n)n) 2<~ 2k(2S(")n). (8) 
We are now ready to define the HSG. Given any a = (al, a2 .. . .  , a , )E  {0, 1 }", let [a]i ,,i2 
denote the substring ai, . . . . .  ai2. We then define the new quick operator H' :U(n)~ n 
with 
k'(n) = k(2S(n)n) + s(n) 
as follows: 
Hi(a, b) = [H,2s,.,(a)],,,,2, 
where aE  {0, 1} k(2'st")n), bE  {0, 1} s(n), tl = n(~b(b)- 1), tz=t l  +n-  1 and ~b(b) is the 
decimal representation of b. 
Let n '= 2s(n)n and define the subset 
S,, = {a C {0, 1}"' 1 3~ C {0, 1} k(n') such that H,,(~,) =a}.  
Our next goal is to apply Theorem 3.1 to S,,. From the definition of H and the 
hypothesis on F ~, we indeed have that 
b,,, = ISnl = 2k(n') <~(n')O(l) and L(FS, )>~q2k(n')(n') c:,
where F s, denotes the characteristic function of S,, Since Eqs. (8) and (7) imply 
L(f°r(x l  . . . . .  Xn' )) <~bn' 
and 
' , (1 -C l )  
P r ( f  °r = 1 ) ~> 1 - 2 (n')c' -n  where c 1 = 1 2q + 1 ' 
respectively, then for any positive integer q and for any cl E (0, l) such that 
0 < C~l~<c2(i.e. 0 < cl < 1 - (2q+ 1) (1 -c2) ) .  
Theorem 3.1 implies that there exists ~ E (0, 1} k(n') such that 
f ° r (n2~, . , . (~) )  = 1. 
From the definition of H r and for we can state that there exist ~E {0, l} k(2s~"~n) 
and bE(O,  1} s(n) such that f (H~(o~,b) )=l .  The proof for the parallel version is 
similar. [] 
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4. Improved HSGs using disperser graphs 
Corollary 3.1 yields a quick HSG for the class of polynomial-size circuits (functions) 
C that have a very large fraction of 1, i.e. P r (C= 1)~>ql - 2 #I-" for some positive 
constant cl < 1. However, this hitting property does not suffice to derandomize BPP- 
algorithms (see Theorem 1.2). It is in fact required to hit all linear-size circuits having 
"only" a constant fraction f 1. 
To this aim, we will combine the HSG of Corollary 3.1 with the (OR-)dispersers 
[7, 16], a family of expander graphs that has been often applied in order to decrease 
the amount of randomness of some probabilistic algorithms. 
For a vertex v of a graph G=(V,E),  let F(v)C_ V be the set of vertices of G that 
are adjacent o v. The degree of a vertex v is denoted as d(v). Finally, for any subset 
S C_ V, we define F(S) = U~,~s F(v). 
Definition 4.1. Let r, n and d be positive integers, and let 7 E (0, 1 ) a real constant. 
A (2r,2n,2r;',d)-disperser is a bipartite graph G=(V, W,E) such that: 
1. IVt=Zr;  
2. Im l=2" ;  
3. For any v c V, we have d(v)= d; 
4. for any set T C V; such that ITI >~q2 ~ it holds F(S)>~q[WI/2. 
Disperser graphs have been mainly used to simulate probabilistic algorithms in pres- 
ence of weak random sources (see [16] for a complete survey on dispersers and weak 
random sources). In particular, Saks et al. [18, 19] have given an efficient method to 
construct dispersers graphs with polylogarithmic degree. 
Theorem 4.1 (Saks et al. [18]). For any 0 < 7<<, l  for any 0 < ~ < 7, and for any 
sufficiently large r, there exists an efficient construction of a (2~,2r',2~'~',d)-disperser 
G=(V, W,E) with d=po ly ( r ) .  
In the previous theorem, by "efficient construction" we mean the existence of an 
algorithm that for any vertex of V finds its neighbors in time poly(r). Furthermore, 
the algorithm can be efficiently parallelized using a linear number of processors and 
time O(log 2 r) [19]. 
In what follows, the left nodes of G(V, W,E) will also be considered as binary 
sequences of length r and the right nodes as binary sequences of length n = r ~ for 
a suitable constant ~E (0, 1). Let 9: {0, 1}"~ {0, 1} be the Boolean function to be 
hit. The new HSG can be informally described as follows: we select a node v from V 
according to the HSG defined in the previous section and we then compute the neighbor 
set F(v). Finally, we perform the OR of the values of 9 computed on all vertices in 
F(r).  Formally, let G(V, W,E) be the (2r,2n,2r=,d)-disperser given by Theorem 4.1 
(the definition of r and 7 will be given in the proof of Theorem 4.2). We consider r 
as a function of n and we define the operator 
DIS,: {0, 1} ~(") x {1,2 ....  ,d} ---+ {0, 1}", 
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where DISh(v, i) is the ith neighbor of  vertex v ¢ V. Given any function g:{0,  1}n---+ 
{0, 1}, we consider the operator 
d 
DIS°n(V) = V g(DISn(V,i)). 
i= l  
Lemma 4.1. IfPr(g=O)<~c < ½, then 
Pr(DIS~(v ) = O) <~ 2 r(n)'-r(n). 
Proof .  From the fact that Pr (g=O)~<c < 1, we have that the subset 
M, ={wE W= {0, 1} n I g (w)= 1} 
has size greater than 2n/2. Then from the fourth property in the definition of disperser 
graphs it follows that the probability that a vertex v selected uniformly at random from 
V satisfies F(v)NM1 =13 is not greater than 
2r(n) ~ . IV] = 2r(n) ~ . 2-r(n). [] 
Theorem 4.2. A constant 0 < e 2 < 1 exists such that if there exists a quick operator 
H : k(n) ---+ n with k(n) = (2 + O( 1 ))(log n) and such that the characteristic functions 
of its output sets satisfy 
(i) L(F,)>~2k(n)nC2 [(i') Llogd+,n(Fn)>~bnn c2, for some d~>2], (9) 
then it is possible to construct a quick operator H" : UP(n) --~ n with UP(n) = O(log n) 
and such that H" is an (1 - e,n)-HSG [an (1 - e,n, log d+l n)-HSG that runs in NC] 
for some constant 0 < e < ½, thus P = BPP [NC = BPNC]. 
Proof .  Let g: {0, 1} n --~ {0, 1} be a Boolean function such that P rg  = 1/> 1 - e, and 
L(g) <~ n. Consider the Boolean function gOt: {0, 1 }r(n) --+ {0, 1} defined as follows: 
d 
g°r(Xl . . . . .  Xr(n)) =DIS~(xl . . . . .  Xr(n)) = V g(DISn((Xl . . . . .  x~(n)), i)). 
i=1 
Since L(g)<~n and L(DISn)<~n s for some constant s > 1 (see the remark below 
Theorem 4.1 about the complexity of constructing dispersers), then we easily have 
that 
L(g°r)<~nq, for some constant q > 1. 
We let G(V, W,E) be the (2 r(n), 2 n, 2r(n)~,d(n))-disperser given by Theorem 4.1 where 
r(n) and d(n) are polynomally bounded. 
In order to apply Corollary 3.1 with c~ =7,  we must have 7 such that 
0 < 7=c,  < 1 - (2q+ 1)(1 -c2) .  
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Since the construction of dispersers given by Theorem 4.1 holds for any constant 
7 > 0, it sufficient o choose c2 such that 
1- (2q+1) (1 -c2)  > 0. 
With this choice of the parameters, Corollary 3.1 implies that a quick operator 
H~:U(n)--~ n exists such that U(n)= O(log n) and H ~ is a quick (1 -2  n~'-n, nq)-HSG. 
Let l (n)= Ilog d(n)] and ~b(b) be the representation f the binary sequence b in basis 
10. Then we define the new quick operator H":k ' (n) - -~ n where k"(n)= U(n)+ l(n), 
such that 
Hff ( a, b) -- DIS,,( H[cm( a ), (a( b ) ). 
Consider now 9°r: {0, 1} r~") ~ {0, 1}: we know that L(g°r)~qn q and, from Lemma 4.1, 
we have 
Pr(g°r(x) = 0) = Pr(DISOn(x) -- 0) ~< 2r~n)~'-r~n) 
By definition, we know that H/~n) hits gOt, i.e., there exists a E {0, 1 }k'~r~n)) such that 
g°r(Htr(n)(a))-~ 1. 
From the definition of gOr, there exists b c {0, 1 }l~m such that 
g(Hff(a, b)) = g(OS,(a, ~b(b))) = 1. 
The proof of the parallel version is similar. [] 
5. Recent related works and conclusions 
We have derived the first worst-case hardness conditions for Boolean functions in 
EXP which are sufficient o obtain P -- BPP. Our method relies on an efficient construc- 
tion of quick HSGs. 
These conditions have been improved later by Impagliazzo and Wigderson [8] by 
using a completely different method based on the derandomization f the XOR Lemma: 
the worst-case hardness required by Impagliazzo and Wigderson is weaker (but still 
exponential) than ours. However, the "hitting set" method is more efficient from a 
parallel complexity point of view. Indeed, Impagliazzo and Wigderson's method in- 
volves the construction of a random walk on expander graphs [2, 10]. The best-known 
parallel construction of random walks on expander graphs given in [10] requires the 
computation of powers of some matrices, and thus runs in O(log 2 n) time using f~(n 2) 
processors [13]. On the other hand, our method requires only the construction f the 
set of neighbors of the generic left node of an OR-disperser and this can be done in 
O(log 2 n) time using O(n) processors [19]. 
Since it is conjectured that the class EXP contains a function with exponential worst- 
case circuit complexity, our work (and Impagliazzo and Wigderson's one) represents 
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a new step towards closing the gap between P and 8PP (at least from a theoretical 
point of view, see also [15]). 
Our hardness conditions refer to a nonuniform computational model, i. . the Boolean 
circuit model. A future interesting step would be finding reasonable hardness assump- 
tions sufficient o obtain P--BPP that instead refer to some uniform computational 
model. Positive results in this direction have been recently found by Impagliazzo and 
Wigderson [9]. 
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