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SUMMARY 
The major goal of the investigation is the use of recursively 
generated orthogonal polynomials for constructing solutions to 
initial-value problems of certain countable systems of ordinary dif­
ferential equations. The infinite systems considered have the form 
y' = My or y , e= My, where M is an infinite tri-diagonal matrix of 
th 
real constants. For any positive integer N, an N -order tri-diagonal 
matrix M^ can be formed from the infinite tri-diagonal matrix M simply 
by deleting from M all but its first N rows and columns. The analysis 
concentrates on the two natural pairs 
where y^  denotes a column vector of N functions. 
The elements of the infinite matrix M are used to determine the 
coefficients in a three-term recurrence of the form 
(where P = 0 and P = 1 ) , which then generates a sequence |P (x) 
of polynomials; a simple (necessary and sufficient) condition on these 
elements insures that the corresponding polynomials P^ are orthogonal. 
For each of the two pairs of systems (i) and (ii) a solution y of the 
infinite system and the solution y^  of the finite truncation are given 
in terms of the orthogonal polynomials P^ (when they exist). Estimates 
of the difference between the n ^ components of y and y., (for any n < N) 
(i) y° = My with its truncation 
(ii) y" = My with its truncation 
P j.,(x) = (A x + B )P (x) - C P ,(x), n > 0 
n+1 n n n n n-1 ' ~ 
o 
v i i 
a r e d e d u c e d , so t h a t t h e i n i t i a l N-segment o f y can be used as an 
a p p r o x i m a t i o n t o y . , . The p r o c e d u r e f o r s o l v i n g a g i v e n i n f i n i t e sy s t em 
( o r f o r a p p r o x i m a t i n g t h e s o l u t i o n o f a g i v e n f i n i t e sy s t em w i t h t h e f u r ­
n i s h e d s o l u t i o n o f an i n f i n i t e s y s t e m f o r w h i c h t h e f i n i t e s y s t e m i s a 
t r u n c a t i o n ) i s i l l u s t r a t e d i n two d e t a i l e d e x a m p l e s . 
Of n e c e s s i t y a c o n s i d e r a b l e p a r t o f t h e d i s c u s s i o n i s d e v o t e d t o 
o r t h o g o n a l i t y o f t h e r e c u r s i v e l y g e n e r a t e d p o l y n o m i a l s P ^ o The known 
c a s e s o f t h e c l a s s i c a l S t u r m - L i o u v i l l e p o l y n o m i a l s a r e ment ioned and, i n 
a d d i t i o n , a o n e - p a r a m e t e r f a m i l y o f n o n - c l a s s i c a l p o l y n o m i a l s i s i n t r o ­
d u c e d ; i t i s shown t h a t t h e l a t t e r a r e o r t h o g o n a l o v e r t h e i n t e r v a l 
[ - 1 , 1 ] w i t h w e i g h t w ( x ) = | x | a (where a > -1 and a / 0 ) . 
The c o u n t a b l e s y s t e m s o f d i f f e r e n t i a l e q u a t i o n s c o n s i d e r e d may be 
used a s mode l s f o r v a r i o u s p h y s i c a l s y s t e m s f o r e x a m p l e , coup led h a r ­
monic o s c i l l a t o r s or l a d d e r n e t w o r k s . A number o f t h e s e p h y s i c a l s y s t e m s 3 
accompan ied by t h e i r m a t h e m a t i c a l mode ls w i t h s o l u t i o n s , a r e c a t a l o g u e d 
i n an a p p e n d i x . 
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CHAPTER I 
INTRODUCTION 
The pages t o f o l l o w r e c o u n t the r e s u l t s of an i n v e s t i g a t i o n 
which i s c l o s e l y r e l a t e d t o p r e v i o u s work by J . W. Jayne [ 1 3 ] and F. L„ 
Cook [ 4 ] , As might be i n f e r r e d from t h e t i t l e ? t h e p r i n c i p a l o b j e c t i s 
t o e x h i b i t s o l u t i o n s of some c o u n t a b l e sys tems o f l i n e a r o r d i n a r y d i f ­
f e r e n t i a l e q u a t i o n s w i t h c o n s t a n t c o e f f i c i e n t s . A number of the problems 
c o n s i d e r e d a r e , i n a s u i t a b l e s e n s e , mathemat ica l models o f r e a d i l y c o n ­
c e i v a b l e p h y s i c a l s y s t e m s ; two o f t h e s e models have been i n v e s t i g a t e d i n 
some d e t a i l by H. W. G a t z k e [ 6 ] . 
For denumerable sys tems of o r d i n a r y d i f f e r e n t i a l e q u a t i o n s w i t h 
c o n s t a n t c o e f f i c i e n t s [ 9 ] , theorems on e x i s t e n c e ^ un iquenes s and p r o p e r ­
t i e s of s o l u t i o n s a r e known i n numerous c a s e s [ 1 1 3 1 2 3 1 5 - 2 0 ] = In t h e p r e s ­
ent s tudy such q u e s t i o n s are not c o n s i d e r e d . No e x i s t e n c e theorems are 
p r o v e d ; no c o n d i t i o n s are s t a t e d which a r e s u f f i c i e n t t o guarantee the 
u n i q u e n e s s o f a s o l u t i o n ; and t h e r e i s no l i s t i n g of p r o p e r t i e s o f s o l u ­
t i o n s . The g o a l i s s i m p l y t o c o n s t r u c t s o l u t i o n s in the e l e m e n t a r y 
s ense o f f i n d i n g sequences of s u f f i c i e n t l y d i f f e r e n t i a b l e f u n c t i o n s which 
reduce a l l t h e d i f f e r e n t i a l e q u a t i o n s t o i d e n t i t i e s and s a t i s f y p r e s c r i b e d 
i n i t i a l c o n d i t i o n s . Whenever t h e g o a l i s a t t a i n e d ^ an e x i s t e n c e theorem 
has c l e a r l y been p r o v e d . 
V a r i o u s p r o p e r t i e s of o r t h o g o n a l p o l y n o m i a l s and s e v e r a l i d e a s 
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associated with the classical moment problem are frequently used. The 
explanation begins with these concepts, since orthogonal polynomials gen­
erated by suitable three-term recurrence relations play a crucial role 
in the method presented for solving the infinite differential systems 
discussed. 
A three-term recurrence 
P Q ( x ) = 1 , 
P^x) = A Q X + B Q , 
P
 n + 1 ( x ) = (Ax + B )P (x) - C P (x), n > 1 , (l) n+1 n n n n n-1 
where A (n > 0). B (n > 0) and C (n > l) are real numbers for which 
n — * n — n ~ 
An^n+1 ^ ^ ^ n = 0,l ?2, 3 O O), generates a sequence {P n^ of polynomials 
in which P^ is of degree exactly n» Some (but not all) sequences so gen­
erated consist of orthogonal polynomials associated with a distribution 
da(x) over some interval [a,b] of the real line? that is, they are poly­
nomials for which there exists an integrator a(x) such that in the Stieltjes 
sense 
P. (x)P . (x)da(x) = 0 , i / j , (2) 
The classical moment problem may be stated as follows: For a 
given sequence {p>n] (n > 0) with u>Q = 1, what properties of the sequence 
will insure the existence of an integrator a(x) of a prescribed type 
J b JI x da(x) for n = 0,1,2,... ? 
a 
When such an integrator exists, the u.^  (n > 0) are called the moments of 
da(x) over [a,b]„ 
3 
where a(x) is bounded, is non-decreasing and assumes infinitely many 
different values over [a,b]. It is demonstrated that a necessary and 
sufficient condition for such orthogonality of the polynomials P^ is 
that the coefficients in the recurrence (l) satisfy the relation 
C 
^ > 0, n = l,2,3j 03. . (3) 
Whenever the distribution da(x) has the property that da(x) = us(x)dx, 
where u(x) is non-negative and Riemann integrable (perhaps improperly) 
on [a,b], the Stieltjes integral (2) reduces to a Riemann integral and 
the polynomials P^ are orthogonal polynomials with weight u(x) over the 
interval [a,b]. The weight and interval can be determined, for example, 
if the coefficients in the recurrence (l) are such that the polynomials 
P^ constitute a Sturm-Liouville sequence [l0]0 The general problem of 
finding a practicable construction for the weight and interval ( w h e n they 
exist) in terms of the coefficients in (l) is as yets however, unsolved.* 
When (3) h o l d S j , the polynomials P^ can be used to construct solu­
tions to countable systems of ordinary differential equations in which 
the (constant) coefficients are intimately related to the coefficients 
in the recurrence (l). The explanation of this remark comprises a large 
* 
A related problem of some interest is that of specifying reason­
able conditions on the coefficients in the recursion (l) which are suf­
ficient to insure that the polynomials P are orthogonal in the sense (2) 
on a finite interval. Some necessary an9 sufficient conditions for the 
existence of certain types of weights over finite intervals are known in 
terms of prospective moments of a weight [2], but it appears difficult 
to reformulate these conditions in a practicable way in terms of the 
coefficients in the recurrence (l). 
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PART OF THE BODY OF THE THESIS. HOWEVER, SOME INDICATION OF THE CONNEC­
TION BETWEEN THE ORTHOGONAL POLYNOMIALS AND THE DIFFERENTIAL EQUATIONS 
I S GIVEN IN THE FOLLOWING PARAGRAPH. 
THE COUNTABLY INFINITE SYSTEMS CONSIDERED ARE INITIAL-VALUE 
PROBLEMS FOR DIFFERENTIAL EQUATIONS OF THE FORM Y' = MY OR Y " = MY5 
WHERE M IS AN INFINITE TRI-DIAGONAL MATRIX OF CONSTANTS. FOR ANY P O S I ­
TIVE INTEGER N, AN N^~ORDER TRI-DIAGONAL MATRIX M^ CAN BE FORMED FROM 
THE INFINITE TRI-DIAGONAL MATRIX M SIMPLY BY DELETING FROM M ALL BUT ITS 
FIRST N ROWS AND COLUMNS. THE ANALYSIS TO FOLLOW CONCENTRATES ON THE 
TWO NATURAL PAIRS: 
WHERE Y^ DENOTES A COLUMN VECTOR OF N FUNCTIONS. THE ELEMENTS OF THE 
INFINITE MATRIX M ARE USED TO CONSTRUCT A RECURRENCE OF THE FORM ( L ) 9 
I F (3) IS SATISFIED. FOR EACH OF THE TWO PAIRS OF SYSTEMS ( I ) AND ( I I ) 
A SOLUTION OF THE INFINITE SYSTEM AND THE SOLUTION OF THE FINITE TRUNCA­
TION ARE GIVEN IN TERMS OF THE ORTHOGONAL POLYNOMIALS P . IN EACH CASE 
THE SOLUTION OF THE TRUNCATION INVOLVES THE ZEROS OF P K , , BUT THE SOLU-
TION FURNISHED FOR THE INFINITE SYSTEM HAS THE ATTRACTIVE FEATURE THAT 
NO ZEROS OF THE P^ NEED BE KNOWN. THE INITIAL N-SEGMENT OF THE GIVEN 
SOLUTION Y OF THE INFINITE SYSTEM MAY BE USED AS AN APPROXIMATION TO 
THE SOLUTION Y^ OF THE CORRESPONDING TRUNCATION. ESTIMATES OF THE ERROR 
INCURRED BY DOING SO (THAT I S , ESTIMATES OF THE DIFFERENCE BETWEEN THE 
N*"*1 COMPONENTS OF Y AND YK1 FOR ANY N < N) ARE DEDUCED. 
( I ) Y' = MY WITH ITS TRUNCATION Y* 
N = V N ' 
N * V N ' ( I I ) Y
M
 = MY WITH ITS TRUNCATION Y 
WHICH THEN YIELDS A SEQUENCE OF POLYNOMIALS THAT ARE ORTHOGONAL 
5 
The remarks of Chapter I are primarily for or ientat ion. In Chap­
ter II a detai led study of the recurrence polynomials i s undertaken. 
A device , apparently introduced by J. Favard [ 5 ] , i s used to generate 
recurs ive ly a sequence £ v n ^ ° f real numbers in terms of the c o e f f i ­
c ients in the recurrence ( l ) . I t i s shown that ^ v n } 1 S a moment 
sequence for a d i s t r ibut ion da(x) over an interval [ a , b ] i f and only i f 
the polynomials P^ of the recurrence ( l ) are orthogonal polynomials asso­
ciated with da(x) over [ a , b ] . Conditions (3) imply, however,-, that | v n | 
i s a moment sequence for some d i s t r ibut ion ; hence the recurrence poly­
nomials are orthogonal whenever (3) holds. The converse of th i s la s t 
statement i s a lso proved - - namely, that conditions (3) follow from ortho­
gonal i ty of the polynomials P . Thus conditions (3) are necessary and 
su f f i c i en t for orthogonali ty of the P^ (with respect to a d i s t r ibut ion 
over an interval ) which i s probably the most important point in Chapter 
I I . 
The two c lasses of countable systems of ordinary d i f f e r e n t i a l 
equations are introduced in Chapter I I I . Their solut ions (when condi­
t ions (3) hold) are given in terms of orthogonal polynomials along 
with the error est imates mentioned previously . I t i s also noted that for 
any n < N the n**1 component of the given solution y of the i n f i n i t e system 
(say y^ n ^) and the n t h component of the solution y^ of the truncation 
(say Yjjj1^) have an interest ing connection, (a) the f i n i t e sum y^n^ i s a 
Riemann-Stiel t jes sum for the integral y ^ ; (b) when the interval of 
orthogonal i ty i s f i n i t e , y ^ ( t ) - » y ^ ( t ) as N eo0 
Chapter IV cons is ts of a study of a one-parameter family of poly­
nomials which are orthogonal over the interval [ -1 ,1] with weight 
6 
u ( x ) = | x | a (where a > - l ) . T h e s e p o l y n o m i a l s a r e p r e s c r i b e d by a 
r e c u r r e n c e o f t h e form ( l ) and t h e p r o o f o f t h e i r o r t h o g o n a l i t y g i v e n 
h e r e i l l u s t r a t e s t h e t e c h n i q u e s d i s c u s s e d i n C h a p t e r I I . I t i s a l s o 
shown w i t h t h e a i d o f [10] t h a t t h e s e p o l y n o m i a l s a r e S t u r m - L i o u v i l l e 
p o l y n o m i a l s i f and o n l y i f a = 0 . 
T h r e e e x a m p l e s a r e examined , i n some d e t a i l , i n C h a p t e r V. The 
s o l u t i o n s p r e s e n t e d f o r t h e s e t h r e e s y s t e m s i l l u s t r a t e t h e t e c h n i q u e s 
d e v e l o p e d i n p r e c e d i n g c h a p t e r s ; t h e y a l s o s e r v e t o i n d i c a t e r e l a t e d b u t 
unanswered q u e s t i o n s i n t h e s t u d y o f i n f i n i t e s y s t e m s o f d i f f e r e n t i a l 
e q u a t i o n s . 
The c o u n t a b l e s y s t e m s i n t r o d u c e d i n C h a p t e r I I I may be used a s 
m o d e l s f o r v a r i o u s p h y s i c a l s y s t e m s — f o r e x a m p l e , c o u p l e d l i n e a r h a r ­
monic o s c i l l a t o r s o r l o s s l e s s t r a n s m i s s i o n l i n e s ( s e e , a l s o , [7] and [23]). 
A number o f t h e s e p h y s i c a l s y s t e m s , accompanied by t h e i r m a t h e m a t i c a l 
mode l s w i t h s o l u t i o n s , a r e c a t a l o g u e d i n t h e Append ix f o r r e f e r e n c e p u r ­
p o s e s . 
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CHAPTER II 
RECURSIVELY GENERATED (ORTHOGONAL) POLYNOMIALS 
Polynomials Determined by a Three-Term Recurrence 
The principal goals of this chapter are to deduce necessary and 
sufficient conditions for orthogonality of polynomials generated by a 
recurrence (l) and to infer certain properties of the polynomials so 
generated. The chapter consists of a series of definitions and lemmas 
which culminate in Theorem 2. 
In trying to decide whether the polynomials generated by (l) 
are orthogonal it is convenient to consider a sequence of polynomials 
cpn which are simply scalar multiples of the P^; certainly any ortho­
gonality property of either sequence is inherited by the other. To this 
end, let 
B 
b n n > 0 , 
n A 
n 
C 
n 
n > 1, (4) c A A _ 
n n-1 n 
1 
and V r l AAA.A_ ... A Pn+r n -0 1 2 n 
n > 0 . 
It is readily seen from (l) and (4) that 
8 
o 
and 
<po(x) *= 1, 
tp^  (x) = x + b 
cp n + 1(x) = (x + b n) ? n(x) - c n q > n - 1 ( x ) , n>l , (5) 
where / 0 for n = 1,2,3,... 
Let " [ V N J be the sequence of real numbers determined iteratively 
from recurrence (5) as follows. 
if • (x) = x n + a . x n * + a
 0 x
n 2
 + ... +a,x + a , then T n n-1 n-2 1 o' 
V o = 1 ' (6) 
v2n - l = - [ V l v 2 n - 2 + an-2 v2n-3 + - " + a l v n + ' 
and v 
2n-2 L n-1 2n-3 n-2 2n-4 1 n-1 on-2 J' -
Such a sequence { v n } will be called the sequence of quasi-moments qen-
erated by the 9 n»* Further, let L be the linear operator which maps all 
real polynomials onto the real numbers in accordance with the rule 
Notice that if_ <P*(x) <p.(x)da(x) = 0 , i £ j, then 
J a 1 3 
J cp^(x) x n - 1da (x) = 0 for n > 1 
a 
A N D J B q> n(x)x n' 2 da (x) = 0 for n > 2 . 
a 
If these two conditions are written in the form (6), then the quasi-
moments which they generate are in fact the moments of da(x) over 
[a,b]. 
9 
L ( d x n + d . x " " 1 + . . . + d 1 x + d ) = d v + d .v . + . . . + d . v . + d v . ( 7 ) 
n n - 1 1 o n n n - 1 n - 1 1 1 o o 
L e m m a 1 . F o r t h e p o l y n o m i a l s cp^ g i v e n by t h e r e c u r r e n c e ( b ) , 
L ( < p ^ ( x ) < P j ( x ) ) = 0 w h e n e v e r i f j 
i f a n d o n l y i f L ( ? ( x ) x 0 " 1 ) = 0 f o r n > 1 a n d ( x ) x n ~ 2 ) = 0 f o r n > 2 , 
P r o o f , ( a ) I f L ( q > ^ ( x ) < P j ( x ) ) = 0 w h e n e v e r i f- j , t h e n L ( < p n ( x ) x n 1 ) = 0 
f o r n > 1 , s i n c e x n * c a n b e w r i t t e n a s a l i n e a r c o m b i n a t i o n o f < p Q , <p^, 
n - 2 
q>2> • • • >Vn_i a n c l L i s a l i n e a r o p e r a t o r . S i m i l a r l y L ( < j > n ( x ) x ) = 0 f o r 
n > 2 . 
( b ) S u p p o s e L ( ( p n ( x ) x n " 1 ) = 0 f o r n > 1 a n d L ( g > n ( x ) x n ~ 2 ) = 0 f o r 
n > 2 . F o r e a c h i n t e g e r k > 1 l e t b e t h e s t a t e m e n t 
" f o r e a c h m = 1 , 2 , 3 , . . . , k , L ( < p n ( x ) x n ~ m ) = 0 f o r a l l n > m . " 
I t w i l l f i r s t b e s h o w n , b y a n i n d u c t i o n a r g u m e n t , t h a t i s t r u e f o r 
e a c h k = 1 , 2 , 3 , . . . . B y h y p o t h e s i s a n d 1 ^ a r e t r u e . T o s h o w t h a t 
T , i m p l i e s T . ., i t i s s u f f i c i e n t t o d e m o n s t r a t e t h a t L(<p ( x ) x n = 0 
k k + 1 n 
f o r a l l n > ( k + 1 ) s i n c e , b y t h e i n d u c t i o n h y p o t h e s i s , L ( q > n ( x ) x n m ) = 0 
( w h e n e v e r n > m ) f o r e a c h m - l , 2 , 3 , . . . , k . F o r a n y n > ( k + l ) , m u l t i ­
p l i c a t i o n t h r o u g h o u t t h e r e c u r r e n c e ( 5 ) b y x n f o l l o w e d b y o n e 
a p p l i c a t i o n o f t h e o p e r a t o r L , y i e l d s 
L ( « p n ( x ) x n - l > + 1 J ) = L ( V l ( x ) x n - k ) + b n . 1 L ( 9 n _ I ( x ) x n - C k + 1 l ) 
- c n . l L ( V 2 ( x ) x ^ ^ ) . 
[ i ] L ( < p n _ 1 ( x ) x n " k ) = L ( 9 n _ 1 ( x ) x t n - i : | - m ) , w h e r e m = k - 1 . B y 
t h e i n d u c t i o n h y p o t h e s i s , t h e r i g h t s i d e h e r e v a n i s h e s f o r 
1 0 
ALL ( N - L ) > M S I N C E M < K ; THAT I S , I T V A N I S H E S FOR ALL 
N > K AND HENCE FOR ALL N > ( K + L ) . 
L I I ] A S I N PART [ I ] , L ( V L ( X ) X N - [ K + L ] ) = L ( V L ( X ) X L N ~ L ] - K ) = 0 
FOR ALL ( N - 1 ) > K ; THAT I S , FOR ALL N > ( K + L ) . 
[ I I I ] L ( C P N _ 2 ( X ) X N - [ K + 1 ^ ) = L ( V 2 ( X ) X [ N - 2 ] ~ M ) WHERE 
M = K - 1 A N D , T H U S , M < K . A S I N THE PRECEDING P A R T S , THE 
R I G H T S I D E I S ZERO FOR ALL ( N - 2 ) > M — I . E . , FOR ALL N > ( K + L ) . 
HENCE THE I N D U C T I O N I S COMPLETED AND I S TRUE FOR ALL K > 1 » NOW, FOR 
ANY INTEGER J > 1 , THE STATEMENT T \ Y I E L D S I N P A R T I C U L A R THAT L ( < P ^ ( X ) X J M ) = 0 
FOR M = L , 2 , 3 , o . . , J ; E Q U I V A L E N T L Y , L ( T P ^ ( X ) X M ) = 0 FOR M = 0 , 1 , 2 , . . . , J - L . 
B U T , S I N C E L I S L I N E A R , L ( ( P ^ ( X ) < P ^ ( X ) ) = 0 FOR ANY I < J , WHICH COMPLETES 
THE P R O O F . 
N > 1 AND L ( O ? N ( X ) X ) = 0 FOR N > 2 . CONSEQUENTLY THE RECURRENCE P O L Y ­
NOMIALS OP HAVE THE PROPERTY 
AS WILL BE SHOWN I N LEMMA 3 , THE OPERATOR L AND THE QUASI-MOMENTS 
HAVE S I G N I F I C A N T I N T E R P R E T A T I O N S I F THE RECURRENCE POLYNOMIALS «P 
( O R P ) ARE ORTHOGONAL. P R I O R TO LEMMA 3 , ANOTHER NOTABLE PROPERTY OF THE 
CP ( O R OF THE P ) I S DEDUCED AS LEMMA 2 ; AND THEN, WITH THE A I D OF LEMMA 
N N ' ' 
3 , I T I S SHOWN THAT T H I S PROPERTY ALSO HAS A S I G N I F I C A N T I N T E R P R E T A T I O N 
( S E E ( L L ) ) I F THE POLYNOMIALS Q?^ ARE ORTHOGONAL. 
LEMMA 2 . FOR N > 0 , LET 
OBSERVE THAT ( 6 ) D E S C R I B E S THE C O N D I T I O N S L(O? ( X ) X N ) = 0 FOR 
N 
N 
L(<P^(X)<P . ( X ) ) = 0 (WHENEVER I / J ) . (8) 
AND C N = L ( P N 2 ( X ) ) . 
(9) 
1 1 
T h e n 
a n d 
w h e r e c = C = 1 . 
o o 
( a ) Y = c C . C - . . . C f o r n > 0 
n o 1 2 n -
d o ) 
( b ) C o C l C 2 " - C n f ° r n > ° > 
n 
P r o o f , ( a ) S i n c e x n c a n b e w r i t t e n a s a l i n e a r c o m b i n a t i o n o f <p ,<p, . 
o 1 
cp2> • • • > C D n a n d L C c p ^ C x ) © ( x ) ) = 0 i f k < n , i t i s e a s y t o s e e t h a t 
n 2 
L ( c p n ( x ) x ) = L ( q > n ( x ) ) f o r n > 0 . M u l t i p l i c a t i o n t h r o u g h o u t t h e r e c u r -
r e n c e ( 5 ) b y x n ^ , f o l l o w e d b y o n e u s e o f t h e o p e r a t o r L , s h o w s t h a t 
0 = L(<p ( x ) x n ) - c L(<p . ( x j x " " 1 ) f o r n > 1 , w h e n c e T = cY , f o r 
n n n - l - n n n - l 
n > 1 . B u t , f r o m t h e d e f i n i t i o n o f L , Y Q = 1 ; a n d a s i m p l e i n d u c t i o n 
y i e l d s t h a t YN - c i c 2 c 3 * , o C n ^ o r n - * — w h i c h i s p r e c i s e l y a s s e r t i o n 
( a ) . 
( b ) F r o m ( 4 ) , L ( P n 2 ( x ) ) = lk0^2 Vl^  L ) 
= [ A A . A 0 „ . . A . ] c . c 0 . , , c 
L
 o 1 2 n - l J 1 2 n 
2 
= L ^ A ^ . . . A n - 1 ] 
H « A J L A A J L A A J '-A A J 
I Vo 2 A 1 A 3 A 2 n n - 1 
A 
=
 A 2 C 1 C 2 C 3 ° " C n f 0 r n * 1 > 
n 
a n d a s s e r t i o n ( b ) f o l l o w s a t o n c e . 
D e f i n i t i o n 1 . L e t a ( x ) b e a f u n c t i o n w h i c h i s b o u n d e d a n d n o n - d e c r e a s i n g 
a n d a s s u m e s i n f i n i t e l y m a n y d i f f e r e n t v a l u e s o v e r a n i n t e r v a l [ a , b ] o n 
w h i c h i t i s d e f i n e d ( h e r e -<» < a < b < + oo)
 e F u r t h e r , l e t J d a ( x ) = 1 
12 
( da(x) = a ( b ) - a (a) > 0 and n(x) can be s c a l e d ) . Then da(x) w i l l 
a 
be c a l l e d a d i s t r i b u t i o n o v e r t h e i n t e r v a l [ a , b ] . The moments o f a d i s ­
t r i b u t i o n da(x) o v e r an i n t e r v a l [ a , b ] a r e t h e numbers g i v e n b y : 
b 
= J* xnda(x), n = 0 , 1 ,2 , . . 
D e f i n i t i o n 2. L e t ^Q n~j be a s equence o f p o l y n o m i a l s i n w h i c h has 
d e g r e e e x a c t l y n f o r n = 0 , 1 , 2 , . . . . I f t h e r e e x i s t s a d i s t r i b u t i o n 
r b 
da(x) o v e r an i n t e r v a l [ a , b ] f o r w h i c h Q (x )Q. (x)da (x ) = 0 (when-
J a 1 J 
e v e r i / j ) , t h e n t h e p o l y n o m i a l s Q ^ , n > 0, w i l l be c a l l e d o r t h o g o n a l 
p o l y n o m i a l s a s s o c i a t e d w i t h t h e d i s t r i b u t i o n da(x) o v e r t h e i n t e r v a l 
[ a , b ] . If , i n a d d i t i o n , t h e o r t h o g o n a l p o l y n o m i a l s a r e n o r m a l i z e d , 
r b 
t h a t i s , Q ( x ) d a ( x ) = 1 f o r n > 0, t h e n t h e y w i l l be c a l l e d o r t h o -
a 
normal p o l y n o m i a l s a s s o c i a t e d w i t h t h e d i s t r i b u t i o n d a ( x ) o v e r t h e i n t e r v a l 
F i n a l l y , i f t h e r e e x i s t s a f u n c t i o n u ( x ) such t h a t d a ( x ) = u ( x ) d x 
f o r a < x < b t h e n o r t h o g o n a l (or thonormal) p o l y n o m i a l s a s s o c i a t e d w i t h 
t h e d i s t r i b u t i o n da(x) o v e r t h e i n t e r v a l [ a , b ] a r e c a l l e d o r t h o g o n a l 
( o r t h o n o r m a l ) p o l y n o m i a l s w i t h w e i g h t u ( x ) o v e r t h e i n t e r v a l [ a , b ] « 
Lemma 3. L e t da(x) be a d i s t r i b u t i o n o v e r an i n t e r v a l [ a , b ] . The f o l ­
l o w i n g t h r e e s t a t e m e n t s a r e e q u i v a l e n t . 
( a ) The quas i -momen t s a r e t h e moments o f da(x) o v e r [ a , b ] . 
(b) The o p e r a t o r L has t h e form 
* 
Such o r t h o n o r m a l p o l y n o m i a l s a r e a l s o c a l l e d t h e o r t h o g o n a l 
p o l y n o m i a l s a s s o c i a t e d w i t h t h e d i s t r i b u t i o n d a ( x ) when t h e y a r e s t a n ­
d a r d i z e d so t h a t t h e c o e f f i c i e n t o f t h e h i g h e s t power o f x i s p o s i t i v e 
[22]. 
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L ( p ( x ) ) = J p (x )da (x ) 
a 
for any real polynomial p ( x ) . 
( c ) The recurrence polynomials cp^  are orthogonal polynomials 
associated with da(x) over [ a , b ] . 
Proof, [ i ] ( ( a ) ( b ) ) . Suppose v = F bx nda(x) for n = 0 , 1 , 2 , . . . . 
~~~~~~~~ n J 
a 
Then, from ( 7 ) , 
L(d x n + d . x " " 1 + . . . + d 1 x + d ) = d v + d ,v . + . . . +d . v . + d v 
n n-1 1 o n n n-1 n-1 1 1 o o 
b b 
= d F x n d a ( x ) + d . F x n _ 1 d a (x) + . . . + 
n J . n-i J 
n b b 
d x J xda(x) + d Q J da(x) 
a a 
= f ( d x n + d . x 0 " 1 + . . . + d . x + d 1 da(x) J n n-1 1 oj 
n n—1 
for any real polynomial d^x + d n ^ x + . . . + d^x + d Q . 
P B 
[ i i ] ( ( b ) =^ ( c ) ) . Suppose L ( p ( x ) ) = p (x )da (x ) for any real 
a 
P B 
polynomial p ( x ) . Then, from ( 8 ) , <p. (x)cp .(x)da (x) = 0 whenever 
J a 1 3 
i f j - - that i s , the cp^, n > 0, are orthogonal polynomials associated 
with da(x) over [ a , b ] , 
[ i i i ] ( ( c ) ( a ) ) . Suppose the recurrence polynomials cp^  are 
orthogonal polynomials associated with the d i s t r i bu t ion da(x) over the 
in terval [ a , b ] . Then J* q> n (x )x n *da(x) = 0 for n > 1 and 
J b n-2 3 
<p (x )x da(x) = 0 for n > 2 : in other words, the moments u, o f da(x) 
n — ' n 
a 
over [ a , b ] sa t i s fy ( 6 ) . But the quasi-moments v generated by the cp 
1 4 
also sa t i s fy ( 6 ) and a simple induction argument, using ( 6 ) , v e r i f i e s that 
= \L for n = 0 , 1 , 2 , . . . . This completes the proof of Lemma 3 . 
In case the polynomials <j>n given by recurrence ( 5 ) are orthogonal 
polynomials associa ted with a d i s t r i bu t i on da(x) over an interval [ a , b l , 
the operator L i s in tegra t ion and Lemma 2 takes a very useful form: 
C = f P 2 ( x ) d a ( x ) C C.C_ . . . C for n > 0 . ( l l ) 
n J n A o 1 2 n -
a n 
That i s , the square of the norm of P n can be computed d i r e c t l y from the 
c o e f f i c i e n t s in the three-term recurrence sa t i s f i ed by the P . 
7
 n 
I t i s demonstrated in the next sec t ion that i f c > 0 for n > 1 , 
n -
then the sequence { v n | of quasi-moments generated by the recurrence 
polynomials i s the sequence of moments o f some d i s t r i bu t i on da(x) 
over some in terval [ a , b ] . Hence, by Lemma 3 , i f c^ > 0 for n > 1 then 
the polynomials <p^ generated by ( 5 ) are orthogonal polynomials associated 
with some d i s t r i b u t i o n da(x) over some interval [ a , b ] . The converse of 
t h i s l a s t asser t ion i s a lso proved, which then g ives the important equiva­
lent o f o r thogonal i ty descr ibed in Lemma 5 . 
Condit ions for Orthogonali ty of the Recurrence Polynomials 
Let q>n, n > 0 , be the polynomials given by the recurrence ( 5 ) and 
l e t { v n j > be the sequence of quasi-moments generated by the q>n» Let 
st 
A Q = 1 and, for n > 0 , l e t & n + ± be the (n+l) Hankel determinant for 
the sequence { v n j > that i s , 
15 
n+1 
o 1 2 n 
v l v 2 v 3 ' • • Vn+1 
v 2 v 3 v 4 n+2 
n+1 v n+2 ' ' * v 2n 
for n > 0 . (12) 
Lemma 4 . Suppose that , in ( 5 ) , > 0 for n > 1. Then 
A n+1 n n-1 3 2 x n A , . = c c. c 0 . . . c 0 c , c , n > 0 . n+1 o 1 2 n-2 n-1 n* ~ (13) 
Proof . I t i s f i r s t shown that L(p ( x ) ) i s p o s i t i v e for any non-zero 
real polynomial p ( x ) ; t h i s fact i s used to show that £ 0, which 
implies that A = (c c , c _ . . . c ) A for n = 0 . 1 . 2 . . . . . An induction 
^ n+1 o 1 2 n n ' ' ' 
argument with th i s l a s t r e l a t i on then v e r i f i e s the asser t ion o f the 
Lemma. Let p (x ) be any non-zero real polynomial o f degree n > 0. There 
e x i s t constants k , k. , k o t o . o , k , not a l l ze ro , such that p - k a> + 
o ' 1' 2* n* ' o T o 
k,«p, + k0cp0 + . . . + k ep and hence 1T1 2^2 n n 
- I 
J = 0 
n 
£ k . k j L ( 9 i ( x ) ( p j ( x ) ) 
j=o L 1 = 0 
n 
I k . 2 L ( f . 2 ( x ) ) 
n 
=
 Z t k j 2 ( c o c l c 2 - " c J ^ ' 
16 
where (8) and (10) have been used. Thus, L(p (x)) is a sum of non-
2 
negative terms of which at least one is positive; so L(p (x)) > 0. 
Further, let p(x) = d x n + d , x n * + . . 0 + d 1 x + d j then 
'
 r
 n n-1 1 o 7 
0 < L(p^(x)) = L 
\li=o 
n n 
Y A.x1 y d . x J 
Lt 1 Li J 
• I I W<*I+J> 
1=0 J=0 
n n 
YJ Z di dj vi+j 
1=0 j=o 
n n 
where (7) has been used. That is, the quadratic form ^ ^ (v^+j)d^d^ 
i=o j=o 
in the n+1 variables dQ,d^,d2,...,d^ is positive definite; hence the 
determinant of the form, namely ^ n +^> is positive. Since = V Q = C Q = 1, 
the relation A = (c c.c^„..c )A holds when n = 0 . For n > 0 let n+1 o!2 n n 
/ \ n , n-l . n~z . . . , . © ix; = a x + a .x + a _x + ... + a.x + a
 s where © is given Yn n n-1 n~2 1 o s Yn 3 
by (5) and a^ = 1. Now for i = 0,1,2,n-1 
L(cpn(x)x1) = £ a..v = 0 , 
and for i = n 
11 
L(©(x)x)= ) a .v = c c 
'
Yn N Li j n+j o i c 0. . o c Y_ 12 n n 
J=o 
since L(©n(x)xn) = L(©^(x)). 
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These n+1 r e l a t i ons together can be writ ten 
v v 
o 1 
V l V 2 • 
V V 
n-1 n 
n+1 
2n-l 
. n n+1 2n J 
n-1 
r 
L_ n j 
where the c o e f f i c i e n t matrix i s non-singular since ^ n + ^ > 0. One use 
of Cramer's Rule for the l as t component in the so lu t ion followed by a 
Y n A n 
simple Laplace expansion g ives 1 = ^ or ^ n + ^ = ^ c 0 c l c 2 ' > 0 0 ° n ^ n 
n+1 
for n = l , 2 , 3 , o o o „ A d i r e c t induction argument with th i s l as t r e l a ­
t i o n completes the proof . 
Since each Hankel determinant ^ n + ^ for the sequence i s 
p o s i t i v e (when c^ > 0 for n > l ) , i t fo l lows [ 8 ] that there e x i s t s a 
d i s t r i b u t i o n d<x(x) over some interval La?b] such that the are the 
moments o f d a ( x ) over [ a , b ] . This f ac t , combined with Lemma 33 y i e ld s 
an important r e s u l t , due to J. Favard [ 5 ] ^ which may be stated as 
Theorem 1. Let <P^, n > 0, be the polynomials generated by the recur­
rence (5) and suppose that c^ > 0 for n = l , 2 , 3 , . . a 0 Then there ex i s t s 
a d i s t r i b u t i o n d a ( x ) over some interval [ a , b ] such that the polynomials 
<Pn are orthogonal polynomials associated with d a ( x ) over [ a , b ] 0 
A converse to Theorem 1 ho lds , when polynomials are orthogonal 
polynomials associated with a d i s t r i bu t i on da(x) over an interval [ a , b ] , 
they [22 ] sa t i s fy a three-term recurrence of the type ( l ) and hence the 
18 
mult iples ©^ of these polynomials s a t i s fy a recurrence ( 5 ) . I t fo l lows 
that each i s necessa r i ly p o s i t i v e . For suppose that the polynomials 
©^ given by (5) are orthogonal polynomials associated with some dis t r ibu­
t ion da(x) over some interval [ a , b ] „ Mul t ip l ica t ion throughout the 
recurrence by ©^ ^ ( x ) > followed by in tegra t ion and use o f the orthogonal= 
i t y , shows that 
f b P b 2 0 = J x © n _ 1 ( x ) © n ( x ) d a ( x ) - c^ J <p 1 ( x ) d a ( x ) 
or 
J b 2 p b 2 
© (x)da(x) = c I © n ^ (x )da(x) for n = 1 , 2 ^ 3 , 0 0 . . 
a a 
But a ( x ) has an i n f i n i t e number of points of increase over [ a , b ] which 
J b 2 <p . (x )da(x) > 0 for j > 0„ Consequently 
a J 
c^ i s a quotient of p o s i t i v e numbers and hence i s p o s i t i v e for n > 1. 
This l a s t r e su l t combined with Theorem 1 i s stated in the nota­
t i o n of recurrence ( l ) to g ive 
Lemma 5. A necessary and s u f f i c i e n t condi t ion for the polynomials 
(given by recurrence ( l ) ) to be orthogonal polynomials associated with 
some d i s t r i bu t i on over some in terval i s that C / ( A A , ) be p o s i t i v e 
n n n-l 
for a l l n > 1. 
Lemma 5 can be invoked, i n c i d e n t a l l y , to i l luminate a point 
raised by H. L, Krall and 0 . Frink [14 , p, 114]„ The Bessel polynomials 
sa t i s fy a recurrence of the form ( l ) in which B - 1, = 0 for n > 1, 
A = 2n+l for n > 0 and C = -1 for n > L I t i s a lso known [14] that 
n - n - L J 
they are orthogonal polynomials with weight u(x) = exp(~2/x) around the 
19 
unit circle in the complex plane. Krall and Frink observe that the 
Bessel polynomials are not orthogonal polynomials associated with a 
(non-negative valued) weight over an interval. In point of fact more can 
be said; Lemma 5 shows that the Bessel polynomials are not even orthog­
onal polynomials associated with a distribution over an interval. 
Formulation of Results 
A number of the properties of the recursively generated poly­
nomials are used in the subsequent analysis. Some of these results 
are described in the preceding material but are stated for the poly­
nomials CP^. They are included in Theorem 2 in terms of the coefficients 
A , B and C of the recurrence (l). 
n' n n 
Suppose conditions (3) hold so that the recurrence polynomials 
are orthogonal polynomials associated with a distribution da(x) 
over an interval [a,b]= The polynomials Q = — 1 P , n > 0, are 
N
 AT N 
orthonormal polynomials associated with da(x) over [a,b]? and the zeros 
of P^ are precisely those of Q^. It is well known [22] that for each 
n > 1 the zeros of Q n are real and distinct and lie in (a,b); in addi­
tion, the zeros of separate the zeros of Qn+^« These facts together 
with Lemma 5 and relation (ll) give 
Theorem 2. Let P n ? for n > 0, be the polynomials generated by the 
recurrence (l) and suppose that C / ( A A
 n) is positive for n* 1,2,3,..o . 
n n n-1 
Then (a) there exists a distribution da(x) over some interval [a,b] such 
that 
P B 
P.(x)P,(x)do(x) = 0 if i ^  j ; 
20 
(b) for each n > 0 
^n =J P n 2 ( x ) d a ( x ) = F C o C l C 2 ••• C n ( w h e r e C o = l ) ' 
(c) for each n > 1 the zeros of P are real and distinct and 
n 
lie in (a,b)» Furthermore, no zero of P^ can be a zero of 
n+1 
21 
CHAPTER I I I 
TRI-DIAGONAL COUNTABLE SYSTEMS OF LINEAR 
ORDINARY DIFFERENTIAL EQUATIONS 
The inves t iga t ion in th i s chapter covers the so lu t ions of ce r ­
ta in countable systems of f i r s t - and second-order l inear ordinary d i f ­
fe ren t ia l equations with (constant) c o e f f i c i e n t matrices that are 
t r i - d i a g o n a l . The en t r ies in a c o e f f i c i e n t matrix are used for the 
c o e f f i c i e n t s in a recurrence ( l ) and, under the hypothesis (3) on 
these elements, the orthogonal polynomials P^ are employed for con­
struct ing so lu t ions to both the i n f i n i t e system and a f i n i t e trunca­
t i o n of the system. The i n i t i a l segment of the so lu t ion to the i n f i n i t e 
system can be convenient ly taken as an approximation to the more cumber­
some so lu t ion of the f i n i t e system since error estimates for such an 
approximation are included in the development. 
The wel l known [22] r e l a t ion between a S t i e l t j e s in tegral and 
one o f i t s Riemann-Stiel t jes sums in which the summand has Chr i s to f fe l 
numbers for i t s c o e f f i c i e n t s i s an important one for the fol lowing 
ana lys i s . I t i s introduced in the next s ec t ion , reformulated in terms 
of the notat ion ( l ) and summarized as Theorem 3 (The Quadrature Formula). 
The Quadrature Formula 
Suppose condi t ions (3) hold so that the recurrence polynomials 
P^ are orthogonal polynomials associa ted with a d i s t r i bu t ion da(x) over 
an in terval [ a , b ] . Let N > 2 be an integer and l e t z . , z ,<> . . , z M be 
22 
the zeros of P^. For j = 1,2,...,N let {^jj be the Christoffel 
numbers associated with the zeros £zjj> i.e., using the orthonormal 
polynomials =—-— <p^  , 
N 
V ^N+l 
X j • Q N + 1 ( z ^ ( Z j ) f 0 r * - 1 . 2 . . . . , N • (14) 
Let f(x) be any function which is continuous over [a,b] and for which 
f^ 2 1 S0(x) ^ g con-tinuous over [a5b]j then [22, p. 369] there exists a 
£ in [a,b] such that 
J f(x)da(x) = I \j(z5) + ( 2 N ) P ; T N • (15) 
j-l 
Substituting from (10) and (4) into (14) and (15) leads to 
Theorem 3 (The Quadrature Formula). Suppose conditions (3) hold so that 
the polynomials P^ are orthogonal polynomials associated with a distribu­
tion da(x) over an interval [a,b]o Let N > 2 be an integer and let 
Z p Z 2 , . . . , z ^ be the zeros of P^. For j = 1,2,...,N let 
% _ Q 1 2 N y v 
3
 N+r y nxzy 
"fc Yi 
Let f(x) be continuous and have a continuous 2N -order derivative over 
[a,b]„ Then there exists a T in [a,b] such that 
J f (x )da (x ) = £ X f ( z . ) +.E , ( 1 7 ) 
5-1 
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where 
C1°2-- CN f ( 2 N ) ( Q
 ( 1 8 ) 
—
 . .2.2 .2
 A (2N)I " U 8 ' 
o l A2 ••'AN-1AN 
The Quadrature Formula has an interesting interpretation: the 
Tchebicheff-Markhoff-Stieltjes Separation Theorem [22, p. 49] shows that 
N
 b 
^ \.f(z.) has the character of a Riemann-Stieltjes sum for J f(x)da(x). 
j=l J J 
Solutions of Initial-Value Problems for First- and 
Second-Order Countable Systems 
The discussion in this section concentrates first on a pair of 
countable second-order systems and then on a pair of first-order systems. 
It will be assumed throughout that the coefficients A (n > 0) and C (n>l) 
n ~ n —• 
satisfy conditions (3) so that the polynomials P^ given by (l) are 
orthogonal polynomials associated with a distribution da(x) over an 
interval La^b] and thus the Quadrature Formula (17) holds. 
Let k be a prescribed non-negative integer which is less than the 
integer N > 2, and let and be specified constants. Consider the 
two systems 
V y 0 = V o " yl 
Ai yi = ~ Cl y o + Bl yl " y 2 
2 r2 ~ C2 yl + B2 y2 " y3 (19) 
A y = 
n 7n 
-C y 
n7n-l + B y - y (n=l,2,...,N-2) n7n 7n+l ' ' ? 
-1 = ~CN- -lYN-2 + BN-lyN-l 
24 
and 
A y = 
o 7 o 
V i = 
A 2 y 2 -
A y = 
n 7n 
B y - y. 
o ' o 7 1 
"
C l y o + B l * l - y 
-°2<1 + B 2 y 2 " X 
o> a « 
-C y . + B y - y , (n > l ) , 
n 7 n- l n 7n 7 n+l - ' 
(20) 
both subject to the i n i t i a l condi t ions 
y n ( 0 ) = y n ( 0 ) = 0 for n / k , 
y. (0) = a. and y. (0) = p. . 
(21) 
For each non-negative integer n, for t > 0 and for any x l e t 
f n ( x , t ) - P n ( x ) F ( x , t ) , 
where 
r 
F ( x , t ) = / 
i- P (x) a. cosh ( t v^x ) + — sinh ( t J^x) , x< 0 
(22) 
f— ^k r~ 
u cos ( t A/X ) + sin ( t vx ) , x > 0 
Theorem 4 . Suppose that, in system ( 2 0 ) , 
A A . 
n n-1 
> 0 for n = 1 , 2 , 3 , . . . . 
Let P^ (n > 0) be the polynomials prescribed by recurrence ( l ) — thus 
these polynomials are orthogonal polynomials associated with a d i s t r i b u ­
t ion da(x) over an in terval [ a , b ] « For n = 0 , 1 , 2 , . . . N l e t 
25 
and for n > 0 l e t 
N 
X n ( t ) = J f n ( x , t ) d a ( x ) . (24) 
Suppose t h a t for each t > 0 
X n ( t ) = J f n ( x , t ) d o ( x ) and X n ( t ) = J ^ f n ( x , t ) d a ( x ) , (25) 
a a 8 t 
(n > 0) . 
Then: (a) the X ^ ( t ) (n > 0) c o n s t i t u t e a solut ion of the i n f i n i t e 
i n i t i a l - v a l u e problem ( 2 0 ) - ( 2 1 ) for t > 0; 
(b) the x ( t ) (n = 0 , 1 , 2 , . . . , N - l ) c o n s t i t u t e the solut ion of 
the f i n i t e i n i t i a l - v a l u e problem (19) and (21) for t > 0; 
( c ) for any n = 0 , 1 , 2 , . . . , N - 1 and any fixed t > 0 there e x i s t s 
a £ in [ a , b ] such t h a t 
where 
X ( t ) = x ( t ) + E 
n n x 
* r / ^ . i A
 A 2 A 2 A 2 A a 2N V 
. (26) 
( x , t ) = ( ? , t ) 
Proof . I t i s evident from the or thogonal i ty of the polynomials P n (and the 
f i r s t o f hypotheses ( 2 5 ) ) t h a t the functions X ^ ( t ) , n > 0 , s a t i s f y the 
i n i t i a l condit ions ( 2 1 ) . Also, for each n = 0 , 1 , 2 , . . . , N - 1 
x n ( t ) = ]T X J F N ( Z J S T) (23) 
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N 
x (0) = / \ . f ( z „ ) s where f (x) = rr~ P (x)P. (x) i s a polynomial of n LJ j n j ' n C, n k r ' 
. , k J=l 
degree at most 2N-2 ? and hence from the Quadrature Formula 
X n(0) = j ? n ( x ) d a ( x ) = ^ ^ ( z , ) = x n(0) . 
J-l 
Simi la r ly X (o) = x (0) so that the functions x ( t ) sa t i s fy the same 
n n n 
i n i t i a l condi t ions as the functions ^ n ( t ) (n = 0 , 1 , 2 , . . . , N - 1 ) - - namely 
those in ( 2 1 ) . Clear ly asser t ion ( c ) i s a restatement of the Quadrature 
Formula for the functions f n ( x , t ) 0 Hence i t remains to show that j * n ( " t ) } 
s a t i s f i e s the system (20) and { x ( t ) } s a t i s f i e s ( 1 9 ) . From ( 2 2 ) , 
a 2 
—- f^(xst) - - x f n ( x , t ) for n > 0, any t > 0 and any x; for convenience 
8t 
of notat ion in the remainder of the proof , l e t X ^ ( t ) = x ^ ( t ) = 0. 
[ i ] For each t > 0 , 
- A ' X (t) - c x At) + B X (t) - x (t) 
n n n n-1 n n n+1 
= - A J [-xP ( x ) F ( x , t ) ] d a ( x ) - C n J P ( x ) F ( x , t ) d o ( x ) 
'a 'a 
,b b 
+ B N J F n ( x ) F ( x , t ) d a ( x ) - J P n + 1 ( x ) F ( x , t ) d a ( x ) 
a a 
=
 J [ ( V + B n ) P n ( x ) - C n P n - l ( x ) " P n + 1 ( * ) ] F ( * ? t ) d a ( x ) 
a 
= 0 for n > 0 o 
This completes the proof of asser t ion ( a ) , 
[ i i ] S imi l a r ly , for each t > 0 , 
27 
-A x (t) - C x (t) + B x (t) - x ,. (t) 
n n n n-1 n n n+1 
N 
= V \ . [ ( A z , + B )P ( z . ) - C P (z ) -P (z.)lF (z . , t ) 
L i j n j n n j n n-1 j n+J j - j' 
j=l 
= 0 for n = 0 , 1 , 2 , o o
 a,N -1 
(note that the last equation of (19) is satisfied since 
XJJ (t) E 0) ; this gives assertion (b) and hence the proof 
of the theorem is complete,, 
The next theorem treats the case of a corresponding pair of count­
able first-order systems* Those details of proof which parallel portions 
of the proof for Theorem 4 are omitted but other major parts are included, 
Let k be a prescribed non-negative integer which is less than the 
integer N > 2 and let be a specified constant. Consider the two sys­
tems 
B y 
o7o " yl 
ALYL = - Cl yo + V L " Y 2 
A 2y 2 = - C 2 Y l + B 2y 2 
"
 y 3 
(27) 
AND 
A y = -C y . +B y - y ,. (N=L, 2>.. „,N-2) N7n N7n-1 n7n JN+1 ' ' ' 
VLyN-L = " CN-l yN -2 + BN-l yN-l 
AOYO = BOYO " YL 
ALYL " ~CLYO + BLYL * Y 2 
A 2y 2 « - C ^ + B 2y 2 - y 3 
A y = -C y +B y - y (N > i), N7N N7N-L n N fn+L -
(28) 
28 
both subject to the i n i t i a l condi t ions 
y (0) = 0 for n / k 
and y k ( 0 ) = e k 
For each non-negative integer n, for t > 0 and for any x l e t 
g n ( x , t ) = P n ( x ) G ( x , t ) , 
e. _ t 
where G ( x , t ) = ~ P^(x)e 
(29) 
(30) 
C 
Theorem 5. Suppose that , in system ( 2 8 ) , ^—^ > 0 for n s l , 2 , 3 , . . . . 
n n-1 
Let P , n > 0, be the polynomials prescribed by recurrence ( l ) — thus 
these polynomials are orthogonal polynomials associated with a d is t r ibu­
t i o n da(x) over an interval [ a , b ] . For n = 0 , 1 , 2 , . . . , N l e t 
and for n > 0 l e t 
N 
v ( t ) = Y \.g ( z . , t ) (31) 
n u j 3 n j ' 
V ( t ) = g n ( x , t ) d a ( x ) . (32) 
a 
Suppose that for each t > 0 
V n ( t ) = J ^ g n ( x ? t ) d a ( x ) (n > 0 ) . (33) 
a 
Then: (a) the V ( t ) (n > 0) cons t i tu te a so lu t ion of the i n f i n i t e 
n — 
i n i t i a l - v a l u e problem (28) - (29) for t > 0; 
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(b) t h e v ( t ) (n = 0 , 1 9 2 , . . . ? N - l ) c o n s t i t u t e t h e s o l u t i o n o f 
t h e f i n i t e i n i t i a l - v a l u e problem ( 2 7 ) and ( 2 9 ) ; 
( c ) f o r any n - 091 $ 2« ° „ . , N - 1 and any f i x e d t > 0 t h e r e 
e x i s t s a C i n [ a , b ] such t h a t 
V ( t ) = v ( t ) + E , 
n n v 
c i C 2 0 O O S a 2 N 
^ ^
 =
 ^ T 7 2 T 2 ~ " 7 5 - ~ ~~2N * n ( x , t ) 
I W J A A A 2 » ° » A N _ 1 A N ax 
. ( 3 4 ) 
( x , t ) = ( C , t ) 
P r o o f . The o r t h o g o n a l i t y of t h e p o l y n o m i a l s P^ i m p l i e s t h a t t h e f u n c t i o n s 
V ( t ) (n = 0 , l , 2 , « , o o ) meet t h e i n i t i a l c o n d i t i o n s ( 2 9 ) . For each 
n 
n = 0 , 1 , 2 , • „ . ,N-1 t h e Quadrature Formula shows t h a t v ^ ( 0 ) = V (0) ; hence 
t h e f u n c t i o n s v ^ ( t ) a l s o s a t i s f y ( 2 9 ) , A s s e r t i o n ( 3 4 ) i s a r e f o r m u l a t i o n 
o f t h e Quadrature Formula for the f u n c t i o n s g ( x , t ) * For conven ience of 
n o t a t i o n l e t V ^ t ) = v _ 1 ( t ) s 0 . S i n c e ^ - g ^ ( X j t ) = - x P n ( x ) G ( x , t ) f o r 
n > 0 , any t > 0 and any x 3 t h e r e f o l l o w s : 
[ i ] f o r each t > 0 , -A V ( t ) - C V . ( t ) + B V ( t ) - V , , ( t ) = L J
 -
 ?
 n n n n-1 n n n+1 
r b 
J L(A x + B )P ( x ) - C P (x ) - P n + 1 ( x ) ] G ( x , t ) d a ( x ) = 0 
a 
f o r n > 1 
and [ i i ] s i m i l a r l y , f o r each t > 0 , -A v ( t ) -C v At) + B v ( t ) - v (t) = 0 
J 1 ?
 — ' n n n n-1 n n n+1 
f o r n = O s 1 s 2 S 0 o o , N - 1 9 where v ^ ( t ) = 0 , 
which c o m p l e t e s t h e proof o f t h e Theorem. 
If t h e i n t e r v a l o f o r t h o g o n a l i t y [ a , b ] i s f i n i t e , c o n c l u s i o n s a d d i ­
t i o n a l t o t h e ones i n Theorems 4 and 5 can be r e a c h e d . In p a r t i c u l a r , 
h y p o t h e s e s ( 2 5 ) and ( 3 3 ) are s a t i s f i e d w h i l e E^ ~ > 0 and E y —> 0 as 
N — -^co 1 t h e s e s t a t e m e n t s are j u s t i f i e d in Lemmas 6 and 7 b e l o w . 
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Lemma 6° Suppose the interval o f or thogonal i ty [ a , b ] i s f i n i t e 0 Then 
hypothesis (25) i s s a t i s f i e d ; furthermore^ for any fixed integer n > 0 
and any fixed t > 0, x ( t ) —» X ( t ) as N - * o o . that i s , in (26), 
n n 
E - 4 0 as N — > c o o 
x 
Proof . a(x) i s a bounded non-decreasing function over the f i n i t e 
in terval a < x < b and thus i s o f bounded var ia t ion there D Let T be 
an arbi t rary p o s i t i v e number. I t can be e a s i l y v e r i f i e d that for n > 0 
2 
f ( x . t ) s TT f ( x 9 t ) and — f ( x n t ) are a l l continuous at each point 
Ot 
( x , t ) of the plane region a < x < b , ~T < t < T« Consequently a standard 
it 
theorem can be invoked twice to show that (25) h o l d S o The resu l t E 0 
x 
as N —» oo i s wel l known [ 2 2 3 p . 3 4 2 ] . 
Since g ( x 0 t ) and § T g ( x s t ) are both continuous over the plane 
*n * Qt n r 
region a < x < by -=T < t < T ( fo r arbi t rary T > 0) , a completely analogous 
proof to the preceding one es tab l i shes 
Lemma 7. Suppose the in terval of or thogonal i ty [ a ? b ] i s f ini te , , Then 
hypothesis (33) i s s a t i s f i e d ; furthermore, for any fixed integer n > 0 
and any fixed t > 0. v ( t ) —* V ( t ) as N —>°°. 
' ' n n 
I t might be noted at th i s juncture that f in i teness of the interval 
of o r thogonal i ty i s a su f f i c i en t condi t ion for hypotheses (25) and (33) 
to be sa t i s f i ed but i s by no means necessary 0 For example,, the Laguerre 
polynomials L (x ) are orthogonal with weight u (x) = e X over the interval 
[ 0 , ° ° ) | using the analog of (33) say, the Weierstrass M-Test insures 
absolute and uniform convergence of the in tegra ls in question and hence 
* 
Seep for example, T , M. Apos to l 3 Mathematical Analys is , Addison-
Wesley Publishing Co. ( i 9 6 0 ) , p 0 219. 
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X dx = J [L^ ( x)L k ( x)e" t Xe " X ] d x for t> 0, 
o 
32 
CHAPTER IV 
A NON-CLASSICAL FAMILY OF POLYNOMIALS ORTHOGONAL 
OVER A FINITE INTERVAL 
Since many of the polynomial sequences determined by a recur­
rence (l) are composed of familiar Sturm-Liouville polynomials [lO], 
it seems desirable to have available sequences of polynomials which are 
not of this classical type. Just such a one-parameter family is described 
below in (3D). It is demonstrated that these polynomials are orthogonal 
polynomials with weight u(x) = |x|a (a > -1 a parameter) over the inter­
val [-1,1] but are not Sturm-Liouville polynomials if a / 0, The proof 
of their orthogonality given here illustrates a number of points raised 
in Chapter II and? as indicated in Lemma 9, also depends on the evalua­
tion of an interesting determinant D . 
3
 n 
The Non-Classical [x|a Polynomials 
(a) 
Let a > -1 be a parameter and let $ n (n > 0) be the polynomials 
determined by: 
S^a)(x) = 1 
S^a)(x) = x (35) 
S(°}(x) = x S ( a )(x) - e S ( a|(x), n > 1, 
n+1 n n n-1 '' - * 
where 
33 
Note that (35) has the form of recurrence (5) in which b = 0 for n > 0 
n ~ 
and c = e for n > 1. Now l e t 
n n -
A = ( 2 b 2 - b 1 - b Q ) [ ( b l - b o ) 2 + 4 ( C l + c 2 ) ] + 9 c 2 ( b Q -b2) , 
gxM = [ ( n + l ) b n + 1 + ( l-n)b n - ^ - bQ][ ( b ^ ) 2 + 4 ^ + c 2 ) ] / 3 c 2 
+ [ ( - 2 n - l ) b n + 1 + ( 2 n - 3 ) b n + ^ + 3 b Q ] , n > I , 
and 
9 2 (n ) = L ( n + l ) b n b n + 1 - n b n 2 - b Q b 1 + c x - ( 2 n + l ) c n + 1 + ( 2 n - 3 ) c n ] [ ( ^ - b ^ - M U ^ ] / ^ 
+ [(-2n-l)b b + ( 2 n - l ) b 2 + bb. + b 2 + 4nc + ( - 4 n + 8 ) c ] , n > l , 
n n+1 n o 1 o n+1 n 
To prove that the polynomials S ^ 0 / ( x ) (n > 0) are not Sturm-Liouvil le 
polynomials i f a / 0, i t su f f i ce s to show [10] that A = 0 but that i t i s 
not the case that g^(n) = g 2 ( n ) = 0 for every p o s i t i v e integer n. I t 
i s r ead i ly seen here that A=0, g^(n) =0 for n > 1 and 
g 2 ( n ) = [e1 - ( 2 n + l ) e n + 1 + ( 2 n - 3 ) e n ] [ 4 ( e i + e 2 ) ] / 3 e 2 + 4 n e n + 1 + ( - 4 n + 8 ) e n , n > l . 
The subst i tu t ion for e^, e 2 , e^ and e n + ^ then y i e ld s that 
'i + W o ^ ^ ( a 2 + 6 a + 3 ) [ a { s i n 2 ( ^ ) - s i n 2 ( E ~ L ) } - l ] n 3 + h . n 2+h 0n+h^ 
g 2 ( n ) = ( 1 + a ^ 3 + a > + — 3 ~2 "— ' ( 3 6 ) 
3n + h„n + h_n + h, 4 5 b 
where h^, h 2 , 0 0 0 , h ^ are independent o f n= To show that the condi t ion 
g 2 ( n ) = 0 for n > 1 (37) 
i s not sa t i s f i ed when a / 0, i t i s s u f f i c i e n t to show that lim g 9 ( n ) 
n-*°° 
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either does not exist or is not zero this result will be demonstrated 
through an examination of g 2 at odd and even integers* 
It can be easily computed from (36) that 
lim g (2m+1) = ° * *f * a 
m -»*> 
and 
3 2 
, . / -a - 6a - 5a lim g2(2m) = -—- . 
m 
Now if lim g2(2m + l) f lim g 2(2m), lim g2(n) does not exists So 
m » m n 
the only values of a for which lim g2(n) does exist are those for which 
n 
(a 3 + 6a 2 + a)/3 = (-a3 - 6a 2 - 5a)/3 or a (a + 3 + Jt ) (a +3 - &~) = 0 ; 
that is, a = 0, -3 - ,/o~ or ~3 + J6~. But the first two values are 
excluded, since a f- 0 and a > -1; and for a = -3 +A/6~, 
lim g2(n) = lim g2(2m+l) = ° * *f + a = 6 " 2 ^ / 0 . 
n 0 0 m -> 0 0 
Consequently condition (37) is not satisfied and thus the polynomials 
(a) * S^ are not Sturm-Liouville polynomials if a f 0. 
If a = 0, then A = 0 and g.(n) = g2(n) = 0 for n > 1, which 
imply [10] that the polynomials ' are Sturm-Liouville polynomials., 
But the Legendre polynomials P satisfy a recurrence (l) where 
A n = (2n+l)/(n+l) for n > 0, B^ = 0 for n > 0 and C n = n/(n+l) for 
n > 1, so that the corresponding polynomials = [ A 0 A i A 2 9 ° s A n - l ^ P n 
satisfy recurrence (5). However, (5) here is precisely the recurrence 
(35) with a = 0 and hence S ^ = m s in other words 
n n' 
s(0), . _ n2"-1[(n-l):l2 
where the P^ (n = 0,1,2,...) are the Legendre polynomials. 
35 
Orthogonali ty and Other Proper t ies o f the | x | a Polynomials 
(a) 
I t has been shown that the polynomials S > n > 0, are not 
Sturm-Liouvil le polynomials i f a / 0. Some other in teres t ing proper­
t i e s of these polynomials (pa r t i cu l a r ly thei r or thogonal i ty over a 
f i n i t e in te rva l ) appear in the following development. The f i r s t prop­
er ty given (concerning the evenness and oddness of and the vanish­
ing of the corresponding quasi-moments) i s a bas ic one for the subsequent 
d i scus s ion . 
(a) 
An elementary induction argument with (35) shows that S^ i s an 
* 
even or odd function according as n i s an even or odd in teger . Now l e t 
(a) 
{ T n ^ } be the sequence of quasi-moments generated by the S . I t i s 
r ead i ly seen, using the even-odd property of {S^A^J, that x2J+i = 0 
for j = 0,1,2,... . 
In preparation for the bas ic lemma used in proving or thogonal i ty , 
l e t {v'pjj be the sequence of Hankel determinants for [ T n " j » that i s , 
l e t 
In f a c t , a d i r e c t but tedious induction argument using the 
recurrence (35) v e r i f i e s that 
[n/2] 
s ( . ) ( , n + L I F \ W [ N / 2 ] 
S n (x) = x + I (- -)
 K 
k=l 
{2n+2a+ ( - l ) r v h l - l ) { 2 n + 2 a + ( - l ) n + 1 - $} ... {2n+2a+(-l) n + 1 - 4k+3]
 n. 
(2n + a - 1) (2n + a - 3) .., (2n + a - 2k +1) X 
for n > 0, where [ r ] denotes the greates t integer which i s l e ss than or 
equal to r . 
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V = 1 
o 
and 
n+1 
T o T l T 2 
T l T 2 T 3 
T 2 T 3 T 4 
T n T n+1 T n+2 
n+1 
n+2 
2n 
for n = 0 , 1 , 2 , . . . . (38) 
Lemma _8. Let { y n ] > n > 0, be a sequence of real numbers for which 
y Q = 1 and Y 2 j + i = 0 f ° r J = 0 , 1 , 2 , . . . , and l e t 
and H 
n+1 
H = 
0 
1 
y
0 
yl y 2 ' • ' y n 
y i y 2 y 3 ' • ' yn+l 
y 2 y 3 y 4 • * y n+2 
y n yn+l y n+2 • • • y2n 
for n > 0. I f H = V for n > 0, then y. = T . for a l l k > 0. 
- n n — k k -
Proof . I t i s c lear that y = T and y. = T , . I t w i l l be shown that i f 
-—
 7 o o 7 1 1 
= for j = 0 , 1 , 2 , . . . , 2 m then y = for j = 0 , 1 , 2 , ( 2 m + 2 ) . But 
2m+l = 0 = T 2m+l hence i t need only be shown that Y2m+2
 = T2m+2' 
In view of Lemma 4 , (38) and (35) y i e ld that 
„ m+1 m m-1 2 V , 0 = e. e .e^ . . . e e , . m+2 1 2 3 m m+1 
and Laplace expansion of ^m+2 ^Y i t s l a s " t column thus g ives 
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T2m+2Vm+l + f ( V ' V V " ' ' T 2 m + l ' = *1 e 2 e 3 " ' V r t ' ( 3 9 ) 
2m+l 
where f (x ,T,,T^, ... .,) = ) T . A . and A . denotes the cofac tor 
o' 1' 2' 7 2m+l L> i i i 
i=o 
of for i = 0 , 1 , 2 , . . o , ( 2 m + l ) . By the induction hypothesis 
V , , = H and, s ince y n = T 0 , . , f (x , T , , T 0 , . . . , T ,,) = 
m+1 m+1 ' 72m+l 2 ^ 1 * o ' 1* 2 ' 7 m+1 
f (y o >Y^> v 2> • • • >Y m +l ' * ^ n t n e other hand, Laplace expansion o f H 2 
then g ives 
n • c / \ m+1 m m-1 2 
y2ra+2Vm+l + f ( x o ' T l ' T 2 ' - - - ' T 2 m + l ) = e l e 2 e 3 " • % • * « • ( 4 0 ) 
But V m + ^ / 0 (by Lemma 4) and a comparison of (39) and (40) shows that 
y2m+2 = T2m+2 w n * c n completes the proof of the Lemma. 
The goal of the remaining d i scuss ion i s the v e r i f i c a t i o n that the 
(a) 
polynomials are orthogonal polynomials associated with the weight 
a + 1 i i d 
For n > 0, l e t 
u(x) = •—^— lxl over the interval [ - 1 , 1 ] 
"n " 4 ^ 1 ! x " | x | ° d x ! ( 4 1 ) 
that i s 
and 
Further, l e t 
U = 1 j 
r o ? 
^2j+l = ° f 0 r j = ° ' 1 ' 2 ' 
'25 = 25 + t I 1 f 0 r j = V ' 1 ' 2 ' 
(42) 
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D = 1 
o 
and 
n+1 
"o H H 2 • • • •»„ 
"l "3 ' ' • "n+1 
V-2 
0 9 9 
H 4 • • ' %+2 
"n "n+1 "n+2 • • • "2n 
for n > 0 (43) 
Observe that ^ n + 1 is positive (for n > 0) since it is the determinant 
of the quadratic form described by 
I L d i < V i + J • A-TL.[ ^ • V i « B ' 1 * - - - + V + < . > 2 ^ 
i =o j =o 
and the right side is positive for any real d Q, d^,..., d^ (not all zero) 
It will be shown, by evaluating D »^ that D^ + 1 = (n = 0,1,2,.ao) 
and hence from Lemma 8 that T = a for n > 0. But then (T "I is the 
n rn - I nj 
moment sequence for u(x) - |x|, which implies (from Lemma 3) 
orthogonality of the polynomials S 
Lemma 9. For any n > 1 „ 
(a) 
p. n n-1 n-2 
Dn+1 = ei e 2 e3 e .. e , n-1 n 9 
where e is given in (35)„ 
Proof. It will be shown that D = (e.e_.„.e )D or. what is simpler 
—•—— n+1 1 2 n n ? 
here, that D ,, = (e.e.o„„e )[e.e„..,e ,D .] (n > 2). from which the y
 n+1 1 2 n L 1 2 n-1 n~lJ -
assertion follows by a direct induction. The proof falls naturally into 
two cases according as n is an even or odd integer. In each case the 
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verification is somewhat detailed; hence merely a recipe for the proof 
is given* 
Case 1: let n > 3 be an even integer. Then 
n+1 
a+1 0 a+1 0 a+1 0 a+1 
a+1 a+3 * * a+n-1 a+n+1 
0 a+1 0 a+1 . . 0 a+1 0 
a+3 a+5 ' a+n+1 
a+1 0 a+1 0 a+1 0 a+1 
a+3 a+5 ' * a+n+1 a+n+3 
a+1 0 a+1 0 a+1 0 a+1 
a+n+1 a+n+3 a+2n-l a+2n+l 
[i] Multiply each of the n+1 rows by ~^-r . 
[ii] Multiply rows 1 and 2 by (a+n+l), rows 3 and 4 by 
( a+n+3),.rows (n-l) and n by (a+2n-l), and row (n+l) 
by (a+2n+l). 
[iii] Subtract column (n+l) from column 1, from column 3 ?. 
from column (n-3), and from column (n-l). Subtract 
column n from column 2, from column 4,..., from column 
(n-4), and from column (n-2). 
[iv] Multiply column 1 by ^  , columns 2 and 3 by ~ j , col umns 
4 and 5 by , a n d columns (n-2) and (n-l) by ~ o 
[v] Multiply columns 1 and 2 by (a + n + l), columns 3 and 4 
by (a + n + 3),..., columns (n-3) and (n-2) by (a + 2n - 3), 
and column (n-l) by ( a+2n-l). 
[vi] Subtract row (n+l) from row 1, from row 3,..., and from row 
(n-l). Subtract row n from row 2, from row 4,,.,, and from 
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row ( n - 2 ) . 
i~ _ 1 1 
Lvli] Mult iply row 1 by - , rows 2 and 3 by J^ —J
 r rows 4 and 5 
1 1 by JJ—j and rows (n-2) and (n - l ) by 
[ v i i i ] Mult iply each of the f i r s t n-1 rows by ( a + l ) . 
Then, 
D = Y 
n+1 n 
a+l 
a+l 
a+l 
a+3 
a+l 
a+n-1 
a+l 
a+3 
a+l 
a+n-1 
a+l 
a+3 
a+l 
a+5 
a+l 
a+n+1 
a+l 
a+5 * " 
0 . 
a+l 
a+n-1 
a+n+1 
a+l 
a+2n-3 
0 0 
0 0 
a+l 0 0 
0 0 
0 1 0 
0 1 
(44) 
where Y = 
n 
( a + l ) 2 [ 2 2 4 2 6 2 . . . ( n - 2 ) 2 n ] 2 
[ ( a + n + 1 ) ^ ( a + n + 3 ) . . ( a + 2 n - 3 ) 2 ] 2 (a+2n-l )°(a+2n+l) 
(45) 
In ( 4 4 ) , two Laplace expansions (by a l as t column) g ive immediately 
2 2 2 2 
that D , , = Y D . . I t can be v e r i f i e d d i r e c t l y that e. e n e^ . . „ e . e n+1 n n-1 7 1 2 3 n-1 n 
and thus the proof for Case 1 i s complete. 
Case 2 : l e t n > 2 be an odd in teger . Then 
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q+1 
0+1 
a+1 
a+3 0 
a+1 
a+n 
n+1 
a+1 
a+3 
a+1 
a+3 
a+1 
a+n+2 
a+1 
a+5 
« & * 
a+1 
a+5 
a+1 
a+n+4 
a+1 
a+n+2 
a+1 
a+n+2 
a+1 
a+2n+l 
r T 1 
[ i J Multiply each of the n+1 rows by --rr . 
[ i i ] Multiply row 1 by (a+n), rows 2 and 3 by (a+n+2), rows 4 
and 5 by ( a + n + 4 ) , . . . , rows ( n - l ) and n by (d+2n- l ) , and 
row (n+1) by (a+2n+l). 
[ i i i ] Subtract column (n+1) from column 2, from column 4 , . . . , and 
from column ( n - l ) . Subtract column n from column 1, from 
column 3 , . . . , and from column ( n - 2 ) . 
[ i v ] Mult iply columns 1 and 2 by r~r » columns 3 and 4 by 
and columns (n-2) and (n-1) by ~ . 
[ v ] Mult iply column 1 by (a+n), columns 2 and 3 by (a+n+2), 
columns 4 and 5 by ( a + n + 4 ) , . . . , columns (n-3) and (n-2) by 
(a+2n-3), and column ( n - l ) by (a+2n- l ) . 
[ v i ] Subtract row (n+l) from row 2, from row 4 , . . . , and from row 
( n - l ) o Subtract row n from row 1, row 3 , . . . , and from row 
( n - 2 ) . 
[ v i i ] Mult iply rows 1 and 2 by ~ y , rows 3 and 4 by >•••> 
and rows (n-2) and ( n - l ) by ^ . 
[ v i i i ] Mult iply each of the f i r s t n-1 rows by ( a + l ) . 
As in Case 1, i t now fol lows that 
D
 4.1 = Z D I > n+1 n n-1 7 
where Z - ( a + l ) 2 f 2 2 4 2 6 2 . . . ( n - l ) 2 ] 2 
[(a+n) ( a + n + 2 ) . . . ( a + 2 n - 3 ) ] (o+2n-l) (a+2n+l) 
2 2 2 2 
e l e 2 e 3 0 0 0 e n - l e n » 
which completes the proof o f the Lemma. 
D T A n n n-1 n-2 2 . , By Lemma 4 S V = e. e^ e_ . . . e . e s consequently 1
 ' n+1 1 2 3 n-1 n' 1 
V = D . , for n > 0. Hence, by Lemma 8, x = ti for n > 0; that 
n+1 n+1 — 1 1 ' n r n - ' 
i s , the quasi-moment sequence | T n ^ 1 S "the moment sequence for 
a+l a 
(j(x) = —2~ | x | over [ - 1 , 1 ] . But then Lemma 3 implies that the cor 
responding polynomials S ^ a / (n = 0 , 1 , 2 , . . « ) are orthogonal polynomial 
with weight u(x) = | x | a over the interval [ - 1 , 1 ] . 
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CHAPTER V 
ILLUSTRATIVE EXAMPLES AND COMMENTS 
The presentat ion in th is chapter i s framed around three examples 
of countable systems of ordinary d i f f e r e n t i a l equations. The so lu t ions 
presented for these systems i l l u s t r a t e many of the techniques developed 
in preceding chapters; in addi t ion , they serve to indica te related but 
unanswered questions in the study of i n f i n i t e d i f f e r e n t i a l systems. In 
each case the example i s preceded by a d iscuss ion of some of the proper­
t i e s to be i l l u s t r a t e d . 
Example 1 
The example below, which i l l u s t r a t e s many of the methods 
developed in Chapters I I and I I I , a l so shows that the solut ion fur­
nished for the i n f i n i t e system may, in some cases , be represented in a 
(s impler) form which i s quite d i f f e ren t in appearance from the o r ig ina l 
one. The d i f f e r e n t i a l system considered here may be interpreted as a 
model for an i n f i n i t e ve r t i c a l stack of f l a t p l a t e s , s l id ing ho r i zon ta l l y 
with respect to each other , with v iscous f r i c t i o n between adjacent p la tes 
(see the Appendix). 
Consider the i n f i n i t e system 
m . , 
• y = -y + y 
p 7 0 7 0 7 1 
m •
 0 , 
- yx - y 0 - 2y x + y 2 
(46) 
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7 Y 2 " Yl - 2*2 + y3 
— y = y . - 2y + y .. (n > l), p 7n 7n-l 7n 7 n+1 - ' 
subject to the initial conditions 
y (0) = 0 for n fk (47) 
n 
and yk(0) = e k , 
where m and p are positive constants and k is a fixed non-negative integer. 
When (46) is expressed in the form of the infinite system (28) 
and the coefficients are identified, there results 
A = - — for n > 0 , 
n p ~ ' 
B = 1 and B = 2 for n > 1 (48) 
o n -
and C = 1 for n > 1 . 
n -
Let (n = 0,1,2,.be the polynomials generated by the recurrence 
(l) in which the coefficients A , B and C have the values given in 
n* n n 
(48). According to (4) and (5), the polynomials 
( 1 ) N N 
and <p = ' p P for n > 1 (49) 
n n n -
m 
satisfy the recurrence 
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<P0(x) = 1 , 
where b = - E. , b = - ^ - for n > 1 (51) 
o m n m -
2 
and c = — for n > 1 . 
n 2 -
m 
From [ l 0 ] , the polynomials <D n( x) are (apart from a l inear change of the 
independent var iable and mul t ip l i ca t ive fac tors which may depend on n 
but not on x) Jacobi polynomials sa t is fying the d i f f e r e n t i a l equation 
t " 2 ** + *T *K' W + [ - x + ^ <»n ( x ) + * n ( x ) = 0 ( 5 2 ) 
for n = 0 , 1 , 2 , . . . . Let x = ^ t + ^ and ^ ( t ) = ^ ( ^ - t + & ) ; 
then (52) takes the form 
[ - t 2 + l f y ^ ( t ) + [-2t - l ] ^ ( t ) +n(n+l)\|r ( t ) = 0 (53) 
for n = 0 , 1 , 2 , . . . . I den t i f i ca t i on of (53) with the Jacobi d i f f e r en t i a l 
equation 
[ - t 2 + l ] y " + [p -a - ( a + p + 2 ) t ] y * + n ( n + a + p + l ) y = 0 
shows that a = ^ , p = - ^ a n c l "the polynomials >|r ( t ) are thus the Jacobi 
( l / 2 - 1 / 2 ) 
polynomials p n ( t ) (apart from mul t ip l i ca t ive fac tors which may 
depend on n but not on t ) . These Jacobi polynomials s a t i s fy the recurrence 
<p. (x) = x + b (50) 1 o 
and V n ^ X / = ( * + b n ) < P n ( x ) " C n < p n - l ^ X ^ 9 
4 6 
PU/2, - l / 2 ) ( t ) . 
p ( l / 2 , - l / 2 ) ( t ) t + i ( 5 4 ) 
( 1 / 2 , - 1 / 2 ) / , _ 2 n + i ( 1 / 2 , - 1 / 2 ) / x . ( 2 n - l ) ( 2 n + l ) ( l / 2 , - l / 2 ) , v 
a n d
 n + 1 U j " n + 1 t n u ; 2 n ( 2 n + 2 ) n - 1 U J ' 
n > 1 . 
( l / 2 - 1 / 2 ) 
The Jacobi polynomials p n ( t ) are orthogonal over the 
i / i t r ^  
in terval - 1 < t < 1 with weight W(t) = where | W(t)dt = 1 . 
i t Jl+t J - 1 
mx 
But t = ~ ~ 1 and hence the polynomials sa t i s fy 
P (x) = q P ( l / 2 ' " l / 2 ) (§*• - 1 ) (n = 0 , 1 , 2 , . . . ) ( 5 5 ) 
n Mn n 2 p ' ' ' 
for some constants q Q , q ^ , q 2 , . . . and are orthogonal over the interval 
4 p 
0 < x < with weight 
- ~ m 
/ x m v^4p - mx 
w(x) = , 
2 p n «/mx 
% • 
where w(x)dx = 1 . The mul t i p l i ca t i ve terms q can be determined J n 
o 
as f o l l o w s : l e t R^ (n > 0 ) be the polynomials described by 
R U) - P[1/2' ~ l / 2 ) < 5 * - 1) • (56) n n 2p 
Then ( 5 4 ) y i e l d s 
R Q ( x ) = 1 , 
R x ( x ) = | - x - \ ( 5 7 ) 
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-
 R n + i ( x ) - [ 5 S S " - ^ L » N W . I 2 N Z I I I | G I I V I ( X ) ; N > _ L . ( 5 7 ) 
From recurrence ( l ) (where the c o e f f i c i e n t s are given in ( 4 8 ) ) , the 
c o e f f i c i e n t of the highest power of x in P (x) i s 
( l "1 n m n 
A A . A 0 . . . A . = \~XT , for n > 1 . (58) 
o 1 2 n-1 n ' -
P 
S imi la r ly , from ( 5 7 ) , the c o e f f i c i e n t of the highest power o f x in ^ n ( x ) 
I S 
2m n [ (2n - l ) i ] ,
 x 
for n > 1 . (59) 
n p V [ ( n - l ) . ' ] 2 
Consequently r e l a t i o n s (55) through (59) show that q = 1 and 
o 
/ .XN mn 2m n L(2n- l ) :L 
(-D -T = % L —-T: for n > 1 . 
n
 np n 4 n [ (n - l ) : ] 2 Hence, 
X - 1 
% - N < - G I ; ; I ' ! L • » * . . 
Now, C 0 & J m u(x)dx = 1 
and, from ( l l ) , 
C n " J m P n 2 (*Mx)dx = 1 for n > 1 
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Theorem 5 shows that a so lu t ion of the i n i t i a l - v a l u e problem ( 4 6 ) - ( 4 7 ) 
i s thus given by 
J m — + Y P n (x )P k (x )u j (x ) e X X dx 
4£ 
!kW P m ( 1 / 2 , - 1 / 2 ) ,mx . ( l /2 , - l /2 ) ,mx , 
2pit J n V2p ' A;tk k2p 
o 
>/4p - mx - tx , c .
 e dx 
//mx 
Vir%(V2.-Vfe) (.C ( > 8 e ) p a / 2 , - i / 2 ) ( . c o s e ) 
TC J n k 
o 
/r-T——£ ^ ( - 1 + c o s 6) t 
v l + cos 6
 a m . _ 
• — — sin 8 e d8,n > 0. 
Jl - cos 6 
f , / o Uo\ c o s { ( 2 j + l ) | ] 
But, from [ 2 2 , p Q 5 9 ] , Pv. 1 / z > ~ l / Z J ( - c o s 6) = ~ for j > 0; 
3
 q^ cos ( - ) 
and thus i t i s true that 
V ( t ) - ^ J % cos [ (2n+l ) | ] cos { (2k+l) | ] 
o 
F
"K/1 + cos Q sin 8 
L / l - C O S 0 C O S ^ 
1
 ( § ) J 
2p_ (-1 + c o s e)t 
em de 
e k r m r cn ( - 1 + c o s 6 / t 
= -f J 2 cos { (2n+l ) | j c o s { ( 2 k + l ) | j e m d8 
o 
e it — (-1 + c o s 6)t 
= — I rcos{(n+k+l)e}+ cos {(n-k)e}]em de 
1 1 v o 
1 ~ - (-1 + C O S T t x ) t 
= £k J L c°s{(n+k+l )itx} + c o s {(n-k)itx}]e m dx , 
o 
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for n = 0,1,2,..* . This last expression has a very different appearance 
from the form first given for V (t). 
3
 n 
Example 2 
In this section, after some preliminary remarks, an example is 
given in which the furnished solution of an infinite system is a good 
approximation to the solution of its finite truncation over a consider­
able range of the independent variable. 
It is indicated in Chapter III that the solution given for the 
infinite system may be conveniently used to approximate the solution of 
a finite truncation, although there is no assurance of a "close" approxi­
mation. Error estimates for such approximations are supplied in Theorems 
4 and 5; and in Lemmas 6 and 7 it is shown that if the interval of ortho­
gonality is finite, the errors approach zero with increasing N (where N 
is the order of the finite system). However, the problem of obtaining 
practicable upper bounds for these errors for fixed N appears to be a 
difficult one which has not, as yet, been subjected to a detailed inves­
tigation. 
The furnished solution for the infinite system has a computationally 
simple form, whereas the solution of the truncation is cumbersome and 
requires that the zeros of a certain polynomial (of degree the order of 
the system) be known. Consequently a solution of the infinite system is 
always an attractive approximation; it is also a useful one whenever the 
error incurred can be shown to be small. 
The approximation X (t) ~ x (t) (or V (t) - v (t)) is, in many 
rr
 n * / n n n ' 7 
cases, an accurate approximation for small values of t. However, there 
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may be large values o f t at which the error incurred by using the approxi-
est ing i l l u s t r a t i o n in a physical se t t ing . 
A f i n i t e f i r s t - o rde r d i f f e r e n t i a l system i s considered below as 
an i l l u s t r a t i o n . The f i r s t component o f the solut ion i s approximated 
by the f i r s t component of a solut ion to an i n f i n i t e system for which the 
given system i s a t runcat ion. The error estimate for the pair of systems 
i s a lso examined. This par t icu lar example was de l i be r a t e ly chosen to show 
that there e x i s t non- t r iv ia l problems in which a so lu t ion of the i n f i n i t e 
system i s a good approximation to the so lu t ion of the f i n i t e system even 
when the order of the system i s r e l a t i v e l y small and t i s reasonably 
l a rge . 
mation i s no longer small; the reader i s referred to [ 6 ] for an in te r -
Consider the system 
o yo - yl 
"
Cl yo + V l -
n+1 
(n = l , 2 , 3 , . . o , 9 9 ) (61) 
A 100 y 100 + B 100Y100 9 
with i n i t i a l condi t ions 
e 
o 
(62) 
and 0 for n = 1,2,3 
, ^ , o , . . . , 100 , 
where 
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A 2(2n +3) ,
 N n A = ^ . . — u for n > 0 , 
n n+2 - 7 
B = "4(n+l) 
2 (63) 
n = (n+2)(2n+l) f o r n > 0 
a n d Cn = (n+2)|2n+l) f o r n > 1 ° 
Let (n > 0) be the polynomials generated by the recurrence (l) in which 
the coefficients A , B and C have the values given in (63). It can 
n' n n 3 
be shown that the polynomials P^ are (apart from a linear change of the 
independent variable and multiplicative factors which may depend on n but 
not on x) the Jacobi polynomials P^'^. It then follows that the poly­
nomials P n( x) a r e orthogonal over the interval 0 < x < 1 with weight 
u(x) = 2x. Theorems 2 and 5 show that the first component of the solution 
to the initial-value problem (6l) - (62) may be written 
101 - T Z J 
v (t) = e [A C.C0CQ...C.ni] 7 - l e v p l — 7 r , (64) 
o o L o 1 2 3 101J u Pio2^ zj / Pi01^ zi^ 
j=l 
where z^,z2,...,z^oi a r e t n e z e r o s °f Pioi* However, the first component 
of the corresponding solution to the infinite problem has the simple form 
1
 tx 
V (t) = e f e (2x)dx 
o o J 
= 2e 
o 
o 
-tx -txn 1 
-xe e 
L t t 2 J 
2e (l - e _ t - te"1) 
9 ' . (65) 
t 
See the preceding example for a detailed illustration of the 
procedure followed here. 
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Furthermore, at any t > 0 
d v o (t) - v Q ( t ) 
e(C C C C ) t 2 0 2 e ~ U 
0 1 2 3
 9 ^ 2 — , for some K in [ 0 , l ] , 
[ ( 2 0 2 ) ' ] A o A 2 A 2 A 2 o . . A 1 ( ) 0 A 1 0 1 
s o ( l 0 2 ) 2 [ ( l 0 l ) « ] 4 t 2 0 2 e " ^ 
( 2 0 3 ) 2 [ ( 2 0 2 ) ! ] 3 
A d i r e c t computation shows that for any t > 0 , 
E < « ( l O ) " 5 0 0 ( 6 . 0 7 0 2 ) t 2 0 2 e - « 
v - o 
< e o ( l 0 ) " 5 0 0 ( 6 . 0 7 0 2 ) t 2 0 2 
Thus, for example, i f 0 < t < 250 then 
E < ( l . 4 7 ) ( l 0 ) ~ 1 5 e 
v - o 
Example 3 
The i n f i n i t e l inear d i f f e r e n t i a l system introduced below involves 
both f i r s t and second der iva t ives and hence i s not of a type considered 
in Theorems 4 and 5 0 Consequently none of the techniques described 
e a r l i e r w i l l supply a so lu t ion . 
The c lass of systems having both f i r s t - and second-der ivat ive 
terms i s a natural area to consider for extending the methods of Chap­
ter I I I . The example presented here suggests that further inves t iga t ion 
See Mo Alliaume, Tables Jusqu"a n = 1200 des F a c t o r i e l l e s NL, 
Louvain, L i b r a i r i e Univers i ta i re 
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of this area may be rewarding. 
The infinite system discussed can be considered as a model for an 
infinite system of coupled harmonic oscillators in which the spring con­
stants (n > 0) ? the masses (n > 0) and the damping coefficients 
d (n > 0) have the form 
n ~ 
k = k r n for n > 0 , 
n o - ' 
m = m r n for n > 0 (66) 
n o -
and d = d r n for n > 0 , 
n o ~ 
where \CQ9 m , d Q and r are positive constants (see Figure 1), 
o M ~2 
• w 
Figure 1, An Infinite System of Coupled Harmonic Oscillators 
with Viscous Damping. 
d k 
With a = ~~~ and B E — . , the equations of motion are 
m
 r
 m * 
o o 
y 0 = - a y Q - p(l+r)yQ + pry^ 
Vj = PyQ - a Y l - P ( l + r ) y i + Pry 2 
V 2 = Pyx - a y 2 ~ P ( 1 + r ) y 2 + P r Y 3 
y - Py i -ay -p(l+r)y + pry ... , n > 1 . 
'n r in-l n n r 1n+1 ™ 
(67) 
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Let prescribed initial conditions be 
y ( 0 ) = y (0) = 0 for n / k , 
n n
 (68) 
yR(0) = a R and yk(0) = P R (for some fixed k > 0). 
Then a direct induction argument and a simple check for the initial con­
ditions (68) show that a solution of the infinite initial-value problem 
(67)-(68) is 
to 
xn(t) = (-W2 J1 inL(n+i),x3si4(k+i),x] |(2pk+aka)sinh[tv(x)] 
+ 2akv(x)cosh[tv(x)]J dx , for n = 0 , l,2 , 9o., 
where 
v(x) = y~- - p(l+r) + 2p*/r~COS itx 
Note that for each x in [0,l], v(x) is either real and non-negative or 
pure imaginary. It is of some interest that {^(t)} 1 S a solution of 
(67) - (68) for any constants a and p (not necessarily positive). 
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APPENDIX 
A number of physical counterparts of the infinite second- and 
first-order systems discussed in Theorems 4 and 5 are presented in the 
subsequent pages. Both a physical and electrical analog are given for 
each system, along with a tabulation of solutions in a number of cases. 
The following conventions are retained throughout the remaining 
material: 
[i] p , n > 0, are the Jacobi polynomials described in 
n 
Szego [22]; 
[ii] L (a) , n > 0, are the Laguerre polynomials described in 
n 
Szego [22]; 
[iii] S , n > 0, are the polynomials described in Chapter IV. 
n 
FINITE PROTOTYPES INFINITE PROTOTYPES 
Coupled Harmonic O s c i l l a t o r s 
m
0 
m i w—-w- mN 
N 
Figure 2 ( a ) . A Fini te System of Coupled 
Harmonic O s c i l l a t o r s . 
Coupled Harmonic O s c i l l a t o r s 
hffiftrU m 0 
Figure 2 ( b ) . An In f in i t e System of Coupled 
Harmonic O s c i l l a t o r s . 
For n > 0, l e t k^ be the spring \ 
constant for the ( n + l ) S t spring j 
st / 
and l e t m be the (n+l) mass . / 
For n = 0 , 1 , 2 , . . . , N - 1 , l e t x ( t ) 
denote the displacement of mass 
m^ at time t , measured p o s i t i v e l 
to the r ight from the pos i t i on 
which m^ occupies when a i l the 
springs are unstressed. 
For n = 0 , 1 , 2 , . « . , l e t x n ( t ) denote 
the displacement of mass m^ at time 
t , measured p o s i t i v e l y to the r ight 
from the pos i t i on which m^ occupies 
when a l l the springs are unstressedc 
Ladder Network Ladder Network 
-> i N-l 
Figure 3(a). A Finite Ladder Network. 
1 
or 
"1 
i, — 3 
L2 
Figure 3(b). An Infinite Ladder Network, 
For n > 0, let 1^  be the inductance 
of the (n+l) S t inductor and C the 
st n 
.capacitance of the (n+l) capacitor. 
For n = 0,1,2,...,N-1, let x (t) denote 
n 
the quantity q n(t), where 
q (t) = J in(n:)dT + qn(0+) 
o 
and q_^(t) = q^(t) = 0 . 
[Note: The charge Q p ( t ) on the capacitor 
C n (0 < n < N) is q n - 1(t) - %M .*] 
For n = 0 ,1 ,2 , . . . , let ^ (t) denote 
the quantity q^(t), where 
q n ( t ) • J t i n W d , + ^ ( 0 + ) 
o 
and q ^ (t) =0 . 
[Note: The charge Q (t) on the capacitor 
C n (n > 0) is q n - 1 ( t ) - qn(t).] 
FINITE MODEL (corresponding to the harmonic-
o s c i l l a t o r prototype) 
x (0) = x (0) = 0 for n f k, 
n n 1 7 
x k ( 0 ) = a k and \ M = p f c . 
Solut ion 
System System 
A x = 
0 0 
B x -
0 0 
X l 
A X = 
0 0 
B X -
0 0 
XI 
A l v l = -C.x + B.x. -1 o 1 1 X 2 V I - - C X + B,X. -1 o 1 1 X 2 
A 2*2 = " C 2 X 1 + B 2 X 2 * X 3 V 2 • " C 2 X 1 + B 2 X 2 ' X 3 
A x = 
n n 
-C x . +B x -
n n-1 n n x n+l ^ n = 1 > 2 > « « » > N - 2 ) A X = 
n n 
-C X , +B X -p n-1 n n X n + 1 
A N-LV 1 = - C N - l X N - 2 + ^-LVL 9 
I n i t i a l Conditions I n i t i a l Conditions 
INFINITE MODEL (corresponding to the harmonic-
o s c i l l a t o r prototype) 
X (0) = X (0) = 0 for n / k, 
XK(O) 
Solut ion 
a k and X R ( 0 ) = P R . 
«
 D 
X ( t ) = P ( x ) F ( x , t ) u ( x ) d x for n = 0 , l , 2 , , . . x ( t ) = V X.P ( z . ) F ( z . , t ) for n = 0 , l , 2 , . . . , N - i . n u j n j y 7 
J = L 
(For F ( x , t ) , see equation ( 2 2 ) , p . 24 . ) 
For the harmonic o s c i l l a t o r s , A ~ -m / k ( fo r n > 0 ) , B = 1 + k /k ( f o r n > 0) and 
n n n+1 - J n n r>+l — 
C = k /k ( fo r n > 1 ) . The replacement of k by (C ) " 1 and m by t here and in Table 1 
n n nfi — n n n n 
y i e lds mathematical models and various so lu t ions for the ladder network. 
Pn(x) [a,b] ui(x) 
1. k r , n >0 
o -
(r constant) 
2. 
4. 
kQ=0, 
k =k, n>l n -
(k constant) 
ko=o, 
k - nk. n > 1 n ' -
(k constant) 
ko = 0> 
k =nk, n>l 
(k constant) 
5. k =k, n>0 
n -
(k constant) 
p(l/2, l/2)( 1 +r 
(r constant) 
=
 (-i)n4n[n:T[(n-n):] 
(^)n[(2n+l):] 
^(i-^) 2,^(i +7T) 2l 
o o 
(m constant) 
(2n+l)m 
(m constant) 2n + 1 
(m constant) 
m 
n+1 (m constant) 
n+1 
ko = ° » 
k = (n+<.sjn )^)k 
n ^ 
for n>l 
(k constant) 
(2n+l+a)m 
(m constant) 
1 +a 
2n+i+a 
(1/2,-1/2) ,mx s 
in V2k l ) ' 
_(-l)nn4n[(n-l):12 
1
 2[(2n-l)l] 
(-l)n P (°' 0 ) (E x-1) n k 
•i0) <= x) 
L(i) ( ? 
n k 
[0, ™) 
[0, ») 
^n (k X " ° ' 
_(-l)n(a+l)(a+3)...(a+2n-l) 
Q n
 (l+a)(2)(3+a)(4)...(n+a sin^?]) 
/2k m (l+r)x-m2x2 o / o o o 
- k2(l-r)2 
2rtk2 r o 
m 
2kit Vmx 
2k 
k2 
m(a+l) im ,ia 
2k 'jc* - 1' 
0) 
cr 
CO 
o 
I—• 
c 
r+ 
o 
D y> o 
cn 
*< y> 
r+ 3 y> 
3 O 3 
o y> 
o 
QJ 
r+ O 
y> 
F. L. Cook has shown [4l that it is impossible to choose an infinite sequence of values for the spring constants and 
an infinite sequence of values for the masses in such a way that every truncation of the corresponding infinite chain of 
harmonic oscillators has a secular polynomial PN(x) which is (apart from a linear change of the independent variable and 
multiplicative factors which may depend on n but not on x) an Hermite polynomial. CP 
FINITE PROTOTYPES INFINITE PROTOTYPES 
Sl iding Plates 
»! 1=1 0 m 
"N-1 
Figure 4 ( a ) . A Finite Stack of Sl iding 
Pla tes . 
Sl iding Plates 
m l 
m. 
pi 
T ? 2 
Figure 4 ( b ) . An In f in i t e Stack of Sl id ing 
Pla tes . 
For n > 0, l e t m be the mass o f 
~" st n 
the (n+1) plate and the coef­
f i c i e n t o f v iscous f r i c t i o n at the 
/ \ st 
bottom o f the (n+1) p l a t e . 
For n = 0 , 1 , 2 , . . . , N - 1 , l e t v ( t ) be 
st ^ 
the v e l o c i t y o f the (n+l) plate 
at time t . 
For n = 0 , 1 , 2 , . . . , l e t V n ( t ) be 
the v e l o c i t y of the ( n + l ) s t p la te 
at time t . 
Ladder Network 
1 •>i 
lN-2^ 
N-l 
lN-l 
Figure 5(a). A Finite Ladder Network. 
Ladder Network 
Lo Ll L 2 
->i ->i 
Figure 5(b), An Infinite Ladder Network, 
For n > 0. let L be the inductance 
- ' n 
of the (n+l) s t inductor and R*n the 
resistance of the (n+l) s t resistor, 
For n = 0,1,2,...,N-l, let vn(t) 
be the current through the 
(n+l) S t resistor at time t. 
For n = 0,1,2,..., let Vn(t) be 
the current through the (n+l)s-t 
resistor at time t. 
FINITE MODEL (corresponding to the sl iding-
pla te prototype) 
System 
A v = 
O 0 
B v -
O 0 
v i 
V i = = "Clvo + V i - V 2 
v 2 • - -c 2 V l + B 2 v 2 - V 3 
A v = 
n n 
•• -C v 
n n -1 + B v n n - V 
VlVr "CN-lVN-2 + V l V l * 
I n i t i a l Conditions 
v (0) = 0 for n / k 
n ' 
and v k ( 0 ) = e f c . 
Solut ion 
N 
v n ( t ) = ^ \ j P n ( z j ) G ( z j , t ) for n = 0 , l , 2 , . . . , N - l . 
j - l 
(For G ( x , t ) , see equation 30, p . 2 8 . ) 
For the s l id ing p l a t e s , A^ = -m /p ( fo r n > 0 ) , B = 1, B = 1 + p . /p ( fo r n > l ) and 
n n r n — o ^ n ^ n-1 r n — C = P i/p^ ( fo r n > 1 ) . The replacement of m by L and p by R here and in Table 2 y i e ld s 
n n-i n — r n n r n n 1 
mathematical models and various so lu t ions for the ladder network. 
INFINITE MODEL (corresponding to the s l id ing 
p la te prototype) 
System 
A V = 
0 0 
B V - V , 
0 0 1 \ \ = 
"
C l V o + B 1 V 1 - V 2 
A 2 V 2 = 
"
C 2 V 1 + B 2 V 2 " V 3 
A V = 
n n 
• • • 
-C V . + B V -
n n-1 n n 
I n i t i a l Conditions 
V (0) = 0 for n / k 
n ' 
and V f c (0) = e f c . 
Solut ion 
vn(t) -
-*> 
J P n ( x ) G ( x , t ) w ( 
Table 2. Solu t ions for Stacks o f Sl id ing Pla tes . 
Pn rn | C n j n P n ( x ) [ a , b ] u ( x ) 
P 
( p constant) 
m 
(m constant) 
1 _ p ( l / 2 , - l / 2 ) / m x n 
q n n ^2p " l ) > 
_ n ( - l ) n 4 n [ ( n - l ) i ] 2 
n
 2 [ ( 2 n - l ) J ] 
L
 ' m J 
m V 4 p - m x 
2pic Jmx 
2. ( n + l ) p 
( p constant) 
( 2 n + l ) m 
(m constant) 
1 
2n+l 
( - l l ' V ^ ' P x - l ) 
n p 
m 
2p 
3. ( n + l + a s i n 2 ( n + l ) | ) p 
( p constant) 
( 2 n + l + a ) m 
( m constant) 
1 + a 
2n+l+a 
c ( a ) / m , \ q S ( - x ~ 1) , 
n n p ' 
( - 1 ) n ( a + l ) ( a + 3 ) . . . ( o + 2 n - l ) 
%
 ( l + a ) ( 2 ) ( 3 + a ) ( 4 ) . . . ( n + a s i n 2 [ ^ ] ) 
m ( a + l l | m
 f a 
2p ' p 
4. ( n + l ) p 
( p constant) 
m 
( m constant) 
1 L ( 0 ) ( * x ) 
n p [ 0 , - ) 
m 
- - X 
m p 
- e 
P 
O N 
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