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This paper adopts an atomic-scale model based on the atomistic formulation to analyze the deformation
mechanism induced in a copper substrate during nanometric cutting process. The deformation evolution
during the nanometric cutting process is evaluated using the energy minimization method, thereby
greatly reducing the required computation time compared to the traditional Molecular Dynamics (MD)
simulations. The simulation results indicate that the microscopic plastic deformation in the substrate
is caused by instability of its crystalline structure, and that slip vector analysis reveals the activity of dis-
locations is the fundamental deformation mechanism during the cutting process.
 2008 Elsevier Ltd. All rights reserved.1. Introduction
Metal cutting is still one of the most important manufacturing
technologies today. Due to the highly nonlinear nature of the metal
cutting process and the complex deformation and temperature
ﬁelds set up in the cutting region, a thorough understanding of
the mechanics of metal cutting is still lacking and is thus the topic
of a great interest. Good modeling of the metal cutting process is
crucial for optimization of cutting parameters. Considerable re-
search has been performed related to metal cutting mechanics,
starting with two-dimensional analytical models (Shaw, 1993
and Komanduri, 1993) up to the present emphasis on complex ﬁ-
nite element simulations (Shet and Deng, 2000 and Shi et al.,
2002). Various aspects of the physics of cutting have been studied.
For example, residual stresses in cutting were explored by Shih
(1995) and Shirakashi and Obikawa (1998). Yen et al. (2002) used
FE simulations to study tool wear.
Material removal in ultra precision machine, the small cutting
depths involves elastic–plastic deformation ahead of the tool and
elastic recovery of the ﬁnished surface underneath the clearance
face of the tool. The elastic recovery of the machined surface causes
small upward bulge of material at the machined surface near the
tool tip and consequent abrasion of it with the clearance face of
the tool. In conventional cutting where the depth of cut is largely
several micrometers, the elastic effects are negligible. This is not
the case in nanometric cutting due to extremely small depths of
cut, on the order of a few nanometers or less. For nanometric cut-
ting, atomistic simulations are frequently employed. Belak and
Stowers (1990) and Belak et al. (1991) conducted MD simulations
to study both two-dimensional and three-dimensional cutting ofll rights reserved.
+886 5 2263723.
).copper using the embedded-atom potential. Inamura et al. (1991,
1992, 1993, 1994) conducted MD simulations under quasi-static
conditions where only the change in the minimum energy posi-
tions, which are the mean positions of the vibrating atoms.
Chandrasekaran et al. (1998) elucidated a formulation termed the
Length Restricted Molecular Dynamics (LRMD) simulation to re-
duce the computational time and simultaneously decrease the
memory requirements considerably. Komanduri et al. (1999) con-
ducted MD simulations of machining with large negative rake an-
gle tools simulating grinding. The simulation results are in good
agreement with the experimental results. Komanduri et al.
(1998) investigated the effect of tool geometry with tools of differ-
ent edge radii relative to the depth of cut in nanometric cutting.
Overall, although a sound foundation has been laid for the atomis-
tic simulation of nanometric cutting, there still are many challeng-
ing machining problems yet to be investigated.
From the literature review presented above, it is clear that the
elastic–plastic deformation that occurs during nanometric cutting
of a workpiece is a complex phenomenon. Although this phenom-
enon is generally investigated using molecular dynamics simula-
tions, this technique is very time-consuming since it adopts a
high-resolution time step of at least one pico-second. Therefore,
the present study adopts an alternative approach which is based
on the fact that in condensed matter physics, both atoms and mol-
ecules oscillate thermodynamically around their minimum-energy
positions. Under this approach, the changes in the minimum-en-
ergy positions are calculated incrementally during the cutting pro-
cess. A single horizontal displacement of the tool that is used in our
simulation needs more than thousands of small time step integra-
tions in a molecular dynamics simulation. In this way, the compu-
tation becomes quasi-static, thereby yielding a signiﬁcant
reduction in the computation time. The objective of the present
study is to provide a qualitative description of the stress and strain
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The study also addresses the deformation mechanisms of the elas-
tic-plastic ﬂow and determines the inﬂuence of cutting depth and
rake angle of the tool upon the deformation behavior of the sub-
strate and the quality of the ﬁnished surface of the workpiece.
2. Computer simulation
2.1. Atomistic simulation model
Fig. 1 illustrates the copper atom conﬁguration of the substrate
considered in the present investigation. Note that a two-dimen-
sional model is selected in order to simplify visualization. The
arrangement of atoms can be viewed as one of a family of close-
packed planes {111}, in face-centered cubic (fcc) monocrystalline
copper. As can be seen from the three-dimensional illustration of
the copper crystal presented in Fig. 1(b), the proﬁle of the layer
can be considered as lying along an oblique plane. In this illustra-
tion, the x-axis represents one of a family of close-packed direc-
tions, i.e. h110i. During the cutting process, a rigid sharp
diamond tool is cutting into a thin layer along the x-direction. Since
the hardness of the diamond tool far exceeds that of the copper
work material, the deformation of the tool is neglected during
the cutting process. This assumption implies that there is no
change in the relative positions of the tool atoms during the simu-
lation process. The current simulation adopts boundary conditions
in which the atoms at the base in the y-direction are fully con-
strained. Furthermore, the interatomic potential energy is assumedFig. 1. (a) Atomistic model used in present nanocutting simulation, and (b) Three-
dimensional illustration of mono-crystalline fcc copper substrate.to be given by the sum of the pairwise empirical potentials, which
depend only on the distance between the atoms. The current
simulation employs the pairwise Morse potential to model the
interatomic pairwise potential of the copper atoms in the cutting
zone. This potential has the following form:
/ðrijÞ ¼ Dfexp½2aðrij  r0Þ  2exp½aðrij  r0Þg ð1Þ
where rij is the distance between atoms ‘‘i” and ‘‘j”, and D, a, and ro
are constants which are determined from the physical properties of
the corresponding material.
As shown in Fig. 2, this potential model produces repulsive
forces over the short range, attractive forces over the medium
range, and then decays smoothly to zero over a long range. In this
research, we take ﬁve times of the equilibrium distance 0.25 nm
between two neighboring copper atoms as the cut-off radius. Since
the tool is considered to be a rigid diamond tool, the interatomic
potential of the diamond tool can be ignored. The potential be-
tween the carbon atoms of the tool and the copper atoms of the
substrate is modeled using ‘‘Born–Mayer” potential. This potential
yields only an impulsive force, and is given by:
/ðrijÞ ¼ A exp½2aðrij  r0Þ ð2Þ
The relevant C–Cu and Cu–Cu potential parameters are given in
Fig. 2.
2.2. Simulation method
The nanometric cutting process is simulated by moving the tool
horizontally at a speciﬁed depth to cut. During the cutting process,
the copper atoms in the layer subjected to cutting always move to
their minimum-energy positions under equilibrium conditions.
Hence, the nonlinear ﬁnite element formulation can be employed
to establish a computationally efﬁcient procedure to model the
cutting process. In this procedure, two arbitrary atoms, ‘‘i” and
‘‘j”, are regarded as two nodes, and their potential is considered
to be one element. It is assumed that atom ‘‘i” is located at position
(xi,yi) with displacements ui and vi in the x- and y-directions,
respectively. By deﬁning the nodal displacement vector for the
‘‘i” and ‘‘j” atoms as {u}ij and the corresponding external nodal
force vector as {F}ij = (fi,gi, fj,gj)T, the total pairwise potential energy
can be expressed as:
Eij ¼ /ðrijÞ  fugTijfFgij ð3Þrij ( 0.1 nm )
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Fig. 2. Interatomic potential energy functions used in the present simulation, and
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Fig. 3. (a) Cutting force versus cutting distance curve. (b) Conﬁguration of
deformed substrate during nanocutting process.
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rij ¼ fðxi þ ui  xj  ujÞ2 þ ðyi þ v i  yj  v jÞ2g1=2 ð4Þ
The differential of the atomic distance with respect to {u}ij can be
expressed as:
drij ¼ ½xi þ ui  xj  uj; yi þ v i  yj  v j;ðxi þ ui  xj  ujÞ;
 ðyi þ v i  yj  v jÞdfugij ¼ ½Bdfugij ð5Þ
The principle of minimum work enforces the minimization of Eij
with respect to {u}ij such that:
@Eij
@fugij
¼ @/
@rij
 
½BT  fFgij ¼ f0g ð6Þ
Eq. (6) expresses the element equilibrium equation, which repre-
sents the equilibrium of the forces acting on atoms ‘‘i” and ‘‘j”.
The residual force, {n}ij, can then be deﬁned as:
fngij ¼
@/
@rij
 
½BT  fFgij ð7Þ
When the equilibrium equation is solved using an iterative
procedure, it converges to zero with a tolerance of
1  107 N. In order to solve this nonlinear equilibrium equa-
tion in this way, it is necessary to differentiate {n}ij with re-
spect to {u}ij, i.e.
dfngij ¼ d
@/
@rij
 
½BT þ @/
@rij
 
d½BT
¼ ½BT @
2/
@r2ij
 !
drij þ @/
@rij
 
d½BT ¼ ð½Kij þ ½KrijÞdfugij
¼ ½KT ijdfugij ð8Þ
where:
½Kij ¼ ½BT
@2/
@r2ij
 !
½B ð9Þ
and
½Krij ¼
/
rij
 
@½BT
@ui
;
@½BT
@v i
;
@½BT
@uj
;
@½BT
@uj
" #
ð10Þ
Eq. (9) can be solved by substituting Eq. (5) into the second line of
Eq. (8). Subsequently, the conventional ﬁnite element formulation
assembly procedure can be employed to assemble Eq. (8) in order
to obtain the total system equation, i.e.
dfng ¼ ½KT dfug ð11Þ
Similarly, Eq. (7) can be developed to obtain the equilibrium equa-
tion of the total system, i.e.
X
i–j
@/
@rij
 
½BT  fFgij ¼ ffginternal  Fexternal ¼ f0g ð12Þ
In terms of the ﬁnite element formulation, Eq. (11) represents the
tangent stiffness equation, while the terms {f}internal and {F}external
in Eq. (12) denote the internal force vector and the external force
vector, respectively. The present simulation adopts the block diago-
nal Newton–Raphson iterative technique to solve Eq. (12) to
obtain the complete equilibrium path of the nanometric cutting
process.
During the complex deformation process associated with the
nanometric cutting process, the atomic structure of the substrate
experiences structural instabilities which cause the iterative
scheme to diverge. To overcome this divergence, it is necessary
to add a suitable constant to each diagonal element of the tangentstiffness matrix in order that the non-positive eigenvalues of the
tangent stiffness matrix are shifted to a positive value.
2.3. Stress calculation
In the atomistic simulation, the interatomic potential energy
function determines the interactive forces between the atoms.
Once the forces acting at each atom have been determined, the
stress tensor at the atomic site can be determined (Horstemeyer
et al., 2002) in the following form:
rikm ¼
1
Vi
XN
j–i
f ijk r
ij
m ð13Þ
where i refers to the atom in question, j refers to the neighboring
atom, rijm is the displacement vector from atom i to atom j, N is
the number of nearest neighboring atoms, and Vi is the volume of
the atom in question.
2.4. Deformation measure calculation
The atomic strain tensor (Jeng and Tan, 2004) is calculated as:
E ¼ 1
2
ðDTD IÞ ð14Þ
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D ¼ XY1 ð15Þ
X ¼
Xm
b
dbt  dbh ð16Þ
Y ¼
X
dbh  dbh ð17Þ
where dbt and d
b
h are the vector differences of atom b and the atom in
question positions at displacement step t and h.
A slip vector, which is closely related to the Burgers vector, can
be deﬁned for each atom (Jeng and Tan, 2004), i.e.
s ¼ 1
ns
Xns
i¼1
dit  dih ð18Þ
where i refers to the nearest neighbors of the atom in question,
ns refers to the number of neighboring atoms which have
slipped, and dit and d
i
h are vectors from the atom in question
to the neighboring atom at step t and h, respectively. Conven-
tionally, step h indicates the step immediately prior to cutting,
i.e. the point at which zero stress has been induced by the
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3.1. Evolution of deformation under nanometric cutting
The present study simulates the entire nanometric cutting pro-
cess using the ﬁnite element atomistic model. In this simulation, a
sharp rigid diamond tool is initially positioned 2.4 Å to the right
end of the copper substrate. The tool is then moved horizontally
incrementally to cut work material at the depth of cut. At each
incremental displacement of the tool, the force equilibrium equa-
tions of the atoms, as determined by their interatomic potentials,
are nonlinear functions of their incremental displacements. These
equations are solved using the block diagonal Newton–Raphson
iterative technique. Although reasonable cutting speed is difﬁcult
to represent in a molecular dynamics simulation due to its high-
time resolution requirements, the present ﬁnite element approach
is quasi-static, and hence the tool can be considered to cut the sub-
strate at an unspeciﬁed speed.
Fig. 3(b) presents the conﬁguration of the substrate after cut-
ting. As can be seen, several slip planes orientated at approxi-
mately 60 to the horizontal direction are propagated from the
ﬁnished surface. This is to be expected since slip generally occursX (0.1 nm)
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n distributions corresponding to the deformed conﬁguration in Fig. 3 (b).
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the most fundamental plastic deformation mechanism takes place
during the nanocutting process. The slips occur as a result of the
nucleation and propagation of dislocations. By neglecting the ther-
mal vibrations of the atoms, the present study transforms the
molecular dynamics formulation into a static ﬁnite element struc-
tural problem. Therefore, the stability of the crystalline structure
can be monitored by the non-positiveness of the tangent stiffness
matrix, Kt, of the present ﬁnite element formulation. The irrevers-
ible plastic deformations observed in the simulation, i.e. slip, can
be considered to be the consequence of changes in the crystalline
structure caused by the instabilities induced by high localized
stresses (Jeng and Tan, 2004). From Fig. 3(a), it can be deduced that
series of localized instabilities of the substrate crystal structure
cause the cutting force versus cutting distance curve to ﬂuctuate
violently, i.e., each cutting force drop denotes the nucleation and
propagation of dislocations induced by the instabilities. Eqs.
(13)–(18) can be used to calculate the stresses and strains induced
in the substrate during the cutting process. The hydrostatic stress/
strain and the deviatoric stress/strain distributions corresponding
to the deformed conﬁguration of Fig. 3(b) are presented in the con-
tour subplots of Fig. 4. A comparison of the hydrostatic and devia-
toric stress distributions suggests that the dilatation or
compression of the substrate is mostly recovered beneath the ﬁn-X (0
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Fig. 5. Contour subplots of x-component, y-compoished surface. In contrast, it is also noted that a large part of the
distortion of the substrate appears to be permanent. Hence, the
change of the crystalline structure caused by the highly localized
stresses tend to result in distortion of the substrate. Furthermore,
it can be seen that the nanocutting process induces high residual
stresses, which by deﬁnition remain within the substrate once
the tool has cut through.
In order to observe the nucleation and glide of dislocations
more clearly, several indices of characterizing the deformation in
an atomistic model are presented in Fig. 5. There are three subplots
in Fig. 5, namely, x-component, y-component and norm of the slip
vector calculated using Eq. (18). Corresponding to Figs. 3(b) and
5(b) representing y-component of slip vector can characterize the
deformation of slip of atoms most precisely. This is due to the fact
that the closed-packed directions are 60 or 120 from the
horizontal.
After choosing the index for characterizing dislocations, we ob-
serve the index distributions at six different cutting distances
shown in Fig. 6 to realize the deformation evolution during the
nanometric cutting process we simulated in this study. It can be
seen in Fig. 6 that in the chip formation process involved extrusion
of the workpiece atoms by the tool to slip along the closed-packed
direction. Several dislocations can be seen to emit from the ﬁn-
ished surface by the tool after some cutting distance. From the.1 nm)
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Fig. 6. Contour subplots of the y-component of slip vector at six different cutting distances.
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Fig. 7. The distributions of slip vector in the y-direction component for nine different combinations of the two cutting parameters, namely, rake angle and depth of cut.
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rake angle=5 , cutting depth=1 nm rake angle=5 , cutting depth=2 nm
rake angle=10 , cutting depth=1 nm rake angle=10 , cutting depth=1.5 nm rake angle=10 , cutting depth=2 nm
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Fig. 8. The distributions of deviatoric stress for nine different combinations of two cutting parameters, namely, rake angle and depth of cut.
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face by observing the distributions of this deformation index under
different cutting conditions.
3.2. Parametric study
Following the discussion in the previous section, we choose two
cutting parameters namely, the rake angle of the tool and the cut-
ting depth, to evaluate the quality of the ﬁnished surface of the
work material. Three rake angles, namely, 5, 10 and 15 and three
cutting depths, namely, 1 nm, 1.5 nm and 2 nm were chosen. We
conducted atomistic simulations to elucidate how these two cut-
ting parameters affect the quality of the nanometric cutting
process.
Smooth ﬁnished surface is commonly expected in nanometric
cutting. From the slip vector analysis in the previous section, we
observed dislocations emitting from the ﬁnished surface that cor-
relate with the roughness of the surface. Therefore, nine subplots
are shown in Fig. 7 to present the distributions of slip vector in
the y-direction component for different combinations of the two
cutting parameters. For each row of subplots in Fig. 7, the rake an-
gle is kept constant, while the cutting depth is kept constant for
each column. Observing the three rows of the subplots in Fig. 7,it can be seen that there are more dislocations propagated from
the ﬁnished surface as the cutting depth increases. Similar trend
is also seen from the columns of subplots, i.e., there are more dis-
locations emitted from the ﬁnished surface as the rake angle of the
tool decreases.
A well-known phenomenon in large-scale conventional
machining is that the residual stresses of the ﬁnished surface is
detrimental to the durability of the machined workpiece. There-
fore, nine subplots are shown in Fig. 8 to present the distributions
of deviatoric stress for nine different combinations of two cutting
parameters. For each row of subplots in Fig. 8, the rake angle is
kept constant, while the cutting depth is kept constant for each col-
umn. Observing the three rows of subplot in Fig. 8, it can be seen
that there is larger region of high residual stress in the ﬁnished sur-
face as the cutting depth increases. Similar trend is also observed
from the columns of subplots, i.e., there are larger region of high
residual stress in the ﬁnished surface as the rake angle of the tool
decreases.
4. Conclusions
The current simulations of the nanocutting process adopt a non-
linear ﬁnite element formulation which ignores the thermal vibra-
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computationally efﬁcient approach for modeling the deformation
evolution of the substrate during nanometric cutting than the con-
ventional molecular dynamics simulation method. Simulations
have also been conducted to examine the inﬂuence of the rake an-
gle of the tool and the cutting depth upon the quality of the ﬁn-
ished surface in the workpiece.
The major ﬁndings of the present study may be summarized as
follows:
(1) The non-linear ﬁnite element formulation reported here was
less time-consuming than the conventional molecular
dynamics simulation method.
(2) The current static ﬁnite element structural analysis indicates
that plastic deformation of the substrate is the consequence
of the instability of the crystalline structure of the substrate.
Furthermore, the occurrence of this instability can be moni-
tored by the non-positiveness of the tangent stiffness matrix
of the crystalline structure.
(3) The fundamental plastic deformation mechanism is evident
in the present simulation results, namely, slip. Slip is caused
by the nucleation and propagation of dislocations.
(4) The quality of the ﬁnished surface in the workpiece
decreases with increase in the cutting depth.
(5) The quality of the ﬁnished surface in the workpiece
improves with increase in the rake angle of the tool.
References
Belak, J., Lucca, D.A., Komanduri, R., Rhorer, R.L., Moriwaki, T., Okuda, K., Ikawa, S.,
Shimada, S., Tanaka, H., Dow, T.A., Drescher, J.D., Stowers, I.F., 1991. Molecular
dynamics simulation of the chip forming process in single crystal copper andcomparison with experimental data. Proceedings of the ASPE Annual
Conference, 100–103.
Belak, J., Stowers, I.F., 1990. A molecular dynamics model of the orthogonal cutting
process. Proceedings of the ASPE Annual Conference, 76–79.
Chandrasekaran, N., Khajavi, A.N., Raff, L.M., Komanduri, R., 1998. A new method for
molecular dynamics simulation of nanometric cutting. Philosophical Magazine
B 77 (1), 7–26.
Horstemeyer, M.F., Baskes, M.I., Godfrey, A., Hughes, D.A., 2002. A large deformation
atomistic study examining crystal orientation effects on the stress–strain
relationship. International Journal of Plasticity 18, 203–229.
Inamura, T., Suzuki, H., Takezawa, N., 1991. Cutting experiments in a computer
using atomic models of copper crystal and a diamond tool. International Journal
of the Japan Society for Precision 25 (4), 259–266.
Inamura, T., Takezawa, N., Kumaki, Y., 1993. Mechanics and energy dissipation in
nanoscale cutting. Annals of the CIRP 42 (1), 79–82.
Inamura, T., Takezawa, N., Kumaki, Y., Sata, T., 1994. On a possible mechanism of
shear deformation in nanoscale cutting. Annals of the CIRP 43 (1), 47–50.
Inamura, T., Takezawa, N., Taniguchi, N., 1992. Atomic-scale cutting in a computer
using crystal models of copper and diamond. Annals of the CIRP 41 (1), 121–124.
Jeng, Y.R., Tan, C.M., 2004. Theoretical study of dislocation emission around a
nanoindentation using a static atomistic model. Physical Review B 69, 104109.
Komanduri, R., 1993. Machining and grinding: a historical review of the classical
papers. Applied Mechanics Reviews 46, 80–132.
Komanduri, R., Chandrasekaran, N., Raff, L.M., 1999. Some aspects of machining
with negative rake tools simulating grinding: an MD simulation approach.
Philosophical Magazine B 79 (7), 955–968.
Komanduri, R., Chandrasekaran, N., Raff, L.M., 1998. Effect of tool geometry in
nanometric cutting: an MD simulation approach. Wear 219, 84–97.
Shaw, M.C., 1993. Some observations concerning the mechanics of cutting and
grinding. Applied Mechanics Reviews 46, 74–79.
Shet, C., Deng, X., 2000. Finite element analysis of the orthogonal metal cutting
process. Journal of Materials Processing Technology 105, 95–110.
Shi, G.Q., Deng, X.M., Shet, C., 2002. A ﬁnite element study of the effect of friction in
orthogonal metal cutting. Finite Elements in Analysis and Design 38, 863–883.
Shih, A.J., 1995. Finite element simulation of orthogonal metal cutting. ASME
Journal of Engineering for Industry 117, 84–93.
Shirakashi, T., Obikawa, T., 1998. Recent progress and some difﬁculties in
computational modeling of machining. Machining Science and Technology 2,
277–301.
Yen, Y.C., Sohner, J., Weule, H., Schmidt, J., Altan, T., 2002. Estimation of tool wear of
carbide tool in orthogonal cutting using FEM simulation. Machining Science and
Technology 6, 467–486.
