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On its way to/from turbulence, channel flow displays a fluctuating pattern of laminar domains
and turbulent bands. By direct numerical simulation we study the observed inconsistency between
turbulence decay according a two-dimensional directed-percolation scenario and the presence of lo-
calized turbulent bands below its threshold. We point out a bifurcation restoring the statistical
spanwise propagation symmetry of these turbulent bands, and show that the percolation-like prop-
erties are only retrieved somewhat above that transition, which questions the issue of universality
vs. specificity.
In flows controlled by the shear at solid walls, tubes,
channels, or boundary layers of considerable practical
interest, the transition to/from turbulence takes place
at intermediate values of the Reynolds number where
laminar flow competes with nontrivial solutions of the
Navier-Stokes equation. As a result, strong hysteresis is
observed, marked by the spatial coexistence of turbulent
and laminar flow, see [1] for a recent review. Statisti-
cal approaches are best adapted to characterize the dif-
ferent possible flow regimes, which led Avila et al. [2]
to define the onset of turbulence in pipe flow when the
probability of decay of turbulent puffs was just compen-
sated by probability of growth by proliferation. That
idea also worked for a model shear flow [3] that further
served to point out the relevance of directed percolation
(DP), as initially conjectured by Pomeau [4]. DP is a
stochastic contamination process studied in the theory
of critical phenomena and characterized by sets of expo-
nents of universal significance [5]. Universal properties
are known to depend on the effective spatial dimension
D of the considered system, i.e. 1 for a pipe, 2 for a wide
channel, etc. and good agreement with critical proper-
ties of the DP scenario has been obtained for turbulence
decay with D = 1 or D = 2 in laboratory [6] or computer
[7] experiments, respectively.
In channel flow, which is the idealization of the flow
in a wide rectangular duct under given pressure gradi-
ent or constant flux, agreement has been similarly found
with DP universality for D = 2 in an experiment where
the decay of uniform turbulence was studied as a func-
tion of the Reynolds number Re, locating the critical
point at ReDPc ≈830 [8]. Following the first observations
of oblique laminar-turbulent patterning by Tsukahara et
al. [9], subsequent investigations revealed the existence of
sustained nontrivial solutions in the form of oblique local-
ized turbulent bands (LTBs), either numerically [10–12]
or experimentally [13].Propagating to the left or to the
right of the streamwise direction, these solutions break
the general spanwise symmetry of the flow. Obtained
under different protocols and taken together, these re-
sults suggests that ReDPc might not be the expected global
stability threshold below which laminar flow is always re-
covered in the long term. The present study is dedicated
to the reconciliation of these two contradictory findings.
We rely on long-duration direct numerical simulations of
channel flow in an unprecedented large domain to investi-
gate its whole transitional range up to the featureless tur-
bulence regime at large Re. We scrutinize the changes in
the different laminar–turbulent patterns observed as Re
varies, examine the relation with DP obtained at decreas-
ing Re, show that this scenario is truncated just above the
expected threshold owing to processes that block the two-
dimensional invasion of turbulence. We propose a simple
differential model implementing the elementary processes
under the spreading and decay of turbulence. This helps
us identifying a supercritical symmetry-restoring bifur-
cation of the LTB regime that masks the DP threshold,
while DP behavior is eventually recovered not far above
its presumed critical point. We take this as an example of
how specific processes can come and change one’s mind
about expectations based on universality considerations.
Channel flow here is driven by a constant body force.
We use the half-distance between two parallel walls h and
the peak velocity of the corresponding laminar flow U to
define the Reynolds number as Re = Uh/ν, where ν is
the kinematic viscosity. All quantities below are written
in units of U and h. In order to compare with previ-
ous works, we also define Rem = Re 〈Um〉 where 〈Um〉 is
the time-average of the dimensionless bulk velocity Um.
We consider a wide domain (500× 2× 250) and perform
simulations for sufficient durations to obtain significant
statistical results, up to 1.5 × 105 time units in some
cases. See the Supplemental Material [14] for a detailed
description of the flow system and numerical procedures.
Snapshots of flow patterns for typical Reynolds num-
bers are displayed in Fig. 1, all at statistically steady
regime. For Re = 850 and 1050 (Fig. 1(a,b)) several
localized turbulent bands (LTBs) are observed, making
an angle about 45◦ with the streamwise direction, each
driven by a downstream active head (DAH) [10, 11, 18]
2FIG. 1. (a) Re = 850: one-sided LTB regime. (b) Re = 1050: two-sided LTB regime. (c) Re = 1200: strongly intermittent
loose continuous network of LTBs. (d) Re = 1800: weakly intermittent loose banded pattern. (e) Re = 3000: tight banded
pattern. (f) Re = 4000: nearly featureless state. Flow direction is from left to right. The wall-normal velocity field uy on the
center plane (y = 0) is displayed. See Videos of the Supplemental Material [14] except for Re = 4000.
located at its downstream extremity. DAHs drift at speed
about 0.8 in the streamwise direction and about 0.1 in the
spanwise direction. In agreement with previous studies
[11, 12], these LTBs were seen to decay below Reg ≈ 700.
At Re = 850 (a), all DAHs go in the same direction while
breaking the symmetry with respect to the streamwise
direction. In contrast, DAHs go in both directions at
Re = 1050 (b). These states are respectively called one-
sided and two-sided. As Re increases LTBs joint to form
a loose continuous band network and, for Re = 1200
(c), DAHs have practically disappeared, the pattern is
strongly intermittent with turbulence intensity far from
uniform along the bands. At larger values of Re, the net-
work narrows, Re = 1800 (d), and wide laminar voids dis-
appear while regular patterns form, understood as criss-
crossed oblique turbulence modulations, Re = 3000 (e),
similar to what was obtained in circular Couette flow [19].
The amplitude of this modulation decreases as Re in-
creases, and the featureless regime eventually prevailing
for Re & 4000 (f).
Information from the statistics over time-series of typ-
ical global quantities is displayed as functions of Re or
Rem in Fig. 2. Transverse turbulent energies, Ey and Ez,
directly monitor the distance to the laminar base flow.
Irregularities noted in Fig. 2(a) for Re < 1200 can be in-
terpreted with the help of Fig. 1(a–c). The rapid growth
of both Ey and Ez for Re ≤ 850 is related to the increas-
ing number of DAHs in the one-sided LTB regime. When
Re > 850, the increasing ratio of counter LTBs leads to a
strong decrease of Ey and Ez until Re ≈ 1000. Next,
as Re increases, Ey grows again owing to an increas-
ing turbulent fraction while Ez slightly increases up to
Re ≈ 1200 before decreasing in the band-network regime
which inhibits global flow around LTBs. The rapid varia-
tion of the relative standard deviations of Ey and Ez time
series for Re & 1050 in Fig. 2(b) is reminiscent of the di-
vergence of fluctuations observed for a phase transition
at some threshold Re2 located more precisely later. The
fluctuation peaks at Re = 725 and Re = 800 mark the
onset of longitudinal and transversal splittings, respec-
tively, as discussed below. Fig. 2(c,d) display two other
global observables: the mean streamwise velocity 〈Um〉
and the skin friction coefficient Cf . Fig. 2(c) shows that
for Re ≥ Re2, 〈Um〉 closely follows a 1/
√
Re dependence
that equivalently explains the plateau of Cf in Fig. 2(d),
further indicating that above Re2 the transition to tur-
bulence develops at constant dissipation rate expressed
in units of 〈Um〉. See [14] for the relationship between Cf
and the dissipation rate.
Laminar–turbulent patterns below Re = 1200 have
been examined in detail in order to get more insight
into the symmetry-restoring bifurcation at increasing Re.
Processes involved in the dynamics are illustrated in
Fig. 3. Local spread and decay of turbulence respec-
tively stem from splittings and collisions of LTBs with
either identical or opposite orientation. Fig. 3(a) shows
the nucleation of a new band by longitudinal splitting
of a LTB at its tail. The active region is downstream
and the splitting takes place upstream where the turbu-
lence level is always weaker than near the DAH (contrary
to what happens for puffs in pipe flow [2, 22]). When
two LTBs running parallel to each other collide (longi-
tudinal collision), following the large scale flow around
them [10, 12, 23], the upstream one catches over the
downstream one which disappears as in Fig. 3(b). At
larger Re, another splitting process can take place along a
3FIG. 2. (a) and (b) Means and relative standard deviations of time-series of wall-normal energy Ey(t) = V−1
∫
V
u2ydV and
spanwise energy Ez(t) = V−1
∫
V
u2zdV. (c) Time-average of streamwise bulk velocity Um(t) = V−1
∫
V
uxdV. The solid line is
a fit using Ufitm = w/
√
Re, with w = 19.47 obtained from data points for Re ≥ 1050. The dashed line corresponds to laminar
flow, Um = 2/3. (d) Skin friction coefficient Cf = 4/(Re 〈Um〉2) as a function Rem = Re 〈Um〉. Filled and open symbols are
from DNSs [9, 10] and experiments [20, 21], respectively. The dashed and dotted lines respectively represent laminar flow,
Cf = 6/Rem, and the empirical law for the fully turbulent regime, Rem =
√
2/Cf exp
(
0.41
(√
2/Cf − 2.4
))
[21].
LTB, here called transversal splitting. A turbulent ‘bud’
appears on the side of a LTB and forms an off-aligned tur-
bulent branch as in Fig. 3(c). Finally, when the DAH of a
new-born LTB collides a LTB with a different orientation
(transversal collision), the attacker most often dies in the
collision, as in Fig. 3(d). The occurrence of transversal
splitting clearly turns the spreading of turbulence into
a genuinely two-dimensional process. Transversal split-
ting has also been observed in plane Couette flow and
similarly shown crucial to the development of laminar–
turbulent patterns [24]. Though transversal splittings
are observed for Re ≥ 800, one propagation direction re-
mains dominant up to the threshold Re2 ≈ 1000 to be
determined more precisely below. Above Re ≈ 1200 the
dynamics no longer involves DAHs and must rather be
thought of as that of a two-dimensional continuous web
made of turbulent band segments.
This one-sided/two-sided, spanwise symmetry restor-
ing, bifurcation can be understood using a simple prey-
predator model for the densities of two species, left-
propagating and right-propagating LTBs, X±,
dX+/dt = aX+ − bX2+ + cX− − dX+X− , (1)
dX−/dt = aX− − bX2− + cX+ − dX+X− , (2)
where coefficients a, b, c and d represent longitudinal
splitting, longitudinal collision, transversal splitting and
transversal collision rates, respectively. S = X+ + X−
measures the total amount of turbulence in the system
and D = X+ − X− its degree of asymmetry. The
transition is understood by just assuming that param-
eter c increases with Re. The model predict that the
one-sided regime(D 6= 0) emerges from the two-sided
regime(D = 0) as a pitchfork bifurcation, at a well de-
fined threshold cc, henceD ∝ ±
√
cc − c at decreasing Re,
with c(Re2) = cc by definition of Re2. Furthermore the
variations of S and D around cc are respectively consis-
tent with those of the turbulent energy and the spanwise
mean velocity in the range 850 ≤ Re ≤ 1200, see [14]
4FIG. 3. (a) Longitudinal splitting. (b) Longitudinal collision (c) Transversal splitting. (d) Transversal Collision. Same
quantity as in Fig. 1 is displayed in a comoving frame with velocity (ux
(f), uz
(f)) = (0.8, 0.1). See videos in [14].
for details. In fact, through the contribution of Reynolds
stresses to 〈Um〉, the change in the total amount of tur-
bulence at the one-sided / two-sided bifurcation can be
obtained from the deviation of 〈Um〉 away from the ex-
trapolation of its behavior in the symmetrical regime fit-
ted as 〈Um〉 = w/
√
Re (see the insert in Fig. 2(c)) as
displayed in Fig. 4(a). As expected from the variation of
S in the model, this variation is strikingly linear close to a
point that gives our cleanest estimate for the bifurcation
point Re2 ≃ 1011.
Beyond this transition, channel flow enters a strongly
intermittent regime that is reminiscent of DP above the
threshold. The appropriate observable to assess this be-
havior is the turbulent fraction Ft. In the present work,
it is defined from the wall-normal velocity field that uni-
formly vanishes in laminar domains and strongly fluc-
tuates away from 0 in turbulent regions. A procedure
named “moment-preserving thresholding” [25] is com-
bined with a standard box-filtering method appropriate
to suppress irrelevant small-scale fluctuations and used to
compute the turbulent fraction as a function of Re, see
[14] for details. As seen in Fig. 4(b), for Re > Re2, its
dependence nicely follows the expected universal behav-
ior for DP in two dimensions using 1/Re as the control
parameter. Our best estimate is ReDPc ≃ 976 with crit-
ical exponent β ≃ 0.573, in good agreement with the
theoretical value βDP = 0.583, whereas Ft follows the
theoretical curve over a wide interval, 1050 . Re . 3000
(631 . Rem . 1069). The value we obtain is larger than
the ReDPc = 830 of Sano and Tamai [8], but confirms
the validity of the DP framework sufficiently above the
critical region.
On the other hand, waiting for statistical equilibrium
after limited changes of Re, our protocol shows that the
quench protocol from fully turbulent flow may mislead-
ingly concludes to a critical behavior at decreasing Re.
In fact, the truly “critical region” is masked by the occur-
rence of new processes that take over the general trend
5FIG. 4. (a) Departure of observed streamwise mean flow
〈Um〉 from the value predicted by the law Ufitm = 19.47/
√
Re,
solid line in Fig. 2(c). Fitting the data against a straight
line for 850 ≤ Re ≤ 1000 yields Re2 ≃ 1011. (b) Turbulent
fraction Ft as a function of Re. The line represents Ft =
0.294 (1− 976/Re)0.573 fitting the data over the range 1050 ≤
Re ≤ 3000.
when Ft gets small: when the loose intermittent net-
work begins to break, at Re ≈ 1200 (Rem ≈ 675), lami-
nar gaps open along branches of the network with DAHs
forming at the downstream end of the resulting turbu-
lent band segment. As Re continues to decrease, the
initially-balanced generation of left and right propagat-
ing LTBs gets imbalanced as the rate of transversal split-
tings decreases and a symmetry-breaking bifurcation is
observed at Re ≃ 1011 (Rem ≃ 619). Transversal split-
ting becomes insignificant for Re . 850 (Rem . 526), it
couldn’t be observed for Re < 800 (Rem < 507) within
our observation time 105, and finally no turbulence can
be sustained below Reg ≈ 700 (Rem,g ≈ 467).
The introduction of concepts and methods of statistical
physics, and notably directed percolation, have put the
stress on the universality of the behavior of transitional
wall-bounded shear flows. When processes specific to the
considered system –here channel flow– become relevant,
this appealing approach reaches its limits. Universality
is expected from the reduction of the flow to a proba-
bilistic cellular automaton legitimated by abstract con-
siderations resting on the coexistence of stable laminar
flow and nontrivial chaotic flow in wide systems. This
property may be masked when, in the lowest Reynolds
number range, concrete coherent structures, permitted
by the nonlinearity of Navier–Stokes equations, come the
play with their own dynamics.
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Bifurcations to turbulence in transitional channel flow
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S1. SYSTEM AND NUMERICAL PROCEDURES
We consider the flow between two parallel walls driven by a time independent body force, usually called channel
flow or plane Poiseuille flow. The equations governing the velocity field u read:
(a) ∇ · u = 0 , (b) ∂u
∂t
+ (u · ∇)u = −1
ρ
∇p+ ν∆u + f eˆx , (S1)
where ρ = Const. is the density, ν the kinematic viscosity, and f the body force specific density. The unit vector
in the stream-wise direction x is denoted eˆx. The y- and z-axes are along the wall-normal and span-wise directions
respectively. All fields are assumed in-plane periodic and the velocity fulfills the usual no-slip boundary conditions at
the walls.
The center-plane velocity of the corresponding laminar flow reads: U = fh2/2ν, where 2h is the distance between
the walls. Using h and U as distance and velocity units, and h/U as time unit, setting Re = Uh/ν = fh3/2ν2,
all variables further assumed dimensionless without notational change, the equations governing the velocity field
u(x, y, z, t) read:
(a) ∇ · u = 0 , (b) ∂u
∂t
+ (u · ∇)u = −∇p+ 1
Re
∆u+
2
Re
eˆx. (S2)
In practice these equations are rewritten for the wall-normal velocity component uy(x, y, z, t) and the wall-normal
vorticity ωy(x, y, z, t) = (∇×u)y obtained by applying ∇× and ∇×∇× to (S2b) and keeping the y component [S1]:
(a)
∂ωy
∂t
= (∇×N)y + 1
Re
∆ωy , (b)
∂∆uy
∂t
= −(∇×∇×N)y + 1
Re
∆∆uy , (S3)
where N = u× ω.
The full solution further requires equations for in-plane averaged velocity fields. We define auxiliary fields φx(y, t)
and φz(y, t) as ∂yφx = 〈ux〉xz and ∂yφz = 〈uz〉xz (〈·〉xz = (LxLz)−1
∫ Lz
0
∫ Lx
0
· dxdz), and upon averaging the z and
x components of the vorticity equation ∇× (S2b) we get:
(a)
∂
∂t
∂2φx
∂y2
=
∂〈Nx〉xz
∂y
+
1
Re
∂4φx
∂y4
, (b)
∂
∂t
∂2φz
∂y2
=
∂〈Nz〉xz
∂y
+
1
Re
∂4φz
∂y4
. (S4)
Fields φx and φz are defined up to arbitrary functions of time that can be fixed as follows: The stream-wise bulk
velocity is given by the difference of the boundary values of φx at y = ±1, Um = 12
∫ +1
−1
〈ux〉xzdy = 12 [φx(y, t)]y=+1y=−1.
The arbitrariness in the definition of φx can then be lifted by choosing φx(+1, t) = Um(t), hence φx(−1, t) = −Um(t).
Similar conditions applies to φz and Wm.
Equations for Um(t) and Wm(t) are obtained by averaging (S2b) with respect to space:
(a)
∂Um
∂t
=
1
2Re
[
∂2φx
∂y2
]y=+1
y=−1
+
2
Re
, (b)
∂Wm
∂t
=
1
2Re
[
∂2φz
∂y2
]y=+1
y=−1
, (S5)
where the term 2/Re in (S5a) accounts for the constant stream-wise driving.
In addition to periodic boundary conditions applied at distances Lx and Lz to ωy and uy, the no-slip boundary
conditions at the walls and the above supplementary boundary conditions for φx and φz read:
uy|y=±1 =
∂uy
∂y
∣∣∣∣
y=±1
= ωy|y=±1 =
∂φx
∂y
∣∣∣∣
y=±1
=
∂φz
∂y
∣∣∣∣
y=±1
= 0, φx|y=±1 = ±Um, φz |y=±1 = ±Wm (S6)
2The set of equations (S3)-(S5) with boundary conditions (S6) are numerically integrated as follows:
— Spatial discretization of (S3) makes use of Fourier series in stream-wise and span-wise directions, x and z, re-
spectively. In the wall-normal direction y of (S3) and (S4), in view of numerical accuracy and efficiency we choose
combinations of Chebyshev polynomials satisfying homogeneous boundary conditions at y = ±1 [S2]. The equations
for ωy and uy are solved using expansions that read:
ωy =
L−2∑
l=0
M∑
m=−M
N∑
n=−N
ωˆlmn (Tl+2(y)− Tl(y)) exp
[
i 2piLxmx+ i
2pi
Lz
nz
]
, (S7)
uy =
L−4∑
l=0
M∑
m=−M
N∑
n=−N
uˆlmn
(
Tl+4(y)− 2l + 4
l + 3
Tl+2(y) +
l + 1
l + 3
Tl(y)
)
exp
[
i 2piLxmx+ i
2pi
Lz
nz
]
, (S8)
where Tl is the Chebyshev polynomial of degree l. The auxiliary fields φx and φz are expanded as
φx =
L−4∑
l=0
φˆlx
(
Tl+4(y)− 2l+ 4
l + 3
Tl+2(y) +
l + 1
l + 3
Tl(y)
)
+
Um
2
y(3− y2) , (S9)
φz =
L−4∑
l=0
φˆlz
(
Tl+4(y)− 2l + 4
l + 3
Tl+2(y) +
l + 1
l + 3
Tl(y)
)
+
Wm
2
y(3− y2) . (S10)
The last terms in (S9,S10) follow from the boundary-condition homogenization technique [S3]; these terms are the
least order polynomials satisfying all boundary conditions for φx and φz respectively.
— A conventional Galerkin method is developed by taking the inner product of the basis functions and the evolution
equations, yielding ordinary differential equations for each coefficient in above expansions. Periodic boundary condi-
tions are imposed in the stream-wise and span-wise directions at distances Lx = 500 and Lz = 250. Maximum Fourier
wavenumbers are M = N = 767 and the maximum degree for Chebyshev polynomials in the y direction is L = 31.
Aliasing errors involved in the evaluation of the quadratic nonlinear terms are removed in all directions by using the
2/3 rule [S3] in the x and z directions, and computing all coefficients of Chebyshev polynomials up to degree 2L
in direction y. The evaluation of nonlinear terms then involves (Nx, Ny, Nz) = (2304, 64, 2304) modes. This spatial
resolution has been found appropriate from the comparison with other numerical simulations and a parallel study
of plane Couette flow driven by counter-translating plates rather than by a constant body force. The equations are
numerically time-integrated in a standard way using a second-order method, Crank–Nicolson for the viscous terms
and modified-Euler for the other terms, with time-increment δt = 0.04.
Other works may solve the flow using different definitions or scalings. Here are the transformations among the
different Reynolds numbers. A first choice is the mean Reynolds number Rem defined using the mean stream-wise bulk
velocity 〈Um〉 (〈·〉 represents the mean with respect to t.), with its physical dimension and hence just Rem = Re 〈Um〉
once our scaling is adopted for velocities. Another popular choice is with so-called wall units. The friction velocity is
defined by U2τ = τw = ν〈|∂yux|〉wall. It is obtained from the averaging of (S2b) as U2τ = 2/Re in our unit system, from
which one immediately gets Reτ = ReUτ =
√
2Re. Next, the friction coefficient defined as Cf = τw/
1
2
〈Um〉2 directly
stems from our determination of τw = U
2
τ = 2/Re above to read Cf = 4/(Re〈Um〉2) = 4/(Rem 〈Um〉). Taking the inner
product between u and (2b) and averaging the equation, we obtain the relation between Cf and the mean dissipation
rate 〈ǫm〉; Cf/2 = 〈ǫm〉, where ǫm(t) = V−1
∫
V
(Rem〈Um〉2)−1(∇u · ∇u) dV is the volume averaged dissipation rate in
the unit of 〈Um〉.
3S2. ANALYSIS OF THE MODEL AND SUPPORTING RESULTS
In this section the prey–predator model described in the main text is analyzed in detail. Its equations are repeated
here for convenience:
dX+
dt
= aX+ − bX2+ + cX− − dX+X− , (S11)
dX+
dt
= aX− − bX2− + cX+ − dX+X− . (S12)
The observables represent the amount of turbulence contained in localized turbulent bands (LTBs) leaning to positive
(+) and negative (−) span-wise directions. Equations (S11,S12) implement the built-in system’s span-wise symmetry
by construction and each term corresponds to a process in Fig. 3 of the main text. Coefficient a represents the
longitudinal splitting rate (Fig. 3(a)). The transversal splitting rate c (Fig. 3(c)), the natural control parameter, is
assumed to increase with Re according to the observations. Coefficients b and d account for the decrease of turbulence
level by collision between LTBs of either same (Fig. 3(b)) or different (Fig. 3(d)) orientations. For collisions between
differently oriented LTBs, the term −dX+X− models the decay rate of one of the species X± taken as proportional to
the cross-section of LTBs of opposite kind X∓. Coefficient d, weakly dependent on Re and a function of the speed of
colliding LTBs, is assumed constant, as well as b parameterizing a self-interaction of logistic type for predation among
LTBs with the same orientation, hence −bX2±. A reduced cross-section and a very small relative velocity between
LTBs of the same kind suggest b≪ d.
The analysis of the model is straightforward. It is performed at easiest by turning to the total amount of turbulence,
S = X+ +X−, and measuring the degree of asymmetry D = X+ −X− as working variables, which yields
dS
dt
= (a+ c)S − 1
2
(b+ d)S2 − 1
2
(b − d)D2 , (S13)
dD
dt
= (a− c)D − bSD . (S14)
The two-sided regime labeled “∗∗” corresponds to D = 0 while D 6= 0 implies the dominance of one propagation
direction. “D∗∗ = 0” solves (S14) in all circumstances. From (S13), the symmetrical fixed point is then given by:
S∗∗ =
2(a+ c)
b+ d
, D∗∗ = 0. (S15)
This fixed point has eigenvalues (sS , sD) with sS = −(a + c) < 0 and sD = [a(d − b) − c(d + 3b)]/(b + d). The
symmetric solution is then stable as long as sD < 0, hence c > cc = a(d − b)/(d + 3b) when b < d as assumed
from the observations. The two-sided regime is then stable for Re large and become unstable below some threshold
corresponding to cc.
The one-sided regime labeled “∗” fulfills D 6= 0, at steady state (fixed point), hence from (S14) and next from (S13):
S∗ =
a− c
b
, D∗
2 =
(a− c)(d+ 3b)(cc − c)
b2(d− b) , (S16)
from which it is seen that the system experiences a standard super-critical bifurcation toward asymmetry upon
decreasing c precisely at c = cc as previously defined, with (S∗∗, D∗∗) becoming unstable and replaced by (S∗,±D∗)
that is locally stable for c < cc as expected.
Fig. S1(a) displays the bifurcation diagram corresponding to the model with a = 10−4, d = 10, b = d/10, the
splitting rate c being the control parameter. The thick line represents the total turbulence amount S given by
S∗ = (a − c)/b below cc and S∗∗ = 2(a + c)/(b + d) above, thin lines correspond to X±. Dotted lines correspond
to unstable solutions (the dotted branch for c > a is furthermore irrelevant to the present problem since it leads to
negative densities).
Experimental support to the model is given from the boxed region in Fig. S1(b). The total transverse perturbation
energy Ey + Ez = E2D is taken as a proxy for S. The mean span-wise velocity component Wm = V−1
∫
V
uzdV as
an instantaneous measure of the degree of asymmetry D, since it statistically cancels when symmetry is restored at
high Re. Notice that the standard deviation of E2D is multiplied by 6 and both 〈Wm〉 (〈·〉 represents the mean with
respect to t.) and its standard deviation are divided by 4 in order that observables variations could be more easily
compared. As long as transversal splitting is negligible, 〈E2D〉 and 〈Wm〉 both increase with the mean length of LTBs.
Both propagations directions are represented with opposite signs for 〈Wm〉, which is the reason why we only display
4|〈Wm〉|. Both 〈E2D〉 and |〈Wm〉| reach a maximum for Re ≈ 850 which can be taken as when transversal splitting,
rarely observed below Re = 800, becomes significant. For Re > 850, our two observables follow the trend suggested by
the model: 〈E2D〉 decreases roughly linearly as Re increases up to Re ≈ 1000 and slowly grows beyond, in agreement
with (S15,S16). In the same way, |〈Wm〉| decreases rapidly to zero similarly to D∗, as indicated by the fact that the
standard deviation becomes larger than the mean, again around Re ≈ 1000. For larger Re outside the box, the system
enters a developed two-sided regime where the model, designed to account for the one-sided/two-sided bifurcation,
becomes insufficient. Inside the box, its oversimplified formulation well captures the phenomenology of the transition
at a qualitative level but we did not try to adjust its coefficients to reach a quantitative level.
FIG. S1. Transition from one-sided to two-sided flow. (a) Model. (b) Numerical simulation. See text.
S3. MEASUREMENT OF TURBULENT FRACTION
Measurement of the turbulent fraction Ft has to rely on observables that vary sharply between the two possible
local states, laminar and turbulent. Ft is defined as the surface of the domain identified as turbulent relative to the
whole surface. Fig. S2 displays four possible candidates, the three velocity components in the mid-gap plane y = 0,
and the mean transverse perturbation energy E2D(x, z; t) =
1
2
∫ 1
−1
(u2y + u
2
z) dy around a localized turbulent band
(LTB) at Re = 700. In-plane components ux and uz display a large-scale slowly decaying structure around the LTB,
while uy shows sharp edge between laminar and turbulent regions. E2D is a little less contrasted due to a limited
contribution of in-plane components partly killed by taking the square in regions where they are already small. From
the above the absolute value of wall-normal velocity on the mid-plane |uy(x, 0, z)| is used to evaluate Ft.
A traditional thresholding method in the field of computer vision called “moment-preserving thresholding” [S4] is
used to find turbulent regions in each 2D image. We also use the box-smoothing method to filter out narrow regions
with |uy| ≃ 0 due to the small-scale oscillatory character of uy inside LTBs. The squares w×w over which |uy(x, 0, z)|
is averaged should be large enough to damp out irrelevant small-scale modulations (Fig. S3, “raw”) but small enough
to faithfully reproduce the contours of the turbulent domains. As a result, a single parameter remains, the width w of
the squares over which averaging is performed. Fig. S3 illustrates the output of the above procedure for different w.
d represents the span-wise grid spacing d = Lz/Nz ≃ 0.109. As the filter size becomes larger spurious laminar regions
disappear and turbulent fraction Ft increases. Results of the procedure are also illustrated in Fig. S4 displaying four
out of six of the snapshots in Fig. 1 of the main text using w = 12d.
5FIG. S2. Four 2D-images of a localized turbulent band at Re = 700. The downstream direction is horizontal and the flow
directed to the right, with the downstream active head in the upper right corner.
FIG. S3. Color-level illustration of the DAH of the LTB shown in Fig. S2 using |uy(x, 0, z)|. Raw data (top-left) and after
different levels of box-filtering over squares w × w, for the indicated values of w (other panels). Light-blue lines mark the
boundaries between turbulent and laminar regions as determined by the moment-preserving thresholding method.
6FIG. S4. Box-filtering (w = 12d) and moment-preserving thresholding of snapshots at Re = 850, 1200, 1800, and 3000, in
Fig. 1 of the main text.
FIG. S5. Ft for different w. w = 0 (no filtering), 4d, 8d, 12d, 20d, and 40d, from bottom to top.
The turbulent fraction is the surface of the domain identified as turbulent relative to the whole surface. Obtained
turbulent fractions are displayed in Fig. S5 for 700 ≤ Re ≤ 6000 and for w varying between 0 and 40d from bottom
to top. In the upper part of the graphs for Re ≥ 3000 the observed saturation seems sensitive to the filtering level
but, below, a clear systematic trend is observed. For all w similar variations are observed, with a rapid increase akin
to a power-law growth as Re increases. Zooming on the lower part, Re ≤ 1600, in the right panel helps one better
identify the different stages described in the main text, one-sided growth for Re . 850 and two-sided growth for
Re ≤ Re2 ≃ 1011, before a rapid increase in the symmetry-restored growth regime.
7The work of Sano and Tamai [S5] focusing on the critical properties of turbulence decay in a Directed Percolation
(DP) context [S6] suggests to confront this observed power-law variation with what would be obtained using exponent
βDP = 0.583 controlling the growth of the turbulent fraction for DP in two space dimensions. This is done in Fig. S6
displaying F
1/βDP
t as a function of 1/Re, which shows a global consistency of the observed behavior with the strength
of the filtering, while the choice of 1/Re rather than Re itself as a control parameter opportunely widens the small-Re
range. Linear fits all extrapolates to a point corresponding to a critical point around Re ≃ 980. Data for w = 4d
(orange dots) is particularly remarkable in that it extends down to the smallest value of 1/Re, which is the reason
why we keep it.
FIG. S6. F
1/βDP
t (β
DP = 0.583) as a function of 1/Re for the series of filtering windows w = 0 (no filtering), 4d, 8d, 12d, 20d,
and 40d, from bottom to top. Lines are least-square linear fits in the range 1050 ≤ Re ≤ 3000 for each w.
Accordingly, we have attempted to fit observations onto the theoretical expression Ft = A(1 − Rec/Re)β by a
least-square minimizing of the error Err2 = 1N
∑N
n=1
(
Ftn −A
(
1− Rec/Ren
)β )2
where N is the number of values
Ren of Re entering the fit, and Ftn the corresponding measured mean turbulent fractions. Values of Re were taken
in the interval 1050 ≤ Re ≤ 3000, which is above the threshold for symmetry restoration Re2 ≃ 1011 and below
the threshold for featureless turbulence ≈ 4000. Fig. S7(a) displays the minimum error as a function of β, pointing
to β = 0.573 for the best fit, while Fig. S7(b) and (c) display the similar results, A = 0.294 and Rec = 976 are
the best for fitting, respectively. Following our approach, the best estimate for βDP in this problem, is not far from
the theoretical value βDP = 0.583 ± 0.003. Other values of w, provided that they are not too large (w ≤ 12d) give
quantitatively similar results. We did not consider other critical parameters related to space-time correlations since
our study makes clear that the DP threshold cannot be sufficiently closely approached. The DP behavior is indeed
always superseded by the LTB-dominated regime as the low Ft range cannot be approached sufficiently closely since
decay necessarily involves the opening of laminar gaps that develop DAHs.
8FIG. S7. (a–c), Minimum of Err as a function of the different fitted parameters for Ft with w = 4d and control parameter
1/Re. (a) Exponent β. (b) Amplitude A. (c) Threshold Rec. (d) Turbulent fraction Ft as a function of Re for w = 4d. The
line is the best-fit function 0.294 (1− 976/Re)0.573 on the interval 1050 ≤ Re ≤ 3000. This is also displayed with error bars on
Ft in Fig. 4(b).
9S4. SUPPLEMENTAL VIDEO LEGENDS
Supplemental Video Re=725
One-sided LTB regime at Re = 725 [Fig. 3(a) and (b)]. Splittings and collisions between LTBs propagating in the
same direction are observed but without any trace of transversal splitting. Wall-normal velocity field on the mid-plane
uy(x, 0, z, t) is displayed in a co-moving reference frame with velocity 0.8 in stream-wise direction (to the right) for
better visibility.
Supplemental Video Re=850
One-sided LTB regime with rare transversal splittings at Re = 850 [Fig. 1(a)]. The displayed quantity and velocity
of the reference frame are the same as in Supplemental Video Re=725.
Supplemental Video Re=900
One-sided LTB regime with frequent transversal splittings at Re = 900 [Fig. 3(c) and (d)]. The displayed quantity
and velocity of the reference frame are the same as in Supplemental Video Re=725.
Supplemental Video Re=1050
Two-sided LTB regime at Re = 1050, slightly above onset at Re2 ≃ 1011 [Fig. 1(b)]. The displayed quantity are
the same as in Supplemental Video Re=725. The velocity of the reference frame is 0.7.
Supplemental Video Re=1200
Strongly intermittent loose continuous network of LTBs at Re = 1200 [Fig. 1(c)]. The displayed quantity is the
same as in Supplemental Video Re=725. The velocity of the reference frame is 0.6.
Supplemental Video Re=1800
Weakly intermittent loose banded pattern at Re = 1800 [Fig. 1(d)]. The displayed quantity is the same as in
Supplemental Video Re=725. The velocity of the reference frame is 0.45.
Supplemental Video Re=3000
Tight banded pattern at Re = 3000 [Fig. 1(e)]. The displayed quantity is the same as in Supplemental Video
Re=725. The velocity of the reference frame is 0.35.
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