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Integer-Forcing Linear Receiver Design with
Slowest Descent Method
Lili Wei, Member, IEEE, and Wen Chen, Senior Member, IEEE
Abstract—Compute-and-forward (CPF) strategy is one cate-
gory of network coding in which a relay will compute and
forward a linear combination of source messages according
to the observed channel coefficients, based on the algebraic
structure of lattice codes. Recently, based on the idea of CPF,
integer forcing (IF) linear receiver architecture for MIMO system
has been proposed to recover different integer combinations of
lattice codewords for further original message detection. In this
paper, we consider the problem of IF linear receiver design
with respect to the channel conditions. Instead of exhaustive
search, we present practical and efficient suboptimal algorithms
to design the IF coefficient matrix with full rank such that the
total achievable rate is maximized, based on the slowest descent
method. Numerical results demonstrate the effectiveness of our
proposed algorithms.
Index Terms—Multiple-input multiple-output, linear receiver,
lattice codes, compute-and-forward, MMSE.
I. INTRODUCTION
In the past decade, network coding [1] has rapidly emerged
as a major research area in electrical engineering and computer
science. Originally designed for wired networks, network cod-
ing is a generalized routing approach that breaks the traditional
assumption of simply forwarding data, and allows intermediate
nodes to send out functions of their received packets, by which
the multicast capacity given by the max-flow min-cut theorem
can be achieved. Subsequent works of [2]-[4] made the im-
portant observation that, for multicasting, intermediate nodes
can simply send out a linear combination of their received
packets. Linear network coding with random coefficients is
considered in [5]. In order to address the broadcast nature
of wireless transmission, physical layer network coding [6]
was proposed to embrace interference in wireless networks
in which intermediate nodes attempt to decode the modulo-
two sum (XOR) of the transmitted messages. Several network
coding realizations in wireless networks are discussed in [7]-
[11].
There is also a large body of works on lattice codes [12]-
[13] and their applications in communications. For many
AWGN networks of interest, nested lattice codes [14] can ap-
proach the performance of standard random coding arguments.
It has been shown that nested lattice codes (combined with
lattice decoding) can achieve the capacity of the point-to-point
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AWGN channel [15]. Subsequent work of [16] showed that
nested lattice codes achieve the diversity-multiplexing tradeoff
of MIMO channel. In the two-way relay networks, a nested
lattice based strategy has been developed that the achievable
rate is near the optimal upper bound [17]-[19]. The nested
lattice codes have the linear structure that ensures that integer
combinations of codewords are themselves codewords.
Compute-and-forward (CPF) strategy [20]-[21] is a promis-
ing new approach to physical-layer network coding for general
wireless networks, beneficial from both network coding and
lattice codes. In traditional decode-and-forward (DF) scheme,
a relay will decode for individual message and forward; while
in compute-and-forward scheme, a relay will compute a linear
function of transmitted messages according to the observed
channel coefficients. Upon utilizing the algebraic structure of
lattice codes, i.e., the integer combination of lattice codewords
is still a codeword, the intermediate relay node will compute-
and-forward an integer combination of original messages.
With enough linear independent equations, the destination can
recover the original messages respectively. Subsequent works
for design and analysis of the CPF technique have been given
in [22]-[26].
Recently, as a research extension from the idea of CPF
strategy, a new linear receiver technique called integer forcing
(IF) receiver for MIMO system has been proposed in [27]-[28].
In MIMO communication, the destination often utilizes linear
receiver architecture to reduce implementation complexity
with some performance sacrifice compared with maximum-
likelihood (ML) receiver. The standard linear detection meth-
ods include zero-forcing (ZF) technique and the minimum
mean square error (MMSE) technique [29]. In the newly
proposed IF linear receiver, instead of attempting to recover
a transmitted codeword directly, each IF decoder recovers a
different integer combination of the lattice codewords accord-
ing to a designed IF coefficient matrix. If the IF coefficient
matrix is of full rank, these linear equations can be solved for
the original messages.
In this paper, we consider the problem of IF linear receiver
design with respect to the channel conditions. Instead of ex-
haustive search, we present practical and efficient suboptimal
algorithms to design the IF coefficient matrix with full rank
such that the total achievable rate is maximized, based on the
slowest descent method [30]. Slowest descent method is a
technique to search for discrete points near the continuous-
valued slowest descent/ascent lines from the continuous max-
imizer/minimizer in the Euclidean vector space. This method
has been effectively applied to search for binary signatures
with quadratic optimization problems in CDMA systems [31]-
[32] and MIMO complex discrete signal detection [33]. In this
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Fig. 1. MIMO diagram with independent data streams
paper, to design the IF coefficient matrix with integer elements,
first we will generate feasible searching set instead of the
whole integer searching space based on the slowest descent
method. Then we try to pick up integer vectors within our
searching set to construct the full rank IF coefficient matrix,
while in the meantime, the total achievable rate is maximized.
The notations used in this work are as follows. {·}T denotes
the transpose operation, | · | represents the cardinality of a
set, Zn denotes the n dimensional integer ring, Rn denotes
the n dimensional real field. Fp denotes a finite field of
size p. In denotes the identity matrix of size n × n, and 0
denotes the vectors with all zeros elements. Re(·) and Im(·)
denote the real part and the imaginary part. det(·) denotes the
determinant of a matrix. ∂f/∂(a) denotes the partial derivative
of function f regarding vector a. Assume that the log operation
is with respect to base 2. We use boldface lowercase letters
to denote column vectors and boldface uppercase letters to
denote matrices.
II. SYSTEM MODEL
First we note that it is straightforward that a general
complex MIMO system y = Hx+ z can be easily converted
into an equivalent real system [34] as[
Re(y)
Im(y)
]
=
[
Re(H) −Im(H)
Im(H) Re(H)
] [
Re(x)
Im(x)
]
+
[
Re(z)
Im(z)
]
.
(1)
Hence, we will focus on the real MIMO system for analysis
convenience.
We consider the classic MIMO channels with L transmit
antennas and N receive antennas. Each transmit antenna de-
livers an independent data stream which is encoded separately
to form the transmitted codewords. We assume that the channel
state information is only available at the receiver during each
transmission. Let L = N for analysis simplicity.
Without loss of generality, in one transmission realization,
each antenna has a length-k information vectors wm that is
drawn independently and uniformly over a prime-size finite
field Fp = {0, 1, · · · , p− 1}, i.e.,
wm ∈ F
k
p, m = 1, 2, · · · , L. (2)
Each antenna is equipped with an encoder Ψm, that maps
the length-k messages wm into the length-n lattice codewords
cm ∈ Rn,
Ψm : F
k
p → R
n. (3)
The codeword satisfies the power constraint of 1
n
||cm||2 ≤ P ,
m = 1, · · · , L.
After mapping messagewm into a lattice codeword cm with
cm = [cm(1), cm(2), · · · , cm(n)]
T , m = 1, · · · , L, (4)
antenna m will transmit one information codeword cm in one
transmission realization with a total of n time slots. In the
i-th time slot, the transmitted signal vector xi ∈ RL over L
transmit antennas is
xi = [c1(i), c2(i), · · · , cL(i)]
T , i = 1, · · · , n. (5)
The MIMO system diagram with independent data streams is
shown in Fig. 1.
Assume a slow fading model where the channel remains
constant over the entire codeword transmission. During one
transmission realization, at the ith time slot, i = 1, · · · , n, the
received vector yi ∈ RL is,
yi = Hxi + zi, (6)
where H denotes the L× L channel matrix, with H = [hmj ]
and hmj is the real valued fading channel coefficient from
transmit antenna j to receive antenna m, and zi ∈ RL is
the additive Gaussian noise. The entries of the channel matrix
and the additive noise vector are generated i.i.d. according to
a normal distribution N (0, 1).
To facilitate the detection of desired signals from each
antenna, in a linear receiver architecture, the receiver will
project the received vector yi with some matrix B ∈ RL×L
to get the effective received vector for further decoding,
di = Byi = BHxi +Bzi = Axi + ni, (7)
where A
△
= BH and ni
△
= Bzi.
The standard suboptimal linear detection methods include
the zero-forcing (ZF) receiver and the minimum mean square
error (MMSE) receiver,
BZF = (H
TH)−1HT , (8)
BMMSE = (H
TH+
1
P
IL)
−1HT , (9)
where (·)T denotes transpose operation and IL is the L × L
identity matrix. The ZF technique nullifies the interference
such that AZF = IL with the effect of noise enhancement.
The MMSE receiver maximizes the post-detection signal-
to-interference plus noise ratio (SINR) and mitigates the
noise enhancement effects. However, both ZF and MMSE
receiver have been proved to be largely suboptimal in terms
of diversity-multiplexing tradeoff [35].
We recall the important algebraic structure of lattice codes,
that the integer combination of lattice codewords is still a
codeword. Instead of restricting matrix A to be identity,
we may allow A to be some full rank matrix with integer
coefficients, i.e.
AIF ∈ Z
L×L. (10)
Then we can first separately recover linear combinations of
transmitted lattice codewords with coefficients drawn from
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Fig. 2. IF decoder diagram
matrix AIF, which can be easily solved for the original
messages. Specifically, if
di = [d1(i), d2(i), · · · , dL(i)]
T , (11)
then each post-processed output dm(i) is passed into a separate
decoder Πm. After one transmission realization with n time
slots, at one decoder,
Πm : R
n → Fkp, (12)
it maps the post-processed output dm(1), dm(2), · · · , dm(n)
to an estimate uˆm ∈ Fkp of the linear message combination
um, where
um =
L⊕
l=1
qmlwl =
[
L∑
l=1
amlwl
]
mod p, (13)
where
⊕
denotes summation over the finite field, qml is a
coefficient taking values in Fp and qml = aml mod p. The
original messages can be recovered from the set of linear
equations by a simple inverse operation,
[wˆ1, wˆ2, · · · , wˆL]
T = A−1IF [uˆ1, uˆ2, · · · , uˆL]
T . (14)
The diagram of IF decoder is shown in Fig. 2.
Hence, with integer forcing (IF) technique, the receiver
will try to design a projection matrix BIF ∈ RL×L, such that
after the projection process of (7), the resulting full rank IF
matrix AIF satisfies that AIF ∈ ZL×L and the achievable rate
is maximized. We summarize the results regarding IF receiver
in [27]-[28] in the following theorem.
Theorem 2.1: Let AIF = [a1, a2, · · · , aL]T and BIF =
[b1,b2, · · · ,bL]T . For each pair of (am,bm), let Rm be the
achievable rate of the linear message combination for them-th
decoder Πm, then
Rm =
1
2
log
(
P
||bm||2 + P ||HTbm − am||2
)
. (15)
For a fixed IF coefficient matrix AIF, Rm is maximized by
choosing1
bTm = a
T
mH
T
(
HHT +
1
P
IL
)−1
. (16)
1The optimal projection matrix is BIF = AIFHT
(
HH
T + 1
P
IL
)
−1
.

According to Theorem 2.1, we plug the optimal bm of (16)
into Rm of (15), which will result in
Rm =
1
2
log
(
1
aTmQam
)
, (17)
where
Q
△
= IL −H
T
(
HHT +
1
P
IL
)−1
H. (18)
The proof of equation (17)-(18) is in Appendix A.
The total achievable rate of the IF receiver is defined as
Rtotal
△
= L min{R1,R2, · · · ,RL}. (19)
Hence, the design criteria for optimal IF coeffcient matrix AIF
is
AIF = arg max
A∈ZL×L
Rtotal
= arg max
A∈ZL×L
min{R1,R2, · · · ,RL}
= arg max
A∈ZL×L
min
m=1,2,···L
log
(
1
aTmQam
)
= arg min
A∈ZL×L
max
m=1,2,···L
aTmQam, (20)
subject to 

A = [a1, a2, · · · , aL]T ,
det(A) 6= 0,
am ∈ ZL, m = 1, 2, · · · , L.
(21)
It means that we need to find integer vectors a1, a2, · · · , aL
to construct a full rank matrix AIF, such that the maximum
value of aTmQam is minimized.
Solving this optimization problem is critical as it dominates
the total achievable rate of the desired IF receiver that sources
can reliably communicate with the destination. However, it
is the NP-hard quadratic integer programming problem and
not convex. The exhaustive search solution is too costly. In
this paper, we will propose efficient and practical suboptimal
algorithms to design this integer matrix AIF.
III. INTEGER FORCING LINEAR RECEIVER DESIGN
To approach the optimization problem of (20)-(21), first we
need to generate some feasible searching set Ω ⊂ ZL for
am ∈ Ω, m = 1, 2, · · · , L, instead of the whole searching
space am ∈ ZL. Then, we will find L linearly independent
vectors within this searching set Ω to construct the IF coeffi-
cient matrix AIF.
Accordingly, we propose the following strategy with two
steps. In the first step, we generate the searching set Ω based
on slowest descent method [30], which first obtains the opti-
mal minimizer within the continuous domain, and then finds
discrete integer points with closest Euclidean distance from
slowest ascent lines passing through the optimal continuous
minimizer, such that the “good points” with small aT Qa
values are within the candidate set Ω.
In the second step, we pick up a1, a2, · · · , aL ∈ Ω,
to construct the full rank IF coefficient matrix AIF =
[a1, a2, · · · , aL]T , while in the meantime, the maximum value
of aTmQam is minimized. Then, equivalently, this AIF will
maximize the total achievable rate.
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Fig. 3. Creation of one slowest ascent line
A. Candidate Set Searching Algorithm with Slowest Descent
Method
We attempt to find the candidate vector set Ω for a ∈ ZL,
a 6= 0, with small aT Qa values based on slowest descent
method. Note that originally slowest descent method [30] is
presented for maximization problem with “slowest descent”
from continuous maximizer. It can be symmetrically applied
to minimization problem with “slowest ascent” from contin-
uous minimizer. We keep the expression of “slowest descent
method” for both cases.
First, we relax the constraint of a ∈ ZL, a 6= 0, and assume,
instead, that a can be continuous, real-valued (a ∈ RL)
with norm constraint2 ||a|| ≥ 1, then the corresponding
optimization problem becomes,
ac = arg min
a∈RL,||a||≥1
aTQa. (22)
Denote f(a) as the cost function, i.e.,
f(a)
△
= aTQa. (23)
Let g1,g2, · · · ,gL be the L normalized eigenvectors of Q
with corresponding eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λL. The
real-valued vector for the optimization of (22) is well known
and equal to the eigenvector that corresponds to the minimum
eigenvalue of matrix Q, i.e.,
ac = arg min
a∈R2L,||a||≥1
f(a) = g1. (24)
The Hessian of f(a), which is defined as Hfes(a)
△
=
(∂2f(a))/(∂a∂aT ) is
Hfes(a) = (∂
2f(a))/(∂a∂aT ) = Q, (25)
2The integer constraint a ∈ ZL, a 6= 0 is equivalent to the constraint
a ∈ ZL, ||a|| ≥ 1.
P P P P P P
Fig. 4. The procedure of slowest descent method
and well defined at the continuous minimizer vector g1.
Then, the eigenvectors g2, g3, · · · , gL of the Hessian
Hfes(a) = Q defines mutually orthogonal directions of the
least ascent in f(a) from the continuous minimizer ac = g1
[30]. Accordingly, we can construct the slowest ascent lines
as
L(ρ, i) = g1 + ρgi, ρ ∈ R, i = 2, · · · , L, (26)
which pass through the real minimizer ac = g1 with the
direction of gi.
The creation of one slowest ascent line g1+ρgi is shown in
Fig. 3. We can see that when ρ takes values from (−∞,∞),
ρgi is a line in the direction of gi. Hence g1 + ρgi is a line
passing through g1 and parallel with the direction of gi.
Those “good” vectors a ∈ ZL, a 6= 0 that have small f(a)
values stays close to those slowest ascent lines. Thus, we are
trying to identify those vectors that are closest in Euclidean
distance to the above slowest ascent lines, which are the set
of candidate vectors
Ω = {a(ρ, i) : ρ ∈ R, i = 2, · · · , L}, (27)
with
a(ρ, i) = arg min
a∈ZL,a 6=0
||a− L(ρ, i)||. (28)
Let M be the bound for searching vector a ∈ ZL in each
coordinate, i.e., each coordinate of a takes integer value form
[−M,M ]. Denote mj , j = 1, 2, ...2M + 2 as the midpoints
of adjacent discrete points and the bounds of edge points, i.e.,
mj takes value from [−M −
1
2 ,M +
1
2 ] with increasing step
equal to one. In other words, mj ∈ Λ, where
Λ = {−M −
3
2
+ j, j = 1, 2, · · · , 2M + 2}. (29)
For one slowest ascent line g1 + ρgi, the closest points
to this line changes as ρ varies. To determine those points,
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it suffices to find the value of ρ for which a(ρ, i) exhibits a
jump. We may partition the real axis as
(−∞, ρ1], (ρ1, ρ2], · · · , (ρT−1, ρT ], (ρT ,+∞), (30)
such that within each interval (ρi, ρi+1], i = 1, · · · , T − 1,
there exists exactly one discrete point a closest to the slowest
ascent line.
Denote g1 = [g11, g12, · · · , g1,L]T and gi = [gi1, gi2, · · · ,
gi,L]
T . Then a jump in one component of a(ρ, i) occurs when
ρ takes the following value,
ρ′(j−1)∗L+k =
mj − g1k
gik
, (31)
with k = 1, · · · , L, and j = 1, · · · , 2M + 2.
After sorting the ρ′1, ρ′2, · · · , ρ′(2M+2)×2L calculated from
(31) in ascending order, we will get the ρ1, ρ2, · · · , ρT for the
partition of (30) with T ≤ (2M + 2)× L.
Now that we have those intervals for ρ, we are ready to find
the points closest to the slowest ascent line g1+ ρgi. For one
interval (ρj , ρj+1], j = 1, · · · , T − 1, we can let ρ take the
value of
ρ =
1
2
(ρj + ρj+1), (32)
and calculate the closest point a(ρj ,ρj+1],i by rounding to the
closest integer point as
a(ρj ,ρj+1],i = round
(
g1 +
1
2
(ρj + ρj+1)gi
)
. (33)
After searching through all T − 1 intervals of ρ, we clear
the points beyond the bounds [−M,M ] in any coordinate,
excludes the zero vector3 and put all the final validate points
that closest to one slowest ascent line g1 + ρgi in the set of
Ωi−1, i ∈ {2, · · · , L}.
Finally, for J slowest ascent lines, 1 ≤ J ≤ L − 1, we
obtain the candidate vector set
Ω = Ω1
⋃
Ω2
⋃
· · ·
⋃
ΩJ . (34)
The procedure of slowest descent method is shown in
Fig. 4. In this example, the bound for searching vector a
in each coordinate is M = 2, i.e., each coordinate takes
value from [−2,−1, 0, 1, 2]. mj , j = 1, 2, · · · , 6 is among
Λ = [−2.5,−1.5,−0.5, 0.5, 1.5, 2.5]. There exists a jump in
one component of searching vector a when ρ takes value in
some interval edge such that the slowest ascent line g1 + ρgi
passes the dark solid dots. Within two dark solid dots, there
exists only one point closest to the slowest ascent line. After
proceeding the described slowest descent method, the outcome
candidate points are shown with red solid points.
The complexity reduction of our proposed algorithm for
candidate vector set algorithm based on slowest descent
method with direct exhaustive search is remarkable. Even
when we restrict the direct exhaustive search among the same
bound [−M,M ] in every coordinate for the searching vector,
the direct exhaustive search will need to consider (2M + 1)L
searching vectors, which is exponential to L. While with our
proposed algorithm with slowest descent method, we only
3We add the zero points to facilitate the searching. At the end of the
procedure, the vector with all-zero coordinates will exclude.
need to consider T ≤ (2M + 2)× L points for each slowest
ascent line. For J slowest ascent lines, the total vectors
considered will be less than (2M + 2)J × L. Simulation
will show that only a few slowest descent lines need to be
considered. Hence, the total complexity reduction of proposed
algorithm for candidate vector set algorithm based on slowest
descent method is highly favorable.
We summarize our proposed algorithm for candidate vector
set Ω search based on slowest descent method as follows.
Algorithm 1 Candidate Set Search Algorithm with Slowest
Descent Method
Input: Matrix Q, the bound for each coordinate M , and the
number of slowest descent lines J .
Output: The searching vector candidate set Ω.
Step 1: Calculate the eigenvectors g1,g2,· · · ,gL of matrix Q
with corresponding eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λL.
Step 2: Compute the set of Λ which mj , j = 1, 2, ...2M + 2
takes value from,
Λ = {−M −
3
2
+ j, j = 1, 2, · · · , 2M + 2}. (35)
Step 3: For i = 2, · · · , J + 1 (1 ≤ J ≤ L− 1), do
(i) Obtain the jumping points where ρ takes value as
ρ′(j−1)∗L+k =
mj − g1k
gik
,
with k = 1, · · · , L, j = 1, · · · , 2M + 2.
(ii) Sort ρ′1, ρ′2, · · · , ρ′(2M+2)×L in ascending order into
ρ1, ρ2, · · · , ρT .
(iii) For each interval (ρj , ρj+1], j = 1, · · · , T − 1, we take
the value of ρ as
ρ =
1
2
(ρj + ρj+1),
and calculate the closest point a(ρj ,ρj+1],i as
a(ρj ,ρj+1],i = round
(
g1 +
1
2
(ρj + ρj+1)gi
)
.
(iv) Clear the points beyond the bounds [−M,M ] in any
coordinate, excludes the zero vector and put all the final
validate points that closest to one slowest ascent line
g1 + ρgi in set Ωi−1.
Step 3: After searching along J slowest ascent lines, we obtain
Ω = Ω1
⋃
Ω2
⋃
· · ·
⋃
ΩJ . (36)
B. Constructing IF Coefficient Matrix AIF
According to our proposed candidate set search algorithm
with slowest descent method, we get the feasible searching set
Ω for IF vectors a1, a2, · · · , aL. With function f(·) defined
in (23), we sort all vectors within the candidate set Ω such
that
Ω = {t1, t2, · · · , t|Ω| : f(t1) ≤ f(t2) ≤ · · · ≤ f(t|Ω|)}.
(37)
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We are trying to choose L linear independent vectors within
this sorted set by
a1 = ti1 , a2 = ti2 , · · · , aL = tiL , for some i1 < i2 < · · · < iL,
(38)
then the constructed IF coefficient matrix AIF has full rank L.
We will select a1, a2, · · · , aL in Ω based on the greedy search
algorithm [25].
The procedure try to find a1, a2, · · · , aL sequentially and
is described as follows,
a1 = t1
a2 = argmin
t∈Ω
{f(t) | t, a1 are linearly independent}
a3 = argmin
t∈Ω
{f(t) | t, a1, a2 are linearly independent}
...
aL = argmin
t∈Ω
{f(t) | t, a1, · · · , aL−1 are linearly independent}
We summarize this procedure to constructing the full rank
optimal matrix AIF with candidate vector set Ω as follows.
Algorithm 2 IF Coefficient Matrix Constructing with Greedy
Search Algorithm
Input: Searching set Ω, Matrix Q.
Output: The IF coefficient matrix AIF with full rank that gives
the maximum total achievable rate Rtotal.
Step 1: Let f(t) = tTQt and sort all vectors in the searching
candidate set Ω such that
Ω = {t1, t2, · · · , t|Ω| : f(t1) ≤ f(t2) ≤ · · · ≤ f(t|Ω|)}.
Set a1 = t1. Initialize i = 1 and j = 1.
Step 2: While i < |Ω| and j < L, do
(i) Set i = i+ 1.
(ii) Check whether ti, a1,· · · ,aj are linearly independent
according to the determinant of the Gramian matrix. Let
G = [ti, a1, · · · , aj ]. If det(GTG) 6= 0, then j = j + 1
and aj = ti. Else goto Step 2.
Step 3: Construct the full rank IF coefficient matrix A as A =
[a1, a2, · · · , aL]T .
IV. EXPERIMENTAL STUDIES
We present numerical results to evaluate the performance
of our proposed algorithm for IF receiver design. First, we
discuss the IF performance with respect to some parameters.
One of them is J , which represents how many slowest ascent
lines are chosen during the candidate set search procedure.
For an example setting with L = 8, which J can take values
in [1, 2, · · · , 7], we average over 10000 randomly generated
channel realizations and show the average rate in Fig. 5. The
bound for each coordinate of searching vector is M = 2.
We can see that as J increases, since the candidate set
Ω = Ω1
⋃
Ω2 · · ·
⋃
ΩJ will expand, the performance is getting
better as expected. However, we do not need to span all slowest
ascent lines since the performance improvements are becoming
indifferent as J becomes larger, for example, J ≥ 4, which
means further increase of J will not have much effect on the
performance.
With the same simulation settings, in Fig. 6, we show
the probability of successful construction of IF matrix after
running the proposed candidate set search algorithm with
slowest descent method and IF coefficient matrix constructing
with greedy search algorithm. When the candidate set Ω is
too small, there are chances that we could not construct a
full rank IF coefficient matrix with those vectors in Ω. Since
the candidate set Ω is expanding with regarding to the setting
of J , the successful construction probability will raise as J
increases, which can be observed in Fig. 6. On the other hand,
when J ≥ 4, the successful probability of IF integer matrix
is almost equal to 1, which means that we do not need to
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Fig. 5. The performance of IF receiver design regarding J (L = 8, M = 2)
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Fig. 6. The probability of successful construction of IF matrix regarding J
(L = 8,M = 2)
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Fig. 8. The comparisons of different linear detectors(L = 4,J = 2,M = 2)
consider all L− 1 slowest ascent lines.
Next, we investigate the IF performance regarding the
parameter of M , which is the bound for each coordinate of
searching vector. In other words, for searching vector a =
[a1, a2, · · · , aL], the bound M restrict ai ∈ Z and |ai| ≤ M .
Obviously whenM is expanding, the IF performance is getting
improved since we are searching among a broader space. In
Fig. 7, we show the average rate with respect to the setting
example of M with L = 8 and J = 4 over 10000 randomly
generated channel realizations. M = 1 means each coordinate
of the searching vector takes value within [−1, 0, 1]; M = 2
means each coordinate of the searching vector takes value
within [−2,−1, 0, 1, 2], and so on. We can observe that when
M ≥ 2, further expanding of M actually does not help
improving the performance any more. This is because that
those “good” vectors a ∈ ZL, a 6= 0 that have small aTQa
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Fig. 9. The comparisons of different linear detectors(L = 6,J = 3,M = 2)
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Fig. 10. The comparisons of different linear detectors(L = 8,J = 4,M = 2)
values stay close to the continuous minimizer (24) and tends
to have small coordinates. As shown in Fig. 7, M = 2 is good
enough for this setting example. Hence, for different settings,
we can investigate and decide the proper J and M parameters
for further realizations.
After the parameters setting discussion, we are ready to
compare the performance of different linear detection methods.
The standard linear detection methods of ZF and MMSE
are included for comparisons. We also take account in the
channel capacity of C = 12 log det(IL + PHH
T ), which
represents the upper bound for all receiver structures, linear
or non-linear including joint ML. We include the theoretical
brute forth exhaustive search to construct candidate set for
IF receiver design as well, which has high complexity and not
applicable in practise. In Fig. 8, we show the rate comparisons
over MIMO channels with L = 4, J = 2, M = 2 and
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average of 10000 randomly generated channel realizations.
The average rate of the designed IF linear receiver with IF
coefficient matrix AIF obtained by our proposed algorithms,
is significantly improved compared to ZF and MMSE linear
receiver. In addition, the performance of our proposed SDM
based algorithms approaches the exhaustive search results.
As the complexity reduction analysis in Section III. A, our
proposed algorithms are practical and efficient. We repeat our
experimental in Fig. 9 with L = 6, J = 3, M = 2, in Fig.
10 with L = 8, J = 4, M = 2. Similar conclusions can be
drawn.
V. CONCLUSIONS
Motivated by recently presented integer-forcing linear re-
ceiver architecture, in this paper, we consider the problem of
IF linear receiver design with respect to the channel conditions.
We present practical and efficient algorithms to design the IF
full rank coefficient matrix with integer elements, such that
the total achievable rate is maximized, based on the slowest
descent method. First we will generate feasible searching set
with integer vector search near the continuous-valued lines
of least metric increase from the continuous minimizer in
the Euclidean vector space. Then we try to pick up integer
vectors within our searching set to construct the full rank IF
coefficient matrix, while in the meantime, the total achievable
rate is maximized. Numerical studies discuss the parameter
settings and comparisons of other traditional linear receivers.
APPENDIX
A. Proof of Equations (17)-(18)
Denote L
△
= 1
P
||bm||2 + ||HTbm − am||2, then
L =
1
P
bTmbm+b
T
mHH
Tbm−a
T
mH
Tbm−b
T
mHam+a
T
mam.
Let F
△
= HHT + 1
P
IL. Accordingly the optimal b
T
m can be
written as
bTm = a
T
mH
T
(
HHT +
1
P
IL
)−1
= aTmH
TF−1.
Plug in this optimal bTm in L, we have
L = aTm
HTF−1
P
bm + a
T
mH
TF−1HHTbm − a
T
mH
Tbm
−aTmH
TF−1Ham + a
T
mam
= aTmH
TF−1
(
1
P
IL +HH
T
)
︸ ︷︷ ︸
F
bm − a
T
mH
Tbm
−aTmH
TF−1Ham + a
T
mam
= aTmam − a
T
mH
TF−1Ham
= aTm
(
IL −H
TF−1H
)︸ ︷︷ ︸
Q
am.
Hence,
Rm =
1
2
log
(
P
||bm||2 + P ||HTbm − am||2
)
=
1
2
log
(
1
L
)
=
1
2
log
(
1
aTmQam
)
,
where
Q = IL −H
TF−1H
= IL −H
T
(
HHT +
1
P
IL
)−1
H.

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