This paper addresses the problems of estimating the normal covariance and precision matrices. A commutator subgroup of lower triangular matrices is considered for deriving a class of invariant estimators. The class shows inadmissibility of the best invariant and minimax estimator of the covariance matrix relative to quadratic loss. Also, in estimation of the precision matrix, a dominance result is given for improvement on a minimax estimator relative to the Stein loss.
Introduction
Let S be a p × p random Wishart matrix with n degrees of freedom and mean nΣ. Suppose n ≥ p and Σ is an unknown positive definite matrix. In this paper, the matrices Σ and Σ −1 are referred to as, respectively, covariance and precision matrices of a multivariate normal distribution model. Consider here the problems of estimating the covariance matrix Σ and the precision matrix Σ −1 from a decision-theoretic standpoint. For each problem, we employ loss functions
and L P (δ 2 , Σ −1 ) = tr Σδ 2 − log |Σδ 2 | − p, where δ 1 and δ 2 are estimators of Σ and Σ −1 , respectively. The losses L Q and L P are called, respectively, the quadratic loss and Stein's loss. It is noted that both losses are invariant under a scale transformation. Various approaches have been ever proposed to decision-theoretic estimation of Σ or Σ −1 . James and Stein (1961) established a minimax estimator of Σ based on invariance under the group of lower triangular matrices with positive diagonal entries, and they showed that the minimax estimator improves on the maximum likelihood estimator relative to an entropy loss. Stein (1977) and Dey and Srinivasan (1985) considered further improvement on James and Stein's minimax estimator via orthogonally invariant estimators. For other decisiontheoretic approaches to estimating Σ or Σ −1 , see Pal (1993) , who provided a survey of this research area.
The best triangular invariant and minimax estimators with respect to L Q and L P were first derived by Selliah (1964) and Krishnamoorthy and Gupta (1989) , respectively. Their minimax estimators are denoted by δ SE (+) and δ KG (+) , respectively. In low dimensional cases such as p = 2 and 3, some dominance results have been obtained for improvement on δ SE (+) and δ KG (+) via orthogonally invariant estimators. For such low dimensional cases, see Perron (1997) and Sheena (2002 Sheena ( , 2003 .
In high dimensional cases, it is indeed very hard to evaluate the risk functions of orthogonally invariant estimators with the losses L Q and L P . So in this paper, we will prove the inadmissibility of δ SE (+) and δ KG (+) by using a simple class of invariant estimators under a commutator subgroup of lower triangular matrices.
Let T (+) be the group of p×p lower triangular matrices with positive diagonal entries and let D (+) be the group of p×p diagonal matrices with positive diagonal entries. Denote by T (1) the group of p × p lower triangular matrices with unit diagonal entries. It is noted that T (1) is the commutator subgroup of T (+) . For a sample matrix S and an estimator δ(S ) of Σ, define the group action by T (1) as S → VSV t and δ(S ) → V δ(S )V t , where V ∈ T (1) . Then an invariant estimator δ(S ) under T (1) must satisfy δ(VSV t ) = V δ(S )V t , so the class of invariant estimators has the form δ * = T 1 G(T 0 )T t 1 , where T 0 and T 1 are, respectively, unique elements of D (+) and T (1) such that S = T 1 T 0 T t 1 , and G(T 0 ) is a symmetric matrix with entries being functions of T 0 . For more details of the unique decomposition S = T 1 T 0 T t 1 , see Golub and Van Loan (1996, section 4.1) .
Since the class δ * is, however, hard to handle, we restrict G(T 0 ) to a diagonal matrix Φ(T 0 ) and will treat the subclass of invariant estimators,
where diagonal entries of Φ(T 0 ) are functions of T 0 .
The subclass (1.1) has been considered by Tsukuma (2014) in estimation of the covariance matrix Σ under the invariant loss L S (δ 1 , Σ) = tr Σ −1 δ 1 − log |Σ −1 δ 1 | − p, where δ 1 is an estimator of Σ. Using a least favorable sequence of prior distributions, Tsukuma (2014) established minimaxity of a member of the subclass (1.1) relative to the loss L S , and also showed that the minimax estimator is dominated by an improved estimator belonging to the subclass (1.1). The improved estimator is based on Dey and Srinivasan (1985, Theorem 2.1), which will be applied to proving the inadmissibility of δ SE (+) and δ KG (+) in this paper. The rest of this paper is organized as follows. Section 2 deals with the problem of estimating the covariance matrix Σ under quadratic loss L Q and shows the inadmissibility of δ SE (+) by using invariant estimators (1.1). Section 3 concerns the estimation problem of the precision matrix Σ −1 relative to Stein's loss L P and provides an improved estimator on δ KG (+) . Section 4 states all the proofs of results given in Sections 2 and 3. In Section 5, we give some concluding remarks.
Improved minimax estimator of covariance matrix
In this section, we employ the invariant quadratic loss L Q in estimation of the covariance matrix Σ. The quality of estimators is compared by the risk function 
. . , b p ) t and B is the p × p symmetric matrix such that the ith diagonal entry is b i (b i + 2) for each i and the (i, j)th offdiagonal entry is b max(i,j) for i = j. The risk is a quadratic function of d and the best constant vector d minimizing the risk is given by 
where γ and τ are positive constants. Let A = (a ij ) and C = (c ij ) be, respectively, p × p symmetric matrices such that
where A max , B max and C max are, respectively, the largest eigenvalues of A, D SE BD SE and C . We then have the following proposition.
Since δ

SE
(1) is equivalent to Selliah's (1964) From Proposition 1, the upper bound for τ is given by 2 √ γ or f 1 /f 2 . It is possible for f 1 to be negative and the sign of f 1 depends on (n, p, γ). We here investigate behavior of f 1 /f 2 for a fixed γ. Table 1 shows some values of f 1 /f 2 for γ = 0.1, 1 and 10, respectively. For each γ, we took p = 2, 3, 5, 7, 10 and n = 20, 30, 50, 100, 200, 500 . Table 1 suggests that all the cases satisfy f 1 /f 2 < 2 √ γ.
As γ increases for fixed n and p ≥ 3, f 1 /f 2 also increases. In the cases where p = 2, every value of f 1 /f 2 is negative and hence the dominance results seem to require that p ≥ 3. (1) . The risk was estimated by average of losses based on 10,000 independent replications. The results of the simulations are given in Table 2 which shows the simulated risks of δ
(1) and δ Q (1) with γ = 10 and τ = f 1 /f 2 . In Table 2 , the percentage in the parentheses indicates the percentage reduction in average loss (PRIAL) of δ depends intricately on n, p and Λ; (ii) The PRIALs decrease as the elements of Λ become extremely small or large; (iii) The best PRIAL is provided when Λ = 20 −1 I p for n = 20 or when Λ = 50 −1 I p for n = 50.
Improved minimax estimator of precision matrix
Consider the estimation problem of the precision matrix Σ −1 based on invariant estimators with unit lower triangular matrices. The discrepancy between Σ −1 and an estimator δ is measured by R P (δ,
aim of this section is to establish the inadmissibility of the Krishnamoorthy and Gupta minimax estimator δ KG (+) by explicitly constructing an improved estimator on δ Lemma 2. Decompose uniquely
We now set ψ i = d i with positive constants d i . As shown in Section 4, it follows that t i ∼ λ i χ 2 n−i+1 and the t i are mutually independent, which yields
The best constants d i minimizing this risk are given by
. It is worth noting that
where T is a unique element of T (+) such that S = TT t . Therefore, δ
KG
(1) is stochastically the same as Krishnamoorthy and Gupta's (1989) minimax estimator δ KG (+) . Let γ and τ be positive real numbers and
1 , where
where, for i = 1, . . . , p,
Let c max be the largest eigenvalue of a p × p symmetric matrix such that for each i, the ith diagonal entry is 2/m i and, for i > j, the (i, j)th off-diagonal entry is 1/m j − 1/m j−1 . Then, we obtain the following proposition. The largest eigenvalue of a square matrix is greater than or equal to the largest diagonal entry. In the case that p = 2, it follows that c max ≥ 2/m 2 , so that
The dominance result thus needs p ≥ 3. Some values of the upper bound for τ , 12(c 0 − c max )/(5α p ), are computed in Table 3 . The values given in Table 3 correspond to the cases for which γ = 1, 10 and 100. For p and n, we assume p = 3, 4, 5, 7, 10 and n = 20, 30, 50, 100, 200, 500. Table 3 suggests that the positivity of c 0 − c max requires that n and γ are sufficiently large. When n is small with large p, the value of c 0 − c max tends to be negative. In all the cases, it follows that 12(c 0 − c max )/(5α p ) ≤ √ γ. (1) . The simulated risks and the PRIALs are based on 10,000 independent replications. We set n = 20, 50 and p = 5, 7, 10 and took γ and τ of δ P (1) as γ = 100 and τ = 12(c 0 − c max )/(5α p ), respectively. It was also assumed that
) and some cases of Λ −1 ∈ D (+) were considered. Table 4 indicates that the best PRIAL is given in the case that Λ −1 = 20I p for n = 20 or in the case that Λ −1 = 50I p for n = 50. It is also observed that the PRIALs decrease as the elements of Λ −1 decrease.
Proofs
Useful lemmas
In order to prove all the results given in Sections 2 and 3, we first list some lemmas, which are useful for evaluating the risk functions.
Lemma 3 (Berger (1980) 
x 2 i and let γ be a positive real number. Then we have
Proof. It suffices to find local maximums for the left-hand sides in (i), (ii) and (iii), respectively, and the proofs are omitted.
For evaluation of the risk functions with respect to losses L Q and L P , the following chi-square identity (Efron and Morris (1976) ) is quite often used: Let t ∼ λχ 2 m , where λ is a positive parameter, and define g(t) as a differentiable function of t. Then we have
provided the expectations of both sides exist. We next give other forms of the chi-square identity.
Lemma 5. For j = 1, . . . , p, let t j ∼ λ j χ 2 m j and let x j = log t j . Also, let g = g(x 1 , . . . , x p ) be a smooth function of x 1 , . . . , x p . Then the chi-square identity can be expressed as
provided all expectations exists.
Proof. Noting that t j · ∂/∂t j = ∂/∂x j , we can easily obtain (4.1) and (4.2).
Lemma 6. For j = 1, . . . , p, let t j ∼ λ j χ 2 m j and let x j = log t j . Denote by m the smallest value among the m j . Define u = p j=1 x 2 j and let γ be a positive real number. Then, for l ≥ k,
, and
Proof. It is easily seen from (4.1) with j = k that
Using (i) of Lemma 4 gives
where the last inequality follows from the fact that m is the smallest value among the m j . Repeating the same argument for j = k + 1, . . . , l, we obtain (4.3). Similarly, using (4.2) and (i) of Lemma 4, we can verify (4.4).
The following lemma is applied to evaluation of the risk function with respect to Stein's loss L P .
Lemma 7 (Dey and Srinivasan (1985) ). For |z| ≤ 1/2, it follows that log(1 + z) ≥ z − (5/6)z 2 .
Proof of Lemma 1
The risk function of δ
I
(1) with respect to quadratic loss L Q is written as
The expectation E 2 is first evaluated. Recall that S has the Wishart distribution. Since the Jacobian of transformation from S to (
where c n,p is a normalizing constant. Decompose uniquely
where Γ ∈ T (1) and Λ = diag(λ 1 , . . . , λ p ) ∈ D (+) . Making the transformation U = (u ij ) = ΓT 1 with the Jacobian J[T 1 → U ] = 1, we express the joint p.d.f. of (T 0 , U ) as
For each i, the ith diagonal entry of
) and the u ai are conditionally independent given T 0 . We thus obtain
Since t i /λ i ∼ χ 2 n−i+1 , applying the chi-square identity to the terms containing the λ i gives
which yields
with b i = n + p − 2i + 1.
Next, we consider the expectation E 1 . It follows from the unique decomposition Σ −1 = Γ t Λ −1 Γ and the transformation U = ΓT 1 that
It is seen that
Therefore the expectation E 11 is written as
Using the chi-square identity gives
Combining these identities and using some algebraic manipulation, we obtain
Similarly, it is seen by (4.6) that, for i > j,
so that
Using the chi-square identity yields
which implies that
Hence, combining (4.5), (4.7), (4.8), (4.9) and (4.10), we obtain (2.1).
Proof of Proposition 1
For
Thus the risk of δ
To avoid notational complications, we omit the superscript "SE" from
where B max is the largest eigenvalue of D SE BD SE . The first and second derivatives of φ
Using these formulae and doing some algebraic manipulation, we express
We first evaluate F 1 . Lemma 3 yields
Applying the inequalities (4.13) and (4.14) to F 1 and gathering the terms in (γ + u) −1 together, we can see that
where C is defined by (2.3). It is observed that x t Cx ≤ C max u < C max (γ + u), where C max is the largest eigenvalue of C . Hence, we have
For evaluation of F 2 , denote F 2 = F 21 + F 22 + F 23 , where
From the fact that
which implies by Lemma 3 that
For F 22 , we observe that
Applying (i) of Lemma 4 to the second term of the last right-hand side in (4.17), we can see that
where x a = (|x 1 |, . . . , |x p |) t and A is defined in (2.2). Therefore, F 22 is bounded above by
where A max is the largest eigenvalue of A. It is obvious that
Combining (4.16), (4.18) and (4.19), we obtain
Using (4.11), (4.12), (4.15) and (4.20) gives
On the other hand, it follows from (i) of Lemma 4 that φ 
Proof of Lemma 2
The precision matrix Σ −1 is uniquely decomposed into Γ t Λ −1 Γ, where Γ ∈ T (1) and Λ = diag(λ 1 , . . . , λ p ) ∈ D (+) . Note that |T 1 | = |Γ| = 1. The risk function of δ
II
(1) with respect to L P is expressed by
Making the same transformation U = ΓT 1 as in Subsection 4.2. gives
Partition U into four blocks as
Similarly, we obtain
Replacing {U −1 Λ(U t ) −1 } ii in (4.22) with η i and combining (4.21) and (4.22), we obtain the result in Lemma 2.
Proof of Proposition 2
Denote x i = log t i . The difference in risk of δ P (1) and δ
KG
(1) is expressed by
where
For i ≥ 2 and k = 1, . . . , i − 1, denote For i ≥ 2, we next consider the E * i·2 given in (4.24). For k = 1, . . . , i − 1, define
where x 0 = 0 and H k = i
Concluding remarks
This paper investigated the estimation problems of the normal covariance and precision matrices. We considered a class of invariant estimators under the commutator subgroup of lower triangular matrices with positive diagonal entries. It was shown by using the class that the best invariant and minimax estimator of the covariance matrix is inadmissible with respect to quadratic loss. Also in estimation of the precision matrix relative to Stein's loss, we succeeded in explicitly constructing an improved estimator on the best invariant and minimax estimator.
We conclude this paper with some remarks. The Dey-Srinivasan-like improved estimators δ Q (1) and δ P (1) are inadmissible because invariant estimators under T (1) depend on the coordinate system. For the best invariant estimator under T (+) , James and Stein (1961) pointed out a simple improvement method based on permutations. The method is also available to invariant estimators under T (1) . See also Eaton (1970, Section 3) , Takemura (1984) and Tsukuma (2014, Remark 4.1) .
In order to prove the inadmissibility of δ
Q
(1) or δ
P
(1) , we can also use orthogonally invariant estimators derived from the improved estimators by averaging with respect to an invariant measure on the group of orthogonal matrices. For more details, see Tsukuma (2014, Section 6) .
