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1. Introduction
The recurrence of dynamics for stochastic and deterministic processes produced by
many different kinds of stochastic and deterministic equations is one of the most
important topics in the qualitative theory of stochastic processes and functions, due
both to its mathematical interest and its applications in many scientific fields, such
as mathematical biology, celestial mechanics, non linear vibration, control theory,
to name few. The concept of periodicity was studied for dynamics of stochastic
processes and functions. However the dynamics observed in some phenomena in
the real world are not periodic, but almost approximately or asymptotically peri-
odic; see for instance [1, 2, 3] for almost periodic observations.
In the past several decades many authors suggested and developed several exten-
sions of the concept of periodicity, in the deterministic and stochastic case, such as
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the almost automorphy, pseudo almost periodicity, asymptotically periodicity, etc.
(see [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17] and references therein)
Recently, the concept of periodic limit function has been introduced by Xie and
Zhang [18] to generalize the notion of asymptotic periodicity. The authors inves-
tigate some properties of periodic limit functions in order to study the existence
and uniqueness of asymptotically periodic solutions of some differential equations.
However, to the best of our knowledge, there is no work or applicable results for
stochastic differential equations.Therefore, in this paper, we will introduce the no-
tion of square mean periodic limit process. Then we’ll investigate their qualitative
properties in order to study the existence of square mean asymptotically periodic
mild solution to the following Stochastic Differential Equation (SDE) driven by
Brownian motion :
{
dX(t) = AX(t)dt+ f(t,X(t))dt+ g(t,X(t))dB(t), t ≥ 0
X(0) = c0,
where c0 ∈ L2(P,H) and A is an infinitesimal generator which generates a C0
semigroup, denoted by (T (t))t≥0. In addition,
f : R× L2(P,H)→ L2(P,H),
g : R× L2(P,H)→ L2(P,H)
are Lipschitz continuous and bounded, and B(t) is a two-sided standard one-
dimensional Brownian motion, which is defined on the filtered complete prob-
ability space (Ω,F ,Ft,P) with values in the separable Hilbert space H. Here
Ft = σ{B(u)−B(v)/u, v ≤ t}.
The paper is organised as follows: In Section 2, we preliminarily introduce the space
of square-mean ω-periodic limit process and study properties of such processes. It
also includes some results, not only on the completeness of the space that consists
of the square-mean ω-periodic limit processes but also on the composition of such
processes. Based on the results in Section 2 and given some suitable conditions,
we prove in Section 3 the existence as well as the uniqueness of the square-mean
asymptotically ω-periodic solution for the above SDE. Finally, an illustrative ex-
ample is provided to show the feasibility of the theoretical results developed in the
paper.
2. Square mean omega-periodic limit process
This section is concerned with some notations, definitions, lemmas and preliminary
facts that may be used in what follows. Throughout this paper we consider a real
separable Hilbert space (H, ||.||) and a probability space (Ω,F ,P) equipped with
a filtration (Ft)t. Denote by L2(P,H) the space of all strongly measurable square
integrable H-valued random variables such that
E||X ||2 =
∫
Ω
||X(ω)||2dP(ω) <∞.
For X ∈ L2(P,H), let ||X ||2 = (E||X ||2)1/2. Then it is routine to check that
L
2(P,H) is a Hilbert space equipped with the norm ||.||2.
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Definition 2.1. A stochastic process X : R+ → L2(P,H) is said to be continuous
whenever
lim
t→s
E||X(t)−X(s)||2 = 0.
Definition 2.2. A stochastic process X : R+ → L2(P,H) is said to be bounded if
there exists a constant K > 0 such that
E||X(t)||2 ≤ K ∀t ≥ 0
By CUB
(
R+,L
2(P,H)
)
we denote the collection of all continuous and uniformly
bounded stochastic processes from R+ → L2(P,H).
Definition 2.3. A continous and bounded stochastic process X : R+ → L2(P,H)
is said to be square mean ω-periodic limit if there exists ω > 0 such that
lim
n→+∞
E||X(t+ nω)− X˜(t)||2 = 0
is well defined for each t ≥ 0 when n ∈ N for some stochastic process
X˜ : R+ → L2(P,H).
Remark 2.1. For all t ≥ 0, X˜(t) is the limit of X(t + nω) in L2(P,H) when
n→ +∞, when it exists. The collection of such ω-periodic limit processes is denoted
by PωL
(
R+,L
2(P,H)
)
. Note also that the process X˜ in the previous definition is
measurable but not neccessarily continuous.
In the following Proposition, we list some properties of square mean ω-periodic
limit process.
Proposition 2.1. Let X be square mean ω-periodic limit process such that
lim
n→+∞
E||X(t+ nω)− X˜(t)||2 = 0
is well defined for each t ≥ 0 when n ∈ N for some stochastic process
X˜ : R+ → L2(P,H).
If X,X1, X2 are square mean ω-periodic limit processes then the following are true
:
(a) X1 +X2 is a square mean ω-periodic limit process.
(b) cX is a square mean ω-periodic limit process for every scalar c.
(c) We have
E||X˜(t+ ω)− X˜(t)||2 = 0.
(d) X˜ is bounded on R+ and ||X˜ ||∞ ≤ ||X ||∞ ≤ K.
(e) Xa(t) = X(t+ a) is a square mean ω-periodic limit process for
each fixed a ∈ R+.
Proof. The proof is straightforward but we will only prove the statement in (c).
To this end, note that for each n ≥ 1, we have :
0 ≤ E
∣∣∣∣∣∣X˜(t+ ω)− X˜(t)∣∣∣∣∣∣2 ≤ 2E ∣∣∣∣∣∣X˜(t+ ω)−X(t+ (n+ 1)ω)∣∣∣∣∣∣2
+ 2E
∣∣∣
∣∣∣X(t+ (n+ 1)ω)− X˜(t)
∣∣∣
∣∣∣2 ,
Let ǫ > 0, for N sufficiently large if n ≥ N then
E
∣∣∣
∣∣∣X˜(t+ ω)−X(t+ (n+ 1)ω)
∣∣∣
∣∣∣2 ≤ ǫ/2
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and
E
∣∣∣∣∣∣X(t+ (n+ 1)ω)− X˜(t)∣∣∣∣∣∣2 ≤ ǫ/2.
so that E
∣∣∣∣∣∣X˜(t+ ω)− X˜(t)∣∣∣∣∣∣2 ≤ ǫ. Thus E ∣∣∣∣∣∣X˜(t+ ω)− X˜(t)∣∣∣∣∣∣2 = 0. 
Because of the above Proposition, we give name of ω-periodic limit process in
Definition 2.3.
Remark 2.2. Note that if
E||X˜(t+ ω)− X˜(t)||2 = 0
then
E||X˜(t+ pω)− X˜(t)||2 = 0 for all p ≥ 1.
Theorem 2.1. The space PωL
(
R+,L
2(P,H)
)
is a Banach space equipped with the
norm ||X ||∞ = supt≥0
(
E||X(t)||2)1/2 = supt≥0 ||X(t)||2.
Proof. By Proposition 2.1, PωL
(
R+,L
2(P,H)
)
is a vector space, then it is easy
to verify that ||.||∞ is a norm on PωL
(
R+,L
2(P,H)
)
. We only need to show that
PωL
(
R+,L
2(P,H)
)
is complete with respect to the norm ||.||∞. To this end, assume
that (Xn)n≥0 ∈ PωL
(
R+,L
2(P,H)
)
is a Cauchy sequence with respect to ||.||∞ and
that X is the pointwise limit of Xn with respect to ||.||2 ; i.e.
lim
n→+∞
E||Xn(t)−X(t)||2 = 0 (1)
for each t ≥ 0. Note that this limit X always exists by the completeness of L2(P,H)
with respect to ||.||2.
Since (Xn)n≥0 is Cauchy with respect to ||.||∞ the convergence in (1) is uniform
for t ≥ 0. We need to show that X ∈ PωL
(
R+,L
2(P,H)
)
. First note that X is
stochastically continuous from the uniform convergence of Xn to X with respect to
||.||2 and the stochastic continuity of Xn. Next we prove that X is a square mean
ω-periodic limit process. By the definition of (Xn)n≥0 ∈ PωL
(
R+,L
2(P,H)
)
we
have for all i ≥ 0, :
lim
n→+∞
E||Xi(t+ nω)− X˜i(t)||2 = 0, (2)
for some stochastic process X˜i : R+ → L2(P,H)
)
. Let us point out that for each
t ≥ 0, the sequence (X˜i(t))i≥0 is a Cauchy sequence in L2(P,H)
)
. Indeed, we have
E
∣∣∣
∣∣∣X˜i(t)− X˜k(t)
∣∣∣
∣∣∣2 ≤ 3E
∣∣∣
∣∣∣X˜i(t)−Xi(t+ nω)
∣∣∣
∣∣∣2
+ 3E ||Xi(t+ nω)−Xk(t+ nω)||2
+ 3E
∣∣∣
∣∣∣Xk(t+ nω)− X˜k(t)
∣∣∣
∣∣∣2 .
By (2) and the fact that the sequence (Xn)n≥0 is Cauchy, we get that the sequence
(X˜i(t))i≥0 is Cauchy.
Using the completness of the space L2(P,H)
)
, we denote by X˜ the pointwise limit
of (X˜i(t))i≥0 such that
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lim
i→+∞
E||X˜i(t)− X˜(t)||2 = 0. (3)
Let us prove now that
lim
n→+∞
E||X(t+ nω)− X˜(t)||2 = 0,
for each t ≥ 0. Indeed for each i ≥ 0, we have
E
∣∣∣∣∣∣X(t+ nω)− X˜(t)∣∣∣∣∣∣2 ≤ 3E ||X(t+ nω)−Xi(t+ nω)||2
+ 3E
∣∣∣
∣∣∣Xi(t+ nω)− X˜i(t)
∣∣∣
∣∣∣2
+ 3E
∣∣∣∣∣∣X˜i(t)− X˜(t)
∣∣∣∣∣∣2 .
By (1) , (2) and (3) we get
lim
n→+∞
E||X(t+ nω)− X˜(t)||2 = 0.
The proof is completed. 
Definition 2.4. A continuous and bounded process X : R+ → L2(P,H) is said
to be square mean asymptotically ω-periodic if X = Y + Z where Y and Z are
continuous bounded processes such that
E||Y (t+ ω)− Y (t)||2 = 0 and lim
t→∞
E||Z(t)||2 = 0.
We write Y ∈ Pω
(
R+,L
2(P,H)
)
, Z ∈ C0
(
R+,L
2(P,H)
)
and we denote the space of
all square mean asymptotically ω-periodic stochastic process X : R+ → L2(P,H)
by APω
(
R+,L
2(P,H)
)
.
Lemma 2.2. The space APω
(
R+,L
2(P,H)
)
is a closed subspace of
PωL
(
R+,L
2(P,H)
)
Proof. Note that
APω
(
R+,L
2(P,H)
) ⊆ PωL(R+,L2(P,H)).
Indeed, if X ∈ APω
(
R+,L
2(P,H)
)
then we have for all n ≥ 1, t ≥ 0,
E ||X(t+ nω)− Y (t)||2
≤ 2E ||X(t+ nω)− Y (t+ nω)||2 + 2E ||Y (t+ nω)− Y (t)||2
≤ 2E ||Z(t+ nω)||2 + 2E ||Y (t+ nω)− Y (t)||2
= 2E ||Z(t+ nω)||2
so that
lim
n→∞
E ||X(t+ nω)− Y (t)||2 = 0
for all t ≥ 0.
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Now let’s show that APω
(
R+,L
2(P,H)
)
is a closed space.
Let X ∈ APω
(
R+,L2(P,H)
)
; there exist Xn ∈ APω
(
R+,L
2(P,H)
)
such that
limn→∞Xn = X . Since Xn ∈ APω
(
R+,L
2(P,H)
)
, we have Xn = Yn + Zn where
Yn ∈ Pω
(
R+,L
2(P,H)
)
and Zn ∈ C0
(
R+,L
2(P,H)
)
.
If Yn or Zn does not converge then Xn will not converge. Thus, there exist Y and
Z such that limn→∞ Yn = Y and limn→∞ Zn = Z. We have X = Y + Z.
In the sequel we’ll show that Y ∈ Pω
(
R+,L
2(P,H)
)
and Z ∈ C0
(
R+,L
2(P,H)
)
.
Firstly, we have
E||Y (t+ ω)− Y (t)||2
≤ 3E||Y (t+ ω)− Yn(t+ ω)||2 + 3E||Yn(t+ ω)− Yn(t)||2
+ 3E||Yn(t)− Y (t)||2
= 3E||Y (t+ ω)− Yn(t+ ω)||2 + 3E||Yn(t)− Y (t)||2
For N sufficiently large, if n ≥ N then
E||Y (t+ ω)− Yn(t+ ω)||2 ≤ ǫ/6
E||Yn(t)− Y (t)||2 ≤ ǫ/6.
Therefore for n > N ,
E||Y (t+ ω)− Y (t)||2 ≤ ǫ.
Thus
E||Y (t+ ω)− Y (t)||2 = 0,
so that Y ∈ Pω
(
R+,L
2(P,H)
)
.
On the other hand
E||Z(t)||2 ≤ 2E||Z(t)− Zn(t)||2 + 2E||Zn(t)||2.
For all ǫ > 0, ∃Tǫ > 0, t > Tǫ ⇒
E||Zn(t)||2 ≤ ǫ/4.
There exists N ∈ N, n > N ⇒
E||Z(t)− Zn(t)||2 ≤ ǫ/4.
Therefore for all n > N and t > Tǫ we have
E||Z(t)||2 ≤ ǫ/2 + ǫ/2 = ǫ,
so that Z ∈ C0
(
R+,L
2(P,H)
)
. 
From the above Lemma, we have the following conclusion by the fundamental
knowledge of functional analysis.
Theorem 2.3. The space APω
(
R+,L
2(P,H)
)
is a Banach space equipped with the
norm ||.||∞.
The following result provides some interesting properties.
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Theorem 2.4. Let X be a continuous and bounded stochastic process and ω > 0.
Then the following statements are equivalent
(i) X ∈ APω
(
R+,L
2(P,H)
)
(ii) We have
lim
n→∞
E ||X(t+ nω)− Y (t)||2 = 0
uniformly on t ∈ R+ for some stochastic process Y : R+ → L2(P,H).
(iii) We have
lim
n→∞
E ||X(t+ nω)− Y (t)||2 = 0
uniformly on compact subsets of R+ for some stochastic process
Y : R+ → L2(P,H).
(iv) We also have
lim
n→∞
E ||X(t+ nω)− Y (t)||2 = 0
uniformly on [0, ω] for some stochastic process Y : R+ → L2(P,H).
Proof. Clearly Statement (ii) implies (iii) and (iii) implies (iv). Suppose that (i)
holds and let X = Y +Z where Y ∈ Pω
(
R+,L
2(P,H)
)
and Z ∈ C0
(
R+,L
2(P,H)
)
.
Now for n ∈ N,
X(t+ nω) = Y (t+ nω) + Z(t+ nω) (⋆). (4)
Let ǫ > 0. Since Z ∈ C0
(
R+,L
2(P,H)
)
there exist N1 such that
E||Z(t+nω)||2 < ǫ/2 whenever n ≥ N1 for every t ∈ R+. Then using (4), we obtain
E||X(t+ nω)− Y (t)||2 ≤ 2E||X(t+ nω)− Y (t+ nω)||2
+ 2E||Y (t+ nω)− Y (t)||2
= 2E||Z(t+ nω)||2
≤ ǫ,
whenever n ≥ N1 for every t ∈ R+. This shows that
lim
n→∞
E ||X(t+ nω)− Y (t)||2 = 0
uniformly on t ≥ 0 for some stochastic process Y : R+ → L2(P,H).
Hence (i) implies (ii).
Finally, suppose that (iv) holds. It is clear that Y is bounded on R+ and
E ||Y (t+ ω)− Y (t)||2 = 0
for each t ≥ 0 like in Proposition 2.1 , part (c).
Thus, to show the continuity of Y on R+ we only need to prove that Y is continuous
on [0, ω]. Now, take any fixed t0 ∈ [0, ω] and let t ∈ [0, ω]. For each n ∈ N, we have
E ||Y (t)− Y (t0)||2 ≤ 3E ||Y (t)−X(t+ nω)||2 (5)
+ 3E ||X(t+ nω)−X(t0 + nω)||2 (6)
+ 3E ||X(t0 + nω)− Y (t0)||2 (7)
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Let ǫ > 0. By Assumption in (iv), we conclude that there exists a positive integer
N2 such that
E ||Y (t)−X(t+ nω)||2 < ǫ/9 (8)
for t ∈ [0, ω] and n ≥ N2.
On the other hand, since X(t+N2ω) is in Cb
(
R+,L
2(P,H)
)
then there exists δ > 0
such that
E ||X(t+N2ω)−X(t0 +N2ω)||2 < ǫ/9 (9)
for |t− t0| < δ.
Using (5) to (9) we conclude that
E ||Y (t)− Y (t0)||2 < ǫ when |t− t0| < δ,
which show that Y is continuous on [0, ω]. Hence Y ∈ Pω
(
R+,L
2(P,H)
)
.
Next, we will show that X − Y ∈ C0
(
R+,L
2(P,H)
)
. Suppose that ǫ > 0 and there
exists a positive integer N3 such that
E ||X(t+ nω)− Y (t)||2 < ǫ
when n ≥ N3 uniformly for t ∈ [0, ω] by Assumption in (iv) again.
Thus, for n = N3 + k, k = 0, 1, 2, ..., we conclude that
E ||X(t+ (N3 + k)ω)− Y (t)||2 < ǫ
uniformly for t ∈ [0, ω]. Moreover, if we denote t′ = t+kω, where t′ ∈ |kω, (k+1)ω],
t ∈ [0, ω] and k = 0, 1, 2, ..., then we obtain
E ||X(t′ +N3ω)− Y (t′ +N3ω)||2
= E ||X(t+ (N3 + k)ω)− Y (t+ (N3 + k)ω)||2
= E ||X(t+ (N3 + k)ω)− Y (t)||2 < ǫ
for t′ ∈ [kω, (k + 1)ω], k = 0, 1, 2, ....
That is
E ||X(t)− Y (t)||2 < ǫ (t ≥ N3ω)
which show that X − Y ∈ C0
(
R+,L
2(P,H)
)
. Hence X ∈∈ APω
(
R+,L
2(P,H)
)
and (iv) implies (i). 
The following generalizes the Definition 2.3.
Definition 2.5. A continuous bounded process f : R+ × L2(P,H) → L2(P,H) is
called square mean ω periodic limit in t ∈ R+ uniformly for X in bounded sets of
L
2(P,H) if for every bounded subsets K of L2(P,H), {f(t,X) : t ∈ R+;X ∈ K} is
bounded and
lim
n→+∞
E
∣∣∣
∣∣∣f(t+ nω,X)− f˜(t,X)
∣∣∣
∣∣∣2 = 0
is well defined when n ∈ N for each t ≥ 0 and for some process f˜ : R+×L2(P,H)→
L
2(P,H) .
We have the following composition result:
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Theorem 2.5. Assume that f : R+ × L2(P,H) → L2(P,H) is a square mean ω-
periodic limit process uniformly for Y ∈ L2(P,H) in bounded sets of L2(P,H) and
satisfies the Lipschitz condition, that is, there exists constant L > 0 such that
E||f(t, Y )− f(t, Z)||2 ≤ LE||Y − Z||2 ∀t ≥ 0, ∀Y, Z ∈ L2(P,H).
Let X : R+ → L2(P,H) be a square mean ω-periodic limit process. Then the process
F (t) = (f(t,X(t)))t≥0 is a square mean ω-periodic limit process.
Proof. Since X is a square mean ω-periodic limit process we have :
lim
n→+∞
E
∣∣∣
∣∣∣X(t+ nω)− X˜(t)
∣∣∣
∣∣∣2 = 0 (10)
for some stochastic process X˜ : R+ → L2(P,H).
By using Proposition 2.1 (4), we can choose a bounded subset K of L2(P,H) such
that X(t), X˜(t) ∈ K for all t ≥ 0. Then F (t) is bounded.
On the other hand we have :
lim
n→+∞
E
∣∣∣
∣∣∣f(t+ nω,X)− f˜(t,X)
∣∣∣
∣∣∣2 = 0, (11)
for each t ≥ 0 and each X ∈ K.
Let us consider the process F˜ : R+ → L2(P,H) defined by F˜ (t) = f˜(t, X˜(t)).
Note that
E
∣∣∣
∣∣∣F (t+ nω)− F˜ (t)
∣∣∣
∣∣∣2 = E
∣∣∣
∣∣∣f(t+ nω, X˜(t+ nω))− f˜(t, X˜(t))
∣∣∣
∣∣∣2
≤ 2E
∣∣∣∣∣∣f(t+ nω,X(t+ nω))− f(t+ nω, X˜(t))∣∣∣∣∣∣2
+ 2E
∣∣∣
∣∣∣f(t+ nω, X˜(t))− f˜(t, X˜(t))
∣∣∣
∣∣∣2
≤ 2LE
∣∣∣
∣∣∣X(t+ nω)− X˜(t)
∣∣∣
∣∣∣2
+ 2E
∣∣∣∣∣∣f(t+ nω, X˜(t))− f˜(t, X˜(t))∣∣∣∣∣∣2
We deduce from (10) and (11 ) that
lim
n→+∞
E
∣∣∣
∣∣∣F (t+ nω)− F˜ (t)
∣∣∣
∣∣∣2 = 0
is well defined for F˜ (t) = f˜(t, X˜(t)).

Now, let us end this section with the following property of a Brownian motion.
Proposition 2.2 (Weak Markov Property). Let B = (B(s))s≥0 be a two-sided
standard one-dimensional Brownian motion and set for h ∈ R,
B˜h(u) = B(u + h)−B(h), u ∈ R.
Then the process B˜h is a two-sided Brownian motion indpendent of {B(s) : s ≤ h}.
In others words, B(u + h) has the same law as B˜h(u) +B(h).
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3. A Stochastic Differential Equation
In this section, we investigate the existence of the square mean asymptotically
ω-periodic solution to the following SDE :
{
dX(t) = AX(t)dt+ f(t,X(t))dt+ g(t,X(t))dB(t), t ≥ 0
X(0) = c0,
(12)
where A is a closed linear operator and
f : R+ × L2(P,H)→ L2(P,H),
g : R+ × L2(P,H)→ L2(P,H)
are Lipschitz continuous and bounded, (B(t))t is a two-sided standard one-dimensional
Brownian motion with values in H and Ft-adapted and c0 ∈ L2(P,H). Recall that
Ft = σ{B(u)−B(v)/u, v ≤ t}.
In order to establish our main result, we impose the following conditions.
(H1): A generates an exponentially stable semigroup (T (t))t≥0 in L
2(P,H), that
is, a linear operator such that :
1. T (0) = I where I is the identity operator.
2. T (t)T (r) = T (t+ r) for all t, r ≥ 0.
3. The map t 7→ T (t)x is continuous for every fixed x ∈ L2(P,H).
4. There exist M > 0 and a > 0 such that ||T (t)|| ≤Me−at for t ≥ 0.
Definition 3.1. The Ft-progressively measurable process {X(t), t ≥ 0} is said to
be a mild solution of (12) if it satisfies the following stochastic integral equation:
X(t) = T (t)c0 +
∫ t
0
T (t− s)f(s,X(s))ds+
∫ t
0
T (t− s)g(s,X(s))dB(s).
Now, we’ll establish some technical results.
Lemma 3.1. Let F be a square mean ω-periodic limit process in L2(P,H). Under
Assumption (H1) the sequence of stochastic processes (Xn(t))n≥1, t ≥ 0, defined by
Xn(t) =
∫ nω
0
T (t+ s)F (nω − s)ds
is a Cauchy sequence in L2(P,H) for all t ≥ 0.
We shall denote by U = (U(t))t≥0 the limit process of (Xn(t))n≥1, t ≥ 0, in
L
2(P,H).
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Proof. We have,
E||Xn+p(t)−Xn(t)||2
= E
∣∣∣∣∣
∣∣∣∣∣
∫ (n+p)ω
0
T (t+ s)F ((n+ p)ω − s)ds−
∫ nω
0
T (t+ s)F (nω − s)ds
∣∣∣∣∣
∣∣∣∣∣
2
≤ 2E
∣∣∣∣∣
∣∣∣∣∣
∫ (n+p)ω
nω
T (t+ s)F ((n+ p)ω − s)ds
∣∣∣∣∣
∣∣∣∣∣
2
+ 2E
∣∣∣∣
∣∣∣∣
∫ nω
0
T (t+ s)
(
F ((n+ p)ω − s)− F (nω − s))ds
∣∣∣∣
∣∣∣∣
2
= I1(t, n, p) + I2(t, n, p)
where
I1(t, n, p) = 2E
∣∣∣∣∣
∣∣∣∣∣
∫ (n+p)ω
nω
T (t+ s)F ((n+ p)ω − s)ds
∣∣∣∣∣
∣∣∣∣∣
2
I2(t, n, p) = 2E
∣∣∣∣
∣∣∣∣
∫ nω
0
T (t+ s)
(
F ((n+ p)ω − s)− F (nω − s))ds
∣∣∣∣
∣∣∣∣
2
.
We have
I1(t, n, p) = 2E
∣∣∣∣∣
∣∣∣∣∣
∫ (n+p)ω
nω
T (t+ s)F ((n+ p)ω − s)ds
∣∣∣∣∣
∣∣∣∣∣
2
≤ 2E
(∫ (n+p)ω
nω
||T (t+ s)F ((n+ p)ω − s)|| ds
)2
≤ 2E
(∫ (n+p)ω
nω
||T (t+ s)|| ||F ((n+ p)ω − s)||ds
)2
≤ 2E
(∫ (n+p)ω
nω
Me−a(t+s)||F ((n+ p)ω − s)||ds
)2
≤ 2
∫ (n+p)ω
nω
M2e−2a(t+s)ds
∫ (n+p)ω
nω
E||F ((n + p)ω − s)||2ds
≤ 2M2pωK
∫ +∞
nω
e−2asds
≤ 2M
2pωK
2a
e−2anω.
Now we consider the integers N1 and N2 such that
M2pωK
a
e−2anω ≤ ǫ ∀n ≥ N1
8M2K
a2
e−2anω < ǫ ∀n ≥ N2
and set N = max (N1, N2). For n ≥ N , we have :
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I2(t, n, p) = 2E
∣∣∣∣
∣∣∣∣
∫ nω
0
T (t+ s)
(
F ((n+ p)ω − s)− F (nω − s))ds
∣∣∣∣
∣∣∣∣
2
≤ 2E
(∫ nω
0
||T (t+ s)|| ||F ((n+ p)ω − s)− F (nω − s)||ds
)2
≤ 4E
(∫ Nω
0
||T (t+ s)|| ||F ((n+ p)ω − s)− F (nω − s)||ds
)2
+ 4E
(∫ nω
Nω
||T (t+ s)|| ||F ((n+ p)ω − s)− F (nω − s)||ds
)2
≤ I3(t, n, p) + I4(t, n, p)
where
I3(t, n, p) = 4E
(∫ Nω
0
||T (t+ s)|| ||F ((n+ p)ω − s)− F (nω − s)||ds
)2
I4(t, n, p) = 4E
( ∫ nω
Nω
||T (t+ s)|| ||F ((n+ p)ω − s)− F (nω − s)||ds
)2
.
From F ∈ PωL
(
R+,L
2(P,H)
)
, there exist a stochastic process
F˜ : R+ → L2(P,H) such that
lim
k→+∞
E||F (t+ kω)− F˜ (t)||2 = 0
is well defined for each t ≥ 0 when k ∈ N.
Now, wee have :
I3(t, n, p)
≤ 8E
(∫ Nω
0
Me−a(t−s+Nω) ||F ((n−N + p)ω + s)− F˜ (s)||ds
)2
+ 8E
(∫ Nω
0
Me−a(t−s+Nω) ||F ((n−N)ω + s)− F˜ (s)||ds
)2
,
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and by Cauchy Schwarz inequality, we obtain
I3(t, n, p)
≤ 8
∫ Nω
0
M2e−2a(t−s+Nω)ds
∫ Nω
0
E||F ((n−N + p)ω + s)− F˜ (s)||2ds
+ 8
∫ Nω
0
M2e−2a(t−s+Nω)ds
∫ Nω
0
E||F ((n−N)ω + s)− F˜ (s)||2ds
≤ 8M2
∫ Nω
0
e−2a(−s+Nω)ds
∫ Nω
0
E||F ((n−N + p)ω + s)− F˜ (s)||2ds
+ 8M2
∫ Nω
0
e−2a(−s+Nω)ds
)∫ Nω
0
E||F ((n−N)ω + s)− F˜ (s)||2ds
≤ 8M
2
2a
∫ Nω
0
E||F ((n −N + p)ω + s)− F˜ (s)||2ds
+
8M2
2a
∫ Nω
0
E||F ((n−N)ω + s)− F˜ (s)||2ds
Using the fact that
max{E||F ((n−N + p)ω + s)− F˜ (s)||2,E||F ((n−N)ω + s)− F˜ (s)||2} ≤ 2K,
it follows that
lim
n→∞
I3(t, n, p) = 0 for all t ≥ 0,
by Lebesgue’s dominated convergence theorem.
Similarly,
I4(t, n, p) = 4E
∣∣∣∣
∣∣∣∣
∫ nω
Nω
T (t+ s)
(
F ((n+ p)ω − s)− F (nω − s))ds
∣∣∣∣
∣∣∣∣
2
≤ 4E
( ∫ nω
Nω
||T (t+ s)|| ||F ((n + p)ω − s)− F (nω − s)||ds
)2
≤ 4E
( ∫ nω
Nω
Me−a(t+s) ||F ((n+ p)ω − s)− F (nω − s)||ds
)2
= 4E
( ∫ nω
Nω
Me
−a
2
(t+s) e
−a
2
(t+s) ||F ((n+ p)ω − s)− F (nω − s)||ds
)2
.
Again, using Cauchy Schwarz inequality, it follows that
I4 ≤ 4
∫ nω
Nω
M2e−a(t+s)ds
∫ nω
Nω
e−a(t+s)E||F ((n+ p)ω − s)− F (nω − s)||2ds
≤ 4
∫ +∞
Nω
M2e−asds
∫ +∞
Nω
e−asE||F ((n + p)ω − s)− F (nω − s)||2ds.
Since E||F ((n + p)ω − s)− F (nω − s)||2 ≤ 2K, we obtain
I4 ≤ 8M
2K
a2
e−2aNω
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and hence I4 ≤ ǫ.
This shows that (Xn(t))n≥1, t ≥ 0, is a Cauchy sequence in L2(P,H). 
Lemma 3.2. Let F be a square mean ω-periodic limit process in L2(P,H)
such that
lim
n→+∞
E||F (t + nω)− F˜ (t)||2 = 0
for all t ≥ 0. Define V (t) = ∫ t0 T (t− s)F (s)ds. Under Assumption (H1)
we have
lim
n→+∞
E||V (t+ nω)− V ∗(t)||2 = 0
uniformly on t ≥ 0 where
V ∗(t) = U(t) +
∫ t
0
T (t− s)F˜ (s)ds.
Proof. Let us rewrite
V (t+ nω) =
∫ t+nω
0
T (t+ nω − s)F (s)ds
=
∫ t
−nω
T (t− s)F (s+ nω)ds
=
∫ 0
−nω
T (t− s)F (s+ nω)ds+
∫ t
0
T (t− s)F (s+ nω)ds
=
∫ nω
0
T (t+ s)F (s+ nω)ds+
∫ t
0
T (t− s)F (s+ nω)ds
= Xn(t, n) + I(t, n).
We have,
E||V (t+ nω)− V ∗(t)||2 = E
∣∣∣∣
∣∣∣∣Xn(t) + I(t, n)− U(t)−
∫ t
0
T (t− s)F˜ (s)ds
∣∣∣∣
∣∣∣∣
2
≤ 2E ||Xn(t)− U(t)||2
+ 2E
∣∣∣∣
∣∣∣∣I(t, n)−
∫ t
0
T (t− s)F˜ (s)ds
∣∣∣∣
∣∣∣∣
2
.
Using Lemma 3.1, it follows that
E ||Xn(t)− U(t)||2 → 0
for all t ≥ 0.
Note that for mω ≤ t < (m+ 1)ω; m ∈ N, one has
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E
∣∣∣
∣∣∣I(t, n)−
∫ t
0
T (t− s)F˜ (s)ds
∣∣∣
∣∣∣2
= E
∣∣∣
∣∣∣
∫ t
0
T (t− s)(F (s+ nω)− F˜ (s))ds∣∣∣
∣∣∣2
≤ E
( ∫ t
0
||T (t− s)|| ||F (s+ nω)− F˜ (s)||ds
)2
≤ E
( ∫ t
0
Me−a(t−s) ||F (s+ nω)− F˜ (s)||ds
)2
≤ 2E
( ∫ mω
0
Me−a(t−s) ||F (s+ nω)− F˜ (s)||ds
)2
+ 2E
(∫ t
mω
Me−a(t−s) ||F (s+ nω)− F˜ (s)||ds
)2
.
But firstly,
2E
(∫ mω
0
Me−a(t−s) ||F (s+ nω)− F˜ (s)||ds
)2
≤ 2M2E
(m−1∑
k=0
∫ (k+1)ω
kω
e−a(t−(k+1)ω) ||F (s+ nω)− F˜ (s)||ds
)2
= 2M2E
(m−1∑
k=0
∫ ω
0
e−a(t−(k+1)ω) ||F (s+ (n+ k)ω)− F˜ (s+ kω)||ds
)2
≤ 2M2
∫ ω
0
(m−1∑
k=0
e−a(t−(k+1)ω)
)2
ds
∫ ω
0
E||F (s+ (n+ k)ω)− F˜ (s+ kω)||2ds.
Since
lim
n→+∞
E||F (s+ (n+ k)ω)− F˜ (s+ kω)||2 = 0
for s ∈ [0, ω] and the fact that
E||F (s+ (n+ k)ω)− F˜ (s+ kω)||2 ≤ 2K,
it follows by Lebesgue’s dominated convergence theorem that :
lim
n→+∞
∫ ω
0
E||F (s + (n+ k)ω)− F˜ (s+ kω)||2 = 0.
Note that
m−1∑
k=0
e−a(t−(k+1)ω) ≤ 1
1− e−aω unifmorly in t,
therefore
2E
(∫ mω
0
Me−a(t−s) ||F (s+ nω)− F˜ (s)||ds
)2
≤ 2M
2ω
(1− e−aω)2 ǫ.
On the other hand,
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2E
(∫ t
mω
Me−a(t−s) ||F (s+ nω)− F˜ (s)||ds
)2
≤ 2M2E
( ∫ (m+1)ω
mω
||F (s+ nω)− F˜ (s)||ds
)2
= 2M2E
(∫ ω
0
||F (s+ (n+m)ω)− F˜ (s+mω)||ds
)2
≤ 2M2ω
∫ ω
0
E||F (s+ (n+m)ω)− F˜ (s+mω)||2ds.
But,
E||F (s+ (n+m)ω)− F˜ (s+mω)||2 ≤ 2E||F (s+ (n+m)ω)− F˜ (s)||2
+ 2E||F˜ (s+mω)− F˜ (s)||2
so that
lim
n→+∞
E||F (s+ (n+m)ω)− F˜ (s+mω)||2 = 0.
Again, using the Lebesgue’s dominated convergence theorem we have
lim
n→+∞
∫ ω
0
E||F (s+ (n+m)ω)− F˜ (s+mω)||2ds = 0,
and hence
lim
n→+∞
2E
(∫ t
mω
Me−a(t−s) ||F (s+ nω)− F˜ (s)||ds
)2
= 0.
Thus
lim
n→+∞
E
∣∣∣∣∣∣I(t, n)−
∫ t
0
T (t− s)F˜ (s)ds
∣∣∣∣∣∣2 = 0
for all t ≥ 0.
Therefore
lim
n→+∞
E||V (t+ nω)− V ∗(t)||2 = 0
uniformly on t ≥ 0 for some stochastic process V ∗(t) : R+ → L2(P,H). 
Lemma 3.3. Let G be a square mean ω-periodic limit process in L2(P,H) and
B(t) a two-sided standard one-dimensional Brownian motion.
Under Assumption (H1) the sequence of stochastic process (Yn(t))n≥1, t ≥ 0,
defined by
Yn(t) =
∫ 0
−nω
T (t− s)G(s+ nω)dB(s)
is a Cauchy sequence in L2(P,H) for all t ≥ 0.
We will denote by U∗ = (U∗(t))t≥0 the limit process of (Yn(t))n≥1, t ≥ 0, in
L
2(P,H).
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Proof. We have,
E||Yn+p(t)− Yn(t)||2 = E
∣∣∣∣∣
∣∣∣∣∣
∫ 0
−(n+p)ω
T (t− s)G((n + p)ω + s)dB(s)
−
∫ 0
−nω
T (t− s)G(nω + s)dB(s)
∣∣∣∣
∣∣∣∣
2
≤ 2E
∣∣∣∣∣
∣∣∣∣∣
∫ −nω
−(n+p)ω
T (t− s)G((n+ p)ω + s)dB(s)
∣∣∣∣∣
∣∣∣∣∣
2
+ 2E
∣∣∣∣
∣∣∣∣
∫ 0
−nω
T (t− s)
(
G((n+ p)ω + s)−G(nω + s)
)
dB(s)
∣∣∣∣
∣∣∣∣
2
≤ 2E
(∫ −nω
−(n+p)ω
||T (t− s)|| ||G((n+ p)ω + s)||dB(s)
)2
+ 2E
(∫ 0
−nω
||T (t− s)|| ||G((n+ p)ω + s)−G(nω + s)||dB(s)
)2
≤ 2E
∫ −nω
−(n+p)ω
||T (t− s)||2 ||G((n+ p)ω + s)||2ds
+ 2E
∫ 0
−nω
||T (t− s)||2||G((n+ p)ω + s)−G(nω + s)||2ds
≤ 2E
∫ (n+p)ω
nω
||T (t+ s)||2 ||G((n+ p)ω − s)||2ds
+ 2E
∫ nω
0
||T (t+ s)||2 ||G((n+ p)ω − s)−G(nω − s)||2ds
≤ J1(t, n, p) + J2(t, n, p)
where
J1(t, n, p) = 2E
∫ (n+p)ω
nω
||T (t+ s)||2 ||G((n+ p)ω − s)||2ds
J2(t, n, p) = 2E
∫ nω
0
||T (t+ s)||2 ||G((n + p)ω − s)−G(nω − s)||2ds.
Estimates of J1(t, n, p).
J1(t, n, p) = 2E
∫ (n+p)ω
nω
||T (t+ s)||2 ||G((n+ p)ω − s)||2ds.
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≤ 2E
∫ (n+p)ω
nω
||T (t+ s)||2 ||G((n+ p)ω − s)||2ds
≤ 2
∫ (n+p)ω
nω
M2e−2a(t+s)E||G((n+ p)ω − s)||2ds
≤ 2M2K
∫ (n+p)ω
nω
e−2asds
≤ 2M2K
∫ +∞
nω
e−2asds
≤ 2M
2K
2a
e−2anω
Now we consider the integers N1 and N2 such that
M2K
a
e−2anω ≤ ǫ ∀n ≥ N1
4M2K
a
e−2anω ≤ ǫ ∀n ≥ N2
and set N = max (N1, N2). For n ≥ N , we have :
J2(t, n, p) = 2E
∫ nω
0
||T (t+ s)||2 ||G((n+ p)ω − s)−G(nω − s)||2ds
≤ 2
∫ nω
0
M2e−2a(t+s) E||G((n + p)ω − s)−G(nω − s)||2ds
≤ 2
∫ Nω
0
M2e−2a(t+s) E||G((n + p)ω − s)−G(nω − s)||2ds
+ 2
∫ nω
Nω
M2e−2a(t+s) E||G((n + p)ω − s)−G(nω − s)||2ds
≤ J3(t, n, p) + J4(t, n, p)
where
J3(t, n, p) = 2
∫ Nω
0
M2e−2a(t+s) E||G((n+ p)ω − s)−G(nω − s)||2ds
J4(t, n, p) = 2
∫ nω
Nω
M2e−2a(t+s) E||G((n + p)ω − s)−G(nω − s)||2ds.
Since G is a square mean ω periodic limit process then
lim
k→+∞
E||G(t+ kω)− G˜(t)||2 = 0, ∀t ≥ 0
is well defined for each t ≥ 0 when k ∈ N for some stochastic process
G˜ : R+ → L2(P,H).
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Now,
J3(t, n, p) = 2
∫ Nω
0
M2e−2a(t+s) E||G((n + p)ω − s)−G(nω − s)||2ds
= 2
∫ Nω
0
M2e−2a(t−s+Nω) E||G((n−N + p)ω + s)−G((n −N)ω + s)||2ds
≤ 4
∫ Nω
0
M2e−2a(t−s+Nω) E||G((n−N + p)ω + s)− G˜(s)||2ds
+ 4
∫ Nω
0
M2e−2a(t−s+Nω) E||G((n −N)ω + s)− G˜(s)||2ds
Since
lim
n→∞
E||G((n −N + p)ω + s)− G˜(s)||2 = 0
lim
n→∞
E||G((n−N)ω + s)− G˜(s)||2 = 0
and using the fact that
max{E||G((n−N + p)ω + s)− G˜(s)||2,E||G((n −N)ω + s)− G˜(s)||2} ≤ 2K,
it follows by Lebesgue’s dominated convergence theorem that
lim
n→∞
J3(t, n, p) = 0
for all t ≥ 0.
On the other hand,
J4(t, n, p) = 2
∫ nω
Nω
M2e−2a(t+s) E||G((n + p)ω − s)−G(nω − s)||2ds.
Since E||G((n + p)ω − s)−G(nω − s)||2 ≤ 2K, we get
J4(t, n, p) ≤ 4M2K
∫ +∞
Nω
M2e−2asds
≤ 4M
2K
a
e−2aNω
≤ 4M
2K
a
e−2aN2ω
so that
J4(t, n, p) ≤ ǫ.
This shows that (Yn(t))n≥1, t ≥ 0, is a Cauchy sequence in L2(P,H) 
Lemma 3.4. Let G be square mean ω-periodic limit in L2(P,H) such that
lim
n→+∞
E||G(t + nω)− G˜(t)||2 = 0
for all t ≥ 0. Define
H(t) =
∫ t
0
T (t− s)G(s)dB(s)
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Under Assumption (H1) we have
lim
n→+∞
E||H(t+ nω)−H∗(t)||2 = 0
uniformly on t ≥ 0 where
H∗(t) = U∗(t) +
∫ t
0
T (t− s)G˜(s)dB(s).
Proof. Let us rewrite,
H(t+ nω) =
∫ t+nω
0
T (t+ nω − s)G(s)dB(s)
=
∫ t
−nω
T (t− s)G(s + nω)dB(s+ nω).
Let B˜(s) = B(s+ nω)−B(nω) for each s ∈ R. By the weak Markov property B˜ is
also a two sided Brownian motion and has the same distribution as B. Moreover
{B˜(s), s ∈ R} is a two sided Brownian motion independent of B(nω). Thus
H(t+ nω) =
∫ t
−nω
T (t− s)G(s + nω)dB˜(s)
=
∫ 0
−nω
T (t− s)G(s + nω)dB˜(s) +
∫ t
0
T (t− s)G(s+ nω)dB˜(s)
= Yn(t) + J(t, n)
where
J(t, n) =
∫ t
0
T (t− s)G(s+ nω)dB˜(s) =
∫ t
0
T (t− s)G(s+ nω)dB(s).
We have
E||H(t+ nω)−H∗(t)||2
= E
∣∣∣∣
∣∣∣∣Yn(t) + J(t, n)− U∗(t)−
∫ t
0
T (t− s)G˜(s)ds
∣∣∣∣
∣∣∣∣
2
≤ E ||Yn(t)− U∗(t)||2
+ E
∣∣∣∣
∣∣∣∣J(t, n)−
∫ t
0
T (t− s)G˜(s)ds
∣∣∣∣
∣∣∣∣
2
Using Lemma 3.3, it follows that
E ||Yn(t)− U∗(t)||2 → 0
for all t ≥ 0, when n→ +∞.
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For mω ≤ t < (m+ 1)ω; m ∈ N, one has
E
∣∣∣
∣∣∣J(t, n)−
∫ t
0
T (t− s)G˜(s)dB(s)
∣∣∣
∣∣∣2
= E
∣∣∣
∣∣∣
∫ t
0
T (t− s)(G(s+ nω)− G˜(s))dB(s)∣∣∣
∣∣∣2
≤ E
( ∫ t
0
||T (t− s)|| ||G(s+ nω)− G˜(s)||dB(s)
)2
≤ E
( ∫ t
0
Me−a(t−s) ||G(s+ nω)− G˜(s)||dB(s)
)2
=
∫ t
0
M2e−2a(t−s) E||G(s + nω)− G˜(s)||2ds
≤
∫ mω
0
M2e−2a(t−s) E||G(s+ nω)− G˜(s)||2ds
+
∫ t
mω
M2e−2a(t−s) E||G(s+ nω)− G˜(s)||2ds.
Now, ∫ mω
0
M2e−2a(t−s) E||G(s + nω)− G˜(s)||2ds
≤M2
m−1∑
k=0
∫ (k+1)ω
kω
e−2a(t−(k+1)ω) E||G(s + nω)− G˜(s)||2ds
=M2
∫ ω
0
m−1∑
k=0
e−2a(t−(k+1)ω) E||G(s+ (n+ k)ω)− G˜(s+ kω)||2ds
≤ 2M2
∫ ω
0
m−1∑
k=0
e−2a(t−(k+1)ω) E||G(s + (n+ k)ω)− G˜(s)||2ds
+ 2M2
∫ ω
0
m−1∑
k=0
e−2a(t−(k+1)ω) E||G˜(s+ kω)− G˜(s)||2ds
= 2M2
∫ ω
0
m−1∑
k=0
e−2a(t−(k+1)ω) E||G(s + (n+ k)ω)− G˜(s)||2ds
because
E||G˜(s+ kω)− G˜(s)||2 = 0 ∀k ≥ 0.
Since
lim
n→+∞
E||G(s+ (n+ k)ω)− G˜(s)||2 = 0,
for s ∈ [0, ω], k ≥ 0 with E||G(s+ (n+ k)ω)− G˜(s)||2 ≤ 2K
and using the fact that
m−1∑
k=0
e−2a(t−(k+1)ω) ≤ 1
1− e−2aω ∀t ≥ 0,
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it follows by Lebesgue’s dominated convergence theorem that :
lim
n→+∞
∫ ω
0
m−1∑
k=0
e−2a(t−(k+1)ω) E||G(s+ (n+ k)ω)− G˜(s)||2ds = 0
uniformly on t ≥ 0.
On the other hand,
∫ t
mω
M2e−2a(t−s) E||G(s+ nω)− G˜(s)||2ds
≤
∫ (m+1)ω
mω
M2e−2a(t−s) E||G(s+ nω)− G˜(s)||2ds
=
∫ ω
0
M2e−2a(t−s−mω) E||G(s+ (n+m)ω)− G˜(s+mω)||2ds
≤M2
∫ ω
0
E||G(s+ (n+m)ω)− G˜(s+mω)||2ds
≤ 2M2
∫ ω
0
E||G(s + (n+m)ω)− G˜(s)||2ds
+ 2M2
∫ ω
0
E||G˜(s+mω)− G˜(s)||2ds
= 2M2
∫ ω
0
E||G(s + (n+m)ω)− G˜(s)||2ds
because
E||G˜(s+mω)− G˜(s)||2 = 0 ∀m ≥ 0.
Since
lim
n→+∞
E||G(s + (n+m)ω)− G˜(s)||2 = 0,
for s ∈ [0, ω], m ≥ 0 and
E||G(s+ (n+m)ω)− G˜(s)||2 ≤ 2K,
again by the Lebesgue dominated convergence theorem, we have :
lim
n→+∞
2M2
∫ ω
0
E||G(s + (n+m)ω)− G˜(s)||2ds = 0
so that ∫ t
mω
M2e−2a(t−s) E||G(s + nω)− G˜(s)||2ds.
In view of the above, it follows that
lim
n→+∞
E
∣∣∣∣∣∣J(t, n)−
∫ t
0
T (t− s)G˜(s)dB(s)
∣∣∣∣∣∣2 = 0
uniformly on t ≥ 0.
Therefore
lim
n→+∞
E||H(t+ nω)−H∗(t)||2 = 0
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uniformly in t ≥ 0 for the stochastic process H∗(t) : R+ → L2(P,H)
defined as above. 
Now we can establish the main result of this section.
Theorem 3.5. Let f, g : R+ × L2(P,H) → L2(P,H) be square mean ω periodic
limit processes in t ≥ 0 uniformly in X for bounded subsets of L2(P,H). Assume
that f, g satisfies a Lipschitz condition, uniformly in t ≥ 0 : that is, there exist
constants Lf > 0 and Lg > 0 such that
E||f(t,X)− f(t, Y )||2 ≤ Lf E||X − Y ||2 ∀t ≥ 0, ∀X,Y ∈ L2(P,H)
E||g(t,X)− g(t, Y )||2 ≤ Lg E||X − Y ||2 ∀t ≥ 0, ∀X,Y ∈ L2(P,H).
If
2M2
(
Lf
1
a2
+ Lg
1
a
)
< 1
then, there is a unique square mean asymptotically ω-periodic mild solution
of problem (12).
Proof. We define the continuous operator Γ on the Banach space
APω(R+,L
2(P,H)) by
(ΓX)(t) = T (t)c0 +
∫ t
0
T (t− s)f(s,X(s))ds+
∫ t
0
T (t− s)g(s,X(s))dB(s).
Note that T (t)c0 is in C0(R+,L
2(P,H)) ⊆ APω(R+,L2(P,H))
Now we denote F (s) = f(s,X(s)), G(s) = g(s,X(s))
In view of Theorem 2.5 if X ∈ APω(R+,L2(P,H)) then
F,G ∈ PωL(R+,L2(P,H)).
Applying Lemma 3.2, Lemma 3.4 and Theorem 2.4, it follows that
∫ t
0
T (t− s)f(s,X(s))ds ∈ APω(R+,L2(P,H))
and
∫ t
0
T (t− s)g(s,X(s))dB(s) ∈ APω(R+,L2(P,H)).
Hence the operator Γ maps the space APω(R+,L
2(P,H)) into itself.
Finally for any X,Y ∈ APω(R+,L2(P,H)) we have
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E||ΓX(t)− ΓY (t)||2
≤ 2M2(
∫ t
0
e−a(t−s)ds
)
E
∫ t
0
e−a(t−s)||f(s,X(s))− f(s, Y (s))||2ds
+ 2M2E
∫ t
0
e−2a(t−s) ||g(s,X(s))− g(s, Y (s))||2ds
≤ 2M2Lf sup
s≥0
E||X(s)− Y (s)||2(
∫ t
0
e−a(t−s)ds
)2
+ 2M2Lg sup
s≥0
E||X(s)− Y (s)||2
∫ t
0
e−2a(t−s)ds
≤ 2M2(Lf 1
a2
+ Lg
1
a
)
sup
s≥0
E||X(s)− Y (s)||2.
This implies that
||ΓX − ΓY ||2∞ ≤ 2M2
(
Lf
1
a2
+ Lg
1
a
)||X − Y ||2∞.
Consequently, if 2M2
(
Lf
1
a2 + Lg
1
a
)
< 1 then Γ is a contraction mapping.
The proof is completed by using the well-known Banach fixed-point theorem.

4. An illustrative example
In order to illustrate usefulness of the theoretical results established in the preceding
section, we consider the following one-dimensional stochastic heat equation with
Dirichlet boundary conditions :

du(t, x) = ∂
2u(t,x)
∂x2 dt+ f(t, u(t, x))dt+ g(t, u(t, x))dB(t)
u(t, 0) = u(t, 1) = 0, t ∈ R+,
u(0, x) = h(x), x ∈ [0, 1].
(13)
where B(t) is a two-sided standard one-dimensional Brownian motion defined on
the filtered probability space (Ω,F ,Ft,P), h ∈ L2[0, 1] and the functions f and g
are defined as
f(t, u(t, x)) = u(t, x)ψ(t) and g(t, u(t, x)) = u(t, x)φ(t),
where ψ and φ are ω-periodic limit (function) deterministic processes. Clearly both
the f and g satisfy the Lipschitz conditions with Lf = ||ψ||∞ and Lg = ||φ||∞. For
instance, ψ(t) and φ(t) can be chosen to be equal to the following 2-periodic limit
(function) deterministic process (see [18]) given by
a{kn}(t) =


1, t = 2n− 1, n ∈ N
0, t ∈ {0, 2} ∪ {2n+ 1− kn} ∪ {2n+ 1 + kn}
linear, in between.
(14)
where {kn} ⊂]0, 1[ such that kn > kn+1, kn → 0 as n→ +∞.
Note that if we define b : R+ → R by
b(t) =
{
1, t = 2n− 1, n ∈ N
0, otherwise.
(15)
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then we have b(t) = limm→+∞ a{kn}(t+2m) so a{kn} is a 2-periodic limit (function)
deterministic process.
Define
D(A) = {v continuous/v′(r) absolutely continuous on [0, 1], v′′(r) ∈ L2[0, 1]
and v(0) = v(1) = 0}
Av = v′′ for all v ∈ D(A).
Let φn(t) =
√
2 sin(nπt) for all n ∈ N. φn are eigenfunctions of the operator
(A,D(A)) with eigenvalues λn = −n2. Then, A generates a C0 semigroup (T (t)) of
the form
T (t)φ =
∞∑
n=1
e−n
2π2t〈φ, φn〉φn, ∀φ ∈ L2[0, 1]
and
||T (t)|| ≤ e−π2t, for all t ≥ 0
Thus M = 1 and a = π2.
The equation (12) is of the form{
dy(t) = Ay(t)dt+ f(t, y(t))dt+ g(t, y(t))dB(t),
y(0) = c0.
By using Theorem 3.5, we claim that
Theorem 4.1. If ||ψ||∞+ ||φ||∞π2 < π4/2 then the equation (13) admits a unique
square mean asymptotically ω-periodic mild solution.
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