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Phase separation of intrinsically disordered proteins is important for the formation of membraneless organelles,
or biomolecular condensates, which play key roles in the regulation of biochemical processes within cells. In
this work, we investigated the phase separation of different sequences of a coarse-grained model for intrinsi-
cally disordered proteins and discovered a surprisingly rich phase behavior. We studied both the fraction of
total hydrophobic parts and the distribution of hydrophobic parts. Not surprisingly, sequences with larger
hydrophobic fractions showed conventional liquid-liquid phase separation. The location of the critical point
was systematically influenced by the terminal beads of the sequence, due to changes in interfacial composi-
tion and tension. For sequences with lower hydrophobicity, we observed not only conventional liquid-liquid
phase separation, but also reentrant phase behavior, in which the liquid phase density decreases at lower
temperatures. For some sequences, we observed formation of open phases consisting of aggregates, rather
than a normal liquid. These aggregates had overall lower densities than the conventional liquid phases, and
exhibited complex geometries with large interconnected string-like or membrane-like clusters. Our findings
suggest that minor alterations in the ordering of residues may lead to large changes in the phase behavior of
the protein, a fact of significant potential relevance for biology.
PACS numbers: Valid PACS appear here
Keywords: Suggested keywords
I. INTRODUCTION
Liquid-liquid phase separation of intrinsically disor-
dered proteins (IDPs) in cells is known to be crucial
for a number of biological functions.1–4 Membraneless or-
ganelles (such as the nucleolus, stress granules, P-bodies,
and many more5) partition cellular components into dis-
tinct regions, which play an important role in regulating
biochemical processes.6
IDPs adopt many different chain conformations, much
like synthetic polymers. This directly contributes to
phase separation properties.7 The unfolded conforma-
tional states are hypothesized to enable the formation of
transient interaction networks,8 which make phase sepa-
ration possible at far lower concentrations than for folded
proteins.9
The precise importance of protein disorder remains un-
clear. Here, we address the question of how much the se-
quence of the protein matters for phase separation. In or-
der to better understand the biological relevance of IDPs
and their phase separation, we attempt to make a con-
nection between their sequence, conformational distribu-
tions, and resulting phase behavior.10
a)H. Casademunt and A. Statt contributed equally to this work.
b)email:azp@princeton.edu
The substructure and properties of aggregates of IDPs
are especially relevant to their biological function. Cer-
tain membraneless organelles (like those formed by FUS,
an RNA-binding protein11) are known to be liquid-like,
while others (e.g. TDP-43, a DNA-binding protein in-
volved in splicing regulation12) have a more gel-like struc-
ture. For certain IDPs, changes in sequence-dependent
phase behavior have been shown to drive pathological
aggregation. This is the case for mutations in FUS
and TDP-43 that are associated with amyotropic lateral
sclerosis (ALS).13 Aggregate formation is commonly ob-
served and well characterized in block copolymers,14–17
where self-assembly is driven by the microphase separa-
tion of the different blocks, but it is less well understood
for proteins.
Reentrant phase behavior, where the concentration
of the dense phase first increases, reaches a maximum,
and then decreases again, is proposed to be an impor-
tant regulatory mechanism for dissolving membraneless
organelles,18 as well as for the formation of dynamic
droplet substructures or vacuoles.19 This type of phase
behavior is found in many different systems, such as
patchy particles,20 network forming systems,21,22 and
proteins.18,19,23–27 In proteins, it can be driven by tem-
perature,23 RNA concentration,18,19 or salt/ion concen-
tration.24,25,27
To investigate the phase behavior of IDPs, both the-
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2oretical calculations28–30 and molecular dynamics sim-
ulations on the atomistic9,31–35 and the coarse-grained
level28,36–38 have recently been performed. Proteins
can also be modeled with lattice models,39 or as sim-
ple patchy particles or multi-component mixtures of
patchy particles.40–43 Recently, there has been significant
progress in using the sticker and spacer model,44,45 which
preserves the polymeric nature of proteins. Field theory
based methods28,46,47 have been used to show the effects
of charge patterning on the phase behavior of an IDP.
In this work, we focus on the sequence dependence of
phase and aggregation behavior rather than the bulk self-
assembly of chains, which has been studied extensively
for various architectures of synthetic polymers,48–51 in-
cluding multiblock copolymers52,53 and tapered blocks.54
Aggregation behavior has also been extensively studied
for dilute systems in solution, specifically with di- and
tri-blocks15,17 and multiblocks,55 where the focus was
mainly to describe finite-size aggregates like micelles and
vesicles, and gelation.56
In the present work, we use a simplified model of an
IDP, where each section of the protein has either favor-
able or unfavorable interactions with the surrounding sol-
vent and itself, which we call hydrophobic or hydrophilic
hereafter. Because of the computational efficiency of the
model, we are able to systematically study the influence
of both the overall level of hydrophobicity and the dis-
tribution of hydrophobic/hydrophilic regions on liquid-
liquid phase separation, as well as the character of the
aggregates that form. When the sequence has a substan-
tial amount of both hydrophobic and hydrophilic beads,
the large number of possible different sequences allows us
to investigate the influence of the bead distribution on
the phase behavior. We note that none of the sequences
studied in this work corresponds to a specific protein.
Instead, we aim at uncovering and understanding sys-
tematic trends in the phase behavior of these model dis-
ordered proteins.
In the following, we first describe the model and sim-
ulation details in section II, and then investigate the in-
fluence of hydrophobicity on the phase separation in sec-
tion III A, as well as the role of the end of the chain
in section III B. We study the effect of the distribution
of hydrophobic parts in section III C, where we observe
reentrant phase behavior and large-scale aggregation. We
then investigate a number of previously proposed order
parameters in section III D. Finally, we conclude with
discussion and outlook in section IV.
II. MODEL AND METHODS
In this work, we study the phase behavior of a simpli-
fied model for IDPs using classical molecular dynamics
(MD) simulations. We investigate the influence of the
distribution of hydrophobic/hydrophilic regions and the
degree of hydrophobicity on the resulting phase behavior.
Thus, we only use two types of regions (“beads” in the
model), namely hydrophobic and hydrophilic. For com-
putational efficiency, we use an implicit-solvent model,
so the vapor and liquid phases correspond to the dilute
and condensed liquid phases of an IDP solution. Each
chain consists of M = 20 bonded beads of mass m each.
Because of the coarse-grained nature of this model, each
bead corresponds to multiple amino-acids in a protein.
The length M = 20 ensures that the chains are not en-
tangled.
Inspired by surfactant models, we name the hy-
drophilic beads H, and the hydrophobic beads T. The
hydrophobic, attractive T beads interact through the
Lennard-Jones (LJ) potential
ULJ(r) = 4
[(σ
r
)12
−
(σ
r
)6]
, (1)
where r is the distance between two beads,  is the energy
well depth and σ determines the interaction range. For
computational efficiency, we applied a smoothing func-
tion to gradually decrease both the force and potential
to zero at a cutoff of r = 3σ. The functional form can
be found in the SM. The pair interaction of hydrophilic
H beads was modeled with a purely repulsive Weeks-
Chandler-Anderson (WCA) potential57
UWCA(r) =
{
ULJ(r) +  r < 2
1/6σ
0 r ≥ 21/6σ . (2)
Cross-interactions between hydrophilic and hydrophobic
beads were also described by the WCA potential. The
total fraction of attractive, hydrophobic beads along the
chain is denoted by fT . Bonds between subsequent beads
in the chain are described by the FENE potential
Ub(r) = −KR
2
0
2
ln
[
1−
(
r
R0
)2]
+ UWCA(r) , (3)
where R0 = 1.5σ is the maximum extension of a bond
and K = 30/σ2 is the spring constant.
All simulations were performed using the HOOMD-
blue (version 2.6.0) simulation package58 on graphics
processing units. The equations of motion were inte-
grated using the velocity-Verlet algoritm with a timestep
of 0.005τ , where τ =
√
mσ2/ is the unit of time. A
weakly coupled Langevin thermostat with a friction con-
stant of 0.1m/τ was employed in the NV T simulations to
keep temperature constant. In the case of NpT simula-
tions, a MTK barostat-thermostat59 with coupling con-
stants τ = 0.5 and τP = 0.5 was used. In the following,
 is used as the energy unit, σ as the unit of length, and
the mass m of a single bead as the unit of mass.
To obtain the coexistence properties we used the es-
tablished direct coexistence method.60 Coexisting dense
and dilute phases were simulated in an elongated box
with dimensions Lx × Ly × Lz, where Lz > Lx = Ly.
The two interfaces present in the simulation were ori-
ented perpendicular to z to minimize surface energy. By
3recording density profiles along z, the coexistence densi-
ties were estimated from the density of the bulk regions
sufficiently far away from the interfaces.
To check for finite size effects, we systematically varied
both the cross-sectional area A = L2x and the length of
the simulation box ranging from Lx = 10σ to 50σ and
Lz = 3Lx to 6Lx for selected sequences at different tem-
peratures. We found that a box size of Lx = L = 30σ
and Lz = 5L with N = 1000 chains of length M = 20
is sufficient to obtain reliable values for the coexistence
densities. We excluded any simulations where either bulk
phase occupied less than 10σ in the z direction and re-
peated them in a larger box of size 50σ × 50σ × 250σ
containing N = 4000 chains, increasing the volume of
both bulk phases.
All simulations were run on a single GPU (NVIDIA
P100 or NVIDIA GeForce GTX 1080) for at least
25, 000τ for equilibration and then another 50, 000τ for
measuring the density histograms from which the coexis-
tence densities were obtained. The critical points (ρc, Tc)
were estimated using the universal scaling of the coex-
istence densities near the critical point and the law of
rectilinear diameters
ρL − ρv = ∆ρ0(1− T/Tc)β , (4)
ρL + ρv
2
= ρc +A(Tc − T ) , (5)
where β ≈ 0.325 is the three-dimensional Ising model
critical exponent.60 A and ∆ρ0 are system specific fit-
ting parameters. Because Eq. (4) is only valid close to
the critical point, we only fitted coexistence densities up
to approximately 30% below the critical point. Any sim-
ulations close to the critical temperature where the stan-
dard deviations of the coexistence densities were larger
than the difference between the two densities were also
excluded.
To estimate the statistical uncertainties in the critical
points we used the statistical error in the coexistence
densities. Each run was divided into ten equal parts and
the coexistence densities were determined for each of the
parts independently. Then, we fitted Eqs. (4)–(5) 300
times with a randomly selected coexistence density out
of the ten parts for each measured point.61
III. RESULTS AND DISCUSSION
A. Influence of the fraction of hydrophobic beads on the
phase behavior
We first determined the phase diagrams for a number
of regular sequences with different degrees of hydropho-
bicity, starting from the fully hydrophobic chain. We
systematically varied the fraction of hydrophobic beads
from fT = 1 to fT = 0.6 by adding repulsive beads evenly
distributed along the chain. The measured phase dia-
grams of selected sequences are shown in Fig. 1. In this
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FIG. 1. Coexistence densities of the dilute and dense phases
for regular sequences with varying fT , from fT = 1.0 (red)
to fT = 0.6 (black), as indicated. The locations of the crit-
ical points are shown by circles and the lines show the fit of
Eqs. (4)–(5) to the upper part of the phase envelope. The
legend shows the corresponding sequences (sorted from high
to low Tc) with filled red circles for T beads ( ) and filled blue
circles for H beads ( ). Statistical uncertainties are smaller
than symbol size.
and subsequent figures, sequences are depicted with hy-
drophobic, attractive T beads in red ( ) and hydrophilic,
repulsive H beads in blue ( ). All sequences studied and
their respective critical points can be found in table S1
in the SM.
As shown in Fig. 1, the critical temperature decreases
with decreasing fraction fT and the phase envelopes be-
come flatter and narrower, as expected from phase be-
havior of long chains.61 Note that all simulated chains in
this work are of the same length M = 20. The shifts in
phase envelope and critical points are purely due to the
fraction of attractive beads and their distribution along
the chain.
As expected from Flory-Huggins scaling,62 the criti-
cal temperature Tc shows a quadratic dependency on the
fraction of hydrophobic, attractive beads fT as shown in
Fig. 2(a). A systematic decrease with decreasing fT can
be observed in the critical densities ρc as well (Fig. 2(b)).
Increasing the fraction of hydrophobic, attractive
beads in our model is similar to increasing a pro-
tein’s number of stickers, representing folded binding
domains.63 Studies have shown that performing muta-
tions at sticker sites, effectively rendering them non-
functioning, reduces the propensity of a protein to phase
separate,64 which is consistent with our observations.
B. Influence of the terminal bead type on the location of
the critical point
The findings above show that the fraction of hydropho-
bic, attractive beads is important for defining the phase
boundary, but it is unclear if the precise sequence of
beads matters. For each fT ≤ 0.9, we computed the
phase boundaries and critical point for (1) a sequence
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FIG. 2. Scaling of the critical temperature Tc (a) and critical
density ρc (b) with fT . As shown in the legend, red diamonds
( ) indicate sequences where both terminal beads are T, blue
circles ( ) mark sequences with two H ends, and orange tri-
angles ( ) indicate the sequences with one H and one T end.
The dashed line in (a) indicates a quadratic fit and a linear
fit to the data in (b). The inset in (a) shows the deviation of
Tc from the quadratic fit.
with two attractive, hydrophobic terminal beads, (2) a
sequence with two repulsive, hydrophilic terminal beads,
and (3) a sequence with mixed terminal beads. All se-
quences can be found in table S1 in the SM.
Attractive ends shifted both Tc and ρc up, whereas
repulsive ends resulted in a lowered Tc and ρc, with the
mixed end sequences in between. This effect appeared to
be general for all investigated sequences up to fT = 0.6,
as shown in Fig. 2.
As previously suggested, the radius of gyration Rg of
a single chain measured at a fixed temperature could be
used as a predictor of the critical point.37,47,65 It is es-
pecially useful because the radius of gyration is an ex-
perimentally accessible quantity.66,67 For the model in-
vestigated here, we indeed found that both critical tem-
perature and density scale roughly linearly with Rg, as
reported in Fig. S1 in the SM. However, Rg did not cap-
ture the influence of the terminal bead type, suggesting
that this effect results from some other mechanism.
To systematically study the effect of terminal bead
type, we simulated a series of chains with only one repul-
sive bead (fT = 0.95) and varied its position along the
chain from the middle to the end. The phase diagrams
and scaling of the critical point are shown in Fig. S2
in the SM. For sequences where the repulsive bead was
about 6 positions away from the end or more, almost no
difference in critical point was measured. For sequences
where the repulsive bead was near the end of the chain,
we observed that the critical point decreased as the bead
moved closer to the end. As displayed in Fig. 3, the de-
crease of the critical point was approx. 5% when moving
the repulsive, hydrophilic H bead from the middle to the
end to the chain, and approx. 3% when moving the H
bead to the second outermost position of the chain.
The type of terminal bead had a systematic influence
on the interfacial composition, as shown in Fig. S3 in the
SM. A slight excess of chain ends at the dilute-dense in-
terface is expected because of entropic effects, even for
the homopolymer case.68 We observed an enhancement in
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FIG. 3. Scaling of the critical temperature as a function of
the position of the repulsive H ( ) bead from the end of the
chain to the middle. The inset shows the scaling of γˆ with
the distance 1− T/Tc to the critical point.
the concentration of both end beads and repulsive beads
in the interfacial region for sequences where the repul-
sive H bead was near the end of the chain. The interface
composition influences the value of the interfacial ten-
sion, which scales according to
γ = γ0(1− T/Tc)µ (6)
with the distance to the critical point, where µ ≈ 1.26,
the relevant exponent for the 3-dimensional Ising univer-
sality class.69 Because the critical point and the interfa-
cial tension are connected, we speculate that any changes
in interfacial composition also lead to a change in the
critical point.
Due to computational limitations, we have not mea-
sured the interfacial tension directly in this work, but
instead report an estimated interfacial tension γˆ =
kBT/(2piw
2) lnL from the interface width w, as shown
in the inset of Fig. 3. As expected from Eq. (6), we ob-
served a collapse of γˆ onto the same curve for the different
sequences, when plotted against 1−T/Tc. The investiga-
tion of the precise relationship between sequence, critical
point and interfacial tension is left for future work.
Thus, these findings show that the exact sequence can
have a significant effect on the phase boundary and signal
the importance of the terminal bead, a result which to
our knowledge has not been reported before. It would
be interesting to study experimentally if mutations at
the ends of an IDP have a more pronounced effect on the
phase behavior than mutations in the middle of the chain.
To our knowledge, the effect of the relative position of a
sticker site on the phase behavior of a protein has not
been experimentally probed.
C. Influence of the distribution of attractive beads on the
phase behavior for fT = 0.6
In contrast to the sequences with higher fraction of at-
tractive beads, the chains with fT = 0.6, the lowest value
5studied, displayed not only conventional phase separation
between a dilute and a dense phase, but also reentrant
phase behavior. This behavior is characterized by a den-
sity of the condensed phase that first increases, reaches a
maximum, and then decreases as temperature decreases
(see Fig. 4). We also found sequences that do not seem
to form conventional liquid phases at all, but form large-
scale aggregates instead. In the following, we describe
results for each of these three different cases.
1. Phase separation and reentrant phase behavior
We have found some sequences with fT = 0.6 (shown in
Fig. S4 in the SM) that exhibit conventional phase sep-
aration into a dilute and a dense phase, following Eqs.
(4)–(5). By conventional phase separation we mean that
it involves a first-order phase transition with a discontin-
uous change in density. Because we did not exhaustively
investigate the space of possible sequences, we expect
that there are more sequences with conventional phase
separation. The glass transition for the purely attractive
homopolymer is Tg ≈ 0.4/kB,70 and we therefore did
not attempt to simulate temperatures below 0.45/kB.
Some sequences with fT = 0.6 showed reentrant phase
behavior, where the density of the condensed phase first
increased, reached a maximum, and then decreased with
decreasing temperature. Examples of the phase en-
velopes are displayed in Fig. 4; the rest of the sequences
can be found in Fig. S4 in the SM. First, a conventional
phase separation into a dense and a dilute phase occurred
as the system was cooled down. This part if the phase
envelope can be fitted by Eqs. (4)–(5). Upon further
cooling, the dense phase developed sub-structures. We
observed small H and T rich regions, with large voids in
between them. This microphase separation of the con-
densed liquid resulted in a lower overall density of the
dense phase.
For even colder temperatures, we found formation of
large-scale aggregates. A typical example for the se-
quence T3H3T3H2T3H3T3 is shown in Fig. 5, and more
examples at different temperatures can be found in Fig S5
in the SM. These large-scale aggregates typically had
fairly low densities compared to the liquid densities ob-
served for conventional phase separation into a disordered
condensed phase. The structure and properties of the ag-
gregates are discussed in the next section III C 2.
We confirmed the results of the NV T direct coexis-
tence measurements with NpT simulations of the dense
phase (shown in Fig. 4). For the NpT simulations, we es-
timated p ≈ 0 from the ideal gas law p ≈ (ρv/Mm)kBT .
Accordingly, we only performed NpT simulations for low
temperatures, where ρv ≈ 0.
For the reported temperature range, we did not observe
a difference in the structure or density of the phases be-
tween NV T and NpT or between different independent
simulation runs. For sufficiently cold temperatures, we
were unable to equilibrate the large-scale aggregates re-
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FIG. 4. Coexistence densities for selected sequences with
fT = 0.6 which show reentrant behavior. The coexistence
densities were measured in NV T and NpT ensembles as in-
dicated. The locations of the critical points are marked by
circles and the statistical uncertanties are smaller than the
symbol size. The solid lines show the fit of Eqs. (4)–(5) to
the upper part of the phase envelope determined in NV T
conditions. The dashed lines are guides to the eye only.
liably and excluded the data.
The critical temperatures and densities of the reen-
trant sequences in Fig. 4 were comparable to those of the
sequences in Fig. 1. Even though the reentrant onset in
the liquid branch occurred at different temperatures for
each sequence, the relative distance T/Tc to the critical
temperature is similar for all of them, roughly 60-70%
below Tc, suggesting a common underlying mechanism.
However, the highest density value for the liquid branch
varies greatly between 0.45 and 0.6m/σ3 as visible in
Fig. 4.
We observed limitations with respect to our ability to
equilibrate the systems at low temperatures: (1) near the
glass transition, the dynamics slowed down drastically,
(2) the results depended on the initial configuration and
ensuring that large-scale structures were properly equi-
librated became increasingly more difficult, and (3) for
some large-scale aggregates it was not clear how to un-
ambiguously define a bulk density. Therefore, we limited
each reported phase diagram to the temperature range
where the mentioned limitations were not severe.
The sequences that exhibited reentrant phase behavior
have an overall more “blocky” distribution of hydrophilic
and hydrophobic sections, with the longest section being
three beads long. This suggests that “blockiness” plays
an important role in the ability to form structured liquids
at low temperature, in agreement with Nott et al.,72 who
showed the relevance of blocky patterned electrostatic
interactions to phase separation. We found all three pos-
sible combinations of terminal end beads amongst the
sequences as well as different terminal block lengths. Be-
cause we investigated a limited subset of possible se-
quences, future work will be needed to solidify the sys-
tematic connection between sequences and phase behav-
ior.
60.6 ǫ/kB 0.7 ǫ/kB 0.8 ǫ/kB 0.9 ǫ/kB 1.0 ǫ/kB
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y
FIG. 5. Typical configurations of the sequence
T3H3T3H2T3H3T3 ( ) at different
temperatures. The snapshots were taken from the direct co-
existence NV T simulations in a box of size 50σ× 50σ× 250σ
with N = 4000 chains. Hydrophobic, attractive T beads
are shown in red ( ) and hydophilic H beads are shown in
blue ( ). The critical point is Tc = (1.109 ± 0.006)ε/kB ,
ρc = (0.146± 0.002)m/σ3 and the phase envelope ( ) of this
sequence is shown in Fig. 4. Snapshots were generated using
OVITO.71
The driving mechanism for reentrant phase behavior
is the competition between self-assembly of large-scale
ordered structures and condensation into a conventional
dense liquid, similar to what has been observed in patchy
particles20 and network-forming fluids.21 We observed
the formation of large-scale microphase separated struc-
tures at low temperatures, which led to a lower density
of the condensed phase. It is therefore reasonable to as-
sume that the temperature at which we observe reentrant
phase behavior will be connected to the order-to-disorder
transition temperature54,55 of the sequence, which de-
termines the temperature dependence of the microphase
separation.
2. Formation of large-scale aggregates and their structure
In addition to conventional dense-dilute phase separa-
tion and reentrant phase behavior, we also found some se-
quences which only formed large-scale aggregates. These
sequences are listed in table S2 in the SM. In contrast to
the previously discussed sequences in section III C 1, the
sequences discussed here did not show dense-dilute phase
coexistence at any given temperature. Instead, the large-
scale aggregates fell apart into smaller isolated aggregates
when the temperature was increased sufficiently.
The structure of the large-scale aggregates varied
strongly with sequence. We observed fibril-like or string-
like clusters that were interconnected, as displayed in
liquid structured liquid strings
membranes worm-like micelles micelles
FIG. 6. Typical configurations at ρtot = 0.1m/σ
3 and T =
0.65/kB of selected sequences with fT = 0.6. See main text
for identification criteria. The volume of each system was
100σ3. Snapshots were generated using OVITO.71
Fig. 6. This type of aggregate is characterized by many
large voids. We also found membrane-like structures for
some sequences (also in Fig. 6), including empty vesi-
cles, flat membranes, and layered, onion-like structures,
often observed in the same simulation. Similar aggregate
structures are reported in the literature for multi-block
polymers.15,17,55,56,73,74
In addition to the large-scale fibril-like aggregates and
membrane-like aggregates, we also found the expected
finite sized aggregates from multi-block polymer litera-
ture: worm-like interconnected micelles for the tri-block
chain T6H8T6, and spherical micelles for H4T12H4 and
the block-copolymer T12H8. Some examples for those
morphologies are shown in Fig. 6. None of the measured
short range structural properties of the chains in those
aggregates and the liquid configurations of the previous
sections were different enough to distinguish between the
different behaviors, as shown in section V E in the SM.
In Fig. 7, we report the apparent coexistence densities
of the fibril-like aggregates that did not exhibit a conven-
tional dilute-dense phase coexistence at any temperature.
Each density was obtained by averaging over 5 indepen-
dent direct coexistence runs with N = 4000 each, started
from different initial configurations. Because of the pres-
ence of large voids, the observed density of the dense
phase was much lower than for the liquid phases studied
in previous sections. Due to sampling limitations at low
temperatures, we only report fibril-like large-scale aggre-
gate densities in Fig. 7, where we were able to obtain
a consistent density value from independent simulation
runs.
In comparison to conventional liquids, we also observed
a much higher heterogeneity within the aggregates, in-
cluding the formation of large voids and holes as well as
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FIG. 7. Apparent densities of the dilute and dense phase
of sequences with fT = 0.6 which do not show conventional
phase separation. In the legend, hydrophobic T beads are
shown in red ( ), hydrophilic H beads are shown in blue ( ).
microphase separation into H and T rich regions. Con-
sequently, the variance of the local density within the
dense phase was much higher for a fibril-like aggregate
than for a conventional dense liquid. For a normal liq-
uid, the variance decreases with decreasing temperature,
but this trend is inverted for the fibril-like aggregates.
For reentrant phase behavior, the variance decreases and
then increases with decreasing temperature, as shown in
Fig. S10 in the SM.
We determined the surface to volume ratio of the clus-
ters 〈A/V 〉 with a surface mesh method,75 using a probe
sphere radius of R = 2σ. The resulting surface is a tri-
angulated mesh enclosing the dense aggregates or liquid
phase. As expected, the liquids have the lowest average
surface to area ratio, as shown in Fig. 8. The large-scale
aggregates are less dense and have holes or voids, lead-
ing to a higher surface area. We note that the results
were shifted for different temperatures, but the relative
ordering of the sequences remained unchanged.
From the triangulated mesh, we were able to calcu-
late the genus of the surface, G = 1 − χ/2, where
χ = NT−NE+NV is the Euler characteristic.76 NT is the
number of faces, NE is the number of edges, and NV is
the number of vertices defining the surface. By determin-
ing the genus of the surfaces, we effectively counted the
holes (positive G) or internal voids (negative G). This
property, in conjunction with 〈A/V 〉, was able to dis-
tinguish between the different large-scale aggregates, as
visible in Fig. 8.
There are no sharp boundaries between the differ-
ent large-scale aggregate types and some sequences ex-
hibit different types of behavior depending on tempera-
ture (e.g. reentrant phase behavior or a string-like to
membrane-like transition in H3[T4H]3H2). Therefore,
the boundaries drawn in Fig. 8 serve as guidelines only.
We observe that, in contrast to the conventional polymer
systems, the sequences investigated here are less regular,
so relatively small changes in the sequence have a signif-
icant effect on the aggregation behavior.
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FIG. 8. Genus G and average area-to-volume aspect ratio
〈A/V 〉 of the surfaces determined from the configurations
with ρtot = 0.1m/σ
3 and T = 0.55/kB. The labeled light
grey circles are drawn for a better visualization of the differ-
ent morphologies as identified by eye from snapshsots of con-
figurations, so boundaries are not rigorous. The grey crosses
indicate measured G and 〈A/V 〉 values for sequences with
fT > 0.6. Corresponding typical snapshots are shown in
Fig. 6.
Analysis of biological condensates using fluorescence
microscopy can provide information regarding the local-
ization of IDPs, but microstructure and conformational
states of the aggregates are often difficult to access in ex-
perimental studies. However, these might be of biologi-
cal relevance. Microstructure in intracellular condensates
has been reported in both P granules,77 where gel and liq-
uid phases are co-assembled, and stress granules,78 where
a network of protein-protein interactions is formed. It
has been suggested that microstructures are essential el-
ements for biomolecular condensates,77 pointing towards
potential biological relevance of the large-scale aggregates
that form in our simulation.
Pathological protein aggregation also plays an impor-
tant role in diseases such as ALS and Alzheimer’s.3,79
However, the precise mechanism explaining how point
mutations in disordered proteins can give rise to patho-
logical aggregates is not fully understood.3,79 We specu-
late that a systematic classification of the different con-
nections between sequence and aggregate types may lead
to advances in both understanding the diseases and, po-
tentially, new drug development.
D. Order parameter
As shown in the previous sections, this simple model
for IDPs shows diverse phase behavior. We observed con-
ventional dense-dilute phase separation, reentrant phase
behavior, and large-scale aggregate formation. To dis-
tinguish between all of them and to estimate the critical
point location, we would like to have a predictive order
parameter.
We have tested commonly used order parameters: (1)
8the average length LT of the hydrophobic segments in the
sequence,80 (2) the normalized mean-square fluctuation
of the block hydrophobicity Ψ(s) of a sub-section of length
s,81,82 (3) the sequence charge decoration SCD,32 (4) the
order parameter κ,31 and (5) the corrected probability of
finding a T segment after a T segment PTT−fT .83,84 The
SCD and κ parameters are used frequently for proteins,32
whereas the other order parameters are usually applied to
co-polymer systems. Details can be found in section V F
in the SM.
All of the tested order parameters are based only on
single chain sequence, which is desirable for predictive
capability. Unfortunately, most of them perform poorly
(Fig. S11 in the SM), with SCD showing the best cor-
relation with Tc, as can be seen in Fig. 9(a). None of
the order parameters in literature take the distance of
each bead to the end of the chain into account, and thus
cannot predict the strong effect of changing the terminal
bead type. For SCD, changing the end bead seems to
cause a constant offset, which might allow us to incorpo-
rate the terminal bead type effect to this order parameter
in the future.
To capture the variation in the effect size of chang-
ing the bead type based on the position of the bead in
the chain, we defined a new order parameter that acts
as an effective reweighted f∗T . The weights of T beads
are determined based on the critical temperature of se-
quences with fT = 0.95 (as reported in Fig. S2(b) in the
SM), while H beads are given zero weight. The full def-
inition can be found in the SM. We have not considered
the impact of H beads on entropic effects related to chain
configurations, and we neglect chain length effects that
may impact phase separation.
With this definition, we can achieve a fairly linear cor-
relation between f∗T and Tc for all investigated sequences
which had a critical point, as visible in Fig. 9(b). In fact,
it seems to follow the quadratic trend expected for fT (as
in Fig 2). This definition is specific to the model inves-
tigated here and it is not purely based on the sequence
alone. Regardless of its limitations, this order parameter
illustrates the significance of the beads near the end of
the chain for the location of the critical point.
None of the order parameters or single-chain properties
tested here, including f∗T , Rg, and TΘ were able to predict
the different observed types of phase behavior (e.g. reen-
trant) and aggregation (e.g. membrane-like structures)
discussed in sections III C 1 and III C 2.
From the previous results it is clear that the overall
fraction of hydrophobic beads fT , the type of terminal
beads and the “blockiness” of the sequence are the most
important factors to consider for an order parameter.
Low blockiness sequences with sufficient fraction of T
beads appeared to undergo conventional phase separa-
tion. Increasing blockiness seemed to lead to a higher
propensity to show reentrant phase behavior, and even-
tually to the formation of large-scale aggregates. Even
higher blockiness resulted in finite sized aggregates like
micelles.
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FIG. 9. Critical temperature Tc as a function of (a) se-
quence charge decoration SCD and (b) reweighted f∗T for all
sequences with a critical point. Red diamonds ( ) indicate
sequences where both terminal beads are T, blue circles ( )
mark sequences with two H ends, and orange triangles ( ) in-
dicate the sequences with one H and one T end. The dashed
line in (b) is a quadratic fit.
IV. CONCLUSIONS
In this work, we determined the phase behavior of 37
different coarse-grained model IDP sequences. We inves-
tigated the influence of both the fraction of hydrophobic
beads fT as well as the distribution of hydrophobic beads
along the chain for fT = 0.6. We have found phase be-
havior ranging from conventional dense-dilute phase sep-
aration to reentrant phase behavior, as well as large-scale
aggregate formation.
Our results show that the types of the beads located at
the end of the chain (hydrophobic or hydrophilic) have
a systematic effect on the location of the critical point,
where hydrophobic terminal beads increase both Tc and
ρc and hydrophilic terminal beads decrease Tc and ρc.
We then showed that the systematic shift is related to
the composition of the interfacial region and speculate
that it is intimately connected to the interfacial tension.
To our knowledge, this systematic trend has not been
reported before.
For many sequences with fT = 0.6 we observed reen-
trant phase behavior, where the density of the liquid
phase first increased and then decreased with decreas-
ing temperature. This intriguing complex phase bound-
ary behavior was due to the emerging order in the dense
phase upon cooling. For protein systems, this is proposed
to be an important mechanism for dissolving membrane-
less organelles18 and for forming vacuoles.19 While the
simple one-component model in this work showed reen-
trant phase behavior, it cannot be easily mapped onto the
more complex experimental systems, which are usually
driven by salt24,25,27 or RNA concentration.18,19 Estab-
lishing a qualitative link to biologically relevant systems
by introducing some of these effects is outside the scope
of this work.
We also found some sequences which form large-scale
aggregates instead of conventional condensed phases.
These aggregates differ in their morphology and can
be distinguished by their area-to-volume ratio and their
number of holes and voids. We observed membrane-like
9configurations, interconnected fibril-like networks, as well
as traditional spherical and worm-like micelles. Seem-
ingly minor changes in the sequence of the model protein
led to large changes in the phase behavior. Many intracel-
lular condensates may potentially exhibit rich substruc-
tures,77,78 which likely reflects one aspect of the complex
phase behavior captured in the present simulations.
To our knowledge, there is no predictive order param-
eter which allows us to distinguish dense-dilute phase
separation, reentrant phase behavior, and the different
large-scale aggregation types observed. Our order pa-
rameter f∗T , single chain properties Rij (or Tθ) and Rg,
and SCD could predict the critical point location to an
extent. However, they were all unable to differentiate
between conventional liquid-liquid phase separation and
other aggregation behavior. Future efforts will be di-
rected towards understanding which sequence features
determine phase behavior and towards developing an or-
der parameter.
Characterizing the influence of sequence on phase be-
havior is key to understanding the biological function of
phase separation of proteins. The rich structural behav-
ior we observed in this work may be linked to patho-
logical protein aggregation found in diseases like ALS
and Alzheimer’s.3,79 Thus, establishing a link between
sequence and aggregation behavior, as done in this study,
might lead to insights into the connection between point
mutations and pathological aggregation. Further re-
search efforts are needed to better characterize the re-
lation between sequence and phase behavior for more re-
alistic models, which could help understand neurodegen-
erative diseases and offer insights into drug development.
It would be especially useful to develop a predictive or-
der parameter for biologically relevant protein sequences.
With a solid understanding of which sequence features
play an important role in phase separation and aggre-
gate formation, engineered condensates could potentially
be used for medical applications, as we may be able to
predict how specific mutations might change the phase
behavior of a given protein.
SUPPLEMENTARY MATERIAL
See supplementary material for additional information
on simulation details, the scaling of the radius of gyration
and the Θ-temperature with the critical point, phase di-
agrams and interface compositions of the sequences with
fT = 0.95, and additional phase diagrams for sequences
with fT = 0.6. The structure of the liquid and large-scale
aggregates, as well as the order parameters used in this
work are also discussed. Two tables with all 37 sequences
investigated and their critical points are provided.
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V. SUPPLEMENTARY MATERIAL
A. Smoothing function for the pair potential
For the LJ pair potential, we applied a smoothing polynomial s(r)
s(r) =

1 r ≤ rs,
(r2c−r2)2(r2c+2r2−3r2c)
(r2c−r2s) rs < r ≤ rc,
0 r > rc,
(7)
which ensures that the pairwise potential and forces transition smoothly to zero at the truncation radius rc. In this
work, we chose rc = 3σ and began smoothing from rs = 2.5σ.
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FIG. S1. (a) Scaling of the critical temperature Tc with the radius of gyration of a single chain 〈Rg〉 measured at a fixed
temperature of T = 2.0/kB. (b) Same scaling as in (a) for the critical density ρc. (c) Scaling of Tc with Tθ. (d) Scaling of ρc
with Tθ. Red diamonds ( ) indicate sequences where both terminal beads are T, blue circles ( ) mark sequences with two H
ends, and orange triangles ( ) indicate the sequences with mixed terminal beads. The dashed lines are linear fits to the data
for sequences with mixed terminal beads.
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B. Scaling of single-chain properties with fT
As previously suggested, the single chain radius of gyration at a fixed temperature37,47,65 should scale with the
critical temperature and density. As shown in Figs. S1(a) and (b), this holds true for our model as well. While the
critical temperature Tc scaled rather well with Rg, the correlation with the critical density ρc was less pronounced.
Since the critical temperature Tc and the θ-temperature Tθ are also connected
37,85 and a better scaling relationship
with Tθ for chains of different lengths is expected, we calculated Tθ. We determined the coil-to-globule transition
from the average bead distance Rij between bead i and j along the chain. The temperature where the coil-to-globule
occurs is the θ-temperature. For details on this method we refer the reader to Dignon et al. 37 The results are shown
in Figs. S1(c) and (d). Similar to Rg, Rij showed roughly linear scaling, with better results for Tc than ρc.
Both Rg and Rij can provide an estimate of the critical point location; however, they fail to capture the systematic
influence of the terminal beads found in our simulations. As illustrated in section III C 2, it is also not possible to
predict if a certain sequence will phase separate or not by using Rg or Rij .
C. Sequences with fT = 0.95
Fig. S2(a) shows the phase envelopes of all sequences with fT = 0.95, and Figs. S2(b) and (c) show the scaling of
the critical point with the position of the repulsive hydrophilic head, measured as the distance from the end of the
chain.
As shown in Figs. S3(a) and (b), the interfacial composition changes significantly with both temperatures and
position of H along the chain. The interface location was found by fitting a tanh profile to the density histogram. We
defined the interfacial region based on the location where the tanh reached 10% and 90% of its bulk density value.
For each sequence and at each temperature, the interface of the liquid had a unique composition of H and T beads,
as well as a unique relative percentage of end beads. When the hydrophilic H bead is located at the end of the chain,
a significant increase in the number of end beads in the interfacial region in comparison to a random distribution was
observed below the critical point. When the hydrophobic bead was closer to the center of the chain, we found only
a weak enhancement of end beads in the interfacial region. For T19H, T18HT , and T17HT2, we even observed fewer
end beads in the interfacial region than expected from a purely random distribution below the critical point.
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FIG. S2. (a) Phase diagrams for sequences with fT = 0.95 with varying position of the one hydrophilic bead. The locations
of the critical points are indicated by circles; the lines show the fit of Eqs. (4)–(5). (b) Scaling of the critical temperature and
(c) of the critical density as a function of the position of the repulsive H ( ) bead going from the end of the chain (1) to the
middle (10).
As a rough estimate of the surface tension, we determined γˆ = kBT2piw2 lnL from the interfacial width w, as determined
by the tanh fit.86 Results are shown in Fig. S3(c). Here, L is the box size in x and y dimensions. In order to determine
the true interfacial tension, we would need the bulk correlation length lb, which is of the order of the molecular size
σ. The value of γˆ varies with temperature and sequence, but it can be rescaled onto one master curve. All sequences
collapsed when plotted against the distance to the critical point 1 − T/Tc of each sequence, as shown in Fig. S3(d).
This is expected from the scaling law γ = γ0(1 − T/Tc)µ, with µ ≈ 1.26 from the Ising Universality class,69 and it
illustrates the importance of interface composition. The position of the H bead changes the interfacial composition
at a fixed temperature, which, in turn, changes γˆ at that temperature. Because Tc and the interfacial tension are
connected, a change in interfacial composition leads to a change in the critical temperature.
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FIG. S3. Average number of end beads (a), and average number of H beads (b) in the interfacial region. The dashed lines
indicate the average numbers for completely random distributions. γˆ is shown as a function of temperature (c) and as a function
of distance to the critical temperature, 1− T/Tc (d). The legend is the same as in Fig. S2.
D. Phase diagrams of sequences with fT = 0.6
Fig. S4 shows the phase diagrams for all the sequences with fT = 0.6 that showed conventional phase separation
or reeentrant behavior.
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FIG. S4. (a) Coexistence densities for sequences with fT = 0.6 showing conventional liquid-like phase behavior. (b) Coexistence
densities for all sequences with fT = 0.6 showing reentrant phase behavior. The densities were measured in NV T and NpT
ensembles as indicated. The locations of the critical points are indicated by circles, and the solid lines show the fit of Eqs. (4)–(5)
to the upper part of the NV T phase envelope.
E. Structure of the liquid and large-scale aggregates
For ordered proteins, it is common to determine the protein contact map to identify structures like α helices or
β sheets within the protein. Even though the subject of this study is disordered proteins, these are not completely
unstructured, so we determined the intra-chain distances for the different sequences to quantify their degree of ordering.
Fig. S6 shows the distance dist(i, j) of monomer i to j in comparison to the expected random coil value for different
sequences. Blue indicates a larger than expected distance, red indicates a smaller than expected distance. All
sequences except the liquid-like systems show some structure in the distance map at cold temperatures. Aside from
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FIG. S5. Typical configurations of the regular sequence [T3H2]4 ( ) at different temperatures. Snapshots
were generated using OVITO71.
the micelle-like systems, it is not possible to unambiguously identify the type of large-scale aggregate from the distance
maps.
Other short-ranged chain properties like average bond distances, angles and dihedral angles did not show distinctive
features for the different large-scale aggregates, as visible in Figs. S7(a)–(c). Inter-chain structural properties like the
pair correlation function, shown in Fig. S8(a), also did not reveal a clear way to identify the aggregates, and neither did
the radius of gyration, which we determined for a single chain as a function of temperature, shown in Fig. S8(b). We
measured the properties of the clusters of the system for all sequences forming aggregates. Fig. S9(a) shows results for
the average largest cluster size in the system. In all cases except for the systems that form isolated spherical micelles
(T12H8 and H4T12H4) and a membrane-forming system (H3[T4H]3H2) most chains condensed into one single large
cluster at both densities and all investigated temperatures, as indicated by 〈Nl/Ntot〉 ≈ 1 in Fig. S9(a).
Fig. 5 and 6 in the main text showed that the different morphologies had a different degree of microphase separation
between the hydrophobic and hydrophilic beads. To quantify this effect, we calculated the average number of T
neighbors within a distance of 2σ of T beads nTT. This quantity, normalized by the total number of neighbors ntot, is
shown in Fig. S9(b). Note that while the absolute value of 〈nTT/nall〉 shifted for different temperatures, the ordering
of the different sequences remained the same. While we observed a rough trend where liquids showed the lowest and
micelles showed the highest values of microphase separation, we cannot clearly distinguish different types of large-scale
aggregates.
An interesting difference between the conventional condensed phases and the large-scale aggregates is the variance
of local densities. We divided the condensed phase into smaller subsections of size 5σ × 5σ × 5σ and determined the
density ρi in each. The resulting histograms for different temperatures are shown in Fig. S10(a) for three example
sequences. These results hold true for all studied sequences. For a conventional condensed phase (top panel), the
distribution of densities in the dense phase shifts to higher densities and becomes narrower as temperature decreases,
as expected. This can also bee seen in Fig. S10(b), where we plot the variance of the measured densities ρi as a function
of temperature. For reentrant phase behavior (middle panel), the distributions first shift like in the conventional case,
but then flatten out. Some sub-regions contained only as small amount of chains or no chains at all, with ρi ≈ 0, while
others were dense. This is a reflection of the formation of fibril-like structures, where some regions in space are very
dense and others have large voids. Consequently, the variance first decreases and then increases with lowering the
temperature. For systems that only formed large-scale aggregates (bottom panel), all histograms look similar and do
not have a distinguishable peak at a finite density. The variance is high and increases with decreasing temperature, the
opposite of a conventional liquid. This behavior can be explained by the increasing degree of microphase separation
and the formation of more and more large-scale voids and fibril-like aggregates, making the system increasingly
heterogeneous at lower temperatures.
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FIG. S6. Intra-chain distance maps of bead i to j along a sequence for all sequences with fT = 0.6. The density was
ρtot = 0.1m/σ
3 and the temperature was T = 0.55/kB. The color indicates the deviation of the measured distance from the
expected random coil value, 1.12
√|i− j|. The labels were assigned according to the classification in Fig. 8.
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FIG. S7. (a) Average bond distance, (b) average bond angle, and (c) dihedral angle distributions of the different sequences
with fT = 0.6 at T = 0.55/kB and ρtot = 0.05m/σ
3.
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FIG. S8. (a) Pair correlation function g(r) for all the sequences with fT = 0.6 at T = 0.55/kB and ρtot = 0.05m/σ
3. The pair
correlation functions are shifted horizontally for clarity. (b) Average radius of gyration 〈Rg〉 of an isolated chain as function of
temperature.
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FIG. S9. (a) Average fraction of chains in the largest cluster 〈Nl/Ntot〉 and (b) average normalized number of T neighbors of
a T bead 〈nTT/ntot〉. The different lines correspond to three temperatures for ρtot = 0.05m/σ3 (solid) and ρtot = 0.1m/σ3
(dashed). The y-axis represents all sequences with fT = 0.6, with T beads in red ( ) and H beads in blue ( ).
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FIG. S10. (a) Histograms of local densities ρi in 5σ
3 sub-regions within liquid phase at five different temperatures. The
three panels correspond to sequences with: a conventional condensed phase (top), a reentrant phase (middle), and string-like
aggregates (bottom). (b) Variance of the local density histograms as a function of temperature for the same three sequences.
Dashed lines indicate the location of the critical temperatures of the sequences with conventional and reentrant phase behavior.
F. Order parameters
In this work, we have tested multiple order parameters. All results are presented in Fig. S11. We have chosen
to sort the sequences according to their phase behavior (separated by horizontal dashed lines) and then within each
group according to their critical temperature, if known. The y-axis in Fig. S11 indicates each sequence in order.
The first and simplest choice of order parameter is the the average length LT of the hydrophobic segments in the
sequence,80 shown in Fig. S11. This order parameter roughly sorts the sequences, but does not capture the systematic
influence of the terminal beads. We also expect that LT will not perform well for comparing multiple chain lengths.
We studied the normalized mean-square fluctuation Ψ(s) of a sub-section of length s.81,82 We varied the length
of the sub-sections/blocks s and achieved best results with s = 5. With a few exceptions, Ψ(5) sorts the sequences
according to their critical temperature, but cannot be used to distinguish different phase and aggregation behavior,
as it only seems to separate out micelle-forming systems.
The order parameter κ,31 commonly used for proteins, does not perform well in this system. We picked a residue
blob size of 5. While κ can distinguish different trends within a set of sequences with the same fT , it does not perform
as well across different values of fT . We suspect that the reason for this is that κ is normalized to its maximal value,
which depends on fT . To unify our choice for all values of fT , we normalized against the κ value of a corresponding
block of composition fT . It is possible that a different choice of normalization might improve results.
We also determined the (corrected) probability of finding a T segment after a T segment, PTT − fT , where values
of PTT − fT ≈ 0 correspond to random sequences, PTT − fT < 0 to alternating, and PTT − fT > 0 to blocky
sequences.83,84 We observed both negative and positive values within each type of phase behavior except for the
sequences that formed finite-sized aggregates, which were all classified as blocky.
The sequence charge decoration (SCD) is the commonly used order parameter that performed best out of the ones
we studied. However, it did not reproduce the systematic influence of the terminal beads. SCD, like the κ parameter,
is frequently used for proteins,32 as opposed to the other studied parameters, which are usually applied to co-polymer
systems.
Since the order parameters from the literature generally performed poorly in our system, we defined an effective
reweighted f∗T as
f∗T =
∑M
i=1 ti
1−∑Mi=1 T 0.95c (i)T 1.00c , ti =
{
1− T 0.95c (i)T 1.00c for i = T
0 for i = H
(8)
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where T 1.00c is the critical temperature of the pure homopolymer and T
0.95
c (i) is the critical temperature of the chain
with only one H at position i. We have given H beads zero weight because they do not have an energetic contribution
to the phase separation, and T beads a weight that depends on their position in the chain.
By defining f∗T as described above, we were able to account for the fact that hydrophobic beads closer to the ends
of the chain appear to be more important in promoting phase separation. We achieved a fairly linear correlation
between f∗T and Tc for all investigated sequences which had a critical point, as visible in Fig. 9. This definition is
specific to the model investigated here and it is not purely based on the sequence alone. Regardless of its limitations,
this order parameter illustrates the significance of the terminal beads for the location of the critical point, because
we were able to account for their effect with reweighting.
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FIG. S11. Red diamonds ( ) indicate sequences where both terminal beads are T, blue circles ( ) mark sequences with two H
ends, and orange triangles ( ) indicate the sequences with mixed terminal beads. The dashed vertical lines separate sequences
which form finite aggregates (bottom), then infinite-range aggregates, then sequences that show reentrant phase behavior, and
finally sequences that show conventional dense-dilute phase separation.
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TABLE S1. Sequence names, architectures, critical point location Tc and ρc, and fraction of attractive beads fT . Subscript
indicates error on the last digit.
sequence architecture Tc ρc fT
T20 2.8925 0.2002 1.0
HT19 2.4758 0.1832 0.95
THT18 2.5359 0.1865 0.95
T2HT17 2.5617 0.1894 0.95
T3HT16 2.5758 0.1894 0.95
T4HT15 2.5779 0.1895 0.95
T5HT14 2.5937 0.1893 0.95
T6HT13 2.5954 0.1922 0.95
T7HT12 2.5985 0.1912 0.95
T8HT11 2.5993 0.1921 0.95
T9HT10 2.5992 0.19399 0.95
HT18H 2.0907 0.1674 0.9
[T6H]2T6 2.3194 0.1882 0.9
[T9H]2 2.2238 0.1753 0.9
[T6H]2T5H 1.9592 0.18188 0.85
HT8HT9H 1.8692 0.17601 0.85
[T4H]3T5 2.0492 0.1881 0.85
HT5HT6HT5H 1.6372 0.18377 0.8
[T3H]2T[T3H]2T3 1.7923 0.1871 0.8
[T4H]4 1.7164 0.1861 0.8
[HT4]2HT3HT4H 1.4252 0.18187 0.75
[T3HT2H]2T2HT3 1.5672 0.18309 0.75
[T3H]5 1.4913 0.1791 0.75
[HT3]4HT2H 1.2081 0.17777 0.7
[T2H]6T2 1.3402 0.1781 0.7
[T2H]2[T3H]2[T2H]2 1.2642 0.17739 0.7
[HT2]3T[HT2]3H 1.0181 0.16941 0.65
[THT]3HT[THT]3 1.1159 0.1755 0.65
TH[T2H]6 1.0654 0.1812 0.65
H2T3HT2HTHT2HTH2T3 0.951 0.1456 0.6
[HT]2TH[T2H]4TH 0.8086 0.1425 0.6
HT2HT3H2T3H2T2HT2H 0.871 0.132 0.6
H[T3H2]3T3H 0.9144 0.1372 0.6
THT2H[TH]2T2H[TH]2T2HT 0.9482 0.1751 0.6
THT2H[T2H2]2[T2H]2T 0.9673 0.1613 0.6
THT2HT2H2T3H2[T2H]2 0.9183 0.1524 0.6
HT[T2H]2[TH]2[T2H]2TH 0.8982 0.1671 0.6
[T2H2]2[T3H2]2T2 1.0112 0.1572 0.6
T2H2[T3H2]3T 0.9794 0.1513 0.6
T3H3T3H2T3H3T3 1.0833 0.1412 0.6
TABLE S2. Names and architectures of sequences without a critical point.
sequence architecture fT
[H2T3]4 0.6
H3[T2H]4THT3 0.6
H3T3H2T3HT3H2T3 0.6
H3[T4H]3H2 0.6
H4T12H4 0.6
T6H8T6 0.6
T12H8 0.6
