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Le manque grandissant de medecins specialistes a l'exterieur des grands centres influe 
negativement sur la qualite des soins regus par les patients. Une solution possible a ce 
probleme est la supervision des medecins generalistes en region par des specialistes dispo-
nibles dans les grands centres. Cette supervision a distance necessite le developpement de 
technologies repondant aux besoins precis de celle-ci. 
Dans le cadre de ce projet de recherche, la transmission de l'image est consideree. En vue 
de developper un codec video adequat pour l'application dans le futur, le codec intra-image 
est etudie. Plus precisement, le but recherche est de simplifier et de rendre parallelisable 
le codec AGU1 [PONOMARENKO et coll., 2005] sans en reduire les performances en dega 
des performances de JPEG2000 [SKODRAS et coll., 2001]. Ces ameliorations facilitent 
la realisation materielle du codec en reduisant la latence si critique aux applications de 
telesupervision. 
Pour accomplir ces objectifs, le modelage du contexte du codec AGU doit etre modifie. 
La methodologie proposee passe par l'implementation du codec AGU, l'etude de la source 
de donnees et la modification du modelage de contexte. La modification en question est le 
remplacement de l'utilisation d'une methode adaptative basee sur un arbre de conditions 
par un reseau de neurones. 
Au terme de cette recherche, le reseau de neurones utilise comme modeleur de contexte 
s'avere etre un succes. Une structure a neuf entrees et aucune couche cachee est utilisee 
et permet de rendre presque triviale l'operation de modelage du contexte en gardant 
des performances superieures a JPEG2000 en moyenne. La performance est inferieure a 
JPEG2000 pour une seule image de test sur cinq. 
Dans le futur, il est possible d'etudier comment ameliorer davantage ce codec intra-image a 
travers l'utilisation d'un meilleur reseau de neurones ou d'une transformee differente. II est 
egalement souhaitable d'etudier comment faire evoluer le codec en un codec inter-image. 
Mots-Clefs Intelligence artificielle, traitement des signaux numeriques, traitement d'image, 
compression de donnees, codage arithmetique. 
1Aucune signification publiee. 
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CHAPITRE 1 
INTRODUCTION 
Les defis a surmonter par le systeme de sante canadien sont de plus en plus grands. D'une 
part, le vieillissement de la population fera passer la proportion de gens de 65 ans et plus de 
13 % en 2004 a 24 % en 2029 [PRECARN, 2005], D'autre part, les medecins specialistes 
se font de plus en plus rares, situation qui est d'ailleurs accrue lorsqu'on s'eloigne des 
grands centres. Cette conjoncture force des medecins generalistes a soigner des patients 
qui auraient avantage a recevoir les soins d'un specialiste. Cela a pour consequence de 
reduire la qualite des soins regus par les patients. 
Une solution tres prometteuse a ce probleme est la supervision de medecins generalistes 
en region par les specialistes des grand centres. En effet, en permettant a un specialiste 
de suivre et de conseiller un medecin de moindre experience (pour un type d'operation), il 
est possible d'ameliorer la qualite des soins regus par les patients [LEMIEUX et coll., 2007]. 
Grace aux moyens de communication modernes, cette supervision peut etre effectuee a 
distance : il s'agit alors de telesupervision. 
Pour maximiser la qualite de la telesupervision, et done la qualite des soins, il est souhai-
table de reproduire les elements essentiels d'une supervision classique : 
1. Le superviseur doit observer ce qu'il desire (vision); 
2. Le superviseur doit entendre ce qui se passe dans la salle d'operation (audition); 
3. Le superviseur doit avoir acces aux informations vitales du patient; 
4. Le superviseur doit communiquer oralement avec le supervise. 
Ces elements doivent etre naturels, faciles d'utilisation et sans delais bien sur etant donne 
la condition parfois critique du patient. De cette fagon, le superviseur a acces a l'informa-
tion qu'il desire comme s'il etait present dans la salle d'operation. 
1.1 Si tuat ion actuelle 
Des systemes de telesupervision sont deja utilises dans plusieurs branches de la mede-
cine [LEMIEUX et coll., 2007] (par exemple, la radiologic et la psychiatrie). La mede-
1 
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cine d'urgence reste toutefois un territoire a conquerir. Les travaux de LEMIEUX et coll. 
[LEMIEUX et coll., 2007] traitent precisement de cette nouvelle avenue. Ces travaux s'in-
teressent plus precisement a la vision du superviseur. En simplifiant le systeme de vision 
en telesupervision, il est possible de le schematiser tel qu'a la figure 1.1. La contribution 
de LEMIEUX et coll. est bien identifiee et correspond principalement a la configuration 
mecanique du systeme portant les.cameras qui capteront les images vues par le telesuper-
viseur. Grace a leurs systemes, les cameras peuvent etre deplacees et orientees a la guise 
de celui-ci. Leurs systemes ont ete completes et ont subi une premiere phase de tests. 
i _ P._Lemieux et co[l. , 
Figure 1.1 - Systeme developpe par P. Lemieux et coll. 
LEMIEUX et coll. ont choisi des produits commerciaux pour tous les modules qu'ils n'ont 
pas realises eux-memes (voir figure 1.1). Les cameras sont de type «Pan-Tilt-Zoom». La 
transmission video est effectuee grace au codec Tanberg T3000. L'affichage est realise sur 
des ecrans cathodiques ou a cristaux liquides conventionnels. 
Bien que les cameras et les ecrans repondent bien aux besoins de l'application, une ame-
lioration est souhaitee en ce qui a trait a la transmission video. En premier lieu, un plus 
grand controle sur le codec est souhaite. Cela permettrait de reduire certains types de 
bruit plus critiques pour l'application consideree. Le jugement de la qualite de la video est 
tres subjectif et varie d'une application a l'autre2. En second lieu, des capacites avancees 
de compensation d'eclairage, de reduction du flou du au mouvement et de synchronisation 
avec l'information auditive de la salle d'operation sont desirables. Finalement, la conside-
ration de l'aspect commercial de l'application envisagee rend desavantageux l'utilisation 
du codec Tanberg en raison de son cout. 
2L'application visee par le codec Tanberg T3000 est la teleconference, permettant la transmission de 
deux canaux video, un compresse a 25% et l'autre a 75%. Les criteres de qualite sont differents pour 
l'application de telesupervision medicale consideree. 
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1.2 Solut ion proposee 
En considerant les facteurs enonces a la section 1.1, plusieurs solutions sont possibles. A 
court terme, il est avantageux de conserver le codec actuel (Tanberg T3000) en ajoutant 
des blocs de pre-traitement et de post-traitement pour le rendre compatible au projet. 
Cette solution implique un temps de conception et de realisation reduit pour arriver a 
un resultat satisfaisant rapidement. A long terme, il est avantageux de creer un codec 
congu specifiquement pour les besoins du projet afin d'avoir un plus grand controle sur les 
performances du systeme de transmission video. Cela a egalement pour avantage d'eviter 
les couts des licenses d'utilisation d'un codec disponible commercialement. 
La solution privilegiee est la conception d'un nouveau codec sur mesure pour le systeme de 
LEMIEUX et coll.. Ainsi, en ayant le plein controle sur le codec, il peut etre plus facilement 
adapte a d'autres projets en telesante en cours au LABORIUS. A son expression la plus 
simple, le codec peut etre schematise tel qu'a la figure 1.2. 
(a) Encodeur 
(b) Decodeur 
Figure 1.2 - Vue d'ensemble du codec video propose pour l'application de P. Lemieux et 
coll. 
Les etapes de multiplexage et de demultiplexage de la figure 1.2 consistent en le regrou-
pement et la separation des images. Cela permet de n'utiliser qu'un seul canal et done de 
reduire la quantite de materiel requis, en plus d'eliminer la necessite de synchroniser les 
deux videos a l'affichage puisqu'elles ne feront qu'une durant la transmission. Cette syn-
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chronisation est d'autant plus importante, car les deux videos partagent potentiellement 
une partie commune de la scene observee. 
Le bloc de pre-traitement est responsable de plusieurs taches et pourrait d'ailleurs etre 
separe en plusieurs blocs. L'une de ses taches est la compensation du flou du au mou-
vement. Etant donne la mobilite des cameras, un flou sera introduit en raison du temps 
d'exposition encore assez loin de l'infiniment court des cameras modernes. Puisque le mou-
vement des cameras est connu, cela facilite l'annulation numerique du flou introduit. Le 
bloc de pre-traitement est egalement responsable de compenser les conditions d'eclairage. 
sous-optimales afin que des images transmises soient les plus claires possibles. De plus, il 
est souhaitable que le pre-traitement comprenne une forme de compensation des defauts 
du codec a realiser. II s'agit de modifier legerement les images afin de faciliter le travail 
des blocs de compression et de decompression. 
Le bloc de compression est responsable de reduire au maximum la quantite d'information 
transmise en tolerant une certaine perte d'information afin d'obtenir une compression plus 
importante. Cette reduction est realisee en representant l'information sous une forme plus 
efficace. Le bloc de decompression effectue l'operation contraire, c'est-a-dire de retrans-
former l'information de la forme efficace vers la forme visible. 
Puisqu'une certaine perte d'information est toleree a l'etape de compression, des defauts 
sont introduits dans la video. Le bloc de post-traitement est responsable de reduire ces 
defauts et done d'ameliorer la qualite subjective de l'image observee. 
1.3 Specifications globales 
L'ensemble de la solution proposee a la section 1.2 doit etre congue et realisee de telle fagon 
que les besoins du systeme de LEMIEUX et coll. soient satisfaits. Ces besoins peuvent etre 
regroupes selon trois themes : latence, debit et qualite. 
• Latence Puisque le systeme doit permettre au superviseur d'observer et de fournir des 
commentaires et suggestions en temps reel, il est necessaire de minimiser la latence. 
En se fiant au travaux de NA et YOO [NA et Yoo, 2002] sur la satisfaction des 
utilisateurs selon la latence pour le VOIP3, la satisfaction des utilisateurs decroit 
considerablement a partir de 200 ms, comme le montre la figure 1.3. Une latence 
de plus de 200 ms est done jugee inacceptable. Toujours selon les memes travaux, 
3Puisque la video est synchronisee avec la communication vocale, la transmission video est soumise 
aux memes requis de latence. 
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les utilisateurs ne remarquent pas le delai si la latence est de moins de 100 ms. 
Cette latence est consideree comme ideale. Une latence entre 100 et 200 ms est 
jugee acceptable. II ne faut pas oublier que 1'evaluation de la latence doit etre de la 
camera a l'ecran et inclut done non seulement les delais induits par le codec mais 
egalement par le lien de communication sous-jacent. Par ailleurs, pour des raisons 
de confort visuel, il est necessaire que la latence soit la meme pour les deux videos. 
Cette condition est automatiquement remplie en adoptant la solution proposee a la 
section 1.2. 
User Satisfaction 
0 100 200 300 400 500 
One way Delay (ms) 
Figure 1.3 - Satisfaction des utilisateurs selon la latence [NA et Yoo, 2002] 
Debit La bande passante disponible pour la transmission video (pour la teleconference 
sur le reseau hospitalier) est de 384 kbps (kilobits par seconde). La resolution na-
tive des cameras est de 720x480 en YUV 4 :2 :0 pour une moyenne de 12 bits par 
pixel4. Le tableau 1.1 montre la bande passante selon la cadence des images (en 
images par seconde) et selon la resolution choisie. Le tableau 1.2 montre cette meme 
information mais exprimee en termes de taux de compression. II est pour l'instant 
absolument impensable d'atteindre des taux de compression de plus de 400:1 a une 
qualite raisonnable. II est done exclus de transmettre les images en resolution native 
a pleine cadence. II faut determiner quel est le compromis entre la cadence et la 
resolution des images qui satisfait le mieux les besoins de l'application consideree. 
II est difficile d'etablir un objectif precis de taux de compression parce que celui-ci 
varie enormement selon la quantite de mouvement dans les videos. Ce mouvement 
est influence principalement par les deplacements des cameras et des sujets filmes. 
4Huit bits de Y, deux bits de U et deux bits de V. 
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TABLEAU 1.1 - Bande passante (bits par pixel) selon la cadence et la resolution des 
images 
Resolution des images transmises 
Cadence Native /2 /4 /8 /16 
10 0.0370 0.0741 0.1481 0.2963 0.5926 
15 0.0247 0.0494 0.0988 0.1975 0.3951 
20 0.0185 0.0370 0.0741 0.1481 0.2363 
25 0.0148 0.0296 0.0593 0.1185 0.2370 
30 0.0123 0.0247 0.0494 0.0988 0.1975 
TABLEAU 1.2 - Taux de compression requis selon la cadence et la resolution des images 
Resolution des images transmises 
Cadence Native •2 /4 /8 /16 
10 216 108 54 27 14 
15 324 162 81 41 20 
20 432 216 108 54 27 
25 540 270 135 68 34 
30 648 324 162 81 41 
En l'absence d'information sur les habitudes des telesuperviseurs et de la quantite 
de mouvements des operations ou le systeme sera utilise, il est possible d'esperer un 
taux de compression entre 75:1 et 250:1. 
Qualite La qualite d'image des videos transmis est tres importante dans l'application 
consideree. Cette qualite doit etre assez elevee pour que le superviseur puisse po-
ser un diagnostic et qu'il puisse observer les details de l'operation en cours. Les 
degradations subies par les images doivent affecter le moins possible les taches du 
superviseur. Or, revaluation objective de la qualite de la video est difficile et plu-
sieurs chercheurs s'y interessent toujours [ P l N S O N et W O L F , 2004; W A N G et coll., 
2004; W A T S O N et coll., 2001]. II faut done choisir ou concevoir une metrique adaptee 
a l'application consideree et optimiser le codec de fagon a maximiser la mesure de 
qualite choisie. II est egalement possible que la meilleure metrique soit de demander 
a des telesuperviseurs de choisir, entre deux configurations de codec, la video qu'ils 
percoivent de meilleure qualite. Par une serie de tests avec un bon nombre de te-
lesuperviseurs, il est possible d'optimiser la qualite video du codec. A ce stade, en 
l'absence de metrique, il n'est pas possible d'etablir une specification objective en 
ce qui a trait a la qualite de la video. 
1.4. IDENTIFICATION DU PROJET 7 
1.4 Identi f icat ion du projet 
La solution proposee a la section 1.2, soit le developpement complet d'un codec video 
de bonne qualite, est un projet de grande envergure. La compensation du flou relie au 
mouvement, la compensation de l'eclairage, le post-traitement et la compression sont 
tous des sujets susceptibles de justifier un ou plusieurs projets de recherche differents. La 
realisation complete du projet en question est done inatteignable dans le cadre d'un seul 
projet de maitrise. 
Puisque que le projet en est a ses debuts et qu'un codec video commence d'abord et avant 
tout par un codec d'images, e'est celui-la qui est le centre de cette recherche. II est done 
question de la compression d'une seule image sans considerer les images precedentes et 
suivantes d'une video. Le fait de ne pas connaitre les images precedentes et suivantes reduit 
de beaucoup la facilite a reduire la taille de l'information. En effet, puisque la redondance 
dans le temps est tres importante (une grande zone des images qui se suivent est identique, 
et ce particulierement si la cadence augmente), cela permet d'augmenter de beaucoup le 
taux de compression. II ne faut done pas confondre les specifications globales du systeme 
presente a la section 1.3 avec les specifications qui sont definies pour la compression 
d'images. 
Latence. La minimisation de la latence du systeme global implique une minimisation de 
la latence du codec d'images. II est done necessaire de limiter la complexite tem-
porelle de l'algorithme. Cela implique aussi que l'algorithme ne pourra pas utiliser 
d'iterations pour ameliorer la compression. Idealement, la decompression doit pou-
voir debuter son travail avant que la compression ait termine le sien. Cela implique 
que l'information transmise soit serialisee ou que le codec opere sur des morceaux 
d'images. Le traitement de l'image en morceaux (ou en blocs) est d'autant plus 
souhaitable, car il facilite souvent la parallelisation de l'algorithme. 
Debit. La notion de debit a atteindre est tres difficile a etablir. Celui-ci depend enorme-
ment de la complexite des images. II est tout a fait possible d'atteindre un debit de 
0,07 bpp pour une image tres simple, mais plutot difficile d'atteindre 0,15 bpp pour 
une image tres complexe en gardant une qualite de l'image suffisante. Le debit dis-
ponible pour la compression de l'image depend egalement de la compression qui est 
possible au niveau du codec video. II est tout a fait envisageable que la redondance 
temporelle dans les videos permette un facteur de compression de deux a elle seule. 
Cela implique que les debits presentes au tableau 1.3 sont disponibles. 
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TABLEAU 1.3 - Bande passante pour une image (bits par pixel) selon la cadence et la 
resolution 
Resolution des images transmises 
Cadence Native t'2 /4 /8 '16 
10 0.0741 0.1481 0.2963 0.5926 1.1852 
15 0.0494 0.0988 0.1975 0.3951 0.7901 
20 0.0370 0.0741 0.1481 0.2963 0.5926 
25 0.0296 0.0593 0.1185 0.2370 0.4741 
30 0.0247 0.0494 0.0988 0.1975 013951 
Plus le taux de compression atteint est grand, plus la qualite de l'image transmise 
peut etre grande. II n'est done pas utile de fixer un objectif en termes absolus. II est 
plus logique de fixer un objectif qualite/debit coherent avec le domaine. 
Qualite. Dans le contexte de l'application envisagee, la qualite d'image est une notion 
intrinsequement reliee au debit et les objectifs doivent etre etablis de pair. 
II est impose, pour ce projet de recherche, de se baser sur les travaux de PONOMARENKO 
et coll. [PONOMARENKO et coll., 2005, 2007] parce que ces travaux ont ete identifies 
comme a la fine pointe de la science et parce qu'ils presentent beaucoup de potentiel. 
Leurs approches sont presentees au chapitre 2.4.1. 
La structure adaptative du codec AGU implique que les blocs soient traites en serie. Cette 
contrainte est contraire aux requis de latence du systeme. II est done requis de modifier 
le codec afin de le rendre parallelisable. En utilisation des blocs de 32x32 et la resolution 
native des images, cela represente une reduction de latence d'un facteur de plus de 300. 
Toutefois, cette amelioration ne doit pas se faire au detriment de la complexite du codec. 
Sa complexite doit rester semblable ou etre reduite. 
La performance qualite/debit du nouveau codec cree est susceptible d'etre reduite par 
la suppression de la structure du codec AGU. Cette reduction ne doit pas amener la 
performance du codec sous la performance de la figure etablie JPEG2000 aborde a la 
section 2.4.4. Plus precisement, la performance du nouveau codec doit etre superieure a 
JPEG2000 a un debit de 0,25 bpp pour les images de test classiques Lenna, Barbara, 
Baboon, Goldhill et Peppers. 
L'accomplissement des objectifs ci-haut mene a un codec simple, parallelisable et superieur 
a JPEG2000. Cela constitue une bonne pierre d'assise pour revolution de celui-ci en un 
codec video. II est done necessaire qu'une implementation des elements important non-
triviaux du codec soient livres de fagon a ce qu'ils soient facilement reutilisables pour la 
suite du projet global. 
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1.5 Organisation du document 
Au chapitre 2, une revue de l'etat de l'art est presentee sur le codage d'images en lien avec 
les travaux de PONOMARENKO et coll.. Par la suite, les differentes approches existantes 
en ce qui a trait a la transformation, la quantification et le codage sont abordees. Les 
principaux codecs du domaine sont aussi compares. 
Le chapitre 3 presente une description de la contribution du present memoire, soit les 
strategies adoptees pour ameliorer les codecs de PONOMARENKO et coll., suivie d'une 
description des systemes realises accompagnee des explications des choix effectues. 
Les resultats sont presentes et mis en perspective au chapitre 4 sous la forme d'un article 
scientifique soumis le 16 avril 2009 a IEEE Signal Processing Letters. Quelques pistes 
d'amelioration sont enoncees et le codec realise est evalue face aux requis du projet global. 
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CHAPITRE 2 
COMPRESSION D' IMAGE AVEC PERTES 
PAR TRANSFORMEE 
Ce chapitre s'interesse aux trois operations fondamentales de la compression d'image par 
transformee, soient la transformation, la quantification et le codage. Les techniques consi-
derees comme la fine pointe de la technologie sont abordees. En fin de chapitre, les codecs 
les plus performants sont presentes et compares. 
2.1 Transformees pour les images 
La tres grande correlation des pixels entre eux implique une representation de l'informa-
tion peu efficace. Transformer les images de fagon a modifier leur representation est une 
strategie eprouvee de compression. Qui plus est, la quantification de l'information dans 
le domaine des transformees habituelles affecte moins la qualite de l'image que dans le 
domaine d'affichage5. Ce chapitre presente les transformees pertinentes au domaine. 
2.1.1 Transformee Karhunen-Loeve 
La transformee Karhunen-Loeve (KLT) est une transformee lineaire dont les fonctions sont 
choisies selon la mat rice de covariance de la source. En terme de compaction d'energie, 
la KLT est optimale et fournit done des coefficients completement decorelles. Elle peut 
mener, entre autres, a l'analyse en composantes principales. 
Dans un contexte de compression, il s'agit, en quelque sorte, de la transformee ideale puis-
qu'elle decorrelle completement les entrees. Toutefois, la transformee doit etre recalculee 
chaque fois que la source change et puisque les fonctions propres de la KLT dependent de 
la source, celles-ci doivent etre transmises. Dans un contexte de compression d'image ou 
de video, cela signifie a chaque image ou meme a chaque bloc traite. Cette caracteristique 
la rend difficilement utilisable. 
5On fait reference ici au domaine ou l'image est un tableau de valeurs representant la luminance ou la 
chrominance. 
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2.1.2 D C T 
La transformee en cosinus discrete (DCT) a ete proposee a l'origine dans [AHMED et coll., 
1974] et est l'une des plus utilisees en compression d'image. Elle s'apparente a la transfor-
mee discrete de Fourier, mais n'utilise que des nombres reels. Pour des images naturelles, 
elle se rapproche de la KLT en termes de compaction d'energie et de decorellation des en-
trees. Les codecs d'images utilisent habituellement la version bidimentionnelle de la DCT 
presentee a l'equation 2.1 a titre indicatif. Les coefficients de la DCT correspondent aux 
fonctions montrees a la figure 2.1. 
JV-1JV-1 , 
F'vu = 4 Cu ^ ^ ^ SyXCOS ( 
y=0 x=0 ^ 
COS UTT 
( 2 . 1 ) 
2x + r 
I n 
ftmmm 
Figure 2.1 - Fonctions de la DCT pour un bloc 8x8 
La DCT a l'avantage de rassembler l'information en peu de coefficients peu correles et 
presente done une compaction semblable a la KLT pour les images naturelles. Toutefois, 
le bruit de quantification fait apparaitre une ou plusieurs fonctions de la DCT et cela brise 
le caractere naturel de l'image. Puisque la DCT est souvent utilisee en blocs, un effet de 
bloc apparait a l'image reconstitute et cela rend necessaire un filtrage. Finalement, elle 
genere frequemment un bruit moustique. La figure 2.2 illustre ces types de bruit (l'image 
originale est presentee a la figure A.la). 






-f : f • v , ' 
Figure 2.2 - Lenna a tres bas debit par un codec utilisant la DCT 
2.1.3 D W T 
La transformee par ondelettes discrete (DWT) consiste a decomposer l'image en plusieurs 
sous-bandes (images de resolution inferieure). Un exemple d'une telle decomposition est 
presente a la figure 2.3. Plusieurs sortes d'ondelettes peuvent etre utilisees pour effectuer 
la decomposition. 
L'utilisation de la DWT donne d'excellents resultats pour les images comportant des 
contours marques comme les bandes dessinees, mais propose des performance habituel-
lement inferieures a la DCT pour les images comportant beaucoup de textures. II reste 
que ce type de transformee est plus jeune que la DCT et des ameliorations apparaissent 
encore possibles. 
2.1.4 Transformee Orthogonale a recouvrement 
Une transformee orthogonale a recouvrement (LOT pour «Lapped Othogonal Trans-
form^) n'est pas une transformee en soi, mais une fagon d'appliquer une transformee. 
Certaines transformees, la DCT par exemple, est habituellement utilisee sur des blocs 
disjoints d'une image. Apres la quantification, des artefacts apparaissent aux bordures des 
6Dans la meme categorie, se trouvent les transformees orthogonales a recouverment generalisees (Gen-
LOT) et les transformees biorthogonales a recouvrement generalisees (GLBT). 
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Figure 2.3 - Exemple de decomposition en sous-bandes JPEG 2000 
blocs, particulierement a bas debit. Une des strategies pour combattre ce probleme est de 
considerer des points a l'exterieur du bloc lors de la transformee, mais sans obtenir plus 
de coefficients que la transformee normale. II s'agit alors d'une LOT. Des parametres sont 
a determiner avant chaque transformees et plusieurs approches existent : [CASSEREAU 
et coll., 1989] propose une methode iterative, [MALVAR et STAELIN, 1989] propose une 
methode basee sur les vecteurs propres, etc. Ce type de transformee offre l'avantage tres 
interessant de reduire de beaucoup 1'effet de bloc de la DCT a un cout tres raisonnable 
en termes de performance. 
2.2 Quant i f icat ion 
La quantification vise a representer un signal avec un alphabet reduit tout en minimisant 
l'erreur. Ce chapitre presente les approches les plus communes pour la quantification dans 
le contexte de la compression. 
2.2.1 Scalaire 
La quantification scalaire (SQ) est la plus simple des quantifications. Elle consiste en 
l'association d'une plage a un niveau de quantification. Si tous ces niveaux sont distribues 
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Figure 2.4 - Quantification uniforme et non-uniforme 
uniformement, il s'agit alors de quantification scalaire uniforme (pas de quantification 
constant). La quantification uniforme est illustree a la figure 2.4a et mise en contraste 
avec une quantification non-uniforme a la figure 2.4b. 
Pour minimiser l'erreur, la quantification scalaire doit etre adaptee aux statistiques de 
la source. Pour une source non-uniforme (gaussienne par exemple), une quantification 
non-uniforme doit etre utilisee7. Bien qu'une quantification scalaire uniforme soit habi-
tuellement utilisee, l'etude de la densite de probabilite des valeurs des coefficients (DCT 
realisee en blocs de 32x328) revele une probabilite beaucoup plus importante autour de 
zero comme le montre la figure 2.5. II pourrait done etre avantageux d'exploiter cette 
caracteristique pour reduire l'erreur. 
Un element interessant a tirer de la figure 2.5 est que l'image dont la courbe de densite 
de probabilite est la plus applatie est la plus difficile a compresser, et que l'image ayant 
la courbe la plus concentree autour de zero est la plus facile a compresser. 
7I1 serait alors utile d'utiliser Palgorithme de Lloyd-Max pour calculer les niveaux de quantification. 
8La meme forme de densite de probabilite est obtenue pour d'autres tailles de blocs. 
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Valeur du coefficient Valeur du coefficient 
(a) Pour chaque image (b) Moyenne 
Figure 2.5 - Densite de probabilite des images de test 
2.2.2 Matricielle 
La quantification matricielle est tres utilisee en compression d'image, principalement de 
pair avec la DCT. Son utilisation est justifiee par le fait que l'oeil humain est plus sensible 
a certaines frequences spatiales que d'autres. En effet, l'oeil humain est bien meilleur pour 
voir des legeres differences de luminosite sur de grands espaces que les valeurs exactes d'un 
petit espace ou la luminosite varie beaucoup. II est done opportun de quantifier davantage 
l'information halite frequence par rapport a l'information basse frequence pour ameliorer 
la qualite subjective de l'image. C'est ce que la quantification matricielle propose. Sachant 
que pour une DCT bidimentionnelle les coefficients basse frequence se trouvent dans le 
coin superieur gauche, la matrice presentee a la figure 2.6 [PENNEBAKER et MITCHELL, 
1992] pourrait etre utilisee. 
16 11 10 16 24 40 51 61 
12 12 14 19 26 58 60 55 
14 13 16 24 40 57 69 56 
14 17 22 29 51 87 80 62 
18 22 37 56 68 109 103 77 
24 35 55 64 81 104 113 92 
49 64 78 87 103 121 120 101 
72 92 95 98 112 100 103 99 
Figure 2.6 - Matrice repandue de quantification DCT 8x8 
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"181 173. 156 1411 |~1 1 0 0" 
192 180 138 118 1 1 0 0 
188 183 141 116 1 1 0 0 
185 176 157 123J [ l l O O 
(a) Donnees originales, m = 159 (b) Classification, m 1 = 182, mo = 136 
"182 182 136 136] |"-1 - 9 20 5 
182 182 136 136 10 - 2 2 - 1 8 
182 182 136 136 6 1 5 - 2 0 
182 182 136 136j [ 3 - 6 21 -13_ 
(c) Donnees reconstruites (d) Erreur 
Figure 2.7 - Exemple de quantification BTC 
2.2.3 Block truncation coding 
Le block truncation coding (BTC) consiste en une quantification a dictionnaire assez simple 
et efficace. Pour une quantification a 1 bit, l'algorithme calcule d'abord la moyenne des 
donnees et les classifie selon qu'elles soient superieures ou inferieures a la moyenne. L'ap-
partenance a chacune des classes peut etre exprimee par un tableau de bits. Les moyennes 
de ces deux classes sont calculees et quantifiees. Ainsi, pour un tableau 4x4 et deux 
moyennes quantifiees a 8 bits chacune, la transmission totalise 32 bits (16 + 8 + 8), soit 2 
bits par pixel. La valeur de la moyenne d'une classe est attribute a toute la classe lors de la 
dequantification. Un exemple de la situation exprimee ci-haut est presente a la figure 2.7. 
II est possible d'effectuer une quantification a un plus haut nombre de bits en repetant 
l'algorithme pour chacune des classes. A chaque ajout d'un bit, le nombre de moyennes a 
transmettre double et les bits de classification doublent egalement. 
2.2.4 Espace-frequence 
La quantification espace-frequence [XlONG et coll., 1997] (SFQ) est une approche qui se 
base sur le fait que l'information disponible apres la DWT est concentree dans la bande 
basse frequence et concentree spatialement pour les hautes frequences (contours). Cet 
algorithme tente d'identifier le meilleur pas de quantification selon un budget de bande 
passante. Celui-ci est base sur un processus d'optimisation iteratif et done incompatible 
avec les besoins et specifications du projet. 
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2.3 Codage 
Le codage tel qu'aborde dans ce chapitre est une operation sans perte (dite «lossless») en le 
sens qu'elle ne modifie pas les donnees. Le codage cherche a eliminer toute redondance de 
telle fagon que la quantite d'information a transmettre soit minimale. La limite theorique 
de codage a atteindre est dictee par le theoreme de codage des sources de Claude E. 
Shannon [SHANNON, 1948] et de l'entropie du signal a encoder. 
2.3.1 Par plage 
Le codage par plage, mieux connu sous l'apellation «run-length encoding» (RLE), est un 
codage exploitant la repetition de donnees. Si un pixel noir est represents par la lettre N 
et un pixel blanc par la lettre B, la ligne suivante : 
BBBBBBBBBBBBNBBBBBBBBBBBBNNNBBBBBBBBBBBBBBBBBBBBBBBBNBBBBBBBBBBBBBB 
est encodee ainsi en RLE : 
1 2 B 1 N 1 2 B 3 N 2 4 B 1 N 1 4 B 
Pour chaque sequence d'un meme symbole, l'algorithme indique le nombre de repetitions et 
le symbole. Le caractere repetitif doit etre predominant, car le surdebit est tres important 
pour les symboles non repetes. 
2.3.2 Huffman 
L'approche proposee a l'origine par David A. Huffman [HUFFMAN, 1952] est une methode 
pour etablir les mots de codes associes aux symboles de fagon optimale. Le codage Huffman 
s'effectue en construisant un arbre binaire en partant des feuilles ayant les plus petites 
probabilites. Ainsi, si une source emet quatre symboles ai, a2, <23 et a4 et que ces symboles 
ont respectivement les probabilites 0,4, 0, 35, 0, 2 et 0, 05, il faut d'abord joindre 03 et a4. 
Le processus complet est illustre a la figure 2.8. En lisant les codes obtenus de la racine 
vers les feuilles, les codes presentes au tableau 2.1 sont obtenus. 
Le codage Huffman n'est generalement pas optimal. En raison de l'attribution de mots 
de code d'une longueur entiere, il ne peut etre optimal que si toutes les probabilites des 
symboles sont des puissances negatives de deux9. 
9Par exemple, 1/2, 1/4, 1/8, 1/16, etc. 
CODAGE 
0,4 0.4 
0 ,35 0,35 
0,2 
0,05 
(a) Etape 1 
0.05 A 
0,25 




a - 0,2 / 
q 0,05 / 
% 0,25 / 1 
d 4 







" N j , 0,25 
(d) Etape 4 
Figure 2.8 - Exemple de construction d'un arbre pour le codage Huffman 
TABLEAU 2.1 - Resultat de la construction de l'arbre pour le codage Huffman 
Svmbole Code 
a1 0 
a 2 10 
a3 110 
a4 111 
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3 / j 3^ 
40% I 35% I 20% 15% 
Message I I I 
0,4 0,75 0,95 1 
(a) E tape 1 
40% . I 35% I 20% 15% 
Message I I 
0,16 o,3 0,38 0.4 
(b) E tape 2 
3-j 3 2 
40% I 35% | 20% _ 15% 
I I Message I 
0.064 0,12 0,152 0,16 
(c) E tape 3 
3 ^  3 2 
40% I 35% I 20% 15% 
I Message 
0,12 0.1328 0,144 0,1504 0,15: 
(d) E tape 4 
Figure 2.9 - Exemple de decodage arithmetique 
2.3.3 Arithmetique 
Le codage arithmetique [RlSSANEN et LANGDON, 1979] est une generalisation du codage 
de Huffman qui elimine la limitation de la longueur entiere des mots de code. L'approche 
utilisee pour y arriver est de representer un message complet par une fraction entre 0 
et 1. En divisant l'intervalle selon les probabilites de chaque symbole et en determinant 
dans quel sous-intervalle la fraction se trouve, il est possible de determiner le message. Le 
decodage etant beaucoup plus simple que l'encodage, il est utilise a titre d'exemple pour 
illustrer le procesus. 
Supposons que le message encode est la fraction 0.1416 et que la source est la meme qu'a 
la section 2.3.2. Supposons egalement que quatre symboles doivent etre decodes de ce 
message. La premiere etape est de diviser l'intervalle selon les statistiques de la source 
comme le montre la figure 2.9a. En reutilisant le sous-intervalle dans lequel le message se 
trouvait comme nouvel intervalle, le processus se repete comme le montre les figures 2.9b, 
2.9c et 2.9d. Le message est done 01,01,03,02-
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Bien que le codage arithmetique puisse atteindre l'optimalite en theorie, certains facteurs 
l'en empechent en pratique. Le facteur le plus important est bien certainement la connais-
sance des probabilites des symboles de la source. Puisque celles-ci varient et sont sou vent 
imprevisibles, il n'est pas possible d'atteindre l'optimalite. A un degre moindre, la pre-
cision de l'implementation empeche l'optimalite. Puisque les calculs sont faits avec une 
precision limitee, il n'est pas possible d'utiliser la veritable probabilite d'un symbole si elle 
est de lO"100000. 
Le codage arithmetique binaire [LANGDON et RlSSANEN, 1981] (BAC) est identique au 
codage arithmetique sauf que seuls les symboles 0 et 1 sont encodes. Cela a pour avantage 
majeur de simplifier beaucoup l'algorithme. En contrepartie, le debit de l'algortihme est 
reduit parce que ses calculs sont effectues pour un seul bit a la fois. 
Le codage arithmetique binaire adapte au contexte [PENNEBAKER et coll., 1988] (CABAC) 
est une evolution du BAC qui utilise le contexte de chaque symbole (bit) pour determiner 
sa probabilite et ainsi l'encoder efficacement. Cette approche debute par la creation de 
plusieurs contextes. La classification d'un symbole dans un de ces contextes depend d'un 
certain nombre de conditions qui examinent les symboles encodes precedemment. Une 
fois le symbole classifie dans un contexte, il est possible d'examiner les probabilites de ce 
symbole dans son contexte en se basant sur tous les symboles precedents classes dans le 
contexte en question. 
Par exemple, supposons que le bit A de la figure 2.10 soit a coder et que par des recherches 
anterieures il ait ete determine que trois contextes sont pertinents et qu'ils dependent des 
bits G et H. Plus precisement, le systeme de conditions presente a la figure 2.11 est 
utilise pour determiner le contexte probabiliste approprie du bit. Selon tous les bits qui 
ont ete classifies depuis le debut du codage dans chacun de ces contextes, les probabilites 
presentees au tableau 2.2 ont ete calculees. Ainsi, si H = G = A = 1 le modele Pi sera 
utilise et la probabilite d'un bit 1 etant elevee la compression sera efficace. L'objectif est 
d'obtenir des contextes ne contenant qu'un seul type de bit pour maximiser sa probabilite 
et du fait meme la compression obtenue. Ce nouveau bit s'ajoutant au contexte viendra 
renforcer la probabilite de A = 1 et ameliorer la compression des prochains bits qui sont 
dans la meme situation. 
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Figure 2.10 - Exemple de bit a coder 
Figure 2.11 - Exemple d'arbre de conditions permettant la classification 
TABLEAU 2.2 - Exemples de probabilites associees aux contextes 
H G P(A=0) PfA=1) 
P- 1 1 10% 90% 
P; 1 0 60% 40% 
Pa 0 - 90% 10% 
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2.4 Approches de compression 
Dans ce chapitre, les principaux competiteurs dans le domaine de la compression d'image 
avec perte sont explores ainsi que quelques figures notables, soit historiquement, soit pour 
une idee particulierement interessante. Les resultats sont reserves a la fin du chapitre 
(section 2.4.10) ou un comparatif des performances est effectue. 
2.4.1 AGU — D C T based high quality image compression 
La premiere approche de PONOMARENKO et coll. [PONOMARENKO et coll., 2005], nommee 
AGU, traite l'image en bloc de 32x32. Les blocs subissent d'abord une transformee en 
cosinus discrete (DCT) telle que decrite a la section 2.1.2. Ensuite, les coefficients obtenus 
par la transformee sont quantifies uniformement. Le facteur de quantification est une 
entree du codec. La compression se termine par un codage arithmetique binaire adapte 
au contexte (CABAC), aborde plus en detail a la section 2.3.3. La decompression est 
composee des operations inverses auxquelles vient s'ajouter un post-traitement visant a 
eliminer les artefacts crees par le traitement en bloc. La compression et la decompression 
sont representees en schemas-blocs a la figure 2.12. 
(a) Compression 
(b) Decompression 
Figure 2.12 - Schemas-blocs du codec de l'approche AGU de Ponomarenko et coll. 
[PONOMARENKO et coll., 2005] 
La contribution principale de cette approche se situe au niveau de l'etape du codage, plus 
specifiquement en ce qui a trait au modele de contexte. Celui-ci est base sur une classifi-
cation des bits dans 15 categories possibles. La classification vise a obtenir des classes les 
plus uniformes possibles. Cette uniformite permet au codage arithmetique d'atteindre un 
taux de compression eleve. 
24 CHAPITRE 2. COMPRESSION D'IMAGE AVEC PERTES PAR TRANSFORMEE 
(a) Compression 
(b) Decompression 
Figure 2.13 - Schemas-blocs du codec de Papproche AGU-MHV de Ponomarenko et coll. 
[PONOMARENKO et coll., 2007] 
2.4.2 A G U - M H V - High-quality DCT-based 
image compression using partition schemes 
Leur seconde approche [PONOMARENKO et coll., 2007], nominee AGU-MHV (AGU Mo-
dified Horizontal Vertical), est tres sembable a la premiere a l'exception de la taille des 
blocs. En effet, plutot que d'utiliser des blocs de 32x32, cette seconde approche utilise 
des blocs de differentes tailles allant de 64x64 a 8x8. Comme le montre la figure 2.13, a 
l'exception de cette taille de blocs adaptative, l'approche reste sensiblement la meme. 
Pour choisir la taille optimale d'un bloc, le codec utilise un algorithme recursif qui debute 
avec un bloc de 64x64. A partir de ce bloc, l'algorithme effectue une compression et 
une decompression pour chacune des huit possibilites de division de bloc representes a 
la figure 2.14. Celle qui obtient la meilleure qualite au meilleur taux de compression est 
choisie. Pour toutes les zones carres (il y en a deux pour le type 6 par exemple), le processus 
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Type 0 Type 1 Type 2 Type 3 
Figure 2.14 - Possibilities de division d'un bloc 
est repete et s'arrete lorsqu'il n'y a plus de zones carrees ou lorsque la taille de celles-ci 
atteint 8x8. 
Cette approche de taille adaptative de bloc permet d'ameliorer en moyenne la qualite 
d'image (mesuree grace au PSNR (Peak Signal-to-Noise Ratio)) de 0,5 dB par rapport a 
l'approche 1. Cette amelioration est toutefois tres loin d'etre gratuite. La nature recursive 
de l'algorithme le rend tres lourd et nuit a l'implementation materielle pour l'application 
envisagee a la section 1.2. 
Contrairement a l'approche AGU qui utilise l'information des blocs adjacents pour le 
CABAC, l'approche AGU-MHV ne considere que le bloc courant. 
2.4.3 JPEG 
La compression communement appelee JPEG [PENNEBAKER et MITCHELL, 1992] (Joint 
Photographic Experts Group), le nom du comite l'ayant creee vers la fin des annees 1980, 
est plus rigoureusement designee ISO/IEC IS 10918-1 ou ITU-T Recommendation T.81. 
Cette specification decrit un codec d'image qui fonctionne selon quatre modes d'opera-
tion : de base, sans-perte («lossless»), progressif, et hierarchique. Les modes progressif 
et hierarchique sont des variations du mode de base qui permettent une decompression 
partielle de l'image encodee pour obtenir une image basse resolution. Le mode sans-perte, 
quant a lui, est un algorithme completement different base sur un codage predictif. 
L'algorithme de base decompose l'image en blocs 8x8 qui sont transformes grace a la DCT 
et subissent ensuite une quantification matricielle. Le coefficient continu (DC) de chaque 
bloc est code en utilisant une approche predictive, et les coefficients alternatifs (AC) de 
chaque bloc sont traites en zigzag tel qu'indique a la figure 2.15. lis sont codes a l'aide du 
codage Huffman. 
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AC7C AC 7 7 
Figure 2.15 - Parcours zigzag d'un bloc 
2.4.4 JPEG 2000 
JPEG 2000 est un autre standard (ayant vu le jour en l'an 2000) produit par le meme 
comite. En pratique, ce nouveau standard effectue d'abord un pre-traitement qui com-
prend, entre autres, une division en blocs optionnelle. Alors que la taille des blocs est fixee 
a 8x8 pour JPEG, JPEG 2000 fonctionne typiquement sans division en blocs ou avec 
une division en blocs de 64x64 ou 128x128. Comme le montre [SKODRAS et coll., 2001], 
l'utilisation de la separation en blocs affecte considerablement a la baisse la qualite de 
l'image. 
Par la suite, une DWT est utilisee, ce qui differe considerablement de son predecesseur 
qui utilisait la DCT. Deux types d'ondellettes peuvent etre utilisees : celles de Daube-
chies [ANTONINI et coll., 1992] ou celles de Le Gall [LE GALL et TABATABAI, 1988]. Ces 
premieres offrent de meilleures performances si une certaine degradation de l'image est 
toleree, alors que ces dernieres sont utilisees pour une compression sans-perte. La quan-
tification est soit uniforme, soit TCQ (Treillis Coded Quantization). Le codage est base 
sur l'algoritme Embedded Block Coding with Optimal Truncation (EBCOT) [TAUBMAN, 
2000]. Done, a l'exception de la transformee utilisee, il existe en fait plusieurs similarites 
avec les approches de PONOMARENKO et coll., presentes a la section 2 .4 .1 . 
2.4.5 E Z W 
Le codage progressif par arbres de zeros, mieux connu en tant que «Embedded Zerotree 
Wavelet encoder» (EZW), a ete propose par Shapiro [SHAPIRO, 1993] lors de ses experi-
mentations avec la DWT. C'est un codage progressif au sens ou l'information transmise a 
chaque iteration raffine progressivement l'image lorsque decompressee. 
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L'approche considere d'abord que les images naturelles contiennent un contenu a basse 
frequence tres important, et que le contenu a haute frequence est habituellement moindre. 
Pour la DWT, cela signifie que les coefficients relies spatialement (exemples a la figure 2.16) 
sont habituellement plus petits dans les bandes haute frequence. Ainsi, si une valeur est 
trouvee a la racine de l'arbre, les valeurs dans les branches sont habituellement plus petites. 
Figure 2.16 - Trois exemples d'arbres lies spatialement pour la DWT 
Pour exploiter au maximum cet etat de fait, Shapiro utilise des seuils et verifie si le nombre 
est superieur ou inferieur au seuil. S'il est inferieur et que toutes ses feuilles et ses sous-
feuilles le sont aussi, il utilise un code special qui indique qu'il s'agit d'un arbre de zeros. 
Cela permet de reduire enormement la quantite d'information transmise pour les images 
naturelles. II s'agit egalement d'une solution elegante pour le codage progressif. Bien que 
cette technique ne puisse s'appliquer directement pour d'autres transformees, le principe 
d'arborification de l'information conformement a une caracteristique statistique comme 
celle observee par Shapiro presente un bon potentiel de codage. 
2.4.6 S P I H T 
L'approche basee sur le partitionnement d'ensembles dans des arbres hierarchiques (Set 
Partionning In Hierarchical Trees) a ete proposee par A. Said et W.A. Pearlman [SAID et 
PEARLMAN, 1996]. Les auteurs proposent une amelioration significative au EZW qui est 
tres performante tant en compression qu'en complexite temporelle. L'amelioration consiste 
en un traitement plus sophistique des arbres tels que representes a la figure 2.16. Ce trai-
N tement ameliore, effectue a l'aide d'un algorithme congu de fagon a ne requerir aucune 
nouvelle information transmise, permet d'obtenir un meilleur codage sans codage entro-
pique que la compression EZW avec le codage entropique. Cela represente une avancee tres 
particuliere car la compression a ete amelibree en reduisant la complexite, ce qui va a Ten-
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contre des tenets de la theorie de l'information. Toutefois, la pleine performance de SPIHT 
est atteinte en utilisant un codage entropique de type CABAC avant la transmission. 
2.4.7 A D L - S P I H T 
DING et coll. proposent dans [DING et coll., 2007] une nouvelle fagon d'appliquer la D W T 
dans le contexte du codage S P I H T . II s'agit de faire la transformee par ondelettes en 
utilisant une configuration de type lifting adaptee a la direction du contenu de l'image. 
Cette avancee permet d'ameliorer legerement le S P I H T comme le montre le comparatif 
de la section 2.4.10. 
2.4.8 X - W 1999 
XLONG et Wu proposent dans [XLONG et Wu, 1999] un nouveau codec base sur ce qu'ils 
identifient de meilleur dans le domaine. Leur approche utilise la DWT, la SFQ combinee a 
la TCQ (TCSFQ) et une combinaison de EZW et de CABAC proposee dans [Wu, 1997]. 
Cette approche est davantage une integration judicieuse de technologies existantes que 
l'apport d'une nouveaute. L'utilisation de la SFQ rend cette approche inutilisable dans 
le contexte du projet presente a la section 1.2. Toutefois, elle est un exemple reussi de 
l'application de la TCQ. 
2.4.9 G L B T 16x32 
TRAN et NGUYEN introduisent dans [TRAN et NGUYEN, 1998] une approche de codage 
pleinement progressive basee sur l'utilisation de GLBT de la DCT specialement congues a 
cet effet. En definissant un nouveau critere de conception pour les GBLT et en les utilisant 
avec un codage progressif par arbres de. zeros, les resultats obtenus sont superieurs a 
SPIHT, parfois jusqu'a 2-3 dB. 
2.4.10 Comparatif 
Les codecs dont il a ete question depuis le debut du chapitre forment la fine pointe de 
la technologie du domaine. Les approches de PONOMARENKO et coll. presentees au cha-
pitre 2.4.1 se classent tres bien, comme le montre la figure 2.17 et le tableau 2.3, Les 
resultats sont tires des publications respectives des codecs a l'exception de JPEG2000 
dont la performance a ete tiree de [PONOMARENKO et coll., 2005]. Puisque les perfor-
mance sont tirees des publications respectives et que les auteurs n'ont pas tous utilise 
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les memes images, certaines donnees sont absentes. La seconde approche de PONOMA-
RENKO et coll. (AGU-MHV) obtient les meilleures performances, suivie de leur premiere 
approche (AGU) qui competitionne avec XW-1999 pour la deuxieme position en termes 
de performance moyenne sur l'ensemble des images. La quatrieme position appartient a 
GLBT 16x32. Finalement, JPEG2000, ADL-SPIHT et SPIHT ont des performances assez 
proches pour la majorite des images. 
II est interessant de voir que les meilleures performances se partagent entre des codecs 
qui utilisent la DCT (AGU, AGU-MHV et GLBT 16x32) et des codecs qui utilisent la 
DWT (JPEG2000, SPIHT, ADL-SPIHT et XW-1999). Aucune des deux transferases ne 
semble avoir un avantage significatif sur l'autre. Certes, une tendance est observable ou la 
performance des codec utilisant la DWT est a la hausse, c'est-a-dire dans une image avec 
beaucoup de contrastes (Peppers) : JPEG2000 et SPIHT depassent AGU. Leur perfor-
mance est egalement beaucoup plus basse lorsqu'il s'agit d'une image avec beaucoup de 
motifs (Barbara). XW-1999 deroge a cette derniere tendance et ce, probablement grace a 
la SFQ qui distingue beaucoup le codec des deux autres. 
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Figure 2.17 - Comparatif de la performance des codec a 0.25 bpp 
TABLEAU 2.3 - Comparatif de la performance (PSNR) des codec a 0.25 bpp 
Lenna Barbara Baboon Goldhill Peppers 
AGU 34.50 30.77 23.69 31.09 33.32 
AGU-PS 34.75 31.21 23.77 31.22 33.95 
JPEG2QQ0 34.15 28.89 23.18 30.53 33.54 
SPIHT 34.14 28.13 23.26 30.56 33.51 
ADL-SPIHT 34.18 29.28 23.37 
XVV-19S9 34.76 30.60 30.98 
GBLT16x32 34.27 30.18 30.84 
CHAPITRE 3 
AMELIORATIONS AU CODEC AGU 
La transformation du codec AGU en un codec plus simple et parallelisable passe par la 
restructuration du codage. En effet, les operations de transformation et de quantification 
sont parallelisables puisqu'elles ne s'interessent qu'a un bloc, les blocs peuvent done etre 
traites en parallele. Toutefois, le codage, par sa nature adaptative, ne peut etre utilise. II 
existe plusieurs options qui rendraient possible l'execution en parallele : 
Changement du type de codage. En changeant le type de codage pour une combi-
naison de codages intrinsequement non adaptatifs comme le RLE aborde a la sec-
tion 2.3.1, il est possible de traiter chacun de blocs de fagon independante. Cette 
option ne permet toutefois pas de profiter de la grande efEcacite du codage arith-
metique. 
Augmentation de la vitesse d'adaptation. Quelques blocs sont requis pour une adap-
tation suffisante du modeleur de contexte utilise dans le codec AGU. Cela le rend 
difficilement utilisable de fagon independante sur chacun des blocs. En augmentant 
la vitesse d'adaptation significativement, il est possible que le modeleur de contexte 
atteigne une bonne performance sur chacun des blocs. La faible quantite de donnees 
pour realiser l'adaptation pose toutefois probleme. 
Pre-adaptation du modeleur de contexte. II est possible de realiser un modeleur de 
contexte general qui fonctionne correctement sur chacune des images, quoique moins 
bien qu'une adaptation specifique a chacune de celles-ci. Cette strategie repose tou-
tefois sur l'hypothese que les images naturelles ont beaucoup de caracteristiques 
communes dans le domaine de la DCT. 
Parmi ces options, la pre-adaptation du modeleur de contexte semble la plus prometteuse. 
Puisque l'operation de modelage de contexte peut etre consideree comme une operation de 
classification et qu'un entrainement est requis, il semble tout naturel d'etudier comment 
utiliser un reseau de neurones pour realiser le modeleur de contexte. 
L'implementation du codec AGU est presentee a la section 3.1. Ensuite, pour arriver a 
realiser le reseau de neurones, les outils developpes sont presentes a la section 3.2. De 
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plus, afin de mieux comprendre les resultats observes sur les images de tests (presentees 
a l'annexe A), la section 3.3 presente des observations statistiques sur celles-ci. 
3.1 Implementat ion du codec AGU 
L'implementation du codec original est, d'une part, une bonne fagon de comprendre les 
techniques utilisees et, d'autre part, la premiere etape en vue de son amelioration. Cette 
implementation est realisee a partir de [PONOMARENKO et coll., 2005], PONOMARENKO 
et coll. fournissent l'executable du codec AGU gratuitement a des fins de recherche. Cet 
executable est particulierement utile a l'implementation du codec car il permet de com-
parer les performances avec ou sans l'etape finale de filtrage, a des niveaux de qualite 
,plus nombreux que les resultats de l'article. Les modules realises correspondent aux blocs 
presentes a la figures 2.12, c'est a dire la division en blocs de 32x32, la DCT, la quanti-
fication, le traitement en plans de bits, la classification, le codage arithmetique binaire et 
le filtrage visant a eliminer les artefacts de bloc. 
Les modalites d'implementations sont : 
Division en blocs. La division en bloc -pour AGU est une division reguliere en blocs 
de 32x32. II a ete choisi de conserver les donnees dans un tableau de la taille de 
l'image mais de l'accompagner d'une classe identifiant le type de division en bloc 
et ses caracteristiques. La classe identifiant le type de division doit heriter de la 
classe block-scheme, dans le cas de la division en bloc reguliere. La classe se nomme 
block-scheme-regular. Chaque block-scheme definit des fonctions de transformations 
de coordonnees pour passer du domaine en blocs au domaine absolu du tableau de 
donnees. Le tableau de donnees et le type de division sont enveloppes dans une classe 
nommee b-array (pour block-array) pour en faciliter la manipulation. 
DCT. La DCT et son inverse sont realisees par la bibliotheque "Fastest Fourier Transform 
in the West" (www.fftw.org). L'utilisation d'une bibliotheque pour la DCT permet de 
reduire considerablement le temps d'implementation d'AGU. Cette bibliotheque est 
testee et mature et son utilisation permet done d'eliminer une source de problemes. 
La bibliotheque FFTW est d'abord congue pour calculer des transformees de Fourier. 
Celles-ci sont par la suite converties en DCT (toujours par la FFTW). Toutefois, il 
existe plusieurs versions de la DCT. Qui plus est, le calcul d'une DCT suivie de la 
IDCT correspondante a l'aide de FFTW ne permet pas de revenir au signal original. 
Un certain schemas de facteur doit etre ajoute pour que l'operation soit reversible. 
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En l'absence d'information sur le type de DCT utilise dans AGU et le schemas des 
facteurs, la reproduction des resultats est difficile. 
Un grand nombre de tests revelent que la DCT-II est utilisee pour la transformation 
et la DCT-III pour 1'inverse et ce, dans un schemas demi-norme (half-scaled). Cela 
se traduit, dans le cas de blocs de 32x32, par un facteur de 128 pour la composante 
DC, un facteur de 64\/2 pour le reste de la premiere ligne et de la premiere colonne 
et un facteur de 64 pour le reste du bloc (voir figure 3.1). 
0 1 2 3 31 
0 128 90,5 90,5 90,5 90,5 
1 90,5 64 64 64 64 
2 90,5 64 64 64 64 
3 90,5 64 64 64 64 
64 
31 90,5 64 64 64 64 64 
Figure 3.1 - Schemas demi-norme pour un bloc 32x32 
Traitement en plans de bits. Puisque le codec AGU est base sur un codage entropique 
arithmetique binaire, les donnees sont traitees un bit a la fois. L'article mentionne 
egalement que les donnees sont traites du plan de bits le plus significatif au plan 
de bits le moins significatif. Cela pourrait etre le plan de bits global ou le plan de 
bits d'un bloc. Puisque la transformee est effectuee un bloc a la fois, il est facile 
de croire que l'encodage est egalement effectue un bloc a la fois. Toutefois, les tests 
adequats revelent que bien que la DCT soit effectue par bloc, le codage ne l'est pas. 
Le parcours des bits doit se faire un plan de bits global a la fois. 
Classification. L'article se concentre davantage sur la classification des bits. L'imple-
mentation s'en trouve done facilitee pour cette section. En contrepartie, une erreur 
est presente dans l'arbre de classification presente a la figure 3 de [PONOMARENKO 
et coll., 2005]. En effet, la condition C13 est evaluee alors que la condition C7 est 
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fausse. Or, la condition C7 est fausse uniquement si les 4 bits voisins immediats 
de meme importance sont tous zero et la condition C13 s'interesse a la somme de 
ces m§me 4 voisins. L'inversion du vrai et du faux pour la condition C7 permet 
d'atteindre les performance de l'executable fourni. 
Codage arithmetique binaire. Le codage arithmetique binaire est une technique com-
plexe mais qui comporte peu de configuration. L'unique configuration se situe au 
niveau de la precision pour les codeurs a precision finie. Le codeur utilise pour la 
reproduction des performances d'AGU utilise une precision de 22 bits. 
La somme des inconnus, des ambigui'tes et des erreurs de [PONOMARENKO et coll., 2005] a 
rendu l'implementation beaucoup plus difficile que prevu. Chaque facteur est assez simple 
lorsqu'il est independant des autres. Leur combinaison synergique rend la tache beaucoup 
plus complexe. Les resultats obtenus sont les suivants : 
• L'aspect visuel de l'image permet de verifier que les degradations sont les memes pour 
les deux implementations. L'image de test Lenna couplee a un pas de quantification 
(QS) de 40 ainsi que l'image Baboon couplee a un pas de quantification de 80 servent 
de validation. Cette validation est sommaire mais adequate en considerant le fait qu'il 
ne s'agit pas du sujet principal du projet de recherche. Les deux paires d'images 
presentees aux figures 3.2 et 3.3 sont identiques au premier coup d'oeil. Toutefois, 
en les examinant avec beaucoup de minutie, il est possible de remarquer certains 
pixels qui different. Cela s'explique par une difference au niveau de la transformee 
pour le filtrage. Le codec original utilise une version entiere de la DCT alors que la 
reimplementation utilise une version en virgule flottante. 
• Comme le montre la figure 3.4, la performance de la reimplementation est presque 
identique a la performance du codec original. Les sources precises des differences 
sont difficiles a identifier. Les plus probables sont des differences en ce qui a trait au 
surdebit a propos duquel aucun detail n'est donne dans l'article, et des differences 
d'implementation du codage arithmetiques. Dans tous les cas, les differences sont 
considerees comme mineures et ayant peu d'importance. 
La reimplementation du codec AGU est done reussie. Les quelques differences obtenues 
ne sont pas significatives. 
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\ 
(a) AGU - Original 
(b) Reimplementation 
Figure 3.2 - Comparaison des implementations pour Lenna (QS=40) 
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(a) AGU - Original 
(b) Reimplementation 
Figure 3.3 - Comparaison des implementations pour Baboon (QS=80) 
j 
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Figure 3.4 - Comparaison des implementations pour les cinq images 
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3.2 Out i ls developpes 
En vue de l'amelioration du codec, il est preferable de se doter d'outils qui permettront 
d'identifier les pistes d'amelioration et de les tester rapidement. Plusieurs avenues sont 
envisageables : applications graphiques, outils console et environnements de script. 
Les applications graphiques ont l'avantage d'etre facile a utiliser, particulierement pour 
les non-experts. Cette facilite d'utilisation et d'apprentissage s'accompagne d'un temps de 
developpement de beaucoup superieur. II est egalement important de noter qu'en vertu 
du nombre restreint de chercheurs ayant a interagir avec les outils, il n'est pas rentable, 
dans le cadre du projet courant, d'investir une somme importante de temps a rendre les 
outils tres conviviaux. 
Les outils console permettent de reduire de beaucoup le temps de developpement par 
rapport aux applications graphiques. Pour les experts, ils sont habituellement aussi fa-
ciles a utiliser avec l'avantage majeur de faciliter le traitement en lot (batch processing). 
Chaque modification a l'outil necessite toutefois de compiler a nouveau et de recharger 
les donnees. Dans le contexte present de modifications et de tests nombreux, cela ralentit 
considerablement le developpement. 
La troisieme option consideree est l'utilisation d'un environnement de scripts. Celui-ci a 
l'avantage de ne pas necessiter de compilation ou de chargement de donnees. Le traitement 
en lot est facilite par rapport aux outils console. II s'agit d'un environnement ideal pour 
le developpement de prototypes. Toutefois, 1'execution est habituellement plus lente en 
raison de la nature interpretee (non-compilee) de la majorite des environnement de script. 
Ayant acces a une equipe tres reduite de developpement et a bon nombre d'ordinateurs 
grace aux grappes de calcul de Mammouth, la troisieme option est celle qui convient le 
plus au projet en cours. 
3.2.1 Choix de I'environnement de scripts 
Les environnement Matlab et SLIME ont ete consideres. Bien que d'autres environnements 
de scripts existent, ils ont ete exclus en raison du manque de familiarite afin de reduire le 
temps passe a apprendre I'environnement. 
Matlab est un language et un environnement de scripts proprietaire developpe par Math-
Works (www.mathworks.com). II a l'avantage d'inclure plusieurs outils mathematiques de 
traitement d'image. Comme pour plusieurs languages de scripts, Matlab est assez limite. 
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L'absence d'espaces de nommage (namespaces), de macros et d'autres fonctionnalites de 
langages de programmation de bonne qualite rend difficile la production de modules de 
haute qualite. 
SLIME est un environnement de developpement pour Lisp basee sur l'editeur Emacs. II 
fournit un environnement legerement moins convivial que Matlab. En contrepartie, Lisp, 
ou plus precisement Common Lisp, est un langage beaucoup plus puissant que Matlab 
car il possede la plupart des caracteristiques des langages de bonne qualite. Puisque la 
frontiere entre le code et les donnees est tres mince en Lisp, cela facilite la creation de 
prototypes par la programmation. SLIME et Common Lisp ont egalement l'avantage d'etre 
disponibles gratuitement, et ce, pour plusieurs plateformes. 
Malgre la plus grande familiarite de l'equipe avec Matlab, SLIME a ete choisi pour les 
avantages fournis par le langage sous-jacent ainsi que pour la facilite avec laquelle le code 
pourra etre execute sur Mammouth. 
Etant donne le contexte de realisation de prototype, la rapidite d'implementation prime 
sur la performance. Beaucoup de choix de conception sont bases sur cette priorite mais sont 
realises pour la plupart en encapsulant de telle fagon qu'un changement d'implementation 
soit possible. Cette strategie permet a la fois d'obtenir des resultats tres rapidement et de 
permettre la posterite des modules. 
3.2.2 Modules fondamentaux 
L'amelioration du modelage du contexte pour le codec etudie implique un certain nombre 
de modules fondamentaux. Puisque le codage arithmetique binaire est conserve, les don-
nees a encoder demeurent sous la forme d'un volume de bits. II s'agit done de construire 
des outils permettant d'etudier ce volume de bits et de creer un modelage de contexte 
atteignant les objectifs enonces a la section 1.4. 
La plupart de ces outils sont regroupes dans 1'espace de nommage bitvolume. Cet espace de 
nommage est 1'espace de developpement principal ou les outils sont developpes et certains 
sont extraits dans leur propre espace de nommage une fois matures, et importes dans 
1'espace de nommage principal. 
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3.2.3 Volume de bits 
Un volume de bits est contenu dans un tableau d'entiers. Celui-ci est accompagne d'un 
descripteur de division en blocs appele block-scheme. Ce couple forme une structure b-array 
tel que represents a la figure 3.5. 
La division en blocs est fondamentalement un changement de domaine. Par exemple, 
une division en blocs reguliere fait passer le systeme de coordonnees du volume de bits 
de (x ,y ,z ) a ( i , j , x , y , z ) , en considerant que x est la position horizontale du bit, y sa 
position verticale et z sa position de profondeur. Dans le deuxieme systeme, i et j sont 
les coordonnees du bloc, x et y deviennent la position locale du bit dans le bloc et z 
garde la meme signification. Le block-scheme doit done contenir les informations requises 
pour faire les changement du systeme absolu dans lequel des donnees sont stockees, au 
systeme de coordonnees du type de division. C'est ce qui est illustre a la figure 3.6 : block-
scheme-nil represente le cas ou aucune division en bloc n'est realisee, block-scheme-regular 
represente la division reguliere (AGU par exemple) et block-scheme-mhv represente le cas 






Figure 3.5 - Structure b-array 
L'acces aux bits est faite graces aux methodes baref et bvref qui accedent respectivement 
a une valeur et un bit ainsi qu'aux methodes derivees. Ces methodes se specialisent sur 
la classe du block-scheme d'un b-array et sur la classe de la coordonnee regue. L'acces 
est realise par default en utilisant la methode absolute<-custom definie pour le type de 
division en blocs, mais il est egalement possible de specialiser les methodes avec une 
conversion plus efficace pour des questions de rapidite d'execution, comme c'est le cas 
pour la division en blocs reguliere. 
Ces coordonnees sont contenues dans des structures appropriees. Les coordonnees uti-
lises pour un block-scheme-regular sont contenues dans une structure de type regular-
coordinates, abbreviee rc. 
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Figure 3.6 - Classes representant des types de division en blocs 
Ces elements permettent de representer un volume de bits et d'y acceder facilement dans le 
systeme de coordonnees approprie a sa division en blocs ou dans le systeme de coordonnees 
absolu absolute-coordinates. 
3.2.4 Parcours d'un volume de bits 
L'ordre dans lequel un volume de bits est parcouru est tres important, car seulement 
les bits encodes precedemment sont disponibles lors de l'encodage d'un bit. Un type de 
parcours doit connaitre les dimensions du volume a parcourir. II fournit la coordonnee de 
depart et la fait progresser. Quelques-unes de ces classes sont representees a la figure 3.7. 
La macro path-loop permet de faciliter l'utilisation d'un parcours en etablissant tout ce 
qui est requis dans 1'environnement lexical. Elle permet egalement de cacher davantage 
les details d'implementation pour l'utilisateur. 
3.2.5 Predicteurs 
L'amelioration du modelage de contexte vise a ameliorer la prediction pour le bit courant. 
Un predicteur doit connaitre les bits voisins du bit a coder et sa position. Le nombre et 
la position des voisins depend du predicteur, du type de division en bloc et de l'ordre de 
parcours. Par exemple, deux bits qui sont aux positions horizontales 0 et 32 sont voisins 
en i pour une division en blocs reguliere de taille 32. Un predicteur regoit done un b-
array contenant les bits deja encodes et la position du bit pour lequel il doit fournir un 

































Figure 3.7 - Classes representant des type de parcours de bits 
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prediction, tel que represents a la figure 3.8. En mode entrainement, le predicteur regoit 
aussi la valeur du bit et ne fournit rien : cette etape est appelee update. La figure 3.9 
montre quelques classes de predicteurs. 

























Figure 3.9 - Classes de predicteurs 
Arbre de conditions 
Le predicteur arbre de conditions (pred-cond-tree) est un predicteur comme ceux presents 
dans [PONOMARENKO et coll., 2005, 2007]. Le predicteur est compose de l'arbre, d'une 
fonction devaluation de l'arbre et une table de hachage. L'arbre est pres du code Lisp 
mais sous une forme plus pratique pour les modifications. La fonction devaluation est 
creee en transformant l'arbre en code Lisp pour ensuite le compiler. La table de hachage 
fait le lien entre la forme textuelle des categories et leurs instances. 
Puisque l'arbre est sous une forme proche du code Lisp, il est facile pour un algorithme 
de le modifier. Cela rend possible la creation d'un algorithme d'optimisation d'arbre de 
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conditions. Le contexte de recherche du meilleur arbre de conditions rend difficile le choix 
d'une heuristique, et le grand nombre de conditions possibles rend les recherches largeur 
d'abord tres lente. Une recherche utilisant un algorithme glouton (greedy algorithm) se 
prete bien a ce type de recherche. 
L'algorithme glouton est l'algorithme choisi pour la recherche d'arbre de conditions greedy-
tree. L'algorithme determine d'abord les modifications possibles et pertinentes a l'arbre 
en prenant soin, par exemple, d'eliminer les erreurs de logique comme revaluation d'une 
condition dans une branche dans laquelle elle a deja ete evaluee. Une fois les modifi-
cations possibles identifiees, l'algorithme calcule l'amelioration de compression entrainee 
par chacune d'elles. La meilleure modification est appliquee et soustraite a la liste des 
modifications possibles ainsi que toutes celles qu'elle invalide. L'algorithme reitere ainsi 
pour aj outer le nombre de conditions qui lui avait ete demande. La reutilisation des mo-
difications de l'iteration precedente permet d'economiser le temps requis pour calculer 
l'amelioration encourue. Cet algorithme est illustre a la figure 3.10. 
Conditions 
Une amelioration telle que consideree par l'algorithme greedy-tree est le remplacement 
d'une feuille de l'arbre par une condition et deux nouvelles feuilles. Cela implique que les 
ameliorations possibles dependent des conditions possibles. Les conditions possibles sont 
fournies en entree a l'algorithme. Puisque leur nombre est potentiellement tres grand, des 
outils pour en generer selon certains patrons permettent de faciliter la tache. 
Un outil permettant de generer une condition en utilisant une forme geometrique est cond-
bit-shape. Cet outil cree des conditions qui effectuent un ou-inclusif sur plusieurs bits qui 
sont disposes selon une forme geometrique telles que celles presentees a la figure 3.11. 
Quelques autres formes geometriques derivees de celles presentes a la figure 3.11 sont 
egalement mis en oeuvre. 
Un second outil nomme many-cond-bit-shapes permet de generer plusieurs conditions en 
faisant varier les formes et les parametres. 
Ces deux outils combines a d'autres de moindre importance et a quelques conditions 
plus specialisees creees manuellement permettent d'obtenir des banques de conditions tres 
nombreuses pour l'execution de l'algorithme greedy-tree. 
OUTILS DEVELOPPES 
Figure 3.10 - Algorithme de recherche d'arbre 







(e) :up-right (f) :up-v 
Figure 3.11 - Formes principales pour cond-bit-shape 
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Perceptron 
Une seconde strategie pour le modelage du contexte est l'utilisation d'un perceptron ou 
d'un reseau de neurones. Les entrees du reseau de neurones peuvent etre des conditions 
basees sur le contexte ou des elements direct du contexte comme des bits individuels ou les 
coordonnees du bit a encoder. Un exemple de perceptron a fonction d'activation lineaire 
bornee utilisant des conditions comme entrees est illustre a la figure 3.12. 
Figure 3.12 - Exemple de configuration d'un predicteur base sur un perceptron 
La bibliotheque Fast Artificial Neural Network Library (leenissen.dk/fann) est utilisee 
pour toutes les operations relatives au reseau de neurones. Cette bibliotheque est mature et 
propose un bon nombre de configurations qui permettent d'obtenir un reseau de neurones 
adapte aux besoin du projet en tres peu de temps. 
Les perceptrons et reseau de neurones utilises pour le modelage du contexte peuvent etre 
operes avec ou sans entrainement durant le codage. Dans le second cas, la methode update 
du predicteur n'effectuera aucun travail. Bien que cela soit illogique dans le cas d'un arbre 
de conditions, ce n'est pas le cas pour un reseau de neurones qui a ete entrame avant 
l'encodage. 
Le predicteur de type perceptron (pred-single-peep) contient le perceptron lui-meme {peep), 
la liste de fonctions qui permettent d'obtenir les entrees du perceptron (inputs) et un 
drapeau qui indique si le perceptron doit etre entrame pendant le codage (updatable). Ces 
elements sont illustres a la figure 3.9. 
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Arbre de perceptrons 
La combinaison de la structure en arbre et des reseaux de neurones est une troisieme avenue 
pour l'amelioration du modelage de contexte. Celle-ci permet une methode rigoureuse pour 
la formation de conditions. En effet, puisque les reseau de neurones viennent remplacer 
les conditions et que plusieurs methodes existent pour l'entrainement de ces reseaux, la 
selection d'une condition parmi une liste predefinie dans, greedy-tree est remplacee par la 
formation d'une condition par l'entrainement d'un reseau de neurones. Le predicteur base 
sur ce type d'arbre est nomme pred-pcep-tree-cat. 
L'algorithme presente a la figure 3.10 peut etre reutilise pour la formation de l'arbre de 
perceptron. Une modification est le remplacement d'une feuille par un reseau de neurones 
et un seuil qui permet de former une condition accompagnes de deux feuilles contenant 
des categories. Cet algorithme est contenu dans la fonction peep-tree-cat. 
Puisque les reseaux de neurones presents dans l'arbre cherche a distinguer entre les zeros et 
les uns du volume de bits, ils ont une sortie qui peut etre interpretee comme la probabilite 
que le bit soit 1. II est done possible de retirer les feuilles et d'utiliser les reseaux devenus 
feuilles pour obtenir la prediction. Ce type de predicteur est nomme pred-pcep-tree. 
II est encore une fois possible de reutiliser l'algorithme de la figure 3.10 pour trouver un 
arbre de reseaux de neurones. Les modifications sont l'ajout d'un seuil a un reseau de 
neurones feuille et de deux nouveau reseaux feuilles. Cet algorithme est nomme peep-tree. 
3.2.6 Outils auxiliaires 
Bien que le modelage du contexte soit etudie, certains autres outils et modules auxiliaires 
sont necessaires pour valider son bon fonctionnement et comparer ses performances aux 
autres methodes. 
Codage 
Les outils de la categorie codage sont des outils qui operent dans un contexte d'encodage 
ou de decodage d'un b-array, e'est-a-dire dans un contexte ou seuls les bits qui ont deja 
ete parcourus sont disponibles. Ce groupe inclut la preparation de donnees d'entrainement 
pour un reseau de neurones, la mesure de la performance d'un predicteur sur un groupe 
d'images, le calcul de la valeur mediane d'une caracteristiques pour un groupe d'images 
et d'autres operations de moindre importance. 
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Codage arithmetique 
Deux codeurs arithmetiques sont disponibles. Le premier est un codeur arithmetique bi-
naire a precision finie. II a l'avantage d'etre plus rapide tout en offrant une precision 
suffisante. Le second est un codeur arithmetique a precision infinie. II permet d'encoder 
une source ayant un alphabet de taille arbitraire et possede une precision infinie. Sa vitesse 
est toutefois inferieure. 
3.3 Observations statistiques sur les images de test 
Le modelage du contexte en jeu lors du codage entropique requiert une bonne connaissance 
des statistiques de la source. La source qui nous interesse est la DCT en blocs pour des 
images naturelles. Cette source peut etre examinee de fagon absolue, en regardant par 
exemple la probabilite de trouver un 1 au premier bit du volume de bits ou la probabilite 
d'un 1 au plan de bit le moins significatif du volume de bits. Elle peut egalement etre 
examinee de fagon relative en s'interessant a la probabilite d'un 1 pour un bit qui a 
un voisin immediat au plan de bit superieur. Ce chapitre s'interesse a ces deux types 
d'observation. 
3.3.1 Statistiques absolues 
Les observations absolues s'interessent aux statistiques qui ne dependent pas des bits 
entourant un bit. Parmi les statistiques absolues, on note les probabilites globales de 1 ou 
de 0, ainsi que leurs probabilites selon leur position dans le blocs. La positition d'un bit 
dans un bloc est exprimee selon x, y et z. La coordonnee en £ correspond au plan de bits, 
z = 0 etant le plan de bits le moins significatif. Les coordonnees x et y correspondent a 
la position du coefficients de la DCT dans un bloc. La position decrite par x = y = 0 
correspond a la composante de frequence 0 du bloc. 
Statistiques globales 
La statistique la plus simple est la probabilite globale de 1 (et done implicitement la 
probabilite de 0 puisqu'il s'agit de codage arithmetique binaire). La figure 3.13 montre la 
probabilite de 1 pour chacune des images. Cette probabilite se situe entre 1 et 1,5%. 
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Figure 3.13 - Probabilite globale de 1 pour chacune des images 
Statistiques par plan de bits 
Les coefficients de grandes valeurs etant moins nombreux que les coefficient de valeur 
faible, la probabilite de 1 est plus grande en allant vers les plans de bit les plus faibles. 
Les figures 3.14 et 3.15 montrent cet etant de fait. 
La remonte suivie de la chute brusque est due au composantes DC des blocs qui sont typi-
quement beaucoup plus hautes que le reste des valeurs. Cette constatation est confirmee 
par les figures 3.16 et 3.17. 
Les figures 3.16 et 3.17 montrent une certaine chute de la probabilite de 1 pour le dernier 
plan de bits pour la plupart des images. Cela est du au fait que seul un petit nombre de 
coefficients atteignent une telle amplitude. 
Statistiques selon x et y 
En considerant tous les plans de bits de tous les blocs d'une image, on obtient les proba-
bi l i ty illustrees a la figure 3.18. Les pics a tres haute frequence pour Peppers rendent le 
codage de cette image plus difficile car ces bits sont difficiles a prevoir. 
II est egalement possible de s'interesser a la probabilite de 1 selon x + y ou selon la norme 
du vecteur forme par ces coordonnees. C'est ce qui est illustre aux figures 3.19 et 3.20. 
La forme generale est celle d'une decroissante a 1'exception de Peppers qui connait une 
remontee significative dans la section des hautes frequences. 
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Figure 3.14 - Probabilite de 1 selon z 
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Figure 3.15 - Probabilite de 1 selon 2 nomalise 
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Figure 3.17 - Probabilite de 1 selon z nomalise en excluant x = y = 0 
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(e) Peppers 
Figure 3.18 - Probabilite de 1 selon la position (x,y) 
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Figure 3.19 - Probabilite de 1 selon x + y 
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Figure 3.20 Probabilite de 1 selon \Jx2 + y2 
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II est verifie a la figure 3.21 que la forme d'exponentielle decroissante est applicable pour 
tous les plans de bits. Toutefois, on remarque une grande difference entre les images et 
une certaine ressemblance dans la forme de la courbe pour les plans de bits d'une meme 
image. 
3.3.2 Observations relatives 
Les observations relatives considerent les donnees deja codees. II s'agit d'etudier les effets 
des bits environnants sur le bit qui est sur le point d'etre encode. 
Effet des bits plus significatifs 
La presence d'un 1 dans un plan de bit superieur est tres significatif puisque cela signifie 
que le coefficient est different de zero. Cela pourrait nous amener a croire que les bits qui 
se trouvent sous un 1 ont une probabilite de 0, 5. Or, l'etude de la probalite de 1 selon 
la valeur au-dessus revele qu'elle tend effectivement vers 0, 5, mais que ce n'est pas le cas 
pour des petites valeurs au-dessus au bit. Les figures 3.22 et 3.23 montrent cet etat de 
fait. II est important de noter qu'en raison du faible nombre de donnees qui possedent de 
hautes valeurs, de grandes variations apparaissent a la figure 3.22. 
Effet des bits voisins du meme plan de bits 
La figure 3.24 montre que la presence d'un bit environnant augmente la probabilite de 1 
pour le bit courant. L'interpretation correcte de la figure est que pour tous les bits qui ont 
un 1 comme voisin A(x, y) = (—1, 0), 35% ont la valeur 1. II est interessant de remarquer 
que les bits n'ont pas une contribution proportionelle a leur distance et que la direction a 
une grande influence. 
II est egalement possible de s'interesser a la somme des voisins du meme plan. Les figures 
3.25 et 3.26 s'interessent a cette donnee. On remarque que les courbes tendent vers une 
probabilite de 1 de 50% et sont tout de meme assez semblables. 
Effet des bits voisins du plan de bits superieur ( z + 1 ) 
La figure 3.28 indique que le nombre de bits egaux a 1 en ce qui a trait aux neuf bits les 
plus pres du plan superieur n'est pas d'une grande importance. La distinction a faire est 
entre l'absence et la presence d'au moins un 1 parmi ces bits. 
Lorsqu'on agrandit la zone aux 25 bits les plus pres du plan de bits superieur, il apparait 
un niveau intermediate lorsque la somme est de 1 tel que montre a la figure 3.29. 
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Figure 3.21 - Probabilite de 1 selon la distance et le plan x + y 
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Valeur au dessus du bit 
Figure 3.22 - Probabilite de 1 selon la valeur au-dessus du bit 
Valeur au dessus du bit 
Figure 3.23 - Probabilite de 1 selon la valeur au-dessus du bit pour toutes les images 
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Figure 3.24 - Probabilite de 1 selon la presence d'un 1 au bit voisin deplace de A ( x , y ) 
Somme 
Figure 3.25 - Probabilite de 1 selon la somme des bits voisins du meme plan • 




















Figure 3.26 - Probabilite de 1 selon la somme des bits voisins du meme plan distance de 
2 ou moins 
0.8 














Figure 3.27 - Probabilite de 1 selon la somme des bits voisins du meme plan distance de 
3 ou moins 
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Somme 
Figure 3.28 - Probabilite de 1 selon la somme des 9 bits du plan superieur les plus pres 
Somme 
Figure 3.29 - Probabilite de 1 selon la somme des 25 bits du plan superieur les plus pres 
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En agrandissant davantage jusqu'a une zone de 49 bits, la situation est tres peu amelioree. 
Quelques niveaux intermediaries sont obtenus pour les sommes faibles, tels qu'illustres a 
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Figure 3.30 - Probabilite de 1 selon la somme des 49 bits du plan superieur les plus pres 
Effet des coefficients voisins 
En examinant la figure 3.35, il est possible de s'interroger sur la contribution du plan de 
bits courant sur les courbes de tendance. En effet, la figure 3.27 a une forme similaire mais 
avec une pente plus douce. La figure 3.36 presente la relation entre le nombre de coefficients 
ayant au moins un 1 d'encode et la probabilite du symbole 1, et ce, en excluant les bits 
du plan courant. La transition est tres rapide, ce qui rend la somme peu significative. 
Toutefois, l'absence totale de coefficients differents de zero reste significative. Cette meme 
situation est confirmee pour des nombre inferieurs de coefficients. La conclusion tiree est 
que le plan courant contient la majeure partie de l'information. 
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Figure 3.31 
de A ( x , y ) 
(b) Point de vue B 
- Probabilite de 1 selon la presence d'un coefficient voisin different de 0 deplace 
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Figure 3.32 - Probabilite de 1 selon la presence d'un coefficient voisin different de 0 deplace 
de A (x,y) en excluant le plant courant 
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Figure 3.34 - Probabilite de 1 selon la des 25 coefficients les plus pres ayant un 1 deja 
code 
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Figure 3.35 - Probabilite de 1 selon la des 49 coefficients les plus pres ayant un 1 deja 
code 
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Figure 3.36 - Probabilite de 1 selon la des 49 coefficients les plus pres ayant un 1 deja 
code en excluant le plan courant 
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CHAPITRE 4 
CODAGE A R I T H M E T I Q U E BINAIRE A 
L 'AIDE D 'UN RESEAU DE NEURONES A 
REACTION POSITIVE 
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couches qui possede neuf entrees et une sortie pour le modelage du contexte des coef-
ficients quantifies de la DCT. Cette approche atteint les performances de JPEG2000. 
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4.1 Introduct ion 
Adaptive Binary Arithmetic Coding [SuBBALAKSHMl, 2003] involves three steps : bina-
rization, context-modeling and binary arithmetic coding (BAC). BAC's performance is 
mainly limited by context modeling, which uses information known to both the coder and 
the decoder to estimate the probabilities of the symbols of the source. 
Existing methods to perform this task in the realm of image compression include automa-
tons with context models [TAUBMAN, 2000] and trees with context models [PONOMARENKO 
et coll., 2005]. We propose using a two-layer feedforward neural network (FFNN) consis-
ting of a single bounded linear artificial neuron, for low bit rate coding. 
The paper is organized as follows. Section 4.2 presents the coder used to test our FFNN 
context modeling technique, which is described in Section 4.3. Section 4.4 presents a 
comparison with JPEG and JPEG2000 [SKODRAS et coll., 2001], demonstrating that the 
proposed approach performs well and can be simply implemented in hardware. 
4.2 Coder setup 
The encoding process of the proposed coder is illustrated in Figure 4.1. For the binarization 
step, the image is transformed using DCT on blocks of 32x32. The coefficients obtained 
are quantized uniformly using a specified quantization step and rounded to the closest 
integer. 
All coefficients equal to ±1 that have no neighbors different from zero over three rows 
and three columns or less are set to zero. This reduces the compressed image size by up 
to 2% and only creates minor image degradation. The signs of the remaining non-zero 
coefficients are simply passed on to the output stream, uncoded. 
The context modeling module processes blocks of integer DCT coefficients, separated in 
bit-planes. The resulting structure can be seen as a 3-D array of bits. We denote a DCT 
coefficient BijiX!y, with i and j being respectively the horizontal and vertical indices of 
the block containing the coefficient. The x and y indices represent the horizontal and 
vertical coordinates of the coefficient within the block. Individual bits of a coefficient are 
denoted BitjtXty<z, with z being the order of the bit and z = 0 being the index of the least 
significant bit. Considering w to be the width of the image, h its height and k the number 
of bit-planes, i e {0,1, 2,..., w/32 - 1}, j € {0,1, 2,..., h/32 - 1},'x E {0,1, 2,..., 31}, 
y E {0,1, 2,..., 31} and z G {0,1, 2,..., k - 1}. 
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Figure 4.1 - Encoding and decoding processes 
Coding starts with the most significant bit-plane (z = k — 1) and each bit-plane is coded 
entirely before going to the next most significant, for progressive decoding. Each bit-plane 
is coded row by row (by incrementing x first) using the context modeling module presented 
in Section 4.3 to estimate the probability of the current symbol. Binary arithmetic coding 
is then used to generate the code word. 
The decoding process consists of the complement operations of the encoding process, 
performed in the reverse order followed by the removal of blocking artifacts using the 
approach described in [EGIAZARIAN et coll., 1999]. The removal of blocking artifacts 
yields an increase in image quality of 0.5 to 1 dB. 
4.3 FFNN Context Model ing 
The context modeling operation consists of transforming characteristics of the context in 
an estimation of the probability of the symbols. In the considered case, only two symbols 
are present, i.e., 0 and 1. Thus, the estimation of the probability of one symbol is the 
inverse of the other, i.e. = 0) = 1 — P(Bij>XtyjZ = 1). 
We consider the following nine characteristics to estimate the probabilities of the symbols 
to use by our coder : 
Co 1 if y = 0; otherwise 0. 
C\ 1 if x — y = 0; otherwise 0. 
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C2 1 if there is at least one bit equal to 1 in the higher bit planes for this coefficient, 
i.e., 1 e { /? ,„ , 2/,2+1) Bi Bi,j,x,y,k-i}; otherwise 0. 
Cz 1 if there is at least one bit equal to 1 in the higher bit planes of the eight immediate 
neighboring coefficients; otherwise 0. 
C4 1 if there is at least one bit equal to 1 in the already coded neighboring bits of the 
current bit plane, i.e., 1 G £ij,x-i,y-i,2 , BiijiX,y-iiZ, 
Bij,x+i,y-\,z} ; otherwise —1, which yields slightly better results than 0 for this condi-
tion. 
C5 1 if there is at least one coefficient different from 0 in the square formed by the 
coefficients displaced by two rows or two columns; otherwise 0. 
C6 1 if there is at least one coefficient different from 0 in the square formed by the 
coefficients displaced by three rows or three columns; otherwise 0. 
C-j 1 if there is at least one coefficient different from 0 displaced by one block horizontally 
or vertically, i.e., Bid^y ± 0 V B^i,j-i,x,y 0 V ^ 0 V 5 i + i j_i,X i V 
0 V Bi-ljiXfy 0 V Bi+lJtX^y ^ 0V Bi-ltj + ltX,y ^ 0 V BiJ + liXty ^ 0 V Bi+ + ; 
otherwise 0. 
Cg The minimum value between four (represented over three bits 100&) and the number 
of immediate neighboring coefficients that are different from 0. 
The characteristics used are inspired from the 17 conditions used in [PONOMARENKO 
et coll., 2005, 2007]. We tested over 600 algorithmically generated conditions, selected 
the most significant and optimized them manually for the considered configuration. These 
conditions examine the position of the bit to encode and, more importantly, the presence of 
neighbours different from 0 around the bit. The importance of neighbours is explained by 
the energy compaction accomplished by the DCT. Removing any of these nine remaining 
characteristics as inputs to the FFNN typically increase image size by over 1%. 
These characteristics are used as inputs to our FFNN context modeling module. They 
are modulated by weights and then summed and bounded at 0+ and 1~ using a linear 
clipper activation function, to accommodate the arithmetic coding stage. The output 
of the neural network could have been either P(BijtXjyiZ = 0) or P(Blj^.yz = 1), the 
other being obtained by P(0) = 1 — P( 1). We propose using BitjiX,ytZ as an estimation of 
P(BijtX,y,z = !)• This choice allows us to eventually conduct online training. Figure 4.2 
illustrates a possible hardware implementation of the proposed context-modeling module. 
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Figure 4.2 - Possible hardware implementation of the proposed FFNN. 
TABLEAU 4.1 - Weights of the artificial neuron 
Input Training Set A Training Set B 
Co 5/64 5/64 
Ci 1/2 15/32 
c2 -13 /64 -15 /64 
Ob 1/16 3/64 
c4 3/64 1/64 
c5 5/64 3/32 
c6 5/64 5/64 
c7 3/32 5/64 
C8 1/16 5/64 
bias -1 /128 - 1 / 3 2 
The output before the clipper is Ylt=oCiwi + Wbias- The look-up table (LUT) can compute 
the result of Ciwi + UJbias, while CgWg can be computed separately and added to the 
output of the LUT. 
Before adopting such configuration for the neural network, we conducted extensive tests 
using various number of configurations. We observed that the addition of one or two hidden 
layers composed of 5 to 50 neurons do not improve the performance for these inputs. The 
use of other activation functions such as sigmoid, Gaussian, Elliott [ELLIOTT, 1993] and 
sinusoidal did not result in better performances compared to the linear activation function 
used. 
Training is done offline via the iRPROP" algorithm [IGEL et HUSKEN, 2000] using two 
training sets : A) the upper-left 1/16 portion of Lenna, Barbara, Baboon, Goldhill and 
Peppers; and B) Lenna. Table 4.1 presents the resulting weights. The similarities between 
these weights show that the neural network generalizes well in such application. This 
shows that the results using training set A are not illegitimately improved by using the 
upper-left 1/16 of the images for the training set and the whole image for the test set. 
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TABLEAU 4.2 - Comparison of coding efficiency 
Size (bpp) 
0.125 0.25 0.5 1 
Image Coder PSNR (dB) 
Lenna 
FFNN 31.21 34.31 37.31 40.22 
J2000 31.02 34.15 37.27 40.33 
A 0.19 0.16 0.04 - 0 . 1 1 
Barbara 
FFNN 27.21 30.47 34.47 39.04 
J2000 25.87 28.89 32.87 38.07 
A 1.34 1.58 1.6 0 .97 
Baboon 
FFNN 21.70 23.46 25.90 29.48 
J2000 21.68 .23.18 25.57 29.11 
A 0.02 0.28 0.33 0.37 
Goldhill 
FFNN- 28.70 30.88 33.46 36.85 
J2000 28.49 30.53 33.24 36.54 
A 0.21 0.35 0.22 0 .31 
Peppers 
FFNN 30.65 33.10 35.25 38.04 
J2000 30.79 33.54 35.80 38.17 
A -0 .14 -0 .44 -0 .55 -0 .13 
In addition, using weights derived from training set B increases the size of coded images 
for Lenna of around 2% comprared to the training set A, even if the training set B is the 
entire Lenna image. For the other images, training set B increases the coded image size 
by and average of 5% (and up to 8%) for Baboon. Therefore, we chose to use the weights 
derived from training set A for our experimental results. 
Other training methods have been tried with similar or worse results, namely, one-step 
secant backpropagation, Levenberg-Marquardt backpropagation, gradient descent with 
momentum and adaptive learning rate backpropagation, conjugate gradient backpropa-
gation with Fletcher-Reeves updates or Powell-Beale restarts and BFGS quasi-Newton 
backpropagation [Du et SWAMY, 2006]. 
4.4 Results 
As done in [PONOMARENKO et coll., 2005], the compression efficiency of the FFNN context 
modeling module was analyzed using common 512x512 grayscale images (Lenna, Barbara, 
Baboon, Goldhill, Peppers), and compared to the performance of JPEG2000 [SKODRAS 
et coll., 2001] (denoted J2000, using the Kakadu coder by D. Taubman [TAUBMAN et 
MARCELLIN, 2001]) for different quantization step size. Results are presented in Table 4.2 
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Figure 4.3 - Probability of 1 according to (x,y) position in a block for Peppers using the 
FFNN coder 
and in Figure 4.4. The improvement in PSNR of FFNN over J2000 is presented in rows 
A. FFNN context-modeling brings an overall improvement of 0.34 dB on average over 
JPEG2000. The best performance is observed for Barbara (1.37 dB average improvement) 
because the patterns in this image are better coded using DCT rather than through 
DWT (Discrete Wavelet Transform) used with JPEG2000. For images with sharp edges, 
such as Peppers, for which DWT provides better performance, JPEG2000 gets 0.32 dB 
improvement on average over our FFNN context modeling module. More specifically, with 
Peppers, the coefficients at very high DCT frequencies, isolated from the rest, as shown 
in Figure 4.3, are difficult to predict. This results in making arithmetic coding produce 
long code words. Similar bumps at high DCT frequencies are not present in the other test 
images. 
Figures 4.5 and 4.6 show Lenna at 0.125 bpp and 0.25 bpp. coded by the proposed coder. 
It shows the subjective image quality to be acceptable. 
4.5 Conclusion 
The use of a feedforward neural network context modeling module for DCT coefficients 
resulted to be a valid approach that matches the performance of JPEG2000, and reveals 
to be a promising technique for generating bit plane probability in arithmetic coding. 
Using the proposed FFNN with weights that do not change during coding instead of using 
adaptive probability models makes a parallel block coding implementation possible. In 
future work, improving performance by using different context characteristics or by using 
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Figure 4.4 - Image quality relative to size of all five images 
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Figure 4.5 - Lenna at 0.125 bits per pixel, 31.21 dB, using the FFNN coder 
other transforms such as D W T or lapped orthogonal transform ( G L B T [TRAN et coll., 
1998]) are going to be investigated. 
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/ 
Figure 4.6 - Lenna at 0.25 bits per pixel, 34.31 dB, using the FFNN coder 
CHAPITRE 5 
DISCUSSION 
La richesse des outils presentee a la section 3.2 a permis des experimentations diverses. Ces 
experimentations visaient l'amelioration du codec AGU principalement en ce qui a trait 
a sa performance qualite-compression. Elles sont reliees au projet global de codec video 
pour la telesupervision, mais dissociees des objectifs de simplification du codec d'image. 
Les pistes explorees sont l'amelioration de l'arbre de conditions, l'ordre de codage des 
bits et l'utilisation de modeleurs de contexte similaires pour la DWT. L'objectif de cette 
section est de presenter sommairement les conclusions obtenues. 
L'arbre utilise dans [PONOMARENKO et coll., 2005] comporte 44 conditions, qui plus est, 
une copie differente est utilisee pour chaque plan de bits. Pour ameliorer ce modeleur de 
contexte, il est possible d'obtenir des performances similaires avec un plus petit nombre 
de conditions ou avec des conditions plus simples. Les experimentations menees ont revele 
que les conditions utilisees dans [PONOMARENKO et coll., 2005] etaient bien choisies et 
qu'il est difficile d'en creer de meilleures pour la source etudiee. Toutefois, la reorganisation 
de ces conditions a l'aide d'un algorithme de type greedy permet d'organiser automatique-
ment des conditions en arbre. Les resultats revelent que les arbres crees sont superieurs 
a celui utilise dans [PONOMARENKO et coll., 2005] par une marge non significative. Cela 
porte a croire que la performance est maximisee pour les conditions utilisees et que la 
simple modification de l'arbre n'est pas une piste interessante. D'autre part, la creation 
de conditions optimisees est une piste qui reste a explorer. 
En poussant les experimentations afin de comparer les performances obtenues avec celles 
de [PONOMARENKO et coll., 2005], les resultats presentes au tableau 5.1 indiquent que les 
performances du FFNN sont legerement inferieures (0,2-0,3 dB) a celles du codec AGU. 
Ce desavantage est minime considerant que la structure du codec FFNN permet un codage 
et un decodage des blocs en parallele, ce qui est un avantage considerable au niveau de la 
latence du codec. 
L'ordre de codage des bits est egalement sommairement couvert par les outils developpes. 
Les experimentations menees revelent que l'ordre de codage fait une grande difference sur 
la performance du codeur. La modification de l'ordre de codage a pour effet d'exposer la 
source d'une fagon differente et a done un impact majeur sur les mesures et statistiques. 
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TABLEAU 5.1 - Comparison of coding efficiency 
Size (bpp) 
0.125 0.25 0.5 1 
Image Coder PSNR (dB) 
Lenna FFNN 
31.21 34.31 37.31 40.22 
AGU 31.50 34.51 37.46 40.52 
Barbara FFNN 27.21 30.47 34.47 39.04 AGU 27.55 30.77 34.65 39.26 
Baboon FFNN 21.70 23.46 25.90 29.48 AGU 22.01 23.69 26.12 29.70 
Goldhill FFNN 28.70 30.88 33.46 36.85 AGU 28.97 31.09 33.65 37.03 
Peppers FFNN 30.65 33.10 35.25 38.04 AGU 30.90 33.32 35.55 38.33 
Des outils ont ete crees pour tester divers ordres de codage qui doivent etre programmes 
manuellement. Les resultats preliminaires semblent indiquer que l'ordre zigzag est supe-
rieur a l'ordre ligne par ligne dans la majorite des situations. Toutefois, une etude plus 
poussee est requise pour confirmer les resultats preliminaires. De surcroit, la creation au-
tomatisee d'un ordre optimal peut etre une avenue qui augmenterait les performances du 
codec. 
Finalement, un des resultats assez interessants est la compatibility apparente des outils 
developpes avec la DWT. Tant au niveau de l'optimisation d'arbre que de l'utilisation 
d'un reseau de neurones, les resultats obtenus avec la DWT sont prometteurs, quoiqu'ils 
soient inferieurs aux resultats obtenus avec la DCT. 
CONCLUSION 
Ce memoire presente un codec d'image base sur un modeleur de contexte realise a l'aide 
d'un reseau de neurones artificiel. Cette nouvelle approche a l'avantage d'etre simple 
et parallelisable. Les performances du codec depassent celles de la figure bien etablie 
JPEG2000. 
La configuration choisie est un reseau de neurones a deux couches, neuf entrees et une 
sortie. Cela constitue la plus simple configuration trouvee sans degrader les performances 
en-dessous des objectifs etablis. Les poids utilises dans le reseau de neurones etant assez 
generaux pour des images tres differentes, aucune adaptation n'est requise pendant le 
codage. Cela a pour resultat de permettre le codage des blocs en parallele et ainsi reduire 
la latence du systeme. Qui plus est, la basse precision des poids (six bits) facilite davantage 
l'implementation materielle. 
Les resultats obtenus dans le cadre de ce projet de recherche laissent entrevoir beaucoup 
de possibilites dans le futur. Bien que des reseaux plus complexes pour les entrees utilisees 
ne permettent pas d'augmenter la performance, il est possible d'etudier comment utiliser 
davantage d'entrees et un reseau plus complexe pour ameliorer la performance. 
Toujours dans le meme contexte, il est possible d'etudier comment effectuer l'entrainement 
en meme temps que le codage afin d'obtenir un reseau plus specifique a l'image courante en 
exploitant sa nature adaptative. Une attention particuliere doit etre portee a la structure 
du reseau, ses poids initiaux et aux parametres d'entrainement. 
Une autre avenue est d'etudier comment adapter la technique presentee au codage d'autres 
transformees telles la DWT ou la GBLT. Cette adaptation requiert qu'on s'interesse aux 
entrees significative pour la nouvelle source et a l'ordre de codage, entre autres. 
Outre les ameliorations de la technique et du codec en lui-meme, il est enfin important 
de s'interesser a la transformation de celui-ci en codec inter-image afin de repondre aux 
besoins de telesupervision. 
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ANNEXE A 
IMAGES DE TEST 
(a) Lenna 
Figure A.l - Images de test 
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(c) Baboon 
Figure A.l - Images de test 
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