Introduction
A.B. Cruzeiro [3] proved the almost-sure existence of solutions for dierential equations on the Wiener space. In this paper, we extend the almost-sure existence to the quasi-sure existence, that is, the existence of solutions for all initial values except in a set of (r; p)-capacity 0 for all r 0 and p > 1. Here the capacity is associated with the Ornstein-Uhlenbeck operator. To show the quasi-sure existence we use the notion of Sobolev spaces of Banach valued functions (see Shigekawa [13] and Denis [4] ). To be precise, let (X; H; ) be an abstract Wiener space and A be a vector eld on X which is a smooth mapping from X into H in the sense of Malliavin. Then under some conditions for A, which will be stated precisely in Theorem 5.5 below, the solutions V t (x) of the following dierential equation exist for all t 2 R, quasi everywhere x (q.e.x).
(1.1) (dV t =dt)(x) = A(V t (x) + x); V 0 (x) = 0:
We rst consider (1.1) in nite dimensional case. We show that for any k 2 N, (L k V t ) exists for all t 2 R; -a.e.x and thereby (V t ) admits a quasi-continuous modication as a C([0; T ] ! X)-valued function for any T > 0. In nite dimensional case, one point has a positive (r; p)-capacity for suciently large r and p. Therefore we can show that a solution to (1.1) exists for every initial value x 2 X. To deal with (LV t ), for example, we have to consider the following dierential equation : where B is a vector eld on R n , L is the Ornstein-Uhlenbeck operator and E m;n is some polynomial. Using these dierential equations, we estimate (L k V t ).
To proceed to innite dimensional case, we adopt a nite dimensional approximation. To be precise, we take a sequence fA n g converging to A such that A n depends only on nite number of coordinates and takes values in nite dimensional subspace of H. Denoting a solution for A n by (V (n) t ), we show that (V (n) t ) converges quasi-everywhere and the limit satises (1.1). The organization of this paper is as follows. In the section 2, we review the capacity and Sobolev space of Banach valued functions. A sucient condition of the existence of quasi-continuous modication given by Shigekawa [13] is crucial. In the section 3, we consider the nite dimensional case. A.B. Cruzeiro [2] proved the almost-sure existence of solutions for dierential equation (1.2) on R n which satisfy the ow property. We apply her idea to show the existence of solutions for all t 2 R and x 2 R n for the above system of dierential equations (1.5). In the section 4, we prepare the approximations and prove the main result in the section 5. Here the integral in the right hand side is the Bochner integral. Then T t u(x) can be dened for -a.e.x and fT t g is a contraction semigroup on L p (X; ; B). Further fT t g is strongly continuous.
Let us denote the generator by L. Now for r 0 we can dene (1 0 L) 0r=2 by the following gamma transformation :
(1 0 L) 0r=2 = In the following, we discuss the connection to the (r; p)-capacity. First we review the (r; p)-capacity. For details, see [5] and [8] . Using the above results, we prove the extension in section 5. In this chapter we denote by the standard Gaussian measure on R n . By a vector eld on R n , we mean a Borel measurable function B : R n 3 x 7 ! B(x) 2 R n . 
and
we should consider the following system of dierential equations to be satised by where E m;n is some polynomial which can be obtained successively (cf. (5.9) below). 
. Then a solution of the above system of dierential equations (3.2), (3.3), (3.4) and (3.5) exists also for all t 2 R starting for all x 2 R n .
Proof. We prove only the case of order 1. For the general cases of L 2 ; L 3 ; 1 1 1 , we prove them in the section 5.
For the dierential equation (3.2), by Theorem 3.4, V t (x) exists for all t 2 R, -a.e.x, and since B 2 C 1 , V t (x) is C 1 with respect to t and x. For the equation (3.3), for xed T > 0, we put sup 0tT jjrB(V t (x) + x)jj = C 1 (T; x) which is nite since rB is C 1 . For 0 t T , the integral form of (3. Let (X; H; ) be an abstract Wiener space such that dim H = 1. We consider an orthonomal basis e 1 ; 1 1 1 ; e k ; 1 1 1 on H such that e k belongs to X 3 , so that, for every k = 1; 2; 1 1 1 , the map x 7 ! hx; e k i on H has a continuous extension to the space X which we denote by hx; e k i also. We project E H n A on R n , in other words, P H n denotes the orthogonal projection of H on H n , we set
Then we have jjA n (x)jj jjE H n A(x)jj, D h A n (x) = P H n [D h E H n A(x)] for all h 2 H and jjA n jj r;p jjE H n Ajj r;p . Consequently A n 2 W 2 1 (R n ; R n ). By the Sobolev's immersion theorem, this is a C 1 -function. We can easily prove the following general facts for ows on R n (Cruzeiro [3] , This ow is a transformation of R n . We must modify the transformation on X and at the same time it does not change the formula (4.1).
We can set, for x 2 X, x = y + z; z 2 H n :
If U A n t is the ow for A n dened on R n , set If is a function dened on H n , then we have (V A n t (x) + x) = (U A n t (x)).
On the other hand, the measure can be decomposed as = n n with n dened on H ? n . Then we have
Thus we have the following
We consider V A n t (x) =Ũ A n t (x) 0 x 2 H and have to show the convergence of these functions. For this, we prepare the estimation of the norm of (U A n t ) 0 (x) which can be proved easily (Cruzeiro [3] Since jjA n+m 0 A n jj L p ! 0 as n; m ! 1, 8p, the above integral tends to 0 as n; m ! 1. Hence for all xed t (jtj < M ), 
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Remark 4.10. For all xed t, we can choose a sub-sequence of (V A n t (x) + x) which converges to V t (x) + x for a.e.x. We can estimate II(t) similarly as I(t) : Thus by the same way, III(t) tends to 0 as n; l ! 1 uniformly in t 2 [0M; M ]. 3
By the same technique used in the above lemma, we can show the following lemma more easily. Furthermore, for all t 2 R, the measure (V t (1) + 1) 3 is absolutely continuous with respect to and if we set (d(V t (1) + 1) 3 =d)(x) = k t (x), then k t 2 L p (), 8p.
From now on, we wish to prove the quasi-sure existence of the solution. For that, we put the following assumption. Assumption 2. Suppose that a vector eld A on X satises the following conditions : The rest of this paper is devoted to the proof of this theorem. 
C(p) 1 (E 2;1 + E 2;2 + E 2;3 + E 2;4 ): Since the rst term of right hand side tends to zero as n; m ! 1 by Lemma 5.4, and the second is nite by Theorem 3.5, we have E 2;1 ! 0 as n; m ! 1. 
