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Abstract
In certain situations neutron radiotherapy has potential advantages
over conventional X-ray therapy. It has yet to be conclusively proven
that neutron therapy is more efficacious than X-ray therapy, and in many
institutions worldwide neutron therapy is currently being evaluated. It
is important that the dosimetry of neutron beams is consistent so that
clinical results from different centres can be compared. Due to the
relatively large uncertainties in the measurement of absorbed dose in
neutron beams this consistency is difficult to achieve. This work
describes the application of a recently developed dosimetry method,
namely water calorimetry, to the field of neutron dosimetry.
The concept of absorbed dose and its measurement are discussed. The
theory behind radiation calorimetry in general, and specifically water
calorimetry, is outlined followed by a review of water calorimetry and
calorimeters for neutron dosimetry. The calorimeter, which consists
simply of a thermally insulated tank of water, and its construction are
described. The temperature rise in the water was detected by a
thermistor which was incorporated in a Wheatstone bridge circuit. The
merits of different configurations of bridge circuit are discussed and
the literature on the subject is reviewed. The circuit employed was an
AC bridge having asymmetric, inductive ratio arms. The output of the
bridge was detected by a lock-in amplifier and the signal was fed
directly to a microcomputer which stored and analysed the data.
Absorbed dose measurements with the calorimeter were made in 4 and
9 MV photon beams, a 10 MeV electron beam and a d(15) + Be neutron beam.
Calorimetric determinations of absorbed dose were compared, under
identical conditions, with ionisation chamber dosimetry. In the 4 MV
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and 9 MV photon beams calorimetric measurements of absorbed dose to
water were respectively 4.0 and 4.5% higher than ionisation chamber
measurements. In the 10 MeV electron beam calorimetric measurements
were 5.5% higher. These differences are due to the heat defect in water
which is discussed in detail. In the neutron beam absorbed dose
measured with the calorimeter was compared with that measured using an
Exradin tissue equivalent ionisation chamber. Doses measured with the
ionisation chamber were calculated according to the European protocol
for neutron dosimetry. Absorbed dose to tissue measured with the
calorimeter was 4.4% lower than that measured with the ionisation
chamber. Relative to ionisation chamber dosimetry, dose measurements
with the calorimeter were approximately 9% lower in the neutron beam
than in the photon beams. The implications of this result, and those
from other water calorimeters, are fully discussed.
11
CHAPTER 1
THE MEASUREMENT OF ABSORBED DOSE
1.1 INTRODUCTION
In radiotherapy it is important to deliver prescribed radiation
doses accurately. It is generally accepted that radiation delivered to
within 5% of the prescribed dose is clinically acceptable (Moss et al
1973). The major difficulties in attaining this level of accuracy are
obtaining reliable patient positioning and the irregular shape of the
patient and the target volume. However, it is equally important that
the dosimetry of the radiation beam is accurate, in order to deliver the
desired dose.
Methods of specifying "radiation dose" have been evolving ever
since radiation was first used for therapy. The amount of energy
deposited per unit mass, termed the absorbed dose, is the most
fundamental way of measuring energy deposition in a material. To
completely characterise the energy deposition by a radiation beam, other
factors are necessary, such as the type of radiation (X-ray, neutron
etc.) and the energy spectrum of the beam. For any radiotherapy beam it
is necessary to be able to measure absorbed dose and its spatial and
temporal distributions. In the early days of radiation dosimetry it was
not absorbed dose, but a unit called the roentgen which was used to
quantify the amount of X-radiation. In 1928 the International
Commission on Radiation Units and Measurements (ICRU) defined the
roentgen, r, as a "quantity" of X-radiation which, in a free air
chamber, produced a given amount of charge at STP. This quantity of X-
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radiation was not given a name by the ICRU and this rather
unsatisfactory situation existed until 1957. In 1957 the ICRU defined
the quantity "exposure dose" and the roentgen became the unit of
exposure, which was defined for gamma as well as X-radiation (ICRU
1957).
Although exposure gave a measure of the intensity of a photon beam,
it was also desirable to measure the amount of energy deposited by a
beam when it passed through a material. Thus in 1951 the ICRU stated,
"For the correlation of the dose of any ionising radiation with its
biological or related effects the ICRU recommends that the dose be
expressed in terms of the quantity of energy absorbed per unit mass of
irradiated material at the point of interest" (ICRU 1951). In 1954 they
gave the name "absorbed dose" to this quantity of radiation and adopted
the rad as the unit of absorbed dose (ICRU 1954). This also allowed
other types of ionising radiation such as neutron and electron beams to
be measured, since exposure, by definition, was only applicable to
photon beams. Another limitation on the usefulness of the concept of
exposure arises from the fact that the definition states that all the
charged particles liberated by photons in the measuring volume are
completely stopped in air. This necessitates the use of a free air
chamber to measure exposure, with the requirement that charged particle
equilibrium exists throughout the sensitive volume. Unfortunately
charged particle equilibrium is only attainable for photon energies less
than about 300 keV, at which point the size of the free air chamber
becomes prohibitively large.
Absorbed dose, however, is a much more useful concept, being valid
for all types of radiation and at all energies. The ICRU's first
definition of absorbed dose was simply that it was the "quantity of
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energy" absorbed per unit mass of the irradiated material at the point
of interest and the rad was assigned the value 100 ergs/gram (ICRO
1954). This rather vague definition was made more precise by the ICRU
in 1962 when it defined the absorbed dose, D, as "the quotient of Aed
by A m where A Bp is the energy imparted by ionising radiation to the
matter in a volume element; A m is the mass of matter in that volume
element"(ICRU 1962). This defined D as a macroscopic quantity which
had to be averaged over the volume occupied by Am. As the mass Am
(and the volume which it occupies) becomes smaller, the random
statistical fluctuations in the value of D become larger, because the
nature of the interaction is to deposit energy in discrete steps.
Strictly speaking this defined D as a stochastic variable and not a
continuous function of space and time, so terms such as absorbed dose
gradient and absorbed dose rate could not be defined.
This has been resolved in the current ICRU definition (ICRU 1980)
by defining the "energy imparted", £ , by ionising radiation to a mass
dm as,
= ^in - ®out +^—' Q (1.1)
where Xj R£n is the radiant energy incident on the volume, Xj is
the radiant energy emerging from the volume and Xj Q is the sum of all
changes in rest mass energy of nuclei and elementary particles which
occur in the volume (the Xj R's do not include any rest energies).





where d£ is the mean energy imparted by ionising radiation to the mass
dm. This definition of € ensures that only energy transferred from the
radiation beam to the material, and not from any other source, is
included in the absorbed dose. Also the specific energy, z, is defined
as z = 6/m and is a stochastic quantity. Absorbed dose is then
rigorously defined as
D = lim z (1.3)
m -> 0
where z is the mean or expectation value of z. Thus absorbed dose is a
continuous function which is defined at a point and therefore has a
gradient and a rate. The SI unit of absorbed dose is the Gray (1 Gray =
1 J/kg = 100 rads).
1.2 METHODS OF ABSORBED DOSE MEASUREMENT
The dosimetry of clinical neutron beams is universally carried out
with cavity ionisation chambers. Current protocols recommend the use
of ionisation chambers constructed of tissue equivalent (TE) plastic,
flushed with TE gas, for the determination of absorbed dose to tissue in
fast neutron beams (Broerse et al 1981, AAPM 1980). Ionisation
chambers have a high sensitivity and are therefore capable of very
precise measurements. They are convenient instruments to use as
measurements can be made quickly and easily. In neutron dosimetry it is
necessary to employ a homogeneous chamber which is why TE chambers
flushed with TE gas are used (see chapter six). Other combinations have
also been used such as polyethylene chambers flushed with ethylene gas
and polystyrene chambers flushed with acetylene gas. Ionisation
chambers are generally not used as absolute instruments, but are
calibrated in a known radiation field. Such a calibration is used to
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determine the mass of gas within the cavity, which is otherwise
difficult to determine accurately. This method also avoids the large
uncertainty in the absolute value of Wjj, the average energy required to
produce an ion pair in the gas, in the neutron beam. The calibration
and use of a TE ionisation chamber is discussed fully in chapter six.
The neutron beam from the MRC cyclotron in Edinburgh is produced by a
beam of 15 MeV deuterons impinging on a beryllium target; the notation
d(15)+Be will be used. At this energy the uncertainty in determining
absorbed dose to tissue with a TE ionisation chamber is 6.5% (Mijnheer
and Williams, 1981).
Calorimetry is the only truly absolute method of determining
neutron absorbed dose. It has the fundamental merit that it measures
energy deposition directly, by measuring the heating produced by a
radiation beam. The response of a calorimeter is independent of neutron
energy and additional information, such as the average energy required
to produce an ion pair or neutron cross section data, is not required.
Unfortunately calorimetry is relatively insensitive due to the small
amounts of energy deposited by medical therapy beams. Calorimeters are
slow and cumbersome to use and are therefore not suitable for routine
use. They are more useful as standard instruments against which other
secondary dosimeters can be calibrated. Calorimeters for neutron
dosimetry have generally been constructed with isolated TE plastic
absorbers. Absorbed dose to the plastic is obtained by measuring the
temperature rise produced in the absorber by the radiation beam. The
accuracy to which absorbed dose to tissue can be measured with such a
calorimeter is similar, or marginally better, than that attainable with
a TE ionisation chamber.
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Recently a radically different type of calorimeter, known as the
water calorimeter, has been developed. It was first described by Domen
(1980) who used it to measure absorbed dose in a cobalt-60 gamma ray
beam. Essentially a water calorimeter consists of a large thermally
insulated tank of water in which a thermistor is suspended. Absorbed
dose to the water, at the position of the thermistor, is obtained from
the temperature rise experienced by the thermistor and the specific heat
of water. Domen (1982) measured absorbed dose rates in water of 100 cGy
min"^ with a precision of about 0.5%. To date there have been no
reports of other investigations in which a water calorimeter has been
used for neutron dosimetry.
Ionisation chambers and calorimeters are the two principal
instruments used to measure absorbed dose in a neutron beam. There are
several other methods but they are all significantly less accurate and
are therefore not suitable for clinical dosimetry. Proportional
counters constructed of TE plastic have been used in neutron dosimetry.
In theory it is possible to discriminate between the neutron component
and the gamma ray component of absorbed dose with a proportional
counter. However, this is difficult to achieve in practice. The
purity of the gas within the counter has also been a problem. The
overall uncertainty in measuring neutron absorbed dose with a
proportional counter is greater than 10%. Geiger-Muller counters are
not suitable for measuring neutron absorbed dose but are useful for
measuring the associated photon component, in conjunction with an
ionisation chamber. They have a very low sensitivity to neutrons which
makes them ideal for this purpose.
Activation methods have been used to measure neutron absorbed dose
but are more useful for determining neutron spectra, by making use of
the different thresholds of nuclear reactions. Neutron fluence can be
measured with an activation detector but the calculation of absorbed
dose requires an accurate knowledge of spectral composition, kerma
factors and cross-section data. For fast neutrons the uncertainty in
determining absorbed dose is large because of the uncertainty in these
basic data. Fission chambers, where the ionisation caused by fission
fragments is detected, have also been used. With this method it is
possible to discriminate against gamma rays because the energy deposited
by the fission products is much greater than that deposited by the
accompanying gamma rays.
Photographic emulsions and thermoluminescent materials can be used,
although both of these methods are more sensitive to gamma rays than to
neutrons. The sensitivity to neutrons can be increased by incorporating
a hydrogenous material into the dosimeter. The accuracy of these
methods is not sufficient to allow their use as clinical dosimeters but
they have been widely used in radiation protection, particularly for
personnel monitoring. Photographic film is also useful for quickly
determining the position and size of a neutron beam.
Attempts have been made to use ferrous sulphate dosimeters in
neutron dosimetry. This requires the determination of the radiation
chemical yield, G, for fast neutrons, which has been done by comparing
the ferrous sulphate method with other dosimetric methods. The
uncertainty in determining absorbed dose with a ferrous sulphate
dosimeter is therefore greater than that of the method used for
calibration. For this reason and because of the technical complexity of
the method, it has been little used in neutron dosimetry.
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1.3 AIMS OF THE PROJECT
It has already been stated that the uncertainty in determining
absorbed dose to tissue with a TE ionisation chamber, in a d(15)+Be
neutron beam, is 6.5%. This is due to uncertainties in the factors
required to calculate absorbed dose to tissue from ionisation chamber
measurements. These factors depend on measurements of quantitities such
as kerma factors for hydffrogen, carbon and oxygen, and the average
energy required to produce an ion pair in TE gas irradiated by neutrons.
Although the basic data are always improving it is unlikely that the
uncertainty in the ionometric determination of absorbed dose will be
significantly decreased in the near future. The most promising
alternative to ionisation dosimetry is absorbed dose calorimetry.
Several neutron absorbed dose calorimeters employing absorbers made of
TE plastic have been reported (Bewley et al 1974, McDonald et al 1976,
Caumes et al 1984), as well as one employing a polyethylene absorber
(Greene et al 1975). However, TE plastic calorimeters, like TE
ionisation chambers, measure absorbed dose to the plastic. This has to
be converted to absorbed dose to standard tissue (ICRU muscle) using the
ratio of kerma factors for the two materials. The uncertainty in this
kerma ratio is a major contributor to the overall uncertainty in
measuring absorbed dose to tissue with a TE plastic dosimeter.
Moreover, the uncertainty in this kerma ratio increases rapidly with
increasing neutron energy. For instance one assessment (Bewley 1980)
puts the uncertainty in the kerma ratio at 2.6% for a d(16)+Be spectrum
and 10.6% for a p(66)+Be spectrum. At the higher energy the
uncertainty in the kerma ratio of ICRU muscle to water is only 1.8%.
This is because the matching of oxygen content between water and tissue
is far better than for TE plastic, and the mismatch of hydrogen content
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is less important due to the accuracy to which the hydrogen cross-
section data are known. A direct measurement of neutron absorbed dose
to water would avoid the large uncertainty in the ICRU muscle to TE
plastic kerma ratio. A water calorimeter could therefore provide a
more accurate method of measuring neutron absorbed dose, particularly
for high energy neutron beams.
Water calorimeters have been used successfully to measure absorbed
dose in photon and electron beams (de Maries 1981, Domen 1982, Kubo
1983, Schulz and Rothman 1983, Mattsson 1984). They are ideally suited
for this purpose since water is the standard reference material for
these radiations. The heat defect in water is a major obstacle in using
a water calorimeter to measure absorbed dose absolutely. The heat
defect is due to chemical reactions being induced in the water by the
radiation. Such reactions, which will affect the temperature rise
measured by the calorimeter, can be either exo- or endothermic and will
cause the calorimeter to respectively over or underestimate the absorbed
dose. The problem of the heat defect is discussed in more detail in
subsequent chapters. The development of the water calorimeter can
therefore be considered as consisting of two distinct stages. Firstly,
the method must be proved as a reliable way of measuring the temperature
rise, induced by a radiation beam, at a point in a mass of water.
Secondly, the heat defect must be accurately determined in order that
water calorimeters can be used to measure absorbed dose absolutely. The
heat defect is not necessarily the same for different conditions of
irradiation. It must therefore be determined for radiation beams of
different energy and different LET.
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The aim of the work reported here is to develop a water calorimeter
to measure neutron absorbed dose. The calorimeter is to be irradiated
in the d(l5)+Be neutron beam generated by the cyclotron at the Western
General Hospital, Edinburgh. Calorimetric measurements will then be
directly compared with measurements made with a TE ionisation chamber,
which is the method used for the clinical dosimetry of the neutron beam.
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CHAPTER 2
PRINCIPLES OF RADIATION CALORIMETRY
2.1 ABSORBED DOSE CALORIMETERS
Apart from absorbed dose, calorimeters have also been used to
measure the energy fluence of radiation beams and the activity of
radioactive sources. Only calorimeters employed to measure absorbed
dose will be considered here. Although calorimetry is a very direct way
of measuring absorbed dose, calorimeters do suffer some limitations.
Their sensitivity is adequate for the doserates encountered in
therapeutic and diagnostic applications but is insufficient for
radiation protection purposes. Certain radiation processes can lead to
the loss of some of the energy which should be detected by the
calorimeter, or to the gain of energy from sources other than the
radiation beam. This can occur if exo- or endothermic chemical
reactions are induced by the radiation or if energy is stored in or
liberated from a crystal lattice in the calorimetric material.
However, many calorimeters have been used successfully for the
measurement of absorbed dose. This chapter discusses the theory behind
absorbed dose measurement using a water calorimeter, and the last
section reviews neutron absorbed dose measurement by calorimetry and the
use of water calorimeters for absorbed dose determination.
2.1.1 Structure of Calorimeters
Since its development in the 1950s virtually all radiation calori¬
meters have employed the thermistor as a temperature transducer. Its
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high temperature sensitivity and its small size make it ideally suited
for the purpose. Platinum resistance thermometers, which were the
standard method of resistance thermometry before the advent of the
thermistor, have a temperature coefficient which is approximately a
factor of ten lower than that of a thermistor. Hence the thermistor has
revolutionised radiation calorimetry, enabling more precise measurements
to be made and lower doserates to be measured.
In the last 30 years most calorimeters for beam dosimetry have been
of the "isolated absorber" type. Such a calorimeter consists of a
thermally isolated core - or absorber - surrounded by a jacket, which is
itself often surrounded by a mantle. The temperature of the jacket is
either held constant or constrained to rise at the same rate as that of
the absorber. The size of the absorber is generally small enough that
the absorbed dose is uniform throughout its volume, and the temperature
rise of the absorber is measured by a thermistor. The calorimeter is
normally evacuated in order to reduce conductive and convective heat
transfer and the dominant mode of heat transfer is by radiation. Some
calorimeters have been operated at low temperatures to reduce radiative
heat transfer. However there are heat conduction paths in the
structures used to suspend the absorber inside the jacket and in the
wires connecting the thermistor to the measuring device. Such
calorimeters have had absorbers made of various different substances
including tissue equivalent plastic, aluminium, magnesium, graphite and
water filled containers. Such calorimeters were not normally designed
to measure the absolute temperature rise of the absorber, but were
calibrated by comparing the calorimeter's response during irradiation
with its response to a known amount of electrical heating introduced
into the absorber.
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Domen (1980) described the first water calorimeter which was a
radically different approach to absorbed dose calorimetry. The water
calorimeter has no isolated absorber and the absorbed dose at a point is
inferred from a measurement of the temperature rise at a point in the
extended water medium. The calorimeter consists of a tiny thermistor
suspended at a fixed height in a large tank of water (see figure 3.1 in
chapter 3). To hold the thermistor at a fixed depth and to
electrically insulate it from the water the thermistor is sandwiched
between two polyethylene sheets. The sheets are held clamped between
two perspex rings which sit on three perspex rods fixed to the bottom of
the tank. The temperature rise produced by a vertical radiation beam is
measured by the thermistor. The absorbed dose can be calculated from
the equation
D = c At (2.1)
where c is the specific heat of water and At the temperature rise.
Since convection does not occur and heat conduction in the water is
negligible (see sections 2.1.3 and 2.1.4), absorbed dose is obtained
from a measurement of At and the value of c, which is well known.
The design of the water calorimeter has certain advantages over the
isolated absorber type of calorimeter. Ideally a measurement of
absorbed dose would be made at a point and the water calorimeter comes
closer to this ideal than those calorimeters with an isolated absorber.
The measured temperature rise in an isolated absorber is necessarily
representative of the average temperature rise in the whole absorber.
In turn the absorbed dose measurement represents the average absorbed
dose within the absorber. Although the dimensions of the absorber are
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generally small, particularly along the axis of the beam (typically a
few millimetres), the absorbed dose measurement is not as localised as
it is with the water calorimeter. Solid calorimeters consist of
several nested bodies separated by vacuum gaps. Vacuum gaps change the
absorption and scattering of radiation in a complex fashion which is
difficult to evaluate. The water calorimeter has no such gaps; an
absorbed dose measurement being very similar to a standard measurement
with an ionisation chamber in a water phantom. The standard method of
obtaining absorbed dose in a solid calorimeter is to compare the heating
produced by irradiation with the electrical energy required to heat the
absorber by a similar amount. This involves incorporating some kind of
electrical heater into the absorber, usually a resistive wire, which has
the undesirable effect of introducing further foreign material into the
absorber. Absorbed dose is determined in the water calorimeter by an
absolute measurement of the temperature rise, therefore no form of
electrical heating is required.
One of the main advantages of the water calorimeter is its
simplicity, which is in direct contrast to the complex construction of
solid calorimeters. The absorber must be held suspended within, and
completely surrounded by, the jacket. In turn the jacket is similarly
contained within the mantle. If there is some temperature regulation
of the jacket and mantle, electrical connections for temperature sensors
and heaters are required for all three parts of the calorimeter.
Finally the whole calorimeter is inside a vacuum tight container.
Clearly the initial construction and any subsequent repair of such a
calorimeter is not an easy task. The water calorimeter, which is
described in detail in Chapter 3 is a much simpler device. One
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advantage of solid calorimeters is that it is possible to operate them
adiabatically or quasi-adiabatically. If the jacket and mantle contain
temperature sensors and heaters their temperature can be controlled,
either through a feedback mechanism or through a predetermined heating
cycle, to follow that of the absorber. If adiabatic conditions are
achieved no corrections need be applied for heat transfer, to or from
the absorber, during a measurement. However, in practice it is
difficult to achieve truly adiabatic conditions and the small remaining
heat losses can be difficult to correct for.
2.1.2 Choice of Absorbing Material
The absorbing material in a water calorimeter is obviously water.
However, any other liquid could equally well be used, for example a
tissue equivalent liquid, as long as its specific heat was known and its
thermal properties were similar to those of water. The absorbing
material in a solid calorimeter is that from which the absorber is
constructed. Normally the jacket is constructed from the same material
to provide a homogeneous absorbing medium. There are many different
factors affecting the choice of absorbing material and many different
materials have been used in solid calorimeters, as was indicated at the
beginning of this chapter.
A material having a low heat capacity is desirable since the
temperature rise for a given heat input is inversely proportional to the
heat capacity of the material. A material exhibiting a negligible, or
well known, heat defect is necessary to enable an accurate calorimetric
measurement to be made (see section 2.1.7). On both these counts water
is a poor choice of absorbing material, but there are other reasons why
a direct measurement in water has been carried out. The way in which
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radiation deposits energy in water is very similar to the way it is
deposited in tissue. Water is therefore the standard reference
material, recommended by the ICRU (1969), in which absorbed doses should
be quoted for photon and electron beams. Depth dose measurements and
standard calibrations of dosemeters are normally carried out in a water
phantom or one made of a material whose radiation absorbing properties
are similar to those of water.
For dose measurements in a neutron beam absorbed dose in a standard
tissue composition, known as ICRU muscle, is recommended (ICRU 1977).
This is because the exact elemental composition of a material has a
large effect on the absorbed dose; in particular the hydrogen content
of a material is very important in determining the absorbed dose which
will be observed in a material. It is impractical to measure neutron
absorbed dose in standard tissue and dosemeters constructed of tissue-
equivalent plastic have been routinely used. The absorbed dose to the
plastic must then be converted to absorbed dose in ICRU muscle using the
ratio of kerma factors for the two materials. The uncertainty in the
kerma ratio of water to ICRU muscle is considerably smaller than that of
tissue-equivalent plastic to ICRU muscle, making a direct measurement in
water attractive. It has been recommended that depth dose measurements
in a neutron beam be carried out in a water phantom (Broerse et al 1981,
Awschalom et al 1983). One reason for recommending water is that
scaling absorbed dose measurements from water to standard tissue can be
done more accurately than scaling from a tissue-equivalent liquid to
standard tissue. For all of these reasons a method of directly
measuring absorbed dose in water, such as the water calorimeter, is a
valuable development in the field of radiation dosimetry.
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2.1.3 Convection
Probably the main reason that water calorimeters were not
investigated until recently was the assumption that convection currents
would immediately disturb any temperature gradients that were set up in
the water by a radiation beam. In fact this is not true, and the
temperature gradients produced by a medical therapy beam are small
enough that no convection occurs.
Conditions required for the onset of convection have been discussed
theoretically by McLaughlin (1964) and recently Verlarde and Normand
(1980) have discussed the phenomenon in general. Even though buoyant
forces may exist in a liquid (because of a vertical temperature
gradient) convection does not occur until the dimensionless Rayleigh
number (R) exceeds a certain critical value. For simple geometries such
as two parallel planes or concentric cylinders the critical value of R
is approximately 1000. The Rayleigh number is the product of two
independent quantities; the Prandtl number (Pr) and the Grashof number
(Gr) given by
Gr = g p 2 At d3 /^2
and Pr = 1\ C / k
(2.2)
where
g is the gravitational force per unit mass
<f) is the volumetric expansion coefficient
p is the density
T is the temperature difference between two horizontal planes
d is the distance between the planes
7^ is the viscosity
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C is the specific heat
k is the thermal conductivity
The Grashof number is a measure of the relative importance of the
buoyancy and viscous forces in the liquid, and the Prandtl number is a
measure of the ratio of the molecular diffusivity of momentum to the
molecular diffusivity of energy.
During a calorimetry measurement the maximum temperature rise in
the water would be approximately 1 mK (equivalent to 420 cGy), and would
occur at the build-up depth. Inserting this figure into equation 2.2
gives a Rayleigh number of 1000 when the separation (d) is 4 cm. This
indicates that for two horizontal planes, where the temperature of the
lower plane is 1 mK above that of the upper plane, convection would be
expected if the separation of the planes was greater than 4 cm. This
calculation gives the first indication that the temperature rises
involved may be smaller than those required to produce convection.
Below the build-up depth in an irradiated water tank the water
temperature decreases with depth and there should not therefore be any
buoyant forces in the water if the radiation beam is vertical.
However, the temperature rises discussed so far are small compared
to the temperature rise caused by power dissipation in the thermistor.
The problem of power dissipation in the thermistor is fully discussed in
section 4.5.2 and the temperature rise has been measured to be 4.0 mK
per microwatt of power dissipation. Typically the thermistor was 50 mK
above the temperature of the bulk of the water, with an equilibrium
temperature gradient surrounding the thermistor. These sharp
temperature gradients around the thermistor provide a sensitive
arrangement for detecting movement in the water. Any movement would
disturb the equilibrium temperature gradient around the thermistor,
resulting in a cooling of the thermistor. Such a rapid cooling of the
thermistor was observed if the side of the calorimeter was gently
tapped: the temperature of the thermistor would instantly drop and
then return to its equilibrium value within approximately one minute.
Temperature changes of 10 pK were easily detectable and much larger
changes than that would be expected if convection currents were to
disturb the temperature gradient around the thermistor. The fact that
long periods of stable drift were observed, such as in figure 2.2, was
the most convincing evidence that convection did not occur in the
calorimeter. Equally stable drifts were obtained with power
dissipations of up to 30 pW in the thermistor. Domen (1982) carried
out water calorimetry measurements with convection barriers close to the
thermistor. These were compared with measurements in the absence of the
convection barriers but the results, with or without the barriers, were
identical.
Schulz and Weinhous (1985) have investigated this problem
experimentally using a water calorimeter which had two temperature
sensors, 3.8 cm apart. To ease calorimetry measurements they used a
high doserate of 16 Gy min-^. At this doserate convection would be more
likely to occur than at the doserates of 200-300 cGy min-^ which are
typical of linear accelerators. They concluded that no convection
occurred if the calorimeter was irradiated vertically, by a broad beam
irradiating the whole of the calorimeter. Convection was detected when
the calorimeter was irradiated horizontally, and this disappeared if the
calorimeter was operated at 4°C. Had lower doses been delivered to the
calorimeter this convection might not have been present.
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Hence it was concluded that for broad beam vertical irradiation the
temperature gradients produced by the radiation beams employed in this
work were well below the level required for the onset of convection.
2.1.4 Conduction
Even in the absence of any convection the natural fate of a
temperature gradient in a water tank would be for it to be dissipated by
conduction of heat from the hotter areas to the cooler areas. This is
why, in a solid calorimeter, the absorber is thermally isolated from its
surrounding jacket, generally by suspending it within the jacket and
evacuating the gap between the two. Calorimetry measurements are
possible in an extended water medium, without recourse to such
complications, because the rate of heat conduction in water is slow.
Since the temperature rise is proportional to the absorbed dose, a
broad radiation beam directed vertically downward on a tank of water
produces an axial temperature profile similar in shape to the depth dose
curve for that particular radiation. As soon as irradiation begins and
a small temperature gradient appears, heat conduction will also begin.
If the beam is broad and flat there will be no temperature gradient in
planes perpendicular to the axis of the beam and heat conduction will
only occur in the direction parallel to the beam axis. Domen (1982) has
calculated the change in profile of such a temperature gradient. He
used a numerical method described by Schmidt (1924) to determine the
temperature change. His calculations showed that for an instantaneous
pulse of a broad beam of cobalt-60 radiation, the temperature rise at a
depth of 5 cm in water would decrease by only 0.02% of the initial rise
in 4 minutes. There are two reasons for this. Firstly, the fact that
water has a low thermal diffusivity means that temperature changes are
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intrinsically slow to occur in water. Secondly, the temperature rise
produced by the radiation beam decreases, to a first approximation,
linearly with depth resulting in essentially the same amount of heat
entering as leaving the point of measurement. Although this simplified
calculation of the change in temperature caused by conduction may not be
an accurate representation of what would occur in practice, it gives an
idea of the magnitude of the changes that would be expected. Rothman
and Nath (1983) developed an equation describing the heat diffusion in a
water calorimeter. The equation was solved analytically to predict the
temporal variation of the temperature distribution for different initial
conditions. In general they concluded that temperature changes caused
by heat conduction were small; several hours being required for the re-
establishment of thermal equilibrium after irradiation. In view of the
very small effects which would be expected it was concluded that, for
calorimeter runs lasting a few minutes, corrections for heat condution
would be negligible.
For narrower radiation beams heat conduction in the radial
direction (perpendicular to the beam axis) might become important and
significant corrections might be required. For this reason all the
experiments in this thesis were carried out with broad beams covering
most, if not all, of the water tank. The low thermal diffusivity of
water can be illustrated by comparing it to the thermal diffusivities of
metallic elements. The thermal diffusivity of water is 1.44 x 10-^
2-1 •
m s . The thermal diffusivities of aluminium and graphite, two
materials from which solid calorimeters have been constructed, are 2.19
x 10"4 m^ s-^ and 1.65 x 10-4 m^ s~^ respectively. The thermal
diffusivity of water is three orders of magnitude lower than that of
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these materials, giving one indication that heat conduction in water is
slow.
2.1.5 Calibration
There are three methods of calibrating a radiation calorimeter:
(a) by irradiation in a known radiation field, (b) by calibration of the
thermistor in terms of temperature and (c) by comparing the temperature
rise produced by irradiation with that produced by a known amount of
electrical heating. Calibration in a known radiation field defeats the
purpose of using the calorimeter as an absolute instrument and will not
be considered further. The comparative method of calibration is
commonly employed in solid calorimeters where there is an isolated
absorber. A heater wire is embedded in, or wrapped around, the
absorber to simulate the heating produced by irradiation. A knowledge
of the resistance of the heater wire and a measurement of current
through, or the voltage across, the wire gives an accurate measure of
the heat input to the absorber. The electrical energy input to the
absorber divided by its mass is exactly analogous to the absorbed dose
when the calorimeter is irradiated. By comparing the response of the
thermistor during electrical calibration to its response when
irradiated, the absorbed dose can be determined. Although attractive
because the measurements are easy to carry out this method does have
some drawbacks. During calibration all of the heat is dissipated
within the wire resulting in steep temperature gradients within the
absorber, whereas during irradiation the heat is deposited virtually
uniformly throughout the absorber. The temperature rise measured by
the thermistor, for equal heat inputs, may be different in the two cases
since the thermistor measures temperature at a point. This can, to some
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extent, be overcome by using an absorber constructed of a resistive
material, such as conducting plastic, so that the electrical heating
within the absorber is uniform. Another disadvantage of the
comparative method is that foreign material (the heater wire and
connections) is incorporated into the absorber. Any foreign material
in the absorber is undesirable since the absorbed dose and the resultant
temperature rise will differ in the two materials.
It is impractical in a water calorimeter to employ the comparative
method of calibration because there is no isolated absorber. The other
method was therefore used; that is to calculate the absorbed dose from
an absolute measurement of the temperature rise of the thermistor. The
absorbed dose is calculated from equation 2.1 by multiplying the
temperature rise by the specific heat of water. The specific heat of
water is accurately known and the values given by Kaye and Laby (1973)
were used. To determine the temperature rise with a thermistor it is
necessary to calibrate the thermistor against a standardised
thermometer. A conventional mercury in glass thermometer, which was
calibrated at the National Physical Laboratory, was used to calibrate
the thermistor and details of this calibration are given in section 4.5.
2.1.6 Foreign Materials
Any foreign material near the point of measurement (including the
thermistor) will affect the temperature rise observed in a water
calorimeter. The aim of the water calorimeter is to measure absorbed
dose to water at a point in a large homogeneous mass of water.
Materials other than water will have different heat capacities and
receive different absorbed doses, and will consequently exhibit
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different temperature rises during irradiation. The amount of such
materials must therefore be small enough for their effects to be
negligible, or the effect must be calculated and corrected for. The
detector (briefly described in section 2.1.1) consists of a thermistor
sandwiched between two layers of polyethylene. In a sphere of diameter
10 mm around the thermistor, the thermistor, its leads and the
polyethylene take up 0.8% of the volume of the sphere; the other 99.2%
being water. As the thermistor is small it is the polyethylene sheets
that produce the most significant thermal effect.
The absorbed dose in polyethylene and water differs by a few
percent in the photon and electron beams and approximately 25% in the
neutron beam but the specific heat of polyethylene is approximately half
that of water. This difference in heat capacity is the dominant factor
and causes the temperature rise in the polyethylene sheets to be almost
double the temperature rise of the surrounding water. There will be a
sharp thermal gradient between the polyethylene and the water which will
cause heat to be conducted from the polyethylene to the surrounding
water, until they reach the same temperature. As the thermistor is
sandwiched between the polyethylene sheets any residual excess in the
temperature of the polyethylene will cause the thermistor to
overestimate the temperature rise in the water. Details of the
evaluation of this excess temperature in the polyethylene are given in
chapter 7. It is shown that only very small corrections are required.
2.1.7 Heat Defect
The heat, or thermal, defect is a major problem in all radiation
calorimeters. The absorbed dose (D) in a small mass Am is defined as
AEd AEh AEs
D = = +
Am Am A m
where A ED is the energy imparted to the mass by ionising radiation and
AEh is the energy which appears as heat. A Eg is the difference between
the two and is known as the heat defect. The heat defect arises
because of exo- or endothermic chemical reactions induced in the
material by the radiation. To determine the absorbed dose by measuring
the heat produced requires a knowledge of the heat defect in the
irradiated material. This point was succinctly put by Laughlin and
Genna (1966): "Exothermic reactions do not contribute to the dose, and
endothermic reactions cannot deplete it, because these reactions involve
energy only in a nonionising degraded form." Several solid
calorimeters have had absorbers constructed of pure elements (for
example, carbon) because they exhibit a negligible heat defect since no
chemical reactions occur. However, even in a pure element energy can be
taken up by, or liberated from a crystal lattice, resulting in a non¬
zero heat defect. Small amounts of dissolved oxygen, which often occur
in plastics, can also result in a significant heat defect.
In a water calorimeter irradiation can induce chemical reactions
between the constituents of the water. The radiation chemistry of water
is complex and has been discussed by Fletcher (1982), specifically
because of the interest in water calorimetry. Fletcher lists thirty-
nine different reactions that are possible in pure water. These include
reactions between hydrogen ions, hydroxyl ions, molecular hydrogen,
hydrogen peroxide, free electrons and other more exotic species. The
overall energy balance was calculated by a computer and the results
depended on the initial concentrations of H£, O2 and H2O2, the pH and
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the doserate. The predicted chemical effects could be either exo- or
endothermic depending on the initial conditions. Fletcher's
calculations do not point to a constant, easily determined value for the
heat defect in water. However, several water calorimeters have been
compared with other standard methods of dosimetry (de Maries 1981,
Domen 1982, Kubo 1983, Schulz and Rothman 1983, Mattsson 1984) and
consistent results suggesting an exothermic heat defect of 3-5% have
been reported. However these results were all obtained with low LET
radiation. The heat defect in water irradiated by high LET radiation
(e.g. neutrons) may be quite different. The heat defect is the largest
uncertainty in determining absorbed dose with the water calorimeter and
this is discussed further in chapter 9.
2.2 CALORIMETRIC METHODS
Three methods of carrying out a calorimetric measurement can be
distinguished; these are (a) isothermal calorimetry, (b) adiabatic
calorimetry and (c) constant-temperature-environment calorimetry. In an
isothermal calorimeter the whole system is constrained to remain at a
fixed temperature and the heat deposited in the core of the calorimeter
is measured by the change in state in one of the constituents of the
core. The only noted use of this method for radiation calorimetry is in
calorimeters consisting of an equilibrium mixture of ice and water (e.g.
Holm et al 1961). Such calorimeters suffer difficulties in maintaining
thermodynamic equilibrium but have been used successfully at high
doserates (> 1000 cGy min-^). However the isothermal method is clearly
inappropriate in the case of the water calorimeter. The adiabatic (or
quasi-adiabatic) method has been used with solid calorimeters. In a
truly adiabatic calorimeter the temperature of the jacket and mantle
surrounding the absorber must be made to follow exactly the temperature
of the absorber. This ensures that there is no heat transfer to or from
the absorber during a measurement, and that no corrections for heat
transfer are required. In the quasi-adiabatic mode a small and constant
thermal head is maintained between the absorber and the jacket
throughout the measurement. Both the adiabatic and quasi-adiabatic
methods often employ heating wires to raise the temperature of the
jacket at the same rate as the radiation beam increases the temperature
of the absorber. Alternatively, if the jacket is also irradiated, and
is made of the same material as the absorber, their temperatures will
rise at the same rate. It is not practical to operate a water
calorimeter adiabatically and the method known as constant-temperature-
environment calorimetry must be employed.
As its name suggests constant-temperature-environment calorimetry
involves surrounding the calorimeter with a jacket which is held at
constant temperature. Considerable heat transfer to or from the
calorimeter core is acceptable as any energy transfer can be evaluated,
and corrected for, by the laws governing heat flow. For the water
calorimeter described fully in chapter 3, the constant temperature
jacket is that provided by the layer of air around the calorimeter
(figure 3.1), which is maintained at a fixed temperature (Tj) by a
thermostatic control. This situation is shown schematically in figure
2.1, where Tg represents the temperature of the thermistor. The heat
flow between the water (at temperature T^) and the jacket (Tj) is
proportional to the difference in their temperatures and can be
expressed by Newton's law of cooling
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Figure 2.1 Temperature gradients within the calorimeter
Figure2.2Astableheatingdriftwithres sta cec li r tionssup rp sed
dE
= -AE h£ (Tw - Tj) (2.3)
dt i
ZZ h, ifwhere z_, h^ is the summation of the heat transfer coefficients for
i
radiation, conduction and convection, and A is a constant. Since dE =
mcdT, where m is the mass of the water and c is the specific heat of
water, substituting K = (A/mc)Zjh£ into equation 2.3 gi^;ives
dTw
= -K (Tw - Tj) (2.4)
dt
The coefficient K, known as the leakage modulus, is equal to the rate of
change of temperature of the water per unit temperature difference with
respect to the jacket. Although to be strictly accurate should be
the temperature of the water at its surface, assuming that the
temperature of the water is uniform means that the water temperature in




= -K (Tg - Tj) (2.5)
Figure 2.3 illustrates an idealised record of time against temperature
for a calorimetry measurement where the jacket temperature is lower than
that of the water. This analysis is similar to that of Laughlin and
Genna (1966) where the periods tj to t^ and t^ to t2» before and after
the introduction of thermal energy, were known as the initial and final
"rating" periods. During the rating periods the temperature of the
thermistor drifts towards the jacket temperature. In figure 2.3 this
drift is shown as a straight line. This represents the short term
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Figure 2.3 Schematic calorimeter heating curve
approximation of the exponential approach to the equilibrium temperature
(Tj) according to the solution of equation 2.5. The leakage modulus can
be evaluated from the drift rates during the two rating periods. If the
rates of temperature change during these periods at temperatures Tf and
Tf are measured, then from equation 2.5
(dTsi / dt) - (dTsf / dt)
K = (2.6)
Tf - T.
An easier way to obtain the value of K is to plot the equilibrium
temperature drift of the thermistor against the difference in
temperature between the thermistor and the jacket. This was measured
and has been plotted in figure 5.4 in chapter 5. Their relationship is
linear and the value of K is calculated from the slope of the graph.
The value obtained for K, for the calorimeter described in this thesis,
was 4 x 10~6 s-^.
If the radiation beam is of constant intensity the rate of the
temperature rise measured by the thermistor will be constant. Letting
Gg be this constant rate of temperature rise, equation 2.5 can be
modified to give
dTs
= e -K (T - TT) (2.7)
dt
Since 6g and Tj are constant the solution is
Tsf " Tsi
es
— - <Tsi - TJ>
K
(1 - e"K At) (2.8)
where the boundary conditions are that at tf, Tg = Tgf and at tf, Tg =
Tsf; At = tf - tf and the subscripts si and sf indicate the initial
and final thermistor temperatures. Expanding the exponential and
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solving for 0 gives
Tsf ~ Tsi / Tsf + Tsi \ K ^ ^ f
08 - —— ♦ K ( — - Tj ] (Ts£ - Tsi) (2.9)
plus higher order terms. Using equation 2.5 to substitute for K and Tj
we obtain
Tsf - Tsi (dTs£/dt) + (dTgf/dt) KAt / dTsi
es~ " \ (2.10)
At 2 6 y dt dt
If the quadratic term is neglected, equation 2.10 represents the linear
approximation of the thermal process. It essentially states that the
average rate of heat loss from the thermistor is equal to the average of
the rates of heat loss before and after the "X" period. The net
temperature rise induced by irradiation is, in practice, obtained from
the graphical construction illustrated in figure 2.3. The linear drifts
during the rating periods are extrapolated to mid-run and the corrected
temperature rise is equal to Ta- T p (see figure 2.3).
In order that the simple graphical construction is sufficiently
accurate, the quadratic term in equation 2.9 should be small, so that
ignoring it will not introduce significant error. Comparing the
quadratic term with the first term in equation 2.9
Tof - T • K2 Alst s 1
At
which reduces to




Inserting the longest time which was used for At (5 minutes), and the
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value of 4 x 10-^ s-^ for the leakage modulus, gives a ratio of 1 : 2.4
x 10"7. Clearly, ignoring the quadratic term will not significantly
affect the accuracy of the measurement of the temperature rise. The
reason for this is primarily that the leakage modulus for the
calorimeter is small, due to the large amount of thermal insulation
surrounding the water tank. The analysis of calorimetry measurements
was therefore carried out using the graphical method illustrated in
figure 2.3. Details of how this graphical analysis was applied to the
calorimetry runs in practice are given in chapter 5.
2.3 REVIEW OF RADIATION CALORIMETRY
The full scope of radiation calorimetry is vast and a complete
review of the subject would be inappropriate here. Gunn (1964) reviews
the subject and gives details of the many and varied applications of
calorimeters to radiation dosimetry. This section will be restricted to
considering calorimeters employed to measure absorbed dose in a neutron
beam and to the recently developed field of water calorimetry.
2.3.1 Neutron Absorbed Dose Calorimeters
One disadvantage of using a calorimeter to measure absorbed dose is
its low sensitivity (see chapter 1). This problem becomes more
significant when measuring absorbed dose in a neutron beam because of
the low doserate. Neutron beams used for radiotherapy rarely produce
doserates greater than 50 cGy min-*, a typical value being 20 cGy min-*.
However, several calorimeters have been used in neutron beams for
absorbed dose measurement. They have all been of the "solid" or
"isolated absorber" type of calorimeter as described in section 2.1.1
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and they have all employed thermistors in conjunction with Wheatstone
bridges as temperature detectors.
The first such calorimeter was built by Bewley et al (1974), based
on an earlier design which was used with megavoltage X-rays (Bewley
1963). The calorimeter consisted of a disc-shaped tissue equivalent
plastic (A-150) absorber contained within a thin jacket of tissue
equivalent plastic. Another identical jacket and absorber were
contained within the aluminium vacuum enclosure but only one of the
absorbers was irradiated, the other serving as a control. Thermistors
sensed the temperature in the absorbers and were connected in adjacent
arms of a Wheatstone bridge. The bridge therefore measured the
differential temperature rise in the two absorbers. Any temperature
drift in the calorimeter, which was presumably similar in both
absorbers, should not produce a signal from the bridge. Calibration was
carried out by dissipating electrical energy in the absorber. By using
the resistivity of the tissue equivalent plastic, a current passed
through the absorber produced in it a uniform heating, simulating the
heating effect of the radiation beam. An identical temperature rise
was produced in the jacket also by electrical heating. The calorimeter
was irradiated in a d(16)+Be neutron beam producing a relatively high
doserate of 60 cGy min-^ at the absorber. Resistance changes in the
thermistor were detected by an equal arm a.c. Wheatstone bridge excited
at 20 Hz. The calorimeter measured absorbed dose to tissue, in absolute
terms, with an uncertainty of ^6% (95% confidence level), which was
similar to the accuracy attainable with an ionisation chamber. This
value of 6% assumed an uncertainty of —1% in the size of the heat defect
in A-150 plastic.
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Inada et al (1974) described a calorimeter which had dimensions
similar to those of an ionisation chamber. A small tissue equivalent
plastic absorber was contained within a tissue equivalent plastic jacket
with overall dimensions 2 cm x 4 cm. A feedback mechanism was employed
to supply heat to the jacket, as required to keep it at the same
temperature as the absorber, in an attempt to maintain adiabatic
conditions. As with Bewley's calorimeter an identical dummy
calorimeter, which was not irradiated was constructed so that any
temperature changes not caused by irradiation would not be detected. A
thermistor in the irradiated absorber and one in the unirradiated
absorber were connected in adjacent arms of a d.c. Wheatstone bridge.
The calorimeter was calibrated in a cobalt-60 beam against a ferrous
sulphate dosemeter. The heat defect in tissue equivalent plastic was
assumed to be the same for cobalt-60 gamma rays and neutrons produced by
the d(2.8) + Be reaction. This assumption may be in error considering
the work of Fleming and Glass (1969) who measured a value of 4% with
1.7 MeV protons and Bewley et al (1974) who noted large and variable
heat defects when dissolved oxygen was present in the plastic. Green
et al (1975) who also calibrated their neutron calorimeter in a cobalt-
60 beam concluded that there was a 2% (i-3%) difference between the heat
defect for low LET radiation and that for high LET radiation. However,
Inada et al (1974) found good agreement between their calorimeter and
other dosimetric methods.
Another system employing twin absorbers was described by Greene et
al (1975). The structure of the calorimeter was similar to that of
Bewley et al (1974) except that the absorbers (and jackets) were made of
polyethylene. There were two thermistors in each absorber and they were
connected in an a.c. Wheatstone bridge excited at 1 kHz, the output of
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which was detected by a lock-in amplifier. The calorimeter was
calibrated against a Farmer ionisation chamber in a cobalt-60 beam. The
calorimeter measured absorbed dose to polyethylene in a 14 MeV neutron
beam and was compared with a polyethylene ionisation chamber filled with
ethylene gas. As the calorimeter was calibrated in a cobalt-60 beam
the measurement was essentially a check on the value of W^/Wc for
ethylene i.e. the ratio of the mean energy per ion pair for the
secondary charged particles produced by neutrons, to the mean energy per
ion pair for electrons. Both the calorimeter and the ionisation chamber
measured absorbed dose in polyethylene with an uncertainty of -^4%.
A sophisticated calorimeter designed as a primary standard for
neutron dosimetry was described by McDonald et al (1976). All the major
components of the calorimeter were constructed from tissue equivalent
plastic. It consisted of six separate structures, all nested within one
another, then enclosed in a vacuum tight container. The central
absorber was surrounded by a jacket, in turn surrounded by the thermal
buffers, and finally a temperature regulated control shield. The
massive control shield, which was regulated by an automatic feedback
mechanism supplying heat when necessary, meant operation was close to
being adiabatic. During electrical calibration heat was supplied to
the jacket as well as the absorber to keep as near as possible to
adiabatic conditions. The d.c. Wheatstone bridge was adjacent to the
calorimeter and was therefore controlled remotely, avoiding any problems
with long signal leads. The calorimeter was irradiated in a d(7.5)+Be
neutron beam at a maximum doserate of 25 cGy min-^ and the uncertainty
in the measurement of absorbed dose to tissue was quoted as —5%.
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Recently another calorimeter fabricated entirely of tissue
equivalent plastic was described by Caumes et al (1984). It consisted
of four nested bodies; a core surrounded by a jacket, surrounded by a
shield, surrounded by a larger block of tissue equivalent plastic. The
whole calorimeter was evacuated and temperature measurement was by a
thermistor and a d.c. Wheatstone bridge whose output was measured by a
nanovoltmeter. The operation of this calorimeter is best described as
quasi-adiabatic since the temperature of the shield is kept constant.
During irradiation both the jacket and the absorber rise in temperature
by similar amounts. This also happens during electrical calibration as
both the absorber and jacket are heated. The heating is produced by
resistive heaters embedded in the absorber instead of using the
resistivity of the plastic itself. Using the resistivity of the plastic
has the advantage that the energy is deposited uniformly, which
simulates the situation occurring during irradiation. The calorimeter
was irradiated in a p(34)+Be neutron beam at a doserate of 20 cGy min-^.
Absorbed dose to A-150 plastic was measured with an uncertainty of less
than 2%. The bulk of this uncertainty in the heat defect in A-150
plastic, which was taken as 1.5%. The calorimeter was therefore capable
of very precise measurement of the temperature rise produced by
irradiation; better than —1% (95% confidence level).
2.3.2 Water Calorimeters
Since the first water calorimeter was described by Domen (1980)
several similar calorimeters have been constructed. The reasons for
building a water calorimeter have already been discussed and this
section will simply review the literature on water calorimetry.
46
The report by Domen (1982) describes in detail his water
calorimeter and the theoretical background to its operation. The water
tank was similar to the one described in this thesis; the main
difference being that polystyrene rings (rather than perspex) were used
to clamp the polyethylene sheets together. The water tank was
surrounded by a layer of expanded polystyrene and housed in a
duraluminium container. The temperature rise was measured by two
thermistors positioned 2.5 mm apart in the centre of the rings. The two
3 kiT thermistors were connected in opposite arms of an equal arm d.c.
Wheaststone bridge, to give twice the sensitivity of a bridge containing
only one thermistor. A novel method of controlling background
temperature drifts was employed. Two stainless steel plates, one on
either side of the water tank, were used to apply a potential across the
water. A 67 volt battery and a rheostat provided a variable current
through the water. By varying the applied voltage, background cooling
drifts in the water could be compensated for. A perforated plastic
tube, positioned around the bottom edge of the water tank, allowed gas
to be bubbled through the water. This was used to agitate the water
(for stirring) or to saturate the water with a gas other than air
(nitrogen or oxygen).
Dose measurements were made with the calorimeter in a cobalt-60
gamma ray beam in which the doserate at the position of the thermistors
was 110 cGy min-^. Exposure times were three minutes and the standard
deviation on a daily set of measurements was typically 0.6%. A graphite
calorimeter was irradiated under exactly the same conditions as the
water calorimeter in order to make a direct comparison. Measurements
with the graphite calorimeter were converted to absorbed dose to water.
Ignoring any radiochemical effects, the dose measured by the water
calorimeter was consistently 3.5% higher than that determined from the
graphite calorimeter measurements.
Water that had been once distilled was used in the calorimeter, but
water to which impurities had been added was also investigated. Tap
water, and distilled water to which cadmium sulphate, iso-propyl alcohol
or sodium formate had been added was used. Considerable exo- or
endothermic chemical effects were noted especially at accumulated doses
of less than 100 Gy. However, results with distilled water were
reproducible from day to day despite the fact that the distilled water
contained significant impurities and that its electrical conductivity
varied over a wide range. Measurements were made with water that had
been saturated with oxygen or nitrogen. This was achieved by blowing
gas through the perforated tube in the water tank for up to 70 minutes
at a flow rate of approximately 1.5 1 min~~*. Under the conditions
Domen described no difference in the absorbed dose rate was found
between oxygen saturated and nitrogen saturated water.
With a copy of Domen's calorimeter, de Maries (1981) carried out
water calorimetry measurements in both photon and electron beams. A two
thermistor, equal arm, d.c. Wheatstone bridge was again employed,
containing thermistors of nominal resistance 5 kXl . Drift control
electrodes were incorporated into the calorimeter, but were not needed
to control background temperature drifts. This may have been because of
the additional fibreglass insulation which surrounded the calorimeter or
because the ambient temperature in the air-conditioned rooms was fairly
stable. The calorimeter was irradiated in 1.25, 6, 18 and 25 MV photon
beams and electron beams with nominal energies of 13, 17 and 20 MeV.
Doubly distilled water was used although some measurements were carried
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out with deionised water, and no difference was found. Dose
measurements with the calorimeter were compared with six different
ionisation chambers. The ionisation chamber measurements were not done
in the water calorimeter, but in a water phantom having the same
dimensions as the calorimeter. The duplication of ionisation
measurements seems to be unnecessary since they were presumably all
calibrated against the same exposure standard. In the photon beams
measurements of absorbed dose to water with the calorimeter were 3.8%
higher than measurements with the ionisation chambers. A quite
different result was found with the electron beams. Doses measured with
the calorimeter were 1% lower than those derived from the ionisation
chamber measurements.
Kubo (1983) made measurements with a calorimeter slightly larger
than those previously described but of essentially the same design. The
water surface was 40 cm x 40 cm and deionised water was used for all
measurements. The polystyrene rings could either hold two insulated
thermistors or a Farmer type ionisation chamber, against which the
calorimetry measurements were compared. The temperature detector was
an equal arm d.c. Wheatstone bridge containing two 6 kfl thermistors.
The calorimeter was irradiated in cobalt-60, 10 MV and 25 MV X-ray
beams, and 16.6 MeV and 23.3 MeV electron beams. Doserates ranged from
200 to 900 cGy min"^ and no doserate dependence was observed. Two
methods were used to calculate absorbed dose to water from the
ionisation chamber measurements. Firstly the method employing and
in conjunction with the values for and Cg given in ICRU (1969) and
ICRU (1972) respectively. Secondly the method described in the recent
AAPM protocol (AAPM 1983) which, at the higher energies, yields slightly
higher doses than the first method. The effect of using the AAPM
49
protocol is similar to that of using the recently revised values of
and CE (HPA 1983, HPA 1985). It is therefore more appropriate to
consider the results obtained by the second method. In the photon beams
absorbed dose to water measured by the calorimeter was 2 to 4% higher
than that measured by the ionisation chamber. A similar result was
obtained in the electron beams, where the calorimeter results were 3.5%
higher.
Schulz and Rothman (1983) described a water calorimeter which was
cylindrical in shape. The central core was 10 cm high and 15 cm in
diameter, and was nested within a cylindrical jacket. The core was
watertight and water, at a constant temperature was circulated inside
the jacket. This arrangement allowed the calorimeter to be operated at
any desired temperature and eliminated problems with background
temperature drifts. Two pairs of 1000/1 thermistors were suspended at
different depths in the core. Each pair of thermistors was connected in
a Wheatstone bridge whose output was amplified and displayed on a chart
recorder. The thermistors were not sandwiched between polyethylene
sheets but were uninsulated and in intimate contact with the water. The
calorimeter was designed to be irradiated either horizontally or
vertically. For comparison ionisation chamber measurements were
performed in a dummy calorimeter which was essentially identical to the
water calorimeter. Irradiation was carried out in a 25 MV X-ray beam
at very high doserates (up to 1570 cGy min-^). Calorimetric dosimetry
was found consistently to be 3-5% higher than ionisation chamber
dosimetry.
Mattsson (1984) used a water calorimeter in an intercomparison of
three dosimetric methods; water calorimetry, Fricke dosimetry and
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ionisation chamber dosimetry. The water calorimeter was an identical
replica of that described by Domen (1982) operated in exactly the same
way. In order to use the calorimeter as an absolute instrument for the
determination of absorbed dose to water, the heat defect had to be
determined. This was done by comparing the calorimeter with two
calibrated ionisation chambers in a cobalt-60 beam. The ionisation
chambers were sent for calibration to the National Bureau of Standards
in Washington, which is where Domen's calorimeter was constructed. The
chambers were calibrated against the same graphite calorimeter which was
used by Domen. Mattsson's measurements were therefore essentially a
repeat of those made by Domen, although the calorimetry measurements
were completely independent. Indeed the results of the measurements
were virtually identical: absorbed dose to water, determined with the
water calorimeter, was a factor of 1.033 higher than that determined
with the ionisation chamber. Considering all the available water
calorimetry results, Mattsson concluded that the heat defect in water
was 3.5% ^0.3% (an exothermic effect). The heat defect was assumed to
be constant for all low LET radiation and the same value was used for






The water calorimeter was based on a design by Domen (1980), who
showed that the concept of a water calorimeter was feasible. Figure
3.1 is a cross-sectional diagram of the calorimeter. It consisted of a
0.5 mm diameter bead thermistor (figure 3.2) which was sandwiched
between two 25 pm layers of polyethylene sheeting. The two sheets of
polyethylene were stretched taut and held in place by two perspex
(polymethylmethacrylate) rings, shown in figure 3.3, which were clamped
together by three stainless steel screws. The rings were attached to
three perspex rods, again with stainless steel screws, which suspended
the rings at a fixed height in a perspex tank, 34 cm x 34 cm x 30 cm
deep.
lead diameter 25 jm
I
3 cm




The thermistor wires were soldered to 80 pm lacquered copper wires
which were led to the edge of the polyethylene sheets through a hole in
the bottom ring, and out of the water through a length of PVC tubing.
The depth at which the thermistor was suspended was altered by adding
water to, or removing water from the perspex tank. The external surface
of the perspex tank was covered with a layer of aluminium foil to reduce
radiative heat losses. The perspex tank was contained within a larger
wooden box which was lined with a 7 cm thick layer of thermally
insulating expanded polystyrene. Another layer of expanded polystyrene
fitted snugly into the top of the wooden box and formed the lid of the
calorimeter. The inner side of the wooden box and the lower side of the
calorimeter lid were covered with a layer of aluminium foil which was
electrically grounded, and formed an electrostatic shield. The overall
dimensions were 52 cm x 52 cm x 47 cm high.
Inside the perspex tank were two stainless steel plates situated on
opposite sides of the tank; these can be seen in figure 3.4 on the
upper and lower sides of the tank. Domen (1982) described a method of
controlling temperature drifts by applying a d.c. voltage across such
plates. The size of the resultant electrical heating of the water could
be altered to balance a natural cooling drift in the water and give a
small overall temperature drift. Drift control electrodes were
therefore installed during the construction of the calorimeter but were
not used because of an alternative method of controlling background
temperature drifts described in section 3.2. One of the electrodes was
connected to earth to ground the water.
Also shown in figure 3.4, attached to the right hand wall of the
tank, is a 500 Watt immersion heater which was built into the side of
the perspex tank. The heater was 5 cm above the bottom of the tank, and
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Figure 3.4 The Water Calorimeter
was used to bring the water to the appropriate temperature when setting
up the calorimeter. The water used for all of the calorimetry
measurements was triply deionised and also had dissolved organic
compounds removed. It first passed through an Elgastat deioniser and
then through a Millpore unit which contained two deionising columns and
a carbon filter. The carbon filter removed any large organic molecules
such as proteins. The resistivity of the water was greater than 15 Mfl
—cm. Normally two or three measurements were made with the calorimeter
over the course of a weekend. The same water was re-used during the
weekend and was then discarded. The water was collected and stored in a
large 25 litre plastic container and two similar 5 litre containers.
Before setting up the calorimeter the water was heated to around 50°C,
by the immersion heater, then allowed to cool back to room temperature.
This drove out any dissolved oxygen and prevented bubble formation on
the legs, rings and polyethylene sheets, which was a problem if the
water was not de-oxygenated.
3.2 AIR TEMPERATURE CONTROLLER
To measure the small temperature rises produced by irradiation it
is necessary that the background temperature drifts in the water be
reduced to very low levels. Control of these background drifts was one
of the major problems in developing the calorimeter, and is discussed
further in chapter 5.
The air temperature controller consisted of a large perspex
structure, which completely enclosed the calorimeter, inside of which
the air temperature was kept constant. Figure 3.5 shows the calorimeter
enclosed in the perspex box.
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Figure 3.5 The water calorimeter and air temperature controller
The air temperature within the structure was controlled with a pair
of heating coils and a small fan. The fan dissipated 15 watts, so the
air temperature was necessarily a few degrees above ambient room
temperature even with no power to the heating coils." The calorimeter
was placed on a slab of expanded polystyrene 78 cm x 78 cm x 3.7 cm
thick. A four-sided structure, made of 10 mm thick perspex, was built
around the calorimeter and an identical slab of expanded polystyrene
formed the lid of the structure. The lid sat on two ledges at the top
of the perspex walls and both the lid and one side of the perspex
structure were easily removed for access to the calorimeter.
The small fan (8 cm x 8 cm) had a flow-rate of 50 1/minute and
remained permanently on while the air temperature controller was being
used. Two 9/1 heating coils were attached to the front of the fan to
supply the necessary heating to keep the air temperature constant. The
power supplied to the heating coils was controlled by a circuit
contained in the control box, seen on the left of figure 3.5. A
detailed description of the circuit is given in Appendix A. The air
temperature was measured by a thermistor and the voltage supplied to the
heating coils was proportional to the difference between the temperature
at which the control box had been set, and the temperature of this
thermistor. The thermistor made up one arm of a Wheatstone bridge, the
other arm being a fixed reference resistor. The reference resistor was
situated within the perspex structure rather than in the control box so
that large room temperature variations did not change the value of the
reference resistor, and thus change the setting of the temperature
control circuit.
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The temperature of the air at one point within the perspex
enclosure was monitored using another thermistor. The temperature
indicated by this thermistor was displayed on a chart recorder (figure
3.5), so that the air temperature could be accurately set to match the
water temperature. The temperature control circuit was powered by a 50
Watt transformer and the maximum power supplied to the heating coils was
45 Watts, which enabled the enclosure to be up to 8°C above room
temperature. The power dissipated in the fan meant that the enclosure
was always at least 2.4°C above room temperature. The calorimeter was
operated at 3°C above the maximum ambient room temperature, which meant
that the room temperature had to drop by 5°C before the air temperature
control became ineffective. This was not a problem in the treatment
rooms where the temperatures were fairly predictable and daily
variations were small due to the large masses of concrete surrounding
the rooms, and the air conditioning.
The temperature of the air within the enclosure oscillated rapidly
about a mean value as the voltage to the heating coils was switched on
and off by the control circuit. Since there was a large amount of
thermal damping in the calorimeter it was the average temperature of the
surrounding air which was important in determining the temperature
drifts in the water. This temperature was stable to within +_ 0.05°C
over periods up to 24 hours. The calorimeter was made airtight so that
the circulation of the air around the enclosure did not induce
evaporation, which could have resulted in undesirable cooling of the
water.
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3.3 PREPARATION OF THE TEMPERATURE SENSOR
The temperature transducer was a small ITT bead thermistor, type
U23UD, whose resistance was 2 kfi. at 20°C. Figure 3.2 shows the 0.5 mm
diameter bead thermistor with its 25 pm diameter platinum-iridium leads.
These leads, which were soldered to 80pm lacquered copper wires, were
long enough to be led out to above the surface of the water. The two
films sandwiching the thermistor were 25 pm thick polyethylene, and were
stretched taut between the two perspex clamping rings of outside
diameter 214 mm, and inside diameter 152 mm (figure 3.3). The rings
were made from 12.5 mm thick perspex.
It is desirable in an absorbed dose calorimeter that the "absorber"
contains as little foreign material as possible. In the water
calorimeter there is no isolated "absorber", but instead a continuous
water medium, in which the absorbed dose at a point in the water is
inferred from a measurement of the temperature rise at that point.
Materials other than water around the thermistor will have different
specific heats and absorbed doserates to those of water and so must be
kept to a minimum, if the absorbed dose to water is to be measured
accurately. In a sphere of diameter 10 mm centred on the thermistor,
the amount of material other than water (i.e. thermistor, leads and
polyethylene sheets) was 0.8% of the volume of the sphere. In a larger
sphere of diameter 100 mm they amount of 0.08% of the volume of the
sphere.
The thermistor was sealed into the rings before each set of
measurements. The polyethylene sheets and rings were required to
electrically insulate the thermistor from the water and to hold the
thermistor at a fixed and known position in the water tank. Firstly
the lower ring was placed directly on top of a drawing of a circle which
57
had its centre marked, to enable the thermistor to be positioned in the
centre of the rings. Two O-rings sat in grooves in the lower ring and
ensured good contact between the two polyethylene sheets. The lower
polyethylene film was then placed on the perspex ring and the copper
wires connected to the thermistor were passed through a hole in the
polyethylene, and through the hole in the lower perspex ring (figure
3.3). Lead blocks were used to lightly stretch the polyethylene sheet
over the perspex ring while silicone grease was placed on the sheet.
Silicone grease was smeared sparingly onto the sheet in radial lines as
shown in figure 3.6. Once the thermistor was sealed between the sheets
the silicone grease slowly spread out over the inner surfaces of the
polyethylene, making the two sheets adhere together, giving good thermal
contact between the thermistor and the water. Inevitably a certain
amount of air was trapped between the sheets; it collected in pockets
as the silicone grease spread out, but because of the radial
distribution of the grease the air bubbles were forced away from the
centre and collected around the inner edge of the perspex rings.
Once the silicone grease had been applied to the lower sheet, a
layer of silicone sealant was applied above the inner of the two 0-
rings. Silicone sealant is a silicone, water repellant, rubber based
adhesive and it was used to seal the polyethylene sheets together, to
prevent water reaching the thermistor. The top polyethylene sheet was
then carefully lowered into place, followed by the top perspex ring.
The sheets were held tightly clamped between the two perspex rings which
were secured together by three stainless steel screws. A PVC tube,
through which the copper wire had been fed, was sealed into the hole in




tube was secured at one side of the water tank, where the copper wires
were connected to the screened cables leading to the Wheatstone bridge.
Each of the fine copper wires was connected by crimping it between two
washers with a very small brass nut and bolt (see figure 3.4).
3.4 IONISATION CHAMBER JIG
The calorimeter was used to make an absolute measurement of
absorbed dose to water at the point of the thermistor. It was desirable
to compare this measurement with an absorbed dose measurement using an
ionisation chamber. The easiest way to do this was to remove the
thermistor and position an ionisation chamber such that its centre
coincided with the position previously occupied by the thermistor. In
order to do this reliably a jig was constructed into which the
ionisation chamber could be inserted; a cross section of this jig is
shown in figure 3.7. The jig was similar in construction to the perspex
rings used to sandwich the thermistor between the polyethylene sheets.
It was made from identical sheets of perspex, cut into rings of the same
dimensions. The rings were cemented together and a perspex sheath was
cemented between them as shown in figure 3.7. The TE ionisation
chamber fitted into the sheath in such a way that the centre of the
chamber was at the centre of the rings and at the same height as the
thermistor. The sheath fitted snugly over the chamber, with no air
gaps, at the end with the gas cavity. The perspex wall of the sheath
was also thinner at this end, being 1 mm thick. A flexible PVC tube
was connected to the end of the perspex sheath so that water would not
come into contact with the ionisation chamber when the jig was immersed.
The jig was secured to the perspex rods in the water tank by three




assembly. This meant that after a series of calorimetry measurements
the thermistor could be quickly removed and replaced by the ionisation
chamber, without any depth measurements being required. As the
ionisation chamber jig displaced more water than the thermistor
assembly, water had to be removed from the tank in order to ensure that
the centre of the ionisation chamber was at the same depth as the
thermistor. The difference in volume amounted to 50 cm and 50 ml of
water was therefore removed from the tank each time the ionisation
chamber was inserted.
The jig was constructed in such a way that when the ionisation
chamber was pushed fully into the perspex sheath, the centre of the
chamber was at the geometrical centre of the rings. Due to the
difficulty in positioning the thermistor when sandwiching it between the
polyethylene sheets, its lateral position could deviate slightly from
the centre of the rings. Normally it was 1 to 2 mm away from the centre
and the maximum noted distance was 4 mm. The lateral positioning was
not critical since the radiation beams were broad and flat in profile.
The vertical positioning, or depth, was much more important. At the
depth of measurement the depth dose is changing by approximately 5% per
centimetre, depending on the particular radiation beam. An error of
1 mm in the depth of the ionisation chamber would therefore effectively
cause an error of 0.5% in the dose measurement. On several occasions
the distance between the lower surface of the rings and the thermistor,
and the distance between the lower surface of the rings and the centre
of the ionisation chamber sheath, were measured using a height gauge.
The difference between these two distances was consistently found to be





The accuracy to which absorbed doses can be measured with the water
calorimeter depends on the accuracy to which the temperature rises in
the water can be measured. A typical daily dose given in radiotherapy
of 2 Gy produces a temperature rise in water of 4.8 x 10-^ °C. To
measure such a temperature rise with sufficient precision for absorbed
dose determination requires a temperature measuring system capable of
resolving temperature changes of a few microdegrees. A modern linear
accelerator has an output of 2-3 Gy min"^ at the normal treatment
distance. In the neutron beam the doserate is 25 cGy min-^", a factor of
ten lower than that in the photon beams from the linear accelerators,
and the difficulty in measuring the temperature rise is even more acute.
This chapter discusses in detail the factors which must be taken
into account in constructing a temperature measuring system for
radiation calorimetry. The merits of different configurations of
Wheatstone bridge and temperature sensor are considered. Previously
reported temperature measuring arrangements for radiation dosimetry, in
particular those for neutron absorbed dose calorimetry, are reviewed.
The low power a.c. Wheatstone bridge which was used is described
including its calibration and its performance in terms of its
temperature resolution and signal-to-noise ratio.
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4.2 CHOICE OF TEMPERATURE SENSOR
The ideal temperature transducer for radiation calorimetry would be
of small size, with a high temperature sensitivity, and would have a
response that was linear with temperature. It is necessary that the
sensor be small so that there is negligible foreign material in the
calorimeter around the point at which absorbed dose is to be measured.
The sensor should not introduce heat conduction paths to the external
environment because of required connections for the signal to be
extracted. The sensor should not remove heat from or add heat to the
calorimeter in its operation. Finally, the sensor should not be
susceptible to radiation damage which would change its characteristics,
up to a cumulative dose of a few kGy. All of these factors are not
attainable in practice and a compromise between what is possible and
which of the above criteria is most important, must be found.
Many different methods have been used in the past to measure the
small temperature rises encountered in radiation calorimetry. Rump
(1927) used mercury to completely absorb kilovoltage X-rays and measured
the temperature rise by observing the expansion of the mercury absorber
into a long capillary tube. Callendar (1911) and more recently, Mann
(1954), used the Peltier effect in a microcalorimetric balance, although
this was used for source strength measurement rather than beam
calorimetry. Several calorimeters employing thermocouples or multi-
junction thermocouples (thermopiles) have been reported. Pruitt and
Domen (1962) employed a thermopile in order to obtain a higher
sensitivity than is possible with a single thermocouple. The large
number of connections to the calorimeter absorber, in this case, results
in undesirable heat conduction paths. Pettersson (1967) used water as
the absorbing material and calculated the temperature rise from the
measured expansion of the water absorber along a thin capillary. Also
using a fluid absorber Schmidt and Buck (1969) calculated the
temperature rise from the variation in electrical conductivity of a
phosphate buffer solution.
Since the advent of the thermistor in the 1950's virtually all
radiation calorimeters have used thermistors as temperature sensors.
Thermistors combine the advantages of very small size and a high
temperature sensitivity. They are commercially available with beads of
diameter 0.05 mm and lead wires of diameter 0.01 mm. A very small
thermistor will have a small thermal capacity and will therefore respond
rapidly to changes in temperature. In addition, it will contribute a
negligible amount of foreign material to the calorimeter. Such
thermistors have electrical connections made of very fine wire which
minimises any leakage of heat, by conduction through the wires, during
irradiation.
The variation of the resistance of a thermistor with temperature is
given by equation 4.1
Rt - RoeB<l/T-l/To> (4.1)
where Rfc is the resistance of the thermistor at temperature T, and RQ is
its resistance at temperature TQ. The temperature coefficient of a
thermistor is about 4% per degree centigrade, which is a factor of ten
greater than the temperature coefficient of a platinum resistance
thermometer. Equation 4.1 is inherently non-linear but, it will be
shown that, over the very small temperature rises encountered in
calorimetry negligible error is introduced by assuming that the response
is linear. One significant disadvantage of using a thermistor,
compared for example to a thermocouple, is that a thermistor necessarily
dissipates power in the calorimeter. The power dissipation in the
thermistor can be kept small and the fact that the thermistor is at a
slightly higher temperature than its surroundings can be allowed for.
The self-heating of the thermistor is discussed further in section 4.5.
Another point that must be considered before employing a thermistor in a
radiation calorimeter is whether the thermistor will be susceptible to
radiation damage. Thermistors are made of metallic oxides and, in
general, ionising radiation has an adverse effect on the electrical
properties of semiconductors. Many radiation calorimeters have been
constructed with thermistors as the temperature sensor and no problems
with radiation damage have been reported. Regular calibration of a
thermistor keeps a check on whether its characteristics are being
affected by irradiation.
The overriding factor in choosing the thermistor as a temperature
sensor is its high sensitivity. Another important reason is that a
thermistor can be easily incorporated into a Wheatstone bridge circuit
which can accurately measure very small changes in the resistance of the
thermistor. Thus, at present, thermistors are universally employed as
the temperature sensors in radiation calorimeters for use in medical
therapy beams. The thermistor has revolutionised the use of
calorimeters in beam dosimetry, making the calorimeter a practical
instrument for use in therapy beams, even at low doserates. The
technique has been developed to such an extent that, in the United
States, a graphite calorimeter has been constructed as a primary
standard of absorbed dose.
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4.3 RESISTANCE MEASUREMENT
4.3.1 Use of Wheatstone Bridges for Resistance Measurement
Before thermistors became available platinum resistance
thermometers were used with d.c. Wheatstone bridges for the measurement
of temperature. The temperature sensitivity of platinum is only 0.4%
per degree, making the measurement of the temperature rises involved in
absorbed dose calorimetry very difficult. Thus, thermocouples or
thermopiles were generally preferred for absorbed dose calorimetry.
Thermistors have a temperature sensitivity ten times greater than that
of platinum and many calorimeters using a thermistor and a Wheatstone
bridge for temperature measurement have been described.
The first calorimeter using such a temperature measuring system was
that of Laughlin and Beattie (1951), which was used for the measurement
of energy fluence rather than absorbed dose. Two thermistors, one in
each of two lead cylinders were connected in opposite arms of a
conventional Wheatstone bridge. Only one of the cylinders was
irradiated and the out of balance voltage from the bridge was amplified
by a d.c. chopper amplifier. With an essentially similar calorimeter
Genna and Laughlin (1956) made absorbed dose measurements in a
polystyrene absorber irradiated by ^°Co gamma rays. Operating at low
temperatures reduces the problem of radiative heat loss from the
absorber and Schleiger and Goldstein (1964) described a calorimeter
working at the temperature of liquid nitrogen, again with a d.c.
Wheatstone bridge and chopper amplifier. There have been several other
calorimeters with discrete absorbers in which a thermistor, d.c.
Wheatstone bridge and chopper amplifier have been used for temperature
detection in gamma or X-ray beams (e.g. Bradshaw (1965), Mitacek and
Frigerio (1965), Pinkerton (1969), Inada et al (1974)).
Calorimeters of this type have also been constructed for the
measurement of absorbed dose in fast neutron beams (McDonald et al
(1976), Greene et al (1975), Caumes et al (1984)). These three calori¬
meters all used conventional d.c. bridges with chopper amplifiers.
McDonald's calorimeter consisted of an isolated tissue equivalent
plastic absorber in which a 30000.fl thermistor was embedded. One
side of the Wheatstone bridge contained two fixed resistances, the other
a thermistor and a variable balancing resistor. Both the Wheatstone
bridge and the chopper amplifier were close to the calorimeter inside
the treatment room to reduce the noise levels, by having short signal
cables. The balancing resistor of the bridge was controlled remotely
by a stepping motor outside the treatment room. The bridge was
electrically shielded and also thermally insulated. The calorimeter was
used successfully to measure temperature rises of 60 [j.K min"^; ten
measurements giving a standard deviation about the mean of +_ 2%.
Wheatstone bridges excited by a.c. voltages have also been used in
absorbed dose calorimetry. Bewley (1963) described a calorimeter
constructed of carbon which employed an a.c. Wheatstone bridge to
measure the rise in temperature. Two 100 kfl thermistors were
employed, one in the absorber and the other serving as a control. The
other half of the bridge consisted of two 100 ki"l wire wound resistors
and a decade resistance box for balancing. The bridge was excited at
20 Hz and the out-of—balance voltage was amplified and synchronously
rectified. The lowest doserate measured corresponded to a temperature
rise of 800 p. K min ^ which was measured with an experimental
uncertainty of +_ 2% standard deviation about the mean. Redpath (1967)
used a conventional resistance bridge excited at 1 kHz in conjunction
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with a phase sensitive detector for the calorimetry of low energy X-rays
of 30 kV and below. Tedman (1975) described a similar system which was
used for absorbed dose determination in megavoltage X-ray and electron
beams. The system had an ultimate resolution of 2 x 10 ^°C, but
problems of instability in the oscillator, which both excited the bridge
at 285 Hz and provided the reference signal to the phase sensitive
detector, were encountered. Hohlfeld (1975) constructed a carbon
calorimeter intended for use as a national standard of absorbed dose.
Two thermistors, in opposite arms of a Wheatstone bridge, were embedded
in a carbon absorber. The bridge voltage was amplified by a lock-in
amplifier and recorded, and the whole measurement and calibration
sequence was automatically controlled.
The heat capacity of water is approximately six times larger than
that of carbon. The temperature rises in water are therefore lower by
the same factor, for equivalent absorbed doses. The water calorimeter
was constructed to be used in a neutron beam which produced a doserate
of 25 cGy min-''" at a depth of 5 cm in water. This doserate corresponds
to a temperature rise of 60 |i K min-^ and the measuring system had to be
able to measure such a temperature rise accurately.
4.3.2 Choice of Wheatstone Bridge
As is clear from the previous section both a.c. and d.c. systems
have been widely used in absorbed dose calorimetry. More recently a.c.
systems have been favoured because of the introduction of phase
sensitive detectors. Although this is generally true many modern
calorimeters have employed d.c. systems; notably McDonald et al (1976)
and Caumes et al (1984). There has been considerable recent interest in
water calorimetry and all of the water calorimeters reported to date
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have employed d.c. systems; Domen (1982), de Maries (1981), Kubo (1983)
and Mattsson (1984).
Thermoelectric EMFs are a major problem in d.c. bridge circuits.
Any contacts between dissimilar metals result in small EMFs which change
if the ambient temperature of the junction changes. If such EMFs are
injected into the amplifier input they will be indistinguishable from
genuine temperature variations of the thermistor. This problem can be
partially overcome by thermally insulating the connections in the
Wheatstone bridge or by using special low thermal EMF connectors.
Bridges excited by alternating currents are not affected by
thermoelectric potentials. The out-of-balance voltage from a d.c.
bridge is normally amplified using a chopper amplifier. Alternating
current amplifiers are generally more stable than direct current
amplifiers and the d.c. signal is therefore "chopped" to produce an a.c.
voltage, whose amplitude is proportional to the magnitude of the initial
d.c. signal. This a.c. signal can then be amplified to give sufficient
sensitivity for calorimetric measurements.
A bridge excited by an a.c. voltage does not require a chopper
amplifier and in addition a phase sensitive detector can be employed to
extract a small a.c. signal which is submerged in a much larger noise
component. The use of a phase sensitive detector means that a.c.
systems can employ much lower sensor power dissipations than d.c.
systems to achieve the same sensitivity. Furthermore inductive ratio
arms mean that only one reference resistor is required in the bridge
(Thompson and Small, 1971). The size of the resistance changes that
very sensitive bridges measure can be comparable to the Johnson noise in
the resistors of the bridge. Good inductors have a very low d.c.
resistance and consequently the Johnson noise contribution is very
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small. As the voltage ratio is determined by the turns ratio of the
transformer winding, it is inherently stable with respect to temperature
changes.
In conclusion, it was decided that an a.c. Wheatstone bridge
employing a phase sensitive detector would be the most suitable system.
Inductive ratio arms instead of conventional d.c. resistances were used
in order to reduce the noise and improve the stability of the bridge.
The next section describes the Wheatstone bridge which was constructed
and used in all of the calorimetry measurements.
4.4 LOW POWER A.C. WHEATSTONE BRIDGE
The type of Wheatstone bridge used in conjunction with the water
calorimeter was described by Calverd (1982). It was an a.c. bridge
employing asymmetric inductive ratio arms and a lock-in amplifier. The
bridge was designed at the National Physical Laboratory specifically for
use with an X-ray calorimeter.
The noise voltage, V^, generated by a resistance (R) is given by
the classical Johnson formula:
VN = 2 J kTBR (4.2)
where T is its temperature, B the bandwidth and k is Boltzman's
constant. For a 2 kf~l resistor and 1 Hz bandwidth the noise voltage, at
room temperature (300 K), is therefore approximately 6 x 10-^ V. At a
sensor power dissipation of 2 pW there is approximately 60 mV RMS across
the thermistor and assuming a constant current through the thermistor,
and a temperature coefficient of 4% per degree, the voltage change
across the thermistor is 2.5 x 10 ^ V per microdegree. Considering only
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this source of noise, a time constant of about 0.2 s would permit
resolution to _+ 180 pl~l in 2000/1 corresponding to +_ 2 p K at room
temperature. Allowing the rest of the bridge to contribute up to ten
times the Johnson noise amplitude of the thermistor, the time constant
need only be increased to 2 s to retain this resolution.
Many reported Wheatstone bridges have had equal impedance arms but
it is possible to increase the sensitivity of the bridge by using
unequal arms. Figure 4.1 shows a simple bridge with inductive ratio
arms. At balance the output voltage, V, is given by
V = Vo[ — ~ — I (4.3)
Rs + Rt nl + n2
where n represents the number of turns and Rt is the resistance of the
thermistor. The voltage sensitivity is given by:
(Rs + Rfc) Rs + Rt
where i is as shown in figure 4.1. This approaches a maximum value (i)
when Rg >> Rt, giving twice the sensitivity of an equal arms circuit,
provided that the detector impedance is very large compared with Rt. A
convenient choice is Rg = 10 Rfc as 0.1 fl increments are practicable and
equivalent to 10 m/L changes in Rt, and this ratio was used.
A further increase in sensitivity can be obtained in the output
transformer of the bridge which couples the out-of-balance signal to the
detector (R^). If the primary to secondary turns ratio is X and the
detector resistance R<j, then the detector is "seen" by the bridge as a
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Figure 4»1 Simple bridge circuit with inductive ratio arms
2
reflected impedance of R^X in parallel with Rg. The voltage gain of
the transformer is 1/X and equation 4.4 becomes:
3 V i 1
= (4.5)
<3Rt X (1 + Rt/Rx)
2 •
where Rx is the combination of Rg and R^X in parallel. The detector
o
has a large input impedance (100 M fl ) and R^X is therefore very large
compared to Rg. This means that the linearity of the bridge when off
balance is not seriously affected but there is a substantial gain in
sensitivity from the 1/X term in equation 4.5. Increasing the
transformer ratio indefinitely is limited by the d.c. resistance of the
secondary winding of the transformer and a value of X = 1/6 was used.
The presence of this transformer also serves to isolate the bridge from
the detector.
The leads from the thermistor to the Wheatstone bridge had to be
over ten metres long in order to stretch from the calorimeter, inside
the treatment room, to the control area, outside the treatment room.
Temperature changes in leads of this length can change their resistance
by a significant amount. Since the bridge is asymmetric such a
resistance change would be indistinguishable from a change in the
resistance of the thermistor. To eliminate this the configuration shown
in figure 4.2 is used, where the resistances, r, represent the lead
resistances. A tertiary winding on T£, closely matched to the primary,
carries a current roughly proportional to the lead resistance r, in
antiphase to the current in the primary. When Rc Ci: Rt(Rt+Rg)/Rg the
resulting secondary voltage is independent of r for symmetrical changes




Figure 4.2 Bridge circuit including lead resistance compensation
signal now has to drive Rc. In practice an artificial change in r was
introduced by switching lfl into both leads simultaneously and Rc was
adjusted until this action produced no change in output voltage. This
circuit reduces the lead resistance effect to approximately 1% of its
nominal value in a simple two-lead configuration and leads 12.5 metres
long were used successfully.
The most likely source of interference is "mains hum" at 50 Hz or
harmonics thereof and a frequency of 375 Hz, lying between adjacent
harmonics was therefore chosen to excite the bridge. It is clearly
essential that the input voltage to the bridge is of constant amplitude
and also that its frequency does not vary with time. A triangular
waveform generated by a circuit employing CMOS logic excited the bridge
and a square wave of the same frequency was buffered to provide a
reference signal for the phase sensitive detector. Even operating at
such low frequencies the reactive component of the d.c. resistances can
be important. In order to keep the reactive component of the variable
resistor Rg small, switched decades of bulk metal resistors with
temperature coefficients of 10-^ K-^ were employed. A detailed
description of the bridge, including the drive voltage is given in
Appendix B.
The detector was a Brookdeal 9503 lock-in amplifier, having the
ability to detect <0.01 (J-V RMS at the signal frequency in >0.5V peak-to-
peak white noise. Figure 4.3 shows diagrammatically the complete path
of the signal. The output of the lock-in amplifier was +10V full scale




As described in section 2.2 the temperature change induced by
irradiation was measured by extrapolating the initial and final drifts.
If the only record of a calorimeter run is the chart recorder trace,
this measurement must be carried out by a manual inspection of the
trace. This sets a limit on the precision of the measurement, because
of the limited accuracy of the chart recorder, and also due to the
finite thickness of the trace on the recorder. In order to get round
this and achieve a more objective method of determining the best
straight line through the initial and final drifts, the output of the
amplifier was fed directly to a microcomputer. The chart recorder
remained connected to the amplifier, in parallel with the computer, so
that a visual record of each calorimetry measurement was available.
Details of the operation of the computer and its use are given in the
next chapter.
4.5 ABSOLUTE CALIBRATION OF THERMISTORS
4.5.1 Introduction
As absorbed dose is to be derived from a measurement of the
temperature rise produced by a radiation beam, the thermistor, which
detects this temperature rise, must be calibrated in terms of
temperature. The resistance of a thermistor in terms of its
temperature is given in equation 4.1. Differentiating this equation
gives:
-T2 AR 1 AR
AT = — = (4.6)
BR S R
where S is the sensitivity of the thermistors. In general negative
temperature coefficient thermistors have a nominal sensitivity of 4% per
degree. The sensitivity of a thermistor is obtained by calibration
against a standard thermometer. Equation 4.1 can be rewritten as:
B
log R = + (log R0"B/T0) (4.7)
T
and the value of B for a particular thermistor is obtained from the
slope of a graph of log R against i/T. B is known as the "material
constant" and has a fixed value for any given thermistor.
As can be seen from equation 4.6 the sensitivity varies with
temperature. The thermistor as a temperature detector is therefore
inherently non-linear. The thermistors used had material constants of
approximately 3000 K, and a change of 1°C in the temperature results in
a change in sensitivity (B/T2) of approximately 0.7%. A typical dose
of 3 Gy at the thermistor produces a temperature rise of less than
0.00l°C corresponding to a negligible change of 0.0007% in the
sensitivity of the thermistor. Over the course of a number of
calorimetry runs the temperature of the thermistor may change by up to
0.02°C, corresponding to a 0.01% change in sensitivity, which again is
negligible. Once the value of B is known for a thermistor its
sensitivity is determined as a function of temperature. Over the small
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temperature changes encountered in calorimetry, assuming that the
sensitivity is constant does not lead to significant error since the
sensitivity varies so little with temperature.
4.5.2 Self-heating of the Thermistor
As the operation of the Wheatstone bridge necessarily requires that
a current flows through the thermistor there is a small power
dissipation in the thermistor. The power dissipated in the thermistor
raises its temperature above that of the surrounding water until an
equilibrium is reached, when there is a constant temperature gradient
around the thermistor.
i.e. T = Tw + S T (4.8)
where T is the temperature of the thermistor, Tw that of the water and
&T the increase in the thermistor's temperature caused by self-heating.
In order to calibrate the thermistor, to determine the value of B,
its temperature must be measured as a function of its resistance. Since
the thermometer used in calibration measures the water temperature, the
difference between this temperature and that of the thermistor is
required. The self-heating factor is also needed when interpreting the
results of a calorimetry measurement. As irradiation increases the
temperature of the thermistor, its resistance decreases, increasing the
power dissipated in the thermistor. Thus the temperature change of the
thermistor is not completely due to the heating produced by irradiation
but partly due to the change in ST.
The equilibrium resistance of the thermistor was plotted against
power dissipation, at a fixed water temperature, in order to obtain the
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self-heating factor. An example of this, for one particular thermistor
is shown in fig. 4.4. The relationship between the two is clearly
linear and the self-heating factor for the thermistor is obtained as
follows. The best straight line through the points is of the form
R = mP + (4.9)
where m is the slope of the graph and Rw is the resistance of the
thermistor when P = 0, i.e. its resistance at temperature Tw, the water
temperature.





and from equation 4.9 Ar/Ap = m. The resistance change produced by
a power dissipation P is therefore Ar = mP, and the corresponding
temperature change ST is given by:
T 2 mP mP
ST = = = kP (4.11)
B R, (B/I„2) R„
The value of m was obtained from the plot of R against P, and the value
of k from the above equation. The power dissipated in the thermistor
was varied by "tuning" the primary of the bridge exciting transformer,
as described in section 5.2. For the particular thermistor illustrated
in figure 4.4 the value of k was 4.0 mK |iW-^. At a power dissipation of
10 (J-W, for example, the temperature of the thermistor would be 40 mK
above the water temperature. During calibration of the thermistors
this small temperature difference must be added to the measured water
THERMISTOR RESISTANCE ( Q )
THERMISTOR POWER (MICROWATTS)
Figure 4»4 Thermistor resistance as a function of power dissipation
temperature so that the resistance of the thermistor can be plotted
against its true temperature. More importantly the self-heating
factor is used to calculate the change in the size of £t during a
calorimetry run so that any necessary corrections to the observed
temperature change can be made (see section 7.1.1).
4.5.3 Calibration
Two types of thermistor were obtained for use in the calorimeter.
Both were miniature beads with platinum iridium alloy leads. ITT, types
U23UD, had 0.5 mm diameter beads and Thermometries B series, had 0.1 mm
and 0.05 mm diameter beads and were consequently smaller and more
fragile. They all had a nominal resistance of 2 kf7 at a temperature
of 20°C. Several different thermistors were incorporated into the
calorimeter and calibrated and some, under identical conditions, were
found to be inherently noisier than others. All of the results
reported here were obtained with an ITT type U23UD thermistor.
The thermometer used to calibrate the thermistors was a
conventional, partial immersion, mercury in glass thermometer,
constructed specially for this purpose. It read from 21°C to 27°C and
was graduated in divisions of 0.01°C. After construction the
thermometer was calibrated absolutely at the National Physical
Laboratory. The calorimeter was set up with the lid removed and the
thermometer clamped at the appropriate depth in the water. The water
was heated, by the immersion heater in the tankj in steps of 0.5°C or 1°
and allowed to settle at each new temperature. The water was stirred
constantly during calibrations and when the heating was switched off the
temperature reading on the thermometer reached equilibrium within
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approximately 30 seconds. A polythene sheet covered the top of the
water tank, with only the thermometer protruding, to reduce any
evaporation as the water was heated above room temperature. This was
done in case a temperature gradient was produced by a cooling of the
surface of the water. The resistance of the thermistor was monitored by
the Wheatstone bridge and when the drift in temperature was less than
0.00l°C per minute both the resistance of the thermistor and the water
temperature were noted.
Figure 4.5 shows a plot of resistance against temperature for one
thermistor and also a plot of log R against 1/T. At least squares
method was used to fit the best straight line to the graph of log R
against 1/T in order to obtain the value of B (see equation 4.7). The
temperature on these graphs is the temperature of the thermistor i.e.
the water temperature, plus ST, the temperature increase due to self-
heating. A simple calculation shows that a systematic error of 0.1°C
throughout the range of the thermometer would result in an error in the
value of B of only 0.07%. With this method it was possible to
precisely determine the value of B. The values obtained for the
thermistor used to make calorimetry measurements are given in table 4.1.
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Figure 4.5 Thermistor calibration
throughout as subsequent measurements did not disagree with this figure.
The associated uncertainty was taken as 0.2%. Although the error on a
single determination of B approached this value, repeated calibrations
were necessary to check that irradiation did not alter the properties of
the thermistor. It is well known that semiconductor materials are
susceptible to radiation damage, but as is clear from table 4.1 the
calibration was not changed by a dose of approximately 2 kGy, which was
the cumulative dose delivered to the thermistor.
4.6 PERFORMANCE OF THE DETECTOR
The sensitivity of the temperature measuring system is not the only
factor affecting the final precision of a calorimetric measurement.
Many other factors concerned with the basic design of the calorimeter
play a part in limiting the precision. Ideally the temperature detector
should not itself place the limit on the precision of such a
measurement. To fulfil this requirement a system capable of resolving
temperature changes of a few microdegrees is necessary, as was stated in
the first section of this chapter.
The performance of the Wheatstone bridge was investigated by
replacing the thermistor with a decade resistance box and observing the
resultant trace on the chart recorder. This was done with a resistance
box consisting of wire-bound resistances, set to 200017 , the nominal
resistance of the thermistor. Figure 4.6 is a trace showing the
variation in resistance of the resistance box and the associated noise
level. As the resistance box was not in a temperature controlled
environment its resistance drifted, as can be seen from figure 4.6. If
the resistance box was replaced by the thermistor the noise level would
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Figure 4.6 Record of bridge output with thermistor replaced by
a decade resistance box set to 2000fi
be expected to be at least as great as that shown on this trace. This
noise level therefore represents the ultimate resolution attainable with
the Wheatstone bridge arrangement described in section 4.4. The peak-
to-peak noise level is equivalent to approximately 200 pl~l, depending to
a certain extent on the thickness of the line from the chart recorder
pen. A change of 200 in a 2000.Q thermistor corresponds to a
temperature change of approximately 3 |^K. This approaches the notional
limit on the resolution, mentioned in section 4.4, set by the Johnson
noise voltages produced in any resistor.
Figure 8.2 is a selection of three calorimetric runs in the neutron
beam. The peak-to-peak noise level, in terms of temperature, on these
traces is around 5 l^K. On occasion the calorimeter was set up and the
noise level was inexplicably much larger than normal. If the thermistor
and rings were left in the water tank over a period of two or three days
the noise level increased noticeably. This was attributed to water
leaking into the space between the polythene sheets. This was prevented
by dismantling and refabricating the rings after each set of
calorimetric measurements. Another factor influencing the level of
noise was the quality of the solder joints used to connect the
thermistor to the copper wires leading to the bridge. Solder is
specifically not recommended for the connection of the platinum-iridium
alloy thermistor leads. In view of this other methods were tried. Very
fine spot welding proved impossible due to the small dimensions of the
thermistor leads. Connections were successfully made with a conductive
silver doped epoxy, but they were unreliable and excessively bulky,
causing pockets of air to be trapped between the polythene sheets.
Conventional solder, which did provide a good connection, was therefore
used and the thermistors were regularly re-soldered in order to maintain
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a good contact between the fine copper wires and the thermistor leads.
Another measure of the performance of the thermistor bridge
temperature detector is its sensitivity in terms of output voltage per
unit temperature change. The sensitivity of the bridge,iLZ, is given by
3Rt
equation 4.5. The sensitivity of the thermistors used was approximately
3.3% per degree, corresponding to a change of 65jQ/°C under typical
operating conditions. At a thermistor power dissipation of 9 pW and a
typical value of Rt, the temperature sensitivityis 23 mV/°C. This
3T
compares favourably with other workers who have employed d.c. bridges
for water calorimetry. For example Domen (1982) describes a d.c. bridge
having a temperature sensitivity of 15 mV/°C, at the same power
dissipation. Even at the lowest power dissipation employed (0.5 PW)
the output of the Wheatstone bridge is still 5.5 mV/°C.
In conclusion it can be said that the resolution of the Wheatstone
bridge was more than adequate for measuring the temperature rises
involved. Other factors such as large temperature drifts in the water,
limited the usable sensitivity of the system; this is discussed
further in the next chapter. Any practical difficulties with the
detector were confined to the thermistor; its connection to the
Wheatstone bridge or its sealing between the polythene sheets. No
problems were encountered with the integrity of the solder connections
between the thermistor leads and the copper wires, but the very thin
thermistor leads were prone to break if not handled very carefully. The
method of sealing the thermistor between the polythene sheets was not
entirely sastisfactory as water did leak through if the rings were left
submerged for long periods of time (~7 days). This necessitated the
frequent disassembly and refabrication of the rings which, as well as
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being a difficult operation, meant that the thermistor received a lot of
undesirable handling. A method whereby the thermistor could be
suspended in the water, but completely sealed from it would be
advantageous. This would have to be done while keeping any materials
other than the water away from the thermistor and without interfering
with the connections to the Wheatstone bridge.
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CHAPTER 5
OPERATIOH OF THE CALORIMETER
5.1 INTRODUCTION
The previous two chapters have described the water calorimeter and
the associated Wheatstone bridge. This chapter describes the use of the
calorimeter in practice and the difficulties encountered in putting it
into operation. The method of controlling background temperature
drifts in the water and the interpretation of calorimetry measurements
are discussed in detail.
5.2 OPERATION OF THE WHEATSTONE BRIDGE AND AMPLIFIER
As was mentioned in section 4.4 the Wheatstone bridge incorporates
a method of compensating for changes in the resistance of the leads
running from the calorimeter to the bridge. These leads were 12.5
metres long and changes in ambient temperature could alter their
resistance significantly. When the value of the compensation resistor
Rc — kt(kt + Rs)/Rs (figure 5.1) the output voltage is independent of r
for symmetrical changes in r. An artificial change of lA was either
inserted or removed from the current carrying leads, by means of a
double pole single throw switch, as shown in figure 5.1. The
resistance Rc was then adjusted until there was no change in the output
voltage, monitored by the amplifier, when the switch was thrown. This




Figure 5.1 Lead resistance compensation
The power dissipated in the thermistor depends on the amplitude of
the voltage V exciting the bridge. When it was necessary to change the
power dissipation in the thermistor, either to alter the sensitivity of
the bridge or to determine the self-heating factor for a thermistor, the
amplitude of the voltage V had to be changed. The power supply was
designed to produce a very stable voltage and therefore had no provision
for varying this voltage. This was achieved by changing the value of
the capacitor C (figure 5.1), effectively "tuning" the primary circuit
of the bridge-exciting transformer. By varying the value of C between
10 nF and 10 PF the RMS value of V ranged between 2.9 and 24.2 volts,
and the power dissipated in the thermistor between 0.5 and 35
microwatts. To select a particular thermistor power dissipation the
appropriate value of capacitance was inserted into the bridge circuit.
The full details of the bridge circuit and its power supply are given in
Appendix B.
The principle behind the lock-in amplifier is that only signals of
the same frequency as the reference signal are admitted and that
components of the signal at different frequencies, i.e. noise voltages,
are rejected. As the bandwidth of the amplifier is inversely
proportional to the time constant employed, a longer time constant
reduces the bandwidth and consequently improves the noise rejection. A
time constant of 1 second was set on the amplifier. Typical calorimetry
runs lasted 5 to 10 minutes and a shorter time constant was not
necessary. To eliminate any frequencies significantly different to that
of the signal the amplifier contained high and low pass filters. These
were set to admit frequencies between 30 Hz and 1 kHz. The maximum
sensitivity to which the amplifier could be set before noise overload
occurred at the amplifier input corresponded to full scale deflection
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for an input of 1 pV. The maximum sensitivity used for measurements
was 5 HV giving full scale deflection, so noise overload was not a
problem.
There was a facility on the amplifier which allowed the phase of
the reference signal to be continuously altered i.e. the relative phase
of the signal and reference voltages could be changed. The following
procedure was adopted to set the phase of the reference signal so that
it was exactly in phase with the signal to ensure maximum sensitivity to
changes in Rt. The phase control was altered until changing Rg had no
effect on the output of the amplifier. This was done with increasing
amplifier gain and meant that the signal and reference were in
quadrature. The phase was then changed by exactly 90°, by means of a
push-button, ensuring that the signal and reference were precisely in
phase.
5.3 TEMPERATURE DRIFT CONTROL
Control of the temperature of the water in the calorimeter was the
main difficulty encountered in developing the calorimeter to a stage
where dose measurements could be made. Temperature rises induced by
irradiation were approximately 60 (J. K min-^ and 600 p. K min-"*" in the
neutron and photon beams respectively. In carrying out a calorimetry
run it was necessary to observe the background temperature drifts for a
few minutes before and after the "X" period (see Section 2.2). In order
to extrapolate these drifts to the mid point of the run they had to be
considerably less than the temperature rises produced by irradiation.
The lower the background drifts were, the better, but measurements were
practical when the drifts were approximately a factor of ten lower than
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those during irradiation. Thus measurements were possible in the photon
beams with background drifts of 60 PK min but measurements in the
neutron beam required the drifts to be reduced to less than 10 pK min
Initially it was hoped that the thermal insulation surrounding the
water tank would be sufficient to keep background drifts low, as long as
the water temperature was reasonably close to the ambient air
temperature. However, room temperature variations were unpredictable
resulting in significant differences between the water and ambient air
temperatures. Figure 5.2 shows the variation of the room temperature
and the water temperature, as measured by the thermistor, over a two
week period. Although the calorimeter was in an air conditioned room
the ambient temperature spanned almost 5°C which meant that the
difference between room temperature and the temperature of the water was
at times greater than 2°C. This resulted in temperature drifts of up
to 600 pK min-^ in the water. To restrict the drift to 10 pK min-^
clearly required a more sophisticated method of controlling the drift.
Domen (1982) described a method of controlling background cooling
drifts by applying a d.c. potential across the water tank. Two
stainless steel plates at opposite sides of his water tank were
connected to a variable 0-67 volt supply. The potential across the
water tank produced temperature gradients around the thermistor which
tended to oppose any cooling of the thermistor. The potential could be
altered to keep the background drifts small. This procedure required
the initial drift to be cooling, and in the event of an initial heating
drift this was achieved by heating the water to 0.1°C above ambient
temperature and allowing it to settle down to a cooling drift.
Following Domen's design, drift control electrodes were built into
the calorimeter as shown in figure 3.4. Control of cooling drifts up
EATS
Figure 5»2 Variation of room temperature and corresponding water temperature
to 100 UK min-^ was achieved by applying a potential across the plates
and dissipating up to 400 mW in the water. Although it was possible to
control drifts of up to 100 min-^ and reduce them to virtually zero
drift, this was only achieved on a few occasions. Before drift control
could be attempted a reasonably small cooling drift had to be present
and this in itself was not easy to achieve in a laboratory where the
temperature was uncontrolled. Daily room temperature variations were
often 5°C and were generally unpredictable, which made it difficult to
arrange for the water temperature to remain a few tenths of a degree
above room temperature. Drift control was also considered unsuccessful
since the drift could not be controlled for long periods of time, which
was necessary to carry out a calorimetric measurement. The longest
period of time that the drifts were kept under control was fifty
minutes, after which the drifts became heating and were therefore
uncontrollable. After short periods of successful drift control, the
drift would return to its original cooling drift on switching off the
potential across the plates. However, on removing the potential after
longer periods of drift control the drift would often become large and
variable (heating or cooling), and be completely uncontro1lable. In
view of the inconsistent performance of the drift control electrodes,
they were abandoned in favour of the alternative method of drift
control, already outlined in section 3.3. It is also worth noting that
no other reported water calorimeters to date have employed drift control
electrodes.
The method used to control the background temperature drifts was to
enclose the calorimeter in a temperature controlled environment.
Details of the electronics and the structure of the air temperature
87
controller have been given in section 3.2. In order to reduce the
background drift the average temperature of the air surrounding the
calorimeter was set so that it was very close to that of the water. The
air temperature could be conveniently altered by a potentiometer on the
control box. The air temperature was crudely but effectively monitored
using a straightforward Wheatstone bridge consisting of three ceramic
resistors, a 100 kfl thermistor and a 1.5 V battery. The output from
this bridge was fed directly into a chart recorder, giving a continuous
display of the temperature of the air within the enclosure. Figure 5.3
is a typical trace of the temperature of this monitor showing the
oscillations of the air temperature around a mean value. It is the
long term stability of this mean value which is important in keeping the
background drifts small and this temperature was stable to within 0.05°C
over periods up to 24 hours.
The temperature of the air within the enclosure was altered and the
resultant equilibrium temperature drift in the water was noted. This
allowed a graph of temperature drift against the difference between the
water temperature and the monitor temperature to be drawn (figure 5.4).
It can be seen from this graph that, at the point where there is zero
background drift, the two temperatures are not equal. This is
presumably because the temperature of the air measured by the monitor
thermistor does not represent the average temperature of the air within
the enclosure. There was also an uncertainty of 0.2°C in the
calibration of the monitor thermistor. However, this graph assisted
rapid setting up of the calorimeter. If, once the calorimeter had come
to equilibrium, there was a resultant background drift in the water, the
graph showed the appropriate increase or decrease in the air temperature























































































































































































Figure 5»4 Temperature drift against temperature differential
drifts could be reduced to less than 50 (J.K min-^ simply by setting the
air temperature to the appropriate level. Further reduction of the
drift was carried out by fine tuning of the air temperature and with
care and appropriate re-adjustments of the air temperature, drifts could
be reduced to less than 10 pK min-^. If a drift had been established
and the air temperature was altered, it took less than half an hour for
the drift to respond and usually less than one hour to settle down to a
new equilibrium value. A rapid change in the ambient temperature of the
room containing the Wheatstone bridge was found to alter the drift
significantly (e.g. when a window was opened), and was therefore avoided
during measurements. This indicated that apparent temperature drifts
in the water may not be entirely due to the changing water temperature,
but also to drift in the electronics or the resistance of the balancing
arm of the bridge. However, such changes would probably be slow and
steady and the air temperature controller could equally well compensate
for them as well as for true temperature drifts in the water.
5.4 CALORIMETRY MEASUREMENTS
A copy of a typical chart recorder trace from a run in the neutron
beam is shown in figure 5.5. Time runs from right to left and the
initial drift is cooling. The beam was switched on at point A and the
trace immediately showed a heating of the thermistor. At point B there
was a manual change in the value of the bridge balancing resistor Rg,
causing the sharp deviation in the trace. At point C the beam was
switched off and the drift returned to its initial value. The dotted
lines which have been added to the trace are the extrapolations of the
initial and final drifts. These are extrapolated to the mid-point of
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Figure 5.5 Typical calorimetry run in the neutron "beam
the run in order to determine the value of the deviation, d. It is
necessary to calibrate the chart recorder in terms of resistance so that
the change in resistance corresponding to d can be calculated. This was
done by changing the value of Rg by a known amount as shown in figure
5.6. From such a calibration the chart recorder is calibrated in flmm-^"
and the value of d can be converted to a resistance change ( SRg)« In
the Wheatstone bridge the fractional resistance change of the thermistor
is identical to the fractional change of Rg required to bring the bridge
back to its original state, assuming that background drifts are allowed
for. Thus the fractional resistance change in Rg (ARg/Rg) can be used
in equation 7.1 in place of the fractional change in the thermistor's
res is tance (ARt/Rt). Ars is made up of two parts: (a)SRg, which is
calculated from the deviation d, and (b) the manual change in R„ which
was introduced at point B in figure 5.5. A typical value for this
manual change in Rg was less than 0.2/1 . Changing the O.lfldecade of
the resistance box was found unsatisfactory as the calibrations were
inconsistent, probably due to the effects of contact resistance. The
arrangement of figure 5.7 was therefore adopted to allow such small
changes in Rg to be made accurately and reproducibly. The 50/1
resistor was wirewound, had a tolerance of 0.1% and a temperature
coefficient of 3 ppm. The 0-10 kfl decade box was altered by a few
thousand ohms in order to obtain changes in Rg of a fraction of an ohm.
Taking the manufacturer's uncertainty of 0.1% in the value of the
50/1 resistor, the calculated uncertainty in changes in Rg using this
method was less than 0.3%.
In general eight to twelve calorimetry runs were done in a set of
measurements. Calibrations were done either between calorimetry runs or















Figure 5.7 Parallel combination of resistors in R
s
calibrations were done as calorimetry runs to reduce the experimental
uncertainty. Rg was altered during runs to keep the trace within the
limits of the amplifier and the chart recorder paper. This aided
interpretation of the runs since it was then easier to see if the
initial and final drifts were parallel. It also meant that S Rg was
only a small part of the total change in Rg. The experimental
uncertainty in the chart calibration was approximately 1%, implying a 1%
uncertainty in 6RS» whereas the manual change in Rg was known more
accurately. The fact that &Rg was itself small therefore reduced the
overall uncertainty in the fractional change of Rg.
So far only measurements in the neutron beam have been described.
Measurements in the photon and electron beams were in principle
identical to those in the neutron beam. Figure 5.8 illustrates runs
with 4 MV and 9 MV photons and 10 MeV electrons. The principles behind
analysing these runs is exactly as described above. The main difference
in the photon and electron beams was that the doserate was much higher.
It was approximately 250 cGy min-^ in the electron and 4 MV photon beams
and 350 cGy min-^ in the 9 MV beam, and runs lasting one to two minutes
were sufficient. The high doserate is illustrated in figure 5.8 by the
rapid heating produced when the beam is switched on. The presence of
several spikes on these traces is caused by more than one change in R„s
during the course of a run. The sensitivity of the amplifier was a
factor of two lower in both of the traces in the photon beams than it
was in the neutron beam. This was because higher background drifts
were acceptable and a large enough signal was obtained with the reduced
amplifier gain. The interpretation of calorimetry runs has been
described in terms of the chart recorder trace for ease of explanation.
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Figure 5.8 Calorimetry runs in the photon and electron beams
In fact the analysis of the runs was carried out by a computer and this
is described in the following section.
5.5 DATA RECORDING AND ANALYSIS BY COMPUTER
At first the chart recorder traces were analysed by extrapolating
the initial and final drifts by eye and measuring the deviations at mid-
run with a ruler. A more objective method of obtaining SRs was desired
and the ouptut of the amplifier was therefore input to a Cromemco
microcomputer. The +10 V output of the amplifier was directly connected
to the analogue-to-digital convertor (ADC) of the computer. The chart
recorder remained connected to the amplifier, in parallel with the
computer, giving a visual record of each calorimetry run. The ADC had
12 bit resolution i.e. 4096 states, corresponding to the -10 V to +10 V
range. The stability of the ADC was checked over a one week period;
the zero (short circuit) value did not vary during the week and the
number corresponding to +1.5 V was stable to +1 in 4096. The accuracy
of the ADC was therefore +1 state corresponding to approximately +5 mV.
The thickness of the line on the chart recorder trace was 0.5 mm and the
deflection corresponding to the full 20 V was 250 mm. This meant that
the resolution of the chart recorder was approximately +40 mV. Using
the computer therefore improved the resolution of the signal coming from
the amplifier.
The operation of the program used to analyse the calorimetry runs
was as follows. The signal from the amplifier was read by the ADC at
two second intervals. This value, in volts, was fed into an array which
could store a maximum of 500 points (equivalent to a time of 17
minutes). Once sufficient points had been recorded to obtain an initial
drift the beam was switched on. The computer was informed of this via
the keyboard and the points were then stored in a second array. When
the beam went off the computer was again informed via the keyboard and
the points for the final drift were recorded in a third array. When
enough points had been accumulated for the final drift, data collection
was terminated. The computer then carried out linear regression on the
points in the first and third arrays to obtain two straight lines
corresponding to the initial and final drifts. These lines were
extrapolated to the mid point of the run, i.e. the point half-way
through the number of entries in the second array, and the voltage
difference at mid-run was calculated. At the end of each run several
parameters were printed out: the run number and the voltage difference
at mid-run along with the slope and intercept of both lines and the
extrapolated values of the voltage at mid-run for each line. The run
number, the number of points in each array and all of the values in the
first and third arrays were then written onto floppy disc. Finally
there was an option of carrying out another run or exiting from the
program.
In the same way that the chart recorder had to be calibrated in
n mm-^ the computer had to be calibrated in fl V-^ in order that the
voltage difference at mid-run could be related to a resistance change.
This was done using the same program that was used for calorimetry runs.
For a calibration the "beam on" period did not correspond to irradiation
but to a manual change in Rg, and the initial and final drifts and the
voltage difference at mid-run, were calculated in exactly the same way
as in a calorimetry run.
The arrays were filled as indicated schematically in figure 5.9.
If more than 500 points were collected, only those adjacent to the "beam
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Figure 5.9 Allocation of data into arrays
oil" period were stored. When there were periods of erratic drift it
was sometimes desirable to eliminate certain points when calculating the
straight lines. A program was written to re-analyse the calorimetry
runs stored on disc. The program allowed the number of points used to
calculate each straight line to be chosen independently. This allowed
erratic periods of drift at the beginning of the initial drift or at the
end of the final drift to be eliminated. In general a minimum of 30
points (one minute) was used to define a straight line. To check the
operation of the program, several sets of calorimetry measurements were
also analysed manually using the chart recorder traces, and the results
were identical. The use of the computer gave an objective
determination of Ars and greatly speeded up the analysis of the
calorimetry runs. It also gave a value for the deviation at mid-run





6.1 PHOTON AND ELECTRON DOSIMETRY
The use of ionisation chambers has long been accepted as the most
practical method for the dosimetry of photon, electron and neutron
beams. The precise methods for different radiations have, to some
extent, been developed by different people and each radiation type is
often considered separately. However, the underlying principles are
common to all three radiations. Photon and electron dosimetry can be
conveniently considered together and will be discussed first, followed
by neutron dosimetry.
6.1.1 Cavity Theory
Consider the situation depicted in figure 6.1. A block of material
(m) is irradiated by a beam of gamma rays. Within the material there is
a radiation sensitive probe containing a gas (g) surrounded by a wall
(w). The relationship between the absorbed dose in the vicinity of the
point P and the signal from the radiation sensitive probe is the domain
of cavity theory. Many authors have considered the problem in detail
and only a brief discussion will be given here. The energy absorbed per
unit mass of the gas (D ) is given by
O
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Dg - Jg — (6.1)
where J is the charge per unit mass produced in the gas, W is the
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electronic charge. From this, and with the assumptions stated below, it
follows that the absorbed dose in the medium (Dm) is given by
W
" °g "».g " Jg — «m,g <6"2>
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where sm _ is the ratio of mass stopping powers for the medium and the
gas. Equation 6.2 is the familiar Bragg-Gray relationship, one obvious
consequence of which is that the absorbed dose in the medium is
proportional to the amount of ionisation produced within the probe.
There are several assumptions implicit in the derivation of
equation 6.2. Charged particle equilibrium must exist in the region of
P in the absence of the cavity. The presence of the cavity must not
significantly affect the flux of charged particles produced by the
incident radiation. As it stands equation 6.2 assumes that sm does
not vary with energy and that the secondary charged particles, in
slowing dose, lose their energy continuously. However, if the
dimensions of the cavity are small, relative to the range of the
secondary charged particles, the Bragg-Gray relationship is valid.
6.1.2 Exposure Calibration of Ionisation Chambers
Before the absolute calibration of ionisation chambers is discussed
it is worth considering certain refinements to the simple cavity theory
described in the previous section. Such refinements have mainly been
concerned with the most appropriate quantity to use for the mass
stopping power ratio in equation 6.2. Equation 6.2 assumes that the
sm g is constant for any two materials, whereas in reality it varies
with energy. The most obvious modification to the ratio sm was to
average the mass stopping powers over the spectrum of the secondary
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electrons which traversed the probe. Spencer and Attix (1955) suggested
that the mass stopping power ratio should be calculated using only
collisions in which the energy loss was less than some cut-off value,
A , where A was related to the dimensions of the cavity. These
restricted mass stopping power ratios took into account the presence of
delta rays, that is electrons, set in motion by the secondary electrons,
but having enough energy themselves to cause further ionisation. The
presence of delta rays contradicted the previous assumption that the
secondary electrons slowed down essentially continuously, by a large
number of collisions each involving the loss of a small amount of
energy. Further theories also incorporated the density effect which
causes a reduction in the stopping power due to the polarisation of the
medium near the tracks of the charged particles. In photon dosimetry
when the cavity becomes large relative to the range of the electrons
produced in the surrounding material, the absorbed dose in the gas will
be due to photon interactions in the cavity. In this case it is
appropriate to use the ratio of mass absorption coefficients (|ien//° )
instead of sm g in equation 6.2 (Nahum, 1978). In practice an
expression containing both terms is used, where the relative proportions
of the two ratios depends on the size of the cavity. Burlin (1966) has
described a cavity theory encompassing all the above points.
The practical dosimetry of radiotherapy beams has generally been
carried out using cavity ionisation chambers which have been calibrated
in terms of exposure. It is not possible to use equation 6.2 directly
because of the difficulty in determining the mass of gas within the
cavity and ionisation chambers are therefore calibrated by irradiation
in a known exposure of X-rays. If the ionisation chamber is irradiated
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by a known exposure, X, of X-rays and gives a reading, R, then the
exposure can be expressed as
X = R N (6.3)
where Nc is the exposure calibration factor (X/R). The subscript c
denotes the calibration conditions. If the chamber is subequently
placed in a material, m, and irradiated by a different radiation beam,
r, the absorbed dose to the material (Dm) can be determined from cavity
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where the subscripts w and g refer to the chamber wall material and the
gas respectively (Greening, 1981). Dm is the absorbed dose to the
material at the position of the chamber, in the absence of the chamber.
Several assumptions are made in the derivation of this equation. In
particular it is assumed that in the calibration beam the ionising
particles arise solely from the wall of the chamber whereas in the other
radiation beam they arise solely from the surrounding medium. The
effect of the displacement of the medium by the chamber must also be
considered. There are therefore several small corrections to equation
6.4 which must be made.
Once the ionisation chamber has been calibrated against an exposure
standard (for example, a free air chamber) it will indicate the exposure
at the centre of the chamber in the absence of the chamber. In a water
phantom the chamber will give the exposure at the centre of a "hole" in
the water. It is necessary to correct this measured exposure to allow
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for the absorption in, and scattering from, the water which would have
been present had it not been displaced by the "hole". In a 2 MV photon
beam with an ionisation chamber of diameter 6 mm this correction is a
factor of 0.985 on the right hand side of equation 6.4 (Greene et al,
1962). A factor, known as the "perturbation correction" must also be
included in equation 6.4 if the wall material is different to the medium
in which the chamber is placed. The presence of the chamber wall will
affect the photon and electron fluence since the mass energy absorption
coefficient and the stopping power of the wall material will be
different to those of the medium. Another factor must be included to
account for the attenuation and scatter of the radiation in the walls of
the chamber when it is being calibrated in air against an exposure
standard.
A factor known as C
^ (where the parameter }\ signifies the photon
energy) was introduced by Greene (1962) such that equation 6.4 could be
rewritten
D„ - E Nc (6.5)
contains the appropriate factors to convert the quantity RNC to
absorbed dose to water (Dw) when an air filled ionisation chamber is
irradiated in a photon beam. Generally, published values of have
also included the corrections described above. varies slowly with
energy and provides a convenient method of calibrating megavoltage
photon beams. The quantity is required because there is no primary
standard available for the direct calibration of ionisation chambers at
energies above 2 MV.
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6.1.3 Photon Beams
The routine calibration of photon beams used in radiotherapy is
performed with cavity ionisation chambers calibrated in terms of
exposure according to the theory outlined in the previous section. The
procedure is simplified by the use of the factor (equation 6.5).
In both photon and electron beams it is absorbed dose to water which is
usually determined from the ionisation chamber measurements. In order
to measure absorbed dose to water absolutely it is necessary to have a
chamber which has been calibrated absolutely in terms of exposure. In
the United Kingdom this service is provided by the National Physical
Laboratory and all radiotherapy departments have access to a "secondary
standard" chamber which has an exposure calibration. Using such a
chamber the absorbed dose to water is given by
Dw = R N2MV (6.6)
where N2j^y is the exposure calibration factor for 2MV X-rays. This
equation gives the absorbed dose to water at the centre of the chamber
in the absence of the chamber. Values for have been obtained by
calculation and from experiment, and several protocols have been
published giving values of and conditions under which measurements
should be performed (ICRU 1969, HPA 1969, HPA 1983). Using this method
enables absorbed dose to be measured in photon beams of any energy,
provided the appropriate value is known. Over the years
modifications to the recommended values for have occurred due to
theoretical considerations and to improvements in the basic data
required to evaluate . To a certain extent is chamber dependent
and this problem has been avoided in the HPA (1983) protocol which
recommends a specific ionisation chamber for use as a secondary
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standard. In the past it has been assumed that the chamber wall was
water equivalent and that all the ionisation in the cavity arose from
secondary electrons originating in the water. In fact a proportion of
the ionisation arises from secondary electrons produced in the chamber
wall. This proportion varies with energy and the HPA (1983) protocol
takes this into account in evaluating . The values for given in
the HPA (1983) protocol were used in this work.
In practice the secondary standard chamber is not used for routine
measurements but another chamber, known as the field instrument, which
is calibrated against the secondary standard, is used. All of the
ionisation measurements in the photon beams (as well as the electron and
neutron beams) carried out in this work employed a tissue equivalent
ionisation chamber as the field instrument. This was an Exradin type T-
2 chamber with a collecting volume of 0.5 cm and constructed of tissue
equivalent (A-150) plastic. This particular chamber, flushed with
tissue equivalent gas, was the type used to calibrate the neutron beam
for clinical use.
The main aim of this work was to measure absorbed dose in the
neutron beam with the water calorimeter, and to compare the results with
ionometric methods. In order to do this a jig was constructed which
held the Exradin ionisation chamber at the appropriate depth in the
water tank (see section 3.5). As this jig had already been constructed,
it was convenient to use the Exradin chamber in the photon and electron
beams, as well as in the neutron beam. One reason for making
calorimetric measurements in the photon beam was that the doserate was a
factor of ten greater than in the neutron beam. This made initial
measurements with the calorimeter much easier to carry out, which aided
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the development of the calorimeter. However, the measurements with
photons and electrons were interesting in their own right.
If the HPA (1983) protocol is followed, a field instrument is
calibrated in the beam in which it is to be used. In this beam the
absorbed dose.to water is obtained from the reading of the secondary
standard chamber, using equation 6.6. Both chambers are given an
identical exposure in a phantom; usually by interchanging the
positions of the chambers and averaging the readings. This gives a
value for the ratio between the reading of the field instrument (Rf) and
the reading of the secondary standard chamber (R). Since the reading of
each chamber is proportional to dose this ratio is constant whatever the
magnitude of the given dose. Equation 6.6 can then be written
R
Dw = Rf N2MV C;\
Rf
= Rf (6.7)
where F can be considered as the calibration factor for the field
A
instrument in the beam in which it has been calibrated. This
calibration must be carried out for each energy at which the field
instrument is to be used, because the factor is applied to the
reading of the secondary standard chamber and not to the reading of the
field instrument.
The above procedure was followed in calibrating the Exradin chamber
in X-ray beams generated at 4 and 9 MV. The chamber was air-filled and
calibrations were carried out in a perspex phantom at a depth of 5 cm in
both beams. In general several correction factors should be applied to
the reading of the chamber so that it corresponds to the charge produced
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in an ideal cavity at a reference temperature and pressure. Good
chamber design ensures that these corrections are small. The effect of
reversing the polarising voltage on the Exradin chamber was investigated
and was found to be negligible. The leakage current on the Exradin
chamber and electrometer combination was also negligible. The
ionisation measurements were corrected for the effect of ion
recombination. Since the calibration and measurement depths were
identical (5 cm) a recombination correction for the Exradin chamber was
not necessary. The secondary standard readings were corrected for ion
recombination, and the correction factors were 1.001 and 1.004 in the 4
and 9 MV beams respectively.
The uncertainties in determining absorbed dose to water using an
exposure calibrated ionisation chamber have been analysed in detail by
ICRU (1969). The uncertainty for megavoltage X-ray beams was estimated
to be approximately +3%, and this value has also been quoted in more
recent protocols. When using the Exradin chamber, with TE gas flowing
through it, in the calorimeter an additional systematic uncertainty was
introduced because the temperature of the gas within the chamber was not
accurately known. After a calorimetry measurement the water into which
the ionisation chamber was put was typically 3 to 4 degrees above the
ambient air temperature and the TE gas cylinder was at the ambient
temperature. It was therefore unclear which temperature should be used
to correct the ionisation chamber measurements to standard temperature
and pressure. An error of 4°C in the gas temperature would result in an
error of 1% in the dose measurement. The ionisation chamber was in the
water tank at least 15 minutes before measurements were begun, and the
temperature of the body of the chamber was probably close to that of the
water. The temperature of the gas within the cavity was probably also
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fairly close to the water temperature. In practice the gas temperature
was assumed to be the same as the water temperature and consequently the
dose measured by the ionisation chamber may have been slightly
overestimated. Any error in the photon beams would be minimal since the
chamber was air filled. In the electron and neutron beams, where TE
gas flowed through the chamber, an upper limit of 0.5% for the error in
the dose measurement is probably reasonable. This should be borne in
mind when considering the calorimeter to ionisation chamber ratios.
6.1.4 Electron Beam
Essentially the same methods are used to calibrate electron beams
as are used for photon beams. An ionisation chamber calibrated in
terms of exposure is used to determine absorbed dose to water. Equation
6.4 is again the starting point and is rewritten as (HPA, 1971)
Dw = R Nc CE (6.8)
where Cg is analogous to the factor used for photon beams. The same
corrections to equation 6.4, described in section 6.1.2, are
incorporated into Cg. included a correction to account for the
fact that the exposure measured by a chamber in a phantom was not the
same as it would have been in the absence of the chamber. In electron
dosimetry this correction is more appropriately made by moving the
effective point of measurement from the centre of the chamber towards
the radiation source. For a cylindrical chamber the effective point of
measurement is moved 2/3 to 3/4 of the chamber radius from the centre of
the chamber. There is an additional consideration with electrons
because the gas cavity scatters electrons less than the more dense
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phantom material. Therefore another small correction is required since
the electron fluence in the cavity is not the same as it would be in the
absence of the chamber. From equation 6.4 it is clear that Cg depends
on the mass stopping power ratio for the electrons crossing the cavity,
which is a function of the energy spectrum of these electrons. In
passing through a material the electron energy is reduced (by
approximately 2 MeV cm"^ in water) and consequently the value of Cg
changes significantly with depth. For the above reasons flat chambers
are often used for the accurate dosimetry of electrons.
Several protocols have described appropriate methods for
determining absorbed dose to water in an electron beam with an
ionisation chamber calibrated in terms of exposure (HPA 1971, ICRD 1972,
HPA 1985). The method used here was that described by HPA (1971) and
ICRD (1972) but the more up to date data of HPA (1985) was used. The
ionisation chamber used routinely to measure absorbed dose in the 10 MeV
electron beam was a graphite walled Farmer chamber (type 2505-3A). This
chamber had an exposure calibration factor (Nf) obtained by calibration
against the secondary standard chamber, in a perspex phantom, in a 4MV
beam. 4MV photons were used because neither a cobalt-60 nor a 2MV
beam was available. When the Farmer chamber is placed in a phantom, in
an electron beam, the absorbed dose to water is given by
where the value of Cg depends on the average energy of the electrons
(E^) at the depth of the chamber (d). These are related to the initial
energy of the electrons (Eq) by the equation
D,w (6.9)
Eq (1 ~ d/Rp) (6.10)
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(Harder, 1965), where Rp is the practical range of the electrons on the
phantom material. Values of Cg are tabulated in the protocols mentioned
above.
The Exradin ionisation chamber was used in a 10 MeV electron beam,
to compare the calorimetry measurements with ionometric measurements.
The Exradin chamber was calibrated directly against the Farmer chamber
in the 10 MeV electron beam, in terms of absorbed dose to water. This
calibration was carried out in the water calorimeter, under exactly the
same conditions as existed during measurements with the Exradin chamber,
in order to eliminate any errors which might have arisen in changing
from calibration to experimental conditions. To perform this
calibration it was necessary to construct a jig to hold the Farmer
chamber, similar to the one which contained the Exradin chamber. The
chambers were irradiated consecutively at identical positions in the
water tank, at a depth of 19 mm which was the depth of the calorimetry
measurements. During all of the measurements with the Exradin chamber
in the electron beam tissue equivalent (TE) gas was flushed through the
chamber. This was done because neutron measurements (which necessitated
the use of TE gas) were being carried out over the same period as the
electron measurements. To ensure that a variable mixture of gas was
not present in the chamber TE gas was used routinely in both beams.
A value of Cg appropriate to a depth of 2 cm (or 22 mm, to be
precise) and an initial electron energy of 10 MeV is necessary to obtain
absorbed dose to water from the reading of the Farmer chamber. The
measurements in the electron beam were carried out in 1984 and since
then revised values of Cg have been published (HPA 1985). There are
significant differences in the methods recommended in this protocol
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compared to those recommended in HPA (1971). The method of determining
the energy of an electron beam, and consequently the value obtained, has
been changed in the new protocol. The photon calibration of the chamber
is in terms of air kerma rather than exposure and the value taken for
the chamber displacement factor has been reduced by 1.1%. These
changes mean that the new protocol does not simply give revised values
of Cg, and to signify this the new factors have been given the symbol
Cg. Improvements in the basic data used to calculate Cg and the change
in the recommended displacement factor mean that measured absorbed doses
are significantly different when the new protocol is employed. The
maximum change is for electrons with = 8 MeV, where the result of
employing the new protocol is to reduce measurements of absorbed dose to
water by 4.8%. It is straightforward to calculate new values of Cg (to
replace those in HPA (1971)) from the values of C0 given in HPA (1985).
From equation 6.10 the value of for electrons of initial energy 10
MeV at a depth of 2 cm in water is 6 MeV. At this energy the value of
Cg, calculated from C0, is 0.857. This compares with the value of 0.90
given in HPA (1971). The value of 0.857 was used in equation 6.9 to
determine absorbed dose to water from the reading of the Farmer chamber.
Thus, although the method of calibration was as described in HPA (1971),
absorbed doses measured with the Farmer chamber, and the Exradin
chamber, were the same as would have been obtained had the HPA (1985)
protocol been employed.
Corrections to the ionisation chamber measurements were required
for ion recombination and polarity. Since the Exradin chamber was
calibrated against the Farmer chamber at the same depth as measurements
were to be made, corrections were only required to the Farmer chamber
readings. In the 10 MeV beam at a depth of 2 cm the polarity correction
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was 0.998. The correction for recombination in the electron beam was
significant due to the relatively high dose per pulse (290 cGy min ^ at
30 pulses per second). The amount of ion recombination, determined by
the method described in the HPA (1985) code, was 3.0%.
The uncertainty in determining absorbed dose to water by the
methods described in HPA (1985) is quoted as +3.8%. However, the effect
of changing from the 1971 protocol to the 1985 protocol is to reduce
measured absorbed doses by up to 4.8%. Uncertainties are not
explicitly quoted in HPA (1971) or ICRU (1972) but values of 4-5% would
not be unreasonable. This gives some indication of the difficulty in
measuring absorbed dose with an exposure calibrated ionisation chamber
in an electron beam.
6.2 NEUTRON DOSIMETRY
6.2.1 Additional Considerations with Neutrons
The interaction of neutrons with matter is more complex than that
of photons because of the wide variety of charged particles which are
produced. In tissue, recoil protons are most predominant but other
recoil nuclei, fission fragments, subatomic particles and photons are
also produced. The hydrogen content of a material is therefore critical
in determining its dosimetry properties. For example, although the
hydrogen content of soft tissue is only about 10% by weight, below 7 MeV
the hydrogen contributes over 90% of the absorbed dose (Greening, 1981).
There are some simplifications in neutron dosimetry, compared to photon
dosimetry. The ranges of the recoil protons produced by neutron
irradiation are much less than electrons of the same energy. A 1 MeV
neutron produces a recoil proton with a mean range of 0.01 mm in tissue
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and larger recoil nuclei have ranges considerably less than this. The
ranges of the secondary ionising particles are much less than those of
the neutrons producing them and for this reason there is a very close
approximation to charged particle equilibrium. There is negligible
bremsstrahlung production when heavy particles, such as protons, slow
down in matter. Finally, the density effect, mentioned in section
6.1.2, is also insignificant, even with very high energy protons.
The short ranges of the secondary charged particles mean that it is
impractical to employ ionisation chambers with cavities small enough
that the secondary particles lose only a small proportion of their
energy in crossing the cavity. In other words the conditions under
which the Bragg-Gray equation can be applied are not satisfied. This
problem is resolved by the use of homogeneous chambers, as a direct
consequence of Fano's theorem. Fano's theorem applies to a material of
uniform elemental composition which is exposed to a uniform flux of
primary radiation such as neutrons. It states that the flux of
secondary radiation is uniform and independent of the density of the
medium as well as of the density variations from point to point. This
theorem provides the justification for the use of homogeneous ionisation
chambers in neutron dosimetry; that is, chambers where the wall
material and filling gas have the same elemental composition. The most
commonly used chambers are constructed of so-called tissue equivalent
(TE) plast ic, and filled with tissue equivalent gas. TE plastic
contains a large amount of carbon (77%) and this carbon is present at
the expense of oxygen since the oxygen content of standard reference
tissue is 73% (ICRD, 1964). A correction, discussed in the next
section, is therefore required to obtain absorbed dose to tissue from
absorbed dose to A-150 plastic.
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Another difficulty in neutron dosimetry is the determination of the
W value, the average energy required to produce an ion pair in the gas.
From equation 6.4 it can be seen that three W values are necessary to
obtain absorbed dose from a chamber with an exposure calibration. In
the calibration beam, which is a photon beam, the ionising particles are
electrons and the W value is constant over a wide range of electron
energies. In this case determinations of W have an uncertainty of
approximately 1%. It is the W value appropriate to TE gas irradiated
by neutrons, known as Wjj, which provides the difficulty. As there is a
complex assortment of secondary ionising particles the value of is
not constant with energy, as is the case with photons, and the value of
Wjj must be calculated according to the spectrum of the neutron beam.
Goodman and Coyne (1980) have calculated values of Wjj as a function of
neutron energy and the uncertainty in its value is estimated to be 4%.
Some contaminating photons are always present in a neutron beam and
more are produced as the neutrons interact with the irradiated material.
Any ionisation chamber will respond not only to the neutron component
but also to the photon component. In order to separately determine the
absorbed dose delivered by the neutrons and that delivered by the
photons it is necessary to use two dosimeters having different
sensitivities to neutrons and photons. A TE ionisation chamber and a
Geiger counter are commonly used for this purpose. The ionisation
chamber has roughly the same sensitivity to neutrons and photons and the
Geiger counter has a much lower sensitivity to neutrons than to photons.
In practice the response of the TE ionisation chamber is considered to
be proportional to the total absorbed dose and the validity of this
statement is discussed in the next section.
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6.2.2 Calibration of TE Chamber
Neutron dosimetry is discussed in ICRU report 26 (ICRU 1977) and a
comprehensive protocol (Broerse et al, 1981) has been published by the
European Clinical Neutron Dosimetry Group (ECNEU). The methods of
calibration and detailed derivations of the required equations are given
in the ECNEU protocol and only specific points will be discussed here.
In neutron dosimetry the standard reference material in which
absorbed dose is quoted is a tissue composition defined by ICRU (1964),
known as ICRU muscle. Water is not used because absorbed dose to water
is significantly different from absorbed dose to tissue in neutron
beams. To this end ionisation chambers constructed of TE plastic are
commonly used to determine absorbed dose to ICRU muscle. However, such
a chamber measures absorbed dose to the plastic which has to be
converted to absorbed dose to ICRU muscle using the kerma ratio of the
two materials. Other materials have also been used to construct
ionisation chambers for neutron dosimetry. A polyethylene chamber
flushed with ethylene gas (Greene, 1971) and a styrene equivalent
chamber flushed with acetylene gas (Williams, 1985) are examples of such
chambers. The water calorimeter measures absorbed dose to water. This
is a useful quantity because the kerma ratio between water and ICRU
muscle is relatively well known compared to the kerma ratio between TE
plastic and water. This is because the matching of oxygen content
between water and tissue is far better than for TE plastic, and the
mismatch of hydrogen is less important due to the accuracy to which the
hydrogen cross-section data are known. Table 6.1 gives estimates
(Bewley, 1980) of the uncertainties in the kerma ratios between TE
plastic and tissue, and water and tissue, for two different neutron
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beams. At the higher energy the difference in uncertainties is
considerable. However, a great deal of experience has been obtained in
the use of TE chambers in neutron dosimetry and current protocols
recommend their use (AAPM 1980, Broerse et al, 1981). The ionisation
chamber which was employed for neutron measurements (an Exradin chamber)
has already been described as it was also used in the photon and
electron beams. An identical Exradin chamber was the one upon which
clinical neutron dosimetry in Edinburgh was based.







Table 6.1. Percentage uncertainties in kerma ratios (Bewley, 1980).
Absorbed dose to ICRU muscle is obtained from a measurement with a
TE ionisation chamber from the following equation (Broerse et al, 1981).
1
+ Dq = Rip( 7T ^R^X^d^T ac ~ (6.11)
kT(l+g)
Wc
where k^ = —
^sm,g^c ^ ^en ^ P ^^en //° ^mT
WN ^rm,g^N ^t^npN
Rrj. - the response of the TE ionisation chamber
(ITkR)T - product of several factors to correct to
standard experimental conditions.
(kd)i _ displacement correction factor.
ac - photon calibration factor.
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S ~ a factor to account for the unequal sensitivity
of the chamber to photons and neutrons.
WC/WN - the ratio of average energies required to
produce an ion pair in the calibration and
neutron beams.
^sm g^c ~ ratio of mass stopping powers in the wall
and gas for the calibration beam.
^rm g^N ~ t^le absorbed dose conversion factor for
neutrons.
^^en^^t/^en//" ^m'c ~ t^ie rati° °f mass energy absorption coefficients
for tissue and for the wall material in the
calibration beam.
(Kj./^)^ - the ratio of kerma in tissue to that in the wall
material in the neutron beam.
This equation gives the total dose i.e. the sum of the doses from
the neutron and photon components. Equation 6.11 is derived from the
equation
RT(7|kR)T(kd)T = kqJJg (6.12)
Wc ^sm,g^c [( P- en/P )t^^ ^ qvJf3 ^m-1 c
where k^. =
WN ^rm,g^N ^t/km^N
Wc (sm,g>c t(tien//' V( ^en^ Uc
WG ^sm,g^G ^ eJ/° ^ eJ/° \Jg
in which the absorbed dose from the neutrons (Djp and the absorbed dose
from the photons (Dq) are evaluated separately and added together. It
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is convenient to rewrite equation 6.12 in the form of equation 6.11 and
to assume that the total dose (Dj^ + Dq) is proportional to the chamber
reading. The quantity 8 is introduced for this purpose and equations






The photon content of the neutron beam was less than 10% at a depth
of 5 cm in water, and a value of 0.001 was used for 8 . In fact the
approximation that 8 - 0 is not uncommon since it introduces only a
small error into the evaluation of the total dose. As the calorimeter
measured total absorbed dose it was appropriate to use equation 6.11 to
determine total absorbed dose from the ionisation chamber measurements.
To obtain absorbed dose in a neutron beam absolutely it is
necessary to measure a c, the photon calibration factor, by calibrating
the chamber in a photon beam. This amounts to determining the mass of
gas within the cavity of the TE chamber. cc is defined by
<Dt), a ocvc (6.14)
where Dt is absorbed dose to tissue, Q is the charge collected by the
chamber and c indicates the calibration beam. It follows directly that





^ ^ enV ^t
^ ^ &xJ^m
(6.15)
where m is the mass of gas within the cavity. Hence a measurement of
ac in the photon beam determines m. a is measured by calibrating
the TE chamber against the secondary standard exposure meter in a photon
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beam. If F£ is the exposure calibration factor of the TE chamber,
absorbed dose to tissue in the calibration beam is given by
(Dt'c ■ Fc Qt
w
air ^ eJ/° }t issue
<^ en//5 >air
(kw}c (ke)c (6*16)
where kw accounts for the attenuation and scatter caused by the chamber




o = F _c c
air < VeJ /° >t issue
^ ^ en/ Z7 ^ailr
(kw}c (ke^( (6.17)
The quantities required in equation 6.17 are most accurately known
for low energy X-rays. For this reason the photon calibration of the TE
chamber was carried out with X-rays generated at 300 kV. Table 6.2
lists the values of the parameters in equation 6.17. The attenuation
produced by the chamber wall and the increased scatter tend to cancel
each other and the value of kw at 300 kV is 1.000 (Barnard et al 1959,
Franz 1971). The ratio of mass energy absorption coefficients was
calculated from the data of Hubbell (1977) assuming an average X-ray
energy of 150 keV. The ECNEU protocol lists several correction factors
which should be applied to the chamber reading. The only factor which
was not taken as unity was kg which has been included in equation 6.17.
This factor is present because the electrometer used for calibration was
different from the one used for measurements. The protocol also gives
correction factors to be included in equation 6.17, all of which were
taken to be unity. Although the wall correction factor, kw, has been
included explicity in equation 6.17, it is also unity at 300 kV.
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Quantity Value
Fc 1.363 x 10"3 C kg-1 nC-1




^ ^ en^/5 ^air
kw 1.000
ke 1.002
Table 6.2. Parameters required to evaluated ac.
Absorbed dose to ICRU muscle was determined from measurements in
the neutron beam using equation 6.11. Values of the parameters required
in equation 6.11 for the Edinburgh neutron beam, are given in table 6.3.
Also included in table 6.3 is an estimate of the uncertainty (one
standard error) in these values. Some of the quantitities in table 6.3
are spectrum dependent. They were calculated using a modified version
of the spectrum measured by Bonnett (1979) in a d(16)+Be neutron beam.
As the deuteron energy at Edinburgh was 15 MeV this measured spectrum
was scaled to the lower energy. According to table 6.3 the overall
uncertainty in determining absorbed dose to ICRU muscle with the Exradin
ionisation chamber is 5.4%. Mijnheer and Williams (1981) have detailed
the uncertainties in absorbed dose measurement with TE chambers
calibrated by different methods. In particular they quote an
uncertainty of 6.5% when an exposure calibrated TE chamber is employed
in a d(16)+Be neutron beam. This slightly higher uncertainty arises
because they have used a value of 4.3% for the uncertainty in
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CT)ja/(sm a^r- whereas a value of 2% was given in table 6.3. The ECNEUHl)o " *H)o ^
protocol recommends an uncertainty of 2% although in both cases the
source is the same (Bischel and Rubach, 1978). In fact Bischel and
Rubach quote uncertainty of 4.3%, and the best estimate of the overall
uncertainty with the TE ionisation chamber is probably 6.5%.
Table 6.3. Parameters used in the calculation of absorbed dose from
the ionisation chamber measurements.
Parameter Va lue Uncertainty (%)
a
c 5.07 x 10-2 Gy nC-1 1.2
(kd)T 0.993 0.5
(1 +£) 1.001 -
wc/wN 0.940 4.0
^rm,g^N^sm,g^c 0.99 2.0





* The overall uncertainty is taken as the^sum of the squares of the




PHOTOH AHD ELECTRON MEASUREMENTS
7.1 CORRECTIONS TO CALORIMETRY MEASUREMENTS
Before considering the results of the calorimetry measurements it
is necessary to elaborate on the equations used to calculate the
absorbed dose. The calorimeter measures the temperature rise induced by
the radiation beam at the position of the thermistor. The absorbed dose
to the water in the immediate vicinity of the thermistor is given by
equation 2.1. This equation gives the absorbed dose under ideal
conditions but two small corrections, described in the next two
sections, are necessary in practice.
7.1.1 Correction for Power Dissipation in the Thermistor
Equation 2.1 assumes that the temperature rise of the water, Atw,
is given by
ARf T2
ATw = AT = — (7.1)
Rt B
where At is the temperature rise of the thermistor. This is only true
if the quantity ST (see section 4.5.2) is constant. However, as the
temperature of the thermistor rises during irradiation, its resistance
decreases and the power dissipated within it increases. This has the
effect of increasing S T and, as it stands, equation 7.1 would
therefore overestimate the temperature rise of the water. A correction
to equation 2.1 is necessary because it is the temperature rise of the
water multiplied by its specific heat which gives the absorbed dose.
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The power dissipated in the thermistor (Pt) is given by
vt2
Pt = — (7.2)
Rt
where Vt is the voltage across the thermistor and Rt is its resistance.
Since the variable resistor Rg (see figure 4.2) is altered during the
course of a calorimetry run to approximately rebalance the bridge, the
voltage across the thermistor remains approximately constant.
Differentiating equation 7.2 gives
AP,. - AR.1 = _ (7.3)
Pt Rt
showing that the magnitude of the fractional change in Pt is the same as
the magnitude of the fractional change in Rt. Since 8 T is
proportional to Pt (see equation 4.9) the magnitude of the fractional
change in £T is also equal to the magnitude of the fractional change in
Rf
The initial value of ST was obtained from the power dissipation
in the thermistor and the measured self-heating factor for the
thermistor (see section 4.5.2). For a given calorimetry run the change
in ST was readily evaluated from the measured fractional change in Rfc.
Under typical conditions the overall temperature change, At, had to be
reduced by 0.2%. In practice the appropriate correction was calculated
and applied to the measured temperature rise for each calorimetry
measurement. Although this correction is considered to be accurately
determined, an uncertainty of 0.05% has been included in the measurement
of the overall temperature rise to take into account any error in the
value of the correction.
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7.1.2 Correction for Polyethylene Sheets
The bridge circuit correctly measures the temperature rise of the
thermistor but it is the temperature rise of the water immediately
surrounding the thermistor which is desired. The absorbed doses in the
polyethylene sheets and in the surrounding water are approximately equal
but the specific heat of polyethylene is roughly half that of water.
If no heat conduction occurred the radiation induced temperature rise of
the polyethylene sheets would be approximately twice that of the water,
primarily because of the difference in heat capacities. In reality as
soon as any temperature differential is established heat will begin to
flow from the polyethylene to the water. When the radiation beam is
turned off the temperature of the polyethylene sheets is slightly higher
than the temperature of the water and this excess temperature gets
smaller as heat continues to flow out of the polyethylene. As the
thermistor is sandwiched between the two layers of polyethylene its
temperature is equal to the temperature of the polyethylene, and
therefore slightly overestimates the temperature rise of the water. The
excess temperature of the polyethylene sheets was evaluated as a
function of the time after the beam was turned off. From this a
correction was applied to the temperature rise of the thermistor to give
the temperature rise which would have occurred in the water had the
polyethylene sheets not been present.
Fortunately a theoretical solution to this heat conduction problem
is given by Carslaw and Jaeger (1959). The problem is broken down as
follows. Figure 7.1 illustrates the relative temperature rise which
would occur in the water and the polyethylene sheets if an instantaneous



















Figure 7.1 Relative temperature rises in water and polyethylene
thickness of the polyethylene is d. The relative temperature rise in
the photon beams is given by
^Tpolyethylene ^ ^enV ^polyethylene cwater ^
^"^water ^ en^/5 ^water 'polyethylene
and this ratio is equal to 1.87 in both the 4MV and 9MV photon beams.
For the solution given by Carslaw and Jaeger to be directly
applicable the problem has to be modified slightly. The polyethylene
needs to lose a certain amount of excess heat to reach the same
temperature as the water. If the polyethylene was replaced by water
what would the excess temperature ( ST, say) of the water be if it
contained the same excess heat? These are related by
(p .c. &T)water ~ (/> »c•ST)polyethylene (7.5)
where p is the density. Since the density of polyethylene is





From equation 7.4 the excess temperature of the polyethylene was
0.87ATwater; the excess temperature of the thin layer of water is
therefore 0.523.0.87 A Twater = 0.46 A Twater« Hence the entire region
can be considered as water but at the position where the film is
normally located the water receives a doserate 46% greater than the rest
of the water.
The equation given by Carslaw and Jaeger (1959) is
2Fk2
A(t,x) =
JL x i x




where A = temperature at time t and position x
t = t ime
x = distance
T = time when heating ceases
F = heat supplied per unit time per unit area
K = thermal conductivity = 0.602 Js ^m ^°C for water
—7 2 —1
k = thermal diffusivity = 1.44 x 10 m s , for water
and ierfc = the error function.
This equation gives the temperature as a function of position and
time (for times t > T), for the situation depicted in figure 7.2.
Figure 7.3 depicts the situation in the calorimeter. Since heat flow
about x = 0 is symmetrical this is identical to the situation where the
region x < 0 is a perfect insulator. Apart from the fact that heat is
supplied uniformly to a film of thickness d equation 7.6 is now
applicable. Since it is the temperature at x = 0 in which we are
interested equation 7.7 reduces to
A(t) =
2Fk2 J - (t - T)* (7.8)
Under the conditions assumed irradiation results in a temperature
rise of the bulk of the water and a 46% greater temperature rise in the
thin water films. The dose gradient in the water is a secondary effect
and is ignored in this analysis. Since the principle of superposition
is valid with heat sources, the excess heating in the films and the bulk
heating of all of the water can be considered independently. For













Figure 7.3 Situation in the calorimeter
1 f\ 1
water by l°Cs , i.e. 4.18 x 10 J s m is supplied to the water. In
this case F is given by
F = 4.18 x 106 . 0.46 . d (7.9)
where d, the thickness of the film, is 25 x 10 ^m. A typical
irradiation in the photon beams lasted 90 seconds, in which time the
temperature rise of the bulk of the water would be 90°C under the
assumed conditions. The excess temperature at x = 0, given by equation
7.8 has been plotted in figure 7.4 as a percentage of 90°C, starting at
the point where the beam is switched off. Also plotted are the
corrections corresponding to T = 180 s and T = 20 s which were the two
extremes in the 9MV photon beam. After a calorimetry run the
temperature drifts which were extrapolated back to mid-run lasted
between 1 and 5 minutes. The correction which should be applied does
not therefore correspond to the excess temperature which exists at the
instant the beam is turned off, but at some time thereafter. From
figure 7.4 it can be seen that 30 to 60 seconds after beam turn off the
excess temperature is approximately 0.2%, irrespective of the duration
of the calorimetry run. A correction of 0.2% was therefore applied to
all of the measurements in the photon beams. The precise corrections
applied in the electron and neutron beams are given in the relevant
sections. An uncertainty of 0.1% was associated with the measurement of
the overall temperature rise, to take into account any possible error in
the determination of this correction.
The thermal effects of the thermistor and its leads were also
investigated using solutions for heat flow from point and line sources
respectively. For both the thermistor and its leads corrections of less




time after irradiation (s)
Figure 7.4 Excess temperature of thermistor
7.2 9 MV PHOTON BEAM
All of the measurements carried out were comparisons between the
calorimeter and an ionisation chamber. Since it was not possible to
carry out measurements with the calorimeter and the ionisation chamber
simultaneously, it was necessary to have a method of monitoring the
radiation beam. A transmission ionisation chamber in the head of the
linear accelerator, with a display on the control panel, provided one
means of monitoring the beam. However, temperature changes in the head
of the accelerator could have produced variations in the reading of this
ionisation chamber. The arrangement illustrated in figure 7.5 was
therefore adopted as a more accurate method of monitoring the beam. A
small waterproof ionisation chamber (manufactured by PTW), held in a
Perspex tube, was positioned 3 cm deeper than the thermistor (or the
Exradin chamber which replaced it) as shown in figure 7.5. This
chamber remained in the same position throughout both the calorimetry
and the ionisation chamber measurements, and all readings were
normalised to the reading of this chamber.
The calorimeter was situated under the head of the linear
accelerator with the thermistor at the centre of the radiation field.
The size of the field was 35 x 35 cm at a distance of 100 cm from the
target, which was the approximate position of the thermistor. The
thermistor was at a depth of 5 cm in the water, where the doserate was
typically 320 cGy min-^. The signal leads from the calorimeter passed
through a channel in the wall of the treatment room and the bridge and
associated electronics were situated adjacent to the control panel of
the linear accelerator. The calorimeter was normally set up the







Figure 7.5 Position of PTW ionisation chamber
allowed a long period for the calorimeter to settle although it was
possible to make measurements a few hours after setting it up.
Examples of calorimetry runs in the 9 MV photon beam are given in figure
7.6. The results are detailed in table 7.1 where the headings have the
following meanings.
(i) Panel Units. This is the number of panel units displayed
on the control panel and is approximately equal to the
absorbed dose at the position of the thermistor,
(ii) N. This is the number of calorimetry runs in a set of
measurements.
(iii) Rg. This is the resistance of the balancing resistor Rg.
The resistance of the thermistor is given by Rg/9.168, since
9.168 was the exact value of the bridge ratio.
(iv) Ars. This is the overall change in Rg which corresponds to
the change in the resistance of the thermistor,
(v) At. This is the temperature rise of the thermistor,
(vi) Power Dissipation. This is the level of power dissipation
in the thermistor.
(vii) S.D. This column gives one standard deviation of the set
of N runs which were carried out.
(viii) Dca^/PTW. This is the absorbed dose measured by the
calorimeter, before any corrections have been applied,
divided by the reading of the ionisation chamber monitor,
(ix) DEx/PTW. This is the absorbed dose measured by the Exradin




































































































































































Table7.1.Resu tsofmeasurementsinth9MVpho onb .
(x) Dca]/DEx* This column gives the ratio of the absorbed dose
(iw/'tfUcI (r,y of tke mtviUff
measured by the Exradin ionisation chamber ,j'when both the
correction for changes in the thermistor power dissipation
and the correction for the polyethylene films have been
included in the calorimetry results.
The calculation of absorbed dose to water from the Exradin chamber
measurements has already been described in chapter six. The absorbed
dose to water was calculated from the calorimetry measurements using
equation 2.1. The two corrections described in section 7.1 were then
applied. The correction applied for the polyethylene sheets was a
reduction of 0.2% (see section 7.1.1). The average ratio Dca-^/Dgx is
1.045 and one standard error on the mean (s.e.m.) of the thirteen ratios
in table 7.1 is 0.3%.
7.3 4 MV PHOTON BEAM
Measurements in the 4 MV beam were virtually identical to those in
the 9 MV beam. The PTW ionisation chamber was again used as a monitor
and was in the position illustrated in figure 7.5. The profile of the
4 MV beam was not perfectly flat. Due to an obstruction in the beam
path there was a small dip in the beam profile on the central axis. For
this reason the thermistor was offset approximately 5 cm from the
central axis of the beam so that measurements were carried out on a flat
part of the beam. This eliminated any possibility of a difference in
the responses of the calorimeter and the ionisation chamber due to the
difference in their sizes. The thermistor was approximately 100 cm
from tEe target (at a depth of 5 cm) where the size of the radiation
field was 30 x 30 cm. The doserate at the thermistor was 220 cGy min ^
127
and most of the calorimetry runs lasted around 90 seconds. Examples of
calorimetry runs in the 4 MV photon beam are given in figure 7.7.
The results of measurements in the 4 MV beam are detailed in table
7.2. The headings in table 7.2 have the same meanings as those of table
7.1. A correction of 0.2% was applied to allow for the polyethylene
films. Calorimetry runs lasted between 20 and 100 seconds and figure
7.4 illustrates that a correction of 0.2% was appropriate. The average
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7.4 10 MEV ELECTRON BEAM
The absorbed dose falls off much more steeply with depth in the
electron beam than it does in the photon beams. Measurements were
carried out at the depth of maximum absorbed dose, dmax, which was 19 mm
deep in the water when the effect of the expanded polystyrene "lid" of
the calorimeter was taken into account. At the position dmax, on the
top of the depth dose curve, the dose is varying least with depth.
Making measurements at this depth minimised any error due to the depths
of the thermistor and the Exradin ionisation chamber not being equal.
The PTW chamber monitored the beam and was also positioned at dmax using
the arrangement of figure 7.8. The thermistor was placed in the centre
of the radiation field, 110 cm from the source. No horn or applicator
was used on the accelerator head so that the whole calorimeter was
irradiated. The doserate in the electron beam, at the position of the
thermistor, was typically 290 cGy min-^.
Figure 7.9 illustrates two typical calorimetry runs in the electron
beam. It can be seen in figure 7.9 that the final drifts are not quite
parallel to the initial drifts. This was a characteristic of
measurements in the electron beam. The explanation for this is probably
that heat was flowing away from the thermistor due to the relatively
steep temperature gradients produced by the electron beam. The depth
dose falls off much more rapidly in the electron beam than it does in
the photon beams. In the electron beam measurements were carried out
at the peak of the depth dose curve and heat therefore flowed away from
the thermistor in both vertical directions. In the photon beams
measurements were carried out at a depth of 5 cm and heat flow at the
thermistor was therefore in the downward direction only. In this case






Figure 7.8 Position of PTW chamber in the electron beam
2min
Figure7*9Calorimetryrunsithel ctronb am
flowed out of this plane. For these reasons the effect observed in the
electron beam would not have been expected in the photon beams. In the
analysis of a calorimetry run there are two effects to consider.
Firstly, the fact that the final drift is at an angle relative to the
initial drift means that in extrapolating the drifts to mid-run the
change in Rg is overestimated. Secondly, heat flow away from the
thermistor during the course of a run means that the temperature rise of
the thermistor underestimates the absorbed dose delivered at the
position of the thermistor. These two effects tend to cancel. In
practice the analysis of calorimetry runs in the electron beam was
carried out by extrapolating the initial and final drifts, and any error
introduced by the effect described above was ignored.
The results of measurements in the 10 MeV electron beam are given
in table 7.3, where the headings have the same meanings as those of
tables 7.1 and 7.2. The correction for the excess heat generated in the
polyethylene films was calculated by the method outlined in section
7.1.1. The ratio of mass stopping powers between polyethylene and water
is 1.03 in the electron beam (E^ = 6 MeV). This is the same as the ratio
of mass absorption coefficients in the photon beams, used in equation
7.4. The value of F used in equation 7.8 was therefore that given by
equation 7.9. Calorimetry runs in the electron beam all lasted
approximately 90 seconds and the correction applied for the polyethylene
sheets was therefore 0.2% (see figure 7.4).
The Exradin ionisation chamber measurements were converted to
absorbed dose as described in chapter six. The data used were those
given in the HPA protocol for electron dosimetry (HPA 1985). It was
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using an ionisation chamber is not at the centre of the chamber, but is
displaced towards the source of the radiation. For the Exradin chamber
the effective point of measurement is 2 mm from the centre of the
chamber. At this point the absorbed dose, determined from the depth
dose curve, is 99.2% of the absorbed dose at the position of the centre
of the chamber. In order to obtain the absorbed dose at the position
of the thermistor the Exradin chamber measurements were increased by the
factor 1/0.992. This factor has been included in the results given in
table 7.3. The average ratio Dcai/DEx is 1.055, and one s.e.m. of the
six ratios in table 7.3 is 0.5%.
7.5 UNCERTAINTIES
The uncertainty in determining the absorbed dose to water in the
vicinity of the thermistor, with the calorimeter, is discussed in this
section. It was mentioned in section 2.1.7 that one of the principal
uncertainties is the heat defect. It is necessary to know the heat
defect in order to obtain absorbed dose from the measured temperature
rise. The heat defect has not been included in the results given in
the previous sections; the implications of the heat defect will be
discussed in chapter nine. The uncertainties presented here therefore
represent the uncertainties in determining the overall temperature rise
induced by irradiation.
A breakdown of the uncertainties involved in a calorimetric
measurement is given in table 7.4. Tables 7.1 to 7.3 give the standard
deviation of the measured values of f°r each set of calorimetry
runs. From the standard deviation and the value of N the s.e.m. was
calculated for each calorimetry measurement. This was then multiplied
by three to give an estimate of the experimental uncertainty in the
133
measurement. The average value of this quantity, for the three
radiation beams, was between 0.6% and 0.9%. This has been rounded up to
1.0% to give the experimental uncertainty quoted in table 7.4. The
accuracy of the calibration of the thermistor was discussed in chapter
four. The uncertainties in the corrections for power dissipation in the
thermistor and for the polyethylene sheets were given in section 7.1.
The specific heat of water is listed to five significant figures in Kay
and Laby (1973) and the uncertainty in c was therefore assumed to be
negligible. The overall uncertainty, taken as the root of the sum of




Correction for power dissipation 0.05








8.1 CORRECTIONS TO CALORIMETRY MEASUREMENTS
Corrections for power dissipation in the thermistor and for excess
heat generation in the polyethylene films are also required in the
neutron beam. The calculation of the correction for power dissipation
in the thermistor is identical to that described in section 7.1.1. The
correction was determined for each calorimetry measurement, from the
thermistor power dissipation which was present during the measurement.
The value of the correction was 0.2-0.3%.
The correction required to account for the presence of the
polyethylene films was in principle the same as that described in
section 7.1.2. However, the ratio between absorbed dose in
polyethylene and absorbed dose in water is larger in the neutron beam
than in the photon or electron beams. The excess heat generated in the
polyethylene films is therefore greater in the neutron beam. The kerma
ratio between polyethylene and water is 1.287, assuming a mean neutron
energy of 6 MeV. Equation 7.4, with the ratio of mass energy absorption
coefficients replaced by this kerma ratio, gives the relative
temperature rise;
^^polyethylene 4180K 1 1
= 1.287 . = 2.34 (8.1)
Abater 2300
Using equation 7.6 the excess heat in the imaginary layer of water
which replaces the polyethylene films is 0.70 ^Twater. Hence the
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excess heating in this thin layer of water is 70%, which compares with a
value of 46% obtained in the photon beams. The value of F (see
equation 7.9) which was used in equation 7.8 was therefore
F = 4.18 x 106 . 0.70 . d (8.2)
Calorimetry runs in the neutron beam all lasted approximately 5
minutes. The correction for the polyethylene films was determined from
equation 7.8 with T = 300 seconds. This correction has been plotted in
figure 8.1 as a function of time after beam turn-off. For the same
reasons mentioned in section 7.1.2 the correction was taken to be 0.2%,
which is identical to the value obtained for the photon and electron
beams. Although the excess heat in the polyethylene is greater in the
neutron beam, the duration of the runs is longer and these two effects
cancel.
8.2 RESULTS
The calorimeter was placed on the treatment couch under the
isocentric head which delivered the neutron beam. It was positioned as
close as possible to the head and the thermistor was 124 cm from the
target. The thermistor was at the centre of the neutron field at a
depth of 5 cm in the water. The vertically downward beam was circular
and had a diameter of approximately 25 cm at the depth of the
thermistor. The neutron beam was produced by a 15 MeV deuteron beam on
a beryllium target and the doserate was typically 25 cGy min-^ at the
depth of the thermistor. The bridge circuit and associated equipment
was adjacent to the control console and the signal leads passed through
a channel under the floor into the treatment room. At times the
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Figure 8.1 Excess thermistor temperature in the neutron beam
controller switched on, so that the calorimeter was at equilibrium.
When the neutron beam became available the calorimeter was moved into
position under the head. This minimised the time required to set up the
equipment and allowed measurements to commence less than an hour after
the beam became available. Monitoring of the beam was by the
transmission ionisation chamber situated in the isocentric head. A
thermistor monitored the temperature of this ionisation chamber and a
control on the console allowed a correction to be directly applied so
that changes in temperature did not affect the reading of this chamber.
The setting of this control was checked at regular intervals during
calorimetry measurements. With this modification the transmission
ionisation chamber was known to be very consistent and was therefore
used to monitor the beam.
Figure 8.2 shows typical chart recorder traces from calorimetry
runs in the neutron beam. Doses delivered at the position of the
thermistor were 1.2 to 1.4 Gy and irradiation lasted approximately five
minutes. Calorimetry runs lasted 10-15 minutes and resistance
calibration 5-10 minutes; resistance calibrations were carried out in
between calorimetry runs. The results of measurements in the neutron
beam are detailed in table 8.1. The headings have the same meanings as
those of table 7.1 except the columns headed Dca^ and Dgx. The beam was
terminated when the monitoring ionisation chamber reached the preset
number of panel units. Since the reading of this ionisation chamber did
not vary during a set of measurements the columns Dca^ and D£x are in
absorbed dose rather than absorbed dose per monitor unit. Both these
columns are in absorbed dose to tissue (ICRU muscle). The final column





section 8.1. The mean of the nine ratios is 0.956 with a s.e.m. of
0.25%. The results are also shown graphically in figure 8.3 where the
error bars are the standard deviations quoted in column eight of table
8.1.
Ionisation measurements were carried out with the Exradin
ionisation chamber, flushed with TE gas, immediately after the
calorimetry measurements. Details of the calibration of the Exradin
chamber are given in chapter six. Absorbed dose to tissue (ICRD
muscle) at the position previously occupied by the thermistor was
calculated from the Exradin chamber measurements. The calorimeter
measured absorbed dose to water and this was converted to absorbed dose
to tissue using the kerma ratio for the two materials. The ratio of
kerma in tissue to kerma in water was calculated from the neutron
spectrum (see section 6.2.2) and the kerma data of Caswell et al (1980)
to be 0.930. In converting the calorimetry results to absorbed dose to
tissue more work is being done than is required. Since the calorimeter
measures absorbed dose to water and the Exradin chamber measures
absorbed dose to TE plastic (see equation 6.11) it is not necessary to
convert both measurements to absorbed dose to tissue in order to compare
them. The ionisation measurements could have been converted directly
from absorbed dose to TE plastic to absorbed dose to water, and then
compared with the calorimetry results. However, the two approaches are
equivalent since a common set of kerma data and a common neutron
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Figure 8.3 Results of measurements in the neutron beam
8.3 UNCERTAINTIES
The uncertainty associated with a calorimetric measurement in the
neutron beam is in principle the same as that described in section 7.5
for the photon and electron beams. The doserate in the neutron beam
was approximately a factor of ten lower than that in the photon and
electron beams. Consequently the experimental uncertainty in the
neutron measurements is slightly higher. Three times the s.e.m. of a
set of calorimetry runs was again taken as an estimate of the
experimental uncertainty. The average value of this quantity was 1.6%.
The contributory uncertainties are given in table 8.2. These are
identical to those of table 7.4 except for the experimental uncertainty,
and the inclusion of the uncertainty in the kerma ratio. No uncertainty




Correction for power dissipation 0.05
Correction for polyethylene films 0.1
Kerma ratio 0.4
Overall uncertainty 1.7
Table 8.2. Uncertainties in a calorimetric measurement




9.1 THE HEAT DEFECT
Before considering the results of the calorimetry measurements it
is worth discussing the heat defect. The reasons for the existence of a
heat defect have already been outlined in section 2.1.7. The heat
defect is a fundamental problem in all radiation calorimeters and it
must be determined if the calorimeter is to be a useful dosimetric tool.
There have been two recent investigations of the heat defect in water
inspired by the current interest in water calorimetry (Fletcher 1982,
Ross et al 1984).
Fletcher (1982) developed a theoretical model to predict the heat
defect in water irradiated by low LET radiation. Reactions induced in
the water by radiation are well known. The rate constants of these
reactions and the heats of formation of the various species are also
known. Even in pure water the radiation chemistry is complex;
Fletcher lists thirty-nine possible reactions, all of which potentially
contribute to the overall energy balance. The yields of the radiolytic
products were calculated by a computer and the chemical energy balance
was determined as a function of dose and initial concentrations of
hydrogen (H2), oxygen (C^) and hydrogen peroxide (H2O2).
For pure, deoxygenated water at a pH of 7 the overall reaction was
endothermic. At a doserate of 300 cGy min-^ the overall endothermicity
was 2.5% at a cumulative dose of 100 cGy, decreasing to 1% at a
cumulative dose of 500 cGy. This disagrees with the results of several
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water calorimetry measurements in photon beams (see next section), which
suggest an overall exothermicity of 3-5% in pure water at these dose
levels. However the water used in water calorimeters may not be "pure"
in the sense meant by Fletcher, i.e. having no dissolved H2, O2 or
Under normal conditions water will inevitably contain dissolved oxygen.
Fletcher considered water containing dissolved O2, at a concentration of
3 x 10-^ molar. At the same doserate as above (300 cGy min-*) and a
cumulative dose of a few hundred cGy, an overall endothermicity of
approximately 2.5% was predicted. For pure water, or water containing
dissolved O2 or H2, endothermicities between 2% and 5% were predicted.
If hydrogen peroxide or both H2 and O2 were present then the overall
reaction was exothermic. The presence of hydrogen peroxide could also
lead to chain reactions resulting in large overall exothermicities.
Fletcher suggested that for particular initial conditions the chain
reaction could produce a ten-fold increase in the sensitivity of the
calorimeter.
Ross et al (1984) compared predictions of a radiochemical model
(Boyd et al 1980) with water calorimetry measurements using water
containing different dissolved gases. This model was essentially the
same as that employed by Fletcher (1982). As the calorimetry
measurements were not absolute, the results were normalised to the
predicted exothermicity of 2.1% for water containing a 50/50 mixture of
H2 and O2. The model predicts a zero heat defect for N2 saturated (i.e.
pure) water, and approximately 2% endothermicity for O2 or air saturated
water. Measurements agreed well with these predictions. The doserate
employed was 2500 cGy min ^ and cumulative doses were up to 500 Gy.
This doserate is much higher than the doserates used with calorimeters
which have been irradiated in medical therapy beams. However, the
142
predicted effects are virtually identical at a doserate of 100 cGy
min In initial radiation periods for N2 saturated water a small
unexpected exothermicity was noted. This was attributed to the presence
of trace impurities in the water, the effect of which was removed by
further irradiation. The presence of impurities, particularly organic,
was suggested as the reason for the 3-5% exothermicity which has been
found with several water calorimeters (see next section). The results
of Schulz and Rothman (1983) indicated an exothermic heat defect of 3-
5%. Their calorimeter was of similar construction to the other
calorimeters discussed in section 9.2; in particular perspex was used
in its construction. Schulz (1985) constructed a calorimeter with glass
walls, which had no organic materials in contact with the water.
Preliminary results with this calorimeter indicated positive (or
endothermic) heat defects of 3.1% with aerated water and 2.2% with
hypoxic water. These findings are in reasonable agreement with the 2.1%
endothermicity predicted by the radiochemical model, and support the
proposal that organic impurities induce chemical reactions which result
in a small exothermicity at low doses. Unfortunately there have been no
attempts to determine the heat defect with high LET radiation.
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4 MV X-rays 1.040
9 MV X-rays 1.045
10 MeV electrons 1.055
Table 9.1. Summary of results.
The results of all of the calorimetry measurements in the different
radiation beams are summarised in table 9.1. It must again be stressed
that these results take no account of the heat defect in water. Table
9.2 is a summary of the results of other water calorimetry measurements
in photon beams. The ratio given in table 9.2 is the ratio of absorbed
dose measured by the calorimeter to absorbed dose measured with a
reference dosimeter. In the cases of de Maries, Kubo and Schulz and
Rothman the reference dosimeter was an ionisation chamber, whereas Domen
employed a graphite calorimeter. Mattsson's calorimetry measurements
were compared with an ionisation chamber which had been calibrated using
the same graphite calorimeter employed by Domen. This measurement was
therefore essentially a repeat of that made by Domen.
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Reference Radiation Beam Ratio
Domen (1982) cobalt-60 1.035
de Maries (1981) 1.25 MV X-rays 1.034
6 MV X-rays 1.033
18 MV X-rays 1.055
25 MV X-rays 1.030
Kubo (1983) cobalt-60 1.038
10 MV X-rays 1.030
25 MV X-rays 1.019
Schulz & Rothman (1983) 25 MV X-rays 1.03 - 1.05
Mattsson (1984) cobalt-60 1.033
Kubo (1985) orthovoltage X-rays 1.07 - 1.09
Table 9.2. Water calorimetry measurements in photon beams.
Calorimeter to ionisation chamber ratios in the 4 and 9 MV photon
beams in this work are in good agreement with similar results of other
workers, as can be seen from table 9.2. The consistency of these
results proves the water calorimeter as a reliable instrument for
determining absorbed dose. To compare directly the calorimeter to
ionisation chamber ratios of different workers assumes that the
ionisation chamber dosimetry is consistent throughout. Different
workers have employed different codes of practice, such as AAPM (1983),
NACP (1980) or HPA (1983), for their ionisation chamber dosimetry.
However, a recent study, Mijnheer and Wittkamper (1986), has shown that
absorbed dose measurements using these codes of practice agree to within
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jfl%. It is therefore reasonable to make a direct comparison between
the ratios obtained with different calorimeters. For example, comparing
the AAPM (1983) and HPA (1983) protocols, differences of up to 0.8% in
the determination of absorbed dose are evident under identical radiation
conditions, using identical ionisation chambers. A common international
protocol would avoid such anomalies. The uncertainties in the
calorimetry measurements of table 9.2 were similar to those of this
work, at around 1%. Within these uncertainties there is good agreement
amongst all of the results for photon beams.
The 3-5% discrepancy between the calorimeter and ionisation chamber
measurements is almost certainly due to the heat defect in water. This
has been demonstrated by Domen (1983) using a polystyrene-water
calorimeter. In this calorimeter the thermistors were not sandwiched
between polyethylene films but were cemented between two polystyrene
discs which were immersed in the water tank. Absorbed dose to water
measured with the polystyrene-water calorimeter was 3% lower than that
measured with a water calorimeter. Since the heat defect in polystyrene
is less than 1% (ICRD 1969, Weimer 1972), this suggests a heat defect of
-3% for water irradiated by megavoltage X-rays. In his original work
Domen (1982) found a discrepancy (or heat defect) of 3.5% when water
calorimetry measurements were compared with a graphite calorimeter.
A value of about -3% for the heat defect does not agree with the
predictions of the radiochemical model discussed in section 9.1. The
model predicts a positive heat defect of approximately 2% for air
saturated water. Ross et al (1984) suggested that the negative heat
defect may be due to organic impurities in the water. However the water
calorimetry results cited in table 9.2 and those of this work all point
to a heat defect in the range -3 to -5% for water irradiated by
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megavoltage photons. It is highly unlikely that these calorimeters all
contained water which had the same degree of impurity, and therefore it
is probable that the purity, within certain limits, is not critical for
consistent results to be obtained. Domen (1982) also compared the
effect of using water which had been stored in a glass contained with
water which had been stored in a polyethylene container, and found no
detectable difference.
9.3 ELECTRON BEAM RESULTS
The results of other water calorimetry measurements in electron
beams are presented in table 9.3. The ratio quoted is that of absorbed
dose measured with the calorimeter to that measured with an ionisation
chamber: the ratio measured in a 10 MeV beam in this work was 1.035.
Reference Nominal Energy Ratio
de Maries (1981) 13 MeV 0.995
17 MeV 0.975
20 MeV 1.005
Kubo (1983) 18 MeV 1.036
23 MeV 1.034
Table 9.3. Water calorimetry measurements in electron beams.
All of these calorimetry measurements (including those of this
work) were referenced to ionisation chamber dosimetry. de Maries
followed the NACP (1980) protocol to determine absorbed dose from the
ionisation chamber measurement. Kubo used the equations given by
Loevinger (1981) which were a precursor to the AAPM (1983) code. The
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HPA (1985) code was employed in this work. Although these are current
protocols in their respective countries of origin there are significant
differences between them. This is a complication when comparing the
calorimeter to ionisation chamber ratios of different workers. As with
photons, a common international protocol would remove these differences.
Had the AAPM (1983) protocol been used for the ionisation chamber
measurements in this work the ratio would be 1.049 instead of 1.055.
Had the NACP (1980) protocol been used the ratio would be 1.037.
Taking this into account the ratio obtained by Kubo is in good agreement
with that obtained in this work. However the ratios obtained by de
Maries are significantly lower.
There is an intrinsic difficulty in comparing calorimetry and
ionisation chamber measurements in electron beams due to the presence of
steep dose gradients. It is essential either that the positions of the
thermistor and the ionisation chamber are identical, or that the
difference between their positions is accurately known, and is corrected
for. Small positional errors will result in relatively large errors in
the comparison between the calorimeter and the ionisation chamber. In
this work, and that of Kubo, two jigs were constructed, one containing
the thermistor and the other containing the ionisation chamber. The
ionisation chamber jig was substituted for the jig holding the
thermistor ensuring that their positions were identical and obviating
the need for depth measurements. de Maries, on the other hand,
irradiated the ionisation chamber in a dummy calorimeter, and depth
measurements were therefore required. However measurements were carried
out at the depth of maximum ionisation, where the dose is varying least
with depth, and it is unlikely that any positional error would be large
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enough to explain the different calorimeter to ionisation chamber ratios
obtained.
Since the way in which photons and electrons deposit their energy
is similar it is likely that the heat defect with the two radiations is
the same. The results of Kubo, and this work, support this conclusion
since they are in fairly good agreement with the heat defect of -3 to -
5% found in photon beams. This is encouraging as it points to a stable
heat defect for low LET radiation. Additional measurements in electron
beams are necessary to confirm these conclusions.
9.4 NEUTRON BEAM RESULTS
The calorimeter to ionisation chamber ratio obtained in the
d(l5)+Be neutron beam was 0.956. To date no other water calorimetry
measurements in neutron beams have been reported. This ratio does not
include any correction to account for the heat defect in water. It is
difficult to draw any firm conclusions from the result without any
information on the heat defect. If the ionisation chamber measurements
are assumed to be correct then the heat defect is equal to +4.4% (i.e.
an endothermic effect). This is in contrast to the heat defect found
with photon irradiation which was -3 to -5% (i.e. exothermic). There
has been no study of the heat defect in water irradiated by high LET
radiation. The negative heat defect with photons may be due to
impurities in the water (Ross et al 1984). It is possible that water
containing the same impurities exhibits a different heat defect when
irradiated by neutrons. However, it seems unlikely that the difference
in heat defects is as large as the present result would suggest. One
material in which the heat defect has been measured for beams of
different LET is A-150 plastic. It exhibits a heat defect of 4.2% when
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irradiated with 1.7 MeV protons and 4.1% with low energy X-rays (Fleming
and Glass 1969, Sabel et al 1972). Although the heat defect in A-150
plastic is constant over a wide range of LET this is not necessarily the
case for water. In plastics irradiation results in permanent changes
which involve cross linking, a reduction in the saturation of chemical
bonds, chain breakage and hydrogen evolution. In water the mechanism is
different; the most important chemical effect is the production of free
radicals, and this is a temporary effect. It is therefore unclear how
the heat defect in water will vary with radiation of differing LET and
what part the presence of impurities plays in determining the heat
defect.
The results of measurements with photons at 4 and 9 MV show an
average calorimeter to ionisation chamber ratio of 1.042. A comparison
of the photon beam results and the neutron beam results demonstrates a
discrepancy of approximately 9% in the ratio of calorimeter to
ionisation chamber results. The operation of the calorimeter was
essentially identical in the photon and neutron beams. The only
significant difference was that the doserate in the neutron beam was
lower, which necessitated longer irradiation periods, and resulted in a
slightly higher experimental uncertainty. It seems unlikely that there
is any error in the calorimetry measurements with neutrons which would
not also be present with photons.
The uncertainty in determining absorbed dose to tissue with the
ionisation chamber is 6.5% (Mijnheer and Williams 1981) and with the
calorimeter 1.7%. These uncertainties are not large enough to explain
the 9% discrepancy. McDonald et al (1981) and Caumes et al (1984) have
carried out comparisons between A-150 calorimeters and A-150 ionisation
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chambers in several neutron beams ranging in energy from d(4)+Be to
p(67)+Be. These have shown agreement, but the results are dependent on
the data used in each case to calculate absorbed dose from the
ionisation chamber measurements. Williams (1984) recalculated these
intercomparisons using a common set of data to calculate the ionisation
chamber results. This demonstrated a good agreement between the
calorimetric and the ionometric measurements (within approximately 2%),
which implies that such chambers are capable of accurate measurements of
absorbed dose to A-150 plastic. Although the uncertainty in
determining absorbed dose to A-150 plastic with an A-150 ionisation
chamber is 6% these intercomparisons show that the net error in the
factors required to convert the response of the ionisation chamber to
absorbed dose to A-150 plastic is in fact less than 2%. However, the
ionisation chamber measurement has to be converted from absorbed dose to
A-150 plastic to absorbed dose to tissue using the kerma ratio of the
two materials. The water calorimetry results may therefore indicate an
error in this kerma ratio. This is unlikely to be a complete
explanation of the 9% discrepancy since the uncertainty in the kerma
ratio for a d(15)+Be spectrum is only 2.6% (Bewley, 1980).
Although kerma ratios are essential in neutron dosimetry their
accuracy has not really been well tested. Kerma factors are generally
obtained from the basic nuclear data by calculation. Where these data
are not available it is difficult to estimate kerma factors due to the
complexity of the interactions. The deposition of energy in tissue is
dominated by hydrogen interactions and, because of the simplicity of
this interaction, hydrogen kerma factors are fairly well known (to about
2%). For other elements the uncertainty, in the energy region below
20 MeV, is generally about +10%. Above 20 MeV kerma factors can only be
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considered as rough estimates (Caswell et al, 1980). It is therfore
important for accurate neutron dosimetry, particularly at energies above
20 MeV that the uncertainties in kerma factors and kerma ratios are
reduced. If the heat defect in water can be determined, water
calorimetry measurements will provide a useful check on kerma ratios.
There are therefore three potential explanations for the
calorimetry result in the neutron beam. Firstly there may be a
systematic error in the calorimetry measurements. However this does
not explain the 9% difference between the results in the neutron and
photon beams, unless there is a significant difference in the operation
of the calorimeter in the two beams which has been overlooked. Secondly
there may be an error in the ionisation chamber dosimetry in the neutron
beam. The results with A-150 calorimeters point to the only possible
source of error being the kerma ratio between A-150 plastic and tissue.
Lastly the heat defect in water may be responsible for the result
obtained in the neutron beam. A heat defect which varies with LET,
possibly due to impurities in the water, could explain the difference
between the neutron and photon results. Since the mechanism whereby
photons and neutrons deposit their energy is fundamentally different,
the radiochemical effects of the two radiations, and consequently the
heat defects, may also be significantly different. At present this
seems to be the most likely explanation of the results but until the




Absorbed dose measurements in a d(15) + Be neutron beam have been
carried out using a water calorimeter. These were directly compared
with measurements using a TE ionisation chamber. The ratio of absorbed
dose to tissue measured with the calorimeter to that measured with the
ionisation chamber was 0.956, if the heat defect in water is ignored.
Relative to ionisation chamber dosimetry, absorbed dose measurements
with the calorimeter in the neutron beam were 9% lower than similar
measurements in 4MV and 9MV photon beams.
The current state of neutron dosimetry is less than satisfactory.
Firstly there is a large uncertainty in the determination of absorbed
dose to tissue, and secondly, there is significant discrepancy between
the neutron dosimetry protocols in Europe and the USA. The American
protocol (AAPM, 1980) recommends a tissue equivalent liquid as the
phantom material whereas the European protocol (Broerse et al, 1981)
recommends water. The recommended values for the parameters required to
convert an ionisation chamber measurement to a measurement of absorbed
dose to tissue differ between the two protocols and the type of
ionisation chamber recommended also differs. In the neutron beam used
in this work (d(15)+Be), at a depth of 5 cm, following the European
protocol would give a measurement of absorbed dose to tissue 4.8% higher
than the American protocol (Mijnheer et al, 1984). Since, in fast
neutron therapy, the occurrence of normal tissue complications and the
probability of tumour control are steep functions of absorbed dose
(Battermann et al 1981, Cohen 1982), it is important that neutron
dosimetry is consistent if results from different centres are to be
compared. Even if a unified protocol were to be agreed the relatively
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large uncertainty in the absolute measurement of absorbed dose to tissue
would still remain. If the heat defect in water can be determined water
calorimeters will provide a more accurate method of determining neutron
absorbed dose.
The advantage of the water calorimeter in measuring absorbed dose
is that the uncertainty (1.7%) is lower than that associated with
ionometric methods (6.5%). However, at present the unknown heat defect
must also be included as an uncertainty in the calorimetric measurement.
If the heat defect with neutrons can be determined the water calorimeter
will provide a useful check on the accuracy of ionisation chamber
measurements of absorbed dose. This is particularly important at high
neutron energies where the uncertainty in the kerma ratio between A-150
plastic and tissue is large. For example, Bewley (1980) estimates the
uncertainty in this kerma ratio to be 10.6% for a p(66) +Be spectrum,
making the overall uncertainty in absorbed dose to tissue 12.6%. At
this energy the kerma correction for the water calorimeter (i.e. from
water to tissue) is only 1.8%. In order to improve the efficacy of
neutron radiotherapy there is an increasing use of high energy neutron
beams. The water calorimeter could have an important part to play in
improving the accuracy of the dosimetry of such beams.
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APPENDIX A
THE AIR TEMPERATURE CONTROLLER
Figure A.l is a circuit diagram of the air temperature controller
and table A.l gives the component details. The circuit was powered by a
50W transformer giving jfl2V and +15V d.c. The heating coils (R14 and
R16) were wound from "Nichrome" resistance wire and were mounted

































Figure B.l is a circuit diagram of the resistance bridge.
Component values are given in table B.l. The circuit was powered by a
12V, smoothed and regulated supply.
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* C5 10 nF - 10 |iF
Tl transformer; grounded core
T2 transformer; contained
mumetal case
SI 2000 k thermistor
Table B.l. Component list for resistance bridge circuit.
* The value of this capacitor was altered in order to
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