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Using shortcuts to adiabaticity, we solve the time-dependent Schro¨dinger equation that is reduced
to a classical nonlinear integrable equation. For a given time-dependent Hamiltonian, the counter-
diabatic term is introduced to prevent nonadiabatic transitions. Using the fact that the equation for
the dynamical invariant is equivalent to the Lax equation in nonlinear integrable systems, we obtain
the counterdiabatic term exactly. The counterdiabatic term is available when the corresponding
Lax pair exists and the solvable systems are classified in a unified and systematic way. Multisoliton
potentials obtained from the Korteweg–de Vries equation and isotropic XY spin chains from the
Toda equations are studied in detail.
PACS numbers: 03.65.-w, 03.67.Ac, 05.45.Yv
Introduction.– Ideal control of quantum systems has
attracted interest recently from both theoretical and
practical viewpoints. Rapid technological advances make
it possible to manipulate quantum systems precisely, and
designing the optimal Hamiltonian is a realistic impor-
tant problem. The meaning of optimality is not obvious,
and various methods have been proposed theoretically
in different contexts. In the methods using shortcuts
to adiabaticity, the Hamiltonian is designed so that the
state follows an adiabatic passage of a reference Hamilto-
nian [1–5]. This technique was realized in several experi-
ments [6–9] and is expected to be applied to the adiabatic
quantum computation called quantum annealing [10].
Although the formulation of the method is general,
explicit constructions of the Hamiltonian are restricted
to simple systems such as two- and three-level sys-
tems [3, 11], harmonic oscillators [12], and scale-invariant
systems [13]. Most of systems fall into these categories,
and various applications have been studied in many
works [5, 14–19]. The question addressed in this Let-
ter is whether there are other classes of Hamiltonians in
which the exact solutions are available. We propose a
new method using the results from nonlinear integrable
systems such as Korteweg–de Vries (KdV) solitons [20]
and Toda lattices [21]. In nonlinear systems, a quantum
mechanical viewpoint is used to solve the equations of
motion. We find that the method developed there can
be directly applied to the quantum adiabatic dynamics.
Several previous works used the result from the integrable
systems to construct a driver Hamiltonian [13, 22, 23].
Here we utilize the integrability of classical nonlinear sys-
tems to develop the fundamental principle to design the
quantum Hamiltonian in a systematic way. It is applied
not only to a specific system but also to a broad class of
integrable systems including many-body systems.
Counterdiabatic driving and dynamical invariant.–
In counterdiabatic driving, known as one of the
strategies in shortcuts to adiabaticity, we control
the adiabatic states of the time-dependent Hamilto-
nian Hˆad(t). The adiabatic state is defined by a
linear combination of the instantaneous eigenstates
|n(t)〉 of Hˆad(t) as |ψ(t)〉 =
∑
n cne
−iθn(t)|n(t)〉,
where cn is a time-independent constant and θn(t) =∫
dt
(
〈n(t)|Hˆad(t)|n(t)〉 − i〈n(t)| ∂∂t |n(t)〉
)
represents a
time-dependent phase [24]. This state does not satisfy
the Schro¨dinger equation owing to nonadiabatic transi-
tions. Those unwanted transitions are suppressed by in-
troducing an additional term called the counterdiabatic
term, Hˆcd(t). The adiabatic state of Hˆad(t) satisfies the
Schro¨dinger equation:
i
∂
∂t
|ψ(t)〉 =
(
Hˆad(t) + Hˆcd(t)
)
|ψ(t)〉. (1)
The spectral representation of Hˆcd(t) is given by [1–3]
Hˆcd(t) = i
∑
n
(1− |n(t)〉〈n(t)|) ∂|n(t)〉
∂t
〈n(t)|. (2)
Various strategies exist for designing the Hamiltonian
in shortcuts to adiabaticity. The common property is
described by the existence of the Lewis-Riesenfeld dy-
namical invariant Fˆ (t) satisfying
i
∂Fˆ (t)
∂t
= [Hˆ(t), Fˆ (t)], (3)
where Hˆ(t) is the total Hamiltonian. It was shown that
the eigenvalues of Fˆ (t) are independent of t, and the solu-
tions of the Schro¨dinger equation are given by adiabatic
states of Fˆ (t) [25]. This means that the Hamiltonian
is divided into adiabatic [Hˆad(t)] and counterdiabatic
[Hˆcd(t)] components, and Fˆ (t) commutes with Hˆad(t).
Hˆcd(t) is written using the eigenstates of Fˆ (t) as Eq. (2).
In inverse engineering [4], the problem is formulated us-
ing Eq. (3) instead of Eq. (2), as we show below. Fur-
thermore, the optimality of the counterdiabatic driving
is shown using a method called the quantum brachis-
tochrone [26, 27]. The optimal solution is represented by
the invariant, which is constructed for given constraints
of the Hamiltonian. Thus, finding the invariant is the
key to designing the optimal Hamiltonian.
2We mainly treat a class of systems such that Fˆ (t) =
Hˆad(t). The counterdiabatic term Hˆcd(t) = Hˆ(t)−Hˆad(t)
is obtained by solving Eq. (3). In this case, the eigenval-
ues of Hˆad(t) are time independent. Hˆcd(t) is expressed
by a linear combination of possible operators, and the
time dependence of the coefficients is obtained by solving
Eq. (3). The series is generally infinite, and solving the
equation is a formidable task. However, in the integrable
systems that we discuss in this Letter, the counterdia-
batic term is expressed in a compact form.
Lax form for KdV equation.– First, we study one-
dimensional systems in a time-dependent potential
u(x, t). The adiabatic Hamiltonian is given by
Hˆad(t) = pˆ
2 + u(xˆ, t). (4)
The potential is left undetermined, and we study condi-
tions that a compact form of the counterdiabatic term is
obtained. As the simplest case, if we assume that Hˆcd(t)
includes terms up to first order in pˆ, the general form is
given by Hˆcd(t) = v(t)pˆ + ǫ(t), where v(t) and ǫ(t) are
arbitrary functions. The potential must have the form
u(x, t) = u0(x−x0(t)), where u0 is an arbitrary function
with a single variable, and x0(t) =
∫
v(t)dt. A similar re-
sult is obtained for Hˆcd(t) including second-order terms
in pˆ [28]. These results are well known and are described
by the method of scale-invariant driving [13].
A novel solution is obtained when we consider the
third-order term. The counterdiabatic term takes the
form
Hˆcd(t) = a(t)
[
pˆ3 +
3
4
(pˆu(xˆ, t) + u(xˆ, t)pˆ)
]
+ c1(t)pˆ,
(5)
where a(t) and c1(t) are arbitrary time-dependent func-
tions. We neglected trivial contributions that are propor-
tional to Hˆad(t) and the identity operator. The condition
for the potential u(x, t) reads
∂u
∂t
= −a(t)
4
(
6u
∂u
∂x
− ∂
3u
∂x3
)
− 2c1(t)∂u
∂x
. (6)
Using the change of variables, we set a(t) = −4 and
c1(t) = 0 in the following analysis [28]. Then, this equa-
tion is reduced to the standard form of the KdV equa-
tion [20]. The KdV equation is known as a typical nonlin-
ear integrable system and has multisoliton solutions [29].
It is no accident that the KdV equation is obtained in
the present formulation. The integrability of nonlinear
systems is generally represented by the Lax equation,
∂L(t)
∂t
= [M(t), L(t)], (7)
where the set of operators (L(t),M(t)) is called the Lax
pair [30]. The Lax equation is equivalent to the equa-
tion for the dynamical invariant Eq. (3). The eigenval-
ues of L(t) are independent of t. Then, M(t) is defined
as ∂tψ(t) = M(t)ψ(t), where ψ(t) is an eigenfunction of
L(t). The Lax pair for the KdV equation is known to
have the form
L(t) = − ∂
2
∂x2
+ u(x, t),
M(t) = −4 ∂
3
∂x3
+ 3
∂
∂x
u(x, t) + 3u(x, t)
∂
∂x
. (8)
As we see from the comparison between the Lax form
and the dynamical invariant, L(t) and M(t) correspond
to Hˆad(t) in Eq. (4) and −iHˆcd(t) in Eq. (5), respectively.
In integrable systems, there exist infinite conserved quan-
tities, which reflect the property that the eigenvalues of
the dynamical invariant are independent of t.
In the same way, considering higher-order terms, we
can find a hierarchical structure in the KdV equations.
It is generally known that a different KdV equation is
obtained at each odd order [30]. For example, at fifth
order, the counterdiabatic term is given by Hcd(t) =
−16p5 + 20(p3u+ up3)− 30upu− 5(puxx + uxxp), where
the subscript denotes differentiation in terms of the vari-
able, and the potential satisfies ut−10(uxxxu+2uxxux)+
30u2ux + uxxxxx = 0.
Deformation of the counterdiabatic term.– Although
we have obtained the exact form of the counterdiabatic
term Eq. (5), it contains a cubic term in pˆ and is not
convenient for our purpose of quantum control. This
drawback is circumvented by using gauge transformation
and state-dependent deformation [13, 31–33]. We demon-
strate this by treating the single- and double-soliton po-
tentials.
The single-soliton solution of the KdV equation is
given by u(x, t) = −2κ2/ cosh(κx − 4κ3t), where κ is
a real positive parameter. The adiabatic Hamiltonian
[Eq. (4)] with this hyperbolic Scarf potential has a single
bound state whose eigenenergy is given by E0 = −κ2.
To deform the counterdiabatic term, we rewrite Eq. (5)
with a(t) = −4 and c1(t) = 0 as
Hˆcd(t) = −4(pˆ+ iW (xˆ, t))pˆ(pˆ− iW (xˆ, t))
− (pˆu˜(xˆ, t) + u˜(xˆ, t)pˆ)− 4E0pˆ, (9)
where W (x, t) = κ tanh(κx − 4κ3t) and u˜(x, t) =
W 2(x, t) + ∂xW (x, t) + E0. The adiabatic Hamiltonian
in this case has supersymmetry [34–38], and the po-
tential is written using the superpotential W (x, t) as
u(x, t) = W 2(x, t)−∂xW (x, t)+E0. Supersymmetry also
tells us that the ground-state eigenfunction ψ(x, t) satis-
fies the differential equation (−i∂x−iW (x, t))ψ(x, t) = 0.
This means that the first term in Eq. (9) is neglected if
we treat only the ground state. Furthermore, the super-
partner potential u˜(x, t) goes to zero in this case. Thus,
we arrive at a simple form of the counterdiabatic term:
Hˆcd(t) = −4E0pˆ = 4κ2pˆ, which only affects the phase of
the wave function and does not change the probability
density. This form can be derived from the formula for
3scale-invariant systems [13]. In the single-soliton poten-
tial, the system has translational symmetry, and we can
directly obtain this simple form.
For multisoliton potentials, the system is not scale in-
variant, and our method becomes useful. The double-
soliton potential is represented as
u(x, t) = −2 ∂
2
∂x2
ln
[
1 +A1e
2η1 +A2e
2η2
+
(
κ1 − κ2
κ1 + κ2
)2
A1A2e
2(η1+η2)
]
, (10)
where κ1, κ2, A1, and A2 are real positive parameters,
and ηi = κix − 4κ3i t with i = 1, 2. This system has two
bound states. When κ1 > κ2, the ground-state energy is
E0 = −κ21 and the first excited-state energy is E1 = −κ22.
The ground state is localized in the deeper well, and the
first excited state is in the other well.
It is also possible to consider the deformation of the
counterdiabatic term [Eq. (5)] using the representation
Eq. (9) [39]. When we consider the ground state, we can
again neglect the first term of Eq. (9). Using a gauge
transformation, we obtain the counterdiabatic potential
Vcd(x, t) = −u˜2(x, t) + 4(κ21 − κ22)u˜(x, t), (11)
where u˜(x, t) = −2κ22/ cosh2(η2 + δ2), with δ2 =
ln [A2(κ1 − κ2)/(κ1 + κ2)] /2. Deformation of the ex-
cited states can be obtained in a similar way.
We plot the potential and ground-state wave function
in Fig. 1. The counterdiabatic potential is represented
by the single soliton u˜(x, t) with the argument η2 + δ2.
It makes a deep well around the shallower well in the
original potential and moves so that the moving state,
trapped in the deep well of the original potential, is not
disturbed by the shallow well.
The above demonstrations show that we can consider
particle transport by using the soliton potentials. A par-
ticle is conveyed by a soliton potential, and we can find
conditions such that the state is not disturbed by noises
represented by other solitons. The use of the soliton po-
tential shows that the control of systems is possible by
changing the potential locally, which can be a useful ma-
nipulating method. The exact solutions from the KdV
equation also have a great advantage that the small de-
viations can be treated perturbatively to study stabil-
ity [40]. This method can be a principle to design the
particle transport in general complicated systems.
Free fermion, spin chain, and Toda lattice.– Next, we
demonstrate the design of the Hamiltonian by using a re-
sult from the Lax form in nonlinear integrable systems.
A famous example is the Toda lattice system. This one-
dimensional classical lattice system has nearest-neighbor
hopping in an exponential form, and the Lax form is writ-
ten in a matrix form [21, 41, 42]. The matrix has a tridi-
agonalized form and can be interpreted as the quantum
FIG. 1. Time evolution of double-soliton potential. Plot-
ted are the soliton potential u(x, t) (black dashed line, left
scale), total potential u(x, t)+ Vcd(x, t) (blue thick line, left),
and ground-state wave function |ψ(x, t)| (red solid line, right).
Green dotted lines represent the wave function |ψ0(x, t)| with-
out the counterdiabatic potential Vcd(x, t) calculated numer-
ically (right-hand scale). Solid line in the lower right-hand
panel represents the overlap between states with and without
the counterdiabatic term |〈ψ0(t)|ψ(t)〉|. We take A1 = A2 =
3.0, κ1 = 1.2, and κ2 = 1.0.
Hamiltonian for a one-dimensional lattice system with
nearest-neighbor hopping:
Hˆad(t) =
N∑
n=1
Jn(t)
(
fˆ †nfˆn+1 + fˆ
†
n+1fˆn
)
+
N∑
n=1
hn(t)
(
fˆ †nfˆn −
1
2
)
,
Hˆcd(t) = i
N∑
n=1
Jn(t)
(
fˆ †nfˆn+1 − fˆ †n+1fˆn
)
. (12)
The fermion operators fˆn and fˆ
†
n satisfy anticommutation
relations [43]. Substituting these expressions into Eq. (3)
with Fˆ (t) = Hˆad(t), we find the Toda equations
dJn(t)
dt
= Jn(t)(hn+1(t)− hn(t)),
dhn(t)
dt
= 2(J2n(t)− J2n−1(t)). (13)
The solutions of the Toda equations are discussed below.
Although this transformation is a straightforward task,
the resulting Hamiltonian has the time-dependent hop-
ping amplitude and is generally difficult to realize. The
matrix representation of the Lax form reminds us that
the Hamiltonian is interpreted as a quantum spin system.
By using the Jordan-Wigner transformation [44, 45], we
can map the free fermion onto the XY spin model [43]:
Hˆad(t) =
N∑
n=1
Jn(t)
2
(
σˆxnσˆ
x
n+1 + σˆ
y
nσˆ
y
n+1
)
+
N∑
n=1
hn(t)
2
σˆzn,
4Hˆcd(t) =
N∑
n=1
Jn(t)
2
(
σˆxnσˆ
y
n+1 − σˆynσˆxn+1
)
, (14)
where {σˆn = (σˆxn, σˆyn, σˆzn)} represent the Pauli matrices
at each site n.
It is instructive to see that the isotropic, nonuniform
interaction Jn(t) is necessary to obtain the adiabatic con-
trol. For a uniform system with site-independent cou-
plings, the energy eigenvalues and eigenstates of the XY
spin Hamiltonian Hˆad(t) are obtained exactly by using
the Jordan-Wigner transformation [46–49]. In that case,
we can find Hˆcd(t) by using Eq. (2). The problem is that
Hˆcd(t) has a noncompact form including many-body in-
teraction terms [46, 47]. We circumvent this difficulty by
using the integrability of the Toda lattice.
It is interesting to compare the Lax pair for the spin
model with that for the Toda lattice. Each term in Eq.
(14) commutes with the total magnetization in the z di-
rection: Mˆ =
∑
n σˆ
z
n. In the single spin-flip sectors with
M = ±(N − 2), the matrix representation of the Hamil-
tonian is the same as that of the Lax pair for the Toda
lattice. There are no counterparts for other sectors, and
it is possible to find new Lax pairs for classical nonlinear
systems by analyzing those matrix representations.
We study several typical solutions of the Toda equa-
tions (13) to see the behavior of the states in the corre-
sponding spin system. For N = 3 with the open bound-
ary condition, one of the solutions is given as follows.
J1(t) and h1(t) are given by
J1(t) = vv1
√
v21 + v
2
2 cosh(2vt)
v21 cosh(2vt) + v
2
2
,
h1(t) = v
v21 sinh(2vt)
v21 cosh(2vt) + v
2
2
, (15)
where v1 and v2 are constants and v =
√
v21 + v
2
2 . J2(t) is
obtained by interchanging v1 and v2 in J1(t), h3(t) is ob-
tained by interchanging v1 and v2 in −h1(t), and h2(t) =
−h1(t) − h3(t). We note that (J1(0), J2(0)) = (v1, v2),
(h1(0), h2(0), h3(0)) = (0, 0, 0), (J1(∞), J2(∞)) = (0, 0),
and (h1(∞), h2(∞), h3(∞)) = (v, 0,−v). These limiting
values show that the Hamiltonian of the XY model can
be continuously deformed to the noninteracting Hamil-
tonian with the same eigenvalues by using the time evo-
lution of the Toda equations. This result is generalized
to an arbitrary number of spins N [50]. We note that
continuous change is possible for the isotropic XY model
and not for anisotropic models, including the Ising model,
which is considered to be related to the universal adia-
batic computing property of the XY Hamiltonian [51].
In infinite systems, the boundary effect is neglected
and the soliton solutions are obtained by using the inverse
scattering method [41]. The solutions allow us to control
the spin state. As we find in the KdV solitons, the flipped
FIG. 2. Transport of flipped spin by soliton interactions. +
or − represents spin state at each site and the soliton wave
represents the coupling functions. The figure represents the
transport of two flipped spins by double solitons and other
cases can be described in a similar way [52].
spin is transported by controlling the spin interaction and
the magnetic field as in Fig. 2 [52]. The quantum state
transfer has been discussed in many contexts and the use
of spin chain is one of the typical applications [53]. Our
result based on the soliton dynamics can be useful as a
robust control method.
For practical applications, one of the disadvantages of
counterdiabatic driving is that we need to introduce an
additional term Hˆcd(t). It is possible to perform the
gauge transformation to keep the total Hamiltonian in
a simple form. This change of representation is inter-
preted as inverse engineering. The concept of shortcuts
to adiabaticity extends beyond counterdiabatic driving,
and we can consider other formulations. In inverse engi-
neering, the Hamiltonian is kept in the original form and
the invariant is constructed from Eq. (3) [54].
Nonisospectral Hamiltonian.– Although our discussion
is restricted to systems with isospectral Hamiltonian,
it can be generalized to nonisospectral systems. The
isospectral Hamiltonian is obtained by assuming Fˆ (t) =
Hˆad(t). In classical nonlinear integrable systems, the Lax
pair is generalized to nonisospectral systems [55]. The
integrability is maintained when we consider the case
Fˆ (t) = γ2(t)Hˆad(t), where γ(t) is a time-dependent func-
tion. In systems with the Hamiltonian Eq. (4), if we
impose this condition, we can find a generalized KdV
hierarchy. In the simplest ansatz where the counterdia-
batic term is linear in pˆ, we can find the potential form
u(x, t) = γ−2(t)u0((x − x0(t))/γ(t)) with the counter-
diabatic term Hˆcd(t) ∝ xˆpˆ + pˆxˆ. This is known as the
scale-invariant driving [13]. The analysis can be applied
to higher-order hierarchies to give results that cannot be
described by the scale-invariant driving [56]. Thus, the
previous known results can be described in the present
formulation in a systematic way and further generaliza-
tions are possible.
Conclusions.– We have proposed counterdiabatic driv-
ing for nonlinear integrable systems. The Lax form is
known for various systems other than the KdV and Toda
systems. Possible applications are the modified KdV
equation, sine-Gordon equation, nonlinear Schro¨dinger
equation, Ablowitz-Kaup-Newell-Segur formalism [57],
and so on. We stress that the infinite set of Lax pairs
is known in nonlinear integrable systems, and one can
find a corresponding counterdiabatic driving in each sys-
5tem.
Our approach establishes a fruitful connection between
the classical nonlinear systems and the dynamical quan-
tum systems. In the quantum systems, the counterdia-
batic term was available only for limited simple systems.
In the present work, the solvable systems can be obtained
in a unified and systematic way by using the knowledge
from the classical nonlinear integrable systems. For ex-
ample, in the potential systems where Hˆad(t) is written
as Eq. (4), the counterdiabatic term is obtained from the
KdV hierarchy. In the example of the Toda systems,
we can find the corresponding quantum spin system and
fermion system by knowing the matrix representation of
the Lax form. The generalization is possible and we can
use results from systems such as the Calogero-Sutherland
and Calogero-Moser models and Volterra lattice [58–61].
Several applications of such systems will be reported else-
where.
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7SUPPLEMENTAL MATERIAL
KDV EQUATION
For the adiabatic Hamiltonian
Hˆad(t) = pˆ
2 + u(xˆ, t), (S1)
where u is a potential function determined below, we seek
the counterdiabatic term Hˆcd(t) satisfying the equation
for the invariant:
i
∂Hˆad(t)
∂t
= [Hˆcd(t), Hˆad(t)]. (S2)
As a first ansatz, we write the form
Hˆcd(t) = v(t)pˆ+ ǫ(xˆ, t). (S3)
Then, we obtain from Eq. (S2)
∂ǫ(x, t)
∂x
= 0, (S4)
∂u(x, t)
∂t
+ v(t)
∂u(x, t)
∂x
= 0. (S5)
The first equation shows that ǫ(x, t) is independent of
x. From the second equation, the functional form of the
potential is obtained as
u(x, t) = u0(x− x0(t)), dx0(t)
dt
= v(t). (S6)
This potential describes time-dependent translational
motions. In this case, the counterdiabatic term is ob-
tained as
Hˆcd(t) = v(t)pˆ+ ǫ(t), (S7)
where ǫ(t) is an arbitrary function. This result is known
as scale-invariant driving. We see from Eq. (S2) that ǫ(t)
is always arbitrary in the present formulation.
Next, we study Hˆcd(t) including terms up to second
order in pˆ. We write
Hˆcd(t) = a(t)pˆ
2 + pˆb(xˆ, t) + b(xˆ, t)pˆ+ ǫ(xˆ, t). (S8)
A calculation similar to the previous one gives us Hˆcd(t)
in the form
Hˆcd(t) = v(t)pˆ+ ǫ(t) + a(t)
(
pˆ2 + u(xˆ, t)
)
, (S9)
and the potential has the scale-invariant form
u(x, t) = u0(x− x0(t)), dx0(t)
dt
= v(t). (S10)
The first term of Hˆcd(t) can be obtained from the formula
for scale-invariant driving, and the last term is propor-
tional to the adiabatic Hamiltonian (S1). Thus, in the
second-order case, we do not have any interesting result.
A nontrivial result is obtained when we consider third-
order terms. We obtain the most general form
Hˆcd(t) =
a(t)
4
[
4pˆ3 + 3 (pˆu(xˆ, t) + u(xˆ, t)pˆ)
]
+b(t)
(
pˆ2 + u(xˆ, t)
)
+ c1(t)pˆ+ c0(t). (S11)
The second and last terms make trivial contributions and
are neglected. The potential function must satisfy
∂u
∂t
= −a(t)
4
(
6u
∂u
∂x
− ∂
3u
∂x3
)
− c1(t)∂u
∂x
. (S12)
This equation is reduced to the KdV equation by setting
u(x, t) = u˜(x− x0(t), t), dx0(t)
dt
= c1(t). (S13)
Here, u˜ satisfies
∂u˜
∂t
= −a(t)
4
(
6u˜
∂u˜
∂x
− ∂
3u˜
∂x3
)
. (S14)
By setting a(t) = −4, we obtain the standard form of the
KdV equation.
∂u˜
∂t
= 6u˜
∂u˜
∂x
− ∂
3u˜
∂x3
. (S15)
SUPERSYMMETRY
In this section, we summarize supersymmetry and its
consequences in quantum mechanics. We consider the
Hamiltonian
Hˆ(+) = (pˆ+ iW (xˆ))(pˆ− iW (xˆ))
= pˆ2 +W 2(xˆ)−W ′(xˆ), (S16)
where the real function W (x) is called the superpoten-
tial, and W ′(x) denotes the derivative of W (x). This
Hamiltonian is in a factorized form and has nonnegative
energy eigenvalues because of the relation
Hˆ(+) = (pˆ− iW (xˆ))†(pˆ− iW (xˆ)). (S17)
The eigenvalue equation is written as
Hˆ(+)|n(+)〉 = En|n(+)〉. (S18)
Then, we define the superpartner Hamiltonian as
Hˆ(−) = (pˆ− iW (xˆ))(pˆ+ iW (xˆ))
= pˆ2 +W 2(xˆ) +W ′(xˆ). (S19)
It is straightforward to show that this Hamiltonian has
the energy eigenstate
|n(−)〉 = 1√
En
(pˆ− iW (xˆ, t)) |n(+)〉 (S20)
8and the energy eigenvalue En. This means that Hˆ
(+) and
Hˆ(−) have the same energy spectrum for positive-energy
states. It is also possible to write
|n(+)〉 = 1√
En
(pˆ+ iW (xˆ, t)) |n(−)〉. (S21)
We note that Eqs. (S20) and (S21) cannot be used for
the zero-energy state, which is defined as
(pˆ− iW (xˆ, t)) |0(+)〉 = 0. (S22)
The corresponding wavefunction is represented as
ψ
(+)
0 (x) = C exp
(
−
∫
W (x)dx
)
. (S23)
If this function is normalized, the zero-energy state ex-
ists. In that case, the superpartner cannot be defined,
and we conclude that the zero-energy state breaks super-
symmetry.
As an example, we consider the superpotential
W (x) = κ tanh(κx). (S24)
Then, we obtain
Hˆ(+) = pˆ2 − 2κ
2
cosh2(κxˆ)
+ κ2, (S25)
Hˆ(−) = pˆ2 + κ2. (S26)
The potential in Hˆ(+) represents a single soliton derived
from the KdV equation (S15). This example shows that
the Hamiltonian with the single-soliton potential and the
free-particle Hamiltonian form a superpartner pair. Hˆ(+)
has a single bound state with zero energy. The scatter-
ing states of Hˆ(+) are transformed to the free-particle
scattering states of Hˆ(−) by Eq. (S20). The ground state
wavefunction of Hˆ(+) is given by
ψ
(+)
0 (x) =
√
κ
2
cosh(κx+ δ)
, (S27)
where δ is an arbitrary constant.
In the next section, we show the solution of the double-
soliton potential as a nontrivial example.
DEFORMATION OF THE COUNTERDIABATIC
TERM IN A DOUBLE-SOLITON SYSTEM
In this section, we study the deformation of the double-
soliton potential
u(x, t) = −2 ∂
2
∂x2
ln
[
1 +A1e
2η1 +A2e
2η2
+
(
κ1 − κ2
κ1 + κ2
)2
A1A2e
2(η1+η2)
]
, (S28)
where κ1, κ2, A1, and A2 are real positive parameters,
and ηi = κix − 4κ3i t with i = 1, 2. As we mentioned in
the main text, this potential satisfies the KdV equation
and the system has two bound states. When κ1 > κ2, the
ground-state energy is E0 = −κ21, and the first excited-
state energy is E1 = −κ22.
This system also has supersymmetry, and the super-
potential is written as
W (x, t) = −κ1 + ∂
∂x
× ln
[1 +A1e2η1 +A2e2η2 + (κ1−κ2κ1+κ2
)2
A1A2e
2(η1+η2)
1 + κ1−κ2κ1+κ2A2e
2η2
]
.
(S29)
The potential u(x, t) is written using the superpotential
W (x, t) as u(x, t) = W 2(x, t) − ∂xW (x, t) + E0. The
partner potential u˜(x, t) = W 2(x, t) + ∂xW (x, t) + E0 is
calculated to give
u˜(x, t) = κ21 −
2κ22
cosh2(κ2x− 4κ32t+ δ2)
, (S30)
where
δ2 =
1
2
ln
(
κ1 − κ2
κ1 + κ2
A2
)
. (S31)
Here, u˜ represents a single-soliton solution. This means
that the double-soliton system is a superpartner of the
single-soliton system.
Now, we consider counterdiabatic driving for the sys-
tem with the double-soliton potential u(x, t). The coun-
terdiabatic term is given by
Hˆcd(t) = −4pˆ3 − 3 (pˆu(xˆ, t) + u(xˆ, t)pˆ)
= −4(pˆ+ iW (xˆ, t))pˆ(pˆ− iW (xˆ, t))
− (pˆu˜(xˆ, t) + u˜(xˆ, t)pˆ)− 4E0pˆ. (S32)
When we consider the ground state, the first term is ne-
glected because of the relation (S22). We have a counter-
diabatic term that is linear in pˆ. The system is controlled
by the scalar and vector potentials. If we want to control
the system using the scalar potential, we can perform the
gauge transformation, as we show below.
The adiabatic state with the ground-state energy is
obtained by solving Eq. (S23) as
ψ
(0)
ad (x, t) = C(t)e
κ1x
× 1 +
κ1−κ2
κ1+κ2
A2e
2η2
1 +A1e2η1 +A2e2η2 +
(
κ1−κ2
κ1+κ2
)2
A1A2e2(η1+η2)
,
(S33)
where C(t) represents normalization including a phase
factor. The Schro¨dinger equation is written as
i
∂
∂t
ψ
(0)
ad (x, t)
9=
[
− ∂
2
∂x2
+ u(x, t) + i
(
∂
∂x
u˜(x, t) + u˜(x, t)
∂
∂x
)
−4iκ21
∂
∂x
]
ψ
(0)
ad (x, t)
=
[(
−i ∂
∂x
− u˜(x, t) + 2κ21
)2
+u(x, t)− (u˜(x, t)− 2κ21)2
]
ψ
(0)
ad (x, t). (S34)
We perform the gauge transformation
ψ˜
(0)
ad (x, t) = U(x, t)ψ
(0)
ad (x, t),
U(x, t) = exp
[
−i
∫
dx
(
u˜(x, t)− 2κ21
)]
(S35)
to write
i
∂
∂t
ψ˜
(0)
ad (x, t) =
[
− ∂
2
∂x2
+ u(x, t) + Vcd(t)
]
ψ˜
(0)
ad (x, t),
(S36)
where
Vcd(t) = −
(
u˜(x, t)− 2κ21
)2
+
∂
∂t
∫
dx u˜(x, t)
= − (u˜(x, t)− 2κ21)2 − 4κ22u˜(x, t). (S37)
Thus, the unitary-transformed state ψ˜
(0)
ad (x, t) is con-
trolled by the counterdiabatic potential Vcd(x, t).
TODA EQUATIONS
We derive the Toda equations and Lax form in this
section. The Toda system is described by the classical
Hamiltonian
H =
∑
n
(
1
2
p2n + φ(xn − xn−1)
)
. (S38)
Many particles are aligned in a chain, and the potential
function is given by
φ(r) = e−r + r. (S39)
The classical equations of motion are written as
dxn
dt
= pn, (S40)
dpn
dt
= e−(xn−xn−1) − e−(xn+1−xn). (S41)
We define new variables
an =
1
2
e−(xn+1−xn)/2, (S42)
bn =
1
2
pn. (S43)
Then, we obtain the Toda equations:
dan
dt
= −an(bn+1 − bn), (S44)
dbn
dt
= −2(a2n − a2n−1). (S45)
The Toda equations are written in a Lax form. We
have
dL
dt
= [M(t), L(t)], (S46)
where
L(t) =


b1 a1 0 · · · 0
a1 b2 a2
0 a2 b3
...
. . .
...
bN−2 aN−2 0
aN−2 bN−1 aN−1
0 · · · 0 aN−1 bN


, (S47)
M(t) =


0 −a1 0 · · · 0
a1 0 −a2
0 a2 0
...
. . .
...
0 −aN−2 0
aN−2 0 −aN−1
0 · · · 0 aN−1 0


.
(S48)
Here we used the open boundary condition.
JORDAN–WIGNER TRANSFORMATION
We consider the Jordan–Wigner transformation to
show that the one-dimensional noninteracting fermion
Hamiltonian in Eq. (12) is mapped onto the XY spin
Hamiltonian in Eq. (14).
The Jordan–Wigner transformation is defined as
σˆxn + iσˆ
y
n = 2 exp
(
iπ
n−1∑
m=1
fˆ †mfˆm
)
fˆ †n, (S49)
σˆzn = 2fˆ
†
nfˆn − 1, (S50)
where {σˆn = (σˆxn, σˆyn, σˆzn)} represent the Pauli matrices,
and fˆn and fˆ
†
n represents the fermion operators. The
fermion operators satisfy anticommutation relations
fˆnfˆ
†
m + fˆ
†
mfˆn = δnm, (S51)
fˆnfˆm + fˆmfˆn = 0. (S52)
These relations are the conditions for the spin operators
to satisfy the required commutation relations. Using this
transformation, we show that Eq. (12) is equivalent to
Eq. (14).
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FIG. 3. (Color online). Soliton solutions to the Toda equa-
tions. for single soliton (left) and double solitons (right).
Plotted are Jn(t) (red lines with +), hn(t) (blue with ×),
the ground-state wavefunction (black with boxes), and the
first excited-state wavefunction (green with circles) at a fixed
t.
FIG. 4. (Color online). Eigenvalues and eigenfunctions in
the double spin-flip sector for a single soliton. The con-
tinuum states give an energy band of width 4 in the up-
per panel, and one of the corresponding eigenfunctions, ψµ
(µ = 1, 2, . . . , N(N−1)/2), denoted by red circles in the lower
panel, is extended over the basis states. The discrete states
give a band of width 2, and one of the eigenfunctions, denoted
by blue crosses, is localized in specific states. We take κ1 = 2
and N = 100.
SPIN TRANSPORT BY SOLITONS
For Toda equations in the infinite system, the simplest
single-soliton solution is given by
Jn(t) =
1
2
√√√√√√√√
1 +
c21(t)z
2n
1
1+
c
2
1
(t)
1−z2
1
z
2(n+1)
1
1 +
c21(t)z
2(n+1)
1
1+
c
2
1
(t)
1−z2
1
z
2(n+2)
1
,
hn(t) =
1
2

 c21(t)z2n+11
1 +
c21(t)
1−z21
z
2(n+1)
1
− c
2
1(t)z
2n−1
1
1 +
c21(t)
1−z21
z2n1

 ,
(S53)
where z1 = e
−κ1 and c1(t) = c1(0)e
t sinhκ1 with positive
κ1. Jn(t) and hn(t) have a single peak around κ1n ∼
t sinhκ1. The wavefunction is localized around the peak
FIG. 5. Schematic pictures of spin transfer for a single soliton
(left) and a double soliton (right). The flipped spins, denoted
by the symbol +, follow soliton potentials. The upper (lower)
panels show states in the single (double) spin-flip sector.
of the coupling functions. We plot the single- and double-
soliton solutions in Fig. 3.
We consider how the eigenstates are controlled by the
soliton Hamiltonians. As we discussed in the main body
of this letter, the Hamiltonian commutes with total mag-
netization Mˆ =
∑
n σˆ
z
n and we can take the number of
flipped spins M as a good quantum number. In the sin-
gle spin-flip sectors with M = ±(N − 2), there exist con-
tinuum “scattering” states and discrete “bound” states.
The bound-state eigenfunction is trapped in one of the
solitons and is plotted in Fig. 3. In the double spin-flip
sectors with M = ±(N − 4), the eigenvalues and eigen-
functions for a single soliton are calculated numerically
and are plotted in Fig. 4. These results show that the
flipped spin is transferred by the solitons as shown in
Fig. 5. We find that, to transfer flipped spins efficiently,
we need not only to apply the magnetic fields hn(t) but
also to change the interactions Jn(t) from the uniform
value.
INVERSE ENGINEERING
We consider inverse engineering of the XY spin Hamil-
tonian
Hˆ(t) =
N∑
n=1
dn(t)
2
(
σˆxnσˆ
x
n+1 + σˆ
y
nσˆ
y
n+1
)
+
N∑
n=1
hn(t)
2
σˆzn.
(S54)
Instead of imposing an additional term, we construct the
invariant Fˆ (t) so that Hˆ(t) and Fˆ (t) satisfy Eq. (3). By
choosing Fˆ (t) properly, we design the coupling functions
dn(t) and hn(t) in the Hamiltonian.
The form of the invariant is inferred from the result
from counterdiabatic driving. We set
Fˆ (t) =
N∑
n=1
an(t)
2
(
σˆxnσˆ
x
n+1 + σˆ
y
nσˆ
y
n+1
)
+
N∑
n=1
bn(t)
2
(
σˆxnσˆ
y
n+1 − σˆynσˆxn+1
)
+
N∑
n=1
cn(t)
2
σˆzn,
(S55)
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where an(t), bn(t), and cn(t) are determined below. Sub-
stituting these expressions into Eq. (3), we obtain
dan(t)
dt
= −bn(t)(hn+1(t)− hn(t)), (S56)
dbn(t)
dt
= −dn(t)(cn+1(t)− cn(t))
+an(t)(hn+1(t)− hn(t)), (S57)
dcn(t)
dt
= −2 (dn(t)bn(t)− dn−1(t)bn−1(t)) , (S58)
dn(t)an−1(t) = dn−1(t)an(t), (S59)
dn(t)bn−1(t) = dn−1(t)bn(t). (S60)
It is generally a difficult task to solve these equations.
However, we know that the Toda equations are derived
from them. We write the form
an(t) =
1
2
dn(t), (S61)
bn(t) = −1
2
dn(t), (S62)
cn(t) = hn(t). (S63)
Then, the above conditions are reduced to
ddn(t)
dt
= dn(t)(hn+1(t)− hn(t)), (S64)
dhn(t)
dt
= (d2n(t)− d2n−1(t)). (S65)
Replacing dn(t) with
√
2Jn(t), we obtain the Toda equa-
tions (13). Hˆ(t) and Fˆ (t) are written as
Hˆ(t) =
N∑
n=1
Jn(t)√
2
(
σˆxnσˆ
x
n+1 + σˆ
y
nσˆ
y
n+1
)
+
N∑
n=1
hn(t)
2
σˆzn,
(S66)
Fˆ (t) =
N∑
n=1
Jn(t)
2
√
2
(
σˆxnσˆ
x
n+1 + σˆ
y
nσˆ
y
n+1
)
−
N∑
n=1
Jn(t)
2
√
2
(
σˆxnσˆ
y
n+1 − σˆynσˆxn+1
)
+
N∑
n=1
hn(t)
2
σˆzn.
(S67)
This result shows that time evolution of the XY model
Hamiltonian Hˆ(t) gives an adiabatic passage defined by
the instantaneous eigenstates of the invariant Fˆ (t).
We note that this time evolution is essentially equiva-
lent to the counterdiabatic driving that we showed in the
main text. By using the time-independent gauge trans-
formation
Uˆ = exp
(
− i
2
N∑
n=1
θnσˆ
z
n
)
, (S68)
with θn+1 − θn = −π/4, we obtain
Uˆ †Hˆ(t)Uˆ =
N∑
n=1
Jn(t)
2
(
σˆxnσˆ
x
n+1 + σˆ
y
nσˆ
y
n+1
)
+
N∑
n=1
Jn(t)
2
(
σˆxnσˆ
y
n+1 − σˆynσˆxn+1
)
+
N∑
n=1
hn(t)
2
σˆzn, (S69)
Uˆ †Fˆ (t)Uˆ =
N∑
n=1
Jn(t)
2
(
σˆxnσˆ
x
n+1 + σˆ
y
nσˆ
y
n+1
)
+
N∑
n=1
hn(t)
2
σˆzn. (S70)
The former corresponds to the total Hamiltonian
Hˆad(t) + Hˆcd(t), and the latter corresponds to Hˆad(t)
in Eq. (14).
To consider the extensions of the Toda equations, we
set
bn(t) = α(t)an(t), (S71)
dn(t) = β(t)an(t). (S72)
The conditions for the invariant give
1
an(t)
dan(t)
dt
=
1
2(1 + α2(t))
cn+1(t)− cn(t)
a2n(t)− a2n−1(t)
dcn(t)
dt
− α(t)
1 + α2(t)
dα(t)
dt
, (S73)
β(t) = − 1
2α(t)(a2n(t)− a2n−1(t))
dcn(t)
dt
, (S74)
hn+1(t)− hn(t) = − 1
α(t)an(t)
dan(t)
dt
. (S75)
The Toda equations can be found by imposing a time-
independent α and β. In inverse engineering, we first
find the coupling functions an(t), bn(t), and cn(t) in Fˆ (t)
that satisfy the first equation. Then, dn(t) and hn(t) in
Hˆ(t) are obtained from the second and third equations.
The advantage of introducing the time-dependent func-
tion α(t) is that we can set α(τ) = 0 at time t = τ , which
means that the second term of Eq.(S55) vanishes. In this
case, we can impose the condition [Hˆ(τ), Fˆ (τ)] = 0 to
obtain
dan(t)
dt
∣∣∣∣
t=τ
= 0, (S76)
dcn(t)
dt
∣∣∣∣
t=τ
= 0. (S77)
By using Fˆ (t) that satisfies these conditions, we can find
the eigenstate of the Hamiltonian at t = τ . In standard
inverse engineering, we further require an additional con-
dition [Hˆ(0), Fˆ (0)] = 0 at the initial time, t = 0. How-
ever, considering the final conditions is sufficient to show
that we can find the eigenstate of the Hamiltonian at
the final time by following the adiabatic passage of the
invariant Fˆ (t).
12
NONISOSPECTRAL HAMILTONIAN
We have discussed isospectral Hamiltonians in the
main body of this letter. This is obtained by setting
Fˆ (t) = Hˆad(t). In this section, we discuss a case of non-
isospectral systems where the invariant is given by
Fˆ (t) = γ2(t)Hˆad(t). (S78)
γ(t) represents a time-dependent function. In this case,
the eigenvalues of Hˆad(t) are written as
En(t) =
γ2(0)
γ2(t)
En(0). (S79)
We show in the following that this case does not break
the integrability of the systems and the results from the
scale-invariant driving are reproduced.
First, we study the case where Hˆcd(t) includes terms
up to first order in pˆ. As in the calculations of the first
section in the supplemental material, we obtain
Hˆcd(t) =
γ˙(t)
2γ(t)
(xˆpˆ+ pˆxˆ) + v(t)pˆ+ ǫ(t), (S80)
where v(t) and ǫ(t) are arbitrary functions and the dot
symbol denotes the time derivative. We note that the
second and third terms were derived in Eq. (S7). The
potential u satisfies the equation[
∂
∂t
+
(
γ˙(t)
γ(t)
x+ v(t)
)
∂
∂x
+ 2
γ˙(t)
γ(t)
]
u(x, t) = 0.
(S81)
Solving this equation, we obtain the scale-invariant form
u(x, t) =
1
γ2(t)
u0
(
x− x0(t)
γ(t)
)
, (S82)
where u0 is an arbitrary function and x0(t) are obtained
from v(t) by solving the equation
x˙0(t)− γ˙(t)
γ(t)
x0(t) = v(t). (S83)
Thus, our formulation gives the result from the scale-
invariant systems.
It is also possible to extend the calculation to non-
scale-invariant systems. One of the examples is obtained
by extending Eq. (S11) to
Hˆcd(t) =
a(t)
4
[
4pˆ3 + 3 (pˆu(xˆ, t) + u(xˆ, t)pˆ)
]
+c1(t)pˆ+
γ˙(t)
2γ(t)
(xˆpˆ+ pˆxˆ) . (S84)
The last term represents the nonisospectral effect. By
substituting this form to the equation for the invariant,
we obtain the equation for u as[
∂
∂t
+
(
c1 +
γ˙
γ
x
)
∂
∂x
+ 2
γ˙
γ
]
u = −a
4
(
6u
∂u
∂x
− ∂
3u
∂x3
)
.
(S85)
Then, by putting
u(x, t) =
1
γ2(t)
u0
(
z =
x
γ(t)
, s =
t
γ3(t)
)
, (S86)
we obtain
∂u0
∂s
= −1
4
a
1− 3t γ˙γ
(
6u0
∂u0
∂z
− ∂
3u0
∂z3
)
− γ
2c1
1− 3t γ˙γ
∂u0
∂z
. (S87)
This has the same form as Eq. (S12) and it is a straight-
forward task to reduce this form to the standard KdV
equation.
By using this extension, we can consider a soliton de-
formation. Equation (S86) shows that the width, depth,
and position of solitons can be changed by the time-
dependent function γ(t). For example, in the double-
soliton case in Eq. (S28), the parameters κ1 and κ2 are
changed as
κ1 → κ1
γ(t)
, (S88)
κ2 → κ2
γ(t)
. (S89)
