Subspace data representation has recently become a common practice in many computer vision tasks. Low-rank representation (LRR) is one of the most successful models for clustering vectorial data according to their subspace structures. This paper explores the possibility of extending LRR for subspace data on Grassmann manifold. Rather than directly embedding the Grassmann manifold into the symmetric matrix space, an extrinsic view is taken to build the self-representation in the local area of the tangent space at each Grassmannian point, resulting in a localized LRR method on Grassmann manifold. A novel algorithm for solving the proposed model is investigated and implemented. The performance of the new clustering algorithm is assessed through experiments on several real-world data sets including MNIST handwritten digits, ballet video clips, SKIG action clips, and DynTex++ data set and highway traffic video clips. The experimental results show that the new method outperforms a number of state-of-the-art clustering methods.
I. INTRODUCTION
I N RECENT years, action recognition has attracted a lot of attention, and is usually closely related to other lines of research that analyze motion from images and videos. Since each video clip always contains a different number of frames, naïvely vectorizing video data normally produces very high dimensional vectors, and the dimension of generated vectors varies for different videos. For example, a video clip with 10 frames produces a vector whose dimension is different from that of the resulting vector given by a video clip with 20 frames. Thus data have to be aligned to a proper and equal dimension before they can be used in any recognition learning algorithms. To overcome the dimension issue caused by simple vectorization, researchers have employed different strategies, from local statistical feature descriptors such as LBP-TOP (local binary pattern -three orthogonal planes) [1] , linear dynamic systems ARMA (Autoregressive-Moving-Average) [2] to the subspace representation of the Grassmann manifold [3] .
Our main motivation here is to develop new methods for analyzing video data and/or image sets through subspace representations, by borrowing the ideas used in analyzing data samples in terms of linear spaces. It should be mentioned that the clustering problem researched in this paper is different from the problem in conventional subspace clustering where the fundamental purpose is to cluster vectorial data samples in Euclidean spaces into clusters according to their subspace structures. That is, the objects to be clustered are vectorial samples in Euclidean space. In this paper, the objects to be clustered are themselves subspaces of the same dimension, i.e., the points on the abstract Grassmann manifold [4] , [5] , and the objective is to group these subspaces into several clusters according to certain criteria. For example, we may be interested in clustering a number of lines passing through the origin (one dimension subspaces) into several groups, where each group represents a rough direction. The relevant research can be seen in [3] .
We distinguish clustering subspaces (the subject of this paper) from the classical subspace clustering (clustering vectorial data according to subspace structures). Subspace clustering has attracted great interest in computer vision, pattern recognition, and signal processing [6] - [13] . Vidal [14] classifies subspace clustering algorithms according to four categories: algebraic [15] - [19] , statistical [20] , [21] , iterative [22] - [24] , and spectral clustering based approaches [6] , [12] , [25] - [28] . The spectral clustering-based method consists of two steps: (1) learning a similarity matrix for the given data sample set; and (2) performing general clustering methods to categorize data samples such as Normalized Cuts (NCut) [29] .
Two classical representatives of spectral clustering-based methods are Sparse Subspace Clustering (SSC) [6] and Low-Rank Representation (LRR) [27] . Both SSC and LRR rely on the self-expressive property in linear space [6] : each data point in a union of subspace can be efficiently reconstructed by a linear combination of other points in the data set. SSC further induces sparsity by utilizing the l 1 Subspace Detection Property [30] in an independent manner, while the LRR model considers the global relation among the data objects in a holistic way via the low-rank restriction. It has been proved that, when the data set is composed of a union of multiple subspaces, the LRR method can reveal this structure through subspace clustering [31] - [35] .
However, the principle of self-expression is only valid and applicable in classic linear/affine subspaces. As mentioned above, data samples on Grassmann manifold are abstract. To apply the principle of self-expression on Grassmann manifold, one has to concrete the abstract manifold and adopt "linearity" onto the manifold. It is known [36] that the Grassmann manifold is isometrically equivalent to the symmetric idempotent matrix subspace. To overcome the difficulty of SSC/LRR self-expression in the abstract Grassmann setting, the authors of [37] embed the Grassmann manifold into the symmetric matrix manifold where the self-expression can be naturally defined in this embedding space, thus an LRR model on Grassmann manifolds was formulated. We refer to this method as the embedding version. Embedding a manifold into a larger ambient Euclidean space is one approach for dealing with tasks on manifolds.
The problem of clustering on manifolds has long been researched. Wang et al. [37] choose an embedding view to embed the image sets, the points on Grassmann manifold, onto the symmetric matrix space and extend the LRR model to the Grassmann manifold space (GLRR-F). Turage et al. [2] explore statistical modeling methods that are derived from the Riemannian geometry of the manifold (SCGSM). Elhamifar et al. [38] investigate neighborhood characteristics around each data point and connect each point to its neighbors with appropriate weights for clustering purposes (SMCE). Patel et al. [39] propose a method that learns the projection of data and find sparse coefficients in the low-dimensional latent space (LS3C). All these manifold-based learning methods achieve great performance with regard to clustering problems, which are regarded as the benchmark methods in this paper.
For our purpose, we start with a review on the geometric properties of the Grassmann manifold and take an extrinsic view to develop a new localized LRR or SSC method by exploring the local tangent space structure of the Grassmann manifold. The new formulation relies on so-called Log mapping on Grassmann manifold through which the selfexpression of Grassmannian points can be realized in the local tangent space at each Grassmannian point from the given dataset. This way, we extend the classical LRR method onto the Grassmann manifold and construct a localized LRR method. The local neighborhood is determined by geodesic distance on Grassmann manifold. Implementing linear selfexpression in the local tangent space can be considered as the first-order approximation to the nonlinear relation on the manifold. Mapping a task on the manifold onto its tangent space is a standard extrinsic way to deal with problems in manifolds. Thus the proposed localized LRR on Grassmann manifold exploits the idea of using extrinsic linear relation to describe the non-linearity of high-dimensional data; thus clustering can ultimately be implemented on manifolds. In addition, compared with the classic LRR model working on single image data, our proposed method focuses on clustering image set data. The pipeline of our method is illustrated in Fig. 1 .
The primary contributions of this paper are: 1) using an extrinsic view to formulate the LRR method on the Grassmann manifold by exploring the linear relation among all the lifted points in the tangent space at each Grassmann point. This proposed method takes a different view to FGLRR [37] , which takes an embedding view to map the Grassmann manifold onto the Symmetric matrix space; 2) incorporating a localization constraint into the standard LRR method to construct a localized LRR on Grassmann manifold; and 3) proposing a practical algorithm to solve the problem of the localized LRR model on Grassmann manifold. The rest of the paper is organized as follows. In Section II, we summarize the related works and the preliminaries for the Grassmann manifold. Section III describes low-rank representation on the Grassmann manifold. In Section IV, an algorithm for solving the LRR method on the Grassmann manifold is proposed. In Section V, the performance of the proposed method is evaluated via the clustering problems of five public datasets. Finally, conclusions and suggestions for future work are provided in Section VI.
II. PRELIMINARIES AND RELATED WORKS
In this section, first, we briefly review the existing sparse subspace clustering methods, SSC and LRR. Then we describe the fundamentals of the Grassmann manifold that are relevant to our proposed method and algorithm.
A. SSC [6] and LRR [27] Given a set of vectorial data X = [x 1 , x 2 , . . . , x N ] ∈ R d×N drawn from an unknown union of subspaces, where d is the data dimension and N is the number of data samples, the objective of subspace clustering is to assign each data sample to its underlying subspace. The basic assumption is that the data in X are drawn from a union of K subspaces
. Under the data self-expression principle, it is assumed that each point in the data set can be written as a linear combination of other points, i.e., X = XZ, where Z ∈ R N×N is a matrix of similarity coefficients. In the case of corrupted data, we may relax the self-expressive model to X = XZ + E, where E is the fitting error. With this model, the main purpose is to learn the expressive coefficients Z under some appropriate criteria, which can be used in a spectral clustering algorithm.
The optimization criterion for learning Z is
where and q are the norm place-holders and λ > 0 is a penalty parameter to balance the coefficient term and the reconstruction error. The norm · is used to measure the data expressive errors while the norm · q is chosen as a sparsity-inducing measure. The popular choice for · is Frobenius norm · F (or · 2 ). SSC and LRR differentiate at the choice of · q . SSC is in favor of the sparsest representation for the data sample using 1 norm [14] while LRR takes a holistic view in favor of a coefficient matrix in the lowest rank, measured by the nuclear norm · * [27] .
To avoid the case in which a data sample is represented by itself, an extra constraint diag(Z) = 0 is included in the SSC method. LRR uses the so-called 2,1 norm to deal with random gross errors in data. In summary, we re-write the SSC method as follows,
and the LRR method
In addition, the LRR model has been applied in multiple kind of manifolds. Wang et al. [37] employs an embedding view to embed Grassmann manifold to symmetrical matrix space to extend the classical LRR model. In previous research, Yin et al. [40] , Fu et al. [41] and Tierney et al. [42] implement the classic LRR model on Stiefel manifold, Symmetrical Positive Definite (SPD) manifold and Curves manifold respectively. Although these methods share similar motivation with our proposed method, each manifold has different geometry and metric. In addition, these methods focus on single image data while our proposed method works on image set data.
B. Grassmann Manifold
This paper is particularly concerned with points on a known manifold. In most cases in computer vision applications, manifolds can be considered as low dimensional smooth "surfaces" embedded in a higher dimensional Euclidean space. A manifold is locally similar to Euclidean space around each point on the manifold [43] .
In recent years, the Grassmann manifold [44] , [45] has attracted great interest in the computer vision research community for numerous application tasks, such as subspace tracking [46] , clustering [3] , discriminant analysis [47] , [48] , and sparse coding [49] , [50] . Mathematically the Grassmann manifold G( p, d) is defined as the set of all p-dimensional subspaces in R d , where 0 ≤ p ≤ d. Its Riemannian geometry has recently been well investigated in literature, e.g., [4] , [5] , [51] .
As a point in G( p, d) is an abstract concept, a concrete representation must be chosen for numerical learning purposes. There are several classic concrete representations for the abstract Grassmann manifold in the literature. For our purpose, we briefly list some of them. Denote by R [51] :
II. Orthogonal Representation [5] :
III. The Stiefel Manifold Representation [5] :
IV. Symmetric Idempotent Matrix Representation [36] :
Many adopt the symmetric idempotent matrix representation (IV) for learning tasks on the Grassmann manifold, for example, Grassmann Discriminant Analysis [47] , Grassmann Kernel Methods [52] , Grassmann Low-Rank Representation [37] , etc.
In representations I, II, and III, we identify a point X on the Grassmann manifold G( p, d) as an equivalent class under relevant quotient spaces. For example, in representation III, an abstract Grassmann point X ∈ G( p, d) is realized as a representative X ∈ ST ( p, d) from the equivalent class [X] = {XQ : for all Q ∈ O( p)}. Two representatives X 1 and X 2 are equivalent if there exists an orthogonal matrix Q ∈ O( p) such that X 1 = X 2 Q.
In this paper, we will work on the Stiefel Manifold Representation for the Grassmann manifold. Each point on the Grassmann manifold is an equivalent class defined by
where X, a representative of the Grassmann point [X], is a point on the Stiefel manifold, i.e., a matrix of R d× p with orthogonal columns.
C. Representing Image Sets and Videos on the Grassmann Manifold
Our strategy is to represent image sets or videos as subspace objects, i.e., points on the Grassmann manifold. For each image set or a video clip, we formulate the subspace by finding a representative basis from the matrix of the raw features of image sets or videos with SVD (Singular Value Decomposition), as done in [49] , [50] . Concretely,
be an image set, where Y i is a grey-scale image with dimension m × n and M is the number of all the images. For example, each Y i in this set can be a handwritten digit 9 from the same person. We construct a matrix
III. LRR ON THE GRASSMANN MANIFOLD
We develop the LRR model on the Grassmann manifold in this section.
A. The Idea and the Model
The famous Science paper written by Roweis and Saul [43] proposes a manifold learning algorithm for low-dimension space embedding by approximating the manifold structure of data. The method is named Locally Linear Embedding (LLE). Similarly a latent variable version, Local Tangent Space Alignment (LTSA), has been proposed in [53] .
Both LLE and LTSA exploit the "manifold structure" implied by data. In this setting, we have no knowledge of the manifold where the data reside, and the manifold structure is to be learned from the data. This type of tasks is called manifold learning. However, in many computer vision tasks, we explicitly know the manifold where the data come from. The idea of using manifold information to assist in learning tasks can be seen in earlier research work [54] and recent work [55] . This type of task falls in the new paradigm of learning on manifolds.
To construct the LRR method on manifolds, we first review the LLE algorithm. LLE relies on learning the local linear
Define w i j = 0 for any X j ∈ N i , then (5) can be written as a specific form of the data self-expression in (1)
Under the manifold terms, the vector X j − X i can be regarded as a tangent vector at point X i under the plain Euclidean manifold. Thus (6) means that the linear combination of all these tangent vectors should be close to the 0 tangent vector. The tangent vector X j −X i at X i under Euclidean space can be extended to the Log mapping Log X i (X j ) on general manifolds. The Log mapping maps X j on the manifold to a tangent vector at X i . As a result, the data self-expressive principle used in (6) can be realized on the tangent space at each data X i on a general manifold as
where we assume that w i j = 0 if X j ∈ N i and specially w ii = 0. In fact, this idea of lifting the linear relation over to the tangent space has been used in [56] and [57] . Goh et al. [57] extend nonlinear dimensionality reduction (i.e., Laplacian Eigenmaps, Locally Linear Embedding and Hessian LLE) on the SPD manifold to deal with motion segmentation and DTI segmentation; and Cetingul et al. [56] use sparse representations to segment high angular resolution diffusion imaging data described by Orientation Distribution Function. Different from [56] , [57] , we adopt an extended LRR method for clustering on Grassmann manifold. However, [56] , [57] only handle single image data while our proposed method clusters image set data.
The above request about the linear relation on tangent space was also obtained in [58] by approximately defining a linear combination on the manifold for the purpose of dictionary learning over Riemannian manifold. It is also pointed out in [58] that the affine constraints N j =1 w i j = 1 (i = 1, 2, . . . , N) can preserve the coordinate independence on manifold.
Finally the LRR/SSC on the manifold is formulated as the following optimization problem:
. . , N. and P (W) = 0, (8) where P (W) = 0 is a constraint to preserve the formal local properties of the coefficients, so the coefficient matrix W is sparse. Here P (W) = 0 is implemented by a projection operator P over the entries of W defined as follows:
where the index set of is defined as
To preserve the local properties of the coefficients, there are a number of ways to pre-define the index set . For example, we can use a threshold over the Euclidean distance between X i and X j in the ambient space of the manifold, or we may use a threshold over the geodesic distance between X i and X j .
In this paper, we adopt the KNN (K-nearest neighbor) strategy to choose C closest neighbors under geodesic distance. Thus the neighborhood size C is a tunable parameter in our method. When · q in (8) is · 1 , we have the SSC method on manifolds, and when · q takes · * , the LRR on the manifold is formed. Part of this idea has been used in the LRR method on the Stiefel manifold [40] , the Curves manifold [42] and the symmetric positive definite matrix (SPD) manifold [41] . In the sequel, we mainly focus on LRR on the Grassmann manifold generated from the above tangent space operation. It is also worthwhile pointing out that the new model is conceptually different from both SSC and LRR due to incorporating neighhorhood information. Since the coefficient matrix W is sparse and low-rank, the proposed method is called Localized LRR on Grassmann manifold (LGLRR).
B. Properties of the Grassmann Manifold Related to LRR Learning
For this special Grassmann manifold, formulation (8) is actually abstract. The objects we are working with are equivalence classes [X] . We now specify the meaning of the norm · [X] and Log [X] ([Y]).
1) Tangent Space, Its Metric, and Geodesic Distance: Consider a point S = span(X) on the Grassmann manifold G ( p, d) where X is a representative of the equivalent class [X] defined in (4) . We denote the tangent space at S by T S G( p, d) .
A tangent vector H ∈ T S G( p, d) is represented by a matrix H ∈ R d× p verifying, see [44] ,
Under the condition that X T H = 0, it can be proved that H is the unique matrix as the representation of tangent vector H, known as its horizontal lift at the representative X. Hence the abstract tangent space T S G( p, d) at S = span(X) (or equivalently the equivalent class [X] of X) can be represented by the following concrete set
The above representative tangent space is embedded in matrix space R d× p and it inherits the canonical inner
Under this metric, the Grassmann manifold is Riemannian and the norm term used in (8) becomes
which is irrelevant independent to the point [X]. Note that H is a representative of a tangent vector at [X] on the Grassmann manifold.
The geodesic on the Grassmann manifold has been explored in [5] . For our purpose of finding the C closest neighbors of a Grassmann point, we review the geodesic distance for any two Grassmann points here. ST ( p, d) as representatives, respectively. Take the SVD of X T Y as USV = X T Y such that S = diag(s i ), then the geodesic distance between Grassmann points X and Y is defined as the summation of squared principal angles,
2) Log Mapping of the Grassmann Manifold: The Log map on the general Riemannian manifold is the inverse of the Exp map on the manifold [59] . For the Grassmann manifold, there is no explicit expression for the Log mapping. However, the Log operation can be written out by the following algorithm [5] , [60] :
Given two representative Stiefel matrices X, Y of equivalent classes [X], [Y] ∈ G( p, d) as points on the Grassmann manifold (matrix representations in d-by-p matrices), we seek to find H ∈ T [X] G( p, d) such that the exponential map
Instead of H, we equivalently identify its thin-SVD H = USV T . Let us consider these equations, where Y is obtained with the exponential map Exp [X] (USV T ),
where Q is any p-by-p orthogonal matrix. For simplification, one choice is Q = V.
Consequently, we need to solve for U, S, V, and Q, with the knowledge that X T H = 0, since H is in the tangent space,
because V is an orthogonal matrix. Hence the algorithm will conduct a SVD decomposition of
It should be noted here that H does not always have full rank. Thus, the operation (V cos(S)Q T ) −1 in (12) is not always computable. Fortunately, it is not necessary to compute this inverse in the final Log mapping (13) .
IV. SOLVING LRR ON THE GRASSMANN MANIFOLD

A. Optimization for LGLRR
With the concrete specifications (10) and (13) for the Grassmann manifold, the problem for LRR on the Grassmann manifold (8) becomes numerically computable. Denote by
which can be calculated according to the Log algorithm as defined in (13) for all the given data X i 's. Then problem (8) can be rewritten as
where
is the row vector of W and 1 ∈ R N is the column vector of all ones.
The augmented Lagrangian objective function of (15) is given by
where Y 1 is the Lagrangian multiplier (vector) corresponding to the equality constraint W1 = 1, Y 2 is the Lagrangian multiplier (matrix in the same size as W) with dummy elements outside the positions , and · F, is the F-norm defined over the elements over . We will use an adaptive way to update the constant β in the iterative algorithm to be introduced. Denote by F(W) the function defined by (16) except for the first term λ W * . To solve (16), we adopt a linearization of F(W) at the current location W (k) in the iteration process, that is, we approximate F(W) using the following linearization with a proximal term
where η W is an approximate constant with a suggested value given by η W = max{ B i 2 } + N + 1, and ∂ F(W (k) ) is the gradient matrix of F(W) at W (k) . Denote by B the 3-order tensor whose i -th front slice is given by B i . Let us define W B the matrix whose i -th row is given by w i B i , then it is easy to show
Hence (16) can be approximately solved using the following iteration
Problem (18) admits a closed-form solution by using the SVD thresholding operator [61] , given by
) and S τ (·) is the Singular Value Thresholding (SVT) operator [61] defined by
The updating rules for Y 1 and Y 2 are
and the updating rule for β k is
Finally, the convergence condition can be defined as,
We summarize the above as Algorithm 1.
Once the coefficient matrix W is found, a spectral clustering like NCut [29] can be applied on the affinity matrix |W|+|W| T 2 to obtain segmentation of the data.
Algorithm 1 Localized LRR on Grassmann Manifold
Input: The Grassmann sample set {X i } N i=1 ,X i ∈ G( p, d) , the projected matrix and the balancing parameter λ. Output: The Low-Rank Representation W 1: Initialize: Set the parameters ρ 0 = 1.9, η W = max{ B i 2 }+N +1, β max = 10 6 β 0 = 0.1, ε 1 = 10e−4,
Prepare all B i s according to (14) 3: while not converged do 4: Calculate ∂ F(W (k) ) according to (17) 
B. Complexity Analysis
For ease of analysis, we firstly define some symbols used in the following discussion. Let K and r denote the total number of iterations and the lowest rank of the matrix W, respectively. The size of W is N × N. The major computation cost of our proposed method contains two parts, calculating all the B i 's and updating W. In terms of formula (13) , the computational complexity of Log algorithm is O( p 3 ) thanks to a SVD decomposition over a matrix of size d × p. (14) is O(d 2 ); therefore, the complexity of B i j k is at most O(d 3 ) and B i 's computational complexity is O (N 2 d 3 ) . Thus the total for all the B i is O (N 3 d 3 ) .
Trace-norm's cost in
In each iteration of the algorithm, singular value thresholding is adopted to update the low-rank matrix W whose complexity is O(r N 2 ) [27] . Suppose the algorithm is terminated after K iterations, then the overall computational complexity is given by
C. Convergence Analysis
Algorithm 1 is adopted from the algorithm proposed in [62] . However, owing to the terms of B i 's in the objective function (16) , the convergence theorem proved in [62] cannot be directly applied to this case as the linearization is implemented on both the augmented Lagrangian terms and the term involving B i 's. Fortunately we can employ the revised approach, presented in [63] , to prove the convergence for the algorithm. Without repeating all the details, we present the convergence theorem for Algorithm 1 as follows,
where C 0 is a given constant and · is the matrix spectral norm, then the sequence {W k } generated by Algorithm 1 converges to an optimal solution to problem (15) .
We give an intuitive illustration of the convergence with respect to the iteration number on all datasets, as shown in Fig. 2 . It is demonstrated that our optimization algorithm has a strong convergence property. For all datasets that we experimented, the algorithm converges in approximately 20 iteration steps.
V. EXPERIMENTS
For convenience, we refer to the proposed model (15) as the Localized Grassmann Low-Rank Representation model (LGLRR). In this section, we compare the performance of the proposed LGLRR method against the benchmark spectral clustering methods, Low-Rank Representation on Grassmann Manifold (GLRR-F) [37] , Low-Rank Representation (LRR) [27] and Sparse Subspace Clustering (SSC) [6] , and four manifold learning clustering methods, Low Rank Representation on Stiefel manifolds (SLRR) [40] , Statistical computations on Grassmann and Stiefel manifolds (SCGSM) [2] , Sparse Manifold Clustering and Embedding (SMCE) [38] , and Latent Space Sparse Subspace Clustering (LS3C) [39] .
We evaluate performance on the clustering tasks for five widely used datasets: MNIST Handwritten dataset, 1 ballet video clips, 2 SKIG action clips, 3 DynTex++ dataset, 4 and Highway Traffic clips. 5
A. Experimental Preparation 1) Setting Model Parameters:
We acknowledge that some parameters should be adequately adjusted in the proposed method, such as λ, ε, and C.
λ is the most important penalty parameter for balancing the error term and the low-rank term in our proposed method. Empirically, the best value of λ depends on the application and has to be chosen from a large range of values to get optimal performance in a particular application. From our experiments, we have observed that when the cluster number increases, the optimal λ decreases. Additionally, the optimal λ is low when there is small amounts of noise and high when the noise level is large amounts of noise. These observations are useful guidelines for selecting a proper λ value for different datasets.
The parameter C defines the neighborhood size of each Grassmann point. From the experiments, we have noted that an appropriate size C depends on both the number of samples in different clusters and the distribution of points on the Grassmann manifold. Our empirical studies suggest that a size slightly larger than the average value of the number of data in different clusters provides satisfactory results.
For the order of Grassmann manifold p, which is bounded by the number of images in an image set M, we test its effects on the algorithm performance for all datasets, as shown in Fig. 3 . These experimental results demonstrate that the order of Grassmann manifold has little impact on the clustering accuracy in most cases, especially for small p. For convenience and fairness, we set p = 10 in our experiments except for Ballet dataset where p = 6.
The error tolerance ε is also an important parameter in controlling the terminal condition, which bounds the allowed reconstructed error. We experimentally seek a proper value of ε to make the iteration process stop at an appropriate level of reconstructed error. Here we set ε = 1.0 × 10 −5 for all experiments.
To assess the impact of these parameters, we will conduct experiments by varying one parameter while keeping others fixed to find the best performance parameter values. 
2) Data Representation for the Compared Methods:
As mentioned in Section II, given an image set
where Y i is a grey image with dimension m × n, the corresponding Grassmann point X ∈ G( p, d) can be constructed. Since the LGLRR, GLRR-F, SLRR, and SCGSM methods are based on the Grassmann manifold, the Grassmann point X ∈ G( p, d) is naturally taken as the input data for these three methods.
SMCE and LS3C belong to the category of manifold learning methods, which demand a vector form of inputs. The subspace form of points on the Grassmann manifold cannot be used directly, and vectoring the Grassmann point X ∈ G( p, d) will destroy the geometry of data. For a fair comparison with our method, we map the Grassmann point X ∈ G( p, d) to a symmetric matrix XX T ∈ R d×d and then vectorize the symmetric matrix [49] as vec(XX T ), which becomes the input for the SMCE and LS3C methods.
SSC and LRR are treated as benchmarks since they are classical spectral clustering methods, and, in particular, the LRR method is used in our proposed method. They also need the vector form of data as input. When using XX T , this is actually the GLRR-F method [37] . In our experiments, we vectorize the whole image set into a very long vector by stacking all vectors of the raw data in a particular order. However, in most of the experiments, we cannot simply use these long vectors because of high dimensionality for larger image sets. In this case, we apply PCA to reduce these vectors to a low dimension, which is equal to the number of PCA components retaining 95% of its variance energy. Then PCA-projected vectors will be taken as inputs for SSC and LRR. Finally, we summarize these data presentations for methods compared in Table I. In our experiments, the performance of different algorithms is measured by the following clustering accuracy Accuracy = number of correctly classified points total number of points × 100%.
All the algorithms are coded in Matlab 2014a and implemented on an Intel Xeon E5-2687W 3.4GHz CPU machine with 128G RAM. 
B. Clustering on MNIST Handwirtten Dataset
The MNIST dataset has been widely used in testing the performance of pattern recognition algorithms. The digit images in this dataset were written by about 250 volunteers. In the recognition application, around 60,000 digit images in the dataset are used as training data and 10,000 images are used as testing data [64] . All the digit images in this dataset have been size-normalized and centered in a fixed size of 28 × 28. Fig. 4 shows some digit samples of this dataset.
For each digit, we randomly select M = 50 images to generate an image set and obtain a total of N = 1195 image sets to test. Note that each image set itself contains only the same digit. The cluster number R = 10 and the dimension of subspace is set p = 10. As a result, we construct a Grassmann point [X] ∈ G(10, 784) for each image set. For the SSC and LRR methods, we vectorize each image set and reduce the dimension of each image set 28 × 28 × 50 = 39200 to 934 by PCA. In this experiment, we set the parameters λ = 1 and C = 120. As there exists a clear difference among the different digit samples in this dataset, the performance should be relatively better. In fact, Table II shows that almost all methods achieve great performance.
C. Clustering on Action Datasets
The Grassmann manifold is a good tool for representing image sets, so it is appropriate to use it to represent video sequence data, which is regarded as an image set. In this experiment, we select two challenge action video datasets, the ballet dataset and SKIG action clips, to test the proposed method's performance. The ballet dataset, which contains simple backgrounds, could verify the capacity of the proposed method for action recognition in an ideal condition; while SKIG, which has more variations in background and illumination, examines the robustness of the proposed method for noise. We also explore the effect of the neighborhood size C and the balance parameter λ in these challenge experiments.
1) Ballet Dataset: This dataset contains 44 video clips, collected from an instructional ballet DVD. The dataset consists of eight complex action patterns performed by three subjects. These eight actions include: "left-to-right hand opening", "right-to-left hand opening", "standing hand opening", "leg swinging", "jumping", "turning", "hopping", and "standing still". The dataset is challenging due to the significant intra-class variations in terms of speed, spatial and temporal scale, clothing, and movement. The frame images are normalized and centered in a fixed size of 30 × 30. Some frame samples of ballet dataset are shown in Fig. 5 . Similar to the method that constructs image sets for this dataset in [65] , we split each clip into sections of M = 12 frames and each section is taken as an image set. We obtain in total N = 713 image sets. The cluster number is R = 8 and the dimension of subspace is set to p = 6. Thus we construct Grassmann points [X] ∈ G(6, 900) for clustering. For the SSC and LRR methods, the subspace vectors at 30 × 30 × 12 = 10800 are reduced to the dimension of 135 by PCA. We set λ = 15 and C = 90. Table III presents the experimental results of all the algorithms on the ballet dataset. As the ballet images do not have a very complex background or other obvious disturbances, they can be regarded as clean data without noise. Additionally, the images in each image set have time sequential relations and each action consists of several simple actions. So these help to improve the performances of the evaluated methods, as shown in Table III . Our method, GLRR-F, SLRR, SCGSM, SMCE, and LS3C are obviously superior to other methods, and this reflects the advantages of using manifold information. Fig. 6(a) shows the number of image sets in each cluster. Now we examine the parameter sensitivity of the proposed method. In the proposed method, λ is used to balance the corruption and the rank of representation coefficients, and C is used to control the sparsity of representation coefficients. We vary alternatively the parameters λ and C to test the performance of the proposed method. Fig. 6(b) and Fig. 6 (c) respectively show the changes of accuracy versus parameters λ and C. We fix C = 90 in 6(b), and we can see that the proposed method maintains the highest accuracy in a wide range of λ values from 9 to 15. We fix λ = 15 in Fig. 6(c) . The proposed method achieves the highest performance when the neighborhood size C is between 85 to 90, which is actually the average number of image sets in different clusters as shown in Fig. 6(a) .
2) SKIG Dataset: This dataset contains 1080 RGB-D sequences captured by a kinect sensor. This dataset stores ten gesture types from six individuals: "circle", "triangle", "up-down", "right-left", "wave", "Z", "cross", "comehere", "turn-around", and "pat". All the gestures are performed by fist, finger, and elbow respectively with three backgrounds (wooden board, white plain paper, and paper with characters) and two illumination settings (strong light and poor light). Each RGB-D sequence contains 63 to 605 frames. Here the images are normalized to 24 × 32 with mean zero and unit variance. Fig. 5 shows some samples of RGB images.
We regard each RGB video as an image set and obtain in total N = 540 image sets for clustering into R = 10 classes. The dimension of subspace is set p = 10 and thus the Grassmann points on G(10, 768) are constructed. Since there is a big gap between 63 and 605 frames among SKIG sequences, and the PCA algorithm requires each sample have an equal dimension, it is difficult to select the same number of frames for each sequence as the inputs for SSC and LRR. Thus, we cease comparing our method with SSC and LRR. We set λ = 7 and C = 65.
However, this dataset is more challenging than the ballet dataset, due to the smaller scale of the objects, the various backgrounds, and illuminations. From the experimental results in Table III , we can conclude that the proposed method is superior to other methods.
We also implement experiments with different parameters to obtain the optimal parameter settings. Fig. 7(a) shows that the accuracy obtained from the proposed method decreases when λ is larger than 7. Compared with the results for the Ballet dataset, we select a relative small λ = 6.5. As shown in Fig. 7(b) , the highest accuracy is obtained between C = 55 and C = 70. Therefore, the parameter C is set as the average number of image sets of clusters; here it is fixed at 65 for each cluster. These experimental results verify the effects of low rank and localized constraints in our proposed methods again.
D. Clustering on the DynTex++ Dataset
The DynTex++ dataset is derived from a total of 345 video sequences in different scenarios, including river water, fish swimming, smoke, clouds, and so on. These videos are labeled according to 36 classes and each class has 100 subsequences (3,600 subsequences in total) with a fixed size of 50 × 50 × 50. Some DynTex++ samples are shown in Fig. 8 .
In this experiment, we want to verify the performances of the proposed method on various cluster numbers R from 3 to 10. For the experiments, we randomly select 50 videos for each cluster. We treat each video as an image set and pick up the dimension of subspace p = 10. For the SSC and LRR methods, we reduce the dimension of a video 50 × 50 × 50 = 125, 000 to {27, 43, 78, 68, 77, 87, 98, 97} by PCA with respect to various cluster numbers from 3 to 10. Here we set λ = 1 and the neighborhood size as C = 50. This is a challenging dataset for clustering because most of the textures from different classes is fairly similar. Fig. 9 presents the clustering results of all methods while varying the number of classes. It is obvious that the accuracy of the proposed method is superior to the other methods in most cases. We also observe that our proposed method is quite robust to changing the number of classes, compared with other methods. However, the accuracy of the proposed method decreases when the cluster number R is between 4 and 6. This may be caused by the clustering challenge when more similar texture images are added to the datasets.
E. Clustering on the Traffic Dataset
In this experiment, we inspect the proposed method on practical applications with more complex conditions, such as the traffic dataset. The traffic dataset used in this experiment contains 253 video sequences of highway traffic captured under various weather conditions, such as sunny, cloudy, and rainy. These sequences have three traffic levels: light, medium and heavy. There are 44 heavy clips, 45 medium clips, and 164 light clips. Each video sequence has 42 to 52 frames. The video sequences are converted to gray images and each image is normalized to 24 × 24 with mean zero and unit variance. Some samples of the highway traffic dataset are shown in Fig. 10 .
We regard each video sequence as an image set to construct a point on the Grassmann manifold as in the previous experiments. The subspace dimension is set as p = 10 and the number of clusters equals the number of traffic levels, i.e., R = 3. For SSC and LRR, we vectorize the first 42 frames in each clip (discarding the rest of the frames in the clip) and then use PCA to reduce the dimension 24 × 24 × 42 = 24192 to 147. Here we set λ = 1.5 and the neighbor size as C = 61. Note that the traffic jam level doesn't have a sharp borderline. For some clips, it is difficult to say whether they belong to the heavy, medium, or light level. So clustering is a challenging task.
The experimental results are listed in Table IV . Obviously, the proposed method and GLRR-F outperform other methods by at least 19%, which almost reaches the accuracy of some classification algorithms [66] . Like the Dyntex++ dataset, frames in each video of the traffic dataset changes slowly, so the performance of SSC and LRR is not bad. As the frames in the ballet dataset consist of rapid action changes in each video, the performance of SSC and LRR is poor. This phenomenon justifies that the proposed method is robust to the changes inside the image sets.
VI. CONCLUSION
In this paper, building on Grassmann manifold geometry and Log mapping, the classic LRR method is extended for subspace objects on Grassmann manifold. The data selfexpression used in LRR is realized over the local tangent spaces at points on Grassmann manifold, thus a novel localized LRR on Grassmann manifold, namely LGLRR, is presented. An efficient algorithm is proposed to solve the LGLRR model. The algorithm is tested on a number of image sets and video clip datasets, and the experiments confirm that LGLRR is very suitable for representing non-linear high-dimensional data and revealing the intrinsic multiple subspace structures in clustering applications. The experiments also demonstrate that the proposed method is robust in a variety of complicated practical scenarios. As part of future work, we will explore the LRR method on Grassmann manifold in the intrinsic view.
