Measures of lexical frequency presuppose the existence of corpora, but true machine-readable corpora of sign languages (SLs) are only now being created. Lexical frequency ratings for SLs are needed because there has been a heavy reliance on the interpretation of results of psycholinguistic and neurolinguistic experiments in the SL research literature; yet, these experiments have been conducted without the benefit of such measures. In addition, measures of lexical frequency can also guide SL teachers by identifying which signs would be prioritized in early language instruction. I begin by a discussion of lexicalization and sign types in order to explain what constitutes a lexical sign in SLs. I then present the annotation method and results. In the discussion, I raise the potential limitations of previous studies of lexical frequency in terms of the discrimination of lexical signs from other kinds of signs, consistent lemma glossing, part of speech tagging, and the systematic treatment of depicting signs. I conclude in cautioning that descriptions of SL grammars that do not accommodate typical mixtures and sequences of signs as shown in data are likely to be unreliable.
The study of sign languages (SLs) is important for identifying properties common to all human languages, a central concern of linguistics. Because data from SLs are crucial in establishing the validity of generalizations about human language, which have been based solely on spoken languages (SpLs), it is valid to ask just how reliable the SL data may be.
Data used to inform linguistic theory and language description are derived from three main sources: (a) the study of the natural SpL (and the written language, when available) of a speech community in typical usage contexts, and by the comparison of languages with each other; (b) the elicitation of meaning, use, and grammatical acceptability judgments from members of a speech community on the constructions that are posited for language observed in (a); and (c) the results of experimental studies on language production and perception to test directly or indirectly generalizations generated in (a) and (b), as well as to generate additional generalizations about language and its processing in the brain. In the normal course of events, psychologists and neuroscientists enter the scene ''late'' in the process of language identification and description as they need to draw on observations and facts gleaned from (a) and (b) before designing experiments. It is thus not surprising that the vast bulk of experiments in the language sciences are conducted using well-described, well-documented languages. Recently identified and poorly documented languages are rarely the subject of these studies.
On all three fronts, the study of SLs appears to be an exception. With respect to psycholinguistics broadly understood, ever since the early seminal studies of Klima and Bellugi (1979) , experimental studies of SL users have been conducted just as much to establish the facts of SLs as to test claims about language structure and use arrived at through linguistic analysis of normal language output or through intuitions and introspection. Experimental studies of this type have made up a significant proportion of the SL linguistics literature.
1 With respect to elicitations, intuitions, and introspection, the vast majority of SL grammatical descriptions have been based on the judgments of extremely small sets of native users, rather than the analysis of representative samples of natural language output. (It goes without saying that relatively few SL linguists have themselves been native signers.) Most grammars and teaching materials are written from this perspective and informed by this type of language research. With respect to the description and analysis of natural language output (recordings of signing or transcriptions thereof), the examples of this within the SL research literature are few and far between. Datasets have been miniscule; corpora, in the strictest sense of the word, have been virtually nonexistent.
In this regard, it is important to remember that a modern linguistic corpus is not simply a dataset upon which a particular linguistic analysis has been based. This is not the sense of ''corpus'' that is being used in this study. The sense of corpus I intend here is that which constitutes the type of language data identified in (a) above: a collection of texts in a given language that is representative, comprehensive, accessible, machine-readable, and searchable (McEnery, Xiao, & Tono, 2006) . How this applies to the creation of SL corpora is discussed in detail in Johnston (2010b) .
Why Frequency Is Important
Frequency is important in applied linguistics, language description and linguistic theory, and research into the processing of language in the brain.
Uncontroversially, in applied linguistics, for example, in language teaching, lexical frequency is used to inform curriculum design so that L2 learners are taught lexical items that are most commonly used first, before being exposed to less frequent or rare vocabulary (Conrad, 2005; Nation, 2001) .
With respect to language description and linguistic theory, frequency is important because it is only through the identification of recurrent patters of structure (form/meaning pairings) can one reliably distinguish collocations, formulaic language, and idioms from the more schematic or grammatical constructions of a language, and then the degree of centrality or codification of the latter within in the grammatical system, including their obligatoriness (Goldberg, 2006; Wray, 2002; Wulff, 2010) . These constructions range in size and specificity from individual morphemes or words, through phrases and clauses, to larger discourse units (Croft & Cruse, 2004) . In other words, one needs to identify tokens of relevant symbolic units as instances of symbolic types, as appropriate. At the most basic level, one needs to know the composition of the lexicon of a language. In lexicography, if nothing else, this means that any basic dictionary of a language should prioritize the highest frequency words of a language. Arriving at these frequencies invariably involves the analysis of corpora of some kind. Frequency also helps us track the association of one construction with another, and the changes in both form and meaning that these elements may be undergoing (e.g., processes of language change such as grammaticalization; Bybee, 2010) .
With respect to the processing of language in the brain, the lexical frequency of test items is important in psycholinguistic research as it has long been known to affect, for example, tasks involving lexical retrieval and recognition, and phonological and grammatical processing. Indeed, it is a commonplace within psycholinguistics that there are frequency effects that must be taken into account when evaluating language processing tasks, that is, common words need to be identified and controlled for because they are recognized quicker and more accurately than other words. As Morford and MacFarlane (2003, p. 213) state, ''[f]requency effects are so ubiquitous in language processing tasks that no peer-reviewed journal would accept a psycholinguistic study of a spoken language for publication if the study didn't control for word frequency.'' Due to the weight that has been given and still is given to psycholinguistic research into SL processing in SL linguistics-not just for comparing SLs with SpLs but also for establishing the lexical or grammatical status of various aspects of SL structure-measures of lexical frequency in SLs are vital for robust research protocols and the correct interpretation of results.
For all these reasons, the question of lexical frequency in the field of SL research is thus relatively important.
Previous Research
Lexical frequency is operationalized by the frequency of occurrence in written or SpL corpora. Not surprisingly, there have only been two previous studies of lexical frequency in SLs because no true machine-readable linguistic corpus of any sign language has been created-or at least commenced-until relatively recently (Johnston, 2010b) , for example, corpora of Australian, Dutch, Irish, British, German, French, and Swedish SLs. The first study used a very small database of 4,111 sign tokens taken from transcripts based on commercially available videotapes of American SL (ASL; Morford & MacFarlane, 2003) , with examples of narratives and casual and formal signing styles. The second was considerably larger and used a database of 100,000 sign tokens, representing 7,222 sign types, taken from transcripts from the Wellington Corpus of New Zealand SL (NZSL; (McKee & Kennedy, 2006) . The corpus was purpose created and included video recordings of committee meetings, conversations, narratives, speeches, and group discussions on a range of topics.
Both studies reported that indexical signs were the most frequent kind of sign. Frozen lexical signs accounted for the bulk of the remaining signs, followed by fingerspellings: 6.9% 2 (NZSL) compared with 9.4% (ASL). The ASL study coded for a number of kinds of sign, including so-called classifiers 3 (signs that are not frozen lexical signs and that are not indexical signs as defined in these studies). They found that the frequency of use of classifiers, as a subcategory, varied considerably according to genre, being most frequent at 17% of the tokens in the narratives and least frequent at 0.9% in the formal texts. They concluded that genre may be a very important consideration when determining lexical frequency of various kinds of sign, such as classifiers, and not just content signs. (The impact of the topic of source texts on lexical frequency in small corpora, signed or spoken, is a well-known and unremarkable fact: the larger the corpus, the less any particular text or genre can skew the count toward topic-specific content vocabulary.) The NZSL corpus also coded for and included some nonmanual signals and mimed actions (gestures or enactments of some kind), but the study made no specific report of their overall frequency in the data. Both studies observed that few high-frequency lexical signs were grammatical (function) signs when compared with English; rather, they are content signs. Thus, each concluded their SL-ASL and NZSL, respectively-had a high lexical density because there was a higher proportion of content words to function words in their respective SLs than, say, in English or SpLs generally. (Lexical density is a measure of the ratio of content words to function words in specific text types or in a language as a whole as reflected in a representative corpus.) The NZSL study also observed many more verbs in the top 350 most frequent signs when compared with the top 350 words in English.
Other previous research has focused on familiarity ratings as a surrogate for frequency counts. Given the absence of corpus-based lexical frequency counts for SLs, and given its importance for valid psycholinguistic research, researchers have attempted to compensate by using subjective familiarity ratings for lexical items in SLs. This exploits an apparent correlation of word familiarity with objective corpus-based frequency counts in English (Balota, Pilotti, & Cortesse, 2001) . Subjective familiarity ratings have been created for ASL (as cited in Emmorey, 2002, but unpublished) , Spanish SL (Carreiras, Guitiérrez-Sigut, Baquero, & Cornia, 2008) , and British SL (BSL; Vinson, Cormier, Denmark, Schembri, & Vigliocco, 2008) . I return to these measures for comparison after presenting the results of this study.
This Study
This article reports the results of a study of sign frequency in Australian SL (Auslan). It aims to provide a basic account of lexical frequency that can serve as a resource for researchers wishing to conduct psycholinguistic experiments with Auslan users, and as a guide to teachers of Auslan identifying which signs should be prioritized in early language instruction, to both children and adults. This article also aims to describe the makeup of typical texts in Auslan according to general sign type. In this way, I believe that researchers and educators of Auslan, and indeed other SLs, will have a better sense of how meaning is constructed in native SLs.
This study differs from the cited ASL and NZSL studies in two important ways. First, it is based on the analysis of a digital video corpus of an SL, using timealigned glosses and annotations; and it uses, as this article will explain and exemplify, a system of glossing conventions for type/token matching that yields more reliable counts of sign types and thus lexical frequency. Thus, this article also aims to detail the way in which a lexical frequency study of an SL should be conducted.
Background
It would be impossible to conduct an investigation of lexical frequency in an SL without a clear idea of what constituted a sign. Moreover, one needs to know if the signs produced in a recorded language sample are conventional symbolic units and, if so, if they are all conventional in the same way or to the same degree. Without a clear notion of what constitutes a token and what types they may be instances of, there is no possibility of conducting a rigorous count. However, a comprehensive and detailed discussion of the question of lexicalization in SLs is beyond the scope of this study. Rather, in this section, I simply summarize the main issues as presented in Schembri (1999, 2010) , Johnston and Ferrara (2010) , and Johnston (2010a), insofar as it is needed to understand the terminology that underlies the coding used in extracting the frequency counts presented in this article.
Lexicalization in SLs
The signs uttered when communicating in an SL are not all of the same kind. Unproblematically, from one point of view, the conventionalized units of an SL can be divided into the two broad classes, just as they can in SpLs: an open class of content (or lexical) signs/words and a closed class of function (or grammatical) signs/ words. Discovering the language-specific conventionalized semantic content of these forms is an empirical question, often requiring detailed textual analysis and fieldwork. Nonetheless, this is a relatively straightforward procedure. (Surprisingly, most SL researchers do not have access to comprehensive lexical databases of the SL or SLs they deal with, as most SLs have not been well documented in this regard.)
From another point of view, however, there is a further word-or sign-level distinction that needs to be made for SLs: a distinction between fully lexical signs and partly lexical signs. The existence of this other dimension in which a distinction needs to be made has proved problematic for SL lexicographers and linguists alike.
In this second-order distinction, a fully lexical sign is roughly equivalent to the commonsense notion of word generally used to refer to the conventionalized minimal form/meaning pairings found in a language (i.e., the free morphemes). Of course, a fully lexical sign may be either a content sign or a function sign. Fully lexical signs constitute the listable lexicon of an SL in the strictest sense of the word. Partly lexical signs, in contrast, are signs that, even though conventionalized at the level of the form and meaning of some or all of their parameters, do not have associated with them in any usage event a meaning that is additional to or unpredictable from the value of those components given the context of the usage event (see Table 1 ).
Lexicalization in SLs essentially occurs when a signed unit acquires a clearly identifiable and replicable citation form that is regularly and strongly associated with a meaning that is more specific than the sign's componential meaning potential, even when cited out of context; cannot be predicted based on these components alone; or is quite unrelated to its componential meaning potential, that is, it may be arbitrary.
There remains a third category-nonlexical signs or gestures. In this context, I mean by gesture any intentional communicative bodily act (both manual and nonmanual) with little or minimal conventionalization of meaning and form (though a shared culture tends to regularize many common gestural forms; see Figure 1 ).
Gestures rely on context to be construed as signs and to be correctly interpreted (e.g., that an instance of the articulation in Figure 1 is actually a dismissive gesture, rather than, say, an attempt to disperse some cigarette smoke). Gestures can fulfill a range of functions in SLs and SpLs: They may act as or substitute for a verb or a noun, they may augment or modify the meaning of nouns and verbs, they may modulate and express the mood or attitude of the speaker, and they may regulate the discourse and interaction. If a mimetic enactment or iconic depiction found in an SL text is similar to the type of production typical of hearing nonsigners in the same culture in a similar communicative situation, it is assumed the act is gestural. Of course, the highly conventionalized gestures found in speech communities are not gestures in this sense; they are signs or, more precisely, emblems (Kendon, 2004) . Within the embedded SL-using community, these emblems are indistinguishable from other conventional lexical signs.
Pointing Signs and Depicting Signs
There are two major kinds of partly lexical signs-deictic (indexical) pointing signs and depicting (''classifier'') signs-and there are subkinds of both. Subkinds of pointing signs can function as pronouns, locatives, determiners, and possessives. Subkinds of depicting signs can show the location of an entity, the displacement of an entity, the size and shape of an entity, the handling of an entity, or, finally, act as a real or metaphoric ground or point of reference for any of the other kinds.
Both pointing and depicting signs have type and token characteristics. The type characteristic of points is the handshape. Pointing signs in Auslan are cited with an extended index finger with the tip of the finger directed toward the referent (a fist or flat handshape with the palm directed to the referent for possessives). However, all other aspects of a pointing sign are unspecified and dependent on spatial mappings within the signing space leading to a multitude of forms (tokens). The type characteristics for depicting signs involve handshape and usually orientation, especially for depictions that show the location of an entity, the displacement of an entity, and the size and shape of an entity. In this article, the term ''partly lexical signs'' refers to both pointing and depicting signs. Within the context of describing lexical frequency in SLs, it should be evident that depicting signs in particular should not be ignored. In this sense, I agree with Morford & MacFarlane (2003, p. 219 ) that ''classifiers are an important lexical resource for ASL, and so a study that did not include classifiers would not be representative of the ASL lexicon.'' Clearly, in order to make proper comparisons between the lexicon of Auslan and the lexicon of other SLs or SpLs, one should identify and count all kinds of signs.
Method
The Auslan Archive and the Auslan Corpus The data were taken from the Auslan Archive (Johnston, 2008a) , which consists of approximately 300 hr of digital video recordings of naturalistic signing by 255 deaf participants, edited into approximately 1,100 video clips suitable for detailed transcription and annotation. Less than 30% of these video clips, representing about 5-10% of the total edited hours available in the archive, have to date (March 2011) been annotated (i.e., tokenized and assigned glosses) using ELAN (a multimedia annotation software program). This subset of annotated data constitutes the study corpus (henceforth simply the ''Auslan Corpus''). Frequency counts were based on automatically generated statistics within ELAN, the results of queries and sorts made in ELAN, or by exporting glosses into database programs, such as Excel, where they were then processed further.
A total of 63,436 signs produced in 360 clips by 109 different signers were examined. The texts in these randomly chosen clips ranged from very brief sessions in which participants identified themselves (giving their age and name, name sign and the explanation for their name sign when available, and the basic details of their childhood and schooling), to much longer retells of prepared narratives based on a previously read text, spontaneous narratives produced during free conversation, descriptions of a cartoon viewed on screen, and responses to a face-to-face questionnaire on issues relating to the deaf community.
The Annotation Schema
Signs were annotated according to the principles outlined in Johnston (2008b Johnston ( , 2010b . Basically, the texts were segmented (tokenized) primarily for manual signs, though some nonmanual signs were also identified. These signs were then assigned an identifying label-a unique gloss-based annotation known as an ID gloss. ID glosses regularize type/token distinctions within a signed text. Essentially, this involves distinguishing between fully conventional language-specific signs-what were defined as fully lexical signs above-from other kinds of manual signs such as partly lexical signs (points and depictions) and nonlexical signs (gestures). The Auslan Corpus annotators included deaf and hearing native signers and professional Auslan interpreters. All fully lexical signs are glossed using an ID gloss as assigned in Auslan Signbank (www.auslan.org.au), an Internetbased dictionary that can receive user feedback. This dictionary has been online since 2004 and the lexical database that lies behind it has informed several editions of the Auslan dictionary since the initial print dictionary in 1987. It has been constantly refined and updated since that time based on user and community feedback. Each annotator had online access to Auslan Signbank and this enabled them to use consistently the assigned ID gloss for each fully lexical sign. Glosses for partly lexical and nonlexical signs are preceded by letter prefixes that distinguish them from fully lexical signs, as described in the Annotation Guidelines (Johnston, 2010c) and summarized in Table 2 . Name signs and fingerspelling routines are also identified with special prefixes and use their own glossing conventions.
Of relevance to the discussion of the frequency results presented here is the convention that deictic pointing signs that function as pronouns, determiners, and locatives are further specified with the codes PRO1, PRO2, PRO3, LOC, and DET after the PT. Similarly, deictic possessives are specified with the codes POSS1, POSS2, and POSS3 after the PT. 4 All depicting sign glosses are prefixed with DS, which is followed by letter codes for the type-like characteristics of the depiction-L for locative, M for movement and displacement, H for handling, S for size and shape or descriptive, and G for ''ground.'' The configuration and orientation of the handshape are placed in the added parentheses, for example, the index finger handshape held vertically is coded as (1-VERT). Contrasting with this is the second part of the annotation, which comes after a colon. It describes the meaning of the sign, such as the entity referred to, and the type of displacement, movement, location, shape, action, or handling action that is depicted, thus:
A similar approach is adopted in the annotation for the most common gestures.
It should be remembered that multimedia annotation is a difficult and time-consuming activity. Consequently, details are added progressively to files, over time, by more than one annotator (and reviewer). Naturally, one annotates from the general to the particular. For example, at first points, depictions, and gestures are often simply identified (as PT, DS:description, and G:description); it is only later that these are further specified, as described above. At the time of writing, all points in the corpus have been given a detailed annotation. However, not all the depicting signs and the gestures have been given a detailed treatment. Therefore, I am as yet unable to report in detail about the frequencies of different subkinds of depictions and gestures, nor with regard to their distributions across genres, but I can give global statistics for gestures and depicting signs.
Each glossed file was reviewed by at least one other researcher to confirm type identification and consistent ID glossing. If the annotator was not a native signer, the reviewer was. Four native signers have been involved in the process (one of whom is the author). In fact, most files have been reviewed more than once by multiple researchers over months or years (annotations began in 2005) because the Auslan corpus is being constantly enriched with detailed linguistic annotations, for example, tagging for grammatical class (''part of speech''), spatial and directional modification, movement modification for aspect, eye gaze behavior, and so on. The resulting gloss annotations have almost universal agreement with regard to the identification of fully lexical signs.
There was some unavoidable and expected disagreement in grammatical class tagging because one must grammatically parse a text as a part of doing this-a given string (phrase, clause, sentence) may be parsed by different researchers in slightly different ways, yielding alternative grammatical class identification for some signs. Of the subset of annotation files that have grammatical class tagging for ID glosses (see Rank Frequency of Fully Lexical Signs by Grammatical Class section) rates of disagreement ranged from a high of 1 in 10 signs in one A depicting sign NS:
A name sign G:
A manual gesture G(NMS):
A global description of a nonmanual gesture involving the face and head when it is the only activity occurring (i.e., there is no cooccurring manual sign) a G(CA): A manual gesture that is an enactment as part of a period of constructed action
Other tiers within the corpus in ELAN code in detail all nonmanual activity (including mouthings) with or without the co-occurrence of a manual sign.
b
The exact duration of the constructed action and the character/entity assumed is coded on other tiers in the ELAN file.
difficult text, to 1 in 20 in the more straightforward texts. For similar reasons, the subcategorization of pointing signs can never, and did not, yield complete agreement. These ranges do not affect the general observations being made in this study. Finally, the author conducted the regularization of depicting and gestural glosses described below (see Depicting Signs Revisited section).
Results
Even though at 63,436 tokens (as at March 2011) the Auslan corpus is the second largest SL corpus to be reported on in the literature, it is still relatively small when compared with the millions, tens of millions, and even hundreds of millions of words found in a typical modern linguistic corpus. One must, therefore, be cautious about the types of generalizations that can be made from such a small corpus. Nonetheless, some important observations and comparisons can still be made.
Overall Percentage Distribution of Different Kinds of Signs
The first type of analysis is the frequency of each kind of sign across the corpus. As Table 3 shows, almost one third of all signs are not fully lexical signs. The majority of these are points or depicting signs, but a sizeable proportion (6.5%) are gestures. One can immediately see, therefore, that any stretch of text in Auslan makes use of significant numbers of gestural elements. These are involved in regulating the flow of the interaction, conveying emotion and attitudes, engaging in enactments or mimetic behavior (the signer acts out something rather than convey the same information using fully conventionalized lexical signs), or engaging in idiosyncratic minimally conventionalized representations (rather than using some conventionalized elements in a complex depiction). There are strong similarities between the Auslan and ASL data and the differences that do exist could easily be attributed to different glossing and transcription practices.
5 For example, it is likely that many of the gestural elements in the ASL texts were not transcribed, except the most common forms like the upturned open hand (glossed as WELL! in the ASL corpus), 6 or were transcribed as another type of sign, usually a ''classifier.'' (A distinction between mimetic gestures and handling depictions-so-called handling classifiers-is often difficult to make.) However, it may also reflect the small sizes of the corpora, especially the ASL corpus. In this respect, the source of the data, that is, the genre (or topic) and the register, may impact on not only the frequency of specific content signs but also the kind of signs that occur. Only a suggestive comparison of text type within the Auslan Corpus and between Auslan and ASL is possible, as the categories used in the ASL study (formal, casual, and narrative) actually vary in two dimensions: genre and register. For the purposes of this comparison, the interview/questionnaire and self-identification session were classified as formal texts (containing 38.7% of corpus tokens), the stories or anecdotes produced spontaneously during a period of casual free conversation were classified as casual texts (20.2% of tokens), and the story retells were classified as narratives (41.1% of tokens). Nonetheless, the data do indicate some variation according to these tentative categories (see Table 4 ).
In both SLs, there appears to be an increased depicting sign use from formal to casual register, and then in the narrative genre; and decreased pointing sign use from a high in casual signing, lower in formal texts, and the lowest in the narratives. Perhaps surprisingly, given longheld assumptions by SL linguistics that formal registers or high prestige forms of SLs are, or are likely to be, more influenced by the majority SpLs than other more casual registers or forms-leading to higher rates of fingerspelling in the former (Deuchar, 1978; Sutton-Spence, Woll, & Allsop, 1990; Woodward, 1973) , 7 both datasets show the highest rates of fingerspelling in the casual texts. However, given the small sizes of the corpora and the overlapping and tentative categories represented in the dataset, I believe it is premature to conclude that this type of distribution is robust. It may not persist as the size and representativeness of SL corpora continue to grow.
With respect to gestures, in the Auslan data in Table 4 , there is a higher percentage of gestures in the formal texts compared with the narratives and the casual texts. This may appear surprising because it might be supposed that one would gesture less in a formal situation, whether signed or spoken. Indeed, Quinto-Pozos and Mehta (2010) Johnston, & Schembri, 2009) showed no impact of handedness on the overall percentage of the different kinds of signs or their relative distribution on strong and weak hands, and because the searching, exporting, and sorting routines used in ELAN and other databases for this study are simpler and more reliable without attempting to combine two parallel datasets, I henceforth report on the 55,859 sign tokens from the right-hand dominant signers only. The 55,859 sign tokens in the Auslan dataset represented approximately 6,171 types that ranged in frequency from a high of 50.7 per 1,000 for the first-person indexical point (PT:PRO1) to a low of 0.017 per 1,000 for each of 3,606 hapax legomena (signs that occur only once in the corpus), which are 58% of all types but only 7% of all tokens. Many of The total number of tokens is fewer than the Auslan Corpus as some elicited material, which are also in the study data set and were excluded in this count as they did not fall into these three categories. Morford and MacFarlane (2003) .
the hapax legomena are unlexicalized fingerspellings, gestures, and as yet unregularized depicting signs (regularization is explained in the Discussion section). Table 5 lists the 100 most frequent signs in the Auslan Corpus in rank order (see the Appendix for a list of the top 300 signs). Together they represent 53% of all tokens in the corpus. Deictic (or indexical) pointing signs that appear to function as pronouns, locatives, determiners, and possessives-PRO1, PRO2, PRO3, DET, LOC, POSS1, POSS2, and POSS3-have been identified accordingly. However, second-and thirdperson points have been collapsed into one category each, partly because there are so few second-person forms and partly because it has yet to be established if there is any formal difference between these two point types (Meier, 1990) . Indeed, the grammatical status of index finger pointing signs remains an open question (Cormier, 2010, in press; McBurney, 2002) . Thus, there is an argument for considering all index finger pointing signs as one sign type not only for certain kinds of comparisons (e.g., above in the overall distribution of PT signs in the corpus) but also because the subcategories of points may themselves deserve reappraisal (Johnston, 2010d) .
One can see that 25 of the 100 top most frequent signs appear to be function words, 24 appear to be verbs, and 19 nouns. Of the remaining 32, 16 appear to be adjectives or adverbs, 2 are gestures or ''gesture types,'' and a significant number (13) are depicting signs. The function and word class of many depicting signs are often difficult to determine, especially handling depictions that can be difficult to distinguish consistently from gestures. For this reason, the gesture category sign G(CA): has been included in this initial lexical frequency count so that researchers can gain some appreciation of the frequency with which signers engage in apparently nonlexical constructed action or enactment. These acts would not be appropriately labeled as depicting signs. Finally, 1 of the top 100 signs has the gloss INDECIPHERABLE. It is actually not a type at all: The label is used for signs that were unidentifiable and unclassifiable. Table 6 lists those signs that appear more than 4 times per 1,000 signs in the Auslan Corpus. They are presented with ASL and NZSL signs for comparison, where the data are available. As can be seen, there are both similarities and differences, neither of which are surprising. First of all, there is considerable overlap on the very high frequency items, especially signs that would be classed as grammatical (PRO1, PRO2/PRO3, POSS2/3, WHY, WHAT), but also including content signs such as SAY and LOOK, likely to be frequent in any language corpus. However, there are differences in specific content signs in this group. This is clearly symptomatic of the participants, and the composition of the corpora (primarily retells, narratives, interviews) and their relatively small size. For instance, the signs SIGN and DEAF are clearly related to the participants and the language they are using; and the signs BOY and WOLF, and FROG and DOG are due to the retelling of an Aesop fable (The Boy Who Cried Wolf) and a picture story (Frog Where Are You?), respectively.
The presence of elicited texts in the dataset also impacts on the frequency of depicting signs. For example, DSM/L(BENT2):ANIMATE-MOVES/AT is ranked no. 8 in the Auslan Corpus. It is clearly related to the narratives (Hare and Tortoise, Boy Who Cried Wolf, and Frog Story) found in that corpus.
With respect to pointing signs, the data across the corpora are comparable, but there are differences. For example, PT:PRO1 occurs 50.7 times per 1,000 tokens in the Auslan Corpus and 56.4 and 67.2, respectively, in the ASL and NZSL corpora; and PT:LOC occurs 12.5 and 9.1 per 1,000 for Auslan and NZSL respectively. No comparison can be made for PT:DET as neither of the other two corpora identified this sign type separately (the category is not equivalent to the ASL sign glossed THAT). The frequency of all nonpossessive pointing (indexical) signs appears to be lower in Auslan at 111 per 1,000 than in ASL at 135 (Morford & MacFarlane, 2003, p. 221) . (There is insufficient data reported for NZSL to make an overall comparison.) This may be explained by the nature of the corpora. The Auslan Corpus dataset as it currently exists has a higher percentage of narrative texts than the other two corpora, and as the data in Table 4 discussed above reveal, there appears to be less use of pointing signs in narratives. Nonetheless, across all three corpora, the most frequent sign or sign type is overwhelmingly the pointing sign, by several orders of magnitude. Considering the data presented in Tables 5 and 6 together, the numbers of depicting signs in the Auslan data are noteworthy. No depicting signs at all occur within the top 37 signs in ASL (more detailed frequency data beyond this rank was not published), and only one depicting sign occurs within the first 350 Table 4 do show a higher incidence of depicting signs in narratives and there are more narratives in the Auslan Corpus.) Glossing and annotation practices, based on assumptions on what constitutes a lexical item, undoubtedly also play a part (see Discussion section).
Distribution of Types in the Corpus
The sorting of the number of tokens of different sign types gives us a rank frequency, as we have seen. However, linguists are not just interested in which types are more frequent relative to other types-the distribution of each type (i.e., how many tokens of each type occur as a percentage of all other signs in the corpus) is also important. This information is contained in the ''% db'' and ''cumulative %'' columns in Table 5 . Table 7 presents summary data on the distribution of all signs in the Auslan Corpus and compares them to the NZSL and ASL corpora as well as to the distribution of words in the British National Corpus (BNC). The Auslan data are presented twice: the first column listing all different signs (unique glosses) in the corpus, including partly lexical and nonlexical signs; the second column listing all different fully lexical signs (i.e., unique ID glosses).
In the second column, the measure of the percentage of different tokens in the corpus is that of fully lexical signs with respect to other fully lexical signs. The data from the BNC are also presented in several ways in order to highlight similarities and differences. First, spoken English data are presented because the most appropriate form of English to compare with Auslan is spoken conversational English: Like all SLs, Auslan is a quintessentially face-to-face language. Data from the entire BNC, which consists of mostly written data with some spoken data, are also provided for further comparison. Finally, the BNC data are presented in lemmatized and unlemmatized forms. (Grouping all the inflected forms of a word, e.g., talk, talks, talked, as instances of a single word or lemma, e.g., TALK, is called lemmatization. This process enables one to treat all the instances of a word, irrespective of inflection, as a single item. The lemma is used as the headword in a dictionary.) As we shall see, both forms of the lexical data are revealing.
One can see from Table 7 that in all languages, only very few signs account for a significant proportion of each corpus. For example, across the datasets one finds that only one or two types account for about 5% of all tokens in each respective corpus. Looking at a higher percentage threshold, we see that only 6-15 types in each language account for about 20% of all tokens. The differences are minor at this level and depend on the language, whether the data have been lemmatized or not, or if the type counts listed represent only fully lexicalized signs or include partly lexical and nonlexical signs. That a small number of high-frequency types should account for a significant proportion of all of the words or signs in a corpus is a common pattern cross-linguistically and is unremarkable (Conrad, 2005; Nation, 2001 ). However, a point of real divergence between SLs and SpLs appears to emerge when the number of tokens accounting for 80% or 90% of each corpus is reached. In a written corpus of English, the number of different written English words begins to increase exponentially after the 80% level. In a spoken corpus of English (much more comparable with an SL), this explosion begins after the 90% level. In the SLs, a rapid increase in the number of types only occurs after the 95% level, and this growth is still not exponential, it merely represents a doubling of types.
This difference can only partly be explained by corpus size (the BNC has 100 million tokens, 90% from written texts, 10% from spoken texts). Another explanation lies in the well-known fact, supported by lexicographical research in Auslan (and other SLs) over several decades (e.g., Johnston, 2003b) , that SL lexicons are relatively modest in size when compared with SpLs, both those with and without writing (Johnston & Schembri, 1999) . That is, the total number of fully lexical signs in Auslan appears to be comparatively small. At last count (March 2011), there were 3,733 unique fully lexical signs in the Auslan lexical database. Given this relatively small total number, one may thus expect the type counts in an SL to plateau relatively early.
Ironically, there also appears to be ''too many'' uniquely identified sign types for the SLs when we look at all ''unique'' types for all Auslan signs (left most column in Table 7 ) and for NZSL signs. Both sign counts at the 100% level conflict with the sizes of dictionaries of these languages, which claim to be comprehensive, that is, there appears to be 6,171 unique types in the Auslan Corpus and 7,222 unique types in the NZSL corpus, which are numbers that far exceed the entries in their respective dictionaries. The NZSL dictionary, for example, has 4,000 entries. As reported in Johnston (2001) , no SL dictionary, including those of Auslan or NZSL, has more than several thousand unique sign entries (rarely more than 4,000, including regional variants). A decade later, this still holds true.
Even giving lexical status to phonological variants that differed most dramatically-maybe in more than one way-from their assumed base form, for example, using another handshape known to be phonemic in other environments as well as having, say, another movement or location value, would barely double the number of unique sign entries in most databases. The Auslan lexical database, for example, would have approximately 7,000 unique entries if one gave lexical status to the large number of common variants that have been recorded. McKee and Kennedy (2006) make a point of reporting that only 15 lexicalized signs in the top 500 ranked signs in the NZSL corpus were not already in the dictionary of NZSL and have thus since been added. (By way of comparison, it is estimated that approximately only 50 new entries for fully lexical signs have needed to be created in Auslan Signbank as a result of 4 years of corpus annotation.) Yet McKee and Kennedy make no mention of the balance of 3,207 other hitherto unrecorded signs that are listed as the total of unique types within their study corpus.
With respect to the Auslan data, the reason for this apparent mismatch is obvious. There are only 2,578 unique fully lexical types in the Auslan Corpus (the second Auslan column in Table 7 ). This is a figure lower than the current type count in the Auslan lexical database of 3,733. Of course, it is to be expected that a type count from any linguistic corpus will be less than the known lexicon because except in the relatively few instances in which a corpus will throw up neologisms or genuine conventional signs that have simply never been recorded in a dictionary of a language, a corpus should not have more types (conventional signs) than the known lexicon. So, of the apparently 6,171 unique types in the Auslan Corpus, approximately 3,593 types must be partly lexical and nonlexical signs, particularly depicting signs. Of course, it is not at all surprising that a small corpus would not include tokens of all the words or signs of a language. Indeed, even very large corpora do not have tokens of all the lemmas of a language. What is notable, however, is that out of a corpus of Auslan of only 55,859 tokens-a rather small language sample-that 2,578 of 3,733 types or about 70% of the known conventional lexical units of the language occur at least once.
Rank Frequency of Fully Lexical Signs
Given these observations and caveats, we can now turn to the results for the frequency of the fully lexical signs in an SL. These are the type of signs closest to what is usually thought of as the lexicon of a language. From the previous discussion, it should be evident that these signs only represent a subset of all the signs in an SL corpus and cannot, by themselves, give a full picture of sign frequency. Nonetheless, these data are important-they count and rank the major citable conventional signs of an SL.
From Table 8 , one can see that there appear to be 24 function signs, 27 verbs, and 28 nouns in the top 100 signs in Auslan. The remaining 21 signs are adverbs or adjectives, save the single indecipherable category. According to the spoken portion of the BNC, the top 100 words in English contain 56 function words, 18 verbs, 5 nouns, 17 adverbs or adjectives, and 4 minor categories. In both the frequency lists I have presented thus far (Tables 5 and 8) , there is a much lower presence of function signs in the high-frequency ranks of Auslan (and NZSL and ASL) compared with English and other SpLs and, of the content signs, considerably more nouns in the SLs than in English.
Rank Frequency of Fully Lexical Signs by Grammatical Class
The ID glosses in the Auslan Corpus are used to identify sign types rather than to serve as the basis of independent or standalone written transcriptions of the source signed text. They are annotations appended to media files. Of course, it is only natural that the most common meaning and use of a sign motivate the choice of the English word used in the assignment of ID glosses to sign forms. Thus, in many sign tokens of a given ID gloss, the wording may reflect its probable meaning and use (grammatical class). However, ID glosses essentially identify lemmas and, because many of the signs of Auslan (and many other SLs) can function in more than one grammatical role, the grammatical class of a sign cannot be transparently inferred from the ID gloss. (This is why in our earlier discussion of the data I used the qualification appear to be verbs based on the ID gloss.) Each token thus needs to be separately tagged for grammatical class for more detailed and accurate linguistic analysis.
Indeed, the very determination of grammatical class is itself the product of linguistic analysis: it is not simply a prerequisite and it is certainly not a given. Determining grammatical class is not a simple or straightforward procedure (see Method section). Not only is the grammatical class of some kinds of signs, like pointing and depicting signs, still open to question, the range and type of grammatical sign classes found in Auslan have yet to be rigorously investigated. This is also true of all other SLs (Schwager & Zeshan, 2008) . Establishing empirically the type and number of grammatical classes in Auslan and the way this is manifested in the morphosyntax of the language is actually one of the central reasons for the creation of the Auslan Corpus: to make accountable and empirically ground assumptions of grammatical class (and hence the linguistic analyses that flow from them).
By way of comparison, the glossing practices followed in the ASL and NZSL corpus transcriptions were described in only the most general of terms in the respective studies and it is thus impossible to know if unique glosses for apparently fully lexical signs in these corpora actually do represent formationally distinct sign types-thus deserving of separate lexical counts-or if they better described as contextual translation glosses of formationally identical signs-thus not necessarily appropriately counted as separate lexical items. In other words, because glosses are assigned contextually, the English word used in the gloss often acts as a surrogate marker of sign grammatical class. However, the glossing is ad hoc so it is not a reliable guide to grammatical class. Without an explicit act of categorization, one should make few assumptions. Part of speech tagging has only been completed for a subsection of the Auslan Corpus, approximately 9,000 tokens. Nonetheless, though the data only come from a subset of the corpus, it is still possible to use these data to compare the ranking of ID glosses without tagging for grammatical class with those that have been so identified. These data are presented in Table 9 .
The first observation to make is the degree of overlap: Only two thirds of the top 100 ID glosses sorted by grammatical class also occur in the uncategorized list. There are two explanations for this difference: one unremarkable, that is, text type, and one that goes to the heart of the nature of the lexicon in SLs, that is, sign multifunctionality. With respect to the first, as is to be expected, source data and text type are clearly having an effect here because the categorization of lemmas by grammatical class has only been done for a subset of the corpus. Topic-related signs such as BOY, SHEEP, TORTOISE, SHOUT, GRAZE, and so on vary in each list depending on the number of texts in each reference set that are Aesop's fables, spontaneous narratives, or interviews. This will change their relative frequencies in an unsurprising way.
More importantly, there is the question of multifunctionality. It is common for a given Auslan sign to perform a different grammatical function in different environments without any apparent change in form-for example, as noun, verb, and adjective. (It should be noted, however, that not all signs have this potential.) The tagging for grammatical class within the corpus at each token will, therefore, vary accordingly. The various different multiple functions of many signs in Auslan will clearly affect rankings after each token is subcategorized. For example, the tagging of DEAF sometimes as an adjective and sometimes as a noun, depending on function in context, has the effect of creating two distinct entries to be ranked. This thus drops the ranking of DEAF from no. 1 (without grammatical class subcategorization) to no. 10 (as an adjective) and no. 29 (as a noun). A similar pattern can be observed with GOOD, which drops from no. 6 to no. 45 and no. 88, respectively. Indeed, some high-frequency signs that appear to be straightforward function signs (based on the English gloss) disappear from the top 100 list when tokens are subcategorized by grammatical class, for example, WITH1/2 (which can also be used as a verb ''go with,'' not only as a preposition ''with'') or BUT2 (which can also function as an interjection ''hold on,'' not only as a conjunction ''but''). There is no such effect with a set of very high frequency signs that appear equally high in both lists. This is because these signs (LOOK, HAVE, SAY, THINK, and WANT) tend to function primarily or exclusively as verbs.
Some form/usage pairs are actually promoted up the frequency rank scale in this process because signs that have multiple and hence less frequent functions have been demoted in the rank scale, vacating the higher ranking slots. A case in point is the sign FIN-ISH.6, originally ranked at no. 43. Its frequency of use, even when subcategorized into two of its major functions (as a verb and as an auxiliary), is sufficient for it to be promoted to no. 24 and no. 28, respectively.
Indeed, the example of FINISH.6 is worth looking at in some more detail. When all the uses of this sign and another semantically related sign FINISH.5 are considered across the corpus, the value of subcategorizing by grammatical class is clearly seen (Table 10 ). The token ratio of the two independent signs for ''finish'' in the corpus is 2:1 in the favor of FINISH.6, and each type has a different pattern of use, for example, 38.6% of FINISH.6 tokens are used as full verbs compared with only 13.6% of FINISH.5 tokens. If we were to take a notional representative sample of 100 tokens of ''finish'' signs based on this distribution, 32 would be verbs, of which 27 would be FINISH.6 and only 5 would be FINISH.5. Considering these and other distributional facts, the pattern of usage suggests that what could easily have been thought of as two dialectal or regional variants of a simple verb, each perhaps with its own phonological subvariants, may actually represent a much more complex situation of variation and change (grammaticalization; Johnston, Cresdee, & Schembri, 2011) .
One can therefore see that both sorts of measures of lexical frequency-type by ID gloss and then subcategorized by grammatical class-are relevant for linguistic description and analysis.
Discussion
The basic lexical frequency statistics presented above suggest that Auslan, like ASL and NZSL, is lexically dense. As Morford and MacFarlane (2003) and McKee dand Kennedy (2006) conclude, SLs appear to have many Table 9 The frequency of fully lexical types in the Auslan Corpus distinguished by grammatical class fewer function signs overall and that the function signs that do exist account for an overall smaller proportion of signs in any corpora of these languages. There is certainly also support in the Auslan Corpus data for this general observation. There is a plausible and likely explanation for the small number of fully lexical function signs: It is an observation of long-standing by SL linguistics that SLs exploit simultaneous nonmanual and spatial modifications to convey meanings usually encoded in SpLs by separate and sequential morphemes (affixes) and words (function words). Morford and MacFarlane (2003) , however, do qualify their observation of lexical density: ''It is important to investigate whether the mixture of lexical and grammatical signs among the most frequent signs in this database is related to database size or is a more general characteristic of ASL''. Data from two much larger corpora of SLs, NZSL and now Auslan, suggests that the low token frequency of grammatical signs in SLs appears unrelated to corpus size but also that a true measure of lexical frequency in SLs will only emerge when two issues are addressed. First, all corpora, such as they exist, need to be expanded to include a wider sample of registers and genres, in particular, free unplanned conversational data. This will give us a much better picture of the core lexicon.
Second, the treatment of partly lexical signs (pointing signs and depicting signs) and nonlexical signs (gestures) needs to be made as consistent and systematic as possible both within and across corpora to facilitate quantification and comparison. Continued annotation of archived data already collected in some corpus projects will go some way to addressing the first point, as in the Auslan Corpus, but further data collection is also needed in most cases in order to broaden the sample base to make the corpora truly representative. With respect to partly lexical and nonlexical signs, both glossing practices and categorization need to be reconsidered as this has a direct impact on what is counted and then used as a measure of comparison. The data on sign distribution presented in Table 7 could be reevaluated in order to better draw out the similarities and differences between the SL data and the SpL data. I now revisit these signs with this in mind.
Pointing Signs Revisited
Most SpLs have a large number of deictic words that are fully specified phonologically (e.g., he, she, it; here, there; this, that, the, etc.) and can thus, as a class, constitute a large number of tokens and a number of distinct types, that is, formationally distinct deictic (indexical) lexical words in the grammatical classes ''pronoun,'' ''locatives,'' ''determiners'' or ''demonstratives,'' and ''possessives'' (Enfield, 2009 ). In contrast, deictic (indexical) pointing signs in SLs are unspecified phonologically: They are primarily indexic with ''prototypical'' handshapes rather than categorical handshapes (except for possessives in many SLs). Thus, though the information in Table 7 correctly identifies the frequency of the multiple deictic words along with all the other lexical words in an SpL like English, it does obscure the fact that an SL like Auslan has a single deictic form, the point, that has functions carried out by multiple deictic words in English.
If we group the deictic words of English into two broad categories to parallel the SL forms, we can see how Auslan and English behave in terms of fully specified, fully lexical, ''context-independent'' signs, even if ultimately they have very differently sized conventional lexicons (i.e., numbers of fully lexicalized signs). Table 11 , for example, re-presents and recalculates the data in Table 7 .
The Auslan deictic points have been conflated into two groups: (a) the prototypical pointing signs that use the index finger (PT:INDEX) and the possessive pointing signs that use the flat hand or the fist hand (PT:POSS). The English deictic words are conflated into two categories that map onto these Auslan categories, that is, the deictic words that would be realized by an index pointing sign in Auslan are conflated into the single pointing category, and those that would be realized by a possessive pointing sign in Auslan are conflated into a single possessive category. In this way, the highly context-dependent deictic words and signs in both languages are similarly identified. With each of these two superordinate categories now considered as a type, we then recalculate the percentage of signs within the corpus represented by a given number of types, descending from the most frequent to the hapax legomena. In Auslan, PT:INDEX is now first ranked as the most frequent sign (over 11% of all tokens), and PT:POSS is the 10th ranked (approximately 1.0% of all tokens); in English, the deictic point equivalent is similarly first ranked (but representing over 20% of all tokens) and the possessive is ninth ranked (approximately 1.2% of all tokens).
In Table 11 , one can see the effect of this: The single large superordinate category accounts for at least 20% of the tokens that English speakers use. All these tokens are primarily concerned with various forms of deixis. Auslan actually has fewer signs with this primary type of function-just two, the index point and the possessive point-and this is reflected in the larger number of sign types accounting for 20-80% of the corpus in Auslan than in the equivalent bands in English, for example, Auslan has 18 sign types accounting for 30% of the corpus, whereas English has only 4 when looked at from this perspective.
Depicting Signs Revisited
Depicting signs are important in considering lexical frequency. Depicting signs are usually only specified for handshape and, to a lesser extent, orientation and this is manifested in the type characteristics of these signs. Just about every other formal feature of these signs depends on the context-specific conceptualization by the signer of the particular event or entity represented in the depiction. These features are expressed in the token usage event characteristics of these signs. Glossing practices should not obscure the dual type-token characteristics of depicting signs as this could seriously inflate the numbers of hapax legomena and lead to a misleading ranking of sign types.
Given that annotators have some freedom in how much detail is given in each depicting sign annotations, many of them appear as unique tokens in the corpus because they do not exactly match each other. However, inspection of the actual video clip of suspected similar depictions often reveals that apparently different glosses essentially describe identical representations in form and meaning, that is, they depict the same kind of event when it is understood, and glossed, sufficiently abstractly. For example, DSM(1-VERT):UPRIGHT-THING-MOVES-ERRATICALLY-LEFT is simply a very ''abstract'' gloss for DSM(1-VERT):YACHT-PASS-MAST-SWAYING or for DSM(1-VERT):DRUNKARD-STAGGER-PAST. The former annotation could be substituted for the other two; it could be even further simplified or regularized to DSM(1-VERT):ENTITY-MOVES. In this way, the number of low-frequency or hapax legomena is inflated by ''overspecific'' glosses for many depicting signs. Many could be assigned to a more broader typelike category.
This is exactly what happens in one aspect of corpus management, which I refer to as the regularization of depicting sign glosses. During regularization, the glosses for the forms that reoccur most are made simpler and more uniform so that their frequency ''as a type'' can be ranked. Of course, the annotation of the Auslan Corpus is still in its early years and regular ''type-like'' patterns of use of depicting signs, based on actual usage rather than simply user intuitions, are only now starting to emerge from the data (cf. Engberg-Pedersen, 2010) .
Due to time and resource constraints, the data presented in Table 7 have been based on a partial regularization of the 20 most frequent types of depictions found in the corpus, such as DSM/L(BENT2):ANIMATE-MOVES/AT or DSM(1/X):ENTITY-MOVES. Some of these regularized depictions occur hundreds of times in the corpus, as I have reported (see Table 5 ). Of those that are as yet unregularized, approximately 950 are depictions that already appear between 2 and 16 times in the corpus, and 1,526 appear as hapax legomena. If regularized, they would together represent no more than a few hundred type-like depictions many of which would represent many tokens. The apparent 6,171 separate types in the corpus are thus likely to be reduced considerably if this is taken into consideration.
Regularizing depicting sign annotations in this way does not, of course, make any difference to the overall count of depicting signs in the corpus. Naturally, until the regularization is completed, the real number of unique glosses (and thus tokens of rarely occurring or single-occurrence ''types'') at the 90-95% level of corpus sampling will remain inflated.
The phenomenon of depicting signs needs to be taken into account in any discussion of SL data. For example, it is misleading to equate each token of these depicting signs with a lexical item within the context of calculating lexical frequency. They are not instances of ''types'' in exactly the same way as fully lexical signs are. Nonetheless, they should not be ignored in profiling the lexicon and corpus. Indeed, the indexic nature of depicting signs may partly explain why Auslan uses comparatively few primarily overtly deictic signs. It is beyond the scope of this article to discuss this issue at length here, but within a broader semiotic framework depicting signs can be seen to be a type of symbolic indexical sign in just the same way that gestural deictics and SpL deictic words are symbolic indexical signs (Enfield, 2009) . Indeed, in both SLs and SpLs the frequency of symbolic indexical signs, as a semiotic type, may actually be comparable (Johnston, 2010a) .
Gestures Revisited
Precisely the same sort of issues regarding gloss annotations of gestures will also impact on our account of sign distribution and frequency. Gestures are identified and glossed in both the Auslan and the NZSL corpora. The former uses the prefix G for all gestures, manual or nonmanual, with finer distinctions made elsewhere in the annotation; the latter uses the codes MIME and NMS (for nonmanual sign), respectively. However, some signs are treated as gestures in one corpus and as conventional signs in the other (e.g., compare Auslan G(5-DOWN):PHOOEY with NZSL PHOOEY or Auslan G(5-UP):WELL or NZSL WELL). On this basis of this alone, fewer signs in the NZSL corpus will be considered gestures than in the Auslan Corpus.
More importantly, the vast majority of gestural acts, in either gloss or annotation system, will appear as unique sign tokens because the specification of the meaning of the gesture (i.e., that which is appended to the G or NMS or MIME in each system) will vary ,54,532 (unlemmatized) enormously from token to token for exactly the same reason as occurs in depicting signs-the ''precise'' meaning is context dependent. (Of course, as we have seen above, the entire set of gestures can nonetheless be extracted as a ''type'' for quantification of their overall occurrence and distribution.) In the Auslan Corpus, many gestural act annotations can be regularized in much the same way as are those for depicting signs. However, because they are nonconventional signs, all except the most common forms, which are used in very much the same way (e.g., G(5-UP):WELL), cannot be usefully or easily aggregated. The few that are most type-like are, naturally, the very forms about which there will be uncertainty as to their degree of conventionalization (e.g., ''phooey''): Are they essentially gestures, or are they fully lexical signs? Thirteen gesture types account for approximately 2,637 tokens of gestures that occur more than 11 times each, 195 gesture types account for approximately 603 tokens of gestures that occur between 10 and 2 times, and 504 other gesture types are hapax. In other words, a considerable number of these would be expected to be conflated into a much smaller set of recurring gesture types, even though-almost by definition-many more will remain as unique (and thus hapax) than the more conventionalized depicting signs.
Fingerspelling
There are a number of fingerspelling routines that should be considered to be fully lexical signs in Auslan (Johnston & Schembri, 2007) and other SLs (Cormier, Schembri, & Tyrone, 2008; Padden & Gunsauls, 2003) . These forms are identified in the annotation conventions and are included in the count of fully lexical signs. To be precise, in the Auslan Corpus, there are approximately 933 fingerspelling types, the vast majority of which (approximately 860) were not considered to be lexicalized fingerspellings. It was this number of nonlexicalized fingerspellings that were subtracted from the count of unique fully lexical signs presented in Tables 3 and 7. The Lexical Gap Trap
The corpus data I have presented confirm that a ''lexicon gap'' between Auslan and English (and, I would suggest, SLs and SpLs generally) is real. However, the observation that Auslan has a small conventional lexicon should not be misinterpreted or taken as a value judgment.
First of all, as already noted above with respect to the number of unique sign entries in SLs dictionaries published to date, Auslan does not appear to be special in this regard compared with other SLs. Second, whatever it is that signers are using in meaning production, their SLs obviously ''do the job'' that all languages are asked to do in face-to-face interaction. There is no expressive ''limit'' in this regard whatsoever for users of an SL. Third, in cultures with writing, especially those using an alphabet or a even a syllabary, and with a long history of deaf education, a degree of familiarity with the written majority SpL is almost universal in the deaf community, and expressed through fingerspelling. Individual degrees of bilingualism will determine how much of the majority language lexicon is available and used by any signer and the extent to which it forms part of one single mental lexicon for any individual. Lexically, in terms of conventional sign forms for content words, it may be inaccurate to think of two clearly separate languages and the presence of fingerspelling may actually be a false demarcation marker between the two, an assumption all too readily made by non-deaf people (Padden & Gunsauls, 2003) . Signers may experience the two languages, at least in terms of content signs/words, as not quite so categorically separated as external observers assume (Johnston, 2002) . In other words, observing a limit on the number of fully lexical signs (conventional lexical signs) may say less about the full range of form/meaning pairings available to users of the language than imagined because a significant percentage of the English lexicon is available to, and used by, many signers.
Lexicon size brings us to the final point of potential misinterpretation. SLs are unwritten face-to-face languages. As we have seen, lexical frequency and sign type counts of SpLs in their face-to-face mode are comparable, for example, in the BNC of spoken English (recall Table 7 ), 85% of the corpus is made up of just 868 types. This is actually fewer than Auslan, which has 908 types at the 85% level. English speakers and Auslan signers use 6,001 and 3,378 types, respectively, to produce almost 95% of the tokens in their everyday language output. This is not unlike the range estimates for the numbers of words (types) students of a second language need to learn in order to be familiar with around 90-95% of words (tokens) produced in any kind of text, spoken or written, in another language (Nation, 2001) .
In other words, the huge discrepancy in conventional lexicons occurs in only the 5% of tokens that are swollen with tens of thousands of English word types that occur relatively rarely (the BNC spoken data have 54,532 types, the Auslan data less than one tenth of these). That is, for most of the time, speakers get by with a lexicon whose size is of the same order of magnitude as that of signers. Nonetheless, the observation that there is a relatively small number conventional citable listable fully lexical signs in Auslan and apparently other known sign languages still holds true.
Comparison of Auslan and other SLs with SpLs in communities without writing may reduce these differences somewhat, but it would not make it disappear. Literacy, a written literature, institutional writing-based education, and a technological culture does have the effect of expanding the lexicon of a language even in nontechnical spoken genres-after emerging first in specialist or technical ones-and thus not just in written texts. However, even non-literature small-scale traditional societies have huge inventories of lexemes that name things in the natural and physical world, often running into many thousand or tens of thousand of terms. These nomenclatures form large, if not vast, hierarchies. Basic-level ethnobiological terms rarely number anything less than 1,000-1,200 even in preliterate societies. Although some of these languages appear to have a very small established lexicon in some semantic areas or in some word classes (e.g., commonly used basic verbs in some Papuan languages can number as few as 25 simple root forms), many of these have a large store of ethnobiological terms (Foley, 1986) .
Familiarity and Frequency
As mentioned above, previous research has attempted to use familiarity ratings instead of or as a surrogate for measures of lexical frequency in SLs.
A comparison of the BSL norms for sign familiarity (Vinson et al., 2008) with the frequency ranking of fully lexical signs in the Auslan Corpus shows only a partial overlap. Of the 300 signs used in the norming study, approximately half occur in the Auslan Corpus even though almost all are recorded in the Auslan lexical database or have and close equivalent therein. The two lexicons align only approximately because, although BSL and Auslan are closely related languages (Johnston, 2003a; McKee & Kennedy, 2000; Woll, 1987) , they are not identical and the glossing of the BSL test items has not been made with reference to a lexical database. Nonetheless, downloadable resources published with the article made it possible to view the test items and to modify the glosses where necessary so as to accommodate different glossing decisions and/or minor variant forms.
It was unsurprising that half the test items did not occur in the Auslan Corpus. Some do not appear because they were chosen deliberately in the norming study precisely because they were unfamiliar (e.g., the town name BASINGSTOKE and a regional sign for PEOPLE), others do not appear for the well-known reason that small corpora can be very sensitive to register and genre effects. Though the Auslan Archive has a large amount of conversational data, this has yet to be annotated so it does not yet form part of the Auslan Corpus. When selecting familiar signs to include in a norming study, it is inevitable, and appropriate, that many of these signs will be those found in everyday conversational interaction. Many of these signs are unlikely to appear in the story retellings, interviews, and spontaneous narratives that form the bulk of the annotated corpus, at the present time.
Nonetheless, some general observations can be made. Even taking genre and register into account, it appears that familiarity and frequency may not be as closely related in SLs as reported for English (Balota et al., 2001) . By way of example, only 26 (8.7%) of the 300 signs in the BSL norming set appear in the top 100 ranked fully lexical signs in Auslan; and only 57 (19%) of the BSL signs appear in the top 300 ranked Auslan signs. Of the 153 BSL norming set signs that appear anywhere in the Auslan Corpus (i.e., irrespective of rank), 127 of these BSL signs actually have a familiarity rating of 5 or higher on the 7-point scale used-the higher the rating, the more familiar the sign. (The researchers report the test items favored signs that were highly familiar.) Of these 127 BSL signs with a high familiarity rating, only 39 (29.9%) appear in the 300 most frequent fully lexical signs in Auslan, and only 18 (14.2%) in the top 100. Alternatively, if we look at the 83 BSL test item signs that have the highest familiarity ratings (i.e., 6.0 or higher), only 38 (12.5%) are in the top 300 most frequent fully lexical signs in Auslan, and only 14 (4.7%) in the top 100.
From these data, it appears that a rating of high familiarity may not strongly reflect the frequency of use or occurrence of a fully lexical sign in Auslan. Perhaps both the actual selection of signs for a familiarity norming study and the very assessment of an item as being ''very familiar'' by the subjects are also related to degree and patterns of lexicalization in SLs. A subjective measure of familiarity for a phonologically fully specified, fully lexical ''frozen'' sign may be very high indeed even though it may be a lowfrequency sign, simply because it is very citable and ''memorable'' (e.g., SCISSORS, ELEPHANT, KANGAROO), perhaps because there are relatively few other candidates contesting for recognition, that is, due to apparently modest lexical inventories. When we look at all signs in a naturalistic stretch of discourse in an SL, that is, not just at the conventionalized citable fully lexical signs but also the depicting signs, the points, and the gestures (i.e., the rank frequency of all signs, not just fully lexical signs), this link of familiarity with frequency is further weakened.
However, none of this is to deny that familiarity is, nonetheless, an entirely valid, useful, and independent measure of sign and word status that should be taken independently into account along with iconicity ratings and measures in psycholinguistic research, particularly in assessing the processing of conventional ''lexical'' signs.
Conclusion
In this study, I have tried to show that measures of lexical frequency in SLs need to be made in ways that yield useful information for linguists and psycholinguists. Useful and accurate measures depend on (a) the consistent and principled identification of major kinds of signs (e.g., fully lexical, partly lexical, and nonlexical signs), (b) the lemmatization inherent in the practice of ID glossing for lexical signs (type/token matching), (c) the subcategorization of types by grammatical class for detailed corpus-based linguistic research (e.g., grammatical description and understanding language change and grammaticalization), and (d) the regularization of the glossing of depicting signs so as to identify their type-like characteristics while accommodating their specific context-bound realization. In particular, the clear identification of depicting signs (e.g., the DS prefix) enables one to treat them as a group that can then be counted and their distribution in the corpus calculated, an approach also adopted in the ASL and NZSL corpus studies, but using different codes; and the regularization of annotations glosses wherever possible corrects the error of treating each depiction as a unique sign (tokens that are one-member types). Failure to do so may mean that too many specific glosses for ''classifiers'' appear as types or hapax legomena, as in the ASL and NZSL frequency lists, the only other studies on lexical frequency in SLs yet conducted. These depicting signs (''classifier'' signs) therefore do not appear in those languages in the ranks of higher frequency signs, when they indeed should, and this gives us an incorrect picture of what are the most frequent signs in SLs.
This has consequences in applied linguistics, for example, in the design of curricula for the teaching of SLs. Two extremes need to be avoided: first, fully lexical signs should not be taught to the exclusion of depicting signs and gestures as the latter constitute a significant proportion of all signs produced in normal interaction; second, depicting and pointing signs should not be taught as if they were equivalent to fully lexical signs-this is likely to distort teachers' and students' understanding of, and hence appropriate use of, the lexical resources of the language.
Lexical and sign type distribution and frequency data also have descriptive and theoretical implications. The data show that a typical SL text is composed of several different kinds of signs, not just fully lexical signs. SL grammars that do not accommodate typical mixtures and sequences of signs as shown in the data are thus likely to be inadequate or misleading because the descriptions may be skewed toward unrepresentative and idealized sentence types.
Overall, I would conclude that the relatively small size of SL corpora and the unique type and token characteristics of points and depicting signs make it difficult to give an unproblematic single measure and ranking of lexical frequency in any SL. Lager more representative corpora created with both intra-corpus and inter-corpus annotation consistency in mind are needed if robust measures of lexical frequency are to be made available to SL researchers and educators. 2. Overall, 14.9% of signs involved fingerspelling; however, of these only 46.4% were fully fingerspelled rather than being one letter ''initializations,'' which often simply prompt a mouthing. So, the overall fingerspelling rate is probably 6.9%.
3. My preferred terminology for this type of sign is ''depicting sign.'' I introduce and explain this term in the discussion of lexicalization, below.
4. The numerals 1, 2, and 3 refer to first person, second person, and third person, respectively. Points were categorized on the basis of primary intended function: (1) indexing a discourse participant/referent 5 PRO, (2) indexing a location 5 LOC, and (3) signaling that a referent-which was named by another sign immediately before, after, or simultaneously with this point-was known or given in some way (usually be previous mention in the discourse) 5 DET.
5. Though the NZSL corpus identified depicting signs, of course, using classifier terminology (McKee & Kennedy, 2006, p. 376) , the overall distribution of sign types in the corpus was not reported and cannot be calculated based on published data and hence cannot be compared with the Auslan and ASL data.
6. It is interesting to note that approximately 40% of all the gestures in the Auslan Corpus are tokens of one single gesture type: G(5-UP):WELL.
7. Sutton-Spence (1999, p. 370) observes that rates of fingerspelling on a television program (''See Hear!'') were around 9.8% of all signs and that this was ''higher than would be expected for other registers of BSL.'' The assumption being that the television program was somewhat formal and prone to English language contact and influence. (The research of Sutton-Spence et al. (1990) actually showed a decline in rates of fingerspelling on the program over a decade presumably because of an apparent weakening of the association of formality and prestige with English and a new positive attitude toward BSL in the deaf community.) 8. The data are taken from a detailed analysis of a single text by two native deaf signers told to three different audiences. The data are as expected insofar as constructed action appears less frequent in the more formal situations, but it is nonetheless an important feature of all the texts in all the situations. As with so much SL research, a large corpus with multiple signers in multiple situations is needed to tease apart individual factors from language-specific and modality-specific factors.
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