Abstract-In this paper, several advanced methods for detecting and classifying urban structures in high-resolution SAR imagery are presented. The detection of man-made structures resp. the suppression of clutter, for example natural surfaces, can be accomplished by a coherent time-frequency analysis. These techniques can detect targets in the scene that behave like pointscatterers (such as edges, poles, etc.) by their high degree of correlation across sub-apertures of the scene. If polarimetric data are available, this approach can be extended by taking into account the frequently anisotropic polarimetric backscattering of man-made targets. As a third approach, a simple but powerful operator for detecting urban structures by analysing texture inhomogeneity in SAR images is developed.
I. INTRODUCTION
The detection and automatic classification of urban structures is an important task in modern remote sensing applications. Urban structures are comparatively small, requiring imagery of resolutions that have, until now, been attainable only by optical sensors. However, SAR sensors are well suited for operational monitoring and have, in recent years, developed more and more towards providing the high spatial resolutions sufficient for urban analysis. In particular, the upcoming TerraSAR-X sensor, providing a 1m pixel size in its spotlight mode, seems an ideal source of information for urban analysis.
A central purpose of this paper is to promote the use of some recently developed advanced algorithms for the detection of man-made structures in polarimetric and high-resolution SAR data. They all exploit inherent characteristics of SAR data, such as polarimetric responses, time-frequency behaviour and statistical properties to provide a powerful framework for detection of man-made structures.
In addition, two simple methods for classifying and segmenting the detected structures are discussed. The first method uses first order texture descriptors to differentiate between different types of urban structure, such as residential and industrial areas. The second method attempts to segment detected structures, such as individual buildings and roads.
The paper is structured as follows. Section II is a review of modern techniques available for the detection man-made structures. Section III then uses results of these techniques to automatically extract information related to the urban area under observation. Two algorithms are presented. The first analyses texture to differentiate different types of urban landcover. The second uses a variant of the distance transformation and the watershed algorithm to segment individual structures, such as buildings and roads. Finally, section IV briefly summarises the theory and results presented and contains conclusions.
II. DETECTION OF MAN-MADE STRUCTURES

A. Sub-aperture decomposition
During SAR image formation, many low-resolution echoes of a target, received under different squint angles, are integrated to form the full-resolution SAR image. High-resolution SAR imaging, in particular, requires the inclusion of a wide range of azimuth angles within the limits of the azimuth antenna pattern. A single pixel in a SAR image, therefore, does not correspond to only one discrete line-of-sight, but to a certain range of angles with respect to the azimuth direction [1] . Consequently, a focused SAR image can be decomposed again into different so-called sub-apertures using windowed FOURIER-transforms (STFT):
whereS denotes the FOURIER-transform of the full-resolution SAR image and W is a window function. Each such subaperture image has a reduced bandwidth (i.e. resolution) and is characterised by a different DOPPLER-centroid f i . This DOPPLER-centroid is associated with a certain squint-angle
with v denotes the sensor forward velocity and λ is the wavelength. The central concept that underlies the techniques presented in the following sections is that using this azimuthal sub-aperture decomposition of a full-resolution SAR image, the temporal evolution of the backscattering behaviour during the synthesis of the synthetic aperture becomes observable.
B. Polarimetric anisotropy
Usually, it is assumed that polarimetric backscattering is isotropic with respect to the sensor position, i.e. that the observed signatures are independent of the angle of observation. For natural surfaces, this is generally a valid assumption. An exception to this rule are so-called quasiperiodic surfaces, which can occur in agricultural areas [2] . In contrast to most natural surfaces, man-made structures are regularly characterised by anisotropic backscattering. For example, the dihedral reflection (or double-bounce), that is characteristic of urban structures appears only if an edge of the object imaged is precisely parallel to the flight track. At other angles, additional cross-polar components are introduced. By a statistical analysis of the polarimetric signatures under different squint-angles, objects with anisotropic backscattering can be detected.
It is known from literature that the polarimetric covariance matrices C follow the complex WISHART distribution. This holds for the full-resolution image as well as for covariance matrices in sub-aperture images. For a polarimetric SAR image, decomposed into R sub-apertures, each pixel is associated with a set of R WISHART-distributed covariance matrices. A pixel possesses a stationary backscattering if and only if its R covariances C i are drawn from the same distribution. In this case, the following hypothesis is fulfilled:
The validity of this hypothesis can be tested using a maximum- likelihood-ratio Λ, based on the covariance matrices of the sub-aperture decomposition [3]
whereas n i denotes the number of looks used in the estimation of the covariance matrices C i . The value of Λ lies between 0.0 (matrices C i are clearly not drawn from the same distribution) and 1.0 (all C i are identical). The hypothesis is accepted, that is the pixel is considered to be isotropic, when Λ falls below a suitably chosen false alarm rate P fa .
Eq. 5 requires the estimation of P fa (c β ) under the assumption of stationarity. An analytical expression for the false-alarm rate P fa is derived in [2] . 
C. Internal coherence
An alternative detection technique for man-made structures is based on the correlation properties of the different subaperture images and uses, as before, a time-frequency decomposition, but does not necessarily require polarimetric data sets. The starting point for this technique is the fact that information in sub-apertures is, for distributed targets, not correlated due to non-overlapping spectral bands. However, point-like targets that are not affected by speckle generally possess a flat reflectivity spectrum and appear correlated across sub-aperture images, even though their spectra do not overlap. In [4] , a simple detection method based on this idea was presented. In [5] , the approach was extended to multiple sub-apertures and polarimetric data. It was shown that the eigenvalues of a complete time-frequency covariance matrix can be used to define an indicator, based on the sub-aperture correlation structure, that can be used for the discrimination of man-made targets.
However, the descriptor in [5] is also sensitive to potential fluctuations of the polarimetric backscattering, which are common in urban areas (see Sec. II-B). Moreover, in case of polarimetric data, time-frequency information is corrupted by correlation between the polarimetric channels. These problems are solved by using an amplitude whitening step prior to the formation of the time-frequency covariance matrix [6] :
with
The off-diagonal matrices Γ ij correspond to a polarimetric equivalent of the scalar normalised correlation coefficients, which are obtained when calculating the interferometric coherence between two sub-apertures. The eigenvalues of C T F reveal the full correlation structure, which is flat in the decorrelated (natural distributed surface) and heterogenous in the correlated case (speckle-free targets). A simple correlation indicator, named internal coherence, can be defined as
As in the case of Λ, Υ lies in the range [0.0, 1.0] and is high over buildings and other man-made structures. An example of the internal coherence obtained for the data-set of Fig. 1 is shown in Fig. 3 . It should be noted that buildings are identified independently of their orientation in relation to the line-ofsight direction.
D. Texture analysis
A third possibility for the detection of man-made structures is the analysis of the image texture itself, which doesn't require polarimetric data sets and is not based on time-frequency decomposition. The texture of natural targets is relatively homogenous, while man-made structures are typically characterised by sudden changes in brightness at edges and in layover, shadow, etc. An easy way do describe the texture inhomogeneity is the filtering coefficient of the LEE speckle filter [7] . In the LEE filter, de-speckled estimates of the pixel intensity x are obtained from the original intensity x as follows.
x =x + k(x −x) (9) Fig. 3 . Internal sub-aperture coherence Υ, derived from fully-polarimetric data. Un-speckled targets appear in white.
withx denoting the local mean of the measured amplitudes x. The factor
becomes 0.0 over homogenous areas and tends to 1.0 over point targets and edges. σ 2 n describes the a-priori speckle variance and is equal to 1 over the number of looks.
However, since the correct estimation of the local variance var(x) and of the local meanx requires the use of large windows, the computation of k entails a significant degradation of resolution. The estimation result can significantly be improved by multiplying k by the image amplitude [8] 
Ψ becomes very large over point targets, where both the texture inhomogeneity and the image amplitude are large, and is well suited for discrimination of man-made structures. Fig. 4 depicts Ψ, calculated from the span of the polarimetric image of the Dresden test-site. It should be noted that the calculation of Ψ is computationally very efficient in comparison to Λ and Υ, yet yields satisfactory results.
III. CLASSIFICATION OF MAN-MADE STRUCTURES
All three methods described in Sec. II are able to reveal the urban structure by emphasising man-made targets and suppressing responses over natural media. In all three cases, a type of edge map, which is much more easily analysed than the SAR image itself, is obtained. However, a remaining issue is how to extract information relevant to the analysis of urban areas from this edge map. The following sections describe several simple algorithms that automatically infer parameters 
A. First order statistics
Generally, urban structures of different types are characterised by different distribution of edge orientations: Residential areas are densely populated and many different frequencies and edge directions are to be expected. In contrast, industrial areas are characterised by large structures, and, considering a limited neighbourhood, only few but strong edges are present. A very simple way to extract the building density is, therefore, the analysis of first order statistics. Ψ seems to be the best suited parameter in this case, since it preserves image amplitude, which is correlated with the building size. However, Λ and Υ, or a combination of both, can be used likewise.
Two promising parameters have been investigated: The local mean and the variance of Ψ. In areas without buildings, Ψ is very close to zero and both mean and variance are small. In areas with man-made structures, P si basically shows the backscattering amplitude of edges. Large buildings typically cause strong backscattering, while smaller buildings in residential areas show less distinct edges. Therefore, both local mean and variance can be used as rudimental descriptors of the mean building size. To illustrate this, data acquired over the city of Copenhagen (Denmark) by the EMISAR sensor at C-band has been used. The image resolution is about 1m, i.e. comparable to that achievable with the upcoming spaceborne TerraSAR-X sensor at X-band. Fig. 5 shows an overlay of the image amplitude with the mean and variance, calculated in a sliding window of 32x32 pixels. The city centre appears in red, while residential areas remain yellow. Natural surfaces are well suppressed and appear in blue.
B. Segmentation using the Distance Transform
As a second procedure for information extraction from edge maps, this section describes an algorithm that obtains a more fine-grained representation of urban areas, in which individual structures such as roads or buildings are segmented.
The starting point for the algorithm is the so-called distance transform, a well known transformation with many applications in image processing. Briefly, the distance transformation applies to a binary image B i,j in which true(=1) indicates foreground pixels and false(=0) indicates background. The distance transformation D a,b at a certain location (a, b) is then defined as minimum distance from (a, b) to a foreground pixel:
In the edge maps derived over urban areas, the interiors of structures, such as buildings, will be associated with comparatively high distances that fall off and reach zero at the structure's edge. This representation will, in the following enable the segmentation of structures by placing segment boundaries on ridges of local minima in the distance transformation D i,j . Before this procedure can be explained in more detail it is, however, necessary to discuss two issues connected to the distance transformation itself. Firstly, it is necessary to specify a threshold used to obtain B i,j . Secondly, and more importantly, the distance transform is too noisy to be directly useful for segmentation. The noise arises from the fact that individual, isolated point-like targets have a large impact on the distance transform obtained. Both of the issues are addressed simultaneously by introducing a probabilistic formulation of the distance transform. Given an edge map Ψ i,j , a distance transform is computed for a binary image 
where 
Fig . 6 shows the probabilistic distance transform obtained for the test dataset of Copenhagen introduced above. As noted previously, local maxima in the distance transformation indicate the centres of urban structures while minima are associated with their associated boundaries. Segmentation is therefore easily accomplished by applying the well-known watershed segmentation procedure to the negated probabilistic distances (the watershed algorithm places segment boundaries on ridges of local maxima).
Since the segmentation result is typically severely oversegmented, it is furthermore advisable to delete segment boundaries that fail to meet one of the following conditions. Firstly, the distance transform at the boundary should not exceed a threshold (e.g. D i,j ≤ 7m). Secondly, a pixel on the boundary should have a distance transformation that does not exceed the average distance in its 3 × 3 neighbourhood by more than a certain threshold (e.g. 0.2m). Fig. 7 illustrates the results of the segmentation. Each segment is filled with the maximum distance transform occurring within the segment (the characteristic size of the structure it represents); a logarithm has been used to provide improved contrast for visualisation, and segments with very large characteristic distances (> 60m) are not considered to be urban structures and have been masked out. The result shows that structures of different sizes, including buildings and roads, have been segmented with some degree of accuracy.
IV. CONCLUSIONS
This paper briefly reviews three modern techniques for clutter suppression in urban environments. All techniques exploit inherent characteristics of high-resolution SAR data: The first is based on the non-stationarity of the polarimetric backscattering over different squint angle, the second is sensitive to the absence of speckle noise, while the third one analyses the statistical properties of speckled SAR images. These methods provide a powerful framework for robust detection of manmade objects in high-resolution SAR images.
The second part of the paper introduced some very simple methods for extracting information from maps of detected man-made structures. The procedures investigated constitute standard image processing techniques, and should not be considered optimal solutions to the problems addressed. Rather, the results obtained are intended to illustrate how useful the procedures discussed in the first sections of the paper are: the information they provide is of such high quality, that comparatively straight forward post-processing can successfully extract parameters of interest in the analysis of urban areas.
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