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a b s t r a c t
In many situations, when dealing with several populations with different covariance
operators, equality of the operators is assumed. Usually, if this assumption does not
hold, one estimates the covariance operator of each group separately, which leads to a
large number of parameters. As in the multivariate setting, this is not satisfactory since
the covariance operators may exhibit some common structure. In this paper, we discuss
the extension to the functional setting of the common principal component model that
has been widely studied when dealing with multivariate observations. Moreover, we
also consider a proportional model in which the covariance operators are assumed to
be equal up to a multiplicative constant. For both models, we present estimators of the
unknown parameters and we obtain their asymptotic distribution. A test for equality
against proportionality is also considered.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Functional data analysis is an emerging field in statistics that has received considerable attention during the last decade
due to its applications to many biological problems. It provides modern data analytical tools for data that are recoded as
images or as a continuous phenomenon over a period of time. Because of the intrinsic nature of these data, they can be
viewed as realizations of random functions X1(t), . . . , Xn(t) often assumed to be in L2(I), with I a real interval or a finite-
dimensional Euclidean set. In this context, principal component analysis offers an effectiveway for dimension reduction and
it has been extended from the traditionalmultivariate setting to accommodate functional data. In the functional data analysis
literature, it is usually referred to as functional principal component analysis (fpca). Since the pioneer work by Rao [1],
further analysis on functional data has been developed, for instance, by Rice and Silverman [2] or Ramsay and Dalzell [3]. See
also, Ramsay and Silverman [4], Ramsay and Silverman [5], Ferraty andVieu [6]. In particular, functional principal component
analysis was studied by Dauxois, Pousse and Romain [7], Besse and Ramsay [8], Pezzulli and Silverman [9], Silverman [10]
and Cardot [11]. Several examples and applications can be found in these references.
Let us consider a random function X(t)where t ∈ I = [0, 1]with mean µ(t) = E(X(t)) and covariance operator 0. Let
γ (s, t) = cov (X(s), X(t)), s, t ∈ I. Under general conditions, the covariance function may be expressed as
γ (s, t) =
∑
i≥1
λiφi(s)φi(t)
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where λj are the ordered eigenvalues, λ1 ≥ λ2 ≥ · · · ≥ 0 of the covariance operator and the functions φj the associated
orthonormal eigenfunctions with the usual inner product in L2[0, 1]. Then, the spectral decomposition of the covariance
operator, which is the analogous of a covariance matrix in a function space, allows us to get a small dimension space which
exhibits the main modes of variation of the data. Effectively, the well-known Karhunen–Loéve expansion allows us to write
the process as
X = µ+
∞∑
j=1
βj φj
where βj = 〈X − µ, φj〉 are random scalar loadings such that E(βj) = 0, E(β2j ) = λj and E(βj βk) = 0 for j 6= k. Note that
the process can also be written as
X = µ+
∞∑
j=1
λ
1
2
j fj φj
with fj random variables such that E(fj) = 0, E(f 2j ) = 1, E(fj fs) = 0 for j 6= s. This representation provides a nice
interpretation of the principal component analysis in the functional setting, sinceφ1(t),φ2(t), . . . represent themajormodes
of variation of X(t) over t .
In this paper, we go further since we generalize the previous ideas to the setting in which we are dealing with several
populations. In many situations, we have independent observations Xi,1(t), . . . , Xi,ni(t) from k independent samples of
smooth random functions in L2[0, 1] with mean µi and different covariance operators 0i. However, as it is the case in
the finite-dimensional setting, the covariance operators may exhibit some common structure and it is sensible to take
it into account when estimating them. A simple generalization of equal covariance operators consists of assuming their
proportionality, i.e., 0i = ρi01, for 1 ≤ i ≤ k and ρ1 = 1.
The commonprincipal componentsmodel, introduced by Flury [12] for pth-dimensional data, generalizes proportionality
of the covariance matrices by allowing the matrices to have different eigenvalues but identical eigenvectors, that is, 6i =
β3iβ
t, 1 ≤ i ≤ k, where 3i are diagonal matrices and β is the orthogonal matrix of the common eigenvectors. This model
can be viewed as a generalization of principal components to k groups, since the principal transformation is identical in all
populations considered while the variances associated with them vary among groups. In biometric applications, principal
components are frequently interpreted as independent factors determining the growth, size or shape of an organism. It
seems therefore reasonable to consider amodel inwhich the same factors arise in different, but related species. The common
principal components model clearly serves this purpose.
A natural extension to the functional setting of the common principal components model introduced by Flury [12] is to
assume that the covariance operators 0i have common eigenfunctions φj(t) but different eigenvalues λij. In this sense, the
processes Xi,1(t), 1 ≤ i ≤ k, can be written as
Xi,1 = µi +
∞∑
j=1
λ
1
2
ij fij φj
with λi1 ≥ λi2 ≥ · · · ≥ 0 and fij random variables such that E(fij) = 0, E(f 2ij ) = 1, E(fij fis) = 0 for j 6= s and so, the common
eigenfunctions, as in the one population setting, exhibit the same major modes of variation. We will denote this model the
functional common principal component (fcpc) model. As in principal component analysis, the fcpc model could be used
to reduce the dimensionality of the data, retaining as much as possible of the variability present in each of the populations.
Besides, this model provides a framework for analyzing different population data that share their main modes of variation
φ1, φ2, . . .. It is worth noticing that when considering a functional proportional model, Xi,1(t), 1 ≤ i ≤ k, can be written
as Xi,1 = µi + ρ
1
2
i
∑∞
j=1 λ
1
2
j fij φj, with ρ1 = 1, λ1 ≥ λ2 ≥ · · · ≥ 0 and fij random variables as described above. A similar
problem was recently studied by Benko, Härdle and Kneip [13] who considered the case of k = 2 populations and provide
tests for equality of means and equality of a fixed number of eigenfunctions.
The aim of this paper is to provide estimators of the common eigenfunctions under a fcpc model and to study their
asymptotic behavior, as well as to consider estimators of the proportionality constants under a functional proportional
model. In Section 2,we introduce the notation thatwill be used in the paperwhile in Section 3,we describe the estimators for
the restricted models. Under a fcpc, two families of estimators for the common eigenfunctions are considered. Besides, the
proportionality constant estimators defined under a functional proportional model allow to construct an asymptotic test to
decide between equality against proportionality of the covariance operators which corresponds to the first two hierarchical
levels considered in the finite-dimensional case, by Flury [14]. The asymptotic distribution of the given proposals is stated
in Section 4. Proofs are given in the Appendix.
2. Notation and preliminaries
Let Xi,1(t), . . . , Xi,ni(t), 1 ≤ i ≤ k, be independent observations from k independent samples of smooth random func-
tions in L2(I), where I ⊂ R is a finite interval, with mean µi. Without loss of generality, from now on, we will assume
that I = [0, 1]. Denote by γi and 0i the covariance function and operator, respectively, related to each population. To
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be more precise, we are assuming that {Xi,1(t) : t ∈ I} are k stochastic processes defined in (Ω,A, P) with continuous
trajectories, mean µi and finite second moment, i.e., E
(
Xi,1(t)
) = µi(t) and E (X2i,1(t)) < ∞ for t ∈ I. Each covariance
function γi(t, s) = cov (Xi,1(s), Xi,1(t)), s, t ∈ I has an associated linear operator 0i : L2[0, 1] → L2[0, 1] defined as
(0i u) (t) =
∫ 1
0 γi(t, s)u(s)ds, for all u ∈ L2[0, 1]. As in the case of one population, throughout this paper, we will as-
sume that the covariance operators satisfy ‖γi‖2 =
∫ 1
0
∫ 1
0 γ
2
i (t, s)dtds <∞. The Cauchy–Schwarz inequality implies that
|0iu|2 ≤ ‖γi‖2|u|2, where |u| stands for the usual norm in the space L2[0, 1]. Therefore, 0i is a self-adjoint continuous lin-
ear operator. Moreover, 0i is a Hilbert–Schmidt operator. F will stand for the Hilbert space of such operators with inner
product defined by 〈01,02〉F = trace(0102) = ∑∞j=1〈01uj,02uj〉, where {uj : j ≥ 1} is any orthonormal basis of L2[0, 1]
and 〈u, v〉 denotes the usual inner product in L2[0, 1]. Choosing a basis {φij : j ≥ 1} of eigenfunctions of 0i we have that
‖0i‖2F =
∑∞
j=1 λ
2
ij = ‖γi‖2 <∞, where {λij : j ≥ 1} are the eigenvalues of 0i. Note that under the fcpcmodel, the basis is
the same for all populations.
As mentioned in the Introduction, when dealing with one population, non-smooth estimators of the eigenfunctions
and eigenvalues of 0 were considered by Dauxois, Pousse and Romain [7], in a natural way through the empirical
covariance operator. Let 0ˆn be the linear operator related to the empirical covariance function γˆn(t, s) =∑n
j=1
(
Xj(t)− X(t)
) (
Xj(s)− X(s)
)
/n. Then, the non-smooth estimator of the functional principal component φk is the
eigenfunction φˆk related to the kth largest eigenvalue λˆk of the random operator 0ˆn. Smooth versions of the previous
estimates have been defined adding a penalty term or using a kernel approach. Smooth estimators of the covariance
operators are useful when dealing with sparse data or when one wants to guarantee smoothness of the resulting common
principal components.When dealingwith one population, Ramsay and Silverman [5] argue for smoothness properties of the
principal components as ‘‘for many data sets, pca of functional data is more revealing if some type of smoothness is required
to the principal components themselves’’. The same ideas apply when dealing with several populations sharing their
eigenfunctions. One way to perform smooth principal component analysis is through roughness penalties on the sample
variance or on the L2-norm, as defined by Rice and Silverman [2] and by Silverman [10], respectively, where consistency
results were obtained. A different approach is a kernel-based one which corresponds to smooth the functional data and
then perform pca on the smoothed trajectories. In Boente and Fraiman [15] it is shown that the degree of regularity of
kernel-based principal components is given by that of the kernel function used. See also Ramsay and Dalzell [3], Ramsay and
Silverman [5] and Ferraty and Vieu [6]. Under a fcpcmodel, the kernel smoothing procedure becomes easier to implement
and allows to derive the properties of the resulting estimators from those of the estimators of the covariance operator.
We will give two proposals to estimate the common eigenfunctions under a fcpc model. Both of them are based on
estimators of the covariance operators. As mentioned above, for each population, one can consider either the non-smooth
estimators studied in Dauxois, Pousse and Romain [7] or the kernel proposal studied in Boente and Fraiman [15], since
under mild conditions they both have the same asymptotic distribution. For the sake of completeness, we briefly remind
their definition in the actual setting.
The empirical covariance functions γˆi,r or the smoothed version of them γˆi,s (t, s) are defined as
γˆi,r (s, t) = 1ni
ni∑
j=1
(
Xi,j(s)− X i(s)
) (
Xi,j(t)− X i(t)
)
(2.1)
γˆi,s (s, t) = 1ni
ni∑
j=1
(
Xi,j,h(s)− X i,h(s)
) (
Xi,j,h(t)− X i,h(t)
)
, (2.2)
where Xi,j,h(t) =
∫
Kh(t − s)Xi,j(s)ds are the smoothed trajectories and Kh(.) = h−1K(./h) is a nonnegative kernel function
with smoothing parameter h, such that
∫
K(u)du = 1 and ∫ K 2(u)du < ∞. The linear operators related to γˆi,r and γˆi,s
will be denoted by 0ˆi,r and by 0ˆi,s , respectively. Methods for selecting the smoothing parameter h can be developed using
cross-validationmethods as it was described for penalizingmethods in Section 7.5 in Ramsay and Silverman [5] but adapted
to the problem of estimating the common directions, i.e., when considering the cross-validation loss, the ith sample should
be centered with an estimator of the mean µi.
Assume ni = τiN with 0 < τi < 1 fixed numbers such that∑ki=1 τi = 1 and where N = ∑ki=1 ni denotes the total
number of observations in the sample. Define the weighted covariance function as γ = ∑ki=1 τiγi and its related operator
as 0 = ∑ki=1 τi0i. Therefore, γˆr = ∑ki=1 τiγˆi,r and 0ˆr = ∑ki=1 τi0ˆi,r or γˆs = ∑ki=1 τiγˆi,s and 0ˆs = ∑ki=1 τi0ˆi,s provide
raw or smoothed estimators of γ and 0, respectively. It is worth noticing that our results do not make use of the explicit
expression of the covariance operator estimators, but they only require their consistency and asymptotic normality.
3. The proposals
3.1. Estimators of the common eigenfunctions and their size under a FCPC model
Let us assume that the fcpc model hold, i.e., that the covariance operators 0i have common eigenfunctions φj(t) but
possible different eigenvalues λij where λij denotes the eigenvalue related to the eigenfunction φj, i.e., λij = 〈φj,0iφj〉.
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Moreover, we will assume that the eigenvalues preserve the order among populations, i.e., throughout this paper we will
assume that
A1. λi1 ≥ λi2 ≥ · · · ≥ λip ≥ λip+1 · · ·, for 1 ≤ i ≤ k
A2. There exists ` such that for any 1 ≤ j ≤ `, there exists 1 ≤ i ≤ k such that λij > λi j+1.
Assumption A2 is weaker than assuming that for any j ≥ 1, there exists 1 ≤ i ≤ k such that λij > λi j+1 since it allows
for finite rank operators. Note that if
∑k
i=1 τiλij >
∑k
i=1 τiλi j+1 for any j ≥ 1, then A2 is fulfilled for any value `.
As mentioned in Section 2, we will assume that ni = τiN with 0 < τi < 1 fixed numbers such that∑ki=1 τi = 1 and
N =∑ki=1 ni.
The first proposal is based on the fact that under the fcpcmodel, the common eigenfunctions {φj : j ≥ 1} are also a basis
of eigenfunctions for the operator 0 =∑ki=1 τi0i, with eigenvalues given by
ν1 =
k∑
i=1
τiλi1 ≥ · · · ≥ νp =
k∑
i=1
τiλip ≥ νp+1 =
k∑
i=1
τiλi p+1 · · · .
Note that A1 and A2 entail that the first ` eigenfunctions will be related to the ` largest eigenvalues of the operator0, having
multiplicity one and being strictly positive. A first attempt to estimate the common eigenfunctions consists in considering
the eigenfunctions φ˜j related to the largest eigenvalues νˆj of a consistent estimator 0ˆ of 0, obtained as 0ˆ = ∑ki=1 τi0ˆi
where 0ˆi denotes any estimator of the ith covariance operator. Examples of such estimators are, for instance, the empirical
covariance functions or the smoothed version of them described in Section 2. The eigenvalue estimators can then be defined
as λˆij = 〈˜φj, 0ˆiφ˜j〉.
The second proposal tries to improve the efficiency of the previous one for gaussian processes. To that purpose, we will
have in mind that, in the finite-dimensional case, the maximum likelihood estimators of the common directions for normal
data solve a system of equations involving both the eigenvalue and eigenvector estimators (see Flury, [12]). To be more
precise, let Yi,1, . . . , Yi,ni , 1 ≤ i ≤ k, be k independent samples of normally distributed randomvectors inRpwith covariance
matrices 6i satisfying a cpcmodel, i.e., such that 6i = β3iβt, 1 ≤ i ≤ k. Then, the maximum likelihood estimators, βˆ, of β
solve the system of equations
βˆ
t
m
(
k∑
i=1
τi
λˆim − λˆij
λˆimλˆij
Si
)
βˆj = 0 form 6= j
βˆ
t
mβˆj = δmj,
(3.1)
where Si =∑nij=1 (Yi,j − Yi,j) (Yi,j − Yi,j)t /ni is the sample covariance matrix of the ith population and λˆim = βˆtmSiβˆm.
Using consistent estimators of the eigenvalues, we generalize this system to the infinite-dimensional case. Effectively, let
λˆij be initial estimators of the eigenvalues and 0ˆi any consistent estimator of the covariance operator of the ith population.
Define for j ≤ ` andm ≤ `,
0ˆmj =
k∑
i=1
τi
λˆij − λˆim
λˆimλˆij
0ˆi, (3.2)
which will be asymptotically well defined under A2 if in addition λi` > 0 for 1 ≤ i ≤ k. Let us consider the solution φˆj of
the system of equations{
δmj = 〈φˆm, φˆj〉
0 = 〈φˆm, 0ˆmjφˆj〉 1 ≤ j < m. (3.3)
The fcpcmethod can be viewed as a simultaneous rotation of the axes yielding variables that are as uncorrelated as possible
over the k groups.Moreover, as in the finite-dimensional setting (3.3) can be viewed as a generalized systemof characteristic
equations. If all the operators 0ˆmj were identical to say 0˜, then the characteristic eigenfunctions of 0˜ will be a solution of
(3.3). It is well known that for finite-dimensional normal populations with covariance matrices satisfying a cpcmodel, the
solution of (3.1), being the maximum likelihood estimators, will provide efficient estimators of the common directions. This
suggests that solving (3.3) will improve the asymptotic variance of the eigenfunctions of 0ˆ for gaussian processes.
To summarize, the two proposals to estimate the common principal eigenfunctions and the eigenvalues of each
population can be described as follows. Let 0ˆi be a consistent estimator of the covariance operator of the ith population
• Proposal 1. Define the pooled operator as 0ˆ = ∑ki=1 τi0ˆi. Then, the estimators of the common eigenfunction φj can be
defined as the eigenfunction φ˜j related to the jth largest eigenvalue of 0ˆ. Besides, the estimator of the jth eigenvalue of
the ith population, λij, is defined as λˆij = 〈˜φj, 0ˆiφ˜j〉.
• Proposal 2. Given initial consistent estimators of the eigenvalues λˆij define 0ˆmj as in (3.2). Then, the solution {φˆj}j≥1 of the
system (3.3) will provide estimators of the common eigenfunctions.
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3.2. Computational methods for FCPC
To compute the family of estimators defined in (3.3), we can proceed as follows. Let {αs}s≥1 be any orthonormal basis of
L2[0, 1], p = pN an increasing sequence of integers such that pN < N and define Yi,j,s = 〈αs, Xi,j〉, for 1 ≤ s ≤ p. When
αs = φs the covariance matrices, 6i, of Yi,1 =
(
Yi,1,1, . . . , Yi,1,p
)t satisfy a cpc model since they are diagonal. However,
since the eigenfunctions are our target, we have to consider a known orthonormal basis of L2[0, 1], such as the Fourier basis.
In this case, 6i can be approximated (through an order p truncation) by symmetric and nonnegative definite commutable
matrices with common eigenvectors βj =
(〈α1, φj〉, . . . , 〈αp, φj〉)t. In order to obtain a solution φˆj of (3.3), we will use
the solution βˆj = (βˆj1, . . . , βˆjp)t of (3.1) where the matrices Si are such that the (m, s)-component of Si equals 〈αm, 0ˆiαs〉.
Therefore, for 1 ≤ j ≤ p, a solution φˆj of (3.3) that provides estimators of the common eigenfunctions can be computed as
φˆj =∑ps=1 βˆjsαs. It is worth noticing that this is equivalent to solving (3.3) with the truncated finite expansion (of order p)
of φˆj =∑s≥1〈αs, φˆj〉αs. Note that considering as Si the sample covariance matrix of the ith finite-dimensional observations
{Yi,j}1≤j≤ni corresponds to the sample covariance operator 0ˆi,r . On the other hand, using as 0ˆi the smoothed covariance
estimators, 0ˆi,s , to construct Si is equivalent to define Yi,j through the smoothed trajectories Xi,j, h in the above description.
In a one-sample setting, the basis expansion approach to obtain the principal component estimators is discussed in
Ramsay and Silverman [5] where they argue that the number p of basis functions depends on the sample size N , on the
number of sampling points if the whole curve is not observed, on the level of smoothing imposed by using pN < N and
on how efficient the basis reproduces the behavior of the data, among others. Moreover, they recommend to use a basis
expansion of order p only to calculate more than a fairly small proportion of p eigenfunctions. A cross-validation method to
select the truncation parameter p can be developed in our setting by fixing first the number s of principal components to be
estimated. The procedure can be described as follows
• As in Ramsay and Silverman [5], we first center the data, i.e., we define X˜i,j = Xi,j − µˆi where µˆi denotes any estimator
of the mean of the ith population as the sample mean, for instance.
• For a fixed number of basis functions s < p < N , let φˆ(−(i,j))m,p , 1 ≤ m ≤ s, be the estimators of the common directions
computed without the jth observation of the ith sample.
• Define X⊥i,j(p) = X˜i,j − pi
(
X˜i,j,H(−(i,j))k (p)
)
where pi(X,H) denotes the projection of X over the closed subspace H
and H(−(i,j))k (p) stands for the linear space spanned by φˆ
(−(i,j))
1,p , . . . , φˆ
(−(i,j))
s,p . Note that in our situation, we have that
〈φˆs, φˆj〉 = δsj.
• Minimize the cross-validation scores CVk(p) =∑ki=1∑nij=1 ‖X⊥i,j(p)‖2.
If smoothed trajectories are considered, the minimization procedure involve both parameters p and h and it can be
performed similarly to the proposals given by He, Müller and Wang [16] in functional canonical correlation analysis or
by Kayano and Konishi [17] in functional principal component analysis. The advantage of this selection procedure is that it
is fully data driven. However, as it is well known in the one population setting, cross-validation may lead to unstable results
and it is computationally expensive. Therefore, more research is needed in this direction in order to obtain more stable and
faster data-driven procedures.
3.3. Estimators of the proportionality constants under a proportional model
Under a proportionality model 0i = ρi01, 2 ≤ i ≤ k, ρ1 = 1 and so, ‖0i‖2F =
∑∞
j=1 λ
2
ij = ρ2i ‖01‖2F . Therefore, if
‖01‖2F 6= 0, we can define estimators of the proportionality constants ρi as
ρˆ2i =
‖0ˆi‖2F
‖0ˆ1‖2F
, (3.4)
where 0ˆi, 1 ≤ i ≤ k, are consistent estimators of the covariance operators,0i. Estimators {˜φj} of the common eigenfunctions
{φj} can be obtained as in Section 3.1 while, the eigenvalues of the first population, {λj}, can be estimated through λˆj =
〈˜φj, 0ˆ1φ˜j〉.
Moreover, as in the finite-dimensional case, one candefine a new family of estimators ofλj. This family allows to construct
estimators of the ratio λj/λ1 more efficient than the previous one, for gaussian processes. Let λˆij = 〈˜φj, 0ˆiφ˜j〉 and let ρˆi be
defined as in (3.4), then, the eigenvalue estimators for the first population, λˆj, are defined as
λˆj =
k∑
i=1
τi
ρˆi
λˆij 1 ≤ j. (3.5)
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4. Asymptotic properties of the eigenfunction and eigenvalue estimators under a FCPC model
4.1. Asymptotic distribution of Proposal 1
It is clear that consistency of each population covariance operator estimator ensures consistency of the pooled one. On the
other hand, since the samples of the different populations are independent it is easy to derive the asymptotic distribution
of the pooled operator estimator. Moreover, if 0ˆi is a consistent asymptotically normally distributed estimator of the ith
population covariance operator and φ˜j is the eigenfunction related to the j-largest eigenvalue νˆj of 0ˆ =∑ki=1 τi0ˆi, then, the
results in Section 2.1 of Dauxois, Pousse and Romain [7], allow to obtain the asymptotic distribution of the estimators of the
common eigenfunctions. In particular, we obtain the following result (see, Boente, Rodriguez and Sued [18], for details).
Proposition 4.1.1. Let us assume that 0ˆi is the raw empirical operator, 0ˆi,r , defined in (2.1), that E(‖Xi,1‖4) <∞, for 1 ≤ i ≤ k,
and that A1 and A2 hold. For each eigenfunction φj of 0 related to the eigenvalue νj =∑ki=1 τiλij with multiplicity one, we have
that
(a)
√
N (˜φj − φj, φj) p−→ 0
(b) For any j 6= m√N 〈˜φj − φj, φm〉 → N (0, σ 2mj) with
σ 2jm =
{
k∑
i=1
τi(λij − λim)
}−2 k∑
i=1
τiλimλijE[f 2imf 2ij ].
Moreover, if Xi,1 are gaussian processes, for all 1 ≤ i ≤ k, we get that
σ 2jm =
{
k∑
i=1
τi(λij − λim)
}−2 k∑
i=1
τiλimλij. (4.1)
Remark 4.1.1. As shown in Boente and Fraiman [15], if we choose 0ˆi as the smoothed empirical operators defined in (2.2),
then the same result holds under mild smoothness conditions on the covariance functions, if the bandwidth parameters for
each population, hni , satisfy that nihni → 0.
The following Theorem provides the asymptotic behavior of the eigenvalue estimators under mild conditions on the
eigenfunction estimators. It can be used to derive the asymptotic normality of the eigenvalue estimators when using, either
Proposal 1 or Proposal 2 to estimate the eigenfunctions.
Theorem 4.1.1. Let 0ˆi be an estimator of the covariance operator of the ith population such that
√
ni(0ˆi − 0i) D−→ Ui, where
Ui is zero mean gaussian random element of F with covariance operator ϒi. Let φ˜j be consistent estimators of the common
eigenfunctions such that
√
N
(
φ˜j − φj
) = Op(1) and define estimators of λij as λˆij = 〈˜φj, 0ˆiφ˜j〉. For any fixed m, denote 3ˆ(m)i ={√
ni
(
λˆij − λij
)}
1≤j≤m
. Then,
(a) For each 1 ≤ i ≤ k,√ni
(
λˆij − λij
)
has the same asymptotic distribution as
√
ni
(
〈φj, 0ˆiφj〉 − λij
)
.
(b) For any m fixed, 3ˆ
(m)
1 , . . . , 3ˆ
(m)
k are asymptotically independent.
(c) If, in addition, the covariance operator ϒi of Ui is given by
ϒi =
∑
m,r,o,p
simsir siosipE[fimfir fiofip]φm ⊗ φr⊗˜φo ⊗ φp −
∑
m,r
λimλir φm ⊗ φm⊗˜φr ⊗ φr (4.2)
then, 3ˆ
(m)
i is jointly asymptotically normally distributed with zero mean and covariance matrix C
(i,m) such that C(i,m)jj =
λ2ij
[
E
(
f 4ij
)− 1] and C(i,m)js = λijλis [E (f 2ij f 2is )− 1], that is, the asymptotic variance of √ni (λˆij − λij) is given by
λ2ij
[
E
(
f 4ij
)− 1] and the asymptotic correlations are given by
E
(
f 2ij f
2
is
)− 1[
E
(
f 4ij
)− 1] 12 [E (f 4is )− 1] 12 .
Moreover, in the normal case, we get that the components of 3ˆ
(m)
i are asymptotically independent with asymptotic variances
2λ2ij.
470 G. Boente et al. / Journal of Multivariate Analysis 101 (2010) 464–475
Remark 4.1.2. When all the populations have a gaussian distribution, Theorem 4.1.1 provide an expression for the
asymptotic variance of the estimators that is related to that given in the finite-dimensional setting. A more general
framework in which an analogous statement can be given, is when all the populations have the same distribution except
for changes in the location parameter and the covariance operators. To be more precise, assume that the processes Xi,1(t),
1 ≤ i ≤ k can be written as
Xi,1 = µi +
∞∑
j=1
λ
1
2
ij fij φj
with λi1 ≥ λi2 ≥ · · · ≥ 0 and fij random variables such that E(fij) = 0, E(f 2ij ) = 1, E(fij fis) = 0 for j 6= s. Moreover, assume
that for any j, fij and f1j have the same distribution. In this case, the asymptotic variance of
√
N〈φˆj − φj, φm〉 reduces to
σ 2jm = E
(
f 21mf
2
1j
) { k∑
i=1
τi(λij − λim)
}−2 k∑
i=1
τiλimλij,
that is, it is proportional to that obtained for gaussian processes. Similarly, the asymptotic variance of
√
ni
(
λˆij − λij
)
is given
by λ2ij
[
E
(
f 41j
)− 1] and the asymptotic correlations are the same for all populations.
It is worth noticing that, if the process is a gaussian process, E(f 4ij ) = 3 and so there is no need to estimate this quantity
when seeking for confidence intervals or hypothesis testing. Under a more general framework, the expectations appearing
in the previous expressions for the asymptotic variances, i.e., E(f 4ij ) and E
(
f 21mf
2
1j
)
can easily be estimated using consistent
estimators of the eigenvalues and eigenfunctions and the fact that 〈Xi,1, φj〉2 = λijf 2ij .
4.2. Asymptotic properties of Proposal 2
In this section we will study the asymptotic behavior of the second proposal given in Section 3.1. We will show that a
better efficiency is attained if Xi,1(t) are gaussian random functions.
Denote 0mj =∑ki=1 τi [(λij − λim) / (λimλij)]0i and denote φ?j any solution of{
δmj = 〈φ?m, φ?j 〉
0 = 〈φ?m,0mjφ?j 〉 1 ≤ j < m. (4.3)
It is easy to see that if the covariance operators satisfy a fcpcmodel, then φj satisfies (4.3). Moreover, in Boente, Rodriguez
and Sued [18] the consistency of the estimators defined through (3.3) is derived under mild conditions.
The following result states the asymptotic behavior of the coordinates {〈φˆj, φs〉 : s ≥ 1} of the common eigenfunctions
estimators φˆj defined through Proposal 2 that will allow to establish the claimed improvement in efficiency for gaussian
processes.
Theorem 4.2.1. Let 0ˆi be an estimator of the covariance operator of the ith population such that
√
ni(0ˆi−0i) D−→ Ui, whereUi
is zero mean gaussian random element of F with covariance operator ϒi given by (4.2). Moreover, let λˆij be consistent estimators
of the eigenvalues of the ith population λij and φˆj consistent estimators of the common eigenfunctions φj, solution of (3.3) and
denote gˆj =
√
N
(
φˆj − φj
)
. Assume A1,A2 and that λi` > 0, for all 1 ≤ i ≤ k. If, in addition, for any j ≤ `, m ≤ `, the following
two conditions hold
(i) 〈gˆj, φˆm − φm〉 = op(1)
(ii) the operators 0i have finite rank `, for all 1 ≤ i ≤ k, or 〈gˆj,0i
(
φˆm − φm
)
〉 = op(1)
then, for any j ≤ `, m ≤ `, m 6= j we have that
(a) 〈gˆm, φj〉 has the same asymptotic distribution as−〈gˆj, φm〉.
(b) For j < m, 〈gˆj, φm〉 D−→ N (0, θ2jm), where
θ2jm =
k∑
i=1
τi
(λim−λij)2
λimλij
E
(
f 2imf
2
ij
)
{
k∑
i=1
τi
(λim−λij)2
λimλij
}2 . (4.4)
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Remark 4.2.1. Note that in the gaussian case, we get E
(
f 2imf
2
ij
) = 1 and so the asymptotic variance of coordinates of the
common eigenfunction estimates, defined through Proposal 2, reduces to
θ2jm =
{
k∑
i=1
τi
(λim − λij)2
λimλij
}−1
.
On the other hand, the common eigenfunction estimates, defined through Proposal 1, have asymptotic variances σ 2jm given
by (4.1). Since θ2jm ≤ σ 2jm, we obtain that the estimates of Proposal 2 are more efficient that those of Proposal 1 for gaussian
processes.
Note that if we relax the gaussian distribution assumption by requiring, as in Remark 4.1.2, that fij and f1j have the same
distribution, for all j, then, the same conclusion holds.
Remark 4.2.2. It is worth noticing that, under a proportional model, the eigenvalues of each population can be estimated
as ρˆiλˆj, where ρˆ1 = 1 and ρˆi and λˆj are defined in (3.4) and (3.5), respectively. Moreover, the eigenfunction estimators,
φˆj, defined in Proposal 2 through (3.3), can be defined using as consistent estimators of the eigenvalues λ˜ij = ρˆiλˆj.
With this choice, φˆj are eigenfunctions of the operator 0˜ = ∑ki=1(τi/ρˆi)0ˆi, since the operator 0ˆmj defined in (3.2) equals
(λˆj − λˆm)/(λˆmλˆj)˜0. Note that 0˜ is a consistent estimator of 01. The root-n consistency of the proportionality constants and
the asymptotic normality of the covariance operators entail that the estimators φˆj are root-n consistent and so conditions
(i) and (ii) in Theorem 4.2.1 hold. Besides, Theorem 4.2.1 allows to obtain the asymptotic distribution of the eigenfunction
estimators φˆj without computing that of 0˜. Indeed, in the gaussian case, we will have that θ2jm = λjλm/
(
λj − λm
)2 while
σ 2jm = θ2jm
∑k
i=1 τiρ
2
i
(∑k
i=1 τiρi
)−2 ≥ θ2jm. Furthermore, σ 2jm = θ2jm if and only if ρi = 1 for all i, that is, for gaussian
processes with covariance operators satisfying a proportional model, the eigenfunctions estimators defined in Proposal 1
are as efficient as those given in Proposal 2 if and only if all the populations have the same covariance operator.
4.3. Asymptotic distribution of the proportionality constants
Strong consistency of the proportionality constants follows easily from the continuity of the norm ‖ · ‖F and the
consistency of the covariance estimators of each population. The following Theorem states the asymptotic distribution of
the proportionality constants.
Theorem 4.3.1. Let Xi,1(t), . . . , Xi,ni(t) be independent observations from k independent samples of smooth random functions in
L2[0, 1] with gaussian distribution with mean µi and covariance operators 0i such that 0i = ρi01, 1 ≤ i ≤ k, ρ1 = 1. Let 0ˆi be
estimators of the covariance operators 0i such that
√
ni(0ˆi−0i) D−→ Ui, where Ui are independent zero mean gaussian random
elements of F with covariance operators ϒi given by (4.2). Let ρˆi be defined as in (3.4). Then, if ‖01‖F 6= 0 and we denote
by rˆi =
√
N
(
ρˆi − ρi
)
, rˆ = (rˆ2, . . . , rˆk)t, we have that rˆ is asymptotically normally distributed with zero mean and asymptotic
variances given by
asvar
(
rˆi
) = 2 ρ2i (τ1 + τi)
∑
j≥1
λ4j
‖01‖4F
2 ≤ i ≤ k. (4.5)
Moreover, if we denote by ρ = (ρ2, . . . , ρk)t, we have that rˆ D−→ N (0k−1, B) where
B = 2
∑
j≥1
λ4j
‖01‖4F
[
1
τ1
ρρt + diag
(
ρ22
τ2
, . . . ,
ρ2k
τk
)]
.
It is worth noticing that
∑
j≥1 λ
4
j = ‖01 01‖2F .
It is clear that the covariance operators are proportional if and only if the ratios of their eigenvalues are the same for all
the populations. Thus, as in the multivariate setting, one may be interested in the relative size of the eigenvalues instead of
their absolute values. The following result gives the asymptotic distribution of the estimators of the ratio λj/λ1.
Theorem 4.3.2. Let Xi,1(t), . . . , Xi,ni(t) be independent observations from k independent samples of smooth random functions
in L2[0, 1] with mean µi and covariance operators 0i such that 0i = ρi01, 1 ≤ i ≤ k, ρ1 = 1. Let 0ˆi be estimators of the
covariance operators 0i such that
√
ni(0ˆi − 0i) D−→ Ui, where Ui are independent zero mean gaussian random elements of F
with covariance operators ϒi given by (4.2). Let ρˆi consistent estimators of the proportionality constants ρi and λˆj be defined as
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in (3.5) where λˆij = 〈˜φj, 0ˆiφ˜j〉 with
√
N
(
φ˜j − φj
) = Op(1). Denote by ψˆj = √N (λˆj/λˆ1 − λj/λ1) and for any fixed p ≥ 2,
let ψˆ =
(
ψˆ2, . . . , ψˆp
)t
. Then, we have that ψˆ is asymptotically normally distributed with zero mean and asymptotic variances
given by
asvar
(
ψˆj
)
= λ
2
j
λ21
k∑
i=1
τivar
(
f 2ij − f 2i1
)
2 ≤ j ≤ p
ascov
(
ψˆj, ψˆm
)
= λjλm
λ21
k∑
i=1
τi
[
E
(
f 2ij f
2
im
)− E (f 2i1f 2im)− E (f 2ij f 2i1)+ E (f 4i1)]
for 2 ≤ j < m ≤ p.
Remark 4.3.1. Note that if the process is gaussian, the asymptotic variance of ψˆj =
√
N
(
λˆj/λˆ1 − λj/λ1
)
reduces to σ 2j =
4λ2j /λ
2
1 while the correlations are 1/2 as in the finite-dimensional case. Moreover, these ratio estimators are more efficient
than those obtained by considering as eigenvalue estimators 〈˜φj, 0ˆ1φ˜j〉.
Theorem 4.3.1 can be used to test the hypothesis of equality of several covariance operators against proportionality. This
corresponds to the two first levels of similarity considered in the finite-dimensional setting by Flury [14]. Effectively, assume
that we want to test
H0 : 01 = 02 = · · · = 0k against H1 : 0i = ρi01, 2 ≤ i ≤ k and ∃i : ρi 6= 1. (4.6)
The estimators defined in Section 3.3 allow to construct a Wald statistic.
From now on, let γρ =
(
τ2
ρ2
, . . . ,
τk
ρk
)t
and denote
Cρ =
[
diag
(
τ2
ρ22
, . . . ,
τk
ρ2k
)
− γργtρ
]
.
The following result provides a test for (4.6).
Theorem 4.3.3. Let Xi,1(t), . . . , Xi,ni(t) be independent observations from k independent samples of smooth random functions
in L2[0, 1]with gaussian distribution with meanµi and covariance operators 0i such that 0i = ρi01, 1 ≤ i ≤ k, ρ1 = 1. Assume
that we want to test (4.6) and that ‖01‖F 6= 0.
Let 0ˆi be estimators of the covariance operators0i such that
√
ni(0ˆi−0i) D−→ Ui, whereUi are independent zero mean gaussian
random elements of F with covariance operators ϒi given by (4.2). Let ρˆi be defined as in (3.4), ρˆ =
(
ρˆ2, . . . , ρˆk
)t and T be
defined as
T = √N (ρˆ− 1k−1)t Cˆ (ρˆ− 1k−1) ‖0ˆ1‖4F
2‖0ˆ10ˆ1‖2F
,
where Cˆ = Cρˆ and 1k is the kth-dimensional vector with all its components equal to 1. Then,
(a) Under H0, T
D−→ χ2k−1.
(b) Under H1,a : 0i =
(
1+ aiN− 12
)
01, we have that T
D−→ χ2k−1(θ) with
θ = atC1k−1a
‖01‖4F
2‖0101‖2F
=
 p∑
i=2
τi a2i −
(
p∑
i=2
τi ai
)2 ‖01‖4F
2‖0101‖2F
.
Therefore, a test, with asymptotic level α, rejects the null hypothesis when
T > χ2k−1,1−α,
with P
(
χ2k−1 > χ
2
k−1,1−α
) = α.
If the covariance operators are proportional the above testing procedure allows us to decide if the equality holds. If it
does not, a modified discriminating rule using estimators of the proportional constants needs to be considered.
In some situations it can be of interest to test proportionality against a fcpcmodel. A reduced null hypothesis H0,propp :
λij = ρiλ1j, 1 ≤ j ≤ p, 2 ≤ i ≤ k against Hfcpc : 0i satisfy a fcpcmodel, is considered in Boente, Rodriguez and Sued [18].
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Appendix
Proof of Theorem 4.1.1. The proof of (b) follows easily from (a). The proof of (a) can be derived using analogous arguments
to those considered in Flury [19] for the maximum likelihood estimates. Effectively, the consistency of φ˜j entails that√
ni〈˜φj, (0ˆi−0i)˜φj〉 and√ni〈φj, (0ˆi−0i)φj〉 have the same the asymptotic distribution and so, the proof will be completed
if we show that
√
ni
[〈˜φj,0iφ˜j〉 − 〈φj,0iφj〉] p−→ 0.
Since 〈˜φj, φ˜j〉 = 1 and√ni(˜φj−φj) is bounded in probability, using that 〈φj, φ˜j−φj〉 = −(1/2)〈˜φj−φj, φ˜j−φj〉, we get
easily that
√
ni〈φj, φ˜j − φj〉 p−→ 0. On the other hand, we have that
√
ni
(〈˜φj,0iφ˜j〉 − 〈φj,0iφj〉) = U1ni + U2ni + U3ni
where
U1ni =
√
ni
〈˜
φj − φj,0i
(
φ˜j − φj
)〉
U2ni =
√
ni〈˜φj − φj,0iφj〉
U3ni =
√
ni
〈
φj,0i
(
φ˜j − φj
)〉
.
Using that
√
N
(
φ˜j − φj
) = Op(1), we obtain that U1ni p−→ 0. Besides, U2ni + U3ni = 2λij√ni〈φj, φ˜j − φj〉 p−→ 0 concluding
the proof of (a).
(c) As in (a) we have that
{√
ni
(
λˆij − λij
)}
1≤j≤p
has the same asymptotic distribution as
{
〈φj,√ni(0ˆi − 0i)φj〉
}
1≤j≤p
. Using
that
√
ni(0ˆi − 0i) D−→ Ui, we get that 3ˆ(p)i D−→
(〈φ1,Uiφ1〉, . . . , 〈φp,Uiφp〉) which is a zero mean normally distributed
random vector. The expression for its covariance matrix, follows easily using (4.2). 
Proof of Theorem 4.2.1. Denote by Zˆi =
√
N
(
0ˆi − 0i
)
. Then, we have that 0ˆi = N− 12 Zˆi + 0i and φˆj = N− 12 gˆj + φj.
Replacing in the first equation of (3.3), we get that N1/2〈φˆj−φj, φˆm−φm〉+〈gˆj, φm〉+〈gˆm, φj〉 = 0, for allm, j. On the other
hand, replacing in Eq. (3.3), we get that for j 6= m{〈gˆj, φm〉 + 〈gˆm, φj〉 = −cˆmj,
aˆmj〈gˆm, φj〉 + bˆmj〈gˆj, φm〉 = −˜umj − Rˆmj, (A.1)
where
cˆmj = N1/2〈φˆj − φj, φˆm − φm〉, aˆmj =
k∑
i=1
τi
λˆij − λˆim
λˆimλˆij
λij
bˆmj =
k∑
i=1
τi
λˆij − λˆim
λˆimλˆij
λim, u˜mj =
k∑
i=1
τi
λˆij − λˆim
λˆimλˆij
〈φˆm, Zˆiφˆj〉 for j < m
Rˆmj =
k∑
i=1
τi
λˆij − λˆim
λˆimλˆij
〈gˆm,0i(φˆj − φj)〉.
Let us restrict the system of equations (A.1) only to those indexes with 1 ≤ j < m ≤ `. Therefore, it can be written as the
linear system Bˆ` Gˆ = Wˆ, where Bˆ` is a matrix and Gˆ = 〈gˆj, φm〉1≤j<m≤`.
If 〈gˆj, φˆm − φm〉 = op(1) and
〈
gˆj,0i
(
φˆm − φm
)〉
= op(1), we have that cˆmj p−→ 0 and Rˆmj p−→ 0 which entails (a).
Moreover, the weak consistency of the eigenvalue estimators guarantees that aˆmj
p−→ amj and bˆmj p−→ bmj, where
amj =
k∑
i=1
τi
λij − λim
λim
and bmj =
k∑
i=1
τi
λij − λim
λij
andhence, convergence in probability of thematrix Bˆ` to amatrixB`. Furthermore, the assumptionsmade on the eigenvalues
λij guarantee that B` is nonsingular.
474 G. Boente et al. / Journal of Multivariate Analysis 101 (2010) 464–475
Using that Zˆi
D−→ Ui for each i, we get that (˜umj)1≤j<m≤` is asymptotically normally distributed, i.e., (˜umj)1≤j<m≤` D−→ u
where u is a gaussian vector with zero mean, zero correlations and the variance of umj is given by
k∑
i=1
τi
(
λim − λij
)2
λimλij
E
(
f 2imf
2
ij
)
.
Therefore, Wˆ D−→ W, a random vector with its first s(s + 1) rows equal to 0 and the last ones equal to u implying that
Gˆ D−→ B−1p W and so (gˆj, φm) D−→ N (0, θ2jm), with θ2jm defined in (4.4).
When 〈gˆj, φˆm − φm〉 = op(1) and the operators 0i have finite rank `, for all 1 ≤ i ≤ k, the proof follows similarly by
noticing that Rˆmj =∑ki=1 τi λˆij−λˆimλˆimλˆij ∑`s=1 λis〈gˆm, φs〉〈φs, φˆj − φj〉. Therefore, the system of equations (A.1) can be written as
〈gˆj, φm〉 + 〈gˆm, φj〉 = −cˆmj,
aˆmj〈gˆm, φj〉 + bˆmj〈gˆj, φm〉 +
k∑
i=1
τi
λˆij − λˆim
λˆimλˆij
∑`
s=1
λis〈φs, φˆj − φj〉 〈gˆm, φs〉 = −˜umj,
and the proof follows as above. 
In order to prove Theorem 4.3.1, we will need the following Lemma whose proof is straightforward, details can be found
in Boente, Rodriguez and Sued [18].
Lemma 1. Let X1 . . . Xn be independent random elements L2([0, 1])with covariance operator 0. Denote by λj the eigenvalues of
0. Let 0ˆ be an estimator of the covariance operator 0 such that
√
n(0ˆ − 0) D−→ U, where U is a zero mean gaussian random
element of F with covariance operator ϒ, given by
ϒ =
∑
m,r,o,p
smsr sospE
(
fmfr fofp
)
φm ⊗ φr⊗˜φo ⊗ φp −
∑
m,r
λmλr φm ⊗ φm⊗˜φr ⊗ φr
and s2m = λm. Then, we have that
√
n(‖0ˆ‖2F − ‖0‖2F ) D−→ 2(U,0)F = 2Y , where Y is a zero mean normal random variable
with variance given by
σ 2Y =
∑
m,p≥1
λ2mλ
2
pE
(
f 2mf
2
p
)− ∑
m,p≥1
λ2mλ
2
p.
Moreover, in the normal case, we get that σ 2Y = 2
∑
j≥1 λ
4
j .
Proof of Theorem 4.3.1. Denote by Tˆi =
√
N(‖0ˆi‖2F − ‖0i‖2F ). Then, using Lemma 1, we get that Tˆi D−→ Ti ∼ N (0, σ 2i )
where σ 2i = 8ρ4i
∑
j≥1 λ
4
j /τi and T1, . . . , Tk are independent. It is easy to see that, for 2 ≤ i ≤ k,
rˆi = 12 ρi‖01‖2F
(
Tˆi − ρ2i Tˆ1
)
+ op(1)
and so the asymptotic distribution of rˆ is the distribution of (Z2, . . . , Zk)t with Zi =
(
Ti − ρ2i T1
)
/
(
2 ρi‖01‖2F
)
. The proof
follows now easily from the fact that Ti are independent and normally distributed. 
Proof of Theorem 4.3.2. The consistency of the eigenvalue estimators entails that itwill be enough to obtain the asymptotic
distribution of
√
N
(
λˆjλ1 − λjλˆ1
)
.
From the proof of Theorem 4.1.1, we have that
√
ni
(
λˆij − λij
)
= tˆij+ rij, where rij p−→ 0 and tˆij = 〈φj,√ni
(
0ˆi − 0i
)
φj〉
is asymptotically normally distributed. Therefore, using that ρˆi
p−→ ρi and that tˆij are bounded in probability, we have the
following expansion
λˆj = λj
k∑
i=1
τi ρi
ρˆi
+ 1√
N
k∑
i=1
√
τi
ρi
tˆij + 1√
N
Rj
with Rj
p−→ 0. Hence,
√
N
(
λˆjλ1 − λjλˆ1
)
=
k∑
i=1
√
τi
ρi
(
λ1 tˆij − λj tˆi1
)+ op(1).
Now, the result follows easily using that tˆi =
(
tˆi1, . . . , tˆip
)
are asymptotically independent and asymptotically normally
distributed with variances and covariances given in Theorem 4.1.1(c). 
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Proof of Theorem 4.3.3. The proof of (a) follows immediately from Theorem 4.3.1. As in Theorem 4.3.1 denote rˆi =√
N
(
ρˆi − 1k−1
)
and rˆ = (rˆ2, . . . , rˆk)t. The proof of (b) follows immediately from the fact that, when 0i = 0i,N =(
1+ aiN− 12
)
01, Cˆ
p−→ C1k−1 and rˆ D−→ N(a,D)with D = 2‖0101‖2F
[
1k−11tk−1/τ1 + diag
(
τ−12 , . . . , τ
−1
k
)]
/‖01‖4F . 
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