Abstract -To improve transparency and reduce the curse of dimensionality of non-linear black-box models, the local modelling approach was proposed. Poor transient response of Local Model networks led to the use of non-parametrical probabilistic models such as the Gaussian Process prior approach. Recently, Gaussian Process models were applied in the Minimum Variance Control. This paper introduces the use of the Gaussian Process model for Non-linear Internal Model control. The invertibility of the Gaussian Process model is discussed and the use of predicted variance is illustrated on a simulated example.
Introduction
In the past years, many approaches to the modelling of the non-linear systems using Neural Network [Narendra and Parthasarathy, 1990 ] and fuzzy models [Takagi and Sugeno, 1985] have been proposed. The difficulties associated with this black-box modelling approaches are mainly related to the curse of dimensionality and lack of transparency of the global model. The local modelling approach [Murray-Smith and (Eds.) , 1997] has been proposed to increase transparency as well as reduce the curse of dimensionality. Difficulties related to partitioning of the operating space, structure determination, local model identification and off-equilibrium dynamics are the main drawbacks of the local modelling techniques. To improve the off-equilibrium behavior, the use of non-parametrical probabilistic models, such as Gaussian Processes priors was proposed in [R. Murray-Smith and Shorten, 1999] . The ability to make a robust estimation in the transient region, where only a limited number of data points is available, is the main advantage of the Gaussian process in comparison to Local Models network. Gaussian Process prior approach was introduced in [O'Hagan, 1978] and revised in [Williams, 1998] . Recently it was adopted by the Neural Network and machine learning community. Gaussian Process models provide prediction as well as variance of the predicted output. This variance can be interpreted as a level of confidence of the prediction, which is a main advantage of this approach in comparison to Neural Network or fuzzy models. Gaussian Processes have been introduced to control applications in [Leith et al., 2001] , where the controller scheduling variable was estimated from the Input/Output measured data. In [Murray-Smith and Sbarbaro, 2002] , Minimum Variance Control using the Gaussian Process model has been proposed. This paper introduces the use of Gaussian Process models for Non-linear Internal Model Control. Internal Model Control is one of the common used model-based techniques for the control of the non-linear systems. In this strategy the controller is chosen to be an inverse of the model. Many different approaches to Internal Model Control have been proposed. The main difference in approaches is in the choice of type of internal model and its inverse. An analytical inverse of the non-linear model, based on the physical understanding of the system, was proposed in [Economou et al., 1986] . Also an analytical inverse of the local model network was shown in [Brown et al., 1997] and a numerical inverse, based on the of the Neural Network was utilized in [Nahas et al., 1992] .
Gaussian Process model for the Internal Model Control is introduced in this paper. Use of the predicted variance is proposed to extend the Non-linear Internal Model Control structure. A simulated example was used to illustrate the benefits of the proposed technique.
Gaussian Processes
Any finite set of random variables, which have a joint Gaussian distribution is a Gaussian Process. Consider some noisy input/output set of data D. The full matrix Φ N of N ddimensional input vectors is constructed as follows:
Scalar outputs are arranged in the output vector y N :
The aim is to construct the model, and then at some new input vector:
find the distribution of the corresponding output y(N + 1). A general model for the set of data can be written as:
where y(k) is a noisy output, y nf is the modelling function which produces noise free output from the input vector u(k) and η(k) is additive noise. The prior over the space of possible functions to model the data can be defined as P (y nf |α ), where α is some set of hyperparameters. Also a prior over the noise P η β can be defined, where η is the vector of noise values η = [η(1), η(2), . . . , η(k), . . . , η(N )] and β is set of hyperparameters. The probability of the data given hyperparameters α and β can be written as:
Define the matrix:
The conditional distribution of y N +1 can then be written as:
This conditional distribution can be used to make a prediction about y(N + 1). The integral in the equation (5) is complicated. Some of the standard approaches to solving such problems are revived in [Gibbs, 1997] . Assuming that additive noise is Gaussian, the approach based on Gaussian process priors gives an exact analytic form of equation (5), and facilitates matrix manipulations. The Gaussian process is fully represented by its mean and covariance function C(·) which produces the covariance matrix C. In this paper, a zero-mean distribution is assumed:
Obviously not all data can be modelled as a zero-mean process. If the data is properly scaled and detrended, then this assumption is correct. A prediction at point y(N + 1) can be made using the conditional distribution [Gibbs, 1997] , which for Gaussian process is also Gaussian [Williams, 1998] .
, where :
, of size 1 × N are the covariance matrices and ν is a scalar, constructed as follows:
C(·) is the covariance function of the inputs only. Any choice of the covariance function, which will generate a non-negative definite covariance matrix for any set of input points, can be chosen [Williams and Rasmussen, 1996] , which offers the ability to include the prior knowledge in the model. The covariance function (10) used in this paper was derived from a Fixed Radial Basis Functions Network, where the centers of the basis function were placed on each data point.
where
T is the vector of hyperparameters and d is the dimension of the input space. The effect of the hyperparameters on the covariance function is discussed in section 2.1. To be able to make a prediction, using equation (8), the hyperparameters have to be provided either as prior knowledge, or trained from the training data. One of the possible techniques is maximizing of the likelihood of the training data by the given covariance function [Gibbs, 1997] , [Williams and Rasmussen, 1996] .
Introduction to Gaussian Process Modelling of Dynamic Processes
Consider a first order discrete dynamic system described by the non-linear function:
where u(k) and y(k) are the input and the output of the system, y(k + 1) is the one-step ahead predicted output and η(k) is white noise. To model the system using a Gaussian Process model, the dimension of the input space should be selected. The problem is similar to the structure selection of an ARX model [Ljung, 1999] . Since the system presented in equation (11) has order one, the input space is going to be two dimensional. One present input and output are required to make a one-step ahead prediction of the first order system. The selection of the input space is discussed in [Gregorčič and Lightbody, 2002] . The system was simulated to generate representative data. A Gaussian process model was trained as a one-step ahead prediction model. The training data points were arranged as follows: The noise variance was 0.01 and the sampling time was 0.1 sec. The training data is shown in Fig. 1 . The Maximum Likelihood framework was used to determine the hyperparameters. The conjugate gradient optimisation algorithm with random restarts was used to search for their optimal values. The following set of hyperparameters was found: 0.1971, 0.1796, 1.6931, 0 .0104] T . Hyperparameters w 1 and w 2 allow a weight for each input dimension. In this case w 1 and w 2 are close together, which means that input u(k) and y(k) have equal weight in the prediction. The hyperparameter w 0 gives the overall scale of the local correlation. w η is the estimated variance of the noise. It was assumed, that the added noise η(k) was white. If noise is correlated then the covariance function (10) can be modified as shown in [Murray-Smith and Girard, 2001] . A more detailed description of the role of the hyperparameters can be found in [Gibbs, 1997] and [Williams and Rasmussen, 1996] . This Gaussian process model was then tested on a validation data set. Fig. 2 shows the input u(k), true noise free output and the predictionŷ(k + 1). In the range of operating space, where the model was trained (white region), the predicted output fits well to the true output. As soon as the input moves away from the well modelled region, the prediction does not fit to the true output. In the time interval between 8 and 11 seconds, the system was driven well into an untrained region of the operating space. The shaded band around the the prediction presents the confidence level of the the predicted mean. The wider confidence bar in this region indicate that the model is less certain about its prediction. Gaussian Process approach for modelling of non-linear systems from data is simple and straightforward. The main drawback is its computation cost. Since the prediction of the model output requires inversion of the covariance matrix C N , size N × N , the use of the Gaussian processes model might became problematic with large amounts of data.
Gaussian Process Model for the Internal Model Control
When the model is available, the Internal Model Control strategy is one of the widely used approaches for control of the non-linear systems. A general representation is shown in Fig. 3 . It was shown, that with the perfect model, stability of closed-loop system is assured, if the plant and the controller are stable. If the controller is chosen as the inverse of the model, the perfect control can be archived [Economou et al., 1986] . The filter in the loop defines desired closed-loop behavior of the closed-loop system and balance robustness to the model mismatch. When the system is modelled using the covariance function (10), the model the analytic inverse of the Gaussian Process model can not be found. Instead of calculating the exact inverse, a numerical approach such as successive approximation of NewtonRaphson [Nahas et al., 1992] , can be used to find the control effort to solve the following equation:
Unconstrained Internal Model Control
As an example, consider the first order non-linear system:
The gain and time constant of the system change with the operating point. Fig. 4 shows the open-loop system response at different operating points. Simulation was used to generate 582 Input/Output training data points spanning the operating space. The sampling time was 0.5 seconds and the noise variance was set to 10 −4 . The Gaussian Process model was trained as a one-step ahead prediction model. Since the Internal Model Control strategy requires a parallel model, the trained one-step ahead prediction model was then utilised as seen in Fig. 5 . This Gaussian Process model was then included in the Internal Model Control structure and the numerical inverse of the equation (13) was found every sample time. As seen in Fig. 6 , the Internal Model Control works well when the control input and output of the system are in the region where the model was trained. As soon as the system moves away from the well modelled region, equation (13) does not have a solution which means that control input u in the left side of the equation (13) can not be found to force the right side of equation (13) to zero. The value which drives equation (13) closest to zero is applied instead. This incorrect control input might drive the output of the model even further away from the well modelled operating space. This behavior which can drive the closed-loop system to the point of instability, can be seen in Fig. 6 in the region after 60 seconds, where the model output does not follow the system output. Variance of the prediction, in this case, increases significantly. 
Variance-constrained Inverse of Gaussian Process Model
Since the poor closed-loop response is a result of the the model being driven outside its trained region, which is governed by control input, the naive approach would be to constrain the control input. It could happen however that the operating space is not fully represented within the training data set. When the system is driven in this untrained portion of the operating space, the model will no longer represent the system well and the initial constraints of the control signal might not be relevant. However, the increase of the predicted variance will indicate, that prediction is not confident any more. This increase of variance, can be used as a constraint in the optimisation algorithm utilised to solve equation (13). The concept is shown in Fig. 7 . The aim is to optimise the control effort, so that the variance does not increase above its predefined limit. A variance constraint should be defined by the designer and in general it can be a function of some schedule variable. In this paper, the variance constraint is set to be a constant value. Constrained nonlinear programming with random restarts was used to optimise the control effort. In this example the variance was constrained to 4 × 10 −6 . As seen in the Fig. 8 , the closed loop-response has been improved. Obviously, instead of constraining the instantaneous variance 1 , the optimisation over the predicted horizon would give the smoother response. To achieve this goal, the propagation of the uncertainty for the Gaussian Process model has to be developed. This is one of the main research topics in the machine learning community [Girard et al., 2002] . Uncertainty propagation will offer the ability to improve and extend the ideas presented in this paper to Model Predictive Control and Minimum Variance Control based on Gaussian Process models. 
Conclusions
The formulation of the Gaussian process model for the modelling of non-linear systems from data was explained. The modelling procedure is elegant and simple. The user has to specify the dimension of the input space and process the data through the Gaussian Processes machinery. Since a relatively small amount of data is required and a parsimonious set of hyperparameters have to be trained, the Gaussian Process prior approach has proved to be a robust regression technique. It was shown on a simulated example, that information about the predicted variance can be seen as a level of confidence in the prediction. This information can then be used to detect that the operating point has strayed from the well modelled region. The main disadvantage of the Gaussian Processes modelling approach is its high computation cost.
A novel approach for the use of the prediction variance in Internal Model Control, based in the Gaussian Process prior model was proposed in this paper. The control effort was optimised, so that the variance does not increase above a predefined limit.
The invertibility of a Gaussian Process model was discussed. It was shown, that analytic inverse of the model depends of the choice of covariance function. When the most common covariance function for non-linear system modelling is applied, the analytical inverse can not be found and a numerical inverse must be used instead. Part of the future work will focus on investigation of the form of covariance function that will produce an analytically invertible model. If achieved, this will dramatically reduce the computation cost.
Concepts presented in this paper will be extended to Model Predictive Control and Minimum Variance Control.
