Mandelbrot multiplicative cascades provide a construction of a dynamical system on a set of probability measures defined by inequalities on moments. To be more specific, beyond the first iteration, the trajectories take values in the set of fixed points of smoothing transformations (i.e., some generalized stable laws).
Then let P 1 be the set of elements of P whose first moment equals 1:
The smoothing transformation S µ associated with µ ∈ P is the mapping from P to itself so defined: If ν ∈ P, one considers 2b independent random variables, Y (0), Y (1), . . . , Y (b − 1), whose common probability distribution is ν, and W (0), W (1), . . . , W (b − 1) whose common probability distribution is µ; then S µ ν is the probability distribution of b −1 0≤j<b W (j) Y (j).
This transformation and its fixed points have been considered in several contexts, in particular by B. Mandelbrot who introduced it to construct a model for turbulence and intermittence (see [9, 10, 6, 11, 7, 4, 5] ).
In this latter case, the measure µ is in P 1 so that S µ maps P 1 into itself. It is known that the condition x log(x) µ(dx) < log b is then necessary and sufficient for the weak convergence of the sequence S n µ δ 1 (where δ 1 stands for the Dirac mass at point 1) towards a probability measure ν, which therefore is a fixed point of S µ (see [9, 10, 6, 7, 4] ). In other words, if x log(x) µ(dx) < log b and if W (w) w∈A * is a family of independent random variables whose probability distribution is µ, then the non-negative martingale
is uniformly integrable and converges to a random variable Y whose probability distribution ν belongs to P 1 and satisfies S µ ν = ν. This means that there exists b copies W (0), . . . , W (b − 1) of W and b copies Y (0), . . . , Y (b − 1) of Y such that these 2b random variables are independent and
In this case, we denote the measure ν by Tµ. It is natural to try and iterate T. But, in general this is not possible because ν = Tµ may not inherit the property x log(x) ν(dx) < log b. So, we have to find a domain stable under the action of T. This will be done by imposing conditions on moments.
Indeed, it is easily seen that the sequence (Y n ) n≥1 defined by (1) remains bounded in L 2 norm if and only if E(W 2 ) = m 2 (µ) < b, and that in this case Formula (2) yields
(since the random variables W (j) and Y (j) are independent and of expectation 1, squaring both sides of Formula
T is a transformation on the subset of P 1 defined by
If µ ∈ P b , due to (2), we can associate with each n ≥ 0 a random variable W n+1 as well as 2b independent random variables W n (0), . . . , W n (b − 1) and W n+1 (0), . . . , W n+1 (b − 1) such that
T n µ is the probability distribution of W n (k) for every k such that 0 ≤ k ≤ b−1, and T n+1 µ is the probability distribution of W n+1 and W n+1 (k) for every 0 ≤ k ≤ b − 1.
We advise the reader that if one writes Formula (4) with n − 1 instead of n, the variables W n (k) which then appear are different from the previous ones. In Mandelbrot [9, 10] , the random variable Y represents the increment between 0 and 1 of the non-decreasing continuous function h on [0, 1] obtained as the almost sure uniform limit of the sequence of non-decreasing continuous functions φ n defined by
wheret stands for the sequence of digits in the base b expansion of t (of course the ambiguity for countably many t's is harmless). In other words, for w ∈ A * , we have
where Y (w) has the same distribution as Y and is independent of the variables W (w| j ). Let us denote by F (µ) the probability distribution of the limit φ, considered as a random continuous function.
We are going to study the dynamical system (P b , T). This will lead to a description of the asymptotic behavior of T n µ, F (T n−1 µ) n≥1 as n goes to ∞.
We need some more definitions. For b ≥ 3, set
and, for t such that 1 < t < w 2 (b),
One always has w 3 (b, t) < b 2 − 1. Also set
Theorem 1 (Central limit theorem). Suppose b ≥ 3. Let µ ∈ P b , and, for n ≥ 0,
. Then
(1) The limit of (b − 1) n/2 σ n exists and is positive; so lim n→∞ T n µ = δ 1 .
(3) Suppose that there exists p > 2 such that sup
Then, if W n is a variable whose distribution is T n µ, W n − 1 σ n converges in distribution towards N (0, 1).
The probability distributions F (T n µ) weakly converges towards δ Id .
(2) Suppose that there exists p > 2 such that
(In particular, this holds if µ lies in the domain of attraction D b .) Then, if h n is a random function distributed according to F (T n−1 µ), the distribution of h n − Id σ n weakly converges towards the distribution of the unique continuous Gaussian process (X t ) t∈[0, 1] , such that X(0) = 0 and, for all j ≥ 1, the covariance matrix M j of the vector ∆(X, I w ) w∈A j is given by
In Section 4, we will give an alternate construction of this Gaussian process X: It will be obtained as the almost sure limit of an additive cascade of normal variables.
Remark 1. It would be interesting to know whether the new limit process and central limit theorems provided in this paper could be useful for modeling in any area.
Proof of Theorem 1
Throughout this section and the next one, we assume b ≥ 3.
which can be written as
are non-increasing and converge to 1 as n goes to ∞.
Proof. For n ≥ 0, we set u n = m 2 (T n µ) and v n = m 3 (T n µ) and deduce from (4) that, for all n ≥ 0, we have
if u n < b and v n < b 2 (Formula (9) is a restatement of (3), and taking cubes in Formula (4) yields
hence Formula (10)). Since 1 ≤ u 0 < b − 1, as we already saw it, Equation (9) implies that u n decreases, except in the trivial case µ = δ 1 . Moreover u n converges towards 1, the stable fixed
The conditions m 2 (µ) ≤ w 2 (b) and m 3 (µ) < w 3 b, m 2 (µ) are optimal to ensure that v 1 ≤ v 0 , and also they impose v 0 < b 2 − 1. We conclude by recursion:
Thus (v n ) n≥0 is non-increasing and 1 ≤ v n < b 2 − 1, so we deduce from (10) and the fact that u n converges to 1 that v n converges to the smallest fixed point of the
Proposition 5. There exists C > 0 such that, for µ ∈ D b and n ≥ 1, we have
Proof. We use the following simplified notations:
which yields
This accounts for the first two assertions of Theorem 1. Proving its last assertion requires a careful iteration of Formula (4) . Recall that we set Z n = W n − 1 σ n .
Equation (4) yields
If we set
then Equation (12) rewrites as
We are going to use repeatedly Formula (14). Let stand for empty word on any alphabet. Fix n > 1, define R n ( , ) = R n as well as Z n ( , ) = Z n , and write using (14)
Since we are interested in distributions only, we can take copies of these variables so that we can write
Notice that since by definition in Formula (15) the random variables of the form Z n−1 (j, w) and Z n (j, w), (j, w) ∈ A × {0, 1}, are mutually independent, and the same holds for the random variables R n (j, w) and R n−1 (j, w), (j, w) ∈ A ×{0, 1}, as well as for the random variables Z n−2 (jk, w), Z n−1 (jk, w) and Z n (jk, w), (jk, w) ∈
Then Formula (15) rewrites as
and so on. At last we get Z n = T 1,n + T 2,n , with
where ς(m) stands for the sum of the components of m. Moreover, all variables in Equation (17) are independent, and in Equation (16), the variables corresponding to the same k are independent.
For reader's convenience, we also provide a more constructive approach to obtain the previous decomposition of Z n . At first, we notice that the meaning of Equation (14) is the following: given independent variables Z n (k) and Z n+1 (k) (for 0 ≤ k < b) equidistributed with Z n and Z n+1 , if we define R n by Equation (13), then the right hand side of Equation (14) is equidistributed with Z n+1 .
Let n be fixed larger than 2. One starts with a collection Z l (w, m) 0≤l≤n, w∈A n , {0,1} n of independent random variables such that the Z l (·, ·) have the same distribution as Z l . One defines by recursion
and
Due to (14), all these new variables Z l (·.·) are equidistributed with Z l , and we get Z n ( , ) = T 1,n + T 2,n . Proposition 7. We have lim n→∞ E T 2 1,n = 0, so T 1,n converges in distribution to 0.
Proof. Set r 2 n = E R 2 n . We have
, which together with Formulae (7) and (8) implies that there exists C > 0 such that r 2 n ≤ C(b − 1) −n for all n ≥ 1. By using the independence properties of random variables in (16) as well as the triangle inequality, we obtain
(i.e., (|Z n |) n≥1 is bounded in L p ), then T 2,n converges in distribution to N (0, 1).
Proof. If Y is a positive random variable, a, p and ε are positive numbers with p > 2, we have
and this last expression converges towards 0 as n goes to ∞. But, as we have
the Lindeberg theorem yields the conclusion.
Proof of Theorem 2
We begin by the following observation: for any real function f on [0, 1], one has
where, ω(f, δ) stands for the modulus of continuity of a function f on [0, 1]
:
Proposition 9. Suppose that µ ∈ P b . If h n is a random continuous function distributed according to F (T n−1 µ), set Z n = h n − Id σ n . The probability distributions of the random continuous functions Z n , n ≥ 1, form a tight sequence.
Proof. By Theorem 7.3 of [3] , since (h n − Id)(0) = 0 almost surely for all n ≥ 1, it is enough to show that for each positive ε lim δ→0 lim sup
We first establish the following lemma.
Lemma 10. Let γ and H be two positive numbers such that 2H + γ − 1 < 0. Also let n 0 ≥ 1 be such that sup n≥n0−1 E W 2 n ≤ b γ . For j ≥ 1, n ≥ n 0 and t > 0 we have
Proof. Let j ≥ 1, w ∈ A j and n ≥ n 0 . Formula (6) shows that the increment ∆ n (w) = ∆(Z n , I w ) takes the form
Consequently,
By using the Markov inequality, the equality E Z 2 k = 1, and the fact that E W 2 n−1 ≥ 1, we obtain that each probability in the previous sum is less than
so that the sum of these probabilities is bounded by
Now, we can continue the proof of Proposition 9. Fix H, γ, and n 0 as in Lemma 10, set j δ = − log b δ, and assume that n ≥ n 0 . Due to (18) and Lemma 10, we have
Proposition 11. Suppose that µ ∈ D b . For every n ≥ 1 let h n be a random continuous function whose probability distribution is F (T n µ). Fix j ≥ 1. The probability distribution of the vector ∆( hn−Id σn , I w ) w∈A j converges, as n goes to ∞, to that of a Gaussian vector whose covariance matrix M j is given by
Proof. We use the same notations as in the proof of Lemma 10. Let j ≥ 1 and w ∈ A j . In the right hand side of (20), the random variables Z n (w) and Z n−1 (w| l ), 1 ≤ l ≤ j, are independent and their probability distribution converge weakly to N (0, 1), while the common probability distribution of the W n−1 (w| l ), 1 ≤ l ≤ j, converges to δ 1 , and σn−1 σn converges to
This implies that there exist N (v) v∈ S j k=1 A k and N (w) w∈A j two families of N (0, 1) random variables so that all the random variables involved in these families are independent, and
The fact that the vector in the right hand side of (21) is Gaussian is an immediate consequence of the independence between the normal laws involved in its definition. The computation of the covariance matrix is left to the reader.
The limit process as the limit of an additive cascade
Recall that, if v ∈ A * , [v] stands for the cylinder in A ω consisting of sequences beginning by v. Let A + stand for the set of non-empty words on the alphabet A .
We are going to show that there exists a finitely additive random measure M on A ω satisfying almost surely for all w ∈ A +
instead of (21), where the variables ξ(w) w∈A + are independent with common distribution N (0, 1) and the variable ζ(w) is N (0, 1) and independent of ξ(w| j ) 1≤j≤|w| .
Iterating this last formula, gives
The first term of the right hand side converges to 0 with probability 1 since its L 2 norm is b −n/2 . The second term is a martingale bounded in L 2 norm. Therefore its limit, a N (0, 1) variable, is a.s. equal to ζ(w). Finally, we get a finitely additive Gaussian random measure defined on the cylinders of A ω by
Then, the limit process of the previous sections can be seen as the primitive of the projection of M on [0, 1].
Of course (23) makes sense even for b = 2.
It is easy to compute covariances:
It is then straighforward to check that, with probability 1, for all ε > 0 we have
). This can be refined, in particular thanks to the multifractal analysis of the branching random walk S(w) = 1≤j≤|w| ξ(w| j ). In term of the associated Gaussian process (X t ) t∈[0,1] , it is natural to consider for all α ∈ R the sets
where I n (t) stands for the semi-open to the right b-adic interval of generation n containing t.
In the next statement, dim E stands for the Hausdorff dimension of the set E.
Theorem 12. With probability 1, 
Furthermore, E − √ 2 log b and E √ 2 log b are nonempty. Remark 2. We do not know whether there are points in E 0 at which X is differentiable. We do not either if the pointwise regularity of X is 1 everywhere.
Proof. For w ∈ A * , as above we set ζ(w)
Also, n≥1 P ∃ w ∈ A n , |S(w)| > 2n √ 2 log b < ∞ and, with probability 1, sup w∈A n |S(w)| = O(n). This yields the property regarding the modulus of continuity thanks to (18). This proves the first assertion.
To see that X is not in the Zygmund class, it is enough to find t ∈ (0, 1) such that lim sup
We have
Since |ζ(t |n ) − ζ(t |n )| = O( √ n) and since the random walks S(t |n ) and S(t |n ) are independent, the law of the iterated logarithm yields the desired behavior as h = b −n goes to 0.
The fact that E 0 contains a set of full Lebesgue measure on which X is nowhere differentiable is a consequence of the Fubini theorem combined with the property |ζ( t |n )| = O( √ n) and the law of the iterated logarithm which almost surely holds for the random walk (S( t |n )) n≥1 for each t ∈ [0, 1]. for all α ∈ R and F ∈ {E, E, E} (the occurrence of a negative dimension meaning that the corresponding set is empty). Also, using the fact that β(q) is the supremum of those numbers t such that lim sup n→∞ b nt w∈A n exp(qS(w)) < ∞ yields
Since both sides of this inequality are concave functions, we actually have, with probability 1, β(q) ≥ −1 − q 2 /2 log b for all q ∈ R. Consequently, the upper bound for the dimension used with α = −β (q) log b = q yields, with probability 1,
For the lower bounds, we only have to consider the sets E α . If q ∈ [− √ 2 log b, √ 2 log b], let φ q be the non-decreasing continuous function associated with the family W q (w) = exp(qW (w) − q 2 /2) w∈A + as φ was with W (w) w∈A + in Section 1. We learn from [2] that, with probability 1, all the functions φ q , q ∈ (− √ 2 log b, √ 2 log b) are simultaneously defined; their derivatives (in the sense of distributions) are positive measures denoted by µ q . Then, computations very similar to those used to perform the multifractal analysis of µ 1 in [2] show that, with probability 1, for all q ∈ (− √ 2 log b, √ 2 log b) the dimension of µ q is 1 − q 2 /2 log b and µ q (E q ) > 0.
For q ∈ {− √ 2 log b, √ 2 log b} it turns out (see [8, 2] ) that the formula almost surely defines a random measure which generalizes the one considered in the previous sections. Here again, the primitive of the projection on [0, 1] of this measure defines a continuous process, which is Gaussian if p = 2.
Remark 3. The hypotheses under which this last construction can be performed can be relaxed: if the random variables ξ(w), w ∈ A + , are independent, centered, and v∈A + |α(wv)| p |β(wv)| p E(|ξ(wv)| p ) < ∞, Formula (24) still yields a random measure.
The fine study of the associate process as well as some improvement of Theorem 12 will be achieved in a further work.
