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Abstract
We prove an integration by parts formula on the law of the reflect-
ing Brownian motion X := |B| in the positive half line, where B is
a standard Brownian motion. In other terms, we consider a pertur-
bation of X of the form Xǫ = X + ǫh with h smooth deterministic
function and ǫ > 0 and we differentiate the law of Xǫ at ǫ = 0. This
infinitesimal perturbation changes drastically the set of zeros of X
for any ǫ > 0. As a consequence, the formula we obtain contains an
infinite dimensional generalized functional in the sense of Schwartz,
defined in terms of Hida’s renormalization of the squared derivative
of B and in terms of the local time of X at 0. We also compute the
divergence on the Wiener space of a class of vector fields not taking
values in the Cameron-Martin space.
1 Introduction
In this paper we want to prove an infinite dimensional integration by parts
formula with respect to the law of the reflecting Brownian motion (RBM)
Xθ := |Bθ−a|, θ ∈ [0, 1], where B is a standard Brownian motion and a ∈ R.
Integration by parts formulae on infinite dimensional probability mea-
sures are an important tool in a number of topics in Stochastic Analysis.
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Typically, given a stochastic process X , one considers the law of an infinites-
imal variation Xε := X + εh, where h is a process in a suitable class, and
one tries to differentiate the law of Xε w.r.t. ε at ε = 0. In most cases one
exploits a quasi-invariance property, i.e. one chooses h in such a way that
the law of Xε is absolutely continuous w.r.t. the law of X : see the mono-
graph [10]. If this is possible, then the problem is reduced to differentiate
the density.
This project has been implemented e.g. for a large class of diffusions
in Rd or in Riemannian manifolds, see e.g. [4], [7] and [6], and for Poisson
measures, see e.g. [1]. Recently integration by parts for a class of processes
with values in (0,∞), the Bessel bridges of dimension d ≥ 3, have been
computed: see [12] and [13].
However, the case of processes with a non-trivial behavior at a boundary
remains an open problem. A typical example of such processes is the RBM,
which takes values in [0,∞) and has a local time at the boundary {0}.
In §4 of [2] J.-M. Bismut developed a stochastic calculus of variations
for the RBM X = |B − a|, with the aim of studying transition probabilities
of boundary processes associated with diffusions. However the results of [2]
concern only variations X + εh of X with the crucial property {t : ht = 0} =
{t : Xt = 0}. In this case the quasi-invariance property holds. Notice that h
is necessarily a non-deterministic process.
In this paper we consider perturbations Xε = X + εh of X = |B − a|,
with h smooth deterministic function with compact support in (0, 1). In this
case, the approach based on the quasi-invariance fails, since the law of Xε is
not absolutely continuous w.r.t. the law of X if ε > 0 and h not identically
0: see the argument at the end of this introduction.
As a consequence of the lack of quasi-invariance, the integration by parts
formula we obtain does not contain only the law ofX times suitable densities,
as it is usual in the Malliavin calculus, see e.g. [7], but also an infinite
dimensional generalized functional, in the sense of Schwartz: see Theorem
2.3 below.
This generalized functional is defined in terms of Hida’s square of the
white noise, i.e. a renormalization of the squared derivative of B, defined
e.g. in [5], and in terms of the local time of B at 0: see Theorem 2.1 below.
It turns out that this problem is closely related with the computation of
the divergence on the Wiener space of a class of vector fields not taking values
in the Cameron-Martin space. The divergence of vector fields taking values in
the Cameron-Martin space is typically an Lp-variable: see the monograph [7].
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The divergence we obtain is not an Lp-variable but a generalized functional
related with the one discussed above: see Theorem 2.2 below.
We show now that the law of Xε is not absolutely continuous w.r.t. the law
of X = |B − a| if ε > 0 and h is not identically 0. In the case min h < 0,
with positive probability minXε < 0, while X ≥ 0 almost surely, so we can
suppose h ≥ 0. Let I be a non-empty interval where h > 0 and define the
set of continuous paths over [0, 1]:
Ωε :=
{
ω : min
τ∈I
(ωτ − εhτ ) = 0
}
.
We claim that P(Xε ∈ Ωε) > 0 while P(X ∈ Ωε) = 0.
Indeed, Xε ∈ Ωε if and only if there exists τ ∈ I such that Bτ = a. Since
this event has positive probability, then P(Xε ∈ Ωε) > 0. On the other hand:
P(X ∈ Ωε) = P(B − a ∈ Ωε) + P(a− B ∈ Ωε).
By the Girsanov Theorem, the law of (Bτ − a − εhτ : τ ∈ I) is absolutely
continuous w.r.t. the law of (Bτ : τ ∈ I), with Radon-Nikodym density ρ.
In particular:
P(B − a ∈ Ωε) = E
[
ρ 1(minI B=0)
]
,
but the r.v. minI B has a continuous density, so that P(minI B = 0) = 0 =
P(B − a ∈ Ωε). Arguing analogously for P(a − B ∈ Ωε) we obtain that
P(X ∈ Ωε) = 0.
2 Main results
Let (Bθ : θ ∈ [0, 1]) be a standard Brownian motion and C := {k : [0, 1] 7→ R
continuous, k0 = 0}. We denote by µ the law of B on C: then (C, µ) is the
classical Wiener space. We introduce L := L2(0, 1) with scalar product:
〈h, k〉 :=
∫ 1
0
kθ hθ dθ, ‖h‖2 := 〈h, h〉, h, k ∈ L.
We consider the following function space on L: the set Lipe(L) of F : L 7→ R
such that:
∃ c > 0 : |F (h)− F (k)| ≤ ec‖h‖ ‖h− k‖, h, k ∈ L.
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Notice that all functions in Lipe(L) are Lipschitz on balls of L, with constant
growing at most exponentially with the radius.
Let (ρǫ)ǫ>0 be a family of smooth symmetric mollifiers on R, i.e.
ρǫ :=
1
ǫ
ρ
( ·
ǫ
)
, ρ ∈ C∞c (−1, 1), ρ ≥ 0,
∫ 1
0
ρ dx = 1, ρ(x) = ρ(−x).
We denote for θ ∈ [0, 1], ℓ ∈ C:
ℓǫ,θ = (ρǫ ∗ ℓ)θ =
∫ 1
0
ρǫ(σ − θ) ℓσ dσ,
.
ℓǫ,θ = ℓ
′
ǫ,θ =
d
dθ
ℓǫ,θ = (−ρ′ǫ ∗ ℓ)θ.
With this definition, we denote throughout the paper:
:B˙2ǫ,θ :
def
=
(
B˙ǫ,θ
)2 − E [(B˙ǫ,θ)2] , θ ∈ [0, 1].
Here we regularize B, we differentiate the regularization Bǫ,·, we square the
derivative and finally we center this r.v. by subtracting the mean.
Let (Laθ : θ ∈ [0, 1]) denote the local time of B at a ∈ R, defined by the
occupation times formula:∫ θ
0
ψ(s, Bs) ds =
∫
R
∫ θ
0
ψ(s, a) dLas da, θ ∈ [0, 1], (2.1)
for all bounded Borel ψ : [0,∞)×R 7→ R, see Chapter VI of [9]. Finally, let
Cc(0, 1) denote the space of continuous h with compact support in (0, 1) and
C2c (0, 1) the set of h ∈ Cc(0, 1) with continuous second derivative.
Then we can state the first Theorem:
Theorem 2.1. For all h ∈ Cc(0, 1) and F ∈ Lipe(L), there exists the limit:
lim
ǫ→0
E
[
F (B)
∫ 1
0
hθ :B˙
2
ǫ,θ : dL
a
θ
]
(2.2)
=: E
[
F (B)
∫ 1
0
hθ :B˙
2
θ : dL
a
θ
]
.
In the r.h.s. of (2.2), : B˙2θ : is the renormalization of the square of the
derivative of B, i.e. Hida’s square of the white noise: since B is not differ-
entiable, the expression B˙2 is not well defined; nevertheless, subtracting to
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B˙2 a diverging constant, we obtain convergence to a generalized functional
on the Wiener space. This is made rigorous by the White Noise Analysis,
a generalization to infinite dimension of Schwartz’s Theory of Distributions,
see e.g. [5]. However the convergence of the particular functional defined by
(2.2) does not seem to be covered by the existing theorems in the literature,
because of the integration w.r.t. the local time process.
Notice that Theorem 2.1 defines the r.h.s. of (2.2) through the limit in
the l.h.s.: this can be unsatisfactory and it seems reasonable to look for a
direct way of computing the functional on F ∈ Lipe(L): this is done in the
last result of the paper, Corollary 6.1 below. We remark that it is crucial
for the application to the RBM given in Theorem 2.3 below that the limit
in (2.2) exists for a large class of Lipschitz-continuous functions on L, like
Lipe(L).
Before stating the second Theorem, we need a few more notations. We
introduce the Cameron-Martin space H1 := {h ∈ C : h′ ∈ L, h(0) = 0}. We
also consider a second function space on L: the set C1e (L) of all F ∈ Lipe(L)
with continuous Fre´chet differential ∇F : L 7→ L. Notice that ∇F satisfies:
∃ c > 0 : ‖∇F (h)‖ ≤ ec‖h‖, h ∈ L.
For any ϕ : R 7→ R with continuous continuous derivative and any smooth
deterministic h : (0, 1) 7→ R with compact support, we can define the follow-
ing vector field over C:
K : C 7→ C, K(ω) := h ϕ′(ω).
Notice that K does not take values in the Cameron-Martin space H1, since in
general the regularity of ϕ′(ω) is not better than that of ω ∈ C. Therefore the
divergence of K on the Wiener space can not be computed with the classical
theory of the Malliavin calculus, see [7]. One of the results of this paper,
given in Theorem 2.2, is the computation of this non-classical divergence.
During the paper we shall consider ϕ in the class:
Conv(R) :=
{
ϕ1 − ϕ2, ϕi : R 7→ R convex,
∃ c > 0 : |ϕ′i(x)| ≤ ec|x|, ∀x ∈ R, i = 1, 2
}
.
If F ∈ C1e (L), h ∈ Cc(0, 1) and ϕ ∈ Conv(R), then we can define the direc-
tional derivative of F at ω ∈ C along K(ω):
∂hϕ′(ω)F (ω) := lim
ǫ→0
F (ω + ǫ h ϕ′(ω))− F (ω)
ǫ
.
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Theorem 2.2. For all ϕ ∈ Conv(R), h ∈ C2c (0, 1) and F ∈ C1e (L) the
following integration by parts formula holds:
E
[
∂hϕ′(B)F (B)
]
= −E
[
F (B)
∫ 1
0
h′′θ ϕ(Bθ) dθ
]
(2.3)
+
∫
R
E
[
F (B)
∫ 1
0
hθ :B˙
2
θ : dL
a
θ
]
ϕ′′(da).
We notice that an infinitesimal transformation along K does not preserve
the absolute-continuity class of the Wiener measure. For instance, in the case
ϕ(r) = r2, the infinitesimal transformation along K is B 7→ B + ǫhϕ′(B) =
B(1+2ǫh) and it is well known that the laws of B and B(1+2ǫh) are singular
if ǫh 6= 0. This explains why the r.h.s. of (2.3) contains a term, the second
one, which is not a measure but a generalized functional over C. We treat
the case ϕ(r) = r2 and h ≡ 1 separately in section 7.
We can now turn to the reflecting Brownian motion X := |B − a|, for
some a ≥ 0. For all smooth f : C 7→ R and h ∈ C2c (0, 1), by applying (2.3)
to F (ω) := f(|ω − a|) we obtain the following:
Theorem 2.3. We set X := |B − a| and we denote by (ℓ0θ : θ ∈ [0, 1]) the
local time of X at 0. Then for all h ∈ C2c (R) and f ∈ C1e (L):
E [∂hf(X)] = −E
[
f(X)
∫ 1
0
h′′θ Xθ dθ
]
+ E
[
f(X)
∫ 1
0
hθ :B˙
2
θ : dℓ
0
θ
]
. (2.4)
By Tanaka’s formula ℓ0 ≡ 2La, see Chapter VI of [9]. Moreover f(X) =
f(|B − a|). Therefore the second term in the r.h.s. of (2.4) is defined by
(2.2).
We give a heuristic argument motivating the result of Theorem 2.2. If F ∈
C1e (L), then the classical integration by parts formula for the Wiener measure
states:
E [∂hF (B)] = E
[
F (B)
∫ 1
0
h′θ dBθ
]
,
for all deterministic h ∈ H1, i.e. such that h′ ∈ L2(0, 1) and h(0) = 0.
Consider now a process (Kθ(B) : θ ∈ [0, 1]) such that:
1. Kθ = ∫ θ0 K˙s ds, with K˙(B) adapted and uniformly bounded.
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2. there exists a continuous (Qθ,θ′(ω) : θ, θ′ ∈ [0, 1]) s.t. for all k ∈ H1:
d
dε
Kθ(ω + εk)
∣∣∣∣∣
ε=0
=
∫ 1
0
Qθ,θ′(ω) kθ′ dθ′, θ ∈ [0, 1], ω ∈ L.
Then the integration by parts formula becomes:
E
[
∂K(B) F (B)
]
= E
[(∫ 1
0
K˙θ(B) dBθ −
∫ 1
0
Qθ,θ(B) dθ
)
F (B)
]
.
We set now Kθ(ω) := hθ ϕ′(ωθ), where h ∈ C2c (0, 1) and ϕ : R 7→ R is
twice continuously differentiable with bounded derivatives. In this case K· is
adapted but not a.s. in H1, since ϕ′(B·) has a non-trivial martingale part.
Moreover for all k ∈ H1:
d
dε
Kθ(ω + εk)
∣∣∣∣∣
ε=0
= hθ ϕ
′′(ωθ) kθ, θ ∈ [0, 1],
so that Qθ,θ′ = hθ ϕ′′(ωθ) δ(θ − θ′), where δ is the Dirac function. In partic-
ular Qθ,θ = hθ ϕ′′(ωθ) δ(0) is ill-defined, since δ(0) = ∞. However, arguing
formally, we can write:∫ 1
0
Qθ,θ(B) dθ =
∫ 1
0
hθ ϕ
′′(Bθ) δ(0) dθ.
Moreover, pretending that B· is differentiable and dBθ = B˙θ dθ, we obtain:∫ 1
0
K˙θ(B) dBθ =
∫ 1
0
d
dθ
[hϕ′(B)] B˙ dθ
=
∫ 1
0
h′ ϕ′(B) B˙ dθ +
∫ 1
0
hϕ′′(B) B˙2 dθ.
Since ϕ′(Bθ) B˙θ =
d
dθ
ϕ(Bθ), integrating by parts over [0, 1] in the first term
of this sum, we obtain:∫ 1
0
K˙θ(B) dBθ −
∫ 1
0
Qθ,θ(B) dθ
= −
∫ 1
0
h′′ ϕ(B) dθ +
∫ 1
0
h :B˙2 : ϕ′′(B) dθ,
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where :B˙2 : = B˙2− δ(0). In order to get (2.3) we apply the occupation times
formula (2.1) formally:∫ 1
0
h :B˙2 : ϕ′′(B) dθ =
∫
R
[∫ 1
0
h :B˙2 : dLaθ
]
ϕ′′(da).
The paper is organized as follows. In section 3 we prove that Theorems
2.1 and 2.2 holds for all F in a suitable space of test functions. In section 4
we introduce an infinite dimensional Sobolev space on C and several related
functional analytical tools. We prove Theorems 2.1, 2.2 and 2.3 in section 5,
postponing the proof of the main estimate, given in Lemma 5.3, to section
6. Finally, in section 7 we discuss the particular case of quadratic ϕ.
We denote by Cb(R) the space of bounded continuous real functions on R
and by Ckb (R) the set of f ∈ Cb(R) such the i-th derivative of f belongs to
Cb(R) for all i = 1, . . . , k.
We will use the letter κ to denote positive finite constants whose exact
value may change from line to line.
3 White noise calculus
In this section we prove that formulae (2.2) and (2.3) hold for all F in the
following space of test functions over C:
Exp(C) := Span{exp(〈·, k〉) : k ∈ C},
i.e. we prove the following:
Proposition 3.1. Let h ∈ Cc(0, 1), and a ∈ R. Then for all F ∈ Exp(C)
the limit in (2.2) exists.
Proposition 3.2. Let h ∈ C2c (0, 1) and ϕ ∈ Conv(R). Then for all F ∈
Exp(C) formula (2.3) holds.
Propositions 3.1 and 3.2 show that Theorems 2.1 and 2.2 hold for all F
in a suitable space of test functions. The proof of this result is elementary
and based only on the Cameron-Martin theorem and on Itoˆ’s formula.
We introduce the operator:
Q : L 7→ L, Qkθ :=
∫ 1
0
θ ∧ σ kσ dσ, θ ∈ [0, 1].
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The law of B in L is the Gaussian measure with mean 0 and covariance
operator Q, i.e.
E
[
e〈B,k〉
]
= e
1
2
〈Qk,k〉, k ∈ L.
By the uniqueness of the Laplace transform, we obtain the following version
of the Cameron-Martin formula: for all bounded Borel Φ : C 7→ R
E
[
Φ(B) e〈B,k〉
]
= e
1
2
〈Qk,k〉
E[Φ(B +Qk)], k ∈ C. (3.1)
This simple formula is crucial in White Noise Analysis, in particular in the
definition of the so called S-transform: see e.g. chapter 2 of [5].
We set for ǫ < min{θ, 1− θ}:
cǫ,θ := E
[
B˙2ǫ,θ
]
= 〈Qρ′ǫ(· − θ), ρ′ǫ(· − θ)〉. (3.2)
We also define:
λ(θ, x, y) := x2 +
x y
θ
+
y2 − θ
4θ2
, θ ∈ (0, 1), x, y ∈ R. (3.3)
The proof of Proposition 3.1 is based on the following:
Lemma 3.3. For all ψ ∈ Cb(R), k ∈ C, K := Qk, θ ∈ [ǫ, 1− ǫ] ⊂ (0, 1):
E
[
ψ(Bθ) :B˙
2
ǫ,θ : e
〈B,k〉
]
= e
1
2
〈Qk,k〉
E
[
ψ(Bθ +Kθ) λ(θ,K
′
ǫ,θ, Bθ)
]
. (3.4)
Proof. We fix θ ∈ (0, 1) and set
ℓσ := 1[0,θ](σ)
σ
θ
+ 1(θ,1](σ), βσ := Bσ − Bθ lσ, σ ∈ [0, 1].
Then β and Bθ are independent, i.e. for all Φ : C 7→ R bounded Borel:
E[ψ(Bθ) Φ(B)] =
∫
R
N (0, θ)(dy) ψ(y)E [Φ (β + y ℓ)] .
Then by (3.1):
E
[
ψ(Bθ) :B˙
2
ǫ,θ : e
〈B,k〉
]
=
= e
1
2
〈Qk,k〉
E
[
ψ(Bθ +Kθ)
[(
(B +K)′ǫ,θ
)2 − cǫ,θ]]
= e
1
2
〈Qk,k〉
∫
R
N (0, θ)(dy) ψ(y +Kθ)
[
E
[(
(β + y ℓ+K)′ǫ,θ
)2]− cǫ,θ] .
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Since θ ∈ [ǫ, 1 − ǫ], we have:
ℓ′ǫ,θ = (ρǫ ∗ ℓ′)θ =
∫
ρǫ(σ − θ) 1
θ
1[0,θ](σ) dσ =
1
2θ
.
Then easy computations yield:
E
[(
(β + y ℓ+K)′ǫ,θ
)2]− cǫ,θ
=
(
K ′ǫ,θ
)2
+ 2y K ′ǫ,θℓ
′
ǫ,θ + y
2
(
ℓ′ǫ,θ
)2
+ E
[(
β ′ǫ,θ
)2]− cǫ,θ
=
(
K ′ǫ,θ
)2
+
y
θ
K ′ǫ,θ +
1
4θ2
(y2 − θ).
This yields the thesis. 
Proof of Proposition 3.1. Let h ∈ Cc(0, 1). Multiplying (3.4) by hθ and
integrating in θ we have:
E
[
e〈B,k〉
∫ 1
0
hθ :B˙
2
ǫ,θ : ψ(Bθ) dθ
]
= E
[
e〈B,k〉
∫ 1
0
hθ λ(θ,K
′
ǫ,θ, Bθ −Kθ)ψ(Bθ) dθ
]
.
By the occupation times formula (2.1), this implies for all a ∈ R:
E
[
e〈B,k〉
∫ 1
0
hθ :B˙
2
ǫ,θ : dL
a
θ
]
= E
[
e〈B,k〉
∫ 1
0
hθ λ(θ,K
′
ǫ,θ, a−Kθ) dLaθ
]
.
Since for all k ∈ C we have K ′ǫ,θ → K ′θ as ǫ→ 0, we obtain:
E
[
e〈B,k〉
∫ 1
0
hθ :B˙
2
θ : dL
a
θ
]
:= lim
ǫ→0
E
[
e〈B,k〉
∫ 1
0
hθ :B˙
2
ǫ,θ : dL
a
θ
]
= E
[
e〈B,k〉
∫ 1
0
hθ λ(θ,K
′
θ, a−Kθ) dLaθ
]
.  (3.5)
In Lemma 3.3 we have in fact computed the Laplace transform of the distri-
bution on the Wiener space defined by (2.2):
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Corollary 3.4. For all a ∈ R, h ∈ Cc(0, 1) and k ∈ C:
E
[
e〈B,k〉
∫ 1
0
hθ :B˙
2
θ : dL
a
θ
]
= e
1
2
〈Qk,k〉
∫ 1
0
hθ
e−(a−Kθ)
2/2θ
√
2πθ
λ(θ,K ′θ, a−Kθ) dθ,
where λ is defined in (3.3).
We turn now to the proof of Proposition 3.2. For Ψk := exp(〈·, k〉), k ∈ C,
we have:
∂hϕ′(ω)Ψk(ω) = lim
ǫ→0
Ψk(ω + ǫ h ϕ
′(ω))−Ψk(ω)
ǫ
= Ψk(ω)
∫ 1
0
kθhθ ϕ
′(ωθ) dθ.
Therefore, by (3.1), the l.h.s. of (2.3) with F = Ψk is equal to:
E
[
∂hϕ′(B)Ψk(B)
]
= E
[
Ψk(B)
∫ 1
0
kθ hθ ϕ
′(Bθ) dθ
]
(3.6)
= e
1
2
〈Qk,k〉
∫ 1
0
hθ kθ E [ϕ
′(Bθ +Kθ)] dθ.
The proof of Proposition 3.2 is based on the following easy application of
Itoˆ’s formula.
Lemma 3.5. For all ϕ ∈ C2b (R), k ∈ C, K := Qk and θ ∈ (0, 1) we have:
kθ E [ϕ
′(Bθ +Kθ)] (3.7)
= − d
2
dθ2
E [ϕ(Bθ +Kθ)] + E [ϕ
′′(Bθ +Kθ) λ(θ,K
′
θ, Bθ)] .
Proof. By approximation, it is enough to consider the case ϕ ∈ C4b (R). By
Itoˆ’s formula:
ϕ(Bθ +Kθ) = ϕ(0) +
∫ θ
0
ϕ′(Bσ +Kσ) (dBσ + K
′
σ dσ)
+
1
2
∫ θ
0
ϕ′′(Bσ +Kσ) dσ.
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Taking expectation and differentiating in θ we obtain:
d
dθ
E [ϕ(Bθ +Kθ)] = K
′
θ E [ϕ
′(Bθ +Kθ)] +
1
2
E [ϕ′′(Bθ +Kθ)] .
By iteration of this formula we obtain:
d2
dθ2
E [ϕ(Bθ +Kθ)] = − kθ E [ϕ′(Bθ +Kθ)]
+ (K ′θ)
2
E [ϕ′′(Bθ +Kθ)] + K
′
θ E [ϕ
′′′(Bθ +Kθ)] +
1
4
E [ϕ′′′′(Bθ +Kθ)] .
Applying the integration by parts formulae:
θ
∫
R
ψ′(y +Kθ)N (0, θ)(dy) =
∫
R
y ψ(y +Kθ)N (0, θ)(dy),
θ2
∫
R
ψ′′(y +Kθ)N (0, θ)(dy) =
∫
R
(y2 − θ)ψ(y +Kθ)N (0, θ)(dy),
to ψ = ϕ′′, we obtain (3.7). 
Proof of Proposition 3.2. Let h ∈ C2c (0, 1). By a density argument we
can reduce to the case ϕ ∈ C2b (R). Multiplying (3.7) by hθ and integrating
in θ we have, recalling (3.3):∫ 1
0
hθ kθ E [ϕ
′(Bθ +Kθ)] dθ = −
∫ 1
0
h′′θ E [ϕ(Bθ +Kθ)] dθ
+E
[∫ 1
0
hθ λ(θ,K
′
θ, Bθ)ϕ
′′(Bθ +Kθ) dθ
]
, (3.8)
where λ is defined by (3.3). By (3.1), (3.6) and the occupation times formula
(2.1) this yields:
E
[
∂hϕ′(B)Ψk(B)
]
= −
∫ 1
0
h′′θ E [ϕ(Bθ) Ψk(B)] dθ
+
∫
R
E
[
Ψk(B)
∫ 1
0
hθ λ(θ,K
′
θ, a−Kθ) dLaθ
]
ϕ′′(a) da. (3.9)
Therefore we conclude by (3.5). 
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4 Dirichlet forms on the Wiener space
In this section we introduce infinite dimensional Sobolev spaces which we
need as spaces of test functions. Since we consider vector fields K taking
values in C or L rather than in the Cameron-Martin space H1, then the
Malliavin derivative is not the correct notion of gradient and we must intro-
duce a different differential calculus on L.
For F ∈ Exp(C), the usual derivative operator in the Malliavin calculus
is DF : C 7→ L, defined as follows:
〈DF (ω), ℓ′〉 := d
dǫ
F (ω + ǫℓ)
∣∣∣∣∣
ǫ=0
, ℓ ∈ H1,
see e.g. §1.2 of [8]. Moreover we have closability in L2(µ) of:
D(F, F ) := 1
2
E
[
‖DF (B)‖2
]
, F ∈ Dom(D) = Dom(D),
and D is a Dirichlet form on the Wiener space. Then all functions in Dom(D)
are differentiable in a weak sense along H1-valued vector fields.
On the other hand we want to study ∂hϕ′(ω)F (ω), see the l.h.s. of (2.3),
and in general the regularity of θ 7→ hθ ϕ′(ωθ) is not better than that of
ω ∈ C. In particular the vector field K(ω) := hϕ′(ω) is not H1-valued and a
general F ∈ Dom(D) can not be differentiated along K.
For this reason we must consider here a different gradient ∇F : C 7→ L =
L2(0, 1) of F ∈ Exp(C), defined by:
〈∇F (ω), ℓ〉 := d
dǫ
F (ω + ǫℓ)
∣∣∣∣∣
ǫ=0
, ℓ ∈ L,
i.e. ∇F is the Fre´chet differential of F in L. Also in this case we have
closability in L2(µ) of
E(F, F ) := 1
2
E
[
‖∇F (B)‖2
]
, F ∈ Dom(∇) = Dom(E),
and E is a Dirichlet form on the Wiener space. Comparing the definitions of
DF and ∇F we obtain D = P∇ for all F ∈ Exp(C), where:
P : L 7→ L, Pℓθ :=
∫ 1
θ
ℓτ dτ, θ ∈ [0, 1].
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In particular for some constant κ > 0:
E(F, F ) ≥ κD(F, F ), ∀F ∈ Dom(E) ⊂ Dom(D).
For a discussion of these infinite dimensional Sobolev spaces, we refer to
§9.2.1 for Dom(E) and to §9.3 for Dom(D) in [3]. We recall in particular that
Dom(E) also admits a description in term of the Itoˆ-Wiener decomposition:
see e.g. Theorem 9.2.12 in [3].
Now all functions in Dom(E) can be differentiated, at least in a weak
sense, along vector fields taking values in L or C, in particular along K(ω) =
hϕ′(ω). Moreover for h ∈ C and ϕ ∈ Conv(R), setting:
Φh,ϕ = Φ : C 7→ R, Φ(ω) := 〈h, ϕ(ω)〉 =
∫ 1
0
hθ ϕ(ωθ) dθ,
then Φ ∈ Dom(E) and ∇Φ(ω) = hϕ′(ω), i.e. for all ω ∈ C:
〈∇Φ(ω), ℓ〉 =
∫ 1
0
hθ ϕ
′(ωθ) ℓθ dθ.
Then for all F ∈ C1e (L) the l.h.s. of (2.3) is:
E
[
∂hϕ′(B)F (B)
]
= E [〈∇F (B), h ϕ′(B)〉] = 2 E(F,Φh,ϕ). (4.1)
We recall now that the semigroup (PDt : t ≥ 0) in L2(µ) associated with
D is given by the Mehler formula:
PDt F (z) =
∫
F (y) N
(
e−t/2 z, (1− e−t)Q
)
(dy), z ∈ C, F ∈ L2(µ),
where N (a,Q) denotes the Gaussian measure over L with mean a ∈ L and
covariance operator Q : L 7→ L. This semigroup is a basic tool in the
Malliavin calculus: see e.g. Chapters 1-2 in [7] and §1.4-1.5 in [8].
Since in this paper we work with ∇ rather than with D, a crucial role is
played by the transition semigroup (Pt : t ≥ 0) in L2(µ) associated with E ,
given by:
PtF (z) =
∫
F (y) N
(
etA z, Qt
)
(dy), z ∈ C, F ∈ L2(µ),
where (etA : t ≥ 0) is the semigroup in L generated by the operator:
D(A) := {h ∈ C : h′′ ∈ L, h(0) = h′(1) = 0}, Ah := 1
2
h′′,
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and we set:
Qt :=
∫ t
0
e2sA ds =
I − e2tA
−2A , t ∈ [0,∞]. (4.2)
Notice in particular that:
Q∞ = (−2A)−1 = Q. (4.3)
The second equality of (4.3) says that Q and −2A are inverse of one another
and can be verified by an explicit computation.
The operators (PDt : t ≥ 0) and (Pt : t ≥ 0) are two different examples of
Ornstein-Uhlenbeck semigroups: we refer to Chapters 6 and 10 in [3]. For a
more detailed description of (Pt : t ≥ 0) see section 6 below.
Two important properties of Dom(E) are stated in the following:
Lemma 4.1. The space Lipe(L) is contained in Dom(E). The space Exp(C)
is dense in Dom(E).
Proof. We recall that F ∈ Dom(E) if and only if supt>0 E(PtF, PtF ) < ∞.
Now:
|PtF (z1)− PtF (z2)| ≤
∫
|F (y + etAz1)− F (y + etAz2)| N (0, Qt)(dy)
≤
∫
ec(‖y‖+‖z1‖) ‖z1 − z2‖N (0, Qt)(dy) ≤ κ ec‖z1‖ ‖z1 − z2‖,
so that ‖∇PtF (z)‖ ≤ ec‖z‖ for all z ∈ C and we obtain the first claim. For
the second one, we refer to §9.2.1 of [3]. 
5 Proof of the main results
We want to use the tools introduced in the previous section to prove Theo-
rems 2.1, 2.2 and 2.3.
In Propositions 3.1 and 3.2 we have proved that (2.2) and (2.3) hold for
all F ∈ Exp(C). This space is dense in the topology of the Sobolev space
Dom(E), introduced in the previous section. An a priori estimate, given in
Lemma 5.3, and a density argument allow to extend (2.2) and (2.3) to much
larger spaces of test functions and to prove Theorems 2.1 and 2.2 and also
Theorem 2.3 as a corollary. In particular, in this section we prove:
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Proposition 5.1. Let h ∈ Cc(0, 1) and a ∈ R. Then the limit in (2.2) exists
for all F ∈ Lipe(L).
Proposition 5.2. For all h ∈ h2c(0, 1), ϕ ∈ Conv(R) and F ∈ Lipe(L):
E [〈∇F (B), h ϕ′(B)〉] = −E
[
F (B)
∫ 1
0
h′′θ ϕ(Bθ) dθ
]
(5.1)
+
∫
R
E
[
F (B)
∫ 1
0
hθ :B˙
2
θ : dL
a
θ
]
ϕ′′(da).
Proposition 5.1 proves Theorem 2.1. Theorem 2.2 follows by Proposition 5.2
and formula (4.1), recalling that C1e (L) ⊂ Lipe(L). At the end of the section,
we derive Theorem 2.3 from Proposition 5.2. We also recall that ∇F is well
defined, since by Lemma 4.1: F ∈ Lipe(L) ⊂ Dom(E) = Dom(∇).
We recall that µ denotes the Wiener measure, law of B, i.e. for all bounded
Borel F : C 7→ R:
µ(F ) =
∫
F dµ = E[F (B)].
By Proposition 10.5.2 of [3], E satisfies the Poincare´ inequality:∫
(F − µ(F ))2 dµ ≤ 1
λ1
E(F, F ), F ∈ Dom(E),
where λ1 = π
2/4, see (6.7) below. Since (Pt : t ≥ 0) is the semigroup
in L2(µ) associated with E , the Poincare´ inequality implies the exponential
convergence of PtF to µ(F ) in L
2(µ):
‖PtF − µ(F )‖2L2(µ) ≤ e−2t/λ1 ‖F‖2L2(µ), t ≥ 0, F ∈ L2(µ). (5.2)
In particular for all G ∈ L2(µ):
RG :=
∫ ∞
0
(PtG− µ(G)) dt ∈ Dom(E),
and for all F ∈ Dom(E):
E[F (B)G(B)] = E[F (B)]E[G(B)] + E(F,RG).
Let now h ∈ Cc(0, 1) and a ∈ R. For all ǫ > 0 we define Gǫ,a ∈ L2(µ)
Gǫ,a(B) :=
∫ 1
0
hθ :B˙
2
ǫ,θ : dL
a
θ , Gǫ := Gǫ,0. (5.3)
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Then (2.2) is equivalent to the existence of the limit as ǫ→ 0 of:
E [F (B)Gǫ,a(B)] = E[F (B)]E[Gǫ,a(B)] + E(F,RGǫ,a) (5.4)
for all F ∈ Lipe(L). The main tool in the proof of Propositions 5.1 and 5.2
is the following estimate:
Lemma 5.3. If h ∈ Cc(0, 1) then there exists a constant κ > 0 such that:
‖PtGǫ‖2L2(µ) ≤ κ
1 + | ln t|6
t3/4
, t ∈ (0, 1], ǫ > 0. (5.5)
The proof of Lemma 5.3 is postponed to section 6. As a consequence of
Lemma 5.3 we have the following:
Proposition 5.4. Let h ∈ Cc(0, 1) and a = 0. Then the limit in (5.4) exists
for all F ∈ Dom(E).
Proof. By Lemma 3.3 for k = 0 and ψ ∈ Cb(R) we have:
E
[∫ 1
0
hθ :B˙
2
ǫ,θ : ψ(Bθ) dθ
]
= E
[∫ 1
0
hθ
B2θ − θ
4θ2
ψ(Bθ) dθ
]
.
By the occupation times formula (2.1) we obtain for all ψ ∈ Cb(R):∫
R
E[Gǫ,a(B)]ψ(a) da =
∫ 1
0
hθ
∫
R
a2 − θ
4θ2
e−a
2/2θ
√
2πθ
ψ(a) da dθ.
In particular:
E[Gǫ,a(B)] =
∫ 1
0
hθ
a2 − θ
4θ2
e−a
2/2θ
√
2πθ
dθ,
which does not depend on ǫ. Therefore, by (5.4) the existence of the limit in
(2.2) with a = 0 for all F ∈ Dom(E) is equivalent to the weak convergence
of RGǫ in Dom(E). Now, by Proposition 3.1, the limit in (2.2) with a = 0
exists for all F ∈ Exp(C), which is dense in Dom(E). Therefore, if we can
prove that:
sup
ǫ>0
E(RGǫ,RGǫ) < ∞, (5.6)
then we conclude. Indeed, for any F ∈ Dom(E) we can find a sequence
(Fn)n ⊂ Exp(C) converging to F in Dom(E). Write:
|E(F,Gǫ −Gδ)| ≤ |E(Fn, Gǫ −Gδ)| + |E(F − Fn, Gǫ −Gδ)|.
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By (5.6) we can make the second term arbitrarily small for some n big enough
but fixed, uniformly in ǫ, δ > 0. Then by Proposition 3.1 we can make the
first term arbitrarily small as ǫ, δ → 0.
For the proof of (5.6), we recall the following formula:
E(RGǫ,RGǫ) =
∫
RGǫ (Gǫ − µ(Gǫ)) dµ
=
∫ ∞
0
∫
(PtGǫ − µ(Gǫ)) (Gǫ − µ(Gǫ)) dµ dt
=
∫ ∞
0
‖Pt/2Gǫ − µ(Gǫ)‖2L2(µ) dt.
Moreover by (5.2) and (5.5), since P1+t = PtP1, t ≥ 0:
‖P1+tGǫ − µ(Gǫ)‖2L2(µ) ≤ e−2t/λ1 ‖P1Gǫ‖2L2(µ) ≤ κ e−2t/λ1 .
Therefore (5.6) follows from:
E(RGǫ,RGǫ) ≤
∫ 1
0
‖Pt/2Gǫ‖2L2(µ) dt +
∫ ∞
1
‖Pt/2Gǫ − µ(Gǫ)‖2L2(µ) dt
≤ κ
∫ 1
0
1 + | ln t|6
t3/4
dt + κ
∫ ∞
1
e−2t/λ1 dt < ∞. 
We can now apply the results of Propositions 3.1, 3.2 and 5.4 to prove Propo-
sitions 5.1 and 5.2.
Proof of Proposition 5.1. We fix δ ∈ (0, 1/2) such that supp(h) ⊂ [δ, 1−δ]
and we consider ǫ ∈ (0, δ/2). By Proposition 5.4, (2.2) holds for a = 0 and
for all F ∈ Dom(E).
Let ℓ : [0, 1] 7→ R be of class C2 such that ℓ0 = 0 and ℓθ = 1 for all
θ ∈ [δ/2, 1]. By the Cameron-Martin theorem we have the following formula:
E [F (B)] = E [F (B + aℓ) exp (a〈ℓ′′, B〉 − c(ℓ, a))] , (5.7)
where c(ℓ, a) := a2‖ℓ′‖2/2. If Gǫ,a is defined as in (5.3), then almost surely:
Gǫ,a(B + aℓ) = Gǫ,a(B + a) = Gǫ,0(B) = Gǫ(B),
where the first equality holds because h vanishes where ℓ 6= 1 and the second
one because the local time of B + a at a is equal to the local time of B at 0.
Let now F be in Lipe(L). Then by (5.7):
E [F (B)Gǫ,a(B)] = E [Fa(B)Gǫ(B)] , (5.8)
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where : Fa(z) := F (z + aℓ) exp(a〈ℓ′′, z〉 − c(ℓ, a)), z ∈ C.
Now, Fa ∈ Dom(E), so that, by Proposition 5.4, E[F (B)Gǫ,a(B)] converges
as ǫ→ 0 and (2.2) is proven for all a ∈ R. 
Proof of Proposition 5.2. We consider first the case:
ϕ(x) := |x− a| =⇒ ϕ′(x) = sign(x− a), ϕ′′(dx) = 2 δa(dx),
for some a ∈ R, where δa is the Dirac mass at a and
sign : R 7→ {0, 1}, sign(x) := 1(0,∞)(x) − 1(−∞,0](x).
In this case, (5.1) becomes:
E [〈∇F (B), h sign(B − a)〉] = −E
[
F (B)
∫ 1
0
h′′θ |Bθ − a| dθ
]
(5.9)
+ 2E
[
F (B)
∫ 1
0
hθ :B˙
2
θ : dL
a
θ
]
.
Consider first the case a = 0. By Proposition 5.4, the r.h.s. of (5.9)
defines a bounded linear functional on Dom(E). Moreover, by Proposition
3.1, (5.9) holds for all F ∈ Exp(C). Since both sides of (5.9) are bounded
linear functionals on Dom(E), coinciding on the dense subset Exp(C), they
coincide on Dom(E). Therefore (5.9) is proven for a = 0.
Let ℓ and Fa be the functions introduced in the proof of Proposition 5.1.
By (5.8) and by (5.9) with a = 0 we obtain:
lim
ǫ→0
2E [F (B)Gǫ,a(B)] = lim
ǫ→0
2E [Fa(B)Gǫ(B)]
= E [〈∇Fa(B), h sign(B)〉] + E
[
Fa(B)
∫ 1
0
h′′θ |Bθ| dθ
]
= E [〈∇F (B), h sign(B − a)〉] + E
[
F (B)
∫ 1
0
h′′θ |Bθ − a| dθ
]
.
Therefore (5.9) is proven for all a ∈ R and F ∈ Lipe(L). Let now ϕ ∈ C2c (R).
Multiplying (5.9) by ϕ′′(a) and integrating in da we obtain (5.1) and:∣∣∣∣∫
R
E
[
F (B)
∫ 1
0
hθ :B˙
2
θ : dL
a
θ
]
ϕ′′(a) da
∣∣∣∣
≤ κ
∫ 1
0
E
[
ec‖B‖ (|ϕ(Bθ)|+ |ϕ′(Bθ)|)
]
dθ.
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Therefore, by a density argument (5.1) holds for all ϕ ∈ Conv(R). 
Proof of Theorem 2.3. We start by recalling that, by Tanaka’s formula,
ℓ0 ≡ 2La, where ℓ0 is the local time process of X = |B − a| at 0 and La is
the local time process of B at a.
Fix h ∈ C2c (0, 1) and f ∈ C1e (L). Setting F (z) := f(|z − a|), z ∈ L, then
clearly F ∈ Lipe(L). By Lemma 4.1, F ∈ Dom(E) and by the chain rule:
〈∇F (z), h〉 = 〈∇f(|z − a|), h sign(z − a)〉, µ− a.e. z.
In particular for µ-a.e. z:
〈∇F (z), h sign(z − a)〉 = 〈∇f(|z − a|), h〉,
since [sign(z−a)]2 ≡ 1. Therefore, formula (5.9) applied to F (z) := f(|z−a|)
and ϕ(x) = |x− a|, z ∈ L, x ∈ R, yields (2.4). 
6 The main estimate
In this section we prove Lemma 5.3. We recall that Gǫ is the sum of two
diverging terms. Applying Pt to Gǫ we have a regularization effect: indeed,
we write PtGǫ as a sum of terms, which after some cancelations converge as
ǫ tends to 0. This compensation of infinities requires a careful study of each
term.
We start with a more detailed description of the semigroup (Pt : t ≥ 0) of
the Dirichlet Form E in L2(µ), defined in section 4. We introduce first the
Green function (gt(θ, θ
′) : t > 0, θ, θ′ ∈ [0, 1]) of the heat equation associated
with A, i.e. solution of
∂g
∂t
=
1
2
∂2g
∂θ2
with boundary and initial conditions:
gt(0, θ
′) =
∂gt
∂θ
(1, θ′) = 0, g0(θ, θ
′) = δθ(dθ
′),
where δθ is the Dirac mass at θ. Then we set for all z ∈ C:
z(t, θ) :=
∫ 1
0
gt(θ, θ
′) zθ′ dθ
′, v(t, θ) :=
∫ t
0
∫ 1
0
gt−s(θ, θ
′)W (dθ′, ds), (6.1)
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u(t, θ) := z(t, θ) + v(t, θ), Ut(z) := u(t, ·) ∈ C, (6.2)
where (W (θ′, s) : θ′ ∈ [0, 1], s ≥ 0) is a Brownian sheet. Then:
PtF (z) = E [F (Ut(z))] , t ≥ 0, z ∈ C, F ∈ L2(µ).
Although this is not needed in this paper, we remark that (u(t, θ) : t ≥ 0, θ ∈
[0, 1]) is the unique solution of the Stochastic Partial Differential Equation
driven by space-time white noise:
∂u
∂t
=
1
2
∂2u
∂θ2
+
∂2W
∂t∂θ
u(t, 0) =
∂u
∂θ
(t, 1) = 0
u(0, θ) = zθ,
see [11].
Notice that (z(t, θ) : t ≥ 0, θ ∈ [0, 1]) is a deterministic continuous func-
tion and (v(t, θ) : t ≥ 0, θ ∈ [0, 1]) is a centered continuous Gaussian process.
A crucial role is played by the function:
qt(θ, θ
′) := E [v(t, θ) v(t, θ′)] =
∫ t
0
g2s(θ, θ
′) ds, qt(θ) := qt(θ, θ), (6.3)
for θ, θ′ ∈ [0, 1], t ≥ 0. Notice that for all ℓ ∈ L:∫ 1
0
qt(θ, θ
′) ℓθ′ dθ
′ =
∫ t
0
e2sAℓθ ds = Qtℓθ,
where Qt is defined in (4.2). By (4.3) above, Q∞ = Q, i.e.
q∞(θ, θ
′) := lim
tր∞
qt(θ, θ
′) = θ ∧ θ′, q∞(θ) := q∞(θ, θ) = θ. (6.4)
We also set:
qt(θ, θ′) := [q∞ − qt](θ, θ′) =
∫ ∞
t
g2s(θ, θ
′) ds, qt(θ) := qt(θ, θ). (6.5)
We denote by γt(θ− θ′) the density of the Gaussian measure N (θ, t)(dθ′)
over R with mean θ and variance t. Then g − γ is smooth over [0,∞) ×
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(0, 1)× (0, 1). In particular for all δ ∈ (0, 1/2) there exists a constant κδ > 0
such that for all t ∈ [0, 1], θ ∈ [δ, 1− δ]:
qt(θ) =
∫ t
0
ds√
4πs
+
∫ t
0
(g2s(θ, θ)− γ2s(0)) ds ≥ κδ t1/2. (6.6)
Finally, we introduce the complete orthonormal system of L:
ei(θ) := 2
1/2 sin
(√
λi θ
)
, θ ∈ [0, 1], λi := π
2
4
(2i− 1)2,
i = 1, 2, . . .. Then (ei)i is a system of eigenvectors of Q, A and e
tA:
Qei =
1
λi
ei, A ei = − λi
2
ei, e
tA ei = e
−tλi/2 ei. (6.7)
In particular:
qt(θ, θ
′) =
∞∑
i=1
1− e−λit
λi
ei(θ) ei(θ
′), t ∈ [0,∞], θ, θ′ ∈ [0, 1]. (6.8)
Proof of Lemma 5.3. We fix δ ∈ (0, 1/2) such that supp(h) ⊆ [δ, 1 − δ]
and we consider ǫ ∈ (0, δ). Recalling (6.1) and (6.2), we set
vǫ(t, ·) := ρǫ ∗ v(t, ·), zǫ(t, ·) := ρǫ ∗ z(t, ·), uǫ := zǫ + vǫ.
We denote the partial derivative w.r.t. θ by ∂θ.
An explicit formula for PtGǫ. By the definition (5.3) of Gǫ,a and by the
occupation times formula, for µ-a.e. ω:∫
R
Gǫ,a(ω)ψ(a) da =
∫ 1
0
hθ
(
(ω′ǫ,θ)
2 − cǫ,θ
)
ψ(ωθ) dθ,
for any ψ ∈ Cb(R). By Fubini’s theorem:∫
R
PtGǫ,a(z)ψ(a) da = Pt
[∫
R
Gǫ,a ψ(a) da
]
(z) (6.9)
=
∫ 1
0
hθ E
[
ψ(u(t, θ))
(
(∂θuǫ(t, θ))
2 − cǫ,θ
)]
dθ.
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As in the proof of Lemma 3.3 we set for fixed t > 0 and θ ∈ (0, 1):
ℓσ :=
qt(σ, θ)
qt(θ)
, vˆ(t, σ) := v(t, σ)− v(t, θ) ℓσ, σ ∈ (0, 1).
Then the covariance between the two Gaussian variables vˆ(t, ·) and v(t, θ) is
zero, so that vˆ(t, ·) and v(t, θ) are independent. Denoting z := z(t, θ) and
q := qt(θ) we obtain:
E
[
ψ(u(t, θ))
[
(∂θuǫ(t, θ))
2 − cǫ,θ
]]
(6.10)
=
∫
R
N (0, q)(dy) ψ(y + z)E
[(
∂θuǫ(t, θ) + (y − v(t, θ)) ℓ′ǫ,θ
)2 − cǫ,θ]
=
∫
R
N (0, q)(dy)ψ(y + z)
[(
∂θzǫ(t, θ) + y ℓ
′
ǫ,θ
)2 − q (ℓ′ǫ,θ)2 − ctǫ,θ]
where, recalling (4.2) and setting Qt := etAQetA = Q−Qt, by (3.2):
ctǫ,θ := cǫ,θ − E
[
(∂θvǫ(t, θ))
2
]
= 〈Qtρ′ǫ(· − θ), ρ′ǫ(· − θ)〉. (6.11)
Therefore, by (6.9) and (6.10):∫
R
PtGǫ,a(z)ψ(a) da =
∫ 1
0
dθ hθ
∫
R
N (0, qt(θ))(dy)ψ(y + z(t, θ)) ·
·
[
(∂θzǫ(t, θ))
2 − ctǫ,θ + 2 y ℓ′ǫ,θ ∂θzǫ(t, θ) +
(
y2 − qt(θ)
) (
ℓ′ǫ,θ
)2]
.
Therefore we obtain:
PtGǫ(z) =
∫ 1
0
hθ
e−(z(t,θ))
2/2qt(θ)√
2πqt(θ)
[
(∂θzǫ(t, θ))
2 − ctǫ,θ
−2 z(t, θ) ℓ′ǫ,θ ∂θzǫ(t, θ) +
(
(z(t, θ))2 − qt(θ)
) (
ℓ′ǫ,θ
)2 ]
dθ,
and
‖PtGǫ‖2 ≤ 4
3∑
i=1
Ii(t, ǫ), Ii(t, ǫ) := ‖V iǫ,t‖2,
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where
V 1ǫ,t(z) :=
∫ 1
0
hθ
e−(z(t,θ))
2/2qt(θ)√
2πqt(θ)
[
(∂θzǫ(t, θ))
2 − ctǫ,θ
]
dθ,
V 2ǫ,t(z) := −
∫ 1
0
hθ
e−(z(t,θ))
2/2qt(θ)√
2πqt(θ)
2 z(t, θ) ℓ′ǫ,θ ∂θzǫ(t, θ) dθ,
V 3ǫ,t(z) :=
∫ 1
0
hθ
e−(z(t,θ))
2/2qt(θ)√
2πqt(θ)
[
(z(t, θ))2 − qt(θ)
] (
ℓ′ǫ,θ
)2
dθ.
For F ∈ C1e (L), k ∈ L and K := Qk ∈ H1 we have integrating by parts w.r.t.
the Wiener measure:
E [∂KF (B)] = E
[
F (B)
∫ 1
0
K ′θ dBθ
]
.
On the other hand, integrating by parts on [0, 1] we obtain:∫ 1
0
K ′θ dBθ = K
′
1B1 − K ′0B0 −
∫ 1
0
K ′′θ Bθ dθ =
∫ 1
0
kθBθ dθ,
since K ′1 = B0 = 0. Therefore we obtain the following formula:
E [F (B) 〈k, B〉] = E [∂KF (B)] . (6.12)
Iterating (6.12) several times we obtain for F ∈ C4b (L), ki ∈ L andKi := Qki:
E
[
F (B) 〈k1, B〉 〈k2, B〉
]
(6.13)
= 〈K1, k2〉E [F (B)] + E
[
∂2K1,K2 F (B)
]
,
E
[
F (B) 〈k1, B〉2 〈k2, B〉2
]
(6.14)
=
(
〈K1, k1〉 〈K2, k2〉 + 2 〈K1, k2〉2
)
E [F (B)]
+
∑
i 6=j
〈Ki, ki〉E
[
∂2Kj ,Kj F (B)
]
+ 4 〈K2, k1〉E
[
∂2K1,K2 F (B)
]
+ E
[
∂4K1,K1,K2,K2 F (B)
]
.
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Estimate of I1. We set for the rest of the proof:
k1 := − etA ρ′ǫ(· − θ), k2 := − etA ρ′ǫ(· − θ′), Ki := Qki, (6.15)
F a,b(z) :=
e−(z(t,θ)−a)
2/2qt(θ)√
2πqt(θ)
· e
−(z(t,θ′)−b)2/2qt(θ′)√
2πqt(θ′)
, F := F 0,0,
for z ∈ L and a, b ∈ R. Then we have
I1(t, ǫ) =
∫
µ(dz)
∫ 1
0
hθ
e−(z(t,θ))
2/2qt(θ)√
2πqt(θ)
[
(∂θzǫ(t, θ))
2 − ctǫ,θ
]
dθ
2
=
∫
[0,1]2
dθ dθ′ hθ hθ′ ·
· E
[
F (B)
(
〈k1, B〉2 〈k2, B〉2 − 〈k1, B〉2 ctǫ,θ′ − ctǫ,θ 〈k2, B〉2 + ctǫ,θ ctǫ,θ′
)]
.
Moreover by (3.2) and (6.11):
〈K1, k1〉 = 〈Qtρ′(· − θ), ρ′(· − θ)〉 = ctǫ,θ, 〈K2, k2〉 = ctǫ,θ′,
〈K1, k2〉 = 〈Qtρ′(· − θ), ρ′(· − θ′)〉 =: ctǫ,θ,θ′.
Using (6.13) and (6.14), several terms cancel and what remains is:
I1(t, ǫ) =
∫
[0,1]2
dθ dθ′ hθ hθ′ ·
·E
[
F (B) 2 〈K1, k2〉2 + 4 〈K1, k2〉 ∂2K1,K2 F (B) + ∂4K1,K1,K2,K2 F (B)
]
.
Notice that the function Γ : R2 7→ R+
Γ(a, b) := E
[
F a,b(B)
]
= E
exp
(
− (〈B,etAδθ〉−a)2
2qt(θ)
− (〈B,etAδθ′ 〉−b)2
2qt(θ′)
)
2π
√
qt(θ) qt(θ′)

is the density of the convolution between N (0, qt(θ)) ⊗ N (0, qt(θ′)) and the
law of (〈B, etAδθ〉, 〈B, etAδθ′〉). Therefore Γ is the density of the Gaussian
measure on R2 with zero mean and covariance matrix:qt(θ) 0
0 qt(θ
′)
 +
 q
t(θ) qt(θ, θ′)
qt(θ, θ′) qt(θ′)
 =
 q∞(θ) q
t(θ, θ′)
qt(θ, θ′) q∞(θ
′)
 =: Λθ,θ′.
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Moreover
(qt(θ, θ′))2 =
(
E
[
〈B, etAδθ〉 〈B, etAδθ′〉
])2
≤ E
[
〈B, etAδθ〉2
]
E
[
〈B, etAδθ′〉2
]
= qt(θ) qt(θ′) ≤ qt(θ) q∞(θ′).
Using this inequality and recalling that q∞ − qt = qt we have:
det Λθ,θ′ = q∞(θ) q∞(θ
′)− (qt(θ, θ′))2 ≥ qt(θ) q∞(θ′).
Therefore by (6.6), for θ, θ′ ∈ [δ, 1− δ]:
E [F (B)] = Γ(0, 0) =
1
2π(det Λθ,θ′)1/2
≤ κ
−1/2
δ
t1/4
.
Now, by (6.8):
ctǫ,θ,θ′ = 〈Qtρ′ǫ(· − θ), ρ′ǫ(· − θ′)〉 =
∞∑
i=1
e−λit
λi
(ρǫ ∗ e′i)θ (ρǫ ∗ e′i)θ′ .
Setting ηi := λ
1/2
i ei we have that (ηi)i∈N is a c.o.s. in L. We obtain∫
[0,1]2
dθ dθ′ hθ hθ′ E [F (B)]
(
ctǫ,θ,θ′
)2 ≤ κ
t1/4
∫
[0,1]2
dθ dθ′ hθ hθ′
(
ctǫ,θ,θ′
)2
=
κ
t1/4
∞∑
i,j=1
e−(λi+λj)t
[∫ 1
0
(ρǫ ∗ ηi)θ (ρǫ ∗ ηj)θ hθ dθ
]2
.
Now, since ρǫ is a symmetric convolution kernel:∫ 1
0
(ρǫ ∗ ηi)θ (ρǫ ∗ ηj)θ hθ dθ = 〈ηj , ρǫ ∗ [h(ρǫ ∗ ηi)]〉
=⇒
∞∑
j=1
[∫ 1
0
(ρǫ ∗ ηi)θ (ρǫ ∗ ηj)θ hθ dθ
]2
= ‖ρǫ ∗ [h(ρǫ ∗ ηi)]‖2 ≤ ‖h‖2,
so that:∫
[0,1]2
dθ dθ′ hθ hθ′ E [F (B)]
(
ctǫ,θ,θ′
)2 ≤ κ ‖h‖2
t1/4
∞∑
i=1
e−λit ≤ κ ‖h‖
2
t3/4
.
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Now for all ℓ ∈ L we have:
F (z + s ℓ) = F−s e
tAℓθ,−s e
tAℓθ′ (z) = F s e
tAℓθ, s e
tAℓθ′ (z)
so that, setting H i := etAQki:
E
[
∂2K1,K2 F (B)
]
=
∂2
∂r ∂s
E
[
F (B + rK1 + sK2)
]∣∣∣∣∣
r=s=0
(6.16)
=
∂2
∂r ∂s
Γ(rH1θ + sH
2
θ , rH
1
θ′ + sH
2
θ′)
∣∣∣∣∣
r=s=0
= − v
T
1 Λ
−1
θ,θ′ v2
2π
√
det Λθ,θ′
where vi = (H
i
θ, H
i
θ′) ∈ R2. Since the entries of Λθ,θ′ are bounded uniformly
in θ, θ′ ∈ [0, 1] and for all θ, θ′ ∈ [0, 1]:
|Hjθ | ≤
∞∑
i=1
e−λit
λi
‖ρǫ ∗ e′i‖∞ ‖ei‖∞ ≤
∞∑
i=1
e−λit
λ
1/2
i
≤ κ(1 + | ln t|), (6.17)
then we obtain: ∣∣∣E [∂2K1,K2 F (B)]∣∣∣ ≤ κ(1 + | ln t|)2(det Λθ,θ′)3/2
and therefore:∫
[0,1]2
dθ dθ′ hθ hθ′ 〈K1, k2〉E
[
∂2K1,K2 F (B)
]
≤ κ(1 + | ln t|)
2
t3/4
.
Analogously:
E
[
∂4K1,K1,K1,K2 F (B)
]
=
∂4
∂2r ∂2s
Γ(rH1θ + sH
2
θ , rH
1
θ′ + sH
2
θ′)
∣∣∣∣∣
r=s=0
=
1
(det Λθ,θ′)3/2
Rθ,θ′(H
1
θ , H
2
θ , H
1
θ′, H
2
θ′),
where Rθ,θ′ is a multi-linear form on R
4 with uniformly bounded coefficients
w.r.t. θ, θ′ ∈ [0, 1]. Therefore:
∫
[0,1]2
dθ dθ′ hθ hθ′ E
[
∂4K1,K1,K1,K2 F (B)
]
≤ κ(1 + | ln t|)
4
t3/4
.
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Estimate of I2. Continuing with the notations introduced in the previous
step, we notice now that:
e−(z(t,θ))
2/2qt(θ)√
2πqt(θ)
· z(t, θ)
qt(θ)
· e
−(z(t,θ))2/2qt(θ)√
2πqt(θ)
· z(t, θ)
qt(θ)
=
∂2
∂a ∂b
F a,b(z)
∣∣∣∣∣
a=b=0
.
Then, setting νǫ,θ := (ρǫ ∗ qt(·, θ))′θ, we have:
I2(t, ǫ) =
∫
µ(dz)
∫ 1
0
hθ
e−(z(t,θ))
2/2qt(θ)√
2πqt(θ)
2
z(t, θ)
qt(θ)
νǫ,θ ∂θzǫ(t, θ) dθ
2
= 4
∫
[0,1]2
dθ dθ′ hθ hθ′ νǫ,θ νǫ,θ′ E
[
〈B, k1〉 〈B, k2〉 ∂
2
∂a ∂b
F a,b(B)
∣∣∣∣∣
a=b=0
]
.
By (6.13) we have:
E
[
〈B, k1〉 〈B, k2〉F a,b(B)
]
= 〈K1, k2〉E
[
F a,b(B)
]
+ E
[
∂2K1,K2 F
a,b(B)
]
= ctǫ,θ,θ′ Γ(a, b) +
∂2
∂r ∂s
Γ(a− rH1θ − sH2θ , b− rH1θ′ − sH2θ′)
∣∣∣∣∣
r=s=0
.
Now, recalling that Γ is the density of N (0,Λθ,θ′), we can compute:
∂2
∂a ∂b
Γ(a, b)
∣∣∣∣∣
a=b=0
=
qt(θ, θ′)
2π(det Λθ,θ′)3/2
,
∂4
∂a ∂b ∂r ∂s
Γ(a− rH1θ − sH2θ , b− rH1θ′ − sH2θ′)
∣∣∣∣∣
a=b=r=s=0
=
1
(det Λθ,θ′)3/2
R̂θ,θ′(1, 1, H
1
θ , H
2
θ , H
1
θ′, H
2
θ′)
where R̂θ,θ′ is a multi-linear form on R
6 with uniformly bounded coefficients
w.r.t. θ, θ′ ∈ [0, 1]. By (6.8):
qt(θ, θ
′) = θ ∧ θ′ −
∞∑
i=1
e−λit
λi
ei(θ) ei(θ
′).
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Since (ρǫ ∗ q∞(·, θ))′θ = (ρǫ ∗ 1[0,θ])θ = 1/2, then:
νǫ,θ = (ρǫ ∗ qt(·, θ))′θ =
1
2
−
∞∑
i=1
e−λit
λi
(ρǫ ∗ e′i)θ ei(θ)
and therefore
|νǫ,θ| ≤ κ(1 + | ln t|).
Therefore we have proven that:
I2(t, ǫ) ≤ κ
∫
[0,1]2
dθ dθ′ hθ hθ′ νǫ,θ νǫ,θ′
1 + |R̂θ,θ′(1, 1, H1θ , H2θ , H1θ′, H2θ′)|
(det Λθ,θ′)3/2
≤ κ(1 + | ln t|)
6
t3/4
.
Estimate of I3. Arguing like for I2 we obtain:
I3(t, ǫ) =
∫
µ(dz)
∫ 1
0
hθ
e−(z(t,θ))
2/2qt(θ)√
2πqt(θ)
[
(z(t, θ))2
(qt(θ))2
− 1
qt(θ)
]
ν2ǫ,θ dθ
2
=
∫
[0,1]2
dθ dθ′ hθ hθ′ ν
2
ǫ,θ ν
2
ǫ,θ′
∂4
∂2a ∂2b
Γ(a, b)
∣∣∣∣∣
a=b=0
≤ κ(1 + | ln t|)
6
t3/4
,
and the proof of Lemma 5.3 is complete. 
Using the proofs of Proposition 5.1 and Lemma 5.3, we prove also the fol-
lowing:
Corollary 6.1. For all h ∈ Cc(0, 1), RGǫ converges weakly in Dom(E) to
RG0 ∈ Dom(E), where for µ-a.e z ∈ C:
RG0(z) :=
∫ ∞
0
∫ 1
0
hθ
e−(z(t,θ))
2/2qt(θ)√
2πqt(θ)
(∂z(t, θ)
∂θ
)2
− ct0,θ
−2 ν0,θ z(t, θ)
qt(θ)
∂z(t, θ)
∂θ
+ ν20,θ
[z(t, θ)
qt(θ)
]2
− 1
qt(θ)
 dθ dt,
for θ ∈ (0, 1), t ∈ (0,∞), z(t, θ) is defined by (6.1) and:
ct0,θ :=
∞∑
i=1
e−λit
λi
|e′i(θ)|2 , ν0,θ :=
1
2
−
∞∑
i=1
e−λit
λi
e′i(θ) ei(θ).
29
Moreover for all F ∈ Lipe(L) and a ∈ R:
E
[
F (B)
∫ 1
0
hθ :B˙
2
θ : dL
a
θ
]
(6.18)
= E[F (B)]
∫ 1
0
hθ
a2 − θ
4θ2
e−a
2/2θ
√
2πθ
dθ + E
(
ea〈l
′′,·〉 F, RG0
)
e−a
2‖ℓ′‖2/2,
where l ∈ C2([0, 1]), l(0) = 0 and l(x) = 1 for all x such that h(x) 6= 0.
Formula (6.18) allows to compute directly the value of the generalized func-
tional constructed in Theorem 2.1 without using the limit in the l.h.s. of
(2.2).
7 The case of quadratic ϕ and constant h
We want to consider the divergence of a vector field of particular interest,
namely the identity K(ω) = ω. This case corresponds to ϕ(r) = 1
2
r2 and
h ≡ 1, and therefore it does not fit in the assumptions of Theorem 2.2, since
h has not compact support in (0, 1). Still, since ϕ′′ ≡ 1, this case is simpler
than the general one and can be treated without the main estimate of Lemma
5.3.
Let us go back to the result of Lemma 3.5: formula (3.7) becomes
kθ E[Bθ +Kθ] = − 1
2
d2
dθ2
E
[
(Bθ +Kθ)
2
]
+ E [λ(θ,K ′θ, Bθ)] ,
i.e. kθ Kθ = − 1
2
d2
dθ2
(θ +K2θ ) + (K
′
θ)
2.
Integrating over [0, 1] in dθ we obtain:∫ 1
0
kθKθ dθ = −1
2
[
(K2θ )
′
]1
0
+
∫ 1
0
(K ′θ)
2 dθ =
∫ 1
0
(K ′θ)
2 dθ,
since K0 = K
′
1 = 0. By (3.1) this yields for Ψk := e
〈k,·〉:
E [∂BΨk(B)] = e
1
2
〈Qk,k〉
∫ 1
0
(K ′θ)
2 dθ = E
[
Ψk(B)
∫ 1
0
:B˙2θ : dθ
]
:= lim
ǫ→0
E
[
Ψk(B)
∫ 1
0
:B˙2ǫ,θ : dθ
]
.
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In this case : B˙2θ : appears without integration w.r.t. the local time process
and is therefore defined in the classical way, see [5]. Arguing like in sections
5 and 6, we set now:
Gǫ(B) :=
∫ 1
0
:B˙2ǫ,θ : dθ,
and we compute for all z ∈ C:
PtGǫ(z) =
∫ 1
0
[
(∂θzǫ(t, θ))
2 − cǫ,θ
]
dθ.
Arguing like in the proof of Lemma 5.3, see in particular the estimate of I1,
we compute:
‖PtGǫ‖2L2(µ) =
∫
µ(dz)
[∫ 1
0
[
(∂θzǫ(t, θ))
2 − ctǫ,θ
]
dθ
]2
=
∫
[0,1]2
dθ dθ′ ·
·E
[
〈k1, B〉2 〈k2, B〉2 − 〈k1, B〉2 ctǫ,θ′ − ctǫ,θ 〈k2, B〉2 + ctǫ,θ ctǫ,θ′
]
=
∫
[0,1]2
dθ dθ′ 2 〈Qk1, k2〉2 = 2
∫
[0,1]2
dθ dθ′
[
∞∑
i=1
e−λit
λi
(ρǫ ∗ e′i)θ (ρǫ ∗ e′i)θ′
]2
= 2
∞∑
i,j=1
e−(λi+λj)t
[∫ 1
0
(ρǫ ∗ ηi)θ (ρǫ ∗ ηj)θ dθ
]2
≤ 2
∞∑
i=1
e−λit ≤ κ
t1/2
.
Therefore RGǫ converges weakly in Dom(E) to RG0 ∈ Dom(E) and
E[〈∇F (B), B〉] = lim
ǫ→0
E
[
F (B)
∫ 1
0
:B˙2ǫ,θ : dθ
]
= E(F,RG0),
for all F ∈ Dom(E), where:
RG0(z) =
∫ ∞
0
(∂z(t, θ)
∂θ
)2
− ct0,θ
 dt, µ− a.e. z ∈ C,
see Corollary 6.1 above.
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