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Abstract In hedonic housing price modeling, real estate researchers and
practitioners are often not completely ignorant about the
parameters to be estimated. Experience and expertise usually
provide them with tacit understanding of the likely values of the
true parameters. Under this scenario, the subjective knowledge
about the parameter value can be incorporated as non-sample
information in the hedonic price model. This paper considers a
class of Generalized Stein Variance Double k-class (GSVKK)
estimators, which allows real estate practitioners to introduce
potentially useful information about the parameter values into
the estimation of hedonic pricing models. Data from the Hong
Kong real estate market are used to investigate the estimators’
performance empirically. Compared with the traditional Ordinary
Lease Squares approach, the GSVKK estimators have smaller
predictive mean squared errors and lead to more precise
parameter estimates. Some results on the theoretical properties
of the GSVKK estimators are also presented.
There has been an ongoing professional interest in the use of hedonic analysis in
real estate pricing. Over the last decade, the increasing availability of data, the
advances made in computing, and the ongoing developments in the theoretical
tools, have put hedonic analysis at the real estate practitioner’s ﬁnger tips. By far,
the most popular approach to hedonic pricing is Ordinary Least Squares (OLS)
regression.1 OLS has the distinct advantage of computational ease; properties of
OLS estimators are also well established and widely documented. It sufﬁces to
say that OLS is the singularly most popular technique in hedonic pricing analysis.
OLS does, however, suffer from the problem that it uses only information in the
data, with the result that if relevant information is not contained in the data, OLS
can yield estimates of substantial imprecision. The source of the problem is that
the conventional least squares procedure does not allow the utilization of non-
sample information (e.g., property appraisers’ expert opinions). There is a further
difﬁculty associated with the common phenomenon of collinearity of data. This
may result in poor estimation, in the sense that the estimates obtained by the usual
OLS technique may have large variances, and therefore carry little informative
content.268  Bao and Wan
With regard to solving the multicollinearity problem, there is no general solution.
The problem lies with the data themselves. If extraneous information can be
brought to bear then it may be possible to estimate some of the parameters either
singly or in linear combinations. Such information may arise from previous
hedonic investigation, or from property appraisers’ prior knowledge. A frequently
heard but seldom used proposal for handling collinear data through the use of
extraneous information is the Stein-rule estimation technique. The traditional
Stein-rule estimator is essentially a weighted average of the OLS and restricted
least squares (RLS) estimators, with weights that are a function of the computed
F-statistic used to test the set of hypotheses regarding the restrictions representing
the extraneous information. Papers by Knight, Hill, and Sirmans (1992, 1993a, b)
have illustrated the idea of Stein-rule and other Stein-like empirical Bayes rules
estimators in estimating the hedonic housing price model and real estate appraisal.
As Knight et al. (1993b) pointed out, the RLS estimator reﬂects the appraisers’
information about the regression coefﬁcients. Knight et al. (1992, 1993a) showed
that the potential gain in estimation efﬁciency (in terms of risk under squared error
prediction loss) by Stein-like estimators over OLS is considerable in hedonic
housing price models.
The Stein-rule estimator is in fact a member of a general family of estimators
known as the Double k-class (KK) (Ullah and Ullah, 1978). Compared with the
Stein-rule estimator, the Double k-class has a potentially wider range of
applicability and possibly smaller risk under squared error prediction loss.
Empirical work focusing on the use of the Double k-class in practical settings is
scarce. Among the recent work are Ohtani (2000a, Ch. 7) and Wan, Chaturvedi,
and Zou (2003). The latter paper shows that the Double k-class can offer
signiﬁcant risk improvement over OLS and Stein-rule estimators in the context of
modeling energy consumption data. In a recent paper, Ohtani and Wan (2002)
showed that there is a potential risk improvement in the Double k-class through
the incorporation of the Stein variance estimator—a version of the resultant Stein-
variance Double k-class (SVKK) estimator can practically reduce the risk of the
OLS estimator by as much as 97% in a non-negligible region of the parameter
space.
This paper uses a generalized form of the SVKK (GSVKK) estimator that is
applicable to a wider range of practical situations. The primary purpose is to
investigate the applicability of the GSVKK estimator in an empirical study of
hedonic housing price modeling. Appraiser’s expert opinion is introduced in the
form of linear restrictions on the regression parameters. The feasibility of using
bootstrap to generate standard errors of the estimates resulting from the GSVKK
estimator is also demonstrated. Finally, this paper also makes some progress
towards obtaining the optimal critical values of the pre-test of a general linear
hypothesis embedded in the GSVKK estimator.
 Model Framework and the Estimators
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Y  X  , (1)
where Y is an n  1 vector of observations on the regressand (i.e., the sale price
of a housing unit), X is a n  k matrix of observations of the regressors (e.g.,
ﬂoor level, the living area of a housing unit, directions, views, etc.),  is a k  1
vector of unknown coefﬁcients, and  is an n  1 vector of i.i.d. normal
disturbances with zero mean and variance 2. The traditional OLS estimator of 
is:
1 1 b  (XX) Xy  SX y. (2)
The non-sample information enters the model as restrictions of the parameters.
For instance, an appraiser may have a prior guess on the marginal price of a sea-
view (say, sea view  0.7). A general representation of the non-sample information
is given by R  r, where R is an m  k matrix,  is a k  1 vector of unknown
coefﬁcient, and r is an m  1 known vector. Combining the sample and non-
sample information yields the RLS estimator:
1 1 1 b*  b  SR (RS R)( r  Rb). (3)
It is well known that the RLS estimator is biased unless the constraints R  r
are correct,2 but has uniformly smaller variance than the OLS estimator. Provided
that R  r are correct or close enough to being correct, b* has smaller risk under
squared error prediction loss than b. Not surprisingly, if R  r are grossly
incorrect, then b* is inferior to b in terms of risk under squared error prediction
loss, and as the constraint speciﬁcation error goes to inﬁnity, the risk of b*i s
unbounded.
The question facing the appraiser is how to use his or her expert (non-sample)
knowledge about the regression coefﬁcients in an optimal way that guarantees
better prediction than the OLS approach in terms of risk, even if he or she is
uncertain about the non-sample information. One approach that has been proposed
in the real estate literature (Knight et al., 1992, 1993a, b) is to use the following
Stein-rule (SR) estimator:
av av
b*  1  b  b*, (4)  SR FF270  Bao and Wan
where F  [(Rb  r)(RS1R)1(Rb  r)/m]/[ee/(n  k)] is the test statistic for
testing H0  R  r vs. H1  R  r, e  y  Xb, v  (n  k)/m and a 
(m  2)/(n  k  2) is the risk minimizing choice of the shrinkage constant. The
SR estimator is a stochastic weighted average of the OLS and RLS estimators. If
the data do not agree with the appraiser’s expert opinion, then F is large and the
weight av/F placed on the RLS estimator is small. On the other hand, if F is
small, the sample and non-sample information are consistent and the weight
attached to b* is large. The SR estimator has the remarkable property that it always
yields risk smaller than the OLS estimator (i.e., more accurate prediction on
average), provided that k  2.
A generalization of (hereafter referred to as GKK estimator) in Equation (4) b* SR
can be found in the following Double k-class estimator (Ullah and Ullah, 1978):
(1  k  k )v 12 1 
Fk v 1 b*  b  b*. (5)  kk F  (1  k )v (1  k )v 2 2  1 
F
Note that the SR estimator results3 when k1  (m  2)/(n  k  2) and k2  b* SR
1. There are no risk minimizing choices of k1 and k2 that are independent of
unknown parameters. Carter, Srivastava, and Chaturvedi (1993) suggested a
‘‘nearly’’ optimal GKK estimator (denoted as CARTER estimator hereafter) by
choosing k1  (m  2)/(n  k  2) and k2  1  k1. Ohtani (2000b) suggested
an alternative ‘‘ad hoc’’ choice (denoted as AH estimator hereafter) by setting
k1  m/(n  k  2) and k2  1  (m  2)/(n  k). The ‘‘ad-hoc’’ version of
the GKK estimator, as shown in Ohtani (2000b), has risk smaller than the SR
estimator in a wide region of the parameter space.
There is considerable appeal in applying the GKK estimator in a variety of
situations. Wan et al. (2003), for instance, used the GKK estimator in the context
of modeling energy consumption. One characteristic of the GKK estimators that
deserves mention is that these estimators incorporate the minimum risk equivariant
estimator of the variance parameter, denoted by ee/(n  k  2). It is well-known
that the minimum risk equivariant estimator is in fact dominated (in terms of risk
under squared error loss) by the following so called Stein variance estimator
(Stein, 1964):
eee *e* 2   I(F  c)  I(F  c) , (6) s n  k  2 n  k  m  2Improved Estimators  271
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where I() equals 1 if the event inside the bracket occurs and 0 otherwise, c is the
critical value of the F test for the null hypothesis H0: R  r and e*  y 
Xb*. The Stein variance estimator is a ‘‘pre-test’’ estimator (Wan and Zou, 2003)
that uses either the minimum risk equivariant estimator or its restricted version
depending on whether the data agree or disagree with the appraiser’s expert
knowledge. Essentially, the Stein variance estimator uses information contained in
the estimators of  to provide improvement on the estimator of 2. Provided that
c is chosen appropriately, the Stein variance estimator can achieve uniform risk
reduction relative to the minimum risk equivariant estimator.
There is evidence that it may be possible to use the Stein variance estimator to
improve on the Double k-class estimator (Ohtani, 1996b; and Ohtani and Wan,
2002). The resultant estimator;
(1  k  k )v 12 1 
F
b*  I(F  c) b SVKK (1  k )v 2   1 
F
k v 1  b*  F  (1  k )v 2 
(1  p  p )v 12 1  (1  p  p )  12 F
 I(F  c) b
(1  p )v 2 	 
 1  (1  p )  2 F
pF p v 11  b*,  F  (1  p )F  (1  p )v 22 
(7)
incorporates the Stein variance estimator and is known as the Stein variance
Double-k class (SVKK) estimator, where p1 and p2 are nonrandom scalars. Ohtani
and Wan (2002) investigated the properties of the SVKK estimator for the case
of R  1 and r  0. Versions of the SVKK estimator analogous to the SR and
‘‘nearly’’ optimal (CARTER) versions of the GKK estimator are obtained by
setting k1  (m  2)/(n  k  2), k2  1, p1  (m  2)/(n  k  m  2) and
p2  1, and k1  (m  2)/(n  k  2), k2  1  k1, p2  (m  2)/(n  k 
m  2), and p2  1  p1 respectively. Along the lines of Ohtani and Wan (2002),
one can derive an analogous ‘‘ad-hoc’’ version of the estimator by setting k1 272  Bao and Wan
2(m  2)/(n  k  2), k2  1  (m  2)/(n  k  2), p1  2(m  2)/(n 
k  m  2), and p2  1  (m  2)/(n  k  m  2).
Ohtani and Wan (2002) investigated the properties of the SVKK estimators for
the case of m  k and r  0, i.e., all coefﬁcients are simultaneously set to zero.
In the hedonic pricing context, this effectively means the appraiser is skeptical
that any of the chosen attributes (including the intercept) has any inﬂuence on
price! A setting that is less restrictive and more likely to resemble the practical
situation is that of m  k and r  0, i.e., the investigator’s uncertainty is cast
upon possibly a subset, but not all, of the chosen attributes. One purpose of this
paper is to generalize the SVKK estimator discussed in Ohtani and Wan to this
setting. The resultant Generalized SVKK (GSVKK) estimator has the same
analytical expression as in Equation (7), but a different set of optimal pre-test
critical values from those given in Ohtani and Wan. The Appendix derives the
optimal pre-test critical values for the GSVKK estimator in an analytical
framework similar to that of Ohtani and Wan. For the SR version, the optimal c
value is (n  k)(m  2)(2(n  k)  m  4)/{(n  k  2)m(2(n  k)  m 
6)}; it is inﬁnity (i.e., always accept H0) for the CARTER version; for the AH
version, it is equal to min(c1, c3), where c1  (n  k)/(n  k  2), c3 is the
positive root of the equation m2c2  (m  2)(n  k)mc/{(n  k  2)(n  k 
m  2)}  (m  2)2 (n  k)2/{(n  k  2)(n  k  m  2)}. Of course, when
m  k these optimal critical values reduce to the corresponding values given in
Ohtani and Wan.
Albeit the large literature on shrinkage estimators, few studies have considered
these estimators in empirical settings. One weakness of shrinkage estimators, as
is well documented, is that they follow distributions that are non-standard (see the
discussions in Knight et al., 1993a). This makes the calculation of the estimators’
standard errors and subsequently the assessment of the estimators’ precision
somewhat cumbersome. The common practice in the literature is followed here
by adopting a bootstrap procedure to approximate the GKK and GSVKK
estimators’ standard errors. See, for example, Chi and Judge (1985), Brownstone
(1990), Yi (1991), Adkins (1992), and Kazimi and Brownstone (1999) for a
discussion of bootstrap used for shrinkage regression estimators. The particular
bootstrap procedure in the current study is the parametric bootstrap described in
Ohtani (2000a, Section 7.3).
 The Hong Kong Condominium Market
Hosting nearly seven million residents on a total of 1103.72 km2 of land area,
Hong Kong is one of the most densely populated cities in the world.4 The situation
is worsened by its leasehold property right system. Practically all lands in Hong
Kong are owned by the government except for the land parcel at St. John’s
Cathedral on the Hong Kong Island. Most of the land parcels are distributed
through public auctions with lease terms of 50 years or more. Land prices in Hong
Kong have long been astronomically high. For instance, a 14,459 square meterImproved Estimators  273
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land parcel in the Kowloon district was leased out for some USD542.3 million
on September 27, 2005.5 Considering that a maximum of 108,443 square meters
of saleable areas can be developed on the site, the land cost is USD5,000 per
square meter.6 At the same time, an apartment in the same area usually costs
around USD7,000 per square meter. Due to the restricted land supply, the land
price is estimated to account for as much as 70% of the development cost (Chan,
Tang, and Wong, 2002, p. 164).
The high land cost inevitably gives rise to expensive housing cost and high density
of residential development (Peng and Wheaton, 1994). Average sales price of an
apartment in 2005 is around USD400,000, which is rather high considering the
per capita GDP of Hong Kong is about USD25,600.7 Residential property
developers manage to reduce the unit development cost by building as many
housing units as possible within the density control limits set out by the
government. Not surprisingly, high-rise condominium buildings that best utilize
the limited land area dominate the Hong Kong residential property market. A
cluster of high-rise buildings is usually built together to form an ‘‘estate,’’ which
bares close resemblance to the gated communities in the United States. An estate
usually has its own parking lot, shopping center, 24-hour security, and sometimes
other amenities such as swimming pools and tennis courts. Some estates are rather
large in scale, with more than 100 buildings and over 10,000 apartment units.
Condominiums in the housing estates are typically small by western standard. In
fact, more than 90% of the residential property units in Hong Kong are smaller
than 100 square meters.8
Apartment units in an estate usually share the same structural designs, partly
because the units are too small to accommodate much variety in designs.
Condominiums within one building may have the same number of bedrooms and
identical size living area. The concentration of housing units in high-rise buildings
also determines that these units have similar accessibility to public facilities such
as the subway. In general, housing units in the same estates are rather homogenous
in structural and neighborhood characteristics. On the other hand, a relatively high
heterogeneity in structural and neighborhood traits is often observed among
estates. This is partly due to developers’ efforts to distinguish their estates from
others. In this sense, each estate can be viewed as a ‘‘micro-submarket.’’ Housing
economic theories are in favor of modeling the property market at the
disaggregated level (Grigsby, 1963). There is a rich literature supporting the notion
that modeling housing price within submarkets is more accurate than the analysis
with aggregated data (e.g., Watkins, 2001; Bourassa, Hoesli, and Peng, 2003;
Goodman and Thibodeau, 2003; and Clapp and Wang, 2006). In practice, if
hedonic price models are constructed at the estate level, the resultant models
usually involve fewer regressors and provide more accurate prediction. Local
appraisers routinely use transaction records from the same estate to estimate the
price of a particular apartment in the estate.
Another important feature of the Hong Kong condominium market is its volatile
price movement. The price index once dropped by as much as seven points within274  Bao and Wan
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a week in November 1998 (Exhibit 1). In fact, the weekly absolute change in
Centa-City Index (CCI)9 averaged 1.34% between 1996 and 1998. Under this
scenario, past transaction records are used with caution in local appraisal practice,
as the identiﬁed price pattern might change rather quickly. Ideally, appraisers
should use the most recent transaction records from the same estate for valuation
so that prediction errors can be minimized. However, the very nature of the
residential property market determines transaction records within a short study
period are scarce, and often of poor quality (e.g., with missing variables). This
makes property appraisal a challenging undertaking especially around the turning
points of housing cycles. For instance, the hedonic price model might suggest that
all housing traits are not signiﬁcant and the average housing price (e.g., the
constant term in an OLS model) is the only determining factor of housing price
in the short run. However, appraisers might believe certain housing traits do have
an impact on property value. Traditional OLS methods will completely ignore
appraisers’ subjective knowledge about property price and rely on sample
information solely. The GKK and GSVKK estimators, on the other hand, provide
a mechanism to combine them both in the local appraisal practice.
 Data
This study follows the local appraisal practice by estimating hedonic price models
at the estate level. Two estates—Kingswood Villas and Sceneway Garden—are
selected. The location of these estates is shown on Exhibit 2.
Kingswood Villas is a large-scale housing estate located in the New Territories
District in Hong Kong.10 The estate consists of more than 15,000 condominiumsImproved Estimators  275
JRER  Vol. 29  No. 3 – 2007












Hong Kong  
 
Victoria Harbor
in 58 buildings, which were completed in seven phases between 1991 and 1997.
Most of the buildings are more than 30 stories high, with eight units on each
ﬂoor. The majority (74%) of the apartments in this estate has a ﬂoor area between
70 and 85 square meters. Only 192 units are larger than 100 square meters. Most
of the units have two bedrooms and one bathroom. The average sales price per
square meter between 1996 and 1997 was around USD4,500, contrasting to a
market-wide average unit sales price of USD7,100 in the same period. In short,
Kingswood Villas is a typical mid-to-low-end mass housing estate in Hong Kong.
Overseeing the world-renowned city skyline on the Hong Kong Island, Sceneway
Garden is situated near the Kowloon side of the Victoria Harbour. The 4,112
apartment units in the 17 buildings within this estate were put into operation in
1992. The buildings are 24 to 34 ﬂoors high, with eight units on each ﬂoor. Around
50% of the units are 80 square meters; the size of the rest of the units is either
70 or 90 square meters. All condominiums have three bedrooms and one or two
bathrooms. The average sales price per square meter between 1996 and 1997 was
USD8,250. Compared with Kingswood Villa, Sceneway Garden is a mid-to-high-
end estate with smaller scale.
To fully explore the performance of the GKK and GSVKK estimators, two study
periods are selected (Exhibit 1). Between 1996 and 2005, the Hong Kong
residential property market went through a whole housing cycle. The boom was
between 1996 and 1997 (marked as Period II in Exhibit 1), followed by the bust
from late 1997 to 1998 (marked as Period III). The property market was in a long276  Bao and Wan
painful recession during the period between 1999 and 2003 (marked as Period
IV). The recovery began during late 2003 until the present (marked as Period V).
The ﬁrst study period is November and December of 1996, when the property
market boom started to pick up its trend. The second study period is November
and December 1997 when the property bubbles burst. These two periods were
selected to investigate how the GKK and GSVKK estimators could improve
property valuation when the market is facing a great level of uncertainty. Data
from November are used for model building, and the resultant models are used
to predict the sales price for the December transactions. The research design is
set up in this way to best simulate the valuation process of local appraisers.
The dependent variable in this study is the logarithm transformed sales price per
square foot in Hong Kong Dollars.11 The regressors involved in model building
are primarily structural housing characteristics (Exhibit 3), for the models are
constructed at the estate level and neighborhood housing traits are constant within
an estate. Directions (DIR.E, DIR.N, DIR.NE, DIR.S, DIR.SE, DIR.SW, and
DIR.W) of the housing units are included in the study with northwest direction as
the base category. These dummy variables are used as proxies to account for
factors not measured by other explanatory variables. For example, housing units
facing the east might overlook a cemetery, which is considered a very unpleasant
view in Hong Kong. Even though a variable that quantiﬁes the ‘cemetery view’
is not included in the model, this effect can still be captured by a negative
coefﬁcient loading of DIR.E. Due to the compact design of housing estates, a
good open view from the apartment is weighted heavily by local residents. A
range of dummy variables are created to indicate whether a housing unit has a
sea view (SEAV.F, SEAV.S, and SEAV.L), mountain view (MONV), garden view
(GARDV), street view (STR.I, STR.N)12, or a view of a famous nature reserve in
the neighborhood (MAIPOV).
The ﬂoor level of a unit determines not only the view of the units but also the
level of noise and air pollution resulting from the road transportation. So FLOOR
enters the model as an explanatory variable. Furthermore, variables LEVEL.H,
LEVEL.M, LEVEL.HH, and LEVEL.G are created to indicate whether a housing
unit is located on the high level, middle level, top ﬂoor, or the ground ﬂoor of a
building respectively. For a building with 30 stories, housing units located between
the 21st and the 30th ﬂoors have a value of one for variable LEVEL.H; and
apartments on the 11th to the 20th ﬂoors are deﬁned as middle level units (e.g.,
LEVEL.M  1). These variables are created to capture the non-linear relationship,
if any, between ﬂoor level and housing price. It is expected that the regression
coefﬁcients should be positive for LEVEL.H and negative for LEVEL.G.
Variables AREA and AGE measures the ﬂoor size and age of the units at the time
of transaction. In all models, both AREA and AGE are logarithm transformed to
improve model ﬁtting. In Kingswood Villas, there are duplex units in some of the
buildings. In Hong Kong, a duplex unit normally has larger living area and
subsequently is considered as a desirable apartment. Hence a dummy variable





















































Mean Std. Dev. Remarks
DIR.E 0.134 0.342 0.085 0.280 0.261 0.441 0.250 0.442  1 if the dwelling faces east, 0 otherwise
DIR.N 0.085 0.280 0.141 0.350 0.288 0.455 0.375 0.495  1 if the dwelling faces north, 0 otherwise
DIR.NE 0.140 0.348 0.183 0.390 — — — —  1 if the dwelling faces northeast, 0 otherwise
DIR.S 0.085 0.280 0.028 0.167 0.198 0.401 0.208 0.415  1 if the dwelling faces south, 0 otherwise
DIR.SE 0.146 0.355 0.099 0.300 — — — —  1 if the dwelling faces southeast, 0 otherwise
DIR.SW 0.085 0.280 0.113 0.318 — — — —  1 if the dwelling faces southwest, 0 otherwise
DIR.W 0.122 0.328 0.085 0.280 — — — —  1 if the dwelling faces west, 0 otherwise
DUPLEX 0.006 0.078 — — — — — —  1 if the dwelling is a duplex unit, 0 otherwise
FLOOR 17.659 11.068 17.578 9.563 15.532 8.732 16.375 9.779 Floor level
GARDV 0.695 0.462 0.662 0.476 0.396 0.491 0.375 0.495  1 if the dwelling has a garden view, 0 otherwise
L.AGE 1.503 0.315 1.544 0.337 — — — — Dwelling age (Logarithm transformed)
L.AREA 6.575 0.145 6.537 0.131 6.654 0.113 6.625 0.110 Gross Dwelling area in square foot (Logarithm transformed)
LEVEL.G 0.031 0.173 0.028 0.167 0.036 0.187 — —  1 if the dwelling is located on the ground ﬂoor, 0
otherwise













Exhibit 3  (continued)










Mean Std. Dev. Remarks
LEVEL.HH 0.024 0.155 0.014 0.119 0.036 0.187 0.125 0.338  1 if the dwelling is located on the top ﬂoor, 0 otherwise
LEVEL.M 0.220 0.415 0.296 0.460 0.297 0.459 0.250 0.442  1 if the dwelling is located on the middle level, 0 otherwise
MAIPOV 0.061 0.240 0.070 0.258 — — — —  1 if the dwelling has a view of a nature reserve in Hong
Kong, 0 otherwise
MONV 0.366 0.483 0.352 0.481 0.279 0.451 0.250 0.442  1 if the dwelling has a mountain view, 0 otherwise
SEAV.F 0.031 0.173 0.014 0.119 0.126 0.334 0.042 0.204  1 if the dwelling has a full sea view, 0 otherwise
SEAV.L 0.152 0.361 0.211 0.411 0.045 0.208 0.167 0.381  1 if the dwelling has a limited sea view, 0 otherwise
SEAV.S 0.018 0.134 0.042 0.203 — — — —  1 if the dwelling has a semi sea view, 0 otherwise
STR.I 0.226 0.419 0.239 0.430 0.108 0.312 0.125 0.338  1 if the dwelling has an internal street view, 0 otherwise
STR.N 0.098 0.298 0.113 0.318 0.865 0.343 0.833 0.381  1 if the dwelling has no street view, 0 otherwise
UNLUCK 0.110 0.314 0.099 0.300 0.108 0.312 0.083 0.282  1 if the dwelling is located on ﬂoors 4, 14, 24 or 34, 0
otherwise
UPRICE 7.946 0.150 8.297 0.149 8.678 0.087 8.861 0.060 Sales price per square foot in HKD (Logarithm transformed)
Notes: Kingswood Villas sample size: Nov. 1996  164, Nov. 1997  71; Sceneway Garden sample size: Nov. 1996  111, Nov. 1997  24.Improved Estimators  279
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R2 0.341 0.296 0.805 0.557
dummy variable, UNLUCK, is used in the regression model to indicate whether
the unit is on one of the ‘‘unlucky’’ ﬂoors (e.g., the 4th,1 4 th,o r2 4 th ﬂoors).
Cantonese people generally dislike level ‘4,’ because in Cantonese the word four
has a similar pronunciation with the word death. As a result, apartments located
on these ‘unlucky’ ﬂoors are less preferred. The sign of the regression coefﬁcients
is expected to be positive for AREA and DUPLEX, and negative for AGE and
UNLUCK.
The explanatory variables used for both estates are largely the same. Some
variables are excluded from the model estimation (indicated by a ‘‘—’’ in Exhibit
3) for the value of these variables are constant during the study period, or the
variables are not relevant for the estates (e.g., DUPLEX is not used in models of
Sceneway Garden because this estate does not have duplex units).
 Empirical Findings and Discussion
Three sets of models are constructed for each of the two housing estates in each
sampling period. The R squares statistics, parameter estimates and standard errors,
in-sample and out-of-sample Predictive Mean Square Errors (PMSEs) are
summarized in Exhibits 4–9.
In Exhibit 5, the PMSEs of the OLS estimator are scaled to one for comparative
purposes. For instance, the scaled in-sample PMSEs of SR model for Kingswood
Villas in 1996 is 0.955. This suggests the in-sample PMSEs of the SR model are
4.5% smaller than that of the corresponding OLS benchmark model in this
sampling period. The GSVKK estimators (e.g., GSVKK-SR, GSVKK-CARTER,
and GSVKK-AH estimators) are placed below the corresponding GKK estimators
(e.g., SR, CARTER, and AH estimators). The gain of incorporating the Stein
Variance estimator in GKK estimators can be veriﬁed by comparing the PMSEs
of paired GKK and GSVKK estimators.
OLS Benchmark Models
The ﬁrst set of models, serving as a benchmark, are the traditional OLS models




































OLS 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
SR 0.955 0.969 0.942 0.965 0.970 0.969 0.952 0.959
GSVKK-SR 0.955 0.969 0.941 0.964 0.970 0.969 0.948 0.956
CARTER 0.957 0.969 0.942 0.959 0.972 0.972 0.952 0.959
GSVKK-CARTER 0.954 0.967 0.935 0.954 0.957 0.957 0.938 0.947
AH 0.960 0.977 0.936 0.965 0.952 0.952 0.934 0.944












































































DIR.E 0.013 0.043 0.013 0.042 0.005 0.026 0.005 0.026 0.008 0.031 0.008 0.029 0.003 0.020 0.003 0.020
DIR.N 0.022 0.044 0.022 0.042 0.008 0.027 0.008 0.027 0.013 0.031 0.013 0.029 0.005 0.020 0.005 0.020
DIR.NE 0.103* 0.042 0.103 0.043 0.040 0.033 0.040 0.033 0.064 0.034 0.063 0.032 0.025 0.026 0.025 0.026
DIR.S 0.038 0.045 0.038 0.045 0.015 0.029 0.015 0.029 0.024 0.033 0.023 0.031 0.009 0.022 0.009 0.022
DIR.SE 0.034 0.038 0.034 0.036 0.013 0.023 0.013 0.023 0.021 0.026 0.021 0.025 0.008 0.017 0.008 0.017
DIR.SW 0.035 0.046 0.035 0.047 0.014 0.030 0.014 0.030 0.022 0.034 0.021 0.033 0.008 0.023 0.008 0.023
DIR.W 0.020 0.040 0.020 0.041 0.008 0.026 0.008 0.026 0.013 0.030 0.012 0.029 0.005 0.019 0.005 0.019
DUPLEX 0.229* 0.157 0.229 0.157 0.090 0.107 0.090 0.107 0.142 0.118 0.139 0.112 0.056 0.082 0.056 0.082
GARDV 0.039 0.029 0.039 0.029 0.015 0.020 0.015 0.020 0.024 0.022 0.023 0.021 0.009 0.015 0.009 0.015
LEVEL.G 0.019 0.068 0.019 0.070 0.007 0.044 0.007 0.044 0.012 0.051 0.011 0.049 0.005 0.033 0.005 0.033
LEVEL.H 0.050 0.070 0.050 0.068 0.020 0.044 0.020 0.044 0.031 0.050 0.031 0.048 0.012 0.033 0.012 0.033
LEVEL.HH 0.063 0.105 0.063 0.102 0.025 0.064 0.025 0.064 0.039 0.074 0.038 0.071 0.015 0.048 0.015 0.048













Exhibit 6  (continued)

































MAIPOV 0.151 0.107 0.151 0.110 0.059 0.072 0.059 0.072 0.094 0.081 0.092 0.077 0.037 0.055 0.037 0.055
MONV 0.036 0.034 0.036 0.035 0.014 0.023 0.014 0.023 0.022 0.026 0.022 0.025 0.009 0.018 0.009 0.018
SEAV.F 0.059 0.129 0.059 0.136 0.023 0.087 0.023 0.087 0.037 0.100 0.036 0.095 0.014 0.065 0.014 0.065
SEAV.L 0.024 0.040 0.024 0.041 0.009 0.026 0.009 0.026 0.015 0.030 0.015 0.028 0.006 0.020 0.006 0.020
SEAV.S 0.058 0.131 0.058 0.136 0.023 0.085 0.023 0.085 0.036 0.099 0.035 0.094 0.014 0.064 0.014 0.064
STR.I 0.001 0.030 0.001 0.031 0.000 0.020 0.000 0.020 0.001 0.023 0.001 0.022 0.000 0.015 0.000 0.015
STR.N 0.003 0.042 0.003 0.040 0.001 0.025 0.001 0.025 0.002 0.029 0.002 0.028 0.001 0.019 0.001 0.019
UNLUCK 0.033 0.035 0.033 0.036 0.013 0.023 0.013 0.023 0.020 0.026 0.020 0.025 0.008 0.017 0.008 0.017
FLOOR 0.005* 0.003 0.005 0.003 0.005 0.002 0.005 0.002 0.005 0.002 0.005 0.002 0.005 0.002 0.005 0.002
L.AGE 0.113* 0.042 0.113 0.044 0.130 0.038 0.130 0.038 0.124 0.039 0.124 0.039 0.134 0.036 0.134 0.036
L.AREA 0.078 0.099 0.078 0.106 0.121 0.090 0.121 0.090 0.105 0.093 0.106 0.092 0.131 0.083 0.131 0.083
INTERCEPT 8.539* 0.663 8.539 0.712 8.854 0.603 8.854 0.603 8.735 0.628 8.743 0.616 8.931 0.561 8.931 0.561
Notes: Variables in boldface are set to have zero coefﬁcients for the restricted OLS, GKK, and GSVKK estimators.
a Coefﬁcient estimate
b Standard error












































































DIR.E 0.092 0.085 0.092 0.084 0.017 0.056 0.017 0.055 0.051 0.062 0.051 0.058 0.010 0.043 0.010 0.043
DIR.N 0.061 0.074 0.061 0.078 0.011 0.051 0.011 0.051 0.033 0.058 0.033 0.054 0.006 0.039 0.006 0.039
DIR.NE 0.004 0.069 0.004 0.066 0.001 0.041 0.001 0.041 0.002 0.048 0.002 0.045 0.000 0.031 0.000 0.031
DIR.S 0.042 0.134 0.042 0.132 0.008 0.083 0.008 0.083 0.023 0.096 0.023 0.091 0.004 0.064 0.004 0.064
DIR.SE 0.040 0.079 0.040 0.078 0.007 0.050 0.007 0.050 0.022 0.057 0.022 0.053 0.004 0.038 0.004 0.038
DIR.SW 0.109 0.093 0.109 0.094 0.020 0.064 0.020 0.063 0.060 0.070 0.060 0.065 0.011 0.049 0.011 0.049
DIR.W 0.114 0.086 0.114 0.092 0.021 0.065 0.021 0.064 0.063 0.069 0.063 0.065 0.012 0.051 0.012 0.051
LEVEL.G 0.040 0.137 0.040 0.139 0.007 0.087 0.007 0.087 0.022 0.101 0.022 0.095 0.004 0.066 0.004 0.066
LEVEL.H 0.214* 0.145 0.214 0.130 0.040 0.095 0.040 0.094 0.118 0.098 0.118 0.092 0.022 0.074 0.022 0.074
LEVEL.HH 0.133 0.258 0.133 0.262 0.025 0.164 0.025 0.163 0.074 0.189 0.074 0.178 0.014 0.124 0.014 0.124
LEVEL.M 0.094 0.085 0.094 0.083 0.018 0.055 0.018 0.055 0.052 0.061 0.052 0.057 0.010 0.042 0.010 0.042
GARDV 0.011 0.049 0.011 0.043 0.002 0.041 0.002 0.041 0.006 0.042 0.006 0.042 0.001 0.041 0.001 0.041













Exhibit 7  (continued)

































MONV 0.034 0.093 0.034 0.094 0.026 0.076 0.026 0.076 0.030 0.081 0.030 0.079 0.025 0.070 0.025 0.070
SEAV.F 0.136 0.269 0.136 0.285 0.017 0.261 0.017 0.261 0.052 0.266 0.051 0.263 0.033 0.253 0.033 0.253
SEAV.L 0.064 0.092 0.064 0.091 0.049 0.075 0.049 0.075 0.056 0.079 0.056 0.077 0.047 0.070 0.047 0.070
SEAV.S 0.206 0.234 0.206 0.245 0.073 0.226 0.073 0.226 0.133 0.229 0.133 0.226 0.059 0.218 0.059 0.218
STR.I 0.072 0.065 0.072 0.060 0.061 0.055 0.061 0.055 0.066 0.056 0.066 0.055 0.060 0.053 0.060 0.053
STR.N 0.050 0.092 0.050 0.090 0.007 0.078 0.007 0.078 0.018 0.080 0.018 0.078 0.013 0.073 0.013 0.073
UNLUCK 0.026 0.067 0.026 0.064 0.030 0.062 0.030 0.062 0.028 0.062 0.028 0.062 0.030 0.062 0.030 0.062
FLOOR 0.011* 0.006 0.011 0.006 0.004 0.005 0.004 0.004 0.007 0.005 0.007 0.004 0.003 0.004 0.003 0.004
L.AGE 0.024 0.085 0.024 0.083 0.018 0.070 0.018 0.070 0.020 0.073 0.020 0.072 0.017 0.066 0.017 0.066
L.AREA 0.091 0.223 0.091 0.226 0.004 0.206 0.004 0.206 0.043 0.209 0.043 0.206 0.005 0.199 0.005 0.199
INTERCEPT 8.804* 1.479 8.804 1.478 8.263 1.353 8.263 1.352 8.506 1.370 8.506 1.352 8.208 1.307 8.208 1.307
Notes: Variables in boldface are set to have zero coefﬁcients for the restricted OLS, GKK, and SVGKK estimators.
a Coefﬁcient estimate.
b Standard error.












































































DIR.E 0.003 0.016 0.003 0.015 0.003 0.014 0.003 0.014 0.003 0.014 0.003 0.013 0.003 0.012 0.003 0.012
DIR.N 0.002 0.015 0.002 0.015 0.002 0.013 0.002 0.013 0.002 0.013 0.002 0.012 0.002 0.011 0.002 0.011
DIR.S 0.012 0.012 0.012 0.013 0.010 0.011 0.010 0.011 0.011 0.011 0.010 0.011 0.009 0.010 0.009 0.010
LEVEL.G 0.071* 0.024 0.071 0.025 0.061 0.022 0.061 0.022 0.062 0.022 0.058 0.021 0.054 0.020 0.054 0.020
LEVEL.H 0.020 0.032 0.020 0.034 0.018 0.030 0.018 0.030 0.018 0.030 0.017 0.028 0.015 0.027 0.015 0.027
LEVEL.HH 0.028 0.043 0.028 0.046 0.024 0.040 0.024 0.040 0.025 0.041 0.023 0.038 0.021 0.036 0.021 0.036
LEVEL.M 0.023 0.017 0.023 0.018 0.020 0.016 0.020 0.016 0.020 0.016 0.019 0.015 0.018 0.014 0.018 0.014
GARDV 0.019* 0.011 0.019 0.011 0.016 0.010 0.016 0.010 0.016 0.010 0.015 0.009 0.014 0.009 0.014 0.009
MONV 0.006 0.011 0.006 0.011 0.005 0.009 0.005 0.009 0.005 0.009 0.005 0.009 0.004 0.008 0.004 0.008













Exhibit 8  (continued)

































SEAV.L 0.033 0.025 0.033 0.025 0.028 0.022 0.028 0.022 0.029 0.023 0.027 0.021 0.025 0.020 0.025 0.020
STR.I 0.026 0.028 0.026 0.026 0.023 0.023 0.023 0.023 0.023 0.024 0.021 0.022 0.020 0.021 0.020 0.021
STR.N 0.020 0.028 0.020 0.026 0.017 0.023 0.017 0.023 0.017 0.023 0.016 0.022 0.015 0.021 0.015 0.021
UNLUCK 0.012 0.013 0.012 0.013 0.011 0.012 0.011 0.012 0.011 0.012 0.010 0.011 0.009 0.011 0.009 0.011
FLOOR 0.004* 0.002 0.004 0.002 0.004 0.001 0.004 0.001 0.004 0.002 0.004 0.001 0.004 0.001 0.004 0.001
L.AREA 0.425* 0.066 0.425 0.068 0.431 0.062 0.431 0.062 0.431 0.063 0.433 0.060 0.436 0.058 0.436 0.058
INTERCEPT 5.754* 0.451 5.754 0.465 5.716 0.424 5.716 0.424 5.721 0.429 5.703 0.406 5.687 0.394 5.687 0.394
Notes: Variables in boldface are set to have zero coefﬁcients for the restricted OLS, GKK, and SVGKK estimators.
a Coefﬁcient estimate.
b Standard error.












































































DIR.E 0.054 0.119 0.054 0.113 0.013 0.081 0.001 0.079 0.024 0.087 0.027 0.078 0.006 0.065 0.001 0.065
DIR.N 0.017 0.123 0.017 0.122 0.004 0.085 0.000 0.084 0.008 0.092 0.008 0.083 0.002 0.068 0.000 0.067
DIR.S 0.004 0.083 0.004 0.078 0.001 0.054 0.000 0.053 0.002 0.059 0.002 0.053 0.000 0.043 0.000 0.043
LEVEL.H 0.170 0.151 0.170 0.148 0.040 0.124 0.004 0.120 0.076 0.120 0.084 0.105 0.018 0.104 0.002 0.103
LEVEL.HH 0.173 0.207 0.173 0.206 0.040 0.160 0.004 0.156 0.077 0.162 0.086 0.144 0.018 0.132 0.002 0.132
LEVEL.M 0.115 0.094 0.115 0.093 0.027 0.079 0.002 0.077 0.052 0.076 0.057 0.066 0.012 0.066 0.001 0.066
GARDV 0.044 0.067 0.044 0.067 0.077 0.062 0.072 0.062 0.059 0.063 0.058 0.062 0.074 0.061 0.071 0.061
MONV 0.060 0.083 0.060 0.083 0.073 0.070 0.071 0.069 0.066 0.073 0.065 0.070 0.072 0.065 0.071 0.065













Exhibit 9  (continued)

































SEAV.L 0.038 0.121 0.038 0.118 0.075 0.096 0.068 0.095 0.054 0.100 0.053 0.095 0.071 0.088 0.068 0.088
STR.I 0.107 0.118 0.107 0.114 0.122 0.103 0.120 0.103 0.114 0.105 0.113 0.103 0.121 0.099 0.120 0.099
STR.N 0.062 0.130 0.062 0.127 0.091 0.105 0.086 0.104 0.075 0.109 0.074 0.105 0.088 0.096 0.086 0.096
UNLUCK 0.033 0.079 0.033 0.074 0.034 0.067 0.034 0.067 0.034 0.068 0.034 0.066 0.034 0.064 0.034 0.064
FLOOR 0.010 0.007 0.010 0.007 0.002 0.006 0.003 0.006 0.007 0.006 0.007 0.006 0.003 0.006 0.004 0.005
L.AREA 0.095 0.345 0.095 0.356 0.260 0.341 0.231 0.339 0.169 0.339 0.163 0.331 0.243 0.331 0.230 0.331
INTERCEPT 8.211* 2.304 8.211 2.371 7.137 2.275 7.322 2.264 7.731 2.260 7.772 2.207 7.250 2.208 7.332 2.208
Notes: Variables in boldface are set to have zero coefﬁcients for the restricted OLS, GKK, and SVGKK estimators.
a Coefﬁcient estimate.
b Standard error.
* Signiﬁcant at the 0.15 level.Improved Estimators  289
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along with the corresponding analytical and bootstrapped standard errors are
reported in Column (1) and Column (2), respectively. Clearly the bootstrapped
standard errors estimates are very close to their analytical counterparts. The
bootstrapped standard errors for the GKK and GSVKK estimators appear to be
reliable.13
The R square values of the OLS models range from 30% to 80% (Exhibit 4).
Considering the small sample size and the level of uncertainty in the study periods,
the OLS models offer a reasonably good ﬁt to the data. The sample information
suggests that the majority of the housing attributes do not have signiﬁcant impact
on the housing value. In the case of Sceneway Garden in the 1997 study period,
the model even indicates the only factor that determines property value is the
market average in the last month (e.g., the intercept term). Real estate appraisers
might not agree with this sample information completely. Their expert opinions
can be factored in the valuation process using the GKK and GSVKK estimators.
Generalized Double k-class (GKK) Models
Three GKK models (SR, CARTER, and AH) are estimated for the two housing
estates in each sample period. Two types of non-sample information are considered
in the models as follows.
When the property market starts to pick up momentum in late 1996, previous
transaction data might suggest that housing prices are inﬂuenced by many housing
traits. For instance, the OLS model for Sceneway Garden in the 1996 sampling
period (estimated using transaction records in November 1996) indicates ﬁve
independent variables (LEVEL.G, GARDV, SEAV.F, FLOOR, and L.AREA) are
statistically signiﬁcant at the 15% level. However, as the market is heating up,
potential buyers are eager to get into the market, but owners tend to hold their
properties in expectation of a higher sales price in the future. When the increase
of housing supply is signiﬁcantly outpaced by the growth of demand, and
especially when the price is escalating quickly, buyers usually do not have many
luxury choices or time. Consequently, the market prices tend to be determined by
the most important housing characteristics (e.g., size, age, and ﬂoor level). Real
estate appraisers might suspect the above-mentioned case. But this subjective
opinion is not reﬂected in the data. Under this scenario, real estate appraisers can
use the GKK estimator to combine both sample and non-sample information. It
is essentially a combination of an objective model determined solely by sample
information (an OLS model), and a subjective model using only a few housing
traits that are chosen by the appraiser on an ad hoc basis (a restricted OLS).
As shown in Exhibits 6 and 8, most of the independent variables are assumed to
have no impact on housing prices in the restricted OLS models (indicated by
variables in boldface). Only ﬂoor level, age, and size of the units are considered
in the restricted OLS models.14 The GKK models introduce from 4.8% to 2.3%
improvement over the OLS benchmark models in terms of in-sample and out-of-
sample PMSEs (Exhibit 5).290  Bao and Wan
In the second sampling period (Nov.–Dec., 1997), the property market started to
signal the collapse of the housing bubbles. OLS models using previous sales data
still reﬂect a price determination mechanism for a bull market (e.g., only a few
critical housing attributes should be considered to predict sales prices). A quick
examination of Exhibit 7 and 9 shows only two independent variables (LEVEL.H
and FLOOR) are signiﬁcant at the 15% level in the OLS model for Kingswood
Villas, and none of the housing attributes should be used to predict sales prices
for ﬂats in Sceneway Garden. However, as the prices continue to drop, potential
buyers become more cautious about their decisions; and owners are eager to sell
their properties to avoid further investment loss. This is just the opposite to the
case in the ﬁrst sampling period. Real estate appraisers would like to use more
housing attributes (e.g., the view of a ﬂat) for valuation. Although it is again not
reﬂected in the sample information, the GKK estimators can be used to incorporate
appraiser’s expert opinions. The speciﬁcation of the restricted OLS models in this
sampling period is different from those in the ﬁrst sampling period. As shown in
Exhibits 7 and 9, more variables are included in the restricted OLS models. More
speciﬁcally, real estate appraisers add variables that quantify the view of the ﬂats
(e.g., GARDV, SEAV.F,o rSTR.I) and the variable UNLUCK in the models. Again,
the resultant GKK models outperform the OLS benchmark models by as much
as 6.7% and 5.6% in terms of in-sample and out-of-sample predictive MSE
respectively.
Generalized Stain Variance Double k-class
(GSVKK) Models
When Stain Variance is introduced to the GKK models, the predictive accuracy
is improved to various extents, although not for all the GKK estimators considered.
The PMSEs for GKK and GSVKK estimators are compared in Exhibit 5. The
PMSEs are reduced by less than 1% for most of the models; the CARTER
estimator beneﬁts the most by incorporating Stein Variance estimator. In general,
incorporating Stein Variance estimators into GKK estimators produces a marginal
gain; for certain cases (e.g., the SR and AH estimators for Sceneway Garden in
the 1996 sampling period), the introduction of Stein Variance estimator offers no
improvement on the predictive power. Based on the Monte Carlo experiment
results in the literature, this indicates the  value is rather large in the samples.
In other words, the data do not offer much support to the non-sample information
speciﬁed in this study. However, this does not necessarily suggest that GSVKK
estimators are inferior to the GKK estimators.
The Precision of Parameter Estimates
Due to the fact that the sampling distribution of the GKK and GSVKK estimators
are non-standard, it is not straightforward to examine the precision of theImproved Estimators  291
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coefﬁcient estimates for these models. The standard errors estimates are obtained
by using the parametric bootstrapping procedure described in Ohtani (2000a).
Three hundred repetitions are used in the bootstrapping procedure as the results
appear to become stable when the number of repetition goes beyond 300.
Comparing the standard errors of different linear estimators, clearly all GKK and
GSVKK estimators have standard errors no greater than those of the OLS
estimator. This ﬁnding is more encouraging than the ﬁndings in Knight et al.
(1993a), where the Stein rule estimator only demonstrated very limited
improvement on the parameter estimates precision.
Overall, the GKK and GSVKK estimators dominate the OLS benchmark models
in terms of PMSEs. The introduction of the Stein Variance estimator does not
improve the prediction by the GKK estimator in the samples. Referring to Ohtani
and Wan (2002), when  takes on large values, the Stein Variance estimator offers
no gain with respect to the SR and AH estimators. A similar pattern is observed
in the empirical ﬁndings in the current study. This again suggests that the real
estate appraiser’s expert opinion is not well supported by the sample information.
Consequently, both GKK and GSVKK models put more weight on the OLS
parameter estimates; the resultant coefﬁcient and standard error estimates are close
to those of the benchmark OLS models.
 Conclusion
In this study, the applicability of the GKK and GSVKK estimators are investigated
in an empirical study of hedonic price valuation in the Hong Kong condominium
market. Two types of appraiser’s expert opinions are introduced to the
conventional hedonic price analysis. It is assumed that the sample data cannot
capture the fundamental changes of the price determination mechanism at the
turning points of a housing cycle. As a result, hedonic price models constructed
using historical transaction data might not be able to facilitate accurate valuation.
To ameliorate this problem, appraiser expert opinion is introduced into the model.
GKK and GSVKK estimators are the vehicle to realize the combination of sample
information and appraiser’s subjective knowledge. Two sampling periods were
selected to represent when the Hong Kong condominium market was undergoing
dramatic changes—the beginning of the 1997 property market boom, and the
starting point of the bust at the end of 1997. Two different types of non-sample
information are used to reﬂect the unique situation facing real estate appraisers
during housing market boom and bust. In both cases, the GKK and GSVKK
estimators outperform the OLS benchmark models in terms of in- and out-of-
sample PMSEs. The empirical evidence is in favor of the using of shrinkage
estimators in real estate valuation.
Although researchers have demonstrated the advantages of using shrinkage
estimators, mostly through simulations, empirical research on the gain of using
these estimators has been scarce. As the experiment designs are often different292  Bao and Wan
from the situation dealt with in empirical studies, researchers are equipped with
limited knowledge about the performance of these estimators facing real life
problems. The lack of empirical evidence favoring the shrinkage estimator
discourages its application. This is ﬁrst empirical study of the Generalized Stein
Variance Double k-class estimators conducted using residential property data. The
ﬁndings are in line with the existing empirical studies and corroborate the
numerical analysis in the literature. Overall, the three shrinkage estimators (SR,
CARTER, and AH) can improve the accuracy of hedonic price valuation to various
extents. The incorporation of the Stein Variance estimator in the GKK estimator,
however, does not introduce signiﬁcant gain in terms of PMSEs. As all evidence
suggests that the non-centrality parameter might be rather large in the sample, this
ﬁnding is not completely surprising. The marginal gain of using the Stein Variance
estimator is a result of the data limitation. It does not necessarily suggest
researchers should not use Stein Variance estimators for similar studies.
Anther factor that limits the application of shrinkage estimators is the unknown
distribution of the coefﬁcient estimates. This problem is addressed with an
effective parametric bootstrapping procedure. The bootstrapped standard errors for
the GKK and GSVKK parameter estimates are more precise than those of the
benchmark OLS estimates.
In conclusion, this paper generalizes the Double k-class estimator to the cases that
not all parameters are shrunk to zero. This enables the application of the shrinkage
estimator to a wider range of practical situations. The Stein Variance estimator is
incorporated into the Generalized Double k-class estimators to further improve
the hedonic price valuation; the critical value of the pre-test of a general linear
hypothesis embedded in the GSVKK estimators is derived. The resultant GSVKK
estimators are applied to samples from the Hong Kong condominium market
during the most unstable period in the last housing cycle. The ﬁndings are in favor
of shrinkage estimators in terms of prediction accuracy and parameter estimate
precision.
 Appendix
  Derivation of Optimal Pre-test Critical Values of the
GSVKK Estimator
This section provides analytical results on the optimal pre-test critical values of
the three versions of the GSVKK estimator along the lines of Ohtani and Wan
(2002).
Incorporating the RLS estimator given in Equations (3) and (7), generates the
following expression for the GSVKK estimator:Improved Estimators  293
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22  u  	u 11 2 b*  I(F  c)   GSVKK 22  u  	u 12 2
22  u  
(u  u ) 1112  I(F  c)  22  u  
(u  u ) 1212
1 1 1  SR (RS R)( Rb  r)  b*,
where:
1 1 (Rb  r)(RS R)( Rb  r) 2 u    , 1 m, 2 
eey My 2 u    and 2 nk 22 
1 1 (R  r)(RS R)( R  r)
  . 2 
Now writing (u1  	1u2)/(u1  	2u2)  S1 and [u1  
1(u1  u2)]/[u1  
2(u1 
u2)]  S2, the risk of (under predictive squared error loss) may be written b* GSVKK
as:
R(b*)  E{(b*  )S(b*  )} GSVKK GSVKK GSVKK
1 1 1  E{{[I(F  c)S  I(F  c)S ]SR (RS R) 12
 (Rb  r)  b*  }S
1 1 1  {[I(F  c)S  I(F  c)S ]SR (RS R) 12
 (Rb  r)  b*  }}
22 22  E{I(F  c)S  u  I(F  c)S  u 11 21
 (b*  )S(b*  )
1 1 1  2I(F  c)S (Rb  r)(RS R) RS S(b*  ) 1
1 1 1  2I(F  c)S (Rb  r)(RS R) RS S(b*  )}. 2294  Bao and Wan
Now:
22 2 E{(b*  )S(b*  )}   k   m  
and
1 1 1 (Rb  r)(RS R) RS S(b*  )
1 1 1 1 1  (Rb  r)(RS R) R(b  SR (RS R)( Rb  r)  )
1 1 1 1  (Rb  r)(RS R) Rb  (Rb  r)(RS R)
1 1 1 1 1  RS R(RS R)( Rb  r)  (Rb  r)(RS R) R
1 1  (Rb  r)(RS R)( r  R).
Therefore:
22 22 R(b*)  E{I(F  c)S  u  I(F  c)S  u GSVKK 11 21
22 2   k   m  
1 1  2I(F  c)S (Rb  r)(RS R)( R  r) 1
1 1  2I(F  c)S (Rb  r)(RS R)( R  r)} 2
22 22 22  E{S  u  I(F  c)S  u  I(F  c)S  u 11 11 21
1 1  2S (Rb  r)(RS R)( R  r) 1
1 1  2I(F  c)S (Rb  r)(RS R)( R  r) 1
1 1  2I(F  c)S (Rb  r)(RS R)( R  r)} 2
22 2   k   m   (8)
When k  m, R  1 and r  0, Equation (8) reduces to Equation (A1) in Ohtani
and Wan (2002).
That is, the risk expression given in Ohtani and Wan (2002) in fact applies to the
general case with  redeﬁned and k [labeled as p in Ohtani and Wan (2002)]
replaced by m.Improved Estimators  295
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Now:
  m m/2i1 /2 m/2i   i  1 m  c 
	 2 R(b*) GSVKK  2D (c) 1 c  m i0 (m)/2i1   i (  mc)    22

 D (C)  2 m   i
2
where D1(c)  [
1  (1  
1)mc]/[
2  (1  
2)mc]  [	1  mc]/[	2 
mc], D2(c)  [
1  (1  
1)mc]/[
2  (1  
2)mc]  [	1  mc]/[	2  mc],
and   n  k.
So, a sufﬁcient condition for R() / c  0i sD1(c)  0 and D2(c)  0. b* GSVKK
Now, let’s consider the three speciﬁc cases.
Case 1: GSVKK-SR Estimator
m  2 m  2

  	  0; 	  ; 
  .  22 1 1 n  k  2 n  k  m  2
It is straightforward to show that:

 (1  
 )mc  	 mc (	  
 ) 11 1 1 1 D (c)  0i fc  1 mc 
 m 1
since 
1  0. Writing
m  2 m  2
	  and 
  , 11 n  k  2 n  k  m  2
the condition becomes c  /  2  c1.296  Bao and Wan
Similarly, D2(c)  0i f{ [ 
1  (1  
1)mc]  [	1  mc]}/mc  0o r ,
equivalently, c  (m  2)(2  m  4)/(  2)m(2  6  m)  c2. Therefore,
for the GSVKK-SR estimator, R() / c  0i fc  c2 (since c1  c2) and b* GSVKK
the risk achieves a local minimum at c  c2. The condition reduces to the
corresponding condition in Ohtani and Wan (2002) when m  k.
Case 2: GSVKK-CARTER Estimator
m  2 m  2

  	  0; 	  ; 
  .  11 2 2 n  k  2 n  k  m  2
For the GSVKK-CARTER estimator, D1(c)  0i fc  c1 and D2(c)  0 for all
positive values of c. So there exists no choice of c independent of  such that the
GSVKK-CARTER estimator dominates the CARTER estimator. Ohtani and Wan’s
(2002) Monte-Carlo results showed that choosing c 	can often lead to superior
performance in the CARTER version of the GKK estimator. The current paper
follows this choice of c for the GSVKK-CARTER estimator.
Case 3: GSVKK-AH Estimator
m  2
	  	 ; 
  
 ; 	  ;  21 22 1 n  k  2
m  2

  .  1 n  k  m  2
Now since 
1  0 and 	1  0, [(1  
1)mc  
1][mc  	1] is always positive,
so
(
 (1  
 )mc)(mc  	 )  11 1
(	 mc)((1  
 )mc  
 ) 11 1 D (c)  0 1 [(1  
 )mc  
 ][mc  	 ] 11 1
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(
 (1  
 )mc)(mc  	 ) 11 1
 (	 mc)((1  
 )mc  
 )  0. (9) 11 1
Or equivalently,

c  c . 1   2
Now D2(c)  0 if:
(
 mc  
 mc)(mc  	 ) 111
 (	 mc)(mc  
 mc  
 )  0. 11 1
Or equivalently:
22 2 2(mc  	
 mc  	
)  0. 11 11
That is, c  c3, where c3 is the positive solution of the equation:
22 2 (m  2) mc (m  2)  22 mc  0.
(v  2)(  m  2) (v  2)(  m  2)
So, D1(c)  0i fc  c1 and D2(c)  0i fc  c3.
Therefore:
R(b*) GSVKK  0i fc  c , 4 c
where c4 is the minimum of c1 and c3. This condition again reduces to the
corresponding condition in Ohtani and Wan (2002) when m  k.298  Bao and Wan
 Endnotes
1 Hedonic models estimate values for individual characteristics bundled together to form
a good or service. Early contributions on hedonic analysis include the work of Waugh
(1928), Court (1939), Stone (1956), and Griliches (1961), among others. Following
Griliches, hedonic models quickly grew to be a new branch of economic research and
a vast literature has emerged. Recent papers that provide overviews of this large literature
include Griliches (1990), Berndt (1991, Ch. 4), and Triplett (2000).
2 The properties of the RLS estimator are well known. See, for example, Judge and Bock
(1978) for a thorough discussion.
3 Other common estimators, including the feasible minimum mean squared error
(Farebrother, 1975) and adjusted feasible minimum mean squared error (Ohtani, 1996a)
estimators, are also special cases of the KK family.
4 According to the International Urbanized Area Analysis and the Data Product Study
carried out by Wendell Cox Consultancy (www.Demographia.com), Hong Kong has the
highest population density among the 361 international urban areas surveyed. For a
complete ranking, see: http://www.demographia.com/db-worldua-dens.pdf.
5 Source: Lands Department, Hong Kong SAR (http://www.landsd.gov.hk/en/landsale/
records/2005-2006.pdf).
6 According to Schedule 1 of the Building (Planning) Regulations under the Buildings
Ordinance (Chapter 123, Laws of Hong Kong), the maximum plot ratio for development
in the Kowloon District is 7.5.
7 Source: Land Registry, Hong Kong SAR (http://www.landreg.gov.hk/en/monthly/
stat05yr.htm) and Census and Statistics Department, Hong Kong SAR (http://www.
censtatd.gov.hk/hong kong statistics/ statistical tables/index.jsp?tableID030).
8 Hong Kong Property Review 2005, Rating and Valuation Department, Hong Kong SAR
(http://www.rvd.gov.hk/en/doc/hkpr06/05.pdf).
9 The Centa-City Index was jointed launched by City University of Hong Kong and
Centaline Property Agency Limited in September 1999. The base period of this index
is July 1, 1997. Details of the index can be found at: www.centanet.com/cci e.htm.
10 Hong Kong consists of three districts: Hong Kong Island, Kowloon Peninsula, and the
New Territories. Based on the treaties signed after Opium War in 1841, the British
government has the freehold of Hong Kong Island and Kowloon Peninsula. On July 1,
1898, the British government also obtained a 99-years leasehold of the New Territories.
Hong Kong was handed over to the People’s Republic of China on July 1, 1997 and
since then has become a special administrative region of China.
11 In the single-family housing market, where the measurement of ﬂoor space is not always
precise, using sales price per square foot as the regressand could be problematic for any
measurement errors in ﬂoor size could introduce biases in the estimation. As pointed
out by one of the referees, the total sales price should be used as the dependent variable
under this scenario. This is not a concern in the current study because the measurement
of apartment size is very accurate in the Hong Kong condominium market.
12 Street views are classiﬁed into three categories: no street view (STR.N), internal street
view (STR.I), and external street view (omitted as the base category). Flats with an
external street view usually face busy roads and consequently suffer from noise
generated by the trafﬁc.Improved Estimators  299
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13 In Ohtani (2000a), the bootstrapped and analytical standard errors of OLS coefﬁcient
estimates are also compared to demonstrate the reliability of the bootstrapping
procedure.
14 The variable AGE is not included in the models for Sceneway Garden. All ﬂats in this
estate were completed in the same year. So if the sample is collected within the same
year (e.g., 1996 or 1997), the age of the ﬂats is a constant.
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