Abstract-The least squares (LS) estimator and the best linear unbiased estimator (BLUE) are two well-studied approaches for the estimation of a deterministic but unknown parameter vector. In many applications it is known that the parameter vector fulfills some constraints, e.g., linear constraints. For such situations the constrained LS estimator, which is a simple extension of the LS estimator, can be employed. In this paper we derive the constrained version of the BLUE. It will turn out that the incorporation of the linear constraints into the derivation of the BLUE is not straight forward as for the constrained LS estimator, but the final expression for the constrained BLUE is closely related to that of the constrained LS estimator.
I. INTRODUCTION
We consider classical estimation with an underlying linear model y = Hx + n,
which is frequently used in many areas of signal processing. Here, y ∈ C Ny is the vector of measurements, x ∈ C Nx is a deterministic but unknown parameter vector, H ∈ C Ny×Nx is the measurement matrix (with varying requirements throughout the paper), and n ∈ C Ny is zero mean measurement noise with known positive definite covariance matrix C nn . The probability density function (PDF) of n is otherwise arbitrary. For this linear model, linear classical estimators such as the least squares (LS) estimator or the best linear unbiased estimator (BLUE) [1] - [7] are well known and widely employed.
In many applications it is known that the parameter vector fulfills some constraints, e.g., the linear constraints
with full row rank A ∈ C N b ×Nx , b ∈ C N b , N b < N x . One of many possible examples where a parameter vector fulfills such linear constraints is when x describes the impulse response of a linear time-invariant system that is unable to transmit a DC signal. Then, the sum of all elements in x must be zero, which can be described by appropriately choosing A and b. Since the parameter vector is assumed to fulfill (2), we seek for an estimator whose estimatesx fulfill
A modification of the LS estimator that fulfills (3) can be found in standard textbooks, e.g., [1] , [8] LS estimator. For full column rank H implying N y ≥ N x the constrained LS estimator is formally given bŷ
where Q = H H H. Possible applications of this estimator can be found in [9] , [10] . The constrained LS estimator can easily be derived by minimizing the standard LS cost function under the constraints (2), c.f. [1] . The cost function as well as the constraints are functions of x. The cost functions of the BLUE [1] , however, are functions of the rows of the estimator matrix, and the incorporation of the constraints (2) as a function of x is not straight forward as in the LS case. In this work we derive the constrained BLUE by converting the constraints (2) into constraints fitting to BLUE's cost functions with the help of the nullspace of A. Finally, the resulting estimator as a function of linearly independent basis vectors of the nullspace of A is converted to a form that shows great similarities with the constrained LS in (4) .
Outlook: In Sec. II, the constrained BLUE is derived, interestingly with weaker prerequisites than required for the constrained LS estimator in (4) . A simplified notation of the constrained BLUE, however, with more strict prerequisites is discussed in Sec. III. A simulation example demonstrating the performance gain achievable with the constrained BLUE is provided in Sec. IV.
Notation: Lower-case bold face variables (a, b,...) indicate vectors, and upper-case bold face variables (A, B,...) indicate matrices. We further use C to denote the set of complex numbers, (·)
T to denote transposition, (·) H to denote conjugate transposition, (·) * to denote conjugation, I n×n to denote the identity matrix of size n × n, and 0 m×n to denote the zero matrix of size m × n. If the dimensions are clear from context we simply write I and 0. E[·] denotes the expectation operator, where we use a subscript to denote the averaging PDF.
II. DERIVATION
In coherence with the constrained LS estimator in (4), we assume the estimator to be affine and of the form
As the estimator is actually affine the term 'linear' in the abbreviation 'BLUE' might be somewhat misleading. However, since also for other affine estimators the term 'linear' is usually used, we call the estimator constrained BLUE. The goal is now to find the estimator matrix E ∈ C Nx×Ny and the vector f ∈ C Nx . The constrained BLUE has to fulfill two types of constraints. The first one is the unbiased constraint
By letting e H i be the i th row of E, x i be the i th element of x, and f i be the i th element of f , the unbiased constraint for e H i can be extracted from (7) and is of the form
The second type of constraints are given by (3). For each i ∈ {1, 2, ..., N x } the variance ofx i serves as a cost function which is a function of e i given as
We note, that (3) and (8) represent constraints inx, however, the i th cost function is a function of the vector e i , which is conflicting. We are therefore now converting the constraints (3) and (8) into constraints in e i and f i for (i = 1, . . . , N x ).
We start with an analysis of Ax = b in (2). This linear system of equations has an infinite number of solutions that can be described as
where the vectors x i , i = 1, . . . , N 0 , span the nullspace of A such that Ax i = 0 N b ×1 , N 0 is the dimension of the nullspace of A with N 0 = N x − N b , the scalar coefficients α i , i = 1, . . . , N 0 are in general complex valued and arbitrary, and x p is an arbitrary particular solution of Ax = b, e.g., the least norm solution x p = A H AA H −1 b. However, the particular choice of x p is not of importance in the following. Eq. (13) can be brought in the form
where
With this notation we have AN = 0 N b ×N0 . Inserting (14) into (7) results in
To fulfill this equation for every possible vector α, we deduce the following two constraints for E and f :
Let the i th row of N be denoted as n 
We solve this constrained optimization problem using the complex valued Lagrangian multiplier method [11] and Wirtinger's calculus for deriving the complex valued gradients [12] . The Lagrangian cost function for this problem is given by
The Wirtinger derivative with respect to e i produces
Setting (22) equal to zero results in
Assuming full column rank of HN, which implies N y ≥ N 0 , and inserting (23) into the constraint in (20) produces
Reinserting this result into the expression for e H i in (23) yields
Since n H i is the only term in (25) that depends on the index i, the expression for the estimator matrix is given by
In the following, we denote P = H H C −1 nn H. Inserting (19) and (26) into (5) finally leads to the constrained BLUE in the form of
The covariance matrix of the constrained BLUE in (29) can easily shown to be
x CB in (29) is actually independent of the particular choice of x p . To prove this we first show that the identity
with (28) by the right hand side of (31) giveŝ
That finally means that using any particular x p in (28) yields the same result as using the least norm solution x p = A H AA H −1 b. Another important note is that N y ≥ N x is not required for the application of (29), which is in contrast to the constrained LS estimator in (4) . In fact, the constrained BLUE in (29) only requires full column rank of HN in order for N H PN to be invertible. This implies that N y ≥ N 0 , but N y < N x is allowed.
For the case that N y ≥ N x , H has full column rank, and C nn is positive definite (as originally assumed) which implies that P is invertible and positive definite, the expression for the constrained BLUE in (29) can be simplified.
III. SIMPLIFICATION AND DISCUSSION
Note that the expression of the constrained BLUE in (29) requires the calculation of a basis of the nullspace of the matrix A. We will now derive an expression of the constrained BLUE that does not require this nullspace evaluation, but which requires N y ≥ N x . With the assumptions of full column rank H and positive definite C nn (as originally assumed) P is invertible and positive definite, and the following identity holds:
This identity can be proven the following way. The i th column of N is denoted as x i according to (15). Furthermore, the i th column of A H is denoted as a i . We first show that the vectors
Nx×1 . Left multiplication by u H yields u H P −1 u = 0 since u and v are orthogonal. Since P −1 is positive definite, we have that u = 0. By the linearly independence of all a i , all c i are 0. By (36), all d j are 0. Thus the only solution of (36) is c i = d j = 0 for all i, j, or in other words
Hence, the square matrix
. Since this equation is true and B is invertible, (35) is also true.
Inserting (35) into (29) finally yieldŝ
For the constrained BLUE in (37) one can easily show that the covariance matrix is
The expression for the constrained BLUE in (37) has the advantage that the nullspace of A is not required. Furthermore, comparing the constrained LS estimator in (4) with the constrained BLUE in (37) reveals that they are connected in a very similar way as it is the case for the LS estimator and the BLUE [1] . Finally, we end up with the following:
Result. Consider the linear model y = Hx + n, where y ∈ C Ny is the measurement vector, H ∈ C Ny×Nx is a known measurement matrix with N y ≥ N x and full column rank, and n ∈ C Ny is a zero mean random noise vector with known positive definite covariance matrix C nn . If x fulfills the linear constraints Ax = b with full row rank (38) .
If N y ≥ N x does not hold, then let N ∈ C Nx×N0 be the matrix built by linearly independent (column) basisvectors that span the nullspace of A. If HN has full column rank (implying N y ≥ N 0 ), then the constrained BLUE for x fulfilling Ax CB = b is given by (29). Its covariance matrix Cxx ,CB is given by (30).
IV. EXAMPLE
We assume x ∈ C 5 to be the discrete-time impulse response of an unknown system. Additionally, we know that the system is unable to transmit any DC signals. Hence, the sum of all elements of x must be zero. This can be described by a linear constraint as in (2), where A is a row vector of length 5 with all elements being 1, and where b is 0. This example has the advantage that the constrained LS estimator and the constrained BLUE not only can be compared with the LS estimator and the BLUE but also with intuitive estimators as it will be demonstrated soon.
The measurement vector y ∈ C 10 shall contain noisy measurements of the input samples convolved with the impulse response. The input samples written in vector form are denoted as u ∈ C 6 . Thus, H ∈ C 10×5 is a convolution matrix built from the vector u. The input samples are randomly drawn for every simulation run from a standard proper Gaussian distribution [13] . The covariance matrix of the complex proper noise vector n in (1) where k is a scaling factor varied between 10 −1 and 1. The following estimators are considered:
1) The LS estimator [1] , denoted asx LS , 2) the intuitive estimator resulting from subtracting the mean value from the estimates of the LS estimator
where 1 Nx×1 denotes a column vector of length N x with all elements being 1, 3) the constrained LS estimator in (4), 4) the BLUE [1] , denoted asx B , 5) the intuitive estimator resulting from subtracting the mean value from the estimates of the BLUÊ
6) the constrained BLUE in (37).
The resulting average MSEs (averaged over the elements of x) plotted over k are presented in Fig. 1 . The LS estimator performs worst for all values of k. The estimation accuracy can be significantly increased by using the intuitive estimator in (39). An even better estimation accuracy is achieved by the constrained LS estimator. Even larger performance gains are obtained for the constrained BLUE when compared to the BLUE and the intuitive estimator in (40). Hence, compared to the LS-based estimators, it is even more beneficial to favor the constrained BLUE over the BLUE in this example.
V. CONCLUSIONS
This work closes a long existing gap in classical estimation theory, namely the derivation of the constrained BLUE for the case when the parameter vector fulfills linear constraints. We derived two versions of the constrained BLUE, the first one under even weaker prerequisites than for the well known constrained LS estimator, and the second one under similar prerequisites as the constrained LS estimator. The second version is also similar in form to the constrained LS solution.
