Abstract Affine matrix rank minimization problem aims to find a low-rank or approximately low-rank matrix that satisfies a given linear system. It is well known that this problem is combinatorial and NP-hard in general. Therefore, it is important to choose the suitable substitution for this matrix rank minimization problem. In this paper, a continuous promoting low rank non-convex fraction function
Abstract Affine matrix rank minimization problem aims to find a low-rank or approximately low-rank matrix that satisfies a given linear system. It is well known that this problem is combinatorial and NP-hard in general. Therefore, it is important to choose the suitable substitution for this matrix rank minimization problem. In this paper, a continuous promoting low rank non-convex fraction function
is studied to replace the rank(X) in this NP-hard problem and translate this NP-hard problem into a transformed affine matrix rank minimization problem. Firstly, we discuss the equivalence of the transformed affine matrix rank minimization problem and affine matrix rank minimization problem. It is proved that the uniqueness of the global minimizer of transformed affine matrix rank minimization problem also solves affine matrix rank minimization problem if some conditions are satisfied. Secondly, we decomposed this non-convex fraction function as the difference of two convex functions, and apply DC algorithm to solve the regularization transformed affine matrix rank minimization problem. Numerical experiments on image inpainting problem show that our method performs effective and promising in finding a low-rank image. 
where the linear map A : R m×n → R d and vector b ∈ R d are given. In recent years, ARMP has been widely studied in many fields such as network localization [1] , minimum order system and low-dimensional Euclidean embedding in control theory [2, 3] , collaborative filtering in recommender systems [4, 5] , and so on. Unfortunately, although the rank(X) characterizes the rank of the matrix X, it is known to be NP-hard in general [6] .
Nuclear-norm affine matrix rank minimization problem (Nu-ARMP) is the most popular alternative [3, 4, [7] [8] [9] , and the minimization has the following form (Nu − ARMP) min
for the constrained problem and (RNu − ARMP) min
for the regularization problem, where the Lagrange multiplier λ > 0, called the regularization parameter, is a function of A, b, and ε. By the convex optimization theory, for an appropriate Lagrange multiplier λ > 0, the solution to RNu-ARMP is precisely the solution to Nu-ARMP. It is clear that Nu-ARMP is the compact convex relaxation of the NP-hard ARMP and possesses many theoretical and algorithmic advantages [10] [11] [12] [13] . However, it may be suboptimal for recovering a real low-rank matrix. In fact, Nu-ARMP or RNu-ARMP may yields a matrix with much higher rank and need more observations to recover a real low-rank matrix [4, 11] . Moreover, the nuclear-norm is a loose approximation of the rank function and tends to have biased estimation by shrinking all the singular values toward zero simultaneously, and sometimes results in over-penalization in its regularizaton model as the l 1 -norm in compressed sensing [14] .
In this paper, a continuous promoting low rank non-convex fraction function
is studied to replace the rank(X) in ARMP, where the non-convex function
is called non-convex fraction function, and the parameter a ∈ (0, +∞). It is very easy to verify that the non-convex fraction function ρ a (t) is increasing and concave in t ∈ (−∞, +∞). In particular, we have
In addition, the non-convex fraction function ρ a (t) is called "strictly noninterpolating" in [15] , is widely used in image restoration. German in [15] showed that the non-convex fraction function gives rise to a step-shaped estimate from ramp-shaped data. And in [16] , Nikolova demonstrated that for almost all data, the strongly homogeneous zones recovered by the non-convex fraction function were preserved constant under any small perturbation of the data. By this transformation, ARMP can be translated into the following transformed minimization problem takes the form (TrARMP) min
for the constrained problem. Our algorithm is based on DC programming [17] [18] [19] [20] and is to solve the following regularization Lagrangian version of (6) (RTrARMP) min
We will decompose the function P (X) as the difference of two convex functions, and then apply DC algorithm (DCA) to solve this minimization problem. Our work is inspired by the work of Hoai An Le Thi et al. [21] that proposed an efficient continuous non-convex optimization approach based on DC programming and DCA for the problem of sparse signal recovery. It relies on a family of piecewise concave penalty which can be decomposed as a difference of convex functions. We theoretically proved that the uniqueness of the global minimizer to TrARMP also solves ARMP if linear map A satisfies a restricted isometry property and if 1 < a < a * , where a * > 1 depends only on the restricted isometry constant of linear map A. Moreover, We also proved that the solution of Tr-ARMP can be approximately obtained by solving RTrARMP for some proper smaller regularization parameter λ > 0. Even though the function P (X) is not a convex and there may not exists an appropriate Lagrange multiplier λ > 0 such that the solution to RNu-ARMP is precisely the solution to Nu-ARMP.
The rest of this paper is organized as follows. Some notions and preliminary results that are used in this paper are given in Section 2. The sufficient condition on equivalence of TrARMP and ARMP is demonstrated in Section 3. In Section 4, the DC-ISVTA based on DCA is proposed for solving RTrARMP and we show the numerical results of the numerical experiments on image inpainting problem in Section 5. Finally, we give some concluding remarks in Section 6.
Preliminaries
In this section, we give some notions and preliminary results that are used in this paper. R m×n will be used to denote the set of all m × n real matrices set. The linear map A : R m×n → R d can be determined by d and given matrices
without loss of generality, we assume m ≤ n. Given any matrices X, Y ∈ R m×n , the standard inner product of X and Y is denoted by X, Y , and
we have
The singular value decomposition (SVD) of matrix X ∈ R m×n is X = U ΣV T , where U is an m × m unitary matrix, V is an n × n unitary matrix and Σ = Diag(σ(X)) ∈ R m×n is a diagonal matrix. The σ(X) represents the singular values vector of the matrix X with rank equals to r. Let vector σ i (X) denotes the i-th largest singular value of X for i = 1, 2, · · · , m, and the singular values vector
Moreover, by the SVD of matrix X, we can get that
and
where
Equivalence between TrARMP and ARMP
The sufficient condition on equivalence of TrARMP and ARMP is demonstrated in this section. It is proved that the uniqueness of the global minimizer to TrARMP also solves ARMP if linear map A satisfies a restricted isometry property and if 1 < a < a * , where a * > 1 depends only on the restricted isometry constant of linear map A. Firstly, we introduce and prove some elementary results for later use.
Lemma 1 (see [22] ) For any a > 0 and any real numbers x i , x j ∈ R, the following inequalities hold
It follows from Lemma 1 that the triangle inequality holds for the nonconvex fraction function ρ a (t). Also we have ρ a (|t|) ≥ 0 and ρ a (|t|) = 0 ⇔ t = 0.
Lemma 2 Let X * be the optimal solution to TrARMP and rank(X * ) = r. Then there exists
such that, for any β ≥ β 1 ,
where X *
Proof Since the non-convex fraction function ρ a (t) is increasing in positive variable t, we have the inequality
In order to show that P a (X *
equivalently,
This completes the proof.
Lemma 3 (see [6] ) Let M and N be matrices of the same dimensions. Then there exist matrices N 1 and N 2 such that
In the proof of Lemma 6, the author considered a full singular value decomposition of the matrix M ,
and letN :
it can be easily verified that N 1 and N 2 satisfy the condition (1)- (4).
Lemma 4 Let M and N be matrices of the same dimensions.
Proof Consider the SVDs of the matrices M and N :
Since
This shows that the singular values of M + N are equal to the union (with repetition) of the singular values of M and N . Hence,
This completes the proof. Nextly, we will demonstrate the equivalence of TrARMP and ARMP if a certain condition is satisfied.
For convenient, we let
and X * = arg min
The condition is characterized to guarantee the optimal solution X * = X 0 is determined by the values of a sequence of the restricted isometry constant (RIC) that quantify the behavior of linear map A when restricted to the subvariety of matrices of rank r. The following definition is the natural generalization of the restricted isometry property (RIP) from vectors to matrices. Definition 1 (see [6] ) Let A : R m×n → R d be a linear map. For every integer r with 1 ≤ r ≤ m, define the r-RIC to be the smallest number δ r (A) such that
holds for all matrix X ∈ R m×n of rank at most r.
The RIP for the sparse vectors was developed by Candès and Tao in [23] , and required (25) to be hold with the Euclidean norm replacing the Frobenius norm and rank being replaced by cardinality. Based on the RIP of the linear map A, we demonstrate the uniqueness of global minimizer of Tr-ARMP equivalences to ARMP if linear map A satisfies the RIP for any 1 < a < a * , where a * > 1 depends only on the RIC of linear map A.
Theorem 1 Let X * and X 0 be the optimal solutions to TrARMP and ARMP, respectively. If there is a number K > 2T , such that
then there exists a * > 1 (depends only on the RIC of linear map A), such that for any 1 < a < a * , X * is unique and X * = X 0 , where T = rank(X 0 ).
Proof Define the function
Clearly, f (a) is continuous and decreasing. Note that at a = 1,
and as a → +∞, f (a) → −1−δ K (A) < 0. Then, there exists a constant a * > 1 such that f (a * ) = 0. It is obvious that the number a * depends only on the RIC of linear map A. Thus, for any 1 < a < a * , we have
Let R = X * − X 0 , applying Lemma 3 to the matrices X 0 and R, there exist matrices R 0 and R c such that
For any positive constant γ > 0, and by the optimality of X * , we have
where the third assertion follows from the triangle inequality and the last one follows from Lemma 4. Rearranging terms, we can conclude that
Moreover, by Lemma 2, for any
where r c = rank(R c ). We have
In order to show that X * = X 0 , it suffices to show that the matrix R = 0. Let
be the SVD of the matrix R, and R = R 0 + R c ,
We partition R c into a sum of matrices R 1 , R 2 , · · ·, each of rank at most K. For each i ≥ 1, define the index set I i = {K(i − 1) + 2T + 1, · · · , Ki + 2T }, and let
At the next step, we will derive two inequalities between the Frobenius norm and the function P (·).
where r 0 = rank(R 0 ). Now we estimate the Frobenius norm of R i from above in terms of P (·). For each j ∈ I i , by the definition of P (·) and inequality (31), we have
Also since
Due to the facts that the non-convex fraction function ρ a (t) is increasing for positive variable t > 0, and
It follows that
Finally, we plug inequalities (33) and (36) into inequality (32) to get
Following the inequality (28), the factor
is strictly positive for any 1 < a < a * , and thus P (γ −1 R 0 ) = 0, which implies that R 0 = 0. Combined with inequality (28), R c = 0. Therefore, X * = X 0 . This completes the proof.
Next we state a simple condition which guarantees X * = X 0 .
Corollary 2 Suppose that
Proof By Definition 1, δ r1 (A) ≤ δ r2 (A) for r 1 ≤ r 2 . Let K = 3T , note that the inequality (28) holds when
Theorem 1 demonstrates that the optimal solution of ARMP can be exactly obtained by solving TrARMP if linear map A satisfies the RIP and if 1 < a < a * , where a * > 1 depends only on the RIC of linear map A. Moreover, Corollary 2 shows that the optimal solution to TrARMP also solves ARMP if δ 5T (A) < 3−2a 2 3+2a 2 for any a > 1. Furthermore, we also proved that the optimal solution to RTrARMP can be approximately obtained by solving TrARMP for some proper smaller regularization parameter λ > 0, which is a little similar as the duality theory in the MC/MC framework. 
and X λñ = arg min
At the first step, we would like to get the upper bound of the sequence {P (X λñ )}ñ ∈N + for an arbitrary X λñ , and we have
Hence, the sequence {P (X λñ )}ñ ∈N + is bounded.
By the assumption there exists a convergent subsequence {X λñ j } j∈N + such that X λñ j →X for j → ∞. And for X 0 ∈ R m×n , we have
So, we can conclude that
which is implying that
According to the upper bounded of the sequence {P (X λñ )}ñ ∈N + , we have
Combined with (42) and (43), we can deduce that X ∈ arg min
Hence, the optimal solution to RTrARMP also solves TrARMP for any λ ↓ 0. This completes the proof.
Theorems 2 indicates that the optimal solution of Tr-ARMP can be approximately obtained by solving RTrARMP for some proper smaller regularization parameter λ > 0. Combined with Theorem 2 and Theorem 1 or Corollary 2, we can conclude that the optimal solution of ARMP can be approximately obtained by solving RTrARMP if some certain conditions are satisfied.
Solving RTrARMP by DCA
In this section, the DC iterative singular value thresholding algorithm (DC-ISVTA) which is based on DC (Difference of Convex functions) programming and DCA (DC algorithm) is proposed to solve RTrARMP. DC programming and DCA which constitute the backbone of smooth/non-smooth non-convex programming and global optimization were introduced in 1985 by Pham Dinh Tao. These tools have been extensively developed since 1994 by Le Thi Hoai An and Pham Dinh Tao (see e.g. [17, 18] ), and become now classic and increasing popular useful tool for non-convex optimization [19] .
DC programming and DCA
Definition 2 (DC functions [21] ) Let C be a convex subset of R l . A realvalued function f : C → R is called DC on C, if there exist two convex functions g, h : C → R such that f can be expressed in the form
If C = R l , then f is simply called a DC function. Each representation of the form (44) is said to be a DC decomposition of f .
Generally speaking, the DC programming is an optimization problem of the form
where g, h are lower semi-continuous proper convex functions on R l . The main ideal of the simplified DCA is to replace in the DC programming (P dc ), at the current point x k of iteration k, the second component h with its affine minimization defined by
to give birth to the convex programming of the form
whose optimal solution is taken as x k+1 . The DCA is described as follows
Algorithm 1: Difference of convex functions algorithm (DCA)
Initialization: Let x 0 ∈ R l be an initial guess.
Until convergence of {x k }.
Convergence properties of DCA and its theoretical basis can be found in [18] . In particular, it is important to mention that i) The sequence {g(x k ) − h(x k )} is decreasing; ii) If the optimal value α of problem (P dc ) is finite and the infinite sequences {x k } is bounded, then every limit point x * of the sequence {x k } is a critical point of g−h. In particular, if h is polyhedral function and h is differentiable at x * , then x * is a local minimizer of (P dc ); iii) If (P dc ) is a polyhedral DC program, then the sequence {x k } converges after a finite number of iterations; iv) DCA has a linear convergence for DC programs.
Algorithm for RTr-ARMP-DC-ISVTA
For the following regularization problem RTrARMP
It is easy to see that T (X) is a DC function of the form T (X) = g(X) − h(X), where
are clearly convex functions. Hence, the resulting problem of RTrARMP via this approximation can be written as a DC program
Applying DCA on (48) amounts to computing the two sequences {N k } and {X k } such that N K ∈ ∂h(X k ) and X k is a solution to the next convex program min
Thus the algorithm for solving model (47) is Algorithm 2: DC-ISVTA Initialization: Let X 0 ∈ R m×n be an initial guess;
Especially, at each step we need to solve a convex sub-problem, which is
In this paper, we consider applying iterative thresholding algorithm (ITA) to solve above convex sub-problem (48). Define a function of the matrix Y ∈ R m×n as
In the following processing, we aim to establish a thresholding representation theory of the convex sub-problem (50), which underlies the algorithm to be proposed. Before we embark to the core of this segment, there are some simple lemmas need to be mentioned. 
Lemma 5 (von Neumann's trace inequality) For any matrices
T as the SVDs of X and Y , simultaneously.
T be the SVD of X ∈ R m×n . Then the convex problem (52) can be reduced as
Proof Since σ(Y ) is the singular value vector of matrix Y ∈ R m×n and Y * = σ(Y ) 1 , the convex problem
can be rewritten as
By using the above trace inequality in Lemma 5, we have
Note that the above equality holds when Y admits the singular value decomposition
where U and V are the left and right orthonormal matrices in the SVD of X. In this case, the convex problem (54) reduces to
where the constants λ > 0 and µ > 0. Then the optimal solution σ i (Y * ) to min
where H λµ,1 is a non-linear operator and
Proof Obviously, the function f λµ (σ i (Y )) is just a simple quadratic function, thus we calculate its sub-gradient for any σ i (Y ) > 0 to find the minimizer point, that is
Then, we have
As we can see, the form of the optimal solution σ i (Y * ) can be written as
That is
By lemmas 5,6, 7, the thresholding representation theory of the convex problem (52) can be expressed as the following theorem.
Theorem 3
The optimal solution to the convex problem (52) can be deduced to the following form
where H λµ,1 (·) is a non-linear operator and
The iterative singular value thresholding operator H λµ,1 (X) simply applies the thresholding rule which is based on nuclear norm to the singular values of X, effectively shrinking the smaller singular values towards zero. This is the reason why we will refer to this transformation as the singular value thresholding operator. In some sense, the iterative singular value thresholding operator is a straightforward extension of the iterative thresholding rule for scalars and vectors. In particular, note that if many of the singular values of X are below the threshold value 1 2 λµ, the rank of H λµ,1 (X) may be considerably lower than that of X.
In the same way, we can get the thresholding representation theory of the convex sub-problem (50) similar as the processing technology for the convex problem (52).
Define an objective function as
, where the matrix Z ∈ R m×n is an additional variable. By the definition of T (X, Z, µ), we have the following results.
Theorem 4 For any fixed λ > 0, µ > 0 and matrix Z ∈ R m×n , min
is equivalent to
Theorem 5 For fixed positive parameters λ > 0 and 0 < µ < 
Proof By the definition of T (X, Z, µ), we have
where the first inequality holds by the fact that
F . This completes the proof.
Theorem 5 shows that if X
* is a global optimal solution to min
it is also the global optimal solution to min
By Theorem 4, the global optimal solution to min X∈R m×n T (X, X * , µ) can be obtained by solving the following optimization problem
Moreover, according to Theorem 3, the optimal solution of above optimization problem (61) can be deduced to the following form
T is the SVD of the matrix B µ (X * ), and the non-linear operator
Inspired by equation (62), we following derive the ITA to solve the convex sub-problem (50).
From the equation
T , we replace the optimal solution X * with X s on the left and X s−1 on the right at the s-th step of iterative as
until a stopping criterion is reached.
Numerical experiments
In this section, we present numerical results of DC-ISVTA for image inpainting problem, and then compare them with the singular value thresholding algorithm (SVTA) proposed in [24] for image inpainting problem. Numerical experiments show that our method performs powerful in finding a low-rank image and has better performances than SVTA.
The experiments are all conducted on a personal computer ( Intel(R) Core (TM) i7-6700 with CPU at 3.40GHz, 16.0 GB RAM under 64-bit Ubuntu system) with MATLAB 8.0 programming platform (R2012b).
Original image Approximated image with r=30
Approximated image with r=50 Approximated image with r=80 The set of observed entries Ω is sampled uniformly at random among all sets of cardinality s. We denote by SR = s/mn sampling ratio. The stopping criterion is usually as follows
where X k and X k−1 are numerical results from two continuous iterative steps and Tol is a given small number. In addition, we measure the accuracy of the generated solution X opt of our algorithms by the relative error(RE) defined as follows
In all of the experiments, we set the parameters a = 1.2 and µ = µ 0 = 0.5. Tables 1 and 2 report the numerical results of DC-ISVTA and SVTA for the image inpainting problem with fixed rank r = 30 and vary the SR from 0.5 to 0.2.
Approximated image with r=30
50% random sampling 30% random sampling 20% random sampling Tables 3, 4, 5 and 6 report the numerical results of DC-ISVTA and SVTA for the image inpainting problem with fixed SR = 0.50 and vary rank r from 30 to 85.
Conclusions
Affine matrix rank minimization problem is a fundamental problem with a lot of important applications in many fields. It is well known that this problem is combinatorial and NP-hard in general. In this paper, a continuous promoting low rank non-convex fraction function is studied to replace the rank function in this NP-hard problem and translate it into the transformed affine matrix rank minimization problem. We decomposed this non-convex fraction function as the difference of two convex functions, and apply DCA to solve this transformed minimization problem. We theoretically proved that the uniqueness of the global optimal solution to the transformed affine matrix rank minimization problem also solves affine matrix rank minimization problem if linear map A satisfies RIP and if 1 < a < a * , where a * > 1 depends only on the RIC of the linear map A. Moreover, we proved that the optimal solution of TrARMP also solves ARMP if δ 5T (A) < 3−2a 2 3+2a 2 for any a > 1. Furthermore, we also proved that the optimal solution to RTrARMP can be approximately obtained by solving TrARMP for some proper smaller regularization parameter λ > 0, which is a little similar as the duality theory in the MC/MC framework. Combined with these results we can conclude that the optimal solution of ARMP can be approximately obtained by solving RTrARMP if some certain conditions are satisfied. Finally, numerical experiments on image inpainting problem show that our method performs better in finding a low-rank image.
