Many different deletion operations are investigated applied to languages accepted by one-way and twoway deterministic reversal-bounded multicounter machines, deterministic pushdown automata, and finite automata. Operations studied include the prefix, suffix, infix and outfix operations, as well as left and right quotient with languages from different families. It is often expected that language families defined from deterministic machines will not be closed under deletion operations. However, here, it is shown that oneway deterministic reversal-bounded multicounter languages are closed under right quotient with languages from many different language families; even those defined by nondeterministic machines such as the contextfree languages. Also, it is shown that when starting with one-way deterministic machines with one counter that makes only one reversal, taking the left quotient with languages from many different language families -again including those defined by nondeterministic machines such as the context-free languages -yields only one-way deterministic reversal-bounded multicounter languages (by increasing the number of counters). These results are surprising given the nondeterministic nature of the deletion operation. However, if there are two more reversals on the counter, or a second 1-reversal-bounded counter, taking the left quotient (or even just the suffix operation) yields languages that can neither be accepted by deterministic reversal-bounded multicounter machines, nor by 2-way nondeterministic machines with one reversal-bounded counter.
Introduction
This paper involves the study of various types of deletion operations applied to languages accepted by deterministic classes of machines. Deletion operations, such as left and right quotients, and word operations such as prefix, suffix, infix, and outfix, are more commonly studied applied to languages accepted by classes of nondeterministic machines. Indeed, many language families accepted by nondeterministic acceptors form full trios (closure under homomorphism, inverse homomorphism, and intersection with regular languages), and every full trio is closed under left and right quotient with regular languages, prefix, suffix, infix, and outfix [2] . For families of languages accepted by deterministic machines however, the situation is more ✩ This is an extended version of the conference paper [1] . ✩✩ ©2016. A language L is word-bounded or simply bounded if L ⊆ w * 1 · · · w * k for some k ≥ 1 and (not-necessarily distinct) words w 1 , . . . , w k . Further, L is letter-bounded if each w i is a letter. Also, L is bounded-semilinear if L ⊆ w deterministic pushdown automata (with an upper bound of l on the number of changes between nonincreasing and non-decreasing the size of the pushdown), by NPCM the family of languages accepted by nondeterministic pushdown automata augmented by a fixed number of reversal-bounded counters [4] , and by DPCM the deterministic variant. We also denote by 2DCM the family of languages accepted by two-way input, deterministic finite automata (both a left and right input tape end-marker are required) augmented by reversal-bounded counters, and by 2DCM(1), 2DCM with one reversal-bounded counter [16] . A machine of this form is said to be finite-crossing if there is a fixed c such that the number of times the boundary between any two adjacent input cells is crossed is at most c [17] . A machine is finite-turn if the input head makes at most k turns on the input, for some k. Also, 2NCM is the family of languages accepted by two-way nondeterministic machines with a fixed number of reversal-bounded counters, while 2DPCM is the family of two-way deterministic pushdown machines augmented by a fixed number of reversal-bounded counters.
We give four examples below to illustrate the workings of the reversal-bounded counter machines.
Example 1. Let L = {a n b n | n ≥ 1}. This language can be accepted by a DCM(1, 1) machine which reads a n and stores n in the counter and then reads the b's while decrementing the counter. It accepts if the counter becomes zero at the end of the input.
Example 2. Let L k = {x 1 # · · · #x k | x i ∈ {a, b} + , x j = x k for j = k}. This can be accepted by a NCM(k(k + 1)/2, 1), where we identify counter i by the name C i , for 1 ≤ i ≤ k(k + 1)/2. The machine M k operates by reading the input and verifying that for 1 ≤ i < j ≤ k, x i and x j are different in at least one position, or are different lengths, which is easy to check using the counters. To verify that they differ in at least one position, while scanning x i , M k stores in counter C i a nondeterministically guessed position p i of x i and records in the state the symbol a pi in that location. Then, when scanning x j , M k stores in counter C j a guessed location p j of x j and records in the state the symbol a pj in that location. At the end of the input, on stay transitions, M k checks that a pi = a pj and p i = p j (by decrementing counters C i and C j simultaneously and verifying that they become zero at the same time).
Example 3. Let L = {xx R | x ∈ {a, b} + , |x| a > |x| b }, which is not a context-free language, can be accepted by an NPCM(2, 1) M (with counters labelled C 1 and C 2 ) which operates as follows: It scans the input and uses the pushdown to check that the input is of the form xx R , by guessing the middle of the string, pushing x, and popping x while reading x R . In parallel, M uses two counters C 1 and C 2 to store the numbers of a's and b's it encounters. Then, at the end of the input, on stay transitions, M decrements C 1 and C 2 simultaneously and verifies that the contents of C 1 is larger than that of C 2 . Clearly the counters are 1-reversal-bounded.
Note that the language
is divisible by n} can be accepted by a 2DCM(1), which reads a m and stores m in the counter. Then it checks that m is divisible by n by making left-to-right and right-to-left sweeps on b n while decrementing the counter.
We note that each of NCM(k, l), NPCM(k, l), NCM, NPCM, NPDA, REG (for each k, l) form full trios (discussed in Section 1) [4, 2] , and are therefore immediately closed under left and right quotient with regular languages, prefix, suffix, infix, and outfix.
The next result proved in [14] gives examples of weak and strong machines that are equivalent over word-bounded languages.
Theorem 3. [14]
The following are equivalent for every word-bounded language L:
1. L can be accepted by an NCM.
2. L can be accepted by an NPCM.
3. L can be accepted by a finite-crossing 2NCM.
4. L can be accepted by a DCM.
L can be accepted by a finite-turn 2DCM(1).
6. L can be accepted by a finite-crossing 2DPCM 7. L is bounded-semilinear.
We also need the following result in [16] :
* be accepted by a 2NCM (not necessarily finite-crossing). Then L is regular, hence, semilinear.
Closure of DCM Under Erasing Operations
First, we discuss the left quotient of DCM with finite sets.
Proposition 5. DCM is closed under left quotient with finite languages.
Proof. It is clear that DCM is closed under left quotient with a single word. Then the result follows from closure of DCM under union [4] . This is in contrast to DPDA, which is not even closed under left quotient with sets of multiple letters. Indeed, the language {#a n b n | n > 0} ∪ {$a n b 2n | n > 0} is a DPDA language, but taking the left quotient with {$, #} produces a language which is not a DPDA language [18] .
Next, we show the closure of DCM under right quotient with languages accepted by any nondeterministic reversal-bounded multicounter machine, even when augmented with a pushdown store.
. . , a k1 } be new symbols. First, intermediate NPCM machines will be built, one for each state q of M 1 . The intuition will be described first. The machine built for state q will accept all counter values (encoded over Γ) of the form a
, whereby there exists some x ∈ Σ * , such that:
• M 1 accepts x starting from state q and counter values (p 1 , . . . , p k1 ), and
The key use of these machines is that they are all bounded languages, and therefore Theorem 3 applies, and they can all be effectively converted to a DCM machine. From these, our final deterministic machine M ′ can be built by simulating M 1 until it hits the end-marker ⊳ in some state q. It then deterministically simulates the values that remain in the counters with the intermediate DCM machine constructed for state q, accepting if this intermediate machine does. Indeed, it will therefore accept if and only if, from these counter values and state, M 1 can continue to lead to acceptance on some word x, and x is also in L 2 . Hence, the deterministic simulation of the intermediate machines is the key.
Formally, for each q ∈ Q 1 , let M c (q) be an intermediate k 1 +k 2 counter (plus a pushdown) NPCM machine over Γ constructed as follows: on input a
Then M c (q) nondeterministically guesses a word x ∈ Σ * (by using only stay transitions of M c (q) but simulating lettered transitions on each letter of x nondeterministically one at a time) and simulates M 1 on x⊳ starting from state q and from the counter values of (p 1 , . . . , p k1 ) using the first k 1 counters, while in parallel, simulating M 2 on x using the next k 2 counters and the pushdown. This is akin to the product automaton construction described in [4] showing NPCM is closed under intersection with NCM. Then M c (q) accepts if both M 1 and M 2 accept.
There must then be some final state q 2 f ∈ F 2 reached when reading x⊳ in M 2 . Then, M c (q), on input w places (p 1 , . . . , p k1 , 0, . . . , 0) on the counters and then can nondeterministically guess x letter-by-letter and simulate x in M 1 from state q on the first k 1 counters and simulate x in M 2 from its initial configuration on the remaining counters and pushdown. Then M c (q) ends up in state (q
). After adding each p i to counter i, M c (q) guesses x and simulates M 1 on the first k 1 counters from q and simulates M 2 on the remaining counters and the pushdown from an initial configuration. It follows that x ∈ L 2 , and (q, x⊳,
Since for each q ∈ Q 1 , M c (q) is in NPCM, it accepts a semilinear language [4] , and since the accepted language is bounded, it is bounded-semilinear and can therefore be accepted by a DCM-machine by Theorem 3. Let M ′ c (q) be this DCM machine, and let k ′ be the maximum number of counters of any DCM machine
Thus, a final DCM machine M ′ with k 1 + k ′ counters is built as follows. In it, M ′ has k 1 counters used to simulate M 1 , and also k ′ additional counters, used to simulate some M ′ c (q), for some q ∈ Q 1 . Then, M ′ reads its input x⊳, where x ∈ Σ * ,while simulating M 1 on the first k 1 counters, either failing, or reaching some configuration (q, ⊳, p 1 , . . . , p k1 ), for some q ∈ Q 1 , upon first hitting the end-marker ⊳. If it does not fail, we then simulate the DCM-machine
k1 , but this simulation is done deterministically by subtracting 1 from the first k 1 counters, in order, until each are zero instead of reading input characters, and accepts if a
′ is deterministic, and accepts
This immediately shows closure for the prefix operation.
We can modify this construction to show a strong closure result for one-counter languages that does not increase the number of counters.
Proof. The construction is similar to the one in Proposition 6. However, we note that since the input machine for L 1 has only one counter, L c (q) is unary (regardless of the number of counters needed for L 2 ). Thus L c (q) is unary and semilinear, and Parikh's theorem states that all semilinear languages are letterequivalent to regular languages [19] , and all unary semilinear languages are regular. Thus L c (q) is regular, and can be accepted by a DFA. We can then construct M ′ accepting L 1 L 2 −1 as in Proposition 6 without requiring any additional counters or counter reversals, by transitioning to the DFA accepting L c (q) when we reach the end of input at state q.
In fact, the constructions of Propositions 6 and 8 can be generalized from NPCM to any class of automata that can be defined using Definition 10. A condition to describe these classes of automata is described in more detail in [20] . But we only define the condition below in a way specific to our use in this paper. Only the first two conditions are required for Corollary 11, while the third is required for Corollary 15.
Definition 10. A family of languages F is said to be reversal-bounded counter augmentable if
• every language in F is effectively semilinear,
• given DCM machine M 1 with k counters, state set Q and final state set F , and L 2 ∈ F , we can effectively construct, for each q ∈ Q, the following language in F ,
• given DCM machine M 1 with k counters, state set Q, initial state q 0 , and L 2 ∈ F , we can effectively construct, for each q ∈ Q, the following language in F ,
There are many reversal-bounded counter augmentable families that L 2 could be from in this corollary, such as:
• MPCA's: one-way machines with k pushdowns where values may only be popped from the first nonempty stack, augmented by a fixed number of reversal-bounded counters [20] .
• TCA's: nondeterministic Turing machines with a one-way read-only input and a two-way read-write tape, where the number of times the read-write head crosses any tape cell is finitely bounded, again augmented by a fixed number of reversal-bounded counters [20] .
• QCA's: NFA's augmented with a queue, where the number of alternations between the non-deletion phase and the non-insertion phase is bounded by a constant [20] , augmented by a fixed number of reversal-bounded counters.
• EPDA's: embedded pushdown automata, modelled around a stack of stacks, introduced in [21] augmented by a fixed number of reversal-bounded counters. These accept the languages of tree-adjoining grammars, a semilinear subset of the context-sensitive languages. As was stated in [20] , we can augment this model with a fixed number of reversal-bounded counters and still get an effectively semilinear family.
Finally, the construction of Proposition 6 can be used to show that deterministic one counter languages (non-reversal-bounded) are closed under right quotient with NCM.
Proof. Again, the construction is similar to Proposition 6. However, since the input machine for L 1 has only one counter, L c (q) is unary (regardless of the number of counters needed for L 2 ). Then L c (q) is unary and is indeed an NPCM language, as M c (q) simulates M 1 , this time using the unrestricted pushdown to simulate the potentially non-reversal-bounded counter of M 1 , while simulating M 2 on the reversal-bounded counters. Thus, because NPCM accept only semilinear languages [4] , L c (q) is in fact a regular language and can be accepted by a DFA. M ′ can then be constructed to accept
2 without requiring any additional counters or counter reversals by transitioning to the DFA accepting L c (q) when we reach the end of input at state q.
Next, for the case of one-counter machines that make only one counter reversal, it will be shown that a DCM-machine that can accept their suffix and infix languages can always be constructed. However, in some cases, these resulting machines often require more than one counter. Thus, unlike prefix, DCM(1, 1) is not closed under suffix, left quotient, or infix. But, the result is in DCM.
As the proof is quite lengthy, we will give some intuition for the result first. First, DCM is closed under union [4] (following from closure under intersection and complement) and so the second statement of Proposition 13 follows from the first. For the first statement, an intermediate NPCM machine is constructed from L 1 and L that accepts a language L c (here, c is a superscript label rather than an exponent). This language contains words of the form qa i where there exists some word w such that both w ∈ L 1 , and also from the initial configuration of M (accepting L), it can read w and reach state q with i on the counter. Then, it is shown that this language is actually a regular language, using the fact that all semilinear unary languages are regular. Then, DCM(1, 1) machines are created for every state q of M . These accept all words w such that qa i ∈ L c , and in M , from state q and counter i with w to read as input, M can reach a final state while emptying the counter. The fact that L c is regular allows these machines to be created.
1 L is the finite union of languages in DCM(1, 1). Furthermore, it is in DCM.
Proof. For the first statement, let M 1 be an NPCM machine accepting L 1 , and let M = (1, Q, Σ, ⊳, δ, q 0 , F ) be a 1-reversal bounded, 1-counter machine accepting L.
Next, we will argue that it is possible to assume, without loss of generality, that M has the following form:
2. for all q ∈ Q ↓ , all transitions defined on q either decrease the counter or keep it the same, 3. for all q ∈ Q ↑ , all transitions defined on q either increase the counter or keep it the same, 4. the sequence of states p 0 p 1 · · · p n , n ≥ 0, p 0 = q 0 , n ≥ 0 traversed in every computation from the initial configuration satisfies
with the transition from p i+1 to p i+2 being the (first, if it exists) decreasing transition, 5. for all states q ∈ Q ↓ all stay transitions defined on q (except on δ(q, ⊳, 0)) change the counter,
7. the counter always empties before accepting.
Indeed, it is possible to transform a DCM(1, 1) machine of the form of M to another DCM(1, 1) machinē M = (1,Q, Σ, ⊳,δ, q 0 ,F ) satisfying the first four conditions, as follows. First, let Q ↑ = Q, and
Then, for all transitions that either decrease the counter or keep it the same, (p, T, j) ∈ δ(q, c, i), i ∈ {0, 1}, j ∈ {0, −1}, instead create the transition (p ′ , T, j) ∈δ(q ′ , c, i). Further, for all transitions of δ that either increase the counter or keep it the same, keep this transition inδ. Then, the first three conditions are satisfied. Then, for all those decreasing transitions (p, T, −1) ∈ δ(q, c, 1), add in (q ′ , S, 0) ∈δ(q, c, 1). Therefore, condition four is satisfied. It is clear that L(M ) = L(M ), as any sequence of transitions with at most one counter reversal (all accepting computations have at most one reversal) can traverse the same transitions (using states in Q ↑ ) until the first decrease transition, at which point only the new stay transitions from Q ↑ to Q ↓ are defined, and then the computation continues with transitions on Q ↓ . This machine can be further transformed into one accepting the same language and additionally satisfying conditions 5, 6, and 7 as any sequence of stay transitions that does not change the counter can be "skipped over" to either a right transition or a decrease transition, a "dead state" can be added to satisfy condition 6, and the states can enforce 7.
Therefore, assume without loss of generality that M satisfies these conditions. This will simplify the rest of the construction.
Next, we create an NPCM machine M ′ that accepts
where a is a new symbol not in Σ. Indeed, M ′ operates by nondeterministically guessing a word w ∈ Σ * , letter-by-letter, and simulating in parallel (using stay transitions), the NPCM machine M 1 using the pushdown and a set of counters, as well as simulating M on w on an additional counter. Then, after reading the last letter of the guessed w, M ′ verifies that the simulated machine M is in state q (reading the state q as part of the input), and verifies that the contents of the simulated counter of M is i, matching the input. Then, it verifies that w is in L 1 by continuing the simulation of M 1 on the end-marker. Furthermore, for each q ∈ Q, the set q −1 L c is a unary NPCM language (as discussed in Section 2, NPCM is closed under left quotient with regular languages). Indeed, every NPCM language is semilinear [4] , and it is also known that every unary semilinear language is regular [19] , and effectively constructable. Thus,
Assume without loss of generality that M c is a complete DFA. For the remainder of the proof, the layout will proceed by creating three sets of DCM(1, 1) machines and languages as follows:
3.
and thus it suffices to build the DCM(1, 1) machines and show that Equations (1), (2), and (3) hold. We will do this with each type next. First, for (1), construct M q 0 for q ∈ Q as follows: M q 0 operates just like M starting at state q if q ∈ L c , and if q / ∈ L c , then it accepts ∅. Hence, (1) is true. Next, we will show (3) is true. It will be shown that L q ↓ is a regular language. Then the construction and proof of correctness of (3) will be used within the proof and construction of (2) . A slight generalization of (3) will be used in order to accommodate its use for (2) . Despite the languages being regular, NCM(1, 1) machines will be built to accept them, but without using the counter (for consistency of notation, and to use nondeterminism). It is immediate that these are regular, can be converted to NFAs, then to DFAs, then to DCM(1, 1) machines that do not use the counter. Intuitively, each NCM(1, 1) machine (for each q ∈ Q ↓ ) will simulate M starting at state q, but then only non-increasing transitions can be used, as only transitions on Q ↓ can be reached from q. However, instead of decreasing from a counter, the NCM(1, 1) machine instead simulates the DFA M c in parallel, and reads a single a for every decrease of the simulated computation of M . If the simulated computation of M c is in a final state, then the counter could be zero in the simulated computation of M and reach that configuration. But the simulated computation of M may only accept from configurations with larger counter values (depending on the remaining sequence of transitions). Thus, the new machine uses nondeterminism to try every possible configuration where zero could occur on the counter, trying each to see if the rest of the input accepts (by directly simulating M ).
We will give the construction here of the intermediate NCM (1, 1) machines that do not use the counter, then the proof of correctness of the construction. All the machines M q,q ′ ↓ ∈ NCM(1, 1), for each q ∈ Q ↓ , q ′ ∈ Q will have the same set of input alphabets, states, transitions, and final states, with only the initial state differing.
Formally, let q ∈ Q ↓ , q
∈ Σ, and all r c ∈ Q c , create
3. For all transitions (p, R, −1) ∈ δ(r, d, 1), p, r ∈ Q ↓ , d ∈ Σ, and all r c ∈ Q c , create Intuitively, the next claim demonstrates that it is possible to simulate M starting at q and counter value i whereby q ′ a i ∈ L c as follows: first it simulates the computation of M starting at q using the first component, and each decrease in counter reads a from the simulated computation of M c . This continues until the counter reaches zero after i decreasing transitions, at which point the simulated computation of M c is in a final state. Then, the simulation of M can continue verbatim. The formal proof is presented next.
where γ is the smallest number such that x γ < i (it exists since i > 0), and µ the smallest number greater than or equal to γ such that x µ = 0. The transitions t 1 , . . . , t γ−1 are of the form, for 0 ≤ l < γ − 1, (p l+1 , T l+1 , y l+1 ) ∈ δ(p l , d l , 1), where i is on the counter on all x 0 , . . . , x γ−1 (since x 0 = i, and x γ is the first counter value less than γ), and y 0 , . . . , y γ−1 are all equal to 0. These must all be right transitions since they do not change the counter and so they create transitions in step 2 of the construction, of the form
The transitions t γ , . . . , t µ are of the form, for γ − 1 ≤ l < µ, (p l+1 , T l+1 , y l+1 ) ∈ δ(p l , d l , 1), and for γ − 1 ≤ l < µ − 1 (t µ is the last decreasing transition), creates transitions in steps 1, 2, and 3 of the form
where there are exactly i − 1 decreasing transitions being simulated in this sequence. From q c µ−1 , reading one more a, δ c (q µ−1 , a) ∈ F c since q ′ a i ∈ F c , and
Then there remains transitions t µ+1 , . . . , t m , for µ ≤ l < m of the form (p l+1 , T l+1 , 0) ∈ δ(p l , d l , 0). These transitions are all in δ ↓ and thus
The converse can be seen by examining an arbitrary computation of M q,q ′ ↓ which must have two components in the states, corresponding to a simulation of M in the first component and M c in the second component, until some configuration where it switches to one component, continuing the simulation of M . The number of transitions used that simulate the reading of an a from the second component must be some i, where q ′ a i ∈ L c , and therefore a computation of M can proceed as in the simulation starting with i in the counter, and reach a final state. The formal proof is presented next.
Let µ (µ is the last position of the derivation with an ordered pair as state), p l , w l , 0 ≤ l ≤ m, and q c j , 0 ≤ j ≤ µ < m be such that p 0 = q, w 0 = w, w m = λ, q m ∈ F, and
. Let i be the number of times transitions created in step 1 or 3 are applied. Then by the transition t µ+1 , this implies q ′ a i ∈ F c . Then, this implies that there are transitions (p l+1 , T l+1 , y l+1 ) ∈ δ(p l , d l , 1), for all l, 0 ≤ l ≤ µ, with i decreasing transitions and (p l+1 , T l+1 , 0) ∈ δ(p l , d l , 0), for all l, µ + 1 ≤ l < m, by the construction. Hence, the claim follows.
We let M q,q
accepting L(M q,q ′ ) that never uses the counter, which can be created since it is regular. Assume all the sets of states of different machines Q to test if the rest of the input can be accepted starting at r with any counter value that can reach q by using words in L c that start with q. 
Hence, Equation 2 holds.
It is also known that DCM is closed under union (by increasing the number of counters) [4] . Therefore, the finite union is in DCM.
From this, we obtain the following general result.
2 ) are a finite union of languages in DCM (1, 1) . Furthermore, both languages are in DCM.
Proof. It will first be shown that (L 
2 is the finite union of DCM(1, 1) languages by Proposition 8. It remains to show that
1 L for some y ∈ L 2 , and so wy ∈ X i for some i, 1 ≤ i ≤ k, and thus w ∈
2 ) is the finite union of DCM(1, 1) by Proposition 13.
It is also known that DCM is closed under union (by increasing the number of counters) [4] . Therefore, both finite unions are in DCM.
And, as with Corollary 11, this can be generalized to any language families that are reversal-bounded counter augmentable.
where F 1 and F 2 are any families of languages that are reversal-bounded counter augmentable.
2 ) are both a finite union of languages in DCM(1, 1). Furthermore, both languages are in DCM.
As a special case, when using the fixed regular language Σ * for the right and left quotient, we obtain:
. Then suff(L) and inf(L) are both DCM languages.
It is however sometimes necessary that the number of counters increase to accept suff(L) and inf(L), when L ∈ DCM(1, 1) as seen from the next Proposition indicating that the suffix, infix, and outfix of a DCM(1, 1) language can be outside of DCM (1, 1) .
Let Σ = {a, b, c} and Γ = {d, e, f }. It is well-known that L is not a context-free language, and therefore is not a DCM (1, 1) 
(all complements with respect to Σ * ). The symbols d, e, f are needed here, as each deterministically triggers the computation of a different DCM(1, 1) machine so that the resulting machine can be a DCM(1, 1) machine (although DCM is closed under union, this closure can increase the number of counters; but this type of marked union does not increase the number of counters). It can also be seen that
, and since DCM(1, 1) is closed under intersection with regular languages, under left and right quotient by a symbol, and under complement, this implies L is a DCM (1, 1) language, a contradiction.
Non-Closure Under Suffix, Infix, and Outfix for Multi-Counter and Multi-Reversal Machines
In [10] , a technique was used to show that languages are not in DCM ∪ 2DCM(1). The technique uses undecidable properties to show non-closure. As 2DCM(1) machines have a two-way input and a reversalbounded counter, it is difficult to derive "pumping" lemmas for these languages. Furthermore, unlike DCM and NCM machines, 2DCM(1) machines can accept non-semilinear languages. For example, L 1 = {a i b k | i, k ≥ 2, i divides k} can be accepted by a 2DCM(1) whose counter makes only one reversal. However, [16] . This technique from [10] works as follows. The proof uses the fact that there is a recursively enumerable but not recursive language L re ⊆ N 0 that is accepted by a deterministic 2-counter machine [22] . Here, these machines do not have an input tape, and acceptance is defined whereby n ∈ N 0 is accepted (i.e., n ∈ L re ) if and only if, when started with n in the first counter (encoded in unary) and zero in the second counter, M eventually halts (hence, acceptance is by halting).
Examining the constructions in [22] of the 2-counter machine demonstrates that the counters behave in a regular pattern. Initially one counter has some value d 1 and the other counter is zero. Then, the machine's operation can be divided into phases, where each phase starts with one of the counters equal to some positive integer d i and the other counter equals 0. During the phase, the positive counter decreases, while the other counter increases. The phase ends with the first counter containing 0 and the other counter containing d i+1 . In the next phase, the modes of the counters are interchanged. Thus, a sequence of configurations where the phases are changing will be of the form:
where the q i 's are states, with q 1 = q s (the initial state), and d 1 , d 2 , d 3 , . . . are positive integers. The second component of the configuration refers to the value of the first counter, and the third component refers to the value of the second. Also, notice that in going from state q i in phase i to state q i+1 in phase i + 1, the 2-counter machine goes through intermediate states.
For each i, there are 5 cases for the value of d i+1 in terms of
(the division operation only occurs if the number is divisible by 2 or 3, respectively). The case applied is determined by q i . Hence, a function h can be defined such that if q i is the state at the start of phase i, d i+1 = h(q i )d i , where h(q i ) is one of 1, 2, 3, 1/2, 1/3.
Let T be a 2-counter machine accepting a recursively enumerable language that is not recursive. Assume that q 1 = q s is the initial state, which is never re-entered, and if T halts, it does so in a unique state q h . Let Q be the states of T , and 1 be a new symbol.
In what follows, α is any sequence of the form #I 1 #I 2 # · · · #I 2m # (thus we assume that the length is even), where for each i, 1 ≤ i ≤ 2m, I i = q1 k for some q ∈ Q and k ≥ 1, represents a possible configuration of T at the beginning of phase i, where q is the state and k is the value of the first counter (resp., the second) if i is odd (resp., even).
Define L 0 to be the set of all strings α such that
3. for 1 ≤ j ≤ 2m − 1, I j ⇒ I j+1 , i.e., if T begins in configuration I j , then after one phase, T is in configuration I j+1 (i.e., I j+1 is a valid successor of I j ); Then, the following was shown in [10] .
We will use this language exactly to show that taking either the suffix, infix, or outfix of a language in DCM(1, 3), DCM(2, 1), or 2DCM(1) can produce languages that are in neither DCM nor 2DCM(1).
Proof. Let L 0 be the language defined above, which is not in DCM ∪ 2DCM(1). Let a, b be new symbols. Clearly, bL 0 b is also not in DCM ∪ 2DCM (1) . A configuration of T is any string of the form q1 k , q ∈ Q, k ≥ 1 (whether it appears in any computation or not). Then let
. . , I 2m are configurations of 2-counter machine T, i ≤ 2m − 1, I i+1 is not a valid successor of I i }.
Clearly L is in DCM (1, 3) , in DCM(2, 1) (as DCM (1, 3) is a subset of DCM(2, 1) as mentioned in Section 2), and in 2DCM(1) (as DCM (1, 3) is a subset of 2DCM (1)).
is also in DCM (resp., 2DCM(1)) since both are closed under complement [4, 16] . (1)) as both are closed under intersection with regular languages [4, 16] . We get a contradiction, since L 3 = bL 0 b.
Non-closure under infix and outfix can be shown similarly (for outfix, the intersection with R enforces that only erasing of all of the a's is considered).
This implies non-closure under left-quotient with regular languages, and this result also extends to the embedding operation, a generalization of outfix.
Corollary 20. There exists L ∈ DCM(1, 3) (respectively L ∈ DCM(2, 1), and L ∈ 2DCM(1)), and R ∈ REG such that R −1 L ∈ DCM ∪ 2DCM(1).
The results of Proposition 19 and Corollary 20 are optimal for suffix and infix as these operations applied to DCM(1, 1) are always in DCM by Corollary 16 (and since DCM(1, 2) = DCM (1, 1) ). But whether the outfix and embedding operations applied to DCM(1, 1) languages is always in DCM is an open question. 
, then using an inverse homomorphism (where the homomorphism is from (Σ ∪ {#}) * to Σ * that erases # and fixes all other letters), and intersection with the regular language Σ * #Σ * , it follows that
by erasing everything starting at the # symbol.
Similarly with left quotient. This follows since NPCM is a full trio closed under intersection with NCM [4] , and NCM is closed under concatenation.
The question remains as to whether this is also true for deterministic machines instead. For machines with a stack, we have: Proposition 24. The right quotient of a DPDA(1) language (i.e., deterministic linear context-free) with a DCM(2, 1) language is not necessarily an NPDA language.
. This is clearly a non-context-free language that is in DCM (2, 1) . However,
, which is also not context-free.
Next we see that, in contrast to DCM and DPDA, DPCM is closed under neither prefix nor suffix. Indeed, both DCM and DPDA are closed under prefix (and right quotient with regular sets), but not left quotient with regular sets. Yet combining their stores into one type of machine yields languages that are closed under neither.
Proposition 25. DPCM is not closed under prefix or suffix.
Proof. Assume otherwise. Let L be a language in NCM(1, 1) that is not in DPCM, which was shown to exist [23] . Let M be an NCM(1, 1) machine accepting L. Let T be a set of labels associated bijectively with transitions of M . Consider the language L ′ = {t m · · · t 1 $w | M accepts w via transitions t 1 , . . . , t m ∈ T }. This language is in DPCM since a DPCM machine M ′ can be built that first pushes t m · · · t 1 , and then simulates M deterministically on transitions t 1 , . . . , t m while popping from the pushdown and reading w. Then suff(L ′ ) ∩ $Σ * = $L, a contradiction, as DPCM is clearly closed under left quotient with a single symbol.
Similarly for prefix, consider L R , and create a machine M R accepting L R , which is possible since
. . , t m ∈ T }. This is also a DPCM language as one can construct a machine M ′′ that pushes w, then while popping w R letterby-letter, simulates M deterministically on transitions Corollary 27. Every NCM language can be obtained by taking the right quotient (resp. left quotient) of a DPCM language by a regular language.
The statement of this corollary cannot be weakened to taking the quotients of a DPDA with a regular language, since DPDA is closed under right quotient with regular languages [19] .
Lastly, we will address the question of whether the left or right quotient of a DPDA language with a DCM language is always in DPCM.
Proposition 28. The right quotient (resp. left quotient) of a DPDA(1) language with a DCM(1, 1) language can be outside DPCM.
Proof. To start, it is known that there exists an NCM(1, 1) language that is not in DPCM [23] . Let L be such a language, and let M be a NCM(1, 1) machine accepting L. Then L R is also an NCM(1, 1) language, and let M R be an NCM(1, 1) machine accepting it. Let T be a set of labels associated bijectively with transitions of M R . Then, we can create a DCM(1, 1) machine M ′ accepting words in #(Σ ∪ T ) * such that after reading #, M ′ simulates M R deterministically by reading a label t ∈ T before simulating t deterministically. That is, if M ′ reads a letter a ∈ Σ, M ′ stores it in a buffer (that can hold exactly one letter), and if M ′ reads a letter t ∈ T , M ′ simulates M R on the letter a in the buffer using transition t, completely deterministically. Then if t is a stay transition, the next letter must be in T , and the buffer stays intact, whereas if t is a right transition, then the buffer is cleared, and the next letter must be in Σ. If the input is not of this form (for example, if there are two letters from Σ in a row, or a transition label representing a right move followed by another transition label), the machine crashes (cannot continue and does not accept). The first transition must also be from the initial state, and the simulation must end in a final state. It is clear then that if h is a homomorphism that erases letters of T and fixes letters of Σ, then h(
, which is not in DPCM. Similarly for left quotient by using the DPDA(1) language
The following is also evident from the proof above.
Corollary 29. Every NCM language can be obtained by taking the right quotient (resp. left quotient) of a DPDA(1) language by a DCM language.
Again, this statement cannot be weakened to the right quotient of a DPDA with a regular language since DPDA languages are closed under right quotient with regular languages [18] .
Right and Left Quotients of Regular Sets
Let F be any family of languages (which need not be recursively enumerable). It is known that REG is closed under right quotient by languages in F [13] . However, this closure need not be effective, as it will depend on the properties of F . The following is an interesting observation which connects decidability of the emptiness problem to effectiveness of closure under right quotient:
Proposition 30. Let F be any family of languages which is effectively closed under intersection with regular sets and whose emptiness problem is decidable. Then REG is effectively closed under both left and right quotient by languages in F .
Proof. We will start with right quotient.
Let L 1 ∈ REG and L 2 be in F . Let M be a DFA accepting L 1 . Let q be a state of M , and L q = {y | M from initial state q accepts y}. Let Q ′ = {q | q is a state of M, L q ∩ L 2 = ∅}. Since F is effectively closed under intersection with regular sets and has a decidable emptiness problem, Q ′ is computable. Then a DFA M ′ accepting L 1 L −1 2 can be obtained by just making Q ′ the set of accepting states in M . Next, for left quotient, let L 1 be in F , and L 2 in REG be accepted by a DFA M whose initial state is q 0 . Let L q = {x | M on input x ends in state q}. Let Q ′ = {q | q is a state of M, L q ∩ L 1 = ∅}. Then Q ′ is computable, since F is effectively closed under intersection with regular sets and has a decidable emptiness problem.
We then construct an NFA (with λ-transitions) M ′ to accept L −1 1 L 2 as follows: M ′ starting in state q 0 with input y, then nondeterministically goes to a state q in Q ′ without reading any input, and then simulates the DFA M .
Closure for Bounded Languages
In this subsection, deletion operations applied to bounded and letter-bounded languages will be examined. We will need the following corollary to Theorem 4.
Corollary 32. Let L ⊆ #a * # be accepted by a 2NCM. Then L is regular.
Proposition 33. If L is a bounded language accepted by either a finite-crossing 2NCM, an NPCM or a finite-crossing 2DPCM, then all of pref(L), suff(L), inf(L), outf(L) can be accepted by a DCM.
Proof. By Theorem 3, an NCM can be constructed that accepts L. Further, one can construct NCM's accepting pref(L), suff(L), inf(L), outf(L) since one-way NCM is closed under prefix, suffix, infix and outfix. In addition, it is known that applying these operations on bounded languages produce only bounded languages. Thus, by another application of Theorem 3, the result can then be converted to a DCM.
The "finite-crossing" requirement in the proposition above is necessary:
Proposition 34. There exists a letter-bounded language L accepted by a 2DCM(1) machine which makes only one reversal on the counter such that suff(L) (resp., inf(L), outf(L), pref(L)) is not in DCM∪2DCM(1).
Proof. Let L = {a i #b j # | i, j ≥ 2, j is divisible by i}. Clearly, L can be accepted by a 2DCM(1) which makes only one reversal on the counter. If suff(L) is in DCM ∪ 2DCM(1), then L ′ = suff(L) ∩ #b + # would be in DCM ∪ 2DCM (1) . From Corollary 32, we get a contradiction, since L ′ is not semilinear. The other cases are shown similarly.
Conclusions
We investigated many different deletion operations applied to languages accepted by one-way and twoway deterministic reversal-bounded multicounter machines, deterministic pushdown automata, and finite automata. The operations include the prefix, suffix, infix, and outfix operations, as well as left and right quotient with languages from different families. Although it is frequently expected that language families defined from deterministic machines will not be closed under deletion operations, we showed that DCM is closed under right quotient with languages from many different language families, such as the contextfree languages. When starting with one-way deterministic machines with one counter that makes only one reversal (DCM (1, 1) ), taking the left quotient with languages from many different language families, such as the context-free languages, yields only languages in DCM (by increasing the number of counters). It follows from these results that the suffix or infix closure of DCM(1, 1) languages are all in DCM. These results are surprising given the nondeterministic behaviour of the deletion operations. However, for both DCM(1, 3), or DCM(2, 1), taking the left quotient (or even just the suffix operation) yields languages that can neither be accepted by deterministic reversal-bounded multicounter machines, nor by 2-way nondeterministic machines with one reversal-bounded counter (2DCM(1)) .
Some interesting open questions remain. For example, is the outfix and embedding operations applied to DCM(1, 1) languages always yield languages in DCM? Also, other deletion operations, such as schema for parallel deletion [12] have not yet been investigated applied to languages accepted by deterministic machines.
