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Abstract
Spectra of polynomials whose coefficients are periodic operators with finitely many nonzero di-
agonals are studied. Such polynomials appear in the study of infinite chains of damped harmonic
oscillators. It is proved that, assuming the spectrum is bounded, it consists of finitely many ana-
lytic arcs. Criteria for existence of point spectrum are given. Several important particular cases are
indicated.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Our starting point is the following infinite system of ODEs:
mnq¨n + rnq˙n = −cnqn + an−1(qn−1 − qn) − an(qn − qn+1), n ∈ Z (1.1)
(Z stands for the set of integers). This system describes the dynamics of an infinite chain
of damped harmonic oscillators such that any two neighbors are linearly coupled, with the
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and restoring coefficient of the nth oscillator, respectively. Such systems appear in many
applications. For example, if no damping is present, then equations (1.1) form a common
model for harmonic crystals [9].
Assume, in addition, that the coefficients of (1.1) are n0-periodic, i.e.,
mn+n0 = mn, rn+n0 = rn, cn+n0 = cn, an+n0 = an, ∀n ∈ Z. (1.2)
This means that we consider n0 types of oscillators periodically distributed in the 1-
dimensional space. If we impose the boundary conditions limn→±∞ qn = 0, i.e., the system
is at rest at infinity, then it is natural to treat (1.1) as a differential equation
Mq¨ + Rq˙ = Aq (1.3)
in the 2 space of doubly infinite sequences, where
(Mq)n = mnqn, (Rq)n = rnqn,
(Aq)n = anqn+1 − (an + an+1 + cn)qn + an−1qn−1.
The operators M , R, A are bounded, selfadjoint, periodic (in the sense of equalities (1.2)),
and M and R are diagonal, whereas A is tridiagonal. It is well known that the structure of
solutions of (1.3) and of the corresponding nonhomogeneous equation Mq¨+Rq˙−Aq = f
is closely related to the spectral theory of the selfadjoint quadratic operator polynomial
(pencil)
L(λ) = λ2M + λR − A. (1.4)
The spectral theory of a single tridiagonal selfadjoint (Jacobi) operator is well understood
(see, e.g., [9]). In particular, the spectrum of a periodic Jacobi operator is absolutely contin-
uous, and consists of a finite number of closed intervals. In contrast, little is known about
spectral structure of periodic tridiagonal operator polynomials. We mention only [5] that
deals with operator polynomials of a particular form, and [4] devoted to finite-dimensional
pencils.
In this paper we prove a general result concerning spectra Σ(L) of (not necessarily self-
adjoint) operator polynomials L(λ) with finitely many diagonals. It turns out that under the
condition that Σ(L) is compact (which is satisfied in many applications), the spectrum
Σ(L) consists of a finite number of analytic arcs. Note that a similar result for one-
dimensional Schrödinger operators with complex potentials is known for a long time [8].
We formulate our main result, Theorem 2.1, in the context of polynomials with periodic
block matrix operator coefficients, in the next section. The proof of Theorem 2.1, including
statements and proofs of several auxiliary results, is given in Section 3. In the last section,
we point out several interesting particular cases of Theorem 2.1.
2. Main result
Let H be the Hilbert of square summable doubly infinite sequences {xj }∞j=−∞, where
each xj ∈ Cp , the Euclidean space of p-component complex column vectors. Linear oper-
ators on H will be written as doubly infinite block matrices A = [Ai,j ]∞j,i=−∞ with p × p
blocks Ai,j in the standard way.
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[Ai,j ]∞j,i=−∞ with the following properties:
(a) Ai,j have period m:
Ai+m,j+m = Ai,j , ∀i, j ∈ Z.
(b) Finite number of diagonals: there is a positive integer r (which depends on A) such
that
Ai,j = 0, ∀i, j ∈ Z such that |i − j | > r.
Clearly,A(m,p) is a unital selfadjoint subalgebra, but not a closed subalgebra, of the Banach
algebra L(H) of all bounded linear operators on H.
Next, consider operator polynomials with coefficients in A(m,p):
L(λ) =
q∑
k=0
λkBk, (2.1)
where Bk ∈A(m,p), for k = 0,1, . . . , q . The set
Σ(L) := {λ ∈ C ∣∣ L(λ) has no bounded inverse in L(H)}.
To describe our main result, we make precise the notion of an analytic arc. A compact
set Ω ⊂ C is called an analytic arc, if there exists a real analytic complex valued one-to-
one function φ(t) of the real variable t , which is defined on a real open interval (−ε,1+ ε)
for some ε > 0, and such that
Ω = {φ(t) ∣∣ 0 t  1}.
Note that an analytic arc is allowed to have selfintersections. Our main result is:
Theorem 2.1. Let L(λ) be an operator polynomial as in (2.1). Assume that Σ(L) is a
nonempty, bounded (equivalently compact) set. Then:
(1) Σ(L) is a union of finitely many analytic arcs;
(2) the number of analytic arcs in the union does not exceed 4m3p3q2r , where r is given
by
r = max{α such that B(k)i,i+α = 0 for some k and i}
− min{α such that B(k)i,i+α = 0 for some k and i},
where the B(k)i,j ’s are the blocks of Bk = [B(k)i,j ]∞i,j=−∞;
(3) the point spectrum of L(λ), i.e., the set{ ∣ }Σp(L) := λ ∈ C ∣KerL(λ) = {0}
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
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(k)
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(k)
1,jm+1 · · · B(k)1,jm+(m−1)
...
. . .
...
...
B
(k)
m−1,jm B
(k)
m−1,jm+1 · · · B(k)m−1,jm+(m−1)






is identically zero, as a function of µ;
(4) for every λ ∈ Σp(L), the eigenspace KerL(λ) is infinite-dimensional.
Note that the boundedness of Σ(L) is guaranteed if the leading coefficient Bq is invert-
ible.
The cases of noncompact Σ(L) can be also dealt with using a technique similar to that
of the proof of Theorem 2.1, at the expense of allowing unbounded analytic arcs in (1)
and (2); however, statements (3) and (4) are no longer generally valid in these cases. Since
operator polynomials with noncompact Σ(L) rarely appear in applications, we leave out
their treatment.
3. Proof of Theorem 2.1
For the proof of Theorem 2.1 we need a lemma.
Lemma 3.1. Let
a(µ) =
q∑
j=0
aj (λ)µ
j
be a scalar polynomial of the complex variable µ whose coefficients aj (λ) are in turn
polynomials with complex coefficients of another complex variable λ. Assume that the set
T (a) := {λ ∈ C ∣∣ a(µ) has a root on the unit circle}
is compact. Then T (a) is a union of finitely many analytic arcs. Moreover, the number
of analytic arcs in the union does not exceed 2r2q , where r is the maximal degree of the
polynomials aj (λ), j = 1, . . . , q .
Proof. If r = 0, i.e., the aj (λ)’s are constants, the result holds trivially. Thus, assume
r > 0. We write a(µ) in the form
b(λ) =
r∑
k=0
bk(µ)λ
k,
where the bk’s are polynomials of µ of degrees at most q . For a fixed µ, letλ1(µ), . . . , λu(µ), u = u(µ) r,
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when br(µ) = 0. Then T (a) coincides with
u(µ)⋃
k=1
{
λk(µ)
∣∣ |µ| = 1}. (3.1)
Because of the compactness hypothesis, the polynomials b0(µ), . . . , br (µ) have no com-
mon zeros on the unit circle. Moreover, we may (and do) assume that b0(µ), . . . , br (µ) are
relatively prime (otherwise, replace each bk(µ) by bk(µ)/c(µ), where c(µ) is the great-
est common divisor of b0(µ), . . . , br (µ); this replacement would not alter the set T (a)).
Again, because of the compactness of T (a), the polynomial br(µ) has no zeros on the unit
circle.
Denote by d(µ) the number of distinct roots of b(λ), and let
d0 := max
µ∈C
d(µ).
It is well known (see, for example, [1]) that the λk(µ)’s are analytic functions of µ ∈ C
except for µ ∈ Ω , where the set Ω is discrete (Puiseaux series). Moreover, Ω is contained
in the set
Ω0 :=
{
µ ∈ C ∣∣ d(µ) < d0}.
Thus, the set (3.1) is a union of analytic arcs, where the number of arcs in the union does
not exceed
d0 ·
{
the cardinality of Ω0 ∩
{
µ ∈ C ∣∣ |µ| = 1}}
 r · {the cardinality of Ω0 ∩ {µ ∈ C ∣∣ |µ| = 1}}. (3.2)
To estimate the cardinality of Ω0 ∩ {µ ∈ C | |µ| = 1}, we use resultants. Recall that the
resultant of two polynomials
α(x) =
u∑
j=0
αjx
j and β(x) =
w∑
j=0
βjxj (uw)
is defined as the (2u) × (2u) matrix
R(α,β) =


α0 α1 . . . αu 0 . . . 0
0 α0 . . . αu−1 αu . . . 0
...
. . . . . .
. . .
. . .
. . . αu
β0 β1 . . . βu 0 . . . 0
0 β0 . . . βu−1 βu . . . 0
0 0 . . . β0 . . . βu−1 βu


,
where we put βj = 0 for j = w + 1, . . . , u. See, for example, [6] for some properties of
resultant matrices. We need the following:
Proposition 3.2. Assuming that αu = 0, βw = 0, the number of common complex roots of
α(x) and of β(x), counted with multiplicities, is equal to 2u − rank(R(α,β)).
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It follows that the cardinality of Ω0 ∩ {µ ∈ C | |µ| = 1} does not exceed the cardinality of
the set{
µ ∈ C ∣∣m1(µ) = m2(µ) = · · · = m(µ) = 0},
where m1(µ),m2(µ), . . . ,m(µ) are the determinants of all f × f submatrices of
R(b(λ), b′(λ)), for a certain size f . The size f has the property that not all the polyno-
mials m1(µ),m2(µ), . . . ,m(µ) are identically zeros. Clearly, the degree of each mk(µ)
does not exceed 2rq . Combining this with (3.2), the proof of the lemma is complete. 
Proof of Theorem 2.1. Let Bk = [B(k)i,j ]∞i,j=−∞, where the B(k)i,j ’s are p × p matrices. By
blocking off the B(k)i,j ’s into blocks of size m, we obtain the representation
B˜k =
[
B˜
(k)
i,j
]∞
i,j=−∞,
where
B˜
(k)
i,j =


B
(k)
im,jm B
(k)
im,jm+1 . . . B
(k)
im,jm+(m−1)
B
(k)
im+1,jm B
(k)
im+1,jm+1 . . . B
(k)
im+1,jm+(m−1)
...
. . .
...
...
B
(k)
im+(m−1),jm B
(k)
im+(m−1),jm+1 . . . B
(k)
im+(m−1),jm+(m−1)

 ,
i, j ∈ Z,
are (mp) × (mp) matrices. This transformation is essentially the same as the well-known
Floquet transform (see, e.g., [10]). Thus, the operator polynomial L(λ) becomes
L(λ) =
q∑
k=0
λkB˜k. (3.3)
Note that B˜k is a Laurent operator, in other words,
B˜
(k)
i,j = B˜(k)i+1,j+1, ∀i, j ∈ Z.
Thus, for each λ the operator L(λ) is also a Laurent operator. A well-known result for
invertibility of Laurent operators (see [2, Theorem XXIII.2.4]) now gives that λ ∈ Σ(L) if
and only if the polynomial of µ
a(µ) := µs det
{∑
j
µj
(
q∑
k=0
λkB˜
(k)
0,j
)}
(3.4)
has a root on the unit circle (here the positive integer s is chosen so that a(µ) is indeed a
polynomial of µ). Now use Lemma 3.1.
It remains to verify that the point spectrum of L(λ) is finite, and that the corresponding
eigenspace is infinite-dimensional. In view of [2, Theorem XXIII.2.1], the point spectrum
of L(λ) consists of exactly those values of λ for which
det
{∑
µj
(
q∑
λkB˜
(k)
0,j
)}
j k=0
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For a fixed λ ∈ Σp(L), choose a polynomial (as a function of µ) vector function f (µ) =∑α
j fjµ
j such that not all coefficients fj are zero, and such that
∑
j
µj
(
q∑
k=0
λkB˜
(k)
0,j
)
· f (µ)
is identically zero (the existence of such f (µ) follows easily from the Smith form for ma-
trix polynomials, see, e.g., [3]). The polynomial f (µ) gives rise to infinitely many linearly
independent elements of KerL(λ) of the form {. . . ,0,0, f0, f1, . . . , fα,0,0, . . .} ∈H. 
4. Particular cases
Consider the operator polynomial (1.4), where the operators M and R are real diagonal,
A is symmetric tridiagonal, and M , R and A have the same period m. Representation (3.3)
takes the form
L(λ) = λ2(diag(. . . ,M0,M0, . . .))+ λ(diag(. . . ,R0,R0, . . .))− [Ai,j ]∞i,j=−∞,
where M0 and R0 are real diagonal matrices
M0 = diag(k1, . . . , km), R0 = diag(r1, . . . , rm),
and where the Ai,j ’s are m × m matrices given as
Ai,j = 0 if |i − j | > 1; Ai,j = Ai+1,j+1, ∀i, j ∈ Z,
Ai,i =


a1,1 a1,2 0 . . . 0
a2,1 a2,2 a2,3 . . . 0
...
...
...
. . .
...
0 0 . . . am−1,m−1 am−1,m
0 0 . . . am,m−1 am,m

 ,
where ai,j are real numbers such ai,j = aj,i (it is assumed that ai,j = 0 if |i − j | > 1), and
Ai,i+1 is the m×m matrix whose all entries expect possibly for the lower left corner entry b
(a real number which may be nonzero). The matrix Ai+1,i coincides with the transpose of
Ai,i+1. The polynomial a(µ) is of the form
a(µ) = µs det


λ2k1 + λp1 − a1,1 −a1,2 . . . −µ−1b
−a2,1 λ2k2 + λp2 − a2,2 . . . 0
...
...
. . .
...
−µb 0 . . . λ2km + λpm − am,m

 .
We have
a(µ) = µs(µu + c(λ) + µ−1u),
where u = ±ba1,2 · · ·am−1,m, and where c(λ) is a monic polynomial of degree 2m with
real coefficients. Thus, we may take s = 1. Since the coefficients of L(λ) are selfadjoint,
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than 16m3 analytic arcs, and L(λ) has no point spectrum (as long as u = 0). More gener-
ally:
Theorem 4.1. Let there be given an operator polynomial of the form
L(λ) = λ2M + λR − A,
where the operators M and R are diagonal, and A has the form
A = [ai,j ]∞i,j=∞, ai,j ∈ C,
where ai,j = 0 if |i − j | > r , and ai,j = 0 if |i − j | = r . Assume further that M , R, and A
are periodic with the same period m. Then L(λ) has no point spectrum.
For the proof, just observe that arguing as in the above example, we see that the leading
coefficient of the polynomial a(µ) given by (3.4) is a nonzero constant, and therefore, the
point spectrum of L(λ) is empty by Theorem 2.1.
In a different vein, if Σ(L) is known to be real, then (under the hypotheses of Theo-
rem 2.1) Σ(L) is necessarily a union of a finitely many closed intervals, perhaps degenerate
(i.e., isolated points). For example:
Theorem 4.2. Let there be given an operator polynomial
L(λ) =
q∑
k=0
λkBk, Bk ∈A(m,p), for k = 0,1, . . . , q, and Bq = I.
If for every nonzero x ∈H the scalar equation〈
L(λ)x, x
〉= 0 (4.1)
has only real roots, then Σ(L) is a union of a finitely many closed intervals.
Operator polynomials L(λ) with the property that (4.1) has only real roots for every
nonzero x, are called hyperbolic. See, for example, [7] for a theory of hyperbolic operator
polynomials.
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