A composite neural network is a rooted directed acyclic graph combining a set of pre-trained and non-instantiated neural network models. A pre-trained neural network model is well-crafted for a specific task and with instantiated weights. is generally well trained, targeted to approximate a specific function. Despite a general belief that a composite neural network may perform better than a single component, the overall performance characteristics are not clear. In this work, we prove that there exists parameters such that a composite neural network performs better than any of its pre-trained components with a high probability bound.
e 0 = (1, 0, 0, · · · , 0) -e 1 = (0, 1, 0, · · · , 0)
The total loss depends on the training data x, the components defined by {h j } K j=1 , the output activation σ, and the weight vector W. It is expected that a good composite network design has low L 2 loss, in particular lower than all its pre-trained components. Therefore, the goal is to find a feasible Θ such that it meets the "No-Worse" property, i.e., E (g Θ ) < min j∈[K] + E(f j ).
THEORETICAL ANALYSIS
The following assumptions are default conditions in the following proofs.
A1. Linearly independent components assumption:
∀i ∈ [K] + , {β j } ⊂ R, s.t. f i = j∈[K]\{i} β j f j . A2. No perfect component assumption:
The activation function and its derivative are C 1mappings (i.e., it is differentiable and its differential is continuous) and the derivative is non-zero at some points in the domain. A4. The training process is based on the stochastic gradient descent backpropagation (SGD-BP) algorithm [1] . A5. The number of components, K, is less than 2 √ N −1, where N is the size of the training data set.
Single-Layer Composite Network
The first theorem below states that if a single-layer composite network satisfies the above five assumptions, it meets the "No-Worse" property with high probability.
Theorem 1. Consider a single-layer composite network g(x) = L (1) (σ(L (0) (f 1 , ..., f K )))(x). Then with probability of at least
We discuss two cases of the activation σ. (Case 1) σ is a linear activation such that a singlelayer composite network such as L (1) 
can be rewritten as a linear combination with bias, i.e.,
Clearly, the composite network g θ should have a mean squared error equal to or better than any of its components f j , as g θ can always act as its best component. To obtain the minimizer Θ * for the error E Θ (x; g), we must compute the partial differential ∂E Θ /∂θ j for all j ∈ [K] + . After some calculations [2] , we have Eq (1) .
Since Assumption A1 holds, the inverse matrix
i,j∈[K] + exists and can be written down concretely to obtain Θ * as in Eq. (1). Lemma 1 summarizes the above arguments. Lemma 1. Set Θ * as in Eq. (1); then
Proof. (of Lemma 1) Recall that in the case of linear activate function,
To prove the existence of the minimizer, it is sufficient to find the critical point for the deferential of Eq. (1). That is, to calculate the solution the set of equations:
where for each s ∈ [K] + , and
Hence, to solve ∇ Θ E (x; g) = 0 is equivalent to solve θ t s in the equation
where the indexes s, t are in
a positive-definite Gram matrix [2] ,
exists.
Then the minimizer Θ * is solved:
(3)
The above shows the existence of the critical points. It is easy to check that the critical point can only be the minimizer of the squared error E Θ (x; g). Furthermore, we immediately have
From Eq. (3) of the above proof, we can compute the minimizer for the case of the linear activation. Corollary 1. The closed form of the minimizer is:
There is a ≤ constraint on the loss function E(g Θ * ) in Eq. (2) that is replaced by < and a probability bound. If Θ * is not a unit vector, it is obvious that E(g Θ * ) must be less than any E(f j ). Therefore, we proceed to estimate the probability of Θ * = e j * , where j * ∈ [K] + .
Eq. (4) shows the gradient of the error function with respect to θ i conditioned on Θ * = e j * , which is the inner products of the difference between f j * (the output of g Θ * ) and the ground truth y, and the output of each pre-trained component f i . When the minimizer Θ * = e j * , all the differentials ∂E ∂θi must equal zero, i.e., f j * − y, f i = 0, or f j * − y is perpendicular to f i . The following Lemma 2 is an implication 1 from the proof of the Johnson-Lindenstrauss Lemma [3] .
Lemma 2. For a large enough N and given
where ∠ u, v is the angle between u and v.
The Johnson-Lindenstrauss Lemma says that a randomly sampled unit vector v is approximately perpendicular to a given vector u with high probability in a high dimensional space. The complement of Eq. (5) is
Note that angles ∠ y, f , ∠ f − y, f , and ∠ f − y,− y are the three inner angles of the triangle such that ∠ y, f + ∠ f − y, f + ∠ f − y,− y = π. From Lemma 2, as ∠ y, f is likely a vertical 1. Also refers to the lecture note of Andoni and Razenshteyn https://ilyaraz.org/static/class/scribes/scribe5.pdf angle (i.e., π/2), ∠ f − y, f must be less likely to be a vertical angle, which implies Pr{ f − y, f = 0} ≤ Pr{|∠ f − y, f − π/2| < η}; thus, ≤ Pr{|∠ y, f − π/2| > η}. The following Lemma 3 immediately follows Lemma 2 and Eq. (6). Lemma 3. Following Lemma 2, then for given y ∈ R N ,
Proof. (of Lemma 3) Apply Lemma 2 on the given y and randomly selected f , then we have
Also note that vectors y, f and f − y form a triangle with the three inner angles
This means there exists small enough η > 0 s.t.
In short, as ∠ f − y, f is likely π/2, ∠ y, f must be less likely a vertical angle. Hence,
This comppletes the proof.
Lemma 3 shows that the probability of the output of one component is perpendicular to the difference between itself and the ground truth. For K components and a bias, Lemma 4 gives a worst bound.
Proof. (of Lemma 4) Observe that as j * is fixed and known,
The last inequality is from Lemma 3. But in general j * is unknown,
The idea of the proof is to find an interval in the domain of σ such that the output of L (1) (σ(·)) approximates a linear function as close as possible. This means there is a setting such that the non-linear activation function performs almost as well as the linear one; since the activation L (1) (σ(·)) acts like a linear function, the lemmas of Case 1 are applicable. The conclusion of this case is stated as Lemma 7, while we introduce important properties in Lemmas 5 and 6 for key steps in the proof.
Since σ satisfies Assumption A3, the inverse function theorem of Lemma 5 is applicable. (2) if ν is the inverse of µ, defined in V by ν(µ(x)) = x for x ∈ U , then ν ∈ C 1 (V ).
We also need the following lemma as an important tool. Lemma 6. (Taylor's theorem with Lagrange remainder [5] ) If a function τ (y) has continuous derivatives up to the (l + 1)-th order on a closed interval containing the two points y 0 and y, then
with the remainder R l given by the expression for some c ∈ [0, 1]:
Let l = 1, τ (y) be obtained such that
The second-degree term can be used to bound the approximation error. Now we are ready to give more details to sketch the proof of Case 2. Denote Θ * 0 as the minimizer of Case 1, i.e., the corresponding
with high probability, and denote Θ = {Θ 1, , Θ 0, } corresponding to
called the scaled σ function. Lemma 7 below states a clear condition of a linear approximation of a non-linear activation function.
Lemma 7. For the given g Θ * 0 , {x (i) } i∈[N ] , and any 0 < ≤ 1,
Furthermore, for small enough ,
Proof. (of Lemma 7) For Eq. (8) : We first give a procedure of obtaining g Θ (x (i) ), then verify these settings in the procedure fit the conclusion of the first part:
Procedure for Eq. (8):-------
For the given and σ(·), we first find the following items based on the conclusions of Case 1 and Lemmas:
Then compute:
Define:
--------------Verification:
First observe that L (0), (x) is a linear combination with a bias, i.e., an affine mapping, since g Θ * 0 (x) itself is an affine mapping. Similarly, L (1), (y) is an affine mapping of y.
Next, for all i ∈ [N ], L Θ0, (x (i) ) = M −1 0 g Θ * 0 (x (i) ) + z 0 ∈ (−γ +z 0 , z 0 +γ) ⊂ U since γ ≤ γ0 2 and (− γ0 2 +z 0 , z 0 + γ0 2 ) ⊂ U . Hence, by Lemma 5,
Now let z ∈ (−γ + z 0 , z 0 + γ) and y = σ(z), then by Lemma 6 and Eq. (7),
Replace y with σ(z) and simplify the expression in the absolute value symbol, then we have τ (y) = τ (σ(z)) = z. Furthermore, τ (y 0 ) + τ (1) 
Then replace z with L Θ0, (x (i) ), and τ (y 0 ) with z 0 ,
This means that
This achieve the goal of the first part of this Lemma. For Eq. (9): For the second part, we claim the following
)+E(f j * )
3
< E(f j * ).
Procedure for Eq. (9): -------
Compute and then set these:
--------------Verification:
Observe that
Besides,
Hence, based on above observations we have
The proofs of Cases 1 and 2 above complete the proof of Theorem 1.
Complicated Composite Network
In the previous section we investigated the performance of a single-layer composite network comprising several pretrained components connected by an activation function. Now we consider expanding the composite network in terms of width and depth. Formally, for a given pre-trained component f K and a trained composite network g K−1 of K − 1 components (f 1 , ..., f K−1 ), we study the following two questions in this section. Q1: (Adding width) By adding a new pretrained component f K , we define g K = L (1) (σ(L (0) (f 1 , ..., f K−1 , f K )). Is there Θ such that E(g K−1 ) > E Θ (g K )? Q2: (Adding depth) By adding a new pre-trained component f K , let g K = L (K) (σ(L (K−1) (g K−1 , f K )). Is there Θ such that E(g K−1 ) > E Θ (g K )? Lemma 8 answers Q1, and we require Proposition 1 as the base of induction to prove it.
Proposition 1. Consider the case of only two pre-trained models f 0 and f 1 . There exists (α 0 , α 1 ) ∈ R 2 s.t.
α0f0(x (i) ) + α1f1(x (i) ) − y (i) 2 with a probability of at least 1 − 2 √ N .
First observe that D(0, 1) = 0 and hence if ∇D(0, 1) = (0, 0) then it is easy to know that ∃(α * 0 , α * 1 ) s.t. D(α * 0 , α * 1 ) > 0.
Then, by considering (α 0 , α 1 ) = (0, 1) we have
Apply Lemma 3,
We first prove this lemma of linear activation, and then similar to previous section apply Lemma 7 to address the non-linear activation. For the linear activation, it can be proved by induction. Base case: It is done in Proposition 1. Inductive step: Suppose as J = k − 1 the statement is true. That is, g k−1 = L Θ (f 1 , ..., f k−1 ) and with probability at least 1 − K √ N , there is Θ s.t. E (g K−2 ) > E Θ (g K−1 ). As J = k, let f 0 and f 1 in Proposition 1 be g k−1 and f k respectively. Then we have α 0 g k−1 + α 1 f k as the composite network. Repeat the argument in previous Proposition, then we can conclude with probability at least 1 − k+1 √ N there is (α 0 , α 1 ) s.t. E (g K−1 ) > E Θ (α 0 g k−1 + α 1 f k ). Note that α 0 g k−1 + α 1 f k is a possible form of g K . So the statement holds. The details are as follows:
First observe that D(1, 0) = 0 and hence if ∇D(1, 0) = 0 then it is easy to know that ∃(α *
Apply Lemma 4 and by Induction hypothesis, we have
Pr ∇D| Θ * = e j * = 0
≥ Pr ∇D| Θ * = e j * = 0
This completes the inductive step. For the non-linear activation, repeat the argument of Lemma 7 to obtain a proper g Θ corresponding to the given and the linear mapping g Θ * 0 , and a small enough can yield a proper Θ that fits the conclusion of E(g K−1 ) > E Θ (g K ). The probability of existence is inherently obtained as the same as in Lemma 7. Proposition 1 can be proved by solving the inequality directly for the case of K = 2, and then generalizing the result to larger K by induction with the help of Lemma 3 to prove Lemma 8. Adding a new component f K to a composite network g K−1 as in Q2, the depth of resulting g K increments by 1. If g K−1 and f K satisfy A1 and A2, consider {g K−1 , f K } as a new set of {f 1 , f 2 } in the same layer. Consequently, we can apply the arguments in Case 2 of Theorem 1 to show Lemma 9 in the following, which answers Q2 and says the resulting g K has a minimizer Θ * such that with high probability the loss decreases.
Lemma 9. Set g K = L (1) (σ(L (0) ((g K−1 , f K )). If g K−1 and f K satisfy A1 and A2, then with a probability of at least
Proof. (of Lemma 9) Observe that for the given set of pre-tained components {f j } j∈[K] and by the definition of g K−1 , f K is not a component of g K−1 . Hence, if the activation functions used in the construction of g K−1 are all linear, the assumption A1 implies that g K−1 is linear independent of f K . Furthermore, if there is at least one non-linear activation function used in the construction of g K−1 , then as N is large enough, Lemma 2 implies that g K−1 and f K are not parallel with a very high probability. This means the assumption that g K−1 is linear independent of f K is reasonable. Furthermore, this implies that the events E 1 : ∃Θs.t.E Θ (g K ) < min{E(g k−1 ), E(f k )}, and E 2 : E(g K−1 ) < · · · < min j∈[K] + {E(f j )}, are independent. Hence, Pr{E 1 |E 2 } = Pr{E 1 }.
The proof of Lemma 9 is similar to the proof of Case 2 in the previous sub-section. Lemmas 8 and 9 imply a greedy strategy to build a complicated composite network. Recursively applying both lemmas, we can build a complicated composite network as desired. Theorem 2 gives a formal statement of the constructed complicated composite network with a probability bound. The proof of Theorem 2 is based on mathematical induction on layers and the worst case probability is over-estimated by assuming each layer could have up to K components. Proof. (of Theorem 2) For a set of given K pre-trained components, g k := L (k) (σ(L (k−1) (· · · L (1) (σ(L (0) (f 1 , · · · , f K ))) · · · ))) is one of possible H-hidden layer composite network. Hence obviously,
The last inequality is based on the fact that This completes the proof.
