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Abstract
In 1934, two kinds of multiplicative relations, norm and Davenport-Hasse relations,
between Gaussian sums, were known. In 1964, H. Hasse conjectured that the norm
and Davenport-Hasse relations are the only multiplicative relations connecting
the Gaussian sums over Fp. However, in 1966, K. Yamamoto provided a simple
counterexample disproving the conjecture when Gaussian sums are considered as
numbers. This counterexample was a new type of multiplicative relation, called a
sign ambiguity (see Definition 3.3), involving a ± sign not connected to elementary
properties of Gauss sums. In Chapter 5, we provide an explicit product formula
giving an infinite class of new sign ambiguities and we resolve the ambiguous sign
by using the Stickelberger’s theorem.
v
Introduction
In mathematics, the general theory of Gauss sums was developed in the early
nineteenth century, with the use of Jacobi sums and their prime decomposition in
cyclotomic fields. A Gaussian sum is a particular kind of finite sum of roots of
unity. The case originally considered by Carl Friedrich Gauss, in his Disquisitions
Arithmeticae 1801, was the quadratic Gauss sums. The quadratic Gauss sums are
certain sums over exponential functions with quadratic argument. They are named
after C. F. Gauss, who studied them extensively.
Definition 0.1. The quadratic Gauss sum G(m, k) over the ring of integers modulo
k is defined by
G(m, k) =
k−1∑
n=0
exp(2piimn2/k),
where exp(x) is the exponential function.
This sum is hard to evaluate, even in the special case that m = 1 and k is an
odd positive integer. But, in this case, Gauss showed that this sum has the value
±√k if k ≡ 1 mod 4 and ±i√k if k ≡ 3 mod 4. The determination of the sign
is a much more difficult problem. The conjecture that the plus sign holds in each
case was made by Gauss and recorded in his diary in May 1801. It was not until
four years later that he found a proof. Subsequently, he was able to evaluate his
quadratic sum for all positive integers k.
Theorem 0.2. (The evaluation of the quadratic Gauss sums) If m = 1 and k is
an odd positive integer, then
G(1, k) =

√
k if k ≡ 1 mod 4
i
√
k if k ≡ 3 mod 4.
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Let e be a positive integer, e > 2, p be a prime number such that p ≡ 1 mod e
and ζe be a primitive e
th root of unity. Let Fp be the finite field of p elements.
Then we identify Fp with the residues 0, 1, 2, · · · , p − 1 mod p. Denote Fp − {0}
by F∗p; that is a cyclic multiplicative group of order p− 1. The following definition
generalizes the quadratic Gauss sum.
Definition 0.3. Let χ be a multiplicative character (see Definition 2.6) on Fp. For
a ∈ Z, the Gauss sum τ(a) is defined by
τ(a) =
∑
t∈Fp
χa(t)ζtp.
Many applications of Gauss sum evaluations are investigated; not only to number
theory but also to physics and to such areas of mathematics as graph theory
and combinatorics, operator theory, coding theory, cryptography, combinatorial
designs, analysis and algebra.
One powerful approach to simplifying the evaluation of Gauss sums is to study
multiplicative relations, defined in Section 3.1, between them. The most basic mul-
tiplicative relations are the norm relation and Davenport-Hasse product formula,
say D-H relation, for Gauss sums. In [3, p.465], H. Hasse conjectured that all the
multiplicative relationships of Gaussian sums over Fp can be deduced from the
norm and D-H relations.
However, in [14], K. Yamamoto provided a simple counterexample disproving
the conjecture if we consider Gauss sum, as numbers rather than ideals. This
counterexample was a new type of multiplicatively independent relationship of
Gaussian sums involving an ambiguous sign not direct consequences of the norm
and D-H relations. In [15], K. Yamamoto succeeded in not only proving that in-
finitely many exist, but also produced a formula giving the exact “number” of
sign ambiguities to be expected in each composite number e (≥ 3) (see Theorem
2
3.4). Shortly thereafter, working in the context of Jacobi sums and with the aid of
a computer, further sign ambiguities were discovered by Muskat, Whiteman, and
Zee (see [8, 9, 10]) when e = 15, 20, 21, 24, 28, 39, 55, 56. In 2002, B. Murray (see [7,
Theorem 3.54]) provided an infinite class of sign ambiguities when e = q1q2, where
q1 and q2 are prime numbers such that q1 ≡ 5 mod 8, q2 ≡ 3 mod 4 and q2 is a
biquadratic residue modulo q1.
In [15, § 5], K. Yamamoto said that the case 2|e, 4 - e is reducible to the case
where e is replaced by an odd number e/2. Thus he assumed that a composite
number e is either a product of distinct odd primes or 4 times any prime number q
in his formula for a sign ambiguity, say Y . In fact, the possible smallest number e
which has a sign ambiguity is e = 12 in terms of his theorem (Theorem 3.4) about
the numbers of sign ambiguities.
In this paper, we will explore the special case where e = 4q, q a prime such that
q ≡ 7 mod 8. Note that in this case there is only one sign ambiguity for each
prime p, p ≡ 1 mod e, in terms of Theorem 3.4. We are interested in the problem
of writing down explicit sign ambiguities and also explicitly describing the sign in
such identities. In Theorem 5.8, we provide an infinite class of new sign ambiguities
when e = 4q, where q is a prime number such that q ≡ 7 mod 8.
In Chapter 1, we introduce quadratic reciprocity and prime ideal factorization
in the ring of integers of number fields.
In Chapter 2, we give the basic definition and properties of the cyclotomic num-
ber field and provide the Stickelberger’s congruence for Gauss sums. By using
Stickelberger’s congruence for Gauss sums, we can study the prime ideal factoriza-
tion of Gauss sums.
In Chapter 3, we study the multiplicative relations of Gaussian sums and in-
vestigate a new type of multiplicative relations by using magma (see [2]), a large,
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well-supported software package designed to solve computationally hard problems
in algebra, number theory, geometry and combinatorics.
In Chapter 4, we provide a formula for Yamamoto’s sign ambiguity for q ≡ 7
mod 8.
In Chapter 5, we give the main theorem about the new infinite class of sign
ambiguities with the explicit signs of them by using the Stickelberger’s congruence.
4
1. Preliminaries
In this chapter we introduce the basic terminologies and theorems used in this
paper.
1.1 Quadratic Reciprocity
Definition 1.1. If a, b,m ∈ Z and m 6= 0, we say that a is congruent to b mod m
if m divides b− a. This relation is written a ≡ b mod m.
Note that if a ∈ Z, let
a = {n ∈ Z | n ≡ a mod m)}, (1.1)
then a set of the form a is called a congruence class modulo m. The set of all
congruence classes modulo m is denoted by Z/mZ. The set Z/mZ can be made
into a ring by defining in a natural way addition and multiplication. An element
a of Z/mZ is a unit, i.e., invertible, if and only if a and m are relatively prime,
i.e., (a,m) = 1. Let (Z/mZ)× be the set consisting of all units in Z/mZ. Then it
is a group of order φ(m), where the Euler function φ(m) is the number of integers
between 1 and m relatively prime to m.
Theorem 1.2. Let p be a prime. Then (Z/pZ)× is a cyclic group.
Proof. See [5, Theorem 1,p.40].
Definition 1.3. An integer a is called a primitive root modulo m if a generates
the group (Z/mZ)×.
Definition 1.4. If (b,m) = 1, b is called a quadratic residue modulo m if the
congruence x2 ≡ b mod m has a solution. Otherwise, b is called a quadratic non-
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residue modulo m. Furthermore, b is called a biquadratic residue modulo m if the
congruence x4 ≡ b mod m has a solution.
Definition 1.5. Let p be an odd prime. The symbol ( b
p
) is equal to 1 if b is a
quadratic residue modulo p, −1 if b is a quadratic nonresidue modulo p, and zero
if p|b. ( b
p
) is called the Legendre symbol.
The Legendre symbol is an extremely convenient device for discussing quadratic
residues. Note that there are as many quadratic residues as quadratic nonresidues
modulo p.
Theorem 1.6. (Law of Quadratic Reciprocity). Let p and q be odd primes. Then
(a) (−1
p
) = (−1) p−12 .
(b) (2
p
) = (−1) p
2−1
8 .
(c) (p
q
)( q
p
) = (−1)( p−12 )( q−12 ).
Proof. See [5, Theorem 1, p.53].
When the modulus m of a congruence is composite it is sometimes possible
to reduce a congruence modulo m to a system of simpler congruence. The main
theorem of this type is the so-called Chinese remainder theorem (CRT).
Theorem 1.7. (CRT.) Suppose that m = m1m2 · · ·mt and that (mi,mj) = 1 for
i 6= j. Let b1, b2, · · · , bt be integers and consider the system of congruence:
x = b1 mod m1, x = b2 mod m2, · · · , x = bt mod mt.
This system always has solutions and any two solutions differ by a multiple of m.
Proof. See [5, Theorem 1, p.34].
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1.2 Extensions of Prime Ideals
Let R be a commutative ring with identity and having no nonzero zero divisors;
that is R is an integral domain. Let S be a nonempty subset of R which does
not contain zero and which contains the product of any two elements in S. A set
satisfying these conditions is called a multiplicative set in R. Let
RS = {r/s : r ∈ R, s ∈ S}.
Then RS is the smallest ring, by defining in a natural way addition and multipli-
cation, containing R and the inverses of all the elements of S.
Definition 1.8. If R is an integral domain and S a multiplicative set in R, the
ring RS is called the localization of R at S.
Definition 1.9. A ring is called a discrete valuation ring (DVR) if it is a principal
ideal domain with only one maximal ideal.
Definition 1.10. A ring R is a Dedekind ring if it is a noetherian integral domain
such that the localization Rp is a DVR for every nonzero prime ideal p of R.
An algebraic number field F is a finite, (and hence algebraic) field extension of
the field of rational numbers Q. Thus F is a field that contains Q and has finite
dimension, when considered as a vector space over Q. An element x of the algebraic
number field F is called an algebraic integer if it is a root of a monic polynomial
with integer coefficients. The algebraic integers in F form a ring, denoted by OF,
which is a subring of F. Given a nonzero prime ideal p of OF, we can form the
residue field OF/p.
Let OM ⊆ OE be rings of integers of the number fields M and E respectively. We
study the relation between prime ideals of OM and OE. Let P be a nonzero prime
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ideal of OM. Then POE is an ideal of OE and it has a factorization
POE = ℘h11 · · ·℘hkk ,
where ℘h11 · · ·℘hkk are distinct prime ideals of OE and h1 · · ·hk are positive integers.
Note that ℘i ∩OM = P for each i. The ramification index of ℘i over OM, denoted
by h(℘i/OM), is the power of ℘i that appears in the prime factorization of POE,
and the degree of a residue field extension
fi = [OE/℘i : OM/P] = f(℘i/OM)
is called the relative degree of ℘i over P for each i.
Theorem 1.11. Let M be a number field with finite extension E and let P be a
prime ideal of OM. Then
k∑
i=1
hifi = [OE : OM].
Proof. See [6, Theorem 6.6, p.30].
If E is a Galois extension of M as well as a finite dimensional extension of M,
then more information is available about the hi and fi. The following theorem tells
more detail about this fact.
Theorem 1.12. Let M be a number field with Galois extension E with Galois
group G. For a nonzero prime ideal P of OM the ideal POE has the factorization
POE = (℘1 · · ·℘k)h
for distinct prime ideals ℘i of OE. All the relative degrees f(℘i/OM) are equal (to
f say) and we have hfk = [E :M]. Moreover the action of G transitively permutes
the prime ideals ℘i of OE containing P.
Proof. See [6, Theorem 6.8, p.32].
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Let M be a number field with Galois extension E with Galois group G and let ℘
be a nonzero prime ideal of OE and P = OM ∩ ℘. We say ℘ is ramified over OM if
either the ramification index h(℘/OM) is greater than 1 or the residue field OE/℘
is not separable over OM/P. We say that the prime ideal P is ramified in OE if
POE is divisible by some ramified prime ideal of OE. If h = f = 1, we say that the
prime ideal P splits completely in OE.
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2. Gauss Sums over Fp
In this chapter we introduce the cyclotomic field and the prime ideal factorization
of Gauss Sums.
2.1 Cyclotomic Fields
Let e be a positive integer. A complex number ζe is called an e
th root of unity if
ζee = 1. If e is the least integer with this property, then ζe is called a primitive e
th
root of unity. Let
ζe = exp(2pii/e). (2.2)
Then the number ζe satisfies x
e − 1 = 0 as do all the powers of ζe. Thus we have
xe − 1 = (x− 1)(x− ζe) · · · (x− ζe−1e ). From this it follows that M = Q(ζe) is the
splitting field of the polynomial xe−1 over the rational field Q. We callM = Q(ζe)
the cyclotomic field of eth roots of unity. In addition, M is a Galois extension over
Q.
Theorem 2.1. Let M = Q(ζe) be the cyclotomic field of eth roots of unity with
the Galois group G. Then G is isomorphic to the multiplicative group of units in
(Z/eZ)×. Moreover M has dimension φ(e) over Q.
Proof. See [4, Proposition 8.3, p.299].
Theorem 2.2. If p is a prime integer not dividing the positive integer e, then p
has ramification index h = 1 in Q(ζe).
Proof. See [6, Proposition 10.2, p.56].
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Theorem 2.3. The ring of algebraic integers in M = Q(ζe) is Z[ζe].
Proof. See [6, Theorem 10.4, p.57].
We have a nice result on the decomposition of primes in the cyclotomic field.
Theorem 2.4. Let p be a prime and p - e. Let f be the smallest positive integer
such that pf ≡ 1 mod e. Then we have
pZ[ζe] = P1P2 · · ·Pk,
where each prime ideals Pi in M = Q(ζe) has the same relative degree f and
k = φ(e)/f .
Proof. See [5, Theorem 2, p.196].
Suppose p is a prime and p - e. Then we have another nice result on decompo-
sition of the prime number in the cyclotomic field Q(ζe, ζp) = Q(ζep).
Theorem 2.5. LetM = Q(ζe) and E = Q(ζe, ζp) = Q(ζep) be the cyclotomic fields.
Let P1,P2, · · · ,Pk be prime ideals of OM and let ℘1, ℘2, · · · , ℘k be prime ideals of
OE such that ℘i = OM ∩ Pi for all i. Then Pi is totally ramified in OE, that is,
PiOE = ℘p−1i for all i. Thus we have
pOE = (℘1℘2 · · ·℘k)p−1. (2.3)
Proof. See [5, Proposition 13.2.9, p.198].
℘ ⊂ OE ring of integers←−−−−−−−−⊂ Q(ζep)
∪
x x∪
P ⊂ OM ring of integers←−−−−−−−−⊂ Q(ζe)
∪
x x∪
p
∈−−−→ Q
Note: The diagram between ideals and number fields.
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2.2 Stickelberger’s Congruence for Gauss Sums
In the remainder of this paper, we fix e = 4q for a prime number q, p is a prime
number such that p ≡ 1 mod e, ζe is a primitive eth root of unity, M = Q(ζe)
and E = Q(ζep) are cyclotomic fields, OM ⊆ OE are the rings of integers of the
cyclotomic number fields M and E respectively,
G = (Z/eZ)× = Gal (M/Q) ∼= Gal (E/Q(ζp)), (2.4)
where Gal (M/Q) is the group of field automorphisms of M that hold Q fixed. We
identify Fp with the residues 0, 1, 2, · · · , p− 1 mod p. Denote Fp−{0} by F∗p; this
is a cyclic multiplicative group of order p− 1.
Definition 2.6. A multiplicative character on Fp is a map χ from F∗p to the nonzero
complex numbers that satisfies
χ(ab) = χ(a)χ(b)
for all a, b ∈ F∗p.
Let γ be a generator of F∗p. Define a function χ on F∗p such that
χ : F∗p −→ Q(ζe) by χ(γ) = ζe, (2.5)
Then this function is a multiplicative character because χ(γaγb) = χ(γa+b) =
ζa+be = ζ
a
e ζ
b
e = χ(γ
a)χ(γb) for all integers a, b ∈ F∗p. We extend it to a map from
Fp to M = Q(ζe) by defining χ(0) = 0. Throughout this paper, we fix χ as the
multiplicative character defined Equation (2.5).
Definition 2.7. Let a be any integer in Z and let χ be the multiplicative character
on Fp defined Equation (2.5). Recall Definition 0.3;
τ(a) =
∑
t∈Fp
χa(t)ζtp ∈ Q(ζep). (2.6)
Then we say that τ(a) is a Gauss sum on Fp belonging to the character χ.
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Note that the Gauss sum only depends on the congruence class of a modulo e
and τ(0) = 0. We will therefore often write τ(a) for an a in Z/eZ.
For n a postive integer, define a map Ln : Z→ Z/nZ as follows. For a ∈ Z,
Ln(a) = least nonnegative integer in nZ+ a. (2.7)
In particular, if n = e, it is denoted by L(a) instead of using Le(a). For a ∈ G,
pi = ζp − 1, (2.8)
f = (p− 1)/e, (2.9)
s(a) = L(a)f, (2.10)
t(a) = (L(a)f)!. (2.11)
Remark 2.8. Let P be the prime ideal of OM such that χ can be identified with
the power residue character modulo P (see [13, Theorem 3]), that is, for an integer
a we have
χ(a) ≡ af mod P. (2.12)
Let ℘ be the unique prime ideal of OE such that POE = ℘p−1.
Theorem 2.9. (Stickelberger’s congruence for Gauss sums.) For an integer a,
a 6≡ 0 mod e,
τ(a) ≡ −pi
s(−a)
t(−a) mod ℘
s(−a)+1, (2.13)
℘s(−a) ‖ τ(a)OE. (2.14)
Proof. See [1, Theorem 11.2.1, p.344].
This congruence is one of the most important and useful results about Gauss
sums. As consequence, we give prime ideal factorization of Gauss sums in section
§3.2.
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3. Multiplicative Relations
In this chapter we introduce basic terminologies and known facts about sign am-
biguities.
3.1 Multiplicative Relations of Gaussian Sums
A multiplicative relation between Gaussian sums is an relation of the following
form:
e−1∏
a=1
τ(a)ca = η, (3.15)
where ca ∈ Z and η is a unit. It can be shown, see [14, §19], that η is an eth root
of unity. Note that for any integer a ∈ F∗p, (see [1, Theorem 1.1.4]),
|χ(a)| = p1/2. (3.16)
There are two main types of multiplicative relations between Gaussian Sums.
Theorem 3.1. (Norm relation.) Let a ∈ Z/eZ and let χ be the multiplicative
character on Fp. Then
τ(a)τ(−a) = χa(−1) p. (3.17)
Proof. See [1, Theorem 1.1.4, p.10].
Theorem 3.2. (Davenport-Hasse product formula.) Let χ be the multiplicative
character on Fp. Then
DH tm := χ
tn(n)
τ(t)
τ(tn)
n−1∏
k=1
τ(km+ t)
τ(km)
= 1, (3.18)
where e = mn, with m,n > 1, and for 1 ≤ t ≤ m− 1.
Proof. See [1, Theorem 11.3.5, p.355].
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In 1964, H. Hasse (see [3, p.465]) conjectured that all the multiplicative rela-
tionships between Gaussian sums can be derived from elementary properties of
Gaussian sums, the norm and D-H relations. In 1966, K. Yamamoto (see [14])
proved Hasse’s conjecture if the Gaussian sums are considered as ideals, but gave
a simple counterexample for e = 12 if the sums are instead considered as numbers.
In other words, he provided the first counterexample which is not a consequence
of the norm and D-H relations.
Definition 3.3. (See [7, Definition 2.30]) For some positive integer k, a multi-
plicative relation of the form
∏
i,j
τ(i)
τ(j)
= uζke , (3.19)
is called a sign ambiguity if either u = 1 for some primes p or u = −1 for others,
and the sign of u cannot be determined by the elementary properties (multiplication
or division) of Gauss sums, the norm relation, nor the Davenport-Hasse product
formula.
In 1975, K. Yamamoto (see [14]) gave an algorithm for writing down all sign am-
biguities and computed the structure of the module generated by all multiplicative
relations modulo those generated by the norm and D-H relations. His results also
show that the square of any multiplicative relation does follow from the norm and
D-H relations. In any sign ambiguity there is only a sign that can not be explained
by the norm and D-H relations.
Theorem 3.4. (K. Yamamoto.) There are 2r−1 − 1 multiplicatively independent
sign ambiguities for any positive integer e ≥ 3, where if e 6≡ 2 mod 4, r is the
number of distinct prime divisors of e, or, if e ≡ 2 mod 4, r is the number of
distinct prime divisors of e/2.
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Proof. See [15, Theorem 4].
Despite this guarantee of the existence of sign ambiguities for all positive integer
e, very little has been done since 1975. In this dissertation, we fixed e = 4q at the
beginning of section §2.2 so that there is only one sign ambiguity, i.e., r = 2, and
give an infinite class of new sign ambiguities and we resolve the ambiguous sign by
using Stickelberger’s theorem.
3.2 Computational Algorithm
Recall E = Q(ζep) is cyclotomic field, and OE is the ring of integers of the cy-
clotomic number field E, and ℘ the prime ideal defined in Remark 2.8. We use
Stickelberger’s theorem and norm relation to factor Gauss sums into prime ideals
of OE.
Theorem 3.5. (Prime ideal factorization of Gauss sums.) For an integer a which
is not congruent to 0 modulo e,
τ(a)OE =
 ∏
j∈(Z/eZ)×
℘
{aj
e
}
−j−1
p−1 , (3.20)
where −j−1 is taken modulo e and {x} represents the fractional part of x.
Proof. See [1, Theorem 11.2.2, p.346].
Example 3.6. Let e = 12, p be a prime with p ≡ 1 mod 12, and ℘ be the prime
ideal of OE dividing p. Then τ(1) factors into powers of the φ(12) = 4 distinct
primes of OE above p
16
τ(1)OE =
(
℘
11
12
1 ℘
7
12
5 ℘
5
12
7 ℘
1
12
11
)p−1
,
τ(2)OE =
(
℘
5
6
1 ℘
1
6
5 ℘
5
6
7 ℘
1
6
11
)p−1
,
· · ·
τ(11)OE =
(
℘
1
12
1 ℘
5
12
5 ℘
7
12
7 ℘
11
12
11
)p−1
.
For any given fixed value of e = 4q, we determine all multiplicative relations
between Gaussian sums by using magma (see [2]), which is a large, well-supported
software package designed to solve computationally hard problems in algebra, num-
ber theory, geometry and combinatorics. We reformulate the problem of determin-
ing sign ambiguities in terms of linear algebra. From the Davenport-Hasse product
formula, we have
χtn(n)τ(t)
n−1∏
k=1
τ(km+ t) = τ(tn)
n−1∏
k=1
τ(km).
Since Gauss sums are algebraic integers of E = Q(ζep), the products of them are
also algebraic integers as well, and we can consider the ideals they generate, that
is,
χtn(n)︸ ︷︷ ︸
unit
τ(t)
n−1∏
k=1
τ(km+ t)︸ ︷︷ ︸
ideal generator
= τ(tn)
n−1∏
k=1
τ(km)︸ ︷︷ ︸
ideal generator
.
Thus each D-H relation corresponds to distinct algebraic integers, products of
Gauss sums, generating the same ideal. From this point of view, it is clear that
finding multiplicative relations is equivalent to finding distinct generators of the
same ideal. From Example 3.6, the ratios of exponents of each prime ideals ℘i, i ∈
{1, 5, 7, 11}, do not changed by different prime p, p ≡ 1 mod 12. Thus each prime
ideal factorization of algebraic integers is independent of the choice of rational
prime p, and it can be represented as a vector of exponents of the prime ideals ℘i.
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Now we have the correspondences between prime ideal factorization of algebraic
integers and exponents of each prime ideal ℘i in OE as in the following example.
Example 3.7. From Example 3.6, if e = 12, then we have
τ(1)OE ←→
[
11
12
,
7
12
,
5
12
,
1
12
]
,
τ(2)OE ←→
[
5
6
,
1
6
,
5
6
,
1
6
]
,
· · ·
τ(11)OE ←→
[
1
12
,
5
12
,
7
12
,
11
12
]
.
Thus we can represent all e − 1 non-trivial prime ideals generated by algebraic
integers in this way. We then form a φ(e)× (e−1) matrix, Me, with the exponents
of each φ(e) prime ideals ℘ in OE as the columns. For example, if e = 12, then we
have
M12 =

11
12
5
6
3
4
2
3
7
12
1
2
5
12
1
3
1
4
1
6
1
12
7
12
1
6
3
4
1
3
11
12
1
2
1
12
2
3
1
4
5
6
5
12
5
12
5
6
1
4
2
3
1
12
1
2
11
12
1
3
3
4
1
6
7
12
1
12
1
6
1
4
1
3
5
12
1
2
7
12
2
3
3
4
5
6
11
12

Now we consider the factorization of a product of prime ideals generated by a
product of algebraic integers by adding the appropriate columns of Me in terms of
the above correspondences. Now we want to find two distinct products of algebraic
integers that generate the same ideal. To do this, it is enough to find two distinct
corresponding products of column vectors in Me that have the same exponents.
For example, if e = 12, then we have the following correspondence between the
products of algebraic integers and the exponents of the columns in M12.
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Example 3.8. From the matrix M12, we can consider the two distinct products of
algebraic integers.
(τ(1)OE) (τ(7)OE) =
(
℘
11
12
1 ℘
7
12
5 ℘
5
12
7 ℘
1
12
11
)p−1 (
℘
5
12
1 ℘
1
12
5 ℘
11
12
7 ℘
7
12
11
)p−1
=
(
℘
16
12
1 ℘
8
12
5 ℘
16
12
7 ℘
8
12
11
)p−1
←→
[
16
12
8
12
16
12
8
12
] (3.21)
and
(τ(2)OE) (τ(6)OE) =
(
℘
5
6
1 ℘
1
6
5 ℘
5
6
7 ℘
1
6
11
)p−1 (
℘
1
2
1 ℘
1
2
5 ℘
1
2
7 ℘
1
2
11
)p−1
=
(
℘
16
12
1 ℘
8
12
5 ℘
16
12
7 ℘
8
12
11
)p−1
←→
[
16
12
8
12
16
12
8
12
] (3.22)
Thus they have the same exponents as desired. This implies that τ(1)τ(7) and
τ(2)τ(6) are the products of different algebraic integers but they generate the same
ideals. Thus we have
τ(2)τ(6)
τ(1)τ(7)
= η,
where η is a 12th root of unity. We can determine η by investigating the Davenport-
Hasse product formula (Theorem 3.2) as below:
DH16 := χ
2(2)τ(1)τ(7) = τ(2)τ(6).
If we take one particular p such as p = 13, then 2 is a generator of F13, i.e.,
χ(2) = ζ12. Thus we can determine η so that η = χ
2(2) = ζ212. Hence
τ(2)τ(6)
τ(1)τ(7)
= χ2(2)
is a multiplicative relation.
From this point of view, if we multiply some (e − 1) × 1 column vector by Me,
then we need zero on the exponent of each prime ideals ℘i to get e
th root of unity,
where (i, e) = 1. For example, if e = 12 and V = (1,−1, 0, 0, 0, 1,−1, 0, 0, 0, 0) is
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a 11× 1 column vector, then M12V = 0, where 0 is a 4× 1 zero vector. Thus, all
multiplicative relations between Gauss sums correspond exactly with elements of
the integral nullspace of Me. We can obtain a basis, denoted by Ne. For example,
we have the nullspace N12 of M12 by using magma such as:
N12 =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
−4 −4 −3 −3 −2 −2 −2 −1
−2 −1 −2 −1 −2 −1 0 −1
5 4 4 3 3 2 1 1

From this, we can see many multiplicative relations. For example, if we look at
the last column vector, then we have a multiplicative relation given below:
τ(8)τ(11) = µ · τ(9)τ(10),
where µ is a 12th root of unity.
However, the nullspace spans all multiplicative relations including sign ambigu-
ities. From Theorem 3.2, we have only one sign ambiguity for each prime p since
2r−1− 1 = 1, where r is the number of prime divisors of e = 4q. Our goal is to find
a sign ambiguity from all multiplicative relations. So we want to make an another
matrix from the norm and D-H relations by using magma. We call it Me. For
example, if e = 12 we have
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M12 =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 2
−4 −4 −3 −4 −2 −2 −2 −2
−2 −1 −2 −2 −2 −1 0 −2
5 4 4 4 3 2 1 2

Note that each column vector ofMe determines multiplicative relations which
depend on the norm and D-H relations because of its construction. In other words,
if we use some linear combination of each column vectors ofMe, we can make all
column vectors of Ne except one, which is the sign ambiguity (since the number of
sign ambiguities is 1 if e = 4q from Theorem 3.4). For this we can use magma (see
[2]) to find a column vector of Ne which is not in the space spanned by all column
vectors ofMe, that is, this column vector does not depend on the norm and D-H
relations.
Example 3.9. From magma, we can see that the 4th column vector of N12 does
not spanned by the column vectors ofM12, that is, it doesn’t depend on the norm
and D-H relations. Thus we have a sign ambiguity given by :
τ(4)τ(11)3 = µ× τ(9)3τ(10),
where µ is a 12th root of unity.
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4. Yamamoto’s Sign Ambiguities
In this chapter we introduce a Yamamoto’s sign ambiguity when e = 4q and
determine the signs of each sign ambiguities for primes p such that p ≡ 1 mod e.
4.1 Half Sets
Recall Equation (2.7);
Ln(a) = least nonnegative integer in nZ+ a
Definition 4.1. (see [15, §6]). Suppose G is a set with an order 2 binary operation
a 7→ −a. For H ⊂ G, let −H = {−a|a ∈ H}. A half set H of G is a subset of G
such that H ∪ −H = G and H ∩ −H = ∅.
Definition 4.2. With e, p and G = (Z/eZ)× as defined at the beginning of section
§2.2, let H be a half set of G, K1 a half set of (Z/4Z)×, and K2 a half set of
(Z/qZ)×. Now let φ1 and φ2 be the natural maps
φ1 : G = (Z/eZ)× → (Z/4Z)×,
φ1 : a mod e 7→ a mod 4,
φ2 : G = (Z/eZ)× → (Z/qZ)×,
φ2 : a mod e 7→ a mod q.
Definition 4.3. We will denote subsets of (Z/4Z)× and of (Z/qZ)× by Roman
capital letters (possibly with subscripts), and the corresponding preimages under φ1
and φ2 respectively by the corresponding bold face capital letter. For example, for
A ⊂ (Z/qZ)×, we define
A = {g ∈ G | φ2(g) ∈ A}. (4.23)
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Example 4.4. Suppose q = 7, so e = 28. Then we have
G = {1, 3, 5, 9, 11, 13, 15, 17, 19, 23, 25, 27}.
We also can take
H = {1, 9, 11, 15, 23, 25},
K1 = {1},
K2 = {1, 2, 4},
where all numbers are understood to be taken modulo the appropriate integer, i.e.,
28, 4 and 7 respectively. With these choices of K1 and K2, we have
K1 = {1, 5, 9, 13, 17, 25},
K2 = {1, 9, 11, 15, 23, 25}.
In [15, Lemma 9], K. Yamamoto assumed that all of his half sets contain an
integer “1” in his construction of a sign ambiguity. Note that 1 is always the
quadratic residue mod 4 and mod q in (Z/4Z)× and (Z/qZ)× respectively.
Remark 4.5. Without special comment for half sets, for the remainder of this
section, we fix a prime number q such that q ≡ 7 mod 8, and K1 = {1} and K2,
H be half sets containing 1 of (Z/qZ)×, G respectively. Let O and E be odd and
even numbers in K2 respectively.
Set
s1 = 4Lq
(∑
t∈K2
t
)
(4.24)
Example 4.6. With K2 as in Example 4.4, we have
s1 = 4L7(1 + 2 + 4) = 4× 0 = 0.
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Definition 4.7. For the remainder of this paper, we fix n7 to be a rational number,
defined as follows
n7 =
1
2
(
#(−H ∩K1) + #(−H ∩K2) +m1 + n1
)
− 3φ(e)
8
, (4.25)
where
m1 = #{x ∈ K2 | q + 1
2
≤ x ≤ q − 1}, (4.26)
n1 = #{x ∈ K2 | x is odd}. (4.27)
In Proposition 4.10 we will see that n7 is in fact an integer. In order to show
this, we first need a few Lemmas.
Lemma 4.8. With K1 = {1}, K2 and H half sets as in Remark 4.5, and with m1
and n1 as in Definition 4.7, we have
m1 + n1 ≡ 0 mod 2.
Proof. Let q = 8l+ 7 for some nonnegative integer l. First note that we can write
m1 = mo +me,
where
mo = #{t ∈ K2 | 4l + 4 = q + 1
2
≤ Lq(t) ≤ q − 1 = 8l + 6, and Lq(t) is odd},
me = #{t ∈ K2 | 4l + 4 = q + 1
2
≤ Lq(t) ≤ q − 1 = 8l + 6, and Lq(t) is even}.
Now also define m′1,m
′
o,m
′
e as follows:
m′1 = #
{
x ∈ K2 | 1 ≤ Lq(x) ≤ q − 1
2
}
,
m′o = #{t ∈ K2 | 1 ≤ Lq(t) ≤
q − 1
2
and Lq(t) is odd},
m′e = #{t ∈ K2 | 1 ≤ Lq(t) ≤
q − 1
2
and Lq(t) is even},
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so, considering the corresponding sets and their unions, we have
#K2 = 4l + 3 = m1 +m
′
1, (4.28)
n1 = mo +m
′
o, (4.29)
m′1 = m
′
o +m
′
e. (4.30)
Now we will find a relationship between mo and m
′
e. Set
M ′e = {t ∈ K2 | 1 ≤ Lq(t) ≤
q − 1
2
and Lq(t) is even},
so that m′e = #M
′
e. Since q is odd, for t ∈ (Z/qZ)×, Lq(t) is even if and only
if Lq(−t) is odd. Since Lq(t) + Lq(−t) = q, if 1 ≤ Lq(t) ≤ q−12 , we have q+12 ≤
Lq(−t) ≤ q−1. Since K2 is a half set, for t ∈ (Z/qZ)×, we have t ∈ K2 ⇐⇒ −t ∈
(Z/qZ)× \K2 = −K2.
Thus we have
−M ′e = {t ∈ (Z/qZ)× \K2 |
q + 1
2
≤ Lq(t) ≤ q − 1 and Lq(t) is odd}.
If we set
Mo = {t ∈ K2 | q + 1
2
≤ Lq(t) ≤ q − 1, and Lq(t) is odd},
then we have mo = #Mo, and also the disjoint union
Mo ∪ −M ′e = {t ∈ (Z/qZ)× |
q + 1
2
≤ Lq(t) ≤ q − 1, and Lq(t) is odd}.
Since there are 2l + 1 odd numbers between q+1
2
= 4l + 4 and q − 1 = 8l + 6, and
since #M ′e = #(−M ′e), we have
mo +m
′
e = 2l + 1. (4.31)
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Now we have
m′o = m
′
1 −m′e by Equation (4.30)
= m′1 − (2l + 1−mo) by Equation (4.31)
= #K2 −m1 − (2l + 1−mo) by Equation (4.28)
m′0 = 4l + 3−m1 − (2l + 1−mo) (4.32)
Thus, from (4.32) and (4.29) we have
n1 = mo + (4l + 3−m1 − (2l + 1−m0)) = 2mo + 2l + 2−m1.
Hence we can conclude that
m1 + n1 = 2(mo + l + 1) ≡ 0 mod 2.
Define a function
f : K1 ∩ −K2 → K1 ×K2,
m mod e 7→ (a, b),
where m = a mod 4,m = −b mod q. Then f is a bijection by Theorem 1.7. This
implies that ](K1 ∩−K2) = (]K1)(]K2).
Lemma 4.9. With K1 = {1}, K2 and H half sets as in Remark 4.5, and with K1
and K2 as in Definition 4.3, we have
#(−H ∩K1) + #(−H ∩K2) ≡ φ(e)
4
mod 2 (4.33)
Proof. Let
S = #(−H ∩K1) + #(−H ∩K2). (4.34)
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Then
S = ](−H ∩K1) + ](−H ∩K2)
= ](−H ∩K1 ∩K2) + ](−H ∩K1 ∩−K2)
+](−H ∩K2 ∩K1) + ](−H ∩K2 ∩−K1)
≡ ](−H ∩ (K1 ∩−K2)) + ](H ∩ (K1 ∩−K2)) mod 2
= ](K1 ∩−K2)
= (]K1)(]K2)
=
φ(e)
4
.
Proposition 4.10. The rational number n7 given in Definition 4.7 is an integer.
Proof. Recall Equation (4.34);
S = #(−H ∩K1) + #(−H ∩K2).
Then we have
n7 =
1
2
(
m1 + n1
)
+
S
2
− 3φ(e)
8
.
By Lemma 4.8, we know thatm1+n1 ≡ 0 mod 2, so 12(m1+n1) is an integer. Since
e = 4q, with q an odd prime, we have φ(e) = φ(4)φ(q) = 2(q − 1). So φ(e)
4
= q−1
2
is an integer, and by Lemma 4.9, we have that S ≡ φ(e)
4
= q−1
2
mod 2. Therefore,
we have
S − 3φ(e)
4
≡ q − 1
2
− 3q − 1
2
≡ −2q − 1
2
= −(q − 1) ≡ 0 mod 2.
Thus S
2
− 3φ(e)
8
is an integer, and so we can conclude that n7 is also an integer.
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4.2 Some Lemmas
With K1 = {1}, K2, H, O and E as defined in Remark 4.5, let
I1 = {t ∈ K2 | 1 ≤ t ≤ q − 1
2
}, (4.35)
I2 = {t ∈ −K2 | 1 ≤ t ≤ q − 1
2
}, (4.36)
I3 = {t ∈ K2 | q + 1
2
≤ t ≤ q − 1}, (4.37)
I4 = {t ∈ (Z/qZ)× | 1 ≤ t ≤ q − 1
2
}. (4.38)
For the remainder of this paper, we fix
AK2 =
1∏
t∈I3 τ(4t)
∏
t∈O τ(2q + 2t)
∏
t∈I4 τ(4t)
(4.39)
and
BK2 =
∏
t∈O
τ(q + t)τ(3q + t)
∏
t∈E
τ(t)τ(2q + t). (4.40)
Recall Equation (3.18) for the Davenport-Hasse product formula;
DH tm := χ
tn(n)
τ(t)
τ(tn)
n−1∏
k=1
τ(km+ t)
τ(km)
= 1,
where e = mn, with m,n > 1, and for 1 ≤ t ≤ m− 1.
In [15], K. Yamamoto provided a formula for a sign ambiguity. We reformulate
his formula for a sign ambiguity, say Y7, when e = 4q. In Theorem 4.18, we will
see that Y7 is a sign ambiguity. We call it Yamamoto’s sign ambiguity due to K.
Yamamoto. In order to show this, we first need a few lemmas.
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Lemma 4.11. With K1 = {1} and K1 as in Definition 4.3, the following equation
holds.
∏
t∈K1
DH t4 = DH
1
4 = χ
q(q) χ(−1) p1−φ(e)4
∏
t∈K1 τ(t)
τ(q)2
. (4.41)
Proof. Let a1, a2 ∈ Z be such that
4a2 + qa1 = 1. (4.42)
Then qa1 ≡ 1 mod 4 and 4a2 ≡ 1 mod q. For the remainder of this section, we
fix a1 = −1, a2 = 2l + 2.
Note that k ≡ −a2t mod q ⇔ 4k + t ≡ 0 mod q because
k ≡ −a2t mod q =⇒ 4k + t ≡ 4(−a2t) + t mod q
=⇒ 4k + t ≡ −t+ t = 0 mod q
4k + t ≡ 0 mod q =⇒ −a2t ≡ −a2(−4k) mod q
=⇒ −a2t ≡ k mod q
and that 4k + t ≡ a1qt (= −qt) mod e because
k ≡ −a2t mod q =⇒ q|(k + a2t)
=⇒ 4q|(4k + 4a2t)
=⇒ e|(4k + (1− a1q)t) by Equation (4.42)
=⇒ 4k + t ≡ a1qt mod e.
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Now consider the following Davenport-Hasse relations for e = mn,m = 4, n = q
and t ∈ K1:
DH t4 = χ
qt(q)
τ(t)
τ(qt)
q−1∏
k=1
τ(4k + t)
τ(4k)
= χqt(q)
τ(t)
τ(qt)
τ(4 + t)τ(8 + t) . . . τ(4(q − 1) + t)
τ(4)τ(8) . . . τ(4(q − 1))
= χqt(q) p−
q−1
2
1
τ(qt)
q−1∏
k=0
τ(4k + t) by Equation (3.17)
=
χqt(q)p−
q−1
2
τ(qt)
τ(a1qt)
q−1∏
k=0, 4k+t6≡0 mod q
τ(4k + t)
= χqt(q)p−
q−1
2
pχqt(−1)
τ(qt)2
q−1∏
k=0, 4k+t6≡0 mod q
τ(4k + t) by Equation (3.17)
= χqt(q)χ(−1)p1−φ(e)4 1
τ(qt)2
q−1∏
k=0, 4k+t6≡0 mod q
τ(4k + t) (4.43)
Note that
∏
t∈K1
∏q−1
k=0, 4k+t6≡0 mod q τ(4k+t) is equal to the preimage of elements
of K1 under φ1 as defined in Definition 4.2, that is,∏
t∈K1
q−1∏
k=0, 4k+t6≡0 mod q
τ(4k + t) =
∏
t∈K1
τ(t).
Since K1 = {1},∏
t∈K1
DH t4 = DH
1
4
= χq(q) χ(−1) p1−φ(e)4 1
τ(q)2
q−1∏
k=0, 4k+t6≡0 mod q
τ(4k + t)
= χq(q) χ(−1) p1−φ(e)4
∏
t∈K1 τ(t)
τ(q)2
.
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Similarly, we consider the D-H relation when e = mn,m = q, n = 4 and t ∈ K2.
Recall s1 = 4Lq
(∑
t∈K2 t
)
.
Lemma 4.12. With K2 a half set as in Remark 4.5, K2 as in Definition 4.3, and
BK2 a function of K2 as in Equation (4.40), let
JK2 =
BK2∏
t∈K2 τ(4t)
(4.44)
=
∏
t∈O τ(q + t)τ(3q + t)
∏
t∈E τ(t)τ(2q + t)∏
t∈K2 τ(4t)
.
Then we have
∏
t∈K2
DH tq = χ
s1(4) χ(−1) p 12− 3φ(e)8 · JK2 ·
∏
t∈K2 τ(t)
τ(2q)
. (4.45)
Proof. Recall 4a2 + qa1 = 1 and a1 = −1, a2 = 2l + 2. Note that k ≡ −a1t
mod 2⇔ qk + t ≡ 0 mod 2 because
k ≡ −a1t mod 2 =⇒ qk + t ≡ q(−a1t) + t mod 2
=⇒ qk + t ≡ −t+ t = 0 mod 2
qk + t ≡ 0 mod 2 =⇒ −a1t ≡ −a1(−qk) mod 2
=⇒ −a1t ≡ k mod 2.
We consider two different cases of the Davenport-Hasse relations up to the parity
of t in K2 and of k in {0, 1, 2, 3}, that is, qk + t ≡ 0 mod 2 if and only if either
odd t, k ∈ {1, 3} or even t, k ∈ {0, 2}.
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Case (1) : t is an odd integer in K2;
DHodd tq = χ
4t(4)
τ(t)
τ(4t)
3∏
k=1
τ(kq + t)
τ(kq)
= χ4t(4)
τ(t)
τ(4t)
τ(q + t)τ(2q + t)τ(3q + t)
τ(q)τ(2q)τ(3q)
= χ4t(4)
χq(−1)p−1
τ(4t)τ(2q)
3∏
k=0
τ(kq + t) by Equation (3.17)
= χ4t(4)
χ(−1)p−1τ(q + t)τ(3q + t)
τ(4t)τ(2q)
3∏
k=0, kq+t6≡0 mod 2
τ(kq + t).
Case (2) : t is an even integer in K2; Similarly, we have
DHeven tq = χ
4t(4)
χ(−1)p−1τ(t)τ(2q + t)
τ(4t)τ(2q)
3∏
k=0, kq+t6≡0 mod 2
τ(kq + t)
Note that
∏
t∈K2
∏3
k=0, kq+t6≡0 mod 2 τ(kq+t) is equal to the preimage of elements
of K2 under φ2 as defined in Definition 4.2, that is,
∏
t∈K2
3∏
k=0, kq+t6≡0 mod 2
τ(kq + t) =
∏
t∈K2
τ(t) (4.46)
and that
∏
t∈K2
τ(2q) = τ(2q)#K2 = τ(2q)p
φ(e)
8
− 1
2 (4.47)
since
∏
t∈K2
τ(2q) = τ(2q)#K2 = τ(2q)
q−1
2 = τ(2q)4l+3 = τ(2q)(τ(2q)2)2l+1
= τ(2q)(χ2q(−1) p)2l+1 = τ(2q)p2l+1 = τ(2q)p q−14 − 12 = τ(2q)pφ(e)8 − 12
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Thus we have
∏
t∈K2
DH tq =
∏
t∈O
DH tq
∏
t∈E
DH tq
=
∏
t∈O
(
χ4t(4)
χ(−1) p−1τ(q + t)τ(3q + t)
τ(4t)τ(2q)
3∏
k=0, kq+t6≡0 mod 2
τ(kq + t)
)
·
∏
t∈E
(
χ4t(4)
χ(−1) p−1τ(t)τ(2q + t)
τ(4t)τ(2q)
3∏
k=0, kq+t6≡0 mod 2
τ(kq + t)
)
=
∏
t∈K2
χ4t(4) · χ#K2(−1) · p−#K2
∏
t∈K2
3∏
k=0, kq+t6≡0 mod 2
τ(kq + t)
·
∏
t∈O τ(q + t)τ(3q + t)
∏
t∈E τ(t)τ(2q + t)
τ(2q)#K2
∏
t∈K2 τ(4t)
= p−
φ(e)
4
−(φ(e)
8
− 1
2
)
∏
t∈K2 τ(t)
τ(2q)
by Equations (4.46), (4.47)
·χ4Σt∈K2 t(4) · χ(−1) ·
∏
t∈O τ(q + t)τ(3q + t)
∏
t∈E τ(t)τ(2q + t)∏
t∈K2 τ(4t)
= χs1(4) · χ(−1) · p 12− 3φ(e)8 · JK2 ·
∏
t∈K2 τ(t)
τ(2q)
.
Lemma 4.13. With K1 = {1}, K2, H half sets as in Remark 4.5, and K1,K2 as
in Definition 4.3, the following equation holds.
∏
t∈H
τ(t)
∏
t∈K1
τ(t) = χΣt∈−H∩K1 t(−1) p](−H∩K1)
∏
t∈H∩K1
τ(t)2. (4.48)
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Proof. Note that K1, K2 are also half-sets of G and that
∏
t∈H∩−K1 τ(t) =∏
−t∈−H∩K1 τ(t) =
∏
t∈−H∩K1 τ(−t) =
∏
t∈−H∩K1
p χt(−1)
τ(t)
.
∏
t∈H
τ(t)
∏
t∈K1
τ(t) =
∏
t∈H∩K1
τ(t)
∏
t∈H∩−K1
τ(t)
∏
t∈K1∩H
τ(t)
∏
t∈K1∩−H
τ(t)
=
∏
t∈H∩K1
τ(t)2
∏
t∈−H∩K1
pχt(−1)
τ(t)
∏
t∈−H∩K1
τ(t)
=
∏
t∈−H∩K1
χt(−1) p τ(t)
τ(t)
∏
t∈H∩K1
τ(t)2
= χΣt∈−H∩K1 t(−1) p](−H∩K1)
∏
t∈H∩K1
τ(t)2.
Recall Equations (4.36), (4.37) and (4.38). Note that
∏
t∈I2
τ(4t) =
∏
t∈I3
τ(4(q − t)), (4.49)
since if t ∈ I2 ⇔ t ∈ −K2, 1 ≤ t ≤ q−12 , then q − t(≡ −t mod q) ∈ K2, q+12 ≤
q − t ≤ q − 1.
Lemma 4.14. Let K2 be the half set of (Z/qZ)× consisting of all quadratic residues
mod q. Recall that O and E be the odd and even numbers of K2 respectively, and
that Equations (4.26), (4.27);
m1 = #{x ∈ K2 | q + 1
2
≤ x ≤ q − 1},
n1 = #{x ∈ K2 | x is odd}.
Then the following equations hold:
∏
t∈I4
τ(4t) =
∏
t∈O
τ(2q − 2t)
∏
t∈E
τ(2t). (4.50)
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Proof. Note that every odd integer s in K2 can be represented as t ∈ I3 such as
s = 2t − q since 2t − q is an odd for all t ∈ I3. We will show that n1 = m1 in
Lemma 5.4. Let t ∈ K2, q+12 ≤ t ≤ q − 1. Then there is a corresponding element s
in O such that s = 2t− q. Thus we have 2(q − s) = 2(q − (2t− q)) = 4(q − t).
Recall q = 8l + 7 for some nonnegative integer l. Let 2t be a quadratic residue
mod q. Then we have (2t
q
) = (2
q
)( t
q
), where (2t
q
) is the Legendre symbol. This implies
that either 2t is a quadratic residue mod q if and only if t is a quadratic residue
mod q or 2t is a quadratic nonresidue mod q if and only if t is a quadratic non-
residue mod q because (2
q
) = (−1) q
2−1
8 = (−1)8l2+20 = 1 by the law of quadratic
residue. Let t ∈ E. Then there exist s, s ∈ K2, 1 ≤ s ≤ q−12 such that t = 2s. This
implies that 2t = 2(2s) = 4s.
Thus we have∏
1≤t≤ q−1
2
τ(4t) =
∏
t∈I1
τ(4t)
∏
t∈I2
τ(4t)
=
∏
t∈I1
τ(4t)
∏
t∈I3
τ(4(q − t)) by Equation (4.49)
=
∏
t∈E
τ(2t)
∏
t∈O
τ(2q − 2t).
Lemma 4.15. With K2, O and E as defined in Remark 4.5, and m1 and n1 as in
Definition 4.7, and I1, I2, I3, I4, A as defined in Equations (4.35), (4.36), (4.37),
(4.38), (4.39) respectively, and let
DK2 =
1∏
t∈K2 τ(4t)
∏
t∈O τ(2q + 2t)
∏
t∈E τ(2t)
. (4.51)
Then we have
DK2 = (p
m1+n1
2 AK2)
2. (4.52)
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Proof. Let
D1(K2) =
1∏
t∈K2 τ(4t)
(4.53)
and
D2(K2) =
1∏
t∈O τ(2q + 2t)
∏
t∈E τ(2t)
. (4.54)
By using the norm relation (Theorem 3.1), we can rewrite D1 :
D1(K2) =
1∏
t∈K2 τ(4t)
=
1∏
t∈I3 τ(4t)
∏
t∈I1 τ(4t)
=
pm1(∏
t∈I3 τ(4t)
)2 ∏
t∈I3 τ(4q − 4t)
∏
t∈I1 τ(4t)
=
pm1(∏
t∈I3 τ(4t)
)2 ∏
t∈I4 τ(4t)
by Lemma 4.14
Similarly, we can replace D2(K2) :
D2(K2) =
1∏
t∈O τ(2q + 2t)
∏
t∈E τ(2t)
=
pn1(∏
t∈O τ(2q + 2t)
)2 ∏
t∈O τ(2q − 2t)
∏
t∈E τ(2t)
=
pn1(∏
t∈O τ(2q + 2t)
)2 ∏
t∈I4 τ(4t)
by Lemma 4.14
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Thus we have
DK2 = D1(K2)×D2(K2)
=
pm1(∏
t∈I3 τ(4t)
)2 ∏
t∈I4 τ(4t)
· p
n1(∏
t∈O τ(2q + 2t)
)2 ∏
t∈I4 τ(4t)
=
(
p
m1+n1
2∏
t∈I3 τ(4t)
∏
t∈O τ(2q + 2t)
∏
t∈I4 τ(4t)
)2
Finally, we will consider the following types of the D-H relations when e = 2q×2:
For an odd t in K2,
DHq+t2q = χ
2q+2t(2)
τ(q + t)τ(3q + t)
τ(2q + 2t)τ(2q)
(4.55)
and for an even t in K2,
DH t2q = χ
2t(2)
τ(t)τ(2q + t)
τ(2t)τ(2q)
. (4.56)
Lemma 4.16. With K2, O and E as defined in Remark 4.5, and m1 and n1 as
in Definition 4.7, and AK2 , BK2 , JK2 as defined in Equations (4.39), (4.40), (4.44)
respectively, and let
TK2 = JK2 ·
∏
t∈O
DHq+t2q
∏
t∈E
DH t2q. (4.57)
Then we have
TK2 =
p
1
2
−φ(e)
8
+m1+n1
τ(2q)
(
χqn1+Σt∈K2 t(2) · AK2 ·BK2
)2
(4.58)
Proof. Note that
#K2 =
q − 1
2
=
φ(e)
4
= 2l + 3
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and
τ(2q)#K2 = τ(2q) · (τ(2q)2)l+1 = τ(2q) · pl+1
= τ(2q) · pφ(e)8 − 12
by the norm relation (Theorem 3.1). Now we have
TK2 =
∏
t∈O τ(q + t)τ(3q + t)
∏
t∈E τ(t)τ(2q + t)∏
t∈K2 τ(4t)
∏
t∈O
DHq+t2q
∏
t∈E
DH t2q
=
∏
t∈O
DHq+t2q τ(q + t)τ(3q + t)
∏
t∈E DH
t
2qτ(t)τ(2q + t)∏
t∈K2 τ(4t)
=
∏
t∈O
(
χ2q+2t(2)
τ(q + t)τ(3q + t)
τ(2q + 2t)τ(2q)
τ(q + t)τ(3q + t)
)
1∏
t∈K2 τ(4t)
∏
t∈E
(
χ2t(2)
τ(t)τ(2q + t)
τ(2t)τ(2q)
τ(t)τ(2q + t)
)
=
χ2qn1+2Σt∈Ot(2) χ2Σt∈Et(2)
τ(2q)#K2
∏
t∈K2 τ(4t)
∏
t∈O
τ(q + t)2τ(3q + t)2
τ(2q + 2t)
∏
t∈E
τ(t)2τ(2q + t)2
τ(2t)
=
χ2qn1+2Σt∈K2 t(2) p
1
2
−φ(e)
8
τ(2q)
∏
t∈K2 τ(4t)
∏
t∈O τ(2q + 2t)
∏
t∈E τ(2t)
(∏
t∈O
τ(q + t)τ(3q + t)
∏
t∈E
τ(t)τ(2q + t)
)2
=
p
1
2
−φ(e)
8
+m1+n1
τ(2q)
(
χqn1+Σt∈K2 t(2) AK2 BK2
)2
by Lemma 4.15
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4.3 Yamamoto’s Sign Ambiguity
In [15, Theorem 4, §16], K. Yamamoto’s result (Theorem 3.4) for the number of
sign ambiguities of each composite number e (≥ 3) shows that the square of any
multiplicative relation does follow from the norm and D-H relations. In any sign
ambiguity there is therefore only a sign that can not be explained by the norm and
D-H relations.
For the remainder of this paper, we fix K2 as the half set consisting of the
quadratic residues modulo q of (Z/qZ)× and for this fixed half set K2, let A =
AK2 , B = BK2 , J = JK2 , D = DK2 and T = TK2 . Note that the set of all quadratic
residues modulo a prime number q can be a half set of (Z/qZ)× when q ≡ 3 mod q.
We continue with the notation, say e, p, q,m1, n1, I1, I2, I3, I4, etc, introduced at the
previous sections in Chapter 4.
Define
Y7(H) =
pn7 τ(2q) · A ·B · C7
∏
t∈H∩K1 τ(t)
∏
t∈H∩K2 τ(t)∏
t∈H τ(t)
∏
t∈K1 τ(qt)
, (4.59)
where
n7 =
1
2
(m1 + n1 + ](−H ∩K1) + ](−H ∩K2))− 3φ(e)
8
,
C7(H) = χ
q
2 (q) χs1+qn1+Σt∈K2 t(2) χ
1
2
(Σt∈−H∩K1 t+Σt∈−H∩K2 t)(−1). (4.60)
Recall Equation (4.24) for s1;
s1 = 4Lq
(∑
t∈K2 t
)
and the following products of the D-H relations;
∏
t∈K1
DH t4 = DH
1
4 = χ
q(q) χ(−1) p1−φ(e)4
∏
t∈K1 τ(t)
τ(q)2
,
∏
t∈K2
DH tq = χ
s1(4) χ(−1) p 12− 3φ(e)8 · J ·
∏
t∈K2 τ(t)
τ(2q)
.
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Theorem 4.17. With A and B complex numbers as defined at the beginning of
this section, we have
Y7(H) =
pn7 τ(2q) · A ·B · C7
∏
t∈H∩K1 τ(t)
∏
t∈H∩K2 τ(t)∏
t∈H τ(t)
∏
t∈K1 τ(qt)
= ±1, (4.61)
Proof. We will prove the theorem by showing how Y7(H) = ±1 is a consequence
of the norm and D-H relations.
1 =
∏
t∈K1
DH t4
∏
t∈K2
DH tq
∏
t∈O
DHq+t2q
∏
t∈E
DH t2q
= χq(q)χ(−1) p1−φ(e)4
∏
t∈K1 τ(t)∏
t∈K1 τ(qt)
2
by Equations (4.41), (4.45)
χs1(4) χ(−1) p 12− 3φ(e)8 · J ·
∏
t∈K2 τ(t)
τ(2q)
∏
t∈O
DHq+t2q
∏
t∈E
DH t2q
= χq(q) χs1(4) p
3
2
− 5φ(e)
8 · T ·
∏
t∈K1 τ(t)
∏
t∈K2 τ(t)
τ(2q)
∏
t∈K1 τ(qt)
2
by Equation (4.57)
=
(
χq(q) χs1(4) p
3
2
− 5φ(e)
8
)
p
1
2
−φ(e)
8
+m1+n1
τ(2q)
(
χqn1+Σt∈K2 t(2) A B
)2
∏
t∈H τ(t)
∏
t∈K1 τ(t)
∏
t∈H τ(t)
∏
t∈K2 τ(t)
τ(2q)
(∏
t∈H τ(t)
∏
t∈K1 τ(qt)
)2 by Lemma 4.16
= χq(q) χ2s1+2qn1+2(Σt∈K2 t)(2) χΣt∈−H∩K1 t+Σt∈−H∩K2 t(−1)(
pn7 τ(2q) · A ·B ·∏t∈H∩K1 τ(t) ∏t∈H∩K2 τ(t)∏
t∈H τ(t)
∏
t∈K1 τ(qt)
)2
by Lemma 4.13
=
(
pn7 τ(2q) · A ·B · C7(H)
∏
t∈H∩K1 τ(t)
∏
t∈H∩K2 τ(t)∏
t∈H τ(t)
∏
t∈K1 τ(qt)
)2
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Thus we showed that the square of revised Yamamoto’s sign ambiguity Y7(H),
when e = 4q, a prime q ≡ 7 mod 8, depends on the norm and D-H relations as
desired. This induces the following theorem.
Theorem 4.18. The equation Y7(H) = ±1 is a sign ambiguity.
Proof. In [15], K. Yamamoto proved that Y7(H) = ±1 is a multiplicatively in-
dependent relationship of Gaussian sums which is not direct consequences of the
norm and D-H relations and that it is a sign ambiguity up to a power of p and a
unit. In light of Theorem 4.17 the conclusion follows.
From now on we finally fix the last arbitrary half set H such that H =K2. For
the remainder of this paper, let Y = Y7(H), C = C7(H), n = n7 for this fixed half
set H. Now we restate the Yamamoto’s sign ambiguity Y7(H) in Theorem 4.18 by
using the fixed half sets; K1 = {1}, K2 is the set of quadratic residues mod q,
and H =K2. Recall Equations (4.39), (4.40), (4.62), (4.63) as follows;
A =
1∏
t∈I3 τ(4t)
∏
t∈O τ(2q + 2t)
∏
t∈I4 τ(4t)
,
B =
∏
t∈O
τ(q + t)τ(3q + t)
∏
t∈E
τ(t)τ(2q + t),
n =
1
2
(](−H ∩K1) +m1 + n1)− 3φ(e)
8
(4.62)
and
C = χ
q
2 (q) χs1+qn1+Σt∈K2 t(2) χ
1
2
Σt∈−H∩K1 t(−1) . (4.63)
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Corollary 4.19. With the fixed half sets K1, K2, H as above, the equation Y = ±1
is a sign ambiguity, where
Y =
pn τ(2q) · A ·B · C ∏t∈H∩K1 τ(t)
τ(q)
. (4.64)
Proof. This proof is the immediate consequence of Theorem 4.18.
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5. Main Result
We are interested in the problem of writing down explicit sign ambiguities and also
explicitly describing the sign in such identities. In this chapter we give formula
about sign ambiguities and the explicit signs of them.
5.1 Explicit Signs
In Theorem 5.2 we explicitly determine the signs of sign ambiguities by using
Stickelberger’s congruence for Gauss sums. Recall that e = 4q, where q a prime
such that q ≡ 7 mod 8, and p ≡ 1 mod e, and that K1 = {1}, K2 is the half
set consisting of all quadratic residues mod q and H =K2 in (Z/4Z)× (Z/qZ)×
and G = (Z/eZ)× respectively, and that O and E be odd and even numbers in K2
respectively, and γ is a generator of the multiplicative group F∗p, and that χ is the
multiplicative character on F∗p defined by Equation (2.5);
χ : F×p −→ Q(ζe) by χ(γ) = ζe,
where ζe is a primitive e
th root of unity. Recall Equation (2.9);
f = (p− 1)/e = (p− 1)/4q.
For the remainder of this paper we restrict p so that (p− 1)/e = f is even.
Lemma 5.1. With p a prime such that p ≡ 1 mod e, and f = (p− 1)/e an even,
then
(fa)!(f(e− a))! ≡ −1 mod p, (5.65)
for all a ∈ {1, 2, · · · , e− 1}.
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Proof. By the definition of the factorial,
(f(e− a))! = 1 · 2 · 3 · · · f(e− a)
≡ (−1)f(e−a)(p− 1)(p− 2) · · · (p− f(e− a)) mod p
= (fe)(fe− 1) · · · (1 + fa) since f is even
Thus we have
(f(e− a))!(fa)! = (fe)(fe− 1) · · · (1 + fa)(fa)!
= (p− 1)! by Equation (2.9)
≡ −1 by Wilson’s Theorem
Note that
χ
1
2
Σt∈−H∩K1 t(−1) = χ 12Σt∈−H∩K1 t(γ p−12 )
= χ
p−1
4
Σt∈−H∩K1 t(γ)
= χfq Σt∈−H∩K1 t(γ),
because γ
p−1
2 ≡ −1 mod p and by Equation (2.9).
Recall Equation (2.7);
L(a) = least nonnegative integer in eZ+ a.
Let
t(a) = (L(a)f)!. (5.66)
Recall that M = Q(ζe), E = Q(ζep), and let OM and OE denote their respective
rings of integers. As in Remark 2.8, let P ⊆ OM be the prime ideal dividing (i.e.,
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containing) the principal ideal pOM such that χ can be identified with the power
residue character modulo P (see [13, Theorem 3]), that is, for an integer a we have
χ(a) ≡ af mod P.
Let ℘ be the unique prime ideal of OE such that
POE = ℘p−1, ℘ ∩ OM = P,
(i.e., P ramifies totally in OE); see [11, p. 423].
Theorem 5.2. With p a prime such that p ≡ 1 mod e, f = (p−1)/e an even, and
I3, I4 defined in Equations (4.37), (4.38), let Y be a sign ambiguity as in Corollary
4.19. Then we can explicitly determine the sign of Y for each prime p from the
following congruence
Y ≡ (−1)
n N t(2q)
∏
a∈O t(q + a)t(3q + a)
∏
a∈E t(a)t(2q + a)
∏
a∈H∩K1 t(a)
t(q)
∏
a∈I3 t(4a)
∏
a∈O t(2q + 2a)
∏
a∈I4 t(4a)
mod p, where
n =
1
2
(](−H ∩K1) +m1 + n1)− 3φ(e)
8
,
N = q
fq
2 γ
f(p−1)
4
(Σt∈−H∩K1 t) 2f(s1+qn1+Σt∈K2 t). (5.67)
Proof. Recall Equation (2.8); pi = ζp − 1. Then we have, see [1, p. 343],
pOE = pip−1OE, (5.68)
piOE =
∏
j∈(Z/eZ)×
℘j. (5.69)
Recall Equations (2.10), (2.12); for any integer a 6≡ 0 mod e,
s(a) ≡ L(a)f ≡ af mod e.
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Recall Stickelberger’s congruence for Gauss sums (Theorem 2.9, Equations (2.13),
(2.14)) for an integer a 6≡ 0 mod e;
τ(a) ≡ −pi
f(e−a)
(f(e− a))! mod ℘
s(−a)+1,
and
℘s(−a) ‖ τ(a)OE,
where ‖ implies that the largest power of ℘ dividing τ(a)OE is s(−a), that is,
℘s(−a)|τ(a)OE, but ℘s(−a)+1 - τ(a)OE. From Equation 2.14, we can find all powers
of ℘ dividing Gauss sums which are involved in Y . For example, s(−2q) = s(2q) is
the power of ℘ which divides τ(2q) in Y . Note that ℘p−1 = ℘s(−a)℘s(a)| p by using
the norm relation. This implies that ℘n(p−1)| pn. We know that Y = ±1 is a unit
and ℘w must divide Y , i.e., w = 0, where w is given by the following equation:
w = (p− 1)n+ s(2q) + Σa∈O[s(3q − a) + s(q − a)] + Σa∈E[s(−a) + s(2q − a)]
+Σa∈H∩K1s(−a)− s(3q)− Σa∈K2, q+12 ≤a≤q−1s(−4a)
−Σa∈Os(2q − 2a)− Σ
q−1
2
1 s(−4a).
From Lemma 5.1, we have
τ(a) ≡ pif(e−a) (fa)! = pis(−a) t(a) mod ℘s(−a)+1. (5.70)
Note that p ≡ −pip−1 mod ℘p by applying Equation (2.14) to the norm relation,
and that the principal ideal (pi) in Z[ζp] is prime, since pi has prime norm p, by
[1, Theorem 2.1.9]. Now we have the following congruence modulo ℘ of Y , see [1,
Theorem 11.2.10],
Y ≡ (−1)
n ·N · t(2q) ∏a∈O t(q + a)t(3q + a) ∏a∈E t(a)t(2q + a)∏a∈H∩K1 t(a)
t(q)
∏
a∈I3 t(4a)
∏
a∈O t(2q + 2a)
∏
a∈I4 t(4a)
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mod ℘. As Y and the values of χ are in OM, this congruence holds modulo P.
Using χi(a) ≡ afi mod P we get a congruence involving only rationals and the
theorem follows.
5.2 Sign Ambiguities
We have found the Yamamoto’s sign ambiguities for arbitrary half sets, but contain-
ing 1 in Theorem 4.18 and explicitly determined their signs for each prime p (p ≡ 1
mod e), in Theorem 5.2. We continue with the notation, say e, p, q,K1, K2, H,m1,
n1, I1, I2, I3, I4, etc, introduced at the previous sections in Chapter 5.
Let Re be the set of quadratic residues mod e and let Ne be the set of quadratic
non-residues mod e.Note that
K1 ∩H =K1 ∩K2 = Re, (5.71)
see [5, Proposition 5.1.1]. In other words, an integer t is a quadratic residue modulo
4 and modulo q if and only if t is also a quadratic residue mod e.
Recall that there are two multiplicative relationships between Gaussian Sums.
Norm Relation (see Theorem 3.1):
τ(a)τ(−a) = χa(−1)p.
Davenport-Hasse Product Formula (see Theorem 3.2):
χtn(n)
τ(t)
τ(tn)
n−1∏
k=1
τ(km+ t)
τ(km)
= 1,
where e = mn, with m,n > 1, and for 1 ≤ t ≤ m− 1.
Lemma 5.3. With the fixed half set K2 consisting of the quadratic residue mod q,
and O and E as defined in Remark 4.5, and I1, I3 as defined in Equations (4.35),
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(4.37), then the following equations hold :
∏
t∈K2
τ(2t) =
∏
t∈O
τ(q + t)
∏
t∈E
τ(t) (5.72)∏
t∈K2
τ(2q + 2t) =
∏
t∈O
τ(3q + t)
∏
t∈E
τ(2q + t). (5.73)
Proof. Recall q = 8l + 7 for some nonnegative integer l. Let 2t be a quadratic
residue mod q. Then we have (2t
q
) = (2
q
)( t
q
), where (2t
q
) is the Legendre symbol.
This implies that either 2t is a quadratic residue mod q if and only if t is a
quadratic residue mod q or 2t is a quadratic nonresidue mod q if and only if t
is a quadratic nonresidue mod q because (2
q
) = (−1) q
2−1
8 = (−1)8l2+20 = 1 by the
law of quadratic residue.
Now assume that t ∈ K2, where q+12 ≤ t ≤ q−1. Then q+1 ≤ 2t ≤ 2q−2, 2t ≡
2t−q mod q and 2t−q is an odd number. From the above fact, we know 2t ≡ 2t−q
mod q is also a quadratic residue. Thus there is odd number a ∈ K2 such that
a = 2t− q. Therefore
∏
t∈K2
τ(2t) =
∏
t∈I1
τ(2t)
∏
t∈I3
τ(2t)
=
∏
t∈E
τ(t)
∏
t∈O
τ(q + t).
The second equation is followed by the first equation by adding 2q.
Lemma 5.4. With m1 and n1 as in Definition 4.7, the following equation holds :
n1 = m1. (5.74)
Proof. Let
M1 = {t ∈ K2 | q + 1
2
≤ Lq(t) ≤ q − 1}, (5.75)
N1 = {t ∈ K2 | Lq(t) is odd}. (5.76)
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From Lemma 5.3, we know that t ∈ K2 and q+12 ≤ t ≤ q − 1 , i.e., t ∈ M1 if and
only if 2b ≡ 2b− q is in K2. But 2b− q is an odd. This implies that the number of
elements in M1 is equal to the number of elements in N1 as desired.
Lemma 5.5. With fixed half set H = K2 of G, and n1, n numbers as defined in
Equations (4.27), (4.62), then the following equation holds :
n1 − n = ](H ∩K1).
Proof.
n1 − n = n1 − (1
2
(](−H ∩K1) +m1 + n1)− 3φ(e)
8
)
= n1 − (1
2
(](−H ∩K1) + 2n1)− 3φ(e)
8
)
=
3φ(e)
8
− 1
2
](−K2 ∩K1)
=
3φ(e)
8
− 1
2
(](K2) ](K1))
=
3(q − 1)
4
− 1
2
(
q − 1
2
· 1)
=
q − 1
2
= ](K2) ](K1)
= ](K2 ∩K1)
= ](H ∩K1).
Lemma 5.6. With n1, I3 as in Equations (4.27), (4.37), and O as defined in
Remark 4.5, the following equation holds :
∏
a∈O
τ(2q + 2a)
∏
b∈I3
τ(4q − 4b) = χ
P
a∈O(2q+2a)(−1) pn1 = pn1 . (5.77)
Proof. From Lemma 5.4, there exist a number a ∈ K2 such that a = 2b− q. Thus
we have 4q − 4b = 4q − 2(q + a) = 2q − 2a. So by norm relation, we can replace
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each terms to the character value times p. For example, τ(2q + 2a) τ(4q − 4b) =
τ(2q + 2a) τ(2q − 2a) = χ2q+2a(−1) p = p since 2q + 2a is even.
Define the following subset Ω of G = (Z/eZ)×,
Ω = (K1 ∩H) ∪ {3q}. (5.78)
Recall Equation (5.71);
K1 ∩H =K1 ∩K2 = Re,
where Re is the set of quadratic residues of G = (Z/eZ)×.
Let
K =
C ′ ·∏t∈Ω τ(t)∏
t∈Ω τ(2t)
=
C ′ · τ(3q) ∏t∈Re τ(t)
τ(2q)
∏
t∈Re τ(2t)
, (5.79)
where
C ′ = χ
q
2 (q) χ1+
1
2
Σt∈−H∩K1 t(−1) χs1+qn1+4Σt∈−K2 t−3Σt∈K2 t(2). (5.80)
Theorem 5.7. With Yamamoto’s sign ambiguity Y as defined in Corollary 4.19
and K as defined Equation (5.79), the following equation holds :
K/Y =
∏
t∈−K2 DH
2t
2q∏
t∈K2 DH
2t
2q
= 1. (5.81)
Proof. Recall that m1 be the number of elements in K2 between
q+1
2
and q − 1
and n1 be the number of odd t in K2. By using Equations (5.71), (4.35), (4.38),
we simplify Y such as
Y =
pn C τ(2q)
∏
t∈O τ(q + t)τ(3q + t)
∏
t∈E τ(t)τ(2q + t)
∏
t∈Re τ(t)
τ(q)
∏
t∈I3 τ(4t)
∏
t∈O τ(2q + 2t)
∏
t∈I4 τ(4t)
,(5.82)
where
n =
1
2
(](−H ∩K1) +m1 + n1)− 3φ(e)
8
,
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C = χ
q
2 (q) χ
1
2
Σt∈−H∩K1 t(−1) χs1+qn1+Σt∈K2 t(2).
K/Y =
τ(q)
∏
t∈I3 τ(4t)
∏
t∈O τ(2q + 2t)
∏
t∈I4 τ(4t)
pn C τ(2q)
∏
t∈O τ(q + t)τ(3q + t)
∏
t∈E τ(t)τ(2q + t)
∏
t∈Re τ(t)
·C
′ ∏
t∈Ω τ(t)∏
t∈Ω τ(2t)
by Equations (5.79), (5.82).
=
∏
t∈I3 τ(4t)
∏
t∈O τ(2q + 2t)
∏
t∈I4 τ(4t)∏
t∈O τ(q + t)τ(3q + t)
∏
t∈E τ(t)τ(2q + t)
· C
′ τ(q) τ(3q)
pn C τ(2q)2
∏
t∈Re τ(2t)
by Equation (5.78).
=
C ′
∏
t∈I3 τ(4t)
∏
t∈O τ(2q + 2t)
∏
t∈I4 τ(4t)
pn C1
∏
t∈O τ(q + t)τ(3q + t)
∏
t∈E τ(t)τ(2q + t)
∏
t∈Re τ(2t)
where C1 = C · χq(−1) = C · χ(−1) by Equation (3.17)
=
C ′
∏
t∈K2 τ(4t)
∏
t∈O τ(2q + 2t)
∏
t∈I3 τ(4q − 4t)
pn C1
∏
t∈O τ(q + t)τ(3q + t)
∏
t∈E τ(t)τ(2q + t)
∏
t∈Re τ(2t)
since
∏
t∈I4
τ(4t) =
∏
t∈I1
τ(4t)
∏
t∈I2
τ(4t), K2 = I1 ∪ I3
and
∏
t∈I2
τ(4t) =
∏
t∈I3
τ(4q − 4t)
=
C ′
∏
t∈O τ(2q + 2t)
∏
t∈I3 τ(4q − 4t)
pn C1
∏
t∈Re τ(2t)
·
∏
t∈K2 τ(4t)∏
t∈K2 τ(2t)
∏
t∈K2 τ(2q + 2t)
by Lemma 5.3
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=
pn1−n C ′
C1
∏
t∈Re τ(2t)
·
∏
t∈K2 τ(4t)∏
t∈K2 τ(2t)
∏
t∈K2 τ(2q + 2t)
by Lemma 5.6
=
pn1−n C ′
∏
t∈Re τ(4q − 2t)
C1 p#Re
·
∏
t∈K2 τ(4t)∏
t∈K2 τ(2t)
∏
t∈K2 τ(2q + 2t)
where χΣt∈Re (2t)(−1) = 1 by Equation 3.17
=
C ′
∏
t∈K2 τ(2q + 2(q − t))
∏
t∈K2 τ(2(q − t))
C1
∏
t∈K2 τ(4(q − t))
·
∏
t∈K2 τ(4t)∏
t∈K2 τ(2t)
∏
t∈K2 τ(2q + 2t)
by Lemma 5.5
=
C ′
∏
t∈K2 τ(4t)
C1
∏
t∈K2 τ(2t)τ(2q + 2t)
·
∏
t∈−K2 τ(2t)τ(2q + 2t)∏
t∈−K2 τ(4t)
=
1∏
t∈K2 χ
4t(2) τ(2t)τ(2q+2t)
τ(4t)τ(2q)
·
∏
t∈−K2
χ4t(2)
τ(2t)τ(2q + 2t)
τ(4t)τ(2q)
where C ′ = C1 · χ4(Σt∈−K2 t−Σt∈K2 t)(2)
=
1∏
t∈K2 DH
2t
2q
·
∏
t∈−K2
DH2t2q
= 1. by Equation (3.18)
We now state our main theorem.
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Theorem 5.8. Let e = 4q with a prime q ≡ 7 mod 8, and let p be a prime such
that p ≡ 1 mod e. Let Y be as in Corollary 4.19, and let
K =
C ′ ·∏t∈Ω τ(t)∏
t∈Ω τ(2t)
=
τ(3q)
∏
t∈Re τ(t)
τ(2q)
∏
t∈Re τ(2t)
,
where
C ′ = χ
q
2 (q) χ1+
1
2
Σt∈−H∩K1 t(−1) χs1+qn1+4Σt∈−K2 t−3Σt∈K2 t(2).
Then the equation K = ±1 is a sign ambiguity. We explicitly can determine the
sign by Theorem 5.2 as follows:
K ≡ (−1)
n N t(2q)
∏
a∈O t(q + a)t(3q + a)
∏
a∈E t(a)t(2q + a)
∏
a∈Re t(a)
t(q)
∏
a∈I3 t(4a)
∏
a∈O t(2q + 2a)
∏
a∈I4 t(4a)
mod p, where
n =
1
2
(](−H ∩K1) +m1 + n1)− 3φ(e)
8
,
N = q
fq
2 γ
f(p−1)
4
(Σt∈−H∩K1 t) 2f(s1+qn1+Σt∈K2 t).
Proof. The proof of this theorem is the immediate result of Corollary 4.19 and
Theorem 5.7, and the ± signs depend on the congruence of the Theorem 5.2.
Definition 5.9. If n is an integer not divisible by p, then the unique integer t such
that
n ≡ γt mod p, 0 ≤ t < p− 1, (5.83)
is called the index of n with respect to the primitive root γ of F∗p, and is denoted
by indγn.
Now we conclude with an example of our main theorem and a table of ambiguous
signs for e = 28 and prime numbers p up to 10, 000.
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TABLE 5.1. Ambiguous Signs for e=28.
Y=1 p=337 449 617 953 2297 2689 3697 4201
4481 4817 5153 5209 6217 6329 6553 7001
7057 7841 8233 9521 9689 10193 10529 10753
11369 11593 12377 12713 13049 13217 14281 14449
14561 14897 15233 16073 17137 17417 17977 18481
18593 19433 19489 19937 19993
Y=-1 p=113 281 673 1009 1289 2017 2129 2521
2633 2801 2857 2969 3137 3361 4649 5657
6833 7393 7561 7673 8009 8513 8681 8737
8849 9241 11257 12041 12097 12433 12601 13441
13553 13721 14057 15121 15289 15401 15569 15737
16633 17921 18089 18257 18313
Example 5.10. Let e = 28 = 4 · 7, p be a prime such that p ≡ 1 mod 28,
f = (p − 1)/28 is even, and let K1, K2, H,K1,K2 be as in Example 4.4. Recall
that γ is a generator of the cyclic group F∗p and χ(γ) = ζ28. Then with Ω as defined
by Equation (5.78), we have
Ω = Re ∪ {3q} = {1, 9, 21, 25},
and Theorem 5.8 gives
K = ζ
7
2
t1+37(p−1)/4+14t2
28
∏
t∈Ω τ(t)∏
t∈Ω τ(2t)
= ±1
is a sign ambiguity, and the sign is +1 if and only if
γf(
7
2
t1+35(p−1)/4+14t2) (14f)! (22f)! (2f)! (18f)!f ! (9f)! (25f)!
(7f)! (16f)! (12f)!
≡ 1 mod p
and −1 if and only if
γf(
7
2
t1+35(p−1)/4+14t2) (14f)! (22f)! (2f)! (18f)!f ! (9f)! (25f)!
(7f)! (16f)! (12f)!
≡ −1 mod p,
where t1 = indγ7 (i.e., γ
t1 = 7) and t2 = indγ2. By using magma we compute the
ambiguous signs for primes p < 20, 000 (See Table 5.1).
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