Abstract. We consider Thue equations of the form ax k + by k = 1, and assuming the truth of the abc-conjecture, we show that almost all locally soluble Thue equations of degree at least three violate the Hasse principle. A similar conclusion holds true for Fermat equations ax k + by k + cz k = 0 of degree at least six.
Introduction
Let F (X 1 , . . . , X s ) ∈ Z[X 1 , . . . , X s ]. If F (x 1 , . . . , x s ) = 0 for some x ∈ Z s , then trivially the equation F (x 1 , . . . , x s ) = 0 also has solutions over R and over all local rings Z p . If the opposite is true as well, then we say that F satisfies the Hasse principle. For homogeneous polynomials F , always F (0, . . . , 0) = 0, so one then naturally asks for non-trivial solutions. The Hasse principle for example holds true for quadratic forms, but fails for cubic forms: one famous counterexample (see [16] ) is given by the cubic form (1) F (X 1 , X 2 , X 3 ) = 3X . In recent years questions about the frequency of such failures of the Hasse principle were addressed for different classes of Diophantine equations (see for example [1] , [2] , [3] , [5] , [6] , [15] ). For hyperelliptic curves, Bhargava [1] has recently shown that asymptotically, as their genus tends to infinity, their probability to satisfy the Hasse principle, given that there are local solutions, tends to zero. In this note we focus on curves as well, namely those that are given by Fermat equations such as (1) , or given by Thue equations. This way we provide families of curves which satisfy the Hasse principle with probability zero, and already for fixed small degree rather than asymptotically for the degree tending to infinity, but on the other hand our results are conditional on the abc-conjecture (see [13] ), which we briefly recall: if a + b = c with a, b, c ∈ Z where (a, b, c) = 1, and
the product taken over all primes p dividing abc, then for all ε > 0 we have max{|a|, |b|, |c|} ≪ ε P 1+ε .
Assuming the abc-conjecture, we are able to show that a 'random' Thue equation of degree at least three has an integer solution with probability 0, even if it is locally soluble everywhere. To be more precise, let
has solutions over all local rings Z p and over R} and
We can now state our main result on random Thue equations.
Theorem 1.
Let k ≥ 3, and assume the truth of the abc-conjecture. Then
In particular, assuming the abc-conjecture, for any fixed degree at least three there are infinitely many Thue equations violating the Hasse principle, and a 'random' Thue equation of degree at least three that is locally solvable everywhere has an integer solution with probability 0. Theorem 1 follows immediately from Lemma 4 and Lemma 6, whose proofs will be given in sections 2 and 3, respectively. Our strategy roughly follows that laid out in [5] , reversing the roles of linear variables and k-th powers when dealing with equations on average, though the details are simpler here. With a little bit more work also more general Thue equations of the form ax k + by k = c should be doable, though we refrained from doing so and concentrated on the special case c = 1 in order to keep the exposition simple.
In a similar way one can establish results for homogenized Thue equations, i.e. Fermat equations. Let
has non-trivial solutions over all local rings Z p and over R} and
The following result is a homogeneous analogue of Theorem 1.
Theorem 2.
Let k ≥ 6, and assume the truth of the abc-conjecture. Then
Again, Theorem 2 follows immediately from Lemma 5 and Lemma 7, to be proved in sections 2 and 3, respectively.
Local considerations
To get a better understanding of N k,loc we need the following two well known results, which we state for the convenience of the reader.
Lemma 1.
Let k ∈ N, let p be a rational prime exceeding k 2 (k + 1) 2 , and let a 1 , a 2 , a 3 ∈ Z be coprime to p. Then the congruence
Proof. See formula (1.17) in [14] .
and let p be a rational prime. Suppose that for some x 1 , . . . , x s ∈ Z and some non-negative integer n we have
and
Then there exist y 1 , . . . , y n ∈ Z p such that
Proof. This is a version of Hensel's lemma, see for example page 64 in [8] .
Lemma 3. Let p be an odd prime and a
Proof. Let G be the multiplicative group of non-zero residue classes modulo p, and let ϕ : G → G be the map given by ϕ(
Since G is cyclic, the only such subgroup is the group of quadratic residues modulo p, and as (a/p) = 1, the conclusion follows again.
We are now in a position to derive a lower bound for N k,loc .
Lemma 4. We have
Proof. For each rational prime p, define α p by p αp || k, and let
By the Siegel-Walfisz Theorem (see for example Corollary 5.29 in [12] ), there are
pairs of primes q, r such that k 2 (k+1) 2 < q, r ≤ H, q = r and q ≡ r ≡ −1 (mod m). In particular, we then have q ≡ r ≡ −1 (mod k) and q ≡ r ≡ 3 (mod 4), so by the law of quadratic reciprocity, for each such pair (q, r) either
or (r/q) = 1 = −(q/r). By interchanging the roles of q and r if necessary, we may without loss of generality assume that there are ≫ (H/ log H) 2 such pairs (q, r) as above for which the first alternative (3) holds true. With respect to Lemma 4 it is then enough to show that for each such fixed pair (q, r) the Thue equation
has local solutions everywhere. Since q > 0 and r > 0, there are clearly real solutions, so let us focus on p-adic solubility for any given rational prime p. Let us first discuss the case that p ≤ k 2 (k + 1) 2 . In particular, p is then coprime to r. Then in order to find a solution of (4) in Z p , by Lemma 2 it suffices to find a solution of the congruence
with p not dividing y. As r ≡ −1 (mod m), by (2) also r ≡ −1 (mod p 2αp+1 ), so x = 0, y = 1 is such a solution. Next, let us assume that p > k (5), which again by Lemma 2 can be lifted to a solution of (4) over Z p . Finally, it remains to discuss the two cases p = q and p = r. In both cases, α p = 0. For p = q, as above we need to find a solution of the congruence
Now q ≡ −1 (mod k), so by Lemma 3 this can be done providing that (−r/q) = 1, and the latter condition follows from q ≡ 3 (mod 4) and (3). For p = r, we need to solve qx k ≡ 1 (mod r).
Again, r ≡ −1 (mod k), equation (3) and Lemma 3 provide a solution of the latter congruence. This finishes the proof of Lemma 4.
Lemma 5. We have
Proof. The proof is similar to that of Lemma 4. We call a triple ( Note that automatically q ≡ r ≡ s ≡ −1 (mod k) and q ≡ r ≡ s ≡ 3 (mod 4). Now fix any such triple (q, r, s). Using (7), q ≡ r ≡ s ≡ 3 (mod 4) and the law of quadratic reciprocity, we find that either
In the first case, let us consider the equation
There are clearly non-trivial real solutions, and for p ≤ k 2 (k + 1) 2 we can follow the argument from the proof of Lemma 4 to show that there are non-trivial p-adic zeros: As q ≡ r (mod m), also q ≡ r (mod p 2αp+1 ), so (x, y, z) = (1, 1, 0) is a solution of
which by Lemma 2 can be lifted to a non-trivial solution of (10) over
If in addition p is different from q, r, s, then we can set z = 1 and use Lemma 1 to find a non-singular solution of (11), which again by Lemma 2 lifts to a non-trivial solution of (10) over Z p , so it remains to discuss the case p ∈ {q, r, s}. Then α p = 0, so by Lemma 2 it suffices to find a non-singular solution of
If k is odd, this is easy, since the map x → x k is surjective modulo p, as q ≡ r ≡ s ≡ −1 (mod k). For even k, by Lemma 3, it is enough to find a non-singular solution of
For p ∈ {q, r} this immediately follows from (8) . For p = s, note that (7) and q ≡ r ≡ s ≡ 3 (mod 4) imply that qr s = 1, again showing that (12) has a non-singular solution. (In fact, by the Hasse principle for ternary quadratic forms (see for example Corollary 3 on page 43 of [17] ), as we had already shown non-trivial local solvability of qx 2 − ry 2 − sz 2 = 0 over R and all local fields except possibly Q s , the existence of a non-trivial solution over Q s would have followed automatically, but we preferred to show it directly.) Let us now briefly discuss the second case (9) . Instead of (10), we now consider the equation
The only slight difference then is the argument for p ∈ {q, r, s} and even k. Again, we need to make sure that
has a non-singular solution, which reduces to checking that
and again these properties follow from q ≡ r ≡ s ≡ 3 (mod 4), (7) and (9).
Regarding upper bounds, note that an application of the large sieve gives
where 3] ; for composite k, the bound could be improved somewhat). It would be interesting to decide what is the true order of magnitude for this quantity. In this direction, for k = 2, Hooley [11] and independently Guo [9] obtained the sharp bound
The density of solvable Thue equations
To prove Theorem 1, it remains to bound the quantity N k,glob (H) from above, assuming the truth of the abc-conjecture. To this end, in the case k = 3, we shall use the results of [7] , whereas for larger k, an elementary argument will suffice. We shall prove the following result.
Lemma 6. Assume the truth of the abc-conjecture. Then we have
The proof of Lemma 6 begins with the following observation: let a, b, x, y ∈ Z where 0 < max{|a|, |b|} ≤ H. Suppose that
If the abc-conjecture holds true, then
By symmetry, without loss of generality, we can assume that |y| ≥ |x|. Then
Next, let us recall the result from [7] that we will use. Let N (X, Y, Z) be the number of quadruples (a, b, x, y) ∈ N 4 satisfying
The following proposition summarizes the main technical result in [7] . Its proof relies on a recent version of the approximate determinant method by Heath-Brown (see [10] ).
for a given δ > 0. Then we have the estimate
If instead X ≥ Y , then the same holds with the roles of X and Y interchanged in (16) and (17) .
Proposition 1 is valid for all k ≥ 3, but we shall in fact only need it for k = 3. Indeed, if k ≥ 4, then by (14) we immediately have
as asserted in Lemma 6. In view of Proposition 1, it will now be more convenient to study the quantity (H) . From now on, we let k = 3. Again, by (14) we have
For a parameter Q to be specified at a later stage, we shall estimate separately the contributions to N + 3,glob (H) from terms with xy ≤ Q and terms with xy > Q, respectively. The contribution from the first range is
For the remaining range, we shall use Proposition 1. Indeed, partitioning the ranges for x, y and by k into dyadic intervals, we obtain
where the maximum is taken over X, Y, Z satisfying the conditions 
