The paper describes a robust optimization method to account for the tolerance of design variable and the variation in problem parameter. The proposed post-optimization effort is initiated from the deterministic optimum as a baseline. The successive process to find search directions and step sizes toward the robust optimum is conducted by determining the worst design that has the highest level in constraint violation. During the selection of the worst design, an orthogonal array table in the context of design of experiemtns (DOE) is used to reduce the constraint function evaluations especially for higher dimensionality problem. The analysis of means (ANOM) is adopted in a case where the variation in problem parameter is considered. The measurement criterion to select the worst design is based on the degree of cumulative constraint violation. A mathematical function problem is first conducted to examine the tolerance of design variable. A cantilever beam problem described by four design variables and a bracket problem with seven design variables are subsequently explored by considering both tolerance of design variable and variation in problem parameter.
Introduction
A deterministic optimum (1) is meaningful in the conceptual design process, and could be further considered as a baseline towards the detailed design. However, such solution would be useless in a case where the design problem is characterized by tolerances of design variable (2) and/or variations in problem parameter since a deterministic optimum is frequently converged to a point that makes constraints active, thereby resulting in toleranced designs being infeasible.
Practical design problems may include design tolerances and/or variations; controllable design variables such as thickness, length and shape values are expressed by their own lower and upper tolerances, and uncontrollable problem parameters such as material properties, allowable stress, loading conditions have uncertainties in their boundaries. The consideration of tolerances and variations in design process is advantageous not only to enhance the design robustness but also to accommodate the manufacturing and material handling process. Consequently, the toleranced design affects the product reliability, life and manufacturing cost. A robust optimization approach describes an objective function and constraints in terms of design tolerance and variation (3) . The robustness in objective function means that the change of the objective function value with respect to design tolerance should be less sensitive as well as the function value itself should be minimized. For the constraint robustness implies that feasible designs should be always guaranteed within the tolerance band of design parameters (i.e., design variables and problem parameters). A conventional approach in tolerance design has been explored by considering worst-case designs that exist within the specified tolerance band (4) . In a previous study on robust optimization, the robustness of objective function was expressed in terms of its mean and standard deviation, which resulted in a multiobjective form, and the robust constraint functions were formulated by adding the absolute sensitivity of constraint with respect to design tolerance to an original constraint function (5) . However, the aforementioned method requires the additional efforts on the handling of multi-objective function, and derivative information about both objective function and constraints should be provided; the evaluation of derivative based design sensitivity is computation-ally expensive, especially when commercial CAE tools are used. A number of studies have been conducted to develop design methodologies (6) - (8) and engineering applications (9) - (12) in the context of robust optimization. The present paper describes a new robust optimization method to account for both the tolerance in design variable (controllable factor) and the variation in problem parameter (uncontrollable factor). The proposed method aims to accommodate design problems whose objective function and constraints are assumed to be convex in order to satisfy the local search capability. The postoptimization effort is initiated from the deterministic optimum as a baseline. The successive process to find the search directions and step sizes toward the final robust optimum is conducted by determining the worst design that has the highest level in constraint violation. During the selection of the worst design, the orthogonal array table in the context of design of experiments (DOE) is used to reduce the constraint function evaluations especially for higher dimensionality problem. The analysis of means (ANOM) is adopted in a case where the variation in problem parameter is considered. The measurement criterion to select the worst design is based on the degree of cumulative constraint violation. Such post-optimization process is repeated until all the designs within the tolerance band are satisfied with constraints. That is, the proposed method focuses on ensuring the constraint feasibility within tolerance bands of problem parameters.
The central of the present study is to find the search directions and step sizes toward the robust optimum, and is to use DOE (13) , (14) to determine the worst design. The proposed method is also advantageous since the robust design can be obtained via the function evaluations of constraints only; neither derivative based sensitivity information nor statistical analysis is required, thereby being useful in structural sizing optimization problem integrated with commercial CAE tools. The paper discusses the proposed robust optimization approach with (1) tolerance of design variable only, and (2) both tolerance of design variable and variation in problem parameter. At first, a mathematical function problem including tolerance of design variable only is conducted to examine the design approach. Subsequently, a cantilever beam problem described by four design variables and a bracket problem with seven design variables are explored by considering both tolerance of design variable and variation in problem parameter.
Robust Design Approach
The first section discusses a robust optimization with the consideration of tolerance of design variables only, and the second section deals with an approach including both tolerance of design variable and variation in problem parameter.
1 Tolerance
The deterministic optimal solution is obtained from a formal optimization method. Now, the deterministic optimum, x D * i might be positioned within the following tolerance region:
where, T i is a user-specified tolerance of the i-th design variable. It should be noted that some designs in the tolerance region are infeasible when the deterministic optimum is located at a point where constraints are active. Hence, one needs to move such tolerance region into a feasible region. The first post-optimization process toward the robust optimum is to determine a new search direction, S (q) i and a step size, α (q) based on the following equation:
The notation, q denotes as an iteration number. The search direction is determined by the following equation;
The search vector, S (q) is calculated by the difference between x D * (q) and x worst(q) . The notation, x worst(q) is a design variable vector whose degree of constraint violation is the highest within the tolerance region. Such direction will make the deterministic optimum move into a new design point that is to be feasible with the minimal increase in the objective function value. When the constraint functions are assumed to be convex, the most violated design often occurs at one of vertices on the tolerance region. Thus, the design vector, x worst(q) is determined by Eq. (4).
Eq. (4) means that the worst design during the direction finding process is chosen as either the smallest or largest design value that is expressed in terms of deterministic optimum and its tolerance. There exists a total of 2 n vertices (design points) in the tolerance region, where n is the number of design variables. The low dimensionality optimization problem does not worry about additional efforts in calculating constraint function values to find x worst(q) . DOE is an efficient approach to reduce the number of constraint function evaluations when a higher dimensionality design problem is considered. In the present study, the well-known orthogonal array table is used for savings in computational costs. Especially, two-level orthogonal array is appropriate since each design has the smallest (a minus tolerance, Level-0) and largest (a plus tolerance, Level-1) values. Once the search direction is determined, an instantaneous step size, α (q) is calculated based on worst design and constraint violation as follows:
In the above expression, x
is an active design that produces g j = 0, and such constraint is infeasible to x worst(q) . That is, Eq. (5) allows the worst design to move up to active constraint position with the minimal increase in the objective function value. Using Eqs. (3) 
is obtained as shown in Eq. (2). Such process is repeated until all the designs (i.e., all the vertex points) within the tolerance band are satisfied with constraints.
2 Tolerance and variation
Design robustness could be reinforced by including the variation of problem parameters such as material properties, applied loading, boundary condition, allowable stress, maximum frequency, etc. This concept is more practical in structural optimization with the consideration of manufacturing uncertainties. The present study utilizes the orthogonal array table to accommodate discrete levels in both design variable and problem parameter as well. After finding the deterministic optimum as mentioned earlier, one needs to construct the orthogonal array table by locating levels of design variables (controllable factors) at inner arrays and positioning levels of problem parameters (uncontrollable factors) at outer arrays. The current approach also uses Eqs. (2) to (5) for finding the robust optimum, but the distinction from the previous approach is to include the variation in problem parameter. That is the reason why problem parameters are considered as uncontrollable factors. In this case, the variation of problem parameter would be pre-specified by the user as well. The present study uses the two-level array for each of problem parameters; for example Level-0 is 10% smaller than the nominal value of a given problem parameter, and Level-1 is 10% higher. It should be noted that the nominal problem parameter values at outer array are fixed while design values in inner arrays are sequentially changed during the robust optimization process. The measurement function in the orthogonal array table is M k , the degree of cumulative constraint violation based on the analysis of means (ANOM) as follows:
where, p l denotes the l-th problem parameter, and an index K is the number of computational experiments in DOE.
Illustrative Examples

1 Mathematical function problem
Consider the following mathematical optimization problem:
subject to
The deterministic optimum of the above problem is x = [1.950 0,2.050 7] T , referred to as "Point-A" in Fig. 1 . If the design tolerance is assumed to be ±10% about the nominal value, it is expected that some shaded designs in the tolerance region, referred to as "Band-a" are infeasible as shown in Fig. 1 .
The next procedure is to successively find search directions and step sizes toward the robust optimum using Eq. (2). To evaluate the most violated design, a DOE based orthogonal array is used as shown in Table 1 . Since each of design variables have two-level tolerance limits, a total of 4 constraint function evaluations are required to calculate the degree of constraint violation. From the first iterative use of DOE, the maximum constraint violation has been turned out to occur at x = [1.755 0,1. 845 6] T ; this is a point necessary to calculate the search direction. Using Eq. (3), the search direction is obtained as follows: (1) 
After the normalization of search direction using α change in tolerance region from "Band-a" to "Band-b" as shown in Fig. 2 .
The successive results to obtain the final robust optimum are summarized in Table 2 . In the first step, the design solution x = [1.950 0,2. 050 7] T is the deterministic optimum to be used as an initial design for the postoptimization process. Based on the iterative use of Eqs. (2) to (5) together with updated DOE, the design solution in the fourth step, x = [2.007,2. 456 5] T is the robust optimum whose tolerance region is successfully located within the feasible designs. A stepwise result to calculate the robust optimum and its move of tolerance region are shown in Fig. 3 , wherein it is depicted that "Band-d" is located at the feasible region. Now, the robust solution from the proposed approach is compared with that of shifting constraint (SC) method (15) . SC reformulates the constraints in terms of the original constraints and their derivatives with respect to design variable within the design tolerance as follows: 
The comparison of well agreed solutions between proposed method and shifting constraint method (with k = 1.1) is summarized in Table 3 , and Fig. 4 . At the point, it is noted that the proposed method adopts the iterative use of DOE to identify the worst designs, while SC depends upon the first order derivative information.
2 Cantilevered beam design
The objective of the present design problem is to minimize the weight of a cantilevered beam subjected to constraints on displacement and stress as follows: The schematic of such design problem is shown in Fig. 5 , wherein the internal structure is a boxed-beam whose design variables are horizontal and vertical thicknesses, t 1 , t 2 , b and h. In the above conditions, δ tip is a tip displacement, and σ is a stress component acting on the tiploaded structure. Upper limits on constraints are taken as δ This design example considers not only the tolerance of design variable but also the variation in problem parameter. First, the formal optimization is conducted to obtain the deterministic optimum using nominal values of problem parameters, and then the post-optimization is subsequently performed with tolerances on design parameters; the deterministic optimum and its 2-level tolerance on each design parameter are shown in Table 4 . Since this design example includes the variation in problem parameter in addition to the tolerance of design variable, the orthogonal array table with both inner arrays and outer arrays is necessary as shown in Table 5 , wherein the degree of cumulative constraint violation is used as a measurement function to compute ANOM using a total of 32 function evaluations. A number of ANOM, that is, the sensitivity of degree of constraint violation with respect to design variable and problem parameter are shown in Fig. 6 . This gives the information such that all design variables in 'level-0' violate the constraint the most, therefore this set of designs should be moved into the feasible region by Table 4 Initial levels of cantilever beam problem computing the search direction and appropriate step size using Eqs. (3) and (5), respectively.
The cantilevered beam design problem requires a total of 2 steps to find the robust optimum, starting from the deterministic optimum as shown in Table 6 . At every step, ANOM should be evaluated using a newly obtained set of design variables (i.e., new vertex points). After the robust optimization, it is necessary to make sure that all the vertices around the robust optimum point satisfy design constraints. In addition to use of orthogonal array table, the robust optimization process is also conducted using a full factorial design (FFD) in the cantilever problem. For each DOE step, an orthogonal array with 8 inner arrays and 4 Table 6 Robust optimization process in cantilever beam problem Table 7 Worst cases for deterministic robust optimization results outer arrays requires a total of 32 constraint function evaluations while FFD needs a total of 128 calculations since there are 16 inner arrays and 8 outer arrays. In the present study, the results using FFD and orthogonal array are the same (not shown in the paper). It is shown that orthogonal array based ANOM is efficient for a certain level of tolerance bands in terms of computational costs. Table 7 shows that a worst design from robust optimum is feasible in terms of stress constraint, while a worst design from deterministic optimum violate the stress constraint. It should be noted that the robust optimal objective function value, a mass is slightly increased compared with the deterministic optimum.
Bracket Design
1 Problem definition
The robust optimization approach is applied to a bracket design problem. Such structural component is widely used in subway or ground transportation vehicles. The boundary and loading conditions are shown in Fig. 7 , wherein the left part of bracket is fixed in the vehicle body and the static distributed load is applied on the upper part. Material properties such as Young's modulus, Poisson's ratio and mass density are E = 2.1 × 10 11 Pa, ν = 0.3, ρ = 8 000 kg/m 3 , respectively, and the applied loading is 8 000 N. The design problem is to minimize the weight of a bracket subjected to constraints on stress and natural frequency. For stress constraint, the maximum stress should be less than 5.6×10 7 Pa, that is 80% of the allowable stress in welding area. And the lower limit of the first natural frequency should be 10 Hz. The mathematical statement of the optimization problem is written as follows: min mass(t 1 ,t 2 ,t 3 ,t 4 ,t 5 ,t 6 ,t 7 )
subject to |σ| ≤ 5.6 × 10 7 Pa ω ≥ 10 Hz
Design variable is the thickness in each part of bracket Table 8 Result of deterministic optimum in bracket design as shown in Fig. 8 , wherein the bracket is divided into seven parts, represented by each of design variable. Side constraints on design variables are imposed ranging from 10% to 200% based on the initial design. The finite element modeling, analysis and optimization were conducted by using GENESIS (16) , a commercial structural optimization code. For the initial model, a total of 10 004 nodes are used. Finite elements are considered as shell elements with 2 855 quadrangle elements and 93 triangle elements.
With an initial model, the structural analysis has been performed using the finite element module in GENESIS. The maximum stress of the bracket is σ = 8.162 × 10 7 Pa, and the natural frequency is obtained as ω = 6.28 Hz, which are both infeasible. Based on Eq. (13), the deterministic optimization process is conducted using GENE-SIS as well. The optimization results are summarized in Table 8 and the stress distributions are compared in Fig. 9 .
2 Robust optimization
The robust optimization process for the bracket problem is much similar to that for the cantilevered beam problem. Considering the deterministic optimum as an initial design for robust optimization (see Fig. 9 ), two-level orthogonal array table is constructed as shown in Table 10 . The bracket design problem employs a total of 2 problem parameters such as Young's modulus and Poisson's ratio. After ANOM is evaluated from the orthogonal array table, the behavior of degree of violation with respect to design variable is shown in Fig. 10 , wherein all design variables Table 9 Initial designs of bracket problem in 'level-0' violate the constraint the most, therefore, this set of designs is selected to be a set of worst design. The bracket design problem also executes a total of 2 steps to find the robust optimum, starting from the deterministic Table 11 Comparison between deterministic optimum & robust optimum (a) Robust optimum (b) Worst design in robust optimum Fig. 11 Stress distribution of bracket design problem optimum as shown in Table 11 . The stress distribution of robust optimum and its worst design is shown in Fig. 11 , wherein the worst design is successfully satisfy the stress and natural frequency constraints.
Closing Remarks
A robust optimization method considering tolerances of design variables and variations in problem parameters is explored in the present study. The proposed method aims to accommodate design problems whose objective function and constraints are assumed to be convex in order to satisfy the local search capability. The determinisic optimum obtained from a formal optimization method is a baseline towards the robust optimum. The robust optimum satisfies constraints by successively moving the tolerance region into feasible design. As a result, the robust optimum is conservative with the minimal increase in the objective function value. The paper proposes the benefit of DOE method to evaluate the measurement of constraint violation. Such method reduces the constraint function evaluation by employing a traditional orthogonal array based ANOM. It is also efficient since derivative information on constraint is not required. Further study will be also conducted to accommodate the robustness in objective function as well.
