Abstract-In this paper, we propose a new age classification method based on a deep model. In our method, the fine-tuned deep facial age (FTDFA) model is used to extract facial age features. Age features output from the activations of the penultimate layer are classified by the Maximum joint probability classifier(MJPCCR).Three data sets are used to validate our approach. And we also send the age features output from the activations of the last layer into the MJPC and the SVM classifier separately, and compare their results. Experiments show that, the performance of our method is superior to that of the previous methods.
INTRODUCTION
The face age identification problem is an interesting subproblem of face biometrics [1] , which is a very challenging problem. In recent years, CNN has been applied to face recognition because of CNN's satisfactory performance in respect of related tasks in various fields. Deep CNN models are used in, for example, face recognition [2] , face alignment [3] , face validation [4, 5] , age and gender classification [6] , etc., all have achieved good results. Inspired by the above method, we use the WIKI [7] dataset to fine-tune the VGG-Face A model [8] into a new face age classification model called FTDFA model, and extract the face age features on the model , The feature is then input to the maximum joint probability classifier based on the collaborative representation (MJPCCR) for classification. We use the activations of the penultimate layer and the Last layer as local features separately, then input them to the classifier, through the experiment, we find that the local features from the activations of the penultimate layer can make the classification accuracy higher. We also send the features from the FTDFA model to the SVM classifier, then compare the results with those obtained by our method. We validate the superiority of our method on three datasets FG-NET [9] , MORPH [10] and CACD [11] .Experiments show that this method can improve the accuracy of face age recognition.
II. RELATED WORK
The CNN model is an end-to-end model, the feature can be learned from raw data due to the nature of convolution and pooling calculations. The CNN model can have many layers, each layer has a lot of features. A layer of output is the next level of input. The feature extracted by the CNN model has the characteristics of semantic clustering. Since the feature detection layer learns through the training data, it avoids the explicit feature extraction and implicitly learns from the training data. Because the feature mapping surface The neurons have the same weights, so the network can learn in parallel. The layout of the CNN is closer to the actual biological neural network. Weight sharing reduces the complexity of the network. In particular, the multidimensional input vector image can be directly input to the network. This feature avoids the complexity of data reconstruction during feature extraction The Through the structural reorganization and reduce the weight of the feature extraction function into the multi-layer sensor. It can directly deal with grayscale images, can be used directly to deal with image-based classification.
With the application of deep learning, people also use the CNN model to extract the features of the image and classify the face age. In recent years, X Geng et al. has proposed a number of age classification methods, mainly Label Distribution Learning (label distribution learning) age classification method [12] [13] [14] [15] . The CNN is widely used for face age identification, such as [16] [17] [18] [19] .
III. APPROACH

A. Image Preprocessing
Before we extract the feature, we use the method to carry out facial images pre-processing on the input image, as shown in Figure I . We use the COC-DPM algorithm [20] for face detection, the detected face is fed to the publicly available face detector software [21] to detect five facial key points, including left / right eye center, nose tips and left / right mouth corners. Then based on all detected faces, we align the five key points of the face. After this step, we adjusted all face images based on five key points to 256 × 256 pixels, then use the data augmentation method as Krizhevsky et al. described in [22] . After pretreatment, the final entry into the CNN model is a 224 × 224 pixel face image.
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B. Deep Feature Extraction Model Fine-tuning and Face Image Feature Extraction
We selected 40,000 pictures in the wiki dataset to fine-tune VGG-Face A model, these pictures were divided into 20 groups, 0-5 years old for the first group, between 6 and 100 years old, every 5 years for a group. The new model is called FTDFA model.
The literature [8] shows the details of the FTDFA model configuration. The aligned facial images with 224 × 224 pixels are input to the model. The convolutional filter is 3 × 3 with stride and pad are both 1, and the max-pooling layers is 2 × 2 with stride is 2. For all datasets, the final feature is 4096 dimensional. We use the activations of the penultimate layer and the Last layer as local features separately, then input them to the classifier, through the experiment, we find that the local features from the activations of the penultimate layer can make the classification accuracy higher, so in our Feature extraction model, we removed the last two fully connected layers, leaving only one of them.
C. Maximum Joint Probability Classification Algorithm
A probabilistic collaborative representation based classifier (ProCRC) [23] was derived from [24] and [25] . Similarly, on this basis, we deduce Maximum joint probability classification based on collaborative representation(MJPCCR).
Similar to [23] , we can get the probability of the face image as the K class.
The classification rule is expressed as follows:
From the above analysis we can see that we obtain the by maximizing the joint probability based on collaborative representation. So we call the classification as Maximum joint probability classification based on collaborative representation (MJPCCR).
We adopt an IRLS algorithm to compute. Similar to [30], we can finally have
We use equation (3) to replace the µ  in equation (1), then we can get the class corresponding v from equation (2) . We alternatively update the weight matrix U W as well as the coefficient  vector, until a fixed number of iterations or convergence.
We set the parameters  and  through the 10-fold cross validation. We selected 18,000 face images in the CACD dataset, and divide them into nine groups by age, 14-20 years old for the first age group, between 21 to 55 years old, every 5 years for a group, 56-62 years old for the ninth group. Each age group has 2000 face images, which was divided into 10 groups, each group have 200 images. In the verification process, we constantly adjust the parameters and to make the classification accuracy achieve the highest. Finally, we set the parameters of the classifier to 1 2 e    and 1 3 e    .
IV. EXPERIMENT
We fine-tune the VGG-Face A model on the wiki dataset , and then extract the features of the three datasets FG-NE, MORPH and CACD with the FTDFA mode, and then input the feature into the MJPCCR for classification. The whole Process of our method is show in Figure II . We extraction features from the activations of the penultimate layer(APLF) and the activations of the last layer(ALLF)of the FTDFA mode separately, and then input the features into the MJPCCR for classification. We also compared their results. In order to verify the effectiveness of our method, We also send the features of the three datasets extracted from the FTDFA mode into the MJPCCR to classify, and we compare the results of the classification.
FIGURE II. THE FRAMEWORK OF PROPOSED METHOD
A. Datasets
In this paper, four data sets are used, FG-NE dataset, MORPH dataset, CACD dataset ,WIKI dataset, the WIKI datasets is used to fine-tune the model, and the other three datasets are used for experimental verification.
Implementation details
B. Experiment on FG-NET Dataset
We divided FG-NET into four groups by age group, respectively 0-6 years young children, 7-17 years juvenile group, 18-40 years youth group, above 40 years middle and old age group. There are 234 face images in the training set and 40 face images in the test set in young children group, 306 face images in the training set and 60 face images in the test set in juvenile group, 252 face images in the training set and 50 face images in the test set in youth group, and 50 face images in the training set and 10 face images in the test set in middle and old age group. That is, there are total 842 face images in training set and total 160 face images in test set.
The classification accuracy is shown in Figure III .
It can be seen that when the feature is output from the same layer the maximum classification accuracy of the MJPCCR classifier is 96.2% and the maximum average classification accuracy is 82.6%. the maximum classification accuracy of the SVM classifier is 90.7% and the maximum average classification accuracy is 78.0%. Therefore, the MJPCCR has higher classification accuracy than the SVM classifier. From the age point of view, 0-6years group has the highest classification accuracy of 96.2%, the lowest classification accuracy of 72.2%, has the highest classification accuracy. From the output feature point of view, when the MJPCCR is used, the highest classification accuracy of the
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output of the activations of the penultimate layer is 96.2% and the average classification accuracy is 82.6%, the highest classification accuracy of the output of the activations of the last layer is 64.6% and the average classification accuracy is 58.6%. when the SVM classifier is used, the highest classification accuracy of the output of the activations of the penultimate layer is 90.7% and the average classification accuracy is 78.0%, the highest classification accuracy of the output of the activations of the last layer is 59.4% and the average classification accuracy is 52.5%. Therefore, in the case of the same classifier, the classification accuracy of the age features output of the activations of the penultimate layer is higher.
C. Experiment on MORPH Dataset
We divide the MORPH datasets into 10 groups by age, between 16 to 60 years old, every 5 years for a group, above 60 years old for the tenth group. We randomly selected about onetenth of each group as a test set, a total of 5220 images as a test set, and the remaining 47892 images as a training set.
It can be seen that when the feature is output from the same layer, the maximum classification accuracy of the MJPCCR classifier is 98.7% and the maximum average classification accuracy is 82.7%. the maximum classification accuracy of the SVM classifier is 91.4% and the maximum average classification accuracy is 78.5%. Therefore, the MJPCCR has higher classification accuracy than the SVM classifier. From the age point of view, 16-20years group has the highest classification accuracy of 98.7%, the lowest classification accuracy of 62.5%, has the highest classification accuracy. From the output feature point of view, when the MJPCCR is used, the highest classification accuracy of the output of the activations of the penultimate layer is 98.7% and the average classification accuracy is 82.7%, the highest classification accuracy of the output of the activations of the last layer is 71.9% and the average classification accuracy is 59.2%. when the SVM classifier is used, the highest classification accuracy of the output of the activations of the penultimate layer is 91.4% and the average classification accuracy is 78.5%, the highest classification accuracy of the output of the activations of the last layer is 62.6% and the average classification accuracy is 53.5%. Therefore, in the case of the same classifier, the classification accuracy of the age features output of the activations of the penultimate layer is higher.
D. Experiment on CACD Dataset
When we set the parameters in the classifier, we selected 18,000 face images, now we selected 36,000 face images in the remaining images, and divided them into nine groups by age. 14-20 years old for the first age group, between 21 to 55 years old, every 5 years for a group, 56-62 years old for the ninth group. Each group has 4000 face images, which randomly selected 800 as a test set, the rest for the training set. So the test set has a total of 7200 face images, training set has a total of 28800 face images.
It can be seen that when the feature is output from the same layer the maximum classification accuracy of the MJPCCR classifier is 98.6% and the maximum average classification accuracy is 84.1%. the maximum classification accuracy of the SVM classifier is 96.6% and the maximum average classification accuracy is 79.9%. Therefore, the MJPCCR has higher classification accuracy than the SVM classifier. From the age point of view, 31-35years group has the highest classification accuracy of 98.6%, the lowest classification accuracy of 59.4%, has the highest classification accuracy. From the output feature point of view, when the MJPCCR is used, the highest classification accuracy of the output of the activations of the penultimate layer is 98.6% and the average classification accuracy is 84.1%, the highest classification accuracy of the output of the activations of the last layer is 67.4% and the average classification accuracy is 59.4%. when the SVM classifier is used, the highest classification accuracy of the output of the activations of the penultimate layer is 96.6% and the average classification accuracy is 79.9%, the highest classification accuracy of the output of the activations of the last layer is 60.7% and the average classification accuracy is 54.1%. Therefore, in the case of the same classifier, the classification accuracy of the age features output of the activations of the penultimate layer is higher.
E. Validation Result
The classification accuracy obtained by using the three data sets in the method of this paper is shown in Figure III .
From Figure III , we can see that, when the features output layer is the same, the MJPCCR classifier is better than the SVM classifier, when the classifier is the same, the classification accuracy of the age features output of the activations of the penultimate layer is higher than that output of the activations of the last layer. Therefore, we can know that the MJPCCR classifier can get a better classification effect than the SVM classifier, the classification accuracy of the age features output of the activations of the penultimate layer is higher, the best effect can be achieved by classifying the age features of the FTDFA model's penultimate activation layer with the MJPCCR classifier. In this paper, we propose a new method to estimate the face age, use the face age database to fine-tune a deep
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convolution neural network model to obtain a new face age estimation model, and use this new model to extract the age features, and then these features are sent into a new age classification model for classification. Experiments show that the MJPCCR classifier can get a better classification effect than the SVM classifier, the classification accuracy of the age features output of the activations of the penultimate layer is higher, the best effect can be achieved by classifying the age features of the FTDFA model's penultimate activation layer with the MJPCCR classifier.
