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This thesis focuses on numerical algorithms for solving the time-dependent Schrodinger
equation of many-body quantum systems in combination with random state approach
and on the applications of these algorithms to the study of transport properties of
graphene with dierent types of disorders and the quantum dynamics of one spin-1=2
particle coupled to a thermal bath of spins-1=2 particles.
In the rst application we address the question of the dominant source of disorder
which limits the transport and optical properties of graphene, an issue that is still
under debate. Dierent mechanisms have been proposed and investigated intensively,
including charged impurities, random strain uctuations and resonant scatterers (for
reviews see Refs. [1, 2]). However, this mechanism does not explain the experimen-
tal observations well. Besides the transport properties, an important part of our
knowledge about the electronic properties derives from the optical spectroscopy mea-
surements [1, 3]. There are experimentally observed background contributions to the
graphene optical spectroscopy for frequencies smaller than two times the chemical
2 CHAPTER 1. INTRODUCTION
potential [4, 5], which are due to the extra intraband excitations introduced by dis-
order or many-body eects [4, 6{16], opening up the possibility to identify the source
of disorder via the optical measurements and to compare these experimental results
with model calculations such as the ones presented in this thesis.
To illustrate the versatility of the simulation approach adopted in this thesis, our
second application is very dierent from the rst one and focuses on the dynamics of
open quantum systems. Specically, we study the quantum dynamics of a magnetic
particle, represented by a spin-1=2 object, interacting with a heat bath via mag-
netic interactions. System-bath models are relevant for the description of relaxation
processes in nuclear magnetic and electron spin resonance [17{19] but have also ap-
plications to, e.g. the eld of quantum information processing, as most of the models
used in this eld are formulated in terms of qubits (spin-1/2 objects) [20, 21]. The
aim of this part of the thesis work is to present a quantitative assessment of the quan-
tum master equation approach by comparing the results with those obtained by an
approximation-free, numerical solution of the time-dependent Schrodinger equation
of the whole system.
1.2 Background
The Liouville-von Neumann equation is the basic framework unifying the quantum
mechanical and statistical descriptions of matter. This framework permits a consis-
tent treatment of the transition between pure state and mixture that is central in
the description of the quantum mechanical measurement process and in the relax-
ation of a system to thermal equilibrium. In quantum statistical mechanics, the state
of an ensemble of identical subsystems is completely specied by the density ma-
trix ^, and expectation values of an observable are fully determined by the relation
hA^i = Tr^(t)A^. The latter expression is a pillar of the axiomatic description of
quantum mechanics and the interpretation of measurements on quantum mechanical
systems. The density matrix has also been extensively used in solid state physics,
both for equilibrium and transport problems. The diamagnetism of many-electron
systems, such as conducting or semiconducting solids, is a typical example of such an
equilibrium problem. The study of transports processes, such as electrical conductiv-
ity, have received much attention in solid-state physics.
In recent years, it was realized that, given the exponentially large size of the quan-
tum state of a many-particle system, many observable properties of such a systems
can be computed by sampling one randomly chosen pure quantum state. The ran-
dom state approach allows for the calculation of the linear response properties of
many-body quantum systems using only the time evolution of a single pure random
state, i.e. by solving the time-dependent Schrodinger equation for a pure state. It
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relies on replacing the trace Trfg = Pnhnj  jni by a scalar product involving a
single pure state ji. More precisely, following the concept of quantum typicality, we
draw ji at random according to a probability distribution that is invariant under all
possible unitary transformations in Hilbert space (Haar measure) [22{31]. To solve
the time-dependent Schrodinger equation of a pure state, we may use the Cheby-
shev polynomial algorithm [32{35]. This algorithm is known to yield results that are
very accurate (close to machine precision), independent of the time step used [36]. A
disadvantage of this algorithm is that, especially when the dimension of the Hilbert
space is large, it consumes signicantly more CPU and memory resources than a
Suzuki-Trotter product-formula based algorithm [36]. Hence, once it has been veri-
ed that the numerical results of the latter are, for practical purposes, as good as the
numerically exact results, we use the latter for the simulations of the large systems.
In practice, for most simulations there will not be enough memory to store the
density matrix , the dimension of which is the square of the dimension D of quantum
state represented by complex numbers fcnjn = 1; 2; :::Dg. Due to the quadratic
scaling of the Hilbert space dimension, storing the density matrix is only feasible
for rather limited system sizes. Moreover, the CPU time required to advance the
state by one time step is primarily determined by the numbers of operations to be
performed on the state vector, that is, it also increases with the dimension of state
vector. Considering, e.g., a collection of only 30 spin-1=2 particles, each of which
could be identied by two complex amplitudes were it isolated, require a total of
230 complex amplitudes for its state to be specied completely and the dimension of
density operator  is 260  1018. This scaling behavior limits our ability to calculate
these quantum physics problems. Since it is obviously not possible to even describe
the state of anything but the smallest quantum systems, one must resort to various
approximation techniques to calculate properties of interest.
1.3 Outline
A common thread of the work presented in this thesis are algorithms for solving the
time-dependent Schrodinger equation in combination with the so-called \random state
approach". It is the use of the latter that allows us to simulate real-time quantum
dynamics of many-body systems. The rst three chapters are devoted to the theory
that is behind the simulation algorithms.
Chapter 2 introduces a couple of explicit and stable algorithms, the Chebyshev
polynomial algorithm and Suzuki-Trotter product formula algorithm, to solve the
time-dependent Schrodinger equation. Chapter 3 and Chapter 4 discuss two dierent
random state approaches in detail, and illustrate them by numerically computing
the density of state of clean graphene and of two spin-1=2 models. Furthermore, it
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is shown how the correlation function which determines the optical conductivity of
graphene can be computed by these techniques.
In Chapter 5 we present a systematic study of the electronic transport and optical
properties of a disordered graphene model, including the next-nearest-neighbor hop-
ping. We show that this hopping has a non-negligible eect on resonant scattering
but is of minor importance for long-range disorder such as charged impurities, random
potentials or hoppings induced by strain uctuations. Dierent types of disorders can
be recognized by their ngerprints appearing in the proles of dc conductivity, carrier
mobility, optical spectroscopy and Landau level spectrum. The minimum conductiv-
ity 4e2=h found in experiments is dominated by long-range disorder and the value of
4e2=h is due to resonant scatterers only.
In Chapter 6, we present an analyze data as obtained by the numerical solution of
the time-dependent Schrodinger equation of a system containing one spin-1/2 particle
interacting with a bath of up to 32 spin-1/2 particles. We numerically construct a
Markovian quantum master equation describing the dynamics of the system spin. The
procedure of obtaining this quantum master equation, which takes the form of a Bloch
equation with time-independent coecients, accounts for all non-Markovian eects in
as much the general structure of the quantum master equation allows. Our simula-
tion results show that, with a few rather exotic exceptions, the Bloch-type equation
with time-independent coecients provides a simple and accurate description of the
dynamics of a spin-1/2 particle in contact with a thermal bath. A calculation of the
coecients that appear in the Redeld master equation in the Markovian limit shows
that this perturbatively derived equation quantitatively diers from the numerically
estimated Markovian master equation, the results of which agree very well with the




Quantum systems are governed by the time-dependent Schrodinger equation (TDSE).
In particular, the solution to the TDSE determines many physical properties of the
system at hand. In this chapter, we give a detailed account of two powerful meth-
ods respectively, the Chebyshev polynomial algorithm and Suzuki-Trotter product
formula algorithm, to simulate real time quantum many-body dynamics.
2.1 Basic Concepts
In quantum mechanics the physical state of a system is described by a state vector
j	(t)i. This is a vector in a complex vector space which is the Hilbert space H. For
completeness, let us review the postulates of quantum mechanics [37]:
Postulate 1. For each physical observable A, there is a corresponding Hermitian
operator A^. Measured values of the observable will be the eigenvalues an of the
6
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operator where
A^jni = anjni (2.1)
for the corresponding eigenvector jni.
Postulate 2. The observable properties of a physical system is at any time coded
into a state vector j	(t)i in the Hilbert space for the system. The expectation
value of the observable A when the system is in this state, is given by
hA^i(t) = h	(t)jA^j	(t)i (2.2)
when the state vector is normalized to have unit norm, i.e. h	(t)j	(t)i = 1.





j	(t)i = H^j	(t)i (2.3)
where H^ is the Hamiltonian operator1.





where jnji is any orthonormal basis.
Let us express the state vector j	(t)i by its components in the basis jni formed






where the components cn(t) = hnj	(t)i and are conned toX
n
jcn(t)j2 = 1: (2.6)
The expectation value of the quantum observable A^ is then







So the average value of the measurement is the weighted average of all the eigenvalues
of A^. The probability to measure eigenvalue an is Pn = jcn(t)j2.
In the above, we laid down the fundamental principles of quantum mechanics in
terms of wave-functions and operators. In practice, however, we often do not know the
1~ = h=2 is the reduced Planck constant.
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precise quantum mechanical state of the system, but have some statistical knowledge
about the probabilities for the system being in one of a set of states (note that these
probabilities Wi are completely distinct from the probabilities Pn which according to
measurements). For a fuller discussion of what follows, please see the book [38].
Suppose that there is a set of states
j	ii	 for our quantum system, and that the










which is a quantum and statistical average. Now, we re-express the expectation value

































that named density operator. It provides a useful way to characterize the state of the
ensemble of quantum systems.
As was shown above, The density operator  satisfy three conditions:
Tr = 1; (2.11)
Tr2  1; (2.12)
 = y; (2.13)
hujjui  0 for all jui: (2.14)
IF we take as basis set the eigenvalues of HamiltonianH
jji	 with energies Ej	
we have that at the equilibrium the fractional population obeys the Boltzmann-Gbibs



















; with kB being the Boltzmann constant and T the temperature
of the system; Z is the partition function and can be written as




this is because the diagonal element jj = hj jjji indicates the fractional population
for the state













The equation of motion for the density operator follows naturally from the def-
inition of . According to Postulate 3, we get the quantum mechanical states is




j	(t)i = H^j	(t)i; (2.18)




If the initial state is given, then the solution can be expressed formally by means
of a time evolution operator,
j	(t)i = U(t)j	(0)i; (2.20)
and
h	(t)j = h	(0)jU(t)y: (2.21)








U(t)y = U(t)yH^; (2.23)


















that follows the U(t)yU(t) must be a constant operator and since it satises the initial
condition U(0) = 1, we have U(t)yU(t) = 1 for all time.
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If Hamiltonian H is independent on time, then
U(t) = e (i=~)Ht: (2.25)
If H(t) is dependent on time,then,in general, there is no simple closed form for U(t).
So far, we can say the time evolution operator U(t) contains all the information on
the time evolution of any statej	(t)i and hence also on the dynamics of the system.
The Eq. (2.10) gives
(t) = U(t)(0)U(t)y (2.26)










= H(t)U(t)(0)U(t)y   U(t)(0)U(t)yH(t):
(2.27)




= [H(t); (t)] (2.28)
with the commutator
[H(t); (t)] = H(t)(t)  (t)H(t): (2.29)
Thus the time development of a density operator can be determined either from
Eq. (2.26) and Eq. (2.28), which have derived for pure states, but will be assumed
to hold also for general (mixed) states. The dierential (2.28) is often called the
Liouville-von Neumann equation, because it assumes the same form as the equation
of motion for the phase space probability distribution in classical mechanics [39].
2.2 Challenges
It is an important problem in quantum physics to calculate the equation (2.17) and
equation (2.28). Due to the exponential scaling of the Hilbert space dimension, this
is only feasible for rather limited system sizes. Considering, e.g., spin systems with-
out any symmetries, numerical diagonalization using state-of-the-art computers and
routines is feasible up to about 15 spins [27]. The size of the quantum systems that
is able to be simulated, that is, the size for which Eq. (2.3) could actually be com-
puted, is primarily limited by the memory required to store the pure state. Solving
the TDSE requires storage of all the numbers fcnjn = 1; 2; :::Dg, D is the dimension
of the complete set of orthonormal states for the Hilbert space. The CPU time re-
quired to advance the pure state by one time step  is primarily determined by the
10
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numbers of operations to be performed on the state vector, that is, it also increases
with the dimension of pure state. The elementary operations performed by the com-
putational kernel can symbolically be written as Equation( 2.20), where the U 's are
sparse unitary matrices with a relatively complicated structure. A collection of only
30 spin-1=2 particles, each of which could be identied by two complex amplitudes
were it isolated, requires a total of 230 complex amplitudes for its state to be spec-
ied completely. This scaling behavior limits our ability to calculate these quantum
physics problems. Since it is obviously not possible to even describe the state of any-
thing but the smallest quantum systems, one must resort to various approximation
techniques to calculate properties of interest.
Our numerical method relies on replacing the trace Trfg = Pnhnj  jni by a
scalar product involving a single pure state ji. More precisely, following the concept
of quantum typicality, we draw ji at random according to a probability distribution
that is invariant under all possible unitary transformations in Hilbert space (Haar
measure) [22{31]. We can make use of the random state approach to reduce the
computational cost to that of solving the TDSE for one pure state [22]. Using a





the equation (2.17) can be rewritten as
hA^(t)i = Tr e
 HA^(t)
Tr e H
= h()jA^(t)j()i  O(D 1=2); (2.31)
we can use h()jA^j()i to estimate hA^(t)i. As e H commutes with e itH , hA^(t)i =
hA^(t = 0)i is time independent. Excluding the trivial case that [H; A^(t)] = 0,
h()jA^(t)j()i = h()je+itHA^e itH j()i depends on time. To solve the TDSE,
we perform the real time propagation by U(t) by means of the Chebyshev polynomial
algorithm [32{35]. This algorithm is known to yield results that are very accurate
(close to machine precision), independent of the time step used [36]. A disadvantage
of this algorithm is that, especially when the number of spins exceeds 28, it consumes
signicantly more CPU and memory resources than a Suzuki-Trotter product-formula
based algorithm [36]. Hence, once it has been veried that the numerical results of
the latter are, for practical purposes, as good as the numerically exact results, we
use the latter for the simulations of the large systems. Hence, for large quantum
systems, these properties makes the problem amenable to numerical simulation, since
it avoids O(D3) computational eorts of matrix diagonalization, and reduce to O(D)
computational eorts for sparse Hamiltonian matrices.
2.3 Theory 11
2.3 Theory
The time evolution of a state of a non-relativistic quantum-mechanical system is




= H (r; t) ; (2.32)
where H is the Hamiltonian of the model sysem, 	(r; t) is the normalized, complex-
valued wave function, 	(r; 0) is the initial state at time t = 0, and units are such that
~ = 1. The solution of the TDSE contains all dynamical information on the system.
Although it is easy to see that the formal solution of Eq. (2.32) is
	(r; t) = e itH (r; 0) ; (2.33)
in general the explicit expression for the solution of such equations cannot be written
down in closed form and one has to resort to numerical techniques to solve the initial
value problem.




U(x) = HU(x) ; U(0) = I ; (2.34)
where I denotes the K K unit matrix and H is a K K matrix, is given by
U(x) = exH ; (2.35)
and is called the exponential of the matrix H. In quantum physics and quantum
statistical mechanics, the exponential of the Hamiltonian is a fundamental quantity.
All methods for solving these problems compute, one way or another, (matrix elements
of) the exponential of the matrix H. In the case of real-time quantum dynamics
x =  it=~ whereas for quantum statistical problems x =   =  1=kBT .







The above series always converges, so the exponential of the matrix H is well-dened.
For most problems of interest, there won't be enough memory to store the matrix H
(typical applications require matrices of dimension 105105 or larger ) and hence there
also will be no memory to store the full matrix exH . Although from mathematical
point of view, Eq. (2.36) is all that is really needed, it is quite useless, when it comes
to computation, however. The reason is not so much that it is a Taylor series but
rather that it contains powers of the matrix, indicating that simply summing the
12
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terms in Eq. (2.36) may be very inecient and indeed it is. So let us concentrate on
the other extreme: The calculation of an arbitrary matrix element h jexH j 0i.
There is one particular case in which it is easy to compute the matrix element












Ekj jji = exEj jji; (2.37)
where (here and in the following) Ej denotes the j th eigenvalue of the matrix H
and jji is the corresponding eigenvector. We will label the eigenvalues such that
E0  E1      EK 1 where K is the dimension of the matrix H. From Eq. (2.37),
it is follows that
h jexH j 0i =
K 1X
j=0
h jjihj j 0iexEj : (2.38)
Of course, result of Eq. (2.38) is almost trivial but it is important to keep in mind
that, except for some pathological cases, there seems to be no other practical way to
compute the matrix element h jexH j 0i without making approximations (assuming
H is a large matrix). In general we don't know the solution of the eigenvalue problem
of the matrix H, otherwise we would already have solved the most dicult part of
the whole problem. Therefore Eq. (2.38) is not of practical use.
Solving the time-dependent Schrodinger equation for even a single particle moving
in a non-trivial (electromagnetic) potential is not a simple matter. The main reason
is that for most problem of interest, the dimension of the matrix representing H
is quite large and although the dimension of the matrices involved is certainly not
as large as in the case of typical many-body quantum systems, exact diagonalization
techniques are quite useless. Indeed, a calculation of the time-development of the wave
function by exact diagonalization techniques requires the knowledge of all eigenvectors
and all eigenvalues (i.e.  1013 MB or more RAM to store these data). Thus, we
need algorithms that do not use more than O(M) storage elements. Diagonalization
methods that only require O(M) memory locations are of no use either because they
can only compute a (small) part of the spectrum. Methods based on importance
sampling concepts cannot be employed at all because there is no criterion to decide
which state is important or which is not: The\weight" of a state e itEj=~ is a complex
number of\size" one.
Although from numerical point of view the TDSE looks like any other dierential
equation which one should be able to solve by standard methods (Runge-Kutta, ...)
this is not the case. Standard methods are based on (clever) truncations of the Taylor
series expansion. It is easy to convince oneself that, for the TDSE, this implies that
these numerical algorithms do not conserve the norm of the wave function [40].
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This, from physical point of view, is unacceptable because it means that during the
numerical solution of the TDSE, the number of particles will change. Moreover, it can
be shown that this implies that these methods are not always stable with respect to
rounding and other numerical errors. For completeness it should be mentioned that
the Cranck-Nicholson algorithm does conserve the norm of the wave function and is
unconditionally stable. However, except for one-dimensional problems, in terms of
accuracy and eciency it cannot compete with the algorithms to be discussed below.
A key concept in the construction of an algorithm for solving the TDSE is the
socalled unconditional stability. An algorithm for solving the TDSE is unconditionally
stable if the norm of the wavefunction is conserved exactly, at all times. From physical
point of view, unconditional stability obviously is an essential requirement. If an
algorithm is unconditionally stable the errors due to rounding, discretization etc.
never run out of hand, irrespective of the choice of the grid, the time step, or the
number of propagation steps. Recall that the formal solution of the TDSE is given
by
j(m)i = e imH j(t = 0)i ; (2.39)
where m = 0; 1; : : : counts the number of time-steps  . Here and in the following we
absorb ~ in  .
A simple, general recipe for constructing an unconditionally stable algorithm is
to use unitary approximations to the (unitary) time-step operator U() = e iH .
The Suzuki-Trotter product formula and Chebyshev polynomial algorithms, to be
discussed in the next sections, provide the necessary mathematical framework for
constructing stable, accurate and ecient algorithms to solve the TDSE [40].
2.4 Numerical Methods
2.4.1 Chebyshev Polynomial Algorithm
In the following, we will introduce the Chebyshev Polynomial to reduce the exponen-
tial operation (e itH ji) to a few linear operations of the form (H^ji). The main
idea is to use polynomial expansion of the exponential in the evolution operator




The problem then becomes the choice of the optimal polynomial approximation.
The Chebyshev Polynomial algorithm [41] approaches this problem in analogy to
the approximation of a scalar function. Consider a scalar function f(x) in the interval
[ 1; 1]. In this case it is known that the Chebyshev polynomial approximations are
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optimal, since the maximum error in the approximation is minimal compared to
almost all possible polynomial approximations.
The algorithm is based on the numerically exact polynomial decomposition of the





( 1)mJ2m+1(z) cos (2m+ 1); (2.41)




where Jm(z) is the Bessel function of integer order m, we have
e izx = cos(zx)  i sin(zx)




( 1)m [J2m (z) cos (2m)  iJ2m+1 (z) cos f(2m+ 1) g]




[i2mJ2m (z) cos (2m)  i2m+1J2m+1 (z) cos f(2m+ 1) g]
= J0(z) + 2
1X
m=1
( i)m Jm (z) cos (m)
= J0(z) + 2
1X
m=1
( i)m Jm (z)Tm (x) ;
(2.43)
where Tm (x) = cos [m arccos (x)] is the Chebyshev polynomial of the rst kind [42].
Tm (x) obeys the following recurrence relation:
Tm+1 (x) + Tm 1 (x) = 2xTm (x) : (2.44)
The Bessel function fJm(z)g can be numerically generated by using the following




Jm(z) + Jm+1(z); (2.45)
J0(z) + 2J2(z) + 2J4(z) + 2J6(z) +    = 1: (2.46)
The recurrence relation Eq.(2.45) should only be used in the decreasing direction,
otherwise the result will not converge. jJm(z)j vanishes very rapidly if m becomes
lager than z, and therefore we can nd an M such that for all m  M , we have
jJm (z)j < . Here  is a small positive number, for example 10 15, which determines
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the accuracy of the approximation of the generated fJm (z)g. We will derive an
expression of M in the following.


























 ; form  jzj : (2.48)
Since for z > 0, 1 +
q
1  (z=m)2 < 2 and therefore from Eq.(2.48) we get













jJm(z)j < em[ln( z2m )+1]: (2.50)




ln( z2m ) + 1









 ln ; (2.51)





) + 1    
m
; (2.52)


















Therefore, we can introduce
M  z exp [1  (ln ) =z] =2; (2.55)
then, for all m M , we have jJm (z)j < . Now Eq.(2.43) can be written as:
e izx ' J0(z) + 2
MX
m=1
( i)m Jm (z)Tm (x) : (2.56)
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In practice, the generation of fJm (z)g is very fast, even if  equals the numerical
precision of the computer.
We can now derive the polynomial decomposition of the operator U (t) = e itH .
In the approximation of the evolution operator, the complex Chebyshev polynomials
are replaced by a function of an operator. In making this change, one has to examine
the domain of the operator and adjust it to the range of denition of the Chebyshev
polynomials. The range of denition of theses polynomials is from  i to i. Which
implies that the Hamiltonian operator has to be renormalized and the eigenvalues are
in the interval [ 1; 1].
Since the Hamiltonian H has a complete set of eigenvectors jEji with real valued




jEji hEj j (0)i ; (2.57)
and therefore
j (t)i = e itH j (0)i =
K 1X
j=0
e itEj jEji hEj j (0)i : (2.58)
Now we introduce kHkb as a positive number which is not smaller than the maximum
of the eigenvalues Ej , that is
kHkb  kHkmax  maxfjEj jg; (2.59)
and introduce new variables t^  t kHkb and E^j  Ej= kHkb, where E^j are the eigen-
values of a modied Hamiltonian H^  H= kHkb, that is
H^ jEji = E^j jEji : (2.60)




e it^E^j jEji hEj j (0)i : (2.61)
Here
E^j  1, which means that E^j has the same value interval of x in Eq.(2.43).
Then we can use Eq.(2.43) to decompose the operator e it^E^j .
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35 jEji hEnj (0)i






























j (0)i ; (2.62)
where
Mj  E^j exp
h
1  (ln ) =E^j
i

















jEji hEj j ; (2.64)
is a K-dimensional matrix, with diagonal elements T^m(E^j), the modied Chebyshev



















j i =  iH^ j i : (2.66)

























































j i ; (2.68)
for m  1.





j (0)i, m = 0; 1; :::;Mg, and performing the sum in Eq.(2.62), the wave
function at time t can be obtained.
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The Chebyshev polynomial algorithm approaches this problem in analogy to the
approximation of a scalar function. The Chebyshev polynomial algorithm is optimal
in scalar case, since the maximum error in the approximation is minimal compared to
almost all possible polynomial approximations. One of the most important aspects of
this algorithm is that the error is uniformly distributed over the entire range of eigen-
values. This scheme can be used as an accuracy check due to its extreme accuracy,
even though this method is not unitary [44].
2.4.2 Suzuki-Trotter Product Formula Algorithm
The following fundamental result is the basis for the Suzuki-Trotter method for solving
quantum problems [40, 45{48]. It expresses the exponential of a sum of two matrices




where, for our purposes, A and B are M M matrices. Equation (2.69) is called the
Trotter formula [49]. Note that eA+B = eAeB if and only if the matrices A and B
commute, i.e. [A;B] = AB  BA = 0.
A rst hint for understanding why Eq. (2.69) holds comes from computing the
two Taylor series

















(A2 +AB +BA+B2) +O(x3=m3) ;
(2.70)
and








(A2 + 2AB +B2) +O(x3=m3) : (2.71)
It is clear that for suciently large m, both expansions will agree up to terms of
O(x2k[A;B]k=m2). 2. Thus, for suciently large m (how large depends on x and
k[A;B]k ),
ex(A+B)=m  exA=mexB=m : (2.72)
A mathematically rigorous treatment shows that [50, 51]




demonstrating that for nite m, the dierence between the exponential of a sum of
two matrices and the ordered product of the individual exponentials vanishes as x2=m.
2The norm of a matrix X is dened as kXk =M 1=2(Tr XyX)1=2.
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As expected, Eq. (2.73) also reveals that this dierence is zero if A and B commute:If
[A;B] = 0 then ex(A+B)=e
xAexB , as already mentioned above. For the case at hand
x =  im and then the upperbound in Eq. (2.73) can be improved considerably to
read [40]




Except for the fact that we assumed that H = A+B, the above discussion has been
extremely general. This suggests that one can apply the Suzuki-Trotter approach to
a wide variety of problems and indeed one can. We have only discussed the most
simple form of the Trotter formula.
The Trotter formula is readily generalized to the case of more than two contribu-
tions to H. Writing H =
Pp
i=1Ai it can be shown that [40, 50, 51]





k[Ai; Aj ]k ; (2.75)
showing that any decomposition of the Hamiltonian qualies as a candidate for ap-
plying the Suzuki-Trotter approach. This is an important conclusion because the
exibility of choosing the decomposition of H can be exploited to construct ecient
algorithms. From the above discussion it is also clear that at no point, an assumption
was made about the \importance" of a particular contribution to H. This is the rea-
son why the Suzuki-Trotter approach can be used where perturbation methods break
down.
The product formula Eq. (2.73) is the simplest one can think of. We use it to
dene an approximate time-step operator
U1() = e
 iA1 : : : e iAp : (2.76)
The hermitian conjugate of this operator is given by
Uy1 () = e
 iAp : : : e iA1 ; (2.77)
from which it follows that
U1()U
y
1 () = I : (2.78)
For simplicity we have assumed that H has be written as a sum of hermitian con-
tributions, i.e. Ai = A
y
i for i = 1;    ; p. Eq. (2.78) implies that (U1()) 1 = Uy1 ()
hence U1() is a unitary approximation to the time-step operator e
 iH . Thus, if
we succeed in implementing U1(), the resulting algorithm will be unconditionally
stable by construction. The upperbound in Eq. (2.75) shows that the error made by
replacing e iH by U1() will, in the worst case, never exceed a constant multiplied
by 2. Therefore U1() could be a good approximation to U() if we use a small time
step  such that (A1 +  +Ap) 1. Also, it shows from Eq.(2.75) that the Taylor
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series of U() and U1() are identical up to rst order of  and we name U1() the
rst-order approximant to the time-step operator U(t).
The Suzuki-Trotter product formula approach provides a simple, systematic pro-
cedure to improve the accuracy of the approximation of U(t) without changing its




1 (=2)U1(=2) ; (2.79)
is the second-order approximation of U() [46, 50, 52], where the UT1 is the transpose
of U1. The upperbound for the error of this approximation is [40]
kU()  U2()k  c23 ; (2.80)
with a positive constant c2.
Suzuki-Trotter formula-based procedures to construct algorithms that are correct
up to fourth-order in the time step are given in ref.[40]. From practical point of
view, a disadvantage of the fourth-order methods introduced in ref.[40] is that they
involve commutators of various contributions to the Hamiltonian. Suzuki proposed a
symmetrized fractal decomposition of the time evolution operator. Using this formula,
a fourth-order algorithm is easily from a second-order algorithm by applying [46, 50,
52]
U4() = U2(p)U2(p)U2((1  4p))U2(p)U2(p) ; (2.81)
where p = 1=(4   41=3) and Un() is the n-th order approximation to U(), i.e.
U() = Un() +O(n+1).
kU()  U4()k  c45 ; (2.82)
where c4 is a positive constant as c2. It is trivial to show that all of the above
approximations are unitary operators, hence the corresponding algorithms will be
unconditionally stable. Note that once we have programmed a frst-order algorithm,
writing the code to implement the second- and fourth-order algorithms will normally
only take a few seconds. Finally we would like to emphasize that there are many
dierent ways to construct and use higher-order Suzuki-formulae and that it is by no
means clear that the ones used above lead to the most ecient algorithms for other
kinds of TDSE problems. A systematic comparison of various schemes is given in
Ref.[53].
2.5 Implementation
In this section, we introduce Suzuki-Trotter Product formula to compute the expo-
nential of the Hamiltonian. In all cases of practical interest, the Hamiltonian can be
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written as a sum of operators H =
Pp
i=1Hi in such a manner that each Hi is su-
ciently simple so that it can be diagonalized easily, i.e. analytically. The time-step
operator U(t) is then approximated by some ordered product of exponents of e iHi .
Such approximate time-step operators are unitary and therefore algorithms based on
them are unconditionally stable. Since the eigenvalues and eigenvectors of Hi are




Quantum spin systems are rather complicated many-body systems and except for
some special cases their time evolution cannot be calculated analytically. However,
a lot of information can be extracted from quantum simulations with ecient algo-
rithms, if we are able to simulate the dynamics of the system directly by solving the
time-dependent Schrodinger equation.



















where hi (t) is the external magnetic eld applied on the i   th spin, and Ji;j(t)
correspond to the exchange parameters that determine the strength of interactions
between the -components of spins i and j.
The three components of the spin-1=2 operator S acting on the Hilbert space























in units such that ~ = 1.
The wave function that describes the spin of these objects can be written as a
linear combination of the spin-up and spin-down states [54{56],
ji = a0j "i+ a1j #i; (2.85)
where a0 and a1 are complex numbers. It is convenient to normalize the length of the
vector ji to one, then ja0j2+ ja1j2 = 1. Similarly, the quantum state of the spin 1=2
system with N spins can be represented by
ji = a("" ::: "") j"" ::: ""i+ a("" ::: "#) j"" ::: "#i+ :::
+ a (## ::: #") j## ::: #"i+ a (## ::: ##) j## ::: ##i : (2.86)
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Let spin up (down) corresponds to the state 0 (1), then
ji = a(00:::00) j00:::00i+ a(00:::01) j00:::01i+ :::




ak jki : (2.87)
Here we denote the spins from right to left, which means in the translations between
notations, from spin up (down) to a binary number, the rst bit in the binary number
corresponds to the 1st spin, and the last bit to the N -th spin. The coecients ak are
complex numbers, and it is convenient to normalize hji = 1 :
2N 1X
k=0
jakj2 = 1: (2.88)
The time evolution of the quantum state can be given by
j(t+ )i = U () j(t)i ' e iH(t) j(t)i : (2.89)
We adopt Suzuki-Trotter Product formula algorithm for solving the time evolution
problems. First, the Hamiltonian H in Eq.(2.83) is decomposed into two parts:


















where Ha (t) contains the external time-dependent elds and Hb (t) contains the ex-
change coupling of the spins.
For Ha (t), we consider the case when the external eld changes slowly such that
in each small time step  the external eld can be regarded as a constant. Since the
spin operators with dierent spin labels commute, that is [Si ; S

j ] = 0, if i 6= j, and
using the fact that
eA+B = eAeB if [A;B] = 0; (2.92)
we have

























exp [iSj  hj(t)] : (2.93)
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We introduce bhj(t)  hj(t)=hj (t), where hj (t) = khj(t)k. Then Sj  bhj(t) is the
projection of Sj on the direction bhj(t) and it is easy to prove that

































For Hb (t), the pair-product decomposition is dened by [57, 58]









































eia cos b 0 0 ieia sin b
0 e ia cos c ie ia sin c 0
0 ie ia sin c e ia cos c 0















The matrix in Eq.(2.94) is just a single spin 1=2 operation. Equation (2.96) is more
complicated but can be performed in a similar manner as a two-spin 1=2 operation,
therefore we will not give a more detailed description.
2.5.2 Tight-Binding Model
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where c+l (cl) creates (annihilates) a particle at the site l, nl = c
+
l cl counts the number
of particles at site l, T sets the kinetic energy scale and V l is the potential at site l
felt by the particle. the time evolution dynamical state j (t)i of this single particle
system can be written as j (t)i = PKl=1  l(t)c+l j0i in which j0i denotes the vacuum
state. Substituting this representation in the TDSE with H given by Eq.(2.97) yields
@
@t
 l(t) =  ifT [ l+1(t) +  l 1(t)] + V l l(t)g; l = 1; 2; : : : ;K   1;K: (2.98)
Because of the free boundary conditions  l(t) = 0 ,if l  0 or l > K. Also,
H =
2666666664
V 1 T 0 0
T V 2 T
0 T V 3
. . . 0
T V K 1 T
0 0 T V K
3777777775
(2.99)
is a tri-diagonalKK matrix representing the Hamiltonian. For simplicity of notation
it has been assumed that K is odd. Here, we decompose hamiltonianH into a diagonal
matrix and two block-diagonal matrices as follows H = HV +HHO +HHE ,
HV =
2666666664
V 1 0 0 0
0 V 2 0
0 0 V 3
. . . 0
0 V K 1 0





0 T 0 0 0
T 0 0 0
0 0 0 T
0 0 T 0 0
. . . 0
0 T 0
T 0 0




0 0 0 0 0
0 0 T 0
0 T 0 0
0 0 0 0 0
. . . 0
0 0 0
0 0 T




The second-order product-formula are obtained by symmetrizing rst-order formula
as follows
U() = e iH  e i=2HTOe i=2HTEe iHV e i=2HTEe i=2HTO : (2.102)
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The block-diagonal structure of HTO and HTE simplies the calculation of e
 iHTO=2
and e iHTE=2 tremendously, since the problem has essentially been reduced to the











; l = 1; 2; : : : ; k   2;K   1; (2.103)










cos(T )  i sin(T )












cos(Vl)  i sin(Vl) 0




Then the second-order approximant U2() can be easily calculate straightforward.
2.6 Conclusion
In conclusion, the Chebyshev polynomial algorithm and Suzuki-Trotter product for-
mula algorithm have been explained in detail to solve the TDSE in dierent quantum
dynamic models. Each method has its merits and limits. In fact, specic problems
will of course have dierence requirements for the method used to solve the TDSE.
We should exercise discretion with regard to the dierent model.
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Chapter 3
Random State Approach: I
Here and in the following chapter we treat two dierent random state approaches
to explore the properties of quantum systems. In this chapter, we show that it is a
good approximation to replace the trace of large matrix by its average with respect
to a random state. Then we introduce the thermal random state and analyze its
properties.
3.1 Theory
The underlying idea of the random-state approach is replacing Tr X by hjXji where
X = Xy is a DD Hermitian matrix. It will be proved to be a good approximation
to replace the Tr X with the random random state ji = PDa=1 ajai where the
a's are complex-valued Gaussian random variables and the set fjaig can be any
complete set of orthonormal states in the Hilbert space. The demonstration that this
approximation is indeed useful requires a proof that by averaging over the a. We
recover the correct answer Tr X and that the variance of hjXji is bounded.
To simplify the mathematics, we will work with independent complex-valued Gaus-
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sian random variables unlike in Ref. [22], and assume the identical Gaussian distri-
butions with mean zero and variance 2 for all the real and imaginary parts of the
variables. Thus, we will not normalize the state
P
a ajai. It will be clear that this
makes the calculations simpler without aecting the nal results in an essential way.
We denote the expectation by E[:] with respect to the multivariate Gaussian prob-
ability distribution by 's. Then we have









d(Re a) d(Im a)
E[a] = E[p ] = E[ab] = 0












b p ] = 4
4 (a;pb;q + a;qb;p)
(3.1)
where D denotes the dimension of the Hilbert space.











E[aa]hajXjai = 22Tr X; (3.2)
and because hjXji = hjXji, the corresponding variance is given by













  44 jTr Xj2
= 44Tr XXy: (3.3)
In general, both E[hjXji] and Var (hjXji) can take almost arbitrary values,
because  can be chosen at will. Therefore, if jhjXjij > 0 it makes sense to
consider the relative standard deviation dened by






As TrXyY  (X;Y ) denes a scalar product, by the Schwarz inequality we have in
general






but to prove that the approach is useful in actual applications, we have to show that
the variance and/or relative standard deviation is nite and, idealy, also vanishes
with the system size. This may be accomplished by deriving an upper bound to the
variance and the relative standard deviation.
Let us put X = e H=2Y e H=2 where H = Hy and Y = Y y which implies
X = Xy. Using Eqs. (3.2){ (3.4) we have
E[hjXji] = 22Tr X = 22Tr e HY; (3.7)
and












With A = e H and B = Y we can write











As Tr (AB)2 = Tr (e H=2Y e H=2)(e H=2Y e H=2)y  0, it follows that
Var (hjXji) = 44Tr  e HY 2  44Tr e 2HY 2 (3.10)





3.2.1 Thermal Random State
In our simulations, we use the thermal random state dened by
ji = e H=2ji; (3.12)
to compute estimates of thermal equilibrium expectation values. We can use the
inequality Eqs. (3.11) to prove that the statistical error on the estimate of the partition
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function vanishes exponentionally with the system size. Specializing to Y = 1 and
noting that hje H ji > 0, we have
E[hje H ji] = 22Tr e H = 22Z() = 22e F () (3.13)
Var
 hje H ji = 44Tr e 2H = 44Z(2) = 44e 2F (2) (3.14)
RSD(hje H ji)  e (F (2) F ()); (3.15)
where F () denotes the free energy of the system at the inverse temperature .
As the free energy is an extensive quantity, i.e. it is proportional to the number
of particles, and F (2) F () > 0 for  > 0, we have e (F (2) F ()) = O(e N ) and
we obtain




e F () = Tr1 = D; (3.17)
and Eq. (3.6) we nd that
lim
!0
RSD (h ji)  1p
D
: (3.18)
Moreover, from Eq. (3.6) and Eq. (3.18) it follows that
lim
!0
RSD (h ji) = 1p
D
: (3.19)
From Eqs. (3.16) and (3.19) it follows that RSD (h ji) vanishes exponentially
with the system size N .
Recall that we can choose  as we like. From Eq. (3.13), it is clear that if we
choose  = 1=
p
2 we have E[hje H ji] = Tr e H = e F () that is, the norm of
the thermal state is, up to statistical uctuations which vanish as 1=D, equal to the
partition function.
3.2.2 Thermal Averages
In this subsection we set X = e H=2Y e H=2 where H = Hy and Y = Y y, write




The general idea of the approach is that it suces to generate one Gaussian
random state ji to nd good estimates for hY i = Tr e HY=Tr e H = Tr X=Tr Z.
The question is if we can prove that the statistical uctuations are small in some
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sense. The problem is the following: In the simulation we generate a random state
ji and compute hjXji=hjZji. Although from Eq. (3.10) we know that variances
of these two quantities is bounded from above, we do not yet have a bound on the
variance of the ratio of them. The purpose of this subsection is to address this point.








Obviously, because of E[hjZji] = Tr Z and E[hjXji] = Tr X = Tr ZY we have
E[E(X)] = 0: (3.21)
As in the case of the variance of the thermal state, each quantity that appears in
Eq. (3.20) can take almost arbitrary values (depending on  and the dimension D).
Therefore, we have to compare the variance Var(E(X)) with the order-of-magnitude
of the terms that appear in Eq. (3.20).
The mean dierence, that is, the average absolute dierence, between the two
terms in Eq. (3.20) is bounded by










= 2hY i  2kY k; (3.22)
where kY k = max jh jY j ij is the largest (in absolute value) eigenvalue of Y . From
Eq. (3.22) it follows that if hY i = 0, the mean dierence of E(X) = 0. In general,
Eq. (3.22) shows that the \scale" of the error E(X) is set by kY k which is independent
of  and, for most applications, a linear function of the system size N .
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= (Tr X) (Tr Z) + Tr XZ
= (Tr ZY ) (Tr Z) + Tr e 2HY
= (Tr ZY ) (Tr Z) + Tr Z2Y; (3.24)
and using Eq. (3.13) and Eq. (3.14) simplies to












































  4kY k2; (3.26)
and hence we nd
Var(E(X))  4kY k2e 2(F (2) F ()); (3.27)
showing that the error E(X) vanishes exponentially with the system size N .
3.2.3 Approximate Estimates
A simple but less rigorous method to estimate averages and variances is to make use




























The advantage of this method is that it directly connects to what is done in the
simulation: we generate a Gaussian random state j > and compute ratios




where Z = e H and Y = Y y is a physical quantity of interest. From Eq. (3.24) we




























Previously, we have already shown that the second and third term in Eq. (3.31) vanish







= hY i; (3.32)





















































which is identical to Eq. (3.25). By the same arguments as those used in Section 3.2.2,
we can argue that the the approximate expression Eq. (3.33) vanishes exponentially
with the system size D. Summarizing, our rigorous and approximate treatment lead
to the same conclusions.
3.2.4 Autocorrelation Function
As an illustrative example, we consider here the signal recorded in electron spin
resonance (ESR), primarily because it is a standard example of linear response theory.
According to linear response theory, the ESR signal is related to the Fourier transform
of the autocorrelation correlation function [59]. The ESR signal averaged over a period
2T is proportional to [see Ref. [59], Eq. (7.16)]












34 CHAPTER 3. RANDOM STATE APPROACH: I
We set







C(t) cos!t dt: (3.36)
Because Y (!) = Y y(!) and X(!) = Xy(!), we can use Eq. (3.27) and nd
Var(E(X(!)))  4kY (!)k2e 2(F (2) F ()); (3.37)
showing that the variance of E(X(!)) vanishes exponentially with the system size N .
Chapter 4
Random State Approach: II
In the previous chapter, we have discussed the use of the random Gaussian state
to calculate the expectation value of hermitian operator X. In this chapter, we
introduce a dierent but related random state approach to approximate Tr X. The
main material of this chapter is based on the Ref. [22].
4.1 Theory
The trace of a matrix A acting on a D-dimensional Hilbert space spanned by an





Note that according to Eq. (4.1) we have Tr1 = D. If D is very large ,one might think
of approximating Eq. (4.1) by sampling over a subset of K(K  D) \important"
basis vector. The problem with this approach is that the notion \important" may be
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very model dependent. Therefore, it is better to sample in a dierent manner. We









cmcn hmjAjni : (4.3)












cm,pcn,p hmjAjni : (4.4)
Assuming that there is no correlation between the random numbers in dierent re-
alizations, and that the random numbers are drawn from an even and symmetric







cm,pcn,p = E(jcj2)m,n; (4.5)
where E(jcj2) denote the expectation value with respect to the probalility distribution










hnjAjni = E(jcj2)TrA; (4.6)
showing that we can compute the trace of A by sampling over random states f	pg.









meaning that the statistical error on the trace vanishes like 1=
p
S, which is not sur-
prising. What is surprising is that one can prove a much stronger result as follow.
Let us rst normalize the cn;p's so that, for all p
DX
n=1
jcn;pj2 = 1: (4.8)
This innocent looking step has far reaching consequences. First we note that the
normalization renders the method exact in the (rather trivial ) case when the matrix
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A is proportional to the unit matrix. The price we pay for this is that for xed p, the
cn;p are now correlated, but that does not cause problems [22]. Second it follows that
E(jc2j) = 1=D.





h pjAj pi = TrRA; (4.9)
where





is a traceless (due to Eq. (4.8)) Hermitian matrix of random numbers. We put X =
TrRA and compute E(jXj2). For a uniform distribution of the cn;p's on the hyper-
sphere dened by
PD










an exact expression for the variance in terms of the sample size S, the dimension D
of the matrix A and the (unknown) constants TrAyA and jTrAj [22].
Invoking a generalization of Markov's inequality [60]
P(jXj2  a)  E(jXj
2)
a
; 8 a > 0; (4.12)
where P(Q) denotes the probability for the statement Q to be true. We nd that the






aS (D + 1)
DTrAyA  jTrAj2
jTrAj2 ; 8 a > 0; (4.13)





S(D + 1)jTrAj2 ; (4.14)
if jTrAj > 0. We see that eA = 0 if A is proportional to a unit matrix. From (4.14)
it follows that, in general, we may expect eA to vanish with the square root of SD.
The prefactor is a measure for the relative spread of the eigenvalues of A and is
obviously model dependent. The dependence of eA on S, D and the spectrum of A
is corroborated by the numerical results presented below.
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It is also of interest to examine the eect of not normalizing the cn;p's. A calcu-





Clearly this bound is less sharp and does not vanish if A is proportional to a unit
matrix.
4.2 Application
It is an important problem in quantum physics to calculate the distribution of eigen-
values of large matrices. This distribution determines the thermodynamics properties
of system and is related to the single-particle density of states (DOS) or Green's
function. The most direct method to compute DOS, i.e., all the eigenvalues, is to
diagonalize the Hamiltonian of the system. However, the dimension of Hamiltonian
grows exponentially with the number of particles in a Hilbert space. A collection of
only 50 spin-1=2 particles, each of which could be identied by two complex ampli-
tudes were it isolated, requires a total of 250 complex amplitudes for its state to be
specied completely. This scaling behavior limits our ability to study these quantum
physics problems. Since it is obviously not possible to even describe the state of any-
thing but the smallest quantum systems, one must resort to various approximation
techniques to calculate properties of interest.
There has been considerable interest in developing "fast" algorithms to compute
the DOS and other similar quantities [22, 29, 58, 61{72]. A common feature of these
fast algorithms is that they solve the TDSE for a sample of randomly chosen initial
states. The eciency of this approach as a whole relies on the hypothesis, suggested
by the central limit theorem, that satisfactory accuracy can be achieved by using a
small sample of initial states.









eit Tr e itH dt; (4.16)
where H is the hamiltonian of the system and n runs over all the eigenvalues of
H. The DOS contain important information about the equilibrium properties of the
system. For instance the partition function, the energy, and the heat capacity etc..
As explained in Sections 4.1, the trace in integral (4.16) can be estimated by
sampling over random vectors. For the discussion below it is convenient to dene a
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where the subscript p labels the particular realization of the random state j	pi . The








Schematically the algorithm to compute dp() consists of the following steps:
1. Generate a random state j	p(0)i, and set t = 0.
2. Copy this state to j	p(t)i.
3. Calculate h	p(0)j	p(t)i and store the result.
4. Solve the TDSE for a small time step  , replacing j	p(t)i by j	p(t+ )i.
5. Repeat N times from Step 3.
6. Perform a Fourier transform on the tabulated result and store dp().
4.2.1 DOS of Clean Graphene












where the rst sum is taken over nearest neighbors and the second one is over the
on-site potential.
The analytical expression of the density of states of a clean graphene (ignoring the






















; t < E < 3t;
(4.20)
where F (x) is given by
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Figure 4.1: (Color online) Comparison of the analytical DOS (in units of 1=t, black
solid) with the numerical results of a sample contains 512 512 (red dash) or 4096
4096 (green dot) carbon atoms.






1  x2  1 mx2 1=2 : (4.22)
In Fig. 4.1, we compare the analytical expression Eq. (4.20) with the numerical
results of the density of states for clean graphene. One can clearly see that these
numerical results t very well the analytical expression, and the dierence between
the numerical and analytical results becomes smaller when using larger sample size
(see the dierence of a sample with 512 512 or 4096 4096 in Fig. 4.1). In fact, the
local density of states of a sample containing 4096 4096 is approximately the same
as the density of states of innite clean graphene, which indicates the high accuracy
of the algorithm.
4.2.2 DOS of Spin 1=2 Chains















where xi , 
y
i , and 
z
i denote the Pauli matrices and J ,  and h are model parameters,
can be solved exactly. They can be reduced to diagonal form by means of the Jordan-
















where c+i and ci are spin-less fermion operators and
Ai;j =  J(1 + )(i;j 1 + i 1;j)  2hi;j ; (4.25)
Bi;j =  J(1 )(i;j 1   i 1;j); (4.26)














where nk is the number operator of state k and the k's are given by the solution of
the eigenvalue equation
(A B)(A+B)k = 2k k: (4.28)
In the general case this eigenvalue problem of the LL Hermitian matrix (A B)(A+
B) is most easily solved numerically. We conne ourselves to two limiting cases: The
XY model ( = 1) and the Ising model in a transverse eld ( = 0).
Our results are in unit of J and take h = 0, except for the Ising model in a
transverse eld, where h = 0:75J . In Fig. 4.2, we show a typical result for the density
of states of the XY model and the Ising model in a transverse eld with L = 15 spins
and using S = 20 samples. The results agree very well with those obtained by solving
Eq. (4.28).
4.2.3 Optical Conductivity of Graphene
Now, we are using the random state approach to investigate the optical conductivity
of Graphene. It is known to us that Kubo's formula for the optical conductivity can
be expressed as [59]









ei(!+i")tdt h[J (t) ; J ]i g; (4.29)
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Figure 4.2: The density of states (DOS) as obtained from the real-time algorithm for
spin chains of length L = 15 and for S = 20 random initial states. TOP: XY model
with h = 0:0J , Bottom: Ising model in a transverse eld with h = 0:75J .
4.2 Application 43



















[H;P ] : (4.31)
For a generic tight binding Hamiltonian, the current operator can be written as




tij (rj   ri) c+i cj ; (4.32)
and







(ri   rj) (rj   ri)
i
c+i cj : (4.33)
The ensemble average in Eq. (4.29) is over the Gibbs distribution, and the electric
eld is given by E (t) = E0 exp (i! + ") t (" is a small parameter introduced in order
that E (t)! 0 for t!  1). In graphene, P and J are two-dimensional vectors, and

 is replaced by the area of the sample S.
In general, the real part of the optical conductivity contains two parts, the Drude
weight D (! = 0) and the regular part (! 6= 0). We omit the calculation of the Drude
weight, and focus on the regular part. For non-interacting electrons, the regular part
is [75, 76]








2Im hf (H) J (t) [1  f (H)] Ji dt;
(4.34)





with chemical potential .
In the numerical calculations, the average in Eq. (4.34) is performed over a random
phase superposition of all the basis states in the real space, i.e., the same initial state
j' (0)i in calculation of DOS. The Fermi distribution operator f (H) and 1   f (H)
can be obtained by the standard Chebyshev polynomial decomposition.








ckTk (x) ; (4.36)
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Figure 4.3: (Color online) Comparison of the numerically calculated optical conduc-
tivity. The parameters are  = 0 or 0.2t, T=300K with Eq. (4.47) (Monte carlo
integral), Eq. (4.49) (analytical I), and Eq. (4.50) (analytical II). The size of the
system is M=N=8192.
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1  x2 f (x)Tk (x) : (4.37)
























which can be calculated by the fast Fourier transform.




, where z = exp () is the fugacity,
we normalize H such that eH = H= jjHjj has eigenvalues in the range [ 1; 1] and pute =  jjHjj. Then
f
 eH = ze e eH




 eH ; (4.39)
where ck are the Chebyshev expansion coecients of
f (x) =
ze ex
1 + ze ex ; (4.40)
and the Chebyshev polynomial Tk
 eH can be obtained by the recursion relations
Tk+1
 eH  2 eHTk  eH+ Tk 1  eH = 0; (4.41)
with
T0
 eH = 1; T1  eH = eH: (4.42)
By introducing the three wave functions [29]
j'1 (t)ix = e 
iHt
~ [1  f (H)] Jx j'i ; (4.43)
j'1 (t)iy = e 
iHt
~ [1  f (H)] Jy j'i ; (4.44)
j'2 (t)i = e  iHt~ f (H) j'i ; (4.45)
we get all elements of the regular part of Re (!):










2Im h'2 (t) jJj'1 (t)i
i
dt: (4.46)
46 CHAPTER 4. RANDOM STATE APPROACH: II
Figs. 4.3 (a) and (b) show numerical results of Eq. (4.46) and the Monte carlo








































[Es (k)  Es0 (k) + !]2 + 2

h





fss0 (k) = j< k;s jj jk;s0 >j2 ; (4.48)
s; s0 =  correspond to the conduction and valence bands respectively.
In Figs. 4.3 (c) and (d), we compare our numerical results to the analytical results
obtained in Refs. [12, 78, 79], where the real part of the conductivity in the visible




























with the minimum conductivity 0 = e
2=2h. Around ! = 0 the real part of the




















As we can see from Fig. 4.3, the numerical and analytical results match very well in
the low frequency region, but not in the high frequence region. This is because the
analytical expressions are partially based on the Dirac-cone approximation, i.e., the
graphene energy bands are linearly dependent on the amplitude of the wave vector.
It is exact for the calculations of the low-frequence optical conductivity, but not for
high-frequence. Our numerical method does not use such an approximation and has
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the same accuracy in the whole spectrum. Furthermore, our numerical results also
show that the conductivity of Rexx with  = 0 in the limit of ! = 0 converges to
the minimum conductivity 0 when the temperature T ! 0 [76].
4.3 Discussion and Conclusion
In the last two chapters, we used two dierent techniques to generate random number
state.
(1) The cn;p's are obtained from a two-variable (real and imaginary part) Gaussian
random number generator.
(2) A uniform random number generator produces ffn;pg and fgn;pg with  1 
fn;p; gn;p  1. We then normalize the vector [22].
Both methods satisfy the basic requirements: x1 The random numbers are indepen-
dent in dierent realizations. x2 The random numbers are drawn from an even and
symmetric probability distribution. The rst method is known to generate num-
bers which are distributed uniformly over the hyper-surface. But the second sample
points out of a 2D-dimensional hypercube and subsequently projects the vector onto
a sphere, the points are not distributed uniformly over the surface of the unit hyper-
sphere. Although the second method does not satisfy all the mathematical conditions
that lead to the error (4.14), our numerical experiments with both generators give
identical results, within statistical errors of course.
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Chapter 5
Fingerprints of Disorder in
Graphene
We present a systematic study of the electronic, transport and optical properties of
disordered graphene including the next-nearest-neighbor hopping. We show that this
hopping has a non-negligible eect on resonant scattering but is of minor importance
for long-range disorder such as charged impurities, random potentials or hoppings
induced by strain uctuations. Dierent types of disorders can be recognized by
their ngerprints appearing in the proles of dc conductivity, carrier mobility, optical
spectroscopy and Landau level spectrum. The minimum conductivity 4e2=h found in
the experiments is dominated by long-range disorder and the value of 4e2=h is due
to resonant scatterers only.
This chapter was previously published as
P. Zhao, S. Yuan, M. I. Katsnelson, and H. De Raedt, Phys. Rev. B 92, 045437
(2015).
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5.1 Introduction
The dominant source of disorder which limits the transport and optical properties
of graphene is still under debate. Dierent mechanisms have been proposed and in-
vestigated intensively, including charged impurities, random strain uctuations and
resonant scatterers (for reviews see Refs. [1, 2]). Early on, charged impurities (CI)
have been recognized as the dominate disorders due to graphene's unusual linear
carrier-density-dependent conductivity. However, this mechanism does not explain
the experimental observations that the transport properties of certain samples are
not sensitive to the substrate screening [80, 81]. On the other hand, strain uctua-
tions (SF) induced e.g. ripples can be alternative scattering mechanism [82]; they can
be also responsible for charge inhomogeneities, that is, electron-hole puddles [83, 84].
There is experimental evidence, based on the correlation between the carrier mobility
and the width of the resistance peak around charge neutrality, that the long-range
disorder potential (LRDP) due to SF could be the dominant source of disorder in high-
quality graphene on a substrate [85]. In addition, the SF modulate the electron hop-
ping energies between dierent atomic sites, inducing the long-range disorder hopping
(LRDH), leading to the appearance of the (pseudo) vector potential [2, 86]. Another
common source of disorder are resonant scatterers (RS) such as chemical species like
hydrogen or organic groups, which also lead to a sublinear carrier-density-dependent
conductivity and a minimum conductivity plateau around the neutrality point [87, 88].
Besides the transport properties, an important part of our knowledge about the
electronic properties derives from the optical spectroscopy measurements [1, 3]. In-
frared spectroscopy experiments allow for the control of interband excitations by
means of electrical gating [4, 89]. For doped pristine graphene with nonzero chemi-
cal potential F , the optical conductivity is a step function  (!) = 0(!   2F )
at zero temperature due to Pauli's exclusion principle. However, there are exper-
imentally observed background contributions to the optical spectroscopy between
0 < ! < 2F [4, 5], which are due to the extra intraband excitations introduced
by disorder or many-body eects [4, 6{16].This opens the possibility to identify the
source of disorder via the optical measurements.
Previous theoretical investigation of disorders are mainly based on models without
considering the next-nearest-neighbor (NNN) hopping t0. The breakdown of electron-
hole symmetry resulting from t0 6= 0 shifts the position of Dirac point from zero to
3t0 [2, 90]. Recent quantum capacitance measurements indicate that the value of t0
is about 0:3eV [91], consistent with the values obtained from the density functional
calculations. It is generally thought that t0 has relatively weak eects on the phys-
ical properties of graphene at low energies [2, 12, 90, 91]. In the present chapter,
we study the electronic, transport and optical properties of graphene with dierent
types of disorders including NNN. We show that t0 has a negligible eect in combina-
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tion with long-range disorder such as CI, LRDP and LRDH, but changes the physics
dramatically when RS are present. Dierent sources of disorder can be identied
via their ngerprints in the common measurable quantities, such as dc conductivity,
carrier mobility, optical spectroscopy and Landau level spectrum etc. We will use
these ngerprints to demonstrate the dominant disorder source in several well-known
experimental measurements. This chapter is organized as follows. In section 5.2 we
gives a description of the tight-binding Hamiltonian of single layer graphene including
dierent types of disorders and NNN. In section 5.3 and 5.4, we discuss the eect of dif-
ferent disorders on the transport and optical properties of graphene. Then, we study
the Landau level spectrum and quantum capacitance in the presence of perpendicular
magnetic eld in section 5.5. Finally, a brief discussion and conclusion, including a
list of dominant disorder sources in several experiments, is given in section 5.6.
5.2 Model and Method

















where the rst sum is taken over nearest neighbors and the second one is over next-
nearest neighbors.
For CI, we consider randomly distributed point-like charges at the center of a





sign (k) e2= (jri   rkj) ; (5.2)
and the screening eect due to the substrate is taken into account by using the di-
electric constant  of the substrate. Here, according the values of sign (k) we consider
three types of CI: (1) CI0 for randomly distributed positive or negative potential
caused by charges that the whole sample holds the electric neutrality, (2) CI+ for
only positive potential and (3) CI  for only negative ones.
For LRDP, the on-site potential vi follows a corrected Gaussian prole which varies




Uk exp[  jri   rkj2 =(2d2)]; (5.3)
where rk is the k  th Gaussian centers which are randomly distributed on the lattice
with probability pv, Uk represents the strength of the local potential and is uniformly
random in the range [ v;v]; and d is interpreted as the eective radius. We use
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v = t and d = 5a to represent the long-range Gaussian potential. Here a  1:42A is
the carbon-carbon distance in the single-layer graphene.
The LRDH is introduced in a similar way as LRDP except that the nearest-









where Tk, dt and pt have similar meanings as in LRDP, and we choose t = 0:25t and
dt = 5a[16]. We want to emphasis that, although the amplitude () and radius (d) of
the Gaussian prole in the LRDH and LRDP are free parameters that can be turned
in the tight-binding model, the numerical results show little quantitative dierence as
long as these parameters are of the same order as the chosen values. In general, an
increase (decrease) of the amplitude or radius is equivalent to an increase (decrease)
of the disorder concentration.





dyi ci + h:c

; (5.5)
where V is the hopping between carbon and adatom. We consider the limiting case
with V ! 1, i.e., the electron at the impurity site is completely localized such that
the resonant scatterer behaves like vacancy [88]. In our calculations, we use t  2:7
eV and t0 = t=10 for the nearest and next-nearest neighbor hopping parameters,
respectively. The spin degree of freedom contributes only through a degeneracy factor
and, for simplicity, has been omitted in Eq. (5.1).
The calculations of the electronic and optical properties are performed by the
tight-binding propagation method (TBPM) [22, 88, 94, 95], which is based on the
numerical solution of the time-dependent Schrodinger equation and Kubo's formula.
The advantage of this method is that all the calculated quantities are extracted from
the real-space wave propagation without any knowledge of the energy eigenstates.
Furthermore one can introduce dierent kinds of (random) disorder by constructing
the corresponding TB model for a sample scaling up to micrometers. For more details
about the numerical methods we refer to Refs [16, 94]. The simulated graphene sample
contains up to 8192 8192 atoms subject to periodic boundary conditions.
5.3 Transport Properties
We rst consider the carrier-density-dependence of the microscopic conductivity  (ne)
for disordered graphene. The microscopic (or semi-classic) conductivity is calculated
from the diusive region of the charge transport, i.e., when the time-dependent dif-
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Figure 5.1: (Color online) The dc conductivity as a function of carrier density ne for
disordered graphene. Left panels show the results without the NNN hopping t0, and
right panels with t0 = 0:1t. For CI, we use  = 6 of hexagonal-boron nitride as a
typical value of dielectric constant for graphene on a substrate. The use of other 
for dierent substrate such as SiO2 does not change the results quantitatively. Here
0:01% disorder corresponds to a concentration of 3:82 1011cm 2.
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fusion coecient reaches its the maximum [96{98], and it is comparable to the con-
ductivity extracted from the eld-eect measurements. In TBPM, the microscopic
conductivity at an energy E is calculated by using the Kubo formula [94, 95]









e iEt h'j JeiHtJ jEi ;
(5.6)
where j'i is a normalized random state, jEi is the normalized quasi-eigenstate[94], J
is the current operator, 







eiEt h'j'(t)i dt: (5.7)
The measured eld-eect carrier mobility is related to the microscopic conductivity
as  (E) =  (E) =ene (E), where the carrier density ne is obtained from the integral




From the results shown in Fig. 5.1, we see that (1) including t0 has negligible eects
for CI, LRDP and LRDH, but the results for RS change dramatically. In the presence
of RS, there is a strong electron-hole asymmetry in the carrier-density-dependence of
dc conductivity. This is due to the fact that the impurity band created by RS is shifted
from the Dirac point to the hole side[99], introducing strong electron-hole asymmetry
at low energies; (2) as a consequence of this shift the conductivity plateau around
the neutrality point is also shifted to the hole side, with an impurity-concentration
dependent height and width (for very small concentration of RS, there is just as a kink
instead of a plateau, see the point indicated by an arrow in Fig. 5.1(h)) ; These features
can be observed in graphene if the concentration of generic RS is increased by exposing
the material to atomic hydrogen [87]. (3)  (ne) exhibits a sublinear dependence for
small concentration for all types of disorders, except for the hole side in the presence
of RS; (4) For LRDH,  (ne) is insensitive to the changes of the disorder concentration
(pt); (5) No matter whether t
0 is nonzero or not, linear-dependent  (ne) appears only
in CI with large concentration of nC [100], indicating that CI is the dominant source
of disorder in the experimental samples which show clearly the linear carrier-density-
dependent conductivity (such as K151 in Ref. [101], and Potassium doped samples
in Ref. [102], etc.), agree with the theoretical prediction that  (ne) / ne; (6) The
electron-hole asymmetry appears also for larger concentration of CI if there is only one
types of charge resource (CI+ and CI ). However, this asymmetry is dierent from
the one due to RS in two aspects: rst, for CI there is no kink or plateau in the prole;
second, the conductivities on both electron and hole sides decrease signicantly with
larger concentration of CI; (7) Only in the case of CI+ the conductivity on the electron
side is smaller than on the hole side with the same concentration of carrier density,
which is a unique signature of CI+. This is in concert with experiment results [5, 101].
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Figure 5.2: (Color online) The carrier mobility as a function of carrier density ne for
disorder graphene with t0.
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The eld-eect carrier mobility  can be calculated from the conductivity and
carrier-density through  = =ene. In the following we show only the results with non-
zero t0. From the results presented in Fig. 5.2, we see that (1) the carrier-dependence
of mobility  (ne) is very similar for CI
0 and LRDP; (2) for LRDH,  (ne) is insensitive
to the disorder strength; (3) electron-hole asymmetry appears for CI+, CI  and RS,
but only in the case of CI+ the electron mobility is smaller than the hole for the
same concentration of carrier density; (4) for RS, the mobility on the electron side is
insensitive to the impurity concentration, and its value can be one order of magnitude
larger than the value on the hole side. For example, considering a RS concentration
of nx = 0:025%, the electron mobility at carrier density 5 1012cm 2 is about 3; 000
(cm2V  1s 1) but the hole mobility for the same carrier density is only  300. This
signicant one order dierence of the electron and hole mobility is a unique signature
of RS; (5) with RS present, on the hole side, the carrier-density-dependent mobility is
not monotonic and  (ne) reaches a minimum at the density corresponding to the tail
of the conductivity plateau. However with RS present and t0 = 0, the drop of mobility
at the minimum is one order of magnitude larger than the experimental result.
The minimum conductivity min at the Dirac point is of the order of 4e
2=h for all
types of long-range disorders with t0 = t=10. The values of min in CI and LRDP do
not depend on t0, but change with the disorder strength such that larger concentration
of disorder leads to larger values of min. This is due to the fact that the increase of
potential sources in CI and LRDP will increase the DOS at the F , leading to more
states which can contribute to the transport. This may also explain the experimental
observations in Ref. [101] and Ref. [103] in which the low mobility does not necessary
correspond to a smaller value of min. For LRDH, the value of min for t
0 = 0 is
about two time larger than the value for t0 = t=10, but both are insensitive to the
disorder strength. For RS and t0 = 0, min is of the order of 4e2=h, independent on
the impurity concentration nx [96{98], but if t
0 = t=10, min from being of the order
of 4e2=h at small nx to 4e
2=h when nx  0:1%, consistent with the numerical results
of Ref. [98] (data not shown). Thus we conclude that our results indicate that the
minimum conductivity 4e2=h found in the experiments is dominated by long-range
disorder but that the value of 4e2=h is due to RS only. It is worth to mention that
our consideration does not take into account the eects of weak (anti) localization
which can change the behavior of conductance at very large distances [104], due to
energy smearing in our calculations. The latter works as dephasing. At the same
time, this dephasing can be physical for real samples.
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5.4 Optical Spectroscopy
The optical conductivity is calculated by using the Kubo formula [75] within TBPM[94]
as (omitting the Drude contribution at ! = 0)








2 Im h'jf (H) J (t) [1  f (H)] J j'i dt;
(5.8)
where  = 1=kBT is the inverse temperature, f (H) = 1=

e(H F ) + 1

is the Fermi-
Dirac distribution operator. Similar as for the transport properties, our numerical
calculations show that t0 has negligible eects on the optical properties of disordered
graphene, except if RS are present. In general, disorder introduces new states which
could contribute to the extra intraband excitations [4, 6{16], and therefore enhances
the optical conductivity below 2F , which might explain the observed background
contribution in the optical spectrum for 0 < ! < 2F [4, 5]. This is conrmed
by the optical conductivity of disordered graphene calculations shown in Fig. 5.3.
For disordered graphene with CI (including CI0, CI+ and CI ) there is a strong
enhancement of the optical conductivity below 2F and the enhanced spectrum forms
a plateau with disorder-dependent minimum conductivity. For LRDP, there is in
addition a disorder-dependent plateau in the optical spectrum below 2F , which is
much wider that the one due to CI. For LRDH, the enhancement of the optical
conductivity is much smaller than for other types of disorders. For RS and t0 = 0, a
disorder-dependent peak appears at !  F , which is due to the enhanced excitations
of the midgap states at the Dirac point. This peak disappears for t0 = t=10, and
instead, a disorder-dependent narrow plateau appears.
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Figure 5.3: (Color online) The optical conductivity as a function of energy for disor-
dered graphene with F = 0:1t and t
0 = 0:1t. Here 0 = e2=(2h) is the universal
optical conductivity of graphene. All along the work the temperature of optical cal-
culation is T = 45K, the same as in the experiment of Ref.[4].
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In practice, instead of varying the disorder concentration, it is easier to change the
chemical potential by applying an electrical potential to a gate. In order to compare
to the experimental data of the spectroscopy measurements [4, 5] quantitatively, we
plot in Fig. 5.4 the best t of the optical conductivity for dierent chemical potentials
ranging from 0:05t to 0:1t (since the results of CI0, CI+ and CI  are similar, we
present here only the case of CI0). The disorder concentrations shown in Fig. 5.4 are
determined by matching the minimum value of the optical conductivity plateau to
the one observed [4, 5], yielding plateau of the order of 0:10 for F  t=10. The best
match of the disorder concentrations from our simulations is pv = 0:01% for LRDP,
nC = 0:025% for CI and nx = 0:025% for RS. A direct comparison of the prole of
the spectrum between our simulations and the experiments in Ref. [4, 5] indicates
that LRDP ts best to the experiments. In Ref. [4], the carrier mobility measured for
the same device is as high as 8; 700cm2V  1s 1 at carrier densities of 2  1012cm 2,
and the LRDP also gives the highest mobility that it can reach  3; 000. For CI,
  1500, and for RS the mobility is even smaller: for electrons it is  1; 000 and for
holes  300. Therefore we conclude that the background contribution of the optical
conductivity below 2F as observed in Ref. [4] should be due mainly to the presence
of LRDP.
5.5 Landau Level Spectrum
Finally we consider the electronic properties of graphene under a perpendicular mag-
netic eld (B = 50T). The Landau quantization of the energy levels leads to separated
peaks, as shown in Fig. 5.5. In the presence of disorder, the peak amplitudes of the
Landau levels (LL) are reduced and the peaks become broader, except for LRDH
in which the inuence of disorder is much weaker than for other types of disorders.
The peak proles depend on the dierent sources of disorder. In general, for long
range disorder, the peak is still symmetric along its center, but for RS, the changes
are mainly restricted on the side with higher energy. Furthermore, the LL spectrum
exhibits electron-hole symmetry for CI0 and LRDP, but becomes asymmetric for CI+,
CI  and RS. Especially, there are two small peaks around the rst Landau level on
the hole side shown in Fig. 5.5(d), which has the same origin as for the zero LL peaks,
induced by RS [94]. The dierences that appear in the LL spectrum also appear
in quantum capacitance measurement, as the inverse of the latter is proportional to
DOS [107{110]. Therefore, we also expect a huge eect of RS on the asymmetric
quantum Hall conductivity, a topic for future research.
The quantum capacitance Cq, which is dened as Cq = e
2, can be extracted
experimentally from the total capacitance C and the geometry capacitance Cg via
1=Cq = 1=C   1=Cg. In Fig. 5.6 we show the carrier dependence of 1=, which is
proportional to 1=Cq, for dierent types of disorders under the same magnetic eld
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Figure 5.5: (Color online) Density of states as a function of energy for disordered
graphene in the presence of a uniform perpendicular magnetic eld (B = 50T).
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Figure 5.6: (Color online) The reciprocal of DOS as a function of carry density ne
for disordered graphene in the presence of a uniform perpendicular magnetic eld
(B = 50T).
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Figure 5.7: (Color online) The reciprocal of DOS as a function of carry density ne
for disordered graphene in the presence of a uniform perpendicular magnetic eld
(B = 50T).
(B = 50T). Due to the presence of disorder, the peak amplitudes decrease signicantly
except for the LRDH, in which the inuence of random hopping is negligible. The
change of the spectrum prole for each type of disorder has similar feature deduced
from the corresponding DOS. Furthermore, some characters become even more clear
in the spectrum of 1=. For example, the electron-hole asymmetry appeared in the
presence of single-type charge impurities (CI+ or CI ) is very special: the slopes of
the peaks on the hole and electron sides point to the same direction, depending on
the sign of CI (see a zoom of the rst two peaks in Fig. 5.7). This unique feature has
also been observed in the experiments1
5.6 Conclusion
We have studied the eects of dierent types of disorders on the electronic, transport
and optical properties of graphene. By comparing the results with and without the
NNN hopping, we nd that the NNN hopping has negligible eect in combination with
long-range disorder such as CI, LRDP and LRDH, but that it changes the physical
properties dramatically if RS are present. In the latter case, we nd that (1) there is
1private communication with Konstantin Novoselov.
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Table 5.1: List of the dominant disorder source in dierent experimental samples,
identied by using the ngerprints appeared in the transport or optical properties.
The gures indicated in the table are these in the corresponding reference.
Ref. Disorder Fingerprints
[85] LRDP Symmetrical  (ne) in Fig.2 (a), the minimum
conductivity plateau in Fig. 2 (b), and the relation
of mobility  versus n in Fig. 2 (c).
[87] RS Asymmetrical  (ne) of the blue and red curves in Fig. 2 (a).
[4] LRDP A plateau in the doped optical spectroscopy in Fig. 2 (b),
together with the corresponding relatively high mobility.
[5] CI+ A narrow plateau in the doped optical spectroscopy,
together with a shift of the minimum conductivity to
the electron side in Fig. 1.
[101] CI+ The electron mobility is smaller than the hole one in Fig. 2
for samples K130, K145, K151; The minimum conductivity
shifts to the electron side in Fig. 3.
[102] CI  The hole conductivity is smaller than electron one and the
minimum conductivity shifts to the hole side in Fig. 2.
[105] CI+ The hole conductivity is larger than electron one in Fig. 1
(the sample before annealing).
[106] CI A narrow plateau in the doped optical spectroscopy
in Fig. 3 (b).
an extra conductivity plateau on the hole side, with a value larger than the minimum
conductivity at the neutrality point; (2) the carrier-density-dependent mobility does
not always drop with larger carrier density but instead, it reaches a minimum at the
edge of the conductivity plateau. (3) a strong electron-hole asymmetry appears in
the carrier-density-dependent transport properties and Landau level spectrum; (4)
the minimum conductivity at the shifted Dirac point is no longer a constant, but
drops to 4e2=h when the impurity concentration is larger than 0:05%. For long-
range disorder, the minimum conductivity for t0 = t=10 is of the order of 4e2=h and
increases with larger disorder concentration for CI and LRDP, but remains the same
for LRDP. The mobility always becomes smaller with larger concentration of disorder,
however, the minimum conductivity does not follow the same rule, consistent with
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the transport measurement [101, 103]. For doped graphene, the presence of disorder
introduces extra excitations below 2F but the proles of the optical spectra are
dierent for dierent types of disorders.
As an example of using the ngerprints discussed in the main text, we collect the
dominant source of disorder in several well-known experiments and list them in Table
I. Dierent types of disorders such as CI (including CI0, CI+ and CI ), LRDP and
RS have been identied in dierent experiments, except for the LRDH which has been
proved to have negligible inuence to the electronic properties. The results obtained
in Table 5.1 also suggest the dominant source of disorder may vary from sample to
sample.
In summary, we suggest that the dierent but characteristic features that appear in
the calculated electronic, transport and optical properties can be used as ngerprints
to identify the dominant sources of disorder in graphene.
Chapter 6
Dynamics of open quantum
spin systems: An assessment of
the quantum master equation
Data of the numerical solution of the time-dependent Schrodinger equation of a system
containing one spin-1/2 particle interacting with a bath of up to 32 spin-1/2 particles
is used to construct a Markovian quantum master equation describing the dynamics
of the system spin. The procedure of obtaining this quantum master equation, which
takes the form of a Bloch equation with time-independent coecients, accounts for
all non-Markovian eects in as much the general structure of the quantum master
equation allows. Our simulation results show that, with a few rather exotic exceptions,
the Bloch-type equation with time-independent coecients provides a simple and
accurate description of the dynamics of a spin-1/2 particle in contact with a thermal
bath. A calculation of the coecients that appear in the Redeld master equation in
the Markovian limit shows that this perturbatively derived equation quantitatively
diers from the numerically estimated Markovian master equation, the results of
which agree very well with the solution of the time-dependent Schrodinger equation.
This chapter was previously published as
P. Zhao, H. De Raedt, S. Miyashita, F. Jin, and K. Michielsen, Physical Review E
94, 022126 (2016).
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6.1 Introduction
In general, a physical system can seldom be considered as completely isolated from
its environment. Such closed systems can and should, of course, be studied in great
detail. However, as they lack the ability to interact with the environment in which
they are embedded or with the apparatus that is used to perform measurements on
it, such studies do not include the eects of the, usually uncontrollable, environment
which may aect the dynamics of the system in a non-trivial manner. The alternative
is to consider the system of interest as an open system that is a system interacting
with its environment.
The central idea of theoretical treatments of open quantum systems is to derive
approximate equations of motion of the system by elimination of the environmental
degrees of freedom [18, 111{113]. In 1928, Pauli derived a master equation for the oc-
cupation probabilities of a quantum subsystem interacting with the environment [114].
Since then, various methods have been developed to derive quantum master equations
starting from the Liouville-von Neumann equation for the density matrix of the whole
system [18, 111{113, 115]. In order to obtain an equation of motion for the system
which is tractable and readily amenable to detailed analysis, it is customary to make
the so-called Markov approximation, which in essence assumes that the correlations
of the bath degrees of freedom vanish on a short time span.
Without reference to any particular model system, in 1970, Lindblad derived a
quantum master equation which is Markovian and which preserves positivity (a non-
negative denite density matrix) during the time evolution [113, 116]. The applica-
bility of the Lindblad master equation is restricted to baths for which the time cor-
relation functions of the operators that couple the system to the bath are essentially
-functions [117], an assumption that may be well justied in quantum optics [115].
Using second-order perturbation theory, Redeld derived a master equation which
does not require the bath correlations to be approximately -functions in time [18].
The Redeld master equation has found many applications to problems where the
dynamics of the bath is faster than that of the system, for instance to the case of
nuclear magnetic resonance in which the system consists of one spin coupled to other
spins and/or to phonons. This approach and variations of it have been successfully
applied to study the natural linewidth of a two-level system [19, 118, 119], systems of
interacting spins [120] and nonlinear spin relaxation [121].
The Redeld master equation can be systematically derived from the principles
of quantum theory but only holds for weak coupling. However, the Redeld master
equation may lead to density matrices that are not always positive, in particular when
the initial conditions are such that they correspond to density matrices that close to
the boundary of physically admissible density matrices [122, 123].
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Obviously, the eect of the nite correlation time of the thermal bath becomes
important when the time scale of the system is comparable to that of the thermal
bath. Then the Markovian approximation may no longer be adequate and in deriving
the quantum master equation, it becomes necessary to consider the non-Markovian
aspects and to treat the initial condition correctly [113, 124{132].
By introducing the concept of slippage in the initial conditions, it was shown that
the Markovian equations of motion obtained in the weak coupling regime are a con-
sistent approximation to the actual reduced dynamics and that slippage captures the
eects of the non-Markovian evolution that takes place in a short transient time, of
the order of the relaxation time of the isolated bath [122]. Provided that nonlocal
memory eects that take place on a very short time scale are included, the Markovian
approximation that preserves the symmetry of the Hamiltonian yields an accurate
description of the system dynamics [122]. Following up on this idea, a general form
of a slippage operator to be applied to the initial conditions of the Redeld master
equation was derived [117]. The slippage was expressed in terms of an operator de-
scribing the non-Markovian dynamics of the system during the time in which the bath
relaxes on its own, relatively short, time scale. It was shown that the application of
the slippage superoperator to the initial density matrix of the system yields a Redeld
master equation that preserves positivity [117]. Apparently, the dierence between
the non-Markovian dynamics and its Markovian approximation can be reduced sig-
nicantly by rst applying the slippage operator and then letting the system evolve
according to the Redeld master equation [117].
The work discussed and cited earlier almost exclusively focuses on models of the
environment that are described by a collection of harmonic oscillators. In contrast,
the focus of this chapter is on the description of the time evolution of a quantum
system with one spin-1/2 degree of freedom coupled to a larger system of similar
degrees of freedom, acting as a thermal bath. Our reasons for focusing on spin-1/2
models are twofold.
First, such system-bath models are relevant for the description of relaxation pro-
cesses in nuclear magnetic and electron spin resonance [17{19] but have also applica-
tions to, e.g. the eld of quantum information processing, as most of the models used
in this eld are formulated in terms of qubits (spin-1/2 objects) [20, 21].
Secondly, the aim of the present work is to present a quantitative assessment of the
quantum master equation approach by comparing the results with those obtained by
an approximation-free, numerical solution of the time-dependent Schrodinger equation
of the system+bath. The work presented in this chapter diers from earlier numerical
work on dissipative quantum dynamics [133{137] by accounting for the non-trivial
many-body dynamics of the bath without resorting to approximations, at the expense
of using much more computational resources. Indeed, with state-of-the-art computer
hardware, e.g the IBM BlueGene/Q, and corresponding simulation software [138],
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it has become routine to solve the time-dependent Schrodinger equation for systems
containing up to 36 spin-1/2 objects. As we demonstrate in this chapter, this allows us
to mimic a large thermal bath at a specic temperature and solve for the full dynamic
evolution of a spin-1/2 object coupled to the thermal bath of spin-1/2 objects.
From the numerically exact solution of the Schrodinger dynamics we compute
the time-evolution of the density matrix of the system and by least-square tting,
obtain the \optimal" quantum master equation that approximately describes the same
time-evolution. For a system of one spin-1/2 object, this quantum master equation
takes the form of a Bloch equation with time-independent coecients. Clearly, this
procedure of obtaining the quantum master equation is free of any approximation and
accounts for all non-Markovian eects in as much the general structure of the quantum
master equation allows. Our simulation results show that, with a few rather exotic
exceptions, the Bloch-type equation with time-independent coecients provides a
very simple and accurate description of the dynamics of a spin-1/2 object in contact
with a thermal bath.
This chapter is organized as follows. In section 6.2, we give the Hamiltonians that
specify the system, bath and system-bath interaction. Section 6.3 briey reviews the
numerical techniques that we use to solve the time-dependent Schrodinger equation,
to compute the density matrix, and to prepare the bath in the thermal state at a given
temperature. We also present simulation results that demonstrate that the method
of preparation yields the correct thermal averages. For completeness, Sec. 6.4 reca-
pitulates the standard derivation of the quantum master equation, writes the formal
solution of the latter in a form that is suited for our numerical work and shows that
the Redeld equations have this form. We then use the simulation tool to compute
the correlations of the bath-operators that determine the system-bath interaction and
discuss their relaxation behavior. Section 6.5 explains the least-square procedure of
extracting, from the solution of the time-dependent Schrodinger equation, the time-
evolution matrix and the time-independent contribution that determine the \optimal"
quantum master equation. This least-square procedure is validated by its application
to data that originate from the Bloch equation, as explained in Appendix A. In
Sec. 6.6, we specify the procedure by which we t the quantum master equation to
the data obtained by solving the time-dependent Schrodinger equation and present
results of several tests. The results of applying the tting procedure to baths con-
taining up to 32 spins are presented in Sec. 6.7. Finally, in Sec. 6.8, we discuss some
exceptional cases for which the quantum master equation is not expected to provide
a good description. The chapter concludes with the summary, given in Sec. 6.9.
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6.2 System coupled to a bath: Model
The Hamiltonian of the system (S) + bath (B) takes the generic form
H = HS +HB + HSB: (6.1)
The overall strength of the system-bath interaction is controlled by the parameter
. In this work, we limit ourselves to a system which consists of one spin-1/2 object
described by the Hamiltonian
HS =  hxx0 ; (6.2)












n) denote the Pauli-spin matrices for spin-1/2
object n, and hx is a time-independent external eld. Throughout this chapter, we
adopt units such that ~ = 1 and hx = 1=2 and express time in units of =hx. We will
use the double notation with the (x; y; z) and (1; 2; 3) superscripts because depending
on the situation, it simplies the writing considerably.



























where NB is the number of spins in the bath, the J

n are real-valued random numbers
in the range [ J;+J ] and





















are the bath operators which, together with the parameter , dene the system-bath
interaction. As the system-bath interaction strength is controlled by , we may set
J = 1=4 without loss of generality.

























The elds hxn and h
z
n are real-valued random numbers in the range [ hxB;+hxB] and




for  = x; y; z. Note that we could have opted equally well to use open-
end boundary conditions but for the sake of simplicity of presentation, we choose
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the periodic boundary conditions. For  = 1, the rst term in Eq. (6.5) is the
Hamiltonian of the one-dimensional (1D) Heisenberg model on a ring.



































n's are uniform random numbers in the range [ K;K].
Because of the random couplings, it is unlikely that it is integrable (in the Bethe-
ansatz sense) or has any other special features such as conserved magnetization etc.
The bath Hamiltonians (6.5) and (6.6) both share the property that the distribu-
tion of nearest-neighbor energy levels is of Wigner-Dyson-type, suggesting that the
correspondig classical baths exhibit chaos. Earlier work along the lines presented in
this chapter has shown that spin baths with a Wigner-Dyson-type distribution are
more eective as sources for fast decoherence than spin baths with Poisson-type distri-
bution [139]. Fast decoherence is a prerequisite for a system to exhibit fast relaxation
to the thermal equilibrium state [140, 141]. Extensive simulation work on spin-baths
with very dierent degrees of connectivity [142{145] suggest that as long as there is
randomness in the system-bath coupling and randomness in the intra-bath couplings,
the simple models (6.5) and (6.6) may be considered as generic spin baths.

































where the Kxn;n0 's, K
y
n;n0 's, and K
z
n;n0 's are uniform random numbers in the range
[ K;K], and Phn;n0i denotes the sum over all pairs of nearest neighbors on a three-
dimensional (3D) cubic lattice. Again, because the random couplings and the 3D
connectivity, it is unlikely that it is integrable or has any other special features such
as conserved magnetization etc. As the solution of the time-dependent Schrodinger
equation (TDSE) for the 3D model Eqs. (6.7) takes about a factor of 2 more CPU
time than in the case of a 1D model with the same number of bath spins, in most of
our simulations we will use the 1D models and only use the 3D model to illustrate
that the connectivity of the bath is not a relevant factor.
6.3 Quantum dynamics of the whole system
The time evolution of a closed quantum system dened by Hamiltonian (6.1) is gov-




j	(t)i = Hj	(t)i: (6.8)
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The pure state j	(t)i of the whole system S + B evolves in time according to





c(i; p; t)ji; pi; (6.9)
where DS = 2 and DB = 2
NB are the dimensions of the Hilbert space of the system
and bath, respectively. The coecients fc(i; p; t)g are the complex-valued amplitudes
of the corresponding elements of the set fji; pig which denotes the complete set of the
orthonormal states in up{down basis of the system and bath spins.
The size of the quantum systems that can be simulated, that is the size for
which Eq. (6.9) can actually be computed, is primarily limited by the memory re-
quired to store the pure state. Solving the TDSE requires storage of all the numbers
fc(i; p; t)ji = 1; 2 ; p = 1; : : : ; 2NBg. Hence the amount of memory that is required
is proportional to 2NB+1, that is it increases exponentially with the number of spins
of the bath. As the number of arithmetic operations also increases exponentially, it
is advisable to use 13 - 15 digit oating-point arithmetic (corresponding to 16 = 24
bytes for each pair of real numbers). Therefore, representing a pure state of NB + 1
spin-1=2 objects on a digital computer requires at least 2NB+5 bytes. For example, for
NB = 23 (NB = 35) we need at least 256 MB (1 TB) of memory to store a single state
j	(t)i. In practice we need storage for three vectors, and memory for communication
buers, local variables and the code itself.
The CPU time required to advance the pure state by one time step  is primarily
determined by the number of operations to be performed on the state vector, that is
it also increases exponentially with the number of spins. The elementary operations
performed by the computational kernel can symbolically be written as j	i  U j	i
where the U 's are sparse unitary matrices with a relatively complicated structure. A
characteristic feature of the problem at hand is that for most of the U 's, all elements
of the set fc(i; p; t)ji = 1; 2 ; p = 1; 2NBg are involved in the operation. This translates
into a complicated scheme for eciently accessing memory, which in turn requires a
sophisticated communication scheme [138].
We can exclude that the conclusions that we draw from the numerical results are
aected by the algorithm used to solve the TDSE by performing the real-time prop-
agation by e itH by means of the Chebyshev polynomial algorithm [32{35]. This
algorithm is known to yield results that are very accurate (close to machine preci-
sion), independent of the time step used [36]. A disadvantage of this algorithm is that,
especially when the number of spins exceeds 28, it consumes signicantly more CPU
and memory resources than a Suzuki-Trotter product-formula based algorithm [36].
Hence, once it has been veried that the numerical results of the latter are, for prac-
tical purposes, as good as the numerically exact results, we use the latter for the
simulations of the large systems.
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6.3.1 Density matrix
According to quantum theory, observables are represented by Hermitian matrices
and the correspondence with measurable quantities is through their averages dened
as [146]
hAi = Tr (t)A; (6.10)
where A denotes a Hermitian matrix representing the observable, (t) is the density
matrix of the whole system S+B at time t and Tr denotes the trace over all states of
the whole system S+B. If the numerical solution of the TDSE for a pure state ofNB+1
spins already requires resources that increase exponentially with the number of spins
of the bath, computing Eq. (6.10) seems an even more daunting task. Fortunately,
we can make use of the \random-state technology" to reduce the computational cost
to that of solving the TDSE for one pure state [147]. The key is to note that if ji
is a pure state, picked randomly from the 2NB+1-dimensional unit hypersphere, one
can show in general that for Hermitian matrices A [147]
Tr A = DhjAji  O(D 1=2); (6.11)
where D is the number of diagonal elements of the matrix A (= the dimension of the
Hilbert space) and O(x) should be read as saying that the standard deviation is of
order x. For the case at hand D = 2NB+1, hence Eq. (6.11) indicates that for a large
bath, the statistical errors resulting from approximating Tr A by hjAji vanishes
exponentially with the number of bath spins. For large baths, this property makes
the problem amenable to numerical simulation. Therefore, from now on, we replace
the \Tr " by a matrix element of a random pure state whenever the trace operation
involves a number of states that increases exponentially with the number of spins (in
the present case, bath spins only).
The state of the system S is completely described by the reduced density matrix
S(t)  TrB(t); (6.12)
where (t) is the density matrix of the whole system S + B at time t, TrB denotes
the trace over the degrees of freedom of the bath, and TrSS(t) = Tr (t) = 1. In
practice, as the dimension of the Hilbert space of the bath may be assumed to be
large, we can, using the \random-state technology", compute the trace over the bath




c(i; p; t)c(j; p; t) hi; pjAjj; pi: (6.13)
In the case that the system contains only one spin, which is the case that we con-
sider in the present work, the reduced density matrix can, without loss of generality,




















where x(t) = 1(t), y(t) = 2(t) and z(t) = 3(t) are real numbers. Making use of
the \random-state technology", it follows immediately from Eq. (6.14) that
1(t) = x(t) = TrSS(t)
x
0 = Tr (t)
x
0  h	(t)jx0 j	(t)i
2(t) = y(t) = TrSS(t)
y
0 = Tr (t)
y
0  h	(t)jy0 j	(t)i
3(t) = z(t) = TrSS(t)
z
0 = Tr (t)
z
0  h	(t)jz0 j	(t)i: (6.15)
Therefore, to obtain (accurate approximations to) the expectation values of the system
operators we compute the expressions that appear in the left-hand side of Eq. (6.15)
using the numerical solution of the TDSE in the form given by Eq. (6.9).
6.3.2 Thermal equilibrium state
As a rst check on the numerical method, it is of interest to simulate the case in
which the system+bath are initially in thermal equilibrium and study the eects of
the bath size NB and system-bath interaction strength  on the expectation values
of the system spin.




hje H ji1=2 ; (6.16)
where  denotes the inverse temperature. As one can show that for any observable
A(t) [147]
hA(t)i = Tr e
 HA(t)
Tr e H
= h()jA(t)j()i  O(D 1=2); (6.17)
we can use h()jAj()i to estimate hA(t)i. As e H commutes with e itH , hA(t)i =
hA(t = 0)i is time independent. Excluding the trivial case that [H;A(t)] = 0,
h()jA(t)j()i = h()je+itHAe itH j()i depends on time: indeed, in general
the random state j()i is unlikely to be an eigenstate of H. Therefore, the simula-
tion data obtained by solving the TDSE with j()i as the initial state should display
some time dependence. However, from Eq. (6.17), it follows directly that the time
dependent contributions will vanish very fast, namely as D 1=2. Hence this time de-
pendence, an artifact of using \random state technology", reveals itself as statistical
uctuations and can be ignored.
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For the system in thermal equilibrium at the inverse temperature  we have
hx0 i = tanh(hx) ; hy0 i = 0 ; hz0i = 0: (6.18)
In Fig. 6.1 we show simulation results for a bath at  = 2 for NB = 13 (left) and
NB = 28 spins (right). If the system-bath interaction is suciently weak then, from
Eq. (6.18), we expect that hx0 i  tanhhx which for hx = 1 yields hx0 i  0:762.
From the TDSE solution with NB = 13, it is clear that the spin averages uctuate
(due to the use of the random thermal state which is not an eigenstate of H). As
expected, for NB = 28 the uctuations are much smaller, in concert with Eq. (6.17).
Computing the time averages for a bath with NB = 13 and for the time interval















dt h()jz0(t)j()i =  0:01(0:05); (6.19)
where the numbers in parenthesis give the standard deviation. For NB = 28 and for















dt h()jz0(t)j()i = 0:00(0:01); (6.20)
indicating that for most practical purposes, a bath of NB = 28 spin may be suciently
large to mimic an innitely large bath. The numbers in Eq. (6.20) also give an
indication of the statistical uctuations that we may expect for a bath containing
NB = 28 spins. For the model parameters and the value of  chosen, the second-order
corrections in  are of the order of 0:01 and are hidden in the statistical uctuations,
suggesting that values of   0:1 are within the perturbative regime.
The latter statement is not as obvious as it may seem. To rst order in , we have
hx0 i = hx0 iS    (hx0 iS   1) hBxiB; (6.21)
where h:iS and h:iB denote the thermal equilibrium averages with respect to the system
and bath, respectively. For the sake of argument, consider the case thatK = 0, hzn = 0





































Figure 6.1: (color online) Time evolution of the average of the system spin as ob-
tained by solving the TDSE with a random thermal state at  = 2 as the initial state.
The Hamiltonian of the bath is given by Eq. (6.5) with K =  1=4 and  = 1 (an-
tiferromagnetic Heisenberg model), The parameters of the system-bath Hamiltonian
Eq. (6.3) are J = 1=4 and hxB = h
z
B = 1=8. The system-bath interaction  = 0:1. (a)
NB = 13; (b) NB = 28. Lines connecting the data points are guide to the eye.
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and hxn = h
x
B for all n = 1; : : : ; NB (the same reasoning applies to the contributions
of second order in ). Then, Eq. (6.21) becomes
hx0 i = tanh(hx) + NB(1  tanh(hx)) tanh(hxB); (6.22)
showing that the contribution of the \perturbation term" increases with the number
of spins in the bath. In other words, it is not sucient to consider small values of .
For the perturbation by the bath to be weak, it is necessary that NB is small. In this
respect the spin bath considered in this chapter is not dierent from e.g. the standard
spin-boson model [113]. In our simulation work, we adopt a pragmatic approach: we
simply compute the averages and compare them with the theoretical results of the
isolated system (as we did above). The coupling  is considered to be small enough
if the corrections are hidden in the statistical uctuations.
6.4 Quantum master equation: generalities
We are interested in the dynamics of a system, the degrees of freedom of which interact
with other degrees of freedom of a \bath", \environment", etc. The combination of
system + bath forms a closed quantum system. When we consider the system only,
we say that we are dealing with an open quantum system. The quantum state of the





where H is the Hamiltonian of the system + bath (recall that we adopt units such
that ~ = 1).
The \relevant" part of the dynamics may formally be separated from the \uninter-
esting" part by using the Nakajima-Zwanzig projection operator formalism [111, 112].
Let P be the projector onto the \relevant" part and introduce the Liouville operator




= PLP(t) + PLQ(t); (6.24)
@Q(t)
@t
= QLP(t) +QLQ(t): (6.25)
Note that because H is Hermitian, iL, iPLP and iQLQ are Hermitian too. The
formal solution of the matrix-valued, inhomogeneous, linear, rst-order dierential
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equation Eq. (6.25) reads as
Q(t) = etQLQQ(t = 0) +
Z t
0
du euQLQQLP(t  u); (6.26)
as can be veried most easily by calculating its derivative with respect to time and








We are primarily interested in the time evolution of the system. Therefore, we
choose P such that it projects onto the system variables and we perform the trace
over the bath degrees-of-freedom. A common choice for the projector P is [113, 117,
122, 128, 130, 131]






is the density matrix of the bath in thermal equilibrium. Accordingly, the density
matrix of the system is given by
S(t) = TrBP(t) = TrB(t); (6.30)
consistent with Eq. (6.12).
In the present work, we will mostly consider initial states that are represented by
the direct-product ansatz
(t = 0) = SB; : (6.31)
but occasionally, we also consider as an initial state, the thermal equilibrium state of
the system + bath, that is (t = 0) = e H=Tr e H , see Sec. 6.3.2. The direct-
product ansatz Eq. (6.31) not only implies Q(t = 0) = 0 but also denes the initial
condition for Eq. (6.27). In general, this initial condition may be incompatible with
the initial condition for the TDSE of the whole system, which may aect the dynamics
on a time-scale comparable to the relaxation time of the bath [130].






du TrBPLQeuQLQQLP(t  u); (6.32)
which is not a closed equation for S(t) yet [128].
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Using the explicit form of the Hamiltonian Eq. (6.1), the rst term in Eq. (6.32)
may be written as TrBPLP(t) = L0S(t) where for any system operator XS,
L0XS   i
(















Using representation Eq. (6.14), multiplying both sides of Eq. (6.34) by j0, per-
forming the trace over the system degree of freedom, and denoting (t) = (1(t); 2(t); 3(t)),

























As we have only made formal manipulations, solving Eq. (6.35) of the system is just
as dicult as solving Eq. (6.23) of the whole system. In other words, in order to
make progress, it is necessary to make approximations. A common route to derive an
equation which can actually be solved is to assume that  is suciently small such
that perturbation theory may be used to approximate the second term in Eq. (6.34)
and that it is allowed to replace S(u) in Eq. (6.34) by S(t) [113].
As the purpose of the present work is to scrutinize the approximations just men-
tioned by comparing the solution obtained from the Markovian quantum master equa-
tion with the one obtained by solving the TDSE, we will not dwell on the justication
of these approximations and derivation of this equation itself, but merely state that
the result of making these approximations is an equation that may be cast in the form
@(t)
@t
= A(t) + b: (6.37)
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In the following we will refer to Eq. (6.37) as \the" quantummaster equation (QMEQ).
In Sec. 6.4.1 we give a well-known example of a quantum master equation that is of
the form Eq. (6.37).
The formal solution of Eq. (6.37) reads as





(t+ ) = eA(t) +
Z 
0






does not depend on time. Equation (6.39) directly connects to the numerical work
because in practice, we solve the TDSE with a nite time step  .
Generally speaking, as a result of the coupling to the bath, the system is expected
to exhibit relaxation towards a stationary state, meaning that (t)  (1) for t
suciently large. If such a stationary state exists, it follows from Eq. (6.39) that
(1)  eA(1) +B or that B  (1  eA)(1), yielding
(t+ )  (1)  eA((t)  (1)): (6.41)
Equation (6.41) suggests that the existence of a stationary state implies that there is
no need to determine B. However, numerical experiments with the Bloch equation
model (see Appendix A) show that using Eq. (6.41), a least-square t to solution of
the Bloch equation often fails to yield the correct eA. Therefore, as explained in
Sec. 6.5, we will use Eq. (6.39) and determine both eA and B by least-square tting
to TDSE or Bloch equation data.
We can now formulate more precisely, the procedure to test whether or not a
quantum master equation of the form Eq. (6.37) provides a good approximation to
the data k(t) = hk(t)i obtained by solving the TDSE of the system interacting with
the bath using a time step  . To this end, we use the latter data to determine the
matrix eA and vector B such that, in a least square sense, the dierence between
the data obtained by solving Eq. (6.39) for a substantial interval of time and the
corresponding TDSE data is as small as possible. If the values of (t) computed
according to Eq. (6.39) are in good agreement with the data k(t), one might say
that at least for the particular time interval studied, there exists a mapping of the
Schrodinger dynamics of the system onto the QMEQ Eq. (6.37).
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6.4.1 Markovian quantum master equation: Example






















 itHske+itHs ; j = 1; 2; 3; (6.43)
where Cjk(t) = TrBBBj(t)Bk(0) are the correlations of the bath operators [117].
The specic form of Cjk(t) is not of interest to us at this time (but also see Sec. 6.7).
For what follows, it is important that the specic form Eq. (6.43) of the operators Rj













dt (Cj2(t) cos 2h





dt (Cj3(t) cos 2h
xt  Cj2(t) sin 2hxt) ; (6.45)
do not depend on time (due to the Markov approximation).
As a rst step, we want to derive from Eq. (6.42), the corresponding equations in
terms of the k(t)'s. This can be done by using representation Eq. (6.14), multiplying
both sides of Eq. (6.42) with k for k = 1; 2; 3 and taking the trace, a calculation for






   rR22 + rR33 1 + rR212 + rR313
d2
dt

















=  hx2 + 42










where we used the notation z = zR + izI. It directly follows that Eq. (6.46) can
be written in the form Eq. (6.37). It is straightforward to show that this holds for
quantum master equations of the Lindblad form as well.





















































Figure 6.2: (color online) The absolute values of three of the nine bath-operator
correlations Eq. (6.47) as obtained by solving the TDSE for a bath of NB = 32
spins with a random thermal state at  = 1 as the initial state. The bath-operator
correlations that have absolute values that are too small to be seen on the scale of
the plot have been omitted. The parameters of the system-bath Hamiltonian HSB are
J = 1=4 and hxB = h
z
B = 1=8. (a) the bath Hamiltonian HB is given by Eq. (6.5) with
K =  1=4 and  = 1 (antiferromagnetic Heisenberg model) and  = 0; (b) same
as (a) except that  = 0:1; (c) the bath Hamiltonian HB is given by Eq. (6.6) with
K = 1=4 and  = 0; (d) same as (a) except that  = 0:1.
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6.4.2 Bath correlations
A crucial assumption in deriving the QMEQ Eq. (6.37) from the exact equation
Eq. (6.34) is that the correlations of the bath decay on a short time scale, short
relative to the time scale of the motion of the system spin [113]. Moreover, in the
perturbative derivation of quantum master equations, such as the Redeld master
equation, it is assumed that the time evolution of the bath operators is governed by
the bath Hamiltonian only [113].
Having the time evolution of the whole system at our disposal, we can compute,
without additional assumptions or approximations, the correlations
C(i; j; t) = Tr(t = 0)Bi(t)Bj(0) ; i; j = 1; 2; 3; (6.47)
of the bath operators Eq. (6.4). Note that in general, Eq. (6.47) is complex-valued
and that, because of the choice Eq. (6.31), C(i; j; t) = Cij(t) if  = 0. Of particular
interest is the question whether, for the chosen value of the system-bath interaction
, the dynamics of the system spin signicantly aects the bath dynamics.
In Fig. 6.2 we present simulation results of the correlations jC(i; i; t)j for a bath of
NB = 32 spins, for dierent choices of the bath Hamiltonian, and with and without
system-bath interaction. The calculation of the nine correlations Eq. (6.47) requires
solving four TDSEs simultaneously, using as the initial states the random thermal
state j	()i, B1j	()i, B2j	()i, and B3j	()i. As the whole system contains 33
spins, these calculations are fairly expensive in terms of CPU and memory cost. One
such calculation needs somewhat less than 1TB memory to run and takes about 5
hours using 65536 BlueGene/Q processors which, in practice, limits the time interval
that can be studied.
In all four cases, the absolute values of correlations for i 6= j are much smaller
than those for i = j and have therefore been omitted in Fig. 6.2. The remaining three
correlations decay rapidly but, on the time scale shown, are denitely non-zero at
t = 20. Comparison of the top and bottom gures of Fig. 6.2 may suggest that the
bath correlations decay faster if the bath is described by the antiferromagnetic Heisen-
berg model (6.5) than if the bath Hamiltonian has random couplings [see Eq. (6.6)].
However, this is a little misleading. For the bath Hamiltonian with random couplings
Kn in the range [ 1=4; 1=4], we have hjKn ji  1=8. On the other hand, for the anti-
ferromagnetic Heisenberg bath we have K =  1=4 roughly indicating that the bath
dynamics may be about two times faster than in the case of the bath Hamiltonian
with random couplings. The presence of random couplings renders the quantitative
comparison of the relaxation times non-trivial. However, from Fig. 6.2 it is clear that
as a bath, the antiferromagnetic Heisenberg model performs better than the model
with random interactions in the sense that for t > 10 the correlations of the former
seem to have reached a stationary state whereas in the case of the latter, they do not.
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Moreover, using the full Hamiltonian ( = 0:1) instead of only the bath Hamiltonian
to solve the TDSE, for t > 10 the changes to the correlations are less pronounced if
the bath is an antiferromagnetic Heisenberg model than if the bath has random inter-
actions. Based on these results, it seems advantageous to adopt the antiferromagnetic
Heisenberg model (K =  1=4) as the Hamiltonian of the bath.
Qualitatively, in all cases, the correlations are either small for all t or decrease
by about order of magnitude on a short time scale (t < 10), indicating that the
approximations that changed Eq. (6.35) into Eq. (6.37) may apply to the spin model
we are considering.
6.5 Algorithm to extract eA and B from TDSE data
Recall that our primary objective is to determine the Markovian master equation
Eq. (6.37) which gives the best (in the least-square sense) t to the solution of the
TDSE. Obviously, this requires taking into account the full motion of the system spin,
not only the decay envelope, over an extended period of time.
The numerical solution of the TDSE of the full problem yields the data k(t) =
hk(t)i. In this section, we consider these data as given and discuss the algorithm
that takes as input the values of k(t) and returns the optimal choice of the matrix
eA and vector B, meaning that we minimize the least-square error between the data
fk(t)g and the corresponding data, obtained by solving Eq. (6.39).
Denoting k(n)  k(n), it follows that if Eq. (6.39) is assumed to hold, we must
have0@ 1(1) 1(2) : : : 1(N)2(1) 2(2) : : : 2(N)
3(1) 3(2) : : : 3(N)
1A =






1(0) 1(1) : : : 1(N   1)
2(0) 2(1) : : : 2(N   1)
3(0) 3(1) : : : 3(N   1)
1 1 1 1
1CCA ;
(6.48)
where N is the number of time steps for which the solution of the TDSE is known.
We may write Eq. (6.48) in the more compact form
Z = YX; (6.49)
where Z is a 3 N matrix of data, Y is a 3  4 matrix that we want to determine,
and X is a 4N matrix of data.
86
CHAPTER 6. DYNAMICS OF OPEN QUANTUM SPIN SYSTEMS:
AN ASSESSMENT OF THE QUANTUM MASTER EQUATION
We determine Y by solving the linear least square problem, that is we search for
the solution of the problem minY jjZ YXjj2. A numerically convenient way to solve
this minimization problem is to compute the singular value decomposition [148, 149]
of X = UVT where U is an orthogonal 3  3 matrix,  is the 3 N matrix with
the singular values of X on its diagonal, and VT is an orthogonal N N matrix. In
terms of these matrices we have
Y = ZV+UT ; (6.50)
where + is the pseudo-inverse of , which is formed by replacing every non-zero
diagonal entry of  by its reciprocal and transposing the resulting matrix.
Numerical experiments show that the procedure outlined above is not robust: it
sometimes fails to reproduce the known eA and B = 0, in particular in the case
that eA is (close to) an orthogonal matrix. Fortunately, a straightforward extension
renders the procedure very robust. The key is to use data from three runs with
dierent initial conditions. This also reduces the chance that the estimates of eA
and B are good by accident. In practice, we take the initial states to be orthogonal
(see Sec. 6.6 for the precise specication).








but now Z = (Z(1) Z(2) Z(3)) andX = (X(1)X(2)X(3)) are 33N and 43N matrices
of data, respectively. Using Eq. (6.50) we compute
Y =






from which the matrix eA and vector B immediately follow. In Appendix A, we
discuss the method that we used to validate the extraction method.
6.6 Fitting a quantum master equation to the solu-
tion of the TDSE
The procedure to test the hypothesis as to whether the QMEQ Eq. (6.37) provides a
good approximation to the exact TDSE of a (small) system which is weakly coupled
to a (large) environment can be summarized as follows:
1. Make a choice for the model parameters hxB, h
z
B, K, , and the system-bath
interaction , for the number of bath spins NB, the inverse temperature  of
the bath, and the time step  ( = 1 unless mentioned explicitly).



























Figure 6.3: (color online) Comparison between the spin averages as obtained by solv-
ing the TDSE (solid lines) and the QMEQ (solid circles) with eA and B extracted
from the TDSE data. (a) initial state jyiji; (b) initial state j "iji. The model
parameters are:  = 0, NB = 13,  = 0, K =  1=4,  = 1 and hxB = hzB = 1=8. For
clarity, the system-spin averages are shown with a time interval of 100. The markers
represent the data obtained by least-square tting to 15000 numbers generated by
the TDSE solver.
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2. Prepare three initial states j	(0)ix = jxiji, j	(0)iy = jyiji, and j	(0)iz =
j "iji where jxi = (j "i + j #i)=p2, jyi = (j "i + ij #i)=p2, and ji denotes
a pure state picked randomly from the 2NB-dimensional unit hypersphere. For
each of the three initial states we may or may not use dierent realizations
of ji. If  > 0, prepare typical thermal states by projection [147], that is
set j	(0)ix = jxij(=2)i=h(=2)j(=2)i1=2 (and similarly for the two other
initial states) where j(=2)i = e HB=2ji.
3. For each of the three initial states, solve the TDSE for 0  t = n  T = N .
The case of interest is when T is large enough for the system-bath to reach a
steady state. For each of the three dierent initial states compute i;j(k) 
h	(k)ji0j	(k)ij , for i; j = x; y; z and store this data.
4. Use the data i;j(k) to construct the 3  3N matrix Z = (Z(1) Z(2) Z(3)) and
4  3N matrix X = (X(1)X(2)X(3)) [see Eq. (6.51)] and compute the 3  4
matrix Y, yielding the best (in the least-square sense) estimates of eA and B.
5. Use the estimates of eA and B to compute the averages [denoted by ei;j(k)] of
the three components of the system spin operators 0(t), according to Eq. (6.39)
for each of the three dierent initial states. Quantify the dierence of the
reconstructed data, i.e. the solution of the \best" approximation in terms of
the QMEQ, and the original data obtained by solving the TDSE by the number
emax(t = k) = max
i;j
ji;j(k)  ei;j(k)j: (6.53)
6. Check if the approximate density matrix of the system, dened by ei;j(k), is
non-negative denite. In none of our simulation runs the approximate density
matrix of the system failed this test.
Test of the procedure to t Eq. (6.37) to TDSE data
If the system does not interact with the bath ( = 0), the system spin simply performs
Larmor rotations in the magnetic eld H = (hx; 0; 0). Therefore, the  = 0 case
provides a simple, but as mentioned in Appendix A from the numerical viewpoint the
most dicult case for the tting procedure.
In Fig. 6.3, we present simulation results of the y- and z-components of the system
spin as obtained by solving the TDSE with initial states jyiji and j "iji, respectively.
Looking at the time interval shown in Fig. 6.3 and recalling that the spin components
perform oscillations with a period =hx, it is clear that Fig. 6.3 does not show these
rapid oscillations. Instead, not to clutter the plots too much, we only plotted the
values at regular intervals, as indicated by the markers. For the initial state jxiji,
the x-component is exactly constant (both for the TDSE and time evolution using
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the estimated eA and B) and therefore not shown. The dierence between the spin
averages obtained from the TDSE and from time evolution according to Eq. (6.39)
(using the estimated eA and B) is rather small (emax(t) < 10
 5 for 0  t  10000)
and is therefore not shown either.
The small values of emax(t) are reected in the excellent agreement between the
TDSE and QMEQ (Eq. (6.37)) data shown in Fig. 6.3. From these simulation data
we conclude that for  = 0, the matrix eA and vector B obtained by least-square
tting to the TDSE data dene a QMEQ that reproduces the correct values of the
spin averages.
The next step is to repeat the analysis for the case of weak system-bath interaction
 = 0:05 (recall that we already found that  = 0:1 corresponds to a weak interaction).
To head o misunderstandings, recall that our least-square procedure estimates the
best eA and B using the data of three dierent solutions of the TDSE. It does not
t data for individual spin components separately nor does it t data obtained from
a TDSE solution of one particular choice of the initial state. Our procedure yields
the best global estimates for eA and B in the least-square sense.
In Fig. 6.4 we illustrate the procedure for sampling and processing the TDSE data
and for plotting these data along with the data obtained from Eq. (6.39) using the
estimated eA and B. We present data for short times (top gures) and for the whole
time interval (bottom gures). The TDSE data (solid line) is being sampled, namely
at times indicated by the t-values of the markers, which in the case corresponds to
a time steps of 0.2 [see Figs. 6.4(a){6.4(c)]. The sampled data of the whole interval
[0; 1000] are used to determine eA and B by the least-square procedure described
in Sec. 6.5. In this particular case, the TDSE solver supplies 15000 numbers to the
least-square procedure. The estimated eA and B thus obtained are then used to
compute the time-evolution of the spin components, the data being represented by
the markers.
From Fig. 6.4(d), it is clear that although the QMEQ produces the correct quali-
tative behavior of the x-component of the system spin, the dierence with the TDSE
data is signicant (as is also clear from emax(t)). In particular, the TDSE data of the
x-component of the system spin do not show relaxation to the thermal equilibrium
value, which is zero for  = 0. At rst sight, this could be a signature that the tting
procedure breaks down because it is certainly possible to produce a much better t to
the TDSE data of the x-component if we would t a curve to this data only. But, as
explained above, we estimate eA and B by tting to the nine (three spin components
 three dierent initial states) of such curves simultaneously. Apparently, the mis-
match in the x-component is compensated for by the close match of the y{component
[see Fig. 6.4(e) and z-component (not shown)].
Remarkably, the matrix eA and vector B extracted from the TDSE data yield
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Figure 6.4: (color online) Comparison between the spin averages as obtained by solv-
ing the TDSE (solid lines) and the QMEQ (solid circles) with eA and B extracted
from the TDSE data. (a){(c) show how the TDSE data (solid line) are being sam-
pled, namely at times indicated by the t-values of the markers, which in the case
corresponds to a time steps of 0.2. (d){ (f): the sampled data of the whole inter-
val [0; 1000], in this case 15000 numbers, are used to determine by the least-square
procedure described in Sec. 6.5, the parameters that enter the time-evolution of the
Markovian master equation Eq. (6.37). The latter is then used to compute the time-
evolution of the spin components, the data being represented by the markers. For
clarity, in the bottom gures, the data are shown with a time interval of 10. The
model parameters are: hxB = h
z
B = 1=8 and  = 0:1, NB = 13,  = 0, K =  1=4, and
 = 1. (a),(d) initial state jxiji; (b),(e) initial state jyiji; (c) initial state jziji;
(f) the error emax(t).














































Figure 6.5: (color online) Same as Fig. 6.4, except that the bath contains NB = 24
spins and  = 0:05. The markers represent the data obtained by least-square tting
to 15000 numbers generated by the TDSE solver. For clarity the data is shown with
a time interval of 6.
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Figure 6.6: (color online) Same as Fig. 6.5, except that the bath is initially at  = 1.
6.6 Fitting a quantum master equation to the solution of the TDSE 93
a QMEQ that does indicate that the system spin relaxes to a state that is close to
thermal equilibrium: The QMEQ yields a value of 0.04 for the expectation value
of the x-component of the system spin and values less than 10 4 for the other two
components. From the general theory of the QMEQ in the Markovian approxima-
tion [113], we know that if the correlations of the bath-operators Eq. (6.47) satisfy
the Kubo-Martin-Schwinger condition, the stationary state solution of the QMEQ is
exactly the same as the thermal equilibrium state of the system (ignoring corrections
of O() [see Ref. [128] for a detailed discussion)].
The mismatch between the QMEQ and TDSE data of the x-component can be
attributed to the fact that a bath of NB = 13 spins is too small to act as a bath in
thermal equilibrium. However, the argument that leads to this conclusion is somewhat
subtle. As shown in Sec. 6.3.2, the random state approach applied to the system +
bath yields the correct thermal equilibrium properties. In particular, in the case at
hand ( = 0, NB = 13), within the usual statistical uctuations it yields h( =
0)j0 (t)j( = 0)i  0 for  = x; y; z. Note that in this kind of calculation, the
initial state j( = 0)i is a random state of the system + bath. In contrast, the
data shown in Fig. 6.4(d) are obtained by solving the TDSE with the initial state
j	(0)ix = jxiji (see Sec. 6.6). Therefore, the results of Fig. 6.4(d) demonstrate that
for NB = 13, the statement that
jxiji  ! TDSE evolution  ! jei;
where e denotes an (approximate) random state of the whole system, is not necessarily
true. Otherwise, we would have hejx0 (t)jei  0 for t large enough, in contradiction
with the data shown in Fig. 6.4(d). Roughly speaking, one could say that a bath of
NB = 13 is not suciently \complex" to let the TDSE evolve certain initial states
towards a random state of the whole system. For a discussion of the fact that in
general, Eq. (6.54) does not necessarily hold, see Ref. [141].
As a check on this argument, we repeat the simulation with a bath NB = 24 spins.
The results are shown in Fig. 6.5. Comparing Figs. 6.4 and 6.5, it is clear that for
long times the value of the x-component decreases as the number of spins in the bath
increases and that the agreement between the TDSE data and the tted QMEQ data
has improved considerably. This suggests that as the size of the bath increases and
with the bath initially in a random state, the TDSE evolution can drive the state to
an (approximate) random state of the whole system, meaning that the whole system
relaxes to the thermal equilibrium state. However, as discussed in Sec. 6.9 there are
exceptions [141].
In general, we may expect that for short times, a Markovian QMEQ cannot repre-
sent the TDSE evolution very well [117, 122]. But if we follow the evolution for times
much longer than the typical correlation times of the bath-operators, the dierence
between the QMEQ and TDSE data for short times does not aect the results of
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tting the data over the whole, large time-interval in a signicant manner. Hence
there is no need to discard the short-time data in the tting procedure. As a matter
of fact, the data shown in Fig. 6.4 indicate that the least-square procedure applied to
the whole data set yields a Markovian master equation that reproduces the short-time
behavior quite well.
Finally, we check that the conclusions reached so far for a bath at  = 0 also hold
when  > 0. In Fig. 6.6, we show the simulation results for  = 1, for the same
system and bath as the one used to obtain the data shown in Fig. 6.5. From Fig. 6.6
we conclude that the agreement between the TDSE and QMEQ data is quite good.
Table 6.1: The parameters that appear in Eq. (6.54) as obtained by tting the QMEQ
to the TDSE data shown in Fig. 6.7.
 i Ai;1 Ai;2 Ai;3 bi
0 1  0:29 10 1 +0:57 10 3  0:11 10 2  0:31 10 3
0 2  0:55 10 2  0:73 10 1 +1:01  0:95 10 4
0 3  0:73 10 3  1:01  0:74 10 1  0:56 10 4
1 1  0:40 10 1 +0:11 10 1  0:11 10 3  0:18 10 1
1 2  0:11 10 1  0:36 10 1 +0:99  0:29 10 3
1 3  0:54 10 3  0:99  0:53 10 1  0:32 10 3
2 1  0:35 10 1 +0:29 10 1 +0:75 10 3  0:27 10 1
2 2  0:22 10 1  0:45 10 1 +0:98  0:47 10 2
2 3  0:84 10 3  0:98  0:40 10 1  0:16 10 3
6.7 Simulation results: NB = 28; 32
As already mentioned in Sec. 6.3, in practice, there is a limitation on the sizes and
time intervals that can be explored. By increasing the system-bath interaction ,
we can shorten the time needed for the system to relax to equilibrium. On the other
hand,  should not be taken too large because when we leave the perturbative regime,
the QMEQ of the form Eq. (6.37) cannot be expected to capture the true quantum
dynamics. From our exploratory simulations, we know that  = 0:1 is still within the
perturbative regime, hence we will adopt this value when solving the TDSE for baths
with up to NB = 32 spins.
In Fig. 6.7 we present the results as obtained with a bath containingNB = 28 spins,
prepared at  = 0; 1; 2. Although Fig. 6.7 may suggest otherwise, the maximum error
maxk emax(t)  0:05; 0:1; 0:2 for  = 0; 1; 2, respectively, indicating that the dierence
between the TDSE data and the QMEQ approximation increases with . The results
presented in Fig. 6.8 for a bath of NB = 32 spins and  = 1 provide additional
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Figure 6.7: (color online) Simulation data for a bath with NB = 28 spins and system-
bath interaction  = 0:1. The model parameters are: hxB = h
z
B = 1=8, K =  1=4,
and  = 1. Solid lines: TDSE data; solid circles: QMEQ data. Top row: hx(t)i
as obtained by starting from the initial state jxiji, (a){(c) corresponding to  =
0; 1; 2, respectively. Bottom row: hy(t)i as obtained by starting from the initial
state jyiji, (d){(f) corresponding to  = 0; 1; 2, respectively. The TDSE simulations
yield hjx0 (t = 200)ji = 0:044, hjx0 (t = 200)ji = 0:475, and hjx0 (t = 200)ji = 0:756
for  = 0; 1; 2, respectively, whereas for the system in equilibrium we have hx0 i =
0; 0:462; 0:762 for  = 0; 1; 2, respectively. For clarity, the data are shown with a time
interval of 0.6. The TDSE solver provided 3000 numbers as input to the least-square
procedure.
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evidence for the observation that a bath of NB = 28; 32 spins are suciently large to
mimic an innite thermal bath. At any rate, in all cases, there is very good qualitative
agreement between the TDSE and QMEQ data.
From the TDSE data, we can, of course, also extract the values of the entries in
the matrix A and vector b, see Eq. (6.37). Writing Eq. (6.37) more explicitly as
@hx0 (t)i
@t
= A1;1hx0 (t)i+A1;2hy0 (t)i+A1;3hz0(t)i+ b1
@hy0 (t)i
@t
= A2;1hx0 (t)i+A2;2hy0 (t)i+A2;3hz0(t)i+ b2
@hz0(t)i
@t
= A3;1hx0 (t)i+A3;2hy0 (t)i+A3;3hz0(t)i+ b3; (6.54)
and using, as an example, the data shown in Fig. 6.7, we obtain the values of the
coecients as given in Table 6.1. From Table 6.1, we readily recognize that (i) A2;3 
 A3;2  1 represents the precession of the system spin in the magnetic eld hx = 1=2,
(ii) there is a weak coupling between the x- and (y; z)- components of the system spin
and (iii) the three spin components have dierent relaxations times.
As a nal check whether  = 0:1 is well within the perturbative regime, we repeat
the simulations for a bath containing NB = 32 spins and system-bath interaction
 = 0:2 and  = 0. The simulation data are presented in Fig. 6.9. Clearly, there still
is good qualitative agreement between the TDSE and QMEQ data but, as expected,
maxk emax(t) has become larger (by a factor of about 3).
In Table 6.2 we present results (rst three rows) for the least-square estimates of
the parameters that enter the QMEQ, as obtained from the TDSE data shown in
Fig. 6.8. Taking into account that with each run, the random values of the model
parameters change, the order-of-magnitude agreement between the data for NB = 28
(Table 6.1, rows 4{6) and the NB = 32 data is rather good. We also present results
(middle and last three rows) for the parameters that enter the Redeld equation
Eq. (6.46), as obtained from the TDSE data of the bath-operator correlations C(i; j; t)
for 0  t  40 [see Figs. 6.2(a) and 6.2(c) for a picture of some of these data]. From
Table 6.2, it is clear that there seems to be little quantitative agreement between
a description based on the Redeld quantum master equation (6.46) obtained by
using the bath-operator correlations C(i; j; t) data and the parameters obtained from
the least-square t of Eq. (6.54) to the TDSE data. Simulations using the 3D bath
Hamiltonian (6.7) support this conclusion (see Appendix B).
Although our results clearly demonstrate that QMEQ Eq. (6.37) quantitatively
describes the true quantum dynamics of a spin interacting with a spin bath rather well,
the Redeld quantum master equation Eq. (6.46) in the Markovian approximation,
which is also of the form Eq. (6.37), seems to perform rather poorly in comparison.
The estimates of the diagonal matrix elements of the matrix A as obtained from the
expressions in terms of the bath-operator correlations C(i; j; t) are too small by factors
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Table 6.2: First three data rows: coecients that appear in Eq. (6.54) as obtained by
tting the QMEQ to the TDSE data shown in Fig. 6.8. Middle three rows: the corre-
sponding coecients as obtained by numerically calculating the parameters rjk that
appear in the Redeld quantum master equation Eq. (6.46) according to Eq. (6.45),
using the TDSE data of the bath-operator correlations shown in Fig. 6.2(a). Last
three rows: same as the middle three rows except that the used TDSE data of the
bath-operator correlations are shown in Fig. 6.2(c). Note that the baths used in these
simulations are very dierent (see Fig. 6.2), yet the relevant numbers (those with
absolute value larger than 10 4) are in the same ballpark.
i Ai;1 Ai;2 Ai;3 bi
1  0:49 10 1 +0:82 10 2  0:56 10 3  0:19 10 1
2  0:80 10 2  0:42 10 1 +1:02  0:14 10 4
3  0:38 10 3  1:01  0:41 10 1  0:40 10 3
1  0:71 10 2  0:15 10 3 +0:18 10 3  0:29 10 2
2  0:13 10 3  0:15 10 1 +1:00  0:63 10 4
3 +0:16 10 3  1:00  0:15 10 1 +0:75 10 4
1  0:64 10 2 +0:16 10 3 +0:14 10 3  0:26 10 2
2 +0:75 10 3  0:14 10 1 +1:00 +0:64 10 4
3  0:16 10 3  1:00  0:15 10 1 +0:64 10 4
3{7. This suggests that the approximations involved in the derivation of Eq. (6.46)
are not merely of a perturbative nature but aect the dynamics in a more intricate
manner [see Ref. [127] for an in-depth discussion of these aspects].
6.8 Exceptions
The simulation results presented in Secs. 6.6 and 6.7 strongly suggest that, disregard-
ing some minor quantitative dierences, the complicated Schrodinger dynamics of the
system interacting with the bath can be modeled by the much simpler QMEQ of the
form (6.37). But, as mentioned in Sec. 6.4, there are several approximations involved
to justify the reduction of the Schrodinger dynamics to a QMEQ. In this section, we
consider a few examples for which this reduction may fail.
The rst case that we consider is dened by the Hamiltonian



































In other words, both the system-bath and intra-bath interactions are of the isotropic
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Figure 6.8: (color online) Simulation data for a bath with NB = 32 spins prepared
at  = 1 and system-bath interaction  = 0:1. The model parameters are: hxB =
hzB = 1=8, K =  1=4, and  = 1. Figures (a,b) show TDSE data (solid lines) and
QMEQ data (solid circles). (a) initial state jxiji; (b) initial state jyiji; (c) the error
emax(t). The data obtained with the initial state j "iji is very similar as the data
obtained with the initial state jyiji and are therefore not shown. For clarity, the
data are shown with a time interval of 0.4. The TDSE solver provided 3000 numbers













































Figure 6.9: (color online) Same as Fig. 6.8 except that  = 0 and  = 0:2.
100
CHAPTER 6. DYNAMICS OF OPEN QUANTUM SPIN SYSTEMS:







































Figure 6.10: (color online) Simulation data for a bath with NB = 32 spins prepared
at  = 0 and system-bath interaction  = 0:2. The system Hamiltonian is given by





The bath Hamiltonian is given by Eq. (6.5) with K =  1=4,  = 1 and hxn = hzn = 0.
The full Hamiltonian is given by Eq. (6.55). Figures (a,b) show TDSE data (solid
lines) and QMEQ data (solid circles). (a) initial state jxiji; (b) initial state jyiji;
(c) the error emax(t). The data obtained with the initial state j "iji is very similar as
the data obtained with the initial state jyiji and are therefore not shown. With this
choice of parameters of bath and system-bath Hamiltonians, the system does not relax
to its thermal equilibrium state limt!1hx0 (t)i = limt!1hy0 (t)i = limt!1hz0(t)i =
0. For clarity, the data is shown with a time interval of 0.4. The TDSE solver provided
3000 numbers as input to the least-square procedure.
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antiferromagnetic Heisenberg type and all interaction strengths are constant. The
simulation results for this case are presented in Fig. 6.10. From Fig. 6.10(a), it is
immediately clear that the system does not relax to its thermal equilibrium state
at  = 0 (for which limt!1hx0 (t)i = 0). Apparently, the bath Hamiltonian is too
\regular" to drive the system to its thermal equilibrium state, hence it is also not
surprising that the attempt to let the QMEQ describe the Schrodinger dynamics
fails.
The second case that we consider is dened by the Hamiltonian

















with system-bath interactions Jzn chosen at random and distributed uniformly over the
interval [ 1; 1] and the bath is modeled by an Ising Hamiltonian. The model Eq. (6.56)
is known to exhibit quantum oscillations in the absence of quantum coherence [150].
As the bath Hamiltonian commutes with all other terms of the Hamiltonian, the
only non-zero bath correlation C(3; 3; t) is constant in time, hence one of the basic
assumptions in deriving the QMEQ Eq. (6.37) does not hold.
Because of the special structure of the Hamiltonian Eq. (6.56) it is straightforward
to compute closed form expressions for the expectation values of the system spin. For
 = 0 we nd
zhx0 (t)i = 1  22
**
B2 sin2 tp(hx)2 + B2
(hx)2 + B2
++







; j	(t = 0)i = jyiji; (6.58)







; j	(t = 0)i = j "iji; (6.59)











jhs1 : : : sNB jij2X (fsng); (6.60)
denotes the average over all the bath-spin congurations.
From Eq. (6.57) it follows immediately that if the system+bath is initially in the
state j	(t = 0)i = jxiji, we must have hx0 (t)i  1 22. Hence the system will never
relax to its thermal equilibrium state [for which limt!1hx0 (t)i = 0]. Nevertheless,
from Fig. 6.11 it may still seem that the QMEQ captures the essential features of
the Schrodinger dynamics but the qualitative agreement is a little misleading. More
insight into this aspect can be obtained by considering the limit of a very larger
number of bath spins NB, by assuming ji to be a uniform superposition of the 2NB
102
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Figure 6.11: (color online) Simulation data for a bath with NB = 32 spins prepared
at  = 0 and system-bath interaction  = 0:2. The system Hamiltonian is given by
Eq. (6.2). The system-bath interaction is given by Eq. (6.3) with Jxn = J
y
n = 0 and J
z
n
uniformly random between  1=4 and 1=4, in which case the interaction of the system
and bath spins is through the coupling of the z-components of the spins only. The bath






n = 0 and K
z
n uniformly
random between  1 and 1. The full Hamiltonian is given by Eq. (6.56). (a),(b) Show
TDSE data (solid lines) and QMEQ data (solid circles). (a) initial state jxiji; (b)
initial state jyiji; (c) the error emax(t). The data obtained with the initial state j "
iji are very similar as the data obtained with the initial state jyiji and are therefore
not shown. With this choice of bath and system-bath Hamiltonians, the system
does not relax to its thermal equilibrium state limt!1hx0 (t)i = limt!1hy0 (t)i =
limt!1hz0(t)i = 0. For clarity, the data are shown with a time interval of 0.4. The
TDSE solver provided 3000 numbers as input to the least-square procedure.
6.9 Discussion and Conclusion 103
dierent bath states and by approximating B, being a sum of independent uniform
















For large t, we can evaluate Eq. (6.61) by the stationary phase method and we nd
that hy(t)i decays as 1=pt. Such a slow algebraic decay cannot result from a time
evolution described by a single matrix exponential etA. In other words, the apparent
agreement shown in Fig. (6.11) is due to the relatively short time interval covered.
On the other hand, as already mentioned, the model dened by Eq. (6.56) is rather
exceptional in the sense that the bath correlations do not exhibit any dynamics. Hence
it is not a surprise that the QMEQ cannot capture the 1=
p
t dependence.
Finally, in Fig. 6.12 we illustrate what happens if the  = 1, that is if the system-
bath interaction becomes comparable to the other energy scales hx and K. Then, the
perturbation expansion that is used to derive the QMEQ of the form Eq. (6.37) is
no longer expected to hold [113]. The data presented in Fig. 6.12 clearly show that
even though the time it takes for the system to reach the stationary state is rather
short (because  = 1), the QMEQ fails to capture, even qualitatively, the dynamic
behavior of the system. Note that the Schrodinger dynamics drives the system to
a stationary state which is far from the thermal equilibrium state of the isolated
system. The TDSE solution yields hx0 (t = 100)i = 0:264 [jhz0(t = 100)ij  10 2
jhz0(t = 100)ij  10 2], whereas from statistical mechanics for the isolated system
at  = 1 we expect hx0 i = tanh(1=2) = 0:462 [hy0 (t = 100)i = hz0(t = 100)i = 0],
a signicant dierence which, in view of the strong system-bath interaction, is not
entirely unexpected.
6.9 Discussion and Conclusion
We have addressed the question to what extent a quantum master equation of the
form (6.37) captures the salient features of the exact Schrodinger equation dynamics
of a single spin coupled to a bath of spins. The approach taken was to solve the
time-dependent Schrodinger equation of the whole system and t the data of the
expectation values of the spin components to those of a quantum master equation of
the form (6.37).
In all cases in which the approximations used to derive a quantum master equation
of the form (6.37) seem justied, it was found that the quantum master equation (6.37)
extracted from the solutions of the time-dependent Schrodinger equation describes
these solutions rather well. The least-square procedure that is used to t the quantum
master equation (6.37) data to the time-dependent Schrodinger data accounts for non-
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Figure 6.12: (color online) Same as Fig. 6.8 except that  = 1 and  = 1.
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Markovian eects and nonperturbative contributions. Quantitatively, we found that
dierences between the data produced by the quantum master equation, obtained
by least-square tting to the time-dependent Schrodinger data, and the latter data
increases with decreasing temperature.
The main nding of this work is that the exact Schrodinger dynamics of a single
spin-1/2 object interacting with a spin-1/2 bath can be accurately and eectively




= A(t) + b; (6.62)
where the 33 matrix A and the three elements of the vector b are time independent.
As the mathematical structure of the (Markovian) quantum master equation (6.62)
is the same as that of the Bloch equation (A.1), as a phenomenological description,
the quantum master equation (6.62) oers no advantages over the latter. Of course,
when the system contains more than one spin, the Bloch equation can no longer be
used whereas the quantum master equation (6.62) still has the potential to describe
the dynamics. We relegate the assessment of the quantum master equation approach
to systems of two or more spins to a future research project.
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Appendices
Appendix A Bloch equations





Whatever method we use to extract eA and B, it is necessary to validate the method
by applying it to a non-trivial problem for which we know the answer for sure. The
Bloch equations, originally introduced by Felix Bloch [151] as phenomenological equa-
tions to describe the equations of motion of nuclear magnetization, provide an excel-
lent test bed for the extraction algorithm presented in Sec. 6.5.
In matrix notation the Bloch equations read as
dM(t)
dt
= bAM(t) + bb; (A.1)
where M is the magnetization,
bA =
0@  1=T2 hz  hy hz  1=T2 hx
hy  hx  1=T1
1A ; (A.2)
and bb = M0=T1 where M0 is the steady state magnetization. The transverse and
longitudinal relaxation times T2 and T1 are strictly larger than zero. The special but
interesting case in which there is no relaxation corresponds to 1=T1 = 1=T2 = 0,
Obviously Eq. (A.1) has the same form as Eq. (6.37). Hence we can use Eq. (A.1)
to generate the data (t) = M(t) that is needed to test the algorithm described in
Sec. 6.5. In order that the identication (t) =M(t) makes sense in the context of the
quantum master equation we have to impose the trivial condition that kM(t = 0)k  1
and kM0k  1.
We generate the test data by integrating Eq. (A.1). In practice, we compute e
bA
using the second-order product-formula [152]
e
bA  e eA = eA1=2meA2=meA1=2mm ; (A.3)
110 APPENDIX A. BLOCH EQUATIONS
where bA = A1 +A2 and
A1 =




0@ 0 hz  hy hz 0 hx
hy  hx 0
1A : (A.5)
The second-order product-formula approximation satises the bound ke bA   e eAk 
c2
3=m2 where the constant c2 = O(k[A1; A2]k). Hence the error incurred by the
approximation is known and can be reduced systematically by increasing m.
It is straightforward to compute the closed form expressions of the matrix expo-
nentials that appear in the second-order product-formula. We have
eA1 =


































































Summarizing, the numerical solution of the Bloch equations Eq. (A.1) is given by
(t+ ) = e
eA(t) + eB; (A.9)
where (t) =M(t) and the trapezium rule was used to write
bB = Z 
0




eA bb = eB: (A.10)
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The approximate solution obtained from Eqs. (A.9) and (A.10) will converge to the
solution of Eq. (A.1) as  ! 0. Clearly, Eq. (A.9) has the same structure as Eq. (6.39)
and hence we can use the solution of the Bloch equations as input data for testing
the extraction algorithm. Note that the extraction algorithm is expected to yield e
eA
and eB, not e bA and bB.
A.1 Validation procedure
We use the Bloch equation model to generate the data setD = f(k)j 0  k  N 1g.
The validation procedure consists of the following steps:
1. Choose the model parameters hx, hy, hz, 1=T1, 1=T2 and the steady-state mag-
netization M0.
2. Choose  and m.
3. For each of the three initial states (1)(0) = (1; 0; 0)T , (2)(0) = (0; 1; 0)T , and
(3)(0) = (0; 0; 1)T repeat the operation
(j)((k + 1)) e eA(j)(k) + eB ; k = 0; : : : ; N   1 ; j = 1; 2; 3;
and store these data.
4. Use the data f(j)(k)g to construct the matrices 3 3N matrix
Z = (Z(1) Z(2) Z(3)) and the 4  3N matrix X = (X(1)X(2)X(3)). Then use
the singular value decomposition of X to compute the matrix Y according to
Eq. (6.50) and extract the matrix eA and vector B from it, see Eq. (6.48). If
one or more of the singular values are zero, the extraction failed.
5. Compute the relative errors
eA = ke eA   e bAk=ke bAk; (A.11)
eB = keB  bBk=kbBk; (A.12)
e = max
k
k((k + 1))  e eA(k)  eBk=k(k)k: (A.13)
A necessary condition for the algorithm to yield reliable results is that the errors eA
and eB are small, of the order of 10
 10. Indeed, if one or more of the singular values
are zero and the extraction has failed, e may be (very) small but eA or eB is not.
In the case that is of interest to us, the case in which the whole system evolves
according to the TDSE, we do not know eA nor B and a small value of e is, by
itself, no guarantee that the extraction process worked properly. Hence, it also is
important to check that all singular values are nonzero.
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A.2 Numerical results
In Table A.1 we present some representative results for the errors incurred by the ex-
traction process. In all cases, the relative errors on the estimate of the time evolution
operator and the constant term are for the present purpose, rather small. Therefore,
the algorithm to extract the time evolution operator e
eA and constant term eB ap-
pearing in the time evolution equation Eq. (6.39) from the data obtained by solving
the TDSE yields accurate results when the data are taken from the solution of the
Bloch equations. No exceptions have been found yet.
Table A.1: The errors eA, eB, and e as obtained tting the matrix e
A and the
constant termB, to the data of the numerical solution of the Bloch equation with three
dierent initial conditions (see text). The Bloch equations are solved for N = 500
steps with the time step  . The value of the vectorM0 = (0; 0; 0:4)
T . The data of the
whole time interval [0; N   1] were used for the least-square tting procedure. The
column labeled i 6= 0 indicates whether all singular values are nonzero or not. For
the meaning of all other symbols, see text.
hx hy hz 1=T1 1=T2  i 6= 0 eA < 10 10 eB < 10 10 e < 10 10
0:5 1:5 0:7 0:05 0:3 0.1 X X X X
0:5 1:5 0:7 0 0 0.1 X X X X
0:5 1:5 0:7 0:01 0 1.0 X X X X
0 0 1 0 0 1.0 X X X X
Appendix B
Simulation results using the
3D bath Hamiltonian
In this appendix, we present some additional results in support of the conclusions
drawn from the simulations of using the 1D bath Hamiltonians (6.5) and (6.6).
Table B.1 summarizes the results of the analysis of TDSE data, as obtained with
the 3D bath Hamiltonian Eq. (6.7) with random intra-bath couplings and random h-
elds for the bath spins. The model parameters that were used to compute the TDSE
data are the same as those that yield the results for the 1D bath presented in Table 6.2.
Comparing the rst three rows (the parameters that appear in the Markovian master
equation (6.54) with the corresponding last three rows (the parameters rjk that appear
in the Redeld quantum master equation Eq. (6.46)), we conclude that changing the
connectivity of the bath does not signicantly improve (compared to the data shown
in Table 6.1) the quantitative agreement between the data in the two sets of three
rows.
In Table B.2, we show the eect of increasing the energy scale of the bath spins
by a factor of 10, reducing the relaxation times of the bath-correlations by a factor
of 10, i.e., closer to the regime of the Markovian limit in which Eq. (6.46) has been
derived. The dierences between the QMEQ estimates (rst three rows) and the Red-
eld equation estimates (second three rows) values of A2;2 and A3;3 are signicantly
smaller than in those for the case shows in e.g. Table B.1 but the A1;1 elements dier
by a factor of four and the A(2; 1) elements dier even much more. Although the
results presented in Tables B.1 and B.2 indicate that the data extracted from the
TDSE through Eq. (6.54) and those obtained by calculating the parameters rjk that
appear in the Redeld quantum master equation Eq. (6.46) in the Markovian limit
will converge to each other, it becomes computationally very expensive to approach
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Table B.1: First three data rows: coecients that appear in Eq. (6.54) as obtained
by tting the QMEQ Eq. (6.37) to the TDSE data for hx = 1=2,  = 0:1, NB = 27,
the 3D bath Hamiltonian Eq. (6.7) with random couplings (K = 1=4) and random
h-elds (hxB = h
z
B = 1=4). Last three rows: the corresponding coecients as obtained
by numerically calculating the parameters rjk that appear in the Redeld quantum
master equation Eq. (6.46) according to Eq. (6.45) from the TDSE data of the bath-
operator correlations.
i Ai;1 Ai;2 Ai;3 bi
1  0:25 10 1  0:82 10 2 +0:67 10 3  0:11 10 1
2 +0:11 10 1  0:47 10 1 +0:99 +0:91 10 4
3 +0:16 10 3  1:00  0:47 10 1 +0:51 10 3
1  0:49 10 2 +0:49 10 5  0:80 10 4  0:20 10 2
2 +0:15 10 3  0:19 10 1 +1:00 10+0 +0:59 10 5
3 +0:53 10 2  0:99 10+0  0:19 10 1  0:50 10 4
Table B.2: The same as Table B.1 except that the random couplings (K = 10=4) and
random h-elds (hxB = h
z
B = 10=4).
i Ai;1 Ai;2 Ai;3 bi
1  0:77 10 2 +0:20 10 1  0:77 10 4  0:37 10 3
2  0:19 10 1  0:99 10 2 +0:99  0:52 10 4
3 +0:43 10 2  0:99  0:88 10 2  0:21 10 4
1  0:16 10 2 +0:19 10 4 +0:38 10 4  0:66 10 4
2 +0:87 10 5  0:64 10 2 +1:00 +0:13 10 4
3  0:67 10 2  1:01  0:66 10 2 +0:17 10 4
that limit closer. The reason is simple: by increasing the energy-scale of the bath,
it is necessary to reduce the time step (or equivalently increase the number of terms
in the Chebyshev polynomial expansion) in order to treat the fast oscillations prop-
erly. Keeping the same relaxation times roughly the same but taking a smaller time
step requires more computation. For instance, it takes about 4 (20) h CPU time of
16384 BlueGene/Q processors to produce the TDSE data from which the numbers in
Table B.1 (Table B.2) have been obtained.
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Summary
This thesis consists of three major parts. The rst part focuses on the theory that
is behind the simulation algorithms that are used in this thesis to study the quan-
tum many-body dynamics. The Chebyshev polynomial algorithm and Suzuki-Trotter
product formula algorithm to solve the time-dependent Schrodinger equation are ex-
plained in detail in Chapter 2. Chapter 3 and Chapter 4 introduce two dierent
random state approaches to explore the properties of large quantum many-body sys-
tems, avoiding the prohibitive computational eorts to store and diagonalize huge
matrices.
The simulation method is then applied to two dierent problems. In the second
part of the thesis, the electronic transport and optical properties of graphene with
dierent types of disorders are studied. The importance of the next-nearest-neighbor
hopping in combination with resonant scatterers disorder is demonstrated. Based on
these results, we propose that the dierent but characteristic features that appear in
the calculated electronic transport and optical properties can be used as ngerprints
to identify the dominant sources of disorder in graphene.
In the last part of the thesis, we numerically construct a Markovian quantum mas-
ter equation, which takes the form of the Bloch equation, to describe the dynamics of
a spin-1=2 particle interacting with thermal spin bath. In all cases the approximations
used to derive a Bloch-type quantum master equation seem justied and it was found
that the quantum master equation extracted from the solutions of the time-dependent
Schrodinger equation describes these solutions rather well.
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Samenvatting
Dit proefschrift bestaat uit drie grote delen. In het eerste deel wordt ingegaan op de
theorie achter de simulatie algoritmen die gebruikt worden in dit proefschrift om de
quantum dynamica van veeldeeltjes systemen te bestuderen. Het Chebyshev poly-
noom algoritme en de Suzuki-Trotter productformule algoritme voor het oplossen van
de tijdsafhankelijke Schrodinger vergelijking wordt uitvoering behandeld in hoofdstuk
2. In hoofdstuk 3 en hoofdstuk 4 bespreken we twee verschillende methodes gebaseerd
op willekeurig gekozen toestanden om de eigenschappen van grote quantum veeldeelt-
jes systemen te onderzoeken. Het voordeel van deze aanpak is dat het niet nodig is om
enorm grote matrices te diagonalizeren zodat de problemen met bestaande computers
toch behandeld kunnen worden.
De simulatiemethode wordt vervolgens op twee verschillende problemen losgelaten.
In het tweede deel van het proefschrift worden de elektronische transport en optische
eigenschappen van grafeen met verschillende soorten van wanorde bestudeerd. Het
belang van naaste-naastebuur hoppen in combinatie met resonante verstrooiers wordt
gedemonstreerd. Gebaseerd op deze resultaten stellen wij voor dat de verschillende
maar karakteristieke kenmerken die verschijnen in de elektronische transport en op-
tische eigenschappen gebruikt kunnen worden als vingerafdrukken voor de dominante
bron van wanorde in grafeen.
In het laatste deel van het proefschrift construeren we numeriek een Markov quan-
tum master vergelijking, die de vorm van de Bloch vergelijking aanneemt, om de
dynamica van een spin-1=2 deeltje in interactie met een thermisch spinbad te beschri-
jven. In alle gevallen lijken de benaderingen die gebruikt worden om een Bloch-type
quantum master vergelijking af te leiden gerechtvaardigd en blijkt de quantum master
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