Deformable models represent a useful approach to approximate objects from collected data points. We propose to augment the basic approaches designed to handle mostly compact objects or objects of known topology.
INTRODUCTION
The inference of an analytical surface from a cloud of points (boundary points of the object) is an important research area, because surface features can be made explicit under this representation. A deformable model, which fits surfaces to data points through minimization, is a good candidate for this purpose.
The idea of fitting data by a deformable model in 2-D, known as a "snake," can be found in the work of Kass et al. [1] . Such models are generalized to 3-D by the same authors [2] for surfaces of revolution. Features, such as edges and curves, can be detected by optimizing models of applied forces (resulting from, for example, curve contrast) and smoothness. Snakes have been used in image analysis applications, which require edge, curve, and boundary segmentation. They are able to conform to object shapes, such as biomedical structures, from noisy observations. Due to their dynamical nature, snakes are useful to support the interaction between users and computers. A user can interactively edit the shape of an object by adjusting appropriate parameters. Working from a global viewpoint, snakes are quite robust to the presence of noise.
Several variants of snakes exist which are based on Fourier descriptors [38, 39] , B-splines [3, 40, 41] , finite elements [42] , balloons [43] , and discrete representation [44, 45] , and the literature on 3-D deformable models is also rich [11, [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] 48] . Good results have been obtained, but these algorithms handle mostly topologically simple objects and might fail under the following two conditions: -First, there may be more than one underlying object, and these objects might be close to one another. It takes sophisticated segmentation to separate these mixed objects if the data are corrupted by noise. In this case segmentation is not a trivial job at all.
-Second, they cannot handle objects with deep, narrow, or through cavities, especially when these are winding inside the objects. The reason that most deformable algorithms fail to capture these cavities and holes is that they lack a good external energy definition to estimate the difference between the fitting surface and the underlying object, and a good (or right) initial guess, which is more important, of the object. The fitting process is bound to fail if the topology of the initial surface is wrong. For example, a genus 0 surface cannot approximate a torus accurately. How to infer the right topology for the initial surface might lead to a circular problem.
Taubin et al. [15] [16] [17] used implicit algebraic curves and surfaces, which assume the form of polynomials, to fit the collected data. They performed segmentation through factorization. The main difficulties are that the Euclidean distance between the data point and the implicit curve (or surface) is not easy to obtain when fitting.
Szeliski et al. [18] presented a model based on dynamic particles. By (1) adding intermolecular, coplanarity, conormality, and cocircularity potentials to the internal energy, (2) creating particles appropriately, and (3) doing triangulation, their model can handle arbitrary topology. The results are very encouraging.
DeCarlo and Metaxas [22, 23] proposed blended deformable models, which use a blending function and some primitives to handle objects with through holes. Hierarchical blending is employed to achieve multiple blends; and thus, holes can be handled.
Malladi et al. [46] represented shapes by propagating fronts. Unknown shapes are modeled by making the front adhere to the object boundary of interest under a synthesized halting criterion. Topological changes in the front can be handled naturally in this approach. In their experiment, multiple 2-D patterns with holes are segmented successfully.
Whitaker [47] used an implicit model, which is an alternative to parametric models. This implicit model deals with the deformation of higher-dimensional objects. The evolution of this model is straightforward, and two numerical methods, viscosity solution and sparse-field solution, for handling the evolution are proposed.
Here, we propose an approach which segments multiple objects (2-D or 3-D) of arbitrary topologies, and gives each segmented object G 1 analytical representation. This paper is organized as follows: Section 2 presents the goals, issues, and limitations. Section 3 describes the basic idea and shows illustrative examples in 2-D. Section 4 discusses how the same idea is generalized to 3-D, and how a 3-D analytical surface representation is obtained by attaching the elements of the underlying object with connecting surfaces. Then, we show some experimental results in Section 5. Finally, analysis of the system and the conclusion are presented in Sections 6 and 7, respectively.
GOAL, ISSUES AND LIMITATIONS

Goal
Our goal is to design a segmentation and approximation system for both 2-D and 3-D objects which, given dense data points of the underlying objects as the input, 1. segments multiple objects, which are physically disconnected, 2. handles complex objects with through or deep cavities, and 3. generates an analytical surface representation for the underlying objects.
Issues
Surface representation and initialization are the two fundamental problems associated with the deformable model approach. Since our algorithm is based on the deformable model, these are the main issues we need to address.
Basic Representation: Triangular Mesh vs Rectangular Mesh
The triangular mesh and the rectangular mesh have the same time and space complexities, but the triangular one has a higher constant factor. The rectangular mesh is easier to manipulate, but it is less versatile than the triangular one in that the rectangular mesh cannot represent an object topologically more complex than genus 1 (e.g., a torus). But because (1) we do not know the topology of the target, and (2) we always, in our system, use multiple genus 0 surfaces to approximate a 3-D object and piece them together later, the triangular mesh does not give any advantage under this condition, while it is more expensive. In our system, the rectangular mesh is adopted for surface representation.
Initialization
In the deformable model, an initial surface is always required, and the initial surfaces conforms to the underlying objects. In the 2-D case, the initial curve is initialized in such a way that it approximates and encloses all of the data points. It is achieved basically by computing the farthest points in many sampled directions centered at the center of gravity. In the 3-D case, initialization is more complex because one has to deal with unknown topology. The algorithm mentioned above for the 2-D case cannot be immediately extended to 3-D and must be adaptively constructed.
Limitations
There are limitations on data points and representation, which are detailed in the following three paragraphs.
Data Points
We need a dense cloud of 3-D data points, and the underlying objects have to be closed. Just like most deformable algorithms, this system could handle cracks and noise to a certain degree using the internal forces from the smoothness constraints. The fitting process is reliable as long as the global shape could be accounted for by the data points available. Fitting might fail when significant portions of data points are missing.
Pairwise Connections
This system breaks an object into components automatically, and any pair of adjacent components is connected by a connecting Bézier surface. This connection surface serves to account for the data points between two components and also to connect them smoothly. If there is a significant number of data points between two elements, this system would create another element(s) recursively until there is a small number of data points between elements. The connecting surfaces are always placed between two adjacent elements. Due to the assumption of pairwise connection between components, this system might break down when there are more than two components overlapping one another. Figure 1 shows two illustrative examples of the connecting surfaces and decomposition.
Quality of Fit vs Stability of Decomposition
Our decomposition into components is not unique. For example, the number of components depends on the degree of freedom
FIG. 1.
Two illustrative examples of the connecting surfaces and decomposition. This system assumes pairwise connection between components, and thus might break down when more than two components cluster together.
of the fitting surface (or curve). More control points produce fewer components and vice versa. Of course, if we always use the same number of control points for the fitting surface, we can obtain the same result with the initialization algorithm discussed in the latter section (which takes orientation and distribution into account).
We briefly present our work in 2-D first, which handles segmentation and complex objects, and then talk about the problems in 3-D and the solutions.
OVERVIEW OF THE APPROACH IN 2-D
We wish to obtain an analytical surface representation from the data points collected from unknown 3-D objects, but, for ease of explanation, we start with the 2-D case.
Basic Idea
Decompose a complex object into a tree, where the leaves are simple primitives, the internal nodes are partial shapes, and the branches represent Boolean operations.
Let B be the outer contour first found. We isolate residual data points that are not well fitted and cluster these residual data points into groups. Next, we extract bad spans of the fitting curve with high external energy. For each span, we check whether there is a group of residual data points associated with it. If so, we merge it into this group, otherwise we consider this bad span acceptable because no data points are nearby. Now, we have collections of points. We treat each collection of bad data points as an object and extract its contour recursively. Let P be one of the contours.
If P is inside B, which means P is a negative element of B, then B = B\P;
If P is outside B, which means P is a missing element of B, then B = B ∪ P.
How do we check whether subelement P is inside or outside body B? Because the boundary of any object here is a closed continuous B-spline curve, we can differentiate the inside from the outside by setting different gray levels inside these two regions. By examing the gray-level values, we can tell whether a pixel is in B or not and thus determine if P is inside or outside B easily.
An illustrative 2-D example is given Fig. 2 . Figure 2a shows a complex object with deep cavities. In Fig. 2b , by (1) finding the outer profile only and (2) using the residual data points and the bad curve segments, we get simple-shaped primitives B, P 1 , P 2 , P 3 , P 4 , P 5 , and P 6 . The complete description of the original object can be displayed by applying the appropriate union and difference Boolean operations. Figure 2c shows the tree associated with the result in Fig. 2b . Figure 2d shows two objects close to each other. By applying the difference operation, we can classify this set of data points into two different objects as shown in Fig. 2e .
After applying the steps above, we can decompose the input data points into several connected components, each of them corresponding to an underlying object or subobject. Each partial object is the result of Boolean operations applied to its components. All objects here are represented by closed B-spline curves, so the boundaries can be obtained by tracing the edges. There might be some sharp angles along the boundary due to the Boolean operations between two objects. We can inject this boundary as the initial snake into the minimization routine again to get a better result.
See Fig. 3a for a detailed illustration. The number of closed boundaries found is an indicator of the number of underlying objects.
2-D Pattern Initialization and Contour Finding
The outer contour of the target at each stage could be obtained using the deformable model. In our case, a B-snake [3] is employed. The concavities of the objects can be detected later by applying Boolean operations. We just need to have the initial snake covering all data points. So, the initial fitting curve should be slightly larger than the target, and it shrinks when the energy is being minimized.
First, we compute the center of mass of the data points and extract the farthest data point in sampled directions. The polygon formed by these extremal data points is used as the initial guess. An illustrative example is in Fig. 4 . Figure 3b depicts the 3-D surface fitting process, which uses the same basic idea as in the 2-D case. We first use the B-spline deformable model [19] [20] [21] to initialize an extract the surface of each element of the object, and each element is either positive or negative to the entire object. The data point set of each positive or negative element is composed of the residual data points and surface parts resulting from the previous surface fitting, which is the same as the 2-D case. Finally, we put a connection surface between each pair of adjacent elements, and the entire representation should be at least of G 1 continuity. The difficulty of the 3-D case lies in the unknown topology of the underlying objects. Trying to obtain a correct initial surface might lead to a circular problem. A smooth surface representation of a complex object with holes is difficult when the topology is not known ahead of time. For example, if the object is of Genus 1, we might end up with two objects, O 1 (positive) and O 2 (negative). Let O 1 be the main body and O 2 be the hole. To get the complete object, we need a difference Boolean operation such as O 1 \O 2 . Currently we use a B-spline surface for its ease of smooth surface construction. The problem here is to have O 1 and O 2 smoothly connected without destroying the rectangular topology of the B-spline surface. O 1 and O 2 might have different numbers of control points, which makes the problem even more complicated. One solution to this is to work in the parameter space of the surface, instead of the 3-D space. We use a Bézier blending surface, which achieves G 1 continuity, as a connecting surface between two objects, O 1 and O 2 , which are supposed to be connected. This Bézier blending surface is defined by two B-spline curves B 1 and B 2 moving on the surfaces of O 1 and O 2 , respectively. Our approach is similar to the work by Filip [24] for CAGD. The main difference is that their system is user controlled, whereas ours is entirely automatic. We automatically detect the need for decomposition into elements and create the blending surface between them.
THE 3-D CASE
The flowchart of the approach in the 3-D case is presented in Fig. 5 .
In this section, we first talk about surface initialization and fitting for each element of the object.
The fitting process basically serves to decompose objects into elements. Then we show how to bridge two adjacent elements with a Bézier connecting surface.
3-D Object Initialization
In the 3-D case, we first calculate the center of mass C. In order to make the system invariant to translation and scaling, we compute the three eigenvectors of the covariance matrix of the data points and then use these orthogonal vectors to define a new coordinate system with the origin at C. We define the sampled directions according to this new coordinate system and find the farthest data point in sampled directions. With these extreme points, we can obtain a reasonable initial estimate on the data points. An example is shown in Fig. 6 .
In both the 2-D and 3-D cases, if there is no data point in the sampled direction, we set the corresponding radius to a predefined constant for the initial estimate of the curve and surface.
Decomposition into Elements
The 3-D decomposition is conceptually the same as in 2-D. We decompose the underlying objects into elements by recursively fitting B-spline surfaces, and each B-spline surface accounts for a element. An element is either positive or negative, which is decided using the algorithm in Section 3.1. After each fitting, the data points are:
1. the residual data points resulting from the previous fitting, and 2. the parts of the previous fitting surface with no data points nearby.
The 3-D case is an extension of the 2-D one. But, in practice, the 3-D case is much more difficult because the topology is unknown ahead of time and the adjacent elements need to be connected smoothly. These problems are addressed in the following paragraphs.
Element Fitting
The formalism we are about to establish amounts to deforming an initial surface to conform as closely as possible to the input 3-D data points. This is achieved by defining an attraction force field around the data points to bring the initial surface closer to them. The initial surface is updated by a function minimization algorithm, Powell [5] [6] [7] [8] [9] [10] . The total energy of the fitting surface is defined as
E ext expresses the distance between the fitting surface and the data points. E int depends on the constraints, such as smoothness. The definition of E int is subject to change when different constraints are applied. W int is the weight associated with E int .
There are three main parts in this algorithm. The first is to initialize the fitting surface and the related parameters, the second to fit the surface to the data points, and the third to subdivide the fitting surface if necessary (see Fig. 7 ).
Choice of Representation
We choose rectangular patches over triangular ones as they allow the creation of a smoother (C 1 or C 2 ) surface. This forces us to deal explicitly with poles, as explained later.
Here, we currently use a linear B-spline surface for its efficiency in computation time and some geometric properties we need. In the linear B-spline surface, each control point only affects its four neighboring patches. This makes it very easy to separate the whole surface into independent strips which will be processed separately late.
The initial surface we use is topologically equivalent to a sphere. Here we consider a sphere as composed of three parts: two caps and an open cylinder as shown in Fig. 8 . These three parts are processed separately in our algorithm. Now, we define some terms for further use. A cap is the triangular patch formed by a pole and its adjacent control points. Thus, we always have two caps. A meridian (a line of constant u in parameter space) is the curve connecting the two poles, as depicted in Fig. 8. 
Surface Fitting
The basic idea here is to keep the time and space complexities under control by breaking down the 3-D problem into several 2-D subproblems.
Instead of injecting all M × N control points into the minimization procedure (which is possible but extremely expensive), we decompose the problem into a cap fitting problem followed by (simpler) curve fitting and patch fitting problems.
We select every other meridian and move their control points, which are not shared with the two caps, to minimize their energy. We then select the remaining meridians and move their control points, not shared with the two caps, to minimize the energy of the related patches this time. It is important to note, however, that only the bad segments (patches or curves) are injected into the minimization procedure. we fit the caps to the data. By treating the pole as multiple control points and forcing the caps to be planar (the tangent vectors in all directions at the poles would be coplanar) during fitting, G 1 continuity at the poles can be achieved when we construct a smoother surface. When fitting, the cap changes its shape subject to the planarity constraint. The variables for fitting the caps are depicted in Fig. 9 .
Curve fitting. Second, we perform the curve fitting to every other meridian to locate the profile of the target, and this is done by applying energy minimization to these meridians. We select the odd-(resp. even-) indexed meridians and fit them to the data by treating them as linear B-snakes [3] . We first extract the bad spans of the snakes, group the connected ones, and then tune one group at a time. We leave good spans untouched during fitting. An illustrative example is in Fig. 10 . When calculating the internal energy of these meridians, we not only consider their own smoothness, but also the smoothness between them and their immediate neighboring even-(resp. odd-) indexed meridians. Then we let these selected meridians adapt to find the profiles of the target. These selected meridians are not influenced much by the remaining part of the fitting surface when moving, so they can detect the object more accurately. Note that the external energy of these selected meridians is defined on the curve without considering the surface nearby. The surface is separated by the selected meridians into independent "strips" in a way, and each strip contains an even-(resp. odd-) indexed meridian.
Mesh fitting. Next, we fit each strip to the target. We select meridians of the other alternate, even-(resp. odd-) indexed, to do patch fitting for each strip. We treat them as regular snakes, except that they are tuned to minimize the external energy (error) of the strip. This means the external energy is not only from the   FIG. 10 . Illustration of the curve fitting procedure. For each selected meridian, classify the connected bad spans into groups (solid spans in the above). Tune the associated control points of each group at a time during fitting. In the above illustrative example, there are two separate groups, each of which contains three control points.
curve but also from the area it defines. As in curve (snake) fitting, we group connected bad patches and tune the associated set of the control points of each group on the selected meridian one at a time. An example is shown in Fig. 11. 
Connecting the Elements
Here we show how to create a connecting surface between two adjacent elements. First we talk about the surface representation, which is a Bézier surface. Then we talk about the initialization of this connection surface and finally how to conform it to the residual data points between adjacent elements.
Bézier Connecting Surface
A connecting surface serves as the joint between two connected simpler elements. It is defined by a 3-D Bézier blending surface as depicted in Fig. 12 . First, we initialize two closed Bsplines curves (B-snakes [3] ) moving on the B-spline surfaces of the primitives. To be more specific, these two B-snakes are, in fact, tuned on the (u, v) parameter spaces of the B-spline surfaces to fit the connecting surface to the data points in 3-D space.
Let C 1 and C 2 be the boundary curves of the connecting surface on the two objects. We sample N points from C 1 and C 2 , and N should be large enough for both C 1 and C 2 . There are several steps for the Bézier blending surface construction:
1. We need to determine the correspondence between the sampled points on C 1 and C 2 .
2. We need to compute the cross-border tangents CT 1 and CT 2 for each sampled point on C 1 and C 2 .
3. With the correspondence relationship, and the cross-border tangent of the points on both curves, we construct the Bézier blending surface . FIG. 11 . Illustration of the mesh fitting procedure. Supposing the gray areas are bad patches, we have two groups connected bad patches, each of them containing three control points of the selected meridian. These two sets of control points are tuned separately to fit the strips to the data. 4 . Because the normal to each surface point might point in opposite directions, we have to determine which is outward (or inward) when rendering the surface.
After the correspondence between C 1 and C 2 is determined, the two curves can be parameterized by the same parameter, say w. Similarly CT 1 and CT 2 can be parameterized by w, too. The Bézier blending connecting surface can be represented as follows:
We now give details of these steps.
Point Correspondence
Let O 1 and O 2 be the objects to be connected. Suppose O 2 is a element of O 1 . O 2 could be a positive element (which is outside O 1 ) or negative element (which is inside O 1 and might be a cavity or a through hole) of O 1 .
Both boundary curves go counterclockwise as a convention. With this convention, we can determine which part of the object surface is inside the connecting surface, and the direction of the cross-border tangent can be correctly set. How to initialize the counterclockwise boundary curve B is discussed in 4.4.6.
If O 2 is a positive element of O 1 , then the boundary curves of the connecting surface on both elements are going in opposite   FIG. 12 . The connecting surface between two objects. directions. If O 2 is a negative element, the boundary curves go in the same direction. An example for the positive-element case is shown in Fig. 12 . We set the variable D to −1 if O 2 is positive and to 1 otherwise. Let K be the offset of curves C 1 and C 2 , and P C1,i and P C2,i , 0 ≤ i ≤ N (N points have been sampled), are points on C 1 and C 2 , respectively. An error function E(K ) is defined as follows:
Then find K that minimizes E(K ). With K and D, the correspondence of the points of C 1 and C 2 can be determined. The point P C1,i on C 1 corresponds to point P C2,((i+D * K )mod N ) on C 2 .
Cross-Border Tangent
In order to construct a G 1 connecting surface, we need the cross-border tangent at each point along the boundary curve C. Figure 13 shows how the cross-border tangent is computed. Let O(u, v) be the surface of the target and point P be a point on boundary curve C (also on O(u, v) ). We first calculate the normal N p of O at P. N p is always pointing outward and can be obtained by ( 
∂ O(u, v)/∂u) × (∂ O(u, v)/∂v).
The boundary curve C always goes counterclockwise in our system. Since the boundary curve C has an analytic foundation, the tangent T p of C at point P can be computed easily. The cross-border tangent CT p at point P can be calculated by T p × N p .
FIG. 13. Illustration of the cross-border tangent.
FIG. 14.
The connecting surface boundary on the object is a closed curve C. We tune the control points on the (u, v) parameter space to adapt the connecting surface to the data points nearby.
Connecting Surface Construction
Let P 1,i be a point on C 1 , CT P(1,i) the cross-border tangent at P 1,i , P 2, j be the corresponding point of P 1,i on C 2 , and CT P(2, j) the cross-border tangent at P 2, j . With this information in hand, we can construct a Bézier curve connecting P 1,i and P 2, j and preserve G 1 continuity at the junctions with objects O 1 and O 2 . Constructing a Bézier curve for each pair of corresponding points on C 1 and C 2 , we obtain a Bézier blending surface. The functional representation of this surface was shown earlier in Section 4.4.1. We can scale CT P (1,i) and CT P(2, j) up and down without losing G 1 continuity, which gives the connecting surface more flexibility and degrees of freedom when fitting.
Suppose there are M 1 and M 2 control points for the boundary curves C 1 and C 2 . For each control point P c , we have three associated variables. Two of them encode the coordinates on the (u, v) parameter space, and one defines the norm of the cross-border tangent vectors of the part of the boundary curve constructed by P c . These 3(M 1 + M 2 ) variables are tuned to fit the connecting surface to the data points around.
Determining the Outward Direction of the Surface Normal
We always initialize the fitting surface of an object in such a way that (∂ O(u, v)/∂u)×(∂ O(u, v)/∂v) points outward. But we need to invert the direction when it comes to a negative element of the object. Since our algorithm for the high-genus object works recursively, a negative subelement of a negative element is positive, a negative subelement of a positive element is negative, a positive subelement of a negative element is negative, and a positive subelement of a positive element is positive. After the polarities of all elements are determined, we can determine the outward direction of the connecting surface straightforwardly. 
Connecting Surface Initialization
The boundary curve on the element's (part of the 3-D object needs to be connected) surface corresponds to a B-spline curve on the (u, v) parameter space, so we can manipulate the boundary curve by tuning the control points on the (u, v) parameter space. We have to initialize two B-spline curves on the (u, v) parameter spaces of the two connected elements first and then construct a Bézier blending surface from the corresponding 3-D boundary curves on the object surfaces.
The initialization of the connecting surface is a nontrivial task. The corresponding curves might be completely different on the (u, v) parameter space even for simple closed curves, such as circles, when they are at different places of the object surface. An illustrative example is shown in Fig. 15 .
We initialize the connecting surface as follows:
1. Extract all data points between objects O 1 and O 2 and then the surface points close to the other object.
2. Cluster these points into groups. 3. Discard groups without residual data points. Now, each group corresponds to a connecting surface between O 1 and O 2 .
4. For each group D, extract the surface points on O 1 and O 2 close to D and find their corresponding points on the (u, v) parameter space. Map these points from the (u, v) parameter space onto the Gaussian sphere G, which is a unit sphere in 3-D space. Compute the center of mass C of the points on the Gaussian sphere. Let O be the origin. Rotate the Gaussian sphere G, point OC toward the North pole, and let the G be the resultant Gaussian sphere. On G , sample the farthest point along each meridian in ascending order of longitude and find its corresponding coordinate on the (u, v) parameter space. Use these points on the (u, v) parameter space as B-spline control points to initialize the boundary curve. Since the longitude increases counterclockwise, we can guarantee that the boundary curve always goes counterclockwise. This is illustrated in Fig. 16 . When initializing the surface, we use the residual data points and the surface points. But when fitting the connecting surface, we use the residual data points only to compute the external energy.
Fitting Connecting Surface to Data Points Nearby
Now, we have the boundary curves C 1 and C 2 for each connecting surface. With C 1 and C 2 defined, the coordinates and the cross-border tangents of C 1 and C 2 can be computed directly.
There are two kinds of energy needed during surface fitting: external energy (which is a measure of the difference between the fitting surface and the collected data points) and internal energy (which represents the smoothness of the fitting surface). The fitting surface is brought closer to the data by minimizing these two energies.
We simply inject the associated 3(M 1 + M 2 ) variables (from Section 4.4.4) of the connecting surface into a minimization routine, and the connecting surface conforms to the data points nearby. In our system, we use Powell [5] [6] [7] [8] [9] [10] for minimization.
EXPERIMENTAL RESULTS
Several experimental results are presented here. We use B-snake [3] mesh fitting [20] as the engines for 2-D curve and 3-D surface fittings in our experiments, respectively. In the 3-D case, for example, the number of the 3-D control points tuned for surface fitting is much larger than that of 2-D control points tuned on the parameter space. The connecting surface is determined completely by its two boundary curves on the surfaces of the elements, so connecting surface fitting is more or less a 2-D curve fitting problem, which is much simpler than the 3-D surface fitting for segmentation. Thus, the computation time of the experiments below is mainly spent on curve (for 2-D patterns) or surface fitting (for 3-D objects) which segments data points into elements. Connecting 3-D element pairs and 2-D patterns only takes a fraction of the overall computation time.
The experiments on 2-D patterns take less than 10 min to run. In the 3-D case it takes about 20 min to segment a 3-D element, and 3-4 min to fit a connection surface to data points. The platform is a Sparc-10 workstation.
B-spline surface is employed here for 3-D object segmentation. Unless otherwise mentioned, each surface has 12 by 14 control points, and each of the two boundary curves of the connecting surface has eight 2-D control points on the corresponding parameter space. and the fitting process stops when the average error is less than 1 voxel.
In the first four experiments, we did not polish the final results with one more layer of post-processing, which fits a closed B-snake to each contour found. This is why the contour is pointy at the junction between two elements. The contours here are C 0 only.
In the first experiment (in Fig. 17) , we use hand-drawn data, which consists of two simple objects with deep concavities. After applying a B-snake and appropriate Boolean operations, these two objects are segmented. Figure 17a is the original data, and Fig. 17b is the final result. Figure 17c shows the initial guess, and how the residual data points and the bad B-snake segments merge into two clusters (which form the negative elements of the target). Figure 17d shows the Boolean operations applied. At first, the outer contour is found. We find two clusters of residual data points inside the outer contour, so the difference Boolean operations are applied. Finally, the original contour is separated into two.
In the second experiment, we use synthetic data (as shown in Fig. 18a ). There are two separate polygons in this synthetic data. One is concave, and the other is a complex object with a concave-like hole. The result is in Fig. 18b . The fitting result is obtained after applying a sequence of Boolean operations. The edges here are represented by a set of B-snakes, so the edges here are perfectly continuous. By tracing along the edges, we find two different objects and the inner hole in the bigger object, and thus the objects are segmented. Figure 18c shows how the appropriate Boolean operations are applied. Please notice that some residual data points are complicated, so our algorithm needs to be applied recursively in order to capture correctly the shapes of the residuals (each group of residual data points is considered as another object to fit).
In the third experiment (in Fig. 19 ), the data points are the same as those in Figs. 17 and 18 except that (1) half of the data points are deleted randomly, and (2) the data points are randomly shifted at most three pixels using a uniform-distribution randomnumber generator. Figure 19a shows the data points, which have broken boundaries. Figure 19b is the result. The sequences of the Boolean operations applied are exactly the same as those in the previous experiments. The boundaries detected here are more irregular, but they are still continuous B-spline curves. So the objects and the hole can still be correctly segmented.
The fourth experiment, in Fig. 20 , is on synthetic 3-D data which is composed of two separate genus 1 tori. Figure 20a shows the data points, Fig. 20b is the result (object A) after the first fit, which results in a dumbbell-like shape, and Fig. 20c is the residual of the data points that are not accounted for by object A. They are from the inner parts of the two tori, and Fig. 20d shows the bad parts of object A without data points nearby. They are from the two ends and middle of object A. Figure 20e is the cluster of points in Figs. 20c and 20d. Figure 20f is the fitting result (object B) to points in Fig. 20e . Because object B is inside object A, a difference operation A\B is applied, which leads to two separate entities. Figure 20g shows the shells of the two separate entities, which are tori. In this experiment, objects (two separate tori) more complex than genus 0 are well handled, and the data segmentation, which segments the data points into two elements, is automatically done after fitting.
The fifth experiment is on a synthetic high genus object, which is a sphere with a cross-like through-tunnel inside. In this crosslike tunnel, there is another bar. Figure 21 shows the data points and the result. Figure 21a shows the data point set, which contains a sphere (positive element as shown in Fig. 21b) , a cross (negative element as shown in Fig. 21c) , a bar (a negative element of Fig. 21c , and a positive element of the underlying object as shown in Fig. 21d). Figures 21b, 21c , and 21d show three surfaces S 1 , S 2 , and S 3 , and are the results after applying the algorithm in [21] . Figures 21e and 21f show two views of the residual data points around the connecting surfaces between surfaces Figs. 21b and 21c and between surfaces Figs. 21c and 21d. Figures 21g and 21h show two views of the objects with initial connecting surfaces. The connecting surfaces do not look smooth because of bad initialization. This problem is automatically fixed by the fitting process later on. Figure 21i shows the negative element of the object, which results from the difference Boolean operation S 2 \S 3 . A Boolean difference operation is applied because S 3 is a negative element of S 2 . There are two connecting surfaces (connections) between S 2 and S 3 . Since Fig. 21i is a negative element, a difference Boolean operation is Figure 22 shows the activities on the parameter spaces. Figures 22a and 22c show the coordinates on the parameter space of the points of surfaces S 1 and S 2 that are close to the other object and the residual data points. There are four connections between surfaces S 1 and S 2 , and the (u, v) coordinates of initial boundary curves are shown in Figs. 22b and 22d, respectively. In Fig. 22d, regions 2, 4 , 5, and 6 are for the connections with surface S 1 . There are two connections between surfaces S 2 and S 3 . Figures 22c and 22e show the coordinates on the parameter spaces of the points of surfaces S 2 and S 3 that are close to the other object and the residual data points. The (u, v) coordinates of initial boundary curves are shown in Figs. 22d and 22f, respectively. In Fig. 22d, regions 1 and 3 correspond to the connection with surface S 3 . In this example, we can see that some connections surround the poles of the (u, v) parameter space, and the initial boundary curves are open curves on the (u, v) parameter space.
The sixth experiment, shown in Fig. 23 , is on Genus 1 synthetic data, which is a teapot. Figure 23a shows the data points. Figure 23b shows the result after fitting recursively to the residual data points and bad parts of the fitting surface. There are four elements segmented: knob, handle, spout, and main body, which are disconnected. Figure 23c shows the four initial connecting surfaces between the corresponding pairs of elements. Figure 23d shows the final result. There are four connection surfaces used. In this experiment, the data points around the junctions of the handle and the main body are very close to one another, which blurs the external energy field.
The last experiment shows how to handle the situation when an insufficient number of control points are employed during fitting. The data is collected from the famous Renault part using the 3-D rangefinder in our lab. A method to determine the correct number of control points ahead of time is still open, since it takes higher level information. The number of control points should be enough to capture the global shape; otherwise the fitting surface might just approximate part of the object. In this case, we need to process the residual data points, as discussed in previous sections, and add a connecting surface in between. Alternatively, we can simply add more control points to the first iteration until there are no residual data points left after fitting. The second approach gives a more compact representation than the first one, so we prefer to add more control points. We use the second approach only when the residual data points result from the difference in topology between the fitting surface and the underlying object. An example showing what happens when an insufficient number of control points is chosen is in Fig. 24 . In this example, a 10 × 12 mesh is employed first to approximate a complex object (Renault part). The fitting surface fails to account for all data points on the first try. Therefore the system automatically fits another 10 × 12 mesh to the residual data points and gives two elements (subobjects) as the result. In this situation, a connecting surface with a total of 16 control points is added automatically by the system to connect these two elements. Figure 24a shows two separate subobjects represented by two 10 × 12 meshes. Figure 24b shows the result with a connecting surface between the two subobjects. Figure 24c shows the result using a 14 × 16 mesh.
TIME COMPLEXITY ANALYSIS
In this section, we analyze the system to pinpoint its bottlenecks. There are two main subsystems in our work. The first fits the underlying object with a deformable model and is a 3-D surface fitting problem. The second is to connect the elements segmented by the first system properly, which amounts to a 2-D snake fitting problem. The 3-D surface fitting step is much more expensive. The bottleneck obviously is in the first subsystem, and the second takes only a fraction of the overall computation time. Hence, when it comes to performance, we will ignore the second subsystem for connecting elements, and pay attention to the first one only. The surface fitting algorithm is detailed in Section 4.3 and [20, 21] .
Analysis of the Bottleneck
Now, we would like to find the bottleneck of the entire fitting process. We conducted an experiment on a sphere and recorded the time spent in each step. The sphere is composed of 4413 data points sampled from a synthetic sphere of radius 23 as shown in Fig. 25 . We first project a sphere of radius 23 into a 50 × 50 × 50 cube. The voxels traversed by this sphere are picked as the data points, and then random noise between 0.0 and 1.0 is added to each of them. The fitting result is also shown in Fig. 25 .
There are three main modules in the system which are for cap fitting, curve fitting, and mesh fitting. Surface fittings (including cap, curve, and mesh fittings) have been repeated 16 times. The mesh fitting module is the main bottleneck (see Table 1 ).
The number of variables of cap fitting is smaller than the curve fitting's, but the computation times are roughly the same. It is because in cap fitting, sin ( ) and cos ( ) functions are evaluated frequently during minimization, and these two functions are expensive to compute. The performance of cap fitting could be further improved by building a table for these two functions. Supposing K and K 2 points are sampled from each span and patch during curve and mesh fitting, respectively, the evaluation of the external energy of a patch would be K times, at least, more expensive that a span's. K is 8 in most experiments. Moreover, computing a surface point (using tensor product) is more expensive than computing a curve point. So computing the external energy of the mesh would be at least 2K times more expensive.
The performance of the minimization routine highly depends on the number of variables and the cost to evaluate the objective function. In terms of the number of variables involved during fitting, the complexity of the curve and mesh fittings is approximately the same. But in terms of the cost of function evaluation, the complexity of the mesh fitting would be about 2K more expensive, which explains the significant difference in computation time. One way to remove the bottleneck would be using a multiple processor computer, so all of the patch points and span points can be computed at the same time. Furthermore, since all curve fittings are independent of one another, all of the curve fittings can go in parallel, and the same goes for the mesh fittings. This way, we can boost the performance of the system even more.
CONCLUSION AND LIMITATIONS
Deformable models provide a compromise between faithfulness and smoothness. With more smoothness, some important features, such as sharp edges, might be blurred. Placing too much weight on faithfulness might lead to jagged fitting results.
There is always such a trade-off for deformable models. In our algorithm, we prefer more weight on smoothness because we emphasize the outer contour, which can be detected more stably and easily with more weight on smoothness. The inner parts and the features (such as discontinuity) of the underlying object emerge after applying Boolean operations. The assumptions of (1) one underlying object only, and (2) geometrically simple object without deep (or through) cavities have been the weakness points of the deformable model algorithms. In this paper, we have presented (1) a hierarchical tree structure, whose nodes are the outer profile of the objects, to represent the objects, and (2) a 3-D G 1 surface representation for the topologically complex object. The assumptions above are lifted, and multiple topologically complex objects can be handled properly.
By applying multiple snakes (or fitting surfaces) simultaneously and Boolean operations recursively, objects can be segmented into independent primitives, and cavities can also be well handled. Our algorithm makes the deformable model much more versatile. It breaks down the input data points into several disconnected components, each of them standing for an underlying object or subobject. Each object detected is the result of Boolean operations on its components. The elements of the object extracted first are disconnected and represented by closed B-spline surfaces. A deformable scheme, based on Bézier blending surfaces, is used to connect the elements smoothly, and a smooth surface representation for complex objects can be obtained. The system proceeds automatically without human interaction. It is difficult to determine the right number of control points for an unknown object ahead of time. Using too many control points might lead to a waste in time while using too few might lead to a result that captures only part of the underlying object. The proposed algorithm here works when there are not enough control points used, which provides another alternative to simply adding more control points and fitting again.
There are also limitations to this approach: First, we need complete a data set, which is not always easy to obtain. We cannot handle incomplete data points mainly because we do not make any assumptions about the underlying objects in the current implementation. We can always cast the assumptions and prior knowledge, such as size and shape, on the underlying objects into internal energies. This approach could handle the incomplete data points if we have some assumptions or prior knowledge. For example, we could reconstruct a sphere easily using partial data points if we know ahead of time that the underlying object is a sphere.
Second, we assume that the connecting surface exists only between two adjacent elements. This assumption holds most of the time because the connecting surface only accounts for the limited number of residual data points between two adjacent elements. The adjacent elements usually overlap or are very close to each other. We cannot handle the case of more than two elements joined together at one place.
Third, the representation of the object is not unique. This problem could be alleviated by using the same amount of data points on the fitting surface and taking the distribution of the data points into account when initializing the fitting surface. Without noise, ideally, we should always be able to get a unique representation.
Finally, while our scheme is able to decompose an object into elements, there is no direct relationship between these elements and perceptual parts of these objects, and our next step is to segment "real" parts of the underlying object by analyzing the G 1 surface obtained by our current system.
