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FOREWORD 
Summary and Some of the Basic Definitions 
In this paper, we deal with improper Lebesgue-Stieltjes 
integrals as described in Definition 1 of this foreword. We 
are mainly interested in summability methods for such improper 
Lebesgue-Stieltjes integrals as described in Definition 4 of 
this foreword. The first three chapters are devoted to dis­
cussing certain definitions and preliminary results relative 
to Lebesgue-Stieltjes integrals involving real-valued func­
tions of a single real variable. Chapter IV, which is the 
most important chapter of this paper, is devoted primarily to 
obtaining sufficient conditions for such summability methods 
to be regular as described in Definition 5 of this foreword. 
We note how the sufficient conditions for a summability method 
for real infinite series based on a series-to-sequence trans­
formation involving an infinite real matrix to be regular 
follow. 
* 
In Chapter I, we first discuss the outer measure Ug cor­
responding to a monotone non-decreasing real-valued function 
g on the entire real y-axis, the concept of a set E of real 
* 
numbers being ^-measurable, and the measure P-g induced by 
the outer measure P-gî we then discuss the concept of a real-
valued function f on a P-g-measurable set E of real numbers 
being iig-measurable on E. We next introduce our Lebesgue-
2 
Stieltjes integral (LS)\ f(y)dg(y) in which the integrator 
JE 
function g is a monotone non-decreasing real-valued function 
* 
on the entire real y-axis, in which the set E is a ^ -measura­
ble set of real numbers, and in which the integrand function 
f is a real-valued function on E; we then discuss some basic 
properties of this integral. Next, we extend this integral to 
the case where the integrator function g is a real-valued 
function on the entire real y-axis which is of bounded varia­
tion on every non-degenerate finite closed interval of this 
axis. We then discuss the relationship between the Lebesgue-
Stieltjes integral (LS)[r . f(y)dg(y) and the Riemann-J [a,bj 
r b Stieltjes integral (RS)\ f(y)dg(y) wherein the integrator 
J a 
function g is a monotone non-decreasing real-valued function 
on the entire real y-axis, the set [a,bj is a non-degenerate 
finite closed interval of the real y-axis, and the integrand 
function f is a bounded real-valued function on [a>b] . Next 
we discuss the Stieltjes mean sigma integral, which is a fair­
ly simple extension of the Riemann-Stleltjes integral. To 
conclude Chapter I, we discuss saltus functions in some detail. 
In Chapter II, we establish a substitution theorem for 
the Lebesgue-Stieltjes integral (LS)fr iR(y)*a(y)da(y) in 
J 10, Yj 
which a is a monotone non-decreasing real-valued function on 
K  the entire real y-axis, in which R and a are both ^-measurable 
real-valued functions on 0 ^  y <• + oo which are bounded on 
every non-degenerate finite closed interval of the non-nega­
tive real y-axis, and in which Y is a positive real number. 
This theorem can easily be extended to the case where the 
function a is a real-valued function on the entire real y-axis 
which is of bounded variation on every non-degenerate finite 
closed interval of this axis. In our proof, we use only the 
following fairly simple ideas: an analogous substitution 
theorem for the Riemann-Stleltjes integral (see, for example, 
Theorem 17 on page 23 in Hildebrandt (2)); a result which fol­
lows at once from Theorem 10 in Part G of Chapter I (see Theo­
rem 2 in Chapter II); a known result relative to the existence 
and value of a Riemann-Stleltjes integral involving a saltus 
function as the integrator function (see, for example, Theorem 
21 on page 29 in Hildebrandt (2)); the result that if f is a 
continuous real-valued function on a non-degenerate finite 
closed interval [a,b] of the real y-axis, and if g is a mono­
tone non-decreasing real-valued function on [a,bj , then the 
Riemann-Stleltjes integral (RS)^ f(y)dg(y) exists; the rela­
tionship between the Lebesgue-Stieltjes integral and the 
Riemann-Stleltjes Integral over a finite closed interval of 
the real y-axis as given by Theorem 3 in Part E of Chapter I; 
the relationship between measurable real-valued functions and 
continuous real-valued functions on a non-degenerate finite 
closed interval of the real y-axis as given by Theorem 5 in 
Part A of Chapter I; certain quite basic properties of the 
4 
outer measure and the measure as introduced in Part A of Chap­
ter I, and the Lebesgue-Stieltjes integral as introduced in 
Part B of Chapter I; Theorem 3 in Part D of Chapter I relative 
to the Lebesgue-Stieltjes integral involving as the integrator 
function a real-valued function on the entire real y-axis 
"Which is of bounded variation on every non-degenerate finite 
closed interval of this axis. 
In Chapter III, we prove an integration by parts theorem 
for the Lebesgue-Stieltjes integral (LS)f , f(y)dg(y) in 
[a»b] 
which f and g are real-valued functions on the entire real y-
axis which are of bounded variation on every non-degenerate 
finite closed interval of this axis, and in which [a,b] is a 
non-degenerate finite closed interval of the real y-axis. We 
establish the formula 
(LS)[ f(y)dg(y) = | (m<j)f f(y)dg(y) 
[a,b] I J a 
+ f(a? + f(a ) .[g(a) - g(a™)] 
(1) + f(V-)a+ 
f(y)dg(y) 
[a,l] 
+ (I5)[ _g(y)df(y) 
J [a,t.] 
-[f(l+)-g(b+) - f(a")-g(a-)]| , 
fb 
in which (mcr)\ f (y)dg(y) is the Stielt jes mean sigma integral 
a 
of f with respect to g over [a,bj. Our procedure is to first 
establish formula (1) for the case where f and g are both 
5 
monotone non-decreasing saltus functions by making use of 
Theorems 8 and 9 in Part G of Chapter I. We next extend this 
result to the case where f and g are both arbitrary monotone 
non-decreasing real-valued functions on the entire real y-axis 
by making use of the fact that a monotone non-decreasing real-
valued function on the entire real y-axis can be expressed as 
the sum of a monotone non-decreasing saltus function and a 
continuous monotone non-decreasing real-valued function on the 
entire real y-axis. We then extend this result to the case 
where f and g are as stated at the outset of this paragraph by 
making use of Part D in Chapter I. We also consider the prob­
lem of when the somewhat simpler and more familiar integration 
by parts formula 
(2) (LS)\ nf (y)dg(y) = [f (b+) *g(b+) - f(a")-g(a")l 
•"[a.b] 
holds. In particular, we obtain the theorem on page 102 of 
Theory of the Integral by Saks (6). 
In order to summarize Chapter IV, which is, as we have 
mentioned previously, the main chapter of this paper, we need 
to note the following definitions. 
Definition 1 
Let D be the set consisting of all ordered pairs (a, a) 
such that a is a real-valued function on the entire real y-
axis which is of bounded variation on every non-degenerate 
6 
finite closed interval of this axis, and such that a is an a-
measurable real-valued function on O^y < + oo which is 
bounded on [O,Y] for every 0 < Y < + oo . For a member (a, a) 
of the set D, we call the expression 
r oo 
(3) (LS)\ a(y)da(y) 
J0 
the improper Lebesgue-Stieltjes integral of a with respect to 
a from 0 to oo . For a member (a, a) of the set D, we say that 
the improper Lebesgue-Stieltjes integral (3) converges and has 
the real number a as its value in case 
(4) lim (LS)( a(y)da(y) 
Y—>oo J[0,Y] 
exists and equals a. 
Definition 2 
Let the set D be as described in Definition 1. Let J be 
the set consisting of all improper Lebesgue-Stieltjes inte­
grals (3) for which (a, a) is a member of the set D. Let 
be the subset of J consisting of all convergent improper 
Lebesgue-Stieltjes integrals (3) in J. 
Definition 3 
Let R be a real-valued function on 0 <.x, y <- + oo with 
the property that for each non-negative real number x we have 
that R(x, y) as a function of y alone is of bounded variation 
on [O,Y] for every 0 < Y <+ oo . Let Dj(R) be the subset of 
the set D introduced in Definition 1 consisting of all members 
(a, a) of D such, that for each non-negative real number x we 
have that the improper Lebesgue-Stieltjes integral 
r  o o  
(5) (LS)\ R(x, y)-a(y)da(y) 
J0 
converges. Let T be the transformation with domain the set 
D-jjR) such that for any member (a, a) of this set we have that 
the image T a^ of (a, a) under T is the real-valued func­
tion defined on the non-negative real x-axis by the rule that 
for each non-negative real number x we have that T. .(x) Cet, a j 
is the value of the convergent improper Lebesgue-Stieltjes 
integral (5). T will be called the transformation "determined 
by the function R". 
Definition 4 
Let R be a real-valued function on 0 £ z, y < + oo with 
the property that for each non-negative real number x we have 
that R(x, y) as a function of y alone is of bounded variation 
on [O,Y] for every 0 < Y < + oo. Let the set D^(R) be as in 
Definition 3, and let I be the transformation determined by 
the function R as described in Definition 3. Let D^(R) be the 
subset of the set D-^(R) consisting of all members (a, a) of 
Dj(R) such that 
(6) lim T ,  x(x) 
X >00 I '  A '  
exists and is real. Let J(R) be the set consisting of all 
improper Lebesgue-Stieltjes integrals (3) for which (a, a) is 
8 
a member of the set D^ (R). Let S be the operator with domain 
the set J(R) which assigns to each member (3) of J(R) the real 
number given by (6). S will be called the summability method 
for improper Lebesgue-Stieltjes integrals "determined by the 
function R". 
Definition 5 
Let R be a real-valued function on 0 <l X, y < + oo with 
the property that for each non-negative real number x we have 
that R(x, y) as a function of y alone is of bounded variation 
on [o,Y ] for every 0 < Y < + oo. Let the set J(R) be as in 
Definition 4, and let S be the summability method for improper 
Lebesgue-Stieltjes integrals determined by the function R as 
described in Definition 4. Let Jc be as stated in Definition 
2. We say that S is regular if the set Jc is a subset of the 
set J(R), and if the summability method S assigns to each mem­
ber (3) of the set Jc the real number to which this improper 
Lebesgue-Stieltjes integral converges. 
In Chapter IV, we are, as noted in the first paragraph of 
this foreword, primarily interested in obtaining sufficient 
conditions for a summability method S as described in Defini­
tion 4 to be regular in the sense described in Definition 5. 
We do, however, obtain a more general result relative to suf­
ficient conditions for the set Jc described in Definition 2 to 
be a subset of the domain of the summability method S, as well 
as a formula for the real number which such an S assigns to 
9 
each member (3) of the set Jc. in view of our integration by-
parts theorem for the Lebesgue-Stielt jes integral obtained, in 
Chapter III of this paper, we have that the above formula con­
tains the value of a certain convergent improper Stieltjes 
mean sigma integral. Therefore, we now introduce the type of 
improper Stieltjes mean sigma integral to be involved here, 
and we also introduce the concept of convergence for such an 
improper Stieltjes mean sigma integral. 
Definition 6 
If f and g are real-valued functions on 0 < y <• + oo such 
that we have for every positive real number Y that the Stielt-
jes mean sigma integral (mcr)( f(y)dg(y) exists, then we call 
J 0 
the expression 
(7) (ma)f f(y)dg(y) 
J 0 
the improper Stieltjes mean sigma integral of f with respect 
to g from 0 to oo. We say that the improper Stieltjes mean 
sigma integral (7) converges and has the real number a as its 
value in case 
(8) lim (mcr)(* f(y)dg(y) 
Y—>oo J 0 
exists and equals <y. 
As noted in the first paragraph of this foreword, the 
sufficient conditions for a summability method for real infi­
nite series based on a series-to-sequence transformation in-
10 
volving an infinite real matrix to be regular follow from our 
main result of Chapter IV. 
11 
CHAPTER ONE: INTRODUCTION 
Part A 
Throughout this part of our Introduction, let g be a 
monotone non-decreasing real-valued function on the entire 
* 
real y-axis. We discuss the outer measure jig determined by 
* * 
g, the measure H induced by the outer measure V > „  and Pg.-
o g o 
measurable real-valued functions. 
If i is a non-degenerate finite open interval (a, b) of 
the real y-axis, we let 
(1) fig(i) = g(t>") - g(a+). 
If I = {_inj, (n = 1, 2, 3, • • • ), is a finite or infinite se-
quence of non-degenerate finite open intervals of the real y< 
axis, we let 
(2) lg(D = XZ^(in). 
If E is any given set of real numbers, we let 
yig(E) = g.l.b. £ Lg(I) 11 is a finite or infinite 
(3) sequence of non-degenerate finite open 
intervals covering E | ;
* 
Ug(E) is called the "outer g-measure" of E. 
* 
If E is a set of real numbers, we say that E is "im­
measurable" in case we have for every set A of real numbers 
that 
(4) *g(A) = Pg(A-E) + lig(A-E). 
12 
* 
The collection of all Ug-measurable sets is a o'-ring S — 
i.e., S is closed under the formation of differences and 
countable unions. Let p-g be the function defined on S by the 
rule that for each member E of S we have 
(5) Hg(E) = Ug(E). 
Pg is an extended real-valued non-negative set function on S. 
Pg is countably additive — if E^j , (n = 1, 2, 3, ' " ), is 
any finite or infinite sequence of disjoint sets in S, then 
) En is contained in S, and p-g.( En) = Z__P>o;(E ). 
(n) 8 (n) (n) B 
]ig(0) = 0. P-g is a measure, known as the measure induced by 
* 
the outer measure lig. V-g is a complete measure — i.e., if E 
is any member of S such that V>g(E) = 0, and if F is any set of 
real numbers which is a subset of E, then F is a member of S, 
and lig(F) = 0. The collection S contains all intervals of the 
real y-axis. If E is a bounded set of real numbers, and if 
[a,bj is any finite closed interval of the real y-axis con­
taining E, then E is a member of S if and only if 
(6) P-g(E) + y-g([a,b ] - E) = g(b+) - g(a-). 
A real-valued function f on a member E of the a-rlng S 
is said to be'Vg-measurable" on E if and only if we have for 
every real number c that the set 
(7) {_yly e E 5111(1 ^(y) ^  c] 
is a member of the o'-ring S. If |fnj, (n = 1, 2, 3, '**)» is 
* 
an infinite sequence of P-g-measurable real-valued functions on 
13 
a member E of the cr-ring S, and if there is a real-valued 
function f on E such that 
lim f (y) = f(y) 
n—>00 
for all y on E, except for a subset of E of outer g-measure 
* , 
zero, then f is a P>g-me a sur able function on E. If |_a,bj is a 
non-degenerate finite closed interval of the real y-axis, and 
if f is a simple step function on [a,b], then f is a Im­
measurable function on [a,b]. If f is a real-valued function 
on a member E of the cr-ring S, and if there is a finite se­
quence ^ c, (j = 1, 2, 3, •••, m), of distinct real numbers 
with the property that 
(8) 1*g( ^E - ) {.y |y £ E and f (y) = j ) = 0, 
% 
then f is said to be a "g-restricted" function on E; f is im­
measurable on E if and only if each of the sets 
{y|y £• E and f(y) = c^}, ( j = 1, 2, — -, m) 
is a member of S. We note that the concept of a g-restricted 
function is a generalization of the concept of a simple step 
function on a finite closed interval. If f is a real-valued 
* 
function on a member E of the cr-ring S, then f is ^ -measura­
ble on E if and only if there exists an infinite sequence 
^fnj, (n = 1, 2, 3, of ^-measurable g-restricted real-
valued functions on E such that lim fn(y) = f(y) for all y 
n—>oo 
on E. 
Now, as noted in the foreword, we make use in Chapter II 
14 
of a theorem dealing with the relationship between V^g-measura­
ble real-valued functions and continuous real-valued functions 
on a non-degenerate finite closed interval of the real y-axis. 
A fairly simple proof of this theorem is obtained by making 
use of the relationship between our approach here to p -O 
* 
measurable sets of real numbers and P -measurable real-valued O 
functions, and the F. Riesz approach to measurable functions, 
the Lebesgue-Stieltjes integral and measurable sets. For this 
reason mainly, therefore, we next examine briefly some aspects 
of this latter approach. In the remainder of this paragraph, 
let [a,b ] be a fixed non-degenerate finite closed interval of 
the real y-axis. A real-valued function f on [a,b] is said to 
be "essentially g-bounded" on [a,b ] in case there is a positive 
real number K such that f(y)|^ K for all y on [a,b], except 
for a subset of [a,b] of outer g-measure zero. A real-valued 
function f on [a,b] is said to be "Rg-measurable" on [ a,b] in 
case there is an infinite sequence {fn|, (n = 1, 2, 3, **•)» 
of simple step functions on [a,b ] such that lim fn(y) = f(y) 
n-*oo 
for all y on [a,b], except for a subset of [a,b ] of outer g-
measure zero. If f is a simple step function on [ a,bj, and if 
2 = -[a = y0 < yi < y2 < • - < ~ 
is any partition of the interval [ a,b] such that we have for 
each integer j = 1, 2, k that f(y) assumes a constant 
value Uj on the open interval (y^^, y^), then we let 
15 
sg(f; [a,b]) = L_f(yj)• [s(yj) - g(yp] 
(9) 3-0 
+ [s(yj) - Btyj.v] ; 
this number does not depend on the particular partition of 
[a,b ] used having the property stated. If f is an essentially 
g-bounded Eg-measurable real-valued function on [a,b], and if 
{fnj, (n = 1, 2, 3, •••)» is an infinite sequence of simple 
step functions on [a,b ] with the properties 
(Pj) there is a positive real number K, and a subset 
of [a,b ] with p.*(Z- ) = 0, such that for each positive 
integer n we have that 
|fn(y) ^ K 
and 
for all y s ([a,b] - Z^) 
(P2) lim fn(y) = f(y) for all y on [a,b], except for a 
n-»oo ^ 
subset Z2 of [a,b J with V-g(Z2) = 0, 
then the limit 
(10) lim S (fn;[a,b]) 
n-^oo 
exists and is real, and we let 
(11) S (f; [a,b]) = lim S„(f ;[a,b]); 
n-»oo 
this number does not depend on the particular sequence of sim­
ple step functions used having the properties (P^) and (P2), 
and this number is called the "Rg-integral" of f over [a,b]. 
If E is a subset of [a,b], and if 0% is the so-called "charac-
16 
terlstic" function of E on [a,b] defined by the rule that 
(12) (^y) = ? 6 E 
= 0, y & ([a,b ] - E), 
then E is said to be 11 Bg-measurable" in case the function 
is Rg-measurable on [a, b], and in this case the non-negative 
real number 
(13) Mg(E) = Sg(0E, [a,b]) 
is called the "Rg-measure" of the set E. Let be the collec 
tion consisting of all extended real-valued functions on [a,b 
such that for every real number c we have that the set 
{y|y & [a,b] and f(y) > c] 
is Rg-measurable. If f is a real-valued function on [a,b], 
then f is a member of the collection7^ if and only if f is Rg 
measurable on [a,b] (see Theorem 21 on page 199 of Theory of 
Functions of Real Variables by Graves (1)). 
We continue as in the preceding paragraph. In this para 
graph, we first note the following interesting theorem (see 
page 93 of Functional Analysis by Riesz and Nagy (5)). 
Theorem 1 
If E is a Pg-measurable subset of [a,b], then E is also 
an Rg-measurable subset of [a,b], and we have that Mg(E) = 
VB>-
In view of Theorem 1 and the last result of the preceding par 
agraph, we have the following important theorem. 
17 
Theorem 2 
If f is a Ug-measurable real-valued, function on [a,b], 
then f is also an Rg-measurable function on [a,b]. 
The following theorem, which is the converse of Theorem 2, is 
easily established. 
Theorem 3 
If f is an Rg-measurable real-valued function on [a,b], 
then f is also a Ug-measurable function on [a,b]. 
Proof 
By hypothesis, there is an infinite sequence -^fnj, (n = 
1, 2, 3, '"*)» of simple step functions on [a,b ] such that 
lim fn(y) = f(y) for all y on [a,b], except for a subset Z of 
a-» oo ^ 
[a,b] with V-g(Z) = 0. For each positive integer n, the func­
tion fn is a ^-measurable real-valued function on [a,b]. 
Hence, f is a y-g-measurable function on [a,b]. Q.E.D. 
The next theorem, which is the converse of Theorem 1, is also 
easily established. 
Theorem 4 
If E is an Rg-measurable subset of [a,b], then E is also 
a Ug-measurable subset of [a,b]. 
Proof 
Let 0jj> be the real-valued function defined on [a, b] by the 
rule (12). By hypothesis, is an Rg-measurable function on 
18 
[a,b]. Hence, from Theorem 3 we have that 0E is immeasurable 
on [a,b ]. Since 
E = [y|y €. [ a,b] and 0E(y) > o] , 
* 
we have that E is Tig-measurable. Q.E.D. 
Finally, we come to the theorem referred to above dealing 
* 
with the relationship between 11 -measurable real-valued func-
© 
tions and continuous real-valued functions on a non-degenerate 
finite closed interval of the real y-axis. 
Theorem 5 
< 
Let f be a ^-measurable real-valued function on a non-
degenerate finite closed interval [a,b ] of the real y-axis. 
If £ and 6 are any two given positive numbers, then we have 
a continuous real-valued function ^pon [ a,b] and a im­
measurable subset E of [a,b] such that the following state­
ments hold: 
(i) ^(a) = f (a) and ^ (b) = f(b) 
(11) Pg(E) < 6 
(Hi) |f(y) - ^ (y) <• <=- for all y on ([a,b ] - E) 
(iv) if there are real numbers k and K such that 
k 5 f(y) < K for all y on [a,b], except for a sub­
set Z of [a,b ] such that P-g(Z) = 0, then 
k — 'V(y) 5. K for all y on [a,b]. 
One method of proving Theorem 5 is to first establish it for 
the case where f is a simple step function on £a,bJ, and to 
then establish it for the case where f is as stated in the 
19 
theorem "by making use of Theorem 2 and. a special case of 
Egoroff1 s Theorem (see Theorem 10 in Part B). 
Part B 
Throughout this part of our introduction, we again let g 
be a monotone non-decreasing real-valued function on the entire 
real y-axis. We discuss here the Lebesgue-Stieltjes integral 
involving g as the integrator function. 
If f is a real-valued function on a member E of the a-
* 
ring S of Pg-measurable sets described in Part A, and if there 
is a finite or infinite sequence ^c^j, (j = 1, 2, 3, "  ), of 
distinct real numbers with the property that 
(14) U* ( E - ) (vl v £ E and f(y) = c,} ) = 0, 
S (j)' 1 3 
then f is said to be a "quasi g-restricted" function on E; f 
is V1*-measurable on E if and only if we have for each suitable 
positive integer j that the set 
{y| y £ E and f (y) = cj 
is a member of S. If f is a quasi g-restricted function on a 
member E of the <y-ring S, and if {c^j , (j = 1, 2, 3, —), is 
a finite or infinite sequence of distinct real numbers such 
that (14) holds, then f is said to be g-integrable over E in 
case the following statements hold: 
< (i) f is Pg-measurable on E 
(11) for each suitable positive integer j such that c^ 
is different from zero, 
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v{y| y ^  E 331(1 f (y) = cj] ) 
is finite 
(iii) the series 
(15) HT Cj.^g({y|y e E and f(y) = c^ ) 
is either finite or absolutely convergent, where 
y denotes summation over all suitable positive 
(j) 
integers j such that c^ is different from zero; 
in this case, the Lebesgue-Stieltjes integral 
(16) (LS)[ f(y)dg(y) 
E 
is the value of the series (15)• 
In this paragraph, let f be a real-valued function on a 
member E of the cr-ring S. A real-valued function M on E is 
called a "g-majorant" of f on E in case M is a quasi g-re­
stricted function on E, and M(y) >. f(y) for all y on E, except 
for a subset of E of outer g-measure zero; a real-valued func­
tion m on E is called a "g-minorant" of f on E in case m is a 
quasi g-restricted function on E, and m(y) f(y) for all y 
on E, except for a subset of E of outer g-measure zero. Let 
Ug(f) be the collection consisting of all g-integrable g-
majorants of f on E, and let Lg(f) be the collection consist­
ing of all g-integrable g-minorants of f on E. We make the 
definitions 
(LS) Ç f(y)dg(y) - + oo if TL.(f) = 0 
(17') E r r I l 
= g.l.b. (LS) J M(y)dg(y) M£U (f)J 
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if Ug(f) £ 0 
and 
(12) ^  f (y)dg(y) = - oo if Lg(f) = 0 
(iy" ) = l.u.b. ^ (IS)^ m(y)dg(y)| m £Lg(f)J 
if Lg(f) i 0. 
f is said to be "g-integrable" over E in case Ug(f) and Lg(f) 
are both not empty, and 
(18) (IS)\ f(y)dg(y) = (LS) ) f(y)dg(y); 
JE -E 
in this case, the Lebesgue-Stieltjes integral (16) is given by 
(19) (LS)Ç f(y)dg(y) = (LS)^ f(y)dg(y) 
JE JE 
= (LS) \ f(y)dg(y). 
-E 
We list a few basic properties of the integral introduced 
in the preceding paragraph. 
Theorem 1 
* 
Let f be a real-valued function on a Ug-measurable set E 
of real numbers. Then, f is g-integrable over E if and only 
if f is V>g-measurable on E, and the sets Ug(f ) and Lg(f) are 
both not empty. 
Theorem 2 
* * 
Let f be a real-valued ^ -measurable function on a Im­
measurable set E of real numbers such that f(y) 0 for all y 
on E, except for a subset of E of outer g-measure zero. Then, 
22 
f is g-integrable over E if and. only if f has a g-integrable 
g-majorant on E. Moreover, in this case we have that 
(LS) \ f(y)dg(y) > 0, 
j  E 
where equality holds if and only if f(y) = 0 for all y on E, 
except possibly for a subset of E of outer g-measure zero. 
Theorem 3 
Let fj and fg be g-integrable real-valued functions on a 
f 
Ug-me a sur able set E of real numbers, and let ct^ and a2 be real 
numbers. Then, the Lebesgue-Stieltjes integral 
(20' ) (LS) [ [d1f1(y) + <*2^2(y)] dg(y) 
E 
exists and is equal to 
(20") g^- (LSA f%(y)dg(y) + 02-(LS)\ f2(y)dg(y). 
JE JE 
Theorem 4 
* 
Let f be a g-integrable real-valued function on a Im­
measurable set E of real numbers. Then, f is g-integrable 
* 
over any ^-measurable subset of E. 
Theorem 5 
* 
Let f be a g-integrable real-valued function on a Im­
measurable set E of real numbers. Let |E^j , (j = 1, 2, 3, 
£ 
• • • ) > be a finite or infinite sequence of ^-measurable sub­
sets of E such that for any two distinct suitable positive 
integers j and k we have that Ej • Ek = 0, and also such that 
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E = ) E.. Then, the series ) (LS)\ f(y)dg(y) is 
(3) 3 (3) JEj 
either a finite series or a convergent infinite series, and 
we have that 
(21) ) (LsA f(y)dg(y) = (LS)\ f (y)dg(y). 
(3) JEj JE 
Theorem 6 
* * 
Let f be a p. -measurable real-valued function on a P_-
o O 
measurable set E of real numbers. Then, f is g-integrable 
over E if and only if the Lebesgue-Stieltjes.integral 
(22 )  (LS) (  I  f (y )  dg (y )  
jE! 
exists. 
Theorem 7 
Let ^Ejj , (j=l, 2, 3, *•*)> be a finite or infinite 
* 
sequence of ^ -measurable sets of real numbers such that for 
any two distinct suitable positive integers 3 and k we have 
that E1 ' E% = 0. Let E = ) E... Let f be a real-valued 
d (3) 3 
function on E such that we have for each suitable positive 
integer 3 that f is g-integrable over the set Ej. If the 
series 
(23) 1 (LS)C |f(y) dg(y) 
(3) JEjI 
is either a finite series or a convergent infinite series, 
then f is g-integrable over E. 
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Theorem 8 
If f^ is a bounded U*-measurable real-valued function on 
a Ug-measurable set E of real numbers, and if f^ is a g-inte­
grable real-valued function on E, then the Lebesgue-Stieltjes 
integral 
(24) (LS)\ fi(y),f2(y)ds(y) 
exists. 
We next give a short proof of the following result. 
Theorem 9 
Let f be a g-integrable real-valued function on a Im­
measurable set E of real numbers. Then, for any given posi-
4l • 
tive number 6 , there is a ^ -measurable subset G of E such 
that VL_(G) is finite, and also such that 
O 
(LS)f f(y)dg(y) 
J E - G  
Proof 
Let 
J2n-l = [n-l,n), (n = 1, 2, 3, '") 
J2n " (n = 1, 2, 3, '"). 
Let 
En = E-Jn, (n = 1, 2, 3, *••). 
* 
For each positive integer n, En is a ^ -measurable subset of 
E. For any two distinct positive integers n and m, En*Em = 0. 
oo 
Also, E = ) Et,. In view of Theorem 5, we have that the 
n=l 
infinite series 
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00 r 
ZZZ (isA f (y)dg(y) 
n=l JE_ 
> (LS)[ f(y)dg(y) 
n — v " T  < €. • 
,Ea 
converges. Thus, there is a positive integer m such that 
oo 
=m+l jET 
Zx 
* 
Let G be the Pg-measurable subset of E given by 
m 
• G = d En. 
n=l 
It is clear that ^ g(G) is finite. Moreover, since 
oo 
E - G = > En, 
n=m+l 
we have from Theorem 5 that 
oo _ 
< €. . Q.E.D. (LS)Î f(y)dg(y) = ) (LS)( f(y)dg(y) 
E-R- n=m+l En G
We next note the following famous theorem known as 
Egoroff1 s Theorem. 
Theorem 10 
Let {fn| , (n = 1, 2, 3, • • • ), be an infinite sequence 
* * 
of Ug-measurable real-valued functions on a Pg-measurable set 
E of real numbers such that P-g(E) is finite. Suppose there is 
a real-valued function f on E such that lim fn(y) = f(y) for 
n—*oo 
all y on E, except for a subset Z of E with P-g(Z) = 0. Then, 
for every e. > 0 there is a corresponding ^-measurable sub­
set E( 6 ) of E such that p.g(E( £ ))<<=-, and lim fn(y) 
n-* oo 
= f(y) uniformly on E~E(e ). 
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Making use of Theorems 9 and 10, we have the following 
famous iterated limits theorem for the Lebesgue-Stieltjes 
integral which we shall call the "Lebesgue Convergence Theo­
rem" 
Theorem 11 
Let | fn|, (n = 1, 2, 3, ••• ), be an infinite sequence 
* * 
of Jig-measurable real-valued functions on a Ug-measurable set 
S of real numbers. Suppose there is a g-integrable real-
valued function F on E such that F(y) 0 for all y on E, and 
also such that for each positive integer n we have that 
fn(y) F(y) for all y on E. Moreover, suppose there is a 
real-valued function f on E such that lim fn(y) = f(y) for 
n-»oo 
all y on E. Then, for each positive integer n we have that 
the function fn is g-integrable over E. Moreover, f is g-
integrable over E, the limit 
lim (LS)f fn(y)dg(y) 
n-> oo JE 
exists and is real, and 
(25) (LS) \ f(y)dg(y) = lim (LS) [ fn(y)dg(y). 
J E n-^oo J E 
Part 0 
Throughout this part of our introduction, let g^ and gg 
be monotone non-decreasing real-valued functions on the entire 
real y-axis, and let g be the monotone non-decreasing real-
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valued function on the entire real y-axis such that 
(26) g(y) = gx(y) + g2(y), - oo < y < + oo . 
Ife give here a fairly simple discussion relative to the exist­
ence and value of the Lebesgue-Stieltjes integral 
(LS) { f(y)dg(y) 
J J; 
in case E is a bounded set of real numbers which is ]io.-measur-
able and V> -measurable, and f is a bounded real-valued func-
g2 
tion on E which is g^-integrable over E and gg-integrable over 
B. We make use of an analogous result for the Hiemann-
Stieltjes integral. 
Ife begin with the following theorem. 
Theorem 1 
* 
Let 0 be an open set of real numbers. Then, 0 is P- -
* * 1 
measurable, P-g^-measurable and P<g-measurable. Moreover, we 
have that 
* g ( 0 )  =  * g ^ ( o )  +  * g g ( 0 ) .  
Proof 
There is a finite or infinite sequence I = ^inj, (n = 1, 
2, 3, •••)» of disjoint open intervals of the real y-axis such 
that O = Z it,. For each suitable positive integer n, the 
(n) 
. 
interval in is P>g^-measurable, P-g^-measurable and Jig-measura­
ble, and we have that 
^g^f^n) = ^ g-^n^ ' = '^•g2 n^^  ' 
^g(^n) = -^g(-^n) " 
28 
It follows, then, that 0 is P-* -measurable, pt -measurable and 
* 12
Ug-measurable, and we have that 
V°> = \sr 5gl(ln) = 
= W lh  
V°> ~ = V1 '-
Now, for each suitable positive integer n we have that 
^g(^n) - ^•g1^ inJ + -^gg^n)' 
Hence, it follows that 
yn = igi(D + iS2d). 
Thus, we have that 
Pg(0) = V-g (0) + Ug2(0). Q.E.D. 
Theorem 2 
If E is any bounded set of real numbers, then we have 
that 
H*(E) = ^ (B) + U*a(B). 
Proof 
Let €. be any given positive number. There is an open 
set 0^ of real numbers which contains E and is such that 
< Pg^(E) + -y, there is an open set 02 of real numbers 
* e. 
which contains E and Is such that Pg^fOg) ^  Pg^fE) + -y, and 
there is an open set 0^ of real numbers which contains E and 
29 
is such that tig(0^) < jig(E) + Let 0 = TT" 0y Then, we 
J — 1  
have that 
* 
»g(E) " [»g (E) + Uga(B)] ^ »*(E) - Hg(0) 
+|»gl(°) " *gi(2) 
W0) ' 1182(B) 
in view of Theorem 1. Therefore, 
* r * * 
*g(3) - [»gl(E) + »ga(B)] <1 c . 
Hence, we conclude that 
Hg(E) = U^CE) + U*2(E). Q.E.D. 
Theorem 3 
If E is a "bounded set of real numbers which is V>_ -
* * 1 
measurable and Ug^-measurable, then E is also ^-measurable. 
Proof 
Let [a,b] be a non-degenerate finite closed Interval of 
the real y-axis containing E. Then, 
g(%+) - g(a-) = YH _[g%(b+) - gk(a-)j 
k=l 
2 
=E K (e)  + ,4<M -e»} 
= *g(E) + Hg([a,b] - E) 
in view of Theorem 2. Hence, the set E is ^ -measurable. 
Q.E.D. 
30 
Theorem 4 
£ Let E be a bounded, set of real numbers which is -
* ^ 
measurable and p-_ -measurable. Let f be a real-valued func-
e>2 
* * 
tion on E which is p -measurable on E and -measurable on 
&i &2 
E. Then, f is ^ -measurable on E. 
Proof 
From Theorem 3 we have that the set E is ^ -measurable. 
In this paragraph, let c be any given real number. By 
hypothesis, the set 
£y| y s. E and f (y) > cj 
£ *K is P>_ -measurable and p. -measurable. From Theorem 3 we have 
=1 &2 
that this set is ^ -measurable. 
* 
Hence, f is Pg-measurable on E. Q.E.D. 
We now come to the main result of this part of the intro­
duction. 
Theorem 5 
Let E be a bounded set of real numbers, and let f be a 
bounded real-valued function on E which is g^-integrable over 
E and gg-lntegrable over E. Then, f is g-integrable over E, 
and we have that 
(27) (LS)^ f(y)dg(y) = (LS)^ f(y)dgx(y) 
+ (LS)J f(y)dg2(y). 
Proof 
Since f is by hypothesis g%-integrable over E and g2-
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£ Integrable over E, we have that f Is lig^-measurable on E and 
Pg^-measurable on E. From Theorem 4, It then follows that f 
* 
Is ^ -measurable on E. Hence, f is g-integrable over E. 
Let Si = g.l.b. ^ f (y)| y £ E| , and let u be any real num­
ber such that u > & and u l.u.b. i^f (y) | y £. Ej . Let 1g 
be the monotone non-decreasing real-valued function on the 
non-degenerate finite closed interval , uj of the real z-
axis defined by the rule that 
1 e iU) = o 
ri W = »gI( £y| y £. E and 1 £ f (y) < zj ), 
S. < z < u 
agl(u) = Hgi( (y|y e. E and £ 5f (y) ± uj ) 
= *2 (B); 
sl 
let the functions g^  and g be defined in a similar manner 
for the functions g2 and g, respectively. In view of Theorem 
2, we have that 
1g(z) = f%g^(z) + ^g2(z), ilzlu. 
Moreover, we have that 
(LS) [ f(y)dgl(y) = (ES) ( zd q (z) 
J E -U S1 
(LS) f f(y)dg (y) = (RS) T zd /i (z) 
* E JJL s2 
(LS) ( f (y)dg(y) = (ES) f zdn (z). 
JE G 
Now, from a well-known theorem for the Eiemann-Stieltjes inte­
gral we have that 
32 
(HS)( zd 1„(z) = (RS)f zdf% (z) + (ES)\ zd ^  (z). 
Jje Jx 1 I 2 
Formula (27) follows at once. Q.E.D. 
Part D 
Throughout this part of the introduction, let g be a 
real-valued function on the entire real y-axis which is of 
bounded variation on every finite closed interval of this 
axis. We discuss the Lebesgue-Stieltjes integral involving 
g as the integrator function. 
Let P+ be the monotone non-decreasing real-valued func­
tion defined on the entire real y-axis by the rule 
P+(Y) = positive variation of g on [o,Y] if Y > 0 
(28) P+(0) = 0 
P+(Y) = negative of the positive variation of g on 
[Y,o] if Y< 0; 
let 5 be the monotone non-decreasing real-valued function de 
fined on the entire real y-axis by the rule 
H(Y) = negative variation of g on [O,Y] if Y > 0 
(28") N(0) = 0 
N(Y) = negative of the negative variation of g on 
[Y,O] if Y< 0. 
We have that 
(29) g (y) = [g(0) + P+(y)] - N(y), - oo < y < + oo . 
Let P be the monotone non-decreasing real-valued function 
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defined, on the entire real y-axis by the rule that 
(30) P(y) = g(0) + P+(y), - oo < y <• + oo . 
Then, we have that 
(31) g(y) = P(y) - H(y), - oo <. y < + oo . 
A set E of real numbers is said to be "g-measurable" in 
# * 
case E is Up-measurable and p^-measurable. If f is a real-
valued function on a set E of real numbers,.then f is said to 
be "g-measurable" on E in case f is Wp-measurable on E and 
* 
^-measurable on E. If f is a real-valued function on a set 
E of real numbers, then f is said to be "g-integrable" over E 
in case f is P-integrable over E and N-integrable over E, and 
in this case the Lebesgue-Stieltjes integral of f with respect 
to g over E is defined by 
(32) (LS) ( f(y)dg(y) = (LS) f f(y)dP(y) 
J E J E 
- (LS)[ f(y)dN(y). 
J e 
We now prove the following interesting result. 
Theorem 1 
Let g-]_ and g^ be any two monotone non-decreasing real-
valued functions on the entire real y-axis such that 
(33) g(y) = g%(y) - g2(y), - oo < y < + oo. 
jÇ 
Let E be a bounded set of real numbers which is -measurable 
jf. -L 
and p.g2-measurable. Then, E is g-measurable. 
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Proof 
If I* and Y" are any two real numbers such that Y' < Y", 
then we have that 
[P(Y") - Ï(Ï')]+ [N(Ï") - K(ï') ]  =  V(g; [Ï\ï"]) 
[gid") - 8l(r') ]+ [g2(r") - g2(r')] 
and 
(35) [î(ï"' - Ft?')] - [h(ï") " N(ï')]= [g^(Y") - Si(Y' )] 
- [gg(ï") - g2(ï')]. 
Therefore, for any two real numbers Y1 and Y" such that 
Y1 < Y", we have that 
P(Y") - P(Y') < gn (Y") - g1(Y' ), 
(36 )  1  1  
N(Y") - N(Y') ^  g2(Y") - gg(Y'). 
It then follows that for any non-degenerate finite open inter­
val i of the real y-axis we have that 
(37 )  V l>  -  V 1 1 '  £ » ( l )  -  £ 8 2 ( i ) -
In this paragraph, let Z be any bounded subset of the 
real y-axis. For any positive number 6 , there is a finite 
or infinite sequence I  = ( a  =  1 ,  2 ,  3 ,  • • • ) ,  of disjoint 
non-degenerate finite open intervals of the real y-axis such 
that Z C. ) in and 
(n) * 
V1' = 5 gl(in) < %<z> + 6 = 
in view of formula (37), we conclude that 
lip(Z) — I|p(l) = CZ-2p(in) — ZII-Cgi(in) <Ugi(Z) + £ . 
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We conclude, therefore, that 
(38') H*(Z) H* (Z). 
Similarly, we have that 
(38") P*(Z) PggfZ). 
In this paragraph, let [a,b j be a non-degenerate finite 
closed interval of the real y-axis containing E. Let 0% be 
the so-called characteristic function of E on [a,b] defined by 
the rule (12). Since E is by hypothesis a p-t -measurable sub-
* * 1 
set of [a,b ] and a -measurable subset of [a, b], we have 
that 0-a is a -measurable and a -measurable real-valued 
°1 &2 
function on [a,b]. In view of Theorem 5 in Part A of this 
introduction, we have for k = 1, 2 an infinite sequence 
^fk n| » (n = 1, 2, 3, """), of continuous real-valued func­
tions on fa,b] such that lim fk n(y) = gL(y) for all y on 
n—>oo ' 
[a,b], except for a subset Zk of [a,b ] such that (Zk) = 0. 
In view of formulas (38') and (38"), we have that J^(Z^) = 0 
and V-jj(Z2) = 0. We accept for the present the known fact that 
each of the functions f1>n, (n = 1, 2, 3, •••)> is ^ -measura­
ble on [a,b], and that each of the functions f2 n, (n = 1, 2, 
*  r  t  3, ...), is ^ -measurable on J_a,b J (see Theorems 1 and 2 in 
Part E of this introduction). Therefore, the function 0-g is 
^-measurable on [a,b] and immeasurable on [a,b]. Since 
E = i y|y £ [a,b ] and 0B(y) > o] , 
we have that the set E is vÇ-measurable and ^-measurable. 
Hence, E is g-measurable. Q.E.D. 
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Theorem 2 
Let and g^ be any two monotone non-decreasing real-
valued functions on the entire real y-axis such that (33) 
holds. Let E be a bounded set of real numbers which is U- -
S1 
measurable and ii_ -measurable. If f is a real-valued function 
«2 
on E which is -measurable on E and -measurable on E, 
then f is g-measurable on E. 
Proof 
We have from Theorem 1 that the set E is g-measurable; 
* x 
that is, E is Up-measurable and ^-measurable. 
In this paragraph let c be any particular real number. 
We have by hypothesis that the set 
^y| 7 E_ E and f (y) ;> cj 
< £ is li_ -measurable and li_ -measurable. Hence, it follows from 
&1 &2 
< * 
Theorem 1 that this set is tip-measurable and ^-measurable. 
•jc * 
Therefore, the function f is Up-measurable on E and im­
measurable on E. Hence, f is g-measurable on E. Q.E.D. 
We now come to the main result of this part of the intro­
duction. 
Theorem 3 
Let g^ and g2 be any monotone non-decreasing real-valued 
functions on the entire real y-axis such that (33) holds. 
Let E be a bounded set of real numbers which is ut -measurable 
« 
and li~ -measurable. If f is a bounded real-valued function on 
g2 
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E which is g-^-integrable over E and g^-integrable over E, then 
f is g-integrable over E, and 
(39) (LS) \ f(y)dg(y) = (LS) \ f(y)dg (y) 
JE J E L 
- (LS) ^ f(y)dg2(y). 
Proof 
£ * 
We have from Theorem 1 that E is Up-measurable and im­
measurable. We have from Theorem 2 that the function f is 
* * 
Up-measurable on E and U^-measurable on E. Hence, f is P-
integrable over E and U-integrable over E. Thus, f is g-
integrable over E. 
For all real numbers y, we have that 
p(y) + g2(y) = sx(y) + N(y). 
From Theorem 5 of Part G of this introduction, we have that 
the Lebesgue-Stieltjes integral 
(LS) J f (y) d[p(y) + g2(y)] 
exists and equals 
(LS) [ f(y)dP(y) + (LS) [ f(y)dg2(y). 
J E * 
Similarly, the Lebesgue-Stieltjes integral 
(LS) f (y)d[g]_(y) + N(y)] 
exists and equals 
(LS) [ f(y)dgn(y) + (LS) { f (y)dN(y). 
3 E E 
Therefore, 
(LS) \ f(y)dP(y) + (LS) Ç f(y)dg2(y) 
J E J E d 
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= (IS) \ f(y)dg (y) + (LS) \ f(y)dK(y). 
J E 1 JE 
Hence, 
(LS) [ f(y)dg(y) = (LS) Ç f(y)dP(y) - (LS) ( f(y)dN(y) 
J E JE JE 
= (LS) ^ f(y)dg1(y) - (LS)^ f(y)dg2(y) 
Q.E.D. 
Part E 
Throughout this part of the introduction, let g  be a 
monotone non-decreasing function on the entire real y-axis. 
We examine here some relatively elementary results concerning 
Riemann-Stieltjes integrals involving g as the integrator 
function and Lebesgue-Stieltjes integrals involving g as the 
integrator function. 
We accept without proof the following well-known result 
relative to Elemann-Stieltjes integration. 
Theorem 1 
Let [a,b] be a non-degenerate finite closed interval of 
the real y-axis. If f is a continuous real-valued function 
on [a,b], then the Riemann-Stieltjes integral 
f b ( 4 0 )  ( R S ) \  f ( y ) d g ( y )  
J a 
exists. If f is a bounded real-valued function on [a,b ] such 
that (40) exists, and if T is the set consisting of all the 
discontinuities of the function f on the open interval (a,b), 
then Pg(T) = 0. 
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VTe then proceed to establish the following result. 
Theorem 2 
Let f be a bounded real-valued function on a non-degener­
ate finite closed interval [a,b] of the real y-axis such that 
the Riemann-Stieltjes integral (40) exists. Then, f is a im­
measurable function on [a, b ]. 
Proof 
Let T be the set consisting of all the discontinuities of 
the function f on the open interval (a,b). In view of Theorem 
1, we have that li*(T) = 0. 
In this paragraph, let c be any given real number. Let 
Ec = {y|y E_ (a,b) and f (y) > cj. 
If y* is any point of the set Ec such that y* £ T, then we 
may associate with y* an open subinterval i^.# of the open 
interval (a,b) containing y * and such that f(y) > c throughout 
this subinterval. Let 
y s. (ec-T) r 
The set Ec is an open subset of Ec. Moreover, the set Ec - Ec 
* 4 is a subset of T. The set Ec is lig-measurable by Theorem 1 
of Part 0 of this introduction. Since Ec - E* is a subset of 
T, and since P*(T) = 0, it follows that the set Ec - Eç is 
also lig-measurable. Now, 
BC = * (Ec - 2*). 
Hence, the set Ec is lig-measurable. Therefore, the set 
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^y|y S- [a,b ] and f (y) > c] 
£ is Ug-measurable. 
Thus, the function f is Ug-measurable on [a,b]. Q.E.D. 
We now come to the main result of this part of the intro­
duction. 
Theorem 3 
Let f be a bounded real-valued function on a non-degener­
ate finite closed interval [a, b ] of the real y-axis such that 
the Riemann-Stieltjes integral (4o) exists. Then, the 
Lebesgue-Stieltjes integral 
(41) (IS)L ,f(y)dg(y) 
exists and is equal to 
(42) (RS)^ f(y)dg(y) + f(a)•[g(a) - g(a")j 
+ £(b) • [g(b+) - g(b)j . 
Proof 
(a) In view of Theorem 2, we have that the Lebesgue-
Stieltjes integral (41) exists. 
(b) Let 
(43) D = [a = yQ < yx < y2 • • • <: yn = b] 
be a partition of the Interval [a,b] in this paragraph. Let 
! = g.l.b. { f (y) |y, , <: y < y,} , (j = 1, 2, ..., n) 
(44) 3 fL 1 3 
Uj = l.u.b. ^ f(y) | y^_^ y <y^j , (j = 1, 2, •••, n). 
Let 
4l 
(45) 
°*(D) = j=ï V[S(3V " s(yj-i'] 
°*(B) = Çr uj' " s(y3-i'] • 
We have that 
lim 
and. 
lim 
LLD||—*0 
a, (I) 
a" W 
both exist, and are equal to the Riemann-Stieltjes integral 
(40). 
(c) Suppose g(a~) = g(a) and g(b+) = g(b). 
In this paragraph, let €. be any given positive number. 
Let j be a positive number such that for any partition D of 
[a,b ] with ||D|| < Ô we have that 
'*(H) - (RS) ^ f (y)dg(y) | < £-
and 
€. 
3 
* r b 
A (D) - (RS) I f(y)dg(y) 
J a 
Let (43) be any particular partition of [a,b ] with ||D|| < Û, 
and also such that g is continuous at each of the points y^, 
72' "> yn-l' 
^ j  — £y  j-i' y  j)»  (3  =  î»  2 ,  •••> n-i) 
Bn = [yn-i- yn] • 
Let the real numbers Q , •••, x. n and u-^, Ug, • • •, 
be given by formula (44). Also let 
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J2 j = g.l.b. ^ f(y)|y EL eJ  , (3 = 1, 2, , n) 
and 
uj = l.u.b. {f(y)|y £ eJ  , (3 = 1, 2, • • •, n). 
We note that 
^3 — ^3 — u3 — u3> U = 1, 2, • • •, n). 
It follows that 
'•
(B) = î^3'[g(y3) - 8(7d-i']^ C:^|g()Y - styj.V] 
5 LZ (LS) ( f (y)dg(y) < YZ. UV fg(yJ - g(y, -, )1 
3=1 J Ej 3=1 J L J 3-1J 
- 
6(y3-i'] = ®*(D)-
We note that 
EZ (is) ( t(y)4g(y) = (is)[ if(y)dg(y). 
J=1 JBj J[a,b] 
Now, we have that 
|V(D) - <y#(D)] = |V(D) - (RS) ^ f(y)dg(y)] 
+ [(RS)J f (y)dg(y) - cr+ (33)] < ~ + j-
Since 
r .f(y)dg(y) fr cr*(D), 
[a,b] 
it follows that 
O ^  (LS)L -,f(y)dg(y) - o (D) < o*(D) - cy (D) < 2j&, 
J [a,bj * * 
Hence, 
cr#(D) — ( LS ) j 
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(LS)C -, f (y)dg(y) - (RS) [ f (y)dg(y) 
3[a,b] J a 
(LS)^ if(y)dg(y) - cr^D) 
[a,b] 
' 
u a 
We conclude, therefore, that 
+ cr*(D) - (RS) j f (y)dg(y) -c e. . 
(LS)f _ f(y)dg(y) = (RS)Ç f(y)dg(y). 
(d) We now remove the restriction that g(a~) = g(a) and 
g(b+) = g(b). 
Let h be the monotone non-decreasing real-valued function 
defined on the entire real y-axis by the rule that 
h(y) = g (a), - oo < y < a 
= g(y), a ^  y ^  b 
= g(b), b c y c + oo . 
It is clear that the Riemann-Stieltj es integral 
exists and is equal to the Riemann-Stieltjes integral (40). 
From part (a) and part (c) of this proof, we have that the 
Lebesgue-Stieltjes integral 
«t 
Let k be the monotone non-decreasing real-valued function de 
fined on the entire real y-axis by the rule that 
r b 
(RS) \ f(y)dh(y) 
J Q a 
(LS)L -, f(y)dh(y) 
J[a,b] 
exists and is equal to the Riemann-Stieltjes integral 
f(y)dh(y) 
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k(y) = g (y) - h(y), - oo < y < + oo . 
We note that the Lebesgue-Stieltjes integral 
(IS)\ f(y)dk(y) 
J[a,b] 
exists and is equal to 
f(a)•[g(a) - g(a~)] + f (b) •[g(b+) - g(b) ] . 
From Theorem 5 in Part C of this introduction, we have that 
In this part of the introduction, we discuss the Stielt-
jes mean sigma integral. This integral is a fairly simple 
extension of the Riemann-Stieltjes integral. The integration 
by parts formula for the Riemann-Stieltjes integral also holds 
for the Stieltjes mean sigma integral. Moreover, the Stielt-
jes mean sigma integral exists under fairly lenient restric­
tions on the integrand and integrator functions. 
We begin with the following definition of the Stieltjes 
mean sigma integral. 
Definition 1 
Let f and g be real-valued functions on a non-degenerate 
finite closed interval [a,b] of the real y-axis. For a parti­
+ (% f(y)dg(y) 
(LS) f(y)dh(y) 
« ' l o  h i  «  
r r b 
v La» bJ "a 
+ f(a)• [g(a) - g(a")] + f(b)• [g(b+) - g(b)]. Q.E.D. 
Part F 
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tion 
(43) D = = y0<-71<72<','<y1i= *>} 
of the interval [a,b], we form the sum 
(«, a(D, = g W . [g(Xj) . s(y3_i)]. 
Suppose there is a real number J with the property that for 
every 6. > 0 there is a corresponding partition D( € ) of the 
interval [a,b] such that | o(D) - j| < £ for every partition 
D of [a,b] which is a refinement of D( e ). Then, J is called 
the Stieltjes mean sigma integral of f with respect to g over 
[a,bj. This integral will be denoted by 
(m<y) [ f (y)dg(y). 
J a 
The following theorem, which shows that the above 
Stieltjes mean sigma integral is an extension of the Riemann-
Stielt jes integral, is easily established. 
Theorem 1 
Let f and g be real-valued functions on the non-degenerate 
finite closed interval [a,b] of the real y-axis such that the 
Riemann-Stieltjes integral (40) exists. Then, the Stieltjes 
mean sigma integral (47) exists, and these two integrals are 
equal. 
Tfe next introduce a class of functions which are fre­
quently encountered in working with the Stieltjes mean sigma 
integral. 
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Definition 2 
Let f be a real-valued function on a non-degenerate 
finite closed interval [a,b] of the real y-axis. Suppose we 
have for every real number a<yi b that f(y~) exists and is 
finite, and also suppose we have for every real number 
a£y<b that f(y+) exists and is finite. Then, we say that 
the function f is of class A on the interval [a,bj. 
We note next the following theorem which provides us with 
a sufficient condition for the existence of the above Stielt-
jes mean sigma integral (47) (see, for example, Theorem 4.1 in 
Lane1 s paper (3) ) • 
Theorem 2 
Let f and g be real-valued functions on a non-degenerate 
finite closed interval [a,b] of the real y-axis. Suppose that 
the function f is of class A on the interval [a,b^j, and sup­
pose that the function g is of bounded variation on this in­
terval. Then, the Stieltjes mean sigma integral (47) exists. 
We come now to the result relative to integration by 
parts for the Stieltjes mean sigma integral (see, for example, 
Lemma 2.1 and Theorem 2.1 in Lane's paper (3)). 
Theorem 3 
Let f and g be real-valued functions on a non-degenerate 
finite closed interval [a,b] of the real y-axis such that the 
Stieltjes mean sigma integral (47) exists. Then, the Stieltjes 
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mean sigma integral 
(47') (ma) \ g(y)df(y) 
J a 
also exists, and we have the integration by parts formula 
b 
(48) (mo) f(y)dg(y) = f(b)-g(b) - f(a)-g(a) 
J a 
b 
- (mo) \ g(y)df(y). 
a 
We next record the following result relative to an ex­
pression for the Stieltjes mean sigma integral (47) in case 
the function f is of class A on the interval [a,bj, and the 
function g is a simple step function on this interval (see for 
example, Theorem 3.1 in Lane's paper (3)). 
Theorem 4 
Let f be a real-valued function on a non-degenerate fi­
nite closed interval [a,b ] of the real y-axis which is of 
class A on this interval, and let g be a simple step function 
on [a,b]. Let 
( y 1 < y 2 < - -  - < y k }  
be a finite subset of [a,b ] containing all the points of dis­
continuity of the function g on this interval. Then, the 
Stieltjes mean sigma integral (47) exists and is equal to 
> — f(7a) ;f(y"' . [s<yn>-sM 
1 5. n < k a • a <• y ^ b 
(49) n + 
+ Lit '(7a' I ^  " 
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We note, finally, the following result (see, for example, 
Theorem 2.1 in Lane's paper (3)). 
Theorem 5 
Let f be a bounded real-valued function on a non-degener­
ate finite closed interval [a,b] of the real y-axis, and let g 
be a real-valued function on [a,b] which is of bounded varia­
tion on this interval. Suppose that the Stieltjes mean sigma 
integral (47) exists. Then, if M is a non-negative real num­
ber such that f (y) < M for all a S y < b, we have that 
b 
(50) (mo) 
' a 
\ f (y )dg(y) <M • V(g;[a,b] ). 
J 
Part G 
In this part of the introduction, we discuss in some de­
tail saltus functions. We shall make use of these functions 
in establishing our substitution theorem for the Lebesgue-
Stieltjes integral (see Chapter II) and in establishing our 
Integration by parts theorem for the Lebesgue-Stieltjes inte­
gral (see Chapter III). We begin with the following defini­
tion of a saltus function. 
Definition 1 
Let |yn], (n = 1, 2, 3, •••), be an infinite sequence of 
distinct real numbers. Let ^uQJ and ^vnj , (n = 1, 2, 3, 
...), be infinite sequences of real numbers such that for 
every non-degenerate finite closed interval [a, p] of the real 
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y-axis we have that each of the series 
(51) ) un, ) vn 
n d • a < yn S- P 11 3 : a < yn < p 
is either finite or absolutely convergent. Let c be a fixed 
real number. For each positive integer n such that yn ^  c, 
let the real-valued function fn be defined on the entire real 
y-axis by the rule that 
f%(y) = O, - oo < y < yn 
(52') *n(yn) = % 
fn(y) = un + vn, yn < y < + 00 ; 
for each positive integer n such that yn < c, let the real-
valued function fn be defined on the entire real y-axis by the 
rule that 
fn(y) = - vn, - oo < y < yn 
(52") fn(yn) = ~vn 
fn(y) =0, yfl < y <; + oo . 
We may define the real-valued function s on the entire real 
y-axis by the rule that 
oo 
(53) s(y) = YH fn(y) » - oo < y < + oo , 
n=l 
where the infinite series on the right side of formula (53) 
converges absolutely for every real number y. This function 
s is called a "saltus function". 
We note the following five basic theorems for the saltus 
function s as introduced in Definition 1. 
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Theorem 1 
We have that 
s(y) = ) ^ + ) vn» 
n s " c < yn -
c f. y < + oo 
n 9 " c ^  yn < y ^ • < y 
(54) 
- ) (-un) + ) (-vn)' 
n 3 • y < yn < c n 3 ' y < yn -c c 
- oo c y < c. 
Moreover, for any non-degenerate finite closed interval |a, pj 
of the real y-axis, we have that 
(55) s(p) - s(a) = ) 
n a ' a < y^ p 
+ ) . vn. 
n d ' a ^  yn < p 
Theorem 2 
The saltus function s is of bounded variation on every 
non-degenerate finite closed interval of the real y-axis. 
Moreover, for any non-degenerate finite closed interval [a,bj 
of the real y-axis, we have that 
(56) V(s; [a,b] ) = } . |%| +1 
n 5
' * a < y n —  b  n  a *  a  <  y n  c  b 
vn 
Theorem 3 
For each positive integer n, we have that 
(57). [s(yn) - s(y")] = UJJ, [s(y+) - s(yn)] = vQ. 
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Theorem 4 
If y* is a real number such that y* ^  yn for every posi­
tive integer n, then s is continuous at y*. 
Theorem 5 
For each positive integer n, let sQ be the real-valued 
function defined on the entire real y-axis by the rule that 
n 
(58) sn(y) = XH f ,(y), - oo < y < + oo . j=l J 
For each positive integer n, the function sn is a simple step 
function on every non-degenerate finite closed interval of the 
real y-axis. Moreover, for any non-degenerate finite closed 
interval [a,b] of the real y-axis, we have that 
(59) lim sn(y) = s(y) 
n-»oo 
uniformly on [a,b], and we also have that 
(60) lim V(s-sn;[a,b]) = 0. 
n ->oo 
It is known that if [a,b] is any non-degenerate finite 
closed interval of the real y-axis, and if f is any real-
valued function on [a,bj which is of bounded variation on this 
interval, then there is an infinite sequence » (n = 1, 
2, 3, •••)» of simple step functions on [a,b] converging uni­
formly to f on this interval (see, for example, Lemma 4.lb in 
Lane's paper (3)). We now establish a result which shows that 
a real-valued function f of bounded variation on a non-degen­
erate finite closed interval [a,b] of the real y-axis may, 
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however, be such that there is no infinite sequence {/Yn], 
(n = 1, 2, 5, ...)> of simple step functions on [a,b] with the 
property that 
lim V(f - T ;[a,b]) 
n->oo 
exists and. is zero. 
Theorem 6 
Let f be a continuous increasing function on the non-
degenerate finite closed interval [a,b] of the real y-axis. 
Then, for any simple step function on [a,b] we have that 
V(f - -y ; [a, b] ) > f (b) - f(a). 
Proof 
Let be any simple step function on the interval [a,b]. 
Let 
D = { a = yQ < yx < y2 < • • • < yk = b} 
be a partition of [a,b] such that for each integer j = 1, 2, 
..., k we have that 'V(y) is constant on the open interval 
<ya-i' yj'-
In this paragraph, let e be any given positive number. 
For each integer j = 1, 2, ..., k, let y' be a real number 
u 
such that y^_1 ^  y^ < y^ and |f(yp - f(yj-;L)j < For 
each integer j = 1, 2, ..., k, let y1' be a real number such 
J 
that y^ < y'j < y^ and [ffy^) - f(y'j)] C Now, 
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v(f - Y; [a,t]) > 5ZZ [f (y") - ^(y")] - [f(yL) -^(yiJj 
3=1 
= LZ|[f(yj' - f(y3-i»] - [f(y3> - £(y'j'] 
- [f(yj) -
^Ùf(J]' - f(7j-i'] -è[f(yj' -f(y?] 
-Qf(yp - f(yj-l>] j 
> [f(b) - f(a)] - e . 
We conclude, therefore, that the desired result follows, 
Q.E.D. 
We next note the following theorem for the saltus func­
tion s as introduced in Definition 1. 
Theorem 7 
Suppose that for each positive integer n the real numbers 
and vn in Definition 1 are both non-negative. Then, the 
saltus function s of Definition 1 is a monotone non-decreasing 
real-valued function on the entire real y-axis. Moreover, if 
E is any bounded subset of the real y-axis, then E is im­
measurable, and we have that 
(61) i(E) = I 
n » : yn £. E 
<un + V 
= 1 
n s • yn s. B 
[s(yj) - s Cy~ ) ]. 
In view of Theorem 7, we have the following theorem rela-
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tive to the Lebesgue-Stieltjes integral involving a monotone 
non-decreasing saltus function s as introduced in Definition 1 
as the integrator function. 
Theorem 8 
Suppose that for each positive integer n the real numbers 
u^ and vQ in Definition 1 are both non-negative. Let [a,b] be 
any non-degenerate finite closed interval of the real y-axis. 
Let t be any bounded real-valued function on [a,b]. Then, t 
is s-integrable over [a,b], and we have that 
(LS)( t(y)ds(y) 
fa'bJ (62)  L  J  
= > . t(y^).[s(y+) - s(y~)]. 
n d " a < yn ^  b 
Proof 
Let (k = 1, 2, 3, ...), be an infinite sequence of 
distinct real numbers whose range T has the property that 
t(y ) £ t for every positive integer n such that a ^  yn < b. 
For each positive integer k, 
[ y|y e. [a,b] and 
t(y) = ck}D ) - [ yn] • 
n a • a < yn < b and t(yn) = c^ 
Thus, 
00 
> (y 1 y B [a,b] and t(y) = c^l ) . ( yn| 
k=l J n e ' a<yn<bL 
Hence, 
P>s([a,b] - l_2_[yjy & [a,b] and t(y) = c^ ) 
k—1 
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a *î([a,b] - I 
n -9 ' a < yn £ b 
= *s([a,b]) - ) 
n 3 • a ^  yn b 
f yn] ) 
HBt{yn}) = 0 
In view of Theorem 7. Therefore, t is a quasi s-restricted 
real-valued function on [a,b]. 
* 
We have from Theorem 7 that the function t is ^ -measura­
ble on [a,b]. For each positive integer k, 
[a,b] and t(y) = ck] ) 
= ) — *s({yn})-
n 3 ' aly n£ b and t(y Q) = c^ 
Since the function t is by hypothesis bounded on the interval 
[a,b], we have that the series 
oo 
C3ck'us({y|y £ [a,b] and t(y) = c^ ) 
is absolutely convergent. Hence, the function t is s-inte-
grable over [a,b]. 
Finally, we note that 
r oo 
(LS)\ t(y)ds(y) = > c} • Ps((y|ys [a,b] and t(y) = cj ) 
J [a,b] k=l L 1 ^ 
= I 
C O  
rTC' 
00 
1 
n 3* aly n< b and t(y n) = c k  
t(yn)-M{yn}) - \ 
k=l L a à ' a < yn < b and t(yn) = ck 
= ) t(ya)-Pg({yJ). Q.E.D. 
n 5 • a <= yn < b 
In establishing our integration by parts theorem for the 
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Lebesgue-Stieltj es integral (see Chapter III), we shall make 
use of the following theorem relative to the Stieltjes mean 
sigma integral involving a saltus function s as introduced in 
Definition 1 as the integrator function and a function of class 
A on the interval of integration as the integrand function. 
Theorem 9 
Let [a,b ] be a non-degenerate finite closed interval of 
the real y-axis. Let t be a real-valued function on [a,b] 
which is of class A on this interval (see Definition 2 in Part 
F of this Introduction). Then, if s is the saltus function as 
introduced in Definition 1, we have that the Stieltjes mean 
sigma integral 
(mcj) \ t(y)ds(y) 
J a 
exists, and we haVe- that 
f b (mcr)\ t(y)ds(y) 
(63) + 
Proof 
For each positive integer n, let sn be the real-valued 
function defined on the entire real y-axis by formula (58). 
For each positive integer n, we have for j = 1, 2, ..., n, 
that 
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Iv^j) - sn(yj)] = uj = [s<yj> - s<yj)] 
and 
[sn<yp - sntyj'] = Tj = [s<yj> - s<y3»] • 
and for any real number y* such, that y* ^  y^ for every integer 
3 = 1 ,  2 ,  . . . ,  n  w e  h a v e  t h a t  t h e  f u n c t i o n  s n  i s  c o n t i n u o u s  a t  
* 
y . For each positive integer n, the function sn is a simple 
step function on the interval [a,b]. 
In view of Theorem 4 of Part F of this introduction, we 
have for each positive integer n that the Stieltjes mean sigma 
integral 
f b (mer) \ t(y)dsn(y) 
J a 
exists and is equal to 
t(y\) + t(y ) 
. < 7 3 i b  3  2  J  
t(y*) + t(y ) 
2 - sn<y3'] • l £ j  < n  9 '  a i y j <  b  
Thus, for each positive integer n, 
(m a)\ t(y)dsn(y) 
J a 
v t(y ) + t(yj _ 
= ^ ; —s - [s(yj - s(y.)1 
1£ jî n >' a "«y, <b 2 J <> J 
t t(yt) + t(jr > + 
+ 1* 1 »  >' a ~ 7j < t 2 .[-(yjJ-ÙTj)] -
In view of Theorem 2 in Part F of this introduction and 
Theorem 2, we have that the Stieltjes mean sigma integral 
58 
f b (mer) \ t(y)ds(y) 
J a 
exists. Now, we have for each positive integer n that the 
Stieltjes mean sigma integral 
b 
a 
exists and equals 
(mo) ( t(y)d[s(y) - s^(y)] 
J a 
b 
a v a 
From Theorem 5 we have that 
(mo) [ t(y)ds(y) - (mo) [ t(y)dsn(y). 
J s J
lim V(s-s ;[a,b]) 
n—>00 
exists and equals 0. There is a positive real number M such 
that | t(y)| < M for all a y < b. From Theorem 5 in Part F 
of this introduction, we then have that 
f b lim (mo) \ t(y)dsn(y) 
n-» oo J a 
exists and equals 
(mo)\ t(y)ds(y). 
J a 
In this paragraph, let 6 be any given positive number. 
Let n Ê be a positive integer such that 
I 
j > n£ 3 ' a < y^ b 
u g. 
M 
For any integer n > n, , we have that 
v t(y ) + t(yj _ 
L l l .  '  [ s < y j >  "  s ( y 3 > ]  
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. T 
t(7j) + t(y") 
3 3 ' a < < b . [ s (y , )  -  s(y7)]  
t(Yj) + t(y") 
j > n S ' a < y^ < b • [  -  s ( y j ) ]  
< K  -  ï .  
j > nc 3 ' a <• y^ ^  b 
u e . 
Therefore, we conclude that 
v t(y ) + t(y") 
lim I 5 L. 
n—>oo l£ j < n a : a<y^<b 2 • [s(y3> - s(y?l 
exists and equals 
3 3 ' a < y, b 
t(7j) + t(y~) 
— 
. [s(y ) - s(y:)] • 
Similarly, we have that 
I lim 
n
—>00 l <j f n a ' a — y j <b 
t(yp + t(y ) + 
2 ' [s(yJ> " S(V] 
exists and equals 
5=^ 
j 9 ' a f y^ < b 
t(yt) + t(y ) + 
1—- • Ls(yj' " s(yj'] • 
Thus, formula (63) holds. Q.E.D. 
We now note the following important result relative to a 
real-valued function of bounded variation on a non-degenerate 
finite closed interval of the real y-axis. 
Theorem 10 
Let [a,bj be a non-degenerate finite closed interval of 
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the real y-axis, and let f be a real-valued function on [a,b] 
which is of bounded variation on this interval. Let n]> 
(n = 1, 2, 3, ...)» be any infinite sequence of distinct 
points of [a,b] with Tf ^  = a and "Ç ^  = b. Then, 
00 f . 
(64) IZZ|f(^n) - f(t ~) | + [|f(^i) - f(%^) 
œ 
+ XZl|f(0 - ?n) I } — V(f;[a,b]). 
n—3 
We come, finally, to the following important result rela­
tive to the breakup of a real-valued function f on the entire 
real y-axis which is of bounded variation on every non-degen-
erate finite closed interval of this axis into the sum of a 
saltus function and a continuous function. 
Theorem 11 
Let f be a real-valued function on the entire real y-axis 
which is of bounded variation on every non-degenerate finite 
closed interval of this axis. Then, we have a saltus function 
s and a continuous real-valued function 0 on the entire real 
y-axis such that 
(65) f (y) = s(y) + 0(y), - oo < y < + oo . 
Proof 
In view of Theorem 10, we may define an infinite sequence 
^ ynj, (n = 1, 2, 3, ...), of distinct real numbers whose range 
set contains all of the points of discontinuity of the func-
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tion f. For each positive Integer n, let = f(yn) - f(y~) 
and vn = f(y*) - f(yn). In view of Theorem 10, we have for 
every non-degenerate finite closed interval [a, 0 ] of the real 
y-axis that each of the series (51) is either finite or abso­
lutely convergent. Let c be a given real number. For each 
positive integer n, let the real-valued function fn be defined 
on the entire real y-axis by the formula (52') or (52") ac­
cording as yn >: c or yn < c. Let s be the saltus function 
defined on the entire real y-axis by the rule (53). Let 0 be 
the real-valued function defined on the entire real y-axis by 
the rule that 
0(y) = £(y) - s(y), - oo < y < + oo . 
In view of Theorem 3, we have for each positive integer 
n that 
[s(yn) - s(y-)] = un, [s(y+) - s(yj] = vn. 
For each positive integer n, we have that both of the limits 
0(y~) and 0(y*) exist and are finite, and we also have that 
0(7n) - 0(7n) = [f(yn) - f(yjl ~ ts(yn) " s(yn)] 
= "n " V = 0 
and 
0(7*) - 0(yn) = - f(yn)] - [s(y^) - s(yn)J 
= 
vn " yn = °-
Therefore, for each positive integer n we have that the func­
tion 0 is continuous at yn. For any real number y* such that 
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y* ^  yn for every positive integer n, we have from Theorem 4 
that the function s is continuous at y*, and hence it follows 
that the function 0 is continuous at y*. Therefore, the func­
tion 0 is continuous on the entire real y-axis. Q.E.D. 
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CHAPTER TWO: A SUBSTITUTION THEOREM FOR 
THE LEBESGUE-STIELTJES INTEGRAL 
Part A 
In this chapter, we prove a substitution theorem for the 
Lebesgue-Stieltjes integral which we shall find useful later 
in our discussion of summability of integrals. The theorem 
which we prove can easily be extended to more general situa­
tions. This theorem is analogous to the following result for 
the Riemann-St i e 11 j e s integral (see Theorem 17 on page 23 in 
Hildebrandt (2)). 
Theorem 1 
Let f, g, and h be bounded real-valued functions on a 
non-degenerate finite closed interval [a,b] of the real y-axis 
such that the Riemann-Stieltjes integral 
exist simultaneously and are equal. 
As noted in the foreword, we use only the following 
fairly simple ideas in our proof : the above Theorem 1; a re­
sult which follows at once from Theorem 10 in Part g of Chap­
ter I (see Theorem 2 below) ; a known result relative to the 
C V  
exists. Then, the Riemann-Stieltjes integrals 
g(y)dh(y) 
f(y)g(y)dh(y) 
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existence and value of a Riemann-Stieltj es integral involving 
a saltus function as the integrator function (see Theorem 3 
below); the result that if f is a continuous real-valued func­
tion on a non-degenerate finite closed interval [a,b] of the 
real y-axis, and if g is a monotone non-decreasing real-valued 
function on [a,b], then the Riemann-Stieltjes integral 
f b (RS)\ f(y)dg(y) exists (see Theorem 1 in Part E of Chapter 
J a 
I); the relationship between the Lebesgue-Stieltjes integral 
and the Riemann-Stieltjes integral over a finite closed inter­
val of the real y-axis as given by Theorem 3 in Part E of 
Chapter I; the relationship between measurable real-valued 
functions and continuous real-valued functions on a non-degen­
erate finite closed interval of the real y-axis as given by 
Theorem 5 in Part A of Chapter I; certain quite basic proper­
ties of the outer measure and the measure as introduced in 
Part A of Chapter I, and the Lebesgue-Stieltjes integral as 
introduced in Part B of Chapter I; Theorem 3 in Part D of 
Chapter I relative to the Lebesgue-Stieltjes integral involv­
ing as the integrator function a real-valued function on the 
entire real y-axis which is of bounded variation on every non-
degenerate finite closed interval of this axis. 
We now record the following theorem, which is an immedi­
ate consequence of Theorem 10 in Part G of Chapter I. 
Theorem 2 
Let g be a real-valued function on the entire real y-axis 
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which is of bounded, variation on every non-degenerate finite 
closed interval of this axis. Then, there is an infinite se­
quence of distinct points of the real y-axis which contains 
all of the points of discontinuity of the function g. More­
over, if [a,b] is any non-degenerate finite closed interval of 
the real y-axis, and if [yn]> (n = 1, 2, 3, ...), is any infi­
nite sequence of distinct points of the interval [a,b] con­
taining all of the points of discontinuity of the function g 
on this interval, then each of the infinite series 
converges. 
To conclude this introductory part of Chapter II, we re­
cord the following result relative to the existence and value 
of a Riemann-Stieltjes integral involving a saltus function as 
the integrator function (see Theorem 21 on page 29 in Hilde-
brandt (2)). 
Theorem 3 
Let g be a real-valued function on the entire real y-axis 
which is a saltus function. Let [a,bj be a non-degenerate fi­
nite closed interval of the real y-axis. Let (yn]» (n = 1, 2, 
3, ...), be an infinite sequence of distinct points of the 
interval [a,b] such that y^ = a and y2 = b, and such that the 
range of this sequence contains all the points of discontinu­
ity of the function g on the interval [a,b]. Let f be a 
oo 
n=l n=l 
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bounded, re al-valued function on [a,b] which is continuous at 
each point of discontinuity of the function g on this interval. 
Then, the Riemann-Stleltjes Integral 
C B (RS)\ f(y)dg(y) 
J a 
exists and is equal to 
oo 
f(y1)-[g(y^) - g(7x)] + L_1 f(yn)*[s(yn) - s(y~)] 
n=3 
+ f(y2)*[g(y2) - g(y2)] • 
Part B 
In this part of Chapter II, we establish a substitution 
theorem for the Lebesgue-Stieltjes integral over a non-degen-
erate finite closed interval of the real y-axis in which the 
integrands involve only continuous real-valued functions on 
this interval. 
We first make use of the above Theorems 1, 2, and 3, as 
well as Theorem 3 in Part E of Chapter I, to establish the 
following result. 
Theorem 4 
Let a be a monotone non-decreasing real-valued function 
on the entire real y-axis. Let Y be any particular positive 
real number. Let and be continuous real-valued func­
tions on the closed interval [0,l]. Let q be the real-valued 
function of bounded variation on the closed interval [o,yj 
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defined by the rule that 
(1) q(y) = (LS)( VA (u)da(u), 0 < y ^  Y. 
J [o,y] 
Then, 
(RS)^  OY2(Y)DQ(Y) = (HS) ^ ^Y2(Y)*^ /I(Y)DA(Y) 
(2) +{-V>2(0) - Y 1(0) - [ a (0+) - a(o)] 
+ ^ 2(Y)- 1^(Y)'[>(Y+) - a(Y)]} . 
Proof 
(a) From Theorem 3 of Part S of Chapter I, we have for 
all 0 ^  y < Y that 
q(y) = (RS)^ V1(u)da(u) + ^ (0) • [a(0) - a(o")] 
+ ^ x (y)  •[a(y + )  -  a(y)]  .  
Let be the real-valued function of bounded variation on the 
closed interval [o,Y] defined by the rule that 
qx(y) = (RS) ^ /V1(u)da(u) + ^(0) *[a(0) - a(0~)] , 
0 < y< Y. 
Let q^ be the real-valued function defined on the entire real 
y-axis by the rule that 
q2(y) =/V1(y)-[a(y+) - a(y)] , o <= y ^  Y 
= 0 , - co c y < 0 
= 0 , Y < y < + oo . 
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The function q2 is of bounded variation on every finite closed 
interval of the real y-axis. We have that 
(as) ^ 2^(y)dq(y) = (RS) ^ 2^(y)dq1(y) + (RS)^ 2^(y)dq2(y). 
From Theorem 1 we have that 
(AS) ^ O"VF2(Y)DQI(Y) = (RS) ^ QV2(Y) * V1(y)da(y). 
It remains, then, to examine the integral 
(RS)jJ 2^(y)dq2(y). 
(b) Let| yn|, (n = 1, 2, 3, ...), be an infinite se­
quence of distinct points of the interval [o,Y] such that y1 
= 0 and y2 = Y, and such that the range of this sequence con­
tains all of the points of discontinuity of the function a on 
the interval |o,Y]. In view of Theorem 2, we have that such 
a sequence exists, and that the infinite series 
IZ [a(y*> - =(yn>] 
of non-negative real numbers converges. Since the function 
is bounded on the interval [O,Y], we have that the infi­
nite series 
oo r , _ 
- 
a(yn>] 
converges absolutely. 
Let (u^, (n = 1, 2, 3, •••), be the infinite sequence of 
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real numbers defined by the rule that 
un = ^ x(yn)• [a(yn) - u = i, 2, 3, ...). 
Let |vn^ , (n = 1, 2, 3, ...), be the infinite sequence of real 
numbers defined by the rule that 
vn = - un, (n = 1, 2, 3, ... ). 
For every finite closed interval [c,d] of the real y-axis, we 
have that each of the series 
) V ) v 
n 9 : c < y n < d  n  a  = c  < =  y ^  <  d  
is either finite or absolutely convergent. For each positive 
integer n, let the function fn be*defined by 
f
n(y) = 0, - oo < y <. yn 
fn^n) = *n' 
fn(y) = ^  + vn, yn < y + oo . 
For each real number y, the infinite series 
CO 
n=i f°(7) 
converges absolutely to q2(y). Hence, q2 is a saltus func­
tion. For each positive Integer n, we have that 
q2(yn) - î2(yn' = un 
and 
i 2 ( y * )  - 42(yn) = vn. 
If y* is any real number such that y* / y , (n =1, 2, 3, ...), 
then q2 is continuous at y*. 
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In view of Theorem 3, we have that 
(RS) ^ o V2(y)dq2(y) = 'N'2(y1) '[^(y^) - ^^l)] 
00 , -i 
* IZ^-+'2(yn)-[q2(yn) - i2(yn)j 
n—2  
+ zV/2(y2)-[<i2(y2) " <i2(y2)] 
= ^ 2(0) •v1 + ^ 2(Y) -u2 
= v2(0)-{-^i(°),[a(0+) - a(o)]} 
+ ' 2^(Y)-{' 1^(Y)-[a(Y+) - a(Y)]| . 
(c) The formula (2) now follows. Q.E.D. 
The following theorem, which is the main result of this 
part of Chapter II, is an Immediate consequence of Theorem 4, 
and Theorem 3 in Part E of Chapter I. 
Theorem 5 
Let a be a monotone non-decreasing real-valued function 
on the entire real y-axis. Let Y be any particular positive 
real number. Let and 4 2^ be continuous real-valued func­
tions on the closed interval [0,Y] such that ^ x(y) — 0 for 
all y on this interval. Let q be the monotone non-decreasing 
real-valued function defined on the entire real y-axis by the 
rule that 
(3) = q(o), 
= q ( Y ) ,  Y < y < + oo . 
- oo < y < 0 
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Then, we have that 
^(y) *'^i(y)da(y) = (LS) ,^p(y)dq(y) 
Part C 
In this part of Chapter II, we establish two theorems 
relative to the Lebesgue-Stieltjes integral which we shall 
make use of in proving our substitution theorem for the 
Lebesgue-Stieltjes integral referred to in Part A. 
Theorem 6 
Let a be a monotone non-decreasing real-valued function 
on the entire real y-axis. Let a be an ^-measurable real-
valued function on 0 < y < + oo which is bounded on [O,Y] for 
every 0 < Y < + oo, and such that a(y) > 0 for all 0 < y < +oo. 
Let p be the monotone non-decreasing real-valued function de­
fined on the entire real y-axis by the rule that 
Then, for any bounded ^-measurable subset E of the positive 
real y-axis we have that 
(5) 
= P (0 ), - oo c y <• 0. 
(6) 
E 
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Proof 
(a) Let i = (y ', y" ) "be a non-degenerate finite open 
interval of the positive real y-axis. Then, 
-ep(i) = p(y"~) - p(y ,+) 
= lim (LS)[ a(u)da(u) 
1 ->y"~ J[o,t] 
- lim (LS)f a(u)da(u) 
1 -»y' + 3[0,TJ 
= (LS)( a(u)da(u) - (LS)(r a(u)da(u) J[o,y") [o, y1 ] 
= (LS)\ a(u)da(u) = (LS) Ç a(u)da(u). 
J ( y \ y " )  i  
(b) Let E be any bounded ^-measurable subset of the pos­
itive real y-axis. Let Y be a positive real number such that 
the finite open interval (0,Y) contains E. 
Let I = {in|, (n = 1, 2, j, ...), be a finite or infinite 
sequence of disjoint non-degenerate finite open intervals of 
the real y-axis such that E a. I in. For each suitable (n) 
I 
positive integer n, let i be the open interval given by 
| C I 
i_ = !„•(0,Y). Let F = 2 i^. F is an a-measurable subset 
n n (n) n 
of the open interval (0, Y), and EC F. Thus, 
(LS){ a(u)da(u) < (LS)f a(u)da(u) 
JE J F 
= ) (LS)( , a(u)da(u) 
(n) ^ 
(n) ^p(in> -
=  L p ( D  
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Therefore, it follows that 
(LS)^ a(u)da(u) < 
(c) Let E be a bounded a-measurable subset of the posi­
tive real y-axis. Let Y be a positive real number such that 
the finite open interval (0, Y) contains E. Let K be a posi­
tive real number such that a(y) < K for all 0 ± y < Y. 
Let € be any given positive number. Let I =^in|, (n 
= 1, 2, 3, ...)> be a finite or infinite sequence of disjoint 
non-degenerate finite open intervals of the real y-axis such 
that E CZ. ) in, and also such that ) iZ.a(i]1) 
(n) (n) 
= La(l) < ^a(E) + For each suitable positive integer n, 
K 
i , 
let in be the open interval given by in = in*(0,Y). Let I' 
= {i^j, (n = 1, 2, 3, ...)> and let F = ) ln. F is an a-
(n)  
measurable subset of the finite closed interval [0,Y], and 
E<c F. The set F - E is an a-measurable subset of the inter­
val [o,Y]. Moreover, 
P-a(E) + P@(F - E) = Ua(F) 
= 1— -^a(i^) — a(3-n) < ^ clC2) + -§-> 
so that we have that 
Ua(F - E) < 
Then, 
Lp(I') = YZL ^r>(in) = X (I5)( « a(u)da(u) 
(n)  F  (n)  J  i n  
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= (LS) C a(u)da(u) 
J F 
= (LS){ a(u)da(u) + (LS) \ a(u)da(u) 
JB J F-E 
< (LS)[ a(u)da(u) + € . 
E 
Hence, 
Pp(E) 5 Lp (11 ) < (LS) ^ a(u)da(u) + £ . 
Therefore, 
P£(E) < (LS) ^ a(u)da(u). 
(d) We conclude, therefore, that (6) holds for any 
bounded a-measurable subset E of the positive real y-axis. 
Q.E.D. 
Theorem 7 
Let a be a monotone non-decreasing real-valued function 
on the entire real y-axis. Let a be an a-measurable real-
valued function on 0 £ y < + oo which is bounded on [o, Y] for 
every 0 < Y < + oo, and such that a(y) > 0 for all 0 ^  y< + oo. 
Let p be the monotone non-decreasing real-valued function 
defined on the entire real y-axis by the rule (5). Then, 
every bounded a-measurable subset of the positive real y-axis 
is also p-measurable. 
Proof 
Let E be a bounded a-measurable subset of the positive 
real y-axis. Let Y be a positive real number such that the 
75 
finite closed interval [O,Y] contains E. The set (0,Ï] -E 
is a bounded a-measurable subset of the positive real y-axis. 
Making use of Theorem 6, we have that 
Up(E) + Up([0,Y] -E) = Pp(E) + Up((0,Y] -E) 
= (LS) I a(u)da(u) 
J E 
+ (LS) [ a(u)da(u) 
_ (0, Y]-E 
= (LS) \ a(u)da(u) 
J (0,Y] 
= (LS)\r 1 a(u)da(u) 
- (LS)( a(u)da(u) 
to) 
= P(Y) - p(0). 
Therefore, 
Hp(E) + Up([0,Y]- E) = p(Y+) - p(0"). 
Hence, E is p-measurable. Q.E.D. 
Part D 
In this part of Chapter II, we prove the substitution 
theorem for the Lebesgue-Stieltj es integral referred to in 
Part A. 
Theorem 8 
Let a be a monotone non-decreasing real-valued function 
on the entire real y-axis. Let R and a be a-measurable real-
valued functions on 0 £ y < + oo which are bounded on [0,YJ 
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for every 0 < Y < + oo. Let p be the real-valued function 
defined on the entire real y-axis by the rule (5). Then, p is 
of bounded variation on every finite closed interval of the 
real y-axis. Moreover, we have for each 0 < Y < + oo that 
the Lebesgue-Stieltjes integrals 
( 7 )  ( L S ) (  B ( y ) - a ( y)da( y )  
J[0,Y] 
and 
( 8 )  ( L S ) ( r  _ B ( y ) d p ( y )  
[o ' Y] 
exist, and we also have that 
( L S ) (  ^ R ( y ) * a ( y ) d a ( y )  =  ( L S ) t  B (y) d p(y) 
[o,r] •>[o,r] 
+ E(0)-a(0)-[a(0+) - a(0~)j . 
Proof 
(a) Suppose that a(y) 0 for all 0 < y < + oo . Then, 
p is a monotone non-decreasing real-valued function on the 
entire real y-axis. By hypothesis, we have for every real 
number c that the set 
(y|0 < y < + oo and R(y) > c] 
is a-measurable. In view of Theorem 7, we then have for every 
real number c that the set 
^y|0 < y < + oo and R(y) > c} 
is p-measurable. Hence, the function R is p-measurable on 
0 < y < + oo. Thus, we have for every positive real number Y 
that the Lebesgue-Stieltjes integral (8) exists. It is clear 
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that for every positive real number Y that the Lebesgue-
Stieltjes integral (7) exists. 
(b) We again suppose that a(y) >: 0 for all 0<y< + oo . 
Suppose we have a positive real number Y such that a(Y+) 
= a(o~). Then, it follows that 
Therefore, formula (9) follows. 
(c) We consider once more the case where a(y) > 0 for 
all 0 ^  y < + oo. Suppose we have a positive real number Y 
such that a(Y+) > a(0~). Let K be a positive real number such 
that 0 •£ a(y) ^  K and | R(y) | < K for all 0 < y 5. Y. 
In this paragraph, let 6 be any given positive number. 
In view of Theorem 5 of Part A of Chapter I, we have a contin­
uous real-valued function "4^ on the closed interval [0,Y] and 
an a-measurable subset of [o,Y] such that the following 
statements hold: 
P(y) = 0, - oo < y tS Y. 
Since p(Y+) = p(Y), it then follows that 
(LS)\ R(y)dp(y) = 0. 
J [O.I] 
We also have that 
and 
R(y)-a(y)da(y) = 0 
R(0)-a(0)•[a(0+) - a(0~)] = 0. 
(i) ^(0) = a(0) and Vi(Y) = a(Y); 
(11) *a(Bi) < 
16 IT 
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(iii) K<y> - a(y) | < 8K, [a(Y,)&. a(0.;] f=r all y 
on ( [o, Y ] - Ex) ; 
(iv) 0 < ^(y) < K for all 0 < y S Y. 
Similarly, we have a continuous real-valued function ^ ^ on 
the closed interval [o,Y] and an a-measurable subset Eg of 
[o,Y] such that the following statements hold: 
(i) -H^(O) = E(O) and N 2^(Y) = R(Y) ; 
(il) PafSg) < — 
16 K 
(111) | -y2(y) - R(y) | < K. [g(r^ _ g(0-3 for all y on 
([o,Y] - Eg); 
(iv) | ^2(y) | ±=K for all O S y ±=Y. 
Let q be the monotone non-decreasing real-valued function de­
fined on the entire real y-axis by the rule (j>). Now, 
(LS)( R(y)-a(y)da(y) - f (LS)V B(y)dp(y) 
J[0,Y] L J[0,Y] 
+ R(O) *a(0) • [a(0+) - a(0")]}| 
— I (LS)\ r _B(y)«a(y)da(y) - (LS)\ JH^y) *a(y)da(y)| 
[o,Y] j[O,Y] d 1 
+ I (LS)\ -Vp(y) -a(y)da(y) - (LS)\ ^g(y) (y)da(y)| 
1 J[o,Y] 2 j[O,Y] * 1 1 
+ | (LS)V _'V2(y)<iq(y) - (LS)\ -N 2^(y)dp(y)| 
[0,Y] ^ [0,Y] * 1 
+ | (LS)^ ^  ^^ V2(y)dp(y) - (LS)J^ ^ R(y)dp(y)| 
in view of Theorem 5. We note that 
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I ( L S ) f  R ( y )  - a ( y ) d a ( y )  -  ( L S ) f  ^ ( y )  * a ( y ) d a ( y )  
1  [ 0 , Y ]  J [ 0 , Y ]  
f _ ( L S ) ^  | R ( y )  -  - ^ g C y ) !  *  | a ( y )  |  d a ( y )  
2 
+ (LS)( |R(y) - -^ p(y)|-I a(y)|da(y) 
J[O,Y]-E2  ^
< 2 K 2  *  ^  *  S K -  [ W -  . ( 0 - ) ]  '  -  V  *  T  
We also observe that 
(LS)( _^ 2(y)-a(y)da(y) - (LS)f 1'V2(y)- -4My)da(y)| 
[o > Y] * J[O,Y] * 1 1 
: (LS)^  |T2(y)|'|a(y) - ^ K1(y) | da(y) 
'Ei 
+ (LS)( |^ 2(y)|-|a(y) - 'MMy) |da(y) 
[ o >  Y ]  - E X  1  1 1  
<2K2 
• 
+ K 
• 8K-[.W -.(«,-)] -M[0'ï]- Bl) ^  T-
Hext, we have, making use of Theorem 7, that 
|(LS)( ^^ Kg(y)dp(y) - (LS)( R(y)dp(y)| 
1  [ O » Y ]  J [ 0 , Y ]  1  
± (LS)( l^ p(y) - R(y)|dp(y) + (LS)\ l"S^ (y) - R(y)|dp(y) 
E2' d [OiYj - E2 
'  8 S -  [ a ( Y + )  -  a ( 0 - ) ]  '  "  B 2 >  
 ^2K-K-MB2) + 8 K . L a i Y * )  - »(0-)] •g-Mfo,!] - &,) 
in view of Theorem 6, so that 
|(LS)\ _V2(y)dP(y) - (LS)( R(y)dp(y) I < 4-. 
I J[O,Y] * £o>Y] 1 4 
We continue as in the preceding paragraph. If D 
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= {° = yo ^  yi < y2 < ' ' ' < yn = }^ is any partition of the 
c l o s e d  i n t e r v a l  [ o ,  Y ] ,  w e  h a v e  f o r  e a c h  i n t e g e r  3 = 1 ,  2 ,  
n that 
|[q(rj) - ?(y3)] - [«(y^ ) - p<yj-i>]| 
= I (LS)( h#My} - a(y)]da(y)| 
(fj-l'fj] 
< (I5)f I Vi(y) - a(y)|da(y) 
J 
'
E1 
+ (LS)\ ^ 1^1 (y) - a(y)|do(y) 
< 2K-iia((yj_1»yj]-Ei) 
8K-[a(Y+) - a(0")] ' ^a^ yj-l,yj] ' (E°«Y] " Ei))î 
hence, 
LZlfptyj) - q(yj)] - [pCy^) -
S2K
'
MEl) + 8K- [.OT - a(o-a ' M(°'ï]) < 
Therefore, we conclude that 
V(q-p; [0,ï]) S= 
Thus, 
!(«){ 7H2(y)dq<7> - y]^2(y)*P(y)| 
= |(ES) T^ yHfqCy) - p(y)]|<: K-v(q-p; [O,Y]) ^  -§-• Y 
0 
Hence, 
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(LS)\ _R(y) -a(y)da(y) -i(LS)C R(y)dp(y) 
J [ 0 , Y ]  1  J [ 0 , Y ]  
+  R ( 0 ) - a ( 0 ) - [ a ( 0 + )  -  a ( o " ) ] j |  c  € .  -< . 
We conclude, therefore, that formula (9) holds, 
(d) We now remove the restriction that a(y) be non-nega­
tive for all O < y < + oo . 
Let a^  be the real-valued function defined on O £ y < +co 
by the rule that 
ax(y) = a(y) if a(y) > 0 
= 0 if a(y) < 0, 
and let a2 be the real-valued function defined on 0 1 y < + oo 
by the rule that 
The functions a^ _ and a2 are a-measurable real-valued functions 
on 0 £ y < + oo , for each real number 0 <• Y < + oo we have 
that a-]_ and a2 are both bounded on the finite closed interval 
[0,Y], and a^ (y) > 0 and a2(y) > 0 hold for all 0 ^  y < + oo. 
Moreover, 
valued function defined on the entire real y-axis by the rule 
that 
a2(y) = -a(y) if a(y)< 0 
=0 if a(y) > 0. 
a(y) = a^ (y) - a2(y), 0 ^  y < + oo . 
For j = 1, 2, let p^  be the monotone non-decreasing real 
= PJ(0), - oo < y < 0. 
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We note that for 0 < y < + oo we have that 
p(y) = (LS)[ a(u)da(u) 
[o.y] 
= (IS)[ [a,(u) - a2(u)]da(u) 
[o.y] 
= (LS)( a-, (u)da(u) - (LS)( aP(u)da(u) 
[o.y] ^ [°.y] 
= Pi(y) - Pg(y); 
we also note that for any - oo < y < 0 we have that 
P(y) = P(0) = p^ (0) - p2(0) = p1(y) - p2(y). 
In view of the previous parts of this proof, for j = 1, 
2, we have for each 0 < 1 < + oo that the Lebesgue-Stieltjes 
integrals 
and 
(LS A R(y)-a,(y)da(y) 
[o, Y] j 
(LS)^  ^  ^R(y)dpj(y) 
[0,?] 
exist, and we also have that 
(LS)[ ,H(y)-a1(y)da(y) = (LS)( R(y)dp.(y) 
J[0,Y] d j[O,Y] 3 
+ R(0)-aj(0)• [a(0+) - a(0~)] . 
Therefore, we have for each 0 < Y < + oo that the Lebesgue-
Stieltjes integral 
(LS)( _R(y)-a(y)da(y) 
•>[o,ï] 
exists, and we also have that 
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(LS)Ç R(y)*a(y)da(y) = (LS)C R(y)dp.(y) 
J[O,Y] J[O,Y] 1 
- (LS)Ç R(y)d.pp(y) + R(0)-a(0) • l~a(o+) - a(o~)l . 
J[0,Y] * L J 
We have from Theorem 3 of Part D of Chapter I that the 
Lebesgue-Stieltjes integral 
(lsA R(y)dp(y) 
J[0,ï] 
exists for each 0 < Y < + oo , and 
(LS)C &(y)dp(y) = (LS) ( &^(y)dp,(y) 
[^0,Y] J[0,Y] 1 
- (LS)[ R(y)dp2(y). 
J[O,Y] 
It then follows for each 0 < Y < + oo that formula (9) holds. 
Q.E.D. 
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CHAPTER THREE: AN INTEGRATION BY PARTS THEOREM 
FOR THE LEBESGUE-S TIELTJES INTEGRAL1 
Saltus Functions 
We begin with the following integration by parts theorem 
for the Lebesgue-Stieltjes integral involving monotone non-
decreasing saltus functions as the integrand and Integrator 
functions. 
Theorem 1 
Let s and t be monotone non-decreasing saltus functions 
on the entire real y-axis. Then, for any non-degenerate fi­
nite closed interval [a,b] of the real y-axis we have that 
(LS) ( s(y)dt(y) = (mo)( s(y)dt(y) 
J[a,b] Ja 
+ \ • (LS){ _s(y)dt(y) + \ • (LS)\ t(y)ds(y) 
2 [a> b] 2 J[a,b] 
(!) + s(a) + s(a~) . [t(a) _ t(a")] 
+ s(b+) + s(b) . [t(b+) - t(b)] 
- \ ' [s(b+)-t(b+) - s(a-).t(a-)] . 
Proof 
Let [yn]> (n = 1, 2, 3, ...)> be an infinite sequence of 
-'•This result was first worked on by Porcelli (4). 
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distinct real numbers containing all of the points of discon­
tinuity of the function s and all of the points of discontinu­
ity of the function t. For each positive integer n, let 
(2) un = [s(yn) - s(y-)], vQ = [s(y+) - s(yn)] 
and 
(3) "n.1 = Tn,l = [My*) - t(yn)] . 
There is a real number c with the property that if for each 
positive integer n we define the real-valued function fn on 
the entire real y-axis by the rule that 
fn(y) =0, - oo < y < yn ' 
(4') W = "n 
f
n(y) = un + vn' yn< y < + °° 
or 
fn(y) = - "n - ?n' - oo < y < yn 
(4") fn(yn} = " vn 
fn(y) = o, yn< y < + oo 
according as yn>c oryn< c, then we have that 
oo 
(5) s(y) = 2_ fn(y), - oo < y < + oo , 
n=l 
where the infinite series on the right side of formula (5) 
converges absolutely for every real number y. Similarly, 
there is a real number c-^  with the property that if for each 
positive integer n we define the real-valued function f^  ^  on 
the entire real y-axis by the rule that 
f%,l(y) = 0, - oo < y < yn 
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) ^n, Vy= un,l 
fn,l(3r) = Vl + Vn,l' yn < y < + 00 
or 
fn,l(y) = - Vl " Tn,l» " 00 < y < yn 
(6") fn,l<yn) = " vn,1 
fn,l(y) = °» yn < y < + 00 
according as yn > c^ or yn < c-^ then we have that 
00 
(7) t (y ) = ) f -, (y), - 00 < y < + 00 , 
n=l ,X 
where the infinite series on the right side of formula (7) 
converges absolutely for every real number y. 
In view of Theorem 8 in Part G of Chapter I, we have that 
(LS)l s(y)dt(y) = ) s(yn). [t(y+) - t(y~)l 
[a,b] n a • a < yn ^  b 
aSya^ s(y°'"[t(y:) 
+  * t ( y n > - K O  - M  
+  s ( a )  +  s(a-) . [t(a) _ t(a-)] 
+ s(b+)2+ S(b? ,[t(b+) - t(b)] - |-[s(b+).t(b+) - s(a-)-t(a-)] 
+ \ *|s(a+)•t(a+) - s(b")-t(b-) 
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+ > . [s(y+)'t(y+) - s(y~)-t(y")]} . 
n B' a < yn < b 
Thus, from Theorems 8 and. 9 in Part G of Chapter I we have 
that 
(LS)( s(y)dt(y) = (mo A s(y)dt(y) + 1(15)^  s(y)dt(y) 
[a,b] a 2 [a, b] 
+ k (LS)t t(y)ds(y) + s(a) + s(a ) . [t(a) - t(a~)] 
d [a,b] . 2 
+ . [t(t+) - t(H)] 
- | • [s(b+)-t(b+) - s(a-).t(a-)] 
+ - { s(a+)-t(a+) - s(b-).t(b") 
+ ?v™TTrT^s<7°)'t(y") " s(y=,'t<y")^ • 
If there are at most finitely many positive integers n such 
that a < yn < b, then we have at once that 
{ s(a+).t(a+) - s(b-)-t(b") 
+ > . [s(y+).t(y+) - s(y~)-t(y-)]) = 0, 
n d ' a < yn < b 3 
and hence formula (1) follows. Thus, we shall assume hence­
forth in this proof that there are infinitely many positive 
integers n such that a < yQ< b. 
Let (yn ]> (k = 1, 2, 3, —), be the infinite subse­
quence of the sequence •[ ynJ such that a < yn^ < b for every 
positive integer k, and also such that for any positive inte­
ger m for which m ^  n%. for all positive integers k we have 
that ym 4 (a,b). For each positive integer j, let sj be the 
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real-valued function defined on the entire real y-axis by the 
rule that 
j 
sl(y) = ) fn(y), - 00 < y < + 00, J n=l n 
and let tj be the real-valued function defined on the entire 
real y-axis by the rule that 
- oo < y < + oo . W = ^ fn,l(y)' 
For each positive integer j, we have that 
0  =  | s j ( a + ) . t j ( a + )  -  S j ( b - ) - t j ( b - )  
+  l  <  n  <  J "  ' Ï ^  
= ^ Sj(a+).tj(a+) - Sj(b-)'tj(b-) 
+ 5rSj(y"k,'td(y=k) " ( % ) ' * / % ) ] )  -
Moreover, we have that 
{  s ( a + ) - t ( a + )  -  s ( b ~ ) * t ( b ~ )  
+  
'nra <. y n  <. t C^y~) -1Cy")]) 
=  |  s ( a + ) • t ( a + )  -  s ( b " ) . t ( b - )  
- s(ynk)'t(ynk)] j • 
00 
+ ' 
k=l 
Let M be a positive real number such that js(y) | s M and 
11(y) ] <VL for all a y < b. For each positive integer j, 
we have for all positive integers k that 
I sj •t) <y£k'-sj '^ k' •tj I -1 s3 (y°k' M <^ k>l 
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+ - sj(7Êk)| 
S M • { [s(y*k> - s(ynk) ] + [t(yik) - t(y'k)] ] . 
Moreover, we have for all positive integers k that 
Is(ynk)-t<yîi:>-s(yâ1.)-t(ynk) | s M-{[s(y^ )-s(y^ )] 
+ [tfy^ ) - t<y;k)]}.. 
In this paragraph, let 6 be any given positive real 
number, let K be a positive integer such that 
oo 6 
and 
£=[ = <) 5M 
00 
rzz [t(y ) - y(y" ) ] < 
k=K+l k nk 6M 
Let J be a positive integer such that for each integer k = 1, 
2, K we have for all integers j > J that 
b<y:k)-tj(y;k) - s(y:k)-t(y%)|< # 
and 
h3(y;k)-t3(y;k) - s(y;k)-t(yôk)| < 
Then, for every j > J we have that 
oo 
vS-r 
g[s(yîk)-t(y^ ) - =(y2k)-t(y5k)] 
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oo . . , 
" 
Sd(ynk)-tj(y"k,l 
+  £ =  l s j ( y ^ k , - t j ( < )  -  s < y i k >  • ' ( < > !  
K 
â 
+ ê h^ 'V3^ ' - s(ynk)-t(yâk)| k=l 
<2H
-{£[s(4' • s(y=k,] + £[t(y;k» - t(xi: 
+  K
'  É  +  £ -  à  < £ -
¥e conclude from the preceding paragraph that 
11m [sj (a+) 'tj(a+) - Sj (b~) •tj(lT) 
" 
s3t3rttk)-tj(y;jc)]] 
exists and equals 
oo 
[s(a+).t(a+)-s(b-)«t(b-) + EZ [s(y^ ) .t(y^ )-s(y^ )-tCy^  
Hence, it follows that 
(s(a+).t(a+) - s(b").t(b") 
+ ^  [s(y^ )'t(y+) - s(y-).t(y-)' 
n 9 ' a 'c yn c b 
Therefore, formula (1) holds. Q.E.D. 
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Monotone Non-decreasing Functions 
We next extend Theorem 1 to the case where the integrand 
and integrator functions are both arbitrary monotone non-de­
creasing real-valued functions on the entire real y-axis. 
Theorem 2 
Let f and g be monotone non-decreasing real-valued func­
tions on the entire real y-axis. Then, for any non-degenerate 
finite closed interval [a,b ] of the real y-axis we have that 
(LS)I f(y)dg(y) = ( (mcr)l f(y)dg(y) 
J[a,b] I Ja 
+ f(a) t f (a"} • [6(a) - g(a-)] 
(8) 
+ f(b ) + f(b) . [g(b+) - g(b)]l+ i*{(LS)( f(y)dg(y) 
d La»bJ 
+ (LS)( g(y)df(y) - [f(b+)*g(b+) - f (a~)-g(a~)]  . 
J[a,b] 
Proof 
In view of Theorem 11 in Part G of Chapter I, we have a 
saltus function s and a continuous real-valued function 0 on 
the entire real y-axis such that 
(9) f(y) = s(y) + 0(y), - oo < y < + oo 
holds, and we have a saltus function t and a continuous real-
valued function on the entire real y-axis such that 
(10) g(y) = t(y) + "My), - oo < y < + oo 
holds. The saltus functions s and t are monotone non-decreas-
ing. In view of Theorem 10 of Part G of Chapter I, we have 
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that the continuous functions 0 and are also monotone non-
decreasing. 
Now, 
(LS)[ f (y)dg(y) = (LS)! [S (y ) + 0(y)]d[t(y) +^ K(y)] 
1 [a,b] J[a,ti]L 
= (LS)f s(y)dt(y) + (LS)( _0(y)dt(y) 
J [a,b] [a,b] 
+ (LS)V s(y)d-^ (y) + (LS)( _0(y)d^ (y). 
J [a,b] [a, b] 
In view of the continuity of the function ^ , we have that 
the Biemann-Stieltjes integrals 
(RS)i s (y)d^ (y), (RS)( 0(y)dV(y) 
J a Ja 
exist, and we have from Theorem 3 in Part E of Chapter I and 
Theorem 1 in Part F of Chapter I that 
(LS)\ s(y)d"f(y) = (RS)l s(y)d"f(y) = (mcj)f s(y)d»^ (y) 
J [a,b] Ja Ja 
and 
(LS)l 0(y)d'V(y) = (RS)( 0(y)d^ (y) = (ma)\ 0(y)d4'(y). 
J [a,b] Ja Ja 
In view of the continuity of the function 0, we have that the 
Riemann-Stieltjes integral 
b 
a 
exists, and we have from Theorem 3 in Part E of Chapter I and 
Theorem 1 in Part F of Chapter I that 
(RS)\ * 0(y)dt(y) 
J »
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(LS)f 0(y)dt(y) = (RS)Î 0(y)dt(y) + 0(a) • ft(a)-t(a~)] 
[a,b] a 
+ 0(b)-[t(b+) - t(b)] 
•b 
9  
a 
Thus, we have in view of Theorem 1 that 
r
= (m<j)j 0(y)dt(y) + 0(a) • [t(a)-t(a") ] + 0(b) • [t(b+)-t(b)] 
(LS)f f(y)dg(y) = {(mu)f f(y)dg(y) 
J [a,b] 1 a 
+ f(a) + f(a ) . [g(a) - g(a")]+ [g(b+)^g(b)]| 
+ |-j(LS)f s(y)dt(y) + (LS)J t(y)ds(y) 
2 L J[a,b] [a»b] 
- [s(b+)-t(b+) - s(a-).t(a~)] } . 
We note next that 
(LS)[ s-(y)dt(y) + (LS)f t(y)ds(y) 
J [a,b] [a»b] 
- [s(b+)-t(b+) - s(a")-t(a-)] 
= f C15) ( r f (y)dg(y)-(LS)[ 0(y)d-Y(y) 
1 J[a,bj [a,b] 
- (LS) j s(y)d^(y) - (LS)( 10(y)dt(y)} 
[a, b ] Jfa,b] J 
+ f (LS)f g(y)df(y) - (LS)[ -y(y)d0(y) 
L [a,b] [a,b] 
- (LS)j ^ ^t(y)d0(y) - (LS)j ^ ^^(y)ds(y)J 
- [s(b+)-t(b+) - s(a~) • t(a")J 
= {(LS)J^ ^ f(y)dg(y) + (LS)Ç ^  ^g(y)df(y)| 
" "t(RS)l/(y)d^ (y) + (^)j%(y)d0(y)}- {(ES)j\(y)d4/(y) 
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+ (RS)J -vf (y)ds(y)+ ^ (a) • [s(a)-s(a~)] + ^ f(b) • [s(b+)-s(b)] j 
-((RS)J 0(y)dt(y)+(RS)^  t(y)d0(y)+0(a) • [t(a)-t(a~)] 
+0(b)-[t(b+)-t(b)] } - [s(b+).t(b+) - s(a-).t(a~)] 
= |(LS)^ ^f (y)dg(y) + (LS)J^ ^g(y)df (y) j 
-^0(b)'"f(b)-0(a)"V(a)j-(s(b)«4'(b)-s(a)"Y(a) 
+ -f(a)-[s(a)-s(a")] + Y(b) '[s(b+)-s(b)]| -{0(b)*t(b) 
-0(a) • t(a)+0(a) • [t (a)-t (a~) ] +0(b) • [t (b+)-t(b)]j 
-[s(b+).t(b+)-s(a")-t(a-)] 
= {(IS)^   ^f (y)dg(y) + (LS)^  g^(y)df (y)}-(0(b) "V (b) 
-0(a) • '4/(a)+s(b+) • ^ (b)-s(a~) • ^ (a)+t(b+) *0(b)-t(a~) *0(a) 
+s(b+)•t(b+)-s(a~)•t(a~)| 
= {(I^ )J|. f^(y)dg(y) + (IS).J" g(y)df(y)J 
-{[s(b+)+0(b)j • [t(b+) + 4>(b)] -[s (a")+0(a)] • [t(a")+ ^f(a)] j . 
Thus, we have the formula 
(LS)( s(y)dt(y) + (Ifi)f _t(y)ds(y) 
[a,b] [a,b] 
(12) - [s(b+)-t(b+) - s(a").t(a-)] = (LS)t f(y)dg(y) 
[a,b] 
+ (LS)^ g(y)df(y) - [f(b+)'g(b+) - f (a~)-g(a~)] . 
[a»b] 
The desired formula (8) follows now from formulas (11) 
and (12). Q.E.D. 
We note the following interesting result which follows 
from Theorem 2 and its proof as given above (note, in particu-
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lar, formula (12)). 
Theorem 3 
Let f and g be monotone non-decreasing real-valued func­
tions on the entire real y-axis. Let s be a saltus function 
and 0 a continuous real-valued function on the entire real y-
axis such that formula (9) holds, and let t be a saltus func­
tion and a continuous real-valued function on the entire 
real y-axis such that formula (10) holds. Then, the saltus 
functions s and t are monotone non-decreasing, and the con­
tinuous functions 0 and are also monotone non-decreasing. 
Moreover, the Integration by parts formula 
(13) (LS)\ f(y)dg(y) = [f(b+)-g(b+) - f(a~)-g(a~)] 
[a» b] 
g(y)df(y) 
holds if and only if 
(14) (LS)( s (y) 
[a' b] 
dt(y) = (m<y)\ s(y)dt(y) 
a 
+ 8(a) + s(a') . [t(a) . t(a")] 
+ s(b+)^ + s(b) . [t(b+) . t(b)] 
holds. 
Functions of Bounded Variation 
We now extend Theorem 2 to the case where f and g are 
arbitrary real-valued functions on the entire real y-axis 
which are of bounded variation on every non-degenerate finite 
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closed interval of this axis. 
Theorem 4 
Let f and g be real-valued functions on the entire real 
y-axis which are of bounded variation on every non-degenerate 
finite closed interval of this axis. Then, for any non-degen­
erate finite closed interval [a,b] of the real y-axis we have 
that formula (8) holds. 
Proof 
Let P^  be the monotone non-decreasing real-valued func­
tion on the entire real y-axis such that 
Pf(Y)-f(0) = positive variation of f on [0,ïl if Y > 0 
(15') f , r _ 
= -1 positive variation of f on [Y,0 ] f if 
Y < 0 
holds, and let be the monotone non-decreasing real-valued 
function on the entire real y-axis such that 
Hf(Y) = negative variation of f on fO,Y] if Y > 0 
(15") , , 
= -1 negative variation of f on [Y,0 ] j if Y < 0 
holds. Similarly, let Pg be the monotone non-decreasing real-
valued function on the entire real y-axis such that 
Pc(Y)-g(0) = positive variation of g on [0,Y] if Y> 0 
= -^  positive variation of g on [Y,0 ] j if 
Y < 0 
holds, and let Ng be the monotone non-decreasing real-valued 
function on the entire real y-axis such that 
(16') 6 
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N (Y) = negative variation of g on [O,Y] if Y > 0 (16") 6 . r 
= - |negative variation of g on [Y,0 ] j if Y < 0 
holds. We have that 
(17) f(y) = Pf (y)-Nf(y), - oo < y < + oo 
and 
(18) g(y) = Pg(y)-Ng(y), - oo y < + oo 
hold. We have that 
(LS)Ç f(y)dg(y) = (LS ) f  Pf(y)dP (y) 
3[a,b] i[a,b] g 
(19) - (LS)C Pf(y)dNg(y) - (LS)C Nf(y)dP (y) 
[a»b] ë [a,b] g 
+ (LS)[ Nf(y)dN (y). 
J[a,b] 1 g 
Applying Theorem 2 to each of the integrals on the right 
hand side of formula (19), we obtain, after properly combining 
terms, the desired formula (8). Q.E.D. 
We next show how Theorem 3 can be used to give a fairly 
simple proof of the following interesting result (see page 102 
of Theory of the Integral by Saks (6)). 
Theorem 5 
Let f and g be real-valued functions on the entire real 
y-axis which are of bounded variation on every non-degenerate 
finite closed interval of this axis. Let [a,b] be a non-
degenerate finite closed interval of the real y-axis, and sup­
pose that 
f(y) = f(y ? + f(r ) , a s y < b 
(20) 2 
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sty) = g<y» ; a-y-b 
holds. Then, the Integration by parts formula (13) holds. 
Proof 
(a) Suppose In this part of our proof that the functions 
f and g are both monotone non-decreasing. 
Let s be a saltus function and 0 a continuous real-valued 
function on the entire real y-axis such that formula (9) holds, 
and let t be a saltus function and a continuous real-valued 
function on the entire real y-axis such that formula (10) 
holds. As noted in Theorem 3, the saltus functions s and t 
are both monotone non-decreasing. Moreover, we have that 
s(y') + .far*) = s(y)> aa.ysi  
(21) 
t(y') + t(y+) = t( y ) ,  
In this paragraph, let (yn]> (n = 1, 2, 3, ...)» be an 
infinite sequence of distinct real numbers containing all of 
the points of discontinuity of the function g. For any real 
number y* such that y* ^  yn for all positive integers n, we 
have that the function t is continuous at y*. For each posi­
tive integer n, let 
Vi =  [sW - s(yô)] • v n,i = [s(yj) - e(y n)]. 
For each positive integer n, we have that formula (3) holds. 
As noted in the proof of Theorem 1, there is a real number c^  
with the property that if for each positive integer n we de-
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fine the real-valued function f„ , on the entire real y-axis II T X 
by the rule (6') or (6") according as yn ^  c^  or yn < c^ , we 
have that formula (7) holds, where the infinite series on the 
right side of formula (7) converges absolutely for every real 
number y. From Theorem 9 in Part G of Chapter I, we have that 
V 
+ s(b+)^ - s(b) . [ t(b+) . t(t)] 
•I ^4^ • I •».' - •«'] 
s(y*) + s(yn) 
(mcr)( s(y)dt(y) + s(a) + s(a ) • [t(a) - t(a")] 
Tt / H ' n B • a < yn < b 
+ =(a) + :(*") • [t(a) - t(a")J + s(b*>2+ s'b' -[t(b*)-t(b)] 
s(y")+s(y+) 
= > % - s(y°' . t(y-,i 
n 9:a < yn < b 2 L 2 
s(y")+s(y+) 
= I 
+ I ra< r n S b ^ 5 ' r ° ' t S l i r ^  '  [ t  ( y % ) - t  % ) ]  I  
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= ^  s(yn)-[t(yj) - t(y-)] 
n d 1 a * yn ^  b 
= (LS)( s(y)dt(y) 
J[a,t>] 
in view of Theorem 8 of Part G of Chapter I. 
Thus, we have from Theorem 3 that the integration by 
parts formula (13) holds. 
(b) We now show how the result of part (a) can be ex­
tended to the case where the functions f and g are as in 
statement of the theorem. As in the above proof of Theorem 
4, we work with the monotone non-decreasing real-valued func­
tions Nf, Pg, and Ng defined on the entire real y-axis by 
the formulas (15'), (15"), (16') and (16"), respectively. 
The formulas (17) and (18) hold. Moreover, we have the 
formula (19)• Let Vf be the monotone non-decreasing real-
valued function defined on the entire real y-axis by the rule 
that 
(22) Vf(y) = Pf (y) + Hf(y) - f (0), - oo < y < + oo 
holds, and similarly let Vg be the monotone non-decreasing 
real-valued function defined on the entire real y-axis by the 
rule that 
(23) Vg(y) = Pg(y) + Ng(y) - g(0), - oo < y < + oo 
holds. For any non-negative real number Y, we have that V^ (Y) 
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is the total variation of the function f on the closed inter­
val [O,Y]. For any negative real number Y, we have that 
VF(Y) is the negative of the total variation of the function 
f on the closed interval [Y,O]. It is known that for any 
positive real number Y, 
Vf(Y) - Vf(Y") = |f(Y) - f(Y") | . 
If Y is any particular non-positive real number, and if a is 
a real number such that a < Y, we have similarly that 
V(f; [a, Y] ) - lim V(f; [a, ] ) = I f (Y) - f(Y") I ; 
"5 — 
now, for all real numbers a £ »] < 0 we have that 
V(f; [a, n ] ) = V(f; [a,o]) + Vf( n ), 
so that 
V(f;[a,Y]) = V(f; [a,o]) + Vf(Y) 
and 
lim V(f;[a,f ]) = V(f;[a,ol) + lim Vf(f), 
•f —> Y" f —>Y-
and hence again we have that 
Vf(Y) - Vf(Y") = |f(Y) - f(Y")|. 
Therefore, we have the formula 
(24') Vf (y) - Vf(y~) = | f (y) - f (y~) I, - oo < y < + oo . 
Similarly, we have the formula 
(24") Vf(y+) - Vf (y) = |f(y+) - f (y) I, - oo < y < + oo . 
We also have, of course, the formulas 
(25') Vg(y) - Vg(y") = | g(y) - g(y")|, - oo < y < + oo 
and 
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(25") Vg(y+) - Vg(y) = g(y+) - g(y) - oo < y < + oo 
for the function g. 
For every real number y, we have that 
f(y-) + f(?+) _ pf(y~) + pf(y+) %(y*) + Nf(y+) 
2 2 2 
Hence, for any real number a ^  y < b, we have that 
Pf(y) - Uf(y) = f(y) = f(y-) * f(y+) 
Pf(y") + Pf(y+) Nf(y-)+Nf(y+) 
2 2 ' 
For every real number as, y< b, we have from formulas (24' ) 
and (20) that 
Vf (y) - vf (y") = | f(y) - f (y") | = | f^y ^ * f^y ^ - f (y~) 
= | • |f(y+) - f(y~)| , 
and we have from formulas (24") and (20) that 
Vf(y+) - Vf(y) = | f(y+) - f(y) | = | f(y+) -
= \ • |f (y+) - f (y")| • 
Thus, we have for all real numbers a < y ^  b that 
Vf(y) - Vf(y-) = Vf(y+) - Vf(y) 
or 
Vf(y) = 
Vf(y") + Vf(y+) 
and hence 
Pf(y) + Nf(y) = 
Pf(y") + Pf(y+) Nf(y") + Uf(y+) 
103 
Therefore, we have the formula 
, x Pf(y-) + Pf(y+) 
Pf (y) = , a < y < b 
(26) 
H f(y-) + Sf(y+)  
Nf(y) = , a s y S b. 
Similarly, of course, we have the formula 
P (y~) + P-(y+) 
pg(y) = g ' a - y - b 
(27) 
My") + Ng(y+) 
Ng(y) = — -— , a ^  y S b. 
The formula (19) holds. In view of formulas (26) and 
(27), we may apply the result of part (a) to each of the inte­
grals on the right side of formula (19). After properly com­
bining terms, we then have the integration by parts formula 
(13). Q.E.D. 
We note, finally, the following result (see again page 
102 of Theory of the Integral by Saks (6)). 
Theorem 6 
Let f and g be real-valued functions on the entire real 
y-axis which are of bounded variation on every non-degenerate 
finite closed interval of this axis. Let [a,b] be a non-de­
generate finite closed interval of the real y-axis, and sup­
pose that the functions f and g have no common points of 
discontinuity on this interval. Then, the integration by 
parts formula (13) holds. 
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CHAPTER FOUR: SUFFICIENT CONDITIONS FOR A 
SUMMABILITY METHOD FOR IMPROPER LEBESGUE-
STIELTJES INTEGRALS TO BE REGULAR 
Part A 
In our foreword for this paper, we introduced the type of 
improper Lebesgue-Stieltjes integral to be considered here, 
and we then introduced the concept of convergence for such an 
improper Lebesgue-Stieltjes integral (see Definition 1 in our 
foreword). Also, we introduced in the foreword the type of 
summability method for such improper Lebesgue-Stieltjes inte­
grals to be treated here (see Definition 4 in our foreword). 
We note that such a summability method is based on an integral 
transform as described in Definition 3 of our foreword. More­
over, we introduced in our foreword the concept of such a sum­
mability method being regular (see Definition 5 of our fore­
word) . 
In this chapter, we obtain a theorem which provides us 
with sufficient conditions for a summability method S as de­
scribed in the preceding paragraph to have the property that 
its domain contains the set Jc described in Definition 2 of 
our foreword; such a summability method S might be said to be 
"convergence-preserving". This theorem also provides us with 
a formula for the real number which such an S assigns to a 
member of the set Jc. An interesting feature of this formula 
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is that it contains a certain Stieltjes mean sigma integral 
and the value of a certain convergent Improper Stielt;) es mean 
sigma integral. The type of improper Stieltjes mean sigma 
integral involved here, and the concept of convergence for 
such an improper Stieltjes mean sigma integral, are described 
in Definition 6 of our foreword. 
From the theorem mentioned in the preceding paragraph, 
we obtain a theorem which provides us with sufficient condi­
tions for a summability method S as described in the first 
paragraph of this introductory part of Chapter IV to be regu­
lar. We shall consider the theorem just mentioned to be the 
main result of Chapter IV. From this theorem follow the suf­
ficient conditions for the regularity of a summability method 
for real infinite series based on a series-to-sequence trans­
formation involving a real infinite matrix. 
To conclude this introductory part of Chapter IV, we note 
(with apologies to R. C. Buck and others who may be made un­
comfortable by this) that we shall, for simplicity, frequently 
use the same symbol to denote a convergent improper integral 
and its value. 
Part B 
We begin this part of Chapter IV by introducing the fol­
lowing condition. 
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Condition A 
R is a real-valued function on 0 s x, y < + oo with the 
property that for each non-negative real number x we have that 
R(x,y) as a function of y alone is of bounded variation on the 
finite closed interval [o,Y] for every 0 < Y < + oo . For each 
non-negative real number x, let R(x,y) be extended onto the 
negative real y-axis by the rule that R(x,y) = R(x,0) for 
every - oo < y < 0. For each non-negative real number x and 
for each positive real number Y, let V(x,Y) denote the total 
variation of R(x,y) as a function of y alone on the non-degen­
erate finite closed interval [o,YJ. For each non-negative 
real number x, we have that lim V(x,Y) is some non-negative 
Y—>oo 
real number, V(x). 
We now prove the following result concerning Condition A. 
Theorem 1 
Let R be a real-valued function on 0 £ x, y < + oo such 
that Condition A holds. Let p be a bounded real-valued func­
tion on 0 ^  y < + oo which is of bounded variation on the fi­
nite closed interval [o,Y] for every 0 < Y < + oo . Then, for 
every non-negative real number x we have that the improper 
Lebesgue-Stleltjes integral 
(1) 
0 
and the improper Stieltjes mean sigma integral 
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(2) (mer) ^ p(y)dyR(x,y) 
both converge. (Note: We understand that y Is the variable 
of integration in the above improper integrals, with the vari­
able x playing the role of a parameter.) 
Proof 
Let M be a positive real number such that j p(y) | < M for 
all 0 < y < + oo . 
In this paragraph, let x be any particular non-negative 
real number, and let 6. be any given positive number. Since 
we have by hypothesis that lim V(x,Y) is real (see Condition 
Y —>oo 
A), there is a positive real number Y such that 
0< [v(x,Y") - V(x,Y' ) ] < |
for all real numbers Y', Y" satisfying Y" > Y' > Y£ . If Y' 
and Y" are any two real numbers satisfying Y" > Y' > Y^ , we 
then have that 
1(LS)( p(y)d R(x,y) - (LS)f p(y)dyR(x,y)| 
1 J[0,Y"] * i[0fY'] * ' 
= |(LS)J f p(y)dyR(x,y) | < M-[V(x,Y" + 1) - V(x,Y')]<€. 
(Y > Y1 J 
We conclude from the preceding paragraph that for each 
non-negative real number x that the improper Lebesgue-Stleltjes 
Integral (1) converges. Similarly, we have for each non-nega­
tive real number x that the Improper Stieltjes mean sigma in­
tegral (2) converges. Q.E.D. 
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We next establish the following important theorem con­
cerning Condition A. In proving this theorem, we make use of 
our substitution theorem.for the Lebesgue-Stieltjes integral 
from Chapter II, and our integration by parts theorem for the 
Lebesgue-Stieltjes integral from Chapter III. 
Theorem 2 
Let S be a real-valued function on 0 < x, y < + oo such 
that Condition A holds. Let a be a real-valued function on 
the entire real y-axis which is of bounded variation on every 
non-degenerate finite closed interval of this axis. Let a be 
an a-measurable real-valued function on 0 < y < + oo which is 
bounded on [O,Y] for every 0 < Y < + oo, and which is such 
that the improper Lebesgue-Stieltjes integral 
(3) (LS)( a(y)da(y) 
J 0 
converges and has the value 0. Let p be the real-valued func­
tion defined on the entire real y-axis by the rule that 
P (y) = (LS)f a(u)da(u), 0 ± y < + oo 
(4, 3 M 
= p(0), - oo < y < 0. 
The function p is bounded on the entire real y-axis, and p is 
of bounded variation on every non-degenerate finite closed in­
terval of the real y-axis. For each non-negative real number 
x, we have that the improper Lebesgue-Stieltjes integral (1), 
the improper Stieltjes mean sigma integral (2), and the improp­
er Lebesgue-Stieltjes integral 
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r oo 
(5) (13)\ R(x,y)-a(y)da(y) 
J 0 
ail converge. Moreover, for each non-negative real number x 
we have the formula 
r oo r oo 
(LS )\ R(*,y)a(y)da(y) = (LS)\ p(y)dyR(x,y) 
<«> 0  V 
- 2(m<r)\^p(y)dyR(x,y). 
Proof 
We have at once that the function p is bounded on the 
entire real y-axis. Also, we have that p is of bounded varia­
tion on every non-degenerate finite closed interval of the 
real y-axis (see part (d) of the proof of Theorem 8 in Chapter 
II). For each non-negative real number x, we have from Theo­
rem 1 that the improper Lebesgue-Stieltjes integral (1) and 
the improper Stieltjes mean sigma integral (2) both converge. 
In this paragraph, let x be any particular non-negative 
real number, and let Y be any particular positive real number. 
Now, as noted in the foreword, Theorem 8 of Chapter II (i.e., 
our substitution theorem for the Lebesgue-Stieltjes integral) 
can easily be extended to the case where the integrator func­
tion a is a real-valued function on the entire real y-axis 
which is of bounded variation on every non-degenerate finite 
closed interval of this axis. In view of this extension, we 
have that 
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(LS)(  R(x,y)-a(y)da(y) = (LS)f  R(x,y)dp(y) 
(7) J[°.r] J [o,ï] 
+R(x,0)*a(0)•[a(0+)-a(0")J. 
In view of Theorem 4 of Chapter III (i.e., our integration by 
parts theorem for the Lebesgue-Stieltjes integral), we have 
that 
(LS)f R(x,y)dp(y) = I (mcr)( R(x,y)dp(y) 
J[0,Y] 1 J0 
+ %(x,0) + R(x,0-) . [p(0) _ p(o-)] 
+ B(x,Y+)^+ R(x, Yj_ . |-p(Y+) _ p(Y)]| + |*{(LS)(^ E(x,y)dp(y) 
+ (LS) [ p(y)dyR(x,y) - [R(x,Y+)-p(Y+) - R(x,0")-p (0")]] 
J[0,Yj JJ 
= {R(x ,  Y)  - p ( Y) - R(x,0)-p(0) - (m<j)(^ p(y)dyR(x,y) j  
+ i f ( L S )C R(x,y)dp(y) + (LS)C p(y)dyR(x,y) 
2 L j[O,Y] J [0,Y] * 
- [R(x,Y+)-p(Y+) - R(x,0~)*p(0~)]| 
= -(mcr)\ p(y)dyR(x,y) + l(LS)f R(x,y)dp(y) J0 J 2 [o, Y] 
+ |(LS)[ p(y)dyR(x,y) + |* p(Y)•[2R(x,Y) - R(x,Y+)] 
L0'YJ 
- \ ' p(0)-R(x,0). 
Hence, we have the formula 
(LS)( R(x,y).dp(y) = {(LS)C P(y)dyR(x,y) 
J [0,Y] L J[0,Y] 
(8) - 2(mcr)^p(y)dyR(x,y)| + p(Y) • [2R(x, Y) - R(x,Y+)] 
- P(0)-R(x,0). 
Ill 
Since p(0) = a(0)-[ct(0+) - a( o ~ ) ]  , we have from formulas ( 7 )  
and (8) that 
(LS)( H(x,y)-a(y)da(y) = ( (LS)f p(y)dyR(x,y) 
J [0,Y] 1 [0,Y] y 
(9) rY 
- 2(ma)^p(y)dyR(x,y) | + p(Y) • [2R(x,Y) - R(x,Y+)] . 
In this paragraph, let x be any particular non-negative 
real number. For any positive real number Y, we have that 
|R(x,Y+) I = (LS)C 1 dyR(x,y) + R(x,0+)| 
J(0,Y] 
£ I  (LS)( 1 - d  R(x,y) I  +  I  R(x,0+)| 
J  ( 0 , Y ]  *  1 1  
< 1•V(x,Y + 1) + I R(x,0 + ) I 
V (x) +| R(x,0+) I . 
We also have for any positive real number Y that 
|R(x,Y) - R(x,0)I < V(x,Y) < V (x), 
so that 
I  R ( x ,  Y) I  < V ( x )  + |  R( x,0) J  .  
Hence, for any positive real number Y we have that 
J p(Y)-[2R(x,Y) - R(x,Y+)]| 
^ I P(Y)| • [2 IR(x, Y)I + I R(x, Y+) |] 
 ^ I P(Y)| • [3 V (x) + 2|R(x,0)| + I R(x, 0+)| J . 
Since lim p(Y) exists and is 0 by hypothesis, we then con-
Y —> 00 
elude that 
lim p(Y)-[2R(x,Y) - R(x,Y+)] 
Y —too 
exists and is 0. Therefore, we have from formula ( 9 )  that the 
improper Lebesgue-Stieltjes integral (5) converges, and that 
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the formula (6) holds. Q.E.D. 
Part C 
ITTe begin this part of Chapter IV by Introducing the fol­
lowing condition which is a strengthening of Condition A. 
Condition B 
R is a real-valued function on O < x, y < + oo with the 
property that for each non-negative real number x we have that 
R(x,y) as a function of y alone is of bounded variation on the 
finite closed interval [0,Y] for every 0 < Y < + oo. For each 
non-negative real number x, let R(x,y) be extended onto the 
negative real y-axis by the rule that R(x,y) = R(x,0) for 
every - oo < y < 0. For each non-negative real number x, and 
for each positive real number Y, let V(x,Y) denote the total 
variation of R(x,y) as a function of y alone on the non-
degenerate finite closed interval [0,Y]. For each non-nega-
tive real number x, we have that lim V(x,Y) is some non-
Y —>oo 
negative real number, V (x). There is a positive real number 
K such that (x) < K for all 0 < x < + oo . 
We also Introduce the following condition. 
Condition C 
R is a real-valued function on 0 < z, y < + oo with the 
property that for each non-negative real number x we have that 
R(x,y) as a function of y alone is of bounded variation on the 
113 
finite closed interval [o ,ï] for every 0 < Y < + oo . For each 
non-negative real number x, and for each positive real number 
Y, let V(x,Y) denote the total variation of R(x,y) as a func­
tion of y alone on the non-degenerate finite closed interval 
[0,Yj. There is a real-valued function ô on the non-negative 
real y-axis which is of bounded variation on the finite closed 
interval [o,Y J for every 0 < Y < + oo, and which is such that 
for each positive real number Y we have that 
lim Vy(R(x,y) - ô(y); [o ,Y])  
x —• oo 
exists and is 0. (Note : For each non-negative real number x, 
and for each positive real number Y, we have that 
| v(x,Y) - 7(a ;  [o,Y])  I <  v y(R(x,y) - ô(y ) ;  [O,Y]). 
Therefore, Condition C implies that for each positive real 
number Y we have that 
lim V(x,Y) 
X —>00 
exists and is equal to V(ôî [0,Y]).) 
vfe now establish the following theorem concerning Condi­
tion B and Condition C. 
Theorem 3 
Let R be a real-valued function on 0 £ x, y < + oo such 
that Condition B and Condition C hold. Then, the function ô 
of Condition C has the property that 
lim 7(6: [0,Yj) 
Y—>oo 
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is some non-negative real number >7 < K, where K is the posi­
tive real number in Condition B. 
Proof 
In this paragraph, let Y be any particular positive real 
number, if £. is any given positive number, then there exists 
a real number x such that 
Vy(R(x,y) - ô(y) ; [0,Y] ) <• € ; 
hence, we have that 
v(ô; [0,Y]) < V(x,Y) + VY(R(x,y) - 5(y); [O,Y]) < K + €. 
Therefore, 
V(ôî [0,Y]) < K. 
Thus, 
lim V(Ô; [0, Y] ) 
Y —» 00 
equals some non-negative real number Q.E.D. 
Proceeding as in the proof of Theorem 1, we can establish 
the following theorem by making use of Theorem 3. 
Theorem 4 
Let R be a real-valued function on 0 £ x, y < + 00 such 
that Condition B and Condition C hold. For the function 0 of 
Condition C, let &(y) = 6(0) for all - 00 < y <. 0. Let p be 
a bounded real-valued function on 0 é y < + 00 which is of 
bounded variation on the finite closed interval [0,Y] for 
every 0 < Y < + 00. Then, the improper Lebesgue-Stieltj es 
integral 
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oo 
(10) (LS) \  p (y )d&(y)  
o 
and the Improper Stieltjes mean sigma integral 
(11) p(y)dô(y) 
both converge. 
We come now to the following important theorem concerning 
Condition B and Condition C. 
Theorem 5 
Let R be a real-valued function on 0 £ Ï, y < + oo such 
that Condition B and Condition C hold. For the function ô of 
Condition C, let ô(y) = ô(0) for all - oo < j< 0. Let a be 
a real-valued function on the entire real y-axis which is of 
bounded variation on every non-degenerate finite closed inter­
val of this axis. Let a be an a-measurable real-valued func­
tion on 0 £ y <+ oo which is bounded on [o,ï] for every 
0 < Y < +oo, and which is such that the improper Lebesgue-
Stielt jes integral (3) converges and has the value 0. Let p 
be the real-valued function defined on the entire real y-axis 
by the rule (4). For each non-negative real number x, we have 
that the improper Lebesgue-Stieltjes integral (5) converges. 
The improper Lebesgue-Stieltjes integral (10) and the improper 
Stieltjes mean sigma integral (11) both converge. Finally, we 
have that 
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(12) lim (LS)\ R(x,y)-a(y)da(y) 
x —> co 0 
exists and is equal to 
(13) (LS)\ p(y)dô(y) - 2(mcr)\ p(y)d&(y) 
Proof 
The convergence of the improper Lebesgue-Stieltjes inte­
gral (5) for each non-negative real number x follows from The­
orem 2. Also, we have from Theorem 2 that the function p is 
bounded on the entire real y-axis, and that p is of bounded 
variation on every non-degenerate finite closed interval of 
the real y-axis. From Theorem 4 we then have that the improper 
Lebesgue-Stieltjes integral (10) and the improper Stieltjes 
mean sigma integral (11) both converge. Finally, we have from 
Theorem 2 that formula (6) holds for each non-negative real 
number x. 
Let M be a positive real number such that | p(y) | r£ M for 
all 0 < y < + oo. Let £ be any given positive real number 
in the remainder of this paragraph. Let Y be a positive real 
number such that | p(y) | < for all real numbers y > Y. Let 
Xc be a positive real number such that Vy(R(x,y)-c(y);[o,Y]) 
< ^  for all real numbers x > X^ . Then, we have for all 
real numbers x > X£ that 
(LS) o^ p(y)dyR(x,y) - (LS) o^ p(y)d&(y) 
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< | (IS)^ ^p(y)dy [R(x,y) - ô(y )J  + (LS)^p (y) dyR(x, y) 
+ | (LS)^ p (y)dô (y ) |  00 
'Y 
£ 
^ M-Vy(R(x,y) - £>(y) ; [ 0,Y]) + • V (x) + ^  % 
< M
' É  +  â ' K  +  W " K  =  £ -
Prom the preceding paragraph, it follows that 
x 
exists and is equal to 
lim (LS)f p(y)dyR(x,y) 
—>oo J 0 
(LS)f p(y)dô(y). 
J0 
In a similar manner, we have that 
x 
exists and is equal to 
oo 
foo 
lim (mcr) p(y)d?R(x,y) 
—> oo J 0 
r 
(mcr)l p(y)dô(y). 
J0 
Therefore, in view of formula (6), we have that the limit"(12) 
exists and is equal to (13). Q.E.D. 
Part D 
We introduce the following condition. 
Condition J 
R is a real-valued function on 0 £ i, y < + oo with the 
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property that for each non-negative real number x we have that 
R(x,y) as a function of y alone is of bounded, variation on the 
finite closed interval [0,Y] for every 0 < Y < + oo. For each 
non-negative real number y, lim R(x,y) and lim R(x,y+) 
x —* oo x —>oo 
exist and equal the real numbers t (y) and Y(y), respectively. 
We now establish the following basic theorem concerning 
Condition B, Condition C, and Condition D. 
Theorem 6 
Let R be a real-valued function on 0 £ i, y < + oo such 
that Condition B, Condition C, and Condition D hold. Let S 
be the summability method for improper Lebesgue-Stieltjes 
integrals determined by R (see Definition 4 in the foreword). 
Let a be a real-valued function on the entire real y-axis 
which is of bounded variation on every non-degenerate finite 
closed interval of this axis, and let a be an ^-measurable 
real-valued function on 0 < y < + oo which is bounded on [0,Y] 
for every 0 < Y < + oo. Let p be the real-valued function 
defined on the entire real y-axis by the rule (4). if a(y+) 
= a(o~) for every non-negative real number y, then p(y) = 0 
for every real number y, and for every non-negative real num­
ber x and for every non-negative real number Y we have that 
(LS)C R(x,y)*a(y)da(y) = 0. If there is a non-negative 
real number, Yq, such that œ(Yq) / A(0~), and if the improper 
Lebesgue-Stieltjes integral (3) converges to the real number 
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a, then the improper Lebesgue-Stieltjes integral (3) is in the 
domain of the summability method S, and S assigns to this im­
proper Lebesgue-Stieltjes integral the real number 
r*o 
[«(Yj) - a(0-)] •{ M f0,Y0]a(!r)d6(y) " 2(«">j0a<y>d»(y) 
- r(O)-a(O-) + T (Y0)-a(Y0) - r(Y0)-a(YQ) + T (YQ)-a(Y*) 
- (LS)( ,[a(y+) - a(o")] dô(y)+2(ma)l °^(y+)-a(0")]dô(y)i 
[0,Y0] J0 J 
+ (?•{&(+ oo ) - 26(Yq) + ô(YQ) j + | (LSp(y)dô(y) 
- 2(mcy)^p(y)dô(y)j .1 
Proof 
(a) In this part of the proof, we consider the case 
where a(y+) = a(o~) for every non-negative real number y. We 
then have that a(y~) = a(o~) for every positive real number y. 
Let (yn|, (n = 1, 2, 3, ...), be any infinite sequence of 
distinct non-negative real numbers containing all of the 
points of discontinuity of the function a on the non-negative 
real y-axis. For each positive integer n, let 
% = a(yn) " a(y~) = a(yn) - a(0") 
vn = a(yj) - a(yn) = a(o") - a(yn). 
For any non-degenerate finite closed interval [c., d] of the 
real y-axis, we have that each of the series 
> • ZZ ) . HI v 
n 3 ' c < yn — d n 3' c ^  yn < d 
%e understand, as in Theorem 5 that &(y) = &(0) for all 
- oo < y < 0. 
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is either a finite series or an absolutely convergent infinite 
series. For each positive integer n, let fn be the real-
valued function defined on the entire real y-axis by the rule 
that 
fn(y) = 0. - oo < y < yn 
fn(yn) = un 
f%(y) = un + vn, yn < y < + oo . 
The infinite series 
i •-<» 
converges absolutely for every real number y. Let s be the 
saltus function defined by the rule that for each real number 
y we have that s(y) is the value of the above infinite series. 
For each non-negative real number y, we have that 
s(y) = a(y) - a(0"). 
Moreover, 
s(0+) - s(0~) = 0 = a(0+) - a(0~). 
Now, for any non-negative real number Y we have that 
p(Y) = ( LS ) ( a(u)da(u) = (LS)( a(u)ds(u). 
J[o,Y] j[0,Y] 
Making use of an extension of Theorem 8 in Part G of Chapter 
I, we have for any non-negative real number Y that 
(LS)( a(u)ds(u) = > . a(y )-f"s(y^) - s(y™)] 
3[0,Y] n d:0 ^  yn < Y L n n J 
= 0. 
Therefore, p(y) = 0 for all non-negative real numbers y, and 
hence p(y) = 0 for all real numbers y. 
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Similarly, we have for every non-negative real number x 
and for every non-negative real number Y that 
(LS)[ R(x,y)-a(y)da(y) = 0. 
[O > Y] 
(b) In this part of the proof, we suppose that there is 
a non-negative real number, Yq, such that œ(Yq) ^  a(0 ). For 
simplicity in writing certain formulas, we shall let k be the 
non-zero number a(Yq) - a(0~). We also suppose that the im­
proper Lebesgue-Stieltjes integral (3) converges to the real 
number <j. 
Let a-j_ be the real-valued function defined on the non-
negative real y-axis by the rule that 
a%(y) = a(y) - |, 0 < y ^  YQ 
= a(y), Y0 < y + oo . 
a^ is an a-measurable real-valued function on 0 < y < + oo 
which is bounded on [O,Y] for every 0 < Y < + oo. Let P^ be 
the real-valued function defined on the entire real y-axis by 
the rule that 
p- i (y )  = (LS) ( a-, (u)da(u), 0  :£ y < + 
t°»y] oo 
= p^(0), - 00 c y < 0. 
We note that 
Pj (y )  =  p (y )  -  |  • [ a (y + )  -  <*(o~ ) ] ,  o  ^  y < Y0 
= p(y )  - cr, YQ y < + oo . 
We have that the improper Lebesgue-Stieltjes integral 
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Îoo a1(y)da(y) oo 
'0 
converges to 0. 
In view of Theorem 5, we have for each non-negative real 
number x that the improper Lebesgue-Stieltjes integral 
• oo r
(LS)\ B(x,y)-ai(y)da(y) 
J0 
converges. Hence, we have for each non-negative real number 
x that the improper Lebesgue-Stieltjes integral (5) converges, 
and we have that 
(LS)( R(x,y)-a(y)da(y) 
J0 
= £(LS)[ R(x,y)da(y) + (LS)( R(x,y)•a1(y)da(y). 
k J [0,Y0] J° 
Now, in view of Theorem 4 of Chapter III, we have for each 
non-negative real number x that 
(LS)Ç R(x,y)da(y) = 2(mcj)\ R(x,y)da(y) 
J [o,r0] Jo 
+ (1S)[ r a(y)d R(x,y) + 2B(x,0)-a(0) - R(z, 0) • a(0~) 
J t° • Yo] y 
- [E(X,YJ) + R(x,Y0)]-a(Y0) + R(x,YQ) • <X(YJ) 
= 2-[R(x,Y0)-a(Y0) - R(x,0)-a(0) - (mcr)J a(y)dyR(x,y)] 
+ (LS)( a(y)d R(x,y) + 2R(x,0)-a(0) - R(x,0)-a(0") 
- [R(X,YJ) + R(x,Y0)]*a(Y0) + R(x,Y0)-a(YJ) 
in view of Theorem 3 in Part F of Chapter I. Therefore, we 
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have for each non-negative real number x that 
f oo 
(LS)\ R(x,y)-a(y)da(y) = g • { (LS) ( a(y)d E(x,y) 
J°v * [O.ïol 
r o 
- 2(m*)\ a(y)dyE(x,y) - R(x,0).a(0") + R(x,Y0)•a(YQ) 
- R(x,Yj)-a(YQ) + R(x,YQ)-a(Yj) j + (LS)[^R(x,y) .a;L(y)da(y). 
For each non-negative real number x, we have that 
(LS)f. a(y)dyR(x,y) - (LS)( a(y)dô(y)| 
J[0»Y0] J[0,Y0] 1 
y ja(y)dy[R(x,y) - 6(y)]| 
< l.u.b.{| a(y)| | 0 ^  y ^  Y0 |-Vy(R(x,y)-ô(y) ;[0, YQ+ l] ). 
Therefore, it follows that 
lim (LS)( a(y)dyR(x,y) 
x->oo J [0,Y0] ' 
exists and is equal to 
(LS)C a(y)d£>(y). 
[°'Yo] 
Similarly, it follows that 
rYo 
lim (man a(y)dyR(x,y) 
x —> oo 0 
exists and is equal to 
fY0 (mer) \ a(y)dô(y). 
J 0  
Hence, we have in view of Theorem 5 that 
f oo 
(LS, 
X —> 00 
exists and equals 
r w
lim )\ R(x,y)-a(y)da(y) 
x oo J 0 
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g • ( (LS) 1 1 a(y)dô(y) - 2(mcr)t a(y)dô(y) - T(0)-a(0~) 
k 1 J[0,Y0] 0 
+ T (Y0).a(ï0) - ï(Y0).a(Y0) + T (Y0)-a(Y*)} 
+ {(LS)[ P1(y)dô(y) - 2(mcy)j* Pi(y)da(y)} • 
•00 r00 
i mu) 
0 J 0 
"rte note that 
oo f 00 p 
(LS)\ Pi(y)i6(y) = (15)1 ( p(y)- [a(y+)-a(o~)]} ds(y) 
J0 >.*(,] 
S oo r oo fp(y) - <j]dô(y) = (LS)\ p(y)dô(y) 
Yo 00 
- £(LS)\r 0(y+) - a(o-)]dô(y) - o(LS)L°°l-dô(y) 
k [O.ÏQ] JÏO 
= (LS)( p(y)dô(y) - £(LS)\ [a(y+) - a(o-)]dô(y) 
J0 K J[0,Y0] 
- cr* [ô( + œ ) - Ô(Yq)]« 
illarly, we note that v 
r 00 [Y0 
(mcr)J Px(y)dô(y) = (mcr)J^(p(y) - |-[a(y+) - a(o~)]jdô(y) 
roo roo 
+ (mcr)\ [p(y) - crjdô(y) = (mcr)\ p(y)dô(y) 
JY 0L J0 
r Yn r oo 
- îr(mcf)\ [ct(y+) - a(o")]dô(y) - cr-(mcr)\ l*dô(y) 
J0 JY0 
roo rYo 
= (w)j p(y)dô(y) - ^ (mcr)j [a(y+) - a(o")]dô(y) 
0 " 0 
- (?'[&(+ oo ) - 6 (YQ) ] '
Therefore, the improper Lebesgue-Stieltjes integral (3) 
is in the domain of the summability method S, and S assigns 
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to this improper Lebesgue-Stieltjes integral the real number 
given by (14). Q.E.D. 
Part E 
In this final part of Chapter IV, we come to the theorem 
which we choose to regard as the principal result of this 
chapter - and of this paper. This theorem, which follows from 
Theorem 6, provides us with sufficient conditions for a summa-
bility method for improper Lebesgue-Stieltjes integrals as 
under consideration here to be regular. 
We begin by introducing the following condition which is 
related to Condition C. 
Condition C' 
R is a real-valued function on 0 £ Ï, y < + oo with the 
property that for each non-negative real number x we have that 
R(x,y) as a function of y alone is of bounded variation on the 
finite closed interval [0,Y] for every 0 < Y < + oo . For each 
non-negative real number x, and for each positive real number 
Y, let V(x,Y) denote the total variation of R(x,y) as a func­
tion of y alone on the non-degenerate finite closed interval 
[O,Y]. For each positive real number Y, we have that 
lim V(x,Y) exists and is 0. 
x —» oo 
We next introduce the following condition which is re­
lated to Condition D. 
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Condition J' 
R is a real-valued function on 0£ x, y < +œ with the 
property that for each non-negative real number x we have that 
R(x,y) as a function of y alone is of bounded variation on the 
finite closed interval [o,Y] for every 0 < Y < + oo. For each 
non-negative real number y, lim R(x,y) and lim R(x,y+) 
x —* oo x —> 0 0  
both exist and are equal to 1. 
The following theorem, which is the main result of this 
chapter, is an immediate consequence of Theorem 6. 
Theorem 7 
Let R be a real-valued function on 0 5 x, y < + oo such 
that Condition B, Condition C1, and Condition D' hold. Let S 
be the summability method for improper Lebesgue-Stieltj es in­
tegrals determined by R. Then, S is regular. 
To conclude this chapter, we note how Theorem 7 yields 
the following theorem which provides us with sufficient con­
ditions for the regularity of a summability method for real 
infinite series based on a series-to-sequence transformation 
involving a real infinite matrix. 
Theorem 8 
Let = (rm>n), (m, n = 0, 1, 2, ...), be an infinite 
real matrix such that the following conditions hold: 
(!) for each non-negative integer n, we have that 
lim r_ n exists and is 1; 
m—>oo ' 
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(11) there exists a positive real number k such that 
oo 
Or, m,n rm,n+l — ^  n=0 
for m = 0, 1, 2 
Let 
oo 
(15) 
n=0 
be an infinite real series which converges to the real number 
cr. For each non-negative integer m, we have that the real 
infinite series 
exists and is equal to cr. 
Proof 
(a) Let R be the real-valued function on 0 £ x, y < + oo 
defined by the rule that for each ordered pair (m,n) of non-
negative integers we have that 
(18) R(x,y) = rm>11, (m ^  x < m+1, n é y < n+1). 
In this paragraph, let x be any particular non-negative 
real number, and let Y be any particular positive real number. 
Let m be the non-negative integer such that m < x <• m + 1, and 
let S be the non-negative integer such that N ;= Y c H + 1. 
oo 
(16) 
converges. Moreover, we have that 
oo 
(17) 
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For each Integer n = 0, 1, 2, •••, H, R(x,y) as a function of 
y alone is either monotone non-decreasing or monotone non-
increasing on the non-degenerate finite closed interval 
[n, n + l] of the real y-axis. Thus, for each integer n = 0, 
1, 2, N, we have that R(x,y) as a function of y alone is 
of bounded variation on the non-degenerate finite closed in­
terval [n, n + l] of the real y-axis, and 
Vy(R(x,y);[n, n + l]) = | R(x, n + l) - R(x, n)| 
- | rm,n " rm,n+1|* 
Therefore, R(x,y) as a function of y alone is of bounded 
variation on the non-degenerate finite closed interval 
[o, N + l] of the real y-axis, and 
N 
V (R(x,y) ;[0, N + l] ) = YZjy(R(x,y) ; [n, n + l] ) 
J n=0 
N 
= r rm,n " rm,n+l 
n=0 
Hence, R(x,y) as a function of y alone is of bounded variation 
on the non-degenerate finite closed interval [0, ï] of the 
real y-axis, and 
N 
(19) Vy.(R(x,y) ; [o, Y] ) <. ~ rm,n+l|* 
For each non-negative real number x, and for each posi­
tive real number Y, let V(x,Y) denote the total variation of 
R(x,y) as a function of y alone on the non-degenerate finite 
closed interval [o,Y] of the real y-axis. From the preceding 
paragraph, we have for each non-negative real number x that 
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lim V(x,Y) is a non-negative real number, (x), which does 
Y —»oo 
not exceed k. 
In this paragraph, let Y be any particular positive real 
number. Let N be the non-negative integer such that 
H Y < H + 1. By hypothesis, for any given positive real 
number 6 , there is a positive integer m(c ) such that for 
each integer n = 0, 1, 2, N + 1 we have that 
|rm,n " 1 |<- 2. (N + 1) 
for all integers m > m(£ ); if x is any positive real number 
such that x > m(<E.), and if m is the positive integer such 
that m s x < m + 1, then we have from inequality (19) that 
V^X,Y^ ~ 5flrm,n " rm'n+1l 
— ^  ^lrm,n 1 I + I 1 ~ rm,n+lI } ^ + "N + 1 
= €- . 
Therefore, we conclude that lim V(x,Y) exists and is 0. 
x —» oo 
For each non-negative real number x, R(x,y) as a function 
of y alone is continuous from the right on the entire non-
negative real y-axis. Furthermore, it is clear that for each 
non-negative real number y we have that lim R(x,y) exists 
x —> oo 
and is 1. 
(b) Let 
n 
(20) 5^ = y u ^$ (n = 0, 1, 2, ...). 
d=o J 
Let a be the real-valued function defined on the non-negative 
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real y-axis by the rule that for each non-negative integer n 
we have that 
(21) a(y) = un, n ^  y c n + 1. 
a is a Lebesgue measurable real-valued function on 0 £ y <+oo, 
and a is bounded on the finite closed interval [o,Y] for every 
0 < Y < + oo. Since the infinite series (15) converges by 
hypothesis, we have that lim un exists and is 0. For any 
n —> oo 
given positive number £ , we thus have a positive integer 
sn ~ a I < g and | Uix+i | < for all integers n( €. ) such that 
n > n( £ ) ; if y is any positive real number such that y > n( ) 
+ 1, and if n is the positive irteger such that n + 1 ^  y <. 
n + 2, then we have that 
fLS)[ a(u)du - cr ! = (LS)\ a(u)du 
[o,y] 1 [o, n+1 ) 
+ (LS)[ a(u)du - a I 
J [n+1, yj 
= I ) (LS) f a(u)du + (LS)[ a(u)du - crI 
U=0 J [j,j+l) [n+l,y] 1 
^ 
u3 + "n+l'b " <n * 1>] " 
J—o 
sn - cr n^+1 
< 6 . 
Therefore, we conclude that the improper Lebesgue-Stieltjes 
integral 
(22) (LS)^ a(y)dy 
converges - to cr. 
If m and n are any two non-negative Integers, and if x 
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is any real number such that m ^ x < m + 1, then 
(LS)( R(x,y) *a(y)dy = (LS)C R(x, 
[o,n+l] j=0 j+1) 
y)-a(y)dy 
n 
- 
rm, j'uj * j=0 
In view of Theorem 7, we have for each non-negative real num­
ber x that the improper Lebesgue-Stieltjes integral 
converges. Then, if m is any non-negative integer, and if x 
is any real number such that m < x < m + 1, we have that the 
infinite series (16) converges to the value of the convergent 
improper Lebesgue-Stieltjes integral (23). Also, we have from 
Theorem 7 that 
exists and is equal to a. Hence, the limit (17) exists and 
is equal to cr. Q.E.D. 
(23) 
0 
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