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Анотація. Розглянуто особливості математичної моделі формального нейрона. Проаналізовано 
способи апаратної реалізації формального нейрона у вигляді нейрочипа. Визначено напрямки 
вдосконалення моделі формального нейрона. 
Аннотация. Рассмотрены особенности математической модели формального нейрона. 
Проанализированы способы аппаратной реализации формального нейрона в виде нейрочипа. 
Определены направления усовершенствования модели формального нейрона. 
Abstract. The features of mathematical model of formal neuron are considered. The methods of hardware 
application for formal neuron as neurochip are analyzed. The directions of modification for model of formal 
neuron are determined.   
Keywords: formal neuron, mathematical model, neurochip, neuron activation function.  
ВСТУП 
Найбільш поширеною нейрооперацією для нейромереж (НМ) є векторно-матричне 
перемноження матриці вагових коефіцієнтів на вхідний вектор [1-5]. Фактично матриця W вагових 
коефіцієнтів, сформована в процесі навчання НМ, є її «пам'яттю» [1-5]. Другою важливою 
нейрооперацією є передаточна функція (функція активації) формального нейрона (ФН) [2-6].  
Серед відомих і широко застосовуваних функцій активації ФН можна відзначити такі: порогову 
або одиничного стрибка, лінійну з насиченням і сигмоїдну [1-5]. Сфера їх застосування охоплює НМ без 
навчання на базі ФН з пороговою та лінійною функціями активації та НМ з навчанням на базі ФН з 
переважно сигмоїдною функцією активації. На теперішній час найбільш перспективними вважаються 
моделі так званих «швидких нейронів», які мають швидкісні характеристики за рахунок апаратної 
реалізації нейрооперацій, до яких відносяться операції зваженого підсумовування і нелінійного 
перетворення (реалізація функції активації) [1-4].  
Серед всього різноманіття функціональної реалізації базового вузла будь-якої НМ особливе 
місце займають ФН з пороговою передаточною функцією (функцією активації) [1-5,7,8]. Не дивлячись на 
свою простоту і пов'язану з цим обмеженість у використанні через недиференційованість передаточної 
функції по всій осі абсцис, порогові ФН мають свою стійку і чималу область застосування: наприклад, 
при розпізнаванні образів і в задачах оптимізації як базовий елемент класичної мережі Хопфілда [1-5,7], 
для класифікації та розпізнавання складових мовних сигналів [9], в НМ для ідентифікації моментів 
відкриття торгових позицій за правилом СМА (Crossing−Moving−Averages) [10], в системах тестового 
контролю обчислювальних пристроїв [11] і при діагностуванні мікропроцесорних пристроїв [12]. 
Тут порогові ФН використовуються як нейрони вихідного шару, оскільки в задачах класифікації 
необхідна точна відповідь, а будь-який з виходів мережі повинен бути рівний або нулю, або одиниці. 
Разом з тим порогові ФН активно використовуються і у вхідних шарах, наприклад, в реверсивній 
гетероасоціативній пам'яті на основі двошарової НМ [13], де цей шар нейронів забезпечує 
запам'ятовування двійкових кодів, що представляють бінаризоване зображення. 
Отже, метою роботи є аналіз особливостей організації базових нейроструктур, зокрема 
нейрочипа для НМ.  
 
                                           
© Ò.Á. ÌÀÐÒÈÍÞÊ, À.Â. ÊÎÆÅÌ’ßÊÎ, Í.Â. ÔÎÔÀÍÎÂÀ, À.Â. ÌÅÄÂ²ÄÜ, 2012 
 
 
ÑÈÑÒÅÌÈ ÒÅÕÍ²×ÍÎÃÎ ÇÎÐÓ ² ØÒÓ×ÍÎÃÎ ²ÍÒÅËÅÊÒÓ Ç ÎÁÐÎÁÊÎÞ ÒÀ ÐÎÇÏ²ÇÍÀÂÀÍÍßÌ ÇÎÁÐÀÆÅÍÜ 
 
28
МАТЕМАТИЧНА МОДЕЛЬ ФОРМАЛЬНОГО НЕЙРОНА  
Відомо узагальнену схему штучного нейрона або ФН (рис. 1), яка передає все різноманіття 
існуючих моделей  ФН [14]. На рис. 1: х1, …, хn − вхідний вектор даних; w1, …, wn − вагові коефіцієнти; 
Y − вихідний сигнал; S − стан нейрона. Відповідно, для кожного ФН нейрооперація векторно-матричного 
перемноження матриці вагових коефіцієнтів на вхідний вектор представляє скалярний добуток двох 


























Рис. 1. Узагальнена схема формального нейрона 
 
Надалі на базі значення S формується вихідний сигнал ФН з урахуванням конкретної 
передаточної функції  f (.) вигляду: 
 
( )Y = f S .
  (2) 
У табл. 1 наведено класифікацію найпоширеніших моделей нейронів [15]. Таким чином у 
більшості реалізацій ФН використовуються в якості типових нейрооперацїй операції вигляду (1) і (2), 
тобто відповідно зважене підсумовування і нелінійне перетворення [1-5,7,8, 16-18].  
Якщо для прискорення апаратного виконання нейрооперації зваженого підсумовування вигляду 
(1) можна застосувати, наприклад, організацію двовхідних суматорів у вигляді “дерева” [1, 19], то для 
нелінійного перетворення запропоновано декілька варіантів. Наприклад, для апаратної реалізації 
логістичної або сигмоїдної функції можна застосувати розрядно-паралельні алгоритми Волдера, Пухова і 
Меджита, що призначені для обчислення елементарних функцій [20]. Пристрій для формування такої 
функції містить паралельні суматори, ПЗП та логічні елементи і може бути використаний для побудови 
швидкодіючих нейрочипів. 
Іншими прикладами апаратної реалізації нейрооперацій нелінійного перетворення є 
застосування асоціативної нейромережі CMAC (Cerebellar Model Articulation Controller - мозжкова 
модель суглобного регулятора) [21]. CMAC призначена для запам'ятовування, відновлення та 
інтерпретації функцій багатьох змінних. В цій нейромережі нелінійне перетворення аргументів функцій 
виконується умовно за допомогою алгоритму обчислення адреси комірок асоціативної пам'яті, в якій 
зберігаються числа, що визначають значення функції. У роботі [22] наведено приклади навчання даної 
мережі, які дозволяють їй формувати лінійну функцію і декілька варіантів ступінчастої функції. 
Алгоритм навчання CMAC представляє собою ітеративну процедуру розв'язання системи лінійних 
алгебраїчних рівнянь. Недоліком такого підходу є значний час навчання НМ, значний об'єм пам’яті та 
наявність неточності відтворення необхідної функції. 
Серед відомих функцій активації інтерес до порогової функції обумовлений не в останню чергу 
її широким застосування в процесі моделювання біологічного нейрона [23-25]. Так, за теорією Хебба, 
кожний нейрон як нервова клітина мозку виконує просторово-часову сумацію вхідних сигналів, які 
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надходять від збуджених нейронів, і таким чином визначає потенціал на своїй мембрані. У випадку, коли 
потенціал на мембрані перевищить порогове значення, нейрон збуджується [26]. 
Таблиця 1. 
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де γ – коефіцієнт  
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СПОСОБИ РЕАЛІЗАЦІЇ ФОРМАЛЬНОГО НЕЙРОНА 
В основному всі публікації так чи інакше стосуються проблем удосконалення, модернізації або 
розвитку відомих типів і моделей НМ [1-5, 27], при цьому ФН сприймається у вигляді його класичної 
моделі, основу якої складає послідовне виконання суматорної і активаторної (активаційної) функцій 
вигляду (1), (2). 
Якщо для програмної реалізації така модель є єдино можливою, то при апаратній реалізації вона 
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вносить великі часові затримки.  При всій різноманітності наявних функцій активації [1-5,7] для 
прискорення реалізації функції (1) єдино використовується багатовхідний підсумовуючий пристрій у 
вигляді деревоподібної (пірамідальної) схеми суматорів [19]. 




 разів [28, 29]. 
При цьому питання про суміщення виконання обох функцій (1) і (2) залишається відкритим. Не в 
останню чергу це пов'язано з класичним методом підсумовування чисел [30]. Звідси напрошується 
висновок: якщо ми хочемо не тільки прискорити виконання функції вигляду (1), але й обчислювати 
одночасно обидві функції (1) і (2), то необхідно переглянути метод виконання функції (1). 
Зростання питомої ваги апаратних реалізацій нейронів та нейромережних апаратно-програмних 
компонентів, наприклад, у робототехніці та у зразках побутової техніки японського виробництва 
(фотоапарати, відеокамери, мікрохвильові печі тощо) обумовлено рядом об’єктивних чинників [31]. У 
першу чергу, це пов’язано з необхідністю забезпечити для достатньо складних задач високу швидкість їх 
розв’язання з використанням масового паралелізму, надійність експлуатації спеціального апаратного 
забезпечення у польових умовах при суттєвих обмеженнях на габарити та вагу, а також при жорстких 
вимогах до безпеки системи (захист від несанкціонованого доступу і захист авторських прав на 
схемотехнічні та архітектурні рішення) [31,32]. 
У роботі [1] обґрунтовано структуру нейрона (рис. 2) для реалізації базових нейрооперацій 
вигляду : 
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де 
.j mS  – значення мембранного потенціалу j-го нейрона; .i mx , .j mY  – вхідні та вихідні сигнали 
нейрона; 
. .i j mw  – синаптичні ваги нейрона; f  – функція генерації вихідного сигналу (функція 
активації); 
.j mθ  – поріг нейрона.  
 
  
Рис. 2. Структура нейрона 
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Структура нейрона (рис.2) враховує особливості статичних моделей нейрона  [1, 33]. Для 
статичної формально-логічної моделі сигнали 
.i mx , .j mY  можуть приймати одне з трьох значень (-1, 0, 
+1), а в якості функції f  використовуються такі порогові функції [1, 33]:  
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Для статичної градуально-сумуючої моделі нейрона сигнали 
.i mx , .j mY  можуть приймати 
множину дискретних (або неперервних) значень у заданому діапазоні, а в якості функції f  
використовуються такі функції [1, 33]:  
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В якості вихідної функції f для динамічної моделі нейрона можна використовувати будь-яку з 
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АПАРАТНА РЕАЛІАЗЦІЯ ФОРМАЛЬНОГО НЕЙРОНА У ВИГЛЯДІ НЕЙРОЧИПА 
Одним з конкретних варіантів реалізації ФН можна розглядати запропоновану структуру 
нейрона (рис. 2) у вигляді нейрочипа ВІС НІ 1537 XM-1-034 за КМОН-технологією у стандартному 64-
вивідному корпусі. Основні характеристики нейрочипа, розробленого у НДІ багатопроцесорних 
обчислювальних систем Таганрогського державного радіотехнічного університету, наведено у табл. 2 
[1]. Такий нейрочип може бути самостійно застосований у нейрокомп’ютерній техніці або шляхом 
комплексування забезпечити побудову нейпроцесорів, що відтворюють складні динамічні моделі 
нейронів [1]. Це дозволяє скоротити номенклатуру нейрочипів, спростити їх структуру, забезпечити 




Кількість інформаційних входів, n 2 
Кількість додаткових входів, M 4 
Ступінь інтеграції, вентилів 2200  
Розрядність чисел, біт 8 
Тактова частота, МГц до 10 
Споживана потужність, мВт 0,8 
Габаритні розміри, мм 18*18*2 
Маса, г 3 
 
Стосовно співвідношення (1) необхідно відзначити, що для біологічних нейронів більш 
характерне накопичення вхідних сигналів з одночасним порівнянням з порогом [3,4,33,34], а не 
виконання обчислювальної операції підсумовування векторного масиву чисел з подальшим порівнянням 
зваженої суми з порогом. Не вдаючись у подробиці виконання необчислювальної операції накопичення 
сигналів, розглянемо можливості одночасного виконання (суміщення у часі) двох операцій – 
підсумовування і порівняння з порогом – для векторного масиву чисел. Необхідно відзначити, що 
класичний спосіб підсумовування [35,36], по-перше, призначений для підсумовування пари чисел, а не 
масиву, а по-друге, не розрахований на суміщене виконання з такою операцією, наприклад, як 
порівняння часткових сум доданків з порогом.  
Крім того, необхідно відзначити, що в даному випадку несуттєвим є значення суми S (3), 
оскільки надалі використовується тільки ознака рівності або перевищення величини S над порогом θ (6)-
(9). Тому визначення цього моменту можна вважати закінченням процедури підсумовування зважених 
величин xiwi, що може значно прискорити процес оброблення сигналів. Але при такому підході 
необхідною умовою стає участь у підсумовуванні одночасно всіх операндів, що зумовлює 
багатооперандність оброблення [37-41]. 
З урахуванням цього для реалізації запропонованої концепції можна запропонувати відомий 
спосіб паралельного підсумовування масиву операндів [42], який базується на формуванні і обробленні 
різницевих зрізів (РЗ), оскільки даний спосіб можна розглядати як специфічне порогове оброблення 
числової інформації [43,44]. Вперше цей підхід був описаний в [42], як паралельний спосіб додавання 
групи тривалостей часових інтервалів. Подальші дослідження показали універсальність такого підходу, 
внаслідок чого він був використаний для паралельного оброблення векторних масивів числових даних, 
якими є, по суті, зважені входи нейронів [45]. 
Крім того, оброблення за РЗ дає можливість створити модель формального нейрона − „швидкого 
нейрона”, в якій реалізується розпаралелювання процесу підсумовування, а головне, підсумовування 
суміщене з обчисленням порогової функції активації нейрона. Вихід Y такого нейрона, будучи функцією 
знака вигляду: 
 
Y f (S) sign( S)= = θ −
, (9) 
де θ - зовнішній поріг оброблення, реалізує найпростішу порогову функцію – функцію одиничного 
стрибка [2-5, 7]. Це набагато прискорює процес оброблення, оскільки момент перевищення суми над 










1. Таким чином, актуальним є розроблення функціонально-завершеного нейрочипа на базі 
швидкісного багатовхідного суматора з відтворенням функцій статичної моделі нейрона. 
2. Базовим вузлом при апаратному моделюванні функції біологічного нейрона є просторово-
часовий суматор, який формує сумарний сигнал множини вхідних сигналів, що подаються на його вхід 
одночасно. Таким чином, при апаратній реалізації пристрою для моделювання нейрона необхідно 
розв'язати такі задачі: а) апаратно реалізовувати виконання двох важливих нейрооперацій: зваженого 
підсумовування і нелінійного перетворення; б) забезпечити паралельне виконання операції 
підсумовування (згортки) зважених елементів вхідного вектора; в) для прискорення процесу сумістити 
виконання двох нейрооперацій: зваженого підсумовування і нелінійного перетворення. 
3. Для реалізації вищенаведених задач необхідною умовою є застосування нового паралельного 
багатофункціонального методу оброблення векторних масивів даних, наприклад, різницево-зрізового, а також 
застосування перспективної елементної бази для створення нейрочипів ( ПЛІС та оптоелектронних ІС).  
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