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Abstract
Face recall is a basic human cognitive process performed routinely, e.g., when meeting someone and determining if
we have met that person before. Assisting a subject during face recall by suggesting candidate faces can be challeng-
ing. One of the reasons is that the search space—the face space—is quite large and lacks structure. A commercial
application of face recall is facial composite systems—such as Identikit, PhotoFIT, and CD-FIT—where a witness
searches for an image of a face that resembles his memory of a particular offender. The inherent uncertainty and cost
in the evaluation of the objective function, the large size and lack of structure of the search space, and the unavail-
ability of the gradient concept makes this problem inappropriate for traditional optimization methods. In this paper
we propose a novel evolutionary approach for searching the face space that can be used as a facial composite system.
The approach is inspired by methods of Bayesian optimization and differs from other applications in the use of the
skew-normal distribution as its acquisition function. This choice of acquisition function provides greater granularity,
with regularized, conservative, and realistic results.
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1. Introduction
Face recall is a basic human cognitive process performed routinely, e.g., when meeting someone and determining if we
have met that person before. Assisting a subject during face recall by suggesting candidate faces can be challenging.
One of the reasons is that the search space—the face space—is quite large and lacks structure.
A commercial application of face recall is facial composite systems where a witness searches for an image of a face
that resembles his memory of a particular offender. Facial composite systems include Identikit, PhotoFIT, and CD-FIT
(for a review of such systems see [1] and the references therein.) As opposed to the way human perception works, most
of these systems do not holistically consider facial features (e.g., nose, eyes, mouth) and thus present major drawbacks
in their effectiveness [2]. An alternative holistic approach was presented in [3], where faces were reconstructed as
linear combinations over a vector space. This system, unfortunately, used a large number of “knobs” to be adjusted
manually, making its applicability difficult. Most recently, evolutionary approaches—such as genetic algorithms—
have been proposed to explore the face space [4, 5], giving rise to facial composite systems such as EvoFIT [6].
From an optimization perspective, the problem corresponds to that of finding an instance in a search space that mini-
mizes a measure of divergence from a particular target instance. In recalling a memory, however, there is no mathemat-
ical representation of the divergence measure. Instead, the divergence function corresponds to a subjective, error-prone
human oracle. The inherent uncertainty and cost in the evaluation of the objective function, the large size and lack
of structure of the search space, and the unavailability of the gradient concept makes this problem appropriate for
Bayesian optimization methods.
Bayesian optimization is an optimization paradigm that regards the objective function as a probabilistic object with a
prior distribution [7]. Candidate instances are probabilistically generated by what is called an acquisition function [8]
and the objective function is evaluated at each of these instances. Based on the results, the prior distribution and the
acquisition function are updated and new points are generated. Bayesian optimization is usually used when evaluating
the objective function is costly.
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In this paper we propose a novel evolutionary approach for searching the face space that can be used as a facial
composite system. The approach is inspired by methods of Bayesian optimization and differs from other applications
in the use of the skew-normal distribution as its acquisition function. This choice of acquisition function provides
greater granularity, with regularized, conservative, and realistic results.
We use a publicly available dataset (presented in [9]) consisting of N = 13,263 low-resolution images of faces of size
64×64 pixels on a grayscale. The dataset contains images of faces of world-renowned persons including politicians,
artists, and sport figures. We represent the set of faces by X = {x(i)}Ni=1, where x(i) ∈ Rp is a vector representation of
the image of a face of size p= 4,096 (64×64). Ten faces sampled from X are shown in Figure 1a.
(a) (b)
(c) (d)
Figure 1: (a) A sample from the dataset X . (b) Faces in the top row have a high symmetry index value, while faces
in the bottom row have a low value. (c) The top row shows a sample from the first ten eigenfaces ordered by the size
of their associated eigenvalues, while the bottom row shows a sample of eigenfaces around the median. (d) Randomly
generated faces with coordinates following a multivariate normal distribution.
To improve performance, we will use exclusively “symmetric” faces. Here, symmetry is measured with respect to the
vertical axis passing through the center of the image, measured as a quadratic difference between corresponding pixels
on the left and right of the axis. Figure 1b shows, in the top row, five faces with a high symmetry and, in the bottom
row, five faces with a low symmetry. In this paper we use the top fifteen percentile symmetric faces of the original
sample because improved performance was observed when using this subsample.
2. Generative-Forward Model
We propose to generate faces on a reduced representation space. The reduced representation space is obtained as the
vector space spanned by the first K eigenvectors of the covariance matrix of the faces in X , known as the eigenfaces
[10, 11].
2.1 Eigenfaces Representation
The eigenfaces v(1), . . . ,v(p) are the eigenvectors obtained from Σ, the covariance matrix of the faces in X . Figure 1c
shows a sample of ten eigenfaces. Figure 2a shows the amount of variability represented by each eigenface—measured
by the size of their associated eigenvalue.
Let c(i) ∈Rp be the coordinates of face x(i) resulting from its projection on the space spanned by the eigenfaces ordered
as the columns of matrix V= [v1| . . . |vp], as
x(i) = Vc(i). (1)
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Figure 2: (a) Size of the eigenvalue associated with each eigenface, ordered in decreasing order. Horizontal axis is
in logarithmic scale. (b) Max, mean, and Min value across B = 1000 bootstrap replications of the p-value of the
Shapiro-Wilks test for normality of the coordinates.
As can be seen in Figure 2a, almost all of the variability of the dataset (over 91%) is contained in the first K = 100
eigenfaces. Thus, reconstructing face x(i) using only the first K eigenfaces, as
x(i) ≈ V1:Kc(i)1:K , (2)
where V1:K = [v1| . . . |vK ] and c(i)1:K = [c(i)1 , . . . ,c(i)K ], provides an efficient reduced representation of the original faces,
which can be regarded as an ad-hoc method for data compression of images of faces that takes advantage of their
homogeneous structure.
2.2 Random Faces Generation
To generate random faces we estimate the distribution of their coordinates on the reduced space representation. We
first study the univariate distribution of elements c j’s of vector c. Figure 2b shows the p-values obtained from the
Shapiro-Wilk test for elements c j’s, computed from a sample of size 1000, bootstrapped B = 100 times. The figure
also shows the minimum and maximum p-values obtained across the B bootstrapped samples. It can be seen that
there is no statistical evidence to reject the hypothesis that coordinates c j’s of vector c1:K can be well represented by a
Gaussian model.
Using exclusively the first K eigenfaces, we run a Royston’s multivariate normality test and obtained a p-value larger
than 0.05, thus supporting the assumption that c1:K can be well modeled by a multivariate normal distribution as
c1:K ∼NK(µc,Σc). (3)
To generate random faces we may generate multivariate random variables following a multivariate normal distribu-
tion. Figure 1d shows randomly generated faces obtained using the method described above and using the maximum
likelihood estimators of µc and Σc. The smoothness of the generated faces shown in Figure 1d is due to the fact that
only the first K eigenfaces were used, thus, resulting in compressed images.
3. Probabilistic Adaptive Search
Let x˜ ∈ RK be the (unobserved) representation of the target face which, for our present application, is known only to
the witness as a memory. If we define the search space S as the affine subspace given by
S = {µc}⊕ span{v1, . . . ,vK}, (4)
we are interested in searching for faces x∗ ∈ S that closely resemble target face x˜, as measured by a loss function
L : Rp×Rp→ R. This corresponds to the following problem
x∗ ∈ argmin
x∈S
L(x, x˜), (5)
usually referred to as the projection problem in the optimization literature.
Loss function L is subjectively evaluated by the witness; i.e., we do not have an explicit mathematical description for
it. Thus, it may be regarded as a human oracle that may only be accessed through queries. As a consequence, common
optimization techniques such as gradient-based methods are not appropriate for solving problem (5).
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Inspired by methods of Bayesian optimization, we propose an active learning approach we termed Probabilistic Adap-
tive Search to randomly generate faces that closely resemble the target face. Formally, this corresponds to the problem
of finding a distribution
F∗ ∈ arg min
F∈F
Ex∼F [L(x, x˜)], (6)
where F is a family of parametric distributions. Note that this shifts the instances in the search space from a face x (in
problem 5) to a distribution of faces F (in problem 6).
For the family F we will consider the skew-normal (SN) distribution family [12, 13]. Skew-normal is a term used to
refer to a family of parametric distributions which include the standard normal distribution as a special case and with
properties mirroring the normal distribution. These properties include the fact that marginal distributions of skew-
normally distributed vectors are also skew-normally distributed. Next, we provide a review of the multivariate SN
distribution following the exposition in [14].
3.1 Skew-Normal Distribution Review
Consider a random vector Y ∈ RK following a K-dimensional skew-normal distribution, written as
Y∼ SN K(λ,Ψ), (7)
where λ ∈ RK and Ψ ∈ RK×K are its parameters. The mathematical expression for the SN density is
fK(Y) = 2φ(Y;Ω)Φ(αᵀY), (8)
where φ is a K-dimensional normal density with standardized marginals and covariance matrix Ω; and Φ is the one-
dimensional standardized normal distribution function. The parameters of the model are defined as
αᵀ =
λᵀΨ−1∆−1
(1+λᵀΨ−1λ)1/2
, (9)
∆= diag((1−δ21)1/2, . . . ,(1−δ2K)1/2), (10)
λ= (λ(δ1), . . . ,λ(δK))ᵀ, (11)
λ(δ) =
δ
(1−δ2)1/2 , (12)
Ω= ∆(Ψ+λλᵀ)∆, (13)
where parameters λ(δi) ∈ (−1,1) regulate the degree of skewness of the distribution. In particular, λ(δi) = 0 corre-
sponds to a marginal standardized normal distribution.
4. Face Search System Description
The proposed system for searching the face space is based on an iterative procedure, which at each iteration updates a
generative model to generate faces closer to the target face.
Specifically, the system works as follows. We begin by sampling a set of faces A(0) ⊂ X containing faces which
the witness decides are similar to target face x˜. At each iteration t we obtain set X (t) containing faces randomly
generated following the generative model described by equations (14) and (17). We then obtain set A(t) by combining
the elements from X (t) which the witness decides are similar to target face x˜, together with the elements in A(t−1). We
conclude iteration t by updating probability P(t) following equation (15). We then iterate until the witness is satisfied
with a particular generated face x∗ resembling his memory of target face x˜. The details of the method are presented in
Algorithm 1.
We use the following Hierarchical Bayesian Model to randomly generate faces. In our setting, parameters µ˜(t)i ’s are
regarded as random variables with the following distribution
µ˜(t)|A(t) ∼ P(t)(µ˜(t)|A(t),θ), (14)
where A(t) = {a(1), . . . ,a(Nt )} is the set of previously accepted faces and P(t) is a mix distribution defined as
P(t)(µ˜(t)|A(t),θ) = 1
Z ∑
a∈A(t)
f (µ˜(t);a,θ), (15)
where f is a kernel function centered at each a ∈ A(t), with hyperparameter vector θ, and normalization factor Z.
Since we are restricted to (1−δ2i )≥ 0, we adjust the length of vector µ˜(t) = (µ˜(t)1 , . . . , µ˜(t)K ), by k∗ given by
k∗ = argmax
k
{k|‖kµ˜(t)‖∞ ≤ 1−ζ}, (16)
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Algorithm 1: System’s Algorithm
Input: Dataset X = {x1, . . . ,xN} consisting of N images of faces; oracle L(x(i),x( j)) providing a measure of
dissimilarity between x(i) and x( j); target face x˜; local and global selection level ε and ε∗, respectively
Output: A face x∗ such that L(x∗, x˜)< ε∗
1 A(0) = {x ∈ X ′|L(x, x˜)< ε,X (0) ⊂ X }
2 t = 0
3 repeat
4 t = t+1
5 Generate set X (t) = {x(t)1 , . . . ,x(t)n } (Equations 14 and 17)
6 A(t) = A(t−1)∪{x ∈ X (t)|L(x, x˜)< ε}
7 Update probability distribution P(t) (Equation 15).
8 until L(x, x˜)< ε∗ for x ∈ A(t);
9 return x∗ ∈ A(t) such that L(x∗, x˜)< ε∗
where a small ζ > 0 is used to improve numerical stability and to avoid singularity issues. Note that this adjustment
preserves the direction of vector µ˜ and results in regularized, conservative updates.
At iteration t, coordinates c(t)’s are generated following
(c(t)−µc)|µ˜(t) ∼ SN K(λ,Σc), (17)
using δi =
(pi
2
)1/2 µ˜(t)i . Figure 3 shows three faces generated from each of three target faces, using the generative model
described by (17).
Figure 3: Faces on the right were generated using the skew-normal distributions, skewed towards the face x∗ ∈ X in
the left column at each row.
5. Conclusion and Future Work
We presented a system for exploring the face space under a Probabilistic Adaptive Search framework. The proposed
system produces photo-like faces that are skewed toward a particular target face. Candidate faces are initially sampled
from the original dataset, and then obtained from the updates provided by the witness. The approach uses the skew-
normal distribution as an acquisition function, which provides a regularized distribution, avoiding generating unlikely
instances resulting in distorted faces. The particular application considered here is that of facial composite systems.
Further applications include artificially augmenting datasets with dynamic adjustments; and assisting in the design of
human-perception experiments, by exploring the face space, for instance, in search of regions of interest.
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