Abstract. Let A be an integral matrix whose set of column vectors is A = {v1, . . . , vq} and let A(P ) be the Ehrhart ring of P = conv(A). We are able to show that if A is the incidence matrix of a d-uniform unmixed clutter with covering number g and the system x ≥ 0; xA ≥ 1 is TDI, then the Castelnuovo-Mumford regularity of A(P ) is sharply bounded by (d − 1)(g − 1). Let R = K[x1, . . . , xn] be a polynomial ring over a field K, where n is the number of rows of A. If A is the vertex-clique matrix of a Meyniel graph G, we prove the equality K[x v 1 t, . . . , x vq t] = A(P ). As a consequence we show that x ≥ 0; xA ≥ 1 is a TDI system if and only if I i = I (i) , where I ⊂ R is the edge ideal of the clique-clutter of G, I
Introduction
A clutter C with vertex set X = {x 1 , . . . , x n } is a family of subsets of X, called edges, none of which is included in another. The set of vertices and edges of C are denoted by V (C) and E(C) respectively. Clutters are special types of hypergraphs. A basic example of a clutter is a graph. The set of edges of a clutter can be viewed as the set of facets of a simplicial complex. For a thorough study of clutters and hypergraphs from the point of view of combinatorial optimization and commutative algebra see [4, 17] and [8, 9, 12] respectively.
Let C be a clutter with vertex set X = {x 1 , . . . , x n }. We shall assume that C has no isolated vertices, i.e., each vertex occurs in at least one edge. Let R = K[x 1 , . . . , x n ] be a polynomial ring over a field K. The edge ideal of C, denoted by I(C), is the ideal of R generated by all monomials x e = x i ∈e x i such that e ∈ E(C). The assignment C → I(C) establishes a natural one to one correspondence between the family of clutters and the family of square-free monomial ideals. A subset F of X is called independent or stable if e ⊂ F for any e ∈ E(C). The dual concept of an independent vertex set is a vertex cover , i.e., a subset C of X is a vertex cover of C if and only if X \ C is an independent vertex set. The number of vertices in a minimum vertex cover of C is called the covering number of C, and this number coincides with ht I(C), the height of the ideal I(C). Let A = (a ij ) be the incidence matrix of C and let A = {v 1 , . . . , v q } be the set of column vectors of A. Recall that a ij = 1 if x i ∈ g j and a ij = 0 otherwise, where g 1 , . . . , g q are the edges of C.
The Ehrhart ring of the lattice polytope P = conv(A) is the K-subring of R [t] given by where t is a new variable and bP = {bp| p ∈ P }. We use x a as an abbreviation for x a 1 1 · · · x an n , where a = (a i ) ∈ N n . The homogeneous subring of A is the monomial subring
This ring is in fact graded because the vector (v i , 1) lies in the affine hyperplane x n+1 = 1 for all i. The algebraic properties of edge ideals and Ehrhart rings of clutters are more tractable if the following equality holds K[x v 1 t, . . . , x vq t] = A(P ), see [6] . We present some families of clutters where this equality occurs and then use this information to study some algebraic properties of I(C), such as its normality and its torsion freeness. These two properties have been studied in [1, 7, 9, 10, 18] . We are interested in determining upper bounds for the Castelnuovo-Mumford regularity (see Definition 2.1) of A(P ) for clutters with good combinatorial properties such as the max-flow min-cut property. A clutter C satisfies the max-flow min-cut property if and only if the system x ≥ 0; xA ≥ 1 is TDI (see Definition 2.3). The notion of TDI system plays a unifying role here and it will be studied in Section 4. The contents of this paper are as follows. The main theorem in Section 2 is a sharp upper bound for the Castelnuovo-Mumford regularity of A(P ). Before stating the theorem, recall that a clutter is called d-uniform if all its edges have size d. A clutter is called unmixed if all its minimal vertex covers have the same size. Unmixed clutters have been studied in [15, 22] . Theorem 2.4 If C is a d-uniform unmixed clutter with covering number g such that the system
the a-invariant of A(P ) is bounded from above by −g, and the Castelnuovo-Mumford regularity of A(P ) is sharply bounded from above by (d − 1)(g − 1).
The blocker of a clutter C, denoted by Υ(C), is the clutter whose edges are the minimal vertex covers of C (minimal with respect to inclusion). Sometimes the blocker of a clutter is referred to as the Alexander dual of the clutter. The edge ideal of Υ(C) is called the ideal of vertex covers of C or the Alexander dual of I(C).
Then, using that the blocker of a bipartite graph satisfies the max-flow min-cut property [17] , we obtain: Corollary 2.5 Let G be an unmixed bipartite graph with n vertices, let A = {v 1 , . . . , v q } be the set of column vectors of the incidence matrix of the blocker of G, and let P = conv(A). Then
and the Castelnuovo-Mumford regularity of A(P ) is bounded by (n/2) − 1.
A clique of a graph is a set of mutually adjacent vertices. The clique clutter of a graph G, denoted by cl(G), is the clutter on V (G) whose edges are the maximal cliques of G. The incidence matrix of cl(G) is called the vertex-clique matrix of G. A Meyniel graph is a simple graph in which every odd cycle of length at least five has at least two chords, where a chord of a cycle C is an edge joining two non-adjacent vertices of C. Using a characterization of Meyniel graphs (see Theorem 3.1), we are able to show the following result.
Theorem 3.2 Let G be a Meyniel graph and let A = {v 1 , . . . , v q } be the set of columns of the vertex-clique matrix of G. If P = conv(A), then
Recall that a graph G is perfect if for each induced subgraph H of G, the minimal number of independent sets required to cover H equals the size of the largest clique in H. Since Meyniel graphs are perfect [17] , it is natural to ask whether Theorem 3.2 extends to perfect graphs. We give an example of a perfect graph where the theorem fails (see Example 3.3). Conjecture 1.1. Let G be a perfect graph. If the polyhedron Q(A) = {x| x ≥ 0; xA ≥ 1} is integral, then the system x ≥ 0; xA ≥ 1 is TDI.
This has been answered in the affirmative when the clique clutter of G is uniform [23] . We prove the conjecture for Meyniel graphs. Before stating our result, recall that the primary decomposition of the edge ideal of a clutter C is given by
where C 1 , . . . , C s are the minimal vertex covers of C and (C i ) denotes the ideal of R generated by C i , see [21, Proposition 6.1.16] . Let p i = (C i ) for 1 ≤ i ≤ s. The ith symbolic power of I = I(C) is the ideal of R given by
and the integral closure of I i is the ideal of R given by
see [21] . A major result in this area shows that the system x ≥ 0; xA ≥ 1 is TDI if and only if I is normally torsion free, i.e., if and only if I i = I (i) for i ≥ 1 [10] . 
is the edge ideal of the clique clutter of G.
An edge ideal I is called normal if I i = I i for i ≥ 1. We present an example of a perfect graph G such that the edge ideal of the clique clutter of G is not normal (see Example 3.5). Thus finding a good graph theoretical description for the normality of edge ideals of clique clutters of perfect graphs is left as an open problem. In contrast a major result of [23] shows that the edge ideal of the blocker of a perfect graph is always normal.
In Section 4 we study general TDI systems. We have already seen how TDI systems occur naturally in the study of monomial algebras. Another reason to study these systems comes from the theory of perfect graphs. A well known results shows that a graph G is perfect if and only if the system x ≥ 0; xA ≤ 1 is TDI, where A is the vertex-clique matrix of G, [17] . These systems also occur in the theory of Gröbner bases of toric ideals [14] (see Theorem 4.2).
The next result follows from an unpublished result of Giles and Orlin, see [16, Theorem 22.18] . A finite set H ⊂ Z n is called a Hilbert basis if NH = R + H ∩ Z n , where NA is the semigroup spanned by H and R + H is the cone generated by H. As usual, R + stands for the set of non negative real numbers. A rational polyhedron Q is called integral if Q is the convex hull of the integral points in Q. If xA ≤ w is a TDI linear system, then the polyhedron {x| xA ≤ w} is integral [16, Corollary 22, 1c] . Corollary 4.5 Let A be an integral matrix and let w = (w i ) be an integral vector. The system xA ≤ w is TDI if and only if {x| xA ≤ w} is an integral polyhedron and the set
is a Hilbert basis, where e n+1 = (0, . . . , 0, 1) is a unit vector.
Let H ′ = {(v 1 , w 1 ), . . . , (v q , w q )}. We are interested in studying when Corollary 4.5 remains valid after replacing H by H ′ . In general there is no relation between H being a Hilbert basis and H ′ being a Hilbert basis. Thus assuming that the polyhedron {x| xA ≤ w} is integral is key to relate the Hilbert basis property of H and H ′ . Our first result in this direction is: Theorem 4.6 Let A be an integral matrix with column vectors v 1 , . . . , v q and let w = (w i ) be an integral vector. If the polyhedron P = {x| xA ≤ w} is integral and H = {(v 1 , w 1 ), . . . , (v q , w q )} is a Hilbert basis, then the system xA ≤ w is TDI.
The converse is not true in general. However we show that there are some interesting linear systems where the converse holds: Proposition 4.7 Let A be a non-negative integral matrix of order n × q with column vectors v 1 , . . . , v q and let w = (w i ) ∈ N q . Then the system x ≥ 0; xA ≤ w is TDI if and only if the polyhedron P = {x| x ≥ 0; xA ≤ w} is integral and H = {(v 1 , w 1 ), . . . , (v q , w q ), −e 1 , . . . , −e n } is a Hilbert basis, where e i is the ith unit vector. 
Castelnuovo-Mumford regularity and TDI systems
Let A be an integral matrix. The system of linear inequalities x ≥ 0; xA ≥ 1, where 1 = (1, . . . , 1), is called totally dual integral (TDI) if the maximum in the LP-duality equation min{ α, x | x ≥ 0; xA ≥ 1} = max{ y, 1 | y ≥ 0; Ay ≤ α} has an integral optimum solution y for each integral vector α with finite maximum. Here , denotes the standard inner product.
We come to the main result of this section.
Theorem 2.4. Let C be a d-uniform unmixed clutter with covering number g, let A be the incidence matrix of C, and let A = {v 1 , . . . , v q } be the set of columns of A. If x ≥ 0; xA ≥ 1 is TDI and A(P ) is the Ehrhart ring of P = conv(A). Then
the a-invariant of A(P ) is bounded from above by −g and the Castelnuovo-Mumford regularity of A(P ) is sharply bounded from above by (d − 1)(g − 1).
, where n is the number of vertices of C and e i is the ith unit vector. We first show the equality
where R B is the vector space spanned by B and R + B is the cone generated by B. The left hand side is clearly contained in the right hand side. Conversely, take (a, b) in the cone R B ∩ R + A ′ , where a ∈ R n and b ∈ R. Then one has
For a = (a i ) ∈ R n , we set |a| = i a i . Hence using that C is d-uniform, i.e., |v i | = d for all i, we get bd = bd + i µ i . This proves that µ i = 0 for all i and (a, b) is in R + B, as required. Next we prove Eq. (2.1). By [9, Theorem 4.6], the Rees algebra
of the edge ideal I(C) = (x v 1 , . . . , x vq ) is normal. Hence, using [6, Theorem 3.15] , we obtain the required equality. Next we find a good expression for the canonical module of A(P ) which is interesting in its own right because it leads to a better understanding of the homological properties of A(P ). Let C 1 , . . . , C s be the minimal vertex covers of C and let u k = x i ∈C k e i for 1 ≤ k ≤ s. By [9, Proposition 3.13 and Theorem 4.6] we obtain the equality
Here H + a denotes the closed halfspace H + a = {x| x, a ≥ 0} and H a stands for the hyperplane through the origin with normal vector a. The set covering polyhedron
is integral [9, Theorem 4.6] and C is unmixed by hypothesis. Therefore, by Proposition 2.2, there are X 1 , . . . , X d mutually disjoint minimal vertex covers of C of size g such that
Therefore, using Eqs. (2.2) and (2.3), we get
where i ∈ I if and only if H + (u i ,−1) defines a proper face of the cone R + B. As (v i , 1) lies in the affine hyperplane x n+1 = 1 for all i, the ring A(P ) becomes a graded K-algebra generated by monomials of degree 1. Notice that a monomial x a t b has degree t in this grading. The Ehrhart ring A(P ) is a normal domain. Then according to a well known formula of Danilov-Stanley [2, Theorem 6.3.5] its canonical module is the ideal of A(P ) given by
where (R + B) o denotes the relative interior of the cone R + B. Using Eqs. (2.1) and (2.4) we can express the canonical module as:
Next we estimate the a-invariant of A(P ). Recall that the a-invariant of A(P ) is the degree as a rational function of the Hilbert series of A(P ) [21, p. 99] . The ring A(P ) is normal, then A(P ) is Cohen-Macaulay [13] and its a-invariant is given by 1 · · · x an n t b in the ideal ω A(P ) it is not hard to see that C satisfies the hypothesis of the theorem, i.e., the system x ≥ 0; xA ≥ 1 is TDI, the clutter C is d-uniform, unmixed and has covering number equal to g. Moreover the rank of A is g + (d − 1)(g − 1). Thus by Eq. (2.7) it suffices to show that a(A(P )) = −g. Any edge of C intersects any minimal vertex cover of C in exactly one vertex. Therefore, using Eq. (2.4), we get (2.8)
. Hence, using Eq. (2.5), we can express the canonical module as:
As C has the König propery, by relabeling the v i 's if necessary, we may assume that v 1 , . . . , v g satisfy 1 = v 1 + · · · + v g . Thus by Eq. (2.9), we get that the monomial x 1 · · · x n t g belongs to ω A(P ) . Consequently a(A(P )) ≥ −g and the equality a(A(P )) = −g holds.
Corollary 2.5. Let G be an unmixed bipartite graph with n vertices, let A = {v 1 , . . . , v q } be the set of column vectors of the incidence matrix of the blocker of G, and let P = conv(A). Then
Proof. Let C be the clutter of minimal vertex covers of the bipartite graph G and let A be the matrix with column vectors v 1 , . . . , v q . Since A is the incidence matrix of C and all cycles of G are even, it is well known [17, Theorem 83.1a(v)] that the clutter C has the max-flow min-cut property, i.e., the system x ≥ 0; xA ≥ 1 is TDI. The covering number of C is equal to 2 because the blocker of C is G. Moreover, as G is bipartite and has no isolated vertices, it is seen that n is even and that all edges of C have size n/2 (see for instance [21, Lemma 6.4.2]). Therefore by Theorem 2.4, the Castelnuovo-Mumford regularity of A(P ) is bounded by (n/2) − 1.
The Ehrhart ring of maximal cliques of Meyniel graphs
Recall that a Meyniel graph is a simple graph in which every odd cycle of length at least five has at least two chords, where a chord of a cycle is an edge joining two non-adjacent vertices of the cycle. Let S be a set of vertices of a graph G, the induced subgraph on S, denoted by S , is the maximal subgraph of G with vertex set S. Thus two vertices of S are adjacent in S if and only if they are adjacent in G. This theorem is essential to show one of the main results of this section: Theorem 3.2. Let G be a Meyniel graph and let A = {v 1 , . . . , v q } be the set of columns of the vertex-clique matrix of G. If A(P ) is the Ehrhart ring of P = conv(v 1 , . . . , v q ), then
Proof. The left hand side of Eq. (3.1) is always contained in the right hand side. To prove the other inclusion take x a t b ∈ A(P ), i.e., a ∈ bP ∩ Z n and b ∈ N. Using that P is the convex hull of the v i 's, it is not hard to see that we can write , 1) , . . . , (v q , 1), −e 1 , . . . , −e n } is a Hilbert basis, i.e., R + H ∩ Z n+1 = NH. As (a, b) is an integral vector in R + H, we can write
By Theorem 3.1, for each x k in V (G) = {x 1 , . . . , x n } there exists an independent set B k of G containing x k and intersecting all maximal cliques of G. Let β k = x i ∈B k e i be the characteristic vector of B k for 1 ≤ k ≤ n. Notice that a clique of G and an independent set of G can meet in at most one vertex. Then β 1 , . . . , β n are vectors in {0, 1} n such that (3.4) v j , β i = 1 and e i , β i = 1, ∀ i, j.
Using Eqs. (3.2), (3.3) and (3.4), we obtain
Therefore for i = 1, . . . , n, we get n j=1 µ j e j , β i = 0.
Since e i , β i = 1 for all i, we get µ i = 0 for all i. Hence the vector (a, b) belongs to the semigroup NA. Thus
This result does no extend to all perfect graphs as the following example shows. 
. . , x vq ) and I (i) is the ith symbolic power of I.
Proof. 
where P = conv(v 1 , . . . , v q ). As Q(A) is integral, a direct application of [9, Proposition 4.4 and Theorem 4.6] gives that the system x ≥ 0; xA ≥ 1 is TDI.
Example 3.5. Consider the graph G whose edges are x 1 x 6 , x 1 x 2 , x 2 x 3 , x 3 x 4 , x 4 x 5 , x 5 x 6 , x 6 x 7 , x 7 x 8 , x 8 x 9 , x 9 x 10 , x 10 x 11 , x 11 x 12 , x 12 x 13 , x 8 x 13 , x 2 x 4 , x 4 x 6 , x 2 x 6 , x 8 x 10 , x 10 x 12 , x 8 x 12
The ideal edge I = I(cl(G)) of the clique clutter of G is not normal. This graph is chordal, hence perfect. Thus edge ideals of clique clutters of perfect graphs are in general not normal.
TDI systems
n ] be the ring of Laurent polynomials over a field K and let
be a point configuration in Z n . There is a homomorphism of K-algebras:
where S is a polynomial ring. The kernel of ϕ, denoted by I A , is the toric ideal of K[x v 1 , . . . , x vq ]. Let ≺ be a fixed term order for the set of monomials of S, let w ∈ N q , and let in w (I A ) be the ideal of S generated by {in w (f )| f ∈ I A }, where in w (f ) is the leading coefficient in the xvariable of the univariate polynomial h(x) = f (xt
. It is well known [19, Proposition 1.11] that in(I A ), the initial ideal of I A , can be represented by a weight vector, i.e., there is a non-negative integer weight vector w ∈ N q such that in(I A ) = in w (I A ). Thus by studying TDI systems we are in fact studying when a toric ideal has a square-free initial ideal with respect to a generic vector w. The hypothesis ZA = Z n is not essential since we can always make a suitable linear change of coordinates to meet this condition. If xA ≤ w is TDI, then the polyhedron {x| xA ≤ w} is integral [16, Corollary 22, 1c] . Thus one has the following well known characterization of TDI systems via Hilbert bases and integrality of polyhedra: Corollary 4.5. Let A be an integral matrix and let w = (w i ) be an integral vector. The system xA ≤ w is TDI if and only if {x| xA ≤ w} is an integral polyhedron and the set
is a Hilbert basis.
We are interested in studying when Corollary 4.5 remains true after replacing H by w 1 ) , . . . , (v q , w q )}.
As we shall see, in certain interesting cases we can make the replacement without affecting the corollary. In general there is no relation between H being a Hilbert basis and H ′ being a Hilbert basis. Thus assuming that the polyhedron {x| xA ≤ w} is integral is crucial to relate the Hilbert basis property of H and H ′ . Our first result in this direction is:
Theorem 4.6. Let A be an integral matrix with column vectors v 1 , . . . , v q and let w = (w i ) be an integral vector. If the polyhedron P = {x| xA ≤ w} is integral and H = {(v 1 , w 1 ), . . . , (v q , w q )} is a Hilbert basis, then the system xA ≤ w is TDI.
Proof. Let F be a minimal face of P . Recall that a column of A is active in F if the corresponding inequality in xA ≤ w is satisfied with equality for all vectors in F . We may assume that v 1 , . . . , v r are the columns of A which are active in F . Then x, v i = w i for x ∈ F and 1 ≤ i ≤ r. If y, v i < w i for some y ∈ F , then x, v i < w i for any other x ∈ F . Indeed if x, v i = w i for some x ∈ F , consider the supporting hyperplane of P given by H = {x| x, v i = w i }, then x ∈ F ∩ H F because y ∈ F and y / ∈ F ∩ H, a contradiction to the minimality of the face F . Thus we may also assume that x, v i < w i for x ∈ F and i > r. Since P is integral, each face of P contains integral vectors, see [16, Section 16.3] . Pick an integral vector x 0 ∈ F . By [16, Theorem 22.5] , it suffices to prove that B = {v 1 , . . . , v r } is a Hilbert basis. Let a ∈ R + B ∩ Z n . Then
Thus we have
In particular b is an integer and we can write
By hypothesis H is a Hilbert basis. Therefore we can write
Hence η i = 0 for i > r and a = η 1 v 1 + · · · + η r v r . Thus a ∈ NB, as required.
The converse is not true in general. However there are some interesting linear systems where the converse holds. Let A be an integral matrix and let w be an integral vector. The system x ≥ 0; xA ≤ w is TDI if the minimum in the LP-duality equation max{ a, x | x ≥ 0; xA ≤ w} = min{ y, w | y ≥ 0; Ay ≥ a} has an integral optimum solution y for each integral vector a with finite minimum. Proposition 4.7. Let A be a non-negative integral matrix of order n × q with column vectors v 1 , . . . , v q and let w = (w i ) ∈ N q . Then the system x ≥ 0; xA ≤ w is TDI if and only if the polyhedron P = {x| x ≥ 0; xA ≤ w} is integral and H = { (v 1 , w 1 ) , . . . , (v q , w q ), −e 1 , . . . , −e n } is a Hilbert basis.
Proof. Assume that the system x ≥ 0; xA ≤ w is TDI. By [16, Corollary 22 .1c] we get that P is integral. Next we prove that H is a Hilbert basis. Take (a, b) ∈ R + H ∩ Z n+1 , where a ∈ Z n and b ∈ Z. By hypothesis, the minimum in max{ a, x | x ≥ 0; xA ≤ w} = min{ y, w | y ≥ 0; Ay ≥ a} has an integral optimum solution y = (y i ) such that y, w ≤ b. Since y ≥ 0 and a ≤ Ay, we can write a = y 1 v 1 + · · · + y q v q − δ 1 e 1 − · · · − δ n e n (δ i ∈ N) =⇒ (a, b) = y 1 (v 1 , w 1 ) + · · · + y q−1 (v q−1 , w q−1 ) + (y q + b − y, w )(v q , w q ) − (b − y, w )v q − δ, where δ = (δ i ). As the entries of A are in N, the vector −v q can be written as a non-negative integer combination of −e 1 , . . . , −e n . Thus (a, b) ∈ NH. This proves that H is a Hilbert basis. The converse follows from Theorem 4.6. Corollary 4.8. Let xA ≤ w be a system of linear inequalities with the integer rounding property and let A = {v 1 , . . . , v q } be the set of column vectors of A. Then A is a Hilbert basis.
Proof. Take a ∈ R + A ∩ Z n , then we can write a = λ 1 v 1 + · · · + λ q v q , for some λ 1 , . . . , λ q in R + . Hence A polyhedron containing no lines is called pointed. If Q is a pointed rational polyhedron, then Q is integral if and only if Q has only integral vertices (see [16] ). In the output file produced by Normaliz there are three blocks. In the first block the Hilbert basis is displayed and in the third block the supporting hyperplanes are displayed. To verify if the polyhedron {x| xA ≤ w} is integral it suffices to verify that all rows of the supporting hyperplanes having its last entry positive are integral and its last entry is equal to 1.
