Abstract: Scenario simulation was proposed by Jamshidian and Zhu (1997) as a method to separate computationally intensive portfolio revaluations from the simulation step in VaR by Monte Carlo. For multicurrency interest rate derivatives portfolios examined in this paper, the relative performance of scenario simulation is erratic when compared with standard Monte Carlo results. Although by design the discrete distributions used in scenario simulation converge to their continuous distributions, convergence appears to be slow, with irregular oscillations that depend on portfolio characteristics and the correlation structure of the risk factors. Periodic validation of scenario-simulated VaR results by cross-checking with other methods is advisable.
The examples in Jamshidian and Zhu give some evidence that scenario simulation approximations are accurate. These examples include 10-year currency and interest rate swaps, a 5-year interest rate floor, and a 5 5 × interest-rate receiver's swaption. The purpose of this paper is twofold: first, to detail the steps involved in doing scenario simulation and to show its relationship with standard Monte Carlo and principal component simulation; and, second, to evaluate the relative performance of these three methods on several test portfolios. The precise meaning of "scenario" is defined below.
The empirical focus of the paper is on LIBOR-based option portfolios, in which convexity effects are more pronounced than those found in JZ's long-dated instruments.
JZ's examples are also based on LIBOR derivatives.
The results indicate that the relative performance of scenario simulation on nonlinear portfolios deteriorates compared with alternative approaches. Low dimensional discretizations of the risk factor inputs can give poor estimates of VaR for linear and nonlinear portfolios. The quality of the approximation depends on the extent of nonlinearity in a portfolio. Furthermore, the tests described below demonstrate that convergence of scenario simulation VaR results to benchmark values is slow as the been mandatory since January 1, 1998, for banks whose trading activity [gross sum of trading assets and liabilities on a worldwide consolidated basis] equals: 10 percent or more of total assets; or $1 billion or more. However, the banking regulators have discretion in deciding which banks must comply. 2 The swaption is a 5-year option on a 5-year swap which comes into being if the option is exercised. discretization gets finer. Although scenario simulation appears to be a useful alternative to other, more computationally intensive methods, periodic validation of scenariosimulated VaR results by cross-checking with other methods is advisable.
Alternative approaches to accelerating VaR by Monte Carlo have been proposed. Picoult (1997) develops an extension of a Taylor series approach that relies on "grids of factor sensitivities." In contrast to the local approximation of a Taylor series, factor sensitivities are the derivatives of the instrument value with respect to the risk factor evaluated along a discrete set of values of a risk factor. Before running a VaR, these sensitivities, including first, second, and higher order derivatives, including possibly cross derivatives, are computed and stored, and then subsequently, in the VaR simulation, changes in portfolio value are calculated by interpolation based on the stored factor sensitivities. The user decides how many and what type of terms to include in the approximation. Frye (1997) proposes a conservative approximation to VaR that is predicated on a discrete scenario analysis rather than a Monte Carlo. He defines principal component-based scenarios using a small set of large, prespecified shocks to the risk factors, such as 2.33 standard deviations for a 99 th percentile VaR. The greatest loss that results in the process of revaluing a portfolio to these shocks is recorded as the VaR. Frye The final paper related to JZ is Reimers and Zerbs (1998) , who use simple, multicurrency portfolios of fixed-rate government bonds to assess the impact of the principal component stratification technique proposed by JZ. This method is described in detail in the following sections. They conclude that the relative difference in VaR based on the full covariance matrix versus the stratified principal component covariance matrix is on the order of one percent.
Sections 1, 2, and 3 review standard "brute-force" Monte Carlo, principal component
Monte Carlo, and scenario simulation, respectively. Most of the exposition focuses on scenario simulation. Section 4 discusses the construction of test portfolios of LIBORderivatives, and section 5 compares the simulation results on these portfolios for all three methods. Section 6 gives concluding observations.
Brute-Force Monte Carlo
Monte Carlo methods are widely used in empirical finance and asset pricing. 3 The basic algorithm for VaR is:
1. Mark portfolio to market on initial date.
2. Generate simulated changes in risk factors based on estimated covariance matrix.
3. Revalue portfolio using simulated changes.
4. Iterate revaluations a large number of times.
5. Sort changes in portfolio value by size.
6. Select the desired percentile of the changes as the VaR.
3 There are many good sources on Monte Carlo methods applied to finance. Hull's (2000) text gives a thorough overview of the general procedure for valuing derivatives. A frequently insurmountable roadblock to using this algorithm on large portfolios is that each Monte Carlo draw for the risk factors requires revaluation of all securities in the portfolio. A second-order Taylor series (delta-gamma) approximation for the portfolio value can be used to avoid the burden of full revaluation. However, such approximations may perform poorly in VaR applications for portfolios that contain free-standing or embedded out-of-the-money options, which would be missed by a local approximation.
Principal Component VaR
Principal component (PC) VaR reduces the computational burden by compressing the number of risk factors through the use of a reduced set of principal components. Fewer random numbers need to be drawn; however, the principal components must be inverted back into the original number of risk factors in order to revalue the portfolio. The VaR algorithm is the same as that for brute-force Monte Carlo, except for the addition of the computation of the principal components and the inversion process.
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By construction, principal components are uncorrelated. The principal components for the test portfolios are derived from the covariance matrix of the monthly log changes in a set of "key" interest rates along the yield curve. A complete discussion of the data construction appears below. Let the interest rate risk factors be given by the 1 n × vector RF and evolve through one discrete time step as
where the shocks ~(0,) NQ u .
The covariance matrix Q is factored into a diagonal matrix of eigenvalues Λ and an
.
EQE ′ Λ=
Both the eigenvalue and eigenvector matrices are truncated to mn < columns in order to include only a subset of the largest eigenvalues and their associated eigenvectors. The shock vector u is generated by a linear combination of standard normal shocks
where the principal components are η Λ . PC simulation consequently entails using a covariance matrix approximation for the full nn × covariance matrix.
In LIBOR derivative portfolios examined below, four principal component risk factors are retained from the original eight key-rate risk factors per market. These account for over 97 percent of the total variance of the original data (as measured in the standard way by the ratio of the sum of the eigenvalues of the four components to the sum of all the eigenvalues).
Scenario Simulation
The mechanics of scenario simulation are quite different from the other types of Monte Carlo applied to VaR because of the separation of the revaluation stage from the simulation stage.
The core step in scenario simulation is the approximation of the multivariate normal distribution by the binomial distribution. The joint occurrence of particular discrete states of the risk factors constitutes a "scenario." Such discrete approximations are conventional in statistics, but their incorporation into a simulation analysis, and particularly the "stratified" discretization discussed below, make the JZ approach a novel way to calculate VaR.
Principal component analysis is treated as a necessary adjunct to scenario simulation because the number of scenarios becomes huge even for a relatively small number of risk factors. JZ note that with 12 key rates in a yield curve model and an assumption that each can take three possible values, the total number of scenarios is 12 3531,441 = . With five states for each variable, the total number of scenarios explodes to more than 200 million.
The use of principal component analysis can dramatically reduce the number of scenarios with relatively little sacrifice of accuracy because interest rate movements tend to be highly correlated. Even with principal components standing in for market factors, the number of scenarios for portfolios involving term structures in more than just a few currencies can number in the trillions. Further assumptions must be made on the structure of the covariance matrix of the risk factors to pare down the problem into one of manageable proportions. The large number of scenarios requires a Monte Carlo procedure to compute VaR, instead of a direct calculation based on the full set of scenarios and their associated probabilities of occurrence. These procedures are explained below, reproducing JZ's equations (15)- (17) and adding some further explanatory detail.
There are assumed to be 1 m + states, ordered from 0 to m , with probabilities determined in the conventional way for the binomial:
These probabilities are not explicitly calculated or used in scenario simulation. They enter the VaR calculation in the construction of the "lookup The discretization of any draw from a "continuous" random number generator on a computer is assigned to an element of the discrete vector of shocks. 5 The probability of the occurrence of any particular draw for () () m Bz (given by equation (4)) is implicitly captured by the process of sorting the draws of the continuous variable z into discrete states as represented by equations (5) and (7). For independent principal components, the joint probability of a scenario-a combination of discrete variables represented by equation (9) In contrast with standard Monte Carlo or principal component Monte Carlo, the number of portfolio revaluations is independent of the number of simulation iterations under scenario simulation. Although the discretization limits the sampling from a given risk factor's distribution, the joint probabilities across risk factors can be very low. In the example given here, the principal components are independent. For example, in the 5 state example, while the smallest probability for one variable is 1/160.0625 = , the smallest joint probability is 3
(1/16)0.0002 = . Nevertheless, for portfolios with sufficiently nonlinear payoffs, the failure to sample far enough into the tails may result in material inaccuracies of the scenario simulation approximation. The same may be true of extreme positions in digital options or other options positions that create spikes that the discretization misses.
Stratification of Principal Components
JZ propose a stratification of principal components to handle multimarket, multi-currency portfolios. Principal components are computed for a given market, say, for the term structure in a given currency, and consequently individual markets retain a distinct identity in the simulation. Although mutually uncorrelated for interest rates in a given currency, the principal components have correlations with principal components of interest rates in other currencies, as well as with other risk factors, such as foreign exchange rates.
However, even with the reduction in dimension gained through the use of principal components, there still can be trillions of scenarios to reckon with in multicurrency, multimarket portfolios. 
The discrete scenarios (9) use X in place of z:
Otherwise, scenario simulation proceeds exactly as given in the synopsis above. JZ formally prove the convergence of the multinomial approximation given by (11) to the continuously distributed random vector (10).
6 This is computed by
As JZ note, premultiplying the B matrix derived from uncorrelated normal variates by the Cholesky factor of s Q to induce the desired covariance structure would scramble the stratification. To avoid this loss of information, the Cholesky factor is applied to create the X vector in (10) before discretization.
Test Portfolios
Four kinds of multicurrency, LIBOR-derivatives portfolios are constructed to compare Wednesday observations across all countries for interest rates or FX. These dates were backfilled using observations from the day before.
Spot LIBOR at maturities of 3, 6, 9, and 12 months and swap rates at maturities of 2, 5, 7, and 10 years were used to derive forward LIBOR curves. These maturities constitute the key rate maturities. Standard Granger causality tests, reported in the appendix, indicate that daily spot swap rates Granger-cause daily spot LIBOR rates, but not the converse. To mitigate potential distortion to measured correlations of daily changes in rates, weekly changes in risk factors, and hence a weekly holding period for the VaR, was employed in the simulations.
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All derivatives considered in this study have quarterly resets. Linear interpolation was used to fill out points along the yield curve: 8 key rates were expanded into 40 rates at quarterly maturity intervals out to 10 years. 8 Spot swap rates with maturity less than 2 years were derived from the spot LIBOR rates. In turn, daily 3-month forward LIBOR curves in each currency were derived from the spot swap rate curve.
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The forward LIBOR curve was used to construct a discount bond price curve and corresponding yield curve. Yields are more compactly represented in a principal component decomposition and are less contaminated by noise than are forward rates.
Yields are the variables that get simulated in the VaR calculations. Bond prices are needed as inputs into the Black model for pricing interest-rate derivatives.
Covariance Matrix
The five-year data sample is subdivided into five subsamples, each spanning one year starting with the first Wednesday in December. This choice was motivated by the Basle Committee for Banking Supervision's internal models approach for setting regulatory 7 The general issue of data nonsynchroneity is discussed in RiskMetrics (RM Data Sets.pdf), section 8.5. Strips of Eurodollar futures rates for intermediate tenors are often used in constructing LIBOR curves. See Overdahl et al. (1997) . 8 Linear interpolation of a small set of key rates is a problematic practice because the resulting forward curve takes a saw-tooth shape. A difference in liquidity between the interbank deposit market (the spot LIBOR rates) and the swap market may also contribute to a jump in the derived forward LIBOR curve where the two maturity segments join. See Wang (1994) . 9 Formulas and conventions for LIBOR-based derivatives are described in Rebonato (1998) and Musiela and Rutkowski (1997) .
capital for trading portfolios. 10 (The U.S. banking regulations for using VaR for capital determination, which derive from the Basle framework, stipulate that no less than one year's worth of daily data be incorporated into the covariance matrix and that a given yield curve incorporate no fewer than six "segments" of the curve "to capture differences in volatility and less than perfect correlation of rates along the yield curve." 11 )
The full covariance matrix consists of interest rate and foreign exchange rate blocks of risk factors: the yield curve key rates from each country and their exchange rates, Exchange rate-interest rate principal component correlations, though strong at times (such as the first Swiss interest rate PC versus FX rates in 1995), are much more erratic.
However, the FX block has high cross-rate FX correlation every year.
Portfolio Construction
An arbitrary set of positions in each instrument is assumed for each currency. The basic portfolios are designed to investigate nonlinear payoffs, the classic inverted "U" of a negative gamma exposure. As in any Monte Carlo exercise, the results do not necessarily generalize. They are valid for the particular portfolios being examined.
However, qualitatively similar results were obtained for other test portfolios, which are not reported here to conserve space.
The portfolios consist of identical positions in derivatives in each currency that have identical U.S. dollar notional value ($10,000) at the initial date. The four types of portfolios are:
1. 10-year pay-fixed/receive floating swaps at current market rates.
2. 6-year caps and floors. At-the-money long cap and long floor (that is, strikes are set equal to the current forward LIBOR curve). Short out-of-the-money caps and floors with strikes set equal to exp(3)
, where T is the reset date of a caplet, T L is forward LIBOR for time T , and T σ is the volatility of forward LIBOR for a weekly holding period. The notional value of the out-of-the-money positions is twice that of the at-the-money positions.
11 See footnote 1.
3. 3-month caplets and floorlets. This portfolio is the first leg of (2), but with outof-the-money strikes spaced at 2 T σ ± .
4. 6-month swaptions on forward-start 9-year pay-fixed swaps. The portfolio has the same structure as (2) and (3). The strike for the long at-the-money payor and receiver swaptions is the current forward swap rate for a 9-year swap. The strikes for the short out-of-the-money payor and receiver swaptions is exp(3)
TT S σ ± , where T S is the forward swap rate and T σ is its volatility.
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The swap portfolio is taken as the base case because swaps were used in JZ's examples.
The caps/floors portfolio is an intermediate-term options portfolio. The caplets/floorlets portfolio is a short-dated options portfolio. The swaptions portfolio is a shorted-dated options portfolio on a long-maturity reference rate.
These portfolios involve all currencies and identical positions. The inherent diversification of a multicurrency portfolio will ameliorate extreme outcomes, although key interest rate PC cross correlations tend to be (weakly) positive, propagating shocks in the same direction across portfolios. Because the FX-interest rate correlations are weaker than the interest rate block cross correlations, the FX shocks mainly register as noise in the results. Figure 1 shows the payoff profiles as of the initial date and exchange rates to shocks ranging 3 ± standard deviations (measured weekly) of the underlying forward LIBOR, swap, or forward swap rates; that is, the current underlying T L is varied from exp(3)
. The first panel of Figure 1 illustrates the approximately linear response (except for a very slight convexity effect) of the individual swaps in each currency in the portfolio. All have zero value at the current market rate. The remaining figures exhibit negative convexity to different degrees. These figures simply trace out the pricing function as the underlying rate varies. The VaR results will assess the portfolio performance as simulated interest rate and currency shocks hit these portfolios over the weekly holding period. A volatility shock could also readily be included as an additional risk factor in each market, but the focus of this study is on "price" risk, as in JZ.
Risk Factor Simulation
Following the examples in JZ, risk factors are simulated as lognormal processes.
Incorporating other continuous distributions for the risk factors is readily done using the fractile-to-fractile mapping described in Hull and White (1998 above, Monte Carlo simulation is used to sample from the discretized joint distribution of the risk factors. The correlated normal random variables X defined by (10) drives the sampling from both interest rate and exchange rate scenarios, which translate the discretized multicurrency portfolio value changes back into dollars.
Portfolio Valuation
The VaR evaluated in this study represents a ten-day exposure, measured from the first business day of December for each year in the sample. Each portfolio is priced at the initial date and fully revalued ten days later. On each draw, the simulated 8 yield riskfactor values per currency are interpolated to a set of 40 yields, from 3 months to 10 years at quarterly maturity intervals. The corresponding discount price curve is computed, which provides the discount factors for all options-based instruments and from which is derived spot and forward swap rates (for swaps and swaptions) or the forward LIBOR curve (for caps and caplets).
Caps, floors, and swaptions are valued by the standard one-factor Black model.
Although once regarded as an inconsistent, ad hoc application of the Black-Scholes model to interest rate derivatives, in recent years academic research has established that the model is fully consistent and arbitrage-free when applied to single instrument classes, such as caps or swaptions.
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In the examples below, a VaR run consists of 1,000 draws for Monte Carlo risk factor vector (12) or principal components risk factor vector (13), and 10,000 draws for scenario simulation vector (14), which drives the sampling from the joint discrete distribution for the portfolio value changes. Although 1,000 draws is relatively small and inaccurate for crude Monte Carlo (that is, without variance reduction techniques), this number is of the same order of magnitude as the number of iterations that large banks use for Monte Carlo and historical VaR simulation. Scenario simulation can be iterated to much higher numbers for the same total CPU time as Monte Carlo; 10,000 iterations was arbitrarily chosen. All of these runs are repeated 20 times and the means and standard errors of the resulting VaRs are reported in Table 8 .
Two discretization choices for four principal components were used for scenario simulation: a coarse discretization of 7533 ××× , yielding 315 distinct scenarios for a 13 See Rebonato (1998) or Musiela and Rutkowski (1997) . The Black model for interest rate derivatives can be derived as a single-factor, lognormal case of the Brace-Gatarek- Musiela (1995) model. The Black model is inconsistent across instruments, the most notable case being the model's simultaneous assumption that forward LIBOR is lognormally distributed in valuing caps while forward swap rates are lognormally distributed in valuing swaptions. Nevertheless, this discrepancy is negligible compared to other sources of error in VaR calculations. Furthermore, most practitioners and some academics disregard the inconsistency in pricing and hedging applications (see Jamshidian (1997) and Derman (1996) ). single country's yield curve, and a fine discretization of 11755 ××× , giving 1925 scenarios. The fine discretization is intended to sample deeper into the tails of the risk factor distributions to approximate more accurately the convexity of the option portfolios.
Foreign exchange rate distributions were discretized into 7 states for both high and lowdensity interest rate discretizations.
The results in the next section are based on crude Monte Carlo, principal component
Monte Carlo, and scenario simulation runs. The VaR outcome for each of the methods is repeated 20 times to determine empirical distributions of the estimates for each method.
Test Portfolio VaR Results.
The simulation results are sensitive to time period and to type of portfolio. Table   7 gives the output in tabular form along with the corresponding 95 th percentile results, while the other results because Monte Carlo places too few restrictions on the way in which key rates can evolve through time. The covariance matrix only weakly constrains the way shocks hit the yield curve. Monte Carlo allows improbable movements in yields of different maturities in relation to one another, such as the 6-month and 2-year key rates rising sharply as the 1-year key rate falls. On the other hand, shocking principal components greatly limits the possible configuration of relative rate movements. However, loworder representations of the term structure, such as by two or three components, limit the possible movements and shapes too much. See Rebonato (1998) , chapter 3. Another consideration is that the a multicurrency interest rate swap portfolio, but they only report results for one discretization that is sampled at different iteration levels and make no comparison to Monte Carlo.
Accounting for Erratic Results
The variation in scenario simulation results in relation to the PC benchmarks appears to be analogous to well-known behavior of binomial option pricing models-namely, as the density of the approximating lattice decreases, the binomial model value oscillates more The two-sided confidence intervals were computed using the method in Morokoff et al. (1998) .
Appendix
Standard Granger causality tests were run on "adjacent" maturity spot LIBOR t L and swap rates t S to determine the degree of nonsynchroneity in the two data sources for the LIBOR term structure. The spot LIBOR maturity was 1 year and the swap rate tenor was 2 years, the breakpoint in the market data used to estimate the forward LIBOR curve. swap rates Granger-cause spot LIBOR in the daily data, with weaker reverse feedback from LIBOR to the swap rate for USD and GBP. Switching to a weekly periodicity greatly reduces the magnitudes of the chi-square statistics for the swap rates, although
Granger-causation is still highly statistically significant for USD, CHF, and GBP. Table 2  Correlation Matrix for 1994 Orange or dark shading denotes correlation coefficients ≥ 0 20 . . PC1  PC2  PC3  PC1  PC2  PC3  PC1  PC2  PC3  PC1  PC2  PC3  DEM  CHF Table 4  Correlation Matrix for 1996   USD  DEM  CHF  GBP   PC1  PC2  PC3  PC1  PC2  PC3  PC1  PC2  PC3  PC1  PC2  PC3  DEM  CHF Orange or dark shading denotes correlation coefficients ≥ 0 20 . . Table 6  Correlation Matrix for 1998   USD  DEM  CHF  GBP   PC1  PC2  PC3  PC1  PC2  PC3  PC1  PC2  PC3  PC1  PC2  PC3  DEM  CHF Results reported in dollars. The standard error is for the VaR at a given percentile, computed based on 20 runs of 1,000 iterations each for Monte Carlo and principal component VaR and 10,000 iterations for scenario simulation. Results reported in dollars. The standard error is for the VaR at a given percentile, computed based on 20 runs of 1,000 iterations each for Monte Carlo and principal component VaR and 10,000 iterations for scenario simulation. Results reported in dollars. The standard error is for the VaR at a given percentile, computed based on 20 runs of 1,000 iterations each for Monte Carlo and principal component VaR and 10,000 iterations for scenario simulation. Results reported in dollars. The standard error is for the VaR at a given percentile, computed based on 20 runs of 1,000 iterations each for Monte Carlo and principal component VaR and 10,000 iterations for scenario simulation. Results reported in dollars. The standard error is for the VaR at a given percentile, computed based on 20 runs of 1,000 iterations each for Monte Carlo and principal component VaR and 10,000 iterations for scenario simulation.
Chart 2
Each pair of VaRs at a given discretization level is derived from a simulation of 1,000,000 iterations. 
