Abstract-The learning of Gaussian mixture models (GMMs) is a classical problem in machine learning and applied statistics. This can also be interpreted as a clustering problem. Indeed, given data samples independently generated from a GMM, we would like to find the correct target clustering of the samples according to which Gaussian they were generated from. Despite the large number of algorithms designed to find the correct target clustering, many practitioners prefer to use the k-means algorithm because of its simplicity. k-means tries to find an optimal clustering which minimizes the sum of squared distances between each point and its cluster center. In this paper, we provide sufficient conditions for the closeness of any optimal clustering and the correct target clustering of the samples which are independently generated from a GMM. Moreover, to achieve significantly faster running time and reduced memory usage, we show that under weaker conditions on the GMM, any optimal clustering for the samples with reduced dimensionality is also close to the correct target clustering. These results provide intuition for the informativeness of k-means as an algorithm for learning a GMM, further substantiating the conclusions in Kumar and Kannan [2010]. We verify the correctness of our theorems using numerical experiments and show, using datasets with reduced dimensionality, significant speed ups for the time required to perform clustering.
I. INTRODUCTION
Suppose there are K unknown multivariate normal distributions, N (u 1 , Σ 1 ), . . . , N (u K , Σ K ), and w := [w 1 , w 2 , . . . , w k ] is a probability vector, the corresponding K-component Gaussian mixture model is a generative model that assumes that data samples are independently sampled from these K Gaussians such that the probability that each sample is generated from the k-th component is w k . For k ∈ {1, 2, . . . , K}, w k is known as the mixing weight, u k is known as the component mean vector, and Σ k is known as the component covariance matrix. When Σ k = σ been widely-used and well-studied in machine learning and applied statistics [Bishop, 2006 , Titterington et al., 1985 . Suppose that v 1 , v 2 , . . . , v N are samples independently generated from a K-component GMM, the correct target clustering I := {I 1 , I 2 , . . . , I K } satisfies the condition that n ∈ I k if and only if v n is generated from the k-th component. The learning of GMMs is of fundamental importance and one of its most important goals is finding the correct target clustering of the samples (and thereby inferring the parameters of the GMM).
Clustering is a ubiquitous problem in various applications, such as analyzing and exploiting the information contained in gene expression data, performing market research according to firms' financial and operating characteristics or by analyzing stock price behavior. Objective-based clustering is a commonly-used technique for clustering. Heuristically, objective-based clustering is the procedure of splitting data samples into a fixed and appropriately-selected number of subsets of data samples, which are known as clusters, to minimize a certain objective function. The k-means algorithm [Lloyd, 1982] is perhaps the most popular objectivebased clustering approach. Suppose we have a data matrix of samples V = [v 1 , v 2 , . . . , v N ] ∈ R F ×N . A K-clustering (or simply called a clustering or a partition) is defined as a set of pairwise disjoint index sets I := {I 1 , I 2 , . . . , I K } whose union is {1, 2, . . . , N }. The corresponding distortion with respect to V and I is defined as
where
v n is the cluster center or centroid of the k-th cluster. The goal of the k-means algorithm is to find an optimal clustering I opt that satisfies D(V, I opt ) = min
where the minimization is taken over all K-clusterings. Under worst case analysis, optimizing the objective function of k-means is NP-hard [Dasgupta, 2008] . Despite the wide usage of k-means and the theoretical analysis of k-means [Arthur and Vassilvitskii, 2007, Blömer et al., arXiv:1703.10534v1 [stat.ML] 30 Mar 2017
2016, Bottou and Bengio, 1995] , there are few theoretical investigations with respect to optimal clusterings. Moreover, in real applications, there are certain unknown "correct" target clusterings (defined above). While applying k-means, we make a key implicit assumption that any optimal clustering is close to the correct target clustering [Balcan et al., 2009] . However, in general, we do not know whether this implicit assumption is satisfied.
If an optimal clustering is far away from the correct target clustering, then using k-means to find an optimal clustering makes no sense because even if we obtain an optimal clustering, it is not the desired correct target clustering. Furthermore, due to the inefficiencies in processing high-dimensional data, dimensionality reduction has received considerable attention. Applying dimensionality reduction techniques for clustering high-dimensional datasets can lead to significantly faster running times and reduced memory usage. In addition, it has been found that the traditional Euclidean notion for measuring proximity is not effective for k-means on high-dimensional datasets [Xiong et al., 2009] . Moreover, algorithms for learning GMMs in seminal papers usually include a dimensionality reduction step to achieve several additional advantages in clustering. For example, Dasgupta [1999] shows that general ellipsoidal Gaussians become more spherical and thereby more manageable after a random projection onto a low-dimensional subspace. Vempala and Wang [2002] show that reducing dimensionality by spectral decomposition leads to the amplification of the separation among Gaussian components.
A. Main Contributions
The contributions of this paper are as follows:
• We prove that if the data points are independently generated from a spherical GMM with a separability assumption and the so-called non-degeneracy condition, then any optimal clustering of the data points is close to the correct target clustering with high probability provided the number of samples is commensurately large.
• We prove that if the data points are independently generated from a K-component spherical GMM and are projected onto a low-dimensional space using the first K − 1 principal components of the empirical covariance matrix, then, under the so-called non-degeneracy condition and an even weaker separability assumption for the spherical GMM, any optimal clustering for the data points with reduced dimensionality is close to the correct target clustering with high probability. Our results allow us to have a deeper understanding of the work of Kumar and Kannan [2010] . The authors show that if the data points satisfy a so-called proximity condition (this is satisfied when the data points are independently generated from a GMM with a certain separability assumption), then the k-means algorithm with a proper initialization can correctly cluster nearly all data points. Subsequent extensions are presented in Lu and Zhou [2016] and Tang and Monteleoni [2016] . Our theoretical results explain why k-means, which attempts to find an optimal clustering, is a good choice for learning the correct target clustering of samples generated from a spherical GMM (under appropriate conditions).
B. Notations
We use capital boldface letters to denote matrices and we use lower-case boldface letters to denote vectors. We use diag(w) to represent the diagonal matrix whose diagonal entries are given by w. V F represents the Frobenius norm of V and V 2 represents the spectral norm of V. tr(V) represents the trace of V.
[N ] represents {1, 2, · · · , N } for any positive integer N . Let V 1 ∈ R F ×N1 and V 2 ∈ R F ×N2 , we denote by [V 1 , V 2 ] the horizontal concatenation of the two matrices. We use V(1 : I, : ) to denote the first I rows of V and use V( : , 1 : J) to denote the first J columns of V. The singular value decomposition (SVD) of a symmetric matrix A ∈ R F ×F is given by A = UDU T with U ∈ R F ×F being an orthogonal matrix and D ∈ R F ×F being a diagonal matrix. In addition, when R := rank(A) < F , the so-called truncated SVD is given by A = U R D R U 
) is said to be the centralized matrix of V. For a K-component spherical GMM, we always use w to denote its mixing weights, u 1 , . . . , u K to denote its component mean vectors, and σ 2 1 , . . . , σ 2 k to denote its component variances.
II. RELATED WORK A. Learning Gaussian Mixture Models
The learning of Gaussian mixture models is of fundamental importance in machine learning and its two most important goals are i) inferring the parameters of the GMM ii) finding the correct clustering of data samples according to which Gaussian distribution they were generated from. The EM algorithm [Dempster et al., 1977, McLachlan and Krishnan, 2007] is widely used to estimate the parameters of a GMM. However, EM is a local-search heuristic approach for maximum likelihood estimation in the presence of incomplete data and in general, it cannot guarantee the parameters' convergence to global optima [Wu, 1983] . Recently, Hsu and Kakade [2013] and Anandkumar et al. [2014] provide approaches based on spectral decomposition to obtain consistent parameter estimates for spherical GMMs from first-, second-and third-order observable moments. To estimate parameters, they need to assume the so-called non-degeneracy condition for spherical GMMs. Definition 1. (Non-degeneracy condition) We say that a GMM satisfies the non-degeneracy condition if its component mean vectors u 1 , . . . , u K span a K-dimensional subspace and the probability vector w has strictly positive entries.
On the other hand, under certain separability assumptions for the Gaussian distribution components (along with other assumptions about the parameters), Arora and Kannan [2001] , Dasgupta [1999] , Dasgupta and Schulman [2000] , Kannan et al. [2005] , Vempala and Wang [2002] and Kalai et al. [2010] are able to provide provably correct algorithms that guarantee most samples are correctly classified (or important parameters are recovered with arbitrarily specified precision) with high probability when the number of samples is sufficiently large. In particular, with the following separability assumption
for any i, j ∈ [K], i = j, where C is a positive constant and w min := min k∈[K] w k , Vempala and Wang [2002] present a simple spectral algorithm with running time polynomial in both F and K that works remarkably well to correctly cluster random samples according to which spherical Gaussian they were generated from. In spite of the large number of algorithms designed to find the (approximately) correct clustering of a GMM, many practitioners use k-means because of its simplicity and successful applications in various fields. Recently, Kumar and Kannan [2010] show that the k-means algorithm with a proper initialization can correctly cluster nearly all the data points being generated from a GMM that satisfies a certain separability assumption. Our theoretical results provide an explanation on why the k-means algorithm that attempts to find an optimal clustering is a good choice for learning spherical GMMs.
B. Lower Bound on Distortion and an Important Lemma
Concerning the ME Distance
K×N be the clustering membership matrix satisfying
H be the normalized version of H. We haveHH T = I and the corresponding distortion can be written as [Ding and He, 2004] 
(4) Let Z be the centralized data matrix of V and define
) for any clustering I . Ding and He [2004] make use of this property to provide a lower bound D * (V) for distortion over all K-clusterings. That is, for any K-clustering I ,
where λ 1 (S) ≥ λ 2 (S) ≥ . . . ≥ 0 are the eigenvalues of S sorted in non-increasing order. For any two K-clusterings, we define the so-called misclassification error (ME) distance to compare their structures directly.
Definition 2. (ME distance) The misclassification error distance of any two K-clusterings
where P K is the set of all permutations of [K].
It is proved in Meilȃ [2005] that the ME distance defined above is indeed a distance. Define
We have the following lemma.
Lemma 1. [Meilȃ, 2006] 
where I opt represents a K-clustering that minimizes the distortion for V.
This lemma essentially says that if the distortion of a clustering is sufficiently close to the lower bound of distortion, then this clustering is close to any optimal clustering with respect to the ME distance.
C. Principal Component Analysis
Principal component analysis (PCA) [Jolliffe, 1986] is a fundamental and popular strategy to compute the directions of maximal variances in vector-valued data and is widely used for dimensionality reduction. For any dataset V ∈ R F ×N and any k ≤ F , the so-called k-PCA for the dataset usually consists of two steps: i) obtain the centralized dataset Z of V; ii) calculate the SVD ofΣ N := 1 N ZZ T , i.e., obtainΣ N = PDP T , and project the dataset onto a k-dimensional subspace to obtainṼ := P T k V, where P k = P( : , 1 : k). For brevity, we say thatṼ is the post-k-PCA dataset of V (or simply post-PCA dataset). If only the projection step is performed, we denote the corresponding approach as k-PCA with no centering or simply k-SVD, and we say that the correspondingṼ is the post-k-SVD dataset of V.
D. Comparing an Optimal Clustering for Original Dataset and an Optimal Clustering for the Post-PCA Dataset
When performing dimensionality reduction for clustering, it is important to compare any optimal clustering for the dataset with reduced dimensionality to any optimal clustering for the original dataset. More specifically, any optimal clustering for the dataset with reduced dimensionality should be close to any optimal clustering for the original dataset. However, existing literature [Boutsidis et al., 2015 , Cohen et al., 2015 that combines clustering and dimensionality reduction can only guarantee that the distortion of an optimal clustering for the dataset with reduced dimensionality,Ĩ opt , can be bounded by a factor γ > 1 times the distortion of the corresponding optimal clustering for the original dataset, I
opt . That is,
As mentioned in Boutsidis et al. [2015] , comparing the structures ofĨ opt and I opt would be much more interesting. In this paper, we prove that, with the assumption that the samples are generated from a spherical GMM which satisfies a separability assumption and the nondegeneracy condition, when the number of samples is sufficiently large, the ME distance between any optimal clustering for the original dataset and any optimal clustering for the post-PCA dataset can be bounded.
III. MAIN THEOREMS AND PROOF SKETCHES A. Description of Main Theorems
First, we show that with the combination of a novel separability assumption and the non-degeneracy condition (cf. Definition 1) for a spherical GMM, any optimal clustering for a dataset generated from the spherical GMM is close to the correct target clustering with high probability when the number of samples is sufficiently large.
Throughout this paper, we always use the following notations. Let
We have
is defined in (7). Our first main theorem is described as follows:
Theorem 1. Suppose all the columns of data matrix V ∈ R F ×N are independently generated from a Kcomponent spherical GMM (N > F > K). Assume the spherical GMM satisfies the non-degeneracy condition. Let w min := min k w k , w max := max k w k . We further assume that
Denote I := {I 1 , I 2 , . . . , I K } as the correct target K-clustering corresponding to the spherical GMM. Then for any positive that satisfies min w min 2 , λ min , (K − 1)σ 2 ≥ , and
and any
, we have, with probability at least 1 − 36KF 2 exp −t 2 F ,
where I opt is an optimal K-clustering for V.
Remark 1. The condition (12) can be considered as a separability assumption. In particular, when K = 2, we have λ min = w 1 w 2 u 1 − u 2 2 2 and (12) becomes
which is similar to (3), the separability assumption of Vempala and Wang [2002] .
Remark 2. The non-degeneracy condition is used to ensure that λ min > 0. When K = 2, to ensure that λ min > 0, we only need to assume that the two component mean vectors are distinct. In particular, we do not require u 1 and u 2 to be linearly independent.
The proof is based on Lemma 1 and various concentration bounds. Note that both τ (·) and ζ(·) are continuous and monotonically increasing on [0, 1 2 (K −1)]. When the mixing weights are skewed (leading to a small w min ), we require a strong separability assumption in (13). This is consistent with the common knowledge [Xiong et al., 2009 ] that imbalanced clusters are more difficult to disambiguate for k-means. When δ 0 is sufficiently small and N is sufficiently large (thus can be chosen to be sufficiently small and t can be chosen to be large enough), we have with probability close to 1 that the upper bound on the ME distance given by (14) is close to 0.
When the ME distance between any optimal clustering for k-means I opt and the correct target clustering I of the samples generated from a spherical GMM is small (and thus the implicit assumption of k-means is satisfied), we can readily perform k-means to find I opt to infer I . If the number of samples is large enough, we are guaranteed to learn I with high probability.
Next, we show that under similar assumptions for the generating process (with weaker separability assumption for the spherical GMM), any optimal clustering for the post-PCA dataset is also close (the upper bound of ME distance is small) to the correct target clustering with high probability when we have enough samples.
Theorem 2. Let the dataset V ∈ R
F ×N be generated under the same conditions given in Theorem 1 with the separability assumption (12) being modified to
LetṼ ∈ R (K−1)×N be the post-(K − 1)-PCA dataset of V, then for any positive that satisfies min w min 2 , λ min +σ 2 , (K − 1)σ 2 ≥ , and
and for any t ≥ 1, when N ≥ CF 3 K 5 t 2 / 2 , where C is a positive constant depending on
, we have, with probability at least
where I is the correct target clustering andĨ opt is an optimal K-clustering forṼ.
Remark 3. Vempala and Wang [2002] consider the SVD of Σ N (corresponding to PCA with no centering) instead ofΣ N (corresponding to PCA). The proof of Corollary 3 in Vempala and Wang [2002] is based on the key observation that the subspace spanned by the first K singular vectors of Σ N lies close to the subspace spanned by the K component mean vectors of the spherical GMM with high probability when N is large. In fact, for performing K-SVD (cf. Section II-C) on Σ N , we have the following corollary. Corollary 1. Let the dataset V ∈ R F ×N be generated under the same conditions given in Theorem 1. LetṼ be the post-K-SVD dataset of V, then for any positive satisfying (13) and for any t ≥ 1, if N ≥ CF 3 K 5 t 2 / 2 , then with probability at least 1 − 167KF exp −t 2 K , the same upper bound in (14) holds for d(I ,Ĩ opt ), whereĨ opt is an optimal K-clustering forṼ.
Remark 4. Combining the results of Theorem 1 and Theorem 2, by the triangle inequality for ME distance, we obtain the following corollary concerning an upper bound for d(I opt ,Ĩ opt ), the ME distance between any optimal clustering of the original dataset and any optimal clustering of the post-PCA dataset.
Corollary 2. Let the dataset V ∈ R F ×N be generated under the same conditions given in Theorem 1. Let V be the post-(K − 1)-PCA dataset of V, then for any positive satisfying (13) and for any t ≥ 1, if N ≥ CF 4 K 5 t 2 / 2 , then with probability at least 1 −
is upper bounded by the sum of the right-hand-sides of (14) and (18).
Our proof for Theorem 2 is based mainly on the fact that the matrix of the first K − 1 singular vectors ofΣ N is "close" (cf. Lemma 5 to follow) to the matrix of the first K − 1 singular vectors ofΣ 0 . In fact, the closeness of the two subspaces spanned by these singular vectors is a by-product of this fact. Note that the assumption (16) is weaker than (12) and the upper bound given by (18) is smaller than the upper bound given by (14) (when all the parameters are the same). In addition, when K = 2, by applying PCA to the original dataset as described in Theorem 2, we obtain a 1-dimensional dataset, which is easier to cluster optimally compared to the 2-dimensional dataset obtained by performing PCA with no centering as described in Remark 3. These comparisons also provide a theoretical basis for the fact that centering can result in a stark difference in PCA.
B. Useful Definitions and Lemmas
First, we present the following lemma from Golub and Van Loan [2012] that provides an upper bound for perturbation of eigenvalues.
Lemma 2. If
for any m ∈ [M ] with λ m (A) being the m-th largest eigenvalue of A.
Because we will make use of the second-order moments of a spherical GMM, we presents a simple lemma summarizing key facts.
Lemma 3. Let x be a random sample from a Kcomponent spherical GMM, then we have E(xx
In addition, to apply Lemma 1, we need to ensure that (8) is strictly larger than 0. Note that if we assume all the columns of data matrix V are independently generated from a K-component spherical GMM, we have 
is symmetric, v has unit 2-norm and τ ∈ R. If τ ≥ 0, then
If instead τ ≤ 0, then
C. Proof Sketches of Main Theorems
First, we estimate the terms in the right-hand-side of (8) probabilistically. Next, we apply Lemma 1 to show that any optimal clustering for the original data matrix is close to the correct target clustering corresponding to the spherical GMM.
Proof Sketch of Theorem 1:. We estimate every term in (8) for the correct target clustering I . By using concentration inequalities for sub-Gaussian and subExponential distributions [Vershynin, 2010] , we have for any ∈ (0, 1),
By using a probabilistic bound on the difference between the empirical covariance matrix and the expectation of covariance matrix for sub-Gaussian distributions [Vershynin, 2010] , we have for any
2 F , and (24)
Combining these results, appealing to Lemma 1, the union bound, and the property that both τ (·) and ζ(·) are continuous and monotonically increasing functions on [0,
, we obtain (14) as desired.
Next, we prove Theorem 2. Following the notations in Section II-C, we writeΣ N = PDP T , P K−1 = P( : , 1 : K − 1), and denoteṼ = P T K−1 V as the post-(K−1)-PCA dataset of V. Instead of using P K−1 which is correlated with the samples, we consider the SVD ofΣ 0 and project the original data matrix onto R K−1 using the first K − 1 singular vectors ofΣ 0 . We can similarly estimate the terms in (8) for the corresponding (K − 1)-dimensional spherical GMM. Furthermore, we estimate the difference between the results obtained from projecting the original data matrix onto R K−1 using the first K − 1 singular vectors ofΣ 0 and the results obtained from projecting the original data matrix onto R K−1 using the columns of P K−1 .
Proof Sketch of Theorem 2:. By the non-degeneracy condition and Lemma 4, we have rank(Σ 0 ) = K − 1. Let the truncated SVD ofΣ 0 bē
by the property of Gaussians, we know if x is a random vector with a spherical Gaussian distribution N (u,
] is an orthogonal matrix. We have
Then similar to that in Theorem 1, for any ∈ (0, 1),
In addition, for any
We only need to estimate
) and
TZ and Z is the centralized matrix ofṼ. By (4) and with
where ·, · is the inner product defined as A, B := tr(A T B), for any A, B ∈ R F ×F . Note that
Thus in (37), we need to bound R F . In addition,
By using E v 2 2 = ū 2 2 and Lemma 2, we have
Thus to bound the left-hand-side of (43), we also need to bound R F . According to (23), Σ N −Σ 2 can be bounded probabilistically. By Lemma 5 to follow, the upper bound of R F can be deduced by the upper bound of Σ N −Σ 2 . By leveraging additional concentration bounds/inequalities for sub-Gaussian and sub-Exponential distributions, we deduce that if
. Combining these bounds with (32) and (33) and by using Lemma 1, we obtain (18) as desired.
The following is a lemma essential for establishing upper bounds of (37) and (43) in the proof of Theorem 2.
Proof. By Lemma 2, |λ
BecauseΣ N − λ F (Σ N )I is also positive semidefinite, the SVD isΣ
≤ 2 and thus we have
Therefore, there exists a matrix E 0 with E 0 2 ≤ 4 , such thatΣ
That is, Let P −(K−1) := P(:, K : F ), then we obtain
is the Moore-Penrose generalized inverse ofΣ 0 and its largest eigenvalue is λ −1 min . Because P −(K−1) P T −(K−1) projects vectors in R F onto the linear space spanned by the orthonormal columns of P −(K−1) , we have
Remark 5. A by-product of Lemma 5, specifically (51), is that we observe that the subspace spanned by the first K − 1 singular vectors ofΣ 0 lies close to the subspace spanned by the first K − 1 singular vectors ofΣ N . Note
A similar equality can be obtained for K-SVD to corroborate an observation by Vempala and Wang [2002] (cf. Remark 3).
IV. NUMERICAL EXPERIMENTS
To verify the correctness of the upper bounds given in the theorems and the efficacy of clustering post-PCA samples, we perform numerical experiments on synthetic datasets. We sample data points from two types of 2-component spherical GMMs. The dimensionality of the data points is F = 100, and the number of samples N ranges from 1000 to 10000. to the components. After fixing the mixing weights and the component mean vectors, λ min is fixed. For all k ∈ [K], we set the variances to be
or
where ε = 10 −6 . In the following figures, left and right plots correspond to (59) and (60) respectively.
We observe from Figure 1 that for (59), the clusters are well-separated, while for (60), the clusters are moderately well-separated. For both cases, the separability assumption (12) is satisfied. Similar to that in Boutsidis et al. [2015] , we use the command kmeans(V', K, 'Replicates', 10, 'MaxIter', 1000) in Matlab to obtain an approximately-optimal clustering of V. Here V' represents the transpose of V. This command means that we run k-means for 10 times with distinct initializations and pick the best outcome. For each run, the maximal number of iterations is set to be 1000. Define d org := d(I , I opt ) and define the (expected) upper bound for d(I , I opt ) asd org := τ (δ 0 )w max (provided by Theorem 1). Similarly, we define d pca := d(I ,Ĩ opt ) and the (expected) upper bound for d(I ,Ĩ opt ) is defined asd pca := τ (δ 1 )w max (given by Theorem 2). We use a superscript "emp" to represent the corresponding empirical value. For example, δ
is an approximation of δ 0 (calculated from the samples), (59), we observe that the upper bounds for ME distance are small compared to the moderately well-separated case in (60). For the former, the true distances d org and d pca are both close to 0, even when the number of samples is 1000 (a small number in this scenario). The k-means algorithm can easily find an approximately-optimal clustering, which is also the approximately-correct clustering. For the moderately well-separated case, we observe that the upper bounds given in Theorem 1 and Theorem 2 are informative. In particular, they are only approximately 2.5 times the corresponding true distances.
From Figure 3 , we observe that performing k-means for the original (high-dimensional) datasets is significantly slower than performing k-means for the corresponding post-PCA datasets (the reported running times for post-PCA datasets are the sums of the running times for performing PCA and for performing k-means on the post-PCA datasets) when the number of samples is large. This difference is more pronounced for the moderately well-separated case. For this case and N = 10000, we have an order of magnitude speed up. The running time for larger N can be less than the running time for smaller N because the number of iterations for k-means are possibly different. All the results are averaged over 10 runs. All experiments we run on an Intel Core i7 CPU at 2.50GHz and 16GB of memory, and the Matlab version is 8.3.0.532 (R2014a).
V. CONCLUSION AND FUTURE WORK
We derived upper bounds for ME distance between any optimal clustering and the correct target clustering of samples independently generated from a spherical GMM (under appropriate conditions). We also analyzed the ME distance of any optimal clustering from the correct target clustering for the dimensionality-reduced dataset. These results provide intuition for the informativeness of when and why the popular k-means algorithm is appropriate for learning a spherical GMM.
Possible extensions of our work include the following:
1) Instead of performing exact SVD in PCA, we may perform randomized SVD Vinay, 1999, Halko et al., 2011] for further speed ups. 2) Instead of using spectral projection techniques, we may use random projection for dimensionality reduction similarly to Dasgupta [1999] again for further speed ups. 3) Finally, we hope to extend our results to nonspherical Gaussians or even more general logconcave distributions. Kannan et al. [2005] provide theoretical guarantees about learning the correct clustering of samples generated from such distributions.
