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INVARIANCE OF PONTRJAGIN CLASSES
FOR BOTT MANIFOLDS
SUYOUNG CHOI, MIKIYA MASUDA, AND SATOSHI MURAI
Abstract. A Bott manifold is the total space of some iterated CP 1-bundle over
a point. We prove that any graded ring isomorphism between the cohomology
rings of two Bott manifolds preserves their Pontrjagin classes. Moreover, we prove
that such an isomorphism is induced from a diffeomorphism if the Bott manifolds
are Z/2-trivial, where a Bott manifold is called Z/2-trivial if its cohomology ring
with Z/2-coefficient is isomorphic to that of a product of CP 1’s.
1. Introduction
One of the fundamental problems in topology is to classify manifolds (up to
diffeomorphism, homeomorphism etc.) by invariants and cohomology rings are not
sufficient to classify them in general. For example, the surgery theory tells us
that there are infinitely many diffeomorphism types in the family of closed smooth
manifolds homotopy equivalent to a complex projective space CPn when n ≥ 3.
However, the surgery theory further tells us that they are distinguished by their
Pontrjagin classes up to finite ambiguity, and this is true in general for the family
of closed smooth manifolds homotopy equivalent to a fixed closed smooth manifold
X where X is simply connected and of dimension ≥ 5.
On the other hand, we have a feeling that most of closed smooth manifolds do not
admit an effective smooth S1-action. For example, T. Petrie [10] conjectures that
if M is a closed smooth manifold homotopy equivalent to CPn and M admits an
effective smooth S1-action, then a homotopy equivalence f : M → CPn preserves
their Pontrjagin classes. Note that CPn has an effective smooth action of (S1)n.
The conjecture is not solved but many partial affirmative solutions are obtained.
Among them, Petrie [11] shows that the conjecture is true if M admits an effective
smooth action of (S1)n, see [12] for more details.
A complete non-singular toric variety (simply called a toric manifold) of complex
dimension n admits an effective algebraic action of (C∗)n, in particular, an effective
smooth action of (S1)n. The complex projective space CPn is a typical example
of a toric manifold. Motivated by the Petrie’s conjecture and his result mentioned
above, the second named author and D. Y. Suh [9] posed a problem which asks
whether any cohomology ring isomorphism between toric manifolds preserves their
Pontrjagin classes. Little is known about the problem. One of our main purposes is
to show that the problem is affirmative for some nice class of toric manifolds called
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Bott manifolds. We even show that any cohomology ring isomorphism is induced
from a diffeomorphism for a certain subclass of Bott manifolds.
A Bott tower of height n is a sequence of CP 1-bundles
(1.1) Bn
πn−→ Bn−1
πn−1
−→ · · ·
π2−→ B1
π1−→ B0 = {a point},
where Bj is the projectivization P (C ⊕ Lj) of a trivial complex line bundle C and
a complex line bundle Lj over Bj−1, and πj : Bj → Bj−1 is the projection for
j = 1, 2, . . . , n. It is known that Bn is a toric manifold and Bn is called an n-stage
Bott manifold or simply a Bott manifold.
If all the fibrations in (1.1) are trivial, then Bn is diffeomorphic to (CP
1)n. The 1-
stage Bott manifold is CP 1 and 2-stage Bott manifolds are Hirzebruch surfaces. As
is well-known, there are only two diffeomorphism types among Hirzebruch surfaces;
they are (CP 1)2 and CP 2#CP 2, where CP 2 is CP 2 with the opposite orientation.
However, there are infinitely many diffeomorphism types among n-stage Bott man-
ifolds when n ≥ 3, and it is an interesting open question to classify them up to
diffeomorphism or homeomorphism ([6]).
Our first main result is the following.
Theorem 1.1. Any graded ring isomorphism between the cohomology rings (with
integer coefficients) of two Bott manifolds preserves their Pontrjagin classes.
If a graded ring isomorphism between the cohomology rings of two smooth man-
ifolds is induced from a diffeomorphism, then the isomorphism preserves their Pon-
trjagin classes. So, Theorem 1.1 provides a supporting evidence to the following
conjecture.
Strong cohomological rigidity conjecture for Bott manifolds. Any graded
ring isomorphism between the cohomology rings (with integer coefficients) of two
Bott manifolds is induced from a diffeomorphism.
The conjecture above in particular claims that two Bott manifolds are diffeomor-
phic if their cohomology rings (with integer coefficients) are isomorphic as graded
rings, and we call this weaker conjecture Cohomological rigidity conjecture for Bott
manifolds. No counterexamples are known to these conjectures and some partial
affirmative solutions are known; for instance, the strong cohomological rigidity con-
jecture is affirmative for Q-trivial Bott manifolds, where a Bott manifold Bn is
called Q-trivial if H∗(Bn;Q) ∼= H
∗((CP 1)n;Q) as graded rings ([3]). It is also af-
firmative up to 3-stage Bott manifolds and the cohomological rigidity conjecture is
affirmative for 4-stage Bott manifolds ([2]).
We say that a Bott manifold Bn is Z/2-trivial if H
∗(Bn;Z/2) ∼= H
∗((CP 1)n;Z/2)
as graded rings, where Z/2 = Z/2Z. Our second main result is the following.
Theorem 1.2. The strong cohomological rigidity conjecture is affirmative for Z/2-
trivial Bott manifolds, namely any graded ring isomorphism between the cohomology
rings (with integer coefficients) of two Z/2-trivial Bott manifolds is induced from a
diffeomorphism.
There are infinitely many diffeomorphism types among Z/2-trivial n-stage Bott
manifolds when n ≥ 3 while there are only finitely many diffeomorphism types
among Q-trivial n-stage Bott manifolds for any n. Therefore, the family of Z/2-
trivial Bott manifolds is much larger than that of Q-trivial Bott manifolds but the
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former family does not contain the latter, for instance, a 2-stage Bott manifold
CP 2#CP 2 is not Z/2-trivial but Q-trivial.
The rigidity conjectures mentioned above are posed (as problems) more generally
for toric manifolds or some related family of manifolds. The strong cohomological
rigidity does not hold for arbitrary toric manifolds while no counterexamples are
known to the cohomological rigidity problems for toric manifolds. A real analogue
of the rigidity problems is also studied. See survey papers [4] and [9] for details.
This paper is organized as follows. In Section 2 we review some known facts on
the cohomology rings of Bott manifolds. In Section 3 we introduce new bases of
the cohomology rings and restate some facts mentioned in Section 2. In Section 4
we analyze graded ring isomorphisms between the cohomology rings of two Bott
manifolds, where the new bases introduced in Section 3 play a role. We prove
Theorem 1.1 in Section 5 and Theorem 1.2 in Section 6. Finally, in Section 7 we
make some remarks on automorphisms of the cohomology ring of a Bott manifold,
which clarifies our difficulty to solve the strong cohomological rigidity conjecture
for Bott manifolds completely.
2. Cohomology rings of Bott manifolds
In this section we will recall some known facts on the cohomology rings of Bott
manifolds and the quotient construction of Bott manifolds.
We denote by αj the first Chern class of the complex line bundle Lj used to con-
struct the Bott tower (1.1). It follows from the Borel-Hirzebruch formula ([1]) that
H∗(Bj ;Z) is a free module over H
∗(Bj−1;Z) through the map π
∗
j : H
∗(Bj−1;Z) →
H∗(Bj ;Z) on two generators 1 and xj of degree 0 and 2 respectively, where xj is
the first Chern class of the tautological line bundle γj over Bj , and that the ring
structure is determined by the single relation
x2j = π
∗
j (αj)xj .
Using the formula inductively on j and regardingH∗(Bj ;Z) as a subring ofH
∗(Bn;Z)
through the projections in (1.1), we see that
(2.1) H∗(Bn;Z) = Z[x1, . . . , xn]/(x
2
j − αjxj | j = 1, 2, . . . , n)
where α1 = 0. The following lemma easily follows from (2.1).
Lemma 2.1. Let k be a positive integer less than or equal to n. Then the set
{xi1xi2 . . . xik | 1 ≤ i1 < i2 < · · · < ik ≤ n}
is an additive basis of H2k(Bn;Z).
The Pontrjagin class of a Bott manifold has a simple expression as is shown in
the following lemma.
Lemma 2.2. The Pontrjagin class p(Bn) of the Bott manifold Bn is given by
p(Bn) =
n∏
j=1
(1 + (2xj − αj)
2) =
n∏
j=1
(1 + α2j ) ∈ H
∗(Bn;Z)
where (2xj − αj)
2 = α2j because x
2
j = αjxj.
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Proof. The lemma is known but since there seems no literature which mentions the
formula explicitly, we shall give a proof.
Since πj : Bj → Bj−1 is the projectivization of the Whitney sum of the trivial
line bundle C and the line bundle Lj over Bj−1, the tangent bundle TBj of Bj splits
into
(2.2) TBj = TfBj ⊕ π
∗
j (TBj−1)
where TfBj denotes the complex line bundle along the fibers of the fiber bundle
πj : Bj → Bj−1 and π
∗
j (TBj−1) is the pullback of the tangent bundle TBj−1 of
the base space Bj−1 by the projection πj. Since xj is the first Chern class of the
tautological line bundle γj over Bj and the total Chern class of C⊕Lj is 1 + αj, it
follows from [1, (2) in p.515] that the total Chern class of the complex line bundle
TfBj is given by 1 − 2xj + αj and hence its total Pontrjagin class is given by
1 + (2xj − αj)
2. This together with (2.2) shows that
p(Bj) = (1 + (2xj − αj)
2)p(Bj−1)
because H∗(Bn;Z) has no 2-torsion. Then the lemma follows by applying the above
formula inductively on j. 
For u =
∑n
i=1 cixi ∈ H
2(Bn;Z) with ci ∈ Z, we define
ht(u) = max{i ∈ [n] = {1, 2, . . . , n} | ci 6= 0}
and call it the height of u. Note that ht(αj) < ht(xj) = j. We say that a pair of
primitive elements in H2(Bn;Z) is a primitive vanishing pair if the product of the
elements vanishes. Note that a pair (xj , xj − αj) is a primitive vanishing pair for
any j ∈ [n].
Lemma 2.3 (Lemma 2.2 in [3]). A primitive vanishing pair is of the form
(axj + u, a(xj − αj)− u) or (axj + u,−a(xj − αj) + u)
where a ∈ Z\{0}, u ∈ H2(Bn;Z), u(u+ aαj) = 0 and ht(u) < j.
Corollary 2.1 (Corollary 2.1 in [3]). Primitive square zero elements in H2(Bn;Z)
are of the form ±(xj −
1
2αj) if αj ≡ 0 (mod 2) and ±(2xj − αj) otherwise.
We shall review the quotient construction of Bott manifolds ([5, Prop. 3.1]).
Remember that α1 = 0 and express
(2.3) αj =
j−1∑
i=1
Aijxi for j = 2, 3, . . . , n
with Aij ∈ Z. Let S
2d−1 be the unit sphere of Cd for d = 1, 2. Then the Bott
manifold Bn in (1.1) can be obtained as the quotient of (S
3)n by the free action of
(S1)n defined by
(g1, g2, . . . , gn) ·
(
(z1, w1), (z2, w2), . . . , (zn, wn)
)
=
(
(g1z1, g1w1), ((g
−A12
1 )g2z2, g2w2), . . . , ((
n−1∏
k=1
g
−Akn
k )gnzn, gnwn)
)(2.4)
where gi ∈ S
1 and (zi, wi) ∈ S
3 for i = 1, 2, . . . , n. Projections(
(z1, w1), . . . , (zn, wn)
)
→
(
(z1, w1), . . . , (zn−1, wn−1)
)
→ · · · → (z1, w1)
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induce the Bott tower (1.1). The tautological line bundle γj over Bj can be described
as the quotient of the trivial complex line bundle (S3)n ×C→ (S3)n by the action
of (S1)n on the total space (S3)n × C defined as follows:
g · ((z, w), u) = (g · (z, w), g−1j u) (u ∈ C),
where g = (g1, g2, . . . , gn), (z, w) =
(
(z1, w1), (z2, w2), . . . , (zn, wn)
)
and g · (z, w)
denotes the action defined in (2.4).
3. Base change
We set
(3.1) yj = xj −
1
2
αj for j = 1, 2, . . . , n.
Then, we have
(3.2) 4y2j = (2xj − αj)
2 = α2j in H
∗(Bn;Z),
and it follows from Lemma 2.2 that
(3.3) p(Bn) =
n∏
i=1
(1 + 4y2j ).
If αj ≡ 0 (mod 2), then yj is integral, that is, an element of H
2(Bn;Z).
Lemma 3.1. If αi ≡ αj ≡ 0 (mod 2) and yi ≡ yj (mod 2), then i = j.
Proof. Since ht(αi) < i and ht(αj) < j, the assumption yi ≡ yj (mod 2) implies
xi ≡ xj (mod 2) and hence i = j because {x1, x2, . . . , xn} is an additive basis of
H2(Bn;Z) (cf. Lemma 2.1). 
Let Aij (i < j) be the integers defined in (2.3). Setting A
i
j = 0 for i ≥ j, we
obtain an integral strictly upper triangular n × n matrix A with Aij as the (i, j)
entry. Then it follows from (3.1) that
(y1, . . . , yn) = (x1, . . . , xn)(E −
1
2
A),
where E is the identity matrix. Here E − 12A is an upper triangular unipotent
matrix and so is its inverse. Therefore, if we denote the (i, j) entry of (E − 12A)
−1
by aij , then
(3.4) xj =
∑
i≤j
aijyi and
1
2
αj = xj − yj =
∑
i<j
aijyi.
By (3.2) and (3.4), we have
(3.5) y2j =
(αj
2
)2
=
(∑
i<j
aijyi
)2
in H∗(Bn;Q).
The following lemma easily follows from (3.5) or Lemma 2.1.
Lemma 3.2. Let k be a positive integer less than or equal to n. Then the set
{yi1yi2 . . . yik | 1 ≤ i1 < i2 < · · · < ik ≤ n}
is an additive basis of H2k(Bn;Q) over Q.
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4. Cohomology ring isomorphisms
Let Bn be the set of integral strictly upper triangular n× n matrices. Since the
Bott manifold Bn in (1.1) is determined by a matrix A ∈ Bn, we will denote Bn by
M(A). For the zero matrix O ∈ Bn, M(O) = (CP
1)n and it is known that if M(A)
is diffeomorphic to M(O), then A = O ([8]). However, it happens that M(A) and
M(B) are diffeomorphic even if A,B ∈ Bn are different.
Henceforth the cohomology elements xj, yj, αj for M(A) will be denoted by
xAj , y
A
j , α
A
j respectively to avoid confusion.
Proposition 4.1. Suppose that ψ : H∗(M(A);Q)→ H∗(M(B);Q) is a graded ring
isomorphism. Then there are non-zero q1, . . . , qn ∈ Q and a permutation σ on [n]
such that
ψ(yAj ) = qjy
B
σ(j) for j = 1, . . . , n.
Proof. We prove the proposition by induction on j. When j = 1, ψ(yA1 )
2 = 0
because (yA1 )
2 = 0. Therefore ψ(yA1 ) is a nonzero scalar multiple of y
B
σ(1) for some
σ(1) ∈ [n] by Corollary 2.1.
Suppose that
(4.1) ψ(yAj ) = qjy
B
σ(j) for j < k.
Then, since
(qjy
B
σ(j))
2 = ψ(yAj )
2 = ψ
(
(yAj )
2
)
= ψ
(
(
∑
i<j
aijy
A
i )
2
)
=
(∑
i<j
aijqiy
B
σ(i)
)2
,
one can inductively see that for j < k,
(4.2) (yBσ(j))
2 is a linear combination of yBσ(i1)y
B
σ(i2)
with i1 < i2 < j.
Set S = {σ(1), . . . , σ(k − 1)}. Since ψ is an isomorphism, it follows from (4.1)
that ψ(yAk ) is not a linear combination of y
B
σ(1), . . . , y
B
σ(k−1). Therefore, there is
m ∈ [n]\S such that
(4.3) ψ(yAk ) =
∑
s≤m or s∈S
bsy
B
s (bs ∈ Q and bm 6= 0).
We consider squares at the both sides above. It follows from (3.5) and (4.1) that
ψ(yAk )
2 = ψ
(
(yAk )
2
)
= ψ
(
(
∑
i<k
aiky
A
i )
2
)
=
(∑
i<k
aikqiy
B
σ(i)
)2
and hence
(4.4) ψ(yAk )
2 is a linear combination of yBσ(i1)y
B
σ(i2)
with i1 < i2 < k
by (4.2). On the other hand, we claim that if bt 6= 0 for some t < m or t ∈ S
at the right hand side of (4.3), then a non-zero scalar multiple of yBmy
B
t appears
in the square of the right hand side of (4.3). Indeed, (yBs )
2 for s ≤ m is a linear
combination of yBi y
B
j with i < j < m by (3.5) and (y
B
s )
2 for s ∈ S is a linear
combination of yBi y
B
j with i 6= j ∈ S by (4.2). Therefore the claim holds because
{yBi y
B
j | 1 ≤ i < j ≤ n} is an additive basis of H
4(M(B);Q) by Lemma 3.2.
However the claim contradicts (4.4) since m /∈ S. Therefore, ψ(yAk ) = bmy
B
m. This
completes the induction step and proves the proposition. 
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Lemma 4.1. Suppose that the graded ring isomorphism ψ in Proposition 4.1 is
induced from a graded ring isomorphism from H∗(M(A);Z) to H∗(M(B);Z). Then
the rational number qj in Proposition 4.1 belongs to {±
1
2 ,±1,±2} for j = 1, 2, . . . , n,
and
(1) qj ∈ {±
1
2} if and only if α
A
j 6≡ 0 (mod 2) and α
B
σ(j) ≡ 0 (mod 2),
(2) qj ∈ {±2} if and only if α
A
j ≡ 0 (mod 2) and α
B
σ(j) 6≡ 0 (mod 2).
Moreover, if qj = ±1 for all j, then ψ(p(M(A))) = p(M(B)).
Proof. Since ψ(xAj −
1
2α
A
j ) = qj(x
B
σ(j)−
1
2α
B
σ(j)) by Proposition 4.1, the former state-
ment in the lemma follows from the fact that ψ restricted to the cohomology rings
with integer coefficients sends primitive elements to primitive elements and the lat-
ter follows from (3.3) and Proposition 4.1. 
We fix a graded ring isomorphism ψ : H∗(M(A);Z) → H∗(M(B);Z) by the end
of Lemma 4.3. Since (ψ(xAj ), ψ(x
A
j − α
A
j )) is a primitive vanishing pair, it follows
from Lemma 2.3 that there are a ∈ Z\{0}, u ∈ H2(M(B);Z) and k ∈ [n] such that
(4.5) (ψ(xAj ), ψ(x
A
j − α
A
j )) =
{
(axBk + u, a(x
B
k − α
B
k )− u) or
(axBk + u,−a(x
B
k − α
B
k ) + u),
where u(u + aαBk ) = 0 and ht(u) < k. Remember that a
i
j is the (i, j) entry of the
matrix (E − 12A)
−1, in other words, aij is the rational number determined by (3.4).
With this understood, we have
Lemma 4.2. In the former case of (4.5), qj = a (hence qj is an integer), k = σ(j)
and aij = 0 for σ(i) > σ(j). In the latter case of (4.5), α
A
j = 2aq
−1
i y
A
i for some
i < j.
Proof. Since 2yAj = x
A
j +(x
A
j −α
A
j ) and α
A
j = x
A
j −(x
A
j −α
A
j ), a simple computation
using (4.5) shows that
(4.6) (ψ(2yAj ), ψ(α
A
j )) =
{
(2ayBk , 2u+ aα
B
k ) in the former case of (4.5),
(2u+ aαBk , 2ay
B
k ) in the latter case of (4.5).
In the former case of (4.5), we have ψ(yAj ) = ay
B
k by (4.6). This together with
Proposition 4.1 shows that qj = a and k = σ(j). Moreover, since ψ(α
A
j ) = 2u+aα
B
k
by (4.6) and ht(u) < k, we have
ht(ψ(αAj )) < k = σ(j)
while since αAj = 2
∑
i<j a
i
jy
A
i by (3.4), we have
ψ(αAj ) = 2
∑
i<j
aijqiy
B
σ(i)
by Proposition 4.1. These show that aij = 0 for σ(i) > σ(j).
In the latter case of (4.5), ψ(αAj ) = 2ay
B
k by (4.6). Therefore α
A
j = 2aq
−1
i y
A
i for
some i ∈ [n] by Proposition 4.1 and j > ht(αAj ) = ht(y
A
i ) = i. 
Note that 2aq−1i in Lemma 4.2 is a nonzero integer because a ∈ Z\{0} and
qi ∈ {±
1
2 ,±1,±2} by Lemma 4.1. We say that αj is of exceptional type if αj = cyi
for some nonzero integer c and i < j and is of even exceptional type if the nonzero
integer c is even.
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Lemma 4.3. Suppose that qj = ±
1
2 . Then there are i < j and c ∈ Z\{0} such
that αAj = cy
A
i . If α
A
j is not of even exceptional type, then c is odd and qi = ±2.
If neither αAj nor α
B
σ(i) are of even exceptional type, then α
B
σ(i) = dy
B
σ(j) with some
odd integer d.
Proof. Since qj = ±
1
2 , that is not an integer, by assumption, Lemma 4.2 says that
the latter case of (4.5) must occur and αAj = 2aq
−1
i y
A
i . Setting c = 2aq
−1
i , we have
(4.7) αAj = cy
A
i ,
where c is a nonzero integer. If αAj is not of even exceptional type, then c = 2aq
−1
i
is odd and hence qi must be ±2 (and a is odd).
It remains to prove the last assertion in the lemma. Suppose that neither αAj
nor αB
σ(i) are of even exceptional type. Then qi = ±2 as observed above, and since
ψ(yAi ) = qiy
B
σ(i) by Proposition 4.1, we have ψ
−1(yB
σ(i)) = ±
1
2y
A
i . Then the same
argument as above applied for ψ−1(yB
σ(i)) = ±
1
2y
A
i tells us that there are ℓ ∈ [n] and
d ∈ Z\{0} such that
(4.8) αBσ(i) = dy
B
ℓ .
Here d is odd because αB
σ(i) is not of even exceptional type by assumption. In the
sequel, it suffices to prove ℓ = σ(j).
Since d is odd, it follows from (4.8) that αBℓ ≡ 0 (mod 2) while α
B
σ(j) ≡ 0 (mod 2)
by Lemma 4.1 since qj = ±
1
2 . Therefore, it suffices to show y
B
ℓ ≡ y
B
σ(j) (mod 2) by
Lemma 3.1, which we shall check below. Since ±yB
σ(j) = ψ(2y
A
j ) = ψ(2x
A
j − α
A
j ) =
2ψ(xAj )− ψ(α
A
j ), we have
(4.9) yBσ(j) ≡ ψ(α
A
j ) (mod 2).
Similarly, since ±ψ(yAi ) = 2y
B
σ(i) = 2x
B
σ(i) − α
B
σ(i), we have
(4.10) ψ(yAi ) ≡ α
B
σ(i) (mod 2).
Thus, since c and d are both odd integers, it follows from (4.9), (4.7), (4.10) and
(4.8) that
yBσ(j) ≡ ψ(α
A
j ) ≡ ψ(y
A
i ) ≡ α
B
σ(i) ≡ y
B
ℓ (mod 2),
proving the desired congruence relation. 
Lemma 4.4. For A ∈ Bn, there is B ∈ Bn such that none of α
B
1 , . . . , α
B
n are of
even exceptional type and there is a graded ring isomorphism ψ : H∗(M(A);Z) →
H∗(M(B);Z) such that ψ(p(M(A))) = p(M(B)).
Proof. Suppose that αAj is of even exceptional type but α
A
k for k < j is not. In the
following we will find B ∈ Bn such that α
B
k for k < j is not of even exceptional type
but ht(αBj ) < ht(α
A
j ) and that H
∗(M(A);Z) and H∗(M(B);Z) are isomorphic as
graded rings. If αBj is still of even exceptional type, then we repeat the argument
until we reach B such that αBk for k ≤ j is not of even exceptional type. Note
that this can be achieved because if ht(αBj ) = 0, then α
B
j = 0 which is not of even
exceptional type. Doing this procedure inductively on j, we finally reach the desired
B in the lemma.
INVARIANCE OF PONTRJAGIN CLASSES 9
Since αAj is of even exceptional type by assumption, we have
(4.11) αAj = c(x
A
i −
1
2
αAi )
with some nonzero even integer c and i < j. We define a matrix B of size n by
Bℓk =


Aℓk if k 6= j and ℓ 6= i,
Aik +
c
2A
j
k if k 6= j and ℓ = i,
− c2A
ℓ
i if k = j.
Since A ∈ Bn and i < j, the matrix B is indeed in Bn (i.e., B
ℓ
k = 0 for ℓ ≥ k), and
(4.12) αBk =
{∑n
ℓ=1A
ℓ
kx
B
ℓ +
c
2A
j
kx
B
i if k 6= j,
− c2
∑n
ℓ=1A
ℓ
ix
B
ℓ if k = j.
Note that since i < j, Aji = 0 and hence it follows from (4.12) that
(4.13) αBj = −
c
2
αBi .
We define
(4.14) ψ(xAℓ ) =
{
xBℓ if ℓ 6= j,
xBj +
c
2x
B
i if ℓ = j.
This clearly induces an isomorphism ψ : Z[xA1 , . . . , x
A
n ] → Z[x
B
1 , . . . , x
B
n ] between
polynomial rings. We claim that ψ induces a graded isomorphism fromH∗(M(A);Z)
to H∗(M(B);Z). Indeed, when k 6= j, it follows from (4.14) and (4.12) that
(4.15) ψ(αAk ) = ψ(
n∑
ℓ=1
Aℓkx
A
ℓ ) =
n∑
ℓ=1
Aℓkx
B
ℓ +
c
2
Ajkx
B
i = α
B
k
and hence
(4.16) ψ
(
xAk (x
A
k − α
A
k )
)
= xBk (x
B
k − α
B
k ) when k 6= j.
When k = j, we have
ψ
(
xAj (x
A
j − α
A
j )
)
= ψ
(
xAj (x
A
j − c(x
A
i −
1
2
αAi ))
)
by (4.11)
= (xBj +
c
2
xBi )(x
B
j −
c
2
xBi +
c
2
αBi ) by (4.14) and (4.15)
= xBj (x
B
j +
c
2
αBi )−
c2
4
xBi (x
B
i − α
B
i )
= xBj (x
B
j − α
B
j )−
c2
4
xBi (x
B
i − α
B
i ) by (4.13).
(4.17)
(4.16) and (4.17) together with (2.1) show that ψ induces a graded ring isomorphism
from H∗(M(A);Z) to H∗(M(B);Z).
Since ht(αAj ) = i by (4.11) and ht(α
B
j ) = ht(α
B
i ) < i by (4.13), we have ht(α
B
j ) <
ht(αAj ). Moreover, the isomorphism ψ defined in (4.14) is represented as a unipotent
upper triangular matrix with respect to the basis xA1 , . . . , x
A
n of H
2(M(A);Z) and
xB1 , . . . , x
B
n of H
2(M(B);Z), so qj = 1 for any j and hence ψ(p(M(A))) = p(M(B))
by Lemma 4.1. 
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Remark 4.1. The graded ring isomorphism ψ in the proof above is actually induced
from a diffeomorphism, which follows from Theorem 6.1 mentioned in Section 6.
One can also see it using the quotient construction of Bott manifolds.
5. Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1 in the Introduction.
Let ψ : H∗(M(A);Z) → H∗(M(B);Z) be a graded ring isomorphism. By (3.3)
what we must prove is
ψ
( n∏
j=1
(1 + 4(yAj )
2)
)
=
n∏
j=1
(1 + 4(yBj )
2) ∈ H∗(M(B);Z).
We may assume that none of αA1 , . . . , α
A
n and α
B
1 , . . . , α
B
n are of even exceptional
type by Lemma 4.4. Since ψ(yAj ) = qjy
B
σ(j) by Proposition 4.1, ψ(1 + 4(y
A
j )
2) =
1+ 4(yB
σ(j))
2 if qj = ±1. Therefore, we shall treat the case where qj = ±
1
2 or ±2 by
Lemma 4.1.
Suppose qj = ±
1
2 . Then there is i < j such that
(5.1) αAj = cy
A
i and α
B
σ(i) = dy
B
σ(j)
with some odd integers c, d and qi = ±2 by Lemma 4.3. We shall show that
(5.2) ψ
(
(1 + 4(yAj )
2)(1 + 4(yAi )
2)
)
= (1 + 4(yBσ(j))
2)(1 + 4(yBσ(i))
2).
It follows from (3.2) and (5.1) that
(5.3) 4(yAj )
2 = (αAj )
2 = c2(yAi )
2
and sending the first and last elements in the identity above by ψ, we obtain
(5.4) (yBσ(j))
2 = 4c2(yBσ(i))
2
since qj = ±
1
2 and qi = ±2. Here 4(y
B
σ(i))
2 = (αB
σ(i))
2 by (3.2) and (αB
σ(i))
2 =
d2(yB
σ(j))
2 by (5.1). Therefore, (5.4) turns into
(5.5) (yBσ(j))
2 = c2d2(yBσ(j))
2.
When (yB
σ(i))
2 6= 0, (5.5) implies c2d2 = 1 and hence c2 = d2 = 1 because c, d are
integers. It follows from (5.3) and (5.4) that
4(yAj )
2 = (yAi )
2 and (yBσ(j))
2 = 4(yBσ(i))
2.
Therefore
the left hand side of (5.2) = ψ
(
(1 + (yAi )
2)(1 + 16(yAj )
2
)
= (1 + q2i (y
B
σ(i))
2)(1 + 16q2j (y
B
σ(j))
2)
= the right hand side of (5.2)
because qj = ±
1
2 and qi = ±2. When (y
B
σ(i))
2 = 0, we have (yB
σ(j))
2 = 0 by (5.4)
and (yAj )
2 = (yAi )
2 = 0 because ψ(yAj ) = y
B
σ(j) and ψ(y
A
i ) = y
B
σ(i) and ψ is an
isomorphism. Therefore, (5.2) holds even when (yB
σ(i))
2 = 0.
When qj = ±2, ψ
−1(yB
σ(j)) = ±
1
2y
A
j . Therefore, the same argument as above
applied for ψ−1 shows that (5.2) also holds when qj = ±2. This completes the proof
of the theorem.
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6. Proof of Theorem 1.2
The purpose of this section is to prove Theorem 1.2 in the Introduction. We
begin with the following lemma.
Lemma 6.1. Let A ∈ Bn, σ a permutation on [n] and let P be the permutation
matrix of σ−1, that is, the (i, j) entry of P is 1 if i = σ(j) and 0 otherwise.
If PAP−1 ∈ Bn, then there is a graded ring isomorphism ψσ : H
∗(M(A);Z) →
H∗(M(PAP−1);Z) sending xAj to x
PAP−1
σ(j) for j = 1, 2, . . . , n and it is induced from
a diffeomorphism.
Proof. Remember the quotient construction of Bott manifolds explained in Sec-
tion 2. Let ϕσ : (S
3)n → (S3)n be the coordinate change defined by
ϕσ((z1, w1), (z2, w2), . . . , (zn, wn)
)
=
(
(zσ(1), wσ(1)), (zσ(2), wσ(2)), . . . , (zσ(n), wσ(n))
)
where we consider the (S1)n-action associated to the matrix PAP−1 on the source
space and the one associated to A on the target space, and let φσ be the group
automorphism of (S1)n defined by
φσ(g1, g2, . . . , gn) = (gσ(1), gσ(2), . . . , gσ(n)).
Then, ϕσ is φσ-equivariant, i.e.,
(6.1) ϕσ(g · (z, w)) = φσ(g) · ϕσ((z, w)),
where g = (g1, . . . , gn) and (z, w) = ((z1, w1), (z2, w2), . . . , (zn, wn)). Indeed, the
j-th component of the left hand side of (6.1) is
(6.2)
(( σ(j)−1∏
k=1
g
−(PAP−1)k
σ(j)
k
)
gσ(j)zσ(j), gσ(j)wσ(j)
)
while that of the right hand side of (6.1) is
(6.3)
(( j−1∏
i=1
g
−Aij
σ(i)
)
gσ(j)zσ(j), gσ(j)wσ(j)
)
.
Here, since P is the permutation matrix of σ−1, (PAP−1)
σ(i)
σ(j) = A
i
j and it is zero
for σ(i) ≥ σ(j) or i ≥ j since both PAP−1 and A belong to Bn; so we have
σ(j)−1∏
k=1
g
−(PAP−1)k
σ(j)
k =
n∏
k=1
g
−(PAP−1)k
σ(j)
k =
n∏
i=1
g
−(PAP−1)
σ(i)
σ(j)
σ(i) =
n∏
i=1
g
−Aij
σ(i) =
j−1∏
i=1
g
−Aij
σ(i) .
This shows that (6.2) and (6.3) agree, which means that ϕσ is φσ-equivariant and
hence ϕσ induces a diffeomorphism from M(PAP
−1) to M(A).
It remains to prove that the cohomology ring isomorphism induced by ϕσ maps
xAj to x
PAP−1
σ(j) . Remember that x
A
j and x
PAP−1
σ(j) are the first Chern classes of the
complex line bundles γAj and γ
PAP−1
σ(j) mentioned in Section 2, where the matrices A
and PAP−1 are specified to avoid confusion. Therefore, it suffices to find a bundle
isomorphism from γPAP
−1
σ(j) to γ
A
j which covers ϕσ. The map fσ from (S
3)n × C to
itself defined by
fσ((z, w), u) = (ϕσ(z, w), u)
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satisfies
fσ(g · (z, w), g
−1
σ(j)u) = (φσ(g) · (z, w), g
−1
σ(j)u).
Since gσ(j) is the j-th component of φσ(g), fσ induces the desired bundle isomor-
phism from γPAP
−1
σ(j) to γ
A
j . 
The following theorem due to H. Ishida plays a role in our argument.
Theorem 6.1 ([7]). Let A,B ∈ Bn and ψ : H
∗(M(A);Z) → H∗(M(B);Z) be a
graded ring isomorphism. If ψ restricted to the degree two cohomology groups is
represented as an upper triangular matrix with respect to the basis xA1 , . . . , x
A
n of
H2(M(A);Z) and xB1 , . . . , x
B
n of H
2(M(B);Z) defined in Section 2, then ψ is in-
duced from a diffeomorphism.
Let ψ : H∗(M(A);Z)→ H∗(M(B);Z) be a graded ring isomorphism. By Propo-
sition 4.1, there is a permutation σ on [n] such that ψ(yAj ) = qjy
B
σ(j) with some
nonzero qj ∈ Q for any j.
Proposition 6.1. If qj ∈ {±1} for all j, then the isomorphism ψ above is induced
from a diffeomorphism.
Proof. We may assume that none of αA1 , . . . , α
A
n are of even exceptional type by
Lemma 4.4 and Remark 4.1 (replace A with the matrix given in Lemma 4.4 if
necessary). Let aij be the (i, j) entry of (E −
1
2A)
−1. Because none of αA1 , . . . , α
A
n
are of even exceptional type and qk ∈ {±1} for all k, we have a
i
j = 0 for σ(i) > σ(j)
by Lemma 4.2. This means that if P is the permutation matrix of σ−1, then
P (E − 12A)
−1P−1 is a unipotent upper triangular matrix because the (σ(i), σ(j))
entry of P (E− 12A)
−1P−1 is equal to the (i, j) entry aij of (E−
1
2A)
−1. Then, since
P (E − 12A)P
−1 =
(
P (E − 12A)
−1P−1
)−1
is a unipotent upper triangular matrix,
PAP−1 is a strictly upper triangular matrix and hence PAP−1 ∈ Bn.
Let ψσ : H
∗(M(A);Z) → H∗(M(PAP−1);Z) be the graded ring isomorphism in
Lemma 6.1. Then the graded ring isomorphism arising from the composition
ψ ◦ ψ−1σ : H
∗(M(PAP−1);Z)→ H∗(M(A);Z)→ H∗(M(B);Z)
satisfies (ψ ◦ ψ−1σ )(y
PAP−1
j ) = qσ−1(j)y
B
j for any j since ψσ(x
A
i ) = x
PAP−1
σ(i) for any
i. This means that ψ ◦ ψ−1σ satisfies the assumption in Theorem 6.1 and hence is
induced from a diffeomorphism. Moreover, ψσ is induced from a diffeomorphism by
Lemma 6.1. This shows that ψ is induced from a diffeomorphism. 
Remember that M(O) = (CP 1)n for the zero matrix O ∈ Bn. We say that a Bott
manifold M(A) for A ∈ Bn is Z/2-trivial if H
∗(M(A);Z/2) ∼= H∗(M(O);Z/2) as
graded rings.
Lemma 6.2. Let A ∈ Bn. Then the following three statements are equivalent.
(1) M(A) is Z/2-trivial.
(2) αAj ≡ 0 (mod 2) for j = 1, 2, . . . , n.
(3) A ≡ O (mod 2), i.e., every entry of A is an even integer.
Proof. The equivalence (2) ⇔ (3) and the implication (2) ⇒ (1) are obvious, so it
suffices to prove the implication (1)⇒ (2). Suppose that M(A) is Z/2-trivial. Then
the square of any element in H2(M(A);Z/2) vanishes. Therefore αAj x
A
j (= x
A
j
2
)
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vanishes in H4(M(A);Z/2) for any j. On the other hand, the set {xAi x
A
j | 1 ≤
i < j ≤ n} is an additive basis of H4(M(A);Z/2) because it is an additive basis of
H4(M(A);Z) by Lemma 2.1. Since αAj is a linear combination of x
A
i for 1 ≤ i < j,
this implies that αAj = 0 in H
2(M(A);Z/2) for any j, proving (2). 
Now we are in a position to prove our second main result stated in the Introduc-
tion.
Proof of Theorem 1.2. Let M(A) and M(B) be Z/2-trivial Bott manifolds and let
ψ : H∗(M(A);Z) → H∗(M(B);Z) be any graded ring isomorphism. Since M(A)
and M(B) are Z/2-trivial, αAj ≡ 0 (mod 2) and α
B
j ≡ 0 (mod 2) for any j by
Lemma 6.2. This together with Lemma 4.1 shows that the assumption of Proposi-
tion 6.1 is satisfied for the ψ, so the theorem follows from Proposition 6.1. 
7. Concluding remarks
We conclude this paper with some remarks on automorphisms of the cohomology
ring of a Bott manifold Bn. Proposition 4.1 and Lemma 4.1 say that given a
graded ring automorphism ψ of H∗(Bn;Z), there are a permutation σ on [n] and
qj ∈ {±
1
2 ,±1,±2} such that ψ(yj) = qjyσ(j) for each j = 1, 2, . . . , n. Therefore,
assigning (qj/|qj |)
n
j=1 together with σ to ψ, we obtain a monomorphism
(7.1) Aut(H∗(Bn;Z)) →֒ {±1}
n ⋊Sn.
Here Aut(H∗(Bn;Z)) denotes the group of graded ring automorphisms of H
∗(Bn;Z)
and {±1}n⋊Sn is the signed permutation group on [n], that is, the semidirect prod-
uct of the n-fold product {±1}n of the order two group {±1} and the permutation
group Sn on [n] where the action of Sn on {±1}
n is the natural permutation of
factors of {±1}n. Lemma 4.2 in [7] implies that any automorphism in the subgroup
{±1}n of {±1}n⋊Sn can be realized by diffeomorphisms of Bn and our Lemma 6.1
implies that some elements of Sn can also be realized by diffeomorphisms of Bn.
However, any qj is equal to ±1 for the cohomology automorphisms induced from
those diffeomorphisms, so if some qj is not ±1 then our results do not prove that the
cohomology automorphism is induced from a diffeomorphism. This is the reason
why we needed to assume the Z/2-triviality in Theorem 1.2.
As remarked in the Introduction, the Hirzebruch surface CP 2♯CP 2 is not Z/2-
trivial (although it is Q-trivial). If we put B2 = CP
2♯CP 2, then
H∗(B2;Z) = Z[x1, x2]/(x
2
1, x
2
2 − x1x2),
so y1 = x1 and y2 = x2−
1
2x1. The map (7.1) above is an isomorphism in this case. In
fact, Aut(H∗(B2;Z)) is generated as a group by the following three automorphisms:
(1) (x1, x2)→ (−x1,−x1 + x2), so (y1, y2)→ (−y1, y2),
(2) (x1, x2)→ (x1, x1 − x2), so (y1, y2)→ (y1,−y2),
(3) (x1, x2)→ (−x1 + 2x2, x2), so (y1, y2)→ (2y2,
1
2y1).
The automorphisms (1) and (2) generate the subgroup {±1}2 while the automor-
phism (3) generates the subgroup S2. As remarked above, the automorphisms (1)
and (2) are induced from diffeomorphisms of B2. One can see that the automor-
phism (3) is also induced from a diffeomorphism of B2, in fact, the diffeomorphism
of Type 2 in the proof of [3, Lemma 5.2] induces the automorphism (3) up to
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sign. For the convenience of the reader, we shall review the construction of the
diffeomorphism. We take involutions
s : [z1, z2, z3]→ [z¯1, z¯2, z¯3] on CP
2, t : [z1, z2, z3]→ [z1, z2,−z3] on CP 2
where [z1, z2, z3] denotes the homogeneous coordinate of CP
2 and z¯ denotes the
conjugate of a complex number z. The fixed point set by s is RP 2 while that by t
consists of a point and CP 1. Choose a point from RP 2 and CP 1 respectively and
take the equivariant connected sum of CP 2 and CP 2 around the chosen fixed points.
Then the resulting involution on B2 = CP
2♯CP 2 is the desired one, see the proof of
[3, Lemma 5.2] for more details. As you see, this construction heavily depends on
the description CP 2♯CP 2 and we do not know how to find such a diffeomorphism
for a not Z/2-trivial Bott manifold Bn although such a diffeomorphism is found
when Bn is Q-trivial ([3]). If we overcome this difficulty, then we could solve the
strong cohomological rigidity conjecture for Bott manifolds completely.
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